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Abstract
We first show the existence of unique global minimizer of the free energy for all
masses associated to a nonlinear diffusion version of the classical Keller-Segel model
when the diffusion dominates over the attractive force of the chemoattractant. The
strategy uses an approximation of the variational problem in the whole space by the
minimization problem posed on bounded balls with large radii. We show that all
stationary states in a wide class coincide up to translations with the unique compactly
supported radially decreasing and smooth inside its support global minimizer of the free
energy. Our results complement and show alternative proofs with respect to [35, 29, 26].
1 Introduction
In this work, we are interested in obtaining a full self-contained characterization of the
stationary states in a certain class of functions for the following nonlinear version of the
Keller-Segel (KS) model for chemotaxis

ρt = ∇ ·
(
∇ρm − ρ∇c
)
, x ∈ RN , 0 < t <∞,
−∆c = ρ, x ∈ RN , 0 < t <∞,
ρ(x, 0) = ρ0(x), x ∈ R
N ,
where N ≥ 3 and m > 2− 2
N
. The initial data ρ0 is a non-negative function in L
1 ∩L∞(RN)
with ρm0 ∈ H
1(RN). The second equation can be solved by using the fundamental solution
Γ of the −∆ operator given by
Γ(x) =
1
(N − 2)ωN−1|x|N−2
1
with ωN−1 denoting the area of the unit sphere S
N−1 in RN . Therefore, the previous system
can be reduced to an aggregation-diffusion equation, as in [17, 6] for instance, where the non-
linear diffusion models the repulsion between cells/particles and the mean field chemotactic
force c = Γ ∗ ρ models the nonlocal attraction via Newtonian interactions. This nonlinear
diffusion version of the Keller-Segel model has been proposed as a remedy to take into ac-
count volume/size effects for the cells/particles, see [24, 34, 27, 10, 33] and the references
therein.
The aggregation-diffusion equation obtained by substituting c onto the first equation in
(KS) has a very nice variational structure. In fact, it is a gradient flow with respect to proba-
bility measures as recognized in many previous works and used effectively for understanding
qualitative properties of solutions to aggregation-diffusion models, see [17, 6, 8, 7, 4, 16, 30]
for instance. The free energy functional E[ρ]
E[ρ] :=
1
m− 1
∫
RN
ρm(x) dx−
1
2
∫
RN
∫
RN
Γ(x− y)ρ(x)ρ(y) dxdy. (1.1)
is formally a Liapunov functional for the evolution (KS) since formal variations fixing the
mass of the density ρ leads to
∂tρ(t) = ∇ ·
(
ρ(t)∇
δE
δρ
[ρ(t)]
)
with
δE
δρ
[ρ](x) =
m
m− 1
ρm−1(x)− Γ(x) ∗ ρ(x) ,
which is equivalent to the (KS) system. Therefore, in order to find stable stationary states
for our (KS) system, we should look for them among (local) minimizers of the free energy
functional (1.1).
Concerning the assumptions on the nonlinear diffusion m with respect to the dimension
N , early works in [40, 37, 39, 38] studied the well-posedness in different cases when m > 1
showing that the exponent m = 2 − 2
N
plays an important role regarding global existence
versus finite time blow-up of solutions. More precisely, it was proved that
(I) Case 1 ≤ m ≤ 2 − 2
N
: the problem (KS) is solvable globally in time for small initial
data in L
N(2−m)
2 (RN).
(II) Case 1 ≤ m ≤ 2 − 2
N
: the problem (KS) can lead to a finite time blow-up for some
large initial data.
(III) Case m > 2− 2
N
: the problem (KS) is solvable globally in time without any restriction
on the size of the initial data.
This dichotomy of behaviors was clarified in [8] where the authors studied the casem = 2− 2
N
and showed the existence of a critical parameter depending only on the mass and dimension
N as in the classical Keller-Segel model in two dimensions [23, 9]. This sharp value is
connected to the sharp constant of a variant of the classical HLS inequality which we will
also use below. Moreover, recent works [11, 12] have identified the different scaling properties
of the two competing effects of the free energy functional as the main reason behind this
behavior dichotomy. In fact, if m > 2 − 2
N
the nonlinear diffusion term in the functional
2
dominates over the attractive part and one should expect the existence of asymptotically
stable stationary states. From this point of view, a more updated revision of the dichotomy
behaviors allow us to identify the following cases:
(I) Aggregation-Dominated Case: 1 < m < 2 − 2
N
: global existence for some initial data
and finite time blow-up coexist. There are can be unstable stationary states for some
values of m, see [22, 37, 31, 40, 39, 32, 38, 19, 5, 20, 13] for more information.
(II) Fair-Competition Case: m = 2− 2
N
: the problem (KS) exhibits a critical mass, see [8]
for the degenerate case. We refer to [12] for a comprehensive list of references in the
classical linear diffusion case.
(III) Diffusion-dominated Case: m > 2 − 2
N
: solutions exist globally in time without any
restriction on the size of the initial data and they are uniformly bounded in time
[10, 39, 40]. Existence of localized radially symmetric compactly supported steady
states have been proven in two dimensions for m > 1 in [14]. They have recently been
shown to attract all solutions of (KS) for m > 1 and N = 2 for large times in [15].
Our work can be considered a continuation in the effort of understanding the diffusion-
dominated regime in the case of Newtonian interaction in any dimension. Early works
[29, 35], see also [26] and the references therein, showed the existence and uniqueness of
compactly supported radial minimizers of the free energy (1.1) in the three dimensional case
for m > 4
3
. We will give a self-contained proof of this result together with regularity and
qualitative properties of the global minimizers for all dimensions N ≥ 3, m > 2 − 2
N
. We
will also characterize them in terms of solutions to an obstacle problem. Here, we follow the
strategy in [35] where the existence of unique radial minimizers of the free energy (1.1) in
the three dimensional case was established.
Let us state the main result in this work about stationary solutions of the degenerate
Keller-Segel problem (KS). We start by defining properly the concept of stationary solution.
Definition 1.1. Let Us ∈ L
1
+(R
N) ∩ L∞(RN) be a given function. We call it a stationary
solution of the (KS) system if Ums ∈ H
1
loc(R
N), ∇Vs := ∇Γ ∗ Us ∈ L
1
loc(R
N), and it satisfies
∇Ums = −Us∇Vs in R
N (1.2)
in the sense of distributions in RN .
Let us point out that the recent work [15] shows that if stationary solutions of (KS)
with m > 1 exist in the sense of Definition 1.1, then they must be radially symmetric
and decreasing about their center of mass. This result generalizes for a very large class of
aggregation-diffusion equations, some symmetry results in [35, 14] obtained by moving plane
techniques. We will make use of this radial symmetry result to identify all stationary states
of the (KS) system as the global minimizers of the free energy except translations.
In what follows, we abbreviate simply as ‖ · ‖r the norm in L
r(RN) and BR denotes the
standard open ball in RN centered at the origin with the radius R > 0. Our main result
reads:
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Theorem 1.2. Let N ≥ 3, m > 2 − 2
N
, and M > 0. There exists a pair of functions
(UM , VM) with the following properties:
(i) UM is the unique radial global minimizer of the free energy E[U ] in the class
YM := {U ∈ L
1 ∩ Lm(RN); ‖U‖1 =M, U(x) ≥ 0 for a.e. x ∈ R
N} .
with zero center of mass. Furthermore, it is radially decreasing and compactly supported
on BRM , for some RM > 0. Moreover, all other global minimizers are determined by
translations of UM .
(ii) UM is a stationary solution of (KS) in the sense of Definition 1.1. In addition,
(UM , VM) satisfies (1.2) in the classical sense in the interior of its support satisfy-
ing UM ∈ C0(R
N) ∩ C1(BRM ), U
m−1
M ∈ W
1,∞(RN) ∩W 2,p(BRM ) for all 1 < p < ∞,
and VM ∈ C
2 ∩ Lp(RN) for all N
N−2
< p ≤ ∞.
(iii) Moreover, Um−1+δM ∈ C
1(RN ) for all δ > 0 with ∇Um−1+δM (x) = 0 at ∂BRM .
(iv) The stationary solution satisfies
m
m− 1
Um−1M (x) =
(
VM(x) +
1
M
∫
RN
(
m
m− 1
Um−1M − VM
)
UM dx
)
+
for all x ∈ RN .
(v) If U˜M is another stationary solution of (KS) in the sense of Definition 1.1, then U˜M is
a translation of UM .
As we already mentioned, the confinement for solutions of the (KS) system was recently
proved in [15] in two dimensions for all m > 1. However, in the case of m > 2 − 2
N
, N ≥ 3,
this confinement result is lacking and despite of the fact that there exists a global solution
(ρ(t), c(t)) of the (KS) system for an arbitrary large initial data ρ0, it is an open question
to determine its asymptotic profile as t → ∞. Let us point out that compactness of time
diverging sequences is possibly not difficult to achieve using the methods in [38, 4, 15], but
uniform in time moment control is difficult to show. Therefore, we cannot prove or disprove
that convergence towards the stationary state can coexist with dispersion of the mass to
infinity for some choice of m, i.e., dichotomy of asymptotic behavior depending on the initial
data cannot be excluded: solutions can converge to the localized stationary state or they
can disperse as the Barenblatt solutions for the porous medium equation [2].
This paper is organized as follows: Section 2 is devoted to the construction of a solution to
the so-called Lane-Emden equation. Moreover, we prove its uniqueness and the compactness
of the support of the solutions of the Lane-Emden equation. In Section 3, we first show
the existence, uniqueness up to translations and regularity of global minimizers of the free
energy. We analyse the minimization problem in the whole space by approximating it with
a corresponding problem in bounded balls. We establish a uniform bound of the support of
zero center of mass minimizers with respect to the radius of the ball using the properties of
the Lane-Emden equation. We finally prove our main theorem by using the radial symmetry
result in [15] to characterize all stationary states.
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2 Lane-Emden equation
We generalize the construction of a solution of the so-called Lane-Emden equation to N ≥ 3
from the existing results for N = 3 in [18, 36, 41, 3], see also [25]. As remarked in the
introduction, we give a self-contained proof of the existence of radial stationary solutions by
dynamical system arguments. We also show its uniqueness and the property of compactness
of the support of solutions based on them without resorting to nonlinear elliptic equations
theory [4, 21] nor to variational arguments as in [26, 29].
Lemma 2.1. Let N ≥ 3 and m > 2 − 2
N
. For every α > 0, there exist a unique 0 < R∗ =
R∗(α) ≤ ∞ and a unique solution ψ ∈ C
1([0, R∗)) ∩ C2((0, R∗)) of
 ψ
′′(r) +
N − 1
r
ψ′(r) = −
m− 1
m
ψ
1
m−1 (r) for all 0 < r < R∗,
ψ(0) = α, ψ′(0) = 0
(2.1)
such that
ψ(r) > 0 and ψ′(r) < 0 for all r ∈ (0, R∗); (2.2)
r−1ψ′(r) −→ −
(m− 1)α
1
m−1
Nm
as r → 0; (2.3)
If R∗ <∞ then lim
r→R∗
ψ(r) = 0. (2.4)
Proof. Let us first realize that we can reduce the construction of solutions of (2.1) to the
construction of solutions of an integral equation. Let us assume that the solution of (2.1)
has the form
ψ(r) := α +
∫ r
0
W (s) ds , (2.5)
with W ≤ 0 and W ∈ L1(0, δ) for some δ > 0 to be fixed later. Let us check that if W is
the solution of the integral equation
W (r) = −
m− 1
mrN−1
∫ r
0
sN−1
(
α +
∫ s
0
W (σ) dσ
) 1
m−1
ds. (2.6)
Then ψ defined by (2.5) is a solution of (2.1). Indeed, if W ∈ L1(0, δ) and W ≤ 0 then (2.6)
implies that
‖W‖L∞(0,δ) ≤
(m− 1)δ
Nm
(
α + ‖W‖L1(0,δ)
) 1
m−1
, (2.7)
and that ψ(r) ≥ α−‖W‖L∞(0,δ) > 0 for δ small enough. We also deduce thatW ∈ C
1((0, δ))
and thus ψ ∈ C2((0, δ)) by the fundamental theorem of calculus. Taking derivatives on (2.5),
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we get
ψ′′(r) +
N − 1
r
ψ′(r) =W ′(r) +
N − 1
r
W (r)
= −
m− 1
m
ψ
1
m−1 (r) +
(m− 1)(N − 1)
mrN
∫ r
0
sN−1ψ
1
m−1 (s) ds
−
(N − 1)(m− 1)
mrN
∫ r
0
sN−1ψ
1
m−1 (s) ds
= −
m− 1
m
ψ
1
m−1 (r), r > 0.
In fact, it is also easy to verify that W ′ ∈ L∞(0, δ). Therefore, the function ψ defined by
(2.5) belongs to W 2,∞(0, δ) and thus it belongs to C1([0, δ]) by Sobolev embeddings. Let
us now check that the initial conditions are met: ψ(0) = α and ψ′(0) = 0. Indeed, the
integrability of W and (2.7) implies that
lim
r→0
|ψ(r)− α| = lim
r→0
∣∣∣∣α +
∫ r
0
W (s) ds− α
∣∣∣∣ ≤ limr→0
∫ r
0
|W (s)| ds = 0,
lim
r→0
|ψ′(r)| = lim
r→0
|W (r)| ≤ lim
r→0
(m− 1)r
Nm
(
α + ‖W‖L1(0,r)
) 1
m−1
= 0.
Thus we find that a function ψ defined by (2.5) with W ≤ 0 an integrable solution to (2.6)
gives a solution of (2.1). It is trivial to verify that the converse is also true, meaning that
given a solution to (2.1) and defining W (r) = ψ′(r) then W (r) is a nonpositive integrable
solution of (2.6).
Let us now show the existence of solution to (2.6). For ε, δ > 0, we introduce Xε,δ by
Xε,δ :=
{
g ∈ L1(0, δ); ‖g‖L1(0,δ) ≤ ε, g(r) ≤ 0 for all r ∈ [0, δ)
}
,
where δ will be chosen later on small enough depending on ε and α. We define the operator
F by
F : W (r) ∈ Xε,δ 7−→ −
m− 1
mrN−1
∫ r
0
sN−1
(
α +
∫ s
0
W (σ) dσ
) 1
m−1
ds.
This operator is well-defined since by (2.7), we get
α +
∫ s
0
W (σ) dσ ≥ α− ‖W‖L∞(0,δ) ≥ α−
(m− 1)δ
Nm
(
α + ε
) 1
m−1
> 0 , (2.8)
by choosing
δ < min
{
1,
Nmα
(m− 1)(α+ ε)
1
m−1
}
.
Let us prove that F (Xε,δ) ⊂ Xε,δ for suitable δ. Indeed, since W ∈ Xε,δ, it holds from (2.8)
that F (W ) ≤ 0. Moreover, we get∫ δ
0
|F (W (s))| ds =
∫ δ
0
m− 1
msN−1
∣∣∣∣
∫ s
0
σN−1
(
α +
∫ σ
0
W (τ) dτ
) 1
m−1
dσ
∣∣∣∣ ds
≤
∫ δ
0
m− 1
msN−1
∫ s
0
σN−1(α + ε)
1
m−1 dσ ds =
(m− 1)
2mN
δ2(α + ε)
1
m−1 .
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Thus, the operator F maps Xε,δ onto itself if we choose
δ ≤ δ1 := min

1, Nmα(m− 1)(α + ε) 1m−1 ,
(
2εNm
(m− 1)(α + ε)
1
m−1
) 1
2

 . (2.9)
Next, we shall show that F is a contraction map from Xε,δ into itself for suitable small δ.
We split this in two cases. Let us first show it for 2 − 2/N < m ≤ 2. In this range the
function xp with p = 1/(m− 1) is Lipschitz and satisfies
|ap − bp| ≤ 2p−1pmax{ap−1, bp−1}|a− b|
for all a, b ≥ 0. Thus, we deduce that∣∣∣∣(α +
∫ σ
0
W1(τ) dτ
) 1
m−1
−
(
α +
∫ σ
0
W2(τ) dτ
) 1
m−1
∣∣∣∣
≤
2
2−m
m−1
m− 1
(α + ε)
2−m
m−1
∫ σ
0
|W1(τ)−W2(τ)| dτ . (2.10)
In the second case, m > 2, we use the mean value theorem together with (2.7) to get∣∣∣∣(α +
∫ σ
0
W1(τ) dτ
) 1
m−1
−
(
α +
∫ σ
0
W2(τ) dτ
) 1
m−1
∣∣∣∣
≤
(
α−max{‖W1‖L∞(0,δ), ‖W2‖L∞(0,δ)}
) 2−m
m−1
∫ σ
0
|W1(τ)−W2(τ)| dτ
≤
(
α−
(m− 1)δ
Nm
(α+ ε)
1
m−1
) 2−m
m−1
∫ σ
0
|W1(τ)−W2(τ)| dτ . (2.11)
Putting together (2.10) and (2.11) and taking into account (2.9), we get∣∣∣∣(α +
∫ σ
0
W1(τ) dτ
) 1
m−1
−
(
α +
∫ σ
0
W2(τ) dτ
) 1
m−1
∣∣∣∣ ≤ Lα,ε
∫ σ
0
|W1(τ)−W2(τ)| dτ,
where Lα,ε is given by
Lα,ε := max
{
2
2−m
m−1
m− 1
(α + ε)
2−m
m−1 ,
(
α−
(m− 1)δ1
Nm
(α + ε)
1
m−1
) 2−m
m−1
}
.
Hence, we conclude that
‖F (W1)− F (W2)‖L1(0,δ) =
∫ δ
0
|F (W1(s))− F (W2(s))| ds
≤
∫ δ
0
m− 1
msN−1
∫ s
0
σN−1
∣∣∣∣(α +
∫ σ
0
W1(τ) dτ
) 1
m−1
−
(
α +
∫ σ
0
W2(τ) dτ
) 1
m−1
∣∣∣∣ dσ ds
≤
∫ δ
0
m− 1
msN−1
∫ s
0
σN−1Lα,ε
∫ σ
0
|W1(τ)−W2(τ)| dτ dσ ds
≤
(m− 1)Lα,ε
2Nm
δ2‖W1 −W2‖L1(0,δ) .
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By choosing now
δ = min
{
δ1,
(
Nm
Lα,ε(m− 1)
) 1
2
}
,
we finally obtain
‖F (W1)− F (W2)‖L1(0,δ) ≤
1
2
‖W1 −W2‖L1(0,δ) ,
as desired. Therefore, the contraction mapping theorem yields the existence and uniqueness
of solution W∗ in Xε,δ of (2.6). We shall show (2.2). Since (2.1) can be rewritten as
1
rN−1
(
rN−1ψ′(r)
)′
= −
m− 1
m
(ψ(r))
1
m−1 < 0, (2.12)
we infer that ψ′(r) < 0 for all 0 < r < δ. Thus we obtain (2.2) on [0, δ). A standard extension
argument for ordinary differential equations proves the existence of a solution satisfying the
stated properties in (2.2) for all r as long as ψ(r) > 0. Therefore, we get a solution up to
a maximal, possibly infinity at this stage, 0 < R∗ ≤ ∞ satisfying (2.4). Finally, we show
(2.3). We can write
r−1ψ′(r) +
(m− 1)α
1
m−1
Nm
= −
m− 1
mrN
∫ r
0
sN−1ψ
1
m−1 (s) ds+
(m− 1)α
1
m−1
Nm
= −
m− 1
m
(
1
rN
∫ r
0
sN−1(ψ
1
m−1 (s)− ψ
1
m−1 (0)) ds
)
,
and thus, we deduce∣∣∣∣∣r−1ψ′(r) + (m− 1)α
1
m−1
Nm
∣∣∣∣∣ ≤ m− 1Nm sup0<s<r
∣∣∣ψ 1m−1 (0)− ψ 1m−1 (s)∣∣∣ ds → 0 as r → 0 ,
as claimed.
We are now going to show that the maximal existence interval for the solution constructed
in the previous lemma is finite.
Lemma 2.2. Let N ≥ 3 and m > 2− 2
N
. For every α > 0, it holds that 0 < R∗(α) <∞ for
the solution obtained in Lemma 2.1.
Proof. To prove that R∗ is finite, we need to study the phase plane of the dynamical system
associated to (2.1) in detail. Let us consider the following transformation (u, v) introduced
in [41]
u(r) = −
m− 1
m
rψ
1
m−1 (r)
ψ′(r)
and v(r) = −
rψ′(r)
ψ(r)
. (2.13)
After some straightforward computations, if ψ(r) is the solution obtained in Lemma 2.1 then
(u, v) satisfies the dynamical system
r
du
dr
= u
(
N − u−
v
m− 1
)
, r
dv
dr
= v(−(N − 2) + u+ v) (2.14)
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with initial conditions u(0) = N and v(0) = 0 due to (2.3). Note that the dependence on
α disappears due to the transformation (2.13). The claim will follow by showing that there
exists 0 < R∗ <∞ satisfying
lim
r→R∗
v(r) = +∞ and that sup
0<r<R∗
|ψ′(r)| <∞ .
We divide the proof into four steps. We included Figure 1 to show a sketch of the different
steps in the proof of this Lemma.
vˆ
uˆP1 = (0, 0) P3 = (N, 0)
P2 = (0, N − 2)
(0, N(m− 1))
duˆ
ds
= 0
(− N
m−1
, N + 2)
(uˆ(s), vˆ(s))
zǫ(uˆ)
Figure 1: Phase diagram associated to the dynamical system (2.15) with a sketch of the
strategy of proof.
Step 1: Autonomous System. The system (2.14) can easily be made autonomous by
introducing new time scales defining uˆ and vˆ as
uˆ(s) = u(es), vˆ(s) = v(es), with s = log r. (2.15)
Then we have by a direct calculation that the solution obtained in Lemma 2.1 leads to a
solution (uˆ(s), vˆ(s)) defined on (−∞, S∗) of
duˆ
ds
= uˆ
(
N − uˆ−
vˆ
m− 1
)
,
dvˆ
ds
= vˆ(−(N − 2) + uˆ+ vˆ) , (2.16)
such that
lim
s→−∞
uˆ(s) = N and lim
s→−∞
vˆ(s) = 0
9
with R∗ = e
S∗ . It is trivial to check that both axis uˆ = 0 and vˆ = 0 are all parts of trajectories
of solutions to (2.16). Therefore, the first quadrant, i.e., the set uˆ ≥ 0 and vˆ ≥ 0, is invariant
for the dynamical system. This autonomous dynamical system has three stationary points
in the first quadrant given by
P1 = (0, 0), P2 = (0, N − 2), P3 = (N, 0).
since the fourth root of the system does not belong to the first quadrant for m > 2− 2
N
. The
jacobian of the autonomous system is
J(uˆ, vˆ) =
(
N − 2uˆ− 1
m−1
vˆ − 1
m−1
uˆ
vˆ −(N − 2) + uˆ+ 2vˆ
)
,
then we deduce that P1 and P3 are unstable saddle points and P2 is a unstable nodal point.
In fact, the eigenvalues are: {N,−(N − 2)} for P1, {(N −
N−2
m−1
, N − 2} for P2, and {−N, 2}
for P3. Since the solution of interest verifies that
(uˆ(s), vˆ(s)) −→ P3 as s→ −∞ ,
then we need to check the local dynamics around P3. Computing eigenvectors associated to
the eigenvalues of J(P3), we obtain (1, 0) for the eigenvalue −N and (−
N
m−1
, N + 2) for the
eigenvalue 2. The Hartman-Grosman theorem implies that locally near P3 the dynamics of
(2.16) are similar to the linearized dynamics. Since the second eigenvector points north-west
at P3 and it corresponds to the unstable manifold, we deduce that there exists s˜ > 0 large
enough such that
duˆ
ds
(s) < 0 for s ≤ −s˜ , (2.17)
for the solution corresponding to ψ(r).
Step 2: uˆ is strictly decreasing and vˆ diverges as s→ S∗. With this aim, we show first
uˆ(s) ≤ N for all s ∈ (−∞, S∗). (2.18)
Let us prove (2.18) by contradiction. If there exists s0 < S∗ such that uˆ(s0) > N then take
s˜0 = inf{s < S∗ such that uˆ(s) > N}.
By construction and (2.17), it verifies −∞ < s˜0 ≤ s0 < S∗, uˆ(s˜0) = N , and
duˆ
ds
(s˜0) ≥ 0 since
otherwise it will contradict its definition. Since −∞ < s˜0 by (2.17), we know that vˆ(s˜0) > 0.
This contradicts the equation for uˆ in (2.16) since it is easy to check that in the vertical line
(N, vˆ) with vˆ > 0, the value of duˆ
ds
is strictly negative. This shows the claim (2.18).
The next idea is to show that the solution associated to ψ(r) never touches the straight
line N − uˆ− vˆ
m−1
= 0 and thus duˆ
ds
is strictly negative for all s ∈ (−∞, S∗). Let us introduce
the comparison function zε defined by
zε(uˆ) = (m− 1)(1 + ε)(N − uˆ) ,
with ε > 0 to be chosen later. Since N ≥ 3 and m ≥ 2− 2
N
, we have
zε(0) = (m− 1)N(1 + ε) ≥ (N − 2)(1 + ε) > N − 2.
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By defining the function f as
f(uˆ, vˆ) =
vˆ(−(N − 2) + uˆ+ vˆ)
uˆ(N − uˆ− 1
m−1
vˆ)
,
then the curve (uˆ(s), vˆ(s)) can parameterized in terms of uˆ due to (2.17) in a time interval
(−∞, s˜] for small enough s˜ and it satisfies
dvˆ
duˆ
= f(uˆ, vˆ) with vˆ(N) = 0 . (2.19)
After some computations, one can verify that
f(uˆ, zε) ≤
dzε(uˆ)
duˆ
, (2.20)
where ε is chosen as
ε =


2−m
m
for 2− 2
N
< m < 2,
2
N
for m ≥ 2.
Indeed, (2.20) is equivalent to
(2−m)uˆ+ (m− 1)N ≥ N − 2 + ε
(
muˆ− (m− 1)N
)
. (2.21)
In case 2− 2
N
< m < 2, a direct calculation shows (2.21). In case m ≥ 2, (2.21) results from
(2−m)uˆ+ (m− 1)N ≥ (2−m)N + (m− 1)N = N ≥ N − 2 + ε
(
muˆ− (m− 1)N
)
since uˆ ≤ N from (2.18). Based on (2.19), (2.20), and zε(N) = 0, we find by the comparison
principle for first-order ODEs that vˆ(uˆ) ≥ zε(uˆ) in the interval (uˆ(s˜), N). It is obvious that
the argument can be now continued as long as the solution uˆ exists, and thus vˆ(uˆ) ≥ zε(uˆ)
in the interval (uˆ(s˜), N) for all s ∈ (−∞, S∗). This implies that the solution never touches
the straight line N − uˆ− vˆ
m−1
= 0 as claimed, and thus
duˆ
ds
(s) < 0 and uˆ(s) < N for all s ∈ (−∞, S∗).
On the other hand, since there is no stable point inside the first quadrant, we finally find
lim
s→S∗
vˆ(s) = +∞ ,
and in particular there exists 0 < s¯ <∞ such that
vˆ(s¯) > N − 2. (2.22)
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Step 3: S∗ <∞. Indeed, (2.22) implies that(dvˆ
ds
)
(s¯) = vˆ(s¯)(−(N − 2) + uˆ(s¯) + vˆ(s¯)) ≥ vˆ(s¯)(vˆ(s¯)− (N − 2))
≥ (vˆ(s¯)− (N − 2))2 > 0.
Hence, there exists s′ > s¯ such that
vˆ(s) > N − 2,
(dvˆ
ds
)
(s) ≥ (vˆ(s)− (N − 2))2 > 0 for all s¯ < s < s′.
Repeating this procedure, we find that
vˆ(s) > N − 2,
(dvˆ
ds
)
(s) ≥ (vˆ(s)− (N − 2))2 > 0 for all s¯ < s < S∗ .
On the other hand, we consider the following ordinary differential equation:
dwˆ
ds
= (wˆ(s)− (N − 2))2, wˆ(s¯) = vˆ(s¯).
Since it holds that
wˆ(s) =
wˆ(s¯)− (N − 2)
1 + (s¯− s)(wˆ(s¯)− (N − 2))
+N − 2,
we find that
wˆ(s) −→ ∞ as s→
1 + s¯(wˆ(s¯)− (N − 2))
wˆ(s¯)− (N − 2)
= S¯ .
Therefore, the comparison principle yields that S∗ ≤ S¯ <∞.
Step 4: ψ(R∗) = 0. The previous step already shows that R∗ < ∞ but to finish the proof
we need to get the control of ψ′(r) to derive finally that ψ(R∗) = 0. To this end, we go back
to (2.12) to get
[rN−1ψ′(r)]r0 =
∫ r
0
(
sN−1ψ′(s)
)′
ds = −
m− 1
m
∫ r
0
sN−1ψ
1
m−1 (s) ds,
on 0 < r < R∗. Thus, we have
rN−1 |ψ′(r)| =
m− 1
m
∣∣∣∣
∫ r
0
sN−1ψ
1
m−1 (s) ds
∣∣∣∣ ≤ (m− 1)rNα
1
m−1
mN
since ψ(r) < ψ(0) = α due to ψ′(r) < 0 in Lemma 2.1. Thus we conclude
sup
0<r<R∗
|ψ′(r)| ≤
(m− 1)R∗α
1
m−1
mN
,
completing the proof of Lemma 2.2.
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Let us notice, as in [36, Lemma 15], that the previous lemma immediately implies that
the mapping between the initial value α and the mass M is bijective if m > 2− 2
N
.
Corollary 2.3. Let N ≥ 3 and m > 2 − 2
N
. For every M > 0, there exist a unique
α = α(M) > 0 such that the solution ψ of (2.1) given by Lemma 2.1 fulfills that
ωN
∫ R∗(α)
0
ψ
1
m−1 (s)sN−1 ds = M.
Proof. Given the solution Ψ of (2.1) with the initial data Ψ(0) = 1, one can easily check
that ψ defined as
ψ(r) := αΨ(αµr) with µ =
1
2
(
2−m
m− 1
)
,
for every α > 0 is the solution of (2.1) with ψ(0) = α. This readily implies R∗(α) =
α−µR∗(1). For α > 0, we define M1(α) by
M1(α) := ωN
∫ R∗(α)
0
[αΨ(αµr)]
1
m−1 rN−1 dr = ωNα
1
m−1
−µN
∫ R∗(1)
0
Ψ(s)
1
m−1 sN−1 ds.
Since 1
m−1
− µN > 0 under our assumptions, then we deduce the result.
Remark. Lemmas 2.1-2.2 are perfectly valid for the critical case m = 2− 2
N
. However,
previous corollary implies that all stationary solutions have equal mass since 1
m−1
− µN = 0
in this case. Therefore, there are infinitely many stationary radial solutions only for a single
value of the total mass M , the critical mass, as already proved in [8].
3 Global minimizers: Existence, Uniqueness, and Qual-
itative Properties.
In this section we will show that global minimizers of the free energy (1.1) exist in an adequate
functional space, and we will characterize them by a nonlocal nonlinear integral equation.
This equation in turn will give us radial symmetry, compact support and uniqueness up
to translations of the global minimizer of the free energy, since it has to coincide up to
translations with the unique solution of the Lane-Emden equation with a given mass obtained
in previous Section. This complements the variational information obtained by different
methods in [26] using [29]. We do a direct proof of this fact without resorting to techniques
in [29]. Let us start by defining the functional space
YM := {U ∈ L
1 ∩ Lm(RN ); ‖U‖1 = M, U(x) ≥ 0 for a.e. x ∈ R
N} .
The main challenge is how to obtain control of the confinement of mass for minimizing
sequences due to the translational invariance of the energy functional (1.1). We avoid to do
this in the whole space RN by following a strategy used in [35, 36, 14] in the three dimensional
case. We first prove that the free energy is bounded below that together with compactness
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arguments will show the existence of global minimizers in the restricted functional setting
of compactly supported functions given by
YM,R = {U ∈ YM ; U(x) = 0 for a.e. |x| ≥ R}
for all R > 0. Calculus of variations arguments applied to the free energy gives us a necessary
condition on global minimizers by a nonlocal integral equation whose support is restricted
to the ball of radius R. At this point decreasing rearrangement techniques imply the radial
symmetry and the uniqueness up to translations of the global minimizers in YM,R. This
together with the careful analysis of the Lane-Emden system (2.1) in previous section allow
us to pass to the limit R → ∞ in this minimization procedure leading to uniqueness up to
translations of the global minimizer in YM .
3.1 The free energy is bounded below in YM
We start by reminding an inequality obtained by interpolation from the classical Hardy-
Littlewood-Sobolev (HLS) inequality.
Lemma 3.1. Let N ≥ 3 and let m ≥ 2− 2
N
. For every f, g ∈ L1 ∩ Lm(RN), it holds that∣∣∣∣
∫
RN
∫
RN
f(x)g(y)
|x− y|N−2
dxdy
∣∣∣∣ ≤ CHLS‖f‖1−θ1 ‖f‖θm‖g‖1−θ1 ‖g‖θm
with θ = (N−2)m
2N(m−1)
, where CHLS is the sharp constant of the HLS inequality.
Proof. Ho¨lder inequality implies that∫
RN
∫
RN
f(x)g(y)
|x− y|N−2
dxdy ≤ ‖f‖ 2N
N+2
‖|x|2−N ∗ g‖( 2N
N+2
)′ (3.1)
with p′ = p
p−1
. By the HLS inequality, there exists a positive number CHLS = CHLS(N) such
that
‖|x|2−N ∗ g‖( 2N
N+2
)′ ≤ CHLS‖g‖ 2N
N+2
. (3.2)
Since 1 < 2N
N+2
< m, implied by m ≥ 2− 2
N
> 2N
N+2
, then interpolation in Lp-spaces gives
‖g‖ 2N
N+2
≤ ‖g‖1−θ1 ‖g‖
θ
m. (3.3)
Putting together (3.1), (3.2), and (3.3), we find the desired result.
We now show that E[U ] is well-defined and bounded below for all U ∈ L1 ∩ Lm(RN) for
m > 2− 2
N
with N ≥ 3.
Proposition 3.2. Let N ≥ 3 and m > 2 − 2
N
. For every M > 0, it holds that E[U ] < ∞
for all U ∈ YM and
µM := inf
U∈YM
E[U ] > −∞.
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Proof. Given m > 2 − 2
N
and taking into account Lemma 3.1 for exponent 2 − 2
N
, we get
that∣∣∣∣
∫
RN
U(x)V (x) dx
∣∣∣∣ ≤ CHLS(N − 2)ωN−1‖U‖2/N1 ‖U‖
2−
2
N
2−
2
N
≤
CHLS
(N − 2)ωN−1
‖U‖2−2θ1 ‖U‖
2θ
m (3.4)
for all U ∈ L1 ∩ Lm(RN), and thus E[U ] < ∞ for all U ∈ YM . Using (3.4) into the free
energy definition (1.1), we deduce
E[U ] ≥
1
m− 1
‖U‖mm −
CHLS
2(N − 2)ωN−1
‖U‖
2/N
1 ‖U‖
2−
2
N
2−
2
N
(3.5)
≥
1
m− 1
‖U‖mm −
CHLS
2(N − 2)ωN−1
‖U‖2−2θ1 ‖U‖
2θ
m (3.6)
for all U ∈ L1 ∩ Lm(RN ) and m > 2− 2
N
. Let us consider the functions f1 and f2 such as
f1(r) =
1
m− 1
rm and f2(r) =
CHLS
2(N − 2)ωN−1
M
2
N r2−
2
N .
It should be noted that since m > 2− 2
N
, there exists R0 > 0 such that{
f1(r) > f2(r) for all r > R0,
f1(r) < f2(r) for all 0 < r < R0.
(3.7)
Using the decomposition RN = A ∪ (RN/A) with A = {x ∈ RN ;U(x) ≤ R0}, we have by
(3.5) that
E[U ] ≥
∫
A
(
f1(U(x))− f2(U(x))
)
dx+
∫
RN/A
(
f1(U(x))− f2(U(x))
)
dx ,
for all U ∈ YM . Since the second term in the right-hand side is positive and f1 ≥ f2, it holds
by (3.7) that
E[U ] ≥
∫
A
(
f1(U(x))− f2(U(x))
)
dx ≥ −
∫
A
CHLS
2(N − 2)ωN−1
M
2
NU2−
2
N (x) dx
≥ −
CHLS
(N − 2)ωN−1
M
2
NR
1− 2
N
0
∫
A
U(x) dx ≥ −
CHLS
(N − 2)ωN−1
M
2
N
+1R
1− 2
N
0 ,
for all U ∈ YM , proving the bound from below.
Even if the free energy (1.1) is bounded from below in YM , we do not know how to show
that minimizing sequences are compact in YM due to the lack of control of the escape of
mass at infinity, compared to [14] in the two dimensional case. On the other hand, it is very
easy to check due to Lemma 3.1 that E[U ] is a continuous functional with respect to the
strong convergence in L1 ∩Lm(RN). In fact, this allows us to approximate the minimization
problem in the whole class YM by restricting to compactly supported functions. To avoid the
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lack of control in the mass at infinity, we will first minimize the free energy among compactly
supported densities in YM,R. Let us define µM,R by
µM,R := inf
U∈YM,R
E[U ].
Observe that Proposition 3.2 implies that µM,R ≥ µM > −∞, it is a decreasing function of
R by construction, and because of the continuity of E[U ] in L1 ∩ Lm(RN), we claim that
lim
R→∞
µM,R = µM . (3.8)
To show that, it suffices to take a minimizing sequence {Uk}k∈IN ⊂ YM , so that limk→∞E(Uk) =
µM . We know that
lim
R→∞
‖Uk,R − Uk‖p = 0 with Uk,R := Uk
M
‖Uk‖L1(BR)
χBR ∈ YM,R ,
for all k ∈ IN and all 1 ≤ p ≤ m by dominated convergence theorem. The continuity of E
implies that
lim
R→∞
µM,R ≤ lim
R→∞
E[Uk,R] = E[Uk]
for all k ∈ IN. So we conclude that
µM ≤ lim
R→∞
µM,R ≤ µM .
3.2 Global minimizers of the free energy in balls
We show first the existence of a radial minimizer of E in YM,R and that all global minimizers
are radial. Note that we do not know yet any uniqueness of radial global minimizer.
Lemma 3.3. Let N ≥ 3 and m > 2− 2
N
. For every M > 0 and R > 0, there exists a radial
function UR ∈ YM,R such that
E[UR] = µM,R , (3.9)
for which VR = Γ∗UR ∈ L
m
m−1
loc (R
N). Moreover, all global minimizers are of the form U˜R(x+y)
for all y ∈ RN such that R˜o + |y| ≤ R with U˜R being a radial global minimizer of E in YM,R
with support B¯R˜o, 0 < R˜0 ≤ R.
Proof. By the definition of µM,R, there exists a sequence {Un}n∈IN ⊂ YM,R such that
E[Un] −→ µM,R as n→∞. (3.10)
We have by (3.6) that
E[Un] ≥
1
m− 1
‖Un‖
m
m −
CHLS
2(N − 2)ωN−1
M2−
(N−2)m
N(m−1) ‖Un‖
(N−2)m
N(m−1)
m
= ‖Un‖
(N−2)m
N(m−1)
m
( 1
m− 1
‖Un‖
m− (N−2)m
N(m−1)
m −
CHLS
2(N − 2)ωN−1
M2−
(N−2)m
N(m−1)
)
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for Un ∈ YM,R, where CHLS = CHLS(N). Since {E[Un]}n∈IN is bounded, there exists L > 0
such that
‖Un‖m ≤ L for all n ∈ IN. (3.11)
Let us denote by f# the radially decreasing rearrangement of the function f in RN . Now,
we make use of classical radially decreasing rearrangement inequalities in [28, Lemma 2.1]
to show that∫
RN
∫
RN
Un(x)Γ(x− y)Un(y) dx dy ≤
∫
RN
∫
RN
U#n (x)Γ(x− y)U
#
n (y) dx dy , (3.12)
and thus E[Un] ≥ E[U
#
n ] for all n ∈ IN. Therefore, we can assume without loss of generality
that our minimizing sequence is composed of radial functions.
By virtue of (3.11), there exist a subsequence {Unj}
∞
j=1 ⊂ YM,R such that
Unj ⇀ UR weakly in L
m(RN). (3.13)
In addition by weak convergence, it holds that its support lies in BR. We also observe that
M =
∫
RN
Unj dx =
∫
BR
Unj dx −→
∫
BR
UR dx =
∫
RN
UR dx as j →∞,
and thus, we prove that UR ∈ YM,R. Moreover, the lower semi-continuity of norm yields that
‖UR‖m ≤ lim inf
j→∞
‖Unj‖m. (3.14)
Let us denote Vnj = Γ ∗Unj , i.e., −∆Vnj = Unj . Now, we shall prove the strong convergence
of Vnj . We first treat the case of 2 −
2
N
< m < N
2
. Sobolev compactness theorem implies
that there exists a subsequence, still denoted by {Vnj}
∞
j=1, such that
Vnj −→ V˜R strongly in L
q(BR) for q <
Nm
N − 2m
.
For N ≥ 3 we have that m
m−1
< Nm
N−2m
, it follows from the above convergence that
Vnj −→ V˜R strongly in L
m
m−1 (BR). (3.15)
In case m ≥ N
2
, it holds that
Vnj −→ V˜R strongly in L
q(BR)
for all 1 < q <∞, and hence (3.15) holds for all m > 2− 2
N
. Combining (3.13) with (3.15),
we observe that∣∣∣∣
∫
BR
Unj(x)Vnj (x) dx−
∫
BR
UR(x)V˜R(x) dx
∣∣∣∣
≤
∣∣∣∣
∫
BR
Unj (x)(Vnj (x)− V˜R(x)) dx
∣∣∣∣ +
∣∣∣∣
∫
BR
(Unj(x)− UR(x))V˜R(x) dx
∣∣∣∣
≤ ‖Unj‖m‖Vnj − V˜R‖L
m
m−1 (BR)
+
∣∣∣∣
∫
BR
(Unj(x)− UR(x))V˜R(x) dx
∣∣∣∣
≤ L‖Vnj − V˜R‖L
m
m−1 (BR)
+
∣∣∣∣
∫
BR
(Unj (x)− UR(x))V˜R(x) dx
∣∣∣∣
−→ 0 as j →∞. (3.16)
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We next show that V˜R = VR is given by
VR(x) =
∫
RN
Γ(x− y)UR(y) dy. (3.17)
First, it should be noted that V˜R ∈ L
2N
N−2 (RN) by the HLS inequality (3.2) applied to the
sequence Vnj using (3.11). We deduce from (3.13) and (3.15) that
−
∫
RN
V˜R(x)∆ϕ(x) dx =
∫
RN
UR(x)ϕ(x) dx
for all ϕ ∈ C∞0 (R
N). Then by the Weyl Lemma, it holds V˜R ∈ W
2,m
loc (R
N) with
−∆V˜R(x) = UR(x) a.e. x ∈ R
N .
Since V˜R ∈ L
2N
N−2 (RN), we conclude that V˜R = VR, i.e., V˜R is the Newtonian potential of UR
given in (3.17). Observe that due to m > 2 − 2
N
then VR ∈ L
m
m−1
loc (R
N). Finally, since the
Newtonian potentials Vn are radial functions for all n ∈ IN due to the radial symmetry of
Un, then VR is radially symmetric being the strong L
p limit of radial functions, and thus UR
too due to the regularity above.
Finally, let us make use of the free energy convergence (3.10) and UR ∈ YM,R together
with the weak lower semicontinuity (3.14) and the strong convergence (3.16) to derive that
µM,R = lim
j→∞
E[Unj ] = lim inf
j→∞
E[Unj ]
≥
1
m− 1
‖UR‖
m
Lm(BR)
−
1
2
∫
BR
UR(x)VR(x) dx
= E[UR] ≥ inf
U∈YM,R
E[U ] = µM,R,
which yields the existence of a radial global minimizer (3.9).
To finish the proof, we need to show that all global minimizers are obtained in terms of
radial global minimizers. This is a consequence of the equality cases in (3.12) also discussed
in [28, Lemma 2.1]. The inequality in (3.12) applied to a function f is strict unless there
exists y ∈ RN such that f(x) = f#(x + y). Therefore, assume that f is another global
minimizer of E in YM,R, then E[f ] = E[f
#] by definition of global minimizer. Since the Lm
norms of f and f# are equal, then f satisfies the equality in (3.12). Finally, [28, Lemma 2.1]
ensures us that there exists y ∈ RN such that f(x) = f#(x + y). Denote supp(f#) = B¯R˜o ,
then R˜o + |y| ≤ R since supp(f) ⊂ B¯R. It is now obvious that f
# ∈ YM,R by standard
radially decreasing rearrangement properties. Therefore, f# is a radial global minimizer of
E in YM,R. This gives the desired result.
We now give an equation satisfied by global minimizers of E in YM,R. The following
Lemma is essentially obtained by [35, Lemma 10] and [14]. In fact, global minimizers are
solutions of an obstacle problem.
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Lemma 3.4. Let N ≥ 3 and m > 2 − 2
N
, M,R > 0. If UR ∈ YM,R is a global minimizer of
E in YM,R, then there exists a constant Cˆ such that UR satisfies
m
m− 1
Um−1R (x) =
(
VR(x) + Cˆ
)
+
a.e. x ∈ BR, (3.18)
where VR = Γ ∗ UR ∈ L
m
m−1
loc (R
N). Equivalently, UR satisfies

m
m−1
Um−1R (x)− VR(x) = Cˆ , if UR(x) > 0
m
m−1
Um−1R (x)− VR(x) ≥ Cˆ , otherwise
.
Proof. Let UR ∈ YM,R a global minimizer of E in YM,R. We choose a compactly supported
continuous function ϕ ∈ L1 ∩ Lm(BR) such that∫
RN
ϕ(x) dx = 0 and 2|ϕ(x)| ≤ UR(x) for a.e. x ∈ R
N . (3.19)
For such ϕ, it holds that UR + τϕ ∈ YM,R for all −1 ≤ τ ≤ 1. Indeed, we easily see that
UR ∈ L
1 ∩ Lm(RN) and
∫
RN
(
UR(x) + τϕ(x)
)
dx =
∫
RN
UR(x) dx = M.
In addition, (3.19) implies that ϕ(x) = 0 for a.e. x ∈ RN\BR and
UR(x) + τϕ(x) ≥ UR(x)− |ϕ(x)| ≥ UR(x)−
1
2
UR(x) ≥ 0 for a.e. x ∈ R
N .
Since UR is a global minimizer of E with support in the compact ball BR with good
integrability properties, then we have that E(UR + τϕ) is a differentiable function with
respect to τ , see for instance [35, 4, 14], and
d
dτ
E[UR + τϕ]|τ=0 =
∫
RN
[
m
m− 1
Um−1R (x)− (Γ ∗ UR)(x)
]
ϕ(x) dx = 0 (3.20)
for all ϕ with the property (3.19). Now, let us take ϕ as
ϕ(x) =
1
2
(
φ(x)−
1
M
∫
RN
φ(y)UR(y) dy
)
UR(x), x ∈ R
N ,
where φ ∈ C0(BR) is a function with the property that |φ(x)| ≤
1
2
for all x ∈ RN . It is easily
seen that ϕ satisfies (3.19). Indeed, since UR has mass M , then ϕ has zero average and
2|ϕ(x)| ≤
(
|φ(x)|+
1
M
max
y∈RN
|φ(y)|
∫
RN
UR(y) dy
)
UR(x) ≤ UR(x)
for all x ∈ RN . Hence, we deduce by (3.20) that∫
RN
[
m
m− 1
Um−1R (x)− (Γ ∗ UR)(x)
](
φ(x)−
1
M
∫
RN
φ(y)UR(y) dy
)
UR(x) dx = 0 . (3.21)
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Therefore, by denoting F (UR) by
F (UR) =
m
m− 1
Um−1R − VR (3.22)
with VR = Γ ∗ UR, (3.21) is equivalent to∫
RN
(
F (UR(x))− Cˆ
)
UR(x)φ(x) dx = 0
for all φ ∈ C0(BR), where Cˆ is given by
Cˆ :=
1
M
∫
RN
F (UR(x))UR(x) dx.
This implies by (3.22) that
m
m− 1
Um−1R (x) = VR(x) + Cˆ for a.e. x ∈ {z ∈ R
N ;UR(z) > 0}. (3.23)
To prove (3.18), it remains to treat the points where Ω := {x ∈ BR;UR(x) = 0}. Now,
we introduce ϕ˜ by
ϕ˜(x) = φ˜(x)−
UR(x)
M
∫
RN
φ˜(y) dy,
where φ˜ ∈ C0(R
N) is a function with the properties that φ˜(x) ≥ 0 for x ∈ RN and supp(φ˜) ⊂
BR. Then we find
UR + τϕ˜ ∈ YM,R for all 0 ≤ τ ≤ τ0 :=
M
2
∫
RN
φ˜(x) dx
.
Indeed, it holds that since UR, ϕ˜ ∈ L
1∩Lm(RN) with support in BR, then ϕ˜ has zero average
and
UR(x) + τϕ˜(x) ≥ UR(x)−
M
2
∫
RN
φ˜(x) dx
UR(x)
M
∫
RN
φ˜(y) dy
=
UR(x)
2
≥ 0, 0 ≤ τ ≤ τ0 for a.e. x ∈ R
N ,
using that φ˜(x) ≥ 0 and τ ≤ τ0.
Again, since UR is a global minimizer of E with support in the compact ball BR with
good integrability properties, then we have that E(UR+ τϕ˜) is a differentiable function with
respect to τ , see for instance [35, 4, 14], and then
d
dτ
E[UR + τϕ˜]|τ=0+ =
∫
RN
(
F (UR(x))− Cˆ
)
φ˜(x) dx ≥ 0 ,
for all φ˜. This implies that F (UR(x)) − Cˆ ≥ 0 for a.e. x ∈ BR, which gives the desired
condition
0 =
m
m− 1
Um−1R (x) ≥ VR(x) + Cˆ for a.e. x ∈ Ω. (3.24)
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Combining (3.23) with (3.24), we can express UR by
m
m− 1
Um−1R (x) =
(
VR(x) + Cˆ
)
+
for a.e. x ∈ BR ,
that finishes the nonlinear equation satisfied by the minimizer in (3.18).
We can now use regularity theory to improve the properties of the global minimizers.
Lemma 3.5. Let N ≥ 3 and m > 2 − 2
N
, M,R > 0. If UR ∈ YM,R is a radially decreasing
global minimizer of E in YM,R with support B¯Ro, 0 < Ro ≤ R, then
UR ∈ L
1 ∩ L∞(RN), (3.25)
and thus VR ∈ L
q(RN) with N
N−2
< q <∞. Moreover, UR ∈ C(BR) ∩ C
1(BRo) ∩W
2,p(BRo),
Um−1R ∈ W
1,∞(BR) ∩W
2,p(BRo) for all 1 < p < ∞, VR ∈ C
1(RN), and (3.18) holds for all
x ∈ BR.
Proof. By (3.18), it suffices to show that VR ∈ L
∞
loc(R
N) to infer (3.25). With this aim, we
will prove that UR ∈ L
p(BR) for certain p >
N
2
. This yields that VR ∈ W
2,p(BR) ⊂ L
∞(BR)
for p > N
2
by Weyl’s Lemma and Morrey’s theorem. We distinguish several cases:
(i) m > N
2
: Nothing to prove since UR ∈ L
m(BR).
(ii) m = N
2
: Due to (3.18), Ho¨lder’s inequality and the Hardy-Littlewood-Sobolev inequality
imply that
‖UR‖
m−1
LN (BR)
= ‖Um−1R ‖L
N
m−1 (BR)
≤ ‖VR‖
L
N
m−1 (BR)
+ Cˆ|BR|
m−1
N
≤ C‖UR‖
L
N
m+1 (BR)
+ Cˆ|BR|
m−1
N
≤ C‖UR‖N
2
|BR|
m−1
N + Cˆ|BR|
m−1
N
=
(
C‖UR‖m + Cˆ
)
|BR|
m−1
N < ∞
with C = C(N), which yields UR ∈ L
N (BR).
(iii) 2− 2
N
< m < N
2
: We proceed by a bootstrap argument. Noting that
Nm(m− 1)
N − 2m
> m,
we have by (3.18) and the Hardy-Littlewood-Sobolev inequality that
‖UR‖
m−1
L
Nm(m−1)
N−2m (BR)
= ‖Um−1R ‖L
Nm
N−2m (BR)
≤ ‖VR‖
L
Nm
N−2m (BR)
+ Cˆ|BR|
N−2m
Nm
≤ C‖UR‖m + Cˆ|BR|
N−2m
Nm < ∞, (3.26)
where C = C(N,m). Let us denote m1 =
Nm(m−1)
N−2m
. We note that m1 > 1 due to m > 2−
2
N
.
If m1 >
N
2
, i.e., that m2 > N
2
, then we obtain the desired result. In the case of m1 =
N
2
, we
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have by (3.26) that ‖UR‖
L
N
2 (BR)
= ‖UR‖Lm1 (BR) < ∞, which together with case (ii) yields
‖UR‖LN (BR) <∞, and thus we obtain the desired result.
In the case of 1 < m1 <
N
2
, we obtain that
‖UR‖
m−1
L
Nm1(m−1)
N−2m1 (BR)
= ‖Um−1R ‖
L
Nm1
N−2m1 (BR)
≤ ‖VR‖
L
Nm1
N−2m1 (BR)
+ Cˆ|BR|
N−2m1
Nm1
≤ C‖UR‖m1 + Cˆ|BR|
N−2m1
Nm1 < ∞,
where C = C(N,m).
Now we proceed by induction defining a sequence {mi}
∞
i=0 by
m0 = m, mi+1 =
Nmi(m− 1)
N − 2mi
, i ∈ N ∪ {0}. (3.27)
The previous procedure shows that UR ∈ L
mi(BR) for all i. We shall show that there exists
i∗ ∈ N such that mi∗+1 ≥
N
2
and mi <
N
2
for all 0 ≤ i ≤ i∗. This finishes the proof for
this last case, since if mi∗+1 =
N
2
, we get that UR ∈ L
N (BR) by the argument in case (ii),
otherwise we have mi∗+1 >
N
2
.
Assume the contrary, i.e., assume that mi <
N
2
for all i ∈ N. Then it holds by (3.27)
that
mi > 0 for all i ∈ N. (3.28)
On the other hand, the recursive formula (3.27) leads to
1
mi
=


A +B
1
(m− 1)i
for 2− 2
N
< m < 2, m > 2,
1
2
−
2i
N
for m = 2,
for all i ∈ N with
A = −
2
(m− 2)N
and B =
1
m
+
2
(m− 2)N
.
Note that for m > 2, A is negative while the (m− 1)−i → 0 as i → ∞. Therefore, mi will
become negative for large enough i contradicting (3.28). Similarly, if 2 − 2
N
< m < 2, then
A > 0, B < 0, and (m− 1)−i →∞. Hence, we find that mi will be negative for large enough
i leading again to a contradiction with (3.28). The case m = 2 is obvious by the recursive
formula above. This completes the proof of the first part of Lemma 3.5 since the regularity
of VR is a direct consequence of the Hardy-Littlewood-Sobolev inequality.
Now, since UR ∈ L
1 ∩ L∞(RN), we deduce that VR ∈ L
p(RN ) ∩W 2,ploc (R
N) for all N
N−2
<
p <∞. In particular, it holds that VR ∈ C
1(RN). By (3.18), we have UR ∈ C(BR) and that
(3.18) holds everywhere in BR. Moreover,
m
m−1
Um−1R (x) = VR(x)+Cˆ for all x ∈ BRo leading to
Um−1R ∈ W
1,∞(BR) ∩W
2,p(BRo) for all 1 < p <∞. Observe also that W
2,p(BRo) ⊂ C
1(BRo)
for p > N , then UR ∈ C
1(BRo). This finishes the proof of the Lemma.
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Remark. Let us point out that Ro < R or Ro = R depending on the mass M . We
also observe that all minimizers have the regularity stated in the previous Lemma in their
supports taking into account that they are translations of radial global minimizers whose
support is inside BR.
Corollary 3.6. Let N ≥ 3 and m > 2− 2
N
, M,R > 0. Suppose that UR ∈ YM,R is a radially
decreasing global minimizer of E in YM,R with support in B¯R0, Ro ≤ R. Then UR(x) = φ(|x|)
where φ ∈ C1(Io) ∩W
2,p(Io) ∩ C
0([0, R]) for all 1 < p < ∞, with Io = (0, Ro), and φ
m−1
is a solution of the Lane-Emden equation (2.1) in Lemma 2.1 for some α > 0 satisfying
the properties (2.2), (2.3), and (2.4). Moreover, Ro = min(R∗(α), R) with R∗(α) defined in
Corollary 2.3.
Proof. Since UR is spherically symmetric and with the regularity stated in Lemma 3.5,
i.e., UR ∈ C(BR) ∩ C
1(BRo) ∩ W
2,p(BRo). Then there exists a function φ ∈ C
1(Io) ∩
W 2,p(Io) ∩C
0([0, R]) for all 1 < p <∞, such that UR(x) = φ(|x|). Moreover φ
′(0+) = 0 and
φm−1(0) = α where α
1
m−1 is the maximum value of UR. Moreover, since U
m−1
R ∈ W
2,p(BRo)
for all 1 < p <∞, then we can take the Laplacian in BRo in the identity (3.18) to conclude
m
m− 1
∆Um−1R = UR
a.e. in BRo . Therefore, ψ = φ
m−1 satisfies
ψ′′(r) +
N − 1
r
ψ′(r) = −
m− 1
m
ψ
1
m−1 (r) , a.e. in RN , (3.29)
for all 0 < r < Ro. Thus, ψ ∈ C
2(Io) since the right-hand side of (3.29) is continuous and ψ
is a solution of the Lane-Emden equation (2.1) for some α > 0 as stated. The properties of
the solutions of the Lane-Emden equation in Lemma 2.1 imply the rest of the results.
Finally, we can characterize all global minimizers in YM,R putting together Corollary 3.6
and Lemma 3.3.
Corollary 3.7. Let N ≥ 3 and m > 2− 2
N
, M,R > 0. Given U˜R ∈ YM,R a global minimizer
of E in YM,R. Then there exists UR(x) = φ(|x|), φ with support in Io = (0, Ro), and
with the properties in Corollary 3.6, and there exists y ∈ RN with Ro + |y| ≤ R such that
U˜R(x) = φ(|x+ y|).
3.3 Global minimizers in YM and Stationary solutions: Proof of
Theorem 1.2
We first observe that using Lemma 3.5 it is not difficult to check that the radial global
minimizer found in Corollary 3.7 is a steady state of (KS) in the sense of Definition 1.1 if its
support lies inside BR. The questions now are if we can show that this always happens and
if we can show that all stationary states of (KS) are given by the global minimizer except
translations. With this aim, we will make use of a powerful recent result concerning radial
symmetry of stationary solutions in the sense of Definition 1.1. One of the main theorems
in [15] applied to our particular problem implies the following:
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Theorem 3.8. [15, Theorem 2.2] Let ρs ∈ L
1
+(R
N) ∩ L∞(RN) be a non-negative stationary
state of (KS) in the sense of Definition 1.1. Then ρs must be radially decreasing up to a
translation, i.e. there exists some x0 ∈ R
d, such that ρs(· − x0) is radially symmetric, and
ρs(|x− x0|) is non-increasing in |x− x0|.
Now, we are ready to show the main result of this paper.
Theorem 3.9. Let N ≥ 3, m > 2 − 2
N
, and M > 0. There is a unique α = α(M), such
that the function (UM , VM) = (URM , VRM ) with RM = R∗(α(M)) obtained in Corollary 3.6
verifies all the properties stated in Theorem 1.2.
Proof. Let us fixM > 0 and take UR a radial global minimizer in YM,R. Using Corollary 3.6,
we deduce that there exists a function φ ∈ C1(Io) ∩W
2,p(Io) ∩C
0([0, R]) for all 1 < p <∞,
such that UR(x) = φ(|x|) and ψ = φ
m−1 satisfies the Lane-Emden equation
ψ′′(r) +
N − 1
r
ψ′(r) = −
m− 1
m
ψ
1
m−1 (r) ,
with ψ′(0+) = 0 and ψ(0) = α where α
1
m−1 is the maximum value of UR. Proceeding as in
Corollary 2.3 and in [36, Lemma 13], given the solution Ψ of the Lane-Emden equation (2.1)
with the initial data Ψ(0) = 1, one can easily check that ψ defined as
ψ(r) = αΨ(αµr), with µ =
1
2
(
2−m
m− 1
)
,
for every α > 0 is the solution of (2.1) with ψ(0) = α. This readily implies R∗(α) =
α−µR∗(1). For α > 0, we define M2(α,R) for R ≤ R∗(α) by
M2(α,R) := ωN
∫ R
0
[αΨ(αµr)]
1
m−1 rN−1 dr = ωNα
1
m−1
−µN
∫ Rαµ
0
Ψ(s)
1
m−1 sN−1 ds (3.30)
and M2(α,R) = M2(α,R∗(α)) for R > R∗(α). We clearly observe that M2(α,R) is strictly
increasing in 0 < R < R∗(α) and then constantly equal to M1(α) for R ≥ R∗(α) and α
fixed, see Corollary 2.3 for the definition of M1(α). We also obtained in Corollary 2.3 that
M2(α,R) is strictly increasing as a function of α for R > R∗(α). We remind the reader that
in the diffusion-dominated case 1
m−1
− µN > 0. Let us distinguish two cases:
• If 2− 2
N
< m ≤ 2, then µ ≥ 0 and the function M2(α,R) is strictly increasing in α for
fixed R just looking at the second expression in (3.30) with M2(α,R)→∞ as α→∞.
• Ifm > 2, then µ < 0 and the functionM2(α,R) is strictly increasing in α using the first
expression of M2(α,R) in (3.30), due to the fact that the function Ψ(α
µr) is strictly
increasing in α. For the same reason, M2(α,R) diverges too as α→∞.
Therefore, for each R > 0, there is a unique α(M,R) such that M2(α,R) = M , and thus
there is a unique radial minimizer UR in YM,R for each R > 0. Moreover, since M2(α,R) is
constantly equal to M1(α) for R ≥ R∗(α), then α(M,R) is constant for R large enough and
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equal to the unique α(M) such that M1(α) = M . This shows that UR does not depend on
R if R is large enough. Therefore, this together with (3.8) allow us top conclude that there
is a unique radial global minimizer in YM . The rest of global minimizers are obtained by
translation in view of Corollary 3.7. This finishes the proof of the first statement (i).
The statement (ii) is almost a direct consequence of the regularity properties in Lemma
3.5 for U and V . The remaining property is the classical regularity of V . Since Um−1 ∈
W 1,∞(RN), then U ∈ C0 ∩ C
0, 1
m−1 (RN) for m ≥ 2 and U ∈ C10(R
N) for 2− 2
N
< m ≤ 2, and
hence the newtonian potential V ∈ C2(RN) by standard classical regularity theory. Then U
is a stationary solution of the (KS) system in the sense of Definition 1.1 and in the classical
sense in its support. We remind the reader that we already checked the first equation in the
support of U due to the nonlinear nonlocal equation (3.18).
To show (iii), we follow a similar argument employed in Aronson [1]. Let U(x0) > 0.
Then we see by (ii) that ∇Um−1+δ with δ > 0 are continuous functions in a neighbourhood
of x0. It is also obviously true outside the support of U . Therefore, it suffices to prove that
∇Um−1+δ is a continuous function in a neighbourhood of x1 ∈ ∂BRM with the additional
property that ∇Um−1+δ(x1) = 0. Indeed, since U ∈ C0(R
N ), for every ε, there exists a > 0
such that
0 ≤ U(x) ≤ |U(x)− U(x1)|+ U(x1) ≤ ε (3.31)
holds for all x ∈ Ia(x1) := {x ∈ BRM ; |x− x1| < a}. On the other hand, since we have
|Um−1+δ(x)− Um−1+δ(x′)|
≤ |x− x′|
∫ 1
0
|(∇Um−1+δ)(τx+ (1− τ)x′)| dτ
= |x− x′|
m− 1 + δ
m− 1
∫ 1
0
|U δ(τx+ (1− τ)x′)∇Um−1(τx+ (1− τ)x′)| dτ
≤ |x− x′|
m− 1 + δ
m− 1
‖U‖δ∞‖∇U
m−1‖∞, (3.32)
for all x, x′ ∈ Ia(x1). It follows from (3.31) and (3.32) that
|Um−1+δ(x)− Um−1+δ(x′)| ≤ Cεδ|x− x′| for all x, x′ ∈ Ia(x1) (3.33)
and for all 0 < ε ≤ 1, where C = C(N,m, δ). Taking x = x1 in (3.33) and then letting
x′ → x1, we have |∇U
m−1+δ(x1)| ≤ Cε
δ, 0 < ε ≤ 1. Hence we have by letting ε → 0 that
∇Um−1+δ(x1) = 0. Similarly, letting x
′ → x in (3.33), we have
|∇Um−1+δ(x)| ≤ Cεδ for all 0 < ε ≤ 1,
which implies that ∇Um−1+δ is continuous at x1. We conclude that ∇U
m−1+δ is a continuous
function in RN with the additional property that ∇Um−1+δ(x) = 0 at the boundary of the
support.
The statement (iv) is just to collect all properties in one statement as it is a direct
consequence of (3.18) and (i).
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To finish the proof, we only need to show the uniqueness statement of Theorem 1.2.
Assume that U˜ is another stationary solution of (KS) in the sense of Definition 1.1 then
U˜ ∈ L1 ∩ L∞(RN) from which we deduce that V˜ ∈ Lp(RN) ∩W 1,∞(RN) ∩W 2,ploc (R
N) for all
N
N−2
< p < ∞. In particular, it holds that V˜ ∈ C1(RN). Following the arguments in [15,
Lemma 2.3], see also [35, 14], one can prove from (1.2) that U˜ ∈ C0(RN ) and
m
m− 1
U˜m−1(x) + V˜ (x) is constant in each connected component of supp U˜ .
Due to the regularity of the stationary solution and the main result in [15, Theorem 2.2]
applied to our particular case in Theorem 3.8, we deduce that the density U˜ is a radially
decreasing continuous function except translations. Let us assume without loss of generality
that the center of mass is zero. Moreover, this fact implies that supp U˜ has a single connected
component and supp U˜ = B¯R˜ for some 0 < R˜ ≤ ∞.
Since there exists a constant C˜ such that m
m−1
U˜m−1(x) = V˜ (x) + C˜ for all x ∈ BR˜
then U˜m−1 ∈ W 1,∞(RN) ∩W 2,ploc (BR˜) for all 1 < p < ∞, and Sobolev emmbeddings imply
that U˜ ∈ C1(BR˜). Summarizing, U˜ has the same regularity and properties of the radial
global minimizer as in Corollary 3.6. Therefore, there exists a function φ˜ ∈ C2((0, R˜)) ∩
W 2,p((0, R˜) ∩ C0([0, R˜]) for all 1 < p < ∞, such that U˜(x) = φ˜(|x|) solution to the Lane-
Emden equation (2.1) for some φ˜m−1(0) = α˜. Since the stationary solution U˜ has mass M
and using the first statement of this theorem, there is a unique solution of the Lane-Emden
equation with mass M that is given by the global minimizer φ, and thus φ˜ = φ, implying
in particular that R˜ <∞ and U˜ is compactly supported. Now, the proof of Theorem 1.2 is
complete.
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