Glacigenic and fluvial deposits of variable lithological composition underlie many major cities in Europe and North America. Traditional geological mapping and 3D modelling techniques rarely capture this complexity as they use lithostratigraphic designations which are commonly based on genesis and age rather than lithological compositions.
As described previously, all lithostratigraphic units are highly heterolithic. If a single lithology is assumed for each lithostratigraphic unit based on the major component in the published lithostratigraphic description (Browne & McMillan, 1989, Table 1) , there is only a 54% match when compared against the borehole data used in this study (see Section 4.1 for description of boreholes).
For individual lithostratigraphic units this figure varies between 3% and 68% (Table 1) . This suggests that a simple lithostratigraphic approach can only predict the lithologies in a borehole about half the time, and that the minor lithologies occurring within the lithostratigraphic units represent a significant proportion of the total volume of these units.
Materials and Methodology
The methodology used in this work combines: (i) borehole data collected from site investigations and other geotechnical applications, which were prepared for input into GOCAD® software; (ii) the creation of stochastic models in GOCAD® software, and (iii) the comparison of this model against previously published data and analysis of the results.
Input data
The dataset (Figure 3 ) includes the geological logs of 4391 geotechnical boreholes, collected over several decades for a variety of purposes by different ground investigation contractors. These borehole logs are digitally stored in a database and are recalled as tab-separated ASCII files for use in modelling workflows (see Kessler et al., 2009 for more details). The boreholes have a maximum depth of 79 m and a minimum depth of 3m, with a median depth of 6 m. Collectively, the dataset includes 21320 individual descriptions of the lithology at particular locations and depths that were described in accordance with British Standard BS930:1990 (British Standards Institution, 1999 .
BS5930 standard descriptions systematically describe the relative density or consistency, structure, colour, size, and relative proportions of composite particles. Within the dataset, each record had been assigned a code by BGS, based on the borehole log description; this code represents the major lithology at that position as described in the textural lithological description (e.g. sand and gravel), using an internal BGS classification scheme defined by Cooper et al. (2006) . Because the original core from these 4391 geotechnical boreholes no longer exists it is impossible to do any independent validation of the borehole log descriptions, a situation that is common in all urban settings. Initial processing of the data indicated that 185 different lithological codes have been used to describe the Quaternary deposits recovered from these boreholes, which is too many to include in a modelling exercise. Further examination of the data showed that of these 185 codes, 21 of them account for over 87% of the records in the study area. Accordingly, these 21 codes were simplified and automatically assigned into nine main categories, based on the dominant observed lithology (or lithologies) and consistency that were described in each record. The nine categories are: 'organic', 'soft clay', 'soft clay and sand', 'stiff clay diamicton', 'silt,' 'silt and sand', 'sand', 'sand and gravel', 'gravel.' Records with lithological codes not ascribed to the 21 lithology codes (approximately 2,500 lithology descriptions) were manually assigned to a category based on available descriptive information.
Particle size distribution data were available for 3196 of the lithology records, and were used to compare and validate the nine categories (Williams and Dobbs, 2012) . This analysis revealed that the 'clay and sand' and 'clay' categories have similar particle size distributions, and so the two categories were combined into a 'soft clay' category. This was also true of the 'silt and sand' and 'sand' categories, as well as the 'sand and gravel', and 'gravel' categories, so these pairs were combined respectively into a 'silt' and 'sand and gravel' category. The 'stiff clay diamicton' category was defined using criteria of lithological description and consistency. The 'stiff clay diamicton' category has a consistency of 'firm to very stiff', as compared to the 'soft clay' category, which has a consistency of 'soft to firm'. This difference reflects the fact that, in Glasgow, clay-diamicton was generally, though not exclusively, deposited beneath glaciers as till, and has been shown to have a significantly stiffer consistency than the post-glacial clays, caused by ice compaction rather than other factors such as depth from surface and water content (Entwistle et al 2008) . The distinction of 'stiff clay diamicton' and 'soft clay' also addresses a specific geotechnical problem relevant to the Glasgow area. The end result of reclassification using textural analysis of borehole log descriptions and particle size analysis was to reduce the number of lithological categories to six : 'organic', 'soft clay', 'stiff clay diamicton', 'silt', 'sand', and 'sand and gravel'.
Three-dimensional model construction
The base of the model domain was defined by using a surface representing rock-head (the boundary between the bedrock deposits and overlying superficial deposits) that was taken from the existing lithostratigraphic model of the study area ( Figure 2 , Merritt et al., 2007) . The top (or capping) surface was based on the NEXTMap™ Britain digital elevation model (© Intermap technologies).
However, man-made deposits at the land surface were excluded from the modelling domain, thereby incorporating the base of the artificial ground layer, which had been identified during earlier lithostratigraphic modelling (Figure 2 , Merritt et al., 2007) , into the capping surface. Artificial ground was excluded because it does not conform with the glacial and postglacial sediments and was too variable in description to be able to interpolate between points. Stochastic modelling could be applied to modelling the variability of artificial ground. However, it would require an understanding of the factors that control the occurrence of different manmade deposits such as positions of former industrial sites and remediation and thus falls outside the scope of this study. The surfaces representing rock-head and the digital elevation model, modified to remove artificial ground, were Merritt et al., 2007) . This was done as the top of the Wilderness Till defines the sequence boundary between these two facies.
The borehole information were imported to GOCAD® with each of the six lithological categories attributed as a discrete property. Lithologies were then stochastically modelled (simulated) across the grid using Indicator Kriging (IK) and Sequential Indicator Simulation (SIS) methods, conditioned to the input borehole dataset (Deutsch and Journel, 1992) . Indicator Kriging (IK) takes the input borehole data and, where the borehole is present in the grid, assigns a value of one where that lithology is present while assigning all other lithologies a value of zero. It then interpolates the results obtained for all indicator variables (lithology) for each cell in the grid and the lithology to obtain maps of the probabilities of each lithology occurring at that cell. A map of the most likely lithology in each cell can be inferred from the probability maps for the individual lithologies (Falivene et al. 2007 ).
Sequential Indicator Simulation (SIS) works in a similar way to IK, but begins at a random cell in the grid. IK is used to determine the probability of each lithology occurring at that cell. The realised lithology for the cell is selected at random according to these probabilities. It then moves randomly through the remaining grid cells and performs the same calculation, using the values realised in previous cells as conditioning data for subsequent cells (Falivene et al., 2007) . By this method, SIS takes account of both the input data and the other values in the grid, which produces more The SIS algorithm was used to produce 500 realisations using different seed numbers, and therefore the probability that any one lithology will occur at any specified site in the grid could be estimated.
Whilst the precision of these estimated probabilities could be increased by increasing the number of simulated realisations, this would have required more computation time. For example, if a particular lithology occurs in a particular cell with probability 0.3 and we treat the realisations in that cell as a set of independent binomial trials, then the 500 realisations would lead to a standard error of 0.02 in estimating the probability of occurrence. We judge this level of precision to be sufficient. The probability of each lithology occurring at any particular cell can also be extracted from the IK methodology without the need for the use of SIS. However, the advantage of SIS is that within each realisation it is possible to see the shapes of lithological bodies that are likely to occur (both horizontally and vertically). This information is lost in a simple probability model since it is not clear to what extent the lithology in one cell is correlated with the lithologies in adjacent cells.
The IK and SIS algorithms require three inputs. The first is the set of conditioning observations of lithology. These were derived from the borehole data. However, the interpolation algorithms require that the observations are expressed at the same spatial scale as the cells within which the lithology will be modelled. Therefore the borehole data were up-scaled to 50 m x 50 m x 0.5 m cells. There are two options as to how to do this in GOCAD®: 1) by calculating which of the borehole observed lithologies has the largest proportion in each cell intersected by boreholes in the grid; 2) calculating which of the lithologies was closest to the centre of each cell in the grid intersected by a borehole.
We selected the first option since we required that the observations were representative of the entire volume rather than just the centre. It is clear that the up-scaling process removes some of the fine-scale variability seen in the original input data, which will be detrimental if the model results are to be explored at the fine-scale. As the individual grid cells are 50 m x 50 m x 0.5 m this should be seen as the maximum scalar resolution of the model. A finer resolution grid would be preferable; however, the grid size was limited by the computational power available to this study.
The second set of inputs for the modelling algorithms is the proportion of each separate lithology throughout the study region (the global proportions of each lithology) (Figure 4 ). The IK methodology assumes that in a cell that is a long distance from any conditioning data that the modelled probability of a particular lithology will be equal to the global proportions of this lithology.
In cells close to conditioning data the modelled probability will be largely controlled by these conditioning data. We determine the global proportions from the observed lithologies scaled up to the cell scale. It should be noted that if the boreholes are clustered then certain areas of the study region will be over-represented and the proportion of boreholes with a particular lithology will be a biased estimate of the proportion of the study region with this lithology. The up-scaling of input observations will remove the effect of clustering at the within-cell scale. Thus the influence of the effects of clustered data will be largely confined to cells that are distant from the conditioning data.
The final inputs to the IK and SIS methodologies are models, referred to as variograms, of the spatial dependence of the data (Cressie, 1993) . These variograms quantify the extent to which the probability of observing the same lithology at two different sites increases as the separation between these sites decreases. GOCAD® calculates point estimates of the variograms for each lithology. These point estimates consist of plots of half the average squared difference between the values of the indicator variables at a pair of locations against the distance separating the pair of locations. The user then fits a different parametric variogram model to the point estimates for each lithology. One parameter of each variogram describes the range of spatial correlation. Beyond this separation distance the observed lithologies can be considered to be independent of each other. In this way, varying the variogram range parameters between different lithologies allows for some control over the shapes of the stochastically generated litho-bodies (Table 2 ). Exploratory analysis of the point estimates of the variogram suggested that the spatial variance of the 'stiff clay diamicton' exhibits an isotropic spatial dependence, which is different from the fluvially derived 'soft clay' which exhibits a stronger degree of spatial dependence in the mean direction of sediment transport along the present Clyde Valley. The remaining lithologies were assigned a common isotropic variogram which has a shorter variogram range than the 'soft clay' category, because there was little difference in the point variogram estimates for each category. Vertical range values for all categories were set to 1 m, which is the median thickness of the lithology observed in the borehole data.
In common with any modelling methodology, this approach makes a number of assumptions about the nature of the spatial variation of the lithological categories. For instance, it assumes that the variograms and global proportions of each lithology have been reliably estimated and that the same variogram models apply throughout the study region. Given the large number of data used to calculate our models we anticipate that deviations from these assumptions will have little effect on the final outputs. The effects are likely to be largest at sites that are distant from any conditioning data, where the uncertainty about the lithology is largest.
Validation Tests
It is not possible to directly compare stochastic models and traditional lithostratigraphic maps or models because the results of a stochastic model are best displayed in terms of the relative probabilities of the presence of a certain lithology rather than as a definitive map.
Therefore, the predictive ability of both the IK and SIS models was investigated by testing them against two BGS boreholes that contributed to defining the published lithostratigraphy of the area (Browne and McMillan, 1989) . Also, the stochastic models were tested by randomly excluding 50% of the input boreholes from the conditioning data, re-running the simulation and then comparing the result to the 50% boreholes that were removed. This technique is commonly used in the oil industry and is sometimes referred to as bootstrapping (Haas and Formery, 2002; Scheidt and Caers, 2010) . We used these bootstrapping tests to quantify the reliability of our predictions of lithology and to confirm whether our spatial modelling methodology performs better than simpler non-spatial models.
Results of simulations

SIS and IK results
The modelling domain contains ~9.5 x 10 5 individual cells. The SIS was run 500 times using different seed numbers. From these different realisations it is possible to calculate the number of times that any given lithology occurs at any one cell in the model. This can be expressed as a range of probabilities, from 0 (never occurs) to 1 (always present), that any of the lithologies occurs in any given cell over the 500 simulations (see Figures 5, 6 and 7) . Those cells containing conditioning data (boreholes) will return a probability of 1. The simulations can be used to generate a 3D map of the most probable lithology at every point in the study region. In Figure 5 We do not recommend that these maps of most likely lithology are viewed in isolation since they say nothing about the uncertainty in the model. The magnitude of this uncertainty will vary across the study region and it will be smallest in regions where the density of boreholes is highest. The magnitude of the uncertainty at a site is reflected in probability maps shown in Figure 5 (c). Similar probability maps could also be produced by using IK. These maps fully reflect our uncertain knowledge of the lithology in each cell but they say nothing about how the lithology in a cell is 
Validation tests
To test the predictive ability of both the IK and SIS, 50% of the boreholes were randomly excluded and the simulations re-run to compare the new models against the known removed values. To allow like-with-like comparison, the up-scaled boreholes were removed from the grid rather than the raw boreholes.
The IK results generated the observed lithology for the up-scaled boreholes that had been removed from the grid in 10695 cells out of 18019, meaning the IK methodology predicted the known lithology 59.35% of the time.
To test the SIS the most frequently occurring lithology per cell over all the 500 simulations was compared. This generated the correct answer for the up-scaled boreholes that had been removed from the grid in 10735 cells out of 18019, which meant the SIS simulation predicted the correct lithology 59.58% of the time. For comparison, had the predicted lithology been selected at random, the expected agreement would have been 15%. Had sand, generally the most abundant lithology, been predicted everywhere, the expected agreement would have been 30%.
However, the most frequently occurring lithology over the 500 simulations may not be the best way to assess the accuracy of the SIS simulation. This is because there may be only one simulation separating the most frequently occurring lithology and the next most frequently occurring lithology.
Additionally, less frequently occurring lithologies (such as 'organic' and 'sand and gravel'), which have a major impact on ground conditions where they occur, tend to be under-represented if the most likely lithology is selected at each site. Although there may only be a relatively low probability that these lithologies may occur at any one specified site, they might occur a sizable number of times across a large study region. We therefore considered how well the modelled probabilities at each of the randomly removed boreholes reflected our uncertain knowledge of the observed lithologies and whether our approach performed better than a non-spatial model. The non-spatial model assumes that the probability of a particular lithology occurring is the same everywhere in the study region. Also that it is equal to the proportion of the input data at the cell scale to realise this lithology throughout the study region. Using this model we find that the average probability of the observed lithology at the validation sites is 0.25. In contrast, the average probability according to our spatial model is 0.51, indicating that the SIS probability methodology leads to substantially more informative probabilistic models.
BGS Borehole Comparisons
The BGS Bridgeton and Broomhill Park boreholes contributed to the original development of a lithostratigraphy for the superficial deposits in the Glasgow area (Browne and McMillan, 1989; Hall et al., 1998 Figure 3 ). However, neither borehole was used as input data for the stochastic model. (Figure 8 ). However, the vertical thickness suggested by either the IK or SIS models is much greater than observed in the borehole. Equally there is an over prediction of the amount and thickness of sand at this precise locality, which may be due to the fact that the model becomes homogenous with depth due to lack of data.
The comparison between the Broomhill Park Borehole and the stochastic model shows a similar result (Figure 9 ). The stochastic model predicts high probabilities of 'clay diamicton', which is the lithology most often seen in the Wilderness Till Formation, throughout the depth of the borehole.
However, laminated clays of the Broomhill Clay Formation were observed in the lower eight metres of this borehole; although these were not captured by the stochastic modelling.
Investigating whether model accuracy varies with depth
The stochastic model broadly captured the observed composition of the Bridgeton and Broomhill Park boreholes. Given that lithology can vary over short distances it is unsurprising that some discrepancies between the observed and modelled lithology were evident. However, these discrepancies increased with depth in both boreholes. Therefore we looked further at the deletion tests to explore whether the model generally became less accurate with depth. The results from the deletion tests were plotted against depth from surface ( Figure 10 ). This showed that although there is a decrease in accuracy with depth from surface across the model as a whole it only starts to show a prolonged decrease in accuracy below 32 metres from surface. Only 0.8% of the entire model is deeper than 32 metres from the surface.
Discussion
Our deletion tests have shown that our modelling methodologies are slightly more accurate at predicting the lithology within the cells containing boreholes than the lithostratigraphic model (assuming the dominant lithology is the only lithology present in each lithostratigraphic unit). The IK and SIS methodologies predicted the actual lithology at 59.35% and 59.58% of the locations respectively in comparison to the 54% correct predictions from the lithostratigraphic model.
However, it should be noted that the boreholes are clustered and these results do not necessarily reflect the reliability of the methodologies in areas where boreholes are sparse. However, borehole
clustering is an inherent source of bias in both stochastic and lithostratigraphic models (see Merritt et al. 2007 ) as both approaches use the geotechnical boreholes as their main source of subsurface data. The deletion tests also confirm that our models are more accurate than simpler stochastic models that do not account for spatial correlation in the observed lithologies.
The clustering in the data can create problems in applying the IK and SIS methodologies. It can lead to biased estimates of the global proportion of each lithology (Deutsch and Journel, 2009 ). When producing a 3D lithological model, it would be ideal if the boreholes were evenly distributed across the study region (van Groenigen et al., 1999) short distances it is unsurprising that some discrepancies between the observed and modelled lithology were evident. For a site-specific model a finer-scale grids would be more appropriate and
give a better correlation with individual boreholes. However, the grid size in the study was limited by computational power.
One important attribute of the IK and SIS methodologies is that they can calculate the uncertainty associated with the lithological model. Both approaches can express the probability of each lithology occurring in a particular cell and hence areas where the model is unreliable can be quickly identified.
In addition the individual SIS realisations reflect the actual shapes of lithological bodies and their relationships that we might expect to occur (compare the IK and SIS models Figure 6 -7).
Previous stochastic studies have recommended sub-dividing the model volume into lithostratigraphic packages prior to stochastic modelling, so that stratigraphically separated lithologies cannot interact (Comunian et al., 2011; Stafleu et al., 2011) . To test this assertion we used the full lithostratigraphic model to divide the grid and ran an IK interpolation within the individual lithostratigraphic units (Figure 11 ). Using the same 50% deletion test on this model, the correct answer was generated 11017 times out of 18093 (60.89%). This is only a slight improvement on the facies-based approach we advocate in this paper.
Using a facies-based approach can also highlight areas of possible error in the lithostratigraphic model, especially where units are heterolithic and it can be difficult to accurately locate lithostratigraphic boundaries (Booth and Lee, 2005) . In Section 2, the Paisley Clay Member plots in a similar position to the highest probability of clay in the stochastic model (Figures 2 and 6 ). In Section 1 the lithostratigraphic model suggests that the Paisley Clay Member forms a continuous layer in the south eastern part of the Clyde Valley (Figure 2 ). However, all the simulations suggest that it may not be a continuous layer of clay ( Figure 6 ). Such observations are crucial in understanding how groundwater and contaminants migrate through the sub-surface.
Finally, the simulations of probability for individual lithologies and the individual realisations of the SIS algorithm may be used to condition further simulations of various properties, the aim being to produce multiple possible distributions of the property of interest. The equivalent process in the petroleum industry would be the simulation of reservoir properties such as porosity, permeability, shale volume, net-to-gross and the saturation of oil or gas within the facies framework of a hydrocarbon reservoir. Such models provide critical input to fluid-flow simulation models used to understand the performance of hydrocarbon fields (Garden et al., 2005; Sumner et al. 2005) . Other stochastic modelling applications include quantifying the spatial distribution of geological risk and uncertainty in the mining industry (Benndorf and Dimitrakopoulos, 2005; Li et al., 2005) , and simulating the distribution of hydraulic conductivity (Lemke et al., 2004) for a host of hydrogeological applications. Additionally, the distribution of geotechnical properties relevant to ground engineering may be studied by use of stochastic modelling; this may be particularly beneficial for the identification of problematic ground. An understanding of the lithological heterogeneity gleaned from the stochastic simulation outlined here, will allow for improved distributions of physical properties on a regional basis across the Glasgow conurbation.
Conclusions
In this study, our motivation has been to test whether a stochastic modelling approach could better capture the variation in lithology in highly heterolithic lithostratigraphic units than simply assuming the dominant lithology in each lithostratigraphic unit. Both stochastic methods used in the study show a slight increase in the predictive ability of the model over assuming the major component lithology. However, due to the highly clustered nature of urban datasets, the predictive ability appears to decrease with distance from the areas with a high density of control data. A more regular dataset may relieve these problems but this is rarely available in urban areas. Equally, it appears that a finer grid may more accurately be able to predict lithology at a single location, but this requires further study.
Lithostratigraphic models tend only to provide a single realisation of the geology, and it is often difficult to distinguish between those locations where the interpretation is controlled by many observations and those where it is extrapolated. Stochastic simulation has the advantage that it produces both probabilities for each lithology and a series of plausible simulations of lithology across the study region. This can help visualise both the lithological variation and the distribution of control data. As such, it is of potentially great use to hydrogeologists attempting to understand hydraulic connectivity between units. Such probability maps and simulations are also of use to those making city-scale assessments for site investigation where large numbers (>1000) of boreholes have been drilled (e.g. large area regeneration projects) as it easily identifies areas of the model that are data poor, or very complex, that may require further investigation.
These models, however, do not give good site-specific results and will not capture stratigraphically constrained units or localised units. More detailed site-scale models could be produced for areas where large numbers of boreholes are situated. However, given the data generally available in urban environments, it is likely that there will be substantial areas with insufficient boreholes to predict lithology accurately in such heterolithic deposits. 
