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Abstract
This paper derives the arbitrary order globally hyperbolic moment system
for a non-linear kinetic description of the Vicsek swarming model by using the
operator projection. It is built on our careful study of a family of the complicate
Grad type orthogonal functions depending on a parameter (angle of macroscopic
velocity). We calculate their derivatives with respect to the independent vari-
able, and projection of those derivatives, the product of velocity and basis, and
collision term. The moment system is also proved to be hyperbolic, rotational in-
variant, and mass-conservative. The relationship between Grad type expansions
in different parameter is also established. A semi-implicit numerical scheme is
presented to solve a Cauchy problem of our hyperbolic moment system in order
to verify the convergence behavior of the moment method. It is also compared
to the spectral method for the kinetic equation. The results show that the solu-
tions of our hyperbolic moment system converge to the solutions of the kinetic
equation for the Vicsek model as the order of the moment system increases,
and the moment method can capture key features such as vortex formation and
traveling waves.
Keywords: Moment method, hyperbolicity, kinetic equation, model reduc-
tion, operator projection
1 Introduction
Swarm behaviour, or swarming, is a collective behaviour exhibited by entities, par-
ticularly animals, of similar size which aggregate together, perhaps milling about the
same spot or perhaps moving en masse or migrating in some direction [1]. It is a highly
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interdisciplinary topic. Some works studied kinetic models for swarming [7, 10, 17],
but few did a numerical investigation. The first numerical method was presented in
[13] for a kinetic description of the Vicsek swarming model. The main contribution
was to use a spectral representation linked with a discrete constrained optimization to
compute those interactions. Unfortunately, only first-order accurate upwind method
was used to approximated the transport term.
The kinetic theory has been widely studied and played an important role in many
fields during several decades, see e.g. [8, 9]. The kinetic equation can determine
the distribution function hence the transport coefficients, however such task is not
so easy. The moment method [15, 16] is a model reduction for the kinetic equation
by expanding the distribution function in terms of tensorial Hermite polynomials
and introducing the balance equations corresponding to higher order moments of the
distribution function. One major disadvantage of the Grad moment method is the
loss of hyperbolicity, which will cause the solution blow-up when the distribution is far
away from the equilibrium state. Increasing the number of moments could not avoid
such blow-up [6]. Up to now, there has been some latest progress on the Grad moment
method for the kinetic equation. Numerical regularized moment method of arbitrary
order was studied for Boltzmann-BGK equation [5] and for high Mach number flow [6].
Based on the observation that the characteristic polynomial of the flux Jacobian in the
Grad moment system did not depend on the intermediate moments, a regularization
was presented in [2, 3, 4] for the one- and multi-dimensional Grad moment systems to
achieve global hyperbolicity. The quadrature based projection methods were used to
derive hyperbolic systems for the solution of the Boltzmann equation [18, 19] by using
the quadrature rule instead of the exact integration. In the 1D case, it is similar to the
regularization in [2]. Those contributions led to well understanding the hyperbolicity
of the Grad moment systems. Based on the operator projection, a general framework
of model reduction technique was recently given in [12]. It projected the time and
space derivatives in the kinetic equation into a finite-dimensional weighted polynomial
space synchronously, and could give most of the existing moment systems in the
literature. Recently, such model reduction method was also successfully extended to
the 1D special relativistic Boltzmann equation and the globally hyperbolic moment
model of arbitrary order was derived in [20].
The aim of this paper is to extend the model reduction method by the operator
projection to the two-dimensional kinetic description of the Vicsek swarming model
and derive corresponding globally hyperbolic moment system of arbitrary order. The
paper is organized as follows. Section 2 introduces the kinetic and macroscopic equa-
tions for the Vicsek model. Section 3 gives a family of orthogonal functions dependent
on a parameter and their properties and derives the arbitrary order globally hyperbolic
moment system of the kinetic description for the Vicsek model. Section 4 investigates
the mathematical properties of moment system, including: hyperbolicity, rotational
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invariance, mass-conservation and relationship between Grad type expansions in dif-
ferent parameter. Section 5 presents a semi-implicit numerical scheme and conducts
a numerical experiment to check the convergence of the proposed hyperbolic moment
system. Section 6 concludes the paper.
2 Kinetic and macroscopic equations for the Vicsek
model
This section introduces the non-linear kinetic and macroscopic equations for the Vic-
sek model.
2.1 Kinetic equation
The kinetic equation for the Vicsek model can be written as follows [13]
∂tf + ω · ∇xf +∇ω · (F [f ]f) = σ∆ωf, (2.1)
where f(t,x,ω) is the particle distribution function depending on the time t, spatial
variable x ∈ Rd, and the unit velocity vector ω, the parameter σ is a scaled diffusion
constant describing the intensity of the noise with the Brownian motion, the vector
F [f ](t,x,ω) is the mean-field interaction force between the particles and given by
F [f ](t,x,ω) =(Id− ω ⊗ ω)Ω(x), Ω(t,x) = J(t,x)|J(t,x)| , (2.2)
the notation Id is the identity operator, Ω(t,x) is the mean velocity, and J(t,x)
denotes the mean flux at x and is defined by
J(t,x) =
∫
Rd
∫
Sd−1
K(y − x)ωf(t,y,ω)dydω. (2.3)
Here K(y − x) is the characteristic function of the ball B(0, R) = {x : |x| ≤ R},
i.e. K(x) = 1|x|<R, and R is the radius of the alignment interactions between the
particles. The vector field F [f ](t,x,ω) tends to align the particles to the direction Ω
which is the director of the particle flux J and becomes spatially local in the large
scale limit of space and time so that J can be approximated by
J(t,x) =
∫
Sd−1
ωf(t,x,ω)dω. (2.4)
In the numerical computations, J(t,x) can be considered within the approximation
(2.4) because the spatial mesh stepsize may be smaller than the radius of ball B(0, R)
[13].
It has been shown [14] that the non-linear kinetic equation (2.1) with (2.2) and
(2.3) or (2.4) has a non-negative global weak solution in C(0, T ;L1(D)∩L∞((0, T )×
3
D
)
with D = Rd × Sd−1, for any time T , given non-negative initial value f(0,x,ω)
in L1(D) ∩ L∞(D) and J(t,x) which is always not equal to 0 for t ∈ [0, T ].
Throughout the paper, we will only consider the case of (2.4) and the direction of
mean velocity of f becomes
Ω =
∫
Sd−1 ωfdω
|∫
Sd−1 ωfdω|
.
Moreover, the kinetic equation (2.1) is rewritten as following
∂tf + ω · ∇xf = Q(f), (2.5)
where the collision term Q(f) is defined by
Q(f) = −∇ω · (F [f ]f) + σ∆ωf. (2.6)
Lemma 1 ([13]). The collision term Q(f) can be rewritten as follows
Q(f) = σ∇ω ·
(
MΩ∇ω
( f
MΩ
))
, (2.7)
and satisfies ∫
Sd−1
Q(f)f
dω
MΩ
≤ 0, (2.8)
where
MΩ(ω) = C0 exp(
ω ·Ω
σ
), (2.9)
is the equilibrium function, also known as the Von Mises distribution, and C0 is a
constant of normalization.
Remark 2.1. The equilibria of operator Q are given by the set {ρMΩ|ρ ∈ R,Ω ∈
Sd−1} and forms a set of dimension d, but the collisional invariants of Q are only
of dimension 1. Particularly, Q does preserve the mass but cannot preserve the flux,
that is, for a general f , it holds∫
Sd−1
Q(f)dω = 0,
∫
Sd−1
Q(f)ωdω 6= 0.
Remark 2.2. In the case of d = 2, if letting Ω = (cos θ¯, sin θ¯)T , then the equilibrium
can be expressed as follows
M(θ − θ¯) = C0 exp
(
cos(θ − θ¯)
σ
)
, (2.10)
and the kinetic equation (2.5) becomes
ft + cos θfx + sin θfy = Q(f),
Q(f) =σ∂θ
(
Mθ¯∂θ
( f
Mθ¯
))
= ∂θ(sin(θ − θ¯)f) + σ∂2θf,
(2.11)
where θ and θ¯ denote the angles of microscopic and macroscopic velocities, respec-
tively.
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2.2 Macroscopic equations
The kinetic equation (2.5) is written at the microscopic level, i.e. at time and length
scales which are characteristic of the dynamics of the individual particles. When
investigating the dynamics of the system at large time and length scales compared
with the scales of the individuals, a set of new variables t˜ = εt and x˜ = εx has to be
introduced [11], where ε denotes the ratio between micro and macro variables, ε 1.
In this new set of variables, the kinetic equation (2.5) is written (after dropping the
tildes for clarity) as follows
∂tf
ε + ω · ∇xfε = 1
ε
Q(fε). (2.12)
In the limit ε→ 0, fε converges locally in space to an equilibrium state in the local
space, that is
fε → f(t,x,ω) = ρ(t,x)MΩ(ω). (2.13)
At this moment, the evolution of macroscopic density ρ =
∫
Sd−1 fdω and velocity Ω
is described by the following equations
∂tρ+∇x · (c1ρΩ) = 0, (2.14)
ρ(∂tΩ + c2(Ω · ∇x)Ω) + λ(Id−Ω⊗Ω)∇xρ = 0, (2.15)
|Ω| = 1, (2.16)
where c1, c2, and λ are three constants depending on σ. Such macroscopic system is
hyperbolic but non-conservative, and the operator Id−Ω⊗Ω ensures the constraint
(2.16).
Remark 2.3. In the 2D case, the macroscopic density ρ and angle of velocity θ¯ are
related to the particle distribution function f by
ρ(t,x) =
∫ 2pi
0
f(t,x, θ)dθ, (2.17a)
J(t,x) =
∫ 2pi
0
(
cos θ
sin θ
)
f(t,x, θ)dθ, (2.17b)
Ω = (cos θ¯, sin θ¯)T =
J(t,x)
|J(t,x)| . (2.17c)
3 Derivation of moment system
This section derives the moment system for the 2D kinetic description of Vicsek
swarming model by using the operator projection [12, 20]. For the sake of simplicity,
we assume θ¯ = 0 in Sections 3.1 and 3.2. In fact, the general case of θ¯ 6= 0 can be
converted into such simple case by operating a translation transformation θ 7→ θ− θ¯.
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3.1 Orthogonal functions
The Hermite polynomials are used to derive the Grad’s moment system [15, 16],
where the distribution function is assumed to close to a local Maxwellian. Here we
need to find the orthogonal functions with respect to the weight M(θ) defined in
[0, 2pi], because θ ∈ [0, 2pi]. Those functions, denoted by
Hc0(θ), H
c
1(θ), · · · , HcN (θ), · · · , Hs1(θ), · · · , HsN (θ), · · · ,
are built on the trigonometric functions
{1, cos θ, · · · , cos(Nθ), · · · ; sin θ, · · · , sin(Nθ), · · · }
by using the Schmit orthogonal process, where the superscript c (resp. s) denotes the
functions consisting of a linear combination of cos(kθ) (resp. sin(kθ)). Because the
function M(θ) is even, it holds∫ 2pi
0
sin(mθ) cos(nθ)M(θ)dθ = 0, ∀m,n ∈ N,
so in the process of Schimidt orthogonalization, the linear combination of cos(kθ)
is orthogonal to that of sin(kθ), so that there are two sets of “independent” or-
thogonal functions. The first 2N + 1 functions are Hc0(θ), H
c
1(θ), · · · , HcN (θ) and
Hs1(θ), · · · , HsN (θ), and can be expressed in terms of the trigonometric functions
{1, cos θ, · · · , cos(Nθ), sin θ, · · · , sin(Nθ)} as follows(
Hc0(θ), H
c
1(θ), · · · , HcN (θ)
)T
= AN
(
1, cos θ, · · · , cos(Nθ)
)T
, (3.1)(
Hs1(θ), · · · , HsN (θ)
)T
= BN
(
sin θ, · · · , sin(Nθ)
)T
, (3.2)
where AN ∈ R(N+1)×(N+1), BN ∈ RN×N , and both AN and BN are invertible lower
triangular matrix. This set of functions satisfy∫ 2pi
0
H lm(θ)H
l
n(θ)M(θ)dθ = δm,n, m, n ∈ {0, 1, · · · , N}, l ∈ {c, s}.
When l = s, m,n 6= 0. For the sake of simplicity, define(
1, cos θ, · · · , cos(Nθ)
)T
, EcN (θ),
(
sin θ, · · · , sin(Nθ)
)T
, EsN (θ),(
Hc0(θ), H
c
1(θ), · · · , HcN (θ)
)T
,HcN (θ),
(
Hs1(θ), H
s
2(θ), · · · , HsN (θ)
)T
,HsN (θ),(
Hc0(θ), H
c
1(θ), · · ·
)T
,Hc(θ),
(
Hs1(θ), H
s
2(θ), · · ·
)T
,Hs(θ),
then (3.1) and (3.2) can be rewritten as follows
HcN (θ) = ANE
c
N (θ), H
s
N (θ) = BNE
s
N (θ). (3.3)
It is worth noting that the first polynomial is 1, and will be applied to the calculation
of density ρ.
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Remark 3.1. The coefficients AN and BN in (3.3) can be calculated by using the
following regular modified cylindrical Bessel function of order n
In(x) =
1
pi
∫ pi
0
exp(x cos θ) cos(nθ)dθ. (3.4)
In fact, because of the identities
sin(mθ) sin(nθ) = −1
2
[cos((m+ n)θ)− cos((m− n)θ)],
cos(mθ) cos(nθ) =
1
2
[cos((m+ n)θ) + cos((m− n)θ)],
the Schmidt process is carried out with the aid of In(x), and then the calculation of
AN and BN is completed by the existing packages.
3.2 Hilbert space and orthonormal basis
On the interval [0, 2pi], define Hilbert space H and inner product with respect to the
weight M(θ) by
H =
{
f
∣∣∣ ∫ 2pi
0
f2(θ)
dθ
M(θ)
<∞
}
, (3.5)
〈f(θ), g(θ)〉M(θ) ,
∫ 2pi
0
f(θ)g(θ)
dθ
M(θ)
. (3.6)
Such inner product is symmetric, i.e.
〈f, g〉M(θ) = 〈g, f〉M(θ).
Moreover, due to (2.7), the inner product still satisfies
〈Q(f), g〉M(θ) = −σ
∫ 2pi
0
M(θ)∂θ
(
f
M
)
∂θ
( g
M
)
dθ = 〈f,Q(g)〉M(θ), (3.7)
and
〈Q(f), f〉M(θ) = −σ
∫ 2pi
0
M(θ)∂2θ
(
f
M
)
dθ 6 0. (3.8)
Take a basis of H as P c0 (θ), · · · , P cN (θ) · · · , P s1 (θ), · · · , P sN (θ) · · · , and denote(
P c0 (θ), P
c
1 (θ), · · ·
)T
, P c(θ), (3.9a)(
P s1 (θ), P
s
2 (θ), · · ·
)T
, P s(θ). (3.9b)
Such basis can be generated by the previous orthogonal functions Hc(θ) and Hs(θ)
as follows
P c(θ) = Hc(θ)M(θ), P s(θ) = Hs(θ)M(θ). (3.10)
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Lemma 2. The functions P c(θ) and P s(θ) form an orthonormal basis of H, and
satisfy the following properties
〈cos(kθ)M(θ), P cn(θ)〉M(θ) = 0, k 6 n− 1,
〈sin(kθ)M(θ), P sn(θ)〉M(θ) = 0, k 6 n− 1,
〈cos(kθ)M(θ), P sn(θ)〉M(θ) = 0, ∀k, n,
〈sin(kθ)M(θ), P cn(θ)〉M(θ) = 0, ∀k, n.
(3.11)
Because {P c,P s} is an orthonormal basis, one has
H = span{P c0 , P c1 , P c2 , · · · ;P s1 , · · · },
and any function f ∈ H may be expressed as follows
f =
∞∑
k=0
f ckP
c
k +
∞∑
k=1
fskP
s
k , (3.12)
where f ck = 〈f, P ck 〉 and fsk = 〈f, P sk 〉.
Take a subspace of H as
HN = span{P c0 , P c1 , · · · , P cN ;P s1 , · · · , P sN}.
It is obvious that {P cN (θ),P sN (θ)} forms an orthonormal basis of HN , where(
P c0 (θ), P
c
1 (θ), · · · , P cN (θ)
)T
, P cN (θ), (3.13a)(
P s1 (θ), P
s
2 (θ), · · · , P sN (θ)
)T
, P sN (θ). (3.13b)
For any f ∈ H, it is expanded as follows
f(t,x, θ) =
∞∑
k=0
f ck(t,x, θ¯)P
c
k (θ − θ¯) +
∞∑
k=1
fsk(t,x, θ¯)P
s
k (θ − θ¯),
so one can define projection operator ΠN [θ¯] : H 7→ HN by
ΠN [θ¯]f =
N∑
k=0
f ck(t,x, θ¯)P
c
k (θ − θ¯) +
N∑
k=1
fsk(t,x, θ¯)P
s
k (θ − θ¯). (3.14)
Let f˜ =
(
f c0 , · · · , fcN , fs1 , · · · , fsN
)T
, the above equation can be rewritten as follows
ΠNf = f˜
T
PN (θ − θ¯). (3.15)
In the case of no confusion, the symbol θ¯ will be ignored in the projection operator,
that is, ΠN = ΠN [θ¯].
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In the following let us projecting the product of cos θ or sin θ and orthonormal
basis. Let
PN (θ) =
(
P cN (θ)
P sN (θ)
)
, (3.16)
and the ith component of PN is denoted by (PN )i, equal to P
c
i (θ), if i 6 N , otherwise
P si−N (θ).
Lemma 3 (Projecting product of velocity and basis). The result of the operator ΠN
acting on the product of velocity and basis is
ΠN [θ¯] cos θPN (θ − θ¯) = Jc(θ¯)PN (θ − θ¯), (3.17a)
ΠN [θ¯] sin θPN (θ − θ¯) = Js(θ¯)PN (θ − θ¯), (3.17b)
where Jc(θ¯) ∈ R(2N+1)×(2N+1) and Js(θ¯) ∈ R(2N+1)×(2N+1). Both matrices Jc(θ¯)
and Js(θ¯) are symmetric and thus can be real diagonalizable. For any eigenvalue λ,
|λ| 6 1, and Jc(θ¯), Js(θ¯) has the following form
Jc(θ¯) = cos θ¯J1 − sin θ¯J2, Js(θ¯) = sin θ¯J1 + cos θ¯J2, (3.18)
where J1 and J2 satisfy
ΠN [0] cos θPN (θ) = J1PN (θ), ΠN [0] sin θPN (θ) = J2PN (θ).
Proof: According to (3.12) and (3.14), the (i, j)th component of matrix Jc(θ¯) is
calculated as follows
Jcij(θ¯) = 〈cos θ(PN )i(θ − θ¯), (PN )j(θ − θ¯)〉M(θ−θ¯). (3.19)
Using the definition of inner product (3.6) gives
Jcij(θ¯) = J
c
ji(θ¯),
so Jc(θ¯) is symmetric and can be written as follows Jc(θ¯) =
∫ 2pi
0
cos θPNP
T
N
dθ
M
.
Because PN is an orthonormal basis,
∫ 2pi
0
PNP
T
N
dθ
M
= I. For any λ ∈ R, and
non-zero vector x ∈ R2N+1, one has
xT(λI − Jc(θ¯))x =xT
(∫ 2pi
0
(λ− cos θ)PNPTN
dθ
M
)
x =
∫ 2pi
0
(λ− cos θ)(xTPN )2 dθ
M
.
When λ > 1 or λ < −1, λ − cos θ > 0 or λ − cos θ < 0, so that the above is greater
than 0 or less than 0. Thus the matrix λI − Jc(θ¯) is positive definite or negative
definite, λI − Jc(θ¯) is non singular, so λ > 1 or λ < −1 is not eigenvalue. Therefore,
|λ| 6 1. For Js(θ¯), the conclusion can be similar proved.
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Because cos θ = cos θ¯ cos(θ−θ¯)−sin θ¯ sin(θ−θ¯), sin θ = sin θ¯ cos(θ−θ¯)+cos θ¯ sin(θ−
θ¯), using the definition of J1, J2 gives
Jcij(θ¯) =〈cos θ(PN )i(θ − θ¯), (PN )j(θ − θ¯)〉M(θ−θ¯)
= cos θ¯(〈cos θ(PN )i(θ), (PN )j(θ)〉M(θ))− sin θ¯(〈sin θ(PN )i(θ), (PN )j(θ)〉M(θ))
= cos θ¯(J1)ij − sin θ¯(J2)ij .
Thus one gets
Jc(θ¯) = cos θ¯J1 − sin θ¯J2.
Similarly, one has
Js(θ¯) = sin θ¯J1 + cos θ¯J2.
Lemma 4 (Projecting derivatives of basis). The projection of derivatives of basis
function PN (θ − θ¯) is
ΠNd(PN (θ − θ¯)) = D˜PN (θ − θ¯)d(θ − θ¯), (3.20)
where D˜ ∈ R(2N+1)×(2N+1) is a constant matrix, and its (i, j)th element is
−
∫ 2pi
0
(PN )i(θ)d
(PN )j(θ)
M(θ)
.
Proof: Similar to the calculation of (3.19), the (i, j)th component of matrix D˜ is
calculated as follows
D˜ij =〈d(PNi(θ − θ¯)),PNj(θ − θ¯)〉M(θ−θ¯)
=
∫ 2pi
0
(PN )j(θ)
d((PN )i(θ))
M(θ)
= −
∫ 2pi
0
(PN )i(θ)d
(PN )j(θ)
M(θ)
,
where the periodicity of the basis functions and M(θ) has been used in the second
equal sign while the integration by parts is used in the third equal sign.
Lemma 5 (Projecting collision term). The result of the operator ΠN acting on the
collision term is
ΠNQ(PN (θ − θ¯)) = QNPN (θ − θ¯), (3.21)
where QN ∈ R(2N+1)×(2N+1) is a symmetric and negative semidefinite matrix, and
its first column and first row elements are zeros.
Proof: Using the property of inner product (3.7), one has
(QN )ij =〈Q((PN )i(θ − θ¯)), (PN )j(θ − θ¯)〉M(θ−θ¯)
=〈(PN )i(θ − θ¯), Q((PN )j(θ − θ¯))〉M(θ−θ¯)
=〈Q((PN )j(θ − θ¯)), (PN )i(θ − θ¯)〉M(θ−θ¯) = (QN )ji.
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Because P c0 = M(θ − θ¯) and Q(P c0) = 0, the first column and first row elements of
QN are zeros.
On the other hand, for any non-zero vector x ∈ R2N+1, using (3.8), one has
xTQNx =x
T
(∫ 2pi
0
Q(PN )P
T
N
dθ
M
)
x =
∫ 2pi
0
Q(xTPN )(x
TPN )
dθ
M
=〈Q(xTPN ),xTPN 〉 6 0,
which implies that the matrix QN is negative semidefinite.
3.3 Moment system
The moment system of kinetic equation (2.5) is derived by the following steps.
(i) Calculate the partial derivatives of ΠNf with respect to t and x, y, and then
project it onto HN . Using (3.20) gives
ΠN∂tΠNf = (
∂f˜
T
∂t
− ∂θ¯
∂t
f˜
T
D˜)PN (θ − θ¯) , G1PN (θ − θ¯), (3.22a)
ΠN∂xΠNf = (
∂f˜
T
∂x
− ∂θ¯
∂x
f˜
T
D˜)PN (θ − θ¯) , G2PN (θ − θ¯), (3.22b)
ΠN∂yΠNf = (
∂f˜
T
∂y
− ∂θ¯
∂y
f˜
T
D˜)PN (θ − θ¯) , G3PN (θ − θ¯). (3.22c)
(ii) Multiply (3.22b) and (3.22c) by cos θ and sin θ respectively, and then project
them onto HN . Using (3.17a) and (3.17b) gives
ΠN cos θΠN∂xΠNf = G2J
c(θ¯)PN (θ − θ¯), (3.23a)
ΠN sin θΠN∂yΠNf = G3J
s(θ¯)PN (θ − θ¯). (3.23b)
(iii) Substituting ΠNf into the collision term and projecting it, and using (3.21)
gives
ΠNQ(ΠNf) = f˜
T
QNPN (θ − θ¯). (3.24)
(iv) Substituting above all into the kinetic equation, and comparing the coefficients
of each basis function gives the following moment system
ΠN [θ¯]∂t(ΠN [θ¯]f)+ΠN [θ¯](cos θΠN [θ¯](∂x(ΠN [θ¯]f)))
+ΠN [θ¯](sin θΠN [θ¯](∂y(ΠN [θ¯]f))) = ΠN [θ¯]Q(ΠN [θ¯]f),
(3.25)
i.e.
G1 +G2J
c(θ¯) +G3J
s(θ¯) = f˜
T
QN . (3.26)
11
Because the moment system has 2N + 1 equations but 2N + 2 unknowns
{f c0 , · · · , fsN , θ¯},
it needs an additional relationship between θ¯ and {f c0 , · · · , fsN}.
Lemma 6. One has ρ = f c0 , f
s
1 = 0, and a0f
c
0 + a1f
c
1 > 0, where a0 =
∫ 2pi
0
cos(θ −
θ¯)P c0 (θ − θ¯)dθ, a1 =
∫ 2pi
0
cos(θ − θ¯)P c1 (θ − θ¯)dθ.
Proof: Using (2.17a) gives
ρ =
∫ 2pi
0
1 · f˜TPN (θ − θ¯)dθ =
∫ 2pi
0
(PN )0(θ − θ¯) · f˜TPN (θ − θ¯) dθ
M(θ − θ¯)
=
2N∑
k=0
f˜k〈(PN )0, (PN )k〉M(θ−θ¯) = f c0 .
where f˜k denotes the kth component of vector f˜ .
Similarly, using (2.17c), (2.17b), and property (3.11) yields∫ 2pi
0
cos θfdθ = cos θ¯
2N∑
k=0
f˜k〈cos(θ − θ¯)M(θ − θ¯), (PN )k〉M(θ−θ¯)
− sin θ¯
2N∑
k=0
f˜k〈sin(θ − θ¯)M(θ − θ¯), (PN )k〉M(θ−θ¯)
= cos θ¯(a0f
c
0 + a1f
c
1)− sin θ¯a2fs1 = cos θ¯|j(x)|,∫ 2pi
0
sin θfdθ = sin θ¯(a0f
c
0 + a1f
c
1) + cos θ¯a2f
s
1 = sin θ¯|j(x)|,
where a0 =
∫ 2pi
0
cos(θ − θ¯)P c0 (θ − θ¯)dθ, a1 =
∫ 2pi
0
cos(θ − θ¯)P c1 (θ − θ¯)dθ, and a2 =∫ 2pi
0
sin(θ − θ¯)P s1 (θ − θ¯)dθ.
From the above two equations, one can obtain |j(x)| = √(a0f c0 + a1f c1)2 + (a2fsN )2,
thus one has√
(a0f c0 + a1f
c
1)
2 + (a2fs1 )
2 cos θ¯ = cos θ¯(a0f
c
0 + a1f
c
1)− sin θ¯a2fs1 , (3.27)√
(a0f c0 + a1f
c
1)
2 + (a2fs1 )
2 sin θ¯ = sin θ¯(a0f
c
0 + a1f
c
1) + cos θ¯a2f
s
1 . (3.28)
Multiplying (3.27) and (3.28)by sin θ¯ and cos θ¯ respectively and subtracting them
gives a2f
s
1 = 0. Because a2 is larger than zero, f
s
1 = 0. And by hypothesis |j(x)| 6= 0,
one has a0f
c
0 + a1f
c
1 > 0.
Based on the above lemma, the variable θ¯ can be used to replace fs1 , and unknowns
in the system (3.26) become {f c0 , · · · , f cN , θ¯, fs2 , · · · , fsN}, thus the variable number of
the moment equations is equal to the equation number. Let F = [f c0 , · · · , f cN , θ¯, fs2 , · · · , fsN ]T,
and rewrite the moment system (3.26) in the matrix-vector form
DF t + J
cDF x + J
sDF y = Q˜
T
NF . (3.29)
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where D = (I − eN+2eTN+2− ˜˜DTF eTN+2), eN+2 denotes the (N + 2)th column vector
of 2N + 1 order unit matrix, ˜˜D and Q˜N are the matrices defined respectively by
replacing the (N + 2)th row of matrices D˜ and QN with zero.
4 Properties of moment system
This section investigates the mathematical properties of moment system (3.29).
4.1 Hyperbolicity
In order to prove the hyperbolicity of the moment system (3.29), one should show
that the matrix D is invertible, and the matrix αJc+βJs can be really diagonalizable
for any α, β ∈ R.
Lemma 7. The matrix D is invertible.
Proof: From the definition of D, one has
D =

1 0 0 · · · 0 − ˜˜DT1 F 0 · · · 0 0
0 1 0 · · · 0 − ˜˜DT2 F 0 · · · 0 0
...
...
...
. . .
...
...
...
. . .
...
...
0 0 0 · · · 0 − ˜˜DTN+2F 0 · · · 0 0
...
...
...
. . .
...
...
...
. . .
...
...
0 0 0 · · · 0 − ˜˜DT2N+1F 0 · · · 0 1

,
and detD = − ˜˜DTN+2F , where ˜˜DTj denotes the jth row of matrix ˜˜DT. According to
Lemma 4, one has
D˜i,N+2 =−
∫ 2pi
0
(PN )i(θ)d
(PN )N+2(θ)
M(θ)
= −
∫ 2pi
0
(PN )i(θ)d(B1,1 sin θ)
=− b
∫ 2pi
0
(PN )i(θ) cos θdθ = −b〈cos θM(θ), (PN )i(θ)〉M(θ)
=

−ba0, i = 0,
−ba1, i = 1,
0, otherwise,
where b 6= 0 is the element of matrix BN at (1, 1), and the definition of a0, a1 are given
in Lemma 6. Thus, detD = b(a0f
c
0 + a1f
c
1). Using Lemma 6 gives detD 6= 0.
Lemma 8. αJc + βJs can be really diagonalizable for all α, β ∈ R.
Proof: Thanks to Lemma 3, both matrices Jc and Js are really symmetric so that
their linear combination is really symmetric too, and thus really diagonalizable.
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Combing Lemma 7 with Lemma 8 gives the following conclusion.
Lemma 9. The moment system (3.29) is hyperbolic in time.
4.2 Rotational invariance
Lemma 10. Under the rotation coordinate transformation(
x′
y′
)
=
(
cosα sinα
− sinα cosα
)(
x
y
)
,
θ′ =θ − α, θ¯′ = θ¯ − α,
the moment system (3.29) keeps invariant.
Proof: Because the moment system (3.29) is derived by changing unknowns of (3.26)
and the coordinate transformation is not involved, our proof will be completed for
(3.26).
If using the identity f(t, x, y, θ) = f ′(t, x′, y′, θ′), and f˜ = (f c0 , · · · , f cN , fs1 , · · · , fsN )T
and f˜
′
= ((f c0)
′, · · · , (f cN )′, (fs1 )′, · · · , (fsN )′)T to denote the expansion coefficients of
f(t, x, y, θ) and f ′(t, x′, y′, θ′), respectively, then
∂f˜
T
∂t
=
∂f˜ ′
T
∂t
,
∂θ¯
∂t
=
∂θ¯′
∂t
,
∂f˜
T
∂x
= cosα
∂f˜ ′
T
∂x′
− sinα∂f˜
′T
∂y′
,
∂θ¯
∂x
= cosα
∂θ¯′
∂x′
− sinα∂θ¯
′
∂y′
,
∂f˜
T
∂y
= sinα
∂f˜ ′
T
∂x′
+ cosα
∂f˜ ′
T
∂y′
,
∂θ¯
∂y
= sinα
∂θ¯′
∂x′
+ cosα
∂θ¯′
∂y′
.
On the other hand, the matrices Jc(θ¯), Js(θ¯), Jc(θ¯′), Js(θ¯′) satisfy
Jc(θ¯) = cos θ¯J1 − sin θ¯J2, Js(θ¯) = sin θ¯J1 + cos θ¯J2,
Jc(θ¯′) = cos θ¯′J1 − sin θ¯′J2, Js(θ¯′) = sin θ¯′J1 + cos θ¯′J2,
thus one has
∂f˜
T
∂x
Jc(θ¯) +
∂f˜
T
∂y
Js(θ¯) = cos θ¯′
∂f˜ ′
T
∂x
J1(θ¯)− sin θ¯′ ∂f˜
′T
∂x
J2(θ¯)
+ sin θ¯′
∂f˜ ′
T
∂y
J1(θ¯) + cos θ¯
′ ∂f˜
′T
∂y
J2(θ¯)
=
∂f˜ ′
T
∂x′
Jc(θ¯′) +
∂f˜ ′
T
∂y′
Js(θ¯′),
∂θ¯
∂x
Jc(θ¯) +
∂θ¯
∂y
Js(θ¯) =
∂θ¯′
∂x′
Jc(θ¯′) +
∂θ¯′
∂y′
Js(θ¯′),
f˜
T
QN =f˜
′TQN ,
Substituting them into (3.26) completes the proof.
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4.3 Relationship between Grad type expansions in different θ¯
Transformation of a density distribution function under different θ¯ basis functions.
For the purpose of numerical computations, let us establish the relationship between
Grad type expansions of density distribution in different θ¯.
Lemma 11. If assuming that ΠN [θ¯1]f =
∑2N
k=0 f˜
1
k (PN )k(θ−θ¯1), ΠN [θ¯2]f =
∑2N
k=0 f˜
2
k (PN )k(θ−
θ¯2), then it holds
[f˜20 , · · · , f˜22N ]T = T (θ¯1 − θ¯2)[f˜10 , · · · , f˜12N ]T, (4.1)
where
T (θ¯) =
(
AN O
O BN
)
X(θ¯)
(
A−1N O
O B−1N
)
, (4.2)
and
X(θ) =

1 0 · · · 0 0 · · · 0
0 cos(θ) · · · 0 − sin(θ) · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · cos(Nθ) 0 · · · − sin(Nθ)
0 sin(θ) · · · 0 cos(θ) · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · sin(Nθ) 0 · · · cos(Nθ)

.
Proof: First estibalish the relationship between basis functions. Because
EcN (θ − θ¯2) =
1 0 · · · 0 0 · · · 0
0 cos(θ¯1 − θ¯2) · · · 0 − sin(θ¯1 − θ¯2) · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · cos(N(θ¯1 − θ¯2)) 0 · · · − sin(N(θ¯1 − θ¯2))

·
(
EcN (θ − θ¯1)
EsN (θ − θ¯1)
)
,
and
EsN (θ − θ¯2) =
0 sin(θ¯1 − θ¯2) · · · 0 cos(θ¯1 − θ¯2) · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · sin(N(θ¯1 − θ¯2)) 0 · · · cos(N(θ¯1 − θ¯2))

·
(
EcN (θ − θ¯1)
EsN (θ − θ¯1)
)
,
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then one has(
HcN (θ − θ¯2)
HsN (θ − θ¯2)
)
=
(
AN O
O BN
)
X(θ¯1 − θ¯2)
(
A−1N O
O B−1N
)(
HcN (θ − θ¯1)
HsN (θ − θ¯1)
)
=T (θ¯1 − θ¯2)
(
HcN (θ − θ¯1)
HsN (θ − θ¯1)
)
. (4.3)
If denoting PN (θ − θ¯1) = T˜ (θ¯1 − θ¯2)PN (θ − θ¯2), then one has
T˜ij(θ¯1 − θ¯2) =
∫ 2pi
0
(PN )i(θ − θ¯1)(PN )j(θ − θ¯2)/M(θ − θ¯2)dθ
=
∫ 2pi
0
(HN )i(θ − θ¯1)(HN )j(θ − θ¯2)M(θ − θ¯1)dθ = Tji(θ¯1 − θ¯2),
where (HN )i denotes the ith component of
(
HcN
HsN
)
. So one has T˜ (θ¯1− θ¯2) = T ′(θ¯1−
θ¯2) and
ΠNf =[f˜
1
0 , · · · , f˜12N ]PN (θ − θ¯1)
=[f˜10 , · · · , f˜12N ]T˜ (θ¯1 − θ¯2)PN (θ − θ¯2)
=[f˜20 , · · · , f˜22N ]PN (θ − θ¯2).
Hence one has
[f˜20 , · · · , f˜22N ]T = T (θ¯1 − θ¯2)[f˜10 , · · · , f˜12N ]T.
4.4 Mass conservation
Lemma 12. The moment system (3.29) preserves the mass-conservation.
Proof: Because ρ = f c0 , one just needs to see whether f
c
0 is changed.
It is obvious that the convective term does not change f c0 . On the other hand,
according to Lemma 5, the first row and first column of matrix QN are zeros, so the
first element of Q˜TNF is equal to 0, and does not change the value of F 0 or f
c
0 . In
summary, The moment system (3.29) is mass-conservative.
5 Numerical experiments
This section conducts numerical experiments to check the behavior of our hyperbolic
moment system (3.25) or (3.29).
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5.1 Numerical scheme
The spatial grid {(xi, yj), i, j ∈ N} considered here is uniform so that the stepsizes
∆x = xi+1−xi and ∆y = yj+1−yj are constant. The grid in t-direction {tn+1 = tn+
∆t, n ∈ N} is also given with the stepsize ∆t = CCFL∆x, where CCFL denotes the CFL
(Courant-Friedrichs-Lewy) number. Use fni,j and θ¯
n
i,j to denote the approximations of
f, θ¯ at t = tn and (xi, yj) respectively. Denote (Πf)
n
i,j = ΠN [θ¯
n
i ]f
n
i,j . For the purpose
of checking the behavior of our hyperbolic moment system, similar to [5], we only
consider a first-order accurate semi-implicit operator-splitting type numerical scheme
for the system (3.25) or (3.29), which is formed into the convection and collision steps:
ΠN [θ¯
n
i,j ](Πf)
n∗
i,j = (Πf)
n
i,j −
∆t
∆x
[(ΠF−)ni+ 12 ,j − (ΠF
+)ni− 12 ,j ], (5.1a)
ΠN [θ¯
n∗
i,j ](Πf)
n∗∗
i,j = (Πf)
n∗
i,j −
∆t
∆y
[(ΠF−)n∗i,j+ 12 − (ΠF
+)n∗i,j− 12 ], (5.1b)
ΠN [θ¯
n∗∗
i,j ]
(
(Πf)n+1i,j − (Πf)n∗∗i,j
∆t
)
= ΠN [θ¯
n∗∗
i,j ]Q((Πf)
n+1
i,j ), (5.1c)
where the numerical fluxes are chosen as the nonconservative HLL flux [21]. As an
example, the flux in x direction can be expressed as follows
(ΠF−)ni+ 1
2
,j =
ΠN [θ¯
n
i,j ](cos θ(Πf)
n
i,j), 0 6 λLi+ 1
2
,j
,
λR
i+ 1
2
,j
ΠN [θ¯
n
i,j ](cos θ(Πf)
n
i,j)− λLi+ 1
2
,j
ΠN [θ¯
n
i,j ](cos θΠN [θ¯
n
i,j ](Πf)
n
i+1,j)
λR
i+ 1
2
,j
− λL
i+ 1
2
,j
+
λL
i+ 1
2
,j
λR
i+ 1
2
,j
(ΠN [θ¯
n
i,j ](Πf)
n
i+1,j − (Πf)ni,j)
λR
i+ 1
2
,j
− λL
i+ 1
2
,j
, λL
i+ 1
2
,j
< 0 < λR
i+ 1
2
,j
,
ΠN [θ¯
n
i,j ](cos θΠN [θ¯
n
i,j ](Πf)
n
i+1,j), 0 > λRi+ 1
2
,j
,
and
(ΠF+)ni− 1
2
,j =
ΠN [θ¯
n
i,j ](cos θΠN [θ¯
n
i,j ](Πf)
n
i−1,j), 0 6 λLi− 1
2
,j
,
λR
i− 1
2
,j
ΠN [θ¯
n
i,j ](cos θΠN [θ¯
n
i,j ](Πf)
n
i−1,j)− λLi− 1
2
,j
ΠN [θ¯
n
i,j ](cos θ(Πf)
n
i,j)
λR
i− 1
2
,j
− λL
i− 1
2
,j
+
λL
i− 1
2
,j
λR
i− 1
2
,j
((Πf)ni,j −ΠN [θ¯ni,j ](Πf)ni−1,j)
λR
i− 1
2
,j
− λL
i− 1
2
,j
, λL
i− 1
2
,j
< 0 < λR
i− 1
2
,j
,
ΠN [θ¯
n
i,j ](cos θ(Πf)
n
i,j), 0 > λRi− 1
2
,j
,
where λL
i± 12 ,j
= min{λmini,j , λmini±1,j}, λRi± 12 ,j = max{λ
max
i,j , λ
max
i±1,j}, λmini,j and λmaxi,j de-
notes the minimum and maximum eigenvalues of Jc(θ¯) at (i, j).
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Lemma 13. For any θ¯1, θ¯2, it holds
ΠN [θ¯1]f = ΠN [θ¯1]ΠN [θ¯2]f. (5.2)
Proof: If assuming
ΠN [θ¯1]f =
2N∑
k=0
f˜1k (PN )k(θ − θ¯1), ΠN [θ¯2]f =
2N∑
k=0
f˜2k (PN )k(θ − θ¯2),
then using (4.1) gives
[f˜20 , · · · , f˜22N ]T = T (θ¯1 − θ¯2)[f˜10 , · · · , f˜12N ]T.
The term ΠN [θ¯1]ΠN [θ¯2]f is equivalent to transferring the expansion ΠN [θ¯2]f in the
basis with the parameter θ¯2 to the basis with the parameter θ¯1, so the coefficients of
expansion ΠN [θ¯1]ΠN [θ¯2]f are
T (θ¯2 − θ¯1)[f˜20 , · · · , f˜22N ]T = T (θ¯2 − θ¯1)T (θ¯1 − θ¯2)[f˜10 , · · · , f˜12N ]T = [f˜10 , · · · , f˜12N ]T,
which are the coefficients of expansion ΠN [θ¯1]f .
The above lemma tell us that in (5.1a), ΠN [θ¯
n∗
i,j ] = ΠN [θ¯
n∗
i,j ]ΠN [θ¯
n
i,j ]. Hence, it can
first calculate the coefficients of fi,j in ΠN [θ¯
n
i,j ], then uses the definition to get the
value of θ¯n∗. Finally, the transition matrix (4.1) for the projection in different θ¯ is
used to get the coefficients of fi,j in ΠN [θ¯
n∗
i,j ].
From what has been discussed above, the following steps are required to complete
the numerical scheme.
(a) solve the x-convective step to get ΠN [θ¯
n
i,j ](Πf)
n∗
i,j .
(b) use the definition to calculate θ¯n∗ and give (Πf)n∗i,j .
(c) solve the y-convective step to obtain ΠN [θ¯
n
i,j ](Πf)
n∗∗
i,j .
(d) use the definition to calculate θ¯n∗∗ and get (Πf)n∗∗i,j .
(e) solve the collision step to yield ΠN [θ¯
n
i,j ](Πf)
n+1
i,j .
(f) calculate θ¯n+1 and (Πf)n+1i,j . Set n = n+ 1 and goto (a).
For the collision step, an implicit scheme is used. Substituting the matrix QN into
(5.1c) gives
ΠN [θ¯
n∗∗
i,j ](Πf)
n+1
i,j = ΠN [θ¯
n∗∗
i,j ](I −∆tQN )−1(Πf)n∗∗i,j . (5.3)
Lemma 14. The implicit discretization for the collision step is unconditionally stable.
Proof: Because the matrix QN is semi negative definite, any eigenvalue λ of QN is
not larger than 0. On the other hand, because 1−∆tλ is the eigenvalue of I−∆tQN ,
the eigenvalues of (I −∆tQN )−1 satisfy 0 6 (1−∆tλ)−1 6 1. Therefore, the implicit
scheme for the collision step is unconditionally stable.
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5.2 Treatment of reflection boundary
Here the treatment of reflection boundaries is similar to the upwind scheme. Take the
left boundary in x direction as an example to illustrate our treatment of reflection
boundary.
For all j, when cos θ 6 0, the macroscopic numerical flux F˜ at the left boundary
can be defined by (Πf)0,j , while when cos θ > 0, it is defined by reflection of (Πf)0,j ,
that is
F˜ =
cos θ(Πf)0,j(θ), cos θ 6 0,cos θ(Πf)0,j(pi − θ), cos θ > 0. (5.4)
If expanding F˜ in PN (θ − θ¯0,j), then its kth component is
F˜k =
∫
cos θ60
cos θ(Πf)0,j(θ)(PN )k(θ − θ¯0,j) dθ
M(θ − θ¯0,j)
+
∫
cos θ>0
cos θ(Πf)0,j(pi − θ)(PN )k(θ − θ¯0,j) dθ
M(θ − θ¯0,j)
.
Therefore the numerical flux at the left reflection boundary in x direction is given by
(ΠFˆ+)− 12 ,j =
2N∑
k=0
F˜k(PN )k(θ − θ¯0,j). (5.5)
5.3 Numerical results
The 2D scheme of moment system is used to solve three Riemann problems and a
vortex formation problem and will be compared to the spectral method proposed
in [13]. For our computations, the computational domain of Riemann problems in
x-direction is taken as [−5, 5], the CFL number is chosen as 0.5, and the value of
parameter σ is set as 0.2.
Example 5.1 (Rarefaction wave). The initial data of the first Riemann problem for
the density ρε and velocity angle θ¯ε are
(ρε, θ¯ε) =
(2, 1.7), x < 0,(0.218, 0.5), x > 0,
and the initial particle distribution function is set as the Von Mises distribution as-
sociated with the initial density and velocity angle. The solutions of this problem are
given by a rarefaction wave. Figs. 5.1 and 5.2 show the densities ρε and macroscopic
velocity angles θ¯ε at t = 4 obtained by the moment method with N = 1, 2, · · · , 6, 2000
cells, and ε = 1, where the solid line denotes the reference solution obtained by using
the spectral method with 4000 cells. Figs. 5.3 and 5.4 display corresponding solutions
for the case of ε = 0.01. It is seen that the solutions of the moment system well agree
with the reference when N is larger than 1, and for a fixed N , the solutions of moment
method also get closer to the reference as ε decreases.
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Figure 5.1: Example 5.1: The densities at t = 4 obtained by the moment method
with N = 1, 2, · · · , 6 and 2000 cells. The solid line is the reference solution obtained
by using the spectral method with 4000 cells. ε = 1.
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Figure 5.2: Same as Fig. 5.1 except for the macroscopic velocity angles.
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Figure 5.3: Same as Fig. 5.1 except for ε = 0.01.
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Figure 5.4: Same as Fig. 5.3 except for the macroscopic velocity angles.
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Figure 5.5: Example 5.2: The densities at t = 4 obtained by the moment method
with N = 1, 2, · · · , 6 and 2000 cells. The solid line is the reference solution obtained
by using the spectral method with 4000 cells. ε = 1.
Example 5.2 (Shock wave). The initial data of the second Riemann problem are
(ρε, θ¯ε) =
(1, 1.5), x < 0,(2, 1.83), x > 0.
Figs. 5.5 and 5.6 give the densities ρε and macroscopic velocity angles θ¯ε at t = 4
obtained by the moment method with N = 1, 2, · · · , 6, 2000 cells, and ε = 1, where
the solid line denotes the reference solution obtained by using the spectral method with
4000 cells. Figs. 5.7 and 5.8 display corresponding solutions for the case of ε = 0.01.
It is observed that a shock wave solution is generated and the solutions of moment
method (ρε, θ¯ε) do converge the shock profile as ε becomes small, and the solutions of
the moment system well agree with the reference when N is larger than 1.
Example 5.3 (Contact discontinuity). The initial data of the third Riemann problem
are
(ρε, θ¯ε) =
(1, 1), x < 0,(1,−1), x > 0.
It is a contact discontinuity problem.
Figs. 5.9 and 5.10 show the densities ρε and macroscopic velocity angles θ¯ε at
t = 4 obtained by the moment method with N = 1, 2, · · · , 6, 4000 cells, and ε = 1,
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Figure 5.6: Same as Fig. 5.5 except for the macroscopic velocity angles.
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Figure 5.7: Same as Fig. 5.5 except for ε = 0.01.
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Figure 5.8: Same as Fig. 5.7 except for the macroscopic velocity angles.
where the solid line denotes the reference solution obtained by using the spectral method
with 8000 cells. Figs. 5.11 and 5.12 display corresponding solutions for the case of
ε = 0.01. It is observed that the solutions of moment method (ρε, θ¯ε) do converge the
contact profile as ε becomes small, and the solutions of the moment system agree with
the reference when N is larger than 3. When the ε is smaller, the convergence rate
of the moment method is faster, and for a fixed ε, the faster the N , the faster the
convergence rate.
Example 5.4 (Vortex formation). The computational domain is chosen as the square
area [−5, 5]×[−5, 5] with reflection boundary conditions, and is divided into a uniform
square mesh {(xi, yj)|xi = −5 + ih, yj = −5 + jh, i, j = 0, 1, · · · , n − 1}. The initial
data are taken as follows
f(0, xi, yj , θ) =
1
2pi
, θ¯(0, xi, yj) =
0, x < 4.5,pi
2
, otherwise.
After a transient period, the solution will converge to a steady state consisting of a
vortex-type formation.
In numerical simulation, a perturbation is added to the initial velocity direction
on the right boundary in order to ensure that the final steady state is counterclockwise
rotation, and the solutions are output when the relative `2 error of the density between
two adjacent iterations is less than 1.5× 10−3.
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Figure 5.9: Example 5.3: The densities at t = 4 obtained by the moment method
with N = 1, 2, · · · , 6 and 4000 cells. The solid line is the reference solution obtained
by using the spectral method with 8000 cells. ε = 1.
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Figure 5.10: Same as Fig. 5.9 except for the macroscopic velocity angles.
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Figure 5.11: Same as Fig. 5.9 except for ε = 0.01.
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Figure 5.12: Same as Fig. 5.11 except for the macroscopic velocity angles.
26
Figure 5.13: Example 5.4: The schlieren images of density obtained by using the
moment method with n = 20. From left to right: N = 2, 3, 4.
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Figure 5.14: Same as Fig. 5.13 except for the density contours.
Figs. 5.13-5.15 show the densities and the velocities obtained by using the moment
methods with N = 2, 3, 4, ε = 1, and the mesh of n = 20, where 13 equally spaced
contour lines are chosen from 0 to 2.4 with stepsize 0.2. Figs. 5.16-5.18 shows
corresponding results for n = 50. For the sake of comparison, Fig. 5.19 also gives the
results obtained by using the spectral method with n = 25. Fig. 5.20 shows the total
mass M(l) on the square Ω(l) and the relative `2 errors of density, where
M(l) =
∫
Ω(l)
ρds,
and
Ω(l) = {(x, y)|max{|x|, |y|} = l},
and “N2n20” etc. in the legend represent “N = 2, n = 20” etc., while “specn20”
denotes the spectral method with n = 20. The distributions of M(l) agree well with
each other with some discrepancy near the boundary of the domain (l ≈ 5). The
discrepancies reduce as the number of moment and mesh cell increases. By observing
the numerical error plots, it can be seen that with the increase of time step number,
the errors are decreased, and the speed of convergence to the steady state solution
becomes slow as the mesh number n or the moment number N is increasing.
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Figure 5.15: Same as Fig. 5.13 except for the arrow diagrams of velocity.
Figure 5.16: Same as Fig. 5.13 except for n = 50.
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Figure 5.17: Same as Fig. 5.16 except for the density contours.
-5 -4 -3 -2 -1 0 1 2 3 4 5
-5
-4
-3
-2
-1
0
1
2
3
4
5
-5 -4 -3 -2 -1 0 1 2 3 4 5
-5
-4
-3
-2
-1
0
1
2
3
4
5
-5 -4 -3 -2 -1 0 1 2 3 4 5
-5
-4
-3
-2
-1
0
1
2
3
4
5
Figure 5.18: Same as Fig. 5.16 except for the arrow diagram of velocity.
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Figure 5.19: Same as Figs. 5.13-5.15 except for the spectral method with n = 25.
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Figure 5.20: Example 5.4: The total mass M(l) on the square Ω(l) and the relative
`2 errors of density obtained by using moment methods.
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6 Conclusions
The paper extended the model reduction method by the operator projection to a
non-linear kinetic description of the Vicsek swarming model. First, a family of the
complicate Grad type orthogonal functions depending on a parameter (angle of macro-
scopic velocity) were carefully studied in the regard of calculating their derivatives
and projection of those derivatives and the product of velocity and basis and collision
term. Next, building on those discussions and the operator projection, arbitrary order
globally hyperbolic moment system of the kinetic description of the Vicsek swarming
model was derived and their mathematical properties such as hyperbolicity, rotational
invariance, mass-conservation and relationship between Grad type expansions in dif-
ferent parameter were also investigated. Finally, a semi-implicit numerical scheme
was presented to solve a Cauchy problem of our hyperbolic moment system in order
to verify the convergence behavior of the moment method. It was also compared to
the spectral method for the kinetic equation. It was seen that the solutions of our
hyperbolic moment system could converge to the solutions of the kinetic equation for
the Vicsek swarming model as the order of the moment system increases, and the
moment method could successfully capture key features such as shock wave, contact
discontinuity, rarefaction wave, and vortex formation.
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