Recently, there has been a resurgence in the interest in the determinants of income inequality across countries. This paper adds to this literature by examining the role of one further explanatory variable: macroeconomic volatility. Using a cross-section of developed and developing countries, we regress income inequality on volatility, defined as the standard deviation of the rate of output growth. We find that greater volatility increases the Gini coefficient and the income share of the top quintile, while it reduces the share of the other quintiles. The other variable that seems to play an important role is relative labour productivity, supporting previous findings.
Introduction
In recent years, inequality in earnings and income has been the focus of attention as both the explanands and the explanandum of inquiry. On the one hand, there is a growing literature concerned with the impact of inequality on economic growth (see, for example, Perotti 1996) . On the other, there has been a revival of interest in the factors shaping the distributions of earnings and income. This has taken the form of studies of the evolution over time of inequality within a country, discussed, for example, by Atkinson (1996 Atkinson ( , 1997 and Gottschalk and Smeeding (1997) , and of analyses seeking to explain crossnational variation in income inequality, such as Bourguignon and Morrissson (1998) and Li, Squire and Zou (1998) . It is to this latter strand that the present paper contributes.
The main issue that we address is whether macroeconomic volatility plays a role in determining a country's degree of income inequality. There are two reasons for asking this question. First, Ramey and Ramey (1995) have found that higher volatility of the rate of output growth is associated with a lower average growth rate. Their results raise the question of whether volatility also affects other macroeconomic variables. Second, Hausmann and Gavin (1996) have shown that Latin American economies are both much more volatile and much more unequal than industrial economies, and that in fact volatility of the level of GDP is positively correlated with inequality.
We explore this idea further, and in particular we compare the role of volatility in determining inequality with that played by other factors previously found to have a significant effect on inequality, such as macroeconomic dualism, financial development and civil liberties. Following Ramey and Ramey (1995) , we use the standard deviation of the rate of growth of GDP over a 30-year period as our measure of macroeconomic volatility. Using data for a cross-section of countries over the period 1960-90, we find that volatility has a positive effect on income inequality, and that this relationship is robust to controls for a number of other factors that the literature suggests affect inequality. Furthermore, we show that the effect of high volatility is to increase the share of income of the highest quintile at the expense of (mainly) those in the second and third quintiles.
Our results are robust to the inclusion of the explanatory variables used in previous work, such as output levels, educational attainment, relative labour productivity, and civil liberties, among others. We find that of the variables previously found to explain inequality only relative labour productivity and the share of labour employed in agriculture have a consistently significant effect.
The organization of the paper is as follows. Section 2 describes existing hypotheses about the determinants of income inequality. Section 3 starts with a description of our dataset, which comprises a cross-section of 80 developed and developing countries. We then present our empirical results. Our basic results are extended to include other explanatory variables. We also examine a smaller dataset that allows us to control for initial inequality, and test for alternative measures of volatility. In section 4 we consider a possible explanation for our findings. Section 5 concludes.
The Determinants of Income Inequality Across Countries
Over the past fifty years, several hypotheses have been postulated to explain differences in the distribution of income among countries. The first of these was Kuznets' argument (Kuznets, 1955 and 1963) that inequality increases in the early stages of development, but falls as industrialization goes on, as a result of the interplay between the rural-urban income differential and the share of the population in one or the other sector. This hypothesis would then imply that, at a particular point in time, we should observe an inverted-U shaped relationship between a country's level of development -proxied by per capita income-and its degree of inequality.
The Kuznets hypothesis has been subject to close scrutiny both from a theoretical and an empirical point of view. Anand and Kanbur (1993a,b) maintain that there are two major problems with it. On the empirical side, Anand and Kanbur (1993b) find no support for the inverted-U relationship on a cross-section of countries. They then argue (see Anand and Kanbur, 1993a ) that this may be due to a theoretical misspecification. In particular, it is important to allow sectoral means and sectoral inequalities to change over time, and once we do this the evolution of inequality may follow many different patterns. Bourguignon and Morrisson (1998) argue that the Kuznets process is too complex to be simply proxied by GDP per capita, and that both the rural-urban income differential and migration between the two sectors are endogenously determined. Under perfectly competitive labour markets the distribution of income in a country will be determined by factor endowments and the distribution of factor ownership. However, labour markets are seldom competitive and a more appropriate approach is to think of a dual economy model. In this framework, an indicator of the imperfection of the labour market-i.e. a measure of the extent of dualism in the economy-should help explain differences in the distribution of income. They propose the use of the relative labour productivity (RLP) between agriculture and the rest of the economy as a measure of dualism, and find, in a cross-section of developing countries, that the lower is RLP in agriculture the more unequal the economy. Measures of factor endowments, such as cultivable land per capita, seem to have no robust effect.
Other macroeconomic variables have been found to be associated with the distribution of income. In their study of the determinants of inequality, Li, Squire and Zou (1998) examine the impact of four variables: initial secondary schooling, civil liberties, financial development and the Gini coefficient of the distribution of land. They find that all these variables have a significant effect on the Gini coefficient: higher level of schooling, civil freedom and financial development reduce inequality, while the more unequal the distribution of land, the more unequal that of income. Bourguignon and Morrisson (1990) point to the role of trade liberalisation in increasing inequality. In particular, they find that trade protection plays a significant role. Lastly, Alesina and Perotti (1996) find a positive correlation between socio-political instability and inequality, although they argue that causation runs from the distribution of income to instability.
These papers provide us with a set of ideas about the possible determinants of income inequality. Our analysis of the influence of volatility on inequality must also test the robustness of its effect to the inclusion of these variables.
The influence of volatility on the distribution of income

The data
Our analysis of cross-country differences in inequality is limited by the availability of data on the distribution of income. We draw on the Deininger and Squire (1996) dataset, which consists of a large compilation of country data for almost 200 economies. Each observation relates to a particular country in a particular year and includes the Gini coefficient of income and, for some cases, quintile shares. In general, there is no consistency in the surveys either across countries or over time within a country. Surveys differ in their coverage (national, rural and urban), income unit (household or personal income), the source of the calculations (income or expenditure) and whether it is gross or net income that they report. Following the arguments of Atkinson and Brandolini (1999) , we do not consider only the "high quality" subset of the Deininger-Squire data set.
Instead, we select all the observations that were obtained from surveys of national coverage (see the appendix for a more detailed description of the data).
The data within our subset still presents a problem because the income units, the source of income and whether it is measured net or gross of tax all differ among the observations. One means of dealing with these differences is to "adjust" the data by calculating the difference between, say, the average Gini coefficient of household and the average Gini coefficient of personal income, and then adding it to those observations that report household income (Perotti (1996) and Li, Squire and Zou (1998) adjust the data in this way). The drawback of this approach is that the adjustment coefficients depend crucially on the sample chosen. Instead, we will follow Bourguignon and Morrisson (1998) and include dummy variables in our regression equations in order to control for these differences.
To obtain a measure of volatility we calculate the annual rate of growth of real per capita GDP over the period 1960 to 1990. Output volatility is then defined as the standard deviation of the annual growth rate, as done by Ramey and Ramey (1995) . This is in contrast with Hausmann and Gavin (1996) , who define macroeconomic volatility as the standard deviation of the level of GDP per capita. The problem with using the latter measure of volatility is that an economy which is growing at a high but constant rate will nevertheless display high volatility. Given the variety of growth patterns observed within our sample, we prefer a measure which is not sensitive to growth in this way.
There are 80 countries for which we have data on inequality and GDP for the period. Our sample incorporates 22 developed countries, 17 Latin-and CentralAmerican, 5 New-Industrialising countries, 11 other Asian countries, and 25 African economies. 
Other influences on inequality
The relationship between inequality and volatility reported in Table 1 could be caused by a common factor that affects both variables. In particular, there are differences between regions of the world -in policies, in institutions or in the structure of production-which affect both inequality and volatility. Figure 2 depicts the relationship between volatility and inequality in the various geographical regions. Countries have been divided into five groups: Africa, Latin America, the New Industrializing Countries, other Asian economies, and OECD economies. Each point in the graph represents the (unweighted) average volatility and average inequality for each group. Those regions with high levels of volatility also tend to exhibit high levels of inequality. Table 2 around here Column 1 of Table 2 reports estimates obtained when we include regional dummies in our basic regression equation for the Gini coefficient. Dummies for Latin America, Asia and Africa have positive and statistically significant coefficients, but, although their presence reduces the impact of volatility on inequality, these effects nevertheless remain substantively and statistically significant. Volatility seems to be able to explain differences in inequality both across regions of the world and within those regions. The next column introduces regional dummies together with measures of the level of education and of output level. Our results are similar to those in table 1.
Figure 2 and
The impact of output volatility on inequality is not only statistically significant, but also economically significant. Consider the second equation in table 2. For the US, an increase in volatility of one standard deviation of the distribution of volatility in our sample -up to the level of Ecuador and Malaysia-would result in an increase in the Gini coefficient of 6.4 points, which represents 64% of the standard deviation of Gini90 in our
sample. An increase in volatility up to the level of Chile's (i.e. from 2.44 to 6.46) would raise the Gini coefficient in the US by one standard deviation. For Kenya, a reduction in volatility to the level experienced by the US -that is, of about two standard deviationswould reduce its Gini coefficient by 11 points, which is more than one standard deviation of Gini90.
The rest of table 2 and table 3 examine whether introducing other variables previously found to affect inequality reduces the impact of macroeconomic volatility.
Columns 3 and 4 of table 2 consider the effect of both the agricultural structure of an economy and the degree of dualism. The regression equations are similar to those in Bourguignon and Morrisson (1998) , 2 except that we also include our measure of volatility and its square. The results are similar to those reported in their paper. GDP per capita and education have a weak effect, sensitive to which other variables are included.
We find that cultivable land per capita has a positive impact on inequality, in contrast with the negative (though often insignificant) coefficient obtained by Bourguignon and Morrisson. In our sample, the coefficient on this variable is driven by one observation, Australia, and in fact the coefficient on land per capita becomes insignificant once it is excluded from the sample. The share of agriculture in total employment, AgEmp, has a negative and significant effect, while relative labour productivity has a positive and significant effect, indicating that the greater the extent of macroeconomic dualism, the more unequally income is distributed. Lastly, we also included in our regression equation a measure of socio-political instability (SPI), which proves to have no impact.
Table 3 around here
The regression equations reported in Table 3 include further variables based on the analysis of Li, Squire and Zou (1998): schooling measured as mean years of secondary schooling of the population in 1960, and denoted MYSch; an index of civil liberties, CIVLIB, with 1 assigned to countries with the largest degree of civil liberties and 7 to those with the smallest; and financial development, FNDP, measured by the ratio 2 We have used the share of agriculture in employment rather than in output as both in the results of Bourguignon and Morrison and in ours, the latter generally had no significant effect. We have not included two of their variables: mineral resources -which they found never to have a significant effect-and the share of small and medium farmers -as we only found data on this for a small number of countries.
of either M1 or liquid liabilities to GDP averaged over 1960-1989. 3 We do not include the Gini coefficient for land, as we have only found data for a small number of countries.
The first two columns in Table 3 report an equation similar to that estimated by Li, Squire and Zou (1998) , except that we have not included the Gini coefficient of land amongst the regressors. Secondary schooling in 1960 has no significant effect, while the other two variables have the expected effect on inequality: fewer civil liberties -a higher value of CIVLIB-increase inequality, and more financial development reduces it. When we replace MYSch with Sec85, that is a measure of human capital at a point in time closer to our measure of inequality, all three variables have a significant effect (not reported). The next four columns include volatility as a regressor. Its effect seems robust and the coefficients are similar to those obtained in previous specifications.
The last two columns of table 3 also allow us to compare the hypotheses proposed by, on the one hand, Bourguignon and Morrisson (1998) and, on the other, Li, Squire and Zou (1998). The coefficients on civil liberties and financial development are strongly affected by the presence of other explanatory variables. In particular, adding the level of GDP per capita as a regressor renders the impact of these two variables insignificant. 4 The effect of dualism and employment in agriculture seem, however, robust.
We ran further regressions to test for other of the possible effects discussed in section 2. One of them is the impact of openness on the link between volatility and inequality. We do this by adding, to our basic inequality equation, the average of the ratio of imports plus exports to GDP over the 1960-89 period. The openness measure had no 3 See the data appendix for the sources and exact definitions.
significant effect and the coefficients on volatility were unaffected by its inclusion. We obtained identical results when we substituted a measure of the average ratio of exports to GDP and when we used the change in openness between 1960 and 1990.
In order to understand better the way in which volatility affects inequality we examine the impact it has on the income shares of various groups. Table 4 reports regressions of the shares of the five quintiles on volatility and other variables (data is available for only a subset of our sample). Greater volatility increases the income share of the top 20% of the population, and reduces that of all other quintiles. The effect is particularly strong on the shares of the 5 th , 3 rd and 2 nd quintiles, indicating that volatility results in redistribution from the middle class towards the wealthiest households. The weak impact of volatility on the 4 th quintile is probably due to the fact that we are not using an appropriate division of income groups, as volatility may increase the income share of the richest in this group (those close to the top 20%) and reduce that of individuals close to the 3 rd quintile.
Table 4 around here
It is hard to distinguish the effect of education and the level of income. In the particular formulation reported in table 4, both a greater level of education and of income reduce the share of the top quintile. However, when the square of LnGDP90 is added to the regression equation, the coefficients on all three terms become insignificant. Dualism has a positive impact on the top quintile, a negative one on the rest, in accordance with the results obtained by Bourguignon and Morrisson (1998) . We also included our measures of financial development, which were significant only in the absence of LnGDP. Other variables considered -such as civil liberties and land per capita -proved to have no effect on the quintile shares.
The role of initial inequality
In this subsection we report the results of running regressions, similar to those already described, but in which we control for the initial level of inequality. There are two reasons for doing this. First, we lack measures of some of the factors that influence inequality -such as institutional or social factors that differ between countries. To the extent that these factors change only slowly over time, they will also be a determinant of initial inequality and, consequently, we can use initial inequality as a proxy for at least some of them. Secondly, having two observations from each country provides a way of controlling, to some extent, for possible country-specific discrepancies in the way in which the data on the distribution of income were collected.
Our data set is substantially reduced when we incorporate an observation on initial inequality (i.e around 1960). Further more, there are several countries for which an observation exists for both periods, but income is measured in different ways. We therefore consider only those countries in our sample for which we have two consistent observations. This reduces the sample dramatically to 33 countries. Although small, our sample is a representative set in the sense that it incorporates countries from different regions (see table A.2, in the appendix). Table 5 reports the estimated regression equations for the Gini coefficient. The first column presents the basic equation: volatility has the expected positive coefficient and is highly significant. We have dropped the squared-volatility term and the dummy variable for net income, and replaced them with the interaction between volatility and net income. 5 In this smaller sample, the coefficient on the square of volatility becomes insignificant, the reason being that we have lost all the observations with very high levels of volatility (Algeria, Bangladesh, Botswana, Gambia, Ghana, Guinea Bissau, Guyana, Iran, Jordan, Kenya, Lesotho, Mauritius, Nepal, Nicaragua, Niger, Nigeria). The interactive term provided a better fit than a model with a dummy variable for net. Table 6 reports regression equations for quintile shares, which again are similar to those obtained with the larger sample, with volatility increasing the share of the top quintile and reducing that of the second and third. Given our previous results, it is surprising to find hardly any effect of relative labour productivity. This is probably due to the fact that, since almost half of the countries in the sample are developed economies, there is not much variability in this variable (the standard deviation of this variable drops dramatically, from 3.9 in the large sample to 1.6 in the small one).
Table 6 around here
We ran the small sample models (i.e. those that include initial inequality) on a different data set consisting of only the 'high quality' observations in the Deininger and Squire dataset (these results are available on request from the authors). We found that the coefficients of most variables were generally not robust to either the specification or the data set used. By contrast, the volatility effect was consistently strong and significant.
Alternative measures of volatility
Using the standard deviation of growth rates as a measure of volatility is the approach generally followed by the literature on this topic. It may, however, be an unsatisfactory proxy (see Pritchett, 1998) . Consider, for instance, two countries with the following growth patterns: country A has annual growth rates of 4%, 2%, 4%, 2%, 4%, and 2%, while country B has 4%, 4%, 4%, 2%, 2%, and 2%. They will have the same average rate of growth and standard deviation (3% and 1.095, respectively) but clearly correspond to different levels of volatility. A possible way of dealing with this problem is to define higher order measures, such as the standard deviation of the first differences of the annual growth rates. This alternative measure of volatility yields a value of 2.19 for the first series, and of 0.89 for the second one, indicating that A is more volatile than B.
We follow this approach and calculate the standard deviation of changes in the annual rate of growth, denoted SD(∆g). We also used the standard deviation of the level of GDP as an explanatory variable, and found that it has no significant effect in any of our formulations. This contrasts with the evidence discussed by Hausmann and Gavin (1996) . It is, however, difficult to compare the two analyses given that they do not report either the sample or the period over which the standard deviation was calculated.
There is a second sense in which our measure of volatility may not be completely satisfactory. Fluctuations in output growth are likely to be driven by economic or social variables. In particular, we follow Ramey and Ramey (1995) and investigate the impact of government spending as a source of volatility. Let Gov be the annual rate of growth of real government expenditure, and SD(Gov) its standard deviation over the period 1960-90. We regress the standard deviation of the rate of growth of output on that of the rate of growth of government expenditure. We can see in Table 7 , column 1, that this variable is a major determinant of the volatility of output growth (as found by Ramey and Ramey, 1995) . In the next two columns we add other variables to the regression equation. Sociopolitical instability is an obvious candidate to try to explain the volatility of output growth. We also test for the effect of initial inequality (measured by the Gini coefficient in 1960) on volatility. Neither of these variables has a significant effect.
Table 7 around here
The last three columns of table 7 compare the effect that the volatility of output growth and of government expenditure have on inequality in 1990. Government expenditure volatility has a positive and significant impact on inequality, but this effect disappears once we include the standard deviation of output growth, indicating that government expenditure affects inequality in so far as it makes output more volatile. We tried alternative specifications, and obtained similar results when we used as our measure of volatility the standard deviation of government expenditure as a proportion of GDP.
The average rate of growth of government expenditure proved to have no significant effect.
Causal Considerations
There is a substantial literature that examines the mechanisms that relate fluctuations in the rate of growth with the mean rate of growth of output. 6 However, no work has been done so far on why fluctuations may affect the distribution of income. This section proposes a possible explanation for our findings that greater volatility increases inequality across countries. We present a simple model of an economy with workers and managers. If managers are less risk-averse than workers, the degree of riskiness of the production technology will affect the share of output obtained by each group and hence the distribution of income.
Consider an economy that consists of workers and managers. . A greater dispersion of the distribution of σ then also implies that the growth rate is more volatile over time.
The sequence of events is as follows. An entrepreneur hires workers and offers them contracts that specify their wages. The state of the world, i.e. the value of σ , is then realized, and all agents observe it. Wages are then paid. Given the timing we have just described, it is possible to make wages conditional on the realization of the shock.
For simplicity, suppose that managers may offer only two types of contracts: they could either pay workers a fraction of their random output at each point in time, or they could pay a constant wage. Suppose that when a random-wage contract is offered, workers and managers bargain over how to share output. Let β be the (given) share received by workers and ) 1 ( β − that received by the entrepreneur, where
, as otherwise workers would always choose to use the backyard technology. Under a random wage, the expected utility of a worker is
If the worker is offered a constant wage w, her expected utility is simply ( ) t w U ; while if she is not employed in manufacturing and uses the backyard technology, she obtains
Managers will prefer to offer a fixed-wage contract if the expected profits it generates are greater than those from a random-wage contract. That is, if
This expression reduces to
. From the point of view of the entrepreneur, the optimal constant wage is the lowest wage that would make a worker prefer to work under a fixed-wage than under a random-wage contract. That is, it is the wage that makes the worker indifferent between the two types of contract, subject to the constraint imposed by the outside option (the possibility of working with the backyard technology). The wage offered by the manager, * t w , is then defined by
Since workers are risk-averse, the certainty equivalent wage is lower than the expected random wage. That is,
, which implies that equation (3) 
We now want to examine the effect of an increase in the volatility of output growth on the income of the two types of individuals. Consider two possible distributions of the random productivity level. Denote the two distributions by R and R′ , and suppose that R′ is "more risky" on the sense that it is a mean-preserving spread (MPS) of R.
Recall that the wage is determined by
is the value of a worker's expected utility when the distribution of σ is given by R. Because workers' utility function is concave, a mean preserving spread of the distribution of σ reduces expected utility. That is, ) ( ) (
, and hence the certainty equivalent wage is greater for the less risky distribution, ) ( ) (
. Consequently, expected profits are greater for R′ than for R, and the share of managers in total output, as given by equation (5) is also greater for the more risky distribution.
The intuition for this result is simple. Because managers are less risk-averse than workers, they are willing to bear more risk (under our assumption of risk-neutrality they bear all the risk). This implies that they can extract a risk premium from workers and hence increase their profits. The more risky the economy is, the greater the risk premium -i.e. the lower the wage-and the higher the income received by managers is. More volatility is hence associated with greater inequality, as it raises the income share of the top income group.
The impact of volatility on inequality is, however, bounded. As risk keeps increasing, the certainty equivalent wage falls. It will eventually reach the lower bound imposed by the backyard technology,
If the riskyness of σ increases any more, entrepreneurs cannot further reduce the wage, as this would result in all workers choosing to leave manufacturing. The wage thus remains at t z . Consequently, for very high levels of volatility, the relationship between inequality and volatility breaks down.
Conclusions
Policy-makers are often concerned by macroeconomic volatility, and electoral programs are often full of references to "attaining economic stability". This paper has demonstrated one reason why that concern is well founded: macroeconomic volatility affects the degree of income inequality in an economy.
Our analysis of cross-country data shows that greater volatility, measured by the standard deviation of the rate of growth of output, is associated with a higher degree of inequality. This relationship is robust to controls for all the factors that previous research has shown to be determinants of income inequality. In fact, volatility, together with relative labour productivity in agriculture and the share of employment in agriculture, prove to be the most robust factors affecting income distribution. In order to understand how volatility affects the distribution of income, we have examined its impact on the income shares of the various quintiles. Greater volatility results in a redistribution from middle-income groups (second and third quintiles) to the top-income group (fifth quintile), while its effect on the share of the lowest 20% of the population is weak.
We have presented a simple model in which greater volatility is associated with a higher degree of inequality. High income individuals (managers) are characterized by a lower degree of risk-aversion than workers, and hence insure the latter. In this context, greater volatility of output, by increasing risk, shifts income from managers to workers and thus increases the degree of inequality. There are, of course, other possible mechanisms through which output fluctuations can affect distribution. For example, if education investments are characterised by fixed costs and capital markets are imperfect, the level of output will determine whether or not low-income dynasties can invest in education. The degree of volatility may then affect the distribution of human capital, and hence that of income. There could also be a loss of human capital if, in bad periods, those with less skills become unemployed and lose skills. Next period, the difference in skills (and hence wages) between these workers and those who remained in employment would be even greater.
A detailed examination of these mechanisms is needed if we want to fully understand the impact of volatility on inequality. However, the relationship that we have identified has in itself important implications for policy making, as it challenges the longstanding argument that distributional targets may be incompatible with efficiency goals.
Policies aimed at ensuring macroeconomic stability will at the same time reduce the degree of income inequality in an economy.
Appendix: Data Sources and Main Data
A.1. Inequality
Almost all the data on inequality is from Deininger and Squire (1996) , obtained from the World Bank Webb Site (version 13/6/97). We first selected all the observations that were obtained from surveys of national coverage, for the years of interest (or as close as possible, ranging between 1984 and 1995). This implied that for many countries there were several observations for the same year, in some cases giving rather different values.
For the OECD we chose the observations recommended by Atkinson and Brandolini (1999) . This means that we have, in most cases, used the LIS data. For Italy in 1991 we have used the data available in the LIS Webb site, following the suggestion of Atkinson and Brandolini. For developing countries, we have mainly used the data from Chen, Datt and Ravaillon (1994) and the World Development Report, as reported by Deininger and Squire. When, exceptionally, the data from these two sources differed, we have computed an average value (this was the case for Tanzania, Zambia and Venezuela). Whenever possible, we have used observations of the distribution of income rather than expenditure.
For this reason, the observation we have used for Bangladesh is that for 1986, rather than those for 1989 and 1990. We also selected observations that reported the distribution of gross (rather than net) and personal or person equivalent (rather than household) income.
This was not always possible.
GINIxx: Gini coefficient of income in or around the year 19xx.
Qy,xx: Income share of the y th quintile in or around the year 19xx.
Net: Dummy variable taking the value 1 if the inequality measure is based on net income, and 0 if it is based on gross income. 
A.2. Output and volatility
LnGDPXX
A.3. Education
Sec85: Percentage of "secondary schooling attained" in the total population in 1985.
MYSch: mean years of secondary schooling in the total population in 1960.
Source: Barro and Lee (1993) .
A.4. Agriculture
AgEmp: Percentage of the economically active population employed in agriculture.
Land pc: Arable land and land under permanent crops in 1991 (in 1000 Ha) divided by the total population in 1990 (in 1000s).
Source: FAO Production yearbook, 1992, Tables 1 and 3 .
AgShare: Agricultural output as a share of GDP. Three years averages (for 1988, 1989, and 1990) Note: Standard errors in parentheses. * significant at the 10% level ** significant at the 5% level *** significant at the 1% level For all but the first regression, we have removed Burkina Faso, Cote d'Ivoire, Egypt, Guinea, Luxembourg, Madagascar, Mauritania, Morocco, Nigeria, and Puerto Rico, due to data availability. For regression 3 we have also removed Taiwan. For the last regression we have also removed Algeria, Belgium, Central African Republic, Gambia, Ghana, Guatemala, Guinea Bissau, Guyana, Hong Kong, Indonesia, Jordan, Korea, Lesotho, Mali, Mauritius, Nepal, Nicaragua, Portugal, Singapore and Taiwan. Note: Standard errors in parentheses. * significant at the 10% level ** significant at the 5% level *** significant at the 1% level
