Face recognition technology is an application technology of information security, which is a kind of multidisciplinary technology, such as comprehensive mathematics, pattern recognition, and biological characteristics. With the development of technology applications, the requirements for accuracy and anticounterfeiting of face recognition are also increasing. In this paper, the K-mean algorithm is used to analyze the face features. Firstly, the biometric features of the face are extracted, and then the K-mean method is used to cluster the face features. Lastly, the SVM method is used to classify. The results show that the Kmean method can achieve high recognition performance with fewer feature numbers.
Introduction
With the development of information technology and networks, the use of identification and authentication in people's daily lives has become more frequent. The traditional authentication methods based on user name and password are less and less suitable for the current identification requirements. Therefore, more convenient, reliable, and secure authentication methods need to be introduced. Face recognition technology (FRT) is a multi-disciplinary application technology that has been developed with the increasing demand for information security. FRT has become the research object of many researchers because it takes the human face as the object of recognition and meets the requirements of identification.
Feature extraction and classifiers are the two main components of face recognition. In order to achieve a high level of face recognition technology, researchers have used various methods to extract features of human faces since the 1960s [1] ; the collection features and relative positions of eyes, nose, mouth, and chin are used as features for face recognition. After Turk et al. [2] started to use the reconstructed weight vector as the recognition feature, it became a direction to construct "feature face" recognition technology by using the image features of the face, and many of the feature analysis methods were introduced into face recognition. Among these feature analysis methods, principal component analysis (PCA), linear discriminant analysis (LDA), and independent component analysis (ICA) are more popular. For example, in 2017, Li, Xiang-Yu's [3] research team proposed a face recognition method based on rapid principal component analysis for the problem of low face recognition accuracy under non-limiting conditions. By using the Haar feature classifier to extract features of the original data and then using the PCA method to process the extracted features, the LFW face database is used for verification. The results show that the method can achieve good recognition results. Similarly, Vyas [4] and Low [5] research teams have successfully used PCA to analyze and identify face features. The existing research results show that the use of face features can achieve personal identification, but face features will change with different changes in light, posture, scene, etc., what effect these will have on face recognition results? Such research results are rare.
Although the face recognition technology has gradually matured after years of research, when the acquisition conditions are not ideal, fingerprint recognition, iris recognition, and other technologies are better than face recognition technology in recognition rate and stability. This is because in face recognition the accuracy rate is easily affected by factors such as changes in illumination, posture changes, expression changes, and occlusion [6] [7] [8] [9] : (1) Illumination change: When the face image is affected by the illumination of different directions, intensities, and colors, the face image will change greatly, and even the same face image change under different illumination conditions is greater than different people under the same illumination condition. The image of the face, the evaluation of the face recognition system, further validates this conclusion. Even for the top face recognition system, the recognition accuracy will decrease with the change of illumination. (2) Attitude change: At this stage, when collecting the face image, the person to be captured is required to face the collection device, so that the feature of the face can be better extracted, but when the face is looked up to a certain extent or tilted downward by a certain extent, at that time, the face recognition system will have difficulty extracting features with strong representation ability and even fail to detect human faces, resulting in a decrease in the accuracy of face recognition. (3) Expression changes: People's expressions are ever-changing, and the same expression of the same person shows different forms even in different time periods, which brings great trouble to the face recognition system, and changes in facial expressions will lead to the movement of facial feature pointing further causing the computer to not accurately locate the specific positions of these feature points, and the extracted features cannot accurately depict the identity of the face, so the expression change will greatly affect the accuracy of face recognition. (4) Occlusion problem: short hair keeps growing, beauty is replaced with framed eyes, and wearing a hat, these behaviors will block the face more or less, resulting in some features of the face unable to be extracted, and ultimately lead to decrease in the accuracy of face recognition.
Therefore, it is important to extract the face features that can adapt to environmental changes and improve the robustness of the recognition results. Clustering technology [10] [11] [12] [13] is to group similar features into a group, because of the similarity between the same class, so it can be used as a basis for classification, and the similarity which is not the same between the same class can allow differences in the type of features, which solves the problem that the partial change of the face features caused by the change of the environment affecting the classification accuracy. K-mean is a widely used method in cluster analysis. For example, in the research of Wagstaff [14] , the K-mean method is used to research knowledge discovery, and the clustering research is carried out on 16 data sets to improve the accuracy of clustering. The research of Kang [15] using K-mean method to segment the image is to use the method of K-mean for clustering analysis. All of them are based on the clustering ability of K-mean for feature analysis.
Our main contributions in this paper are as follows:
1. The face feature set of light, expression, and scar is classified and calculated, and the recognition rate result shows that the expression has the greatest influence on the recognition rate. The recognition rate of adding expressions was reduced to 67%. 2. The K-mean method was used to cluster face features. By analyzing the face feature sets with different light, expression, and scar, the results showed that K-mean can improve the recognition effect, and the feature change recognition rate due to expression works best, recognition rate increased to 91%.
2 Proposed method Figure 1 shows the steps of the face feature extraction method using K-mean in this paper:
The K-mean face recognition process defined in this paper includes seven steps as shown in Fig. 1 : selected sample set; facial feature localization; extraction of local features; clustering; partitioning of samples and training sets; classification calculation; and recognition result analysis.
Selected sample sets: With the development of face recognition technology, there are more and more open standardized face databases. The purpose of these face database designs is different, and some databases are not public databases. Therefore, at the beginning of this study, we first choose the right one. The database required in this paper selects the appropriate sample set from the standard database; Facial feature localization: The human face includes many features, some of which change with the environment, while others have strong anti-interference to environmental changes. In order to better describe these specials, we first need to locate these facial features; Extracting local features: After the facial features are located, the facial features of each part are extracted according to the method set herein. In order to better cluster, in this step we choose Gabor transform for denoising; Sample division: In order to make the classification result more statistically significant, the sample should be divided into training samples and test samples. The good division method can make the classification result more stable and will not be interfered by special samples. Support vector machine (SVM) classification: The classification stability of SVM is used to classify and identify the extracted facial features; Analysis of results: Analysis of the impact of different parameters on the recognition results.
This paper mainly uses Gabor transform smoothing method, K-mean clustering method, and SVM classification method.
Gabor
The Gabor function proposed by Gabor in 1964 is actually the translation function of Gaussian function in frequency domain [8] . The Gabor transform belongs to the windowed Fourier transform, and the Gabor function can extract related features in different scales and directions in the frequency domain. In addition, the Gabor function is similar to the biological function of the human eye, so it is often used as texture recognition and has achieved good results.
The two-dimensional Gabor function is calculated as follows:
In order to fully cover the frequency space and provide information for clustering as much as possible, this paper selects 20 frequencies corresponding to 8 positions for transformation. Therefore, the frequency domain v = 0 ∼ 19 and the direction u = 0 ∼ 7.
The calculation of k j in formula 1 is as follows:
. According to the above formula, the face feature point x satisfying the distribution p(x) can be obtained. If the feature point coordinate of x is (a, b), the Gabor function transformation formula corresponding to the point x is as follows:
K-mean method
The K-mean algorithm is a classical distance-based algorithm. The similarity is evaluated by the distance. The larger the distance between two points is, the smaller the similarity is. Otherwise, the bigger the similarity is. Finally, get one by one class. Divide any i group of objects into K point groups. Calculate the average value of data objects near K point to promote high similarity of point groups. The average value of point groups can be calculated as follows:
where c i represents the nearest point group in the data points i and K, i = 1...n. μ k indicates the center point of the point group.
SVM
SVM is a kind of supervised classifier, which is widely used as recognition tools because it can avoid the computational complexity brought by a high dimension [16] [17] [18] . In face recognition research, there are also many studies using SVM as a classifier [19] [20] [21] .
In this paper, SVM method is used, face feature vector is taken as input feature, Jackknife [22] method is used as test sample partition method, and RBF is taken as SVM kernel function. The Jackknife method is a method of dividing samples. Each time, a sample is randomly deleted from the sample set, and the remaining samples are taken as input samples. The final calculation result takes the mean of multiple classification results, thereby avoiding the specificity of the sample.
Experimental results
The data in this paper are from the face database (cas-Peal) of the Institute of Technology of the Chinese Academy of Sciences in 2003. Selected were 100 of the 1040 subjects' face samples as experimental samples (as shown in Fig. 2) . In this database, we choose expression and illumination as experimental subjects. At the same time, in order to study the effect of scars on experimental results, we artificially increase the scars on the face pictures of each subject.
In this sample database, in addition to normal face images, gestures, expressions, decorations, lighting, background, distance, and time characteristics are included. In order to simplify, this paper is unified as illumination and expression, as shown in Fig. 3 and Fig. 4, whereas Fig. 5 randomly adds a scar to the subject's face picture. In the K-mean clustering, the selection of the center point is an important step. In the existing research results of face recognition, it is mentioned that the face image satisfies a certain distribution in the gray space. According to this result, we have achieved the positioning of the central department. According to the general orientation of the human face, the major categories in this paper are mainly divided into eye features, nasal features, mouth features, and cheek features. The eye features are divided into seven parts: pupil, the four corners of the eye, pupil vertical intersection point, and the distance between right and left eyebrows. The nasal features are divided into three parts: the tip of the nose and two nostrils. The mouth features are divided into five parts: the center of the lips and the four endpoints. The cheek features are divided into five parts: the chin, the intersection of the horizontal position of the lip center and the left and right cheeks, the intersection of the center of the eye, and the left and right cheeks. Positioning is shown in Fig. 6 .
Discussion
Feature extraction is performed for different sites. The features extracted in this paper include the eyes, nose, and face. The detailed characteristics are shown in Table 1 . Table 1 shows the mean of the feature values in different poses.
As can be seen from the results in Table 1 , compared with the normal state, in the case of different light conditions, the mean part will become larger and some will become smaller. This may be due to the gray and white images used in this paper, different lighting has a greater influence on the prominent and concave parts of the face, although the mean value differs greatly, but the variance of the feature is not much different. Compared with the normal state, the characteristics of expressions are quite different. The reason may be that different expressions may cause facial deformation, and the features based on distance measurement have a greater influence, resulting in greater variance. However, for artificial scars, the change in characteristics is smaller compared with the normal state. The reason may be that this paper only adds one scar and therefore has limited impact on the characteristics. It can be seen from Fig. 7 that the different postures have different effects on the subject's characteristics, of which expression has the greatest impact, followed by light, and scars have the smallest impact. If this feature is used as an input parameter for classification, the recognition rate for sample adding a scar is 81%, and the recognition rate for sample adding a light interference is 76%, and the recognition rate for sample adding different expressions is only 67%. The results in Fig. 7 show that after adding different interferences, the recognition rate is lower than the normal recognition rate. By using the method of K-mean to cluster features, because the features in a certain range can be grouped into one class, the robustness of features to interference is improved. Figure 8 shows the recognition results before and after K-mean clustering.
The result of Fig. 8 shows that the recognition rate is improved by K-mean clustering, but the degree of improvement is different. The K-mean clustering feature has the strongest anti-interference ability to the expression feature, and the recognition effect reaches 91%. The anti-interference ability of the light and the scar are poor. The recognition rate increased from 81 to 88% and from 76 to 85% respectively.
The reason for the appearance of the phenomenon in Fig. 8 is that K-mean is classified using the distance of the feature. Because the expression only changes the physical position of the human face through muscle expansion, but many features are performed by the translation, the relative distance does not change much. Therefore, in the cluster analysis, different expression features are still divided into a class, but the interference of light and the gray image is used in this paper, the feature difference is not caused by distance. The same is true for the impact of the scar. Therefore, the K-mean method does not improve the recognition effect greatly.
From the comparison of the above results, we can conclude that the facial features have obvious categories, so the clustering method is more suitable for face recognition. The different types of features of the face change with the scene, and the recognition effect is influential, but this effect is different for feature recognition. In these scenarios, the method of cluster analysis has the best influence on expressions. Therefore, for ordinary [23] proposed to extract a few key features on the image first, and then use the support vector regression method to extract facial features. This method has a good effect in improving the face recognition rate. Martinez et al. [24] proposed the use of regression analysis for face feature selection. During each iteration, the output of the regression is based on the image features extracted at random locations within a specific range. As the iteration continues, random range of sampling is also constantly evolving to ensure that the algorithm moves in the right direction. Kaur [25] proposed a natural heuristic method of feature extraction and feature selection for face recognition. He uses discrete wavelet method to extract facial features and extracts the artificial bee colony algorithm by optimizing the fitness function. The features are screened, and the selected features are used for face recognition. The experimental results show that a good face recognition effect can be achieved in the case of small data sets. Ebied [26] uses principal component analysis (PCA) to extract facial features and reduce dimensionality of facial features, in view of the fact that the face dimension is large and the accuracy of face recognition is reduced. He also used the mirror face technology to analyze the parity of the face feature map in detail. Experiments show that the method can improve the face recognition rate better, but the time consumption is more, and the training set is more demanding. Because illumination, background, and expression have a great influence on face feature extraction, Sah [27] proposed an entropy-based GWT feature extraction and face recognition algorithm based on LBPSO feature selection. He proposed using entropy-based Gabor wavelet transform (GWT) and logarithmic binary particle swarm optimization (LBPSO) to improve the performance of face recognition. GWT can effectively reduce the extracted feature dimension. LBPSO is used to search the global feature space. The optimal solution is obtained, and the experimental results show that the algorithm is robust to the data of external environment changes. Mahdi [28] proposed a new feature extraction algorithm in face recognition. He first divides the image in the training set into several small parts, then puts all the same part of the image in one set and obtains the appropriate value by K mean and K points of convergence, then using principal component analysis to obtain high-level features of face images, and finally using multi-layer perceptron neural network and support vector machine for face recognition. The experimental results show that the method can improve the recognition rate and the computational complexity is low.
The existing research results are shown in Table 2 . As can be seen from Table 2 , most of the results of facial recognition research are rare in common scenes, and there is no uniform standard for different scene comparisons. Therefore, the corresponding recognition results are not listed in Table 2 .
Conclusions
Face recognition is a biometric identification technology with great development potential. It has broad application prospects in the fields of banking, public security system, and social welfare protection. After decades of research, face recognition has made great progress and progress. At present, face recognition can achieve higher accuracy under control and cooperation conditions, but under non-control and non-coordination conditions, face recognition is still a very challenging topic. Facial features are easily affected by factors such as Fig. 8 The recognition results before and after K-mean clustering illumination and expression, which leads to a sharp decline in recognition rate. Therefore, it is of great practical significance to develop a feature extraction algorithm with high robustness and ability to extract features with better representation ability.
In this paper, different data sets of different facial expressions, light, and scars are designed. K-mean method is used to cluster different data sets, and SVM is used for classification research. The comparative analysis results show that the method designed by this paper can be improved. The recognition rate of different data sets, especially for expression data sets, has a different expression recognition rate of 91%. The results show that using the K-mean method can greatly improve the classification effect. 
