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Abstract 
Conventional modeling approaches have found limitations in matching the increasingly detailed neural network structures and dynamics 
recorded in experiments to the diverse brain functionalities. On another approach, studies have demonstrated to train spiking neural 
networks for simple functions using supervised learning. Here, we introduce a modified SpikeProp learning algorithm, which achieved 
better learning stability in different activity states. In addition, we show biological realistic features such as lateral connections and 
sparse activities can be included in the network. We demonstrate the versatility of this framework by implementing three well-known 
temporal codes for different types of cognitive tasks, which are MNIST digits recognition, spatial coordinate transformation, and motor 
sequence generation. Moreover, we find several characteristic features have evolved alongside the task training, such as selective activity, 
excitatory-inhibitory balance, and weak pair-wise correlation. The coincidence between the self-evolved and experimentally observed 
features indicates their importance on the brain functionality. Our results suggest a unified setting in which diverse cognitive 
computations and mechanisms can be studied. 
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1. Introduction 
On the top-down viewpoint, the brain performs a large variety of 
functions ranging from perception and motion execution to higher 
cognitive processes such as reasoning and emotions; while viewing 
from the bottom, the diverse brain activities are mainly carried out 
by neurons transmitting and transforming spikes within the neural 
circuits[1]. How the brain organizes the spiking neural dynamics 
into meaningful computation has yet to be resolved. Nonetheless, 
most analysis and modeling of neural computation assume rate-
based models, where the neuron represents information by the 
average firing rate[2]–[6]. Although rate-based approaches are 
straightforward, evidences have accumulated on the importance of 
exact spike timing for neural processing and network dynamics [7]–
[10]. Accordingly, a number of temporal coding theories have been 
developed, such as synfire chains [11], polychronization [12], rank 
order coding [7] and predictive spike coding [13]. Yet, it remains 
challenging to confirm those theories by modeling studies due to the 
hardness of “handcrafting” complex cognitive functions into model 
networks.  
 Learning is the most essential element to achieve functionality for 
both biological and artificial neural networks. However, the 
endeavors of implementing biologically realistic learning rules on 
the functional spiking neural networks have only achieved limited 
success [14]–[18]. On the other hand, gradient-based learning on 
artificial neural networks (ANNs), especially with deep 
architectures, has achieved considerable success in various AI tasks 
[19]–[23]. Moreover, deep neural networks have begun to imitate 
cognitive functionalities such as memory and attention in solving 
tasks [24]–[26]. Despite those remarkable progresses, deep learning 
has rarely given significant feedbacks on how the brain works. This 
discrepancy, we believe, stems from two facts: first, the recent 
developments of deep learning were mainly guided by insights on 
mathematics, rather than neuroscientific findings; second, the highly 
simplified models in ANNs, which implicate rate-based 
computation, reflect little reality of the biological neural systems. 
Therefore, bridging the gap needs a unified approach, which are both 
compatible with the advanced tools from the deep learning and able 
to incorporate essential neuronal dynamics. 
Spiking Neural Networks (SNNs) are widely used simulation 
model in the neuroscience field, which adopt biological models of 
neuron and synapses. Conventionally, the SNNs are constructed to 
model observed neural activities, and facilitate in explaining the 
underlying mechanisms[27]–[29]. The main obstacle of training 
functional SNNs is that the spike events make neuronal states 
incompatible with the standard, gradient-based learning methods (a 
notable exception is the recently proposed soft threshold model [30]). 
Some studies get around with this problem by regarding SNNs as 
pseudo rate-based models [31]–[34]. On another approach, 
SpikeProp considered the spike times as state variables and derived 
differentiable relationship between input and output spike times 
[35].The SpikeProp approach has been further developed focusing 
on the learning algorithms, and the SNNs have been shown 
equivalent to their rate-based counterparts in some simple tasks 
[36]–[43]. However, the efforts on SNN training are still far from 
solving real-world problems or replicating human-level cognitive 
functionalities. We find that two limitations are remained in current 
development: first, most of exist algorithms aim to learn exact spike 
times rather than various other temporal codes, which are potentially 
more suitable in certain tasks; and second, previous studies rarely 
explore the rich network structures and neural dynamics observed in 
biological neural networks that may facilitate neural computation.  
 In this paper, we adopt spiking neural network to model basic 
structural and dynamical characteristics of the neural system. A 
modified SpikeProp learning rule with improved the stability is 
introduced. The errors are assigned to each spikes (rather than 
neurons) through spike timing backpropagation. Conditions for 
efficient learning in SNNs are discussed and regulation methods are 
introduced to support a stable learning and neural activity. We 
introduced three temporal codes, which are suitable for different 
kinds of cognitive tasks. Then, we build a feedforward neural 
network to solve three simple cognitive tasks. In specific, we adopt 
rank-order code to learn digits recognition; we use the relative spike 
time code to transform point position in two coordinates; and we use 
the synaptic current as a code to generate motor sequences. In the 
three experiments, we explore different network dynamic modes 
from synchronization to sustained spiking activity. In addition, 
biological realistic characteristics such as lateral connections and 
sparse spikes are introduced into the model network, and several 
neural activity characteristics of the trained network have been 
investigated. By training and analyzing the three functional 
networks, we took a further step in relating the connectivity and 
activity to computational functionalities, and demonstrated the 
versatility of spiking neural networks.  
2. Neuron Model and Learning Rule 
2.1 Neuron Model  
In this paper, we consider a leaky-integrate-and-fire (LIF) model 
with current-based synapses[44]. The dynamic of the neuron follows 
the differential equation:  
( ) / mv s v     (1) 
where v  is the membrane potential, m is membrane time constant, 
and s is the synaptic current. At each time the membrane potential 
reached the threshold thresholdV , a spike is evoked and the membrane 
potential  is reset to resetV . We model the synaptic current with a 
second-order differential equation:  
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where the parameter r characterizes the rise rate of the synaptic 
current and d  characterizes the decay, the Dirac   function 
multiplied with synaptic weight kw  relate the synaptic current to 
each spike 
kt , and the parameter kd  is the axonal conductance 
delay. Equation (2) indicated that the synaptic current is the linear 
convolution of incoming spike times with a prototype synaptic 
kernel. In addition, biological synapses can have diverse dynamics 
based on contained transmitters and receptors. For the first two 
experiments in this paper, we model the synapses with fast dynamics. 
In the third experiment, we considered synapses with a combination 
of fast dynamics and slow dynamics. Figure 1A shows four 
postsynaptic potentials (PSPs) induced by different synaptic 
receptor combinations. And a typical spike generation dynamics of 
the present model is depicted in Figure 1B.  
 
Figure 1. Description of spiking neural network model. (A) Postsynaptic potentials 
evoked by synapses with different dynamics. (B) Spike generation dynamics. 
Membrane potential reached threshold by linearly summation of postsynaptic 
potentials, and membrane potential is reset to Vreset. (C) Description of LIF neuron 
model under LSTM framework. (D) Different spiking order result in different 
computation graph of the neural network. 
 
2.2 Learning Rule 
Training spiking neural networks using gradient methods is first 
proposed in SpikeProp[35]. Following the same idea, we assume the 
errors are propagated to each neuron through the spikes. Because the 
output error is associated with given temporal code, we first decide 
the error propagation and updating rule and then discuss the cost 
function with different temporal codes. The network is assumed all-
to-all connection to ensure the generality of the learning rule. 
Notably, network parameters such as thresholds and membrane time 
constants are also trainable using this learning rule. However, we 
only considered training for synaptic weights and axonal conduction 
delays, which can be updated using a fixed look-up table.  
Given the partial derivative of cost function E  with respect to all 
spikes after the spike
it . According to the chain rule, we can compute 
the partial derivative of E  with respect to 
it  as:  
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 is an additional term for the output spike representing the 
part of error that defined by cost function. The errors for all the 
spikes can be obtained by iteratively apply equation (3) from the last 
spike to the first spike. After assigned the error to each spike, we can 
update the synaptic weights and conduction delays by: 
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where 
ijw is the change in synaptic weight ijw ,   is the learning 
rate, k
i it N  indicate all spikes neuron i  emit,  
n
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spikes neuron j  emit, and 
k
i
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 characterizes the effect of weight 
ijw on spike 
k
it . 
To complete the learning rule, we need to calculate 
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. Those two terms are dependent on the spike generation 
dynamics and therefore are neuron model specific. For ease of the 
derivation, we redescribe our model in the form of Spike Response 
Model (SRM)[1]. The neuron’s membrane potential is given by: 
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where ( )  is the PSP kernel in response to input spike it , ijd is the 
conduction delay between neuron i and j  , and ( )   is the 
hyperpolarizing potential kernel which reset membrane potential to 
resetV  after a postsynaptic spike. Correspondingly, the partial 
derivative of 
jt in respect of each spike it  is: 
j j j
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characterizes the rise rate of membrane potential at the 
time of spike
jt , and 
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 characterizes the contribution of spike
it
on the rise of membrane potential. If spike 
it  and jt are from 
different neuron, then equation (6) can be expend as: 
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Otherwise, if spike 
it  and jt are from the same neuron, then 
equation (6) can be expend as: 
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And the partial derivative of jt in respect of each spike ijw is: 
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2.3 Temporal Codes 
A challenging issue for neural computation is to represent a variety 
of signals by the prototyped spikes. Various temporal codes have 
been proposed for different neural signals and different activity 
modes. In this section, we adopt three temporal codes in 
correspondent to three kind of tasks. The basic form of temporal 
code is to encode information by exact timing of all spikes. This 
temporal code utilizes the full representation capacity of the spikes 
and it is implemented by most SpikeProp kind algorithms. However, 
the requirement to access all spike times makes it hard for neural 
network to use and interpret. One way to alleviate this requirement 
is to narrow the time window of the temporal code. In fact, abundant 
experimental studies suggest that cortical neurons tend to spike 
coherently when attending to mental tasks [45]–[48]. Based on those 
experimental evident, an influential hypothesis named 
“Communication through Coherence” (CTC) proposes that neuron 
groups effectively communicate through gamma-band oscillatory 
synchronization [49]. In this scenario, each neuron can evoke at 
most one spike in the short time window.  
Under the condition of CTC, we can use a relative time code to 
represent continuous variables by define a Linear-Nonlinear 
Model[50].  
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Where 
it is the relative time between spike it and mean spike time 
t , x  denote the state vector the neural group encoded, iκ   denote 
the linear filter represent receptive field of neuron i  , the nonlinear 
function is Gaussian function with a scale factor a , bias b and 
variance c , and the negative sign implies that neurons tend to spike 
early for strong stimulus. When a filtered stimulus iκ x  is 
sufficiently small, the neuron’s spike time should approach to 
infinity and is equivalent to a failed spike. Hence, not all neurons are 
necessary to spike in this temporal code. Note that the exact spiking 
time it  is not directly observable, hence we need to decode state 
vector x through relative spike times 
it using numerical methods. 
For simplicity, we can define the cost function as: 
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it  is the relative spike time represent the desired output. 
Correspondingly, the partial derivative of E  in respect of each 
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Another important realization of CTC is rank-order coding, which 
encode information by the order of the spikes while omit the spike 
timing[7]. This discrete temporal code is suitable for categorical 
variables where each spike order represents one class. We can define 
the cost function as: 
2
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where O  represent all the output spikes,    represent a small time 
bin within which spikes are considered as spike coincidently, and 
ij characterizes the desired order between spike time 
d
it  and 
d
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Above, we have introduced two temporal codes based on the 
assumption of CTC. However, the neural system often needs to 
generate signals that continuously evolve over time, such as motor 
sequences. Previous studies have proposed to use low pass filters to 
transform discrete spike trains into continuous time dependent 
variables[51]. Here, we define a kind of read-out neuron that only 
summate PSPs but do not evoke spikes. Then, we define a synaptic 
current code that uses the membrane potential as the network output: 
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Then we define the cost function as: 
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Notably, both spike timing and spike order is not strictly constrained 
in this synaptic current code. Therefore, the timing of individual 
spikes is variable as long as the populational activity retains the 
same output current.  
 
2.4 Remarks on Temporal coding and Spike Neural Network 
Computation 
Applying gradient-based learning rule on spiking neural network 
implies that spike timing can represent information equivalently as 
the continuous variables in ANN. In addition, the neural dynamics 
has provided SNN several unique characteristics. Firstly, the gain of 
the inputs is not determined by static weights and activation function. 
As can be seen from the spike generation process in Figure 1B, the 
effectiveness of each input spike is dependent on the combination of 
synaptic dynamics and the dynamical state of postsynaptic neuron. 
Such property can be better interpreted by analog the spiking neuron 
to a long short-term memory unit (Figure 1C). In the input gate, the 
synaptic currents are determined by synaptic weights, and synapse 
dynamics; in the forget gate, the impact of each input is continuously 
being diminished by neuron membrane’s leaky conductance; and for 
the output gate, the information of the inputs are transmitted by 
output spike only after the membrane potential reached threshold. 
Same as the original LSTM unit, spiking neuron model selectively 
transmit information based on its history inputs. To an extreme, the 
only information a spiking neuron processed is the temporal relation 
of the sparse all-or-none spikes. Meanwhile, the spiking neuron is 
much simpler than the LSTM unit in computational complexity. 
Secondly, the spiking neural network is a dynamical system and 
hence the computations are unfolded over time. Moreover, as 
mentioned above, the output spike selectively represents 
information in recent history inputs. Consequently, the structure of 
computation graph is dynamically determined by the spike timing, 
which is also the container of information (Figure 1D). As a result, 
training the spiking neural network with different inputs is 
equivalent to forge multiple ‘effective’ networks with shared 
weights.  
2.5 Requirements for efficient learning and computation 
Previous works on training the spiking neural network using 
gradient-based algorithms often report occasionally fails or slow in 
converge, especially for large data sets. The machine learning 
community has concluded some general requirements for efficiently 
training with gradient-based algorithms. Those requirements are 
rarely discussed in previous spiking neural network studies. Below, 
we will discuss two closely related conditions, which should also 
apply to learning in SNNs: 1. The mean and variance of neuron’s 
states should be in a proper range. 2. The gradient of neuron’s states 
should be stable through propagation. 
In artificial neural networks, various normalization algorithms 
have been proposed to guarantee a proper mean and variance for the 
activation. The reason is to keep the activation efficient for gradient 
propagation and avoid “pathological curvature” and “covariate shift” 
[52], [53]. The activation of artificial neural network is analog to 
firing rate of biological neurons. For neural networks using temporal 
code, however, different definition is needed to descript the output 
states. Here we define the standard deviation of neuronal 
population’s spike times as the variance of the output, and define the 
mean spike count as the mean of the output. Such definition is 
consistent with the definition in studies on synchronous spikes. 
Because the spiking neurons have a leaky nature in neural dynamics 
while they use spike time differences to represent information, the 
variance of spike times must fall in a proper range to transmit 
information efficiently. In addition, spiking neural networks also 
could suffer from “pathological curvature” and “covariate shift” 
problems during training for the same reason as artificial networks. 
Furthermore, because add or delete of spikes will change 
computation graph of the network. Hence, stable spike count during 
training is a fundamental requirement for efficient learning. 
Recently, a new activation function for ANN called SELU have 
been proposed, which can drive the mean and variance of the 
activation into a fixed attractor [54]. In neuroscience, many studies 
on synchrony spike propagation have acknowledged that spiking 
neurons also have similar properties [55], [56].  While those studies 
often focus on stable propagation of synfire chains, the spikes with 
wider dispersion can propagate stably as well (Figure 1E). However, 
the network’s state is not guaranteed to be stable during training. As 
the connection weights are randomly initialized, the excitatory and 
inhibitory synapses are only loosely balanced. During training, 
however, the excitatory and inhibitory synapses learn to tightly 
canceling with each other to increase representation accuracy. 
Consequently, the firing rate of the network will decrease as the 
membrane potentials are driven more closely to rest potential. Hence, 
a regulation is needed to counter this fluctuation on firing rate.  
Another important requirement for efficient ANN learning is 
stable gradients in propagation. If the gradients of errors vanish in 
propagation, the learning will be extremely slow in deep layers[57]. 
On the other hand, the learning will be unstable if the gradients 
explode in propagation[58]. Using a similar gradient-based rule, 
SNN learning should also suffer from those unstable gradient 
problems. Indeed, slow or unstable convergences are known issues 
for SpikeProp kind learning algorithms. Unlike learning in ANN, 
however, we find that the gradient explosion problem is more 
critical for SNN training. As the excitation-inhibition balance tends 
to become tighter and synapse weights tend to disperse during 
training, the gradients also tend to grow due to the intrinsic spike 
generation mechanism. Conventional methods to alleviate gradient 
explosion problem such as gradient clip can only solve half of the 
problem. Gradient explosion not only effects error backpropagation 
but also effects spike forward propagation, and it pushes the network 
into a chaotic realm where small noises would cause large changes 
in spikes (Figure 2A). Such chaotic networks cannot utilize spike 
timing to represent information (as argued by many neuroscientists 
who support rate coding), even if an ideal learning rule could fit the 
network to certain dataset. In addition, a stable propagation of spikes 
in SNN does not guarantee stable gradients, as is the case for ANNs 
(Figure 2B). To make matters worse, the gradient is very likely to 
explode when the membrane potential reaches threshold extremely 
slow (hair trigger condition). Although we do not find way to avoid 
gradient explosion completely, we reasonably alleviate the problem 
by regulate the raise rate of membrane potential. In biological 
neurons, adaptive currents can prohibit slowly ramping membrane 
potential from depolarization. Inspired from this fact, we set a 
minimum time derivative of membrane potential thresholdV as another 
spike threshold, which effectively avoids unreliable spikes.  
 
 
Figure 2. Example propagation of synchronous spikes and backpropagation of errors. 
(A) Synchronous spikes stably propagate through multiple layers, but a small disturb 
in input can cause large change of spikes in later layers under gradient explosion 
condition. (B)An example of gradient explosion of error backpropagation through 
spikes. 
 
2.6 Weight Initialization and homeostatic regulation   
In this section, we will describe the weight initialization and several 
regulation methods implemented in the network. We initialized 
excitatory and inhibitory synapse in different connections 
differently because of their different effects in spike initiation. For 
example, strong feedforward inhibitory synapses tend to cause silent 
neurons problem, while strong lateral excitatory synapses lead to 
avalanche phenomenon. Consequently, we initialize the 
feedforward connections with 80% of excitatory synapses drawn 
from positive half of the normal distribution ~ (0, )exc wW N  , and 
20% of inhibitory synapses with a fixed value inhw  that roughly 
balanced with excitatory synapses. And for the lateral connections, 
the synapses are set with small fixed negative value lateralw  in the 
synchronous spike mode; and they are initialized with 40% of 
excitatory synapses and 60% of inhibitory synapses in the last 
experiment to support sustained spikes. In addition, as the synapses 
cannot grow infinitely because of biological constrains, we add a 
weight-dependent factor to the original update rule: 
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Where w  is the original weight update and w is the constant 
control the limit of synapses weight. Furthermore, the stability of the 
network’s firing rate is critical for efficient learning, but it can 
drifting away during training. Hence, we introduce a homeostatic 
rule on synaptic weights to regulate the firing rate: 
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Where 
h
iw is the homeostatic regulation for synapse projected to 
neuron i , neuronr  and ir  are the desired and actual spike count of 
neuron i , layerR and jR are the desired and actual spike count of 
belonging layer of the neuron, and ( ) is the ramp function. 
3. Case studies 
The neural system needs to perform various kinds of mental tasks, 
and neural assemblies are specialized to diverse functionalities. 
However, the cortical networks in different brain areas share a very 
similar microcircuit structure. This fact indicated that the neural 
network is capable to learn multiple tasks with a modular structure. 
In this section, we train a simple feedforward neural network to learn 
three typical cognitive tasks: classification task, coordinate 
transformation task, and movement generation task. The general 
network structure is shown in Figure 3A, where different layers are 
connected feed-forwardly. In addition, as the lateral connections are 
pervasive in cortical networks, neurons within the same layer are 
also inter-connected. All connections are initialized with a random 
conduction delay ~ (0,2) d msu , and the delays are constrained 
within 5 ms in the training. Other descriptions of the network are 
shown in Table 1. The network configuration has several 
simplifications for the ease of training: the network is only consist 
of homogeneous neurons; each neuron can have both excitatory and 
inhibitory synapses; and the network defined dense connections 
between layers. The simulation is based on the Brian simulator [59], 
with a simulation time step of 0.1 ms, and all the experiments use 
Adam as the optimizer [60]. The present three tasks only covered a 
small portion of all the mental tasks the brain performs. In addition, 
the simplified task description and network structure do not 
necessarily reflect the full biological reality. Nevertheless, our work 
provides an insight for the learning and computation capacity of 
spiking neural network. 
3.1 Classification task  
Creatures are constantly required to discriminate different objects or 
make appropriate decisions based on the sensory stimuli. Those 
tasks fall under the realm of classification problem in machine 
learning. To demonstrate the spiking neural network’s capacity on 
those tasks, we trained a feedforward network to recognize 
handwriting digits in the MNIST dataset [61]. The MNIST dataset 
contains 60,000 labeled 28x28 grayscale images of handwriting 
digits for training and 10,000 labeled digits for testing. We use the 
relative time code to encode the image input, where each input 
neuron encoding the grayscale of one pixel. More efficient 
representation schemes can be achieved by designing sophisticated 
receptive fields of the encoding neuron using the linear filter , but 
it is unnecessary for this simple demonstration. A simplified version 
of rank-order code named time-to-first spike code is employed to 
encode classification result. We defined 10 output neurons, where 
each neuron is assigned a preferred digit class. The output is 
considered correct if the first spike neuron’s preferred class matches 
the image label. The network consists of 310 LIF neurons (200-100-
10 network) with the structure shown in Figure 3A and the neurons 
in relay layers are regulated to spike at average 0.5 spikes/trail. In 
addition, we add 10 kHz Poisson spikes to each neuron as 
background noise, and we trained a noiseless network as a 
comparison. We ran 20 epochs of training and a mini-batch size of 
40 (Figure 3B). The training without noise is converge faster than 
with background noise, but training under background noise is more 
robust in test set (2.64% and 2.85% errors respectively). 
 
Table 1  Network Model Specification 
Parameter Value Description 
m  20 ms Membrane time constant 
thresholdV  1 Spike threshold for potential 
thresholdV  0.025/ms Spike threshold for raise rate  
resetV  -50 Spike resetting potential  
r  2 ms Raise time constant for fast synapse 
d  8 ms Decay time constant for fast synapse 
  0.02 Learning rate for spike errors 
1  0.9 Adam optimizer’s hyper-parameter 
2  0.999 Adam optimizer’s hyper-parameter 
  1e-8 Adam optimizer’s hyper-parameter 
rate  0.04 Learning rate for spike rate regulation 
Additional specification for case study 1 
01
excw / 01
inhw  2.5 / 6.0 Initial weight of input synapse   
12
excw / 12
inhw  3.0 / 6.0 Initial weight from relay layer 1 to 2 
11
inhw / 22
inhw  0.1 / 0.1 Initial weight of lateral connections 
23
excw / 23
inhw  3.0 / 1.0 Initial weight project to output layer 
exc
noisew /
inh
noisew  0.5 / 0.5 Weight of random background activity  
Additional specification for case study 2 
cora   8 ms Scale factor of relative time code 
posib  1.5 Bias of position encoding 
posic  1 Variance of position encoding 
b  0 ~ 2   Preference rotation angle 
c  2 Variance of rotation encoding 
01
excw / 01
inhw  1.5 / 3.6 Initial weight of input synapse   
12
excw / 12
inhw  1.0 / 2.0 Initial weight from relay layer 1 to 2 
11
inhw / 22
inhw  0.1 / 0.2 Initial weight of lateral connections 
23
excw / 23
inhw  3.6 / 2.0 Initial weight project to output layer 
Additional specification for case study 3 
slow
r  8 ms Raise time constant for slow synapse 
slow
d  100 ms Decay time constant for slow synapse 
motora  15 ms Scale factor of motor command 
motorb  1 ~ 1
1 ~ 2

 
preference for  motor command 
amplitude / frequency 
motorc  1 Variance of  motor command 
01
excw / 01
inhw  1.5 / 3.0 Initial weight of input synapse   
12
excw / 12
inhw  1.5 / 3.0 Initial weight from relay layer 1 to 2 
11
inhw  0.1 Initial weight of layer1 innerconnections  
22
excw / 22
inhw  1.5 / 0.5 Initial weight of layer2 innerconnections 
outw  0.2 Initial weight project to output neuron 
  
Figure 3. Training on MINST dataset. (A) Basic structure of the simple feedforward 
network. (B) Evolution of error rate during learning under noise and noiseless 
conditions. (C) Weight distribution before and after training. (D) Examples of learned 
features on MINST cognition task: features of layer2 (1) and layer1 (2) neurons 
estimated by first-spike triggered average (FSTA); features of layer2 (3) and layer1 
(4) neurons estimated by spike triggered average (STA); and features of layer2 (5) 
and layer1 (6) neurons estimated by FSTA with random stimulus. 
 
Next, we investigate the learned features of hidden layer neurons 
using spike triggered average (STA) kind methods. The STA is a 
conventional method in neuroscience to examine neuron’s receptive 
field [50]. We conduct three different procedures to examine the 
receptive features: Firstly, we calculate each neuron’s STA by 
applying the original digit images as the stimulus. Secondly, the 
first-spike triggered average for each neuron is calculated where we 
average the images that cause the neuron to spike first. Finally, we 
calculate the first-spike triggered average with a randomized 
stimulus, which each pixel is randomly chosen from pixels of the 
corresponding position in all images. As shown in Figure 3D, the 
neurons in the network have developed global features, where each 
feature characterizes a certain digit. The comparison of features 
calculated by STA and FSTA shows that the spike timing is more 
selective then spike count. In addition, we also notice that neurons 
response to randomized image stimuli with a much lower firing 
rate(~60 spikes) then those with digit images (~160 spikes). This 
phenomenon indicates that the neurons have been trained to 
exclusively response to certain features. To further confirm the 
effect of learning on network activity. We shuffled the postsynaptic 
weights within each neuron of the trained network, and stimulate the 
network with digit images and randomized images respectively. The 
shuffled network responds to both kinds of stimulus with about 250 
spikes indistinctively. It shows that the network’s activity can vary 
greatly with different detailed connections, even if the overall 
configuration remains the same. Such result questioned the validity 
of the conventional modeling approaches that reproduce neural 
activity observed in experiments with randomly generated 
connection weights. 
3.2 Coordinate transformation task 
Many cognitive tasks require the brain to represent outside world 
with internal models, which consist of properties that vary 
continuously. The predicting and transforming of those continuum 
properties in neural systems are analog to regression problems in 
machine learning. Coordinate transformation of object’s position 
and velocity is a common task for both animals and robots. To 
demonstrate the SNN’s capacity in regression problems, we train a 
feedforward network to perform a coordinate transformation task: 
we defined a 2-D coordinate system with 140 axes (7 origins and 20 
directions each origin) and rotate the coordinate around the center 
with a certain angle (Figure 4A). The spatial organization of the 
coordinate is inspired from the coordinate system in hippocampus 
[62]. Different from the biological system, we use the relative time 
code to encode the position, with each coordinate axis assigned to 
one neuron as the linear filter. Besides, we defined 20 neurons to 
encode the rotation angle with a preferred angle uniformly range 
from 0 to 2 . The network is consist of 800 neurons and 400 
neurons for the first and second relay layers respectively, and those 
neurons are regulated to spike at average rate of 0.2 spikes/trail. We 
trained the network once with 64,000 randomly generated positions 
within a unit distance to the center and random rotation angles 
ranging from 0 to 2 . At the end of the training, the mean spike time 
error reached 0.12 ms and the mean error of estimated position is 
0.04. The transformation errors are not uniformly distributed in the 
coordinate space but tend to be larger in the outer areas (Figure 4B). 
This is most likely because that fewer neurons are dedicated to 
encode the outer areas. 
 
Figure 4. Training on corrdination transformation task. (A) Scheme of the coordiante 
and the coordiante transforamtion task: red point is the origins and light blue vector 
is the axises, the linear filtered position is caculated by project the point to each axises. 
The coordinate transformation is achieved by rotate the point with angle θ around the 
center. (B) The transformation errors on the output positions. (C) Unbalanced 
distribution of motif structures in the connections from layer 1 to layer 2. First three 
motifs are shown in graph: red connection represent positive weights, blue 
connections represent negative weights. (D) Distribution of pair-wise correlation 
between neurons within the same layers. 
 
 Next, we further investigate the structure and activity of the 
trained network. Experimental studies have shown that neural 
network structures are specialized such that the proportion of 
different motif structures is significantly deviated from chance level 
[63]. In the trained functional network, we also find that some motif 
structures consist a much higher portion than others (Figure 4C). 
Hence, those specific motif structures are highly likely to have some 
computational implications. Another commonly observed 
phenomenon in cortical network is the weak pair-wise correlation 
between globally synchronous spiking neurons [64]. Such 
phenomenon also arises spontaneously through training in the 
functional network even though it is not intentionally modelled 
(Figure 4D). The weak pair-wise correlation has been suggested to 
facilitate efficient coding, and our work has confirmed this 
hypothesis in a bottom-up approach. We also measured the receptive 
field of neurons in the relay layers, which shown organized patterns 
(Figure 5). The receptive fields of neurons in the two layers are quite 
similar. We have a closer inspection of the receptive fields by 
calculate the standard deviation of spike triggered input /output. It 
shows that layer 1 neurons are more sensitive to input position and 
rotation (std of input position: 0.66, rotation: 1.33 and output 
position: 0.85), while layer 2 neurons are more sensitive to output 
position (std of input position: 0.83, rotation: 1.43 and output 
position: 0.76).  
 
Figure 5. Developed feature selectivity of relay neurons in coordinate transformation 
task. (A) An example receptive field of neurons in relay layer1. Color represent 
rotation angle and dark area represent the transformed point coordination. (B) An 
example receptive field of neurons in relay layer2. (C) and (D) are distributions of 
rotation angles of stimulus responded by neurons in (A) and (B).  
 
3.3 Motor sequence generation task 
The brain is often required to process and transform signals between 
different time-scales. Those tasks often involve responding to 
particular temporal input sequences [65], responding after a delay 
[66], or responding with a temporally complex output[67]. To 
demonstrate the neural network’s computational capacity in multi-
time scale transformation tasks, we train the network to execute a 
series of motions according to the synchrony commands. The 
desired motion output is defined by a sinusoidal function: 
( ) sin( )
2
tL
f t A


  , where  1,1A   is the amplitude,  1,2  
is the frequency and 100 msL  is the duration of the motion. The 
experiment designed to last 200 ms each trail. And the output 
designed to maintain standstill in the first 100 ms and execute the 
motion output in the second 100 ms. We use the relative spike time 
to encode the input command with 100 neurons, where 50 neurons 
encode the amplitude and 50 neurons encode frequency with 
uniformly varied preferred stimulus defined by parameter b . The 
output is encoded by one synaptic current coding neuron receiving 
projections from the second relay layer. The synchronous 
commands are propagated through relay layer1 and transformed to 
the time-varying signal with sustained activity in relay layer2. 
Unlike previous configurations, the lateral connections in second 
relay layer are initialized with 40% excitatory synapses and 60% 
inhibitory synapses to support the sustained activity, and the output 
projections follows normal distribution (0, )outN w . 
 
Figure 6. Trained network output in motor sequence generation task. (A) An example 
network activity and output motor sequence in response to the motor command. (B) 
A series of motor sequences generated by the network. the amplitude is uniformly 
varied from 1 to -1 and the frequency is uniformly varied from 1 to 2. (C) The average 
positive membrane potential of two group of relay layer 2 neurons. The red represent 
excitatory projection neurons and blue represent inhibitory projection neurons. The 
amplitude of the output is varied from 1 (1) to 0 (2) and -1 (3). (D) Same as (C), but 
with fixed amplitude and the frequency of the output is varied from 1 (1) to 1.5 (2) 
and 2 (3) cycles/100ms. 
 
We trained the network through 3000 iterates with 28 random 
samples each mini-batch, and the typical execution is shown in 
Figure 5A. If we only update the weights between the second relay 
layer and the output neuron, then the network is an implement of 
Liquid State Machine (LSM) [68]. However, we find updating 
weights in deeper layers increased both the speed and capacity of 
learning. In addition, the synapse in this network contains a fast and 
a slow dynamics characterized by two separate weights. The slow 
synaptic dynamics provide a long-term channel to propagate errors 
from large time-scale signal to short time-scale spike, while the fast 
synaptic dynamics manage the transient spike dynamics by correct 
the residual errors. Notably, another recently proposed method also 
used synapses with fast and slow dynamics to learn motions [51]. 
Differ from our work, their method uses fast synaptic dynamics as a 
reference and learn the motion by update slow synaptic weights. The 
aims of those two works are also different: [51] aims to transform 
one certain input time-varying signal to one certain output in the 
same time-scale, while our work aims to transform a set of 
synchrony commands into a series of motion outputs (Figure 5B). 
To further investigate the network dynamics under different motion 
execution, we measured the mean positive membrane potential of 
two groups of relay layer2 neurons, which project excitatory and 
inhibitory outputs respectively. In Figure 5C, we fixed frequency of 
the motion and varied amplitude from 1 to 0 and -1. It shows that 
the relative phase of two neuron group activities changed 
accordingly. In Figure 5D, we fixed the amplitude of the motion and 
changed the frequency from 1 to 1.5 and 2. As expected, the 
oscillation frequency of neurons also followed the frequency of the 
desired motion. Similar to the first experiment, this result have also 
demonstrated that the overall neural dynamics can be precisely 
determined by exact spike times.  
4. Discussion 
Spiking neural networks have been a useful tool for neuroscience in 
modeling neural dynamics. Using the gradient-based rule, we 
demonstrated that the SNNs are capable of learning different 
functions with different temporal codes. It has been proposed 
recently that synaptic plasticity mechanisms may have achieved 
some form of error back-propagation [69], [70]. Admittedly, the 
exact relation between synaptic plasticity and gradient back-
propagation still needs further study. It is safe to say, however, that 
the trained spiking neural network can provide valuable insights on 
neural coding and neural computation regardless of the learning rule. 
The three tasks we demonstrated here are very simple, but they 
covered the functionalities of classification, internal representation, 
and long short time-scale transformation, which are essential for 
other complex mental tasks. Our neural network model is 
considerably simplified and do not well reflect the organization of 
real cortical networks. Nevertheless, many important features of 
cortical network have evolved during the training, such as 
specialized receptive fields [71] and motif structures [63], tight 
excitation-inhibition balance [72], and weak pair-wise correlation in 
spikes [64]. The spontaneous development of those features 
suggests that they may be necessary for the functionality of neural 
networks. Hence, building functional network through training may 
provide a new way to investigate the role of the network features on 
brain functions. In addition, we found in the experiments that the 
overall activities of the trained network diverge greatly in response 
to meaningful and random stimulus. The selective activities, such as 
selective synchronization among brain areas, are typical properties 
in brain. Our work suggested that those phenomena might result 
from the specific connectivity learned in specific tasks rather than 
the special organization in the brain. Therefore, training or 
biological learning could also be an indispensable step on modeling 
neural behaviors. Additionally, it has been proposed recently that the 
recurrent neural networks (RNNs) could be versatile tools of 
neuroscience research [73], [74]. The trained RNNs and SNNs can 
be complementary to each other: the RNNs are more efficient in 
describing large-scale activities while SNNs can describe more 
details such as transient dynamics and exact spike activities. 
Altogether, training can provide a powerful enhancement for the 
current modeling study on neural computation and cognitive 
functions. 
Alongside training the three tasks, we have spotted three 
important requirements for efficient SNN learning, and we modified 
the network model and learning rule accordingly. The first 
requirement is proper spike time variance: On one hand, spike times 
need to contain enough entropy to represent rich information with 
temporal codes. On the other hand, relevant neurons need to spike 
within an effective time window confined by the postsynaptic spike 
generation dynamics. With a proper weight initialization and 
regulation, we have shown that the spike time variance can be self-
organized within a proper range in SNNs. The second requirement 
is proper and stable spiking rate: Even though our network encodes 
information by temporal codes, stable spikes are still necessary for 
effective information transmission and stable learning. On the other 
hand, it also should be flexible enough to allow irrelevant neurons 
cease to spike at certain stimulus conditions. In addition, the spike 
sparseness is also preferable for nonlinear neural computations [75], 
[76]. Hence, we introduced a spiking rate regulation method to keep 
the neurons at a low and stable firing rate. The third requirement is 
stable gradient propagation: Gradient vanishing would cause 
inefficiency in learning, while gradient explosion would cause 
instability of both learning and network activity. The gradient 
vanishing problem is benign in SNNs with lateral connections, and 
we introduced a threshold for the rise rate of membrane potential to 
avoid gradient explosion caused by unreliable spikes. However, 
stable gradients during training are still not fully guaranteed in our 
model, and further studies are needed to solve this problem. Notably, 
our experiments are based on SpikeProp kind learning using LIF 
neuron networks. The linear additive requirement of the gradient-
based rule posed a strong constrain on further development. On 
another thread of studies, local error assignment rules, which do not 
need exact gradients, have been developed such as difference target 
propagation[77], random back-propagation [78], and synthetic 
gradients [79]. Those studies are currently focused on ANNs and 
rate-code based SNNs. However, the rate code is consist with codes 
based-on relative spike times, since a neuron with a high firing rate 
is expected to spike early[80]. Hence, we expect to extend those 
rules to networks with transient spiking dynamics in further studies. 
The fields of neuroscience and artificial intelligence have a long 
and intertwined history. Recently, researchers in the AI field have 
called for more collaborations between the two fields [81], [82]. One 
main aim of this study is to demonstrate that SNN can be a common 
language bridging neuroscience and deep learning. Thus, on one 
hand, we can introduce advance technics in deep learning to train 
biological neural network models. On the other hand, the SNN also 
have its own intrinsic properties, which can extend the capability of 
machine learning systems. On the remark of SNN computation, we 
have likened the LIF neuron model to the LSTM cell. Notably, the 
LIF model is an extremely simplified version of spiking neuron. 
More complicate biological neuron models may have different 
realizations for the gates in the LSTM analogy. For example, the 
input gate is also controlled by membrane potential in models with 
conductance-based synapses; and for the recently proposed soft 
threshold model [30], it allows the output to change gradually 
through a voltage-dependent gate function. An essential difference 
between SNNs and RNNs, however, is that the dynamical 
evolvements of SNNs are mostly constrained within the neuron cell, 
while the dynamics in RNNs are defined as a network property. The 
additional single neuron computation renders spiking neural 
network the ability to dynamically routing information flow by 
spiking activities [83].This property is applicable both on the scale 
of microcircuit and large neural assemblies. As only a very small 
portion of neurons is active at any given time in the brain, very 
specific communication can be established through these 
synchronizations [49]. The ability to flexibly routing the information 
flow in the brain is considered fundamental for brain’s multitask 
capability [83], [84]. In this work, we introduced a synapse model 
with both fast and slow dynamics, which transform a spike signal 
into two different time-scales. In further studies, we can introduce 
heterogeneous intrinsic neuronal properties such as adaptive 
currents and dendritic nonlinearities[85], which will project spike 
timing information to higher order temporal spaces. As we have 
shown in the experiments, the spiking activity can support different 
function modules with different temporal codes. Combined with the 
flexibility in information routing, we believe that the large-scale 
spiking neural networks with biological network dynamics and 
diverse temporal codes can be a good candidate for general AI 
systems. Furthermore, the SNN configuration can be more energy 
efficient in engineering perspective. Rather than communicate 
globally in each update cycle, the spiking neurons only need to 
communicate to others if the internal computation evoked a 
meaningful event. Adopting such event-driven computing 
architecture, neuromorphic computer chips such as IBM TrueNorth 
[86] and SpiNNaker [87] can simulate millions of neurons in real 
time with relatively low energy assumption. Such properties can 
make SNNs more preferable in real life applications. 
 
References 
[1] W. Gerstner and W. M. Kistler, Spiking neuron models: Single neurons, 
populations, plasticity. 2002. 
[2] H. S. Seung, “How the brain keeps the eyes still.,” Proc. Natl. Acad. Sci. 
U. S. A., vol. 93, no. 23, pp. 13339–13344, 1996. 
[3] M. S. Goldman, J. H. Levine, G. Major, D. W. Tank, and H. S. Seung, 
“Robust Persistent Neural Activity in a Model Integrator with Multiple 
Hysteretic Dendrites per Neuron,” Cereb. Cortex, vol. 13, no. 11, pp. 1185–
1195, 2003. 
[4] M. Usher and J. L. McClelland, “The time course of perceptual choice: the 
leaky, competing accumulator model.,” Psychological review, vol. 108, no. 
3. pp. 550–592, 2001. 
[5] K.-F. Wong, “A Recurrent Network Mechanism of Time Integration in 
Perceptual Decisions,” J. Neurosci., vol. 26, no. 4, pp. 1314–1328, 2006. 
[6] C. D. Brody, R. Romo, and A. Kepecs, “Basic mechanisms for graded 
persistent activity: Discrete attractors, continuous attractors, and dynamic 
representations,” Current Opinion in Neurobiology, vol. 13, no. 2. pp. 204–
211, 2003. 
[7] S. Thorpe, A. Delorme, and R. Van Rullen, “Spike-based strategies for 
rapid processing,” Neural Networks, vol. 14, no. 6–7, pp. 715–725, 2001. 
[8] R. S. Johansson and I. Birznieks, “First spikes in ensembles of human 
tactile afferents code complex spatial fingertip events.,” Nat. Neurosci., vol. 
7, no. 2, pp. 170–177, 2004. 
[9] C. Kayser, N. K. Logothetis, and S. Panzeri, “Millisecond encoding 
precision of auditory cortex neurons.,” Proc. Natl. Acad. Sci. U. S. A., vol. 
107, no. 39, pp. 16976–16981, 2010. 
[10] R. Brette, “Philosophy of the spike: rate-based vs. spike-based theories of 
the brain,” Front. Syst. Neurosci., vol. 9, no. 151, pp. 1–14, 2015. 
[11] M. Abeles, Corticonics: Neuronal Circuits of the Cerebral Cortex, vol. 
1stedition, no. 4. 1991. 
[12] E. M. Izhikevich, “Polychronization: computation with spikes.,” Neural 
Comput., vol. 18, no. 2, pp. 245–82, 2006. 
[13] S. Deneve, “Bayesian spiking neurons I: inference.,” Neural Comput., vol. 
20, no. 1, pp. 91–117, 2008. 
[14] T. Masquelier and S. J. Thorpe, “Unsupervised learning of visual features 
through spike timing dependent plasticity,” PLoS Comput. Biol., vol. 3, no. 
2, pp. 0247–0257, 2007. 
[15] R. V Florian, “Reinforcement learning through modulation of spike-
timing-dependent synaptic plasticity.,” Neural Comput., vol. 19, no. 6, pp. 
1468–1502, 2007. 
[16] E. M. Izhikevich, “Solving the distal reward problem through linkage of 
STDP and dopamine signaling,” Cereb. Cortex, vol. 17, no. 10, pp. 2443–
2452, 2007. 
[17] S. Denève, A. Alemi, and R. Bourdoukan, “The Brain as an Efficient and 
Robust Adaptive Learner,” Neuron, vol. 94, no. 5. pp. 969–977, 2017. 
[18] R. Gütig and H. Sompolinsky, “The tempotron: a neuron that learns spike 
timing–based decisions,” Nat. Neurosci., vol. 9, no. 3, pp. 420–428, 2009. 
[19] Y. LeCun, Y. Bengio, G. Hinton, L. Y., B. Y., and H. G., “Deep learning,” 
Nature, vol. 521, no. 7553, pp. 436–444, 2015. 
[20] J. Schmidhuber, “Deep Learning in neural networks: An overview,” Neural 
Networks, vol. 61, pp. 85–117, 2015. 
[21] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet Classification 
with Deep Convolutional Neural Networks,” Adv. Neural Inf. Process. 
Syst., pp. 1–9, 2012. 
[22] G. Hinton, L. Deng, D. Yu, G. E. Dahl, A. Mohamed, N. Jaitly, A. Senior, 
V. Vanhoucke, P. Nguyen, T. N. Sainath, and B. Kingsbury, “Deep Neural 
Networks for Acoustic Modeling in Speech Recognition,” IEEE Signal 
Process. Mag., no. November, pp. 82–97, 2012. 
[23] I. Sutskever, O. Vinyals, and Q. V Le, “Sequence to sequence learning with 
neural networks,” Adv. Neural Inf. Process. Syst., pp. 3104–3112, 2014. 
[24] V. Mnih, N. Heess, A. Graves, and others, “Recurrent models of visual 
attention,” Nips, pp. 1–9, 2014. 
[25] J. Weston, S. Chopra, and A. Bordes, “Memory Networks,” Int. Conf. 
Learn. Represent., pp. 1–14, 2015. 
[26] A. Graves, G. Wayne, and I. Danihelka, “Neural Turing Machines,” Arxiv, 
pp. 1–26, 2014. 
[27] G. Deco, V. K. Jirsa, P. A. Robinson, M. Breakspear, and K. Friston, “The 
dynamic brain: From spiking neurons to neural masses and cortical fields,” 
PLoS Computational Biology, vol. 4, no. 8. 2008. 
[28] W. Gerstner, “Population dynamics of spiking neurons: Fast transients, 
asynchronous states, and locking,” Neural Comput., vol. 12, no. 1, pp. 43–
89, 2000. 
[29] T. P. Vogels, K. Rajan, and L. F. Abbott, “Neural Network Dynamics,” 
Http://Dx.Doi.Org/10.1146/Annurev.Neuro.28.061604.135637, 2005. 
[30] D. Huh and T. J. Sejnowski, “Gradient Descent for Spiking Neural 
Networks,” arXiv, 2017. 
[31] E. Hunsberger and C. Eliasmith, “Training Spiking Deep Networks for 
Neuromorphic Hardware,” arXiv, pp. 1–10, 2016. 
[32] Y. Cao, Y. Chen, and D. Khosla, “Spiking Deep Convolutional Neural 
Networks for Energy-Efficient Object Recognition,” Int. J. Comput. Vis., 
vol. 113, no. 1, pp. 54–66, 2015. 
[33] P. U. Diehl, D. Neil, J. Binas, M. Cook, S. C. Liu, and M. Pfeiffer, “Fast-
classifying, high-accuracy spiking deep networks through weight and 
threshold balancing,” Proc. Int. Jt. Conf. Neural Networks, vol. 2015–Septe, 
2015. 
[34] J. H. Lee, T. Delbruck, and M. Pfeiffer, “Training deep spiking neural 
networks using backpropagation,” Front. Neurosci., vol. 10, no. NOV, 
2016. 
[35] S. M. Bohte, J. N. Kok, and H. La Poutré, “Error-backpropagation in 
temporally encoded networks of spiking neurons,” Neurocomputing, vol. 
48, pp. 17–37, 2002. 
[36] S. McKennoch, T. Voegtlin, and L. Bushnell, “Spike-timing error 
backpropagation in theta neuron networks.,” Neural Comput., vol. 21, no. 
1, pp. 9–45, 2009. 
[37] I. Sporea and A. Grüning, “Supervised learning in multilayer spiking neural 
networks.,” Neural Comput., vol. 25, no. 2, pp. 473–509, 2013. 
[38] S. Ghosh-Dastidar and H. Adeli, “A new supervised learning algorithm for 
multiple spiking neural networks with application in epilepsy and seizure 
detection,” Neural Networks, vol. 22, no. 10, pp. 1419–1431, 2009. 
[39] H. Mostafa, “Supervised learning based on temporal coding in spiking 
neural networks,” 2016. 
[40] Y. Xu, X. Zeng, L. Han, and J. Yang, “A supervised multi-spike learning 
algorithm based on gradient descent for spiking neural networks,” Neural 
Networks, vol. 43, pp. 99–113, 2013. 
[41] B. Schrauwen and J. Van Campenhout, “Improving spikeprop: 
enhancements to an error-backpropagation rule for spiking neural 
networks,” Proc. 15th ProRISC Work., vol. 11, pp. 301–305, 2004. 
[42] F. Ponulak and A. Kasiński, “Supervised learning in spiking neural 
networks with ReSuMe: sequence learning, classification, and spike 
shifting.,” Neural Comput., vol. 22, no. 2, pp. 467–510, 2010. 
[43] W. Nicola and C. Clopath, “Supervised Learning in Spiking Neural 
Networks with FORCE Training,” 2016. 
[44] G. B. Ermentrout and D. H. Terman, Mathematical Foundations of 
Neuroscience. Springer, 2010. 
[45] E. Salinas, T. J. Sejnowski, H. H. Medical, N. Torrey, P. Road, and N. 
Carolina, “Correlated Neuronal Activity,” Nat. Rev. Neurosci., vol. 2, no. 
August, pp. 539–550, 2001. 
[46] W. Singer, “Neuronal Synchrony: A Versatile Code Review for the 
Definition of Relations?,” Neuron, vol. 24, pp. 49–65, 1999. 
[47] N. Brunet, C. A. Bosman, M. Roberts, R. Oostenveld, T. Womelsdorf, P. 
De Weerd, and P. Fries, “Visual cortical gamma-band activity during free 
viewing of natural images,” Cereb. Cortex, vol. 25, no. 4, pp. 918–926, 
2015. 
[48] T. Womelsdorf, J.-M. Schoffelen, R. Oostenveld, W. Singer, R. Desimone, 
A. K. Engel, and P. Fries, “Modulation of neuronal interactions through 
neuronal synchronization.,” Science, vol. 316, no. 5831, pp. 1609–12, 2007. 
[49] P. Fries, “Perspective Rhythms for Cognition : Communication through 
Coherence,” Neuron, vol. 88, no. 1, pp. 220–235, 2015. 
[50] T. O. Sharpee, “Computational Identification of Receptive Fields,” Annu. 
Rev. Neurosci., vol. 36, no. 1, pp. 103–120, 2013. 
[51] L. F. Abbott, B. DePasquale, and R. Memmesheimer, “Building Functional 
Networks of Spiking Model Neurons,” Nat. Neurosci., vol. 19, no. 
November 2015, pp. 1–16, 2016. 
[52] T. Salimans, “Weight Normalization : A Simple Reparameterization to 
Accelerate Training of Deep Neural Networks,” no. Nips, 2016. 
[53] S. Ioffe and C. Szegedy, “Batch Normalization : Accelerating Deep 
Network Training by Reducing Internal Covariate Shift.” 
[54] G. Klambauer, T. Unterthiner, A. Mayr, and S. Hochreiter, “Self-
Normalizing Neural Networks,” 2017. 
[55] M. Diesmann, M. O. Gewaltig, and  a Aertsen, “Stable propagation of 
synchronous spiking in cortical neural networks.,” Nature, vol. 402, no. 
6761, pp. 529–533, 1999. 
[56] A. Kumar, S. Rotter, and A. Aertsen, “Spiking activity propagation in 
neuronal networks: reconciling different perspectives on neural coding,” 
Nat. Rev. Neurosci., vol. 11, no. 9, pp. 615–627, 2010. 
[57] R. Pascanu, T. Mikolov, and Y. Bengio, “On the difficulty of training 
Recurrent Neural Networks,” no. 1994, 2012. 
[58] R. Pascanu, T. Mikolov, and Y. Bengio, “Understanding the exploding 
gradient problem,” Proc. 30th Int. Conf. Mach. Learn., no. 2, pp. 1310–
1318, 2012. 
[59] M. Stimberg, D. F. M. Goodman, V. Benichoux, and R. Brette, “Equation-
oriented specification of neural models for simulations.,” Front. 
Neuroinform., vol. 8, no. February, p. 6, 2014. 
[60] D. P. Kingma and J. L. Ba, “Adam: a Method for Stochastic Optimization,” 
Int. Conf. Learn. Represent. 2015, pp. 1–15, 2015. 
[61] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based learning 
applied to document recognition,” Proc. IEEE, vol. 86, no. 11, pp. 2278–
2323, 1998. 
[62] E. I. Moser, E. Kropff, and M.-B. Moser, “Place cells, grid cells, and the 
brain’s spatial representation system.,” Annu. Rev. Neurosci., vol. 31, pp. 
69–89, 2008. 
[63] O. Sporns and R. Kötter, “Motifs in Brain Networks,” PLoS Biol., vol. 2, 
no. 11, 2004. 
[64] E. Schneidman, M. J. Berry, R. Segev, and W. Bialek, “Weak pairwise 
correlations imply strongly correlated network states in a neural population,” 
Nature, vol. 440, no. 7087, pp. 1007–1012, 2006. 
[65] D. V Buonomano and M. M. Merzenich, “Temporal information 
transformed into a spatial code by a neural network with realistic 
properties.,” Science, vol. 267, no. 5200, pp. 1028–30, 1995. 
[66] J. M. Fuster and J. P. Jervey, “Neuronal firing in the inferotemporal cortex 
of the monkey in a visual memory task.,” J. Neurosci., vol. 2, pp. 361–375, 
1982. 
[67] G. Hennequin, T. P. Vogels, and W. Gerstner, “Optimal control of transient 
dynamics in balanced networks supports generation of complex 
movements,” Neuron, vol. 82, no. 6, pp. 1394–1406, 2014. 
[68] W. Maass and H. Markram, “On the computational power of recurrent 
circuits of spiking neurons,” J. Comput. Syst. Sci., vol. 69, no. 4, pp. 593–
616, 2004. 
[69] J. C. R. Whittington and R. Bogacz, “An Approximation of the Error 
Backpropagation Algorithm in a Predictive Coding Network with Local 
Hebbian Synaptic Plasticity,” Neural Comput., vol. 29, no. 5, pp. 1229–
1262, 2017. 
[70] Y. Bengio, T. Mesnard, A. Fischer, S. Zhang, and Y. Wu, “STDP-
Compatible Approximation of Backpropagation in an Energy-Based 
Model,” Neural Comput., vol. 29, pp. 555–577, 2017. 
[71] B. A. Olshausen and D. J. Field, “Emergence of simple-cell receptive field 
properties by learning a sparse code for natural images,” Nature, vol. 381, 
no. 6583, pp. 607–609, 1996. 
[72] S. Denève and C. K. Machens, “Efficient codes and balanced networks.,” 
Nat. Neurosci., vol. 19, no. 3, pp. 375–82, 2016. 
[73] O. Barak, “Recurrent neural networks as versatile tools of neuroscience 
research,” Curr. Opin. Neurobiol., vol. 46, pp. 1–6, 2017. 
[74] H. F. Song, G. R. Yang, and X. J. Wang, “Training Excitatory-Inhibitory 
Recurrent Neural Networks for Cognitive Tasks: A Simple and Flexible 
Framework,” PLoS Comput. Biol., vol. 12, no. 2, pp. 1–30, 2016. 
[75] J. Clemens, S. Wohlgemuth, and B. Ronacher, “Nonlinear computations 
underlying temporal and population sparseness in the auditory system of 
the grasshopper,” J. Neurosci., vol. 32, no. 29, pp. 10053–10062, 2012. 
[76] X. Pitkow and M. Meister, “Decorrelation and efficient coding by retinal 
ganglion cells,” Nat. Neurosci., vol. 15, no. 4, pp. 628–635, 2012. 
[77] D.-H. Lee, S. Zhang, A. Biard, and Y. Bengio, “Target Propagation,” ICLR 
15, no. 3, pp. 1–16, 2014. 
[78] E. O. Neftci, C. Augustine, S. Paul, and G. Detorakis, “Event-Driven 
Random Back-Propagation : Enabling Neuromorphic Deep Learning 
Machines,” vol. 11, no. June, pp. 1–18, 2017. 
[79] M. Jaderberg, W. M. Czarnecki, S. Osindero, O. Vinyals, A. Graves, and 
K. Kavukcuoglu, “Decoupled Neural Interfaces using Synthetic Gradients,” 
arXiv, no. Nips, p. 1608.05343v1 [cs.LG], 2016. 
[80] W. Gerstner, W. Gerstner, W. M. Kistler, and W. M. Kistler, “Spiking 
Neuron Models,” Cambridge Univ. Press, p. 494, 2002. 
[81] A. H. Marblestone, G. Wayne, and K. P. Kording, “Towards an integration 
of deep learning and neuroscience,” 2016. 
[82] D. Hassabis, D. Kumaran, C. Summerfield, and M. Botvinick, “Review 
Neuroscience-Inspired Artificial Intelligence,” Neuron, vol. 95, no. 2, pp. 
245–258, 2017. 
[83] D. Battaglia, A. Witt, F. Wolf, and T. Geisel, “Dynamic effective 
connectivity of inter-areal brain circuits,” PLoS Comput. Biol., vol. 8, no. 
3, 2012. 
[84] T. Akam and D. M. Kullmann, “Oscillations and filtering networks support 
flexible routing of information,” Neuron, vol. 67, no. 2, pp. 308–320, 2010. 
[85] M. London and M. Häusser, “DENDRITIC COMPUTATION,” Annu. Rev. 
Neurosci., vol. 28, no. 1, pp. 503–532, 2005. 
[86] P. a Merolla, J. V Arthur, R. Alvarez-Icaza, A. S. Cassidy, J. Sawada, F. 
Akopyan, B. L. Jackson, N. Imam, C. Guo, Y. Nakamura, B. Brezzo, I. Vo, 
S. K. Esser, R. Appuswamy, B. Taba, A. Amir, M. D. Flickner, W. P. Risk, 
R. Manohar, and D. S. Modha, “A million spiking-neuron integrated circuit 
with a scalable communication network and interface,” Science (80-. )., vol. 
345, no. 6197, pp. 668–673, 2014. 
[87] T. Sharp, F. Galluppi, A. Rast, and S. Furber, “Power-efficient simulation 
of detailed cortical microcircuits on SpiNNaker,” J. Neurosci. Methods, vol. 
210, no. 1, pp. 110–118, 2012. 
 
  
 
 
 
