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Abst rac t - -By  a new approach, we present a new existence result of positive solutions to the 
following Dirichlet boundary value problem, 
z"(t)+f(t,z(t))-O, 0<t<l ,  
z (O)  = 0 = z(1). 
It is remarkable that the result of this paper is not obtained by employing the fixed-point heorems 
in cone and the method of the lower and upper functions. Our nonlinearity may change sign and be 
singular at t -- 0, 1, ac = 0. @ 2006 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
It is well known that the following second-order boundary value problem, 
x"(t) + f(t ,x(t))  = O, 0 < t < 1, 
z(0) = 0 = x(1), 
(1.1) 
(1.2) 
arises many fields of applied mathematics and applied physics. In many cases, only positive 
solutions are significant. 
f(t,  oc) is nonsingular or f(t,  cc) is singular at t - 0, 1, z - 0, and f _> 0, (1.1),(1.2) has been 
studied extensively (see, e.g., [1-6] and their references), the method [1-6] is that (1.1),(1.2) is 
transferred into the following integral equation from cone into cone, 
1 
cc(t) = fro G(t, s)f(s, x(s)) = Ax(t), (1.3) 
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and then the fixed-point heorems in cone are employed to seek the fixed point of A in (1.3). 
This implies that f depends on some limit conditions, such as superl inear case and sublinear case 
(in detail, see, e.g., [2]). Also, the method of the lower and upper functions is usually used to 
treat (1.1),(1.2) when f is allowed to take negative values (see, e.g., [7,8]). However, it is difficult 
to seek lower and upper functions in practice. For example, it is very difficult that  the methods 
mentioned above are employed to treat the following second-order boundary value problem, 
1 x"(t) + z~ ~ - t-Sx3(t) - t -2 = 0, 0 < t < 1, (1.4) 
x(0) = 0 = x(1). (1.5) 
In this paper, we study the existence of of positive solutions of (1.1),(1.2) in the case the 
methods mentioned above are not used to treat (1.1),(1.2) and a new existence result is obtained. 
The idea of this paper is from Yang's paper [9]. 
Throughout his paper, suppose that 
f(t ,  x) e C((O, 1) x (0, +o~), ( -oc ,  +oo)),  
k(t),a(t),b(t) E C((0 ,1) , (0 ,+oc) ) ,  t(1 t)k(t) C L[0,1], 
F(x)  e C((O, +co), (0, +oc)) ,  f(t ,  x) < k(t)F(x).  
and the following conditions are satisfied. 
(H1) f(t ,  x(t)) >_ a(t) holds for 0 < x(t) < b(t), x(t) • C[0, 1]. 
(H2) F(x)  is decreasing in (0, +oo). 
Main result of this paper is as follows. 
THEOREM. Let (H1),(H2) hold, then (1.1),(1.2) has at least one positive solution. 
In Section 2, we make some preliminaries. In Section 3, we give the proof and the example. 
2. PREL IMINARIES  
LEMMA 2.1. (See [10].) Let E be a Banach space, R > 0, BR = {x • E : llxlt _ R},F  : BR -~ E 
be a completely continuous operator. If x 7 ~ AF(x) for any x • E with IlxN = R and 0 < ~ < 1, 
then F has a fixed point in BR. 
Let n > 3 be a natural  number, d~ = min{b(t) : t • [i/n, 1 - l /n]},  b, = min{dml /n} ,  
C,~ = {x(t) : x(t) • C[1/n, 1 - i /n]}.  
Inspired by the idea [9], we define T,~ as follows 
1-1/3 
T~x (t) = b~ + G1/.n,l_l/n (t, S) f (S, max {X (S), b~}) ds, x(t) • C,,  
J1/~'~ 
where 
( t -  - s )  a<t<s<b,  
Ga'b(t's)-~ (S :)_(b a t) 
a~£s~t~b.  
is Green's function to the following boundary problem, 
x ~=0,  a<t  <b,  
x(a) = 0 = x(b). 
It is easy to verify that T~ : C,~ --4 Cn is a completely continuous operator from Cn into Cn 
(see, e.g., [9]). 
Since f : c~ d~ F( ) -- +oo, we may choose R > 1 such that 
flR dx [1/2 j(1 
F(x-----~ > sk (s) ds + (1 - s) k (s) ds. 
Jo /2 
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LEMMA 2.2. There exists xn(t) C C~, b,, <_ x,~(t) <_ R such that 
1--]/n 
xn(t) = In+ Cl/n, l_ l /n (t,s) f (s, xn (s)) ds, 
J 1/r~, 
  [111] 
PROOF. We prove 
fl-i/n 
x(t) ¢ ATnx(t) = Ab,~ + A //~J1 G1/~,l_ l /~(t,s)f(s,  max{x(s),bn})ds (2.2) 
for any Ilxll = R and A E (0, 1). 
In fact, if (2.2) is not true, then there cxist x(t) E C~ with Ilxll = R and 0 < A < 1 such that  
x(t) ATnx(t) Ab~ + [ , -1 /~ = = A j t /n  G1/'~,1-1/n(t's)f(s,max{x(s),b*~})ds" (2.3) 
First ,  we prove the following facts: if b,~ < x(z) < _R, z E (1/n, 1 - 1/n), then 
f fzfl/~ ~(z) d____~x < k(s) dsdt (2.4) 
~bo F(x)  -~0 ~ 
and 
r /1/1  ~(z) dx < k(s) dsdt. (2.5) 
Jb. F(z)  - /2 
Notice x(1/n) = x(1 - I /n) - Abn, we show x(t) >_ Abe. 
In fact, if  there exists t E ( l /n ,  1 - 1/n) such that  x(t) < Ab,~, we may choose an interval  
[a,/3] C [ l /n ,  1 - 1 /n ] (a  </3)  such that  
x(t) < x(a), x(t) < x(/3), t E (a,/3), x (a )  __< Abn, x(/3) < Abn. (2.6) 
From (2.3) and (H1),we have x"(t) = -Af(t,b,~) < O, t E [a,/3] and x(t) is concave down on 
[a,/3],which contradicts  (2.6). Hence, x(t) >_ Abn, t E [1/n, 1 - 1/n]. 
Since x(1/n) = x(1 - 1/n) = Ab~ < _R, there exists t E (1/n, 1 -- 1/n) such that  x(t) = R. 
Let t'  = inf{t : t E (1/n, 1 - 1/n), x'(t') = O, x(t) = II~l] = R}, then 
x '  ( t ' )  = o, x ( t ' )  = IIxl l  = R .  
If t' _< 1/2, let t" E (1/n,t'), x(t") = b~, there must be a denumberab le  set at most {ti} of 
[ l /n ,  1/2] such that  
1. t" = tx < t2 _< t3 < t4 _< t5 < " "  _< t2m-1 < t2m _< ""  _< 1/2, t2m ---* t ' ,  
2. X(t l)  = bn, x(t2i) = x(t2 i+l) ,  x'(t2i) = O, i = 1,2, . . . ,  
3. x(t) is str ict ly  increasing in [t2~-1, t2i], i = 1, 2 , . . .  (if x(t) is str ict ly  increasing in it", t'], 
put  m = 1, i.e., [tl,t2] - - [ t " , t ' ] ) .  
Dif ferentiat ing (2.3) and using the assumptions,  we obta in  easi ly 
-x ' ( t )  = Af(t ,x(t))  <_ k(t)F(x(t)),  t E [ t2 i - l , t2 i ) ,  i=  1 ,2 , . . . .  (2.7) 
Integrat ing for (2.7) from t to t2i, we have by the decrease in F(x) 
f t2i f t2i 
x'(t) _< k(s)Y(x(s)) ds < F(~(t)) k(~) ds, t E [t2i x,t2d, i = 1 ,2 , . . . ,  (2.s) 
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we have from (2.8), 
~'(t) 
F(x(t) )  
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cl/2 
- -  <_ ] k(s) ds, t E [t2i-l,t2i), i=1 ,2 , . . . .  (2.9) 
Jt 
On the other hand, we may choose i0 and z t E ( l /n ,  1/2), z t _< z such that  z' C [12io-l,t2io) and 
x(z')  = x(z). Integrating for (2.9) from t~i-1 to 12~ and from 12~o-1 to z', we have 
,(t2,) _ _dx  < k(s) dsdt, i = 1 ,2 , . . . , i o  - 1, (2 .10)  
x(t~_l) F(x)  - 1 Jt 
,(z') d__~x < k(s) dsat. (2.11) 
x(t~o-~) F(x)  - t~o ~ Jt 
Summing for (2.10) from 1 to i0 - 1, we have by (2.11) and x(t2io-2) = x(t2io-1), 
fx(z') dx ~z'{i/2 ~oZil/2 
~*(~) - < k (s )dsdt  < k(s)dsdt ,  
dx 
,, F (x )  ~ ,~ F(~) - ~ - ~ 
i.e.,(2.4) holds. 
If t' >_ i/2, let t~ = sup{t :  t E ( i /n , l  - I /n ) ,x ' ( t )  = O,x(t) = llxH = R},  then t~ > 1/2, 
x'(tS) = o, x(t'o) - -  I lx l l  = R.  
Let t" E (t~o, 1 -1 /n ) ,x ( t " )  = bn, there must be a denumberable set at most {t~} of [1/2, 1 l/n] 
such that  
1. t' 0 < ... < t2m < t2m--1 < "'" < t4 < 13 < t2 < 11 = t" _< 1, t2m ~ t~o, 
2. x(t l )  = b,~, x(t2i+l) = x(t2i), x'(t2i) = O, i = 1,2 , . . . ,  
3. x(t) is strictly decreasing in [t2i, t2i-1], i = 1,  2, . . .  (if x(t) is strictly decreasing in [t~, t"], 
put m =- I, i.e., [t2,Q] = [t~,t'q). 
Differentiating (2.3) and using the assumptions, we obtain easily 
-x" ( t )  = Af ( t ,x ( t ) )  < k(t)F(x(t)) ,  t E [t2i,t2i-i), i = 1, 2 , . . . .  (2.12) 
Integrating for (2.12) from t2i to t, we have by the decrease in F(x)  
f -~ ' ( t )  _< - -  k (~) f (x (~) )d~ <_ F(x( t ) )  k(~)d~, t e %, t~-~) ,  i = 1, 2 , . . . ,  (2.13) 
Jr2 
we have from (2.13) 
// -~ ' ( t )  < k(~) d~, t ~ [ t~, t~_ l ) ,  i = 1 ,2 , . . . .  (2.14) 
F(x ( t ) ) -  /2 
On the other hand, we may choose i0 and z' E (1/2,1 - 1/n) ,z '  >_ z to fit z' E [t2io,t2io-1) and 
x(z) = x(z').  Integrating for (2.14) from t2i to t2i-1 and from z' to t2io-1, we have 
~(t2,) dx _< dsdt, i= l ,2 , . . . , i0 -1 ,  (2.15) 
x(z') dx < k(s)dsdt .  (2.16) 
j~(t~,o_~) F(x)  - J z '  /2 
Summing for (2.15) from 1 to io - 1, we have by (2.16) and x(t2io-1) = x(t2%-2) 
.~ F~)  ,b. F~)  < , Jt k (s )dsdt  < , t  k (s )dsdt ,  
i.e., (2.5) holds. 
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If t' _< 1/2, we have (letting z ~ t' in (2.4)) 
R dx < k(s) dsdt = sk(s) ds. 
F(x) .,o 
If t' >_ 1/2, we have (letting z --~ t~) in (2.5)) 
/1 ~(x) <- k(s)dsdt = (1 - s)k(s)ds. /2 /2 /2 
Two inequalities above contradict ~ ~(~) flo/2 sk(s) ds+ fl/2(1 - s)k(s) ds. Hence, (2.3) holds. 
Lemma 2.1 implies that T~ has a fixed point x~(t) in C~. Using x~(t) and 1 in the place of 
x(t) and A in (2.3), we obtain easily b~, < zn(t) < R. This is the desired result. | 
LEMMA 2.3. Fixed h • (0, 1/2), let mn,h = min{xn(t) : t • [h, l -h ]} ,  then mh = inf{rn,~,h} > 0. 
Paoob  ~. Fixed h C (0, 1/2), let 
Mn,h=max{xn( t ) : t•  [h ,h ]} ,M,~, l -h=max{xn( t ) : t•  [ l -h , l -h ]}  . 
First, we prove 
Mh = inf{M~,h} > 0, Ml-h = inf{Mn,l-h} > 0. 
In fact,if Mh = 0, then there exist {nk} and N such that (nk >_ N) 
iYL,~k,h <_min{b( t ) : t•  [h ,h ]} ,  M~k,h--~O. 
Notice lim,~k__.+~ xnk (h/2) = lim,~__,+~ x,, k (h) = 0, we have 
f f h  Gh/2,h(t, s)f(s, X,~ k(s))ds + x~k (h) - x~ k (h/2) /2 -~f~ t- -  
and 
x~(t) = - f  (t, x~ (t)) < O, t • (t~, t~). (2.18) 
Equation (2.18) shows that x~,(t) is concave down on ItS, t;~], which contradicts (2.17). | 
which leads to 
h h 
0< fh Gh/2,h(t,s)a(s)ds<_ ~h Gh/2'h(t's)f(s'x~k(s))ds---~O" 
/2 /2 
It is a contradiction. The same argument yields M l -h  > 0. 
= ' " [h/2, 1 If rnh 0,we remark b(t) > O, t C [h/2, 1 - h/2] and then may choose n and tn, tn C - 
h/2], t~ < t~l~ such that 
x~(t) < rain b( t ) : te  ,1 -  , t6[tn, t~] ,  
1 I t  x ~t"~ t e (tn,t ,)  (2.17) 
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3. PROOF OF THEOREM 
1. {x,~(t)} contains a subsequence that converges in (0, 1). 
Fixed a natural number k > 3, Lemma 2.3 shows x~(t) >_ muk , t C [1/k, 1 - l/k] for 
any n. From 
f 
l -1 /k  
xn(t) = Gltk, l - l lk(t ,  s)f(s, x~(s)) ds 
J1/k 
xn(1-1/k)-xn(1/k) (t-k) +x~ (k) t E [-~,1-~] 
we have 
x~(t)=__S 1' ( s -1 /k )  i~ 1 21k f(s, ~,~(s))d~ + ~< T ~ ~) f(~' x,~(~))d~ 
xn(l-llk)-xn(I/k) [i 1] 
-~ 1 - 21k , t E ,1 - . 
From this, we obtain easily 
I x ,~( t ) l<3max{ i f ( t ,x ) i : ( t ,x )E  [ -~ ,1 -~]  x [ml /k ,R]}+3R , ,3,, 
2. 
Equation (3.1) shows that {x~(t)} is equicontinuous on [l/k, 1 - 1/k]. The Arzela-Ascoli 
theorem guarantees that there exists a subsequence of {x~(t)} which converges uniformly 
on [1/k, 1 - 1/k]. We may choose the diagonal sequence {x(kk)(t)}(in details, e.g, see [6]) 
which converges everywhere in (0, 1) and it is easy to verify that {x(kk)(t)} converges 
uniformly on any interval [c, d] _ (0, 1). Without loss of generality, let {x (k)(t)} be itself 
of {xn(t)} in the rest. Put x(t) - l im~++oox~(t) ,  t E (0, 1), then x(t) is continuous in 
(0, 1) and x(t) > 0, t E (0, 1) by Lemma 2.3. 
x(t) satisfies (1.1). 
Fixed t E (0, 1),we may choose h E (0, 1/2) such that t C (h, 1 - h) and 
1-h  
z~(t) = th Gj,,1-t~(t, s)f(s, x~(s)) ds + 
Letting n --* +oc in (3.2), we have 
Xn(1  -- h)  - xn(h  ) (t - ]~) -~- xn(h) ,  
1 -2h  
tC (h, l -h) .  
(3.2) 
i -h  
x(t) = L Gh,l-h(t, s)f(s, x(s)) ds + ~(1 - h) - ~(h) ( t  - h) + x (h) ,  
1 - 2h  
t e (< 1 - h). (3.3) 
3. 
Differentiating (3.3) with t,we obtain the desired result. 
Finally, x(t) satisfies (1.2). 
Let 
where  IIx~H = m~x{~(t )  : t e [1/,~, 1 - l /n ]} .  
Then, 
' ' (t',D 0. t~ ~ t;,, xn (t,d = x~ (t',,) = l lzn l l ,  xn  (t ,d = xn = 
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Use xn(t), 1 and tn(t~n) in place of x(t), ~ and t'(t~o) in Lemma 2.2, we obtain easily by (2.4) 
and (2.5) 
f f fo t~f  1/2 1 (3.4) Hx,,,, d___2__~ < k(s)d~dt, i f t ,~ < ~
Jb,~ f (x)  -- Jt 
I LI[ i I1~1[ d x < k(s)dsdt,  i f t 'n> 2'  
Jb,~ F (x )  - . /2 
Equation (3.4),(3.5) and Lemma 2.3 lead to 0 < a = inf{t,~} _< b = sup{t~} < 1. 
Fixed z E (0, a), z < 1/2, use x,~(t) and 1 in place of x(t) and A in Lemma 2.2, we 
obtain easily fl'om (2.4) 
r /0zF x,,(~) d x < k(s)dsdt, z E (0, a]. (3.6) 
Letting n ~ +oc in (3.6) and noticing b~ ~ 0, we have 
I //F x(z) dx < k(s) dsdt, z C [0, a]. (3.7) F(z )  - ~ 
Equation (3.7) leads to x(0) -- limz~0+ x(z) = O. 
Fixed z E (b, 1), z _> 1/2, use xn(t) and 1 in place of x(t) and a in Lemma 2.2, we 
obtain easily from (2.5), 
[ { l / t  
~,~(z) dx < k(s) ds. (3.8) 
Jb,~ F (z )  - /2 
Letting n ~ +oc in (3.8) and noticing bn ~ 0, we have 
d__~z fro ~(z) < k(s) ds, z E[b, 1). (3.9) 
F(~)  - /2 
Equation (3.9) leads to x(1) = l imz~l x(z) = O. 
This completes the proof. | 
EXAMPLE 3.1. The problem (1.4),(1.5) has one positive solution at least. 
Let 
1 _ t _ax  3 f(t, z)  = ~ - t -2 ,  
t 
k(t) = 1, F(x) = x 2, a(t) = t -2, b(t) = -~, 
we know easily that f(t ,  x) < k(t)F(x) and (H1),(H2) hold. By theorem of this paper, (1.4),(1.5) 
has at least one positive solution. 
REMARK 3.1. 
1. It is remarkable that A is not an operator from cone into cone if (1.4),(1.5) is transferred 
into (1.3). Hence, the fixed-point heorems in cone are not used to treat example 3.1. 
2. Using the method of upper and lower functions to treat (1.4),(1.5), the following assump- 
tion is usually needed in the proceeding of constructing an upper function (see, e.g., [7,8]) 
(P) For any 5 > 0, there is h~(t) E C((O, 1), (0, +oc)) with (t(1 - t)h~(t) E L[0, 1]) such that 
I f ( t ,x) l<h~(t) ,  t E (0,1), x>6.  
We know easily that f in Example 3.1 has not the property (P) and then the method of 
upper and lower functions is not used to treat Example 3.1. 
1470 G.C.  YANG 
REFERENCES 
1. L.H. Erbe and H.Y. Wang, On the existence of positive solutions of ordinary differential equations, Proc. 
diner. Math. Soc. 120 (3), 743 748, (1994). 
2. Y.X. Li, Positive solutions of second-order boundary value problems with sign-changing nonlinearities, 
J. Math. Anal. Appl. 282, 232-240, (2003). 
3. R.P. Agarwal and D. O'Regan, Twin solutions to singular Dirichlet problem, J. Math. Anal. Appl. 240, 
433 445, (1999). 
4. K.Q. Lan, Multiple positive solutions of semilinear differential equations with singularities, J. London Math. 
Soc. 63 (2), 690-704, (2001). 
5. H.S. Liu and D. O'Regan, A gerenal existence theorem for positive solutions to singular second Order ordinary 
and functional differential equations, Nonlinear Functional Analysis and Applications 5 (2), 1-13, (2002). 
6. G.C. Yang, Positive solutions of some second order nonlinear singular differential equations, Computers Math. 
Applic. 45 (4/5), 605-614, (2003). 
7. R.P. Agarwal, H. Lti and D. O'Regan, Existence theorems for the one-dimensional singular p-Laplacian 
equation with sign-changing nonlinearities, Applied Math. Comput. 143, 15-38, (2003). 
8. P. Habets and F. Zanolin, Upper and lower solutions for a generalized Emden-Fowler equation, J. Math. 
Anal. Appl. 181,684-700, (1994). 
9. G.C. "fang, Existence of solutions to the third-order nonlinear differential equations arising in boundary layer 
theory, Appl. Math. Lett. 16 (6), 827 832, (2003). 
10. K. Deimling, Nonlinear Functional Analysis, Spinger-Verlag, New York, (1985). 
