In the network activation problem, each edge in a graph is associated with an activation function that decides whether the edge is activated from weights assigned to its end nodes. The feasible solutions of the problem are node weights such that the activated edges form graphs of required connectivity, and the objective is to find a feasible solution minimizing its total weight. In this article, we consider a prize-collecting version of the network activation problem and present the first nontrivial approximation algorithms. Our algorithms are based on a new linear programming relaxation of the problem. They round optimal solutions for the relaxation by repeatedly computing node weights activating subgraphs, called spiders, which are known to be useful for approximating the network activation problem. For the problem with node-connectivity requirements, we also present a new potential function on uncrossable biset families and use it to analyze our algorithms.
INTRODUCTION

Problem
The network activation problem is a problem of activating a well-connected network by assigning weights to nodes. The problem is formally described as follows. Given a graph G = (V , E) and a set W of non-negative real numbers, a solution in the problem is a node weight function w : V → W . For u, v ∈ V , let {u, v} and uv denote the unordered and ordered pairs of u and v, respectively. Each edge {u, v} ∈ E is associated with an activation function ψ uv : W × W → {true, false} such that ψ uv (i, j) = ψ vu (j, i) holds for any i, j ∈ W . In this article, each activation function ψ uv is supposed to be monotone, i.e., if ψ uv (i, j) = true for some i, j ∈ W , then ψ uv (i , j ) = true for any i , j ∈ W with i ≥ i and j ≥ j. An edge {u, v} is activated by w if ψ uv (w (u), w (v)) = true. Let E w be the set of edges activated by w in E. A node weight function w is feasible in the network activation problem if E w satisfies given constraints, and the objective of the problem is to find a feasible node weight function w that minimizes v ∈V w (v), denoted by w (V ). We assume without loss of 49:4 T. Fukunaga et al. [1] Nutov [14, 16] claimed O (k log |V |)-approximation algorithms for the node-weighted SNDP and the network activation problem with element-connectivity constraints, but these contained an error.
non-trivial algorithms for the element-and node-connectivity. One contribution of this article is to rectify the Nutov's error and to provide algorithms for these problems. An important factor in most of the research mentioned above is the greedy spider cover algorithm. The notion of spiders was invented by Klein and Ravi [10] in order to solve the node-weighted Steiner tree problem. It was originally defined as a tree that admits at most one node of degree larger than two and that spans at least two terminals. The node of degree larger than two is called the head, and nodes of degree one are called the feet of the spider. It is supposed without loss of generality that each foot of a spider is a terminal. If all nodes have degrees of at most two, then an arbitrary node is chosen to be the head. Klein and Ravi [10] proved that any Steiner tree can be decomposed into node-disjoint spiders so that each terminal is included in some spider. The density of a subgraph is defined as its node weight divided by the number of terminals included in it. The decomposition theorem implies that there exists a spider with a density of at most that of Steiner trees. Since contracting a spider with f feet decreases the number of terminals by at least f − 1, a greedy algorithm to repeatedly contract minimum density spiders achieves O (log |V |)-approximation. Minimum density spiders are hard to compute but their relaxations can be computed by a simple algorithm that involves first guessing the place of the head and number of feet, which is possible because there are only |V | options for each. Let h be the head, and f be the number of feet. We then compute a shortest path from h to each terminal, and choose the f shortest paths from them. The union of these shortest paths is not necessarily a spider, but its density is at most that of spiders, and contracting the union can play the same role as contracting spiders. Nutov [13, 14, 16] extended the notion of spiders to uncrossable biset families, and demonstrated in the sequence of his research that they are useful for the node-weighted SNDP and the network activation problem.
Our Results
The main result in this article is to present approximation algorithms for the PCNAP. Our algorithms achieve O (k log |V |)-approximation for the edge-connectivity PCNAP, and O (k 2 log |V |)-approximation for the element-connectivity PCNAP. Table 1 summarizes the approximation factors achieved by our algorithms and previous studies. Using decompositions of connectivity requirements given in [4, 14, 15] , we can also achieve approximation factors O (k 5 log 2 |V |) for the node-connectivity PCNAP and O (k 3 log |V |) for the rooted and subset node-connectivity PCNAPs. Our results give the first non-trivial algorithms for the PCNAP. We also recall that, besides our algorithms, no algorithms are known even for the element-and node-connectivity network activation problems because the analysis of the algorithms claimed by Nutov [14, 16] contains an error. For wireless networks, it is natural to consider node-connectivity, which represents tolerance against node failures, rather than edge-connectivity, which represents tolerance against link failures. Hence, our results are important for not only theory but also applications.
For our algorithms to run in polynomial time, they require that W is given as a list of numbers in it, and each activation function ψ uv is given as a list of its values for all pairs (i, j) ∈ W × W . The algorithms may not run in polynomial time when W and activation functions are given in a compact form. However, all previous research [16, 17] studied the network activation problem under the same or equivalent assumption because this requirement is reasonable in the known applications (including node-weighted SNDP). Let us present a high level overview of our algorithms. Our algorithms first reduce the problem with high connectivity requirements to the augmentation problem, which asks to increase the connectivity of demand pairs by one. This is a standard trick for SNDP, and we will show in Section 2 that this trick can work even for the PCNAP. Then, our algorithms compute an optimal solution to a linear programming (LP) relaxation, and discard some of the demand pairs according to the optimal solution, which is a popular way to deal with prize-collecting problems since Bienstock et al. [2] . In the last step, the algorithms solve the problem using the greedy spider cover algorithm. To obtain an approximation guarantee, we are required to show that the minimum density of spiders can be bounded in terms of the optimal value of the LP relaxation. We achieve this by presenting a primal-dual algorithm for computing spiders, which is the same approach as [1, 3, 18] .
As observed from this overview, our algorithms rely on many ideas given in the previous studies on the prize-collecting SNDP and the network activation problem. However, it is highly nontrivial to apply these ideas for the PCNAP, and we required several new ideas to obtain our algorithms. Specifically, the technical contributions of the present article are the following three new findings: an LP relaxation of the problem, a primal-dual algorithm for computing spiders, and a potential function for analyzing the greedy spider cover algorithm. Below we explain these one by one.
LP Relaxation. Nutov's spider decomposition theorem is useful for the biset covering problem defined from the SNDP and the network activation problem, but we have to strengthen it for solving their prize-collecting versions. We define an LP relaxation of the problem and compare the minimum density of spiders with the density of fractional solutions feasible to this relaxation. The same attempt has been made previously by [1, 3, 11] for the node-weighted SNDP, but our situation is much more complicated. Each connectivity requirement in the node-weighted SNDP can be simply represented by demands on the number of chosen nodes in node cuts of graphs, which naturally formulates an LP relaxation that performs well. On the other hand, the network activation problem requires the decision of which edges are activated for covering bisets in addition to the decision on which weights are assigned to nodes for activating the edges. Hence, an LP relaxation for the network activation problem needs variables corresponding to edges and nodes, whereas that for the node-weighted SNDP needs only variables corresponding to nodes. However, dealing with both edge and node variables introduces a large integrality gap into a natural LP relaxation for the network activation problem, as we will see in Section 3. Hence, we require one to formulate an LP relaxation carefully.
In the present article, we propose a new LP that lifts the natural LP relaxation for the PCNAP. It is non-trivial even to see that our LP relaxes the PCNAP. We prove it using the structure of biset families defined from the connectivity constraints, wherein the biset family can be decomposed into a polynomial number of ring biset families, and the degree of each node is at most two in any minimal edge cover of a ring biset family. In addition, the main result in this article implies that our LP has small integrality gap.
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Let us mention that the idea on formulating our LP relaxation is potentially useful for other covering problems. The author pointed out in his recent work [6] that a natural LP relaxation has a large integrality gap for many covering problems in node-weighted graphs. He also presented several tight approximation algorithms using the LP relaxations designed based on the idea we propose in the present article.
Primal-dual Algorithm for Computing Spiders. For bounding the minimum density of spiders in terms of optimal values of our relaxation, we will present a primal-dual algorithm for computing spiders. Usually, a primal-dual algorithm computes fractional solutions feasible to the dual of an LP relaxation together with primal solutions, but this seems difficult for our relaxation because of its complicated form. Hence, our algorithm does not directly compute solutions feasible to the dual of our relaxation. Instead, we define another LP simpler than our relaxation, and our algorithm computes feasible solutions to the dual of this simpler LP. Although the simpler LP does not relax our relaxation, we can show that it is within a constant factor of our relaxation if biset families are restricted to laminar families of cores, which are bisets that do not include more than one minimal biset. Our primal-dual algorithm computes dual solutions that assign nonzero values only to variables corresponding to cores in laminar families. Hence, the density of spiders can be analyzed in terms of our relaxation.
Summarizing, our algorithm uses two different LPs: the LP obtained by lifting the natural relaxation is used for deciding which demand pairs are discarded in the first step, and the simpler LP with laminar core families is used in the second step that iterates choosing spiders. We note that the simpler LP cannot be used in the first step because of two reasons. First, we do not know beforehand which laminar core families will be used, and second, we have different laminar families in distinct iterations.
Although our primal-dual algorithm for the simpler LP seems to be similar to primal-dual algorithms known for related problems, its design and analysis is not trivial. One reason for this is the existence of more than one choice of weights for each end node of activated edges as we have already mentioned. Another reason is the involved structure of bisets. Since a biset is defined as an ordered pair of two node sets, covering a biset family by edges is a much more difficult problem than covering a set family, for which primal-dual algorithms are often studied. Indeed, our algorithm utilizes many non-trivial properties of uncrossable biset families. Vakilian [18] also studied a primal-dual algorithm for computing a spider on an uncrossable biset family, but his algorithm uses a property of biset families arising from node-weighted SNDP with element-connectivity requirements. On the other hand, our algorithm deals with arbitrary uncrossable biset families.
Potential Function for Analyzing Greedy Spider Cover Algorithm. Nutov [14] claimed that repeatedly choosing a constant approximation of minimum density spiders achieves O (log |V |)-approximation for covering uncrossable biset families. This claim is true if biset families are defined from edge-connectivity requirements. However, it is not true for all uncrossable biset families. The claim is based on the fact that contracting a spider with f feet decreases the number of minimal bisets by a constant fraction of f . However, there is a case in which contracting a spider does not decrease the number at all (see Section 6). Vakilian [18] showed that the claim is true for biset families arising from the node-weighted SNDP, but it cannot be extended to arbitrary uncrossable biset families, including those from the network activation problem.
To rectify this situation, we will define a new potential function. The new potential function depends on the number of minimal bisets and nodes shared by at least two minimal bisets. If the number of minimal bisets does not decrease considerably when a spider is selected, many new minimal bisets share the head of the spider. This fact motivates the definition of the potential function.
With this new potential function, the definition of density of an edge set will be changed to the total weight for activating it divided by the value of the potential function. We cannot prove that the minimum density of spiders is at most that of biset family covers after changing the definition of density. Instead, we will show that a spider minimizing the density in the old definition approximates the density of biset family covers in the new definition within a factor of O (k ). This proves that the greedy spider covering algorithm achieves O (k log |V |)-approximation for the biset covering problem with uncrossable biset families. Since Klein and Ravi [10] , the greedy spider cover algorithms have been applied to many problems related to the node-weighted SNDP. Considering this usefulness of the greedy spider cover algorithms, our potential function is of independent interest because it is required for analyzing the algorithms for uncrossable biset families.
Roadmap
The remainder of this article is organized as follows. Section 2 presents the reduction from the PCNAP to the augmentation problem and introduces preliminary facts on biset families. Section 3 defines our LP relaxation. Section 4 presents our algorithm for the augmentation problem. A part of this algorithm and its analysis is given in Sections 5 and 6. Section 5 presents a primal-dual algorithm for computing spiders, and Section 6 presents a new potential function for analyzing the algorithm. Section 7 presents implications of our algorithm for the augmentation problem. Section 8 concludes this article.
PRELIMINARIES
Reduction to the Augmentation Problem
First, we define the augmentation problem in detail. We assume that there are two edge sets E 0 and E, and activation functions are given for edges in E. The connectivity of each demand pair {s i , t i } is at least k − 1 in the graph (V , E 0 ), and a subset F of E is feasible if the connectivity of each demand pair in (V , E 0 ∪ F ) is at least k . The objective of the problem is to find a node weight function w : V → W so that E w is feasible and w (V ) is minimized. In the prize-collecting augmentation problem, each demand pair {s i , t i } has a penalty π i , and if the connectivity of {s i , t i } is smaller than k in the graph (V , E 0 ∪ E w ), then we must pay the penalty. The objective of the prize-collecting augmentation problem is to find a node weight function w that minimizes the sum of w (V ) and penalties we have to pay. PCNAP can be reduced to the prize-collecting augmentation problem as follows. Proof. We sequentially define instances of the prize-collecting augmentation problem. In the first instance, E 0 is set to be empty and E is the edge set of the graph in the instance of the PC-NAP. Activation functions, demand pairs, and their penalties are the same as those in the PCNAP instance. The connectivity of each demand pair is 0 in (V , E 0 ), and the requirement of a demand pair is satisfied if its connectivity is increased to at least one in (V , E 0 ∪ E w ). Let k ∈ {2, . . . , k }. The k -th instance is defined after solving the first k − 1 instances. For each i ∈ [k − 1], let w i be the node weight function computed by the α-approximation algorithm for the i-th instance. In the k -th instance, the edge set E 0 is the set of edges activated by one of w 1 , . . . ,w k −1 , and the edge set E consists of the other edges. The demand pairs in the k -th instance consist of {s i , t i } such that r i ≥ k and the connectivity of {s i , t i } is at least k − 1 in (V , E 0 ). The penalties associated with demand pairs and the activation functions are the same as those in the PCNAP instance. We repeat the above sequence until the k-th instance is solved. Our solution w to the PCNAP instance is defined by w (v) = max 1≤k ≤k w k (v) for each v ∈ V .
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The objective value achieved by a node weight function is smaller in the instances of the prizecollecting augmentation problem than the PCNAP instance. Hence, the objective value of w k in the k -th instance is at most the optimal objective value of the PCNAP instance. Moreover, the objective value of our solution w for the PCNAP instance is at most the sum of the objective values of w 1 , . . . ,w k (in their own instances). This means that w is an αk-approximate solution.
Biset Covering Problem
Here, we formulate the prize-collecting augmentation problem as a problem of activating edges covering bisets. A biset is an ordered pairX = (X , X + ) of subsets of V such that X ⊆ X + . The former element of a biset is called the inner-part and the latter is called the outer-part. We always let X denote the inner-part of a bisetX and X + denote the outer-part ofX . X + \ X is called the boundary of a bisetX and is denoted by Γ(X ). For an edge set E, δ E (X ) denotes the set of edges in E that have one end-node in X and the other in V \ X + . We say that an edge e coversX if e ∈ δ E (X ), and a set F of edges covers a biset family V if eachX ∈ V is covered by some edge in F .
Let
. We say that a bisetX separates a demand pair
as the family of bisetsX such that 
A maximal biset in a ring-family is unique because ring-families are closed under union.
The following lemma indicates that the uncrossable biset families characterize the augmentation problem with edge-and element-connectivity requirements. Lemma 2.2 follows from the submodularity and posimodularity of |δ E 0 (·)| and |Γ(·)|, and a simple case analysis. The same claim can be found in [5, 14] , and we recommend referring to them for the proof of Lemma 2.2.
By Lemma 2.2, the augmentation problem with edge-or element-connectivity requirements is contained by the problem of finding a minimum weight edge set covering a given uncrossable biset family which can be represented as the union of ring-families. The biset family i ∈D V node i defined from the node-connectivity requirements is not necessarily uncrossable. However, it was shown previously in [4, 14, 15] that this family can be decomposed into uncrossable families, and the union of covers of these uncrossable families gives a good approximate solution for the nodeconnectivity augmentation problem. We apply this approach for dealing with node-connectivity constraints (see Section 7).
We define the biset covering problem as the problem of minimizing the sum of node weights under the constraint that the edges activated by the node weights cover given biset families. The prize-collecting version of the biset covering problem is defined as follows. Given an undirected graph G = (V , E) such that each edge in E is associated with an activation function, demand pairs
, let V i be the family of bisets in V that separate {s i , t i }. We say thatX ∈ V is violated by an edge set F ⊆ E if δ F (X ) = ∅. The penalty of w : V → W is π i where the summation is taken over all i ∈ [d] such that E w violates some biset in V i . The objective of the problem is to find w : V → W that minimizes the sum of w (V ) and penalty of w. When we discuss this problem, we usually assume that V is an uncrossable family and V i is a ring-family for each i ∈ [d]. This problem generalizes the prize-collecting augmentation problem, and hence, it suffices to present an algorithm for the problem.
Our results require several properties of uncrossable biset families. We say that bisetsX andŶ are strongly disjoint when both X ∩ Y + = ∅ and X + ∩ Y = ∅ hold. When X ⊆ Y and X + ⊆ Y + , we sayX ⊆Ŷ . Minimality and maximality in a biset family are defined with regard to inclusion. A biset family V is called strongly laminar when, ifX ,Ŷ ∈ V are not strongly disjoint, then they are comparable (i.e.,X ⊆Ŷ orŶ ⊆X ). A minimal biset in a biset family V is called a min-core, and M V denotes the family of min-cores in V. A biset is called a core if it includes only one min-core, and C V denotes the family of cores in V, where min-cores are also cores. When V is clear from the context, we may simply denote them by M and C.
For a biset family V, bisetX , and node v, V (X ) denotes {Ŷ ∈ V :X ⊆Ŷ } and
Lemma 2.3. If V is an uncrossable family of bisets, then the following properties hold:
ThenŶ is strongly disjoint with anyX ∈ C(X ). In particular, min-cores are pairwise strongly disjoint.
Proof. The proof of Lemma 2.3 can be found in [14] . Here, we sketch the proof for selfcontainment. LetX ,Ŷ ∈ M,X ∈ C(X ), andŶ ∈ C(Ŷ ). Since V is uncrossable, (a)X ∩Ŷ ,X ∪ Y ∈ V or (b)X \Ŷ ,Ŷ \X ∈ V holds. IfX =Ŷ , then (b) does not hold since otherwise,X includes two strongly disjoint coresX andX \Ŷ . Hence (a) always holds ifX =Ŷ , which proves (i). IfX andŶ are distinct, (a) does not hold since otherwise,X includes two strongly disjoint coreŝ X andX ∩Ŷ . Hence (b) always holds in this case, which proves (ii). Moreover, from (ii), we havê Y \X ∈ C(Ŷ ) holds. SinceŶ is minimal in C(Ŷ ), this indicates thatŶ \X =Ŷ , showing thatŶ is strongly disjoint withX . Therefore, (iii) is proven.
For a biset family V and an edge set F , let V F = {X ∈ V : δ F (X ) = ∅}. The following lemma is required when we compute solutions recursively. Lemma 2.4. Let V be a family of bisets and
, and δ F (Ŷ \X ) are empty. The claim follows from this fact.
Below, we consider directed edges for technical reasons. A denotes the set of directed edges obtained by orienting the edges in E in both directions. δ − A (X ) denotes {uv ∈ A : v ∈ X , u ∈ V \ X + } for a bisetX . We say that a directed edge e covers a bisetX if e ∈ δ − A (X ), and a set F of directed 49:10
edges covers a biset family V if each biset in V is covered by some edge in F . The following lemma will be required to prove that our LP relaxes the prize-collecting biset covering problem.
Lemma 2.5. Let F be an inclusion-wise minimal set of directed edges that covers a ring-family V of bisets. Then the in-degree and out-degree of each node in the graph
Proof. Let v ∈ V . First, we prove that at most one edge in F leaves v. For arriving at a contradiction, suppose that F contains two edges e = vu and e = vu . By the minimality of F , there existX ∈ V with δ − F (X ) = {e} andX ∈ V with δ − F (X ) = {e }. Note that v X + ∪ (X ) + . We haveX ∩X ,X ∪X ∈ V because V is a ring-family. u ∈ X \ X and u ∈ X \ X hold, and hence e, e δ − F (X ∩X ) holds. However, this means that δ − F (X ∩X ) contains an edge distinct from e and e , and that this edge coversX orX . This contradicts the definition ofX orX .
We can also see that F contains at most one edge entering v. To the contrary, suppose that there are two edges f = uv and
We haveŶ ∩Ŷ ,Ŷ ∪Ŷ ∈ V. If f coversŶ ∪Ŷ , then it coversŶ as well, which is a contradiction. Hence f does not coverŶ ∪Ŷ . Similarly, we can see that f does not coverŶ ∪Ŷ , which means that δ − F (Ŷ ∪Ŷ ) contains an edge that is distinct from f and f , and it coversŶ orŶ . However, this contradicts the definition ofŶ orŶ .
LP RELAXATION FOR PRIZE-COLLECTING AUGMENTATION PROBLEM
In this section, we present an LP relaxation for the prize-collecting augmentation problem. Henceforth, we let k denote the target connectivity; the connectivity of each demand pair is k − 1 in (V , E 0 ), and the problem requires an increase in the connectivity of each demand pair by at least one.
Recall that ψ uv is the activation function associated with an edge uv ∈ A. Suppose that V represents the biset family defined from the connectivity demands. We let Ψ uv denote the set of pairs (j, j ) ∈ W × W such that ψ uv (j, j ) = true. A natural integer programming (IP) formulation for the prize-collecting biset covering problem can be given by preparing variables x (uv, j, j ) ∈ {0, 1} for each uv ∈ A and (j, j ) ∈ Ψ uv , x (v, j) ∈ {0, 1} for each v ∈ V and j ∈ W , and y(i) ∈ {0, 1} for each i ∈ [d]. x (uv, j, j ) = 1 indicates that uv is activated by weights w with w (u) = j and w (v) = j . x (v, j) is equal to 1 if v is assigned the weight j, and 0 otherwise. y(i) indicates whether the connectivity requirement for {s i , t i } is satisfied, and y(i) = 0 holds when all bisets separating {s i , t i } are covered. The connectivity constraints require that, for each i ∈ [d] andX ∈ V i , y(i) = 1 holds orX is covered by an activated edge, which is represented
, then u and v must be assigned the weights j and j , respectively. This is represented by
In conclusion, IP can be described as follows:
However, the LP relaxation obtained by dropping off the integrality constraints from this IP has an unbounded integrality gap as follows. Consider the case where d = 1, V 1 consists of only one bisetX , and δ E (X ) contains m edges incident to a node u ∈ V \ X + . Moreover, W = {0, 1} and each edge uv is activated by weights w (u) = 1 and w (v) = 0. Suppose π 1 = +∞ so that y(1) = 0 holds in any optimal solutions for the IP and LP relaxation. For this instance, an integral solution activates one edge from δ − A (X ) by assigning weight 1 to u and weight 0 to the other end-node of the chosen edge, which achieves the objective value 1. On the other hand, define a fractional solution x so that x (u, 1) = 1/m, x (v, 0) = 1/m, and x (uv, 1, 0) = 1/m for all uv ∈ δ − A (X ), and the other variables are equal to 0. This solution is feasible for the LP relaxation, and its objective value is 1/m. This example implies that the integrality gap of the LP relaxation is at least m.
For this reason, we need another LP relaxation. Our idea is to strengthen Equations (1) and (2). In the above IP, x (u, j) is bounded by x (uv, j, j ) from below in Equation (1) . Instead, our new constraints bound x (u, j) by v ∈X :uv ∈A j ∈W :(j, j ) ∈Ψ uv x (uv, j, j ) for eachX ∈ V with u X + . However, these constraints are so strong that solutions feasible to the prize-collecting biset covering problem do not satisfy it. To remedy this drawback, we introduce new variables
For notational convenience, we introduce the following notations: (2) is similarly modified. We prove that this is valid for the prize-collecting biset covering problem when V i is a ring-family for each i ∈ [d]. Summarizing, the following is the proposed LP relaxation.
Note: In [6] , the author applied a similar idea of lifting LP relaxations for solving several covering problems in edge-and node-weighted graphs. He defined a new LP relaxation by replacing edge variables by variables corresponding to pairs of edges and constraints, and showed that the new LP relaxation has better integrality gap than the original one. This idea cannot be applied to the SNDP and the network activation problem in a straightforward manner because they have an exponential number of constraints. Hence, we instead define a new variable for each pair of edges and demand pairs, which makes the number of new variables polynomial. Proof. Let w : V → W be a solution to the prize-collecting biset covering problem, and let A w be the set of directed edges obtained by replacing each {u, v} ∈ E w with uv and vu. For each i ∈ [d], let A i be a minimal subset of A w covering the bisets in V i that are covered by E w . We define an integer solution (x, y) to PCLP(V ) as follows:
We can see that the objective value of (x, y) is at most that of w. We here prove that (x, y) is feasible for PCLP(V ). Since A i covers eachX ∈ V i unless y(i) = 1, we can see that Equation (3) holds. Since V i is a ring-family for each i ∈ [d], the right-hand side of Equation (4) is at most one by Lemma 2.5. If it is one, then the left-hand side of Equation (4) is also one by the definition of x. Hence, x satisfies Equation (4). It can be similarly observed from Lemma 2.5 that x satisfies Equation (5).
In our algorithm, we first solve PCLP(V ). This is possible by the ellipsoid method under the assumption that a polynomial-time algorithm is available for computing a minimal biset, including a specified node in its inner-part over a ring-family. This is because the separation over the feasible region of PCLP(V ) can be done in polynomial time as follows. The separation of Equation (3) can be reduced to the submodular function minimization problem for which polynomial-time algorithms are known. Equation (4) has an exponential number of constraints for fixed i ∈ [d], u ∈ V , and j ∈ W , but a maximal biset in V i such that u ∈ V \ X + is unique and can be found in polynomial time by the above assumption and from the fact that V i is a ring-family. Hence, it is sufficient to check a polynomial number of inequalities for the separation of Equation (4), which can be done in polynomial time. The separation of Equation (5) can be done similarly. If V is defined as
i , then the algorithm in the assumption is available, and the minimal biset can be computed from maximum flows. The separation of Equation (3) can be done by the maximum flow computation as well in such a case. Moreover, PCLP(V ) has a compact represen-
i , and hence we can also use other LP solvers for solving PCLP(V ).
After solving PCLP(V ), we round each variable y(i), i ∈ [d] in the optimal solution to either 0 or 1 by a threshold rounding algorithm. We let NPCLP(V ) denote the LP such that y(i) is fixed to 0 for all i ∈ [d]. We then apply a primal-dual algorithm, given in Section 5, that computes a spider for the remaining demand pairs.
The primal-dual algorithm does not deal with NPCLP(V ) directly but runs on a simpler LP, which we call CoreLP(V ). In CoreLP(V ), there is a variable x (uv, j, j ) for each uv ∈ A and (j, j ) ∈ Ψ uv . Notice that it does not depend on i ∈ [d]. We introduce notations similar to x i (δ (X )), x i (X , u, j), and x i (X , v, j ) as follows:
CoreLP(V ) does not relax NPCLP(V ) or the biset covering problem. In fact, the analysis of our primal-dual algorithm does not use CoreLP(V ). The LP relaxation we use is CoreLP(L) defined from some subfamily L of V. We do not know L beforehand, but we can show that L is a strongly laminar family of cores of V. The following lemma indicates that in this case CoreLP(L) is within a constant factor of NPCLP(V ). Proof. From an optimal solution x for NPCLP(V ), we define a feasible solution x for CoreLP(L) such that the objective value of x in CoreLP(L) is at most twice that of x in NPCLP(V ). Clearly this proves the lemma.
For v ∈ V and j ∈ W , we set both x in (v, j) and x out (v, j) to x (v, j). We initialize x (uv, j, j ) to 0 for each uv ∈ A and (j, j ) ∈ Ψ uv . Then, x satisfies the constraints (7) and (8) , and the non-negativity constraints in CoreLP(L), and the objective value of x is exactly twice that of x. In the following, we present a procedure to update variables x (uv, j, j ), uv ∈ A, (j, j ) ∈ Ψ uv so that x satisfies Equation (6) . When the procedure terminates, x is feasible for CoreLP(L).
Now we define the procedure. Let L denote a subfamily of L, where L = ∅ at the beginning of the procedure. The procedure updates x (uv, j, j ), uv ∈ A, (j, j ) ∈ Ψ uv preserving the following four invariants: (7) and (8), and the non-negativity constraints; -if an edge e ∈ A covers no biset in L , then x (e, j, j ) = 0 for any (j, j ) ∈ Ψ e .
The procedure consists of iterations. In each iteration, the procedure picks a minimal bisetX in L \ L , updates x so that Equation (6) is satisfied forX , and addsX to L . This update does not decrease the left-hand side of Equation (6) for the bisets that belong to L at the beginning of the iteration, and hence the first invariant is preserved. The procedure repeats these iterations until L = L. Since the size of L is increased by one in each iteration, the number of iterations is at most |L|.
Let us explain how to update x in each iteration. Let i denote the index of a demand pair such thatX ∈ V i . Notice that the left-hand side of Equation (6) forX is equal to x (δ (X )) = u ∈V \X + j ∈W x (X , u, j). If this value is at least 1, then x satisfies Equation (6) forX . In this case, we just addX to L without changing Equation (6) . Suppose that this value is smaller than 1 at the beginning of the iteration. Since x is feasible for NPCLP(V ), we have u ∈V \X + j ∈W x i (X , u, j) = x i (δ (X )) ≥ 1 from Equation (3) (recall that y(i) is fixed to 0 in NPCLP(V )). Therefore, there exists a node u ∈ V \ X + and a weight j ∈ W such that x i (X , u, j) > x (X , u, j). Moreover, there exist an edge uv ∈ δ − A (X ) and a weight j ∈ W such that (j, j ) ∈ Ψ uv and x (uv, j, j , i) > x (uv, j, j ). We increase x (uv, j, j ) by a certain amount ϵ > 0.
Let us observe that x (uv, j, j ) can be increased by ϵ without violating Equation (7) , j) holds by the fourth invariant. Hence, it suffices to prove that Equation (7) is not violated forX , u, and j after increasing x (uv, j, j ). Notice that x i (X , u, j) ≤ x (u, j) = x out (u, j) holds, where the inequality follows from Equation (4), and the equality follows from the definition of x out (u, j). Hence, ϵ ≤ x i (X , u, j) − x (X , u, j) ≤ x out (u, j) − x (X , u, j) holds, which means that ϵ is at most the slack of the constraint (7) forX , u, and j. Hence, the constraint is not violated even if x (uv, j, j ) is increased by ϵ.
We also have to preserve Equation (8) when x is updated. LetẐ be the minimal biset in L such that v ∈ Z . Since v ∈ X , we haveẐ ⊆X . We define two cases according to whether
, where x denotes the one before the update. Notice that x (Ẑ , v, j ) ≥ x (Ŷ , v, j ) holds for allŶ ∈ L with v ∈ Y by the minimality ofẐ . Hence, in Case (a), increasing x (uv, j, j ) by ϵ also preserves Equation (8) by setting ϵ to a number at most x in (v, j ) − x (Ẑ , v, j ). In Case (b), we letẐ be the maximal biset in L ∪ {X } such that v ∈ Z and x (Ẑ , v, j ) = x in (v, j ). Notice thatẐ ⊆Ẑ ⊆X holds. We then define two subcases according to whetherẐ ⊂X (Case (b1)) orẐ =X (Case (b2)).
In Case (b1), we have
) and a weight j ∈ W such that (j , j ) ∈ Ψ f and x ( f , j , j ) > 0. In this case, we increase x (uv, j, j ) and decrease x ( f , j , j ) by ϵ simultaneously. LetX be the minimal biset in L such thatẐ ⊂X ⊆X and f δ − A (X ); see Figure 1 . ϵ is set to a number at most
In Case (b2), there exist an edge
. Also in this case, we increase x (uv, j, j ) and decrease x ( f , j , j ) by ϵ, whereas ϵ is set to a number at most
The update in Cases (b1) and (b2) preserves the invariants. If f covers a bisetŶ ∈ L , then uv also coversŶ becauseŶ ⊆X by the second invariant and v ∈ X ∩ Y . Hence, the update in this case does not decrease the left-hand side of Equation (6) for any biset in L . Summing up, in Case (a), we increase x (uv, j, j ) by ϵ, where ϵ is defined as
we also decrease x ( f , j , j ) by ϵ together with the increase of x (uv, j, j ), where the definitions of f and j are slightly different in Case (b1) and in Case (b2). The definition of ϵ in Case (b1) is min{x (uv, j, j
We repeat these updates until Equation (6) is satisfied forX .
Let us observe that a finite number of updates suffices for satisfying Equation (6) withX . In Cases (a) and (b1), x (δ (X )) is increased by a positive amount in each update. Hence, the number of updates in these cases is finite. The update in Case (b2) decreases -the number of pairs uv ∈ δ − A (X ) and (j, j ) ∈ Ψ uv such that x (uv, j, j ) < x (uv, j, j , i), -the number of pairs of u X + and j ∈ W such that x i (X , u, j) > x (X , u, j), -or the number of pairs of f ∈ δ − A (X ) and
The updates in Cases (a) and (b1) do not increase these numbers. Hence, after a finite number of updates, x satisfies Equation (6) withX .
The dual of CoreLP(V ) is
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ALGORITHM FOR THE PRIZE-COLLECTING BISET COVERING PROBLEM
The following theorem is the main result in this article. By Lemma 2.2, the biset families arising from the prize-collecting augmentation problem satisfy the conditions in Theorem 4.1 when the edge-connectivity or the element-connectivity requirements are given. Hence, we obtain our algorithms for these connectivity requirements. For the node-connectivity requirements, algorithms are obtained by combining Theorem 4.1 and existing results on decomposition of connectivity requirements; details are explained in Section 7. In this section, we give an overview of the algorithm claimed in Theorem 4.1.
In the algorithm, we first compute an optimal solution (x, y) for PCLP(V ). We then eliminate all demand pairs {s i , t i } such that y(i) ≥ 1/2, and eliminate each biset that separates no remaining demand pair from V. Note that the total penalty of the eliminated demand pairs is at most 2 i ∈[d ] y(i). Let V be the biset family obtained after eliminating bisets from V. NPCLP(V ) ≤ 2 v ∈V j ∈W j · x (v, j) holds because 2x is feasible to NPCLP(V ). We construct w : V → W such that the edges activated by w cover V , and w (V ) = O (γ log(γ d )) · NPCLP(V ). The objective value of w in the original instance of the prize-collecting augmentation problem is at most
, and hence it satisfies the required conditions. Now we explain how to construct w . In Section 5, we define a spider, which is a set of edges satisfying certain conditions, and present an algorithm for computing w : V → W , a spider S activated by w, and a strongly laminar family L of cores of V . We apply the algorithm to V , remove edges in S from the graph, and remove the bisets covered by S from V . This is repeated until all bisets in V are removed. Let I be the number of iterations, and let w (i ) , S (i ) , and L (i ) denote w, S, and L computed in the i-th iteration for each i
, it is not difficult to see that the edges activated by w cover all bisets that are included in V at the beginning.
To bound w (V ), we use a standard argument about the greedy algorithm for the set cover problem. Let V (i ) denote V at the beginning of the i-th iteration. Each spider S has a number of feet, and we denote the number of feet of S by f (S ). In Theorem 5.1 of Section 5, we show that w (i ) , S (i ) , and
Moreover, in Section 6, we define a potential ϕ (X) for each core family X such that ϕ (X) = 0 holds if and only if X is empty. We also prove that Recall that CoreLP(L (i ) ) ≤ 2NPCLP(V (1) ) by Lemma 3.2. Then, we have
Hence, the above relationship shows that
In the rest of this article, we present the algorithm to compute w, S, and L in Section 5, and present the potential function ϕ in Section 6. In Section 7, we present corollaries of Theorem 4.1.
PRIMAL-DUAL ALGORITHM FOR COMPUTING SPIDERS
A spider for a biset family V is an edge set S ⊆ E such that there exist h ∈ V andX 1 , . . . ,X f ∈ M, and S can be decomposed into subsets S 1 , . . . , S f that satisfy the following conditions:
h is called the head, andX 1 , . . . ,X f are called the feet of the spider. For a spider S, we let f (S ) denote the number of its feet. See Figure 2 for an example of spiders. Note that this definition of spiders for biset families is slightly different from the original one in [14] , where an edge set is a spider in [14] even if it does not satisfy the last condition given above. We say that node weights w activate a spider S if E w includes S. In this section, we present an algorithm for computing node weights that activate a spider. More precisely, we prove the following theorem. Our algorithm keeps an edge set F ⊆ E, core families L, A ⊆ C, and a feasible solution z to CoreDual(L). We initialize the dual variables z to 0 and F to the empty set. Both L and A are initialized to the family M of min-cores of V. Hence, by Lemma 2.3, each of L and A is pairwise strongly disjoint at this point.
The algorithm consists of two phases, called the increase phase and the deletion phase. In the increase phase, the algorithm repeats adding edges to F , modifying z, L, and A. During this process, A is always the set of min-cores not covered by F , and L is the set of cores which have ever belonged to A at that point. Hence, A ⊆ L, A is pairwise strongly disjoint, and L is strongly laminar. The increase phase increases the values of variables z(X ) corresponding to coresX ∈ A, keeping feasibility of z for CoreDual(V ). Since z(X ) > 0 holds only forX ∈ L, z is also feasible for CoreDual(L). The increase phase terminates when F includes a spider, and the algorithm proceeds to the deletion phase, that removes redundant edges from F . After the deletion phase, each core in L is covered by exactly one edge if it includes a foot of the spider. This is necessary for bounding the weights for activating the spider.
Increase Phase: We give a pseudocode of the increase phase in Algorithm 1. After initialization, the increase phase increases dual variables z(X ),X ∈ A uniformly. To help in understanding an intuition, we explain the algorithm using the concept of time. In this setting, the variables are increased by one in a unit of time. The algorithm described in Algorithm 1 is obtained by discretizing the one explained below.
For satisfying the constraints of CoreDual(L), we have to increase other variables as well. Suppose that there exist uv ∈ δ − A (X ) and (j, j ) ∈ Ψ uv for a coreX ∈ A. To satisfy Equation (9), for each such pair of uv and (j, j ), we have to increase z(X , u, j), or z(X , v, j ). Note that z(X , u, j) is bounded from above by Equation (11) for (u, j), and z(X , v, j ) is bounded from above by Equation (10) for (v, j ). Our algorithm first increases z(X , v, j ) at the same speed as z(X ) until Equation (10) becomes tight for (v, j ). Let τ (v, j ) denote the time when Equation (10) becomes tight for (v, j ). After time τ (v, j ), the algorithm increases z(X , u, j). The algorithm does this operation for each uv ∈ δ − A (X ) and (j, j ) ∈ Ψ uv independently. To explain this more rigorously, let IX be the set of pairs (v, j ) such that there exist uv ∈ δ − A (X ) and (j, j ) ∈ Ψ uv , and Equation (10) is not tight for (v, j ). Let OX be the set of pairs (u, j) such that there exist uv ∈ δ − A (X ) and (j, j ) ∈ Ψ uv with (v, j ) IX . The algorithm simultaneously increases z(X ), z(X , v, j ) for (v, j ) ∈ IX , and z(X , u, j) for (u, j) ∈ OX uniformly. We denote X ∈A IX and X ∈A OX by I and O, respectively.
Events: After increasing the dual variables for some time, we encounter an event that the dual variables can no longer be increased because Equation (11) becomes tight for some pair (u, j) ∈ O. Letτ be the time when this event occurs. If Equation (11) gets tight for more than one pair simultaneously, we choose an arbitrary pair (u, j). Then, we add edges to F as follows.
Let A u, j = {X ∈ A : u X + , z(X , u, j) > 0}. For eachX ∈ A u, j , there exists a pair of a node v ∈ X and a weight j such that uv ∈ δ − A (X ), (j, j ) ∈ Ψ uv , and Equation (10) is tight for (v, j ). If there exist more than one such pair, we choose (v, j ) such that τ (v, j ) is earliest, where ties are broken arbitrarily. We mark (uv, j, j ) tight, and add the edge {u, v} to F . Moreover, the edge {u, v} assigns the weight j to u and the weight j to v. We also defineX as the witness of the edge {u, v}. Because of this, each edge in F has the unique witness in L. In addition, we have the following property. (10) is tight for (v, j )} add {u, v} to F , and set the witness of {u, v} toX mark (uv, j, j ) tight, and assign j to u and j to v if A u, j = {X } for someX ∈ A and ∃Ẑ ∈ C :X ⊂Ẑ , δ F (Ẑ ) = ∅ then /* Case (a) */ chooseẐ so that it is minimal one satisfying the conditions
/* Case (b) */ terminate the increase phase, and proceed to the deletion phase Lemma 5.2. Let (uv, j, j ) be a tuple marked tight, and letX ∈ L be the witness of {u,
Proof. z(X , u, j) > 0 indicates that there exist uv ∈ δ − (X ) and (j, j ) ∈ Ψ uv such that Equation (10) is tight for (v , j ) when z(X , u, j) is increased. Simultaneously, since (uv, j, j ) is marked tight, there existsX ∈ L withX ⊆X , and Equation (10) gets tight for (v, j ) when z(X ) is increased. If uv δ − A (X ), thenX ⊂X holds. However, this means that τ (v , j ) is earlier than τ (v, j ). In this case, (uv, j, j ) is not marked tight, which is a contradiction.
If z(X , u, j) and z(X , v, j ) are increased simultaneously, then there exist v ∈ X and j ∈ W such that uv ∈ δ − A (X ) and (j, j ) ∈ Ψ uv , and Equation (10) is tight for (v , j ) at this moment. However, this means that τ (v , j ) is earlier than τ (v, j ), which is a contradiction again.
We define two cases here. In Case (a), A u, j = {X } holds for someX (i.e., |A u, j | = 1) and there exists a coreẐ ∈ C such thatX ⊆Ẑ andẐ is not covered by F (after the update of F ). In Case (b), |A u, j | ≥ 2 holds, or A u, j = {X } holds for someX and all coresẐ ∈ C withX ⊂Ẑ are covered by F .
Case (a): A u, j = {X } holds for someX and there exists a coreẐ ∈ C such thatX ⊂Ẑ andẐ is not covered by F . LetẐ be a minimal core among such cores.Ẑ is unique because C F (X ) is a 49:20 T. Fukunaga et al. ring-family by Lemmas 2.3 and 2.4. The algorithm addsẐ to both L and A, and removesX from A. Then, it continues the increase phase.
Lemma 5.3. A is the family of min-cores of V F after the update of Case (a).
Proof. Let uv be the directed edge that coversX such that {u, v} is added to F at timeτ . It suffices to show that {u, v} covers no core in A. LetẐ ∈ A. IfẐ =Ẑ , then its definition implies that {u, v} does not cover it. Hence, suppose thatẐ Ẑ . Let F represent F before {u, v} is added. SinceẐ was in A before the update,Ẑ is a min-core of V F , which implies thatẐ andẐ are strongly disjoint by Lemma 2.3 (iii). Recall that v ∈ Z because uv coversX andX ⊆Ẑ . v Z follows from v ∈ Z . Since {u, v} does not coverẐ , we haveu ∈ Z + , and hence u Z . These indicate that {u, v} does not coverẐ . Lemma 5.3 indicates that A is pairwise strongly disjoint and L is strongly laminar even after the update.
Case (b): |A u, j | ≥ 2 holds, or A u, j = {X } holds for someX and all coresẐ ∈ C withX ⊂Ẑ are covered by F . In this case, we proceed to the deletion phase, which removes several edges from F . We then output the obtained edge set, node weights for activating the edge set, and L. We will show that the obtained edge set is a spider.
Deletion Phase: LetŶ be a core in L that is covered by an edge in F , and letŶ 1 , . . . ,Ŷ l be the cores in L included inŶ . We assume without loss of generality thatŶ 1 ⊂ · · · ⊂Ŷ l =Ŷ holds.Ŷ 1 is a min-core of V. For each l ∈ [l], let {u l , v l } denote the edge in F whose witness isŶ l , and assume without loss of generality that
We define an algorithm to delete several edges from FŶ in Algorithm 2. Below, we let SŶ denote the edge set obtained by applying the algorithm to FŶ . Figure 3 illustrates an example to which the deletion algorithm is applied. 
. First, we show thatŶ l is covered by exactly one edge in SŶ . At a certain moment of the increase phase, the algorithm adds the edge {u l , v l } coveringŶ l to F , and defineŝ Y l as the witness of the edge. {u l , v l } is not removed by the deletion algorithm unless another edge coveringŶ l remains in SŶ . Hence,Ŷ l is covered by at least one edge after applying the deletion algorithm. Let p be the maximum integer in [l] 
holds for all l < l , we have l ≤ p. Moreover, since v p ∈ Y l , the deletion algorithm removes {u l , v l } from SŶ for all l with l ≤ l < p. Suppose that another edge {u p , v p } ∈ SŶ coversŶ l as well. Then, l < p holds by the same reason. The definition of p indicates that p < p, and hence {u p , v p } is removed from SŶ as mentioned above. Hence,Ŷ l is covered by exactly one edge in SŶ .
LetẐ ∈ C(Ŷ 1 , u l ). We show thatẐ is covered by at least one edge in SŶ . To the contrary, suppose thatẐ is covered by no edge in SŶ . LetẐ be a maximal core among such cores, and let q be the maximum integer in [l] such thatŶ q ⊆Ẑ . By the above claim, SŶ contains the edge e = {u p , v p } coveringŶ q . Since e does not coverẐ , we have e ⊆ Z + , and p < l holds because u l Z + .
Suppose that p > q. The left example in Figure 4 illustrates this case. By the maximality of q,Ŷ p is not included inẐ , and henceẐ ⊂Ẑ ∪Ŷ p holds. SinceẐ ∪Ŷ p ∈ C(Ŷ 1 , u l ), the maximality ofẐ indicates thatẐ ∪Ŷ p is covered by an edge in SŶ . Let f be an edge in SŶ coveringẐ ∪Ŷ p . Since e ⊆ Z + , e does not coverẐ ∪Ŷ p , implying e f . f coversẐ orŶ p . If f coversŶ p , thenŶ p is covered by two edges in SŶ , which is a contradiction. Hence, f coversẐ , which is a contradiction again.
Next, consider the case where p = q. The example on the right side of Figure 4 maximality of q,Ŷ q+1 is not included inẐ , and henceŶ q+1 ∩Ẑ ⊂Ŷ q+1 . By Lemma 5.3,Ŷ q+1 was a minimal core in C(Ŷ 1 , u l ) that was not covered by F when e was added to F . Note thatŶ q+1 ∩Ẑ ∈ C(Ŷ 1 , u l ). Hence, an edge in F coveredŶ q+1 ∩Ẑ when e was added to F . Let д denote such an edge. Since д does not coverŶ q+1 , we have д ⊆ Y + q+1 , implying that the witness of д is included in Y q+1 .Ŷ q is not the witness of д because e д. Hence, the witness of д is also included inŶ q . From this, it follows that д ⊆ Y + q ⊆ Z + . However, it indicates that д does not coverŶ q+1 ∩Ẑ , which is a contradiction.
The deletion phase applies Algorithm 2 to cores in L and defines a spider. See Algorithm 3 for a detailed description of the deletion phase.
Let us consider the case where A u, j = {X } holds for someX . In this case, by the definition of the increase phase, all coresẐ ∈ C withX ⊂Ẑ are covered by F . If no core in A includes u in its inner-part, then we apply the deletion algorithm toX to obtain SX , and output it. In the following lemma, it will be shown that SX is a spider with one foot in this case. Proof. LetM be the min-core included inX . We prove that SX is a spider and its foot isM. Lemma 5.4 indicates that all cores in C(M, u) are covered by SX . Hence, if SX covers all cores in C(M ) \ C(M, u), it is a spider with footM by setting its root to an arbitrary node outside the outer-part of the maximal core in C(M ). To the contrary, suppose that there exists a core in C(M ) \ C(M, u) that is not covered by SX . LetẐ be a minimal one among such cores.
We first prove thatẐ is strongly disjoint with anyŶ ∈ A \ {X }. IfẐ andŶ ∈ A \ {X } are not strongly disjoint, thenẐ \Ŷ ⊂Ẑ . Note thatẐ \Ŷ ∈ C(M ) by Lemma 2.3(ii). Hence the minimality ofẐ indicates thatẐ \Ŷ is covered by an edge e ∈ SX . e coversẐ orŶ . We derive a contradiction by showing that e does not coverŶ . Call the last edge added to F by {u, v} (i.e., the witness of {u, v} isX ). If e {u, v}, then e does not coverŶ because each core in A is not covered by F before {u, v} is added to F . Otherwise, both end nodes of e are not included in Y by the assumption and v ∈ X , and e does not coverŶ even in this case. Now considerẐ ∪X . This belongs to C(M) by Lemma 2.3(i), and is strongly disjoint with any other core in A \ {X }. Both end nodes of any edge in F except {u, v} are included in the outerpart of some core in A. Hence, those edges do not coverẐ ∪X . Moreover, {u, v} does not cover Z ∪X because u ∈ Z + and v ∈ X . Summing up, no edge in F coversẐ ∪X . This contradicts the assumption of the lemma.
Next, we consider the case where A u, j = {X } holds for someX , and a coreŶ ∈ A includes u in its inner-part. We letŶ 1 , . . . ,Ŷ l be the cores in L included inŶ , and assume thatŶ 1 
Suppose that u ∈ Y + 1 . Then SX is a spider such that u is its head, and its feet areM andŶ 1 , wherê M is the min-core included inX . Indeed, Lemma 5.4 indicates that all cores in C(M, u) are covered by SX , and C(Ŷ 1 , u) is empty by u ∈ Y + 1 . In this case, we output SX . Suppose that u Y + 1 . Let i ∈ [l] be the maximum number such that u Y + i . In this case, we apply the deletion algorithm toX andŶ i to obtain SX and SŶ i , and output SX ∪ SŶ i . We will prove that this is a spider with two feet, and u is its head. . Therefore, we haveŶ i ⊆Ẑ . ConsiderŶ i+1 ∩Ẑ . We haveŶ i ⊆Ŷ i+1 ∩Ẑ because bothŶ i+1 andẐ includeŶ i , and the equality does not hold because coversŶ i+1 ∩Ẑ becauseŶ i+1 ∩Ẑ ⊆Ŷ l . However, this contradicts thatŶ i+1 was a min-core when it entered A. Therefore, the proof is completed.
If |A u, j | ≥ 2, then we apply the deletion algorithm to eachŶ ∈ A u, j , and output Ŷ ∈A u, j SŶ .
Notice that V (SŶ ) ∩ V (SŶ ) ⊆ {u} holds forŶ ,Ŷ ∈ A u, j . For eachŶ ∈ A u, j and the min-coreM included inŶ , we can see that SŶ covers C(M, u) by Lemma 5.4. Hence, Ŷ ∈A u, j SŶ is a spider with head u and |A u, j | feet.
Now we have finished the definition of the spider. What remains is to define the weights w : V → W for activating the spider.
Lemma 5.7. There exists w : V → W such that the output spider S is activated by w and
Proof. Recall that each edge in S is undirected, but it has a unique direction in which it enters the inner-part of its witness. Hence, we regard the edges in S as directed edges in this proof. When e = uv ∈ S is added to F , e assigns a weight j e to u and a weight j e to v. These weights satisfy (j e , j e ) ∈ Ψ e , and Equation (11) is tight for (u, j e ) and Equation (10) is tight for (v, j e ). We can activate e by setting w (u) to a value of at least j e and w (v) to a value of at least j e . If a node has incident edges in S, we set the weight of the node to the maximum value assigned from the incident edges in S. If a node has no incident edge in S, then its weight is set to 0. Let τ be the time when the algorithm was completed. Below, we prove that the total weight assigned from edges in S is at most τ f (S ) where we do not count the weight assigned to the head h of S multiple times. Since τ = X ∈L z(X )/|M|, this proves the lemma.
LetM be a foot of S and S be the set of edges in S that cover C(M, h). Let e = uv ∈ S . e assigns j e ∈ W to u and j e to v. Moreover,
holds because Equation (11) is tight for (u, j e ), and
holds because Equation (10) is tight for (v, j e ). Let τ e denote the time when e is marked tight. We first consider the case where u is not the head of the spider, or the deletion phase begins with |A u, j e | = 1. By Lemma 5.2, the right-hand side of Equation (12) is contributed by cores covered by e. The right-hand side of Equation (13) is also contributed by cores covered by e. To see this, suppose that z(X , v, j e ) > 0 holds for someX ∈ L with v ∈ X . If e does not coverX , then u ∈ X + holds, implying that e was already in F whenX entered A. In other words,X enters A after time τ e . However, Equation (10) was tight for (v, j e ) at time τ e . Therefore, z(X , v, j e ) > 0 does not hold unless e coversX . Note that this is the case even when the deletion phase begins with |A u, j e | ≥ 2.
When |A u, j e | ≥ 2 (i.e., u is the head of the spider), e assigns j e to u, but more than one edge leaving u in S may assign the same weight to u. By the same discussion as above, if a coreX ∈ L with u X + satisfies z(X , u, j e ) > 0, then S contains an edge that leaves u and coversX . Hence, we here count only X ∈L(M,u ) z(X , u, j e ) as the weight assigned from e to u. A coreX ∈ L(M, u) contributing to this value is covered by e according to the discussion above. Then the total weight assigned from edges in S to all end nodes is exactly
This value is equal to
because z(X , u, j e ) and z(X , v, j e ) are not increased simultaneously by Lemma 5.2. Lemma 5.4 tells that eachX ∈ L is covered by exactly one edge in S. Hence, Equation (14) is equal to X ∈L(M ) z(X ).
Since two cores in L(M ) do not belong to A simultaneously, this does not exceed τ . If a min-coreM is not a foot of S, no (direct) edge in S covers any core in C(M ). Since S has f (S ) feet, it implies that the total weight is at most τ f (S ).
Theorem 5.1 follows from Lemmas 5.5, 5.6, and 5.7. In this section, V is an uncrossable family of bisets and γ stands for maxX ∈V |Γ(X )|. For analyzing the greedy algorithm of choosing spiders repeatedly, we need a potential function that measures the progress of the algorithm. Nutov [14] used |M V | as a potential. He claimed that this potential gives O (log d )-approximation because |M V | − |M V S | ≥ f (S )/3 holds for each uncrossable biset family V and each spider S of V. However, there is a case with |M V | − |M V S | = 0 as follows. Let V = {X 1 ,Ŷ 1 , . . . ,X n ,Ŷ n }, and suppose thatX l ⊆Ŷ l for each l ∈ [n],Ŷ l andŶ l are strongly disjoint for each l, l ∈ [n] with l l , and a node h is in Γ(Ŷ l ) \ X + l for each l ∈ [n]. V is strongly laminar, and hence uncrossable. Note that M V = {X 1 , . . . ,X n }, and hence |M V | = n. If the head of a spider S is h and its feet areX 1 , . . . ,X n (i.e., f (S ) = n), then M V S = {Ŷ 1 , . . . ,Ŷ n } holds, and hence
Vakilian [18] showed that such an inconvenient situation does not appear if V arises from the node-weighted SNDP. To explain this more precisely, let (V , E 0 ) be the graph to be augmented in an instance of the prize-collecting augmentation problem. Recall that the problem requires one to add edges in an edge set E to E 0 . If this instance is obtained by the reduction from the nodeweighted SNDP in Theorem 2.1, then E 0 is the subset of E 0 ∪ E induced by some node set U ⊆ V , and each bisetX that requires to be covered satisfies Γ(X ) ⊆ U . Moreover, a spider is not chosen if its head is in U , and therefore the heads of chosen spiders are not included in the boundary of any biset. This means that each spider S achieves |M V | − |M V S | ≥ f (S )/3 for V arising from the node-weighted SNDP. However, this is not the case for all uncrossable biset families, including those arising from the PCNAP because (V , E 0 ) may not be an induced subgraph in general.
Because of this, using |M V | as a potential function gives no desired approximation guarantee for general uncrossable biset families. Hence, we introduce a new potential function in this section. For a family X of cores and coreX ∈ X, let Δ X (X ) denote the set of nodes v ∈ Γ(X ) such that there exists another coreŶ ∈ X \ {X } with v ∈ Γ(Ŷ ). We define the potential ϕ X (X ) of a coreX as γ − |Δ X (X )|. The potential ϕ (X) of X is defined as (γ + 1)|X| + X ∈X ϕ X (X ). Proof. Since v ∈ Γ(X ) ⊆ Y + , v is either in Y or Γ(Ŷ ). Suppose it is the former case (i.e., v ∈ Y ). Then,Ẑ V S becauseŶ andẐ are not strongly disjoint in this case, andẐ ∈ V S contradicts Lemma 2.3 (iii). Moreover,Ẑ is included inŶ since, otherwise, they must be strongly disjoint, contradicting the existence of v. This means that all cores in C V (Ẑ ) are covered by S.
Suppose it is the latter case (i.e., v ∈ Γ(Ŷ )). LetẐ be a min-core in M V S that includesẐ , and assume that it is distinct fromŶ . Since v Δ M V S (Ŷ ), no min-core in M V S \ {Ŷ } contains v in its boundary. Hence, v ∈ Z . However, this means thatẐ andŶ are not strongly disjoint, which contradicts Lemma 2.3 (iii). This implies that S covers C V (Ẑ ) since, if C V (Ẑ ) contains a core not covered by S, then the minimal core among such cores is a min-core in M V S distinct fromŶ . Since ϕ (M V ) ≤ (2γ + 1)|M V |, we have
If f (S ) = 1, then ϕ (M V ) − ϕ (M V S ) ≥ f (S ) by Lemma 6.3, and hence, the required inequality follows from Equation (16) . Otherwise, ϕ (M V ) − ϕ (M V S ) ≥ ( f (S ) − 1)/2 by Lemma 6.3, and hence,
, where the first inequality follows from f (S ) ≥ 2. Combining with Equation (16), this gives
Our algorithm presented in Section 5 computes the node weights w and spider S claimed by Theorem 6.4 in polynomial time. Alternatively, one can use the simpler algorithm in [16] , which approximates w within a factor of 2.
IMPLICATIONS OF THEOREM 6.4
By the discussion in Section 4 and Theorem 6.4, we can prove Theorem 4.1. In this section, we present corollaries of Theorem 6.4. Proof. By Lemma 2.2, V edge and V ele satisfies the condition on V in Theorem 4.1. Moreover, γ = 0 for V edge and γ ≤ k − 1 for V ele . Hence, the corollary follows from Theorems 2.1 and 4.1.
We note that d = O (|V | 2 ). Hence, the above corollary gives an O (k log |V |)-approximation algorithm for the edge-connectivity PCNAP, and an O (k 2 log |V |)-approximation algorithm for the element-connectivity PCNAP.
The subsequent corollaries provide approximation algorithms for the node-connectivity requirements. Since it is reasonable to suppose k ≤ |V | for the node-connectivity requirements, the next corollary does not have k in contrast with Corollary 7.1.
Let T be the set of terminals, i.e., T = i ∈[d ] {s i , t i }. A subfamily T of 2 T is called k-resilient if, for each i ∈ [d] and X ⊆ T \ {s i , t i } with |X | ≤ k − 1, there exists T ∈ T such that {s i , t i } ∈ T and T ∩ X = ∅. Theorem 7.2 (Chuzhoy and Khanna [4] ).
-Let T be a k-resilient family, let F T be an edge set on V for each T ∈ T , and let i ∈ [d].
Suppose that, for eachT ∈ T with {s i , t i } ⊆ T , the element-connectivity of {s i , t i } with respect to a terminal set T is at least r i in the graph (V , F T ). Then, the vertex-connectivity of {s i , t i } is at least r i in the graph (V , T ∈T F T ). -There exists a randomized algorithm for computing a subfamily T of 2 T with |T | = O (k 3 log |T |) which is k-resilient with probability at least 1 − |T | −2k .
The following corollary is derived from Corollary 7.1 and Theorem 7.2.
Corollary 7.3. The node-connectivity PCNAP admits an O (k 5 log |T | log(kd))-approximation randomized algorithm.
When |T | ≥ Ck for some constant C > 1, we apply the algorithm of Nutov [15] to solve the augmentation problem. His algorithm constructs one instance with the rooted node-connectivity requirements and O (3|T |/(|T | − k )) 2 · log(3|T |/(|T | − k )) instances with single demand pairs from the augmentation problem. The connectivity requirements in the original instance are satisfied by the union of edge sets each of which satisfies the connectivity requirements in one of these constructed instances. His algorithm can be extended to the prize-collecting augmentation problem given from PCNAP. The constructed instance with the rooted node-connectivity requirements can be approximated within a factor of O (k 2 log(kd)) as proven in the proof of Corollary 7.4. Each of the instances with single demand pairs admits a constant factor approximation using the algorithm presented in [16] . By defining the weight of a node as the maximum weight computed in these instances, we have an O (k 2 log(kd))-approximate solution for the original augmentation.
When |T | < Ck, we solve the instances with each demand pair, and define the weight of a node as the maximum weight in the obtained solutions. Since the number of demand pairs is O (|T | 2 ) = O (k 2 ), this results in an O (k 2 )-approximation for the original instance of the prizecollecting augmentation problem.
In either of these cases, we have an at most O (k 2 log(kd))-approximation algorithm for the prize-collecting augmentation problem, and hence O (k 3 log(kd))-approximation algorithm for the subset node-connectivity PCNAP.
Note that log |T | = O (log |V |) and log(kd) = O (log |V |) in Corollaries 7.3, 7.4, and 7.5.
CONCLUSION
We have presented approximation algorithms for PCNAP. Our algorithms are built on new formulations of LP relaxations, the primal-dual algorithm for computing spiders, and the potential function for analyzing the greedy spider cover algorithm.
Our algorithms must solve the LP relaxation in order to decide which demand pairs should be satisfied by solutions. In contrast, several primal-dual algorithms such as those in [1, 11] can manage this without solving LP by generic LP solvers. In other words, these algorithms are combinatorial. We believe that it is challenging to design combinatorial algorithms for PCNAP.
