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ABSTRACT
Knowledge tracing (KT) has recently been an active research area
of computational pedagogy. The task is to model students’ mastery
level of knowledge based on their responses to the questions in the
past, as well as predict the probabilities that they correctly answer
subsequent questions in the future. A good KT model can not only
make students timely aware of their knowledge states, but also
help teachers develop better personalized teaching plans for stu-
dents. KT tasks were historically solved using statistical modeling
methods such as Bayesian inference and factor analysis, but recent
advances in deep learning have led to the successive proposals that
leverage deep neural networks, including long short-term mem-
ory networks, memory-augmented networks and self-attention
networks. While those deep models demonstrate superior perfor-
mance over the traditional approaches, they all neglect more or
less the impact on knowledge states of the most recent questions
answered by students. The forgetting curve theory states that hu-
man memory retention declines over time, therefore knowledge
states should be mostly affected by the recent questions. Based on
this observation, we propose a Convolutional Knowledge Tracing
(CKT) model in this paper. In addition to modeling the long-term
effect of the entire question-answer sequence, CKT also strengthens
the short-term effect of recent questions using 3D convolutions,
thereby effectively modeling the forgetting curve in the learning
process. Extensive experiments show that CKT achieves the new
state-of-the-art in predicting students’ performance compared with
existing models. Using CKT, we gain 1.55 and 2.03 improvements
in terms of AUC over DKT and DKVMN respectively, on the AS-
SISTments2009 dataset. And on the ASSISTments2015 dataset, the
corresponding improvements are 1.01 and 1.96 respectively.
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1 INTRODUCTION
One important aspect in education is to continuously estimate
each student’s mastery level of knowledge that is taught, or simply
termed knowledge state. According to the evolution of one’s knowl-
edge state, a tutor may properly design a personalized learning path
for the student, until she masters all the knowledge. Among those
alternative estimation methods, knowledge tracing (KT) models stu-
dents’ changing knowledge state by tracing their interactions with
coursework, i.e., a sequence of questions being solved. By observing
whether a student correctly answer each successive question con-
taining a particular knowledge concept, the model can adjust her
overall knowledge state and also predict her performance on the
next question. Thanks to the ease of interpretation and adoption,
knowledge tracing has been widely used in intelligent tutoring
systems and recently in MOOC platforms [? ? ].
Knowledge tracing models are used to be constructed using
statistical modeling methods such as Bayesian inference with a
Hidden Markov model [8, 33] and factor analysis with logistic re-
gression [3, 5, 22]. Due to the availability of massive educational
data released by large MOOC platforms and educational institu-
tions, a recent trend is to train neural network based models for
knowledge tracing, which have shown superior performance over
traditional methods. In the pioneering work [23], Piech et al. pro-
pose the DKT model using an LSTM network and significantly
improve the overall AUC of predicting students’ performance on
solving the next questions. The model reads each student-question
interaction (consisting of a question and the correctness of the
student’s answer) sequentially and predicts whether the student
answer the next question correctly. Inspired by this work, a series
of deep learning models are proposed to target various aspects in
the knowledge tracing task, including DKVMN [34], EERNN [28],
EKT [14], SKVMN [1] and SAKT [21], etc. Readers may refer to
Section 2 for a detailed literature review of existing KT models.
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Figure 1: The forgetting curve describes the law of the hu-
man brain forgetting new things. This curve has a major im-
pact on the study of human memory cognition. It reveals
that forgetting begins immediately after learning, when
only 20minutes have passed, only 58.2% ofmemory remains.
Therefore, recent exercises play a vital role in human mem-
ory.
Despite their superiority in predicting student performance, we
notice two major defects in the existing models. First, existing
methods always rely on the entire student-question interaction
sequence in the past to model knowledge state, that is, they have
not given extra consideration to the recent interactions in the model.
This is somehow counter-intuitive because a question answered in
a very early stage should have trivial effect on the question being
solved at present. The theory of Ebbinghaus Forgetting Curve [9]
states that human memory retention of knowledge declines very
quickly if there is no attempt to retain it, as shown in Figure 1. We
can see that in 20 minutes after learning, only 58% of memory is
retained, and this number drops to 25.4% in 6 days. Therefore, we
speculate that the effect of recently answered questions should be
strengthened in order to better model students’ knowledge state.
Secondly, all existing methods embed a student-question inter-
action into a vector and directly feed the embedded interaction
sequence into models. A commonly used setting is to represent a
question and the answer of a student using a one-hot encodings.
Such a naive representation cannot leverage network structures
that extract important local patterns, and thus may limit the pre-
dictive power of the models. We attempt to solve this problem by
reshaping the vectorized embedding into a matrix and then us-
ing convolutions to extract its local patterns. These convolutions
can extract important spatial patterns from the student-question
interactions, which would be not possible with only LSTM units.
Motivated by these two observations, we propose in this work a
new KT model, which is called Convolution-augmented Knowledge
Tracing, or simply CKT. At the core of the new architecture is a
3D convolution network for capturing the information from the
recent student-question interactions. In particular, given a student-
question interaction sequence, we first embed each interaction into
a vector and feed them sequentially into a classic LSTM network,
following the method in DKT [23]. The LSTM network outputs a
hidden representation at every step t , which represents the hidden
state of the processed interactions in the sequence so far. Mean-
while, at every step t we reshape each of the previous k embeddings,
i.e., the embeddings from step t − k + 1 to t , into a matrix (feature
map) preserving the same elements in the corresponding vector
embedding, and then stack the k matrices in their original chrono-
logical order to form a three-dimensional tensor. The tensor thus
represents the information of very recent interactions for which
the student still have relatively high memory retention. Then moti-
vated by video recognition tasks, we employ a 3D convolutional
network [30, 31] to learn from the tensor, which eventually outputs
a hidden representation with length equal to that of the hidden
representation generated by the LSTM network. The benefit of us-
ing 3D convolutions is two-fold. First, the convolutions can extract
important spatial patterns from the reshaped matrix. Second, the
3D convolutions can establish the relationship on three dimensions,
thus correlating the features over the stacked matrices. Next, we
borrow the idea of the threshold mechanism in GRU [7] and pro-
pose an update gate to fuse the two hidden representations. Finally,
the fused representation is transformed to predict the student’s
mastery level of each knowledge concept. We use an additional
LSTM network in the main model for the transformation of the
fused representation, and show this component can improve the
prediction performance in the ablation study. Experimental results
demonstrate that CKT outperforms main existing KT models in
predicting student performance, and hence can be used to better
model student knowledge state.
To summarize, our contribution in this work is four-fold.
(1) We reveal the importance of the recent student-question
interactions in the knowledge tracing task. We devise a novel
model CKT to collectively learn the long-term feature of the
entire interaction sequence and the short-term feature of the
most recent interactions, and show the short-term feature
can strengthen the predictive power of the model.
(2) We demonstrate that using a 3D convolutional architecture
to learn from the reshaped embeddings of the recent student-
question interactions can improve the prediction perfor-
mance. To the best of our knowledge, we are the first to
introduce a convolutional network in the knowledge trac-
ing task. The overall architecture not only achieves the new
state-of-the-art performance, but also serves as a general
framework for similar prediction problems with time series
data, i.e., using 3D convolutions as feature extractors to im-
prove model performance.
(3) To fuse the long-term and the short-term features, we borrow
the idea from the threshold mechanism in GRU and propose
an update gate for adaptively fusing these two features.
(4) We conduct extensive experiments to demonstrate the effec-
tiveness of the CKT model. Compared with existing Deep
Learning (DL)-based models of diverse architectures, CKT
achieves the highest AUC when predicting whether students
can correctly answer the next questions. We also conduct
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sensitivity analysis and ablation study to show the rational-
ity of hyperparameter settings and the usefulness of model
components.
The rest of this paper is organized as follows. In Section 2 we
present a comprehensive literature review of existing DL-based
knowledge tracing models and introduce some basics pertaining to
3D convolutions. In Section 3 we formally define the knowledge
tracing problem. We describe the architecture details of the pro-
posed CKT model in Section 4, followed by extensive performance
evaluation in Section 5. We discuss two popular KT applications
using CKT in Section 6 and finally conclude in Section 7.
2 RELATEDWORK
2.1 Knowledge Tracing
The idea of knowledge tracing is proposed in [8], where the au-
thors construct a tutoring system with a production rule cognitive
model of programming knowledge concepts. As a student solves
programming questions, the system estimates the probability that
the student has learned each concept, i.e., estimating the student’s
programming knowledge state. They propose a tracing model called
Bayesian Knowledge Tracing (BKT). The model uses four param-
eters for each knowledge concept and employs a Hidden Markov
model with Bayesian inference to fit the sequence data of student-
question interaction on the learning system. BKT assumes that
the knowledge state at the present step only depends on the state
at the previous step and thus has very limited ability for knowl-
edge tracing. Also, one has to build an independent model for each
knowledge concept. Later, a series of factor analysis models using
logistic regression are proposed [3, 5, 22]. These models manually
construct input features such as the number of attempts for each
question, the number of correct and incorrect attempts and the
number of mentions for each knowledge concept. The results show
these simple models have predictive power comparable to BKT.
2.2 Knowledge Tracing with Deep Learning
The trend of using deep learning for the KT task is pioneered by the
work of DKT [23]. DKT uses an LSTMnetwork [10, 29] to learn from
the student-question interaction sequences. At each step, the LSTM
unit takes as input an interaction tuple representing which question
is answered and whether the answer is correct. The tuple is simply
encoded using a one-hot vector. The output is a vector of length
equal to the number of questions, where each element represents
the predicted probability that the student would correctly answer
the particular question (knowledge state). The output vector is
transformed into a prediction vector pertaining to the next question,
which predicts whether the next question is answered correctly.
Finally, the loss function is computed using binary cross entropy
between the predicted responses and the ground-truth responses.
The result of DKT is significantly higher than BKT and its variants
in terms of AUC.
Then inspired by Memory-Augmented Neural Networks [11, 25],
Zhang et al. [34] propose Dynamic Key-Value Memory Networks
(DKVMN) to improve DKT’s structure. The assumption is that the
hidden state in the LSTM network has limited power to represent
hidden knowledge state, therefore memory matrices should be in-
troduced to store more abundant hidden information. DKVMN uses
two memory matrices, where one is static and used to store the
latent knowledge concepts of the questions, and the other is dy-
namic and used to represent the student’s knowledge state, each
matrix slot storing the state of one concept. DKVMN updates the
knowledge state of a student by reading and writing to the dynamic
matrix using correlation weights computed from the input ques-
tion and the static matrix. Following this work, Abdelrahman et al.
propose Sequential Key-Value Memory Networks (SKVMN) [1] to
capture the dependencies between questions. They assume that the
predicted result of the next question only depends on the previous
interactions pertaining to the questions with the same concept.
Therefore at each step, they introduce an additional hop-LSTM
network before the output layer of DKVMN, whose LSTM units
connect only the hidden states of the steps pertaining to the depen-
dent questions (picked using triangular membership function [15]).
The output of the hop-LSTM network is used to predict the response
of the next question.
Another line of work attempts to incorporate additional features
as model input. For example, EERNN [28] uses a Bi-LSTM network
to obtain the text embedding of each question, and concatenates
the embedding with that of the corresponding student-question
interaction tuple as used in DKT. The concatenated embeddings
now contain the text feature of the questions and are fed into a
LSTM network. EERNN employs two different architectures to rep-
resent the hidden state of the past interaction sequence. One uses
the hidden state of the last LSTM unit as in DKT. The other uses an
attention mechanism to aggregate all the hidden states of the past
LSTM units. Experimental results show the attention mechanism
brings additional boost on prediction performance. Later, Huang et
al. [14] extend EERNN and propose the EKT model, which borrows
from the idea of memory networks and replaces the hidden state in
the LSTM network with a hidden matrix. Other work of this line
includes DKT+forgetting [18] that manually constructs features
pertaining to forgetting behaviors, DKT-DSC [17] that clusters stu-
dents in every few steps and uses the clustering results as additional
input, PDKT-C [4] that incorporates prerequisite relations between
knowledge concepts as additional constraints, etc.
There are other efforts that use more recently proposed archi-
tectures. For example, Pandey et al. [21] propose the model of Self-
Attentive Knowledge Tracing (SAKT), with the hope to handle the
data sparsity problem by using the Trans f ormer architecture [32].
When predicting the response to the next question, SAKT attends
to all the previous student-question interactions by assigning a
learnable weight to each of them. Nakagawa et al. [19] incorporate
Graph Neural Networks into their KT model and propose Graph-
based Knowledge Tracing (GKT). They construct a graph such that
the nodes are the knowledge concepts and there is an edge between
two nodes if the corresponding concepts have dependency rela-
tionships. When a student answers a question associated with a
particular concept, GKT first aggregates the node features related to
the answered concept, and then updates simultaneously the studen-
tâĂŹs knowledge state for the answered concept itself as well as for
the related concepts. The updating process employs a multilayer
perceptron (MLP) layer, an eraseâĂŞadd gate used in DKVMN [34],
and a gated recurrent unit (GRU) [6] gate.
Knowledge tracing with deep learning has shown promising
performance in capturing knowledge state and predicting future
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behaviors. However, all aforementionedmodels have not considered
the biased impact of the most recent student-question interactions.
Below we show that strengthening such impact in the model indeed
boosts significantly the prediction performance.
2.3 3D Convolution
Because of its rich nonlinearity and excellent performance, convo-
lution neural networks have become very popular in the field of
computer vision, such as object detection [24], image segmenta-
tion [12] and optical character recognition (OCR) [26]. Inspired by
image, 3D convolution [30, 31] (3D Conv) was proposed to handle
video analysis tasks. A video can be viewed as a sequence of images,
it has one more time dimension than the single image, and video
data can be formulated as a (D ×H ×W) tensor, D represents the
depth or time of video, H and W represent the height and width of
one frame image, respectively. Tran et al. [30] has demonstrated
that compared to 2D Conv, 3D Conv has ability to model temporal
information better, because in 3D Conv, convolution operations
are performed spatio temporally while in 2D Conv they are done
only spatially. One 2D Conv applied to multiple images will result
in only one image, making 2D Conv lose temporal information of
the input signal right after every convolution operation. But 3D
Conv will preserve temporal information during the convolution
operation.
We believe that since 3D Conv can capture the temporal infor-
mation of video, it should have the ability to capture the tempo-
ral information of general time-series data such as a sequence of
student-question interactions, so we propose a group of 3D Conv to
model the time-series relationship between interaction sequences.
In the field of knowledge tracing, existing models encoded a
student-question interaction as a single vector, and directly feed it
into models. Such a navie representation cannot utilize the adavan-
tages of neural networks and cannot model students’ knowledge
states effectively, because a single vector input lose important spa-
tial patterns from the student-question interactions. We attempt to
solve this problem by reshaping the embedding vector into a matrix
and then using convolutions to capture the spatial patterns from
matrix input, which would be not possible with only LSTM units.
3 PROBLEM DEFINITION
Knowledge tracing takes as input a sequence of student-question
interaction and outputs the prediction of the student’s response
to the next question. As such it can be viewed as a time series
prediction problem and an auto-regressive problem. Formally, the
problem of knowledge tracing can be defined as follows.
Definition of (deep) knowledge tracing. For each student, de-
note by qi the ith question he answers and by ai the corresponding
response of the student. Given a sequence of student-question inter-
actions X = {x1,x2, . . . ,xt }, where xi = (qi ,ai ), KT predicts the
student’s response at+1 to the next question qt+1, i.e., the probability
P(at+1 = 1|qt+1,X) that the student answers the next question cor-
rectly.
In the above definition, ai is a binary variable where 1 represents
the student’s answer is correct and 0 otherwise. In practice, xi is
encoded as a one-hot vector of length 2M , whereM is the number
of questions. If the answer is incorrect, the element of xi in the
first half of the vector corresponding to the question qi has value
1; otherwise, the corresponding element in the second half of the
vector has value 1.
4 THE CKT MODEL
In this section, we describe the detail architecture of the CKTmodel.
We first give an overview of CKT, whose main components consist
of an LSTM network to capture the long-term feature from the
entire sequence of interactions, and a 3D convolutaional network
to capture the short-term feature from the most recent interactions.
Then we describe the structure of the proposed 3D convolutional
network, followed by the proposal of the update gate that fuses
adaptively the two types of features. Finally, we introduce the ob-
jective function used in CKT.
4.1 Model Overview
Figure 2 illustrates the architecture of CKT. In the original input
sequenceX = {x1,x2, . . . ,xt }, each xi is a one-hot vector of length
2M , as described in the last paragraph of Section 3. To overcome
the sparsity issue and facilitate the convolutional layers, we first
use an embedding layer (which is omitted in the figure) to convert
each input token xi into a dense embedding xˆi with length de . Then
we use a classic LSTM network as used in DKT to learn from the
entire sequence Xˆ = {xˆ1, xˆ2, . . . , xˆt }, but do not directly use the
hidden states for prediction, that is, at step t the LSTM network
only outputs a hidden state vector ht of length dh .
In parallel with the LSTM network, we employ a 3D convolu-
tional network to extract the short-term feature in the sequence. In
particular, we reshape each of the k most recent dense embeddings
xˆi for i ∈ [t −k +1, t] into a matrix (feature map) with shapeH ×W ,
whereH ×W = de . In CKT, we setH =W , but one may set it to any
shape as long as the equation holds. Then we stack the k matrices
in their original chronological order and form a three-dimensional
tensor of shape k × H ×W , where k is the depth of the tensor. The
3D convolutional network accepts the tensor as input and outputs
a tensor with the same shape. After a global average pooling layer,
the output tensor is squashed on the time dimension into a matrix
of shape H ×W , which is further stretched into a hidden vector mˆt
of size de . In practice, we set de = dh , the depth k and the embed-
ding size de (or matrix heigh H ) are the two hyperparameters to be
adjusted.
Now we have two hidden state vectors ht and mˆt , representing
the long-term feature and the short-term feature, respectively. In or-
der to balance the two features, we borrow the idea of the threshold
mechanism of GRU [7] and propose an update gate to adaptively
fuse the two features. The update gate outputs a final hidden state
h˜t of step t .
At Last, an additional LSTM layer is employed to transform h˜t
and output a vector yt with length M , where each element rep-
resents the probability that the student has mastered the corre-
sponding knowledge concept at time t . Here one may also use a
fully-connected layer instead, but we will show the LSTM layer
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Figure 2: The architecture of ourCKTmodel, two submodules (3DConvNets andLSTM) feed forward in parallel during training
and testing, followed by an update gate to adaptively fuse two features from two submodules, and an LSTMprocesses the fused
features, outputs final prediction at the end of model.
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Figure 3: The model architecture of 3D convolution Networks (3D ConvNets) module, it consists of 4 stacked BasicBlocks as
shown in (b) and each BasicBlock is a residual architecture with 3D convolution which is shown in (a). Detail parameters are
presented at Table 1.
generates better results. The predicted response to the next ques-
tion qt+1 can be calculated by directly indexing from output vector
in qt+1 th element.
4.2 The 3D Convolutional Network
The 3D convolutional network (3D ConvNets) takes as input a three-
dimensional tensor with shape k×H×W , as described in Section 4.1,
which wraps the information in the k most recent interactions. In
case the current step t is less than k , we pad the tensor with zero
matrices until the depth equals k .
The architecture of the 3D ConvNets is shown in Figure 3. We
design a block named BasicBlock as shown in Figure 3(a), and stack
four BasicBlocks in CKT as shown in Figure 3(b). The BasicBlock
consists of two 3D convolutional layers, each of which followed by
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Table 1: Detailed parameters of 3D ConvNets Module
layer name output size kernel size, in channel, out channel
layer1 k × H ×W
[ 3 × 3 × 3, (1, 4)
3 × 3 × 3, (4, 4)
]
layer2 k × H ×W
[ 3 × 3 × 3, (4, 8)
3 × 3 × 3, (8, 8)
]
layer3 k × H ×W
[ 3 × 3 × 3, (8, 4)
3 × 3 × 3, (4, 4)
]
layer4 k × H ×W
[ 3 × 3 × 3, (4, 1)
3 × 3 × 3, (1, 1)
]
global pooling H ×W -
a batch normalization layer and a ReLU layer. In addition, we use a
shortcut connection to sum the input of the BasicBlock with the
output of the second batch normalization layer, before the second
ReLU layer. This forces the convolutional network to learn the
residual features [13] from the tensors and facilitates the network
optimization. In order to keep the size of input and output feature
maps consistent, similar to the ResNet [13], we use a small 3D
convolution with kernel size 1 × 1 × 1 and reshape the input to the
same size of output, which is called Downsample in Figure 3(a). In
total, the BasicBlock can be formulated as follows:
Ti+1 = ReLU (BN (Conv(ReLU (BN (Conv(Ti ))))) + Down(Ti )) (1)
whereTi represents input tensor,Conv , BN , ReLU , Down represent
the calculations at the 3D convolutional layer, the batch normal-
ization layer, the ReLU layer and the function of Downsample,
respectively.Ti+1 represents the output tensor with the same shape
as input Ti .
There are 4 BasicBlocks in 3D ConvNets module which is shown
in Figure 3 (b). Following the principles of VGG [27] and FCN [16],
a small filter should be used instead of a large filter and pooling
layers can be completely replaced by convolutions. We set all 3D
convolutions have 3 × 3 × 3 kernel size with 1 stride and 1 zero
padding, which guarantees the shape invariance mentioned above.
Detail parameters are presented in Table 1.
A global average pooling layer accepts the 3D ConvNets output
tensor T4, i.e. the output of fourth BasicBlock, and squashes the
tensor into a matrix mt of shape H ×W on the time dimension,
which can be formulated as follows:
mt =
1
K
K∑
k=1
mk , (2)
where K is the number of recent student-question interactions,mk
is the k th feature map in T4. The output matrixmt has the shape
of H ×W . Then the output matrix is further stretched into a hidden
vector mˆt of size de . In our setting, de = dh , so that long-term
features ht and short-term features mˆt have the same length.
4.3 Adaptive Feature Fusion
In order to fuse long-term features ht and short-term features mˆt ,
we borrow the idea from the threshold mechanism in LSTM [10]
and GRU [7] and propose an update gate mechanism for adaptively
learning the weights of these two features, the weights control how
much information from two features will be preserved. The process
can be formulated as follows:
update gate : zt = σ ([mˆt , ht ]Wz + bz ) (3)
h˜t = zt ⊙ mˆt + (1 − zt ) ⊙ ht (4)
where [·, ·] represents concatenating two vectors,Wz is the weight
matrix of fully connected layer, which has a shape of 2dh × dh , bz
is the bias vector of fully connected layer, which has a shape of dh ,
σ represents the sigmoid function, ⊙ means the Hadamard product
between two vectors.
We concatenate mˆt with ht into a vector with length 2dh , and
then send it to a fully connected layer with output size dh followed
by a sigmoid activation function, which is shown in equation 3. We
get zt as update gate to control the ratios of mˆt and ht , then fuse
two features based on the zt , which is shown in equation 4.
Finally, an additional LSTM layer is employed to transform h˜t
and predicts a probability vector yt with length M , where each
element represents the probability that the student has mastered
the corresponding knowledge concept at time t . The predicted
response to the next question qt+1 can be calculated by directly
indexing from output vector the corresponding element.
4.4 Objective Function
The objective function we used is a binary cross-entropy loss func-
tion, calculated between the predicted probability pt and ground
truth answer at for all time step t , where pt is the probability of cor-
rectly answering the question qt . The function can be formulated
as:
L = −
∑
t
(at log pt + (1 − at )log(1 − pt )) (5)
Table 2: Statistics of dataset
Dataset #Questions #Students #Exercises
#Exercises
per student
ASSISTments2009 110 4,151 325,637 78
ASSISTments2015 100 19,840 683,801 34
Statics2011 1,223 333 189,297 568
Synthetic-5 50 4,000 200,000 50
5 EXPERIMENTS
5.1 Datasets
We use four datasets to evaluate our CKT model, the statistics of
datasets are shown in Table 2.
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Table 3: The results of our CKT model and others, we choose the best test AUC results (%) during training process of these
models on 4 datasets. The bolded AUC is the best result in each dataset, and the AUC with * is the best result of CKT. It can
be found that our CKTmodel performs better than other models on all datasets except for Synthetic-5, because this dataset is
synthetic and doesn’t accord with the normal learning process of human beings.
Dataset DKT DKVMN SKVMN SAKT
CKT
k=4 k=8 k=16 k=32
b=80 b=64 b=48 b=32
ASSISTments2009 80.99 80.51 68.48 75.41 82.54∗ 82.41 82.10 81.51
ASSISTments2015 71.90 70.95 66.82 71.85 72.91∗ 72.81 72.85 72.74
Statics2011 82.79 79.53 78.40 81.34 82.41∗ 82.10 82.09 81.80
Synthetic-5 80.71 82.53 78.05 82.33 82.43∗ 82.15 82.05 82.25
• ASSISTments20091 : This dataset is gathered in the school
year 2009-2010 from the ASSISTments education platform2.
We use the skill builder data of ASSISTments2009, it consists
of 110 distinct questions, 4, 151 students and a total number
of 325, 637 exercise records (student-question interactions).
• ASSISTments20153 : This dataset was collected in 2015. This
is an update to the ASSISTments2009. It includes 100 distinct
questions, 19, 840 students and a total of 683, 801 exercise
records. This dataset has the largest number of students, but
the average number of exercises per student is low.
• Statics20114 : This dataset was collected from a statistics
course at Carnegie Mellon University in the fall of 2011. It
contains 1,223 distinct questions, 333 students, a total of
189,297 exercise records.
• Synthetic − 55 : This dataset is generated by Piech et al. [23].
It consists of training data and testing data. Each set con-
tains 50 distinct questions, 4,000 virtual students and 200,000
exercise records.
Among these four datasets, the two datasets from ASSISTments
are mostly suitable for evaluating KT models because they have
appropriate sequence length and number of training sequences.
Statics2011 has too few number of sequences, which cannot even
satisfy the size of one batch. Also, the sequence length is often too
long to be realistic. So following the method in other work [23, 34],
we take a fold operation on this dataset. In particular, when a
sequence length exceeds 200, we truncate the sequence and put
the extra interaction data into the next sequence. Thus all the
sequences have length less than or equal to 200. Synthetic-5 is a
synthetic dataset, which is used for benchmark purpose. The details
of synthesis can be found in the paper [23].
1ASSISTments2009:https://sites.google.com/site/assistmentsdata/home/assistment-
2009-2010-data/skill-builder-data-2009-2010
2https://www.assistments.org/
3ASSISTments2015:https://sites.google.com/site/assistmentsdata/home/2015-
assistments-skill-builder-data
4Statics2011:https://pslcdatashop.web.cmu.edu/ DatasetInfo?datasetId=507
5Synthetic-5:https://github.com/chrispiech/DeepKnowledgeTracing/
tree/master/data/synthetic
5.2 Network Instance
The overview of CKT model is shown in Figure 2, we detail the
hyper-parameters we used here.We set bothdh andde to 225, which
represents hidden size of LSTM and embedding size respectively.
The first LSTM and second LSTM use the same hidden size and
both have just one layer. H andW are therefore equal to 15, so
that H ×W = de . Parameter k is also adjustable. We set k = 4
in the main results. We also perform a sensitivity analysis on the
hyperparameters in Section 5.5.
The 3D ConvNets is constructed by stacking four BasicBlocks,
each of which contains two Conv-BN-ReLU layers. The complete
settings of 3D ConvNets are shown in Table 1. We set all kernel
size of convolutions to 3× 3× 3, and vary their channel sizes in the
forward pass. The size of the BN and ReLU layers are omitted in
the table.
5.3 Training
We implement CKT using Pytorch1.4 with CUDA 10.2 on NVIDIA
Titan RTX GPU. The Adam optimizer is used to optimize the model.
Following the rule of Occam’s Razor, we set the L2 regularization
term to 1e-5. The initial learning rate is 0.001, and learning rate
decay is set to 0.3 every 5 epochs, we trained 20 epochs in total.
We use default division of train sets and test sets provided by
the datasets’ creators. We train all the models on the train data and
evaluate them on test data. The metrics we use are the area under
the Receiver Operation Characteristic (ROC) curve, referred to as
AUC [2]. When AUC = 0.5, it means that the prediction of model is
as same as random guess. The higher value of AUC, the better the
performance of the model.
5.4 Comparative Experiments
We explore several different combinations of k and batch size b.
Limited by GPU memory, increasing k will increase the memory
utilization during training, so we have to reduce the batch size b to
prevent from out-of-memory error. Besides, we fix hyper-parameter
H = 15 (and thus de = 225), i.e. the height of feature map in 3D
ConvNets. In section 5.5, we will conduct some sensitive experi-
ments on these three hyper-parameters for exploring the effects of
different parameters on the prediction performance. In Table 3, best
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Table 4: The AUC results (%) of sensitive experiments for pa-
rameter k , we fix the batch size b = 64 and H = 15, and ad-
just k for exploring the effect of k on the model. Best AUC
is bolded.
b&H k ASSIST2009 ASSIST2015 Statics Synthetic
b=64
H=15
k=2 82.21 72.97 82.13 82.42
k=4 82.39 72.81 82.11 82.31
k=6 82.30 72.81 82.23 82.22
k=8 82.41 72.81 82.10 82.15
k=10 82.15 72.84 81.07 82.12
k=12 82.13 72.86 80.40 82.12
k=14 81.48 73.02 80.52 82.11
k=16 81.58 73.14 80.02 82.08
Table 5: The AUC results (%) of sensitive experiments for pa-
rameter b, we fix the k = 4 and H = 15, and adjust b for ex-
ploring the effect of batch size on the model. Best AUC is
bolded.
k&H b ASSIST2009 ASSIST2015 Statics Synthetic
k=4
H=15
b=8 80.91 71.83 81.82 81.92
b=16 81.71 72.59 82.24 82.18
b=32 82.00 72.71 82.28 82.22
b=48 82.51 72.60 82.52 82.27
b=64 82.28 72.82 82.39 82.32
b=80 82.54 72.91 82.41 82.43
b=96 82.25 72.92 81.39 82.43
results for each dataset have been bolded, we can find that k = 4
and b = 80 yield the best AUC.
We also compare with several state-of-the-art models in knowl-
edge tracing, namely, DKT [23], DKVMN [34], SKVMN [1], SAKT [21].
We don’t have datasets with question’s text. Therefore the result of
EERNN and EKT cannot be implemented. We trained these meth-
ods with our CKT both on same train datasets, and tested these
models on same test datasets, we get the best test AUC as report
scores in Table 3. Our CKT model has considerable advantages and
is promising compared with other models.
We reproduce DKT, DKVMN and SKVMN based on their paper,
and get the code of SAKT from author of [21], we find that there
is a fatal bug in their code. When they padded the sequence with
zeros for changing the variable length sequence to fixed length
sequence, they didn’t remove those zeros on measurement stage
(i.e. calculate loss and AUC), result in a high AUC in their paper
because zeros are also used as an exercise and answer to participate
in the calculation. We remove those zeros on measurement stage.
5.5 Sensitive Experiments
In this part, we explore the influence of three hyper-parameters on
our CKT model, we conduct sensitive experiments on the number
Table 6: The AUC results (%) of sensitive experiments for pa-
rameter H , we fix the batch size k = 4 and b = 64, and adjust
H for exploring the effect of H on the model. Best AUC is
bolded.
k&b H ASSIST2009 ASSIST2015 Statics Synthetic
k=4
b=64
H=11 82.16 72.93 81.03 82.09
H=13 82.30 72.75 82.26 82.23
H=15 82.43 72.79 82.41 82.33
H=17 82.37 72.58 82.73 82.38
H=19 82.19 72.68 83.19 82.41
Table 7: The AUC results (%) of ablation study, we propose
3 ablation models to verify the function of our model. The
parameters of these models are same, we set k = 4,b =
80,H = 15. TOTAL_CKT performs better than others in all
four datasets.
Ablation ASSIST2009 ASSIST2015 Statics Synthetic
LSTM_RECENT 81.63 72.71 79.66 81.07
FC_POOLING 81.86 72.69 82.23 82.02
FC_REAR 81.21 72.44 82.21 80.23
TOTAL_CKT 82.54 72.91 82.41 82.45
of recent interactions k , batch size b, feature map height H , respec-
tively. For each experiment, we fix two other parameters and adjust
the remaining parameter to explore the sensitivity of the model.
The first experiment focuses on k , we fix b = 64 and H = 15,
remains other parameters unchanged. Results of best test AUC
over four datasets can be found in Table 4. We can find that most
datasets tend to have a better performance with a small k , it is in
line with our expectations: the recent student-question interactions
are important for modeling the knowledge states of students. Nev-
ertheless, the value of k should be moderate for certain dataset, too
high or too low of k will result in bad performance.
The second experiment focuses on b, we fix k = 4 and H = 15,
try to use different batch size and train from scratch on each dataset.
As shown in Table 5, in ASSIST2009, ASSIST2015 and Synthetic
datasets, the larger batch size, the better performance. However, this
trend is not shown in dataset Statics2011, we think that Statics2011
has total 333 records, and the number of train subset is even less, a
big batch size will reduce efficiency of gradient descent.
The third experiment focuses on H , we fix k = 4 and b = 64,
H represents the height of feature map in 3D ConvNets, and in
CKT H =W , so H directly represents the size of feature map, i.e.
the hidden size of our CKT model. For example, when H = 11,
de = dh = H ×W = 121, de and dh are the length of two hidden
vectors, respectively. The results can be found in Table 6, we can
find that changes in H can fine-tune the model, but will not bring
much improvement.
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Figure 4: The evolution of knowledge states, y-axis represents question id, and x-axis represents student’s interactions, each
interaction is formulated by qt _at , qt represents the question id answered at time t, and at represents the correctness of this
answer, 1 represents answer is correct, 0 represents answer is incorrect.
5.6 Ablation Experiments
We conduct 3 ablation experiments, the results can be found in
Table 7. Firstly, we consider that LSTM can be used to capture short-
term features from recent interactions, we replace 3D ConvNets
with an LSTM, named LSTM_RECENT. Secondly, global pooling is
a simple and effective method to reduce dimension, for exploring
the role of global pooling, we use a fully connected layer whose
input dimension is k ×H ×W and output dimension is H ×W to re-
place global pooling, we call such an experiment as FC_POOLING.
Thirdly, second LSTM in CKT is used to output final prediction,
we use a fully connected layer named FC_REAR to accomplish the
same function, the input is a vector with length dh , and the output
is a final prediction vector with length M . In all ablation experi-
ments, we only change the submodule that we consider to ablate
and keep other parameters unchanged. The results of TOTAL_CKT
are higher than other ablation models over all four datases, it prove
that all three submodules are important to CKT.
6 APPLICATION
6.1 Evolution of Knowledge States
The most direct application of knowledge tracing is to trace the
evolution of knowledge states in the learning process of a student.
It can help students and teachers understand the learning status
of every student. We show two samples in Figure 4. The elements
in matrices represent the knowledge state for a certain question,
which are collected from prediction vector of our CKT, deeper blue
indicates better mastery of this question. The y-axis represents
question id, and x-axis represents student’s interactions with these
questions.
For example, as shown in Figure 4(a), when a student has cor-
rectly answered question 60 continuously, the mastery level of
question 60 becomes dark blue, that means this student has mas-
tered question 60. In the beginning of Figure 4(b), the student has
incorrectly answered questions 18 continuously, so the mastery
level of question 18 becomes less and less, and finally turns white.
6.2 Discover Exercises Relationships
The second application of knowledge tracing is to discover the
dependencies between different exercises which was used to be
annotated by education experts. We follow the dependencies ex-
ploration method of DKT [23], and assign an influence Ji j to every
directed pair of exercises i and j in training data,
Ji j =
y(j |i)∑
k y(j |k)
(6)
where y(j |i) is the correctness probability of question j from our
model at the second timestep , given that a student answered exer-
cise i correctly at the first timestep.
We perform above method on ASSIST2009 training dataset, and
capture questions dependencies as shown in Figure 5. For better
visualization, we ignored edges whose weight is less than 0.05.
Although there is no ground truth about questions classes, some
useful patterns can be found in the dependencies graph, we use
Geiph to calculate the Modularity Measure [20] of this graph, and
detect several communities marked as different colors, which repre-
sent some hidden concepts in ASSIST2009. The details of question
id can be found in Figure 6.
7 CONCLUSION
In this paper, we proposed a novelmodel which is calledConvolution-
augmented Knowledge Tracing (CKT) for knowledge tracing prob-
lem. We use an LSTM to capture long-term features and use a 3D
convolution network (3D ConvNets) to strengthen short-term fea-
tures from recent student-question interactions. An update gate
is proposed to adaptively fuse the two features and produce final
prediction. Extensive experiments prove that our CKT model out-
performs state-of-the-art models. In the future, we will consider
proposing a higher-quality dataset based on our own education
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platform, improving the existing classification KT problem into a
regression problem, to facilitate more accurate modeling of knowl-
edge states.
Figure 5: The dependencies of exercises from ASSIST2009
dataset.
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