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Abstract
We bound integral means of the Bergman projection of a function
in terms of integral means of the original function. As an application
of these results, we bound certain weighted Bergman space norms of
derivatives of Bergman projections in terms of weighted Lp norms of
certain derivatives of the original function in the θ direction. These
results easily imply the well known result that the Bergman projection
is bounded from the Sobolev space W k,p into itself for 1 < p < ∞.
We also apply our results to derive certain regularity results involving
extremal problems in Bergman spaces. Lastly, we construct a function
that approaches 0 uniformly at the boundary of the unit disc but whose
Bergman projection is not in H2.
For 0 < p <∞, the Bergman space Ap = Ap(D) is the space of all analytic
functions in the unit disc D such that
‖f‖Ap =
[∫
D
|f(z)|pdσ(z)
]1/p
<∞.
Here, σ is normalized Lebesgue area measure, so that σ(D) = 1. The
Bergman spaces are closed subspaces of Lp(D) (see [5] or [11]).
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For a function in Lp for 0 < p < ∞, we define its pth integral mean at
radius r by
Mp(r, f) =
[
1
2pi
∫ 2pi
0
|f(reiθ)|p dθ
]1/p
.
If p = ∞, we can define Mp(r, f) = ess sup0≤θ<2pi |f(reiθ)|. It is well known
that if f is analytic, then the integral means are nondecreasing functions of
r (see [4]).
For 0 < p ≤ ∞, the Hardy space consists of all analytic functions in D for
which ‖f‖Hp = sup0≤r<1Mp(r, f) < ∞. It is easy to see that Hp ⊂ Ap for
0 < p < ∞. In fact, H2p ⊂ Ap, and the H2p norm is always greater than or
equal to the Ap norm (see [17]), a fact which is related to the isoperimetric
inequality.
If f ∈ L1(D), we define its Bergman projection to be
Pf(z) = 1
pi
∫
D
f(w)
(1− wz)2dA(w)
for z ∈ D. The function P(f) is an analytic function in the unit disc. When
restricted to L2(D), the Bergman projection is the orthogonal projection onto
A2(D). It is well known that the Bergman projection is bounded from Lp to
Ap for 1 < p <∞ (see [5] or [11]).
The main result of this article bounds integral means of derivatives of
the Bergman projection of a function in terms of integral means of angular
derivatives of the original function. These bounds are then used to bound
certain weighted Bergman space norms of derivatives of the Bergman projec-
tion of a function in terms of certain weighted Lp norms of derivatives of the
original function in the θ direction. (See the articles [12] and [13] for similar
results in the context of several complex variables.) Our results easily imply
the well known result that P is bounded from the Sobolev space W k,p into
itself for 1 < p < ∞, where k is a nonnegative integer. Lastly, we give a
result in the opposite direction from our main result: there exists a function
f such that f(reiθ) → 0 uniformly as r → 1−, but for which the integral
means M2(r,Pf) are not bounded in r.
We remark that even though our methods are focused on estimating in-
tegral means of Bergman projections, they allow us to obtain the bound
2pi/ sin(pi/p) for the norm of the Bergman projection from Lp to Ap. It is
known that the norm is at least 1/(2 sin(pi/p)) and at most pi/ sin(pi/p), so
that our bound differs from the norm by a factor that is between 1/(4pi) and
2
1/2 for each p (see [3]). In fact, our estimate holds for the operator with
kernel 1/|1 − ζz|2, and it is know that the norm of this operator is exactly
pi/ sin(pi/p) (see [2]).
It may seem unusual to investigate integral means of Bergman projections,
since integral means are related to Hardy spaces and the Bergman projection
is related to Bergman spaces, so we give some motivation. In [16], Ryabykh
found a relation between Hardy spaces and extremal problems in Bergman
spaces. More specifically, he proved the following theorem: Let 1 < p < ∞
and let 1/p+ 1/q = 1. Suppose that φ ∈ (Ap)∗ and that φ(f) = ∫
D
fk dσ for
some k ∈ Hq, where k 6= 0. (The function k is called the integral kernel of φ.)
Then the solution to the extremal problem of finding the function F ∈ Ap of
unit norm that maximizes Reφ(F ) belongs to Hp. (It is known that such an
F is unique.) Also, F satisfies the bound
‖F‖Hp ≤
{[
max(p− 1, 1)
]
Cp‖k‖Hq
‖k‖Aq
}q/p
,
where Cp is a constant depending on p, which may be taken to be the norm
of the Bergman projection on Ap (see [8], Theorem 4.2).
Other relations between the regularity of k and the regularity of F are
given in [7]. To state one, let 1 < p ≤ ∞, and say that F ∈ Λβ for 0 < β ≤ 1
if ‖F (eit·) − F (·)‖Hp ≤ C|t|β for some constant C, and say that F ∈ Λ∗β,p
for 0 < β ≤ 2 if ‖F (eit·) + F (e−it·) − 2F (·)‖Hp ≤ C|t|β for some constant
C. It is known that Λ∗β,p = Λβ,p for 0 < β < 1, and that f ∈ Λβ,p if
and only if Mp(r, f
′) = O((1 − r)β−1), and that f ∈ Λ∗β,p if and only if
Mp(r, f
′′) = O((1− r)β−2). Theorem 4.1 and Corollary 3.5 of [7] imply that
if 1/q < β < 2 and β/ν > 1/p and k ∈ Λ∗β−(1/q),q then F ∈ Λ∗(β/ν)−(1/p),p,
where ν = 2 if 1 < p < 2 and ν = p if 2 < p <∞.
The study of bounds for Bergman projections is related to results that are
in some sense converse to the above results. This is because k is a constant
multiple of P(|F |p−2F ). In this paper, we prove results of such type. For
example, if 1 ≤ p− 1 ≤ p1 <∞ and 0 < α < 1 and the extremal function F
is in Hp1 and is in the space Λp1α , then the integral kernel k ∈ Hq1 and has
boundary values in Λq1α , where q1 = p1/(p− 1).
In [9], it is proved that the converse to Ryabykh’s theorem holds when
p is an even integer. In fact, Theorem 4.3 in the above reference says that
the following holds: Suppose p is an even integer and let q be its conjugate
exponent. Let F ∈ Ap with ‖F‖Ap = 1, and let k be an integral kernel such
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that F is the extremal function for the functional corresponding to k. (It is
known that k is unique up to a positive scalar multiple, see [8]). If F ∈ Hp1
for some p1 with p− 1 < p1 <∞, then k ∈ Hq1 for q1 = p1/(p− 1), and
‖k‖Hq1
‖k‖Aq ≤ C‖F‖
p−1
Hp1 ,
where C is a constant depending only on p and p1. (The statement in the
reference is only for p1 ≥ p, but the proof works for all p1 > p− 1.) Since by
Theorem 2.2 in [10] the function k is a constant multiple of P(|F |p−2F ), this
theorem implies the following result: Suppose that 1 < q1 <∞ and that p is
an even integer. If g has the form g = |f |p−2f for some analytic function f ,
and if g has bounded Mq1 integral means, then P(g) ∈ Hq1, where P is the
Bergman projection.
In this paper, we provide a counterexample to a possible generalization of
this result. We find a function g with bounded M2 integral means, but such
that P(g) 6∈ H2. In fact, we can even take g so thatM∞(r, g) is bounded and
M∞(r, g) → 0 as r → 1−, and we can even assume that g ∈ C∞(D). This
shows that functions of the form |f |p−2f , where f is analytic and p is an even
integer, are in some sense better behaved than general functions under the
Bergman projection. It is unknown whether the same type of result holds
for p not an even integer.
1 Hypergeometric Functions and Two Lem-
mas
We first discuss hypergeometric functions, since we will use them in some of
our proofs. The hypergeometric function 2F1(a, b; c; z) is defined for |z| < 1
and for c not a non-positive integer by
2F1(a, b; c; z) =
∞∑
n=0
(a)n(b)n
(c)nn!
zn
(see [1], eq. 15.2.1), where (a)n = a(a + 1) · · · (a + n − 1) = Γ(a + n)/Γ(a).
Note that (a)0 = 1. (Note that if c is a non-positive integer then not all
terms in the sum are defined, which is why such values of c are excluded.)
A hypergeometric function may be analytically continued to a single valued
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analytic function on C minus the part of the real axis from 1 to ∞. This
analytic continuation is called the principal branch of the hypergeometric
function.
For Re c > Re b > 0, we have that
2F1(a, b; c; z) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
xb−1(1− x)c−b−1(1− zx)−adx (1)
(see [1], eq. 15.6.1). Also, for | arg(1− z)| < pi we have
2F1(a, b; c; z) = (1− z)c−a−b2F1(c− a, c− b; c; z) (2)
(see [1], eq. 15.8.1). Kummer’s quadratic transformation states that for |z| <
1 we have
2F1(a, b; 2b; 4z/(1 + z)
2) = (1 + z)2a2F1(a, a+
1
2
− b; b+ 1
2
; z2) (3)
(see [1], eq. 15.8.21). If Re c > Re(a + b) then the power series defining
2F1 converges absolutely on the circle |z| = 1 (see [1], 15.2.(i)), and thus
uniformly on |z| ≤ 1. In addition, for Re c > Re(a + b) the value of the
hypergeometric function at 1 (that is, the sum of the hypergeometric series
for z = 1) is given by
2F1(a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) (4)
(see [1], eq. 15.4.20).
The following lemma is well known, although we do not know if anyone
has found the sharp constant before (see e.g. [11], Theorem 1.7).
Lemma 1. Let p > 1 and 0 < r < 1. Then
1
2pi
∫ 2pi
0
1
|1− reiθ|pdθ = (1− r
2)1−p2F1
(
1− p
2
, 1− p
2
; 1; r2
)
≤ Γ(p− 1)
Γ(p/2)2
(1− r2)1−p.
Furthermore, the bound is sharp, in the sense that the integral in question,
divided by (1− r2)1−p, is always less than or equal to Γ(p−1)
Γ(p/2)2
, but the quotient
approaches
Γ(p−1)
Γ(p/2)2
as r → 1.
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In the case p = 2, the equality says that
1
2pi
∫ 2pi
0
1
|1− reiθ|2dθ = (1− r
2)−1.
Proof. The integral in question is equal to
1
pi
∫ pi
0
(1− 2r cos θ + r2)−p/2 dθ.
Making the substitution x = (cos θ + 1)/2, we see that the integral is equal
to
1
pi
(1 + r)−p
∫ 1
0
(
1− 4r
(1 + r)2
x
)−p/2
x−1/2(1− x)−1/2dx
= (1 + r)−p2F1(p/2, 1/2; 1; 4r/(1 + r)
2)
by equation (1). Now using equation (3), we see this is equal to
2F1(p/2, p/2; 1; r
2).
Equation (2) shows this is equal to
(1− r2)1−p2F1(1− (p/2), 1− (p/2); 1; r2).
The bound now follows from equation (4), since the series representation
shows that 2F1(1− (p/2), 1− (p/2); 1; r2) increases from r = 0 to r = 1. The
remark about p = 2 is true because 2F1(1, 1; 1; x) = (1− x)−1.
The following lemma is likely well known, at least without the sharp
constant, although we do not know of a specific place where it appears in the
literature.
Lemma 2. Suppose that s < 1 and m + s > 1 and that k > −1. Let
0 ≤ x < 1. Then∫ 1
0
(1− y)−s
(1− xy)my
k dy ≤ C1(s,m, k)(1− x)1−s−m
where C1(s,m, k) <∞ is defined by
C1(s,m, k) =
Γ(k + 1)Γ(1− s)
Γ(2 + k − s) max0≤x≤1 2F1(2 + k − s−m, 1− s; 2 + k − s; x).
Furthermore, the bound is sharp in the sense that the integral in question,
divided by (1 − x)1−s−m, is always less than or equal to C1(s,m, k), and
furthermore C1(s,m, k) is the smallest constant with this property.
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Proof. By (1), we have∫ 1
0
(1− y)−s
(1− xy)my
k dy =
Γ(k + 1)Γ(1− s)
Γ(2 + k − s) 2F1(m, k + 1; 2 + k − s; x)
Now (2) gives that this is equal to
Γ(k + 1)Γ(1− s)
Γ(2 + k − s) (1− x)
1−s−m
2F1(2 + k − s−m, 1− s; 2 + k − s; x).
Now since s+m− 1 > 0, the function 2F1(2 + k − s−m, 1− s; 2 + k − s; z)
converges uniformly on |z| ≤ 1, and so 2F1(2 + k− s−m, 1− s; 2 + k− s; x)
is bounded for |x| ≤ 1. Thus, the above displayed expression is less than or
equal to C1(s,m, k)(1− x)1−s−m.
Note that if 2 + k > s + m and 2 + k > s, then the hypergeometric
function 2F1(2 + k − s−m, 1− s; 2 + k − s; x) is increasing on [0, 1), and so
the maximum in the bound occurs at x = 1. By (4), C1(s,m, k) becomes
Γ(2 + k − s)Γ(s+m− 1)Γ(k + 1)Γ(1− s)
Γ(1 + k)Γ(m)Γ(2 + k − s) =
Γ(s+m− 1)Γ(1− s)
Γ(m)
.
2 Bounds on Integral Means of Bergman Pro-
jections
As discussed above, we make the following definition.
Definition 1. Let f ∈ Lp(D) for 0 < p ≤ ∞. Define
Mp(r, f) =
{
1
2pi
∫ 2pi
0
|f(reiθ)|pdθ
}1/p
for 0 < p <∞ and
Mp(r, f) = ess sup
0≤θ<2pi
|f(reiθ)|
for p =∞.
Note that for f ∈ Lp(D), the integral means Mp(r, f) are defined for
almost every r such that 0 < r < 1, and in fact the function Mp(·, f) is in
Lp(r dr) on [0, 1). For 0 < p < ∞ this follows immediately from Fubini’s
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theorem (see [15], Theorem 7.12), and for p = ∞ it may be proved either
directly with the aid of Fubini’s theorem, or by noting that M∞(r, f) =
limp→∞Mp(r, f).
We say that a function f ∈ Lp(∂D) is in the Sobolev spaceW k,p(∂D) if for
every 1 ≤ n ≤ k and every function g ∈ C∞(∂D), there is a function hn such
that
∫ 2pi
0
f(eiθ) d
n
dθn
g(eiθ) dθ = (−1)n ∫ 2pi
0
hn(e
iθ)g(eiθ) dθ, and furthermore f
and each hn are in L
p(∂D). Then hn is unique (see [6, Chapter 5]), so we
denote hn by
dn
dθn
f . It is well known that if f ∈ W k,p for 1 < p < ∞ then
f ∈ Ck−1(see for example [6, Section 5.6]). In fact, since the dimension here
is 1, this assertion is not difficult to show directly, and also follows for p = 1.
We next define an auxiliary operator which we will use to help bound the
Bergman projection.
Definition 2. Let f ∈ L1(∂D). Define
P(n)r (f)(θ) =
(n+ 1)!
2pi
∫ 2pi
0
f(eiφ)rne−inφ
(1− rei(θ−φ))2+ndφ.
We now have the following theorem, which gives a bound on the Lp norm
of P(n)r (f).
Theorem 3. Let 1 ≤ p ≤ ∞, and let k be an integer such that 0 ≤ k ≤ n.
Assume that f is in the Sobolev space W k,p(∂D). Then
‖P(n)r (f)‖p ≤
Γ(n+ 1− k)Γ(n+ 2− k)
Γ((n+ 2− k)/2)2 r
n−k(1−r2)k−n−1
∥∥∥∥ dkdθk [f(eiθ)e−inθ]
∥∥∥∥
p
,
where ‖ · ‖p denotes the Lp(∂D) norm.
Proof. First assume that p < ∞. Performing integration by parts k times
gives
P(n)r (f)(θ) =
(n+ 1)!
2pi
∫ 2pi
0
f(eiφ)rne−inφ
(1− rei(θ−φ))2+ndφ
= rn−ke−ikθ
(n− k + 1)!
2piik
∫ 2pi
0
dk
dθk
[f(eiφ)e−inφ]
(1− rei(θ−φ))2+n−k dφ.
This is legitimate since f is in W k,p, and thus all its derivatives except possi-
bly the kth are continuous. We have also used the fact that both f(eiφ) and
(1− rei(θ−φ))−1 are periodic in φ with period 2pi.
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The above displayed equation, Lemma 1 and Ho¨lder’s inequality imme-
diately gives the case p = ∞. If p < ∞, let m = n + 2 − k, and let
g(eiθ) = d
k
dφk
[f(eiφ)e−inφ]. Note that
(rn−k(n− k + 1)!)−p‖P(n)r (f)‖pp ≤
∫ 2pi
0
∣∣∣∣
∫ 2pi
0
|g(eiφ)|
|1− rei(θ−φ)|m
dφ
2pi
∣∣∣∣
p
dθ
2pi
.
But the right hand side of the above inequality equals∫ 2pi
0
∣∣∣∣
∫ 2pi
0
|g(eiφ)|
|1− rei(θ−φ)|m/p
1
|1− rei(θ−φ)|m/q
dφ
2pi
∣∣∣∣
p
dθ
2pi
,
where q is the conjugate exponent to p. By Ho¨lder’s inequality, this is less
than or equal to
∫ 2pi
0
∫ 2pi
0
|g(eiφ)|p
|1− rei(θ−φ)|m
dφ
2pi
(∫ 2pi
0
1
|1− rei(θ−φ)|m
dφ
2pi
)p/q
dθ
2pi
.
And by Lemma 1, this is at most(
Γ(m− 1)
Γ(m/2)2
)p−1 ∫ 2pi
0
∫ 2pi
0
|g(eiφ)|p
|1− rei(θ−φ)|m
dφ
2pi
(1− r2)(1−m)(p−1) dθ
2pi
,
where we have used the fact that p/q = p− 1. Now Tonelli’s theorem shows
that this equals(
Γ(m− 1)
Γ(m/2)2
)p−1
(1− r2)(1−m)(p−1)
∫ 2pi
0
|g(eiφ)|p
∫ 2pi
0
1
|1− rei(θ−φ)|m
dθ
2pi
dφ
2pi
≤
(
Γ(m− 1)
Γ(m/2)2
)p−1
Γ(m− 1)
Γ(m/2)2
(1− r2)(1−m)(p−1)(1− r2)1−m
∫ 2pi
0
|g(eiφ)|pdφ
2pi
=
(
Γ(m− 1)
Γ(m/2)2
)p
(1− r2)(1−m)p‖g‖pp,
where we have again applied Lemma 1. This proves the result for p < ∞.
(Note that in the case p = 1, the above proof still works and really only
involves Lemma 1 and Tonelli’s theorem, but not Ho¨lder’s inequality.)
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For f ∈ L1(D), recall that the Bergman projection of f is defined by
Pf(z) = 1
pi
∫
D
f(w)
(1− wz)2dA(w),
and thus
dn
dzn
(Pf)(z) = (n+ 1)!
pi
∫
D
f(w)wn
(1− wz)2+ndA(w). (5)
Therefore, if z = reiθ, we have that
dn
dzn
(Pf)(z) = (n+ 1)!
pi
∫ 1
0
ρ
∫ 2pi
0
f(ρeiφ)ρne−inφ
(1− rρei(θ−φ))2+n dφ dρ
=
(n+ 1)!
pi
∫ 1
0
ρ
∫ 2pi
0
fρ(e
iφ)ρne−inφ
(1− rρei(θ−φ))2+n dφ dρ,
= 2
∫ 1
0
ρr−nP(n)rρ fρ(eiθ) dρ,
where fρ(e
iθ) = f(ρeiθ).
Theorem 4. Let 1 ≤ p ≤ ∞, and let k and n be integers such that 0 ≤ k ≤ n.
Suppose that f ∈ L1(D), and that the restriction of f to almost every circle
of radius less than 1 centered at the origin is in W k,p. Then the following
inequality holds:
Mp
(
r,
dn
dzn
(Pf(z))
)
≤ 2Γ(n+ 1− k)Γ(n+ 2− k)
Γ((n+ 2− k)/2)2 ×
r−k
∫ 1
0
ρn+1−kMp
(
dk
dθk
(e−inθf), ρ
)
(1− r2ρ2)k−n−1dρ.
We make the following remark about this theorem: since
∣∣∣∣ dkdθk (e−inθf)
∣∣∣∣ ≤
k∑
j=0
(
k
j
)
nk−j
∣∣∣∣ djdθj f
∣∣∣∣ , (6)
it is not hard to use the above theorem to bound Mp(r, (Pf)(n)) strictly in
terms of the integral means of the first k derivatives of f in the θ direction.
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Proof. Again, first assume that p <∞. We have that
Mp
(
r,
dn
dzn
(Pf(z))
)
=
(
1
2pi
∫ 2pi
0
∣∣∣∣2
∫ 1
0
ρr−nP(n)rρ fρ(eiθ)dρ
∣∣∣∣
p
dθ
)1/p
.
By Minkowski’s inequality, this is less than or equal to
2
∫ 1
0
(
1
2pi
∫ 2pi
0
ρpr−pn|P(n)rρ fρ(eiθ)|pdθ
)1/p
dρ.
By Theorem 3, this is less than or equal to
2
Γ(n+ 1− k)Γ(n+ 2− k)
Γ((n+ 2− k)/2)2 r
−k
∫ 1
0
ρn+1−k
∥∥∥∥ dkdθk (e−inθfρ)
∥∥∥∥
p
(1− r2ρ2)k−n−1dρ
which equals
2
Γ(n+ 1− k)Γ(n + 2− k)
Γ((n+ 2− k)/2)2 r
−k
∫ 1
0
ρn+1−kMp
(
dk
dθk
(e−inθf), ρ
)
(1− r2ρ2)k−n−1dρ.
The proof is slightly easier in the case p =∞, as we do not need Minkowski’s
inequality. Alternately, to see that the theorem still holds for p =∞, we can
take the limit in the bound as p = ∞, using the monotone convergence
theorem and the fact that Mp(r, f) increases with p.
We now discuss Lipschitz and Lebesgue-Lipschitz classes, since they are
relevant to some corollaries which we are about to prove. A function f is
said to be Lipschitz of order α for 0 < α ≤ 1 if there is some constant A such
that |f(x)− f(y)| ≤ A|x− y|α for all x and y in its domain. The class of all
such functions is denoted by Λα. For a function f defined on the unit circle,
we define its integral modulus of continuity of order p for p <∞ by
ωp(t, f) = sup
0<h≤t
[
1
2pi
∫ 2pi
0
|f(x+ h)− f(x)|p
]1/p
.
If ωp(t, f) = O(t
α) for some α such that 0 < α ≤ 1, we say that f belongs to
the Lebesgue-Lipschitz class Λα,p. For p =∞, we define Λα,∞ = Λα.
We will need Theorem 5.4 in [4], which states that an analytic function is
in Hp for 1 ≤ p <∞ and has boundary values in Λpα if and only if the integral
means of its derivative satisfy Mp(r, f
′) = O((1 − r)−1+α). We will also use
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Theorem 5.1 from the same reference, which says that an analytic function
is in H∞ and has boundary values in Λα,∞ if and only if the integral means
of its derivative satisfy M∞(r, f ′) = O((1− r)−1+α). (As stated, the theorem
has the function being continuous in D in place of its being in H∞, but any
analytic function in H∞ with Lipschitz (or even continuous) boundary values
is continuous in D.)
Theorem 5. Let 1 ≤ p ≤ ∞ and 0 < α < 1 and n ≥ 1. Suppose that f is
measurable in D and that the restriction of f to almost every circle of radius
less than 1 centered at the origin is in W n,p. Suppose that Mp
(
dn
dθn
f, r
)
=
O((1 − r)−1+α) Then P(f)(n−1) ∈ Hp, and in fact the boundary values of
P(f)(n−1) are in the Lebesgue-Lipschitz space Λα,p .
Proof. Note that the assumptions imply that Mp(r,
dn
dθn
(e−iθf)) = O((1 −
r)−1+α), and that f ∈ L1(D). By the above theorem,
Mp(r,P(f)(n)) ≤ C
∫ 1
0
(1− ρ)−1+α(1− r2ρ2)−1ρ dρ
≤ C
∫ 1
0
(1− ρ)−1+α(1− rρ)−1ρ dρ
for r near enough to 1, where C is a constant. By Lemma 2, the above
expression is less than or equal to C(1− r)α for r near enough to 1, where C
is another constant. But this implies that P(f)(n−1) ∈ Hp and has boundary
values in Λpα.
We now state a corollary related to our original motivation for studying
this problem. If we are given an f ∈ Ap with unit norm, where 1 < p < ∞
and p has conjugate exponent q, then there is a function k ∈ Aq (unique
up to a positive scalar multiple) such that f solves the extremal problem of
maximizing Re
∫
D
gk dσ among all functions g of unit Ap norm. The broad
question that first motivated our study was: if we know that f has certain
regularity, can we say anything about regularity properties for k? The next
corollary is an example of this.
Corollary 6. Let 2 ≤ p < ∞, let p − 1 ≤ s ≤ ∞, let q be the conjugate
exponent to p, and let 0 < α < 1. Let f be analytic and suppose that f ∈ Hs
with boundary values in Λsα, and that ‖f‖Ap = 1. Let k a function in Aq such
that f solves the extremal problem of finding a function g of unit Ap norm
maximizing Re
∫
D
gk dσ. Then k ∈ Hs/(p−1) and the boundary values of k are
in Λα,s/(p−1).
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Proof. By the above mentioned Theorem 5.4 from [4], we have thatMs(r, f
′) =
O((1− r)−1+α). Now, if we write f = u+ iv, we have
∂
∂θ
(|f |p−2f) = (p− 2)|f |p−4[uuθ + vvθ]f + |f |p−2fθ.
The absolute value of the above expression is bounded by (p − 1)|f |p−2|f ′|,
where we have used the fact that fθ = izf
′ and the Cauchy-Schwarz inequal-
ity applied to 〈uθ, vθ〉 and 〈u, v〉. Thus we have
Ms/(p−1)
(
r,
∂
∂θ
(|f |p−2f)
)
≤ (p− 1)‖f‖p−2Hs Ms(r, f ′) ≤ C(1− r)−1+α,
where in the first inequality we have used Ho¨lder’s inequality, and in the
second we have used the hypothesis about the growth of the integral means
of f ′. Also, it is clear that Ms/(p−1)(r, |f |p−2f) is bounded. By Theorem 5,
this implies that P(|f |p−2f) ∈ Hs/(p−1) and that P(|f |p−2f) has boundary
values in Λ
s/(p−1)
α . But since P(|f |p−2f) is a constant multiple of k, the
corollary holds.
The next corollary is an analogous result for higher regularity.
Corollary 7. Let n ≥ 0 be an integer, and suppose that n + 1 ≤ p < ∞
and that p − 1 ≤ s ≤ ∞. Also suppose that f (n−1) ∈ Λsα, where 0 < α < 1,
and that ‖f‖Ap = 1. Let k a function in Aq such that f solves the extremal
problem of finding a function g of unit Ap norm maximizing Re
∫
D
gk dσ.
Then k(n−1) ∈ Hs/(p−1) and the boundary values of k(n−1) are in Λα,s/(p−1).
Proof. We have that ∂n/∂θn(f p/2f
(p/2)−1
) equals
n∑
k=0
(
n
k
)
∂kθ (f
p/2)∂n−kθ (f)
p/2.
Now each term of ∂kθ (f
p/2) is of the form Cfαg1g2 · · · gm where C is a constant,
each gm is some θ derivative of f of order at most n, and α+m = p/2. Also,
only one gj can be a k
th derivative. Each term of ∂kθ (f
p/2−1
) is of the form
Cf
α
g1g2 · · · gm where each gj is some derivative of f of order at most n− k,
and α +m = p/2. Also, only one gj can be a (n− k)th derivative.
Thus, each term of ∂n/∂θn(f p/2f
(p/2)−1
) is of the form Cfαf
β
g1g2 · · · gm,
where α+β+m = p−1 and each gj is a θ derivative of either f or f of order
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at most n. Note that because p ≥ n+ 1, we have that α+ β is nonnegative.
Then fαf
β ∈ Ls/(α+β) and each gj is in Hs, unless gj is an nth derivative.
Thus, all terms (except for the exceptional ones with an nth derivative) are
in Hs/(p−1), by Ho¨lder’s inequality. Also, since Mp(r, ∂nθ f) = O((1− r)−1+α),
Ho¨lder’s inequality again shows that the terms with an nth derivative have
integral means of order s/(p − 1) that are O((1 − r)−1+α). The result now
follows as in the above corollary.
These corollaries are similar to Theorem 4.3 in [9], which is proved by
very different methods. That theorem is only proved for p an even integer.
It requires us assume that f ∈ Hs for p − 1 < s < ∞, and yields that
k ∈ Hs/(p−1). Whether Theorem 4.3 from [9] holds when p is not an even
integer is still an open question.
3 Bounds on Sobolev norms of Bergman Pro-
jections
We now illustrate how our previous results can be used to bound certain
weighted Lp norms of derivatives of Bergman projections by other weighted
Lp norms of θ derivatives of the original function. We will need the following
lemma.
Lemma 8. Suppose 1 < p < ∞ and that j, k > −1 and m > 0 and u < 1,
and that u > 1 −mp. Set w = u + (m − 1)p. For a measurable function f
define
g(x) =
∫ 1
0
|f(y)|
(1− xy)my
k dy,
where we allow g(x) to take on ∞ as a value. Then
‖g‖Lp(xj(1−x)−u dx) ≤ C2‖f‖Lp(xk(1−x)−w dx),
where Lp spaces in the bound are on the interval [0, 1], and where
C2 = C2(p,m, k, j, u) =
inf
0<b<m
a satisfies all of (8)
C1(aq, (m− b)q, k)1/qC1(ap + (m− b)p+ u− (p/q), bp, j)1/p.
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Proof. Let q be the conjugate exponent to p. Choose b so that 0 < b < m.
First note that the above conditions imply that
1−m− u
p
<
1
q
(7a)
1− u
p
−m < 1− u
p
− (m− b) (7b)
1
q
− (m− b) < 1
q
(7c)
1
q
− (m− b) < 1− u
p
− (m− b). (7d)
Thus we can find a number a satisfying
1−m− u
p
<a (8a)
1
q
− (m− b) <a (8b)
a <
1
q
(8c)
a < 1− u
p
−m+ b. (8d)
We may assume without loss of generality that f ≥ 0, since if the in-
equality holds for |f | it holds for f . Now
∫ 1
0
f(y)
(1− xy)my
k dy
=
∫ 1
0
f(y)(1− y)a
(1− xy)b
(1− y)−a
(1− xy)m−b y
kdy
≤
[∫ 1
0
|f(y)|p(1− y)ap
(1− xy)bp y
kdy
]1/p
×
[∫ 1
0
(1− y)−aq
(1− xy)(m−b)q y
kdy
]1/q
,
by Ho¨lder’s inequality. But by Lemma 2, the above expression is less than
or equal to
C
1/q
1,1 (1− x)(1/q)−a−(m−b)
[∫ 1
0
|f(y)|p(1− y)ap
(1− xy)bp y
kdy
]1/p
,
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where C1,1 = C1(aq, (m − b)q, k). This is valid because aq + (m − b)q > 1
and aq < 1, which follow from inequalities (8b) and (8c). So then
‖g‖pLp(xj(1−x)−u dx)
=
∫ 1
0
∣∣∣∣
∫ 1
0
f(y)
(1− xy)my
k dy
∣∣∣∣
p
(1− x)−uxj dx
≤ Cp/q1,1
∫ 1
0
(1− x)(p/q)−ap−(m−b)p
∫ 1
0
|f(y)|p(1− y)ap
(1− xy)bp y
k dy (1− x)−uxj dx
= C
p/q
1,1
∫ 1
0
|f(y)|p(1− y)ap
∫ 1
0
(1− x)(p/q)−ap−(m−b)p−u
(1− xy)bp x
j dx yk dy,
by Tonelli’s theorem for nonnegative functions. Applying the previous lemma
again we see that this is less than or equal to
C
p/q
1,1 C1,2
∫ 1
0
|f(y)|p(1− y)ap(1− y)1+(p/q)−ap−(m−b)p−u−bpyk dy
= C
p/q
1,1 C1,2
∫ 1
0
|f(y)|p(1− y)−wyk dy
= C
p/q
1,1 C1,2‖f‖pLp(xk(1−x)−w dx)
where C1,2 = C1(ap + (m − b)p + u − (p/q), bp, j) This works because u +
(m−b)p+ap− p
q
< 1 and u+mp+ap− p
q
> 1, which follow from inequalities
(8d) and (8a), respectively.
Note that the proof works even if g is equal to∞ for some x, since Ho¨lder’s
inequality holds even if the left or right sides are infinite, and Tonelli’s the-
orem holds even if some of the integrals involved are infinite.
One important case is when j = k = m = 1 and u = 0. In this case we
can choose a = 1/(pq) and b = 1/p, and then we see that C2(p, 1, 1, 1, 0) ≤
C1(1/p, 1, 1)
1/qC1(1/q, 1, 1)
1/p. (We have tried to find a choice of a and b
yielding a better bound on C2, but were not able). But by the remarks after
Lemma 2, this is equal to[
Γ(1/p)Γ(1/q)
Γ(1)
]1/q [
Γ(1/q)Γ(1/p)
Γ(1)
]1/p
= Γ
(
1
p
)
Γ
(
1− 1
p
)
=
pi
sin(pi/p)
by the reflection formula for the Γ function.
It is interesting to note that the bounds in the following theorem do not
depend on p.
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Theorem 9. Let 1 ≤ p ≤ ∞ and 1 < s <∞. Suppose that 0 ≤ k ≤ n, where
n and k are integers. Also suppose that j−k > −1 and 1−(n+1−k)s < u < 1
and set w = u + (n − k)s. Also suppose that the restriction of f to almost
every circle of radius less than 1 centered at the origin is in W k,p, and that
f is in L1(D). Then{∫ 1
0
[Mp(r, (Pf)(n))]s (1− r)−urj dr
}1/s
≤ C3(s, n− k, j − k, u)
{∫ 1
0
[
Mp
(
dk
dθk
(e−inθf), r
)]s
(1− r)−wrn−k+1 dr
}1/s
where
C3(s, n−k, j−k, u) = Γ(n+ 1− k)Γ(n+ 2− k)
Γ((n + 2− k)/2)2 C2(s, n−k+1, n−k+1, j−k, u).
Proof. Define
g(r) =
∫ 1
0
ρn+1−kMp
(
dk
dθk
(e−inθf), ρ
)
(1− ρr)k−n−1dρ.
Then by Theorem 4 and the fact that (1 − ρ2r2)k−n−1 ≤ (1 − ρr)k−n−1 we
have
Mp(r, (Pf)(n)) ≤ Cr−kg(r),
where C = 2Γ(n+1−k)Γ(n+2−k)
Γ((n+2−k)/2)2 . But by Lemma 8,(∫ 1
0
|g(r)|s (1− r)−u rj−kdr
)1/s
≤ C2(s, n− k + 1, n− k + 1, j − k, u) ×[∫ 1
0
[
Mp
(
dk
dθk
(e−inθf), r
)]s
(1− r)−wrn−k+1 dr
]1/s
.
By using Equation (6), it is not hard to modify the bound in the theorem
so that it only involves the integral means of the first k derivatives of f in
the θ direction.
Note that if we take 1 < s <∞ and n = k and j = 1+n and u = 0, then
by the remarks after Lemma 8 we see that C3(s, 0, 1, 0) ≤ 2pi/ sin(pis). If we
also take p = s and note that r dr dθ = dA, we have the following corollary.
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Corollary 10. For 1 < p < ∞ and n ≥ 0, if f ∈ L1(D) and f is in W n,p
when restricted to almost every circle of radius less than 1 centered at the
origin, we have
‖P(f)(n)‖Lp(rndA) ≤ 2 pi
sin(pi/p)
∥∥∥∥ dndθn (e−inθf)
∥∥∥∥
Lp(dA)
.
Here is another corollary, which follows from taking p = s, replacing n
with n+ k where n, k ≥ 0, and letting j = 1 + k, and u = 0.
Corollary 11. For 1 < p <∞ and integers n, k ≥ 0, if f ∈ L1(D) and f is
in W k,p when restricted to almost every circle of radius less than 1 centered
at the origin we have
‖P(f)(n+k)‖Lp(rkdA) ≤ C3(p, n, 1, 0)
∥∥∥∥ dkdθk (e−i(n+k)θf)
∥∥∥∥
Lp(rn(1−r)−np dA)
.
If k = 0, the right hand side above simplifies to
C3(p, n, 1, 0)‖f‖Lp(rn(1−r)−np dA).
Now, if we take b = 1/p and a = −n + 1/(pq) in the definition of C2, we see
that
C3(p, n, 1, 0)
≤ 2Γ(n+ 1)Γ(n+ 2)
Γ(1 + (n/2))
×
C1(aq, (n+ 1− b)q, n + 1)1/qC1(ap+ (n + 1− b)p− (p− 1), bp, 1)1/p
= 2
Γ(n+ 1)Γ(n+ 2)Γ(1/p)1/qΓ(nq + (1/q))1/qΓ(1/q)1/pΓ(1/p)1/p
Γ(1 + (n/2))Γ(nq + 1)1/qΓ(1)1/p
= 2
Γ(n+ 1)Γ(n+ 2)Γ(1/p)Γ(1/q)1/pΓ(nq + (1/q))1/q
Γ(1 + (n/2))Γ(nq + 1)1/q
.
4 A Counterexample
We now give an example of a function f such that M2(r, f) is bounded but
Pf is not in H2. In fact, the function in our example can be chosen so
that f ∈ C∞(D) and so that M∞(r, f) → 0 as r → 1−. This function
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is called a “counterexample” since it is a counterexample to the conjecture
that P(f) ∈ H2 if M2(r, f) is bounded. Note that for the special case where
f is of the form |g|p−2g where g is an analytic function, then P(f) ∈ H2 if
M2(r, f) is bounded (see the introduction).
We first derive some general formulas for the Bergman projection of a
function. Suppose that f ∈ L2(D). Note that for almost every r in [0, 1], f
restricted to the circle of radius r has a Fourier series since it is in L2([0, 2pi))
for almost every r. Thus we can write
f(reiθ) =
∞∑
n=−∞
an(r)e
inθ,
where for a.e. r convergence holds in L2(0, 2pi). Here
an(r) =
1
2pi
∫ 2pi
0
f(reiθ)e−inθ dθ.
Note that the functions an(r) are measurable by Fubini’s theorem. Also, by
Fubini’s theorem∫
D
|f(z)|2 dA(z)
2pi
=
1
pi
∫ 1
0
∫ 2pi
0
|f(reiθ)|2 dθ r dr.
But since, for almost every fixed r, the Fourier series in θ of f(reiθ) converges
in L2(0, 2pi), we have∫
D
|f(z)|2 dA(z)
2pi
=
1
pi
∫ 1
0
∞∑
n=0
|an(r)|2 r dr. (9)
We now prove the following lemma relating what we have said to calcu-
lating the Bergman projection of f .
Lemma 12. Suppose that f ∈ L2(D). Then we can write
f(reiθ) =
∞∑
n=−∞
an(r)e
inθ
for a.e. r, where for a.e. r, convergence holds in L2(0, 2pi). Also, the Bergman
projection of f is given by
(Pf)(z) = 1
pi
∞∑
n=0
[∫ 1
0
(n+ 1)an(r)r
n+1dr
]
zn.
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Proof. Let z = reiθ and w = ρeiφ. Note that
(Pf)(z) =
∫
D
∞∑
n=0
(n + 1)znwnf(w) dσ(w)
=
1
pi
∫ 1
0
∫ 2pi
0
∞∑
n=0
∞∑
m=−∞
(n + 1)am(ρ)e
imφrnρn+1einθe−inφ dφ dρ
by Fubini’s theorem. For fixed z and ρ, the sum
∞∑
n=0
(n + 1)znwn converges
uniformly on [0, 2pi], and thus for fixed z and almost every fixed ρ, the sum
∞∑
n=0
(n + 1)znwnf(w) converges in L2([0, 2pi]). Also, for almost every fixed
ρ the sum
∞∑
m=−∞
am(ρ)e
imφ converges in L2(0, 2pi). Thus, we can move the
integral over φ inside the two summations to see that
(Pf)(z) = 1
pi
∫ 1
0
∞∑
n=0
(n+ 1)an(ρ)ρ
n+1rneinθ dρ.
Now, we wish to apply the dominated convergence theorem to move the sum
outside the integral. To see that we can do this, note that for each ρ and
each N ≥ 0 we have by the Cauchy-Schwarz inequality that∣∣∣∣∣
N∑
n=0
(n+ 1)an(ρ)ρ
nrneinθ
∣∣∣∣∣ ≤
( ∞∑
n=0
|an(ρ)|2
)1/2( ∞∑
n=0
(n+ 1)2r2nρ2n
)1/2
.
But the second sum can be bounded by (1 + r2)/(1 − r2)3 independently
of ρ and the first sum is integrable in with respect to the measure ρ dρ by
equation (9). Thus we may apply the dominated convergence theorem to see
that
(Pf)(z) = 1
pi
∞∑
n=0
[∫ 1
0
(n + 1)an(ρ)ρ
n+1 dρ
]
zn.
Of course, this theorem shows that the formula for the Bergman projec-
tion is valid if f ∈ Lp for p > 2, since Lp is then a subset of L2. The formula
20
also holds for any f ∈ Lp for p > 1. This can be shown by using the fact
that the Fourier series of an Lp function converges to that function in Lp for
1 < p < ∞, by using Ho¨lder’s inequality instead of the Cauchy-Schwarz in-
equality, and by using Fubini’s theorem and the Hausdorff-Young inequality
to show that
∑∞
n=0 |an(ρ)|q is integrable with respect to ρ dρ. However, we
will really only need the formula to hold for bounded functions, since the
functions to which we need to apply the theorem will all be bounded.
To construct a function f such that M∞(r, f) → 0 as r → 1− and Pf 6∈
H2, we will use the following lemma. Note that the constant 1/4 in the
lemma is not sharp and could be replaced any number strictly between 0 and
1.
Lemma 13. There is an increasing sequence 0 = b0, b1, b2, . . . → 1 and an
increasing sequence of non-negative integers m1, m2, . . . such that∫ bn
bn−1
(mn + 1)r
mn+1 dr ≥ 1
4
.
Proof. We prove this by induction. Let b0 = 0, b1 = 1/
√
2, and m1 = 0.
Then we have ∫ b1
b0
(m1 + 1)r
m1+1 dr =
∫ 1/√2
0
r dr =
1
4
.
Now, suppose we have found an increasing sequence of constants b0, . . . , bn <
1 and an increasing sequence of non-negative integers m1, . . .mn satisfying
the above condition. Note that for each k ≥ 0,∫ 1
bn
(k + 1)rk+1 dr =
k + 1
k + 2
(1− bk+1n ).
Now, as k →∞, this approaches 1, so there is some k such that∫ 1
bn
(k + 1)rk+1 dr =
k + 1
k + 2
(1− bk+1n ) ≥
1
2
.
We choose mn+1 to be the smallest such k. Now, the above inequality implies
that there is some constant b such that bn < b < 1 and∫ b
bn
(k + 1)rk+1 dr =
1
4
.
We then choose bn+1 = b.
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We now have the following theorem in which we construct bounded func-
tions whose Bergman projections are not in H2.
Theorem 14. Let the bn be defined as in the previous lemma. Let {cn}∞n=1
be a bounded sequence such that
∑
n |cn|2 =∞. Define
aj(r) = cjχ[bj−1,bj)(r)
and
f(reiθ) =
∞∑
j=1
aj(r)e
imjθ.
Then f is bounded but Pf is not in H2.
Proof. For each r there is exactly one j such that r ∈ [bj−1, bj), which implies
thatM∞(r, f) = cj, where j is the number such that r ∈ [bj−1, bj). Note that
this implies that f is bounded. Thus we have that
(Pf)(z) = 1
pi
∞∑
n=1
cn
[∫ bn
bn−1
(mn + 1)r
mn+1 dr
]
zmn .
But this means that the mn
th term in the Taylor series of Pf is at least
cn/4 in absolute value, so that the Taylor coefficients of Pf are not square
summable.
In the theorem, if we choose the sequence {cn} so that it approaches 0
(but is not square summable), then the function f defined in the statement
of the theorem will approach 0 uniformly as z approaches the boundary of
the disc, but its Bergman projection will not be in H2. Thus, we have the
following corollary.
Corollary 15. There is a bounded function f(z) in D that approaches 0
uniformly as |z| → 1, such that Pf 6∈ H2.
We note in passing that if we define aj(r) = cjφj(r), where φj is a C
∞
bump function with support in (bj−1, bj) that is equal to 1 on a sufficiently
large part of (bj−1, bj) then we can even construct f so that it is in C∞ and
approaches 0 uniformly as |z| → 1.
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