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Abstract 
Background: Electrophysiological measures can help understand brain function both in healthy 
individuals and in the context of a disease. Given the amount of information that can be 
extracted from these measures and their frequent use, it is essential to know more about their 
inherent reliability.  
Objective/Hypothesis: To understand the reliability of electrophysiology measures in healthy 
individuals. We hypothesized that measures of threshold and latency would be the most reliable 
and least susceptible to methodological differences between study sites. 
Methods: Somatosensory evoked potentials from 112 control participants, long-latency 
reflexes, transcranial magnetic stimulation with resting and active motor thresholds, motor 
evoked potential latencies, input/output curves, and short-latency afferent inhibition and 
facilitation from 84 controls were collected at 3 visits over 24 months at 4 Track-On HD study 
sites. Reliability was assessed using intra-class correlation coefficients for absolute agreement 
and the effects of reliability on statistical power are demonstrated for different sample sizes and 
study designs.   
Results: Measures quantifying latencies, thresholds, and evoked responses at high stimulator 
intensities had the highest reliability, and required the smallest sample sizes to adequately 
power a study. Very few between-site differences were detected.  
Conclusions: Reliability and susceptibility to between-site differences should be evaluated for 
electrophysiological measures before including them in study designs. Levels of reliability vary 
substantially across electrophysiological measures, though there are few between-site 
differences. To address this, reliability should be used in conjunction with theoretical 
calculations to inform sample size and ensure studies are adequately powered to detect true 
change in measures of interest.  
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Introduction 
 Electrophysiological measures can improve understanding of brain function both in 
healthy individuals and in the context of a disease. Numerous electrophysiological experimental 
paradigms probe the function of the cortex and white matter connections [1]. Some paradigms 
examine brain function at the time of stimulation while others aim to modulate brain function 
so that the effects outlast the time of stimulation and therefore probably reflect plasticity [2]. 
Commonly used techniques examining brain function include somatosensory-evoked potential 
latencies and amplitudes (SEP) to examine primary somatosensory cortical (S1) excitability and 
sensory afferent connections following peripheral nerve stimulation, and transcranial magnetic 
stimulation (TMS) in combination with electromyography (EMG) to explore excitability in the 
corticospinal tract (motor thresholds, motor evoked potential latencies and amplitudes) and 
local circuitry within the primary motor cortex (M1), e.g. cortical silent period duration [3]. 
Additionally, the combination of peripheral nerve stimulation and TMS, e.g. in sensory afferent 
inhibition and facilitation [4,5] or long latency reflexes [6] can be used to test cortical circuitry 
involved in sensorimotor integration [7].  
Given the amount of information that can be extracted from these measures and their 
frequent use, it is essential to know more about their inherent reliability. In cross-sectional 
studies, for instance, poor reliability increases within-group variation, making it more difficult to 
measure between-group differences [8,9]. In clinical trials that are more dependent on within-
individual changes, as opposed to group differences, measurement error can mask change over 
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time [8,10,11]. Both of these issues can be addressed by understanding the reliability of the 
dependent measures. Finally, when designing multi-centre studies the susceptibility to 
differences between sites in the interpretation of the protocol for electrophysiological measures 
can introduce further variability in the data. It is therefore critical to identify these sources of 
added variability as well. 
 To date, there is discrepancy in the literature, with some investigations reporting low to 
moderate reliability across measures [12-15], and separate studies reporting high reliability [16-
19]. These values are largely dependent on the measures investigated, the muscle of interest, 
and the methods by which reliability is quantified. As such, investigations to date largely suffer 
from small sample sizes, inclusion of few measures, and inconsistent methodological 
approaches [20]. Recent work outlined these shortcomings, and provided a more 
comprehensive evaluation of the reliability of TMS measures in healthy older individuals as well 
as individuals with stroke [21].  
 The current study utilised a large sample of electrophysiological data in healthy 
individuals across 24-months to address three main aims. First, we examined feasibility of each 
electrophysiological measure by calculating attrition rates across time. Second, we determined 
the reliability of different electrophysiological measures. Thirdly, we determined which 
electrophysiological measures may be susceptible to methodological differences by assessing 
between-site differences. Finally, we conducted simulation to quantify how reliability influences 
statistical power when using electrophysiological measures. Broadly, we hypothesized that 
measures of threshold and latency would be the most reliable and least susceptible to 
methodological differences between study sites.  
 
 
5 
 
Materials and Methods  
Participants 
This study used electrophysiology data from 112 control participants (67 females) 
enrolled in the Track-On study at the four study sites (London, Paris, Leiden, Vancouver) [22,23]. 
TrackOn is a longitudinal observational study in participants carrying a mutation in the HTT gene 
and matched controls [22,23]. 
Participants were assessed at baseline, as well as at 12 and 24-month follow-ups, at four 
study sites: London (29 participants at baseline; 26% of total 112), Paris (29 at baseline; 26%), 
Leiden (28 at baseline; 25%), and Vancouver (26 at baseline; 23%). Local ethics committees 
approved the study, and written informed consent was obtained from each participant. The 
Leiden site only collected SEPs; therefore, the long-latency reflexes (LLRs) and TMS-based 
measures have a total of 84 control participants’ data. 
Electrophysiology 
 For all data collection, participants were seated in a comfortable chair and asked to 
relax as much as possible, unless instructed otherwise. All measures were collected from the 
dominant hemisphere and hand, assessed with the Edinburgh Handedness Questionnaire [24].  
Electroencephalography 
Somatosensory evoked potentials (SEPs) were recorded following median nerve 
stimulation (pulse width 200 s, square wave pulse, cathode distal, anode proximal) with 
surface electrodes using routine techniques [25]. SEPs were recorded with a silver/silver-
chloride disk electrode over the somatosensory cortex (2 cm posterior of C3 in the international 
EEG 10-20 system) referenced against Fz. Briefly, stimulation at 3 Hz was delivered at three 
intensities: sensory threshold, defined as the minimum intensity at which participants could 
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perceive the stimulation at the wrist; motor threshold, defined as the minimum intensity 
required to evoke a visible twitch in the target muscle; and at 150% of the motor threshold. 
Recordings from 300 stimuli were collected. At three sites (London, Paris, Vancouver), surface 
EMG were recorded from the right abductor pollicis brevis (APB) muscle using silver/silver-
chloride disc surface electrodes (1 cm diameter) in a belly tendon montage. The EMG signal was 
amplified and analogue filtered (30 Hz to 1 kHz) with a Digitimer D360 amplifier (Digitimer Ltd., 
Welwyn Garden City, UK) in London and Paris, or Powerlab 4/30 EMG System (AD Instruments, 
Colorado Springs, CO) in Vancouver. Data were digitised (sampling rate 4 kHz) for offline analysis 
using Signal software (Cambridge Electronic Devices, Cambridge, UK) in London and Paris, or 
LabChart (AD Instruments, Colorado Springs, CO) in Vancouver. In order to analyse SEP data, an 
average trace for each stimulation intensity was produced to extract the N20 latency and 
N20/P25 amplitude. The N20 component was identified as the first negative peak in a time 
window of 15-25 ms post-stimulus; N20 latency was defined as the time from stimulation to this 
peak. Latency was determined from the 150% of motor threshold trace; if no peak could be 
detected in this trace, motor threshold was used. N20/P25 amplitude was calculated as the 
peak-to-peak amplitude between the N20 and the following P25.  
Long-latency Reflexes  
 Long-latency reflexes were collected using standard procedures [6]. Three hundred 
stimuli were delivered over the median nerve at the wrist as individuals maintained an APB 
contraction of 20-30% of their maximal voluntary contraction (MVC). To activate the APB, 
individuals were instructed to abduct their thumbs against a force transducer while monitoring 
visual feedback to ensure consistency. EMG was collected as described above. Average traces 
were used to determine LLR2 amplitudes, as well as the latencies of both LLR1 and LLR2. LLR1 
was defined as the first visible deflection from baseline between 35-45 ms post-stimulus, while 
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LLR2 was identified in a time window of 45-55 ms. LLR2 amplitude was defined as the peak-to-
peak amplitude between LLR2 and the following peak. 
Transcranial Magnetic Stimulation 
TMS was performed as previously described using established techniques [3,25]. At all 
sites single pulse TMS was delivered using a monophasic figure-of-eight shaped coil (Magstim 70 
mm P/N 9790, Magstim Co., UK) connected to a Magstim 2002 stimulator (Magstim Co., UK). 
Stimuli were given with a random inter-stimulus interval (ISI) of 4-5 seconds. The coil was held in 
such a way to induce a posterior-anterior flow with the coil handle positioned at an angle of 45 
pointing backwards. The APB ‘hot-spot’ was located and both resting and active motor 
thresholds (RMT and AMT) were determined as described [26]. The optimal spot for APB 
activation was marked with a felt pen (London) or coordinates recorded using neuronavigation 
software (Vancouver; Brainsight™, Rogue Research Inc., Montreal, QC, Canada; Paris; N eXimia 
2.2.0, Nextim Ltd, Helsinki, Finland). Following threshold determination, TMS was used to collect 
input/output curves at rest (110%, 130%, 150% RMT) or with pre-activation (125%, 150%, 175% 
AMT) as described including cortical silent period determination [27,28].  
MEP latency was defined as the time between the stimulus and MEP onset, while the 
CSP was defined as the time from the beginning of the MEP to the return of voluntary EMG 
activity [29]. Both were determined subjectively through visual inspection from the MEP evoked 
from the highest intensity of stimulation for each individual. To quantify the size of the MEP, 
both peak-to-peak amplitude and curve area were calculated. Curve area was determined from 
the unrectified MEP using each waveform’s absolute amplitude multiplied by the time between 
samples on the channel. To investigate sensorimotor integration, median nerve stimulation was 
paired with TMS at various ISIs using short-latency afferent inhibition (SAI) and afferent 
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facilitation (SAF) as described [4,5]. These measures of sensorimotor integration (SAI, SAF) were 
not collected at the third visit as a result of an updated protocol for the Track-On HD study.  
Statistical Analysis 
In order to measure the reliability of different neurophysiological measures, we first 
calculated the average measures two-way random-effects intra-class correlation coefficient for 
absolute agreement (ICC), hereafter written as ICC(2,k) (for more details about the statistical 
rationale see supplementary material). In the random-effects ICC, both people and observations 
are treated as random effects (i.e., we assume that both people and time points are samples 
from a larger population [30]). Data were filtered prior to analysis to remove participants with 
missing data. The ICC(2,k) can be interpreted as the ratio of true variance to total variance for k 
measures (i.e., across all three time points, [31]). In our analyses, we selected ICC(2,k) ≥0.80 as 
cut-point indicating a relatively stable and reliable measure with relatively little variation within 
a person over time compared to the individual differences between people [32].   
We also calculated a single measures two-way random-effects ICC for absolute 
agreement, referred to as ICC(2,1). The ICC(2,1) reflects the average ratio of true variance to 
total variance captured by any single measurement (i.e., the ICC(2,1) is equivalent to the 
average of the off-diagonal of a correlation matrix between all time points). Presenting ICC(2,1) 
as a compliment to ICC(2,k) is important because ICC(2,k) is sensitive to the number of 
measurements, whereas ICC(2,1) is not. That is, if the ratio of r2tx=var(T)/var(X)=0.25 in the 
population, ICC(2,1) will approximate 0.25 (especially in large sample sizes) regardless of the 
number of observations taken, whereas ICC(2,k) will increase to very high levels as k increases. 
Next, we were interested in electrophysiological measures that were not statistically 
different across study sites. We conducted a series of MANOVAs in which the three different 
time points were treated as dependent measures and study site was treated as a between-
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subjects factor. For TMS latency measures, we also included arm length as a covariate. The 
Pillai-Bartlett Trace (denoted V) was used in the determination of statistical significance. In the 
event of a statistically significant effect of study site in the MANOVA, we conducted follow-up 
univariate ANOVAs at each time point, followed by pairwise comparisons of the study-sites (in 
the event the univariate ANOVA was statistically significant). 
Finally, we used the ICC(2,1) observed in the current data to explore the statistical 
power available using different electrophysiological measures. To this end we constructed 
statistical simulations for three different study designs: 1) an independent samples t-test, 2) a 
paired samples t-test, and 3) the within-between interaction in a mixed-factorial ANOVA (i.e., a 
Group by Test interaction in a classic randomized controlled trial). The details of the statistical 
simulations and the code for running them are provided online 
(https://github.com/keithlohse/power_reliability) and these results were corroborated with 
power-calculation software (G*Power 3.1.9.2; [33]). These simulations were run at nine 
different sample sizes n/group = [10, 20, 30, 40, 50, 60, 100, 200, 300] and two different effect-
sizes d = [0.5, 0.8], which correspond to traditionally moderate and large effects [34]. The code 
for these simulations is adaptable, however, so researchers could always adapt the code for 
their own power analyses.   
All analyses were conducted using SPSS v23.0 (IBM, Armonk, New York). All descriptive 
statistics are reported as mean (SD) unless otherwise indicated. A graphical depiction of our 
approach can be found in Figure 1.  
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Results 
Cohort 
At visits one to three, individuals had an average age of 48.1 years (SD: 10.7), 49.4 years 
(10.5), and 50.6 years (10.4), respectively; 67 participants were female (60%). 103 individuals 
were right-handed, 6 were left-landed, and 3 were ambidextrous.  
There was a significant difference in arm length across study sites, and thus arm length 
was controlled for in our MANOVAs for latency-based measures. Arm length in Leiden (75.98cm 
(5.08)), was significantly larger than in London (72.10cm (5.7)), and in Paris (71.35cm (8.05)), but 
not in Vancouver (74.22cm (5.23)) (F (3,100)=3.16, p=0.03).  
 All electrophysiological measures were well tolerated and attrition rates were low.  
Attrition values for each study site as well as total participant numbers can be found in Table 1. 
As the Leiden site exclusively collected EEG measures, there are different values for those 
outcomes as compared to all the other electrophysiological measures. At visit two, retention of 
participants was 94% for EEG measures, and 92% for all other measures. At the third visit, EEG 
measures were assessed on 90% of the original sample, and TMS measures were assessed on 
89% of the original sample. Between the second and third visits, attrition was low at 4% and 3% 
for EEG and TMS measures, respectively.  
Assessing Reliability Over Time: Two-Way Random-Effect ICCs for Absolute Agreement   
 We first examined reliability using data from the same participants across several visits. 
Several measures met the ICC(2,k) cut-off  ≥0.80 indicating high reliability (Figure 2; Table 2). 
These were SEPs at motor threshold (0.91) and 150% of motor threshold (0.91), N20 latency 
(0.90), the latency of both LLR1 and LLR2 (0.97, 0.98), MEP amplitude at 150% of RMT (0.81), 
RMT and AMT (0.89 and 0.81, respectively), and both resting and active MEP latency (0.92 and 
0.89 respectively). Other measures met the ICC(2,k) cut-off  ≥0.50 of moderate reliability while a 
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number of measures had  low reliability (ICC(2,k) cut-off <0.50) (Table 2, see Supplementary 
Table 1 for low reliability measures).  
 To compliment the ICC for absolute agreement, we also calculated a number of 
descriptive statistics showing the reliability of each measure. These measures, shown in 
Supplementary Table 2, are the standard deviation between participants (i.e., the standard 
deviation of the observed values, averaged across time-points), the average within-participant 
standard deviation (i.e., the average standard deviation within a person over time), and the 
average within-participant coefficient of variation (i.e., the within-participant standard deviation 
divided by the mean for each participant). Across measures, the MEP active latency, MEP resting 
latency, N20 latency, and long-loop reflex measures showed the smallest coefficient of variation 
within participants. 
Assessing Agreement between Study Sites  
 We examined whether the measures differed statistically between study sites. All 
measures were analysed with a MANOVA to determine whether there were between-site 
differences. Significant effects shown for high and moderate reliability measures can be seen in 
Table 3, while all other results can be found in Supplementary Tables 3 and 4. Within the 
measures that met the ICC(2,k) criterion of 0.8, SEPs at both motor threshold and 150% of 
motor threshold differed between sites (ps<0.001). For interpreting SEP measures, it also 
important to establish that stimulation intensities between study sites were similar. Absolute 
stimulation intensities across visits were similar in Leiden and London while at the Paris site 
intensities at Visit 2 were substantially larger than at Visits 1 or 3 (Supplementary Table 5). 
Resting MEP latency also had a main effect of study site that remained despite 
controlling for arm length (p=0.003). Post-hoc analysis revealed that there was a significant 
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difference between Paris and Vancouver (p=0.02) at the first time-point, and between London 
and Paris at the second and third time-points (p=0.005, p=0.001). In general, three main trends 
emerged. First, lower stimulation intensities were more likely to have between-site differences. 
Second, active measures were more likely to have between-site differences than their resting 
counterparts. Third, measures analyzed by area under the curve had more site differences than 
when analyzed by quantifying peak-to-peak amplitude.  
Finally, there were also methodological differences between study sites that might have 
affected the reliability of the results. For instance, the Vancouver and Paris sites used a 
neuronavigation system to mark the site for TMS measures, whereas the London site did not. 
(Recall that the Leiden site did not collect TMS data and was excluded from these calculations.) 
To address this question, we calculated ICCs for each measure at each study site separately. As 
shown in Supplementary Table 6, there was considerable heterogeneity in the reliability 
between study sites, but no consistent pattern emerged suggesting that the neuronavigation 
system affected the reliability for TMS measures.  
 
Simulating the Effects of Reliability on Statistical Power 
We next explored the hypothetical statistical power available using different 
electrophysiological measures (Tables 4-6). For a paired-samples t-test, for instance, any non-
zero change is always going to be statistically significant when there is no measurement error. 
As measurement error is added, r2TX decreases, and statistical power decreases. Consider then a 
study design using a paired-samples t-test to detect a medium-sized effect where the change 
from pre-test to post-test is one-half of the pooled standard deviation, d = 0.5. If the primary 
outcome were RMT then the ICC(2,1)=0.73. As ICC(2,1) is an estimate of the true r2TX, we can 
make a conservative estimate that r2TX=0.64 and having 40 total participants would yield ~81% 
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power (Table 5). Conversely, if the primary outcome were SEP at sensory threshold, the 
ICC(2,1)=0.32.  Looking at Table 5, the closest r2TX is 0.36 and now having 40 participants would 
only yield ~36% power. Indeed, we would need to increase our sample size to 100 to achieve 
even 74% statistical power due to the lower reliability of the SEP at sensory threshold.  Consider 
now the same measures when examining an interaction effect in a 2x2 mixed-factorial ANOVA, 
with a medium-sized effect (d=0.5). For RMT, with an estimated r2TX of 0.64, having a sample size 
of 60 would yield 69% power, while increasing the sample size to 100 would yield 89% power 
(Table 6). In contrast, SEP at sensory threshold with an estimated r2TX of 0.36 would require a 
sample size of 200 in order to achieve 78% power, with a sample size of 40 only providing 23% 
power (Table 6).   
 
Discussion  
Electrophysiological methods can help assess brain function. It is important to know 
how reliable data generated with different electrophysiological methods are in order to 
sufficiently power a study using such measures. Here, using healthy control data from a 
longitudinal study conducted at four study sites, we show that the study had low attrition rates 
indicating it was well tolerated. Generally, measures quantifying latencies, thresholds, and 
evoked responses at high stimulator intensities had the highest reliability, and required the 
smallest sample sizes to adequately power a study. Very few between-site differences were 
detected. Our data can assist in adequately powering research studies or clinical trials using 
electrophysiological measures.  
The electrophysiological data were collected from healthy controls at four Track-On 
study sites in three study visits a year apart. Attrition rates were low suggesting that the 
electrophysiological measurements were well tolerated. Amongst the individuals who did drop 
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out, the main reasons related to other aspects of the Track-On study including the duration of 
the study day, which included many other assessments. The electrophysiological data were 
collected at the end of the study day, so that time constraints or participant burden often 
affected the electrophysiological part of the protocol.  
We then employed two complimentary approaches to understanding the reliability of 
each measure. Measures with high ICC(2,k) values have a favourable  signal to noise ratio and 
will be better suited for detecting even small differences between groups or over time, for 
example as introduced by an intervention, e.g. a treatment. In accordance with previous work, 
the most reliable measures included TMS thresholds, measures of latency, and sensory and 
motor evoked-potential amplitudes at higher stimulation intensities [15,35-42]. Most amplitude 
measures for recruitment curves at rest or when active, and sensory short-afferent inhibition or 
facilitation were of moderate reliability. Conversely, most area measures, or ratios (SPD/MEP 
size or conditioned/unconditioned MEP size) had low reliability. Measures with high reliability 
may relate most closely to brain structure; for example, latencies may reflect the integrity of a 
particular white matter tract. Since brain structure probably did not significantly change in our 
healthy controls over the 2 years of the Track-On study, the within-participant variability of 
these measures was also low. Such reasoning may also apply to evoked-response amplitudes, in 
particular SEPs that were equally reliable at motor threshold and 150% motor threshold 
intensities; however, it is also possible that in case of the MEPs they were most reliable when 
they were likely near a physiological maximum response and thus high reliability may also 
reflect a ceiling effect. Measures with lower reliability may record brain function that is less 
tightly linked to brain structure. This does not mean that the methods used for these 
measurements are inherently less reliable, as it is also possible that the greater within-
participant variability results from physiological differences in brain function. For instance, the 
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activity and excitability of the neuronal populations being stimulated may fluctuate so that the 
response to stimulation depends on the state of that population at the time of stimulation [43].  
Understanding the reliability of dependent measures is critical for experimental design, 
specifically a priori power calculations. Given the a priori effect-size of interest, the necessary 
sample-size can be adapted to the reliability of the outcome measure in question. We next used 
a simulation approach to calculate statistical power for three statistical analyses, including a 
simple clinical trial design. As expected, studies using measures with high reliability require the 
smallest sample size. However, our results also indicate that measures with less than ideal 
reliability may still be usable if the sample size provides sufficient statistical power. We should 
note, however, that there are other methods for increasing power beyond increasing sample 
size. For instance, study design can improve statistical power through the proper use of 
covariates or the use of repeated measures to improve reliability (e.g., multiple baseline and 
post-tests; [44]). Furthermore, variance/standard deviation measures from previous empirical 
research will capture both variation in the true scores and measurement error, whereas simply 
assuming a theoretical effect-size (e.g., adequate power to detect a hypothetical d=0.5) does not 
take measurement error into account. That said, effect-sizes can vary drastically from sample to 
sample (especially in under-powered studies). Therefore, we would recommend that research 
be conservative about effect-size estimates in the design of future experiments and use the 
reliability data from the present study to inform effect size calculations, helping to avoid 
underpowered study designs.    
 Finally, we assessed between-site differences. This is important when determining 
which metrics to include in large, multi-site studies. Altogether, there were few study site 
effects. Generally, measures that had higher stimulation intensities, and thus were probably 
close to a physiological ceiling had fewer between-site differences. Further, measures obtained 
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at rest appeared to be less influenced by study-site than measures where participants had to 
pre-activate the muscle that was recorded from. Consistent with previous work, participants per 
protocol had to maintain a contraction level of about 20-30% of the maximum contraction 
strength measured either with a force transducer or an oscilloscope. The TrackOn 
electrophysiology protocol involved training of study site personnel and data monitoring. 
However, the data suggest that these measures may not have been sufficient and thus may not 
have prevented variability in participants’ levels of pre-activation. Finally, peak-to-peak 
amplitude measures were more consistent across sites than evoked-responses quantified as 
area under the MEP curve. We had expected that area measures would have been more robust 
since area measurements account for the possibility that the recruitment of additional motor 
units in response to higher stimulation intensities may not necessarily be synchronous. 
Temporal dispersion of responses would then be captured in an increase in the area under the 
MEP. However, our data indicate that this may not necessarily be the case so that amplitude 
measures may be better than area measurements. Another explanation, however, may be that 
at least with higher intensities amplitudes may be close to a physiological ceiling and hence the 
data are more stable than when measuring area. 
When comparing across sites and individuals, it is essential to control for 
anthropometric factors that may influence the data. For example, in the current work, we 
controlled for arm length to eliminate any impact that the length of neural connections in the 
periphery could have on our latency-based variables. Controlling for arm length, there were no 
consistent differences between the sites for any latency measure, except rest MEP latencies. 
The identification of thresholds for peripheral nerve stimulation could be another source of 
between-site variation for which to control. Our protocol specified that median nerve motor 
threshold was based on a barely visible twitch in the target muscle, though M-wave amplitudes 
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were monitored throughout. However, this may not account for differences between 
participants in the anatomical make-up of the mixed sensory and motor median nerve so that in 
some individuals motor fibres may run closer to the skin and therefore stimulation electrode 
and in others deeper within the forearm. There were still some notable differences between 
visits in the same participants at the same site. In a study running 24 months it cannot always be 
guaranteed that the same investigator performs all the experiments at a given site. This may 
introduce variability for instance in the amount of pressure applied to the peripheral nerve 
stimulation electrode which then can translate into differences in threshold measures. There 
may be other factors that we are not aware of that also introduce variability. Our data suggest 
that collectively controlling for as many of these variables as possible is essential to reduce site 
influences in multi-centre studies. 
 
Limitations 
Despite being the largest investigation of the reliability of these electrophysiological 
measures to date, these data are not without limitations. As previously noted, some of these 
centre around methodology. For example, we cannot exclude the possibility that different 
experimenters may have had slightly different approaches to applying the median nerve 
stimulation or surface electrodes, despite training given at the different study sites.  In addition, 
many of the electrophysiological measures included were dependent on participants 
maintaining a contraction. It’s possible that differences between time-points or across sites may 
result from slight variations in how the squeeze was performed or background level of EMG 
generated. Both of the aforementioned limitations should be minimized given that measures 
are based on threshold values or percentages of maximums. While we cannot directly quantify 
the influence of each of these factors on reliability, we can make qualitative conclusions about 
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the direction of these effects of reliability; steps toward standardization will have a zero-to-
beneficial effect on reliability whereas a lack of standardization will have a zero-to-harmful 
effect on reliability. 
Furthermore, it is important to remember that the reliabilities we recorded in this study 
(whether ICCs or CoVs) are not inherent properties of the electrophysiological measures, but 
instead emerge from the interaction of the measure, the method, and the sample [9]. These 
reliabilities are representative to the extent that our methods and sample are representative. 
These values should be broadly representative because the sample was obtained from four 
international centres and the methods used in the TrackON study are inline with current 
standards for electrophysiological procedures [2]. However, the more a sample population 
deviates from these healthy adults (e.g., a clinical population) or the more methods deviate 
from our own (e.g., significantly greater or fewer stimulations to obtain an MEP), the more likely 
the reliability of the measure is to change. That said, the reliabilities observed in this study can 
still serve as a useful “anchor” for other experimenters in designing a study. For instance, the 
moderate reliability of SEP amplitude observed here could be improved by including multiple 
SEP pre-tests and post-tests in the study design. 
 
Conclusion 
 In conclusion, we have systematically examined the variability of electrophysiology 
measures that are commonly used in clinical research studies. Across a large population of 
healthy individuals, attrition rates were low, suggesting that electrophysiological measures were 
well-tolerated. Levels of reliability varied substantially. This indicates that the choice of a 
dependent measure should be informed not only by its theoretical interest, but also its 
reliability, as poor reliability has profound, negative effects on statistical power. Similarly, 
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methods susceptible to between-site differences should be used cautiously to minimize site 
related differences in large multi-centre studies. Taken together, these steps can help ensure 
that any differences between measurements truly reflect underlying biological differences 
rather than methodological variability. Further work could examine other electrophysiological 
measures and assess intra-rater and inter-rater reliability. 
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Figure legends 
 
Figure 1: Conceptual outline for including measures in a study design. The reliability of each 
potential electrophysiological measure should be determined unless it is known. A power 
analysis can then be used to assess the sample size required to accurately detect change based 
on the individualized reliability of the measure of interest. For multi-site studies, a further step 
should be undertaken to assess whether the measure is susceptible to site-differences before 
including it in the study design. 
 
Figure 2: ICC(2,k) values for each electrophysiological measure. A. Measures with high reliability, 
ICC(2,k) ≥ 0.8. B. Measures with moderate reliability, ICC(2,k) ≥ 0.5. C. Measures with low 
reliability, ICC(2,k) < 0.5. RMT: resting motor threshold; AMT: active motor threshold; MEP: 
motor-evoked potential; SEP: somatosensory evoked potential; MT: motor threshold; LLR: long-
latency reflexes; ST: sensory threshold; CRT: cortical relay time; SPD: silent period duration; SAI: 
short-latency afferent inhibition; SAF: short-latency afferent facilitation. 22, 24, 32, 34 denote 
inter-stimulus intervals.  
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Site Time 1 Time 2 Time 3 
London 29 28 (97) 25 (86, 89) 
Paris 29 29 (100) 29 (100, 100) 
Vancouver 26 20 (77) 21 (81, 105) 
Leiden 
Total 
28 
112 
28 (100) 
105 (94) 
26 (93, 93) 
101 (90, 96) 
 
Table 1: The number of participants at each site and totalled across sites for each time point for 
the electrophysiological measures. The number in brackets is the percentage of participants 
returning from previous time points, such that the first number in brackets is in comparison to 
Time 1 and the second corresponds to Time 2. Note that Leiden only collected somatosensory 
evoked potentials. 
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Measure Time1 
Mean (SD) 
Time2 
Mean (SD) 
Time3 
Mean (SD) 
Exclusions ICC 
(2,k) 
ICC 
(2,1) 
High Reliability       
RMT (% MSO) 45.17 (8.74) 45.96 (10.30) 46.25 (9.22) 26 (31) 0.89 0.73 
AMT (% MSO) 35.73 (9.27) 35.35 (7.17) 36.13 (6.82) 25 (30) 0.81 0.59 
MEP Latency Rest (ms) 22.40 (1.73) 21.77 (1.75) 22.18 (1.75) 28 (33) 0.92 0.79 
MEP Latency Active (ms) 20.51 (1.85) 20.98 (2.05) 20.98 (1.73) 31 (37) 0.89 0.73 
Amp 150% RMT (mV) 2.02 (1.84) 2.38 (2.30) 2.51 (2.13) 34 (40) 0.81 0.59 
SEP Amp MT (µV) 1.81 (1.37) 2.01 (1.53) 2.12 (1.74) 48 (43) 0.91 0.77 
SEP Amp 150% MT (µV) 2.27 (1.56) 2.59 (1.81) 2.72 (2.21) 54 (48) 0.90 0.74 
N20 Latency (ms) 19.78 (1.20) 19.6 (1.27) 20.06 (1.39) 44 (39) 0.90 0.75 
LLR1 Latency (ms) 38.51 (3.31) 38.56 (3.03) 38.21 (2.95) 45 (54) 0.97 0.92 
LLR2 Latency (ms) 49.61 (3.44) 49.29 (3.24) 49.52 (3.00) 45 (54) 0.98 0.93 
Mod. Reliability        
SEP Amp ST (µV) 0.86 (0.92) 0.69 (0.60) 0.81 (0.81) 53 (47) 0.57 0.31 
LLR2 Amp (mV) 0.10 (0.07) 0.10 (0.07) 0.09 (0.08) 45 (54) 0.62 0.35 
CRT (ms) 7.99 (2.87) 8.11 (2.51) 8.07 (2.62) 51 (61) 0.61 0.34 
Amp 130% RMT (mV) 1.23 (1.23) 1.46 (1.47) 1.44 (1.33) 31 (37) 0.70 0.44 
Amp 125% AMT (mV) 1.78 (1.36) 1.61 (1.12) 1.62 (1.39) 32 (38) 0.54 0.28 
Amp 150% AMT (mV) 3.36 (1.95) 3.54 (2.27) 3.74 (2.34) 34 (40) 0.68 0.41 
Amp 175% AMT (mV) 3.96 (2.03) 4.51 (2.31) 4.92 (3.42) 39 (46) 0.64 0.37 
Area 130% RMT (mV ms) 8.29 (8.53) 5.97 (5.42) 5.09 (4.33) 34 (40) 0.60 0.33 
Area 150% RMT (mV ms) 13.39 (12.46) 9.85 (9.09) 9.33 (7.40) 36 (43) 0.52 0.26 
SPD 175% AMT (ms) 166.56 (45.26) 159.31 (36.9) 151.75 (37.4) 40 (48) 0.52 0.27 
SAI N22 Amp (mV) 0.78 (0.65) 0.81 (0.72)  39 (46) 0.65 0.48 
SAI N24 Amp (mV) 0.85 (0.82) 0.84 (0.69)  38 (45) 0.67 0.50 
SAF N32 Amp (mV) 1.39 (1.26) 1.28 (1.17)  38 (45) 0.62 0.45 
SAF N32 Area (mV ms) 130.83 (70.50) 135.07 (69.48)  33 (39) 0.55 0.38 
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Table 2: Reliability. Denotes mean (standard deviation) values for each dependent measure at each time-point, exclusions, ICC(2,k), and ICC(2,1). 
‘Exclusions’ refers to participants who had to be excluded due to missing ≥1 time-point (shown as count (% of total n)). Exclusions for SEP 
measures are out of 112, whereas exclusions for TMS measures are out of 84 (as no TMS measures were recorded at the Leiden sites). High 
reliability denotes an ICC(2,k) ≥ 0.8. Moderate reliability denotes an ICC(2,k) between 0.5 and 0.8. Abbreviations: ST: sensory threshold, MT: 
motor threshold, LLR: long-latency reflex, CRT: cortical relay time, RMT: resting motor threshold, AMT: active motor threshold, SPD: silent period 
duration, SAI: short-latency afferent inhibition, SAF: short afferent facilitation. 22, 24, 32, 34 represent inter-stimulus intervals between the 
nerve stimulation and TMS. Values for dependent measures with low reliability can be found in the supplementary materials.
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Measure V df p London Paris Vancouver Leiden 
High Reliability        
Rest Latency (ms) 0.35 6, 100 0.003 21.43 (1.55) 22.66 (1.75) 22.16 (1.41) N/A 
SEP Amp MT (V) 0.32 9, 180 <0.001 1.63 (0.87) 0.97 (1.14) 1.87 (1.18) 2.79 (1.60) 
SEP Amp 150% MT (V) 0.42 9, 162 <0.001 2.16 (0.99) 1.22 (1.14) 2.74 (1.81) 3.60 (1.96) 
Moderate Reliability       
Amp 125% AMT (mV) 0.44 6, 96 <0.001 2.10 (0.81) 1.41 (0.90) 1.26 (0.91) N/A 
Amp 150% AMT (mV)  0.31 6, 92 0.02 3.99 (1.40) 3.40 (2.03) 3.09 (1.87) N/A 
Area 130% RMT (mV) 0.29 6, 92 0.02 5.51 (3.76) 7.28 (6.17) 4.63 (2.84) N/A 
SPD 175% AMT (mV) 0.51 6, 80 0.001 159.08 (32.09) 165.72 (19.96) 138.95 (31.29) N/A 
Table 3: Effect of study site. MANOVA results are shown for significant results for measures of high and moderate reliability. Similar results that 
did not reach statistical significance or for measures with low reliability can be found in the appendix. For latency variables, the MANOVA 
controlled for the arm length of each participant. Mean (SD) are shown for each study site averaging across time points. Only participants with 
data from all three time-points were included in this analysis. Leiden data was only available for EEG measures. Abbreviations: SEP: 
somatosensory evoked potential; MT: motor threshold; RMT: resting motor threshold; AMT: active motor threshold; SPD: silent period duration. 
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Simulated independent t-test results, Cohen’s d = 0.5. 
 Measurement error in dependent variable 
n/group 
T  
(no error) 
X 
r2TX=0.81 
X 
r2TX=0.64 
X 
r2TX=0.49 
X 
r2TX=0.36 
X 
r2TX=0.25 
10 0.18 0.16 0.13 0.11 0.09 0.08 
20 0.32 0.27 0.22 0.19 0.15 0.12 
30 0.47 0.39 0.31 0.27 0.20 0.16 
40 0.58 0.49 0.39 0.34 0.25 0.19 
50 0.69 0.58 0.48 0.41 0.31 0.23 
60 0.77 0.66 0.56 0.47 0.37 0.27 
100 0.94 0.87 0.76 0.69 0.54 0.41 
200 0.99 0.99 0.97 0.94 0.83 0.71 
300 1.00 0.99 0.99 0.99 0.95 0.87 
       
Simulated independent t-test results, Cohen’s d = 0.8. 
 Measurement error in dependent variable 
n/group 
T  
(no error) 
X 
r2TX=0.81 
X 
r2TX=0.64 
X 
r2TX=0.49 
X 
r2TX=0.36 
X 
r2TX=0.25 
10 0.40 0.33 0.27 0.22 0.19 0.13 
20 0.68 0.61 0.50 0.42 0.34 0.23 
30 0.86 0.79 0.68 0.60 0.47 0.33 
40 0.94 0.89 0.80 0.71 0.59 0.42 
50 0.98 0.94 0.88 0.81 0.69 0.52 
60 0.99 0.98 0.93 0.87 0.77 0.58 
100 1.00 1.00 0.99 0.98 0.94 0.79 
200 1.00 1.00 1.00 1.00 1.00 0.98 
300 1.00 1.00 1.00 1.00 1.00 1.00 
Table 4: Statistical power obtained as a function of sample size and reliability for independent-
samples t-tests. Note that cells contain the statistical power (power of ≥0.8 is highlighted) 
observed across 10,000 simulated t-tests with a 1:1 group allocation ratio and α = 0.05 (i.e., % of 
significant results out of 10,000). Columns reflect decreasing reliability, X at different levels of 
r2TX’, from the original “true” outcome, T. These data were simulated based on a classical test 
theory model of 𝑋𝑖𝑗 = 𝑇𝑖 + 𝜀𝑖𝑗 where T is a standard normal variable representing the true 
score and ε is a random normal variable representing measurement error. The variance of ε is 
adjusted to produce the desired correlation between T and X in the population.
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Simulated paired t-test results, Cohen’s d = 0.5. 
 Measurement error in dependent variable 
Total N = 
Tpre/post  
(no error) 
Xpre/post 
r2TX=0.81 
Xpre/post 
r2TX=0.64 
Xpre/post 
r2TX=0.49 
Xpre/post 
r2TX=0.36 
Xpre/post 
r2TX=0.25 
10 1.00 0.53 0.26 0.16 0.11 0.09 
20 1.00 0.86 0.49 0.32 0.20 0.14 
30 1.00 0.97 0.68 0.46 0.28 0.19 
40 1.00 0.99 0.81 0.58 0.36 0.24 
50 1.00 1.00 0.88 0.69 0.44 0.29 
60 1.00 1.00 0.94 0.77 0.51 0.33 
100 1.00 1.00 1.00 0.93 0.74 0.51 
200 1.00 1.00 1.00 1.00 0.96 0.82 
300 1.00 1.00 1.00 1.00 0.99 0.94 
       
Simulated paired t-test results, Cohen’s d = 0.8. 
 Measurement error in dependent variable 
Total N 
Tpre/post  
(no error) 
Xpre/post 
r2TX=0.81 
Xpre/post 
r2TX=0.64 
Xpre/post 
r2TX=0.49 
Xpre/post 
r2TX=0.36 
Xpre/post 
r2TX=0.25 
10 1.00 0.90 0.55 0.35 0.22 0.15 
20 1.00 0.99 0.89 0.66 0.43 0.28 
30 1.00 0.99 0.98 0.84 0.60 0.41 
40 1.00 1.00 1.00 0.93 0.74 0.51 
50 1.00 1.00 1.00 0.97 0.83 0.62 
60 1.00 1.00 1.00 0.99 0.90 0.69 
100 1.00 1.00 1.00 1.00 0.98 0.90 
200 1.00 1.00 1.00 1.00 1.00 0.99 
300 1.00 1.00 1.00 1.00 1.00 1.00 
Table 5: Statistical power obtained as a function of sample size and reliability for paired-samples 
t-tests. Note that cells contain the statistical power (power of ≥0.8 is highlighted) observed 
across 10,000 simulated paired-samples t-tests with α = 0.05 (i.e., % of significant results out of 
10,000). Columns reflect decreasing reliability, X at different levels of r2TX’, from the original 
“true” outcome, T. These data were simulated based on a classical test theory model of 𝑋𝑖𝑗 =
𝑇𝑖 + 𝜀𝑖𝑗  where T is a standard normal variable representing the true score and ε is a random 
normal variable representing measurement error. The variance of ε is adjusted to produce the 
desired correlation between T and X in the population. Post-test T was a linear transformation 
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of pre-test, Tpost = Tpre+d, and independent ε were added to the pre- and post-test to create the 
Xpre/post variables.  
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Simulated interaction results, post-test Cohen’s d = 0.5 (no pre-test difference). 
 Measurement error in dependent variable 
n/group = 
Tpre/post  
(no error) 
Xpre/post 
r2TX=0.81 
Xpre/post 
r2TX=0.64 
Xpre/post 
r2TX=0.49 
Xpre/post 
r2TX=0.36 
Xpre/post 
r2TX=0.25 
10 1.00 0.34 0.16 0.12 0.09 0.08 
20 1.00 0.62 0.29 0.19 0.13 0.10 
30 1.00 0.79 0.40 0.28 0.17 0.12 
40 1.00 0.90 0.51 0.34 0.23 0.15 
50 1.00 0.95 0.61 0.42 0.26 0.18 
60 1.00 0.98 0.69 0.48 0.32 0.21 
100 1.00 1.00 0.89 0.71 0.48 0.32 
200 1.00 1.00 0.99 0.94 0.78 0.55 
300 1.00 1.00 1.00 0.99 0.91 0.73 
       
Simulated interaction results, post-test Cohen’s d = 0.8 (no pre-test difference). 
 Measurement error in dependent variable 
n/group = 
Tpre/post  
(no error) 
Xpre/post 
r2TX=0.81 
Xpre/post 
r2TX=0.64 
Xpre/post 
r2TX=0.49 
Xpre/post 
r2TX=0.36 
Xpre/post 
r2TX=0.25 
10 1.00 0.70 0.35 0.22 0.14 0.11 
20 1.00 0.95 0.62 0.40 0.27 0.18 
30 1.00 0.99 0.80 0.57 0.37 0.24 
40 1.00 0.99 0.90 0.69 0.47 0.31 
50 1.00 1.00 0.95 0.79 0.57 0.38 
60 1.00 1.00 0.98 0.86 0.64 0.44 
100 1.00 1.00 0.99 0.98 0.85 0.65 
200 1.00 1.00 1.00 0.99 0.99 0.92 
300 1.00 1.00 1.00 1.00 1.00 0.98 
Table 6: Statistical power obtained as a function of sample size and reliability for the interaction 
term in a 2 (Group) by 2 (Time) mixed-factorial ANOVA. Note that cells contain the statistical 
power (power of ≥0.8 is highlighted) observed across 10,000 simulated interactions with α = 
0.05 (i.e., % of significant results out of 10,000). Columns reflect decreasing reliability, X at 
different levels of r2TX, from the original “true” outcome, T. These data were simulated based on 
a classical test theory model of 𝑋𝑖𝑗 = 𝑇𝑖 + 𝜀𝑖𝑗 where T is a standard normal variable 
representing the true score and ε is a random normal variable representing measurement error. 
The variance of ε is adjusted to produce the desired correlation between T and X in the 
population. Post-test T was a linear transformation of pre-test, Tpost = Tpre+d for each group, and 
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independent ε were added to the pre- and post-test to create separate Xpre/post variables in each 
group. 
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