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Abstrak 
PT.Semen Indonesia (Persero), Tbk adalah perusahaan yang 
bergerak di bidang industri khususnya yaitu industri semen, yang 
merupakan salah satu perusahaan penghasil semen terbesar di 
Indonesia. Oleh karenanya penting bagi perusahaan untuk 
menghasilkan produk barang dan jasa yang bermutu tinggi agar dapat 
bersaing dan memiliki prospek keberhasilan jangka panjangnya. Dalam 
penelitian ini komposisi yang akan dianalisis menggunakan metode 
taguchi yaitu kadar SO3, kadar insoluble, dan kadar LOI. Ketiganya 
merupakan bahan indikator pengukuran baku penyusun semen tipe PPC 
(Portland Pozzoland Cement). Ketiga bahan baku tersebut akan 
mempengaruhi karakteristik kualitas semen yaitu setting time (waktu 
pengikatan) dan kuat tekan semen. Dalam penelitian ini, dilakukan 
optimasi metode Taguchi dengan pendekatan fungsi desirability regresi 
fuzzy pada kasus kuat tekan dan setting time semen PPC. Hasil yang 
didapatkan yaitu model upper merupakan model yang terbaik karena 
mampu menghasilkan respon yang memenuhi spesifikasi perusahaan 
dan memenuhi sifat karakteristik kualitas semen PPC. Yaitu kuat tekan 
semen 28 hari sebesar 405,23 kg/cm2 dan setting time awal sebesar 233 
menit. Nilai prediksi tersebut didapatkan dengan campuran kadar SO3 
sebesar 0,245% - 0,2871%, kadar insoluble sebesar 16,16% - 29,64%, 
dan kadar LOI sebesar 1,38% - 1,90%.  
 
Kata Kunci : Fungsi desirability, Kuat Tekan 28 Hari, metode Taguchi, 
Regresi Fuzzy, Setting Time Awal 
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       Abstract 
Semen Indonesia (Persero), Tbk is an industrial company, in 
particular cement industry, which is one of the largest cement 
producer in Indonesia. Therefore, it is important for companies to 
produce goods and services of good quality in order to compete, and 
have prospects for long-term success. In this study the composition 
analyzed using the Taguchi method is levels of SO3, levels of 
insoluble and levels of LOI. The third ingredient is an indicator of 
the type of cement constituent raw measurement PPC (Portland 
Pozzoland Cement). Third raw materials will affect semen quality 
characteristics, such as setting time (bonding time) and compressive 
strength of cement. In this study, the optimization process will be 
conducted with the Taguchi method regression fuzzy desirability 
function approach, in the case of compressive strength and setting 
time of cement PPC. The result is upper models is the best model 
because it is able to produce an appropriate response specifications 
of the company and the appropriate nature of PPC cement quality 
characteristics. That is, the 28 day compressive strength of cement 
amounted to 405.23 kg / cm2 and the initial setting time of 233 
minutes. The predictive value obtained with a mixture of SO3 levels 
of 0.245% - 0.2871%, levels of insoluble by 16.16% - 29.64% and 
LOI levels of 1.38% - 1.90%. of SO3 levels of 0.245% - 0.2871%, 
levels of insoluble by 16.16% - 29.64% and LOI levels of 1.38% - 
1.90%. 
Keywords: Compressive Strength 28 Days, Function desirability, 
Fuzzy Regression, Setting Time Initial, Taguchi method 
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BAB I 
PENDAHULUAN 
 
1.1 Latar Belakang 
 
Semakin berkembangnya pembangunan di Indonesia, 
peranan dunia industri turut serta mengalami perkembangan yang 
pesat. Kemampuan perusahaan dalam menghasilkan produk 
dengan kualitas tinggi merupakan salah satu hal yang dapat 
mendukung keberhasilan jangka panjang perusahaan tersebut. 
Kualitas menjadi tolak ukur seorang konsumen dalam membeli 
suatu produk dan kemudian mempercayai untuk tetap memakai 
produk tersebut. Strategi yang dapat dilakukan untuk dapat 
mempertahankan kualitas produk dari suatu perusahaan yaitu 
selalu menjaga dan melakukan peningkatan pada kualitas produk 
tersebut.   
PT. Semen Indonesia (Persero), Tbk adalah perusahaan 
yang bergerak di bidang industri khususnya yaitu industri semen 
yang merupakan salah satu perusahaan penghasil semen terbesar 
di Indonesia. Pada tahun 2014, kapasitas semen yang dihasilkan 
mencapai angka 31,8 juta ton per tahun. Hal ini tidak lepas dari 
anak perusahaan yang memainkan peranan penting sebagai 
strategic partner, maupun sebagai pendukung community deve-
lopment. PT. Semen Indonesia (Persero), Tbk memiliki empat 
anak perusahaan yaitu PT. Semen Padang yang memiliki kapasi-
tas produksi sebesar 6 juta ton per tahun, PT. Semen Tonasa 
dengan kapasitas produksi 6,7 juta ton per tahun, Thang Long 
Cement dengan kapasitas produksi 2,3 juta ton per tahun, dan PT. 
Semen Gresik 8,5 juta ton per tahun. Salah satu jenis semen yang 
diproduksi oleh PT. Semen Indonesia (Persero), Tbk adalah Port-
land Pozzoland Cement (PPC). Komposisi bahan baku semen 
PPC adalah terak (clinker), gypsum, dan zat tambahan yang terdiri 
dari batu kapur (lime stone), abu terbang (fly ash), dan trass. PPC 
merupakan jenis semen yang memiliki setting time (waktu pengi-
katan) yang relatif lama. Setting Time merupakan waktu ikat 
semen yang dibutuhkan semen sejak semen bercampur dengan air 
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sampai mengeras. Setting time merupakan salah satu hal yang 
harus diperhatikan dalam pembuatan bangunan. Karena apabila 
semen yang digunakan lebih cepat mengeras, maka hal tersebut 
akan menghambat proses pembangunan. Setting time sesuai kete-
tapan SNI yaitu minimal 45 menit, sedangkan waktu maksimal 
yaitu 360 menit.  
Setting time merupakan tolok ukur kualitas semen PPC. 
Tolok ukur kualitas semen yang lain yaitu kuat tekan semen. SNI 
menetapkan bahwa kualitas semen yang baik yaitu apabila semen 
memiliki kuat tekan 3 hari sebesar 125 kg/cm2, kuat tekan 7 hari 
sebesar 200 kg/cm2, dan kuat tekan 28 hari sebesar 250 kg/cm2. 
Nilai setting time maupun kuat tekan pada semen diperoleh 
berdasarkan komposisi-komposisi penyusun semen yang berbeda-
beda setiap proses pengolahannya. Proses produksi PT. Semen 
Indonesia (Persero), Tbk selama ini menggunakan campuran 
bahan baku dengan rata-rata kadar SO3 sebesar 1,82%, kadar 
Insoluble sebesar 11,52%, dan kadar LOI sebesar 3,40%. Kedua 
karakteristik kualitas semen tersebut dianggap penting karena 
berhubungan langsung dengan ketahanan semen ketika digunakan 
sebagai campuran dalam bahan bangunan. Oleh karena itu 
diperlukan komposisi yang optimum dari bahan penyusun semen 
agar didapatkan kuat tekan dan setting time yang terbaik. Pada 
proses produksi semen di PT. Semen Indonesia (Persero), Tbk, 
perusahan menggunakan sistem trial and error untuk mendapat-
kan komposisi dalam mengoptimalkan respon. Dengan menggu-
nakan sitem trial and error yang selama ini ditetapkan perusa-
haan menyebabkan terdapat banyak data yang out of control atau 
tidak berada di dalam batas SNI. Oleh karena itu dalam hal ini 
bagian Jaminan Mutu perusahaan menghimbau agar dilakukan 
optimasi terhadap komposisi bahan-bahan utama penyusun 
semen.  
Nugraha (2015) melakukan penelitian mengenai optimasi 
kuat tekan dan waktu pengikatan semen menggunakan metode 
mixture design. Metode tersebut menghasilkan model dimana 
hanya salah satu model saja yang signifikan yaitu model dengan 
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final setting time sebagai responnya. Berdasarkan nilai desirabi-
lity didapatkan nilai optimum untuk final setting time sebesar 
276,39 menit dengan komposisi batu kapur sebesar 7,4%, trass 
sebesar 16,55%, dan gypsum sebesar 4,5%.  
Damaris (2011) melakukan penelitian mengenai optimasi 
kuat tekan dan daya serap air pada batako dengan menggunakan 
metode Taguchi dengan pendekatan total loss function. Selanjut-
nya Murniati (2015) melakukan penelitian menggunakan optimasi 
Taguchi melalui pendekatan fungsi desirability dengan regresi 
fuzzy pada kasus yang sama dengan penelitian Damaris (2011) 
yaitu kuat tekan dan daya serap air pada batako. Hasil yang dida-
patkan oleh penelitian Damaris menunjukkan level optimum pada 
faktor air semen (FAS) sebesar 0,4, bottom ash sebesar 5 bagian, 
dan agregat halus sebesar 2 bagian. Level-level yang didapatkan 
dari metode Taguchi total loss function kemudian disubstitusikan 
ke dalam model a, b, dan c pada model penelitian Murniati (2015) 
untuk selanjutnya didpatkan nilai desirability global yang diguna-
kan untuk membandingkan kedua metode tersebut. Level 
optimum penelitian Damaris (2011) menghasilkan nilai desirabi-
lity untuk 3 model, yaitu model a sebesar 0,90; untuk model b 
sebesar 0,87; dan untuk model c sebesar 0,85. Secara umum 
metode taguchi dengan pendekatan desirability regresi fuzzy 
mempunyai nilai desirability global yang lebih tinggi yaitu untuk 
model a sebesar 0,91; untuk model b sebesar 0,95; dan untuk 
model c sebesar 0,76. Sehingga diantara kedua metode tersebut 
metode taguchi dengan pendekatan desirability regresi fuzzy 
merupakan metode yang lebih baik.  
Dalam penelitian ini, akan dilakukan optimasi metode 
Taguchi dengan pendekatan fungsi desirability dan regresi fuzzy 
didasarkan pada penelitian sebelumnya, dimana dengan menggu-
nakan metode ini ketika diterapkan pada kasus kuat tekan dan 
daya serap air pada batako, didapatkan hasil yang lebih optimal 
dibandingkan metode Taguchi Total Loss Function. Diharapkan 
dengan menggunakan metode ini, yang diterapkan pada kasus 
karakteristik kualitas semen PPC, akan didapatkan nilai kuat 
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tekan dan setting time khususnya setting time awal yang lebih 
optimal.  
 
1.2 Rumusan Masalah 
 
Selama ini PT. Semen Indonesia (Persero), Tbk menggu-
nakan campuran bahan baku dengan rata-rata kadar SO3 sebesar 
1,82%, kadar Insoluble sebesar 11,52%, dan kadar LOI sebesar 
3,40%. Komposisi ini diharapkan mendapatkan respon karakteris-
tik kualitas semen yang diinginkan yaitu waktu pengikatan akhir 
dan kuat tekan yang optimum atau berada dalam batas SNI, 
namun seringkali masih terdapat hasil yang berada diluar batas 
SNI atau batas yang ditetapkan perusahaan. Sehingga diinginkan 
optimasi secara statistik dengan harapan didapatkan komposisi 
bahan baku yang mengahasilkan respon yang lebih optimal. 
Berdasarkan penelitian sebelumnya, dimana dengan mengguna-
kan metode Taguchi dengan pendekatan fungsi desirability 
regresi fuzzy didapatkan komposisi yang lebih optimal diban-
dingkan dengan metode Taguchi total loss function, maka dalam 
penelitian ini akan dibahas mengenai setting faktor bahan baku 
kadar LOI, kadar insoluble, dan kadar SO3 dalam proses pembu-
atan semen PPC menggunakan metode tersebut. Rumusan masa-
lah berdasarkan penjabaran tersebut yaitu bagaimana setting 
faktor kadar SO3, kadar Insoluble, dan kadar LOI dalam proses 
pembuatan semen PPC untuk mengoptimalkan kuat tekan 28 hari 
dan setting time awal semen PPC menggunakan metode Taguchi 
dengan pendekatan fungsi desirability regresi fuzzy ? 
 
1.3 Tujuan 
Berdasarkan rumusan masalah, maka tujuan penelitian 
adalah untuk menentukan setting level faktor yang optimal 
meliputi kadar SO3, kadar insoluble, dan kadar LOI untuk meng-
optimalkan setting time awal dan kuat tekan 28 hari pada semen 
PPC melalui pendekatan fungsi desirability regresi fuzzy. 
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1.4 Manfaat Penelitian 
 
Manfaat yang ingin diperoleh dari penelitian ini antara lain 
bagi perusahaan PT. Semen Indonesia (Persero), Tbk yaitu untuk 
mengetahui setting level faktor indikator pengukuran bahan baku 
antara lain SO3, insoluble, dan LOI yang dapat mengoptimalkan 
karakteristik kualitas semen sebagai bahan pertimbangan perusa-
haan dalam pembuatan semen khususnya semen tipe PPC. 
 
1.5 Batasan Masalah 
 
Dalam penelitian ini batasan masalah yang digunakan yaitu 
sebagai berikut. 
1. Semen yang digunakan dalam penelitian yaitu semen tipe 
PPC. 
2. Respon yang digunakan adalah waktu pengikatan awal dan 
kuat tekan 28 hari 
3. Tidak dilakukan randomisasi pada data pengamatan namun 
disesuaikan dengan level pada rancangan penelitian. 
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( Halaman ini sengaja dikosongkan ) 
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BAB II 
TINJAUAN PUSTAKA 
 
2.1 Metode Taguchi 
Metode Taguchi pertama kali diperkenalkan oleh seorang 
Teknisi Jepang yaitu Dr. Genichi Taguchi pada tahun 1980-an 
yang bertujuan untuk memperbaiki kualitas produk dan proses 
serta dapat menekan biaya. Metode Taguchi merupakan metode 
yang mengurangi variasi dalam proses melalui desain eksperimen 
yang kokoh (robust) atau tidak terpengaruh oleh variabel noise 
(variabel yang tidak terkendali). Pendekatan metode ini didasar-
kan pada klasifikasi variabel dalam proses maupun produk 
menjadi variabel terkendali atau variabel noise kemudian mencari 
pengaturan variabel terkendali yang memperkecil variabilitas dari 
variabel tak terkendali yang berpengaruh pada respon. Sasaran 
metode Taguchi yaitu mengoptimalkan fungsi tujuan yang 
berubah-ubah dan mengurangi sensitivitas terhadap faktor yang 
tak terkendali (Sunaryo, 2012).  
Penggunaan metode Taguchi didasarkan pada dua kompo-
nen utama yaitu Orthogonal Array dan Signal to Noise Ratio 
(SNR) untuk mendapatkan informasi sebanyak mungkin dengan 
percobaan yang minimal (Park, 1995). Orthogonal Array merupa-
kan matriks yang elemen baris dan kolomnya saling orthogonal. 
Elemen kolom merupakan faktor dan elemen baris mewakili level 
pada faktor dari percobaan yang dilakukan. 
 
2.1.1 Orthogonal Array 
Proses desain eksperimen dimulai dari memilih orthogonal 
array yang sesuai, menempatkan  faktor pada kolom yang sesuai, 
dan menentukan kondisi untuk setiap trial percobaan. Orthogonal 
array digunakan untuk menganalisis data eksperimen dan 
merancang eksperimen yang efisien sehingga dapat menentukan 
jumlah eksperimen minimal namun dapat memberikan informasi 
mengenai faktor-faktor yang mempengaruhi parameter. Pemilihan 
kombinasi level dari variabel-variabel input pada masing-masing 
eksperimen merupakan hal penting dalam membuat orthogonal 
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array. Pemilihan jenis orthogonal array yang akan digunakan 
pada percobaan didasarkan pada jumlah derajat bebas total (Park, 
1995). Penentuan derajat bebas didasarkan pada beberapa hal 
berikut. 
1. Banyaknya variabel proses (faktor kendali) dan faktor 
interaksi antar faktor yang diamati 
2. Jumlah level dari faktor yang diamati. 
Orthogonal array yang dipilih harus memiliki jumlah baris 
minimal yang sama dengan derajat bebas yang didapat. Berikut 
merupakan notasi untuk orthogonal array.  
  ( 
 ) (2.1) 
dimana : 
  : banyaknya faktor (kolom) 
  : banyaknya level 
  : banyaknya pengamatan (baris) 
  : rancangan bujur sangkar latin 
Orthogonal array yang akan digunakan pada penelitian ini 
yaitu   ( 
 ) dengan rancangan sebagai berikut, dimana kolom 
pada Tabel 2.1 menunjukkan banyaknya faktor dan baris menun-
jukkan banyaknya pengamatan.  
 
Tabel 2.1 Orthogonal Array 
Eksperimen 
Coloumn Number 
1 2 3 4 
1 -1 -1 -1 -1 
2 -1 0 0 0 
3 -1 1 1 1 
4 0 -1 0 1 
5 0 0 1 -1 
6 0 1 -1 0 
7 1 -1 1 0 
8 1 0 -1 1 
9 1 1 0 -1 
 
Tabel 2.1 di atas merupakan rancangan yang digunakan apabila 
terdapat 3 level pada masing-masing faktor. Dimana angka -1 
menunjukkan level minimum, angka 0 menunjukkan level tengah, 
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dan angka 1 menunjukkan level maksimal. Hasil eksperimen pada 
metode Taguchi kemudian ditransformasikan ke dalam Signal to 
Noise Ratio (SNR) untuk mengukur deviasi karakteristik kualitas 
dari nilai yang diharapkan. 
 
2.1.2 Signal to Noise Ratio (SNR)  
Signal to Noise Ratio (SNR) digunakan sebagai ukuran 
untuk memilih faktor-faktor dengan karakteristik kualitas suatu 
respon (Park, 1995). Signal to Noise Ratio merupakan komponen 
penting dalam suatu desain parameter. Dengan menerapkan 
konsep eksperimen ini, maka dapat ditentukan pengaturan faktor 
control yang dapat menghasilkan performa terbaik dalam proses 
atau produk dan meminimalkan pengaruh dari faktor yang tidak 
dapat dikendalikan (Peace, 1993). Terdapat tiga kategori karakte-
ristik kualitas berdasarkan metode dalam perhitungannya, yaitu 
smaller the better response, larger the better response, dan nomi-
nal the best response.  
 
1. Smaller the Better Response 
Karakteristik smaller the better response merupakan karakte-
ristik kualitas dengan batas nol dan non negatif sehingga nilai 
yang semakin kecil atau mendekati nol adalah nilai yang 
diinginkan. SNR untuk karakteristik ini dirumuskan dengan 
persamaan berikut. 
 
              [ 
 
 
∑(  )
 
 
   
] (2.2) 
 
2. Larger the Better Response 
Karakteristik larger the better response merupakan karakte-
ristik kualitas dengan rentang nilai tak terbatas dan non negatif 
sehingga nilai yang semakin besar adalah nilai yang diingin-
kan. SNR untuk karakteristik ini dirumuskan dengan persama-
an berikut. 
 
              [ 
 
 
∑(
 
  
)
  
   
] (2.3) 
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3. Nominal the Best Response 
Karakteristik nominal the best response merupakan karakteris-
tik kualitas dengan nilai target tidak nol dan terbatas sehingga 
nilai yang semakin mendekati target tersebut adalah nilai yang 
diinginkan. SNR untuk karakteristik ini dirumuskan dengan 
persamaan berikut. 
 
              [ 
 
 
∑(    )
 
 
   
] (2.4) 
 
dimana  = nilai target spesifikasi 
2.2 Regresi Fuzzy 
SNR (Signal to Noise Ratio) merupakan respon dalam 
model regresi metode Taguchi. Nilai ini didapatkan dari transfor-
masi variabel respon menggunakan persamaan Signal to Noise 
Ratio berdasarkan karakteristik kualitas yang sesuai. Nilai SNR 
dilambangkan dengan     dimana   merupakan pengulangan dari 
respon  . Model regresi untuk kombinasi level faktor mengguna-
kan nilai     adalah sebagai berikut.  
     (           ) (2.5) 
Dalam pembentukan model regresi konvensional 
diperlukan proses estimasi parameter, pengujian signifikansi 
parameter model dan asumsi identik, independen dan berdistribusi 
normal atau asumsi IIDN (0,  ) pada residual (Montgomery, 
2001). 
2.2.1 Estimasi Parameter Model Regresi 
Model yang digunakan untuk menggambarkan hubungan 
antara variabel independen dengan variabel dependen adalah 
model linier dan model orde kedua. Model linier ditunjukkan 
pada persamaan berikut. 
        ∑     
 
   
   (2.6) 
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Sedangkan persamaan model orde kedua ditunjukkan pada 
persamaan berikut.  
   
        ∑     
 
   
 ∑     
 
 
 
   
 ∑∑        
   
   (2.7) 
dimana  
 = 1, 2, …, f 
  ,  
 
 , dan      merupakan faktor independen dan   ,    , dan 
    adalah crisp value, dan   merupakan variabel random error 
dalam nilai respon. Kemudian menentukan model paling sesuai 
untuk memodelkan hubungan antara SNR untuk respon   dan 
faktor proses. Metode Ordinary Least Square (OLS) digunakan 
untuk menaksir parameter regresi agar Sum Square Error kecil. 
Estimasi parameter ditunjukkan dalam persamaan sebagai berikut. 
 ̂    (   )      (2.8) 
dimana, 
 = vektor taksiran koefisien regresi berukuran     
 = matrik level dari variabel prediktor berukuran     
 = vektor respon berukuran     
 
 
2.2.2 Pengujian Signifikansi Parameter 
Pengujian signifikansi parameter dapat dilakukan secara 
keseluruhan melalui uji serentak atau uji parameter regresi secara 
individu melalui uji individu. Uji signifikansi model secara 
keseluruhan dilakukan untuk mengetahui apakah variabel 
prediktor yang digunakan dalam model memberikan pengaruh. 
Berikut ini hipotesis yang digunakan dalam uji serentak. 
  :   =    = … =    = 0 
  : Minimal salah satu     ,           
Statistik Uji : 
        
         
          
 
(∑ ( ̂     ̅  )
 )  ⁄    
(∑ (      ̂   ) ) (     )⁄
 
   
 (2.9) 
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Jika ditetapkan tingkat signifikansi  , maka tolak H0 jika 
           (      ). 
Uji individu dilakukan dengan pengujian parameter secara 
parsial untuk melihat signifikansi setiap parameter terhadap 
model tersebut (Montgomery, 2001). Berikut ini hipotesis yang 
digunakan dalam uji individu. 
  :   = 0 
  :     ,           
Statistik Uji : 
        
 ̂ 
  ( ̂ )
 (2.10) 
Jika ditetapkan tingkat signifikansi  , maka tolak H0 jika 
|       |    (      ⁄ ) dengan   merupakan jumlah parameter re-
gresi dan   merupakan banyak pengamatan.  
 
2.2.3 Pengujian Asumsi Residual 
Dalam melakukan pengujian asumsi residual dari model 
regresi maka harus memenuhi asumsi yakni asumsi identik, 
independen dan berdistribusi normal (Gujarati, 2006). Berikut ini 
adalah penjelasan untuk masing-masing pengujian. 
Asumsi identik merupakan salah satu asumsi residual yang 
penting dari model regresi. Varians residual harus bersifat homo-
kedastisitas atau varians residual bersifat identik dimana tidak 
membentuk pola tertentu. Dalam penelitian ini digunakan uji 
glejser untuk menguji asumsi residual identik dengan cara mere-
gresikan harga mutlak residual dengan variabel prediktor. Apabila 
terdapat variabel prediktor yang signifikan, maka variabel residu-
al cenderung tidak homogen. 
Pengujian asumsi independen digunakan untuk mengetahui 
apakah terdapat korelasi antar residual atau tidak. Secara visual 
dapat terlihat dalam plot Autocorrelation Function (ACF) yaitu 
plot yang menunjukkan korelasi antar residual pada lag yang 
berbeda (Wei, 2006). Residual dikatakan memenuhi asumsi inde-
penden jika semua nilai korelasi antar residual berada didalam 
batas signifikan. 
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Pemeriksaan residual berdistribusi normal dilakukan untuk 
melihat apakah residual memenuhi asumsi berdistribusi normal 
dengan menggunakan uji Kolmogorof Smirnov (Daniel, 1989).  
Pemeriksaan asumsi berdistribusi normal dilakukan dengan 
hipotesis sebagai berikut. 
H0: Residual berdistribusi normal 
H1: Residual tidak berdistribusi normal 
Statistik Uji :   
     | ( )    ( )| 
                    
(2.12) 
dimana   ( ) adalah fungsi distribusi kumulatif, sedangkan 
  ( ) =   ⁄  merupakan fungsi peluang kumulatif pengamatan 
dari sampel dengan   adalah pengamatan dan   merupakan ba-
nyaknya pengamatan. Apabila fungsi (2.12) digambarkan melalui 
grafik,   adalah jarak vertikal terjauh antara  ( ) dan   ( ). 
Jika ditetapkan tingkat signifikansi  , maka tolak H0 jika 
         (   ). Nilai kuantil dapat dilihat dalam Table of 
Percentage Points of Kolmogorov Statistics (Daniel, 1989). 
 
Regresi Fuzzy pertama kali diperkenalkan oleh Tanaka, dkk 
(1982). Regresi Fuzzy mencerminkan sifat samar dari hubungan 
antara variabel dependen dan independen. Parameter regresi fuzzy 
merupakan sebuah bilangan fuzzy. Batas-batas nilai fuzzy diguna-
kan dalam model regresi untuk menangkap variabilitas variabel 
dependen. Regresi fuzzy dinyatakan dalam persamaan berikut. 
 ̃    ̃  ∑  ̃ 
 
   
  ∑ ̃   
 
  
 
   
∑∑ ̃       
   
   (2.13) 
       
dimana  ̃ merupakan vektor parameter regresi fuzzy yang 
anggotanya merupakan batas-batas bilangan fuzzy. Nilai para-
meter fuzzy  ̃ berdasarkan fungsi keanggotaan segitiga (triang-
ular fuzzy). Misalkan  ̃  (        ) adalah koefisien triangu-
lar fuzzy, maka   ,   , dan    memiliki nilai sebagai berikut. 
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2.3 Fungsi Desirability 
Derringer dan Suich memperkenalkan konsep desirability. 
Dalam metode ini, fungsi respon ditransformasikan ke dalam 
bentuk fungsi desirability yang memiliki skala nilai nol sampai 
satu. Langkah dalam transformasi desirability yaitu setiap 
variabel respon    dikonversikan kedalam bentuk fungsi indivi-
dual desirability   , dengan      menunjukkan respon yang 
tidak diinginkan atau nilai respon berada di luar batas spesifikasi, 
sedangkan nilai      menyatakan nilai respon ideal. Fungsi 
desirability dibedakan menjadi tiga macam berdasarkan karak-
teristik kualitas dari variabel respon yaitu sebagai berikut.  
 
1. Smaller the Better Response 
  ( )  {
 
[
 ̂     
       
]
 
 
 ̂ ( )>   
  
     ̂ ( )<   
  
 ̂ ( )       
(2.15) 
2. Larger the better response 
  ( )  {
 
[
 ̂     
       
]
 
 
 ̂ ( )<     
     ̂ ( )<   
  
 ̂ ( )       
(2.16) 
3. Nominal the Best Response 
  ( )  {
 
[
 ̂     
       
]
 
 
     ̂ ( )     
    ̂ ( )     
  
 ̂ ( )       atau  ̂ ( )    
  
(2.17) 
Keterangan: 
   : nilai minimum respon berdasarkan  ̂ ( ) 
  
 : nilai target  ̂ ( ) 
 = 1, 2, …, m 
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Kemudian dibentuk fungsi composite desirability berdasar-
kan fungsi-fungsi individual desirability dengan mengguna-
kan mean geometric (Park, 1995). 
 ( )  [  ( )    ( )      ( )]
 
 ⁄  (2.18) 
 
2.4 Langkah Optimasi Multirespon Metode Taguchi 
Al-Refaie, dkk (2013) mengemukakan langkah untuk 
mendapatkan level optimum dalam metode Taguchi multirespon. 
Langkah-langkah untuk optimasi multirespon yaitu sebagai 
berikut. 
Langkah 1 
Mendesain eksperimen Taguchi dengan r kali pengulangan 
menggunakan aturan Orthogonal Array. Kemudian menghitung 
nilai SNR (Signal to Noise Ratio) berdasarkan karakteristik 
masing-masing respon sehingga diperoleh      sebagai SNR untuk 
eksperimen ke- , pengulangan ke- , dan respon ke- . 
Langkah 2 
Membuat model regresi linier berganda     untuk semua kom-
binasi level faktor menggunakan nilai     . Model yang terbentuk 
yaitu ditunjukkan pada Persamaan (2.7). Kemudian menentukan 
model terbaik untuk mendeskripsikan hubungan antara SNR 
untuk respon   dan faktor proses. Model regresi yang terbentuk 
yaitu sesuai pada Persamaan (2.13).  
Koefisien regresi fuzzy diperoleh berdasarkan parameter 
regresi masing-masing model regresi pada   pengulangan yang 
kemudian dihitung menggunakan Persamaan (2.14). Selanjutnya 
menghitung level faktor fuzzy optimum. 
Langkah 3 
Membentuk matriks pay-off berdasarkan nilai level faktor 
fuzzy optimum yang dihubungkan dengan nilai respon. Misalkan 
 ̃( ) adalah level fuzzy optimum dimana           dan  ̃  ( ) 
adalah SNR respon ke-  yang ditentukan berdasarkan nilai  ̃( ) 
maka akan diperoleh hubungan sebagai berikut.  
Tabel 2.2 menunjukkan matriks pay-off untuk nilai respon. 
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Tabel 2.2 Matriks Pay-off untuk Nilai Respon 
  ̃ ( ) ⋯  ̃ ( ) 
 ̃( )  ̃  ( ) ⋯  ̃  ( ) 
⋮ ⋮ ⋱ ⋮ 
 ̃( )  ̃  ( ) ⋯  ̃  ( ) 
 
Selanjutnya membentuk matriks pay-off untuk nilai desirability 
yang dibentuk berdasarkan nilai level fuzzy optimum dihubung-
kan dengan nilai desirability. Fungsi desirability digunakan untuk 
optimasi multirespon. Fungsi desirability yang digunakan yaitu 
sebagai berikut. 
 ̃ ( ̃ ( ))  {
 
[
 ̃ ( )      
         
]
 
 
 ̃ <      
      ̃ <      
 ̃        
(2.19) 
 ̃ ( ) adalah nilai desirability untuk respon   dengan memasuk-
kan level fuzzy optimum. Selanjutnya dibentuk matriks pay-off 
antara level fuzzy optimum dengan nilai desirability yang bertu-
juan untuk menentukan nilai desirability minimum yang akan 
dijadikan batasan dalam proses optimasi. 
 
Tabel 2.3 Matriks Pay-off untuk Nilai Desirability 
  ̃ ( ) ⋯  ̃ ( ) 
 ̃( )  ̃  ( ) ⋯  ̃  ( ) 
⋮ ⋮ ⋱ ⋮ 
 ̃( )  ̃  ( ) ⋯  ̃  ( ) 
 
Berdasarkan matriks pay-off nilai desirability ditentukan upper 
limit  ̃  (           )   ̃   dan lower limit  ̃  (           )  
   ( ̃      ̃  ) untuk fungsi desirability. 
Langkah 4 
Menentukan fungsi deviasi dan membuat matriks pay-off 
untuk deviasi yang dinotasikan dengan   ( ) yang diharapkan 
bernilai kecil, dimana   ( ) dihitung berdasarkan persamaan 
berikut. 
  ( )    
 ( )    
 ( ) (2.20) 
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Sehingga diperoleh bentuk matriks pay-off seperti pada Tabel 2.4. 
 
Tabel 2.4  Matriks Pay-off untuk Nilai Fungsi Deviasi 
  ̃ ( ) ⋯   ( ) 
 ̃( )  ̃  ( ) ⋯  ̃  ( ) 
⋮ ⋮ ⋱ ⋮ 
 ̃( )  ̃  ( ) ⋯  ̃  ( ) 
  
Berdasarkan matriks pay-off nilai fungsi deviasi ditentukan nilai 
 ̃  (  
    
    
 )   ̃   dan nilai  ̃  (  
    
    
 )  
   ( ̃      ̃  ) 
Langkah 5 
Membentuk model akhir untuk permasalahan multirespon. 
Model objektif yang terbentuk adalah sebagai berikut. 
   ( ̃  ( )) 
(2.21) 
   ( ̃  ( )) 
dimana    faktor level 
Berdasarkan fungsi objektif pada (2.21) selanjutnya dibentuk satu 
fungsi objektif berdasarkan dua fungsi  ̃ ( ) dan  ̃ ( ).  
 ̃ ( )  (  
 ( )   
 ( )   
 ( )) (2.22) 
 ̃ ( )  (  
 ( )   
 ( )   
 ( )) (2.23) 
dimana fungsi  ̃ ( ) dan  ̃ ( ) merupakan fungsi derajat kepuasan 
desirability dan robustness. Estimasi nilai  ̃ ( ) dan  ̃ ( ) dihitung 
menggunakan persamaan sebagai berikut. 
 
 ̃ ( )  
{
 
 
 
[
 ̃ ( )   ̃ 
 ̃   ̃ 
]
 
 
 ̃ ( ) <  ̃  
 ̃   ̃ ( ) <  ̃ 
 ̃ ( )    ̃  
(2.24) 
 ̃ ( )  
{
 
 
 
[
 ̃   ̃ ( )
 ̃   ̃ 
]
 
 
 ̃ ( )    ̃  
 ̃   ̃ ( )     ̃  
 ̃ ( )   ̃  
(2.25) 
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Sehingga fungsi objektif memaksimumkan  ̃ ( ) dan  ̃ ( ) untuk 
         . Dengan menggunakan operator Zimmerman Max-
Min akan mengubah dua fungsi objektif menjadi satu fungsi 
objektif dengan memaksimumkan derajat kebebasan yang 
minimum. 
     ̃ ( )   ̃ (2.26) 
     ̃ ( )   ̃ (2.27) 
Selanjutnya model final diformulasikan sebagai berikut. 
     ̃ ( ) (2.28) 
     ̃ ( ) 
Berdasarkan batasan sebagai berikut. 
 ̃  
 ̃ ( )  ̃ 
 ̃   ̃ 
, kemudian  ̃ ( )   ̃( ̃   ̃ )    ̃ . 
 ̃  
 ̃   ̃ ( )
 ̃   ̃ 
, kemudian  ̃ ( )   ̃( ̃   ̃ )    ̃ . 
Selanjutnya dibentuk satu model objektif dengan persamaan 
sebagai berikut. 
             
Dengan batasan sebagai berikut. 
 ̃ ( )   ̃( ̃   ̃ )    ̃  
(2.29) 
 ̃ ( )   ̃( ̃   ̃ )    ̃  
        
     
     
dimana    faktor level. 
Selanjutnya menyelesaikan model       untuk mendapatkan nilai 
optimum dari level fuzzy faktor. 
2.5 Proses Pembuatan Semen 
Proses pembuatan semen yang dilakukan PT Semen 
Indonesia pada dasarnya melalui lima tahapan meliputi proses 
penyediaan bahan mentah, penggilingan bahan mentah, 
pembakaran, penggilingan akhir, dan pengantongan/pengemasan. 
Setelah proses tersebut selanjutnya dilakukan pemasaran. 
Proses pembuatan semen tersebut secara lebih rinci 
digambarkan pada Gambar 2.1, dimana kotak hitam menunjukkan 
proses finish mill pada proses pembuatan semen.  
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Gambar 2.1 Proses Pembuatan Semen di PT Semen Indonesia, Tbk 
 
Proses produksi semen terdiri dari beberapa tahapan 
yaitu: 
1. Tahap penambangan bahan mentah (quarry). Bahan dasar 
semen adalah batu kapur, tanah liat, pasir besi dan pasir 
silica. Bahan-bahan ini ditambang dengan menggunakan 
alat-alat berat kemudian dikirim ke pabrik semen. 
2. Tahap penggilingan awal bahan mentah yaitu batu kapur 
dan tanah liat dengan mesin penghancur (chrusher). 
3. Bahan mentah yang telah dihancurkan dicampur dengan 
pasir besi dan pasir silica di raw mill. Bahan tersebut 
sebelumnya diteliti di laboratorium, kemudian dicampur 
dengan proporsi yang tepat. 
4. Bahan kemudian dipanaskan di preheater 
5. Pemanasan dilanjutkan di dalam kiln sehingga bereaksi 
membentuk kristal klinker. 
6. Kristal klinker ini kemudian didinginkan di cooler dengan 
bantuan angin. Panas dari proses pendinginan ini 
dialirkan lagi ke preheater untuk menghemat energi. 
7. Klinker ini kemudian dihaluskan lagi dalam tabung yang 
berputar yang bersisi bola-bola baja sehingga menjadi 
serbuk semen yang halus. 
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8. Klinker yang telah halus ini disimpan dalam silo (tempat 
penampungan semen mirip tangki minyak pertamina). 
9. Dari silo  ini semen dipak (packing plant) dan dijual ke 
konsumen. 
2.6 Portland Pozzoland Cement (PPC) 
 
Semen PPC merupakan semen hidrolis yang dihasilkan 
dengan cara menghaluskan terak (clinker) yang terdiri dari silikat-
silikat kalsium yang bersifat hidrolis dengan gips sebagai bahan 
tambahan. Dalam proses pembuatan semen PPC di PT. Semen 
Indonesia (Persero), Tbk komposisi bahan yang digunakan yaitu 
terak (clinker), fly ash, gypsum, batu kapur, dan trass. Presentase 
terak (clinker) yang digunakan yaitu sekitar 70% dan sisanya 
adalah bahan pembuat semen Portland lainnya, yaitu fly ash, 
gypsum, batu kapur, dan trass dengan presentase yang berbeda-
beda namun masih dalam rentang yang ditentukan oleh 
perusahaan. 
Tujuan penambahan gypsum dalam pembuatan semen 
yaitu menunda waktu pengikatan semen, sedangkan penambahan 
batu kapur dan fly ash bertujuan untuk mempercepat waktu 
pengikatan sehingga didapatkan waktu kering yang optimum. 
Penambahan trass dalam pembuatan semen bertujuan untuk 
meningkatkan kuat tekan semen. 
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BAB III 
METODOLOGI PENELITIAN 
 
3.1  Variabel Penelitian 
 
Data yang digunakan dalam penelitian ini adalah data 
sekunder yang didapatkan dari Seksi Jaminan Mutu PT. Semen 
Indonesia pada proses Finish Mill 8 (ditunjukkan pada Gambar 
2.1) di pada Bulan Januari 2014-Desember 2014 yang disesuaikan 
dengan rancangan percobaan. Variabel yang diteliti adalah 
karakteristik kualitas semen meliputi variabel respon dan variabel 
proses dengan penjelasan sebagai berikut. 
1. Variabel Respon 
Variabel respon yang digunakan dalam penelitian ini ada dua 
yaitu: 
a. Waktu Pengikatan (Setting Time) 
Waktu pengikatan maksimal yang dibutuhkan semen untuk 
mengeras adalah 360 menit. Karakteristik kualitas ini bersifat 
smaller the better response atau dengan kata lain semakin 
kecil nilai setting time maka akan semakin baik.  
b. Kuat Tekan Semen 
Kuat tekan dapat diukur pada tiga keadaan, yaitu kuat tekan 3 
hari, kuat tekan 7 hari, dan kuat tekan 28 hari. Ketiga keadaan 
tersebut diharapkan bersifat larger the better response atau 
dengan kata lain semakin besar nilai kuat tekan semen maka 
akan semakin baik. 
2. Variabel Proses 
Variabel proses yang digunakan dalam penelitian ini ada 3 
yaitu: 
a. LOI (Loss On Ignition)  
Loss on Ignition merupakan salah satu pengujian untuk 
melihat seberapa besar berat semen yang hilang akibat proses 
pembakaran. LOI merupakan salah satu indikator pengukuran 
batu kapur. Penggunaan batu kapur dalam pembuatan semen 
sekitar 7%-8%. Nilai LOI yang bertambah pada penyimpanan 
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akan mengindikasikan penurunan kuat tekan yang disebabkan 
oleh terjadinya prehydrasi pada semen. 
b. Insoluble atau kehalusan semen  
Makin halus semen atau partikel-partikel semen akan 
menghasilkan kekuatan tekan yang tinggi. Hal ini dikarenakan 
semakin luasnya permukaan yang bereaksi dengan air dan 
kontak dengan agregat. Insoluble merupakan indikator 
pengukuran trass. Trass merupakan hasil pelapukan endapan 
vulkanik yang sebagian besar mengandung silika, besi, dan 
alumina dengan ikatan gugus oksida. Dalam pembuatan 
semen, trass yang ditambahkan yaitu sekitar 16% - 17%. 
c. Kadar SO3 sebagai indikator pengukuran Gypsum 
Gypsum berfungsi sebagai retarder atau bahan yang dapat 
mengendalikan waktu pengerasan semen. Dalam pembuatan 
semen gypsum yang ditambahkan yaitu sekitar 4% - 5%. 
Variabel penelitian sesuai dengan uraian di atas disajikan 
dalam Tabel 3.1 berikut. 
 
Tabel 3.1 Variabel Penelitian 
Variabel Keterangan Satuan 
   Kuat Tekan 28 Hari Kg/cm
2 
   Setting Time Awal Menit 
   Kadar SO3 % 
   Kadar Insoluble % 
   Kadar LOI % 
 
3.2  Rancangan Percobaan 
 
Dalam penelitian ini terdapat 3 variabel proses yang 
digunakan sebagai faktor utama yaitu   ,    , dan   . Berdasar-
kan Orthogonal Array yang akan digunakan pada penelitian ini 
yaitu   ( 
 ) maka terdapat 9 kali percobaan dan 3 faktor dengan 
perulangan sebanyak 3 kali. Perulangan tiga kali dilakukan untuk 
mengatasi kesulitan dalam menentukan level faktor gangguaan 
yang terjadi serta meminimumkan biaya (Vaani&Hameedullah, 
2005).  
Orthogonal Array yang akan digunakan pada penelitian ini 
yaitu   ( 
 ) berdasarkan pada jumlah level pada faktor yaitu 3 
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level. Ketiga faktor tersebut memiliki 3 level seperti tertera pada 
Tabel 3.2. 
 
Tabel 3.2 Variabel Proses atau Faktor Penelitian 
Variabel Level 
SO3 (  ) 
Level -1 = 1,3% - 1,72% 
Level 0  =  1,73% - 1,87 % 
Level 1  = 1,88% - 2,2 % 
Insoluble (  ) 
Level -1 = 6% - 10,99% 
Level 0  =  11% - 13,99% 
Level 1  = 14% - 19% 
LOI (  ) 
Level -1 = 0,9% – 3,08% 
Level 0  =  3,09% - 4% 
Level 1  = 4% - 5,5% 
  
Penentuan level pada masing-masing faktor didasarkan pada 
range yang diijinkan perusahaan. Range ini diketahui berdasarkan 
informasi bagian Jaminan Mutu perusahaan.  
 Data perusahaan yaitu dalam hal ini adalah data komposisi 
bahan baku semen PPC serta karakteristik kualitas semen PPC, 
merupakan data yang bersifat kontinyu. Data tersebut terus 
tercatat selama perusahaan yaitu PT. Semen Indonesia melakukan 
proses produksi semen. Namun dalam penelitian ini, dari data 
kontinyu tersebut hanya diambil data yang memenuhi atau sesuai 
dengan rancangan percobaan yang telah dibuat (Tabel 3.2). 
Apabila dalam suatu waktu terdapat setting level faktor bahan 
baku yang tetap, atau hanya sesuai dengan salah satu rancangan, 
sesuai anjuran dari perusahaan maka dipilih hasil respon 
karakteristik kualitas yang mendekati dengan batasan nilai yang 
ditentukan oleh perusahaan. 
Tabel 3.3 merupakan struktur data dan rancangan orthogo-
nal array untuk analisis data pengamatan. Dimana      merupa-
kan data hasil pengamatan pada percobaan kombinasi faktor ke-  
(         ), respon ke-  (     ) dan ulangan ke-  (  
     ). Sedangkan nilai yang tertulis dalam kolom level faktor 
merupakan level-level untuk komposisi bahan baku yang 
ditentukan oleh perusahaan. Dimana untuk masing-masing kadar 
bahan baku terdapat 3 level faktor. 
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Tabel 3.3 Eksperimen dengan Tiga Kali Perulangan 
 
Eks 
Level Faktor Respon 
           
      
                              
1 -1 -1 -1 -1                               
2 -1 0 0 0                               
3 -1 1 1 1                               
4 0 -1 0 1                               
5 0 0 1 -1                               
6 0 1 -1 0                               
7 1 -1 1 0                               
8 1 0 -1 1                               
9 1 1 0 -1                               
 
Berdasarkan Tabel 3.3 diketahui bahwa pada eksperimen pertama 
yaitu menggunakan kombinasi SO3 yang memenuhi level -1, 
insoluble yang memenuhi level -1, dan LOI yang memenuhi level 
-1 berdasarkan kriteria pada Tabel 3.2. Hasil eksperimen pertama 
diukur kuat tekan dan setting time awal dengan dilakukan peru-
langan sebanyak 3 kali pada setiap eksperimen. Kemudian hasil-
nya dicatat dan dilanjutkan sampai didapatkan hasil eksperimen 
ke-9 dengan 3 kali perulangan. 
3.3  Langkah Analisis 
 
Langkah analisis yang dilakukan pada penelitian ini untuk 
dapat mengoptimalkan variabel respon yaitu: 
1. Menentukan rancangan percobaan menggunakan metode 
Taguchi. 
Data yang digunakan dalam penelitian merupakan data sekun-
der sehingga tidak dilakukan randomisasi pada pemilihan data. 
Data yang dipilih dalam penelitian merupakan data dalam 
periode yang ditentukan yang sesuai dengan rancangan dan 
level berdasarkan metode Taguchi.  
2. Menentukan level optimal menggunakan metode Taguchi 
Penentuan level optimal dilakukan dengan cara memaksimal-
kan rata-rata nilai SNR masing-masing respon. Perhitungan 
SNR didasarkan pada karakteristik masing-masing respon, 
dimana kuat tekan memiliki karakteristik larger the better 
response, sedangkan setting time awal memiliki karakteristik 
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smaller the better response. Nilai SNR dihitung untuk setiap 
pengamatan dan perulangan. 
3. Menentukan model regresi terbaik 
Menentukan model regresi diawali dengan membentuk model 
regresi dimana respon pada model tersebut yaitu SNR pada 
masing-masing replikasi untuk setiap responnya. Berdasarkan 
model regresi yang terbentuk kemudian dilakukan pemerik-
saan asumsi identik, independen, dan berdistribusi normal. 
4. Menentukan level optimal melalui fungsi desirability dengan 
regresi fuzzy 
Berdasarkan model regresi yang terbentuk pada setiap peru-
langan kemudian didapatkan regresi fuzzy dimana koefisien 
regresinya merupakan crisp value, yaitu batasan nilai dari 
triangular fuzzy. Selanjutnya ditentukan level faktor fuzzy 
optimal dari nilai respon optimum persamaan regresi fuzzy 
yang terbentuk. Berdasarkan nilai level faktor optimum fuzzy 
dari masing-masing nilai respon yang disubstitusikan ke 
semua persamaan regresi fuzzy maka akan didapatkan matriks 
pay off yang kemudian ditentukan nilai desirability masing-
masing responnya. 
5. Membentuk dua model objektif untuk permasalahan multi-
respon 
Fungsi objektif desirability dibentuk berdasarkan nilai desira-
bility dan batas nilai desirability, fungsi objektif robustness 
dibentuk berdasarkan nilai deviasi dan batas-batas nilainya.  
6. Menyelesaikan permasalahan fungsi linier dengan metode 
GRG (Generalized Reduced Gradient) Nonlinier 
Penyelesaian linier programming dengan batasan-batasan 
yang ada dilakukan menggunakan software solver pada micro-
soft excel dengan memilih metode GRG (Generalized Reduced 
Gradient) Nonlinier. Sehingga penyelesaian akhir dari linier 
programming nantinya diperoleh level faktor yang mengoti-
malkan semua nilai respon secara serentak. 
7. Menarik kesimpulan  
Menarik kesimpulan berdasarkan hasil penyelesaian. 
26 
 
 
Langkah analisis secara grafik disajikan dalam Gambar 3.1. 
 
 
 
 
 
 
 
 
  
 
            Tidak 
 
 
Ya 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3.1 Diagram Alir Penelitian 
Mulai 
Menghitung Signal to Noise Ratio (SNR) 
Menentukan model regresi konvensional terbaik 
Memenuhi 
asumsi IIDN Transformasi 
Menentukan level optimum  fungsi desirability regresi fuzzy 
Menentukan model regresi fuzzy 
Menentukan level faktor fuzzy dan respon fuzzy optimum 
Membentuk dua model objektif untuk permasalahan multirespon 
Menyelesaikan model objektif dengan linier programming 
Kesimpulan 
Selesai 
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BAB IV 
ANALISIS DAN PEMBAHASAN 
 
 Analisis dan pembahasan pada penelitian ini dilakukan 
pada data finish mill 8 dari Seksi Jaminan Mutu PT. Semen 
Indonesia (Persero), Tbk untuk mengoptimalkan kuat tekan 28 
dan setting time awal pada semen PPC. Bahan baku yang 
digunakan yaitu gypsum dengan kandungan yang digunakan 
sebagai pengukuran yaitu kadar SO3 (X1), trass dengan 
kandungan yang digunakan sebagai pengukuran yaitu kadar 
insoluble (X2), dan batu kapur dengan kandungan yang digunakan 
sebagai pengukuran yaitu kadar LOI (X3). 
 
4.1 Penentuan Level Optimal 
Semen PPC merupakan salah satu jenis semen yang 
diproduksi di PT. Semen Indonesia, Persero (Tbk) yang tolok 
ukur kualitas semen yang digunakan yaitu kuat tekan semen dan 
setting time. Karakteristik kualitas semen kuat tekan dihitung 
berdasarkan sifat larger the better atau semakin besar semakin 
baik, sedangkan karakteristik kualitas setting time diukur 
berdasarkan sifat smaller the better. Selanjutnya berdasarkan dua 
karakteristik kualitas tersebut ditentukan level komposisi yang 
optimal agar dapat mengoptimalkan nilai kuat tekan dan setting 
time semen PPC khususnya kuat tekan 28 hari dan setting time 
awal semen PPC. 
Penentuan level optimal menggunakan metode Taguchi 
didasarkan pada nilai maksimum dari rata-rata SNR ratio variabel 
respon pada masing-masing level faktor. Semakin besar nilai 
SNR ratio menunjukkan nilai deviasi karakteristik kualitas yang 
semakin kecil sehingga sesuai dengan nilai yang diharapkan. 
Selanjutnya nilai rata-rata dari respon dihitung nilai SNRnya 
berdasarkan karakteristik masing-masing respon. Berdasarkan 
data yang terlampir pada Lampiran 1, selanjutnya dihitung nilai 
SNR ratio Kuat Tekan 28 hari menggunakan Persamaan (2.3) 
berdasarkan karakteristik kualitasnya yaitu larger the better. 
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Tabel 4.1 merupakan rata-rata nilai SNR ratio respon Kuat Tekan 
28 hari pada masing-masing level faktor. 
 
Tabel 4.1 Rata-rata SNR Kuat Tekan 28 Hari Masing-masing Level Faktor 
Respon Faktor 
Level Level 
optimum 
-1 0 1 
    
X1 50,144 49,936 50,362 1 
X2 50,660 50,172 49,608 -1 
X3 50,634 51,034 48.773 0 
    
X1 50,110 48,801 50,021 -1 
X2 50,141 49,310 49,481 -1 
X3 50,647 50,155 48,129 -1 
    
X1 50,339 50,771 49,856 0 
X2 50,883 50,244 49,839 -1 
X3 50,926 51,007 48,964 0 
 
 
    menunjukkan nilai Signal to Noise Ratio untuk kuat tekan 28 
hari pada replikasi pertama. Sehingga berdasarkan Tabel 4.1 
diketahui level optimal untuk masing-masing faktor pada setiap 
replikasi. Level optimal didapatkan dari nilai SNR yang maksi-
mum. 
Selanjutnya dilakukan analisis penentuan level optimal 
pada respon setting time awal. Berdasarkan data pada Lampiran 1, 
terlihat bahwa respon setting time awal memiliki variasi yang 
cukup besar antar replikasinya. Sehingga untuk menghasilkan 
estimasi parameter regresi fuzzy yang lebih akurat, maka nilai 
respon yang diambil adalah nilai rata-rata antar replikasi dengan 
harapan dapat mewakili variasi antar replikasi. Atau dengan kata 
lain dihitung nilai rata-rata antar masing-masing replikasi untuk 
selanjutnya dicari nilai terbesar. Selanjutnya nilai tersebut yang 
kemudian dicari nilai SNR ratio untuk selanjutnya didapatkan 
level optimum pada masing-masing level faktor pada setiap 
replikasi respon setting time awal. 
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Tabel 4.2 merupakan rata-rata nilai SNR ratio respon 
setting time awal pada masing-masing level faktor. 
 
Tabel 4.2 Rata-rata SNR Setting Time Awal Masing-masing Level Faktor 
 
Respon Faktor 
Level Level 
-1 0 1 optimum 
  
    
X1 -49,906 -46,818 -47,288 0 
X2 -46,590 -47,486 -46,935 -1 
X3 -47,574 -47,310 -46,128 1 
  
    
X1 -46,458 -47,222 -47,329 -1 
X2 -46,707 -47,368 -46,935 -1 
X3 -47,161 -47,511 -46,337 1 
  
    
X1 -46,462 -47,018 -47,135 -1 
X2 -46,423 -47,325 -46,868 -1 
X3 -46,909 -47,375 -46,330 1 
 
    merupakan nilai Signal to Noise Ratio untuk setting time awal 
pada replikasi pertama,     nilai pada replikasi kedua, dan     
nilai pada replikasi ketiga. Tabel 4.2 menunjukan level optimal 
pada masing-masing faktor untuk setiap replikasi pada respon 
setting time awal. 
 
4.2 Pembentukan Model Regresi 
Analisis Model regresi merupakan analisis yang bertujuan 
untuk mendapatkan suatu model regresi yang mampu menjelas-
kan variabel respon berdasarkan faktor atau dalam hal ini yaitu 
kandungan bahan baku yang digunakan sebagai pengukuran. 
Dalam penelitian ini variabel respon yang digunakan yaitu SNR 
dari kuat tekan 28 hari dan setting time awal. Dimana pada 
masing-masing respon dilakukan tiga replikasi. Tiga model 
regresi yaitu model regresi linier, model orde dua kuadratik, dan 
model orde dua interaksi. 
30 
 
 
4.2.1 Model Regresi Kuat Tekan 28 Hari 
 Analisis model kuat tekan 28 hari dilakukan dengan 
menggunakan analisis respon surface dimana terbentuk model 
regresi yaitu model regresi orde pertama atau linier dan model 
orde kedua. Pemodelan menggunakan model tersebut bertujuan 
untuk mendapatkan model regresi terbaik untuk masing-masing 
replikasi pada setiap respon. Variabel prediktor untuk model 
linier yaitu X1, X2, dan X3, untuk model orde dua kuadratik yaitu 
X1, X2, X3, X1
2, X2
2, dan X3
2, selanjutnya untuk model orde dua 
interaksi yaitu X1, X2, X3, X1
*X2, X1
*X3, dan X2
*X3. Sehingga 
akan didapatkan tiga model terbaik untuk respon     yang 
merupakan model regresi kuat tekan 28 hari untuk replikasi 
pertama,     untuk replikasi kedua, dan     untuk replikasi 
ketiga. 
Analisis model regresi terbaik untuk respon    ,    , dan 
    dengan menggunakan 3 alternatif model regresi (terdapat 
pada Lampiran 4, Lampiran 5, dan Lampiran 6) didapatkan hasil 
bahwa model orde dua kuadratik merupakan model yang terbaik 
karena memiliki nilai R2 yang tertinggi. Tabel 4.3 merupakan 
hasil estimasi parameter yang didapatkan dari masing-masing 
replikasi. 
 
Tabel 4.3 Estimasi Parameter Model Regresi Respon    
Parameter Variabel Koefisien      Koefisien      Koefisien      
b0 Konstanta 50,8482 48,9778 51,4474 
b1 X1 0,1087 -0,0444 -0,2415 
b2 X2 -0,5260 -0,3303 -0,5219 
b3 X3 -0,9302 -1,2590 -0,9813 
b11 X1*X1 0,3172 1,2647 -0,6737 
b22 X2*X2 -0,0379 0,5016 0,1178 
b33 X3*X3 -1,3310 -0,7671 -1,1320 
 
Model kuat tekan pada 3 replikasi yang terbentuk berdasar-
kan nilai parameter pada Tabel 4.3 yaitu sebagai berikut. 
 
Model replikasi pertama    : 
 ̂                                                   
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Model replikasi kedua    : 
 ̂                                               
           
Model replikasi ketiga    : 
 ̂                                                   
          
 
Pada model kuat tekan 28 hari masing-masing replikasi dilakukan 
uji signifikansi parameter secara individu untuk mengetahui 
variabel yang berpengaruh signifikan terhadap kuat tekan 28 hari. 
Tabel 4.4 menunjukkan nilai uji signifikansi parameter pada 
setiap replikasi. Nilai p-value masing-masing parameter yang 
didapatkan pada model regresi dibandingkan dengan tingkat 
signifikansi   sebesar 10%. Hal tersebut dilakukan pada masing-
masing replikasi untuk model regresi kuat tekan 28 hari. 
 
Tabel 4.4 Uji Signifikansi Parameter Model Regresi Respon    
Parameter Variabel P-value      P-value      P-value      
b0 Konstanta 0,000 0,000 0,000 
b1 X1 0,684 0,822 0,392 
b2 X2 0,150 0,197 0,144 
b3 X3 0,056 0,018 0,048 
b11 X1*X1 0,510 0,052 0,223 
b22 X2*X2 0,933 0,237 0,789 
b33 X3*X3 0,079 0,125 0,099 
\ 
 
Tabel 4.4 menunjukkan bahwa pada replikasi pertama 
variabel X3 (kadar LOI) berpengaruh signifikan secara linier 
maupun kuadratik. Hal tersebut ditunjukkan oleh nilai p-value 
variabel X3 dan X3*X3 yang bernilai kurang dari 0,1. Selanjutnya 
pada replikasi 2 variabel X3 (kadar LOI) berpengaruh signifikan 
secara linier sedangkan variabel X1 (kadar SO3) berpengaruh 
signifikan secara kuadratik. Pada replikasi 3 variabel X3 (kadar 
LOI) berpengaruh signifikan secara linier maupun kuadratik.  
Secara teori kadar LOI (X3) adalah faktor yang 
berpengaruh terhadap kuat tekan semen maupun setting time 
semen. Sedangkan kadar insoluble (X2) juga merupakan faktor 
yang berpengaruh terhadap kuat tekan semen dan kadar SO3 (X1) 
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adalah faktor yang berpengaruh terhadap setting time semen. 
Sehingga dalam penelitian ini diasumsikan bahwa signifikansi 
parameter terpenuhi. 
 
 Kriteria pemilihan model selanjutnya yaitu dengan melihat 
apakah residual dari model yang terbentuk telah memenuhi 
asumsi IIDN. Pemerikasaan asumsi identik dilakukan dengan 
menggunakan uji Glejser dengan cara meregresikan harga mutlak 
residual dengan variabel prediktor. Adanya kasus heteroskedas-
tisitas apabila terdapat p-value pada masing-masing parameter 
yang kurang dari taraf signifikansi (  = 5%). Hasil yang 
didapatkan dari pengujian Glejser pada masing-masing replikasi 
untuk model regresi kuat tekan 28 hari didapatkan kesimpulan 
yang sama, yaitu tidak terdapat variabel yang memiliki nilai p-
value kurang dari 0,05, sehingga asumsi homogenitas terpenuhi 
atau dapat dikatan residual telah identik. 
Tabel 4.5 merupakan hasil uji Glejser untuk model regresi    . 
Selanjutnya untuk hasil uji Glejser model regresi    , dan     
dapat dilihat pada lampiran 7. 
 
Tabel 4.5 Hasil Uji Glejser Respon     
Variabel Koefisien T P-value 
Constant 0,2361 1,03 0,412 
X1 -0,0000 -0,00 1,000 
X2 0,0000 0,00 1,000 
X3 0,0000 0,00 1,000 
X1*X1 -0,0000 -0,00 1,000 
X2*X2 0,0000 0,00 1,000 
X3*X3 -0,0000 -0,00 1,000 
 
Pengujian asumsi independen dilakukan secara visual 
dengan melihat plot Autocorrelation Function (ACF). Berikut 
merupakan plot ACF dari residual. Residual dikatakan memenuhi 
asumsi independen jika semua nilai korelasi antar residual berada 
di dalam batas signifikan. Hasil pengujian residual dari model 
regresi kuat tekan dari 3 replikasi mendapatkan hasil yang sama 
yaitu tidak terdapat nilai autokorelasi yang keluar dari batas kritis 
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sehingga dapat disimpulkan bahwa residual antar pengamatan 
tidak signifikan (Lampiran 8). Hal ini membuktikan bahwa 
asumsu residual independen terpenuhi. Gambar 4.1 merupakan 
autocorrelation function model regresi    . 
 
 
Gambar 4.1 Asumsi Independen untuk Respon     
 
Pengujian yang terakhir yaitu untuk melihat apakah residual 
berdistribusi normal dengan menggunakan uji Kolmogorov-
Smirnov. Nilai p-value yang didapatkan dari pengujian kemudian 
dibandingkan dengan tingkat signifikansi   (5%). Apabila nilai p-
value lebih dari 0,05 maka asumsi normalitas terpenuhi atau 
dengan kata lain residual pada model regresi linier berganda telah 
berdistribusi normal.  
Hasil pengujian untuk model regresi kuat tekan 28 hari untuk 
3 replikasi didapatkan kesimpulan masing-masing. Namun 
kesimpulan pada hasil pengujian untuk 3 model atau 3 replikasi 
yaitu sama. Dimana semua model telah memenuhi asumsi 
normalitas. Hasil pengujian masing-masing dapat dilihat pada 
Lampiran 9. Gambar 4.2 berikut merupakan salah satu contoh 
hasil pengujian asumsi normalitas pada model kuat tekan 28 hari 
yaitu Probabilitas Plot Residual untuk Respon    . 
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Gambar 4.2 Probabilitas Plot Residual untuk Respon     
 
 
4.2.2 Model Regresi Setting Time Awal  
 Analisis model setting time awal dilakukan dengan 
menggunakan analisis respon surface dimana terbentuk model 
regresi yaitu model regresi orde pertama atau linier dan model 
orde kedua. Analisis model regresi dilakukan dengan membentuk 
model regresi yaitu model regresi linier, model orde dua 
kuadratik, dan model orde dua interaksi. Pemodelan mengguna-
kan model tersebut bertujuan untuk mendapatkan model regresi 
terbaik untuk masing-masing replikasi pada setiap respon. 
Variabel prediktor untuk model linier yaitu X1, X2, dan X3, untuk 
model orde dua kuadratik yaitu X1, X2, X3, X1
2, X2
2, dan X3
2, 
selanjutnya untuk model orde dua interaksi yaitu X1, X2, X3, 
X1
*X2, X1
*X3, dan X2
*X3. Sehingga akan didapatkan tiga model 
regresi setting time awal terbaik respon     untuk replikasi 
pertama,     untuk replikasi kedua, dan     untuk replikasi 
ketiga. 
Analisis model regresi terbaik untuk setting time awal pada 
masing-masing replikasi     didapatkan hasil bahwa dari 3 model 
yang didapatkan pada setiap replikasinya tidak memenuhi asumsi 
normalitas sehingga nilai respon perlu dilakukan transformasi. 
Setelah dilakukan tranformasi terhadap nilai SNR ratio setting 
time awal, didapatkan bahwa pada replikasi pertama model yang 
terbaik yaitu model orde dua kuadratik, pada replikasi kedua dan 
ketiga yaitu model orde dua interaksi karena pada model tersebut 
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memiliki nilai    tertinggi (Lampiran 10, 11, dan 12). Tabel 4.6 
berikut merupakan hasil estimasi parameter yang didapatkan dari 
masing-masing replikasi. 
 
Tabel 4.6 Estimasi Parameter Model Regresi Respon    
Parameter Variabel Koefisien      Koefisien      Koefisien      
b0 Konstanta -0,0210074 -0,0212808 -0,0213394 
b1 X1 0,00008506 -0,0000769 -0,0001273 
b2 X2 0,00007723 -0,0002520 -0,0001795 
b3 X3 -0,00032744 -0,0000170 0,0000662 
b11 X1*X1 0,0001225 0,0003343 0,0003917 
b22 X2*X2 -0,0003201 -0,0006101 -0,0005634 
b33 X3*X3 -0,0002123 -0,0005517 -0,0005665 
 
Model yang terbentuk berdasarkan nilai parameter pada 
Tabel 4.6 yaitu sebagai berikut. 
Model replikasi pertama   : 
 ̂                                                        
                           
Model replikasi kedua    : 
 ̂                                                        
                           
Model replikasi ketiga    : 
 ̂                                                        
                           
Pada model regresi setting time awal pada masing-masing 
replikasi dilakukan uji signifikansi parameter secara individu 
untuk mengetahui variabel yang berpengaruh signifikan terhadap 
setting time awal. Tabel 4.7 menunjukkan nilai uji signifikansi 
parameter pada setiap replikasi. Nilai p-value masing-masing 
parameter yang didapatkan pada model regresi dibandingkan 
dengan tingkat signifikansi   sebesar 10%.  
Apabila nilai p-value tersebut kurang dari taraf signifikansi 
yang ditentukan, maka variabel terkait dapat dikatakan tidak 
signifikan. Dengan cara yang sama, dilakukan uji signifikansi 
parameter pada model untuk masing-masing replikasi. Hal 
tersebut dilakukan pada masing-masing replikasi untuk model 
regresi setting time awal. Tabel 4.7 berikut merupakan nilai p-
value untuk masing-masing parameter. 
 
36 
 
Tabel 4.7 Uji Signifikansi Parameter Model Regresi Respon    
Parameter Variabel P-value      P-value      P-value      
b0 Konstanta 0,000 0,000 0,000 
b1 X1 0,359 0,663 0,502 
b2 X2 0,396 0,239 0,370 
b3 X3 0,045 0,921 0,714 
b11 X1*X1 0,435 0,280 0,237 
b22 X2*X2 0,124 0,116 0,139 
b33 X3*X3 0,231 0,137 0,137 
 
 
Pada replikasi pertama variabel yang berpengaruh 
signifikan secara linier terhadap setting time awal yaitu variabel 
X3 (kadar LOI). Sedangkan pada replikasi kedua dan ketiga tidak 
ada variabel yang berpengaruh secara signifikan terhadap setting 
time awal. Jika dikembalikan secara konsep perusahaan, kadar 
LOI dan kadar SO3 merupakan variabel  yang berpengaruh 
terhadap setting time awal sehingga analisis dapat dilanjutkan 
atau dengan kata lain diasumsikan pengujian signifikansi 
parameter terpenuhi. 
 
 Kriteria pemilihan model selanjutnya yaitu dengan melihat 
apakah residual dari model yang terbentuk telah memenuhi 
asumsi IIDN. Pemerikasaan asumsi identik dilakukan dengan 
menggunakan uji Glejser dengan cara meregresikan harga mutlak 
residual dengan variabel prediktor. Adanya kasus heteroskedas-
tisitas apabila terdapat p-value pada masing-masing parameter 
yang kurang dari taraf signifikansi (  = 5%). 
 Pada model untuk masing-masing replikasi, didapatkan 
hasil pengujian glejser masing-masing. Dimana hasil yang dida-
patkan dari pengujian Glejser pada masing-masing replikasi 
untuk model regresi setting time awal didapatkan kesimpulan 
yang sama, yaitu tidak terdapat variabel yang memiliki nilai p-
value kurang dari 0,05. Dari kesimpulan tersebut selanjutnya 
dapat diartikan asumsi homogenitas terpenuhi atau dapat dikatan 
residual telah identik. Hasil pengujian untuk masing-masing 
replikasi terdapat pada Lampiran 13. Tabel 4.8 berikut merupakan 
hasil uji Glejser untuk salah satu replikasi, yaitu untuk replikasi 
pertama untuk model regresi    . 
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Tabel 4.8 Hasil Uji Glejser Model Regresi      
Variabel Koefisien T P-value 
Constant 0,0000 -1,06 0,400 
X1 -0,0000 -0,00 1,000 
X2 -0,0000 -0,00 1,000 
X3 -0,0000 -0,00 1,000 
X1*X1 -0,0000 -0,00 1,000 
X2*X2 0,0000 0,00 1,000 
X3*X3 -0,0000 -0,00 1,000 
 
Selanjutnya melakukan pengujian asumsu independen. 
Pengujian asumsi independen dilakukan secara visual dengan 
melihat plot Autocorrelation Function (ACF). Berikut merupakan 
plot ACF dari residual. Apabila semua lag berada pada batas 
signifikan maka dapat disimpulkan bahwa asumsi independen 
terpenuhi. Pada 3 replikasi yang dilakukan untuk respon setting 
time awal, didapatkan model regresi yang ketiganya memenuhi 
asumsi independen (Lampiran 14). 
 
 
Gambar 4.3 Asumsi Independen untuk Respon     
 
Gambar 4.3 menunjukkan bahwa tidak terdapat nilai autokorelasi 
yang keluar dari batas kritis sehingga dapat disimpulkan bahwa 
residual antar pengamatan tidak signifikan. Hal ini membuktikan 
bahwa asumsu residual independen terpenuhi. 
Dilakukan pengujian Kolmogorov-Smirnov untuk melihat 
apakah residual berdistribusi normal. Statistik Uji Kolmogorov-
Smirnov p-value dibandingkan dengan tingkat signifikansi   
(5%). Berdasarkan output pada Lampiran 15 memperoleh 
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kesimpulan bahwa residual pada model regresi setting time awal 
untuk 3 replikasi telah memenuhi asumsi residual berdistribusi 
normal. Gambar 4.4 berikut merupakan probabilitas plot untuk 
respon    . 
 
 
Gambar 4.4 Probabilitas Plot Residual untuk Respon     
 
4.3 Penentuan Level Optimal dengan Fungsi Desirability 
dan Regresi Fuzzy 
 Penentuan level optimal dengan fungsi desirability 
digunakan untuk memaksimumkan nilai respon kuat tekan dan 
setting time awal pada semen PPC secara bersamaan. Sebelumnya 
dilakukan perhitungan terhadap nilai prediksi dari masing-masing 
respon dengan menggunakan model regresi fuzzy. Model regresi 
fuzzy merupakan model regresi konvensional yang telah terpilih 
untuk respon    maupun   . Berikut merupakan nilai koefisien 
parameter regresi fuzzy untuk respon    yaitu kuat tekan semen 
PPC yang didapatkan dari parameter regresi dengan respon SNR 
kuat tekan 28 hari dengan replikasi sebanyak 3 kali. 
 
Tabel 4.9 Koefisien Parameter Regresi Respon Kuat Tekan 28 Hari 
 b0 b11 b2 b3 b11 b22 b33 
    50,85 0,109 -0,526 -0,930 0,317 -0,038 -1,331 
    48,98 -0,044 -0,330 -1,2590 1,2647 0,502 -0,767 
    51,45 -0,242 -0,522 -0,981 -0,674 0,118 -1,132 
 
 
Nilai pada Tabel 4.9 di atas, selanjutnya dihitung nilai koefisien 
persamaan regresi fuzzy menggunakan Persamaan 2.14. Sebelum-
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nya dihitung nilai    dan   dan didapatkan hasil sebagai berikut 
untuk masing-masing level. 
 
 Tabel 4.10 Estimasi Parameter Regresi Fuzzy pada Respon Kuat Tekan 28 Hari 
 b0 b11 b2 b3 b11 b22 b33 
      50,424 -0,06 -0,459 -1,057 0,303 0,194 -1,077 
  1,288 0,18 0,112 0,177 0,969 0,278 0,286 
      49,136 -0,24 -0,571 -1,234 -0,667 -0,084 -1,363 
      50,424 -0,06 -0,459 -1,057 0,303 0,194 -1,077 
      51,713 0,12 -0,347 -0,880 1,272 0,472 -0,791 
 
Berdasarkan Tabel 4.10, maka persamaan regresi fuzzy untuk 
respon kuat tekan 28 hari adalah sebagai berikut. 
1. Model untuk level lower 
  
                                                   
           
2. Model untuk level mean 
  
                                                   
           
3. Model untuk level upper 
  
                                                   
           
 
Selanjutnya mencari parameter regresi fuzzy untuk respon 
setting time awal. Tabel 4.11 berikut merupakan nilai koefisien 
regresi dari perhitungan sebelumnya. 
 
Tabel 4.11 Koefisien Parameter Regresi Respon Setting Time Awal 
 b0 b11 b2 b3 b11 b22 b33 
    -2,10x10
-2 8,51x10-5 7,72x10-5 -3,27x10-4 1,23x10-4 -3,20x10-4 -2,12x10-4 
    -2,13x10
-2 -7,69x10-5 -2,52x10-4 -1,70x10-5 3,34x10-4 -6,10x10-4 -5,52x10-4 
    -2,13x10
-2 -1,27x10-4 -1,79x10-4 6,62x10-5 3,92x10-4 -5,63x10-4 -5,67x10-4 
 
 
Tabel 4.11 merupakan nilai estimasi parameter yang selanjutnya 
digunakan untuk menghitung nilai koefisien persamaan regresi 
fuzzy dengan menggunakan Persamaan 2.14. Nilai-nilai estimasi 
parameter pada masing-masing replikasi selanjutnya digunakan 
untuk membentuk satu model regresi fuzzy untuk model setting 
time awal. 
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 Tabel 4.12 Estimasi Parameter Regresi Fuzzy pada Respon Setting Time Awal 
 b0 b11 b2 b3 b11 b22 b33 b11 
      -2,12x10-2 -3,97x10-5 -1,18x10-4 -9,27x10-5 2,83x10-4 -4,98x10-4 -4,44x10-4 2,83x10-4 
  1,77x10-4 1,11x10-4 1,73x10-4 2,07x10-4 1,42x10-4 1,56x10-4 2,00x10-4 1,42x10-4 
      -2,14x10-2 -1,51x10-4 -2,91x10-4 -3,00x10-4 1,41x10-4 -6,54x10-4 -6,44x10-4 1,41x10-4 
      -2,12x10-2 -3,97x10-5 -1,18x10-4 -9,27x10-5 2,83x10-4 -4,98x10-4 -4,44x10-4 2,83x10-4 
      -2,10x10-2 7,12x10-5 5,50x10-5 1,15x10-4 4,25x10-4 -3,42x10-4 -2,43x10-4 4,25x10-4 
 
 
Berdasarkan nilai-nilai pada Tabel 4.12, maka model persamaan 
regresi fuzzy untuk respon setting time awal adalah sebagai 
berikut. 
1. Model untuk lower 
  
                                               
                                        
2. Model untuk mean 
  
                                               
                                        
3. Model untuk upper 
  
                                               
                                        
 
Langkah selanjutnya yaitu menentukan level fuzzy 
optimum. Level fuzzy optimum ditentukan berdasarkan level 
optimum yang diperoleh menggunakan metode Taguchi (Tabel 
4.1 dan Tabel 4.2). Perhitungan dilakukan dengan cara serupa 
yaitu menggunakan persamaan 2.14 namun parameter diganti 
dengan level faktor yang telah didapatkan nilai level optimalnya 
dengan hasil sebagai berikut. 
 
Tabel 4.13 Level Faktor Fuzzy Optimum Respon Kuat Tekan 28 Hari 
 X11 X21 X31 
    1 -1 0 
    -1 -1 -1 
    0 -1 0 
      0 -1 0 
  1 0 1 
      -1 -1 -1 
      0 -1 0 
      1 -1 1 
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Selanjutnya untuk respon setting time awal, berikut merupakan 
level fuzzy optimum. 
 
Tabel 4.14 Level Faktor Fuzzy Optimum Respon Setting Time Awal 
 X12 X22 X32 
    0 -1 1 
    -1 -1 1 
    -1 -1 1 
      -1 -1 1 
  1 0 0 
      -2 -1 1 
      -1 -1 1 
      0 -1 1 
 
Berdasarkan Tabel 4.13 dan 4.14 dapat dituliskan level fuzzy 
optimum masing-masing respon yaitu sebagai berikut. 
             
               
             
              
               
            
Level fuzzy optimum berdasarkan persmaan di atas dapat ditulis 
menjadi  ̃                        untuk respon kuat tekan 28 
hari dan  ̃                        untuk respon setting time 
awal. 
Level fuzzy optimum respon kuat tekan 28 hari 
disubstitusikan ke dalam model regresi dari masing-masing 
respon. Hasil substitusi tersebut kemudian dituliskan dalam 
matrik pay-off respon dengan perhitungan sebagai berikut. 
Level lower dengan level fuzzy optimum yaitu       
          . 
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Level mean dengan level fuzzy optimum yaitu       
        . 
  
                                               
                           
                                                                                                   
  
                                                   
                               
                 
                                                                                                      
Level upper dengan level fuzzy optimum yaitu       
        . 
  
                                               
                           
                                                                                                     
  
                                                   
                               
                 
                                                                                                       
Selanjutnya level fuzzy optimum pada respon setting time 
awal disubstitusikan ke dalam persamaan regresi fuzzy dan 
didapatkan nilai sebagai berikut. 
Level lower dengan level fuzzy optimum yaitu       
         . 
  
                                                  
                           
                                                                                                         
  
                                                    
                                  
             
                                                                                                           
Level mean dengan level fuzzy optimum yaitu       
         . 
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Level upper dengan level fuzzy optimum yaitu       
         . 
  
                                                   
           
                                                                                                             
  
                                                   
                               
                 
                                                                                                      
 
Nilai-nilai yang didapatkan berdasarkan perhitungan level fuzzy 
optimum selanjutnya dituliskan dalam tabel matriks pay off 
seperti pada Tabel 4.15. 
 
Tabel 4.15 Matriks Pay-off untuk Nilai Prediksi Respon 
  ̃      ̃     
 ̃    (49,19;51,31;53,66) (-0,021801;-0,021091;-0,021440) 
 ̃    (44,83;49,31;50,86) (-0,021828;-0,019919;-0,020729) 
 
Langkah berikutnya yaitu membentuk matriks pay-off yang 
didasarkan nilai level faktor fuzzy optimum yang dihubungkan 
dengan nilai desirability. Fungsi desirability digunakan untuk 
optimasi multirespon. Pada kasus respon berupa nilai SNR ratio 
maka fungsi desirability yang digunakan yaitu larger the better 
sesuai dengan Persamaan 2.19. Batas–batas nilai desirability yang 
digunakan yaitu berdasarkan ketetapan perusahaan yaitu minimal 
330 kg/cm2 dan batas maksimalnya yaitu 420 kg/cm2. Nilai 
tersebut kemudian ditransformasi dalam SNR ratio. Berikut 
merupakan batas desirability untuk kuat tekan 28 hari. 
 ̃   ̃      {
 
[
 ̃       
     
]
 
 
 ̃ <    
    ̃ <    
 ̃      
Selanjutnya batas-batas nilai desirability untuk setting time awal 
yaitu berdasarkan kriteria perusahaan yaitu batas minimal 180 
menit dan maksimal 240 menit. Nilai tersebut kemudian di 
transformasi berdasarkan karakteristik kemudian didapatkan 
batasan untuk nilai desirability sebagai berikut. 
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 ̃   ̃      {
 
[
 ̃               
                     
]
 
 
 ̃ <            
            ̃ <            
 ̃             
Nilai-nilai batas desirability yang diperoleh selanjutnya 
digunakan untuk menentukan nilai desirability individu 
berdasarkan nilai prediksi yang didapatkan pada tabel 4.15. 
Tabel 4.16 merupakan nilai desirability individu yang didapatkan. 
 
Tabel 4.16 Matriks Pay-off untuk Nilai Desirability Prediksi Respon 
  ̃      ̃     
 ̃    (-0.405;0,655;1,680) (0,3181;0,9317;0,6293) 
 ̃    (-2,585;-0,345;0,43) (0,2948;1,9405;1,2422) 
 
Berdasarkan matriks pay-off nilai desirability ditentukan upper 
limit sebagai berikut. 
 ̃  (  
    
    
 )   ̃                   
 ̃  (  
    
    
 )   ̃                 
dan lower limit 
 ̃  (  
    
    
 )                    
 ̃  (  
    
    
 )                 
 
Selain menghitung desirability, perlu dihitung pula matriks 
pay-off untuk nilai deviasi. Tujuannya yaitu untuk memperoleh 
nilai-nilai yang dapat digunakan dalam meminimumkan deviasi. 
Berikut merupakan pay-off untuk nilai deviasi dan 
persamaan deviasi untuk masing-masing respon. 
                                                      
           
                                                  
                                      
 
Tabel 4.17  Matriks Pay-off untuk Nilai Deviasi 
  ̃      ̃     
 ̃    (2,36;2,36;2,36) (0,00018;0,00018);(0,00018) 
 ̃    (2,098;2,098;2,098) (-0,00024;-0,00024;-0,00024) 
 
Tabel 4.17 merupakan matriks pay-off deviasi yang kemudian 
digunakan untuk menghitung nilai  ̃ ,  ̃ ,  ̃ , dan  ̃ . 
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 ̃  (  
    
    
 )                      
 ̃  (  
    
    
 )                               
 ̃  (  
    
    
 )                   
 ̃  (  
    
    
 )                              
 
Model akhir yang diperoleh merupakan model 2 objektif. 
Model 2 objektif tersebut adalah memaksimumkan desirability 
dan meminimumkan deviasi, yang ditunjukkan dengan: 
Model 1:    { ̃      ̃    } 
Model 2:    { ̃      ̃    } 
Untuk masing-masing respon didapatkan: 
 ̃     (  
    
    
 )                           
 ̃     (  
    
    
 )                         
 ̃     (  
    
    
 )                      
 ̃       
    
    
                                
Model tersebut kemudian dikonversikan menjadi satu 
fungsi objektif dengan menggunakan derajat kepuasan 
desirability ( ̃    ) dan robustness ( ̃    ). Estimasi nilai 
( ̃    ) dan ( ̃    ) diperoleh berdasarkan Persamaan (2.24) dan 
(2.25) dengan menggunakan nilai-nilai berikut. 
 ̃                ,  ̃                   
 ̃               ,   ̃                
dan 
 ̃                     ,  
 ̃                              ,   
 ̃                   
 ̃                            
Apabila dituliskan dalam bentuk model, modelnya berbeda 
dengan model sebelumnya, yaitu sama-sama memaksimumkan 
fungsi  ̃     dan  ̃    . 
Model 1 :    { ̃      ̃    } 
Model 2 :    { ̃      ̃    } 
Untuk menggabungkan kedua model menjadi 1 model objektif, 
operator Max-Min Zimmerman diaplikasikan. Dasar yang 
digunakan adalah memaksimumkan derajat kepuasan (degree of 
satisfaction) minimum dari kedua model objektif. 
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Model 1 :      ̃  
Model 2 :      ̃   
 ̃     { ̃      ̃    } 
 ̃     { ̃      ̃    } 
    bobot desirability yang digunakan untuk  ̃  
    bobot desirability yang digunakan untuk  ̃  
Pada penelitian ini peneliti menggunakan bobot desirability 
sebesar   ⁄  karena konstrain yang digunakan adalah       
 . Sehingga model akhir yang dihasilkan ada 3, yaitu model 
lower, model mean, dan model upper. 
Model lower: 
          
        
  
Dengan batasan, 
  
       
                   
  
       
               
  
       
                   
  
       
                             
        
    
    
    
          
Model mean: 
          
        
  
Dengan batasan, 
  
       
                 
  
       
              
  
       
                   
  
       
                              
        
    
    
    
         
Model upper: 
          
        
  
Dengan batasan, 
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Penyelesaian model objektif dilakukan dengan mengguna-
kan prinsip programming. Metode yang digunakan yaitu GRG 
(Generalized Reduced Gradient) Nonlinier dengan menggunakan 
software solver pada Microsoft Excel. Hasil solver dapat dilihat 
pada Lampiran 16. Hasil optimasi untuk model lower ditampilkan 
dalam Tabel 4.18. 
 
Tabel 4.18  Level Faktor Fuzzy Optimum Model Lower 
Faktor Faktor Nilai Kode Nilai Sebenarnya 
X1 SO3 -0,3907 3,327% - 4,402% 
X2 Insoluble -0,5545 10,82% - 19,84% 
X3 LOI -0,5187 1,75% - 5,94% 
 
Dengan mensubstitusikan nilai level-level optimum ke dalam 
model yang terbentuk untuk level lower, maka didapatkan nilai 
prediksi   
  sebesar 49,692. Jika nilai tersebut dikembalikan 
kedalam nilai asli kuat tekan maka didapatkan nilai sebesar 
305,22 kg/cm2. Selanjunya untuk prediksi   
  didapatkan nilai 
sebesar -0,0213. Jika nilai tersebut dikembalikan kedalam nilai 
asli setting time awal maka akan didapatkan nilai sebesar 219 
menit. 
Selanjutnya dilakukan prediksi terhadap nilai respon 
berdasarkan model mean. Hasil optimasi untuk model mean 
ditampilkan dalam Tabel 4.19. 
 
Tabel 4.19  Level Faktor Fuzzy Optimum Model Mean 
Faktor Faktor Nilai Kode Nilai Sebenarnya 
X1 SO3 -0,5252 2,47% - 3,27% 
X2 Insoluble -1,4718 4,07% - 7,47% 
X3 LOI 0,5819 2,33% - 3,20% 
 
Berdasarkan nilai level optimum yang didapatkan pada model 
mean, selanjutnya dilakukan prediksi respon   
  dan   
 . 
Dengan mensubstitusikan level optimum kedalam model b 
didapatkan nilai prediksi untuk respon   
  sebesar 50,655. 
Apabila nilai tersebut dikembalikan kedalam nilai asli, maka 
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didapatkan nilai kuat tekan sebesar 341 kg/cm2. Selanjutnya 
didapatkan nilai prediksi   
  sebesar -0,0203 yang apabila 
dikembalikan kedalam nilai asli didapatkan setting time awal 
sebesar 289 menit. 
Kemudian yang terakhir merupakan prediksi respon 
berdasarkan model upper. Hasil optimasi untuk model upper 
ditampilkan dalam Tabel 4.20. 
 
Tabel 4.20  Level Faktor Fuzzy Optimum Model Upper 
Faktor Faktor Nilai Kode Nilai Sebenarnya 
X1 SO3 0,1305 0,245% - 0,2871% 
X2 Insoluble -0,3711 16,17% - 29,64% 
X3 LOI 0,3461 1,38% - 1,90% 
 
Hasil substitusi level-level optimum pada Tabel 4.26 kedalam 
model upper didapatkan hasil bahwa nilai prediksi respon   
  
sebesar 52,154 yang apabila dikembalikan ke nilai asli kuat tekan 
yaitu sebesar 405,23 kg/cm2. Selanjutnya untuk prediksi respon 
  
  yaitu sebesar -0,02111 yang kemudian dikembalikan ke nilai 
asli setting time awal sebesar 233 menit. 
 
Berdasarkan nilai prediksi respon    dan    pada masing-
masing model lower, mean, dan upper didapatkan kesimpulan 
bahwa model upper merupakan model yang terbaik. Model upper 
merupakan model dimana nilai prediksi respon yang didapatkan 
untuk kuat tekan yaitu sebesar 405,23 kg/cm2 dan nilai prediksi 
respon untuk setting time awal sebesar 233 menit. Nilai prediksi 
tersebut merupakan nilai yang masih berada dalam batas yang 
ditetapkan oleh perusahaan. 
Jika dibandingkan dengan kadar kandungan SO3, kadar 
insoluble, dan kadar LOI yang digunakan perusahaan sebelumnya 
yaitu dengan rata-rata kadar SO3 sebesar 1,82%, kadar Insoluble 
sebesar 11,52%, dan kadar LOI sebesar 3,40%, didapatkan hasil 
respon yang lebih memenuhi sifat karakteristik kualitas semen 
PPC. Yaitu untuk kuat tekan semen larger the better dan untuk 
setting time semen yaitu smaller the better. Pada komposisi yang 
digunakan perusahaan, rata-rata kuat tekan 28 hari yang 
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dihasilkan yaitu sebesar 323 kg/cm2 dan rata-rata setting time 
awal sebesar 236 menit. Tabel 4.21 berikut merupakan 
perbandingan rata-rata kadar komposisi yang digunakan di 
perusahaan dengan hasil optimasi Taguchi. 
 
Tabel 4.21 Perbandingan Level Faktor Optimum 
 Kadar 
SO3 (%) 
Kadar 
Insoluble (%) 
Kadar 
LOI (%) 
KT 
 (kg/cm2) 
Setting Time 
(menit) 
Komposisi 
Perusahaan 
1,82 11,52 3,40 323 236 
Optimasi 
Taguchi 
0,245- 0,2871 16,17-29,64 1,38-1,90 405,23 233 
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BAB V 
KESIMPULAN DAN SARAN 
 
5.1 Kesimpulan 
 Berdasarkan hasil analisis dan pembahasan, maka 
didapatkan kesimpulan yaitu: 
Model akhir yang didapat merupakan model dengan nilai 
prediksi respon yang mendekati dengan batas spesifikasi perusa-
haan, yaitu prediksi untuk respon kuat tekan 28 hari yang 
maksimal sebesar 405,23 kg/cm2 dan prediksi untuk respon 
setting time awal yang minimal sebesar 233 menit. Nilai prediksi 
tersebut didapatkan dengan level faktor yaitu campuran kadar SO3 
sebesar 0,245% - 0,2871%, kadar insoluble sebesar 16,16% - 
29,64%, dan kadar LOI sebesar 1,38% - 1,90%.  
 
5.2 Saran 
Berdasarkan hasil analisis dan pembahasan serta kesim-
pulan yang didapatkan, maka disarankan bagi perusahan untuk 
mempertimbangkan hasil penelitian yang mungkin dapat diguna-
kan untuk setting level dalam proses pembuatan semen PPC 
selanjutnya. Kemudian bagi penelitian selanjutnya yaitu metode 
optimasi dengan menggunakan fungsi desirability regresi fuzzy, 
dalam pembentukan model regresi harus dicari model terbaik 
yang memenuhi semua asumsi sehingga taksiran nilai parameter 
tidak bias. 
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LAMPIRAN 1 Hasil Eksperimen dengan Orthogonal Array 
 
Eks 
Variabel 
Kuat Tekan 28 
Hari 
Setting Time 
Awal 
St dev Setting 
Time 
 Replikasi 
respon setting time awal 
x1 x2 x3 y11 y12 y13 y21 y22 y23 Standar Deviasi ybar(21.22) ybar(21.23) ybar(22.23) 
1 -1 -1 -1 349 383 389 222 216 169 29.023 219 195.5 192.5 
2 -1 0 0 372 335 357 244 252 232 10.066 248 238 242 
3 -1 1 1 256 256 256 200 200 200 0 200 200 200 
4 0 -1 0 366 300 387 233 203 254 25.632 218 243.5 228.5 
5 0 0 1 260 224 303 200 207 219 9.609 203.5 209.5 213 
6 0 1 -1 325 311 352 243 232 232 6.351 237.5 237.5 232 
7 1 -1 1 311 289 285 208 200 218 9.018 204 213 209 
8 1 0 -1 347 332 318 275 251 236 19.672 263 255.5 243.5 
9 1 1 0 332 332 332 231 231 231 0 231 231 231 
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LAMPIRAN 2 Nilai SNR Ratio Respon Kuat Tekan 28 Hari 
 
Kuat Tekan 
Le- 
vel 
Rata-rata SNR 
Kuat Tekan (X1) 
Rata-rata SNR 
 Kuat Tekan (X2) 
Rata-rata SNR  
Kuat Tekan (X3) variabel Signal to Noise Ratio 
x1 x2 x3 η11 η12 η13 ηbar11 ηbar12 ηbar13 ηbar11 ηbar12 ηbar13 ηbar11 ηbar12 ηbar13 
-1 -1 -1 50.86 51.66 51.80 
-1 50.14 50.11 50.34 50.66 50.14 50.88 50.63 50.65 50.93 -1 0 0 51.41 50.50 51.05 
-1 1 1 48.16 48.16 48.16 
0 -1 0 51.27 49.54 51.75 
0 49.94 48.80 50.77 50.17 49.31 50.24 51.03 50.16 51.08 0 0 1 48.30 47.00 49.63 
0 1 -1 50.24 49.85 50.93 
1 -1 1 49.86 49.22 49.09 
1 50.36 50.02 49.86 49.61 49.48 49.84 48.77 48.13 48.96 1 0 -1 50.81 50.42 50.05 
1 1 0 50.42 50.42 50.42 
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LAMPIRAN 3 Nilai SNR Ratio Respon Setting Time Awal 
 
setting time awal 
level 
Rata-rata SNR 
Setting Time awal (X1) 
Rata-rata SNR 
Setting Time awal (X2) 
Rata-rata SNR 
Setting Time awal (X3) variabel Signal to Noise Ratio 
x1 x2 x3 η21 η22 η23 ηbar11 ηbar12 ηbar13 ηbar11 ηbar12 ηbar13 ηbar11 ηbar12 ηbar13 
-1 -1 -1 -46.81 -45.82 -45.69 
-1 -46.91 -46.46 -46.46 -46.59 -46.71 -46.42 -47.57 -47.16 -46.91 -1 0 0 -47.89 -47.53 -47.68 
-1 1 1 -46.02 -46.02 -46.02 
0 -1 0 -46.77 -47.73 -47.18 
0 -46.82 -47.22 -47.02 -47.49 -47.37 -47.32 -47.31 -47.51 -47.38 0 0 1 -46.17 -46.42 -46.57 
0 1 -1 -47.51 -47.51 -47.31 
1 -1 1 -46.19 -46.57 -46.40 
1 -47.29 -47.33 -47.14 -46.94 -46.94 -46.87 -46.13 -46.34 -46.33 1 0 -1 -48.40 -48.15 -47.73 
1 1 0 -47.27 -47.27 -47.27 
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LAMPIRAN 4 Alternatif Model Regresi Kuat Tekan     
 
Model Linier 
 
 
 
Model Orde Dua Kuadratik 
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Model Orde Dua Interaksi 
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LAMPIRAN 5 Alternatif Model Regresi Kuat Tekan     
 
Model Linier 
 
 
Model Orde Dua Kuadratik 
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Model Orde Dua Interaksi 
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LAMPIRAN 6 Alternatif Model Regresi Kuat Tekan     
 
Model Linier 
 
 
Model Orde Dua Kuadratik 
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Model Orde Dua Interaksi 
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LAMPIRAN 7 Output Uji Glejser Residual Model Kuat Tekan 
28 Hari 
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LAMPIRAN 8 Output Autocorrelation Function Residual Model 
Kuat Tekan 28 Hari 
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LAMPIRAN 9 Output Pengujian Distribusi Normal Residual 
Respon Kuat Tekan 28 Hari 
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LAMPIRAN 10 Alternatif Model Regresi Setting Time Awal     
 
Model Linier 
 
 
Model Orde Dua Kuadratik 
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Model Orde Dua Interaksi 
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LAMPIRAN 11 Alternatif Model Regresi Setting Time Awal     
 
Model Linier 
 
 
Model Orde Dua Kuadratik 
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Model Orde Dua Interaksi 
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LAMPIRAN 12 Alternatif Model Regresi Setting Time Awal     
 
Model Linier 
 
 
Model Orde dua Kuadratik 
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Model Orde Dua Interaksi 
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LAMPIRAN 13 Output Uji Glejser Residual Model Setting Time 
Awal 
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LAMPIRAN 14 Output Autocorrelation Function Residual 
Model Setting Time Awal 
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LAMPIRAN 15 Output Pengujian Distribusi Normal Residual 
Model Setting Time Awal  
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LAMPIRAN 16 Output Linear Programming 
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LAMPIRAN 17 Surat Pengambilan Data Perusahaan PT. Semen 
Indonesia (Persero), Tbk  
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