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Resumo
Mostramos que existe uma correspondência de Galois entre subálgebras de
uma álgebra de H-comódulo A sobre um anel base R e cocientes generaliza-
dos de uma álgebra deHopfH, se ambosA eH sãomódulos deMittag-Leffler
chatos. Fornecemos ainda critérios novos para subálgebras e cocientes gen-
eralizados serem elementos fechados da conexão de Galois construída. Gen-
eralizamos a teoria de objetos admissíveis de Schauenburg a este contexto
mais geral. Depois consideramos coextensões de coálgebras de H-módulo.
Construímos uma conexão de Galois para elas e provamos que coextensões
H-Galois são fechadas. Aplicamos os resultados obtidos à própria álgebra
de Hopf, dando uma prova simples que existe uma correspondência biun-
ívoca entre ideais coideais à direita de H e as suas subálgebras de coideal
à esquerda, quando H é de dimensão finita. Formulamos ainda uma con-
dição necessária e suficiente para uma correspondência de Galois ser bijetiva
quando A=H. Consideramos também álgebras de produto cruzado.
Palavras-chave: conexão de Galois, álgebra de Hopf, álgebra de comódulo,
coálgebra, biálgebra, reticulado completo, conjunto partialmente ordenado,
elementos fechados, produto cruzado, propriedade de Mittag–Leffler.
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Abstract
We show that there exists a Galois correspondence between subalgebras of an
H-comodule algebra A over a base ring R and generalised quotients of a Hopf
algebra H if both A and H are flat Mittag–Leffler modules. We also provide
new criteria for subalgebras and generalised quotients to be closed elements
of the Galois connection constructed. We generalise the Schauenburg theory
of admissible objects to this more general context. Then we consider coex-
tensions of H-module coalgebras. We construct a Galois connection for them
and we prove that H-Galois coextensions are closed. We apply the results
obtained to the Hopf algebra itself and we give a simple proof that there
is a bijective correspondence between right ideal coideals of H and its left
coideal subalgebras when H is finite dimensional. Furthermore, we formu-
late a necessary and sufficient condition for a bijective Galois correspondence
for A=H. We also consider crossed product algebras.
Key-words: Galois connection, Hopf algebra, comodule algebra, coalgebra,
bialgebra, complete lattice, partially ordered set, closed elements, crossed
product, Mittag–Leffler property, action by monomorphisms.
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Introduction
Hopf–Galois extensions have roots in the approach of Chase et al. [1965] who
generalised the classical Galois Theory for field extensions to rings which are
commutative. Chase and Sweedler [1969] extended these ideas to coactions
of Hopf algebras on commutative algebras over rings. The general definition
of a Hopf–Galois extension was first introduced by Kreimer and Takeuchi
[1981]. Under the assumption that H is finite dimensional their definition is
equivalent to the following now standard one.
Definition
AnH-extensionA/AcoH is called anH-Galois extension if the canonicalmap
of right H-comodules and left A-modules:
can : AAcoH A AH, a b ab(0)  b(1) (1)
is an isomorphism1, where AcoH := {a ∈ A : a(0)  a(1) = a 1H}.
A breakthrough in Hopf–Galois theory was made by van Oystaeyen and
Zhang extending the results of Chase and Sweedler [1969] to a noncommut-
ative setting. They construct a Galois correspondence for Hopf–Galois exten-
sions. Van Oystaeyen and Zhang introduced a remarkable construction of an
associated Hopf algebra to an H-extension A/AcoH , where A as well as H are
supposed to be commutative (see [van Oystaeyen and Zhang, 1994, Sec. 3],
for a noncommutative generalisation see: Schauenburg [1996, 1998]). We will
denote this Hopf algebra by L(A,H). Schauenburg [1998, Prop. 3.2] general-
ised the van Oystaeyen and Zhang correspondence (see also [Schauenburg,
1996, Thm 6.4]) to a Galois connection between generalised quotients of the
associated Hopf algebra L(A,H) (i.e. quotients by right ideal coideals) and
1We use the Sweedler notation for coactions and comultiplications: here δ : A A H
and for a ∈ A, δ(a) ∈ A H and hence it is a sum of simple tensors∑nk=1 a′k  hk for some
a′k ∈ A and hk ∈ H . In Sweedler notation this tensor is denoted as
∑
a(0)  a(1) ∈ A  H .
We prefer to use the sumless Sweedler notation, e.g. we write δ(a) = a(0)  a(1), where the
suppressed summation symbol is understood.
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H-comodule subalgebras of A. We denote the poset of generalised quotients
of a Hopf algebraH by Quotgen(H). In this work we construct the Galois cor-
respondence:
SubAlg(A/B)
ψ
φ
Quotgen(H), φ(Q) := A
coQ (2)
where B is the coinvariants subalgebra of A, without the assumption that B
is equal to the commutative base ring R and we also drop the Hopf–Galois
assumption (see Theorem 4.2.2 on pager 78). We add some module theor-
etic assumptions on A and H . Instead of the Hopf theoretic approach of van
Oystaeyen, Zhang and Schauenburgwepropose to look from the lattice theor-
etic perspective. Using an existence theorem for Galois connections we show
that if a comodule algebra A and a Hopf algebra H are flat Mittag–Leffler
R-modules (Definition 2.1.29 on page 33) then the Galois correspondence (2)
exists. The Mittag–Leffler property appears here since it turns out that a flat
R-module M has this property if and only if the endofunctor M  − of the
category of left R-modules preserves arbitrary intersections of submodules
(see Definition 2.1.26 and Corollary 2.1.36 on page 35). We consider modules
with the intersection property in Chapter 2, where we also give examples
of flat and faithfully flat modules which fail to have it. For an H-extension
A/AcoH over a field we show that ψ(S) = H/K+SH where KS is the smallest
left coideal subalgebra of H with the property: δA(S) ⊆ A  KS , where δA
is the comodule structure map of A (see Theorem 4.2.4 on page 81). Then we
discuss Galois closedness of the generalised quotients and subalgebras in (2).
We show that a subalgebra S ∈ Sub(A/B) is closed if and only if the follow-
ing canonical map: canS : S  A A @ψ(S) H can(s  a) = sa(0)  a(1),
is an isomorphism (see Theorem 4.3.1 on 86). We show that if a general-
ised quotient Q is such that A/AcoQ is Q-Galois then it is necessarily closed
under the assumptions that the canonical map of A/AcoH is onto and the
unit map 1A : R A is a pure monomorphism of left R-modules (Corol-
lary 4.3.4 on page 88). Later we prove that this is also a necessary condition
for Galois closedness if A = H or, more generally, if A/AcoH is a crossed
product, H is flat and AcoH is a flat Mittag–Leffler R-module (Theorem 4.7.1
on page 103). For H-Galois extensions over a field we prove that the canon-
ical map canQ : AAcoQ A AQ is isomorphic if and only if Q is a closed
element and themap δAδA : AAcoQA (AH)AHcoQ (AH) is inject-
ive (Theorem 4.6.7 on page 102). We also consider the dual case ofH-module
coalgebras, which later gives us a simple proof of the bijective correspond-
ence between generalised quotients and left coideal subalgebras of H if it is
finite dimensional (Theorem 4.6.1 on page 98):
Subgen(H)
ψ
φ
Quotgen(H), φ(Q) := H
coQ, ψ(K) = H/K+H (3)
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Schauenburg [1998, Thm. 3.10] showed that this Galois correspondence re-
stricts to a bijection between admissible quotients and subalgebras, where
admissibility assumes, among other things, faithful flatness (for subobjects)
and faithful coflatness (for quotient objects) and H is required to be flat over
the base ring. The bijectivity of this correspondence, without the assump-
tions of any faithfully (co)flatness was proved by Skryabin [2007]. He showed
this by proving that a finite dimensional Hopf algebra is free over any of its
left coideal subalgebra. Our independent proof makes no use of this result.
We also characterise closed elements of this Galois correspondence for Hopf
algebras which are flat over the base ring (Theorem 4.6.2 on page 100). As
we already mentioned, we show that a generalised quotient Q is closed if
and only ifH/HcoQ is a Q-Galois extension. Furthermore, we note that a left
coideal subalgebraK is closed if and only ifH H/K+H is aK-Galois coex-
tension (see Definition 4.5.2 on page 96). This gives an answer to the question
when a bijective correspondence between generalised quotients overwhichH
is faithfully coflat and coideal subalgebras over which H is faithfully flat ex-
tends to a bijective correspondencewithout (co)flatness assumptions. We also
note that for anyH-extensionA/B over a field a generalised quotientQwhich
is not of the form H/K+H cannot be closed.
There are two preprints of mine on the arxiv which are related with this
thesis. These are both listed as co-authored with Dorota Marciniak, since we
started investigating this subject together, but she was not much involved in
the subsequent developments andwent on to do her PhD in game theory. The
first preprint (Galois Theory of Hopf Galois Extensions, arXiv:0912.0291)
is about Hopf-Galois extensions over fields, and does not include the gener-
alisation of Schauenburg’s correspondence between admissible objects. The
more recent preprint (Galois Theory for H-extensions and H-coextensions,
arXiv:0912.1785) will be harmonized with this thesis, though it does not
contain the results of the last chapter (pages 107–125). The latter preprint has
a long list of arxiv versions since my first attempt to build the Galois corres-
pondence for extensions over rings turned out to contain a mistake. The res-
ults of Chapter 3 (pages 41–70) are not included in either of the preprints,
except for the completeness of lattices of generalised quotients and subalgeb-
ras of a Hopf algebra.

Chapter 1
Preliminaries
In this chapter we introduce the basic tools and notions we will use. We start
with an introduction to posets (i.e. partially ordered sets), lattices, and Galois
connections. Lattices are probably one of the most ubiquitous objects in math-
ematics. We recall the basics of the theory of complete and algebraic lattices.
Complete lattices are the ones that allow for arbitrary infima and suprema,
rather than just finite ones. We will use the existence theorem of Galois con-
nections which requires completeness, and thus later on we will prove that
the lattices that appear in the theory of Hopf algebras are complete. Algeb-
raic lattices can be characterised as lattices of subalgebras of universal algeb-
ras. Also lattices of congruences of universal algebras are algebraic. For ex-
ample all lattices of sub/quotient structures of all classical algebraic struc-
tures like: modules or groups, have algebraic lattices of sub/quotient struc-
tures. In one of the next chapters we are going to show that also some of
the lattices which appear in the theory of Hopf algebras and their (co)actions
are algebraic, usually under strong exactness properties of their underlying
module (flat Mittag–Leffler modules, the property which will be studied in
the next chapter). Every algebraic lattice is isomorphic to a lattice of subsets
of a set which is closed under infinite intersections and directed sums (see
Theorem 1.1.14 on page 10). We will use this theorem later, in order to show
that some of the lattices are algebraic.
In section 1.2 (on page 11) we introduce the notion of a Galois connec-
tion between posets. The most important results of this section are: Propos-
ition 1.2.2 (on page 12), where we show basic, but very useful, properties
of Galois connections and the existence theorem of Galois correspondences
between complete lattices (Theorem 1.2.6 on page 13). Themain references for
lattice theory and Galois connections are: Birkhoff and Frink [1948], Grätzer
[1998], Davey and Priestley [2002] and Roman [2008].
In the final section 1.3 we collect basic definitions in the theory of Hopf
algebras and their actions and coactions. You will find there definitions of a
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coalgebra, a bialgebra and a Hopf algebra. We also introduce the theory of co-
modules in Subsection 1.3 (on page 15). Then we pass to the main object of
our study comodule algebras (Subsection 1.3 on page 20). Here we also recall
the theory of crossed products. Their Galois theory we will study later on.
Module algebras over a bialgebra or a Hopf algebras are recalled in Subsec-
tion 1.3 (on page 24). We close this section with a discussion (Subsection 1.3
on page 27) of finite Galois field extensions in terms of group Hopf algebras.
1.1 Posets and Lattices
Definition 1.1.1
A partially ordered set, poset for short, is a setP together with an order relation
4 which is reflexive, transitive and antisymmetric.
A down-set D of P is a subset D ⊆ P which satisfies: d′ 4 d ∈ D ⇒ d′ ∈ D,
dually an upper-set U of P is a subset U ⊆ P with the property U 3 u 4 u′ ⇒
u′ ∈ U .
Let (P,4) and (Q,6) be two posets. Then a map φ : P Q is calledmonotonic
if p 4 p′ implies φ(p) 6 φ(p′) for p, p′ ∈ P .
Let B be a subset of P . The smallest (greatest) element b of B, if it exists,
is defined as the element of B such that for any b′ ∈ B b 4 b′ (respectively,
b < b′). They are unique by the antisymmetry of an order relation. An element
p ∈ P is called an upper (lower) bound ofB if for all b ∈ B p < b (respectively,
p 4 b). We let supB denote the least upper bound (supremum for short) of B
and infB the greatest lower bound (infimum) of B.
Definition 1.1.2
Let (P,4) be a poset, then the opposite poset (P op ,4op) is defined by P op := P
(as sets) and p 4op q ⇐⇒ q 4 p for p, q ∈ P . We will often write P op to denote
the opposite poset of a poset P .
Let (P,4) and (Q,6) be two posets. A map φ : P Q is called antimonotonic
if φ is a map of posets φ : (P op ,4op) (Q,6).
A lattice is a poset in which there exists the supremum and infimum of
any subset with two elements or equivalently of any finite nonempty subset.
A lattice can also be defined as an algebraic structure which has two binary
operations: join (an abstract supremum of two elements) denoted by ∨ and
meet (an abstract infimum of two elements) denoted by ∧ which satisfy the
following equalities:
a ∧ a = a a ∨ a = a idempotent laws
a ∨ b = b ∨ a a ∧ b = b ∧ a commutative laws
a ∨ (b ∨ c) = (a ∨ b) ∨ c a ∧ (b ∧ c) = (a ∧ b) ∧ c associative laws
a ∨ (a ∧ b) = a a ∧ (a ∨ b) = a absorption laws
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The correspondence between lattice operations and the lattice order is made
by: for a given order 4 we define a ∧ b := inf {a, b} and a ∨ b := sup{a, b},
while for given lattice operations (∧,∨) one defines an order by a 4 b ⇐⇒
a = a ∧ b ⇐⇒ b = a ∨ b. Let (L,∧L,∨L) and (M,∧M ,∨M ) be two lattices.
Then a map f : L M is called a lattice homomorphism if for any k, l ∈
L we have f(k ∧L l) = f(k) ∧M f(l) and f(k ∨L l) = f(k) ∨M f(l). Note
that a lattice homomorphism is necessarily an order preserving map, but the
conversemight not be true. A lattice antihomomorphism is amap f : L→M
such that f is a homomorphism of lattices Lop andM , i.e. for any k, l ∈ Lwe
have f(k ∧L l) = f(k) ∨M f(l) and f(k ∨L l) = f(k) ∧M f(l).
If (L,∨,∧) is a lattice then its dual is L,∧,∨. Note that this definition is
compatible with the definition of a dual poset.
We refer the reader to Grätzer [1998] for the theory of lattices.
Definition 1.1.3
A lattice (L,∨,∧) is complete if for every non empty set B ⊆ L there exists
supB and infB.
Remark 1.1.4 In a lattice L there exists arbitrary infima (suprema) if and only if
there are arbitrary suprema (infima) of non empty subsets. Clearly, if a poset is closed
under arbitrary infima (or suprema) then it is a complete lattice, since the following
formulas hold
l ∨ k =
∧
{l′ ∈ L : l′ > l, l′ > k} if L is closed under infima,
l ∧ k =
∨
{l′ ∈ L : l′ 6 l, l′ 6 k} if L is closed under suprema
for l, k ∈ L. We use the lattice notation for infima and suprema: ∧S denotes infimum
of a subset S ⊆ L and ∧S its supremum.
Definition 1.1.5
1. A poset P which has finite infima is called a lower semilattice. A filter
of a lower semilattice P is an upper-set which is closed under finite infima.
The set of filters will be denoted by F(P ).
2. A poset P which has finite suprema is called an upper semilattice. An
ideal of an upper semilattice P is a down-set which is closed under finite
suprema. The set of ideals will be denoted by I(P ).
An upper semilattice is also called join-semilattice, and lower semilattice is
called meet-semilattice. A sublattice of a lattice is a subset closed under meet
and join. An upper (lower) subsemilattice of an upper (lower) semilattice is
a subset which is closed under join (meet respectively).
Next we state a lemma which will be extensively used in the first part of
this work.
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Lemma 1.1.6
Let (M,∧M ,∨M ) be a complete lattice and let there be two complete lattices which
are upper sub-semilattices of M : (K,∧K ,∨M ) and (L,∧L,∨M ). Let K and L
have the same smallest element. Then (K ∩ L,∧K∩L,∨K∩L), where
a ∨K∩L b := a ∨M b
a ∧K∩L b :=
∨
M
{c ∈ K ∩ L : c 6 a ∧M b}
is a complete lattice.
Proof: The join ∧K∩L is well defined, because K and L are upper subsem-
ilattices of the lattice M . Now let us prove that the meet is well defined
as well. The lattices K and L have the same smallest element, so the set
{c ∈ K ∩ L : c 6 a and c 6 b}, for any a, b ∈ K ∩ L, is non-empty. The su-
premum
∨
M{c ∈ K ∩ L : c 6 a and c 6 b} exists and belongs to K ∩ L, be-
cause bothK andL are complete. The axioms of lattice operations are trivially
satisfied.
It remains to show that the lattice (K ∩ L,∧K∩L,∨K∩L) is complete. Let
B ⊆ K ∩ L. Then
supK∩LB = supMB and inf K∩LB = supM{x ∈ K ∩ L : ∀b∈B x 6 b}.
This infimum and this supremum exist, becauseM is complete and they be-
long toK ∩ L becauseK and L are complete upper sub-semilattices ofM . 
A subset {x ∈ L | a 6 x 6 b} of the lattice L is called an interval and it will be
denoted by [a, b].
Definition 1.1.7
An element z of a lattice L is called compact if for any subset S ⊆ L such that
z 6
∨
S there exists a finite subset Sf of S with the property z 6
∨
Sf .
Example 1.1.8 1. Let V be a k-vector space. Then a subspaceW of V is a
compact element of the lattice of subspaces SubVect(V ) if and only if it is
finite dimensional.
2. Let us consider the lattice N ∪ {∞}:
i∞ ...
i3
i2
i1
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Then each element ik for k < ∞ is compact and i∞ is not compact
though it is a supremum of compact elements.
Definition 1.1.9
A lattice is algebraic if it is complete and every element is a supremum of compact
elements. A lattice is dually algebraic if its dual is algebraic.
Example 1.1.10
1. Let A be anR-algebra, whereR is a commutative ring, then the lattices
of ideals, left (right) ideals and subalgebras are algebraic.
2. The lattice from Example 1.1.8(ii) is an algebraic lattice.
3. The following complete lattice is not algebraic:
x
i∞ ...
i2
i1
Then x is not a compact element, since x 6
∨
k<∞ ik but for any k0 <∞∨
k6k0 ik = ik0 is not comparable with x. The only compact elements are
ik for k <∞. Furthermore, x is not a supremum of compact elements.
It is a well known theorem of Universal Algebra that lattices of subalgeb-
ras (see [Burris and Sankappanavar, 1981, Cor. 3.3]) and lattices of congru-
ences (quotient structures, see [Burris and Sankappanavar, 1981, Thm. 5.5]) of
any algebraic structure are algebraic. In particular, the lattices of sub-objects
and quotient objects of classical algebraic structures like groups, semi-groups,
rings, modules, etc. are algebraic. Furthermore, Birkhoff and Frink proved
that any algebraic lattice can be represented as a lattice of subalgebras of a
universal algebra (see Birkhoff and Frink [1948]).
Remark 1.1.11 Let SubVect(V ) be the lattice of subspaces of a finite dimensional
k-vector space V . By Example 1.1.8 every subspace of a finite dimensional vector
space is a compact element of SubVect(V ). Thus any sublattice of SubVect(V ) is algeb-
raic. It is dually algebraic as well, since we have a dual isomorphism:
SubVect(V ) ' SubVect(V ∗)
Thus a sublattice of SubVect(V ) is anti-isomorphic to an algebraic sublattice of the
lattice SubVect(V ∗).
Definition 1.1.12
Let P be a poset. Then a non-empty setD of P is (upwards) directed if for every
a, b ∈ D there exists c ∈ D such that c > a and c > b.
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Definition 1.1.13
Let X be a set and let P(X) denote the power set of X . Note that P(X) is a
poset with the inclusion order of subsets of X . A subsetM ⊆ P(X) is called a
∩−→∪ -structure ifM is closed under arbitrary intersections and unions of directed
sets of its elements.
Directed unions of subsets we will denote by−→∪ . The following theorem is an
important characterisation of algebraic lattices.
Theorem 1.1.14 ([Roman, 2008, Thm. 7.5])
Let L be a lattice. Then L is algebraic if and only if it is isomorphic as a poset to a
∩−→∪ -structure.
The proof is after [Roman, 2008, Thm. 7.5]. We put it here since it gives an
important point of view on the structure of algebraic lattices.
Proof: First let us observe that a ∩−→∪ -structureM on a set X is an algebraic
lattice. SinceM is closed under arbitrary intersections it is a complete lattice
with meet ∩ and join ∪. Now, let S ⊆ X then we let 〈S〉 := ⋂{Y ∈ M : S ⊆
Y }. We first show that 〈S〉 is a compact element ofM whenever S is finite.
If 〈S〉 ⊆ −→⋃{Mi : Mi ∈ M, i ∈ I}, for a finite set S, then for some i ∈ I we
have S ⊆ Mi and thus 〈S〉 ⊆ Mi. Conversely, let us assume that K ∈ M is a
compact element. The family {〈S〉 : S ∈ M, S ⊆ K, S is finite} is a directed
set, since for 〈Si〉 (i = 1, 2) we have 〈Si〉 ⊆ 〈S1 ∪ S2〉 ⊆ K for i = 1, 2. Now,
we have
K ⊆
−→⋃
{〈S〉 : S ⊆ K,S is finite}
And thus there exists a finite set S such that K ⊆ 〈S〉. The other inclusion is
clear, since S ⊆ K. Thus we obtainK = 〈S〉 for some finite set S.
Now, consider the set K(L) of all compact elements of L. Then K(L) is an
upper semilattice which inherits joins from the lattice L (i.e. supremum in L
of compact elements is a compact element). Thus we can consider the set of
ideals I(K(L)) of K(L), which is an ∩−→∪ -structure. Let (Ji)i∈I be a family of
ideals then the intersection
⋂
i∈I Ji is an ideal: for if l ∈
⋂
i∈I Ji then for every
i ∈ I l ∈ Ji and thus if l′ 6 l then l′ ∈ Ji for every i ∈ I , and thus l′ ∈
⋂
i∈I Ji.
This shows that
⋂
i∈I Ji is a down set. If l and l′ belong to
⋂
i∈I Ji then for every
i ∈ I we have l, l′ ∈ Ji and thus l ∨ l′ ∈ Ji for all i ∈ I , hence l ∨ l′ ∈
⋂
i∈I Ji.
This proves that the set of ideals is closed under all intersections. Now, let
(Ji)i∈I be a directed system of ideals of K(L). We show that
⋃
i∈I Ji is an
ideal. For this let l ∈ ⋃i∈IJi then there exists i such that l ∈ Ji. It follows
that
⋃
i∈IJi is a down set, since each Ji is. Let l, l′ ∈
⋃
i∈IJi. Then there exist
i, i′ ∈ I such that l ∈ Ji and l′ ∈ Ji′ . Furthermore, there exists i′′ ∈ I such
that Ji ∪ Ji′ ⊆ Ji′′ , and thus l, l′ ∈ Ji′′ . In consequence, l ∨ l′ ∈ Ji′′ ⊆
⋃
i∈IJi.
Hence
⋃
i∈IJi is an ideal. This shows that the set of ideals of K(L) is indeed a
∩−→∪ -structure.
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Note that ∅ ∈ K(L) is the least element of K(L). We have a map: L 3
a {k ∈ K(L) : k 6 a} ∈ I(K(L)). It is clear that this map preserves the
order. Let us take a, a′ ∈ L, such that {k ∈ K(L) : k 6 a} = {k ∈ K(L) : k 6
a′}. Then we get
a = sup{k ∈ K(L) : k 6 a} = sup{k ∈ K(L) : k 6 a′} = a′
where the first and last equalities follow since L is an algebraic lattice. It
remains to show that the considered map is an epimorphism. For this let
I ∈ I(K(L)). Now let a := ∨ I . Then I ⊆ {k ∈ K(L) : k 6 a}. Now, if x
belongs to the right hand side, then since x 6
∨
I , since x is compact, there
exists i ∈ I such that x ⊆ i, and thus x ∈ I (since I is an ideal). Since the
constructed map is a poset isomorphism it is also a lattice isomorphism. This
ends the proof. 
The following remark was proven at the beginning of the previous theorem.
Remark 1.1.15 Let us stress that the compact elements of a ∩−→∪ -structure X are
exactly the elements of the form 〈S〉 where S ⊆ X is a finite subset.
1.2 Galois connections
We start with a definition:
Definition 1.2.1 (Galois connection)
Let (P,4) and (Q,6) be two partially ordered sets. Antimonotonic morphisms
of posets φ : P Q and ψ : Q P establish a Galois connection if
∀
p∈P q∈Q
p 4 ψ ◦ φ(p) and q 6 φ ◦ ψ(q) (1.1)
We refer to this property as the Galois property. An element of P (or Q) will
be called closed if it is fixed by ψφ (φψ respectively). The sets of closed elements
of P and Q will be denoted by P and Q respectively. A standard notation for a
Galois connection is
P
φ
ψ
Q
Another name which appear in the literature for this notion is Galois corres-
pondence, which we use interchangeably.
Note that the Galois property (1.1) is equivalent to:
φ(p) > q ⇐⇒ p 4 ψ(q) (1.2)
for any p ∈ P and q ∈ Q. Categorically speaking, Galois connections are the
same as contravariant adjunctions between posets, which can be understood
as categories in a straightforward manner. Note that in the definition of a
Galois connection φ and ψ are not assumed to be lattice antihomomorphisms.
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Proposition 1.2.2
Let (φ, ψ) be a Galois connection between posets (P,4) and (Q,6). Then:
1. P = ψ(Q) and Q = φ(P ),
2. The restrictions φ|P and ψ|Q are inverse bijections of P and Q and P and
Q are the largest subsets such that φ and ψ restricts to inverse bijections.
3. The map ψ is unique in the sense that if (φ, ψ) and (φ, ψ′) form Galois
connections then necessarily ψ = ψ′. In a similar way φ is unique.
4. The map φ is mono (onto) if and only if the map ψ is onto (mono).
5. If one of the two maps φ, ψ is an isomorphism then the second is its inverse.
6. The map φ is an injection if and only if P = P .
Proof:
1. It is clear that P ⊆ ψ(Q), now let p = ψ(q) for q ∈ Q. Then ψφ(p) =
ψφψ(q) 4 ψ(q) = p, since φψ(q) > q, furthermore ψφ(p) = ψφψ(q) <
ψ(q) = p by the Galois property (1.1) when applied to ψ(q). The other
equality Q = φ(P ) follows in the same way.
2. We showed that ψφψ(q) = ψ(q); a similar argument shows that the fol-
lowing equality holds φψφ(p) = φ(p). This together with (i) proves (ii).
3. Let both (φ, ψ) and (φ, ψ˜) be Galois connections. We have ψ > ψφψ˜,
since idQ 6 φψ˜ and ψφψ˜ > ψ˜ since ψφ < idP . Thus ψ > ψ˜. Changing
the roles of ψ and ψ˜ we will get ψ˜ > ψ and thus indeed ψ = ψ˜.
(iv,v) Let us assume that φ is amonomorphism. Then ψφ = idP since we have
φψφ = φ. Thus ψ is a split epimorphism. If φ is an epimorphism, then it
follows that φψ = idQ and thus ψ is a split monomorphism. This proves
both (iv) and (v).
(vi) The last assertion is a consequence of (iv).

Lemma 1.2.3
Let (φ, ψ) be a Galois connection between two posets (P,4) and (Q,6). Then φ
and ψ reflect all existing suprema into infima.
Proof: Let pi ∈ P be such that
∨
pi exists. Then φ(
∨
pi) is a lower bound of
{φ(pi) : i ∈ I}. Furthermore, if b is a lower bound of {φ(pi) : i ∈ I}, i.e.
φ(pi) > b for all i ∈ I , then by (1.2) pi 4 ψ(b) and thus
∨
pi 4 ψ(b). It follows
that φ(
∨
pi) > b, and so φ(
∨
pi) =
∨
φ(pi). 
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Corollary 1.2.4
Let (φ, ψ) be a Galois connection between two complete lattices (P,<) and (Q,>).
Then the posets of closed elements are also complete.
Proof: It is enough to show thatP is closed under arbitrary infima. LetS ⊆ P ,
then S = ψ(W ) for some W ⊆ Q. Now we have: inf PS = inf Pψ(W ) =
ψ(supQW ) ∈ P . 
Below we construct an example of a Galois connection in which infima are
not preserved, even if one of the maps is an antihomomorphism of lattices.
Example 1.2.5 Let us consider the following two lattices:
1
x
0
1
a b
0
Then the maps φ(x) = a, φ(1) = 0, φ(0) = 1, and ψ(a) = x, ψ(b) = 0,
ψ(1) = 0, ψ(0) = 1 define a Galois correspondence. The closed elements
are {1, x, 0} and {1, a, 0}. Furthermore φ is an antihomomorphism of lattices
(reflects suprema (infima) into infima (suprema)), but ψ(a ∧ b) = ψ(0) = 1,
while ψ(a) ∨ ψ(b) = x ∨ 0 = x.
Theorem 1.2.6
Let P andQ be two posets. Let φ : P Q be an anti-monotonic map of posets. If
P is complete then there exists a Galois connection (φ, ψ) if and only if φ reflects
all suprema into infima.
Proof: After Lemma 1.2.3, it remains to prove that if φ reflects infinite su-
prema and P is complete then φ has a right adjoint.
Let φ be an antimonotonic map which reflects infinite suprema. Then ψ
can be defined by the formula:
ψ(q) =
∨
{p ∈ P : φ(p) > q} ∀q∈Q. (1.3)
One then easily checks that:
φ(p) > q ⇐⇒ p 4
∨
{p˜ ∈ P : φ(p˜) > q} := ψ(q)

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1.3 Algebras, coalgebras and Hopf algebras
The unadorned tensor product  will denote the tensor product of modules
over a commutative base ringR.
Algebras
Definition 1.3.1
An algebra A over a ringR is anR-module together with aR-bilinear associat-
ive multiplication: mA : A × A A. We consider all algebras to be unital, that
is there exists a unit element ofA, denoted by 1A, such that 1A ·a = a = a ·1A for
all a ∈ A, where · is the usual notation for a multiplicationmA. Furthermore, the
homomorphism 1 : R A, r r1A factors through the center of A. The asso-
ciativity and unitality conditions can be expressed diagrammatically by imposing
that the following diagrams commute:
AAA AA
AA A
mA  idA
idA mA mA
mA
RA A AR
AA
∼= ∼=
1  idA idA  1mA
wheremA : AA− A is theR-linear map defined by theR-bilinear multi-
plication · : A×A A.
A morphism of R-algebras f : (A,mA) (B,mB) is an R-module homo-
morphism from f : A B such that f(a · a′) = f(a) · f(a′).
Let us note that indeed if the above diagrams commute then the image of
1 : R A lies in the center of A, since:
(r1A) · a = mA(r1A  a) = mA(1A  ra)
= mA(ra 1A) = mA(a r1A) = a · (r1A)
For a, b ∈ Awe will often write ab instead of a · b ormA(a b).
Coalgebras
Definition 1.3.2
A coalgebra C over a ringR, anR-coalgebra for short, is anR-module, together
with two maps: comultiplication ∆ : C C  C and counit  : C R such
that the following diagrams commute:
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C C  C
C  C C  C  C
∆
∆ ∆  idC
idC  ∆
R C C C R
C  C
∼= ∼=
 idC idC  ∆ (1.4)
WhereCR ∼= C ∼= RC are the canonical isomorphisms. We use the following
version of the sumless Sweedler notation for the coproduct: ∆(c) = c(0)  c(1):
∆(c) is an element of the tensor productCC. Thus it is a sum of simple tensors∑n
i=1 c
′
i  c′′i . In the Sweedler notation this sum is written as∑c c(1)  c(2). We
will also drop the summation sign and we will simply write c(1)  c(2). Note that
particular simple tensors or even elements of C which appears in the sum are not
unique.
A morphism f : C D of coalgebras (C,∆C , C) and (D,∆D, D) is a map
ofR-modules such that ∆D ◦ f = f  f ◦∆C and D ◦ f = C .
Comodules
Definition 1.3.3
A (right) C-comoduleM is anR-module, together with a coaction defined by a
map: δ : M M  C such that:
M M  C
M  C M  C  C
δ
δ δ  idC
idM ∆
M M  C
M R
δ
∼= idM  
A morphism f : M N of right C-comodules (M, δM ) and (N, δN ) is an
R-linear homomorphism such that δN ◦ f = f  idC ◦ δM .
In a similar way one defines left C-comodules and morphisms of them.
The category of right C-comodules with the above morphism will be denoted
byModC , the category of left C-comodules we will denote by CMod .
We will use the Sweedler’s notation: for a right C-comodule M , m ∈ M ,
δ(m) = m(0) m(1) and for a left C-comodule N , n ∈ N , δ(n) = n(−1)  n(0).
Then C∗ = HomR(C,R) is a unital R-algebra, with convolution as mul-
tiplication: (f ∗ g)(c) := f(c(1))g(c(2)) for f, g ∈ C∗. Clearly,  : C R is
the unit, since (f ∗ )(c) = f(c(1))(c(2)) = f(c(1)(c(2))) = f(c) and similarity
 ∗ f = f . Associativity is a consequence of coassociativity of the comultiplic-
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ation in C: (
(f ∗ g) ∗ h)(c) = (f ∗ g)(c(1))h(c(2))
= f(c(1)(1))g(c(1)(2))h(c(2))
= f(c(1))g(c(2))h(c(3))
= f(c(1))g(c(2)(1))h(c(2)(2))
= f(c(1))
(
g ∗ h)(c(2))
=
(
f ∗ (g ∗ h))(c)
LetM be a right C-comodule. ThenM is a left C∗ = HomR(C,R) mod-
ule, with the action c∗ · m := m(0)c∗(m(1)) where m ∈ M and c∗ ∈ C∗. As-
sociativity of this action follows from coassociativity of the C-coaction onM :
δ : M M  C. Since the use of the dual space C∗ we will assume that C is
a projectiveR-module.
LetM be a left C∗-module and let ηM : C∗ M M , ηM (c∗ m) = c∗m
for c∗ ∈ C∗ andm ∈M , be its module structure map. We also define
ρM : M HomR(C
∗,M), ρM (m)(c∗) := c∗m.
Let ev : C C∗∗ be the map ev(c)(c∗) := c∗(c), and
fM : M  C∗∗ HomR(C∗,M), fM (m c∗∗)(c∗) = c∗∗(c∗)m
wherem ∈M , c∗ ∈ C∗ and c∗∗ ∈ C∗∗. Finally we define:
µM : M  C HomR(C∗,M), µM (m c)(c∗) = c∗(c)m
for m ∈ M , c ∈ C and c∗ ∈ C∗. It follows that µM is an injective map. This
follows from projectivity of C: since we can choose a basis {di} of C and a
dual basis {d∗i } of C∗ such that for every c ∈ C
∑
i d
∗
i (c)di = c. Now let
µM (
∑
αmα cα) = 0, hence for every d∗j we have 0 = µM (∑αmα cα)(d∗j ) =
d∗j (cα)mα. Thus:
0 =
∑
α,j
d∗j (cα)mα  dj = ∑
α
mα  cα
Definition 1.3.4
LetM be a left C∗-module with action ηM : C∗ M M . We call it rational
if the following inclusion holds:
ρM (M) ⊆ µM (M  C)
We letRat(C∗Mod) denote the full subcategory of C∗Mod consisting of all rational
modules.
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Remark 1.3.5
1. LetM be a left C∗-module then it is rational if and only if there exist two finite
families of mi ∈ M and ci ∈ C (i = 1, . . . , n) such that c∗m =
∑
imic
∗(ci)
for everym ∈M and any c ∈ C.
2. Furthermore, ifM is a C∗-rational left module and {mi}i=1,...,n, {ci}i=1,...,n
and {m′i}i=1,...,n, {c′i}i=1,...,n are two such families then
∑n
i=1mi  ci =∑n
i=1m
′
i  c′i in M  C, since µM (∑ni=1mi  ci) = µM (∑ni=1m′i  c′i)
and µM is injective.
By point (i) every C∗-module which comes from a C-comoduleM is rational.
The two families {mi}i=1,...,n and {ci}i=1,...,n of elements ofM and C respect-
ively, we get by imposing δ(m) =
∑n
i=1mi  ci, where δ is the structure map
of the C-comoduleM . It turns out that the above remark allows to construct
a C-comodule structure on a rational C∗-module. This leads to the following
result.
Theorem 1.3.6
Let C be a k-coalgebra. Then the functor which sendsM ∈ ModC to the corres-
ponding rational C∗-moduleM is an isomorphism of categories
ModC ∼= Rat(C∗Mod).
Proof: See [Dăscălescu et al., 2001, Thm 2.2.5]. 
For a corresponding statement for C-comodules over a commutative ring see
Theorem 3.1.32 on page 54.
Let us note that if M is a rational C∗-module then so is any submodule
and quotient module of it. See [Dăscălescu et al., 2001, Prop. 2.2.6] for the
proof of this statement.
Finally, we will need the cotensor product of two R-comodules. Let us
consider a right C-comodule (M, δM ) and a left C-comodule(N, δN ). Then
M @C N is the equaliser (in the category ofR-modules) of the following dia-
gram:
M @C N M N δMidN
idMδN M  C N
Bialgebras and Hopf algebras
Definition 1.3.7
A bialgebra B is a tuple (B,m, u,∆, ) such that (B,m, u) is an associative
R-algebra with multiplicationm : BB B and unit u : R B, (B,∆, ) is
an R-coalgebra with comultiplication ∆ and counit . Furthermore, the following
compatibility conditions has to be satisfied, i.e. the following diagrams commute:
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B B B B B B B B B B
B B B
∆ ∆ idB  τ  idB
m
∆
mm
where τ : B2 B2 is the flip: τ(a b) = b a,
B B B
R RR
∆
u u u
∼=
B B B
RR R
m
  
∼=
and finally:  ◦ u = idR.
The commutative diagrams show that ∆ and  are morphisms of R-algebras
or equivalently thatm and u are morphisms of R-coalgebras B and B B.
Definition 1.3.8
AHopf algebraH is a tuple (H,m, u,∆, , S) such that (H,m, u,∆, ) is a bial-
gebra and S : H H is the antipode for which the following diagram commutes:
H
H H
R
H H
H H H H
H
∆ ∆

S  idH idH  S
u
m m
or in Sweedler notation: S(h(0))h(1) = (h)1H = h(0)S(h(1)).
Let us note that the axioms of a Hopf algebra are self dual. If (H,m, u,∆, , S)
is a finite dimensional Hopf algebra then its dual (H∗,∆∗, ∗,m∗, u∗, S−1)is a
Hopf algebra. The antipode of H∗ is inverse of S, and it is well defined since
for any finite dimensional Hopf algebra S is a bijection.
Examples 1.3.9 (Hopf algebras)
1. Let G be a group and let k be a field. Then the group algebra k[G],
which is a vector spaces spanned byGwithmultiplication induced from
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the group multiplication, is a Hopf algebra, where ∆(g) = g  g and
(g) = 1. Elements c of a coalgebraCwhich satisfy the above conditions,
i.e. ∆(c) = c c and (c) are called group-like. The antipode S in k[G]
is given by S(g) = g−1 for every g ∈ G.
2. Let G be a finite group, then k[G]∗ is a Hopf algebra with basis δg ∈
k[G]∗, which is a dual basis to the basis of k[G] given by elements of
G. The multiplication is given by: δg · δh = δg,hδg, where δg,h is the
Kronecker symbol given by δg,k =
{
1 iff g=h
0 otherwise . The unit of the algebra
structure is
∑
g∈G δg (note that we can write the unit in this form since
G is finite). The comultiplication is set by:
∆(δg) =
∑
(h,k)∈G×G
hk=g
δh  δk
and (δg) := δg(1) = δg,1. The antipode S is given by S(δg) = δ(g−1).
3. An affine group scheme (over a field k) as a representable functor from
the category of commutative algebras over k cAlgk to the category of
groups Gr. It turns out that the category of affine group schemes is
equivalent to the category of commutative k-Hopf algebras denoted by
cHopfk via1:
cHopfk 3 H
(
cAlgk 3 A HomcAlgk(H,A) ∈ Gr
)
The group structure on HomcAlgk(H,A) is the convolution product: for
f, g ∈ HomcAlgk(H,A) (f ∗ g)(h) := f(h(1)) · g(h(2)) (where "·" denotes
the multiplication in the algebra A) and f−1(h) = f(S(h)). Here S de-
notes the antipode of H . Affine group schemes form a category with
morphisms being natural transformations which consist of group ho-
momorphisms for every commutative algebra. This category we denote
by GrSchk.
Let us note that the group scheme represented by a Hopf algebra H is
commutative (i.e. has values in commutative groups) if and only if H
is a cocommutative Hopf algebra. The category of commutative group
schemes, which is a full subcategory of GrSchk, we denote by cGrSchk.
4. Let g be a Lie algebra over a field k. Then the enveloping algebra U(g)
is defined as a quotient of the unital free algebra F (g) on the set of basis
elements of g by the ideal generated by x · y − y · x − [x, y] for x, y ∈ g
where "·" denotes multiplication in F (g) and [−,−] is the Lie bracket of
the Lie algebra g, i.e.
U(g) := F (g)/〈x · y − y · x− [x, y] : x, y ∈ g〉
1This just follows from the Yoneda lemma. We refer to Demazure and Gabriel [1970] for
the theory of affine group schemes.
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There is a standard Hopf algebra structure on U(g) given by ∆(x) =
x1+1x for all x ∈ g. Indeed, this rule defines amap g gg, which
uniquely determines amap∆′ : F (g) U(g)U(g) since it is an algebra
map and g generates F (g). This map in turn uniquely determines ∆ :
U(g) U(g)  U(g) since:
∆′(x · y − y · x) = (x · y − y · x)  1 + 1  (x · y − y · x)
and ∆′([x, y]) = [x, y]  1 + 1  [x, y] since [x, y] ∈ g. The antipode S is
uniquely determined by the rule S(x) = −x for every x ∈ }.
H-comodule algebras
Definition 1.3.10
LetH be aR-Hopf algebra, and A aR-algebra and a right (left)H-comodule, i.e.
there is a counital and coassociative map δ : A AH for the rightH-comodule
version. The algebra A is called an H-comodule algebra if the structure map δ
is an algebra homomorphism.
Coinvariants of theH-coaction (H-comodule) are defined byAcoH := {a ∈
A : δ(a) = a1H}. They form a subalgebra. An extension of the typeA/AcoH we
will call an H-extension. Coinvariants of left H-comodule algebras are defined
similarly.
Let us note that the coinvariants fit into the following equaliser diagram:
AcoH A
δ
idA1H AH.
Examples 1.3.11 (Comodule algebras)
1. EveryHopf algebraH (over a commutative ringR) is anH-comodule al-
gebra both left and right. TheH-comodule structure is set by the comul-
tiplication ∆ ofH . Furthermore,HcoH = R. For this let us assume that
h ∈ HcoH , then ∆(h) = h(1)  h(2) = h  1H . Now computing   idH
of both sides we get h = (h)1 ∈ R. The other inclusion is clear.
2. Let G be a group and A a G graded R-algebra. That is A = ⊕g∈GAg,
and furthermore Ag ·Ah ⊆ Agh. For e ∈ G the unit element ofG, Ae is a
subalgebra of A. Then A is anR[G]-comodule algebra via: δ : A A
k[G], δ(a) = ag for all a ∈ Ag for g ∈ G. Clearly, we haveAcoR[G] = Ae
since e ∈ k[G] is the unit element of the Hopf algebra k[G].
It is easy to observe that every R[G]-comodule algebra is of this form.
For this one defines Ag := {a ∈ A : δ(a) = a  g}. Since δ is a mono-
morphism we get that Ag ∩ Ah = {0} if g 6= h (for g, h ∈ G). The
inclusion Ag · Ah ⊆ Agh holds since δ is an algebra homomorphism.
1.3. ALGEBRAS, COALGEBRAS AND HOPF ALGEBRAS 21
The equalityA = ⊕g∈GAg follows now from coassociativity of the coac-
tion δ: let a ∈ A, then δ(a) = ∑g∈G ag  g for some ag ∈ A and g ∈ G,
where only finitely many ag 6= 0. Then by coassociativity of δ we get∑
g∈G δ(ag)  g = ∑g∈G ag  g  g. Now since G form an R-basis of
R[G] we get δ(ag) = ag  g, i.e. ag ∈ Ag for all g ∈ G. In this way
A = ⊕g∈GAg.
3. LetB be anR-algebra andH a Hopf algebra. Let us assume thatH acts
weakly onB that is there is a morphismH B B, ha h ·a such
that:
(a) h · (ab) = (h(1) · a)(h(2) · b),
(b) h · 1 = (h)1,
(c) 1 · a = a.
Note that B might not to be an H-module, however if this is the case a
weak action is called an action. Furthermore, let σ : H H B be an
R-linear, convolution invertible map2. The crossed product B#σH is
B H as anR-module, with multiplication:
a#σh · b#σk := a
(
h(1) · b
)
σ
(
h(2)  k(1))#σh(3)k(2)
for all a, b ∈ B and h, k ∈ H , where a#σh denotes a  h as an element
of B#σH . If the cocycle σ is trivial, i.e. σ(−,−) = (−)  (−)1B , then
the crossed product B#σH is called a smash product and it is denoted
by B#H .
Lemma 1.3.12
The crossed product B#σH (over a commutative ringR) is an associative
algebra with unit 1B#1H if and only if the following two conditions are
satisfied:
(i) 1H · a = a, for all a ∈ B, and(
h(1) · (k(1) · a)
)
σ(h(2), k(2)) = σ(h(1), k(1))
(
(h(2)k(2)) · a
)
for all h, k ∈ H and a ∈ B. B is then called a twisted H-module.
(ii) σ(h, 1H) = σ(1H , h) = (h)1B , for all h ∈ H , and(
h(1) · σ(k(1), l(1))
)
σ(h(2), k(2)l(2)) = σ(h(1), k(1))σ(h(2)k(2), l)
for all h, k, l ∈ H . σ is then called a cocycle.
2That is there exists a map ν : H  H B such that for all h  k ∈ H  H we have
σ(h(1)  k(1))ν(h(2)  k(2)) = (h)(k)1B = ν(h(1)  k(1))σ(h(2)  k(2))
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See [Doi and Takeuchi, 1986, Lem. 10] or Blattner et al. [1986]. In the
rest of this work we assume that all crossed products are associative
with identity 1B#σ1H , and thus that the conditions of the lemma are
satisfied.
Now, B#σH becomes an H-comodule algebra by setting:
δ(a#σh) = a#σh(1)  h(2), for a ∈ B, h ∈ H.
Definition 1.3.13
An H-extension A/AcoH is called H-Hopf–Galois extension (H-Galois ex-
tension) if the canonical map of right H-comodules and left A-modules:
can : AAcoH A AH, a b ab(0)  b(1) (1.5)
is an isomorphism.
Examples 1.3.14 (Hopf–Galois extensions)
Ex. 1.3.11 (i) Let H be a Hopf algebra, then it is an H-Galois extension of the base
ringRwith can−1(h k) := hS(k(1)) k(2).
Ex. 1.3.11 (ii) A G-graded k-algebra A is a k[G]-Galois extension if and only if A is
strongly graded, that is Ag · Ah = Agh. This was first discovered by Ul-
brich [1982].
Ex. 1.3.11 (iii) A crossed product B#σH over a ring R is a Hopf–Galois extension as
we show below.
Definition 1.3.15
• AnH-extension A/B (over a ringR) is called cleft if there exists a convo-
lution invertible H-comodule map γ : H A.
• An H-extension A/B has the normal basis property if and only if A is
isomorphic to B H as a left B-module and right H-comodule.
Let us note that the normal basis property is equivalent to the classical no-
tion if H is finite dimensional. We defer the explanation until introducing
H-module algebras. We say that a R-algebra A is flat if it is flat R-module,
that is the functor A− : ModR ModR preserves exact sequences.
Theorem 1.3.16
Let A be anH-comodule algebra overR such that B = AcoH is a flatR-algebra.
Then the following are equivalent:
1. the extension B ⊆ A is equivalent to a crossed product B ⊆ B#σH for
some weak action of H on B and some invertible cocycle σ satisfying the
twisted module condition;
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2. B ⊆ A is cleft;
3. B ⊆ A is H-Galois with normal basis property.
This theorem generalises [Blattner and Montgomery, 1989, Thm 1.18] where
it is proven for algebras over a field k. Let us note that the proof of Blattner
and Montgomery [1989] also works in the more general context, however we
show a different proof.
Proof: The equivalence between (ii) and (iii) was shown in Doi and Takeu-
chi [1986]. The implication (ii) ⇒ (i) follows from [Doi and Takeuchi, 1986,
Thm 11] as shown in the proof of [Blattner andMontgomery, 1989, Thm 1.18].
Instead of proving (i) ⇒ (ii) as it is done by Blattner and Montgomery, we
show that (i)⇒ (iii).
First, if B is flat over R we have (B#σH)coH = B#σ1H ⊆ B#σH : the
diagram
R = HcoH H
∆
idH1H H H
is an equaliser and B is flat overR thus the fork
B = B R B#σH δ
idB#σH1H B#σH H
is an equaliser as well. Hence, indeed, (B#σH)coH = B#σ1H ∼= B. Now it
easily follows thatB#σH has the normal basis property, since a#σ1 · b#σh =
(ab)#σh, for a, b ∈ B, h ∈ H , and δ = idB  ∆ : B#σH B#σH  H . To
prove theGalois property let us observe thatwe have a commutative diagram:
(B#σH) B (B#σH) B#σH H
B H H
canB#σH
α
β
where α : (B#σH) B (B#σH) B#σH  H is defined by: α(a#σh B
b#σk) = (a#σh ·b#σ1h)k = a(h(1) ·b)#σh(2)k. It is an isomorphismwith
inverse B#σH H 3 a  h  k a#σh  1A#σk ∈ (B#σH) B (B#σH).
The map β is explicitly given by:
B H H 3 a h k β aσ(h(1), k(1)) canH(h(2)  k(2))
= aσ(h(1), k(1))  h(2)k(2)  k(3) ∈ B#σH H
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It is invertible with inverse β−1 the composition:
B#σH H 3 a#σh k a can−1H (h k)
= a hS(k(1))  k(2)
aσ−1(h(1)S(k(2)), k(3)) h(2)S(k(1))  k(4)
∈ B H H
where σ−1 is the convolution inverse of σ. It now follows that canB#σH is
invertible and thus B ⊆ B#σH is H-Galois with the normal basis property.

Corollary 1.3.17
Let A/B be anH-extension, such that both A andH are finite dimensional. Fur-
thermore, let us assume that A has the normal basis property. Then A is a crossed
product if and only if canA is an epimorphism or monomorphism.
Proof: Since A ∼= B H as a left B-module and a rightH-comodule we have
ABA ∼= AB (BH) ∼= AH . Thus dimkABA = dimkAH . It follows
that canA : A B A A  H is an isomorphism (and hence A is a crossed
product) if and only if it is a monomorphism or an epimorphism. 
H-module algebras
Another set of examples ofH-comodule algebras can be built fromH-module
algebras.
Definition 1.3.18
Let A be an algebra andH a Hopf algebra. We say that A is anH-module algebra
if H measures A, that is there is an action H  A A such that h · (ab) =
(h(1) · a)(h(2) · b) which makes A an H-module, or equivalently the following
diagram commutes:
H AA H A
AA A
m
m
(1.6)
where m : A  A A is the multiplication of A and the vertical maps are the
H-action. The invariant subalgebra AH is defined as AH := {a ∈ A : ∀h∈Hh ·
a = (h)a}.
Let us recall the following theorem:
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Proposition 1.3.19
LetH be a finite dimensional Hopf algebra (over a field k), and letA be a k-algebra.
ThenA is a rightH-comodule algebra if and only ifA is a leftH∗-module algebra.
Furthermore, in this case we have AcoH = AH∗ .
Proof: The proof can be found in [Dăscălescu et al., 2001, Thm 6.2.4]. We
only sketch the constructions. Let A be an H-comodule algebra with the
H-comodule structure map δ : A AH . Then A is anH∗-module algebra
by:
f · a := idA  f ◦ δ(a) = a(0)f(a(1))
Conversely, if A is an H∗-module algebra, then we pick a dual basis of H∗
and H : {e∗i } and {ei} respectively, where i = 1, . . . , n = dimH . Then the
H-comodule structure map is set by:
δ : A AH, δ(a) = n∑
i=1
(e∗i · a)  ei.

We are now ready to explain the connection between the non-classical and
classical normal basis properties (see Definition 1.3.15).
Lemma 1.3.20
Let A be an H-comodule algebra over a field k, with H a finite dimensional Hopf
algebra. Let us considerA as anH∗-module algebra. ThenA has the normal basis
property if and only if there exists a ∈ A and a basis {fi}i=1,...,n of H∗ such that
{fi · a}i=1,...,n is a basis of A as a left H-module.
Proof: A sketch of the proof can be found in [Montgomery, 2009, Lemma 3.5].

Examples 1.3.21 (H-module algebras)
1. LetG be a group acting by automorphisms on anR-algebraA. ThenA is
anR[G]-module algebra via the induced action: R[G]A A from the
G-action. Furthermore, R[G]-module structures on A are in one to one
correspondence with actions of G on A via the automorphism group
of the algebra A. In this case Ak[G] is the subalgebra of elements of A
which are fixed by all elements of G (sum of all one element orbits of
the G-action).
2. If in the previous example we assume thatG is a finite group andwe as-
sume thatR = k is a field, we get thatA is a k[G]∗-comodule algebra (by
Proposition 1.3.19) and k[G]∗-comodule algebra structures on A are in
one to one correspondence with G-actions on A via the automorphism
group of A. It also follows that Acok[G]∗ is the algebra of fixed elements
of the corresponding G-action.
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3. This is a dual case of Example 1.3.11(ii). Let, as before, A be a G graded
k-algebra, where G is a finite group. Let H = k[G]∗, and let {eg : g ∈
G} be the dual basis of k[G]∗ to the basis {g : g ∈ G} of k[G]. The
comultiplication of k[G]∗ can be described by the following formula:
∆(eg) =
∑
h∈G
egh−1  eh
the counit is set by (eg) = 0 if g 6= e, where e ∈ G is the unit element
of G and (e) = 1. The antipode is set by S(eg) = eg−1 . For a ∈ A
we have a =
∑
g∈G ag where ag ∈ Ag for all g ∈ G. The k[G]∗-module
algebra structure onA = ⊕g∈GAg is set by eg ·a = ag, where ag is theAg
component of a. Indeed, the H-module algebra condition is satisfied,
since
eg · (ab) = (ab)g =
∑
h∈G
agh−1bh =
∑
h∈G
(egh−1 · a)(eh · b)
The subalgebra of invariants is Ae (where e ∈ G is the unit element of
the group).
4. Let g be a k-Lie algebra and let A be a k-algebra such that g acts on
A by derivations, i.e. there exists a homomorphism α : g Derk(A).
HereDerk(A) denotes the set of k-linear endomorphisms ofA, such that
f(ab) = f(a)b + af(b). Let U(g) be the universal enveloping (Hopf)
algebra of g. Since U(g) is generated (as a vector space) by monomials
g1 . . . gn, gi ∈ g, we put
(g1 . . . gn) · a = α(g1)(. . . α(gn)(a) . . . ) (1.7)
In this way A becomes a U(g)-module algebra. Furthermore, this sets
up a one to one correspondence between U(g)-comodule algebra struc-
tures on A and g actions through derivations on A. If U(g)  A A is
a U(g)-module algebra structure then for each g ∈ g we have: g · (ab) =
(g(1) · a)(g(2) · b) = (g · a)b+ a(g · b) since ∆(g) = g  1 + 1  g in U(g).
Thus a U(g)-module algebra structure restricts to an action of g through
derivations, which is the one we started with. Conversely, if we have
an U(g)-module algebra structure, then it must satisfy the formula 1.7,
since it is associative (it is a U(g)-module). Thus a U(g)-module algebra
structure is uniquely determined by the underlying g-action.
5. There is an adjoint action of H on itself, which makes H an H-module
algebra:
h · k := ad(h)(k) := h(1)kS(h(2)).
Indeed:
ad(h)(kl) := h(1)klS(h(2)) = h(1)kS(h(2))h(3)lS(h(4))
= ad(h(1))(k)ad(h(2))(l)
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In the caseH = k[G] it is given by h ·k := hkh−1 for h, k ∈ G, and in the
caseH = U(g) it is determined by the adjoint action: ad(g)(h) := gh−hg
for g ∈ g, h ∈ H . We have HH = Z(H) the center of H . Indeed, for
h ∈ HH and k ∈ H we have
kh = k(1)(k(2))h = k(1)hS(k(2))k(3) = (k(1))hk(2) = hk.
The other inclusion easily follows from the antipode axiom (see Defini-
tion 1.3.8).
Finite Galois field extensions
In this subsection we introduce Galois field extensions and show how they
can be understood using the Hopf–Galois approach.
Definition 1.3.22
Let E/F be an algebraic field extension. It is called Galois if there exists a sub-
group G < Aut(E) such that F = EG := {e ∈ E : ∀g∈Gg(e) = e}.
If E/F is a Galois extension then it turns out that the group G = Aut(E/F),
i.e. the group of automorphisms of Ewhich preserve the subfield F. Let E/F
be a field extension. Let us denote by Gal(E/F) the subgroup of Aut(E) of all
automorphisms φ such that for all f ∈ F φ(f) = f . We let [E : F] := dimFE
denote the degree of the field extension E/F. An extension is called finite if
the degree is finite. It turns out that an algebraic extension isGalois if and only
if EGal(E/F) = F and as a consequence E/F is a finite Galois extension if and
only if
[
E : F
]
= |Gal(E/F)|. Furthermore, let us note that Galois extensions
have the classical basis property (see [Jacobson, 1985, chapter 4.14]), i.e. there
exists e ∈ E such that {g(e) : g ∈ Gal(E/F)} is a basis over F.
Now let us assume that E/F is a finite field extension, and thus Gal(E/F)
is a finite group. We already know that the Gal(E/F)-action on E induces a
F[Gal(E/F)]-module algebra structure on E. Furthermore, let k ⊆ F be a finite
field extension. Then E possesses a k
[
Gal(E/F)
]
-module algebra structure.
Proposition 1.3.23
Let E/F be a finite field extension and k ⊆ F be as above. Then the extension E/F
is Galois if and only if it is a k[G]∗-Hopf–Galois extension for some group G, i.e.
F = Ecok[G]∗ and the canonical map
canE : EF E E k[G]∗
is bijective. Furthermore, if this is the case, then G = Gal(E/F).
Though the proof is well known (see for example Montgomery [2009]), for
the sake of completeness we put it below.
Proof: First assume that E/F is a Galois extension (Definition 1.3.22). Let
n = |Gal(E,F)|, let Gal(E/F) = {g1, . . . , gn} and let {φi}i=1,...,n be the dual
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basis of k
[
Gal(E/F)
]
. Since E/F is Galois it has an F-basis {fi}i=1,...,n of n ele-
ments. The Gal(E/F)-action on E determines a coaction as shown in Proposi-
tion 1.3.19, that is δ : E E k[Gal(E/F)]∗, δ(e) = ∑ni=1 gi(e)  φi. Further-
more, F = EGal(E/F) = Ecok[Gal(E/F)]∗ . The canonical map is given by canE(eF
e′) =
∑n
i=1 egi(e
′)φi. Thus if∑ni=1 eifi ∈ ker canE, then∑ni=1 eigj(fi) = 0
for all j = 1, . . . , n, since {φj}j=1,...,n are all independent. Now let us consider
the n× n-matrix A with entries Aij := gj(ei). The Dedekind lemma on inde-
pendence of automorphisms implies that its columns are independent, and
thus it is invertible. It follows that ei = 0 for all i = 1, . . . , n. Thus canE is in-
jective. Now, dimF(EF E) = [E : F]2, hence dimk(EF E) = [E : F]2[F : k]
and dimk(E k[Gal(E/F)]) = [E : k]|Gal(E/F)| = [E : F]2[F : k]. The canon-
ical map canE is an isomorphism since both EF E and E k[Gal(E/F)] are
of the same finite dimension.
Now, let us assume that E/F is k[G]-Galois. Then by Proposition 1.3.19
there exists a k[G]-module algebra structure on E, with Ek[G] = Ecok[G]∗ = F.
It is uniquely determined by a G-action on E and moreover EG = Ek[G] = F.
Thus E/F is a Galois extension. Since canE is an isomorphism comparing the
k-dimensions of EF E and E k[G] we get [E : F] = |G|. By [Kreimer and
Takeuchi, 1981, Thm 1.7] we get that
E k[G] EndF(E), e g (E 3 e′ eg(e′) ∈ E)
is an isomorphism. This implies that the map G 3 g (e g(e)) ∈ Aut(E)
is a monomorphism. In consequence we can writeG 6 Aut(E). Furthermore,
G 6 Gal(E/F), since EG = F. Now, since |G| = [E : F] = |Gal(E/F)| (since E/F
is a Galois extension) we get that G = Gal(E/F). 
Corollary 1.3.24
LetE/F be a finite Galois extension of fields. ThenE is a crossed product, i.e. there
exists a cocycle σ and a weak action of k
[
Gal(E/F)
]∗ on F such that
E ∼= F#σk
[
Gal(E/F)
]∗
.
Proof: Finite Galois extensions are k
[
Gal(E/F)
]∗-Hopf–Galois and have a nor-
mal basis, thus the result follows from Theorem 1.3.16. 
Chapter 2
Modules with the intersection property
In this chapter we investigate some properties of the functor M  − for an
R-module M . The result obtained will play a crucial role in further stud-
ies. We first recall a result that for a flat R-module M the functor M  −
preserves all finite intersections. Then we consider a new property, which
we call the intersection property (Definition 2.1.26 on page 31). A module has
this property if the tensor functor preserves all intersections, not just finite
ones. This property will be used later to show that the lattice of subcomod-
ules of a C-comodule is algebraic if the coalgebra C is a flat Mittag–Leffler
module. Moreover, this property will play a vital role in the construction of a
Galois correspondence for comodule algebras over a ring. We show that dir-
ect sums of modules which have the intersection property also have it, thus
free modules have it and we show that direct summands of modules with
this property also share it. Hence projective modules have the intersection
property. In Proposition 2.1.31 (on page 34) we show that flat Mittag–Leffler
modules also have the intersection property. The Mittag–Leffler condition
was first studied in [Raynaud and Gruson, 1971]. The authors have shown
that flat Mittag–Leffler modules preserve filtered limits of monomorphisms
(Proposition 2.1.30 on page 33). Since intersection is this kind of limit flat
Mittag–Leffler modules have the intersection property. We give here an in-
dependent proof of this fact. Based on the results of Raynaud and Gruson
we note that flat modules have this property if and only if they satisfy the
Mittag–Leffler condition (Corollary 2.1.36 on page 35). Herbera and Trlifaj
[2009] showed that κ-projectivemodules (see Definition 2.1.33 on page 35) are
flat Mittag–Leffler and hence they possess the intersection property. We also
prove that locally projective modules (Definition 2.1.39 on page 37) have this
property. Then we show that the intersection property is stable under pure
submodules (Proposition 2.1.38 on page 36). The very last Theorem 2.1.40
(on page 38) shows a condition that must be fulfilled in order for every flat
R-module to have the intersection property. Though we rather tend to think
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that this theorem might be useful the other way around. Knowing a ring for
which all the flat modules have the intersection property we gain another tool
(a class of exact sequences) to study its modules. For example every flat right
R-module is projective (and hence has the intersection property) if (and only
if) the ring is right perfect (by a theorem of Bass).
Proposition 2.1.25 ([Brzezin´ski and Wisbauer, 2003, 40.16(2)])
LetM ′,M ′′ ⊆M beR-submodules and letK be a flatR-module. Then(
M ′ K) ∩ (M ′′ K) = (M ′ ∩M ′′) K
Since the proof in Brzeziński and Wisbauer [2003] is omitted we put it here.
Proof: Consider the following commutative diagram:
0
(
M ′ ∩M ′′)K M ′ K M ′/(M ′ ∩M ′′) K 0
0 M ′′ K M K M/M ′′ K 0
i2 i
′  idK
i1 p
′  idK
i′′  idK p′′  idK
where both rows are exact and every verticalmap is amonomorphism (mono-
morphisms in the category of modules are just injective homomorphisms).
Thus the left commutative square is a pullback: let as assume that we have
two homomorphisms: f : N M ′  K and g : N M ′′  K such that
(i′  idK) ◦ f = (i′′  idK) ◦ g. Then one can easily see that (p′  idK) ◦ f = 0
(since the far most vertical homomorphism is a monomorphism). Thus there
exists a map h : N (M ′ ∩ M ′′)  K such that f = i1 ◦ h. By commut-
ativity of the left square and since i′′  idK is a monomorphism it follows
that i2 ◦ h = g. Uniqueness of h is a consequence of the fact that i1 is an in-
jection. The proposition follows since pullbacks in the category of modules
along monomorphisms are given by intersection. 
Furthermore, it is not hard to show that tensoringwith a flatmodule preserves
all finite limits. Indeed, tensoringwith a flat module preserves equalisers and
finite products (which in the category ofR-modules are equal to finite sums,
which are preserved by the tensor functor since it has a right adjoint). In this
chapter we show that there is a large class of modules for which the tensor
product functor preserves arbitrary intersections. We will also construct ex-
amples of flat and faithfully flat modules without this property.
LetN ′ be a submodule ofN , i : N ′ ⊆ N , and letM be anR-module. Then
the canonical image ofM N ′ inM N is the image ofM N ′ under the
map idM  i. It will be denoted by im(M N ′).
31
Definition 2.1.26
LetM,N beR-modules, and let (Nα)α∈I be a family ofR-submodules ofN . We
say that a module M has the intersection property with respect to N if the
homomorphism:
im
(
M  (⋂
α∈I
Nα
)) ⋂
α∈I
im
(
M Nα)
is an isomorphism for any family of submodules (Nα)α∈I . We say thatM has the
intersection property if the above condition holds for anyR-module N .
Note that if M is flat then it has the intersection property if and only if the
map M  (⋂α∈I Nα) ⋂α∈I(M  Nα) is an isomorphism for any family
{Nα} of submodules of a module N .
Proposition 2.1.27
The intersection property is closed under direct sums.
Proof: Let X = ⊕i∈IXi, be a direct sum of modules with the intersection
property. We let pii : ⊕i∈IXi Xi be the canonical projection on the i-th
factor and si : Xi ⊕i∈I Xi be the canonical section. Let (Nα)α∈J be a fam-
ily of submodules of an R-module N . Then we have a split epimorphism
(⊕i∈Ipii)idN with a right inverse (⊕i∈Isi)idN . Also for eachα ∈ J themap
(⊕i∈Ipii)idNα is a split epimorphismwith right inverse (⊕i∈Isi)idNα . Fur-
thermore, we have a family of split epimorphisms, whose sections are jointly
surjective:
im ((⊕i∈IXi) Nα) im(Xi Nα)
pii  idN
si  idN
They induce the following family of projections with jointly surjective sec-
tions:
⋂
α∈J im ((⊕i∈IXi) Nα) ⋂α∈J im(Xi Nα)
pii  idN
si  idN
For this let x ∈ ⋂α∈J im ((⊕i∈IXi)Nα). Then, for each α ∈ J , there exists
yα ∈ ⊕i∈I im(XiNα) such that (⊕i∈Isi  idN ) (yα) = ∑i∈I siidN (yα) = x.
Since ⊕i∈Isi  idN is a monomorphism we get y = yα ∈ ⋂α∈J ⊕i∈I im(Xi 
Nα) for all α ∈ J . It follows that:⋂
α∈J
im ((⊕i∈IXi) Nα) ⊕i∈IpiiidN ⊕i∈I ⋂
α∈J
im(Xi Nα)
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is an isomorphismwith inverse⊕i∈IsiidN . Now the propositionwill follow
from the commutativity of the diagram:
im
(
(⊕i∈IXi)  (⋂α∈J Nα)) ⋂α∈J im ((⊕i∈IXi) Nα)
im(⊕i∈I(Xi  (⋂α∈J Nα))) ⊕i∈I ⋂α∈J im(Xi Nα)
⊕i∈I im(Xi  (⋂α∈J Nα))
'
= '
'
(2.1)
We will go around this diagram from the top left corner to the top right one
and prove that all the maps on the way are isomorphisms. The first map is
an isomorphism since tensor product commutes with colimits. Clearly the
second map is an isomorphism as well. The bottom right arrow in (2.1) is
an isomorphism since all Xi (i ∈ I) have the intersection property and we
already showed that the last homomorphism is an isomorphism. 
Proposition 2.1.28
The intersection property is stable under taking direct summands.
Proof: Let M be a direct summand in a module P which has the intersec-
tion property. LetM ′ be a complement ofM in P . Then we have a chain of
isomorphisms:
im
(
M  ⋂
α∈J
Nα
)
⊕ im
(
M ′  ⋂
α∈J
Nα
)
' im
(
(M ⊕M ′)  (⋂
α∈J
Nα)
)
=
⋂
α∈J
im
(
(M ⊕M ′)Nα)
'
⋂
α∈J
im
(
M Nα ⊕M ′ Nα)
'
⋂
α∈J
im (M Nα)⊕ ⋂
α∈J
im(M ′ Nα)
Since every isomorphism in the above diagram commutes with projection
onto the first and second factor the composition also does. Thus it is the direct
sum of the two natural maps:
im
(
M  ⋂
α∈J
Nα
) ⋂
α∈J
im (M Nα) ,
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im
(
M ′  ⋂
α∈J
Nα
) ⋂
α∈J
im
(
M ′ Nα) .
It follows that both maps are isomorphisms, hence bothM andM ′ have the
intersection property. 
Let us note thatR itself has the intersection property (sinceR− is naturally
isomorphic to the identity functor). Every free R-module has the intersec-
tion property by Proposition 2.1.27 and by Proposition 2.1.28 every projective
R-module has it too. Under one of the following conditions on the ring R:
R is a left noetherian local ring, or R is a domain satisfying the strong rank
condition, i.e. for any n ∈ N, any set of n + 1 elements of Rn is linearly de-
pendent, then anyfinitely generated flat leftR-module is projective (see [Lam,
1999, Thm 4.38]). Thus it has the intersection property.
Definition 2.1.29
Let M be an R-module. It is a Mittag–Leffler module if for any family of
R-modulesMλ (λ ∈ Λ) the canonical map
M ∏
λ∈Λ
Mλ
∏
λ∈Λ
(
M Mλ), m (mλ)λ∈Λ (mmλ)λ∈Λ
where m ∈ M and mλ ∈ Mλ for each λ ∈ Λ, is a monomorphism. The above
condition is also called the Mittag–Leffler condition.
Proposition 2.1.30 ([Raynaud and Gruson, 1971, Cor. 2.1.7])
LetM be a Mittag–Leffler R-module (where R is a not necessarily commutative
ring). For every projective filtered system ofRop-modules (Qr, urs) the canonical
map (limQr)RM lim(Qr RM) is injective. Furthermore, it is bijective
if all the maps urs are injective.
Proof: The first part follows from the definition of Mittag–Leffler modules
that we took. Note that Raynaud and Gruson use another equivalent defini-
tion of Mittag–Lefflermodules (see [Raynaud and Gruson, 1971, Prop. 2.1.5]).
The second claim follows from the snake lemma applied to the following ex-
act diagram:
0 (limQr) M Qr M (lim(Qr/Qs))RM 0
0 lim(Qr M) Qr M lim((Qr/Qs) M)
where r is a fixed index. 
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Proposition 2.1.31
LetM be a flat Mittag–LefflerR-module. ThenM has the intersection property.
The above result follows from Proposition 2.1.30 by Raynaud and Gruson but
we present here another proof.
Proof: LetNα for α ∈ I be a family of submodules of anR-moduleN . Let us
consider the following diagram:
0 M  (N/⋂α∈I Nα) M  (∏α∈I N/Nα)
∏
α∈I
(
M  (N/Nα))
0 (M N)/⋂α∈I im(M Nα) ∏α∈I(M N)/im(M Nα)
i
f
g
j
G
Where i and j are the canonical embeddings:
i
(
m (n+ ⋂
α∈I
Nα)
)
:= m (n+Nα)α∈I
and
j
(
(m n) + ⋂
α∈I
im (M Nα)) := (m n+ im(M Nα))α∈I
form ∈M and n ∈ N . While f sendsm(nα+Nα)α∈I to (m (nα +Nα))α∈I
and g is the canonical isomorphism. Note that im(gfi) ⊆ im(j) and hence
if M is a flat Mittag–Leffler module, then G := gfi can be considered an
embedding G : M  (N/⋂α∈I Nα) (M  N)/⋂α∈I im(M  Nα). Hence
we get the exact diagram:
0 0 0
0 im
(
M  (⋂α∈I Nα)) M N M  (N/⋂α∈I Nα) 0
0
⋂
α∈I im (M Nα) M N (M N)/⋂α∈I im (M Nα) 0
coker(H) 0 coker(G)
H = G
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whereH is the canonical embedding of im
(
M  (⋂α∈I Nα)) into themodule
im
(⋂
α∈I (M Nα)) as submodules ofM  N . By the snake lemma we get
the following short exact sequence:
0 = ker(G) coker(H) 0
Thus the monomorphism H is onto. 
There is also another class of modules with the intersection property. To
define it we need the following
Definition 2.1.32
Let R be a ring, M an R-module and κ be a regular uncountable cardinal. A
direct system C of submodules ofM is said to be a κ-dense system inM if:
1. C is closed under unions of well-ordered ascending chains of length < κ,
2. every subset ofM of cardinality < κ is contained in an element of C.
Definition 2.1.33
Let R,M and κ be as above. ThenM is κ-projective if it has a κ-dense system
C of < κ-generated projective modules.
A module is flat Mittag–Leffler if and only if it is ℵ1-projective as is shown
in [Herbera and Trlifaj, 2009, Thm. 2.9]. Thus we get the following
Corollary 2.1.34
Any ℵ1-projective module has the intersection property.
Wewould like now to recall a result of Raynaud andGrusonwhich is relevant.
Proposition 2.1.35 ([Raynaud and Gruson, 1971, Prop. 2.1.8])
LetM be a flatR-module, such that for every finitely generated freeRop-module
L and for each x ∈ LRM , the set of submodulesQ of L such that x ∈ QRM
has a smallest element. ThenM is a Mittag–Leffler module.
Now using the above result we obtain:
Corollary 2.1.36
A flat module has the intersection property if and only if it is Mittag–Leffler.
Proof: If a module is flat and Mittag–Leffler then it has the intersection prop-
erty by Proposition 2.1.31. On the other hand ifM is flat and has the intersec-
tion property then it satisfies the Mittag–Leffler condition by the preceding
result of Raynaud and Gruson: take the set of submodules Q of L (where L
andM are as in the previous proposition) such that for a given x ∈ LRM ,
x ∈ Q R M . Then the smallest such Q, due to the intersection property, is
just the intersection of all such submodules Q. 
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Example 2.1.37 Let p be a prime ideal of Z. Then
⋂
i p
i = {0}. We let Zp
denote the ring of fractions of Z with respect to p. The Z-module Zp is flat,
and Zp Z ⋂i pi = {0}. On the other hand ⋂i Zp Z pi ∼= Zp. By a similar
argument Q doesn’t posses the intersection property, even though it is flat
overZ. The problem is that, the intersection property is stable under arbitrary
direct sums but not under cokernels. Now it is easy to construct a faithfully
flat module which does not have the intersection property. The Z-modules
Z⊕ Zp and Z⊕Q are the examples.
In the proof of Propositions 2.1.27 and 2.1.28 we showed that the intersection
property is stable under split exact sequences. However, the above examples
show that the intersection property is not stable under pure (exact) sequences
[Lam, 1999, Def. 4.83], i.e. whenever 0 M ′ M M ′′ 0 is a pure exact
sequence andM has the intersection property thenM ′′ might not have it. It
is well known that ifM ′′ is flat thenM ′ ⊆ M is pure [Lam, 1999, Thm 4.85],
hence 2.1.37 is indeed a source of counter examples. However, we can show
the following proposition:
Proposition 2.1.38
LetM ′ be a pure submodule of a moduleM with the intersection property. Then
M ′ has the intersection property.
Proof: We have the following commutative diagram with exact rows:
0 im
(
M  (⋂α∈I Nα)) M N M  (N/⋂α∈I Nα) 0
0
⋂
α∈I im (M Nα) M N (M N)/⋂α∈I im (M Nα) 0
g
H
' =
G
0 im
(
M ′  (⋂α∈I Nα)) M ′ N M ′  (N/⋂α∈I Nα) 0
0
⋂
α∈I im (M
′ Nα) M ′ N (M ′ N)/⋂α∈I im (M ′ Nα) 0
f
H ′
=
G′
It easily follows thatH ′ is a monomorphism. Let x ∈ ⋂α∈I im (M ′ Nα). To
prove that x is in the image of H ′ it is enough to show that it goes to 0 under
f . Now sinceH is an isomorphism it goes to 0 under g and thus it belongs to
the kernel of f . 
Note that for pure submodules of flat Mittag–Leffler modules the above Pro-
position follows easily since they necessarily are flat Mittag–Leffler.
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Proposition 2.1.39
LetM be a locally projectiveR-module. ThenM is a flat Mittag–Leffler module,
so it has the intersection property.
Proof: We first show thatM is flat. Let i : N ⊆ N ′ be anR-submodule. And
let
∑
imi  ni ∈ keridM  i. Let pi : F M be an epimorphism, where F is
a free module. Let us putM0 ⊆ M the submodule generated by {mi}. Since
M is locally–projective we have
0 M0 M
F M 0
i0
pi
idM∃h (2.2)
andwe have pi◦h|M0 = idM |M0 , hence pi◦h(mi) = mi. We have a commutative
diagram:
M N M N ′
F N F N ′
M N M N ′
idM  i
idF  i
idM  i
h idN h idN ′
pi  idN pi  idN ′
Now we have (pi ◦ h) idN(∑imi  ni) = ∑imi  ni because∑imi  ni ∈
im(i0 idN ). Since∑imini ∈ ker(idM  i) and idF  i is a monomorphism
(a free module is flat) thus (h idN )(∑imi  ni) = 0 so∑
i
mi  ni = (pi  idN ) ◦ (h idN )(∑
i
mi  ni) = 0
Hence keridM  i = {0}.
Now we show thatM has the Mittag–Leffler property. LetMi, i ∈ I be a
family ofR-modules and let us consider the canonical map
M ∏
i
Mi
∏
i
(M Mi)
Let
∑
imi(mji )j∈I be in the kernel of this map, wheremi ∈M andmji ∈Mj .
As before letM0 be the submodule ofM generated by all the elementsmi and
we set pi, h as in (2.2). We conclude as before with the commutative diagram:
38 CHAPTER 2. MODULES WITH THE INTERSECTION PROPERTY
M ∏iMi ∏i(M Mi)
F ∏iMi ∏i(F Mi)
M ∏iMi ∏i(M Mi)
h id∏
iMi
∏
i h idMi
pi  id∏
iMi
∏
i pi  idMi

Theorem 2.1.40
Every flat R-module M has the intersection property (or equivalently has the
Mittag–Leffler property) if and only if for any exact sequence:
0 M ′ M M ′′ 0
with M ′, M projective, M ′′ flat and any family of submodules (Nα)α∈I of an
R-module N the sequence:
0
⋂
α
(
M ′ Nα) ⋂
α
(M Nα) ⋂
α
(
M ′′ Nα) 0 (2.3)
is exact.
Proof: Every flat module is a colimit of projective modules. Any colimit of
projective modules can be computed as a cokernel of a map between project-
ive modules, by [Mac Lane, 1998, Thm 1, Chap. V, §2]. So let M ′′ be a flat
module and let
E : 0 M ′ M M ′′ 0
be an exact sequence, whereM ′ andM are projectivemodules. The extension
E is pure, sinceM ′′ is flat [Lam, 1999, Thm 4.85]. Let (Nα)α∈I be a family of
submodules of anR-module N . We have a commutative diagram:
0 M ′ ⋂αNα M ⋂αNα M ′′ ⋂αNα 0
0
⋂
α (M
′ Nα) ⋂α (M Nα) ⋂α (M ′′ Nα) 0
∼ = ∼ = f
The upper row is exact by purity ofM ′ ⊆ M . Thus the lower row is exact if
and only if the canonical map f is an isomorphism. 
The exactness of (2.3) is rather difficult to obtain but itmight be useful oncewe
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know that every flat module is Mittag–Leffler. For example, by the classical
Bass results, every flat left module is projective if (and only if) the ring is left
perfect.

Chapter 3
Lattices of quotients and subobjects
This chapter contains important lattice–theoretical results. We focus on lat-
tices that appear in the theory of bi- orHopf algebras and their (co)actions. We
examine two properties: completeness and being an (dually) algebraic lattice1.
Completeness of many lattices ought to be known, though the other property
seems not to be addressed by any previous studies. Note that in complete lat-
tices the join (the meet) is uniquely determined by the meet (the join). Some
of the lattice operations might seem counter-intuitive, since everything seems
to be dual to the classical structures. For example the infimum of subalgebras
is given by intersection while the supremum is the intersection of all sub-
algebras which contain both of them. However, the coideals of a coalgebra
behave differently: the supremum of two coideals is their sum and their meet
is the sum of all coideals contained in the intersection. The appearance of
the intersection property shall be explained by Theorem 1.1.14. Let us note that
generally we work over a commutative ring, though some of the results are
only proved over a field. We begin by showing that a lattice of coideals of
a coalgebra, ordered by inclusion, is complete. Then we recall the duality
between the quotients of a coalgebra C and closed subalgebras of the topolo-
gical algebra A = C∗. From this duality we derive that the lattice of coideal is
dually algebraic (Proposition 3.1.15 on page 47), by showing that the lattice of
coideals is dually isomorphic to the lattice of closed subalgebras of the dual
algebra C∗. We also construct a simple example (Example 3.1.18 on page 48)
of coalgebras (finite dimensional algebras) whose lattices of quotients are not
distributive or not modular. It turns out that the lattice of of subcoalgebras
of a coalgebra over a field is algebraic: the meet is given by intersection and
join is the sum (Proposition 3.1.20 on page 49). It turns out that subcoalgeb-
ras of a k-coalgebra form also a dually algebraic lattice which is isomorphic
to the lattice of closed ideals of the topological algebra A = C∗. From the
decomposition theorem of commutative coalgebras over a field k, we derive
1Dually algebraic lattices are the ones which opposite lattices are algebraic.
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a decomposition theorem for their lattices of subcoalgebras (Corollary 3.1.28
on page 51). Then we discuss the theory of subcomodules of a C-comodule
over a ringR. We show that the lattice of subcomodules is complete and if the
coalgebraC is a flatMittag–Lefflermodule then it is also algebraic. The join is
simply given by the sum, and in the latter case the meet (also the infinite one)
is given by intersection. Our further results heavily depend on this statement.
Wisbauer showed that the category of comodules is equivalent to the smallest
Grothendieck subcategory of C∗-modules which contain C (with its natural
C∗-modules structure) if and only if C is locally projective. In this case it fol-
lows that the lattice of subcomodules of a comoduleM is isomorphic to the
algebraic lattice of C∗-submodules of the C∗-moduleM .
In section 3.2 we analyse the lattice of quotients and substructures of bi-
algebras and Hopf algebras, including normal and conormal coideals. We
also define generalised quotients and generalised subalgebras of bialgebras
(Definition 3.2.5 on page 56), and we show that their lattices are complete
(Proposition 3.2.6). This is important for the construction of the Galois cor-
respondence for comodule algebras over bialgebras in the following chapter.
The lattice of generalised subalgebras is algebraic by Proposition 3.2.7 (on
page 57). Note that the lattice of generalised quotients and generalised sub-
bialgebras are isomorphic in some cases, for example when the bialgebra is
finite dimensional over a field (Theorem 4.6.14.6.1 on page 98)
We end the chapter with some important examples of the lattices of gen-
eralised quotients and generalised subalgebras. For the group Hopf algebra
k[G] we show that the lattice of generalised quotients is anti-isomorphic to
the lattice of subgroups of the group G, while the lattice of Hopf algebra
quotients is isomorphic to the lattice of normal subgroups (Proposition 3.2.9
on page 58). If the group is finite it follows that generalised quotients of
k[G]∗ is anti-isomorphic to the lattice of subgroups (Proposition 3.2.10 on
page 60). Both propositionswe formulate usingG-sets rather than subgroups.
The reason is that we get an isomorphism rather than an anti-isomorphism,
secondly and most importantly, G-sets appear very naturally in the Grothen-
dieck approach to Galois theory: the equivalence of categories of G-sets and
split algebras over a Galois extension of fields.
The final example is the lattice of generalised quotients of the enveloping
algebra of a Lie algebra g. It turns out that the result is very similar to the case
of a group algebra. Here the lattice of generalised quotients turns out to be
anti-isomorphic to the lattice of Lie subalgebras of g, while the lattice of Hopf
algebra quotients is anti-isomorphic to the lattice of Lie ideals of g.
In the last section we note that the lattice of H-comodule subalgebras of
an H-comodule algebra A is algebraic if H is a flat Mittag–Leffler module
(Proposition 3.3.1 on page 69).
We end the chapter with a helpful table which lists all the fifteen lattices
that we discuss, with the list of properties we prove together with references
to the statements in this chapter.
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3.1 Coalgebras
Definition 3.1.1
Let C be an R-coalgebra. A coideal I is a submodule of C such that C/I is a
coalgebra and the natural epimorphism C C/I is a map of coalgebras. Further-
more, we say that I ⊆ C is a right (left) coideal if C/I is a right (left) comodule
and the quotient map C C/I is a map of right (left) C-comodules.
Note that Brzeziński and Wisbauer define coideals as kernels of a surjective
coalgebra homomorphism and then they show that these two definitions are
equivalent. Let us cite this result here:
Proposition 3.1.2 (Brzezin´ski and Wisbauer [2003])
Let C be anR-coalgebra and let I be anR-submodule of C. We let pi : C C/I
be the quotientR-module map. Then the following conditions are equivalent:
1. I is a coideal in the sense of Definition 3.1.1,
2. I is a kernel of a surjective coalgebra map,
3. ∆(I) ⊆ ker(pi  pi), and I ⊆ ker.
Furthermore, if I ⊆ C is a pure submodule, then (i)-(iii) are equivalent to:
1. ∆(I) ⊆ I  C + C  I .
If (i) holds then C/I is cocommutative provided C is.
Proof: For the proof see [Brzeziński and Wisbauer, 2003, Prop. 2.4]. 
Proposition 3.1.3
For a coalgebra C over a commutative ring R the set of all coideals, denoted by
coId(C), forms a complete lattice with inclusion as the order relation. The lattice
operations in coId(C) are given by
I1 ∨ I2 = I1 + I2
I1 ∧ I2 =
∑
I∈coId(C)
I⊆I1∩I2
I
Proof: It is enough to show that any infinite suprema exist. Let piλ : C Cλ
(λ ∈ Λ) be a family of coalgebra epimorphisms with kernels Iλ. Let us take
I =
∑
λ∈Λ Iλ and let p : C C/I be the natural projection. By the previous
proposition it is enough to show that p  p ◦ ∆(I) = 0, since I ⊆ ker. Let
us take c ∈ I . It is a sum c = ∑λ∈Λ cλ, where each cλ ∈ Iλ and only finitely
many of them are non–zero. Then
p p ◦∆(c) = ∑
λ∈Λ
p(cλ(1))p(cλ(2)) = 0
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The last equality follows since p factorises through each pλ and for each λwe
have
pλ(cλ(1))pλ(cλ(2)) = 0
since Iλ is a coideal. 
If C is a k-coalgebra then the dual space C∗ is a unital algebra with the
following multiplication (the convolution product):
f ∗ g(c) := f(c(1))g(c(2)), f, g ∈ C∗
Theunit of the convolution product is the counit  : C k. LetV be ak-vector
space and let V ∗ be its dual. For a subspace W ⊆ V we let W⊥ := {f ∈
V ∗ : f |W = 0}, while for W ⊆ V ∗ we will write W⊥ :=
⋂
f∈W ker f . Note
that if V is a finite dimensional space then the above maps define a bijective
correspondence (which reverses the inclusion order) between the subspaces
of V and the subspaces of its dual.
Proposition 3.1.4
Let C be a coalgebra over a field k. Then
1. J ⊆ C is a right (left) coideal if and only if J⊥ is a right (left) ideal in C∗.
2. if I ⊆ C∗ is a right (left) ideal in C∗, then I⊥ is a right (left) coideal in C;
Proof: See [Sweedler, 1969, Prop. 1.4.5]. 
If follows that for a finite dimensional coalgebra C the poset of right (left)
coideals of C is anti-isomorphic to the poset of right (left) ideals of C∗.
Proposition 3.1.5
Let C be a coalgebra over a field k. Then
1. J ⊆ C is a coideal if and only if J⊥ ⊆ C∗ is a subalgebra.
2. if S ⊆ C∗ is a subalgebra of C∗, then S⊥ is a coideal of C;
Proof: See [Sweedler, 1969, Prop. 1.4.6]. 
In the finite dimensional case we have the following result:
Proposition 3.1.6
Let C be a finite dimensional coalgebra over a field k. Then we have a dual iso-
morphism of lattices:
(coId(C),∧,+) ∼= (SubAlg(C∗),∩,∨)
and thus coId(C) is a dually algebraic lattice.
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Proof: The isomorphism of lattices is given by coId(C) 3 I I⊥ := {f ∈
C∗ : f |I = 0} ∈ SubAlg(C∗). We have (I1 + I2)⊥ = I⊥1 ∩ I⊥2 for Ii ∈ coId(C)
(i = 1, 2), but furthermore this formula works for infinite joins of coideals.
From this we get
(I1 ∧ I2)⊥ =
( ∑
I∈coId(C)
I⊆I1∩I2
I
)⊥
=
( ⋂
I∈coId(C)
I⊆I1∩I2
I⊥
)
=
( ⋂
A∈SubAlg (C∗)
I⊥1 ∪I⊥2 ⊆A
A
)
(since coId(C∗)op ∼= SubAlg(C∗))
= I⊥1 ∨ I⊥2

Thus Quot(C) is an algebraic lattice (see Definition 1.1.9 on page 9) if C is
finite dimensional. We are going to show that it is algebraic regardless of the
dimension of C. Let us note that every complete upper subsemilattice of the
lattice of subvector spaces of a finite dimensional vector space (like coId(C)
for a finite dimensional coalgebra C) is algebraic, since every vector subspace
is a compact element of the lattice of subvector spaces.
Remark 3.1.7 Every complete sublattice of the lattice of subspaces of a finite dimen-
sional vector space is dually algebraic, since the lattice of subvector spaces of a finite
dimensional vector space V is anti-isomorphic to the lattice of subvector spaces of the
dual vector space V ∗.
The lattices of: k-subcoalgebras, k-subbialgebras, k-subHopf algebras, as we
will see later, are sublattices of the lattice of subvector spaces.
In order to show that the lattice of coideals is algebraic regardless of the
dimension we will need some finer tools to study the dual algebra. The first
of these is the fundamental theorem of comodules.
Theorem 3.1.8 (Fundamental Theorem of Comodules)
Let C be a coalgebra over a field k and letM be a right C-comodule. Any element
m ∈M belongs to a finite dimensional subcomodule.
The proof can be found in many text books: it follows from [Sweedler, 1969,
Cor. 2.1.4] or is proved in [Dăscălescu et al., 2001, Thm. 2.1.7].
Definition 3.1.9
Let C be an R-coalgebra. We let Quot(C) = {C/I : I − a coideal of C} with
order relation C/I1 < C/I2 ⇔ I1 ⊆ I2.
Clearly Quot(C) is anti-isomorphic to the lattice coId(C) and thus, by Propos-
ition 3.1.3, it is a complete lattice.
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We will now study the dual algebra C∗ in some more detail. It turns out
that it is a topological algebra. Let X and Y be non empty sets. The finite
topology on the mapping space Y X is the product topology when we view
Y X as a product of Yx := Y for x ∈ X , where each Yx is regarded as a discrete
space. A basis for open sets in this topology is given by the sets of the form
Ug,x1,...,xn =
{
f ∈ Y X : f(xi) = g(xi), i = 1, . . . , n
}
where g ∈ Y X and {xi : i = 1, . . . , n} ⊆ X is a finite subset. Every open set
is a union of open sets of this form. Now, ifX and Y are k-vector spaces then
Homk(X,Y ) is a subspace of Y X and we will consider the topology induced
by the finite topology of Y X . This topology on Homk(X,Y ) is also called the
finite topology. The following theorem holds:
Theorem 3.1.10
Let V be a vector space. Then the maps Sub(V ) 3 W W⊥ ∈ Sub(V ∗) and
Sub(V ∗) 3 W W⊥ ∈ Sub(V ) form a Galois connection. Furthermore, the
map Sub(V ) 3W W⊥ ∈ Sub(V ∗) is a monomorphism andW ∈ Sub(V ∗) is
closed in this Galois connection if and only ifW is closed in the finite topology on
V ∗ = Homk(V,k).
Proof: The proof can be found in [Dăscălescu et al., 2001, Thm 1.2.6]. 
Corollary 3.1.11
There is a bijection between subspaces of V and closed subspaces of V ∗.
In the following definition we restrict ourselves only to discrete topological
fields.
Definition 3.1.12
Let k be a field considered with the discrete topology.
• Let V be a k-vector space. It is called a topological vector space if it
is given together with a topology such that the addition of vectors and the
scalar multiplication are continuous operations.
• Let A be an k-algebra. We say that A is a topological algebra if A is a
topological vector space and the multiplication and the unit are continuous.
Example 3.1.13 Let V be a vector space. Then V ∗ together with the finite to-
pology is a topological vector space. See [Dăscălescu et al., 2001, Prop. 1.2.1].
Lemma 3.1.14
Let C be a k-coalgebra. Then C∗ together with the finite topology is a topological
algebra.
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Proof: The open sets of the form OV := {f ∈ C∗ : f |V = 0}, where V ⊆ C is
a finite dimensional subspace, form a basis of neighbourhoods of 0 and thus
it is enough to show that the preimage of an open set OV is open. For this let
(f, g) be such that f∗g ∈ OV . Using the Fundamental Theorem of Comodules 3.1.8
there exists Vr a right subcomodule of C such that V ⊆ Vr, such that dimVr <
∞, and a finite dimensional left subcomodule of C, denoted by Vl, such that
V ⊆ Vl. Then OVr × OVl is an open neighbourhood of (f, g) ∈ C∗ × C∗ such
that OVr ∗ OVl ⊆ OV . That is, for a ∈ OVr and b ∈ OVl and v ∈ V we have
∆(v) ∈ Vr  C ∩ C  Vl = Vr  Vl and hence (a ∗ b)(v) = a(v(1))b(v(2)) = 0,
and thus a ∗ b ∈ OV . Since, k is considered as a discrete space the unit map
k C∗ is continuous. This shows that C∗ is a topological k-algebra. 
Theorem 3.1.15
Let C be a coalgebra over a field k. Then the lattice Quot(C) is algebraic.
Proof: First let us observe that Quot(C) is isomorphic to the lattice of closed
subalgebras of C∗. This follows from Lemma 3.1.14, Theorem 3.1.10 and Pro-
position 3.1.5. LetX ⊆ C∗ be a finite set. Then the smallest closed subalgebra
of C∗ which containsX (denoted by SX ) is a compact element of the lattice of
closed subalgebras of C∗. For a closed subalgebra S we have S =
∨
X⊆S
X-finite
SX .

Definition 3.1.16
Let (L,∨,∧) be a lattice. We say that it is modular if for all a, b, c ∈ L:
a > c⇒ a ∧ (b ∨ c) = (a ∧ b) ∨ c
A lattice L is distributive if for all a, b, c ∈ L:
a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c)
a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c)
Let us note that if one of the distributive laws holds then the other is satisfied.
If a lattice is distributive then it is modular. Let us introduce the following
two lattices:
1
a b c
0
M3
1
a
c
b
0
N5
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One can easily verify thatM3 is not distributive and N5 is not modular.
Theorem 3.1.17
Let (L,∨,∧) be a lattice.
1. The latticeL is modular if and only ifL does not have a sublattice isomorphic
to N5.
2. The lattice L is distributive if and only if L does not have a sublattice iso-
morphic to either N5 orM3.
Proof: See [Roman, 2008, Thm. 4.7]. 
The lattices of coideals are in general neither modular nor distributive, since
the lattice of submodules in general does not possess these properties. Below
we present some examples.
Examples 3.1.18
1. Let V be a vector space such that dimV > 2. Then the lattice SubVect(V )
is not distributive. It is modular, as every lattice of submodules is.
2. Let C be a coalgebra such that C = C0 ⊕ k1. For every c ∈ C0 we set
∆(c) = c  1 + 1  c, and ∆(1) = 1  1. The counit is set by (c) = 0
for all c ∈ C0 and (1) = 1. The coalgebra C is cocommutative. Every
subspace ofC0 = ker is a coideal ofC, i.e. coId(C) = SubVect(C0). Thus
the lattice of coideals is not distributive if dimC0 > 2.
Let us note that this coalgebra is dual to the commutative unital algebra
A = A0⊕ k1, with unit 1 and such that for all a, b ∈ A0 we have a · b = 0
(with dimA0 = dimC0).
3. LetA be a finite dimensional commutative and unital algebra generated
by two elements a and xwith relations:
a2x = a, x2 = 1, a4 = 1.
Then the lattice of subalgebras contains N5 as a sublattice:
A
〈a〉
〈a2〉
〈x〉
0
where 〈y〉 denotes the subalgebra generated by y ∈ A. Hence the lattice
Quot(A∗) ∼= SubAlg(A) is not modular, where A∗ is a (cocommutative)
k-coalgebra since A is a finite dimensional (commutative) k-algebra.
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Definition 3.1.19
Let C be anR-coalgebra. AnR-coalgebra C ′ is called a subcoalgebra if
1. C ′ is a coalgebra,
2. C ′ is anR-submodule of C, and
3. the inclusion map C ′ ⊆ C is a coalgebra map.
The set of all subcoalgebras of a coalgebra C we will denote by SubCoalg(C). It is
a poset under the following relation: for subcoalgebras C ′ and C ′′ of a coalgebra
C, C ′ 4 C ′′ if and only if C ′ is a subcoalgebra of C ′′.
IfC ′ is a pure submodule (for example ifR is a field) thenC ′ is a subcoalgebra
of a coalgebraC if and only if ∆C(C ′) ⊆ C ′C ′, since by the purityC ′C ′ ⊆
C  C.
Theorem 3.1.20
Let C be a coalgebra over a field k. Then the poset of subcoalgebras SubCoalg(C)
is a complete poset with lattice operations:
D1 ∨D2 := D1 +D2, D1 ∧D2 := D1 ∩D2
forDi ⊆ C (i = 1, 2) subcoalgebras ofC. Furthermore, it is closed under arbitrary
intersections and directed (set-theoretic) sums and thus it is an algebraic lattice.
Proof: Note that if D,D′ are subcoalgebras of a coalgebra C then D +D′ is a
subcoalgebra of C. Moreover, if O is a family of subcoalgebras then∑D∈OD
is a subcoalgebra of C. Thus SubCoalg(C) is a complete lattice. Now let us
show that if Ci (for i ∈ I) is a collection of subcoalgebras, then
⋂
i∈I Ci is
a subcoalgebra. We have
⋂
i∈I Ci =
⋂
i∈I(C
⊥⊥
i ) = (
∑
i∈I C
⊥
i )
⊥. The first
equality follows fromTheorem3.1.10 andProposition 1.2.2(vi) and the second
from Lemma 1.2.3. The sum
∑
i∈I C
⊥
i is an ideal, since C⊥i are ideals of the
algebra C∗. Thus
⋂
i∈I Ci = (
∑
i∈I C
⊥
i )
⊥ is a subcoalgebra in C. It follows
that SubCoalg(C) is a ∩−→∪ -structure and by Theorem 1.1.14 it is an algebraic
lattice. 
Hence SubCoalg(C) (for a k-coalgebraC) is a sublattice of SubkVect (C) and thus
by Remark 3.1.7, if C is finite dimensional this lattice is also dually algebraic.
It turns out that this property holds for any k-coalgebra.
Theorem 3.1.21
Let C be a k-coalgebra. Then the lattice SubCoalg(C) is anti-isomorphic to the
lattice of closed ideals of the algebra C∗ and thus it is a dually algebraic lattice.
Proof: Themap SubCoalg(C) 3 D D⊥ ∈ {I ∈ Id(A) : I-closed} is a bijection
by [Sweedler, 1969, Prop. 1.4.3] andCorollary 3.1.11. Since the lattice of closed
ideals of a topological algebra is algebraic (with compact elements: closures
of finitely generated ideals) the theorem follows. 
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Let C be a coalgebra over a field k. For c ∈ C there exists a smallest sub-
coalgebra, denoted by C(c), such that c ∈ C(c). Furthermore, by the Funda-
mental Theorem of Coalgebras it is finite dimensional.
Theorem 3.1.22 (Fundamental Theorem of Coalgebras)
Let C be a coalgebra over a field k and let c ∈ C. Then there exists a finite dimen-
sional subcoalgebra of C which contains c.
Proof: See [Dăscălescu et al., 2001, Thm 1.4.7]. 
Let V ⊆ C be a subset. We let C(V ) be the smallest coalgebra which contains
V . Clearly, C(V ) = C(Span(V )), where Span(V ) denotes the vector subspace
spanned by V . Furthermore, C(V ) =
∑
v∈V C(v). The compact elements of
SubCoalg(C) are precisely the subcoalgebrasC(V ) where V is a finite subset of
C, by Remark 1.1.15. Since these subcoalgebras are all finite dimensional and
clearly all finite dimensional subcoalgebras are compact we conclude with
Proposition 3.1.23
A subcoalgebra B of a k-coalgebra C (where k is a field) is a compact element of
SubCoalg(C) if and only if dimB <∞.
Example 3.1.24 Let C = C0 ⊕ k1 be the k-coalgebra from Example 3.1.18(ii).
Then a subspace V ⊆ C is a subcoalgebra if and only if 1 ∈ V . It is easy
to observe that every such subspace is indeed a subcoalgebra. Now, let us
assume that D ⊆ C is a subcoalgebra. Take d ∈ D and write it as d = d0 + λ1
where d0 ∈ C0 is non zero and λ ∈ k. Let d∗0 be an element of C∗ such that
d∗0(d0) = 1 and d0(1) = 0. Then ∆(d) = λ11+d01+1d0 ∈ DD. Now
we apply d∗0  idC and we obtain: 1 ∈ D. Thus we have an isomorphism of
lattices:
SubCoalg(C) ∼= SubVect(C0)
Hence SubCoalg(C) is modular and it is not distributive if dimC0 > 2.
More can be said about the lattice of subcoalgebras of a cocommutative coal-
gebra. For this we need the following notions:
Definition 3.1.25
Let C be a coalgebra. It is called:
1. simple if it has no proper subcoalgebras, i.e. the only subcoalgebras are {0}
and C;
2. irreducible if it has a unique simple subcoalgebra;
3. pointed if every of its simple subcoalgebras is one dimensional.
Since a sum of irreducible subcoalgebras which contain a common simple subcoal-
gebra is an irreducible subcoalgebra there exists maximal irreducible subcoalgeb-
ras. These are called irreducible components. An irreducible component that is
pointed is called a pointed irreducible component.
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For example the coalgebra U(g), where g is a Lie algebra, is a pointed irredu-
cible coalgebra, with the unique simple subcoalgebra k1 ⊆ U(g).
Let us note that every subcoalgebra contains a nontrivial simple subcoal-
gebra. By the Fundamental Theorem of Coalgebras (Theorem 3.1.22) it contains
a finite dimensional subcoalgebra. If it is not simple, it contains a nontrivial
subcoalgebra of smaller dimension. There must be a nonzero simple subcoal-
gebra by a finite induction. The Fundamental Theorem of Coalgebras shows also
that simple coalgebras are all finite dimensional.
Theorem 3.1.26 ([Abe, 1980, Thm 2.4.7])
Let C be a coalgebra over a field k. Then
1. an arbitrary irreducible subcoalgebra of C is contained in an irreducible
component of C;
2. a sum of distinct irreducible components of C is a direct sum;
3. if C is cocommutative then it is a direct sum of its irreducible components.
Let L,K be two lattices. Then L ×K is a lattice with component wise oper-
ations and the order given by: (l, k) >L×K (l′, k′) if and only if l >L l′ and
k >K k′. The lattice L×K is called the product lattice of L andK.
Definition 3.1.27
Let L be a lattice. It is called indecomposable if it is not isomorphic to a product
of two lattices.
As a corollary of Theorem 3.1.26(iii) we get.
Corollary 3.1.28
Let C be a cocommutative coalgebra over a field k. Then the lattice SubCoalg(C)
has a direct product decomposition into indecomposable sublattices. LetCi (i ∈ I)
be the set of all irreducible components ofC. Then the indecomposable components
of SubCoalg(C) are the sublattices SubCoalg(Ci).
Proof: It only remains to show that for each irreducible component Ci of C
the lattice SubCoalg(Ci) is indecomposable. For this letMi ⊆ Ci be the unique
simple subcoalgebra of Ci. Then for every 0 6= D ⊆ Ci, whereD is a subcoal-
gebra, we haveMi 6 D. Now let us assume that SubCoalg(Ci) ∼= L×K, where
L,K are sublattices. Since SubCoalg(Ci) is bounded and complete so are the
sublattices L and K. Then we must have (0K , 1L) > Mi and (1K , 0L) > Mi
and thus 0K×L = (0K , 1L) ∧ (1K , 0L) > Mi, hence Mi = 0K×L which is a
contradiction. 
Let us now pass to C-comodules. The following theorem is an import-
ant step for us, since it will allow for implications when we mix algebraic
structures like subalgebras with subcomodules (for example generalised subal-
gebras of bialgebras). It also will be used in the proof of the construction of a
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Galois connection forH-extensions (Theorem 4.2.2 on page 78) and alsowhen
we compare our Galois connection with an earlier result of Schauenburg (Re-
mark 4.2.3 on page 80).
Theorem 3.1.29
Let M be a (right) C-comodule, for a coalgebra C over a commutative ring R.
Then the poset of subcomodules of M , denoted by SubModC (M), is a complete
lattice. For Ni ∈ SubModC (M), i ∈ I we have:∨
i∈I
Ni =
∑
i∈I
Ni
Furthermore, ifC is flat as anR-module, thenN1∧N2 = N1∩N2 and the lattice
of subcomodules ofM is modular. The lattice SubModC (M) is algebraic if C is a
flat Mittag–LefflerR-module. In the latter case we thus have:∧
i∈I
Ni =
⋂
i∈I
Ni
for a family of subcomodules Ni ⊆M , i ∈ I .
ForM = C, for a coalgebra C over a field, one can prove this theorem in the
same way as Theorem 3.1.15, since right coideals of C correspond to closed
right ideals of C∗ (by Theorem 3.1.10, Lemmas 3.1.14 and 3.1.4), which form
an algebraic lattice. Let us note that if the ground ring is a field then the cat-
egory of C-comodules is equivalent to the category of rational C∗-modules.
Furthermore, a quotient module, and a submodule as well, of a rational mod-
ule is rational by [Dăscălescu et al., 2001, Thm. 2.2.6]. Hence the lattice of
subcomodules of a C-comoduleM is isomorphic to the lattice of submodules
of the rational moduleM with the induced C∗-module structure.
Proof of Theorem 3.1.29: First we note that if (Ni)i∈I is a family of subcomod-
ules of a C-comoduleM then∨
i∈I
Ni =
∑
i∈I
Ni ∈ SubModC (M)
Thus the poset of subcomodules is a complete lattice. Let us assume that C
is flat. Then Ni ⊆M is a C-subcomodule if δ(Ni) ⊆ Ni  C ⊆M  C, where
δ : M M C is the C-comodule structure map. Then by Proposition 2.1.25
we have δ(N1 ∩N2) ⊆ (N1  C) ∩ (N2  C) = (N1 ∩N2)  C. Thus N1 ∩N2
is a subcomodule and N1 ∧N2 = N1 ∩N2.
Now, if C is a flat Mittag–Leffler module then for any family of its subco-
modules (Ni)i∈I , we have
δ
(⋂
i∈I
Ni
)
⊆
⋂
i∈I
(
Ni  C) = (⋂
i∈I
Ni
) C
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by Proposition 2.1.31 and thus
⋂
i∈I Ni is a C-subcomodule of M . Now it
follows that SubModC (C) is a ∩−→∪ -structure and thus is an algebraic lattice.
Brzeziński andWisbauer, 3.13 show that the category of of comodules is a
Grothendieck category if C is flat as anR-module. In Grothendieck categor-
ies the set of subobjects always forms a complete modular lattice. 
Let us note that the lattice of subcomodules in general is not atomic. An atom
of a latticeL, with the smallest element 0, is an element l > 0 such that if l′ ∈ L
is such that l′ < l then l′ = 0. A lattice is called atomic if every element is a
supremum of a subset of the set of atoms. Atoms of the lattice of subcomod-
ules are exactly the simple subcomodules. Thus the lattice of subcomodules
is atomic if and only ifM is semisimple. For example let us consider C as a
right C-comodule. Then
C ∼=
⊕
N⊆C
N -simple subcomodule
E(N)
whereE(N) is the injective envelope ofN (we refer to [Dăscălescu et al., 2001,
Thm. 2.4.16] for injective envelopes in the categories of C-comodules). Since
in general N ( E(N) and N is the unique simple subcomodule which is
contained inE(N)we see thatE(N) cannot be a sumof simple subcomodules.
This shows that the lattice of right coideals of C is atomic if and only if every
simple right coideal of C is an injective C-comodule.
There is another case in which we can say something about the lattice of
subcomodules. For this we need some module theoretic notions.
Definition 3.1.30
• LetM,N be R-modules. We say that N is generated byM if there is an
epimorphism ⊕λ∈ΛM N for some set Λ.
• We say that N is subgenerated byM if it is isomorphic to a submodule of
anM -generated module.
The full subcategory of R-modules which are subgenerated by M we denote
by σR
[
M
]
.
Definition 3.1.31 ([Wisbauer, 2004, sec. 4.6])
LetM be an R-module. It is a locally projective if for any diagram with exact
rows of the form:
0 F M
L N 0
i
g
f∃h
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whereF is a finitely generatedmodule, there exists h : M L, such that g◦h◦i =
f ◦ i.
IfM is a right C-comodule, then it becomes a left C∗-module with the action
f ·m = ((id  f) ◦ δ)(m) = m(0)f(m(1)). It turns out that this construction
is functorial and in some cases its image in the category of C∗-modules is the
σC∗
[
C
]
subcategory.
Theorem 3.1.32 ([Wisbauer, 2004, sec. 8.3])
Let C be anR-coalgebra. Then the following conditions are equivalent:
1. ModC ∼= σC∗
[
C
]
;
2. ModC is a full subcategory of C∗Mod ;
3. C is locally projective as a leftR-module;
4. every left C∗-submodule of C is a C-subcomodule.
Corollary 3.1.33
Let C be a coalgebra over a ringR, such that C is locally projective leftR-module
and let M be a (right) C-comodule. Then we have an isomorphism of posets
SubModC (M)
∼= Sub
C∗Mod (M) and thus SubModC (M) is an algebraic lattice.
Proof: Since the category σC∗
[
C] is closed under subobjects we have that the
poset of C∗-submodules ofM is equal to the poset of C∗-subgenerated sub-
modules ofM . Now the corollary follows from the above theorem. 
3.2 Bialgebras and Hopf Algebras
Definition 3.2.1
LetB be a bialgebra and letH be a Hopf algebra, both over a commutative ringR.
Then:
1. a biideal of B is a kernel of a surjective morphism of bialgebras with do-
main B; the poset of biideals (under inclusion) we will denote by Idbi(B);
2. a subbialgebra of B is a subalgebra and a subcoalgebra of B; the poset of
subbialgebras (under inclusion) we will denote by Subbi(B);
3. a Hopf ideal of a Hopf algebra H is a kernel of a surjective morphism of
Hopf algebras with domainH ; the poset of Hopf ideals (under inclusion) we
will denote by IdHopf (H);
4. a subHopf algebra (or Hopf subalgebra) K of a Hopf algebra H is a
subbialgebra such that SH(K) ⊆ K, where SH is the antipode of H ; the
poset of subHopf algebras (under inclusion) we will denote by SubHopf (H);.
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LetA be a k-algebra andB ⊆ A a subset ofA. Then by 〈B〉wewill denote the
smallest subalgebra ofAwhich containsB. Let us note that ifA is a bialgebra,
then 〈B〉 is a subbialgebra. If A is a Hopf algebra then 〈B ∪ S(B)〉 is the
smallest Hopf subalgebra of Awhich contains B.
Proposition 3.2.2
Let H be a Hopf algebra and B a bialgebra over a ringR.
1. The poset of biideals of B is a complete lattice. The join and meet are given
by
I ∨ J := I + J, I ∧ J :=
∑
K∈Idbi (B)
K⊆I∩J
K.
2. The poset of Hopf ideals of H form a complete lattice with operations:
I ∨ J := I + J, I ∧ J :=
∑
K∈IdHopf (H)
K⊆I∩J
K.
Furthermore, ifR is a field then
1. the poset of subbialgebras is an algebraic lattice, where meet and join have
the form:
B1 ∨B2 := 〈B1 +B2〉, B1 ∧B2 := B1 ∩B2
for Bi ∈ Subbi(B) (i = 1, 2);
2. the poset of subHopf algebras is an algebraic lattice with operations:
H1 ∨H2 := 〈H1 +H2〉, H1 ∧H2 := H1 ∩H2
for Hi ∈ Subbi(H) (i = 1, 2).
Proof:
1. A sumof biideals (Hopf ideals) is a biideal (Hopf ideal, respectively) and
thus it is their join in Idbi(B) (IdHopf (H)). Furthermore, both Idbi(B) and
IdHopf (H) are closed under arbitrary joins (sums ofR-submodules) and
hence they are complete lattices. The formulas for the infimum follow
from Remark 1.1.4.
2. The last two statements follow fromTheorem 1.1.14, since subbialgebras
and subHopf algebras (over a field) are closed under intersections and
directed sums (see Theorem 3.1.20).

Let us note that the lattices of subbialgebras (subHopf algebras) are sublat-
tices of the lattice of subspaces of the underlying vector space. Thus, by Re-
mark 3.1.7, these lattices are also dually algebraic if the bialgebra (Hopf al-
gebra) is finite dimensional.
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Definition 3.2.3
Let f : K H be a Hopf algebra homomorphism. Then:
1. f is called normal if for all k ∈ K and h ∈ H we have:
h(1)f(k)S(h(2)) ∈ f(K) and S(h(1))f(k)h(2) ∈ f(K)
2. f is called conormal if for all k ∈ ker f we have:
k(2)  S(k(1))k(3) ∈ ker f K and k(2)  k(1)S(k(3)) ∈ ker f K
A Hopf subalgebra K ⊆ H is called normal if the inclusion map is normal. A
Hopf ideal I ⊆ H is called normal if the quotient map H H/I is conormal.
Using Proposition 3.2.2 we obtain the following:
Corollary 3.2.4
LetH be a Hopf algebra over a field k. Then the poset of normal Hopf subalgebras
is an algebraic lattice. The poset of normal Hopf ideals is a complete lattice (for
this it is enough that k is a commutative ring).
Proof: The lattice of normal Hopf subalgebras is a lower subsemilattice of the
lattice of Hopf subalgebras (which is closed under infinite meets). Further-
more, the lattice of normal Hopf ideals is an upper subsemilattice of the com-
plete lattice of Hopf ideals (which is closed under infinite joins). Thus both
lattices of normal subalgebras/ideals are complete. A directed sum of normal
Hopf subalgebras is a normal Hopf subalgebra and also an intersection of two
normal Hopf subalgebras is a normal Hopf subalgebra (see Theorem 3.1.20
on page 49). In this way normal subHopf algebras form a ∩−→∪ -structure. The
poset of subHopf algebras is algebraic by Theorem 1.1.14 .

Definition 3.2.5
1. A generalised quotient Q of a bialgebra B is a quotient by a right ideal
coideal. The poset of generalised quotients will be denoted by Quotgen(B).
The order relation of Quotgen(B) we will denote by <:
B/I < B/J ⇔ I ⊆ J
for B/I,B/J ∈ Quotgen(B).
2. A generalised subalgebra K of a bialgebra B is a left coideal subalgebra.
The poset of generalised subalgebras will be denoted by Subgen(B).
The posetQuotgen(B) is dually isomorphic to the poset of right ideals coideals
of B, which will be denoted as Idgen(B). We define only the right version of
generalised quotients and the left version of generalised subalgebras since we
will consider right B-comodules (right B-comodule algebras).
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Proposition 3.2.6
Let B be a bialgebra over a ring R. Then the poset Quotgen(B) is a complete
lattice.
Proof: There is a canonical isomorphism of posets Quotgen(B) ' Idgen(B)op .
The supremum in Idgen(B) is given by the sum of submodules, while the in-
fimum is given by the formula:
I ∧ J =
∑
K⊆I∩J
K∈Idgen (B)
K (3.1)
where I, J ∈ Idgen(B). 
Proposition 3.2.7
Let B be a bialgebra over a ringR such that B is a flat Mittag–Leffler R-module.
Then the poset Subgen(B) is an algebraic lattice.
Proof: The poset Subgen(B) is closed under (set theoretic) intersections (see
the proof of Proposition 3.1.29), thus it is a complete lattice. It is also closed
under directed sums and thus it is a ∩−→∪ -structure and by Theorem 1.1.14 it
is an algebraic lattice. 
Quotients of k[G] and its dual Hopf algebra
Before the next theorem we need the following
Definition 3.2.8
Let G be a group. A left (right) G-set S is a set together with a group homo-
morphism (anti-homomorphism respectively) φ : G Bij(S), where Bij(S) is
the group of bijections of S. We will write gs = g(s) := φ(g)(s) for left G-sets,
and sg := φ(g)(s) for right G-sets.
AG-set S is called transitive if for any two s, s′ ∈ S there exists g ∈ G such
that gs = s′ (sg = s′ respectively).
A morphism of G-sets f : S S′ is a map of sets such that f(gs) = gf(s)
(f(sg) = f(s)g respectively) for every s ∈ S.
The next two propositions describe the posetQuotgen(H) for k[G] and its dual
k[G]∗ (ifG is a finite group). It turns out that they are isomorphic to the poset
of isomorphism classes of transitive G-sets (which is anti-isomorphic to the
poset of subgroups ofG), whileQuot(H), the poset of Hopf algebra quotients,
is isomorphic to the poset of quotient subgroups of G. In the Hopf–Galois
theory considered in Chapter 4 we considerQuotgen(H) rather thanQuot(H).
This parallels the use of subgroups of the Galois group in the classical Galois
theory (or Grothendieck-Galois theory).
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Proposition 3.2.9
Let H = k[G] where G is a group. Then
1. Quot(k[G]) ∼= Quot(G), where Quot(G) is the poset of quotient groups of
G (which is anti-isomorphic to the poset of normal subgroups);
2. Quotgen(k[G]) ∼= QuotG-set(G), where QuotG-set(G) is the poset of quo-
tient G-sets of the free G-set G (which is anti-isomorphic to the poset of all
subgroups of G).
Let us note that a transitive G-set S is of the form G/G0 where G0 is a sub-
group of G, with the action induced by multiplication from the left for left
G-sets and from the right for right G-sets.
We fix a notation. If C is a coalgebra, then a nonzero element c ∈ C is
called group-like if ∆(c) = c  c. The set of group-like elements we denote
byG(C). If the base ring is a field, then the group-like elements are linearly
independent. This fails for rings with idempotents: for example if the base
ringR contains an idempotent p then if c ∈ C is a group-like element then pc is
a group-like element aswell. Furthermore, ifB is a bialgebra over a field, then
G(B) is amonoidwith unit 1B ∈ B, since a product of two group-like element
is group-like. If H is a Hopf algebra and g ∈ H is a group-like element, then
S(g) is a group-like element, and moreover it is an inverse of g in G(H). In
other words, G(H) is a group. It turns out that this gives rise to a functor
from the category of bialgebras (Hopf algebras) to the category of monoids
(groups). In the case of coalgebras it gives a functor from coalgebras to sets,
adjoint to the functor G k[G].
Proof of Proposition 3.2.9:
1. First let us note that ifN is a normal subgroup, thenk[G/N ] is a quotient
Hopf algebra of theHopf algebrak[G] by themap induced by the projec-
tionG G/N . Now, let pi : k[G] k[G]/I be aHopf algebra projection,
i.e. let I be a Hopf ideal. Then there exists a set G0 ⊆ G such that G′ :=
{pi(g) : g ∈ G0} is a basis of k[G]/I . It follows, that G(k[G]/I) = G′ is
a quotient group of G = G(k[G]) via the map g pi(g). Furthermore,
since k[G]/I has a basis of group-like elements it is a group algebra, and
k[G]/I ∼= k[G′]. Note that G′ is a quotient group of G. This shows that
the following two maps are inverses of each other:
G k[G]
G′ k[G′]
Quot(G) 3 p k[p] ∈ Quot(k[G])
3.2. BIALGEBRAS AND HOPF ALGEBRAS 59
k[G] G
k[G]/I G(k[G]/I)
Quot(k[G]) 3 pi G(pi) ∈ Quot(G)
2. Let k[G]/I be a quotient of k[G] by a coideal right ideal I . The set of
group-like elementsG
(
k[G]/I
)
of the coalgebra k[G]/I is aG
(
k[G]
)
-set
and hence aG-set, becauseG
(
k[G]
)
= G. Since themap k[G] k[G]/I
is an epimorphism it follows that:
a) k[G]/I is spanned by group-like elements (as a k-vector space),
b) G
(
k[G]/I
)
is a transitive (right) G-set.
On the other hand, if S is a (right) transitive G-set then k[S] is a right
k[G]-module through the right G-action on S and a coalgebra quotient
only if we set each s ∈ S to be a group-like element, since S ∼= G/G0,
where G0 is a subgroup of G. Now, let us observe that these two con-
structions:
Idgen(k[G]) 3 I G(k[G]/I) ∈ QuotG-set(G)
and
QuotG-set(G) 3 S ker
(
k[G] k[S]
)
∈ Idgen(k[G])
are inverse to each other, and thus the claim follows. First, let us show
that
I = ker
(
k[G] k
[
G
(
k[G]/I
)])
.
This follows since we have a commutative diagram:
k[G]
k
[
G
(
k[G]/I
)]
k[G]/I
∼=
α
where α(x) = x for all x ∈ G(k[G]/I), and thus it is a monomorphism.
It is an epimorphism by (G1). The remaining equality S = G(k[S]) is
straightforward and it shows that S = G
(
k[G]/ker
(
k[G] k[S]
))

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Proposition 3.2.10
Let G be a finite group. Then the following map
QuotG-Set(G) 3 G/G0 k[G0]∗ ∈ Quotgen(k[G]∗) (3.2)
is an anti-isomorphism of posets.
Let us note that if G is finite then Quotgen(k[G]) ∼= Subgen(k[G]), by The-
orem 4.6.1. In a consequence we have Quotgen(k[G]) ∼= Quotgen(k[G]∗) by
Propositions 3.1.4 and 3.1.5. Hence the above proposition follows from the
previous result. However, we present a direct construction.
Proof: Let us choose a basis of k[G]∗ consisting of δg given by δg(h) = δg,h,
where δg,h is the Kronecker symbol given by δg,k =
{
1 iff g=k
0 otherwise . First let us
observe that any right ideal I of k[G]∗ must be generated by some subset of
this basis. We have the equality δg ·δh = δg,hδg for all g, h ∈ G. Let
∑n
l=1 λlδgl ∈
I for some coefficients λl ∈ k and some gl ∈ G (l = 1, . . . , n). Then
( n∑
l=1
λlδgl
)
· δgi = λiδgi
and thus δgi ∈ I for all 1 6 i 6 n such that λi 6= 0. A right ideal I of
k[G]∗ is a coideal if and only if the set MI := {g : δg /∈ I} is a submonoid
of G, i.e. it is closed under multiplication and contains the unit of G (since
G is finite it is a subgroup of G). This is because I is a coideal of k[G]∗ if
and only if I⊥ is a subalgebra of k[G] (by Proposition 3.1.5(iii)) and MI is a
basis of I⊥. On the other hand, a submonoid M of G defines a right ideal
coideal IM of k[G]∗. The right ideal coideal IM is spanned by all the δg for
g /∈ M . We have IM = k[M ]⊥, thus IM is a coideal by Proposition 3.1.5
and it is a right ideal by Proposition 3.1.4, since k[M ] is a right coideal subal-
gebra of k[G]. We have a bijective correspondence between Idgen(k[G]∗) and
Subgroup(G), which is given by Idgen(k[G]∗) 3 I MI ∈ Subgroup(G) and
Subgroup(G) 3 G0 IG0 ∈ Idgen(k[G]∗). Indeed, this is a pair of inverse bijec-
tions: for G0 6 G a subgroup we have MIG0 = G0 since all δg, for g ∈ G,
are linearly independent. Moreover, for I ∈ Idgen(k[G]∗), IMI = I , since we
showed that I is spanned by the elements δg which form the basis of IMI (by
definition of IMI its basis is {δg : g /∈ MI} = {δg : δg ∈ I}). Now, the claim
follows:
QuotG-set(G)
op ∼= Subgroup(G) ∼= Idgen(k[G]∗)op ∼= Quotgen(k[G]∗)
This is indeed the map (3.2), since k[G]∗/IG0 ∼= k[G0]∗. 
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Quotients of U(g)
In this section we will consider the universal enveloping Lie algebra U(g)
where g is a finite dimensional Lie algebra. We will show how to construct
all the generalised quotients and we shall prove the Poincaré–Birkhoff–Witt
theorem for them. First let us state the Poincaré–Birkhoff–Witt theorem for
universal enveloping algebras:
Theorem 3.2.11 (Poincaré–Birkhoff–Witt)
Let g be a finite dimensional k-Lie algebra and {Xλ : λ ∈ Λ} a totally ordered
basis of g indexed by a set Λ. Let U(g) be the enveloping algebra of g. Then the set
{1} ∪ {Xλ1 · . . . ·Xλk ∈ U(g) : Xλ1 6 . . . 6 Xλn , λ1, . . . , λn ∈ Λ, n ∈ N+}
is a k-linear basis of U(g).
Now let us give a construction of a generalised quotient of U(g). Let h be
a k-Lie subalgebra of g and let pi : g g/h be the k-linear quotient map.
Choose a linear basis C of the quotient space g/h. Define Q(g/h) to be the
quotient of the free U(g)-module F(ku⊕ g/h) generated by the basis C by the
following relation:
u ·X = pi(X) (3.3)
for all X ∈ g such that pi(X) ∈ C. It then follows that the above relation is
satisfied for all X ∈ g. There exists a right U(g)-module homomorphism:
Q(pi) : U(g) Q(g/h)
which is uniquely determined by Q(pi)(X) = pi(X) for X ∈ g, where pi(X) ∈
g/h is treated as an element of Q(g/h) and Q(pi)(1) = u. The map Q(pi) is
well defined by the above Poincaré–Birkhoff–Witt Theorem and the following
simple computation:
Q(pi)(XY − Y X) = Q(pi)(X)Y −Q(pi)(Y )X
= Q(pi)(1)XY −Q(pi)(1)Y X
= Q(pi)(1)(XY − Y X)
= Q(pi)(1)([X,Y ])
= Q(pi)([X,Y ])
Note 3.2.12 Note that the following relation is satisfied in Q(g/h) (which is a con-
sequence of 3.3):
Q(pi)(X)Y −Q(pi)(Y )X = Q(pi)([X,Y ]) (3.4)
for all X,Y ∈ g. This relation holds for every generalised quotient of U(g). From
this relation it follows that for any generalised quotient p : U(g) Q the subspace
kerp∩ g is a k-Lie subalgebra of g. This explains why we have assumed that h ⊆ g is
a Lie subalgebra.
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Now we show, that Q(g/h) is indeed a generalised quotient of U(g).
Lemma 3.2.13
Let g be a finite dimensional k-Lie algebra, h its Lie subalgebra, and pi : g g/h
the k-linear quotient map. ThenQ(pi) : U(g) Q(g/h) is a generalised quotient.
The coalgebra structure of Q(g/h) is uniquely determined by:
∆Q(g/h)
(Q(pi)(X)) = Q(pi)(X)  u+ uQ(pi)(X) (3.5)
for all X ∈ g and the requirement that u ∈ Q(h) is a group-like element.
Proof: ThemapQ(pi) isU(g)-module surjection by the construction ofQ(g/h).
We set the comultiplication of U(h) by:
∆Q(g/h)
(Q(pi)(X0·. . .·Xk)) := (Q(pi)(X0)u+uQ(pi)(X0))·(∆U(g)(X1·. . .·Xk))
and ∆Q(g/h)(u) = u u. It is well defined since the relation 3.3 is preserved:
∆Q(g/h)(u ·X) := (u u) · (X  1 + 1 X)
= (u ·X)  u+ u (u ·X)
= Q(pi)(X)  u+ uQ(pi)(X)
=: ∆Q(g/h)
(Q(pi)(X))
Clearly, Q(pi) : U(g) Q(g/h) is a coalgebra map. Formula (3.5) uniquely
determines the coalgebra structure of Q(g)/h) since for any Hopf algebra H
and its generalised quotient pi : H Qwe have:
∆Q(pi(h)k) = ∆Q(pi(hk))
= pi  pi ◦∆H(hk)
= pi  pi ◦ (∆H(h) ·∆H(k))
= (pi  pi ◦∆H(h)) ·∆H(k)
= ∆Q(h) ·∆H(k)
for any h, k ∈ H . 
Theorem 3.2.14 (generalised Poincaré–Birkhoff–Witt)
Let h ⊆ g and pi : g g/h be as above (in particular g is finite dimensional). Let
B be a totally ordered basis of g. Then the set
pi(Z0) · Z1 · . . . · Zn ∈ Q(g/h) : Z0, . . . , Zn ∈ B
Z0 6 . . . 6 Zn, n ∈ N
pi(Z0) · Z1 · . . . · Zn 6= 0
 (3.6)
together with the single element u forms a k-linear basis of Q(g/h).
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Proof: Let us denote the free U(g)-module on ku ⊕ g/h by F. By definition
of U(g/h) we have an epimorphism p : F U(g/h). Since F is just a sum
of copies of U(g), for which Theorem 3.2.11 holds, we can construct a map:
L : F F such that
L(pi(Z0) · Z1 · . . . · Zn) = pi(Z0) · Z1 · . . . · Zn
L(u · Z0 · . . . · Zn) = pi(Z0) · Z1 · . . . · Zn
where Z0, . . . , Zn ∈ B and satisfy the condition Z0 6 . . . 6 Zn, and L(u) = u.
The kernel of p : F Q(g/h) is generated as a U(g)-submodule by the ele-
ments of the form: u·X−pi(X) forX ∈ B and hence it is spanned as a k-vector
space by the elements of the form: u ·Z0 · . . . ·Zn − pi(Z0) ·Z1 · . . . ·Zn where
Z0, . . . , Zn ∈ B and Z0 6 · · · 6 Zn. By definition of L we get L|ker(F U(h)) =
0. This proves that the elements (3.6) are linearly independent. Suppose on
the contrary that there exists a linear relation:
N∑
i=1
λip
(
pi(Zi0) · Zi1 · . . . · Zini
)
= 0
where all the summands satisfy the conditions in 3.6. Then
∑
i λipi(Z
i
0)·Zi1·. . .·
Zini ∈ kerp and hence
∑
i λipi(Z
i
0)·Zi1 ·. . .·Zini = L
(∑
i λipi(Z
i
0)·Zi1 ·. . .·Zini
)
= 0
in F. But the set:{
pi(Z0) · Z1 · . . . · Zn ∈ F : Z0, . . . , Zn ∈ B
Z1 6 . . . 6 Zn, n ∈ N
}
is linearly independent by Theorem 3.2.11 and hence λi = 0 for i = 1, . . . , N .
The claim that the set (3.6) and u span Q(g/h) is straightforward. 
Corollary 3.2.15
Let g g/h be as above. Then the natural map g/h Q(g/h) is injective.
Corollary 3.2.16
Let g g/h be as above. Then Q(g/h) is an irreducible pointed coalgebra.
Proof: The coalgebra Q(g/h) is a quotient of the (irreducible) pointed coal-
gebra U(g). Hence it is pointed. Furthermore, it is irreducible, since it has
only one group-like element Q(pi)(1). Let us assume that the following ele-
ment is group-like:
x = λuu+
∑
b∈B
λbb
where B is the set (3.6), only finitely many λb ∈ k are nonzero, and λu ∈ k.
All the elements of B belong to ker Q(g/h). We get x = λuu, by computing
 id ◦∆Q(g/h)(x). We must have x = u since distinct group-like elements are
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linearly independent. 
Nowwe are going to show that if h is a Lie ideal then the enveloping algebras
U(g/h) and Q(g/h) coincide, i.e. are isomorphic as generalised quotients of
U(g).
Proposition 3.2.17
Let g be a finite dimensional Lie algebra, h an ideal of } and pi : g g/h the
quotient Lie algebra homomorphism. Thenwe have an isomorphism (of generalised
quotients):
U(g)
Q(g/h) U(g/h)
Q(pi) U(pi)
∼=
(3.7)
where U(pi) is the algebra homomorphism induced by the map pi.
Proof: First we want to show that we have a natural epimorphism:
Q(g/h) U(g/h)
For this we use the definition of Q(g/h) as a quotient of a free U(g)-module
F generated by ku ⊕ g/h. We have a U(g)-module homomorphism F(pi) :
F U(g/h) which sends a generator X of F, i.e. X ∈ g/h, to its image in
U(g/h), and F(pi)(u) = U(pi)(1). This map descends to the quotient Q(g/h).
For this it is enough to check that:
F(pi)(u ·X) = F(pi)(u) ·X
= U(pi)(1) ·X
= U(pi)(X)
= F(pi)(X)
Hence we get the map Q(g/h) U(g/h). This map is an epimorphism since
the diagram (3.7) commutes. It remains to shows that it is a monomorphism.
For this let us choose a totally ordered basis B of g such that a subset of B
spans the Lie ideal h. Let us consider the associated Poincare–Birkhoff–Witt
basis of U(g). The kernel of U(pi) is spanned by all the PBW basis elements
of the form Z1 · . . . · Zn such that Z1 6 . . . 6 Zn, Z1, . . . , Zn ∈ B and there is
at least one i such that Zi ∈ h (this follows from the Poincaré–Birkhoff–Witt
theorem for U(g/h)). We claim that, for such an element, pi(Z1)·Z2 ·. . .·Zn = 0
as an element of Q(g/h). We will prove this by induction under the smallest
index i such that Zi ∈ h. If Z1 ∈ h then clearly pi(Z1) · Z2 · . . . · Zn = 0 in
Q(g/h). Also if Z2 ∈ h then
pi(Z1) · Z2 · . . . · Zn = pi(Z2) · Z1 · . . . · Zn + pi([Z1, Z2]) · Z3 · . . . · Zn = 0
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since h is a Lie ideal. If the induction hypothesis holds for i and the smallest
index j such that Zj ∈ h is equal to i+ 1 then by commuting Zi and Zi+1 we
get the claim under the induction hypothesis:
pi(Z1) · Z2 · . . . · Zi · Zi+1 · . . . = pi(Z1) · Z2 · . . . · Zi+1 · Zi · . . .
+ pi(Z1) · Z2 · . . . · [Zi, Zi+1] · . . .
= 0

An element p of a Hopf algebraH is called primitive if ∆(p) = p 1 + 1 p.
The set of primitive elements of a Hopf algebraH , which we denote by P (H),
forms a Lie algebra with the usual bracket [p, q] = pq − qp. Furthermore,
H P (H) defines a functor from the category of Hopf algebras to the cat-
egory of Lie algebras, that is if f : H K is a Hopf algebra morphism then
it restricts to a morphism of Lie algebras P (f) : P (H) P (K). It is the right
adjoint functor to U which assigns the enveloping Hopf algebra of a Lie al-
gebra discussed in Example 1.3.9. Let us also note that in characteristic zero
we have P (U(g)) = g, while in characteristic p Xp ∈ P (U(g)) for any X ∈ g.
There is another important consequence of the PBW basis for generalised
quotients.
Proposition 3.2.18
Let k be a field of characteristic 0. Let g be a finite dimensional k-Lie algebra and
h a Lie subalgebra of }. Then P (Q(g/h)) = g/h.
Proof: The proof goes exactly the same way as for U(g). We include it here
for completeness. Let B be a totally ordered basis of g and let us consider the
basis (3.6). For a basis element b = pi(Z0) · Z1 · . . . · Zm of Q(g/h) we have:
∆Q(g/h)(b) =b 1 + 1  b+ (3.8)
+
m−1∑
p=1
∑
σ - (p,m)-shuffle
pi(Zσ(1))Zσ(2) · · ·Zσ(p)  pi(Zσ(p+1))Zσ(2) · · ·Zσ(m)
where a (p,m)-shuffle σ is a permutation such that:
σ(1) < σ(2) < · · · < σ(p) and σ(p+ 1) < σ(p+ 2) < · · · < σ(m)
Note that sinceZ0 < · · · < Zm both factors of the tensor pi(Zσ(1))Zσ(2) · · ·Zσ(p)
and pi(Zσ(p+1))Zσ(2) · · ·Zσ(m) are basis elements (they are non zero, see (3.6)).
By definition of the comultiplication ∆Q(g/h) it follows that g/h is a subset of
the set of primitive elements of Q(g/h). Now, let
u =
l∑
i=1
αiZi
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where αi ∈ k and each Zi = pi(Zi,1)Zi,2 · . . . · Zi,mi is a basis element which
belongs to (3.6). Let v =
∑
i:αi=1
Zi ∈ pi(g). Then u − v is also a primitive
element. Hence without loss of generality we can assume that mi > 1 for
all i = 1, . . . , l. For such a primitive element u we will show that u = 0. By
equation (3.8) and since u is a primitive element we have:
l∑
i=1
mi−1∑
p=1
∑
σ - (p,m)-shuffle
pi(Zi,σ(1))Zi,σ(2) · · ·Zi,σ(p)  pi(Zi,σ(p+1))Zi,σ(p+2) · · ·Zi,σ(mi)
(3.9)
= ∆Q(g/h)(u)− u 1− 1  u = 0
Let b and b′ be basis elements which belong to (3.6) and let
I(b, b′) :=
(i, p, σ) :
σ is a (p,mi) shuffle,
b = pi(Zi,σ(1))Zi,σ(2) · · ·Zi,σ(p),
b′ = pi(Zi,σ(p+1))Zi,σ(p+2) · · ·Zi,σ(mi)

Then the condition (3.9) is satisfied if and only if for any pair of basis elements
b, b′ we have: ∑
(i,p,σ)∈I(b,b′)
αi = 0
We use the convention that the sum over an empty set is zero. Let us take
(i, p, σ), (j, q, τ) ∈ I(b, b′). Then we have:
pi(Zi,σ(1))Zi,σ(2) · · ·Zi,σ(p) =b = pi(Zj,τ(1))Zj,τ(2) · · ·Zj,τ(q)
pi(Zi,σ(p+1))Zi,σ(p+2) · · ·Zi,σ(mi) =b′ = pi(Zj,τ(q+1))Zj,τ(q+2) · · ·Zj,τ(mj)
It follows that p = q andmi = mj and for all 1 6 t 6 mi:
Zi,σ(t) = Zj,τ(t)
Now we have:
#{t : Zi,t = X} = #{t : Zj,t = X} (3.10)
Now, if Zi 6= Zj then there exists a minimal index t′ such that Zi,t′ 6= Zj,t′
and Zi,t = Zj,t for all t < t′. Without loss of generality we can assume that
Zi,t′ < Zj,t′ . Since Zj,s 6 Zj,s+1 for all swe have:
#{t : Zj,t = Zi,t′} = #{t : Zj,t = Zi,t′ and t < t′}
= #{t : Zi,t = Zi,t′ and t < t′}
< #{t : Zi,t = Zi,t′}
But this contradicts equation (3.10). Thus Zi,t = Zj,t for all t and hence
Zi = Zj . In consequence i = j. This shows that if I(b, b′) is non-empty, then
there exist uniquely determined numbers i and p such that any element of
3.2. BIALGEBRAS AND HOPF ALGEBRAS 67
I(b, b′) looks like (i, p, σ) for some (p,mi)-shuffle σ. Let us denote this num-
ber by ib,b′ . Equation (3.9) is equivalent to αib,b′ ·#I(b, b′) = 0 for all pairs b, b′
of basis elements of Q(g/h). Since #Ib,b′ is a natural number and the charac-
teristic of the field k is zero we get αi = 0 for all i. Thus u = 0. This proves
that all the primitive elements of Q(g/h) are those of g/h. 
For a (one-sided) coideal subalgebraK of a Hopf algebraH we letK+ :=
K ∩ ker.
Proposition 3.2.19
Let g be a finite dimensional Lie algebra over a field k of characteristic zero and let
h be a Lie subalgebra. Then we have isomorphism of generalised quotients:
U(g)
U(g)/U(h)+U(g) U(g/h)
p Q(pi)
∼=
(3.11)
where p : U(g) U(g)/U(h)+U(g) is the natural projection.
Proof: Let choose a Poincaré–Birkhoff–Witt basis forQ(g/h) as given in equa-
tion (3.6). Then we define a k-linear map φ : Q(g/h) U(g)/U(h)+U(g), by
φ(pi(Z0)·Z1 ·. . .·Zn) = p(Z0)·Z1 ·. . .·Zm, where pi(Z0)·Z1 ·. . .·Zn is a basis ele-
mentwhich belongs to (3.6). Clearly, φ is amorphism of generalised quotients
and hence, by commutativity of diagram (3.11), it is an epimorphism. Now
let us consider φ|P (Q(g/h)) : P (Q(g/h)) P (U(g)/U(h)+U(g)). We already
know that P (Q(g/h)) = g/h. Furthermore, g/h ⊆ P (U(g)/U(h)+U(g)), which
follows from the Poincaré–Birkhoff–Witt theorem for U(g). It follows that
φ|P (Q(g/h)) : P (Q(g/h)) P (U(g)/U(h)+U(g)) is a monomorphism. Now
sinceQ(g/h) is a pointed irreducible coalgebra by Corollary (3.2.16) it follows
that φ is an injective homomorphism (by [Abe, 1980, Thm 2.4.11]). 
Theorem 3.2.20
Let g be a finite dimensional Lie algebra over a field k of characteristic 0. Then
Quot(U(g)) ∼= QuotLie(g), where QuotLie(g) denotes the poset of quotient Lie
algebras of the Lie algebra g. Furthermore, there is an order reversing isomorphism
Quotgen(U(g)) ∼= SubLie(g), where SubLie(g) is the poset of Lie subalgebras of
the Lie algebra g.
Proof: We will show that the following two order reversing maps:
Quotgen(U(g)) 3 Q ker(g P (Q)) ∈ SubLie(g)
SubLie(g) 3 h Q(g/h) ∈ Quotgen(U(g))
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are inverse bijections. Let pi : U(g) Q be a generalised quotient. Since pi(g)
generates Q as a U(g)-module we have an epimorphism φ : Q(pi(g)) Q in-
duced by the inclusion pi(g) ⊆ P (Q). The coalgebra Q(pi(g)) is pointed irre-
ducible (see Corollary 3.2.16 on page 63). Themap φ|P (U(pi(g))) is the inclusion
P (Q(pi(g))) = pi(g) ⊆ Qwhen k has characteristic zero (see Proposition 3.2.18
on page 65). It follows that φ is a monomorphism by [Abe, 1980, Thm 2.4.11].
Thus φ is an isomorphism. We get: P (Q) = P (Q(pi(g))) = pi(g), and hence
P (Q) is indeed a quotient Lie algebra of g (or a quotient of g by a Lie subal-
gebra, see Note 3.2.12) and Q(P (Q)) = Q(pi(g)) ∼= Q as generalised quotients
of U(h). On the other hand if h is a quotient of g by a Lie subalgebra, then
Q(h) ∈ Quotgen(U(g)) and P (Q(h)) = h, since k has characteristic zero (see
Proposition 3.2.18).
Once we have shown the result for generalised quotients the claim for
Hopf algebra quotients follows from Proposition 3.2.17 (on page 64). Note
that if Q is a Hopf algebra quotient then the map g = P (U(g)) P (Q) is an
epimorphism of Lie algebras. Thus its kernel is a Lie ideal. 
Quantum enveloping algebras
Heckenberger and Kolb classify all homogeneous right coideal subalgebras
of a quantised enveloping algebra of a complex semisimple Lie algebra g. A
(one-sided) coideal subalgebra is called homogeneous if it contains the Hopf
subalgebra of all group-like elements. Interestingly the classification is based
on theWeyl groupW of g. The first hint that such a classificationwas possible
was given by Kharchenko and Sagahon [2008]. They provided a complete
classification of homogeneous right coideal subalgebras of the multiplier ver-
sion of Uq(sln+1) (with q not a root of unity). This led to the conjecture that
the number of homogeneous right coideal subalgebras of the Borel Hopf sub-
algebra of Uq(g) coincides with the order of the Weyl group of g. Kharchenko
proved this conjecture for g of type An and Bn (Kharchenko and Sagahon
[2008]; Kharchenko [2011]). The classification of right coideal subalgebras of
U(g) done by Heckenberger and Kolb is based on the results of Heckenberger
and Schneider [2009]. Let us note that in the classical case U(h) is a Hopf sub-
algebra of U(g) for any Lie subalgebra h of g (and U(h) = U(g)coQ(g/h), which
follows from Example 4.6.5). But in the quantum case this is no longer true:
Uq(h), when defined, might not be isomorphic to a Hopf subalgebra of Uq(g).
This actually led to the investigation of one sided coideal subalgebras, since
there are analogs of U(h) in Uq(g) which are one sided coideal subalgebras
(see Letzter [2002]).
Let us note that in the classical situation: for a separable field extension
E/Fwhich is a Hopf Galois with Hopf algebraH (over a subfield k ⊆ F, there
exists an extension L of k such that L k H is isomorphic to a group Hopf
algebra (see Greither and Pareigis [1987]). It seems that group-like elements
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are essential in the commutative situation, though this might not be the case
for non commutative extensions. Nevertheless let us note that the coideal
right ideals which correspond (via Takeuchi correspondence, Theorem 4.6.1)
to one sided coideal subalgebras classified by Heckenberger and Kolb do not
contain any group-like elements other than the image of 1 ∈ H . It is so since
all the classified one sided coideal subalgebras contain the radical.
3.3 Comodule subalgebras
LetA be anR- algebra. The poset of all subalgebraswill be denoted by SubAlg(A)
and SubAlg(A/B) is the interval [B,A] in SubAlg(A). Both lattices are algeb-
raic. The compact elements of SubAlg(A/B) are the finitely generated subal-
gebras, and the compact elements of SubAlg(A/B) are the algebras which are
generated by B and a finite set of elements of A\B.
LetQ be a generalised quotient of a bialgebraH . Then A is aQ-comodule
with the structure map δQ := (id  piQ) ◦ δA, where piQ : H Q is the projec-
tion. IfQ is a bialgebra quotient thenA is aQ-comodule algebra. The poset of
H-comodule subalgebras will be denoted by SubAlgH (A). Let us define the
following interval in SubAlgH (A):
SubAlgH (A/A
coH) := {B ∈ SubAlgH (A) : AcoH ⊆ B}
The lattice of H-comodule subalgebras of A is an upper subsemilattice of
SubAlg(A) and thus it is complete. If H is flat as an R-module, then for Si ∈
SubAlgH (A) (i = 1, 2) we have S1 ∧ S2 = S1 ∩ S2, which follows from The-
orem 3.1.29.
Proposition 3.3.1
Let H be a bialgebra and let A be an H-comodule algebra such that H is a flat
Mittag–LefflerR-module. Then the posets SubAlgH (A) are algebraic lattices.
Proof: It follows from Theorem 3.1.29 that both SubAlg(A) and SubAlgH (A) are
∩−→∪ -structures. 
3.4 Summary
Let us bring together all the lattices considered:
poset objects properties
coId(C) coideals of a coalgebra C complete and dually al-
gebraic (p.47)
Quot(C) quotient coalgebras of a coalgebra C algebraic (p.47)
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SubCoalg(C) subcoalgebras of a coalgebra C algebraic (p.49) and
dually algebraic (p.49)
(over a field)
coIdr(C) right coideals of a coalgebra C complete, algebraic
(p.52) (if C is a flat ML
module)
coIdl(C) left coideals of a coalgebra C as above (p.52)
SubModC (M) subcomodules of a right C-comoduleM as above (p.52)
Idbi(B) biideals of a bialgebra B complete (p.55)
Subbi(B) subbialgebras of a bialgebra B algebraic (p.55) (over a
field)
IdHopf (H) Hopf ideals of a Hopf algebra H complete (p.55)
SubHopf (H) subbialgebras of a Hopf algebra H algebraic (p.55) (over a
field)
Quot(B) bialgebra (Hopf algebra) quotients of a bi-
algebra (Hopf algebra) B
complete (p.55)
Quotgen(B) quotients of a bialgebra (Hopf algebra) B
by a right ideal coideal
complete (p.57)
Subgen(B) left coideal subalgebras of a bialgebra (or
a Hopf algebra) B
algebraic (p.57) (if B is a
flat MLmodule)
SubAlg(A) subalgebras of an algebra A algebraic
SubAlgH (A) H-comodule subalgebras of an
H-comodule algebra A
algebraic (p.69) (if H is a
flat MLmodule)
In the above table an ML is a abbreviation for Mittag–Leffler.
Chapter 4
Galois Theory for Hopf–Galois
extensions
In this chapter we introduce Galois theory for Hopf–Galois extensions. Let us
note that the most common argument to useQuotgen(H) rather thanQuot(H)
is that a noncommutative Hopf algebra might have too few (or even no non
trivial) quotient Hopf algebras. As we noted before, there is another import-
ant argument, which shouldn’t be missed. In the case of the group Hopf al-
gebra k[G] (and its dual k[G]∗ ifG is finite) the poset of generalised quotients
is isomorphic to the poset of isomorphism classes of transitive G-sets (which
is anti-isomorphic to the poset of subgroups of G), while the Hopf quotients
correspond to group quotients of G (normal subgroups). Since in Galois the-
ory one considers the poset of subgroups ofG (ormore generally the category
ofG-sets, as in the Grothendieck approach to Galois Theory, see Borceux and
Janelidze [2001]) it is more natural to use the poset of generalised quotients
of Hopf algebras.
We begin with a section about the Schauenburg approach towards the
Galois theory ofHopfGalois extensions of commutative rings. He considers a
faithfully flatH-Galois extension of the commutative base ring and constructs
a Hopf algebraL(A,H) for whichA is anL(A,H)-H-bicomodule algebra and
anL(A,H)-Galois extension of the base ring. Then he constructs a Galois con-
nection between H-comodule subalgebras of A and generalised quotients of
L(A,H). In the following section we introduce a more general construction
of a Galois correspondence for H-extensions. Our result, in the following
section, differs significantly from Schauenburg’s. First of all, we construct a
Galois connection between subalgebras (rather than H-comodule subalgeb-
ras) of an H-comodule algebra A and generalised quotients of H . Secondly,
we drop the assumption that the coinvariants subalgebramust be equal to the
commutative base ring. Importantly, we also leave the assumption that the
extension is Hopf–Galois (Definition 1.3.13). We will require that both the
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algebra and the Hopf algebra are flat Mittag–Leffler modules over the base
ring. This extra module theoretical condition is always satisfied over a field.
In this contextweprovide another, new, construction of theGalois connection.
The formula obtained for the adjoint will be used later. It resembles, to some
extent, the known formula for a Galois connection between left coideal sub-
algebras and generalised quotients of a Hopf algebra (see Theorem 4.6.1). Let
us note that applying our construction to the left L(A,H)-comodule algebra
A, as considered by Schauenburg, one will get the same adjunction, which
follows from the uniqueness of Galois correspondences (see Remark 4.2.3).
In section 4.3 (on page 86) we give two interesting results on closed ele-
ments, one for subalgebras (Theorem 4.3.1) and one for generalised quotients
(Corollary 4.3.4). The first one shows that for an H-Galois extension satisfy-
ing some module theoretic assumptions, a subalgebra S is closed if and only
if the following map is a bijection:
canS : S B A A @ψ(S) H, canS(a b) = ab(1)  b(2)
We make an attempt to show a similar result for generalised quotients. As-
suming that theH-extensionA/AcoH has epimorphic canonicalmap, and sat-
isfies some additional module theoretic conditions, we show (Corollary 4.3.4)
that a generalised quotient pi : H Q is closed if the following map is a bijec-
tion:
canQ : AAcoQ A AQ, canQ(a b) = ab(1)  pi(b(2))
In Theorem 4.7.1 we will show that for crossed products this is a sufficient
and necessary condition. We also show, that for H-Galois extensions over a
field, the above canonical map is an isomorphism if and only if Q is closed
and the map δA δA : AAcoQ A (AH)AHcoQ (AH) is an injective
map (see Theorem 4.6.7 on page 102).
In section 4.4 (on page 89) we generalise Schauenburg’s theory of admiss-
ible objects. We show that admissible subalgebras and admissible generalised
quotients are in bijective correspondence for Hopf Galois extensions (under
some module theoretic conditions). Let us note that we redefine admissib-
ility of subalgebras of a comodule algebra. We show that our definition is
equivalent with Schauenburg’s when one considers faithfully flat H-Galois
extensions of the base ring with the assumption that H has a bijective anti-
pode (which is also considered by Schauenburg). Schauenburg obtained a
1-1 correspondence between admissible H-subcomodule algebras of A and
admissible generalised quotients of L(A,H). We show that, in our broader
context, admissible subalgebras ofA are in bijective correspondence with ad-
missible generalised quotients of H . We also show that Schauenburg theory
of admissible objects is a special case of our result (up to our stronger module
theoretical assumptions).
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4.1 Schauenburg’s approach to Hopf–Galois extensions of commut-
ative rings
Our approach to closed elements of the Galois connection between sub al-
gebras of an H-extension and generalised quotients of H generalises the res-
ults of Schauenburg. His construction of the correspondence is different than
ours and requires additional assumptions, nevertheless these assumptions
and constructions allow one to use Hopf algebraic methods more extens-
ively than in our approach. For the purpose of completeness and a better
understanding we discuss here, in this preliminary section, the approach of
Schauenburg. It is based on two articles Schauenburg [1996] and Schauen-
burg [1998]. Schauenburg’s constructionwas an adaptation of an earlier work
of van Oystaeyen and Zhang.
First let us note that Schauenburg’s approach applies only to faithfully
flatH-Galois extensions of commutative rings. In this section wewill assume
that A is an R-algebra which is faithfully flat as an R-module. Furthermore,
we will assume that it possess anH-comodule algebra structure making it an
H-Galois extension.
Before we start with the constructions we will introduce the following
Sweedler–type notation:
can−1H (1  h) =: h[1]  h[2] ∈ AA (4.1)
where h ∈ H and canH is the canonicalmap (1.5). The above map satisfies the
following relations:
(hk)[1]  (hk)[2] = k[1]h[1]  h[2]k[2] (4.2a)
h[1]h[2] = (h)1A (4.2b)
a(0)(a(1))[1]  (a(1))[2] = 1A  a (4.2c)
h[1]  (h[2])(0)  (h[2])(1) = (h(1))[1]  (h(1))[2]  h(2) (4.2d)
(h[1])(0)  h[2]  (h[1])(1) = (h(2))[1]  (h(2))[2]  S(h(1)) (4.2e)
where h ∈ H and a ∈ A. Equation 4.2b is just a consequence of the following
equality idA   ◦ canH(a  b) = ab; for (4.2c) it is enough to compute canH
of both sides and conclude that they are equal:
canH(a(0)(a(1))[1]  (a(1))[2]) = a(0)a(1)[1]a(1)[2](0)  a(1)[2](1)
= a(0)  a(1) by (4.1)
= canH(1 a)
where a ∈ A. Equation (4.2d) is a consequence of the fact that canH is a
right H-comodule map (where H-comodule structures on A A and AH
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are induced from the right tensor factor). Finally, the first one can now be
checked in the following way:
canH(b[1]a[1]  a[2]b[2]) = b[1]a[1](a[2])(0)(b[2])(0)  (a[2])(1)(b[2])(1)
= (b(1))[1](a(1))[1](a(1))[2](b(1))[2]  a(2)b(2) by (4.2d)
= 1 ab by (4.2b)
Now we are ready to give the main Schauenburg’s construction:
Proposition 4.1.1 ([Schauenburg, 1996, Prop. 3.5])
Let H be a Hopf algebra over a commutative ring R and let A/R be a faithfully
flatH-Galois extension. Let L(A,H) := (AA)coH , whereAA is considered
with the codiagonal coaction of H :
AA AAH, a b a(0)  b(0)  a(1)b(1)
Then:
1. L(A,H) is a subalgebra of AAop ;
2. the coalgebra structure is given by1:
∆L(A,H)(x y) = x(0)  can−1H (1 x(1))  y
L(A,H)(x y) = xy ∈ AcoH = R
SL(A,H)(x y) = y(0)  (y(1))[1]x(y(1))[2]
The above structure turns L(A,H) into anR-Hopf algebra.
For the proof that this indeed defines a Hopf algebra structure on (AA)coH
see [Schauenburg, 1996, Lemma 3.3 and Theorem 3.5]. Now, A becomes an
L(A,H)-H-biGalois extension. That means A/R is:
1. a left L(A,H)-comodule algebra which is an L(A,H)-Galois extension
ofR, with the L(A,H)-comodule structure given by:
δL(A,H) : A L(A,H) A, δL(A,H)(a) := a(0)  can−1H (1 a(1))
2. a right H-comodule algebra which is an H-Galois extension ofR.
Moreover the two comodule structures: left L(A,H) and right H-comodule
commute (see the diagram below) making A an L(A,H)-H-bimodule:
1In the following formulas we use simple tensors, which is an abuse of notation, since the
domain of the coalgebra structure maps is (AA)coH , which might not be spanned by simple
tensors. We do that for the sake of clarity.
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A AH
L(A,H)A L(A,H)AH
δH
δL(A,H)  idHδL(A,H)
idL(A,H)  δH
We will use the following Sweedler notation for bicomodules:
δH(a) := a(0)  a(1) ∈ AH
δL(A,H)(a) := a(−1)  a(0) ∈ L(A,H) A
where a ∈ A. We will show now that A is L(A,H)-Galois. We will prove
slightly more, since we will need this result later:
Lemma 4.1.2
LetH be a flat Hopf algebra over a commutative ringR and letA/R be a faithfully
flatH-Galois extension. Finally, let S ∈ SubAlg(A). Then the following map is a
bijection:
canS : ASA (ASA)coHA, canS(aS b) = a(0)S (a(1))[1](a(1))[2]b
If we take S = R then canS is the canonical map associated with the left
L(A,H)-comodule algebra A.
Proof: This a consequence of the fundamental theorem for Hopf modules,
but we will present a direct computation. The inverse of canS is given by:
can−1S : (AS A)coH A AS A, can−1S (aS b c) = aS bc
Indeed:
can−1S ◦ canS(a b) = a(0) S (a(1))[1](a(1))[2]b
= a(0)  (a(1))b by (4.2b)
= a b
Now take a  b  c ∈ (A S A)coH  A (again we abuse the notation, since
(AS A)coH might not be generated by simple tensors):
canS ◦ can−1S (aS b c) = canS(aS bc)
= a(0) S (a(1))[1]  (a(1))[2]bc
= a(0) S b(0)(b(1))[1](a(1))[1]  (a(1))[2](b(1))[2]c by (4.2c)
= a(0) S b(0)(a(1)b(1))[1]  (a(1)b(1))[2]c by (4.2a)
= aS b c
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Where the last equation follows since a b ∈ (AS A)coH and 1H [1]1H [2] =
1A  1A. 
A very important property of this construction is that the pair
(L(A,H), δL(A,H))
is the final object in the category (see [Schauenburg, 1996, Lem. 3.2]) in which
objects areR-modulesM togetherwith a rightH-colinearmap δM : A M
A, and where morphisms are commutative triangles:
A
M A N A
δM δN
f  idA
Based on the above universal property Schauenburg shows the following
Proposition 4.1.3 ([Schauenburg, 1996, Prop. 3.5])
Let A be a faithfully flatH-Galois extension of the commutative base ringR. Let
B be a bialgebra which turns A into a B-H-biGalois extension. Then there exists
a unique isomorphism f : L(A,H) B compatible with the B-comodule and
L(A,H)-comodule structures on A.
Let us now state the Schauenburg construction of the Galois correspondence,
which we are going to generalise in a subsequent section.
Proposition 4.1.4 ([Schauenburg, 1998, Prop. 3.2])
LetA/R be a faithfully flatH-Galois extension and let us consider L = L(A,H).
Then there exists a Galois correspondence:
SubAlgH (A) Quotgen(L(A,H)) (4.3)
where SubAlgH (A) is the poset of H-subcomodule algebras of A, a generalised
quotient Q ∈ Quotgen(L(A,H)) is mapped to coQA := {a ∈ A : δL(A,H)(a) =
1L(A,H)  a}; while a subalgebra S ∈ SubAlg(A) is mapped to (A S A)coH ∈
Quotgen(L(A,H)).
Further, Schauenburg defines interesting classes of subalgebras and general-
ised quotients. Then he proves that these objects embed into closed elements
of the above Galois correspondence. Later on we will amend this definition,
so that it will work also forH-extensions with a noncommutative subalgebra
of coinvariants.
Definition 4.1.5
1. Let C be a coalgebra and let C D be a coalgebra quotient. We call D
left (right) admissible if it is flat as an R-module and C is right (left)
faithfully flat as a D-comodule.
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2. Let S ∈ SubAlg(A), then S is called left (right) admissible if A is faith-
fully flat as a left (right) S-module.
Admissible objects are defined as the ones which are both left and right admissible.
The definition of admissibility for subalgebras will have to be altered in the
next section. We will use the following result:
Proposition 4.1.6 ([Schauenburg, 1998, Prop. 3.5])
Let H be anR-flat Hopf algebra with a bijective antipode. Then the map:
Quotgen(H) 3 H/I (H/I)op := H/SH(I) ∈ Quotgen(Hop)
is a bijection with inverse Quotgen(Hop) 3 H/I (H/I)op := H/SHop (I) ∈
Quotgen(H
op). The quotient Qop ∈ Quotgen(Hop) is right (left) admissible if
and only if Q ∈ Quotgen(H) is left (right) admissible.
The main theorem concerning closed elements of (4.3) is the following:
Theorem 4.1.7 ([Schauenburg, 1998, Thm. 3.6])
Let H be a Hopf algebra with a bijective antipode and let A be a faithfully flat
H-Galois extension of the base ring R. Then the Galois correspondence (4.3) re-
stricts to bijection between (left, right) admissible generalised quotients ofL(A,H)
and H-subcomodule algebras S of A such that A is (left, right) faithfully flat
over S.
4.2 Galois correspondence for H-extensions
We begin this sectionwith a construction of a Galois connection between gen-
eralised subalgebras and generalised quotients of a bialgebra which is flat as
anR-module. This Galois connection, as reported by Schauenburg is folklore.
We put the proof here, since it is not written elsewhere in the generality that
we will need.
Proposition 4.2.1
LetH be a bialgebra, which is flat over a commutative base ringR. Then the maps:
Subgen(H)
ψ
φ
Quotgen(H) (4.4)
where φ(Q) = HcoQ, ψ(K) = H/K+H form a Galois connection.
Proof: First we show that the maps (4.4) are well defined and then we show
that they form aGalois connection. LetK ∈ Subgen(H) be a left coideal subal-
gebra, thenK+ is a coideal: let us consider x = ∆(k)− k 1 ∈ H K, where
k ∈ K+. Since id  (x) = 0 and H is flat, we have x ∈ H K+. Moreover
x−1k ∈ H+K+, because id(x) = k. Thus∆(k)−k1−1k ∈ H+K+.
78 CHAPTER 4. GALOIS THEORY FOR HOPF–GALOIS EXTENSIONS
Hence K+H is a coideal and a right H-ideal. Now let Q ∈ Quotgen(H) and
let pi be the canonical surjection pi : H Q. Then HcoQ is a subalgebra: for
x, y ∈ HcoQ we have
(xy)(1)  pi((xy)(2)) = x(1)y(1)  pi(x(2)y(2))
= x(1)y(1)  pi(x(2))y(2)
= xy(1)  pi(1)y(2)
= xy(1)  pi(y(2))
= xy  pi(1)
It remains to show that it is a left coideal. For this let x ∈ HcoQ. One easily
gets that
x(1)  x(2)(1)  pi(x(2)(2)) = x(1)  x(2)  pi(1)
Hence x(1)  x(2) ∈ (H H)coQ = H  (HcoQ), since H is a flat R-module.
This shows that HcoQ is a left H-comodule subalgebra.
Now let us show that these two maps indeed define a Galois connection.
Let Q = H/I ∈ Quotgen(H) and let pi : H Q be the projection map. Then
we want to show that (HcoQ)+H ⊆ I . For this let∑i xiyi ∈ (HcoQ)+H be
such that each xi ∈ (HcoQ)+. Then we have:
pi
(∑
i
xiyi
)
= (xi(1)yi(1))pi(xi(2)yi(2))
= (xi(1)yi(1))pi(xi(2))yi(2)
= (xiyi(1))pi(yi(2))
= 0
Now let us take a K ∈ Subgen(H), and let piK : H H/K+H be the natural
projection. Then for every k ∈ K we have:
k(1)  piK(k(2))− k  piK(1) = k(1)  piK(k(2) − (k(2))1) = 0
ThusK ⊆ HcoH/K+H , and indeed the maps (4.4) define a Galois connection.

Now we prove existence of the Galois correspondence for comodule al-
gebras without the restriction of Schauenburg’s approach. Afterwards we
will also show how the result can be improved if the base ring happens to be
a field. In this case the correspondence has a very similar form to the corres-
pondence of the previous Proposition.
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Theorem 4.2.2 (Galois correspondence forH-comodule algebras)
Let H be a bialgebra and let A/B be an H-extension over a commutative ring
R such that A and H are flat Mittag–Leffler R-modules. Then we have a Galois
connection:
SubAlg(A/B)
ψ
φ
Quotgen(H) (4.5)
where φ(Q) := AcoQ and ψ is given by the following formula:
ψ(S) =
∨
{Q ∈ Quotgen(H) : S ⊆ AcoQ} (4.6)
for S ∈ SubAlg(A/B).
Proof: We shall show that φ reflects all suprema: Aco
∨
i∈I Qi =
⋂
i∈I A
coQi .
From the set of inequalities:
∨
i∈I Qi < Qj (∀j∈I) it follows that Aco
∨
i∈I Qi ⊆⋂
i∈I A
coQi . Let us fix an element a ∈ ⋂i∈I AcoQi . We let Ii denote the coideal
and right ideal such that Qi = H/Ii. We identify A  Ii with a submodule
of AH , which can be done under the assumption that A is flat overR. We
want to show that:
∀i∈I a ∈ AcoQi ⇔ ∀i∈I δ(a)− a 1 ∈ A Ii
⇔ δ(a)− a 1 ∈ A⋂
i∈I
Ii
⇔ a ∈ Aco
∨
i∈I Qi
The first equivalence is clear, the second follows from the equality:
⋂
i∈I A
Ii = A⋂i∈I Ii which holds since flat Mittag–Leffler modules have the inter-
section property (cf. Corollary 2.1.36). It remains to show that if δ(a)−a1 ∈
A  ⋂i∈I Ii then δ(a)− a 1 ∈ A∧i∈I Ii. The other inclusion is clear, i.e.
A∧i∈I Ii ⊆ A⋂i∈I Ii (see formula (3.1) on page 57). We proceed in three
steps. We first prove this for H , then for A  H and finally for a general co-
module algebra A.
(i) For A = H this follows using the Galois connection (4.4). Let h ∈
H be such that ∆(h) − h  1 ∈ H  ⋂ Ii. Hence for all i we have
∆(h)−h1 ∈ HIi, sinceH is a flat module, and as a consequence h ∈⋂
i∈I H
coQi . LetK =
⋂
i∈I H
coQi ∈ Subgen(H). Now by the Galois con-
nection property for all i ∈ I we have: Qi 6 H/HcoQi+H 6 H/K+H .
Thus
∨
i∈I Qi 6 H/K+H and as a consequence:⋂
i∈I
HcoQi = K ⊆ HcoH/K+H ⊆ Hco
∨
Qi
Hence ∆(h)− h 1 ∈ H ∧i∈I Ii.
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(ii) Now the proof for A H : let x := ∑nk=1 ak  hk ∈ A H be such that
y :=
∑n
k=1 ak  ∆(hk)−∑nk=1 ak  hk  1H ∈ AH ⋂i∈I Ii. Let us
write y =
∑m
k=1 a
′
k  h′k  l′k where a′k ∈ A, h′k ∈ H , l′k ∈ ⋂i∈I Ii for each
k = 1, . . . ,m. SinceA is a flat Mittag–Leffler module, every finitely gen-
erated submodule ofA is contained in a projective submodule [Herbera
and Trlifaj, 2009, Thm 2.9]. LetA0 be a projective submodule ofAwhich
contains both {ak : k = 1, . . . , n} and {a′k : k = 1, . . . ,m}. By projectiv-
ity of A0 we can choose a "dual basis", i.e. a set of elements ej ∈ A0 and
their "duals" ej ∈ A∗0, such that ej(a) is non zero only for finitely many
j ∈ J and∑j∈J ejej(a) = a for every a ∈ A0. Using (i) above we get:
n∑
k=1
ej(ak)∆(hk)− ej(ak)hk  1 = m∑
k=1
ej(a′k)h
′
k  l′k ∈ H ∧
i∈I
Ii
and by the dual basis property we conclude that:
ak ∆(hk)− ak  hk  1 ∈ A0 H ∧
i∈I
Ii
It follows that y ∈ AH ∧i∈I Ii, as we claimed.
1. The general case. Let us observe that if a(0 )  a(1 ) − a  1 ∈ A ⋂i∈I Ii
then a(0 )  a(1 )  a(2 ) − a(0 )  a(1 )  1 ∈ A  H  ⋂i∈I Ii. Now by
(ii): a(0 )  a(1 )  a(2 ) − a(0 )  a(1 )  1 ∈ A H ∧i∈I Ii. Computing
idA   idH we get δ(a)− a 1 ∈ A∧i∈I Ii.
The formula ψ(S) =
∨{Q ∈ Quotgen(H) : S ⊆ AcoQ} is an easy con-
sequence of the Galois connection properties (cf. formula 1.3 on page 13). 
Note that the above theorem also holds for left H-comodule algebras rather
than right ones.
Remark 4.2.3 If B is commutative and H is a projective over the base ring then
A/B is projective (B H)-Hopf Galois extension by [Kreimer and Takeuchi, 1981,
Thm 1.7]. Thus the above theorem applies as well as Schauenburg’s result Proposi-
tion 4.1.4 (page 76). Note that Schauenburg constructs a Hopf algebra L such that
A/B is an L-H-biGalois extension and he constructs a Galois connection between
quotients of L and intermediate H-comodule subalgebras of A/B. The value of his
approach is that the construction of L allows us to prove more about the correspond-
ence (cf. [Schauenburg, 1998, Thm. 3.8]).
Let us note that if we apply the above theorem to the leftL(A,H)-comodule algebra
we get the Schauenburg adjunction. Coinvariants of quotients of L(A,H) are always
H-subcomodule subalgebras, since A is an L(A,H)-H-bicomodule algebra. Now,
since we assume thatH is a flat Mittag–Leffler module, the inclusion ofH-comodule
subalgebras of A into subalgebras SubAlgH (A) ⊆ SubAlg(A) preserves infinite in-
tersections by Theorem 3.1.29. We conclude that both adjunctions coincide by the
uniqueness of Galois connections (Proposition 1.2.2 on page 12) .
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Finally, let us note that in the Schauenburg context, the coinvariants of generalised
quotients of H are always L(A,H)-comodule subalgebras.
Theorem 4.2.4
Let A/B an H-extension over a base field k, with the comodule structure map
δA : A AH and let S ∈ SubAlg(A/B). Then ψ(S) = H/K+SH , whereKS
is the smallest element of Subgen(H) such that δA(S) ⊆ AKS , i.e.
KS :=
⋂{
K ∈ Subgen(H) : δA(S) ⊆ AK} (4.7)
Proof: It is enough to show that φ : Quotgen(H) 3 Q AcoQ ∈ SubAlg(A/B)
and ψ′ : SubAlg(A/B) 3 S H/K+SH ∈ Quotgen(H) form a Galois connec-
tion, by Proposition 1.2.2(iii). Let us note that KS ∈ Subgen(H), as given by
formula (4.7), is well defined since the infimum in Subgen(H) is the set theor-
etic intersection, which follows from Proposition 3.1.29 on page 52. First we
show thatS ⊆ AcoH/K+S H . Let s ∈ S and letpi : H H/K+SH be the canonical
projection. Now, by definition ofKS , we have δA(s) ∈ AKS . We get the fol-
lowing equality in AH/K+SH : s(0)  pi(s(1)) = s(0)  (s(1))pi(1) = s pi(1).
Thus S ⊆ AcoH/K+S H . Now, let Q ∈ Quotgen(H) and let K = HcoQ. Then
δA(A
coQ) ⊆ AK, by commutativity of the following diagram:
AcoQ AH AH H
AQ AH Q
δA idA ∆
δA  idH
idA  pi
δA  idQ
idA  idH  pi
For a ∈ AcoQweget a(0)a(1)pi(a(2)) = a(0)a(1)pi(1). Sincewe can choose
all the elements a(0) to be linearly independent we get that δA(AcoQ) ⊆ AK
and hence KAcoQ ⊆ K = HcoQ. Now we get H/K+AcoQH < H/K+H < Q,
where the last inequality follows from Theorem 4.6.1 on page 98. 
Note that if H is finite dimensional and Q is a Hopf algebra quotient then
AcoQ = δ−1A (A  HcoQ) (by [Schneider, 1992a, Thm. 1.7]). Let us note two
similarities in this proof and the previous one. The existence of KS is guar-
anteed by flatness and the Mittag–Leffler property of A (which over fields
holds trivially). This is due to Proposition 2.1.30 (see also Proposition 2.1.35
on page 35). Also note that in both proofs we use the Galois connection 4.4
(which can be proven independently, cf. [Schauenburg, 1998, Theorem 3.10]).
Example 4.2.5 Let us take A to be the k[G]-comodule k-algebra defined in
Example 1.3.11(iii). The generalised quotients of k[G] are of the form pi :
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k[G] k[G/G0] for some subgroup G0 of G by Proposition 3.2.9 (page 58).
The correspondence:
SubAlg(A/Ae)
ψ
φ
Quotgen(k[G])
where e ∈ G is the unit of G, is given by φ(k[G/G0]) =
∑
g∈G0 Ag and ψ(B)
corresponds to the smallest subgroup G0 ⊆ G such that B ⊆
∑
g∈G0 Ag. We
can see that in this example ψφ = idQuotgen (k[G]), but φψmight not be an iden-
tity morphism.
Remark 4.2.6 Let E/F be a finite field extension. Let Subfield(F ⊆ E) denote the
lattice of subfields of a fieldE containing a subfield F and Subring(F ⊆ E) is the lattice
of all intermediate subrings. There is the following diagram of Galois connections in
which the upper Galois connection is the classical one and the lower one is the Galois
connection (4.5).
Subfield(E/F) Sub(Gal (E/F))
Subring(E/F) Quotgen(F [Gal(E/F)]∗)
∼=
Gal
Fix
ψ
φ
where the right vertical map is the isomorphism of Proposition 3.2.10 (on page 60)
and (Fix,Gal) is the classical adjunction of Galois theory of finite field extensions.
Commutativity of this diagram follows from the formula:
EcoF[G
′]∗ = Fix(G′)
It follows that φ factorises through the embedding Subfield(F ⊆ E) ⊆ Subring(E/F),
and thus the only closed elements of the Galois connection (φ, ψ) in Subring(E/F) are
the ones coming from closed elements of the lattice Subfield(E/F). Normal subgroups
of the Galois group correspond to conormal quotients ofH , i.e. quotients by a normal
ideal, and also to normal subextensions.
Example 4.2.7 Let q be a primitive fourth root of unity and let k = Q[q]. Let
A be the k-algebra generated by J,X,Z subject to the relations: XZ = qZX ,
X4 = Z16 = 1, J2 = −1 (J commutes with both X and Z). We let Y = Z4,
and let B be the subalgebra generated by X and Y . Now let us construct the
following Hopf algebraH . As an algebra it is generated by the elements c, s, t
which satisfy the following relations:
c2 + s2 = 1, cs = 0,
ct = tc, ts = −st
t2 = 1
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The coalgebra structure is given by:
∆(c) = c c− s s
∆(s) = s c+ c s
∆(t) = t t
Coassociativity of the comultiplication is a straightforward calculation:
∆  id ◦∆(c) = c c c− s s c− s c s− c s s
id ∆ ◦∆(c) = c c c− c s s− s c s− s s c
and thus ∆  id ◦∆(c) = id  ∆ ◦∆(c), similarly
∆  id ◦∆(s) = c c s− s s s+ s c c+ c s c
id ∆ ◦∆(s) = c c s+ c s c+ s c c− s s s
Thus ∆ id ◦∆(s) = id ∆ ◦∆(s). The counit is given by (c) = 1, (s) = 0
and (t) = 1. Finally, the antipode is defined by S(c) = c, S(s) = −s and
S(t) = t. Let us note that dimkH = 8, the set
1, t, c, s, c2 − s2, tc, ts, t(c2 − s2)
is a linear basis. There are four group-like elements inH : 1, t, c2−s2, t(c2−s2).
They form an abelian group isomorphic to Z2 × Z2. The Hopf subalgebra H
generated by c and s is called circle Hopf algebra. The name trigonometric Hopf
algebra is also met in the literature. Furthermore, let us note that k[i] k H
is isomorphic to the group Hopf algebra k[i][D8], where D8 is the dihedral
group of order 8, i.e. the group of symmetries of a rectangle. For this note
that c − is is a group-like element of order 4 such that t(c − is)t = (c − is)3.
The claim follows since k[i]kH has 8 group-like elements and its dimension
over k[i] is 8. In this identification t corresponds to a symmetry and c − is
is a rotation. The lattice of generalised subalgebras of H and the lattice of
subgroups of D8 are drawn below. We let τ and σ be the generators of D8,
such that τ2 = 1, σ4 = 1, τστ = σ3.
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1
〈τ〉 〈σ2τ〉 〈σ2〉 〈στ〉 〈σ3τ〉
〈σ2, τ〉 〈σ〉 〈σ2, στ〉
D8
Lattice of subgroups of D8
1
〈t〉 〈(c2 − s2)t〉 〈c2 − s2〉
〈c2 − s2, t〉 〈c, s〉 〈ct, st〉
H
Lattice of generalised subalgebras of H
The notation 〈· · · 〉denotes the subgroup/left coideal subalgebra generated by
the listed elements2. For example the coideal subalgebra which is generated
by c2 − s2 is spanned by c2, s2 and 1. The left coideal subalgebra 〈ct, st〉 also
contains c2 = (ct)2, s2 = st(−st). Thus it contains c2 − s2. The lattice of
generalised subalgebras ofH is anti-isomorphicwith the lattice of generalised
quotients of its dual H∗.
The action of H on A is defined in table 4.1 below. This action makes A
1 Xj J Z Z2 Z3 Y
c 1 Xj J 0 −Z2 0 Y
s 0 0 0 −Z 0 Z3 0
t 1 Xj −J Z Z2 Z3 Y
c2 1 Xj J 0 Z2 0 Y
s2 0 0 0 Z 0 Z3 0
Table 4.1: H-action on A
an H-module algebra. The Hopf algebra H is finite dimensional, hence its
dual coacts onA. Moreover, the subalgebra of coinvariants of theH∗ coaction
is equal to the subalgebra of invariants of the H-action. We now show that
AH is the subalgebra generated by X . If a = a′ + a′′J ∈ AH is an invariant
element, where both a′, a′′ belong to the subalgebra generated by X and Z,
then we must have a′′ = 0. Let a =
∑15
i=0 fkZ
k, where each fk is a polynomial
2The meet in the lattice of right coideal subalgebras of a Hopf algebra, which is a flat
Mittag–Leffler module, is the set theoretic intersection. Thus we can define the left coideal
subalgebra ofH generated by some set of elements as the intersection of all left coideal subal-
gebras which contains these elements. This left coideal subalgebra will contain the elements
by which it is generated. Also note that if the span of generating elements is a left coideal then
the smallest subalgebra which contains it is a left coideal subalgebra.
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in X . Hence:
0 = s · a =
7∑
k=0
(−1)kmod2+1f2k+1Z2k+1
In this way all the f2k+1 = 0 (0 6 k 6 7). Moreover,
a = c · a =
3∑
k=0
f4kZ
4k −
3∑
k=0
f4k+2Z
4k+2
It follows that f4k+2 = 0 for k = 0, 1, 2, 3. Thus AH ⊆ B. Conversely, every
element of B belongs to AH and hence B = AH = Aco H∗ . Furthermore, the
extension A/B is a H∗-Galois. In order to show this we compute the follow-
ing matrix. The columns are values of can : A B A Homk(H,A) on the
elements written in the first row.
1B 1 1B J 1B Z 1 B JZ 1 B Z2 1B JZ2 1B Z3 1B JZ3
1H 1 J Z JZ Z
2 JZ2 Z3 JZ3
t 1 −J Z −JZ Z2 −JZ2 Z3 −JZ3
c 1 J 0 0 −Z2 −JZ2 0 0
s 0 0 −Z −JZ 0 0 Z3 JZ3
c2 1 J 0 0 Z2 JZ2 0 0
ct 1 −J 0 0 −Z2 JZ2 0 0
st 0 0 −Z JZ 0 0 Z3 −JZ3
c2t 1 −J 0 0 Z2 −JZ2 0 0
From this eight by eight matrix we get the following matrix (by normalising
all the columns):
M =

1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 0 0 −1 −1 0 0
0 0 −1 −1 0 0 1 1
1 1 0 0 1 1 0 0
1 −1 0 0 −1 1 0 0
0 0 −1 −1 0 0 1 −1
1 1 0 0 1 −1 0 0

Since detM 6= 0 (which we have verified using Python3) the map can :
ABA Homk(H,A) is injective. It is an epimorphism since dimkABA =
dimkHomk(H,A) = 8 · dimkA <∞.
The image of φ : Quotgen(H) SubAlg(A/B) is the following poset:
3We used the numpy.linalg. module. See http://docs.scipy.org/doc/numpy
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A
〈X,Z〉 〈X, JZ〉 〈J,X,Z2〉
〈X,Z2〉 〈J,X,Z4〉 〈X, JZ2〉
B
The image of Quotgen(H∗) in SubAlg(A/B)
Note that A〈c2−s2〉 = 〈J,X,Z2〉, A〈ct,st〉 = A〈c2−s2,ct,st〉 = 〈X, JZ2〉. We will
later see that themorphismφ : Quotgen(H∗) SubAlg(A/B) is amonomorph-
ism for any finite H∗-Galois extension.
4.3 Closed Elements
The main aim of this section is to characterise the closed elements of the cor-
respondence (4.5). First we provide two new important criteria for closedness
of both: subalgebras of a comodule algebra and generalised quotients of the
Hopf algebra. The criterion for generalised quotients is obtained using new
methods based on both poset andHopf algebraic methods. As a consequence
of this we get that if the Hopf algebra is finite dimensional and the comod-
ule algebra is a Hopf–Galois extension, then every generalised quotient is a
closed element. Thenwe generalise themethods of Schauenburg: we redefine
admissibility (cf. Definition 4.1.5 on page 76), and we show that admissible
objects are closed elements of the Galois connection (4.5). We were able to
slightly simplify the Schauenburg line of proof by proving a finer version
of [Schauenburg, 1998, Prop. 3.5] (cf. Lemma 4.4.4 on page 92).
Theorem 4.3.1
Let A/B be an H-Galois extension such that A and H are flat Mittag–Leffler
R-modules, and let A be a faithfully flat left B-module. Then a subalgebra S ∈
SubAlg(A/B) is a closed element of the Galois connection (4.5) if and only if the
following canonical map is an isomorphism:
canS : S B A A @ψ(S) H, canS(a b) = ab(1)  b(2) (4.8)
Proof: First let us note that the map canS is well defined since it is a compo-
sition of S B A Acoψ(S) B A, induced by the inclusion S ⊆ Acoψ(S), with
Acoψ(S) B A A @ψ(S) H which is an isomorphism by [Schneider, 1992b,
Thm 1.4]. If S is closed then S = Acoψ(S), hence (4.8) is an isomorphism.
Conversely, let us assume that canS is an isomorphism. Then we have a com-
mutative diagram:
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S B A A @ψ(S) H
Acoψ(S) B A
canS
⊆
canAco ψ(S)
where both canS and canAco ψ(S) are isomorphisms. Now, sinceA is a faithfully
flat left B-module we must have S = Acoψ(S). Thus S is a closed element
of (4.5). 
Theorem 4.3.2
LetA be anH-comodule algebra over a ringR with surjective canonical map and
let A be a Q1-Galois and a Q2-Galois extension, where Q1, Q2 ∈ Quotgen(H).
Furthermore, let us assume that one of the following assumptions holds:
1. Q1 andQ2 are flat asR-modules andR ∼= R1A asR-modules, via the unit
map 1A : R A, r r1A (hence A is a faithfulR-module); or
2. the unit map 1A : R A is a pure monomorphism (e.g. it has a left in-
verse).
Then the following implication holds:
AcoQ1 = AcoQ2 ⇒ Q1 = Q2
Proof: Let B′ = AcoQ1 = AcoQ2 . The following diagram commutes:
AQ1
AB′ A AAcoH A AH
AQ2
canQ1
canQ2
can
id pi1
id pi2
Themaps canQ1 and canQ2 are isomorphisms. Let f := (canQ1 ◦ can−1Q2)◦(id
pi2). By commutativity of the above diagram, f ◦ can and (id  pi1) ◦ can are
equal. Now, surjectivity of can yields the equality (canQ1 ◦ can−1Q2)◦(idpi2) =
(id pi1). We are going to construct pi : Q1 Q2 such that canQ1 ◦ can−1Q2 =
id pi and pi ◦ pi2 = pi1. Define pi : Q2 Q1 by pi(pi2(h)) = pi1(h) for h ∈ H . If
pi2(h) = pi2(h
′) for h, h′ ∈ H then
1A  pi1(h) = (canQ1 ◦ can−1Q2)(1A  pi2(h))
= (canQ1 ◦ can−1Q2)(1A  pi2(h′))
= 1A  pi1(h′)
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By flatness of Q1 and the condition R1A ∼= R or purity of the unit map we
have Q1 = R1A  Q1 ⊆ A  Q1. Now, it follows that pi1(h) = pi1(h′). This
shows that pi : Q2 Q1 is well defined. Furthermore, pi is rightH-linear and
H-colinear:
∆Q1(pi(pi2(h))) = ∆Q1(pi1(h))
= pi1  pi1 ◦∆H(h)
= (pi ◦ pi2)2 ◦∆H(h)
= pi  pi∆Q2(pi2(h))
Thus Q2 < Q1. In the same way, using (canQ2 ◦ can−1Q1) ◦ (id  pi1) instead of
f , we obtain that Q1 < Q2. Now, by antisymmetry of <, we get Q1 = Q2. 
Before deriving a corollary from the above statement let us define an import-
ant class of generalised quotients. It depends on the comodule algebra and
we are on the way to show that they are closed elements of our Galois corres-
pondence. In some cases we will be able to show that this class is equal to the
subset of closed quotients of the Hopf algebra.
Definition 4.3.3
Let A be an H-comodule algebra, where H is a Hopf algebra. Then for a general-
ised quotient pi : H Q, A/AcoQ is called Q-Galois if the following map is an
isomorphism:
canQ : AAcoQ A AQ, can(aAcoQ b) = ab(0)  pi(b(1))
The following corollary explains why we rather tend to think that the above
defines a class of quotients of H than subalgebras of A.
Corollary 4.3.4
Let A be an H-comodule algebra with epimorphic canonical map canH such that
the Galois connection (4.5) exists and let the unit map 1A : R A be a pure
monomorphism. ThenQ ∈ Quotgen(H) is a closed element of the Galois connec-
tion (4.5) if A/AcoQ is Q-Galois.
This statement might be understood as a counterpart of Theorem 4.3.1 for
generalised quotients.
Proof: Fix a coinvariant subalgebra AcoQ for some Q ∈ Quotgen(H) then
φ−1(AcoQ) is an upper-sublattice of Quotgen(H) (i.e. it is a subposet closed
under finite suprema) which has a greatest element, namely Q˜ = ψ(AcoQ).
Moreover, Q˜ is the only closed element belonging to φ−1(AcoQ). Both Q 4 Q˜
and the assumption that A/AcoQ is Q-Galois imply that A/Aco Q˜ is Q˜-Galois.
To this end, we consider the commutative diagram:
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AB A AH
A
Aco Q˜
A A Q˜
AAcoQ A AQ
canH
can
Q˜
canQ
'
=
From the lower commutative square we get that can
Q˜
is a monomorphism
and from the upper commutative square we deduce that can
Q˜
is onto. Unless
Q˜ = Qwe get a contradiction with the previous proposition. 
The above result applies also to the Galois correspondence (4.3), as it is the
same as the Galois connection 4.5 for the left L(A,H)-comodule algebra A
(see Proposition 1.2.2(iii)). For a finite dimensional Hopf algebraH for every
Q the extension A/AcoQ is Q-Galois (see [Schauenburg and Schneider, 2005,
Cor. 3.3]). Thus we get the following statement.
Proposition 4.3.5
LetH be a finite dimensional Hopf algebra over a field k. LetA/B be anH-Galois
extension. Then every Q ∈ Quotgen(H) is closed.
Consequently, the map φ of the Galois connection (4.5) is always a mono-
morphism, when the conditions of the above proposition are met.
4.4 Generalisation of Schauenburg’s correspondence of admissible
objects
In this section we generalise Theorem 4.1.7 (page 77). The line of proof is es-
sentially the same as Schauenburg’s, though many details had to be changed,
and also some additional lemmas had to be proven. We make one assump-
tion which did not appear in the original approach: in order to use Corol-
lary 4.3.4 we assume that the unit map of the comodule algebra A is a pure
monomorphism. The usage of Corollary 4.3.4 allows as to slightly simplify
the proof. Also in our situation we do not assume, as Schauenburg did, that
the coinvariants subalgebra is a central subalgebra, hence the single faithful
flatness condition of A over the coinvariants has to be changed into faithful
flatness as both a right and a left module.
In this section we will make heavy use of the opposite multiplication on
both anH-comodule algebraA and theHopf algebraH . The opposite algebra
of A (or H) will be denoted by Aop (Hop respectively). Note that Hop is a
bialgebra, with the same comultiplication as H . Furthermore, it is a Hopf
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algebra if the antipode of H is bijective and SHop = S−1H , where SH denotes
the antipode ofH . The rightHop-comodule structure of Aop is simply: Aop 3
a a(0)  a(1) ∈ Aop Hop . Clearly, it is an algebra map, which makes Aop
into an Hop-comodule algebra.
We let (φop , ψop) denote the Galois connection (4.5) for theHop-comodule
algebra Aop . Note that (φop , ψop) is a Galois correspondence if and only if
(φ, ψ) is, by Lemma 4.4.4. We recall the following notation introduced in Pro-
position 4.1.6: for a generalised quotient Q = H/I ∈ Quotgen(H) we put
Qop := Hop/SH(I) ∈ Quotgen(Hop) and we also write Iop := SH(I). Now, we
are ready to adaptDefinition 4.1.5 to themore general context ofH-extensions
with noncommutative coinvariant subrings. We only amend the definition of
admissible subalgebras of A, the coalgebra part is repeated.
Definition 4.4.1
1. Let C be anR-coalgebra and let C D be a coalgebra quotient. ThenD is
called left (right) admissible if it isR-flat (hence faithfully flat) and C is
left (right) faithfully coflat over D. For I ∈ coId(C) we will say that it is
left (right) admissible if and only if the quotientC/I shares this property.
Let A/B be an H-extension, where the Hopf algebra H has a bijective antipode.
1. Let S belong to SubAlg(A/B). Then S is called right admissible if:
(a) A is right faithfully flat over S,
(b) the composition:
canS : AS A AAco ψ(S) A canψ(S) A ψ(S)
aS b ab(0)  b(1),
is a bijection (it is well defined since S ⊆ Acoψ(S)).
2. We call S left admissible if:
(a) A is left faithfully flat over S,
(b) the composition:
canS : AS A AAco ψ(S) A canψ(S) A ψ(S)
aS b ab(0)  b(1),
is a bijection.
An element is called admissible if it is both left and right admissible.
Remark 4.4.2 If S is left or right admissible andA is faithfully flat over the base ring
R then ψ(S) is flat as anR-module.
Later, in Lemma 4.4.6, we will show that a subalgebra S is left (right) admiss-
ible if and only if Sop ⊆ Aop is right (left) admissible. The same holds for
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admissibility of generalised quotients ifH is a flat Hopf algebra with a biject-
ive antipode (see Proposition 4.1.6 on page 77).
The above notion of right and left admissibility for intermediate subalgeb-
ras of an extension A/B is equivalent to the original definition of Schauen-
burg when one considers A/B as a left L(A,H)-Galois extension, and when
we assume that B = AcoH is equal to the ground ring R, as is required in
Schauenburg’s approach. It is so since then the conditions (ii.b) and (iii.b) are
automatically satisfied. The condition (ii.b) is satisfied by the way L(A,H) is
constructed. This is shown in Lemma 4.1.2 (page 75). The condition (iii.b)
follows in the same way under the assumption that H has a bijective an-
tipode, since then L(Aop , Hop) ∼= L(A,H)op by the universal property of
L(A,H): if the antipode of H is bijective then A is right H-Galois if and only
if Aop is right Hop-Galois (this is a special case of Lemma 4.4.6 on page 93).
This also holds for L(A,H) and L(A,H)op , since L(A,H) has a bijective an-
tipode whenever H has. In this way Aop/R is L(A,H)op-Hop-Galois. We
have L(Aop , Hop) ∼= L(A,H)op , by the universal property of L(A,H) (Pro-
position 4.1.3 on page 76).
We will need the following version of [Schneider, 1992b, Rem. 1.2].
Remark 4.4.3 Let A/B be an H-extension, such that both R-modules A and H are
flat Mittag–Leffler. Let S ∈ SubAlg(A/AcoH). Then the following holds:
1. if canS : ASA Aψ(S) is an isomorphism andA is right or left faithfully
flat over S then S is a closed element of (4.5);
2. if the natural projection AS A AAco ψ(S) A is a bijection and A is right
or left faithfully flat over S then S = Acoψ(S), i.e. S is a closed element of
SubAlg(A/B) in (4.5).
Proof: First let us prove (ii). For this let us consider the commutative diagram:
S A AS A
Acoψ(S) A AAco ψ(S) A=
'
⊆
⊆
The fourmapsA ASA andA AAco ψ(S)A send a ∈ A to a1A or 1Aa
in the respective tensor products. Since the diagram commutes and since the
upper row is an equaliser (by faithfully flat descent), the dashed arrow exists,
i.e. Acoψ(S) ⊆ S. We get the equality since, S ⊆ Acoψ(S) holds by the Galois
connection property.
The first claim follows from (ii)when applied to S ⊆ Acoψ(S), because the
natural epimorphism A S A A Aco ψ(S) A is an isomorphism whenever
canS : AS A A ψ(S) is an isomorphism:
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AS A A ψ(S)
AAco ψ(S) A
canS
∼=
canAco ψ(S)

The following lemma is a finer version of [Schauenburg, 1998, Prop. 3.5],
since we are able to prove the equality ψop(Sop) =
(
ψ(S)
)op for any S ∈
SubAlg(A/B):
Lemma 4.4.4
Let H be a Hopf algebra with a bijective antipode. Let A/B be an H-extension.
Then the Galois connection (4.5) exists for the Hop-comodule algebra Aop if and
only if it exists for the H-extension A/B. Furthermore, if this is the case
φop(Qop) =
(
φ(Q)
)op and ψop(Sop) = (ψ(S))op
where S ∈ SubAlg(A/B) and Q ∈ Quotgen(H).
Proof: The first equation: φop(Qop) =
(
φ(Q)
)op is proved in [Schauenburg,
1998, Prop. 3.5]. Both maps: SubAlg(A/B) 3 S Sop ∈ SubAlg(Aop/Bop)
and Quotgen(H) 3 Q Qop ∈ Quotgen(Hop) are isomorphisms of posets (see
Proposition 4.1.6 or [Schauenburg, 1998, Prop. 3.5]). Thus φ reflects suprema
if and only if φop reflects them. This shows that the Galois connection exists
for A if and only if it exists for Aop due to Theorem 1.2.6). It remains to show
that ψop(Sop) =
(
ψ(S)
)op . First, let us observe that for any setO of right ideal
coideals we have
∧
I∈O I
op =
(∧
I∈O I
)op in Idgen(Hop):∧
I∈O
Iop =
∑
J∈Idgen (Hop)
J⊆ ∩
I∈O
Iop
J =
∑
J∈Idgen (H)
Jop⊆( ∩
I∈O
I)op
Jop =
∑
J∈Idgen (H)
J⊆ ∩
I∈O
I
Jop =
(∧
I∈O
I
)op
(4.9)
Let ψ(S) = ker(H ψ(S)). Now using formula (4.6) (on page 79) for ψ we
get:
ψ(S) =
∧{
I : S ⊆ AcoH/I
}
(4.10)
ψ
op
(Sop) =
∧{
Iop : Sop ⊆ (Aop)coHop/Iop
}
Since
(
AcoH/I
)op
= (Aop)coH
op/Iop and Idgen(H) 3 I Iop := SH(I) ∈
Idgen(H
op) is a bijection, the two sets in (4.10) are in a bijective correspond-
ence via I Iop . Now, the formula ψop(Sop) =
(
ψ(S)
)op follows from equa-
tion (4.9). 
Another way of proving the equation ψop(Sop) =
(
ψ(S)
)op is to show that
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the map χ : SubAlg(Aop/Bop) Quotgen(Hop) given by χ(S) :=
(
ψ(Sop)
)op ,
where S ∈ SubAlg(Aop/Bop), is an adjoint for φop and conclude the argument
referring to uniqueness of Galois connections.
Proposition 4.4.5
Let H be a Hopf algebra with a bijective antipode. Let A be an H-extension of B
such that A is H-Galois, A is a faithfully flat Mittag–Leffler module, H is a flat
Mittag–Leffler R-module, A is faithfully flat as both a left and right B-module,
and also faithfully flat as anR-module and finally let us assume that 1A : R A
is pure. Then:
1. if S ∈ Sub(A/B) is right admissible then so is ψ(S) and φψ(S) = S,
2. ifQ ∈ Quotgen(H) is left admissible then so isφ(Q) := AcoQ andmoreover
ψφ(Q) = Q.
Proof: We first prove (ii): φ(Q) is left admissible by applying [Schneider,
1992b, Thm 1.4] toA. The equality ψφ(Q) = Qop follows fromCorollary 4.3.4.
Suppose, that S ∈ Sub(A/B) is a right admissible subalgebra. Then by Re-
mark 4.4.3(i) S = φψ(S) and A/S is Q-Galois. The proof that ψ(S) is a faith-
fully flat R-module and H is faithfully coflat as a right ψ(S)-comodule re-
mains the same as in [Schauenburg, 1998, Prop. 3.4]. For the sake of com-
pleteness let us recall these arguments. First of all ψ(S) is a flat R-module,
since we have an isomorphism AS A ∼= A ψ(S) (by right admissibility of
S) and A is faithfully flat as a right S-module and also as an R-module. For
any left ψ(S)-comodule V we have a chain of isomorphisms:
A (H @ψ(S) V ) ∼= (AH)@ψ(S) V ∼= (AB A)@ψ(S) H ∼= AB (A@ψ(S) V )
Now, H is faithfully coflat as a right ψ(S)-comodule, since A is faithfully flat
as an R-module, faithfully flat as a right B-module and faithfully coflat as a
right ψ(S)-comodule by [Schneider, 1992b, Rem. 1.2(2)]. 
Now we will show that the property of being a left/right admissible sub-
algebra is symmetric with respect to taking the opposite algebra.
Lemma 4.4.6
Let H be a Hopf algebra with a bijective antipode and let A be an H-comodule
algebra. Then S ∈ SubAlg(A) is left (right) admissible if and only if Sop ⊆ Aop
is right (left) admissible.
Proof: Note thatA is left (right) faithfully flat over S if and only ifAop is right
(left) faithfully flat over Sop . It remains to show that canS : ASA Aψ(S)
is an isomorphism if and only if canSop : Aop Sop Aop Aop  ψop(Sop) is.
Let (φop , ψop) be the Galois correspondence (4.5) for the Hop-comodule
algebra Aop . Let us consider Q = H/I ∈ Quotgen(H) with pi : H Q the
natural projection. Then Qop = Hop/SH(I) ∈ Quotgen(Hop), or equivalently
Qop is a left generalised quotient of H (i.e. quotient by a left ideal coideal).
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We let piop : Hop Qop denote the natural projection map. The antipode SH
of H induces an isomorphism SH : Q Qop which is given by SH(pi(h)) :=
piop(SH(h)), h ∈ H . Its inverse is given by Qop 3 piop(h) pi(S−1H (h)) ∈ Q.
Let us show that SH : Q Qop is an H-module isomorphism (over the ring
homomorphism: SH : H Hop):
SH(pi(h)k) = SH (pi(hk))
= piop (SH(hk))
= piop(SH(k)SH(h))
= SH(k)pi
op (SH(h))
= SH(k)SH(pi(h))
for all h, k ∈ H . Finally let us note that ψop(Sop) = (ψ(S))op by Lemma 4.4.4.
We let Q = ψ(S), pi : H ψ(S).
We have the following commutative diagram:
AA A ψ(S)
Aop Sop Aop Aop  ψop(Sop)canSop
canS
τ α (4.11)
where:
canS : AS A A ψ(S), canS(a b) := ab(0)  b(1)
canSop : A
op Sop Aop Aop  ψop(Sop), canSop (a b) := b(0)a b(1)
τ : AS A Aop Sop Aop , τ(a b) = b a
α : A ψ(S) Aop  ψop(Sop), α(a pi(h)) := a(0)  a(1)SH (pi(h))
Note that we use the convention that concatenation ab for a, b ∈ A always
denotes the multiplication in A. The map τ is a well defined isomorphism.
Also α is well defined since ψop(Sop) = (ψ(S))op is a left H-module. It is an
isomorphism with inverse:
α−1 : Aop  ψop(Sop) A ψ(S)
α−1(a piop(h)) := a(0)  SH−1 (piop(h)) a(1)
Indeed α−1 is an inverse of α:
α−1 ◦ α(a pi(h)) = α−1 (a(0)  a(1)piop(SH(h)))
= α−1
(
a(0)  piop(a(1)SH(h)))
= a(0)  pi (S−1H (a(2)SH(h))) a(1)
= a(0)  pi (hS−1H (a(2))a(1))
= a pi(h)
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The other equality α ◦ α−1 = id follows in a similar way. Now the claim
readily follows from the above commutative diagram, since both τ and α are
isomorphisms. 
The following theorem is a generalisation of Schauenburg’s Theorem4.1.7.
Theorem 4.4.7
LetH be aHopf algebra with a bijective antipode. LetA/B be anH-extension such
that A/B is H-Galois and A is faithfully flat as both a left and right B-module.
Furthermore, suppose that A is a faithfully flat Mittag–Leffler R-module and H
is a flat Mittag–Leffler module. Finally, let us assume that 1A : R A is pure.
Then the Galois connection (4.5) gives rise to a bijection between (left, right) ad-
missible objects, hence (left, right) admissible objects are closed.
Note that here we consider a rightH-comodule algebras, while Schauenburg
considers a left L(A,H)-comodule algebra structures. We make one addi-
tional assumption, that the unit map 1A : R A is a pure monomorphism,
since our proofmakes use of Corollary 4.3.4. The Lemma 4.4.4 is stronger than
the corresponding part of [Schauenburg, 1998, Prop. 3.5] which simplifies the
first part of the following proof. Finally, (left, right) admissible generalised
quotients of L(A,H) classify (left, right) admissible H-comodule algebras,
while (left, right) admissible quotients of H classify (left, right) admissible
subalgebras of A.
Proof of Theorem 4.4.7: We let (φop , ψop) denote the Galois connection (4.5)
for Aop a rightHop-comodule algebra instead of A – anH-comodule algebra.
Let S ⊆ A be left admissible. Then Sop ⊆ Aop is right admissible by
Lemma 4.4.6. Hence ψop(Sop) is right admissible and φopψop(Sop) = Sop ,
by Proposition 4.4.5(1). It follows that φψ(S) = S, by Lemma 4.4.4. Us-
ing [Schauenburg, 1998, Prop. 3.5], which shows that I ∈ Idgen(H) is left
(right) admissible if Iop ∈ Idgen(Hop) is right (left) admissible, we conclude
that ψ(S) =
(
ψop(Sop)
)op is left admissible.
Let I be right admissible. Then Iop is left admissible, and so is the sub-
algebra φop(Hop/Iop) = φ(H/I)op . Thus φ(H/I) is right admissible, and
Hop/Iop = ψopφop(Hop/Iop) =
(
ψφ(H/I)
)op . Hence H/I = ψφ(H/I), by
the resulf of [Schauenburg, 1998, Prop. 3.5]. 
Remark 4.4.8 If we consider a faithfully flat H-Galois extension A/R, then the
above result applied to the left L(A,H)-comodule algebraA reduces to Theorem 4.1.7
(on page 77). We already pointed out that in this situation the two extra conditions
(ii.b) and (iii.b) in our definition of admissibility (Definition 4.4.1 on page 90) nat-
urally follow in the Schauenburg context (see the paragraphs after Definition 4.4.1).
The missing step is that in Schauenburg’s Theorem 4.1.7 (right, left) admissible gen-
eralised quotients of L(A,H) correspond to (right, left) admissible H-subcomodule
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algebras rather than just (right, left) admissible subalgebras of A. But right admiss-
ible subalgebras in the sense of Definition 4.4.1 for the left L(A,H)-comodule al-
gebra4 A are H-subcomodules by Remark 4.4.3 (on page 91) as every subalgebra of
coinvariants for quotients of L(A,H) is always an H-subcomodule, since A is an
L(A,H)-H-bicomodule. In a similar way left admissible subalgebras in the sense of
Definition 4.4.1 (on page 90) are H-subcomodules.
4.5 Galois correspondence for Galois coextensions
In this section we describe the Galois theory for Galois coextensions. We be-
gin with some basic definitions. The main theorem of this section is The-
orem 4.5.5 (on page 97) which is a dual version of Theorem 4.3.2. We will
need this result in the following section for a newproof of the Takeuchi corres-
pondence, i.e. a bijection between generalised quotients and generalisedHopf
subalgebras of a finite dimensional Hopf algebra (Theorem 4.6.1 on page 99).
For the following two definitions we refer to Schneider [1990].
Definition 4.5.1
Let C be a coalgebra and H a Hopf algebra, both over a ring R. We call C a left
H-module coalgebra if it is a leftH-module such that theH-actionH  C C
is a coalgebra map:
∆C(h · c) = ∆H(h)∆C(c), C(h · c) = H(h)C(c).
Let CH := C/H+C be the invariant coalgebra. Furthermore, we call C CH
an H-coextension.
Definition 4.5.2
1. An H-module coalgebra C is called an H-Galois coextension if the ca-
nonical map
canH : H  C C @CH C, h c hc(1)  c(2)
is a bijection, where C is considered as a left and right CH -comodule in a
standard way.
2. More generally, if K ∈ coIdl (H) is a left coideal then K+C is a coideal
(at least, when the base ring R is a field) and an H-submodule of C. The
coextension C CK = C/K+C is called Galois if the canonical map
canK : K  C C @CK C, k  c kc(1)  c(2) (4.13)
is a bijection.
4Note that though Definition 4.4.1 (on page 90) is written for right comodule algebras we
are using it here for the left L(A,H)-comodule algebra A. For left comodule algebras their
canonical map should be used in (ii.b) and (iii.b).
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A basic example of an H-module coalgebra is H itself. Then HH = R and
H@HHH = HH . The inverse of the canonicalmap is given by can−1H (kh) =
kS
(
h(1)
) h(2).
Definition 4.5.3
Let C be an H-module coalgebra. We let Quot(C) = {C/I : I- a coideal of C}
with order relation C/I1 < C/I2 ⇔ I1 ⊆ I2. It is a complete lattice. We let
Quot(C/CH) denote the subset {Q ∈ Quot(C) : C < Q < CH} in Quot(C).
Proposition 4.5.4
Let C be anH-module coalgebra over a field k. Then there exists a Galois connec-
tion:
Quot(C/CH)
C/(I+k1H)
+C I
coIdl (H) (4.14)
Proof: The supremum in coIdl (H) is given by the sum of k-subspaces. Thus
the lattice of left coideals is complete. Furthermore, if I is a left coideal then
I + k1H is also a left coideal. Thus (I + k1H)+ is a coideal of H . As a con-
sequence (I + k1H)+C is a coideal of C. It is enough to show that the map
coIdl (H) 3 I 7→ I+C ∈ coId(C) preserves all suprema when we restrict
to left coideals which contain 1H . Let Iα ∈ coId(H) (α ∈ Λ) be such that
1H ∈ Iα for all α ∈ Λ. Then (
∑
α Iα)
+ =
∑
α(I
+
α ). The non trivial inclusion
is (
∑
α Iα)
+ ⊆ ∑α(I+α ). Let k = ∑α kα ∈ (∑α Iα)+, i.e. kα ∈ Iα for all
α ∈ Λ and∑α kα ∈ ker. Then∑α kα = ∑α(kα− (kα)1H) +∑α((kα)1H) =∑
α(kα − (kα)1H). Each kα − (kα)1 ∈ I+α and hence k ∈
∑
α I
+
α . Now the
proposition follows easily. 
Theorem 4.5.5
Let C be anH-module coalgebra over a field k such that the canonical map canH
is injective. LetK1,K2 be two left coideals ofH such that both canK1 and canK2
are bijections. ThenK1 = K2 whenever CK1 = CK2 .
Proof: We have the following commutative diagram:
K1  C
C @CKi C C @CH C H  C
K2  C
canK1
canK2
can
i1  id
i2  id
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It follows that i2  id ◦ (canK2 ◦ can−1K1) = i1  id . Thus K1 ⊆ K2, since we
are over a field; similarlyK2 ⊆ K1. 
Corollary 4.5.6
Let C be anH-coextension such that the canonical map canH is injective. Then a
left coidealK ofH with 1H ∈ K is a closed element of the Galois connection (4.14)
if C CK isK-Galois.
Proof: LetC be aK-Galois coextension, for some left coidealKofH such that
1H ∈ K and let K˜ be the smallest closed left coideal such that K ⊆ K˜. Then
we have the commutative diagram:
H  C C @CH C
K˜  C C @CK˜ C
K  C C @CK C
canH
can
K˜
'
canK
=
From the lower commutative square it follows that can
K˜
is onto, and from
the upper one that it is a monomorphism. The result follows now from the
previous theorem. 
4.6 Takeuchi correspondence
We show a new simple proof of the Takeuchi correspondence between left
coideal subalgebras and right H-module coalgebra quotients of a finite di-
mensional Hopf algebra. We also show that for an arbitrary Hopf algebra
H , a generalised quotient Q is closed if and only if HcoQ ⊆ H is Q-Galois.
Similarly, for a left coideal subalgebras it is closed if and only ifH HK is a
K-Galois coextension.
Theorem 4.6.1
Let H be a bialgebra which is flat as an R-module and let us assume that the
antipode of H is bijective. Then:
{
K ⊆ H : K - left coidealsubalgebra
} ψ
φ
{
H/I : I - right idealcoideal
}
=: Subgen(H) =: Quotgen(H)
(4.15)
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where φ(Q) = HcoQ, ψ(K) = H/K+H is aGalois connectionwhich is a restric-
tion of the Galois connection (4.5). Moreover, ifH is a Hopf algebra it restricts to
normal Hopf subalgebras and conormal Hopf quotients, and the following holds:
(i) K ∈ Subgen(H) such thatH is (left, right) faithfully flat overK, is a closed
element of the above Galois connection,
(ii) Q ∈ Quotgen(H) such thatH is (left, right) faithfully coflat over Q and Q
is flat as an R-module is a closed element of the Galois connection (4.4),
(iii) ifR is a field andH is finite dimensional, thenφ andψ are inverse bijections.
The Galois correspondence restricts to a bijection between elements satisfying (i)
and (ii).
The points (i) and (ii) follow from Theorem 4.4.7 (due to Schauenburg, see
also [Schauenburg, 1998, Thm 3.10]), while point (iii) follows from [Skryabin,
2007, Thm 6.1], where it is shown that if H is finite dimensional then it is
free over each of its right (or left) coideal subalgebras (see [Skryabin, 2007,
Thm 6.6] and also [Schauenburg and Schneider, 2005, Cor. 3.3]). This theorem
has a long history. The study of this correspondence, with Hopf algebraic
method, goes back to Takeuchi [1972, 1979]. ThenMasuoka proved (i) and (ii)
for Hopf algebras over a field (with bijective antipode). When the base ring is
a field, Schneider [1993, Thm 1.4] proved that this bijection restricts to normal
Hopf subalgebras and normalHopf algebra quotients. ForHopf algebras over
more general rings it was shown by Schauenburg [1998, Thm 3.10]. We can
present a new simple proof of 4.6.1(iii), which avoids the Skryabin result.
Proof of Theorem 4.6.1(iii): Whenever H is finite dimensional, for every Q
the extension HcoQ ⊆ H is Q-Galois by [Schauenburg and Schneider, 2005,
Cor. 3.3]. Using Theorem 4.3.2 we get that the map φ is a monomorphism.
To show that it is an isomorphism it is enough to prove that ψ is a mono-
morphism. We now want to consider H∗. To distinguish φ and ψ for H and
H∗ we will write φH and ψH considering (4.4) for H and φH∗ and ψH∗ con-
sidering H∗. It turns out that (ψH(K))∗ = φH∗(K∗). Now we show that
canK∗ = (canK)
∗ : H∗ coK∗H∗ H∗ K∗ H∗ under some natural identific-
ations (note that we consider H∗ as a left K∗-comodule algebra). First let us
observe that coK∗H∗ = (H/K+H)∗:
coK∗H∗ = {f ∈ H∗ : f(1)|K  f(2) = |K  f}
= {f ∈ H∗ : ∀h∈H,k∈Kf(1)(k)f(2)(h) = (k)f(h)}
= {f ∈ H∗ : f |K+H = 0}
=
(
H/K+H
)∗
Now, since H @HK H is defined by the kernel diagram of finite dimensional
spaces:
H @HK H H H H  (H/K+H) H
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we get the cokernel diagram:
H∗  coK∗H∗ H∗ H∗ H∗ (H @HK H)∗
But the above exact sequence defines H∗ coK∗H∗ H∗. Now, we have a com-
mutative diagram:
(
H @HK H)∗ K∗ H∗
H∗ K∗H∗ H∗
(canK)
∗
∼ = canK∗
since (canK)∗(f  g)(k  h) = f  g ◦ canK(k  h) = f(kh(1))g(h(2)) =
f(1)(k)f(2)(h(1))g(h(2)) = (f(1)  f(2) ∗ g)(k  h) = canK∗(f  g)(k  h).
The canonical map canK∗ is an isomorphism, since H∗ is finite dimen-
sional, and hence canK is a bijection for every left coideal subalgebraK ofH .
Now the result follows from Theorem 4.5.5 and Proposition 1.2.2(iv). 
Theorem 4.6.2
Let H be a Hopf algebra such that H is a flatR-module. Then:
1. Q ∈ Quotgen(H) is a closed element of the Galois connection (4.4) if and
only if H/HcoQ is a Q-Galois extension,
2. K ∈ Subgen(H) is a closed element of the Galois connection (4.4) if and
only if H HK is a K-Galois coextension (Definition 4.5.2(ii)), i.e. the
map:
K H H @H/K+H H, k  h kh(1)  h(2)
is an isomorphism.
Note that we do not assume that the antipode ofH is bijective as it is done in
Theorem 4.6.1. The flatness of H is only needed to show that if K is closed
then H HK is aK-Galois coextension.
Proof: For the first part, it is enough to show that ifQ is closed thenHcoQ ⊆ H
is Q-Galois (see Corollary 4.3.4). If Q is closed then Q = H/(HcoQ)+H . One
can show that for anyK ∈ Subgen(H) the following map is an isomorphism:
H K H H H/K+H, hK h′ hh′(1 )  h′(2 ) (4.16)
Its inverse is given byH H/K+H 3 h h′ hS(h′(1 ))K h′(2 ) ∈ H K H
which is well defined since K is a left coideal. Plugging K = HcoQ into
equation (4.16) we observe that this map is the canonical map (1.5) associated
to Q.
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Now, ifH H/K+H is aK-Galois coextension then it follows from The-
orem 4.5.5, using the same argument as in Corollary 4.5.6, that K is a closed
element. Now, let us assume that K is closed. Then K = HcoQ for Q =
H/K+H . By [Schneider, 1992b, Thm 1.4(1)] we have an isomorphism:
HcoQ H H @Q H k  h kh(1)  h(2) (4.17)
with inverseH @QH 3 k  h kS(h(1)) h(2) ∈ HcoQ H . The above map
is the canonical map (4.13) sinceK = HcoQ and Q = H/K+H . 
Let us note that the statement (i) in the above result generalises [Schauenburg
and Schneider, 2005, Corollary 3.3(6)]. Nowwe get an answer to the question
when the bijection (4.4) holds without extra assumptions.
Corollary 4.6.3
The bijective correspondence (4.4) holds without flatness/coflatness assumptions
if and only if for every Q ∈ Quotgen(H) H/HcoQ is a Q-Galois extension and
for everyK ∈ Subgen(H) H/HK is aK-Galois coextension.
For Hopf algebras which are commutative (as algebras) or whose coradical is
cocommutative, the correspondence (4.4) restricts to a bijection between nor-
malHopf subalgebras andnormal quotients ([Montgomery, 1993, Thm3.4.6]).
Corollary 4.6.4
Let H be a finite dimensional Hopf algebra and K be its left coideal subalgebra.
Then H/HK isK-Galois coextension.
Proof: Combine Theorem 4.6.1(iii) and Theorem 4.6.2(ii). 
Example 4.6.5 Let g be a finite dimensional Lie algebra and let us consider the
Hopf algebra U(g) then the Takeuchi correspondence (4.4) is a bijection.
Proof: Takeuchi showed that (4.4) gives a bijective correspondence between
coideal subalgebras of a commutative Hopf algebra H and generalised quo-
tients over whichH is faithfully coflat (see [Takeuchi, 1979, Thm. 4]). By Pro-
position 3.2.19 and Theorem 3.2.20 we get that every generalised quotient of
U(g) is of the form U(g)/K+U(g) for some coideal subalgebraK. 
Moreover, by Proposition 3.2.19 and Theorem 3.2.20 we get that every coideal
subalgebra of U(g) is of the form U(h) where h is a Lie subalgebra of g, and
every generalised quotient is of the form U(g)/U(h)+U(g).
Theorem 4.6.2 and Theorem 4.2.4 give the following
Corollary 4.6.6
Let A/B be an H-extension over a field k, where H is a Hopf algebra. Then
every closed generalised quotient Q ∈ Quotgen(H) is of the form H/K+H by
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Theorem 4.2.4. Thus Q cannot be closed in (4.5) if Q is not closed in the Galois
connection (4.4), i.e. when canQ : H HcoQ H H Q is not bijective.
We can show what is actually lacking to get the converse of Corollary 4.3.4.
Theorem 4.6.7
Let A/B be an H-Galois extension over a field k. Then the following two condi-
tions are equivalent:
1. the canonical map canQ : AAcoQ A AQ is a bijection, and
2. (a) Q ∈ Quotgen(H) is closed in the Galois connection (4.5), and
(b) the map δA  δA : AAcoQ A (AH)AHcoQ (AH) is an
injection.
The map δA  δA is well defined since δA is a morphism of Q-comodules.
However the splitting of δA given by the counit H , does not define a splitting
of δA  δA in general.
Proof: First let us assume that Q is a closed element. Then by theorem 4.2.4
Q = H/K+H for some K ∈ Subgen(H) and thus Q is closed in (4.4). Hence,
by Theorem 4.6.2(ii) the map canQ : H HcoQH H Q is a bijection. Now
let us consider the following commutative diagram:
AAcoQ A (AH)AHcoQ (AH) A (H HcoQ H)
AQ AH Q
canQ
δA  δA ∼=
idA  canQ
δA  idQ
where δA is the H-comodule structure map. Now, since δA  δA is an injec-
tion and the right vertical map is a bijection we conclude that the left vertical
homomorphism is amonomorphism, and it is onto sinceA/AcoH isH-Galois.
Conversely, if canQ : A AcoQ A A  Q is a bijection, then by Corol-
lary 4.3.4 it is a closed element. By Theorem 4.2.4we see thatQ = H/K+H for
someK ∈ Subgen(H). ThusQ is a closed element in the Galois connection 4.4.
By Theorem 4.6.2(i) the map canQ : H HcoQ H H Q is an isomorphism.
By the commutativity of the above diagram it follows that δAδ is an injective
map. 
4.7 Galois theory of crossed products
Let us recall the crossed product construction denoted by B#σH and intro-
duced in Example 1.3.11(iii). We describe closed elements of the Galois con-
nection (4.5) when A is a crossed product.
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Let us note that the results presented belowapply to finiteHopf–Galois ex-
tensions of division rings, since these are always crossed products by [Mont-
gomery, 1993, Thm 8.3.7].
Theorem 4.7.1
Let A = B#σH be an H-crossed product over a ring R such that B is a flat
Mittag-Leffler R-module and H is flat as an R-module. Then the Galois cor-
respondence (4.5) exists. Moreover, let us assume that the unit morphism 1A :
R A, r r1A is a pure homomorphism. Then an element Q ∈ Quotgen(H)
is closed if and only if the extension A/AcoQ is Q-Galois.
Proof: First of all, the Galois connection (4.5) exists, since we have a diagram:
SubAlg(B#σH/B) Subgen(H) Quotgen(H)
ψ
φζ
ω
where (φ, ψ) is the Galois connection (4.4) and ζ(S) = B  S. The poset
Subgen(H) is complete, since it is closed under arbitrary joins: for a family
Ki ∈ Subgen(H) (i ∈ I) the join
∨
i∈I Ki ∈ Subgen(H) is equal to the subalgebra
generated by
∑
i∈I Ki. Themap ζ preserves all intersections. Thus it has a left
adjoint ω, i.e. an order preserving map ω : SubAlg(B#σH/B) Subgen(H)
such that:
ω(S) ⊆ K ⇐⇒ S ⊆ ζ(K)
for S ∈ SubAlg(B#σH) andK ∈ Subgen(H). Then the Galois connection (4.5)
has the form (ζ ◦ φ, ψ ◦ ω), since by flatness of B we have B HcoQ = (B 
H)coQ.
Let Q ∈ Quotgen(H) be a closed element of this Galois connection, i.e.
Q = ψωζφ(Q). Then it is closed element of (4.4), since it belongs to the image
of ψ. Thus, by Theorem 4.6.2(i), the map: can ′Q : H HcoQ H H  Q, h 
k hk(1)  k(1) is an isomorphism. We have a commutative diagram:
AAcoQ A AQ = B#σH Q
B  (H HcoQ H)
B  (H HcoQ H)
canQ
idB  can ′Q
β
γ (4.18)
where β : (B#σH)  (B#σH) B  (H HcoQ H) is defined by β(b#σh 
b′#σh′) = (b#σh · b′#σ1H)  h′ is an isomorphism with the inverse β−1(b 
h k) = (b#σh)  (1B#σk); and γ : B  (H HcoQ H) B  (H HcoQ H)
is defined by γ(b  (h HcoQ k)) = bσ(h(1), k(1))  (h(2) HcoQ k(2)). Note
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that γ is well defined since it equal to the composition idB  (can ′Q)−1 ◦
canQ ◦β−1. Observe that γ is an isomorphism with inverse γ−1(b (hHcoQ
k)) = bσ−1(h(1), k(1)) (h(2)HcoQ k(2)), which is well defined sinceA#σ−1H
is a crossed product, though it might be nonassociative and nonunital, but
most importantly it is a comodule algebra. It follows that canQ is an isomor-
phism. The converse follows fromCorollary 4.3.4, since can : ABA AH
is a bijection. 
Now we formulate a criterion for closedness of subextensions of A/B which
generalises 4.6.2(ii).
Theorem 4.7.2
Let A/B be an H-crossed product extension over a ring R with B a faithfully
flat Mittag–Leffler module and H a flat (thus faithfully flat) R-module. Then a
subalgebra S ∈ SubAlg(A/B) is a closed element of the Galois connection (4.5)
if and only if the canonical map:
canS : S B A A @ψ(S) H, canS(aB b) = ab(1)  b(2) (4.19)
is an isomorphism.
Proof: First let us note that the map canS is well defined since it is a compo-
sition of S B A Acoψ(S) B A, induced by the inclusion S ⊆ Acoψ(S), with
Acoψ(S) B A A @ψ(S) H of [Schneider, 1992b, Thm 1.4].
Let us assume that canS is an isomorphism. We letK = Hcoψ(S). Since B
is a flatR-module we have (B#σH)coψ(S) = B#σK. The following diagram
commutes:
S B A A @ψ(S) H
B#σK H B  (H @ψ(S) H)
canS
β
α
'
(4.20)
where α : S B A (B#σK) B (B#σH) B#σK H is given by
α (aB b#σh) = (a · b#σ1H) h for a ∈ S ⊆ B#σK, b#σh ∈ A
It is well defined sinceK is a left comodule subalgebra ofH . The second ver-
tical map (B#σH) @ψ(S) H B  (H @ψ(S) H) is the natural isomorphism,
sinceB is flat overR. The map β : B#σKH B (H @ψ(S) H) is defined
by β(a#σk  h) = (a#σk · 1B#σh(1))  h(2). Note that β = idB  canK ◦γ
where γ : (B#σK)  H (B#σK)  H , γ (a#σk  h) := aσ(k(1), h(1)) 
k(2)  h(2) is an isomorphism, since σ is convolution invertible, while canK
denotes the canonical map (4.17). Furthermore, the map canK is an isomor-
phism by Theorem 4.6.2(ii), since K := Hcoψ(S). By commutativity of the
above diagram it follows that α is an isomorphism. Now, let us consider the
commutative diagram:
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S B (B#σH) B#σK H
(B#σK) B (B#σH)
α
'
Thus S = B#σK is indeed closed, since α is an isomorphism and B#σH is a
faithfully flat B-module under the assumptions made.
If S is closed then S = Acoψ(S) = B#σ(Hcoψ(S)), since B is a flat as an
R-module. One easily checks that α is an isomorphism with inverse:
α−1(a#σk  h) = (a#σk) B (1B#σh)
The left coideal subalgebraK = Hcoψ(S) is a closed element of (4.4) hence by
Theorem 4.6.2(ii) canK is an isomorphism and thus β is an isomorphism. It
follows from (4.20) that canS is an isomorphism as well. 

Chapter 5
Coring approach
In this chapter we show, how the concept we have presented of Galois Theory
includes classical Galois theory in Field Theory, and which part of classical
theory can be covered by the theory developed. In the first section we recall
T.Maszczyk approach to Galois extensions using corings. He showed that a
field extension E/F with Galois group G is a Galois extension if and only if
there is a (concrete) isomorphism of corings E F E ∼= Map(G,E). Hence
the latter is a Galois coring in the sense of Brzeziński [2002] (see also Wis-
bauer [2005]). In the next sections we are going to generalise his approach
to a noncommutative setting. We will first develop a Galois correspondence
between subalgebras of an H-module algebra and H-module subalgebras of
H in Section 5.3 (on page 115). Then we will replace the Galois group act-
ing on the field E with a Hopf algebra action on a domain A and the coring
Map(G,A) with Homk(H,A). For a left H-module domain A, for which the
action satisfies the requirements of Definition 5.4.1 (on page 117), we show
that Homk(H,A) has a coring structure (see Proposition 5.4.4 on page 118). In
Definition 5.4.1 we require that H has a basis of elements which act on A as
monomorphisms. There is also a canonical coring homomorphism from the
Sweedler coring:
can : AAH A Homk(H,A), can(aAH b) = (H 3 h a(h ·b) ∈ A) (5.1)
where AH := {a ∈ H : ∀h∈Hh · a = (h)a}. Then we construct a Galois
connection between subalgebras of A and quotient corings of Homk(H,A),
which extends the Galois connection between subalgebras of A and general-
ised subalgebras of H (cf. Proposition 5.4.7 on page 121) via: Subgen(H) 3
K Homk(K,A) ∈ Quot(Homk(H,A)), where Quot(Homk(H,A)) is a com-
plete lattice of quotient corings. Interestingly, this extension gives rise to
a bijection between closed subalgebras of H and closed quotient corings of
Homk(H,A) (see Corollary 5.4.8 on page 122). Furthermore, if we assume that
the above canonical map (5.1) is an epimorphism then a coringHomk(K,A) ∈
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Quot(Homk(H,A)) is a closed element if the canonical map:
can : AAK A Homk(K,A), can(aAK b) = (K 3 k a(k · b) ∈ A)
is an isomorphism, where AK := {a ∈ A : ∀k∈Kk · a = (k)a}. Moreover, if
H is a finite dimensional Hopf algebra and A is Homk(H,A)-Galois, i.e. the
homomorphism can (5.1) is an isomorphism, then a subalgebra S is closed if
the map:
canS : AS A AAΨ(S) A Hom(Ψ(S), A)
is an isomorphism.
5.1 Classical Galois theory and corings
Here we quote the Maszczyk approach to Galois theory using corings.
Theorem 5.1.1 ([Maszczyk, 2007, Corollary 2.3])
Let F ⊆ E be a finite field extension with the Galois group G = Gal(E/F). Then
F ⊆ E is a Galois extension if and only if the map:
can : EF E Map(G,E)
e1 F e2 (g 7→ e1g(e2))
is a bijection.
We will omit the proof as it is very similar to the proof of Proposition 1.3.23
(on page 27). Furthermore, in [Maszczyk, 2007, Proposition 2.5] it is shown
that can is an isomorphism of corings.
Definition 5.1.2
Let A be a ring (not necessarily commutative). Then an A-coring is a triple
(K,∆, ), where K is an A-bimodule together with two A-bilinear maps: ∆ :
K KA A K and K A such that the following diagrams commute:
K KAAK
KAAK KAAKAAK
∆
∆ ∆AAidK
idKAA∆
K KAAK
AAAK
∆
∼= AAidK
K KAAK
KAAA
∆
∼= idKAA
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In other words anA-coring is a comonoid in themonoidal category ofA-bimodules.
A morphism of corings f : (K,∆K, K) (K′,∆K′ , K′) is an A-bilinear map
f : K K′ such that: ∆K′ ◦ f = f  f ◦∆K and K′ ◦ f = K.
Example 5.1.3 Here we give two important examples of corings.
1. Let E/F a be field extension then EF E is a coring, called the Sweedler
coring, with the comultiplication:
∆ : EF E 3 e′F e (eF 1E)E (1EF e′) ∈ (EF E)E (EF E)
and counit mapm : EF E E, the multiplication map of E.
2. Let E/F be a field extension and let G be a finite subgroup of Gal(E/F).
Then Map(G,E) is a coring with comultiplication induced by the mul-
tiplication of G,m : G×G G.
∆ : Map(G,E)
m∗
Map(G×G,E) ' Map(G,E)E Map(G,E)
whereMap(G,E) E Map(G,E) ' Map(G×G,E) is given by
φ1 E φ2 7→ ((g1, g2) 7→ φ1(g1)g2(φ2(g2)))
and the counit  : Map(G,E) E given by (φ) = φ(eG), where eG
denotes the identity of the group G.
The coring Map(G,E) was introduced by T. Maszczyk. He observed that the
canonical map can of Theorem 5.1.1 is a morphism of corings (see [Maszczyk,
2007, Proposition 2.5]).
Proposition 5.1.4
Let F ⊆ E be a finite field extension and G 6 Gal(E/F) then the map
can : EF E Map(G,E)
e1 F e2 (g 7→ e1g(e2))
is a morphism of corings.
Under the assumption that F ⊆ E is a finite Galois extension with the
Galois group Gal(E/F) = G the coring Map(G,E) can be realised by many
Hopf algebras, i.e. there are many Hopf algebras H such that Map(G,E) '
EH as E-corings. Let E/F be a finite separable field extension. Then Hopf
algebras H for which E/F is H-Galois are classified as forms of E˜[G], where
E˜ is the normal closure of E and G := Gal(E˜/F)/Gal(E˜/E) (see Greither and
Pareigis [1987]).
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The canonical map of corings EF E Map(G,E) is closely related to
the canonical map of the K[G]∗-Hopf–Galois extension F ⊆ E (where K ⊆ F
is a finite field extension). The K[G]∗-comodule structure map δ : E EK
K[G]∗ is given by
E EF E Map(G,E) EK K[G]∗
e 1 F e (g 7→ g(e)) e(0)  e(1)
can '
where G = Gal(E/F) and the last isomorphism is given by
EK K[G]∗ Map(G,E), e f (G 3 g f(g)e ∈ E)
The coaction δ is a K-linear algebra homomorphism. The composition:
EF E can Map(G,E) ∼= EF K[G]∗
is the canonical map of E as a K[G]∗-comodule algebra. Thus we can realise
the isomorphism of corings can as a canonical map of a Hopf–Galois exten-
sion. Note that there is no canonical Hopf algebra: K was any field such that
F is its finite extension. For an infinite group G we cannot use the canonical
coringMap(G,E) but we can still use Hopf algebras.
5.2 Lattices of subcorings and quotient corings
Firstwe focus on the lattices of subcorings and quotient corings. We show that
both of them are complete. Then we prove that there is an epimorphism from
the lattice of subcorings of the coring Map(G,E), considered in the previous
section, to the lattice of congruences of G when considered as a semigroup.
We also show that there is an epimorphism from the lattice of coideals of
Map(G,E) to the lattice of submonoids of G.
Definition 5.2.1
A subcoringK′ of anA-coringK is anA-coringK′ such thatK′ is a subbimodule
of K and the inclusion K′ ⊆ K is a morphism of A-corings.
If K is pure as a left and right A-module then a subcoring is a subbimodule
such that ∆|K′ takes values in K′AAK′ ⊆ KAAK.
Proposition 5.2.2
Subcorings of an A-coring K form a complete lattice ordered by inclusion.
Proof: Let K′ and K′′ be subcorings with structure maps ∆′, ′ and ∆′′, ′′,
respectively. Then K′ +K′′ is a subcoring of the coring K:
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(K′ K′)⊕ (K′′ K′′) (K′ ⊕K′′)  (K′ ⊕K′′)
K′ ⊕K′′
K′ +K′′ (K′ +K′′)  (K′ +K′′)
K K K
∆′ ⊕∆′′
i i
∃
∆
i
The kernel of the composition f : K′⊕K′′ (K′+K′′)(K′+K′′) contains the
kernel of the mapK′⊕K′′ K′+K′′. Thus the mapK′+K′′ (K′+K′′)
(K′ + K′′) exists. Let (l,−l) ∈ ker(K′ ⊕ K′′ K′ + K′′) (where l ∈ K′ ∩ K′′).
Then f(l,−l) = (l(1 )′−l(1 )′′)(l(2 )′−l(2 )′′), wherewewrite∆′(l) = l(1 )′l(2 )′
and ∆′′(l) = l(1 )′′  l(2 )′′ . Then i i ◦ f(l,−l) = 0. It remains to observe that
the map i  i : (K′ + K′′)  (K′ + K′′) K  K is a monomorphism, which
follows from the commutativity of the diagram:
K′ +K′′ (K′ +K′′)  (K′ +K′′)
K K K
∆′ + ∆′′
i i i
∆

Definition 5.2.3
Let K be an A-coring. Then a coideal of K is a kernel of a morphism of A-corings.
If I is pure as a left and right A-module then a coideal is an A-subbimodule I
such that∆(I) ⊆ IAAK+KAAI and I ⊆ ker. Note that by [Brzeziński and
Wisbauer, 2003, 17.17] the above definition is equivalent to [Brzeziński and
Wisbauer, 2003, 17.14], where coideals are defined as kernels of morphisms
of corings which are onto.
Proposition 5.2.4
Let K be an A-coring. Then the poset Quot(K) of quotient A-corings is complete.
Proof: It is enough to show that the dual poset of coideals of K is complete.
In order to show this we prove that it is closed under arbitrary suprema. Let
(Ji)i∈I be a family of coideals of the coring K. We let J :=
∑
i∈I Ji, pii :
K K/Ji and pi : K K/J be the natural projections. According to [Brzez-
iński andWisbauer, 2003, 17.14] it is enough to show that there exists a coring
structure on K/J . Clearly, we have a diagram:
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K KAAK
K/J K/JAAK/J
∆
pi pi  pi
∆
The map ∆ exists since for any
∑
i xi ∈ J , where xi ∈ Ji ∀i ∈ I , we have
pii  pii ◦ ∆(xi) = ∆i ◦ pii(xi) = 0. We get pi  pi ◦ ∆(∑i xi) = 0 and hence
kerpi ⊆ ker(pi  pi ◦∆). Furthermore, ∆ is coassociative. For this we consider
the following commutative diagram:
K KA2 KA3
K/J K/JA2 K/JA3
∆ ∆  id
id ∆
pi pi2 pi3
∆
∆  id
id ∆
Since pi is an epimorphism and both ∆  id ◦∆ and id A ∆ ◦∆ makes the
outer diagrams commute, they must be equal. The counit is constructed in a
similar way:
K
A
K/J


pi
The counit  exists and is unique such that the above diagram commutes since
kerpi ⊆ ker. The counit axiom can be proved by considering the following
diagram:
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K/JA2
K/J
K/J
 id
id  
∆ =
KA2
K
K
 id
id  
∆ =
where all the vertical arrows are the respective projection maps pi. From the
above diagram we deduce that
 id ◦∆ ◦ pi = pi
id   ◦∆ ◦ pi = pi
The map pi is an epimorphism, thus  is indeed the counit. Clearly, J is the
join of (Ji)i∈I in coId(K). Hence the poset coId(K) is complete with respect to
the join and thus it is a complete lattice. 
Proposition 5.2.5
There is a Galois epimorphism from the lattice of subcorings of Map(G,E) to the
lattice of congruences ofG, denoted as Con(G), whereG is considered as a semig-
roup.
As a reminder, a congruence is an equivalence relation which is compat-
ible with all the algebraic operations, in this case, only with multiplication,
i.e. if g1 and h1 are congruent and g2 and h2 are then so is the pair g1g2 and
h1h2, where gi, hi ∈ G, i = 1, 2. The lattice of congruences of a semigroup is
dually isomorphic to the lattice of its quotient semigroups.
Proof: Let C be a subcoring ofMap(G,E). Then we define the corresponding
congruence θC of G as follows:
xθCy ⇔ ∀
C3f :G E
f(x) = f(y).
For any θ ∈ Con(G) we can associate a subcoring Map(G/θ,E). We identify
Map(G/θ,E) with its image under the map
Map(G/θ,E) Map(G,E)
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induced by the quotient map G G/θ. We use the following notation:
Subcoring(Map(G,E)) Con(G)
C θC
Con(G) Subcoring(Map(G,E))
θ Cθ
It is straightforward to see that we have just defined antimonotonic morph-
isms of posets. We check now the Galois epi property: C ⊆ CθC and θ = θCθ .
Let us prove the first property: let x ∈ C then it is easy to see that one can
factorise the map x through G/θC so x belongs to Map(G/θC ,E) and thus
C ⊆ Map(G/θC ,E). Nowwe will show that θ = θCθ . Let us suppose that xθy.
Then for all f ∈ Cθ = Map(G/θ,E), f(x) = f(y) thus by the definition of θCθ
we have xθCθy. Now if xθCθy and x¬θ y then one can construct a map, as any
field E has at least two elements, from G to E which factorises through G/θ
and such that f(x) 6= f(y). But this contradicts our assumption xθCθy so x
and y must belong to the same congruence class of θ. 
Proposition 5.2.6
LetG be a finite group. Then there exists a Galois epimorphism from the lattice of
coideals of the coringMap(G,E) to the lattice of submonoids of G.
Proof: Let I be a coideal ofMap(G,E) then
⋂
f∈I kerf , where kerf denotes the
set of elements of Gwhich are mapped to 0, is a submonoid of G. It contains
the identity of the group G, because I ⊆ ker, where  is the evaluation at the
identity of G. Now let us observe that
⋂
f∈I kerf is closed under multiplica-
tion: if g1 and g2 belong to all of the kernels of elements of I then for any f ∈ I
f(g1g2) = ∆(f)(g1, g2) = 0, because∆(f) ∈ IEMap(G,E) + Map(G,E)EI .
The map θ : I 7→ ⋂f∈I kerf reverses the order. The second map of the Galois
connection is given as follows. For any submonoidG0 ofG,Map(G0,E) forms
a coring (the identity element of G is needed to set the counit as evaluation
on it). Map(G0,E) is a quotient coring of Map(G,E) via the restriction map
f 7→ f |G0 . Thus we have a map ξ from submonoids of G to coideals of the
coring Map(G,E) defined as ξ(G0) = ker
(
Map(G,E) Map(G0,E)
)
which
reverses the order. Furthermore, one can easily verify that
θξ = idSubmono(G) and ξθ > idcoId(Map(G,E))
hence θ is an epimorphismwhich is a part of the Galois connection (θ, ξ). The
second inequality follows since f ∈ ξθ(I) if and only if ⋂g∈I kerg ⊆ kerf . 
In an analogous result for the Hopf algebra k[G]∗ we were able to show that
every generalised quotient comes from a subgroup of G (Proposition 3.2.10
on page 60). The reason behind this is that right ideals of k[G]∗ are always
spanned by some of the δg ∈ Map(G,E) (δg(h) = 1 if and only if h = g,
otherwise it is 0).
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5.3 Galois connection for H-module algebras
We let A#H denote the smash product of A andH , where A is anH-module
algebra (see Example 1.3.113). The underlying vector space ofA#H isAH .
We will denote by a#h (for a ∈ A and h ∈ H the simple tensor a  h as an
element of the smash product A#H). The multiplication is defined by the
rule: a#h · b#k = a(h(1) · b)#h(2)k for a, b ∈ A and h, k ∈ H . We will denote
by SubAlgH (H) the poset of right coideal subalgebras of H .
Lemma 5.3.1
Let A be an H-module algebra. Then for anyK ∈ SubAlgH (H) we have:{
a ∈ A : ∀k∈K k · a = (k)a
}
= A ∩ CentA#H(1A#K)
where CentA#H(1A#K) =
{
x ∈ A#H : ∀k∈K x · 1#k = 1#k · x
}
is the
centraliser of 1A#K in A#H .
Proof: The condition a#1·1#k = 1#k ·a#1 translates to a#k = (k(1) ·a)#k(2).
When we compute idA   of this equality we get k · a = (k)a. The other
inclusion is obvious. 
Proposition 5.3.2
Let A be a left H-module algebra over a field k and let B = AH . We define two
order-reversing morphisms:
Φ : SubAlgH (H) SubAlg(A/B), Φ(K) := A
K =
{
a ∈ A : ∀k∈K k · a = (k)a
}
forK ∈ SubAlgH (H) a right coideal subalgebra and
Ψ : SubAlg(A/B) SubAlgH (H), Ψ(S) := H ∩ CentA#H(S#1H)
for S ∈ SubAlg(A/B). Then (Φ,Ψ) is a Galois connection.
Let us note that Φ(K) is the largest subalgebra of A such that theK-action is
left Φ(K)-linear.
Proof: Let k ∈ H and a ∈ A. We have
Φ(K) = {a ∈ A : ∀k∈K a#1 · 1#k = 1#k · a#1}
by Lemma 5.3.1. It is clear that Φ(K) is a subalgebra ofA. Let us show that for
S ∈ SubAlg(A/B), Ψ(S) is a right coideal subalgebra ofH . From the definition
of Ψ it follows that Ψ(S) is a subalgebra of H . Now, for k ∈ Ψ(S) and for all
a ∈ S we have (k(1) · a)#k(2) = a#k. Applying idA  ∆H we get (k(1)(1) ·
a
)
#k(1)(2)  k(2) = a#k(1)  k(2). It follows that ∆H(k) ∈ Ψ(S) H . ThusK
is a right coideal subalgebra of H .
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Clearly Φ and Ψ are anti-monotone maps. The Galois properties ΨΦ >
idSubHopf (H) and ΦΨ > idSubAlg (A) are easily verified. 
Note that Φ(K) is aK-submodule of A:
k′ · (k · a) = (k′k) · a = (k′k)a = (k′)(k)a = (k′)k · a
for k, k′ ∈ K and a ∈ Φ(K). Furthermore, if K is a normal Hopf subalgebra
then Φ(K) is an H-submodule:
k · (h · a) = (h(1)S(h(2))kh(3)) · a = (h(1)(S(h(2))kh(3))) · a = (k)h · a
for any k ∈ K and h ∈ H . Let us note that if K is commutative, AK is an
H-submodule, and if moreover A is a faithful H-module then K is one di-
mensional. For every h ∈ H , k ∈ K and a ∈ AK we have k · (h · a) = (k)h · a.
The action is faithful so we must have kh = (k)h. Then for any non-zero
k, k′ ∈ K we have 0 6= kk′ = (k)k′ = (k′)k (it is non zero since the action is
faithful).
Let V be a k-vector space and letW ⊆ V thenW⊥ := {f ∈ V ∗ : f |W = 0}.
We also will use the same notation forW ⊆ V ∗,W⊥ := ⋂f∈W kerf . Since we
will use these two maps only if V is finite dimensional this should not lead to
any confusion (under the identification (V ∗)∗ = V these two maps represent
the same morphisms from Sub(V ∗) to Sub(V )).
Let us note that if H is finite dimensional then A is a right H-comodule
algebra if and only if A is a left H∗-module algebra. Furthermore, for any
Q ∈ Quotgen(H) let IQ be the right ideal coideal of H such that Q = H/IQ.
Then we have AcoQ = AI
⊥
Q (I⊥Q is a right coideal subalgebra of H∗).
Let (Φ,Ψ) be the Galois connection between Subgen(H) and SubAlg(A),
where Φ(K) = AK . It exists since
∨
α∈I Kα is equal to the algebra gener-
ated by all the Kα (α ∈ I) and thus A
∨
α∈I Kα =
⋂
α∈I A
Kα . Let us note that
φ = Φ ◦ α, where α : Quotgen(H) SubAlgH (H), α(Q) := Q∗.
Lemma 5.3.3
Let A be anH-comodule algebra over a field K, withH a finite dimensional Hopf
algebra. Let us also assume that φ (and thus Φ) is injective (this holds for example
if A is H-Galois). Let S ∈ SubAlg(A). Then Iψ(S) = Ψ(S)⊥.
Proof: We have the following diagram:
SubAlg(A) Quotgen(H)
SubAlgH (H
∗)
ψ
φ
Ψ
Φ ∼= α
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where α(Q) = I⊥Q is a poset isomorphism. Since φ = Φ ◦ α we also have
Ψ = α ◦ ψ and thus Iψ(S) = Ψ(S)⊥. 
5.4 Maszczyk’s approach in a noncommutative way
In this section all algebras are over a fixed base field k. Furthermore, through-
out this section we assume that both H and A are finite dimensional over k.
Definition 5.4.1
Let A be an H-module algebra with H finite dimensional. We say that H acts
through monomorphisms if there exists a basis of H , {hi ∈ H : i ∈ I} for
which the following implication holds: hi · a = 0 ⇒ a = 0 for all i ∈ I and
a ∈ A.
Note that the definition requires that (hi) 6= 0 by letting a = 1. For example
if G is a group acting by automorphisms on an algebra A, then it induces a
k[G]-action through monomorphisms on A. Let us note the following the-
orem:
Theorem 5.4.2 ([Montgomery, 1993, Thm 8.3.7])
Let A be a left H-module algebra, where A is a division ring and H is finite di-
mensional. Then the following conditions are equivalent:
1. A/AH is H∗-Galois,
2. [A : AH ]r = dimH or [A : AH ]l = dimH ,
3. AH ⊆ A has the normal basis property,
4. A ∼= AH#σH∗ is a crossed product (see Example 1.3.11(iii)),
5. A#H is simple.
AnH-action on an algebra A, which has a normal basis, satisfies the require-
ments of Definition 5.4.1 if there exists a basis {hi ∈ H : i ∈ I} ofH such that
Hhi = H for all i ∈ I , since the action is induced from the right coaction of
H∗ on H .
Lemma 5.4.3
Let A be a domain and an H-module algebra, such that the H-action is through
monomorphisms (Definition 5.4.1). Let φ1, φ2 : H → A be linear maps. If for all
h, k ∈ H , φ1(h(1))h(2) · φ2(k) = 0 then φ1 = 0 or φ2 = 0.
Proof: Assume that there exists k ∈ H such that φ2(k) 6= 0. Then for every
h ∈ H , φ1(h(1))  h(2) = 0, since otherwise φ1(h(1))h(2) · φ2(k) 6= 0 (note that
we can alwayswrite h(1)h(2) = ∑i∈I kihiwhere hi, ki ∈ H and {hi : i ∈ I}
is a basis of elements guaranteed by Definition 5.4.1). It follows that for every
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h ∈ H , φ1(h) = φ1(h(1))(h(2)) = 0. 
Proposition 5.4.4
Let A be a domain and an H-module algebra such that H-acts through mono-
morphisms. Then Homk(H,A) is an A-coring. The A-bimodule structure is
given by:
(a · φ)(h) = aφ(h)
(φ · a)(h) = φ(h(1))(h(2) · a)
The comultiplication is given by the commutative diagram:
HomK(H,A) HomK(H,A) A HomK(H,A)
HomK(H H,A)
∆
HomK(m,A)
'
α
where the isomorphism α : HomK(H,A)AHomK(H,A) HomK(HH,A)
is given by: α(φ1Aφ2) = (h k φ1(h(1))h(2) · φ2(k)). The counit is given
by (φ) = φ(1H).
Proof: The right A module structure is associative since Homk(H,A) is an
H-module algebra:
((φ · a) · b) (h) = (φ · a) (h(1))h(2) · b
= φ(h(1))(h(2) · a)(h(3) · b)
= φ(h(1))h(2) · (ab)
= (φ · (ab)) (h)
for any a, b ∈ A and h ∈ H . Clearly Homk(H,A) is a left and right A-module.
It is an A-bimodule, since both Amodule structures commute.
Now, let us note that, by Lemma 5.4.3, α is a monomorphism. It is an iso-
morphism since the dimension of both domain and codomain is (dimKH)2 ·
dimKA < ∞. We show that ∆ is coassociative. For this we consider the fol-
lowing diagram:
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Homk(H
2, A)A Homk(H,A)
Homk(H,A) Homk(H,A)
A2 Homk(H,A)A3 Homk(H3, A)
Homk(H,A) A Homk(H2, A)
∆ ∆ A id
id A ∆
Homk(m,A)A id
id A Homk(m,A)
αA id
id A α
β1
β2
where β1(Φ A ψ)(h k  l) = Φ(h(1)  k(1)) ((h(2)k(2)) · ψ(l)), and β2(φA
Ψ)(hkl) = φ(h(1)) (h(2) ·Ψ(k  l)). Bothmaps β1 and β2 aremonomorph-
ism, which follows using the same argument as in the proof of Lemma 5.4.3.
Thus both β1 ◦ α A id and β2 ◦ id A α are monomorphisms. Now, ∆ is
coassociative if the following equality holds:
β1 ◦ Homk(m,A)A id ◦∆ = β2 ◦ id A Homk(m,A)
By definition of ∆ we have:
φ(1)(h(1))
(
h(2) · φ(2)(k)
)
= φ(hk) (5.2)
We claim that
(β1 ◦ Homk(m,A) A id ◦∆) (φ)(h k  l) = φ(hkl)
This follows from commutativity of the following diagram:
Homk(H
3, A)
Homk(H
2, A) Homk(H2, A)A2
Homk(H,A) Homk(H,A)
A2 Homk(H,A)A3
∆ ∆ A id
Homk(m,A)
Homk(m id , A)
α Homk(m,A)  id α id
β1
The parallelogram diagram commutes since:
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(
h k 7→ φ(h(1))h(2) · φ(k)) (h k  l 7→ φ(h(1)k(1)) (h(2)k(2)) · ψ(l))
φA ψ φ ◦mA ψ
α
Homk(m,A) A id
Homk(m id , A)
β1
In a similar way we compute (β2 ◦ id A Homk(m,A) ◦∆) (φ)(h  k  l) =
φ(hkl). Thus, indeed, β1 ◦Homk(m,A)A id ◦∆ = β2 ◦ idAHomk(m,A)◦∆,
and hence ∆ is coassociative. The counit axiom follows from Equation (5.2).

Definition 5.4.5
Let A be an H-module algebra, which is a domain and such that H acts through
monomorphisms (Definition 5.4.1). If the canonical map:
can : AAH A Homk(H,A), can(a a′) = (h a(h · a′)) (5.3)
is a bijection then the extension A/AH is called Homk(H,A)-Galois.
Proposition 5.4.6
Let A be an H-module algebra, which is a domain and such that H acts through
monomorphisms. Then the canonical map (5.3) is a morphism of corings.
Proof: First we show that can is compatible with comultiplication, i.e. that
the following diagram commutes:
AAH A Homk(H,A)
Homk(H
2, A)
(AAH A) A (AAH A) Homk(H,A)A Homk(H,A)
can
can A can
Homk(m,A)
α
For this we take x y ∈ AAH A. Then
Homk(m,A) ◦ can(x y) = (h k x (hk) · y)
while
can A can((x 1)A (1 y) = ((h xh · 1)A (k k · y))
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and thus α ◦ can A can ((x 1)A (1  y)) = (h k x (h(1))(h(2)k) · y).
Thus the equality follows. Moreover, the morphism can is compatible with
the counit:  ◦ can(x y) = xy = (x y). 
IfK is a right coideal (unital) subalgebra ofH then Homk(K,A) is a quotient
coring of Homk(H,A). The quotient map is induced by the inclusion i : K ⊆
H and the comultiplication is given by:
Homk(K,A) Homk(K,A) A Homk(K,A)
Homk(K K,A)
∆
Homk(m,A)
'
α
where α is defined by α(φ1 A φ2) (h k) = φ1(h(1))h(2) · φ2(k). It is well
defined sinceK is a right coideal and it is an isomorphism by the same argu-
ment as the one used to prove Lemma 5.4.3. The counit ofHom(K,A) is given
by (φ) = φ(1H) (K is a unital subalgebra hence 1H ∈ K).
Proposition 5.4.7
Let A and H be as above. Then there exists a Galois connection (Θ,Υ):
SubAlg(A) Subgen(H)
Quot(Homk(H,A))
Hom(−, A)
Ψ
Φ
Υ
Θ
(5.4)
where Υ := Homk(−, A) ◦Ψ.
Proof: The Galois connection (Φ,Ψ) was constructed in Proposition 5.3.2.
To prove that there exist Galois connection (Θ,Υ) it is enough to show that
Homk(−, A) preserves all infima, since all the posets are complete. First let us
note that Homk(−, A) : K Homk(K,A) preserves the order: an inclusion
K1 ⊆ K2 induces an epimorphism of corings: Homk(K2, A) Homk(K1, A)
which makes the following diagram commute.
Homk(H,A)
Homk(K2, A) Homk(K1, A)
Let (Ki)i∈I be a family of right ideal subalgebras. Their meet in Subgen(H)
is equal to
⋂
i∈I Ki (see the proof of Proposition 3.1.29). We claim that the
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following equility holds
∧
i∈I Homk(Ki, A) = Homk(
⋂
i∈I Ki, A). If we show
that∑
i
{f ∈ Homk(H,A) : f |Ki = 0} =
{
f ∈ Homk(H,A) : f |⋂iKi = 0
}
(5.5)
then we get that the sequence:
0
{
f ∈ Homk(H,A) : f |⋂iKi = 0
}
Homk(H,A)
∧
i
Homk(Ki, A) 0
is exact and the claim follows. Then we get that Homk(−, A) ◦ Ψ reflects su-
prema into infima, and hence there exists a Galois connection (Θ,Υ). Thus
it remains to prove (5.5). For this let us observe that an infinite intersection
of subspaces Ki (i ∈ I) of a finite dimensional vector space Homk(H,A) is
equal to a finite intersection of Ki (i ∈ I0), where I0 ⊆ I , |I0| <∞ (any inter-
section can be computed as an intersection of a chain Ki0 ) Ki0 ∩Ki1 ) · · ·
(I = {i0, i1, . . . }, in which every step is a proper inclusion until it stabilises)
and this must stabilise after finitely many steps, since the space Homk(H,A)
is finite dimensional). Assuming that (5.5) holds for any finite intersections
we have:
∑
i∈I
K⊥i ⊆
(⋂
i∈I
Ki
)⊥
=
⋂
i∈I0
Ki
⊥ = ∑
i∈I0
K⊥i ⊆
∑
i∈I
K⊥i
and thus (5.5) follows. To prove (5.5) in the finite case it is enough to consider
I = {1, 2}. The claim follows since bothK⊥1 +K⊥2 and (K1 ∩K2)⊥ are coker-
nels of the inclusion (K1 +K2)⊥ K⊥1 ⊕K⊥2 , (f f ⊕ f). In both cases the
cokernel map sends f ⊕ g to f − g. It is clear that the sequence
0 (K1 +K2)
⊥ K⊥1 ⊕K⊥2 K⊥1 +K⊥2 0
is exact. It remains to show that
0 (K1 +K2)
⊥ K⊥1 ⊕K⊥2 (K1 ∩K2)⊥ 0
is exact. Here the difficulty lies in showing that the map K⊥1 ⊕ K⊥2 3 f ⊕
g f − g ∈ (K1 ∩ K2)⊥ is an epimorphism. We can write H as a direct
sum A ⊕ B1  B2 ⊕ C where A,Bi, C are subspaces such that A = K1 ∩K2,
Bi ⊕A = Ki and C is the complement ofK1 +K2 inH . Let f ∈ (K1 ∩K2)⊥,
and let g be such that g|B1 = −f |B1 and g|A⊕B2⊕C = 0. Then f = (f + g)− g
and f + g ∈ K⊥1 and g ∈ K⊥2 . 
Corollary 5.4.8
Under the assumptions of the previous Proposition, the morphism Homk(−, A)
restricts to a bijection from the closed elements of Subgen(H) in (Φ,Ψ) to the closed
elements of Quot(Homk(H,A)) in (Θ,Υ).
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Proof: Clearly, Homk(−, A) : Subgen(H) Quot(Homk(H,A)) is an inject-
ive map, which maps closed elements of Subgen(H) (in (Φ,Ψ)) to closed ele-
ments of the poset Quot(Homk(H,A)) (in (Θ,Υ)). If K ∈ Quot(Homk(H,A))
is a closed element then there exists B ∈ SubAlg(A) such that K = Υ(B) =
Homk(Ψ(B), A). Thus Homk(−, A) is indeed a bijection between the sets of
closed elements. 
Proposition 5.4.9
Let A be a domain and an H-module algebra, such that the H-action is through
monomorphisms (Definition 5.4.1). Moreover, let us assume that the canonical
map (5.3) is an epimorphism. Let K,K ′ ∈ Subgen(H) be such that canK and
canK′ are isomorphisms. Then Homk(K,A) = Homk(K ′, A) whenever AK =
AK
′
Let us note that the above proposition holds even ifA orH are infinite dimen-
sional over the base field k.
Proof: Let i : K ⊆ H and i′ : K ′ ⊆ H be the inclusions. The proposition
follows from the commutative diagram:
Homk(K,A)
A
AK
A
=A
AK
′A AAH A Homk(H,A)
Homk(K
′, A)
canH
Homk(i, A)
Homk(i
′, A)
canK
'
canK′
'
The map f = canK ◦ can−1K′ is a map of corings what easily follows from com-
mutativity of the diagram:
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Homk(K
′, A)AAHomk(K ′, A)
Homk(H,A)AAHomk(H,A)
Homk(K,A)AAHomk(K,A)
f  f
Homk(i
′, A)  Homk(i′, A) Homk(i, A)  Homk(i, A)
Homk(K
′, A)
Homk(H,A)
Homk(K,A)
f
Homk(i
′, A) Homk(i, A)
∆Homk(K′,A)
∆Homk(H,A)
∆Homk(K,A)
In this way we have proved that Homk(K ′, A) > Homk(K,A) in the poset
Quot(Homk(H,A)). In a similar way we get Homk(K,A) > Homk(K ′, A) and
thus they are equal. 
Corollary 5.4.10
LetH andA be as in Proposition 5.4.9. LetK ∈ Subgen(H) be such that canK is
an isomorphism. ThenHomk(K,A) is a closed element ofQuot(Homk(H,A)) in
(Θ,Ψ) and thus, by Corollary 5.4.8,K is a closed element of the lattice Subgen(H)
in (Φ,Ψ).
Proof: Let K˜ = Ψ◦Θ(Homk(K,A)). Then, byCorollary 5.4.8, K˜ is the smallest
closed element covering K in Subgen(K) and thus AK˜ = AK . Let i : K ⊆ K˜
be the inclusion. We have the following commutative diagram:
AAH A Homk(H,A)
A
AK˜
A Homk(K˜, A)
AAK A Homk(K,A)
canH
can
K˜
canK
'
Homk(i, A)=
From the upper commutative square it follows that can
K˜
is an epimorphism.
From the lower commutative square we get that it is also a monomorphism,
thus it is an isomorphism. We get that Homk(i, A) is an isomorphism. Thus
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Homk(K,A) = Homk(K˜, A) is closed. 
Theorem 5.4.11
Let H be a finite dimensional Hopf algebra, A – a domain and an H-module al-
gebra, such thatH acts through monomorphisms. Furthermore, let us assume that
A is Homk(H,A)-Galois. Then S ∈ SubAlg(A) is a closed element of the Galois
connection (Φ,Ψ) if the map
canS : AS A AAΨ(S) A Hom(Ψ(S), A)
is an isomorphism and A is faithfully flat as a right or left S-module. Conversely,
if S is closed then canS is an isomorphism.
Proof: Since H is finite dimensional, A is a right H∗-comodule algebra, and
AcoH
∗
= AH . For K ∈ Subgen(H) the dual K∗ ∈ Quotgen(H∗) and we have a
commutative diagram:
AAK A Hom(K,A)
AAcoK∗ A AK∗
=
canK
∼=
canK∗
Since canH is an isomorphism, canH∗ is an isomorphism as well, hence canK∗
is an epimorphism and by [Schauenburg and Schneider, 2005, Cor. 3.3] it is an
isomorphism. By the above commutative diagram canK is an isomorphism.
Hence, if S = AΨ(S) then canΨ(S) is an isomorphism. Now, if canS is an
isomorphism, then since canΨ(S) is an isomorphism we must have AS A =
AAΨ(S) A, since A is a domain and by Remark 4.4.3(ii) we have S = AΨ(S).

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