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Let E be a compact subset of the unit circle. We determine the extremal rate
of growth of ðjjTnjjÞn51 for Banach-space operators T satisfying the resolvent
condition
jjðT  lIÞ1jj4
const:
distðl; EÞ
ðjlj > 1Þ:
This includes, as extreme cases, the Kreiss condition E ¼ T and the Ritt condition
E ¼ f1g: For intermediate sets E; the cardinality, the measure and the Hausdorff
dimension of E all play a roˆle in determining the growth of jjTnjj: As a by-product, we
also obtain lower bounds for the Taylor coefﬁcients of functions f holomorphic on
the unit disk and satisfying
j f ðzÞj5
1
distðz; EÞ
ðjzjo1Þ:
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EL-FALLAH AND RANSFORD1361. INTRODUCTION AND STATEMENT OF RESULTS
Let X be a complex Banach space, and let T be a bounded linear operator
on X :
If T is power bounded, say supn50 jjT
njj ¼ Co1; then its spectrum is a
subset of the closed unit disk, and its resolvent satisﬁes the so-called Kreiss
condition, namely
jjðT  lIÞ1jj4
C
jlj  1
ðjlj > 1Þ: ð1Þ
Conversely, if X is ﬁnite dimensional and T satisﬁes (1), then T is power
bounded: this is the celebrated Kreiss matrix theorem [5]. If X is inﬁnite
dimensional, then (1) only implies that jjTnjj ¼ OðnÞ as n !1 (see e.g. [10]).
However, it has recently been shown [1, 6, 7] that the somewhat stronger Ritt
condition, namely
jjðT  lIÞ1jj4
C
jl 1j
ðjlj > 1Þ; ð2Þ
does imply that T is power bounded, even if X is inﬁnite dimensional (see
also Corollary 1.6 below). The article [1] contains an account of the history
of the Kreiss and Ritt conditions.
In this paper, we study conditions on the resolvent of the form
jjðT  lIÞ1jj4
C
distðl; EÞ
ðjlj > 1Þ; ð3Þ
where E is now a general compact subset of the unit circle T: The conditions
(1) and (2) correspond to taking E ¼ T and E ¼ f1g; respectively. Our
purpose is, given E; to determine the extremal rate of growth of jjTnjj for
operators T satisfying (3).
To state our results, we need a little notation. Let E be a compact subset
of the unit circle T: We write jEj for the Lebesgue measure of E; and #E for
the cardinality of E (#E ¼ 1 if E is inﬁnite). Given d > 0; we deﬁne
Ed ¼ feiy : 9eij 2 E; jy jj4dg:
Finally, for n51; we deﬁne
FEðnÞ ¼
n
p
jEp=2nj:
It is easily checked that FEðnÞ is increasing, that FEðnÞ=n is decreasing, and
that
lim
n!1
FEðnÞ ¼ #E and lim
n!1
FEðnÞ
n
¼
jEj
p
:
RESOLVENT CONDITIONS OF KREISS–RITT TYPE 137The following two theorems show that the function FEðnÞ is essentially
the solution to our extremal problem.
Theorem 1.1. Let X be a complex Banach space, and let T be a bounded
linear operator on X : Suppose that T satisfies (3) for some compact set E  T
and some constant C: Then
jjTn1jj4
e
2
C2FEðnÞ ðn51Þ:
Theorem 1.2. Let E be a compact subset of T and let C > 1: Then there
exists a complex Banach space X and a bounded linear operator T on X
satisfying (3) such that
max
04k4n1
jjTk jj51þ
1
9p
ðC  1ÞðFEðnÞ  1Þ ðn52Þ:
These theorems will be proved in Sections 3 and 4, respectively. We shall
also establish an estimate for the norm of an arbitrary polynomial in T :
As an immediate consequence of these two theorems, we obtain the
following improvement of [1, Theorem 3.2]. It contains the Kreiss matrix
theorem as a special case, because, if dim Xo1; then an operator T on X
satisfying (1) automatically satisﬁes (3) with E ¼ sðTÞ \ T:
Corollary 1.3. If E is finite and T satisfies (3), then T is power bounded
and
sup
n50
jjTnjj4
e
2
C2#E:
On the other hand, if E is infinite and C > 1; then there exists T (on some
Banach space) satisfying (3) but not power bounded.
Proof. It sufﬁces to remark that FEðnÞ increases to #E as n !1: ]
Another noteworthy case is when E has measure zero. This result has also
been obtained by different means by Nevanlinna [8].
Corollary 1.4. If jEj ¼ 0 and T satisfies (3), then jjTnjj ¼ oðnÞ as
n !1: On the other hand, if jEj > 0; then there exists T (on some Banach
space) satisfying (3) and such that jjTnjjaoðnÞ as n !1:
Proof. This time we use the fact that FEðnÞ=n decreases to jEj=p as
n !1: ]
EL-FALLAH AND RANSFORD138Returning to the original Ritt condition, Corollary 1.3 shows that if T
satisﬁes (2), then supn50 jjT
njj4eC2=2: This is the same estimate as that
obtained in [1, Theorem 3.1]. We can improve slightly upon this by using a
different technique, inspired by a classical theorem of Szego¨ (cf. [3, Chap.
IV, Theorem 3.1]).
Theorem 1.5. Let X be a complex Banach space, and let T be a bounded
linear operator on X : Suppose that T satisfies
jjðI  zTÞ1jj4j f ðzÞj ðjzjo1Þ; ð4Þ
where f ðzÞ ¼
P1
k¼0 akz
k is a function holomorphic on the open unit disk. If p is
a polynomial of degree n; then
jjp0ðTÞjj4max
T
jpj
Xn1
k¼0
jakj2:
This theorem will be proved in Section 5. The application to the Ritt
condition is immediate.
Corollary 1.6. If T satisfies (2) for a certain constant C; then
sup
n50
jjTnjj4C2:
Proof. It sufﬁces to apply the theorem with f ðzÞ ¼ C=ð1 zÞ and
pðzÞ ¼ zn=n: ]
Theorems 1.2 and 1.5 combined lead to the following purely function-
theoretic result.
Theorem 1.7. Let E be a compact subset of the unit circle. Let
f ðzÞ ¼
P1
k¼0 akz
k be a holomorphic function on the open unit disk such that
j f ðzÞj5
1
distðz; EÞ
ðjzjo1Þ: ð5Þ
Then
max
04k4n1
jak j5
1
6
ﬃﬃﬃ
p
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃFEðnÞp ðn51Þ:
It is well known that holomorphic functions f on the unit disk satisfying
(5) exist if and only if E is a Carleson set, i.e.Z
jzj¼1
log
1
distðz; EÞ
 
jdzjo1:
RESOLVENT CONDITIONS OF KREISS–RITT TYPE 139For such a set E; it is possible to construct functions holomorphic on the
disk and smooth up to the boundary, vanishing to inﬁnite order on E (see
e.g. [11]). It is not hard to see that the reciprocals of such functions must
have Taylor coefﬁcients that grow rapidly. The novelty of Theorem 1.7 is
that no assumption is made about smoothness up to the boundary. Its proof
is given in Section 6.
In view of Theorem 1.7, it is natural to ask how rapidly FEðnÞ can grow as
n !1 if E is a Carleson set. In the ﬁnal section, Section 7, we analyse the
growth of FEðnÞ for various classes of sets E; including Carleson sets, and
relate it to the Hausdorff dimension.
2. THE FUNCTIONS LE AND NE
For the proofs of Theorems 1.1 and 1.2, it is convenient to introduce two
auxiliary functions LE and NE ; deﬁned as follows. Given a non-empty
compact subset E of T; its complement T=E is a ﬁnite or countable union of
disjoint open arcs Ij : For d > 0; we then deﬁne
NEðdÞ ¼ #fIj : jIj j > dg;
LEðdÞ ¼ jT=[fIj : jIj j > dgj:
These functions provide an alternative way to calculate FEðnÞ; thanks to the
following elementary lemma.
Lemma 2.1. Let E be a compact subset of T: Then
jEd=2j ¼ LEðdÞ þ dNEðdÞ ðd > 0Þ;
and consequently
FEðnÞ ¼
n
p
LE
p
n
 	
þ NE
p
n
 	
ðn51Þ:
Proof. The set Ed=2 consists of E; together with all the Ij such that jIj j4d;
plus two arcs of length d=2 for each Ij such that jIj j > d: This gives the ﬁrst
equality, and the second follows by taking d ¼ p=n: ]
We remark, in passing, that LE and NE are connected by the relation
LEðdÞ þ dNEðdÞ þ
Z 2p
d
NEðtÞ dt ¼ 2p ð0od42pÞ;
but we shall not make any use of this in what follows.
EL-FALLAH AND RANSFORD1403. PROOF OF THEOREM 1.1
The proof depends upon the following elementary estimate.
Lemma 3.1. Let E be a compact subset of T; let I be an arc of T such that
E \ I ¼ |; and let R > 1: Then
Z
I
jdzj
distðRz; EÞ2
4
2p
R2  1
:
Proof. By performing a rotation, if necessary, we can suppose that the
endpoints of I are complex conjugates, w and %w say. Let I1 denote the half
of I that is closer to w and I2 denote the rest. As E \ I ¼ |; we have
distðRz; EÞ5jRz  wj for all z 2 I1 and distðRz; EÞ5jRz  %wj for all z 2 I2:
Hence,
Z
I
jdzj
distðRz; EÞ2
4
Z
I1
jdzj
jRz  wj2
þ
Z
I2
jdzj
jRz  %wj2
¼
Z
I2
jdzj
jRz  1j2
þ
Z
I1
jdzj
jRz  1j2
¼
Z
I
jdzj
jRz  1j2
4
Z
T
jdzj
jRz  1j2
:
This last expression is just the arclength of the image of T under the map
z/ 1=ðRz  1Þ: The image is a circle, symmetric about the x-axis, and
passing through the points 1=ðR  1Þ and 1=ðR þ 1Þ: Consequently, its
circumference equals 2p=ðR2  1Þ; whence the result. ]
Proof of Theorem 1.1. If n ¼ 1; then the result is obvious. Fix n52: Let
R > 1: By the holomorphic functional calculus and integration by parts, we
have
Tn1 ¼
1
2pi
Z
jlj¼R
ln1ðlI  TÞ1 dl ¼
1
2pi
Z
jlj¼R
ln
n
ðlI  TÞ2 dl:
As T satisﬁes (2), it follows that
jjTn1jj4
1
2p
Z
jlj¼R
jljn
n
C2
distðl; EÞ2
jdlj:
RESOLVENT CONDITIONS OF KREISS–RITT TYPE 141Making the substitution z ¼ l=R; we obtain
jjTn1jj4
C2
2p
Rnþ1
n
Z
jzj¼1
jdzj
distðRz; EÞ2
:
To estimate the integral, take d > 0; and let I1; . . . ; IN be the components
of T=E such that jIj j > d: Then
Z
T
jdzj
distðRz; EÞ2
¼
XN
j¼1
Z
Ij
jdzj
distðRz; EÞ2
þ
Z
T=[N
1
Ij
jdzj
distðRz; EÞ2
4
2pN
R2  1
þ
jT=[N1 Ij j
ðR  1Þ2
;
where we have used Lemma 3.1 for the integrals over the Ij ; and the crude
estimate distðRz; EÞ25ðR  1Þ2 for the integral over the rest of T: In terms of
the functions NE and LE introduced in Section 2, this inequality becomesZ
T
jdzj
distðRz; EÞ2
4
2pNEðdÞ
R2  1
þ
LEðdÞ
ðR  1Þ2
:
Substituting this back into the estimate for jjTn1jj; we obtain
jjTn1jj4C2
Rnþ1
nðR2  1Þ
NEðdÞ þ
1
2p
R þ 1
R  1
LEðdÞ
 
:
This inequality is valid for all R > 1 and all d > 0: We choose R so as to
minimize Rnþ1=ðR2  1Þ; namely R ¼ ðn þ 1Þ1=2=ðn  1Þ1=2: With this choice,
ðR þ 1Þ=ðR  1Þ42n: Hence,
jjTn1jj4
C2
2
ðn þ 1Þ
nþ1
2
nðn  1Þ
n1
2
NEðdÞ þ
n
p
LEðdÞ
 	
:
Taking d ¼ p=n and using Lemma 2.1, we obtain
jjTn1jj4
C2
2
ðn þ 1Þ
nþ1
2
nðn  1Þ
n1
2
FEðnÞ:
Finally, it is elementary to check that the function
x/
ðx þ 1Þ
xþ1
2
xðx  1Þ
x1
2
EL-FALLAH AND RANSFORD142is increasing for x > 1 and tends to e as x !1; so it is bounded above by e:
Thus,
jjTn1jj4
C2
2
eFEðnÞ:
This completes the proof. ]
It is easy to extend this proof to obtain estimates for arbitrary
polynomials in T :
Theorem 3.2. Let X be a complex Banach space, and let T be a bounded
linear operator on X : Suppose that T satisfies (3) for some compact set E  T
and some constant C: If p is a polynomial of degree n; then
jjp0ðTÞjj4
e
2
C2nFEðnÞ max
T
jpj:
Proof. Integrating by parts and estimating, as before, we have
jjp0ðTÞjj4
1
2p
Z
jlj¼R
jpðlÞj
C2
distðl; EÞ2
jdlj:
Set qðzÞ ¼ znpð1=zÞ; so q is also a polynomial. If jlj > 1; then by the
maximum principle jqð1=lÞj4maxT jqj; and so jpðlÞj4jljn maxT jpj: Thus,
jjp0ðTÞjj4max
T
j pj
1
2p
Z
jlj¼R
jljn
C2
distðl; EÞ2
jdlj:
The rest of the proof goes as before. ]
4. PROOF OF THEOREM 1.2
The proof of Theorem 1.2 depends on the study of a particular Banach
algebra AE ; which we now deﬁne.
Let A be the algebra of absolutely continuous functions f : T! C: Fix
Z > 0; and deﬁne a norm jj  jjZ on A by
jj f jjZ ¼ max
T
j f j þ
Z
2p
Z 2p
0
j f 0ðeiyÞj dy ðf 2 AÞ:
With respect to this norm, A is a Banach algebra. Given a compact subset E
of T; we set
IðEÞ ¼ ff 2 A : f jE ¼ 0g and AE ¼ A=IðEÞ:
RESOLVENT CONDITIONS OF KREISS–RITT TYPE 143We write pE : A ! AE for the quotient map, and jj  jjE;Z for the quotient
norm on AE : Finally, we denote by u the function uðzÞ ¼ z: Clearly, u 2 A:
Our ﬁrst result is that pEðuÞ satisﬁes a resolvent condition analogous
to (3).
Lemma 4.1. With the notation above,
jjðpEðuÞ  l1Þ
1jjE;Z4
1þ Z
distðl; EÞ
ðjlj > 1Þ:
Proof. Performing a rotation, if necessary, we can suppose that l > 1:
Let w be the point in E closest to l: Let J be the arc of the unit circle joining
w to %w and passing through 1; and let J 0 be the complementary arc. Let
j: J 0 ! J be a diffeomorphism such that jðwÞ ¼ w and jð %wÞ ¼ %w; and
deﬁne v: T! C by
vðzÞ ¼
z; z 2 J;
jðzÞ; z 2 J 0:
(
(If w ¼ 1 we simply take vðzÞ  z; and if w ¼ 1 we take vðzÞ  1:) Then
v 2 A and v ¼ u on E; so
jjðpEðuÞ  l1Þ
1jjE;Z4jjðv  l1Þ
1jjZ:
We now seek to estimate the right-hand side:
jjðv  l1Þ1jjZ ¼ max
z2T
1
jvðzÞ  lj
þ
Z
2p
Z
T
jv0ðzÞj
jvðzÞ  lj2
jdzj
¼ max
z2J
1
jz  lj
þ
Z
p
Z
J
jdzj
jz  lj2
:
¼
1
jw  lj
þ
Z
p
Z
J
jdzj
jz  lj2
:
Now this last integral is just the arclength of the image of J under the
transformation z/ 1=ðl zÞ; an arc of a circle joining 1=ðl wÞ to its
conjugate and passing through 1=ðlþ 1Þ: Hence,Z
J
jdzj
jz  lj2
4
p
2
1
l w

1
lþ 1

þ p2 1l %w  1lþ 1

4 pjl wj:
We conclude that
jjðpEðuÞ  l1Þ
1jjE;Z4
1þ Z
jl wj
¼
1þ Z
distðl; EÞ
;
as desired. ]
EL-FALLAH AND RANSFORD144We next seek lower bounds for jjpEðuÞ
njjE;Z: The basic tool is the following
elementary lemma.
Lemma 4.2. Let a14b14a24b24   4am4bm4a1 þ 2p; and suppose
that eiaj ; eibj 2 E ðj ¼ 1; . . . ; mÞ: Then,
jjpEðuÞ
njjE;Z51þ
Z
p
Xm
j¼1
sin
nbj  naj
2
 
 ðn51Þ:
Proof. Let v 2 A with pEðvÞ ¼ pEðuÞ
n: Then vðeiaj Þ ¼ einaj and vðeibj Þ ¼
einbj for j ¼ 1; . . . ; m: Hence,
jjvjjZ ¼ max
T
jvj þ
Z
2p
Z 2p
0
jv0ðeiyÞj dy
5 1þ
Z
2p
Xm
j¼1
Z bj
aj
jv0ðeiyÞj dy
5 1þ
Z
2p
Xm
j¼1
jvðeibj Þ  vðeiaj Þj
¼ 1þ
Z
2p
Xm
j¼1
jeinbj  einaj j
¼ 1þ
Z
p
Xm
j¼1
sin
nbj  naj
2
 
:
As this holds for all such v; the result follows. ]
We shall now exploit this basic estimate to establish two lower bounds for
jjpEðuÞ
njjE;Z; one for when the jbj  aj j are relatively small, the other for when
they are relatively large. These bounds will be expressed, respectively, in
terms of the functions LE and NE introduced in Section 2.
Lemma 4.3. For each n51;
jjpEðuÞ
njjE;Z51þ
Zn
p2
LE
p
n
 	
:
Proof. From the deﬁnition of LE ; it is possible to ﬁnd points eiaj ;
eibj 2 E ð14j4mÞ with a14b14   4am4bm4a1 þ 2p; such that, in
addition,
jbj  aj j4
p
n
ð14j4mÞ and
Xm
j¼1
jbj  aj j ¼ LE
p
n
 	
:
RESOLVENT CONDITIONS OF KREISS–RITT TYPE 145Applying the preceding lemma, we deduce that
jjpEðuÞ
njjE;Z5 1þ
Z
p
Xm
j¼1
sin
nbj  naj
2
 
51þ Zp
Xm
j¼1
n
p
jbj  aj j
¼ 1þ
Zn
p2
LE
p
n
 	
:
This completes the proof. ]
Lemma 4.4. For each n51;
1
n
Xn1
k¼0
jjpEðuÞ
k jjE;Z51þ
Z
7p
NE
p
n
 	
 1
 	
:
Proof. If n ¼ 1; then the result is obvious, so we can suppose from the
outset that n52: Set N ¼ NEðp=nÞ: From the deﬁnition of NE ; it is possible
to ﬁnd points eiaj ; eibj 2 Eð14j4NÞ with a14b14   4aN4bN4a1 þ 2p;
such that, in addition,
jbj  aj j >
p
n
ð14j4NÞ:
Applying Lemma 4.2 again, we deduce that
1
n
Xn1
k¼0
jjpEðuÞ
k jjE;Z5
1
n
Xn1
k¼0
1þ
Z
p
XN
j¼1
sin
kbj  kaj
2
 

 !
¼ 1þ
Z
p
XN
j¼1
1
n
Xn1
k¼0
sin
kbj  kaj
2
 
:
Now, for 0oyop; we have
1
n
Xn1
k¼0
jsin kyj5
1
n
Xn1
k¼0
sin2 ky ¼
1
n
Xn1
k¼0
2 e2iky  e2iky
4
5
1
2

1
2n sin y
:
There is at most one value of j for which bj  aj > p: For all the others, we
have p=nobj  aj4p; and so, recalling that n52;
1
n
Xn1
k¼0
sin
kbj  kaj
2
 
512 12n sinðp=2nÞ512 12 ﬃﬃﬃ2p 5
1
7
:
EL-FALLAH AND RANSFORD146Therefore,
1
n
Xn1
k¼0
jjpEðuÞ
k jjE;Z51þ
Z
7p
ðN  1Þ;
which proves the result. ]
Now all that remains is to assemble the pieces.
Proof of Theorem 1.2. Given E and C as in the theorem, take Z ¼ C  1
and X ¼ ðAE ; jj  jjE;ZÞ: Let T be the operator on X given by multiplication by
pEðuÞ:
Tx ¼ pEðuÞx ðx 2 X Þ:
We shall show that T has the required properties.
First of all, from Lemma 4.1,
jjðT  lIÞ1jj4
1þ Z
distðl; EÞ
ðjlj > 1Þ;
so T satisﬁes the resolvent condition (3).
Next, from Lemma 4.3, if n52; then
max
04k4n1
jjTk jj5 jjTn1jj51þ
Zðn  1Þ
p2
LE
p
n  1
 	
5 1þ
Zn
2p2
LE
p
n
 	
: ð6Þ
Also, from Lemma 4.4, for all n51 we have
max
04k4n1
jjTk jj5
1
n
Xn
k¼0
jjTkjj51þ
Z
7p
NE
p
n
 	
 1
 	
: ð7Þ
Adding 2/9 times (6) to 7/9 times (7), we obtain
max
04k4n1
jjTk jj51þ
Z
9p
n
p
LE
p
n
 	
þ NE
p
n
 	
 1
 	
ðn52Þ:
Finally, recalling the formula for FE given in Lemma 2.1, we deduce
max
04k4n1
jjTk jj51þ
Z
9p
ðFEðnÞ  1Þ ðn52Þ:
This completes the proof. ]
RESOLVENT CONDITIONS OF KREISS–RITT TYPE 147Remark. We have actually proved a little more than was originally
stated. An inspection of the proof above shows that in fact the spectrum of
T is equal to E; and that
jjðT  lIÞ1jj4
C2
distðl; EÞ
ðl 2 C=EÞ:
Further, Lemma 4.3 yields the lower bound
jjTnjj51þ ðC  1Þ
n
p2
LE
p
n
 	
ðn51Þ: ð8Þ
5. PROOF OF THEOREM 1.5
Let 0oro1: By the holomorphic functional calculus and integration by
parts, we have
p0ðTÞ ¼
1
2pi
Z
jlj¼1=r
p0ðlÞðlI  TÞ1 dl ¼
1
2pi
Z
jlj¼1=r
pðlÞðlI  TÞ2 dl:
Making the substitution z ¼ 1=l; we obtain
p0ðTÞ ¼ 
1
2pi
Z
jzj¼r
pð1=zÞðI  zTÞ2 dz:
Let g be a function holomorphic on the open unit disk, to be chosen later.
By Cauchy’s theorem, Z
jzj¼r
gðzÞðI  zTÞ2 dz ¼ 0;
and hence
p0ðTÞ ¼ 
1
2pi
Z
jzj¼r
ðpð1=zÞ  gðzÞÞðI  zTÞ2 dz:
Using (4), we obtain
jjp0ðTÞjj4
1
2p
Z
jzj¼r
jpð1=zÞ  gðzÞjj f ðzÞj2 jdzj:
Let us write f ðzÞ ¼
P1
k¼0 akz
k and f1ðzÞ ¼
Pn1
k¼0 akz
k: Then
f ðzÞ2  f1ðzÞ
2 ¼ znf2ðzÞ
for some function f2 holomorphic on the unit disk. Set
gðzÞ ¼
pð1=zÞznf2ðzÞ
f ðzÞ2
:
EL-FALLAH AND RANSFORD148Then g is holomorphic on the unit disk, and
ðpð1=zÞ  gðzÞÞf ðzÞ2 ¼ pð1=zÞf1ðzÞ
2:
Substituting this into the estimate for jjp0ðTÞjj and letting r ! 1; we deduce
jjp0ðTÞjj4
1
2p
Z
jzj¼1
jpð1=zÞjj f1ðzÞj
2 jdzj4max
T
jpj
Xn1
k¼0
jak j
2:
This completes the proof. ]
6. PROOF OF THEOREM 1.7
Let En denote the reﬂection of E in the x-axis. By Theorem 1.2, applied
with C ¼ 2; there exist a Banach space X and an operator T on X such that
jjðT  lIÞ1jj4
2
distðl; EnÞ
ðjlj > 1Þ ð9Þ
and
max
04k4n1
jjTkjj5
1
9p
FEnðnÞ ðn52Þ: ð10Þ
From (5) and (9) we get
jjðI  zTÞ1f ðzÞ1jj4
2
jzj
distðz; EÞ
distð1=z; EnÞ
4
2
jzj
ðjzjo1Þ:
Applying the maximum principle on jzjor and then letting r ! 1; it
follows that
jjðI  zTÞ1jj42j f ðzÞj ðjzjo1Þ:
By Theorem 1.5, applied with pðzÞ ¼ zn=n and f replaced by 2 f ; this implies
that
jjTn1jj4
1
n
Xn1
k¼0
j2akj2 ðn51Þ:
Hence,
4 max
04k4n1
jakj
25 max
04k4n1
jjTk jj:
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result, at least for n52: If n ¼ 1; then it is clear anyway. ]
Remark. The same argument, but using (8) instead of (10), leads to the
estimate
1
n þ 1
Xn
k¼0
jakj
25
1
4
þ
n
4p2
LE
p
n
 	
ðn51Þ:
This is potentially of interest if E is a set for which LEðdÞ=d!1 as d! 0
and if many of the Taylor coefﬁcients ak vanish.
7. GROWTH OF FEðnÞ
In view of the central role played by the function FE in the results of this
paper, it is desirable to compute it, or at least estimate it, for a variety of sets
E: If E is not too complicated, then it is possible to calculate FE directly
using Lemma 2.1. As an illustration, we shall do this for the Cantor set. We
write f ðnÞ  gðnÞ to mean that the quotient f ðnÞ=gðnÞ is bounded above and
below by positive constants.
Example 7.1. Let C be the Cantor middle-thirds set, and let E ¼
fe2pit : t 2 Cg: Then FEðnÞ  nlog 2=log 3:
Proof. If 2p=3kþ14do2p=3k; then
NEðdÞ ¼ 2k  1 and LEðdÞ ¼ ð2=3Þ
kp:
Given n51; choose k so that 2p=3kþ14p=no2p=3k: By Lemma 2.1,
FEðnÞ ¼
n
p
LE
p
n
 	
þ NE
p
n
 	
¼ ð2=3Þkn þ 2k  1:
Since k ¼ log n=log 3þ Oð1Þ; it follows that FEðnÞ  nlog 2=log 3; as
claimed. ]
Note that the exponent log 2=log 3 is also the Hausdorff dimension of
the Cantor set. We shall see that this is not a coincidence. First, let us
recall the basic deﬁnitions. Let E be a subset of T: Let h : Rþ ! Rþ be a
defining function, i.e. an increasing function such that limt!0 hðtÞ ¼ 0:
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mh;dðEÞ ¼ inf
X
j
hðjIj jÞ : E  [j Ij ; jIj j4d
( )
;
the inﬁmum being taken over all countable covers of E by arcs Ij of length at
most d: The h-Hausdorff measure of E is then deﬁned as
mhðEÞ ¼ lim
d!0
mh;dðEÞ:
If hðtÞ ¼ ta; then we write ma for mh: Finally, the Hausdorff dimension of E is
deﬁned as
dim E ¼ inffa > 0 : maðEÞ ¼ 0g:
The following theorem is essentially a translation into our terms of [4, Chap.
II, inequality (15)].
Theorem 7.2. Let E be a compact subset of T; and let h be a defining
function. Then
lim inf
n!1
FEðnÞh
p
2n
 	
5
1
2
mhðEÞ:
Proof. Let n51; and consider the arcs feipt=2n : j  14tojg
ðj ¼ 1; . . . ;4nÞ: Let I1; . . . ; Ik be the arcs from this set which meet E: Then,
as they cover E;
mh;ðp=2nÞðEÞ4
Xk
j¼1
hðjIj jÞ ¼ kh
p
2n
 	
:
On the other hand, I1; . . . ; Ik are disjoint subsets of Ep=2n; so
jEp=2nj5
Xk
j¼1
jIj j ¼ k
p
2n
:
Hence,
FEðnÞh
p
2n
 	
¼
n
p
 	
jEp=2njh
p
2n
 	
5
1
2
mh;ðp=2nÞðEÞ:
The result follows upon letting n !1: ]
Corollary 7.3. If FEðnÞ ¼ OðnaÞ as n !1; then dim E4a:
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mbðEÞ42 lim infn!1 FEðnÞðp=2nÞ
b ¼ 0:
]
Thus, the Hausdorff dimension of E imposes a lower bound on the
growth rate of FEðnÞ as n !1: As we have seen, this bound is attained in
the case of the Cantor set. In general, however, the only upper bound on
FEðnÞ imposed by the dimension of E is the very weak constraint arising
from the fact that, if dim Eo1; then jEj ¼ 0; and so FEðnÞ ¼ oðnÞ as n !1:
This statement is made precise in part (b) of the following theorem.
Theorem 7.4. (a) Given a positive sequence ðanÞ such that an !1 as
n !1; there exists an infinite compact subset E of T such that FEðnÞ4an for
all sufficiently large n:
(b) Given a positive sequence ðbnÞ such that bn ¼ oðnÞ as n !1; there
exists a countable compact subset E of T such that FEðnÞ5bn for all
sufficiently large n:
Proof. (a) Let ðnkÞk51 be a sequence of positive integers, chosen to
increase rapidly enough so that, for all k51;
inf
n5nk
an5k þ 3 and
X
j>k
1
nj
o 1
nk
:
For each k51; put yk ¼
P
j5k p=nj ; and set E ¼ fe
iyk : k51g [ f1g: Then E
is an inﬁnite compact subset of T: Also, for each k51;
NE
p
nk
 
¼ k and LE
p
nk
 
¼ yk4
2p
nk
;
so
FEðnkÞ ¼
nk
p
 	
LE
p
nk
 
þ NE
p
nk
 
42þ k:
Hence, given n5n1; we can choose k such that nk4nonkþ1; and then
FEðnÞ4FEðnkþ1Þ4k þ 34an:
(b) For each k51; set
ok ¼ sup
n52k1
bn þ 2
n
;
and let pk be the integer such that
pk42kðok  okþ1Þopk þ 1:
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Pk
j¼1 pjðk51Þ: Deﬁne
ej ¼
p
2k
ðqk1oj4qk; k51Þ:
Note that, since ok52=2k1; it follows that pka0 for inﬁnitely many k;
so qk !1 as k !1; and thus ej is deﬁned for all j51: Note also thatX
j51
ej ¼ p
X
k51
pk
2k
4p
X
k51
ðok  okþ1Þ ¼ po1o1:
Put yk ¼
P
j5k ej : Since yk ! 0 as k !1; there exists k0 such that ykop
for all k5k0: Deﬁne
E ¼ feiyk : k5k0g [ f1g:
Then E is a countable compact subset of T: Also, for each k5k0;
1
p
LE
p
2k
 	
¼
X
j5k
pj
2j
5
X
j5k
2jðoj  ojþ1Þ  1
2j
¼ ok 
1
2k1
:
Hence, given n52k01; we can choose k5k0 such that 2k14no2k; and then
FEðnÞ5
n
p
LE
p
n
 	
5
n
p
LE
p
2k
 	
5nok  25bn:
This completes the proof. ]
Finally, as promised in the introduction, we characterize the growth
of FEðnÞ for Carleson sets.
Theorem 7.5. If E is a Carleson set, then
X
n51
FEðnÞ
n2
o1:
In the converse direction, given a positive increasing sequence ðgnÞ such thatP
n gn=n
2o1; there exists a Carleson set E such that FEðnÞ5gn for all
sufficiently large n:
Proof. Suppose that E is a Carleson set. Then by [2, Sect. I, p. 326,
Lemma],
Z p=2
0
jEtj
t
dto1:
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Z p=ð2n2Þ
p=2n
jEtj
t
dt5
jEp=2nj
n
¼ p
FEðnÞ
n2
:
Consequently,
P
n FEðnÞ=n
2o1:
In the other direction, let ðgnÞ be a positive increasing sequence such
that
P
n gn=n
2o1: Choose a positive increasing sequence ðg0nÞ such that
g0n=gn !1 and
P
n g
0
n=n
2o1: Deﬁne h : Rþ ! Rþ by setting
h
p
2n
 	
¼
1
g0n
ðn51Þ;
and extending linearly in between. Then h is a deﬁning function, and
Z p=2
0
dt
hðtÞ
¼
X
n52
Z p=ð2n2Þ
p=2n
dt
hðtÞ
4
X
n52
pg0n
2nðn  1Þ
o1:
By [9], it follows that there exists a Carleson set E with mhðEÞ > 0: Then, by
Theorem 7.2,
lim inf
n!1
FEðnÞ
g0n
¼ lim inf
n!1
FEðnÞh
p
2n
 	
5
1
2
mhðEÞ > 0:
Hence FEðnÞ5gn for all sufﬁciently large n: ]
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