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1 Introduction
In the field-theoretical approach to general relativity, Einstein’s theory can be
reduced to a theory of gravitation in flat space-time by an expansion of the
gravitational Lagrangian density, the Hilbert–Einstein Lagrangian density LHE,
as an infinite series in powers of the gravitational coupling constant.
In such an expansion the inherent non-linearity of Einstein equations ap-
pears as a non-linear interaction between gravitons due to their gravitational
weight. Thus, Einstein’s theory will be considered as a self-interaction of or-
dinary massless rank-2 symmetric tensor gauge fields in flat space-time. The
Lorentz covariant quantization program for the so obtained field theory was
proposed in [1], [2], [3], [4], [5], [6] and [7] (and references therein).
For an ample treatment of this subject, see [8], [9] and [10].
Although covariant Feynman rules in quantum gravity (QG) were soon de-
rived [11], [12] which allowed a calculable perturbative expansion of QG [13],
it was soon realized that in the standard perturbative framework radiative
corrections within the theory were plagued by severe ultraviolet (UV) diver-
gences [14], [15] (for a review, see [16], [17], [18]).
It turned out that pure (that is without matter fields) QG was one-loop finite
due to the Gauss–Bonett identity in four dimensions. The obtained one-loop
divergences are such that they can be transformed away by a field renormal-
ization. But two-loop calculations [19], [20] and [21] yield non-renormalizable
divergences.
In the meantime, it was realized that the reason for the UV divergences
lies basically in the fact that one performs mathematically ill-defined opera-
tions, when using Feynman rules for closed loop graphs, because one multiplies
Feynman propagators as if they were ordinary functions.
Therefore a new strategy was developed in order to avoid the appearance
of UV divergences once and for all. This was done by Epstein and Glaser in
the early seventies [22], then further applied to QED by Scharf [23] and to
Yang–Mills theories by Du¨tsch et al. [24].
In the resulting scheme, called ‘causal perturbation theory’, the central ob-
ject is the S-matrix, whose perturbative expansion is computed taking causality
as cornerstone so that all expressions are finite and well-defined. UV finiteness is
then a consequence of a deeper mathematical understanding of how loop graph
contributions have to be calculated.
Therefore, power-counting perturbative renormalizability no longer repre-
sents a criterion for distinguishing viable theories from ill-defined unrealistic
theories.
Within the causal perturbation scheme, one-loop contributions to graviton
self-energy are calculated in this paper and shown to be UV finite without
the introduction of a regularization scheme and therefore cutoff-free. The ob-
tained graviton self-energy tensor depends logarithmically on a mass scale, which
breaks scale invariance, and satisfies the appropriate gravitational Slavnov–
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Ward identities [13], [25], [26], only if graviton and ghost loops are added up
together.
An aspect of causal theory applied to QG relies in the fact that one works
with free graviton fields in a fixed gauge, therefore, for general gauge calculations
we refer to [27], [28].
Although in this paper we do not present two-loop calculation, the causal
method ensures us of their UV finiteness [29].
For the explicit quantization of the graviton field and the subsequent con-
struction of the physical subspace of the graviton Fock space which contains
physical graviton states and for the proof of unitarity of the S-matrix restricted
to the physical subspace, we refer to [30], which also provides us with the basic
notations and definitions.
QG coupled to photon fields and to scalar matter fields within causal per-
turbation theory is considered in [31] and [32], respectively.
The paper is organized as follow: in the next section, after a brief intro-
duction to causal perturbation theory, the transition from general relativity to
perturbative quantum gravity in the causal approach is grounded and the con-
dition of perturbative gauge invariance is presented and some consequences are
drawn. In Sec. 3 the inductive construction of the graviton self-energy is ex-
plicitly carried out, the issues of non-normalizability of QG and distribution
splitting are touched on. In Sec. 4 the Slavnov–Ward identities for the two-
point function under investigation are verified and their relation to perturbative
gauge invariance is discussed. In Sec. 5 the freedom in the normalization that
is inherent to the causal inductive construction is settled. Corrections to the
Newtonian potential due to graviton self-energy are discussed in Sec. 6, while
perturbative gauge invariance to second order in the loop graph sector is shown
in Sec. 7. In the technical appendices, the formulae needed for the causal con-
struction of the 2-point distributions and for the sum of self-energy insertions
are derived.
We use the unit convention: ~ = c = 1, Greek indices α, β, . . . run from 0 to
3, whereas Latin indices i, j, . . . run from 1 to 3.
2 Graviton Coupling and Perturbative Gauge Invari-
ance
2.1 S-Matrix Inductive Construction
The central object of causal perturbation theory [23], [29], [30] is the scattering
matrix S. Being a formal power series in the coupling constant, we consider it
as a sum of smeared operator-valued distributions of the following form:
S(g) = 1+
∞∑
n=1
1
n!
∫
d4x1 . . . d
4xn Tn(x1, . . . , xn) g(x1) · . . . · g(xn) , (2.1)
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where g is a Schwartz test function (g ∈ S(R4)) which switches the interaction
and provides a natural infrared cutoff in the long-range part of the interaction.
The S-matrix maps the asymptotically incoming free fields on the outgoing
ones and it is possible to express the Tn’s by means of free fields. In causal
perturbation theory interacting quantum fields do not appear.
The n-point operator-valued distribution Tn is a well-defined ‘renormalized’
time-ordered product expressed in terms of Wick monomials of free fields. Tn
is constructed inductively from the first order T1(x), which corresponds to the
interaction Lagrangian in terms of free fields, and from the lower orders Tj,
j = 2, . . . , n− 1 by means of Poincare´ covariance and causality.
Causality leads directly to UV finite and cutoff-free Tn-distributions in every
order without introducing any counterterm.
2.2 First Order Graviton Interaction
Following the usual approach [13], [25], we start from the Hilbert–Einstein La-
grangian (without cosmological constant)
LHE = −2
κ2
√−gR , (2.2)
where R is the Ricci scalar and κ2 = 32pi G with G = Newton’s constant. We
use the same notations as in [30] and [33]. Expanding the Goldberg variable
g˜µν :=
√−g gµν in an asymptotically flat geometry
g˜µν(x) = ηµν + κhµν(x) , (2.3)
where ηµν = diag(1,−1,−1,−1) is the flat space-time metric tensor, we find the
non-terminating expansion of LHE
LHE =
∞∑
j=0
κj L(j)HE , (2.4)
where L(j)HE represents an interaction involving j+2 gravitons. Eq. (2.3) defines
the dynamical graviton field hµν(x) propagating in the flat space-time geometry.
The lowest order L(0)HE is quadratic in hµν(x) and in the Hilbert gauge
hµν(x),ν = 0 the graviton field h
µν(x) obeys the wave equation
✷hµν(x) = 0 . (2.5)
Since the perturbative expansion for the S-matrix (2.1) is in powers of the
coupling constant κ, we consider the normally ordered product of the first order
term in (2.4)
T h1 (x) = i κ :L(1)HE(x) := i
κ
2
{
+ :hρσhαβ,ρ h
αβ
,σ : −
1
2
:hρσh,ρh,σ : +
+ 2 :hρσhσβ,αh
ρα
,β : + :h
ρσh ,αh
ρσ
,α : −2 :hρσhαρ,βhσα,β :
}
, (2.6)
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as the cubic interaction between gravitons or first order graviton interaction.
For brevity, we omit the space-time dependence of the fields, if the meaning is
clear.
For convenience of notation, the trace of the graviton field is written as
h = hγγ and all Lorentz indices of the graviton fields are written as superscripts
whereas the derivatives acting on the fields are written as subscripts. All indices
occurring twice are contracted by the Minkowski metric ηµν .
The ‘non-renormalizability problem’ of quantum gravity arises because of
the presence of two derivatives on the graviton fields in (2.6) whose origin lies
in the dimensionality of the coupling constant: [κ] = mass−1.
2.3 Quantization of the Graviton Field, Perturbative Gauge In-
variance and Ghost Coupling
We consider the graviton field hµν(x) as a free quantum tensor field which sat-
isfies the wave equation (2.5) and quantize it by imposing the Lorentz covariant
commutation rule [
hαβ(x), hµν(y)
]
= −i bαβµν D0(x− y) , (2.7)
with
bαβµν :=
1
2
(
ηαµηβν + ηανηβµ − ηαβηµν
)
; (2.8)
and D0(x) is the mass-zero Jordan–Pauli causal distribution:
D0(x) = D
(+)
0 (x) +D
(−)
0 (x) =
1
2pi
δ(x2) sgn(x0)
=
i
(2pi)3
∫
d4p δ(p2) sgn(p0) e−i p·x .
(2.9)
The gauge content of quantum gravity is formulated by means of the Lorentz
invariant and time-independent gauge charge Q:
Q :=
∫
x0=const
d3xhαβ(x),β
←→
∂0x uα(x) , (2.10)
where uµ(x) is a C-number vector field satisfying ✷uµ(x) = 0. The gauge charge
generates the infinitesimal operator gauge transformation of the graviton field
hµν(x):
dQh
µν(x) :=
[
Q,hµν(x)
]
= −i bµνρσuρ(x),σ . (2.11)
The ten components of the symmetric rank-2 tensor hµν contain more than the
true physical degrees of freedom of a massless spin-2 particle, this additional
freedom could be suppressed by a gauge condition hµν,ν = 0 and a trace condition
6
h = 0. As in gauge theories these conditions are disregarded at the beginning
and considered later as conditions on the physical states. In [30] the explicit
construction of the Fock space for the physical graviton states is carried out
and there it is shown that the physical subspace can be defined as Fphys =
ker
({Q,Q†}).
Gauge invariance of the S-matrix means
lim
g→1
[
Q,S(g)
]
= 0 . (2.12)
This condition is fulfilled, if the perturbative gauge invariance condition for the
n-point distribution Tn
dQTn(x1, . . . , xn) = sum of divergences , (2.13)
holds, because divergences do not contribute in the adiabatic limit g → 1 due
to partial integration and Gauss’ theorem.
For n = 1 the above requirement is not at all trivial, because dQT
h
1 (x) 6=
divergence. This requires the introduction of an interaction between graviton,
ghost and anti-ghost, i.e. the first order ghost coupling [35], [36]
T u1 = i κ
(
+ : u˜ν,µh
µν
,ρ u
ρ : − : u˜ν,µhνρuµ,ρ : − : u˜ν,µhµρuν,ρ : + : u˜ν,µhµνuρ,ρ :
)
. (2.14)
The ghost fields must be quantized as free fermionic vector fields
✷uν(x) = 0 , ✷u˜ν(x) = 0 ,
{
uµ(x), u˜ν(y)
}
= i ηµν D0(x− y) , (2.15)
whereas all other anti-commutators vanish. The ghost and anti-ghost fields
undergo the infinitesimal operator gauge variations
dQu
α(x) :=
{
Q,uα(x)
}
= 0 , dQu˜
α(x) :=
{
Q, u˜α(x)
}
= i hαβ(x),β (2.16)
under the action of Q, so that the sum of (2.6) and (2.14) preserves perturbative
gauge invariance (2.13) to first order:
dQT
h+u
1 (x) = dQ
(
T h1 (x) + T
u
1 (x)
)
=: ∂xνT
ν
1/1(x) . (2.17)
One possible form of T ν1/1(x), the so-called Q-vertex, was derived in [33].
The definition of the Q-vertex from Eq. (2.17) allows us to give a precise
prescription on how the right side of Eq. (2.13) has to be inductively constructed.
We define the concept of ‘perturbative quantum operator gauge invariance’ by
the equation
dQTn(x1, . . . , xn) =
n∑
l=1
∂
∂xνl
T νn/l(x1, . . . , xl, . . . , xn) , (2.18)
where T νn/l is the ‘renormalized’ time-ordered product, obtained according to
the inductive causal scheme, with a Q-vertex at xl, while all other n−1 vertices
are ordinary T1-vertices.
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2.4 Consequences of Perturbative Gauge Invariance to Second
Order for Two-Point Distributions
We derive now some consequences from the condition of perturbative gauge
invariance to second order for loop graphs. From the structure of T1 = T
h
1 +T
u
1 ,
it follows straightforwardly that by performing two field contractions (3.1) the
resulting 2-point distribution T2(x, y) will be of the form
T2(x, y) =+ :h
αβ(x)hµν(y) : i thh(z)
αβµν+ :hαβ(x),ǫh
µν(y) : i t∂hh(z)
αβµν
ǫ| +
+ :hαβ(x)hµν(y),ρ : i th∂h(z)
αβµν
|ρ + :h
αβ(x),ǫh
µν(y),ρ : i t∂h∂h(z)
αβµν
ǫ|ρ
+ :uγ(x)u˜µ(y),ρ : i tu∂u˜(z)
γ|µ
|ρ+ : u˜
α(x),βu
δ(y) : i t∂u˜u(z)
α|δ
β| +
+ :uγ(x),δu˜
µ(y),ρ : i t∂u∂u˜(z)
γ|µ
δ|ρ+ : u˜
µ(x),νu
α(y),β : i t∂u˜∂u(z)
µ|α
ν|β ,
(2.19)
where z := x − y. The subscript on the numerical t-distribution denotes the
structure of the external fields attached to them. This T2(x, y) describes the
graviton self-energy and the ghost self-energy. The corresponding tensors will
be given in Sec. 3.6 and in Sec. 7.1, respectively.
Perturbative gauge invariance to second order
dQT2(x, y) = ∂
x
νT
ν
2/1(x, y) + ∂
y
νT
ν
2/2(x, y) (2.20)
enables us to derive a set of identities for these distributions by comparing the
distributions attached to same external operators on both sides of (2.20).
The left side of (2.20) is obtained by calculating the infinitesimal gauge
variations of the external fields1 by means of Eqs. (2.11) and (2.16) and we
isolate the terms with external operators of the type :u(x)h(y) : so that
dQT2(x, y) = +b
αβγδ
[
:uγ(x),δh
µν(y) : thh(z)
αβµν+ :uγ(x),δ,ǫh
µν(y) : t∂hh(z)
αβµν
ǫ|
+ :uγ(x),δh
µν(y),ρ : th∂h(z)
αβµν
|ρ + :u
γ(x),δ,ǫh
µν(y),ρ : t∂h∂h(z)
αβµν
ǫ|ρ
]
+
+ :uγ(x)hµν(y),ρ,τ : tu∂u˜(z)
γ|µ
|ρ η
ντ+ :uγ(x),δh
µν(y),ρ,τ : t∂u∂u˜(z)
γ|µ
δ|ρ η
ντ + . . . .
(2.21)
On the other side, ∂xνT
ν
2/1 + ∂
y
νT ν2/2 contains also operators of this type. Using
a simplified notation which keeps track of the field type, of the derivatives and
of the position of the ν-index which forms the divergence in (2.20), then the
Q-vertex of (2.17) reads (see [33] for the detailed form):
T ν1/1(x) :=+ :∂uh∂
x
νh : + :u∂h∂
x
νh : + :u
ν∂h∂h : + :∂uh∂hν : +
+ :∂uνh∂h : + :u∂h∂hν : + :∂u∂hhν : + :∂xν u˜u∂u : +
+ : u˜∂u∂uν : + : u˜u∂∂uν : + : u˜νu∂∂u : ,
(2.22)
1dQ(:uu˜ :) = − :u{Q, u˜} := − :uh : and dQ(: u˜u :) =:{Q, u˜}u :=:hu :
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while the ‘normal’ vertex reads
T1 :=:h∂h∂h : + :∂u˜∂hu : + :∂u˜h∂u : . (2.23)
Then, performing two contractions between T ν1/1(x) and T1(y), the contributions
in T ν2/1 which have external operators of the type :u(x)h(y) : are
T ν2/1(x, y) =+ :u
γ(x),δh
µν′(y) : tν∂uh(z)
γ|µν′
δ| + :u
γ(x),δh
µν′(y),ρ : t
ν
∂u∂h(z)
γ|µν′
δ|ρ +
+ :uγ(x)hµν
′
(y) : tν
uh
(z)γ|µν
′
+ :uγ(x)hµν
′
(y),ρ : t
ν
u∂h
(z)
γ|µν′
|ρ +
+ :uν(x)hµν
′
(y) : tuh(z)
|µν′+ :uν(x)hµν
′
(y),ρ : tu∂h(z)
|µν′
|ρ +
+ :uν(x),δh
µν′(y) : t∂uh(z)
|µν′
δ| + :u
ν(x),δh
µν′(y),ρ : t∂u∂h(z)
|µν′
δ|ρ +
+ :uν(x),δ,ǫh
µν′(y),ρ : t∂∂u∂h(z)
|µν′
δǫ|ρ + :u
ν(x),δ,ǫh
µν′(y) : t∂∂uh(z)
|µν′
δǫ| +
+ :uγ(x),δ,ǫh
µν′(y),ρ : t
ν
∂∂u∂h(z)
γ|µν′
δǫ|ρ + :u
γ(x),δ,ǫh
µν′(y) : tν∂∂uh(z)
γ|µν′
δǫ| .
(2.24)
One should not forget that there exist also terms with external operators of the
type : u(x)h(y) : coming from T ν2/2(x, y), which is inductively constructed with
T1(x) and T
ν
1/1(y). They read
T ν2/2(x, y) =+ :u
γ(x)hµν
′
(y) : lνuh(z)
γ|µν′+ :uγ(x)hµν
′
(y),ν : lu∂h(z)
γ|µν′ +
+ :uγ(x)hµν
′
(y),ρ : l
ν
u∂h(z)
γ|µν′
|ρ + :u
γ(x)hµν(y),ρ : lˆu∂h(z)
γ|µ
|ρ +
+ :uγ(x)hµν(y) : luh(z)
γ|µ+ :uγ(x),δh
µν′(y) : lν∂uh(z)
γ|µν′
δ| +
+ :uγ(x),δh
µν′(y),ν : l∂u∂h(z)
γ|µν′
δ| + :u
γ(x),δh
µν′(y),ρ : l
ν
∂u∂h
(z)
γ|µν′
δ|ρ
+ :uγ(x),δh
µν(y),ρ : l˜∂u∂h(z)
γ|µ
δ|ρ+ :u
γ(x),δh
µν(y) : l∂uh(z)
γ|µ
δ| .
(2.25)
Here, the numerical distributions are denoted by l. According to Eq. (2.20), we
have to apply ∂xν to T
ν
2/1, (2.24), and ∂
y
ν to T ν2/2, (2.25). After that, we gather
the various terms according to their Lorentz structures given by the position
of the indices and the number of derivatives acting on the external fields. We
compare then the C-number distributions attached to the external operators:
:uγ(x),δh
µν(y) : , :uγ(x),δ,ǫh
µν(y) : , :uγ(x),δh
µν(y),ρ : ,
:uγ(x),δ,ǫh
µν(y),ρ : , :u
γ(x)hµν(y),ρ,τ : , :u
γ(x),δh
µν(y),ρ,τ : , :u
γ(x)hµν(y) :,
:uγ(x)hµν(y),ρ : , :u
γ(x),δ,ǫ,ψh
µν(y),ρ : , :u
γ(x),δ,ǫ,ψh
µν(y) : , (2.26)
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between dQT2 and ∂
x
νT
ν
2/1 + ∂
y
νT ν2/2 so that we obtain the identities
(i1), bαβγδ thh(z)
αβµν =
{
+ ∂xη t
η
∂uh(z)
γ|µν
δ| + t
δ
uh
(z)γ|µν + ηγδ tuh(x)
|µν +
+ ∂xγ t∂uh(z)
|µν
δ| + ∂
y
π l
π
∂uh(z)
γ|µν
δ| + ∂
y
ν l∂uh(z)
γ|µ
δ|
}
,
(i2), bαβγδ t∂hh(z)
αβµν
ǫ| =
{
+ tǫ
∂uh
(z)
γ|µν
δ| + η
γǫ t∂uh(z)
|µν
δ| + ∂
x
ψ t
ψ
∂∂uh(z)
γ|µν
δǫ| +
+ ∂xγ t∂∂uh(z)
|µν
δǫ|
}
,
(i3), bαβγδ th∂h(z)
αβµν
|ρ =
{
+ ∂xη t
η
∂u∂h(z)
γ|µν
δ|ρ + t
δ
u∂h(z)
γ|µν
|ρ + ∂
x
γ t∂u∂h(z)
|µν
δ|ρ +
+ ηγδ tu∂h(z)
|µν
|ρ + l
ρ
∂uh(z)
γ|µν
δ| + ∂
y
ρ l∂u∂h(z)
γ|µν
δ| +
+ ∂yπ l
π
∂u∂h(z)
γ|µν
δ|ρ + ∂
y
ν l˜∂u∂h(z)
γ|µ
δ|ρ + η
νρ l∂uh(z)
γ|µ
δ|
}
,
(i4), bαβγδ t∂h∂h(z)
αβµν
ǫ|ρ =
{
+ tǫ
∂u∂h
(z)
γ|µν
δ|ρ + η
γǫ t∂u∂h(z)
|µν
δ|ρ + ∂
x
ψ t
ψ
∂∂u∂h(z)
γ|µν
δǫ|ρ
+ ∂xγ t∂∂u∂h(z)
|µν
δǫ|ρ
}
,
(i5), tu∂u˜(z)
γ|µ
|ρ η
ντ =
{
+ ηρτ lu∂h(z)
γ|µν + lτ
u∂h
(z)
γ|µν
|ρ + η
ντ lˆu∂h(z)
γ|µ
|ρ
}
,
(i6), t∂u∂u˜(z)
γ|µ
δ|ρ
ηντ =
{
+ ηρτ l∂u∂h(z)
γ|µν
δ|
+ lτ
∂u∂h
(z)
γ|µν
δ|ρ
+ ηντ l˜∂u∂h(z)
γ|µ
δ|ρ
}
,
(i7), 0 =
{
+ ∂xη t
η
uh(z)
γ|µν + ∂xγ tuh(z)
|µν + ∂yπl
π
uh(z)
γ|µν + ∂yν luh(z)
γ|µ
}
,
(i8), 0 =
{
+ ∂xη t
η
u∂h(z)
γ|µν
|ρ + ∂
x
γ tu∂h(z)
|µν
|ρ + l
ρ
uh(z)
γ|µν + ∂yρ lu∂h(z)
γ|µν
+ ∂yπl
π
u∂h(z)
γ|µν
|ρ + ∂
y
ν lˆu∂h(z)
γ|µ
|ρ + η
νρluh(z)
γ|µ
}
,
(i9), 0 =
{
+ ηψγ t∂∂u∂h(z)
|µν
δǫ|ρ + t
ψ
∂∂u∂h(z)
γ|µν
δǫ|ρ
}
,
(i10), 0 =
{
+ ηψγ t∂∂uh(z)
|µν
δǫ| + t
ψ
∂∂uh(z)
γ|µν
δǫ|
}
.
(2.27)
These identities hold among the C-number 2-point distributions constructed in
second order perturbation theory. Some of them have been explicitly checked
by calculations, but there is no doubt about their validity, because in Sec. 7.2,
the condition (2.20) of perturbative gauge invariance to second order for loop
graphs is proved.
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In the case of QG coupled to photon fields [31] and scalar matter fields [32],
these identities are less involved and from them we can derive easily the Slavnov–
Ward identities for the 2-point connected Green function with photon and mat-
ter loop, respectively. We will return on these identities and their relation to
the gravitational Slavnov–Ward identities in Sec. 4.
3 Two-Point Distribution for Graviton Self-Energy
It is our aim in this section to apply the causal scheme to QG in order to cal-
culate the 2-point distribution T2(x, y) which describes the graviton self-energy
contribution. We explain step by step how T2(x, y) has to be constructed ac-
cording to the general rules of the causal scheme [23].
The are two important pieces in the inductive calculation that we are going
to carry out: the first one is the calculation in momentum space of the product
of positive/negative parts of Jordan–Pauli distributions (see App. 1 and App. 2
for the technical details) and the second one is the causal splitting procedure
(see Sec. 3.5) according to the correct singular order (see Sec. 3.4).
3.1 Inductive Construction
First of all, from the commutation rules (2.7) and (2.15) we compute the con-
tractions between two field operators:
C
{
hαβ(x) hµν(y)
}
:=
[
hαβ(x)(−), hµν(y)(+)
]
= −i bαβµν D(+)0 (x− y) ,
C
{
uµ(x) u˜ν(y)
}
:=
{
uµ(x)(−), u˜ν(y)(+)
}
= +i ηµν D(+)0 (x− y) ,
C
{
u˜µ(x) uν(y)
}
:=
{
u˜µ(x)(−), uν(y)(+)
}
= −i ηµν D(+)0 (x− y) ; (3.1)
where (±) refers to the positive/negative frequency part of the corresponding
quantity.
The first step in the construction of T2(x, y) consists in calculating the aux-
iliary distributions
R′2(x, y) := −T h+u1 (y)T h+u1 (x) , A′2(x, y) := −T h+u1 (x)T h+u1 (y) (3.2)
from these we form the causal distribution
D2(x, y) := R
′
2(x, y)−A′2(x, y) =
[
T h+u1 (x), T
h+u
1 (y)
]
. (3.3)
Causal means that the numerical part of D2(x, y) has support inside the light
cone. Being T h+u1 (x) a normally ordered product, we have to carry out all
possible contractions between the two factors in (3.2) using Wick’s lemma. In
this manner D2(x, y) contains tree contributions or scattering graphs (only one
contraction and four external legs), loop contributions (two contractions and
two external legs) and vacuum graph contributions (three contractions and no
external legs). Note that, due to the presence of normal ordering, tadpole
diagrams do not appear in causal perturbation theory.
11
3.2 Example of the Calculation
Let us illustrate how to construct D2(x, y) by explicitly working out an example.
We take into account only the first term in the graviton coupling T h1 (x) so that,
from the A
′
2(x, y)-distribution, that can be decomposed as a sum of 25 different
contributions
∑5
i,j=1A
′
2(x, y)
(i,j), we pick up only the term A′2(x, y)
(1,1), and
in addition we carry out the loop generating double-contractions only between
graviton fields that carry derivatives, so that for A′2(x, y)
(1,1) we obtain
A′2(x, y)
(1,1) = −
(
iκ
2
)2
:hαβhρσ,αh
ρσ
,β︸ ︷︷ ︸
x
: :hµνhγδ,µh
γδ
,ν︸ ︷︷ ︸
y
:
∣∣∣
2 contractions
=
= +
κ2
4
:hαβ(x)hµν(y) :
[
+C
{
hρσ(x),α h
γδ(y),µ
} · C{hρσ(x),β hγδ(y),ν}+
+ C
{
hρσ(x),α h
γδ(y),ν
} · C{hρσ(x),β hγδ(y),µ}]+ other contractions .
(3.4)
Using the relations in (3.1), we find
A′2(x, y)
(1,1) = +
κ2
4
:hαβ(x)hµν(y) :
[
+
(− i bρσγδ∂xα∂yµD(+)0 (x− y))
× (− i bρσγδ∂xβ∂yνD(+)0 (x− y))+ (− i bρσγδ∂xα∂yνD(+)0 (x− y))
× (− i bρσγδ∂xβ∂yµD(+)0 (x− y))]+ other contractions .
(3.5)
Since bρσγδbρσγδ = 10 and ∂
y
µD
(+)
0 (x− y) = −∂xµD(+)0 (x− y) we obtain
A′2(x, y)
(1,1) =:hαβ(x)hµν(y) : a′2(x− y)(1,1)αβµν + . . . , (3.6)
where
a′2(x− y)(1,1)αβµν := −
5κ2
2
(
D(+)αµ|βν(x− y) +D(+)αν|βµ(x− y)
)
,
D(+)αµ|βν(x− y) := ∂xα∂xµD(+)0 (x− y) · ∂xβ∂xνD(+)0 (x− y) .
(3.7)
The products between derivatives of Jordan–Pauli distributions are calculated
in App. 1. Analogously, by taking into account that D(+)0 (y−x) = −D(−)0 (x−y),
we find
R′2(x, y)
(1,1) =:hαβ(x)hµν(y) : r′2(x− y)(1,1)αβµν + . . . , (3.8)
where
r′2(x− y)(1,1)αβµν := −
5κ2
2
(
D(−)αµ|βν(x− y) +D(−)αν|βµ(x− y)
)
,
D(−)αµ|βν(x− y) := ∂xα∂xµD(−)0 (x− y) · ∂xβ∂xνD(−)0 (x− y) .
(3.9)
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Therefore, according to Eq. (3.3), the D2(x, y)-distribution has the form
D2(x, y)
(1,1) =:hαβ(x)hµν(y) : d2(x− y)(1,1)αβµν + . . . ,
d2(x− y)(1,1)αβµν = r′2(x− y)(1,1)αβµν − a′2(x− y)(1,1)αβµν . (3.10)
The most important property of D2(x, y) is causality, but only the numerical
distribution d2(x− y) is responsible for this property:
supp
(
d2(z)
) ⊆ V +(z) ∪ V −(z) , with z := x− y , (3.11)
(see below). The products of Jordan–Pauli distributions appearing in (3.10) are
easily expressed in momentum space, see App. 2, so that we obtain
aˆ′2(p)
(1,1)
αβµν = −Pˆ (p)(4)αβµν Θ(p2)Θ(+p0) ,
rˆ′2(p)
(1,1)
αβµν = −Pˆ (p)(4)αβµν Θ(p2)Θ(−p0) ; (3.12)
and therefore
dˆ2(p)
(1,1)
αβµν = Pˆ (p)
(4)
αβµν Θ(p
2)
[
Θ(p0)−Θ(−p0)] = Pˆ (p)αβµν Θ(p2) sgn(p0) ,
(3.13)
where Pˆ (p)(4)αβµν is a Lorentz covariant polynomial of degree four, this degree is
given by the number of derivatives on the contracted lines. Causality is evident
from the scalar distribution dˆ(p) := Θ(p2)sgn(p0). For z2 < 0, we may choose a
reference frame in which zα = (0,z), so that
d(z) =
1
(2pi)2
∫
dp0 sgn(p0)
∫
d3pΘ(p20 − p2) e+ip·z = 0 , (3.14)
because of the signum-function in p0. Therefore d(z) vanishes outside the light
cone, see Eq. (3.11).
3.3 Causal D2(x, y)-Distribution for Graviton Self-Energy
The total D2(x, y)-distribution for the graviton self-energy through a graviton
loop is obtained by calculating the 25 contributions coming from the graviton
coupling T h1 , not only the terms with two external graviton fields without deriva-
tives, but also these with one or two derivatives. In addition, there are also 16
contributions coming from the ghost-graviton coupling where one performs two
ghost–anti-ghost contractions. Summing graviton loop and ghost–anti-ghost
loop contributions we obtain 2
D2(x, y) =+ :h
αβ(x)hµν(y) : d(4)2 (x− y)·|·αβµν +
+ :hαβ(x),γh
µν(y) : d(3a)2 (x− y)γ|·αβµν +
+ :hαβ(x)hµν(y),ρ : d
(3b)
2 (x− y)·|ραβµν +
+ :hαβ(x),γh
µν(y),ρ : d
(2)
2 (x− y)γ|ραβµν .
(3.15)
2the notation ‘·|·’ keeps track of the exact position of the indices
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The tensorial distributions have in momentum space the structure
dˆ(i)2 (p)
·|·
αβµν = Pˆ
(i)(p)
·|·
αβµν dˆ(p) , i = 4, 3a, 3b, 2 . (3.16)
The results for the tensorial distributions, being too long, are not given here.
See App. 4 for the explicit form of the distributions appearing in Eq. (3.15).
These will be used to calculate the graviton self-energy tensor in Sec. 3.6.
In order to obtain T2(x, y), we have to split the D2-distribution into a re-
tarded part, R2, and an advanced part, A2, with respect to the coincidence
point z := x− y = 0, so that supp(R2(z)) ⊆ V +(z) and supp(A2(z)) ⊆ V −(z).
The correct treatment of this coincidence point constitutes the key to control
the UV behaviour of the 2-point distribution.
This splitting procedure affects only the numerical distributions d(i)2 in (3.15)
and must be accomplished according to the correct singular order ω(d(i)2 ) of the
distribution. It describes the behaviour of d(i)2 (z) near the coincidence point
z = 0, or that of dˆ(i)2 (p) for p → ∞. If ω(d(i)2 ) < 0, then the splitting is trivial.
On the other side, if ω(d
(i)
2 ) ≥ 0, then the splitting is non-trivial and non-unique:
d(i)2 (x− y)·|·αβµν −→ r(i)2 (x− y)·|·αβµν +
ω(d
(i)
2 )∑
|a|=0
{
Ca,iD
a
}·|·
αβµν
δ(4)(x− y) , (3.17)
and a retarded part r(i)2 (x−y) is best obtained in momentum space by means of
a dispersion-like integral, see Sec. 3.5, which, however, presents some difficulties
in the massless case.
The Ca,i’s in Eq. (3.17) are undetermined but finite normalization constants
and Da is a partial differential operator acting on the local distribution δ(4)(x−
y). The second term on the right side of Eq. (3.17) represents therefore a freedom
in the normalization which is inherent to the causal splitting of distributions and
will be discussed in Sec. 5 by taking physical conditions into account.
In the case of Eq. (3.16), we find from direct inspection of the distributions
that
ω(d(4)2 ) = 4 , ω(d
(3a)
2 ) = 3 , ω(d
(3b)
2 ) = 3 , ω(d
(2)
2 ) = 2 . (3.18)
The singular order depends on the structure of the graph, namely on the number
of derivatives acting on the contracted internal lines of the loop. For a precise
formulation, see below.
The last step in the inductive construction of T2(x, y) consists in subtracting
R′2(x, y) from R2(x, y), see Sec. 3.5. The singular order remains unchanged after
distribution splitting: ω(d2) = ω(r2) = ω(t2).
3.4 Singular Order in Quantum Gravity
Before undertaking the splitting of D2(x, y) according to Eq. (3.17), we give the
formula for the singular order of arbitrary n-point distributions in perturbative
quantum gravity.
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We consider in the n-th order of perturbation theory an arbitrary n-point
distribution TGn (x1, . . . , xn), appearing in Eq. (2.1), as a sum of normally ordered
products of free field operators multiplied by numerical distributions
TGn (x1, . . . , xn) =:
nh∏
j=1
h(xkj )
nu∏
i=1
u(xmi)
nu˜∏
l=1
u˜(xnl) : t
G
n(x1, . . . , xn) . (3.19)
This TGn corresponds to a graph G with nh external graviton lines , nu external
ghost lines and nu˜ external anti-ghost lines. The singular order of G then reads
ω(G) ≤ 4− nh − nu − nu˜ − d+ n . (3.20)
Here d is the number of derivatives on the external field operators in (3.19).
The ‘≤’ means that in certain cases the singular order is lowered by peculiar
conditions, e.g. by the equations of motions of the free fields.
The explicit presence of the order of perturbation theory renders the theory
‘non-normalizable’, that is the theory has a weaker predictive power but it is
still well-defined in the sense of UV finiteness.
We give some hints of the inductive proof of (3.20) [23], [37]. First of all,
the assumption (3.20) must be verified for n = 1: ω
(
T h+u1 (x)
)
has to be zero
(because of ω
(
δ(x)
)
= 0), a result which is correctly given by (3.20) after direct
inspection.
In the inductive construction of Tn from the Tm’s, m ≤ n − 1, we must
consider tensor products of two distributions
Tr,1(x1, . . . , xr)Ts,2(y1, . . . , ys) , (3.21)
with known singular order ω(Tr,1) = ω1 ≤ 4 − nh1 − nu1 − nu˜1 − d1 + r and
ω(Ts,2) = ω2 ≤ 4 − nh2 − nu2 − nu˜2 − d2 + s. According to the inductive
construction, this product has to be normally ordered giving origin to all possible
contraction configurations. We assume that l contractions arise during this
process. Taking translation invariance into account the numerical distribution
of the contracted expression is of the form
t1(x1 − xr, . . . , xr−1 − xr)
l∏
j=1
∂ajD(+)0 (xrj − ysj) t2(y1 − ys, . . . , ys−1 − ys) =
= t˜(ξ1, . . . , ξr−1, η1, . . . , ηs−1, η) , (3.22)
with ξj := xj−xr, ηj := yj−ys, η := xr−ys, aj = 0, 1, 2 and a =
∑l
j=1 aj. Then,
using the distributional definition of the singular order [23], we may conclude
that
ω(t˜) = ω1 + ω2 + 2l − 4 + a . (3.23)
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Inserting the expressions for ω1 and ω2 in Eq. (3.23), we get
ω(t˜) ≤ 4− (nh1 + nh2 + nu1 + nu2 + nu˜1 + nu˜2 − 2l)− (d1 + d2 − a) + (r + s) .
(3.24)
The first bracket represents the number nh + nu + nu˜ of external fields after l
contractions, the second bracket gives the number d of derivatives remaining on
these external fields, if the l contractions carry a derivatives. Since r + s = n,
Eq. (3.20) is proved.
In the usual QFT formulation, Eq. (3.20) would imply that QG is ‘non-
renormalizable’, since ω(G) increases without bound for higher orders in the
perturbative expansion. This means that there is a ‘proliferation’ of divergences
and of counterterms to compensate them.
The situation is different in causal perturbation theory: we are facing in this
case a ‘non-normalizable’ theory, i.e. each of its diagrams is finite due to the
causal splitting method, but the number of the free, undetermined and finite
normalization constants in (3.17) increases with n. The question is then to find
enough physical conditions or requirements to fix this increasing ambiguity in
the normalization.
3.5 Splitting of the D2(x, y)-Distribution
We now carry out the splitting of the distribution D2(x, y) in Eq. (3.15).
Let us consider for example the numerical tensorial distribution dˆ(4)2 (p)
·|·
αβµν
which has singular order four from Eq. (3.18) of from Eq. (3.20). Because
of the decomposition (3.16), it suffices to split the scalar distribution dˆ(p) =
Θ(p2)sgn(p0) with ω(dˆ) = 0 and then multiply the so obtained retarded part by
the same tensor Pˆ (4)(p)
·|·
αβµν as given by Eq. (3.16).
Usually, a special retarded part in Eq. (3.17), if it exists, is given in momen-
tum space by the dispersion integral
rˆ0(p) =
i
2pi
∫ ∞
−∞
dt
dˆ(tp)
(t− i0)ω+1 (1− t+ i0) , p ∈ V
+ ; (3.25)
which is called ‘central splitting solution’, because the subtraction point [23]
is the origin. But this formula cannot be used directly in the case of massless
theories, because the integral is divergent. In order to circumvent this deficiency,
we shift the original distribution d(x):
dq(x) := e
i q·x d(x) , dˆq(p) = dˆ(p+ q) , q
2 < 0 , (3.26)
so that the central splitting solution rˆ0q(p) of the shifted distribution exists [37].
We cannot obtain the retarded part of the original distribution simply by
letting q → 0, so we take advantage of the local ambiguity in the splitting
procedure and consider another retarded part of dˆq(p), given by rˆq(p). Since
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two retarded distributions differ only by local terms in configuration space, we
obtain in momentum space for fixed q that the difference reads
rˆq(p)− rˆ0q(p) = Pˆq(p) , (3.27)
where Pˆq(p) is a q-dependent polynomial in p of degree ω. Then we construct
rˆ(p), a retarded part of the original distribution dˆ(p), from (3.27) by taking the
limit
rˆ(p) = lim
q→0
rˆq(p) = lim
q→0
[
rˆ0q(p) + Pˆq(p)
]
. (3.28)
Here the addition of the q-dependent polynomial Pˆq(p) must be accomplished in
such a way that the limit exists. This corresponds to a finite renormalization.
Using (3.25) with (3.26) in (3.28), we obtain for p ∈ V +, with q → 0 in such
a way that p− q ∈ V +, q2 < 0:
rˆ(p) = lim
q→0
[ i
2pi
∫ +∞
−∞
dt
dˆq(tp)(
t− i0)(1− t+ i0) + Pˆq(p)
]
= lim
q→0
[ i
2pi
∫ +∞
−∞
dt
dˆ(tp+ q)(
t− i0)(1− t+ i0) + Pˆq(p)
]
= lim
q→0
[ i
2pi
∫ +∞
−∞
dt(
t− i0)(1− t+ i0) Θ((tp + q)2) sgn(tp0 + q0) + Pˆq(p)
]
.
(3.29)
The zeros of (tp+ q)2 are t1,2 =
1
p2
(− p · q ±√N) with N := (p · q)2 − p2q2, so
that the integral in (3.29) may be simplified to{−i
2pi
∫ t2<0
−∞
dt+
i
2pi
∫ ∞
t1>0
dt
}(1
t
− P 1
t− 1 − i pi δ(t − 1)
)
=
=
i
2pi
[
− i pi + log
(
p2
|q2|
)
+O(
√
|q2|)
]
, (3.30)
and the limit reads
rˆ(p) = lim
q→0
[
i
2pi
(
− i pi + log
(
p2
|q2|
)
+O(
√
|q2|)
)
+ Pˆq(p)
]
. (3.31)
Being ω = 0, we can add the polynomial Pˆq(p) :=
i
2π log
(|q2|/M2), whereM > 0
is an arbitrary mass scale, so that we obtain a Lorentz invariant splitting solution
rˆ(p) =
i
2pi
(
log
(
p2
M2
)
− i pi
)
, p ∈ V + . (3.32)
By analytic continuation in R4 + iV +, we find for p ∈ R4
rˆ(p)an =
i
2pi
log
(−p2 − i p00
M2
)
. (3.33)
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As pointed out at the end of Sec. 3.3, the T2(x, y)-distribution is obtained
from R2(x, y) by subtracting R
′
2(x, y). This subtraction affects only the scalar
distributions. Since rˆ′(p) = −Θ(p2)Θ(−p0), we obtain
tˆ(p) = rˆ(p)an − rˆ′(p)
=
i
2pi
(
log
( | − p2|
M2
)
− i pi sgn(p0)Θ(p2)
)
+Θ(p2)Θ(−p0)
=
i
2pi
(
log
( | − p2|
M2
)
− i piΘ(p2)
)
=
i
2pi
log
(−p2 − i 0
M2
)
.
(3.34)
The ambiguity in the normalization present in the splitting D2 → R2 + N2,
Eq. (3.17), will be discussed in Sec. 5.
3.6 Graviton Self-Energy Tensor from the T2(x, y)-Distribution
Gathering all the results of the previous sections, Eqs. (3.15), (3.16) and (3.34),
we find that the 2-point distribution that contributes to the graviton self-energy
reads
T2(x, y) =+ :h
αβ(x)hµν(y) : t(4)2 (x− y)·|·αβµν +
+ :hαβ(x),γh
µν(y) : t(3a)2 (x− y)γ|·αβµν +
+ :hαβ(x)hµν(y),ρ : t
(3b)
2 (x− y)·|ραβµν +
+ :hαβ(x),γh
µν(y),ρ : t
(2)
2 (x− y)γ|ραβµν ,
(3.35)
where the tensorial distributions have in momentum space the structure
tˆ(i)2 (p)
·|·
αβµν = Pˆ
(i)(p)
·|·
αβµν tˆ(p) , i = 4, 3a, 3b, 2 , (3.36)
where tˆ(p) is given in Eq. (3.34) and the polynomials are those of Eq. (3.16).
The t(i)2 -distributions appearing in Eq. (3.35) have already been introduced
in Eq. (2.19): t(4)2 = ithh, t
(3a)
2 = it∂hh, t
(3b)
2 = ith∂h and t
(2)
2 = it∂h∂h.
Since divergences in the adiabatic limit of Eq. (2.1) do not contribute, we can
obtain from T2(x, y) by partial integration the graviton self-energy contribution
T2(x, y)
hSE =:hαβ(x)hµν(y) : iΠ(x− y)αβµν . (3.37)
The main result of our calculation in second order causal perturbation theory
is the graviton self-energy tensor Π(x − y)αβµν which is given by the following
combination of t2(x− y)-distributions
iΠ(x− y)αβµν := + t(4)2 (x− y)·|·αβµν − ∂xγ t(3a)2 (x− y)γ|·αβµν +
+ ∂xρ t
(3b)
2 (x− y)·|ραβµν − ∂xγ∂xρ t(2)2 (x− y)
γ|ρ
αβµν ,
(3.38)
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where we have carried the derivatives acting on the external fields in Eq. (3.35)
on the corresponding t2(x− y)-distributions. In momentum space, it reads
Πˆ(p)αβµν = Πˆ(p)
grav. loop
αβµν + Πˆ(p)
ghost loop
αβµν =
=
κ2pi
960(2pi)5
[
− 656 pαpβpµpν − 208 p2(pαpβηµν + pµpνηαβ)+
+ 162 p2
(
pαpµηβν + pαpνηβµ + pβpµηαν + pβpνηαµ
)
+
− 162 p4(ηαµηβν + ηανηβµ)
+ 118 p4ηαβηµν
]
log
(−p2 − i0
M2
)
.
(3.39)
Separate calculations for the graviton loop and ghost loop give the following
contributions to the graviton self-energy tensor, respectively (see App. 4):
Πˆ(p)grav. loopαβµν = Ξ
[
− 880,−260,+160,−170,+110
]
log
(
(−p2 − i0)/M2) ,
Πˆ(p)ghost loopαβµν = Ξ
[
+ 224,+52,+2,+8,+8
]
log
(
(−p2 − i0)/M2) ; (3.40)
where we have adopted the convention of writing only the coefficients of the
tensor according to the structure given in Eq. (3.39) and Ξ := κ2pi/960(2pi)5 .
Our result, numerical coefficients and logarithmic dependence on p2/M2,
agrees with the finite part of previous calculations [25], [38] obtained using ad-
hoc regularization schemes. As a consequence, the absence of UV divergences
means that we do not need to add counterterms [14], [15] involving four deriva-
tives to the original Hilbert–Einstein Lagrangian in order to obtain UV finite
radiative corrections to the graviton propagator. In our approach, all the ex-
pressions are cutoff-free and finite at each stage of the calculation due to the
causal scheme.
4 Gravitational Slavnov–Ward Identities and Pertur-
bative Gauge Invariance
Gravitational Slavnov–Ward Identities
The gravitational Slavnov–Ward identities (SWI) [25], [26], [38], [39] are derived
in standard quantum field theory from the connected Green functions. We
construct the 2-point connected Green function as
Gˆ(p)[2]αβµν := bαβγδ Dˆ
F
0 (p) Πˆ(p)
γδρσ bρσµν Dˆ
F
0 (p) , (4.1)
where DˆF0 (p) = (2pi)
−2(−p2 − i0)−1. The two attached lines represent free
graviton Feynman propagators. Then the gravitational SWI reads
pα pµ Gˆ(p)[2]αβµν = 0 . (4.2)
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Since the tensorial structure of a general self-energy tensor may be character-
ized by the five coefficients A,B,C,E, F in the standard representation Πˆ(p) =
Ξ
[
A,B,C,E, F
]
log
(
(−p2 − i0)/M2) as in Eq. (3.39), then the SWI are equiv-
alent to the following relations
A
4
−B + E + F = 0 , C + E = 0 . (4.3)
These relations are satisfied by the coefficients of the self-energy tensor in
Eq. (3.39), only if both graviton and ghost loops are taken into account. There-
fore our result satisfies the SWI.
SWI and Other First Order Couplings
If we had chosen another ghost coupling instead of the one in Eq. (2.14), for
example T u1 (x) = − i κ2
(
+ : u˜µhµν,ν u
ρ
,ρ : +2 : u˜
µ
,ρhνρu
µ
,ν :
)
[40], then we would
have violated the SWI, because in this case the new graviton self-energy tensor
through graviton and ghost loop would have had the form
Πˆ(p)newαβµν = Ξ
[− 836,−238,+309
2
,−162,+118] log ((−p2 − i0)/M2) , (4.4)
so that it would have not satisfied the SWI in Eq. (4.3).
Analogously, if we had disregarded the last two terms in the graviton cou-
pling T h1 (x), Eq. (2.6), being a divergence due to the presence of two equal
derivatives, then we would have violated the SWI, too, because in this case we
would have obtained a ‘reduced’ graviton self-energy tensor through graviton
loop of the form
Πˆ(p)red.αβµν = Ξ
[− 880,+160,−108,+58,−62] log ((−p2 − i0)/M2) , (4.5)
so that the sum of graviton and ghost loop would have not satisfied the SWI in
Eq. (4.3). This happens although the difference between the two tensors can be
written as a divergence
Πˆ(p)grav. loopαβµν − Πˆ(p)red.αβµν = ∂xσΩσ(x− y) = divergence , (4.6)
due to the vanishing of the coefficient proportional to pαpβpµpν and therefore
this difference should not be physically relevant in the adiabatic limit g → 1 of
S(g).
SWI and Perturbative Gauge Invariance
The SWI for QG coupled to photon fields [31] and matter fields [32] are equiv-
alent to the transversality of Gˆ(p)[2]αβµν , namely p
αGˆ(p)[2]αβµν . In the case of
self-coupled and ghost-coupled gravitons, the complexity of the gauge structure
implies that only the weaker condition (4.2) can be satisfied by the graviton
self-energy tensor, which is not transverse.
20
Perturbative gauge invariance to second order for loop graphs can be formu-
lated by means of the identities (i1), . . . , (i10) in Eq. (2.27). Note that these
identities can be easily generalized to the n-th order for graphs with two exter-
nal operators (‘legs’). The identities will imply a relation among the graviton
self-energy tensor
Π(p)αβµν = thh(p)
αβµν + i pǫ t∂hh(p)
αβµν
ǫ| − i pρ th∂h(p)αβµν|ρ + pǫpρ t∂h∂h(p)αβµνǫ|ρ ,
(4.7)
the ghost self-energy tensors tu∂u˜(p) and t∂u∂u˜(p) and distributions coming from
the Q-vertex, namely tuh, tu∂h and others with one graviton and one ghost
as external legs. We work in momentum space, but we skip the hat on the
distributions.
From the structure of the first four identities in (2.27), it follows straight-
forwardly that
bγδαβ Π(p)αβµν =
1
2
[
+ tδ
uh
(p)γ|µν + ηγδ tuh(p)
|µν − i pτ tδu∂h(p)γ|µν|τ +
− i ηγδ pτ tu∂h(p)|µν|τ + γ ↔ δ
]
+
1
4
[
+ p2 l∂u∂h(p)
γ|µν
δ| +
+ pǫpλ l
λ
∂u∂h
(p)
γ|µν
δ|ǫ + pǫpν l˜∂u∂h(p)
γ|µ
δ|ǫ + γ ↔ δ + µ↔ ν
]
.
(4.8)
Here we have used (i1), . . . , (i4) to express the graviton self-energy distribu-
tions by means of the Q-vertex distributions and also (i9), (i10) to simplify
the expression. Symmetrization of the left side is indeed necessary, because the
right side is symmetric. With (i6), we can write the second bracket as
pǫpτ
4
[
+ ηντ t∂u∂u˜(p)
γ|µ
δ|ǫ + µ↔ ν + γ ↔ δ
]
. (4.9)
The connected 2-point Green function has a second b-tensor attached on the
right, therefore we compute
bγδαβ Π(p)αβµν bµνρσ =
1
2
[
1
2
tδuh(p)
γ|ρσ +
1
2
tδuh(p)
γ|σρ − 1
2
tδuh(p)
γ|µµ ηρσ + γ ↔ δ
+
1
2
ηγδ tuh(p)
|ρσ +
1
2
ηγδ tuh(p)
|σρ − 1
2
ηγδ tuh(p)
|µµ ηρσ + γ ↔ δ +
− i
2
pǫ t
δ
u∂h(p)
γ|ρσ
|ǫ −
i
2
pǫ t
δ
u∂h(p)
γ|σρ
|ǫ +
i
2
pǫ t
δ
u∂h(p)
γ|µµ
|ǫ η
ρσ + γ ↔ δ +
− i
2
ηγδ pǫ tu∂h(p)
γ|ρσ
|ǫ −
i
2
ηγδ pǫ tu∂h(p)
γ|σρ
|ǫ +
i
2
ηγδ pǫ tu∂h(p)
γ|µµ
|ǫ η
ρσ + γ ↔ δ
+
pǫpτ
4
[(
ηντ t∂u∂u˜(p)
γ|µ
δ|ǫ + µ↔ ν + γ ↔ δ
)
2 bµνρσ
]]
.
(4.10)
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We apply now pγ to the above expression. This enables us to use other identities(
(i7) and (i8)
)
, so that after a little work we get
pγ
(
bγδαβ Π(p)αβµν bµνρσ
)
=
1
2
[
+ pγ t
δ
uh
(p)γ|ρσ − 1
2
pγ t
δ
uh
(p)γ|µµ ηρσ
+ pδ tuh(p)
|ρσ − 1
2
pδ tuh(p)
|µµ ηρσ
− i pγpǫ tδu∂h(p)γ|ρσ|ǫ +
i
2
pγpǫ t
δ
u∂h(p)
γ|µµ
|ǫ η
ρσ
− i pδpǫ tu∂h(p)|ρσ|ǫ +
i
2
pδpǫ tu∂h(p)
|µµ
|ǫ η
ρσ
+
pǫpτpγ
4
[(
ηντ t∂u∂u˜(p)
γ|µ
δ|ǫ + µ↔ ν + γ ↔ δ
)
2 bµνρσ
]
+
+
ipǫ
2
[
− pǫ lu∂h(p)δ|ρσ − pǫ lu∂h(p)δ|σρ − pλ lλu∂h(p)δ|ρσ|ǫ
−pλ lλu∂h(p)δ|σρ|ǫ − pσ lˆu∂h(p)
δ|ρ
|ǫ − pρ lˆu∂h(p)
δ|σ
|ǫ
+ηρσ
(
pǫ lu∂h(p)
δ|µµ + pλ l
λ
u∂h(p)
δ|µµ
|ǫ + pλ lˆu∂h(p)
δ|λ
|ǫ
)]]
.
(4.11)
Using now the identity (i5), we can express the lu∂h-distributions by means of
the tu∂u˜-distributions:
pγ
(
bγδαβ Π(p)αβµν bµνρσ
)
=
1
2
[
+ pγ t
δ
uh
(p)γ|ρσ − 1
2
pγ t
δ
uh
(p)γ|µµ ηρσ
+ pδ tuh(p)
|ρσ − 1
2
pδ tuh(p)
|µµ ηρσ
− i pγpǫ tδu∂h(p)γ|ρσ|ǫ +
i
2
pγpǫ t
δ
u∂h(p)
γ|µµ
|ǫ η
ρσ
− i pδpǫ tu∂h(p)|ρσ|ǫ +
i
2
pδpǫ tu∂h(p)
|µµ
|ǫ η
ρσ
+
pǫpγ
2
[
+ pσ t∂u∂u˜(p)
γ|ρ
δ|ǫ + pρ t∂u∂u˜(p)
γ|σ
δ|ǫ − pν t∂u∂u˜(p)
γ|ν
δ|ǫ η
ρσ + γ ↔ δ
]
+
+
ipǫ
2
[
− pσ tu∂u˜(p)δ|ρ|ǫ − pρ tu∂u˜(p)
δ|σ
|ǫ + pν tu∂u˜(p)
δ|ν
|ǫ η
ρσ
]]
.
(4.12)
This expression is the desired identity that involves the graviton self-energy
tensor Π(p)αβµν , the ghost self-energy tensors t∂u∂u˜(p) and tu∂u˜(p) and the dis-
tributions coming from the Q-vertex. Schematically:
pγ
(
bΠ(p) b
)γδρσ
= X(tuh(p), tu∂h(p), . . . )
δ,ρσ +
(
t∂u∂u˜(p) + tu∂u˜(p)
)δ,ρσ
, (4.13)
where Xδ,ρσ represents the first eight distributions in (4.12). In QG, (bΠ(p) b) is
not transversal, because the right side of (4.13) does not vanish. Note that the
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remaining Q-vertex distributions cannot be eliminated from (4.13) as already
noticed in [26], although in a very different approach to gauge invariance in QG.
By multiplying (4.12) with pρ, we obtain
pρ pγ
(
bγδαβ Π(p)αβµν bµνρσ
)
=
1
2
[
+ pγpρ t
δ
uh(p)
γ|ρσ − 1
2
pγpσ t
δ
uh(p)
γ|µµ
+ pδpρ tuh(p)
|ρσ − 1
2
pδpσ tuh(p)
|µµ
− i pρpγpǫ tδu∂h(p)γ|ρσ|ǫ +
i
2
pσpγpǫ t
δ
u∂h
(p)
γ|µµ
|ǫ
− i pδpǫ tu∂h(p)|ρσ|ǫ +
i
2
pδpǫ tu∂h(p)
|µµ
|ǫ
+
pǫpγp
2
2
[
t∂u∂u˜(p)
γ|σ
δ|ǫ + t∂u∂u˜(p)
δ|σ
γ|ǫ
]
− ipǫp
2
2
[
tu∂u˜(p)
δ|σ
|ǫ
]]
.
(4.14)
This equation does not a priori imply the SWI (4.2). We can summarize
Eq. (4.14) as
pρ pγ
(
bΠ(p) b
)γδρσ
= pρX(tuh(p), tu∂h(p), . . . )
δ,ρσ + pρ
(
t∂u∂u˜(p) + tu∂u˜(p)
)δ,ρσ
.
(4.15)
With the explicit results for t∂u∂u˜(p) and tu∂u˜(p) obtained in Sec. 7.1, we find
that there must be a compensation between Q-vertex contributions pρX
δ,ρσ
and ghost self-energy contributions so that the right side of (4.15) vanishes
identically, because this has already been verified by explicitly calculating the
left side of (4.14). This may also explain why in the two cases with different T u1
or different T h1 , investigated above, the SWI of Eq. (4.2) or Eq. (4.3) are not
fulfilled: Eq. (4.15) still holds true, therefore the theory is still gauge invariant
to second order, but both sides do not vanish identically.
5 Fixing of the Freedom in the Normalization of the
Self-Energy Tensor
As seen in Sec. 3.4, in causal perturbation theory the problem of eliminating
infinitely many UV divergent expressions is changed into the issue of fixing an
increasing number of free undetermined local normalization terms that arise as
a consequence of distribution splitting in each order of perturbation theory.
5.1 Normalization Terms of T2(x, y)
For simplicity, we consider only the freedom in the normalization of Eq. (3.37)
instead of Eq. (3.35). Since the singular order is four, local normalization terms
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N2(x, y) ∼ δ(4)(x − y) of singular order 0, . . . , 4 appear during the process of
distribution splitting and in momentum space they can be written as
N2(x, y)
hSE =:hαβ(x)hµν(y) : iN(∂x, ∂y)αβµν δ
(4)(x− y) ,
Nˆ(p)αβµν =
(
Nˆ (0) + Nˆ (2) + Nˆ (4)
)
(p)αβµν , (5.1)
where the odd terms are excluded owing to parity. Nˆ(p)(i)αβµν is a polynomial in
p of degree i with i = 0, 2, 4. We assume in addition that only scalar constants
should be considered, because vector-valued or tensor-valued constants may
enter in conflict with Lorentz covariance. Therefore we make the following
ansatz taking also the symmetries of Π(x− y)αβµν into account
Nˆ(p)(0)αβµν = Ξ
[
+ c1
(
ηαµηβν + ηανηβµ
)
+ c2 ηαβηµν
]
,
Nˆ(p)(2)αβµν = Ξ
[
+ c3
(
pαpβηµν + pµpνηαβ
)
+
+ c4
(
pαpµηβν + pαpνηβµ + pβpµηαν + pβpνηαµ
)
+
+ c5 p
2
(
ηαµηβν + ηανηβµ
)
+ c6 p
2 ηαβηµν
]
,
Nˆ(p)(4)αβµν = Ξ
[
c7, c8, c9, c10, c11
]
.
(5.2)
c1, . . . , c11 are undetermined real numbers. Requiring the SWI to hold, we can
reduce the normalization polynomials to
Nˆ(p)(0)αβµν = 0 ,
Nˆ(p)(2)αβµν = Ξ
[
0, c5 + c6,−c5, c5, c6
]
p−2 ,
Nˆ(p)(4)αβµν = Ξ
[
c7, c10 + c11 +
c7
4
,−c10, c10, c11
]
;
(5.3)
in such a way that only five undetermined coefficients remain to be fixed. The
self-energy tensor supplemented by the normalization terms then reads
Πˆ(p)Nαβµν = Πˆ(p)αβµν + Nˆ(p)
(2)
αβµν + Nˆ(p)
(4)
αβµν . (5.4)
5.2 Total Graviton Propagator and Mass and Coupling Con-
stant Normalization
The task of eliminating the remaining freedom in Eq. (5.4) can be accomplished
in our case by considering the total graviton propagator as a sum of the free
graviton Feynman propagator [30]
〈Ω|T{hαβ(x)hµν(y)}|Ω〉 = −i bαβµν DF0 (x− y) , (5.5)
24
from Eq. (2.7) and the contraction (3.1), with an increasing number of self-
energy insertions. In momentum space we therefore obtain the series
Dˆ(p)αβµνtot = +b
αβµν DˆF0 (p) + Dˆ
F
0 (p) b
αβγδ Π˜(p)Nγδρσ b
ρσµν DˆF0 (p) +
+ bαβγδ DˆF0 (p) Π˜(p)
N
γδρσ b
ρσǫτ DˆF0 (p) Π˜(p)
N
ǫτλκ b
λκµν DˆF0 (p) + . . .
= DˆF0 (p)
[
bαβµν + bαβρσ Π˜(p)Nρσγδ Dˆ(p)
γδµν
tot
]
,
(5.6)
where Π˜(p)Nαβµν := (2pi)
4 Πˆ(p)Nαβµν . After multiplying with
(
DˆF0 (p)
)−1
and with
bαβǫτ , we find[(
DˆF0 (p)
)−1
b γδǫτ − lǫτρσ Π˜(p)ρσγδN
]
· Dˆ(p)totγδµν = lǫτµν . (5.7)
Since bαβµνb
µν
ρσ = lαβρσ :=
(
ηαµηβν + ηανηβµ
)
/2 represents the unity for rank-
4 tensors, from Eq. (5.7) we can derive the form of the inverse of the total
propagator:(
Dˆ(p)−1tot
)
αβµν
= bαβµν
(
DˆF0 (p)
)−1 − Π˜(p)Nαβµν
= (2pi)2
[
bαβµν (−p2 − i0) − (2pi)2 Πˆ(p)Nαβµν
]
.
(5.8)
Our aim is to impose mass and coupling constant normalization conditions on
the total graviton propagator, therefore we have to invert the expression in (5.8).
For this purpose we express the inverse of the total graviton propagator in the
‘projection operator’ Q(p)(i)αβµν basis, introduced in App. 3 and find
(
Dˆ(p)−1tot
)
αβµν
= (2pi)2
6∑
i=1
Q(p)(i)αβµν
×
{
+ xbi (p
2 − i0)− (2pi)2 Ξxπi log
(
(−p2 − i0)/M2) } , (5.9)
with
bαβµν =
6∑
i=1
Q(p)(i)αβµν x
b
i (−p2 − i0) ,
Πˆ(p)Nαβµν =
6∑
i=1
Q(p)(i)αβµν x
π
i log
(
(−p2 − i0)/M2) } ;
(5.10)
so that, with Eqs. (C.10), (C.11), we obtain
Dˆ(p)totαβµν =
1
(2pi)2
[
+
1
2
(
ηαµηβν + ηανηβµ
) 1
−p2 − i0 + f1(p2) +
− 1
2
ηαβηµν
1
−p2 − i0 + f2(p2)
]
+ non-contributing terms . (5.11)
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The non-contributing terms vanish between conserved energy-momentum mat-
ter tensors or between physical graviton states [30].
Mass normalization (the graviton mass remains zero after the radiative cor-
rection due to the self-energy) requires
fj(p
2)
∣∣∣
p2=0
= 0 , j = 1, 2 , (5.12)
and coupling constant normalization (the coupling constant is not changed by
the radiative correction) requires
fj(p
2)
p2
∣∣∣∣
p2=0
= 0 , j = 1, 2 . (5.13)
We work out these two conditions for the case j = 1. Since f1(p
2) has the form
(see Eqs. (5.3), (5.9), (5.10), (C.8) and (C.11))
f1(p
2) = −2 (2pi)2 Ξ
(
− 162 p4 log ((−p2 − i0)/M2)+ c5 p2 + c10 p4) , (5.14)
the two conditions (5.12) and (5.13) are satisfied, if we set c5 = 0. The analysis
for the case j = 2 is much more involved due to the complexity of Eqs. (C.8)
and (C.11), although not conceptually difficult, and it yields the condition c6 =
0. The remaining normalization constants are not determined by Eqs. (5.12)
and (5.13), so that we are left with
Πˆ(p)Nαβµν = Ξ
[− 656,−208,+162,−162,+118] log(−p2 − i0
M2
)
+ Nˆ (4)(p)αβµν ,
(5.15)
where Nˆ (4)(p)αβµν is a general SWI-invariant polynomial given in Eq. (5.3) with
three free normalization constants. In order to simplify the above expression
and to reduce further the freedom in the normalization, we rescale the constants
c7, c10 and c11 in the following way
c11 = +118 log(M
2/K2), c7 = −656 log(M2/L2), c10 = −162 log(M2/N2) ;
(5.16)
so that, with (H2)104 := (N2)81(L2)82/(K2)59, we obtain
Πˆ(p)Nαβµν = Ξ
[
− 656 log
(−p2 − i0
L2
)
,−208 log
(−p2 − i0
H2
)
,
+ 162 log
(−p2 − i0
N2
)
,−162 log
(−p2 − i0
N2
)
,+118 log
(−p2 − i0
K2
)]
, (5.17)
with the four arbitrary positive masses L,H,N and K. Now, since the splitting
of the mass zero distribution dˆ(p) = Θ(p2)sgn(p0), requires the introduction of
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a scale invariance breaking mass, it is natural to assume this mass scale to be
unique, say M0, which may correspond in case to the Planck mass, so that the
graviton self-energy tensor including its normalization now reads
Πˆ(p)Nαβµν = Ξ
[
− 656,−208,+162,−162,+118
]
log
(−p2 − i0
M20
)
. (5.18)
Therefore, the whole ambiguity in the normalization of T2(x, y)
hSE may be re-
duced to the single parameter M0 which remains present in the theory.
6 Corrections to the Newtonian Potential
In the last years a group of papers appeared [41], [42] and [43], based on the
proposal of treating perturbative quantum gravity as a low energy effective quan-
tum theory. In this approach, leading quantum corrections to the Newtonian
potential were reliably calculated in the long range, low energy limit.
In this section we will show that causal perturbation theory for quantum
gravity yields the same result for the leading corrections to the Newtonian po-
tential for heavy spinless particles described by the scalar field ϕ.
The Newtonian potential between two masses m1,m2
V (r) = −G m1m2
r
(6.1)
can be obtained in the static non-relativistic limit of a single graviton exchange
tree diagram [41], [44] to lowest order in G, calculated from
TM1 (x) = i :L(1)M (x) := i
κ
2
:hαβ(x) bαβµν T
µν
m (x) : , (6.2)
where the conserved energy-momentum matter tensor reads
T µνm (x) = ϕ(x)
,µϕ(x),ν − ηµν L(0)M (x) , (6.3)
and the expansion in powers of the coupling constant of the matter Lagrangian
density has the form
LM = 1
2
√−g (gµνϕ;µϕ;ν −m2 ϕ2) = ∞∑
i=0
κi L(i)M . (6.4)
From Eq. (6.2), we carry out the inductive construction of the 2-point distri-
bution which describes the ϕϕ→ ϕϕ scattering through one-graviton exchange
and find
T2(x, y)
∣∣∣
ϕϕ→ϕϕ
= −κ
2
4
:T γδm (x) bγδαβ T
ρσ
m (y) bρσµν :
[
− i bαβµν DF0 (x− y)
]
.
(6.5)
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The static non-relativistic limit of the right side of (6.5) yields (6.1) using T µνm →
(2pi)δµ0δν0m and the fact that the Fourier transform of the momentum transfer
p2 reads (4pir)−1. For a deeper understanding of the connection between S-
matrix and potential, see [45]. Inserting one self-energy contribution (5.18) on
the graviton contraction of Eq. (6.5), we obtain the order κ4 correction
T2(x, y)
corr = i
κ2
4
:T γδm1(x)T
ρσ
m2(y) : Ω(x− y)corrγδρσ , (6.6)
where, with the self-energy tensor of (5.18), we have
Ωˆ(p)corrγδρσ = 2
Πˆ(p)Nγδρσ
p4
. (6.7)
Only the two last terms in the self-energy tensor will contribute in the following,
because the others vanish when paired with conserved matter energy-momentum
tensors. Therefore, even if we had not assumed a unique mass scale (as done at
the end of Sec 5.2), the parameters L, H and N in (5.17) would not be physically
observable. From (6.5) and (6.7) we obtain in the static non-relativistic limit
the genuine quantum correction to the Newtonian potential (inserting back the
physical constants ~ and c)
V (r) = −G m1m2
r
(
1 +
G~
c3pi
206
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1
r2
)
. (6.8)
The central piece in the calculation is the distributional Fourier transform of
log
(
p2/M20
)
which yields (−2pir3)−1 and the M0-dependence disappears from
the non-local part of the final result, being proportional to δ(3)(x). The relevant
length scale appearing in (6.8) is the Planck length lp =
√
G~/c3.
Our result agrees with the corresponding one in [42], although this represents
only a partial correction to the Newtonian potential, because we have taken
into account only the graviton self-energy contribution and not the complete
set of diagrams of order κ4 contributing to these corrections, as, for example,
the vertex correction or the double scattering. Therefore we cannot make any
statement on the absolute sign of the correction in Eq. (6.8). See also [46] for
the corrections to the Newtonian potential in the framework of R2-theories.
A remark about different choices of T h1 or T
u
1 : the graviton self-energy tensor
of Eq. (4.4) leads to the same corrections, whereas that of Eq. (4.5), taking also
the ghost loop contribution into account, leads to different corrections.
7 Perturbative Gauge Invariance to Second Order
for Loop Contributions
For the sake of completeness, before proving perturbative gauge invariance to
second order in the loop graph sector, we calculate the 2-point ghost self-energy
contributions.
7.1 Ghost Self-Energy
We follow the inductive causal construction described in Sec. 3 in order to
construct the ghost self-energy contribution in second order perturbation theory.
Starting with the ghost coupling T u1 (x) given in Eq. (2.14), we perform one
graviton and one ghost–anti-ghost contraction, Eq. (3.1) in order to obtain the
corresponding D2(x, y) distribution. The distribution splitting solution is the
same as in Sec. 3.5, namely Eq. (3.34) with the singular order given by Eq. (3.20)
in Sec. 3.4. Therefore, after all these steps, we obtain
T2(x, y) =+ :u
γ(x)u˜α(y),β : t
u,(3a)
2 (x− y) βγα +
+ : u˜α(x),βu
γ(y) : tu,(3b)2 (x− y) βα γ +
+ :uγ(x),βu˜
α(y),ν : t
u,(2a)
2 (x− y) β νγ α +
+ : u˜α(x),νu
γ(y),β : t
u,(2b)
2 (x− y) ν βα γ .
(7.1)
The numerical distributions appearing here have already been introduced in
Eq. (2.19) with the notations: tu,(3a)2 = itu∂u˜, t
u,(3b)
2 = it∂u˜u, t
u,(2a)
2 = it∂u∂u˜ and
tu,(2b)2 = it∂u˜∂u. The results for these ghost self-energy distributions are:
tˆu,(3a)2 (p)γ|αβ = tˆ
u,(3b)
2 (p)αβ|γ = Ξ
[− 80 pαpβpγ + 60 p2pγηαβ − 20 p2pαηβγ +
− 20 p2pβηαγ
]
log
(
(−p2 − i0)/M2) , (7.2)
and
tˆu,(2a)2 (p)γβ|αν = −tˆu,(2b)2 (p)αν|γβ = iΞ
[
+ 160 p2ηγβηαν + 240 pαpγηνβ +
+ 240 pνpγηαβ − 240 pαpνηγβ − 400 pγpβηαν
]
log
(
(−p2 − i0)/M2) . (7.3)
By disregarding divergence terms after partial integration, we can recast Eq.
(7.1) into the form
T2(x, y)
gSE =:uγ(x)u˜α(y) : iΠa(x− y)γα+ : u˜α(x)uγ(y) : iΠb(x− y)αγ . (7.4)
with the ghost self-energy tensors
iΠa(x− y)γα := + ∂xβtu,(3a)2 (x− y) βγα − ∂xβ∂xν tu,(2a)2 (x− y) β νγ α ,
iΠb(x− y)αγ := − ∂xβtu,(3b)2 (x− y) βα γ − ∂xβ∂xν tu,(2b)2 (x− y) ν βα γ ;
(7.5)
that read in momentum space
Πˆa(p)γα = Ξ
[
40 p2pαpγ + 20 p
4ηαγ
]
log
(−p2 − i0
M2
)
= −Πˆb(p)αγ . (7.6)
We do not discuss here in detail the normalization of this 2-point distribution.
But an investigation analogous to that of Sec. 5.2 for the sum of the series
with an increasing number of ghost self-energy insertions let us assume that the
normalization terms with singular order smaller than four are set equal to zero,
whereas those with singular order four may be absorbed in the scale invariance
breaking mass M .
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7.2 Perturbative Gauge Invariance to Second Order for Loop
Graphs
The introduction of the Q-vertex T µ1/1(x), Eq. (2.17), enables us to formulate
perturbative gauge invariance by means of Eq. (2.18). We call a theory gauge
invariant to second order, if T2(x, y) satisfies
dQT2(x, y) = ∂
x
µT
µ
2/1(x, y) + ∂
y
µT
µ
2/2(x, y) , (7.7)
where T µ2/1(x, y)
(
T µ2/2(x, y)
)
is the two-point ‘renormalized’ time-ordered pro-
duct obtained by means of the inductive causal scheme with a Q-vertex at x (y)
and a normal vertex at y (x).
Since R′2(x, y) is trivially gauge invariant due to (3.2) and (2.17), it suf-
fices to prove (7.7) with the retarded parts R2, R
µ
2/1 and R
µ
2/2, instead of the
corresponding T -distributions.
Taking Eq. (3.3) and (2.17) into account, we find that the D2-distribution
is trivially invariant
dQD2(x, y) = ∂
x
µD
µ
2/1(x, y) + ∂
y
µD
µ
2/2(x, y) , (7.8)
with the definitions
Dµ2/1(x, y) :=
[
T µ1/1(x), T1(y)
]
,
Dµ2/2(x, y) :=
[
T1(x), T
µ
1/1(y)
]
.
(7.9)
The question is whether an equation similar to (7.8) holds for the retarded
parts R2, R
µ
2/1 and R
µ
2/2 of D2, D
µ
2/1 and D
µ
2/2, respectively. In the inductive
causal construction, the splitting of distributions in D2, D
µ
2/1 and D
µ
2/2 may give
rise to local normalization terms, if the singular order is positive. We consider
here only loop graphs in second order. Therefore, we must show that
dQR2(x, y)
loops + dQN2(x, y)
loops =+ ∂xµR
µ
2/1(x, y)
loops + ∂yµR
µ
2/2(x, y)
loops +
+ ∂xµN
µ
2/1(x, y)
loops + ∂yµN
µ
2/2(x, y)
loops
(7.10)
can be satisfied by a suitable choice of the free constants in the normalization
terms N loops2 , N
µ loops
2/1 and N
µ loops
2/2 of the general splitting solution of D
loops
2 ,
Dµ loops2/1 and D
µ loops
2/2 , respectively.
Since every splitting solution agrees with the original distribution on the
forward light cone V +\{0}, gauge invariance (7.10) can be violated by local
terms with support x = y only. Hence, the crucial point is the correct treatment
of the local terms appearing in (7.10).
A careful analysis shows that that the only local terms appearing in (7.10)
are those belonging to the normalizations N loops2 , N
µ loops
2/1 and N
µ loops
2/2 of the
distribution splitting.
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Let us analyze the different terms in (7.10). First of all, the normalization
terms N2(x, y)
loops were already discussed in Sec. 5.1 and in Sec 7.1, below
Eq. (7.6). They can be consistently set equal to zero.
The gauge variation of R2(x, y)
loops generates no local terms: the field oper-
ators in the normal products undergo the infinitesimal gauge variations (2.11)
and (2.16) and the numerical distributions remain unchanged. Taking an exam-
ple from Eq. (3.35)
dQR2(x, y)
loops = dQ
(
:hαβ(x)hµν(y) : r(4)2 (x− y)αβµν + . . .
)
=:uρ(x),σh
µν(y) :
[− i bαβρσ r(4)2 (x− y)αβµν]+ . . . . (7.11)
r(4)2 (x − y)αβµν does not contain local terms, the same holds for bαβρσr(4)2 (x −
y)αβµν .
Now we investigate the Rµ2/1(x, y)
loops-terms. Due to the great calculation
complexity, we work out only a representative example, that still contains the
main features. Let us choose in T µ1/1(x) ∼ uhh+ u˜uu (from [33]) the term −κ4 :
uγ(x),γh(x)h(x),µ : and in T
h+u
1 (y), (2.6), the term −iκ4 : hαβ(y)h(y),αh(y),β :.
We construct Dµ2/1(x, y)
loops by carrying out two graviton contractions
Dµ2/1(x, y)
loops = i
κ2
16
(
+ :uγ(x),γh
αβ(y) :
(− 32[+D(+)α|µβ −D(−)α|µβ](x− y))+
+ :uγ(x),γh(y),α :
(
+ 8
[
+D(+)·|µα −D(−)·|µα +D(+)α|µ −D(−)α|µ
]
(x− y)))+ . . . ,
(7.12)
which can be written in the form
Dµ2/1(x, y)
loops =+ :uγ(x),γh
αβ(y) : dµ2/1(x− y)αβ +
+ :uγ(x),γh(y),α : d
µ
2/1(x− y)α + . . . ,
(7.13)
with the Dˆ(±)...|...(p)-functions given in App. 1:
dˆµ2/1(p)αβ = −2i κ2
[
+ Dˆ(+)α|µβ − Dˆ(−)α|µβ
]
(p) ,
dˆµ2/1(p)
α = +i
κ2
2
[
+ Dˆ(+)·|µα − Dˆ(−)·|µα + Dˆ(+)α|µ − Dˆ(−)α|µ
]
(p) . (7.14)
Using the results of App. 1 and App. 2, we obtain
dˆµ2/1(p)αβ =
−κ2pi
24(2pi)4
[
2 pαpβp
µ − p2pαη µβ + p2pβη µα + p2pµηαβ
]
Θ(p2)sgn(p0),
dˆµ2/1(p)
α =
+iκ2pi
8(2pi)4
[
pµpα
]
Θ(p2) sgn(p0) . (7.15)
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In order to obtain Rµ loops2/1 , we split the distributions in (7.15). With (3.33) and
assuming that the splitting of the massless distribution dˆ(p) generates only one
mass scale M , we find
rˆµ2/1(p)αβ =
−iκ2pi
24(2pi)5
[
the same as in (7.15)
]
log
(−p2 − ip00
M2
)
,
rˆµ2/1(p)
α =
−κ2pi
8(2pi)5
[
pµpα
]
log
(−p2 − ip00
M2
)
, (7.16)
so that
Rµ2/1(x, y)
loops =+ :uγ(x),γh
αβ(y) : rµ2/1(x− y)αβ +
+ :uγ(x),γh(y),α : r
µ
2/1(x− y)α + . . . .
(7.17)
The local normalization terms of the splitting are included in Nµ2/1(x, y)
loops and
reads:
Nµ2/1(x, y)
loops =+ :uγ(x),γh
αβ(y) : nµ2/1(x− y)αβ +
+ :uγ(x),γh(y),α : n
µ
2/1(x− y)α + . . . .
(7.18)
Here, the n2/1-distributions contain free normalization constants. The terms
Rµ2/2(x, y)
loops and Nµ2/2(x, y)
loops coming from the second commutator in (7.9)
can be analogously calculated with x↔ y and an overall sign change. Applying
now ∂xµ to R
µ
2/1(x, y)
loops, we obtain
+ :uγ(x),γµh
αβ(y) : rµ2/1(x− y)αβ+ :uγ(x),γµh(y),α : rµ2/1(x− y)α +
+ :uγ(x),γh
αβ(y) : ∂xµ r
µ
2/1(x− y)αβ+ :uγ(x),γh(y),α : ∂xµ rµ2/1(x− y)α . (7.19)
The first two addends do not contain local terms, because the derivatives act
only on the external fields and the numerical distributions do not contain local
terms by construction. The derivative acting on the numerical distributions in
the last two terms changes them into
−i pµ rˆµ2/1(p)αβ =
−κ2pi
24(2pi)5
[
+ 2p2pαpβ + p
4ηαβ
]
log
(−p2 − ip00
M2
)
,
−i pµ rˆµ2/1(p)α =
iκ2pi
8(2pi)5
[
p2pα
]
log
(−p2 − ip00
M2
)
. (7.20)
Since these terms are proportional to the logarithms, none of them is local. The
local anomaly producing mechanism described in [33] does not apply in the case
of loop graphs. This is a consequence of the presence in loop graphs of prod-
ucts of Jordan–Pauli distributions that yield non-local terms after distribution
splitting.
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We turn now to the local terms in ∂xµN
µ
2/1(x, y)
loops. Since ω(dˆµαβ2/1 ) = 3 and
ω(dˆµα2/1) = 2, these terms have the general form
nˆµ2/1(p)
αβ = +a1p
µηαβ + a2p
αηµβ + a3p
βηµα + a4p
µpαpβ +
+ p2
(
a5p
µηαβ + a6p
αηβµ + a7p
βηαµ
)
,
nˆµ2/1(p)
α = +a8η
µα + a9p
αpµ + a10p
2ηαµ ,
(7.21)
where a1, . . . , a10 are unknown parameters. Multiplying (7.21) with pµ leads to
pµ nˆ
µ
2/1(p)
αβ = +a1p
2ηαβ + (a2 + a3)p
αpβ + (a4 + a6 + a7)p
2pαpβ + a5p
4ηαβ ,
pµ nˆ
µα
2/1(p) = +a8p
α + (a9 + a10)p
2pα .
(7.22)
Therefore, the only local terms in (7.10) are those coming from (7.22). In our
simplified example, perturbative gauge invariance then requires
a1 = a2 + a3 = a4 + a6 + a7 = a5 = a8 = a9 + a10 = 0 , (7.23)
Obviously, these conditions are fulfilled by choosing a1 = . . . = a10 = 0. One
may convince oneself that the above example can be generalized to all second
order loop graph contributions, because these follow the same pattern, although
much more involved conditions as (7.23) would appear. The important point is
that ∂xµR
µ
2/1(x, y)
loops + ∂yµR
µ
2/2(x, y)
loops does not generate local terms. This is
in contrast to the tree graph sector, investigated in [33].
Let us add a final remark: if we do not fix the normalization N2(x, y)
loops
of R2(x, y)
loops (as done in Sec. 5), then the condition of perturbative gauge
invariance to second order forces us to choose the normalization constants ci of
N2(x, y)
loops and aj of N
µ
2/1+2(x, y)
loops in such a way that
dQN2(x, y)
loops = +∂xµN
µ
2/1(x, y)
loops + ∂yµN
µ
2/2(x, y)
loops (7.24)
holds. Since (7.10) always holds among non-local terms by construction, a trivial
solution ci = aj = 0 ∀i, j always exists. This concludes the proof of perturbative
gauge invariance to second order for loop graphs.
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Appendix 1: The Dˆ(±)
αβ|µν(p)-Functions
The product of two D(±)0 -distributions is well-defined in momentum space, be-
cause the intersection of the supports of the two Dˆ(±)0 (p) is a compact set. The
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product D(±)·|· (x) := D
(±)
0 (x) ·D(±)0 (x) goes over into a convolution of the Fourier
transforms Dˆ(±)0 (p) using Eq. (2.9):
Dˆ(±)·|· (p) =
1
(2pi)2
∫
d4xD(±)0 (x) ·D(±)0 (x) ei p·x
=
−1
(2pi)8
∫
d4p1 d
4p2 δ(p
2
1)Θ(±p01) δ(p22)Θ(±p02) ·
∫
d4x e−i x·(p1+p2−p)
=
−1
(2pi)4
∫
d4k δ
(
(p− k)2)Θ(± (p0 − k0)) δ(k2)Θ(±k0) .
(A.1)
If derivatives are acting on the D(±)0 (x)-distributions, then we define
D(±)α|β(x) := ∂
x
αD
(±)
0 (x) · ∂xβD(±)0 (x) ,
D(±)αβ|µν(x) := ∂
x
α∂
x
βD
(±)
0 (x) · ∂xµ∂xνD(±)0 (x) , (A.2)
and so on if a different combination of derivatives acts on the distributions.
Following the same calculation as in (A.1), we obtain in momentum space:
Dˆ(±)α|β(p) =
+1
(2pi)4
∫
d4k δ
(
(p− k)2)Θ(± (p0 − k0)) δ(k2)Θ(±k0)
×
[
pαkβ − kαkβ
]
,
Dˆ(±)αβ|µν(p) =
−1
(2pi)4
∫
d4k δ
(
(p− k)2)Θ(± (p0 − k0)) δ(k2)Θ(±k0)
×
[
+ pαpβkµkν − pαkβkµkν − pβkαkµkν + kαkβkµkν
]
. (A.3)
Therefore we see that we have to deal with integrals of the type
I(±)(p)−/α/αβ/αβµ/αβµν :=
∫
d4k δ
(
(p− k)2)Θ(± (p0 − k0)) δ(k2)Θ(±k0)
× [1, kα, kαkβ , kαkβkµ, kαkβkµkν] ,
(A.4)
which are calculated in App. 2. For the two examples in Eq. (A.3), we find the
relations
Dˆ(±)·|· (p) =
−1
(2pi)4
I(±)(p) ,
Dˆ(±)α|β(p) =
+1
(2pi)4
[
+ pα I
(±)(p)β − I(±)(p)αβ
]
,
Dˆ(±)αβ|µν(p) =
−1
(2pi)4
[
+ pαpβ I
(±)(p)µν − pα I(±)(p)βµν
− pβ I(±)(p)αµν + I(±)(p)αβµν
]
,
(A.5)
between the Dˆ(±)...|...(p)-functions and the I
(±)(p)...-integrals.
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Appendix 2: The I (±)(p)...-Integrals
For the case of I(+)(p), Eq. (A.4), the momenta k and p are restricted to the
space-time regions {k2 = 0, k0 > 0} and {(p − k)2 = 0, p0 − k0 > 0}, due
to the δ- and Θ-distributions in the integrand. Then p − k and k are time-
like and therefore p is time-like. We choose a Lorentz reference frame with
pα = (p0,0), p
0 > 0, then
I(+)(p0) =
∫
d4k δ(p20 − 2p0k0)Θ(p0 − k0)Θ(k0)
δ(k0 − |k|) + δ(k0 + |k|)
2Ek
(B.1)
with Ek = k0 = |k|, so that
I(+)(p0) = 4pi
∫ +∞
−∞
dk0
∫ +∞
0
d|k| |k|2 δ(2p0(p0
2
− k0)
)
Θ(p0 − k0) δ(k0 − |k|)
2|k|
=
pi
p0
∫ +∞
−∞
dk0
∫ +∞
0
d|k| |k| δ(p0
2
− k0)Θ(p0 − k0) δ(k0 − |k|)
=
pi
p0
∫ p0
0
d|k| |k| δ(|k| − p0
2
) =
pi
2
.
(B.2)
I(−)(p) can be calculated analogously and the result in an arbitrary Lorentz
reference frame is
I(±)(p) =
pi
2
Θ(p2)Θ(±p0) . (B.3)
Computing I(±)(p)α for pα = (p0,0), p0 > 0, we have a non-vanishing con-
tribution only for α = 0. We obtain for I(±)(p0)0 an additional factor k0 in the
integrand of (B.2), which is set equal to |k|, because of the distribution δ(k0−|k|)
and finally is set equal to p0/2, because of the distribution δ(|k| − p02 ). This
leads to
I(±)(p)α =
pi
4
pαΘ(p
2)Θ(±p0) , (B.4)
in an arbitrary Lorentz reference frame.
For I(±)(p)αβ , we consider the covariant decomposition
I(±)(p)αβ = A
(±)(p2) pαpβ +B
(±)(p2) ηαβ . (B.5)
It follows from I(±)(p) αα = 0 (because of the factor k
2δ(k2) in the integrand of
Eq. (A.4)), that
B(±)(p2) =
−p2
4
A(±)(p2) . (B.6)
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Then
I(±)(p)αβ p
αpβ =
3
4
A(±)(p2) p4 . (B.7)
Calculating I(+)(p)αβ p
αpβ for pα = (p0,0), p0 > 0, through the integral defini-
tion (A.4), an additional factor (p0k0)
2 appears in the integrand, therefore we
obtain in an arbitrary Lorentz frame
I(±)(p)αβ p
αpβ =
pi
8
p4Θ(p2)Θ(±p0) . (B.8)
Comparing (B.7) with (B.8) we find A(±)(p2) = π6 Θ(p
2)Θ(±p0), so that
I(±)(p)αβ =
pi
6
(
pαpβ − p
2
4
ηαβ
)
Θ(p2)Θ(±p0) . (B.9)
For I(±)(p)αβµ, if we calculate I
(+)(p)αβµp
αpβpµ for pα = (p0,0), p0 > 0, we
get a factor (p0k0)
3 in the integrand, so that in an arbitrary Lorentz frame we
have
I(±)(p)αβµ p
αpβpµ =
pi
16
p6Θ(p2)Θ(±p0) . (B.10)
The covariant decomposition of I(±)(p)αβµ reads
I(±)(p)αβµ = C
(±)(p2) pαpβpµ +D(±)(p2)
(
pα ηβµ + pβ ηαµ + pµ ηαβ
)
. (B.11)
Since I(±)(p) βαβ = 0, we obtain D
(±)(p2) = −p
2
6 C
(±)(p2). On the other side,
contracting the covariant decomposition of I(±)(p)αβµ with p
αpβpµ, we find
I(±)(p)αβµ p
αpβpµ =
p6
2
C(±)(p2) . (B.12)
Comparing (B.12) with (B.10) we conclude that C(±)(p2) = π8Θ(p
2)Θ(±p0) and
I(±)(p)αβµ =
pi
8
(
+ pαpβpµ − p
2
6
(
pα ηβµ + pβ ηαµ + pµ ηαβ
))
Θ(p2)Θ(±p0) .
(B.13)
We repeat this calculation scheme also for I(±)(p)αβµν , which has the covari-
ant decomposition
I(±)(p)αβµν = E
(±)(p2) pαpβpµpν+F
(±)(p2)
(
+pαpβ ηµν+pαpµ ηβν+pαpν ηβµ+
+ pβpµ ηαν + pβpν ηαµ+ pµpν ηαβ
)
+G(±)(p2)
(
+ ηαµηβν + ηανηβν + ηαβηµν
)
.
(B.14)
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From I(±)(p)ααµν = 0 and I
(±)(p)α µαµ = 0, we obtain{
F (±)(p2) = −p
2
8 E
(±)(p2) ,
G(±)(p2) = −p
2
6 F
(±)(p2) = p
4
48 E
(±)(p2) .
(B.15)
Computing I(+)(p)αβµν p
αpβpµpν , for pα = (p0,0), p0 > 0, we get a factor
(p0k0)
4 in the integrand, so that in an arbitrary Lorentz frame we have
I(±)(p)αβµν p
αpβpµpν =
pi
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p8Θ(p2)Θ(±p0) . (B.16)
On the other side, contracting the covariant decomposition of I(±)(p)αβµν with
pαpβpµpν and using (B.15), we obtain
I(±)(p)αβµν p
αpβpµpν =
5
16
p8E(±)(p2) . (B.17)
Comparing (B.17) with (B.16), we find E(±)(p2) = π10Θ(p
2)Θ(±p0), that implies
with (B.15) F (±)(p2) = −πp
2
80 Θ(p
2)Θ(±p0) and G(±)(p2) = +πp4480 Θ(p2)Θ(±p0) so
that
I(±)(p)αβµν =
pi
10
(
+ pαpβpµpν − p
2
8
(
+ pαpβ ηµν + pαpµ ηβν +
+ pαpν ηβµ + pβpµ ηαν + pβpν ηαµ + pµpν ηαβ
)
+
+
p4
48
(
+ ηαµηβν + ηανηβν + ηαβηµν
))
Θ(p2)Θ(±p0) . (B.18)
Appendix 3: The Q(i)(p)αβ,µν-Projection Operators
The aim of this Appendix is to find a representation basis for rank-4 tensors,
which allows to compute the inverse of the total graviton propagator (5.8) in
Sec. 5. Let us define as in [47]
dµν := ηµν − kµkν
k2
, eµν :=
kµkν
k2
; (C.1)
with
dµνdνρ = dµρ , dµνeνρ = 0 , eµνeνρ = eµρ . (C.2)
Then the so-called ‘projection’ operators are defined by
Q(k)(1)αβ,µν =
1
2
(
dαµeβν + dανeβµ + dβµeαν + dβνeαµ
)
,
Q(k)(2)αβ,µν =
1
2
(
dαµdβν + dανdβµ − 2
3
dαβdµν
)
,
Q(k)(3)αβ,µν =
1
3
(
dαβdµν
)
, Q(k)(4)αβ,µν =
(
eαβeµν
)
; (C.3)
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and the so-called ‘transfer’ operators are defined by
Q(k)(5)αβ,µν =
1√
3
(
dαβeµν
)
, Q(k)(6)αβ,µν =
1√
3
(
eαβdµν
)
; (C.4)
with the relations
Q(k)(j)αβ,µν Q(k)
(j)
µν,ρσ =
{
Q(k)(j)αβ,ρσ , if j = 1, 2, 3, 4;
0 , if j = 5, 6.
(C.5)
These and other relations can be easily calculated using (C.2). We consider a
rank-4 tensor in the standard basis as in Eq. (3.39) or (3.40) by giving its five
coefficients and disregarding the logarithmic dependence on k2/M2:
T (k)αβµν =
[
A,B,C,E, F
]
(k)αβµν . (C.6)
We rescale it by dividing it by k4, so that we can express the obtained ‘rescaled’
tensor T˜ (k)αβµν in the projector basis given by (C.3) and (C.4):
T˜ (k)αβµν =
6∑
j=1
xj Q(k)
(j)
αβ,µν . (C.7)
Comparing (C.6) with (C.7), we find the relations between the xj coefficients
and the A, . . . , F coefficients:
x1 = 2(C +E) , x2 = 2E , x3 = 2E + 3F ,
x4 = A+ 2B + 4C + 2E + F , x5 = x6 =
√
3(B + F ) . (C.8)
The inverse of T˜ (k)αβµν in Eq. (C.7) satisfies(
T˜ (k)
)
αβµν
(
T˜ (k)−1
)µν
ρσ
= lαβρσ , (C.9)
being lαβρσ =
(
ηαµηβν + ηανηβµ
)
/2 the unity for rank-4 tensors and it is given
by (
T˜ (k)−1
)
αβµν
=
(
+ x−11 Q
(1) + x−12 Q
(2) +
x4
∆
Q(3) +
+
x3
∆
Q(4) − x5
∆
Q(5) − x6
∆
Q(6)
)
(k)αβµν
=:
6∑
j=1
yj Q(k)
(j)
αβ,µν ,
(C.10)
where ∆ := x3 · x4−x5 ·x6. The proof of Eq. (C.10) simply consists in carrying
out the product in (C.9) and using the relations of Eq. (C.5). Returning back
to the standard representation and multiplying with k4, we obtain(
T (k)−1
)
αβµν
=
[
− 2y1 + 2y2
3
+
y3
3
+ y4 − 2y5√
3
,+
y5√
3
− y3
3
+
y2
3
,
+
y1
2
− y2
2
,+
y2
2
,+
y3
3
− y2
3
]
(k)αβµν .
(C.11)
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Using the definitions of the yj’s as a functions of the xi’s from (C.10) and the
inverses of the relations in (C.8), we can then find the coefficients of the inverse(
T˜ (k)−1
)
αβµν
in terms of the original coefficients A, . . . , F .
Appendix 4: Numerical Distributions in Eq. (3.15)
In this appendix we present explicitly the numerical distributions appearing in
Eq. (3.15) or in Eq. (3.16). We separate the various contributions according to
their singular order and to the presence of graviton or ghost loops.
For the graviton loop, the distribution with singular order four reads
dˆ(4)2 (p)
·|·
αβµν =
κ2pi
960(2pi)4
[
− 80,+60,+10,−70, 0
]
Θ(p2) sgn(p0) . (D.1)
The distribution with singular order two can be written as
dˆ(2)2 (p)
γ|ρ
αβµν =
κ2pi
960(2pi)4
[
− 10 PˆI(p) γ|ραβµν − 10 p2 PˆII(p) γ|ραβµν
]
Θ(p2) sgn(p0) ,
(D.2)
with
PˆI(p)
γ|ρ
αβµν =+
{
pαpβ
(
8 η ρµ η
γ
ν + 8 η
γ
µ η
ρ
ν
)
+ (α↔ β, µ↔ ν)}
+
{
pαpµ
(
16 ηβνη
γρ + 12 η γβ η
ρ
ν + 10 η
ρ
β η
γ
ν
)
+ (α↔ β) + (µ↔ ν)
+ (α↔ β, µ↔ ν)}
+ pρpγ
{− 34 ηαβηµν + 60 ηαµηβν + 60 ηανηβµ}
+
{
4 pαp
γ
(− ηβµη ρν − ηβνη ρµ + η ρβ ηµν)+ (α↔ β)
+ (α↔ µ, γ ↔ ρ, β ↔ ν) + (α↔ ν, γ ↔ ρ, β ↔ µ)}
+
{
pαp
ρ
(− 30 ηβµη γν − 30 ηβνη γµ + 18 η γβ ηµν)+ (α↔ β)
+ (α↔ µ, γ ↔ ρ, β ↔ ν) + (α↔ ν, γ ↔ ρ, β ↔ µ)} ,
(D.3)
and
PˆII(p)
γ|ρ
αβµν =+ ηαβηµνη
γρ − 8 ηγρ{ηαµηβν + (µ↔ ν)}
− 3{ηαβη γµ η ρν + (µ↔ ν)}− 3{ηµνη γα η ρβ + (α↔ β)}
+
{
2 η γα ηβµη
ρ
ν + 5 ηαµη
γ
ν η
ρ
β + (µ↔ ν) + (α↔ β) + (α↔ β, µ↔ ν)
}
.
(D.4)
This distribution yields after distribution splitting and after having multiplied it
with pγpρ the following contribution to the graviton self-energy through graviton
loop:
pγ pρ tˆ
(2)
2 (p)
γ|ρ
αβµν =
κ2pi
960(2pi)4
[
− 1200,−380,+450,−520,+330
]
tˆ(p) . (D.5)
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The distribution with singular order three attached to :hαβ(x),γh
µν(y) : reads
dˆ(3a)2 (p)
γ|·
αβµν =
iκ2pi
960(2pi)4
[
QˆI(p)
γ|·
αβµν + p
2 QˆII(p)
γ|·
αβµν
]
Θ(p2) sgn(p0) , (D.6)
with
QˆI(p)
γ|·
αβµν =− 120 pµpν
{
pα η
γ
β + (α↔ β)
}
+ 20
{
ηαβ pµpνp
γ + η γµ pαpβpν + η
γ
ν pαpβpµ
}
,
(D.7)
and
QˆII(p)
γ|·
αβµν =+ p
γ
{
+ 110 ηµνηαβ − 210 ηµαηνβ − 210 ηµβηαν
}
+
{
pα (−20 ηµνη γβ + 130 ηµβη γν + 130 η γµ ηβν) + (α↔ β)
}
+
{
pµ (−20 ηαβη γν + 20 ηανη γβ + 20 η γα ηνβ) + (µ↔ ν)
}
.
(D.8)
This distribution yields after distribution splitting and after having multiplied it
with i pγ the following contribution to the graviton self-energy through graviton
loop:
i pγ tˆ
(3a)
2 (p)
γ|·
αβµν =
κ2pi
960(2pi)4
[
+ 200,+30,−150,+210,−110
]
tˆ(p) . (D.9)
The distribution dˆ(3b)2 (p)
·|ρ
αβµν with singular order three attached to the operator
: hαβ(x)hµν(y),ρ : is the same to the previous one with a global sign change
and the replacements µ ↔ α, ν ↔ β and ρ ↔ γ. After distribution splitting
and multiplication with −ipρ, it gives the same contribution to the graviton
self-energy through graviton loop as the previous one.
For the ghost loop we have: with singular order four
dˆ(4)2 (p)
·|·
αβµν =
κ2pi
960(2pi)4
[
+ 64,−8,+12,+8,+8
]
Θ(p2) sgn(p0) , (D.10)
after symmetrization in (αβ)↔ (µν); with singular order three we have
dˆ(3b)2 (p)
·|ρ
αβµν =
iκ2pi
960(2pi)4
[
+ 20 pαpβ
{
pµ η
ρ
ν + (µ↔ ν)
}
+ 20 p2
{
pα ηµνη
ρ
β + (α↔ β)
}
+10 p2
{
pµ (ηαβη
ρ
ν − ηνβη ρα − ηανη ρβ ) + (µ↔ ν)
}]
Θ(p2) sgn(p0) ,
(D.11)
whereas the distribution dˆ(3a)2 (p)
γ|·
αβµν with singular order three attached to the
operator : hαβ(x),γh
µν(y) : is the same to the previous one with a global sign
change and the replacements µ ↔ α, ν ↔ β and ρ ↔ γ. With singular order
two we obtain
dˆ(2)2 (p)
γ|ρ
αβµν =
κ2pi
960(2pi)4
[
+ η ρβ η
γ
ν
(
80 pαpµ + 40 p
2 ηαµ
)]
Θ(p2) sgn(p0) ,
(D.12)
which must be symmetrized in (α↔ β) and (µ↔ ν) and then one applies pγpρ.
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