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EINLEITUNG 
Sei K ein Korper der Charakteristik # 2 und W(K) der Wittring der 
Almlichkeitsklassen nicht ausgearteter quadratischer Formen iiber K. Die 
klassischen Invarianten dieser ;Ihnlichkeitsklassen sind: 
der Dimensionsindex e: W(K) -+ Z/2& 
die Diskirminante d: W(K) --f K’/K’2 (Quadratklassengruppe), 
und die Algebrenklasse c: W(K) -+ E+,(K) (Gruppe der Algebrenklassen 
der Ordnung < 2). 
Es ist dabei e immer ein Homomorphismus und der Kern von e ist das 
maximale Ideal M(K) der Klassen gerade-dimensionaler Formen. d und c 
sind aber i.a. keine Homomorphismen. Es ist jedoch die Einschrankung 
d lM(k) ein Homomorphismus, dessen Kern das Quadrat M2(K) von M(K) 
ist, und die Einschrankung c jM2(k) ein Homomorphismus, dessen Kern die 
dritte Potenz M3(K) von M(K) enthalt. Insbesondere kiinnen diese Invarianten 
die lihnlichkeitsklassen hochstens dann (sogar genau dann, wie aus unserem 
Corollar 3.7 folgt) vollstandig charakterisieren, wenn M3(K) = 0 ist. Es stellt 
sich daher das Problem, weitere Invarianten zu finden. Sei jetzt KS ein 
separabler AbschluR von K, G = Gal(K,/K) die voile Galoisgruppe von K 
und H”(K, 2) := H”(G, Z/22). D ann ist HO(K, 2) = Z/Z& IP(K, 2) z 
Km/Keg und P(K, 2) g Br,(K). Als Zielgruppen weiterer Invarianten bieten 
sich daher die hijheren Cohomologiegruppen P(K, 2) an. Die Stiefel- 
Whitney Klassen von A. Delzant (siehe [l 1: §3J) liefern in der Tat Invarianten 
w,: M(K) + P(K, 2) fiir alle IZ. Diese sind aber leider nicht geeignet, das 
Problem der vollstandigen Charakterisierung der dhnlichkeitsklassen 
quadratischer Formen zu l&en, da z.B. alle wi (i > 0) auf M3(K) verschwin- 
den, falls -1 in K ein Quadrat ist (siehe [ll, Lemma 3.21). 
In Analogie zu e, d JMk) und c JM2(k) kann man aber versuchen, allgemeiner 
Homomorphismen e$: M”(K) -+ EP(K, 2) zu finden. In weiterer Analogie 
wiirde man dabei verlangen, dal3 e,” auf M”+l(K) verschwindet und da6 die 
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eKa zusammen einen Ringhomomorphismus van dem graduierten Wittring 
in den Cohomologiering @,“=, HnfHi=, 2) Induzieren. 
eindeutig bestimmt, falls es existiert-die Frage ist also, 
ob eRn wohldefiniert ist. Fur globale K&per und deren Eokaiisierungen ist 
das van J. Milnor in der schon zitierten Arbeit iesen und such gezeigt 
worden, daB in diesen Fallen der eben erwahnte inghomomorphismns ein 
Isomorphismus ist. Da allgemein M(K) van den Klassen zwe~d~me~~ona~e~ 
Former, additiv erzeugt ist, ist M”(K) von den Klassen der n-f&en 
Prod&e zweidimensionaler Formen additiv erzeugt. Wir werden im ersten 
Paragraphen dieser Arbeit unter Anderem zeigen, daB allgemein-etwas 
ungenau ausgedrtickt-e,” wenigstens auf diesen Erzeugenden woh~defin~ert 
id. 
Man hat in gewissen Faillen Homomorphismen (Rmg- oder Gruppen-) 
vom Wittring eines KBrpers in den Wittring eines an 
des Korpers). Dazu gehoren TV(K) -+ W(L) fiir ein 
(E) + E’(K) fur eine endliche Korpererweiterung L/K (Verlagerung, 
Einschrankung der Skalare) und W(K) + W(IQI) fur eine diskrete Bewertung 
v von K, wobei &T/V den Restklassenkorper bezeichnet (~estk~assenhomomor- 
phismen). Wir werden diese im zweiten Paragraphen studieren, %m dritten 
Paragraphen erden wir zeigen, daD diese Homomorphismen such ftir die 
graduierten ittringe definiert sind und sie darauf studieren. Im vierten 
Paragraphen werden wir dann entsprechende Homomorphismen fur die 
Cohomologieringe konstruieren und zeig da6 im Falle der Existenz van 
e,” und eL” bzw. e&z die auftretenden agramme kommutativ sind. Wir 
werden ferner zeigen, daR viele S&tze iiber das Verhalten des Wittringes bei 
Anderung des Korpers such fiir den graduierten Wittring bzw. den 
logierung gtiltig sind. Im fiinften Paragraphen werden wir dann die 
der anderen?aragraphen benutzen urn u.A. zu zeigen, da6 eK3 fur aI 
K wohldefiniert ist. Wir werden oft Resultate aus der Theorie der Cohomo- 
logic von (proendlichen) Gruppen und aus der ~ewert~~gstheorie ohne Zitat 
benutzen. Wir weisen dazu auf [21], [9] und [2] bin. 
Ich mijchte an dieser Stelle meinem Doktorvater Prof. Dr. A. Pfker ftir 
die vielen Anregungen, die er mir wahrend der Arbeit an dieser Dissertation 
gegeben hat, herzlichst danken. Prof. Pfister war es such, der urspriinghch 
mein Interesse fur die Theorie der quadratischen Formen erweckte. 
In dieser Arbeit verstehen wir unter einem K&Per stets einen kommutativen 
Kiirper der Charakteristik # 2. K’ bezeichnet die multiplikative Gruppe des 
Kijrpers M. Unter einer Bewertung v eines 6rpers K verstehen wir (wenn 
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nicht anders gesagt) eine diskrete, einrangige Bewertung ZI von K, so da13 der 
Restklassenkorper, den wir mit K/v bezeichnen, Charakteristik # 2 hat. 
Eine quadratische Form, oder einfach Form, iiber einem Korper ist in dieser 
Arbeit stets eine nicht ausgeartete quadratische Form. dquivalenz zweier 
quadratischen Formen y und 4 wird mit y G $ angezeigt und Ahnlichkeit 
(im Sinne von [24]) mit 9) N yL Die Ahnlichkeitsklasse von p wird hier mit 
q oder p” bezeichnet (anders als iiblich). Die Dimension der anisotropen 
Kernform der Form g, wird mit diman(p7) bezeichnet. Fiir Summe und 
Prod& zweier Formen 9 und zj schreiben wir y @ 4 bzw. y @ #. Wir sagen 
9) sei eine Teilform von + wenn eine Form p existiert mit Z/J s 3, @ p. Fiir 
Diagonalformen mit Diagonalgliedern a, ,..., a, E K’ schreiben wir (ar,...,u,) 
(~0, die Nullform, falls n = 0). Statt (a) @ y schreiben wir oft einfach ay. 
Die Formen 
@l ,***, a,> := (1, -aJ @ ..* @ {I, -a,) (=( l}, falls n = 0) 
und die, die solchen Formen aquivalent sind, werden (n-fache) Pfisterformen 
genannt (Die Bezeichnung stammt aus [3], nur sind hier die Vorzeichen anders 
gewahlt). Diese Formen sind genau die stark multiplikativen Formen der 
Dimension 2” in der Terminologie von Pfister [13]. Wir werden desiifters 
von den verschiedenen Eigenschaften dieser Formen Gebrauch machen ohne 
es besonders zu erwahnen (siehe dazu [13], [lo], [19]). Wir werden such von 
der Tatsache Gebrauch machen, da13 wenn eine Pfisterform p eine Pfisterform 
7 enthglt, etwa p G 7 @ 9, und a # 0 ein von y dargestelltes Element ist, 
da6 dann p die Form 7 @ (1, a) enthalt. Das ist in [13, Beweis von 
Theorem 21 (oder [lo, Beweis von 2.111) implizit bewiesen (Der Fall p 
isotrop ist trivial). Mit W(K) bezeichnen wir den Wittring des Kiirpers K. 
Mit M(K) bezeichnen wir das maximale Ideal der Klassen gerade-dimen- 
sionaler Formen und mit &fn(K) (oder einfach JPK) die n-te Potenz von 
M(K), MO(K) = W(K) wie iiblich. &ffiK ist dann von den Klassen a@ : = u?, 
a E K. und 9, n-fache Pfisterform, additiv erzeugt. Mit mn(K) (oder m”K) 
bezeichnen wir die Faktorgruppen .I~JP(K)/M~+~(K) (n > 0). Sollte x-l(K) 
vorkommen, so ist darunter 0 zu verstehen. 
Wir werden Gfters den Hauptsatz in [1] benutzen und zitieren ihn hier 
in der folgenden Form: 
SATZ 1.1. Se-i y eine quudrutische Form iiber K, diman < 2” und 
$? E APK. Dunn ist y - 0. 
Die in [I] angewandte Methode, Formen durch Kijrpererweiterungen 
einfacher zu machen, werden wir such oft benutzen. Dazu eine Definition 
und einige S&e. 
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a,) eine quadratische Form iiber den &per K, rl = 
K(y) := K(x, ).‘.) xn)((-a,-ya,x,2 -+ *.. + a?&~,“>)““> 
mit unabhangigen Unbestimmten x:, ,..., x, e K(cp) ist dann (his auf Isomor- 
phie) nur von der Bquivalenzklasse von 8) abhangig. Ist namlich 9) g 
<a1 > -aa,bz) eine hyperbolische Ebene, so ist K(p) = K(x,) und sonst ist 
K(T) der Quotientenkorper des Integritatsbereiches R[x, ,.~.? xJ/(alxr2 + 
..* + a,~,~>, der offenbar nnr von der kquivalenzklasse van p abhangt. 
Trivialerweise gilt K(ay) = K(q) f” ur a E I<~. Offenbar ist 40 iiber K(F) 
isotrop. 
SAT2 1.2. Genau dam ist K(y) rein transxendent tiber K> wenn p schom Gber 
K isotrop ist. 
eweis. Ist K(y) rein transzendent tiber K, so mufi v isotrop iher Hi; sein, 
denn ~0 ist isotrop iiber K(v). 1st umgekehrt y isotrop iiber K, o.E. yg 
(I, -l> @pund x’ =(x3 ,..., qJ, so ist K(v) = K(~‘)(~~)((~*2 - p(x’)>“jz>. 1st 
n = 2, so ist also K(v) = K(x,) und ist n > 2, so ist K(v) = ~(~‘~(~~ 
mit y = x2 - (xzz - p(x’))llz, denn x2 = (2y)-l(y” + p(d)), 
Der folgende Satz ist fast im Beweis des Hauptsatzes in [I] enthalten. 
SAT?. 1.3. Seieaz q~ und /J quadratische Formen tiber K, dim 9 > 1 und 4 
tz~isotrop. Sei * - 0 Cber K(~J). 1st dann $ # 0, so gibt es eik a E r so daj a~ 
in ~5 e~t~a~ten ist. Jst p eine .?$sterform, so ist # = p @ p mit e&r Form p 
iiber K. 
eweis. Sei 0X. p z (1) @ p’. Sei n = dim p, x = (x1 ,..., 3,) ein 
unbestimmter Vektor und x’ = (2, ,..., xJ, also M(p) = ~(~‘)((-~‘(~‘)~~/~). 
$ ist anisotrop iiber K(x’), aber hyperbolisch tiber K(y), damit $ E 
(I9 p’(x’)) @ $i tiber &7(x’) (siehe [IO, IO.21). Es folgt 
tiber K(x). Ist also a E: K’ ein von #J dargestelltes Element, so wird ap(x) von J: 
ijber K(x) dargestellt. Nach dem Teilformensatz ([13, Sate 31, [IO, 1.31) 
enthalt Z/J die Form av, etwa # z 0193 @ x. Damit ist der erste Teil bewiesen. 
Ist 9, eine Pfisterform, so ist ag, - 0 fiber K(p) da p isotrop tiber K(P)~ also 
such x N 0 fiber K(y). Der zweite Teil folgt daher durch Lndwtion nach 
dim $. 
Man kann tibrigens als eine Art Umkehrung des zweiten Teiles des Satzes 
zeigen; da8 wenn unter den Voraussetzungen des ersten Teiles noch # g bg, 
ist, b E: AZ-, da6 dann cp eine Tiielfaches CT einer Pfisterform 7 ist, G E K’. Mit 
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den Bezeichnungen des Beweises ist dann namlich q(x) bg, r bv, d.h. 
P(X) E p? tiber K(x), nach Definition also 9 stark multiplikativ. 
Das folgende Lemma ist eine Verscharfung von [I, Corollar 37 (und 
Sat2 1.1). 
LEMMA 1.4. Sei 9) e&e quadratische Form iiber K, dim 9) < 2% + 21 mit 
0 < 1 ,< n und $ E M”K. Es sei in y eine Form a&a, ,..., a$ enthalten. Damz 
gibt es a,, ,.,., a, E K’ mit 9 - a&a, ,..., a,>. 
Beweis. Sei m maximal so, daf3 p) eine Form a&al ,..., a,>> enthalt. 
Wir setzen T = ((aI ,*.., a,>> und schreiben y N a,,7 @ # mit # anisotrop. 
Es ist dann a,,7- @ $ in 9 enthalten und dim # < 2”. Es folgt 4 = 0. Ist 
n%mlich m = 0, so muD QJ s (a& eindimensional sein, damit 4 = 0. 1st 
m > 0, so ist iiber K(T) betrachtet a,,7 N 0, also Z$ e M”(K(T)), nach Satz 1.1 
damit Z/J N 0 iiber K(T), nach Satz 1.3 also Z/J s p @$ r iiber K. Ware jetzt 
a # 0 von p dargestellt, so wiirde Z,!J die Form aT enthalten, damit y die Form 
a,7 @ <l, a;la) enthalten im Widerspruch zur Wahl von m. Es folgt p = 0, 
also # = 0. Wir haben daher v N aOT. Aus Dimensionsgriinden ist ferner 
m < n. 1st m = n, so sind wir fertig. 1st m < n, so folgt aus Satz 1.1, daf3 
cp N a,y N 0 ist, damit q~ N a&a, ,..., a,, I,..., l>> ((n - m)-mal die 1). 
Wir kiinnen jetzt den folgenden, fur uns wichtigen Satz fiber Relationen 
zwischen n-fachen Pfisterformen beweisen. Dieser Satz ist von uns unab- 
hangig such von R. Elman und T. Y. Lam [3, Th. 4.81 bewiesen worden. 
SATZ 1.5. Seien y, 4 und x n-fache Pjsterfoken iiber K, n > 0. Sei 
@ + y? E 2 mod M”+l(K). Dann existiert eine (n - l)-fache PJisterform 7 und 
a, 6 E K’ mit v e T @ (1, -a), 4 g r @ (1, -b), x s T @ (1, -ab). 
Beweis. Sei # s (1) @ q, x r {l) @ x’. Dann ist nach Voraussetzung 
(v 0 #’ 0 -x’>- EM n+l(K) und es ist dim(g, @ #’ @ -x’) < 2n+1 + 2”. 
Nach Lemma 1.4 existiert ein d mit y @ #’ @ -y,’ N y @ (1, -d), d.h. 
#O-X - -dy. Sei 7 eine Pfisterform maximaler Dimension < 2%-i, die 
in $I und x enthalten ist. Angenommen es sei dim T < 2+l. Dann ist # g 
~@pundx=7@~mitdimp=dima>2n-1,alsodim(p@--o)>2*. 
Wegen p @ -C N -dT folgt p @ -u isotrop, d.h. p und 0 stellen beide ein 
e # 0 dar. Dann ist aber 7 @ (I, e) in Z/J und x enthalten im Widerspruch zur 
Maximalitat von 7. Es ist daher 7 eine (n - I)-fache Pfisterform und damit 
Z,!J z r @ (1, -b) und x c T @ (1, -c). Setzen wir c = ab, so folgt 
T @ (b, -ab) - -$ @ x - dq, also bT @ (1, -a> s dv. Insbesondere 
stellt 9 bd-l dar, also ye G bd-%p, damit q~ s T @ (1, -a). 
Wir wenden uns jetzt der Galois-Cohomologie zu. Sei K ein Korper, 
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.$3Zs ein separabler AbschluB von M und G = Gal(.iTJJZ) die voile Galois- 
gruppe von K. Wir setzen dann 
H*(K, 2) := .EP(K, Zj2Z) = H”(G, Zj2Z)e 
Diese Gruppen sind bekanntlich nicht von der speziellen 
abhangig. Die direkte Summe 
H”(K, 2) := (Fj H”(K 2), 
12=0 
ist mit dem Cupproduct ein graduierter, kommutativer ing. Wir baben 
P(K> 2) = Zj2Z und natiirliche Isomorphismen ) 2) z Kv/R’2 (Qua- 
dratklassengruppe) und H2(K, 2) g Bra(K) (die rgruppe der Elemente 
der Qrdnung < 2 in der Brauergruppe von K). Fiir Einzelheiten sieke z, 
[19> Appendix] oder 111, $61. Ist a E: K’, so bezeichnen wir mit (a) E 
das unter dem Isomorphismus K’lK’2 E lP(K, 2) der Quadratklasse van w 
entsprechende Element. Schreiben wir fP(K, 2) = H 
der Momomorphismus G -+ Zj2Z mit dem genauen n ~~~(~~l~(a~~2))~ 
Statt (al) V ..’ V (a,) schreiben wir einfach (a, ,..., fp(K, 2). (a1 ) a,) 
ist dann das der Klasse der Quaternionenalgebra (a, , %/d;T) entsprechende 
Element. 
Die Invarianten e (Dimensionsindex), d (~iskriminante~ und c (Algebren- 
klasse) quadratischer Formen tiber K kijnnen jetzt als Abbildungen W(K) -+ 
“(M, 2) gedeutet werden, n = 0, I bzw. 2. 
O eK := e: W(K) -+ 
ist dabei ein Homomorphismus und es ist Ker(e,o) = i%ir(K). d ist i.a. k&n 
Homomorphismus, es gilt aber d(y + $> = dy + d$ falls li, E M( 
insbesondere ist die Einschrankung 
eK1 := d jMkj: M(K) --+ W(K, 2) 
ein Romomorphismus. Es gilt Ker(e,l) = M2(X) [14, Satz 131. c ist i.a. au& 
kein Homomorphismus, aber es gilt c(y + #) = C(F) + c(#> falls $J E &P(L%)~ 
insbesondere ist 
2 eK := c /M2(K): iTIP -+ P(K, 2) 
ein Homomorphismus. Es gilt M3(K) C Ker(eKZ). Ob lW3(K) fur alle K 
genaiae Kern von eK2 ist, ist bisher ungeklart, man weiB jedoch, dal3 ftir 
p E Ker(eK2) mit diman < 12 such y E M3K gilt [Irk, Satz 141. 
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Eine sich jetzt aufdrangende Frage ist ob entsprechende Homomorphismen 
eKn: M”K -+ H”(K, 2) 
existieren. Wir haben schon erwahnt da8 M”K von den Klassen a,,((ar ,...,a,>>- 
additiv erzeugt wird, also ist ein solcher Homomorphismus durch die Bilder 
dieser Formen eindeutig bestimmt. Fiir a = 0 haben wir eKo(ao(l)-) = 
1 E HO(K, 2), fur n = 1 ist e,l(ao((uI>>-) = (ar) E Hr(K, 2) und fur n = 2 
ist e,2(a,((a, , aa>>“) = (aI , aa) E Hz(K, 2), also ware eKn(aO((a3. ,.. , a,>*) = 
(aI ,-., a,) E Hn(K, 2) zu verlangen. Das bedeutet, daB Mn+l(K) C Ker(e,lz) 
ist und dab im Falle der Existenz aller ekn der Homomorphismus 
6 &f”(K) -+ H”(K, 2) 
n=o 
ein Ringhomomorphismus ist. 
BEMERKUNG. J. M&or hat in [l l] f& jedes n > 0 eine Gruppe k%K, einen 
Epirnorphismus s,: k,K -+ ?@“K und einen Homomorphismus h,: k,K + 
Hn(K, 2) deJiniert. Die obigen Bedingungen fiir eKm bedeuten genau, da$S 
eKn 0 s, = h, ist. Ist insbesondere s, ein Isomorphismus, so ist das Problem 
gel&t wie in den Fiillen globaler K&per und ihren Komplettierungen [11, 
Section 41. Es ist aber nich bekannt ob im allgemeinen s, fiir n > 2 injektiv ist. 
Die Frage ob denn wenigstens (a, , . . . , a,) durch den Ausdruck a&a1 , . . . , Us>>* 
eindeutig bestimmt ist, beantwortet der folgende Satz. 
SATZ 1.6. Ist ao((al ,..., an>>- s b,((b, ,..., b,>>* mod M%+l(K), so ist 
(al ,..., a,) = (b, ,-., b). 
Beweis. Offenbar folgt (J : = ((aI ,. . . , a,>> = ((6, ,. . . , b,)) =: T mod Mm+l(K), 
d.h. es ist (U @ -T)- E Mn+l(K). Da u und T beide die 1 darstellen ist 
0 @ -T isotrop, also diman(o @ -T) < 2”+l. Aus Satz 1.1 folgt, da13 
(r @ -T N 0 ist, also u s 7. Es ist daher zu zeigen, daf3 aus ((a1 ,..., a,>> G 
@I ,..., b,)) such (aI ,..., a,) = (6, ,..., b,) folgt. Dazu brauchen wir ein 
Lemma. 
LEMMA 1.7. Sei ((a1 ,..., a,> g ((b, ,..., b,)), n > 0. Dunn gibt es e-in c # 0 
mit <al ,... , a,>> s Cal ,... , a,, , c>> und 0, , . . . . b,> s 0, ,... , b,, , c>>. 
Beweis. Sei o. : = ((a1 ,..., a,-,)), 7. := ((4 ,..., b&, q, = (1) @ oo’ 
und TV = <I) @ T*‘. Dann ist nach Voraussetzung a,’ @ -a,o, s 
q,’ 0 -b-o, d.h. es ist 9 := (TV’ @ -q,‘) @ (a,~, @ -b,T,) N 0. Wegen 
dim(a,o, @ -bnTo) > *dim v mul3 a,u, @ --bSTo isotrop sein, also stellen 
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an~3 und bans beide ein c # 0 dar. Dann ist aber a, @ (1, -a,) E 
Go @ (1, -c) und To @J (1, -b,) g.g To @ (1, -c). 
1st jetzt ((aI ) . . . . a,> g ((b, ,..., b,)), so folgt durch mehrmaliges Anwenden 
des Lemmas, daf3 wir schrittweise von ((aI ,..., a,>> iiber aquivalente Pfister- 
formen ((c,. ,..., cn>> zu ((b, ,...) b,)) gelangen konnen, so da13 bei jedem Schritt 
nur ein Koefhzient ci verandert wird. Fur den Beweis von Satz 1.6 geniigt es 
daher zu zeigen, daB aus ((cl ,..., c,-r , a>> z ((cr ,,..) cnHIf b)) such 
(cl ,~-., cnwy ) a) = (cl ,..., cnel , b), d.i-i. (cl ,.~.) c,-~ y ab) = 0 folgt. 1st aber 
<Cl >*.-, G-1 > a>> g ((cl ,..., c,vl , b)), d.h. a((~,, ,I.. 9 c& g b((cl ,...: c+~>~ 
so steht ((cr ,..,, c,-$ das Produkt ab dar, was g?eichoedeutend mit 
<cl ,.-, c,-~ i ab> N 0 ist. Es geniigt daher zu zeigen, da13 aus ((cr P... , c,>> N 0 
such (cl )..*, c,) = 0 folgt. Das beweisen wir durch Induktion nach n. Der 
Fall n = 1 ist trivial. Sei also n > 1 une die Behauptung schon fur n - 1 
bewiesen. ((cl , . . . , c& stellt c, dar, also ist C, = T(U) - c,-pp(~~) wobei 
rp:=((c- , I,a..,cra--p)) ist. Nach Induktionsvoraussetzung ist (c~,...J,-~,~(w)) = 8, 
falls yp(2u) # O.&t C&W) = 0, so ist c, = &L) und s&on. (cr ,. ..) c,ep ) c,) = 0. 
Sei also p(v) # 0, damit (cr ,...i ca) = (cl y.I.p cnep 1 cG-pp(v), cn). 1st jetzt 
y(u) = 0, also c, -= --cm-I~(~), so ist schon (c~-~~(~IZI), cn) = 0. Sei also such 
F(U) # 0. Nun gilt allgemein (a, b) = (a $ B, ab(a + 6)) fur a, 6, a -1 b # 
Kir a = c,&v) und b = c, = F(U) - c~&u’) also (c+pp(o), cJ = 
(q(u), d) mit d = ~~-~c,y(2k)y(v). Es folgt (cl ,..., cn) = (cl ,... I cnm2, v(u), d) = 0. 
Damit ist der Satz 1.6 bewiesen. 
&+DzWXING. Da die Relationen l(c) I(-c) = 0 und l(a) l(b) = 
l(u + b) l(ab(a + 6)) in k,K (siehe [ll]) gtiltig sind, xezgt deer Beweis, daJ am 
6% 9’.‘, a,>> z ((b, ,..., b,>> such Z(uJ ... Z(aJ = E(b,) ... l(b,) irz k,K Jolgte 
Es folgt, daj3 Milnors s,: k,K -+ &fnK auf Eczeugende l(a,) .. I I(a,J injektk ist. 
Das haben such R. Elman und T. Y. Lam bewiesen [3, Main Theorem 3.21. 
Es Jolgt such daj k,K beschrieben werden kanrz als der von den Symbolen 
l(aJ ... l(a,) erzeugte Z/22-Vektorraum mit de% de~~ieyende~ ~e~at~o~ 
E(Lz,) ... E(a,) = Z(b,) ..* Z(b,), fulls ((aI ,..., a,>> G ((b,. ,..., b,> und 
&al) ... I(Q& Z(b) + Z(q) 1.. [(a,-J l(c) = l(al) ..* &a& E(bc). 
Urn besser mit Satz 1.6 arbeiten zu kannen detinieren wir 
und 
PnK := (a,((al ,..., a,>>- / a, ,..*, a, E K’) C 
pnK := (ye + M”+l(K) [ g, E P”K) C EfnK. 
Wegen Satz 1.6 sind durch a&a, ,..I, a,>>- M a&al )..., a,,>- + M”+l(K) “P 
(a, ,‘.‘, a,) Abbildungen 
e;g PfiK --p IPn(K, 2) 
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ifFK: B”K -+ H”(K, 2) 
definiert. Insbesondere ist c$~(T) eine Invariante der n-fachen Pfisterform p. 
LtiBt sich ezK zu einem Homomorphismus 
eKn: MnK -+ Hn(K, 2) 
fortsetzen, so sagen wir e,” sei wohldefiniert und bezeichnen mit 
zKn: &fnK -+ Hn(K, 2) 
den induzierten Homomorphismus. 
Aus den Sitzen 1.5 und 1.6 folgt sofort der 
SATZ 1.8. Seien y, # und x in P”K. Sei pl + zj = x mod M*+“(K). Dann 
23 e;4y(y,> + e;1,(3L) = e;l,(x). 
Wir werden splter zeigen, daf3 eK3 fur alle Kiirper K wohldefiniert ist. 
2. DER WITTRING BEI ~DERUNG DES K~RPERS 
1st L/K eine Kizirpererweiterung, so sei 
iLIK: W(K) 3 W(L) 
der kanonische Ringhomomorphismus. 1st N ein Zwischenkiirper, so gilt 
trivialerweise 
iLLIK = iLily 0 iNIK: W(K) -+ W(L). 
1st L/K algebraisch von ungeradem Grad, so ist nach einem Satz von 
T. A. Springer [22] jede anisotrope Form iiber K such iiber L anisotrop, 
insbesondere iLIK injektiv. 1st L/K rein inseparabel, so ist z& sogar ein 
Isomorphismus, denn fiir c EL’ ist a := clK(c):KJ E K’ und cL’~ = aL’2, also 
K./E2 - L’/I~‘~ surjektiv, damit iL,,lK surjektiv. 
1st L/K rein transzendent, so ist bekanntlich jede anisotrope Form iiber K 
such iiber L anisotrop, insbesondere iLiE injektiv. 
1st L = K((d’/“)) eine quadratische Erweiterung, so ist Ker(i& = 
(1, -d)-W(K). Nach Satz 1.3 ist ferner Ker(z&& = ?W(K) fur eine 
Pfisterform 7 der Dimension > 1. Etwas allgemeiner ist der folgende Satz. 
SATZ 2.1. Sei 7 eine PJsterform der Dimension > 1. Sei 9 eine Teilform 
volz 7 und dim v > &dim 7. Dann ist Ker(iK(,),K) = +W(K). 
QUADRATISCHE FOXMEN 457 
Beweis. T ist hyperbolisch iiber X(-c) und dim y > &dim T, also ist v 
isotrop tiber R(T), nach Satz 1.2 damit K(T)(T) rein transzendent iiber 
deshalb Ker(i,~T~(,),I(-) = Ker(i,(,),g) = TW(K). Andererseits ist T is 
tiber K(v), also analog Ker(i,(,)(,!& = Ker(ix(,)lK). Da M(~)(T) 2nd K(T)(~) 
isomorph sind, ist die Behauptung damit bewiesen. 
eispiel betrachten wir eine Quaternionenform 7 = ((a, b)) und 
y =(I,- b, ab). Dann ist 
mit x = x&. FiirL = K(x, (b( x2 - a))“‘“) folgt Ker(iLIx) = <a, b))-W(K). 
1st jetzt L/R eine endliche Erweiterung, s: L + K eine nicbttriviale 
K-lineare Abbildung, so wird jeder Form q iiber L eine Form s*q = s 0 cp 
%zber R zugeordnet. Das induziert einen Gruppenhomomorphismus 
s”: W(L) -+ W(K) 
(die Verlagerung von Scharlau, [l6]). Betrachtet man W(L) mit itIx als 
W(M)-Modul, so ist s* ein ~~~)-~~d~lh~mom~r~hisrn~s. 1st .iN ein 
ZwischenkGrper und s = s2 o sI mit sI: L + N N-linear und s2: AT +. R 
K-linear, so ist offenbar 
s* = s2* 0 s1*: W(L) + W(R). 
brpererweiterungen haben wir: 
KATZ 2.2. Seien L/K und &Y/K K~~peye~wei~e~~ngen, L/K endlich und 
K’ (&L = Ll’ @ ‘.. @L,’ eine direkte Summe van K&pern. seei s: L -+- K 
eine laicht-&viale K-lineare Abbildung und si: Li’ --ir K’ die E~nsc~~~~~u~g auf 
I,( der induxierten K’-lizearen Abbildung s’: K’ ox L -+ K’. Dam gilt 
Beweis. Ftir eine Form $ iiber L gilt sogar s*# = @ s,‘$J iiber K’. Sei 
namlich o.E. C/J eindimensional durch die Bilinearform Z&X, y) = cxy ftir 
x, y EL gegeben, c E Le. Ftir a, b E&Y’ gilt dann .?$(a @ x, b @ yf = 
abs*$(x, y) = absjcxy) = s’(ab @ my) = ~‘((1 @ ~)(a @ x)(b @ y)) auf 
M’ OK L. Ftir s*# iiber K’ betrachtet und x, y E K’ OK k gilt also s*+(x, y) = 
s’((l 0 C)XY) =c si’((l 0 C)i%Yi) = (0 s;*4)((% 3..‘> %J, (Yl ,.a., Y,)) = 
(0 s’*#)(x, y) wobei zi die i-te Komponente von z E K’ ORE - 
L,’ @ . . @ L,’ bezeichnet. 
Das Mgende Lemma werden wir spzter brauchen. 
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LEMMA 2.3. Sei L = K( ) c eine einfache algebvaische Erweiterung vom 
Grade R. Sei s:L -+ K definiert durch s(c”-~) = 1 und s(ci) = 0 fiir 0 < 
i < n - 1. Danngilt 
wad 
s”(1) - 
i six 
falls n gerade 
falls n ungerade 
s*(c) - 
I 
(1, -NLIK(c)), falls n gerade 
(NLIK(c)), falls 7r! ungeyade. 
Beweis. Beziiglich des Basis 1, c,..., c+l von L iiber K hat x ti s(9) 
bzw. x F+ s(c-lx2) die Matrix 
O***Ol 
. . 
. . 
i: i 
. . . 
0 - * 
1 
bzw. 
bO***O 
i: 0 . 1. . . 0 .* 1  
wobei b = s(c-l) = (-l)n-lNLIK(~)-l. Daraus Iiest man das Lemma ab. 
Man kann es such leicht aus dem Satz 2.8 folgern. 
Aus diesem Satz folgt sofort, dal3 es fur beliebige endliche Erweiterungen 
L/K von ungeradem Grad ein K-lineares s: L + K mit s*(l) - (1) gibt, 
woraus insbesondere die Injektivitat von iLIK folgt (vgl. [17, Lemma 1.11). 
1st L/K endlich und rein inseparabel so gibt es also ein s: L + K mit s* = 
‘-1 
‘LIK . 
Wir kdnnen jetzt das Verhalten des Wittringes bei quadratischen Erwei- 
terungen genauer beschreiben. 
SATZ 2.4. Sei L = K(dl/“) eine quadratische Erweiterung. Sei s: L + K 
dej%ert durch s(d112) = 1 und s( 1) = 0. Dann gilt: 
(1) Sei $ eivze quadratische Form iiber L. Dann stellt $ genau dann ein 
a E K’ dar, wenn s*zj iiber K isotrop ist. Genau dama kommt # von einer Fovm y 
iiber K (d.h. Q = p iiber L), wenn s*# N 0 ist. 
(2) Sei p eine quadratische Form iiber K. Dann ist genau dann p G s*# 
fik eine Form # iiber L, wenn (1, -d) @ v N 0 ist. 
(3) Die Sequent 
0 -----+ (1, -d>- W(K) c--+ W(K) % W(L) 
2 W(K) ---% <l, -d)” W(K) -----+ 0 
ist exakt, wo p die Multiplikation mit (1, -d)U ist. 
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Beweis. (1) Stellt 2/~ ein a E K’ dar, etwa ~2. = #(w), so ist s*+(w) = 
s(+(w)) = 0, also S*Q!J isotrop. 1st umgekehrt s*ll, isotrop, so gibt es ein w # 
mit 0 = s*#(w) -- s(#(w)), d.h. I/J(W) E K. 1st #(w) f K*, so sind wir fertig. 
1st aber $J(w) = 0, so ist II, isotrop, damit universell. ie zweite Behauptung 
unter (1) folgt aus der ersten durch Induktion nach dim #L 
(2) Sei c = o+b(d)l12 EL’. Dam ist s(c(~+v(d)r~~)~) = ~(~2~~~~)+~~~~~ 
1st b = 0, so folgt s*(c) hyperbolisch. 1st b # 0, so folgt S*(C) c 
1;(1 I -(a” - &I~)). IIn beiden Fallen ist (1, 4) @ s*(c) - 
(I, --d> @ .s*# N 0 fiir alle +. Sei jetzt umgekehrt (1) --d) @ 
v E &A Sei a f 0 ein von p dargestelltes Element, Dann mu3 ~0 such &x 
darstellen, o.E. 9) E (a, b) @ I$ so daB (a, b) aueh da darstellt, etwa 
da = uv2 + bu2. Dann ist u # 0, da sonst d ein Quadrat ware, o.E. u = 1. 
Dam its b = -a(v2 - d), also (a, b) s syav f a(d)ri2). Es folgt 
0, --d) 0 P’ - 0 und der Rest durch Induktion nach dim 9. 
(3) Ker(&~~) = <I, -d)-W(K) ist bekannt. Das Obrige Mgt aus 
(4) und (2). 
!#%JshTz. 1st bei (I) $ eke n-fache PJisterform, so izamz aad p als eize 
n-fade P$sterfomm gewiihlt weden. Ist bei (2) 9 eine n-fache Pjisterform SD gibt 
es eine n-fache Pjsterform T iiber L mit 9, N s%. 
&WtiS. (I) Es ist (1) in $ enthahen. Sei p eine Pfisterform iiber K die, 
iiber L betrachtet, in # enthahen ist, etwa $ z- p @ @. Es gilt dann s*#’ - 0. 
1st $J’ # 0, so foolgt, da6 @ em a E K’ darstelh, damit ist au& p @ (It a) in $I 
enthalten, u.s.w. 
(2) ‘Wir nehmen im Beweis oben a = 1. Dann foolgt <I, -(vz - d)) in 9 
enthalten. Da F eine Pfisterform ist, folgt g, z (I, -(VI” - d)) @ CT mit einer 
(az - I )-fachen Pfisterform CT. Ferner 
Sei jetzt v eine diskrete Bewerttmg des KGrpers AT, char(P(laj) # 2. 1st 
p E X ein Primelement, so konnen wir jede quadratische Form CP iiber M in 
der Form 
mit Einheiten a, schreiben. Durch @ H (q.+r ,,..) Q- E W(K/u) ist dann 
ein Gruppenhomomorphismus 
a O,P : W(K) -+ W(K/v) 
&/36/3-9 
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gegeben (Springer-Knebusch). Durch p ++ (4 ,..., So)- E @‘(K/U) ist ein 
Binghomomorphismus 
A ‘u,?) : W(K) -+ W(K/v) 
gegeben (siehe LB. [12, Ch. IV, $11). Es gilt iibrigens offenbar 
fur alle 9 E W(K). 
1st K henselsch, so ist durch ye -+ A,,,g, - (a,,,v),)x ein Ring isomorphismus 
gegeben. Das ist eine (etwas sonderbare) Form eines Satzes von T. A. Springer 
(siehe [lo, $71 und setze ,X = (1) - J7). 
1st G w)l(K > u eine Erweit erung bewerteter Kijrper mit trivialem Ver- 
zweigungsindex e(w/v) = 1, so ist offenbar 
a M,Z1 0 k/K = i(m(m 0 auss: W(K) -+ W(LIw) 
und analog fi.ir A. Insbesondere ist 
a W,P O iLiK = %, (3) 
falls (L, W) eine Henselisation oder Komplettierung von (K, v) ist. Allgemeiner 
hat man offenbar 
a w,q o iLlK = i(Llw)l(Klv) ’ a%9 
falls e(w/v) ungerade ist und q = p modc2, und 
(4) 
a W,Q 0 iLiK = 0, (5) 
falis e(w/v) gerade ist. 
Die Verlagerung s* mit dem ae,9 zu kombinieren ist vie1 schwieriger. Fiir 
extreme Falle haben wir jedoch die beiden folgenden SSitze. 
SATZ 2.5. Sei (L, w)/(K, v) eine endliche Erweiterung mit maximalem 
Trcgheitsgrad f(w/v) = [L : K] (damit e(w/v) = 1). Sei s: L -+ K eine nicht- 
triviale K-lineare Abbildung mit ~(0~) = 0, , wobei OL und UK die Ganzheits- 
bereiche van L bxw. K sind, und S: L/w ---f K/v die induzierte (K/v)-lineare 
Abbildung. Sei p E K ein Primelement (damit such prim in L). Dann gilt 
a z),D 0 s* = 3" 0 a,,,: W(L) -j W(K/v). 
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ewe& Trivial (eine unimodulare Form wird in eine ~~irno~~lar~ 
iibergefiihti). 
SATZ 2.6. i.!%i (L, W)/(K, V) eine em&he Erweiterung mit rna~irna~e~ 
~e~~w~g~~gs~~d~x e(w/v) = [L : K] =: n (damit Ljw = K/v). 2% q EL eik 
~yimelement~ also L = K(q), und p := (-l)“+WLIK(q). Sei s: 
dej%nbt dwch s(q+l) = 1 unds(qi)=OfiirO~i<(---.P)anlzgilt 
a o,* o s *=a w,n: W(L) --j W(K/v). 
eweis. Ist n = 1, so ist der Satz trivial. Sei aIs0 1~ > 1. Sei zunachst 
henselsch. Dar-m ist such L henselsch und wegen L/w = K/v ist fur jede 
Einheit c EL (c} g (b) iiber L mit einer Einheit b f K. Jede Form y iiber 
la& sich also in der Form 
9 zs (b, ,..., b,) 0 q@,+l I...> 42 
schreiben mit Einheiten bi E K. Es ist dann 
s*(d G (6, >..., 44 0 s*(l) 63 <b,+, >..., f&n) 0 s*(q) 
i 
<b 
- 
, b,) @ {I, -NLIg(q)) falls n gerade 
(b:~~.~j’~,) @ NLIK(q)<br+l ,..., b,) falls n ungerade 
nach dem Lemma 2.3. In jedem Fall folgt 
awls*+ = (6, ,*a*, b,)- = a,,,$2 E W(K/v). 
Ist BZ nicht henselsch so gehen wir zu einer Henselisation K’ van K iiber und 
wenden Satz 2.2 und (3) an (K’ BKL ist bekanntlich ein Korper, eine 
Henselisation von L). 
Fur henselsche K&per haben wir allgemein: 
KATZ 2.7. Sei (K, v) henselsch, (L, w) eine en&he ~~weiteyu~g, p E 
und q EL P~imelemente. Dann gibt es nicht-triviale s: L -+ K und S: L/w -+ K/v 
mit 
a ?I,11 o s* = S* o aw,n: W(L) + W(K/v). 
Beweis. Zunachst ist klar da13 wenn N CL ein Zwischenkorper ist und 
der Satz fiir N/K und L/AT richtig ist, daD er dann au& fur L/K richtig ist. 
Ferner k&men wir uns die Primelemente p und q beliebig vorgeben, denn 
fiir andere Primelemente p’ = ap und q’ - bq m&t Einheiten a E K und b EL 
gilt dann 
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mit s”(x) : = ~(~-‘&x) fiir x E L/w. 1st jetzt & _C L die maximale unverzweigte 
separable Zwischenerweiterung, so folgt der Satz fur K,/K aus Satz 2.5. 
1st K, _C L die maximale zahm verzweigte separable Zwischenerweiterung, 
so folgt der Satz fur KS/K1 aus Satz 2.6. Es bleibt also nur der Fall einer 
Erweiterung L/K mit ungeradem Verzweigungsindex e und rein inseparabler 
Restklassenkorpererweiterung. Dann ist [L : K] ungerade. Wir wahlen uns 
s: L + K und S: L/w -+ K/v mit s*(l) N <l) bzw. s*(l) N (1). 1st jetzt 
c EL eine Einheit, so existiert eine ungerade natiirliche Zahl K mit 6 := 
E* E K/v. Da L henselsch ist, folgt wie im vorigen Beweis, daf3 (c} s (b) 
iiber L mit einer Einheit b in K. Nun ist qE = cp mit einer Einheit c, also 
qe = busp mit b Einheit in K, o.E. b = 1. Dann la& sich jede Form ye iiber 
L in der Form 
schreiben mit Einheiten bi E K, also 
~“9, e (6 ,..., 43 Op@,+, ,-..> 4-n)) 0 s*<lXb, ,..., b,) Of<b,, 7..., &J. 
Ed folgt a.v,ss*+ = <6++.l,..., sm)= ~*g,+~,..., b- y = f*a,,, +. 
Ich zitiere hier den folgenden wichtigen Satz von G. Harder und W. Scharlau 
iiber den Wittring des rationalen Funktionenkorpers K(x). Fiir Beweise 
siehe [ll], [18, Th. 4.11 und [7, $131. 
SATZ 2.8. Ist p die zu dem normierten Primpolynom p E K[x] gehiirige 
Belle von K(x) nber K, so dejnieren wir 
sp: K(x)/P = KPl/( P> -+ K 
durch sP(xIz-l) = 1 und s+,(9) = 0 fiir 0 < i < n - 1 (n = grad(p)) und 
K-lineare Fortsetzung. Wir schreiben kurz ap fiir a,,, . Ist p = co die 
unendliche Primstelle von K(x) iiber K, so sei 
sp := -id : K(x)/p = K--F K 
und ap = ap,l,a:. Dann ist die Sequent 
0 -+ W(K) = W(K(x)) apap + @ W(K(x)/f) %%* t W(K) --+ 0 
P 
exakt. 
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3. DER GRADUJERTE WITTRING BEI ~NDERUNG DES K~RPERS 
Wir w&n jetzt betrachten wie die Potenzen Mn des Ideals iI4 sich 
Anderung des Morpers verhalten. Trivial ist zunHchst 
i,,,(P”K) c P”L damit i&vPyK)) 6 nan(L). 
Wir haben also arch Homomorphismen 
z&: LTPK + mfie. 
Es gilt an& der 
a,,,(P=K) = Pn-l(K/v) u Pn(K/v) damit a,,.p2yjqj = RP-~K/~). 
Die i~d~~~eyte~ Homomorphismen (fcr n = 0 die 0) 
. d van der speziellen Wahl des Primelements p ~nab~~ng~g. Es gilt a,(P”K> = 
eweis. Fiir A,,, is die Behauptung klar. Jedes ~JI E PK l&men wir in 
der Form 
mit Einheiten ai und E$ = 0 oder 1 schreiben. Wegen ap<l, -bp} g 
-ab(I, -bp) und {I, -up) @ (1, -bp) g (II ab) 0 (I, -bp) kijnnen 
wir rp in der Form QI - ~,((a, ,..., a,)) oder y - a,p((a, ,...) a,)} oder 
9 - %a% ,**-2 a,, , a,~)> schreiben mit Einheiten ai I llm ersten Fall ist 
a V,Sv = 0, im zweiten Fall aO,q = Z&g% ,..., a,&” E P(R/v) hind im dritten 
Fall a,,,, = -q,t&((a; ,..., iinpI>>- E P”-l(K/v). 1st q = bp em zweites 
Primelement, so ist au,D9) = 2,,,b9 fiir alle y E w(K), also au,aq - i3v,fp = 
a&( I) --b)“q~) E M”(K/v) fahs v E h4n.K. Die letzte Behanptnng folgt sofort 
aus dem Bbigen. 
In Gegensatz zu a, sind die induzierten ~omomorp~sme~ 
n vu,3 : %fnK --t .E@(Kjo) 
von dem Primelement p abh?ingig! 
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Aus (4) und (5) von 92 ergibt sich 
a, 0 iLiK = e(w/v)z&,)/(,/,) 0 a,: J&K -+ Mm-I(L/w) (6) 
fur eine Erweiterung (L, w)/(K, U) bewerteter Korper. 
Fur das Betrachten des Verhaltens von Mn unter der Verlagerung zunachst 
ein Lemma. 
LEMMA 3.2. Mit den Bexeichnungen von Sate 2.8 ist sp*(Mn(K(x)lp)) _C 
&P(K) ftir alle n. 
Beweis. Fiir die unendliche Primstelle ist das trivial. Sei also p endlich, 
pp E M”(K(x)/p). Nach M i nor 1 [ll, Lemma 5.71 gibt es ein q E M%+l(K(x)) 
mit ar,q = vP und a,, = 0 ftir alle endlichen q # p. Nun ist 0 = 
cq sq*aq9 = sp *vp - am9) nach Satz 2.8, also sP*vQ = amg, f M%(K) 
nach Satz 3.1. 
SATZ 3.3. Sei L/K eine endliche Erweiterung, s: L -+ K eine nicht-triviale 
K-lineare Abbildung. Dann ist s*(M*(L)) 2 M”(K) jtiiir alle n. Die induzierten 
Homomorphismen 
cor,,K: iPL --f &@K 
sind von der speziellen Wahl von s unabhkgig. 
Beweis. Nach dem Lemma 3.2 gibt es fur jede einfache Erweiterung L[K 
ein nicht-triviales s,,: L -+ K mit so*(MnL) _C MnK, fur alle n. Durch Kom- 
position iibertragt sich das auf beliebige endliche Erweiterungen L/K. Dann 
gibt es ein c EL’ mit s(x) = s,(cx) fiir alle x EL, damit s*(v) = s,*(cv) fur 
alle ~1 E W(L). 1st jetzt ye E M*L, so such CT, damit s*(q) E M”K. Ferner gilt 
q-,*(v) - s*(p) = so*(y - cp) = ~~“((1, -c)-y) E M”+l(K) da <l, -c)-s, E 
Mn+l(L). 
Aus Satz 2.2 folgt 
iKTIK 0 corLIK = 5: corL,f,Kr o iLseIL: &f”L -+ ?i@K (7) 
falls L/K endlich und K’ OK L = L,’ @ .** @ L,’ eine direkte Summe von 
Kijrpern ist. 
1st p E M”(K), so ist cy = 9 mod Mn+l(K) fur alle c E K’. 1st also L/K 
endlich, s: L -+ K K-linear und nicht-trivial, so folgt s*v s 9 @ s*<l) = 
[L : K]p, mod M”+l(K). Damit haben wir 
car,,, 0 iL,K = [L : K] * id: J@K + anK, 
also 0 wenn [,C : K] gerade und id wenn [L : K] ungerade ist. Insbesondere 
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ist, dem Satz van Springer entsprechend, iLlg: MnK -+ iEnd, injektiv fur 
algebraische Erweiterungen L/K von ungeradem (eve ~~end~icbem) Grad. 
Beweis. 1st K henselsch, so gibt es nur eine Fortsetzung von 21 auf L und 
der Satz folgt aus Satz 2.7. Sei im allgemeinen Fall (X’, CJ’) eine 
von (K, v) K’jK ist separabel, also ist K’ @&e = L,’ @ 0.. ok,’ eine 
direkte Summe von Korpern. Die L,’ sind dabei bekanntlich die Henselisa- 
tionen von L beziiglich der verschiedenen Fortsetzungen von v auf E. 
allgemeine Fall folgt daher aus (7) mit (3). 
Nach Satz 2.4 haben wir jetzt fur quadratische Erweiterungen L = K(d:i2) 
eine Nullsequenz 
wobei p die Multiplikation mit (1, -d)N ist. Leider wissen tir nicht ob diese 
Sequenz immer exakt ist. Sie ist jedoch wenigstens ‘(fur Pfisterformen exakt”, 
denn: 
(1) Sei y eine n-fache Pfisterform iiber K und iLIX+ E 
(Satz 1.1) i&5 = 0, damit q~ = (1, --d) @ 7 mit ei 
Pfisterform T iiber K. 
(2) Sei s wie im Satz 2.4. Sei + eine n-fache Pfisterform iiber E un 
s*# E M”+“(M). s*$ ist 2”+l-dimensional, aber da $ die 1 darstellt ist c;*$ 
isotrop. Es folgt (Sat2 1.1) s*# N 0 und nach dem Zusatz zn Satz 2.4 damit 
+ s g, iiber L mit einer n-fachen Pfisterform g, iiber X. 
(3) Sei 9 eine n-fache Pfisterform. iiber K und (1, --d)+yN E 
Dann ist (Sat2 1.1) (I, --d) @ y N 0. Mit dem Zusatz zu Satz 2.4 foIgt 
y -, s*($) fur eine n-fache Pfisterform 4 tiber E. 
Insbesondere ist der Anfang 
von (8) exakt, da in den betreffenden Gruppen jedes Element durch eine 
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Pfisterform reprgsentiert wird. Kann man zeigen, da13 (8) an der ngchsten 
Stelle 
immer exakt ist, so folgt Ker(eK2) = M3K fiir alle K. Etwas genauer: 
SATZ 3.5. Sei S ein System von Kiirpern, das mit jedem K&per K atich jede 
quadratische Erweiterung L = K(d1J2) van K (bis auf Isomorphic) enthiilt. Sei 
fiiyjedes solckes Paar in S die Sequenx (8) an der Stelle 
exakt. Dann ist Ker(eK2) = MsK fiir alle K in S. 
Beweis. Es ist zu zeigen, daS3 fiir eine quadratische Form 9 iiber K mit 
$ E M2K und c(y) = eK2(+) = 0 sogar + E M3K gilt. Wir beweisen das durch 
Induktion nach n = dim 91. Induktionsanfang (n = 0) ist trivial. Sei dann 
n > 0 und die Behauptung fiir alle Formen niedrigerer Dimension iiber alle 
K&per in S bewiesen. Wir kiinnen dann annehmen es sei p anisotrop. y 
enthat dann eine zweidimensionale anisotrope Form a(l, -d). Sei L = 
K(d*f”). Nach Induktionsvoraussetzung ist dann i&T E M3L, also nach der 
Voraussetzung des Satzes $5 = (1, --d)-p mod M3K. mit einer gerade- 
dimensionalen Form p iiber K. Nun ist p” = (1, -a)- mod M2K mit 
a = d(p), also $5 = (1, -d)*(l, -a)- mod M3K, damit (d, a) = c(v) = 0. 
Es folgt (1, -d) @ (1, -a) N 0 und so @E M3K. 
1st die Sequenz fiir alle K und alle L = K(dl/z) sogar an den beiden Stellen 
!J 
------+ iiZ2K $LlK t =orLlK 
exakt, so folgt noch daB fiir alle K&per K eK2 surjektiv ist, d.h. die Gruppe 
Br,(K) von den Klassen der Quaternionenalgebren erzeugt ist. Das werden 
wir spgter beweisen. 
Aus des Exaktheit von (8) fiir Pfisterformen folgt der folgende Satz (vgl. 
PO, 9121): 
SATZ 3.6. Sei L = K(dl/“) eine quadratische Erweiterung, Dann gilt 
(i) Ist MfiK = 0, so ist MfiL = 0. 
(ii) 1st MnL = 0 so ist MnK = 0 oder K reell. 
Beweis. Sei s: L -+ K wie im Satz 2.4. 
(i) Sei z/ eine n-fache Pfisterform iiber L. Wegen Satz 3.3 ist dann 
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s*$l ,---a 0. Q!J kommt also von einer n-fachen Pfisterform iiber K, die aber nach 
Voraussetzung NO ist. 
(ii) Sei v eine m-fache Pfisterform iiber K, m 3 n. Angenommen es 
sei (1, -d) &J y isotrop. Dann ist (1, -d) @ 9 ,- 0, also (Satz 2.4, Zusatz) 
9 - s*r mit einer m-fachen Pfisterform r iiber L. Nach Voraussetzung ist 
aber T c--d 0, also fp r-4 0. 1st also MnK # 8, d.h. gibt es eine anisotrope 
n-faeheI%sterformg, iiber pi;, so ist (I, --L!)~ @ cp s (1, l)“-r 3 (1, --d) @ 50 
anisotrop fur alie I, damit K reell. 
63ORQLLAR 3.7. 1st M3K = 0, so ist Ker(eK2) = hf3M. 
Beweis. Sei S die Menge der K&per die durch sukzessive quadratische 
Erweiterungen aus K entstehen (etwa in einem algebraischen AbschluD von 
K). Nach Satz 3.6 ist M3L = 0 firr alle L in S. Sei L in S, L’ = L(dliz) eine 
quadratische Erweiterung, y e &FL mit iLTILp E M3L.’ = 0. Dam ist pg = 
(1, -d j”p mit p E W(L). WegenLa2 = d(v) = (d)e(@L.z ist p f M(L). Es fo!g:, 
daD die Voraussetzungen von Satz 3.5 erfiillt sind und wir sind fertig. 
COROLLAR 3.8. Gibt es eke qmdratische Erweitemzg L = K(dV) mit 
so id Ker(eK2) = M3K. 
Beweis. Sei y E M2K, eK2(T) = 8. Dann ist eL2(iLIKTO) = amit 
z&p E iM3L = 0 (Corollar 3.7). Es folgt v = (1, -d)*p mit p E (wie 
oben) und damit 9 E M3K wie im laeweis von Satz 3.5. 
Die beiden Corollare lassen sich z.B. auf lokale K&per, globale K&per 
und algebraische Funktionenkijrper vom Transzendenzgrad < 2 iiber 
separabel abgeschlossenen oder reell-abgeschlossenen K6rpern anwenden. 
Sie sind unabhangig such von R. Elman un T. Y. Lam, [4], bewiesen wor 
Dem Satz von Warder-Scharlau (Satz 2.8) entsprechend, haben wir den: 
ShTZ 3.9. Mit den Bezeichnungen vm Satx 2.8 ist die &‘eq@enz 
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Beweis. Nach Milnor [l 1, Lemma 5.71 ist die Sequenz 
O-M”K - M”(K(x)) - @ J@yq4/p) - 0 
p endlich 
exakt. Da s,*: Mn-r(K(x)/co) -+ &?i(K) ein Isomorphismus ist, folgt die 
erste Behauptung mit Satz 2.8. Die zweite Behauptung ist eine Folgerung aus 
der ersten. 
Fur Funktionenkijrper allgemein haben wir nur den 
SATZ 3.10. Sei L/K ein algebraischer Funktionenk+er einer Variablen. 
Dam ist 
wobei p alle Primstellen van L iiber K durchltiuft, eine Nullsequertz. 
Bewek av 0 iLIK = 0 ist klar. Wir schreiben jetzt L als eine endliche 
Erweiterung von K(X). Sei q eine Primstelle von K(x). Dann ist nach Satz 3.4 
c Cor~LIvl/K oap= C COr(K(dlq)/K" COr(L/p)l(K(rh) ' $I 
VI9 VI4 
= cor(im/qm 0 a, 0 cormd - 
Summieren iiber alle q ergibt dann mit Satz 3.9 die Gleichung 
& Cor(L/p)/Ko ap = OS 
Die Gleichung & cor(L/p)IK o ap = 0 kann als ein Residuensatz aufgefaBt 
werden (vgl. [S]). 
4. DER COHOMOLOGIERING BEI ~VDERUNG DES K~RPERS 
1st L/K eine Kijrpererweiterung, so haben wir einen kanonischen Ring- 
homomorphismus 
iLIK: H*(K, 2) 3 H*(L, 2). 
1st namlich L, ein separabler AbschluB von L, so ist der separable AbschluB 
K, von K in L, ein separabler AbschluS von K und jeder Automorphismus 
von L, iiber L bildet K, in sich ab. Die Einschrankung auf K, gibt uns 
deshalb einen kanonischen Gruppenhomomorphismus Gal(L,/L)-+Gal(K,/K) 
der einen Ringhomomorphismus H*(Gal(KJK), Z/22) +H*(Gal(L,/L),Z/2Z) 
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induziert (siehe z,B. [24, Ch. II, 1 A]). Ist N = K, ,q k der separable AbschluB 
von X in& so ist Gal(K,/N) z Gal&L/L) und ZLiK ist die Komposition 
*(K, 2) = H*(Gal(KJK), Zj2Z) 
z N*(Gal(K,/N), Zi2.Z) 
gg H*(Gal(K,L/L), Z/22) 
-% H*(Gal(LJL), ZjZZ) = H*(L, 2). 
Insbesondere ist &,K die Restriktion, falls L/K eine separable algebraische 
Erweiterung ist, und die Inflation, falls K separabel abgeschlossen in L ist. 
OfTenbar gilt allgemein 
falls N ein Zwischenkorper ist. 
Es ist offenbar iLLIK: HO(K, 2) -+ HO(L, 2) die Identit 
l(K, 2) -&Ix Hl(L, 2) G L’/L’2 der von de 
kanonische Homomorphismus. Daraus folgt der folgende Satz. 
SATZ 4.1. 1st L/K eine KGpererweiterung und q E PK, so ist iLIKe&.‘p = 
e~,i,,,cp. dnsbesondere ist 
zLIK 0 eKn = e,” 0 iLIK: &P(K) -+ M”(L, 2)9 
falls exn und eLn wohldefiniert sind. 
zLIK: 140(K, 2) -+ fP(L, 2) ist immer injektiv. Ist q~ eine quadratische Form 
tiber 6(, dim q~ > 2, so ist such &,jlK: H1(K, 2) -+ l(K(v), 2) injektiv, 
denn K ist dann algebraisch abgeschiossen in K(y). Ist dim 
such i&),$ H2(K, 2) -+ H2(K(cp), 2) injektiv. Sei namlich 
zentrale ivisionsalgebra iiber K, die iiber K(v) zerf&lk Sei 12 = dim tp, 
x = (x, )...) a$. Dann ist K(x) & D eine zentrale Divisions-algebra tiber 
piI die ibber der quadratischen Erweiterung .&T(y) zerfallt, also ist K(x) OK D 
eine Quaternionenalgebra, damit such D eine Quater~ionena~gebra, etwa 
D = (a, b,/K). Nun zerfallt D iiber K(F), also ist T := ((a, b)) - 0 ijibe 
K(v), nach Satz I,3 damit dim 9 < dim T= = 4. Wir werden spater zeigen, 
daB fur dim p > 8 &(,I,~: fP(K, 2) + W(K((p), 2) injektiv ist. Aus dem 
folgenden Satz folgt dann da13 eK3 fur alle K wohldefiniert ist. 
KATZ 4.2. Sei n > 0. 1st fiir alle K&per K tm.d a& Formen 9 iiber K mit 
dim. 9 > 2” der Homomorphismus i,(,),,: fP(K, 2) --ir EP(.K(rp), 2) ~~jeht~v~ 
so ist eKn woh~de~ni~t fiiy alle K. 
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Beweis. Es ist zu zeigen, da13 aus jeder Relation C aivi - 0 zwischen 
n-fachen Pfisterformen v1 ,..., q+ iiber einem Korper K und a, ,..., a, E K’ 
die Gleichung C e&&$ = 0 folgt. Wir werden das durch Induktion nach der 
Anzahl Y der Summanden beweisen. Fiir Y < 3 folgt die Behauptung aus 
Satz 1.8. Sei also Y > 3 und die Behauptung fur alle kiirzeren Relationen 
iiber alle Kiirper bewiesen. Wir machen dann eine innere Induktion nach der 
anisotropen Dimension m = diman(a,.-iv,, @ a,q+). 1st m < 2”, so ist 
nach Lemma 1.4 ar-lyT-l @ a,yT - b# mit einer n-fachen Pfisterform #, also 
nach Induktionsvoraussetzung damit 
Nach Satz 1.8 ist aber epKJ = e&$?r-l + e&$. und wir sind fertig. Sei dann 
m > 2”, g, die anisotrope Kernform von ar-lvr-l @ a,q+ . Dann ist 
diman(a,-ly,-l @ ary+.) < m iiber K(v), nach der Voraussetzung der inneren 
Induktion damit CI=, epK(,)iK(Q) ,& = 0, mit Sat2 4.1 also iK(m),K(& e&&) = 
0. Aus der Injektivitat von z&(~),~ folgt dann die Behauptung. 
BEMERKUNG. Genauso kann man beweisen, daJ wenn fiir alle K&per K 
und alle Foymen q~ ii6er K mit dim q~ > 2% der natiirliche Homomorphismus 
k,K -+ knK(v) injektiv ist, daJ dann fiir alle K der Epimorphismus s,: knK + 
&fnK von M&or ([ 1 I]) ein Isomorphismus ist. Es ist aber nicht ma1 bekannt ob 
die Voraussetxung fik n = 2 giiltig ist, obwohl s, immer ein Isomorphismus ist. 
Wire hingegen die Voraussetzung fiir n = 2 bewiesen, so kiinnte man mit einem 
Zhnlichen Induktionsargument xeigen, day fiir alle K Ker(eK2) = M3K ist. 
Fur algebraische Erweiterungen ungeraden Grades haben wir (dem Satz 
von Springer entsprechend): 
SATZ 4.3. Sei L/K a2gebraisch von ungeradem Grad. Dunn ist iL,x: 
H*(K, 2) + H*(L, 2) injektiv. Ist L/K rein inseparabel, so ist iLIK sogar ein 
Isomorphismus. 
Beweis. 1st L/K rein inseparabel, so ist der separable AbschluD L, von L 
die Komposition K,L von dem separablen AbschluD KS von K mit L. Wegen 
KS A L = K folgt, daf3 die Einschrankungsabbildung Gal(LJL) ---f Gal(K,/K) 
ein Isomorphismus ist, also ist iLIx ein Isomorphismus. 1st L/K separabel so 
. . 1st zLIK die Restriktion und sie ist injektiv [21, Ch. I, Prop. 9, Corollaire]. 
Daraus folgt der Satz. 
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Ist L/R eine endliche separable Enveiterung, so haben wir die cohomo- 
Bogische Corestriktion 
cm,,: H”(L, 2) + H”(M, 2). 
Wir definieren die Gorestriktion fur beliebige endliche Erweiterungen L/K 
indem wir setzen 
wobei N der separable AbschluB von K in E ist (Da [L : N] ungerade ist, 
hatten wir zwischen den beiden Abbildungen eine Multiplikation mit [L : IV] 
einschalten kijnnen, was vielleicht nattirlicher aussieht). Klar ist, da6 corLiK: 
HD(L, 2) -+ Ha(K, 2) einfach die Multiplikation mit [E : K]: Z/Z + Zj2Z 
ist, wie im separablen Fall. Der Isomorphismus N*/NQ E 
HI(L, 2) rL*/E2 ist durch xN*a F+ xLe2 gegeben. 1st z EL’ so i 
N,,,(z) EN’ und XL’” = xL’~. Das Inverse ist also von 
induziert und damit der ganze Komomorphismus L’/Lv2 z 
H3(K, 2) -z E/E2 von der Norm NL,, induziert, wie im 
Unsere Definition scheint also verniinftig zu sein. 
Ist jetzt N ein beliebiger Zwischenkorper, so gilt 
corLiK = corNIK 0 corLl,: Hn(L, 2) -+ EP(K, 2). 
as folgt sofort aus dem entsprechenden Satz fur separable Erweiterungen. 
Ebenso ist car L,K ein H*(K, 2)-Modulhomomorphismus, wenn man H*(L, 2) 
. . 
mrt zLix und dem Cupprodukt als M*(K, 2)-Modul betrachtet, das hei& 
corLIK(iLIK(F) U #) = 93 U corLiK+ 
Insbesondere ist 
fur p, E W”(R, 2), zj~ E H”(& 2). 
corLIK o iLIK = [L : Kj. id: H”(K, 2) + H”jK, 2). 
er Formel (7) entsprechend haben wir den 
iK’IK o corLiK = c corLislK’ O iL,‘IL: H”(L, 2) -j HyK’, 2). 
i=l 
Beweis. Sei N der separable AbschluB von K in L und K’ & N = 
-AJ,’ @ ... @ N,‘. Dann ist K’ OK L = @ (Ni G&, k). Da L/N rein in- 
separabel ist kann diese Summe nur dann eine direkte Summe von 6rpern 
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sein, wenn jedes Ni’ &L ein Kijrper ist. Wir haben also s = r und nach 
einer eventueilen Umnumerierung L,’ = A$’ @&L. 1st der E&z jetzt fiir N 
statt L bewiesen, so foigt iKTIK o corL,K = QIK o car,,, 0 car,, = 
c cor,i’lK’ 0 iNirIN 0 car,/, . Nun ist iL,zlN,r 0 iNiflIN + i r 
0 i$ = i;l ,N,JiL ,‘,L = 
. L,lL 0 iLIN also 
fNi'lN a 'OIL/N = zN'lN 
zK'lK" corL/K = c corNi'/K' o corLi';Ni 
CorLirINi'ZLi'IL . Damit folgt 
1~0 iL.plL = C COT~,~,~~ 0 iL.flL der Satz 
fiir L/K. Wir kijnnen daher o.E. annehmen Ls sei L/K separabei. Analog zeigt 
man, da13 o.E. K’ iiber K separabel (damit algebra&h) ist, denn ist K” der 
separable Abschiuf3 von K in K’, so analog K” OK L = L,O @ *.* @ L,O und 
Li’ = K’ OK0 L$’ und iKglKo o corL,oIKo = corL,f,K* 0 iL.plL.o weii hier iKf,Ko 
bzw. iLifllLio die Inflation ist und mit der Coiestriktioh kommutiert (z.B. 
[9, Ch. II, Prop. 41). Sei al so such K’ separabei iiber K. Dann sind such die 
Li’ separable Erweiterungen von K. Wir denken uns aiie diese Erweiterungen 
in einen separabien AbschluB K, von K eingebettet. Sei G die Galoisgruppe 
von K, H die von L, G’ die von K’ und Hi’ die von Li’. Wir wahien uns 
ferner fiir jedes i ein wi E G mit wiL _C Li . Dann gilt Li = w<(L) K’ und 
Hi’ = G’ n wiHwi’. Nun wissen wir, daB die Li’ genau die paarweise nicht 
isomorphen Kompositionen von L und K’ iiber K reprasentieren (siehe z.B. 
Bourbaki: Algbbre, Ch. 8, $8 oder betrachte einfach die Zeriegung iiber K’ 
des Minimalpoiynoms eines erzeugenden Elements von L iiber K). Das 
hei& aber, daD die wi genau die Doppeinebenkiassen G’\G/H reprasentieren. 
Wir bekommen jetzt corL,‘iK’ o iL ‘,L , indem wir erst mit wi von L nach wiL 
iibergehen, dann nach L,’ und schi:eDiich hinunter nach K’, das heiDt 
wobei w* der von dem Isomorphismus H -+ w,Hw;l induzierte Isomorphis- 
mus Hn(wiH~~l, Z/2Z) + H”(H, Z/22) ist (Konjugation). Nach einem 
allgemeinem Satz (siehe [9, Ch. II, Prop. 221) ist nun die Summe iiber i der 
rechten Seite in der Gieichung oben gieich res$ 0 corGH = iKTIK 0 corL,K. 
Damit ist der Satz bewiesen. 
Urn das Verhalten des Cohomoiogieringes bei quadratischen Erweiterungen 
zu bestimmen beweisen wir einen Satz aus der aiigemeinen Theorie der 
Cohomoiogie von Gruppen. 
SATZ 4.5. Sei G e&e diskrete (bxw. proendliche) Gruppe. H eine Untergrzcppe 
vom Index 2. Sei 01 E HI(G, Z/2Z) = Hom(stet)(G, B/2Z) der Homomorphismus 
mit dem Kern H. Dann haben wir eine lange exakte Sequenx 
0 4 HO(G, Zj2Z) 3 H”(H, Zj2Z) - .+. -5 Hn(G, Z/22) 
es, Hn(H, E/2??) % Hn(G, k/2H) u H”+l(G, E/2h) - .** 
wobei p das Cupprodukt ma’t (II ist. 
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~ei -4 = h&ff(Z/&?) der G-Modul der (stetigen) Abbildungen 
P: + zpz &kg) = /3(g) ftir h E H. Es ist dann (Lemma von Shapiro) 
EPjG, A) = H,Z/2Z) (&he [21, Ch. I, 2.51). 13i hat vier Elemente, 
ngmlich die konstanten Abbildungen 0 und 1, das N und a: + 1. W’ir haben 
eine kurze exakte Sequenz 
von G-Mochln mit i(l) = 1 und T(CX) = 1 u.s.w., und die zugehorige Iange 
exakte Seqnenz der Cohomologie 
*** d fP(G, Z/22) i* H”(H, Z/22) 
1Tt, H”(G, Z/24 -% EW(G, Zj2Z) + ~-0 
Nun ist i* die riktion und 7~s die Corestriktion (lot. cit.), also bleibt nur 8 
auszurechnen. lr definieren den Schnitt s: Z/X 3 A durch s(O) = 0, 
s(l) = 01. Dann ist fur alle g E G gs(c) - S(E) = ;(a(g) * E), E E Z/Z& wie man 
sofort sieht. Sei jetzt f : 6” + 2/2Z ein (stetiger) inhomogener Cozyklus. 
Dann ist bekanntlich d(s of)(G”+r) C i(Zj2Z) und af ist repr%entiert durch 
d(s of): Gn+l -+ Z/2Z, wobeif die Klasse von j in W(G, Zj2Z) ist. Nun ist s 
additiv und df = 0, also ist d(s of)(gI ,..., g,& = gys(f(gZ ,...) gn+J) - 
4fkz ?***I &+1N = e4g1) .I-(& >...f g,+l)) nach dem obigen. (g, ),.., g,,,) H 
4g1) -J CT2 Y~..Y g,,,) reprasentiert aber 01 ~j und wir sind 
Johnson (On the Cohomology of finite %Groups, pizv. iV&., 
fur endliche 2-Gruppen den Kern der RestriErtion schon mit anderen 
l!PiIethoden bestimmt). 
Aus dem Satz folgt sofort 
wobei p das Cupprodukt mit (d) ist. 
Urn tir die Cohomologiegruppen zu einer diskreten Bewertung o won 
etwas dem a,: $@(&I) -+ J%?(K/v) Entsprechendes zu konstruieren, 
brauchen wir den folgenden Satz von Hochschild-Serre: 
SATZ 4.7. Sei G eine proendliche Gruppe, A eifz diskreter G-Modul. Sei 
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U 2 G ein abgeschlossener Nonlzalteiler mit Hi( U, A) = 0 fiir i 3 2. Dunn 
gibt es eine lunge exakte Sequenz 
-.. --f% H”(GIU, A*) inf H*(G, A) 
--L Hn-l(G/U, Hl(U, A)) & Hfl+l(G/U, AU) inf ..a 
Der Satz wird aus der Hochschild-Serre-Spektralsequenz abgeleitet. Ein 
Beweis, nur fiir diskrete Gruppen ausgefiihrt, steht in [6, Ch. III, Th. 31. 
In der Sequenz bezeichnet inf die Inflation und d2 ist das Differential d2: 
-wl -+ Elf12o der Spektralsequenz. 1st $j E H*(G, A), so folgt aus 
den Voraussetzungen, daB q durch einen normalisierten inhomogenen 
Cozyklus v: G” --t A reprbentiert wird, so daO y(g, ,..., g%) nur von g, 
und den Nebenklassen gslJ,..., g,U abhangt. Y wird dann durch v auf 
U x (G/ U) =* x (G/ 77) reprasentiert. Der natiirliche Anfang der Sequenz ist 
(I--+ Hl(G/lJ, A”) + ... Mit H-l(GIU, .) :== 0 kijnnen wir aber offenbar bei 
0 -+ HO(G/U, Au) -3 ..’ anfangen. 
Urn diesen Satz von Hochschild-Serre fur unsere Zwecke benutzen zu 
kiinnen brauchen wir einen Satz iiber die cohomologische 2-Dimension 
henselscher Kijrper. Der Satz scheint bekannt zu sein, ist aber in der ein- 
schlagigen Literatur nur unter einschrankenden Voraussetzungen bewiesen. 
Aus beweistechnischen Griinden formulieren wir ihn nicht nur fiir diskrete 
Bewertungen und weil es keinen Mehraufwand bedeutet, nicht nur fiir die 
2-Dimension. 
SATZ 4.8. Sei K mit der Bewertung v: K’ -+ Q henselsch (v nicht notw. 
diskret und char(K) wie char(K/v) beliebig). Sei K/v separabel abgeschlossen. 
Dunn ist die cohomologische p-Dimension cd,(K) < 1 ftir jede Primzahl 
p # char(K/v). 
Beweis. Sei KS ein separabler AbschluB von K, G = Gal(KJK) die 
Galoisgruppe von K. Sei G, eine p-Sylowgruppe von G, K, der zugehiirige 
K&per. Dar-m erfiillt K, mit der (eindeutig bestimmten) Fortsetzung von v 
auf K, alle Voraussetzungen des Satzes und es gilt cd,K = cd,G < cd,G, = 
cd,K, ([21, Ch. I, Prop. 141). W’ k” ir onnen deshalb annehmen es sei G eine 
pro+Gruppe. Nach [21, Ch. II, Prop. 51 gent&t es zu zeigen, daB ftir jede 
algebraische Erweiterung K’ von K und jede endliche, galoissche Erweiterung 
L von K’ die Norm NL,,,:L’ -+ K” surjektiv ist. Da jetzt jede endliche 
p-Gruppe auf&bar ist, geniigt es dies fiir zyklische Erweiterungen vom 
Grade p zu beweisen. Da K’ mit K alle Voraussetzungen des Satzes erftillt, 
kijnnen wir unseren Beweis auf den Fall K’ = K beschranken. Sei also 
L = K(c) mit CD = a E K’ eine zyklische Erweiterung vom Grade p. Es ist 
offenbar K’” 2 N,/,L’ 5 K’. Da K henselsch ist und K/v alle p-ten Wurzeln 
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enthalt? ist jede Einheit in K eine p-te Potenz, also v: K’IK’P + ~(~‘)l~~(~) 
ein Isomorphismus. Nun ist v(K’) C Q also hat ~(~‘)~~~(~‘) ho&tens p 
Elemente, damit K*/K*g such. Wegen (--1)*-r E R’P ist N&c) = 
(--l)“-$ C$ K’“, dso K.* echt in NLIKL’ enthaiten. Es folgt iVL,&* = &II*. 
Sei jetzt v eine diskrete Bewertung des Korpers K und Cnar(K/n) # 2. 
Wir wollen, wie gesagt, “Restklassenhomomorphismen” 
a,: H~K, 2) -+ H~K/~, 2) 
konstruieren (Setzen H+(K/v, 2) := 0). Wir legen dazu einen separablen 
Abschlui3 K, von K fest und setzen G : = Gal(K,/.K). 
Sei zunachst R henselsch. Sei N die maxximale unverzweigte Erweiterung 
van K, u die (eindeutig bestimmte) Fortsetzung von 2: auf N und U C G die 
GaIoisgruppe Gal(K,/N) von N. Dann ist bekanntlich N/U ein separabier 
AbschluB von K/V, N galoisch iiber K und H = 6/U kanonisch isomorph 
der vohen GaIoisgruppe G~~((N/u)/(K/ v)) van K/v. Nacb Satz 4.8 ist c&,2( hi) < 
1, insbesondere Ni( U, Z/2Z) = 0 fiir i >, 2. Nach dem Satz von 
Serre haben wir damit eine Iange exakte Sequenz: 
.*’ -A H”(H, Z/22) 5 HyG, Z/2$) 
--L H”-l(H, Hy U, Z/22)) -f-L- *.” 
Die Bewertung u induziert einen Psomorphismus 
ZI: H1(U,Z/2Z)s N*lN.2 --+ ZjZZ 
(Isomorphismus weil N henseisch ist und N/u quadratisch abgeschlossen ist) 
und damit such Isomorphismen 
E: Hn-yH,HyU,z/27)) 4 Hn-l(H, Zj2Z) = wyIqw, 2). 
Wir definieren 
a, := U. Y: HS(K, 2) = ~n(~,2) + w+yKj~,2). 
Aus der nach Satz 4.7 angegebenen Formel fiir Y folgt sofort das 
LEMMA 4.9. Es gilt a,($ v inf y) = a,# V ‘p j%~ a& $J E EP(G, Zj2.Z) = 
Hm(K,2) ur2.d v E Hn(H,E/2Z) = H"(K/v,2). 
CCUWLAR 4.10. Ist m E H1(K,2) z K'j.K'" die Q’uadratklasse e&es Pnh- 
elements in K, SO gilt a,(, w inf y) = v&r alle 9 E: P(.K/o, 2). 
BeweZs. Folgt aus dem Lemma mit 2,(r) = n(r(n)) = zZ(res T) = 
1 f ayE& Z/22). 
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1st jetzt K nicht henselsch, so wahlen wir uns eine Henselisation 
(K’, 21’) _C iTy von K. Es ist dann K’[v’ = K/v und wir definieren: 
a, :== a,, 0 ZK ,K . ’ : H”(K, 2) -+ Hn-l(K/v, 2). 
Da die verschiedenen Henselisationen von K paarweise konjugiert sind, ist 
diese Definition von der Wahl von K’ unabhangig. 
SATZ 4.11. Ist v eine Bewertung des K&pers K und q~ E HSK, so ist 
4$&, = c;&J, V(P’ 8 Insbesondere ist 
falls e,” und e&j wohldejniert sind ( p E K ein Primelement). 
Beweis. Es geniigt (wegen (6) und Satz 4.1) den ersten Teil fiir K henselsch 
zu beweisen und wir iibernehmen die Bezeichnungen oben. Dann ist fiir eine 
Einheit a in K (a) = inf(n)) wobei 3 die Klasse von a in K/v ist. Nun ist y 
reprasentiert durch eine Pfisterform ((aI JS, a2 ,..., a,>> mit Einheiten ai und 
6 = 0 oder 1 (siehe Beweis zu Satz 3.1). 1st E = 0, so ist a,g, = 0 und 
a,igKg, = a,u((u, ,..., a,,)) = a, inf((Zi ,..., iz,)) = 0. 1st E = 1, SO ist 
q&ae93 = (z2 ,..., 4 und %G& = %&P) u (a, ,..., 4) = a&al P> u 
inf(& ,..., t&J) = (izz ,*.., a,) nach dem Corollar 4.10. 
BEMERKUNG. 1st h,: k,K -+ Hn(K, 2) der Homomorphismus von Milnor 
[ll, Lemma 6.11, a,: k,K + k,-,(K/v) wie in [ll, Lemma 2.11, so tit genuuso 
a, o h, = h,-, 0 a, . 
1st p ein Primelement in K, so definieren wir die Homomorphismen 
A u,p: H”(K, 2) + Hn(K/v, 2) 
durch A,,g~ := a,((--~) U 9) (vgl. Formel (1)). 
Sei K wieder henselsch und die Bezeichnungen wie oben unter dieser 
Voraussetzung. Nach Corollar 4.10 ist A,%, 0 inf die Identitat auf H”(K/v, 2), 
also zerfallt die lange exakte Sequenz (9) in kurze exakte Sequenzen 
0 ----+ W(K/v, 2) -=+ fF(K, 2) A H’+I(K/v, 2) - 0. 
Definieren wir fur den Augenblick s: Ha-l(K/v, 2) -+ H*(K, 2) durch 
s(p) : = ( p) u inf p, so ist nach dem selben Corollar a, o s die Identitat auf 
H+l(K/v, 2). Ferner ist A,,, 0 s = 0 da (-p) u ( p) = 0 ist. Es folgt fur alle 
3, E H”(K, 2) 
ye = inf A,,,g, + ( p) u inf a,~. 
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die Enflation em Ringhomomorphismus ist und ( p) ii ( 9) = (- 1) w ( $J) 
folgt hieraus, daD durch F -+ A,,,, + (a,~)x ein ~somor~b~srn~s 
M”(K, 2) ---z N”(K/v, 2)[x]/(x2 - (-1)x) 
Ringe gegeben ist (grad(x) = 1). Insbesondere ist AB,9 in diesem 
nghomomorphismus. Dies entspricht der Formel (2) (Katz 801-1 
Springer). 
SATZ 4.12. Sei v eine Beuertung des K%pers K, p E K ein P~r~~~e~eme~t~ 
Dunn ist 
A o,Do: H”(K, 2) 4 N”(K,/v, 2) 
i~ghom~mo~phism~s. Ftir g, E PnK gilt ~I~,~ez~p = e&x,vj A,,+J. Imbeson- 
deve ist 
falls egn mzd e& beide wohldeJiniert sind. 
Beweis. Sei (K’, v’) eine Henselisation von (K, u). Dam ist .il,,,g, = 
a&-p) w p) = a,, 0 iKA-P) u 9-4 = adw u &wPP) = 4,&~hs. 
Da iKpIK und A,!,, Ringhomomorphismen sind, folgt A,,, Winghomomor- 
phismus. Die zweite Behauptung folgt wie im Beweis von Satz 4.11 und die 
d&e aus der zweiten. 
BER~ERKUNG. Bern A,,, erztspricht i-n der k-Theorie das II, in [i I, Lemma 2.2j. 
Entsprechend der Formel (6) haben wir den 
Beweis. Wir konnen o.E. annehmen es seien K und L henselsch. Seien 
die Bezeichnungen wie bei und vor der Sequenz (3) mit Indizes K und L 
und CC CT& -+ GK die Einschrankung auf K, . Dann ist offenbar a&) C UIC 
und der induzierte Homomorphismus H, -+ HK der Einschrankungs- 
homomorphismus der vollen Galoisgruppe vonE/w in die van K/v. Ferner ist 
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kommutativ. Es ist such offenbar die Komposition 
die Multiplikation mit e(w/a). Daraus folgt der Satz. 
Nach dem Satz ist zum Beispiel a, = anu 0 iLIK , falls (L, w) die Komplet- 
tierung von (K, v) ist. 
Dem Satz 3.4 entsprechend gilt der 
SATZ 4.14. Sei v eine Bewertung des Kiiypers K. Sei L/K eine endliche 
Eyweiterung. Dam gilt 
a, o corLjK = c cor(L[,)/(Kje) 0 a,: Hn(L, 2) 3 H”-‘(K/V, 2). 
w/v 
Beweis. Wegen Satz 4.4 konnen wir uns wie im Beweis von Satz 3.4 auf 
den Fall K henselsch beschranken. Dann gibt es nur eine Fortsetzung w 
von v auf L und es ist L henselsch. Wegen der Transitivitat von car kijnnen 
wir uns wie im Beweis zu Satz 2.7 auf drei F%lle beschranken: 
(1) L/K separabel und unverzweigt 
(2) L/K separabel und L/w = K/v 
(3) e(w/v) ungerade und L/w rein inseparabel iiber K/v. 
Wir iibernehmen die Bezeichnungen im vorigen Beweis und in der Diskussion 
vor Satz 4.12 und kennzeichnen die Inflationen such mit K bzw. L. Wir 
schreiben E = K/v und z = L/w. Wir haben H%(K, 2) = inf, H”(K, 2) @ 
(p) u inf, H”-r(K, 2), falls p E K ein Primelement ist, und entsprechend 
fur L. Im ersten Fall ist ein Primelement p in K such ein Primelement in L, 
also H”(L, 2) = inf, H”(L, 2) @ (p) u inf, H”-l(L, 2). Ferner ist UL = UK 
und da dann die Corestriktion mit der Inflation kommutiert ([9, Ch. II, 
Prop. 111) haben wir fur ,x = inf, y + (p) u inf, # E H1”(L, 2): 
corL,Kx = car,/, inf, v + (p) U car,/, inf, # 
= inf, corE,E g, + (p) V inf, corz,f #, 
damit a, corLIKx = corL,g # = corz,$ a,~. Im zweiten Fall ist L = I% 
Sei q EL ein Primelement. Dann ist N&q) ein Primelement in K und fur 
x = inf, y + (4) u infL 4 = iLLIK inf, y + (4) v iLIK inf, 9 E H*(L, 2) haben 
wir: 
corL/, x = corLjKiL/K infK 9 + corL/K((d v iLIK infK $1 
= [L : K] infK v f (NLIK(P)) U infK 16, 
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it a, corL, x = #J = &x. Im dritten Fall ist ii;,g: R*(R, 2) -+ 
somorphismus. Wir wahlen uns wie im Beweis von Satz 1.7 Primelemente 
qEkundpER mit qL’a = pLs2. Fiir x = inf, f&$9) + (4) W in& i&y) = 
kiK SK v + (P) u &IK inf, 4(1 e P(L, 2) folgt dann: 
corLiK x = cor,,,&,,(inf, q3 $ (p) U inf, #) = [E : AJ(inf~ y + ($) CJ inf~ $) 
= mf, g? + ( p) U inf, /J, 
weil [L : K] ungerade ist. Es folgt a, car x = y!~ = $&(i~~#) = cor~g 3,~ 
nach der Definition der Corestriktion fur rein inseparable Erweiterungen. 
Bei der Definition von a, fur henselsche K&per haben wir nur wenige 
Eigenschaften der maximalen unverzweigten Erweiterung be 
sonst vorkommen kiinnen. Sei genauer v eine Bewertung des 
N eine gal&s&e Erweiterung von K, so daB v nur eine Fortsetzung u auf N 
hat, u iiber u unverzweigt ist und N/u ein separabler AbschluR von AZ/U ist. 
Sei ferner Hi(N, 2) = 0 fur i >, 2. Die Galoisgruppe M von N iiber K ist 
dann kanonisch isomorph der Galoisgruppe von N/U tiber R/E. Wir 
haben wie friiher nach dem Satz von Hochschild-Serre eine Lange exakte 
Sequenz 
5: N’lN-2 -+ Z/E 
von G-Moduln. Wir setzen jetzt 
a : = iz 0 Y: H”(K, 2) -j EP1(K/v, 2). 
ann gilt: 
SAT2 4.15. h!&t den Bexeichnungen oben ist 8 = 2, . 
Beweis. Es gibt eine Henselisation (IT’? TJ’) von (AZ, v) so daB (IV, u) in 
der maximalen unverzweigten Erweiterung (N’, u’) von (AZ’, v’) enthalten ist. 
Sei G die volle Galoisgruppe von K, U die von N, G’ die von K’ und U’ die 
von N’. Dann ist H = G/U s G/U’ =: H’. Das Diagram 
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ist kommutativ (nach der Formel fiir P). Ferner ist offenbar 
H1(U, Z/2H) = N’/N.2 a Z/2H 
H1( u’, Zj2Z) = N”/N”2 zl’ Z/22 
kommutativ. Daraus folgt der Satz. 
Sei jetzt L ein algebraischer Funktionenkorper einer Variablen mit dem 
genauen Konstantenkijrper K. Sei L, ein separabler Abschlul3 von L, KS CL, 
der separable AbschluB von K, G :== Gal(L,/L) die Galoisgruppe von L, 
U := Gal(L,/K,L) die von K,L und H := Gal(KJ/L) z Gal(K,/K) g 
G/U. Es ist cd(K,L) = 1 (siehe [21, Ch. II, Prop. ll]), insbesondere 
Hi( lJ, Z/22) = 0 fiir i > 2. Nach dem Satz von Hochschild-Serre haben wir 
eine lange exakte Sequenz: 
*-* 5 H@(H, Zj2Z) inf IP(G, Zj2Z) 
-L H’+l(H, Hl(U, Z/2Z)) --% ... 
insbesondere die Homomorphismen 
P: H”(G, Zj2Z) + Hn-l(H, H1( 77, Z/29). 
Sei D, die Divisorengruppe von K,L iiber K, . Die Nullsequenz 
induziert eine Nulssequenz 
Wir haben daher Nullsequenzen 
H’z(H, Z/ZZ) - inf H”(G, Z/22) = IP-l(H, D,/2D,) 5 H*-l(H, H/2Z). 
Es ist fP(H, H/2Z) = Hn(K, 2), Hn(G, Zj2Z) = H”(L, 2) und die Inflation 
. . 1st zLIK . Ebenso He-l(H, Z/2Z) = H+l(K, 2). Aus dem Lemma von 
Shapiro folgt 
H-l(H, D&Y),) ES @ H*-l(L/p, 9, 
P 
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wobei p alle Primdivisoren von L iiber K durchlauft. Genauer: Ist fur jedes 
D&) : = 0p1p ~PWPb d ie von den iiber p liegenden Primdivisoren 
von K,L tiber K, erzeugte Untergruppe von D,/2Ds, so ist D,/2Ds = 
op D,(p) als H-Modul. Ist v ein bestimmter iiber p liegender Hrimdivisor 
von AZ&, H, C N die Stabilitatsgruppe (~erlegungsgruppe) von qs, so ist 
nach dem Lemma von Shapiro H+‘(H, DJP)) = .FF1(pIT 1 Z&T). H, ist 
aber isomorph der vollen Galoisgruppe von L/p (&he [2, Ch. III, $19]). 
Wir miichten jetzt c 0 fund 5 bestimmen. 
Liege tiber P nur ein primdivisor !$3 von .KJ iiber K, , so ist nach Satz 4.15 
der p-Anteil von w 0 T das ap . Im allgemeinen Fall nehmen wir ein 
iiber p t und bezeichnen mit K’L C K,E den Fixkerper der Stab 
gruppe ‘F; von $Jy mit P’ die Einschrankung von @ auf KZ. Uber n’ liegt 
dann nur ein Primdivisor, namlich ‘$3: von K,L iiber PiT, und wir konnen die 
obige nberlegung auf p’ anwenden. Nun ist p’ unverzweigt iiber p und 
KZ/p’ = L/p, also ap = apl 0 iKpLKILIL nach Sat2 4.13. Es folgt, daD au& im 
allgemeinen Fall der p-Anteil von a o Y genau das ap ist. 
Ftir jeden Primdivisor 5$? von KJL iiber K, gilt gradj 
mod 22. Fiir einen Primdivisor p vonL iiber K folgt 
q;p m) = c GJj 
@pip ‘ZIP 
Mit den Bezeichnungen oben ist damit (siehe 121, Ch. I, 2.51) 5 beschrankt 
genau die CorestriktionlT+l(Hy , Z/2Z)+-N”-3(H, Z/2L). 
n der Corestriktion fur beliebige endliche KBrperer- 
weiterungen ist damit 3 beschr%rkt auf W+r(L/p, 2) genau das c~r(~,~) ,K . 
Dem Satz 3.10 entsprechend haben wir also den folgenden Satz: 
SATZ 4.16. Sei L ein algebra&her ~unktianenk~~p~~, einel, Variables, mit 
dem genauela Konstantenkiirper K. Dann ist 
2) iLIK_ fP(L, 2) 
zuobei p alle PrimsteElen van L iiber K duxhliiuft, eine ~~-~l~seq~~~~. 
Im allgemeinen ist diese Nullsequenz nirgends exakt. Besitzt L aber einen 
Primdivisor q vom Grade I, so ist offenbar Cp cor(L,p)19 surjektiv, Ist ferner 
4 E k eiu zu q gehijriges Primelement, so folgt wie im Corollar 4.10, da6 
d q,a 0 inf die Identitnt auf Hn(K, 2) ist, insbesondere z&~:: H”(M, 2) --j. 
H”(L, 2) injektiv. Fur den rationalen Funktionenkijrper K(x) tiber K haben 
wir dem Satz 3.9 entsprechend allgemeiner (vgl. [20]>. 
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%WZ 4.17. Die Sequent 
0 - Hfi(K, 2) 1_3 iKG)‘K H”(K(x), 2) 
@+A f @ fpyqx)/p, 2) % co’(KQ)‘P)‘~ > fp-l(K, 2) - 0 
P 
ist exakt. 
Beweis. Mit den Bezeichnungen von Satz 4.16 ist nach den ~berlegungen 
oben die Inflation Hn(H, H/2Z) -+ H”(G, Zj2Z) injektiv. Die lange exakte 
Sequenz vorne zerf;illt also in kurze exakte Sequenzen 
0-t Hfi(H, Zj2Z) “A Hn(G, Z/ZZ) -5 H+l(H, WjU, Z/2Z)) -+ 0. 
Nun ist bekanntlich in diesem Fall die Sequenz 
0 --+ IP(U, Z/2H) -“, D,/ZD, 5 Z/22 + 0 
exakt und zerfallend, also zerfallt such die lange exakte Sequenz der Coho- 
mologie in kurze exakte Sequenzen 
0 - H+l(H, HI(U, %/ZZ)> 
--% He-l(H, D,/2D,) 2 H’+l(H, Zj2Z) - 0. 
Daraus folgt der Satz. 
Wir sind jetzt in der Lage zu beweisen, da13 die Corestriktion fiir den 
Cohomologiering der Corestriktion fiir den “graduierten Wittring” ent- 
spricht. 
SAW 4.18. Sei L/K eine endliche XZrpererweiterung. Sei eK” wohldefiniert. 
Ist dam rp E PnL, so ist Z~K% car,,, q~ = cor,,K z;~~J. Insbesondere gilt 
falls e,” und eLn wohldefiniert sind. 
Beweis. Wir beweisen den Satz zunachst fiir einfache Erweiterungen L/K 
durch Induktion nach dem Grad [L : K] =: m. Der Fall m = 1, d.h. L = K 
ist trivial. Sei also m > 1 und der Satz fiir alle einfachen Erweiterungen vom 
Grad < m bewiesen. Wir schreiben o.E. L = K[x]/(q) mit einem Prim- 
polynom q. Sei v die zu q gehijrige Stelle von K(x) iiber K. Es gibt dann 
offenbar ein # E P”+lK(x) mit a& = 9 und a,+ = 0 fur alle endlichen 
Primstellen p # @ von K(x) mit grad p > m (Reprgsentiere p durch eine 
Pfisterform mit Koeffizienten vom Grad < m und nehme dann $ als die 
QUADRATISCHE FORMEN 83 
Xlasse dieser Pfisterform iiber K(x) mit (1, q) multipliziert). Dam-r gilt nach 
satz 3.9 
corL/Kq = s,$ - c CoriK(a))piK a&. 
p endl. 
grad p<m 
egen a,+ E PnjK(x)/p) foigt nach Pnduktionsvoraussetzung 
Nun ist nach Satz 4.11 
Z;x” car LIK 9) = cor(K(d/q)/K aqc%$+ 
mit Sat2 4.11 dann 
6~” COIL/K 9 = COr(Kh)Iq)IK g?(KQ)/q)aq+ = corLIK z.%?a 
Damit ist der Satz fiir einfache Erweiterungen bewiesen. Sei jetztL/K behebig 
endlich, IV C L der separable AbschluD von K in L. Dam ist E/N rein 
inseparabel, damlt g, = zLINx mit x E PN und es gilt corLiNy = x. a .!!pY- 
einfach ist haben wir 
Wegen corLIN = i;fN und iLI&,+.x = FT&&,~x folgt zK” corLIK q~ = 
cor,,,~&g, wie behauptet. 
Man kann diesen Satz insbesondere auf Q, eKz und eK2 anwenden, da diese 
immer wohldefiniert sind. Genauer: 1st L/K eine end&he Korpererweiterung, 
s: L -+ K eine nicht-triviale K-lineare Abbildung, so gilt 
und 
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(e = Dimensionsindex, d = Diskriminante und c = Algebrenklasse). Die 
erste Formel ist natiirlich trivial. Die zweite kann man mit Hilfe von Lemma 
2.3 beweisen. Die dritte kann man such mit Hilfe eines Satzes von C. Riehm 
(Corestriction of Algebraic Structures, 1%~. &%th. 11 (1970), 96, Cor 1) 
beweisen, Satz 3.3 immer vorausgesetzt. Mann kann iibrigens fiir separable 
endliche Erweiterungen L/K die Corestriktion Car,,,: l3r W(L) --f BY W(K) 
fiir die Brauer-Wall-Gruppen Klassen zentraler, einfacher graduierter 
Algebren definieren, genauso wie Riehm es in der eben zitierten Arbeit: fiir 
die Brauergruppen gemacht hat. Dann gilt CorLIK(cI(p)) = cl(S’*(y)) fiir 
alle 9 E W(L), wobei cl: W(,) -+ BYW(*) die graduierte Cliffordalgebrenklasse 
ist (1231, [f9, Ch. III, 3.51) und Sp: L -+ K die Spur ist. 
Wir kijnnen jetzt such ein schon angekiindigtes Resultat bewiesen. 
SATZ 4.19. Ist die Sequent (8) fiir alle K&per K und alle quadratische 
Erweiterugen L = K(d1i2) van K an den beiden Stellen 
exakt, so istfiir alle K 
e?K2: AZ2K -+ H2(K, 2) 
ein Isomorphismus. 
Beweik. Die Injektivitgt wurde schon bewiesen (Satz 3.5). Sei p E H2(K, 2) 
und fiir eine quadratische Erweiterung L = K(dlp) sei iL,Kp E Bild(FL2), 
etwa iL,Kp = Zig), $ E M2L. Dann ist (Corollar 4.6) 0 = cor,,,i,,,p = 
corLIK&,iLZ(#) = ZK2 car,/, # nach Satz 4.18. Aus der Injektivitlt folgt 
car,,, $ = 0, a so 1 nach Voraussetzung # = z&y mit y E &f2K, damit 
iLIKp =.F~~z&c(P = iLi&2(v). Nach Corollar 4.6 ist dann p = cK2(y) + (d) u (a) 
mit a E K’. Es folgt p = ~~“(9, + (((d, a>> + M3K)), d.h. p E Bild(gK2). Durch 
Induktion folgt, da0 wenn p E H2(K, 2) iiber einem Kijrper zerfgllt, der durch 
sukzessive quadratische Erweiterungen aus K entsteht, daD dann p E Bild(gK2) 
ist. MGglicherweise zerf;illt jedes p iiber so einem K8rper; das ist aber noch 
nicht bekannt (Das heif3t H2(K, 2) = 0 fiir alle quadratisch abgeschlossenen 
Kijrper K). Jedenfalls gibt es eine endliche galoissche Erweiterung L/K iiber 
der p zerf2llt. 1st N der Fixkijrper einer ZSylowgruppe von Gal(L/K), so ist 
nach dem obigen iNIxp E Bild(pM2), etwa iNIKp = i?Nzx mit x E icz2A? [N : K] 
ist ungerade, also p = corN,&,Kp = cor,,,cNzx = eK2 car,,, x nach Sate 4.18, 
d.h. p E Bild (taco). 
Eine weitere interessante Folgerung aus dem Satz 4.17 mit Satz 3.9 und 
Satz 4.11 ist, da0 $,): M2(K(x)) -+ H*(K(x), 2) genau dann injektiv bzw. 
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surjektiv ist, wenn ~~2”: R2K ---f Nz(K, 2) injektiv bzw. surjektiv ist. Das folgt 
aus dem Diagramm 
mit exakten Zeiien. 
5. DER KERN VON z&~),~ : W(K, 2) +- H3(K(q), 2) 
Wir haben gesehen, daD fiir eine Pfisterform T der Dimension > I 
Rer(i,(,),K: w(K) ---t W@(T))) = TwW(K) gilt. Es ist zu vermtiten, dafi ein 
entsprechendes Resultat such fur den Cohomologierung gilt, namlich 
Ker(i,(,),,: N*(K, 2) ---f H*(K(T), 2)) = e,“,(a) w *(K, 2) falls 7 eine n- 
fiche Pfisterform ist (n > 0). Das ist richtig wenn T isotrop ist, denn dann ist 
e&J?) = 0 und K(T) rein transzendent iiber K, damit ZKtljlK injektiv (Satz 
4.17). Fur l-fache Pfisterformen ist es such richtig nach Corollar 4.6 mit 
Satz 4.17. Beschrankt auf HO(K, 2), H1(K, 2) und IP(K, 2) ist es such immer 
richtig, wie die Betrachtungen vor Satz 4.2 zeigen. Fiir M”(K, 2) hatten wir 
genauer: 1st 01 E H’(K, 2), 01 # 0 und i,wlx~ = 0 (dim v > I), so gibt es 
do, d;, d,K. mit 01 = (dr , $), so dal3 v in do((dI , da)> enthaiten ist. Wir woilen 
jetzt ein entsprechendes Resultat fur H3(K, 2) beweisen. Dabei werden wir 
ijfters die Satze 2.8 und 4.17 benutzen und ibbernehmen die Bezeichnungen 
dort. Der Einfachkeit halber schreiben wir jedoch fur endliche Primstellen p 
von K(x) iiber K statt sp und ap jetzt s, und 2, wo p das zu p gehijrige 
normierte Primpolynom ist. Ferner K, statt K(x)/p = K[x]/(p) und statt 
zgpm wad K einfach i, und Corp. Au& C, statt CPendl, u.s.w. Wir 
betrachten ) (bzw. H*(K, 2)) als Teilmenge van. W(K(x)) (bzw. M”(K(x), 
2)), d.h. wir lassen das z&(~J,~ meistens fort. 
Wis betrachten zunachst den K&per L = K(~)(b(x~ - CZ))~/~ mit a, b E K’. 
Da wir dabei nur den Satz 5.4 ansteuern und dieser fur den Fall <<a, 6) -0 
nichts Neues aussagt, werden wir bis dann (<a, b> anisotrop voraussetzen. 
Mit s: L + K(x) bezeichnen wir die K(x)-lineare Abbiidung mit s(l) = 0, 
s(b(x2 - a))riz = 1. 1st dann + E W(L), so gilt nach Satz 2.4 
(I, -b(X2 - a)>-s*qJ = 0. Es folgt (I, +x,2 - a))“~~s*~ = 0 fiir 
alle p # x2 - a und (1, --b)-~,s*$J = 0, d.h. (nach Satz 2.8) 
<I > -b?- c, sz, *a&!~ = 0. Es gilt aber such die Umkehrung: 
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SATZ 5.1. Sei (q&, E 0, W(K,). Ski 
(1, -b(xD2 - a))” rpv = 0 fiir alle p # x2 - n 
und 
(1, -b}” C sP*vP = 0. 
2, 
Dam gibt es ein 4 E W(L) mit cp, = ass*4 f% ale p. 4 kann sogar aus ML 
gewiihlt werden. 1st qua E MKP fiiv alle p, so kann $J aus M2Lgewtihlt werden. 
Beweis. Nach Satz 2.8 gibt es ein y. E W(K(x)) mit a,~,, = y9 fiir alle p. 
Sei x0 := <l, -b(x” - a))y, . D ann gilt nach Voraussetzung agxo = 0 fur 
alle p # x2 - a und &x0 = 0. Wegen 0 = aooxo = s,2-,a,z-,xo (Sat2 2.8) 
folgt aus Satz 2.4 a.+,xa = iar2--ap,, mit p,, E W(K). Dann gilt appO = 0 fur alle 
P, ama4x2 - a>7d = aaz-QXo una &((x2 - a>-p,) = 0 fiir alle p # 
x2 - a. Fur y1 := y+, + <b)*pO und xl := (1, -b(x2 - a))*pl folgt 
+pr = p2, fur allep und 8,x1 = 0 fiir allep, d.h. x1 E W(K). Da offenbar das 
Bild von x1 in W(L) verschwindet ist x1 E Ker(i,,,: W(K) --f W (L)),nach 
dem Beispiel nach Satz 2.1 also xr = ((a, b))-p, mit pr E W(K). Nun ist 
((a, b)) s (1, -b(x2 - a)} 6J (1, -a) tiberK(x), mitp, := v1 - (1, -a)-pi 
also <l, -6(x2 - a)>-9 = 0. Es folgt q~ = s*# mit 4 E W(L) nach Satz 2.4. 
Ferner ist app = ~Y~pr = P)~ fiir allep. 1st # $ ML, so konnen wir zu # die (I)- 
addieren, ohne s*+ zu verandern, also kiinnen wir /J E ML wghlen. 1st 
q~, E MK, fiir alle p, so kiinnen wir am Anfang schon nach Satz 3.9 
‘pO cz ilP(K(x)) wahlen. Dann folgt aZZWax,, E M2KS2+ und wir kiinnen wegen 
der Exaktheit des Anfangs der Sequenz (8) p0 E M2K wahlen, also 
‘pl E M2(K(x)). Dann folgt x1 E M3K, also pi E MK, damit g, E M2(K(x)). 
Wegen der Exaktheit des Anfangs der Sequenz (8) konnen wir dann # E M2L 
wahlen. 
Die Bedingung (1, -b) -C, sP*v, = 0 in dem Satz ist nicht ganz von den 
anderen unabhgngig. 1st ntimlich (p)&, E 0, W(K,) und (1, -b(xP2-a))-q9 = 
0 fur allep # x2 - a, so gilt ((a, b>>*p9 = <l, -a>-(I, -b(xg2 - a))-~, = 0 
fiir p # x2 - a und (1, -a>mszz-,~+, = 0 nach Satz 2.4, damit 
(<a, b))-2, sa*pr, = 0. Kier gibt es wieder eine Umkehrung: 
SATZ 5.2. Sei p E W(K) und ((a, b>>Np = 0. Dam gibt es ein (q~& E 0, W(KJ 
mit < 1, - b(xP2 - a))Ny, = 0 fiir alle p # x2 - a und p = C, s,*p, . Dabei 
kiinnen alle y?, E MK, gewiihlt we&en. Ist p E M2K, so kiinnen a2le pp E M2KP 
gewshlt werden. 
Zum Beweis brauchen wir ein Lemma: 
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LEMMA 5.3. Sei q # 0 von ((a, b)) dargestellt. Dan% ist q das hhkt 
xweiey Elemente der Form cl2 - b(c2 - a) cz2. 
eweis. Sei q = t,,2 - at,2 - btzz + abt,2. Wir rechnen in der 
Q~aterni~ne~algebra D = (a, b/K) mit Basis 1, i, 4, k (9 = a, ja = b, 
k = ;j = -ji). Es gibt in D ein Element dr + c&rZ f 0, so daB (to + tli f 
tai + t,k)(& + d,k) von der Form ca + c,j + c,k ist (dh. eine nicht- 
triviale Losung der Gleichung t,d, - btzdz = 0). Es folgt, daD q das Produkt 
eines Elementes der Form co2 - bc12 + abc,2 mit einem Element der Form 
ela f abea ist. Wir sind dann fertig, vorausgesetzt es ist nicht gleichzeitig 
c a = 0 und c, # 0. In diesem Fall ist aber 
co2 - bc12 + abc,2 = c 2 - bc,2 = co2 - b 0 ((qq - a,(& Cl)“. 
eweis van Satz 5.2. 1st p von der Form p = ~(1, --q)- (bzw. p = 
r<l, -t)-(1, -q)“) und q = cl2 - b(c2 - a) ci2, so nehmen wir qx+ = p 
und g, = 0 fur p # x - c und sind fertig. Im ailgemeinen Fall ist (siehe 
[8, Th. 4.1 (und B emerkung 4.4)]) p = C ~~(1, -yi)* mit qi von ((a, b> 
dargestellt. Wegen (1, -q’q’)” = (1, -q’)” + q’(l, -4”)” fofgt aus den 
Lemma 5.3, dal3 sich p in der Form p = C ~~(1, -qi)* mit qi von der Form 
CP 2 - b(c“ - a) cz” schreiben la&. Daraus folgen, in Verbindung mit dem 
schon behandelten Spezialfall, die ersten beiden Behauptungen des Satzes. Ist 
p E IWK, so ist wegen ~‘(1, -q’)” + ~“(1, -q”)* = (T’, r”)-(1, -4’)” f 
r”g’(1, -q’q”)” p von der Form p = Cri(l, -ti)*(l, -qi)” mit qi von 
((a, b)) dargestelt. Genauso wie oben konnen wir dabei annehmen, 
die qi sogar von der Form era - b(c2 - a) cz. Daraus foigt die letzte 
tung des S&es. 
Wir kiinnen jetzt fiir L den gesuchten Kern bestimmen: 
SATZ 5.4. 5% L = K(x)(b(xz - a))l12 mit a, b E K’. Dann ist 
Ker(&: H”(K, 2) + H3(L, 2)) = (a, b) U Hi( 
Beweis. Ist (a, b) = 0, d.h. ((a, b)) - 0, so ist (1, -b, ab) isotrop und 
damit L ein rationaler Funktionenkiirper tiber K und der Satz folgt aus 
Satz 4.17. Sei also (a, b) f 0, d.h. ((a, b)) anisotrop. Sei a: e M3(K, 2), 
iLil(~ = 0. Dann ist nach Corollar 4.6 01 = (b(x2 - a)) u I/J mit y5 E H’@(x), 2). 
Nach Satz 4.17 gilt 0 = a,, = (b(xS2 - a)) u a,+ fur alle p # xf - a und 
0 = a,, = (b) u i3,$ = (b) u C, car, a,#~. Fiir jedes p sei qD E I$,’ ein 
eprasentant der Quadratklasse a,$ und ~J~O := (1, -q,)- E MKD . Sei 
p:=c n se*pgo E MK. Wegen 0 = (b(xD2 - a)) U (q2)) ist (1, -b(x,” - a))“~~~ = 
0 fur aliep # x2 - a, nach der Bemerkung vor Satz 5.2 damit (a, bBwp = 
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Wir schreiben p = p’ + (1, -q>* mit p’ E M2K, d.h. q ist ein Repdsentant 
der Diskriminante d(p) von p. Nun gilt d(p) = eKl(p) = C, eK1(sB*v90) = 
C, car, 4yDo = C, car, a,# nach Satz 4.18, wegen (b) v C, car, a,$ = 0 
also (1, -b)*(l, -p)” = 0, damit such ((a, b))-p’ = 0. Nach Satz 5.2 
existiert dann ein (v~‘)~ E 0, M2K, mit (I, -b(xs3 - a))-~,’ = 0 fur alle 
p # x2 - a und C, sn*q+,’ = p’. Wir setzen q~, :== q+,O - qp’ E MK9. Dann 
ist ek9(a,) = e$cp,O) = a,# fur alle p und (1, -b(xp2 - a))NF9 = 
(1, --(x,2 - a))-pPo - (1, -b(xS2 - a))Wp9’ = 0 fur alle p # x2 - a. 
Ferner C, sp*qP = C, s9*yPo - C, s,*v,’ = p - p’ = (1, -q)-, damit 
(1, -b)* C, sp*y?, = 0. Nach Satz 5.1 existiert ein x E M2L mit a/x = 9, 
fur alle p, also nach Satz 4.1 I aPe,&*x = e& aPs*x = a,# fur alle p. Mit 
Satz 4.18 folgt L+P(corL,,(,) eL2(x)) = &,(eK2s*x) = a,4 fur alle p. Nach 
Satz 4.17 ist dann 4 = /3 + cor,,,(,. er,2(x) mit /3 E H2(K, 2). Wegen 
(b(S - a)) u cor,,,(,.eL2(x) = 0 (nach Coroilar 4.6) ist ferner c1 = 
(b(S - a)) v z,b = (b(S - a)) u ,B. N un ist &-,a! = 0, d.h. i,z-,,!l = 0 
(siehe Corollar 4.10), also /3 = (a) u (d) mit d E K’ nach Corollar 4.6. Es folgt 
a = (b(9 - a)) v (a) v (d) = (b) u (u) V (d). 
COROLLAR 5.5. Seip~(l, -a,, --a&. Dunn ist Ker(i,(,),K: W(K, 2) + 
H3(K(p,), 2)) = (al , a,) u H1(K 2). 
Beweis. Sei b := a,, a :== -(ut)“aa , d.h. -a2 = ab. Dann ist K(v) = 
f+ r , xJ(alx12 + aZx,2)1/z = K(x)(b(x2 - a))llz(X2) mit x = xr(~a)-~ ein 
rationaler Funktionenkijrper fiber L = K(x)(b(x2 - a))li2, damit nach Satz 
4.17 Ker(i,(,),,: H3(K, 2) +H3(K((p), 2)) = Ker(i,,,: P(K, 2)-t H3(L, 2))= 
(a, b) u W(K, 2) nach Satz 5.5. Aus (a, b) = (-u1a2, a,) = (u2, a,) folgt 
das CorolIar. 
Sei jetzt 9 g (1, -a, , -a2 , -aa> eine vierdimensionale Form, die die 1 
darstellt, also K(y) = K(x 1 , x2 , x3)(alx12 + u2x22 + a3x32)1/2. Sei ol E H3(K, 2) 
mit &(,),,a: = 0. Setzen wir x2 = X,X, so ist 
K(v) = Kwt% 9 ~3)(~lx12 + (a2x2 + a3) x32)1/2 
und damit iX(zj/Km = (aI , u,x2 + a, ,f ) nach Corollar 5.5, fE K(x)-. Sei 
7 := ((aI , a& + a3 , f >>. Dann ist offenbar a,? E P2K, fur alle p, mit 
Satz 4.11 damit e&a,? = Q&(,$ = &(a1 , U& + a3 , f) = i3,a = 0 fur 
alle p (Satz 4.17). Da jedes Element in P2K, durch eine vierdimensionale 
Form vertreten ist, folgt a,? = 0 fur alle p, damit nach Satz 2.8 r E W(K). 
Es gibt daher dl , d, , d3 E K’ mit 7 s ((dl , d, , d3>> iiber K(x) und es folgt 
a = eF,(,)? = e3 PK((d3. , d, , d&- = (4 , d2 , d3). Da r (I, -al) enthalt 
kijnnen wir o.E. a, = a, annehmen. Es folgt, da13 -((aax2 + u,) von 
p := (I, -al) @ (-d, , -$ , dSd3) iiber K(x) dargestellt wird. 1st p 
anisotrop, so folgt aus dem Teilformensatz ([13, Satz 3]), da8 (-a2 , aa) 
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in p enthalten ist, damit 9 g (1, -aI , -a2 , -aa) in ((4 , d, s da> entbalten. 
1st p isotrop, so ist ((dI , d, , da>> Summe von 4 hyperbolischen Ebenen, also 
such in diesem Fall 9) in ((L& , d2 , da>> enthalten. 
Wir haben damit gezeigt, daD wenn v, vierdimensional ist und die 1 darstellt 
und cd E Ker(i,(,j,K: H3(K, 2) -+ H3(K(q), 2)) ist, da8 dann 01 = (dI 9 d, , $) 
ist, so da0 F in <dI , d, , d3>> enthalten ist. Insbesondere gilt f;jr eine 2-fache 
Pfasterform 7 
was man such ahnlich wie im Beweis zu Satz 2.1 sofort ails Satz 5.4 fo‘olgern 
kann. A~~gcmeiner haben wir den folgenden Satz. 
KATZ 5.5. Sei QI eine quadratische Form tiber K, dim y > 2. 1st &nn 
a E Ker(iX(q),K: H3(K, 2) --f H3(K(p), 2)), a # 0, so gibt es do I dl , d, , d3 E 6;;’ 
mit a: = (dl , d2 , $>, so daJ cp in d&d, , d, I d3>> enthalten ift. Pnsbesondere ist 
dim9 < 8. 
Beweis. Wegen K(q) = K(y) k.‘ onnen wir o.E. annehmen es stelie g, die 
1 dar, etwa 7 = (1, -a1 ,..., -a,), n > 1, also K(y) = K(x, ?..~) x,)(aIx12 + 
. I. + a,~,~)~/~. Fur n = 2 folgt der Satz aus Corollar 5.5 und fur n = 3 haben 
ewiesen. Sei also n > 3. Wir scbreiben a,~,” + ... + a,x,RZ = 
alx12 + +xsZ + fx32 mitf = a3 + a,yd2 + ... + anya2 E iV := K(ya ,...,y& 
xi = x3y1. fiir i > 3. Aus dem eben bewiesenen folgt dann inrlKa = (gI , ga , ga) 
mit g, E IV’, so da8 (1, -a, , -a2 ) -f ) in ‘i : = ((gr ~ g, , g3)) enthahten ist. 
?Ja (1, ---al 7 -aa) in ((gl , ga , g3> enthalten ist, ist arch ((aI ) as>> darin 
enthdten, damit o.E. g, = aI ,g, = a2 . IMit N = N’(x)~ N’ = K(y, ,..., ylzdI) 
x = yn , folgt (wie oben) aus Satz 4.11 0 = 8&,,,X~ = 2,&v(?) = e&,,P(a,+) 
fur alle Primpolynome p E N’[x], damit 8,~ = 0 fur afie p, also T E W(N), 
d.h. wir kibnneng, E iV” nehmen. Durch Induktion folgt, daB wir g, = c E K’ 
nehmen kiinnen. Wir haben dann 01 = (al ) a2 ) c) und (I, -a,, -a,, -f) in 
<al 7 a2 , c>> iiber N enthalten. Es folgt, dal3 f = a3 + a4y 
van p := (-ala,> @ c((al , a& iiber N = R(y, ,...,y,) 
p ist dabei anisotrop denn sonst ist 01 = 0. Aus dem Teiiforme 
daB <a3 >...) a,} in <-ala& @ c((al , az> enthalten ist. 
91 s (I, -a, , . . ., -a,) in ((aI ) a2 , c>> enthalten. 
&Ian bemerke, daf3 die Umkehrung such gih. 1st namlich 9) in d,((& , . . . 1 &92>> 
enthalten, so ist ((aI ,..., d,>) isotrop iiber K(g?) damit iK(P~,):R(dI ) ~ ..) d,) = 
e;2;K~(p~k~~A4 ,-., 4% = 0. 
Aus dem Satz folgt insbesondere 
Ker(i,(,jix: H3(K, 2) 3 H3(K(7), 2)) = eK35 U HO(dr=, 2) 
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fur eine 3-fache Pfisterform 7. Damit ist das am Anfang dieses Paragraphen 
angesprochene Problem beschrankt auf H3(K, 2) gel&t. 
Eine andere Folgerung ist der schon angekiindigte 
SATZ 5.7. eK3: APK -+ H3(K, 2) ist ftir alle Kiivper K wohldefiniert. 
Beweis. Folgt sofort aus Satz 4.2 mit Satz 5.6. 
e,O, exl und eK2 kommen von den Invarianten e, d, und c, die auf dem 
ganzen Wittring definiert sind. Dabei gilt fur jede Korpererweiterung 
L/K e o iLIK = itiK 0 e, do iLiK = iLIE o d und c D iLIK = iLIK o c. Leider gibt 
es keine solche Invariante b: TV(K) -+ H3(K, 2). Angenommen es gabe so ein b. 
Wir betrachten dann die LaurentreihenkGrperL(z;,..., x~) := C((xJ) ..a ((z~)). 
Es gilt dann W(L(z, ,..., 2%)) = .Z/22[& ,..., &] mit lr” = 1, wobei & = (xi)* 
ist (folgt durch Induktion aus einem Satz von Springer, [lo, 7.1]), und 
H*(L(x, ,..., x,), 2) = .;zpq& ,-**, xnl 
mit xi u xi = 0, wobei xi = (zi) ist (folgt durch Induktion aus den Betrach- 
tungen vor Satz 4.12). Insbesondere ist H3(L(z,, x2), 2) = 0, also mu13 
4@1> ‘2 x >>m) = 0 sein. Wir betrachten dann 
T := c$,~z)>N + @3,Z4>"E JqL(% ,+**, 4). 
uber L(x, ,..., zq)(((z3, x4))) ist ye = ((pi, z$, damit b(y) = 0 iiber 
L(zl ,..., xJ(((xa , z,>>), also nach Satz 5.6 b(y) = (or , x2 , u) iiberL(xi ,..., zq) 
mit II EL(q ,..., xJ, Analog b(~) = (z~, Z, , 0) iiber L(x, ,..., x4). Dann folgt 
aber b(p) = 0. 1st jetzt 
so folgt daraus genauso b(#) = 0 iiber L(x, ,..., xJ. Wir betrachten jetzt den 
K&per 
K :=L(x, )...) x&?clz22~~p, (zpzyLJ~~2, (zg&p). 
Wegen 
L(q ,-*a> %) =L(zl,% 3 2; 9 z1z2x3x4,z1x3z5 > x2z3zS) 
ist K = L(z, , x2 ) x3 ) w4 ) w5 , we) mit w, = (xr~2~a~4)1’2, WC= (zlz3z5)112 
und wg = (zZz& iI2 damit (x1) u (z2) U (x,) # 0 in H3(K, 2). Nun ist aber 
iiber K 
damit b(#) = eK3(#) = (xi , ,z, , q) # 0 iiber K. Widerspruch! Es gibt also 
nicht ma1 eine Invariante b: M2K + H3(K, 2), die mit den iLIK kommutiert 
und das eK3 liefert. 
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