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Abstract
In this paper, the Discontinuous Cell Method (DCM) is formulated with the objective of simulating cohesive frac-
ture propagation and fragmentation in homogeneous solids without issues relevant to excessive mesh deformation
typical of available Finite Element formulations. DCM discretizes solids by using the Delaunay triangulation and its
associated Voronoi tessellation giving rise to a system of discrete cells interacting through shared facets. For each
Voronoi cell, the displacement field is approximated on the basis of rigid body kinematics, which is used to compute
a strain vector at the centroid of the Voronoi facets. Such strain vector is demonstrated to be the projection of the
strain tensor at that location. At the same point stress tractions are computed through vectorial constitutive equations
derived on the basis of classical continuum tensorial theories. Results of analysis of a cantilever beam are used to
perform convergence studies and comparison with classical finite element formulations in the elastic regime. Further-
more, cohesive fracture and fragmentation of homogeneous solids are studied under quasi-static and dynamic loading
conditions. The mesh dependency problem, typically encountered upon adopting softening constitutive equations,
is tackled through the crack band approach. This study demonstrates the capabilities of DCM by solving multiple
benchmark problems relevant to cohesive crack propagation. The simulations show that DCM can handle effectively
a wide range of problems from the simulation of a single propagating fracture to crack branching and fragmentation.
Keywords: cohesive fracture, finite elements, discrete models, delaunay triangulation, voronoi tessellation,
fragmentation
1. Introduction
A quantitative investigation of cohesive fracture propagation necessitates an accurate description of various fracture
phenomena including: crack initiation; propagation along complex three-dimensional paths; interaction and coales-
cence of distributed multi-cracks into localized continuous cracks; and interaction of fractured/unfractured material.
The classical Finite Element (FE) method, although it has been used with some success to address some of these
aspects, is inherently incapable of modeling the displacement discontinuities associated with fracture. To address this
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issue, advanced computational technologies have been developed in the recent past. First, the embedded discontinuity
methods (EDMs) were proposed to handle displacement discontinuity within finite elements. In these methods the
crack is represented by a narrow band of high strain, which is embedded in the element and can be arbitrarily aligned.
Many different EDM formulations can be found in the literature and a comprehensive comparative study of these for-
mulations appears in Reference [1]. The most common drawbacks of EDM formulations are stress locking (spurious
stress transfer between the crack surfaces), inconsistency between the stress acting on the crack surface and the stress
in the adjacent material bulk, and mesh sensitivity (crack path depending upon mesh alignment and refinement).
A method that does not experience stress locking and reduces mesh sensitivity is the extended finite element
method (X-FEM). X-FEM, first introduced by Belytschko & Black [2], exploits the partition of unity property of
FE shape functions. This property enables discontinuous terms to be incorporated locally in the displacement field
without the need of topology changes in the initial uncracked mesh. Moe¨s et al. [3] enhanced the primary work of
Belytschko et al. [2] through including a discontinuous enrichment function to represent displacement jump across the
crack faces away from the crack tip. X-FEM has been successfully applied to a wide variety of problems. Dolbow et.
al. [4] applied XFEM to the simulation of growing discontinuity in Mindlin-Reissner plates by employing appropriate
asymptotic crack-tip enrichment functions. Belytschko and coworkers [5] modeled evolution of arbitrary discontinu-
ities in classical finite elements, in which discontinuity branching and intersection modeling are handled by the virtue
of adding proper terms to the related finite element displacement shape functions. Furthermore, they studied crack
initiation and propagation under dynamic loading condition and used a criterion based on the loss of hyperbolicity
of the underlying continuum problem [6]. Zi et Al. [7] extended X-FEM to the simulation of cohesive crack prop-
agation. The main drawbacks of X-FEM are that the implementation into existing FE codes is not straightforward,
the insertion of additional degrees of freedoms is required on-the-fly to describe the discontinuous enrichment, and
complex quadrature routines are necessary to integrate discontinuous integrands.
Another approach widely used for the simulation of cohesive fracture is based on the adoption of cohesive zero-
thickness finite elements located at the interface between the usual finite elements that discretize the body of interest
[10, 11]. This method, even if its implementation is relatively simple, tends to be computationally intensive because
of the large number of nodes that are needed to allow fracturing at each element interface. Furthermore, in the elastic
phase the zero-thickness finite elements require the definition of an artificial penalty stiffness to ensure inter-element
compatibility. This stiffness usually deteriorates the accuracy and rate of convergence of the numerical solution and
it may cause numerical instability. To avoid this problem, algorithms have been proposed in the literature [12] for the
dynamic insertion of cohesive fractures into FE meshes. The dynamic insertion works reasonably well in high speed
dynamic applications but is not adequate for quasi-static applications and leads to inaccurate stress calculations along
the crack path.
An attractive alternative to the aforementioned approaches is the adoption of discrete models (particle and lattice
models), which replace the continuum a priori by a system of rigid particles that interact by means of linear/nonlinear
springs or by a grid of beam-type elements. These models were first developed to describe the behavior of particulate
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materials [13] and to solve elastic problems in the pre-computers era [14]. Later, they have been adapted to simulate
fracture and failure of quasi-brittle materials in both two [15] and three dimensional problems [16, 17, 18, 19]. In this
class of models, it is worth mentioning the rigid-body-spring model developed by Bolander and collaborators, which
dicretizes the material domain using Voronoi diagrams with random geometry, interconnected by zero-size springs,
to simulate cohesive fracture in two and three dimensional problems [20, 21, 22, 23]. Various other discrete models,
in the form of either lattice or particle models, have been quite successful recently in simulating concrete materials
[24, 25, 26, 27, 28, 29].
Discrete models can realistically simulate fracture propagation and fragmentation without suffering from the afore-
mentioned typical drawbacks of other computational technologies. The effectiveness and the robustness of the method
are ensured by the fact that: a) their kinematics naturally handle displacement discontinuities; b) the crack opening at
a certain point depends upon the displacements of only two nodes of the mesh; c) the constitutive law for the fracturing
behavior is vectorial; d) remeshing of the material domain or inclusion of additional degrees of freedom during the
fracture propagation process is not necessary. Despite these advantages the general adoption of these methods to sim-
ulate fracture propagation in continuous media has been quite limited because of various drawbacks in the uncracked
phase, including: 1) the stiffness of the springs is defined through a heuristic (trial-and-error) characterization; 2)
various elastic phenomena, e.g. Poisson’s effect, cannot be reproduced exactly; 3) the convergence of the numerical
scheme to the continuum solution cannot be proved; 4) amalgamation with classical tensorial constitutive laws is not
possible; and 5) spurious numerical heterogeneity of the response (not related to the internal structure of the material)
is inherently associated with these methods if simply used as discretization techniques for continuum problems.
The Discontinuous Cell Method (DCM) presented in this paper provides a framework unifying discrete models
and continuum based methods. The Delaunay triangulation is employed to discretize the solid domain into triangular
elements, the Voronoi tessellation is then used to build a set of discrete polyhedral cells whose kinematics is described
through rigid body motion typical of discrete models. Tonti [30] presented a somewhat similar approach to discretize
the material domain and to compute the finite element nodal forces using dual cell geometries. Furthermore, the DCM
formulation is similar to that of the discontinuous Galerkin method which has primarily been applied in the past to the
solution of fluid dynamics problems, but has also been extended to the study of elasticity [31]. Recently, discontinuous
Galerkin approaches have also been used for the study of fracture mechanics [32] and cohesive fracture propagation
[33]. The DCM formulation can be considered as a discontinuous Galerkin approach which utilizes piecewise constant
shape functions. Another interesting feature of DCM is that the formulation includes rotational degrees of freedom.
Researchers have attempted to introduce rotational degrees of freedom to classical finite elements by considering
special form of displacement functions along each element edge to improve their performance in bending problems
[34, 35]. This strategy leads often to zero energy deformation modes and to singular element stiffness matrix even if
the rigid body motions are constrained. DCM formulation simply incorporates nodal rotational degrees of freedom,
without suffering from the aforementioned problem.
3
2. Governing Equations
Equilibrium, compatibility, and constitutive laws for Cauchy continua can be formulated as limit case of the governing
equations for Cosserat continua in which displacements and rotations are assumed to be independent fields but the
couple stress tensor is identically zero [36]. For small deformations and for any position vector x in the material
domain Ω, one has
γi j = u j,i − ei jkϕk (1)
and
σ ji, j + b0i = ρu¨i; ei jkσ jk = 0 (2)
In the above equations, the summation rule of repeated indices applies; ui and ϕi are displacement and rotation
fields, respectively. γi j is the strain tensor; σi j is the stress tensor; b0i are body forces per unit volume; ρ is the mass
density. Subscripts i, j, and k represent components of Cartesian coordinate system which can be i, j, k = 1, 2, 3 in
three dimensional problems; ei jk is the Levi-Civita permutation symbol. Considering any position dependent field
variable such as f (x, t), f,i represent partial derivative of f with respect to the ith component of the coordinate system,
while f˙ is the time derivative of the variable. The partial differential equations above need to be complemented
by appropriate boundary conditions that can either involve displacements, ui − u0i = 0 on Γu (essential boundary
conditions); or tractions, σ jin j − t0i = 0 on Γt (natural boundary conditions); where Γ = Γt ∪ Γu is the boundary of the
solid volume Ω.
In the elastic regime, the constitutive equations can be written as
σi j = EVVδi j + ED(γi j − Vδi j) (3)
where V = γii/3 is the volumetric strain; EV and ED are the volumetric and deviatoric moduli that can be expressed
through Young’s modulus E and Poisson’s ratio ν: EV = E/(1 − 2ν); ED = E/(1 + ν). It is worth observing that
since the solution of the problem formulated above requires the stress tensor to be symmetric (see second equation
in Equation 2), the constitutive equations imply the symmetry of the strain tensor as well, which, in turn leads to
displacements and rotations to be related through the following expression: ei jkϕk = (u j,i − ui, j)/2
The weak form of the equilibrium equations can be obtained through the Principle of Virtual Work (PVW) as
∫
Ω
σ jiδγ jidΩ +
∫
Ω
ρu¨iδuidΩ =
∫
Γt
t0iδuidΓt +
∫
Ω
b0iδuidΩ (4)
where δγi j = δu j,i − ei jkδϕk, δui and δϕi are arbitrary strains, displacements, and rotations, respectively, satisfying
compatibility equations with homogeneous essential boundary conditions. It must be observed here that the PVW
in Equation 4 is the weak formulation of both linear and angular momentum balances. Hence, the symmetry of the
stress tensor and, consequently, the symmetry of the strain tensor are imposed in average sense. This is a significant
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difference compared to classical formulations for Cauchy continua in which the symmetry of the stress tensor is
assumed “a priori”.
3. Discontinuous Cell Method Approximation
3.1. Domain Discretization
Let us consider a three-dimensional primal cell complex, which, according to the customary terminology in algebraic
topology [37], is a subdivision of the three-dimensional space R3 through sets of vertices (0-cells), edges (1-cells),
faces (2-cells), and volumes (3-cells). Next let us construct a dual cell complex anchored to the primal. This can
be achieved, for example, by associating a primal 3-cell with a dual 0-cell , a primal 2-cell with a dual 1-cell, etc.
The primal/dual complex obtained through the Delaunay triangulation of a set of points and its associated Voronoi
tessellation is a very popular choice in many fields of study for its ability to discretize complex geometry and it is
adopted in this study.
Let us consider a material domain Ω and discretize it into tetrahedral elements by using the centroidal Delaunay
tetrahedralization, and the associated Voronoi tessellation which leads to a system of polyhedral cells [38]. Figure
1a, shows a typical tetrahedral element with the volume Ωe, external boundary Γe, and oriented surfaces Γ f located
within the volume. The interior oriented surfaces Γ f are derived from the Voronoi tessellation and are hereinafter
called “facets”. In 3D, the facets are triangular areas of contact between adjacent polyhedral cells. In the Voronoi
tessellation procedure, the triangular facets Γ f are perpendicular to the element edges Γe, which is a crucial feature
of DCM formulation as it will be shown later, and their geometry is such that one node of each facet is placed in
the middle of the tetrahedral element edge, one is located on one of the triangular faces of the tetrahedral element,
and one is located inside the tetrahedral element. As a result, each tetrahedral element contains twelve facets in a 3D
setting, Figure 1a. Figure 1b illustrates a portion of the tetrahedral element associated with one of its four nodes α
and the corresponding facets. Combining such portions from all the tetrahedral elements connected to the same node,
one obtains the corresponding Voronoi cell. Each node in the 3D DCM formulation has six degrees of freedom, three
translational and three rotational, which are shown in Figure 1b. The same figure depicts, for a generic facet, three
unit vectors, one normal n f and two tangential ones m f and l f , defining a local system of reference. In the rest of the
paper, the facet index f is dropped when possible to simplify notation.
3.2. Discretized Kinematics
The DCM approximation is based on the assumptions that displacement and rotation fields can be approximated by
the rigid body kinematics of each Voronoi cell, that is
ui(x) = uIi + ei jkϕI j(xk − xIk); ϕi(x) = ϕIi for x ∈ ΩI (5)
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Figure 1: (a) Three dimensional Delaunay tetrahedralization and Voronoi tesselation. (b) Tetrahedron portion associated with node
I. c) Voronoi cell.
where uIi, ϕIk are displacements and rotations of node I; ΩI is the volume of the cell associated with node I. Obvi-
ously with this approximating displacement and rotation functions, strain versus displacement/rotation relationships
in Equations 1 cannot be enforced locally – as typically done in displacement based finite element formulation.
Let us consider a generic node I of spatial coordinates xI and the adjacent nodes J of spatial coordinates xJ = xI+`,
where ` is the vector connecting the two nodes. One can write ` = `n` in which n` is a unit vector in the direction of
`. Note that, to simplify notation the two indices I and J are dropped when supposed to appear together. Without loss
of generality, let us also assume that node I is located on the negative side of the facets whereas node J is located on
the positive side of the associated facet oriented through its normal unit vector n. Moreover, it is useful to introduce
the vector d = xP − xI connecting node I to a generic point P on the facet. The displacement jump at point P reads
uˆ = u+ − u− = uJ − uI + ϕJ × (d − `) − ϕI × d = ∆u − ϕI × `n` − ∆ϕ × `(n` − ξnd) (6)
where u+ and u− are the values of displacements on the positive and negative side of the facet, respectively; ∆u =
uJ − uI ; ∆ϕ = ϕJ − ϕI ; ξ = d/`; and d, nd are magnitude and direction of vector d. Equation 6 can be rewritten in
tensorial notation as
uˆi = ∆ui − `ei jkϕ jn`k − `ei jk∆ϕ j(n`k − ξndk ) (7)
By expanding the displacement and the rotation fields in Taylor series around xI and by truncating the displacement
to the second order and the rotation to the first, one obtains
∆ui = `ui, jn`j +
1
2
`2ui, jkn`jn
`
k; ∆ϕi = `ϕi, jn
`
j (8)
By projecting the displacement jump uˆi in the direction orthogonal to the facet and dividing it by the element edge
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length `, one can write
`−1uˆini = `−1ni(`ui, jn`j +
1
2
`2ui, jkn`jn
`
k) − ei jkniϕ jn`k − ei jkni(`ϕ j,pn`p)(n`k − ξndk ) =
= u j,in`i n j +
1
2
`u j,ikn`i n jn
`
k − ei jkϕkn`i n j − `ϕ j,iep jknpn`i (n`k − ξndk ) =
= (u j,i − ei jkϕk)n`i n j +
1
2
`u j,ikn`i n jn
`
k − `ϕ j,iep jknpn`i (n`k − ξndk ) = γi jn`i n j + O(`)
(9)
where γi j is the strain tensor. At convergence the discretization size tends to zero (` → 0) and one can write `−1uˆini =
γi jn`i n j. Furthermore, if the dual complex adopted for the volume discretization is such that the facets are orthogonal
to the element edges – this condition is verified, for example, by the Delaunay-Voronoi complex – then, n` ≡ n, and
one has `−1uˆini = γi jnin j: the normal component of the displacement jump normalized with the element edge length
represents the projection of the strain tensor onto the facet. Similarly, it can be shown that the components of the
displacement jump tangential to the facets can be expressed as `−1uˆimi = γi jnim j and `−1uˆili = γi jnil j.
Before moving forward, a few observations are in order. Since the facet are flat the unit vector ni is the same for
any point belonging to a given facet and the projection of the strain tensor is uniform over each facet for a uniform
strain field. The variation of the displacement jump over the facet is due to the curvature and it is an high order effect
that can be neglected (see the last term in Equation 9). Based on the previous observation one can conclude that the
analysis of the interaction of two adjacent nodes can be based on the average displacement jump which, given the
linear distribution of the jump, can be calculated as the displacement jump, w, at the centroid of the facet C. This
leads naturally to the following definition of “facet strains”:
N =
ni
`Γ
∫
Γ
uˆi dS =
niwi
`
= nin jγi j (10)
and
M =
mi
`Γ
∫
Γ
uˆi dS =
miwi
`
= nim jγi j L =
li
`Γ
∫
Γ
uˆi dS =
liwi
`
= nil jγi j (11)
Equations 10 and 11 show that the “facet strains” correspond to the projection of the strain tensor onto the facet local
system of reference.
Let us now consider a uniform hydrostatic stress/strain state in one element γi j = Vδi j and σi j = σVδi j. In
this case the tractions on each facet must correspond to the volumetric stress and energetic consistency requires that
3ΩeσVV =
∑
Fe Γ`σVN which gives
V =
1
3Ωe
∑
Fe
Γ`N =
1
3Ωe
∑
Fe
Γniwi (12)
where Fe is the set of facets belonging to one element. By using Equation 12 and Equations 10, 11, facet deviatoric
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strains can also be calculated as D = N − V .
By introducing Equation 5 into Equations 10 and 11 one can also write
`N = niwi = −nJi(uJi + ei jkϕJ jcJk) − nIi(uIi + ei jkϕI jcIk) (13)
`M = miwi = −mJi(uJi + ei jkϕJ jcJk) − mIi(uIi + ei jkϕI jcIk) (14)
`L = liwi = −lJi(uJi + ei jkϕJ jcJk) − lIi(uIi + ei jkϕI jcIk) (15)
where nJ = −n, nI = n, mJ = −m, mI = m, lJ = −l, lI = l, and cI , cJ are vectors connecting the facet centroid C with
nodes I, J, respectively.
3.3. Discretized Equilibrium Equations
For the adopted discretized kinematics in which all deformability is concentrated at the facets, the PVW in Equation
4 can be rewritten as
∑
F
Γ` (tNδN + tMδM + tLδL) +
∫
Ω
ρu¨iδuidΩ =
∫
Γt
t0iδuidΓ +
∫
Ω
b0iδuidΩ (16)
where F is the set of all facets in the domain.
By introducing Equations 5, 13, 14, and 15 into Equation 16 and considering displacement and traction continuity
at the inter-element interfaces, one can write
∑
I
∑
FI
ΓtIi(δuIi + ei jkδϕI jcIk) +
∫
ΩI
[b0i − ρu¨Ii − ρeimpϕ¨Im(xp − xI p)][δuIi + ei jkδϕI j(xk − xIk)]dΩ
 = 0 (17)
where tIi = tNnIi + tMmIi + tLlIi, I is the generic Voronoi cell, ΩI and FI are the volume and the set of facets of the cell
I, respectively. Note that the first term on the LHS of Equation 17 also includes the contribution of external tractions
for cells located on the domain boundary.
Since Equation 17 must be satisfied for any virtual variation δuIi and δϕIk, it is equivalent to the following system
of algebraic equations (I = 1, ...,Nc, Nc= total number of Voronoi cells):
∑
FI
ΓtIi + FIi −MI u¨Ii − SIikϕ¨Ik = 0 for i = 1, 2, 3 (18)
∑
FI
ΓtIiei jkcI j + WIk − SIiku¨Ii − IIkpϕ¨I p = 0 for k = 1, 2, 3 (19)
where FIi =
∫
ΩI
b0idΩ = external force resultant, MI =
∫
ΩI
ρdΩ = mass, SIik =
∫
ΩI
ρei jk(x j − xI j)dΩ = first-order
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mass moments, WIk =
∫
ΩI
b0iei jk(x j − xI j)dΩ = external moment resultant, IIkp =
∫
ΩI
ρeimp(xm − xIm)ei jk(x j − xI j)dΩ
= second-order mass moments, of cell I. Equations 18 and 19 coincides with the force and moment equilibrium
equations for each Voronoi cell.
Note that SIik = 0 and WIk = 0 (for uniform body force), if the vertex of the nodes of the Delaunay discretization
coincide with the mass centroid of the Voronoi cells. This is the case for all the cells in the interior of the mesh if a
centroidal Voronoi tessellation is adopted. Also, in general, IIkp , 0 for k , p, and this leads to a non-diagonal mass
matrix. A diagonalized mass matrix can be obtained simply by discarding the non-diagonal terms.
3.4. Discretized Constitutive Equations
In the DCM framework, the constitutive equations are imposed at the facet level where the facet tractions need to be
expressed as function of the facet strains. For elasticity, by projecting the tensorial constitutive equations reported in
Equation 3 in the local system of reference of each facet, one has
tN = σi jnin j = EVVδi jnin j + ED(γi jnin j − Vδi jnin j) = EVV + EDD = ED niwi
`
+
EV − ED
3Ωe
∑
Fe
Γniwi (20)
tM = σi jnim j = EVVδi jnim j + ED(γi jnim j − Vδi jnim j) = EDM = EDmiwi
`
(21)
tL = σi jnil j = EVVδi jnil j + ED(γi jnil j − Vδi jnil j) = EDL = ED liwi
`
(22)
4. Two-Dimensional Implementation
4.1. Three-Node Triangular Element
In order to pursue a two-dimensional implementation of DCM, let us consider a 2D Delaunay-Voronoi discretization
as shown in Figures 2a and b. A generic triangle can be considered as the triangular base of a prismatic volume
as shown in Figure 2c and characterized by 6 vertexes, 9 edges, 2 triangular faces, and 3 rectangular faces. By
considering the Voronoi vertexes on the two parallel triangular faces and face/edge points located at mid-thickness
(see, e.g., points a and d) a complete tessellation of the volume in six sub-volumes, one per vertex, can be obtained by
triangular facets. Of these facets, N f = 12 are orthogonal to the triangular faces, set F f (see, e.g., the one connecting
points c, e, h in Figure 2c) and No = 6 are parallel to the triangular faces, set Fo, (see, e.g., the one connecting points
c, d, a in Figure 2c).
One can write
V =
1
3Ωe
∑
F f
Γ`N +
∑
Fo
ΓsN
 (23)
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where s is the out-of-plane thickness.
For plane strain conditions N = 0 for the facet set Fo and simply the second term in Equation 23 is zero. For plane
stress, instead, tN = EVV+ED(N−V ) = 0 for the facet set Fo. Therefore, for the facet set Fo, N = (ED−EV )V/ED =
−3ν/(1 − 2ν)V and , also, ∑Fo Γs = Ωe. Using these relations, one has ∑Fo ΓsN = −3ν/(1 − 2ν)ΩeV . Substituting
this relation in Equation 23 leads to V = (1 − 2ν)/(3Ωe(1 − ν))
(∑
F f Γ`N
)
. In addition the facet set F f is composed
by 3 sets of 4 planar triangular facets. For each set, strains and tractions are the same on the 4 facets because the
response is uniform through the thickness. Consequently the 4 facets can be grouped into one rectangular facet of
area sh where h is the in length of the facet (see Figure 2b)
By taking everything into account the volumetric strain for 2D problem can be written as
V =
1
3Aeα
3∑
f=1
` f h f  f N =
1
3Aeα
3∑
f=1
h f n f iw f i (24)
where Ae is the area of the triangular element and α = (1 − ν)/(1 − 2ν) for plane stress and α = 1 for plane strain.
The triangular DCM element has 9 degrees of freedom, two displacements and one rotation for each node, which
can be collected in one vector QT = [uI1 uI2 ϕI3 uJ1 uJ2 ϕJ3 uK1 uK2 ϕK3] in which I, J, and K are the element node
indexes, and 1, 2, and 3 represent the three Cartesian coordinate axes. By using Equations 13 to 15, one can write
 f N = N fQ,  f M = M fQ, V = VQ,  f D = D fQ where
N 1 = `
−1
1
[
−nI1 −nI2 nI1cI2 − nI2cI1 nI1 nI2 −nI1cJ2 + nI2cJ1 0 0 0
]
(25)
M 1 = `
−1
1
[
−mI1 −mI2 mI1cI2 − mI2cI1 mI1 mI2 −mI1cJ2 + mI2cJ1 0 0 0
]
(26)
N 2 = `
−1
2
[
0 0 0 −nJ1 −nJ2 nJ1cJ2 − nJ2cJ1 nJ1 nJ2 −nJ1cK2 + nJ2cK1
]
(27)
M 2 = `
−1
2
[
0 0 0 −mJ1 −mJ2 mJ1cJ2 − mJ2cJ1 mJ1 mJ2 −mJ1cK2 + mJ2cK1
]
(28)
N 3 = `
−1
3
[
−nI1 −nI2 nI1cI2 − nI2cI1 0 0 0 nI1 nI2 −nI1cK2 + nI2cK1
]
(29)
M 3 = `
−1
3
[
−mI1 −mI2 mI1cI2 − mI2cI1 0 0 0 mI1 mI2 −mI1cK2 + mI2cK1
]
(30)
and V = (3A fα)−1
∑3
f=1 ` f h fN f , D f = N f − V
The elastic stiffness matrix for a single DCM triangle can be computed similarly to classical FEM elements by
writing the internal energy as function of the nodal degrees of freedom. By using Equations 20 and 21, one has
U = 1
2
s` f h f
(
tN f N f + tM f M f
)
=
1
2
s` f h f
[
EV2V f + ED
2
Df + ED
2
M f + (EV + ED)V f Df
]
=
1
2
QTKQ (31)
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4.3 Discontinuous Cell Method (DCM)
Consider a discretization of volume   obtained by a Delaunay triangulation
(tetrahedralization in 3D) and its dual Voronoi tessellation. In the 2D representation
shown in Fig. 4.1a, the typical triangular element is shown with volume  e, external
boundary  e, and three oriented surfaces  k0 located within the volume. The interior
oriented surfaces  k0 derive from the Voronoi tessellation and are herein termed
“facets”. In 3D, facets are triangular surfaces of contact between polyhedral cells.
In 2D formulations, such as plane stress or plane strain, each facet is defined by an
in-plane line of contact between polygons and a general out-of-plane thickness.
a)
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e
 k0
b)
Hk
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nk
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Figure 4.1: a) Delaunay triangulation and Voronoi tessellation; b) facet
geometry and associated edge length.
The discretized weak equilibrium and compatibility equations for one triangle
(tetrahedron in 3D) of the mesh can be expressed as follows: 
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addition:  hij is an approximation of the actual stress tensor; u
h
i is an approximation
of the actual displacement field; and  uhi and   
h
ij are finite sets of orthogonal func-
f 
f 
f 
f 
facet belongs to two rigid segments S  and S , one can define the displacement jump at each facet f as
the di erence between displacement vectors of the facet centroid calculat d from the kinematics of two
rigid segments S  and S . Displacement jump at the centroid of each facet f can be written as
uˆfi = u
 
fi   u fi = A ij(xf )Q j   A ij(xf )Q j (8)
Strain vector for each facet can be obtained by dividing facet displacement jump vector by the length
of the edge connecting nodes   and  ,  f = uˆf/ f , where  f =  x    x   is the length of the edge
associated with the facet f . Strain vector on each facet can be decomposed into a normal and a shear
strain component, which is important in order to develop appropriate constitutive law on facet level, which
will be discussed later. Definition of facet normal and shear strains are as follows
 fN =
nfiuˆfi
 f
= B Nfj Q
 
j   B Nfj Q j
 fM =
mfiuˆfi
 f
= B Mfj Q
 
j   B Mfj Q j
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where n is the unit normal vector on the facet f , and m and l are the two mutually orthogonal unit
tangential vectors that are perpendicular to the facet normal vector. In addition, BpNfj =  
 1
f nfiA
p
ij(xf );
BpMfj =  
 1
f mfiA
p
ij(xf ), and B
pL
fj =  
 1
f lfiA
p
ij(xf ), in which p =  ,  . Appropriate vectorial constitutive law
is defined on each facet in terms of n r l a d s r strain in order to calculate normal and shear stress
vectors. Analysis would be completed by applying PVW to calculate element nodal forces using the facet
stress vectors. This step will be discussed in next sections.
3.3 Discretized Equilibrium Equations
Governing equilibrium equation presented in section 2 can be changed into its weak form in order to derive
discretized DCM formulation. Weak for of the static equilibrium equation for a triangular element can be
expressed as  
 
 ij  ijdV +
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M 3 = `
 1
3

 mI1  mI2 mI1cI2   mI2cI1 0 0 0 mI1 mI2  mI1cK2 + mI2cK1
 
(30)
and V = (3Af↵) 1
P3
f=1 ` f h fN f , D f = N f V
The elastic sti↵ness matrix for a single DCM triangle can be computed similarly to classical FEM elements by
writing the internal energy as function of the nodal degrees of freedom. By using Eqs. 20e and 20e, one has
U = 1
2
s` f h f
⇣
tN f ✏N f + tM f ✏M f
⌘
=
1
2
s` f h f
h
EV✏2V f + ED✏
2
Df + ED✏
2
M f + (EV + ED)✏V f ✏Df
i
=
1
2
QTKQ (31)
where
K = 2sAeEVVTV + sh f ` f
h
EDDTf D f + 0.5(EV + ED)(V
TD f + D fVT ) + EDMTfM f
i
(32)
and summation rule applies for repeated index f . In the previous equation the relation
P
f h f ` f = 2Ae was used.
Similarly the mass matrix of the element can be obtained by writing the kinetic energy as function of the nodal
velocities. For uniform density, one has
K = 1
2
X
I
Z
AI
⇢(u˙2 + v˙2)sdA =
1
2
s⇢
X
I
Z
AI
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2
I '˙
2
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2
Q˙TMQ˙ (33)
where x˜I = x   xI , y˜I = y   yI
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R
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2
I )dA, S yI =
R
AI
y˜IdA, S xI =
R
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x˜IdA
To study the deformation properties of the formulated triangular elements, one can consider the generalized eigen-
value problem Ke I =  I I where  I and  I are the Ith eigenvalue and the corresponding eigenvector of the element
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and summation rule applies for repe ted index f . In the previous equation the relation
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S milarly the mass matrix of the element can be obtained by writing the kinetic energy as function of the nodal
velocities. For uniform density, one has
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2
Q˙TMQ˙ (33)
where x˜I = x − xI , y˜I = y − yI
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AI 0 −S yI
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2
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y˜IdA, S xI =
∫
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x˜IdA
To study the deformation properties of the formulated triangular elements, one can consider the generalized eigen-
value problem KeΦI = λIΦI where λI and φI are the Ith eigenvalue and the corresponding eigenvector of the element
stiffness matrix, respectively. The triangular element has nine eigenvalues which correspond to the element nine de-
grees of freedom, three of which must be equal to zero to represent the three possible rigid body deformation modes.
The oth r eigenvalues must be positive to ensure positive definiteness of the stiffness matrix. The deformation modes
for an equilateral triangular element are plotted in Figure 3: Figures 3 (a), (b), and (c) correspond to the rigid body
deformation modes with zero eigenvalues; Figures 3 (d), (e), and (f) are bending modes of deformation; uniaxial de-
format on mode is depicted in Figures 3 (g); and volumetric and pure shear deformation modes are plotted in Figures
3 (h) and (i), respectively.
11
(b) (c) 
(e) 
(h) 
(f) 
(i) 
(a) 
(d) 
(g) 
Figure 3: Deformation modes of an equilateral DCM triangular element: (a) to (c) rigid body modes, (d) to (f) bending modes, (g)
uniaxial tension mode, (h) volumetric mode, and (i) pure shear mode.
In Figure 4a, a triangular element is considered, and the eigenvalue problem is solved for the different position of
the top node from 1 to 2. For the final configuration 2, the length of the internal facet f is zero. The minimum positive
eigenvalue λmin is plotted versus facet to edge length ratio, f /e, of the triangular element in Figure 4b. One can see
that as the facet length tends to zero and the element becomes a right triangle, λmin tends to zero, which means that the
element stiffness matrix becomes singular. The zero eigenvalue is associated with a zero energy mode of deformation,
which is plotted in Figure 4c. Since normal and tangential components of displacement jump vector at centroid of
the facets are zero, normal and tangential strains on both element facets are equal to zero. Therefore, this element
deformation mode is of zero energy. For f /e < 0, λmin < 0 and the stiffness matrix is not positive definite. Therefore,
during the domain discretization procedure, it must be considered that all element facets length must be positive. In
other words, they must be completely placed inside the element, which, in turn, requires that all angles of the triangle
to be smaller than pi/2.
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Figure 4: Variation of the minimum eigen value of the stiffness matrix with respect to the element geometry change.
4.2. Four-Node Quadrilateral Elements
It is not always possible to obtain triangular meshes that satisfy the shape requirements discussed in the previous
section. Figure 5a shows, for example, a situation where the triangulation produced a right triangle at the right-
angled exterior corner of a structural domain. In this situation, the Voronoi tessellation produces three orthogonal
bisectors that intersect at a point located exactly on the hypotenuse of the right triangle. This results in a facet with
zero length, which would lead to a zero eigenvalue of the stiffness matrix. Figure 5b shows a more severe situation
where the generation of nodes and the resulting triangulation produces an obtuse triangle. In this situation, the three
orthogonal bisectors intersect at a point located outside of the obtuse triangle, which would result in a negative facet
area and a negative eigenvalue of the stiffness matrix. In order to overcome the computational problems implied by
this situations, it is possible to combine a problematic triangle with the neighboring triangle into a four-node, five-
facet quadrilateral element, Figure 5c. The interior, or fifth facet is the orthogonal bisector of a straight line between
two nodes at opposite corners of the quadrilateral element. The translation and rotation of the two nodes labeled as
I and K in Figure 5c, are the degrees of freedom that produce the displacement jump for the fifth facet. The straight
line distance between Nodes I and K provides the edge length ` 5 required for the calculation of facet strains. The
volumetric strain, constant inside the quadrilateral element, is still calculated by Equation 24 where the contribution
of all five facets are taken into account. Also, a four node, rectangular element with four facets is generated if the
two adjacent triangles are both right, see Figure 5d. For the generic quadrilateral element, Equations 25 to 30 must be
substituted by the following equations
N 1 = `
−1
1
[
−nI1 −nI2 nI1cI2 − nI2cI1 nI1 nI2 −nI1cJ2 + nI2cJ1 0 0 0 0 0 0
]
(35)
M 1 = `
−1
1
[
−mI1 −mI2 mI1cI2 − mI2cI1 mI1 mI2 −mI1cJ2 + mI2cJ1 0 0 0 0 0 0
]
(36)
N 2 = `
−1
2
[
0 0 0 −nJ1 −nJ2 nJ1cJ2 − nJ2cJ1 nJ1 nJ2 −nJ1cK2 + nJ2cK1 0 0 0
]
(37)
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4.2. Four-Node Quadrilateral Elements
In addition to the triangular element, a quadrilateral element, with four nodes and twelve degrees of freedom, has the
same capabilities as those described above. The facets produced by a Voronoi tessellation are orthogonal bisectors
of the Delaunay triangle edges. In mesh regions where the Delaunay triangulation produces acute triangles, each
triangular element has within its domain one vertex of a Voronoi polygon. This produces the situation portrayed in
Figure 2 where the triangular element has three facets (k = 3) all located entirely within its domain. The necessity for
the quadrilateral element results from the fact that the discretization of typical structural domains, such as a rectangular
beam or bar, cannot be done entirely with acute triangles. Figure 6a shows a situation where the triangulation produced
a right triangle at the right-angled exterior corner of a structural domain. In this situation, the Voronoi tessellation
produces three orthogonal bisectors that intersect at a point located exactly on the hypotenuse of the right triangle.
This results in a facet with zero length. Figure 6b shows a slightly more severe situation where the generation of
nodes and the resulting triangulation has produced an obtuse triangle. In this situation, the three orthogonal bisectors
intersect at a point located outside of the obtuse triangle. In order to overcome the computational problems implied
by Figs. 4.2a and b, DCM combines a problematic triangle with its acute triangle neighbor into a four-node, five-
facet quadrilateral element, Figure 6c. The interior, or fifth facet is the orthogonal bisector of a straight line between
two nodes at opposite corners of the quadrilateral element. The translation and rotation of the two nodes, arbitrarily
labeled as 1 and 3 in Figure 6c, are the degrees of freedom that produce the displacement jump for the fifth facet. The
straight line distance between Nodes 1 and 3 provides the edge length l required for the calculation of stresses and
strains.
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Figure 4.2: Voronoi tessellation: a) right triangle; b) obtuse triangle; c)
typical quadrilateral element.
at opposite corners of the quadrilateral element. The translation and rotation of
the two nodes, arbitrarily labeled as 1 and 3 in Fig. 4.2c, are the degrees of freedom
that produce the displacement jump for the fifth facet. The straight line distance
between Nodes 1 and 3 provides the “edge length” Hk required for the calculation
of stresses and strains, as in Eqs. 4.16 and 4.17 for example.
In order to study the convergence of the present method to an exact solution
for a non-uniform strain field, a classical cantilever beam test [19] was simulated.
The rectangular domain, shown in Fig. 4.3, is characterized by a length-to-depth
ratio of 4. The traction boundary conditions are the classic stress distributions of
simple bending. Figure 4.3 shows a parabolically varying shear at the cantilever tip.
At the fixed end, only the displacement boundary conditions are shown for clarity.
However, an equal but opposite parabolic shear was applied at the fixed end, as well
as a linearly varying normal stress based on the non-zero bending moment at that
location. The exact solution for the displacement field is provided in Hughes [19],
and assumes linear isotropic elasticity.
Six di erent meshes at various levels of refinement were used. Figure 4.3 shows
the coarsest, with 132 elements, and the finest, with 1958 elements. For comparison,
the same numerical simulations were performed using the standard constant strain
triangle (CST) finite element. All the computations were carried out under plane
strain conditions, with a Poisson’s ratio of 0.3. Figure 4.4 presents the results of
the convergence study. The relative error between the numerical calculation and the
Figure 5: (a) Right triangle. (b) Obtuse triangle. (c) Typical quadrilateral element.
5. Elastic Analysis Results
5.1. Patch Test and Facet Tensors
Numerical experiments carried out in this study show that the 2D DCM triangle passes the patch test and is able to
reproduce exactly uniform strain and stress fields. Acknowledging that the following observations apply equally to
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Figure 5: (a) Right triangle. (b) Obtuse triangle. (c) Typical quadrilateral element obtained from combining two adjacent triangular
elements. (d) Quadrilateral element obtained from combining two adjacent right triangular elements.
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Figure 6: (a) Unit square used in the patch test subjected to uniform bi-axial strain field. (b) Contour of σxx obtained from the
patch test normalized with the exact value. (c) Vector representation of nodal forces obtained from the patch test.
M 2 = `
−1
2
[
0 0 0 −mJ1 −mJ2 mJ1cJ2 − mJ2cJ1 mJ1 mJ2 −mJ1cK2 + mJ2cK1 0 0 0
]
(38)
N 3 = `
−1
3
[
0 0 0 0 0 0 −nK1 −nK2 nK1cK2 − nK2cK1 nK1 nK2 −nK1cL2 + nK2cL1
]
(39)
M 3 = `
−1
3
[
0 0 0 0 0 0 −mK1 −mK2 mK1cK2 − mK2cK1 mK1 mK2 −mK1cL2 + mK2cL1
]
(40)
N 4 = `
−1
4
[
−nI1 −nI2 nI1cI2 − nI2cI1 0 0 0 0 0 0 nI1 nI2 −nI1cL2 + nI2cL1
]
(41)
M 4 = `
−1
4
[
−mI1 −mI2 mI1cI2 − mI2cI1 0 0 0 0 0 0 mI1 mI2 −mI1cL2 + mI2cL1
]
(42)
N 5 = `
−1
5
[
−nI1 −nI2 nI1cI2 − nI2cI1 0 0 0 nI1 nI2 −nI1cK2 + nI2cK1 0 0 0
]
(43)
M 5 = `
−1
5
[
−mI1 −mI2 mI1cI2 − mI2cI1 0 0 0 mI1 mI2 −mI1cK2 + mI2cK1 0 0 0
]
(44)
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5. Elastic Analysis Results
5.1. Patch Test and Facet Tensors
Numerical experiments carried out in this section show that the 2D DCM triangle passes the patch test and is able to
reproduce exactly uniform strain and stress fields. Acknowledging that the following observations apply equally to
stress or strain, the most basic result regarding a uniform field is that the normal and tangential stresses calculated by
DCM for a facet with certain orientation correspond to the tractions calculated by projecting the stress tensor onto
the facet orientation. Conversely, facet’s orientation, normal and tangential (shear) stresses along with the calculated
value of the volumetric stress can be used to determine the facet overall stress tensor with respect to the global system
of reference (see Appendix A). To do the patch test, an elastic square specimen discretized by DCM is subjected
to uniform εxx = εyy = 0.1 as shown in Figure 6a. E = 1000 MPa and ν = 0.25 are used as material properties.
DCM analysis is performed, and the results are used to calculated the stress tensor for all of the facets. The exact
uniform stress tensor due to the applied uniform strain tensor can be calculated by elasticity equations. In Figure
6b, σDCMxx /σ
Exact
xx = ratio of the σxx calculated by DCM for each facet to the one obtained from elasticity equations,
is plotted for all facets. For each facet and the corresponding element, the portion of the element area associated to
that facet is colored according to the σDCMxx /σ
Exact
xx value. One can see that DCM successfully generated the uniform
stress field which matches well with the elasticity results. This contour is the same for the σyy component of the stress
tensor. In addition, the resultant force vector on each node is plotted in Figure 6c. It is clear that the force vector is
negligible for the nodes inside the specimen, while its distribution on the specimen surfaces correspond to the uniform
stress and strain fields.
5.2. Convergence Study on Cantilever Beam
In order to study the convergence of the present method to the exact solution for a non-uniform strain field, a classical
cantilever beam test [19] was simulated. The rectangular domain, shown in Figure 7, is characterized by a length-
to-depth ratio of 4. The traction boundary conditions are the classic stress distributions of simple bending. Figure 7
shows a parabolically varying shear at the cantilever tip. At the fixed end, only the displacement boundary conditions
are shown for clarity. However, an equal but opposite parabolic shear was applied at the fixed end, as well as a linearly
varying normal stress based on the non-zero bending moment at that location. The exact solution for the displacement
field is provided in Hughes [19] which assumes linear isotropic elasticity.
Six different meshes at various levels of refinement are considered. Figure 7 shows the coarsest, with 128 ele-
ments, and the finest, with 1790 elements. For comparison, the same numerical simulations were performed using
the standard constant strain triangle (CST) finite element. All the computations were carried out under plane strain
conditions, with a Poisson’s ratio of 0.3. Figure 8 presents the results of the convergence study. The relative error
between the numerical calculation and the exact solution is plotted as a function of the inverse of the square root of
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Figure 4.3: Coarsest (top) and finest (bottom) mesh used for the conver-
gence study.
exact solution is plotted as a function of the inverse of the square root of the number
of elements (N 1/2), which is proportional to the characteristic element size. The
results for total elastic energy and tip displacement are shown in Figs. 4.4a and b,
respectively.
In the log-log plots of Figs. 4.4a and b, the slope of the line segments provide
a measure of the convergence rate. For strain energy, the average convergence rates
for the DCM and CST, respectively, are 1.76 and 1.99, and for tip displacement
they are 1.88 and 2.02. The theoretical convergence rate for the CST is 2 for both
strain energy and tip deflection. Although the convergence rates are comparable,
the DCM outperforms CST in terms of accuracy. The CST error in both strain
energy and tip deflection is one order of magnitude higher than the DCM error. In
terms of energy, for example, the DCM error ranges from 0.9% to 0.08% (coarsest
to finest mesh), whereas the CST error ranges from 10% to 0.8%.
Figure 7: Coarsest (top) and finest (bottom) mesh used for the convergence study.
the number of elements (N1/2), which is proportional to the characteristic element size. The results for the total elastic
energy and the tip displacement are shown in Figures 8a for both DCM and Constant Strain Triangle (CST) finite
element.
In the log-log plots of Figures 8a, the slope of the line segments provide a measure of the convergence rate. For
the strain energy, the average convergence rates for the DCM and CST, respectively, are 1.62 and 1.99, and for the
tip displacement they are 2.1 and 2.02. The theoretical convergence rate for the CST is 2 for both strain energy and
tip deflection. Although the convergence rates are compara le, the DCM outperforms CST in terms of accuracy. The
CST error in both strain energy and tip deflection is one order of magnitude hi her than the DCM error. In terms of
energy, for example, the DCM error ranges from 0.38% to 0.06% (coarsest to finest mesh), whereas the CST error
ranges from 10% to 0.8%. It must be mentioned, however, that each node in the DCM has one degree of freedom,
the rotation, more than its counterpart in the CST. This additional degree of freedom results in higher computational
cost for DCM compared to classical FEM. The tip displacement and the strain energy errors are plotted versus total
number of degrees of freedom for both DCM and FEM simulations in Figure 8b in log-log axes. One can see that
as the total number of DOFs increases, the error values decrease (DOFs axis is reversed). It can bee seen that for
approximately equal number of elements, total number of DOFs for DCM is higher than CST. However, the accuracy
remains higher than CST for the same number of DOFs.
6. Cohesive Fracture Propagation
The convergence study presented in the previous section demonstrates that the DCM performs very well in the elastic
regime. However, the most attractive feature of this method is the ability of easily accommodating the displacement
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Figure 8: Convergence Study of the cantilever beam regarding beam tip displacement error and total strain energy error.
discontinuity associated with fracture without suffering from the typical shortcomings of the classical finite element
method, the limitations of typical particle models, or the complexity and the high computational cost of advanced
finite element formulations. In this section a simple isotropic damage model is introduced in the DCM framework in
order to simulate the initiation and propagation of quasi-brittle fracture.
6.1. Formulation
According to the classical damage mechanics and the DCM formulation for elasticity presented above, in a damaged
material the facet tractions t f N and t f M can be calculated as:
t f N = (1 − D f )
[EV − ED
3αvΩe
∑
f
A fw f N +
EDw f N
` f
]
; t f M = (1 − D f )
[EDw f M
` f
]
(45)
where D f is the damage parameter related to the facet f . The evolution of the damage parameter is assumed to be
governed by a history variable, the facet maximum effective strain, εmaxf , characterizing the overall amount of straining
that the material has been subject to during prior loading:
D f = 1 − εt
εmaxf
exp
[− < εmaxf − εt >
ε f F
]
(46)
where 〈x〉 = max(0, x), εt is a material parameter representing the strain limit which governs the onset of damage, and
ε f F governs the damage evolution rate. The maximum effective strain εmaxf that is used for each facet at each compu-
tational step is equal to the maximum principal strain ε f I that the facet has experienced through the loading process.
This value is compared to εt to distinguish facet elastic behavior from the the nonlinear case. ε f I is the maximum
eigenvalue of the facet strain tensor whose components can be derived in terms of facet normal ε f N , tangential ε f M ,
and volumetric εV strains as discussed in Section 5.2 and presented in details in Appendix A.
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4.5.1 Quasistatic Fracture
In this section, the simulation of direct tensile tests and three-point bending
tests on notched specimens under quasistatic loading is carried out. The specimens
are 120 ⇥ 300 mm rectangular panels with out-of-plane thickness of 80 mm. The
notch is one third of the panel depth (120/3 = 40 mm) with a width equal to 12 mm.
As shown in Fig. 4.5, the notch tip is assumed to be semicircular in order to avoid
unrealistic singularities in the stress distribution which might lead to premature
crack initiation and propagation. For both the tensile and the three-point bending
tests, the assumed material model parameters are: "t =  t/E = 6.7 ⇥ 10 5, with
tensile strength  t = 2 MPa, and Young’s modulus E = 30 GPa; and material
characteristic length lt = 0.7 m, which corresponds to a mesoscale fracture energy
of approximately 47 N/m.
Figure 4.5: Quasistatic fracture tests: a) direct tension; b) three-point
bending.
The direct tensile test is performed by constraining the boundary nodes on
the left side of the specimen and by applying an increasing displacement to the
nodes on the right side of the specimen (Fig. 4.5a). Figure 4.6 reports the nominal
stress versus applied displacement curves for three di↵erent mesh resolutions and,
for comparison, a discrete cohesive crack simulation. For the discrete cohesive crack
simulation, the crack path is assumed a priori to be along the symmetry axis of
the specimen, and is the same technique used and discussed in Chapter 2. The
nominal stress is defined as  N = P/Db [7], where P is the overall applied load
(a) (b) 
Figure 9: Quasi-Static fracture tests (a) Direct tension test. (b) Three point bending test.
In order to ensure convergence upon mesh refinement and to avoid spurious mesh sensitivity, one can define
ε f F =
εt
2
(
`t
` f
− 1
)
(47)
where `t = 2EGt/σ2t is Hillerborg’s characteristic length, which is assumed to be a material parameter. σt and Gt
are the elastic limit stress and fracture energy, respectively. In order to demonstrate the ability of DCM to simulate
cohesive fracture with this simple two-parameter model, several different fracture analyses will be summarized in the
following sections. Included will be examples of quasi-static fracture, dynamic crack propagation, and fragmentation.
6.2. Numerical results
Multiple numerical tests are carried out to check the efficiency and robustness of the established framework. Quasi-
Static and dynamic fracture simulations are performed.
6.3. Quasi-Static Fracture
In this section, the simulation of direct tensile tests and three-point bending tests on notched specimens under quasi-
static loading is carried out. The specimens are 120×300 mm rectangular panels with out of plane thickness of 80
mm. The notch is one third of the panel depth, 40 mm, with a width equal to 12 mm. As shown in Figure 9, the
notch tip is assumed to be semicircular in order to avoid unrealistic singularities in the stress distribution which might
lead to premature crack initiation and propagation. For both the tensile and the three-point bending tests, the assumed
material model parameters are: εt = σt/E = 6.7 × 10−5, tensile strength σt = 2 MPa, Young’s modulus E = 30 GPa;
and material characteristic length `t = 0.7 m, which corresponds to a fracture energy of approximately 47 J/m2.
The direct tensile test is performed by constraining the boundary nodes on the left side of the specimen and by
applying an increasing displacement to the nodes on the right side of the specimen, see Figure 9(a). In order to
investigate the mesh size dependency of the solution, three different average element size in the zone of the notch of
4, 2, and 1 mm for the coarse, medium, and fine meshes, respectively, are considered and shown in Figure 10.
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In this section, the simulation of direct tensile tests and three-point bending
tests on notched specimens under quasistatic loading is carried out. The specimens
are 120   300 mm rectangular panels with out-of-plane thickness of 80 mm. The
notch is one third of the panel depth (120/3 = 40 mm) with a width equal to 12 mm.
As shown in Fig. 4.5, the notch tip is assumed to be semicircular in order to avoid
unrealistic singularities in the stress distribution which might lead to premature
crack initiation and propagation. For both the tensile and the three-point bending
tests, the assumed material model parameters are:  t =  t/E = 6.7   10 5, with
tensile strength  t = 2 MPa, and Young’s modulus E = 30 GPa; and material
characteristic length lt = 0.7 m, which corresponds to a mesoscale fracture energy
of approximately 47 N/m.
Figure 4.5: Quasistatic fracture tests: a) direct tension; b) three-point
bending.
The direct tensile test is performed by constraining the boundary nodes on
the left side of the specimen and by applying an increasing displacement to the
nodes on the right side of the specimen (Fig. 4.5a). Figure 4.6 reports the nominal
stress versus applied displacement curves for three di erent mesh resolutions and,
for comparison, a discrete cohesive crack simulation. For the discrete cohesive crack
simulation, the crack path is assumed a priori to be along the symmetry axis of
the specimen, and is the same technique used and discussed in Chapter 2. The
nominal stress is defined as  N = P/Db [7], where P is the overall applied load
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Figure 9: Quasi-Static fracture tests (a) Direct tension test. (b) Three point bending test.
(a) (b)
(c)
Figure 10: Notched specimens with three di↵erent element sizes in the notch zone (a) Coarse (b) Medium (c) Fine.
are plotted in Figure 11a. The crack pattern shown in this figure is relevant to the applied displacement at the end
of the loading process (0.06 mm, see Figure 11b). The nodal displacements in Figure 11a have been amplified
by 50 to clearly visualize the crack that develops from the notch tip and towards the upper edge of the specimen.
All curves reported in Figure 11b have an initial elastic tangent followed by a nonlinear hardening branch up to a
certain peak load. Afterwards, the behavior is characterized by a softening response with decreasing load carrying
capacity for increasing end displacement. One can observe that the DCM responses for di↵erent mesh configurations
matches very well which confirms convergence and mesh insensitivity of the DCM framework obtained with the
simple regularization in Equation 47.
Spurious mesh sensitivity which is characterized by mesh dependent energy dissipation and lack of convergence is
the typical problem of the tensorial constitutive equations for softening materials when not properly regularized [39].
Classical numerical techniques such as finite element method that employs these type of constitutive equations result
in more brittle response as a finer mesh is utilized. DCM solves this problem by introducing a length type variable ` f ,
the local distance between the two nodes, into the vectorial constitutive equations defined on each facet, Equations 47.
Therefore, the constitutive equations for any generic facet vary with the edge length between the two corresponding
Figure 10: Notched specimens with three differ t l t i i t e notch zone (a) Coarse (b) Medium (c) Fine.
Figure 11b reports the nominal stress versus applied displacement curves for three different mesh resolutions. The
nominal stress is defined as σN = P/Db, where P is the overall applied load corresponding to a certain displacement.
D and b are the specimen width and thickness, respectively. Cracked specimens with different mesh resolutions
are plotted in Figure 11a. The crack pattern shown in this figure is relevant to the applied displacement at the end
of the loading process (0.06 mm, see Figure 11b). The nodal displacements in Figure 11a have been amplified
by 50 to clearly visualize the crack that develops from the notch tip and towards the upper edge of the specimen.
All curves reported in Figure 11b have an initial elastic tangent followed by a nonlinear hardening branch up to a
certain peak load. Afterwards, the behavior is characterized by a softening response with decreasing load carrying
capacity for increasing end displacement. One can observe that the DCM responses for different mesh configurations
matches very well which confirms convergence and mesh insensitivity of the DCM framework obtained with the
simple regularization in Equation 47.
Spurious mesh sensitivity which is characterized by mesh dependent energy dissipation and lack of convergence is
the typical problem of the tensorial constitutive equations for softening materials when not properly regularized [39].
Classical numerical techniques such as finite element method that employs these type of constitutive equations result
in more brittle response as a finer mesh is utilized. DCM solves this problem by introducing a length type variable ` f ,
the local distance between the two nodes, into the vectorial constitutive equations defined on each facet, Equations 47.
Therefore, the constitutive equations for any generic facet vary with the edge length between the two corresponding
nodes, which yields to a mesh independent global response for different mesh configurations. Fracture energy, energy
consumed per unit area of the formed crack, is equal to the area under the curves in Figure 11(b), which means all the
three simulations show the same fracture energy. The simulations were not carried out until the applied load dropped
to zero, and so only partial estimates of the total energy consumption relevant to complete material separation can be
made. For the performed DCM simulations, consumed energies are calculated as 45.7, 46.5, and 46.9 J/m2 for the
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Figure 11: (a) Cracked specimens with di↵erent mesh resolutions. (b) Nominal stress versus the right edge displacement.
Therefore, the constitutive equations for any generic facet vary with the edge length between the two corresponding
nodes, which yields to a mesh independent global response for di↵erent mesh configurations. Fracture energy, energy
consumed per unit area of the formed crack, is equal to the area under the curves in Figure 11(b), which means all the
three simulations show the same fracture energy. The simulations were not carried out until the applied load dropped
to zero, and so only partial estimates of the total energy consumption relevant to complete material separation can be
made. For the performed DCM simulations, consumed energies are calculated as 45.7, 46.5, and 46.9 J/m2 for the
coarse, medium, and fine meshes, respectively. As noted above the material property used for all simulations was
relevant to a fracture energy of Gt ⇡ 47 J/m2. These positive results provide some quantitative evidence regarding
convergence, and proper energy consumption independent of mesh refinement of DCM.
The configuration for the three-point bending test is shown in Figure 9(b). The bottom left corner of the specimen
is constrained both vertically and horizontally, whereas the bottom right corner is constrained only in the vertical
direction (classical pin-roller boundary conditions for simply supported beams). The load is applied by gradually
increasing the displacement of a few boundary nodes located on the top side of the specimen, centered at the specimen
axis of symmetry. Similar to the case of direct tension, the obtained results are reported in terms of nominal stress
versus applied displacement for the three mesh resolutions.
Cracked specimens at the end of the loading process (0.12 mm, see Figure 12(b)) are depicted in Figure 12(a).
Due to the bending character of these simulations, the stress profile and the crack opening displacement along the
crack are not uniform. Nominal stress versus the applied displacement for the three simulations are plotted in Figure
12(b). The results display once again that the DCM solution is convergent upon mesh refinement and spurious mesh
sensitivity does not take place.
Figure 11: (a) Cracked speci ens with different esh resolutions.(b) Nominal stress versus the right edge displacement.
coarse, medium, and fine meshes, respectively. As noted above the material proper y used for all simulations was
rel vant to a fracture energy of Gt ≈ 47 J/m2. These positive results provide some q an tative evidence r garding
convergence, a d proper energy consumption independent of mesh refinement of DCM.
The configuration for the three-point bending test is shown in Figure 9(b). The bottom left corner of the specimen
is constrained both vertically and horizontally, whereas the bottom right corner is constrained only in the vertical
direction (classical pin-roller boundary conditions for simply supported beams). The load is applied by gradually
increasing the displacement of a few boundary nodes located on the top side of the specimen, centered at the specimen
axis of symmetry. Similar to the case of direct tension, the obtained results are reported in terms of nominal stress
versus applied displacement for the three mesh resolutions.
Cracked specimens at the end of the loading process (0.12 mm, see Figure 12(b)) are depicted in Figure 12(a).
Due to the bending character of these simulations, the stress profile and the crack opening displacement along the
crack are not uniform. Nominal stress versus the applied displacement for the three simulations are plotted in Figure
12(b). The results display once again that the DCM solution is convergent upon mesh refinement and spurious mesh
sensitivity does not take place.
6.4. Dynamic Fracture and Fragmentation
6.4.1. Bar End-Spalling Fragmentation Test
An end-spalling fragmentation experiment is carried out on a two dimensional bar of 1 m height × 10 mm length
and 1 mm thickness under plane stress condition. The bar is subjected to a sinusoidal velocity impulse with peak value
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Figure 12: Cracked specimens with di↵erent mesh resolutions. (b) Nominal stress versus applied displacement.
sensitivity does not take place.
6.4. Dynamic Fracture and Fragmentation
6.4.1. Bar End-Spalling Fragmentation Test
An end-spalling fragmentation experiment is carried out on a two dimensional bar of 1 mm height ⇥ 10 mm length
and 1 mm thickness under plane stress condition. The bar is subjected to a sinusoidal velocity impulse with peak value
of 60 m/s and 1 µs duration time. In this study, the assumed material properties are:  t = 844 MPa, E = 190 GPa,
material characteristic length `t = 0.012 m which corresponds to a fracture energy of 2.2 ⇥ 104 J/m2, material density
⇢ = 8000 kg/m3, and the Poisson’s ratio ⌫ = 0.30. The horizontal velocity component of the nodes located vertically
at mid-height of the bar is plotted along the bar (Figure 13). One can see that the velocity impulse travels undisturbed
across the bar, see time steps 1, 1.5, and 2 µs, while the magnitude of the wave doubles as it reaches the right end due
to the interaction with the free-end boundary condition, see time step 2.5 µs in Figure 13. One can calculate that the
velocity impulse moves across the specimen at an approximate velocity of 5000 m/s, which corresponds closely to
the basic equation for one dimensional wave propagation velocity v =
p
E/⇢ which results in a velocity of 4874 m/s.
In terms of stress, the traveling wave applies a compressive stress on the bar before arriving at the free-end, where
the stress reverses from compression to tension. The generated tensile stress overcomes the tensile strength of the
material, and end-spalling fragmentation begins. One can see that the wave moving back through the bar is no more
sinusoidal which is due to the engendered material nonlinearity, see time steps 2.75 and 3.5 µs. More detailed analysis
of the problem under consideration reveals that actually a bi-axial strain state is generated through the specimen due to
Figure 12: (a) Cracked specimens with different mesh resolutions. (b) Nominal stress versus applied displacement.
of 60 m/s and 1 µs duration time. In this study, the assumed material properties are: σt = 844 MPa, E = 190 GPa,
material characteristic length `t = 0.012 m which corresponds to a fracture energy of 2.2 × 104 J/m2, material density
ρ = 8000 kg/m3, and the Poisson’s ratio ν = 0.30. The horizontal velocity component of the nodes located vertically
at mid-height of the bar is plotted along the bar (Figure 13). One can see that the velocity impulse travels undisturbed
across the bar, see time steps 1, 1.5, and 2 µs, while the magnitude of the wave doubles as it reaches the right end due
to the interaction with the free-end boundary condition, see time step 2.5 µs in Figure 13. One can calculate that the
velocity impulse moves across the specimen at an approximate velocity of 5000 m/s, which corresponds closely to
the basic equation for one dimensional wave propagation velocity v =
√
E/ρ which results in a velocity of 4874 m/s.
In terms of stress, the traveling wave applies a compressive stress on the bar before arriving at the free-end, where
the stress reverses from compression to tension. The generated tensile stress overcomes the tensile strength of the
material, and end-spalling fragmentation begins. One can see that the wave moving back through the bar is no more
sinusoidal which is due to the engendered material nonlinearity, see time steps 2.75 and 3.5 µs. More detailed analysis
of the problem under consideration reveals that actually a bi-axial strain state is generated through the specimen due to
the Poisson’s effect results in the presence of lateral straining. In turn, this leads to inclined principal strain directions
and, consequently, inclined cracks (see Figure 14) since crack initiation and propagation are simulated with the strain
dependent damage model discussed earlier.
Figure 14 shows the fracture pattern of the bar at different time steps namely 3.6, 4, and 4.4 µs. One can see
that a localized fracture takes place at the bar end and evolves into total separation of the right end once the fracture
energy of the material is completely overcome. Contour of the damage parameter D f is also illustrated in Figure 17,
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Figure 13: Nodal velocity versus bar longitudinal space at different time steps.
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Figure 14: Fracture pattern and damage variable D f contour of a bar under sinusoidal velocity impulse at failure.
which confirms the fracture pattern occurred at the bar end. In addition, one can notice that the crack propagates
vertically at the center of the bar, while it deviates as it moves towards the cross section edges. This can be explained
by the fact that the bi-axial effect is more pronounced over the areas away from the center of the bar. In Figure 15,
maximum effective strain experienced by each facet εmaxf normalized by εt = σt/E = 4.4 × 10−3 is plotted at different
time instants. 1.35, 1.8, and 2.25 µs are instants during which the compressive wave travels through the bar before
reaching the free-end, while 2.7, 3.6, and 4.5 µs are after the signal reaches the free-end and leads to a tensile wave.
One can see that at 1.35, 1.8, and 2.25 µs, εmaxf /εt < 1 for all facets, which implies that all facets stay in the elastic
regime. At 2.7 µs, which is just after the signal reaches the free-end, and the compressive wave converts into tensile
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Figure 15: εmaxf /εt ratio contour at different time instants.
one, εmaxf /εt > 1 at the end of the bar where nonlinearity starts to develop. At 3.6 and 4.5 µs, damage localizes, and
εmaxf /εt contour corresponds to the specimen fracture pattern depicted in Figure 14.
Ratio of the horizontal component facet stress tensor σ f ,11 to σt is plotted in Figure 16 at the same time instants as
the ones considered in Figure 15. One can clearly see the propagation of the compressive wave through the specimen
at 1.35, 1.8, and 2.25 µs, and its conversion to tensile wave at 2.7 µs. At 4.5 µs, it can be observed that the stress value
on the facets around which fracture takes place is approximately zero, which corresponds to the bar splitting type of
failure pattern.
6.4.2. Edge Cracked Plate under Velocity Impulse
In this section, a classical dynamic crack propagation test is simulated. The reference experimental data is relevant
to maraging steel [40], which shows high tensile strength and brittle behavior when subjected to high strain rate. A
schematic representation of the test configuration is shown in Figure 17, in which one can see a projectile impacting
the central part of an unrestrained double notched specimen. The plate has a 10 mm out-of-plane thickness. Plane
stress condition can be assumed for the DCM analysis. By using the symmetry of the problem, half of the specimen
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Figure 16: σ11/σt ratio contour at different time instants.
is modeled and appropriate boundary conditions, horizontal nodal displacement and nodal rotation equal to zero, are
enforced on the line of symmetry. Kalthoff and Wrinkler [40] investigated the effect of the projectile velocity on the
failure mechanism: a brittle failure with a crack at an angle of −70◦ was observed for the case of low impact velocity
(32 m/s), see Figure 17. In the current example, a velocity of 16 m/s is applied at the impacted nodes, and this impulse
is kept constant to the end of the simulation. The velocity of 16 m/s is selected because the elastic impedance of the
projectile and the specimen are considered to be equal. Material properties considered in the DCM simulations are
the same as the ones used in Section 6.4.1.
Belytschko et al. [41] simulated this experiment using the continuum based model XFEM for quasi-brittle fracture,
which is considered here as reference to discuss the DCM performance. To investigate the mesh dependency of the
DCM results, a fine and a coarse mesh with element edge of ∼0.65 mm (50573 elements) and ∼1 mm (22437 elements)
are considered. The initial vertical notch is simulated with 1.5 mm width, and the time step used in the explicit
integration scheme is 0.02 µs. The velocity impulse applied to the DCM boundary nodes generates a compressive
wave in the central part of the specimen, which propagates until it reaches the notch tip. At this point, significant
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4.5.2 Dynamic Crack Propagation and Fragmentation
In this section, a classical dynamic crack propagation test is simulated. The
analyzed experimental data is relevant to maraging steel, which has high tensile
strength and brittle behavior when subject to high strain rates. A schematic of
the test configuration is shown in Fig. 4.10, in which one can see a cylindrical
projectile impacting the central part of an unrestrained double-notched specimen.
The original experimental paper [102] does not report the out-of-plane thickness of
the specimens. Sketches included therein show the plates to be thin relative to the
in-plane dimensions of 100 x 200 mm. Therefore, a 2D plane stress analysis can be
assumed, and a nominal thickness of 10 mm was assumed for the DCM analyses.
Also, the numerical simulations utilized the line of symmetry and only one half of
the plate is modeled. At the axis of symmetry both horizontal nodal displacements
and nodal rotations are set to zero.
Figure 4.10: Dynamic fracture propagation: Kaltho↵-Winkler test geom-
etry and experimental results.
Various projectile velocities were investigated in Kaltho↵ and Winkler [102],
and for moderate velocities of approximately 32 m/s brittle fracture was observed
with a crack path at an average inclination of about 70o from the axis of the pre-
existing notch, as shown in Fig. 4.10. These experiments have been simulated using
continuum based models for quasibrittle fracture, and in order to be able to compare
the performance of DCM, the simulations using XFEM in Belytschko et al. [95] were
Figure 17: Experimental set up for edge cracked plate under velocity impulse.
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(a) 32 µs (b) 40 µs (c) 48 µs
(d) 56 µs (e) 64 µs
Figure 18: Fracture mode of the fine mesh edge cracked plate under impulsive load test.
which is captured by the XFEM simulations. In addition, DCM is able to capture micro cracks developing from the
main crack faces, as it can be seen in Figures 19 and 21, while this is not captured by other approaches. It is also
worth noting that the computational cost of methods like XFEM increases as the crack propagates because additional
DOFs must be inserted to capture the displacement discontinuity. This is not the case for DCM which is characterized
by the same number of DOFs in the elastic and fracturing regimes.
6.4.3. Dynamic Crack Branching
A final benchmark fracture problem simulated by DCM in this section involves dynamic crack propagation and crack
branching. Figure 22 shows a schematic representation of the test configuration. A pre-notched rectangular panel is
subjected to a uniform traction applied as a step function on the two edges parallel to the notch. This experiment has
been simulated computationally by other authors [42, 43], and related experimental results were reported by di↵erent
researchers [44, 45]. Ramulu and Kobayashi [44] observed experimentally that a major crack starts to propagate from
the notch tip to the right, which branches into two cracks at a certain point during the experiment, see Figure 22 for
the sketch of the experimental result. The DCM parameters used in this test are:  t = 3.1 MPa, E = 32 GPa; material
characteristic length `t = 0.02 m, which corresponds to a fracture energy of approximately 3 J/m2; material density
Figure 18: Fracture mode of the fine mesh edge cracked plate under impulsive load test.
shear strains develop leading to high principal tensile strains and crack initiation at the left side of the notch tip.
Subsequently, crack propagates towards the left boundary of the specimen.
Figure 18 shows crack initiation and propagation in different time steps for the fine mesh case. The average crack
propagation angle with the horizontal axis at the time step 56 µs is 69◦ which compares very well with experimental
result 70◦. At this time, a localized damage whi h leads to fracture takes place on the top right boundary of the
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Figure 19: Damage parameter contour of the fine mesh edge cracked plate under impulsive load test.
specimen, and the generated crack propagates towards the notch tip. This is due to the reflection of the compressive
wave from the top right boundary and is also reported by Belytschko et al. [41] in their XFEM simulations. The
propagating crack tends to become horizontal at the end of the simulation, see Figure 18e, as the localized fracture
occurs and propagates on the top right boundary. This can also be related to the strain based failure criteria employed
in DCM model and the simple damage model used in constitutive behavior of the material. Damage coefficient D f
contours of the fine mesh simulation are plotted in Figure 19, which clearly shows two highly localized damaged areas
corresponding to the fracture pattern depicted in Figure 18.
Figures 20 and 21 shows the fracture pattern and damage coefficient contour at different time steps for the coarse
mesh simulations, respectively, which agrees well with the fine mesh results. Average crack propagation angle with
the horizontal axis at the time step 56 µs is 68◦, and the crack tends to propagate horizontally as fracture occurs
and develops from the top right boundary. DCM performs more accurately compared to the XFEM [41] in terms of
predicting the crack propagation angle. However, the crack does not develop on the same path to the end of the test,
which is captured by the XFEM simulations. In addition, DCM is able to capture micro cracks developing from the
main crack faces, as it can be seen in Figures 19 and 21, while this is not captured by other approaches. It is also
worth noting that the computational cost of methods like XFEM increases as the crack propagates because additional
26
G. Cusatis et Al. / Computer Methods in Applied Mechanics and Engineering 00 (2016) 1–34 28
(a) 32 µs (b) 40 µs (c) 48 µs
(d) 56 µs (e) 64 µs
Figure 20: Fracture mode of the coarse mesh edge cracked plate under impulsive load test.
relationship between facet tractions t f and facet openings w f . For classical particle models, in which rigid particles
are connected by springs, this relationship can be expressed as t f N = ENwfN/` f and t f M = ETwfM/` f , where EN and
ET are the normal and tangential elastic sti↵nesses, respectively. DCM constitutive laws, Equation 45, are consistent
to the ones for particle models if one sets EV = ED and ET = ED. These conditions correspond to an elastic material
with zero Poisson’s ratio [21]. By properly setting the ratio between the normal and tangential sti↵nesses, particle
models can simulate an average non-zero Poissons ratio (average in the sense that Poisson’s ratio is defined by ana-
lyzing a finite, as opposed to an infinitesimal, volume of material). In this case, however, particle models feature an
intrinsic heterogeneous response even for load configurations that produce uniform strain fields according to contin-
uum theory [21]. In conclusion, for non-zero Poisson’s ratio the two formulations are fundamentally di↵erent and the
key di↵erence is that DCM accounts for the orthogonality of the deviatoric and volumetric deformation modes while
classical particle models do not.
It must be mentioned here that the heterogeneous response of particle models is not necessarily a negative property
and, actually, it is critical for their ability to handle automatically strain localization and crack initiation [24, 25]. It
must be kept in mind, however, that in this case the size of the discretization cannot be user-defined but must be
linked to the actual size of the material heterogeneity. Only under this condition can one consider the heterogeneous
Figure 20: Fracture ode of the coarse esh edge cracked plate under impulsive load test.
DOFs must ins rted to capture the displacement discontinuity. This is not the case for DCM which is characte ized
by the sam numbe of DOF in the elastic and fractu ing regimes.
6.4.3. Dynamic Crack Branching
A final benchmark fracture problem simulated by DCM in this section involves dynamic crack propagation and crack
branching. Figure 22 shows a schematic representation of the test configuration. A pre-notched rectangular panel is
subjected to a uniform traction applied as a step function on the two edges parallel to the notch. This experiment has
been simulated computationally by other authors [42, 43], and related experimental results were reported by different
researchers [44, 45]. Ramulu and Kobayashi [44] observed experimentally that a major crack starts to propagate from
the notch tip to the right, which branches into two cracks at a certain point during the experiment, see Figure 22 for
the sketch of th experimental result. The DCM parameters used in this test are: σt = 3.1 MPa, E = 32 GPa; material
characteristic length `t = 0.02 m, which c rr sp nds to a fracture energy f approximately 3 J/m2; material density
ρ = 2500 kg/m3; Po sson’s ratio ν = 0.2. The appli d traction is σ0 = 1 MPa.
Crac initiation and propagation at different tim teps of the DCM simulatio is illustrate in Figure 23(a-e)
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Regarding the definition of the Normal component of facet displacement jump wfN = "fN`f and using
the Equation A.1, volumetric strain definition can be written as
"V =
P
k AfwfN
3⌦e
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AfwfN +
inX
k
AfwfN
◆
(A.2)
in which the first and second summations are done over the element out of plane and in plane facets,
respectively. The summation over the out of plane facets can be written as
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Figure 21: Damage parameter contour of the coarse mesh edge cracked plate under impulsive load test.
104
of the test configuration. A pre-notched rectangular panel is subject to a uniform
traction applied as a step function to the two edges parallel to the notch. Ex-
periments of this type have been performed by many researchers [103], and the
approximate experimental results shown in Fig. 4.14a were reported in Ramulu and
Kobayashi [104]. Similar to the Kaltho↵-Winkler test of Sect. 4.5.2, the material
and loading parameters utilized for the DCM simulation will be the same values
assumed for an XFEM simulation found in the literature so that the performance
of DCM can be compared. In Song [103], the parameters used were: "t =  t/E =
3.1 MPa / 32 GPa; material characteristic length lt = 0.02 m, which corresponds
to a mesoscale fracture energy of approximately 3 N/m; material density ⇢ = 2500
kg/m3; and applied traction  0 = 1 MPa.
Figure 4.14: Dynamic fracture, crack branching: a) test geometry and
experimental results; b) close-up of DCM results.
Figure 4.14b shows the deformed configuration of the rigid particles for the
DCM simulation. The crack branching that developed is similar to the fracture pat-
terns typically found for this test configuration [103]. A crack initiates at the notch
tip and propagates a short distance at an orientation parallel to the symmetry axis
of the configuration (orthogonal to the direction of principal tensile stress acting at
Figure 22: Dynamic crack branching: test geometry and experimental results.
through the damage parameter contours. One can see that the crack starts to propagate from the notch tip parallel
to the symmetry axis of the configuration on a straight path for a short distance, and it branches into two cracks
subsequently. The deformed configuration of the DCM simulation is plotted in Figure 23f, which agrees well with the
experimental results. Experimental observations also report that before the main branching occurs, minor branches
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Figure 18: Damage parameter contour of the coarse mesh edge cracked plate under impulsive load test
(a) 10 µs (b) 20 µs (c) 30 µs (d) 40 µs (e) 50 µs (f) 50 µs
Figure 19: (a-e) Damage of the crack branching test at di↵erent time steps (f) Fracture mode of the specimen
at the end of the simulation
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Figure 23: (a-e) Damage of the crack branching test at different time steps. (f) Fracture mode of the specimen at the end of the
simulation.
emerge from the main crack but only propagate on a short distance [44]. DCM is able to capture these minor branches
which can be seen in the damage variable contours in Figure 23.
7. DCM Versus Particle Methods
DCM and classical particle models are basically governed by the same set of algebraic equations expressing compat-
ibility and equilibrium. This naturally follows from the adoption of rigid body kinematics which is common to the
two approaches. The difference between the two methods lies in the formulation of the constitutive law, namely in the
relationship between facet tractions t f and facet openings w f . For classical particle models, in which rigid particles
are connected by springs, this relationship can be expressed as t f N = ENw f N/` f and t f M = ETw f M/` f , where EN and
ET are the normal and tangential elastic stiffnesses, respectively. DCM constitutive laws, Equation 45, are consistent
to the ones for particle models if one sets EV = ED and ET = ED. These conditions correspond to an elastic material
with zero Poisson’s ratio [21]. By properly setting the ratio between the normal and tangential stiffnesses, particle
models can simulate an average non-zero Poissons ratio (average in the sense that Poisson’s ratio is defined by ana-
lyzing a finite, as opposed to an infinitesimal, volume of material). In this case, however, particle models feature an
intrinsic heterogeneous response even for load configurations that produce uniform strain fields according to contin-
uum theory [21]. In conclusion, for non-zero Poisson’s ratio the two formulations are fundamentally different and the
key difference is that DCM accounts for the orthogonality of the deviatoric and volumetric deformation modes while
classical particle models do not.
It must be mentioned here that the heterogeneous response of particle models is not necessarily a negative property
and, actually, it is critical for their ability to handle automatically strain localization and crack initiation [24, 25]. It
must be kept in mind, however, that in this case the size of the discretization cannot be user-defined but must be
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linked to the actual size of the material heterogeneity. Only under this condition can one consider the heterogeneous
response of particle models to be a representation of the actual internal behavior of the material rather than a spurious
numerical artifact.
8. Conclusions
In this paper, the formulation of the Discontinuous Cell Method (DCM) has been outlined. A convergence study
in the elastic regime shows that DCM converges to the exact continuum solution with a convergence rate that is
comparable to that of constant strain finite elements, but with accuracy that is one order of magnitude higher. In
addition, numerical simulations show that DCM, with a simple two parameter isotropic damage model, can simulate
cohesive fracture propagation without the drawbacks of standard finite elements, such as spurious mesh sensitivity,
and without the complications of most recently formulated computational techniques. In addition, DCM successfully
simulated the crack branching which is observed in the experiment of a benchmark problem. Finally, DCM can
simulate the transition from localized fracture to fragmentation without mesh entanglement typical of finite element
approaches.
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Appendices
A. Facet Strain Tensor Calculation
Derivation of facet strain tensor components εi j in terms of facet normal ε f N , tangential ε f M and volumetric strains
εV are explained in this section for plane strain and stress problems. In both cases, one should solve a system of three
algebraic equations with three unknowns.
A.1. Plane Strain Problem
In plane strain problems, out of plane strain component ε33 = 0, and one should consider following system of equa-
tions
εV =
1
3
εii =
1
3
(ε11 + ε22)
ε f N = Ni jεi j = N11ε11 + 2N12ε12 + N22ε22
ε f M = Mi jεi j = M11ε11 + 2M12ε12 + M22ε22
(A.1)
where Ni j = nin j and Mi j = nim j are the two projection tensors that are calculated for each facet using its unit
normal ni and tangential mi vectors, subscript f is dropped for simplicity. Solution of the above system of equations
will yield to the following expressions for strain tensor components:
ε11 =
εMN12 − εNM12 + 3εV (M12N22 − N12M22)
M11N12 + M12N22 − M12N11 − M22N12
ε12 =
εN(M11 − M22) + εM(N22 − N11) − 3εV (M11N22 − N11M22)
2(M11N12 + M12N22 − M12N11 − M22N12)
ε22 =
εNM12 − εMN12 + 3εV (M11N12 − N11M12)
M11N12 + M12N22 − M12N11 − M22N12
(A.2)
These quantities are then used to calculate the strain tensor eigenvalues.
A.2. Plane Stress Problem
for the case of plane stress problems, out of plane strain component ε33 = −ν(ε11 + ε22)/(1 − ν) should be taken into
account. Therefore, the first equation in the system of equations A.1 should be revised as εV = εii/3 = (ε11 + ε22 −
33
ν(ε11 + ε22)/(1 − ν))/3, while the two other equations stay the same.
ε11 =
εMN12 − εNM12 + 3(1 − ν)/(1 − 2ν)εV (M12N22 − N12M22)
M11N12 + M12N22 − M12N11 − M22N12
ε12 =
εN(M11 − M22) + εM(N22 − N11) − 3(1 − ν)/(1 − 2ν)εV (M11N22 − N11M22)
2(M11N12 + M12N22 − M12N11 − M22N12)
ε22 =
εNM12 − εMN12 + 3(1 − ν)/(1 − 2ν)εV (M11N12 − N11M12)
M11N12 + M12N22 − M12N11 − M22N12
(A.3)
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