Abstract-The problem of controlling a variable-speedvariable-pitch wind turbine in non conventional operating points is addressed. We aim to provide a control architecture for a general active power tracking problem for the entire operating envelope. The presented control enables to cope with system non linearities while handling state and input constraints, and avoiding singular points. Simulations are carried out based on a 600 kW turbine parameters. Montecarlo simulation shows that the proposed controller presents a certain degree of robustness with respect to the system major uncertainties.
I. INTRODUCTION
The strong penetration of wind energy production has changed the role that wind farms have in taking into account the grid constraints as well as in ensuring the balance between production and demand. As a result, an adapted grid code for wind power generation establishes a set of grid connection technical requirements to meet. These are typically related to the voltage and reactive power control, frequency control, and fault ride-through capabilities (see [1] ). Wind turbines are nowadays required to be able to work in non conventional operating modes. On the one hand, this implies certain restrictions on the maximum power delivered to the grid, on the other hand, it opens a range of new possible services to which wind farms can participate. This is evidenced by [2] which considers the economic advantage of power curtailment as a possible alternative solution to the grid reinforcement for the integration of renewable energies. It follows a growing interest in employing new technologies, such as energy storage, and new methods of control in order to allow wind turbines to function out of the classic maximum power point tracking (MPPT) mode of operation. From a technical point of view the aforementioned requirements can be expressed as constraints on active and reactive power that wind turbines have to respect while maximizing the energy production. Since a great deal of applications (concerning frequency response, active power constraints, and power optimization), can be treated as a general problem of active power control, we decided to focus this paper on the control of aerodynamic power extraction of variable-speed-variable-pitch turbines, i.e. the problem of tracking a desired power reference signal. This choice is validated by the possibility to control active and reactive power independently, thanks to power electronic converters (e.g. [3] ).
As it is well known, two regions corresponding to different operating modes are distinguished in classic control of wind turbines (see [4] ): the first one, at low wind speed, consists in the MPPT algorithm, while the second one, at high wind speed, is concerned with stabilizing the power at its nominal value. To do so, according to the current value of wind speed, references for the turbine rotor angular speed and for the pitch angle are obtained via the static aerodynamic relation between the mentioned variables and the aerodynamic power. When the desired aerodynamic power is lower than its optimal value, different set points for the rotor angular speed and the pitch angle must be provided. Even though different strategies have been proposed in the literature for the choice of the latter (e.g. [5] , [6] ), in the most cases the control architecture is based on standard linear controllers such as PID (e.g. [7] ) and gain scheduling approaches (e.g. [8] ). [9] presents a nonlinear control to let transient power increase with respect to maximum aerodynamic power to sustain the grid in the case of low wind speed and fixed pitch angle. Concerning nonlinear control techniques applied to the turbine control for MPPT mode of operation or power limiting at high wind speed, plenty of strategies have been proposed. One can cite [10] , [11] , [12] . Nonetheless their extension to the more general active power control framework is not a trivial task. Moreover, to the extent of our knowledge, these approaches are conceived for well-defined modus operandi, again either MPPT or power limiting at high wind speed. Few works have treated the problem of nonlinear control for the entire operating envelope. [13] presents an approach based on switched linear systems and feedback linearization (FL) which enables the turbine to be controlled in all the regions of interest. Nevertheless, when operating at low wind speed the pitch angle is kept constant to its optimal value. This basically limits its employment for different power references than the optimal one.
In this paper we present a nonlinear control for active power tracking which is not confined to work in a specific region. The control approach is based on a combination of FL and model predictive control (MPC) and, to the best of our knowledge, it was never applied for the sake of wind turbine control. While MPC allows dealing with state and inputs constraints explicitly, FL enables solving an optimal control problem with nonlinear constraints and whose underlying dynamic system is made linear by the FL itself. In addition, under some approximations, the optimal problem can be made convex, or even quadratic (see [14] ). Eventually, we present a contribution concerning the treat of singular points in the FL framework. A singular point is a state of the system in which the relative degree is not well-defined. If FL technique is employed for, say, a tracking problem, and the system presents singular points, then the classic formulation of FL may not be applied. While in the literature approximate FL techniques, based on the work of [15] , exist to overcome this problem, we propose a novel approach based on avoiding the singular points rather than performing an approximate FL.
The paper is organized as follows. In Section II the wind turbine dynamic model is provided. The main control problem and its objectives are stated in Section III. In Section IV we present the proposed control architecture. We carry out simulations for different scenarios and Montecarlo simulation to test the proposed controller robustness in Section V. The paper ends with conclusions and future perspectives in Section VI.
II. WIND TURBINE MODELING
The wind turbine model describes the conversion from wind power to electric power. The wind kinetic energy captured by the turbine is turned into mechanical energy of the turbine rotor, turning at an angular speed ω r and subject to a torque T r . In terms of extracted power, it can be described by the nonlinear function
where ρ is the air density, R is the radius of the rotor blades, ϑ is the pitch angle, v is the equivalent wind speed as described by [16] , λ is the tip speed ratio given by λ = ω r R v . C p is the nonlinear power coefficient, typically provided in turbine specifications as a look-up table. In this work we make use of the CART (Controls Advanced Research Turbine) power coefficient, shown in [11] . Nonetheless, the following analytic approximation (see [17] ) is employed for the synthesis of the controller.
A drive train turns the slow rotor speed into high speed on the generator side, ω g . As in [10] , [11] , and [13] , we use a two-mass model represented in Fig. 1 , where J r is the rotor inertia, K s is the spring constant, D s is the damping coefficient, n g the gear ratio and J g the generator inertia. If we neglect the generator loss, then the electric power delivered to the grid is P e = T g ω g , where T g is the torque applied to the generator. The implicit dynamic model is then obtained as in [10] , and [13] 
where the state δ was introduced to describe the twist of the flexible drive train. Moreover the last two equations in (3) depict the dynamic of the system actuators (pitch angle and generator torque). Their dynamics are supposed to behave as first order systems. The controlled input of the system is u [ϑ r T g,r ] and its state vector is x [ω r ω g δ ϑ T g ] . It is easy to see that the system is affine in the control, i.e. of the formẋ
can be identified from equation (3) and h(x) T g ω g . Note that v acts as a disturbance and it makes the system time-varying for v is a function of time. The CART turbine parameters and their physical limitations are provided in [11] .
III. PROBLEM STATEMENT

A. Control Objectives
In standard conditions a wind turbine is controlled to extract the maximum power from the wind when operating below the rated power and to limit it when the wind power exceeds the turbine nominal one, P e,n . Note that the former is given by
There exist though some scenarios where it would be either preferable or even compulsory to track other power references. We can then define the main control objective as that of tracking a given electric power set point signal P * e (t). Nonetheless, for the sake of simplicity we will consider those scenarios which can involve a degradation of electric power with respect to its optimal or rated value, that is P * e (t) such that ∀t ≥ 0 : 0 ≤ P * e (t) ≤ min(P MPPT , P e,n )
However we can give some realistic examples that fall within this case:
• Power optimization in a wind farm when wake effect is considered, (e.g. [18] ).
• Downward active power reserve.
• Constraints on maximum power, imposed by the grid.
Since according to (1) , for a given P * e < P MPPT , the choice of (ω * r ,ϑ * ) that yields P * e is not unique, there exist different strategies to deload a wind turbine. They are typically based either on pitch control or on speed control (see [5] ). The former consists in keeping ω r at its optimal value ω r,opt , argument of equation (4), and modifying the pitch angle. The latter involves operating the turbine at increased rotor speed. This second approach seems to be preferable. Indeed, if the wind turbine has to be deloaded, part of the mechanical power P r can be used to increase the rotor speed. As a result, part of the undelivered energy to the grid can be stored in the rotor kinetic energy. In this paper we make use of the strategy proposed by [6] which allows the turbine to work at an optimal operating point with respect to the amount of kinetic energy of the rotating masses. When deloading needs to be performed the set points of (ω r ,ϑ ) are calculated using
ω r , subject to
B. Problem Formulation
Consider the system described by equation (3) . Given an effective wind speed signal v(t) and a time-varying reference trajectory of active power P * e (t) verifying (5) and such that it always exists an admissible solution (x s (t), u s (t)) to the following set of nonlinear equations.
We can define the control problem as that of finding the input vector u(t) that minimizes the distance between the system variables (x(t), u(t)) and the pair (x s (t), u s (t)), ∀t ≥ 0. Note that (7) has to be solved together with the solution of (6), thus yielding a unique solution. In addition, in this paper, we use an observer to determine, an estimation of the effective wind speed v, namelyv. This estimation is needed either when solving (7) and for the control design (Section IV).
IV. CONTROL DESIGN
The proposed controller is based on the composition of two techniques dividing the design in two phases: the FL and the MPC stage.
A. Feedback linearization stage
Reproducing the work of [10] , we employ FL to target the system non linearity. Indeed, since the dynamics associated to [x 2 x 3 x 4 x 5 ] is linear, this results in linearizing the relation between the input ϑ r and the rotor speed ω r . So, if we take x 1 as system output, the associated system relative degree is r = 2. Thus, by taking the coordinate transformation
we get the system written in the hybrid coordinateṡ
where the pair (A ξ , B ξ ) is controllable. Note that system (9) is not in the normal form, yet FL can still be applied (see [19] ). Transformation (8) preserves a physical meaning for the variables and this is helpful when designing a controller in cascade with FL. We chose to use FL to only eliminate the non linearities of the system, concentrated in the second row of system (9) . In particular we can write:
where a 2 is a row vector such that a 2 ξ collects all the linear-
where v ϑ is left as degree of freedom as in classic FL technique. The feedback linearized system is theṅ
where the pair (A, B) is controllable. The choice of (10) is motivated by two reasons: reducing the number of exact cancellations as they are intrinsically non robust, and avoiding non interactive control. Indeed if the term a 2 ξ was canceled by FL control, then the variable ξ 1 , which is the rotor speed ω r in the original coordinates, would be controlled only by v ϑ . However, being ϑ r limited in order to limit ϑ , this in turns results in constraints on v ϑ . Thus if we let decoupling, we implicitly affect the controllability of the system. Being a 2 a nonzero row, a connection between the input T g,r and the variable ξ 1 is kept.
B. Model predictive control stage
We now have to design a controller for linear system (11). The choice of MPC is mainly motivated by its capability to explicitly handle state and input constraints. System (11) is subject to the following constraints ω r,min ≤ ξ 1 ≤ ω r,max ; 0 ≤ ξ 3 , ξ 5 ; ϑ min ≤ ϑ r,FL ≤ ϑ max (12) Since the second component of (8) is a complex expression of the system variables, it is not easy to derive an analytic relation between ϑ and the new coordinates ξ . This is why, in (12), we choose to limit ϑ r to respect the constraints on ϑ . Even though this solution is conservative, if the constraints on ϑ r are satisfied, so they will be on ϑ through the fourth equation of (3).
In this framework, MPC is used to treat also another problem: avoiding the singular points. Before getting insight into the proposed solution, consider the following proposition.
Proposition 1: Consider a SISO system of the form
where
f h(x(t)) = 0 ∀t ≥ 0, i.e. the trajectory x(·) does not pass through singularities if and only if the following conditions are verified.
c.1.1 The system relative degree in x 0 is well-defined and equal to r ≤ n. 
, then, if the conditions of proposition 1 are verified, u is finite. Proposition 1 gives simple conditions under which a given trajectory of the state does not pass through points where the accessibility of the system is lost. A natural question is under which conditions such a trajectory exists. In particular we are interested in finding a trajectory connecting two given points while satisfying the conditions of proposition 1.
Fact 1: Consider system (13) , where x 0 respects condition c.1.1. Consider a given output y e and a corresponding equilibrium pair (x e , u e ), i.e. such that 0 = f (x e ) + g(x e )u e , h(x e ) = y e . If the following conditions are verified c.2.1 The system relative degree in x e is well-defined.
where Λ is defined as the set
Then, by definition of connected set, it always exists a curve γ such that x 0 , x e ∈ γ and γ ∈ Λ c , which implies L g L r−1 f h(x) = 0 ∀x ∈ γ. Fact 1 states that, under particular conditions, among all the possible curves connecting two given points, there always exists one which does not pass through singular points. Note that the conditions of fact 1 are necessary for the existence of a trajectory connecting two given points while avoiding singular points, i.e. a curve satisfying the conditions of fact 1 and system equations (13) .
The relative degree of the turbine (3) with respect to the output x 1 is not global. Namely, there exist points where β (ξ , ϑ , v) = 0. Nonetheless, by simulation, β appears to be negative-valued in the points of functioning of interest. In addition, numerical analysis shows that the domain in which β has negative value is connected, provided that ϑ > −1 • . Indeed ϑ = −1 • is a singularity for (2), so we limit ϑ to the range (−1 • , ϑ max ]. Moreover β (ξ , ϑ , v) = β (ξ 1 , ϑ , v) , i.e. it only depends on the variables ξ 1 , ϑ , and v and it can be further reduced to β (λ , ϑ ). This allows us to show that the couples (λ , ϑ ) such that β < 0, in the domain of interest, form a connected set. We name the latter Λ t , (see Fig. 2 ). By employing MPC, then, we have the tools to fall within the conditions of proposition 1 and fact 1 and use (10) to feedback linearize the system while avoiding singular points. We consider a discrete MPC for the discretization of linear system (11) . In the classic MPC formulation, at each time step a new steady state target is computed and it is kept constant during the whole prediction horizon. The control input is then calculated for the entire horizon based on the current state of the system and the steady state target. Only its first value is applied to the system. The process reiterates at the next step based on the new current state of the system and the new target. Provided that the system initial state satisfies c.1.1 and belongs to Λ t , we only need to verify that the target state belongs to Λ t too at each time step and to find a control that imposes c.1.2. In order to calculate the steady state target, note that ξ has a clear physical meaning thanks to the choice of (8) , and it is easy to find a steady state solution (ξ s , v ϑ ,s , T g,r,s ) for a given P * e and ω * r , (argument of (6)). Indeed, instead of solving the system of nonlinear equations (7), one can use
It is easy to see that (14) is a system of linear equations leading to a unique solution. We impose the following additional constraint to (12) so that c.1.2 is satisfied.
If (15) is satisfied then the new state is guaranteed to lie in Λ t . Note that we added a margin ε to (15), because of model-plant mismatch and disturbances.
We can now provide the MPC problem formulation which leads to the implicit control law κ(·) : ϑ , v,v) . The optimization problem to be solved at each time step j is defined as follows. (12), (15) ; ξ 3 ξ 5 ≤ 1.05 · P e,n + s, s ≥ 0 (16) where we named u MPC,s [v ϑ ,s T g,r,s ] , (ξ s , u MPC,s ) is the solution of (14), ∆u MPC (k) u MPC (k) − u MPC (k − 1), N is the prediction horizon, Q ξ ≥ 0, Q z , R, R ∆ > 0 are the weight matrices, and P is the positive definite matrix solution of the Riccati equation that solves the infinite-horizon LQR problem for the discretization of system (11) . Note that by proper choice of Q ξ we can keep variable ξ 4 , δ in the original coordinates, small. This in turns lets reduction of stress on the drive train. In addition we added a constraint (the last in (16)) to limit the maximum power to 1.05 · P e,n . In order to turn the latter in a soft constraint and to avoid problem infeasibility, we also added a slack variable s to the optimization problem and the corresponding weight r s . Furthermore, we enriched the MPC problem with an integral action, represented by the variable z, on the errors on ξ 3 and ξ 5 . This helps to keep the error on P e bounded in presence of disturbances and model-plant mismatch. Note that because of non-convex state dependent constraints in (16) we cannot conclude on the convexity of the optimization problem. However we can perform some approximations that render the optimization problem convex (see [14] ). In this paper we apply a linear approximation of the constraints, updated at each time step j in the current state, thus yielding the constraints of the form F j ξ + G j u MPC ≤ b j where the matrices F j , G j , and b j represent the linear approximation at the current time step j, i.e. valued in the current state. It describes a time-varying polytope, which is kept constant during the prediction horizon, and it makes the optimization problem quadratic. The MPC prediction horizon is chosen to be N = 3. Optimization problem (16) requires then a computational time of 4.9 ms 1 .
C. Control Scheme
The overall controller is summed up in Fig. 3 . Being the wind speed value not directly available, we employ a Kalman filter for the estimation of the effective wind speed and the system state, leading also to the wind speed derivative. The considered measured output is y [ω r ω g ϑ T g ] , with a zero-mean Gaussian measurement noise. We do not provide here the filter equations (refer to [11] ). The latter, together with the desired power reference P * e , is used to determine the controller set points via (6) and (14) . A first FL stage is employed to linearize the system via equation (10) . Constraints on MPC either assure the physical constraints of the turbine to be respected and prevent the system trajectories 1 Computations are carried on an Intel R Core TM i7-4790S, CPU @ 3.20 GHz, RAM of 16 Gb, with MATLAB R R2015a. to pass through singular points. Boundedness of the error in the state is assured by the closed-loop MPC.
V. SIMULATION RESULTS Simulations are carried out on system equations (3), where we used the real CART power coefficient showed in [11] . Being the control synthesis based on its analytic approximation (equation (2)), the latter represents a first modelplant mismatch. To show the main controller capabilities we propose the following simulation setup. A first simulation is concerned with two different scenarios, namely MPPT and power limiting, and deloaded operation mode. During 450 s the turbine is excited by a real wind speed signal, shown in Fig. 4 (blue-dotted) together with the effective wind estimation (red-continuous). Note that the turbine sweeps the whole range of possible operating points. Fig. 5(a) and Fig. 6(a) show that good performance is achieved for the main variables of interest: electric power P e , and rotor speed ω r (blue-continuous). In both figures the reference signal (red-continuous) is equal to the MPPT one (yellow-dotted) when it is below its nominal value and it is equal to the nominal value when above. In Fig. 5(b) and Fig. 6 (b) the simulation shows the turbine behavior when deloading is performed. During the first 300 s it is required to deload the power production of a factor of 0.4 with respect to the maximum available. After 300 s the reference is a maximum power allowed of 160 kW. Fig. 7 shows the system inputs: pitch angle and generator torque. Finally Fig. 8 let us verify how the system trajectories (blue dots) stay within the set Λ t allowing, by doing so, to avoid singular points. As a second simulation we employ Montecarlo method to test the controller robustness with respect to the variation of model parameters D s , K s , J r , and J g . We assign a uniform distribution to the latter, centered in their nominal value and we let them span an interval of ± 20% of their nominal value. 100 simulations are performed on a 600 s time basis. We let the turbine operate in classic MPPT/power limiting mode while being excited by a wind speed whose average is 12 m/s. Fig. 9 shows that the error on the electric power and the rotor speed have approximately the 99% of probability to lie in the grey area. Stability and performance are maintained with respect to parametric model-plant mismatch up to 20% of error.
VI. CONCLUSION A novel approach to control a wind turbine for the general problem of tracking a given power reference was presented. Composing the two well-known techniques of FL and MPC showed clear benefit when treating a nonlinear system subject to physical constraints. The proposed controller lets the accomplishment of two main tasks: working in classic MPPT/power limiting conditions for the entire operating envelope while allowing tracking of a general power reference when needed. Montecarlo simulation showed a certain degree of robustness, even though formal stability proof of the closed-loop was not provided. This will be object of near future work. In addition, being the pitch control activated for all the operating points, we aim to employ the proposed architecture for the task of reducing the turbine structural loads via Individual Pitch Control (IPC), as described in [20] . Eventually it is our intention to integrate the considered controller for the sake of controlling a wind farm.
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