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Abstract
When investigating the dynamics of an animal population, a primary objective is 
to obtain reasonable estimates of abundance or population size. This thesis concentrates 
on the problem of obtaining point estimates of abundance from capture-recapture data 
and on how such estimation can be improved by using the method of plant-capture.
Plant-capture constitutes a natural generalisation of capture-recapture. In a 
plant-capture study a pre-marked population of known size is added to the target 
population of unknown size. The capture-recapture experiment is then carried out on 
the augmented population.
Chapter 1 considers the addition of planted individuals to target populations 
which behave according to the standard capture-recapture model M q. Chapter 2
investigates an analogous model based on sampling in continuous time. In each of these 
chapters, distributional results are derived under the assumption that the behaviour of 
the plants is indistinguishable from that of members of the target population. Maximum 
likelihood estimators and other new estimators aie proposed for each model. The results 
suggest that the use of plants is beneficial, and furthermore that the new estimators 
perform more satisfactorily than the maximum likelihood estimators.
Chapter 3 introduces, initially in the absence of plants, a new class of estimators, 
described as coverage adjusted estimators, for the standard capture-recapture model 
M,j. These new estimators are shown, through simulation and real life data, to compare 
favourably with estimators that have previously been proposed. Plant-capture versions 
of these new estimators are then derived and the usefulness of the plants is 
demonstrated through simulation.
Chapter 4 describes how the approach taken in chapter 3 can be modified to 
produce a new estimator for the analogous continuous time model. This estimator is 
then shown through simulation to be preferable to estimators that have previously been 
proposed.
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Introduction
Capture-recapture methods can be used to estimate population size and other 
fundamental demographic variables. The most popular class of models that describe the 
behaviour of closed populations were first introduced as a set by Pollock(1974, 1976) 
and later more fully described in a wildlife monograph by Otis et al. (1978). Another 
important reference for this class of models is White et al. (1982). Each model within 
the class requires a sequence of t samples to be taken from the population. After each 
sample is taken animals within the sample not previously caught each receive a unique 
tag so that they can be recognised if recaptured in a later sample. After each sample is 
taken all animals are released. In each of their models Otis et al. (1978) allow the 
capture probabilities to vary due to time(t), due to heterogeneity (h) between the capture 
probabilities of the different animals, and due to a behavioural (b) response to the traps 
used. A total of eight possible models within this class results from the fact that each of 
these three factors can be present or absent. The sampling scheme considered within the 
Otis et al. (1978) monograph is referred to as discrete time sampling.
There is a continuous time sampling analogue of each of the models described 
by Otis et al. (1978), in which the population is under continuous observation for some 
period of time, with the animals being seen according to independent Poisson processes. 
For this continuous time sampling procedure one animal is seen at a time and animals 
seen for the first time receive a unique tag so that they may be subsequently recognised.
Plant-capture constitutes a natural generalisation of capture-recapture. In a 
plant-capture study a pre-marked population of known size is first added to the taiget 
population of unknown size. The capture-recapture experiment is then cairied out on 
the augmented population. Under the assumption that members of the planted 
population behave in an identical manner to those of the target population, one obtains, 
through sightings of the plants, additional information which can improve estimation of 
target population size.
This thesis concentrates on closed populations which behave according to two 
of the eight closed capture-recapture models described by Otis et al. (1978). The most 
basic model M q is considered in chapter 1, and the important heterogeneity model Mj,
is considered within chapter 3. While chapter 1 is largely concerned with the case 
where plants are present, the emphasis in chapter 3 is on proposing an improved class of 
estimators for the standard model Mj,.
The work contained within chapters 2 and 4, which considers the continuous 
time analogues of the models considered in chapters 1 and 3 respectively, could also be 
applied in a software reliability context where the population in question is one of errors 
or 'bugs' in a computer program.
Vlll
The assumption that members of the planted and target populations behave in an 
identical manner is central to most plant-capture methodology. Indeed one should only 
apply plant-capture methods when there are adequate grounds for believing that this 
assumption is a reasonable approximation to reality.
The use of plants to assist population size estimation has been considered in a 
number of quite different situations. Change-in-ratio methods have been widely used to 
estimate the abundance of animal populations, see Seber(1982, chapter 9). It was 
Kelker(1940) who first introduced the idea that the size of a wildlife population could 
be estimated from a knowledge of sex ratios before and after a differential kill of the 
sexes. Rupp(1966) recognised that the theory was still valid when the ratios are changed 
by the insertion of planted individuals. In a software reliability context the idea of 
introducing plants into the population prior to sampling has been considered by 
Mills(1972), and by Duran & Wiorkowski( 1981) who speak of ' deliberately seeding 
errors into the software’ prior to testing. Laska & Meisner(1993) have described how 
the U.S. Census Bureau used a plant-capture method in an attempt to estimate the size 
of a selected component population of homeless people. Laska & Meisner(1993) state 
that 'there are many potential applications' of their methodology. Martin et al. (1995) 
have also investigated using a plant-capture method for estimating the size of the street 
dwelling population. Goudie(1995) has considered the use of plants in order to improve 
stopping rules for determining , within a specified error probability, when all members 
of a target population have been seen. Yip(1996) describes a martingale based approach 
for estimating population size from plant-capture data. Norris and Pollock( 1996b) have 
considered the use of plants in connection with the heterogeneity model M,,.
N.B. Although every effort has been made to ensure that the notation used throughout 
this thesis remains consistent, the notation used to denote estimators must be viewed as 
being specific to each chapter.
IX
Chapter 1 : Plant-Capture Applied to the Model Mq : 
Discrete Time Sampling Procedure
^ 1 .1 : Introduction
This chapter considers how the method of plant-capture may be used to aid the 
problem of estimating population size in a multiple capture-recapture experiment when 
the population in question behaves according to the standard capture-recapture model 
known as M q. The model M q is one of the set of models described by Otis et al. (1978)
for capture-recapture data in closed populations.
The discrete time sampling procedure considered within this chapter essentially 
constitutes what is known in the literature as a Schnabel Census with random sample 
sizes, see Schnabel(1938) or, for a more comprehensive review, Seber(1982). In the 
absence of plants the most commonly used estimator for the model M q , under discrete
time sampling, is the maximum likelihood estimator, which was first considered by 
Darroch(1958) and later by Otis et al. (1978).
$ 1.2 : Sampling Procedure and Assumptions
The sampling procedure may be described as follows. Prior to the 
commencement of the experiment it is assumed that the tai’get population, whose size N 
we wish to estimate, is augmented by the insertion of a known number R of planted 
individuals. Each planted individual is assumed to have received a unique tag prior to 
its release. A sequence of t sampling experiments is then carried out on the augmented 
population which is assumed to be closed and of size N+R. Independently of other 
animals and independently of its previous capture history animal i (i=l,2,...,N4-R) is 
captured in sample j (j=l,2,...,t) with probability p. After each sample is taken every 
animal within that sample not previously marked receives a unique tag before its release 
so that it may be recognised on subsequent trapping occasions. The experiment
generates an N+R by t matrix A where
f 1 if animal i is caught on sampling occasion j a, = <■' [0 if animal i is not caught on sampling occasion j
i = 1, 2,...., N+R. 
j — 1, 2,...., t.
The sample space is the set of such matrices.
In the absence of plants, the sampling procedure considered here is the one most 
commonly used in practice.
Please note that the above implies that the behaviour of the planted individuals is 
assumed to be indistinguishable from the behaviour of members of the original 
population.
$ 1.3 : The Sufficient Statistics
In order to obtain the sufficient statistics some notation is needed :
Let = the number of animals from the target population with capture history
w. For example, for t = 3, X{qj is the number of animals seen on the first
and third but not the second capture periods.
X^^ = the number of animals from the planted population with capture history
w.
Xj = ^ X ^ ^  = the number of distinct animals seen from the target population.
W
X2 = ]^X ^^ = the number of distinct animals seen from the planted 
population.
N.B. ^  is used to represent the summation over all w except w = 0.
X = X| + X 2 = the number of distinct animals seen from the augmented 
population, 
i^ s  the number of ones in w.
= the total number of captures from the target population.
W
Z2 = ^i^^X^^ = the total number of captures from the planted population.
Z = Zj + Z2 = the total number of captures from the augmented population.
And let {X^^} denote the vector of the X^^'s, except for the unobservable X g \ i= l, 2.
For the moment if we consider only the target population it is seen that the distribution 
of j^X^\X^'^ j  is multinomial, with 2‘ cells and N trials. Given {x^^} and N one can
easily deduce the unobservable value of X q^  so we consider Prob^jX^^}) in place of
Prob({x<J>,Xf}).
Prob({X»>}) = N!
(N -X ,)!
V w J
where denotes the cell probability of capture history w, 
and J][ is used to represent the product over all w except
w = 0. 
N!
N!
( N - x j !
V  W  /
N!
(N -x ,) ! [^ n x ® !
N!
( N - x , ) ( n x " > !
V W J
[( i-p ) ']  - " p x i - p r -
p x i - p r " .
This result was first obtained by Darroch(1958).
In a similar way it may be shown that
Prob({X^'}) = -----------^ ---------TP'' (1 -  p)®-".
(R -x ,) !
V w y
In view of the independence between target and planted populations we may write 
Prob({X<y.X<J>}) = Prob({X«}).Prob({X«>})
.p" (1 -  p)“ ‘ " -------------------- ^ ---------t p "  (1 -  p)® '"
( N - x ,) ( R - x , )  nx?’!
N! R! p X l- p ) t ( N + R )-z
(N -x ,) !  n x : ' !  ( R - x , )  n x : ' !
V w y V w y
which implies that
l (n , p |X^>,X®) oc
where L^N ,p |x^\X ^^j represents the likelihood function for N and p. Hence by the
Neyman-Pearson factorisation theorem it is seen that the sufficient statistics for N and p 
are in fact x^  and z = z, + Zj.
$ 1.4 : The Distribution Function of the Sufficient Statistics
The joint distribution function of X, and Z may be obtained as follows :
Prob(Xj = XpZ = z) = Prob(Z = z)Prob(X, = xJZ = z)
= Prob(Z = z)2^Prob(X , = xJZj = Z] ,Z  = z)Prob(Zj = zJZ = z)
Zl
= Prob(Z = z)J]^Prob(Xi = x jz , = Zj)Prob(Zi = z JZ  = z)
= Prob(Z = z ) % ^Prob(Z,  = z,|Z = z). (1.1)zi Prob(Zj — z, j
From the above assumptions it is known that 
X, ~ B in ( N , l - ( l - p ) ')
Z, ~Bin(N t,p) 
and that Z ~ Bin((N + R)t, p ).
The distribution of Z jZ  is hypergeometric. And we may observe that ZjX j = Xj is the 
sum of Xj zero truncated Binomial random vaiiables, the probability function of which 
is derived in appendix 3.
Now from (1.1) it follows that 
Prob(Xi = XpZ = z) =
f(N+R)t'
P"(l-P) (N+R)t-z’'
tpi j^=0 J A
V i^ / p ''(i-p )
N t- Z ] (N+R)t 
z
V^iy j=oVJy
f ^ V i i - p r - ^ - l ' y
V' i^y j=oVJy
tj
Z, v^l.
Xj Y tj + Rt^
 ^ Rt ^
^Z-Zj^ ( - 1)
x , - j
y
(1.2)
Xj = 0, 1, 2,....,N. 
z = Xj, Xj+1, Xj+2,...., tXj + tR
The joint probability function, given by (1.2), of the sufficient statistics Xj and Z has 
not previously appeared in the literature for values of R greater than or equal to zero. 
However, the conditional distribution of X, given Z has previously been considered in 
an urn model context. For R = 0 the conditional distribution of X  ^ given Z is identical 
to the distribution of the number of occupied urns where there is a limit r on the
capacity of each urn, Romanovsky(1934). Charalambides(1981) generalised this result 
of Romanovsky( 1934) by introducing a control urn of capacity s, where s is not 
necessarily equal to r. When -  is integer valued, the situation considered by
Chaialambides( 1981), with R = - ,  is probabilistically equivalent to the one consideredr
here, and so led Charalambides( 1981) to derive the conditional distribution of Xj given 
Z : for values of R greater than or equal to zero.
N.B. The summation which appears in (1.2) is of importance within this chapter and is 
considered in more detail in the following section.
$ 1.5 : The ô - Numbers
The <5 -numbers are defined as follows
\X,-J
j=o V J y V ^ J
Xj —0 , 1, 2, ..........
z = x,,Xi + l,x , + 2 , ,tx, + tR .
Within this chapter these 5 -numbers are of importance since they appear in the 
joint probability function of X, and Z, as given by equation (1.2).
The 5 -numbers are multiples of a subset of the Gould-Hopper numbers, see 
Gould and Hopper(1962) , Chai'alambides(1979) and Charalambides and Singh(1988). 
Explicitly the Gould-Hopper number is defined as G(z,x,,t,s) = — ( t y+ s)^] _ .Xj! y-®
s z! Y s^When -  is integer valued, the Gould-Hopper number G(z,Xpt,s) = —j<5j^x,,z:t,-J.
The Gould-Hopper numbers are a generalisation of the C-numbers. The C- 
numbers have been extensively studied, see Charalambides and Singh(1988), and are
defined as C(z,Xj,t) = — [A*‘(ty)J . The relationship between the <5-numbers andXj. y~
the C-numbers is given by 
z ^C(z,Xi,t) = -^ 5 (x ,,z :t,R  = O).Xj.
In order to investigate the distributional properties of the estimators which are 
considered further on in this chapter it is necessai'y to evaluate the J  -numbers over 
some particular range of parameter values. This can lead to computational problems
since the form of the <5-numbers is not desirable from a computational point of view. 
That is the alternating sign within the suimnation means that, for large values of N, R 
and t, very large numbers are repeatedly being added to and in particular subtracted 
from one another, and this is a major source of rounding error. To help avoid this, and 
other significant computational problems, one may consider the following 'triangular' 
recurrence relation of the 5 -numbers.
z5(xi,z:t,R ) = (tXi + tR -  z + l)<5(xi,z~ l:t,R) + txA(x; -  l,z  -  l:t,R ). 
A direct proof of this is as follows
(1.3)
(tXj + t R - z  +  l ) 5 ( x j , z - l : t , R )  + tXi5(xi ~ l , z - l : t , R )Y,  Y  t j+ + t x / ^ T  ^Y
j=0 V j /= (tXi + tR -  z + 1 ) ^j=o JJ z-1 ( - 1)
(tXj + tR — z + 1) t^X| + tR^ 
k. z-1  /
Xi”lY Y  \
+  (tX; + t R - Z  +  l ) 2  /
j=o V J Y
ftj + tRY
V z-1  y( -1)
X|-J
x . - l /
(tXj + tR — z + 1)
j=o V J 
t^Xi + tRY
Xj - 1 Y  tj + tR
z-1 ( - 1)
j=0
(tX; + tR — Z + l)
, - / t J  + tR^
I Z-1 (tXi + tR “  z + l)i J -  tXj
x , - n
. j >
= zY t Xj  + tRV Z y
x, - l
+Z(-1)j=o V J y
Ytj + tRY
(tj + tR -  z +1) (tXj + tR -  z + 1) -  tXj
(Xl - j )
t^Xj + tRY jY X, Y  tj + tR^
V + % ( - i yj=o jy (tj + tR -  z +1)
[tj + tR -  z + 1]
tXj + tRY fxY "tj-HtR'l
J  JI  Z y
( X, Y tj + tR"
.  Jj=o V J y
= z<5(xpz:t,R).
Equation (1.3), when R=0, essentially reduces to the recurrence relation of the C- 
numbers as given by equation (3.25) in Charalambides and Singh(1988).
The triangular recurrence relation (1.3) along with the initial conditions 
YtRY5(0 ,z:t,R )=  , <5(x,,Xi:t,R) = t'‘' and 5(xptXj + tR:t,R) = 1 (1.3a)
V z Y
enables one to evaluate the required 5 -numbers without having to perform any 
subtraction operations whatsoever, and hence one can more easily avoid computational 
rounding error.
N.B. The first and third initial conditions are easy to show directly. The second can be 
shown to hold as follows. Firstly substituting z = x^  into (1.3) implies that 
5(xpX,:t,R) = t^(xi - l,Xj -l:t,R ), then after observing that <5(0,0:t,R) = 1 it is easy to 
see that 5(xpX,:t,R) = t ’^ ' for all Xj > 0.
Comments
Using (1.3), one can show that a similar 'triangular' recurrence relation exists 
between the probabilities of the joint distribution of X, and Z, given by equation (1.2).
It can be shown that 
Px, ,z r(ir'pj[(tX i ■•'tR -z + l)Px,,z-i + l ( N - x ,  +l)Px,_i,z_i], (1.4)
where % = Prob(Xj = XpZ = z).
It is also straightforward to show that (1.4) is subject to the initial conditions
X] ,X[
and
YNY
v^iy 
^N
X| ,tX| +tR
z = 0,1,2, ,tR. (1.4a)
X; = 0,1,2,.......,N. (1.4b)
X, = 0 ,1 ,2 ,.......,N. (1.4c)
Again in an attempt to avoid numerical computational problems, one can determine the 
initial conditions (1.4a) and (1.4b) using the following recurrence relations :
Rq.z-p  z — Ij 2 ,...., tR.(i)
(il)
(1-p) 
_  tp
t R - z  + 1
N -x , +1 X, — 1, 2 , ....., N.
Where the appropriate initial condition for both (i) and (ii) is Pq q = (1 -  
( Technically (1.4c) is not an 'initial condition', since the Pxi,tx,+tR can be generated
using (1.4) along with (1.4a) and (1.4b). (1.4c) is included for completeness. )
 ^ 1.6 : The Maximum Likelihood Estimator
From equation 1.2 it follows that the joint likelihood for N and p is given by
(1-5)
This is maximised over p as follows :
^  -  - p '  (t(N + R) -  z)(l -  + zp'-i (1 _  p)'<"«)-'
equate to zero to obtain p :
p '(t(N  + R) -  z)(l -  p)'(«+'')-'-' = zp '-‘(l -  p)'"'-""-' 
p(t(N + R) -  z) = z(l -  p)
p = ___?___t(N + R )'
p is now substituted into (1.5) to obtain the profile likelihood for N :
L(N) N!(N -x ,) ! t(N + R) 1 t(N + R)_
(N + R )t -z
l(N)ocln t(N + R)ln[t(N + R)] + [t(N + R) -  z]ln[t(N + R) -  z], (1.6)
It is more convenient to consider the log-profile-likelihood from this point. It is easily 
shown that the log-profile-likelihood may be written as 
N!
(N -x ,) l
Due to numerical complications, which can occur for larger values of N , it was found 
that the most satisfactory way of calculating the value of the maximum likelihood 
estimator is as follows :
After observing that the likelihood function is uni-modal it is seen that N = k, 
where k is the smallest integer in the set {x, ,Xj + l,x, + 2,....... } to satisfy the condition
L (k )> L (k  + l) 
l(k )> l(k  + l) 
k!<=>
> In
In _ (k -x ,)!
(k + 1)!
(k + 1 — Xj )!
-  t(k + R)ln[t(k + R)] + [t(k + R) -  z]ln[t(k + R) -  z]
- t(k +1 + R)ln[t(k +1 + R)] + [t(k +1 + R) — z]ln[t(k +1 + R) — z]
from (1.6)
In k!(k -x ,) ! — In
(k + 1)!
(k + l-X j)!
> t(k + R)ln[t(k + R)] -  [t(k + R) -  z]ln[t(k + R) -  z]
— t(k +1 + R)ln[t(k +1 + R)] + [t(k +1 + R) — z]ln[t(k +1 + R) — z]
<=> In (k +1 — Xj)k + 1 + [t(k + R) “  z]ln[t(k + R) -  z] -  t(k + R)ln[t(k + R)]
> [t(k +1 + R) ~ z]ln[t(k +1 + R) — zj — t(k +1 + R)ln[t(k +1 + R)].
N.B. Once N has been determined, this value may then be used in the calculation of the 
maximum likelihood estimate of p : p =
i (n  +  r )'
§ 1.7 : A Peterson-Tvpe Estimator
This section introduces an estimator of population size which is only dependent 
upon the observed numbers of distinct animals seen from the target and planted 
populations. The estimator is derived from the conditional distribution of X, given X. 
From the assumptions stated above one may deduce that 
X, ~ B in ( N , l - ( l - p ) ') ,
X j ~ B in ( R , l - ( l - p ) ')
and that X ~ Bin(N + R , l - ( l - p ) ' ) .
It is then easy to show that the distribution of Xj|X is in fact hypergeometric with 
probability function
Prob(X] = Xj|X = x) =  ^ R ' / "N +  R^/ I X y max(0, X -  R) < X, < min(N, x ) .
The likelihood function for N based on this probability function is maximised by the 
Peterson-type estimator Np = R X j/X 2 . To avoid introducing an estimator which 
becomes infinite when X2=0, the estimator Np is now slightly modified. That is from
( R + i ) x ,this point consideration is given to the estimator Np = 
denotes the integer part of.
0.5 + (X j  +  1) _ , where [.]
§ 1.8 : A Conditionally Unbiased Estimator
This section introduces the Conditionally Unbiased Estimator , which is an
estimator of population size N defined by
- _ / z  + n ^(x |,z  + l:t,R ) ( R t - z ^
" I  t J 5(x„z:t,R ) I  t ) ’  ^ ’
where 5(x,,z:t,R) = ! (-1)
V Jy
Ytj + tRY
V z y
\X|-J
j=0
as defined in section 1.5.
This Conditionally Unbiased Estimator (CUE) was derived from the conditional 
distribution of X, given Z. As previously mentioned in section 1.4, the conditional 
distribution of Xj given Z has appeared in the urn model literature. 
Charalambides( 1981) considered a situation which in some respects may be described 
as a generalisation of the one discussed here - this being the reason why the conditional 
distribution of Xj given Z can be obtained from his work. In addition, 
Charalambides( 1981) introduced an estimator which is essentially equivalent to :
for values of R geater than or equal to zero. He shows it is a minimum variance 
unbiased estimator with respect to the conditional distribution of X, given Z, provided 
that Z > N .
In the absence of plants an estimator very similar to has previously been
considered in a capture-recapture context : Pathak(1964) derived an estimator in terms 
of X, and n = {nj,n2,....,n^}, where the n^  are the number of animals seen on the ith
sampling occasion. Pathak(1964) assumed the Uj to be known constants. A special case 
of Pathak's estimator is obtained when all the n, are equal to one : in this situation 
Berg(1974) showed that Pathak’s estimator reduces to a ratio of Stirling numbers of the 
second kind. This latter result is consistent with the work of Harris(1968). Berg 
continued his work on Pathak's estimator ; a problem associated with the estimator of 
Pathak(1964) is that it can be very difficult to compute ; being a ratio of two rapidly 
growing sumations. To overcome this problem, in the situation where all the n^  are 
equal to one, Berg(1975) derived a recurrence relation which enables one to more easily 
evaluate the estimate produced by Pathak's estimator. In Berg(1976) the result for this 
latter special case was extended to include the general multiple-capture census. These 
recurrence relations for Pathak's estimator were given as functions of Xj and 
n = {nj,U2,....,nj}. The work of Berg(1974, 1975, 1976) provided the motivation for
much of the work presented within section 1.8a of this chapter and of section 2.10a in 
chapter 2.
In order to prove that, provided that the condition Z > N holds, is in fact 
unbiased over the conditional distribution of X, given Z, as a first step and to make the
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following proof more straightforward, the probability function of X, given Z is 
obtained explicitly :
p" (1 -  5(x ,, z: t, R)
X 1/
YNt + RtY
P '( l - P ) Nt+Rt-z
This follows from equation (1.2) and the fact that Z ~ Bin(Nt + Rt,p). Hence the 
probability distribution function of X, given Z can be written as
^(xj,z:t,R)
Prob(X, = x ,|Z  = z )=  *|^ Nt + Rt ^
This is essentially identical to the probability function (2.8), on page 604 of 
Charalambides( 1981).
Now the expectation of N„ taken over the conditional distribution of Xj given Z is 
given by
E(N„) = £ N „P ro b (X ,= x ,lZ  = z)
R t - z
t
r N \ ,  y5(xj,z:t,R)
v^iyY  Yz + M ^(xj,z + l:t,R )
t J 5(xj,z:t,R) YNt + Rt R t - zt using (1.8)
%
(NY ^<5(x,,z + l:t,R )
(N t + RtY
V
(N t + Rt 
z +
R t - z
t
/  y
z + lY 
t J ( N t  +  Rt
t) m )  . ,
'N t + RtY
z + 1
R t - z
y y
z + lYYNt + R t-z Y
z + 1 if Z > Nt y
= N.
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This shows that is unbiased over the conditional distribution of X, given Z,
provided that the condition Z > N holds. Furthermore, again provided that Z > N , since 
X j and Z are sufficient, it follows that N„ is the minimum variance unbiased estimator,
Rao(1952).
In view of the fact that population size N is integer valued, in later sections 
consideration is given to the following slightly modified version of :
z + l^^ (xpZ  + l:t,R) ( R t - zN.. = 0.5 + t j  5(xj,z:t,R) V t 
where the square brackets have been used to denote the integer part.
 ^ 1.8a : A Note on the Evaluation of the CUE
Direct use of equation (1.7) to evaluate the estimates produced by the estimator 
N„ can often be difficult, and involve very cumbersome computation. This is due to the
fact that the 5 -numbers, present within (1.7), grow rapidly with increasing arguments. 
To overcome this computational problem, a recurrence relation linking the N^ is stated
and proved. To make the following proof more easily read some shorthand notation is 
necessary.
Let 
and let
Nx..z=N z + 1^ g(xj,z + l:t,R ) ( R t - zt j  J(xj,z:t,R ) V t 
A ,,. = 5(x,,z:t,R ).
The N^  ^g are then subject to the following recurrence relation
= X, + +  R I - Z  +  1 V + R I - Z  +  1 (1.9)
with initial conditions 
and
No.z -  0 for z = 0, 1, 2,...., tR, ( 1.10)
= ~ [ 2 R t  + t X i - X j+ t  + l] for Xj >0 .  (1.11)
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Proof of (1.9) :
X, + l^x.-l.z-l + R 1 - Z + 1  
V t N , , . z - i + R t - z  +  l .
z ——-—'----- Rt + z “  1 + Rt — z + 1
=  Xj + z ^x,.z (Rt - z + 1) - X ,
=  X ,  +
z -  - R t  + z -  l + R t - z  + 1
V ^ x , , z - l
<^x,-l ,z ^ x , , z - l  ( z ^ x , . z  -  (tXi + Rt -  Z + l ) A . , z - l )  
^x,-I,z-l ^Xj.z l^x,,z-I
^ x , - l . z  ( z ^ x i , z  -  ( t X j  + Rt -  Z  +  l ) ^ x , . z . l )
^ x , - l , z - l
A , - U
* - ^ X i . Z  ^ X i - I , Z - l
=  X,  +
=  Xj +
t&x, , z
((Z +  l)^x,.z+l -  (t^i +  Rt -  z )A „ z)
tdX j . Z
=  X, +
( z  +  % , . z + i  ( t X j  + R t - z )  
t
(z + % ,.z+i ( R t - z )
f z  + 1") <^ xi,z+l (R t —z
{ t J Ô.
^x,.z-
x, , z
using (1.3)
using (1.3) with z replaced by z+1
Proof of r 1.101 :
N _ r  z + n<^o,z+i YR t - z
I  t J I  t
(  Rt Y
^Z + ly( z  + 1I t ;  rRt^
U y
R t - z
R t - z
(RtY
f z + 1 Y z + 1
[ ~ T j  m s
R t - z
t
= 0.
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Proof of (1.111 :
As a first step in this proof it is necessary to prove the identity
.X, +1 = —  [2Rt + tx, -  Xj ].
The identity (1.12) may be proved by induction :
Anchor : (1.12) is clearly true for Xj = 0, since Jg , = R t.
Assume true for Xj = k, i.e. assume <5,, + tk -  k].
Then
k^+i.k+2 = +1) + Rt -  (k + 2) +1) A+I,k+1 + + l)^k.k+i ]
1
k + 2
k^+1
2(k + 2)
•  k+I
2(k + 2)
k^+1
2(k + 2)
,-k+l
f(tk + 1 + Rt -  k -1)1^"+' + t(k + l)~ [2 R t + tk -  k]
[2(tk + 1 + Rt — k — 1) + (k + l)(2Rt + tk ~ k)]
[3tk + 2 t - 3 k - 2  + 4Rt + 2kRt + tk" - k^ ]  
|^ (k + 2)(2Rt + t(k +1) — (k + l))j
( 1.12)
using (1.3) 
using assumption
[2Rt + t(k + l ) - ( k  + l)].
This shows that, if (1.12) is true for x, = k, then it must also be true for x, = k  + l. 
Since it has been shown that (1.12) is true for Xj = 0, it follows by induction that (1.12) 
holds for all Xj > 0.
The proof of (1.11) may now be completed : 
X i + l ^ ^ x , . x , + l  ( R t - X jN X , . X j t X j . X , t
2j N  —-[2Rt + t X i  -  X j ] Rt-Xj
t
= ^ [ k +  l)(2Rt + tx, -  Xj  ) -  2(Rt -  X , ) ]  
= ^ [2 x ,R t + tx,2 -  x,^ + tx, + X ,  ]
2t-[2Rt + tx, — X ,  + 1 + 1 ] .
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§ 1.9 : A Comparison of All Three Estimators
In order to compare the performance of the three estimators which have so far 
been discussed we consider their mean, standard deviation and root mean square error 
conditional on the event C = {Z>Xi } .  This conditioning is necessary since the
maximum likelihood estimator N yields infinite estimates when Z = X j. It is important 
to note however that both the Peterson-type estimator Np and the CUE produce 
finite estimates with probability one. The unconditional performance of Np and N„ is
considered later on in section 1.10.
Conditional on the event C = {Z > X ,}, the mean, standard deviation and root
mean square error of each estimator are presented in tables l.la ,b,c, 1.2a,b,c, 1.3a,b,c 
and 1.4a,b,c. These tables summarise the performance of the estimators for each 
combination from the following factorial design :
N
10
25 10 0.05
0
5
105 0 ^  t = i 5 X p = 0.10x R = ^ ^ .
100 20 50
100
Note however that, for each value of population size N, only values of R up to and 
including N are considered; this is done for obvious practical reasons.
The notation used within each table is as follows :
Statistics
mean or expectation, 
standai'd deviation, 
root mean square error.
1 ~ Prob(C) = Prob(c) = Prob(Z = X j ,  which is the
probability of the maximum likelihood estimator 
producing an infinite estimate.
exp. 
s.d. 
rmse 
P(inf mle)
Estimators
X I =
P = 
CUE =
MLE =
p ’
X j, the number of distinct individuals seen from the 
target population.
the Peterson-type estimator of section 1.7. 
the conditionally unbiased estimator of 
section 1.8.
N , the maximum likelihood estimator of section 
1.6 .
u ’
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It is straightforward to obtain the distributions of both N and given C. In 
order to obtain the conditional distribution of the Peterson-type estimator Np given C 
we need to derive the conditional distribution of X, and X^ given C. This may be done 
as follows :
C is defined as being the event {Z> X,}.
Let C be the complementaiy event {Z = X ,}.
C occurs <=> X2 = 0 and each animal in target population is seen at
most once.
Now Prob(X2 = 0) = |( l  -  p)‘J . (1.13)
( This follows from the fact that Xg ~ Bin^R, 1 -  (l -  p)' J. )
Let Yj = the number of sightings of animal i, it follows that Y- ~ Bin(t,p).
It may then be observed that
Prob( each animal in target population is seen at most once )
N
= < 1)
i=l
= [ ( l - p  + tp )(l-p )'" '] '* . (1.14)
Use of (1.13) and (1.14) implies that 
Prob(C) = l -P ro b (c )
= 1 -  [(1 -  p)' ]" [(1 -  p + tp)(l -  p)'"' ]".
Now
_  Prob(Xj =Xi ,X2 =X2)Prob(Z>Xi|X i = X;,X2 = X2) 
Prob(Z > X, )
Prob(Xi =Xj )Prob(X2 =X2 )Prob(Z>X] |X, =Xj ,X2=X2 )
”  Prob(Z>X,) ‘
It is clear that Prob(Z > X,|Xj = XpX2 = X2) = 1 if Xj > 0.
When X2 = 0 it may be observed that Z|Xi,X2 = ZjX^ . It is known that the
distribution of Zi|X, may be characterised as being the sum of Xj zero truncated
Binomial random variables, the distribution of which is derived in appendix 3. 
Explicitly the probability function of ZjX^ is given by
Prob(Z, = z,|X, = X , )  = 5(x„z, ;t ,0 ) ,
[ l - ( l - p )  J
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It follows that
Prob(Z > Xi|X, = XpX2 = X2) = Prob(Zj > xJXj = x j
= 1 - Prob(Zj = xJXj = Xj)
_ ,  t - p - ( i - p r - ^ '
[i-(i-p)T ’
Using the notation P(C) = Prob(Z > XjXj  = Xj,X2 = X2) then allows one to write :
-5(xi ,Xi; t ,0)
using L3a.
Prob(Xi=XpX2=X2|Z>Xi)=— P(C)
_ fO,l,2,...,N for R > 0
1.2....,N for R = 0 ’
1.2....,R for R > 0 ,  Xi =0
0,1,2,...,R for R > 0 ,  x^>0 ,
0 for R = 0
X
where P(C)=-
1 for Xo>0
for X ,r f
| i - ( i - p ) T
and P(C)=Prob(Z>X,)=l-[(l-p)']‘*[(l-p+tpXl-p)'"']''.
S 1.9a : Discussion
Let us firstly compare the performance of the Peterson-type estimator Np to that 
of the CUE N^ ; the comparison between these two estimators is straightforward in 
situations with or without plants. In the absence of plants , i.e. when R = 0, since Np 
reduces to X j, the number of distinct individuals seen from the target population, one 
would expect N„ to clearly outperform Np. This is broadly true, in that for the great
majority of situations considered, when R = 0, the CUE generally possesses both a 
better mean and root mean square error. In the remaining three situations where the root 
mean square error of N^ is marginally greater then that of Np, the CUE is less biased.
When sampling with plants, i.e. when R > 0, the CUE is again seen to be clearly a better 
alternative to Np. When R>0 both estimators have very small bias. However the
estimator N„ is in almost all situations less biased than Np, and where its bias is worse
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the difference is minimal. The standard deviation of N„ is always less than that of Np,
the difference between these two statistics being appreciable when the number of plants 
is small relative to population size. In terms of root mean squaie error, when R > 0, N„ 
is uniformly better than Np ; the root mean square error of N„ is more appreciably 
better than that of Np when R is small relative to N.
In situations where only a very small amount of information is available the 
maximum likelihood estimator N has a tendency to be positively biased, sometimes 
extremely so. This is most noticeable when considering the larger population sizes. In 
contrast to this the CUE tends to be negatively biased when only a very small amount of 
information is present. As more information becomes available both N and N^ , each 
perform extremely well in terms of mean , with N„ on all but a few occasions being the
less biased of the two. With regard to bias, it appears that, of the two estimators N and 
N„, the CUE behaves in a far more desirable way. To illustrate this consider table 1.4a, 
in which N = 100 and p = 0.05. Consider the situation where R is equal to zero : for t = 
5, 10, 15 and 20 the mean values taken by N are respectively 115, 108, 102 and 101 ; 
whereas the corresponding mean values taken by N„ are respectively 80.6, 99.9, 100
and 100. This shows how the bias of the estimators can alter as more information is 
gained through additional sampling occasions. To show that the estimators respond in a 
similar way as information is gained through the planted individuals consider the 
column giving results for t = 5 : for R = 0, 5, 10, 25 and 50 the mean values taken by N 
are respectively 115, 123, 122, 111 and 105 ; whereas the corresponding mean values 
taken by N„ are respectively 80.6, 92.0, 97.1, 99.9 and 100. These examples highlight
in particular the general feature that the mean of the CUE improves uniformly with 
more information whereas that of the MLE is less predictable.
In all but a few situations, the CUE exhibits a smaller standard deviation than 
the MLE. In particular, when the number of sampling occasions is small the standai'd 
deviation of N„ tends to be significantly smaller than that of N . The MLE only has a 
smaller standard deviation than that of N^ in a few situations, wherein p = 0.20, and 
notably in these situations one would expect to see on average at least 96% of the target 
population.
Since, on the whole, the CUE tends to posses both a smaller absolute bias and 
standard deviation, it necessarily follows that N„ usually also has the smaller root mean 
square error. When only a small amount of information is available N„, in terms of root 
mean square error, is seen to significantly outperform N . Whereas, as more information 
is gained the two estimators are seen to behave more closely in terms of root mean 
square error, although again with N^ tending to be ahead.
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In the above discussion a deliberate attempt has been made not to place too 
much emphasis on mean square error. This being due to the fact that mean square error 
is known to reward negative bias. So that when only a small proportion of the 
population is seen during sampling, that is when is negatively biased with 'small'
variance and N is positively biased with 'large' variance, one would expect mean 
square error to perhaps unfairly favour the estimator N„. It is true that this can 
occasionally happen : for an example consider table 1.2a. When N = 25, p = 0.05, R 
= 5 and t = 5 the mean, standard deviation and root mean square error of are 
respectively 18.1, 9.47 and 11.7; whereas the corresponding values for N are 
respectively 26.2, 17.4 and 17.4. In this situation, on the basis of root mean square error 
alone, one would choose the CUE, however it could be argued that an alternative loss 
criterion which places more weight on the mean of an estimator might more sensibly 
favour the MLE. Examples of this type however aie few and far between. Generally the 
mean of is as good as or better than that of N , and as a result of also tending to
have a smaller standard deviation, it may be concluded that one should always use the 
CUE in preference to the MLE.
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Table 1.1a
N =  10 t
p = 0.05 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
0 X I 2.96 1.24 7.15 4.40 1.46 5.79 5.54 1.51 4.71 6.48 1.49 3.82
P 2.96 1.24 7.15 4.40 1.46 5.79 5.54 1.51 4.71 6.48 1.49 3.82
CUE 3.93 2.32 6.50 6.63 3.31 4.72 8.46 3.51 3.83 9.47 3.32 3.36
MLE 4.30 3.02 6.45 7.92 5.03 5.44 9.79 5.44 5.44 10.4 4.95 4.97
P(inf mle) 0.7957 0.4063 0.1534 0.0465
5 XI 2.31 1.33 7.80 4.03 1.55 6.17 5.37 1.58 4.89 6.42 1.52 3.89
P 6.56 5.11 6.16 9.24 5.90 5.95 9.93 5.36 5.36 10.0 4.50 4.50
CUE 6.60 4.54 5.67 9.27 5.00 5.05 9.87 4.18 4.18 10.0 3,25 3.25
MLE 9.30 7.64 7.67 11.3 8.12 8.22 10.6 6.08 6.11 10.0 4.10 4.10
P(inf mle) 0.2207 0.0313 0.0033 0.0003
10 XI 2.27 1.32 7.84 4.01 1.55 6.18 5,37 1.58 4.89 6.42 1.52 3.89
P 8.63 6.74 6.88 9.95 5.96 5.96 10.0 4.53 4.53 10.0 3.56 3.56
CUE 8.52 6.14 6.31 9.87 5.26 5.26 9.96 3.84 3.84 9.99 2.93 2.93
MLE 11.6 10.5 10.7 11.0 7.57 7.64 10.1 4.56 4.56 9.77 3.16 3.17
P(iiif mle) 0.0612 0.0024 0.0001 0.0000
Table 1.1b
N =  10 t
p =  0.10 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. im se exp. s.d. rmse
0 XI 4.49 1.47 5.71 6.57 1.48 3.73 7.95 1.28 2.42 8.78 1.03 1.60
P 4.49 1.47 5.71 6.57 1.48 3.73 7.95 1.28 2.42 8.78 1.03 1.60
CUE 6.62 3.10 4.59 9.38 3.21 3.27 9.97 2.31 2.31 10.0 1.57 1.57
MLE 7.60 4.43 5.04 10.2 4.93 4.93 9.94 3.09 3.09 9.61 1.72 1.76
P(inf mle) 0.4275 0.0467 0.0025 0.0001
5 XI 4.11 1.55 6.09 6.51 1.51 3.80 7.94 1.28 2.42 8.78 1.03 1.60
P 9.27 5.82 5.87 10.0 4.40 4.40 10.1 3.02 3.02 10.1 2.16 2.16
CUE 9.29 4.82 4.87 9.99 3.20 3.20 9.99 2.02 2.02 10.0 1.34 1.34
MLE 11.3 7.99 8.09 10.1 3.98 3.98 9.64 2.12 2.15 9.55 1.43 1.50
P(inf mle) 0.0307 0.0002 0.0000 0.0000
10 XI 4.10 1.55 6.11 6.51 1.51 3.80 7.94 1.28 2.42 8.78 1.03 1.60
P 9.96 5.85 5.85 10.1 3.47 3.47 10.1 2.30 2.30 10.1 1.63 1.63
CUE 9.90 5.13 5.13 10.0 2.88 2.88 10.0 1.88 1.88 10.0 1.29 1.29
MLE 10.9 7.43 7.47 9.81 3.10 3.11 9.59 1.92 1.96 9.51 1.36 1.44
P(inf mle) 0.0022 0.0000 0.0000 0.0000
20
Table 1.1c
N =  10 t
p = 0.20 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
0 XI 6.78 1.46 3.53 8.93 0.98 1.45 9.65 0.58 0.68 9.88 0.34 0.36
P 6.78 1.46 3.53 8.93 0.98 1.45 9.65 0.58 0.68 9.88 0.34 0.36
CUE 9.58 3.08 3.11 9.98 1.44 1.44 9.86 0.75 0.76 9.90 0.35 0.37
MLE 10.2 4.50 4.51 9.59 1.56 1.61 9.69 0.63 0.70 9,89 0.34 0.36
P(inf mle) 0.0475 0.0001 0.0000 0.0000
5 XI 6.72 1.48 3.60 8.93 0.98 1.45 9.65 0.58 0.68 9.88 0.34 0.36
P 10.1 4.20 4.20 10.1 2.00 2.00 10.0 1.07 1.07 10.0 0.60 0.60
CUE 10.1 3.06 3.06 10.0 1.29 1.29 9.85 0.73 0.75 9.89 0.34 0.36
MLE 10.0 3.76 3.76 9.52 1.33 1.42 9.66 0.60 0.69 9.88 0.34 0.36
P(inf mle) 0.0002 0.0000 0.0000 0.0000
10 XI 6.72 1.48 3.60 8.93 0.98 1.45 9.65 0.58 0.68 9.88 0.34 0.36
P 10.1 3.30 3.30 10.0 1.52 1.52 10.0 0.84 0.84 10.0 0.48 0.48
CUE 10.0 2.74 2.74 10.0 1.21 1.21 9.80 0.70 0.73 9.89 0.34 0.36
MLE 9.75 2.95 2.96 9.50 1.27 1.37 9.66 0.59 0.68 9.88 0.34 0.36
P(inf mle) 0.0000 0.0000 0.0000 0.0000
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Table 1.2a
N = 25 t
p = 0.05 5 10 15 20
R Estimator exp. s.d. nnse exp. s.d. rmse exp. s.d. im se exp. s.d. rmse
0 XI 6.24 2.03 18.9 10.2 2.41 15.0 13.4 2.48 11.8 16.0 2.40 9.28
P 6.24 2.03 18.9 10.2 2.41 15.0 13.4 2.48 11.8 16.0 2.40 9.28
CUE 11.5 5.91 14.7 21.2 8.89 9.65 24.5 8.35 8.36 25.0 6.39 6.39
MLE 15.1 9.53 13.8 27.1 15.5 15.6 27.5 13.4 13.6 25.9 8.44 8.49
P(inf mle) 0.5648 0.1052 0.0092 0.0005
5 XI 5.74 2.09 19.4 10.0 2.45 15.2 13.4 2.49 11.8 16.0 2.40 9.28
P 17.5 11.0 13.3 23.7 13.5 13.6 24.8 12.2 12.2 25.0 10.1 10.1
CUE 18.1 9.47 11.7 24.4 10.4 10.4 25.0 7.68 7.68 25.0 5.52 5.52
MLE 26.2 17.4 17.4 28.7 17.2 17.6 26.2 9.99 10.1 25.2 6.14 6.15
P(inf mle) 0.1567 0.0081 0.0002 0.0000
10 XI 5.68 2.09 19.4 10.0 2.45 15.2 13.4 2.49 11.8 16.0 2.40 9.28
P 22.1 14.3 14.6 24.9 12.9 12.9 25.0 9.62 9.62 25.0 7.44 7.44
CUE 22.1 12.1 12.5 24.9 9.96 9.96 25.0 6.85 6.85 25.0 5.09 5.09
MLE 30.1 22.3 22.9 27.4 14.1 14.3 25.6 7.80 7.82 25.0 5.36 5.36
P(inf mle) 0.0435 0.0006 0.0000 0.0000
25 XI 5.66 2.09 19.5 10.0 2.45 15.2 13.4 2.49 11.8 16.0 2.40 9.28
P 24.9 14.5 14.5 25.0 9.13 9.13 25.0 6.77 6.77 25.0 5.39 5.39
CUE 24.9 13.4 13.4 25.0 8.19 8.19 25.0 5.85 5.85 25.0 4.51 4.51
MLE 28.5 19.6 19.9 25.6 8.98 9.00 25.0 6.08 6.08 24.7 4.63 4.64
P(inf mle) 0.0009 0.0000 0.0000 0.0000
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Table 1.2b
N = 25 t
p = 0.10 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
0 X I 10.4 2.41 14.8 16.3 2.38 9.04 19.9 2.02 5.53 22.0 1.63 3.45
P 10.4 2.41 14.8 16.3 2.38 9.04 19.9 2.02 5.53 22.0 1.63 3.45
CUE 20.9 8.44 9.39 25.0 6.25 6.25 25.0 3.56 3.56 25.0 2.29 2.29
MLE 26.5 14.7 14.8 25.9 8.29 8.34 24.8 3.78 3.79 24.6 2.35 2.38
P(inf mle) 0.1195 0.0005 0.0000 0.0000
5 X I 10.2 2.46 15.0 16.3 2.38 9.04 19.9 2.02 5.53 22.0 1.63 3.45
P 23.7 13.4 13.5 25.0 9.92 9.92 25.0 6.70 6.70 25.0 4.78 4.78
CUE 24.3 10.3 10.3 25.0 5.41 5.41 25.0 3.26 3.26 25.0 2.21 2.21
MLE 28.6 17.2 17.6 25.2 6.05 6.05 24.7 3.36 3.37 24.6 2.23 2.27
P(inf mle) 0.0086 0.0000 0.0000 0.0000
10 XI 10.2 2.46 15.0 16.3 2.38 9.04 19.9 2.02 5.53 22.0 1.63 3.45
P 24.9 12.7 12.7 25.0 7.26 7.26 25.0 4.90 4.90 24.9 3.54 3.54
CUE 24.9 9.94 9.94 25.0 4.96 4.96 25.0 3.14 3.14 25.0 2.14 2.14
MLE 27.2 14.1 14.3 25.0 5.24 5.24 24.6 3.18 3.20 24.5 2.16 2.20
P(inf mle) 0.0006 0.0000 0.0000 0.0000
25 XI 10.2 2.46 15.0 16.3 2.38 9.04 19.9 2.02 5.53 22.0 1.63 3.45
P 25.0 8.95 8.95 25.0 5.27 5.27 25.0 3.63 3.63 25.1 2.57 2.57
CUE 25.0 8.06 8.06 25.0 4.41 4.41 25.0 2.91 2.91 25.0 2.05 2.05
MLE 25.6 8.83 8.85 24.8 4.53 4.53 24.6 2.93 2.96 24.5 2.06 2.11
P(inf mle) 0.0000 0.0000 0.0000 0.0000
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Table 1.2c
N = 25 t
p = 0.20 5 10 15 20
R Estimator exp. s.d. rmse exp. S.d. rmse exp. s.d. rmse exp. S.d. rmse
0 XI 16.8 2.35 8.52 22.3 1.55 3.10 24.1 0.92 1.27 24.7 0.53 0.61
P 16.8 2.35 8.52 22.3 1.55 3.10 24.1 0.92 1.27 24.7 0.53 0.61
CUE 24.9 6.12 6.12 25.0 2.14 2.14 25.1 1.07 1.07 24.8 0.61 0.64
MLE 25.7 8.15 8.18 24.6 2.18 2.22 24.4 1.08 1.21 24.7 0.54 0.61
P(inf mle) 0.0005 0.0000 0.0000 0.0000
5 X I 16.8 2.35 8.52 22.3 1.55 3.10 24.1 0.92 1.27 24.7 0.53 0.61
P 25.1 9.45 9.45 25.0 4.44 4.44 25.0 2.40 2.40 25.0 1.34 1.34
CUE 25.1 5.26 5.26 25.0 2.05 2.05 25.1 1.03 1.04 24.8 0.60 0.64
MLE 25.2 5.80 5.81 24.5 2.07 2.12 24.4 1.08 1.21 24.7 0.53 0.61
P(inf mle) 0.0000 0.0000 0.0000 0.0000
10 XI 16.8 2.35 8.52 22.3 1.55 3.10 24.1 0.92 1.27 24.7 0.53 0.61
P 25.0 6.88 6.88 24.9 3.29 3.29 25.0 1.86 1.86 25.0 1.11 1.11
CUE 25.0 4.81 4.81 25.0 1.99 1.99 25.1 1.02 1.02 24.8 0.58 0.63
MLE 24.9 5.04 5.04 24.5 2.01 2.07 24.4 1.07 1.22 24.7 0.53 0.61
P(inf mle) 0.0000 0.0000 0.0000 0.0000
25 X I 16.8 2.35 8.52 22.3 1.55 3.10 24.1 0.92 1.27 24.7 0.53 0.61
P 25.0 5.02 5.02 25.1 2.38 2.38 25.0 1.32 1.32 25.0 0.76 0.76
CUE 25.0 4.26 4.26 25.0 1.91 1.91 25.1 0.98 0.98 24.7 0.56 0.62
MLE 24.7 4.33 4.34 24.5 1.92 1.98 24.4 1.06 1.22 24.7 0.53 0.61
P(inf mle) 0.0000 0.0000 0.0000 0.0000
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Table 1.3a
N  = 50 t
p = 0.05 5 10 15 20
R Estimator exp. S.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
0 X I 11.7 2.90 38.4 20.1 3.45 30.1 26.8 3.53 23.4 32.1 3.39 18.2
P 11.7 2.90 38.4 20.1 3.45 30.1 26.8 3.53 23.4 32.1 3.39 18.2
CUE 30.1 13.4 24.0 48.6 18.3 18.3 49.9 12.7 12.7 50.0 8.64 8.64
MLE 43.3 24.4 25.4 57.7 31.7 32.7 52.3 16.2 16.3 50.6 9.37 9.39
P(inf mle) 0.3190 0.0111 0.0001 0.0000
5 XI 11.4 2.95 38.7 20.1 3.47 30.1 26.8 3.53 23.4 32.1 3.39 18.2
P 37.0 20.8 24.5 47.7 25.9 26.0 49.6 23.4 23.4 50.0 19.5 19.5
CUE 40.8 18.7 20.9 49.8 17.7 17.7 50.0 11.3 11.3 50.0 8.01 8.01
MLE 57.9 36.3 37.1 55.2 26.3 26.8 51.4 12.8 12.9 50.3 8.43 8.44
P(inf mle) 0.0885 0.0009 0.0000 0.0000
10 X I 11.3 2.96 38.8 20.1 3.47 30.1 26.8 3.53 23.4 32.1 3.39 18.2
P 45.4 27.5 27.9 49.9 24.3 24.3 50.0 17.9 17.9 50.0 13.9 13.9
CUE 46.3 22.3 22.6 50.0 16.0 16.0 50.0 10.4 10.4 50.0 7.58 7.58
MLE 61.5 41.8 43.4 53.4 20.6 20.9 50.9 11.3 11.3 50.2 7.88 7.88
P(inf mle) 0.0245 0.0001 0 .0 0 0 0 0.0000
25 XI 11.3 2.96 38.8 20.1 3.47 30.1 26.8 3.53 23.4 32.1 3.39 18.2
P 49.9 25.7 25.7 50.0 15.9 15.9 50.0 11.8 11.8 50.0 9.36 9.36
CUE 49.8 22.5 22.5 50.0 13.0 13.0 50.0 9.07 9.07 50.0 6.87 6.87
MLE 56.8 33.1 33.7 51.4 14.2 14.2 50.3 9.41 9.41 49.9 7.00 7.00
P(inf mle) 0.0005 0.0000 0.0000 0.0000
50 XI 11.3 2.96 38.8 20.1 3.47 30.1 26.8 3.53 23.4 32.1 3.39 18.2
P 50.0 19.7 19.7 50.0 12.5 12.5 50.0 9.43 9.43 50.0 7.55 7.55
CUE 50.0 18.6 18.6 50.0 11.3 11.3 50.0 8.18 8.18 50.0 6.33 6.33
MLE 52.7 21.2 21.3 50.5 11.7 11.7 50.0 8.32 8.32 49.8 6.40 6.40
P(inf mle) 0.0000 0.0000 0.0000 0.0000
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Table 1.3b
N = 50 t
p  =  0.10 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
0 XI 20.5 3.46 29.7 32.6 3.37 17.8 39.7 2.86 10.7 43.9 2.31 6.50
P 20.5 3.46 29.7 32.6 3.37 17.8 39.7 2.86 10.7 43.9 2.31 6.50
CUE 48.2 18.1 18.2 50.0 8.54 8.54 50.0 4.86 4.86 50.0 3.21 3.21
MLE 57.7 31.8 32.7 50.6 9.29 9.31 49.8 4.97 4.97 49.6 3.24 3.27
P(inf mle) 0.0143 0.0000 0.0000 0.0000
5 X I 20.5 3.48 29.7 32.6 3.37 17.8 39.7 2.86 10.7 43.9 2.31 6.50
P 47.9 25.8 25.9 50.0 19.1 19.1 50.0 12.8 12.8 50.0 9.09 9.09
CUE 49.8 17.7 17.7 50.0 7.89 7.89 50.0 4.71 4.71 50.0 3.14 3.14
MLE 55.4 26.8 27.3 50.2 8.30 8.31 49.7 4.76 4.77 49.6 3.15 3.18
P(inf mle) 0.0010 0.0000 0.0000 0.0000
10 XI 20.5 3.48 29.7 32.6 3.37 17.8 39.7 2.86 10.7 43.9 2.31 6.50
P 49.9 23.9 23.9 50.0 13.5 13.5 50.0 9.07 9.07 50.0 6.58 6.58
CUE 50.0 16.0 16.0 50.0 7.48 7.48 50.0 4.55 4.55 50.0 3.08 3.08
MLE 53.4 20.9 21.1 50.1 7.78 7.78 49.7 4.61 4.62 49.6 3.10 3.14
P(inf mle) 0.0001 0.0000 0.0000 0.0000
25 X I 20.5 3.48 29.7 32.6 3.37 17.8 39.7 2.86 10.7 43.9 2.31 6.50
P 50.0 15.6 15.6 50.0 9.15 9.15 50.0 6.30 6.30 50.1 4.54 4.54
CUE 50.0 12.9 12.9 50.0 6.75 6.75 50.0 4.31 4.31 50.0 2.97 2.97
MLE 51.3 14.1 14.2 49.9 6.86 6.86 49.6 4.33 4.35 49.5 2.97 3.01
P(inf mle) 0.0000 0.0000 0.0000 0.0000
50 X I 20.5 3.48 29.7 32.6 3.37 17.8 39.7 2.86 10.7 43.9 2.31 6.50
P 50.0 12.3 12.3 50.0 7.39 7.39 50.0 5.13 5.13 50.1 3.68 3.68
CUE 50.0 11.2 11.2 50.0 6.20 6.20 50.0 4.09 4.09 50.0 2.88 2.88
MLE 50.5 11.6 11.6 49.7 6.25 6.26 49.6 4.10 4.12 49.5 2.89 2.92
P(inf mle) 0.0000 0.0000 0.0000 0.0000
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Table L3c
N = 50 t
p = 0.20 5 10 15 20
R Estimator exp. s.d. rmse exp. S.d. rmse exp. s.d. rmse exp. s.d. rmse
0 X I 33.6 3.32 16.7 44.6 2.19 5.80 48.2 1.30 2.19 49.4 0.75 0.95
P 33.6 3.32 16.7 44.6 2.19 5.80 48.2 1.30 2.19 49.4 0.75 0.95
CUE 49.9 8.30 8.30 50.0 2.98 2.98 50.0 1.50 1.50 50.0 0.92 0.92
MLE 50.5 9.05 9.07 49.6 3.00 3.03 49.5 1.48 1.55 49.5 0.78 0.95
P(inf mle) 0.0000 0.0000 0.0000 0.0000
5 X I 33.6 3.32 16.7 44.6 2.19 5.80 48.2 1.30 2.19 49.4 0.75 0.95
P 50.0 18.2 18.2 50.0 8.43 8.43 50.0 4.56 4.56 50.0 2.56 2.56
CUE 50.0 7.66 7.66 50.0 2.91 2.91 50.0 1.49 1.49 50.0 0.92 0.92
MLE 50.2 8.07 8.07 49.6 2.92 2.95 49.5 1.46 1.54 49.5 0.78 0.95
P(inf mle) 0.0000 0.0000 0.0000 0.0000
10 XI 33.6 3.32 16.7 44.6 2.19 5.80 48.2 1.30 2.19 49.4 0.75 0.95
P 50.0 12.8 12.8 50.0 6.12 6.12 50.0 3.35 3.35 50.0 1.88 1.88
CUE 49.9 7.20 7.20 50.0 2.86 2.86 50.0 1.49 1.49 50.1 0.91 0.91
MLE 50.0 7.50 7.50 49.5 2.88 2.91 49.5 1.46 1.54 49.4 0.77 0.95
P(inf mle) 0.0000 0.0000 0.0000 0.0000
25 XI 33.6 3.32 16.7 44.6 2.19 5.80 48.2 1.30 2.19 49.4 0.75 0.95
P 50.0 8.71 8.71 50.1 4.21 4.21 50.0 2.31 2.31 50.0 1.32 1.32
CUE 50.0 6.46 6.46 50.0 2.76 2.76 50.0 1.47 1.47 50.1 0.91 0.92
MLE 49.8 6.57 6.57 49.5 2.78 2.82 49.5 1.43 1.52 49.4 0.77 0.95
P(inf mle) 0.0000 0.0000 0.0000 0.0000
50 XI 33.6 3.32 16.7 44.6 2.19 5.80 48.2 1.30 2.19 49.4 0.75 0.95
P 50.0 7.05 7.05 50.1 3.40 3.40 50.0 1.86 1.86 50.0 1.07 1.07
CUE 50.0 5.96 5.96 50.0 2.68 2.68 50.0 1.44 1.44 50.1 0.91 0.92
MLE 49.7 6.02 6.03 49.5 2.68 2.72 49.5 1.42 1.51 49.4 0.76 0.95
P(inf mle) 0.0000 0.0000 0.0000 0.0000
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Table 1.4a
N =  100 t
p = 0.05 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
0 X I 22.8 4.15 77.3 40.1 4.90 60.1 53.7 4.99 46.6 64.2 4.80 36.2
P 22.8 4.15 77.3 40.1 4.90 60.1 53.7 4.99 46.6 64.2 4.80 36.2
CUE 80.6 33.2 38.5 99.9 29.1 29.1 100 17.2 17.2 100 11.9 11.9
MLE 115 66.4 68.0 108 39.2 39.9 102 18.5 18.6 101 12.3 12.3
P(inf mle) 0.1018 0.0001 0.0000 0.0000
5 X I 22.7 4.18 77.4 40.1 4.90 60.1 53.7 4.99 46.6 64.2 4.80 36.2
P 77.2 40.1 46.1 95.4 50.2 50.5 99.1 45.7 45.7 99.9 38.1 38.1
CUE 92.0 39.8 40.6 100 26.3 26.3 100 16.2 16.2 100 11.5 11.5
MLE 123 77.9 81.2 105 31.9 32.4 101 17.2 17.2 100 11.8 11.8
P(inf mle) 0.0282 0.0000 0.0000 0.0000
10 XI 22.6 4.18 77.5 40.1 4.90 60.1 53.7 4.99 46.6 64.2 4.80 36.2
P 93.1 54.5 54.9 99.7 46.8 46.8 100 34.5 34.5 100 26.6 26.6
CUE 97.1 42.6 42.7 100 24.3 24.3 100 15.5 15.5 100 11.1 11.1
MLE 122 77.6 80.6 104 27.7 28.0 101 16.2 16.2 100 11.4 11.4
P(inf mle) 0.0078 0.0000 0.0000 0.0000
25 XI 22.6 4.18 77.5 40.1 4.90 60.1 53.7 4.99 46.6 64.2 4.80 36.2
P 99.8 48.0 48.0 100 29.2 29.2 100 21.5 21.5 100 17.1 17.1
CUE 99.9 38.5 38.5 100 20.7 20.7 100 14.0 14.0 100 10.4 10.4
MLE 111 54.2 55.4 102 22.2 22.3 101 14.4 14.4 100 10.5 10.5
P(inf mle) 0.0002 0.0000 0.0000 0.0000
50 XI 22.6 4.18 77.5 40.1 4.90 60.1 53.7 4.99 46.6 64.2 4.80 36.2
P 100 34.4 34.4 100 21.7 21.7 100 16.3 16.3 100 13.1 13.1
CUE 100 30.9 30.9 100 18.0 18.0 100 12.7 12.7 100 9.65 9.65
MLE 105 35.1 35.5 101 18.7 18.7 100 12.9 12.9 99.9 9.73 9.73
P(inf mle) 0.0000 0.0000 0.0000 0.0000
100 XI 22.6 4.18 77.5 40.1 4.90 60.1 53.7 4.99 46.6 64.2 4.80 36.2
P 100 26.9 26.9 100 17.5 17.5 100 13.2 13.2 100 10.6 10.6
CUE
MLE 102 26.9 27.0 100 16.1 16.1 100 11.6 11.6 99.7 8.98 8.99
P(inf mle) 0.0000 0.0000 0.0000 0.0000
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Table 1.4b
N =  100 t
p = 0.10 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
0 XI 41.0 4.92 59.3 65.1 4.77 35.2 79.4 4.04 21.0 87.8 3.27 12.6
P 41.0 4.92 59.3 65.1 4.77 35.2 79.4 4.04 21.0 87.8 3.27 12.6
CUE 99.9 29.8 29.8 100 11.7 11.7 100 6.83 6.83 100 4.50 4.50
MLE 108 41.4 42.2 100 12.2 12.2 99.8 6.89 6.89 99.6 4.51 4.53
P(inf mle) 0.0002 0.0000 0.0000 0.0000
5 XI 41.0 4.92 59.3 65.1 4.77 35.2 79.4 4.04 21.0 87.8 3.27 12.6
P 95.8 50.2 50.4 99.9 37.3 37.3 100 25.1 25.1 100 17.7 17.7
CUE 100 26.7 26.7 100 11.3 11.3 100 6.69 6.69 100 4.46 4.46
MLE 106 33.0 33.5 100 11.6 11.6 99.7 6.75 6.75 99.6 4.47 4.49
P(inf mle) 0.0000 0.0000 0.0000 0.0000
10 XI 41.0 4.92 59.3 65.1 4.77 35.2 79.4 4.04 21.0 87.8 3.27 12.6
P 99.8 46.0 46.0 100 26.0 26.0 100 17.4 17.4 100 12.5 12.5
CUE 100 24.5 24.5 100 11.0 11.0 100 6.58 6.58 100 4.41 4.41
MLE 104 28.3 28.6 100 11.2 11.2 99.7 6.63 6.64 99.6 4.43 4.45
P(inf mle) 0.0000 0.0000 0.0000 0.0000
25 XI 41.0 4.92 59.3 65.1 4.77 35.2 79.4 4.04 21.0 87.8 3.27 12.6
P 100 28.6 28.6 100 16.7 16.7 100 11.5 11.5 100 8.39 8.39
CUE 100 20.7 20.7 100 10.2 10.2 100 6.33 6.33 100 4.31 4.31
MLE 102 22.2 22.3 100 10.4 10.4 99.7 6.36 6.37 99.6 4.32 4.34
P(inf mle) 0.0000 0.0000 0.0000 0.0000
50 XI 41.0 4.92 59.3 65.1 4.77 35.2 79.4 4.04 21.0 87.8 3.27 12.6
P 100 21.3 21.3 100 12.8 12.8 100 8.86 8.86 100 6.47 6.47
CUE 100 17.9 17.9 100 9.48 9.48 100 6.07 6.07 100 4.19 4.19
MLE 101 18.6 18.6 99.9 9.56 9.56 99.6 6.08 6.09 99.5 4.19 4.22
P(inf mle) 0.0000 0.0000 0.0000 0.0000
100 XI 41.0 4.92 59.3 65.1 4.77 35.2 79.4 4.04 21.0 87.8 3.27 12.6
P 100 17.2 17.2 100 10.4 10.4 100 7.22 7.22 100 5.28 5.28
CUE
MLE 100 15.9 15.9 99.7 8.81 8.81 99,6 5.78 5.79 99.5 4.06 4.09
P(iiîf mle) 0.0000 0.0000 0.0000 0.0000
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Table 1.4c
N =  100 t
p = 0.20 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
0 XI 67.2 4.69 33.1 89.3 3.10 11.2 96.5 1.84 3.97 98.8 1.07 1.57
P 67.2 4.69 33.1 89.3 3.10 11.2 96.5 1.84 3.97 98.8 1.07 1.57
CUE 100 11.4 11.4 100 4.17 4.17 100 2.08 2.08 100 1.12 1.12
MLE 100 11.8 11.8 99.6 4.19 4.21 99.5 2.08 2.14 99.5 1.19 1.27
P(inf mle) 0.0000 0.0000 0.0000 0.0000
5 X I 67.2 4.69 33.1 89.3 3.10 11.2 96.5 1.84 3.97 98.8 1.07 1.57
P 100 35.6 35.6 100 16.5 16.5 100 8.85 8.85 100 4.99 4.99
CUE 100 11.0 11.0 100 4.14 4.14 100 2.07 2.07 99.9 1.12 1.12
MLE 100 11.3 11.3 99.6 4.14 4.16 99.5 2.07 2.13 99.5 1.18 1.27
P(iiîf mle) 0.0000 0.0000 0.0000 0.0000
10 XI 67.2 4.69 33.1 89.3 3.10 11.2 96.5 1.84 3.97 98.8 1.07 1.57
P 100 24.6 24.6 100 11.7 11.7 100 6.43 6.43 100 3.61 3.61
CUE 100 10.6 10.6 100 4.09 4.09 100 2.06 2.06 99.9 1.11 1.12
MLE 100 10.9 10.9 99.6 4.10 4.12 99.5 2.06 2.12 99.6 1.18 1.26
P(inf mle) 0.0000 0.0000 0.0000 0.0000
25 XI 67.2 4.69 33.1 89.3 3.10 11.2 96.5 1.84 3.97 98.8 1.07 1.57
P 100 15.9 15.9 100 7.80 7.80 100 4.27 4.27 100 2.40 2.40
CUE 99.9 9.84 9.84 100 4.00 4.00 100 2.05 2.05 99.9 1.11 1.11
MLE 99.9 9.98 9.98 99.5 4.02 4.04 99.5 2.05 2.11 99.6 1.18 1.25
P(inf mle) 0.0000 0.0000 0.0000 0.0000
50 XI 67.2 4.69 33.1 89.3 3.10 11.2 96.5 1.84 3.97 98.8 1.07 1.57
P 100 12.2 12.2 100 6.01 6.01 100 3.25 3.25 100 1.85 1.85
CUE 100 9.11 9.11 100 3.89 3.89 100 2.02 2.02 99.9 1.10 1.11
MLE 99.8 9.18 9.19 99.5 3.91 3.93 99.5 2.03 2.09 99.6 1.17 1.24
P(inf mle) 0.0000 0.0000 0.0000 0.0000
100 XI 67.2 4.69 33.1 89.3 3.10 11.2 96.5 1.84 3.97 9&8 1.07 1.57
P 100 9.92 9.92 100 4.90 4.90 100 2.62 2.62 100 1.51 1.51
CUE
MLE 99.7 8.44 8.44 99.5 3.78 3.81 99.5 2.00 2.06
P(inf mle) 0.0000 0.0000 0.0000 0.0000
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s 1.10 : The Unconditional Performance of the CUE and the Peterson-Type 
Estimators
In the previous section, in order to compare the relative performance of all three 
estimators considered within this chapter, it was necessary to consider the distribution 
of each conditional on the event C={Z>Xi}. This was necessary because the MLE is
known to yield infinite estimates when Z=Xj, and this would result in the MLE having 
an infinite mean, standard deviation and mean square error over the entire joint 
distribution of X, and Z. The discussion of the previous section recommended that, 
conditional on the event C={Z>Xj}, one should favour the CUE N^. In view of this, 
and due to the fact that the CUE and Peterson-type estimators are both finite with 
probability one, the distributional properties of and Np are now presented
unconditionally over the entire joint distribution of X, and Z. The results are contained 
in tables 1.5a,b,c, 1.6a,b,c, 1.7a,b,c and 1.8a,b,c. The values of N, t, p and R which are 
considered are identical to those of section 1.9. Notation is the same as in previous 
section.
§ 1.10a : Discussion
The performance, and relative performance, of the estimators over the complete 
sample space is seen to be very similar to their performance in the previous section. As 
one would expect, the difference is most noticeable when the probability of X  ^ being 
equal to Z is large.
Tables 1.5 to 1.8 clearly indicate that the overall performance of the CUE is 
superior to that of Np. In the absence of plants Np reduces to X j, so it is not surprising 
that N„ is seen to clearly outperform Np in this situation. When R>0, both perform 
very well in terms of bias, with N^ almost always being the less biased of the two. The 
standard deviation of N^ is, in all but four of the situations considered, less than that of 
Np: the difference, when not in favour of N„, is small. The standard deviation of Np
tends to be large when R, greater than zero, is small relative to N, and it is in these 
situations that the standard deviation of N^ is appreciably smaller than that of Np. In
each of the four situations where, for R>0, the standard deviation of N^ is greater than 
that of Np, the CUE exhibits a smaller bias. In conclusion, one should always use the 
CUE in preference to the Peterson-type estimator Np.
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Table 1.5a
N =  10 t
p  =  0.05 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
>=0 XI 2.26 1.32 7.85 4.01 1.55 6.18 5.37 1.58 4.89 6.42 1.52 3.89
0 P 2.26 1.32 7.85 4.01 1.55 6.18 5.37 1.58 4.89 6.42 1.52 3.89
CUE 3.70 3.13 7.04 7.31 4.60 5.33 9.10 4.62 4.71 9.80 4.02 4.03
5 P 7.87 6.29 6.64 9.60 6.35 6.36 9.98 5.46 5.46 10.0 4.51 4.51
CUE 8.24 6.79 7.02 9.78 6.14 6.15 9.95 4.49 4.49 10.0 3.31 3.31
10 P 9.50 8.16 8.18 10.0 6.16 6.16 10.0 4.54 4.54 10.0 3.56 3.56
CUE 9.50 8.11 8.12 9.95 5.59 5.59 9.97 3.87 3.87 9.99 2.93 2.93
Table 1.5b
N =  10 t
p =  0.10 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
>=0 XI 4.10 1.56 6.11 6.51 1.51 3.80 7.94 1.28 2.42 8.78 1.03 1.60
0 P 4.10 1.56 6.11 6.51 1.51 3.80 7.94 1.28 2.42 8.78 1.03 1.60
CUE 7.27 4.41 5.18 9.71 3.94 3.95 10.0 2.44 2.44 10.0 1.58 1.58
5 P 9.64 6.31 6.32 10.1 4.42 4.42 10.1 3.02 3.02 10.1 2.16 2.16
CUE 9.81 6.00 6.01 10.0 3.25 3.25 9.99 2.02 2.02 10.0 1.34 1.34
10 P 10.0 6.05 6.05 10.1 3.47 3.48 10.1 2.30 2.30 10.1 1.63 1.63
CUE 9.97 5.45 5.45 10.0 2.88 2.88 10.0 1.88 1.88 10.0 1.29 1.29
Table 1.5c
N =  10 t
p  =  0.20 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
>=0 XI 6.72 1.48 3.60 8.93 0.98 1.45 9.65 0.58 0.68 9.88 0.34 0.36
0 P 6.72 1.48 3.60 8.93 0.98 1.45 9.65 0.58 0.68 9.88 0.34 0.36
CUE 9.91 3.79 3.79 9.99 1.45 1.45 9.86 0.75 0.76 9.90 0.35 0.37
5 P 10.1 4.21 4.22 10.1 2.00 2.00 10.0 1.07 1.07 10.0 0.60 0.60
CUE 10.1 3.10 3.10 10.0 1.29 1.29 9.85 0.73 0.75 9.89 0.34 0.36
10 P 10.1 3.30 3.30 10.0 1.52 1.52 10.0 0.84 0.84 10.0 0.48 0.48
CUE 10.0 2.74 2.74 10.0 1.21 1.21 9.80 0.70 0.73 9.89 0.34 0.36
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Table 1.6a
N = 25 t
p = 0.05 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
>=0 XI 5.66 2.09 19.5 10.0 2.45 15.2 13.4 2.49 11.8 16.0 2.40 9.28
0 P 5.66 2.09 19.5 10.0 2.45 15.2 13.4 2.49 11.8 16.0 2.40 9.28
CUE 13.8 8.98 14.3 23.3 12.3 12.4 24.9 9.56 9.56 25.0 6.56 6.56
5 P 19.7 12.3 13.4 23.9 13.8 13.8 24.8 12.2 12.2 25.0 10.1 10.1
CUE 21.8 14.6 15.0 24.9 12.0 12.0 25.0 7.82 7.82 25.0 5.53 5.53
10 P 23.6 16.4 16.4 25.0 13.1 13.1 25.0 9.62 9.62 25.0 7.44 7.44
CUE 24.1 16.4 16.4 25.0 10.3 10.3 25.0 6.86 6.86 25.0 5.09 5.09
25 P 25.0 14.9 14.9 25.0 9.13 9.13 25.0 6.77 6.77 25.0 5.39 5.39
CUE 25.0 14.1 14.1 25.0 8.19 8.19 25.0 5.85 5.85 25.0 4.51 4.51
Table 1.6b
N =  25 t
p =  0 ,1 0 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
>=0 X I 10.2 2.46 15.0 16.3 2.38 9.04 19.9 2.02 5.53 22.0 1.63 3.45
0 P 10.2 2.46 15.0 16.3 2.38 9.04 19.9 2.02 5.53 22.0 1.63 3.45
CUE 23.1 12.0 12.1 25.1 6.43 6.43 25.0 3.56 3.56 25.0 2.29 2.29
5 P 24.0 13.7 13.8 25.0 9.92 9.92 25.0 6.70 6.70 25.0 4.78 4.78
CUE 24.9 12.0 12.0 25.0 5.41 5.41 25.0 3.26 3.26 25.0 2.21 2.21
10 P 25.0 12.8 12.8 25.0 7.26 7.26 25.0 4.90 4.90 24.9 3.54 3.54
CUE 25.0 10.3 10.3 25.0 4.96 4.96 25.0 3.14 3.14 25.0 2.14 2.14
25 P 25.0 8.95 8.95 25.0 5.27 5.27 25.0 3.63 3.63 25.1 2.57 2.57
CUE 25.0 8.06 8.06 25.0 4.41 4.41 25.0 2.91 2.91 25.0 2.05 2.05
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Table 1.6c
N = 25
=  0.20
Estimator s.d.s.d. s.d. s.d.exp. rmse rmse exp.exp. rmse exp. rmse
16.8 2.35 8.52 1.55 24.122.3 3.10 0.92 1.27 24.7>=0 XI 0.53 0.61
16.8 8.52 1.552.35 22.3 24.13.10 0.92 1.27 24.7 0.53 0.61
25.0 6.30 25.0 2.14 2.14 25.16.30 1.07 24.8CUE 1.07 0.61 0.64
25.1 9.45 9.45 4.4425.0 4.44 25.0 2.402.40 25.0 1.34 1.34
25.1 5.26 5.26 25.0 2.05 25.12.05 1.04CUE 1.03 24.8 0.60 0.64
25.0 6.886.88 24.9 3.29 3.29 25.0 1.861.86 25.0 1.11 1.11
25.0 4.81 4.81 25.0 1.99 1.99 25.1 1.02 1.02CUE 24.8 0.58 0.63
25.0 5.02 25.1 2.385.02 2.38 25.0 1.32 1.32 25.0 0.76 0.76
25.0 4.264.26CUE 25.0 1.91 1.91 25.1 0.980.98 24.7 0.56 0.62
Table 1.7a
N = 50 t
p = 0.05 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
>=0 X I 11.3 2.96 38.8 20.1 3.47 30.1 26.8 3.53 23.4 32.1 3.39 18.2
0 P 11.3 2.96 38.8 20.1 3.47 30.1 26.8 3.53 23.4 32.1 3.39 18.2
CUE 37.4 21.5 24.9 50.0 21.8 21.8 49.9 12.8 12.8 50.0 8.65 8.65
5 P 39.3 21.8 24.3 47.8 25.9 26.0 49.6 23.4 23.4 50.0 19.5 19.5
CUE 46.5 28.3 28.5 50.0 18.6 18.6 50.0 11.3 11.3 50.0 8.01 8.01
10 P 47.1 29.6 29.7 49.9 24.3 24.3 50.0 17.9 17.9 50.0 13.9 13.9
CUE 49.0 29.2 29.2 50.0 16.1 16.1 50.0 10.4 10.4 50.0 7.58 7.58
25 P 50.0 26.2 26.2 50.0 15.9 15.9 50.0 11.8 11.8 50.0 9.36 9.36
CUE 49.9 23.4 23.4 50.0 13.0 13.0 50.0 9.07 9.07 50.0 6.87 6.87
50 P 50.0 19.7 19.7 50.0 12.5 12.5 50.0 9.43 9.43 50.0 7.55 7.55
CUE 50.0 18.6 18.6 50.0 11.3 11.3 50.0 8.18 8.18 50.0 6.33 6.33
Table 1.7b
N =  50 t
p =  0.10 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
>=0 XI 20.5 3.48 29.7 32.6 3.37 17,8 39.7 2.86 10.7 43.9 2.31 6.50
G P 20.5 3.48 29.7 32.6 3.37 17.8 39.7 2.86 10.7 43.9 2.31 6.50
CUE 49.6 22.0 22.0 50.0 8.54 8.54 50.0 4.86 4.86 50.0 3.21 3.21
5 P 47.9 25.9 26.0 50.0 19.1 19.1 50.0 12.8 12.8 50.0 9.09 9.09
CUE 50.0 18.8 18.8 50.0 7.89 7.89 50.0 4.71 4.71 50.0 3.14 3.14
10 P 49.9 23.9 23.9 50.0 13.5 13.5 50.0 9.07 9.07 50.0 6.58 6.58
CUE 50.1 16.2 16.2 50.0 7.48 7.48 50.0 4.55 4.55 50.0 3.08 3.08
25 P 50.0 15.6 15.6 50.0 9.15 9.15 50.0 6.30 6.30 50.1 4.54 4.54
CUE 50.0 12.9 12.9 50.0 6.75 6.75 50.0 4.31 4.31 50.0 2.97 2.97
50 P 50.0 12.3 12.3 50.0 7.39 7.39 50.0 5.13 5.13 50.1 3.68 3.68
CUE 50.0 11.2 11.2 50.0 6.20 6.20 50.0 4.09 4.09 50.0 2.88 2.88
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Table 1.7c
N = 50
=  0.20
Estimator s.d. s.d. s.d. s.d.exp. rmse exp. rmse exp. rmse exp. rmse
3.32 44.6 2.19 5.8033.6 16.7 48.2 1.30 2.19 49.4>=0 XI 0.75 0.95
33.6 3.32 16.7 44.6 2.19 5.80 48.2 1.30 49.42.19 0.75 0.95
49.9 8.30 50.0 2.988.30 50.0 1.50 50.02.98 1.50CUE 0.92 0.92
50.0 18.2 50.018.2 8.43 8.43 50.0 4.56 4.56 50.0 2.562.56
50.0 7.66 7.66 50.0 2.91 2.91 50.0 1.49 50.0CUE 1.49 0.92 0.92
50.0 12.8 50.012.8 6.12 6.12 50.0 3.35 3.35 50.0 1.88 1.88
49.9 7.20 7.20 50.0 2.86 2.86CUE 50.0 1.49 1.49 50.1 0.91 0.91
50.0 8.71 8.71 50.1 4.21 50.04.21 2.31 50.02.31 1.32 1.32
6.4650.0 6.46 50.0 2.76 50.0CUE 2.76 1.47 1.47 50.1 0.91 0.92
50.0 7.05 7.05 3.4050.1 3.40 50.0 1.86 50.01.86 1.07 1.07
5.9650.0CUE 5.96 50.0 2.68 2.68 50.0 1.44 1.44 50.1 0.91 0.92
Table 1.8a
N =  100 t
p = 0.05 5 10 15 20
R Estimator exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
>=0 XI 22.6 4.18 77.5 40.1 4.90 60.1 53.7 4.99 46.6 64.2 4.80 36.2
0 P 22.6 4.18 77.5 40.1 4.90 60.1 53.7 4.99 46.6 64.2 4.80 36.2
CUE 92.0 51.6 52.2 100 29.6 29.6 100 17.2 17.2 100 11.9 11.9
5 P 78.6 40.5 45.8 95.5 50.2 50.5 99.1 45.7 45.7 99.9 38.1 38.1
CUE 97.8 54.1 54.2 100 26.4 26.4 100 16.2 16.2 100 11.5 11.5
10 P 94.1 55.7 56.0 99.7 46.8 46.8 100 34.5 34.5 100 26.6 26.6
CUE 99.4 51.1 51.1 100 24.3 24.3 100 15.5 15.5 100 11.1 11.1
25 P 99.9 48.4 48.4 100 29.2 29.2 100 21.5 21.5 100 17.1 17.1
CUE 100 39.4 39.4 100 20.7 20.7 100 14.0 14.0 100 10.4 10.4
50 P 100 34.4 34.4 100 21.7 21.7 100 16.3 16.3 100 13.1 13.1
CUE 100 30.9 30.9 100 18.0 18.0 100 12.7 12.7 100 9.65 9.65
100 P 100 26.9 26.9 100 17.5 17.5 100 13.2 13.2 100 10.6 10.6
CUE
Table 1.8b
N =  100 t
p  =  0.10 5 10 15 20
R Estimator exp. S.d. rmse exp. s.d. rmse exp. s.d. rmse exp. s.d. rmse
>=0 X I 41.0 4.92 59.3 65.1 4.77 35.2 79.4 4.04 21.0 87.8 3.27 12.6
0 P 41.0 4.92 59.3 65.1 4.77 35.2 79.4 4.04 21.0 87.8 3.27 12.6
CUE 100 30.5 30.5 100 11.7 11.7 100 6.83 6.83 100 4.50 4.50
5 P 95.8 50.2 50.4 99.9 37.3 37.3 100 25.1 25.1 100 17.7 17.7
CUE 100 26.9 26.9 100 11.3 11.3 100 6.69 6.69 100 4.46 4.46
10 P 99.8 46.0 46.0 100 26.0 26.0 100 17.4 17.4 100 12.5 12.5
CUE 100 24.5 24.5 100 11.0 11.0 100 6.58 6.58 100 4.41 4.41
25 P 100 28.6 28.6 100 16.7 16.7 100 11.5 11.5 100 8.39 8.39
CUE 100 20.7 20.7 100 10.2 10.2 100 6.33 6.33 100 4.31 4.31
50 P 100 21.3 21.3 100 12.8 12.8 100 8.86 8.86 100 6.47 6.47
CUE 100 17.9 17.9 100 9.48 9.48 100 6.07 6.07 100 4.19 4.19
100 P 100 17.2 17.2 100 10.4 10.4 100 7.22 7.22 100 5.28 5.28
CUE
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Table 1.8c
N =  100
p = 0.20
Estimator s.d. s.d. s.d.s.d.exp. rmsermse exp. exp. rmse exp. rmse
67.2 33.1 11.24.69 89.3 3.10 96.5 1.84 3.97 1.07>=0 XI 98.8 1.57
67.2 33.14.69 89.3 3.10 11.2 96.5 3.971.84 98.8 1.07 1.57
11.4100 11.4 100 4.17 4.17CUE 100 2.08 2.08 100 1.12 1.12
35.6100 35.6 100 16.516.5 8.85100 8.85 100 4.99 4.99
100 11.0 11.0 100 4.14 4.14 100 2.07 2.07CUE 99.9 1.12 1.12
100 24.6 24.6 100 11.7 11.7 100 6.43 6.43 100 3.61 3.61
100 10.6 10.6 100 4.09 4.09 100 2.06CUE 2.06 99.9 1.11 1.12
100 15.9 15.9 100 7.807.80 4.27100 4.27 100 2.40 2.40
99.9 9.84 9.84 100 4.00CUE 4.00 100 2.052.05 99.9 1.11 1.11
100 12.2 12.2 100 6.016.01 100 3.253.25 100 1.85 1.85
100 9.119.11 100 3.89 3.89CUE 100 2.02 2.02 99.9 1.10 1.11
100 9.92 9.92 100 4.90100 4.90 100 2.622.62 100 1.51 1.51
CUE
§ 1.11 : The Performance of Plant-Capture
When Applied to the Model Mp : Under Discrete Time Sampling
In previous sections it has been argued that the overall performance of 
the CUE N„ should always be considered superior to that of the MLE and Peterson- 
type estimators. Rather than only discussing the way in which the information gained 
through plants may improve the performance of the CUE, this section considers how 
the method of plant-capture can affect the performance of all the estimators described 
within this chapter. This approach is taken since, in spite of the evidence of the previous 
sections, it is believed that more traditionally minded practitioners may still prefer to 
use the MLE. The following discussion is based on an inspection of all the 24 tables of 
this chapter.
It has previously been mentioned that mean square error is known to reward 
negative bias, and that this characteristic can lead to incorrect conclusions being drawn, 
that is if one places too much emphasis on mean square error alone. When comparing 
the performance of estimators, one should always, where possible, consider firstly their 
mean and standard deviation, and only then should one consider mean square error, or 
alternative loss functions such as mean absolute deviation. This approach is taken in the 
following discussion ; consideration of mean square error alone can lead to counter 
intuitive conclusions. For example, consider the performance of the CUE in table 1.6a, 
where N = 25, p = 0.05 and t = 5. As R is increased from 0 to 10 the mean squaie error 
of N„ increases from 14.3 to 16.4 ! However, only when one considers the way in 
which the bias of N„ is being significantly reduced can one see that the extra 
information gained from the plants is in fact improving the performance of the CUE.
This last example is quite typical of the way in which the information gained 
from plants enhances the performance of the estimators in situations where veiy little 
information is gained from the target population, however in many of these situations 
the improvement in bias is accompanied by a reduction in mean square error.
Except for situations where only a small amount of information is available, the 
CUE Ny is usually unbiased, and where not its bias is negligible. In those situations 
where only a small amount of information is available, tends to be negatively 
biased, with this bias reducing significantly and uniformly as the number of plants is 
increased. This behaviour is intuitively very reasonable, since the CUE is unbiased 
conditional on the event Z = Z, + Z2 > N. That is because Z^ ~ Bin(Rt,p), the event
Z = Zj + Z2 ^  N is more and more likely to occur as R is increased. The standai'd 
deviation of is generally seen to reduce uniformly as more and more plants are used. 
Where the standard deviation of the CUE is not reduced by an increase in R, this is 
always due to its bias being significantly improved.
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In the absence of plants, the Peterson-type estimator reduces to X ,, commonly 
referred to as the 'enumeration estimator'. For this reason, Np is only considered here
when plants are used. In terms of bias, the Peterson-type estimator behaves in a very 
similai* way to the CUE, although N„ is on almost all occasions less biased. When the 
number of plants is small relative to the size of the target population, Np tends to have a
relatively large variance, however this is on almost all occasions seen to reduce 
uniformly as R is increased.
The CUB is seen to utilise the information gained through the plants in a very 
'smooth' way. That is, as R is increased, usually either the mean of is significantly
improved at the expense of a slight increase in standard deviation or both the bias and 
the standard deviation are reduced. The behaviour of the MLE when in situations where 
little information is available is less predictable as more plants aie introduced. Consider 
for example table 1.3a, in which N = 50 and p = 0.05. When the number of sampling 
occasions is equal to 5, for R = 0, 5, 10, 25 and 50 the mean and standard deviation of 
N are respectively 43.3, 24.4; 57.9, 36.3; 61.5, 41.8; 56.8, 33.1 and 52.7, 21.2 : the 
corresponding values taken by N„ are respectively 30.1, 13.4; 40.8, 18.7; 46.3, 22.3;
49.8, 22.5 and 50.0, 18.6. The CUE in this example behaves in the manner described 
above, i.e. as R is increased its performance improves 'smoothly'. However, as the 
number of plants is increased from 0 to 5 to 10, both the mean and standard deviation of 
the MLE are seen to become worse ! This result appears counter intuitive, that is until 
one considers the way in which the value of R affects the probability of obtaining a 
finite MLE. In the above situation, where t = 5, for R = 0, 5, 10, 25 and 50, the 
probabilities of obtaining an infinite MLE are respectively 0.3190, 0.0885, 0.0245, 
0.0005 and 0.0000. In other words the introduction of plants is seen to dramatically 
improve the probability of obtaining a useful MLE. When this advantage is considered 
along with the performance of the MLE, it can be argued that even in situations where, 
as in the above example, veiy little information is obtained from the target population, 
the presence of plants is beneficial to the overall performance of the MLE. Other than 
those extreme situations in which very little information is present, an increase in the 
number of plants is generally seen to improve the performance of the MLE via a 
reduction in both bias and standard deviation. And where both statistics are not 
improved, one of the two is.
In conclusion, the introduction of plants can be seen to enhance the performance 
of all three of the estimators which have been considered within this chapter, this being 
under the assumption that the planted individuals do indeed behave in an identical 
manner to members of the target population. In particular the plants are seen to be of 
most use when only little information has been gained from the target population. 
Furthermore, on the basis of the above discussions, whether sampling with or without
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plants, it is recommended that the CUE be considered superior to both the MLB and 
Peterson-type estimator.
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Chapter 2 : A Plant-Capture Approach for Sequential Tagging
$ 2.1 : Introduction
This chapter considers how the method of plant-capture may be used to aid the 
problem of estimating population size when the population in question behaves 
according to a continuous time analogue of the standard capture-recapture model 
known as M q . The model Mq is one of the sequence of models described by Otis et al.
(1978) for capture-recapture data in closed populations. The sampling procedure 
considered within this chapter assumes that the population in question is under constant 
observation for some period of time, and that individuals are seen one at a time. 
Existing methods for estimating the value of N are based on either truncated sampling, 
in which sampling continues for a fixed predetermined amount of time , or censored 
sampling, in which sampling continues until a predetermined number of tagged 
individuals have been seen. Within this chapter consideration is given to the problem of 
estimation under the more commonly used method of truncated sampling. In the 
absence of plants this version of the problem has previously been studied by 
Nayak(1988), who derived a maximum likelihood estimator.
S 2.2 : Sampling Procedure and Assumptions
Prior to the commencement of the experiment it is assumed that the target 
population, whose size N we wish to estimate, is augmented by the insertion of a known 
number R of planted individuals. Each planted individual is assumed to have received a 
unique tag prior to its release. Sightings of any particular member of the target 
population form a homogeneous Poisson process of rate X . The augmented population, 
of size N+R, is randomly mixed. It is assumed that the planted individuals behave 
exactly as members of the target population, so that the augmented population 
constitutes N+R independent homogeneous Poisson processes each of rate X . One 
member of the augmented population is randomly selected at a time : individuals that 
are seen for the first time receive a unique tag, so that they may be recognised on 
subsequent occasions. Individuals having been seen are then immediately released into 
the population. The augmented population is assumed to be closed and under 
continuous observation during the predetermined time period [0, t].
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$ 2.3 : A Note on Software Reliability
In the above, N has been referred to as being the size of ' a population More 
specifically, N may represent the size of a wildlife population, in which case the above 
sampling procedure constitutes a sequential Schnabel census with samples of size one, 
see Schnabel(1938) or, for a more comprehensive review, Seber(1982). The theory 
discussed here however is equally applicable to the problem of estimating the original 
number of faults , N, in a reliability system. Only the interpretation of the theory in both 
cases is a little different : probabilistically both situations are identical. In the situation 
where N represents the unknown number of errors in a piece of computer software the 
above model was originally proposed by Jelinski & Moranda (1972). Other models 
which aim to describe the stochastic failures of a piece of software have been proposed 
however the Jelinski & Moranda model is commonly regarded as being central to the 
topic of software reliability, see Langberg & Singpurwalla (1985). Originally attempts 
to estimate the value of N based upon the Jelinski & Moranda model assumed that only 
the times at which errors were first detected would be recorded. Nayak(1988) 
introduced a design called recapture debugging in which he developed a sampling 
procedure, which is analogous to the sequential Schnabel census, in an attempt to get 
extra information from the population prior to estimating the value of N. In Nayak's 
model the software is assumed to originally contain N errors. Whenever an error is 
detected it is corrected, without further errors being inserted, but a counter is added to 
record how often that area of the software is accessed during the remainder of sampling 
time. This ensures that recapture debugging uses the available sampling time more 
efficiently.
$ 2.4 : The Sufficient Statistics
Nayak(1988) determined the sufficient statistics for the situation in which no 
plants are present. This section utilizes the theory of Nayak(1988) in order to determine 
the sufficient statistics for situations in which the number of plants is greater than or 
equal to zero. The following notation is used :
Xj = the number of distinct unplanted individuals seen in time [0, t].
Xg = the number of distinct planted individuals seen in time [0, r].
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Z, = the total number of sightings made from the target population 
in time [0, t].
Z2 = the total number of sightings made from the planted population 
in time [0, t].
Z = the total number of sightings made from the augmented population 
in time [0, t].
Within this section it is more convenient to let
= N = the size of the target population 
and = R = the size of the planted population.
Suppose that the individuals within each population are labelled as 1, 2, 3,.... according 
to the order in which they were seen.
Consider firstly the target population.
Let
TJI) = the time at which individual i is first seen, for i = 1, 2,..., X,.
It follows that 0 < < < < t .
and let = the number of times individual i is recaptured after its initial
capture, i = 1 ,2 ,..., X,. In other words - 1 ,  where
is the total number of times that individual i is seen during 
the time interval [0, t].
Similarly for the planted population let
= the time at which individual i is first seen, for i = 1, 2 ,..., X^.
It follows that 0 < <......< < T.
and let = the number of times individual i is recaptured after its initial
capture, i = 1, 2,..., X2. In other words = Y[^  ^- 1 ,  where 
YJ^  ^ is the total number of times that individual i is seen during 
the time interal [0, t].
Now define the vectors = (x,,Tj]j,Tj2^),....,Tj5J^^)
and U ,„ = ( x „ T g ,T ® ...... T<«,)
=  ,M g ).
By the independence of the taiget and planted populations, it follows that 
Prob(U(„, V ,„,U,2), V ,„) = P [P ro b (u ,„  = u,„, V,„ = v,;,)
i=l
= j^Prob^V^;) = ^(i)|U(i) -  = ^(i))* (2-1)
Under the model, the following distributional results hold :
(i) Given U^.j, M f  ~ p (a (t -  t^j;)), for j = 1, 2,..., X ,; i = l , 2 ,
where P(Â) denotes a Poisson distribution with mean X .
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This implies that Xi
Prob(V(i)|U(i)j = I7 P ro b (M f = mf^) by independence
j=i
X:
I f
A" exp -A X jT +A ^tj)5
j=i
n ( T - t ; E r
j=l
j=i Xi
where m^ '  ^= ^ m j '^ .
(ii) Prob(u„) = Prob(x„, = x„,)Prob(T;i>,T»> .....T<» ,|x<„ = x,„),
where X ,^) ~ Bin(N^'\ 1 -  exp[-ÂT]).
Given that an individual is seen by time T, its conditional time to detection has
Aexp[-At]probability density function 0 < t <  T.1 -  exp[-Af] ’
It then follows that the joint conditional probability distribution function of the order 
statistics of the X. seen by time t is
'V l - e x p [ - A T
j=l
(l -  exp[“ AT])X, for i = 1, 2.
Hence
Prob(U,|, = u ,i,)=  (l-exp[-A T ]) '(exp[-AT])NW-X,
XjA^'exp
j=i
(l -  exp[-ÂT])^‘
|(exp[-AT])^ XjA^'exp
Xi
j=i
Substituting these results into equation (2.1) yields the following :
2
Prob(U(„,V ,„,U„,,V(„) = P[P rob(v ,i, = V(i)|u,., = U(„)Prob(U(i, = u,„)
A" exp
= n
Xi
—AXj T + A t(j
j=i j=i
i= l H i n f !
j=l
X, (exp[~AT])^ XjA^'expi / j=i
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n-----------------
i = l
j=l
j N“'!A^'exp[-N'‘'A T ]f[(T -1 “ )'n--------- ^—i=l (N "'-X ,)!p [m < "!
j = l
It follows that the likelihood function for A and N = may be written as 
L(A,N“>) oc AZ'+Z'exp[-(N'" +N™ )Af].
Hence, by the Neyman-Pearson factorisation theorem, the sufficient statistics for A and 
N = are X, and Z = .
§ 2.5 : The Distribution Function of the Sufficient Statistics
The most direct way of deriving the joint probability function of X, and Z is to 
consider the decomposition
Prob(Xj = Xj, Z = z) = Prob(Xi = xJZ = z)Prob(Z = z ). (2.2)
Firstly, from the above assumptions it follows that Z has a Poisson distribution with 
parameter (N + R)Ar.
Explicitly Prob(Z = z) = I S i ± ^ M ^ i ^ P K î i ± # ,  z = 0 ,1 ,2 ,.... (2.3)z!
The conditional distribution of Xj given Z has previously appeared in an urn model 
context, see Johnson and Kotz(1977) p. 122. Suppose one thinks of the N+R members 
of the augmented population as N+R urns and that each time an individual is seen a ball 
is placed into the urn representing it. Initially let N of these urns be empty and R 
contain one ball. So that at any subsequent time the number of tagged individuals in the 
population is represented by the number of urns containing at least one ball. Now the 
probability of X, given Z is the probability that X, of the initially empty N urns 
contain at least one ball given that Z balls have been randomly allocated to the N+R 
urns, the balls being allocated to the urns in such a way that the probability of a ball
being allocated to any one urn is — - — . The distribution of X, given Z is then exactly
the variation of the classical occupancy situation discussed in Johnson and Kotz (1977) 
p. 122, where a derivation of the probability function of X  ^ given Z may be found.
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Alternatively one may obtain the probability function of Xj given Z more directly as 
follows.
Prob(X, = xJZ = z) = 2^Prob(Xj = x,|Z^ = z,,Z  = z)Prob(Z, = z,|Z = z),Zi=0
using the theorem of total conditional probability.Z
= ^ P ro b (x ,  = x,|Zi = Zj)Prob(Z, = z JZ  = z). (2.3a)
z ,= 0
From assumptions, it is known that Z, has a Poisson distribution with mean NAt . 
Since Z has a Poisson distribution with mean (N + R)At , it is easy to show that the
distribution of Z jZ  is Binomial : explicitly Z jZ  ~ Bin[ Z, ^N + R
The conditional distribution of X, given Z, constitutes what is known in the literature 
as a Classical Occupancy distribution. For completeness, the Classical Occupancy 
distribution is described in Appendix 1, wherein its probability function is derived.
Explicitly
Prob(Xi = Xi|Zi = z,) = N"^' Xi!S(x,,z,),
X, = 0, 1, 2,. . . . ,  min(N,Zj),
1where S(xj ,Zj ) = — J  ( - l ) ’'(xj -  k)’^' is a Stirling Number of the second kind. 
1^* k=0 V ^  )
The conditional distribution of X, given Z may now be obtained as follows :
Prob(Xj = x,|Z = z) = ^ P ro b (X ; = xJZj = zJProb(Z^ = z,|Z = z) from (2.3a)
z ,= 0
Xj! E s (x , ,z ,)
Z]=0
(xJ(N + R)%-^o’
X^! y  ^
x J ( N  + R )\^o U i- îÈ o ^^
N
n + r ;  v n + r
R z - z ,
ly
R'
H ) ' k - k r
2,'^
v^iy
R '
v^iy (N + R r + „ U . Z,=0V ^1.
v^iy (N + R ) ' a i k
(2.4)
X] = 0 , 1,2,...., m in(N ,z).
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Substitution of (2.3) and (2.4) into equation (2.2) then yields the joint probability 
function for X, and Z ;
Prob(Xi = Xj,Z = z) = Prob(Xi = x,|Z = z)Prob(Z = z)
-1)" (R + X. -  k f  f(N + R )A rrexp[-(N  + R)Ar1
(N + R ^iè-oU  
= M 'exp[-(N + R M rN ^^rxA
Xj = 0, 1, 2 , N, 
z = X,, X|+ 1, Xi+ 2,.
C15)
§ 2.6 : The O - Numbers
The Q - numbers are defined as follows :
Q (x„ z;R) =  £  ' ( - l ) “(R + x , - k ) \
k=ov ^ y
Xi — 0, 1, 2,....
z = X p  X i + 1 ,  X j + 2 ,  . . . .  
These Q - numbers are of importance since they appear within the joint probability 
distribution function of the sufficient statistics, as given in the previous section.
The Q - numbers are a generalisation of the Stirling numbers of the second kind. 
Explicitly the relationship is given by the equation
Q(Xpz;R = 0) =  Xj!S(xpz). (2.6)
In order to investigate the distributional properties of the estimators which are 
considered further on in this chapter it is necessary to evaluate the Q - numbers over 
some paiticular range of parameter values. This can lead to computational problems 
since the form of the Q - numbers is clearly not desirable from a computational point of 
view. That is the alternating sign within the summation means that very large numbers 
are repeatedly being added to and in particular subtracted from one another, and this is a 
major source of rounding error. To help avoid this, and other significant computational 
problems, one may consider the following 'triangular' recurrence relation of the Q - 
numbers :
Q(x,, z; R) = XjQ(xj -1, z -1; R) + (R + X[ )Q(x,, z -1; R ). (2.7)
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A direct proof of (2.7) is as follows :
x,Q(xj -1, z -1;R) + (R + Xi )Q(xi,z -1;R)
(_1)'^(r  +  Xi -  ' + (R  + X i ) ^ f  J  (-1)^(R + Xi - k )
k=ov ^  y
^  fxi -1'
k=ov^y
X,
j'_ 2 %R + X^ -  jy  + (R  + Xi ) ^  j^'J(--1)^(R + Xi - k )
+(R + x,)^
R + x ,  r+Si“^ik=I (k -  l)!(xj -  k)! vky+ (R + Xi ) /  M-1)'‘(R + Xi - k)"' '
R + >=. )“ +  È ]  (R + - k )[ k ]} ( - l )y R  + X. -  k)Z - Î
X
X= Z L ‘ ( - i ) ^ ( R + x . - k rk=ov ^  y
= Q(x,,z;R).
Upon using the identity (2.6), the recurrence relation (2.7), when R = 0, can be shown 
to reduce to the well known relationship between Stirling numbers of the second kind, 
namely
S(Xj,z) =  S(X] - l , z - 1) +  x ,S (xp Z -1).
The triangular recurrence relation (2.7) along with the initial conditions
Q(0,z;R) = R’' and Q(xpXpR) = x,! (2.7a)
enables one to evaluate the required Q - numbers without having to perform any 
subtraction operations whatsoever, and hence one can more easily avoid computational 
rounding error.
N.B. The first initial condition is easy to show directly. The second can be shown to 
ho ld as follows. F irstly substitu ting z = x, into (2.7) im p lies that 
Q(xpXpR) = X;Q(x, - l,Xj - 1;R), then after obseiwing that Q(0,0;R) = 1 it is easy to see 
that Q(xpX,;R) = x,! for all x, > 0.
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Comments
Using (2.7), one can show that a similar 'triangular' recurrence relation exists 
between the probabilities of the joint distiibution of X, and Z, given by equation (2.5). 
It can be shown that
x^,,z “  ^ |^ (R + xJPx^  2-1 + l)Px,-i,z-i] (2.8)
where P^ % = Prob(Xj = x ,, Z z ) .
It is also straightforward to show that (2.8) is subject to the initial conditions 
(ATyexp[-(N + R)AT]p , 
z!Pq.z - z = 0, 1, 2,.
and Px,.x, = [^'^T  exp[-(N + R)At] X, = 0, 1, 2 ,...., N.
(2.8a)
(2.8b)
Again in an attempt to avoid numerical computational problems, one may use the 
following recurrence relations to determine the intitial conditions (2.8a) and (2.8b) :
(At)R^(i)
(ii)
Pq.z -
Xj ,X|
O.Z-I
(At) (N - X i +1)'
z = 1,2, 3,....
Xj — 1, 2, 3 ,...., N.
Where the appropriate initial condition for both (i) and (ii) is Pp q = exp[-(N  + R)At] .
§ 2.7 : The Maximum Likelihood Estimator
It follows from equation (2.5) that the joint likelihood function for N and X may 
be written as
L(N, A) oc A'exp[-(N + R)At] (2.9)
This is now maximised over A : 
dL
dX oc A''(-(N + R )r)exp[-(N  + R)At] + zA’‘' ‘exp[-(N + R)Ar],
equate to zero to obtain A :
Â"(N + R)Texp[-(N + R)Ât] = zÂ"‘‘exp|-(N  + R)At
z
(N + R)t
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A may now be substituted into (2.9) to obtain the profile likelihood for N :
L(N) (N + R)-% N = X p  X, +1, X, + 2 ,
There is no closed form expression for the value of N which maximises this profile 
likelihood function. However, for given values of x, and z, one may determine the 
estimate produced by the maximum likelihood estimator N , using the following 
method.
Firstly, if z = x, the profile likelihood for N is clearly increasing and hence N = oo.
Now if z > X; one may observe that the profile likelihood function is uni-modal. Hence 
N = k, where k is the smallest integer in the set {xp Xj +1, Xj + 2 ,.........} able to
satisfy the condition L(k) > L(k + 1) <=> + k + Rk + 1 U  + R + 1 < 1.
Once N has been determined, this value may then be used in the calculation of the
zmaximum likelihood estimate of A : A = (n + r )-
$ 2.8 : The Harmonic Mean Estimator
The Harmonic mean estimator was first considered by Joe and Reid (1985). 
Explicitly a point estimate of N is given by
N ,= 0.5 +
^  +  1  n, n , j
where [.] denotes the integer part.
The values of n^  and n^ are defined as follows :
nj = inf{ N > X : L(N|x) > cL(N|x) } 
and n^ = sup{ N > x : L(N|x) > cL(N|x) },
where c e  (0,1].
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s 2.9 : A Peterson-Type Estimator
This section introduces an estimator of population size which is only dependent 
upon the observed numbers of distinct animals seen from the target and planted 
populations. The estimator is derived from the conditional distribution of Xj given X.
Within section 2.4 the following distributional results were observed to be true 
X j ~ B in(N ,l-exp[-A T ]),
X g  ~ Bin(R,l -  c x p [ - A t ] )
and X ~ Bin(N + R, 1 -  exp[-At]) .
It is then easy to show that the distribution of XjX is in fact hypergeometric with
probability function
N Y  R ^ YN + R'Prob(X| = x,|X = x) = r
■ly^ x - x , X
max(0,X -  R) < Xj < min(N, x ) .
The likelihood function for N based on this probability function is maximised by the 
Peterson-type estimator Np = RXYX^. To avoid an estimator which becomes infinite 
when X2=0 , Np is now slightly modified : from this point consideration is given to the
(R + 1)X,estimator Np = 0.5 + (X j+ l) , where [.] denotes the integer part of.
§2.9a : A New Estimator for Homogeneous Populations
A simple closed form estimator may be found by considering the expected value 
of f j ~ the number of animals seen exactly once during the experiment.
From the assumptions made above it follows that
N+R
f, = X l ( X |= l )  where l(X ^= l) =
i=l
1 w.p. AT.exp(-AT)
0 w.p. 1 - AT.exp(-AT)
The expected value of f j is then given by
N+R
1=1
N+R
= 2^AT.exp(-AT)
i=l
= (N + R)AT.exp(-AT).
By equating f j to its expected value one can obtain the equation
^ -(N + R)At ^
(N + R) Jfj = (N + R) At. exp (2.9a)
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The total number of sightings Z has a Poisson distribution with mean (N + R)At . 
Hence z may be used as an estimate of (N + R)At , and substituting this into equation 
(2.9a) yields
ZSolving this for N gives N = — ?—^  -  R , and so a point estimate of population size N
is given by -  R .
Care must be taken with this estimator since the estimate it produces is only
dependent upon the values of f, and z. That is one may obtain a distorted view of
population size if one observes the population only through the values of f  j and z. This
problem only occurs when sampling for a very long period of time and so in most
practical situations it is expected that the above estimator may be considered for use in
connection with the majority of experiments. Consider, for example, the data set
contained within Table 4.2 of Seber(1982) p. 137 which gives the capture-recapture data
from a population of butterflies : from Craig(1953). For this data set R=0, fj=258,
f2=72, f 3= l l  and z=435. The maximum likelihood estimate and Darroch &
Ratcliff(1980) estimate of population size are 853 and 838 respectively. The above
435estimator's estimate of population size is = 833.
Inj-1258.
Simulation results have shown that, provided no more than about 80% of the 
population is seen during the experiment, the estimator competes very well with the 
maximum likelihood estimator and the estimator of Darroch & Ratcliff(1980). The 
behaviour of in situations where less than about 80% of the population is seen, is 
in fact very similar to the behaviour of the maximum likelihood estimator - although the 
performance of the maximum likelihood estimator is on the whole marginally superior. 
The performance of diminishes after sampling has continued for a very long time, 
and is unsatisfactory when more than about 80% of the population is seen during the 
experiment. For this reason and the fact that is not a function of the sufficient 
statistics alone, the estimator is not considered any further at this stage.
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§ 2.10 : A Conditionally Unbiased Estimator
This section introduces the Conditionally Unbiased Estimator (CUE) N^, 
which is an estimator of population size N defined by
N _ Q (xpZ + i;R ) ^
Q(xj,z;R) (2 .10)
where Q(xi,z;R) = ^  (-1)'"(R + X; - k ) \
k=oV
as defined in section 2.6.
The CUE was derived from the conditional distribution of Xj given Z. 
When R=0, reduces to an estimator which has previously been considered in an urn
model context, Harris(1968). In the absence of plants Harris(1968) showed that, 
provided Z > N , N^ , is a minimum variance unbiased estimator of N with respect to the 
conditional distribution of X  ^ given Z. As previously mentioned in section 1.8 of 
chapter 1, when R=0, is equivalent to a special case of the estimator proposed by
Pathak(1964). Berg(1975), using the notation of Pathak(1964), derived a recurrence 
relation for N„ in the R = 0 situation. In section 2.10a a recurrence relation for is
derived which allows for values of R greater than or equal to zero.
For values of R greater than or equal to zero, the CUE N„ can be shown to be 
unbiased with respect to the conditional distribution of X, given Z, provided that 
Z > N , as follows.
E(N„) = X N „P rob(X ,= x ,|Z  = z)
Q(xpZ +  l;R) 
Q(x , ,z;R) - R
this follows from equation (2.4).
=  (N  +  R ) X
'N '
X, (N + R)
Q ( x j , z  + 1 ;R )-R
= (N + R ).1 -R  
= N.
if Z > N .
Hence N„ is unbiased over the conditional distribution of X, given Z, provided that 
the condition Z > N holds. Furtherm ore,,again provided that Z > N , since X, is 
sufficient for N with respect to the conditional distribution of Xj given Z , it follows
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that N„ is the minimum variance unbiased estimator of N with respect to the 
conditional distribution of X, given Z , Lehmann and Scheffe(1950).
In view of the fact that population size N is integer valued, in later sections 
consideration is given to the following slightly modified version of :
N.. = O^^^Q(x z +  1;R)_ rQ(xpZ;R)
where the square brackets have been used to denote the integer part.
$ 2 .10a : A Note on the Evaluation of the CUE
Direct use of equation (2.10) to evaluate the estimates produced by the estimator 
N„ can often be difficult, and involve very cumbersome computation. This is due to the
fact that the Q - numbers, present within (2.10), grow rapidly with increasing 
arguments. To overcome this computational problem, a recurrence relation linking the 
N„ is now stated and proved.
To make the following proof more easily read some shorthand notation is necessary.
Let 
and let
Qx„z = Q(xi.z;R)
The N^ g are then subject to the following recurrence relation
N ,„ z  = x ,+ (Nz„z. , - x,), (2.11)
with initial conditions 
and
N „,z=0 for z = 0 ,1 ,2 ,.
+ 2R  + 1] for x, > 0 .
(2 .12)
CL13)
N.B. Substituting R = 0 into (2.11), (2.12) and (2.13) yields the 'Property 5' of 
Berg(1975) p.92.
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Proof of t2.1D :
X, +
V K „ z .i+ R  J(N z„2-1 -X ,)
=  X, +
— X, +
= x, +
=  X, +
= x, +
— X i +
-Xi.Z
\  Vx,,z-1
^ - R  + R
Q X i , Z
\^ Vx,,Z-l
^ - R - x ,
Qxi-l.z Qx„z-1 ( Q x„ z - ( R  +  X i ) Q , ^ ^ . , )
Qxi-l,z-l Qxi.z Qx|,z-1
Q i , - i . z  Q , „ z . i  ( ^ i Q » , - i . z - i )
Qxj-l .Z-l  Q xj ,Z  Qxj.Z-l  
l^Qx,-..Z
- X , , z
(Qzi,z.1 - ( R  + X,)Q„„,)
Q .- X i , Z
Qx],Z+l - ( R  + Xi)
-x,,z
=  _iad±L_R
Qx.iZ
-  ^Xi.z*
Proof of (2.121 :
using (2.7)
using (2.7) with z replaced by z+1
N „ , z = ^ - R
Q
R
0,zZ-bl
R' 
= 0 .
- R using (2.7a)
56
Proof of r2.13I :
As a first step in this proof it is necessary to prove the following identity 
Qx,.x,+i + + l ) ,  X, >0 .
The proof of (2.14) is by induction :
Anchor : (2.14) is clearly true for Xj = 0, since Qq j = R.
k'Assume true for x, = k, i.e. assume Q^ .k+i = — (2R + k)(k +1).
Then
Qk+i.k+2 -  (k + l)Qk,k+i + (R + k + l)Qk+i, k + 1
k!— (k +1)— (2R + k)(k +1) + (R + k + l)(k +1)!
(2.14)
using (2.7) 
using assumption
and (2.7a)
= + k)(k +1) + 2(R + k +1)]
^  (k +1)1 +  4R + k" + 3k + 2]
= -^ --t ^ ) ' [(2R + k)(k + 2) + k + 2]
= i î Y ^ [ ( 2 R  + (k + l))((k + l) + l)].
This shows that, if (2.14) is true for Xj = k, then it must also be true for x, = k + 1. 
Since it has been shown that (2.14) is true for x, = 0, it follows by induction that (2.14) 
holds for all Xj > 0.
The proof of (2.13) may now be completed :
Q,N - X | , X i + lX i  , X [ - RQxi.x,
^ ( 2 R  + x ,) (x i+ l)
Xi! - R
-  2  + l ) - R
= ~|^2RXj + 2R + Xj^  + Xj — 2Rj
-■^[^1 + 2R  + 1].
using (2.14) and (2.7a)
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§2.11 : A Comparison of All Four Estimators
In order to compare the performance of the four estimators which have so far 
been discussed, consideration is given to their mean, standard deviation and root mean 
square error conditional on the event C = {Z>Xj} ,  This conditioning is necessary
since the maximum likelihood estimator N yields infinite estimates when Z = Xp It is 
important to note however that the Peterson-type estimator Np, harmonic mean 
estimator N,, and conditionally unbiased estimator N„ produce finite estimates with 
probability one. The unconditional performance of Np, Nj^  and N^ is considered later 
on.
Conditional on the event C={Z>X j, the mean, standard deviation and root 
mean square error of each estimator are presented in tables 2.1a,b,c, 2.2a,b,c and 
2.3a,b,c. These tables summarise the performance of the estimators for each 
combination from the following factorial design :
10
N = 25 X A = 1 X T 
50
log l _ p
0.1
0.2
0.3 0
0.4 5
0.5 X R = 10
0.6 25
0.7 50
0.8
0.9
where p  = El —- ' N
Please note however that, for each value of population size N, only values of R up to 
and including N are considered; this is done for obvious practical reasons.
The notation used within each table is as follows :
Statistics
exp. 
s.d. 
rmse 
P(inf mle)
mean or expectation, 
standard deviation, 
root mean square error.
1 “  Prob(C) = Prob(c) = Prob(Z = X j ,  which is the
probability of the maximum likelihood estimator 
producing an infinite estimate.
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Estimators
XI = X „ the number of distinct individuals seen from the
target population.
p  = Np. the Peterson-type estimator of section 2.9.
CUE = N„. the conditionally unbiased estimator of
section 2.10.
MLE s N , the maximum likelihood estimator of section
2.7.
HME = N,„ the harmonic mean estimator, Joe & Reed(1985)
It is straightforward to obtain the distributions of both N and N„ given the 
event C. In order to obtain the conditional distribution of the Peterson-type estimator 
Np given the event C, one must derive the conditional distribution of X, and X% given 
C. The following proof was provided by I. B. J. Goudie ( pers. com. ).
Firstly recall that C is defined as being the event {Z>X j and that C is used to denote 
the complementary event {Z=Xi}.
C occurs <=> X2=0 and each individual in target population is seen at
most once.
Now Prob(X2 = O) = [exp(-Ar)]'^ (2.15)
( This is because we know that X2 ~ Bin(R,l -  exp(-AT)) )
Let Yj = the number of sightings of individual i. It follows that Yj ~ P(At).
It may then be observed that
Prob( each individual in target population is seen at most once )
N
= P[Prob(Y,<l)
i = l
= [(Ar + l)exp(-AT)]^. (2.16)
Use of (2.15) and (2.16) implies that 
Prob(C)=l-Prob(c)
= 1 -  [ e x p ( - [ ( A t + l)exp(-A t)]^ .
Now
Prob(X J =Xj ,X2=X2 )Prob(z>X, |X, =Xj ,X2=X2 )
~ Prob(Z>Xi)
_Prob(X, =x  ^)Prob(X2=X2 )Prob(Z>Xi |Xi =x„X2=X2 )
Prob(Z>Xj  ^  ^ ^
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It is clear that Prob(Z>X^|Xi=XpX2=X2)=l if X2>0.
When X2=0 it may be observed that Z|X,,X2 = Zj|Xj . The distribution of Z^jX, 
may be characterised as being the sum of Xj zero truncated Poisson random variables: 
this distribution is known in the literature as a Stirling distribution of the second kind; 
the probability function of this distribution is derived in appendix 2.
Explicitly the probability function of ZjXj is given by
P ro b (Z ,= z , |X ,= x , )  = | M _ | r i ,
Z, = X p  X j  +1, X j  + 2, .....
It follows that Prob(Z>x,|X,=Xj,X2=X2)=Prob(Zj>Xj|Xj=Xj)
=l-Prob(Zj =Xj|Xj=Xj )
- 1  (^^r'
(exp(Ar) - 1)^ '
Fo l l o w in g  on from equat ion  (2.17) ,  and us ing  the no ta t ion  
P(C)=Prob(Z>Xj|Xj=Xj,X2=X2) , allows one to write :
P rnU x - X  X :: |7 X ) = X,)Prob(Z > X,|X, = X„X, = X,)P.ob(X, -  x„X ,  -  x ,|Z  > X, j -  Prob(Z>X,)
[l -  exp(-A T)p [exp(-AT)]^ |[l -  exp(-A T)p [exp(-AT)]^^ P(C)rRV^ 2
P(C)
Xn =
0,1,2,...,N for R>0
1,2,...,N for R=0'
■ 1,2,...,R for R>0, X j = 0
0,1,2,...,R for R>0, X j > 0 ,
0 for R=0
1 -
1
(AT)'
for X2 > 0
for X 2 = 0where P(C) = (exp(AT) - 1)'
and P(C) = Prob(Z > Xj ) = 1 -  [exp(-At)]^ [(At + l)exp(-A t)]^ .
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§ 2.1 la  : The c Constant
The Harmonie Mean Estimator, as defined by Joe & Reid(1985), 
depends upon a constant c e  (0,1]. There is no natural or obvious value that this 
constant should take. The problem of deciding which single value of c should be used in 
connection with the HME is therefore highly subjective. It is for this reason that the 
following tables illustrate the performance of the HME when used in connection with a 
range of possible c values . In practice however it would be necessary to have chosen a 
priori an appropriate value of c. Hence we now aim to recommend a single value of c 
that may be considered suitable for general use. This is not straightforward: in some 
situations the performance of the HME depends heavily upon the value taken by the c 
constant, whereas in other situations varying the constant has little effect. Joe & 
Reid(1985), although still concerned with population size estimation, considered a 
different problem to the one described here. It is worthwhile to note however that one 
conclusion they reached, bearing in mind that they only considered populations of size 
N = 10 when R = 0, was that changing c did not substantially affect the performance of 
the HME. The same conclusion may be drawn from tables 2.1a,b,c when R is equal to 
zero. So this, at least, is broadly consistent with Joe & Reid(1985). However when one 
considers situations in which N = 10, R > 0 and in particular those in which N > 10, R 
>= 0 one can see that varying the c constant can in fact produce significant change in 
the performance of the HME, and that the effect of the constant is most significant for 
the smaller values of r .  For these small values of r ,  which represent situations in 
which little information is available, the likelihood functions can be very spread out, 
almost flat and although remaining unimodal, are certainly not peaked, their shape 
representing the paucity of infoimation. It is in each of these situations that the shape 
of the likelihood function can allow the harmonic mean estimate to differ greatly from 
the maximum likelihood estimate. The reason for this being that, due to the shape of the 
likelihood function, it is in each of these situations that the c constant has most effect 
upon the resulting harmonic mean estimate. Consequently, for small values of t , the 
performance of the HME can be greatly affected by changing the c constant. For the 
larger values of t ,  which represent situations in which a large amount of information 
has been obtained, the likelihood functions become peaked. In each of these situations 
the estimate produced by the HME is therefore not likely to differ greatly from the 
maximum likelihood estimate. This is the reason why, for the larger values of T, the 
HME and MLE perform in a very similar way. And furthermore, due to the peakedness 
of the likelihood functons, the c constant has little affect upon each resulting harmonic 
mean estimate. Hence for the larger values of t the c constant does not significantly 
affect the performance of the HME.
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Regarding the way in which the c constant affects the HME when its 
performance is in turn being compared with that of the MLE, the general trend is that 
for small values of c the HME, when compared with the MLE, tends to have both a 
smaller mean and variance, and that as c is increased the mean and variance of the 
HME increase to those of the MLE. For the larger values of c, as one would expect, the 
performance of the HME is very similar to that of the MLE : in particular when c = 1 
the HME and MLE are equivalent.
In view of this behaviour, when seeking to choose an appropriate value for the c 
constant, one must be careful not to place too much emphasis on mean square error. It 
would be inappropriate to base a choice of c solely upon the effect that this constant 
may have upon the mean square error of the HME, since this loss function is known to 
favour estimators possessing negative bias and small variance. Hence consideration of 
mean square error alone would lead one to choose an unduly small value for the c 
constant.
Based on an inspection of tables 2.1a,b,c, 2.2a,b,c and 2.3a,b,c it is believed that 
for general use the most appropriate value of the c constant should be c = 0.5. In 
reaching this decision consideration was given to mean, standard deviation and mean 
square error. Joe & Reed(1985) recommended use of the HME with a c value of 0.5. 
Hence from this point when reference is made to the HME a c value of 0.5 is to be 
assumed.
§ 2.11b: Discussion of Relative Performance of Estimators
The reasons underlying the differing performance of the MLE and HME have 
been discussed above. For the largest values of t considered in the tables the MLE and 
HME perform in a very similar way. However for the smaller values of t the HME can 
in some situations be seen to perform significantly better than the MLE : particularly in 
terms of mean square error, although it is important to note that this is often at the 
expense of negative bias. On the whole, within the range of population sizes covered in 
the tables, it can be said that the performance of the HME is either better than or as 
good as that of the MLE. Whilst it is important to bear in mind the fact that the HME 
tends to possess a comparatively small mean square error as a result of its negative bias, 
it is recommended that the HME be preferred to the MLE.
At this stage it is important to observe that, given the proportion of the 
population seen during the experiment, the performance and relative performance of the 
MLE, CUE and Peterson-type estimators can be seen to be essentially identical under 
both the discrete time sampling procedure of the previous chapter and the continuous
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time sampling procedure of this chapter. Hence the conclusions reached in chapter 1 
regarding the relative performance of the MLE, CUE and Peterson-type estimators are 
valid here. So that firstly, on the basis of tables 2.1,a,b,c, 2.2a,b,c and 2.3a,b,c, it can be 
argued that the CUE is clearly a better alternative to the Peterson-type estimator. And 
that secondly, for the reasons stated fully in chapter 1, one should always use the CUE 
in preference to the MLE.
The comparison between the HME and CUE is quite straightforward, this being 
a result of the fact that both estimators behave in a very similar way. When little 
information is available both the HME and CUE tend to be negatively biased with small 
variance, this bias then reduces smoothly as more information is obtained. In view of 
the fact that both the HME and MLE behave in a very similar way with regard to bias, it 
is worthwhile to note that in all but one of the one-hundred and eight situations 
considered in the tables, that the standard deviation of the CUE is smaller than that of 
the HME. For values of T greater than 0.36, the absolute bias of the CUE is only 
greater than that of the HME in six out of the seventy-two situations considered, and in 
terms of mean square error the CUE is uniformly better. For values of r  less than or 
equal to 0.36, both the CUE and HME can be negatively biased, and in particular for 
these small values of r  the CUE can be more negatively biased than the HME. The 
standard deviation of the CUE however remains smaller than that of the HME, and 
consequently, for values of t  less than or equal to 0.36, the HME possesses a smaller 
mean square error than the CUE in only nine out of the thirty-six situations considered, 
and in none of these nine cases is the reduction in mean square error particularly large. 
In view of the above discussion, it is believed that one should always use the CUE in 
preference to the HME. This conclusion has been based entirely on consideration of 
performance : it is worthwhile to note however that for any given data set the estimate 
produced by the CUE is usually much easier to calculate than the harmonic mean 
estimate.
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Table 2.1a
N  = 10
T R l-P(C) XI P CUE MLE HME
xlOM 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.11 0 9452 exp. 1.91 1.91 2.25 2.48 3.78 3.77 3.21 2.80 2.89 2.85 2.86 2.67 2.48
s.d. 0.91 0.91 1.60 2.07 1.79 1.81 1.54 1.86 2.11 2.00 2.04 2.36 2.06
rmse 8.14 i: 8.14 7.91 7.80 6.47 6.49 6.97 7.44 7.42 7.43 7.43 7.70 7.80
5 5453 exp. 1.10 3.50 3.39 5.43 2.36 2.39 2.82 2.89 3.25 3.88 4.27 4.36 4.98
s.d. 0.99 3.73 3.42 5.76 2.40 2.53 3.10 3.34 3.90 3.99 4.53 4.96 5.12
rmse 8.95 7.49 S 7 j4 7.35 8.01 8.02 7.83 7.86 7.80 7.31 7.30 7.51 7.17
10 3146 exp. 1.06 5.40 5.27 8.34 2.60 3.17 3.35 4.12 4.42 5.61 6.03 6.81 7.52
s.d. 0.97 5.61 5.25 9.24 2.92 3.89 4.31 4.81 5.50 6.24 7.01 7.60 8.33
rmse 8.99 7.26 7.06 9.39 7.95 7.86 7.93 7.60 7.83 7.63 8.06 8.24 8.69
0.22 0 8094 exp. 2.70 2.70 3.71 4.31 5.25 5.25 4.61 4.39 4.69 4.58 4.61 4.63 4.29
s.d. 1.18 1.18 2.49 3.40 2.31 2.40 2.49 2.68 3.14 3.04 3.16 3.49 3.37
rmse 7.39 7.39 6.76 6.63 5.28 5.32 5.93 6.22 6.17 6.21 6.25 6.40 6.63
5 2694 exp. 2.04 6.06 6.03 8.92 4.54 4.69 5.33 5.58 6.29 6.77 7.36 7.84 8.27
s.d. 1.27 5.02 4.50 7.67 3.41 3.77 4.34 4.83 5.48 5.62 6.20 6.70 7.08
rmse 8.06 6.38 6.00 7.75 6.44 6.52 6.37 6.55 6.62 6.49 6.74 7.04 7.29
10 897 exp. 1.99 8.17 8.07 11.46 4.81 5.72 6.28 6.94 7.47 8.57 9.20 9.94 10.72
s.d. 1.26 6.78 6.18 10.72 3.91 4.94 5.69 6.25 7.06 7.69 8.37 9.00 9.83
rmse 8.11 7.02 6.47 10.82 6.50 6.53 6.80 6.96 7.50 7.83 8.41 9.00 9.86
0.36 0 5915 exp. 3.57 3.57 5.45 6.50 6.79 6.83 6.36 6.21 6.70 6.59 6.63 6.76 6.45
s.d. 1.36 1.36 3.16 4.57 2.69 2.91 3.34 3.49 3.92 4.00 4.21 4.35 4.48
rmse 6.57 6.57^ 5.54 *5.75 4.19 4.30 4.94 5.15 5.13 '5.26 5.39 5.43 5.72
5 978 exp. 3.06 8.12 8.17 10.96 6.64 6.90 7.55 7.95 8.70 9.07 9.59 10.16 10.41
s.d. 1.45 5.80 4.98 8.59 3.88 4.41 5.01 5.58 6.15 6.48 7.02 7.49 8.12
rmse 7.09 6.10 5.30 8.64 5.13* ,5.39 5.58 5.95 6.28 6.55 7,03 7.49 8.13
10 162 exp. 3.03 9.58 9.50 11.70 6.65 7.46 8.12 8.69 9.15 9.77 10.34 10.78 11.35
s.d. 1.45 6.79 6.02 9.76 4.16 5.01 5.68 6.27 6.89 7.34 7.88 8.43 9.13
rmse 7.12 #6.81, 6.04 9.91 :5.34 5.61 5.99 6.41 6.94 7.34 7.88 8.46 9.23
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Table 2.1b
N =  10
T R l-P(C) XI P CUE MLE HME
xlOM 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.51 0 3757 exp. 4.37 4.37 6.99 8.35 8.11 8.20 7.95 7.82 8.32 8.31 8.30 8.46 8.26
s.d. 1.46 1.46 3.52 5.27 2.95 3.26 4.01 4.34 4.58 4.84 4.93 5.16
rmse 5.82 5.82 4.63 5.52 3 j l 3.73@ 4.35 4.57 4.65 4.88 5.13 5.16 5.45
5 293 exp. 4.01 9.27 9.29 11.31 8.07 8.35 8.87 9.27 9.83 10.11 10.42 10.90 10.95
s.d. 1.55 5.97 4.91 8.19 3.87 4.42 4.99 5.51 5.97 6.36 6.81 7.22 7.85
rmse 6.18 6.01 4.96 8.30 4.32 4.72 5.12 5.55 5.97 6.36 6.82 7.27 7.90
10 23 exp. 4.00 9.96 9.92 10.90 7.90 8.43 8.91 9.35 9.66 9.93 10.30 10.56 10.80
s.d. 1.55 6.00 5.20 7.49 3.92 4.52 4.96 5.37 5.78 6.01 6.37 6.71 7.17
rmse ,6.20 6.00 5.20 7.55 4.45 4.78 5.07 5.41 5.79 6.01 6.37 6.74 7.22
0.69 0 1915 exp. 5.20 5.20 8.34 9.73 9.31 9.41 9.30 9.20 9.58 9.65 9.57 9.74 9.62
s.d. 1.51 1.51 3.64 5.56 3.10 3.44 3.98 4.24 4.49 4.79 5.10 5.21 5.45
rmse 5.03 5.03P 4.00 .5.57 3.17 3.49 4.05 4.31 4.51 4.81 5.12 5.22 5.47
5 61 exp. 4.99 9.83 9.80 10.85 9.11 9.26 9.58 9.85 10.15 10.32 10.45 10.74 10.63
s.d. 1.58 5.62 4.41 6.71 3.56 4.00 4.46 4.83 5.15 5.49 5.78 6.08 6.52
rmse 5.25 5 .62 4.42 # . 7 6 3.67 4.07 4.47 4.83 5.15 5.50 5.80 6.12 6.55
10 2 exp. 4.98 10.01 10.03 10.24 8.86 9.11 9.37 9.61 9.77 9.88 10.08 10.20 10.19
s.d. 1.58 4.93 4.20 5.21 3.44 3.79 4.03 4.24 4.46 4.55 4.72 4.89 5.14
rmse ^5.26 4.93 4.20 5.22 3.62 3.90 ,4.07 4.26 4.46 4 .5 5 ' 4.72 4.90 5.15
0.42 0 688 exp. 6.11 6.11 9.33 10.37 10.32 10.32 10.21 10.13 10.31 10.39 10.24 10.37 10.27
s.d. 1.51 1.51 3.45 5.30 3.05 3.35 3.78 4.09 4.29 4.57 4.88 5.02 5.22
rmse a V l lS 4.18 3.51 5.31 3.07 3.37 13.78 4.09 4.30 4.59 4.89 5.03 5.22
5 7 exp. 6.02 10.02 9.98 10.24 9.87 9.80 9.90 10.01 10.10 10.15 10.19 10.23 10.09
s.d. 1.55 4.86 3.58 4.69 3.02 3.31 3.58 3.80 3.94 4.19 4.27 4.47 4.68
rmse 4.27 3.58 .4.70 3.03 * 3 3 1 3.59 3.95 4.19 4.28 4.47 4.68
10 0 exp. 6.01 10.03 10.03 9.87 9.57 9.58 9.65 9.75 9.81 9.81 9.91 9.90 9.75
s.d. 1.55 3.91 3.25 3.59 2.82 3.03 3.16 3.27 3.33 3.39 3.42 3.53 3.65
rmse 4.28 ^3.91 3.25 3.59* 2.86 3.06 3.18 3.28 3 .3 $ 3.39 3.42 3.53 3,66
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Table 2.1c
N =  10
T R l-P(C) XI P CUE MLE HME
xlOM 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
1.20 0 163 exp. 7.01 7.01 9.82 10.27 10.92 10.76 10.54 10.45 10.42 10.45 10.28 10.30 10.15
s.d. 1.43 1.43 2.96 4.39 2.76 2.98 3.24 3.53 3.67 3.88 4.11 4.23 4.35
rmse 3.31 331 2.97 4.39 2.91 3.07 3.29 3.56 3.69 3.90 4.12 4.24 4.36
5 0 exp. 6.99 10.06 10.02 9.87 10.33 10.10 10.02 10.03 10.02 9.96 9.96 9.83 9.66
s.d. 1.45 3.96 2.72 3.11 2.43 2.56 2.72 2.83 2.89 3.02 2.99 3.13 3.17
rmse 3.34 3.96 2.72 3.12 2.45 2.56 2.72 2.83 2.89 3.02 2.99 3.14 3.19
10 0 exp. 6.99 10.08 9.99 9.68 10.06 9.86 9.85 9.83 9.86 9.75 9.80 9.69 9.47
s.d. 1.45 3.08 2.50 2.61 2.24 2.36 2.47 2.53 2.54 2.60 2.59 2.68 2.68
rmse 3.34 3.08 2.50 2.63 2.24 2.37 2.47 2.54 2.55 2.61 2.59 2.70 2.73
1.61 0 15 exp. 8.00 8.00 9.98 9.82 11.11 10.79 10.49 10.32 10.15 10.12 9.95 9.85 9.68
s.d. 1.26 1.26 2.17 2.84 2.19 2.27 2.37 2.55 2.58 2.71 2.81 2.87 2.87
rmse 2.36 2.36 2.17 2.85 2.46 2.41 2.42 2.57 2.58 2.71 2.81 2.87 2.88
5 0 exp. 8.00 10.08 10.01 9.65 10.62 10.30 10.11 9.98 9.91 9.75 9.71 9.51 9.40
s.d. 1.26 2.96 1.91 2.04 1.82 1.84 1.92 1.97 2.03 2.05 2.05 2.13 2.04
rmse 2.37 2.96 1.91 2.07 1.93 1.86 1.92 1.97 2.04 2.07 2.07 2.19 2.13
10 0 exp. 8.00 10.09 9.98 9.57 10.46 10.15 9.99 9.86 9.80 9.63 9.64 9.46 9.33
s.d. 1.26 2.25 1.82 1.84 1.70 1.72 1.79 1.82 1.89 1.89 1.92 1.99 1.84
rmse 2.37 2.26 1.82 1.89 1.76 1.73 1.79 1.83 1.90 1.93 1.95 2.06 1.96
2 .30 0 0 exp. 9.00 9.00 10.00 9.56 10.89 10.51 10.17 9.98 9.80 9.69 9.59 9.47 9.44
s.d. 0.95 0.95 1.31 1.39 1.47 1.46 1.44 1.46 1.42 1.44 1.44 1.41 1.38
rmse 1.38 lU38f 1.31 1.46 1.72 1.55 1.45 1.46 1.44 1.48 1.50 1.51 1.49
5 0 exp. 9.00 10.06 10.03 9.51 10.64 10.30 10.06 9.82 9.70 9.54 9.42 9.29 9.35
s.d. 0.95 1.92 1.21 1.25 1.25 1.27 1.27 1.26 1.29 1.24 1.25 1.19 1.18
rmse 1.92 1.21 1.34 1.41 1.31 1.27 $1.27 1.32 1.33 1.38 1.39 1.35
10 0 exp. 9.00 10.04 10.04 9.47 10.57 10.22 9.97 9.78 9.61 9.50 9.36 9.24 9.31
s.d. 0.95 1.46 1.15 1.21 1.21 1.20 1.20 1.22 1.23 1.22 1.20 1.15 1.15
rmse 1.38 1.46 1.15 1.32 1.34 1.22 1.20 1.24 1.29 1.32 1.36 1.38 1.34
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Table 2.2a
N  =  25
T R l-P(C) XI P CUE MLE HME
xlOM 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.11 0 8685 exp. 3.44 3.44 5.53 6.98 6.85 6.97 6.51 6.43 7.03 6.92 7.09 7.24 6.92
s.d. 1.48 1.48 3.78 5.71 3.16 3.45 4.05 4.26 4.73 4.87 5.19 5.35 5.57
rmse 21.61 21.61 19.83 18.90 18.43 18.36 18.92 19.06 18.58 18.72 18.65 18.55 18.91
5 5011 exp. 2.73 9.29 9.44 15.22 6.97 7.48 8.68 9.36 10.55 11.30 12.40 13.21 14.14
s.d. 1.55 7.20 6.56 11.62 5.13 5.95 6.70 7.51 8.33 8.77 9.52 10.21 11.04
rmse 22.32 17.29 16.89 15.18 18.74 18.51 17.64 17.35 16.67 16.27 15.80 15.60 15.49
10 2891 exp. 2.66 13.75 13.73 22.13 8.13 10.12 11.33 12.76 14.13 16.03 17.31 18.81 20.45
s.d. 1.54 10.57 9.47 17.48 6.54 8.12 9.38 10.45 11.87 12.74 13.74 14.93 16.21
rmse 22.40 15.44 14.72 17.72 18.09 16.95 16.58 16.09 16.10 15.58 15.74 16.16 16.84
25 555 exp. 2.61 21.22 21.10 31.09 11.06 13.60 16.10 18.21 20.47 22.36 24.65 26.70 28.69
s.d. 1.53 16.67 15.64 28.59 10.02 12.40 14.68 16.41 18.32 20.23 22.08 24.10 26.20
rmse 22.44 17.09 16.12 29.23 17.16 16.85 17.17 17.76 18.87 20.40 22.09 24.16 26.46
0.22 G 5894 exp. 5.55 5.55 11.13 15.16 11.54 12.10 12.52 12.78 13.66 13.99 14.42 14.78 14.88
s.d. 1.92 1.92 6.22 10.30 5.22 5.84 6.79 7.42 7.79 8.39 8.95 9.37 9.91
rmse 19.54 19.54 15.20 14.25 14.44 14.16 14.21 14.29 13.76 13.84 13.86 13.86 14.16
5 1962 exp. 5.04 16.21 17.02 25.39 13.61 14.98 16.68 18.00 19.54 20.61 21.91 23.08 24.33
s.d. 1.99 10.56 9.50 17.35 7.55 8.84 10.02 11.01 12.03 13.03 14.15 15.00 16.44
rmse 20.06 13.74 12.41 17.35 13.67 13.36 13.03 13.05 13.21 13.75 14.49 15.12 16.45
10 653 exp. 4.97 21.00 21.14 29.93 15.10 17.61 19.46 21.18 22.76 24.20 25.67 27.03 28.68
s.d. 1.99 14.18 12.11 22.40 9.19 10.93 12.28 13.80 15.27 16.54 17.82 19.34 20.86
rmse 20.13 14.73 12.71 22.93 13.50 13.20 13.48 14.32 15.43 16.56 17.83 19.45 21.18
25 24 exp. 4.94 24.75 24.71 29.41 17.02 19.25 21.24 22.73 24.07 25.33 26.44 27.56 28.55
s.d. 1.99 15.61 14.38 22.21 10.65 12.41 13.85 15.11 16.30 17.38 18.55 19.64 20.89
rmse 20.16 15.61 14.38 22.64 13.31 13.68 14.35 15.28 16.33 17.39 18.61 19.81 21.19
Ô.^6 G 2690 exp. 7.90 7.90 17.36 23.62 17.24 18.19 19.10 19.86 20.67 21.47 22.03 22.70 23.11
s.d. 2.23 2.23 8.21 14.35 7.10 8.04 8.94 9.93 10.59 11.41 12.12 12.90 13.62
rmse 17.24 17.24 11.21 14.42 10.52 10.54 10.71 11.18 11.44 11.94 12.48 13.11 13.75
5 445 exp. 7.60 21.33 22.49 29.56 19.39 21.02 22.56 23.78 24.93 26.07 27.03 27.93 28.86
s.d. 2.29 12.92 11.05 19.81 8.91 10.33 11.58 12.72 13.88 14.99 16.22 17.28 18.65
rmse 17.55 13.43 11.33 20.32 10.52 11.08 11.83 12.78 13.88 15.03 16.35 17.53 19.04
10 74 exp. 7.57 24.24 24.39 29.54 19.99 22.12 23.34 24.57 25.52 26.40 27.31 28.04 28.95
s.d. 2.30 14.80 11.96 19.99 9.51 11.04 12.20 13.38 14.41 15.54 16.60 17.67 18.85
rmse 17.59 14.82 11.98 20.50 10.75 11.41 12.31 13.39 14.42 15.61 16.76 17.93 19.26
25 0 exp. 7.56 25.01 24.95 26.66 20.25 21.79 22.88 23.68 24.39 25.04 25.54 25.98 26.36
s.d. 2.30 11.75 10.64 12.94 8.85 9.66 10.24 10.76 11.20 11.57 11.95 12.26 12.62
rmse 17.59 11.75 10.64 13.05 10.05 10.18 10.45 10.84 11.22 11.57 11.96 12.30 12.70
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Table 2.2h
N  =  25
T R l-P(C) XI P CUE MLE HME
xlOM 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.6 \ 0 865 exp. 10.13 10.13 21.78 27.85 21.70 22.73 23.55 24.35 25.03 25.81 26.30 26.96 27.30
s.d. 2.41 2.41 9.18 16.16 7.90 9.05 10.02 11.03 11.94 12.81 13.56 14.46 15.30
rmse 15.06 15.06 9 73 16.41 8.56 9.33 10.13 11.05 11.94 12.84 13.62 14.59 15.47
5 68 exp. 10.00 23.70 24.49 28.57 22.53 23.78 24.72 25.47 26.09 26.86 27.38 27.80 28.28
s.d. 2.45 13.58 10.43 16.99 8.61 9.86 10.83 11.82 12.70 13.47 14.40 15.24 16.15
rmse 15.20 13.64 10.44 17.36 8.96 9.94 10.84 11.83 12.74 13.60 14.60 15.50 16.48
10 5 exp. 9.99 24.93 24.98 27.31 22.39 23.81 24.36 25.10 25.52 25.96 26.40 26.71 27.07
s.d. 2.45 13.00 9.83 13.79 8.30 9.29 9.96 10.61 11.16 11.69 12.27 12.73 13.27
rmse 15.21% 13.00 9.8% 13.98 869 9.37 9.98 10.61 11.17 11.73 12.34 12.85 13.43
25 0 exp. 9.99 25.04 25.00 25.62 22.08 23.06 23.72 24.10 24.54 24.82 25.13 25.36 25.53
s.d. 2.45 9.17 8.16 8.90 7.27 7.65 7.92 8.12 8.28 8.45 8.58 8.69 8.84
rmse 15.21 9.17 8.16 8.92 7.90 8.03 8.17 8.30 8.45 8.58 8.70 8.86
0.69 0 161 exp. 12.50 12.50 24.20 28.04 24.50 25.16 25.66 26.12 26.61 26.94 27.24 27.65 27.71
s.d. 2.48 2.48 8.84 14.65 7.79 8.79 9.64 10.44 11.23 11.92 12.55 13.26 13.97
rmse 12.75 12.75 8.88 14.96 7.80 8.79 9.66 10.50 11.35 12.08 12.75 13.52 14.23
5 5 exp. 12.46 24.66 24.94 26.67 24.18 24.75 25.19 25.51 25.80 26.17 26.38 26.47 26.60
s.d. 2.50 12.80 8.41 11.55 7.40 8.09 8.65 9.18 9.59 9.94 10.44 10.81 11.20
rmse 12.78 12.80 8.41 11.67 7.44 8.10 8.65 9.19 9.63 10.01 10.53 10.91 11.31
10 0 exp. 12.46 25.03 25.00 25.86 23.82 24.50 24.71 25.07 25.28 25.46 25.62 25.73 25.81
s.d. 2.50 10.52 7.50 8.86 6.76 7.29 7.54 7.80 8.03 8.17 8.41 8.56 8.74
rmse 12.79 10.52 7.50 8.91 6.86 7.31 7.54 7.80 8^3 8.18 8.43 8.59 8.78
25 0 exp. 12.46 25.01 24.99 25.11 23.37 23.87 24.22 24.45 24.66 24.76 24.91 25.04 25.09
s.d. 2.50 7.34 6.39 6.68 5.95 6.15 6.29 6.37 6.43 6.50 6.54 6.57 6.69
rmse 12.79 7.34 6.39, 6.68 6.17 6.26 6.33 6.39 6.44 6.50 6.54 6.57 6.69
0.92 G 12 exp. 15.04 15.04 24.92 26.41 25.72 25.83 25.98 26.06 26.27 26.22 26.33 26.43 26.33
s.d. 2.45 2.45 7.09 10.01 6.63 7.18 7.62 8.04 8.40 8.73 9.07 9.37 9.72
rmse 10.26 10.26 7.09 10.11 6.67 7.22 7.69 8.11 8.50 8.82 9.17 9.48 9.81
5 0 exp. 15.04 24.99 25.00 25.50 25.06 25.14 25.20 25.30 25.39 25.53 25.56 25.55 25.49
s.d. 2.45 10.98 6.18 7.15 5.82 6.07 6.27 6.46 6.58 6.69 6.89 6.97 7.10
rmse 10.26 10.98 6.18 7.16 5.82 6.08 6.27 6.47 6.59 6.71 6.91 6.99 7.12
10 0 exp. 15.04 25.04 25.01 25.16 24.68 24.85 24.96 25.03 25.06 25.12 25.19 25.18 25.12
s.d. 2.45 8.22 5.63 6.06 5.30 5.54 5.63 5.74 5.77 5.84 5.92 5.98 6.09
rmse 10.26 8.22 5.63 6.06 5.31 5.54 5.63 5.74 5.77 5.84 5.92 5.98 6.09
25 0 exp. 15.04 25.01 24.99 24.84 24.25 24.42 24.56 24.65 24.71 24.77 24.79 24.85 24.75
s.d. 2.45 5.89 4.97 5.10 4.77 4.86 4.93 4.96 4.99 5.01 5.01 5.07 5.11
rmse 10.26 5.89 4.97, 5.10 4.83 4.89 4.95 4.97 5,00 5.01 5.01 5.08 5.12
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Table 2.2c
N  =  25
T R l-P(C) XI P CUE MLE HME
xlOM 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
1.20 0 0 exp. 17.47 17.47 24.99 25.29 25.99 25.82 25.71 25.60 25.61 25.47 25.45 25.41 25.27
s.d. 2.29 2.29 5.09 5.94 5.01 5.22 5.33 5.46 5.51 5.61 5.74 5.81 5.94
rmse 7.87 7.87 5.09 5.95 5.11 5.28 5.38 5.50 5.55 5.63 5.76 5.82 5.95
5 0 exp. 17.47 25.06 24.99 24.96 25.42 25.30 25.20 25.16 25.15 25.16 25.10 25.03 24.91
s.d. 2.29 8.86 4.52 4.81 4.42 4.50 4.56 4.62 4.64 4.68 4.76 4.83 4.82
rmse 7.87 8.86 4.52 4.81 4.44 4.51 4.56 4:63 4.65 4.68 4.76 4.83 4.82
10 0 exp. 17.47 25.04 25.01 24.81 25.11 25.08 25.06 25.02 24.98 24.96 24.91 24.86 24.73
s.d. 2.29 6.43 4.25 4.39 4.12 4.21 4.22 4.28 4.27 4.31 4.36 4.43 4.42
rmse 7.87 6.43 4.25 4.39 4.12 4.21 4.22 4.28 4.27 4.31 4.36 4.43 4.43
25 0 exp. 17.47 25.02 25.01 24.67 24.79 24.74 24.73 24.74 24.75 24.75 24.76 24.66 24.54
s.d. 2.29 4.71 3.86 3.91 3.79 3.81 3.84 3.85 3.85 3.84 3.90 3.97 3.89
rmse 7.87 4.71 3.86 3.92 3.80 3.82 3.85 3.86 3.86 3.84 3.91 3.98 3.92
1.61 0 0 exp. 20.00 20.00 24.99 24.75 25.90 25.59 25.38 25.20 25.15 25.06 24.92 24.83 24.66
s.d. 2.00 2.00 3.37 3.53 3.39 3.46 3.46 3.47 3.48 3.53 3.58 3.57 3.59
rmse 538 5.38 3.37 3.54 3.51 3.51 3.48 3.48 3.48 3.53 3.58 3.58 3.61
5 0 exp. 20.00 25.04 24.97 24.71 25.56 25.30 25.21 25.05 24.96 24.90 24.79 24.68 24.55
s.d. 2.00 6.56 3.14 3.22 3.10 3.14 3.16 3.19 3.19 3.20 3.28 3.26 3.28
rmse 5.38 6.56 3.14 3.24 3.15 3.15 3.17 3.19 3.19 3.20 3.29 3.27 3.31
10 0 exp. 20.00 25.01 25.03 24.63 25.36 25.12 25.08 24.99 24.86 24.81 24.69 24.58 24.48
s.d. 2.00 4.80 3.02 3.06 2.96 3.02 2.98 2.99 3.03 3.04 3.12 3.08 3.10
rmse 5.38 4.80 ! 3.02 3.08 2.98 3.03 2.98 2.99 3.03 3.05 3.14 3.11 3.15
25 0 exp. 20.00 25.03 25.01 24.58 25.07 24.92 24.81 24.87 24.79 24.69 24.60 24.47 24.41
s.d. 2.00 3.56 2.82 2.85 2.80 2.79 2.77 2.76 2.86 2.88 2.89 2.85 2.92
rmse 5.38 3.56 2.82 2.88 2.80 2.79 2.77 2.76 2.87 2^9 2.92 2.90 2.98
2 .30 0 0 exp. 22.49 22.49 25.00 24.56 25.73 25.33 25.10 24.91 24.77 24.71 24.57 24.47 24.32
s.d. 1.50 1.50 2.00 2.02 1.94 2.00 2.06 2.07 2.08 2.08 2.05 2.07 2.03
rmse 2.92 2.92 2.00 2.07 2.08 2.02 2.07 2.07 2.09 2.10 2.10 2.14 2.14
5 0 exp. 22.49 25.03 24.99 24.55 25.61 25.19 25.01 24.87 24.66 24.67 24.54 24.44 24.28
s.d. 1.50 4.27 1.93 1.94 1.85 1.90 1.98 2.00 1.99 1.96 1.96 1.99 1.93
rmse 2.92 4.27 1.93 1.99 1.95 1.91 1.98 2.00 2.02 1.99 2.01 2.07 2.06
10 0 exp. 22.49 24.93 25.00 24.54 25.51 25.12 24.94 24.86 24.58 24.65 24.53 24.41 24.24
s.d. 1.50 3.16 1.88 1.89 1.80 1.85 1.92 1.97 1.95 1.89 1.89 1.95 1.87
rmse 2.92 3.16 1.88 1.94 1.87 1.85 1.92 1.97 2.00 1.92 1.95 2.03 2.02
25 0 exp. 22.49 25.05 25.00 24.53 25.40 25.05 24.81 24.79 24.54 24.59 24.51 24.37 24.21
s.d. 1.50 2.29 1.81 1.83 1.72 1.79 1.84 1.90 1.90 1.78 1.81 1.88 1.78
rmse 2.92 2.29 1.81 1.89 1.76 1.79 1.85 1.91 1.95 1.82 1.87 1.98 1.95
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Table 2.3a
N  =  50
T R l-P(C) XI P CUE MLE HME
xlOM 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.11 0 7543 exp. 5.99 5.99 13.22 19.04 13.23 14.07 14.85 15.38 16.50 17.04 17.75 18.28 18.59
s.d. 2.12 2.12 7.72 13.20 6.50 7.34 8.41 9.32 9.80 10.60 11.24 11.91 12.60
rmse 44.06 44.06 37.58 33^5 37.34 36.67 36.15 35.85 34.91 34.62 34.15 33.88 33.84
5 4352 exp. 5.40 19.87 21.55 35.05 16.80 18.90 21.40 23.33 25.62 27.30 29.40 31.14 33.33
s.d. 2.18 12.58 12.00 22.13 9.62 11.28 12.85 14.07 15.39 16.72 18.11 19.29 20.93
rmse 44.65 32.65 30.88 26.71 34.56 33.09 31.35 30.15 28.83 28.19 27.42 26.98 26.76
10 2511 exp. 5.29 28.72 29.32 47.41 20.39 24.48 27.54 30.60 33.54 36.30 38.90 41.67 44.70
s.d. 2.17 18.74 16.11 31.32 12.50 14.89 16.93 19.09 21.12 22.92 24.87 27.07 29.15
rmse 44.76 28.36 26.21 31.42 32.14 29.55 28.13 27.22 26.78 26.71 27.24 28.32 29.63
25 482 exp. 5.22 43.06 43.06 62.98 28.07 33.47 38.23 42.10 45.86 49.21 52.77 56.12 59.50
s.d. 2.16 28.66 25.75 49.31 18.60 22.71 26.06 29.22 32.37 35.49 38.71 42.05 45.50
rmse 44.83 29.48 26.66 50.99 28.75 28.09 28.60 30.27 32.63 35.50 38.81 42.49 46.48
50 31 exp. 5.21 49.27 49.19 60.97 31.54 37.16 41.22 44.75 48.06 50.99 53.62 56.13 58.63
s.d. 2.16 31.66 30.17 48.60 21.73 25.82 29.08 31.88 34.70 37.34 40.04 42.80 45.60
rmse 44.84 31.67 30.19 49.82 28.52 28.84 30.38 32.31 34.75 37.35 40.21 43.24 46.41
0 .22 0 3473 exp. 10.33 10.33 28.86 42.89 27.12 29.51 31.61 33.58 35.34 37.12 38.51 40.16 41.46
s.d. 2.76 2.76 13.75 25.40 11.57 13.52 15.17 16.75 18.26 19.62 20.96 22.51 23.98
rmse 39.77 39.77 25.22 2638 25.64 24.55 23.84 23.45 23.41 23.47 23.90 24.57 25.45
5 1156 exp. 9.99 34.38 38.98 56.90 32.84 36.65 39.92 42.77 45.37 47.87 50.27 52.49 54.87
s.d. 2.81 19.49 18.64 36.17 14.93 17.66 20.06 22.30 24.57 26.77 28.99 31.33 33.73
rmse 40.11 24.98 21.65 36.82 22.75 22.13 22.45 23.44 25.00 26.85 28.99 31.43 34.08
10 385 exp. 9.91 43.51 44.77 61.82 36.32 41.06 44.39 47.46 50.02 52.57 55.07 57.27 59.72
s.d. 2.81 26.96 22.20 42.47 17.48 20.74 23.64 26.22 28.77 31.40 34.08 36.82 39.56
rmse 40.19 27.73 22.80 44.08 22.20 22.58 24.29 26.34 28.77 31.50 34.45 37.53 40.74
25 14 exp. 9.88 49.62 49.60 58.41 39.76 43.80 46.65 49.02 51.06 52.79 54.39 55.78 57.22
s.d. 2.81 27.85 24.19 37.70 19.14 22.09 24.34 26.40 28.33 30.16 32.04 33.86 35.79
rmse 40.22 27.85 24.20 38.63 21.71 22.95 24.57 26.42 28.35 30.29 32.34 34.35 36.51
50 0 exp. 9.87 50.02 49.98 53.56 40.21 43.56 45.70 47.43 48.90 50.15 51.07 52.08 52.87
s.d. 2.81 21.76 20.40 24.10 17.25 18.75 19.84 20.59 21.32 21.99 22.60 23.12 23.63
rmse 40.22 21.76 20.40 24.37 19.83 19.82 20.30 20.75 21.35 21.99 22.63 23.21 23.80
0.36 0 724 exp. 15.26 15.26 43.30 58.29 41.09 44.11 46.53 48.55 50.52 52.17 53.78 55.46 56.80
s.d. 3.21 3.21 18.44 34.74 15.36 18.07 20.53 22.54 24.61 26.55 28.59 30.64 32.77
rmse 34.89 34.89 19.62 35.71 17.76 19.00 20.82 22.58 24.62 26.64 28.84 31.12 33.47
5 120 exp. 15.14 43.84 48.16 59.82 43.88 47.09 49.37 51.37 53.03 54.61 56.15 57.36 58.67
s.d. 3.24 24.55 20.90 37.23 17.10 20.02 22.44 24.62 26.75 28.77 30.79 32.91 35.08
rmse 35.01 25.31 20.98 38.50 18.16 20.23 22.45 24.66 26.92 29.14 31.39 33.72 36.14
10 20 exp. 15.12 48.93 49.57 57.50 44.62 47.71 49.53 51.24 52.53 53.61 54.80 55.80 56.71
s.d. 3.25 28.16 20.78 33.01 17.18 19.61 21.67 23.42 25.06 26.69 28.28 29.83 31.44
rmse 35.03 28.18 20.79 33.85 18.01 19.74 21.67 23.45 25.18 26.93 28.68 30.39 32.14
25 0 exp. 15.12 50.02 49.98 53.12 44.76 47.02 48.38 49.43 50.32 51.08 51.74 52.24 52.80
s.d. 3.25 20.61 17.20 20.59 15.10 16.27 17.08 17.82 18.36 18.86 19.38 19.76 20.19
rmse 35.03 20.61 17.20 2033 15.98 16.55 17.15 17.83 18.36 18.89 19.46 19.89 20.38
50 0 exp. 15.12 50.03 50.03 51.36 44.61 46.48 47.59 48.47 49.19 49.79 50.29 50.71 51.06
s.d. 3.25 15.81 14.50 15.49 13.28 13.86 14.21 14.46 14.72 14.91 15.06 15.23 15.34
rmse 35.03 15.81 14.50 15.55 14.33 14.30 14.41 14.54 14.74 14.91 15.06 15.24 15.38
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Table 2.3b
N  =  50
T R l-P(C) XI P CUE MLE HME
xlOM 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.51 0 75 exp. 20.00 20.00 48.94 57.49 47.97 49.94 51.45 52.56 53.59 54.53 55.32 56.11 56.84
s.d. 3.45 3.45 18.32 30.95 15.70 18.07 20.04 21.70 23.29 24.86 26.32 27.88 29.40
rmse 30.20 30.20 18.35 31.85 15.83 18.07 20.10 21.85 23.57 25.27 26.86 28.54 30.18
5 6 exp. 19.98 47.68 49.87 54.91 48.02 49.68 50.73 51.63 52.34 53.05 53.67 54.09 54.53
s.d. 3.46 25.92 17.26 24.98 15.04 16.83 18.18 19.34 20.35 21.28 22.18 23.14 24.09
rmse 30.22 26.02 17.27 25.46 15.17 16.84 18.20 19.41 20.49 21.50 22.48 23.50 24.51
10 0 exp. 19.98 49.87 50.02 53.17 47.68 49.21 50.07 50.80 51.31 51.82 52.28 52.66 52.99
s.d. 3.46 24.39 15.65 19.74 13.97 15.09 16.00 16.69 17.29 17.85 18.37 18.84 19.29
rmse 30.22 24.39 15.65 19.99 14.16 15.11 16.00 16.70 17.34 17.95 18.51 19.03 19.52
25 0 exp. 19.98 50.03 50.03 51.38 47.19 48.39 49.08 49.63 50.06 50.43 50.71 50.95 51.28
s.d. 3.46 15.97 12.89 13.98 11.97 12.46 12.79 13.05 13.28 13.46 13.62 13.76 13.88
rmse 30.22 15.97 12.89 14.05 12.30 12.57 12.83 13.06 13.28 13.46 13.64 13.79 13.94
50 0 exp. 19.98 50.01 50.00 50.51 46.82 47.92 48.55 49.04 49.41 49.72 49.99 50.23 50.44
s.d. 3.46 12.57 11.25 11.66 10.67 10.94 11.13 11.23 11.33 11.40 11.49 11.56 11.60
rmse 30.22 12.57 11.25 11.67 11.13 11.14 11.22 11.27 11.35 11.41 11.49 11.56 11.61
0.69 0 3 exp. 24.92 24.92 49.94 53.20 50.20 50.96 51.50 51.87 52.15 52.51 52.65 52.88 53.10
s.d. 3.53 3.53 14.12 19.02 12.96 14.12 14.97 15.69 16.31 16.94 17.43 17.96 18.50
rmse 2533 25.33 14.12 19.29 12.96 14.16 15.04 15.80 16.45 17.12 17.63 18.19 18.76
5 0 exp. 24.92 49.28 50.01 51.90 49.60 50.31 50.62 50.91 51.14 51.38 51.57 51.74 51.84
s.d. 3.54 24.49 12.51 14.67 11.68 12.39 12.88 13.27 13.56 13.82 14.07 14.32 14.50
rmse 25.33 24.50 12.51 14.80 11.69 12.39 12.90 13.30 13.61 13.89 14.16 14.42 14.61
10 0 exp. 24.92 50.02 49.99 51.25 49.19 49.85 50.11 50.45 50.68 50.88 51.02 51.13 51.25
s.d. 3.54 19.63 11.47 12.67 10.82 11.29 11.62 11.85 12.01 12.20 12.34 12.46 12.56
rmse 25.33 19.63 11.47 12.73 10.85 11.29 11.62 11.85 12.03 12.24 12.38 12.51 12.62
25 0 exp. 24.92 50.02 50.02 50.52 48.58 49.16 49.53 49.75 49.94 50.12 50.24 50.36 50.48
s.d. 3.54 12.77 9.90 10.35 9.51 9.71 9.90 9.99 10.07 10.14 10.21 10.27 10.32
rmse 25.33 12.77 9.90 10.36 9.61 9.75 9.91 9.99 10.07 10.14 10.22 10.28 10.33
50 0 exp. 24.92 50.00 50.00 50.06 48.20 48.78 49.13 49.35 49.57 49.72 49.85 49.94 50.05
s.d. 3.54 10.20 8.90 9.07 8.59 8.73 8.82 8.86 8.91 8.95 8.99 9.04 9.10
rmse 25.33 10.20 8.90 9.07 8.78 8.82 8.86 8.88 8.93 8.95 9.00 9.04 9.10
0.92 0 0 exp. 30.07 30.07 50.00 51.02 50.80 50.89 50.85 50.96 50.98 51.06 51.03 51.07 51.03
s.d. 3.46 3.46 9.78 10.89 9.51 9.89 10.10 10.30 10.43 10.55 10.64 10.73 10.85
rmse 20.22 20.22 9.78 10.94 9.54 9.93 10.14 10.35 10.47 10.60 10.69 10.78 10.90
5 0 exp. 30.07 49.89 50.00 50.59 50.27 50.40 50.48 50.46 50.51 50.59 50.60 50.67 50.60
s.d. 3.46 21.09 8.95 9.56 8.70 8.93 9.10 9.20 9.30 9.38 9.45 9.48 9.57
rmse 20.22 21.09 8.95 9.58 8.70 8.94 9.12 9.22 9.32 9.40 9.47 9.51 9.59
10 0 exp. 30.07 50.04 50.00 50.35 49.96 50.14 50.13 50.28 50.31 50.32 50.34 50.40 50.33
s.d. 3.46 15.31 8.44 8.85 8.18 8.45 8.49 8.60 8.63 8.70 8.75 8.79 8.85
rmse 20.22 15.31 8.44 8.86 8.18 8.45 8.50 8.60 8.64 8.70 8.76 8.80 8.86
25 0 exp. 30.07 50.00 50.00 50.02 49.46 49.63 49.75 49.84 49.89 49.93 49.98 50.07 49.97
s.d. 3.46 10.22 7.58 7.75 7.39 7.50 7.57 7.62 7.65 7.68 7.73 7.73 7.80
rmse 20.22 10.22 7.58 7.75 7.41 7.51 7.57 7.62 7.65 7.68 7.73 7.73 7.80
50 0 exp. 30.07 50.03 49.99 49.82 49.12 49.34 49.49 49.60 49.69 49.70 49.74 49.84 49.71
s.d. 3.46 8.23 6.97 7.05 6.82 6.90 6.92 6.95 6.98 7.01 7.00 7.05 7.07
rmse 20.22 8.23 6.97 7.05 6.88 6.93 6.94 6.96 6.99 7.02 7.01 7.05 7.07
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Table 2.3c
N  =  50
T R l-P(C) XI P CUE MLE HME
xlOM 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
1.20 0 0 exp. 34.94 34.94 50.00 50.15 50.88 50.71 50.53 50.48 50.45 50.40 50.36 50.29 50.12
s.d. 3.24 3.24 6.91 7.23 6.88 7.01 7.03 7.10 7.16 7.17 7.18 7.23 7.27
rmse 15.41 15.41 6.91 7.23 6.94 7.05 7.05 7.12 7.17 7.18 7.19 7.23 7.27
5 0 exp. 34.94 50.04 50.01 50.00 50.57 50.41 50.35 50.25 50.21 50.18 50.18 50.11 49.95
s.d. 3.24 17.02 6.52 6.74 6.48 6.52 6.61 6.63 6.67 6.71 6.71 6.75 6.78
rmse 15.41 17.02 6.52 6.74 6.51 6.54 6.62 6.63 6.68 6.71 6.71 6.75 6.78
10 0 exp. 34.94 50.04 50.01 49.93 50.34 50.22 50.15 50.12 50.05 50.06 50.06 50.02 49.84
s.d. 3.24 11.96 6.27 6.42 6.21 6.27 6.29 6.33 6.36 6.39 6.39 6.43 6.46
rmse 15.41 11.96 6.27 6.42 6.22 6.27 6.29 6.33 6.36 6.39 6.39 6.43 6.47
25 0 exp. 34.94 50.03 50.01 49.77 49.95 49.91 49.88 49.87 49.85 49 86 49.90 49.81 49.66
s.d. 3.24 8.17 5.79 5.87 5.70 5.77 5.80 5.81 5.85 5.85 5.86 5.91 5.89
rmse 15.41 8.17 5.79 5.87 5.70 5.77 5.80 5.82 5.86 5.85 5.86 5.91 5.90
5 0 0 exp. 34.94 50.04 50.00 49.67 49.67 49.67 49.70 49.69 49.68 49.75 49.78 49.65 49.55
s.d. 3.24 6.62 5.42 5.45 5.36 5.40 5.39 5.41 5.47 5.44 5.47 5.49 5.50
rmse 15.41 6.62 5.42 5.46 5.37 5.41 5.40 5.42 5.48 5.45 5.48 5.50 5.52
1.61 0 0 exp. 40.01 40.01 50.01 49.74 50.79 50.54 50.30 50.19 50.14 50.06 49.93 49.78 49.63
s.d. 2.83 2.83 4.66 4.75 4.68 4.71 4.74 4.76 4.75 4.77 4.78 4.78 4.77
rmse 10.39 10.39 4.66 4.76 4.75 4.74 4.75 4.76 4.75 4.77 4.78 4.79 4,78
5 0 exp. 40.01 50.05 49.99 49.70 50.61 50.32 50.18 50.10 50.06 49.96 49.85 49.71 49.55
s.d. 2.83 12.57 4.51 4.55 4.52 4.52 4.58 4.56 4.58 4.59 4.60 4.60 4.59
rmse 10.39 12.57 4.51 4.56 4.56 4.53 4.58 4.56 4.58 4.59 4.60 4.61 4.61
10 0 exp. 40.01 50.02 49.99 49.68 50.47 50.23 50.11 50.03 50.00 49.92 49.79 49.65 49.51
s.d. 2.83 8.90 4.39 4.42 4.38 4.42 4.42 4.44 4.45 4.47 4.48 4.46 4.44
rmse 10.39 8.90 4.39 4.43 4.40 4.43 4.42 4.44 4.45 4.47 4.48 4.47 4.46
25 0 exp. 40.01 50.00 50.00 49.61 50.27 50.06 49.94 49.91 49.90 49.82 49.68 49.57 49.43
s.d. 2.83 6.19 4.16 4.19 4.13 4.15 4.21 4.21 4.20 4.22 4.22 4.18 4.18
rmse 10.39 6.19 4.16 4.21 4.14 4.15 4.21 4.21 4.20 4.23 4.24 4.21 4.22
5 0 0 exp. 40.01 50.01 50.00 49.57 50.03 49.90 49.81 49.84 49.83 49.70 49.59 49.52 49.36
s.d. 2.83 5.04 3.97 3.99 3.97 3.96 4.02 4.01 4.01 4.01 4.03 3.97 3.94
rmse 10.39 5.04 3.97 4.02 3.97 3.96 4.02 4.01 4.02 4.02 4.05 4.00 3.99
2 .30 0 0 exp. 44.99 44.99 50.01 49.57 50.65 50.36 50.13 49.98 49.81 49.67 49.56 49.47 49.39
s.d. 2.12 2.12 2.77 2.79 2.85 2.86 2.84 2.81 2.83 2.81 2.83 2.79 2.87
rmse 5.44 5.44 2.77 2.83 243 2.89 2.85 2.81 2.84 2.83 2.87 2.84 2.93
5 0 exp. 44.99 50.01 50.00 49.56 50.60 50.30 50.04 49.92 49.78 49.64 49.53 49.45 49.37
s.d. 2.12 8.09 2.73 2.74 2.82 2.79 2.78 2.76 2.77 2.76 2.78 2.72 2.82
rmse 5.44 8.09 2.73 2.77 2^8 2.80 2.78 2.76 2.78 2.79 2.82 2.78 2.89
10 0 exp. 44.99 50.05 50.00 49.55 50.54 50.24 50.00 49.86 49.76 49.63 49.51 49.43 49.35
s.d. 2.12 5.88 2.69 2.70 2.79 2.74 2.74 2.72 2.72 2.72 2.75 2.67 2.77
rmse 5.44 5.88 2.69 2.74 2.84 2.75 2.74 2.73 2.73 2.74 2.80 2.73 2.85
25 0 exp. 44.99 50.09 50.00 49.53 50.42 50.17 49.93 49.79 49.69 49.60 49.44 49.41 49.32
s.d. 2.12 4.04 2.61 2.62 2.68 2.64 2.67 2.65 2.62 2.62 2.67 2.58 2.70
rmse 5.44 4.05 2.61 2.66 2.71 2.64 2.67 2.66 2.64 2.65 2.73 2.64 2.79
50 0 exp. 44.99 50.06 50.00 49.52 50.32 50.13 49.92 49.74 49.62 49.60 49.40 49.41 49.27
s.d. 2.12 3.26 2.54 2.55 2.59 2.57 2.59 2.60 2.54 2.54 2.62 2.49 2.63
rmse 5.44 3.26 2.54 2.60 2.61 2.58 2.60 2.61 2.57 2.57 2.68 2.56 2.73
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Table 2.4a
N  == 10
T R P(Z<=1) XI P CUE HME
XlOM 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1 i 0 6990 exp. 2.24 2.24 3.69 4.57 4.65 4.99 5.36 5.91 7.72 10.47 14.27 28.11
s.d. 0.67 0.67 2.04 1.65 1.98 2.70 3.61 4.73 5.71 8.41 13.46 27.75
rmse 7.78 7.78 6.63 5.68 _5J1 5.69^ ^ 5.87 6.25 6.15 8.42 14.12 33.14
5 5089 exp. 1.69 7.26 7.65 5.08 6.03 8.37 9.96 13.14 17.80 24.50 37.68 76.69
s.d. 0.91 5.56 6.34 4.25 5.94 8.76 11.41 15.98 22.27 32.73 54.40 118.6
rmse 8.36 6.20 6.77 6.50 7.14 8.91 11.41 16.28 23.60 35.80 61.04 136.0
10 3546 exp. 1.43 8.97 9.05 4.71 6.49 7.93 10.27 12.76 17.31 23.15 34.51 66.84
s.d. 0.95 8.47 8.86 5.36 8.41 11.76 15.60 21.47 29.89 44.41 72.94 159.2
rmse 8.63 8.53 8.91 7.53 9.11 11.94 15.60 21.65 30.77 46.32 76.95 169.1
0.22 0 3546 exp. 2.68 2.68 4.82 5.61 5.85 6.39 7.10 8.20 10.16 13.72 19.36 37.62
s.d. 0.96 0.96 3.11 2.58 3.22 4.18 5.43 7.17 9.16 13.26 21.29 44.60
rmse 7.38 6.05 5.09 5.25 5.52 6.16 7.39 9.16 13.77 23.26 52.46
5 1586 exp. 2.25 8.15 8.59 6.18 7.10 9.04 10.48 13.21 16.65 21.93 32.05 61.21
s.d. 1.16 6.20 6.93 4.93 6.81 9.51 12.43 17.04 23.71 34.65 56.96 124.3
rmse 7.84 6.47 7.07 6.23 7.41 9.56 12.44 17.34 24.62 36.65 61.08 134,4
10 663 exp. 2.09 9.55 9.59 5.72 7.19 8.39 9.81 11.42 14.14 17.44 23.47 40.06
s.d. 1.22 8.37 8.45 5.42 7.86 10.63 13.85 18.61 25.46 37.16 60.53 131.1
rmse 8.01 8.38 8.46 6.91 8.35 10.75 13.86 18.67 25.79 37.89 62.01 134.5
0.36 0 1257 exp. 3.35 3.35 6.36 7.06 7.51 8.17 9.11 10.70 12.81 16.80 23.78 44.97
s.d. 1.25 1.25 4.12 3.37 4.32 5.57 7.23 9.49 12.60 18.08 29.20 62.03
rmse 6.77 6.77 5.50, 1&4.47 4.99 5.86 7.28 9.51 12.90 19.32 32.29 71.21
5 289 exp. 3.10 9.04 9.41 7.43 8.15 9.47 10.55 12.39 14.37 17.47 23.26 39.19
s.d. 1.41 6.53 6.81 5.02 6.75 9.02 11.66 15.59 21.43 31.02 50.43 109.5
rmse 7.05 6.60 6.83 5.64 7.00 9.03 11.68 15.77 21.87 31.90 52.14 113.3
10 61 exp. 3.04 9.92 9.90 6.90 7.87 8.71 9.50 10.27 11.36 12.69 14.65 19.76
s.d. 1.44 7.44 7.04 4.82 6.34 8.02 9.99 12.77 16.80 23.74 37.82 80.56
rmse 7.11 7.44 7.04 5.73 6.69 8.12 10.00 12.78 16.86 23.89 38.11 81.15
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Table 2.4b
N =  10
T R P(Z<=1) XI P CUE HME
XlOM 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.51 0 372 exp. 4.12 4.12 7.82 8.46 9.02 9.67 10.59 12.28 14.27 17.87 24.63 44.53
s.d. 1.44 1.44 4.68 3.77 4.92 6.36 8.30 10.81 14.63 21.02 34.09 73.01
rmse 6.06 6.06 5.16 4.08 5.01 6.37 8.32 11.05 15.24 22.45 37.10 80.76
5 41 exp. 4.01 9.62 9.79 8.39 8.87 9.66 10.35 11.35 12.30 13.66 16.26 22.69
s.d. 1.54 6.35 6.01 4.55 5.85 7.46 9.38 12.13 16.25 23.10 36.95 79.34
rmse 6.18 6.36 6.02 4:83 5.96 7.47 9.39 12.20 16.41 23.38 37.48 80.35
10 4 exp. 4.00 10.02 10.00 7.94 8.51 9.03 9.51 9.88 10.24 10.76 11.30 12.42
s.d. 1.55 6.18 5.52 4.11 4.93 5.70 6.61 7.84 9.54 12.64 19.12 39.35
rmse 6.20 6.18 5.52 4.60 5.14 5.78 6.63 7.85 9.55 12.67 19.17 39.43
0.69 0 80 exp. 5.02 5.02 9.02 9.68 10.18 10.67 11.34 12.65 14.18 16.63 21.64 36.03
s.d. 1.54 1.54 4.75 3.83 4.99 6.43 8.39 10.85 14.74 21.19 34.33 73.64
rmse -5.22 5.22 4.85 3.84 5.00 6.47 8.50 11.17 15.32 22.20 ;6.25 78.10
5 4 exp. 4.99 9.92 9.94 9.20 9.40 9.80 10.15 10.57 10.91 11.32 12.18 13.76
s.d. 1.58 5.76 4.87 3.84 4.61 5.51 6.57 8.01 10.24 13.95 21.63 45.43
rmse 5.26 5.76 4.87 392 W.65:. 5.52 6.57 8.03 10.28 14.02 21.74 45.59
10 0 exp. 4.98 10.02 10.04 8.86 9.12 9.38 9.62 9.80 9.91 10.13 10.28 10.36
s.d. 1.58 4.96 4.25 3.47 3.86 4.15 4.47 4.85 5.27 6.12 8.03 14.64
rmse 5.26 4.96 4.25 3.65 3.96 4.20 . 4.48 4.85 '5.27 6.12 8.03 14.64
0.92 0 10 exp. 6.02 6.02 9.74 10.57 10.80 10.97 11.28 11.94 12.74 13.82 16.34 23.36
s.d. 1.54 1.54 4.27 3.54 4.48 5.62 7.21 9.15 12.29 17.49 28.06 59.85
rmse 4.27 4.27 4.27 3.59 4.55 5.70 7.33 9.35 12.59 17.90 ,28.77 61.32
5 0 exp. 6.01 10.03 10.00 9.88 9.82 9.93 10.06 10.16 10.23 10.32 10.44 10.53
s.d. 1.55 4.89 3.68 3.08 3.45 3.84 4.23 4.70 5.50 6.76 9.62 18.94
rmse 4.28 ' 4.89 3.68 3.09 3.45 ,3.84 4.23 4.70 5.51 %(x76 9.63 18.95
10 0 exp. 6.01 10.03 10.03 9.57 9.58 9.65 9.75 9.81 9.82 9.92 9.90 9.76
s.d. 1.55 3.91 3.26 2.83 3.03 3.17 3.29 3.36 3.44 3.54 3.81 4.78
rmse 4.28 3.91 2.86 3.06 3.19 3.30 3.36 3.44 3.54 3.81 4.79
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Table 2.4c
I
N =  10
T R P(Z<=1) XI P CUE HME
XlOM 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
1.20 0 1 exp. 6.99 6.99 9.97 11.02 10.93 10.80 10.83 10.95 11.21 11.41 12.17 14.21
s.d. 1.45 1.45 338 2.99 3.54 4.20 5.17 6.28 8.16 11.29 17.69 37.20
rmse 3.34 3.34 3.38 3 15 3.66 4.28 5.24 . 6.36 8.25, 11.37 j%83 37.44
5 0 exp. 6.99 10.06 10.02 10.33 10.10 10.02 10.04 10.02 9.97 9.97 9.85 9.69
s.d. 1.45 3.96 2.73 2.44 2.57 2.75 2.88 2.98 3.19 3.34 3.96 6.09
rmse 334 3.96 2.73 2.46 2.58 2.75 2.88 2.98 3.19 3.34 3.96 6.10
10 0 exp. 6.99 10.08 9.99 10.06 9.86 9.85 9.83 9.86 9.75 9.80 9.69 9.47
s.d. 1.45 3.08 2.50 2.24 2.36 2.47 2.53 2.55 2.60 2.59 2.69 2.71
rmse 3.34 3.08 2.50 2.24 2.37 2.47 2.54 2.55 ;2.61 2.60 "2.70 2.77
1.61 0 0 exp. 8.00 8.00 10.00 11.12 10.82 10.52 10.37 10.22 10.21 10.09 10.07 10.16
s.d. 1.26 1.26 2.26 2.24 2.40 2.59 2.94 3.25 3.86 4.89 7.12 14.23
rmse 2.37 ,.2.37.: 2.26 % 2.50 2.53 2.64 2.97. 3.25 3.87 4.89 5:7.12 14.23
5 0 exp. 8.00 10.08 10.01 10.62 10.30 10.11 9.98 9.91 9.75 9.71 9.51 9.40
s.d. 1.26 2.96 1.91 1.82 1.84 1.92 1.97 2.04 2.06 2.06 2.15 2.15
rmse 2.37 2 96 1.91 1.93 1.86 1.92 1.97 ^2.04 2 07 2.08» 2.21 2.23
10 0 exp. 8.00 10.09 9.98 10.46 10.15 9.99 9.86 9.80 9.63 9.64 9.46 9.33
s.d. 1.26 2.25 1.82 1.70 1.72 1.79 1.82 1.89 1.89 1.92 1.99 1.84
rmse 2 37 2-26 1.82 1.76 1 73 1.79 1.90 1.93 1.95 2.06 1.96
1 3 0 0 0 exp. 9.00 9.00 10.00 10.89 10.51 10.17 9.99 9.80 9.69 9.59 9.47 9.45
s.d. 0.95 0.95 1.31 1.47 1.46 1.44 1.47 1.45 1.49 1.53 1.64 2.25
rmse 1.38 1.38 .1.31 1.72 1.55 1.45 1.47 1.46 #1.52 "^1.59* 1.72 2.31
5 0 exp. 9.00 10.06 10.03 10.64 10.30 10.06 9.82 9.70 9.54 9.42 9.29 9.35
s.d. 0.95 1.92 1.21 1.25 1.27 1.27 1.26 1.29 1.24 1.25 1.19 1.18
rmse 1.38 -1.92 1.21 1,41 1 31 1.27 1.27 1.32. 1.33 1.38 1.39 1.35
10 0 exp. 9.00 10.04 10.04 10.57 10.22 9.97 9.78 9.61 9.50 9.36 9.24 9.31
s.d. 0.95 1.46 1.15 1.21 1.20 1.20 1.22 1.23 1.22 1.20 1.15 1.15
rmse 1.38  ^ 1.46 "1.13 134 1.22 1.20 1 24 1.29 "1.32, 1.36 1.38 1.34
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Table 2.5a
N  =  25
T R P(Z<=1) XI P CUE HME
xKP'4 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.11 0 2397 exp. 3.19 3.19 6.92 7.26 7.98 9.27 10.86 13.10 16.53 22.78 33.72 67.32
s.d. 1.25 1.25 5.01 4.08 5.46 7.00 9.16 12.02 15.89 22.42 36.08 75.74
rmse 21.84 21.84 18.76 18.21 17.87 17.22 16.85 16.91 18.00 22.53 37.12 86.76
5 1586 exp. 2.97 13.63 15.48 11.00 13.89 18.51 22.77 29.71 39.08 53.96 83.09 169.1
s.d. 1.37 8.43 10.86 8.21 11.98 16.24 21.70 29.46 41.18 60.30 99.02 216.3
rmse %.07^ 1415 14.44 16.23 16.34 17.49 21.81 29.84 43.52 66.89 114.8 259.9
10 1032 exp. 2.84 18.97 19.90 12.18 16.78 21.19 26.46 33.34 43.35 58.45 87.43 171.6
s.d. 1.43 14.04 15.50 11.15 16.44 22.93 30.78 41.93 58.16 85.93 141.7 309.2
rmse 22.21 15.29 16.32 16.99 18.38 23.25 30.81 42.75 60.99 92.21 154.8 342,2
25 266 exp. 2.66 23.97 24.02 12.90 16.60 20.42 24.23 28.82 34.17 42.13 55.55 91.66
s.d. 1.50 21.15 21.13 14.06 20.16 27.00 35.51 47.29 64.83 93.73 152.3 329.4
rmse 22.39 21.17 21.15 18.55 21.84 27.39 35.52 47.44 65.48 95.28 155.4 336.1
0.22 0 266 exp. 5.05 5.05 13.31 12.70 14.87 17.36 20.63 25.05 31.27 41.59 61.63 120.7
s.d. 1.90 1.90 9.06 7.25 10.18 13.11 17.46 22.67 31.11 44.58 72.30 154.9
rmse 20.04 20.04 14.79 ,44:27^ 14.37 151% 18.00 22.67 31.73 47.57 81.05 182.1
5 103 exp. 4.98 18.48 21.08 16.43 19.80 23.86 28.11 33.89 41.38 53.15 75.41 140.2
s.d. 1.95 11.56 14.57 11.24 16.20 21.62 28.75 38.66 53.71 78.69 128.8 280.3
rmse 20.11 13.27 15.08 14.14 17.01 21.65 ,28.92 39.67 56.15 83.58 138.3 303.1
10 39 exp. 4.95 22.93 23.70 16.91 20.57 23.80 27.26 31.23 36.25 43.67 56.95 94.25
s.d. 1.98 16.34 16.83 12.73 17.66 23.34 30.66 40.73 55.67 80.72 131.3 283.7
rmse 20.14 16.47 16.88 15.08 18.20 23.37 30.75 41.21 56.80 82.86 135.2 292.0
25 2 exp. 4.94 24.97 24.96 17.19 19.52 21.63 23.27 24.82 26.37 27.97 30.07 34.00
s.d. 1.99 16.42 15.48 11.43 14.01 16.60 19.62 23.62 29.50 39.55 60.34 125.0
rmse 20.16 16.42 15.48 13.84 15.04 16.93 19.69 23.62 29.53 39.67 60.55 125.3
O j # 0 12 exp. 7.57 7.57 20.15 19.03 21.86 24.73 28.39 32.84 39.35 49.30 68.88 125.9
s.d. 2.29 2.29 11.98 9.72 13.60 17.76 23.68 31.25 43.18 62.75 102.4 221.6
rmse 17.58 17.58 12.93 11.40 13.96 17.76 23.92 3122 45.50 61.19 111.4 243.5
5 2 exp. 7.56 22.15 24.19 20.62 23.08 25.54 27.95 30.74 34.32 39.31 48.23 73.22
s.d. 2.29 13.48 14.57 11.47 15.53 20.06 25.86 33.96 46.03 66.34 107.0 230.0
rmse 17.59 13.78 14.59 12.27 15.65 20.07 26.03 34.44 46.96 67.87 109.5
10 0 exp. 7.56 24.60 24.90 20.36 22.71 24.19 25.74 27.15 28.67 30.66 33.53 40.86
s.d. 2.30 15.46 13.71 10.79 13.58 16.55 20.30 25.35 32.97 45.78 71.90 151.7
rmse 17.59 15.46 13.71 11.74 13.77 16.57 20.31 25.44 33.18 46.13 72.40 152.5
25 0 exp. 7.56 25.02 24.95 20.25 21.79 22.89 23.69 24.40 25.06 25.57 26.03 26.48
s.d. 2.30 11.79 10.69 8.88 9.73 10.37 10.99 11.62 12.33 13.45 15.84 24.93
rmse #5% 11.79 10.69 10.07 10.25 10.59 11.07 11.63 12.33 13.46 15.87 24.98
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Table 2.5b
N  =  25
T R P(Z<=1) XI P CUE HME
x i(m 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.51 0 0 exp. 9.99 9.99 23.59 22.96 25.04 26.97 29.30 31.95 35.75 41.19 51.76 81.72
s.d. 2.45 2.45 12.37 10.14 13.74 17.78 23.17 30.43 41.49 59.76 96.85 208.6
rmse 15.21 15.21 12.45 10.35 13.74 .17.89 23.56 31.21 42.86 61.92 100.5 216.1
5 0 exp. 9.99 23.89 24.90 22.83 24.27 25.42 26.43 27.41 28.71 30.09 32.24 37.89
s.d. 2.45 13.76 11.84 9.62 11.95 14.40 17.51 21.72 27.99 38.75 60.56 127.4
rmse 15.21 13.80 11.84 9.87' 11.97 T4.41 17.56 21.86 28.23 39.08 61.00 128.1
10 0 exp. 9.99 24.97 25.03 22.43 23.87 24.45 25.22 25.68 26.19 26.73 27.25 28.24
s.d. 2.45 13.10 10.16 8.52 9.77 10.81 12.04 13.57 15.84 19.83 28.32 55.93
rmse 15.21 13.10 10.16 8.90 9.83 10.83 112.04 13.59 15.88 19.91 28.41 56.03
25 0 exp. 9.99 25.04 25.00 22.08 23.06 23.72 24.10 24.54 24.82 25.13 25.36 25.53
s.d. 2.45 9.17 8.16 7.27 7.66 7.93 8.12 8.29 8.46 8.61 8.77 9.17
rmse 15.21 9.17 8.16 7.84 7.90 8.03 8.17 8.30 8.46 8.61 8.77 9.18
0.69 0 0 exp. 12.46 12.46 24.78 24.93 25.89 26.71 27.58 28.62 29.78 31.43 34.53 42.63
s.d. 2.50 2.50 10.44 8.90 11.15 13.68 16.90 21.33 28.01 39.18 62.06 131.6
rmse 12.79 12.79 10.44 8.90 11.18 13.78 17.09 21.64 28.42 ^ .70 62.78 132.8
5 0 exp. 12.46 24.68 24.99 24.21 24.80 25.26 25.61 25.94 26.36 26.65 26.92 27.57
s.d. 2.50 12.82 8.67 7.58 8.48 9.35 10.36 11.59 13.40 16.75 23.82 46.88
rmse 12.79 12.83 8.67 ; 7.62 8 49 9J5 10.37 11.63 ,13.47 16.83 23.89 46.95
10 0 exp. 12.46 25.03 25.00 23.83 24.50 24.72 25.08 25.29 25.47 25.64 25.75 25.86
s.d. 2.50 10.53 7.52 6.77 7.32 7.60 7.91 8.22 8.52 9.10 10.26 14.91
rmse 12.79 10.53 7,52 m6.87 fT\34 ■ 7.61 7.91 8.22 8.53 9.13 10.28 14.94
25 0 exp. 12.46 25.01 24.99 23.37 23.87 24.22 24.45 24.66 24.76 24.91 25.04 25.09
s.d. 2.50 7.34 6.39 5.95 6.15 6.29 6.37 6.43 6.50 6.54 6.57 6.69
rmse ,12.79; 7.34. 639 *6.17 6,:26 #6,33 6 39 6 44 6.50 6.54 6.57 6.69
0.92 0 0 exp. 15.04 15.04 24.99 25.77 25.91 26.10 26.22 26.50 26.53 26.79 27.17 27.93
s.d. 2.45 2.45 7.43 6.86 7.69 8.54 9.58 10.97 13.10 16.85 24.87 50.37
mwe 10.26 10.26 7.43 , 6.91 7.74 8.61 9.66 11.07 13.19 16.94 24.96 50.45
5 0 exp. 15.04 24.99 25.00 25.06 25.14 25.20 25.30 25.40 25.54 25.57 25.56 25.52
s.d. 2.45 10.98 6.20 5.83 6.10 6.31 6.53 6.71 6.93 7.37 8.14 11.46
.rmse 10.26 10.98 6.20 5.83 6.10 6.31 6.54 6.72 6.95 7.39 &8.16 11.47
10 0 exp. 15.04 25.04 25.01 24.68 24.85 24.96 25.03 25.06 25.12 25.19 25.18 25.12
s.d. 2.45 8.22 5.63 5.30 5.54 5.63 5.74 5.78 5.84 5.93 6.01 6.23
; rmse 10.26 8.22 ^5.63 5.54 5.63 5.78 5.85 5.94 6.02 6.23
25 0 exp. 15.04 25.01 24.99 24.25 24.42 24.56 24.65 24.71 24.77 24.79 24.85 24.75
s.d. 2.45 5.89 4.97 4.77 4.86 4.93 4.96 4.99 5.01 5.01 5.07 5.11
rmse 10.26 ,5.89 4.97 #4.83»% 14:95 4.97 5.00 #5.01 5.01 5.08 5.12
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Table 2.5c
N  =  25
T R P{Z<=1) XI P CUE HME
XlOM 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
i . i o 0 0 exp. 17.47 17.47 24.99 25.99 25.82 25.71 25.61 25.62 25.49 25.47 25.44 25.32
s.d. 2.29 2.29 5.11 5.03 5.25 5.40 5.58 5.72 5.99 6.49 7.59 12.02
rmse 7.87 7.87 5.11 5M2 #5.32r; 5.44 !x61 5.75 6.01 6.51 j7 61 12.03
5 0 exp. 17.47 25.06 24.99 25.42 25.30 25.20 25.16 25.15 25.16 25.10 25.03 24.91
s.d. 2.29 8.86 4.52 4.42 4.50 4.56 4.62 4.65 4.68 4.77 4 .B 4 4.91
rmse 7.87; 8.86 4.5%: &4.44:. 4.51 4.56 .4.63 s<k65 4.69 4.77 4.84 4.91
10 0 exp. 17.47 25.04 25.01 25.11 25.08 25.06 25.02 24.98 24.96 24.91 24.86 24.73
s.d. 2.29 6.43 4.25 4.12 4.21 4.22 4.28 4.27 4.31 4.36 4.43 4.42
rmse 7.87 6.43 4,25 4.12 4.21 4.22 4.28 4.27 4.31 4.36 4.43 4.43
25 0 exp. 17.47 25.02 25.01 24.79 24.74 24.73 24.74 24.75 24.75 24.76 24.66 24.54
s.d. 2.29 4.71 3^6 3.79 3.81 3.84 3.85 3.85 3.84 3.90 3.97 3.89
rmse 7.87 4.71 3.86 3.80 3.82 3.85 3.86 3.86 #3.84 3.91 3.98 3.92
1.61 0 0 exp. 20.00 20.00 24.99 25.90 25.59 25.38 25.20 25.15 25.06 24.92 24.83 24.66
s.d. 2.00 2.00 3.37 3.39 3.46 3.46 3.47 3.48 3.53 3.58 3.59 3.65
rmse 5 # 3.37 3.51 3.51 3.48 3 48 3.49 3.53 &59 3.59 3.67
5 0 exp. 20.00 25.04 24.97 25.56 25.30 25.21 25.05 24.96 24.90 24.79 24.68 24.55
s.d. 2.00 6.56 3.14 3.10 3.14 3.16 3.19 3.19 3.20 3.28 3.26 3.28
rmse .5.38 6.56 3.14 3.15 3 15 3.17 3.1%' 3.19 % 3.20 3.29 3.27 3.31
10 0 exp. 20.00 25.01 25.03 25.36 25.12 25.08 24.99 24.86 24.81 24.69 24.58 24.48
s.d. 2.00 4.80 3.02 2.96 3.02 2.98 2.99 3.03 3.04 3.12 3.08 3.10
rmse 5.38 4.80 3.02 2.98 3.03 2.98 2.99 3.03 3.05 3.14 3.11 3.15
25 0 exp. 20.00 25.03 25.01 25.07 24.92 24.81 24.87 24.79 24.69 24.60 24.47 24.41
s.d. 2.00 3.56 2.82 2.80 2.79 2.77 2.76 2.86 :288 2.89 2.85 2.92
rmse *5j8 3.56 ::^ 2:82.;.: 2.80 ,2.79 2.77 2.76 ,2.87 2.89 2.92 2.90 2.98
0 0 exp. 22.49 22.49 25.00 25.73 25.33 25.10 24.91 24.77 24.71 24.57 24.47 24.32
s.d. 1.50 1.50 2.00 1.94 2.00 2.06 2.07 2.08 2.08 2.05 2.07 2.03
rmse 2.92 2.92 2.00 2.08 2.02 2.07 2.07 2.09 2.10 2.10 2.14 2.14
5 0 exp. 22.49 25.03 24.99 25.61 25.19 25.01 24.87 24.66 24.67 24.54 24.44 24.28
s.d. 1.50 4.27 1.93 1.85 1.90 1.98 2.00 1.99 1.96 1.96 1.99 1.93
rmse *2,92. 4.27 .1.93 1.95 1.91 1.98 r 2.00 2.02 1.99 2.01 2.07 2.06
10 0 exp. 22.49 24.93 25.00 25.51 25.12 24.94 24.86 24.58 24.65 24.53 24.41 24.24
s.d. 1.50 3.16 1.88 1.80 1.85 1.92 1.97 1.95 1.89 1.89 1.95 1.87
rmse. “2.92 3.16 1.88 1.85 1.92 1.97 4,ooj 1.92 1.95 2.03 2.02
25 0 exp. 22.49 25.05 25.00 25.40 25.05 24.81 24.79 24.54 24.59 24.51 24.37 24.21
s.d. 1.50 2.29 1.81 1.72 1.79 1.84 1.90 1.90 1.78 1.81 1.88 1.78
rmse 2.92 2.29 1.81 g 176 >179 1.85 1.91 1.95 1.82 1.87 1.98 1.95
81
Table 2.6a
N  =  5 0
T R P(Z<=1) XI P CUE HME
x l(#4 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.11 G 266 exp. 5.33 5.33 16.48 15.08 18.50 22.34 27.51 34.16 43.95 60.03 91.58 184.9
s.d. 2.06 2.06 11.72 9.43 13.48 17.36 23.03 29.93 40.94 58.44 94.25 201.1
rmse 44.72 44.72 35.52 36.18 34.26 32.65 32,19 3186 41.38 59.29 103.0 242.1
5 166 exp. 5.28 24.49 30.78 23.47 30.54 38.75 48.03 60.86 78.65 107.2 162.5 326.4
s.d. 2.10 13.41 20.26 16.07 23.74 31.92 42.85 57.85 80.64 118.6 194.8 424.6
rmse 44.77 28.82 27.93 31.02 30.70 33.84 42.89 58.86 85.58 131.7 224.9 506.6
10 103 exp. 5.26 35.48 38.99 27.57 36.36 45.20 55.53 68.65 86.69 115.0 169.3 327.3
s.d. 2.12 22.83 27.14 21.36 31.07 42.61 57.38 77.80 108.3 159.6 262.8 573.4
rmse 44.80 27.06 29.29 30.98 33.93 42.88 57.64 80.01 114.4 172.3 288.6 637.0
25 24 exp. 5.22 47.27 47.86 31.55 39.12 46.36 53.46 61.64 71.56 85.98 111.1 179.8
s.d. 2.15 35.57 35.71 26.52 37.45 49.67 65.23 86.52 118.3 171.1 277.5 598.8
rmse 44.83 3&67 3578 32 30 38.99 49.80 65.32 87.30 120.2 174.8 284.2 612.7
50 2 exp. 5.21 49.90 49.86 32.01 37.91 42.29 46.23 50.08 53.82 57.79 62.96 73.44
s.d. 2.16 34.09 33.07 23.92 30.14 36.40 43.72 53.56 68.04 92.50 142.8 297.6
rms^ 44.84 34.09 33.07 29.93 32.48 37.21 43.88 53.56 68.14 92.83 1433 298.5
0 .2 2 0 2 exp. 9.88 9.88 35.81 32.11 38.98 45.94 54.59 65.30 80.87 105.1 152.7 292.2
s.d. 2.81 2.81 21.72 17.86 25.48 34.23 45.48 61.13 84.71 123.9 203.0 441.1
rmse 40.22 40.22 25.94 25.27 27.76 34.47 45.71 63.02 90.16 135.6 227.5 503.2
5 1 exp. 9.87 36.66 45.33 37.71 44.80 51.77 59.35 68.55 80.88 99.64 134.5 235.0
s.d. 2.81 20.16 28.41 22.74 32.54 43.79 58.05 77.94 107.6 157.2 256.6 556.3
rmse 40.22 24.17 28.79 25,84 32.95 43.82 58.80 80.12 111.9 164.8 270.1 586.2
10 0 exp. 9.87 45.65 48.40 39.13 45.54 50.84 56.39 62.37 69.96 80.83 99.73 152.2
s.d. 2.81 29.12 30.25 23.93 32.83 43.24 56.14 73.95 100.5 144.7 233.6 502.1
rmse 40.22 29.44 30.30 26.29 33.14 43.24 56.50 74.97 102.4 148.0 238.9 512.4
25 0 exp. 9.87 49.89 49.92 40.00 44.17 47.18 49.75 52.05 54.16 56.39 59.05 64.25
s.d. 2.81 28.81 25.86 20.43 24.65 28.72 33.53 39.85 49.18 65.10 98.12 201.2
rmse 40.22 28.81 25.86 22.75 25.33 28.86 33 53 3&9D 49.35 65.41 98.54 201.7
50 0 exp. 9.87 50.02 49.98 40.21 43.57 45.70 47.44 48.91 50.16 51.08 52.11 52.93
s.d. 2.81 21.79 20.44 17.27 18.79 19.93 20.74 21.59 22.48 23.59 25.57 33.23
rmse 40.22 21.79 20.44 19.85 19.87 20.39 20.90 21.61 22.48 23.62 25.65 33.36
0 .36 0 0 exp. 15.12 15.12 47.34 44.22 49.36 54.19 59.29 65.48 73.42 85.40 107.8 171.3
s.d. 3.25 3.25 25.79 21.17 29.32 38.76 50.56 66.91 91.39 132.2 214.2 461.8
rmse 35.03 35.03! 25.93 21.94 29.33 38.98 51.41 68.68 94.35 136.8 221.9 477.5
5 0 exp. 15.12 44.27 49.56 44.98 48.83 51.85 54.76 57.68 61.12 65.72 73.01 92.53
s.d. 3.25 24.79 25.22 20.50 26.62 33.39 41.73 53.12 70.10 98.56 156.2 331.2
rmse 35.03 25.45 25.22 21.11 26.64 33.44 42.00 53.67 70.98 99.80 157.9 334.0
10 0 exp. 15.12 49.12 49.92 44.90 48.15 50.14 52.08 53.67 55.19 57.11 59.56 64.78
s.d. 3.25 28.50 22.53 18.54 22.30 26.25 30.84 36.97 46.15 61.73 93.94 193.9
rmse 35.03 28.51 22.53 19.23 22.38 26.25 30.91 37.15 46.44 62.14 94.43 194.5
25 0 exp. 15.12 50.02 49.98 44.76 47.02 48.39 49.44 50.33 51.10 51.76 52.28 52.87
s.d. 3.25 20.63 17.24 15.13 16.34 17.19 18.01 18.70 19.48 20.63 22.82 31.66
rmse 35.03 2063 17,24 16.01 16.61 17.26 18.02 18.70 19.51 20.70 22.93 31.79
50 0 exp. 15.12 50.03 50.03 44.61 46.48 47.59 48.47 49.19 49.79 50.29 50.71 51.06
s.d. 3.25 15.81 14.50 13.28 13.86 14.21 14.46 14.72 14.91 15.06 15.23 15.35
rmse 35.03 15.81 14.50 14.33 14.30 14.41 14.54 14.74 14.91 15.06 15.25 15.39
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T a b le  2 .6 b
N  =  50
T R P(Z<=1) XI P CUE HME
XlOM 0 .1 0 .2 0.3 0.4 0.5 0 . 6 0.7 0 .8 0.9
0.51 0 0 exp. 19.98 19.98 49.75 48.62 50.96 52.90 54.54 56.30 58.31 60.86 65.16 76.36
s.d. 3.46 3.46 2 1 .1 0 17.85 22.36 27.27 33.21 41.34 53.58 74.18 116.2 244.7
rmse 30.22 3032 2 1 .1 1 17.90 22.38 27.42 33.52 41.82 f54.22 74.97 117.2 246.1
5 0 exp. 19.98 47.71 49.98 48.11 49.82 50.92 51.89 52.69 53.53 54.37 55.23 56.98
s.d. 3.46 25.95 17.96 15.56 17.90 20.05 22.45 25.51 30.06 37.99 55.05 109.7
rmse 30.22 26.05 17.96 15.67 17.90 20.07 22.53 25.65 30.26 38.24 55.30 109.9
10 0 exp. 19.98 49.87 50.03 47.69 49.23 50.09 50.83 51.35 51.87 52.36 52.78 53.25
s.d. 3.46 24.41 15.78 14.06 15.28 16.33 17.26 18.28 19.63 21.85 26.84 45.19
rmse 30.22 24.41 15.78 14.25 15.30 16.33 17.28 18.33 19.72 21.98 26.99 45.30
25 0 exp. 19.98 50.03 50.03 47.19 48.39 49.08 49.63 50.06 50.43 50.71 50.95 51.28
s.d. 3.46 15.97 12.89 11.97 12.46 12.79 13.05 13.29 13.46 13.63 13.78 13.98
rmse 30.22 15.97 12.89 12.30 12.57 12.83 13.06 13,29 13.47 13.65 13.81 14.03
50 0 exp. 19.98 50.01 50.00 46.82 47.92 48.55 49.04 49.41 49.72 49.99 50.23 50.44
s.d. 3.46 12.57 11.25 10.67 10.94 11.13 11.23 11.33 11.40 11.49 11.56 11.60
rmse 30.22 11.25 11.13 11.14 1 1 .2 2 11.27 11.35 11.41 11.49 11.56 11.61
0 .6 % 0 0 exp. 24.92 24.92 49.98 50.24 51.01 51.58 51.98 52.29 52.71 52.94 53.34 54.09
s.d. 3.54 3.54 14.44 13.19 14.62 15.85 17.18 18.84 21.35 25.68 35.38 67.78
rmse 25.33 25.33 14.44 13.19 14.65 15.93 17.29 18.98 21.52 25.84 35j3 67.90
5 0 exp. 24.92 49.28 50.01 49.60 50.31 50.62 50.92 51.15 51.39 51.59 51.77 51.89
s.d. 3.54 24.49 12.53 11.70 12.43 12.96 13.40 13.79 14.24 14.93 16.42 22.47
rmse 25.33 24.50 12.53 11.71 12.43 12.97 13.43 13.84 14.31 15.02 16.52 22.55
10 0 exp. 24.92 50.02 49.99 49.19 49.85 50.11 50.45 50.68 50.88 51.02 51.13 51.26
s.d. 3.54 19.63 11.47 10.82 11.30 11.63 11.85 12.03 12.23 12.39 12.61 13.20
rmse 25.33 19.63 *11.47 10.85 11.30 11.63 1 1 .8 6 12.05 12.26 12.44 1 2 .6 6 13.26
25 0 exp. 24.92 50.02 50.02 48.58 49.16 49.53 49.75 49.94 50.12 50.24 50.36 50.48
s.d. 3.54 12.77 9.90 9.51 9.71 9.90 9.99 10.07 10.14 10.21 10.27 10.32
rmse 2333 12.77 9:90 ^9 61 9.75 9.91 9.99 10.07 10.14 10J2 10.28 10.33
50 0 exp. 24.92 50.00 50.00 48.20 48.78 49.13 49.35 49.57 49.72 49.85 49.94 50.05
s.d. 3.54 1 0 .2 0 8.90 8.59 8.73 8.82 8 .8 6 8.91 8.95 8.99 9.04 9.10
rmse 2533 1 0 .2 0 8.90 8,78 8.82 8.86 (L88 8.93 8.95 9.00 9.04 9.10
0 .9 2 0 0 exp. 30.07 30.07 50.00 50.80 50.89 50.85 50.96 50.98 51.06 51.03 51.07 51.03
s.d. 3.46 3.46 9.78 9.51 9.90 1 0 .1 2 10.33 10.48 10.64 10.83 1 1 .2 0 12.84
rmse 2 0 .2 2 2 0 .2 2 <178 9.54 9.94 10.15 10.38 10.52 10.69 1 0 .8 8 11.25 12.89
5 0 exp. 30.07 49.89 50.00 50.27 50.40 50.48 50.46 50.51 50.59 50.60 50.67 50.60
s.d. 3.46 21.09 8.95 8.70 8.93 9.10 9.20 9.30 9.38 9.45 9.49 9.62
rmse 2 0 .2 2 21.09 8.95 8.70 8.94 9.12 9.22 9.32 9.40 9.47 9.52 9.64
10 0 exp. 30.07 50.04 50.00 49.96 50.14 50.13 50.28 50.31 50.32 50.34 50.40 50.33
s.d. 3.46 15.31 8.44 8.18 8.45 8.49 8.60 8.63 8.70 8.75 8.79 8.85
rmse 2 0 .2 2 15.31 8.44 8.18 8.45 8.50 8.60 8.64 8.70 8.76 8.80 8.86
25 0 exp. 30.07 50.00 50.00 49.46 49.63 49.75 49.84 49.89 49.93 49.98 50.07 49.97
s.d. 3.46 1 0 .2 2 7.58 7.39 7.50 7.57 7.62 7.65 7.68 7.73 7.73 7.80
rmse 2 0 .2 2 1 0 .2 2 7.58 7.41 7.51 7.57 7.62 7.65 7.68 7.73 7.73 7.80
50 0 exp. 30.07 50.03 49.99 49.12 49.34 49.49 49.60 49.69 49.70 49.74 49.84 49.71
s.d. 3.46 8.23 6.97 6.82 6.90 6.92 6.95 6.98 7.01 7.00 7.05 7.07
rmse 2 0 .2 2 8.23 6.97 6 .8 8 6.93 6.94 6.96 6.99 7.02 7.01 7.05 7.07
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Table 2.6c
N  =  5 0
T R P(Z<=1) XI P CUE HME
XlOM 0 .1 0 .2 0.3 0.4 0.5 0 . 6 0.7 0 .8 0.9
1 . 2 0 0 0 exp. 34.94 34.94 50.00 50.88 50.71 50.53 50.48 50.45 50.40 50.36 50.29 50.12
s.d. 3.24 3.24 6.91 6 .8 8 7.01 7.03 7.10 7.16 7.17 7.18 7.23 7.28
rmse 15.41 15.41 6.91 6.94 7,05 7.05 7.12 7.17 7.18 7.19 7.23 7.28
5 0 exp. 34.94 50.04 50.01 50.57 50.41 50.35 50.25 50.21 50.18 50.18 50.11 49.95
s.d. 3.24 17.02 6.52 6.48 6.52 6.61 6.63 6.67 6.71 6.71 6.75 6.78
rmse 15.41 17.02 *<x52 6.51 6.54* 6.62 6 63 6 .6 8 6.71 6.71 6.75 6.78
1 0 0 exp. 34.94 50.04 50.01 50.34 50.22 50.15 50.12 50.05 50.06 50.06 50.02 49.84
s.d. 3.24 11.96 6.27 6.21 6.27 6.29 6.33 6.36 6.39 6.39 6.43 6.46
rmse 15.41 11.96 6.27 ?622 '6.27^ 6:29 6:33 6.36 6.39 (x39 6.43 6.47
25 0 exp. 34.94 50.03 50.01 49.95 49.91 49.88 49.87 49.85 49.86 49.90 49.81 49.66
s.d. 3.24 8.17 5.79 5.70 5.77 5.80 5.81 5.85 5.85 5.86 5.91 5.89
rmse 15.41 8.17 %79 5.70 5.77 5.80 5.82 5.86 5.85 !&86 5.91 5.90
50 0 exp. 34.94 50.04 50.00 49.67 49.67 49.70 49.69 49.68 49.75 49.78 49.65 49.55
s.d. 3.24 6.62 5.42 5.36 5.40 5.39 5.41 5.47 5.44 5.47 5.49 5.50
rmse 1%41 6,62 5.42 5.37 #5,41 5.40 5.42 5.48 5.45 5.48 5.50 5.52
1.61 0 0 exp. 40.01 40.01 50.01 50.79 50.54 50.30 50.19 50.14 50.06 49.93 49.78 49.63
s.d. 2.83 :L83 4.66 4.68 4.71 4.74 4.76 4.75 4.77 4.78 4.78 4.77
rmse 10.39 10.39 4.66 4.75 4.74 4.75 4.76 4.75 4.77 4.78 4.79 4.78
5 0 exp. 40.01 50.05 49.99 50.61 50.32 50.18 50.10 50.06 49.96 49.85 49.71 49.55
s.d. 2.83 12.57 4.51 4.52 4.52 4.58 4.56 4.58 4.59 4.60 4.60 4.59
rmse 10.39 12.57 %51 4.56 4.53 4.58 4.56 4.58 4.59 4.60 4.61 4.61
1 0 0 exp. 40.01 50.02 49.99 50.47 50.23 50.11 50.03 50.00 49.92 49.79 49.65 49.51
s.d. 2.83 8.90 4.39 4.38 4.42 4.42 4.44 4.45 4.47 4.48 4.46 4.44
rmse 10.39 8.90 4.39 4.40 4.43 #4.42 4.44 4.45 4.47 4.48 4.47 4.46
25 0 exp. 40.01 50.00 50.00 50.27 50.06 49.94 49.91 49.90 49.82 49.68 49.57 49.43
s.d. 2.83 6.19 4.16 4.13 4.15 4.21 4.21 4.20 4.22 4.22 4.18 4.18
rmse 10.39 6.19 4.16 4.14 4.15 4.21 4.21 4.20 4.23 4.24 4.21 4.22
50 0 exp. 40.01 50.01 50.00 50.03 49.90 49.81 49.84 49.83 49.70 49.59 49.52 49.36
s.d. 2.83 5.04 3.97 3.97 3.96 4.02 4.01 4.01 4.01 4.03 3.97 3.94
rmse 10.39 5.04 21.97 3.97 3.96 4.02 4.01 4.02 4.02 4.05 4.00 3.99
2 .30 0 0 exp. 44.99 44.99 50.01 50.65 50.36 50.13 49.98 49.81 49.67 49.56 49.47 49.39
s.d. 2 .1 2 2 .1 2 2.77 2.85 2 .8 6 2.84 2.81 2.83 2.81 2.83 2.79 2.87
rmse 5.44 5.44 2.77 2.93 9 2.89 2.85 2.81 2.84 2.83 2.87 2.84 2.93
5 0 exp. 44.99 50.01 50.00 50.60 50.30 50.04 49.92 49.78 49.64 49.53 49.45 49.37
s.d. 2 .1 2 8.09 2.73 2.82 2.79 2.78 2.76 2.77 2.76 2.78 2.72 2.82
rmse 5.44 8.09 2.73 2 .8 8 2.80 2.78 2.76 2.78 2.79 2.82 2.78 2.89
1 0 0 exp. 44.99 50.05 50.00 50.54 50.24 50.00 49.86 49.76 49.63 49.51 49.43 49.35
s.d. 2 .1 2 5.88 2.69 2.79 2.74 2.74 2.72 2.72 2.72 2.75 2.67 2.77
rmse 5.44 5.88 2.69 2.84 2.75 2.74 2.73 2.73 2.74 2.80 2.73 2.85
25 0 exp. 44.99 50.09 50.00 50.42 50.17 49.93 49.79 49.69 49.60 49.44 49.41 49.32
s.d. 2 .1 2 4.04 2.61 2 .6 8 2.64 2.67 2.65 2.62 2.62 2.67 2.58 2.70
rmse 5.44 4.05 2.61 JL7I 2.64 2.67 2 .6 6 2.64 2.65 2.73 2.64 2.79
50 0 exp. 44.99 50.06 50.00 50.32 50.13 49.92 49.74 49.62 49.60 49.40 49.41 49.27
s.d. 2 .1 2 3.26 2.54 2.59 2.57 2.59 2.60 2.54 2.54 2.62 2.49 2.63
rmse 5.44 3.26 2.54 2.61 2.58 2.60 2.61 2.57 2.57 2 .6 8 2.56 2.73
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§ 2.13 : The Performance of Plant-Capture
When Applied to the Model Mp : Under Continuous Time Sampling
It has been argued that, conditional on the event C = {Z > Xj}, the performance 
of the CUE should be considered superior to that of the HME, and that the 
performance of the HME should in turn be considered superior to that of the MLE and 
Peterson-type estimators. In addition to this the distributional properties of the CUE, 
HME and Peterson-type estimators were investigated conditional on the less restrictive 
event A = {Z > 1}. The conclusion drawn from the latter investigation was that, 
conditional on the event A = {Z > 1}, one should again consider the CUE to be the 
estimator whose performance is most desirable. Rather than only discussing the way in 
which the information gained through plants may improve the performance of the CUE, 
this section considers how the method of plant-capture can affect the performance of all 
the estimators described within this chapter. This approach is taken since, in spite of the 
evidence of the previous sections, it is believed that more traditionally m inded 
practitioners may still prefer to use the MLE. The following discussion is based on an 
inspection of all the 18 tables of this chapter.
It has previously been mentioned that mean square error is known to reward 
negative bias and that this characteristic can lead to incorrect conclusions being drawn 
if one places too much emphasis on mean square error alone. When comparing the 
performance of estimators, one should always, where possible, consider firstly their 
mean and standard deviation, and only then should one consider mean square error, or 
alternative loss functions such as mean absolute deviation. This approach is taken in the 
following discussion because consideration of mean square error alone can lead to 
counter intuitive conclusions. For example, consider the performance of the CUE in 
table 2.2a, where N = 25 and r=0.36. As R is increased from 0 to 5 to 10 the root mean 
square error of N„ increases from 11.21 to 11.33 to 11.98! However, only when one 
considers the way in which the bias of is being significantly reduced can one see 
that the extra information gained from the plants is in fact improving the overall 
performance of the CUE.
This last example is quite typical of the way in which the information gained 
from plants enhances the performance of the estimators in situations where very little 
information is gained from the target population. In many of these situations, however, 
the improvement in bias is accompanied by a reduction in mean square error.
Except for a very few situations where only a small amount of information is 
available, the CUE is usually unbiased, and where not its bias is negligible. In those 
situations where only a small amount of information is available, tends to be 
negatively biased, with this bias reducing appreciably and monotonically as the number 
of plants is increased. This behaviour is intuitively very reasonable, since the CUE is
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unbiased conditional on the event Z = Zj + Z 2 > N. Now as Z^ ~ P(R%t), the event 
Z = Zj + Z2 > N is more and more likely to occur as R is increased. The standard 
deviation of is generally seen to reduce monotonically as more and more plants are 
used. Where the standard deviation of the CUE is not reduced by an increase in R, this 
is always due to its bias being significantly improved.
In the absence of plants, the Peterson-type estimator reduces to X ,, commonly 
referred to as the 'enumeration estimator’. For this reason, Np is only considered here
when plants are used. In terms of bias, the Peterson-type estimator behaves in a very 
similar way to the CUE, although N„ is on almost all occasions less biased. When the 
number of plants is small relative to the size of the target population, Np tends to have a
relatively large variance. On almost all occasions, however, this is seen to reduce 
uniformly as R is increased.
The CUE is seen to utilize the information gained through the plants in a very 
'smooth' way. That is, as R is increased, usually either the mean of N„ is significantly 
improved at the expense of a slight increase in standard deviation or both the bias and 
the standard deviation are reduced. The behaviour of the MLB in situations where little 
information is available is less predictable as more plants are introduced. For an 
example consider again table 2.2a, in which N = 25 and t=0.36. As the number of 
plants is increased from 0 to 25 the mean and standard deviation of N are respectively 
23.62, 14.35; 29.56, 19.81; 29.54, 19.99 and 26.66, 12.94 : the corresponding values 
taken by N^ are respectively 17.36, 8.21; 22.49, 11.05; 24.39, 11.96 and 24.95, 10.64..
The CUE in this example behaves in the manner described above, i.e. as R is increased 
its' performance improves 'smoothly'. However, as the number of plants is increased 
from 0 to 5 to 10, the standard deviation of the MLE is seen to increase, whilst its mean 
either becomes worse or is not significantly improved ! This result appears counter 
intuitive, that is until one considers the way in which the value of R affects the 
probability of obtaining a finite MLE. In the above situation, wherein N = 25 and 
t=0.36, for R = 0, 5, 10 and 25, the probabilities of obtaining an infinite MLE are 
respectively 0.2690, 0.0445, 0.0074 and 0.0000. In other words the introduction of 
plants is seen to drastically improve the probability of obtaining a useful MLE. When 
this advantage is considered along with the performance of the MLE, it can be argued 
that even in situations where, as in the above example, very little information is 
obtained from the target population, the presence of plants is beneficial to the overall 
performance of the MLE. Other than those extreme situations in which very little 
information is present, an increase in the number of plants is generally seen to improve 
the performance of the MLE via a reduction in both bias and standard deviation. And 
where both statistics are not improved, one of the two is.
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In conclusion, the introduction of plants can be seen to enhance the performance 
of all four of the estimators which have been considered within this chapter, this being 
under the assumption that the planted individuals do indeed behave in an identical 
manner to members of the target population. In particular the plants are seen to be of 
most use when only little information has been gained from the target population. 
Furthermore, whether sampling with or without plants, it is recommended that, 
conditional on the event C = {Z > X^}, the performance of the CUE should be
considered superior to that of the HME, MLE and Peterson-type estimators.
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Chapter 3 : Estimation Under the Capture-Recapture Model M,, : 
Discrete Time Sampling Procedure.
§3.1 : Introduction
This chapter introduces, initially in the absence of plants, a new class of estimators 
for the standard capture-recapture model . The model M,, is one of the set of models 
discussed in the wildlife monograph by Otis et al. (1978) for capture-recapture data in 
closed populations. In section 3.7 it is shown how these new estimators can be modified so 
as to utilize the information gained from planted individuals.
In the previous two chapters consideration was given to a capture-recapture model 
which assumed that each animal in the target population was equally likely to be caught. 
Indeed in the large statistical literature on capture-recapture methods the majority o f work 
present is seen to adopt this central assumption, see Seber(1982). However, although the 
assumption that every animal in the population is equally likely to be caught is convenient 
from a mathematical point of view, in practice this will rarely be the case. In particular if 
the population under investigation possesses significant heterogeneity between capture 
probabilities then, in experiments where the true population size is known, the usual 
estimators, for example the maximum likelihood estimators as described in chapters 1 and 
2, have been shown to become extremely negatively biased, see Edwards & 
Eberhardt(1973) or Cormack(1966).
The discrete time sampling procedure considered within this chapter is identical to 
the one considered in chapter 1 : it essentially constitutes what is known in the literature as 
a Schnabel Census with random sample sizes, see Schnabel(1938) or, for a more 
comprehensive review, Seber(1982). The sampling procedure considered here is the one 
most commonly used in practice, and is described in detail in the following section.
§3.2 : Sampling Procedure and Assumptions
A sequence of t sampling experiments is carried out on the target population which 
is assumed to be closed and of size N. Independently of other animals and independently of 
its previous capture history animal i ( i = 1, 2,..., N ) is captured in sample j ( j = 1, 2, ..., t )
with probability p j. After each sample is taken every animal within that sample which has 
not previously been maiked receives a unique tag before its immediate release so that it 
may be recognised on subsequent trapping occasions. The experiment generates an N by t 
matrix A where
r 1 if animal i is caught on sampling occasion j a- = <[0 if animal i is not caught on sampling occasion j
i = 1, 2,...., N. 
j — 1, 2,...., t.
The sample space is the set of such matrices.
It is assumed that the pj, for i = 1, 2, ..., N, are a random sample from some probability 
distribution f(p), p e [0,1], with c.d.f. F(p).
§3.3 : A Class of Coverage Adjusted Estimators for the Model
Probabilistic results for the model Mj, are covered in detail by Otis et al (1978), 
Overton(1969) and Pollock & Otto(1983). The following derivation of an approximate 
maximum likelihood estimator borrows heavily from this previous work : the approach 
taken here is almost identical to that of Overton(1969) and Pollock & Otto(1983). At this 
point it is necessary to introduce some notation :
t 5  number of sampling occasions.
X = number of distinct animals seen.
Z = total number of sightings made.
Pi = capture probability of animal i, i = 1, 2,..., N.
Xj = number of sightings of the i^h animal, i = 1, 2, ..., N.
N
f^ = ^ l ( X ;  = k) = number of animals seen exactly k times, k= 0, 1, 2,...., t.
i=l
XP iI(X,>0)
C = —— N------------  s  ' Sample Coverage
I p,i=l
Let the set S, = {s,,:k = l,2,..,x}, where s  ^ e  {1,2,3,...,N} for all k, denote the set of the 
indexes of the x distinct animals seen during the sampling period.
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Under this model all of the available information is contained within the vector of capture 
frequencies ( f i ,f2, . . . . f j ,  see Pollock et al (1990).
The joint probability distribution of the sufficient statistics, {f^T = l,2 ,..,t} , is 
multinomial:
 f.|F) = L _ x f ^ f  (3.1)A, 1 j , l  25'**>a ( y j_j
where = £ |^^ jp -'(l-py  Mp(p)
j = 0,l,2,...,t.
From equation (3.1), assuming that F(p) is known exactly, the profile likelihood for N can 
be written as
since = £(1 -  p)‘dF(p) = e [(1 -  p)‘ .
If one again assumes that F(p) is known exactly, so that e [(1 -  p)'l may be viewed as a
known constant, it follows from equation (3.2) that an approximate maximum likelihood 
estimate may be obtained by equating L(N) to L(N-l) :
n {e [(i - p )‘]} = (n - x)<=>
<=> N -N
'^ = i - { E [ ( i - p y ] } -
This expression is of no direct use in practice since e |^ (1 -  p)‘ ] is not known. However an
estimate of this quantity may be obtained : Overton(1969) used a method based on a 
theorem of Horvitz & Thompson(1952) ; Pollock & Otto(1983) obtained exactly the same 
result using the theory of weighted distributions as follows :
E [ ( l -p ) ']  = ;r„ = | ‘( l-p ) 'd F (p )
= £ ( 1 - P ) ‘f(p)dp.
Let f*(p) be the probability density function of the capture probabilities of all x animals 
captured during the experiment. When f*(p) is derived from f(p) as a weighted
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distribution, see Patil & Rao(1978), with weight w(p) = l - ( l - p ) ‘, the probability of 
capture at least once,
fw(p)^ z(p).!(p) 
| i - ( i - p ) ' } f ( p )
i - e [(i - p )‘]
Now one may observe that, using the properties of weighted distributions, an unbiased 
estimator of | l  -  e [{1 -  pYlj is given by — V --- —^ ^ .
It then follows from equation (3.3) that
would be an unbiased estimator of population size N if the capture probabilities of the 
animals seen during the experiment were known exactly. At this point it is also worthwhile 
to note that, since the probability of animal i being seen at least once during the experiment 
is l - ( l - P i ) ‘ for i = 1, 2,..., N, taking an expectation of (3.4), when the pj for ieS *  are
known, would show N to be an unbiased estimator of N. However since these capture 
probabilities are clearly not known exactly the approach taken here is to estimate the pj and 
in doing so obtain an estimator of N by substituting these estimates of capture probability 
into equation (3.4).
It is now necessary to estimate the capture probabilities of the animals which were 
seen during the experiment :
Overton(1969) used the fact that under the model X, ~ B in (t,p J . Based on this
distribution the maximum likelihood estimate of the capture probability of animal i is
given by pP  ^= “ . Overton(1969) then substituted the estimates p9  ^ into equation (3.4) to
produce the estimator N q, defined by
= S
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The estimates are intuitively reasonable estimates of capture probability - 
essentially being 'the number of times the animal was seen divided by the number of times 
the animal could have been seen'. However this method of estimating capture probability 
does not make full use of all of the available information. In order to obtain better estimates 
of capture probability one may proceed as follows :
In addition to estimating the capture probability of each animal in turn, via the p 9 \ 
we are also able to obtain independently an estimate of the sum of the capture probabilities 
of the animals seen during sampling. The approach taken here is to use this latter estimate 
to scale the p%^  in an appropriate manner :
Let
p(2) oc 2^  p[^  ^= k -~ , where k = constant. (3.5)
It then follows from equation (3.5) that
l r  = I ^  = 7 S # = k f  (3.6)
i e S ,  i e S ,  <  ^ l e S ,  ^
For the reasons stated above we now set
i p , i ( X i > o )
I p ^ '  = I P i  = > 0) = C ^ P i , where C = — ; ----------• (3.7)
ieS ;  ieSx i=I i=I p
t = I
From assumptions,
,[Xj] = t.piXj~Bin(t ,p j)  => E 
=> E S x ,
, i = l
— E[Z] —t ^ P j  (3.8)
i = l
an estimate of ^ p j  is given by —. The value of sample coverage C may be estimated
i = i  1
by C j, Cj or C3 : please refer to appendix 4.
Now from equation (3.7) we require that ^pj^^ = Cj - ,  j = 1, 2 or 3. (3.9)
i e S .  1
Combining equations (3.6) and (3.9) enables one to determine the value of the constant k as 
follows :
^ p P >  = k -  = C j -  => k = Cj, j = 1,2 or 3,ieS* L t
Estimate pj by p |J  = C j ^ ,  i j = 1, 2 or 3.
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Explicitly
and
Pi( 2 ) _ Ai,2 -  ' - 2   ^ -
f1 - ^  +z ( t - 1 )  z 
2 f.f1 - ^  +z ( t - 1 )  z ( t - l ) ( t - 2 )  z
These three estimates of capture probability may each be substituted into equation (3.4) to 
produce a corresponding Coverage Adjusted Estimator ( CAE ):
xn 1
Similarly
and
N cal
= I L
ZV ty
= I
f:
'■‘ l - l  1 - 1 1 - i ” Y  *
ZVt;
A, V"" \
Nca2 -  %
i=l
+ ■
2 f,
N„3 = X -
f l ,
z ( t - 1 )  z 
f,
i=l 1 —  1 — fiz ( t - 1 )  z ( t - l ) ( t - 2 ) Z y
$3.4 : Other Estimators for the Model M,,
Within the introduction to this chapter it was stated that the majority of capture- 
recapture work has been based on the assumption that capture probabilities are equal for all 
animals in the population being trapped. This is true. However, over the years, a number of 
authors have considered heterogeneous populations. Overton(1969) introduced the above 
Horvitz-Thompson type estimator which allows capture probabilities to vary between 
animals. The performance of this estimator was, however, not considered to be reasonable.
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so that, up to this date and beyond, a viable estimation procedure for heterogeneous 
populations was still not available. Burnham and Overton(1978) sought to rectify this less 
than ideal situation by introducing a nonparametric jackknife estimator of population size, 
aimed at heterogeneous populations. The Burnham and Overton(1978) paper stimulated 
interest in the topic and since its appearance many other authors have proposed estimators 
for the model M,,. Pollock and Otto(1983) considered a first order jackknife of the 
estimator proposed by Overton(1969). Smith and van Belle(1984) considered bootstrapping 
based on the enumeration estimator. Chao(1989), Chao, Lee and Jeng(1992) and, more 
recently, Norris and Pollock( 1996a) have also proposed estimators for the model Mj,.
To date, the estimators most commonly favoured have been the jackknife estimators 
of Burnham and Overton(1978). Lee and Chao(1994), however, assert that the estimators of 
Chao, Lee and Jeng(1992) are to be preferred, except when the heterogeneity is very mild. 
In the latter case they recommend the maximum likelihood estimator for the model Mq ,
details of which may be found in chapter 1 of this thesis.
$3.5 : Simulation Studv
A simulation study was carried out in order to investigate the properties of each 
estimator. In each simulation the capture probabilities of the N animals were drawn as a 
random sample from some probability distribution with mean E(p), variance Var(p) and 
coefficient of variation sqrt[Var(p)]/E(p). Live trapping was then simulated on this 
population. Each table consists of six cells, with each cell depicting the results for one of t 
= 5, 10, 15, 20, 25 or 30 sampling occasions. For each value of t one thousand simulations 
were carried out : a different set of capture probabilities was used each time. The values 
shown in the tables are mostly averages. As many of the estimators are only finite if at least 
one recapture occurs, any data set not meeting this condition was discarded. The simulation 
procedure continued until one thousand data sets for which the condition did hold had been 
generated.
In tables 3.5.1a, 3.5.1b and 3.5.1c the capture probabilities of the animals were 
drawn from a uniform distribution on the interval (0, alpha), symbolised by p ~ U(0, alpha).
In tables 3.5.2a to 3.5.21 the distribution considered is Beta : symbolised by p ~ Beta 
(alpha, beta). The most comprehensive simulation study to appear in the literature to date 
was carried out by Burnham and Overton(1979), and they considered mainly Beta 
distributions. It appeared that they essentially varied the parameters of each Beta
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distribution in such a way so as to achieve particular values for the expectation of p. That is 
prime consideration was given to E(p). It has, however, been known for many years, 
Cormack(1966) and Edwards and Eberhardt(1973), that the performance of the estimators 
is dependent not only on the mean but also the coefficient of variation of the distribution of 
p. Hence within this simulation study prime consideration is given jointly to both the mean 
and the coefficient of variation of each Beta distribution; the parameters of the distribution 
leading to these values are considered to be of only secondary importance. It was therefore 
decided to choose the parameters of each Beta distribution systematically in such a way so 
as to investigate the dependence of the estimators performance on both mean and 
coefficient of variation. In practice it is believed that if the model M,j is chosen as an 
appropriate model to fit the data, using for example the testing procedures described by 
Otis et al.(1978), then one may expect to see a true coefficient of variation approximately 
in the range of 0.55 ± 0.25. Since, if the true coefficient of variation was below say 0.3 one 
would expect a choice of model Mg. Whereas if there appeared to be a very large
coefficient of variation, say greater than 0.8, it would be reasonable to assume that model 
Mj, would be rejected anyway - in favour of perhaps or . It is believed that in
most practical situations one may expect the expectation of the distribution of p to vary 
between 0.04 and 0.20. For the above reasons tables 3.5.2a to 3.5.21 cover the following
nine points in the ( E(p), sqrt[Var(p)]/E(p)) plane ;
0.04 0.3
E(p) = 0.12 X sqrt[Var(p)]/E(p) = 0.55.
&20 &8
At each point in the above grid it necessarily follows that the parameters of the Beta
distribution satisfy the equations alpha = ^—$ - e p  and beta = Û—^ ^ - ( l - e p ) ,(cv) ep(cv)
where ep = E(p) and cv = sqrt[Var(p)] / E(p). 
The range of detection probabilities covered by the above grid is consistent with the 
simulation studies of Burnham and Overton(1979), Chao, Lee and Jeng(1992) and Lee and 
Chao(1994).
In order to further investigate the robustness of the estimators over the entire subset 
of the ( E(p), sqrt[Vai*(p)]/E(p)) plane, which is considered here to be appropriate for the 
model M^, the simulations of tables 3.5.3a, 3.5.3b and 3.5.3c were carried out in a slightly
different way. At the beginning of each simulation the value of E(p) was selected as a
random observation from a uniform distribution on the interval (0.04, 0.20). The value of 
the coefficient of variation was selected as a random observation from a uniform 
distribution on the interval (0.3, 0.8). The distribution of p was chosen to be Beta(alpha,
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beta), and so to achieve the required values of ep and cv it was required that
alpha = ^—$ - e p  and beta = ■ -  (l -  ep). The capture probabilities of the N(cv)' ^ ep(cv)'  ^ ^
animals were drawn as a random sample from this beta distribution and live trapping was 
then simulated in the usual way.
Notation and Estimators
N =  population size,
t =  number of sampling occasions.
The following estimators are considered within the simulation study. The notation used for each 
estimator is stated, and where possible a detailed expression for the estimator is given.
X =  number of distinct individuals seen.
mle =  N the maximum likelihood estimator for the model M q , for details please refer to 
chapter 1.
boot =  N g — X + the bootstrap estimator of Smith and van Belle(1984).
drl =  No i =  -g- represents the estimator proposed by Darroch &
Ratcliff(1980) for the classical species problem.
, -iCt X f , /V 2acl = N^ i^ = ^  7i
ac3- +C 3  C 3
the three estimators proposed by Chao, Lee 
and Jeng(1992), see also Lee and Chao(1994).
7i = max
N o . , t X k ( k - l ) f ,
- ^ - k ok=2
( t - 1 ) X k f .
k=l
k i = l , 2 , 3.
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 ^ f
O =  Nq =  ----—rij" the estimator of Overton(1969).
i=i 1-1 1 - 1
cal =  =  2 f:
i= l 1 -  1 -  1 f , 'z , ' t j
ca2 = = %
i= l r1 - 1 -
V V
= N„3 = ^ ■
1 _ L  2 f ,
Z ( t - 1 )  Z
f;
A j
the CAEs of section 3.3.
i= l ( ( 1 1 - L +  -2 j .Z ( t - 1 )  Z (t -  l)(t -  2) TL j
pojac =  N y  the first order jackknife of the estimator proposed by Overton(1969), considered
by Pollock and Otto(1983). Goudie(1996, pers.comm.) noted a typographical 
error in that paper . That is N y  is in fact explicitly given by
Nu = f  1 |t-  a,., -  a, I  + ^  fI t .a , , -  ^ ^ { i .  a , ( t  -1)3, ,.,}
where aj, =  1 — | 1 ----
- 1
jacl =  Nji =  X +  —— Ü ft
jacseq =  N Jk
jacint =  N j
the first order jackknife estimator of Burnham & Overton(1978).
the jackknife of order k - where k is chosen from the set
(1,2,3,4) according to the procedure of Burnham & 
Overton(1978).
the interpolated jackknife estimator of Burnham & 
Overton(1979).
N.B. The selection procedure proposed by Burnham and Overton(1978) is not entirely objective. That is if 
the fourth order jackknife is rejected their recommendation is to select the jackknife of whichever of the first 
three orders appears most appropriate. In order to avoid this subjectivity it was decided that, in the event of 
the selection procedure rejecting the fourth order jackknife, the estimator Nj^ should be made equivalent to 
Njj. That is the selection procedure has been slightly modified, but only to the extent of always selecting the 
first order jackknife when the fourth order is rejected. Alternative modifications of the selection procedure
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were investigated. However, the above version of the sequential jackknife is the one whose performance was 
best. Some o f the alternative modifications o f the sequential jackknife that were considered may merit future 
consideration.
When the selection procedure chooses the first order jackknife then the interpolated jackknife N j  is 
equal to N jj . When the selection procedure chooses tlie jackknife o f order k, for k = 2, 3 or 4, then N j is a
weighted average of the jackknives o f orders k and k-1. When the selection procedure rejects the fourth order 
jackknife, N j  is equal to N jj .
s.d. =  standard deviation.
rmse =  root mean square eiTor.
Pr( in f mle ) =  the probability that an estimator in the set {m le,drl,acl ,c a l} is infinite : each estimator inf
this set is infinite if  and only if  1 — -  =  0 .z f
N.B. All results are given conditional on 1 — -  >  0 .z
X p ,i (x , > o)
c =  C =  — — ^---------------  =  ' Sample Coverage
S p .
1=1
ch i =  Cj
ch2 =  C 2 the three estimators of sample coverage proposed by Chao, Lee and
ch3 =  C 3 Jeng(1992), see section 3.3.
cv l =  7 i
cv2 =  7z the three estimators of the coefficient of variation proposed by Chao,
cv3 =  7 3  Lee and Jeng(1992), where 7 , , for i = 1, 2, 3, are as above.
N.B. Two o f the estimators which were discussed in section 3.4 have not been included in the simulation 
study. The estimator introduced by Chao(1989) produces infinite estimates when no animals are seen exactly 
twice during the sampling experiment, and so to avoid imposing additional constraints on each simulation this 
estimator was omitted from the study. The nonparametric maximum likelihood estimator of Norris and 
Pollock(1996a) was also ommitted ; Norris and Pollock(1996a) noted that although possessing small bias, the 
variance of their estimator was usually large when compared to the estimators o f Chao, Lee and Jeng(1992).
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Discussion
The following discussion is based on an inspection of all fifteen tables, but 
with paiticular attention being paid to tables 3.5.3a, 3.5.3b and 3.5.3c, which are believed to 
give the best overall view of how the estimators perform in practice.
Firstly, as one would expect, the estimators designed for the model M q, namely the
maximum likelihood estimator N and the Darroch and Ratcliff estimator N q ,^ perform 
well in situations when the heterogeneity is mild. However these estimators are seen to 
become negatively biased when the coefficient of variation becomes significantly large, and 
it is these situations in which their performance is unsatisfactory.
The bootstrap estimator of Smith and van Belle(1984) does not perform well. In 
almost all situations it is negatively biased, even when a large proportion of the population 
is seen during the experiment. And when a small proportion of the population is seen, its 
negative bias is extreme. The performance of the first order jackknife estimator Njj 
generally dominates that of the bootstrap estimator Ng. This is an intuitively reasonable 
outcome : both Njj and Ng are based on the enumeration estimator x. But whereas x is an 
ideal estimator to jackknife, being biased with small variance, it is not ideal for 
bootstrapping. For point estimation, it would be best to bootstrap an estimator with small 
bias and large variance. Within this context, however, it is believed that bootstrapping 
would be of most use in obtaining confidence intervals.
In terms of bias, the Coverage Adjusted estimators clearly perform better than the 
Overton estimator N q “ particularly when sample coverage is small. The reason for this 
being that the estimators p p  tend to overestimate capture probability and consequently the 
estimator N q, which directly incorporates the pV\ has a tendency to always underestimate 
population size. When sample coverage is small, the estimators pV^  are particularly 
positively biased and so N q is particularly negatively biased. The estimators p|Y are
reasonable estimators of capture probability for most values of sample coverage and as a 
result of this N^g,, N^ ^^  Ncas generally possess an acceptable mean for all values of 
sample coverage. As one would expect, the Coverage Adjusted estimators perform in a 
very similar way to the Overton estimator N q when a large proportion of the population is 
seen during sampling. This is easily explained by the fact that, for each i and j, the value of 
p}j tends towards that of pf^ as t is increased - since Cj 1 as t —> for j= 1,2,3. As a 
consequence of the significant improvement in mean which N^ ^^ , N^ g^ and N^g have over 
N q, the Coverage Adjusted estimators, although having a larger variance than N q, usually 
posses a much smaller mean square error.
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Consider the relative performance of the Coverage Adjusted estimators and the 
estimators of Chao, Lee and Jeng(1992). It is, as a first step, worthwhile to note that, in 
most situations, the standard deviations of and are less than those of
and respectively. With reference to tables 3.5.2a, 3.5.2d and 3.5.2g one may
observe that in situations wherein the coefficient of variation is small, the coverage adjusted 
estimators can become positively biased, whereas in contrast and each tend
to possess a very good mean value. Despite this, in situations of this type wherein less than 
about 60% of the population is seen during the experiment, the coverage adjusted 
estimators, owing to their smaller variance, are seen to be performing best in terms of mean 
square error. With reference to tables 3.5.2b,c, 3.5.2e,f and 3.5.2h,i one may observe that in 
situations wherein a moderate to large coefficient of variation is present, the coverage 
adjusted estimators tend to perform well : they generally posses a good mean value and a 
relatively small variance. Consequently in these situations the coverage adjusted estimators 
tend to perform better than the estimators of Chao, Lee and Jeng(1992) in terms of both 
mean and variance. Hence for the majority of situations in which the model would 
seem to be the most appropriate choice it is seen that the coverage adjusted estimators tend 
to perform better than the estimators of Chao, Lee and Jeng(1992). Tables 3.5.3a,b and c 
support this conclusion.
It is deal' from tables 3.5.1a, 3.5.1b and 3.5.1c that the estimators of Chao, Lee and 
Jeng(1992) do not respond well when the heterogeneity results from the capture 
probabilities having a uniform distribution. In situations of this type, even when a large 
proportion of the population is seen during the experiment, the estimators of Chao, Lee and 
Jeng(1992) can be very negatively biased. In contrast to this the coverage adjusted 
estimators perform particularly well in tables 3.5.1a, 3.5.1b and 3.5.1c.
When considering the problem of estimating sample coverage it is seen that the 
estimators Cg and Cg are to be preferred to C j. This is particularly true when the number
of sampling occasions is small. For this reason, along with observing the performance of 
the estimators in the tables, it is recommended that be preferred to In a
similar way it is believed that should be preferred to .
The comparison between Nca2> ^cas the first order jackknife estimator Njj is 
seen to depend mainly upon the value of sample coverage - or equivalently upon our 
estimate of sample coverage since this quantity may be estimated very well. If sample 
coverage is greater than say 0.7 then N^g and Njj all perform very well in that they 
have small bias and relatively small variance. However if sample coverage is less than 0.7 
the first order jackknife tends to be very negatively biased whereas N^ g^ continue to
achieve a good mean value. The first order jackknife estimator has a very small variance
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and other than x, the enumeration estimator, and Ng, the bootstrap estimator, usually has 
the smallest variance of all of the estimators. For this reason, even though N^ ^^ » have a 
better mean than Njp when sample coverage is less than 0.7, the first order jackknife
estimator can have a smaller mean square error. Even though this is true, it is believed that 
overall the Coverage Adjusted estimators N^^g, N^ g^ are to be preferred to the first order
jackknife estimator.
The sequential jackknife estimator is generally seen to be superior to the first order 
jackknife in terms of mean - particularly when sample coverage is small. This is due to the 
fact that the sequential selection procedure developed by Burnham & Overton(1978) 
generally works well : when sample coverage is low high order jackknives are usually 
chosen whereas when sample coverage is high low order jackknifes are usually chosen. 
However even with a lot of data the sequential selection procedure used to determine the 
sequential jackknife can be unpredictable. Rosenberg, Overton and Anthony(1995) stated 
that, when capture probabilities are low and heterogeneous, the selection procedure should 
be 'treated with caution'. The performance of the selection procedure results in the 
sequential jackknife estimator having a high variance even with good data. A good 
indication as to which jackknife estimator would be most appropriate is sample coverage. 
That is if our estimate of sample coverage is high, say above 0.7, then the first order, or 
second order, jacknife estimator should be considered most appropriate. If however sample 
coverage is smaller then the sequential selection procedure of Burnham & Overton(1978) is 
to date the best way of deciding which order jackknife to choose.
Consider the interpolated jackknife estimator. Due to the imprecise and often 
unpredictable nature of the sequential selection procedure, it is believed that the 
interpolated jackknife does not differ greatly enough from the sequential jackknife to 
warrant consideration as an estimator in its own right. In other words the difference 
between the interpolated jackknife and the sequential jackknife, in any one given situation, 
is believed to be insignificant when compared with the variance of the sequential jackknife 
estimator.
Of the jackknife estimators then, the first order jackknife is to be preferred if sample 
coverage is high, say above 0.7, whereas if sample coverage is small then the sequential 
jackknife should be considered a more appropriate choice.
Our conclusion above was that Nca2’ are to be preferred to the first order 
jackknife. The above discussion now also implies that N^^g, Ncas to be preferred to the
sequential jackknife estimator when sample coverage is above 0.7. It remains to consider 
how Nggg, Ngg3 compare to the sequential jackknife when sample coverage is small, or
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rather less than about 0.7. When sample coverage is very small, usually for t = 5 sampling 
occasions, the sequential jackknife estimator, although being negatively biased, can have a 
smaller mean square error than - although in this situation tend to
have a much better mean. As sample coverage becomes larger, or as t is increased, the 
sequential jackknife estimator becomes less biased but, as mentioned above, does have a 
relatively large variance. As a result of this the Coverage Adjusted estimators Ncas 
generally perform far better than the sequential jackknife estimator in terms of mean squaie 
error - whilst at the same time performing in very much the same way in terms of bias.
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Table 3.5 
N = 100 : Number o f
.la
p ~  U{0, 0 . 0 8 )  : E(p) simulations = 1000 = 0.04 : sqrt[Var(p)]/E(p) =  0 . 5774
N u m b e r  o f  s a m p l i n g  o c c a s i o n s 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 1 0
E s t i m a t o r m e a n b i a s s  . d . r m s e E s t i m a t o r b i a s s  . d .
X 1 8 . 3 5 - 8 1 . 6 5 3 . 7 5 9 8 1 . 7 3 8 X 3 1 .  67 - 6 8  . 3 3 4 . 4 6 2 6 8 . 4 7 9
m l e 8 2 . 5 6 - 1 7  . 4 4 4 6 . 4 9 4 4 9 . 6 5 6 m l e 8 5  . 3 5 - 1 4 . 6 5 4 2 . 9 4 2 4 5 . 3 7 3
d r l 1 0 6  . 8 2 6 . 8 2 6 0 . 5 3 5 6 0 . 9 1 8 d r l 9 5 . 7 5 - 4 . 2 5 4 9 . 2 4 1 4 9 . 4 2 5
b o o t 2 3  . 7 7 - 7 6 . 2 3 4 . 9 5 1 7 6 . 3 8 8 b o o t 4 0 . 9 5 - 5 9 . 0 5 5 . 8 2 2 5 9  . 3 3 8
a c l 1 2 6 . 9 1 2 6 . 9 1 7 7 . 1 2 9 8 1 . 6 8 9 a c l 1 0 5 . 1 6 5 . 1 6 5 7 . 7 2 4 5 7  . 9 5 4
a c 2 9 2  . 2 8 - 7 . 7 2 5 6 . 3 0 2 5 6 . 8 2 9 a c 2 9 3  . 6 5 - 6 . 3 5 5 0 . 0 2 3 5 0  . 4 2 4
a c 3 9 6 . 3 2 - 3 . 6 8 6 7 . 3 3 6 6 7 . 4 3 6 a c 3 9 4 . 4 0 - 5 . 6 0 5 0 . 6 1 1 5 0 . 9 2 1
0 2 6 . 3 6 - 7 3 . 6 4 5 . 4 9 4 7 3  . 8 4 1 0 4 5 . 6 4 - 5 4 . 3 6 6 . 5 3 7 5 4 . 7 5 1
c a l 1 0 9  . 2 9 9 . 2 9 6 0 . 9 3 0 6 1 . 6 3 4 c a l 1 0 1 . 5 3 1 . 5 3 4 9 . 5 8 0 4 9 . 6 0 3
c a 2 9 0 . 2 7 - 9 . 7 3 4 8 . 9 5 0 4 9  . 9 0 7 c a 2 9 4 . 5 0 - 5 . 5 0 4 4 . 8 6 3 4 5 . 1 9 8
c a 3 9 1 . 2 7 - 8 . 7 3 4 9 . 4 5 3 5 0 . 2 1 8 c a 3 9 4 . 8 5 - 5 , 1 5 4 4 . 9 2 3 4 5 . 2 1 8
p o j a c 4 5 . 6 7 - 5 4 . 3 3 1 0 . 0 6 6 5 5 . 2 5 1 p o j a c 7 6 . 4 1 - 2 3 . 5 9 1 2 . 3 3 9 2 6 . 6 2 4
j a c l 3 1 . 2 5 - 6 8 . 7 5 6 . 6 1 3 6 9 . 0 6 9 j a c l 5 3  . 9 5 - 4 6 . 0 5 7 . 9 1 5 4 6  . 7 2 2
j a c s e q 4 8 . 0 3 - 5 1 . 9 7 1 1 . 4 0 5 5 3 . 2 0 9 j a c s e q 7 0 . 0 8 - 2 9 . 9 2 1 6 . 7 3 2 3 4 . 2 8 0
j a c i n t 4 5 . 2 2 - 5 4 . 7 8 1 0 . 8 1 6 5 5 . 8 4 3 j a c i n t 6 5  . 5 8 - 3 4  . 4 2 1 5 . 7 5 8 3 7 . 8 5 6
P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 1 5 9 , 3 . 8 3 9 P r ( i n f  m l e ) , m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 2 , 2 . 2 7 6
c , c h l , c h 2 c h 3  = 0 . 2 4 1 ,  0 2 1 8  , 0 . 2 6 7 , 0 . 2 6 4 c , c h l , c h 2 , c h 3  = 0 . 4 1 1 ,  0 3 7 3  , 0 . 4 0 5 , 0 . 4 0 3
c v h l , c v h 2 , c v h 3  = 0 . 3 9 2 2 8 9 0 . 0 8 9 1 0 7 ,  0 . 1 0 2 4 2 8 c v h l , c v h 2 , c v h 3  = 0 . 2 3 7 1 4 0 0 . 1 5 5 6 8 5 ,  0 . 1 6 2 8 3 4
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 1 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 2 0
E s t i m a t o r m e a n b i a s s . d . E s t i m a t o r m e a n b i a s s . d .
4 2  . 5 2 - 5 7 . 4 8 4 . 8 3 9 5 7 . 6 8 7 X 5 0 . 8 6 - 4 9  . 1 4 4 . 9 9 5 4 9 . 3 9 4
m l e 7 8 . 7 4 - 2 1 . 2 6 1 6 . 3 5 8 2 6 . 8 2 6 m l e 7 8 . 8 9 - 2 1 . 1 1 1 1 . 8 2 4 2 4 . 2 0 0
d r l 8 5 . 1 7 - 1 4 . 8 3 1 8 . 3 8 1 2 3 . 6 1 9 d r l 8 3  , 82 - 1 6 . 1 8 1 3 . 1 1 1 2 0 . 8 2 8
b o o t 5 4 . 0 8 - 4 5 . 9 2 6 . 2 5 4 4 6 . 3 4 4 b o o t 6 3 . 6 6 - 3 6 . 3 4 6 . 3 5 2 3 6 . 8 8 8
a c l 9 2 . 3 4 - 7 . 6 6 2 4 . 4 4 8 2 5 . 6 2 1 a c l 8 9 . 5 3 - 1 0 . 4 7 1 7 . 7 9 2 2 0 . 6 4 5
a c 2 8 6 . 5 1 - 1 3 . 4 9 2 2 . 4 9 5 2 6 . 2 3 2 a c 2 8 5 . 9 3 - 1 4 . 0 7 1 6 . 8 2 8 2 1 . 9 3 6
a c 3 8 6 . 8 7 - 1 3 . 1 3 2 2 . 6 3 1 2 6 . 1 6 5 a c 3 8 6 . 1 4 - 1 3 . 8 6 1 6 . 8 9 3 2 1 . 8 5 1
0 5 9 . 9 1 - 4 0 . 0 9 7 . 0 0 8 4 0 . 6 9 8 0 7 0 . 0 0 - 3 0 . 0 0 7 . 1 1 9 3 0 . 8 3 4
c a l 9 3  . 3 4 - 6 . 6 6 1 9 . 1 3 3 2 0 . 2 6 0 c a l 9 3  . 5 7 - 6 . 4 3 1 4 . 0 6 9 1 5 . 4 6 8
c a 2 9 0 . 2 3 - 9 . 7 7 1 8 . 1 7 6 2 0 . 6 3 5 c a 2 9 1 . 8 0 - 8 . 2 0 1 3  . 6 2 8 1 5 . 9 0 4
c a 3 9 0 . 4 3 - 9 . 5 7 1 8 . 2 2 3 2 0 . 5 8 2 c a 3 9 1 . 9 1 - 8 . 0 9 1 3 . 6 5 9 1 5 . 8 7 7
p o j a c 9 4 . 1 8 - 5 . 8 2 1 3 . 3 2 7 1 4 . 5 4 3 p o j a c 1 0 3  . 4 9 3 . 4 9 1 3 . 6 7 0 1 4  . 1 0 9
j a c l 6 9 . 5 0 - 3 0 . 5 0 8 . 5 8 3 3 1 . 6 8 1 j a c l 7 9  . 7 9 - 2 0 . 2 1 8 . 4 1 6 2 1 . 8 9 0
j a c s e q 9 0 . 5 9 - 9 . 4 1 2 0 . 4 1 0 2 2 . 4 7 5 j a c s e q 9 6 . 6 4 - 3 . 3 6 2 0 . 5 9 3 2 0 . 8 6 5
j a c i n t 8 2  . 1 7 - 1 7 . 8 3 1 9 . 1 6 0 2 6  . 1 7 4 j a c i n t 8 8  . 0 7 - 1 1 . 9 3 1 8 . 3 5 7 2 1 . 8 9 1
P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 2 . 2 7 7 P r ( i n f  m l e ) , m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 9 6 2
c , c h l , c h 2 c h 3  = 0 . 5 4 2 ,  0 . 5 1 4  , 0 . 5 3 8 , 0 . 5 3 7 c , c h l , c h 2 , c h 3  = 0 . 6 4 0 ,  0 6 1 5  , 0 . 6 3 3 , 0 . 6 3 2
c v h l , c v h 2 , c v h 3  = 0 . 2 4 7 5 2 7 0 . 1 8 8 1 3 0 ,  0 . 1 9 2 0 0 5 c v h l , c v h 2 , c v h 3  = 0 . 2 4 5 6 6 6 0 . 2 0 4 0 1 9 ,  0 . 2 0 6 7 3 1
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  =  . . . . 2 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 3 0
E s t i m a t o r m e a n b i a s s . d . r m s e E s t i m a t o r m e a n b i a s s  . d .
5 7  . 4 3 - 4 2 . 5 7 4 . 9 1 6 4 2 . 8 5 4 X 6 2 . 7 7 - 3 7  . 2 3 4 . 8 3 1 3 7 . 5 4 7
m l e 7 9 . 2 5 - 2 0 . 7 5 9 . 2 8 1 2 2 . 7 3 3 m l e 7 9  . 6 5 - 2 0 . 3 5 7 . 7 4 6 2 1 . 7 7 5
d r l 8 3  . 3 2 - 1 6 . 6 8 1 0 . 1 6 3 1 9 . 5 3 1 d r l 8 3  . 5 6 - 1 6 . 4 4 8 . 4 8 2 1 8 . 5 0 0
b o o t 7 0 . 6 8 - 2 9 . 3 2 6 . 1 2 5 2 9 . 9 5 2 b o o t 7 6 . 0 6 - 2 3 . 9 4 5 . 9 3 8 2 4 . 6 6 5
a c l 8 7  . 9 7 - 1 2 . 0 3 1 3 . 1 1 3 1 7 . 7 9 9 a c l 8 8 . 2 5 - 1 1 . 7 5 1 1 . 3 5 1 1 6  . 3 3 8
a c 2 8 5 . 5 2 - 1 4 . 4 8 1 2 . 5 5 3 1 9 . 1 6 7 a c 2 8 6 . 5 4 - 1 3 , 4 6 1 1 . 0 0 7 1 7 . 3 8 8
a c 3 8 5  . 6 6 - 1 4  . 3 4 1 2 . 5 8 3 1 9 . 0 7 6 a c 3 8 6 .  61 - 1 3  . 3 9 1 1 . 0 3 1 1 7 . 3 5 0
0 7 7  . 1 1 - 2 2 . 8 9 6 . 8 1 0 2 3 . 8 8 4 O 8 2 . 3 9 - 1 7 . 6 1 6 . 5 9 1 1 8 . 7 9 9
c a l 93  . 9 9 - 6 . 0 1 1 1 . 1 6 4 1 2  . 6 7 8 c a l 9 4  . 7 9 - 5 . 2 1 9 . 5 8 1 1 0 . 9 0 8
c a 2 9 2  . 8 8 - 7 . 1 2 1 0 . 9 5 6 1 3 . 0 6 5 c a 2 9 4 . 0 7 - 5 . 9 3 9 . 4 3 0 1 1 . 1 3 7
c a 3 9 2  . 9 4 - 7  . 0 6 1 0 . 9 5 1 1 3  . 0 3 0 c a 3 9 4 . 1 1 - 5 . 8 9 9 . 4 2 9 1 1 . 1 1 5
p o j a c 1 0 7 . 3 0 7 . 3 0 1 3 . 3 6 0 1 5 . 2 2 2 p o j a c 1 0 9 . 0 3 9 . 0 3 1 3 . 0 9 6 1 5 . 9 0 5
j a c l 8 6 . 4 8 - 1 3 . 5 2 8 . 2 4 8 1 5  . 8 3 7 j a c l 9 0 . 8 9 - 9  . 1 1 8 . 0 3 7 1 2  . 1 4 9
j a c s e q 9 7  . 1 8 - 2 . 8 2 1 7 . 0 4 1 1 7 . 2 7 2 j a c s e q 9 8 . 5 7 - 1 . 4 3 1 7 . 0 2 6 1 7 . 0 8 6
j a c i n t 9 0 . 3 8 - 9 . 6 2 1 3 . 3 9 2 1 6 . 4 9 1 j a c i n t 9 3 . 7 2 - 6 . 2 8 1 2  . 9 7 5 1 4 . 4 1 5
P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 6 4 0 P r ( i n f  m l e ) , m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 4 5 6
c , c h l , c h 2 c h  3 = 0 . 7 1 1 ,  0 . 6 9 4  , 0 . 7 0 8 , 0 . 7 0 7 c , c h l , c h 2 , c h 3  = 0 . 7 6 8 ,  0 . 7 5 4  , 0 . 7 6 5 , 0 . 7 6 4
c v h l , c v h 2 , c v h 3  = 0 . 2 4 7 2 7 0 0 . 2 1 6 2 4 3 ,  0 . 2 1 7 9 8 8 c v h l , c v h 2 , c v h 3  = 0 . 2 7 9 2 6 5 0 . 2 5 5 0 6 1 ,  0 . 2 5 6 4 1 3
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T a b l e  3 . 5  
N = 100 : Number of
. l b
p ~  U(0, 0.24) : E(p) simulations = 1000 = 0.12 : sqrt[Var(p)]/E(p) =  0 .5774
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 1 0
E s t i m a t o r b i a s s . d . r m s e E s t i m a t o r b i a s s . d . r m s e
X 4 4 . 2 3 “ 5 5 . 7 7 4 . 9 9 9 5 5 . 9 9 3 6 3 . 7 6 - 3 6 . 2 4 4 . 7 1 0 3 6 . 5 4 8
m l e 7 8 . 9 5 - 2 1 . 0 5 1 6 . 3 8 4 2 6 . 6 7 5 m l e 7 8 . 8 5 - 2 1 . 1 5 7 . 2 6 4 2 2  . 3 6 4
d r l 9 4 . 7 9 - 5 . 2 1 2 1 . 2 1 0 2 1 . 8 3 9 d r l 8 5 . 1 1 - 1 4 . 8 9 8 . 3 8 7 1 7  . 0 8 5
b o o t 5 5  . 2 3 - 4 4 . 7 7 6 . 2 9 4 4 5 . 2 0 9 b o o t 7 6 . 3 8 - 2 3 . 6 2 5 . 7 7 5 2 4  . 3 2 1
a c l 1 0 9 . 0 6 9 . 0 6 3 0 . 7 4 1 3 2 . 0 4 7 a c l 9 0 . 5 3 - 9 . 4 7 1 1 . 1 6 9 1 4 . 6 4 0
a c 2 8 4 . 6 2 - 1 5 . 3 8 2 2 . 4 3 9 2 7 . 2 0 5 a c 2 8 4  . 6 8 - 1 5 . 3 2 1 0  . 1 3 6 1 8 . 3 7 3
a c 3 8 9  . 3 8 - 1 0 . 6 2 2 5 . 2 6 9 2 7 . 4 0 8 a c 3 8 5  . 7 1 - 1 4 . 2 9 1 0 . 3 4 4 1 7 . 6 3 9
0 6 0  . 2 3 - 3 9  . 7 7 6 . 8 8 6 4 0 . 3 5 8 0 8 2 . 1 2 - 1 7 . 8 8 6 . 3 3 4 1 8 . 9 7 3
c a l 1 0 0  . 4 4 0 . 4 4 2 1 . 7 3 1 2 1 . 7 3 5 c a l 9 4 . 6 7 - 5 . 3 3 9 . 3 1 9 1 0  . 7 3 7
c a 2 8 8  . 4 4 - 1 1 . 5 6 1 8 . 1 3 7 2 1 . 5 0 8 c a 2 9 2 . 3 3 - 7 . 6 7 8 . 8 8 2 1 1 . 7 3 2
c a 3 9 0 . 6 5 - 9 . 3 5 1 8 . 7 8 6 2 0 . 9 8 4 c a 3 9 2 . 7 3 - 7  . 2 7 8 . 9 6 1 1 1 . 5 4 0
p o j a c 9 3  . 1 2 - 6 . 8 8 1 2 . 2 6 6 1 4 . 0 6 6 p o j a c 1 0 7 . 6 4 7 . 6 4 1 2 . 2 7 7 1 4 . 4 6 0
j a c l 6 8  . 9 8 - 3 1 . 0 2 8 . 0 9 5 3 2 . 0 6 1 j a c l 9 0 . 2 2 - 9 . 7 8 7 . 5 6 2 1 2 . 3 6 4
j a c s e q 9 1 . 6 9 - 8  . 3 1 1 5  . 1 2 1 1 7 . 2 5 2 j a c s e q 9 7 . 0 7 - 2 . 9 3 1 4 . 2 1 3 1 4 . 5 1 2
j a c i n t 8 7  . 5 5 - 1 2  . 4 5 1 5 . 0 2 7 1 9 . 5 1 4 j a c i n t 9 2  . 7 8 - 7 . 2 2 1 1 . 3 1 6 1 3 . 4 2 2
P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 3 . 3 7 8 P r ( i n f  m l e ) , m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 4 9 4
c , c h l , c h 2 c h 3  = 0 . 5 6 6 ,  0 . 4 8 3  , 0 . 5 7 1 , 0 . 5 5 2 c , c h l , c h 2 , c h 3  = 0 . 7 8 1 ,  0 . 7 5 2  , 0 . 7 8 8 , 0 . 7 8 2
c v h l , c v h 2 , c v h 3  = 0 . 3 9 7 4 3 1 0 . 1 6 6 7 2 5 ,  0 . 2 1 3 7 1 6 c v h l , c v h 2 , c v h 3  = 0 . 3 2 0 5 6 7 0 . 2 3 4 4 8 1 ,  0 . 2 5 0 6 2 4
N u m b e r  o f  s a m p l i n g  o c c a s i o n s 1 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 2 0
E s t i m a t o r b i a s s . d . r m s e E s t i m a t o r m e a n b i a s s.d. r m s e
X 7 4  . 4 6 - 2 5 . 5 4 4 . 2 4 9 2 5 . 8 8 9 8 0 . 1 6 - 1 9 . 8 4 3 . 9 3 8 2 0 . 2 2 8
m l e 8 1 . 7 6 - 1 8 . 2 4 5 . 1 5 9 1 8 . 9 5 6 m l e 8 3 . 5 9 - 1 6 . 4 1 4 . 3 1 2 1 6 . 9 6 4
d r l 8 6 . 3 3 - 1 3 . 6 7 5 . 8 4 4 1 4 . 8 6 9 d r l 8 7  . 3 7 - 1 2 . 6 3 4 . 7 4 5 1 3 . 4 9 2
b o o t 8 6 . 0 5 - 1 3 . 9 5 5 . 0 9 2 1 4 . 8 5 2 b o o t 9 0 . 0 8 - 9 . 9 2 4 . 6 2 2 1 0 . 9 4 1
a c l 9 0 . 5 4 - 9  . 4 6 7 . 6 6 4 1 2 . 1 7 4 a c l 9 1 . 0 8 - 8  . 9 2 6 . 0 2 6 1 0 . 7 6 7
a c 2 8 8  . 3 2 - 1 1 . 6 8 7 . 4 0 9 1 3 . 8 3 4 a c 2 9 0 . 0 7 - 9 . 9 3 5 . 9 2 7 1 1 . 5 6 2
a c 3 8 8 . 6 9 - 1 1 . 3 1 7 . 4 5 7 1 3 . 5 5 0 a c 3 9 0  . 1 9 - 9 . 8 1 5 . 9 2 5 1 1 . 4 5 8
0 9 1 . 1 2 - 8 . 8 8 5 . 6 2 9 1 0 . 5 1 2 0 9 4 . 2 9 - 5 . 7 1 5 . 0 7 6 7 . 6 3 9
c a l 9 6 . 5 0 - 3  . 5 0 6 . 8 0 1 7 . 6 4 9 c a l 9 6  . 8 9 - 3  . 1 1 5 . 6 8 2 6 . 4 8 0
c a 2 9 5 . 7 7 - 4 . 2 3 6 . 6 8 7 7 . 9 1 1 c a 2 9 6 . 5 9 - 3  . 4 1 5 . 6 4 5 6 . 5 9 3
c a 3 9 5 . 9 0 - 4  . 1 0 6 . 7 1 5 7 . 8 6 6 c a 3 9 6 . 6 3 - 3  . 3 7 5 . 6 5 6 6 . 5 8 3
p o j a c 1 0 7 . 1 1 7 . 1 1 1 1 . 7 9 0 1 3 . 7 6 5 p o j a c 1 0 3  . 8 3 3 . 8 3 1 0 . 5 5 9 1 1 . 2 3 2
j a c l 9 7 . 0 9 - 2  . 9 1 6 . 7 4 7 7 . 3 4 6 j a c l 9 8 . 5 9 - 1 . 4 1 6 . 2 2 6 6 . 3 8 4
j a c s e q 9 9 . 2 8 - 0 . 7 2 1 0 . 4 2 8 1 0 . 4 5 3 j a c s e q 9 9  . 3 0 - 0 . 7 0 7 . 8 8 6 7 . 9 1 7
j a c i n t 9 7 . 9 6 - 2 . 0 4 8 . 2 1 5 8 . 4 6 6 j a c i n t 9 8 . 9 4 - 1 . 0 6 6 . 9 3 0 7 . 0 1 0
P r ( i n f  m l e ) j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 1 5 7 P r ( i n f  m l e ) , m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 0 5 2
c , c h l , c h 2 C h 3  = 0 . 8 8 0 ,  0 . 8 6 4  , 0 . 8 8 0 , 0 . 8 7 7 c , c h l , c h 2 , c h 3  = 0 . 9 2 5 ,  0 . 9 1 8  , 0 . 9 2 6 , 0 . 9 2 5
c v h l , c v h 2 , c v h 3  = 0 . 3 4 7 3 8 1 0 . 3 1 2 9 3 4 ,  0 . 3 1 8 7 8 6 c v h l , c v h 2 , c v h 3  = 0 . 3 9 1 3 6 8 0 . 3 7 7 4 4 0 ,  0 . 3 7 9 4 5 2
N u m b e r  o f  s a m p l i n g D c c a s i o n s 2 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 3 0
E s t i m a t o r m e a n b i a s s . d . E s t i m a t o r b i a s s  , d .
X 8 4 . 0 4 - 1 5 . 9 6 3 . 6 2 4 1 6 . 3 6 9 8 6 . 3 9 - 1 3 . 6 1 3 . 3 7 4 1 4 . 0 2 1
m l e 8 5 . 5 9 - 1 4 . 4 1 3 . 7 6 7 1 4 . 8 9 5 m l e 8 6 . 9 5 - 1 3 . 0 5 3 . 4 6 7 1 3 . 5 0 0
d r l 8 8 . 8 6 - 1 1 . 1 4 4 . 1 0 7 1 1 . 8 7 8 d r l 8 9  . 7 7 - 1 0 . 2 3 3 . 6 5 9 1 0 . 8 6 5
b o o t 9 2 . 5 4 - 7 . 4 6 4 . 1 8 4 8 . 5 5 5 b o o t 9 3  . 6 6 - 6 . 3 4 3 . 8 4 7 7 . 4 1 9
a c l 9 2  . 1 2 - 7 . 8 8 5 . 0 3 9 9 . 3 5 0 a c l 9 2  . 6 1 - 7 . 3 9 4 . 3 4 5 8 . 5 7 4
a c 2 9 1 . 6 2 - 8 . 3 8 5 . 0 1 3 9 . 7 6 4 a c 2 92  . 3 1 - 7 . 6 9 4 . 3 1 2 8 . 8 1 5
a c 3 9 1 . 6 9 - 8 . 3 1 5 . 0 1 7 9 . 7 0 7 a c 3 92  . 3 4 - 7  . 6 6 4 . 3 1 5 8 . 7 9 1
0 9 6 . 0 6 - 3 . 9 4 4 . 6 1 0 6 . 0 6 4 0 9 6 . 6 5 - 3 . 3 5 4 , 1 7 4 5 . 3 5 0
c a l 9 7 . 4 8 - 2 . 5 2 4 . 9 3 7 5 . 5 4 2 c a l 9 7 . 4 9 - 2  . 5 1 4 . 3 7 7 5 .  0 4 5
c a 2 9 7 . 3 8 - 2 . 6 2 4 . 9 2 5 5 . 5 8 1 c a 2 9 7  . 4 4 - 2  . 5 6 4 . 3 5 9 5 . 0 5 7
c a 3 9 7 . 3 8 - 2  . 62 4 . 9 2 1 5 . 5 7 3 c a 3 9 7 . 4 4 - 2 . 5 6 4 . 3 6 1 5 . 0 5 6
p o j a c 1 0 2 . 1 1 2 . 1 1 9 . 8 1 1 1 0 . 0 3 6 p o j a c 1 0 0 . 8 0 0 . 8 0 8 . 5 8 3 8 . 6 2 0
j a c l 9 9  . 1 9 - 0 . 8 1 5 . 5 0 4 5 . 5 6 3 j a c l 9 9 . 4 8 - 0 . 5 2 4 . 8 2 5 4 . 8 5 3
j a c s e q 1 0 0  . 0 7 0 . 0 7 8 . 4 2 9 8 . 4 3 0 j a c s e q 1 0 0 . 2 0 0 . 2 0 7 . 3 3 4 7 . 3 3 6
j a c i n t 9 9 . 7 3 - 0  . 2 7 7 . 0 5 3 7 . 0 5 8 j a c i n t 9 9 . 9 5 - 0 . 0 5 6 . 2 8 9 6 . 2 8 9
P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 0 5 9 P r ( i n f  m l e ) , m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 0 5 2
c , c h l , c h 2 c h 3  = 0 . 9 5 1 ,  0 . 9 4 6  , 0 . 9 5 0 , 0 . 9 5 0 c ,  c h l ,  c h 2 , c h 3  = 0 . 9 6 4 ,  0 . 9 6 2  , 0 . 9 6 5 , 0 . 9 6 5
c v h l , c v h 2 , c v h 3  = 0 . 4 1 9 8 2 7 0 . 4 1 3 1 5 1 ,  0 . 4 1 3 9 8 0 c v h l , c v h 2 , c v h 3  = 0 . 4 3 4 0 7 9 0 . 4 3 0 3 6 2 ,  0 . 4 3 0 7 5 4
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Table 3.5 
N = 100 : Number o f
. l e
p ~  U(0, 0.40) : E(p) simulations = 1000 = 0.20 ; sqrt[Var(p)]/E(p) = 0 .5774
N u m b e r  o f  s a m p l i n g  o c c a s i o n s 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t = . . . . 1 0
E s t i m a t o r b i a s s  . d . E s t i m a t o r m e a n b i a s s . d . r m s e
X 6 0 . 2 5 - 3 9 . 7 5 5 . 0 0 4 4 0 . 0 6 1 X 7 7 . 2 0 - 2 2  . 8 0 4 . 1 4 9 2 3 . 1 7 5
m l e 7 7 . 6 2 - 2 2 . 3 8 8 . 2 4 4 2 3 . 8 5 4 m l e 8 1 . 8 9 - 1 8  . 1 1 4 . 6 6 1 1 8 . 6 9 8
d r l 8 9  . 2 1 - 1 0 . 7 9 1 0 . 4 1 0 1 4 . 9 9 4 d r l 8 6  . 96 - 1 3 . 0 4 5 . 3 3 2 1 4 . 0 8 8
b o o t 7 2  . 2 1 - 2 7 . 7 9 6 . 0 5 9 2 8 . 4 4 6 b o o t 8 7 . 5 0 - 1 2 . 5 0 4 . 8 6 7 1 3 . 4 1 0
a c l 9 8 . 1 7 - 1 . 8 3 1 4 . 7 7 3 1 4 . 8 8 7 a c l 9 1 . 0 5 - 8  . 9 5 6 . 7 9 6 1 1 . 2 3 7
a c 2 8 1 . 0 9 - 1 8 . 9 1 1 1 . 5 1 9 2 2 . 1 4 4 a c 2 8 8 . 1 6 - 1 1 . 8 4 6 . 4 9 2 1 3 . 5 0 7
a c 3 8 7 . 0 8 - 1 2 . 9 2 1 3 . 5 1 9 1 8 . 7 0 2 a c 3 8 9  . 0 1 - 1 0 . 9 9 6 . 5 7 5 1 2 . 8 0 3
0 7 7 . 4 2 - 2 2 . 5 8 6 . 5 8 4 2 3  . 5 2 4 0 9 1 . 8 8 - 8 . 1 2 5 . 3 3 6 9 . 7 1 6
c a l 9 6 . 0 0 - 4  . 0 0 1 1 . 0 4 8 1 1 . 7 5 2 c a l 9 5  . 8 2 - 4  . 1 8 6 . 1 9 9 7 . 4 7 5
c a 2 8 8 . 8 1 - 1 1 . 1 9 9 . 7 5 0 1 4 . 8 4 2 c a 2 9 4 . 9 6 - 5 . 0 4 6 . 0 6 9 7 . 8 9 0
c a 3 9 1 . 3 7 - 8 . 6 3 1 0 . 2 5 2 1 3 . 4 0 0 c a 3 9 5  . 2 0 - 4 . 8 0 6 . 0 9 3 7 . 7 5 4
p o j a c 1 0 6 . 0 0 6 . 0 0 1 1 . 6 4 2 1 3  . 0 9 8 p o j a c 1 0 4 . 7 3 4 . 7 3 1 0 . 5 9 6 1 1 . 6 0 4
j a c l 8 5 . 6 6 - 1 4 . 3 4 7 . 6 2 3 1 6 . 2 4 5 j a c l 9 7 . 0 3 - 2  . 9 7 6 . 3 5 2 7 . 0 1 0
j a c s e q 9 7 . 9 5 - 2 . 0 5 1 4 . 0 5 7 1 4 . 2 0 6 j a c s e q 9 8 . 3 6 - 1 . 6 4 9 . 0 4 2 9 . 1 9 0
j a c i n t 9 3  . 0 2 - 6 . 9 8 1 3 . 6 8 9 1 5  . 3 6 6 j a c i n t 9 7 . 6 2 - 2 . 3 8 7 . 6 2 3 7 . 9 8 6
P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 2 . 2 4 2 P r ( i n f  m l e ) , m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 1 1 0
c ,  c h l ,  c h 2 , c h 3  = 0 . 7 4 9 ,  0 . 6 8 0  , 0 . 7 7 5 , 0 . 7 3 8 c ,  c h l ,  c h 2 , c h 3  = 0 . 9 0 5 ,  0 8 8 9 , 0 . 9 1 1 , 0 . 9 0 4
c v h l , c v h 2 , c v h 3  = 0 . 3 9 8 1 4 7 0 . 1 7 5 5 3 4 ,  0 . 2 5 9 8 3 9 c v h l , c v h 2 , c v h 3  = 0 . 3 8 1 2 9 4 0 . 3 3 9 1 5 1 ,  0 . 3 5 2 2 9 8
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 1 5 N u m b e r  o f  s a m p l i n g o c c a s i o n s t — . . , . 2 0
E s t i m a t o r b i a s s . d . r m s e E s t i m a t o r b i a s s . d .
X 8 4 . 5 2 - 1 5 . 4 8 3 . 6 1 1 1 5  . 9 0 0 8 8 . 1 4 - 1 1 . 8 6 3 . 1 7 5 1 2  . 2 7 6
m l e 8 5 . 7 0 - 1 4 . 3 0 3 . 6 8 9 1 4 . 7 7 1 m l e 8 8 . 1 8 - 1 1 . 8 2 3 . 1 8 2 1 2  . 2 4 4
d r l 8 9 . 1 9 - 1 0 . 8 1 4 . 0 1 0 1 1 . 5 3 2 d r l 9 0 . 9 1 - 9  . 0 9 3 . 4 1 3 9 . 7 0 8
b o o t 92  . 5 1 - 7 . 4 9 4 . 1 0 8 8 . 5 4 0 b o o t 9 4 . 5 2 - 5 . 4 8 3 . 6 2 8 6 . 5 7 1
a c l 9 2  . 3 5 - 7 . 6 5 4 . 8 4 5 9 . 0 5 4 a c l 93  . 69 - 6 . 3 1 4 . 1 0 5 7 . 5 2 4
a c 2 9 1 . 4 8 - 8 . 5 2 4 . 7 5 8 9 . 7 5 7 a c 2 93  . 3 2 - 6 . 6 8 4 . 0 6 7 7 . 8 1 8
a c 3 9 1 . 6 8 - 8 . 3 2 4 . 7 8 2 9 . 6 0 0 a c 3 93  . 3 9 - 6 . 6 1 4 . 0 8 0 7 . 7 6 8
0 9 5 . 8 0 - 4 . 2 0 4 . 4 3 0 6 . 1 0 6 0 9 7 . 1 7 - 2  . 8 3 3 . 9 5 8 4 . 8 6 8
c a l 9 7 . 1 1 - 2 . 8 9 4 . 7 2 3 5 . 5 3 6 c a l 9 7 . 7 5 - 2  . 2 5 4 . 1 1 6 4 . 6 8 9
c a 2 9 6 . 9 1 - 3 . 0 9 4 . 6 7 5 5 . 6 0 3 c a 2 9 7 . 6 9 - 2 . 3 1 4 . 1 0 1 4 . 7 1 0
c a 3 9 6 . 9 6 - 3 . 0 4 4 . 6 9 0 5 . 5 8 8 c a 3 9 7 . 7 0 - 2 . 3 0 4 . 1 0 8 4 . 7 0 8
p o j a c 1 0 1 . 8 5 1 .  85 9 . 1 6 0 9 . 3 4 5 p o j a c 1 0 1 . 0 1 1 . 0 1 8 . 3 9 5 8 . 4 5 6
j a c l 9 9 . 0 2 - 0 . 9 8 5 . 4 0 1 5 . 4 8 9 j a c l 9 9 . 4 7 - 0 . 5 3 4 . 6 3 4 4 . 6 6 4
j a c s e q 9 9 . 6 3 - 0 . 3 7 7 . 3 6 0 7 . 3 6 9 j a c s e q 9 9 . 9 7 - 0 . 0 3 6 . 0 8 2 6 . 0 8 2
j a c i n t 9 9  . 4 1 - 0 . 5 9 6 . 5 2 1 6 . 5 4 7 j a c i n t 9 9 . 7 9 - 0 . 2 1 5 . 4 8 5 5 . 4 8 9
P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 0 4 8 P r ( i n f  m l e ) , m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 0 4 3
c ,  c h l ,  c h 2 , c h 3  = 0 . 9 5 5 ,  0 . 9 4 8  , 0 . 9 5 5 , 0 . 9 5 3 c , c h l , c h 2 , c h 3  = 0 . 9 7 3 ,  0 9 7 0 , 0 . 9 7 3 , 0 . 9 7 2
c v h l , c v h 2 , c v h 3  = 0 . 4 2 0 0 9 7 0 . 4 0 8 8 2 9 ,  0 . 4 1 1 3 4 8 c v h l , c v h 2 , c v h 3  = 0 . 4 5 6 0 8 6 0 . 4 5 1 6 8 4 ,  0 . 4 5 2 3 9 7
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 2 5 N u m b e r  o f  s a m p l i n g o c c a s i o n s t 3 0
E s t i m a t o r b i a s S . d . E s t i m a t o r m e a n b i a s s . d .
X 9 0  . 4 3 - 9 . 5 7 2 . 8 9 8 9 . 9 9 7 9 1 . 8 0 - 8 . 2 0 2 . 7 2 5 8 . 6 4 4
m l e 9 0 . 4 3 - 9 . 5 7 2 . 8 9 8 9 . 9 9 7 m l e 9 1 . 8 0 - 8 . 2 0 2 . 7 2 5 8 . 6 4 4
d r l 9 2 . 2 5 - 7 . 7 5 3 . 0 4 5 8 . 3 2 6 d r l 93  . 0 4 - 6 . 9 6 2 . 7 7 8 7 . 4 9 6
b o o t 9 5 . 6 8 - 4 . 3 2 3 . 2 7 0 5 . 4 1 8 b o o t 9 6 . 2 0 - 3  . 8 0 2 . 9 9 2 4 . 8 3 8
a c l 9 4 . 6 4 - 5 . 3 6 3 . 5 5 2 6 . 4 3 3 a c l 9 5 . 0 9 - 4 . 9 1 3 . 1 4 4 5 . 8 3 0
a c 2 9 4  . 4 4 - 5  . 5 6 3 . 5 4 7 6 . 5 9 7 a c 2 9 4 . 9 8 - 5 . 0 2 3 . 1 2 6 5 . 9 1 2
a c 3 9 4  . 4 7 - 5  . 5 3 3 . 5 5 5 6 . 5 7 7 a c 3 9 4 . 9 9 - 5 . 0 1 3 . 1 2 8 5 . 9 0 8
0 9 7  . 8 4 - 2  . 1 6 3 . 5 7 1 4 . 1 7 4 0 9 7 . 9 8 - 2 . 0 2 3 . 2 2 0 3 . 7 9 9
c a l 9 8 . 1 7 - 1 . 8 3 3 . 6 8 9 4 . 1 1 9 c a l 9 8 . 1 4 - 1 . 8 6 3 . 2 4 5 3 . 7 4 0
c a 2 9 8 . 1 4 - 1 . 8 6 3 . 6 8 1 4 . 1 2 3 c a 2 9 8 . 1 3 - 1 . 8 7 3 . 2 3 7 3 . 7 3 9
c a 3 9 8 . 1 5 - 1 . 8 5 3 . 6 8 4 4 . 1 2 4 c a 3 9 8 . 1 3 - 1 . 8 7 3 . 2 3 9 3 . 7 3 9
p o j a c 1 0 0 . 7 1 0 . 7 1 7 . 4 8 0 7 . 5 1 3 p o j a c 9 9 . 9 5 - 0  . 0 5 6 . 7 1 7 6 . 7 1 8
j a c l 9 9 . 9 7 - 0 . 0 3 4 . 2 0 9 4 . 2 0 9 j a c l 9 9  . 7 5 - 0 . 2 5 3 . 8 9 0 3 . 8 9 8
j a c s e q 1 0 0 . 4 8 0 . 4 8 5 . 9 7 4 5 . 9 9 3 j a c s e q 1 0 0 . 1 7 0 . 1 7 5 . 3 2 4 5 . 3 2 6
j a c i n t 1 0 0 . 2 7 0 . 2 7 5 . 0 9 1 5 . 0 9 9 j a c i n t 1 0 0 . 0 0 0 . 0 0 4 . 6 5 8 4 . 6 5 8
P r {i n f  m l e ) m e a n j a c k n i f e o r d e r  =  0 . 0 0 0 , 1 . 0 4 3 P r ( i n f  m l e ) , m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 0 4 1
c , c h l , c h 2 c h  3 = 0 . 9 8 2 ,  0 . 9 8 0  , 0 . 9 8 2 , 0 . 9 8 2 c , c h l , c h 2 , c h 3  = 0 . 9 8 7 ,  0 . 9 8 7 , 0 . 9 8 7 , 0 . 9 8 7
c v h l , c v h 2 , c v h 3  = 0 . 4 7 4 8 6 7 0 . 4 7 2 7 1 7 ,  0 . 4 7 2 9 9 2 c v h l , c v h 2 , c v h 3  = 0 . 4 8 6 9 4 5 0 . 4 8 5 7 3 6 ,  0 . 4 8 5 8 6 5
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Table 3.5.2a
N = 1 0 0  : p  ~  B e t a ( a l p h a , b e t a )  : E ( p )  = 0 . 0 4  : s q r t [ V a r ( p ) ] / E ( p )  = 0 . 3 0
a l p h a  = 1 0 . 6 2 6 7  : b e t a  = 2 5 5 . 0 4 0 0  ; Number  o f  s i m u l a t i o n s  = 1 0 0 0
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 1 0
E s t i m a t o r m e a n b i a s s . d . E s t i m a t o r m e a n b i a s s . d . r m s e
1 8 . 5 4 - 8 1 . 4 6 3 . 8 8 9 8 1 . 5 5 4 3 3  . 1 1 - 6 6 . 8 9 4 . 7 1 2 6 7 . 0 5 9
r a l e 9 0  . 8 8 - 9 . 1 2 4 9 . 7 3 5 5 0 . 5 6 4 m l e 1 0 6 . 6 2 6 . 6 2 6 0 . 5 0 0 6 0  . 8 6 1
d r l 1 1 7 . 4 0 1 7 . 4 0 6 4 . 7 6 1 6 7 . 0 5 8 d r l 1 1 9 . 8 3 1 9  . 83 6 9 . 4 5 6 7 2 . 2 3 2
b o o t 2 4 . 0 7 - 7 5 . 9 3 5 . 1 1 3 7 6  . 1 0 1 b o o t 43  . 1 1 - 5 6 . 8 9 6 . 1 7 3 5 7 . 2 2 3
a c l 1 3 8 . 6 2 3 8 . 6 2 8 2 . 6 1 3 9 1 . 1 9 4 a c l 1 3 1 . 8 0 3 1 . 8 0 8 1 . 1 7 7 8 7 . 1 8 5
a c 2 9 9  . 5 8 - 0 . 4 2 6 0 . 3 5 4 6 0 . 3 5 5 a c 2 1 1 6 . 8 6 1 6 . 8 6 7 0 . 0 7 4 7 2  . 0 7 5
a c 3 1 0 3 . 0 3 3 . 0 3 7 2  . 2 2 8 7 2 . 2 9 1 a c 3 1 1 7  . 7 4 1 7  . 7 4 7 0 . 9 7 2 7 3 . 1 5 6
0 2 6 . 6 9 - 7 3 . 3 1 5 . 6 7 8 7 3 . 5 3 3 0 4 8 . 2 0 - 5 1 . 8 0 6 . 9 5 2 5 2  . 2 6 0
c a l 1 1 9 . 9 3 1 9 . 9 3 6 5  . 1 5 3 6 8 . 1 3 2 c a l 1 2 5 . 9 1 2 5 . 9 1 6 9 . 8 0 4 7 4 . 4 5 8
c a 2 9 8 . 5 3 - 1 . 4 7 5 2  . 3 9 5 5 2 . 4 1 6 c a 2 1 1 6 . 5 5 1 6 . 5 5 6 3 . 1 0 8 6 5 . 2 4 2
c a 3 9 9 . 3 3 - 0 . 6 7 5 2  . 9 3 8 5 2 . 9 4 2 c a 3 1 1 6 . 9 0 1 6 . 9 0 63  . 2 0 5 6 5 . 4 2 7
p o j a c 4 6 . 5 3 - 5 3 . 4 7 1 0  . 2 9 8 5 4 . 4 4 9 p o j a c 8 2  . 65 - 1 7 . 3 5 1 3 . 1 5 0 2 1 . 7 6 8
j a c l 3 1 . 7 5 - 6 8 . 2 5 6 . 8 0 5 6 8 . 5 8 4 j a c l 5 7 . 4 3 - 4 2 , 5 7 8 . 4 3 4 4 3  . 3 9 6
j a c s e q 4 9 . 1 1 - 5 0 . 8 9 1 1 . 5 4 6 5 2 . 1 8 0 j a c s e q 7 4 . 0 6 - 2 5 . 9 4 1 8 . 8 4 9 3 2 . 0 6 5
j a c i n t 4 6 . 2 2 - 5 3 . 7 8 1 0 . 9 3 1 5 4 . 8 8 2 j a c i n t 7 0 . 2 2 - 2 9 . 7 8 1 7 . 2 7 3 3 4 . 4 2 7
P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 1 9 9 , 3 . 8 7 4 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 1 , 2 . 2 2 6
c , c h l , c h 2 c h 3  = 0 . 2 0 1 ,  0 . 2 0 0  , 0 . 2 4 7 , 0 . 2 4 5 c ,  c h l ,  c h 2 . c h 3  = 0 . 3 5 5 ,  0 . 3 2 0  , 0 . 3 4 9 , 0 . 3 4 8
c v h l , c v h 2 , c v h 3  = 0 . 3 8 8 4 0 3 0 . 0 6 3 6 1 3 ,  0 . 0 7 3 4 2 9 c v h l , c v h 2 , c v h 3  = 0 . 2 1 8 9 4 1 0 . 1 4 3 1 4 7 ,  0 . 1 4 8 6 5 4
N u m b e r  o f  s a m p l i n g o c c a s i o n s t  — . . . . 1 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 2 0
E s t i m a t o r b i a s s  . d . E s t i m a t o r b i a s s  . d .
4 5 . 0 1 - 5 4 . 9 9 5 . 0 6 1 5 5 . 2 2 5 X 5 4 . 1 8 - 4 5 . 8 2 5 . 1 2 1 4 6 . 1 0 3
m l e 9 7 . 7 4 - 2 . 2 6 2 4 . 9 1 7 2 5 . 0 2 0 m l e 9 4 . 2 3 - 5 . 7 7 1 4 . 8 6 3 1 5 . 9 4 5
d r l 1 0 5 . 4 7 5 . 4 7 2 7 . 8 3 1 2 8 . 3 6 4 d r l 9 9 . 5 4 - 0 . 4 6 1 6 . 5 1 9 1 6 . 5 2 5
b o o t 5 7 . 8 8 - 4 2 . 1 2 6 . 5 6 9 4 2 . 6 2 6 b o o t 6 8 . 6 3 - 3 1 . 3 7 6 . 4 9 9 3 2  . 0 3 3
a c l 1 1 3 . 8 0 1 3  . 8 0 3 4 . 9 5 0 3 7 . 5 7 7 a c l 1 0 5 . 6 1 5 . 6 1 2 1 . 6 3 3 2 2  . 3 5 0
a c 2 1 0 5 . 9 5 5 . 9 5 3 1 . 8 9 8 3 2 . 4 4 8 a c 2 1 0 0 . 9 0 0 . 9 0 2 0 . 2 2 1 2 0 . 2 4 1
a c 3 1 0 6 . 3 4 6 . 3 4 3 2 . 0 6 7 3 2  . 6 8 8 a c 3 1 0 1 . 1 1 1 . 1 1 2 0 . 2 9 7 2 0 . 3 2 7
0 6 4 . 4 6 - 3 5 . 5 4 7 . 3 6 1 3 6 . 2 9 2 0 7 5 . 9 1 - 2 4 . 0 9 7 . 2 7 5 2 5 . 1 6 3
c a l 1 1 4 . 3 4 1 4 . 3 4 2 8 . 4 4 5 3 1 . 8 5 4 c a l 1 1 0 . 2 0 1 0 . 2 0 1 7 . 3 6 1 2 0 . 1 3 7
c a 2 1 0 9 . 9 0 9 . 9 0 2 6 . 8 6 7 2 8 . 6 3 3 c a 2 1 0 7 . 6 9 7 . 6 9 1 6 . 7 4 1 1 8 . 4 2 3
c a 3 1 1 0 . 0 9 1 0 . 0 9 2 6 . 9 1 8 2 8 . 7 4 9 c a 3 1 0 7 . 8 0 7 . 8 0 1 6 . 7 7 0 1 8 . 4 9 6
p o j a c 1 0 5 . 0 4 5 . 0 4 1 4 . 2 1 2 1 5 . 0 7 8 p o j a c 1 1 6 . 4 4 1 6  . 4 4 1 3 . 9 8 6 2 1 . 5 8 1
j a c l 7 5 . 6 8 - 2 4 . 3 2 9 . 0 0 6 2 5 . 9 3 0 j a c l 8 7 . 4 1 - 1 2 . 5 9 8 . 7 4 5 1 5 . 3 2 7
j a c s e q 1 0 1 . 7 6 1 . 7 6 2 2 . 7 6 1 2 2 . 8 2 9 j a c s e q 1 1 0 . 6 1 1 0  . 6 1 2 1 . 7 3 3 2 4 . 1 8 3
j a c i n t 9 3 . 3 3 - 6 . 6 7 2 1 . 7 1 6 2 2 . 7 1 7 j a c i n t 9 9 . 8 1 - 0 . 1 9 2 0 . 5 3 3 2 0 . 5 3 4
P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 2 . 4 1 8 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  =  0 . 0 0 0 , 2 . 1 7 1
c , c h l , c h 2 c h 3  = 0 . 4 8 0 ,  0 . 4 4 7  , 0 . 4 7 0 , 0 . 4 6 9 c , c h l , c h 2 c h 3  = 0 . 5 7 3 ,  0 . 5 5 4  , 0 . 5 7 3 , 0 . 5 7 2
c v h l , c v h 2 , c v h 3  = 0 . 2 2 4 2 0 3 0 . 1 6 3 4 8 0 ,  0 . 1 6 7 1 8 3 c v h l , c v h 2 , c v h 3  = 0 . 2 0 7 9 5 3 0 . 1 6 4 7 3 7 ,  0 . 1 6 6 7 8 2
N u m b e r  o f  s a m p l i n g  o c c a s i o n s 2 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 3 0
E s t i m a t o r m e a n b i a s s . d . E s t i m a t o r m e a n b i a s s . d .
6 2 . 5 4 - 3 7  , 4 6 5 . 0 3 4 3 7 . 8 0 1 6 8 . 8 6 - 3 1 . 1 4 4 . 6 7 2 3 1 . 4 8 7
m l e 9 5 . 0 2 - 4  . 9 8 1 1 . 6 2 3 1 2 . 6 4 5 m l e 9 4  . 4 7 - 5  . 5 3 9 . 0 8 6 1 0 . 6 3 4
d r l 9 9  . 3 4 - 0 . 6 6 1 2  . 6 2 8 1 2 . 6 4 6 d r l 9 7  . 9 4 - 2  . 0 6 9 . 9 1 0 1 0 . 1 2 0
b o o t 7 8 . 0 9 - 2 1 . 9 1 6 . 3 6 6 2 2 . 8 2 0 b o o t 8 4  . 6 1 - 1 5 . 3 9 5 . 8 6 0 1 6 . 4 6 6
a c l 1 0 4 . 4 1 4 . 4 1 1 6 . 1 2 8 1 6 . 7 2 1 a c l 1 0 1 . 9 2 1 . 9 2 1 2 . 5 3 7 1 2  . 6 8 4
a c 2 1 0 1 . 1 1 1 . 1 1 1 5 . 3 3 6 1 5 . 3 7 7 a c 2 9 9 . 6 1 - 0 . 3 9 1 2 . 0 6 9 1 2 . 0 7 5
a c 3 1 0 1 . 2 6 1 . 2 6 1 5 . 3 8 6 1 5 . 4 3 8 a c 3 9 9 . 7 1 - 0 . 2 9 1 2 . 0 7 0 1 2  . 0 7 3
0 8 5 . 7 5 - 1 4 . 2 5 7 . 1 1 1 1 5 . 9 2 3 0 9 2 . 1 9 - 7 . 8 1 6 .  5 5 2 1 0 . 1 9 7
c a l 1 1 1 . 4 6 1 1 . 4 6 1 3 . 6 0 4 1 7 . 7 8 8 c a l 1 1 0 . 8 1 1 0 . 8 1 1 0 . 9 4 3 1 5 . 3 7 8
c a 2 1 0 9 . 8 1 9 . 8 1 1 3 . 2 7 2 1 6 . 5 0 7 c a 2 1 0 9 . 7 2 9 . 7 2 1 0 . 7 3 6 1 4 . 4 8 3
c a 3 1 0 9 . 9 0 9 . 9 0 1 3 . 2 8 5 1 6 . 5 6 7 c a 3 1 0 9 . 7 7 9 . 7 7 1 0 . 7 5 5 1 4 . 5 3 0
p o j a c 1 2 4 . 5 2 2 4 . 5 2 1 4 . 0 2 6 2 8  . 2 5 1 p o j a c 1 2 5 . 8 8 2 5 . 8 8 1 3 . 8 1 8 2 9 . 3 3 4
j a c l 9 7  . 3 1 - 2  . 6 9 8 . 4 2 6 8 . 8 4 5 j a c l 1 0 2 . 8 6 2 . 8 6 8 . 1 5 1 8 . 6 4 0
j a c s e q 1 1 4 . 8 9 1 4  . 8 9 1 9 . 6 4 0 2 4 . 6 4 9 j a c s e q 1 1 3 . 5 3 1 3  . 5 3 1 8 . 6 7 4 2 3 . 0 6 1
j a c i n t 1 0 4 . 4 9 4 . 4 9 1 6 . 8 5 6 1 7 . 4 4 5 j a c i n t 1 0 6 . 3 7 6 . 3 7 1 4 . 1 8 0 1 5 . 5 4 6
P r ( i n f  m l e ) j a c k n i f e o r d e r  =  0 . 0 0 0 , 1 . 8 9 4 P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 5 6 4
c , c h l , c h 2 c h 3  = 0 . 6 5 7 ,  0 . 6 3 5  , 0 . 6 5 0 , 0 . 6 4 9 c , c h l , c h 2 c h 3  = 0 . 7 1 9 ,  0 . 7 0 7  , 0 . 7 1 9 , 0 . 7 1 9
c v h l , c v h 2 , c v h 3  = 0 . 2 1 2 6 4 4 ,  0 . 1 7 9 2 5 8 ,  0 . 1 8 0 8 1 7 c v h l , c v h 2 , c v h 3  = 0 . 2 0 4 1 0 0 0 . 1 7 6 7 5 9 ,  0 . 1 7 7 8 7 5
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T a b l e  3 . 5 . 2 b
N = 1 0 0  ; p  -  B e t a ( a l p h a , b e t a )  ; E ( p )  = 0 . 0 4  ; s q r t [ V a r ( p ) ] / E ( p )  = 0 . 5 5
a l p h a  = 3 . 1 3 3 6  : b e t a  = 7 5 . 2 0 5 3  : Numbe r  o f  s i m u l a t i o n s  = 1 0 0 0
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 5 N u m b e r  o f s a m p l i n g  o c c a s i o n s t  = . . . . 1 0
E s t i m a t o r b i a s s . d . r m s e E s t i m a t o r b i a s S . d . r m s e
1 8 . 2 2 - 8 1 . 7 8 3 . 8 6 5 8 1 . 8 6 9 3 2  . 1 0 - 6 7 . 9 0 4 . 4 7 2 6 8 . 0 4 4
m l e 8 4 . 1 9 - 1 5 . 8 1 4 7 . 7 3 9 5 0 . 2 8 9 m l e 8 7 . 3 5 - 1 2 . 6 5 3 5 . 2 2 3 3 8  . 3 6 9
d r l 1 0 9 . 1 9 9 . 1 9 6 2 . 1 2 0 62  . 7 9 6 d r l 9 8 .  6 5 - 1 . 3 5 4 1 . 2 7 1 4 1 . 2 9 3
b o o t 2 3 . 6 4 - 7 6 . 3 6 5 . 0 8 1 7 6 . 5 2 6 b o o t 4 1 . 6 0 - 5 8 . 4 0 5 . 8 3 9 5 8 . 6 9 0
a c l 1 3 0 . 4 7 3 0 . 4 7 7 9  . 9 6 3 8 5 . 5 7 0 a c l 1 1 0 . 4 9 1 0 . 4 9 5 1 . 2 1 3 5 2  . 2 7 7
a c 2 9 4 . 8 1 - 5 . 1 9 5 9 . 2 1 6 5 9 . 4 4 3 a c 2 9 8 . 3 7 - 1 . 6 3 4 5 . 1 5 5 4 5 . 1 8 4
a c 3 9 8  . 89 - 1 . 1 1 7 1 . 1 3 6 7 1 . 1 4 5 a c 3 9 9 . 1 9 - 0 . 8 1 4 5 . 5 7 8 4 5 . 5 8 6
0 2 6 . 1 9 - 7 3 . 8 1 5 . 6 3 3 7 4 . 0 2 9 0 4 6 . 4 1 - 5 3  . 5 9 6 . 5 7 0 53  . 9 9 6
c a l 1 1 1 . 6 5 1 1 . 6 5 6 2 . 5 2 6 6 3  . 6 0 1 c a l 1 0 4 . 5 5 4 . 5 5 4 1 . 6 3 9 4 1 . 8 8 6
c a 2 9 2 . 2 0 - 7 . 8 0 5 0  . 3 2 4 5 0 . 9 2 5 c a 2 9 7 . 3 9 - 2  . 6 1 3 7 . 6 5 9 3 7 . 7 4 9
c a 3 9 3  . 2 0 - 6 . 8 0 5 0 . 9 6 0 5 1 . 4 1 2 c a 3 9 7  . 7 6 - 2 . 2 4 3 7 . 7 0 2 3 7  . 7 6 8
p o j a c 4 5  . 5 2 - 5 4 . 4 8 1 0  . 2 7 8 5 5 . 4 3 6 p o j a c 7 8 . 3 6 - 2 1 . 6 4 1 2  . 2 6 1 2 4 . 8 7 4
j a c l 3 1 . 1 0 - 6 8 . 9 0 6 . 7 8 1 6 9 . 2 3 4 j a c l 5 5 . 0 1 - 4 4 . 9 9 7 . 9 1 2 4 5 . 6 7 8
j a c s e q 4 7 . 9 6 - 5 2 . 0 4 1 1 . 6 1 2 5 3 . 3 1 8 j a c s e q 7 0 . 8 0 - 2 9 . 2 0 1 6 . 9 0 2 3 3 . 7 3 6
j a c i n t 4 5 . 1 4 - 5 4 . 8 6 1 0 . 9 9 9 5 5 . 9 5 2 j a c i n t 6 6 . 6 5 - 3 3 . 3 5 1 5 . 4 8 0 3 6 . 7 6 6
P r ( i n f  m l e ) m e a n j a c l c n i f e  o r d e r  = 0 . 1 6 8 , 3 . 8 6 0 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 ,  2 . 2 2 8
c ,  c h l ,  c h 2 c h 3  = 0 . 2 3 1 ,  0 . 2 1 1  , 0 . 2 5 9 , 0 . 2 5 6 c ,  c h l ,  c h 2 c h 3  = 0 . 3 9 6 ,  0 . 3 5 9  , 0 . 3 9 0 , 0 . 3 8 8
c v h l , c v h 2 , c v h 3  - 0 . 4 0 0 6 6 1 0 . 0 9 0 0 0 0 ,  0 . 1 0 3 1 7 3 c v h l , c v h 2 , c v h 3  = 0 . 2 7 1 0 2 2 0 . 1 9 1 5 0 7 ,  0 . 1 9 8 0 4 3
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 1 5 N u m b e r  o f s a m p l i n g o c c a s i o n s t  — . . . . 2 0
E s t i m a t o r b i a s S . d . E s t i m a t o r b i a s s . d .
4 3  . 1 7 - 5 6 . 8 3 4 . 9 0 1 5 7 . 0 3 8 5 1 . 6 0 - 4 8 . 4 0 4 . 9 3 2 4 8 . 6 4 8
m l e 8 2  . 0 4 - 1 7 . 9 6 1 8 . 5 5 0 2 5 . 8 2 1 m l e 8 2  . 3 1 - 1 7 . 6 9 1 3 . 5 2 5 2 2 . 2 6 9
d r l 8 9  . 0 6 - 1 0 . 9 4 2 0 . 8 9 2 2 3 . 5 8 4 d r l 8 8 . 0 9 - 1 1 . 9 1 1 4 . 8 8 8 1 9 . 0 6 3
b o o t 5 5 . 0 6 - 4 4 . 9 4 6 . 3 3 2 4 5 . 3 8 8 b o o t 6 4 . 8 7 - 3 5 . 1 3 6 . 3 5 7 3 5 . 6 9 9
a c l 9 7  . 7 8 - 2  . 2 2 2 8 . 0 3 0 2 8 . 1 1 7 a c l 9 5 . 7 8 - 4 . 2 2 1 9 . 9 4 0 2 0 . 3 8 1
a c 2 9 1 . 4 2 - 8 . 5 8 2 5 . 7 3 7 2 7  . 1 2 8 a c 2 9 1 . 7 2 - 8 . 2 8 1 8 . 7 7 4 2 0 . 5 2 0
a c 3 9 1 . 7 8 - 8  . 2 2 2 5 . 9 0 3 2 7 . 1 7 7 a c 3 9 1 . 9 5 - 8 . 0 5 1 8 . 8 5 0 2 0 . 4 9 9
0 6 1 . 0 7 - 3 8 . 9 3 7 . 0 9 5 3 9 . 5 7 1 0 7 1 . 5 0 - 2 8 . 5 0 7 . 1 3 7 2 9  . 3 7 8
c a l 9 7 . 4 5 - 2  . 5 5 2 1 . 6 1 8 2 1 . 7 6 7 c a l 9 8 . 1 3 - 1 . 8 7 1 5 . 8 0 0 1 5 . 9 0 9
c a 2 9 4 . 1 6 - 5 . 8 4 2 0 . 5 3 7 2 1 . 3 5 1 c a 2 9 6 . 2 2 - 3  . 7 8 1 5 . 2 8 3 1 5 . 7 4 3
c a 3 9 4  . 3 4 - 5  . 6 6 2 0 . 5 7 4 2 1 . 3 3 8 c a 3 9 6 . 3 1 - 3  . 6 9 1 5 . 2 9 5 1 5 . 7 3 4
p o j a c 9 6 . 8 4 - 3  . 1 6 1 3 . 6 0 2 1 3 . 9 6 5 p o j a c 1 0 7 . 6 6 7 . 6 6 1 4 . 0 9 1 1 6 . 0 3 8
j a c l 7 1 . 0 5 - 2 8 . 9 5 8 . 7 0 1 3 0 . 2 3 2 j a c l 8 1 . 9 1 - 1 8 . 0 9 8 . 5 9 8 2 0 . 0 2 8
j a c s e q 9 3  . 3 3 - 6 . 6 7 2 0  . 5 4 1 2 1 . 5 9 6 j a c s e q 1 0 1 . 7 5 1 . 7 5 2 0 . 6 4 3 2 0 . 7 1 7
j a c i n t 8 4 . 9 5 - 1 5 . 0 5 1 9 . 7 1 3 2 4 . 8 0 1 j a c i n t 9 2  . 0 8 - 7 . 9 2 1 8 . 7 7 1 2 0 . 3 7 2
P r ( i n f  m l e ) m e a n j a c l c n i f e  o r d e r  = 0 . 0 0 0 , 2 . 3 1 4 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 2 . 0 8 5
c , c h l , c h 2 c h 3  = 0 . 5 2 4 ,  0 . 5 0 1  , 0 . 5 2 5 , 0 . 5 2 3 c , c h l , c h 2 c h 3  = 0 . 6 1 3 ,  0 . 5 9 5  , 0 . 6 1 3 , 0 . 6 1 2
c v h l , c v h 2 , c v h 3  = 0 . 2 7 3 5 1 9 0 . 2 1 4 1 6 1 ,  0 . 2 1 7 9 1 5 c v h l , c v h 2 , c v h 3  = 0 . 2 9 0 0 9 1 0 . 2 4 6 0 8 9 ,  0 . 2 4 8 3 8 3
N u m b e r  o f  s a m p l i n g  o c c a s i o n s 2 5 N u m b e r  o f s a m p l i n g o c c a s i o n s t  — . . . . 3 0
E s t i m a t o r b i a s s . d . r m s e E s t i m a t o r b i a s s  . d .
X 5 8 . 9 6 - 4 1 . 0 4 4 . 8 8 1 4 1 . 3 2 9 6 4 . 5 2 - 3 5 . 4 8 4 . 7 2 6 3 5 . 7 9 0
m l e 8 3  . 1 8 - 1 6 . 8 2 9 . 7 5 2 1 9 . 4 4 4 m l e 8 3 . 8 7 - 1 6 . 1 3 8 . 1 2 3 1 8 . 0 5 7
d r l 8 8  . 2 0 - 1 1 . 8 0 1 0 . 8 0 8 1 6 . 0 0 5 d r l 8 8 . 5 1 - 1 1 . 4 9 8 .  9 2 1 1 4 . 5 4 8
b o o t 7 3  . 0 0 - 2 7 . 0 0 6 . 0 8 0 2 7 . 6 8 1 b o o t 7 8 . 7 6 - 2 1 . 2 4 5 . 8 7 0 2 2 . 0 3 8
a c l 9 5 . 1 6 - 4 . 8 4 1 4  . 9 8 0 1 5 . 7 4 3 a c l 9 5 . 1 4 - 4 . 8 6 1 2  . 6 2 4 13  . 5 2 9
a c 2 9 2  . 3 9 - 7 . 6 1 1 4 . 3 6 3 1 6 . 2 5 5 a c 2 9 3 . 1 4 - 6 . 8 6 1 2  . 2 3 5 1 4 . 0 3 0
a c 3 9 2  . 5 3 - 7  . 4 7 1 4  . 3 9 3 1 6 . 2 1 7 a c 3 9 3  . 2 3 - 6 . 7 7 1 2 . 2 6 1 1 4 . 0 0 5
0 7 9 . 8 5 - 2 0 . 1 5 6 . 7 6 4 2 1 . 2 5 4 0 8 5 . 6 1 - 1 4 . 3 9 6 . 5 3 5 1 5 . 8 0 5
c a l 9 9  . 4 3 - 0 . 5 7 1 1 . 7 8 4 1 1 . 7 9 7 c a l 1 0 0 . 4 2 0 . 4 2 9 . 9 9 8 1 0 . 0 0 7
c a 2 9 8 . 2 3 - 1 . 7 7 1 1 . 5 5 7 1 1 . 6 9 1 c a 2 9 9 . 6 4 - 0 . 3 6 9 . 8 2 3 9 . 8 2 9
c a 3 9 8 . 2 8 - 1 . 7 2 1 1 . 5 7 2 1 1 . 6 9 9 c a 3 9 9 . 6 9 - 0 . 3 1 9 . 8 2 9 9 . 8 3 4
p o j a c 1 1 3 . 7 0 1 3  . 7 0 1 3 . 3 8 1 1 9 . 1 5 1 p o j a c 1 1 6 . 3 0 1 6 . 3 0 1 3  . 2 7 0 2 1 . 0 2 2
j a c l 9 0 . 1 7 - 9  . 8 3 8 . 1 4 4 1 2 . 7 6 8 j a c l 9 5 . 2 4 - 4  . 7 6 8 . 0 4 4 9 . 3 4 5
j a c s e q 1 0 4 . 6 9 4 . 6 9 1 9 . 7 4 4 2 0 . 2 9 3 j a c s e q 1 0 5 . 5 3 5 . 5 3 1 7 . 5 5 6 1 8 . 4 0 7
j a c i n t 9 6 . 2 4 - 3  . 7 6 1 6 . 3 8 8 1 6 . 8 1 3 j a c i n t 9 9 . 0 3 - 0 . 9 7 1 3 . 3 5 5 1 3 . 3 9 0
P r ( i n f  m l e ) , m e a n j a c k n i f e D r d e r  = 0 . 0 0 0 , 1 . 8 0 3 P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 5 8 3
c ,  c h l ,  c h 2 ,  c h 3  = 0 . 6 8 9 ,  0 . 6 7 4  , 0 . 6 8 8 , 0 . 6 8 7 c ,  c h l . c h 2 c h 3  = 0 . 7 4 3 ,  0 . 7 3 2  , 0 . 7 4 3 , 0 . 7 4 3
c v h l , c v h 2 , c v h 3  = 0 . 3 0 7 2 8 6 0 . 2 7 4 2 5 8 ,  0 . 2 7 5 9 4 5 c v h l , c v h 2 , c v h 3  = 0 . 3 2 6 6 6 0 0 . 3 0 1 4 9 9 ,  0 . 3 0 2 7 9 1
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Table 3.5 
N = 100 : alpha =
, 2c
p ~ Beta{alpha,beta) : E{p) = 0.04 : sqrt[Var(p)]/E(p) = 0.80 1.4500 : beta = 35.0400 : Number of simulations = 1000
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 10
E s t i m a t o r m e a n b i a s s . d . r m s e E s t i m a t o r b i a s s  . d . r m s e
1 7  . 8 7 - 8 2  . 1 3 3 . 8 2 5 8 2 . 2 2 0 X 3 0 . 6 3 - 6 9 . 3 7 4 . 5 3 1 6 9 . 5 1 8
m l e 7 0 . 2 5 - 2 9  . 7 5 4 2  . 5 8 4 5 1 . 9 4 5 m l e 7 0 . 1 6 - 2 9 . 8 4 2 6 . 2 6 6 3 9 . 7 5 6
d r l 9 0  . 8 7 - 9  . 1 3 5 5  . 4 0 1 5 6 . 1 4 9 d r l 7 9 . 9 8 - 2 0 . 0 2 3 0 . 4 8 4 3 6 . 4 7 1
b o o t 2 3  . 0 6 - 7 6  . 9 4 5 . 0 0 8 7 7 . 1 0 6 b o o t 3 9 . 3 6 - 6 0 . 6 4 5 . 8 5 2 6 0 . 9 2 5
a c l 1 0 8 . 5 3 8 . 5 3 7 2 . 0 1 0 7 2 . 5 1 3 a c l 9 2 . 1 1 - 7 . 8 9 4 1 . 1 9 1 4 1 . 9 3 9
a c 2 8 0  . 4 8 - 1 9 . 5 2 5 4 . 2 9 4 5 7 . 6 9 6 a c 2 8 2  . 62 - 1 7 . 3 8 3 7 . 1 8 3 4 1 . 0 4 3
a c 3 8 4 . 4 7 - 1 5 . 5 3 6 4 . 8 7 6 6 6 . 7 0 9 a c 3 8 3  . 4 4 - 1 6 . 5 6 3 7  . 8 2 7 4 1 . 2 9 3
0 2 5 . 5 4 - 7 4 . 4 7 5 . 5 3 9 7 4 . 6 7 1 0 4 3  . 7 6 - 5 6 . 2 4 6 . 5 6 0 5 6 . 6 2 1
c a l 93  . 2 1 - 6 . 7 9 5 5  . 7 5 6 5 6  . 1 6 8 c a l 8 5 . 5 4 - 1 4 . 4 5 3 0 . 9 2 8 3 4 . 1 4 1
c a 2 7 7  . 5 5 - 2 2  . 4 5 4 4 . 9 1 7 5 0  . 2 1 4 c a 2 8 0 . 4 1 - 1 9 . 5 9 2 8 . 2 7 6 3 4 . 3 9 8
c a 3 7 8 . 5 6 - 2 1 . 4 4 4 5 . 4 9 2 5 0 . 2 8 9 c a 3 8 0 . 8 1 - 1 9 . 1 9 2 8 . 3 9 9 3 4  . 2 7 7
p o j a c 4 3  . 7 7 - 5 6 . 2 3 1 0 . 0 4 9 5 7 . 1 2 1 p o j a c 7 2  . 1 3 - 2 7 . 8 7 1 2 . 2 2 0 3 0 . 4 2 8
j a c l 3 0 . 2 0 - 6 9 . 8 0 6 . 6 5 7 7 0 . 1 1 4 j a c l 5 1 . 4 7 - 4 8 . 5 3 7 . 9 1 1 4 9 . 1 7 2
j a c s e q 4 5 . 6 5 - 5 4 . 3 5 1 1 . 4 5 2 5 5 . 5 4 6 j a c s e q 6 6  . 5 3 - 3 3  . 4 7 1 6 . 5 8 5 3 7 . 3 5 6
j a c i n t 4 3  . 0 5 - 5 6 . 9 5 1 0 . 8 3 9 5 7 . 9 7 6 j a c i n t 6 1 . 9 7 - 3 8 . 0 3 1 5 . 6 3 7 4 1 . 1 2 0
P r ( i n f  m l e ) m e a n j a c l c n i f e  o r d e r  = 0 . 1 0 1 , 3 . 7 6 4 P r ( i n f  m l e ) m e a n  j a c l c n i f e  o r d e r  =  0 . 0 0 0 2 . 2 4 1
c , c h l , c h 2 c h 3  = 0 . 2 7 9 ,  0 2 4 7  , 0 . 3 0 2 , 0 . 2 9 8 c ,  c h l ,  c h 2 c h 3  = 0 . 4 5 4 ,  0 . 4 1 6  , 0 . 4 4 8 , 0 . 4 4 6
c v h l , c v h 2 , c v h 3  = 0 . 3 8 9 3 0 1 0 . 1 1 6 4 6 3 ,  0 . 1 3 3 2 3 1 c v h l , c v h 2 , c v h 3  = 0 . 3 2 4 4 4 6 0 . 2 4 4 1 8 8 ,  0 . 2 5 2 0 7 8
N u m b e r  o f  s a m p l i n g  o c c a s i o n s 1 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 20
E s t i m a t o r b i a s s  . d . E s t i m a t o r m e a n b i a s s . d . r m s e
4 0 . 3 8 - 5 9 . 6 2 4 . 8 5 4 5 9 . 8 1 7 4 8 . 0 8 - 5 1 . 9 2 5 . 0 1 0 5 2  . 1 6 3
m l e 6 8 . 1 8 - 3 1 . 8 2 1 4 . 4 3 5 3 4 . 9 4 1 m l e 6 8 . 9 4 - 3 1 . 0 6 9 . 9 1 3 3 2 . 6 0 5
d r l 7 4 . 9 4 - 2 5 . 0 6 1 6 . 4 0 0 2 9 . 9 4 9 d r l 7 4 . 9 5 - 2 5 . 0 5 1 1 . 2 0 3 2 7 . 4 4 2
b o o t 5 1 . 0 2 - 4 8 . 9 8 6 . 2 3 1 4 9 . 3 7 3 b o o t 5 9  . 7 9 - 4 0 . 2 1 6 . 3 0 1 4 0 . 7 0 5
a c l 8 4 . 6 7 - 1 5 . 3 3 2 3 . 7 4 7 2 8 . 2 6 3 a c l 8 4 . 7 9 - 1 5 . 2 1 1 7 . 3 8 4 2 3 . 1 0 1
a c 2 7 9 . 5 9 - 2 0 . 4 1 2 2 . 1 0 0 3 0 . 0 8 1 a c 2 8 1 . 6 4 - 1 8  . 3 6 1 6 . 6 8 4 2 4 . 8 0 5
a c 3 7 9 . 9 5 - 2 0 . 0 5 2 2 . 2 6 1 2 9 . 9 5 7 a c 3 8 1 . 8 5 - 1 8 . 1 5 1 6 . 7 3 4 2 4 . 6 8 4
0 5 6 . 3 7 - 4 3 . 6 3 6 . 9 8 7 4 4 . 1 9 0 0 6 5 . 5 8 - 3 4  . 4 2 7 . 0 0 5 3 5 . 1 2 7
c a l 8 2 . 6 6 - 1 7 . 3 4 1 7 . 2 2 5 2 4 . 4 4 2 c a l 8 4 . 1 7 - 1 5 . 8 3 12  . 1 6 8 1 9  . 9 6 9
c a 2 8 0 . 2 8 - 1 9 . 7 2 1 6 . 4 2 4 2 5  . 6 6 7 c a 2 82  . 8 9 - 1 7 . 1 1 1 1 . 8 8 3 2 0  . 8 3 3
c a 3 8 0 . 4 5 - 1 9 . 5 5 1 6 . 4 8 6 2 5  . 5 7 6 c a 3 82  . 9 6 - 1 7 . 0 4 1 1 . 8 9 7 2 0 . 7 8 2
p o j a c 8 7 . 2 3 - 1 2 . 7 7 1 3 . 3 5 9 1 8 . 4 8 1 p o j a c 9 6 . 2 1 - 3  . 7 9 1 3 . 2 5 3 1 3 . 7 8 4
j a c l 6 5  . 0 0 - 3 5 . 0 0 8 . 4 8 5 3 6 . 0 0 9 j a c l 7 4 . 6 7 - 2 5 . 3 3 8 . 3 1 2 2 6 . 6 6 3
j a c s e q 8 3  . 3 8 - 1 6 . 6 2 1 9 . 0 4 2 2 5 . 2 7 6 j a c s e q 8 9  . 8 1 - 1 0 . 1 9 1 9 . 5 6 5 2 2 . 0 5 7
j a c i n t 7 5  . 7 7 - 2 4  . 2 3 1 7 . 7 8 8 3 0 . 0 5 9 j a c i n t 8 2  . 0 5 - 1 7  . 9 5 1 7 . 2 6 1 2 4 . 9 0 5
P r ( i n f  m l e ) m e a n j a c l c n i f e  o r d e r  = 0 . 0 0 0 , 2 . 2 0 0 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 9 2 9
c ,  c h l ,  c h 2 . c h 3  = 0 . 5 7 7 ,  0 5 5 4  , 0 . 5 7 7 , 0 . 5 7 6 c , c h l , c h 2 c h 3  = 0 . 6 6 2 ,  0 . 6 4 9  , 0 . 6 6 5 , 0 . 6 6 4
c v h l , c v h 2 , c v h 3  = 0 . 3 4 8 9 1 9 0 . 2 9 5 3 1 7 ,  0 . 2 9 9 3 0 6 c v h l , c v h 2 , c v h 3  = 0 . 3 9 7 5 1 5 0 . 3 6 2 0 8 9 ,  0 . 3 6 4 4 7 5
N u m b e r  o f  s a m p l i n g o c c a s i o n s t  = . . . . 2 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 3 0
E s t i m a t o r b i a s s . d . E s t i m a t o r m e a n b i a s s . d . r m s e
X 5 4  . 4 4 - 4 5 . 5 6 5 . 1 0 6 4 5 . 8 4 5 5 9 . 3 3 - 4 0 . 6 7 4 . 7 3 9 4 0 . 9 4 9
m l e 7 1 . 2 4 - 2 8 . 7 6 8 . 3 4 1 2 9 . 9 4 2 m l e 7 2  . 5 7 - 2 7 . 4 3 7 . 3 0 9 2 8 . 3 9 1
d r l 7 6 . 9 3 - 2 3 . 0 7 9 . 3 9 8 2 4 . 9 0 7 d r l 7 7 . 9 4 - 2 2 . 0 6 8 . 3 0 5 2 3 . 5 7 1
b o o t 6 6 . 7 8 - 3 3  . 2 2 6 . 3 0 8 3 3 . 8 1 1 b o o t 7 1 . 8 0 - 2 8 . 2 0 5 . 8 6 5 2 8 . 8 0 8
a c l 8 6 . 6 6 - 1 3 . 3 4 1 4 . 9 5 0 2 0 . 0 3 8 a c l 8 7 . 4 5 - 1 2 . 5 5 1 2 , 9 2 8 1 8 . 0 2 0
a c 2 8 4  . 5 0 - 1 5 . 5 0 1 4 . 4 8 3 2 1 . 2 1 2 a c 2 8 5 . 9 1 - 1 4 . 0 9 1 2  . 6 4 9 1 8 . 9 3 4
a c 3 8 4 . 6 2 - 1 5 . 3 8 1 4 . 5 1 7 2 1 . 1 4 6 a c 3 8 6 . 0 0 - 1 4 . 0 0 1 2 . 6 5 6 1 8 . 8 7 3
0 7 2  . 8 0 - 2 7  . 2 0 6 . 9 6 4 2 8 . 0 7 9 0 7 7 . 7 9 - 2 2 . 2 1 6 . 5 3 5 2 3 . 1 5 1
c a l 8 7  . 1 7 - 1 2  . 8 3 1 0 . 4 6 4 1 6 . 5 5 3 c a l 8 8 . 7 8 - 1 1 . 2 2 9 . 4 1 8 1 4 . 6 5 2
c a 2 8 6 . 3 5 - 1 3 . 6 5 1 0 . 3 1 1 1 7 . 1 0 9 c a 2 8 8 . 2 2 - 1 1 . 7 8 9 . 3 2 4 1 5 . 0 2 0
c a 3 8 6 . 3 8 - 1 3 . 6 2 1 0 . 3 1 4 1 7 . 0 8 2 c a 3 8 8 . 2 5 - 1 1 . 7 5 9 . 3 2 8 1 5  . 0 0 0
p o j a c 1 0 2 . 3 2 2 . 3 2 1 3 . 0 8 0 1 3 . 2 8 5 p o j a c 1 0 4 . 8 0 4 . 8 0 1 3 . 0 9 9 1 3 . 9 5 1
j a c l 8 1 . 8 2 - 1 8 . 1 8 8 . 3 8 3 2 0 . 0 2 0 j a c l 8 6 . 1 4 - 1 3 . 8 6 8 . 0 5 5 1 6 . 0 2 8
j a c s e q 9 4 . 8 4 - 5 . 1 6 1 8 . 5 2 9 1 9 . 2 3 3 j a c s e q 9 5 . 8 8 - 4  . 1 2 1 8 . 4 3 3 1 8 . 8 8 8
j a c i n t 8 7 . 8 3 - 1 2 . 1 7 1 5 . 4 9 4 1 9 . 7 0 2 j a c i n t 9 0 . 2 0 - 9  . 8 0 1 4 . 4 9 6 1 7 . 4 9 6
P r ( i n f  m l e ) j a c l c n i f e o r d e r  = 0 . 0 0 0 , 1 . 7 8 5 P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 5 8 2
c ,  c h l ,  c h 2 c h 3  = 0 . 7 2 9 ,  0 . 7 1 2  , 0 . 7 2 4 , 0 . 7 2 3 c , c h l , c h 2 c h 3  = 0 . 7 7 5 ,  0 . 7 6 5  , 0 . 7 7 4 , 0 . 7 7 3
c v h l , c v h 2 , c v h 3  = 0 . 4 3 1 7 9 1 ,  0 . 4 0 6 2 4 8 ,  0 . 4 0 7 8 0 0 c v h l , c v h 2 , c v h 3  = 0 . 4 6 4 5 5 0 0 . 4 4 7 3 0 7 ,  0 . 4 4 8 2 7 8
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Table 3.5 
N = 100 : alpha =
. 2 d
p -  Beta{alpha,beta) : E{p) =  0,12 : 9.6578 : beta = 70.8237 : Number of sqrt[Var{p)]/E{p) = 0.30 simulations = 1000
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . .  5 N u m b e r  o f s a m p l i n g  o c c a s i o n s t  = . . . . 10
E s t i m a t o r m e a n b i a s s . d .  r m s e E s t i m a t o r m e a n b i a s s . d .
X 4 6 . 2 4 - 5 3  . 7 6 4 . 7 3 6  5 3 . 9 7 0 7 0 . 0 9 - 2 9 . 9 1 4 . 4 5 1 3 0 . 2 3 5
m l e 9 5 . 6 5 - 4 . 3 5 2 2 . 5 7 1  2 2 . 9 8 6 m l e 9 3  . 9 1 - 6 . 0 9 8 . 5 9 8 1 0 . 5 3 6
d r l 1 1 5  . 8 7 1 5 . 8 7 2 9 . 1 6 6  3 3 . 2 0 5 d r l 1 0 0 . 9 1 0 . 9 1 9 . 9 4 9 9 . 9 9 0
b o o t 5 8  . 3 6 - 4 1 . 6 4 6 . 0 2 4  4 2 . 0 7 0 b o o t 8 5 . 2 7 - 1 4 . 7 3 5 . 5 5 9 1 5 . 7 4 9
a c l 1 3 4  . 2 3 3 4 . 2 3 4 0 . 9 9 1  5 3 . 4 0 3 a c l 1 0 6 . 3 3 6 . 3 3 1 3 . 2 0 1 1 4 . 6 3 8
a c 2 1 0 1 . 9 6 1 . 9 6 2 9 . 6 2 0  2 9 . 6 8 4 a c 2 9 8 . 3 2 - 1 . 6 8 1 1 . 6 6 8 1 1 . 7 8 9
a c 3 1 0 6 . 8 9 6 . 8 9 3 3 . 0 1 2  3 3 . 7 2 4 a c 3 9 9  . 4 4 - 0 . 5 6 1 1 . 9 5 2 1 1 . 9 6 5
0 6 3  . 9 3 - 3 6 . 0 7 6 . 6 4 2  3 6 . 6 7 2 0 9 2  . 2 6 - 7 . 7 4 6 . 1 6 8 9 . 8 9 5
c a l 1 2 1 . 9 0 2 1 . 9 0 2 9 . 5 8 3  3 6 . 8 1 0 c a l 1 1 1 . 9 5 1 1 . 9 5 1 0  . 7 7 8 1 6 . 0 9 3
c a 2 1 0 5 . 6 4 5 . 6 4 2 4 . 3 7 4  2 5 . 0 1 8 c a 2 1 0 8 . 3 1 8 . 3 1 1 0 . 1 7 5 1 3  . 1 3 5
c a 3 1 0 7  . 9 5 7 . 9 5 2 5 . 0 6 5  2 6 . 2 9 5 c a 3 1 0 8 . 8 1 8 . 8 1 1 0 . 2 4 7 1 3 . 5 1 5
p o j a c 1 0 2 . 0 5 2 . 0 5 1 2 . 2 0 7  1 2 . 3 7 8 p o j a c 1 2 5 . 7 5 2 5 . 7 5 1 2  . 7 2 1 2 8 . 7 1 7
j a c l 7 3  . 8 9 - 2 6 . 1 1 7 . 9 1 2  2 7 . 2 7 8 j a c l 1 0 2 . 5 4 2 . 5 4 7 . 4 8 7 7 . 9 0 5
j a c s e q 1 0 2 . 8 0 2 . 8 0 1 4 . 8 7 8  1 5 . 1 3 9 j a c s e q 1 1 3 . 9 1 1 3 . 9 1 1 6 . 1 8 3 2 1 . 3 3 7
j a c i n t 9 8 . 3 5 - 1 . 6 5 1 4 . 3 5 1  1 4 . 4 4 5 j a c i n t 1 0 6 . 6 6 6 .  6 6 1 3  . 2 3 6 1 4 . 8 1 5
P r ( i n f  m l e ) m e a n  j a c l c n i f e  o r d e r  = 0 . 0 0 0 ,  3 . 7 1 6 P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 7 0 8
c , c h l , c h 2 c h 3  = 0 . 4 9 4 ,  0 4 1 7  , 0 . 4 9 9  , 0 . 4 8 6 c , c h l , c h 2 c h 3  = 0 . 7 3 5 ,  0 . 6 9 8  , 0 . 7 3 9 , 0 . 7 3 3
c v h l , c v h 2 , c v h 3  = 0 . 3 9 9 7 0 9 0 . 1 5 1 2 9 0 ,  0 . 1 9 1 8 2 7 c v h l , c v h 2 , c v h 3  = 0 . 2 5 9 4 1 8 0 . 1 6 3 9 1 2 ,  0 . 1 7 7 5 1 1
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . .  1 5 N u m b e r  o f s a m p l i n g  o c c a s i o n s t  — . . . . 2 0
E s t i m a t o r b i a s s . d ,  r m s e E s t i m a t o r b i a s s  . d . r m s e
X 8 2  . 6 8 - 1 7 . 3 2 3 . 6 9 7  1 7 . 7 0 6 8 9  . 7 2 - 1 0 . 2 8 3 . 0 7 8 1 0  . 7 3 2
m l e 9 5 . 1 1 - 4 . 8 9 5 . 1 6 3  7 . 1 1 2 m l e 9 6 . 0 6 - 3  . 9 4 3 . 6 6 6 5 . 3 7 9
d r l 9 9  . 2 3 - 0 . 7 7 5 . 8 7 7  5 . 9 2 8 d r l 9 8 . 9 4 - 1 . 0 6 4 . 1 5 6 4 . 2 8 8
b o o t 9 6 . 8 3 - 3  . 1 7 4 , 5 3 0  5 . 5 2 9 b o o t 1 0 1 . 5 9 1 . 5 9 3 . 7 3 2 4 . 0 5 7
a c l 1 0 2 . 3 8 2 . 3 8 7 . 6 1 6  7 . 9 8 1 a c l 1 0 1 . 0 0 1 . 0 0 5 . 1 9 0 5 . 2 8 4
a c 2 9 9 . 1 1 - 0 . 8 9 7 . 1 8 0  7 . 2 3 5 a c 2 9 9 . 5 1 - 0 . 4 9 5 . 0 6 8 5 . 0 9 2
a c 3 9 9  . 5 5 - 0 . 4 5 7 . 2 3 1  7 . 2 4 5 a c 3 9 9 . 6 9 - 0 . 3 1 5 . 0 7 0 5 . 0 8 0
0 1 0 3 . 0 1 3 . 0 1 5 . 0 5 3  5 . 8 8 0 0 1 0 6 . 4 3 6 . 4 3 4 . 2 3 3 7 . 7 0 0
c a l 1 1 1 . 2 1 1 1 . 2 1 6 . 7 8 7  1 3 . 1 0 3 c a l 1 0 9 . 9 6 9 . 9 6 5 . 0 7 6 1 1 . 1 7 7
c a 2 1 0 9 . 9 9 9 . 9 9 6 . 6 1 0  1 1 . 9 8 1 c a 2 1 0 9 . 5 1 9 . 51 4 . 9 9 6 1 0 . 7 4 3
c a 3 1 1 0 . 1 6 1 0 . 1 6 6 . 6 3 4  1 2 . 1 3 8 c a 3 1 0 9 . 5 7 9 . 5 7 5 . 0 1 6 1 0 . 8 0 2
p o j a c 1 2 1 . 9 9 2 1 . 9 9 1 1 . 7 3 4  2 4 . 9 2 2 p o j a c 1 1 3 . 1 3 1 3 . 1 3 1 0 . 7 5 2 1 6 . 9 7 3
j a c l 1 1 0 . 1 4 1 0 . 1 4 6 . 3 9 4  1 1 . 9 9 1 j a c l 1 1 0 . 6 8 1 0 . 6 8 5 . 6 1 8 1 2 . 0 6 8
j a c s e q 1 1 1 . 7 6 1 1 . 7 6 9 . 2 6 6  1 4 . 9 7 3 j a c s e q 1 1 0 . 7 9 1 0 . 7 9 6 . 5 7 2 1 2  . 6 3 4
j a c i n t 1 1 0 . 5 5 1 0 . 5 5 7 . 1 4 8  1 2 . 7 4 1 j a c i n t 1 1 0 . 7 2 1 0 . 7 2 6 . 0 5 0 1 2 . 3 1 0
P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 ,  1 . 1 1 0 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 0 1 9
c , c h l , c h 2 c h 3  = 0 , 8 5 4 ,  0 . 8 3 5  , 0 . 8 5 5  , 0 . 8 5 2 c ,  c h l , c h 2 c h 3  = 0 . 9 1 7 ,  0 . 9 0 7  , 0 . 9 1 8 , 0 . 9 1 7
c v h l , c v h 2 , c v h 3  = 0 . 2 4 5 5 8 6 0 . 1 9 5 6 5 6 ,  0 . 2 0 2 3 1 4 c v h l , c v h 2 , c v h 3  = 0 . 2 4 4 7 3 4 0 . 2 1 8 9 4 9 ,  0 . 2 2 2 3 0 7
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . .  2 5 N u m b e r  o f s a m p l i n g  o c c a s i o n s 3 0
E s t i m a t o r b i a s s . d .  r m s e E s t i m a t o r b i a s s . d . r m s e
X 93  . 84 - 6 . 1 6 2 . 4 2 9  6 . 6 1 7 9 6 . 1 0 - 3  . 9 0 1 . 9 9 9 4 . 3 8 3
m l e 9 7 . 0 1 - 2  . 9 9 2 . 7 2 9  4 . 0 4 8 m l e 9 7  . 58 - 2  . 4 2 2 . 1 2 7 3 . 2 2 2
d r l 9 9 . 1 3 - 0 . 8 7 3 , 0 2 8  3 . 1 5 1 d r l 9 9 . 2 8 - 0  . 7 2 2 . 3 1 9 2 . 4 2 9
b o o t 1 0 3 . 3 1 3 . 3 1 2 . 9 7 1  4 . 4 4 9 b o o t 1 0 3 . 5 7 3 . 5 7 2 . 4 0 9 4 . 3 0 7
a c l 1 0 0 . 5 5 0 . 5 5 3 . 6 6 2  3 . 7 0 3 a c l 1 0 0 . 2 8 0 . 2 8 2 . 6 8 2 2 . 6 9 6
a c 2 9 9 . 8 0 - 0 . 2 0 3 . 6 0 9  3 . 6 1 4 a c 2 9 9 . 8 6 - 0 . 1 4 2 . 6 6 0 2 . 5 6 4
a c 3 9 9 . 9 1 - 0 . 0 9 3 . 6 3 5  3 . 6 3 6 a c 3 9 9 . 9 0 - 0 . 1 0 2 . 6 6 5 2 . 6 6 7
0 1 0 6 . 9 2 6 . 9 2 3 . 4 4 2  7 . 7 3 0 0 1 0 6 . 2 4 6 . 2 4 2 . 7 8 1 6 . 8 3 5
c a l 1 0 8 . 5 0 8 . 5 0 3 . 8 7 3  9 . 3 4 1 c a l 1 0 6 . 9 7 6 . 9 7 2 . 9 9 5 7 . 5 8 9
c a 2 1 0 8 . 3 0 8 . 3 0 3 . 8 2 1  9 . 1 4 0 c a 2 1 0 6 . 8 8 6 . 8 8 2 . 9 8 5 7 . 5 0 3
c a 3 1 0 8 . 3 3 8 . 3 3 3 . 8 3 1  9 . 1 6 4 c a 3 1 0 6 . 8 9 6 . 8 9 2 . 9 9 2 7 . 5 1 3
p o j a c 1 0 5 . 8 3 5 . 8 3 9 . 4 2 7  1 1 . 0 8 4 p o j a c 1 0 0 . 9 2 0 . 9 2 7 . 6 2 0 7 . 6 7 5
j a c l 1 0 8 . 8 1 8 . 8 1 4 . 5 0 6  9 . 9 0 0 j a c l 1 0 7  . 2 8 7 . 2 8 3 . 6 3 4 8 . 1 4 0
j a c s e q 1 0 8 . 8 0 8 . 8 0 5 . 8 1 4  1 0 . 5 4 6 j a c s e q 1 0 7  . 2 1 7 . 2 1 3 . 7 1 6 8 . 1 1 4
j a c i n t 1 0 8  . 8 8 8 . 8 8 5 . 2 3 4  1 0 . 3 1 1 j a c i n t 1 0 7 . 2 5 7 . 2 5 3 . 6 4 7 8 . 1 1 9
P r ( i n f  m l e ) m e a n j a c k n i f e a r d e r  =  0 . 0 0 0 ,  1 . 0 2 3 P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  =  0 . 0 0 0 , 1 . 0 0 6
c ,  c h l ,  c h 2 c h 3  = 0 . 9 5 3 ,  0 . 9 4 7  , 0 . 9 5 3  , 0 . 9 5 2 c ,  c h l , c h 2 c h 3  = 0 . 9 7 2 ,  0 . 9 6 8  , 0 . 9 7 2 , 0 . 9 7 1
c v h l , c v h 2 , c v h 3  = 0 . 2 5 2 2 1 1 0 . 2 3 7 9 7 3 ,  0 . 2 3 9 8 1 4 c v h l , c v h 2 , c v h 3  = 0 . 2 6 3 4 3 9 0 . 2 5 5 6 5 1 ,  0 . 2 5 6 5 9 5
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Table 3.5.2e
N = 1 0 0  : p  ~ B e t a ( a l p h a , b e t a )  : E ( p )  = 0 . 1 2  : s q r t [ V a r ( p ) ] / E ( p )  = 0 . 5 5
a l p h a  = 2 . 7 8 9 1  ; b e t a  = 2 0 . 4 5 3 3  : Numbe r  o f  s i m u l a t i o n s  = 1 0 0 0
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s 1 0
E s t i m a t o r m e a n b i a s s  . d . r m s e E s t i m a t o r b i a s s . d .
X 4 4 . 3 8 - 5 5 . 6 2 4 . 9 5 7 5 5 . 8 3 8 X 6 6 . 1 9 - 3 3 . 8 1 4 . 6 6 7 3 4 . 1 3 2
m l e 8 2 . 2 9 - 1 7 . 7 1 1 8 . 9 7 3 2 5 . 9 5 5 8 4 . 0 8 - 1 5 . 9 2 7 . 6 9 6 1 7 . 6 8 7
d r l 9 9  . 8 6 - 0 . 1 4 2 4 . 8 1 7 2 4 . 8 1 7 d r l 9 1 . 6 9 - 8  . 3 1 9 . 0 4 1 1 2  . 2 8 1
b o o t 5 5 . 5 9 - 4 4  . 4 1 6 . 2 5 0 4 4 . 8 4 9 b o o t 7 9  . 9 7 - 2 0 . 0 3 5 . 7 5 4 2 0 . 8 4 3
a c l 1 1 7 . 3 2 1 7 . 3 2 3 6 . 3 5 7 4 0 . 2 7 3 a c l 9 9 . 8 0 - 0 . 2 0 1 3  . 1 5 6 1 3 . 1 5 8
a c 2 9 0 . 3 6 - 9  . 6 4 2 6 . 6 8 8 2 8 . 3 7 7 a c 2 92  . 8 7 - 7 . 1 3 1 1 . 9 7 7 1 3  . 9 4 0
a c 3 9 5 . 6 4 - 4 . 3 6 2 9 . 8 3 8 3 0 . 1 5 5 a c 3 9 4 . 0 2 - 5 . 9 8 1 2 . 2 0 0 1 3 . 5 8 9
0 6 0 . 7 4 - 3 9 . 2 6 6 . 8 8 1 3 9 . 8 5 8 0 8 6 . 3 3 - 1 3 . 6 7 6 . 3 6 4 1 5 . 0 7 4
c a l 1 0 5 . 5 9 5 . 5 9 2 5 . 2 7 5 2 5 , 8 8 7 c a l 1 0 2 . 0 0 2 . 0 0 9 . 9 2 6 1 0 . 1 2 5
c a 2 9 2  . 8 5 - 7 . 1 5 2 1 . 0 1 8 2 2  . 2 0 2 c a 2 9 9  . 2 4 - 0 . 7 6 9 . 4 5 7 9 . 4 8 7
c a 3 9 5 . 1 9 - 4 . 8 1 2 1 . 7 0 0 2 2  . 2 2 7 c a 3 9 9  . 6 9 - 0 . 3 1 9 . 5 1 9 9 . 5 2 4
p o j a c 9 5 . 0 2 - 4 . 9 8 1 2 . 3 9 2 1 3  . 3 5 4 p o j a c 1 1 6  . 7 7 1 6 . 7 7 1 2 . 5 0 3 2 0 . 9 2 0
j a c l 6 9 . 7 8 - 3 0 . 2 2 8 . 1 1 7 3 1 . 2 8 6 j a c l 9 5 . 6 7 - 4  . 3 3 7 . 6 1 2 8 . 7 5 9
j a c s e q 9 4 . 6 0 - 5 . 4 0 1 5 . 2 2 0 1 6 . 1 5 0 j a c s e q 1 0 6 . 0 2 6 . 0 2 1 5 . 6 2 9 1 6 . 7 4 9
j a c i n t 9 0 . 4 1 - 9 . 5 9 1 4  . 8 9 0 1 7 . 7 1 3 j a c i n t 9 9 . 7 4 - 0 . 2 6 1 2 . 5 8 4 1 2 . 5 8 7
P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  =  0 . 0 0 0 , 3 . 5 2 4 P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 6 9 3
c , c h l , c h 2 c h 3  = 0 . 5 4 1 ,  0 . 4 6 3  , 0 . 5 4 7 , 0 . 5 2 9 c , c h l , c h 2 c h 3  = 0 . 7 6 4 ,  0 . 7 2 5  , 0 . 7 6 2 , 0 . 7 5 5
c v h l , c v h 2 , c v h 3  = 0 . 4 3 2 8 9 1 0 . 1 9 3 8 4 9 ,  0 . 2 4 2 7 3 5 c v h l , c v h 2 , c v h 3  = 0 . 3 7 6 6 4 7 0 . 2 9 2 6 0 8 ,  0 . 3 0 6 8 4 5
N u m b e r  o f  s a m p l i n g  o c c a s i o n s 1 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  =  . . . . 2 0
E s t i m a t o r b i a s s . d . r m s e E s t i m a t o r b i a s S . d . r m s e
7 7  . 5 5 - 2 2 . 4 5 4 . 1 8 2 2 2 . 8 3 2 8 4 . 1 7 - 1 5 . 8 3 3 . 6 0 8 1 6 . 2 3 1
m l e 8 6 . 6 0 - 1 3 . 4 0 5 . 4 4 7 1 4 . 4 6 7 m l e 8 8 . 7 6 - 1 1 . 2 4 4 . 1 2 5 1 1 . 9 7 0
d r l 9 1 . 9 9 - 8 . 0 1 6 . 2 3 6 1 0 . 1 5 3 d r l 9 3  . 0 9 - 6 . 9 1 4 . 6 2 3 8 . 3 1 4
b o o t 9 0 . 5 2 - 9 . 4 8 5 . 0 9 4 1 0 . 7 6 1 b o o t 9 5 . 5 4 - 4 . 4 6 4 . 3 1 6 6 . 2 0 9
a c l 9 8 . 4 5 - 1 . 5 5 9 . 0 5 5 9 . 1 8 7 a c l 9 8 . 3 9 - 1 . 6 1 6 . 3 7 2 6 . 5 7 2
a c 2 9 5 . 7 4 - 4 . 2 6 8 .  6 9 5 9 . 6 8 3 a c 2 9 7  . 1 0 - 2 . 9 0 6 . 2 5 3 6 . 8 9 4
a c 3 9 6 . 1 1 - 3 . 8 9 8 . 7 4 8 9 . 5 7 2 a c 3 9 7 . 2 6 - 2  . 7 4 6 . 2 8 3 6 . 8 5 6
0 9 6 . 3 0 - 3 . 7 0 5 . 6 5 5 6 . 7 5 6 0 1 0 0 . 4 2 0 . 4 2 4 . 8 0 4 4 . 8 2 2
c a l 1 0 3 . 2 8 3 . 2 8 7 . 2 6 5 7 . 9 7 2 c a l 1 0 3 . 8 6 3 . 8 6 5 . 5 8 6 6 . 7 9 3
c a 2 1 0 2 . 3 7 2 . 3 7 7 . 1 1 6 7 . 5 0 1 c a 2 1 0 3 . 5 1 3 . 5 1 5 . 5 2 9 6 . 5 4 9
c a 3 1 0 2 . 5 2 2 . 5 2 7 . 1 2 2 7 . 5 5 6 c a 3 1 0 3 . 5 6 3 . 5 6 5 . 5 4 5 6 . 5 9 1
p o j a c 1 1 6 . 4 6 1 6 . 4 6 1 2  . 2 5 8 2 0 . 5 2 0 p o j a c 1 1 2 . 3 4 1 2  . 3 4 1 0 . 9 6 3 1 6 . 5 1 0
j a c l 1 0 3 . 3 9 3 . 3 9 7 . 0 0 0 7 . 7 7 7 j a c l 1 0 5 . 6 4 5 . 6 4 6 . 0 8 2 8 . 2 9 2
j a c s e q 1 0 6 . 5 6 6 . 5 6 1 2 . 0 2 6 1 3  . 7 0 0 j a c s e q 1 0 5 . 4 9 6 . 4 9 8 . 2 3 9 1 0 . 4 9 1
j a c i n t 1 0 4 . 5 0 4 . 5 0 9 . 1 6 5 1 0 . 2 0 9 j a c i n t 1 0 5 . 9 6 5 . 9 6 6 . 8 2 5 9 . 0 5 8
P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 2 1 5 P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 0 6 4
c ,  c h l ,  c h 2 c h 3  - 0 . 8 6 3 ,  0 . 8 4 4  , 0 . 8 6 2 , 0 . 8 5 9 c , c h l , c h 2 c h 3  = 0 . 9 1 4 ,  0 . 9 0 5  , 0 . 9 1 4 , 0 . 9 1 3
c v h l , c v h 2 , c v h 3  = 0 . 4 0 9 2 3 2 0 . 3 7 6 2 6 4 ,  0 . 3 8 1 2 2 7 c v h l , c v h 2 , c v h 3  = 0 . 4 4 0 1 8 6 0 . 4 2 5 1 0 2 ,  0 . 4 2 7 0 4 3
N u m b e r  o f  s a m p l i n g o c c a s i o n s t  — . . . . 2 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s 3 0
E s t i m a t o r m e a n b i a s s . d . r m s e E s t i m a t o r b i a s s . d .
8 8 . 4 6 - 1 1 . 5 4 3 . 1 8 3 1 1 . 9 7 2 9 1 . 2 2 - 8 . 7 8 2 . 8 8 9 9 . 2 4 1
m l e 9 0 . 7 2 - 9 . 2 8 3 . 3 7 2 9 . 8 6 9 m l e 9 2  . 2 4 - 7 . 7 6 2 . 9 8 9 8  . 3 1 7
d r l 9 4 . 2 8 - 5 . 7 2 3 . 7 2 6 6 . 8 2 5 d r l 9 5 . 1 9 - 4 . 8 1 3 . 2 1 9 5 . 7 8 8
b o o t 9 8 . 2 1 - 1 . 7 9 3 . 7 6 0 4 . 1 6 3 b o o t 9 9 . 5 2 - 0 . 4 8 3 . 3 8 4 3 . 4 1 8
a c l 9 8 . 7 8 - 1 . 2 2 5 . 0 8 2 5 . 2 2 6 a c l 9 8 . 9 6 - 1 . 0 4 4 . 2 0 8 4 . 3 3 5
a c 2 9 8 . 0 9 - 1 . 9 1 5 . 0 4 7 5 . 3 9 8 a c 2 9 8 . 5 5 - 1 . 4 5 4 . 2 0 3 4 . 4 4 7
a c 3 9 8 . 1 7 - 1 . 8 3 5 . 0 5 2 5 . 3 7 3 a c 3 9 8 . 5 9 - 1 . 4 1 4 . 1 9 8 4 . 4 2 9
0 1 0 2  . 2 8 2 . 2 8 4 . 1 8 2 4 . 7 6 3 o 1 0 2 . 8 5 2 . 8 5 3 . 7 5 0 4 . 7 0 8
c a l 1 0 4 . 1 2 4 . 1 2 4 . 6 1 1 6 . 1 8 2 c a l 1 0 3 . 8 9 3 . 8 9 3 . 9 7 5 5 .  5 6 1
c a 2 1 0 3  . 9 4 3 . 9 4 4 . 6 0 1 6 . 0 5 7 c a 2 1 0 3 . 8 1 3 . 8 1 3 . 9 7 1 5 . 5 0 0
c a 3 1 0 3 . 9 6 3 . 9 6 4 . 5 9 9 6 . 0 7 1 c a 3 1 0 3 . 8 1 3 . 8 1 3 . 9 6 8 5 . 5 0 2
p o j a c 1 0 8  . 7 2 8 . 7 2 9 . 8 7 4 1 3 . 1 7 5 p o j a c 1 0 5 . 6 9 5 . 6 9 8 . 8 0 6 1 0 . 4 8 6
j a c l 1 0 5 . 7 2 5 . 7 2 5 . 2 6 1 7 . 7 6 9 j a c l 1 0 5 . 5 4 5 . 5 4 4 . 4 6 9 7 . 1 2 0
j a c s e q 1 0 6  . 1 7 6 . 1 7 7 . 3 0 2 9 . 5 6 3 j a c s e q 1 0 5 . 8 9 5 . 8 9 6 . 7 1 1 8 . 9 2 6
j a c i n t 1 0 5  . 9 9 5 . 9 9 6 . 3 5 8 8 . 7 3 5 j a c i n t 1 0 5 . 8 0 5 . 8 0 5 . 8 3 0 8 . 2 2 2
P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 0 3 4 P r ( i n f  m l e ) m e a n  j a c k n i f e o r d e r  = 0 . 0 0 0 ,  1 . 0 2 6
c ,  c h l ,  c h 2 c h 3  = 0 . 9 4 4 ,  0 . 9 3 8  , 0 . 9 4 4 , 0 . 9 4 3 c , c h l , c h 2 c h 3  = 0 . 9 6 1 ,  0 . 9 5 9  , 0 . 9 6 2 , 0 . 9 6 1
c v h l , c v h 2 , c v h 3  = 0 . 4 6 1 7 1 1 0 . 4 5 4 0 7 5 ,  0 . 4 5 4 9 5 5 c v h l , c v h 2 , c v h 3  = 0 . 4 7 8 0 4 0 0 . 4 7 3 6 8 9 ,  0 . 4 7 4 1 4 1
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Table 3.5 
N = 100 : alpha =
. 2 f
p ~  Beta{alpha,beta) : E(p) = 0.12 : sqrt[Var(p)]/E(p) =  0.80 1.2550 : beta = 9.2033 : Number of simulations =  1000
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 1 0
E s t i m a t o r b i a s s . d . E s t i m a t o r m e a n b i a s s . d .
X 4 1 . 4 1 - 5 8 . 5 9 4 . 9 0 7 5 8 . 7 9 4 5 9  . 9 2 - 4 0 . 0 8 4 . 8 2 2 4 0  . 3 6 9
m l e 6 5 . 6 7 - 3 4  . 3 3 1 2 . 9 6 7 3 6 . 6 9 4 m l e 7 1 . 0 2 - 2 8 . 9 8 6 . 6 9 9 2 9 . 7 4 2
d r l 7 9 . 6 3 - 2 0 . 3 7 1 7 . 1 7 9 2 6 . 5 4 7 d r l 7 8 . 4 9 - 2 1 . 5 1 7 . 9 1 6 2 2  . 9 2 0
b o o t 5 1 . 2 6 - 4 8 . 7 4 6 . 1 5 5 4 9 . 1 3 2 b o o t 7 1 . 5 7 - 2 8 . 4 3 5 . 8 3 4 2 9 . 0 2 6
a c l 9 4 . 8 2 - 5 . 1 8 2 6 . 9 8 4 2 7 . 4 7 7 a c l 8 8 . 6 4 - 1 1 . 3 6 1 2 . 3 0 3 1 6 . 7 4 6
a c 2 7 5 . 0 8 - 2 4 . 9 2 2 0 . 9 4 2 3 2 . 5 5 5 a c 2 8 3  . 5 7 - 1 6 . 4 3 1 1 . 4 6 1 2 0 . 0 3 0
a c 3 8 0 . 3 1 - 1 9 . 6 9 2 3  . 8 7 0 3 0 . 9 4 1 a c 3 8 4 . 5 1 - 1 5 . 4 9 1 1 . 6 3 0 1 9 . 3 6 8
O 5 5 . 6 9 - 4 4 . 3 1 6 . 7 5 4 4 4 . 8 2 2 0 7 6 . 9 5 - 2 3 . 0 5 6 . 3 8 7 2 3 . 9 1 9
c a l 8 4 . 8 6 - 1 5 . 1 4 1 7 . 7 5 4 2 3 . 3 3 3 c a l 8 7 . 6 5 - 1 2 . 3 5 8 . 8 2 0 1 5 . 1 7 8
c a 2 7 6 . 2 7 - 2 3 . 7 3 1 5 . 2 9 9 2 8 . 2 3 4 c a 2 8 5 . 8 6 - 1 4 . 1 4 8 . 5 0 8 1 6 . 5 0 6
c a 3 7 8 . 4 7 - 2 1 . 5 3 1 6 . 0 4 5 2 6 . 8 5 3 c a 3 8 6 . 1 8 - 1 3 . 8 2 8 . 5 6 7 1 6 . 2 6 1
p o j a c 8 4 . 4 9 - 1 5 . 5 1 1 2 . 0 7 2 1 9 . 6 5 3 p o j a c 1 0 2 . 3 5 2 . 3 5 1 1 . 9 6 5 1 2 . 1 9 3
j a c l 63  . 4 2 - 3 6 . 5 8 7 . 9 7 7 3 7 . 4 4 0 j a c l 8 4 . 8 0 - 1 5 . 2 0 7 . 4 9 0 1 6 . 9 4 8
j a c s e q 8 2  . 4 8 - 1 7 . 5 2 1 5 . 0 6 0 2 3 . 1 0 6 j a c s e q 93  . 7 7 - 6 . 2 3 1 5 . 0 5 5 1 6 . 2 9 3
j  a c i n t 7 8 . 5 8 - 2 1 . 4 2 1 5 . 0 4 6 2 6  . 1 7 6 j a c i n t 8 8 . 7 5 - 1 1 . 2 5 1 2 . 3 9 6 1 6 . 7 3 7
P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 3 . 1 9 1 P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 6 6 4
c , c h l , c h 2 c h 3  = 0 . 6 0 2 ,  0 5 3 4  , 0 . 6 2 0 0 . 5 9 5 c , c h l , c h 2 c h 3  = 0 . 7 9 4 ,  0 7 6 6  , 0 . 7 9 7 , 0 . 7 9 1
c v h l , c v h 2 , c v h 3  = 0 . 4 7 7 0 4 4 0 . 2 6 3 9 1 2 ,  0 . 3 2 4 1 2 1 c v h l , c v h 2 , c v h 3  = 0 . 4 9 4 6 3 8 0 . 4 3 7 8 8 4 ,  0 . 4 4 9 1 4 3
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 1 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 2 0
E s t i m a t o r b i a s s  . d . E s t i m a t o r b i a s s . d . r m s e
7 0 . 3 6 - 2 9 . 6 4 4 . 5 6 9 2 9 . 9 9 0 X 7 6 . 1 6 - 2 3 . 8 4 4 . 3 7 2 2 4  . 2 3 8
m l e 7 5 . 7 7 - 2 4 . 2 3 5 . 3 4 4 2 4 . 8 1 4 m l e 7 8 . 8 1 - 2 1 . 1 9 4 . 6 9 8 2 1 . 7 0 2
d r l 8 1 . 7 7 - 1 8 . 2 3 6 . 1 4 4 1 9 . 2 4 1 d r l 83  . 8 6 - 1 6 . 1 4 5 . 2 6 5 1 6 . 9 7 9
b o o t 8 1 . 5 9 - 1 8 . 4 1 5 . 4 6 3 1 9 . 1 9 9 b o o t 8 6 . 4 3 - 1 3 . 5 7 5 . 1 3 7 1 4 . 5 0 7
a c l 9 1 . 2 6 - 8 . 7 4 9 . 4 4 9 1 2 . 8 7 3 a c l 9 2 . 7 7 - 7 . 2 3 7 . 9 1 7 1 0 . 7 2 4
a c 2 8 9 . 2 1 - 1 0 . 7 9 9 . 1 2 8 1 4 . 1 3 6 a c 2 9 1 . 7 3 - 8 . 2 7 7 . 7 9 8 1 1 . 3 6 9
a c 3 8 9  . 5 1 - 1 0 . 4 9 9 . 1 7 3 1 3 . 9 3 8 a c 3 9 1 . 8 4 - 8 . 1 6 7 . 8 0 6 1 1 . 2 8 9
0 8 6 . 7 0 - 1 3 . 3 0 6 . 0 0 5 1 4 . 5 8 8 O 9 1 . 0 3 - 8 . 9 7 5 . 6 2 4 1 0 . 5 8 9
c a l 9 1 . 9 7 - 8 . 0 3 7 . 1 9 8 1 0  . 7 8 4 c a l 9 3  . 9 9 - 6 . 0 1 6 . 2 7 1 8 . 6 8 6
c a 2 9 1 . 3 6 - 8 . 6 4 7 . 1 0 2 1 1 . 1 8 2 c a 2 9 3  . 7 2 - 6 . 2 8 6 . 2 3 1 8 .  8 4 4
c a 3 9 1 . 4 6 - 8 . 5 4 7 . 1 1 6 1 1 . 1 1 6 c a 3 9 3 . 7 5 - 6 . 2 5 6 . 2 2 9 8 . 8 2 4
p o j a c 1 0 6 . 2 6 6 . 2 6 1 1 . 8 5 5 1 3 . 4 0 6 p o j a c 1 0 5 . 6 4 5 .  64 1 1 . 3 2 7 1 2 . 6 5 3
j a c l 9 3 . 2 9 - 6 . 7 1 7 . 1 1 9 9 . 7 8 4 j a c l 9 6 . 5 0 - 3 . 5 0 6 . 8 6 0 7 . 7 0 2
j a c s e q 9 7 . 8 1 - 2  . 1 9 1 3 . 2 0 0 1 3 . 3 8 0 j a c s e q 9 9  . 1 4 - 0 . 8 6 1 1 . 7 7 3 1 1 . 8 0 5
j a c i n t 9 5 . 2 5 - 4 . 7 5 1 0 . 5 1 2 1 1 . 5 3 4 j a c i n t 9 7 . 6 8 - 2 . 3 2 9 . 2 1 7 9 . 5 0 4
P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 3 2 1 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 1 9 1
c , c h l , c h 2 c h 3  = 0 . 8 7 7 ,  0 . 8 6 2  , 0 . 8 7 5 , 0 . 8 7 3 c ,  c h l ,  c h 2 c h 3  = 0 . 9 1 7 ,  0 9 0 9  , 0 . 9 1 6 , 0 . 9 1 6
c v h l , c v h 2 , c v h 3  = 0 . 5 5 2 5 4 6 0 . 5 3 2 7 7 9 ,  0 . 5 3 5 8 8 4 c v h l , c v h 2 , c v h 3  = 0 . 5 9 6 8 1 7 0 . 5 8 7 2 0 9 ,  0 . 5 8 8 4 3 3
N u m b e r  o f  s a m p l i n g D c c a s i o n s t  — . . . . 2 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 3 0
E s t i m a t o r b i a s s . d . r m s e E s t i m a t o r b i a s s . d .
8 0 . 5 4 - 1 9 . 4 6 4 . 0 5 5 1 9 . 8 7 9 X 8 3 . 6 1 - 1 6 . 3 9 3 . 7 3 9 1 6 . 8 1 5
m l e 8 1 . 6 7 - 1 8 . 3 3 4 . 2 0 2 1 8 . 8 0 2 m l e 8 3  . 9 4 - 1 6 . 0 6 3 . 8 1 7 1 6 . 5 1 2
d r l 8 5 . 8 4 - 1 4 . 1 6 4 . 5 6 8 1 4 . 8 7 9 d r l 8 7  . 5 5 - 1 2 . 4 5 4 . 0 6 7 1 3 . 1 0 2
b o o t 8 9 . 5 9 - 1 0 . 3 1 4 . 6 8 6 1 1 . 3 2 5 b o o t 9 1 . 8 6 - 8 . 1 4 4 . 2 8 9 9 . 1 9 8
a c l 9 3 . 8 2 - 6 . 1 8 6 , 7 3 9 9 . 1 4 3 a c l 9 4  . 8 8 - 5 . 1 2 5 . 8 2 1 7 . 7 5 5
a c 2 9 3  . 2 7 - 6 . 7 3 6 . 6 6 1 9 . 4 7 1 a c 2 9 4 . 5 4 - 5 . 4 6 5 . 7 6 7 7 . 9 4 0
a c 3 9 3  . 3 3 - 6 . 6 7 6 . 6 5 7 9 . 4 2 6 a c 3 9 4  . 5 8 - 5 . 4 2 5 . 7 7 4 7 . 9 2 2
O 9 3  . 6 9 - 6 . 3 1 5 . 1 4 9 8 . 1 4 2 O 9 5 . 4 2 - 4 . 5 8 4 . 6 4 3 6 . 5 2 3
c a l 9 5 . 4 3 - 4 . 5 7 5 . 5 1 0 7  . 1 5 9 c a l 9 6 . 5 3 - 3 . 4 7 4 . 9 0 0 6 . 0 0 4
c a 2 9 5 . 2 8 - 4 . 7 2 5 . 4 8 5 7  . 2 3 4 c a 2 9 6 . 4 6 - 3 . 5 4 4 . 8 9 3 6 . 0 3 8
c a 3 9 5 . 3 0 - 4 . 7 0 5 . 4 9 6 7  . 2 3 0 c a 3 9 6 . 4 7 - 3 . 5 3 4 . 8 9 2 6 . 0 3 5
p o j a c 1 0 4 . 2 4 4 . 2 4 1 0 . 1 9 2 1 1 . 0 3 7 p o j a c 1 0 3 . 3 0 3 . 3 0 9 . 2 4 3 9 . 8 1 2
j a c l 9 7 . 8 4 - 2 . 1 6 6 . 0 9 6 6 . 4 6 7 j a c l 9 8 . 9 9 - 1 . 0 1 5 . 2 9 1 5 . 3 8 6
j a c s e q 9 9 . 2 0 - 0 . 8 0 9 . 5 9 6 9 . 6 2 9 j a c s e q 9 9 . 9 8 - 0 . 0 2 8 . 0 4 4 8 . 0 4 4
j a c i n t 9 8 . 5 3 - 1 . 4 7 8 . 0 8 3 8 . 2 1 6 j a c i n t 9 9 . 4 9 - 0 . 5 1 6 . 4 9 5 6 . 5 1 5
P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 0 9 7 P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 0 7 2
c ,  c h l ,  c h 2 c h 3  = 0 . 9 4 2 ,  0 . 9 3 9  , 0 . 9 4 3 , 0 . 9 4 2 c , c h l , c h 2 c h 3  = 0 . 9 5 7 ,  0 . 9 5 5  , 0 . 9 5 8 , 0 . 9 5 8
c v h l , c v h 2 , c v h 3  = 0 . 6 2 2 4 3 3 0 . 6 1 7 2 1 7 ,  0 . 6 1 7 7 6 7 c v h l , c v h 2 , c v h 3  = 0 . 6 4 6 1 5 0 0 . 6 4 2 9 2 8 ,  0 . 6 4 3 2 1 8
I l l
Table 3.5 
N = 100 : alpha =
. 2q
p -  Beta(alpha,beta) : E (p) = 0.20 ; sqrt[Var(p)]/ E (p) 8.6889 : beta = 34.7556 : Number of simulations = 1000= 0.30
N u m b e r  o f  s a m p l i n g  o c c a s i o n s , t  = . . . .  5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s , t = . . . .  1 0
E s t i m a t o r b i a s S . d . r m s e E s t i m a t o r b i a s s . d .
X 6 5 . 2 5 - 3 4 . 7 5 4 . 8 5 2 3 5  . 0 9 1 X 8 6 . 6 5 - 1 3  . 3 5 3 . 4 2 3 1 3  . 7 8 6
m l e 9 3 . 5 3 - 6 . 4 7 1 1 . 0 5 0 1 2  . 8 0 4 m l e 9 5 . 4 9 - 4  . 5 1 4 . 2 8 3 6 . 2 1 9
d r l 1 0 8 . 3 8 8 . 3 8 1 4 . 5 1 4 1 6 . 7 6 2 d r l 1 0 0 . 2 5 0 . 2 5 4 . 9 4 5 4 . 9 5 1
b o o t 7 9 . 5 1 - 2 0 . 4 9 6 . 0 6 7 2 1 . 3 6 7 b o o t 9 9  . 4 6 - 0 . 5 4 4 . 0 8 4 4 . 1 2 0
a c l 1 1 9 . 7 5 1 9 . 7 5 2 1 . 1 0 4 2 8 . 9 0 5 a c l 1 0 3 . 0 8 3 . 0 8 6 . 2 8 2 6 . 9 9 7
a c 2 9 6 . 0 8 - 3 . 9 2 1 5 . 4 6 2 1 5 . 9 5 3 a c 2 9 8 . 6 4 - 1 . 3 6 5 . 8 2 5 5 . 9 8 1
a c 3 1 0 2 . 1 2 2 . 1 2 1 7  . 7 9 0 1 7 . 9 1 6 a c 3 9 9 . 7 2 - 0 . 2 8 5 . 9 2 3 5 . 9 3 0
0 8 5 . 8 3 - 1 4  . 1 7 6 . 6 5 1 1 5 . 6 4 9 0 1 0 4 . 8 1 4 . 8 1 4 . 5 4 7 6 . 6 2 1
c a l 1 1 6 . 1 6 1 6  . 1 6 1 5 . 1 2 9 2 2  . 1 3 4 c a l 1 1 0 . 8 6 1 0 . 8 6 5 . 7 5 2 1 2  . 2 9 4
c a 2 1 0 5  . 2 5 5 . 2 5 12  . 9 7 9 1 3  . 9 9 9 c a 2 1 0 9 . 3 1 9 . 3 1 5 . 5 4 1 1 0 . 8 3 8
c a 3 1 0 8 . 1 2 8 . 1 2 1 3 . 5 9 4 1 5 . 8 3 4 c a 3 1 0 9 . 7 2 9 . 7 2 5 . 5 9 1 1 1 . 2 1 2
p o j a c 1 2 3 . 0 5 2 3 . 0 5 1 2 . 7 1 7 2 6 . 3 2 3 p o j a c 1 1 8 . 8 2 1 8 . 8 2 1 0 . 3 3 4 2 1 . 4 6 7
j a c l 9 6 . 2 1 - 3  . 7 9 7 . 9 1 9 8 . 7 8 0 j a c l 1 1 0 . 7 5 1 0  . 7 5 5 . 6 0 1 1 2 . 1 2 1
j a c s e q 1 1 6 . 1 1 1 6 . 1 1 1 6 . 3 7 0 2 2 . 9 6 5 j a c s e q 1 1 1 . 3 3 1 1 . 3 3 6 . 8 5 3 1 3 . 2 4 2
j a c i n t 1 1 0 . 6 0 1 0 . 6 0 1 6 . 9 3 3 1 9 . 9 7 9 j a c i n t 1 1 0 . 8 9 1 0 . 8 9 5 . 9 0 6 1 2 . 3 9 0
P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 2 . 7 4 5 P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 0 4 6
c , c h l , c h 2 c h 3  = 0 6 8 7 ,  0 6 0 9  , 0 . 7 0 7 0 .  6 7 8 c , c h l , c h 2 c h 3  = 0 . 8 9 1 ,  0 8 6 5 , 0 . 8 9 5  , 0 . 8 8 8
c v h l , c v h 2 , c v h 3  = 0 . 3 7 6 7 7 8 0 . 1 3 0 8 8 9 ,  0 1 9 5 7 3 1 c v h l , c v h 2 , c v h 3  = 0 . 2 6 5 6 3 6 0 . 1 9 0 8 2 0 ,  0 . 2 0 9 2 3 5
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  -  . . . .  1 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t = . . . .  2 0
E s t i m a t o r m e a n b i a s s  . d . r m s e E s t i m a t o r b i a s s  . d .
X 9 4 . 3 1 - 5 . 6 9 2 . 3 0 6 6 . 1 4 1 X 9 7 . 3 4 - 2 . 6 6 1 . 5 8 1 3 . 0 9 3
m l e 9 6 . 9 2 - 3 . 0 8 2 . 5 0 6 3 . 9 6 8 m l e 9 7  . 8 8 - 2  . 1 2 1 . 6 7 4 2 . 6 9 8
d r l 9 9 . 4 8 - 0 . 5 2 2 . 8 0 3 2 . 8 5 2 d r l 9 9 . 4 5 - 0  . 5 5 1 . 8 0 9 1 . 8 8 9
b o o t 1 0 3 . 2 4 3 . 2 4 2 . 7 7 8 4 . 2 6 8 b o o t 1 0 3 . 1 5 3 . 1 5 1 . 9 5 4 3 . 7 0 8
a c l 1 0 0 . 9 1 0 . 9 1 3 . 3 7 1 3 . 4 9 2 a c l 1 0 0 . 2 1 0 . 2 1 2 . 0 8 5 2 . 0 9 5
a c 2 9 9 . 6 3 - 0 . 3 7 3 . 3 0 7 3 . 3 2 7 a c 2 9 9  . 7 8 - 0 . 2 2 2 . 0 7 5 2 . 0 8 7
a c 3 9 9  . 9 2 - 0 . 0 8 3 . 3 3 0 3 . 3 3 1 a c 3 9 9 . 8 7 - 0 . 1 3 2 . 0 7 5 2 . 0 7 9
0 1 0 6 . 6 1 6 . 6 1 3 . 1 6 9 7 . 3 2 6 0 1 0 5 . 1 2 5 . 1 2 2 . 2 7 4 5 . 5 9 9
c a l 1 0 8 . 0 7 8 . 0 7 3 . 5 3 7 8 . 8 0 9 c a l 1 0 5 . 5 2 5 . 5 2 2 . 4 1 5 6 . 0 2 9
c a 2 1 0 7 . 7 8 7 . 7 8 3 . 5 1 8 8 . 5 3 6 c a 2 1 0 5  . 4 5 5 . 4 5 2 . 4 0 3 5 . 9 5 3
c a 3 1 0 7 . 8 4 7 . 8 4 3 . 5 1 5 8 . 5 9 6 c a 3 1 0 5 . 4 5 5 . 4 5 2 . 4 1 0 5 . 9 6 3
p o j a c 1 0 5 . 6 0 5 .  6 0 8 . 5 7 8 1 0  . 2 4 4 p o j a c 9 8 . 6 5 - 1 . 3 5 6 . 6 8 1 6 . 8 1 5
j a c l 1 0 8 . 6 4 8 . 6 4 4 . 3 3 5 9 . 6 6 6 j a c l 1 0 5 . 5 4 5 . 5 4 , 2 . 9 7 0 6 . 2 8 7
j a c s e q 1 0 8 . 3 6 8 . 3 6 4 . 8 7 3 9 . 6 7 8 j a c s e q 1 0 5 . 5 4 5 . 5 4 2 . 9 7 0 6 . 2 8 7
j a c i n t 1 0 8 . 5 8 8 . 5 8 4 . 3 9 7 9 . 6 4 5 j a c i n t 1 0 5 . 5 4 5 . 5 4 2 . 9 7 0 6 . 2 8 7
P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 1 . 0 2 8 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 0 0 0
c , c h l , c h 2 c h 3  = 0 9 5 8 ,  0 9 4 8  , 0 . 9 5 9 0 . 9 5 6 c , c h l , c h 2 c h 3  = 0 . 9 8 2 ,  0 . 9 7 9 , 0 . 9 8 3 0 . 9 8 2
c v h l , c v h 2 , c v h 3  = 0 2 6 6 2 7 1 0 . 2 4 1 7 1 5 ,  0 2 4 7 3 7 1 c v h l , c v h 2 , c v h 3  = 0 . 2 7 2 0 1 6 0 . 2 6 3 3 0 8 ,  0 2 6 5 1 1 5
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . .  2 5 N u m b e r  o f  s a m p l i n g o c c a s i o n s t = . . . .  3 0
E s t i m a t o r b i a s s . d . E s t i m a t o r m e a n b i a s s . d .
9 8 . 7 6 - 1 . 2 4 1 . 1 2 0 1 . 6 7 0 9 9  . 3 5 - 0 . 6 5 0 . 8 4 6 1 . 0 7 0
m l e 9 8 . 7 6 - 1 . 2 4 1 . 1 2 0 1 . 6 7 0 m l e 9 9 . 3 5 - 0 , 6 5 0 . 8 4 6 1 . 0 7 0
d r l 9 9 . 7 3 - 0 . 2 7 1 . 2 2 2 1 . 2 5 1 d r l 9 9 . 7 7 - 0  . 2 3 0 . 9 9 8 1 . 0 2 5
b o o t 1 0 2 . 5 2 2 . 5 2 1 . 4 1 0 2 . 8 8 9 b o o t 1 0 1 . 8 1 1 . 8 1 1 . 1 3 7 2 . 1 4 1
a c l 1 0 0 . 1 4 0 . 1 4 1 . 3 9 2 1 . 3 9 9 a c l 1 0 0 . 0 7 0 . 0 7 1 . 0 6 5 1 . 0 6 8
a c 2 9 9  . 9 8 - 0 . 0 2 1 . 3 8 1 1 . 3 8 1 a c 2 9 9  . 9 7 - 0 . 0 3 1 . 0 7 5 1 .  0 7 6
a c 3 1 0 0 . 0 1 0 . 0 1 1 . 3 9 2 1 . 3 9 2 a c 3 9 9 . 9 8 - 0 . 0 2 1 . 0 7 8 1 . 0 7 8
0 1 0 3 . 6 7 3 . 6 7 1 . 6 7 2 4 . 0 3 7 0 1 0 2 . 5 2 2 . 5 2 1 . 3 4 1 2 . 8 5 0
c a l 1 0 3 . 8 0 3 . 8 0 1 . 7 3 1 4 . 1 7 3 c a l 1 0 2 . 5 5 2 . 5 5 1 . 3 6 4 2 . 8 9 4
c a 2 1 0 3 . 7 7 3 . 7 7 1 . 7 3 2 4 . 1 5 3 c a 2 1 0 2 . 5 5 2 . 5 5 1 . 3 6 3 2 . 8 8 9
c a 3 1 0 3 . 7 8 3 . 7 8 1 . 7 3 2 4 . 1 5 9 c a 3 1 0 2 . 5 5 2 . 5 5 1 . 3 6 4 2 . 8 9 0
p o j a c 9 6 . 7 2 - 3 . 2 8 5 . 0 4 8 6 . 0 2 2 p o j a c 9 6 . 6 1 - 3  . 3 9 3 . 9 8 4 5 . 2 3 0
j a c l 1 0 3 . 4 8 3 . 4 8 2 . 3 5 4 4 . 2 0 3 j a c l 1 0 2  . 1 3 2 . 1 3 1 . 8 4 5 2 . 8 2 1
j a c s e q 1 0 3  . 4 8 3 . 4 8 2 . 3 5 4 4 . 2 0 3 j a c s e q 1 0 2  . 1 3 2 . 1 3 1 . 8 4 5 2 . 8 2 1
j a c i n t 1 0 3 . 4 8 3 . 4 8 2 . 3 5 4 4 . 2 0 3 j a c i n t 1 0 2  . 1 3 2 . 1 3 1 . 8 4 5 2 . 8 2 1
P r ( i n f  m l e ) m e a n j a c k n i f e D r d e r  = 0 . 0 0 0 1 . 0 0 0 P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 1 . 0 0 0
c , c h l , c h 2 c h B  = 0 9 9 2 ,  0 . 9 9 0  , 0 . 9 9 2 0 . 9 9 2 c , c h l , c h 2 c h 3  = 0 . 9 9 6 ,  0 . 9 9 5 , 0 . 9 9 6 0 . 9 9 6
c v h l , c v h 2 , c v h 3  = 0 2 8 2 0 8 4 0 . 2 7 8 7 5 8 ,  0 . 2 7 9 3 9 3 c v h l , c v h 2 , c v h 3  = 0 . 2 9 1 7 5 9 , 0 . 2 9 0 3 8 2 ,  0 2 9 0 6 1 7
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T a b l e  3 . 5 . 2 h
N = 1 0 0  : p  ~ B e t a ( a l p h a , b e t a )  : E ( p )  = 0 . 2 0  : s q r t [ V a r ( p ) ] / E ( p )  = 0 . 5 5
a l p h a  = 2 . 4 4 4 6  : b e t a  = 9 . 7 7 8 5  : Num ber o f  s i m u l a t i o n s  = 1 0 0 0
N u m b e r  o f  s a m p l i n g  o c c a s i o n s . t  = . . . .  5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s . t =  . . . .  1 0
E s t i m a t o r m e a n b i a s s . d . r m s e E s t i m a t o r m e a n b i a s s . d .
X 6 1 . 3 9 - 3 8 . 6 1 4 . 9 3 4 3 8 . 9 2 8 X 8 0 . 7 4 - 1 9 . 2 6 3 . 8 8 4 1 9 . 6 4 9
m l e 8 1 . 4 5 - 1 8 . 5 5 8 . 7 7 2 2 0 . 5 1 8 m l e 8 6  . 7 3 - 1 3 . 2 7 4 . 5 8 6 1 4 . 0 4 0
d r l 9 4  . 7 6 - 5 . 2 4 1 1 . 5 2 7 1 2  . 6 6 4 d r l 92  . 7 6 - 7 . 2 4 5 . 3 5 1 9 . 0 0 2
b o o t 7 4  . 0 8 - 2 5 . 9 2 5 . 9 6 2 2 6 . 5 9 5 b o o t 9 2 . 4 7 - 7 . 5 3 4 . 6 3 8 8 . 8 3 9
a c l 1 0 6  . 7 9 6 . 7 9 1 7 . 8 3 6 1 9 . 0 8 4 a c l 9 8 . 8 8 - 1 . 1 2 7 . 5 6 5 7 . 6 4 7
a c 2 8 7  . 4 7 - 1 2  . 5 3 1 3 . 9 1 9 1 8 . 7 2 7 a c 2 9 5 . 2 6 - 4 . 7 4 7 . 1 9 1 8 . 6 1 5
a c 3 9 3  . 9 4 - 6 . 0 6 1 6 . 0 9 2 1 7 . 1 9 4 a c 3 9 6 . 1 8 - 3  . 8 2 7 . 2 8 7 8 . 2 2 8
0 7 9 . 6 6 - 2 0 . 3 4 6 . 4 7 9 2 1 . 3 4 8 0 9 7 . 5 2 - 2 . 4 8 5 . 1 0 4 5 . 6 7 5
c a l 1 0 1 . 9 1 1 . 9 1 1 2 . 1 6 7 1 2 . 3 1 6 c a l 1 0 2 . 7 5 2 . 7 5 6 . 2 5 0 6 . 8 2 6
c a 2 9 3 . 9 0 - 6 . 1 0 1 0 . 6 4 3 1 2 . 2 6 8 c a 2 1 0 1 . 6 4 1 . 6 4 6 . 1 0 6 6 . 3 2 1
c a 3 9 6 . 6 1 - 3 . 3 9 1 1 . 1 9 5 1 1 . 6 9 8 c a 3 1 0 1 . 9 4 1 . 9 4 6 . 1 2 4 6 . 4 2 4
p o j a c 1 1 1 . 7 2 1 1 . 7 2 1 1 . 7 8 6 1 6 . 6 2 1 p o j a c 1 1 4 . 1 1 1 4 . 1 1 1 1 . 2 1 7 1 8 . 0 2 7
j a c l 8 8 . 7 1 - 1 1 . 2 9 7 . 5 4 6 1 3 . 5 7 6 j a c l 1 0 3 . 7 0 3 . 7 0 6 . 2 3 5 7 . 2 5 2
j a c s e q 1 0 5 . 0 2 5 . 0 2 1 4 . 9 7 6 1 5 . 7 9 6 j a c s e q 1 0 5 . 6 9 5 . 6 9 9 . 6 5 0 1 1 . 2 0 0
j a c i n t 9 9 . 9 0 - 0 . 1 0 1 5 . 1 3 9 1 5 . 1 3 9 j a c i n t 1 0 4 . 4 1 4 . 4 1 7 . 6 3 1 8 . 8 1 2
P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  =  0 . 0 0 0 , 2 . 5 8 1 P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 1 . 1 6 0
c , c h l , c h 2 c h 3  = 0 . 7 2 4 ,  0 6 5 3  , 0 . 7 4 6 0 . 7 1 1 c ,  c h l ,  c h 2 c h 3  = 0 . 8 9 4 ,  0 8 7 1 , 0 . 8 9 6 0 . 8 8 9
c v h l , c v h 2 , c v h 3  = 0 . 4 3 8 4 9 2 0 . 2 1 8 6 7 4 ,  0 2 9 6 8 0 5 c v h l , c v h 2 , c v h 3  = 0 . 4 3 4 2 3 9 0 . 3 9 1 0 1 2 ,  0 . 4 0 3 1 0 7
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . .  1 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t = . . . . 20
E s t i m a t o r b i a s s . d . r m s e E s t i m a t o r b i a s s . d .
X 8 8 . 6 5 - 1 1 . 3 5 3 . 2 0 2 1 1 . 7 9 4 X 9 2 . 6 8 - 7  . 3 2 2 . 5 3 4 7 . 7 4 5
m l e 9 0 . 3 6 - 9  . 6 4 3 . 3 9 9 1 0 . 2 1 8 m l e 9 2 . 8 8 - 7  . 1 2 2 . 6 1 1 7 . 5 8 0
d r l 9 4 . 2 1 - 5 . 7 9 3 . 7 7 0 6 . 9 0 6 d r l 9 5 . 7 6 - 4  . 2 4 2 . 7 8 3 5 . 0 7 5
b o o t 9 7  . 7 6 - 2 . 2 4 3 . 7 5 9 4 . 3 7 7 b o o t 9 9 . 7 5 - 0  . 2 5 2 . 9 3 4 2 . 9 4 4
a c l 9 8 . 4 8 - 1 . 5 2 4 . 9 0 5 5 . 1 3 4 a c l 9 9 . 0 5 - 0 . 9 5 3 . 5 6 9 3 . 6 9 4
a c 2 9 7 . 3 3 - 2  . 6 7 4 . 8 1 3 5 . 5 0 6 a c 2 9 8 . 6 2 - 1 . 3 8 3 . 5 1 2 3 . 7 7 4
a c 3 9 7 . 5 9 - 2  . 4 1 4 . 8 4 0 5 . 4 0 6 a c 3 9 8  . 69 - 1 . 3 1 3 . 5 2 0 3 . 7 5 5
0 1 0 1 . 5 0 1 . 5 0 4 . 1 7 1 4 . 4 3 2 0 1 0 2 . 5 4 2 . 5 4 3 . 3 2 2 4 . 1 8 1
c a l 1 0 3 . 1 7 3 . 1 7 4 . 5 6 1 5 . 5 5 5 c a l 1 0 3  . 2 4 3 . 2 4 3 . 5 0 0 4 . 7 6 9
c a 2 1 0 2 . 9 2 2 . 9 2 4 . 5 1 3 5 . 3 7 4 c a 2 1 0 3 . 1 6 3 . 1 6 3 . 4 9 3 4 . 7 0 8
c a 3 1 0 2 . 9 6 2 . 9 6 4 . 5 2 5 5 . 4 0 9 c a 3 1 0 3  . 1 7 3 . 1 7 3 . 4 9 7 4 . 7 2 0
p o j a c 1 0 7 , 6 1 7 . 6 1 9 . 5 2 9 1 2 . 1 9 1 p o j a c 1 0 4 . 3 4 4 . 3 4 8 . 1 5 0 9 . 2 3 3
j a c l 1 0 5 . 0 4 5 . 0 4 5 . 2 0 2 7 . 2 4 1 j a c l 1 0 4 . 5 6 4 . 5 6 4 . 0 9 3 6 . 1 2 5
j a c s e q 1 0 5 . 5 5 5 . 5 5 6 . 9 3 0 8 . 8 7 9 j a c s e q 1 0 4 . 7 2 4 . 7 2 4 . 7 6 2 6 . 7 0 4
j a c i n t 1 0 5  . 3 3 5 . 3 3 6 . 1 0 0 8 . 1 0 1 j a c i n t 1 0 4 . 6 4 4 . 6 4 4 . 3 5 0 6 . 3 6 1
P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 1 . 0 4 3 P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 0 1 4
c , c h l , c h 2 c h 3  = 0 . 9 4 9 ,  0 9 4 1  , 0 . 9 5 0 0 . 9 4 8 c , c h l , c h 2 c h 3  = 0 . 9 7 2 ,  0 9 6 8 , 0 . 9 7 2 , 0 . 9 7 1
c v h l , c v h 2 , c v h 3  = 0 . 4 6 0 9 3 4 0 . 4 4 8 0 1 1 ,  0 4 5 0 6 6 4 c v h l , c v h 2 , c v h 3  = 0 . 4 8 8 5 3 1 0 . 4 8 3 3 6 9 ,  0 . 4 8 4 2 3 6
N u m b e r  o f  s a m p l i n g D c c a s i o n s t  = . . . .  2 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t ~  . > ■ . 3 0
E s t i m a t o r b i a s s  . d . E s t i m a t o r m e a n b i a s S . d .
9 4 . 9 5 - 5 . 0 5 2 . 2 1 0 5 . 5 1 0 9 6 . 2 4 - 3 . 7 6 1 . 9 0 5 4 . 2 1 2
m l e 9 4 . 9 5 - 5 . 0 5 2 . 2 0 8 5 . 5 0 8 m l e 9 6 . 2 4 - 3  . 7 6 1 . 9 0 5 4 . 2 1 2
d r l 9 6 . 7 7 - 3  . 2 3 2 . 3 6 8 4 . 0 0 2 d r l 9 7 . 3 7 - 2  . 6 3 2 . 0 0 4 3 . 3 0 6
b o o t 1 0 0 . 4 2 0 . 4 2 2 . 5 7 5 2 . 6 0 9 b o o t 1 0 0 . 5 1 0 . 5 1 2 . 2 4 4 2 . 3 0 1
a c l 9 9 . 2 8 - 0 . 7 2 2 . 9 9 3 3 . 0 7 8 a c l 9 9 . 2 4 - 0 . 7 6 2 . 4 6 7 2 . 5 8 0
a c 2 9 9 . 0 5 - 0 . 9 5 2 . 9 7 5 3 . 1 2 3 a c 2 9 9 . 1 4 - 0 . 8 6 2 . 4 5 7 2 . 6 0 1
a c 3 9 9 . 0 8 - 0 . 9 2 2 . 9 8 1 3 . 1 2 0 a c 3 9 9 . 1 6 - 0 . 8 4 2 . 4 5 9 2 . 6 0 0
0 1 0 2 . 5 4 2 . 5 4 2 . 8 9 0 3 . 8 4 9 0 1 0 2 . 1 0 2 . 1 0 2 . 4 9 7 3 . 2 6 1
c a l 1 0 2 . 8 6 2 . 8 6 2 . 9 9 3 4 . 1 3 8 c a l 1 0 2 . 2 5 2 . 2 5 2 . 5 8 5 3 . 4 3 0
c a 2 1 0 2 . 8 2 2 . 8 2 2 . 9 8 3 4 . 1 0 8 c a 2 1 0 2 . 2 4 2 . 2 4 2 . 5 8 1 3 . 4 2 0
c a 3 1 0 2 . 8 3 2 . 8 3 2 . 9 8 2 4 . 1 1 1 c a 3 1 0 2 . 2 4 2 . 2 4 2 . 5 8 1 3 . 4 2 0
p o j a c 1 0 2 . 0 3 2 . 0 3 7 . 3 8 7 7 . 6 6 0 p o j a c 1 0 0 . 3 9 0 . 3 9 6 . 2 4 8 6 . 2 6 1
j a c l 1 0 4 . 0 5 4 . 0 5 3 . 6 3 3 5 . 4 3 7 j a c l 1 0 3 . 0 6 3 . 0 6 3 . 2 8 6 4 . 4 9 1
j a c s e q 1 0 4  . 3 5 4 . 3 5 5 . 1 2 3 6 . 7 2 2 j a c s e q 1 0 3 . 3 1 3 . 3 1 4 . 6 7 8 5 . 7 3 3
j a c i n t 1 0 4 . 2 4 4 . 2 4 4 . 4 5 5 6 . 1 4 9 j a c i n t 1 0 3 . 2 4 3 . 2 4 4 . 1 9 1 5 . 2 9 8
P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 1 . 0 2 3 P r ( i n f  m l e ) m e a n  j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 0 2 1
c , c h l , c h 2 c h 3  = 0 . 9 8 3 ,  0 . 9 8 1  , 0 . 9 8 3 0 . 9 8 3 c , c h l , c h 2 c h 3  = 0 . 9 8 9 ,  0 . 9 8 8 , 0 . 9 9 0 , 0 . 9 8 9
c v h l , c v h 2 , c v h 3  = 0 . 5 0 0 6 0 6 0 . 4 9 8 1 0 6 ,  0 . 4 9 8 4 5 8 c v h l , c v h 2 , c v h 3  = 0 . 5 0 9 5 3 4 0 . 5 0 8 2 0 7 ,  0 . 5 0 8 3 7 3
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T a b l e  3 . 5 . 2 1
N = 1 0 0  : p  -  B e t a ( a l p h a , b e t a )
a l p h a  = 1 . 0 5 0 0  : b e t a  = 4 .
: E ( p )  = 0 . 2 0  : s q r t [ V a r ( p ) ] / E ( p )  = 0 . 8 0
2 0 0 0  : Num ber o f  s i m u l a t i o n s  = 1 0 0 0
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t = . . . . 10
E s t i m a t o r b i a s s . d . E s t i m a t o r m e a n b i a s s . d . r m s e
5 5 . 8 3 - 4 4 . 1 7 5 . 0 0 6 4 4 . 4 5 3 X 7 2  . 2 5 - 2 7 . 7 5 4 . 4 5 6 2 8 . 1 0 8
m l e 6 7 . 4 1 - 3 2 . 5 9 7 . 4 2 3 3 3 , 4 2 6 m l e 7 5  . 3 4 - 2 4 . 6 6 4 . 8 0 4 2 5 . 1 1 9
d r l 7 8 . 4 1 - 2 1 . 5 9 9 . 5 5 9 2 3  . 6 1 6 d r l 8 1 . 4 8 - 1 8 . 5 2 5 . 5 0 8 1 9 . 3 2 0
b o o t 6 6 . 3 3 - 3 3 . 6 7 6 . 0 7 7 3 4 . 2 1 5 b o o t 82  . 2 2 - 1 7 . 7 8 5 . 1 9 5 1 8 . 5 1 9
a c l 8 9 . 4 8 - 1 0 . 5 2 1 4 . 6 3 5 1 8 . 0 2 2 a c l 8 9 . 8 8 - 1 0 . 1 2 7 . 9 8 7 1 2  . 8 9 2
a c 2 7 6 . 0 0 - 2 4 . 0 0 1 2 . 1 2 2 2 6 . 8 9 1 a c 2 8 7 . 3 7 - 1 2 . 6 3 7 . 6 9 3 1 4 . 7 9 2
a c 3 8 2 . 1 3 - 1 7 . 8 7 1 3 . 7 3 6 2 2  . 5 4 0 a c 3 8 8 . 0 3 - 1 1 . 9 7 7 . 7 6 4 1 4 . 2 6 5
0 7 0 .  88 - 2 9 . 1 2 6 . 5 9 9 2 9 . 8 5 6 0 8 6 . 6 1 - 1 3  . 3 9 5 . 6 3 2 1 4 . 5 2 9
c a l 8 4 . 6 3 - 1 5 . 3 7 1 0  . 2 5 5 1 8 . 4 7 9 c a l 9 0 . 3 8 - 9 . 6 2 6 . 3 9 1 1 1 . 5 4 8
c a 2 7 9 . 6 4 - 2 0 . 3 6 9 . 2 2 2 2 2 . 3 5 6 c a 2 8 9  . 6 9 - 1 0 . 3 1 6 . 2 9 0 1 2 . 0 7 8
c a 3 8 1 .  9 0 - 1 8 . 1 0 9 . 6 8 2 2 0 . 5 2 6 c a 3 8 9  . 8 9 - 1 0 . 1 1 6 . 3 1 9 1 1 . 9 2 3
p o j a c 9 6 . 1 3 - 3 . 8 7 1 1 . 7 1 6 1 2  . 3 4 0 p o j a c 1 0 3 . 1 0 3 . 1 0 1 0 . 7 4 8 1 1 . 1 8 7
j a c l 7 8 . 1 6 - 2 1 . 8 4 7  . 6 5 5 2 3  . 1 4 7 j a c l 9 2  . 3 5 - 7 . 6 5 6 . 6 1 3 1 0 . 1 0 9
j a c s e q 8 9 . 7 3 - 1 0 . 2 7 1 4 . 2 9 5 1 7  . 5 9 8 j a c s e q 9 5 . 5 2 - 4 . 4 8 1 1 . 0 6 6 1 1 . 9 4 0
j a c i n t 8 5 . 5 9 - 1 4 . 4 1 1 3 . 7 0 0 1 9  . 8 7 9 j a c i n t 93  . 8 0 - 6 . 2 0 8 . 9 2 5 1 0 . 8 6 6
P r ( i n f  m l e ) m e a n  j a c l c n i f e  o r d e r  = 0 . 0 0 0 2 . 3 0 1 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 1 . 2 6 6
c ,  c h l ,  c h 2 c h 3  = 0 . 7 7 2 ,  0 7 1 7  , 0 . 7 9 8 0 . 7 5 9 c , c h l , c h 2 c h 3  = 0 . 9 0 4 ,  0 . 8 8 7 , 0 . 9 0 6 , 0 . 9 0 1
c v h l , c v h 2 , c v h 3  = 0 . 4 9 8 7 7 0 0 . 3 3 2 8 6 1 ,  0 . 4 1 2 6 2 4 c v h l , c v h 2 , c v h 3  = 0 . 5 5 8 9 6 8 0 . 5 3 3 5 1 5 ,  0 . 5 4 0 5 4 8
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 1 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t 2 0
E s t i m a t o r m e a n b i a s s . d . r m s e E s t i m a t o r m e a n b i a s s . d .
7 9 . 6 4 - 2 0 . 3 6 4 . 1 3 3 2 0 . 7 7 8 8 4 . 0 0 - 1 6 . 0 0 3 . 6 5 3 1 6 . 4 1 0
m l e 8 0 . 2 8 - 1 9 . 7 2 4 . 2 3 5 2 0 . 1 7 3 m l e 8 4 . 0 2 - 1 5 . 9 8 3 . 6 5 3 1 6 . 3 8 9
d r l 8 4 . 6 5 - 1 5 . 3 5 4 . 5 9 3 1 6 . 0 2 0 d r l 8 7 . 2 2 - 1 2 . 7 8 3 . 8 9 0 1 3  . 3 5 4
b o o t 8 8  . 1 0 - 1 1 . 9 0 4 . 6 9 8 1 2 . 7 9 4 b o o t 9 1 . 3 0 - 8 . 7 0 4 . 1 1 7 9 . 6 2 3
a c l 9 1 . 9 8 - 8  . 0 2 6 . 3 7 3 1 0 . 2 4 0 a c l 9 3 . 7 7 - 6 . 2 3 5 . 3 0 2 8 . 1 8 0
a c 2 9 1 . 1 2 - 8  . 8 8 6 . 2 7 4 1 0 . 8 7 3 a c 2 9 3 . 3 5 - 6 . 6 5 5 . 2 6 3 8 . 4 8 2
a c 3 9 1 . 2 8 - 8  . 7 2 6 . 3 0 8 1 0 . 7 6 2 a c 3 9 3  . 4 0 - 6 . 6 0 5 . 2 5 9 8 . 4 4 1
0 9 1 . 7 6 - 8 . 2 4 5 . 0 8 5 9 . 6 8 2 0 9 4 . 4 2 - 5 . 5 8 4 . 4 5 8 7 . 1 3 8
c a l 9 3  . 3 3 - 6  . 6 7 5 . 4 0 8 8 . 5 8 7 c a l 9 5 . 2 6 - 4 . 7 4 4 . 6 4 0 6 . 6 3 4
c a 2 9 3  . 1 1 - 6  . 8 9 5 . 3 9 0 8 . 7 4 5 c a 2 9 5 . 1 8 - 4 . 8 2 4 . 6 2 4 6 . 6 7 8
c a 3 9 3  . 1 6 - 6 . 8 4 5 . 4 0 0 8 . 7 1 6 c a 3 9 5 . 1 9 - 4 . 8 1 4 . 6 2 5 6 . 6 7 0
p o j a c 1 0 2  . 3 9 2 . 3 9 9 . 8 5 3 1 0 . 1 4 0 p o j a c 1 0 1 . 8 8 1 . 8 8 8 . 7 3 1 8 . 9 3 0
j a c l 9 6 . 0 4 - 3  . 9 6 6 . 0 3 9 7 . 2 1 9 j a c l 9 7 . 5 6 - 2 . 4 4 5 . 2 1 3 5  . 7 5 6
j a c s e q 9 7  . 4 7 - 2  . 5 3 8 . 9 2 1 9 . 2 7 4 j a c s e q 9 8 . 5 6 - 1 . 4 4 7 . 9 0 1 8 . 0 3 1
j a c i n t 9 6 . 7 7 - 3  . 2 3 7 . 4 9 8 8 . 1 6 5 j a c i n t 9 8 . 2 0 - 1 . 8 0 6 . 9 2 5 7 . 1 5 5
P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 1 1 7 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 ,  1 . 0 8 0
c , c h l , c h 2 c h 3  = 0 . 9 4 7 ,  0 . 9 4 1  , 0 . 9 4 8 , 0 . 9 4 7 c , c h l , c h 2 c h 3  = 0 . 9 6 6 ,  0 . 9 6 3 , 0 . 9 6 7 , 0 . 9 6 6
c v h l , c v h 2 , c v h 3  = 0 . 6 1 2 5 1 8 0 . 6 0 4 0 6 5 ,  0 . 6 0 5 6 7 2 c v h l , c v h 2 , c v h 3  = 0 . 6 4 5 4 9 2 0 . 6 4 1 5 4 3 ,  0 . 6 4 2 0 9 5
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 2 5 N u m b e r  o f  s a m p l i n g o c c a s i o n s t 3 0
'
E s t i m a t o r m e a n b i a s S . d . E s t i m a t o r b i a s s . d . r m s e
X 8 6 . 8 3 - 1 3 . 1 7 3 . 3 2 5 1 3 . 5 8 8 8 8 . 9 2 - 1 1 . 0 8 3 . 2 8 1 1 1 . 5 5 4
m l e 8 6 . 8 3 - 1 3 . 1 7 3 . 3 2 5 1 3 . 5 8 8 m l e 8 8  . 92 - 1 1 . 0 8 3 . 2 8 1 1 1 . 5 5 4
d r l 8 9  . 0 4 - 1 0 . 9 6 3 . 4 8 7 1 1 . 5 0 5 d r l 9 0 . 5 4 - 9 . 4 6 3 . 4 3 5 1 0 . 0 6 1
b o o t 9 3  . 1 2 - 6 . 8 8 3 . 7 5 2 7 . 8 3 7 b o o t 9 4 . 5 2 - 5 . 4 8 3 . 6 8 3 6 . 6 0 5
a c l 9 4 . 8 9 - 5 . 1 1 4 . 7 5 0 6 . 9 7 6 a c l 9 5 . 8 4 - 4 . 1 6 4 . 5 3 8 6 . 1 5 7
a c 2 9 4 . 6 6 - 5 . 3 4 4 . 7 3 2 7 . 1 3 7 a c 2 9 5 . 7 2 - 4 . 2 8 4 . 5 1 3 6 . 2 1 7
a c 3 9 4 . 6 9 - 5 . 3 1 4 . 7 2 9 7 . 1 1 2 a c 3 9 5 . 7 3 - 4 . 2 7 4 . 5 1 6 6 . 2 1 2
O 9 5 . 8 3 - 4 . 1 7 4 . 0 8 0 5 . 8 3 6 0 9 6 . 8 7 - 3  . 1 3 4 . 0 0 8 5 . 0 8 3
c a l 9 6 . 3 0 - 3  . 7 0 4 . 1 8 1 5 . 5 8 1 c a l 9 7  . 1 6 - 2  . 8 4 4 . 0 8 8 4 . 9 7 8
c a 2 9 6 . 2 7 - 3  . 7 3 4 . 1 7 9 5 . 6 0 2 c a 2 9 7 . 1 4 - 2  . 8 6 4 . 0 8 5 4 . 9 8 7
c a 3 9 6 . 2 7 - 3  . 7 3 4 . 1 7 8 5 . 5 9 9 c a 3 9 7  . 1 4 - 2 . 8 6 4 . 0 8 2 4 . 9 8 3
p o j a c 1 0 1 . 6 1 1 . 6 1 8 . 4 3 1 8 . 5 8 3 p o j a c 1 0 1 . 2 2 1 . 2 2 8 . 1 8 4 8 . 2 7 4
j a c l 9 8 . 5 9 - 1 .  4 1 4 . 6 7 6 4 . 8 8 5 j a c l 9 9 . 4 2 - 0 . 5 8 4 . 7 4 1 4 . 7 7 6
j a c s e q 9 9 . 8 0 - 0 . 2 0 8 . 4 5 9 8 . 4 6 1 j a c s e q 1 0 0 . 3 1 0 . 3 1 7 . 4 6 9 7 . 4 7 6
j a c i n t 9 9 . 3 0 - 0 . 7 0 6 . 7 5 8 6 . 7 9 4 j a c i n t 9 9 . 9 4 - 0 . 0 6 6 . 1 9 2 6 . 1 9 3
P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 0 9 2 P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 0 7 3
c ,  c h l ,  c h 2 c h 3  = 0 . 9 7 7 ,  0 . 9 7 5  , 0 . 9 7 7 , 0 . 9 7 7 c , c h l , c h 2 c h 3  = 0 . 9 8 3 ,  0 . 9 8 2 , 0 . 9 8 3 , 0 . 9 8 3
c v h l , c v h 2 , c v h 3  = 0 . 6 6 8 8 6 9 0 . 6 6 6 8 1 4 ,  0 . 6 6 7 0 5 3 c v h l , c v h 2 , c v h 3  = 0 . 6 8 8 9 9 6 0 . 6 8 7 7 4 4 ,  0 . 6 8 7 8 6 6
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Table 3.5 
N = 50 : p Number of
.3a
- Beta{alpha,beta) : simulations = 1000 ep ~ U( 0.04, 0.20 ) : C V  ~  U{ 0.30, 0.80 )
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 10
E s t i m a t o r b i a s s  . d . E s t i m a t o r m e a n b i a s s . d .
X 2 1 . 5 5 - 2 8 . 4 5 7 . 0 8 0 2 9 . 3 1 4 3 1 . 2 0 - 1 8  . 8 0 7 . 8 4 6 2 0 . 3 7 2
m l e 4 2  . 1 8 - 7 . 8 2 1 8 . 6 8 4 2 0 . 2 5 4 m l e 4 1 . 9 8 - 8 . 0 2 1 0 . 2 9 0 1 3 . 0 4 7
d r l 5 2  . 6 2 2 . 6 2 2 4 . 7 6 6 2 4  . 9 0 4 d r l 4 6  . 3 4 - 3 . 6 6 1 1 . 6 7 8 1 2 . 2 3 9
b o o t 2 6 . 8 0 - 2 3  . 2 0 8 . 4 5 3 2 4  . 6 9 4 b o o t 3 7  . 4 8 - 1 2 . 5 2 8 . 5 3 8 1 5 . 1 5 0
a c l 6 1 . 3 4 1 1 . 3 4 3 2 . 8 3 1 3 4 . 7 3 5 a c l 5 0 . 7 2 0 . 7 2 1 4 . 6 6 4 1 4 . 6 8 1
a c 2 4 7 . 8 0 - 2 . 2 0 2 4 . 2 5 9 2 4  . 3 5 9 a c 2 4 7  . 2 1 - 2  . 7 9 1 3 . 1 6 9 1 3 . 4 6 2
a c 3 5 0 . 4 6 0 . 4 6 2 7 . 5 2 7 2 7 . 5 3 1 a c 3 4 7 . 7 2 - 2  . 2 8 1 3  . 3 3 0 1 3 . 5 2 4
0 2 9 . 2 1 - 2 0 . 7 9 9 . 0 2 6 2 2 . 6 6 4 0 4 0 . 3 9 - 9 . 6 1 8 . 8 2 5 1 3 . 0 5 0
c a l 5 5  . 3 4 5 . 3 4 2 4 . 9 7 0 2 5 . 5 3 4 c a l 5 1 . 0 5 1 . 0 5 1 2  . 1 4 6 1 2 . 1 9 2
c a 2 4 8 . 2 5 - 1 . 7 5 2 0 . 1 7 5 2 0 . 2 5 1 c a 2 4 9  . 4 0 - 0 . 6 0 1 1 . 1 7 2 1 1 . 1 8 8
c a 3 4 9 . 2 5 - 0 . 7 5 2 0 . 4 9 1 2 0 . 5 0 5 c a 3 4 9  . 6 2 - 0 . 3 8 1 1 . 1 8 6 1 1 . 1 9 2
p o j a c 4 4  . 9 1 - 5 . 0 9 1 2 . 7 9 3 1 3  . 7 6 7 p o j a c 5 4 . 4 0 4 . 4 0 1 0 . 6 4 7 1 1 . 5 2 0
j a c l 3 3 . 3 9 - 1 6 . 6 1 1 0 . 0 1 8 1 9 . 3 9 9 j a c l 4 4 . 7 2 - 5 . 2 8 9 . 0 4 5 1 0 . 4 7 5
j a c s e q 4 3 . 1 9 - 6 . 8 1 1 3 . 2 1 2 1 4 . 8 6 3 j a c s e q 4 9  . 0 0 - 1 . 0 0 1 0 . 9 9 7 1 1 . 0 4 3
j a c i n t 4 0 . 8 3 - 9 . 1 7 1 2 . 6 8 0 1 5 . 6 4 8 j a c i n t 4 6 . 9 8 - 3  . 0 2 1 0 . 0 7 6 1 0 . 5 1 8
P r ( i n f  m l e )  , m e a n  j a c l c n i f e  o r d e r  = 0 . 0 4 9 , 2 . 8 6 6 P r ( i n f  m l e )  , m e a n i a c k n i f e  o r d e r  = 0 . 0 0 0 ,  1 . 4 7 4
c ,  c h l ,  c h 2 , c h 3  = 0 . 5 2 7 ,  0 4 5 7  , 0 . 5 3 6 , 0 . 5 1 9 c , c h l , c h 2 , c h 3  = 0 . 7 2 1 ,  0 6 9 2  , 0 . 7 2 5 0 . 7 2 0
c v h l , c v h 2 , c v h 3  = 0 3 8 7 6 4 0 0 . 1 8 4 8 2 8 ,  0 . 2 2 4 2 2 9 c v h l , c v h 2 , c v h 3  = 0 . 3 4 8 5 2 4 0 . 2 8 4 0 1 8 ,  0 . 2 9 5 0 3 3
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 1 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 2 0
E s t i m a t o r m e a n b i a s s . d . r m s e E s t i m a t o r b i a s s . d .
X 3 6 . 4 7 - 1 3 . 5 3 7 . 3 0 8 1 5 . 3 8 0 X 4 0 . 1 2 - 9  . 8 8 6 . 3 2 1 1 1 . 7 2 9
m l e 4 2 . 8 4 - 7 . 1 6 6 . 5 8 3 9 . 7 2 7 m l e 4 3 . 8 8 - 6 . 1 2 4 . 7 5 0 7 . 7 4 7
d r l 4 5 . 9 0 - 4 . 1 0 7 . 1 9 0 8 . 2 7 6 d r l 4 6 . 2 8 - 3  . 7 2 4 . 8 9 1 6 . 1 4 5
b o o t 4 2 . 5 1 - 7 . 4 9 7 . 2 5 9 1 0 . 4 2 8 b o o t 4 5 . 6 2 - 4 . 3 8 5 . 7 8 8 7 . 2 5 9
a c l 4 9  . 3 3 - 0 . 6 7 9 . 4 7 2 9 . 4 9 5 a c l 4 9  . 1 0 - 0 . 9 0 6 . 3 1 5 6 . 3 7 9
a c 2 4 7 . 7 8 - 2  . 2 2 8 . 8 8 3 9 . 1 5 5 a c 2 4 8 . 3 0 - 1 . 7 0 6 . 0 8 7 6 . 3 2 1
a c 3 4 7  . 9 5 - 2  . 0 5 8 . 9 4 1 9 . 1 7 4 a c 3 4 8 . 3 6 - 1 . 6 4 6 . 1 0 7 6 . 3 2 3
0 4 5  . 2 6 - 4  . 7 4 7 . 1 8 8 8 . 6 1 0 O 4 8 . 0 8 - 1 . 9 2 5 . 5 6 8 5 . 8 9 1
c a l 5 1 . 0 6 1 . 0 6 7 . 7 4 6 7 . 8 1 8 c a l 5 1 . 3 7 1 . 3 7 5 . 4 3 5 5 . 6 0 5
c a 2 5 0  . 4 2 0 . 4 2 7 . 5 2 3 7 . 5 3 4 c a 2 5 1 . 0 9 1 . 0 9 5 . 3 3 1 5 . 4 4 0
c a 3 5 0 . 4 8 0 . 4 8 7 . 5 3 1 7 . 5 4 6 c a 3 5 1 . 1 1 1 . 1 1 5 . 3 5 1 5 . 4 6 6
p o j a c 5 5 . 6 8 5 . 6 8 8 . 9 4 7 1 0 . 6 0 0 p o j a c 5 5 . 2 5 5 . 2 5 8 . 1 3 0 9 . 6 7 9
j a c l 4 8  . 7 3 - 1 . 2 7 7 . 0 4 3 7 . 1 5 6 j a c l 5 0 . 8 5 0 .  8 5 5 . 4 1 1 5 . 4 7 7
j a c s e q 5 1 . 6 1 1 . 6 1 9 . 7 0 0 9 . 8 3 3 j a c s e q 5 2  . 3 4 2 . 3 4 7 . 3 5 0 7  . 7 1 3
j a c i n t 5 0 . 2 3 0 . 2 3 8 . 6 5 0 8 . 6 5 3 j a c i n t 5 1 . 5 5 1 . 5 5 6 . 3 6 3 6 . 5 4 9
P r ( i n f  m l e )  , m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 2 7 6 P r ( i n f  m l e )  , m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 1 3 9
c ,  c h l ,  c h 2 . c h 3  = 0 . 8 1 9 ,  0 . 8 0 1  , 0 . 8 1 8 , 0 . 8 1 6 c , c h l , c h 2 , c h 3  - 0 . 8 7 9 ,  0 . 8 6 8  , 0 . 8 7 8 , 0 . 8 7 7
c v h l , c v h 2 , c v h 3  = 0 . 3 6 9 1 7 5 0 . 3 3 6 8 8 1 ,  0 . 3 4 1 1 2 0 c v h l , c v h 2 , c v h 3  = 0 . 3 9 8 4 1 9 0 . 3 7 9 7 0 8 ,  0 . 3 8 1 6 5 7
N u m b e r  o f  s a m p l i n g o c c a s i o n s 2 5 N u m b e r  o f  s a m p l i n g o c c a s i o n s 3 0
E s t i m a t o r m e a n b i a s s . d . E s t i m a t o r b i a s s . d . r m s e
X 4 2 . 2 8 - 7  . 7 2 5 . 6 6 7 9 . 5 7 8 4 3  . 84 - 6 . 1 6 4 . 8 1 3 7 . 8 1 4
m l e 4 4 . 7 3 - 5 . 2 7 4 . 4 0 3 6 . 8 6 5 m l e 4 5  . 3 4 - 4 . 6 6 3 . 7 4 6 5 . 9 7 6
d r l 4 6 . 6 7 - 3  . 3 3 4 . 3 5 0 5 . 4 7 6 d r l 4 6 . 9 8 - 3  . 0 2 3 . 5 4 0 4 . 6 5 3
b o o t 4 7 . 1 8 - 2 . 8 2 4 . 8 9 9 5 . 6 5 1 b o o t 4 8 . 1 6 - 1 . 8 4 3 . 9 6 6 4 . 3 7 4
a c l 4 9 . 0 8 - 0 . 9 2 5 . 2 3 9 5 . 3 1 9 a c l 4 9 . 1 6 - 0 . 8 4 4 . 1 7 3 4 . 2 5 6
a c 2 4 8 . 5 9 - 1 . 4 1 5 . 1 2 7 5 . 3 1 9 a c 2 4 8 . 8 7 - 1 . 1 3 4 . 1 1 1 4 . 2 6 3
a c 3 4 8 . 6 3 - 1 . 3 7 5 . 1 2 7 5 . 3 0 8 a c 3 4 8 . 8 9 - 1 . 1 1 4 . 1 1 1 4 . 2 5 7
O 4 9 . 2 7 - 0 . 7 3 4 . 6 5 6 4 . 7 1 3 0 4 9  . 9 5 - 0 . 0 5 3 . 7 8 1 3 . 7 8 1
c a l 5 1 . 4 1 1 . 4 1 4 . 7 2 8 4 . 9 3 3 c a l 5 1 . 3 0 1 . 3 0 3 . 8 4 6 4 . 0 6 1
c a 2 5 1 . 2 6 1 . 2 6 4 . 6 6 5 4 . 8 3 2 c a 2 5 1 . 2 1 1 . 2 1 3 . 8 2 5 4 . 0 1 1
c a 3 5 1 . 2 7 1 . 2 7 4 . 6 6 8 4 . 8 3 8 c a 3 5 1 . 2 2 1 . 2 2 3 . 8 2 7 4 . 0 1 6
p o j a c 5 4 . 0 6 4 . 0 6 7 . 6 3 6 8 . 6 4 5 p o j a c 5 3  . 1 1 3 . 1 1 7 . 2 9 6 7 . 9 3 1
j a c l 5 1 . 5 4 1 . 5 4 4 . 5 9 7 4 . 8 4 8 j a c l 5 1 . 8 3 1 . 8 3 3 . 9 3 2 4 . 3 3 8
j a c s e q 5 2  . 6 2 2 . 6 2 6 . 7 5 3 7 . 2 4 4 j a c s e q 5 2 . 4 1 2 . 4 1 5 . 4 5 4 5 . 9 6 1
j a c i n t 5 2  . 0 8 2 . 0 8 5 . 7 7 7 6 . 1 4 1 j a c i n t 5 2 . 1 0 2 . 1 0 4 . 5 5 6 5 . 0 1 6
P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 0 9 5 P r ( i n f  m l e ) j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 0 5 3
c ,  c h l ,  c h 2 , c h 3  = 0 9 1 3 ,  0 . 9 0 6  , 0 . 9 1 2 , 0 . 9 1 2 c , c h l , c h 2 c h 3  = 0 . 9 3 8 ,  0 . 9 3 3  , 0 . 9 3 7 , 0 . 9 3 7
c v h l , c v h 2 , c v h 3  = 0 4 1 4 9 5 0 0 . 4 0 4 2 4 8 ,  0 . 4 0 5 3 0 7 c v h l , c v h 2 , c v h 3  = 0 . 4 4 1 9 6 0 0 . 4 3 4 8 7 4 ,  0 . 4 3 5 4 2 7
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Table 3.5 
N = 100 : Number of
.3b
p ~ Beta(alpha,beta) : simulations = 1000 ep ~ U (  0.04, 0.20 ) : C V  ~ U ( 0.30, 0. 80 )
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  - . . . . 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — .... 1 0
E s t i m a t o r b i a s s , d . E s t i m a t o r m e a n b i a s s  . d .
4 2  . 64 - 5 7 . 3 6 1 3  . 5 5 1 5 8  . 9 3 7 X 62  . 7 4 - 3 7 . 2 6 1 4 . 3 8 9 3 9  . 9 4 4
m l e 8 4 . 1 9 - 1 5 . 8 1 3 1 . 9 9 1 3 5  . 6 8 7 m l e 8 4  . 1 2 - 1 5 . 8 8 1 4 . 3 3 4 2 1 . 3 9 3
d r l 1 0 2 . 7 1 2 . 7 1 4 1 . 9 1 2 4 1 . 9 9 9 d r l 9 1 . 9 8 - 8 . 0 2 1 5 . 9 9 3 1 7 . 8 9 1
b o o t 5 3 . 1 1 - 4 6 . 8 9 1 6 . 0 3 9 4 9 . 5 5 5 b o o t 7 5 . 4 7 - 2 4 . 5 3 1 5 . 3 9 7 2 8 . 9 6 2
a c l 1 2 0 . 5 6 2 0 . 5 6 5 7 . 0 4 3 6 0 . 6 3 6 a c l 1 0 0 . 4 6 0 . 4 6 2 0 . 0 9 0 2 0 . 0 9 5
a c 2 9 3  . 0 3 - 6 . 9 7 4 1 . 5 3 7 4 2 . 1 1 7 a c 2 9 3  . 3 3 - 6 . 6 7 1 7  . 7 4 9 1 8 . 9 6 3
a c 3 9 8 . 4 8 - 1 . 5 2 4 7 . 5 3 3 4 7 . 5 5 7 a c 3 9 4  . 3 8 - 5 . 6 2 1 8 . 0 4 6 1 8 . 9 0 0
0 5 7 . 8 7 - 4 2 . 1 3 1 7 . 1 2 5 4 5 . 4 7 7 0 8 1 . 4 0 - 1 8 . 6 0 1 5 . 7 1 2 2 4 . 3 5 1
c a l 1 0 8 . 0 9 8 . 0 9 4 2 . 1 2 2 4 2 . 8 9 2 c a l 1 0 1 . 5 1 1 . 5 1 1 6 . 6 5 9 1 6 . 7 2 8
c a 2 9 4 . 5 8 - 5 . 4 2 3 4 . 1 8 4 3 4 . 6 1 1 c a 2 9 8  . 3 7 - 1 . 6 3 1 5 . 4 8 1 1 5 . 5 6 7
c a 3 9 6 . 8 3 - 3  . 1 7 3 4 . 9 4 8 3 5 . 0 9 2 c a 3 9 8 . 7 8 - 1 . 2 2 1 5 . 5 3 6 1 5 . 5 8 4
p o j a c 8 9 . 3 1 - 1 0 . 6 9 2 3  . 2 8 7 2 5 . 6 2 3 p o j a c 1 1 0 . 1 7 1 0 . 1 7 1 6 . 2 7 8 1 9 . 1 9 5
j a c l 6 6 . 2 2 - 3 3 . 7 8 1 8 . 7 8 9 3 8 . 6 5 0 j a c l 9 0 . 1 7 - 9 . 8 3 1 5 . 6 6 2 1 8 . 4 8 9
j a c s e q 8 8 . 3 5 - 1 1 . 6 5 2 2 . 9 1 7 2 5 . 7 0 9 j a c s e q 1 0 0  . 9 7 0 . 9 7 1 7 . 9 8 6 1 8 . 0 1 2
j a c i n t 8 4 . 2 8 - 1 5 . 7 2 2 2 . 2 2 3 2 7  . 2 2 1 j a c i n t 9 5 . 8 6 - 4 . 1 4 1 6 . 7 2 9 1 7 . 2 3 4
P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  =  0 . 0 1 0 3 . 4 0 5 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 1 , 1 . 7 2 5
c ,  c h l ,  c h 2 . c h 3  = 0 5 2 0 ,  0 . 4 5 0  , 0 . 5 2 9 0 . 5 1 1 c ,  c h l ,  c h 2 c h 3  = 0 . 7 2 6 ,  0 6 9 2  , 0 . 7 2 6 , 0 . 7 2 0
c v h l , c v h 2 , c v h 3  = 0 4 2 2 7 4 3 0 . 1 8 5 8 8 2 ,  0 . 2 3 1 4 3 3 c v h l , c v h 2 , c v h 3  = 0 . 3 7 3 7 5 8 0 . 2 9 7 7 2 5 ,  0 . 3 0 9 8 5 9
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 1 5 N u m b e r  o f  s a m p l i n g o c c a s i o n s t  = . . . . 2 0
E s t i m a t o r b i a s s . d . r m s e E s t i m a t o r m e a n b i a s s . d .
X 7 3 . 8 7 - 2 6 . 1 3 1 3  . 7 3 0 2 9  . 5 1 7 X 8 0 . 0 8 - 1 9 . 9 2 1 1 . 8 8 1 2 3 . 1 9 3
m l e 8 6 . 0 4 - 1 3 . 9 6 9 . 8 9 9 1 7 . 1 1 0 m l e 8 7 . 7 3 - 1 2  . 2 7 8 . 4 9 8 1 4 . 9 2 3
d r l 9 1 . 2 1 - 8 . 7 9 1 0 . 2 9 8 1 3 . 5 4 2 d r l 9 1 . 8 9 - 8 . 1 1 8 , 4 0 3 1 1 . 6 8 2
b o o t 8 5 . 8 9 - 1 4 . 1 1 1 3 . 2 5 2 1 9 . 3 5 7 b o o t 9 1 . 0 6 - 8 . 9 4 1 0 . 5 5 5 1 3 . 8 3 5
a c l 9 7 . 3 2 - 2  . 68 1 2 . 4 1 6 1 2 . 7 0 1 a c l 9 7 . 3 4 - 2 . 6 6 9 . 6 5 9 1 0 . 0 1 8
a c 2 9 4  . 2 9 - 5 . 7 1 1 1 . 7 5 6 1 3 . 0 6 7 a c 2 9 5 . 7 3 - 4 . 2 7 9 . 3 6 2 1 0 . 2 8 9
a c 3 9 4  . 6 6 - 5 . 3 4 1 1 . 8 3 0 1 2 . 9 8 1 a c 3 9 5 . 9 0 - 4 . 1 0 9 . 3 7 7 1 0 . 2 3 4
0 9 1 . 3 0 - 8 . 7 0 1 2 . 8 8 7 1 5 . 5 5 1 0 9 5 . 8 7 - 4 . 1 3 9 . 9 5 2 1 0 . 7 7 5
c a l 1 0 1 . 5 1 1 . 5 1 1 1 . 0 9 8 1 1 . 2 0 0 c a l 1 0 2 . 0 2 2 . 0 2 9 . 0 6 0 9 . 2 8 3
c a 2 1 0 0 . 3 5 0 . 3 5 1 0 . 8 2 7 1 0 . 8 3 3 c a 2 1 0 1 . 4 6 1 . 4 6 8 . 9 5 2 9 . 0 7 0
c a 3 1 0 0 . 4 7 0 . 4 7 1 0 , 8 5 5 1 0 . 8 6 5 c a 3 1 0 1 . 5 1 1 . 5 1 8 . 9 6 0 9 . 0 8 7
p o j a c 1 1 1 . 1 0 1 1 . 1 0 1 2 . 9 6 5 1 7 . 0 6 8 p o j a c 1 1 0 . 0 4 1 0 . 0 4 1 3  . 0 2 9 1 6 . 4 5 1
j a c l 9 8 . 1 6 - 1 . 8 4 1 1 .8 8 6 1 2 . 0 2 8 j a c l 1 0 1 . 3 9 1 . 3 9 9 .1 3 1 9 . 2 3 6
j a c s e q 1 0 4 . 1 4 4 . 1 4 1 4 . 1 4 3 1 4 . 7 3 8 j a c s e q 1 0 5 . 2 2 5 . 2 2 1 2 .6 7 3 1 3 . 7 0 5
j a c i n t 1 0 1 . 0 0 1 . 0 0 1 2  . 9 6 1 13  . 0 0 0 j a c i n t 1 0 2 . 9 7 2 . 9 7 1 0 . 9 4 2 1 1 . 3 3 8
P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 ,  1 . 3 7 3 P r {i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 2 3 4
c , c h l , c h 2 c h 3  = 0 8 2 9 ,  0 . 8 1 2  , 0 . 8 2 9 , 0 . 8 2 7 c ,  c h l ,  c h 2 c h 3  = 0 . 8 8 0 ,  0 . 8 7 1  , 0 . 8 8 1 , 0 . 8 8 0
c v h l , c v h 2 , c v h 3  = 0 3 9 1 5 7 0 ,  0 . 3 5 5 8 6 8 ,  0 . 3 6 0 2 9 3 c v h l , c v h 2 , c v h 3  = 0  . 4 1 7 2 2 8 0 . 3 9 7 9 7 5 ,  0 . 4 0 0 0 3 6
N u m b e r  o f  s a m p l i n g o c c a s i o n s ,  t  = .... 2 5 N u m b e r  o f  s a m p l i n g o c c a s i o n s 3 0
E s t i m a t o r b i a s s  . d . r m s e E s t i m a t o r m e a n b i a s s  . d .
8 4 . 8 6 - 1 5 . 1 4 1 0 . 1 4 1 1 8 . 2 1 8 X 8 7 . 3 0 - 1 2 . 7 0 9 . 5 4 4 1 5  . 8 8 7
m l e 8 9 . 8 6 - 1 0 . 1 4 7 . 0 0 9 1 2 . 3 2 6 m l e 9 0 .  65 - 9 . 3 5 7 . 1 1 0 1 1 . 7 4 6
d r l 93  . 3 5 - 6 . 6 5 6 . 6 5 6 9 . 4 0 9 d r l 93  . 4 9 - 6  . 5 1 6 . 5 3 1 9 . 2 2 2
b o o t 9 4 . 7 6 - 5 . 2 4 8 . 3 5 8 9 . 8 6 6 b o o t 9 5 . 9 9 - 4 . 0 1 7 . 5 8 5 8 . 5 8 0
a c l 9 8 . 0 3 - 1 . 9 7 7 . 0 7 1 7 . 3 4 1 a c l 9 7 . 6 1 - 2  . 3 9 6 . 6 6 8 7 . 0 8 3
a c 2 9 7  . 1 0 - 2  . 9 0 7 . 0 0 8 7 . 5 8 5 a c 2 9 7  . 0 0 - 3  . 0 0 6 . 6 6 8 7 . 3 1 1
a c 3 9 7 . 1 9 - 2  . 8 1 7 . 0 2 4 7 . 5 6 6 a c 3 9 7 . 0 6 - 2 . 9 4 6 . 6 6 2 7 . 2 8 4
0 9 9 . 0 2 - 0 . 9 8 7 . 6 9 4 7 . 7 5 6 0 9 9 . 6 2 - 0 . 3 8 6 . 9 5 1 6 . 9 6 1
c a l 1 0 2 . 9 4 2 . 9 4 7 . 1 1 9 7 , 7 0 1 c a l 1 0 2 . 2 0 2 . 2 0 6 . 6 3 1 6 . 9 8 6
c a 2 1 0 2 . 6 3 2 . 6 3 7 . 0 4 8 7 . 5 2 2 c a 2 1 0 2 . 0 2 2 . 0 2 5 . 5 9 6 6 . 8 9 9
c a 3 1 0 2 . 6 6 2 . 6 6 7 . 0 6 0 7 . 5 4 5 c a 3 1 0 2 . 0 3 2 . 0 3 6 . 5 9 7 6 . 9 0 4
p o j a c 1 0 9 . 0 8 9 . 0 8 1 2 . 0 3 7 1 5  . 0 7 7 p o j a c 1 0 5 . 5 4 5 . 5 4 1 1 . 4 0 1 1 2  . 6 7 4
j a c l 1 0 3 . 4 3 3 . 4 3 7 . 1 9 5 7 . 9 7 1 j a c l 1 0 2 . 9 8 2 . 9 8 6 . 6 2 6 7 . 2 6 5
j a c s e q 1 0 5 . 5 5 5 . 5 5 1 0 . 2 5 5 1 1 . 6 5 8 j a c s e q 1 0 4 . 4 3 4 . 4 3 1 0 . 2 0 7 1 1 . 1 2 8
j a c i n t 1 0 4 . 2 3 4 . 2 3 8 . 8 2 0 9 . 7 8 1 j a c i n t 1 0 3 . 7 1 3 . 7 1 8 . 5 1 6 9 . 2 8 9
P r ( i n f  m l e ) j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 1 3 7 P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 0 8 8
c ,  c h l ,  c h 2 c h 3  = 0 9 1 6 ,  0 . 9 0 8  , 0 . 9 1 5 , 0 . 9 1 4 c , c h l , c h 2 c h 3  = 0 . 9 3 5 ,  0 . 9 3 3  , 0 . 9 3 7 , 0 . 9 3 7
c v h l , c v h 2 , c v h 3  = 0 4 4 0 9 2 3 , 0 . 4 2 9 5 5 4 ,  0 . 4 3 0 5 7 1 c v h l , c v h 2 , c v h 3  = 0 . 4 4 9 7 6 6 0 . 4 4 2 1 3 1 ,  0 . 4 4 2 7 1 4
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Table 3.5 
N = 200 : Number of
. 3cp ~ Beta(alpha,beta) : simulations = 1000 ep ~ U( 0.04, 0.20 ) : C V  - U( 0.30, 0. 80 )
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 10
E s t i m a t o r b i a s s  . d . E s t i m a t o r b i a s s . d . r m s e
X 8 6 . 5 3 - 1 1 3 . 4 7 2 6 . 3 8 8 1 1 6 . 5 0 3 X 1 2 5 . 6 7 - 7 4 . 3 3 2 8 . 2 7 8 7 9 . 5 2 7
m l e 1 6 5 . 6 0 - 3 4 . 4 0 5 7 . 8 6 6 6 7 . 3 1 9 m l e 1 6 7 . 3 2 - 3 2 . 6 8 2 1 . 0 8 6 3 8 . 8 9 5
d r l 1 9 9 . 0 3 - 0 . 9 7 7 4 . 7 6 0 7 4 . 7 6 7 d r l 1 8 1 . 6 7 - 1 8 . 3 3 2 2 . 6 2 2 2 9 . 1 1 7
b o o t 1 0 7 . 5 7 - 9 2 . 4 3 3 1 . 0 2 3 9 7  . 4 9 6 b o o t 1 5 0 . 9 9 - 4 9 . 0 1 2 9 . 8 7 9 5 7 . 4 0 1
a c l 2 3 3 . 0 7 3 3 . 0 7 1 0 2 . 3 9 9 1 0 7 . 6 0 6 a c l 1 9 7 . 5 1 - 2 . 4 9 2 6 . 8 7 1 2 6 . 9 8 6
a c 2 1 7 8 . 3 6 - 2 1 . 6 4 7 3 . 9 4 0 7 7  . 0 4 1 a c 2 1 8 3 . 1 8 - 1 6 . 8 2 2 3 . 3 0 9 2 8 . 7 4 4
a c 3 1 8 8 . 6 3 - 1 1 . 3 7 8 5 . 0 9 4 8 5  . 8 5 0 a c 3 1 8 5 . 2 3 - 1 4 . 7 7 2 3 . 6 9 8 2 7 . 9 2 5
0 1 1 7 . 1 3 - 8 2 . 8 7 3 3 . 0 1 2 8 9 . 2 0 0 0 1 6 2 . 6 9 - 3 7  . 3 1 3 0 . 2 2 2 4 8 . 0 1 2
c a l 2 0 9 . 9 7 9 . 9 7 7 4 . 9 3 5 7 5 . 5 9 5 c a l 2 0 0 . 6 3 0 . 6 3 2 4 . 0 1 7 2 4 . 0 2 5
c a 2 1 8 4 . 4 6 - 1 5 . 5 4 6 0 . 7 5 4 6 2 . 7 1 0 c a 2 1 9 4 . 6 6 - 5  . 3 4 2 2 . 7 4 2 2 3 . 3 6 0
c a 3 1 8 8 . 8 7 - 1 1 . 1 3 6 2 . 0 1 4 6 3 . 0 0 5 c a 3 1 9 5 . 4 6 - 4 . 5 4 2 2 . 8 6 4 2 3  . 3 1 1
p o j a c 1 7 9 . 8 8 - 2 0 . 1 2 4 3 . 4 0 6 4 7 . 8 4 4 p o j a c 2 1 9 . 5 0 1 9  . 5 0 2 7 . 7 1 4 3 3 . 8 8 8
j a c l 1 3 3 . 8 4 - 6 6 . 1 6 3 5 . 9 5 3 7 5 . 3 0 0 j a c l 1 8 0 . 0 1 - 1 9 . 9 9 2 9 . 4 7 6 3 5 . 6 1 3
j a c s e q 1 7 9 . 5 8 - 2 0 . 4 2 4 1 . 2 7 9 4 6 . 0 5 4 j a c s e q 2 0 4 . 8 5 4 , 8 5 3 1 . 3 5 8 3 1 . 7 3 1
j a c i n t 1 7 2 . 6 4 - 2 7 . 3 6 4 0 . 5 9 0 4 8 . 9 5 1 j a c i n t 1 9 4 . 5 1 - 5  . 4 9 2 9 . 0 5 5 2 9 . 5 7 0
P r ( i n f  m l e ) m e a n  j a c l c n i f e  o r d e r  = 0 . 0 0 1 , 3 . 7 4 7 P r {i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 9 9 1
c , c h l , c h 2 c h 3  = 0 . 5 2 8 ,  0 4 6 1  , 0 . 5 4 0 , 0 . 5 2 1 c ,  c h l ,  c h 2 c h 3  = 0 . 7 2 9 ,  0 6 9 6  , 0 . 7 3 0 , 0 . 7 2 4
c v h l , c v h 2 , c v h 3  = 0 . 4 5 1 2 7 9 0 . 1 8 6 0 3 0 ,  0 . 2 4 0 7 1 2 c v h l , c v h 2 , c v h 3  = 0 . 3 9 3 3 5 0 0 . 3 0 9 2 7 6 ,  0 . 3 2 2 4 0 5
N u m b e r  o f  s a m p l i n g  o c c a s i o n s 1 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  -  . . . . 2 0
E s t i m a t o r m e a n b i a s s . d . r m s e E s t i m a t o r m e a n b i a s s . d .
X 1 4 5 . 8 7 - 5 4 . 1 3 2 6 . 5 0 2 6 0 . 2 7 0 1 6 1 . 0 8 - 3 8 . 9 2 2 3 . 3 5 0 4 5 . 3 8 4
m l e 1 7 0 . 9 5 - 2 9 . 0 5 1 6 . 6 4 0 3 3  . 4 7 5 m l e 1 7 6 . 7 5 - 2 3  . 2 5 1 4 . 1 5 0 2 7 . 2 1 6
d r l 1 8 0 . 5 0 - 1 9 . 5 0 1 6 . 3 0 7 2 5 . 4 1 6 d r l 1 8 4 . 2 2 - 1 5 . 7 8 1 3 . 3 5 1 2 0 . 6 5 8
b o o t 1 7 0 . 0 7 - 2 9 . 9 3 2 5 . 3 4 9 3 9 . 2 2 4 b o o t 1 8 2 . 9 4 - 1 7 . 0 6 2 0 . 1 0 1 2 6 . 3 6 4
a c l 1 9 2 . 2 7 - 7 . 7 3 1 7 . 2 4 6 1 8 . 9 0 0 a c l 1 9 4 . 3 9 - 5 .  6 1 1 3 . 6 6 6 1 4 . 7 7 5
a c 2 1 8 6 . 1 8 - 1 3 . 8 2 1 6 . 8 0 5 2 1 . 7 5 8 a c 2 1 9 1 . 2 4 - 8 . 7 6 1 3 . 6 1 3 1 6 . 1 8 8
a c 3 1 8 6 . 9 1 - 1 3 . 0 9 1 6 . 8 9 0 2 1 . 3 7 1 a c 3 1 9 1 . 5 6 - 8  . 4 4 1 3 . 6 3 0 1 6 . 0 3 0
0 1 8 1 . 0 2 - 1 8 . 9 8 2 4 . 4 3 4 3 0 . 9 4 1 0 1 9 2 . 5 4 - 7 . 4 6 1 8 . 4 2 4 1 9 . 8 7 8
c a l 2 0 1 . 1 7 1 . 1 7 1 7 . 6 8 9 1 7  . 7 2 7 c a l 2 0 4 . 4 2 4 . 4 2 1 4 . 0 1 2 1 4 . 6 9 4
c a 2 1 9 8 . 8 4 - 1 . 1 6 1 7 . 5 5 3 1 7 . 5 9 1 c a 2 2 0 3 . 3 2 3 . 3 2 1 3 . 9 1 3 1 4 . 3 0 4
c a 3 1 9 9 . 0 8 - 0 . 9 2 1 7 . 5 6 7 1 7  . 5 9 1 c a 3 2 0 3 . 4 3 3 . 4 3 1 3 . 9 0 9 1 4  . 3 2 5
p o j a c 2 2 2 . 1 6 2 2 . 1 6 2 0 . 6 5 4 3 0 . 2 8 9 p o j a c 2 2 0 . 2 0 2 0 . 2 0 1 9 . 7 4 9 2 8 . 2 4 7
j a c l 1 9 5 . 0 3 - 4 . 9 7 2 1 . 9 1 7 2 2  . 4 7 4 j a c l 2 0 3 . 3 8 3 . 3 8 1 5 . 4 7 6 1 5 . 8 4 1
j a c s e q 2 1 0 . 2 4 1 0 . 2 4 2 3 . 3 5 6 2 5 . 5 0 0 j a c s e q 2 1 1 . 3 6 1 1 . 3 6 1 8 . 6 5 8 2 1 . 8 4 6
j a c i n t 2 0 2 . 5 8 2 . 5 8 2 2 . 6 1 8 2 2 . 7 6 5 j a c i n t 2 0 6 . 7 2 6 . 7 2 1 6 . 8 7 3 1 8 . 1 6 2
P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  =  0 . 0 0 0 , 1 . 5 6 5 P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 3 0 9
c , c h l , c h 2 c h 3  = 0 . 8 2 0 ,  0 8 0 8  , 0 . 8 2 5 , 0 . 8 2 3 c ,  c h l ,  c h 2 c h 3  = 0 . 8 8 2 ,  0 8 7 3  , 0 . 8 8 3 , 0 . 8 8 2
c v h l , c v h 2 , c v h 3  = 0 . 3 9 8 6 1 5 0 . 3 6 0 2 8 2 ,  0 . 3 6 4 7 3 3 c v h l , c v h 2 , c v h 3  = 0 . 4 2 3 5 2 0 0 . 4 0 3 7 9 2 ,  0 . 4 0 5 8 7 7
N u m b e r  o f  s a m p l i n g  o c c a s i o n s 2 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  — . . . . 3 0
E s t i m a t o r m e a n b i a s s . d . r m s e E s t i m a t o r b i a s s . d .
1 6 8 . 7 8 - 3 1 . 2 2 2 0 . 7 6 1 3 7  . 4 9 0 1 7 5 . 8 7 - 2 4 . 1 3 1 8 . 0 8 5 3 0 . 1 5 8
m l e 1 7 9 . 5 5 - 2 0 . 4 5 1 3 . 2 1 0 2 4 . 3 4 4 m l e 1 8 2 . 9 9 - 1 7 . 0 1 1 2 . 0 0 3 2 0 . 8 2 1
d r l 1 8 5 . 9 3 - 1 4 . 0 7 1 2 . 0 1 0 1 8 . 4 9 9 d r l 1 8 8 , 1 7 - 1 1 . 8 3 1 0 . 4 3 1 1 5 . 7 7 1
b o o t 1 8 8 . 4 2 - 1 1 . 5 8 1 6 . 5 2 4 2 0 . 1 7 7 b o o t 1 9 3 . 0 5 - 6 . 9 5 1 3  . 2 3 6 1 4 , 9 4 9
a c l 1 9 5  . 2 7 - 4 . 7 3 1 1 . 4 8 6 1 2  . 4 2 3 a c l 1 9 6  . 2 0 - 3 . 8 0 8 . 9 9 8 9 . 7 6 8
a c 2 1 9 3 . 3 8 - 6 . 6 2 1 1 . 4 4 3 1 3  . 2 2 1 a c 2 1 9 5 . 0 5 - 4  . 9 5 9 . 0 5 6 1 0 . 3 1 9
a c 3 1 9 3  . 5 4 - 6 . 4 6 1 1 . 4 4 4 1 3 . 1 4 3 a c 3 1 9 5 . 1 3 - 4 . 8 7 9 . 0 5 0 1 0 . 2 7 5
0 1 9 6 . 8 8 - 3 . 1 2 1 4 . 6 6 0 1 4 . 9 8 9 0 2 0 0 . 2 7 0 . 2 7 1 1 . 3 9 1 1 1 . 3 9 4
c a l 2 0 4 . 9 0 4 . 9 0 1 2 . 2 7 6 1 3 . 2 1 9 c a l 2 0 5 . 4 3 5 . 4 3 1 0 . 0 4 4 1 1 . 4 1 9
c a 2 2 0 4 . 3 0 4 . 3 0 1 2 . 1 5 4 1 2 . 8 9 2 c a 2 2 0 5 . 0 9 5 . 0 9 9 . 9 5 2 1 1 . 1 7 9
c a 3 2 0 4 . 3 5 4 . 3 5 1 2 . 1 6 0 1 2 . 9 1 5 c a 3 2 0 5 . 1 2 5 . 1 2 9 . 9 6 7 1 1 . 2 0 6
p o j a c 2 1 6  . 5 3 1 6  . 5 3 2 0  . 6 2 4 2 6 . 4 3 1 p o j a c 2 1 2  . 9 6 1 2  . 9 6 1 8 . 6 4 0 2 2 . 7 0 1
j a c l 2 0 5  . 5 8 5 . 5 8 1 2 . 4 5 0 1 3 . 6 4 2 j a c l 2 0 7 . 0 1 7 . 0 1 9 . 8 7 5 1 2 . 1 0 9
j a c s e q 2 1 0 . 6 9 1 0  . 6 9 1 7  . 2 4 8 2 0 . 2 9 3 j a c s e q 2 0 9 . 7 7 9 . 7 7 1 2 . 7 1 9 1 6  . 0 3 8
j a c i n t 2 0 7  . 5 4 7  . 5 4 1 4 . 4 3 0 1 6 . 2 8 1 j a c i n t 2 0 7 . 7 6 7 . 7 6 1 0 . 7 5 6 1 3  . 2 6 6
P r ( i n f  m l e ) m e a n  j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 2 2 2 P r ( i n f  r a l e ) m e a n  j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 1 2 9
c ,  c h l ,  c h 2 c h 3  = 0 . 9 1 3 ,  0 . 9 0 7  , 0 . 9 1 3 , 0 . 9 1 2 c ,  c h l ,  c h 2 c h 3  = 0 . 9 3 8 ,  0 . 9 3 3  , 0 . 9 3 7 , 0 . 9 3 7
c v h l , c v h 2 , c v h 3  = 0 . 4 4 8 5 4 4 0 . 4 3 7 0 6 2 ,  0 . 4 3 8 1 2 5 c v h l , c v h 2 , c v h 3  = 0 . 4 6 0 8 3 3 0 . 4 5 3 6 1 6 ,  0 . 4 5 4 1 9 3
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Table 3.5 
N = 200 : Number of
.3c
p ~ Beta(alpha,beta) : simulations = 1000 ep ~  U (  0.04, 0.20 ) : C V  ~  U ( 0.30, 0 .80 )
N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  —' . . . . 5 N u m b e r  o f  s a m p l i n g  o c c a s i o n s t  = . . . . 1 0
E s t i m a t o r b i a s s  . d . E s t i m a t o r b i a s s  . d .
8 6 . 5 3 - 1 1 3 . 4 7 2 6 . 3 8 8 1 1 6 . 5 0 3 X 1 2 5 . 6 7 - 7 4 . 3 3 2 8 . 2 7 8 7 9 . 5 2 7
m l e 1 6 5 . 6 0 - 3 4 . 4 0 5 7 . 8 6 6 6 7 . 3 1 9 m l e 1 6 7 . 3 2 - 3 2 . 6 8 2 1 . 0 8 6 3 8 . 8 9 5
d r l 1 9 9 . 0 3 - 0 . 9 7 7 4 . 7 6 0 7 4 . 7 6 7 d r l 1 8 1 . 6 7 - 1 8 . 3 3 2 2 . 6 2 2 2 9 . 1 1 7
b o o t 1 0 7 . 5 7 - 9 2 . 4 3 3 1 . 0 2 3 9 7 . 4 9 6 b o o t 1 5 0 , 9 9 - 4 9 . 0 1 2 9 . 8 7 9 5 7 . 4 0 1
a c l 2 3 3 . 0 7 3 3 . 0 7 1 0 2 . 3 9 9 1 0 7 . 6 0 6 a c l 1 9 7 . 5 1 - 2  . 4 9 2 6 . 8 7 1 2 6 . 9 8 6
a c 2 1 7 8 . 3 6 - 2 1 . 6 4 7 3 . 9 4 0 7 7 . 0 4 1 a c 2 1 8 3 . 1 8 - 1 6 . 8 2 2 3 . 3 0 9 2 8 . 7 4 4
a c 3 1 8 8 . 6 3 - 1 1 . 3 7 8 5 . 0 9 4 8 5 . 8 5 0 a c 3 1 8 5 . 2 3 - 1 4 . 7 7 2 3 . 6 9 8 2 7 . 9 2 5
0 1 1 7 . 1 3 - 8 2 . 8 7 3 3 . 0 1 2 8 9 . 2 0 0 0 1 6 2 . 6 9 - 3 7 . 3 1 3 0 . 2 2 2 4 8 . 0 1 2
c a l 2 0 9 . 9 7 9 . 9 7 7 4 . 9 3 5 7 5 . 5 9 5 c a l 2 0 0 . 6 3 0 . 6 3 2 4 . 0 1 7 2 4 . 0 2 5
c a 2 1 8 4 . 4 6 - 1 5 . 5 4 6 0 . 7 5 4 6 2 . 7 1 0 c a 2 1 9 4 . 6 6 - 5 . 3 4 2 2 . 7 4 2 2 3 . 3 6 0
c a 3 1 8 8 . 8 7 - 1 1 . 1 3 6 2 . 0 1 4 6 3 . 0 0 5 c a 3 1 9 5 . 4 6 - 4 . 5 4 2 2 . 8 6 4 2 3 . 3 1 1
p o j a c 1 7 9 , 8 8 - 2 0 . 1 2 4 3 . 4 0 6 4 7 . 8 4 4 p o j a c 2 1 9 . 5 0 1 9 . 5 0 2 7 . 7 1 4 3 3 . 8 8 8
j a c l 1 3 3 . 8 4 - 6 6 . 1 6 3 5 . 9 5 3 7 5 . 3 0 0 j a c l 1 8 0 . 0 1 - 1 9 . 9 9 2 9 . 4 7 6 3 5 . 6 1 3
j a c s e g 1 7 9 . 5 8 - 2 0 . 4 2 4 1 . 2 7 9 4 6 . 0 5 4 j a c s e g 2 0 4 . 8 5 4 . 8 5 3 1 . 3 5 8 3 1 . 7 3 1
j a c i n t 1 7 2 . 6 4 - 2 7 . 3 6 4 0 . 5 9 0 4 8 . 9 5 1 j a c i n t 1 9 4 . 5 1 - 5 . 4 9 2 9 . 0 5 5 2 9 . 5 7 0
P r ( i n f  m l e ) m e a n i a c k n i f e  o r d e r  = 0 . 0 0 1 , 3 . 7 4 7 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 9 9 1
c ,  c h i ,  c h 2 , c h 3  = 0 . 5 2 8 ,  0 4 6 1  , 0 . 5 4 0 , 0 . 5 2 1 c , c h i , c h 2 c h 3  = 0 . 7 2 9 ,  0 6 9 6  , 0 . 7 3 0 , 0 . 7 2 4
c v h l , c v h 2 , c v h 3  = 0 . 4 5 1 2 7 9 0 . 1 8 6 0 3 0 ,  0 . 2 4 0 7 1 2 c v h l , c v h 2 , c v h 3  = 0 . 3 9 3 3 5 0 0 . 3 0 9 2 7 6 ,  0 . 3 2 2 4 0 5
N u m b e r  o f  s a m p l i n g  o c c a s i o n s 1 5 N u m b e r  o f  s a m p l i n g o c c a s i o n s t  ~ . . . . 2 0
E s t i m a t o r b i a s s . d . E s t i m a t o r b i a s s . d .
1 4 5 . 8 7 - 5 4 . 1 3 2 6 . 5 0 2 6 0 . 2 7 0 1 6 1 . 0 8 - 3 8 . 9 2 2 3 . 3 5 0 4 5 . 3 8 4
m l e 1 7 0 . 9 5 - 2 9 . 0 5 1 6 . 6 4 0 3 3 . 4 7 5 m l e 1 7 6 . 7 5 - 2 3 . 2 5 1 4 . 1 5 0 2 7 . 2 1 6
d r l 1 8 0 . 5 0 - 1 9 . 5 0 1 6 . 3 0 7 2 5 . 4 1 6 d r l 1 8 4 . 2 2 - 1 5 . 7 8 1 3 . 3 5 1 2 0 . 6 6 8
b o o t 1 7 0 . 0 7 - 2 9 . 9 3 2 5 . 3 4 9 3 9 . 2 2 4 b o o t 1 8 2 . 9 4 - 1 7 . 0 6 2 0 . 1 0 1 2 6 . 3 6 4
a c l 1 9 2 . 2 7 - 7  . 7 3 1 7 . 2 4 6 1 8 . 9 0 0 a c l 1 9 4 . 3 9 - 5 . 6 1 1 3 . 6 6 6 1 4 . 7 7 5
a c 2 1 8 6 . 1 8 - 1 3 . 8 2 1 6 . 8 0 5 2 1 . 7 5 8 a c 2 1 9 1 . 2 4 - 8 . 7 6 1 3 . 6 1 3 1 6 . 1 8 8
a c 3 1 8 6 . 9 1 - 1 3 . 0 9 1 6 . 8 9 0 2 1 . 3 7 1 a c 3 1 9 1 . 5 6 - 8 . 4 4 1 3 . 6 3  0 1 6 . 0 3 0
0 1 8 1 . 0 2 - 1 8 . 9 8 2 4 . 4 3 4 3 0 . 9 4 1 0 1 9 2 . 5 4 - 7 . 4 6 1 8 . 4 2 4 1 9 . 8 7 8
c a l 2 0 1 . 1 7 1 . 1 7 1 7 . 6 8 9 1 7 . 7 2 7 c a l 2 0 4 . 4 2 4 . 4 2 1 4 . 0 1 2 1 4 . 6 9 4
c a 2 1 9 8 . 8 4 - 1 . 1 6 1 7 . 5 5 3 1 7 . 5 9 1 c a 2 2 0 3 . 3 2 3 . 3 2 1 3 . 9 1 3 1 4 . 3 0 4
c a 3 1 9 9 . 0 8 - 0 . 9 2 1 7 . 5 6 7 1 7 . 5 9 1 c a 3 2 0 3 . 4 3 3 . 4 3 1 3 . 9 0 9 1 4 . 3 2 5
p o j a c 2 2 2 . 1 6 2 2  . 1 6 2 0 . 6 5 4 3 0 . 2 8 9 p o j a c 2 2 0 . 2 0 2 0 . 2 0 1 9 . 7 4 9 2 8 . 2 4 7
j a c l 1 9 5 . 0 3 - 4 . 9 7 2 1 . 9 1 7 2 2 . 4 7 4 j a c l 2 0 3 . 3 8 3 . 3 8 1 5 . 4 7 6 1 5 . 8 4 1
j a c s e g 2 1 0 . 2 4 1 0  . 2 4 2 3 . 3 5 6 2 5 . 5 0 0 j a c s e g 2 1 1 . 3 6 1 1 . 3 6 1 8 . 6 5 8 2 1 . 8 4 6
j a c i n t 2 0 2 . 5 8 2 . 5 8 2 2 . 6 1 8 2 2 , 7 6 5 j a c i n t 2 0 6 . 7 2 6 . 7 2 1 6 . 8 7 3 1 8 . 1 6 2
P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 5 6 5 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 3 0 9
c , c h i , c h 2 c h 3  = 0 . 8 2 0 ,  0 . 8 0 8  , 0 . 8 2 5 , 0 . 8 2 3 c , c h i , c h 2 c h 3  = 0 . 8 8 2 ,  0 . 8 7 3  , 0 . 8 8 3 , 0 . 8 8 2
c v h l , c v h 2 , c v h 3  = 0 . 3 9 8 6 1 5 0 . 3 6 0 2 8 2 ,  0 . 3 6 4 7 3 3 c v h l , c v h 2 , c v h 3  = 0 . 4 2 3 5 2 0 0 . 4 0 3 7 9 2 ,  0 . 4 0 5 8 7 7
N u m b e r  o f  s a m p l i n g o c c a s i o n s t  = . . . . 2 5 N u m b e r  o f  s a m p l i n g o c c a s i o n s t  = . . . . 3 0
E s t i m a t o r b i a s s  . d . r m s e E s t i m a t o r m e a n b i a s s . d .
1 6 8 . 7 8 - 3 1 . 2 2 2 0 . 7 6 1 3 7 . 4 9 0 X 1 7 5 . 8 7 - 2 4 . 1 3 1 8 . 0 8 5 3 0 . 1 5 8
m l e 1 7 9 . 5 5 - 2 0 . 4 5 1 3 . 2 1 0 2 4 . 3 4 4 m l e 1 8 2 . 9 9 - 1 7 . 0 1 1 2 . 0 0 3 2 0 . 8 2 1
d r l 1 8 5 . 9 3 - 1 4 . 0 7 1 2 . 0 1 0 1 8 . 4 9 9 d r l 1 8 8 . 1 7 - 1 1 . 8 3 1 0 . 4 3 1 1 5 . 7 7 1
b o o t 1 8 8 . 4 2 - 1 1 . 5 8 1 6 . 5 2 4 2 0 . 1 7 7 b o o t 1 9 3 . 0 5 - 6  . 9 5 1 3 . 2 3 6 1 4 . 9 4 9
a c l 1 9 5 . 2 7 - 4 . 7 3 1 1 . 4 8 6 1 2 . 4 2 3 a c l 1 9 6 . 2 0 - 3  . 8 0 8 . 9 9 8 9 . 7 6 8
a c 2 1 9 3 . 3 8 - 6 . 6 2 1 1 . 4 4 3 1 3 . 2 2 1 a c 2 1 9 5 . 0 5 - 4  . 9 5 9 . 0 5 6 1 0 . 3 1 9
a c 3 1 9 3 . 5 4 - 6 . 4 6 1 1 . 4 4 4 1 3 . 1 4 3 a c 3 1 9 5 . 1 3 - 4 . 8 7 9 . 0 5 0 1 0 . 2 7 5
0 1 9 6 . 8 8 - 3  . 1 2 1 4 . 6 6 0 1 4 . 9 8 9 0 2 0 0 . 2 7 0 . 2 7 1 1 . 3 9 1 1 1 . 3 9 4
c a l 2 0 4 . 9 0 4 . 9 0 1 2 . 2 7 6 1 3 . 2 1 9 c a l 2 0 5 . 4 3 5 . 4 3 1 0 . 0 4 4 1 1 . 4 1 9
c a 2 2 0 4 . 3 0 4 . 3 0 1 2 . 1 5 4 1 2 . 8 9 2 c a 2 2 0 5 . 0 9 5 . 0 9 9 . 9 5 2 1 1 . 1 7 9
c a 3 2 0 4 . 3 5 4 . 3 5 1 2 . 1 6 0 1 2 . 9 1 5 c a 3 2 0 5 . 1 2 5 . 1 2 9 . 9 6 7 1 1 . 2 0 6
p o j a c 2 1 6 . 5 3 1 6 . 5 3 2 0 . 6 2 4 2 6 . 4 3 1 p o j a c 2 1 2 . 9 6 1 2  . 9 6 1 8 . 6 4 0 2 2  . 7 0 1
j a c l 2 0 5 . 5 8 5 . 5 8 1 2 . 4 5 0 1 3 . 6 4 2 j a c l 2 0 7 . 0 1 7 . 0 1 9 . 8 7 5 1 2 . 1 0 9
j a c s e g 2 1 0 . 6 9 1 0 . 6 9 1 7 . 2 4 8 2 0 . 2 9 3 j a c s e g 2 0 9 . 7 7 9 . 7 7 1 2 . 7 1 9 1 6 . 0 3 8
j a c i n t 2 0 7 . 5 4 7 . 5 4 1 4 . 4 3 0 1 6 . 2 8 1 j a c i n t 2 0 7 . 7 6 7 . 7 6 1 0 . 7 5 6 1 3  . 2 6 6
P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 2 2 2 P r ( i n f  m l e ) m e a n j a c k n i f e o r d e r  = 0 . 0 0 0 , 1 . 1 2 9
c ,  c h i ,  c h 2 c h 3  = 0 . 9 1 3 ,  0 . 9 0 7  , 0 . 9 1 3 , 0 . 9 1 2 c , c h i , c h 2 c h 3  = 0 . 9 3 8 ,  0 . 9 3 3  , 0 . 9 3 7 , 0 . 9 3 7
c v h l , c v h 2 , c v h 3  = 0 . 4 4 8 5 4 4 0 . 4 3 7 0 6 2 ,  0 . 4 3 8 1 2 5 c v h l , c v h 2 , c v h 3  = 0 . 4 6 0 8 3 3 0 . 4 5 3 6 1 6 ,  0 . 4 5 4 1 9 3
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^3.6 : Some Standard Data Sets
The aim of this section is to assess how the estimators perform on various standard 
data sets which have previously been studied in the literature. Of particular interest in this 
section is the fact that some of the following data sets were obtained from experiments 
carried out on populations of known size. It is also of interest to see how the results of this 
section, being obtained from real life populations, compare with the results of the 
simulation study of section 3.5. It is noted however that it would be unwise to draw firm 
conclusions from a small number of data sets.
The notation used in the following tables is identical to that of the previous section, with 
the following additions :
N = population size ( if known ).
fl =  the number of animals seen exactly once. 
f2 =  the number of animals seen exactly twice.
ft =  the number of animals seen exactly t times.
X =  number of distinct individuals seen.
z =  total number of sightings.
Carothers (1973) carried out a capture-recapture experiment on a population of 420 
taxicabs working in Edinburgh. The whole data set, as illustrated in table 3.6.1, was 
presented along with various subsets. Tables 3.6.2a and 3.6.2b show how the estimators 
perform on all 42 subsets. A number of the subsets intersect and so not all of the estimates 
are independent. For details of how the different subsets were obtained please refer to 
Carothers(1973). The whole taxicab data set, along with the snowshoe hare data of 
Burnham and Cushwa, appeared in the Otis et al. (1978) wildlife monograph, wherein for 
both sets of data the model selection procedure of Otis et al. (1978) was shown to choose 
the model M^. The model selection procedure of Otis et al. (1978) also selects the model 
M,, as being most appropriate for the meadow vole trapping data of Pollock et al. (1990). 
The model M,^  has been judged appropriate by Norris and Pollock(1996) for the eastern 
chipmunk data of Mares et al. (1981). It is impossible to apply the model selection 
procedure of Otis et al. (1978) to the mud turtle data of Chao(1989) : this data set is 
included so as to illustrate through a real data example how the estimators perform in a 
situation wherein sample coverage is very small.
The performance and relative performance of the estimators in connection with the 
standard data sets is almost entirely consistent with the simulation study of section 3.5. One 
may firstly observe that the standard data sets illustrate the tendency of the maximum
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likelihood estimator N and Darroch and Ratcliff estimator d rl to underestimate in the 
presence of heterogeneity. The bootstrap estimator of Smith and van Belle(1984) is 
negatively biased, and particularly so when sample coverage is small. Also immediately 
apparent is the way in which the coverage adjusted estimators clearly perform much better 
than the Overton estimator. The Overton estimator N q can be severely negatively biased 
and consequently its performance tends to be unacceptable, unless that is, as with the data 
of Mares et al. (1981) and Pollock et al. (1990), an extremely large proportion of the 
population is seen during the experiment. N q is particularly negatively biased when
sample coverage is small whereas in this situation, for the reasons discussed in the previous 
section, the coverage adjusted estimators and are still able to provide
reasonable estimates of population size.
The estimators acl and cal both make use of ch i as an estimator of sample 
coverage. In the same way ac2, ca2 and ac3, ca3 incorporate ch2 and ch3 respectively. In 
tables 3.6.2a and 3.6.2b it is therefore reasonable to compare cal to acl, ca2 to ac2 and ca3 
to ac3. In order to highlight this comparison, the cell containing the better estimate is 
shaded in each case. Looking at the shaded cells in tables 3.6.2a and 3.6.2b shows quite 
clearly that, for this particular population, the coverage adjusted estimators for each given 
estimate of sample coverage, tend to perform better than the corresponding ac l, ac2 or ac3. 
Explicitly, on 25 of the 42 subsets, the estimate provided by cal is closer to the true value 
of 420 than that given by acl. Similarly on 35 of these 42 subsets, the estimators ca2 and 
ca3 improve on ac2 and ac3 respectively. This is consistent with the simulation study. 
However, for the complete taxicab data, as shown in table 3.6.1, acl is actually more 
accurate than cal. For this data set, ca2 and ca3 are respectively more accurate than ac2 
and ac3, so it is perhaps worthwhile to recall at this point that the simulation study 
recommended use of either ca2 or ca3 in favour of cal.
The complete taxicab data of table 3.6.1 also illustrates how, even with good data, 
the sequential selection procedure of Burnham and Overton(1978) can mislead. That is, for 
the taxicab data, the sequential selection procedure chooses the third order jackknife as 
being the most appropriate - whereas this estimator clearly overestimates by a relatively 
large amount. The meadow vole data appears to provide a similar example. The discussion 
of the previous section recommended that, if estimates of sample coverage were above 0.7, 
then one should consider simply ignoring the sequential selection procedure of Burnham 
and Overton(1978) and always choose the first order jackknife. The standard data sets do 
lend support to this suggestion.
The mud turtle data set illustrates how, when sample coverage is very small, the 
jackknife estimators can possess extreme negative bias - for example, for the mud turtle 
data, even the fifth order jackknife estimator provides an estimate of 491 ( Chao(1989) 
concluded that, if equal catchability were a reasonable assumption, then there were about 
800 turtles in the habitat). This data set, therefore, also highlights the extreme negative bias 
of the bootstrap and Overton estimators when sample coverage is very small.
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It has been noted that it would be unwise to draw firm conclusions from a small 
number of data sets. With this in mind, it is still, however, pleasing to observe that the 
performance of the estimators in connection with the real life data is consistent with their 
performance within the simulation study. And that furthermore, the recommendations of 
the previous section are supported by the performance of the estimators on the standard 
data sets.
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Table 3.6.1 : Standard Data Sets
Source Mares et 
al.(1981)
Carothers
(1973)
Burnham and 
Cushwa. 
(see text)
Pollock et 
al. 
(1990)
A.Chao
(1989)
Description Eastern
Chipmunks
Taxicab
Data
Snowshoe
Hare
Meadow
Vole
Mud Turtle
N 82 420 - - -
t 13 10 6 5 40
fl 14 142 25 29 94
f2 13 81 22 15 5
f3 18 49 13 15 0
f4 12 7 5 16 0
f5 7 3 1 27 0
f6 5 1 2 - 0
f7 1 0 - - 0
f8 1 0 - - 0
f9 to f(t) 0 0 - - 0
X 71 283 68 102 99
z 222 500 145 303 104
mle 73 368 75 103 1011
drl 76 395 82 113 1030
boot 78 343 79 113 134
acl 77 416 89 123 1030
ac2 76 386 81 118 1004
ac3 77 393 84 123 1004
O 81 370 83 118 153
cal 82 439 90 121 1053
ca2 82 427 87 120 1028
ca3 82 429 88 121 1028
pojac 86 504 100 144 294
jacl 84 411 89 125 191
iacseq 84 495 89 142 191
iacint 84 469 89 138 191
orderjac 1 3 1 3 1
chl 0.937 0.716 0.828 0.904 0.096
ch2 0.947 0.752 0.888 0.929 0.099
ch3 0.943 0.744 0.861 0.904 0.099
cvhl 0.331 0.327 0.478 0.555 0.000
cvh2 0.313 0.232 0.380 0.523 0.000
cvh3 0.320 0256 0.425 0.555 0.000
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Table 3.6.2a : Taxicab Data : N = 420
Sampling Scheme A Sampling Scheme B
Data Subset alpha Data Subset alpha
Subset a b C d e f g a b C d e f g
t 5 5 5 5 5 5 5 5 5 5 5 5 5 5
fl 65 73 75 109 112 117 135 78 67 71 112 lt)6 102 116a 12 8 7 24 28 24 42 5 9 7 22 28 26 48
13 0 0 0 3 2 4 9 0 0 1 0 3 3 6
14 0 0 0 0 0 0 1 0 0 0 2 t) 0 2
f5 0 0 0 0 0 0 0 t) 0 0 0 0 0 0
77 81 82 136 142 145 187 83 76 79 136 137 131 172
89 89 89 166 174 177 250 88 85 88 164 171 163 238
242 373 428 330 339 352 341 593 299 321 347 306 295 290
drl 286 451 521 396 399 428 407 730 359 409 429 360 350 336
boot 99 106 107 174 181 185 235 lt)9 99 103 174 174 166 214
acl 305 506 594 455 436 507 471 853 396 527 555 399 392 371
ac2 228 360 , 417 327 325 363 352 584 287 368 389 297 289 280
ac3 228 360 417 335 329 382 373 584 287 386 389 302 295 286
O 110 117 119 191 199 204 256 121 109 114 192 191 183 233
cal 296 462 533 414 417 448 431 742 370 = 420 448 379 367 357
ca2 244 A 377 433 354 ' :353. :»■ 384 .  379 601 302 355 381 323 314 314
ca3 ' 244 377 433 360 357 •i 393 389 601 302 363 381 328 319 318
pojac 185 205 210 316 325 338 403 218 189 2tX) 322 309 297 352
jacl 129 139 142 223 232 239 295 145 130 136 226 222 213 265
jacseq 192 217 223 325 332 350 407 233 199 213 332 315 303 345
jacinl 183 205 211 311 318 334 392 219 189 201 317 302 291 336
order jac 4 4 4 4 4 4 4 4 4 4 4 4 4 4
chl 0.270 0.180 0.157 0.343 0.356 0.339 0.460 0.114 0.212 0.193 0.317 0.380 0.374 0.513
ch2 0.337 0.225 0.197 0.416 0.437 0.407 0.544 0.142 0.265 0.233 0.384 0.462 0.454 0.613
ch3 0.337 0.225 0.197 0.407 0.431 0.395 0.526 0.142 0.265 0.227 0.384 0.453 0.445 0.601
covl 0.285 0.371 0.389 0.431 0.345 0.478 0.469 0.423 0.343 0.566 0.596 0.374 0.391 0.394
cov2 O.(XX) O.(XX) O.tXX) O.tXX) 0.000 0.155 0.177 0.000 O.tXX) 0.308 0.345 0.000 O.tXX) O.tXX)
cov3 O.IXX) O.tXX) 0.000 0.t)37 O.tXX) 0.231 0.258 O.OtX) O.tXX) 0.350 0.345 0.000 t).tXX) O.tXX)
Data Subset beta Data Subset beta
Subset a b C d e f ; a b C d e f g
t 5 5 5 5 5 5 5 5 5 5 5 5 5 5
11 75 75 71 126 114 115 145 66 68 70 105 106 ItX) 115
12 6 7 8 19 25 26 42 9 10 10 28 25 27 50
13 1 0 0 2 3 2 7 2 0 0 2 3 3 6
14 0 0 0 0 0 0 0 0 0 0 0 1 1 1
f5 0 0 0 0 0 0 0 0 0 0 0 0 t) 0
82 82 79 147 142 143 194 77 78 80 135 135 131 172
90 89 87 170 173 173 250 90 88 90 167 169 167 237
mle 381 428 355 464 347 360 391 227 287 301 311 298 272 293
drl 492 521 430 568 416 427 462 289 343 360 364 362 327 3.34
boot 107 107 103 190 181 183 245 99 101 104 172 172 166 214
acl 657 594 482 679 477 475 519 372 376 ,3 9 5 394 ::,438 384 357
ac2 462 417 344 #471 ii 344 348 385 269, 275 288 297 316 277 277
ac3 488 417 344 488 351 353 396 288 275 288 301 328 286 283
O 119 119 114 210 2tX) 201 268 110 112 115 189 189 182 232
cal 504 533 441 589 - 436 446 $i487 3(X) 354 371 382 381 344 356
ca2 426 433 359 496 371 377 422 258 290 304 323 328 297 311
ca3 437 433 359 504 378 381 : 432,: 266 290 304 327 334 302 315
pojac 211 210 2tX) 359 330 332 428 188 193 198 306 309 293 349
jacl 142 142 136 248 233 235 310 130 132 136 219 220 211 264
jacscq 225 223 211 376 340 341 433 198 202 208 311 316 298 341
jacint 212 211 200 357 325 326 417 188 191 197 298 303 286 333
orderjac 4 4 4 4 4 4 4 4 4 4 4 4 4 4
chl 0.167 0.157 0.184 0.259 0.341 0.335 0.420 0.267 0.227 0.222 0.371 0.373 0.401 0.515
ch2 0.2(X) 0.197 0.230 0.315 0.413 0.410 0.504 0.317 0.284 0.278 0.455 0.447 0.482 0.620
ch3 0.194 0.197 0.230 0.309 0.405 0.405 0.490 0.306 0.284 0.278 0.449 0.438 0.473 0.608
covl 0.606 0.389 0.368 0.478 0.427 0.374 0.405 0.580 0.329 0.333 0.329 0.518 0.479 0.317
cov2 0.373 O.OtX) 0.000 0.101 0.000 O.tXX) O.tXX) 0.355 0.000 O.tXX) O.tXX) 0.241 0.152 O.tXX)
cov3 0.414 O.tXX) 0.000 0.171 O.tXX) O.OtX) O.OtX) 0.408 0.000 0.000 O.tXX) 0.282 0.206 o.ax)
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Table 3.6.2b : Taxicab Data : N = 420
Sampling Scheme A Sampling Scheme B
Data Subset gamma Data Subset gamma
Subset a b C d e f g a b C d e f g
t 10 10 10 10 10 10 10 10 10 10 10 10 10 10
f l 101 115 110 143 127 145 142 100 103 98 110 112 113 104
f2 33 27 27 62 73 67 81 30 26 29 67 62 61 67
f3 4 3 4 19 19 19 49 6 6 6 20 24 19 51
f4 0 0 0 3 3 1 7 0 0 1 3 8 7 12
f5 0 0 0 0 1 2 3 0 0 0 3 0 2 6
f6 0 0 0 0 0 0 1 0 0 0 0 0 0 1
f 7 t o  f lO 0 0 0 0 0 0 0 0 0 0 0 0 0 0
138 145 141 227 223 234 283 136 135 134 203 206 202 241
z 179 178 176 336 347 350 500 178 173 178 331 3 40 330 475
ml e 299 380 347 368 335 373 368 287 304 272 287 287 285 288
dr l 317 410 376 395 352 400 395 310 334 298 304 307 307 309
boot 177 188 182 284 276 292 343 174 174 171 249 252 249 286
ac l 317 421 391 : : :412: : 357 - ;42r. . : : 4 1 6 321 357 322 317 320 329 324
ac2 289 374 345 369 328 376 386 286 310 281 287 292 2 99 306
ac3 291 375 346 372 330 380 393 288 313 284 2 90 296 302 311
O 196 210 203 312 3 00 320 370 193 193 190 271 274 2 70 306
ca l 341 436 4 0 2 434 3 88 439 439 :33@: % 3 58 32 2 337 3 40 3 40 343
ca2 3 1 9 405 4 1 4 4 1 9 427 3 14 337 30 4 3 2 4 328 3 28 336
ca3 320 4 0 6 376 4 1 6 -:421.:.::: 4 29 3 16 338 305 325 3 30 329 338
pojac 316 354 340 467 425 475 5 04 313 320 308 375 384 383 395
j ac l 229 249 240 356 337 365 411 226 228 222 302 307 304 335
j acseq 320 249 240 463 387 465 495 347 228 342 342 352 351 370
jacint 312 249 240 435 345 436 4 69 331 228 326 306 323 319 349
or der  j ac 3 1 1 3 2 3 3 4 1 4 2 2 2 2
c h l 0. 436 0. 354 0. 375 0. 574 0. 634 0. 586 0. 716 0. 438 0.405 0. 449 0. 668 0.671 0. 658 0.781
ch2 0. 477 0. 388 0. 409 0. 615 0.681 0. 628 0. 752 0. 476 0. 438 0. 486 0. 713 0.711 0. 699 0. 812
ch3 0. 475 0. 386 0. 407 0.611 0. 676 0. 624 0. 744 0. 473 0.435 0. 483 0. 708 0. 705 0. 694 0. 803
c o v l 0. 000 0. 186 0. 228 0. 256 0. 160 0. 295 0. 327 0. 212 0. 300 0. 329 0.281 0. 273 0. 358 0. 340
cov2 0. 000 0. 000 0. 000 0. 000 0. 000 0. 116 0. 232 0. 000 0. 083 0. 160 0. 105 0. 116 0. 249 0. 269
cov3 0. 000 0. 000 0. 000 0. 049 0. 000 0. 144 0. 256 0. 000 0. 117 0. 178 0. 135 0. 148 0. 263 0. 290
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§ 3.7 : Plant-Capture Applied to the Model M;
§ 3.7.1 : Introduction
Within the previous sections of this chapter consideration was given to the 
standard problem of estimating population size from capture-recapture data, in the 
absence of plants. The aim of this section is to show how an initial insertion of planted 
individuals into the population prior to the beginning of the capture-recapture 
experiment can enhance point estimation of population size. This is done by deriving a 
Peterson-type estimator in section 3.7.4, and in section 3.7.5 it is shown how the 
coverage adjusted estimators of section 3.3 can be modified so as to enable them to 
utilize the information gained from planted individuals.
§ 3.7.2 : Sampling Procedure. Assumptions and Some Additional Notation
The sampling procedure considered within this section is almost identical to the 
one described in section 3.2. The only difference being that prior to the beginning of the 
experiment it is assumed that a known number of R pre-marked individuals have been 
mixed with the target population, of size N. It is assumed that the planted individuals 
behave in an identical manner to those of the taiget population.
Once the planted animals have mixed with the target population a sequence of t 
sampling experiments are carried out on the augmented population which is assumed to 
be closed and of size N+R. Independently of other animals and independently of its 
previous capture history animal i (i= 1,2,...,N+R) is captured in sample j (j=l,2,...,t) with 
probability p^. After each sample is taken every animal within that sample which has 
not previously been marked receives a unique tag before its immediate release so that it 
may be recognised on subsequent trapping occasions. The experiment generates an 
N+R by t matrix A where
f 1 if animal i is caught on sampling occasion j 
[O if animal i is not caught on sampling occasion j
i = 1, 2,...., N+R.
J — I5 2^)...., t.
The sample space is the set of such matrices.
It is assumed that the pj, for i= 1, 2, ..., N+R, are a random sample from some 
probability distribution f(p), p e  [0,1], with c.d.f. F(p).
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At this point it is necessary to introduce some additional notation .
As in chapters 1 and 2, let
Xi = number of distinct animals seen from target population,
Xg = number of distinct animals seen from planted population 
and let X = X, +X^ = number of distinct animals seen from augmented population. 
Now the frequencies for the tar get, planted and augmented populations are written as 
f = number of animals from target population seen exactly k times, 
fk = number of animals from planted population seen exactly k times 
and = number of animals from augmented population seen exactly k
times.
Finally let t
= 2^kf^ = total number of sightings made.
k=l
§ 3.7.3 : Some Distribution Theory
By the independence of the target and planted populations, it follows from 
equation  (3.1) tha t the jo in t p robab ility  d is trib u tio n  func tion  of 
{Xi,X2, f i , f2, . . . ,f t ,f I ,f2)---,ft} may be written as
 ^ V»r'fc)"{R-x f] (3.10)j=i
where ;Tj = |^ y j p '( l - p ) ' ‘MF(p), 
j = 0 ,1 .2 ,..,t
It can be shown ( K. Pollock pers.com. ) that this probability function may be 
decomposed as follows :
prob{x„Xj,f„fj,..,f„f;,f;,...,f;}=p,.Pj.P3.P4, o.n)
 ^ N Y R ^
where P, ' N + R
f  N + R zfi+if, / \N+R-zf,-zf;
126
and
Infl + f i,.. . . ,f , + f t J i=i
V
Px = f  f  f
' ^ ;r,
V* \
1-7T,oy
'  E f . + E f :  '
fl + fi,....,f i + f*
N.B. Each summation is to be evaluated over the range i = 1, 2 ,..., t.
$ 3.7.4 : A Peterson-Type Estimator
The Peterson-type estimator proposed here is derived from the P, component of 
the probability function (3.11) : this Pi component is in fact a hypergeometric density 
function. Let L(N) denote the likelihood function for N based on this hypergeometric 
density. By equating L(N) to L(N -1) one can show that the likelihood function for N, 
based on the hypergeometric distribution P i, is in fact maximised by the Peterson-type
estimator NM - M l
X .
. In order to avoid introducing an estimator which becomes infinite
when X2 = 0, and in view of the fact that population size N is integer valued, Np is 
slightly modified : from this point consideration is given to the estim ator 
(R + l)Xi~Np = 0.5 + X2+ I , where [.] denotes the integer part.
$ 3.7.5 : Plant-Capture Versions of the Overton and Coverage Adjusted Estimators
Of the estimators considered within this chapter that were initially designed for 
the standard problem of estimating population size in the absence of plants, other than 
the nonparametric maximum likelihood estimator of Norris and Pollock(1996), only the 
Overton estimator and coverage adjusted estimators of section 3.3 can be extended 
naturally in such a way that allows them to be able to utilize the extra information 
gained from the planted individuals. The plant-capture versions of the Overton and 
coverage adjusted estimators are obtained via an approach almost identical to the one 
used to derive them in the absence of plants : hence the following derivation is 
explained only briefly.
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can be
From equation 3.10 it follows that the likelihood function for N may be written as
If one assumes for the moment that F(p) is known exactly, so that e |^ (1 -  p)‘
viewed as a known constant, then, by equating L(N) to L(N-l), one can show that an 
approximate maximum likelihood estimate is given by
Using the theory of weighted distributions, and assuming that the capture probabilities 
of the animals seen during the experiment are known exactly, one can show that an
unbiased estimator of |1 ” E [(1 -p )‘l |  is given by -^--- — ; the set
S“ = {S| :^k = 1,2,..,x}, where s  ^ e  {1,2,3,...,N+ R} for all k, represents the set of the 
indices of the x distinct animals seen during the sampling period.
Now assuming that the p. for all ieS *  are known, use of equation (3.12) suggests the 
estimator
N 1 (3.13)
A plant-capture version of the Overton estimator can now be obtained by substituting 
into equation (3.13) the maximum likelihood estimates of the pj :
f fN S = ^ I - t  '
1- ^ 1- -
Similarly substituting coverage-adjusted estimates of the capture-probabilities into 
equation (3.13) yields the three following plant-capture versions of the coverage 
adjusted estimators of section 3.3 :
X. f fN cal
^  i = i 1 1 1 t
N! Xca2
^  i = l
'a /  /  
f f
1 fl1 — +
Z„
and N L = - SX
2 f;
( t - l )  z . ;  
f f
1 - 1 2  f f
V V Za (t -  1) (t -  l)(t -  2) Z^  y ^
N.B. In the absence of plants, i.e. when R = 0, the estimators NJ, N^^, N “^ 2 N^^
do in fact reduce to Nq, N^^j, N ^^ 2 respectively.
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§ 3.7.6 : Plant-Capture Simulation Study
A simulation study was carried out in order to investigate the performance of the 
plant-capture estimators. The simulations were carried out in an almost identical 
manner to those of tables 3.5.3a, b and c. In each simulation the capture probabilities of 
the N+R animals were drawn as a random sample from some probability distribution p 
with mean E(p), vaiiance Var(p) and coefficient of variation sqrt[Var(p)]/E(p). At the 
beginning of each simulation the value of E(p) was selected as a random obseiwation 
from a uniform distribution on some interval ( . , . ) .  Similarly the value of the 
coefficient of variation was selected as a random observation from a uniform 
distribution on some interval The distribution of p was chosen to be Beta(alpha,
beta), where, as in section 3.3, alpha = ^—$  -  ep and beta = “  (l -  ep ). The(cv) ep(cv)
capture probabilities of the N+R animals were drawn as a random sample from this beta 
distribution and live trapping was then simulated in the usual way. Each table is split 
into two columns : each column depicting the results for a certain number of sampling 
occasions. Each column is split into four cells : the first cell shows how the estimators 
perform in the absence of planted individuals ; the second, third and fourth cells 
illustrate respectively the performance of the estimators in the presence of 10, 25 and 50 
plants. For each value of t and R one thousand simulations were carried out : a different 
set of capture probabilities was used each time. The values shown in the tables are 
mostly averages. As many of the estimators aie only finite if at least one recapture 
occurs, any data set not meeting this condition was discarded. The simulation procedure 
continued until one thousand data sets for which the condition did hold had been 
generated. This simulation study considers various target populations of size N = 100. 
The results of the simulations are presented in tables 3.7.1a,b, 3.7.2a,b, 3.7.3a,b, 
3.7.4a,b, 3.7.5a,b and 3.7.6a,b. The notation used within these tables is identical to the 
notation of section 3.5, with the following additions :
x l = Xj.
x2 = X2.
pet = N p.
mlea = the maximum likelihood estimator for the model Mq , for details
please refer to chapter 1.
X,drla  = N; , =
1 - -
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Oa = n ;.
ca la  = N'a,.
ca2a = Nga2 -
ca3a = N^a3 •
S Pi
ca = C" = N+RS p,i=l
fïch la  = 1  — —.
Za
U ? fach2a -  1 - ^  +  - ------z. ( t - l ) z .
ch3a m l _ ! L +  2 &  6 . &
Za ( t - l ) z .  ( t - l ) ( t - 2 ) z .
Discussion
An important characteristic o f the Peterson-type estimator Np is that it remains 
virtually unbiased in the presence o f heterogeneity : consistent unb iasedness in the 
presence o f heterogeneity is something no other existing estimator is able to achieve. 
However a major disadvantage o f  the Peterson-type estimator is that it can have a very 
large variance when the number o f plants is small relative to the size o f the target 
population.
The plant-capture versions o f the Overton and coverage adjusted estimators can 
be seen to improve as the number o f plants is increased from R = 0 ; the beneficial 
effect o f the plants is most noticeable when the number o f sampling occasions is small. 
However it is disappointing to observe that this improvement due to the plants is on the 
whole only marginal. There is scope for more work here since it is believed that the 
plants may be used in a more efficient way to improve point estimation in this situation, 
perhaps through considering an estimator in the form o f a weighted average o f the 
Peterson-type and coverage adjusted estimators.
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Table 3.7 .la
N =  100 : Number of p ~  Beta(alpha,beta) : simulations = 1000 ep - U( 0.04, 0.20 ) : C V  ~  U( 0.30, 0. 80 )t =  5 t = 10
R = 0
Estimator bias S.d. rmse
R = 0
Estimator mean bias s.d. rmse
x l 4 3 . 7 3 - 5 6 . 2 7 1 3 . 4 8 1 5 7 . 8 6 3 x l 6 2 . 4 9 - 3 7 . 5 1 1 4 . 4 5 9 4 0 . 2 0 0
m l e
d r l
8 4  . 2 2  
1 0 2 . 4 5
- 1 5 . 7 8  
2 . 4 5
3 1 . 5 3 3
4 1 . 6 3 1
3 5 . 2 6 3
4 1 . 7 0 3
m l e
d r l
8 3 . 9 2
9 1 . 6 4
- 1 6 . 0 8
- 8 . 3 6
1 4 . 7 0 6
1 6 . 6 2 2
2 1 . 7 9 1
1 8 . 6 0 7
b o o t 5 4 . 3 7 - 4 5 . 6 3 1 5 . 9 5 3 4 8 . 3 4 2 b o o t 7 5 . 1 1 - 2 4 . 8 9 1 5 . 4 5 5 2 9 . 3 0 2
a c l
a c 2
a c 3
1 2 0 . 2 9  
9 3 . 1 4  
9 8  . 8 8
2 0 . 2 9  
- 6  . 8 6  
- 1 . 1 2
6 1 . 0 2 6
4 9 . 6 6 8
6 4 . 1 3 6
6 4 . 3 1 1
5 0 . 1 3 9
6 4 . 1 4 6
a c l
a c 2
a c 3
9 9 . 9 1
9 2 . 7 4
9 3 . 7 3
- 0  . 09  
- 7 . 2 6  
- 6 . 2 7
2 0 . 9 1 0
1 8 . 4 0 4
1 8 . 6 8 2
2 0 . 9 1 0
1 9 . 7 8 6
1 9 . 7 0 5
0
c a l
c a 2
c a 3
5 9 . 1 9
1 0 7 . 9 6
9 4 . 7 1
9 6 . 9 4
- 4 0 . 8 1
7 . 9 6
- 5 . 2 9
- 3 . 0 6
1 7  . 0 3 8  
4 1 . 8 4 6  
3 4 . 4 2 9  
3 5 . 9 0 9
4 4 . 2 2 0
4 2 . 5 9 7
3 4 . 8 3 3
3 6 . 0 3 9
0
c a l
c a 2
c a 3
8 0 . 9 4  
1 0 1 . 0 8
9 7 . 9 4  
9 8 . 3 3
- 1 9 . 0 6  
1 . 0 8  
- 2 . 0 6  
- 1 .  6 7
1 5 . 7 8 7
1 7 . 3 5 3
1 6 . 0 8 6
1 6 . 1 5 5
2 4 . 7 4 7
1 7 . 3 8 6
1 6 . 2 1 8
1 6 . 2 4 1
p o j a c 9 0 . 8 0 - 9  . 2 0 2 3  . 2 5 3 2 5 . 0 0 7 p o j a c 1 0 9 . 2 1 9 . 2 1 1 7 . 0 4 6 1 9 . 3 7 7
j a c l
j a c s e g
j a c i n t
6 7 . 5 9
8 9 . 5 0
8 5 . 3 6
- 3 2 . 4 1
- 1 0 . 5 0
- 1 4 . 6 4
1 8 . 6 8 2
2 2 . 8 4 1
2 2 . 1 9 9
3 7 . 4 0 8
2 5 , 1 3 9
2 6 . 5 9 2
j a c l
j a c s e g
j a c i n t
8 9 . 5 9
1 0 0 . 9 8
9 5 . 8 1
- 1 0 . 4 1
0 . 9 8
- 4 . 1 9
1 5 . 7 9 7
1 8 . 9 3 9
1 7 . 3 9 4
1 8 . 9 1 8
1 8 . 9 6 5
1 7 . 8 9 1
P r ( i n f  m l e )  
c ,  c h l ,  c h 2 ,
m e a n  j a c k n i f e  o r d e r  = 0 . 0 1 2  
c h 3  = 0 . 5 3 3 ,  0 . 4 6 3  , 0 . 5 4 3
3 . 3 6 9
0 , 5 2 5
P r ( i n f  m l e )  
c , c h l , c h 2
m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0  
c h 3  = 0 . 7 2 8 ,  0 . 6 9 3  , 0 . 7 2 7
, 1 . 7 5 5  
, 0 . 7 2 1
R = 10 
Estimator bias s.d.
R = 10 
Estimator mean bias s.d.
x 2 4 . 2 7 x 2 6 . 2 8
p e t 1 0 1 . 4 6 1 . 4 6 4 5 . 7 5 2 4 5 . 7 7 5 p e t 9 9 . 5 8 - 0 . 4 2 3 2 . 5 0 1 3 2 . 5 0 3
m l e a
d r l a
8 8 . 1 8
1 0 1 . 8 0
- 1 1 . 8 2  
1 . 8 0
2 9 . 1 5 4
4 1 . 1 6 3
3 1 . 4 6 1
4 1 . 2 0 2
m l e a
d r l a
8 4 . 8 3
9 1 . 3 0
- 1 5 . 1 7
- 8 . 7 0
1 2 . 2 0 2
1 5 . 2 9 2
1 9 . 4 7 0
1 7 . 5 9 3
O a
c a l a
c a 2 a
c a 3 a
5 9 . 1 8
1 0 7 . 3 1
9 4 . 0 9
9 6 . 2 6
- 4 0 . 8 2
7 , 3 1
- 5 . 9 1
- 3 . 7 4
1 7 . 0 1 7
4 1 . 3 7 0
3 3 . 7 6 1
3 4 . 8 2 1
4 4  . 2 2 7  
4 2 . 0 1 1  
3 4 . 2 7 4  
3 5 . 0 2 1
Oa
c a l a
c a 2 a
c a 3 a
8 0 . 9 3
1 0 0 . 7 5
9 7 . 6 4
9 8 . 0 6
- 1 9  . 0 7  
0 . 7 5  
- 2 . 3 6  
- 1 . 9 4
1 5 . 7 3 8
1 6 . 0 6 8
1 5 . 0 3 2
1 5 . 1 0 6
2 4 . 7 2 5
1 6 . 0 8 6
1 5 . 2 1 7
1 5 . 2 3 0
c a , c h i a , c h 2 a c h 3 a  = 0 . 5 3 3 ,  0 . 4 6 4  , 0 . 5 4 5 0 . 5 2 6 c a , c h l a , c h 2 a c h 3 a  = 0 . 7 2 8 ,  0 6 9 4  , 0 . 7 2 8 , 0 . 7 2 2
R = 25 
Estimator bias s.d. rmse
R = 25 
Estimator mean bias 8 .d. rmse
x 2 1 0 . 7 6 x 2 1 5 . 7 9
p e t 9 9  . 7 2 - 0 . 2 8 3 0 . 9 2 5 3 0 . 9 2 6 p e t 9 9 . 8 3 - 0 . 1 7 1 9 . 1 2 3 1 9 . 1 2 4
m l e a
d r l a
8 8 . 5 6  
9 9  . 4 0
- 1 1 . 4 4
- 0 . 6 0
2 5 . 4 4 0
3 2 . 6 4 5
2 7  . 8 9 5  
3 2 . 6 5 0
m l e a
d r l a
8 6 . 3 5
9 1 . 1 9
- 1 3 . 6 5  
- 8 . 8 1
1 1 . 5 6 6
1 3 . 9 0 5
1 7 . 8 9 2
1 6 . 4 6 2
O a
c a l a
c a 3 a
5 8 . 2 0
1 0 4 . 8 1
9 1 . 9 2
9 4 . 0 1
- 4 1 . 8 0
4 . 8 1
- 8 . 0 8
- 5 . 9 9
1 6 . 8 8 6
3 2 . 9 0 9
2 6 . 8 7 9
2 7 . 4 8 2
4 5 . 0 8 5
3 3 . 2 5 8
2 8 . 0 6 9
2 8 . 1 2 7
Oa
c a l a
c a 2 a
c a 3 a
8 1 . 6 1
1 0 0 . 7 0
9 7 . 6 5
9 8 . 0 7
- 1 8 . 3 9
0 . 7 0
- 2 . 3 5
- 1 . 9 3
1 5 . 6 7 9
1 4 . 8 1 0
1 3 . 9 7 3
1 4 . 0 7 2
2 4 . 1 6 7  
1 4 . 8 2 6
1 4 . 1 6 8  
1 4 . 2 0 4
c a , c h i a , c h 2 a c h 3 a  = 0 . 5 2 5 ,  0 . 4 5 6  , 0 . 5 3 6 0 . 5 1 8 c a , c h l a , c h 2 a c h 3 a  = 0 . 7 2 8 ,  0 . 6 9 7  , 0 . 7 3 1 , 0 . 7 2 5
R = 50 
Estimator bias s.d. rmse
R = 50 
Estimator bias S.d.
x 2 2 1 . 3 3 x 2 3 1 . 4 6
p e t 9 9 . 7 1 - 0 . 2 9 2 2 . 4 3 4 2 2 . 4 3 6 p e t 1 0 0 . 1 8 0 . 1 8 1 5 . 0 1 0 1 5 . 0 1 1
m l e a
d r l a
8 9 . 3 4  
9 7  . 3 7
- 1 0 . 6 6
- 2 . 6 3
1 7 . 6 9 1
2 9 . 6 1 3
2 0 . 6 5 6
2 9 . 7 3 0
m l e a
d r l a
8 7 . 1 3
9 0 . 4 6
- 1 2 . 8 7
- 9 . 5 4
1 0 . 9 7 4
1 3 . 7 8 7
1 6 . 9 1 6
1 6 . 7 6 4
Oa
c a l a
c a 2 a
c a 3 a
5 7  . 62  
1 0 2  . 7 6  
9 0 . 1 1  
9 2 . 1 6
- 4 2 . 3 8  
2 . 7 6  
- 9 . 8 9  
- 7  . 8 4
1 6 . 6 4 8  
2 9 . 8 9 0  
2 4 . 4 0 0  
2 4 . 8 7 8
4 5 . 5 3 0
3 0 . 0 1 7
2 6 . 3 2 9
2 6 . 0 8 3
Oa
c a l a
c a 2 a
c a 3 a
8 1 . 4 1
9 9 . 9 2
9 6 . 9 8
9 7 . 3 9
- 1 8 . 5 9  
- 0 . 0 8  
- 3  . 02  
- 2 . 6 1
1 5 . 8 1 1
1 4 . 6 1 7
1 3 . 8 4 1
1 3 . 9 1 2
2 4 . 4 0 7  
1 4 . 6 1 7  
1 4 . 1 6 6  
1 4 . 1 5 5
c a , c h i a , c h 2 a c h 3 a  = 0 . 5 2 2 ,  0 . 4 5 8  , 0 . 5 3 8 0 . 5 2 0 c a , c h l a , c h 2 a c h 3 a  = 0 . 7 3 2 ,  0 . 7 0 2  , 0 . 7 3 5 , 0 . 7 2 9
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Table 3.7 .Ib
N =  100 : p ~  Beta(alpha,beta) : ep - U( 0.04, 0.20 ) : C V  -  U( 0.30, 0.80 )Number o f simulations = 1000t = 15 t = 20
R a 0 R = 0Estimator bias s.d. rmse Estimator bias s.d. rmse
x l 7 3  . 2 3 - 2 6 . 7 7 1 3 . 4 8 3 2 9  . 9 7 3 x l 8 0 . 8 4 - 1 9 . 1 6 1 1 . 9 2 5 2 2 . 5 7 1
m l e 8 5  . 5 9 - 1 4 . 4 1 1 0 . 0 3 2 1 7 . 5 5 8 m l e 8 8 . 4 5 - 1 1 . 5 5 8 . 3 1 0 1 4 . 2 2 8
d r l 9 0  . 9 7 - 9 . 0 3 1 0 . 4 5 7 1 3 . 8 1 8 d r l 9 2 . 5 9 - 7 . 4 1 8 . 0 8 6 1 0 . 9 7 0
b o o t 8 5 . 3 9 - 1 4 . 6 1 1 3 . 1 5 1 1 9 . 6 5 5 b o o t 9 1 . 7 6 - 8 . 2 4 1 0 . 4 8 1 1 3 . 3 3 2
a c l 9 7 . 6 1 - 2 . 3 9 1 3 . 3 2 7 1 3 . 5 3 9 a c l 9 8 . 0 2 - 1 . 9 8 9 . 0 0 4 9 . 2 1 9
a c 2 9 4 . 6 2 - 5 . 3 8 1 2 . 6 7 8 1 3 . 7 7 3 a c 2 9 6 . 4 3 - 3  . 5 7 8 . 7 0 3 9 . 4 0 6
a c 3 9 4 . 9 5 - 5 . 0 5 1 2 . 7 5 9 1 3 . 7 2 1 a c 3 9 6 . 6 0 - 3  . 4 0 8 . 7 3 2 9 . 3 7 0
0 9 0 . 9 0 - 9 . 1 0 1 2 . 9 0 1 1 5 . 7 8 8 0 9 6 . 5 5 - 3 . 4 5 9 . 7 8 4 1 0 . 3 7 3
c a l 1 0 1 . 3 5 1 . 3 5 1 1 . 4 6 0 1 1 . 5 3 9 c a l 1 0 2 . 6 9 2 . 6 9 8 . 7 4 3 9 . 1 4 7
c a 2 1 0 0 . 1 9 0 . 1 9 1 1 . 2 1 6 1 1 . 2 1 8 c a 2 1 0 2 . 1 4 2 . 1 4 8 . 5 9 8 8 . 8 6 1
c a 3 1 0 0 . 3 2 0 . 3 2 1 1 . 2 4 7 1 1 . 2 5 1 c a 3 1 0 2 . 1 9 2 . 1 9 8 . 5 9 9 8 . 8 7 4
p o j a c 1 1 2 . 0 4 1 2 . 0 4 1 4 . 0 3 7 1 8 . 4 9 5 p o j a c 1 1 0 . 2 4 1 0 . 2 4 1 2 . 7 3 6 1 6 . 3 4 5
j a c l 9 8 . 0 5 - 1 . 9 5 1 2 . 1 9 1 1 2 . 3 4 5 j a c l 1 0 1 . 9 3 1 . 9 3 8 . 7 5 1 8 . 9 6 1
j a c s e g 1 0 4 . 7 2 4 . 7 2 1 5 . 4 4 3 1 6 . 1 5 0 j a c s e g 1 0 5 . 4 1 5 . 4 1 1 1 . 5 8 7 1 2 . 7 8 6
j a c i n t 1 0 1 . 1 1 1 . 1 1 1 3 . 9 9 6 1 4 . 0 4 0 j a c i n t 1 0 3 . 3 3 3 . 3 3 9 . 9 2 1 1 0 . 4 6 4
P r ( i n £  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 1 . 4 0 9 P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  =  0 . 0 0 0 , 1 . 2 0 5
c ,  c h l ,  c h 2 . c h 3  = 0 . 8 2 4 ,  0 8 0 7  , 0 . 8 2 4 0 . 8 2 1 c ,  c h l ,  c h 2 . c h 3  = 0 . 8 8 5 ,  0 8 7 3  , 0 . 8 8 3 , 0 . 8 8 2
R - 10 R = 10Estimator mean bias 8 .d. Estimator mean bias S.d.
x 2 7 . 3 2 x 2 8 . 0 6
p e t 1 0 0 . 5 1 0 . 5 1 2 9 . 3 5 2 2 9 . 3 5 6 p e t 1 0 0 . 2 0 0 . 2 0 1 7 . 9 8 1 1 7 . 9 8 2
m l e a 8 6 . 3 3 - 1 3 . 6 7 9 . 6 1 4 1 6 . 7 1 5 8 8 . 8 1 - 1 1 . 1 9 7 . 8 5 0 1 3 . 6 6 8
d r l a 9 0 . 9 5 - 9 . 0 5 1 0 . 2 4 4 1 3 . 6 6 9 d r l a 9 2 . 5 6 - 7 . 4 4 7 . 8 6 4 1 0 . 8 2 6
Oa 9 0 . 9 5 - 9 . 0 5 1 2 . 8 8 6 1 5 . 7 4 9 Oa 9 6 . 5 2 - 3 . 4 8 9 . 7 5 1 1 0 . 3 5 4
c a l a 1 0 1 . 3 6 1 . 3 6 1 1 . 2 3 3 1 1 . 3 1 4 c a l a 1 0 2 . 6 4 2 . 6 4 8 . 4 8 3 8 . 8 8 6
c a 2 a 1 0 0 . 2 0 0 . 2 0 1 1 . 0 4 5 1 1 . 0 4 7 c a 2 a 1 0 2 . 1 1 2 . 1 1 8 . 3 6 4 8 . 6 2 7
c a 3 a 1 0 0 . 3 3 0 . 3 3 1 1 . 0 5 8 1 1 . 0 6 3 c a 3 a 1 0 2 . 1 6 2 . 1 6 8 . 3 7 2 8 . 5 4 5
c a , c h l a , c h 2 a . c h 3 a  = 0 . 8 2 4 ,  0 8 0 6  , 0 . 8 2 3 0 . 8 2 1 c a , c h l a , c h 2 a c h 3 a  = 0 . 8 8 5 ,  0 8 7 3  , 0 . 8 8 3 , 0 . 8 8 2
R = 25 R = 25Estimator bias s.d. rmse Estimator mean bias s.d.
x 2 1 8 . 3 7 x 2 2 0 . 1 2
p e t 9 9 . 3 9 - 0 . 6 1 1 4 . 4 2 4 1 4 . 4 3 7 p e t 9 9 . 7 5 - 0 . 2 5 1 2 . 3 6 2 1 2 . 3 6 4
8 6 . 9 5 - 1 3 . 0 5 8 . 8 9 4 1 5 . 7 9 1 m l e a 8 8 . 8 1 - 1 1 . 1 9 8 . 1 6 3 1 3 . 8 4 9
d r l a 9 0 . 6 8 - 9  . 3 2 9 . 5 2 3 1 3 . 3 2 6 d r l a 9 2 . 0 0 - 8 . 0 0 8 . 1 6 9 1 1 . 4 3 6
Oa 9 0 . 8 1 - 9 . 1 9 1 2 . 6 0 9 1 5 . 6 0 1 O a 9 6 . 1 6 - 3 . 8 4 1 0 . 0 6 5 1 0 . 7 7 4
c a l a 1 0 1 . 0 8 1 . 0 8 1 0 . 3 7 1 1 0 . 4 2 7 c a l a 1 0 2 . 2 0 2 . 2 0 8 . 8 2 7 9 . 0 9 6
c a 2 a 9 9 . 9 1 - 0 . 0 9 1 0 . 1 8 2 1 0 . 1 8 3 c a 2 a 1 0 1 . 6 2 1 . 6 2 8 . 7 1 9 8 . 8 6 7
c a 3 a 1 0 0 . 0 5 0 . 0 5 1 0 . 2 0 7 1 0 . 2 0 7 c a 3 a 1 0 1 . 6 8 1 . 6 8 8 . 7 3 3 8 . 8 9 3
c a , c h l a , c h 2 a c h 3 a  = 0 . 8 2 2 ,  0 . 8 0 7  , 0 . 8 2 5 0 . 8 2 3 c a , c h l a , c h 2 a c h 3 a  = 0 . 8 8 1 ,  0 . 8 7 1  , 0 . 8 8 1 , 0 . 8 8 0
R a 50 R = 50Estimator bias S.d. rmse Estimator bias s.d. rmse
x 2 3 6 . 7 2 x 2 4 0 . 0 2
p e t 9 9 . 9 6 - 0 . 0 4 1 0 . 9 0 7 1 0 . 9 0 7 p e t 9 9 . 8 6 - 0 . 1 4 9 . 0 8 9 9 . 0 9 0
m l e a 8 8 . 0 3 - 1 1 . 9 7 8.640 1 4 . 7 6 4 m l e a 8 9 . 1 9 - 1 0 . 8 1 7.426 1 3 . 1 1 3
d r l a 9 0 . 8 0 - 9 . 2 0 9 . 7 7 8 1 3 , 4 2 7 d r l a 9 1 . 9 4 - 8  . 0 6 7 . 9 4 3 1 1 . 3 1 8
Oa 9 0 . 9 8 - 9 . 0 2 1 3 . 0 3 3 1 5 . 8 4 9 Oa 9 5 . 7 8 - 4 . 2 2 1 0 . 2 4 6 1 1 . 0 8 3
c a l a 1 0 1 . 1 3 1 . 1 3 1 0 . 6 5 2 1 0 . 7 1 2 c a l a 1 0 2 . 0 7 2 . 0 7 8 . 5 1 3 8 . 7 6 0
c a 2 a 9 9 . 9 7 - 0 . 0 3 1 0 . 5 0 3 1 0 . 5 0 3 c a 2 a 1 0 1 . 5 1 1 . 5 1 8 . 4 2 5 8 . 5 5 9
c a 3 a 1 0 0 . 1 1 0 . 1 1 1 0 . 5 1 5 1 0 . 5 1 5 c a 3 a 1 0 1 . 5 5 1 . 5 5 8 . 4 3 2 8 . 5 7 4
c a , c h l a , c h 2 a c h 3 a  = 0 . 8 2 5 ,  0 . 8 0 9  , 0 . 8 2 6 0 . 8 2 4 c a , c h l a ,  c h 2 a c h 3 a  = 0 . 8 7 8 ,  0 . 8 6 8  , 0 . 8 7 8 , 0 . 8 7 7
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Table 3.7.2a
N = 1 0 0  ; p  ~  B e t a ( a l p h a , b e t a )
N um ber o f  s i m u l a t i o n s  = 1 0 0 0
ep U( 0 . 0 4 ,  0 . 0 8  ) : c v  ^ U( 0 . 3 0 ,  0 . 8 0  )
t = 5 t = 10
Estimator mean bias s.d. Estimator bias s.d.
x l 2 5 . 4 2 - 7 4 . 5 8 6 . 2 1 5 7 4 . 8 3 5 x l 4 3 . 3 5 - 5 6 . 6 5 7 . 5 6 9 5 7 . 1 5 4
m l e 9 3 . 5 0 - 6 . 5 0 6 0 . 0 7 3 6 0 . 4 2 4 m l e 8 3 . 5 1 - 1 6 . 4 9 2 2 . 5 5 6 2 7 . 9 4 0
d r l 1 1 9 . 2 0 1 9 . 2 0 7 7 . 8 4 0 8 0 . 1 7 2 d r l 9 3 . 1 0 - 6 . 9 0 2 6 . 1 9 0 2 7 . 0 8 3
b o o t 3 2 . 7 5 - 6 7 . 2 5 7 . 9 7 5 6 7 . 7 2 4 b o o t 5 4 . 9 8 - 4 5 . 0 2 9 . 3 1 3 4 5 . 9 6 8
a c l 1 4 4 . 7 0 4 4 . 7 0 1 0 3 . 0 4 2 1 1 2 . 3 2 0 a c l 1 0 3 . 5 1 3 . 5 1 3 4 . 1 3 9 3 4 . 3 1 9
a c 2 1 0 7 . 1 3 7 . 1 3 7 6 . 5 4 4 7 6 . 8 7 6 a c 2 9 2 . 9 7 - 7 . 0 3 2 9 . 7 7 1 3 0 . 5 9 0
a c 3 1 1 2 . 5 7 1 2 . 5 7 8 7 . 9 8 2 8 8 . 8 7 5 a c 3 9 3 . 8 9 - 6 . 1 1 3 0 . 2 4 2 3 0  . 8 5 3
0 3 6 . 1 7 - 6 3 . 8 3 8 . 7 7 2 6 4 . 4 2 8 O 6 0 . 7 3 - 3 9 . 2 7 1 0  . 1 6 5 4 0 . 5 6 5
c a l 1 2 2 . 6 6 2 2 . 6 6 7 8 . 2 1 8 8 1 . 4 3 3 c a l 1 0 0 . 7 9 0 . 7 9 2 6 . 8 4 1 2 6 . 8 5 3
c a 2 1 0 2 . 7 1 2 . 7 1 6 3 . 0 4 1 6 3 . 0 9 9 c a 2 9 5 . 3 2 - 4 . 6 8 2 4 . 6 7 4 2 5 . 1 1 4
c a 3 1 0 4 . 3 2 4 . 3 2 6 3 . 7 5 7 6 3 . 9 0 3 c a 3 9 5 . 7 5 - 4 . 2 5 2 4 . 8 0 6 2 5 . 1 6 7
p o j a c 6 1 . 4 0 - 3 8 . 6 0 1 5 . 0 7 9 4 1 . 4 3 9 p o j a c 9 5 . 8 3 - 4 . 1 7 1 6 . 3 5 7 1 6 . 8 8 1
j a c l 4 2 . 6 1 - 5 7 . 3 9 1 0 . 3 4 7 5 8 . 3 1 2 j a c l 7 0 . 4 5 - 2 9 . 5 5 1 1 . 6 3 6 3 1 . 7 6 0
j a c s e g 6 3 . 9 4 - 3 6 . 0 6 1 6 . 3 9 5 3 9 . 6 1 2 j a c s e g 9 0 . 3 9 - 9 . 6 1 2 1 . 0 4 9 2 3 . 1 3 8
j a c i n t 6 0 . 5 4 - 3 9 . 4 6 1 5 . 6 0 4 4 2 . 4 3 4 j a c i n t 8 3 . 8 0 - 1 6 . 2 0 2 0 . 1 2 6 2 5 . 8 3 6
' ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 3 5 , 3 . 8 4 3 P r ( i n f  m l e ) m e a n j a c k n i f e  o r d e r  = 0 . 0 0 0 2 . 3 3 3
, c h l , c h 2 c h 3  = 0 . 3 2 2 ,  0 . 2 6 7  , 0 . 3 2 4 , 0 . 3 1 8 c , c h l , c h 2 c h 3  = 0 . 5 3 1 ,  0 . 4 8 8  , 0 . 5 2 4 0 . 5 2 1
R = 10
Estimator
x2
p e t
m l e a
d r l a
O a
c a l a
c a 2 a
c a 3 a
2 . 5 6
9 6 . 0 4
9 6 . 4 4
1 1 8 . 5 8
3 6 . 1 8
1 2 2 . 1 0
1 0 2 . 2 2
1 0 3 . 8 3
bias s.d.
R = 10
Estimator
- 3 . 9 6
- 3  . 5 6  
1 8 . 5 8
- 6 3 . 8 2  
22  . 1 0  
2 . 2 2
3 . 8 3
5 8 . 1 9 8
4 9 . 1 7 5  
7 8 . 5 4 2
8 . 7 5 7
7 8 . 8 6 6
6 3 . 6 2 7
6 4 . 3 2 0
5 8 . 3 3 2
4 9 . 3 0 4
8 0 . 7 1 0
6 4 . 4 1 6
8 1 . 9 0 5
6 3 . 6 6 5
6 4 . 4 3 3
x 2
p e t
m l e a
d r l a
Oa
c a l a
c a 2 a
c a 3 a
4 . 3 5
9 9 . 3 3
8 5 . 7 9
9 2 , 3 6
6 0 . 7 2
1 0 0 . 0 8
9 4 . 7 0
9 5 . 1 4
bias s.d.
- 0 . 6 7
- 1 4 . 2 1
- 7 . 6 4
- 3 9 . 2 8
0 . 0 8
- 5 . 3 0
- 4 . 8 6
4 3 . 3 1 9
2 0 . 2 7 4
2 4 . 6 2 4
1 0 . 1 7 8  
2 5 . 2 8 3  
2 3 . 2 3 2  
2 3  . 3 3 8
4 3 . 3 2 5
2 4 . 7 5 9
2 5 . 7 8 0
4 0 . 5 7 9
2 5 . 2 8 3
2 3 . 8 2 9
2 3 . 8 4 0
c a , c h l a , c h 2 a , c h 3 a  = 0 . 3 2 3 ,  0 . 2 6 6  , 0 . 3 2 3  , 0 . 3 1 7 c a , c h l a , c h 2 a , c h 3 a  = 0 . 5 3 0 ,  0 . 4 8 9  , 0 . 5 2 6  , 0 . 5 2 2
R = 25
Estimator bias s.d.
R « 25
Estimator
x 2
p e t
m l e a
d r l a
Oa
c a l a
c a 2 a
c a 3 a
6 . 2 4
1 0 2 . 0 2
9 5 . 2 4
1 1 1 . 1 9
3 6 . 0 2
1 1 4 . 6 6
9 6 . 1 2
9 7 . 6 4
2 . 0 2
- 4 . 7 6
1 1 . 1 9
- 6 3 . 9 8
1 4 . 6 6
- 3 . 8 8
- 2 . 3 6
5 0 . 8 2 5
3 3 . 5 0 7
6 2 . 0 4 7
8 . 5 0 0
6 2 . 2 5 7
5 0 . 1 2 0
5 0 . 7 4 1
5 0 . 8 6 5
3 3 . 8 4 4
6 3 . 0 4 9
6 4 . 5 4 7
6 3 . 9 6 1
5 0 . 2 7 0
5 0 . 7 9 6
x 2
p e t
m l e a
d r l a
Oa
c a l a
c a 2 a
c a 3 a
1 0 . 6 9
9 9 . 9 2
bias
- 0 . 0 8 2 8 . 5 6 6
8 7 . 7 2  - 1 2 . 2 8  1 8 . 0 9 1
9 2 . 1 0  - 7 . 9 0  2 4 . 2 3 0
6 0 . 0 5
9 9 . 7 2
9 4 . 3 3
9 4 . 7 6
- 3 9 . 9 5  
- 0 . 2 8  
- 5 . 6 7  
- 5 . 2 4
1 0 . 5 7 3
2 4 . 8 7 5
2 2 . 7 8 5
2 2 . 9 1 7
2 8 . 5 6 6
2 1 . 8 6 5
2 5 . 4 8 5
4 1 . 3 2 1
2 4 . 8 7 6
2 3 . 4 7 9
2 3 . 5 0 9
c a , c h l a , c h 2 a , c h 3 a  = 0 . 3 2 1 ,  0 . 2 7 1  , 0 . 3 2 9  , 0 . 3 2 2 c a , c h l a , c h 2 a , c h 3 a  = 0 . 5 2 3 ,  0 . 4 8 5  , 0 . 5 2 1  , 0 . 5 1 7
R = 50
Estimator bias S.d. R = 50Estimator bias s.d.
x 2 1 2 . 8 1 x 2 2 1 . 2 7
p e t 1 0 0 . 4 2 0 . 4 2 2 9 . 7 2 9 2 9 . 7 3 2 p e t 1 0 0 . 0 6 0 . 0 6 2 1 . 9 4 5 2 1 . 9 4 5
m l e a 9 5 . 8 0 - 4 . 2 0 2 7 . 8 7 9 2 8 . 1 9 3 m l e a 8 9 . 5 7 - 1 0 . 4 3 1 6 . 0 6 6 1 9 . 1 5 3
d r l a 1 1 2 . 0 4 1 2 . 0 4 6 4 . 8 7 7 6 5 . 9 8 5 d r l a 9 1 . 1 9 - 8 . 8 1 2 2 . 0 3 2 2 3 . 7 2 6
Oa 3 6 . 8 8 - 6 3 . 1 2 8 . 4 8 0 6 3 . 6 8 9 Oa 5 9 . 5 7 - 4 0 . 4 3 1 0 . 3 7 8 4 1 . 7 4 3
c a l a 1 1 5 . 6 0 1 5 . 6 0 6 5 . 1 2 4 6 6 . 9 6 7 c a l a 9 8 . 7 6 - 1 . 2 4 2 2 . 7 6 5 2 2 . 7 9 9
c a 2 a 9 6 . 9 1 - 3 . 0 9 5 2 . 5 3 8 5 2 . 6 2 8 c a 2 a 9 3 . 4 2 - 6 . 5 8 2 0 . 8 8 0 2 1 . 8 9 3
c a 3 a 9 8 . 3 6 - 1 . 6 4 5 3 . 1 9 5 5 3  . 2 2 0 c a 3 a 9 3 . 8 2 - 6 . 1 8 2 0 . 9 6 4 2 1 . 8 5 5
c a , c h l a , c h 2 a c h 3 a  = 0 3 2 7 ,  0 2 7 3  , 0 . 3 3 2 , 0 . 3 2 5 c a , c h l a , c h 2 a c h 3 a  =  0 5 1 8 ,  0 4 8 0  , 0 . 5 1 6 , 0 . 5 1 3
133
Table 3.7 .2b
N = 100 : Number of p ~ Beta(alpha,beta) ; simulations = 1000 ep ~ U( 0.04, 0.08 ) : C V  ~  U( 0.30, 0.80 )b = 15 t a 20
R  = 0
Estimator bias s.d.
R  = 0
Estimator mean bias s.d. rmse
x l 5 5 . 3 9 - 4 4 . 6 1 8 . 6 4 1 4 5 . 4 4 1 x l 6 4 . 0 2 - 3 5 . 9 8 8 . 2 3 7 3 6 . 9 1 0
m l e
d r l
8 3 . 0 6
8 9 . 3 8
- 1 6 . 9 4
- 1 0 . 6 2
1 3 . 5 8 5
1 4 . 8 5 3
2 1 . 7 1 2
1 8 . 2 5 9
m l e
d r l
8 3 . 6 7
8 9 . 0 8
- 1 6 . 3 3
- 1 0 . 9 2
1 0 . 9 3 3
1 1 . 5 3 9
1 9 . 6 5 6
1 5 . 8 8 9
b o o t 6 8 . 7 6 - 3 1 . 2 4 1 0 . 1 9 5 3 2 . 8 6 0 b o o t 7 7 . 8 9 - 2 2 . 1 1 9 . 3 1 3 2 3 . 9 8 8
a c l
a c 2
a c 3
9 7 . 0 7
9 1 . 8 6
9 2 . 2 5
- 2 . 9 3
- 8 . 1 4
- 7 . 7 5
1 9 . 7 2 3
1 8 . 2 8 2
1 8 . 3 8 5
1 9 . 9 3 9
2 0 . 0 1 1
1 9 . 9 5 2
a c l
a c 2
a c 3
9 6 . 3 5
9 3 . 2 2
9 3 . 4 5
- 3  . 6 5  
- 6 . 7 8  
- 6 . 5 5
1 4 . 4 2 4
1 3 . 7 1 4
1 3 . 7 6 3
1 4 . 8 7 8
1 5 . 3 0 0
1 5 . 2 4 4
0
c a l
c a 2
c a 3
7 5 . 3 0
9 9 . 4 5
9 7 . 0 0
9 7 . 1 8
- 2 4 . 7 0  
- 0 . 5 5  
- 3  . 0 0  
- 2 . 8 2
1 0 . 9 2 2
1 5 . 9 7 7
1 5 . 3 1 8
1 5 . 3 4 3
2 7 . 0 1 1
1 5 . 9 8 6
1 5 . 6 1 0
1 5 . 6 0 1
0
c a l
c a 2
c a 3
8 4 . 5 0
1 0 0 . 3 9
9 9 . 0 9
9 9 . 1 9
- 1 5 . 5 0
0 . 3 9
- 0 . 9 1
- 0 . 8 1
9 . 8 2 6
1 2 . 6 7 2
1 2 . 3 3 7
1 2 . 3 6 6
1 8 . 3 4 9  
1 2 . 6 7 7  
1 2 . 3 7 0  
1 2  . 3 9 2
p o j a c 1 0 9 . 6 0 9 . 6 0 1 6 . 2 8 0 1 8 . 9 0 2 p o j a c 1 1 4 . 8 2 1 4 . 8 2 1 4 . 6 1 2 2 0 . 8 1 3
j a c l
j a c s e g
j a c i n t
8 5 . 3 3
1 0 2 . 1 9
9 3 . 6 1
- 1 4 . 6 7  
2 . 1 9  
- 6 . 3 9
1 2 . 1 2 6
2 0 . 5 8 0
1 8 . 1 3 1
1 9 . 0 3 2
2 0 . 6 9 5
1 9 . 2 2 5
j a c l
j a c s e g
j a c i n t
9 3 . 8 8
1 0 4 . 7 2
9 8 . 2 9
- 6 . 1 2
4 . 7 2
- 1 . 7 1
1 0 . 5 4 1
1 8 . 0 0 1
1 4 . 8 2 0
1 2 . 1 8 8
1 8 . 6 1 1
1 4 . 9 1 9
P r ( i n f  m l e )  
c ,  c h l ,  c h 2 .
m e a n  j a c k n i f e  o r d e r  =  0 . 0 0 0  
c h 3  = 0 . 6 5 3 ,  0 . 6 2 8  , 0 . 6 5 2
1 . 9 7 8
0 . 6 5 0
P r ( i n f  m l e )  
c ,  c h l ,  c h 2 .
m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0  
c h 3  = 0 . 7 3 9 ,  0 . 7 2 4  , 0 . 7 4 0
, 1 . 6 2 0  
, 0 . 7 3 9
R  = 1 0  
Estimator mean bias s.d. rmse
R =  1 0  
Estimator bias S .d . rmse
x 2 5 . 4 7 x 2 6 . 4 7
p e t 1 0 1 . 3 3 1 . 3 3 3 8 . 2 8 1 3 8 . 3 0 5 p e t 9 9 . 0 7 - 0 . 9 3 2 6 . 7 9 1 2 6 . 8 0 8
m l e a
d r l a
8 4 . 7 8
8 9 . 2 1
- 1 5 . 2 2
- 1 0 . 7 9
1 2 . 8 4 0
1 4 . 3 1 8
1 9 . 9 1 2
1 7 . 9 2 8
m l e a
d r l a
8 4 . 7 5
8 9 . 0 2
- 1 5 . 2 5
- 1 0 . 9 8
1 0 . 5 5 0
1 1 . 3 9 5
1 8 . 5 4 4
1 5 . 8 2 3
Oa
c a l a
c a 2 a
c a 3 a
7 5 . 2 8
9 9 . 2 3
9 6 . 8 3
9 6 . 9 9
- 2 4 . 7 2
- 0 . 7 7
- 3 . 1 7
- 3 . 0 1
1 0 . 9 0 8
1 5 . 4 2 8
1 4 . 8 1 2
1 4 . 8 3 4
2 7 . 0 2 3
1 5 . 4 4 7
1 5 . 1 4 8
1 5 . 1 3 6
Oa
c a l a
c a 2 a
c a 3 a
8 4 . 5 0
1 0 0 . 3 5
9 9 . 0 6
9 9 . 1 7
- 1 5 . 5 0
0 . 3 5
- 0 . 9 4
- 0 . 8 3
9 . 8 3 4
1 2 . 5 2 8
1 2 . 1 9 3
1 2 . 2 1 9
1 8 . 3 5 7
1 2 . 5 3 3
1 2 . 2 2 9
1 2 . 2 4 7
c a , c h l a , c h 2 a . c h 3 a  = 0 . 6 5 2 ,  0 6 2 9  , 0 . 6 5 3 0 . 6 5 1 c a , c h l a , c h 2 a , c h 3 a  = 0 . 7 4 0 ,  0 7 2 4  , 0 . 7 4 0 , 0 . 7 3 9
R  = 2 5  
Estimator bias s.d. rmse
R  = 2 5  
Estimator mean bias S .d .
x 2 1 3 . 6 3 x 2 1 6 . 1 2
p e t 1 0 0 . 4 2 0 . 4 2 2 1 . 6 3 8 2 1 . 6 4 2 p e t 9 9 . 9 7 - 0 . 0 3 1 7 . 9 4 9 1 7 . 9 4 9
m l e a
d r l a
8 5 . 8 6
8 8 . 6 6
- 1 4 . 1 4
- 1 1 . 3 4
1 2 . 7 6 5
1 4 . 8 3 0
1 9 . 0 4 7
1 8 . 6 6 8
m l e a
d r l a
8 5 . 9 6
8 8 . 8 5
- 1 4 . 0 4
- 1 1 . 1 5
1 0 . 1 5 2
1 0 . 7 9 5
1 7 . 3 2 6
1 5 . 5 2 0
O a
c a l a
c a 2 a
c a 3 a
7 4 . 3 9  
9 8 . 6 2  
9 6 . 2 0
9 6 . 3 9
- 2 5 . 6 1
- 1 . 3 8
- 3 . 8 0
- 3 . 6 1
1 0 . 7 6 9
1 5 . 8 6 1
1 5 . 2 3 6
1 5 . 2 6 8
2 7 . 7 8 2
1 5 . 9 2 1
1 5 . 7 0 3
1 5 . 6 9 0
o a
c a l a
c a 2 a
c a 3 a
8 4 . 8 7  
1 0 0 . 2 0  
9 8 . 9 3  
9 9  . 0 2
- 1 5 . 1 3
0 . 2 0
- 1 . 0 7
- 0 . 9 8
9 . 7 1 4
1 1 . 9 2 0
1 1 . 6 4 7
1 1 . 6 7 1
1 7 . 9 8 1
1 1 . 9 2 2
1 1 . 6 9 6
1 1 . 7 1 3
c a , c h l a , c h 2 a c h 3 a  = 0 . 6 5 0 ,  0 6 2  6 , 0 . 6 4 9 0 . 6 4 7 c a , c h l a , c h 2 a c h 3 a  = 0 . 7 4 5 ,  0 . 7 2 8  , 0 . 7 4 5 , 0 . 7 4 3
R  = 5 0  
Estimator mean bias S.d . rmse
R  = 5 0  
Estimator mean bias S.d .
x 2 2 7 . 5 3 x 2 3 1 . 9 9
p e t 1 0 0 . 0 7 0 . 0 7 1 5 . 4 0 4 1 5 . 4 0 4 p e t 1 0 0 . 3 8 0 . 3 8 1 3 . 4 0 7 1 3 . 4 1 3
m l e a
d r l a
8 7 . 8 4
8 8 . 8 9
- 1 2 . 1 6
- 1 1 . 1 1
1 1 . 2 7 9
1 3 . 6 0 7
1 6 . 5 8 3
1 7 . 5 6 5
m l e a
d r l a
8 7 . 2  5 
8 8 . 9 8
- 1 2 . 7 5
- 1 1 . 0 2
9 . 5 7 6
1 0 . 6 5 4
1 5 . 9 4 2
1 5 . 3 2 9
O a
c a l a
c a 2 a
c a 3 a
7 5 . 0 5  
9 8 . 9 5  
9 6  . 5 0  
9 6 . 7 0
- 2 4 . 9 5  
- 1 . 0 5  
- 3  . 5 0  
- 3  . 3 0
1 0 . 4 2 9
1 4 . 6 5 9
1 4 . 0 4 6
1 4 . 0 8 7
2 7 . 0 4 3
1 4 . 6 9 6
1 4 . 4 7 5
1 4 . 4 6 9
Oa
c a l a
c a 2 a
c a 3 a
8 4 . 7 8
1 0 0 . 3 2
9 9 . 0 7
9 9 . 1 8
- 1 5 . 2 2
0 . 3 2
- 0 . 9 3
- 0 . 8 2
9 . 9 2 9
1 1 . 7 8 3
1 1 . 5 1 9
1 1 . 5 3 1
1 8 . 1 7 3
1 1 . 7 8 7
1 1 . 5 5 6
1 1 . 5 6 0
c a , c h l a , c h 2 a c h 3 a  = 0 . 6 5 1 ,  0 . 6 2 7  , 0 . 6 5 1 , 0 . 6 4 9 c a , c h l a , c h 2 a c h 3 a  = 0 . 7 4 4 ,  0 . 7 2 5  , 0 . 7 4 1 , 0 . 7 4 0
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Table 3.7 .3a
N =  100 : Number of p ~ Beta(alpha,beta) : simulations = 1000 ep ~ U( 0.08, 0.12 ) : C V  ~  U( 0.30, 0. 8 0  )t =  5 t  = 10
R «  0Estimator bias s.d. rmse R = 0Estimator mean bias S.d.
x l 3 8 . 4 1 - 6 1 . 5 9 6 . 1 0 4 6 1 . 8 9 4 x l 5 9 . 6 1 - 4 0 . 3 9 6 . 5 2 4 4 0 . 9 1 1
m l e
d r l
8 2 . 8 8
1 0 1 . 6 3
- 1 7 . 1 2  
1 . 6 3
3 0 . 4 9 7
3 9 . 3 4 3
3 4 . 9 7 2
3 9 . 3 7 7
m l e
d r l
8 2 . 8 3
9 0 . 8 2
- 1 7 . 1 7
- 9 . 1 8
1 2 . 3 6 1
1 3 . 6 8 8
2 1 . 1 5 4
1 6 . 4 8 2
b o o t 4 8 . 5 1 - 5 1 . 4 9 7 . 6 5 3 5 2 . 0 5 4 b o o t 7 3  . 0 9 - 2 6 . 9 1 7 . 9 0 4 2 8 . 0 5 1
a c l
a c 2
a c 3
1 1 9 . 8 8
9 1 . 4 4
9 6 . 3 3
1 9 . 8 8
- 8 . 5 6
- 3 . 6 7
5 3 . 1 3 7
3 8 . 4 2 4
42.291
5 6 . 7 3 5
3 9 . 3 6 6
4 2 . 4 5 0
a c l
a c 2
a c 3
9 9 . 5 5
9 1 . 6 7
9 2 . 7 2
- 0 . 4 5
- 8 . 3 3
- 7 . 2 8
1 7 . 7 7 2
1 5 . 7 6 6
1 6 . 0 4 0
1 7 . 7 7 8
1 7 . 8 2 9
1 7 . 6 1 3
O
c a l
c a 2
c a 3
5 3 . 1 8
1 0 6 . 6 9
9 2 . 3 6
9 4 . 4 4
- 4 6 . 8 2
6 . 6 9
- 7 . 6 4
- 5 . 5 6
8 . 3 9 8
3 9 . 6 9 9
3 2 . 2 8 0
3 2 . 8 7 2
4 7 . 5 6 8
4 0 . 2 5 9
3 3 . 1 7 1
3 3 . 3 3 9
0
c a l
c a 2
c a 3
7 9 . 4 7
1 0 0 . 5 4
9 7 . 1 2
9 7 . 5 6
- 2 0 . 5 3
0 . 5 4
- 2 . 8 8
- 2 . 4 4
8 . 5 9 7  
1 4 . 6 8 0  
1 3 . 6 8 4  
1 3 . 7 8 8
2 2 . 2 5 5  
1 4 . 6 9 0  
1 3 . 9 8 5  
1 4 . 0 0 3
p o j a c 8 5 . 2 3 - 1 4 . 7 7 1 4 . 2 6 4 2 0 . 5 3 6 p o j a c 1 1 2 . 6 1 1 2 . 6 1 1 4 . 7 1 7 1 9 . 3 7 7
j a c l
j a c s e q
j a c i n t
6 1 . 5 2
8 5 . 9 4
8 1 . 9 3
- 3 8 . 4 8
- 1 4 . 0 6
- 1 8 . 0 7
9.804
1 6 . 4 0 8
1 6 . 0 1 1
3 9 . 7 0 5
2 1 . 6 1 1
2 4 . 1 4 1
j a c l
j a c s e q
j a c i n t
8 9 . 2 5  
1 0 3 . 1 9  
9 5 . 7 6
- 1 0 . 7 5
3 . 1 9
- 4 . 2 4
9 . 8 9 4
1 8 . 1 2 9
1 6 . 0 8 0
1 4 . 6 1 3
1 8 . 4 0 7
1 6 . 6 3 1
P r ( i n f  m l e )  
c , c h l , c h 2
m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0  
c h 3  = 0 , 4 8 2 ,  0 . 4 0 9  , 0 . 4 8 7
3 . 6 2 9
0 . 4 7 3
P r ( i n f  m l e )  
c , c h l , c h 2
m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0  
c h 3  = 0 . 7 0 2 ,  0 . 6 6 4  , 0 . 7 0 2
, 1 . 8 9 8  
, 0 . 6 9 7
R  -  10 Estimator mean bias s.d. rmse R = 10 Estimator mean bias s.d.
x 2 3 . 7 7 x 2 6 . 0 0
p e t 1 0 0 . 2 4 0 . 2 4 4 5 . 9 6 2 4 5 . 9 6 3 p e t 9 9 . 6 3 - 0 . 3 7 3 4 . 8 4 5 3 4 . 8 4 7
m l e a
d r l a
8 6 . 0 5
1 0 0 . 3 4
- 1 3 . 9 5
0 . 3 4
2 3 . 4 4 4
3 6 . 6 3 5
2 7 . 2 8 3
3 6 . 6 3 7
m l e a
d r l a
8 4 . 1 8
9 0 . 7 0
- 1 5 . 8 2
- 9 . 3 0
1 1 . 6 5 4
1 3 . 2 0 3
1 9 . 6 4 6
1 6 . 1 4 6
O a
c a l a
c a 2 a
c a 3 a
5 3 . 1 6
1 0 5 . 4 3
9 1 . 4 0
9 3 . 4 8
- 4 6 . 8 4  
5 . 4 3  
- 8 . 6 0  
- 6 . 5 2
8 . 4 1 8
3 7 . 0 2 8
3 0 . 3 7 9
3 1 . 1 1 0
4 7 . 5 9 3
3 7 . 4 2 4
3 1 . 5 7 3
3 1 . 7 8 7
Oa
c a l a
c a 2 a
c a 3 a
7 9 . 4 7  
1 0 0 . 4 5
9 7 . 0 1
9 7 . 4 7
- 2 0 . 5 3
0 . 4 5
- 2 . 9 9
- 2 . 5 3
8 . 5 8 1
1 4 . 1 8 1
1 3 . 2 1 2
1 3 . 3 2 6
2 2 . 2 5 1
1 4 . 1 8 8
1 3 . 5 4 7
1 3 . 5 6 4
c a , c h l a , c h 2 a c h 3 a  = 0 . 4 8 1 ,  0 4 1 0  , 0 . 4 8 8 0 . 4 7 4 c a , c h l a , c h 2 a . c h 3 a  = 0 . 7 0 3 ,  0 6 6 4  , 0 . 7 0 2 , 0 . 6 9 7
R = 25 Estimator mean bias S .d . R = 25 Estimator mean bias S.d. rmse
x 2 9 . 7 4 x 2 1 4 . 9 5
p e t 9 9  . 1 4 - 0 . 8 6 4 2 . 6 8 4 4 2 . 6 9 3 p e t 9 8 . 8 6 - 1 . 1 4 1 8 . 2 8 7 1 8 . 3 2 3
m l e a
d r l a
8 7 . 9 0
1 0 0 . 8 9
- 1 2 . 1 0
0 . 8 9
1 9 . 9 3 6
3 6 . 2 3 0
2 3 . 3 1 9
3 6 . 2 4 1
m l e a
d r l a
8 5 . 4 0
9 0 . 3 4
- 1 4 . 6 0
- 9 . 6 6
1 1 . 2 2 6
1 3 . 1 2 7
1 8 . 4 1 7
1 6 . 2 9 9
O a
c a l a
c a 2 a
c a 3 a
5 3  . 2 1  
1 0 5 . 9 7  
9 1 . 7 4  
9 3  . 7 7
- 4 6 . 7 9
5 . 9 7
- 8 . 2 6
- 6 . 2 3
8 . 2 9 2
3 6 . 5 8 5
3 0 . 1 4 5
3 1 . 0 3 5
4 7 . 5 2 3
3 7 . 0 6 9
3 1 . 2 5 6
3 1 . 6 5 4
Oa
c a l a
c a 2 a
c a 3 a
7 8 . 9 8
1 0 0 . 0 0
9 6 . 5 4
9 7 . 0 3
- 2 1 . 0 2  
0 . 0 0  
- 3  . 4 6  
- 2 . 9 7
8 . 8 1 1
1 4 . 1 0 1
1 3 . 2 2 2
1 3 . 2 9 8
2 2 . 7 9 2
1 4 . 1 0 1
1 3 . 6 6 6
1 3 . 6 2 7
c a , c h l a , c h 2 a c h 3 a  = 0 . 4 7 7 ,  0 4 0 7  , 0 . . 4 8 6 0 . 4 7 2 c a , c h l a , c h 2 a c h 3 a  = 0 . 6 9 8 ,  0 . 6 6 2  , 0 . 7 0 0 , 0 . 6 9 4
R = 50 Estimator mean bias s.d. rmse R = 50 Estimator bias s.d. rmse
x 2 1 9 . 4 1 x 2 2 9 . 8 0
p e t 9 9 . 9 2 - 0 . 0 8 2 3 . 0 5 2 2 3 . 0 5 2 p e t 9 9 . 6 0 - 0 . 4 0 1 4 . 4 9 4 1 4 . 4 9 9
m l e a
d r l a
9 0 . 4 4
1 0 0 . 0 6
- 9 . 5 6
0 . 0 6
1 7 . 8 6 3
3 0 . 8 4 2
2 0 . 2 6 1
3 0 . 8 4 2
m l e a
d r l a
8 6 . 2 8
8 9 . 3 3
- 1 3 . 7 2
- 1 0 . 6 7
1 0 . 1 9 0
1 1 . 8 0 9
1 7 . 0 9 2
1 5 . 9 1 8
o a
c a l a
c a 2 a
c a 3 a
5 3 . 7 1
1 0 5 . 2 1
9 1 . 3 2
9 3 . 3 9
- 4 6 . 2 9  
5 . 2 1  
- 8 . 6 8  
- 6 . 6 1
8 . 2 4 5
3 1 . 2 9 2
2 5 . 7 6 6
2 6 . 3 6 4
4 7 . 0 1 8
3 1 . 7 2 2
2 7 . 1 8 9
2 7 . 1 8 0
Oa
c a l a
c a 2 a
c a 3 a
7 8 . 9 4
9 8 . 9 7
9 5 . 6 9
9 6 . 1 4
- 2 1 . 0 6
- 1 . 0 3
- 4 . 3 1
- 3 . 8 6
8 . 5 7 7
1 2 . 7 1 1
1 1 . 9 4 5
1 2 . 0 1 5
2 2 . 7 3 6  
1 2 . 7 5 3  
1 2 . 6 9 8  
1 2 . 6 2 0
c a , c h l a , c h 2 a c h 3 a  = 0 . 4 8 2 ,  0 . 4 0 9  , 0 . 4 8 7 , 0 . 4 7 3 c a , c h l a , c h 2 a c h 3 a  = 0 . 7 0 2 ,  0 . 6 6 9  , 0 . 7 0 7 , 0 . 7 0 1
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Table 3.7 .3b
N =  100 : p ~ Beta(alpha,beta) : ep - U( 0.08, 0.12 ) : C V  ~  U( 0.30, 0. 80 )Number of simulations = 1000t = 15 t = 20
R = 0 R = 0
Estimator bias s.d. Estimator mean bias s.d. rmse
x l 7 1 . 7 0 - 2 8 . 3 0 6 . 5 2 8 2 9 . 0 4 5 x l 7 9 . 3 5 - 2 0 . 6 5 6 . 2 8 1 2 1 . 5 8 8
m l e 8 4 .  94 - 1 5 . 0 6 8 . 7 6 8 1 7 . 4 3 1 m l e 8 7 . 1 1 - 1 2 . 8 9 7 . 5 5 6 1 4 . 9 3 8
d r l 9 0 .  67 - 9 . 3 3 9 . 1 6 4 1 3 . 0 7 8 d r l 9 1 . 6 4 - 8 . 3 6 7 . 4 6 6 1 1 . 2 0 6
b o o t 8 5 . 2 5 - 1 4 . 7 5 7 . 5 4 4 1 6 . 5 6 8 b o o t 9 1 . 8 3 - 8 . 1 7 6 . 9 6 6 1 0 . 7 3 4
a c l 9 7 . 6 4 - 2 . 3 6 1 1 . 3 7 9 1 1 . 6 2 1 a c l 9 7 . 5 0 - 2 . 5 0 8 . 4 4 9 8 . 8 1 1
a c 2 9 4 . 2 5 - 5 . 7 5 1 0 . 7 6 2 1 2 . 2 0 4 a c 2 9 5 . 7 6 - 4 . 2 4 8 . 1 4 7 9 . 1 8 5
a c 3 9 4  . 67 - 5 . 3 3 1 0 . 8 2 5 1 2 . 0 6 7 a c 3 9 5 . 9 5 - 4 . 0 5 8 . 1 6 8 9 . 1 1 5
0 9 1 . 4 7 - 8 . 5 3 8 . 0 8 8 1 1 . 7 5 6 0 9 7 . 3 5 - 2 . 6 5 7 . 3 5 7 7 . 8 2 0
c a l 1 0 1 . 9 5 1 . 9 5 1 0 . 2 8 0 1 0 . 4 6 4 c a l 1 0 3 . 0 2 3 . 0 2 8 . 5 0 0 9 . 0 2 0
c a 2 1 0 0 . 6 9 0 . 6 9 1 0 . 0 0 8 1 0 . 0 3 1 c a 2 1 0 2 . 4 6 2 . 4 6 8 . 3 5 5 8 . 7 1 0
c a 3 1 0 0 . 8 5 0 . 8 5 1 0 . 0 3 1 1 0 . 0 6 7 c a 3 1 0 2 . 5 2 2 . 5 2 8 . 3 6 0 8 . 7 3 1
p o j a c 1 1 6 . 7 9 1 6 . 7 9 1 3 . 4 0 2 2 1 . 4 8 1 p o j a c 1 1 4 . 1 9 1 4 . 1 9 1 2 . 2 4 0 1 8 . 7 3 7
j a c l 9 9 . 7 4 - 0 . 2 6 9 . 1 0 9 9 . 1 1 2 j a c l 1 0 3 . 8 3 3 . 8 3 8 . 0 5 7 8 . 9 2 0
j a c s e g 1 0 5 . 9 9 5 . 9 9 1 5 . 3 6 2 1 6 . 4 8 9 j a c s e q 1 0 5 . 9 6 5 . 9 6 1 1 . 2 8 6 1 2 . 7 6 2
j a c i n t 1 0 1 . 9 2 1 . 9 2 1 2 . 1 5 8 1 2 . 3 0 9 j a c i n t 1 0 4 . 5 8 4 . 5 8 9 . 5 1 7 1 0 . 5 6 2
P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 1 . 4 0 1 P r ( i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 1 . 1 4 1
c , c h l , c h 2 c h 3  = 0 . 8 1 3 ,  0 7 9 3  , 0 . 8 1 3 0 . 8 1 1 c ,  c h l ,  c h 2 . c h 3  = 0 . 8 7 9 ,  0 8 6 7  , 0 . 8 7 8 , 0 . 8 7 7
R = 10 R ■= 10Estimator bias s.d. Estimator bias s.d. rmse
x 2 7 . 2 2 x 2 7 . 9 1
p e t 9 9 . 2 1 - 0 . 7 9 2 0  . 7 5 6 2 0 . 7 8 2 p e t 1 0 0 . 1 4 0 . 1 4 1 6 . 5 2 2 1 6 . 5 2 3
m l e a 8 5  . 5 4 - 1 4 . 4 6 8 . 5 1 9 1 6 . 7 7 9 m l e a 8 7 . 4 5 - 1 2 . 5 5 7 . 4 0 9 1 4 . 5 7 0
d r l a 90.56 - 9 . 4 4 8 . 9 6 8 1 3 . 0 2 0 d r l a 9 1 . 6 2 - 8 . 3 8 7 . 3 9 5 1 1 . 1 7 8
Oa 9 1 . 4 6 - 8 . 5 4 8 . 0 1 8 1 1 . 7 1 7 Oa 9 7 . 3 4 - 2 . 6 6 7 . 3 6 5 7 . 8 2 9
c a l a 1 0 1 . 8 6 1 . 8 6 1 0 . 0 5 8 1 0 . 2 2 8 c a l a 1 0 2 . 9 7 2 . 9 7 8 . 4 1 4 8 . 9 2 3
c a 2 a 1 0 0 . 6 0 0 . 6 0 9.772 9 . 7 9 0 c a 2 a 1 0 2 . 4 0 2 . 4 0 8 . 2 7 8 8 . 6 1 8
c a 3 a 1 0 0 . 7 5 0 . 7 5 9 . 8 0 8 9 . 8 3 6 c a 3 a 1 0 2 . 4 5 2 . 4 5 8 . 3 0 0 8 . 6 5 5
c a , c h l a , c h 2 a , c h 3 a  = 0 . 8 1 4 ,  0 7 9 4  , 0 . 8 1 4 0 . 8 1 1 c a , c h l a , c h 2 a c h 3 a  = 0 . 8 7 9 ,  0 8 6 7  , 0 . 8 7 9 , 0 . 8 7 8
R = 25 R = 25
Estimator mean bias s.d. rmse Estimator bias s.d. rmse
'
x 2 1 7 . 9 0 x 2 1 9  . 6 8
p e t 9 9 . 9 9 - 0 . 0 1 1 4 . 4 6 4 1 4 . 4 6 4 p e t 1 0 0 . 1 8 0 . 1 8 1 1 . 6 1 2 1 1 . 6 1 3
m l e a 8 6 . 2 7 - 1 3 . 7 3 8 . 6 4 0 1 6 . 2 1 9 m l e a 8 7 . 5 0 - 1 2 . 5 0 7 . 3 5 0 1 4 , 4 9 9
d r l a 9 0 . 3 2 - 9 . 6 8 9 . 1 5 5 1 3 . 3 2 5 d r l a 9 1 . 1 4 - 8 . 8 6 7 . 3 9 7 1 1 . 5 4 0
O a 9 1 . 2 3 - 8 . 7 7 8 . 0 4 2 1 1 . 8 9 8 Oa 9 6 . 8 8 - 3 . 1 2 7 . 3 7 4 8 . 0 0 7
c a l a 1 0 1 . 6 0 1 . 6 0 1 0 . 2 7 9 1 0 . 4 0 2 c a l a 1 0 2 . 5 0 2 . 5 0 8 . 3 7 5 8 . 7 3 9
c a 2 a 1 0 0 . 3 1 0 . 3 1 9 . 9 4 5 9 . 9 5 0 c a 2 a 1 0 1 . 9 2 1 . 9 2 8 . 2 2 8 8 . 4 4 9
c a 3 a 1 0 0 . 4 7 0 . 4 7 9 . 9 8 1 9 . 9 9 2 c a 3 a 1 0 1 . 9 9 1 . 9 9 8 . 2 4 7 8 . 4 8 3
c a , c h l a , c h 2 a c h 3 a  = 0 . 8 1 4 ,  0 7 9 4  , 0 . 8 1 5 0 . 8 1 2 c a , c h l a , c h 2 a c h 3 a  = 0 . 8 7 6 ,  0 8 6 7  , 0 . 8 7 8 , 0 . 8 7 7
R = 50 R = 50
Estimator bias s.d. rmse Estimator bias s.d. rmse
x 2 3 5 . 7 3 x 2 3 9 . 7 1
p e t 9 9 . 2 9 - 0 . 7 1 1 1 . 1 5 5 1 1 . 1 7 8 p e t 1 0 0 . 2 6 0 . 2 6 9 . 1 8 4 9 . 1 8 8
m l e a 8 6 . 1 4 - 1 3 . 8 6 8 . 1 3 2 1 6 . 0 7 4 m l e a 8 8 . 3 5 - 1 1 . 6 5 6 . 7 2 5 1 3 . 4 5 4
d r l a 8 9 . 2 9 - 1 0 . 7 1 8 . 8 3 1 1 3 . 8 7 9 d r l a 9 1 . 5 6 - 8 . 4 4 6 . 8 4 2 1 0 . 8 6 5
Oa 9 0 . 3 8 - 9 . 6 2 8 . 0 4 9 1 2 . 5 4 1 Oa 9 7 . 4 9 - 2  . 5 1 6 . 9 2 3 7 . 3 6 4
c a l a 1 0 0 . 4 3 0 . 4 3 9 . 8 8 6 9 . 8 9 6 c a l a 1 0 2 . 9 1 2 . 9 1 7 . 7 2 9 8 . 2 6 0
c a 2 a 9 9  . 2 1 - 0 . 7 9 9 . 6 2 6 9 . 6 5 8 c a 2 a 1 0 2 . 3 6 2 . 3 6 7 . 5 9 8 7 . 9 5 6
c a 3 a 9 9 . 3 4 - 0  . 6 5 9 . 6 4 2 9 . 6 6 4 c a 3 a 1 0 2 . 4 1 2 . 4 1 7 . 5 9 8 7 . 9 7 1
c a , c h l a , c h 2 a c h 3 a  = 0 . 8 1 3 ,  0 . 7 9 7  , 0 . 8 1 7 0 . 8 1 4 c a , c h l a , c h 2 a c h 3 a  = 0 . 8 8 0 ,  0 . 8 7 0  , 0 . 8 8 1 , 0 . 8 8 0
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Table 3.7.4a
N = 100 : p - Beta(alpha,beta) : ep - U( 0.04, 0.08 ) : C V  ~ U ( 0.55, 0.80 )Number of simulations = 1000t = 5 t = 10
R = 0 R = 0
Estimator bias s.d. rmse Estimator mean bias s.d.
x l 2 5 . 1 3 - 7 4 . 8 7 5 . 6 4 6 7 5 . 0 8 1 x l 4 1 . 5 2 - 5 8 . 4 8 7 . 3 7 8 5 8 . 9 4 2
m l e 8 3 . 3 2 - 1 6 . 6 8 4 4 . 1 9 3 4 7 . 2 3 4 m l e 7 6 . 7 3 - 2 3 . 2 7 2 2 . 1 0 1 3 2 . 0 9 0
d r l 1 0 6 . 1 2 6 . 1 2 5 7 . 6 8 1 5 8 . 0 0 5 d r l 8 6 . 0 2 - 1 3 . 9 8 2 5 . 4 2 4 2 9 . 0 1 6
b o o t 3 2  . 2 6 - 6 7 . 7 4 7 . 1 3 7 6 8 . 1 1 1 b o o t 5 2 . 4 8 - 4 7 . 5 2 9 . 0 1 7 4 8 . 3 6 6
a c l 1 2 8 . 6 0 2 8 . 6 0 7 8 , 6 2 0 8 3 . 6 6 2 a c l 9 6 . 7 5 - 3 . 2 5 3 2 . 5 4 7 3 2 . 7 0 8
a c 2 9 6 . 3 3 - 3 . 6 7 6 1 . 3 8 8 6 1 . 4 9 8 a c 2 8 7 . 3 1 - 1 2 . 6 9 2 8 . 6 2 4 3 1 . 3 1 1
a c 3 1 0 1 . 8 7 1 . 8 7 7 5 . 5 7 2 7 5 . 5 9 5 a c 3 8 8 . 2 6 - 1 1 . 7 4 2 9 . 0 3 9 3 1 . 3 2 2
0 3 5  . 6 2 - 6 4 . 3 8 7 . 8 6 9 6 4 . 8 6 3 0 5 7  . 88 - 4 2 . 1 2 9 . 7 8 6 4 3 . 2 4 3
c a l 1 0 9 . 4 8 9 . 4 8 5 7 . 9 4 0 5 8 . 7 1 0 c a l 9 3 . 3 3 - 6 . 6 7 2 5 . 9 3 3 2 6 . 7 7 8
c a 2 9 2 . 2 4 - 7 . 7 6 4 6 . 9 1 8 4 7 . 5 5 6 c a 2 8 8 . 6 0 - 1 1 . 4 0 2 3 . 6 7 6 2 6 . 2 7 6
c a 3 9 3 . 9 0 - 6  . 1 0 4 8  . 0 2 8 4 8 . 4 1 4 c a 3 8 9 . 0 3 - 1 0 . 9 7 2 3 . 7 8 2 2 6 . 1 9 0
p o j a c 6 0  . 0 0 - 4 0 . 0 0 1 3 . 1 6 5 4 2 . 1 1 1 p o j a c 9 0 . 6 1 - 9 . 3 9 1 5 . 4 5 4 1 8 . 0 8 4
j a c l 4 1 . 8 8 - 5 8 . 1 2 9 . 1 7 4 5 8 . 8 4 5 j a c l 6 6 . 9 8 - 3 3 . 0 2 1 1 . 1 4 7 3 4 . 8 4 8
j a c s e q 6 2 . 1 7 - 3 7 . 8 3 1 4 . 2 9 7 4 0 . 4 4 0 j a c s e q 8 4 . 9 5 - 1 5 . 0 5 2 0 . 7 7 1 2 5 . 6 5 2
j a c i n t 5 8 . 8 8 - 4 1 . 1 2 1 3 . 6 8 1 4 3 . 3 3 8 j a c i n t 7 8 . 8 5 - 2 1 . 1 5 1 9 . 4 5 5 2 8 . 7 3 5
P r j i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 3 1 3 . 8 0 8 P r { i n f  m l e ) m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0 , 2 . 2 5 6
c , c h l , c h 2 c h 3  = 0 3 4 7 ,  0 . 2 8 6  , 0 . 3 4 5 0 . 3 3 8 c , c h l , c h 2 c h 3  = 0 . 5 4 6 ,  0 5 0 7  , 0 . 5 4 2 , 0 . 5 3 9
R = 10 R = 10
Estimator bias S .d . Estimator mean bias S.d .
x 2 2 . 5 4 x 2 4 . 1 1
p e t 9 4 . 8 7 - 5 . 1 3 5 4 . 6 4 2 5 4 . 8 8 3 p e t 1 0 0 . 8 8 0 . 8 8 4 8 . 0 0 8 4 8 . 0 1 6
m l e a 8 9 . 9 8 - 1 0 . 0 2 4 6 . 3 7 6 4 7 . 4 4 6 m l e a 8 0 . 1 2 - 1 9 . 8 8 1 9 . 2 1 8 2 7 . 6 4 9
d r l a 1 0 4 . 7 5 4 . 7 5 5 7 . 3 3 5 5 7 . 5 3 2 d r l a 8 5 . 1 9 - 1 4 . 8 1 2 3 . 4 6 0 2 7 . 7 4 2
Oa 3 5 . 6 2 - 6 4 . 3 8 7 . 8 7 1 6 4 . 8 5 6 O a 5 7 . 8 8 - 4 2 . 1 2 9 . 7 8 5 4 3 . 2 4 0
c a l a 1 0 8 . 2 0 8 . 2 0 5 7 . 5 6 9 5 8  . 1 5 0 c a l a 9 2 . 5 2 - 7 . 4 8 2 4 . 0 0 0 2 5 . 1 3 8
c a 2 a 9 1 . 1 5 - 8 . 8 5 4 6 . 3 1 9 4 7 . 1 5 7 c a 2 a 8 7 . 8 8 - 1 2 . 1 2 2 1 . 9 8 5 2 5 . 1 0 3
c a 3 a 9 2 . 7 6 - 7 . 2 4 4 6 . 9 6 0 4 7 . 5 1 4 c a 3 a 8 8 . 2 9 - 1 1 . 7 1 2 2 . 0 8 7 2 4 . 9 9 8
c a , c h l a , c h 2 a c h 3 a  =  0 3 4 7 ,  0 . 2 8 6  , 0 . 3 4 6 0 . 3 3 9 c a , c h l a , c h 2 a c h 3 a  = 0 . 5 4 6 ,  0 5 0 9  , 0 . 5 4 4 , 0 . 5 4 0
R = 25 R = 25Estimator bias S .d . rmse Estimator mean bias s.d.
x 2 6 . 2 6 x 2 1 0 . 4 5
p e t 1 0 0 . 4 1 0 . 4 1 4 7 . 3 7 3 4 7 . 3 7 5 p e t 9 9 . 4 2 - 0 . 5 8 2 8 . 8 8 9 2 8 . 8 9 5
m l e a 9 0 . 3 1 - 9 . 6 9 3 1 . 9 9 6 3 3 . 4 3 1 m l e a 8 2 . 4 3 - 1 7 . 5 7 1 6 . 4 6 9 2 4 . 0 8 0
d r l a 1 0 0 . 9 6 0 . 9 6 5 4 . 1 7 2 5 4 . 1 8 1 d r l a 8 3 . 8 5 - 1 6 . 1 5 1 8 . 9 1 7 2 4 . 8 7 4
Oa 3 5  . 57 - 6 4 . 4 3 7 . 7 3 6 6 4 . 8 9 5 Oa 5 7 . 8 7 - 4 2 . 1 3 1 0 . 0 1 5 4 3 . 3 0 0
c a l a 1 0 4 . 4 0 4 . 4 0 5 4 . 3 4 6 5 4 . 5 2 4 c a l a 9 1 . 1 9 - 8 . 8 1 1 9 . 6 2 3 2 1 . 5 1 1
c a 2 a 8 7 . 9 5 - 1 2 . 0 5 4 3 . 9 0 2 4 5 . 5 2 5 c a 2 a 8 6 . 6 0 - 1 3 . 4 0 1 8 . 1 5 5 2 2 . 5 6 3
c a 3 a 8 9 . 4 3 - 1 0 . 5 7 4 4 . 7 2 8 4 5 . 9 6 1 c a 3 a 8 7 . 0 1 - 1 2 . 9 9 1 8 . 2 2 5 2 2 . 3 8 2
c a , c h l a , c h 2 a c h 3 a  = 0 3 4 9 ,  0 . 2 9 3  , 0 . 3 5 5 0 . 3 4 8 c a , c h l a , c h 2 a c h 3 a  = 0 . 5 4 5 ,  0 . 5 0 9  , 0 . 5 4 5 , 0 . 5 4 1
50 5 0
Estimator mean bias S .d. rmse Estimator mean bias S.d .
x 2 1 2 . 6 3 x 2 2 1 . 0 0
p e t 9 9  . 2 4 - 0 . 7 6 3 2 . 7 8 9 3 2 . 7 9 8 p e t 9 9 . 1 0 - 0 . 9 0 1 9 . 9 7 7 1 9 . 9 9 7
m l e a 9 1 . 2 0 - 8 . 8 0 2 8 . 5 5 0 2 9 . 8 7 7 m l e a 8 4 . 3 7 - 1 5 . 6 3 1 4 . 2 7 6 2 1 . 1 6 5
d r l a 9 7 . 4 6 - 2 . 5 4 5 2 . 3 8 9 5 2 . 4 5 1 d r l a 8 2 . 9 6 - 1 7 . 0 4 1 7 . 6 5 7 2 4 . 5 4 1
O a 3 5 . 4 8 - 6 4 . 5 3 8 . 1 2 1 6 5 . 0 3 4 Oa 5 8 . 0 6 - 4 1 . 9 4 9 . 7 0 9 4 3 . 0 4 9
c a l a 1 0 0 . 8 9 0 . 8 9 5 2 . 6 0 0 5 2 . 6 0 7 c a l a 9 0 . 3 2 - 9  . 6 8 1 8 . 3 8 6 2 0 . 7 7 8
c a 2 a 8 5 . 3 2 - 1 4 . 6 8 4 2 . 6 9 5 4 5 . 1 4 8 c a 2 a 8 5 . 9 1 - 1 4 . 0 9 1 7 . 0 5 8 2 2 . 1 2 2
c a 3 a 8 6 . 9 6 - 1 3 . 0 4 4 3 . 6 2 0 4 5 . 5 2 8 c a 3 a 8 6 . 3 1 - 1 3 . 6 9 1 7 . 1 3 8 2 1 . 9 3 6
i ,  c h l a ,  c h 2 a c h 3 a  = 0 3 4 8 ,  0 2 9 8  , 0 . 3 5 9 , 0 . 3 5 2 c a , c h l a , c h 2 a c h 3 a  = 0 . 5 4 8 ,  0 5 1 5  , 0 . 5 5 1 , 0 . 5 4 7
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Table 3.7 .4b
N =  100 : Number of p ~ Beta(alpha,beta) : simulations = 1000 ep ~ U( 0.04, 0.08 ) : C V  -  U( 0.55, 0. 80 )t = '  15 t = 20
R = 0
Estimator mean bias S.d. rmse R = 0Estimator bias s.d.
x l 5 3  . 0 6 - 4 6 . 9 4 7 . 6 5 1 4 7 . 5 5 5 x l 6 1 . 9 3 - 3 8 . 0 7 7 . 8 2 9 3 8 . 8 6 9
m l e
d r l
7 6 . 0 8
8 2 . 6 3
- 2 3 . 9 2
- 1 7 . 3 7
1 1 . 3 9 1
1 2 . 8 0 0
2 6 . 4 9 6
2 1 . 5 7 9
m l e
d r l
7 8 . 2 2
8 3 . 9 2
- 2 1 . 7 8
- 1 6 . 0 8
9 . 0 5 0
1 0 . 0 7 9
2 3 . 5 8 6
1 8 . 9 7 8
b o o t 6 5 . 6 0 - 3 4 . 4 0 8 . 8 7 9 3 5 . 5 2 9 b o o t 7 4 . 9 8 - 2 5 . 0 2 8 . 7 6 3 2 6 . 5 1 1
a c l
a c 2
a c 3
9 1 . 4 0
8 6 . 7 3
8 7 . 1 2
- 8  . 6 0  
- 1 3 . 2 7  
- 1 2 . 8 8
1 7 . 9 4 3
1 6 . 7 3 8
1 6 . 8 5 5
1 9 . 8 9 7  
2 1 . 3 6 0  
2 1 . 2 1 4
a c l
a c 2
a c 3
9 2 . 3 0
8 9 . 5 6
8 9 . 7 8
- 7 . 7 0
- 1 0 . 4 4
- 1 0 . 2 2
1 4 . 5 4 0  
1 3 . 9 8 8  
1 4 . 0 5 8
1 6 . 4 5 1
1 7 . 4 5 6
1 7 . 3 8 3
0
c a l
c a 2
c a 3
7 1 . 6 8
9 2 . 2 0
9 0 . 1 9
9 0 . 3 6
- 2 8 . 3 2
- 7 . 8 0
- 9 . 8 1
- 9 . 6 4
9 . 4 7 6
1 3 . 7 3 5
1 3 . 2 1 9
1 3 . 2 9 3
2 9 . 8 6 4
1 5 . 7 9 3
1 6 . 4 6 5
1 6 . 4 2 1
0
c a l
c a 2
c a 3
8 1 . 1 9
9 4 . 7 5
9 3 . 7 2
9 3 . 8 0
- 1 8 . 8 1
- 5 . 2 5
- 6 . 2 8
- 6 . 2 0
9 . 2 5 1
1 1 . 2 3 0
1 1 . 0 3 2
1 1 . 0 4 3
2 0 . 9 6 3
1 2 . 3 9 5
1 2 . 6 9 7
1 2 . 6 6 7
p o j a c 1 0 3 . 4 9 3 . 4 9 1 4 . 2 1 4 1 4 . 6 3 5 p o j a c 1 0 9 . 6 3 9 . 6 3 1 4 . 2 7 5 1 7 . 2 1 7
j a c l
j a c s e q
j a c i n t
8 1 . 0 1
9 6 . 1 3
8 8 . 5 1
- 1 8 . 9 9
- 3 . 8 7
- 1 1 . 4 9
1 0 . 4 8 4
1 8 . 9 1 4
1 6 . 9 9 0
2 1 . 6 9 5
1 9 . 3 0 5
2 0 . 5 1 2
j a c l
j a c s e q
j a c i n t
9 0 . 0 7
1 0 0 . 5 0
9 4 . 5 6
- 9 . 9 3  
0 . 5 0  
- 5 . 4 4
9 . 9 9 6
1 8 . 3 3 8
1 5 . 3 9 3
1 4 . 0 8 7
1 8 . 3 4 4
1 6 . 3 2 8
P r ( i n f  m l e )  
c ,  c h l ,  c h 2 ,
m e a n  j a c l t n i f e  o r d e r  = 0 . 0 0 0  
c h 3  = 0 . 6 7 1 ,  0 . 6 5 0  , 0 . 6 7 2
1 . 9 2 9
0 . 6 7 0
P r ( i n f  m l e )  
c ,  c h l ,  c h 2 .
m e a n  j a c k n i f e  o r d e r  =  0 . 0 0 0  
c h 3  = 0 . 7 5 8 ,  0 . 7 4 2  , 0 . 7 5 7
, 1 . 6 2 0  
, 0 . 7 5 5
R = 10 
Estimator bias s.d. rmse
R = 10 
Estimator mean bias S.d.
x 2 5 . 3 5 x 2 6 . 2 2
p e t 9 9 . 6 4 - 0 . 3 6 3 6 . 7 1 4 3 6 . 7 1 6 p e t 9 9 . 5 1 - 0 . 4 9 2 6 . 9 4 0 2 6 . 9 4 5
m l e a
d r l a
7 8 . 3 0
8 2 . 4 2
- 2 1 . 7 0
- 1 7 . 5 8
1 1 . 0 4 5
1 2 . 3 7 5
2 4 . 3 4 7
2 1 . 5 0 2
m l e a
d r l a
7 9 . 6 5
8 3 . 8 6
- 2 0 . 3 5
- 1 6 . 1 4
8 . 8 3 8
9 . 6 8 2
2 2 . 1 8 3
1 8 . 8 2 6
Oa
c a l a
c a 2 a
c a 3 a
7 1 . 6 7
9 1 . 9 8
8 9 . 9 5
9 0 . 1 2
- 2 8 . 3 3  
- 8 . 0 2  
- 1 0 . 0 5  
- 9  . 8 8
9 . 4 5 6
1 3 . 3 2 8
1 2 . 8 6 4
1 2 . 8 9 2
2 9 . 8 7 0
1 5 . 5 5 4
1 6 . 3 2 6
1 6 . 2 4 1
Oa
c a l a
c a 2 a
c a 3 a
8 1 . 2 2
9 4 . 6 9  
9 3 . 6 2
9 3 . 6 9
- 1 8 . 7 8
- 5 . 3 1
- 6 . 3 8
- 6 . 3 1
9 . 2 0 6
1 0 . 8 0 3
1 0 . 6 2 9
1 0 . 6 3 8
2 0 . 9 1 6
1 2 . 0 4 0
1 2 . 3 9 6
1 2 . 3 6 9
c a , c h l a , c h 2 a . c h 3 a  = 0 . 6 7 1 ,  0 6 5 1  , 0 . 6 7 3 0 . 6 7 1 c a , c h l a , c h 2 a . c h 3 a  = 0 . 7 5 8 ,  0 7 4 2  , 0 . 7 5 7 , 0 . 7 5 6
R  - 25 
Estimator bias s.d. rmse
R = 25 
Estimator bias s.d.
x 2 1 3 . 3 2 x 2 1 5 . 4 3
p e t 9 9 . 9 4 - 0 . 0 6 2 2 . 5 6 2 2 2 . 5 6 2 p e t 9 9 . 9 8 - 0 . 0 2 1 8 . 1 8 1 1 8 . 1 8 1
m l e a
d r l a
8 0 . 9 2
8 3 . 0 2
- 1 9 . 0 8
- 1 6 . 9 8
1 0 . 5 9 6
1 1 . 6 0 0
2 1 . 8 2 9
2 0 . 5 6 1
m l e a
d r l a
8 1 . 0 3
8 3 . 6 8
- 1 8 . 9 7
- 1 6 . 3 2
8 . 4 5 0
9 . 1 9 8
2 0 . 7 6 9
1 8 . 7 3 4
Oa
c a l a
c a 2 a
c a 3 a
7 1 . 9 4
9 2 . 6 5
9 0 . 6 1
9 0 . 7 8
- 2 8 . 0 6  
- 7  . 3 5  
- 9 . 3 9  
- 9 . 2 2
9 . 6 9 3
1 2 . 5 9 0
1 2 . 1 6 4
1 2 . 2 0 6
2 9 . 6 9 2
1 4 . 5 7 9
1 5 . 3 6 8
1 5 . 2 9 8
Oa
c a l a
c a 2 a
c a 3 a
8 1 . 0 7
9 4 . 5 6  
9 3 . 4 8
9 3 . 5 6
- 1 8 . 9 3
- 5 . 4 4
- 6 . 5 2
- 6 . 4 4
9 . 0 3 7
1 0 . 2 9 1
1 0 . 1 1 2
1 0 . 1 2 0
2 0 . 9 8 0
1 1 . 6 3 9
1 2 . 0 3 4
1 1 . 9 9 4
c a , c h l a , c h 2 a c h 3 a  = 0 . 6 7 1 ,  0 6 4 6  , 0 . 6 6 8 0 . 6 6 6 c a , c h l a , c h 2 a c h 3 a  = 0 . 7 5 6 ,  0 . 7 4 0  , 0 . 7 5 5 , 0 . 7 5 4
R = 50 
Estimator bias s.d.
R = 50 
Estimator bias s.d.
x 2 2 6 . 7 4 x 2 3 0 . 6 5
p e t 9 9 . 4 8 - 0 . 5 2 1 6 . 7 7 2 1 6 . 7 8 0 p e t 9 9 . 9 8 - 0 . 0 2 1 3  . 5 0 8 1 3 . 5 0 8
m l e a
d r l a
8 2 . 3 2
8 2 . 1 5
- 1 7 . 6 8
- 1 7 . 8 5
1 0 . 0 4 2
1 1 . 4 9 0
2 0 . 3 2 9
2 1 . 2 3 1 d r l a
8 2  . 3 1  
8 3 . 1 2
- 1 7 . 6 9
- 1 6 . 8 8
8.528
9 . 3 3 2
1 9 . 6 3 5  
1 9  . 2 8 7
Oa
c a l a
c a 2 a
c a 3 a
7 1 . 8 3
9 1 . 7 6
8 9 . 7 8
8 9 . 9 5
- 2 8 . 1 7
- 8 . 2 4
- 1 0 . 2 2
- 1 0 . 0 5
9 . 6 0 1  
1 2 . 4 5 5  
1 2 . 0 6 6  
1 2 . 1 0 4
2 9 . 7 5 9
1 4 . 9 3 4
1 5 . 8 1 4
1 5 . 7 3 1
Oa
c a l a
c a 2 a
c a 3 a
8 0 . 5 2
9 3 . 9 1
9 2 . 8 4
9 2 . 9 3
- 1 9 . 4 8  
- 6 . 0 9  
- 7 . 1 6  
- 7  . 0 7
9 . 2 7 2
1 0 . 4 5 8
1 0 . 3 0 1
1 0 . 3 1 9
2 1 . 5 7 2
1 2 . 1 0 2
1 2 . 5 4 2
1 2 . 5 0 8
c a , c h l a , c h 2 a c h 3 a  = 0 . 6 7 4 ,  0 . 6 5 2  , 0 . 6 7 5 , 0 . 6 7 3 c a , c h l a , c h 2 a c h 3 a  = 0 . 7 5 4 ,  0 . 7 4 0  , 0 . 7 5 5 , 0 . 7 5 4
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Table 3.7 .5a
N =  100 : Number of p -  Beta(alpha,beta) : simulations = 1000 ep - U( 0.08, 0.12 ) : C V  ~  U( 0.30, 0. 55 )t =  5 t =  10
R  = 0Estimator mean bias S.d. R = 0Estimator bias s.d. rmse
x l 3 9 . 5 0 - 6 0 . 5 0 5 . 9 2 8 6 0 . 7 9 3 x l 6 1 . 4 9 - 3 8 . 5 1 6 . 3 1 7 3 9 . 0 2 5
m l e
d r l
9 1 . 5 4
1 1 2 . 0 1
- 8 . 4 6
1 2 . 0 1
3 3 . 4 7 5
4 3 . 4 8 7
3 4 . 5 2 8
4 5 . 1 1 4
m l e
d r l
8 8 . 8 5
9 7 . 0 2
- 1 1 . 1 5
- 2 . 9 8
1 1 . 3 5 4
1 3 . 1 7 4
1 5 . 9 1 2
1 3 . 5 0 6
b o o t 5 0 . 0 5 - 4 9 . 9 5 7 . 3 8 1 5 0 . 4 8 8 b o o t 7 5 . 8 0 - 2 4 . 2 0 7 . 5 1 5 2 5 . 3 3 7
a c l
a c 2
a c 3
1 3 0 . 7 8
9 8 . 7 4
1 0 3 . 2 8
3 0 . 7 8
- 1 . 2 6
3 . 2 8
5 9 . 4 7 9
4 3 . 3 8 2
4 8 . 2 5 8
6 6 . 9 7 0
4 3 . 4 0 0
4 8 . 3 7 0
a c l
a c 2
a c 3
1 0 4 . 9 6
9 6 . 1 5
9 7 . 2 4
4 . 9 6
- 3 . 8 5
- 2 . 7 6
1 8 . 0 5 6
1 5 . 9 1 9
1 6 . 2 3 2
1 8 . 7 2 5
1 6 . 3 7 7
1 6 . 4 6 5
0
c a l
c a 2
c a 3
5 4  , 94  
1 1 7  . 2 5  
1 0 0 . 6 3  
1 0 2  . 6 0
- 4 5 . 0 6  
1 7 . 2 5  
0 . 6 3  
2 . 6 0
8 . 0 7 9  
4 3  . 7 6 9  
3 5 . 5 8 1  
3 6 . 3 0 5
4 5 . 7 7 7
4 7 . 0 4 6
3 5 . 5 8 6
3 6 . 3 9 8
0
c a l
c a 2
c a 3
8 2 . 5 7
1 0 7 . 1 7
1 0 3 . 1 5
1 0 3 . 6 3
- 1 7 . 4 3  
7 . 1 7  
3 . 1 5  
3 . 6 3
8 . 1 1 2
1 4 . 0 2 2
1 3 . 1 1 7
1 3 . 2 3 4
1 9 . 2 2 5
1 5 . 7 5 0
1 3 . 4 9 0
1 3 . 7 2 4
p o j a c 8 8 . 8 6 - 1 1 . 1 4 1 3 . 5 0 2 1 7 . 5 0 7 p o j a c 1 1 8 . 4 7 1 8 . 4 7 1 3 . 8 5 5 2 3 . 0 9 1
j a c l
j a c s e q
j a c i n t
63  . 7 7  
9 0 . 0 9  
8 5 . 9 6
- 3 6 . 2 3
- 9 . 9 1
- 1 4 . 0 4
9 . 3 5 4
1 5 . 3 0 5
1 4 . 8 2 0
3 7 . 4 2 0
1 8 . 2 3 4
2 0 . 4 1 5
j a c l
j a c s e q
j a c i n t
9 3 . 1 0
1 0 9 . 4 7
1 0 1 . 0 8
- 6 . 9 0
9 . 4 7
1 . 0 8
9 . 2 7 7
1 8 . 3 2 1
1 6 . 7 2 8
1 1 . 5 6 2
2 0 . 6 2 5
1 6 . 7 6 3
P r ( i n f  m l e )  
c , c h l , c h 2
m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0  
c h 3  = 0 . 4 5 1 ,  0 . 3 8 4  , 0 . 4 6 1
3 . 7 3 6
0 . 4 4 9
P r C i n f  m l e )  
c ,  c h l ,  c h 2
m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0  
c h 3  = 0 . 6 8 0 ,  0 . 6 4 0  , 0 . 6 8 0
, 2 . 0 0 1  
, 0 . 6 7 4
R = 10 
Estimator mean bias s.d. R  = 10 Estimator bias s.d. rmse
x 2 3 . 9 4 x 2 6 . 1 9
p e t 9 8 . 4 1 - 1 . 5 9 4 0 . 9 8 2 4 1 . 0 1 3 p e t 9 9 . 4 3 - 0 . 5 7 2 8 . 4 2 1 2 8 . 4 2 7
m l e a
d r l a
9 2 . 2 9  
1 1 0 . 5 4
- 7 . 7 1  
1 0  . 5 4
2 4 . 5 2 3
3 7 . 6 8 5
2 5 . 7 0 6
3 9 . 1 3 2
m l e a
d r l a
8 9 . 7 1
9 6 . 7 8
- 1 0 . 2 9
- 3 . 2 2
1 0 . 5 3 8
1 2 . 6 0 9
1 4 . 7 2 7
1 3 . 0 1 3
O a
c a l a
c a 2 a
c a 3 a
5 4 . 9 5
1 1 5 . 7 6
9 9 . 4 4
1 0 1 . 3 8
- 4 5 . 0 5
1 5 . 7 6
- 0 . 5 6
1 . 3 8
8 . 0 5 0  
3 8 . 0 1 9  
3 0 . 7 3 8  
3 1 . 2 2 2
4 5 . 7 6 2
4 1 . 1 5 5
3 0 . 7 4 3
3 1 . 2 5 2
Oa
c a l a
c a 2 a
c a 3 a
8 2 . 5 7
1 0 6 . 9 2
1 0 2 . 9 3  
1 0 3 . 4 3
- 1 7 . 4 3  
6 . 9 2  
2 . 9 3  
3 . 4 3
8 . 1 2 6
1 3 . 5 0 7
1 2 . 6 8 5
1 2 . 7 6 2
1 9 . 2 2 8
1 5 . 1 7 6
1 3 . 0 1 9
1 3 . 2 1 5
c a , c h l a , c h 2 a c h 3 a  = 0 . 4 5 1 ,  0 3 8 4  , 0 . 4 6 1 0 . 4 5 0 c a , c h l a , c h 2 a c h 3 a  = 0 . 6 8 1 ,  0 6 4 1  , 0 . 6 8 1 , 0 . 6 7 5
R = 25 Estimator mean bias s.d. R = 25 Estimator bias s.d. rmse
x 2 9 . 8 9 x 2 1 5 . 4 7
p e t 9 9 . 6 9 - 0 . 3 1 3 7 . 2 1 2 3 7 . 2 1 3 p e t 9 9 . 2 8 - 0 . 7 2 1 6 . 6 9 5 1 6 . 7 1 1
m l e a
d r l a
9 4 . 4 1
1 1 2 . 1 1
- 5 . 5 9
1 2 . 1 1
2 1 . 6 0 1
3 8 . 8 6 4
2 2 . 3 1 3
4 0 . 7 0 6
m l e a
d r l a
9 0 . 4 8
9 6 . 2 0
- 9 . 5 2  
- 3  . 8 0
9 . 7 2 1
1 1 . 7 7 7
1 3  . 6 0 6  
1 2 . 3 7 5
O a
c a l a
c a 2 a
c a 3 a
5 4 . 7 6
1 1 7 . 3 5
1 0 0 . 7 5
1 0 2 . 8 0
- 4 5 . 2 4
1 7 . 3 5
0 . 7 5
2 . 8 0
8 . 0 9 7
3 9 . 2 4 5
3 2 . 0 6 8
3 2 . 7 6 1
4 5 . 9 6 4
4 2 . 9 0 9
3 2 . 0 7 7
3 2 . 8 8 0
Oa
c a l a
c a 2 a
c a 3 a
8 2 . 5 2  
1 0 6 . 3 0  
1 0 2 . 3 5  
1 0 2 . 8 4
- 1 7 . 4 8  
6 . 3 0  
2 . 3 5  
2 . 8 4
7 . 9 3 2
1 2 . 6 2 1
1 1 . 8 2 9
1 1 . 9 3 5
1 9 . 2 0 0
1 4 . 1 0 8
1 2 . 0 6 0
1 2 . 2 6 8
c a , c h l a , c h 2 a c h 3 a  = 0 . 4 4 9 ,  0 3 7 5  , 0 . 4 5 0 0 . 4 3 9 c a , c h l a , c h 2 a c h 3 a  = 0 . 6 8 1 ,  0 . 6 4 5  , 0 . 6 8 5 , 0 . 6 7 9
R = 50 Estimator mean bias S.d. R = 50 Estimator mean bias s.d.
x 2 1 9 . 6 6 x 2 3 0 . 8 4
p e t 9 9 . 2 5 - 0 . 7 5 2 1 . 6 6 6 2 1 . 6 7 9 p e t 9 9 . 9 2 - 0  . 0 8 1 3 . 1 3 2 1 3 . 1 3 2
d r l a
9 4 . 4 2
1 0 8 . 8 4
- 5 . 5 8
8 . 8 4
1 7 . 7 4 2
3 0 . 4 5 5
1 8 . 5 9 9
3 1 . 7 1 2
m l e a
d r l a
9 1 . 7 9
9 6 . 4 6
- 8 . 2 1
- 3 . 5 4
9 . 2 1 9
1 1 . 5 4 2
1 2 . 3 4 3  
1 2 . 0 7 2
Oa
c a l a
c a 2 a
c a 3 a
5 4 . 5 0
1 1 4 , 0 7
9 8 . 0 4
9 9 . 9 7
- 4 5 . 5 0
1 4 . 0 7
- 1 . 9 6
- 0 . 0 3
8 . 0 4 4
3 0 . 8 2 2
2 5 . 1 3 3
2 5 . 5 8 2
4 6 . 2 0 2
3 3 . 8 8 2
2 5 . 2 1 0
2 5 . 5 8 2
Oa
c a l a
c a 2 a
c a 3 a
82  . 7 5  
1 0 6 . 6 2  
1 0 2 . 6 4  
1 0 3 . 1 2
- 1 7 . 2 5
6 . 5 2
2 . 6 4
3 . 1 2
8 . 0 4 2
1 2 . 3 9 1
1 1 . 6 4 2
1 1 . 7 2 6
1 9 . 0 2 9
1 4 . 0 4 7
1 1 . 9 3 9
1 2 . 1 3 4
c a , c h l a , c h 2 a c h 3 a  = 0 . 4 4 6 ,  0 . 3 7 7  , 0 . 4 5 2 0 . 4 4 1 c a , c h l a , c h 2 a c h 3 a  = 0 . 6 8 1 ,  0 . 6 4 4  , 0 . 6 8 3 , 0 . 6 7 8
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Table 3.7 ,5b
N  =  100 : Number of p ~ Beta{alpha,beta) : simulations =  1000 ep ~ U{ 0.08, 0.12 ) : C V  ~  U ( 0.30, 0. 5 5  )t = 15 t = 20
R  = 0
Estimator mean bias s.d.
R = 0
Estimator mean bias s . d . rmse
x l 7 4  . 7 2 - 2 5 . 2 8 5 . 5 7 0 2 5 . 8 8 9 x l 8 2  . 4 1 - 1 7 . 5 9 5 . 1 6 1 1 8 . 3 3 1
m l e
d r l
9 0 . 4 7
9 5 . 6 8
- 9 . 5 3
- 4 . 3 2
6 . 8 9 9
7 . 7 0 7
1 1 . 7 6 1
8 . 8 3 5
m l e
d r l
9 1 . 7 1
9 5 . 6 6
- 8 . 2 9
- 4 . 3 4
5 . 4 9 4
5 . 8 7 6
9 . 9 4 2
7 . 3 0 5
b o o t 8 9  . 0 9 - 1 0 . 9 1 6 . 1 9 0 1 2 . 5 4 0 b o o t 9 5 . 5 1 - 4 . 4 9 5 . 4 7 6 7 . 0 8 4
a c l
a c 2
a c 3
1 0 0  . 9 2  
9 7 . 1 5  
9 7 . 5 8
0 . 9 2
- 2 . 8 5
- 2 . 4 2
1 0 . 3 4 8
9 . 7 3 8
9 . 8 1 4
1 0 . 3 8 8
1 0 . 1 4 6
1 0 . 1 0 7
a c l
a c 2
a c 3
9 9 . 6 8
9 7 . 7 4
9 7 . 9 5
- 0 . 3 2  
- 2  . 2 6  
- 2 . 0 5
7 . 4 0 4
7 . 1 5 8
7 . 2 1 4
7 . 4 1 1
7 . 5 0 6
7 . 4 9 9
0
c a l
c a 2
c a 3
9 5 . 5 8
1 0 7 . 4 7
1 0 5 . 9 9
1 0 6 . 1 5
- 4 . 3 2
7 . 4 7
5 . 9 9
6 . 1 5
6 . 5 8 7
8 . 6 7 3
8 . 4 2 8
8 . 4 4 5
7 . 8 7 6
1 1 . 4 4 9
1 0 . 3 3 7
1 0 . 4 4 8
0
c a l
c a 2
c a 3
1 0 1 . 2 0
1 0 7 . 4 0
1 0 6 . 7 1
1 0 6 . 7 7
1 . 2 0
7 . 4 0
6 . 7 1
6 . 7 7
5 . 7 8 3
6 . 8 2 2
6 . 7 3 9
6 . 7 4 4
5 . 9 0 7
1 0 . 0 6 8
9 . 5 0 7
9 . 5 5 8
p o j a c 1 2 1 . 6 4 2 1 . 6 4 1 2 . 7 4 2 2 5 . 1 1 0 p o j a c 1 1 7 . 0 8 1 7 . 0 8 1 1 . 9 9 8 2 0 . 8 7 6
j a c l
j a c s e q
j a c i n t
1 0 4 . 2 8
1 1 0 . 0 8
1 0 6 . 3 0
4 . 2 8
1 0 . 0 8
6 . 3 0
7 . 5 9 4
1 3 . 9 8 4
1 0 . 5 3 7
8 . 7 1 9
1 7 . 2 3 6
1 2 . 2 7 7
j a c l
j a c s e q
j a c i n t
1 0 7 . 6 1
1 0 9 . 0 5
1 0 8 . 0 2
7 . 6 1
9 . 0 5
8 . 0 2
6 . 6 6 6
9 . 2 8 0
7 . 3 8 9
1 0 . 1 1 6
1 2 . 9 6 0
1 0 . 9 0 8
P r ( i n f  m l e )  
c ,  c h l ,  c h 2 .
m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0  
c h 3  = 0 . 8 0 6 ,  0 . 7 8 3  , 0 . 8 0 5
1 . 3 5 5  
0 . 8 0 2
P r { i n f  m l e )  
c ,  c h l ,  c h 2 .
m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0  
c h 3  = 0 . 8 7 5 ,  0 . 8 6 3  , 0 . 8 7 5
, 1 . 0 9 7  
, 0 . 8 7 4
R = 10 
Estimator bias s.d.
R = 10 
Estimator mean bias s.d.
x 2 7 . 4 8 x 2 8 . 2 7
p e t 9 9 . 8 8 - 0 . 1 2 1 9 . 9 8 3 19.983 p e t 9 9 . 7 3 - 0 . 2 7 1 5 . 5 4 4 1 5 . 5 4 6
m l e a
d r l a
9 0 . 8 9
9 5 . 5 9
- 9 . 1 1
- 4 . 4 1
6 . 6 2 8
7 . 4 4 4
1 1 . 2 6 8
8 . 6 5 4
m l e a
d r l a
9 1 . 9 9
9 5 . 6 9
- 8  . 0 1  
- 4 . 3 1
5 . 3 9 9
5 . 7 6 2
9 . 6 5 9
7 . 1 9 8
Oa
c a l a
c a 2 a
c a 3 a
9 5 . 6 6
1 0 7 . 4 1
1 0 5 . 8 9
1 0 6 . 0 7
- 4 . 3 4
7 . 4 1
5 . 8 9
6 . 0 7
6 . 5 1 2
8 . 3 7 6
8 . 1 4 4
8 . 1 5 2
7 . 8 2 3
1 1 . 1 8 0
1 0 . 0 5 1
1 0 . 1 6 5
Oa
c a l a
c a 2 a
c a 3 a
1 0 1 . 2 6
1 0 7 . 4 4
1 0 6 . 7 8
1 0 6 . 8 4
1 . 2 6
7 . 4 4
6 . 7 8
6 . 8 4
5 . 7 3 7
6 . 6 7 4
6 . 5 8 3
6 . 5 9 2
5 . 8 7 4
9 . 9 9 6
9 . 4 5 1
9 . 4 9 9
c a , c h l a , c h 2 a c h 3 a  = 0 . 8 0 6 ,  0 7 8 4  , 0 . 8 0 5 0 . 8 0 3 c a , c h l a , c h 2 a , c h 3 a  = 0 . 8 7 5 ,  0 8 6 2 , 0 . 8 7 5 , 0 . 8 7 3
R = 25 
Estimator bias s.d.
R = 25 
Estimator mean bias s.d.
x 2 1 8 . 4 8 x 2 2 0 . 5 0
p e t 9 9 . 9 4 - 0 . 0 6 1 3 . 6 7 7 1 3 . 6 7 7 p e t 1 0 0 . 8 1 0 . 8 1 1 0 . 5 4 3 1 0 . 5 7 5
m l e a
d r l a
9 0 . 7 4
9 4 . 6 4
- 9 . 2 6
- 5 . 3 6
7 . 0 4 9
7 . 7 9 8
1 1 . 6 3 9
9 . 4 6 1
m l e a
d r l a
9 2 . 3 1
9 5 . 6 0
- 7 . 6 9
- 4 . 4 0
5 . 2 6 9
5 . 5 7 2
9 . 3 1 9
7 . 1 0 2
Oa
c a l a
c a 2 a
c a 3 a
9 4 . 6 0
1 0 6 . 3 2
1 0 4 . 8 1
1 0 4 . 9 9
- 5 . 4 0
6 . 3 2
4 . 8 1
4 . 9 9
6 . 8 6 3
8 . 7 5 0
8 . 5 0 9
8 . 5 1 5
8 . 7 3 1  
1 0 . 7 9 5  
9 . 7 7 5  
9 . 8 6 9
Oa
c a l a
c a 2 a
c a 3 a
1 0 1 . 3 9
1 0 7 . 3 2
1 0 6 . 6 9
1 0 6 . 7 6
1 . 3 9
7 . 3 2
6 . 6 9
6 . 7 6
5  . 6 5 9  
6 . 4 3 3  
6 . 3 4 4  
6 . 3 5 8
5 . 8 2 6
9 . 7 4 5
9 . 2 1 7
9 . 2 7 9
c a , c h l a , c h 2 a c h 3 a  = 0 . 8 0 0 ,  0 7 8 2  , 0 . 8 0 4 0 . 8 0 2 c a , c h l a , c h 2 a c h 3 a  = 0 . 8 7 7 ,  0 . 8 6 6 , 0 . 8 7 8 , 0 . 8 7 7
R = 50 
Estimator mean bias S .d .
R = 50 
Estimator mean bias s.d. rmse
x 2 3 7 . 3 7 x 2 4 1 . 1 4
p e t 9 9 . 7 7 - 0 . 2 3 9 . 7 2 3 9 . 7 2 6 p e t 1 0 0 . 1 4 0 . 1 4 8 . 1 4 7 8 . 1 4 8
m l e a
d r l a
9 1 . 7 8
9 5 . 3 3
- 8 . 2 2
- 4 . 6 7
6 . 2 7 9
6 . 9 8 3
1 0 . 3 4 6
8 . 4 0 0
m l e a
d r l a
9 2 . 4 4
9 5 . 5 7
- 7 . 5 6
- 4 . 4 3
5 . 1 5 0
5 . 4 1 0
9 . 1 4 8
6 . 9 9 0
Oa
c a l a
c a 2 a
c a 3 a
9 5 . 5 0
1 0 7 . 1 1
1 0 5 . 6 4
1 0 5 . 8 1
- 4 . 5 0
7 . 1 1
5 . 6 4
5 . 8 1
6 . 5 9 9
7 . 8 6 0
7 . 6 6 0
7 . 6 7 9
7 . 9 9 0
1 0 . 6 0 0
9 . 5 1 2
9 . 6 3 1
O a
c a l a
c a 2 a
c a 3 a
1 0 1 . 2 4
1 0 7 . 3 4
1 0 6 . 6 9
1 0 6 . 7 5
1 . 2 4
7 . 3 4
6 . 6 9
6 . 7 5
5 . 5 6 1
6 . 2 4 1
6 . 1 5 2
6 . 1 6 7
5 . 6 9 6
9 . 6 3 4
9 . 0 9 1
9 . 1 4 2
c a , c h l a , c h 2 a c h 3 a  = 0 . 8 0 5 ,  0 7 8 4  , 0 . 8 0 6 , 0 . 8 0 3 c a , c h l a , c h 2 a c h 3 a  = 0 . 8 7 5 ,  0 . 8 6 3 , 0 . 8 7 5 , 0 . 8 7 4
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Table 3.7 .6a
N =  100 : Number of p ~  U{ 0, 0. simulations 16) ; E ( p )  =  1000 = 0.08 ; sqrt[Var( p ) ] / E ( p )  = 0.5774t =  5 t = 10
R = 0Estimator mean bias s.d. lanse R =  0Estimator mean bias s.d.
x l 3 2  . 4 4 - 6 7 . 5 6 4 . 5 1 0 6 7 . 7 0 6 x l 5 1 . 7 0 - 4 8 . 3 0 5 . 0 8 6 4 8 . 5 7 2
m l e
d r l
8 3  . 0 9  
1 0 2 . 8 0
- 1 6 . 9 1
2 . 8 0
3 5 . 4 9 2
4 6 . 3 7 1
3 9 . 3 1 7
4 6 . 4 5 5
m l e
d r l
7 8  . 5 7  
8 6 . 0 1
- 2 1 . 4 3
- 1 3 . 9 9
1 1 . 5 8 8
1 3 . 3 6 2
2 4 . 3 6 3
1 9 . 3 4 3
b o o t 4 1 . 3 3 - 5 8 . 6 7 5 . 7 8 9 5 8 . 9 5 2 b o o t 6 4 . 1 9 - 3 5 . 8 1 6 . 3 8 9 3 6 . 3 7 4
a c l
a c 2
a c 3
1 2 0 . 8 6
91.23
9 5 . 5 6
2 0 . 8 6
- 8 . 7 7
- 4 . 4 4
6 3 . 9 9 7
4 8 . 6 1 5
5 8 . 3 5 0
6 7 . 3 1 2
4 9 . 4 0 0
5 8 . 5 1 9
a c l
a c 2
a c 3
9 2 . 8 8
8 4 . 6 7
8 5 . 6 5
- 7 . 1 2
- 1 5 . 3 3
- 1 4 . 3 5
1 7 . 6 9 9
1 5 . 4 0 2
1 5 . 6 8 1
1 9 . 0 7 9
2 1 . 7 3 1
2 1 . 2 5 9
O
c a l
c a 2
c a 3
4 5 . 4 9  
1 0 7 . 1 1  
9 1 . 2 9  
9 2 . 9 8
- 5 4 . 5 1
7 . 1 1
- 8 . 7 1
- 7 . 0 2
6 . 4 2 7
4 6 . 6 5 4
3 8 . 0 6 5
3 9 . 0 8 5
5 4 . 8 8 8
4 7 . 1 9 3
3 9 . 0 4 9
3 9 . 7 1 1
0
c a l
c a 2
c a 3
7 0 . 1 9
9 4 . 6 9
9 0 . 8 0
9 1 . 2 6
- 2 9 . 8 1
- 5 . 3 1
- 9 . 2 0
- 8 . 7 4
7 . 1 0 0
1 4 . 2 0 1
1 3 . 2 4 0
1 3 . 3 2 3
3 0  . 6 4 9  
1 5 . 1 6 1  
1 6 . 1 2 1  
1 5 . 9 3 6
p o j a c 7 4 . 6 4 - 2 5 . 3 6 1 1 . 6 9 3 2 7 . 9 2 5 p o j a c 1 0 3 . 0 1 3 . 0 1 1 3 . 1 5 4 1 3 . 4 9 4
j a c l
j a c s e q
j a c i n t
5 2 . 9 9
7 6 . 1 5
7 2 . 4 0
- 4 7 . 0 1
- 2 3 . 8 5
- 2 7 . 6 0
7 . 6 5 9
1 3 . 8 9 5
1 3 . 4 2 8
4 7 . 6 2 8
2 7 . 6 0 6
3 0 . 6 9 6
j a c l
j a c s e q
j a c i n t
7 9 . 6 6
9 5 . 5 7
8 7 . 7 9
- 2 0 . 3 4
- 4 . 4 3
- 1 2 . 2 1
8 . 4 6 0
1 7 . 5 1 8
1 6 . 0 2 6
2 2 . 0 2 8  
1 8 . 0 7 0  
2 0 . 1 4 7
P r ( i n f  m l e )  
c , c h l , c h 2
m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 1  
c h 3  = 0 . 4 2 1 ,  0 . 3 5 2  , 0 . 4 2 5
3 . 7 2 3
0 . 4 1 6
P r ( i n f  m l e )  , 
c ,  c h l ,  c h 2 .
m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0  
c h 3  =  0 . 6 4 8 ,  0 . 6 0 9  , 0 . 6 4 9
2 . 0 5 6
0 . 6 4 4
R «  10 Estimator bias s.d. rmse R = 10 Estimator bias S .d . rmse
x 2 3 . 1 4 x 2 5 . 0 5
p e t 1 0 3 . 4 0 3 . 4 0 5 8 . 8 3 1 5 8 . 9 2 9 p e t 1 0 1 . 9 2 1 . 9 2 3 3 . 8 3 4 3 3 . 8 8 8
m l e a
d r l a
8 7 . 4 7
1 0 1 . 3 7
- 1 2 . 5 3
1 . 3 7
2 8 . 2 4 4
4 3 . 9 6 7
3 0 . 8 9 7
4 3 . 9 8 8
m l e a
d r l a
8 1 . 3 2
8 6 . 0 0
- 1 8 . 6 8
- 1 4 . 0 0
1 1 . 4 0 8
1 2 . 9 6 3
2 1 . 8 8 5
1 9 . 0 7 9
O a
c a l a
c a 2 a
c a 3 a
4 5 . 4 8
1 0 5 . 7 5
9 0 . 2 2
9 1 . 9 6
- 5 4 . 5 2
5 . 7 5
- 9 . 7 8
- 8 . 0 4
6 . 4 1 2
4 4 . 2 6 6
3 6 . 4 8 6
3 7 . 8 0 9
5 4 . 8 9 8
4 4 . 6 3 8
3 7 . 7 7 5
3 8 . 6 5 5
O a
c a l a
c a 2 a
c a 3 a
7 0 . 2 1
9 4 . 6 9
9 0 . 8 1
9 1 . 2 5
- 2 9 . 7 9
- 5 . 3 1
- 9 . 1 9
- 8 . 7 5
7 . 1 0 3
1 3 . 8 1 9
1 2 . 9 1 5
1 2 . 9 9 4
3 0 . 6 2 8
1 4 . 8 0 6
1 5 . 8 5 1
1 5 . 6 6 3
c a , c h l a , c h 2 a c h 3 a  = 0 4 2 0 ,  0 3 5 4  , 0 . 4 2 7 0 . 4 1 7 c a , c h l a , c h 2 a . c h 3 a  = 0 . 6 4 7 ,  0 . 6 0 9  , 0 . 6 4 8 0 . 6 4 4
R =■ 25 Estimator mean bias s.d. R = 25 Estimator mean bias s.d. rmse
x 2 8 . 1 0 x 2 1 2 . 9 1
p e t 9 9 . 8 8 - 0 . 1 2 3 3 . 7 4 2 3 3 . 7 4 3 p e t 9 9 . 5 0 - 0 . 5 0 2 3 . 2 9 9 2 3 . 3 0 5
m l e a
d r l a
8 9 . 8 2
1 0 1 . 2 4
- 1 0 . 1 8
1 . 2 4
2 3 . 6 5 0
4 2 . 9 6 7
2 5 . 7 4 9
4 2 . 9 8 5
m l e a
d r l a
8 2 . 3 3
8 4 . 5 3
- 1 7 . 6 7
- 1 5 . 4 7
1 0 . 8 6 4
1 1 . 9 7 8
2 0 . 7 4 1
1 9 . 5 6 5
O a
c a l a
c a 2 a
c a 3 a
4 5 . 4 5
1 0 5 . 6 2
9 0 . 0 9
9 1 . 7 1
- 5 4 . 5 5
5 . 6 2
- 9 . 9 1
- 8 . 2 9
6 . 5 2 0
4 3 . 2 5 0
3 5 . 0 9 0
3 5 . 6 2 3
5 4 . 9 4 1  
4 3 . 6 1 3  
3 6 . 4 6 4  
3 6 . 5 7 5
Oa
c a l a
c a 2 a
c a 3 a
6 9 . 5 5
9 3 . 1 0
8 9 . 2 9
8 9 . 7 4
- 3 0 . 4 5
- 6 . 9 0
- 1 0 . 7 1
- 1 0 . 2 6
6 . 8 3 5
1 2 . 7 5 6
1 1 . 9 3 5
1 1 . 9 9 4
3 1 . 2 1 2
1 4 . 5 0 4
1 6 . 0 3 9
1 5 . 7 8 2
c a , c h l a , c h 2 a c h 3 a  = 0 4 2 0 ,  0 . 3 5 0  , 0 . 4 2 2 0 . 4 1 2 c a , c h l a , c h 2 a . c h 3 a  = 0 . 6 4 7 ,  0 . 6 1 3  , 0 . 6 5 3 0 . 6 4 8
R  = 50 Estimator mean bias S.d . rmse R = 50 Estimator mean bias s.d.
x 2 1 6 . 1 9 x 2 2 5 . 7 6
p e t 9 9 . 3 1 - 0  . 69 2 4 . 7 9 1 2 4 . 8 0 1 p e t 9 9 . 6 0 - 0 . 4 0 1 6  . 6 7 0 1 6 . 6 7 5
m l e a
d r l a
9 0 . 4 8  
9 7  . 2 5
- 9 . 5 2  
- 2  . 7 5
1 9 . 3 9 0
3 3 . 4 9 8
2 1 . 6 0 0
3 3 . 6 1 1
m l e a
d r l a
8 4 . 8 3
8 4 . 8 1
- 1 5 . 1 7
- 1 5 . 1 9
1 0 . 1 3 5
1 0 . 9 9 7
1 8 . 2 4 0
1 8 . 7 5 0
Oa
c a l a
c a 2 a
c a 3 a
4 5 . 2 0  
1 0 1 . 5 8  
8 6  . 8 5  
8 8 . 5 2
- 5 4 . 8 0
1 . 5 8
- 1 3 . 1 5
- 1 1 . 4 8
6 . 4 2 4
3 3 . 8 4 7
2 7 . 8 5 5
2 8 . 6 1 9
5 5 . 1 7 8
3 3 . 8 8 4
3 0 . 8 0 3
3 0 . 8 3 4
Oa
c a l a
c a 2 a
c a 3 a
6 9 . 7 0
9 3 . 4 3
8 9 . 6 1
9 0 . 0 6
- 3 0 . 3 0
- 6 . 5 7
- 1 0 . 3 9
- 9 . 9 4
6 . 4 2 4
1 1 . 7 5 1
1 1 . 0 3 4
1 1 . 0 8 7
3 0 . 9 7 4
1 3 . 4 6 2
1 5 . 1 5 7
1 4 . 8 9 2
c a , c h l a , c h 2 a c h 3 a  = 0 . 4 1 8 ,  0 . 3 5 4  , 0 . 4 2 7 , 0 . 4 1 7 c a , c h l a , c h 2 a . c h 3 a  = 0 . 6 4 6 ,  0 . 6 1 0  , 0 . 6 5 0 , 0 . 6 4 6
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Table 3.7 .6b
N =  100 : Number of p ~ U{ 0, 0. simulations 16) : E(p) =  1000 = 0.08 : sqrt[Var(p)]/E(p) = 0.5774t = 15 t = 20
R * 0Estimator bias s.d. rmse R = 0Estimator bias s.d.
x l 62  . 9 4 - 3 7 . 0 6 5 . 0 4 1 3 7 . 4 0 5 x l 7 1 . 0 8 - 2 8 . 9 2 4 . 4 7 9 2 9 . 2 6 8
m l e
d r l
7 8 . 7 7
8 3 . 7 2
- 2 1 . 2 3
- 1 6 . 2 8
7 . 5 7 5
8 . 5 2 5
2 2 . 5 4 0
1 8 . 3 7 4
m l e
d r l
8 0 . 8 2
8 5 . 0 5
- 1 9 . 1 8
- 1 4 . 9 5
5 . 6 6 4
6 . 2 3 0
1 9 . 9 9 7
1 6 . 1 9 9
b o o t 7 5 . 8 2 - 2 4 . 1 8 6 . 1 7 2 2 4 . 9 5 8 b o o t 8 3 . 4 2 - 1 6 . 5 8 5 . 3 3 0 1 7 . 4 1 9
a c l
a c 2
a c 3
8 8 . 5 9
8 4 . 9 7
8 5 . 3 8
- 1 1 . 4 1  
- 1 5 . 0 3  
- 1 4 . 6 2
1 1 . 4 7 6
1 0 . 8 0 3
1 0 . 8 8 2
1 6 . 1 8 2
1 8 . 5 0 8
1 8 . 2 2 6
a c l
a c 2
a c 3
8 9 . 4 1
8 7 . 5 2
8 7 . 7 2
- 1 0 . 5 9
- 1 2 . 4 8
- 1 2 . 2 8
8 . 2 3 3
8 . 0 2 1
8 . 0 5 0
1 3 . 4 1 5
1 4 . 8 3 7
1 4 . 6 8 2
0
c a l
c a 2
c a 3
8 1 . 7 8
9 4 . 0 5
9 2 . 5 6
9 2 . 7 4
- 1 8 . 2 2
- 5 . 9 5
- 7 . 4 4
- 7 . 2 6
6 . 8 0 3
9 . 5 5 4
9 . 3 0 5
9 . 3 3 6
1 9 . 4 4 9
1 1 . 2 5 5
1 1 . 9 1 5
1 1 . 8 2 9
0
c a l
c a 2
c a 3
8 8 . 9 3
9 5 . 8 6
9 5 . 1 9
9 5 . 2 6
- 1 1 . 0 7
- 4 . 1 4
- 4 . 8 1
- 4 . 7 4
5 . 8 4 4  
7 . 2 3 2  
7 . 1 4 0  
7  , 1 4 6
1 2 . 5 1 4
8 . 3 3 3
8 . 6 0 7
8 . 5 7 6
p o j a c 1 0 7 . 3 6 7 . 3 6 1 2 . 9 2 5 1 4 . 8 7 4 p o j a c 1 0 7 . 7 5 7 . 7 5 1 1 . 8 7 2 1 4 . 1 7 8
j a c l
j a c s e g
j a c i n t
8 9 . 9 2  
9 6 . 2 8
9 1 . 9 2
- 1 0 . 0 8
- 3 . 7 2
- 8 . 0 8
8 . 1 3 9
1 4 . 2 6 0
1 0 . 8 8 4
1 2 . 9 5 2
1 4 . 7 3 7
1 3 . 5 5 7
j a c l
j a c s e g
j a c i n t
9 5 . 7 8  
9 8 . 5 2
9 6 . 7 8
- 4 . 2 2
- 1 . 4 8
- 3 . 2 2
6 . 9 5 8
1 1 . 3 7 2
8 . 7 6 4
8 . 1 3 8
1 1 . 4 6 9
9 . 3 3 6
P r ( i n f  m l e )  
c ,  c h l ,  c h 2 .
m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0  
Ch 3  = 0 . 7 7 2 ,  0 . 7 5 5  , 0 . 7 7 7
1 . 4 2 9
0 . 7 7 5
P r ( i n f  m l e )  , 
c , c h l , c h 2 ,
m e a n  j a c k n i f e  o r d e r  = 0 . 0 0 0  
c h 3  = 0 . 8 5 0 ,  0 . 8 3 7  , 0 . 8 5 0
1 . 1 8 1
0 . 8 4 9
R = 10 Estimator bias s.d. R = 10 Estimator mean bias s.d. rmse
x 2 6 . 3 5 x 2 7 . 0 9
p e t 9 9 . 4 0 - 0  . 6 0 2 7 . 9 8 9 2 7 . 9 9 6 p e t 1 0 0 . 0 2 0 . 0 2 2 1 . 8 5 9 2 1 . 8 5 9
m l e a
d r l a
8 0 . 0 7
8 3 . 6 6
- 1 9 . 9 3
- 1 6 . 3 4
7 . 7 2 5
8 . 4 6 5
2 1 . 3 7 4
1 8 . 4 0 2
m l e a
d r l a
8 1 . 5 6
8 5 . 0 4
- 1 8 . 4 4
- 1 4 . 9 6
5 . 6 1 1  
6 . I l l
1 9 . 2 7 1  
1 6 . 1 5 8
O a
c a l a
c a 2 a
c a 3 a
8 1 . 7 8
9 4 . 0 0
9 2 . 5 0
9 2 . 6 8
- 1 8 . 2 2
- 6 . 0 0
- 7 . 5 0
- 7 . 3 2
6 . 8 1 5
9 . 4 9 3
9 . 2 3 1
9 . 2 4 2
1 9 . 4 4 9
1 1 . 2 3 2
1 1 . 8 9 3
1 1 . 7 9 0
Oa
c a l a
c a 2 a
c a 3 a
8 8 . 9 5
9 5 . 8 5
9 5 . 1 8
9 5 . 2 3
- 1 1 . 0 5
- 4 . 1 5
- 4 . 8 2
- 4 . 7 7
5 . 7 7 7
7 . 0 6 7
6 . 9 6 3
6.983
1 2 . 4 6 6  
8 . 1 9 7  
8 . 4 6 9  
8 . 4 5 5
c a , c h l a , c h 2 a c h 3 a  = 0 . 7 7 2 ,  0 7 5 5  , 0 . 7 7 8 0 . 7 7 5 c a , c h l a , c h 2 a , c h 3 a  = 0 . 8 5 0 ,  0 . 8 3 7  , 0 . 8 5 0 0 . 8 4 9
R = 25 Estimator bias s.d. rmse R = 25 Estimator bias S.d.
x 2 1 5 . 8 2 x 2 1 7 . 8 3
p e t 1 0 0 . 5 5 0 . 5 5 1 7 . 1 1 1 1 7 . 1 2 0 p e t 9 9 . 7 7 - 0 . 2 3 1 4 . 7 8 9 1 4 . 7 9 0
m l e a
d r l a
8 2 . 6 1
8 4 . 7 4
- 1 7 . 3 9
- 1 5 . 2 6
7 . 2 0 2
7 . 8 1 8
1 8 . 8 2 1  
1 7 . 1 4 4
m l e a
d r l a
8 2 . 5 5
8 5 . 0 6
- 1 7 . 4 5
- 1 4 . 9 4
6 . 1 3 8
6 . 7 0 1
1 8 . 4 9 4
1 6 . 3 7 7
Oa
c a l a
c a 2 a
c a 3 a
8 2 . 7 6
9 5 . 1 9
9 3 . 6 6
9 3 . 8 5
- 1 7 . 2 4
- 4 . 8 1
- 6 . 3 4
- 6 . 1 5
6 . 2 3 2
8 . 7 8 6
8 . 5 2 2
8 . 5 4 8
1 8  . 3 3 4  
1 0 . 0 1 7  
1 0 . 6 2 2  
1 0 . 5 3 2
Oa
c a l a
c a 2 a
c a 3 a
8 8 . 9 8
9 5 . 8 8
9 5 . 2 2
9 5 . 2 9
- 1 1 . 0 2
- 4 . 1 2
- 4 . 7 8
- 4 . 7 1
6 . 3 7 5
7 . 7 1 3
7 . 6 2 5
7 . 6 3 3
1 2 . 7 2 7
8 . 7 4 3
9 . 0 0 1
8 . 9 6 8
c a , c h l a , c h 2 a c h 3 a  = 0 . 7 7 6 ,  0 . 7 5 3  , 0 . 7 7 6 0 . 7 7 3 c a , c h l a , c h 2 a . c h 3 a  = 0 . 8 4 9 ,  0 . 8 3 7  , 0 . 8 5 0 0 . 8 4 9
R  = 50 Estimator bias s.d. rmse R  « 50 Estimator mean bias s.d.
x 2 3 1 . 7 4 x 2 3 5 . 7 6
p e t 9 9 . 8 9 - 0 . 1 1 1 3 . 2 9 3 1 3 . 2 9 3 p e t 9 9 . 2 3 - 0 . 7 7 1 0 . 6 0 8 1 0 . 6 3 6
m l e a
d r l a
8 3  . 6 7  
8 4 . 3 5
- 1 6 . 3 3
- 1 5 . 6 5
7 . 2 1 0
7 . 5 9 2
1 7 . 8 5 4
1 7 . 3 9 7
m l e a
d r l a
8 3 . 3 3
8 5 . 0 3
- 1 6 . 6 7
- 1 4 . 9 7
5 . 6 7 2
6 . 0 3 9
1 7 . 6 0 6  
1 6 . 1 4 4
Oa
c a l a
c a 2 a
c a 3 a
8 2 . 4 3
9 4 . 7 9
9 3 . 2 8
9 3 . 4 5
- 1 7 . 5 7
- 5 . 2 1
- 6 . 7 2
- 6 . 5 5
6 . 1 8 6
8 . 5 1 4
8 . 2 9 0
8 . 3 1 6
1 8 . 6 2 5
9 . 9 8 3
1 0 . 6 7 4
1 0 . 5 8 6
Oa
c a l a
c a 2 a
c a 3 a
8 8 . 9 1
9 5 . 8 7
9 5 . 1 7
9 5 . 2 5
- 1 1 . 0 9  
- 4 . 1 3  
- 4 . 8 3  
- 4  . 7 5
5 . 7 1 9
6 . 9 4 4
6 . 8 8 3
6 . 8 8 6
1 2 . 4 8 0
8 . 0 8 1
8 . 4 0 6
8 . 3 6 7
c a , c h l a , c h 2 a c h 3 a  = 0 . 7 7 6 ,  0 . 7 5 3  , 0 . 7 7 6 , 0 . 7 7 3 c a , c h l a , c h 2 a c h 3 a  = 0 . 8 5 0 ,  0 . 8 3 6  , 0 . 8 4 9 , 0 . 8 4 7
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Chapter 4 : Estimation Under The Capture-Recapture Model M^  ^
Continuous Time Sampling Procedure
$ 4.1 : Introduction
Within this chapter a new estimator of population size is proposed for a 
continuous time sampling procedure. The population in question is assumed to behave 
according to a continuous time analogue of the standard capture-recapture model Mj,. 
This chapter concentrates on the standard estimation problem when no plants are used.
The sampling procedure considered here is identical to the one of chapter 2. But 
whereas within chapter 2 it was assumed that each animal in the population behaved in 
exactly the same way, this strong condition is no longer imposed. As was the case in 
chapter 3 however, a link between the behaviour of the animals is still needed and this 
is described below.
The estimation problem considered here has previously been studied in a 
software reliability context by Chao, Ma and Yang(1993) and more recently, in a 
capture-recapture context, by Yip and Chao(1996).
S 4.2 : Sampling Procedure. Assumptions. Some Notation and the Sufficient Statistics
It is assumed that one animal is seen at a time and that animals seen for the first 
time receive a unique tag so that they may be recognised if subsequently recaptured. 
Sampling stops after a fixed predetermined amount of time T. It is assumed that there 
are N animals in the population and that each animal is seen according to a Poisson 
process with rate A,, i = 1, 2 ,..., N. It is further assumed that A; = k.Uj, for i = 1, 2,..., 
N, where k is a constant and the Uj form a random sample from some probability 
distribution with c.d.f. F(u), u e  [0,1]. Detection times for different animals are assumed 
to be independent.
Let
X = number of distinct animals seen in time (0, t ).
Z = total number of sightings made in time (0, t).
Xj = number of sightings of the ith animal, i = 1, 2 ,..., N.
N
f]^  = ^ l ( X i  = k) = number of animals seen exactly k times, k = 0, 1, 2,....
i =l
m = the most number of times any one particular animal was seen.
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1 N
1 r 1 N __ 2Iy = -= j ^  -  A j  ^ = the coefficient of variation .
1 ^C = Ajl(Xj > 0) = sample coverage.
APi = = the probability of capture of the i^h animal on any trapping
j=i
occasion, i = l , 2 , ..., N.
The set = {s,^:k = l,2,..,x}, where Sj^  e  {1,2,3,...,N} for all k, is used to denote the
set of the indices of the x distinct animals seen during the sampling period.
Nayak(1991) showed, in his proposition 2.2, that (x ; X^.X^,.....,X^) or equivalently
(m; f p f j ,  ,fm) are complete and sufficient for the parameters, namely Ai, A2,....,Aj^
and N.
$ 4.3 : A New Coverage Adjusted Estimator for the Model Mj^
Under this sampling procedure, no usable information is gained from observing
N
the value of z alone, i.e. even if one were able to know the value of f]^A i exactly this
i=l
would not aid estimation of population size N. (This is also true when looking at the 
model M q : under the model M^ one obtains the same likelihood function for N from
both the probability distribution of x given z and from the joint probability distribution 
of X and z, see chapter 2 ). For this reason the approach taken here is to derive an 
estimate of population size from the conditional distribution of the frequencies given Z. 
This is essentially equivalent to treating the continuous time data set as if it were 
obtained from a discrete time sampling experiment with z sampling occasions, where z 
is viewed as a known constant.
Consider the estimator
Under the assumptions described above, it is straightforward to show that N would be 
an unbiased estimator of population size N if the capture probabilities of the animals 
seen during the experiment were known exactly. However since these capture 
probabilities are clearly not known exactly the approach taken here is to estimate the p.
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and by doing so obtain an estimator of N by substituting these estimates of capture 
probability into equation (4.1).
It is now required to estimate the capture probabilities of the animals which 
were seen during the experiment :
One could use the same approach that Oveiton(1969) did in the discrete time 
version of the problem, and use the fact that, under the model, X jZ  ~ B in(z ,pJ. Based
on this distribution the maximum likelihood estimate of the capture probability of
animal i is given by p[*^  = — . On substituting the estimates p[*^  into equation (4.1) onez
may obtain the estimator N q, defined by
1- ^  
V Z
f:
ieSx 1 _
The p f  ^ aie intuitively reasonable estimates of capture probability. This method 
of estimating capture probability, however, as was the case in chapter 3, does not make 
full use of all of the available information. The main problem with using the p^  ^ is that 
the sum of these estimates of capture probability is always equal to 1. Whereas they 
should sum to 1 only if the entire population was seen during the experiment, that is if 
X = N . I f  X < N then the sum of the capture probabilities of the animals seen during 
the sampling period must clearly be less than 1. Hence the estimates p[*^  always tend to 
overestimate capture probability. In order to obtain better estimates of capture 
probability one may proceed as follows :
The above discussion implies that, firstly, one can argue on intuitive grounds
that the estimates of capture probability should be proportional to — , but that the sumz
of these estimates of capture probability should be strictly less than 1, unless x = N . 
The sum of the capture probabilities of the x animals seen during the experiment is in 
fact the quantity which has previously been referred to in the literature as 'sample
E W > o )
coverage' : defined by C = —— ^---------- . This quantity is well known in the capture-
S A ,
i=l
recapture literature, see Seber(1982). The fact that the sum of the capture probabilities 
of the animals seen during the experiment is given by C, sample coverage, may be seen 
directly .
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A good estimator of sample coverage was presented in a software reliability context by
Chao, Ma and Jeng(1993) : a derivation of the estimator is outlined in appendix 5.
fExplicitly a point estimate of sample coverage is given by C = 1 —z
Now returning to the question of how to estimate the p, for i e S^, one may proceed as 
follows :
X.It is required that p. oc-J-z
P i = k ^ ,z
For the reasons stated above we now set
I p . = c = i - i ^
i s S ,  Z
k S ^ = i -
i e S ,
k = 1-
estimate the p, by
where k is a constant.
I z j z for i E
04.2)
using (4.2)
These estimates of capture probability are now substituted into equation (4.1) to 
produce the coverage adjusted estimator N^ .^  : defined by
N .  = X 1i6S ,l - [ l -p P ^ ]
1
i e S ,
= x -
i = l
1-1 l A Kz J z
f:
1 -
Z J Z
$ 4.4 : Simulation Studv
The results presented in this simulation study concentrate on situations in which 
the capture probabilities of the animals are obtained via a scaled random sample from a 
Beta distribution. For each value of N, results are also given for the situation in which 
each animal in the population is equally likely to be caught. Explicitly results are
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presented for situations in which the capture probabilities of the animals aie obtained as 
follows :
Case 1 : = c i = l , 2 ,  3,....., N.
Case 2 : A^  = c.U; where Uj, U2, U3  ,u^ are a random sample
from B (alpha, beta) ; alpha > 0, beta > 0.
N
The constant c in each case is a normalising constant used to ensure that ^ A ^  = 1.
i=l
N 1 1So that for case 1 V  A, = 1 => Nc = 1 => c = — =#> p. = A; = —#  N * N
A 1Similarly for case 2 pj = ^ ^  = Aj = c. u.
X " jj=i j=i
For each case 1 0 0 0  simulations were generated where each simulation ended 
when the fixed predetermined stopping time t  was reached. On each resulting data set 
the estimates produced by each of the estimators were calculated and at the end of the 
1000 simulations the mean and root mean squaie error of each estimator was 
determined. For each version of case 2, a different random sample was used to obtain a 
different set of capture probabilities in each of the 1000  simulations. Results are given 
for populations of size 100  and 4 0 0 , for various stopping times. For each value of N  
four stopping times were considered. For N = 1 0 0  results are given for t  = 4 1 , 6 9 , 139  
and 2 3 0  : these are the times for which in the homogeneous case, case 1, one would 
expect to see the proportions 0 .3 3 , 0 .5 , 0 .7 5  and 0 .9  of the population. For N = 4 0 0  
results are given for T = 89 , 143, 2 7 7  and 6 4 4  : these are the times for which in the 
homogeneous case, case 1, one would expect to see the proportions 0 .2 , 0 .3 , 0 .5  and 0 .8  
of the population. Results are conditional upon seeing at least one animal more than 
once during sampling, i.e. results are conditional upon the maximum likelihood 
estimator N , of chapter 2 , producing a finite estimate. In each table 'cv' represents the 
coefficient of variation of the population ; 'average D' gives the average number of 
distinct individuals seen. The stopping time T is denoted by t.
Results are given for the following estimators :
mle =  N  the maximum likelihood estimator described in chapter 2.
^ X fchao =  N i = '^  +  '^ 7 ^  is the estimator introduced by Chao, Ma and Yang(1993),
where -  m a x j^ ^  ^  i(i -  l)f; -  1, o | .
XNj5 the estimator proposed by Darroch
and Ratcliff(1980).
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nj 1 =  Njj =  X + 1^ - j  a first order jackknife estimator - when z is assumed to be a
constant, this estimator is equivalent to the first order jackknife estimator of 
Burnham and Overton(1978, 1979). 
bov =  Nj again under the assumption that z is a pre-chosen constant, this estimator is
equivalent to the interpolated jackknife estimator of Burnham and 
Overton(1979). This interpolated jackknife is obtained as follows. When the 
selection procedure of Burnham and Overton(1978) chooses the first order 
jackknife then Nj is equal to Njj. When the selection procedure chooses the
jackknife of order k, for k = 2, 3 or 4, then Nj is a weighted average of the
jackknives of orders k and k-1. When the selection procedure rejects the fourth 
order jackknife, Nj is equal to Njj.
O
and ca
-  N o = I -i=l 1 -  1
i=l 1-
f=
i - i i - i l iZ J Z
represents the coverage adjusted estimator.
Discussion
In case 1 the maximum likelihood estimator N for homogeneous populations, 
from chapter 2, is seen to perform best when both mean and mean square error are 
considered together. However N becomes unacceptably negatively biased in most 
heterogeneous situations.
The estimators p[‘\  as mentioned above, tend to produce estimates which 
overestimate the capture probabilities of the animals seen during the sampling period. 
For this reason the estimator Nq, which directly incorporates the p 9 \ has a tendency to 
underestimate population size'. When sampling for a small amount of time the pf^ are 
particularly positively biased. The reason for this is that the sum of the pj'  ^ is always 
equal to 1, whereas, as proved above, the sum of the capture probabilities of the animals 
seen during the experiment should sum to the random quantity C, sample coverage, 
which is equal to 1 only if x = N. For small sampling times one would expect the sum 
of the capture probabilities of the sighted animals, or equivalently the value of C, to be 
small - 'a lot less than 1'. Conversely for longer sampling times one would expect the 
value of C to be large - ’a lot closer to I'. This is why the pP  ^ overestimate more for
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small sampling times and less for longer sampling times. A direct consequence of the 
behaviour of the p[^  ^ is that the estimator N q tends to be extremely negatively biased
for small sampling times and less negatively biased for longer sampling times. Since 
Ngg incorporates the estimates p f \  which are much more reasonable estimates of
capture probability over all sampling times, this estimator is able to perform well, 
notably in terms of mean, for sampling times both long and short.
Given the above discussion, it is not surprising to observe from the following 
tables that the bias of is usually much smaller than that of N q : particularly for the 
smaller sampling times considered. As one might also have expected Nq and are 
seen to perform in a very similar way for the longer sampling times. This is explained 
by the fact that, for each i, the value of pP^ tends towards that of p f  ^ as sampling time
fis increased ~ since 1 — - 1 as t , z  ^  oo. In terms of root mean square error, duez
to the fact that generally possesses a much more realistic mean, the coverage 
adjusted estimator is seen on the whole to clearly out perform the Overton-type 
estimator Nq-
The comparison between the first order jackknife estimator Njj and the 
interpolated jackknife estimator Nj is also quite straightforward. As one would expect 
Nj generally has a better mean than Njj whilst possessing a larger variance. This 
results in Nj being a far better alternative to Nj, for the smaller stopping times - but 
that for the longer stopping times Njj, due to its smaller vaiiance, can occasionally 
improve upon Nj in terms of mean square error. In terms of overall performance 
though the interpolated jackknife estimator Nj is seen to be preferable to the first order 
jackknife estimator Nj^.
For the smaller sampling times N^  ^ generally possesses a very good mean value 
whereas a feature of Nj is that in this situation it can be extremely negatively biased. 
For longer sampling times Nj and N^^, in situations where the level of heterogeneity is
not extreme, have similar bias. However in situations where the coefficient of variation 
is very large, the negative bias of Nj tends to be slightly less than that of N^^. The
comparison between Nj and N^, in terms of mean square error is confused somewhat 
by the way in which mean square error works as a loss function. It has previously been 
discussed, see chapter 3, that since mean square error rewards negative bias to quite a 
large extent it is not an ideal loss function - and should not be used on its own. That is 
in deciding between which of the two estimators Nj and N^, is performing best overall
one must consider both mean and mean square error - or equivalently both mean and 
variance. For this reason the choice between the estimators Nj and N^  ^ is not
straightforward and is particularly difficult due to the fact that these two estimators each
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behave in a very different way. For the smaller stopping times considered in the tables 
it is seen that usually has a very good mean but possesses a relatively large 
variance whereas Nj tends to be extremely negatively biased whilst possessing a small 
variance. For these small stopping times, the estimator N ^, in terms of mean square 
error, is generally seen to be a better alternative to N j. In situations of this type where 
Ngg has a larger mean square error than Nj it almost always exhibits a much more
realistic mean value. For the longer sampling times, when the coefficient of variation is 
very large, Nj generally possesses a slightly better mean than N^  ^ and consequently
can also have a slightly smaller mean square error.
For long stopping times, when the heterogeneity is mild, an important feature of 
N j is that it tends to possess a good mean value. This is in contrast to the behaviour of 
the other estimators designed for heterogeneous populations. That is the estimators Njj, 
Nj and N^^  have a tendency to overestimate when the sampling time is long and the
coefficient of variation is less than about 0.4. However, for reasonably large values of 
T, when the coefficient of variation is above about 0.4, the negative bias of N, tends to 
be greater than that of N jj, Nj and N^^.
The comparison between the coverage adjusted estimator N^  ^ and the estimator
of Chao and Yang(1993) is quite straightforward. Only when the coefficient of 
variation is very small and the sampling time is long does Nj perform better than N^  ^ : 
in this situation N^^  is positively biased and its variance is larger than that of the almost 
unbiased N ,. For small to moderate sampling times, the variance of N^  ^ is smaller than 
that of N j and consequently, even though when the heterogeneity is mild N, can be 
less biased, the coverage adjusted N^^  tends to posses a mean square error smaller than 
that of N j . Finally, for large values ofT, when the coefficient of variation is above 
about 0.4, the coverage adjusted estimator N^  ^ is generally less biased and also tends to 
have a mean square error smaller than that of N,.
Given the above evidence it is clear that the coverage adjusted estimator N^  ^
may at least be considered as a viable alternative to the estimator proposed by Chao, Ma 
and Yang(1993) and to the jackknife estimators. Furthermore it is believed that, 
particularly due to the performance of the estimators for the smaller stopping times, one 
should always use the coverage adjusted estimator N^^  in preference to either the 
jackknife estimators or the estimator of Chao, Ma and Yang(1993).
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Table 4.4.1a
N=100 t = 41 [E(p) = 0.33] t = 69 [ E(p) = 0.5 ] t=139  [E(p) = 0.75] t = 230 [E(p) = 0.9]
1 1 1 1 1 1 1 1average D = 34 average D = 50 average D = 75 average D = 90method mean rmse method mean rmse method mean rmse method mean rmse
Casel mle 115 59.74 mle 103 20.90 mle 1 0 0 8.25 mle 1 0 0 3.87
const chao 125 70.68 chao 108 26.78 chao 103 10.49 chao 1 0 1 4.79
cv=0.000 njl 60 40.87 n il 84 18.19 njl 1 1 0 12.56 njl 113 14.29
bov 80 30.01 bov 1 0 0 22.80 bov 1 1 1 15.98 bov 113 14.32
O 50 50.31 0 72 29.11 O 1 0 0 6.31 O 109 9.78
ca 125 64.89 ca 115 26.78 ca 115 18.00 ca 113 14.05
average D = 32 average D = 46 average D = 6 6 average D = 78method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 82 35.85 mle 79 25.38 mle 80 20.66 mle 83 17.15
a=1 .0 chao 92 42.76 chao 8 6 23.52 chao 87 15.92 chao 90 11.98
b=1 .0 njl 55 45.63 njl 75 26.63 njl 94 9.57 njl 99 6.49cv=0.58 bov 70 35.82 bov 85 24.94 bov 96 12.19 bov 1 0 0 9.40
O 47 53.91 0 65 36.14 0 86 15.41 0 94 7.79
ca 92 34.31 ca 91 18.38 ca 95 9.45 ca 97 6.53
average D = 33 average D = 48 average D = 72 average D = 85method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 1 0 1 48.70 mle 92 18.96 mle 92 11.47 mle 92 8.69
a=1 .0 chao 1 1 0 58.04 chao 98 21.99 chao 95 10.87 chao 95 7.13
b=0.25 njl 58 42.64 n il 80 21.34 njl 103 8.33 njl 106 8.77cv=0.33 bov 76 31.94 bov 93 22.04 bov 104 11.35 bov 107 9.28
0 49 51.63 0 69 31.79 O 94 8.82 O 1 0 2 5.18
ca 1 1 1 51.88 ca 105 19.66 ca 106 11.25 ca 106 7.93
average D = 33 average D = 47 average D = 69 average D = 82method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 93 42.90 mle 87 20.58 mle 86 15.36 mle 8 8 12.36
a=1 .0 chao 103 51.34 chao 93 2 1 . 6 8 chao 91 12.79 chao 93 9.25
b=0.5 njl 57 43.84 njl 78 23.27 njl 99 7.67 njl 103 6.74cv=0.45 bov 74 33.61 bov 90 22.77 bov 1 0 1 11.33 bov 103 8.73
0 48 52.56 O 67 33.42 0 90 11.57 O 99 5.02
ca 103 44.40 ca 99 17.63 ca 1 0 1 8.74 ca 1 0 2 5.85
average D = 32 average D = 47 average D = 67 average D = 80method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 86 37.00 mle 83 22.97 mle 83 18.59 mle 85 15.26
a=1 .0 chao 95 40.25 chao 89 2 2 . 2 2 chao 88 14.92 chao 91 1 1 .0 2
b=0.75 njl 56 44.96 njl 76 25.05 n il 96 8.80 n il 1 0 0 6.34cv=0.52 bov 71 35.13 bov 8 6 24.02 bov 97 1 1 .,0 0 bov 1 0 1 8.19
0 47 53.40 0 66 34.87 0 87 13.98 O 96 6.55
ca 95 35.86 ca 95 17.55 ca 97 9.01 ca 99 5.95
average D = 31 average D = 43 average D = 62 average D = 74
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 70 39.45 mle 69 33.43 mle 72 28.34 mle 77 23.06
a=1 .0 chao 80 41.08 chao 78 27.64 chao 83 19.72 chao 8 8 13.83
b=3.0 njl 52 48.35 njl 70 31.42 njl 87 14.78 njl 95 8.55cv=0.77 bov 65 39.60 bov 77 28.36 bov 90 16.34 bov 96 10.04
O 44 56.06 0 60 40.13 0 80 21.14 0 89 12.15
ca 80 34.23 ca 81 23.30 ca 87 15.12 ca 92 10.03
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Table 4.4.1b
N=100 t = 41 [E(p) = 0.33] t = 69 [ E(p) = 0.5 ] t=139 [E(p) = 0.75] t = 230 [E(p) = 0.9]
i i ............. 1.............. 1............. 1 1 1 1average D = 29 average D = 41 average D = 57 average D = 6 6
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 61 43.84 mle 61 40.46 mle 64 36.61 mle 6 8 31.90
a=0.5 chao 69 41.35 chao 6 8 34.96 chao 72 28.94 chao 77 23.76
b=1 .0 n il 49 51.01 njl 64 36.38 njl 78 23.46 njl 83 17.91cv=0.89 bov 59 44.45 bov 69 33.79 bov 80 23.30 bov 85 18.20
O 42 58.13 0 56 43.99 0 72 28.94 O 79 21.79
ca 70 36.86 ca 72 30.43 ca 77 24.41 ca 81 2 0 . 1 0
average D = 31 average D = 44 average D = 63 average D = 74
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 75 39.84 mle 72 30.63 mle 74 27.04 mle 78 22.67
a=0.75 chao 84 40.32 chao 79 26.97 chao 81 20.99 chao 85 16.02
b=1 .0 njl 53 47.42 njl 71 30.05 njl 8 8 14.64 njl 93 9.30cv=0.70 bov 67 38.06 bov 78 27.53 bov 89 15.74 bov 95 11.51
O 45 55.32 O 62 38.90 0 80 20.61 0 89 12.58
ca 84 35.81 ca 84 21.39 ca 8 8 14.74 ca 91 10.64
average D = 33 average D = 48 average D = 70 average D = 83
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 94 40.71 mle 8 8 21.42 mle 8 8 14.25 mle 90 11.04
a=1.5 chao 104 52.74 chao 95 24.59 chao 93 11.95 chao 95 7.91
b=1 .0 njl 57 43.69 njl 79 2 2 . 8 6 njl 1 0 0 7.70 njl 105 8.07cv=0.44 bov 75 32.84 bov 90 22.19 bov 1 0 2 11.96 bov 106 10.49
O 48 52.45 O 6 8 33.10 O 91 10.74 O 1 0 0 4.89
ca 104 42.85 ca 1 0 1 19.92 ca 103 9.25 ca 104 6.95
average D = 33 average D = 49 average D = 73 average D = 8 8
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 106 59.40 mle 97 18.67 mle 95 9.28 mle 96 5.68
a=3.0 chao 116 69.68 chao 103 23.72 chao 99 10.19 chao 99 5.42
b=1 .0 njl 59 42.04 njl 82 19.93 njl 107 10.37 njl 1 1 1 12.08cv=0.26 bov 78 31.00 bov 97 2 2 . 8 8 bov 108 13.34 bov 1 1 1 12.75
O 49 51.20 0 70 30.58 O 97 7.36 O 106 7.42
ca 117 63.46 ca 109 22.09 ca 1 1 1 14.44 ca 1 1 0 11.32
average D = 33 average D = 47 average D = 70 average D = 84
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 93 44.56 mle 87 20.79 mle 8 8 14.13 mle 90 10.46
a=2 .0 chao 103 49.59 chao 94 20.77 chao 94 11.96 chao 96 7.13
b=2 .0 njl 57 43.73 njl 78 23.43 n il 10 1 7.88 njl 106 8.60cv=0.44 bov 74 33.44 bov 90 21.95 bov 1 0 2 11.50 bov 107 9.72
O 48 52.47 0 67 33.59 O 92 10.55 O 1 0 1 4.83
ca 103 45.56 ca 99 17.49 ca 103 9.64 ca 105 7.37
average D = 33 average D = 49 average D = 73 average D = 87
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 103 41.82 mle 94 18.84 mle 95 9.43 mle 95 6 .1 1
a=5.0 chao 1 1 2 49.36 chao 1 0 1 22.83 chao 99 9.88 chao 99 5.62
b=5.0 njl...... 59 41.70 njl 81 20.54 njl 106 9.68 njl 1 1 1 12.15cv=0,30 bov 79 30.87 bov 95 22.37 bov 108 14.33 bov 1 1 1 13.01
O 50 50.90 0 70 31.15 O 96 7.16 O 106 7.26
ca 113 45.06 ca 107 20.61 ca 1 1 0 13.64 ca 1 1 0 11.23
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Table 4.4.2a
N=400 t = 89 [E(p) = 0.2] t=143 [E(p) = 0.3] t = 277 [E(p) = 0.5] t = 644 [E(p) = 0.8]
1 1 1 1 1 1 1 1average D = 80 average D = 120 average D = 200 average D = 320
method mean rmse method mean rmse method mean rmse method mean rmse
Casel mle 447 192.1 mle 413 87.28 mle 402 37.49 mle 400 1 2 .8 6
const chao 468 208.3 chao 430 102.3 chao 412 44.87 chao 403 15.49
cv=0.000 n il 150 250.4 njl 219 181.6 njl 338 64.32 njl 449 51.01
bov 168 236.1 bov 284 138.4 bov 439 73.25 bov 450 52.75
0 1 2 2 278.1 O 181 219.5 0 288 112.5 O 415 18.39
ca 470 200.4 ca 444 99.36 ca 449 63.07 ca 458 60.53
average D = 77 average D = 114 average D = 184 average D = 281method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 327 132.6 mle 314 101.7 mle 312 92.01 mle 325 75.56
a=l,0 chao 350 137.8 chao 333 95.03 chao 331 77.60 chao 348 54.02
b=1 .0 n il 143 257.4 n il 203 197.4 njl 300 101.7 njl 384 21.70
cv=0.58 bov 179 226.2 bov 284 131.4 bov 361 69.29 bov 387 23.05
0 117 283.0 O 170 230.8 0 259 141.5 O 356 45.56
ca 351 124.3 ca 345 79.66 ca 358 51.55 ca 382 23.05
average D = 79 average D = 118 average D = 194 average D = 305method mean nnse method mean rmse method mean rmse method mean rmse
Case2 mle 399 156.4 mle 376 74.90 mle 365 47.01 mle 368 34.37
a=1 .0 chao 423 173.5 chao 394 86.28 chao 377 44.57 chao 377 27.97
b=0.25 njl 148 252.4 n il 214 186.8 njl 324 78.02 njl 421 25.61cv=0.33 bov 169 234.7 bov 292 129.9 bov 408 61.68 bov 422 28.37
O 1 2 1 279.5 0 177 223.2 0 278 123.1 O 390 15.40
ca 423 160.5 ca 407 74.63 ca 411 36.08 ca 425 29.94
average D = 78 average D = 116 average D = 189 average D = 294method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 360 134.6 mle 345 83.76 mle 340 66.71 mle 349 52.77
a=LO chao 380 144.3 chao 362 82.84 chao 354 59.34 chao 363 40.39
b=0,5 njl 146 254.9 njl 209 191.7 njl 313 88.75 njl 404 15.08cv=0.45 bov 173 231.5 bov 287 131.1 bov 385 61.82 bov 405 18.08
0 119 281.2 0 174 226.7 O 269 131.3 O 375 27.88
ca 382 132.2 ca 376 70.20 ca 386 36.21 ca 405 16.45
average D = 78 average D = 115 average D = 186 average D = 286method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 346 148.0 mle 325 94.74 mle 324 81.01 mle 335 66.36
a=1 .0 chao 368 150.7 chao 342 90.73 chao 340 69.47 chao 354 48.75
b=0.75 njl 144 256.1 njl 205 195.3 njl 305 96.10 njl 392 17.22cv=0.52 bov 176 229.3 bov 283 132.9 bov 369 64.80 bov 395 22.35
O 118 282.0 O 171 229.3 O 264 137.1 O 364 38.34
ca 369 143.0 ca 356 75.59 ca 369 42.96 ca 392 17.83
average D = 75 average D = 110 average D = 174 average D = 263
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 273 151.1 mle 267 139.8 mle 272 130.0 mle 296 104.7
a=1 .0 chao 295 141.2 chao 290 1 2 2 .8 chao 304 101.5 chao 337 66.05
b=3.0 n j l...... 138 262.7 n il 193 207.5 njl 279 1 2 1 .8 njl 360 42.89cv=0.77 bov 182 223.7 bov 268 143.0 bov 332 86.26 bov 368 41.73
O 114 286.7 O 162 238.2 0 243 157.8 O 332 68.76
ca 296 133.5 ca 299 110.9 ca 320 84.49 ca 355 47.50
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Table 4.4.2b
N=400 t = 89 [ E(p) = 0.2 ] t=143 [E(p) = 0.3] t = 277 [E(p) = 0.5] t = 644 [E(p) = 0.8]
1 1 1 1 1 1average D = 74 average D = 107 average D = 164 average D = 239
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 238 175.3 mle 235 168.5 mle 240 160.7 mle 261 139.5
a=0.5 chao 257 161.8 chao 254 152.6 chao 264 138.5 chao 293 108.1
b=1.0 njl 133 267.0 njl 184 216.5 njl 257 143.5 njl 318 83.28cv=0.89 bov 181 223.9 bov 249 158.2 bov 289 119.1 bov 325 79.190 111 289.7 0 156 244.8 0 226 174.2 O 296 104.3
ca 260 155.8 ca 265 140.2 ca 283 119.2 ca 311 90.05
average D = 76 average D = 112 average D = 177 average D = 266
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 295 152.0 mle 282 126.6 mle 284 118.9 mle 301 99.80
a=0.75 chao 318 149.4 chao 300 115.2 chao 305 100.1 chao 328 73.92
b=1.0 njl 140 260.5 njl 196 204.1 njl 284 116.7 njl 359 40.02
cv=0,70 bov 181 224.4 bov 274 138.1 bov 333 84.40 bov 364 42.07
O 115 285.1 O 165 235.6 0 247 153.2 0 334 66.91
ca 318 139.1 ca 313 100.2 ca 329 76.24 ca 356 46.68
average D = 79 average D =  117 average D = 190 average D = 297
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 370 135.4 mle 348 83.46 mle 345 62.85 mle 354 47.59
a=1.5 chao 392 146.2 chao 364 82.85 chao 361 54.67 chao 371 33.70
b=1.0 njl 146 254.3 njl 209 191.3 n jl.... 316 86.21 njl 410 17.95cv=0.44 bov 174 231.3 bov 289 128.9 bov 394 59.45 bov 413 24.22
O 120 280.7 0 174 226.4 0 271 129.6 O 380 23.25
ca 393 134.6 ca 379 70.86 ca 392 34.32 ca 413 20.13
average D = 79 average D = 119 average D = 197 average D = 312
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 413 158.4 mle 390 74.41 mle 380 39.40 mle 383 21.39a=3.0 chao 436 174.0 chao 407 84.39 chao 393 42.21 chao 392 18.39
b=1.0 njl 149 251.5 njl 216 184.7 njl 330 72.00 njl 435 38.27cv=0.26 bov 167 237.0 bov 289 133.2 bov 425 68.52 bov 437 41.51
O 121 278.9 0 179 221.7 0 282 118.5 0 402 11.59
ca 437 164.1 ca 421 79.32 ca 427 45.90 ca 442 44.96
average D = 79 average D = 117 average D = 191 average D = 298
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 369 153.7 mle 345 85.44 mle 347 61.22 mle 355 46.55
a=2.0 chao 393 161.6 chao 363 83.02 chao 365 52.16 chao 375 30.02
b=2.0 njl 146 254.3 n il 210 191.2 njl 317 85.35 njl 413 19.58cv=0.45 bov 175 230.1 bov 287 131.2 bov 397 58.57 bov 416 25.050 120 280.7 0 174 226.2 0 272 129.0 0 382 21.89
ca 393 152.7 ca 376 71.18 ca 395 34.72 ca 415 21.90
average D = 79 average D = 118 average D = 196 average D = 310
method mean rmse method mean rmse method mean rmse method mean rmse
Case2 mle 415 168.8 mle 377 76.07 mle 377 41.42 mle 380 24.23
a=5.0 chao 443 199.0 chao 395 84.30 chao 391 43.29 chao 392 18.91
b=5.0 njl 148 252.7 njl 214 186.6 njl 329 73.47 njl 434 36.81cv=0.30 bov 166 237.2 bov 291 130.5 bov 420 66.15 bov 436 40.10
0 120 279.8 0 177 223.1 O 281 119.6 O 400 11.92
ca 440 177.6 ca 408 75.55 ca 424 44.46 ca 440 42.90
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Chapter 5 : Conclusions
$ 5.1 : Initial Objectives and Results Obtained
The initial aim of this thesis was to begin a systematic investigation into the 
method of plant-capture when applied to populations behaving according to the closed 
capture-recapture models of Otis et al. (1978) and their continuous time analogues.
Chapter 1 considers the addition of plants to target populations which behave 
according to the most basic Otis et al. (1978) model M q. A  plant-capture generalisation
of the standard maximum likelihood estimator, that was discussed by Otis et al. (1978), 
is derived. Other new estimators are also introduced. A near-unbiased estimator, 
described as a conditionally unbiased estimator (CUE), which was originally considered 
in a rather simpler urn theory context, is shown to be more satisfactory than the 
maximum likelihood estimator and the Peterson-type estimator. This latter conclusion 
holds either in the presence or absence of planted individuals, and hence for the 
standai’d capture-recapture model it is recommended that the CUE be preferred to the 
usual maximum likelihood estimator of Otis et al. (1978).
In chapter 2 consideration is given to the use of plants in connection with a 
continuous time analogue of the Otis et al. (1978) model Mg. In the absence of plants
this model is equivalent to the recapture debugging model of Nayak(1988). The 
maximum likelihood estimator of Nayak(1988), which was designed for situations in 
which no plants are used, is generalised and other new estimators are introduced. As 
well as estimators corresponding to those of chapter 1, harmonic mean estimators are 
considered. Again, however, in situations where plants are deployed and in those which 
no plants are used, it is the near-unbiased estimator, described as a conditionally 
unbiased estimator, which is seen to give the best results.
Difficulties arose when investigating the usefulness of plants when used in 
connection with populations behaving according to the important heterogeneity model 
Mj,. The main problem was that the most commonly preferred estimators, which for the 
model Mj, have been the jackknife estimators of Burnham and Overton(1978, 1979) 
and the estimators of Chao, Lee and Jeng(1992), cannot easily be generalised in a way 
which allows them to use the extra information gained from the plants. The approach 
taken to overcome this problem was to seek new estimators for the standard capture- 
recapture problem with a view to finding an estimator that could be generalised for use 
in a plant-capture scenario. This approach proved fruitful and led to a number of new 
estimators and estimation procedures for the standard capture-recapture model Mj,. Of 
the new estimators that were obtained, the most satisfactory were found to be the
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coverage adjusted estimators, which are presented in chapter 3. Also within chapter 3 it 
is shown how these coverage adjusted estimators can be modified in a way which 
allows them to utilize the information gained from the planted individuals. In the 
absence of plants, the coverage adjusted estimators are shown, through simulation and 
real data, to compare favourably with other estimators.
It was recognised that the approach taken in chapter 3 could be modified to 
produce a new estimator for the continuous time analogue of the Otis et al. (1978) 
model Mjj. Within chapter 4, this new coverage adjusted estimator was shown using a 
simulation study to perform more satisfactorily than other estimators that have been 
proposed for this model.
The emphasis throughout this thesis has been on point estimation. Most 
practitioners, however, would also require reasonable variance estimates. An 
appropriate extension of the work contained in this thesis would, therefore, be to 
develop estimators of variance. This could be done analytically or using computer­
intensive methods.
Throughout this thesis it has been concluded that the use of plants is beneficial. 
It is important to keep in mind that this conclusion has been reached under the 
assumption that the planted individuals behave in an identical manner to those of the 
target population. Further work should, therefore, investigate the robustness of the 
conclusions reached in the case where the behaviour of the planted individuals is 
different to those of the target population. The development of procedures to test 
whether this central assumption does indeed hold would also be appropriate. Some 
work has already been done in this area : in a personal communication K. Pollock 
showed that in the component P^ of the probability function 3.11 of section 3.7.3 
chapter 3, we have a multiple hypergeometric distribution which gives rise to a 
contingency table test of the assumption that the planted individuals behave in an 
identical manner to those of the target population. This test could be used in connection 
with target populations behaving according to the Otis et al. (1978) models Mg and 
Mj,. Similar contingency table tests would be appropriate for the models and M^^, 
K. Pollock( pers. com. ).
Within each of chapters 1, 2 and 3 a Peterson-type estimator was derived. In 
each chapter it has exactly the same functional form, and is based only on the number 
of distinct individuals seen from the planted and target populations. An important 
feature of this estimator is that, when the plants do behave as members of the target 
population, it is on the whole unbiased. Within chapters 1 and 2, however, the Peterson- 
type estimator did not perform well in comparison to the other estimators : although its 
bias tended to be low, its variance, particularly when the number of plants used was 
small relative to the size of the target population, was relatively large. In chapter 3 the 
performance of the Peterson-type estimator improved in relation to that of the other
156
estimators; the consistent near unbiasedness of the Peterson-type estimator becoming 
more useful in the presence of heterogeneity. W ithin chapters 1 and 2 each of the 
models considered had considerable stmcture which benefited the other estimators and 
enabled them to perform better than the Peterson-type estimator. This Peterson-type 
estimator is in fact suitable for use in plant-capture scenarios when the tai get population 
behaves according to any of the eight closed capture-recapture models of Otis et al. 
(1978) or their continuous time analogues. In each of these situations, so long as the 
planted individuals do behave in an identical manner to those of the target population, 
the Peterson-type estimator would remain nearly unbiased. Hence for the more 
complicated, less structured, models the Peterson-type estimator should prove to be a 
much stronger candidate.
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Appendix 1 : The Classical Occupancy Distribution
Suppose Z balls are dropped independently into N urns in such a way that the 
probability of any one ball being allocated to any one urn is 1/N. Let X denote the 
number of occupied urns after the Z balls have been dropped, i.e. X denotes the number 
of urns containing at least one ball after the Z balls have been dropped. The distribution 
of X given the value of Z is known as the Classical Occupancy distribution, see Johnson 
and Kotz(1977) p. 110. The conditional probability function of X given Z can be
written as P(X = x\Z = z) = N "' x!S(x,z) , x= 1,2,3 ,min(N,z),
where S(x,z) is a Stirling number of the second kind defined by
Proof :
As a first step in this proof consider the following formula :
Boole's Formula : The Inclusion Exclusion Principle
U a .
, i = l
= S ( - i r s u ,
k = l
where S  ^ = %  P(An,A;2,A;3,....,A ;J .
a l l  s u b s e ts  
o f  s iz e  k
Now define the events B and Aj in the following way 
B = a particular N-x urns remain empty
( i.e. z balls are restricted to the other x urns )
A j = a particular N-x urns remain empty but urn i of the remaining x urns 
also remains empty.
P[ B, all X urns are occupied ] = P[B] - P[ B, at least one of the x urns is empty ]
P[B] - P U A ,
1=1
= p [ B ] - x ( - i r 'S k -
k = l
.N
- i f  x - k
k = l
since
a l l  s u b s e ts  
o f  s iz e  k
N
s , =  X P(A ,„A ,„A ,3.......A „) = f ^ J r
' \  J
using Boole's formula.
vky (A l.l)
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From (A L I) it follows that
P[ B, all X urns aie occupied ] =
k=0
= N“''x!S(x,z).
But a particular subset of size x can be chosen in
k=iV^y
P(X = x|Z = z) = N -' x!S(x,z),
ways. Hence
X = 1,2 ,...., min(N, z).
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Appendix 2 : The Stirling distribution of the second kind
Suppose that X; has a Poisson distribution with mean A. Then the random
n
variable Y = 2^Xj|Xj > 0 is said to have the Stirling distribution of the second kind,i=l
see Patil et al(1984). That is a random variable is said to have the Stirling distribution of 
the second kind if it can be represented as the sum of a number of zero truncated 
Poisson random variables.
The probability function of Xj is given by P(Xj = Xj) = ^
It follows that
Xj=0,l,2,.
Xj=l,2,3,.
The probability generating function of Xj|Xj > 0 is given by
G
=
A*‘exp(—A)
' x,!(l- exp(-A))
exp(-A) ___1
x,=0 X,!1 — exp(—a )
_ exp(At) -1  
ex p (A )-l
The probability generating function of Y is then
Gy(i ) = G„ (t) = E Zx,|x,>o
/  nZX||X,>0t ‘=‘
V
= n ° x ,ix , .o W
/ i=l
exp(At) -1  
ex p (A )-l 
1
(ex p (A )-l)” k=o
n
(exp(A )-l)" k=ovk. r=0 r!
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The probability of Y taking the value r is equal to the coefficient of t ' in the expansion 
of Gy ( t) . Hence
......
where S(n,r) is a Stirling number of the second kind.
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Appendix 3 : The Distribution Function of A Sum of Zero Truncated Binomial 
Random Variables
Suppose that Yj, for j = 1, 2 , x, are independently and identically distributed 
Binomial random variables, each having parameters t and p. Here consideration is given 
to the distribution of Q = ^ Y jjY j > 0. This distribution was first derived by
j=i
Ahuja(1970) and, more recently, was inspected via a power series approach by
Charalambides and Singh(1988). The approach taken here is to obtain the distribution
of Q using probability generating functions :
Firstly, given that Yj ~ Bin(t,p),
Prob(Yj = yj) = L j p "  (I -  p)'"",
Prob^Yj = yj|Yj > oj = yj J ’1 “  (1 "  p)
The probability generating function of Yj|Yj > 0 is then given by
yj — 0,1,2,...., t.
yj 1,2,...., t.
= 5^m
yi=i
l - (
l - (
l - (
~ p ) y,=ivi7
Z L  l(m Py' (1 -  P)'"" -  (1 -  P)‘r,-o\yjJP)’
■ ^ [( l-P  + m p ) ' - ( l - p ) ' ] . (A3.1)
The probability generating function of Q = % Yj|Y j > 0 may now be obtained as
j=i
follows :
f j > 0
Gc,(m) = E(m«) = E mj=* = E nm'^'lA>o
I y j= l >
j=i
m by independence
j= l
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[ ( l - p  + mp)' - ( l - p ) ‘]
from (A3.1)
[ i - ( i - p y r
It then follows that
Prob(Q = q) = , /  \ [  ,  ( - i r ' ( l - P r - “  ^ ( 1 - P ) ' " P '1 r=0 V ^ ^ V 0 y
qm^
[ l - ( l - p ) ‘]
P X l - p r  y  
i - ( i - p y ] " 3 V '
v q ;
tx-q X
( - i r % q = X, x+1, x+ 2 ,.....   tx.
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Appendix 4 : Estimation of Sample Coverage : Model : Discrete Time Sampling
Procedure
This appendix describes how one may estimate the quantity referred to as 
'sample coverage' within chapter 3. For notation and relevant background please refer to 
chapter 3. The three estimators of sample coverage that are described below were 
considered by Chao, Lee and Jeng(1992).
Sample Coverage (C), is defined as follows :
Z P i I ( X ,> 0)
f* — J=1___________
Z P i
i= l
where l(Xj > O) 1 w.p. l - ( l - p j y  
0 w.p. ( l-P i) '
As a first step to estimating this quantity, consider its expectation :
E(C) = E
Z p ,i ( X > o)
i= l
S p .
i=l
Z P i( i - P i) '
= 1 i= l
S p .
(A4.1)
i= l
An estimate of C may be obtained from equation (A4.1) by substituting in estimates of
N N
S P i ( l - P i ) '  S p i -
i= l  i=l
N ^
As in section 3.3 , using equation (3.8), an estimate of ^ p j  is given by —.
i= l 1
N
To obtain an estimate of ^ p j ( l  - pj)‘ consider the expansion :
i=l
S  Pi ('  - Pi ) ' = S  Pi (1 - Pi )' ' -  S  Pi  ^(1 ■ Pi )' 'i= l
E(f, ) -  S  Pi^(l - Pi )' " +  S  P i'(l ■ Pi )' "
i= l i= l
E (f , ) -  n \ E ( f ,  ) + X  p,^(i - p, )'■' -  S  Pi' (1 - Pi )'■’
i= l  i=l
[ v
E ( f . ) - 4 T E ( f , )  + ^ E ( f 3 ) +  + i ^ E ( f , )  + ( - r ^ X P i ' " ‘ -
IV
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That is
N t f  i V + l  NSPi(i-Pi)'=x^E(f,)+(-ir5:p>
i= l  j=I i=l
t+1
y v  
b ( - 1)'*'S P i ( l - P , ) '“ S ^ E ( f , )
i= l  j= l t
U JN  ^ t /
an estimate of ^ p j ( l -  Pj)‘ is given by ^ - A  f j .
i= l  i=l I 1
^ ( - l y
U ;
Now returning to equation (A4.1) it is seen that an estimate of sample coverage C is 
given by
A  ( - i f
I -
j= l
C = 1 U J
(A4.2)
Computation has shown that, in almost all situations, only the first few terms in the 
above summation are significant. For this reason we take the approach of Chao, Lee and 
Jeng(1992) and truncate the summation in (A4.2) in order to obtain the following thi'ee 
estimators of sample coverage :
+ 2 f.
and C, = 1 — - +
= i - i .z ( t - 1) z
z (t — 1) z (t — l)(t — 2) z
Using the whole summation of equation (A4.2) is not recommended. This is mainly due 
to the fact that the higher frequencies tend to posses large variability : elements in the 
summation which incorporate these quantities can occasionally distort the resulting 
estimate of sample coverage.
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Appendix 5 : Estimation of Sample Coverage : Model : Continuous Time Sampling
Procedure
Firstly note that l(Xj > O)
This appendix describes how one may estimate the quantity referred to as 
'sample coverage' within chapter 4. For notation and relevent background please refer to 
chapter 4. The following derivation appeared in Chao, Ma and Yang(1993).
1 w.p. l-ex p (-A jt)
0 w.p. exp(-Ajt)
=> e [i (Xj > O)] = 1 -  exp(-A jt). (A5.1)
The expectation of sample coverage C may now be written as 
S f ( X i > 0)
E(C) = E i=i
S A ,
i"i
X a , e [ i ( x , > 0)]
i= l
S ^ ij=l
2A|[l-exp(-A,t)]
_ _  jq
S^J
j= l
%A,exp(-A.,t)
= 1-^=*— N----------
S^Jj=l
N^Ait.exp(-A,t)
= 1- - ^  N-----------
t S ^ i
j=l
Now X, ~ P(A,t)
N /  N \
=^z=SXi - phs^i
i=l i= l i= l
=> z is a good estimate of t ^ A ,
Consider the quantity f  j = ^ l ( X j  = l ) ,
where l(Xj = l) =
i= l
from A5.1.
(A5.2)
1 w.p. Ajt.exp(-Ajt)
0 w.p. 1- Ajt.exp(-Ajt)
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It follows that
E[f.] = i E [ l ( X ,  = l)]
i=lN
= ^A jt.exp(-A jt).
i=] N
fj may be used as an estimator of ^A ;t.exp(-A jt),
i= l
Now using equation A5.2 it follows that the value of C may be estimated by 
C = l - ^ .
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