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Abstract
In biomedical studies, often there exist large number of covariates. The selection of inﬂuential covari-
ates is important. Another natural question is about the appropriate functional form of these covariates.
The functional form of covariates cannot be easily judged. The selection of functional form of covariate
requires simultaneous probability statements. We carry out an extensive simulation study to investigate the
performance of posterior contour probabilities, computed within the INLA frame, to address these ques-
tions. Our study evaluates models with ﬁve different functional forms, which include a constant effect, a
linear effect, a quadratic effect and two nonlinear effect models. We consider three signal to noise levels:
low, medium and high for each model. We compare our conclusions based on posterior contour probabil-
ities with other Bayesian model selection tools, such as the deviance information criterion (DIC) and the
cross-validated logarithmic scores (log-scores). We include a case study on recurrence of bladder tumour
data, to decide about the functional form of the inﬂuential covariate. We model the number of tumours
occurring to the patients in the data set, using nonhomogeneous Poisson processes.
1 Introduction
Thegoal ofthisreport istoinvestigatehow appropriatearethe posteriorcontourprobabilitiescomputed within
the INLA frame in deciding the correct functional form of covariates in case of multiple events data. As a
foundation, we ﬁrst conduct an extensive simulation study to examine the performance of posterior contour
probabilities in judging the functional form of covariates in known models.
Thestatisticalanalysisofsurvivaldatahasbeenextensivelystudiedinthepastfewdecades. Inmanycases,
an outcome of interest is the time to an event, such as death, occurrence of a tumor or even discharge from
hospital. Sometimes, instead of one event the subject in the study might experience more events. The idea that
an event can occur multiple times in the course of the follow-up of a subject is a conceptually easy extension
of the single event model. Multiple events can be of two types, one when identical events are involved and the
other when events consider are not identical. We concentrate on multiple events of single type. One example
is cancer. Following treatment, the cancer may go in to remission but, at a later point in time, may recur. The
deﬁning characteristic of a recurrent event is that we observe the same event in a single subject multiple times
during the follow-up period. Various methods have been proposed to discuss such situations, in which subject
experiences ordered repeated events, this includes Andersen and Gill (1982), Lawless (1987), Thall (1988), .
Cook and Lawless (2007) have reviewed various methods of analysis of repeated events.
2In survival data modelling, Bayesian approaches have received much attention due to advances in com-
putational and modelling techniques. Bayesian methods permit a full and exact posterior inference for any
parameter or predictive quantity of interest. Inference is done using Markov chain Monte Carlo (MCMC)
simulation methods. Sinha (1993) discussed the Bayesian semiparametric model for multiple event-time data,
based on proportional intensity model, including a multiplicative frailty component for each individual in the
model. He assumed that given the unobserved frailty random effect, the intensity function for an individual
does not depend on the number of previous events experienced by the individual.
In biomedical studies, often there exist large number of covariates, not all of them are equally signiﬁcant
but some inﬂuence the study. The selection of inﬂuential covariates is fundamentally important, as the validity
of the ﬁtted model and its inference heavily depends on whether the model is speciﬁed correctly or not. In
such cases a ﬁrst step is to select a parsimonious model. Selecting a suitable model from group of reasonable
modelstoexplainagivensetofdataisanimportantproblem. Anothernaturalquestionisabouttheappropriate
functional form of these covariates. In this report we focus on selecting the functional form of these covariates.
This requires simultaneous probability statements. In Bayesian literature there has been limited consideration
of simultaneous probability statements in multivariate inferential problems.
Besag et al. (1995) (p.30) proposed a method to calculate simultaneous credible bands based on order
statistics. Their approach deﬁnes such a region as the product of symmetric univariate posterior credible
intervals (of the same univariate level). The conﬁdence intervals are typically constructed based on sample
quantiles which are obtain from the Monte Carlo output. The simultaneous credible bands are thus by con-
struction restricted to be hyperrectangular. Held (2004) argued about the risk attached with simultaneous
credible bands. He suggested that even though simultaneous credible bands are visually appealing, sometimes
they might be misleading about the support of the posterior as these are by construction restricted to be hyper-
rectangular. As an alternative, Held (2004), by taking into account Box and Tiao (1973), suggested the use of
highest density region (HPD) to check the support of the posterior distribution for a certain parameter vector
of interest. Consequently Held (2004) proposed an MCMC based algorithm to compute posterior contour
probabilities. Using the same approach, Brezger and Lang (2008), developed posterior contour probabili-
ties for Bayesian P-splines to additive models with Gaussian responses. They also discussed pseudo contour
probabilities based on simultaneous credible intervals proposed by Besag et al. (1995).
Recently, Sørbye and Rue (2011) used integrated nested Laplace approximation (INLA) methodology to
provide simultaneous credible bands for latent Gaussian models. INLA provides fast and accurate determin-
istic alternative to MCMC. It also computes posterior marginals for each component in model, from which
posterior expectation and standard deviations can easily be found.
Sørbye and Rue (2011) presented an algorithm to compute Bayesian simultaneous credible bands ana-
lytically for subsets of the latent ﬁeld. Their algorithm is based on the Gaussian approximations to the joint
marginals of subsets of the latent ﬁeld. When the functional form of marginal density is unknown, estimates
of posterior contour probabilities are based on MCMC samples, Rao-Blackwellization approach to estimate
density and Monte Carlo estimation (Held (2004)). Sørbye and Rue (2011) suggested calculating these prob-
abilities using Monte Carlo estimation by sampling from the relevant Gaussian mixture. More details about
their method are given in section 4.
Our simulation study evaluates ﬁve different models, which include a constant effect, a linear effect, a
quadratic effect and two nonlinear effect models. We consider three selected noise levels: low, medium
and high for each model. We compare the posterior contour probabilities with other Bayesian model selection
3tools, such as the deviance information criterion (DIC) and the cross-validated logarithmic scores (log-scores).
We also present a case study about multiple events data. To model the multiple events, we use the model and
methodology described in Akerkar et al. (2012). We model the multiple events as nonhomogeneous Poisson
processes and express it as a latent Gaussian model, which makes it possible to use INLA for Bayesian
inference.
There are various approaches available in Bayesian inference for model comparison, but they do not
implicitly choose the true model, but rather inform about the preference for the model given the data and
other information. These preferences can be used to choose a single ”best” model. The deviance information
criterion (DIC) introduced by Spiegelhalter et al. (2002), is a popular Bayesian model selection criterion. It
is developed for assessing model ﬁt and comparing complex models. DIC is often used to compare different
Bayesian models and provide the best model of those tested. A rough measure of selecting model on the basis
of differences in DIC of candidate models, is if the differences is more than 10 might deﬁnitely rule out the
model with higher DIC, differences between 5 and 10 are substantial, but if the difference is less than 5, then
it could be misleading just to report the model with lowest DIC (Spiegelhalter et al. (2002))
However, DIC has tendency to under-penalize models with many random effects (Plummer (2008)) and
”the question of what constitutes a noteworthy difference in DIC between 2 models has not yet received a
satisfactory answer () no credible scale has been proposed for the difference in DIC between 2 models”
(Plummer (2008), p. 536).
Another approach to model checking is cross-validation, in which observed data are partitioned, with each
part of the data compared to its predictions conditional on the model and the rest of the data. ” The con-
cept of such assessment is an old one. The most primitive form consists in the controlled or uncontrolled
division of the data sample into two subsamples, the choice of a statistical predictor, including any neces-
sary estimation, on one subsample and then the assessment of its performance by measuring its predictions
against the other subsample” (Stone (1974), p. 111). One major difﬁculty in this approach is the selection of
subsamples, different selection of subsamples provide different results. A solution is using the leave-one-out
cross-validation. The leave-one-out cross-validation predictive density was ﬁrst deﬁned by Geisser and Eddy
(1979) as a diagnostic to detect observations discrepant from a given model. This is also known as the Con-
ditional Predictive Ordinate or CPO (Gelfand (1996)). Later CPO was discussed by many authors including
Pettit (1990), Gelfand et al. (1992) and Gelfand (1996). Gneiting and Raftery (2007) describe the computation
of the cross-validated logarithmic scores (log-scores) for model choice.
The DIC are routinely implemented in INLA, and INLA also provides cross validation model checks with-
out rerunning the model for each observation in turn. This report does not discuss the many important practical
issues related to use of cross validation and predictive measures in model comparison, but rather focuses on
comparing our results. More details about INLA can be easily found from the web site www.r-inla.org.
The remainder of the report is organized as follows. Section 2 introduces latent Gaussian models with a
short description to the INLA methodology. In section 3, we discuss the nonhomogeneous Poisson process
model. In section 4, different model check procedures are brieﬂy described which includes posterior contour
probabilities, Bayes factor , DIC, and leave-one-out Cross validation. Section 5 contains a simulation study
based on 15 different models. In section 6 we discuss the simulation results. Tumour data by Byar (1980) is
re analysed in section 7. Section 8 contains the discussion.
42 Latent Gaussian models and INLA
In general, latent Gaussian models are hierarchical models where the response variables y are non-Gaussian
and the latent ﬁeld x assumed to have Gaussian density conditional on some hyperparameters 1, such that,
x j 1  N(0;Q 1(1)). x is controlled by vector of hyperparameters 1, which are not Gaussian.
Let the likelihood for response variable y = fyi : i = 1; ;Ng is denoted by (yjx;2) and assume
that yis are conditionally independent given x and 2. Hence the posterior distribution of the model is given
by
(x;jy) / ()(xj)
Y
i
(yijxi;)
/ () j Q() jn=2 exp

 
1
2
xTQ()x +
X
i
log(yijxi;)
 (1)
Here,  = (T
1;T
2)T with dim(()) = M not very large. Except in special cases this posterior density is
not analytically tractable, as the likelihood is not Gaussian. The aim is to infer the the posterior marginals of
(xijy) and (jy).
Integrated Nested Laplace approximation (INLA) provides a recipe for computing in a fast and accurate
way, approximations to marginal posterior densities for the hyperparameters ~ (jy) and for the full condi-
tional posterior marginal densities for the latent variables ~ (xij;y), i = 1;:::;n. Such approximations
are based on Laplace or other related analytical approximations. Rue et al. (2009) discussed three different
approaches with their features to approximate ~ (xij;y), namely a Gaussian, a full Laplace and a simpliﬁed
Laplace approximation. Posterior marginals for the latent variables ~ (xijy) are then computed via numerical
integration as:
~ (xijy) =
Z
~ (xij;y)~ (jy) d
=
X
j
~ (xijj;y)~ (jjy)j
(2)
Where j are points accurately chosen in the  space and j are integration weights. The posterior
marginal (jy) of the hyperparameters  is approximated using a Laplace approximation
~ (jy) /
(x;;y)
~ G(xj;y)

 
x=x()
where ~ G(xj;y) is the Gaussian approximation of the full conditional of (x j ;y), and x() is the mode
of the full conditional (x j ;y) (Rue and Held, 2005).
In order for the INLA methodology to work in an efﬁcient way, latent Gaussian models have to satisfy
some additional properties which will be assumed throughout this report. First, the latent ﬁeld x, often of
large dimension, admits conditional independence properties. In other words it is a latent Gaussian Markov
random ﬁeld (GMRF) with a sparse precision matrix Q, ((Rue and Held, 2005)). The efﬁciency of INLA
relies, in fact, on algorithms for sparse matrices computation. Many latent Gaussian models in the literature
satisfy these conditions. The second condition to be satisﬁed is that the dimension of the hyperparameter
vector  should not be too large. This is necessary for the integral in (2) to be computationally feasible. Rue
et al. (2009) propose an integration scheme named Central Composite Design (CCD) which allows to explore
5the  space using a limited number of points. Such scheme, which is the default choice in the INLA package,
allows fast computations also for moderate numbers of hyperparameters (say  15).
Finally to be able to use INLA in survival analysis applications, we assume that each data point yi depends
on the latent Gaussian ﬁeld only through the predictor i = g(ui), where g() is a known link function and
(yijx;) = (yiji;). The predictor function i for nonhomogeneous Poisson process is being discussed
in the next section.
3 Nonhomogeneous Poisson process model
A common model for multiple events data ( Lawless (1987); Thall (1988); Lawless and Zhan (1998) ) is the
nonhomogeneous Poisson process (NHPP) with a multiplicative intensity function
h(tjx) = h0(t)wi exp(Tz); t > 0 (3)
where h0() is the baseline intensity function, wi is the unobserved frailty random variable and  is the vector
of parameters associated with covariates z. This is an extension of the proportional hazards model by Cox
(1972). A major issue in extending proportional hazards model to this direction is intra-subject correlation.
The frailty random effect takes care of heterogeneity among subjects with respect to their trend to develop
events.
We consider h0() to be a piecewise constant baseline intensity function, i.e. h0(t) = k for t 2 Ik =
(sk 1;sk], where t is the event time and 0 = s0 < s1 < :::sK = T is a pre-speciﬁed sequence of constants
dividing the time axis.
Let Eik = Ei(sk)   Ei(sk 1) be the number of events occurring to subject i in interval Ik such that
P
k Eik = Ei. We assume that these fEik;i = 1;N;k = 1; ;Kg are independent Poisson distributed
random variables (Sinha (1993)) and fEikg, the total number of events occurring to subject i by time t is a
realization of a conditional nonhomogeneous Poisson process given zi, the covariate vector and unobserved
frailty random variable wi . The conditional proportional intensity function for subject i in interval Ik is given
by
h(t;zi;i) = h0(tk)wi exp(Tzi); t 2 Ik = (sk 1;sk]
= exp(log(h0(t)) + log(wi) + Tzi)
= exp(bk + i + Tzi)
= exp(ik)
(4)
where, ik = bk + i + Tzi with bk = log(k) and i = log(wi). The conditional distributions of the
number of events, Eik given wi and zi, are independent Poisson and can be expressed as
Eik  P(exp(ik)(sk   sk 1)) (5)
And we assume that if Eik ? Eik
0jwi;zi for k 6= k
0
. Under non informative censoring, the log-likelihood
contribution of subject i is given by
li /
K X
k=1
n
Eik log

exp(ik)(sk   sk 1)

  exp(ik)(sk   sk 1)
o
(6)
6As discussed in Akerkar et al. (2012), we can easily rewrite a nonhomogeneous Poisson process into a
latent Gaussian model which allow us to do the Bayesian inference using integrated nested Laplace approxi-
mations (INLA).
4 Simultaneous inference
Eik are modelled using nonhomogeneous Poisson processes. However, our purpose is to ﬁt a model with only
inﬂuential covariates at an appropriate complexity. In general, the structured additive predictor i accounts
for effects of various covariates in an additive way via
i = f1(zi1) +  + fp(zip) + "i (7)
Here, the ffi()gs are unknown functions of the covariates z and "is are unstructured terms. In principle, we
are interested in appropriate complexity for parameter vector ffi()g in terms of a constant, linear, quadratic
or in general, a smooth ﬁt based on simultaneous probability statements. One approach is to consider pos-
terior contour probabilities. In order to avoid complexity with choosing inﬂuential covariates, we consider a
particular case with a single covariate z with regression parameter  in (7). In addition to posterior contour
probabilities we will also discuss another popular methods of model selection, namely Bayes factor, DIC and
leave-one-out cross-validation, all these criterion are available in INLA frame.
4.1 Posterior contour probabilities
Suppose we are interested in ﬁnding posterior contour probability for a particular parameter vector  = 0.
A linear form of 0 could be obtained for example, by considering a linear ﬁt to posterior means of covariate
z. The deﬁnition of contour probabilities is based on highest posterior density (HPD) regions which are
constructed such that the posterior density within the region is higher than outside (Held (2004), and Box and
Tiao (1973)). The posterior contour probability P(0jy) of 0 is deﬁned as 1 minus the content of the HPD
region of p(jy) which just cover 0 with some predeﬁned credible level 1   .
p(0jy) = P(p(jy)  p(0jy)jy) (8)
Here the posterior density function p(jy) is considered as a random variable. The posterior contour proba-
bilities in (8), can be deﬁned using HPD-region as follow
p(0jy) = 1   P(0 2 R(c)jy)
where R(c) is the HPD-region at predeﬁned  level, and c = p(0jy) is a constant, which provide informa-
tion about the credible level in which the corresponding HPD-region covers the ﬁxed vector 0. Theoretically
HPD regions should be optimal in the sense of having the smallest volume of all credible regions, but this is
hard to achieve as in many cases the posterior density is not analytically available.
For Gaussian distribution, the HPD-regions are ellipsoids and the contour probabilities can can be found
analytically by
p(0) = P(G(;;)  G(0;;)jy) = P(m
2 > (0   )T 1(0   )jy)
where m
2 denotes a chi-squared variable with m degrees of freedom.
7Unfortunately the functional form of the marginal density is unknown in many cases. To estimate the con-
tour probability, Held (2004) proposed a method based on Rao-Blackwellization and Monte Carlo estimation:
P( d 0jy) =
1
T
T X
t=1
1f~ p((t)jy)  ~ p(0jy)g (9)
where, (t), are the posterior samples obtained from MCMC simulation. Then the contour probability is
simply the proportion of posterior samples with density smaller or equal to p(0jy). This method works in
both cases when the functional form of posterior distribution is known and when it is unknown.
Instead of using MCMC simulation, we follow the method proposed by Sørbye and Rue (2011) to estimate
posterior contour probabilities using INLA. Rue et al. (2009) in section 6.1, discussed details about approx-
imating the posterior marginals of subset of the latent ﬁeld x, introduced in section 2. ( is a component of
this latent ﬁeld). Let xs be a subset of the latent ﬁeld x. The the conditional posterior of xs given y is
(xsjy) =
Z
(xxj;y)(jy)d
(xsjy) is then approximated by using numerical integration (Sørbye and Rue (2011))
~ (xsjy) =
k X
j=1
wj~ G(xs;j;jjy)
where
Pk
j=1 wj =
Pk
j=1 ~ (jjy)j = 1. j denotestheareaweightcorrespondingtoj. Here ~ (;j;jjy)
denotes the multivariate Gaussian approximation with mean j = (j) and covariance matrix j = (j).
For more details on the numerical integration, including the choice of number of terms k, we refer to Rue
et al. (2009). INLA provides estimates for all weights, mean and covariance matrices of the posterior marginal
for the elements of the latent ﬁelds using Gaussian mixtures. These are used to generate independent samples
from this distribution which is denoted by f(t)g, needed in (9).
The estimated contour probabilities are invariant to monotonic transformations of p(jy), we replace
the marginal densities by the log densities, as discussed (Brezger and Lang (2008)) and thus the contour
probabilities can then be calculated using
P( d 0jy) =
1
T
T X
t=1
1flog(~ ((t)jy))  log(~ (0jy))g (10)
4.2 Bayes factor
The Bayes factor for comparing two models may be approximated as the ratio of the marginal likelihood of
the data in model 1 and model 2. If we label two competing models as M1 and M2 with parameters 1 and
2. Then the Bayes factor is
BF =
(M1jy)(M1)
(M2jy)(M2)
with
(Mjjy) =
Z
(yjj;Mj)(jjMj)dj j = 1;2
if models are apriori equiprobable, ie (M1) = (M2), then
BF =
(M1jy)
(M2jy)
8Bayes factors are difﬁcult to compute, and the Bayes factor is only deﬁned when the marginal density of y
under each model is proper. In our context, for Bayes factor to be well deﬁned, it is necessary that the prior of
the latent ﬁeld (xj) is proper. For intrinsic models, there are an arbitrary missing constants which cannot
be determined, see for example Gelfand (1996). For details about how Bayes factor is calculated in INLA
frame, we refer to Rue et al. (2009), section 6.1.
4.3 DIC- Deviance information criterion
We assume in general that the distribution of the data y = fyi : i = 1; ;Ng, depends on parameter
vector . The Deviance Information Criterion (DIC), which was proposed by Spiegelhalter et al. (2002) as
a Bayesian measure consists of two components, a term that measures goodness of ﬁt and a penalty term for
model complexity:
DIC = D() + pD (11)
Which is based on the posterior distribution of the deviance D() ,
D() =  2logf(yk) + 2logf(y)
where f(y j ) is the likelihood function or the conditional joint probability density function of the observa-
tion given the unknown parameters, and f(y) is some fully speciﬁed standardizing term which is function of
the data alone. D() is the posterior mean deviance, given by,
D() = E[2logP(yj)jy] + 2logf(y);
which is considered as a Bayesian measure of ﬁt. For model comparison, it is assumed without loss of
generality that f(y) = 1, for all models and thus
D() = E[2logP(yj)jy]
The effective number of parameters pD, which measures the model complexity, is deﬁned as the difference
between the posterior mean of the deviance and the deviance evaluated at the posterior mean of the parameters:
pD = D()   D(~ )
~  is an estimate of  depending on y. A natural choice for ~  is the posterior mean ,  = E[jy]. Thus D() is
the posterior mean log likelihood, i.e., the average of the log likelihood values calculated from the parameters
in each sample from the posterior and D(~ ) is the log likelihood at the posterior mean, i.e., the log likelihood
calculated when all of the parameters are set to their posterior mean. Thus, rearranging terms we get,
DIC = D(~ ) + 2pD (12)
The DIC can be estimated with posterior parameter samples from obtained from Markov chain Monte
Carlo (MCMC) methods, so that it can also be estimated if the marginal likelihood of a Bayesian model is not
analytically available.
The DIC is contained in the standard INLA output, for details we refer to Rue et al. (2009), section 6.4. In
the derivation of DIC, it assumed that the speciﬁed parametric family of probability distributions that generate
future observations encompasses the true model. The observed data are used both to construct the posterior
distribution and to evaluate the estimated models. Therefore, DIC tends to select over-ﬁtted models.
94.4 Predictive measures: leave-one-out Cross validation
The cross-validation approach of model selection has the advantage of being able to incorporate improper
priors whereas the Bayes factor approach may not always work because marginal densities may not exist or
nay be arbitrary under improper prior speciﬁcation. Several authors (Gelfand et al. (1992), Gelfand (1996))
have proposed the use of cross-validatory predictive densities. Cross Validation is based on splitting the data
into two parts: ﬁrst part is used to ﬁt the model and estimate the posterior distribution of interest, while the
other is used for model checking and evaluation. It is difﬁcult to ﬁnd a best way to split the data. Geisser and
Eddy (1979) proposed using the Leave-one-out cross validation predictive density. A method based on the
predictive distribution of the ith observation yi given all the observations except the ith observation y i. This
is also known as the conditional predictive ordinate CPO (Gelfand (1996)), CPOi is
CPOi = p(yijy i) =
Z
p(yij;y i)p( j y i)d (13)
Where the sufﬁx  i indicates that the ith observation is removed. The values CPOi give a ranking of the
observations, with the most discordant having the smallest value of CPOi. These values are computed in
INLA without rerunning the model. The ﬁrst term in (13) is
p(yij;y i) =
p(xi j y;)
p(yi j xi;)
dxi (14)
and the second term in (13) is
p( j y i) =
p( j y)p(yi j y i)
p(yi j y i;)
(15)
Both (14) and (15) are computed using numerical integration and so only approximations are known, for
more details we refer to Held et al. (2010). The accuracy of CPO values depends on the accuracy of these
approximations. Sometimes, some of the CPO values may not be reliable due to numerical problems in eval-
uating (14). INLA stores a vector which contains a number between zero and one for each observation. If the
value of an observation is zero, it indicates that the CPO were calculated without any problem. Otherwise, the
value is one , considered unreliable, indicating presence of computational problems.
Extending the use of CPO values, we also compute the predictive logarithmic score or log-score (Gneiting
and Raftery (2007)), which gives a measure of the predictive quality of the model. The logarithmic scoring
rule is a proper scoring rule, it combines discrepancies like predictive bias and lack of calibration into a single
measure. The log-score is deﬁned as:
log-score =  
1
N
N X
i
logCPOi (16)
5 Simulation study
Before using the posterior contour probabilities for nonhomogeneous Poisson processes, we investigate its
performance on general known models. We compare the posterior contour probabilities with the DIC and the
log-score.
The basic form of model is
yijk = fj(xi) + ijk (17)
10where, the ijk are assumed i.i.d., ijk  N(0;2
ijk) and k = 1;2;3 representing low, medium and high noise
level. For xi, we assumed 100 equidistant points in the interval [ 1;1] and thus n = 100.
Our study evaluates ﬁve different functional forms for fj();j = 1; ;5, which include a constant line,
a straight line, a quadratic curve and two nonlinear curves. For each fj, we consider three selected noise
levels: low, medium and high. For investigating the behaviour of posterior contour probabilities, we consider
possible models by imposing different prior structures on the vector of parameter, which we hold common for
all candidate models.
The test functions are presented in Figure 1 and details about investigated models are given in Table 1.
Model no. Functional form Model
1 constant (Figure 1(a)) y = 0  x + rnorm(n;0;0:05)
2 y = 0  x + rnorm(n;0;0:15)
3 y = 0  x + rnorm(n;0;0:45)
4 linear (Figure 1(b)) y = 1 + x + rnorm(n;0;0:1)
5 y = 1 + x + rnorm(n;0;0:2)
6 y = 1 + x + rnorm(n;0;0:4)
7 quadratic (Figure 1(c)) y = 1 + x2 + rnorm(n;0;0:08)
8 y = 1 + x2 + rnorm(n;0;0:16)
9 y = 1 + x2 + rnorm(n;0;0:24)
10 nonlinear 1 (Figure 1(d)) y = 1 + 0:5x | {z }
 1x0
+1 + 2x2
| {z }
0<x1
+rnorm(n;0;0:03)
11 y = 1 + 0:5x | {z }
 1x0
+1 + 2x2
| {z }
0<x1
+rnorm(n;0;0:12)
12 y = 1 + 0:5x | {z }
 1x0
+1 + 2x2
| {z }
0<x1
+rnorm(n;0;0:0:48)
13 nonlinear 2 (Figure 1(e)) y = 1 + sin(2x) + rnorm(n;0;0:15)
14 y = 1 + sin(2x) + rnorm(n;0;0:30)
15 y = 1 + sin(2x) + rnorm(n;0;0:60)
Table 1: The functions used as test functions in (17).
For each model we proceed in the following way:
1. We generate 250 data sets from each model in Table 1.
2. We ﬁt each of the 250 data sets to models with three different functional forms: (i) smooth , (ii) linear
and (iii) constant.
3. We calculate the DIC and the log-score values considering same priors.
4. We calculate posterior contour probabilities using (10).
5. We plot the simulation results of the DIC, log-scores and posterior contour probabilities.
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Figure 1: The test functions used in simulation study: (a) Constant, (b) Linear, (c) Quadratic, (d) nonlinear 1,
and (e) nonlinear 2 . 12Computational details about posterior contour probabilities
For calculating posterior contour probabilities, we ﬁx 0 in (10), corresponding to different functional
forms, smooth, quadratic, linear and constant. The details about how we ﬁx the vector 0 for these functional
forms are given in Table 2. A smooth ﬁt corresponds to ﬁtting a spline to the posterior means of the covariate.
Which is the most general case. A quadratic curve and a line are special cases of nonlinear ﬁt.
For calculating the posterior contour probabilities, we model f(:) as smooth effect (RW2) and use the
default integration strategy, giving k = 9 terms in the mixture (2).
In cases when the contour probabilities are either equal or one for more than one functional form, we
select the least complex functional form.
Functional forms 0
constant zero vector
linear ﬁt a straight line to the posterior means of x.
quadratic ﬁt a quadratic curve to the posterior means of x.
non-linear ﬁt a spline to the posterior means of x.
Table 2: The ﬁxed vector 0.
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Figure 2: The function f1(x) and one simulated data set from model-1.
5.1 Model-1 : Constant effect model with low noise level
The ﬁrst model is:
yi11 = f1(xi) + i11 (18)
where, f1(x) = 0x and i11  N(0;0:05). Figure 2 shows the true functional form f1(x) and one simulated
data set from model (18).
The DIC along with effective number of parameters, log-scores and posterior contour probabilities of one
simulated sample from model (18), considering different functional forms for x are given in Table 3. The DIC
and log-score of the model with constant effect are the lowest. The lowest DIC and log-score are highlighted.
The posterior contour probability is one for all functional forms.
Figure 17(a) and 18(a) show the boxplots of the DIC and the log-score values of all 250 data sets, after consid-
ering smooth effect, linear effect and constant effect of all simulated samples from model (18). The boxplots
of posterior contour probabilities of simulated samples from model (18), considering various functional forms
are shown in Figure 19(a).
Prior for x DIC effective number log-score posterior contour
of parameters probabilities
Nonlinear -318.36 4.31 -1.59 1
Quadratic - - - 1
Linear -319.38 3.35 -1.6 1
Constant -321.20 2.36 -1.61 1
Table 3: The DIC, log-scores and posterior contour probabilities for different functional forms of x for model-
1. The minimum value of DIC and log-score, and the selected posterior contour probability are highlighted.
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Figure 3: The function f1(x) and one simulated data set from model-2.
5.2 Model-2 : Constant effect model with medium noise level
The model is:
yi12 = f1(xi) + i12 (19)
where, f1(x) = 0x and i12  N(0;0:15). Figure 3 shows the true functional form f1(x) and one simulated
data set from model (19).
The DIC along with the effective number of parameters, log-scores and posterior contour probabilities of
one simulated sample from model (19), considering different functional forms for x are given in Table 4. The
DIC and log-score of the model with constant effect are the lowest. The posterior contour probability is one
for all functional forms.
Figure 20(a) and 21(a) shows the boxplot of the DIC and the log-score values of all 250 data sets, after
consideringsmooth effect, linear effectandconstant effectofall simulatedsamplesfrom model(19). The box-
plots of posterior contour probabilities of simulated samples from model (19), considering various functional
forms are shown in Figure 22(a).
Model for x DIC effective number log-score posterior contour
of parameters probabilities
Nonlinear(RW2) -90.86 3.16 -0.45 1
Quadratic - - - 1
Linear -91.74 2.72 -0.46 1
Constant -93.48 1.72 -0.47 1
Table 4: The DIC, log-scores and posterior contour probabilities for different functional forms of x for model-
2. The minimum value of DIC and log-score, and the selected posterior contour probability are highlighted..
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Figure 4: The function f1(x) and one simulated data set from model-3.
5.3 Model-3 : Constant effect model with high noise level
The model is:
yi13 = f1(xi) + i13 (20)
where, f1(x) = 0x and i13  N(0;0:45). Figure 4 shows the true functional form f1(x) and one simulated
data set from model (20).
The DIC, along with the effective number of parameters, log-scores and posterior contour probabilities of
one simulated sample from model (20), considering different functional forms for x are given in Table 5. The
DIC and log-score of the model with linear effect are the lowest. The posterior contour probability is one for
all functional forms.
Figure 23(a) and 24(a) shows the boxplot of the DIC and the log-score values of all 250 data sets, after
considering smooth effect, linear effect and constant effect of all simulated samples from model (20). The
boxplots of posterior contour probabilities of all simulated samples from model (20), considering various
functional forms are shown in Figure 25(a).
Model for x DIC effective number log-score posterior contour
of parameters probabilities
Nonlinear 105.49 3 0.53 1
Quadratic - - - 1
Linear 104.89 2.65 0.52 1
Constant 106.79 1.65 0.53 1
Table 5: The DIC, log-scores and posterior contour probabilities for different functional forms of x for model-
3. The minimum value of DIC and log-score, and the selected posterior contour probability are highlighted.
16−1.0 −0.5 0.0 0.5 1.0
0
.
0
0
.
5
1
.
0
1
.
5
2
.
0
x
true functional form
simulated data 
Figure 5: The function f2(x) and one simulated data set from model-4.
5.4 Model-4 : Linear effect model with low noise level
The model is:
yi21 = f2(xi) + i21 (21)
where, f2(x) = 1+x and i21  N(0;0:1). Figure 5 shows the true functional form f2(x) and one simulated
data set from model (21).
The DIC, log-scores and posterior contour probabilities for one simulated sample from model (21), con-
sidering different functional forms for x are given in Table 6. The DIC of the model with linear effect is
the least. The log-score is the least of the models with either smooth or linear effect. The posterior contour
probability is zero for constant functional and is one for the rest of functional forms.
Figure 17(b) and 18(b) shows the boxplot of the DIC and the log-score values of all 250 data sets, after
considering smooth effect, linear effect and constant effect of simulated samples from model (21). The box-
plots of posterior contour probabilities of simulated samples from model (21), considering various functional
forms are shown in Figure 19(b).
Priors for x DIC effective number log-score posterior contour
of parameters probabilities
Nonlinear -159.942 3.4 -0.80 1
Quadratic - - - 1
Linear -160.72 2.79 -0.80 1
Constant 185.84 1.64 0.93 0
Table 6: The DIC, log-scores and posterior contour probabilities for different functional forms of x for model-
4.The minimum value of DIC and log-score, and the selected posterior contour probability are highlighted.
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Figure 6: The function f2(x) and one simulated data set from model-5.
5.5 Model-5 : Linear effect model with medium noise level
The model is:
yi22 = f2(xi) + i22 (22)
where, f2(x) = 1 + x and i22  N(0;0:2) Figure 6 shows the true functional form f2(x) and one simulated
data set from model (22).
The DIC, log-scores and posterior contour probabilities of one simulated sample from model (22), con-
sidering different functional forms for x are given in Table 7. The DIC of the model with linear effect is the
least. The log-score is least of the model with either smooth or linear effect. The posterior contour probability
is zero for constant functional form and is one for the rest of functional forms.
Figure 20(b) and 21(b) shows the boxplot of the DIC and the log-score values of all 250 data sets, after
considering smooth effect, linear effect and constant effect of simulated samples from model (22). The box-
plots of posterior contour probabilities of simulated samples from model (22), considering various functional
forms are shown in Figure 22(b).
Priors for x DIC effective number log-score posterior contour
of parameters probabilities
Smooth -11.78 3.1 -0.06 1
Quadratic - - - 1
Linear -12.34 2.68 -0.06 1
Constant 194.82 1.65 0.97 0
Table 7: The DIC, log-scores and posterior contour probabilities for different functional forms of x for model-
5. The minimum value of DIC and log-score, and the selected posterior contour probability are highlighted.
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Figure 7: The function f2(x) and one simulated data set from model-6.
5.6 Model-6 : Linear effect model with high noise level
The model is:
yi23 = f2(xi) + i23 (23)
where, f2(x) = 1+x and i23  N(0;0:2). Figure 7 shows the true functional form f2(x) and one simulated
data set from model (23).
The DIC, log-scores and posterior contour probabilities of one simulated sample from model (23), con-
sidering different functional forms for x are given in Table 8. The DIC of the model with linear effect is the
least. The log-score is least of the model with either smooth or linear effect. The posterior contour probability
is zero for constant effect and is one for the rest of functional forms.
Figure 23(b) and 24(b) shows the boxplot of the DIC and the log-score values of all 250 data sets, after con-
sidering smooth effect, linear effect and constant effect of simulated samples from model (23). The boxplots
of posterior contour probabilities of simulated samples from model (23), considering various functional forms
are shown in Figure 25(b).
Priors for x DIC effective number log-score posterior contour
of parameters probabilities
Smooth 102.72 3 0.51 1
Quadratic - - - 1
Linear 102.06 2.65 0.51 1
Constant 223.35 11.65 1.12 0
Table 8: The DIC, log-scores and posterior contour probabilities for different functional forms of x for model-
6. The minimum value of DIC and log-score, and the selected posterior contour probability are highlighted.
195.7 Model-7: Quadratic effect model with low noise level
The model is:
yi31 = f3(xi) + i31 (24)
where, f3(x) = 1 + x2 and i31  N(0;0:08). Figure 8 shows the true functional form f3(x) and one
simulated data set from model (24).
The DIC, log-scores and posterior contour probabilities of one simulated sample from model (24), consid-
ering different functional forms for x are given in Table 9. The DIC and log score of the model with smooth
effect is minimum. They support smooth effect for this model. The posterior contour probability is zero for
constant and linear functional forms, and is one for quadratic and nonlinear functional forms.
Figure 17(c) and 18(c) shows the boxplot of the DIC and the log-score values Figure 23(b) and 24(b)
shows the boxplot of the DIC and the log-score values of all 250 data sets, after considering smooth effect,
linear effect and constant effect of simulated samples from model (23). The boxplots of posterior contour
probabilities of simulated samples from model (24), considering various functional forms are shown in Figure
19(c).
Model for x DIC effective number log-score posterior contour
of parameters probabilities
Nonlinear -197.3 9 -0.98 1
Quadratic - - - 1
Linear 62.21 2.66 0.31 0
Constant 60.25 1.66 0.30 0
Table 9: The DIC, log-scores and posterior contour probabilities for different functional forms of x for model-
7. The minimum value of DIC and log-score, and the selected posterior contour probability are highlighted.
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Figure 8: The function f3(x) and one simulated data set from model-7.
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Figure 9: The function f3(x) and one simulated data set from model-8.
215.8 Model-8 : Quadratic effect model with medium noise level
The model is:
yi32 = f3(xi) + i32 (25)
where, f3(x) = 1 + x2 and i32  N(0;0:16). Figure 9 shows the true functional form f3(x) and one
simulated data set from model (25).
The DIC, log-scores and posterior contour probabilities of one simulated sample from model (25), consid-
ering different functional forms for x are given in Table 10. The DIC and log score of the model with smooth
effect is minimum. They support smooth effect for this model. The posterior contour probability is zero for
constant and linear functional forms, and is one for quadratic and nonlinear functional forms.
Figure 20(c) and 21(c) shows the boxplot of the DIC and the log-score values Figure 23(b) and 24(b)
shows the boxplot of the DIC and the log-score values of all 250 data sets, after considering smooth effect,
linear effect and constant effect of simulated samples from model (23). The boxplots of posterior contour
probabilities of simulated samples from model (25), considering various functional forms are shown in Figure
22(c).
Priors for x DIC effective number log-score posterior contour
of parameters probabilities
Nonlinear -88.9 7.55 -0.44 1
Quadratic - - - 1
Linear 78.02 2.66 0.39 0
Constant 76.17 1.66 0.38 0
Table 10: The DIC, log-scores and posterior contour probabilities for different functional forms of x for
model-8. The minimum value of DIC and log-score, and the selected posterior contour probability are high-
lighted.
225.9 Model-9 : Quadratic effect model with high noise level
The model is:
yi3 = f3(xi) + i33 (26)
where, f3(x) = 1 + x2 and i33  N(0;0:24). Figure 10 shows the true functional form f3(x) and one
simulated data set from model (26).
The DIC, log-scores and posterior contour probabilities of one simulated sample from model (25), consid-
ering different functional forms for x are given in Table 11. The DIC and log score of the model with smooth
effect is minimum. They support smooth effect for this model. The posterior contour probability is zero for
constant and linear functional forms, and is one for quadratic and nonlinear functional forms.
Figure 23(c) and 24(c) shows the boxplot of the DIC and the log-score values of all 250 data sets, after
considering smooth effect, linear effect and constant effect of simulated samples from model (26). The box-
plots of posterior contour probabilities of simulated samples from model (26), considering various functional
forms are shown in Figure 25(c).
Priors for x DIC effective number log-score posterior contour
of parameters probabilities
Nonlinear 37.87 6.2 0.19 1
Quadratic - - - 1
Linear 128.60 2.65 0.64 0
Constant 127.18 1.65 0.65 0
Table 11: The DIC, log-scores and posterior contour probabilities for different functional forms of x for
model-9. The minimum value of DIC and log-score, and the selected posterior contour probability are high-
lighted.
23−1.0 −0.5 0.0 0.5 1.0
1
.
0
1
.
2
1
.
4
1
.
6
1
.
8
2
.
0
x
true functional form
simulated data 
Figure 10: The function f3(x) and one simulated data set from model-9.
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Figure 11: The function f4(x) and one simulated data set from model-10.
245.10 Model-10 : Nonlinear effect model 1 with low noise level
The model is:
yi41 = f4(xi) + i41 (27)
where, f4(x) = 1 + 0:5x | {z }
 1x0
+1 + 2x2
| {z }
0<x1
and i41  N(0;0:03). Figure 11 shows the true functional form f4(x)
and one simulated data set from model (27).
The DIC, log-scores and posterior contour probabilities of one simulated sample from model (27), consid-
ering different functional forms for x are given in Table 12. The DIC and log score of the model with smooth
effect is minimum. The posterior contour probability is zero for constant, linear and quadratic functional form,
and one for nonlinear functional form. Thus DIC, log-score and posterior contour probability support the true
functional form.
Figure 17(d) and 18(d) shows the boxplot of the DIC and the log-score values of all 250 data sets, after
considering smooth effect, linear effect and constant effect of simulated samples from model (27). The box-
plots of posterior contour probabilities of simulated samples from model (27), considering various functional
forms are shown in Figure 19(d).
Priors for x DIC effective number log-score posterior contour
of parameters probabilities
Nonlinear -394.38 15 -1.97 1
Quadratic - - - 0
Linear 61.08 2.66 0.31 0
Constant 170.31 1.65 0.85 0
Table 12: The DIC, log-scores and posterior contour probabilities for different functional forms of x for
model-10. The minimum value of DIC and log-score, and the selected posterior contour probability are
highlighted.
255.11 Model-11 : Nonlinear effect model 1 with medium noise level
The model is:
yi42 = f4(xi) + i42 (28)
where, f4(x) = 1 + 0:5x | {z }
 1x0
+1 + 2x2
| {z }
0<x1
and i42  N(0;0:12). Figure 12 shows the true functional form f4(x)
and one simulated data set from model (28).
The DIC, log-scores and posterior contour probabilities of one simulated sample from model (28), consid-
ering different functional forms for x are given in Table 13. The DIC and log score of the model with smooth
effect is minimum . The results show clear evidence for nonlinear effect. The posterior contour probability is
zero for constant, linear and quadratic functional form but is one for nonlinear functional form.
Figure 20(d) and 21(d) shows the boxplot of the DIC and the log-score values of all 250 data sets, after
considering smooth effect, linear effect and constant effect of simulated samples from model (28). The box-
plots of posterior contour probabilities of simulated samples from model (28), considering various functional
forms are shown in Figure 22(d).
Priors for x DIC effective number log-score posterior contour
of parameters probabilities
Nonlinear -140.5 9.14 -0.7 1
Quadratic - - - 0
Linear 65.88 2.66 0.33 0
Constant 172.81 1.65 0.87 0
Table 13: The DIC, log-scores and posterior contour probabilities for different functional forms of x for
model-11. The minimum value of DIC and log-score, and the selected posterior contour probability are
highlighted.
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Figure 12: The function f4(x) and one simulated data set from model-11.
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Figure 13: The function f4(x) and one simulated data set from model-12.
275.12 Model-12 : Nonlinear effect model 1 with high noise level
The model is:
yi43 = f4(xi) + i43 (29)
where, f4(x) = 1 + 0:5x | {z }
 1x0
+1 + 2x2
| {z }
0<x1
and i43  N(0;0:48). Figure 13 shows the true functional form f4(x)
and one simulated data set from model (29).
The DIC, log-scores and posterior contour probabilities of one simulated sample from model (29), consid-
ering different functional forms for x are given in Table 14. The DIC and log score of the model with smooth
effect is minimum. The results show clear evidence for nonlinear effect. The posterior contour probability is
zero for constant, linear and quadratic functional form but is one for nonlinear functional.
Figure 23(d) and 24(d) shows the boxplot of the DIC and the log-score values of all 250 data sets, after
considering smooth effect, linear effect and constant effect of simulated samples from model (29). The box-
plots of posterior contour probabilities of simulated samples from model (29), considering various functional
forms are shown in Figure 25(d).
Priors for x DIC effective number log-score posterior contour
of parameters probabilities
Nonlinear 174.18 5.62 0.88 1
Quadratic - - - 0
Linear 192.76 2.648 0.96 0
Constant 237.82 1.65 1.19 0
Table 14: The DIC, log-scores and posterior contour probabilities for different functional forms of x for
model-12. The minimum value of DIC and log-score, and the selected posterior contour probability are
highlighted.
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Figure 14: The function f5(x) and one simulated data set from model-13.
5.13 Model-13 : Nonlinear effect model 2 with low noise level
The model is:
yi51 = f5(xi) + i51 (30)
where, f5(x) = 1 + sin(2x) and i51  N(0;0:15). Figure 14 shows the true functional form f5(x) and
one simulated data set from model (30).
The DIC, log-scores and posterior contour probabilities of one simulated sample from model (30), consid-
ering different functional forms for x are given in Table 15. The DIC and log score of the model with smooth
effect is minimum. The results show clear evidence for nonlinear effect. The posterior contour probability is
zero for constant, linear and quadratic functional but is one for nonlinear functional form.
Figure 17(e) and 18(e) shows the boxplot of the DIC and the log-score values of all 250 data sets, after
considering smooth effect, linear effect and constant effect of simulated samples from model (30). The box-
plots of posterior contour probabilities of simulated samples from model (30), considering various functional
forms are shown in Figure 19(e).
Priors for x DIC effective number log-score posterior contour
of parameters probabilities
Nonlinear -54.56 17.52 -0.26 1
Quadratic - - - 0
Linear 207.11 2.65 1.03 0
Constant 220.57 1.65 1.19 0
Table 15: The DIC, log-scores and posterior contour probabilities for different functional forms of x for
model-13. The minimum value of DIC and log-score, and the selected posterior contour probability are
highlighted.
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Figure 15: The function f5(x) and one simulated data set of model-14.
5.14 Mode-14 : Nonlinear effect model 2 with medium noise level
The model is:
yi52 = f5(xi) + i52 (31)
where, f5(x) = 1 + sin(2x) and i52  N(0;0:30). Figure 15 shows the true functional form f5(x) and
one simulated data set from model (31).
The DIC, log-scores and posterior contour probabilities of one simulated sample from model (31), consid-
ering different functional forms for x are given in Table 16. The DIC and log score of the model with smooth
effect is minimum. The results show clear evidence for nonlinear effect. The posterior contour probability is
zero for constant, linear and quadratic effect but is one for nonlinear functional forms.
Figure 20(e) and 21(e) shows the boxplot of the DIC and the log-score values of all 250 data sets, after
considering smooth effect, linear effect and constant effect. The boxplots of posterior contour probabilities of
simulated samples from model (31), considering various functional forms are shown in Figure 22(e).
Model for x DIC effective number log-score posterior contour
of parameters probabilities
Nonlinear(RW2) 57.48 14.34 0.19 1
Quadratic - - - 0
Linear 225.18 2.65 1.1 0
Constant 239.52 1.65 1.1 0
Table 16: The DIC, log-scores and posterior contour probabilities for different functional forms of x for
model-14. The minimum value of DIC and log-score, and the selected posterior contour probability are
highlighted.
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Figure 16: The function f5(x) and one simulated data set of model-15.
5.15 Model-15 : Nonlinear effect model 2 with high noise level
The model is:
yi53 = f5(xi) + i53 (32)
where, f5(x) = 1 + sin(2x) and i53  N(0;0:60). Figure 16 shows the true functional form f5(x) and
one simulated data set from model (32).
The DIC, log-scores and posterior contour probabilities of one simulated sample from model (32), consid-
ering different functional forms for x are given in Table 17. The DIC and log score of the model with smooth
effect is minimum. The results show clear evidence for nonlinear effect. The posterior contour probability is
zero for constant, linear effect and quadratic effect but is one for nonlinear effect.
Figure 23(e) and 24(e) shows the boxplot of the DIC and the log-score values of all 250 data sets, after
considering smooth effect, linear effect and constant effect of simulated samples from model (32). The box-
plots of posterior contour probabilities of simulated samples from model (32), considering various functional
forms are shown in Figure 25(e).
Prior for x DIC effective number log-score posterior contour
of parameters probabilities
Nonlinear 181.18 10.64 0.91 1
Quadratic - - - 0
Linear 245.95 2.65 1.276847 0
Constant 257.40 1.65 1.300819 0
Table 17: The DIC, log-scores and posterior contour probabilities for different functional forms of x for
model-15. The minimum value of DIC and log-score, and the selected posterior contour probability are
highlighted.
316 Simulation results
15 models have been studied. We generate data sets with 250 replications of each of the 15 models. We
calculate the posterior contour probabilities corresponding to four functional forms: constant, linear, quadratic
and nonlinear for x, and the DIC and log-scores considering three priors: smooth effect (RW2), linear and
constant forx of all 250 replications of 15 models. We compare the results of the DIC, log-scores andposterior
contour probabilities for all 15 models. The results are summarized as follows:
6.1 Models with low noise
In Table 18, we present the preferences by the DIC, log-score and posterior contour probabilities in model
selection, when noise level is low.
True Model DIC log-score posterior contour probabilities
smooth linear constant smooth linear constant smooth quadratic linear constant
Constant 4 39 207 4 35 211 - - - 250
Linear 5 245 0 3 247 0 - - 250 0
Quadratic 250 0 0 250 0 0 - 250 0 0
Nonlinear 1 250 0 0 250 0 0 250 0 0 0
Nonlinear 2 250 0 0 250 0 0 250 0 0 0
Table 18: Model selection by the DIC, log-score and posterior contour probabilities when noise level is low.
”-” denotes that the posterior contour probabilities are 1 for more than one functional forms.
In around 19% of the cases the DIC detect linear or smooth effect when there is none. In case when the
true effect is linear the DIC detect smooth effect in 5 cases out of 250. For quadratic model, nonlinear model
1 and nonlinear model 2, the DIC work perfectly.
In case when the true effect is constant, log-score support true effect in 111 cases out of 250. In around
16% of the cases log-score detect linear or smooth effect when there is none. For linear, quadratic, nonlinear
1 and nonlinear 2 models, log-score always support the true model.
Posterior contour probabilities support the true and more complex functional forms. We select the least
complex forms.
Figure 17 shows the boxplots of the DIC of the studied models when noise level is low. For constant
effect model, the DIC support the true effect but the DIC of linear effect and smooth effect are very close to
the DIC of constant effect (Figure 17(a)). For linear effect model, the DIC support the true effect but the DIC
of smooth effect are very close to DIC of linear effect (Figure 17(b)). In rest of the three models: quadratic,
nonlinear 1 and nonlinear 2, the DIC clearly support the true effect (Figure 17(c), Figure 17(d), Figure 17(e)).
Figure 18 shows the boxplots of log scores of the studied models when noise level is low. For constant
effect model, log-scores support the true effect but log-scores of linear effect and smooth effect are very close
to log-scores of constant effect (Figure 18(a)). For linear effect model, the log-score support the the true effect
but the log-score of smooth effect are very close to linear effect (Figure 18(b)). In rest of the three models:
quadratic, nonlinear 1 and nonlinear 2, the log-scores clearly support the true model (Figure 18(c), Figure
18(d), Figure 18(e)).
Figure 19 shows the boxplots of the posterior contour probabilities for studied models: constant, linear,
32quadratic, nonlinear 1 and nonlinear 2 when noise level is low. For low noise, posterior contour probabilities
give evidence for the true and the more complex models.
For constant effect model, posterior contour probabilities are one for all functional forms. Thus say
nothing about the inﬂuence of x, but we choose the least complex functional form , which is constant. For
linear effect model, the contour probabilities are zero for constant effect, and one for linear, quadratic and
nonlinear effects (Figure 19(b)). For quadratic, the contour probabilities are zero for constant and linear but
one for the quadratic and nonlinear effects (Figure 19(c)). For nonlinear effect model 1 and nonlinear effect
model 2, the contour probabilities support only the nonlinear effect (Figure 19(d) & Figure 19(e)).
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Figure17: BoxplotsoftheDICofconstanteffectmodel, lineareffectmodel, quadraticeffectmodel, nonlinear
effect model 1 and nonlinear effect model 2 when noise level is low. 34smooth linear const
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Figure 18: Boxplots of the log-scores of constant effect model, linear effect model, quadratic effect model ,
nonlinear effect model 1 and nonlinear effect model 2 when noise level is low. 35nonlinear quadratic linear const
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Figure19: Boxplotsforestimatedposteriorcontourprobabilitiesforconstanteffectmodel, lineareffectmodel,
quadratic effect model , nonlinear effect model 1 and nonlinear effect model 2 when noise level is low. 366.2 Models with medium noise
In Table 19, we present the preferences by the DIC, log-score and posterior contour probabilities in model
selection, for models when noise level is medium.
For constant effect model, the DIC select the true effect in most of the cases, but in about 3 % of the cases,
the DIC select a linear or smooth effect. For linear, quadratic, nonlinear 1 and nonlinear 2 effect models, the
DIC support the true effect.
In case when the true effect is constant, the log-score support true effect in 245 cases, and only in 5 cases it
support the linear effect. For linear, quadratic, nonlinear 1 and nonlinear 2 effect models, the log-score always
support the true effect.
The posterior contour probabilities for the considered models with medium noise are similar to the pos-
terior contour probabilities for the models with low noise. The posterior contour probabilities prefer the true
and more complex functional forms.
True Model DIC log-score posterior contour probabilities
smooth linear constant smooth linear constant smooth quadratic linear constant
Constant 1 5 244 4 35 211 - - - 250
Linear 0 250 0 0 250 0 - - 250 0
Quadratic 250 0 0 250 0 0 - 250 0 0
Nonlinear 1 250 0 0 250 0 0 250 0 0 0
Nonlinear 2 hl250 0 0 250 0 0 250 0 0 0
Table 19: Model selection by the DIC, log-score and posterior contour probabilities when noise level is
medium. ”-” denotes that the posterior contour probabilities are 1 for more than one functional forms.
Figure 20 shows the boxplots of the DIC of the studied models when noise level is medium. For constant
effect models, the DIC support the true model but the DIC for linear effect and smooth effect are very close to
the DIC for constant effect (Figure 20(a)). Again, for linear effect model, the DIC support the the true effect
but the DIC for smooth effect are very close to linear effect (Figure 20(b)). For rest of the three models with
quadratic, nonlinear 1 and nonlinear 2 effects, the DIC clearly support the true effect (Figure 20(c), Figure
20(d), Figure 20(e)).
Figure 21 shows the boxplots of the log-scores for studied models when noise level is medium. For
constant effect model, the log-scores support the true effect but the log-scores for linear effect and smooth
effect are very close to the log-scores for constant effect (Figure 21(a)). For linear effect model, the log-scores
support the the linear effect but the log-scores for smooth effect are very close to linear effect (Figure 21(b)).
For rest of the three models with quadratic, nonlinear 1 and nonlinear 2 effects, the log-scores clearly support
the true model (Figure 21(c), Figure 21(d), Figure 21(e)). The behaviour of the log-score in all ﬁve models
with medium noise is very similar to its behaviour for same models with low noise.
Figure 22 shows the boxplots of the posterior contour probabilities for studied models when noise level is
medium. For constant effect model, the posterior contour probabilities are one for all functional forms (Figure
22(a)). For linear effect model, the contour probabilities are zero for constant effect, and one for linear,
quadratic and nonlinear effects (Figure 22(b)). For quadratic effect model, posterior contour probabilities
support both the quadratic and nonlinear effects.
For nonlinear effect model 1, the contour probabilities show notable difference for quadratic effect (Figure
3722(d)). For quadratic effect, the median of the posterior contour probabilities is around 0.62, which was zero
for the same model when the noise level was low.
For nonlinear effect model 2, the contour probabilities are one only for nonlinear effect (Figure 22(e)).
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Figure 20: Boxplots of the DIC for constant effect model, linear effect model, quadratic effect model , non-
linear effect model1 and nonlinear effect model2 when noise level is medium. 39l
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Figure 21: Boxplots of the log-scores for constant effect model, linear effect model, quadratic effect model ,
nonlinear effect model1 and nonlinear effect model2 when noise level is medium. 40nonlinear quadratic linear const
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Figure22: Boxplotsforestimatedposteriorcontourprobabilitiesforconstanteffectmodel, lineareffectmodel,
quadratic effect model , nonlinear effect model1 and nonlinear effect model2 when noise level is medium. 416.3 Models with high noise
In Table 20, we present the preferences by the DIC, log-score and posterior contour probabilities in model
selection.
For constant effect model, in 20 % of the cases the DIC and log-score detect linear or smooth effect when
there is none. For linear, quadratic, nonlinear 1 and nonlinear 2 effect models, the DIC and log-score support
the true effect. For linear effect model, only in one case the log-score supports the smooth effect but otherwise
it support the true effect.
Like in case of low and medium noise levels, the posterior contour probabilities support the true and more
complex functional forms (effects).
True Model DIC log-score posterior contour probabilities
smooth linear constant smooth linear constant smooth quadratic linear constant
Constant 3 47 200 3 48 199 - - - 250
Linear 0 250 0 1 249 0 - - 250 0
Quadratic 250 0 0 250 0 0 - 250 0 0
Nonlinear 1 250 0 0 250 0 0 250 0 0 0
Nonlinear 2 243 7 0 243 7 0 250 0 0 0
Table 20: Model selection by the DIC, log-score and posterior contour probabilities when noise level is high.
”-” denotes that the posterior contour probabilities are 1 for more than one functional forms.
Figure 23 shows the boxplots of the DIC for studied models when noise level is high. For constant effect
model, the performance of the DIC is similar to its performance for the same model with low and medium
noise. Thus, the DIC for constant effect is minimum but the DIC for linear and smooth effects are close to it
(Figure 23(a)). For linear effect model, the DIC for linear effect is minimum. But the DIC for smooth effect
is very near to it (sometimes the difference is even less than 1). For rest of the three models with quadratic,
nonlinear 1 and nonlinear 2 effects, the DIC clearly support the true effect (Figure 23(c), Figure 23(d), ﬁgure
23(e)).
Figure 24 shows the boxplots of the log-scores for studied models when noise level is high. The log-score
support the true effect, for all 5 models (Figure 24(a), Figure 24(b), Figure 24(c), Figure 24(d), Figure 24(e)).
But for the constant effect model and linear effect models, the log-score for true effect is nearly equal to the
log-score of complex models. The behaviour of the log-scores in all ﬁve models with high noise is similar to
their behaviour for same models with low and medium noise.
Figure 25 shows the boxplots of the posterior contour probabilities for studied models when noise level
is high. The contour probabilities for constant effect model and linear effect model follow the same pattern
as for the respective models with low and medium noise (Figure 25(a) & Figure 25(b)). For quadratic effect
model, the posterior contour probabilities are one for quadratic and nonlinear effects. But in very few cases,
the contour probabilities for constant and linear functional forms show an increase in the values, though for
majority of times the posterior contour probabilities are nearly zero.
For nonlinear effect model 1, the posterior contour probabilities show an increase in values from zero, for
null, constant and linear effects. Surprisingly, the posterior contour probabilities are one for the linear and
quadratic vectors (Figure 25(c) and Figure 25(d)). For nonlinear effect model 1, increasing noise in the model
inﬂuence the contour probabilities. Posterior contour probabilities show support for nonlinear vector (Figure
4225(e)). Which is quite natural as the true model consists of nonlinear effect.
For nonlinear effect model 2, there is also rise in posterior contour probabilities for constant, linear and
quadratic vectors, but still posterior contour probabilities clearly supports the nonlinear vector or functional
form.
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Figure 23: Boxplots of the DIC for constant effect model, linear effect model, quadratic effect model , non-
linear effect model1 and nonlinear effect model2 when noise level is high. 44l l
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Figure 24: Boxplots of the log-scores for constant effect model, linear effect model, quadratic effect model ,
nonlinear effect model1 and nonlinear effect model2 when noise level is high. 45nonlinear quadratic linear const
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Figure25: Boxplotsforestimatedposteriorcontourprobabilitiesforconstanteffectmodel, lineareffectmodel,
quadratic effect model , nonlinear effect model 1 and nonlinear effect model 2 when noise level is high. 466.4 The posterior contour probabilities Versus the DIC and the log-score
The posterior contour probabilities support the true effect and more complex effects in case of four models:
constant, linear, quadratic and nonlinear 2 irrespective of noise levels.
The performance of posterior contour probabilities is not accurate in case of nonlinear effect model 1.
Nonlinear effect model 1 is a special model in the sense that part of it is constant line and part of it is a curve
but more closer to linearity. So increasing noise makes it difﬁcult for posterior contour probabilities to judge
the correct form of the effect in the model. When noise level is medium posterior contour probabilities show
some support for quadratic functional form, when actually the model is not quadratic. When we increase the
noise even more, then posterior contour probabilities do not detect proper effect. In such a case, posterior
contour probabilities even support the linear and the quadratic functional forms along with nonlinear form.
The DIC and the log-score support the same functional forms, they go parallel irrespective of noise level.
In case of constant effect model, the DIC and log-scores support the true effect but the results are quite close
to the more complex effects irrespective of noise level.
A rough measure of selecting model on the basis of DIC of the candidate models is, if the difference is
morethan10mightdeﬁnitelyruleoutthemodelwithhigherDIC,differencesbetween5and10aresubstantial,
but if the difference is less than 5, then it could be misleading just to report the model with lowest DIC
(Spiegelhalter et al. (2002)).
For constant and linear effect models, the DIC of true models are very close to the DIC of models with
more complex effects, irrespective of noise levels. Which makes model selection questionable.
It has always been argued, whether or not DIC support more complex models. It is true at least in our
experience that DIC sometimes favour more complex models. As for constant effect models, in some cases
the DIC detect linear or more complex effect when actually there was none. Even the log-scores behaves in
similar manner of detecting linear or more complex effect when actually there was none.
In most of the cases discussed, the DIC, log-scores and the posterior contour probabilities perform equally
good. For posterior contour probabilities, the only exception is the nonlinear effect model 1 with high noise
level.
7 Application : Example - Bladder cancer data
In this section we re-analyse the bladder cancer data from Byar (1980) using nonhomogeneous Poisson pro-
cesses. We calculate the posterior contour probabilities and compare them with the DIC and log-score values
to explore the correct functional form of the covariates.
This bladder cancer data is discussed by many including Byar (1980) and Lawless (1987). The data was
collected as event-time data from a clinical trial to analyze the efﬁciency of three treatments for recurring
bladder cancer. All patients had superﬁcial bladder tumours when they enter the trial. Tumours were removed
and then patients were randomly assigned to one of the treatments: placebo pills (this refers to control group),
or either thiotepa or pyridoxine (this refers to treatment group). Many had multiple recurrences of tumours
during the study, these tumours were removed at each visit. The data record up to four recurrence times (in
months) of tumours for the patients, where each recurrence time of a patient was measured from the beginning
of his treatment. In the following analysis we consider the patients in the control or treatment groups. One
of the subjects (the one with no follow-up after 0th recurrence) has no event and 0 months of follow-up. We
removed this subject from the data set since it adds nothing to the likelihood. The time of study for each patient
47is about 64 months after entering into the system. The covariates are the number of initial tumours present
(intno), the initial size (the diameter of the largest initial tumour) (intsize), and treatment group (group).
We perform the analysis in the following manner:
1. We model the number of tumours in each patient according to nonhomogeneous Poisson processes as
described in section 3.
2. We then calculate posterior contour probabilities in order to know the correct functional form of the
covariates.
3. For model section we calculate the DIC and log-scores for models under consideration.
4. We perform a simulation study to investigate the behaviour of contour probabilities.
5. We discuss our results.
7.1 Model speciﬁcation:
check about # of new tumors as conditional poisson. We consider the same model as deﬁned in section 3.
In the beginning we partitioned the follow-up period (time) into 8 equal intervals and assume that baseline
intensity for these intervals is constant, fk;k = 1; ;8g. The conditional proportional intensity function
for patient i;i = 1; ;85 in the interval Ik is considered according to equation (4). The additive predictor
function ik, which accounts for the effect of various covariates of ith patient in interval Ik is follows
ik = 0 + 1groupi + 2intsizei + f(intno)(intnoi) + i + bk (33)
We let the initial size of tumours have a linear effect while for the initial number of tumours we assume a
smooth effect. The number of initial tumours are nintno = 1; ;8. Where 8 denotes eight or more initial
tumours. The vector f(intno) = ff
(intno)
1 ; ;f
(intno)
8 g is assumed to follow a second order random walk (Rue
and Held (2005), Ch. 3) deﬁned as
(f(intno) j intno) / 
(nintno 2)=2
f exp
n
 
1
2
intno
8 X
i=3
 
f
(intno)
i   2f
(intno)
i 1 + f
(intno)
i 2
2o
The priors assume for  = f0;1;2g are N(0;10 3I). We assume independent gamma priors  (a;b)
with mean a=b and variance a=b2 for hyperparameters b and intno. More speciﬁcally, intno   (1;0:001)
and    (0:001;0:001). We choose a non informative prior for precision of frailty term  as we want to
check our results with the frequentist analysis.
7.2 INLA results
Estimates of the log-baseline intensity, log frailty and initial number of tumours are shown in Figure 26. The
log-baseline intensity decreases slowly over the whole study period (Figure 26(a)). (Figure 26(b) provides the
evidence of the existence of subject random frailty. Which suggests that some patients have higher chances of
developing tumours as compared to the others in the same group.
The effect f(intno) of initial number of tumour is linear (Figure 26(c)). In other words, the patients with
a large number of initial tumours have higher rate of tumour recurrence if all other conditions are same. We
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Figure 26: Posterior means of the model in (33) (a) log baseline intensity, (b) log frailty and (c) initial number
of tumours.
49check the linearity of this effect by using posterior contour probabilities. It is clear from Figure 26(c) that the
95% credible intervals are wide at the boundaries where there are less observations.
The estimate of group effect is  0:490 with s.d. 0:275, indicates that the patients in the ﬁrst group
(thiotepa) have lower rate of recurrence than the patients in second (control) group (Figure 27(a)). The effect
of initial size of tumour is constant (Figure 27(b)).
7.3 Model selection
Even though the effect of initial number of tumours looks linear (Figure 26(c)), we will investigate whether the
effect is linear or smooth using the posterior contour probabilities, the DIC and the log-score. We calculate
the posterior contour probabilities for ﬁxed vector 0 as discussed in section 5 corresponding to smooth,
quadratic, linear and constant functional forms for the initial number of tumours. The posterior contour
probabilities, given in Table 21 suggest that the linear effect of initial number of tumours is sufﬁcient.
vector posterior contour probability
constant 0.34
linear 0.9971
nonlinear(quadratic) 0.9971
nonlinear(spline) 0.9971
Table 21: Posterior contour probabilities for initial number of tumours
We comparing the DIC and the log-score for two models, complex and reduced. Model is complex (given
in (33)), when we assume smooth effect for the initial number of tumours and model is reduced, when we
assume the initial number of tumours as linear effect. The additive predictor function for ith patient in kth
interval for reduced model is
ik = 0 + 1groupi + 2intsizei + 3intnoi + i + bk (34)
The estimated mean and s.d. of the initial number of tumours for the reduced model are 0:2 and 0:074.
The DIC and log-score values for complex model and the reduced models are given in Table 22. The DIC and
the log-score values both support the reduced model.
Model effective number DIC log-score
of parameters
model:intno=smooth 30.96 502.52 0.6677
model: intno=linear 31.37 502.41 0.6675
Table 22: Model selection
Thus the posterior contour probabilities, the DIC and the log-score are in favour of reduced model. Based
on the results, we conclude that effect of the initial number of tumours is linear.
7.4 Simulation
To verify the performance of the posterior contour probabilities for real data set. We generated data sets with
100 replications from the model (33), i.e. by considering smooth effect for the initial number of tumours and
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Figure 27: Posterior marginals of the model in (33) (a) group (treatment) effect 1 and (b) initial size 2.
51calculate the posterior contour probabilities corresponding to smooth (nonlinear), linear and constant func-
tional forms for the initial number of tumours (the parameter of interest is f(intno)). Histograms of posterior
contour probabilities for constant, linear and nonlinear vectors are shown in Figure 28. The posterior con-
tour probabilities for null vector are always near 0.28 and for linear and nonlinear vector they are near 0.997,
indicating that the initial number of tumours has a linear effect on recurrences of tumour.
8 Discussion
The purpose of this report is to examine the performance of the posterior contour probabilities. Posterior
contour probabilities are used in order to decide about the posterior support for a particular vector of interest.
These help in deciding not only the correct functional form of a covariate but they even help to get a more
parsimonious model. We use the algorithm suggested by Sørbye and Rue (2011) using INLA methodology to
compute posterior contour probabilities.
There are various approaches available of model choice in Bayesian inference. Thus besides posterior
contour probabilities, we also computed the DIC and the leave-one-out cross validated logarithmic score or
log-score. Both of these can be computed in INLA.
An extensive simulation study has been performed. We studied ﬁve different models with different effects:
a constant, a linear, a quadratic, and two nonlinear effects. For each model we studied three different noise
levels. According to our simulation study results, the contour probabilities performed reasonably well in
coordination with the DIC and the log-score values. The DIC and the log-score support the same functional
forms, they go parallel irrespective of noise levels.
Though posterior contour probabilities did not work that well for one model we studied. For the nonlinear
effect model 1 with high noise, posterior contour probabilities even supported linear and quadratic vectors
along with nonlinear vector. The test function used in this model is nonlinear in a special way, as, a part of it is
constant and remaining part is a curve but more close to a straight line. Increasing noise makes it difﬁcult for
posterior contour probabilities to judge the correct form. For the same model, the DIC and log-score support
smooth effects. For this case the DIC and log-score perform well.
The efﬁciency of the DIC is argued by many authors and it is clearly mentioned that the DIC penalizes for
the number of parameters required to be estimated in the model (Plummer (2008)) or in other words, the DIC
works ﬁne only when the effective number of parameters in the model is much smaller than the number of
independent observations. In our simulation study and in the application, the effective number of parameters
are always less than the number of independent observations.
Depending solely on DIC for model selection, when a true effect in a model is constant or linear is ques-
tionable. In our experience, the DIC even support more complex effects along with the true effect irrespective
of the noise level. For such models, the differences in DIC is less than 5. Also DIC might detect effect when
there is none. It is true at least in our experience, for constant effect models, in some cases the DIC detected
linear or more complex effect when actually there was none.
In this report, we consider a cross validation approach of model selection using CPO because it has an
advantage over the Bayes factor approach. As cross validation approach can be used even for improper priors
whereas the Bayes factor may not always work due to the reason that the marginal densities may not exist or
may be arbitrary for improper priors. We excluded Bayes factors from the study as in our simulation examples,
the prior we have considered for x is a RW2 (intrinsic) model and in our application, on bladder tumour data,
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Figure 28: Histograms of posterior contour probabilities obtained for (a) constant vector, (b) linear vector and
(c) nonlinear vector, for the initial number of tumours. 53the prior we have considered for the log baseline intensity is RW1 model. Which violates the condition for a
meaningful Bayes factor.
WealsoexploretheperformanceofposteriorcontourprobabilitiesfornonhomogeneousPoissonprocesses
using bladder tumour data. Posterior contour probabilities perform well together with other model selection
criterion. Posterior contour probabilities can really be beneﬁcial to the investigators in deciding about the
functional forms of covariates in the semiparametric survival models, especially when the differences in DIC
for the candidate models are small .
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