The limits in global navigation capability of potential function based robot control algorithms are explored. Elementary tools of algebraic and differential topology are used to advance arguments suggesting the existence of potential functions over a bounded planar region with arbitrary fixed obstacles possessed of a unique local minimum. A class of such potential functions is constructed for certain cases of a planar disk region with an arbitrary number of smaller disks removed.
Introduction
A growing literature is concerned with the construction and analysis of "exact" robot navigation algorithms -i.e. those which are guaranteed to either result in a continuous solution curve which connects a point of origin t o a point of destination in configuration space subject to certain constraints on its locus ("obstacle avoidance") or in a declaration that no such curve exists. There has been distinguished a hierarchy of complexity attending different versions, but the generalized "Piano Mover's Problem" has been shown to be "P-space hard"
-at least as hard as any number of familiar problems for which the only known algorithms grow exponentially with the task size [17, 5] . Recent work of Lumelsky [12] suggests a reformulation of the obstacle avoidance problem as defined by a finite number of simply connected compact sets bounded by a jordan curve (a homeomorph of the circle) of finite arc length. His treatment of this problem in terms amenable to analysis by continuous mathematics yields an exact ( a s opposed to heuristic) solution technique by a local feedback driven algorithm. A central advantage of this approach is the possibility of proceeding with no k priori information whatsoever regarding obstacle shape and location. While the complexity of the former version of this problem grows with the number of "walls" so that better approximations to smoothly curved objects incur increased computational cost, the new algorithm's cost grows in proportion to the arc length. None of these aproaches to exact (non-heuristic) obstacle avoidance is concerned with the generation of paths suited to the dynamics of the robot which will traverse them. In consequence, control algorithms which implement them must generally rely upon exact cancellation of intrinsic nonlinearities [11,2,20].
The idea of using "potential functions" for the specification of robot tasks was pioneered by Khatib [6] . Unfortunately, such schemes remain heuristic vis-kvis the abstract navigation problem i.tself. I t is generally acknowledged [6] t h a t even simple scenes will result in potentials with many spurious local minima within whose basins of attraction the unwitting robot may well be trapped. Motivated, in part, by the success of Lumelsksy's approach ', this paper considers the possibility of obtaining exact results via recourse to gradient vector fields arising from the potential function methodology.
Considered here is a greatly simplified problem within what may be the simplest domain of robot motion planning: the planar obstacle avoidance problem with point robot. The chief contribution of this paper rests its distinction between what is mathematically impossible and what is merely arcane. Elementary results of algebraic topology are used to show that no analytic vector field can be constructed with the property that a desired target point is reached from every legal initial condition without passing through an obstacle. Similar tools are then used to show that there is no apparent topological obstruction to the existence of a gradient vector field under whose influence all trajectories avoid obstacles, and all but a set of measure zero are guaranteed to reach the target. While these tools are capable of establishing the impossibility of a vector field algorithm for a particular problem domain, they can provide no proof of existence. This requires an actual construction. The final contribution of the paper is the construction of a potential function for a further simplified version of the problem, and a proof that it constitutes an "almost global" solution in the sense described above. Specifically, assume a desired destination point is given on the plane with disk obstacles whose radius is less than their distance to that destination point (see equation (2) for the precise condition). Integration of the resulting gradient vector field from almost every initial condition within an (arbitrarily large radius) bounded disk 'This work is supported in part by the National Science Foundation under grant no. 'His local decision algorithm seems to admit the interpretation of specifying a vector field (albeit a discontinuous field).
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Say that a subset of the plane is an analytic two-cell, A , if it is homeomorphic to the unit disk, D = { x E E t 2 : lixli 5 11, and is bounded by a jordan curve -a homeomorph of the unit circle, S1 b {x E R2 : 11x11 = I}, -which may be specified as the inverse image of an analytic scalar valued map on I R 2 ,
A
An obstacle is an analytic tw_o-cell. Suppose that a connected and bounded region of R2, W , contains m distinct obstacles.
The workspace , W = W -Uzl Ai, is the planar region remaining after removal of the union over all the obstacle regions, Ai. In the present case of a point robot the configuration space is identical to the workspace, while in the other cases the configuration space generally has dimension greater than or equal to three.
The planar analytic navigation problem may be stated as follows. Given a desired destination point in the configuration space, 20 , construct an analytic vector field on the configuration space for which x0 is an asymptotically stable equilibrium state whose domain of attraction includes the entire component of the space connected to 2 0 . a brief review of the relevant properties of mechanical dynamical systems, attention turns to the underlying t.opology of this problem. It is shown in the second part of this section that topological considerations preclude the construction of an exact global algorithm defined in terms of a nondegenerate vector field (i.e. one a t whose equilibrium states the linearized dynamics are nonsingular). Instead, it turns out that each additional obstacle must incur at least one new equilibrium state. In the case of m obstacles, if exactly m additional equilibria obtain, it is shown that these must be all saddles. These considerations motivate a redefinition of the problem in the second part of this paper as a search for potential functions with only one local minimum. An algorithm based upon the gradient of such a function carries the guarantee that all trajectories avoid the obstacles, and all but a set of zero measure initial conditions arrive at t h e destination. A class of potential functions is constructed which solves the redefined "almost global" navigation problem when the obstacles are disks of finite radius less than their distance to the destination point (see (2) for the precise condition). The topology of this problem is the same as the more general analytic two-cell obstacle problem. Thus, although the difficulty in construction appears to increase, there is every reason to expect that some solution can be found in the latter case as well.
A -

Mechanical Systems as Analog Integrators for Gradient Vector Fields
While the Configuration space is conceptually easy t o define in analytical terms, the behavior of general dynamical systems is notoriously difficult to describe even qualitatively. Fortunately, a significant sub-class of vector fields -gradients of scalar valued maps -has much simpler behavior. The significance of this class for the present problem is established in previous work of this author [10, 9;7] and others [19918] , who have demonstrated the possibility of using the coupled second order nonlinear differential equations which characterize the dynamics of general torque or force actuated mechanical systems to integrate first order gradient dynamical systems. in fact, this result am0unt.s to a global extension of the century old discovery by Lord Melvin [21] that conservative systems in the presence of dissipative forcing terms "decay" toward the local minima of their potential energy. In other words, if a "potential function" may be found whose minima correspond to desired robot goals and which attain sufficiently large values on points corresponding to forbidden behavior, then the goal set will be asymptotically achieved and the undesired behavior avoided with no further (digital) computation required than the construction of a pure feedback controller based upon the gradient vector field of the potential function supplemented by velocity dependent damping terms.
T h e correct robot response obtains from the resulting mechanical integration (according to Newton's Lawsj of actuator torque outputs by the robot joints coupled together according to electrical feedback compensation.
Topology of the Punctured Sphere and Navigation by Vector Fields
The configuration space of the navigation problems described is homeomorphic to certain low dimensional manifolds whose topology is well understood. In the particular case under consideration the configuration space is a punctured sphere. To see this, use stereographic projection [14] to obtain a smooth bijective map between the sphere with the north pole removed, S2-{p,}, and the plane, R'. Under this map, the boundary of configuration space may be identified with the boundary of a two-cell containing the north pole on the sphere. Similarly, each of the m obstacles in the workspace may be ident.ified with a subset. of the sphere L'southli of this boundary. Since each of these subsets is homeomorphic to a disk, the following result obtains. 
Proof:
The Euler characteristic of homeomorphic manifolds is identical [IS]. It can be easily seen by direct trianguhtion that the Euler characteristic of the sphere is 2, x(S21 = 2, and that the removal of a disk from a surface aecreases the Euler characteristic by 1 [13] . Since the configuration space was shown to be homeomorphic t o a sphere with m +-1 disks removed in Proposition L , the result follows.
*Note that this begs the important question of "decidability" -determining when two pointsa lie in the same connectcd component.
The immediate implication of these facts is an unequivocal refutation of the possibility of exact navigation using nondegenerate analytic vector fields. [14] . Hence, the index of f is given by the sign of the product of eigenvalues, which is + l . According t o t h e PoincarC-Hopf Theorem there must be at least one additional equilibrium state with negative index. The additional equilibrium state is, by definition, not in the domain of attraction of the first, which, in consequence, is not a global attractor.
0
There remains the important question of whether it is possible t o construct vector fields on the configuration space with a unique attracting point. In particular, for the announced purposes of this investigation, it is of great interest to know whether there is some fundamental topological obstruction preventing the construction of a gradient vector field with a single minimum. 
Proof:
Let YO be the number of local maxima, v1 be the number of saddles, and v2 be the number of local minima of p within the configuration space. According to Theorem of Morse the following relationship must hold [3]:
Thus, if v2 = 1, then it is necessary that v1 = m + vo 2 m. In the second half of this paper, an "almost global" navigation algorithm is constructed for the planar analytic navigation problem restricted to the case where the obstacles are disks with finite radii placed in such a fashion that none intersect. The construction multiplies a parabolic valley centered at the desired destination with a sum of m gaussian distributions placed over the center of each obstacle. Previous authors have constructed potential functions based upon Newtonian inverse square distance functions [1,6], since these are guaranteed to be "high enough" (infinity) at the obstacle boundaries to "defeat" mechanical system trajectories with arbitrarily large kinetic energy. While infinite height is not necessary (since the total energy attending a trajectory of the compensated mechanical system is bounded by the initial total energy, 9 , at the beginning of the task), in order t o use the gradient of a potential function as a feedback algorithm for a mechanical system it would b'e necessary to insure that no interior point of workspace is "higher" than any boundary point. That failing, a large enough decyease in kinetic energy at the lower boundary point might admit an increase in potential energy sufficient to send the robot outside of workspace. As stated in the introduction, the scope of this paper will be limited to the purely topological problem of constructing potential functions with a single minimum.
A smooth real valued function on the configuration space, p, will be said to constitute a correct "almost global" navigation algorithm for total energy 9 if it exceeds the .value 9 and is exterior directed on the boundary of the space, and contains only a single local minimum coinciding with the desired target point. We first construct the candidate potential function, and then prove that it is correct.
Construction
Denote a displacement vector from some point, zi E IR2 as ri(z) = z -zi, its euclidean norm as pi(z) = ilri(z)jl, and note is homeomorphic to a sphere with m + 1 disks removed as discussed above. Denote the "minimal half width" of workspace with zo deleted as
6 .+e and notice that U e is a set of m + 1 disjoint disks strictly contained within % for all E E (0,w) when w = min { ; , E O } . Assume, A without loss of generality, t h a t G, is sufficiently small that w2 + 2 w~i < I ; i = 1, m.
( 1 ) Assume, as well, with considerable loss in generality, that the target point is farther away from the "half-width expanded" boundary of t h e closest disk than the mid-point of that disk:
so that there exists some integer p with the property
A bound on the total kinetic and potential energy of the final control system at the initial conditions is given by 7 > 0. It is desired to navigate from any point on the plane to the desired target, x0 E E t 2 , without passing through an obstacle. To this end, define the obstacle avoidance objective function T h e following technical lemma and a useful computational consequence will greatly facilitate the the demonstration that this objective function accomplishes the desired task specification. The reader is referred to [8] for the proofs. 
when x E aDF, and when x @ DF+,
Proof of Correctness
In this section it is shown that the potential function constructed above has a unique local minimum. It is worth noting that this is not an "admissible" function in the sense defined by Hirsch [3] since is not of constant (maximum) height on the workspace boundary. Moreover, we do not even prove that it is a Morse function here (i.e. all critical points are nondegenerate). These considerations have important bearing upon the ultimate utility of the resulting gradient vector field as a feedback control algorithm, but lie beyond the scope of the present paper. For a more detailed version of the proofs below, the reader is referred to [8] . 
Proof:
The boundary of Uo is a union of the disjoint disk
where the last inequality holds in consequence of (10).
The exterior directed normal at any point on p i 1 ( 6 j ) is specified by -r j , hence, to demonstrate the second condition, it will suffice to show that D p , rj < 0 on p i 1 ( 6 
