The advances in wireless communication techniques, mobile cloud computing, automotive and intelligent terminal technology are driving the evolution of vehicle ad hoc networks into the Internet of Vehicles (IoV) paradigm. This leads to a change in the vehicle routing problem from a calculation based on static data towards real-time traffic prediction. In this paper, we first address the taxonomy of cloud-assisted IoV from the viewpoint of the service relationship between cloud computing and IoV. Then, we review the traditional traffic prediction approached used by both Vehicle to Infrastructure (V2I) and Vehicle to Vehicle (V2V) communications. On this basis, we propose a mobile crowd sensing technology to support the creation of dynamic route choices for drivers wishing to avoid congestion. Experiments were carried out to verify the proposed approaches. Finally, we discuss the outlook of reliable traffic prediction.
review traditional traffic prediction models used in both V2I and V2V communications. Following that, we propose a novel MCS approach to make traffic predictions. Subsequently, we carry out experiments to verify the proposed approach. Finally, we give some insights for reliable traffic prediction.
Related Works
In order to improve traffic conditions, some researchers have proposed traffic mitigation techniques. In this section, we review the state-of-art technologies on traffic data collection and traffic prediction.
Traffic Data Collection Technologies
In the past decade's approaches, researchers usually made some measurements to collect traffic flow information. The most common intrusive and non-intrusive detection technologies are loop detectors and road-side cameras, respectively. A loop detector is buried underground and detects the pressure exerted by vehicles to count the number of vehicles passing over it. Traffic cameras not only count the number of vehicles, but can also identify plate numbers. These two approaches incur enormous infrastructure deployment costs, but they have been widely used in transportation systems for traffic flow monitoring. Once a slow traffic flow or an unexpected standstill is detected, the traffic situation regarding the particular road may be published dynamically on nearby billboards to inform drivers.
In recent years, On-Board Equipment (OBE) is being used to detect the status of vehicle using vehicular sensors. A GPS receiver can obtain the location; the speedometer can measure the vehicle's speed; the odometer can obtain the distance travelled within an interval and various other inner sensors can obtain information about the vehicle's condition. These traffic data can be delivered to a data center though a cellular network.
However, VANETs introduced a novel, more timely and interactive way of collecting traffic data. A VANET uses vehicles and/or smartphones as mobile nodes in a mobile ad hoc network to create a mobile network [9] . In this manner, Roadside Equipment (RSE) deployed at strategic locations can exchange information with smartphones carried by the drivers. RSE and proximate smartphones are interconnected and share traffic information (e.g., traffic congestion levels). Vehicles outside the range of any RSE may still be connected to the rest of the vehicle and infrastructure network via neighboring vehicles. This network can generate accurate real-time traffic information in great detail, based on which some fundamental traffic problems regarding efficiency can be addressed from a brand new perspective.
Traffic Prediction Technologies

Travel Time Aggregation for Traffic Prediction
For the travel time aggregation process, communication channels are established between dynamic mobile systems based on vehicles and RSE units. In [10] , Lochert et al. tackled the aggregation problem for the specific case of travel time data supporting road navigation decisions. Essentially, the travel time aggregation, including landmark-and hierarchical landmark-based aggregation, is achieved through compressing all available information on all possible paths between two landmarks to a "virtual" link connecting them. The basic idea of the aggregation scheme is based on landmarks such as junctions and intersections. Landmarks are defined on multiple levels of hierarchy in the road network. At the highest level, these are junctions of the main roads or highways, while lower levels include higher level landmarks and an increasing number of smaller street intersections. The lowest level is a representation of the full road network.
With the support of V2I communication, vehicles passing a road segment make an observation of the current travel time between two neighboring landmarks. This information is subsequently distributed to nodes within their close surroundings. It is then used by vehicles to calculate travel
Cloud-Assisted Internet of Vehicles
As mentioned above, RSE deployed at strategic locations can exchange traffic data with vehicles [20] [21] [22] . V2I connectivity is critical to avoid or mitigate the effects of road accidents, and to enable the efficient management of intelligent transportation systems [23] .
Recently, a few research projects conducted studies on the combination of cloud computing with vehicular networks. In [24] , researchers proposed architectures of vehicular clouds, vehicles using clouds, and hybrid clouds. In [25, 26] , a hierarchical cloud architecture for vehicular networks was introduced, and the proposed architecture included a vehicular cloud, a roadside cloud, and a central cloud. Mobile Cloud Computing (MCC) technology, with its features of scalability and virtualization, can handle massive computing, storage and software services in a flexible manner [27, 28] . The integration of IoV and MCC can promote the development of cost-effective, scalable transportation systems. CAIV is a promising approach that highlights some emerging applications and services, and it is hoped that a number of strategies for improving traffic efficiency and road safety and enabling a clean traffic environment will be introduced through this approach.
From the standpoint of the service relationship between cloud computing and vehicular networks, the architecture of CAIV can be divided into three primary architecture types: Vehicles to Clouds (VTC), Vehicles as Clouds (VAC), and Vehicles with Clouds (VWC). With MCC support, intelligent transportation systems can provide more elastic services, and even facilitate traffic prediction. In this paper, we analyze the service relationship between cloud computing and IoV, and mainly focus on how to utilize the traffic cloud to achieve traffic prediction. For VTC, vehicles can access cloud services from gateways deployed along the roadside infrastructure. VAC is composed of a set of connected passengers and/or vehicles, initially located in the same area as other users. Subsequently, they may opt to allocate their computing resources to other users, forming datacenters. Figure 1 shows the information interaction for VWC [29] . The ultimate goal of CAIV is to combine the features of VTC and VAC to serve the role of vehicle as infrastructure and end users simultaneously. In order to provide collaborative computing, the VWC architecture includes two clouds that work in tandem, a static and a dynamic cloud. The static cloud is a collection of stationary machines placed in a datacenter, while the dynamic cloud uses vehicles as cloud resources that add to the total computing capacity. Through the integration of the stationary cloud with the vehicular cloud, VWC has a great Sensors 2016, 16, 88 6 of 15 potential to afford more flexibility and services. The vehicular cloud, having broad sensing capabilities through vehicular sensor networks, can provide particular resources over the Internet to either the stationary cloud or the end users. By doing so, real-time road conditions can be assessed and published with the timely seamless information due to the mobility of vehicular cloud. The vehicle itself can have a connection with neighboring vehicular clouds to use services and applications over the Internet. 
MCS for Traffic Prediction by VWC
MCS, as an emerging category of internet-of-things applications, leverages the sensors and computing power in mobile devices opportunistically to sense environmental conditions. In this paradigm, we achieve abundant cloud services by using V2V, V2I, V2H and V2S interactions to form a VWC architecture. The following describes the sensing methods and service process.

Automatic Sensing and Uploading Approaches: According to the Mobile Century and Mobile Millennium projects, the results suggest that a 2%-3% penetration of smartphones in the driver population is enough to provide accurate measurements of traffic conditions. Therefore, at the early stage of the project implementation, we can make use of administrative means to obtain the participation of, for example, taxi drivers for the purposes of the experiments. Smartphones carried by taxi drivers can periodically forward data (e.g., mobileId, location, speed, and direction) to the traffic cloud through the mobile network. The duration of the period should be a tradeoff between energy consumption, data traffic and data reliability.  Service Process: Figure 2 shows the logic flowchart of a cloud-assisted MCS traffic congestion control algorithm. 
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0, R`s i , s j˘i s a f irst class highway; 0.5 R`s i , s j˘i s a second class highway; 1, R`s i , s j˘i s a third class highway; 8, R`s i , s j˘c an not be used.
(
Therefore, as shown in the figure, the quality values of roads R(s 1 , s 2 ), R(s 2 , s 3 ) are 0.5 and 0, respectively. The variable r i,j is used to express the existence of an event that causes congestion. We call such an event an adverse event; a collision is typical such event. The value of r i,j is assigned as follows:
, an adverse event has taken place; 0, otherwise.
The average road speed v i,j is derived in the traditional manner, i.e., by dividing the distance d i,j from station s 1 to station s 2 by the vehicle travel time. This method is simple, but does not consider vehicle parking. If the driver goes shopping and the vehicle parks in a parking lot between station s 1 and station s 2 , the shopping time is accumulated with the travel time, so the value of v i,j is inaccurate.
In Algorithm 1, we can obtain the real-time speed using speedometer measurements in a specific period T. If the vehicle is located on the road, which can be verified using a GPS receiver and map matching software, we consider the speed value to be qualified at that moment. The average speed v i,j is the expectation of all qualified real-time speed values. It is underlined that, when the vehicle does not lie on a given road, the corresponding real-time speed value must be discarded. In the above-mentioned situation, speed measurements during shopping time should be discarded. after the corresponding stations have been deployed. The variable qi,j is used to express the quality of the road, the value which lies in [0,1]. We set the value as follows:
0, , is a first class highway; 0. 5 , is a second class highway; 1, , is a third class highway; +∞, , can not be used.
Therefore, as shown in the figure, the quality values of roads R(s1, s2), R(s2, s3) are 0.5 and 0, respectively. The variable ri,j is used to express the existence of an event that causes congestion. We call such an event an adverse event; a collision is typical such event. The value of ri,j is assigned as follows:
+∞, an adverse event has taken place; 0, otherwise.
The average road speed vi,j is derived in the traditional manner, i.e., by dividing the distance di,j from station s1 to station s2 by the vehicle travel time. This method is simple, but does not consider vehicle parking. If the driver goes shopping and the vehicle parks in a parking lot between station s1 and station s2, the shopping time is accumulated with the travel time, so the value of vi,j is inaccurate.
In Algorithm 1, we can obtain the real-time speed using speedometer measurements in a specific period T. If the vehicle is located on the road, which can be verified using a GPS receiver and map matching software, we consider the speed value to be qualified at that moment. The average speed vi,j is the expectation of all qualified real-time speed values. It is underlined that, when the vehicle does not lie on a given road, the corresponding real-time speed value must be discarded. In the abovementioned situation, speed measurements during shopping time should be discarded. Subsequently, we construct a weighted directed graph G = (V, E, φ) as follows. Let V = (s1, s2, …, sN), and E = {(si, sj) |, there exists a direct path between s1 and sj}, and φ be a function: E→ such that:
where α, β, γ are the prescribed weights, and φ , is assigned to be +∞ if the value of vi,j is detected to be zero. We then obtain a weighting matrix × such that:
If we want to obtain a path plan to the destination from any given location, we need to reach the next station snext first. Then, we obtain a routing from the station snext to the destination sd. Also, we Subsequently, we construct a weighted directed graph G = (V, E, ϕ) as follows. Let V = (s 1 , s 2 , . . . , s N ), and E = {(s i , s j ) |, there exists a direct path between s 1 and s j }, and ϕ be a function: E Ñ Rs uch that:
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where α, β, γ are the prescribed weights, and ϕ`s i , s j˘i s assigned to be`8 if the value of v i,j is detected to be zero. We then obtain a weighting matrix W NˆN such that: If we want to obtain a path plan to the destination from any given location, we need to reach the next station s next first. Then, we obtain a routing from the station s next to the destination s d . Also, we may form an updated version of the path within a given period T. In other words, we obtain a new path every T seconds.
In order to reach this goal, we first set the parameters α, β, γ, the period T, the destination station s d , the distances and the road quality between stations. Then together with the information about vehicle speeds and events between stations, which is obtained from the cloud server, we obtain a weighting matrix W for the paths between stations and thus we form a directed weighted traffic network. Now, when asked to give the optimum path to a destination s d , we first reach the next station s next and compute the desired path from s next to s d .
When the traffic network status changes at higher frequencies, a shorter period period T must be set. When we set T, we also need to consider the ability of the cloud servers. Normally, we can set T = 300 seconds. The values of the parameters α, β, γ are then prescribed according to practical needs. If we ignore the speeds of vehicles or the quality of the road, then α and γ can be set to be zero, respectively. Nornally, we must consider the distances, so the parameter β should be positive.
The pseudocode of the algorithm is described in Algorithm 1. Let V and E be the set of the vertices and the edges of a given network, respectively. The original Dijkstra algorithm does not use a min-priority queue and runs in O(|V| 2 ) [30] . However, the same algorithm based on a min-priority queue implemented by a Fibonacci heap runs in O(|E| + |V|log(|V|)) [31] . Therefore, it can be seen that in each loop, the optimum routing path is available in O(|E| + |V|log(|V|)) once the traffic network is constructed.
Simulation and Experiment
Simulation
In this paper, in order to give a quantitative analysis for the proposed approaches, we make some assumptions: (1) the distance from A to B is assumed to be known exactly (see Figure 4) ; (2) vehicles maintain a steady speed; and (3) the delay incurred by unexpected accidents is about 80 min. In Figure 4 , nodes (e.g., S 1 ) express landmarks for travel time aggregation. For the tensor regression approach, we could further assume that there is an RSE unit every ten kilometers deployed at strategic locations to exchange information with OBE installed on vehicles passing by. The direction and the average speed of each road segment are shown in Figure 5 . We used MATLAB/Simulink as the simulation environment. Table 1 shows the weight of routings with α " 0.5, β " 0.8 and γ " 0. Table 2 shows the optimum path selection result for different locations of traffic accidents. For example, when a traffic accident occurs in the road segment between S 1 and S B , vehicles cannot use this segment. We then set the distance between S 1 and S B to be infinite, and so the optimum path S A may form an updated version of the path within a given period T. In other words, we obtain a new path every T seconds. In order to reach this goal, we first set the parameters , , , the period T, the destination station sd, the distances and the road quality between stations. Then together with the information about vehicle speeds and events between stations, which is obtained from the cloud server, we obtain a weighting matrix W for the paths between stations and thus we form a directed weighted traffic network. Now, when asked to give the optimum path to a destination sd, we first reach the next station snext and compute the desired path from snext to sd.
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In this paper, in order to give a quantitative analysis for the proposed approaches, we make some assumptions: (1) the distance from A to B is assumed to be known exactly (see Figure 4) ; (2) vehicles maintain a steady speed; and (3) the delay incurred by unexpected accidents is about 80 min. In Figure 4 , nodes (e.g., S1) express landmarks for travel time aggregation. For the tensor regression approach, we could further assume that there is an RSE unit every ten kilometers deployed at strategic locations to exchange information with OBE installed on vehicles passing by. The direction and the average speed of each road segment are shown in Figure 5 . We used MATLAB/Simulink as the simulation environment. Table 1 shows the weight of routings with = 0.5, = 0.8 and = 0. Table 2 shows the optimum path selection result for different locations of traffic accidents. For example, when a traffic accident occurs in the road segment between S1 and SB, vehicles cannot use this segment. We then set the distance between S1 and SB to be infinite, and so the optimum path SA  S1  SB between SA and SB is obtained. As mentioned, we make use of MCS technology to support dynamic route choices for drivers. The distances and associated route times of different cases are also given in Figure 4 . As we can see from Table 2 , the timing of the traffic accident affects the routing choice. Figures 6 and 7 show the validation of different vehicle routings in four example cases for avoiding traffic congestion. For case 2, without prediction, the vehicle will come across a sudden traffic accident between S 1 and S B , which will result in an inevitable delay.
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As mentioned, we make use of MCS technology to support dynamic route choices for drivers. The distances and associated route times of different cases are also given in Figure 4 . As we can see from Table 2 , the timing of the traffic accident affects the routing choice. Figures 6 and 7 show the validation of different vehicle routings in four example cases for avoiding traffic congestion. For case 2, without prediction, the vehicle will come across a sudden traffic accident between S1 and SB, which will result in an inevitable delay. In this experiment, we made several assumptions to implement a quantitative analysis. Since the information about traffic accidents can be obtained from the traffic cloud, we can carry out dynamic route calculations periodically. In our view, the assumptions will not affect validation of the algorithm. Generally, the MCS approach has better real-time performance compared to the VANET method.
From the simulation results, we can see that the planning algorithm based on MCS has some advantages over the others: (a) Quicker responsiveness. Taking Case 1 for example, the MCS-based planning algorithm can easily avoid the accident at S2  S7, as it covers all the roads' status in realtime, so its responsive speed is quicker than others; (b) Wider coverage. The CAIV can obtain more information from a larger number of smart phones simultaneously, so road status coverage can extend to many districts and even many cities. In Case 2, the algorithm based on MCS can select the proper route and avoid the congestion present in the initial phase of the route. Its coverage is wider than the traditional planning algorithm and the VANET-based planning algorithm.
Experiment
We conducted an experiment to verify our algorithm in real road conditions. As shown in Figure  8 , the starting point was the South China University of Technology, and the end point was Guangdong Software Science Park, marked as red. A traffic accident is indicated by the purple circle, As mentioned, we make use of MCS technology to support dynamic route choices for drivers. The distances and associated route times of different cases are also given in Figure 4 . As we can see from Table 2 , the timing of the traffic accident affects the routing choice. Figures 6 and 7 show the validation of different vehicle routings in four example cases for avoiding traffic congestion. For case 2, without prediction, the vehicle will come across a sudden traffic accident between S1 and SB, which will result in an inevitable delay. In this experiment, we made several assumptions to implement a quantitative analysis. Since the information about traffic accidents can be obtained from the traffic cloud, we can carry out dynamic route calculations periodically. In our view, the assumptions will not affect validation of the algorithm. Generally, the MCS approach has better real-time performance compared to the VANET method.
We conducted an experiment to verify our algorithm in real road conditions. As shown in Figure  8 , the starting point was the South China University of Technology, and the end point was Guangdong Software Science Park, marked as red. A traffic accident is indicated by the purple circle, In this experiment, we made several assumptions to implement a quantitative analysis. Since the information about traffic accidents can be obtained from the traffic cloud, we can carry out dynamic route calculations periodically. In our view, the assumptions will not affect validation of the algorithm. Generally, the MCS approach has better real-time performance compared to the VANET method.
From the simulation results, we can see that the planning algorithm based on MCS has some advantages over the others: (a) Quicker responsiveness. Taking Case 1 for example, the MCS-based planning algorithm can easily avoid the accident at S 2 may form an updated version of the path within a given period T. In other words, we obtain a new path every T seconds. In order to reach this goal, we first set the parameters , , , the period T, the destination station sd, the distances and the road quality between stations. Then together with the information about vehicle speeds and events between stations, which is obtained from the cloud server, we obtain a weighting matrix W for the paths between stations and thus we form a directed weighted traffic network. Now, when asked to give the optimum path to a destination sd, we first reach the next station snext and compute the desired path from snext to sd.
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Experiment
We conducted an experiment to verify our algorithm in real road conditions. As shown in Figure 8 , the starting point was the South China University of Technology, and the end point was Guangdong Software Science Park, marked as red. A traffic accident is indicated by the purple circle, where traffic flow is slow. Using the traditional route planning algorithm, the vehicle cannot avoid traffic congestion, and there are 11 traffic lights on the route selected. The distance travelled was 13 km, while the travel time was 45 min. Using the new route planning based on MCS, (Figure 9 ) the travel distance is 18 km, but the travel time is 25 min. On the way, we only encountered three traffic lights and avoid the traffic accident area. MCS technology can sense the traffic status more accurately and more quickly, and is therefore superior to the traditional method.
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Discussion and Outlook
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In this paper, we study three approaches of dynamic route choice support for drivers to avoid congestion. In Table 3 , we provide a qualitative comparison of all the studied approaches of congestion control. 
In this paper, we study three approaches of dynamic route choice support for drivers to avoid congestion. In Table 3 , we provide a qualitative comparison of all the studied approaches of congestion control. We also outline some insights for these traffic prediction approaches as follows:
Travel Time Aggregation for Traffic Prediction: We note that the vehicle's information about the current conditions will typically be incomplete. It will virtually always deviate from the current traffic situation to some extent (e.g., because the situation changes over time). The route calculated by the VANET-based system may therefore be even worse than the standard route. The travel time benefit is thus highly dependent upon the dissemination performance: it will be large if up-to-date information relevant for the route calculation is available to the vehicle. It seems obvious that a larger number of RSUs improves the dissemination process performance and hence higher travel time savings can be achieved. This kind of static sensing is affected by several drawbacks, such as insufficient node coverage, high installation/maintenance cost, and lack of scalability.
Tensor Regression Approach for Traffic Prediction:Given real-time and accurate traffic information, each driver will typically select the best route in terms of minimum travel time, distance or other criteria. Intuitively, these decisions will collectively result in a state of Dynamic User Equilibrium (DUE). However, for a distributed system, where drivers make their own independent decisions based on the same travel time information, this may likely lead to a state similar to a Dynamic All-or-Nothing (DAN) assignment, since drivers with the same origin and destination will probably choose the same routes [32, 33] . It is well known that the transportation network's performance is optimal when the system is in a state of Dynamic System Optimal (DSO). Therefore, a decentralized and proactive dynamic vehicle routing algorithm should allow drivers to self-organize traffic and shift the system state from either DAN or DUE to DSO.
MCS Technology for Traffic Prediction: Traffic data collected by smartphones or sensor-equipped vehicles on the road, combined with the support of the traffic cloud where data mining takes place, make mobile sensing a versatile transportation system that can often replace traditional approaches (i.e., static sensing infrastructures), and allow the realization of a broad range of applications. In order to attract prospective users' attention and participation, we should adopt an incentive mechanism by considering the relationship between contributions and feedback services. The urban transportation system of Guangzhou was selected as an example for traffic prediction. We all know that the intelligence and mobility of the drivers can be leveraged to collect higher quality or semantically complex data. For example, drivers can easily identify traffic congestion levels and report them using pictures or text messages. According to the importance of area, the incentive mechanism should be designed by considering the weighting factors of each contribution [34] . However, the unavoidable reality is that we should pay close attention to privacy issues. For example, participants naturally have privacy concerns and personal preferences, and users may not want to share sensor data that contains or reveals private and sensitive information such as their current location.
Conclusions
In recent years, the emerging technologies (e.g., mobile cloud computing) together with the improvement of the infrastructure have brought new opportunities for traffic prediction and congestion alleviation. In this paper, we focus on two aspects: the taxonomy of CAIV and reliable traffic prediction approaches. The architecture of CAIV is divided into three primary architecture types: VTC, VAC, and VWC. Then, we briefly review traditional traffic prediction realized through both V2I and V2V communications. Subsequently, we propose a mobile crowd sensing technology to support dynamic route choices for drivers to avoid congestion. We also carry out experiments to verify the proposed approach. Finally, discuss the outlook of reliable traffic prediction. We believe that traffic prediction through cloud-assisted IoV will attract enormous attention and research efforts in the near future.
