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In this paper, we consider the momentum operator of a quantum particle directed along the displacement
of two of its neighbors. A modified open-path path integral molecular dynamics is presented to sample the
distribution of this directional momentum distribution, where we derive and use a new estimator for this
distribution. Variationally enhanced sampling is used to obtain this distribution for an example molecule,
Malonaldehyde, in the very low temperature regime where deep tunneling happens. We find no secondary
feature in the directional momentum distribution, and that its absence is due to quantum entanglement
through a further study of the reduced density matrix.
I. INTRODUCTION
Quantum mechanical phenomena, such as zero-point
motion and tunneling, affect the equilibrium configura-
tions of molecules and materials containing light atoms
up to room temperature and above. These effects are ig-
nored in classical atomistic simulations but are accessible
to methodologies like path integral molecular dynamics
(PIMD), which are based on Feynman path sampling1.
In the most common applications of this technique, one
is interested in position dependent observables when the
indistinguishability of identical quantum particles can be
ignored. Then, the relevant equilibrium averages can be
evaluated via closed-path PIMD sampling. In this ap-
proach, the Feynman paths in imaginary time that de-
scribe the quantum particles are discretized2,3, and the
equilibrium statistical averages are calculated by sam-
pling with molecular dynamics an appropriate classical
system of ring polymers. Each polymer includes l beads
labeled by an integer index i varying from 0 to l with the
condition that the i = 0 and the i = l beads coincide.
Often in these studies zero-point motion was the only
relevant quantum effect, but occasionally tunneling sit-
uations have also been considered. Modeling tunneling4
is important as this phenomenon can facilitate chemi-
cal reactions and structural phase transitions. When the
barrier separating two tunneling configurations is of the
order of the thermal energy available to a ring polymer,
the latter is able to frequently switch back and forth be-
tween the two configurations on the time scale of PIMD
sampling, a situation that is often referred to as shallow
tunneling regime. On the other hand, when the barrier
is large we are in the deep tunneling regime in which
barrier crossing is infrequent. In the spite of the sam-
pling difficulties that numerical methods face in presence
of a high energy barrier, various studies of systems in
the deep tunneling regime have been carried out5–8. It
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has been suggested that momentum dependent observ-
ables such as the particle momentum distribution might
exhibit features that are more clearly identifiable with
quantum tunneling than space dependent observables9.
For example, the space distribution of a particle in a
double well potential is bimodal, but the bimodality can
be either due to tunneling or to thermal hopping. On the
other hand, a tunneling particle in the ground state of a
double well potential in one dimension (deep tunneling)
would show a node, i.e. a point of zero value for the dis-
tribution, separating two clear features at zero and finite
momentum9,10. This is very different from the Gaussian
momentum distribution associated to a classical parti-
cle. If the tunneling particle was not in the ground state,
the mathematical node would disappear. However, if the
quantum state of the particle remained dominated by
the two tunnel split states as one expects for the deep
tunneling regime, the momentum distribution would re-
tain a secondary feature. This is not an issue of aca-
demic interest only, because the momentum distribution
of an atom in a condensed phase environment can be
measured with deep inelastic neutron scattering (DINS)
experiments10–12. Often these measure spherical aver-
ages that tend to wash out the tunneling features, but
experiments on crystalline samples can measure the mo-
mentum distribution along specific crystallographic di-
rections. For example, one such experiment suggested
presence of two features attributed to deep quantum tun-
neling in crystalline potassium diphosphate (KDP)10, a
system with a ferroelectric- paraelectric transition caused
by hydrogen atoms undergoing tunneling. PIMD can
provide information on the momentum space via open-
path simulations13–17.
The momentum distribution of one atom, say A, is
given by n(p) = δ(pA−p) = Tr (δ(pˆA−p)ρˆ), where the
hat indicates quantum mechanical operators, and ρˆ =
e−βHˆ/Tr (e−βHˆ) is the full density operator of a system
of N atoms with Hamiltonian Hˆ at inverse temperature
β ≡ (kBT )−1. The momentum distribution is the Fourier
transform, n(p) = (2pi~)−3
∫
d3xeip·xn(x), of the end-to-
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2end displacement distribution n(x) given by:
n(x) =
∫
d3Nrd3Nr′δ(r 6=A − r′6=A)δ(rA − r′A − x)ρ(r, r′)
(1)
where ρ(r, r′) = 〈r|e
−Hˆ |r′〉
Tr (e−Hˆ)
is the full density matrix of a
system of N atoms in the position space representation.
Here rA is a three-dimensional position vector of atom
A and r 6=A is a (3N − 3)-dimensional position vector of
all the atoms in the system other than A. Together they
make the 3N -dimensional positive vector of the full sys-
tem: rA ⊗ r 6=A = r.
n(x) can be evaluated with a PIMD simulation in
which the path corresponding to A is kept open, i.e. the
two end beads of the corresponding polymer chain are
allowed to move freely, while the polymer chains corre-
sponding to all the other atoms are kept closed. In an
l-bead open path PIMD, x can be evaluated with the
estimator
x = r0A − rlA (2)
where riA is the position of the ith bead of A. In the
last decade, open-path PIMD simulations have been used
to compute atomic momentum distributions in molecu-
lar and condensed phase environments9,18,19, showing, in
particular, that ab-initio PIMD simulations can predict
momentum distributions in good agreement with DINS
experiments. In these simulations the interatomic in-
teractions are derived from the instantaneous electronic
ground-state within density functional theory. One such
study investigated the pressure induced transition be-
tween two high-pressure forms of ice, ice VIII and ice
VII, in a temperature regime in which the transition is
promoted by quantum tunneling of the hydrogens par-
ticipating in the hydrogen bonds20. No bimodal momen-
tum distribution was found, but the study could only
be performed under shallow tunneling conditions due to
the overwhelming computational cost of ab-initio PIMD
simulations. An interesting result was that tunneling in
high-pressure ice involves a highly correlated motion of
several hydrogens that contributes, by quantum entan-
glement, to wash out the secondary, tunneling related,
feature of the momentum distribution. It would be of
interest to investigate whether this conclusion remains
valid in the deep tunneling regime. Moreover, even in sit-
uations in which a single atom participates in tunneling,
its motion in a molecular environment is not strictly one
dimensional. Entanglement due to coupling with the mo-
tion of other atoms, could wash out the secondary feature
in the momentum distribution of the tunneling atom,
even in absence of correlated motions of several tunneling
particles. In this paper, to investigate the above issues
and make a close comparison between the momentum dis-
tribution in one-dimension and the full many-body mo-
tion in the deep tunneling regime, we consider in the
many-body case the directional momentum distribution,
n(p) of atom A, projected along the axis defined by the
displacement between its two neighboring atoms B and
C:
n(p) = Tr (δ(pˆA · rˆB − rˆC|rˆB − rˆC | − p) · ρˆ) (3)
Our approach combines a general PIMD scheme for sam-
pling the directional momentum distribution, valid for
both molecules and crystals, with variational enhanced
sampling (VES)21 to overcome the rare event character
of deep tunneling. VES exploits a variational principle
to find the optimal bias potential that facilitates sam-
pling phase space regions separated by energetic and/or
entropic bottlenecks. The bias potential depends on suit-
able collective coordinates. VES has been used success-
fully in a number of problems including rare molecu-
lar conformational changes21, nucleation in first order
phase transitions22, and even scale transformations in
real space renormalization group theory23. Here we show
that it is also useful to model quantum tunneling when
the tunneling time is long on the scale of molecular dy-
namics. We demonstrate the VES approach to tun-
neling by applying it to a relatively simple molecular
system, Malonaldehyde24 (Fig. 1), in which a hydro-
gen atom is known to tunnel between two equivalent
sites25. Tunneling in this molecule has been studied
experimentally26–29 and theoretically5,25,30–36 and there
are good estimates for the tunnel splitting. Importantly,
the many-body potential energy surface of this molecule
and its analytic gradients, i.e. the forces on the atoms,
have been accurately parametrized and are available36.
The parametrized potential reproduces well the tunnel
splitting and, indeed, has been used recently in an inter-
esting study of tunnel splitting by PIMD5. The avail-
ability of a parametrized potential energy surface means
that we can control accurately the systematic and sta-
tistical errors incurred in our PIMD simulations of the
momentum distribution. In addition, we can compare
tunneling in the many-body potential energy surface with
that on a one-body potential energy surface in which the
coordinates of all the atoms with the exception of the
tunneling hydrogen have been frozen. Our main results
are the following. At a temperature of 63K, or equiv-
alently inverse temperature β = 5000 a.u., the momen-
tum distribution of the frozen one-dimensional system
clearly exhibits a secondary shoulder as expected. How-
ever, when all the atomic degrees of freedom are left free
to move, the correlations of the molecular motions are
sufficient to smooth out the secondary features associ-
ated to deep tunneling in the one-dimensional double
well model. In addition, to explain the qualitative dif-
ference between the one-dimensional and the many body
system, we study with VES PIMD an effective reduced
density matrix associated to the directional momentum
distribution to investigate the mechanisms by which the
secondary feature of the momentum distribution in the
many body system smears out. Although at inverse tem-
perature β = 5000 a.u., the full density matrix of the
Malonaldehyde molecule is dominated by the first two
3energy states, with dominance of the ground state, the
eigenvalues of the reduced density matrix show a sig-
nificant contribution from higher eigenstates, indicating
quantum entanglement, which smears out the secondary
feature of n˜(x), and therefore that of n(p). This quantum
entanglement might pose a fundamental limitation as to
how “featured” the directional momentum distribution
can be, no matter how low the temperature one is able
to attain.
This paper is organized as follows. In Sec. II, we give
the estimator to be sampled in PIMD to compute the
directional momentum distribution. The modified open-
path PIMD and the enhanced sampling technique are
described in detail in Sec. III. A numerical example of
quantum tunneling of Malonaldehyde is given in Sec. IV.
The computation and discussion of the reduced density
matrix is given in V. In Sec. VI, we summarize our results
and discuss possible future work.
II. THE DIRECTIONAL MOMENTUM DISTRIBUTION
IN QUANTUM STATISTICAL MECHANICS AND IN
PIMD
To compute the directional momentum distribution in
Eq. 3, one needs to sample a well-behaved estimator in
a PIMD simulation. As proved in IX A, the directional
momentum distribution, n(p), can be obtained as the
Fourier transform of the distribution of a modified end-
to-end displacement, n˜(x):
n(p) = Tr (δ(pˆA · rˆB − rˆC|rˆB − rˆC | − p)ρˆ)
=
1
2pi~
∫
dx eipxn˜(x)
(4)
Here n˜(x) is given by
n˜(x) =
1
2pi~
∫
dx eipx
∫
d3Nrd3Nr′ρ(r′, r)
δ(r6=A − r′6=A)δ
(
r′A − rA + x ·
rB − rC
|rB − rC |
) (5)
where the notation r6=A, rA, rB , etc., follows that of Eq.
1. Thus, n˜(x) can be sampled as a distribution function
in a modified form of open-path PIMD, and n(p) can be
then obtained.
III. SAMPLING OF THE DIRECTIONAL MOMENTUM
DISTRIBUTION WITH PIMD
Eq. 5 indicates that in order to get the directional mo-
mentum distribution of atom A along the displacement of
atom B and atom C, one should run an open-path PIMD
where the polymer chains of all atoms other than A are
closed and the polymer chain of atom A is let open along
the displacement vector connecting atom B to atom C
with an end-to-end distance equal to x.
A. Modified Open-path PIMD
To derive the equations of motion of the PIMD, we
first write n˜(x) in the form of a path integral:
n˜(x) ∝
∫
D[r6=A(τ)]
r(β~)=r(0)
∫
D[rA(τ)]
rA(β~)=rA(0)−x· rB(0)−rC (0)|rB(0)−rC (0)|
e−
S[r(τ)]
~
(6)
with the action S[r(τ)] =
∫ β~
0
1
2
∑N
n=1mnr˙
2
n(τ) +
V [r(τ)]dτ . To eliminate the awkward factor in the inte-
gration boundary of D[rA(τ)], we perform the following
change of variable19 rA(τ)→ r˜A(τ):
rA(τ) = r˜A(τ)− y(τ) · x · rB(0)− rC(0)|rB(0)− rC(0)| (7)
where y(τ) = τβ~ − 12 so that r˜(0) = r˜(β~). Then one has
(see Sec. IX C for a proof)
n˜(x) ∝
∫
D[r˜(τ)]
r˜(β~)=r˜(0)
e−
S[r˜(τ),x]
~ e
− 12
mA
β~2 x
2
(8)
with the action
S[r˜(τ), x] =
∫ β~
0
dτ
1
2
N∑
n=1
mn ˙˜r
2
n(τ)
+
∫ β~
0
dτV [r˜A(τ)− x · y(τ) · r˜B(0)− r˜C(0)|r˜B(0)− r˜C(0)| , r˜6=A(τ)]
(9)
Discretizing the imaginary time interval [0, β~] in terms
of l blocks, we can then write down the Hamiltonian of
the l-bead modified open-path PIMD at inverse temper-
ature β2:
H({r˜in}, {p˜in}, x) =
N∑
n=1
l−1∑
i=0
1
2
mnω
2
l (r˜
i
n − r˜i+1n )2
+
1
l
l−1∑
i=1
V [r˜iA − x · yi ·
r˜0B − r˜0C
|r˜0B − r˜0C |
, r˜i6=A]
+
1
2l
V [r˜0A − x · y0 ·
r˜0B − r˜0C
|r˜0B − r˜0C |
, r˜06=A]
+
1
2l
V [r˜0A − x · yl ·
r˜0B − r˜0C
|r˜0B − r˜0C |
, r˜06=A]
+
1
2
mA
(β~)2
x2 +K({p˜in}, x)
(10)
where yi =
i
l − 12 , for i = 0, · · · , l. ωl =
√
l
β~ , r˜
i
n is the
position of the ith bead of atom n and r˜ln = r˜
0
n in the
first term for all n. The first term on the right-hand side
of Eq. 10 represents the harmonic potential energy of
the beads, in which mn is the mass of atom n, V is the
4potential energy associated to the many-body interaction
between the atoms, K({p˜in}, x) is the classical kinetic
energy of the beads in which p˜in is the MD momentum
of the ith bead associated to the nth atom. The masses
in the kinetic energy K({p˜in}, x) can be chosen freely. In
this paper, we choose them to be the physical masses of
the atoms.
In the l-bead PIMD that we have implemented there
are 3Nl + 1 degrees of freedom: Nl beads in three di-
mensions and the end-to-end displacement, x, which de-
scribes the constrained position of the lth bead of A.
(Here we denote the starting bead of a path-integral poly-
mer chain as the 0th bead.) To simulate the equation of
motion, we note that the quadratic part of H can be in-
tegrated analytically in the same way as in a common
closed-path PIMD. In the velocity Verlet algorithm37,
which we use, one should place this quadratic part in
the inner loop of the Trotter splitting of the MD integra-
tor, and evolve the MD momentum with the combined
action of the potential V and a thermostat in the outer
loops. Thus, the MD time step dt includes the following
updates:
1. The momentum of the system is propagated by dt/2
by the action of the thermostat.
2. The system momentum is propagated by dt/2 by
the action of the potential energy V (r):
p˜→ p˜− ∂V (r˜)
∂r˜
dt/2 (11)
3. The system momentum and position are propa-
gated analytically by dt with harmonic part of the
Hamiltonian.
4. Step 2 is repeated
5. Step 1 is repeated
The distribution of x in the MD run under H, when
properly thermostatted, is then the n˜(x) that we seek in
Eq. 4.
B. Enhanced Sampling at Low Temperature
One situation of interest is at low temperature when
deep quantum tunneling is present. The tunneling prob-
ability decreases rapidly with temperature and the cor-
responding polymer tends to remain localized on one
side of the barrier. When this happens the two end
beads of the open polymer are not able to explore a
sufficiently large interval of x in an unbiased MD run.
Consequently the time necessary to achieve good sam-
pling of n˜(x) becomes prohibitively long. This difficulty,
however, can be overcome by enhanced sampling tech-
niques developed over the last two decades, such as, e.g.
metadynamics38, variationally enhanced sampling21, and
forward flux sampling39 etc., if one has a good order pa-
rameter that captures the slow dynamical mode(s) in the
MD.
In the case of the directional momentum distribution,
this slow mode is typically along the tunneling direction
where the potential energy barrier is high compared to
kBT . If BC is the tunneling direction, x is a good order
parameter kinetically, as it facilitates fluctuation of the
end beads of A to cross the potential energy barrier and
reach the long tails of n˜(x).
In this paper, we adopt a recently proposed technique
called variationally enhanced sampling (VES)21, and use
x as the order parameter.
1. Variationally Enhanced Sampling
Here we briefly review the basics of VES. VES consid-
ers a functional of the bias potential, Vb(x), of the order
parameter, which, in our case, is the modified end-to-end
displacement, x:
Ω[Vb(x)] =
1
β
log
∫
dxe−β(F (x)+Vb(x)) +
∫
dx pt(x)Vb(x)
(12)
where F (x) is the free energy profile of the order pa-
rameter x. pt(x) is a preset target probability distribu-
tion which will be taken to be uniform in the interval
spanning the range of possible physical values for this
quantity. This functional follows from the variational
principle40 of the Legendre transform of the convex func-
tional F [Vb] = log
∫
dx exp(−β(F (x) + Vb(x))) by treat-
ing Vb(x) and pt(x) as the Legendre conjugate fields. It
can be shown21 that Ω[Vb] is a convex functional and its
minimizer satisfies the following equation
Vb,min(x) = −F (x)− 1
β
log pt(x) + C (13)
where C is an unimportant constant. Thus, once
Vb,min(x) is found, F (x) can be obtained immediately. To
find Vb,min(x), we first represent Vb(x) by a finite linear
expansion of basis functions Gk(x), such as plane waves
or Chebyshev polynomials,
Vb(x) ≈ Vb,α(x) =
∑
k
αkGk(x) (14)
The convex functional Ω[Vb] then becomes a convex func-
tion of α, the expansion coefficients of Vb, and it can be
minimized by a Newton-type method using the gradients
and Hessians that can be calculated with MD sampling.
See minimization details in21.
IV. NUMERICAL EXAMPLE: MALONALDEHYDE
As a realistic example, we study the direc-
tional momentum distribution of Malonaldehyde (Fig.
51). This molecule has been studied extensively
experimentally26–29 and theoretically5,36 because fea-
tures due to the tunneling hydrogen can be seen in its vi-
brational spectrum26. Computational studies of the tun-
neling splitting with diffusion Quantum Monte Carlo36
and PIMD5 in Malonaldehyde show that the molecule
is in the deep tunneling regime at inverse temperature
β = 5000 a.u., i.e. at this temperature, the two low-
est many-body energy eigenvalues dominate the energy
spectrum. Here we are interested in whether we can ob-
tain with PIMD the directional momentum distribution
of the tunneling hydrogen atom (H2) along the direction
connecting the two oxygen atoms (O1 and O2). We also
look for features in the directional momentum distribu-
tion when tunneling is present. The center of mass of the
molecule in the configuration of lowest potential energy
was chosen as the origin of the coordinates in the MD
simulation.
C1
C2
O1
C3
O2
H1
H2
H4 H3
FIG. 1. Malonaldehyde. The distance between the O1 atom
and the O2 atom in the lowest energy configuration is 4.87
a.u., according to the potential energy surface36 used in this
paper.
Our calculation used the potential energy surface of
Malonaldehyde that was recently published36. Two VES
calculations were performed. First, we froze all the atoms
other than H2 in the minimum energy configuration (Fig.
1), and moved H2 from x = −2 a.u. to 2 a.u. to obtain an
effective one-dimensional (1D) potential energy profile.
This 1D potential was then symmetrized about x = 0 to
obtain the even potential energy profile V1D(x), shown in
the top panel of Fig. 2. This potential was then used in
an 1D PIMD calculation of the momentum distribution
of the H2 atom. V1D(x) was extended linearly outside
the range [−2, 2] a.u. to deal with the rare cases where
an H2 bead moved beyond this range. In the second VES
calculation we allowed all the atoms in the molecule to
move freely in a many-body PIMD calculation, using the
full many-body potential energy surface.
A. Simulation Details
PIMD with a large bead number suffers ergodicity
problem when using a standard Langevin thermostat, as
the frequency spectrum of the free polymer chain be-
comes broader as the number of beads increases. To
overcome this ergodicity problem, we adopt here a gener-
alized Langevin equation (GLE) thermostat41 designed
to have an near-optimal relaxation time over a wide-
frequency range to achieve a much better thermostat-
ing efficiency. The GLE matrices that we used are
given in the supplementary material40. In the vari-
ational calculation, the first 12 even Chebyshev poly-
nomials of the first kind, often referred to as the T -
Chebyshev polynomials, were used as the basis func-
tions, i.e. {T2(x), T4(x), · · · , T24(x)} were used to expand
Vb(x). The target distribution of x was taken to be a
uniform distribution between −3.0 a.u. and 3.0 a.u. and
zero outside this range. The displacement x was forced
to span an interval smaller than 6.0 a.u., by setting a
reflective boundary for the beads at positions equal to
±3.0 a.u. along BC. The widest allowed displacement
of 6 a.u. should be compared with a distance of 4.87 a.u.
between the two oxygens (O1 and O2) in the molecular
configuration of lowest potential energy.
In the 1D calculation, the inverse temperature was set
at β = 5000 a.u.. In the many-body calculation, in-
verse temperatures β = 1000, 3000, and 5000 a.u. were
used. The center of mass position was kept fixed in the
simulation by removing the center of mass velocity ac-
quired from the thermostat at each step. The rest of the
VES parameters are given in the Table I. We checked for
β MD steps δt µ bead number
5000 12500 10 0.0001 400
β MD steps δt µ bead number
1000 1200 5 0.0004 84
3000 1200 5 0.0001 84
5000 1000 10 0.0001 170
TABLE I. VES parameters in a.u.. The upper table is for the
1D calculation, while the lower table is for the many-body
case. MD steps is the number of MD steps used for each
variational step to sample the gradient and the Hessian of
Ω. δt is the time step of the MD. µ is the step size of the
gradient descent in the VES minimization of Ω. (see Eq. 11
in the original paper21 for the gradient descent step of the
minimization.) The calculation is done with 16 walkers in
parallel to speed up sampling.
convergence with respect to the number of beads used
in PIMD, finding that the converged number of beads
agreed with the number used in Ref.5 for the same sys-
tem at the same temperature to study similar tunneling
configurations.
B. Results of the 1D Simulation
The 1D simulation was done to check whether a sec-
ondary feature exists in the momentum distribution of
the tunneling particle in one dimension. Fig. 2 shows
that it does for the present 1D model potential. In addi-
tion to the PIMD calculation, the momentum distribu-
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FIG. 2. Top: The potential energy used in the 1D PIMD
calculation. Bottom: The momentum distribution of the H2
atom obtained from the 1D PIMD simulation and solving the
eigen-wavefunctions. Note the secondary feature represented
by a prominent shoulder at approximately 4 a.u. in the dis-
tribution. In both panels the insets display details on a mag-
nified scale.
tion was also obtained from numerically solving the 1D
Schrodinger equation, yielding essentially the exact dis-
tribution. The two approaches agree very well, especially
considering the sampling difficulty posed by the low tem-
perature. In addition to the statistical error, the residual
deviation between the PIMD simulation and the exact
solution can be due to the truncation error in the basis
functions and the finite number of PIMD beads.
C. Results of the Many-body Simulation
1. Convergence of VES
We check the convergence of VES in two ways. One
check consists in looking at the evolution of the vari-
ational parameters with respect to the variational step.
The other check is to look at the distribution of the mod-
ified end-to-end displacements, x, under the minimizing
bias potential. Fig. 3 (top) shows the convergence of the
variational parameters in the β = 5000 a.u. calculation
starting with initial variational parameters taken from
the result of a β = 3000 a.u. VES calculation. Fig. 3
(bottom) displays the distribution of x during the vari-
ational simulation. We do see a uniformly fluctuating
distribution of x, as required by the target distribution.
Thus, x explores all the available range without being
trapped in a local potential energy minimum, indicating
-0.0015
-0.0012
-0.0009
-0.0006
-0.0003
	0
	0 	1000 	2000 	3000 	4000 	5000 	6000
Va
ria
tio
na
l	P
ar
am
et
er
Variational	Step
αT2,	instantaneous
αT2,		running	average
-3
-2
-1
	0
	1
	2
	3
	0 	1000 	2000 	3000 	4000 	5000 	6000
x
Variational	Step
FIG. 3. Result in a.u. of a VES calculation at β = 5000 a.u..
Top: The evolution of variational parameters. The coefficient
for the basis function T2 Chebyshev polynomial is labelled by
αT2. The coefficients of the other basis functions, which ap-
pear as the data points around zero, are much smaller than
that of T2, and are thus not labelled. Bottom: The distribu-
tion of x after quasi-stationarity of the variational coefficients
has been reached.
the occurrence of tunneling configurations in the simula-
tion. We also checked that in an unbiased sampling at
β = 5000 a.u., the order parameter x is confined to the
range [−1, 1] and the system rarely tunnels within the
computational time of the simulation.
2. n˜(x) and n(p)
In Fig. 4, we present the free energy profile of x,
F (x), the directional end-to-end distance distribution,
n˜(x) ∝ e−βF (x), and the directional momentum distri-
bution, n(p) = F{n˜(x)}, where F denotes the Fourier
transform, for β = 1000, 3000, and 5000 a.u.. For refer-
ence, we also plot the momentum distribution from clas-
sical statistical mechanics.
We use statistical bootstrap42 to obtain the statistical
error of the distributions. To obtain independence of
the variational coefficients, for each αk, we use the block
averaging method to obtain the block size by which, when
grouped, the variational parameters become effectively
uncorrelated in variational time.
The bootstrap method is performed for n˜(x) and n(p).
Bootstrap re-sampling done 100 times was found to give
convergent results on the standard deviation of n˜(x) and
n(p) for given x and p respectively. Uncertainties at se-
lected x and p are tabulated in Table. II.
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FIG. 4. Top: free energy profile of x with an inset showing
β = 3000 and 5000 a.u.. Middle: the distribution of x with an
inset showing n˜(x) for x = 0.6 to 2. Bottom: The directional
momentum distribution with an inset showing n(p) for p = 9
to 15.
β vsteps δn˜x(0) δn˜x(1) δnp(0) δnp(12)
1000 4328 0.005 0.0004 0.0005 0.00005
3000 4328 0.01 0.001 0.0013 0.0001
5000 5964 0.01 0.0013 0.0013 0.0001
TABLE II. Statistical uncertainty on n˜(x) and n(p). Here
vsteps is the length of the variational trajectory at quasi-
stationarity, x = 1 a.u. is approximately where the plateau
in F (x) is, and p = 12 a.u. is approximately where the first
minimum (Fig. 4 inset) of n(p) is.
D. Discussion
The quantum character of the distribution is most
clearly seen in the comparison between the classical
Boltzmann momentum distribution and the distribu-
tion sampled by PIMD. The momentum distribution is
strongly broadened by the quantum effect. At this deep
tunneling regime, the difference among the quantum mo-
mentum distribution across β = 1000 − 5000 a.u. is not
nearly as close as that between the classical and quantum
difference, indicating that the distribution is dominated
by quantum, instead of thermal, fluctuations. One does
see a deviation from the Gaussian behavior of n(p), most
pronounced in the free energy profile in Fig. 4, as F (x)
is clearly different from a quadratic function of x, espe-
cially at low temperature. The inset of Fig. 4 shows a
very shallow local minimum in n(p), unfortunately with
a small non-physical negative value. Although n˜(x) is
guaranteed to be everywhere positive by the requirement
that n˜(x) ∝ exp(−βF (x)), there is no guarantee that,
n(p), the Fourier transform of n˜(x), will be everywhere
positive, and any statistical uncertainty in the results can
lead to negative values of n(p). In fact, the shallow min-
imum of the many-body n(p) happens at around p = 12
a.u., which in the 1D calculation is approximately the
onset of the near-zero exponential tail of the momentum
distribution. The secondary feature of n(p) that is as-
sociated with ground-state tunneling in one-dimensional
potentials is not observed in our many-body simulations
beyond statistical uncertainty.
V. SAMPLING OF REDUCED DENSITY MATRIX
To investigate further the reason for the absence of the
secondary feature in n˜(x) and n(p), we study the reduced
density matrix ρ˜(r, r′), symmetric in r and r′, associated
with the directional momentum distribution. It is defined
by requiring that n˜(x) be related to it in the same way
as in a strict 1D case:
n˜(x) ≡
∫
dr′drρ˜(r, r′)δ(r − r′ − x) (15)
In the context of our PIMD calculation, a natural defini-
tion is to take ρ˜(r, r′) to be the probability distribution
of the order parameter r(r(τ), x) and r′(r(τ), x),
r(r(τ), x) ≡ rA(0) · rB(0)− rC(0)|rB(0)− rC(0)| (16)
and
r′(r(τ), x) ≡ rA(β~) · rB(0)− rC(0)|rB(0)− rC(0)| (17)
Then, from Eq. 6, ρ˜(r, r′) can be defined as
ρ˜(r, r′) ∝
∫
dx
∫
D[r 6=A(τ)]
∫
D[rA(τ)]
δ(r − r(r(τ), x)) δ(r′ − r′(r(τ), x)) e−S[r(τ)]~
(18)
with the same boundary condition on r(τ) and the same
action as in Eq. 6. Making the change of variable in Eq.
7, the same Hamiltonian of Eq. 10 can be used to sample
8ρ˜(r, r′). Again to overcome the difficulty in sampling the
two-dimensional order parameter (r′, r), we use VES to
facilitate the simulation.
The target distribution is taken to be the uniform dis-
tribution within the square domain in which each of the
two variables of the order parameter (r′, r) is restricted
to the interval [−1.8, 1.8] in a.u. by a reflective boundary
wall at the boundary of the domain. The basis func-
tions are taken to be the product basis of the first 11
T -Chebyshev polynomials, i.e. Gij(r, r
′) = Ti(r)Tj(r′)
for i, j = 0, 1, 2, 3, · · · , 10. That is, a total of 121 basis
functions are used to represent the free energy profile of
(r, r′). Again, the reduced density matrix is sampled for
both the one-dimensional and the many-body system as
in the calculation of the directional momentum distribu-
tion. The calculation is performed at inverse temperature
β = 5000 a.u.. The other simulation parameters are the
same as in the calculation for n˜(x), except that in this
case 5000 MD steps are used for the many body calcula-
tion.
A. Results
We first check that the directional momentum distribu-
tion can indeed be reproduced with the reduced density
matrix. After this check, ρ˜(r, r′) is discretized to compute
its spectrum, which is listed in Table III.
1D Exact 1D PIMD Many-body PIMD
0.67700 0.675(5) 0.454(1)
0.32300 0.326(4) 0.394(2)
10−18 -0.002(1) 0.074(1)
10−24 0.001(1) 0.051(1)
10−36 -0.001(1) 0.0068(3)
TABLE III. The first five eigenvalues of ρ˜(r, r′) at β = 5000
a.u.. The exact spectrum (shown in the first column) is also
obtained by solving the Schrodinger Equation in the one-
dimensional model for comparison. The number in the paren-
thesis is the uncertainty on the last digit. In the 1D model,
the eigenvalues other than the first two are prohibitively small
and an exact determination of them is beyond the accuracy
of the PIMD simulation, so that any statistical uncertainty
could lead to an unphysical negative value.
In the representation of the eigenstates of the reduced
density matrix, the distribution of the end-to-end dis-
tance can be calculated as in the following (see IX D for
a proof),
n˜(x) =
∑
n=1
ρn
∫
drdr′ψ∗n(r
′)ψn(r + x) =
∑
n=1
ρn〈Tˆx〉n
(19)
where ρn is the nth eigenvalue of the reduced density ma-
trix, ψn is the corresponding eigenstate, Tˆx is the transla-
tion operator for a displacement x, and 〈Tˆx〉n is its expec-
tation value in the nth eigenstate. Viewed as a function
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FIG. 5. Top: 〈Tˆx〉n for the first two eigenstates of ρ˜ in the one-
dimensional system. Bottom: 〈Tˆx〉n for the first four eigen-
states of ρ˜ in the many-body case.
of x, each 〈Tˆx〉n has its own distinct features shown in
Fig. 5, such as secondary peaks and valleys. However,
as they are superimposed as a weighted sum to produce
n˜(x), features associated with each n tend to cancel each
other. If, however, the ground state dominates the den-
sity matrix, for example, in the case of ground state tun-
neling, then features of 〈Tˆx〉1 survive into n˜(x), and the
secondary feature in n(p) will be present, as in the case
of the one-dimensional model.
In the one-dimensional model, the reduced density ma-
trix is dominated by the first two eigenstates with the
ground state having a definitively larger weight. Thus,
despite the partial cancellation of 〈Tˆx〉1 by 〈Tˆx〉2, a sec-
ondary shoulder is still present in n˜(x). As the tempera-
ture is lowered even more, the secondary feature of n˜(x)
is even more pronounced.
In the many-body case, however, the situation is more
complicated. At inverse temperature β = 5000 a.u., the
Malonaldehyde molecule is in the deep tunneling regime,
meaning that only its first two energy eigenstates con-
tribute significantly to the full density matrix5. The
tunneling splitting energy of this molecule has been de-
termined to be ∆E = 20 ± 1 cm−1 by both diffusion
Quantum Monte Carlo36 and PIMD5. This means that
at β = 5000 a.u., the weight of the ground state in the
full density matrix is 11+exp(−β∆E) = 61%, which is rather
close to the 67% found in the 1D case. Thus, one might
naively expect that a secondary feature should be present
in the momentum distribution. The first eigenstate of the
reduced density matrix in the many-body case, however,
only contributes 45% of the trace, and the first two states
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FIG. 6. Top: The extrapolation to zero temperature for the
leading eigenvalue of the reduced density matrix. Bottom:
The extrapolation to zero temperature for the sub-leading
eigenvalue of the reduced density matrix.
only 82%, leaving a nontrivial weight for the higher-lying
states, indicating significant quantum entanglement. Al-
though each 〈Tˆx〉n of the many-body system is no less fea-
tured than that in the 1D system, the secondary features
of 〈Tˆx〉1 are canceled by the higher eigenstates of ρ˜ to a
much larger extent, and do not persist into n˜(x). In addi-
tion, unlike the case in the one-dimensional model where
lowering the temperature enhances the secondary feature
of the momentum distribution by eventually populating
only the ground state, the directional momentum distri-
bution may never exhibit a secondary feature no matter
how low one pushes the temperature to be, because of the
fundamental limitation posed by the quantum entangle-
ment.
B. Extrapolation to zero temperature
Additional evidence of the quantum entanglement can
be obtained by extrapolating the eigenvalues of the re-
duced density matrix to zero temperature. We computed
the leading and subleading eigenvalues, λ1 and λ2, of the
reduced density matrix ρ(r, r′) for β = 3000, 4000, 5000,
and 6000 a.u. using the procedure above. The result is
given in Fig. 6. As the system is finite, we do not expect
any non-analytic temperature-dependence of λ1 and λ2,
and perform a linear extrapolation to zero temperature.
We obtained λ1(T = 0) = 0.469 and λ2(T = 0) = 0.374,
suggesting significant entanglement even at the zero tem-
perature.
VI. SUMMARY
In this paper we have derived a proper PIMD estima-
tor for the directional momentum distribution of a quan-
tum particle, where the projection is defined with refer-
ence to the internal coordinates of the atomistic system.
This distribution reduces the three-dimensional momen-
tum distribution of a particle to one dimension, serving
as a particularly suitable comparison to one-dimensional
systems. In addition, this reduction allows the sampling
of the directional momentum to depend only on the in-
ternal motion of the system, which is much faster than
the overall rotation of the system. At the deep tunnel-
ing regime of a quantum particle, where the unbiased
sampling is difficult, enhanced sampling techniques, such
as VES, make the sampling possible. In the example
molecule of Malonaldehyde, we find that the secondary
features in n(p) for one-dimensional double-well poten-
tials are not present in the many-body system beyond
statistical uncertainty, due to the presence of quantum
entanglement.
The directional momentum distribution may be stud-
ied in other systems in the future. For example, it has
been suggested43 that in the ice-6 phase of water, the
hydrogen atoms tunnel concertedly around a hexagonal
ring formed by the oxygen atoms. In this example, the
directional momentum seems particularly fitting to study
the correlation in the proton tunneling along directions
defined by the positions of the oxygen atoms.
In addition, the modified momentum distribution is
not limited to longitudinal momentum. For example, one
may consider the distribution of transverse momentum,
pˆA × rˆB−rˆC|rˆB−rˆC | , by similar techniques in other cases of in-
terest.
VII. SUPPLEMENTARY MATERIAL
See supplementary matetrial for the GLE matrices
used to do the PIMD sampling.
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IX. APPENDIX
A. Estimator of the directional momentum distribution
The directional momentum distribution is equal to the
quantum statistical average of the directional momentum
distribution operator,
10
n(p) = Tr (δ(pˆA · rˆB − rˆC|rˆB − rˆC | − p)ρˆ)
=
∫
d3Nrd3Nr′〈r|δ(pˆA · rˆB − rˆC|rˆB − rˆC | − p)|r
′〉〈r′|ρˆ|r〉
=
∫
d3Nrd3Nr′〈r|δ( rˆB − rˆC|rˆB − rˆC | · pˆA − p)
(∫
d3Np′|p′〉〈p′|
)
|r′〉〈r′|ρˆ|r〉
=
∫
d3Nrd3Nr′
∫
d3Np′〈r|δ( rB − rC|rB − rC | · p
′
A − p)|p′〉〈p′|r′〉〈r′|ρˆ|r〉
(20)
where rB and rC are three dimensional vectors which make up parts of the 3N -dimension vector r = rA⊗rB⊗rC⊗ ....
Similarly, p′A is a 3D vector which is the part associated with atom A of the 3N -dimension vector p
′.
=
∫
d3Nrd3Nr′
∫
d3p′Aδ(p
′
A ·
rB − rC
|rB − rC | − p)〈rA|p
′
A〉〈p′A|r′A〉
(∫
d3N−3p′6=A〈r6=A|p′6=A〉〈p′6=A|r′6=A〉
)
· ρ(r′, r)
=
∫
d3Nrd3Nr′δ(r 6=A − r′6=A)
∫
d3p′A
(
1
2pi~
)3
e
i
~p
′
A·(rA−r′A)δ(p′A ·
rB − rC
|rB − rC | − p) · ρ(r
′, r)
(21)
We then use the mathematical identity (see Sec. IX B for a proof)∫
d3peip·aδ(p · b− p) = (2pi)2
∫
dx eipx δ(−a + xb) (22)
to write Eq. 20 as
n(p) =
1
2pi~
∫
dx eipx
∫
d3Nrd3Nr′δ(r 6=A − r′6=A)δ
(
r′A − rA + x ·
rB − rC
|rB − rC |
)
ρ(r′, r) ≡ 1
2pi~
∫
dx eipxn˜(x) (23)
which defines the modified end-to-end displacement x, and its distribution n˜(x).
B. Proof of Eq. 22
∫
d3peip·aδ(p · b− p) =
∫
d3peip·a
1
2pi
∫
dxe−ix(p·b−p)
=
1
2pi
∫
dxeipx
∫
d3peip·ae−ixp·b
= (2pi)2
∫
dxeipxδ(3)(−a + xb)
(24)
C. Proof of Eq. 8
First note that the boundary condition on r(τ) is
rA(β~) = rA(0)− x · rB(0)− rC(0)|rB(0)− rC(0)| (25)
After the substitution
rA(τ) = r˜A(τ)− y(τ) · x · rB(0)− rC(0)|rB(0)− rC(0)| (26)
with y(τ) = τβ~ − 12 , the boundary condition of r˜(τ) is
r˜(β~) = r˜(0) (27)
To prove Eq. 8, one only needs do the following expansion∫ β~
0
r˙2Adτ =
∫ β~
0
(
˙˜rA(τ)− y˙(τ) · x · rB(0)− rC(0)|rB(0)− rC(0)|
)2
dτ
=
∫ β~
0
( ˙˜r2A + y˙
2x2)dτ −
∫ β~
0
˙˜rAdτ · 2x(rB(0)− rC(0))
β~|rB(0)− rC(0)|
Note that
∫ β~
0
˙˜rA = r˜(β~)− r˜(0) = 0, thus∫ β~
0
r˙2Adτ =
∫ β~
0
( ˙˜r2A+ y˙
2x2)dτ =
∫ β~
0
˙˜r2Adτ+
x2
β~
(28)
D. Proof of Eq. 19
The momentum distribution of a system of N particles
in d-dimension is
n(p) = 〈δ(pˆ− p)〉 = 〈 1
(2pi)Nd
∫
dxei(pˆ−p)·x〉
=
1
(2pi)Nd
∫
dxe−ip·x〈eipˆ·x〉
=
1
(2pi)Nd
∫
dxe−ip·x〈Tˆx〉
11
where Tˆx is the translation operator by displacement
x. We thus identify the end-to-end distance distribution
with the quantum-statistical average of the translation
operator:
n˜(x) =
Tr (Tˆxρˆ)
Z
=
∑
n=1
ρn
∫
drdr′ψ∗n(r
′)ψn(r+x) (29)
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