Several Markov modulated Poisson process (MMPP) models are developed to describe winter season rainfall with parsimonious parameter use. We propose a methodology for determining the best form of seasonal model for fine-scale rainfall within a MMPP framework. Of those proposed here, a model with a fixed transition rate is shown to be superior over the other MMPP models considered. The model is expanded to include covariate data for sea-level air pressure, relative humidity, and temperature using reanalysis data over 14 years from the coordinates covering the Bracknell rainfall collection site in England. Results are compared using the likelihood ratio test and the second-order properties of aggregated rainfall.
INTRODUCTION
Beginning with a time series of precipitation arrivals where a 'tipping bucket' rain-gauge has accumulated and then discharged a small fixed volume of water, point process models can be used to describe rainfall at a fine time-scale and retain clustering properties relevant to this scale. The strength of this approach is that the inter-event durations between bucket tip times are observed from the time series along with the order of event arrival, allowing modelling of rainfall at scales as small as 5-minute intervals, in contrast to research where rainfall data are aggregated into hourly or daily volume and examined for first and second moment properties (Stern & The number of states to include in an optimal MMPP model has been the subject of some study. The MMPP has an unobserved underlying Markov process; the state of the system at any time can never be directly measured, but is instead inferred from the proximity of bucket-tips within the data. Ramesh () used a model with two states; one state corresponding to high rainfall intensity and the other to low or no rainfall. Models with four states have also been fitted (Ramesh et al. ) , but using three states is more common (Onof et al. ; Thayakaran & Ramesh ) . Although a BIC analysis can be used to determine the best model, the three state models are chosen based on the improvement recorded in reproducing the statistical properties studied.
The three-state model generally provides a strong foundation to obtain good description of the rainfall pattern, provided the effects of seasonality are avoided (Ramesh et al. ) . Values for the covariates are available from the data supplied by the United States National Oceanic and Atmospheric Administration. These data are reanalysis data, obtained by using a consistent modern analysis system wherein observational data from a historical period is reprocessed. Figure 1 shows the daily variation of the three covariates using box plots drawn separately for the four months. There appears to be little variation in their values across the winter months, except for slightly higher values for temperature in November when compared with other months.
METHODS

The general MMPP model
We assume the process that controls the arrival of points is a stationary irreducible Markov chain, {X(t)}, with k states, labelled 1, 2, . . . , k, and Q is its infinitesimal generator.
The rates of transition from one state to another are determined by the off-diagonal elements of the k × k matrix Q, whose diagonal element for each row equals the negative of the sum of the remaining elements in that row. The mean sojourn time for state i (the average amount of time spent in that state) is À1=q ii ¼ 1= P j≠i q ij , for i ¼ 1, . . . , k. Let π i denote the probability that the process is in state i when it is in equilibrium and take the steady-state probability distribution π equal to (π 1 , π 2 , . . . , π k ). We assume that the underlying Markov chain {X(t)} is initially in equilibrium and let the point process {N(t)} denote the number of bucket-tips. The rate that bucket-tips occur is dependent on the current state. Let ϕ i be the mean rate of bucket-tips when {X(t)} is in state i and assume that {N(t)} is a Poisson process of rate ϕ X(t) . The arrival rate matrix, L, is the k × k diagonal matrix whose (i, i) element
We focus on the case k ¼ 3, where:
and
where q ij is the transition rate from state i to state j.
Suppose that the process is observed in the interval [0, T ], wherein bucket tips occur at times t 1 < t 2 < Á Á Á < t n , so N(T ) ¼ n. To obtain an expression for the likelihood function of the point process {N(t)}, following from Smith (),
we define the following conditional probabilities:
Here ψ ij (t) is the probability that the underlying Markov chain has transitioned to state j at time t, given that it began in state i at time 0, and that in the time period between 0 and t there were no bucket tips. The
Chapman-Kolmogorov forward differential equations for the process are (Ross ):
These lead to:
where Ψ(t) is the matrix function with entries ψ ij (t). See, for example, Ramesh et al. () for a derivation of Equation (3).
Given t 1 , . . . , t n , the likelihood function is obtained from:
• the steady-state probability,
, that the process is in state l at time t ¼ 0; for a three state model (where l ¼ 1, 2, 3), the three elements of the steady state probability vector, π, are here described as:
• the probability of not observing any bucket tips of rainfall before the first bucket tip [Ψ(t 1 )];
• the (conditionally independent) probabilities of not observing any bucket tips of rainfall between those observed [Ψ(t i À t iÀ1 ) for the interval from t iÀ1 to t i , for
• the probability of observing bucket tips of rainfall at the times they occurred, using the rates ϕ j that form the matrix L;
• the probability of not observing any bucket tips of rainfall between the last observation and the end of the recording
As given in Smith (), Ramesh (, ) and Ramesh et al. () , the likelihood is:
where multiplication by the column vector 1 sums the product over all possible states.
Equations (4) and (5) 
The FP and maximal models
The maximal model effectively fits a separate MMPP for each of the four winter months. With six transition rate parameters and three arrival rate parameters for each of the four months, this is the largest of our models with 36 parameters in total.
Rather than fit an MMPP model to each month individually, the FP model fits the MMPP model once for the whole winter data, with no difference between months. Thus, its arrival rate matrix and transition rate matrix are given by Equations (1) and (2), and its likelihood is given in Equations (3) and (5). The only distinction is in the choice of data it is applied to, being whole seasons concatenated into a single time series. For this model, there are nine total parameters for the whole four-month period, with six transition rate parameters and three arrival rate parameters, that do not change from month to month. Although we refer to the parameters as 'fixed', they are not fixed in the sense that the parameter values are fixed for the optimisation, simply that one set of parameter estimates is used for the whole season without variation between months.
The FTR model
In the FTR model, the parameter values for the arrival rate matrix are allowed to vary as normal across months, but the transition rate matrix is held in common for all the months. This method of abridging the model for the winter season takes the structure of the FP model for the transition matrix Q and assumes that ϕ 1 , the arrival rate parameter in state 1 (low to minimal rainfall), is the same in all four months. Thus, its only difference from the FP model is that the arrival rates in states 2 and 3 (ϕ 2 and ϕ 3 ) vary with month. Again, although in this method we refer to the transition rate matrix as 'fixed', it is not fixed in the sense that the parameter values are fixed for the optimisation.
To aid parameter interpretation, arrival rates are specified as the rates in November with additional adjustment parameters in subsequent months, like corner-point parameterization in general linear models. The following defines the notation, where L j is the arrival rate matrix for month j, where j ¼ 1 corresponds to the month November, and j increases correspondingly from the months of December to February:
The parameters ϕ 1 , ϕ 2 and ϕ 3 may be viewed as the 'baseline' arrival rate parameters, while the six β ij parameters are the monthly arrival rate adjustment parameters. The transition matrix Q does not vary from month to month.
In the FTR model, optimisation occurs over a single set of six transition rate parameters for the whole season, along with three baseline arrival rate parameters, and a further six arrival rate adjustment parameters (for states 2 and 3 across December, January and February) making a total of 15 parameters.
The changes in ϕ i affect Ψ (Equation (3)), this becoming a function of the time interval and the month the points occur within, so at time t:
for j t ¼ 1, 2, 3, 4. This represents the use of the arrival rates related to the month at the time of the event. In addition, when we post-multiply Ψ(t, j t i ) by the arrival matrix, again we must use the L matrix corresponding to the relevant month for the recorded events:
for j t ¼ 1, 2, 3, 4.
The FAR model
The FAR approach to abridging the model across the winter months took the reverse approach to the FTR model. It assumes a single arrival rate matrix for the whole season, while the transition rate matrix is allowed to vary gradually between months. In this model, there are separate transition rate adjustment parameters α i,k,j for the months December, January and February, acting on each of the six off-diagonal transition rate parameters.
With 27 parameters in total, this model is larger than the FTR model, but it is still noticeably smaller than the maximal model that has 36 parameters.
Let Q j denote the transition rate matrix for month
. With November as a baseline, Q 1 is equal to Q in Equation (2), and the other transition rate matrices can be written as:
for j ¼ 2, 3, 4. The arrival rate matrix, L, has the same form as in Equation (1). The role of the α ijk parameters is to adjust the rate of transition from state i to state j, when in month k, adjusted from a baseline established during the first month in the series, so as to model the gradual variation in transition rates from month to month.
Adapting for covariate model
Often meteorological covariate information only gives a daily value for each covariate, and for this example data availability dictates that this is the case here. To include covariates in the MMPP model, the approach we adopt is to allow them to influence the rainfall arrival rates in the L matrix. Ramesh et al. () described a model where time varying covariates influenced the transition and arrival matrix, and we make slight modifications to the expression of conditional probabilities previously suggested, as the rate matrix now varies with time. We define the matrix
, where the arrival matrix L in B(u) is set to vary with time, while the transition matrix Q remains constant:
The likelihood function is then written as,
with
]du, and t 0 ¼ 0. The arrival rate matrix is allowed to depend on the meteorological covariates, and for the FTR model we adjust the L matrix (c.f. Equation (6) The function L(u), of the vector of daily meteorological covariate data x and month j, produces the daily arrival rate matrices, as follows:
where the tip times t i fall in month j.
This model is very flexible as there are no restrictions on the transition and arrival rate matrices, except that they must meet the conditions to be the transition rate and arrival rate matrices of an MMPP model.
RESULTS AND DISCUSSION
The models were employed to analyse a data set that gave the times of bucket-tips at a weather station in Turning to hypothesis tests, parameters have been estimated by maximum likelihood so a natural criterion for model comparison is the likelihood ratio test. Table 2 gives values of likelihood ratio test statistics, parameter difference, and p-values for the other models (FP, FTR, and FAR) when compared with the maximal model. Each of these models is a simplified form of the maximal model and the first question of interest is whether there is evidence winters, so asymptotic theory should hold well.
Results of the tests are displayed in Table 2 . The null hypothesis is that the additional parameters in the maximal model do not make it a better model than the simpler model. and 60-minute intervals. For each model, we repeated the simulation 100 times and formed simulation bands using the minimum and maximum values in the 100 simulations.
The following statistics of the rainfall intensity are examined:
1. the mean volume of rainfall in an interval;
2. the mean duration of 'dry' periods (a 'dry' period is defined as at least two consecutive intervals without rain); 
MMPP models with covariates
Extreme events
We examined the extreme 30 minute, 60 minute, and daily rainfall volumes from simulations drawn from the From the reanalysis data set, we employed covariate values that changed on a daily basis. The covariate information was incorporated into our overall model by the simple expedient of partitioning the time-series into days and computing the contribution to the likelihood from each day separately. This is a flexible approach that can be applied in a number of different ways.
In the covariate case, we have shown statistically significant evidence for extending the covariate model from FP to FTR, but the strength of the evidence for additional parameters was of a lower level of significance than in the model without covariates. To account for this difference we consider sources of input into the arrival rates for each model. Conceptually, the difference between FTR and FP is in allowing the arrival rate matrix, in the FTR model, to contain variation between months. Given that the meteorological covariate data that accompany both the FP and FTR covariate models contain information that acts as a predictor for rainfall arrival, and the meteorological data vary naturally across season, the covariate data themselves contain much of the variation needed to effectively model rainfall arrival in each month distinctly. Equipped with knowledge of relative humidity, sea-level air-pressure, and potential temperature, while the model does still gain some benefit from knowledge of calendar month, this benefit will be less pronounced than in the model without covariates.
