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Abstract
Musicians produce individualized, expressive per-
formances by manipulating parameters such as
dynamics, tempo and articulation. This manip-
ulation of expressive parameters is informed by
elements of score information such as pitch, me-
ter, and tempo and dynamics markings (among
others). In this paper we present an interactive in-
terface that gives users the opportunity to explore
the relationship between structural elements of a
score and expressive parameters. This interface
draws on the basis function models, a data-driven
framework for expressive performance. In this
framework, expressive parameters are modeled
as a function of score features, i.e., numerical
encodings of specific aspects of a musical score,
using neural networks. With the proposed inter-
face, users are able to weight the contribution of
individual score features and understand how an
expressive performance is constructed.
1. Introduction
The way a piece of music is performed expressively consti-
tutes a very important aspect of our enjoyment of the music.
In Western art music, performers convey expression in their
performances through variations in expressive dimensions
such as tempo, dynamics and articulation, among others.
While most computational models of expressive perfor-
mance allow for modeling only a single performance strat-
egy, musicians can interpret a piece of music with a wide
variety of stylistic and expressive inflections (Kirke & Mi-
randa, 2013; Cancino-Chaco´n et al., 2018). Some compu-
tational models allow users to control global characteris-
tics of the performance (like tempo and dynamics) in real
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time (Dixon et al., 2005; Chew et al., 2006; Baba et al.,
2010). In this work we present a prototype of a system that
allows users to generate individualized piano performances
by weighting the contribution of individual aspects of the
musical score to the overall performance.
The rest of this paper is structured as follows: Section 2
provides a brief overview of the basis function models. Sec-
tion 3 describes the proposed extension to the basis function
models to allow the user to weight the contribution of indi-
vidual aspects of the score to shape expressive performances.
Finally, the paper is concluded in Section 4.
2. Basis Function Models
The basis function models are a data-driven framework
for modeling musical expressive performance of notated
music (Grachten & Widmer, 2012; Cancino-Chaco´n &
Grachten, 2016). In this framework, numerical representa-
tions of expressive dimensions such as tempo and dynamics
(which we refer to as expressive parameters) are modeled
as function of score basis functions: numerical encodings of
structural aspects of a musical score. These aspects include
low-level notated features such as pitch and metrical infor-
mation, as well as music theoretic features and cognitively
motivated features. More formally, an expressive parameter
can be written as yi = f(ϕi), where ϕi is a vector of basis
functions evaluated on score element xi (e.g., a note or a
position in the score, which we refer to as score onset) and
f(·) is (non-linear) function (the output of a neural network,
as described below). For a thorough description of the basis
function models, see (Cancino-Chaco´n, 2018).
2.1. Representing Performance Information
In order to capture the sequential nature of music, we divide
the performance information into onset-wise and note-wise
parameters. Onset-wise parameters capture aspects of the
performance with respect to the corresponding temporal
(score) position, while note-wise features capture aspects of
the performance of each note:
2.1.1. ONSET-WISE PARAMETERS
1. MIDI velocity trend (vt). Maximal MIDI velocity at
each score onset
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2. Log Beat Period Ratio (lbpr). Logarithm of the beat
period, i.e., the time interval between consecutive beat
grids, divided by the average beat period of the piece.
2.1.2. NOTE-WISE PARAMETERS
1. MIDI velocity deviations (vd). The deviation of the
MIDI velocity for each note from the trend.
2. Timing (tim). Onset deviations of the individual notes
from the grid established by the local beat period.
3. Articulation (art). Logarithm of the ratio of the actual
duration of a performed note to its reference (notated)
duration according to the local beat period.
These parameters are then standardized per piece to be zero-
mean and unit variance.
2.2. Modeling Expressive Performance
We use bi-directional LSTMs to model onset-wise as well
as note-wise parameters, given their sequential nature. The
input of the networks for predicting onset-wise parameters
are the basis functions evaluated for each score onset, while
the input of the networks for note-wise parameters are the
basis functions evaluated for every note.
The models are trained in a supervised fashion to minimize
the reconstruction error on the Magaloff/Chopin (Flossmann
et al., 2010) and Zeilinger/Beethoven (Cancino-Chaco´n
et al., 2017) datasets. These datasets consists of record-
ings of piano music performed on computer controlled
Bo¨sendorfer grand pianos, which have been aligned to their
scores.
3. User-controlled Basis Function Models
In order to allow the users to explore and adjust the contri-
bution of individual score features, we need first to compute
the contribution of a feature to the output of the model. A
way to do so is to define a locally-linear approximation of
the output of the neural networks modeling each expressive
parameter as follows
y˜i = c+
(
∂
∂ϕ
f(ϕ∗)
)T
(ϕi −ϕ∗), (1)
where y˜ is the approximated value of the expressive param-
eter for score element xi, c is a user defined constant value
(e.g. the average lbpr or MIDI velocity of the piece), ϕi is
the vector of basis functions evaluated for score element xi
and ∂∂ϕf(ϕ∗) is the gradient of f with respect to ϕ eval-
uated in ϕ∗. We can naturally extend this locally-linear
approximation to onset-wise models, by constructing a tem-
poral Jacobian matrix, in which its ij-th element can be
Figure 1. The user interface where the waveform of the predicted
performance is displayed. Sliders are provided for the user to
shape the performance. Curves indicating expressive parameters
are updated as the user change the sliders.
interpreted as the “contribution” of the j-th basis function
(e.g., the pitch, the inter-onset-interval, etc) to the perfor-
mance of the i-th score onset.
3.1. Interactive Interface
The interface allows users to explore the contribution of
individual score descriptors (e.g., the velocity on downbeats,
the timing surrounding a beat phase) by adjusting the scal-
ing of each column of the temporal Jacobian matrix. Curves
indicating velocity and beat period will be updated to visu-
alize the changes. The onset-wise and note-wise parameters
will be calculated with the locally-linear approximation, and
a new performance will be rendered and displayed for listen-
ing. The users will also be able to indicate their preference
on overall tempo and articulation of the piece by adjust-
ing the mean and standard deviation. In this way, they can
shape the way a performance is rendered, while exploring
the contribution of different musical dimensions (Figure 1).
4. Conclusions
In this paper we have presented a prototype of an interface
that allows users to explore the contribution of individual
score descriptors to the expressiveness of the performance.
Such an interface could have potential pedagogical applica-
tions: users can interactively explore the complex patterns
through which score features contribute to the overall ex-
pressiveness, while at the same time allowing for creating
personalized interpretation, as the performer gives more
importance to certain parameters.
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