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Abstract 
This paper conceptualizes the developmental paths of information system (IS) capabilities as a 
network of interrelated constructs, driven by the skills and knowledge of a firm’s IT human resources.  
Because competitive IS capabilities need to be dynamic and market responsive, changing in tune with 
technological advances and market needs, organizational support, in particular top management 
commitment toward IT use and e-business development, is paramount. We posit that in a fast-
changing IT environment, dynamic organizational IS capabilities are sources of competitive 
advantage, offering inimitable differentiation in service responsiveness, which is a key to securing 
sales in an increasingly customer-centric market. We develop these conceptualizations into a 
structural equation model and tested 12 hypothesized relationships using data drawn from a survey of 
310 fast-growth small-to-medium sized companies in Australia. The test results uphold 8 of the 12 
formulated hypotheses, lending support to our conceptualization. 
Keywords: IS Capability, IT Expertise, Market Responsiveness, Sales Performance. 
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1 INTRODUCTION 
It has been widely acknowledged that investments in information technology (IT) infrastructure and 
resources, if appropriately targeted, could engender valuable business outcomes (Barua & 
Mukhopadhyay 2000).  Part of the argument is that IT investment is a precursor to developing agile 
and flexible IT-based business or operation processes, which have been found to have a positive effect 
on firm performance, be it measured in terms of Tobin’s q (Bharadwaj et al. 1999), equity market 
capitalization (Brynjolfsson & Hitt 2000), stock price changes (Dehning et al. 2003), or return on 
assets and return on sales (Dehning et al. 2007). 
The power of information technology (IT) in operations management lies in its ability to provide 
visibility, traceability, and real-time information (Sanders 2008). The prowess of this contribution 
hinges primarily on two information system (IS) development outcomes: how well different databases 
are integrated to enable cross-functional and multi-layer querying (back-end integration); and how 
well the cross-functional and multi-layer linkages are transformed into a user-friendly, easy-to-use, 
operations system (front-end functionality) (Zhu 2004). Through usage, a well-developed back-end 
with extensive database integration capabilities manifested through superior front-end functionalities 
or a set of well-contrived, customer-centric front-end functionalities backed by a technically sound 
back-end will improve transactional efficiencies, lower operation costs, and create business value 
(Zhu & Kraemer 2005). 
The developmental paths of these two IS outcomes – back-end integration and front-end 
functionalities – typically invokes a socially complex process of IT exploration and exploitation 
within organizations (Sanders 2008). This process requires not only acquiring specific IS skills and 
knowledge but also enmeshing these skills through a process of application and experiential learning.  
The routinization of these application and learning processes in organizations forms the basis of IS 
capability development. Time compression diseconomies  accentuate the immobility of these socially 
complex processes, making it hard for such team-based IS capabilities to be transferred to, or acquired 
by, competitors (Dierickx et al. 1989).     
This paper conceptualises IS capabilities as a network of interrelated constructs, driven by the skills 
and knowledge of a firm’s IT personnel, which we referred to as IT expertise. We further argue that 
competitive IS capabilities are dynamic and market responsive, changing in tune with technological 
advances and market needs.  The dynamism of IS capabilities, as such, depends heavily on the level 
of organizational support, in particular top management commitment (TMC) toward IT use and e-
business development.  In a fast-changing IT environment, dynamic organizational IS capabilities are 
sources of competitive advantage, offering inimitable differentiation in service responsiveness, which 
is a key to securing sales in an increasingly customer-centric market. We examine these linkages 
empirically based on data drawn from a survey of 310 fast-growth small-to-medium sized enterprises 
in Australia. 
The next section will present the conceptual framework that underlies our rationalization of the effects 
of IS capabilities on a firm’s responsive ability and performance together with the range of hypotheses 
that flow from those rationalizations. The hypothesized relationships were combined to form a 
structural equation model. We then describe the data collection process and the results of the 
structural equation modelling exercise conducted to test the hypotheses. The last section discusses the 
findings and their contributions to the knowledge base in IS capability development. We also identify 
some of the major limitations of our study and offer directions for further research in the area.  
2 CONCEPTUAL FRAMEWORK AND HYPOTHESES 
In one of the seminal papers on competitive advantages, Day and Wensley (1988) contend that “the 
creation and sustenance of a competitive advantage are the outcomes of a long-run feedback or 
cyclical process” (p. 2) underpinned by a simple, sequential source-position-performance framework.  
Day and Wensley (1988) explain that superior skills are sources of advantages.  In this context, IT 
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capabilities, which Bharadwaj (2000) defines as the ability to effectively combine and apply IT 
resources, including IT infrastructure and human IT skills, to organizational processes, is a source of 
advantage.  A firm’s ability to discriminately invest and build its IT capabilities that enable it to 
operate differently from its competitors constitutes a unique set of valuable skills that would be hard 
for others to imitate. These skills will allow the firm to develop an IS that could integrate its firm-
wide activities in a coordinated manner, enabling its personnel to not only operate more efficiently but 
also respond to customer needs and requests in ways different from its competitors. From the 
perspective of Swanson’s (1994) IS innovation typology, such skills would encompass all three types 
of innovations: building task-oriented relational databases (Type I); applying IS to support a diverse 
range of administrative tasks (Type II); and integrating IS with core business functions throughout the 
value chain (Type III). From a customer service operation point of view, these innovations would 
afford superior customer service responsiveness. On the notion that positional advantages are business 
attributes that either deliver a lower cost position or value-add to a firm’s activities (Day & Wensley 
1988), we argue that an exceptional responsive ability to meet market needs or attend to customer 
request is a positional advantage that differentiates the firm from its competitors.  In the context of 
achieving business outcomes, market responsiveness is crucial to securing sales (Kim et al. 2006), a 
key business performance indicator. This forms the premise of our conceptual model, which is 
depicted in Figure 1. 
 
Figure 1. Conceptual model of IT capabilities, market responsiveness and sales performance 
Citing Mata et al. (1995), Bharadwaj (2000), and Zhu and Kraemer (2005) argue that IS capabilities 
encompass IT infrastructure and IT human resources.  The former provides a platform for e-business 
development, while the latter is a source of knowledge and skills that generate innovative e-business 
applications. Lin and Lin (2008), and Zhu and Kraemer (2005) have also shown that the effects of IT 
infrastructure on IS performance hinge largely on the level of sophistication of the IT infrastructure 
employed. Likewise, Lin and Lee (2005) and Lin and Lin (2008) have demonstrated that IT expertise, 
defined as a the ability to apply technical IT knowledge to enhance business operations and processes, 
is a key determinant of IS implementation and e-business success, which includes complex 
technological innovations (Crook & Kumar 1998)  
These findings suggest that IS capabilities development would involve leveraging available IT skills 
and knowledge (IT expertise) to harness appropriate IT infrastructure to develop a technology-
enabled, task-oriented back-end for information sharing and access (which would lower cost of 
information search) and a user-friendly front-end with multi-faceted functionalities (which would 
bring value to customers). From the perspective of creating positional advantage, we define IS 
capability as the ability to leverage the prowess of appropriate IT infrastructure to develop an efficient 
and effective “work engine” to integrate firm-wide information (back-end integration) to enable cross-
functional and multi-layer querying and to encase the sophisticated “work-engine” into a user-
friendly, easy-to-use, operations system (front-end functionality) to create valuable outcomes (such as 
offering product and service information to customers and facilitating online transactions). This 
definition thus sees IS capability as a causally complex network of multidimensional factors driven by 
IT expertise, and not as a single multi-dimensional construct typically portrayed in IT research (see 
for example (Zhu 2004). It is also consistent with the notion that capabilities are rooted in processes 
and business routines (Day 1994). 
Collectively, this view of IS capabilities leads us to the following three hypotheses concerning the 
direct effects of IT expertise on IT infrastructure in use, back-end integration, and front-end 
functionality: 
Souce of Advantage: 
IT Capabilities 
Positional Advantage: 
Market 
Responsiveness 
Organization 
Performance: 
Sales Performance 
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H1: IT Expertise will contribute positively to the identification, selection, and use of appropriate IT 
infrastructure (IT infrastructure in use). 
H2: IT Expertise will contribute positively to the building of back-end integration. 
H3: IT expertise will contribute positively to the development of front-end functionality. 
 
Additionally, through the mediating role of IT infrastructure in use, IT expertise also exerts an indirect 
effect on back-end integration and front-end functionality, giving the following two hypotheses: 
H4: IT infrastructure in use has a positive impact on back-end integration. 
H5: IT infrastructure in use has a positive impact on front-end functionality. 
 
Because back-end integration provides the “work engine” that drives front-end functionalities, we 
posit a positive linkage between back-end integration and front-end functionality, as follows:  
H6: The higher the level of back-end integration, the greater will be the efficacy of front-end 
functionalities. 
A firm’s market responsiveness could be derived from the use of a customer-responsive, user-friendly 
front-end, which Zhu and Kraemer (2002; 2005) define as having functionalities that enable firms to 
provide real-time product and service information to customers and facilitate customer self-service of 
online account management. Radjou (2003) also reports that US manufacturers relied on their IT 
resources and IS capabilities to increase their supply chain agility, reduce cycle time, achieve greater 
operational efficiency, and deliver products to customers in a timely manner. From a functional 
perspective, both back-end integration and front-end functionalities contribute to creating e-business 
value (Zhu 2004). Accordingly, we postulate that: 
H7: Back-end integration is related positively to market responsiveness. 
H8: Front-end functionality is related positively to market responsiveness. 
 
As some business studies have demonstrated (see for example Kim et al. 2006; Wu et al. 2006), 
market responsiveness is one of the key determinants of organizational performance. In this 
exploratory study, we use sale performance as a measure of firm performance and formulate the 
following hypothesis: 
H9: Market responsiveness is related positively to sales performance. 
Competitive IS capabilities are dynamic. They require constant renewal.  A supportive organizational 
culture is vital in nourishing such capabilities (Teece 2007). Among various organizational factors, 
such as firm size, organizational structure, corporate culture, firm location and industry, that have 
been found to have an effect on IS capabilities, TMC has been singled out by Wade and Hulland 
(2004) as a key potential moderator.  Picking up the treads of Wade and Hulland’s (2004) contention, 
we posit that strong TMC would enhance the effects that IT expertise has on the use of IT 
infrastructure, the integration of back-end functionalities, and the development of front-end 
functionalities, giving us three further hypotheses: 
H10: TMC enhances the link between IT Expertise and Back-end Integration. 
H11: TMC enhances the link between IT Expertise and IT Infrastructure in Use. 
H12: TMC enhances the link between IT Expertise and Front-end Functionality. 
The proposed research model capturing the above 12 hypotheses is depicted in Figure 2. 
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Figure2. Proposed research model 
3 RESEARCH METHOD 
3.1 Sampling and Data Collection 
The data used for testing our proposed model was collected through an online survey of 1,335 
Australian fast-growth companies selected from the Business Review Weekly (BRW) fast-growth 
small-to-medium sized enterprise (SME) file. The BRW fast-growth SMEs are similar to Fortune’s 
FSB 100 annual list of North America’s fastest growing small companies.  SMEs wanting to be listed 
on the BRW fast-growth project must record a revenue growth rate in excess of 10% per annum for 
the last three years, achieve an annual turnover in excess of AUD$500,000 during the previous year, 
have fewer than 250 full-time employees, are not a subsidiary of an Australian or overseas 
corporation, and receive no more than 50% of their revenue from a single client. 
We tested our model using SMEs because IT research on SMEs is still thin on the ground and the 
benefits SMEs derive from IT is far from conclusive (Raymond & Bergeron 2008).  Further 
narrowing our focus to fast-growth SMEs enable us to better examine how an elite group of SMEs 
develop their IS capabilities and leverage that to achieve market responsiveness and sales growth. 
A personalized email highlighting the academic nature of the study was sent to either the founder or 
CEO of all 1,335 fast-growth SMEs. In our emails, we emphasized the importance of having 
respondents with a good understanding and overview of their firm’s e-business activities in our 
survey, urging the founder or CEO to personally complete the online questionnaire. A follow-up 
email was sent three weeks after the initial one, and a second reminder email another two weeks later. 
Respondents were assured of confidentiality. Data collection commenced in April 2009 and was 
completed by June 2009. A total of 310 valid responses were received.  Excluding 195 incorrect email 
addresses and 35 companies which declined to participate, we achieved a 28.1% response rate. 
Using the approach suggested by Armstrong and Overton (1977), we checked the data for non-
response bias by comparing early (i.e., those responded upon our initial email invitation) and late (i.e., 
those responded after the follow-up emails) responses. Independent samples t-tests on each construct 
between early and late responders failed to reveal significant differences (all ps>.05), suggesting that 
nonresponse bias was not a problem. 
3.2 Profile of Responding Companies 
The profile of the responding firms in our study (Table 1) shows that our sample contains companies 
in all major industry sectors. There is also equal distribution of companies in terms of their age (or 
 
 
H10 
H11 
 
H12 
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years of establishment). More significantly, all responses were filled by either the company founder or 
its CEO and that all responding firms had achieved a growth rate in excess of 20% in 2008. 
 
 
% (n = 310) 
Industry  
Information Technology 19.7 
Property & Business Services 18.7 
Personal & Other Services 9.0 
Finance & Insurance 8.4 
Communications 7.4 
Othersa 36.7 
Company Age  
Less than 5 years 50 
More than 5 years 50 
Previous Year Growth Rate 21.9 - 759.5 
CEO/Founder’s Education Level  
Tertiary 55.2 
MBA 15.8 
Year 12 14.5 
PhD or Doctorate 1.6 
Other 12.9 
Note. a Other industry sectors include Construction; Retail Trade; Manufacturing; Health and 
Community Services; Wholesale Trade; Education; Transport and Storage; Accommodation, Café, 
Restaurants; Mining; Cultural and Recreational Services. 
Table 1.  Profile of Responding Firms 
3.3 Test for Common Methods Bias 
As our study used a self-administered quesionnaire and respondents were in a senior managment 
position qualified to assess firm performance, measurement was subject to cognitive biases due to 
participants "seeking to present themselves in a favorable manner” (Thompson & Phua 2005, p. 541).  
Anticipating such a possibility, we incorporated Marlowe and Crowne’s (1961) Social Desirability 
Scale in our online questionnaire to collect information to enable us to assess all study items for social 
desirability response bias in order to address internal validity and psychometric aspects of 
instruments. Marlowe and Crowne’s (1961) Social Desirability Scale has been used widely for 
checking cognitive biases (Ballard 1992).  In this study, we tested common method bias using 
structural equation modeling (SEM) procedures recommended by Podsakoff et al. (2003). Results 
culminated in a poor fitting model entailing associations between social desirability and model 
parameters, with all path coefficients being close to zero and nonsignificant (all ps>.05).  Accordingly, 
social desirability is not an issue in our sample.  
3.4 Constructs 
The measurement items used to develop the model constructs were developed based on a 
comprehensive review of the literature (Table 2). Development of respective measurement models 
incorporate successive stages of theoretical modeling, statistical testing, and refinement, as suggested 
by Straub (1989). 
3.5 Instrument Validation 
Data were analysed with AMOS 17.0, using confirmatory factor analysis (CFA) procedures and 
involving a maximum likelihood (ML) estimation method.  All constructs were tested for reliability, 
validity, and fit. Based on an assessment of CFA fit statistics, measurement models were further 
refined.  Table 3 presents the correlations and descriptive statistics of the model constructs, while 
Table 4 indicates the measurement properties of constructs. Instrument validation proceeded through 
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three steps: calculation of construct reliability, estimation of variance extracted, and evaluation of 
construct validity.  
 
Constructs Indicators 
Our company hires highly specialized or knowledgeable people for e-
business. 
IT people working for our company are well aware of the multi-faceted 
functions of e-business. 
IT Expertise  
adapted from Lin and Lin (2008) 
IT people working for our company are adequately trained in e-business. 
We use extranet to communicate with our business partners. IT Infrastructure in Use 
adapted from Zhu et al. (2004), 
Zhu and Kraemer (2005) 
We use extranet to communicate with our customers. 
There are integrated multiple Web applications encompassing different 
areas in our company. 
Our company shares common databases for various applications, rather 
than having a separate database for each application. 
Back-end Integration 
adapted from Zhu and Kraemer 
(2005), Zhu and Kraemer (2002) 
Our company’s databases are electronically integrated with our business 
partners. 
Our company’s website supports online sales. 
Our company’s website supports online transactions 
Front-end Functionality 
adapted from Zhu and Kraemer 
(2005), Zhu and Kraemer (2002) Our company’s website provides information search. 
Compared with our competitors, our company responds faster and more 
effectively to changing competitor strategies. 
Market Responsiveness 
adapted from Kim et al. (2006) 
Compared with our competitors, our company develops and markets new 
products more quickly and effectively. 
Compared with our competitors, the sales volume of our products has 
increased. 
Impact on Sales Performance 
adapted from Zhu and Kraemer 
(2005) Compared with our competitors, our sales market has widened.  
Our top executives have clearly indicated their commitment to e-business. 
Our top executives emphasize that our company must adapt to the 
Internet-related market trends. 
Our top executives are willing to provide necessary resources for 
implementing e-business practices. 
Our top executives often advise employees to be sensitive to our 
competitors’ e-business initiatives. 
Our top executives often advise employees to keep track of the latest 
developments in Internet technology and Internet-related business 
practices. 
Our top executives constantly remind people that we must transfer more 
of our practices online in order to meet customers’ future needs. 
Top Management Commitment 
to e-business 
adapted from Powell and Dent-
Micallef (1997) 
Our top executives often stress the importance of incorporating e-business 
practices in our company. 
Table 2.  Constructs and Indicators 
3.5.1 Construct Reliability 
Construct reliability, a measure of consistency, assesses the degree to which items are free from 
random error. Indictor and composite reliability are two measures of construct reliability (Fornell & 
Larcker 1981). While indicator reliability represents the proportion of variation that is explained by a 
construct it purports to measure, composite reliability reflects the internal consistency of indicators 
(Werts et al. 1974). In the present study, indicator reliability values range between .30 and .88, and 
composite reliability values exceed the recommended value of .7 (Nunnally & Bernstein 1994).  
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3.5.2 Variance Extracted Estimate 
Variance extracted estimate reflects the overall amount of variance in indicators accounted for by a 
latent construct (Fornell & Larcker 1981). In this study, all estimates exceed the recommended value 
of .5 (Hair et al. 2006).  
 
Variables Mean SD 1 2 3 4 5 6 
1.  IT Expertise 4.95 1.69 1      
2.  IT Infrastructure in Use 5.77 1.65 .23** 1     
3.  Back-end Integration 4.12 1.63 .52** .25** 1    
4.  Front-end Functionality 3.96 1.83 .37** .17** .46** 1   
5.  Market Responsiveness 5.13 1.25 .31** .11 .31** .38** 1  
6.  Sales Performance 5.54 1.35 .30** .14* .21** .26** .48** 1 
Note.*p<.05.**p<.01 
Table 3.  Correlation Matrix, Mean Scores and Standardized Deviations 
 
Constructs 
 
α 
Construct 
Reliability 
Variance 
Extraction 
Range of Standardized 
Loadings 
Range of Indicator 
Reliability 
IT Expertise .86 .87 .70 .76-.94 .58-.88 
IT Infrastructure in Use .82 .78 .64 .79-.90 .61-.81 
Back-end Integration .75 .74 .50 .64-.81 .41-.66 
Front-end Functionality .78 .80 .57 .55-.88 .30-.77 
Market Responsiveness .80 .80 .67 .78-.85 .61-.72 
Sales Performance .82 .90 .82 .89-.93 .79-.86 
Top Management 
Commitmenta 
.92 - - - - 
Note. aModerator is not included in the CFA as the moderating effect is assessed with nested model. 
Only Cronbach’s α for moderator is reported. 
Table 4.  Confirmatory Factor Analysis: Standardized Loadings and Reliability 
3.5.3 Construct Validity 
Construct validity was established by measuring convergent and discriminant validity of measurement 
items (Straub 1989). Convergent validity assesses the consistency across multiple operationalizations. 
Values for t-statistics for all factor loadings are significant (all ps<.001), indicating that measures 
satisfy convergent validity criteria (Gefen et al. 2000). According to Fornell and Larcker (1981), 
average variance extracted for each construct should be greater than the squared correlation between 
constructs when assessing for discriminant validity, the extent to which different constructs diverge 
from one another. In our sample, results suggest that items share more common variance with related 
than non-related constructs, with all constructs meeting this criterion.  
 
Confirmatory and full structural model fit were assessed using multiple indices (Hair et al. 2006), 
including the ratio of χ² to degrees of freedom (χ²/df) (Jöreskog 1978), comparative fit index (CFI), 
Tucker-Lewis Index (TLI), root mean-square error of approximation (RMSEA), and standardized root 
mean-square residual (SRMR). A χ²/df ratio of below 3 indicates sound fit (Carmines & McIver 
1981).  Values of CFI and TLI above .90 are considered good fit (Hair et al. 2006). A RMSEA of .05 
or less indicates a close fit (Browne & Cudeck 1993) and SRMR should be less than .06 (Hu & 
Bentler 1999). All six measurement models tested were found to meet these criteria. 
4 RESULT 
Given the acceptable measurement models, we estimated a full latent variable structural model 
(Anderson & Gerbing 1988) using the same set of goodness of fit criteria to test our structural model 
and respective hypotheses. Table 5 summarizes the results of hypothesis testing, revealing reliable and 
robust fit between our theoretical model and sample covariances: χ²(82)=151.390, χ²/df=1.846, 
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CFI=.968, TLI=.959, SRMR=.052, and RMSEA=.052. These indices suggest a good fit. Table 5 
shows that, except for H3 and H5, all hypothesized relationships are supported. 
 
 
Hypotheses 
Standardized 
Parameter 
Estimate 
 
Conclusion 
H1:  IT Expertise --> IT Infrastructure in Use .24*** Supported 
H2:  IT Expertise --> Back-end Integration .58*** Supported 
H3:  IT Expertise --> Front-end Functionality -.03 Not Supported 
H4:  IT infrastructure in Use --> Back-end Integration .21*** Supported 
H5:  IT infrastructure in Use --> Front-end Functionality -.03 Not Supported 
H6:  Back-end Integration --> Front-end Functionality .56*** Supported 
H7:  Back-end Integration --> Market Responsiveness .28** Supported 
H8:  Front-end Functionality --> Market Responsiveness .30*** Supported 
H9:  Market Responsiveness --> Sales Performance .58*** Supported 
Structural model goodness-of-fit indexes:   
χ²(82)=151.39, χ²/df=1.846; CFI=.968, TLI=.959; SRMR=.052, RMSEA=.052 (.039,.065) 
Note. *p<.05. **p<.01. ***p<.001 
Table 5.  Hypotheses and Test Results 
The moderating effects of TMC on relationships between IT Expertise and Back-end Integration, 
Technology in Use, and Front-end Functionality (H10, H11, H12) were tested using multi-group 
analyses.  We divided our data into two sub-samples (i.e., low and high TMC groups), based on the 
median scores of TMC. The difference between the mean TMC score of the two sub-samples was 
tested using t-test to ensure statistical significant, which was confirmed (p < .01).  χ² difference tests 
were subsequently employed to assess statistical significance between the low and high TMC groups 
on three paths: between IT Expertise and Back-end Integration, between IT Expertise and IT 
Infrastructure in Use, and between IT Expertise and Front-end Functionality. The test results reveal 
that higher level of TMC increases the positive link between IT Expertise and Back-end Integration 
(Table 6). 
Top Management Commitment 
Standardized Path Estimates 
 
Low (n=160) High (n=150) 
Moderation path 
difference 
Low vs. High 
 
 
Conclusion 
H10: IT Expertise --> 
Back-end Integration 
.30 .59 .29* Supported 
H11: IT Expertise --> 
IT Infrastructure in Use 
.10 .14 .04 Not Supported 
H12: IT Expertise --> 
Front-end Functionality 
.02 .13 .11 Not Supported 
Note. *p<.05 
Table 6.  Moderation Effects of Top Management Commitment to e-business 
5 DISCUSSION AND CONCLUSION 
This study sets out to define IS capabilities as a network of tightly-linked constructs centered on the 
use of IT expertise to identify and select appropriate IT infrastructure to develop a task-oriented back-
end and a user-friendly multifunctional front-end. We tested the linkages betweeen the constructs that 
form IS capabilities and also their joint-effects on market responsiveness and sales performance using 
data drawn from a survey of 310 fast-growth SMEs in Australia. Our findings support the notion that 
IS capabilities are a network of constructs, though two of the hypothesized links denoting, 
respectively, the direct effects of IT expertise and IT infrastructure on front-end functionality were 
found to be statistically insignificant. Findings suggest that the mediation effects of back-end 
integration on the linkages between IT expertise, IT infrastructure in use, and front-end functionality. 
These findings indicate the important role of hiring highly competent IT people when developing IT 
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systems, which ultimately helps firms to gain competitive advanatage (Bhatt & Grover 2005). 
Furthermore, although IT infastructure is a commodity-like resource, it can be a competitive necessity 
when firms exploit their infrastructure capabilities to develop and integrate systems tailored to 
business strategy (Bharadwaj 2000). The results also reveal that IS capabilities have a positive effect 
on market responsiveness, which propels sales performance. We further tested the moderating effects 
of TMC on the causal links leading from IT expertise to IT infrastructure, back-end integration, and 
front-end functionalities. The result of the moderation test shows that TMC has a statistically 
significant effect on the link between IT expertise and back-end integration, though it has no 
significant influence on the other two links. This finding demonstrates that when compared with IT 
infrastructure in use and front-end functionality which are commodity-like resources, back-end 
integration systems are more valuable because they need complementary resources such as business 
strategies, strong top-management support, and IT expertise intelligence. This finding underscores the 
criticality of back-end integration as a feature that differentiates a firm’s IS capabilities from those of 
competitors. As Zhu and Kraemer (2005) rationalize, back-end integration is ”often tailored to a 
firm’s strategic context and is woven into the organization’s fabric, which is not transparent to 
competitors” (p. 71). Accordingly, we see four major contributions from the results of this study.  
First, we offer a non-conventional approach to capturing the causally complex developmental paths of 
IS capabilities, reflecting their roots in the routinization of IT exploration and exploitation (Sanders 
2008). Our conceptualization of IS capabilities also highlight the imperative role of IT human 
resources in developing heterogeneous and inimitable dynamic IS capabilities that are difficult to be 
acquired by competitors. 
Second, we confirm the contribution of IS capabilities as a source of advantage, enabling firms to 
create positional advantages to gain superior performance. Understanding how organizations develop 
firm-specific IS capabilities to attain sustainable business advantages remains enigmatic in the 
literature. Our study illustrates how and why IS capabilities, manifested by an inimitable back-end 
integration and a personalized front-end functionality, enabled by IT resources (IT expertise and 
infrastructure) and IT process-embeddedness, could become valuable for firms to create market 
responsiveness and sustain advantage. 
Third, with a growing interest in investigating the performance determinants of fast-growth firms 
(Moreno & Casillas 2008), our study provides an alternative lens from a technology usage 
perspective, showing how fast growth SMEs rely on their internal IT resources to develop IS 
capabilities to build distinctive market responsive competences to gain rapid growth.  
Lastly, our study illustrates the critical role of top management in nurturing IS capabilities within 
organizations. The significant moderating effect that TMC has on the causal link from IT expertise to 
back-end integration supports Rai et al.’s (2006) argument that senior management commitment could 
foster the development of distinctive IS capabilities that form part of corporate strategies and drive 
growth.  
6 LIMITATIONS AND FUTURE RESEARCH 
This study has a number of methodological and conceptual limitations that should be acknowledged.  
First, we have used a static cross-sectional research design by collecting data at a single point in time.  
This makes it difficult to address issues of IS capability development over a run of several years.  
Future studies may consider examining “state changes” over longer periods of time to increase our 
understanding of the creation and leveraging of IS capabilities for competitive advantage. 
Second, we have relied on use of single-informant in data collection which is always susceptible to 
reporting bias. The use of multiple methods of measurement to alleviate any potential reporting bias 
ought to be given due consideration in future studies. 
Third, we have only included fast-growth companies in our sample.  This creates some comparative 
and generalization issues when interpreting the findings. For instance, whether IS capabilities are 
features distinctive of fast-growth SMEs that have afforded them a competitive edge in developing 
superior operational attributes, such as flexibility, responsiveness, and agility, remain unanswered.    
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Fourth, this study only examines IS capabilities from IT human resource and IT infrastructure 
perspectives.  It has not included many other organizational factors that do contribute to the building 
of IS capabilities, as pointed out by Wade and Hulland (2004). In addition, the integration of IS 
competence into other operational capabilities to meet changing market realities would form an 
intriguing line of inquiry. As we evolve in our understanding of the causal links between IS 
capabilities and business performance, examining the complementary relationships between IS 
competence and other organizational capabilities can cast further insights into many organizational 
routines that create value and enhance performance.  
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