ABSTRACT An efficient and training-sample-reducing space-time adaptive processing (STAP) algorithm based on sparse representation for ground clutter suppression in airborne radar is proposed in this paper. First of all, the principle and problems of sample matrix inversion-based STAP and sparse representation (SR)-based STAP algorithms are reviewed. Then, the conception of the local space-time spectrum (LSTS) of clutter is considered by exploiting the intrinsic sparsity nature of clutter in local beams and the Doppler domain. To estimate the LSTS using the sparse representation technique in a cost-effective way, a variable space-time mask matrix is designed. Finally, the reduced-dimension clutter plus noise covariance clutter matrix and the corresponding adaptive weight vector are calculated based on the estimated LSTS. Numerical results with both simulated data and Mountain-Top data demonstrate that the new algorithm provides an excellent performance of clutter suppression and moving target detection with only one training range cell and significant computational savings compared with existing SR-based STAP algorithms.
I. INTRODUCTION
Space-time adaptive processing (STAP) is a well-established and widely used signal processing technique for airborne radar to detect slowly moving targets in the presence of strong clutter [1] . However, it is often difficult to apply the optimal STAP processor in real-time applications for the reasons of training sample requirements and computational complexity [2] , [3] . First, to estimate the clutter covariance matrix (CCM), conventional statistical STAP algorithms usually require a large number of independent and identically distributed (IID) training samples, which is generally infeasible in practice because of the non-stationary and heterogeneous environments. Second, the construction of fully matched filter is needed to calculate the inversion of clutter plus the noise covariance matrix (CNCM), whose computational cost and memory usage grow rapidly with an increase in the problem's dimensionality.
The problems mentioned above have attracted a significant amount of research, and many improved algorithms have been proposed. Among these algorithms, reduceddimension (RD) and reduced-rank (RR) STAP algorithms can significantly reduce the computational load and IID training sample requirements with suboptimal performance [4] - [6] . Unfortunately, the needed IID training samples of RD or RR STAP algorithms are still difficult to obtain in serious, nonstationary scenarios. Direct data domain (D3) STAP methods only use data of testing range cells and thus bypass the problem of the training sample support [7] . However, D3 methods will reduce the system degrees of freedom (DOF) because they only utilize partial statistical information, which results in degraded performance. Moreover, the computational cost of D3 methods is still expensive. Knowledgeaided (KA) STAP techniques, which employ both the prior knowledge and data observations to capture instantaneous characteristics of testing range cells, have been extensively developed in recent years [8] - [10] . However, the accuracy of the prior knowledge, which influences the performance of these techniques directly, is still difficult to guarantee. Furthermore, how to effectively make use of prior knowledge is still a problem that requires further research. Inspired by the great theoretical advances of sparse representation (SR) and compressed sensing (CS) techniques, SR (or CS) based STAP algorithms are proposed in this paper [11] - [16] . Based on the intrinsic sparsity of clutter in the angle-Doppler plane, these algorithms could obtain a high-resolution space-time spectrum (STS) of clutter and accurate CCM estimation with a very small number of training samples, even one single training sample, by the implementation of sparse representation theory. However, although some fast approaches have been proposed such as the angle domain sparse representation method in [13] and the complex-valued homotopy technique in [15] , existing SR based STAP approaches always require high computational complexity, which is caused by the procedure of STS estimation and matrix inversion.
For SR based STAP algorithms, designing a suitable spacetime dictionary and estimating clutter sparsity are two critical steps to obtain an accurate estimation of clutter STS, and thus have great impacts on the ultimate performance of clutter suppression and target detection. From the discussion in [12] and [14] , we found that the essence of SR based STAP algorithms was to exploit the low-rank nature of clutter in the angle-Doppler domain. In [12] , the fact that clutter sparsity is equivalent to the full DOF of clutter is proved, and a necessary condition for devising the space-time dictionary is also introduced. For the commonly used RD STAP approaches, full clutter is transformed into the local space, in which the DOF of clutter is usually much smaller than the full DOF. In particular, Zhang gives estimation methods of the local degree of freedom (LDOF) of clutter for four commonly used RD-STAP algorithms in [17] .
To reduce the computational burden and the training samples requirement simultaneously, we present a novel STAP algorithm by coupling beamspace post-Doppler RD STAP with an SR based STAP algorithm (referred to as RDSR STAP) in this paper. First, the principle of SMI STAP and a typical SR based STAP algorithm is briefly reviewed, and the drawbacks of each algorithm are also analyzed. Then, the conception of the local space-time spectrum (LSTS) of clutter is introduced, and the mathematical relationship between RD-CNCM and LSTS is formulated. To estimate the LSTS of clutter using SR technique accurately and efficiently, we designed a very small space-time dictionary by multiplying the commonly used dictionary of existing SR based STAP algorithms with a variable mask matrix. Lastly, the composite weight vector of the dimension-reduced adaptive processor is calculated based on the estimated RD-CNCM. The proposed method could achieve great performance of clutter suppression and target detection with only one training sample and significant computational savings compared with conventional RD-SMI STAP and SR based STAP algorithms.
Both simulation and experimental results on measured data will verify the advantage of the new STAP algorithm.
II. SIGNAL MODEL AND SR BASED STAP
Consider a side-looking pulsed Doppler airborne radar system with a uniformly spaced linear array (ULA) of N elements. Let d equal the inter-element space of the ULA. The platform is at an altitude H with a constant moving velocity v a . The radar transmits a coherent burst of K pulses at a constant pulse repetition frequency (PRF) f r .
Ignoring the influence of range ambiguous clutter, the radar received data for all elements and all pulses at the lth range cell can be organized into an NK×1 space-time vector x l , which can be written as
where n l is the additive noise vector, N c is the number of clutter patches, α i denotes the amplitude of the ith clutter patch, φ(f di , f si ) is the space-time steering vector, which can be presented as
where ⊗ denotes Kronecker product, and
are the temporal steering vector and the spatial steering vector, respectively. In equation (3) , f di = (2v a /λf r ) cos(ϕ) and f si = (d/λ) cos(ϕ) denote the normalized Doppler frequency and spatial frequency of the ith clutter patch, respectively. λ is the wavelength of the radar, and cos(ϕ) is the directional cosine.
Assuming the clutter patches are mutually independent and independent with noise, following directly from equation (1), the CNCM can be expressed as
where σ 2 is noise power and I NK denotes the NK × NK identity matrix. Conventionally, R l is estimated based on the sample matrix inversion (SMI) approach with L target-free range cells [3] , which can be presented as
where x c is the cth training range cell. The weight factor of SMI STAP is then expressed as
where
is the target space-time steering vector.
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Reed, Mallett, and Brennan (RMB) have quantified the expected performance of SMI STAP as a function of the number of IID training samples and indicated that it requires L ≥ 2NK IID training samples to obtain a normalized Signal to Clutter plus Noise Ratio (SCNR) loss of less than 3 dB. However, this sample support issue is become very difficult in the non-stationary and heterogeneous environments. Moreover, the weight vector of SMI STAP is the solution to a linear system of equations whose dimension is NK, and computing the weight vector requires on the order of (NK) 3 operations [1] , which grow rapidly with the increase of the problem dimensionality.
Recently, the proposed SR based STAP algorithms provide an effective approach to reduce the number of IID training samples required. For these algorithms, the angle-Doppler plane is first discretized into N s × N d grids, where
NK . Then, corresponding to equation (1), the received signal is expressed as
where γ (m, n) and φ(f dm , f sn ) are the clutter amplitude and space-time steering vector of mth Doppler bin and nth spatial frequency bin, respectively. Writing equation (7) as the matrix form, we can obtain
is the space-time dictionary and
is the STS of clutter. Because equation (8) is heavily ill-posed, e.g., the row dimension of matrix is much less than the column dimension, SR based STAP algorithms apply sparse representation technique to solve it by exploiting the sparsity of ϒ. The procedure can be expressed as
After obtaining the estimation of ϒ, the CNCM and weight vector are calculated by
Based on the advantage of SR technique, SR based STAP algorithms can obtain high-resolution STS estimation of clutter by solving equation (11), and thus enjoy an accurate CCM estimation performance with only a few training samples. However, although some rapid methods have been proposed to solve equation (11) efficiently, the computational complexity is still beyond the capabilities of current digital processor technology. In addition, we can learn from (13) that the operation of calculating the inversion of CNCM is not avoided. Hence, the computational burden restricts the practical application of SR based STAP algorithms.
III. COUPLING BEAM-SPACE POST-DOPPLER STAP WITH SR BASED ALGORITHM A. BEAM-SPACE POST-DOPPLER STAP
In general, RD STAP approaches apply data-independent transformations to pre-filter the radar received signal and then solve an adaptive filtering operation with the dimensionreduced data. For beamspace post-Doppler STAP algorithms [18] , assuming the transformation matrix is T r , the dimension-reduced radar received signal can be expressed as
where φ r (f di , f si ) and n l,r are the dimension-reduced spacetime steering vector of ith clutter patch and noise vector, and the function of T r transforms the signal into the beam and Doppler domain. Generally, T r can be expressed as 
is the dimension-reduced target steering vector, R l,r = T H r R l T r is the dimensionreduced CNCM, which can be estimated by
In this case, obtaining the weight vector only requires operations that are proportional to (K d N b ) 3 [1] , which is more acceptable than fully adaptive STAP. However, to approach clutter suppression performance within 3 dB loss relative to the ideal situation (i.e. R l,r is given), the IID training samples requirement is still large (at least 2K d N b ) .
B. LOCAL SPACE-TIME SPECTRUM OF CLUTTER (LSTS)
In this section, we introduce the conception of LSTS to exploit the low rank nature of clutter in the local beam and Doppler domain. First, we return to equation (1) and write it in matrix form
is a NK × N c matrix of the clutter space-time steering vectors and
contains the clutter amplitude distribution. Thus, the CNCM can be expressed as
is the power distribution of clutter. Letting β = 2V /df r be the slope of the clutter ridge, the rank of is approximately given by [1] 
where the bracket • indicates rounding to the nearest integer, and when β is an integer, equation (23) can be replaced by an equality. Equation (23) indicates that the clutter can be represented by only Q space time steering vectors that could span the clutter subspace. Therefore, Q is also referred to as the DOF of clutter.
Similarly, the matrix form of dimension-reduced signal vector and CNCM are given as
and
The rank of r (i.e., the LDOF of clutter) is [17] 
Then, a NK × Q matrix V that can be constructed as
where v q denotes the qth column of V , which can be represented as
Note that V T is a Vandermonde matrix, and the rank of V is thus equal to Q because Q is much smaller than NK .
Moreover, since each column of V is chosen from , every space-time steering vector of can be represented by the columns of V . Therefore, the clutter subspace is equivalent to the subspace generated by V , which implies
The dimension-reduced signal vector and CNCM are then given as
It should be noted that the rank of V r equals to Q r and V r is not the unique representation of the local clutter subspace, which depends on the correlations among the columns of r .
Given matrix V r , the least squares estimation (LSE) of satisfies [19] min ||x l,r − V r || 2 (32)
The pseudo-inverse provides the solution to (32), taking the form
In reality, because of the presence of system errors, such as intrinsic clutter motion, crab angle, and channel mismatching, etc., using equation (33) alone cannot achieve accurate estimation of clutter subspace. However, the analysis above indicates that we can apply the SR technique into beamspace post-Doppler STAP to reduce the training data requirement and maintain the computational advantage of RD STAP.
Similar to the typical SR based STAP algorithm, the dimension-reduced signal can be expressed as
is the dimension-reduced space-time dictionary and ϒ r ∈ C N s N d ×1 is the amplitude distribution of clutter in the local beam and Doppler space, which we define as local spacetime spectrum of clutter (LSTS). The theory of clutter local subspace proves that ϒ r is also sparse, and its sparsity is equivalent to the LDOF of clutter in the ideal case, that is to say that only a small portion of elements in ϒ r are remarkable. Therefore, ϒ r can be estimated by solving a L1 minimization problem,
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C. MASK MATRIX DESIGNING FOR COMPLEXITY SAVING
Comparing equation (36) with equation (8), one may recognize that although the length of the atom in the over-complete space-time dictionary is reduced form NK to N b K d , the problem remains, however, that equation (36) still requires too many computational operations because the number of atoms of the dictionary NsKd are not changed, which is usually very large in practice. Note that the clutter signal always create a clutter ridge region in the angle-Doppler profile [2] , thus the significant values of ϒ r correspond to atoms of r contained in the clutter ridge region. Therefore, we propose a practicable approach to reduce the number of atoms required and keep the estimation accuracy of the remarkable values of ϒ r , the new optimization problem is given by
is a variable space-time mask matrix that multiplies columns of r that are along the clutter ridge region (the number of these columns is M ) by the unity and all other columns by zero, the uth column of satisfies
where u = (m − 1)N s + n and 1 N s N d (u) denotes the N s N d × 1 unit column vector with the uth member equal to 1, |f dm − βf sn | ≤ ς presents the clutter ridge region and ς is a positive restricted parameter that provides a compatibility for system errors.
D. REDUCED-DIMENSION CNCM AND ADAPTIVE WEIGHT VECTOR
Once equation (38) can be solved by sparse representation algorithms, such as the basis pursuit (BP) algorithm [20] , OMP algorithm [21] or FOCUSS algorithm [22] , [23] , etc., the corresponding estimation of RD-CNCM can be obtained as
where u represents the uth column of . The weight vector of the RDSR STAP processor is then given as
IV. NUMERICAL EXAMPLES
In this section, we assess the clutter suppression performance, computational cost and target detection performance of the proposed algorithm utilizing both simulated data and measured data by comparing the RDSR STAP algorithm with dimension-reduced SMI (RD-SMI) STAP algorithm and typical SR STAP algorithm in [11] .
A. SIMULATED DATA RESULTS
The airborne radar considered here has the following parameters: a half-wavelength spaced side-looking ULA with 16 elements and the coherent pulse number is 16, i.e. N = K = 16. The radar wave length is λ = 0.23 m, PRF is f r = 2434.8, the velocity and altitude of the platform are v a = 140 m/s and H = 6000m. The amplitudes of clutter and noise follow the complex Gaussian distributions, and the Clutter-to-Noise Ratio (CNR) is 60 dB. For all simulations, we set the number of discretizing grids equal to 100, i.e. N s = N d = 100, and FOCUSS is chosen as the using SR algorithm. Fig. 1 shows the Eigenspectra of R l,r,SR and R l,r to evaluate the estimation accuracy of RD-CNCM estimated by RDSR STAP algorithm, in which R l,r calculated by the LSE approach is used as a reference. In each subfigure of Fig. 1 , the variable parameter of the mask matrix ς is set to be 0.02, 0.04, 0.08, 0.1 and 0.2. Without loss of generality, four groups of beams and Doppler bins are selected: for Fig. 1(a) , beams and Doppler bins are both selected from 1 to 5; for Fig. 1(b) , beams 1 to 5 and Doppler bins 1 to 3; for Fig. 1(c) , beams 1 to 3 and Doppler bins 1 to 5; and for Fig. 1(d) , beams and Doppler bins are both selected from 1 to 3.
We can observe from Fig. 1 that for different beams and Doppler bins selection approach and different ς, the Eigenspectra of R l,r,SR is similar to that of R l,r , which means that the proposed algorithm can estimate the RD-CNCM with an acceptable accuracy. The difference between the Eigenspectra of R l,r,SR and R l,r is mainly the amplitude of eigenvalues, which is the result of the calculation error that is produced in the procedure of sparse representation and caused by the noise. However, we will demonstrate in later trials that this difference only has a small effect on the clutter suppression and target detection performance.
In the second example, we assess the Improvement Factor (IF) against the target normalized Doppler frequency of the proposed algorithm with different ς , RD-SMI and SR based STAP algorithms. The IF that illustrates the clutter suppression performance is defined as the ratio of output signal-clutter-noise-ratio (SCNR) to the input SCNR. For RD-SMI and the proposed algorithm, the number of beams and Doppler bins are 3 and 5, respectively. For RD-SMI method, to simulate the heterogeneous environment, the number of training samples is set to 6. As depicted in Fig. 2(a) , the proposed algorithm has higher IF than RD-SMI method but lower than that of the SR based STAP algorithm. However, as we will show in the measured data results, when the clutter is heterogeneous in practice, the proposed algorithm has the best performance. From Fig. 2(b) , we observe that different values of ς in a certain range have closely approximated the suppression performance, which also shows that the algorithm we propose can estimate the RD-CNCM accurately with different ς . In the third simulation, the computational complexity of the proposed RDSR STAP algorithm, SR based algorithm and RD-SMI algorithm are given based on the TIC and TOC instruction in MATLAB, for TIC and TOC instruction are often used to calculate the runtime of an algorithm. The runtime of each algorithm plotted versus K is presented in Fig. 3 , where we consider two simplified assumptions of K = 2N and K = N .
We can see that the runtime of the RDSR STAP algorithm is much smaller than that of the SR based algorithm. Moreover, it should be noted that, no matter what sparse representation algorithm we choose, the computational complexity of the new algorithm is much lower than the SR based algorithm since the size of
B. MEASURED DATA RESULTS
In this subsection, the target detection performance evaluation is derived using the real data that is collected by the Mountain Top program, which is widely used in STAP algorithm tests. Here, we utilize the data file t38pre01v1 CPI6, which is publicly available on the internet. In this data file, the sensor consists of 14 antenna elements and 16 coherent pulses, the clutter and target have the same Doppler frequency, and thus the separation is only possible in the spatial domain. Fig. 4(a) shows the output power of the RD-SMI algorithm, SR based STAP algorithm and RDSR STAP algorithm with Fig. 4(b) .
As is shown in Fig. 4(a) , we can see that the target is not visible without adaptive processing, and the SR based STAP fails to play a role in detecting the target because there is much error produced in the sparse representation procedure. Although both the RD-SMI and RDSR STAP algorithms can detect the target, the algorithm we propose obtains better detection performance and makes the output power at the range bin of the target beyond the next highest power peak, approximately 9 dB. This is because there are fewer available training cells in the practical environment. The approach we presented has great sparse representation performance due to the mask matrix and uses only one training sample. Fig. 4(b) shows that as the value of ς increases, the performance of the RDSR STAP algorithm decreases, and when ς = 0.3, the wrong target is detected, which implies that the setting of parameter ς should be taken into account for practical applications.
At last, with different training range cell, the output power results of the proposed RDSR STAP algorithm with ς = 0.1 are presented in Fig. 5 . The displayed range cells are from 125 to 170 in order to clearly assess their performance. It can be seen that the performance of the proposed algorithm will be slightly changed with different training cell. However, it also proves that the proposed RDSR STAP algorithm can work with only one training cell.
V. CONCLUSIONS
In this paper, we have proposed and examined a novel STAP algorithm for target detection in airborne radar systems. The proposed algorithm, which inherits the advantage of both the beam-space post-Doppler STAP algorithm and the SR based STAP algorithm, can estimate the dimension-reduced clutter plus noise covariance matrix accurately and efficiently with only one training sample, and thus exhibits a great performance of clutter suppression and target detection. Simulation results with both simulated and measured data have illustrated that the proposed algorithm outperforms the conventional SMI STAP algorithm and has much lower complexity than the existing SR based algorithms. Therefore, the algorithm presented in this paper has good potential to be an effective target detection approach for practical applications in nonstationary and heterogeneous clutter environments.
