We introduce a multigrid preconditioned conjugate gradient (MGCG) iterative scheme for computing open loop wavefront reconstructors in the adaptive optics (AO) system of large telescopes. We present numerical simulations which indicate that our MGCG method has a rapid convergence rate for a wide range of sub-aperture gradient measurement signal-to-noise ratios. The cost per iteration is order N log N , where N is the number of degrees of freedom. Hence, our scheme provides for fast wavefront simulation and control in large scale AO systems.
Introduction
This work is motivated by the need to solve large linear systems occuring in the simulation and control of the adaptive optics (AO) [1] of large telescopes. As telescope designs move towards larger apertures, the number of degrees of freedom that must be controlled increases and new algorithmic approaches to wavefront reconstruction are sought. Multigrid methods are well known for their extremely fast convergence when applied to problems involving diffusion operators, and they can be implemented efficiently on parallel architectures.
In this paper, we exploit the special characteristics of the matrices involved in the wavefront reconstructor, and propose a multigrid preconditioned conjugate gradient (MGCG) method as a fast iterative approach to reconstructor computation. We demonstrate the effectiveness of this approach with a numerical simulation of a very large (5 × 10 4 degrees of freedom) AO system.
Minimum Variance Reconstructors
In an AO system, an influence matrix G relates the deformable mirror (DM) actuator command vector a to the wavefront slope sensor (WFS) measurement vector s by a linear equation of the form
where η describes the WFS measurement noise. This reads in terms of its cartesian components as
In a Shack-Hartmann sensor (SHS), the slope vector s of the wavefront is measured by a detector array placed behind a microlens array. The position of the spot centroid formed on the detector by each lenslet is directly related to the local average slope over the SHS subaperture [1] . Here we assume second-order statistics of the SHS measurement noise with zero mean and covariance matrix
where · denotes expected value. The dependence of the wavefront slope signal-to-noise ratio (SNR) on the rms fluctuation σ is given by SNR = Ga
where n z is the number of grid points inside the telescope aperture. The optimal DM actuator vector in the least-squares sense is then given by
where the minimal variance reconstructor matrix R minimizes is the actuator autocorrelation matrix. At the minimizer R, the directional derivative of J in an arbitrary direction V is equal to zero,
and hence, R = as
The second equality follows from the fact that a and η are independent random variables. Straightforward cross multiplication, followed by substitution of (1.3), yields an equivalent representation for the reconstructor matrix,
(1.9)
Autocorrelation Matrix Approximation
The pupil plane autocorrelation matrix A can be approximated on a finite grid by a block circulant circulant block (BCCB) matrixÃ. BCCB matrices can be diagonalized by the 2-D discrete Fourier transform F, so we can writeÃ
The diagonal entries of Λ come from the von Karman spatial power spectral density (PSD) of the atmospheric refractive index fluctuations δn, with the universal −11/3 power law:
Here κ is the spatial frequency vector (in rads/meter), L 0 is the turbulence outer-scale which prevents an unphysically infinite amount of energy at the origin, and c = 0.1517 (1/r 0 ) 5/6 is the phase screen strength.
The value of c is such that the phase structure function has the correct 5/3 power law statistics:
where r 0 is the Fried seeing parameter.
The BCCB approximationÃ in (1.10) provides a good approximation to A as long as the computational domain forÃ is sufficiently large compared to the telescope aperture. A good approximation to A −1 , which appears in the reconstructor matrix (1.9), is then
This matrix is also BCCB. Since Λ(κ) is positive, cf., (1.11), C is also symmetric positive definite (SPD).
Influence Matrix Approximation
We assume quadcell configuration, with the wavefront detector located between 4 neighboring mirror actuators, as shown in Fig. 1 . For each of the sensor elements s ij in the aperture, we approximate the corresponding influence matrix components [Ga] i,j using finite differences:
The matrix L = G T G, which appears in the reconstructor (1.9), can be viewed as a discrete approximation to the negative Laplacian operator with homogeneous (no flux) boundary conditions. Unlike standard numerical discretizations of the Laplacian, it has in its null space a vector having a "checkerboard" pattern. This corresponds to the well-known waffle mode in AO wavefront identification and control.
The matrix L is symmetric and positive semidefinite, and it is sparse in the sense that it has at most 5 nonzero entries per row. Were it not for the fact that we embed the aperture in a larger computational domain, L would have block Toeplitz-Toeplitz block (BTTB) matrix structure (this assumes lexicographical column ordering of the unknowns; reordering may alter BTTB structure). However, rows and columns corresponding to actuators a ij outside the aperture have all zero entries. This destroys the BTTB structure, but on the other hand, it makes L more sparse.
A Multigrid Preconditioned Conjugate Gradient Method
To apply the reconstructor matrix (1.9) to a slope measurement s, we must solve a linear system
We observed in Section 1.3 that the matrix L = G T G is symmetric positive semidefinite and sparse. From the end of Section 1.2 we saw that C is SPD and BCCB. The wavefront noise variance σ 2 is positive, so B is also an SPD matrix.
The conjugate gradient (CG) method is an iterative scheme for solving SPD linear systems. It is "matrix free" in the sense that it does not require explicit storage of the coefficient matrix for the system. This is a big advantage in our case, since the matrix B is not sparse due to the presence of C in (2.1). Each iteration of CG requires a matrix-vector product Bv = Lv + σ 2 Cv. Lv is a sparse matrix-vector multiply, having O(N ) cost. Using the Fourier representation (1.13), the cost of Cv is O (N log N ) . Hence the cost of Bv is also O(N log N ). This is far less than the O(N 3 ) cost of applying the reconstructor if direct matrix decomposition methods were used. However, the total cost for CG is O (N log N ) multiplied by the number of iterations required to obtain an acceptable approximate solution to (2.1). If the CG convergence rate is slow, the required number of iterations may be unacceptably high. Unfortunately, B may be very poorly conditioned, and this leads to very slow CG convergence.
Preconditioning [3] refers to techniques to speed up the convergence of iterative methods. In our context, a preconditioner is an SPD approximation M to B for which M −1 B has a more desirable eigenvalue structure (clustering of the eigenvalues and/or low condition number) leading to rapid convergence of CG. Application of the preconditioner requires the computation of matrix vector products of the form v = M −1 f . We propose a multigrid algorithm to implement this preconditioning step.
Multigrid methods [2] are very effective for solving discrete systems obtained from steady-state diffusion equations like Laplace's equation. These methods assume a nested sequence of grids on the computational domain with grid spacings h i ,
The integer denotes the number of grid levels, and h is the grid spacing on the initial, finest grid. To solve Bu = f , multigrid methods require the following components:
(i) A sequence of approximation to B and f on each of the grid levels, denoted by
Here B h = B and f h = f .
(ii) A sequence of "intergrid transfer operators" {I
is an interpolation operator, mapping functions defined on a given grid to functions defined on the next finer grid. Each I hi hi+1 is a restriction operator, mapping functions on a given grid to functions on the next coarser grid.
(iii) A sequence of "smoothing operators" {S hi } i=1 . S h v gives an approximation to B −1 h v whose error has very little high frequency content methods.
These components can be combined to form a multigrid V-cycle. This is a recursive procedure of the following form: 
Each L hi is sparse, and the total cost of these computations is O(N ). In principle, we use an analogous formula, with C in place of L in (2.2), to precompute the C hi 's. Our interpolation and restriction operators preserve periodicity, so that C hi−1 is BCCB whenever C hi is. Hence we have a representation
hi F hi at each grid level. In practice, by cleverly utilizing BCCB structure, the total cost of computing all the generators Λ −1 hi is O(N log N ).
Modified Richardson Smoother
We propose as the smoother a modified Richardson iteration. From the splitting
we obtain the following fixed point iteration: Given initial guess u
We typically apply only k = 1 or k = 2 iterations. The smoother S(u 0 , k) can be shown to be positive semidefinite provided ω ≥ λ max (L), where λ max (L) denotes the largest eigenvalue of L. Rapid damping of high frequency components in the error can be guaranteed by taking ω = λ max (L). Since λ max (L hi ) varies with grid level i, so do the parameters ω = ω hi . These can be precomputed quickly using iterative eigenvalue methods like the Lanczos method.
V-cycle Cost Analysis
Let n R denote the number of modified Richardson iterations used in the implementation of the smoother (2.4); let N i denote the number of grid points at grid level i; and let F F T (n) denote the cost of applying the fast Fourier transform to grid function with n grid points. The computational cost of each V-cycle is then
(2.5)
Combining (2.5)-(2.7), we obtain the upper bound on the cost
From the discussion of CG at the beginning of Section 2 we see that the cost of each preconditioned CG iteration is O(N log N ).
Numerical Simulation Results
We have implemented a large-scale wavefront reconstruction algorithm based on the MGCG method described in Section 2, and we have evaluated its performance for several different sensor SNR levels and for several different grid sizes.
We simulated slope vectors using equation (1.1) , where the phase a is computed from a = F −1 {Λ 1/2 r}, cf., (1.11), and r is a realization from a complex-valued Gaussian distribution with zero mean and covariance I. The WFS measurement noise η is a realization from a Gaussian with zero mean and covariance σ 2 I. The variance σ 2 was computed from the SNR formula (1.4). This same value of σ 2 appears in the minimalvariance recontructor matrix R given by equation (1.9). The annular aperture was imbedded in a square computational domain with 4 grid points. The computational domain was picked to be twice the size of the aperture diameter. The seeing parameter is r 0 = 0.2 meters and the fine mesh size h = r 0 /3.
We performed 1 full V-cycle per CG iteration and 2 smoother iterations (n R = 2 in (2.8)) at each grid level. Computations were performed for two different grid sizes. Numerical performance results for a 256 × 256 computational grid (N = 256 2 total grid points; aperture diameter = 8.5 meters) are shown in Fig. 2 . In this case the number of grid points within the aperture is n z = 12036. This corresponds to the number of actuators for the simulated AO system. Computation were performed for SNR levels equal to 1, 5 and 10. For each SNR level, the relative iterative solution error norm
||â − a k || ||â|| was computed and plotted against MPCG iteration k. From the plots, we see very rapid decrease in relative error at all SNR levels for the early MPCG iterations. At later iterations, the convergence for SNR levels 5 and 10 slows somewhat. For all SNR levels, the solution error is reduced by more than 4 orders of magnitude after 50 iterations. As a comparison, without preconditioning CG reduces the error level only by a factor of 2 after 100 iterations for the same grid and SNR parameters. MG preconditioning is thus extremely effective. Numerical performance results for a simulated system with an aperture diameter of 17 meters and 4 times the number of degrees of freedom (n z is nearly 5 × 10 4 ) are shown in Fig. 3 . These results are quite similar to those for the smaller system shown in Fig. 2 . Again we see more than 4 orders of magnitude decrease in the solution error after 50 iterations. The only significant difference is that the convergence rate for SNR=1 is not quite as rapid. In Fig. 4 , the estimated reconstructed wavefront is displayed together with the MGCG error a k −â after k = 50 CG iterations for a SNR level equal to 10. 
Conclusions
We have computed a wavefront reconstruction algorithm based on the MGCG method and have evaluated its performance for various levels of wavefront sensor SNR. By exploiting the spectral structure of the Laplacian and atmospheric covariance matrices, fast implementation of the minimal variance estimation algorithm is possible using FFTs and sparse matrix multiplies. Complexity appears to be O(N log N ). Optimal handling of boundary conditions and temporal dynamics are currently under investigation.
