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1. INTRODUCTION
Let S = a1; a2; : : : ; as be a nite semigroup, let V be an s + 1-
dimensional vector space over the complex eld C, and let e; ea1; ea2; : : : ;
eas be a basis for V , where  denotes the so-called separating element. For
any a in S, we dene a linear operator La on the space V by rst of all
setting
Lae = ea; Laeai = eaai ; i = 1; : : : ; s;
and then extending the action of La to all vectors of V by linearity. It has
been proved in [3] that the correspondence a→ La is an isomorphism of
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the semigroup S onto the semigroup of all linear operators La  a ∈ S
under left translations. We call this correspondence the (regular) represen-
tation of S by left translations. Considering the similar correspondences for
a+ b and αa, for a; b in S and α in C, we see that we have a semigroup
algebra of such correspondences over C, which we denote by ACS.
Thus, it is now possible to introduce the notions of eigenvalue and spec-
trum for elements of this semigroup algebra. An element of ACS acquires
eigenvalues in a natural way via the complex linear combination of linear
operators of the form La associated with it, and the element’s spectrum
is then the set of these eigenvalues, disregarding multiplicities. Again, any
linear operator L of a nite dimensional complex vector space admits a
Jordan decomposition, L = D+N , as the sum of a diagonal part D and a
nilpotent part N . The nilpotency index of L is then the least non-negative
integer l such that Nl = 0, this integer being, in fact, well dened. So, by
extension, we also have the nilpotency index of an element of the semigroup
algebra ACS.
For elements a and b of a nite semigroup S, we write pa; b for the
number of solutions of the equation ax = b in S.
With this preparation, we are now in a position to formulate and prove
the following theorem which is analogous to the restricted Burnside prob-
lem in the theory of nite semigroups. In fact, the statement of the theorem
and the arguments we used are somewhat close to those in [4].
Theorem. Let n; α1; : : : ; αn; d; l; p; and q be given positive integers and
let 6 be a set of nonisomorphic nite n-generator semigroups. Suppose that, if
S = g1; : : : ; gn is in 6, then the following conditions hold:
(i) the algebraic degree of any number in the spectrum of the element
g = α1g1 + · · · + αngn in ACS is at most d;
(ii) the nilpotency index of g is at most l;
(iii) pgi; b ≤ p; i = 1; : : : ; n for any b in S; and
(iv) the number of minimal left ideals of S is at most q.
Then the set 6 is nite.
2. TWO LEMMAS
Suppose that the set 6 is as in the statement of the theorem. Let S =
a1; : : : ; as be in 6, and suppose that S = g1; : : : ; gn. For a in S, it is
especially easy to compute the matrix Aa of the linear operator La with
respect to the basis of V by which it was dened above: the ijth entry
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Aaij of Aa is given by
Aaij =
 1; if aaj = ai,
0; if aaj 6= ai.
So, for the element g = Pni=1 αigi in the theorem, the matrix G = Ag is a
non-negative matrix with constant column sum r = Pni=1 αi. It follows that
G is a multiple of a column stochastic matrix, with eigenvalue of greatest
modulus r (see [1]).
Now, suppose that
Pt = t − λ1 · · · t − λk = tk + c1tk−1 + · · · + ck
is a factor of the characteristic polynomial of G which is irreducible over
the rational eld Q. From the well-known formulae for the ci and the fact
that λi ≤ r, we see that the ci can be bounded above in terms of r and
the bound d in the theorem on the algebraic degree of numbers in the
spectrum of g:
ci ≤

k
i

ri ≤ d!rd:
Since the coefcients ci are rational integers, the number of distinct fac-
tors of the characteristic polynomial of G which are irreducible over Q is
bounded above in terms of the αi and d, irrespective of the choice of S in 6.
As a simple further deduction, we have our rst lemma.
Lemma 1. Under the provisions and assumptions of the theorem, for S in
6, the cardinality m of the spectrum of g can be bounded above in terms of
n; α1; : : : ; αn; and d, irrespective of the cardinality s of S.
Next, we prove a second lemma in the same spirit.
Lemma 2. Under the provisions and assumptions of the theorem, for S in
6, and J a minimal left ideal of S, the cardinality of J can be bounded above
in terms of n; αi; : : : ; αn; d; l; and p, irrespective of the cardinality s of S.
Proof of Lemma 2. Suppose again that the set 6 is as in the statement
of the theorem. Let S = a1; : : : ; as be in 6, and suppose that, relabeling
the elements of S if necessary, J = a1; : : : ; aj is a minimal left ideal of S.
Then the subspace VJ of V spanned by the vectors ea1; : : : ; eaj is invariant
under the action of the linear operator Lg. Consider the matrix GJ of the
restriction of Lg to VJ computed with respect to the basis ea1; : : : ; eaj.
Arguing as above for G, GJ is also a non-negative matrix with constant
column sum r, and so a multiple of a column stochastic matrix. Of course,
the characteristic polynomial of GJ is a factor of that of G.
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But now the minimality of J as a left ideal of S implies that r is a simple
root of the characteristic polynomial of GJ . For if not, GJ is a decomposable
matrix which, by row and column permutations, can be brought into the
block form
GJ =
 
G1 H
0 G2
!
;
where G1 is, say, an i × i submatrix while G2 is a j − i × j − i subma-
trix with 0 < i < j (see [1]). Indeed, the permutations in question can be
obtained simply by a relabeling of the elements of J. Thus, we may assume
that the elements a1; : : : ; ai; ai+1; : : : ; aj of J are listed so that, with re-
spect to the corresponding basis for VJ , the matrix GJ is in the above block
form. It follows that the subspace e1; : : : ; ei of V is invariant under Lg,
and thus that the subset a1; : : : ; ai of J is a proper left ideal of S. This
contradiction to the minimality of J as a left ideal of S shows that r has to
be a simple root of the characteristic polynomial of GJ .
Now let λ1 = r; λ2; : : : ; λm′  be the spectrum of GJ , so m′ is at most m,
the cardinality of the spectrum of G in Lemma 1. Consider the j × j matrix
TJ given by
TJ =
m′Y
i=2
GJ − λiIj;
where Ij is the j× j identity matrix. It is clear that TJ has a unique non-zero
eigenvalue τJ , namely
τJ =
m′Y
i=2
r − λi;
and that τJ is a simple root of the characteristic polynomial of TJ . Further,
TJ has the same nilpotency index as GJ . In view of the assumed bound on
the latter, this means that TJl has rank 1 and non-zero eigenvalue τJl.
Since the complex matrices with constant column sum 1 form a ring, TJl
has constant column sum τJl. Consequently, the columns of TJl are the
same.
Note that, if M = muv;X = xuv; and Y = yuv are j × j matrices
with M = XY , then
jX
v=1
muv ≤
jX
w=1
xuw
jX
v=1
ywv:
Since the row sums of GJ are at most rp, by assumption, it follows that,
writing TJl = t∗uv,
jX
v=1
t∗uv ≤ pr + rlm
′−1 ≤ pr + rlm; u = 1; : : : ; j:
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In the opposite direction, TJl has some non-zero entries, and so a whole
row of non-zero entries, since its columns are all the same. For such a row,
since the entries are rational integers, we have
jX
v=1
t∗uv ≥ j:
By combining this pair of inequalities, we can see that
J = j ≤ pr + rlm:
Since we have just proved in Lemma 1 that m can be bounded above in
terms of only the αi and d, independently of the choice of S in 6, this last
inequality establishes Lemma 2, recalling that r =Pni=1 αi.
3. PROOF OF THEOREM
Let J1; : : : ; Jq′ , with q′ ≤ q, be the minimal left ideals of the semigroup
S = a1; : : : ; as in 6. Since the intersection of any two minimal left ideals
of S is empty, we may suppose that, by relisting the elements of S if neces-
sary, J1 = a1; : : : ; aj1; J2 = aj1+1; : : : ; aj1+j2; and so on. The advantage
of this is that, with respect to the corresponding basis of V , the matrix G
of Lg comes out in the block form
G =
0BBBBBBBB@
G1 0 · · · 0 H1
0 G2 · · · 0 H2
· · · · · · ·
0 0 · · · Gq′ Hq′
0 0 · · · 0 H
1CCCCCCCCA
;
where, as in the proof of Lemma 2, Gi is the matrix of the restriction of Lg
to the subspace VJi of V , again computed with respect to the corresponding
basis of this subspace.
Clearly, the characteristic polynomial of the matrix H is a factor of that
of G, and eigenvalues of H are also eigenvalues of G. However, r, the
simple root of the characteristic polynomial of G dominating in modulus
the other roots, is not a root of the characteristic polynomial of H. Suppose
it were, and write
S1 =
q′[
i=1
Ji; S2 = S \ S1:
626 strunkov and shum
Then the algebra ACS contains an element
h = X
a∈S2
βaa+ β
such that gh = rh+ x, where
x = X
a∈S1
γaa:
In fact, we show that x = 0.
In the rst place, since r is the dominant eigenvalue in modulus and H
is a non-negative matrix, all the coefcients βa and β are non-negative.
Again, since the αi are positive, gh = rh + x, and the sets S1 and S2 are
disjoint, the coefcients γa are non-negative. Hence, summing coefcients,
nX
i=1
αi
X
a∈S2
βa = r
X
a∈S2
βa +
X
a∈S1
γa:
We conclude from this that the γa are all 0, that is, that x = 0.
Now, consider the subset J of elements a in S2 such that βa is positive. It
is easy to see that J is a left ideal of S. But then J contains a minimal left
ideal, which clearly cannot be one of J1; : : : ; Jq′ , in view of the denition
of S2. This contradiction to our assumption that these are all the minimal
left ideals of S conrms our assertion that r is not an eigenvalue of H.
At this point, we imitate the proof technique used in our proof of
Lemma 2. Thus, let λ1 = r; λ2; : : : ; λm be the spectrum of G, and
introduce the further matrix
T =
mY
i=2
G− λiIs:
As with TJ in our earlier proof, we see that T has a unique non-zero eigen-
value τ given by
τ =
mY
i=2
r − λi:
But λi ≤ r for 2 ≤ i ≤ m, so τ ≤ 2rm; that is, we can bound τ above
independently of S. Moreover, it is also clear that τ is a non-zero rational
integer.
The matrices T and G naturally have much in common: they have the
same nilpotency index and the same block form. Note that, in the course
of proving Lemma 2, we have, in effect shown that each submatrix Gi has
r as a simple eigenvalue. Since
mY
i=2
H − λiIl = 0;
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where I is the identity matrix of the same size as H, T l has the form
T l =
0BBBBBBBB@
G′1 0 · · · 0 H ′1
0 G′2 · · · 0 H ′2
· · · · · · ·
0 0 · · · G′q′ H ′q′
0 0 · · · 0 0
1CCCCCCCCA
:
Again, recalling the proof of Lemma 2, each submatrix G′i has rank 1, and,
indeed, all its columns are the same. Furthermore, T l has rational integer
entries and constant, non-zero column sum τl. Thus, if T l = t ′uv, then
s+1X
u; v=1
t ′uv = s + 1τl:
On the other hand, if j is the maximum of the cardinalities of the mini-
mum left ideals Ji; 1 ≤ i ≤ q′ ≤ q of S, then the number of non-zero rows
of T l is at most jq. Hence, s+1X
u; v=1
t ′uv
 ≤ s+1X
u; v=1
t ′uv ≤ jqpr + rlm ≤ jqpr + rlm:
Combining the previous equations with this inequality and rearranging gives
S = s ≤ jqpr + rlm/τl:
Our two lemmas have shown that both j and m can be bounded in terms
of our parameters, irrespective of our choice of S in 6. The nal inequal-
ity now shows that the cardinality of S itself can be bounded in terms of
these parameters, independently of S, and this completes the proof of the
theorem.
The above theorem establishes the niteness of the set 6 of semigroups
in terms of semigroup algebras. Probably, the following open problem is an
analogy of the restricted Burnside problem for semigroups: Let n; d; l; p; q
be natural numbers and 6 a set of pairwise nonisomorphic nite semigroups
in which every semigroup S is generated by n elements. Assume that the
spectrum of every element of S contains algebraic numbers with algebraic
degrees not greater than d, the orders of all proimages pa; b for all pairs
of elements a; b ∈ S are not greater p, the nilpotency index of every ele-
ment in S is not greater than l; and the number of all minimal left ideals
in the S is not greater than q. Is the set 6 still nite?
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