Population estimation mining from satellite imagery by Dittakan, Kwankamon
Population Estimation Mining From Satellite Imagery
Thesis submitted in accordance with the requirements of
the University of Liverpool for the degree of Doctor in Philosophy
by
Kwankamon Dittakan
September, 2015
Abstract
The collection of census data is an important task with respect to providing support for decision
makers. However, the collection of census data is also resource intensive. This is especially
the case in areas which feature poor communication and transport networks. In this thesis a
number of methods are proposed for collecting census data by applying prediction techniques
to relevant satellite imagery. The test site for the work is a collection of villages lying some
300km to the northwest of Addis Ababa in Ethiopia. The idea is to build a predictor that can
label households according to “family” size. To this end training data has been obtained by col-
lecting “on ground” census data and matching this up with satellite imagery. The fundamental
idea is to segment satellite images so as to obtain satellite sub-images describing individual
households and representing these segmentations using a number of proposed representations:
graph-based, histogram based and texture based. By pairing each represented household with
the collated census data, namely family size, a predictor can be constructed to predict house-
hold sizes according to the nature of each representation. The generated predictor can then be
used to provide a quick and easy mechanism for the approximate collection of census data that
does not require significant resource.
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Chapter 1
Introduction
1.1 Introduction
A census is the procedure of acquiring and collecting information about the nature of the pop-
ulation of a given area, it is seen as an important mechanism whereby information can be
obtained to support decision makers. Census data is widely used with respect to a variety of
central and local government management and planning activities so that informed decisions
can be made and budgets set. With respect to the work reported in this thesis census data
is equated to population size (in many cases census data incorporates a range of additional
data associated with individuals such as occupation, martial status, income bracket and so on).
There are many problems associated with the collection of census data, especially in the case
of national censuses. The first problem is census budget, the collection of census data requires
a considerable resource in terms of money and “manpower”. Another problem is the cost of
processing the data after it has been collected. A third issue is that there is often a lack of good
will on behalf of a population to participate in a census, even if they are legally required to
do so, because people are often suspicious of the motivation behind censuses (especially when
collected by government organisations) [45]. These problems are compounded in areas where
there are poor communication and transport infrastructures; and/or an extensive, but sparsely
populated, hinterland.
The solution argued for in this thesis is the acquisition of census data using remote sensing
technology, namely satellite imagery. This is not an entirely new idea, the suggestion that
satellite imagery could be used for census collection was first postulated in [26], where the
main idea was to use “nightlight” satellite images to produce population census data at the “sub-
district level”. Most of the previously reported work on the usage of satellite imagery for census
collection [103] has adopted a large scale (macro) approach, where satellite image data is
typically used to estimate the population density distribution with respect areas or regions such
as one kilometre “blocks”. The approach proposed in this thesis is directed at the household
level (thus a micro approach). The proposed micro-level based approach is particularly well
suited to rural areas where satellite imagery is less “clustered”. This offers the additional
advantage that in rural area census collection is typically more resource intensive than in the
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case of urban areas (because, as noted above, rural infrastructure tends to be less sophisticated
than that of urban areas).
The main advantage of census collection using satellite imagery is reduced cost, the re-
quired satellite imagery typically is publicly available from websites such as Google Maps,
Google Earth, the US National Aeronautics and Space Administration (NASA) and the US Na-
tional Oceanic and Atmospheric Administration (NOAA). The data collection cost is therefore
comparatively negligible. This in turn means that census collection can take place whenever
data is required and not on some fixed cycle. The second advantage is that it is non-intrusive,
thus overcoming the frequently encountered resistance to the collection of census data. In the
context of the micro level approach, as presented in this thesis, there is an additional advan-
tage that much more detailed census (population) data can be obtained than obtained using the
macro level approaches typically reported in the literature. The general disadvantage of the use
of remote sensing technology for census data collection is that it is not as accurate as in the case
of “on-ground” surveys (there is always a trade of between resource reduction and accuracy);
although, as will be demonstrated later in this thesis, good accuracies can be obtained. Another
potential disadvantage is that it is desirable, for best results, that up to date satellite imagery is
used. Typically Google Earth and the Google static map service update their imagery over a
one to three years cycle depending on the region. In case of the Ethiopia data used for evalu-
ation purpose later in this thesis a three year cycle was noted, probably because of the remote
nature of the region and because rural areas feature less annual change than urban areas.
The fundamental idea presented in this thesis is thus that census (population size) data
can be collected using classification and/or regression techniques applied to relevant satellite
imagery. The research described is thus directed at mechanisms for the end-to-end process of
building a classification or regression model that can predict household “family size” according
to the nature of households captured from satellite imagery. More specifically the idea is to
segment satellite images so as to obtain pixel collections describing individual households
and represent these collections using some appropriate representation to which a classifier or
regression model generator can be applied.
Classification is the process of building a classifier (model) describing data classes (cate-
gories). The classifier is derived using labeled training data. Classification has been success-
fully applied in many areas including medical diagnosis, weather prediction, credit approval,
customer segmentation and fraud detection [5, 47, 202]. Regression analysis is a statistical
process for estimating the relationships among variables which is widely used for prediction
and forecasting. Regression analysis has also been successful applied in various application
domains; examples include: medicine, economics and engineering [15, 73, 95]. The distinc-
tion is that classification is used to predict discrete and/or unordered class labels (categories)
while regression is used to predict some continuous numerical data value. The accuracy of
such predictive models is determined by applying it to pre-labeled test data.
The rest of this introductory chapter is organised as follows. The research objectives and
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associated research issues and challenges are presented in Section 1.2. The research methodol-
ogy used to address the research challenges, including the “criteria for success”, is presented in
Section 1.3. The contributions of the research work, including an itemisation of the published
work to date arising from the research, is presented in Section 1.4. A summary of the publica-
tions [36, 37, 38, 39, 197] that have arisen out of the work presented in this thesis is given in
Section 1.5. Followed by an overview of the rest of this thesis in Section 1.6 and a summary of
this chapter in Section 1.7.
1.2 Thesis Objectives
From the foregoing the research domain at which this thesis is directed is thus concerned with
the investigation, realisation and evaluation of algorithms and processes that can be used to
build classification/regression models for the purpose of collecting population census data.
This research objective is encapsulated by the following research question:
What are the most appropriate end-to-end computational processes required to collect
population census data from satellite imagery using classification and regression techniques?
The resolution of this research question encompass a number of research challenges. These are
articulated below in the form of a series of subsidiary research questions:
1. What are the most appropriate mechanisms for segmenting a given satellite image so that
appropriate individual household sub-images (if any) can be identified?
2. Given a set of identified household images how should the content of those images be
represented so that compatibility with classification and regression model generation is
achieved while at the same time ensuring that key information is retained?
3. When representing household images what is the nature of the key information to be
captured?
4. What are the most appropriate classification/regression techniques for predicting census
data given a processed collection of household images?
5. What is the process for conducting a large scale census comprising many satellite im-
ages?
6. In the context of conducting large scale surveys how can issues associated with “over-
lapping” satellite images best be resolved?
The thesis sets out to provide answers to the above.
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1.3 Research Methodology
To act as a focus for the work two rural areas of the Ethiopian hinterland, located some 300
km to the northwest of Addis Ababa, were used. These areas were selected because details
concerning individual households had been collected by University of Liverpool field staff.
This information included household size in terms of number of people normally resident and
location latitude and longitude. Figure 1.1 shows part of a satellite image covering one of these
districts. From the figure we can clearly observe several households. The data was collected
as part of a field study, investigating the health of chickens, conducted by the School of Veteri-
nary Science at the University of Liverpool in May 2011 and July 2012. The data was collected
using a sampling process; thus, given a particular village data for only some of the households,
dispersed across the village, was available. For the purpose of the research, satellite images
were obtained using the Google Earth and Google Static Map services (although clearly other
forms of satellite imagery could equally well have been used). The collected latitude and lon-
gitude data was used to identify appropriate satellite images that covered the geographical area
of interest.
The first step in the adopted methodology was to investigate mechanisms whereby the
households could be isolated using image segmentation techniques. This included mechanisms
that could be adopted for image cleaning. The idea was to produce a set of “household im-
ages” that would provide the foundation for further processing. So that appropriate classifica-
tion/regression models could be generated. The second step was to investigate methods for rep-
resenting household images in such a way that: (i) compatibility with classification/regression
model generation techniques was obtained and (ii) information loss was minimised. A review
of the existing literature concerning image classification suggested three broad categories of
representation technique; (i) graph-based, (ii) colour histogram based and (iii) texture based.
The next step (step three) in the proposed methodology was to consider a variety of clas-
sification and regression model generators. From the literature there are a great many of these
with no clear “best” model generator. To identify the most appropriate the idea was to con-
duct a significant amount of evaluation combining each of the proposed representations with
a number of different generators. The criteria for success in this context was prediction accu-
racy, comparison of predicted household sizes with known household sizes. With respect to the
evaluation presented later in this thesis, in the context of the classification models, results were
considered in term of a set of metrics: accuracy, specificity, sensitivity, Area Under Receiver
Operating Curve (AUC) and the F-Measure; of which AUC was considered to be the most sig-
nificant. Later in this thesis results are presented in the form of tables and bar charts, with the
later focusing only on the AUC values from the tables. In each case the result from a Friedman
significance test and a post hoc Nemeyi test is also presented. The first is to establish if the
results from the table are indeed statistically significant or not (whether we can reject the null
hypothesis H0 that there is no significant difference or not), and to present an alternative view
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Figure 1.1: Example of a satellite image from the Google Static Map service.
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of the data presented in the tables, and the second (where the H0 hypothesis has been rejected)
is to attempt to identify where the statistical differences occur. In the context of the regression
models the measures used were: correlation coefficient, Mean Absolute Error (MAE) and Root
Mean Squared Error (RMSE).
The next and final stage of the adopted methodology was to consider the process for con-
ducting large scale population estimation mining using the techniques considered. To illustrate
the process an entire village and its surrounding lands were considered, as opposed to individ-
ual households. For this purpose a rural area of Ethiopian, measuring 42.7 km2, was selected
that had a known (or at least reported) population size. Prior to conducting the large scale popu-
lation estimation mining process it was necessary to first investigate mechanisms for acquiring
large sets of satellite images (a “patchwork” of 600 satellite images was used for the study).
This was followed by an investigation of the mechanisms for identifying individual households
in such a way that the “overlap problem” could be addressed (the issue of the same household
appearing in two or more overlapping satellite images). Evaluation was again conducted by
comparing the reported (known) population size with the predicted population size using the
same metrics as used previously (see above).
1.4 Contributions
The contributions of the research work presented in this thesis can be summarised as follows:
1. A novel approach for image segmentation specifically designed for segmenting individ-
ual households featured in a satellite image data set.
2. A household image representation founded on a quadtree based hierarchical decompo-
sition of space together with a frequent subgraph mining algorithm for dimensionality
reduction. The identified frequent subgraphs were arranged into a feature vector for-
mat, one vector per household, suited for input into a classification or regression model
generation algorithm.
3. A household image representation founded on a colour histogram based approach. More
specifically an image representation founded on multiple histograms extracted from var-
ious colour channels; a feature vector format was again used.
4. A household image representation founded on the concept of “texture” analysis. More
specifically usage of Local Binary Patterns (LBPs), as before a feature vector format was
again derived.
5. A detailed comparison of the proposed household image representations.
6. An analysis of a sequence of classifier generation algorithms so as to identify the most
appropriate in the context of population estimation prediction from satellite data.
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7. An analysis of a number of regression model generation algorithms so as to identify the
most appropriate in the context of population estimation prediction from satellite data.
8. An effective mechanism for satellite image collection using the Google Static Maps ser-
vice to obtain satellite image data for a specified area.
9. A novel approach for household detection specifically designed for the purpose of iden-
tifying and segmenting individual households featured in a satellite image data set cov-
ering a prescribed area.
10. A mechanism for detecting duplicated households in a given satellite image data collec-
tion so as to address the image “overlap” problem.
11. An end-to-end process for conducting large scale population estimation mining using
satellite data.
12. Overall, the thesis presents an approach of population estimation founded on known
techniques, but combining a new and novel methodology.
1.5 Publications
A number of research publications have arisen out of the work presented in this thesis. These
are itemised below, in each case a short summary is given and a reference to where the material
features in this thesis.
Kwankamon Dittakan, Frans Coenen, Rob Christley: Towards The Collection of Census Data
From Satellite Imagery Using Data Mining: A Study With Respect to the Ethiopian Hin-
terland. SGAI Conf. 2012: 405-418.
This paper was the first to describe the proposed framework for remotely collecting cen-
sus data using satellite imagery and data mining (classification). The main idea presented
in this paper was that classifiers can be built that classify household satellite images to
produce census data, provided an appropriate representation is used. The proposed repre-
sentation was founded on the idea of representing segmented households using a colour
histogram based formalism. The presented evaluation indicated that accurate census data
can be collected using the proposed approach at a significantly reduced overall cost com-
pared to traditional approaches to collecting such data. The work summarises some of
the material presented in Chapter 5 where the detail of the proposed colour histogram
based representation is presented.
Kwankamon Dittakan, Frans Coenen, Rob Christley: Satellite Image Mining for Census Col-
lection: A Comparative Study with Respect to the Ethiopian Hinterland. MLDM 2013:
260-274.
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As in the case of the previous paper this paper also presented the idea of using satellite
imagery to generate census data from satellite imagery using a classifier for household
size census prediction. The paper processes the Local Binary Pattern (LBP) representa-
tion. The presented evaluation indicated a particular variation of the LBP representation,
called LBP8,1, tended to produce the best results. The work summarises some of the ma-
terial presented in Chapter 6 where the fundamental idea of texture analysis for satellite
image representation, more specifically the LBP representation, is described.
Kwankamon Dittakan, Frans Coenen, Rob Christley, Maya Wardeh: Population Estimation
Mining Using Satellite Imagery. DaWaK 2013: 285-296.
As in the case of the previous two papers, this paper also described the framework for
population estimation mining (census mining) founded on the concept of applying clas-
sification techniques to satellite imagery. However, the particular note was the subgraph
feature vector representation that was used to encode household imagery. The proposed
framework was evaluated using test data, collected from two villages in the Ethiopian
hinterland, also used in this thesis. The conducted evaluation indicated that when using
a minimum support threshold of σ = 10 for the subgraph mining, good results could
be obtained. The work summarises some of the material presented in Chapter 4 where
the detail of the graph-based representation, using quadtree decomposition together with
frequent subgraph mining, is described.
Kwankamon Dittakan, Frans Coenen, Rob Christley, Maya Wardeh: A Comparative Study of
Three Image Representations for Population Estimation Mining Using Remote Sensing
Imagery. ADMA 2013: 253-264.
This paper presents a summary of the usage of the three representation presented in this
thesis for population estimation mining: (i) colour histogram based, (ii) Local Binary
Pattern (LBP) based and (iii) graph-based. The presented evaluation indicated that the
LBP8,1 variation of the texture based representation produced the best overall result. The
work summarises some of the material presented in Chapter 6, especially Sub-section
6.7.
Wen Yu, Frans Coenen, Michele Zito, Kwankamon Dittakan: Classification of 3D Surface
Data Using the Concept of Vertex Unique Labelled Subgraphs. ICDM Workshops 2014:
47-54.
This paper describes the use of the concept of Vertex Unique Labelled Sub graph (VULS)
mining for the use of localised classification of regions in 3D surfaces represented in
terms of grid graphs. The evaluation was conducted using satellite image data where the
ground surface is represented as a 3D surface with the z dimension describing greyscale
value. The idea was to predict vertex labels describing land cover type. The significance
of this paper is that the research presented in this thesis influenced the work in this paper.
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1.6 Thesis Organisation
The organisation of the rest of this thesis is as follows. Chapter 2 provides an extensive litera-
ture review of population estimation using satellite imagery and the previous work concerning
the technologies that feature in this thesis, including discussion concerning the processing of
2D image data. Chapter 3 describes the nature of the satellite image data sets, and the applica-
tion domain, used as a focus for the work presented in this thesis. The nature of the necessary
data preparation and image preprocessing applied to these data sets is also presented in this
chapter. The three considered feature extraction approaches used for satellite image repre-
sentation are described in the following three chapters. Chapter 4 presents the graph-based
approach founded on a quadtree storage mechanism and a hierarchical decomposition coupled
with the application of frequent subgraph mining techniques to identify frequently occurring
“patterns” hidden in the identified household image data. Chapter 5 considers the proposed
colour analysis based approach whereby colour histograms are used together with colour sta-
tistical features representing the identified household images. Chapter 6 presents the proposed
texture analysis based approach which uses LBPs and texture statistical features to extract and
represent the texture properties from identified household images. The evaluation of the three
representations is also presented in Chapter 6. Chapter 7 is an investigation of the use of regres-
sion analysis for population size estimation. Chapter 8 then describes the proposed end-to-end
large scale population estimation mining process and the evaluation of this process using a
large scale study. Finally, in Chapter 9, the thesis is concluded with a summary, presentation
and discussion of the main findings in the context of the research question and sub-questions
identified above and some suggestions for future work.
1.7 Summary
This chapter has provided the necessary context and background for the research described in
this thesis. In particular the motivation for the research and the thesis objectives have been de-
tailed. A literature review of the related previous work, with respect to this thesis, is presented
in the following chapter (Chapter 2).
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Chapter 2
Background and Literature Review
2.1 Introduction
A review of the background and previous work with respect to the research presented in this
thesis is presented in this chapter. The chapter starts, Section 2.2, with a review of the “popula-
tion estimation using satellite imagery” application domain. The work described in this thesis is
concerned with the application of data mining techniques, more specifically image mining tech-
niques, for the purpose of population estimation using satellite image data. The main challenge
in this context is how best to extract and represent image features so that mining algorithms
can be applied. Image feature extraction and representation, and especially satellite image
feature extraction and representation, is a central theme of this thesis. Image pre-processing
is therefore discussed in Section 2.3 with a particular focus on: image enhancement, image
segmentation and feature extraction. In addition, prior to the application of any data mining
process, it is typically necessary, both from a computational efficiency and a computational
effectiveness perspective, to reduce the dimensionality of the feature space by applying some
form of feature selection. This is discussed further in Section 2.4. The chapter is then continued
with Section 2.5 where some background concerning the domain of data mining is presented
and more detail concerning the associated sub-domains of image mining and prediction. With
respect to the latter both classification and regression are considered. A discussion concerning
frequent subgraph mining is also presented because one of the representations presented uses
the idea of extracting features from satellite images using graph/tree based techniques, which
are then converted into a feature vector format using frequent subgraph mining. The mecha-
nism adopted later in this thesis for the statistical comparison of different prediction models is
presented in Section 2.6. Finally a chapter summary is presented in Section 2.7.
2.2 Population Estimation using Satellite Image
The collection of satellite imagery is founded on remote sensing technology, the measurement
of the “energy” emanating from the earth’s surface using sensors installed on an aircraft or
spacecraft platform. The measured energy omitting from the earth’s surface is used to form
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an image. Examples of omitted energy sources include: (i) sunlight, (ii) wavelengths outside
of the range of human vision, (iii) the “upwelling energy” which is radiated from the earth,
and (iv) artificial sources [149]. The sensors, that may be mounted on aircraft or spacecraft,
are classified into two categories: (i) passive and (ii) active. The distinction is that there is
no energy source of radiation provided in the case of passive sensors such as cameras, multi-
spectral scanners, thermal scanners and microwave radiometers. An example image obtained
from a passive sensor is given in Figure 2.1(a). In contrast active sensors provided a built-
in source of radiation, examples include Radio Detection and Ranging (RADAR) and Light
Detection and Ranging (LIDAR) [91]. Figure 2.1(b) presents an example of a satellite image
obtained using LIDAR technology. Satellite imagery provides an effective means of observing
and quantifying the complexities of the surface of the earth.
Figure 2.1: Example of satellite images from: (a) an active sensor and (b) a passive sensor.
Example applications where satellite images have been used include: (i) agriculture, (ii)
forestry, (iii) land usage/land coverage studies, (iv) disaster management, (v) defence and se-
curity, (vi) natural resource management, (vii) climate monitoring and (viii) marine and coastal
zone monitoring [6, 19, 82, 131, 162, 171, 184].
The satellite image application domain of interest with respect to this thesis is population
size estimation. Knowledge of population size is an important requirement for the purposes
of national planning, development and improvement processes. The principal means for a
collection population size is through the mechanism of a census. Many countries across the
world conduct a national population census once every ten years. In a number of countries
such as Japan, Austria and Canada, a census has been taken more frequently, once every five
years. The census collection activity consists of three stages: (i) planning and preparation,
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(ii) census data collection and (iii) processing of the results. Traditionally there are two main
approaches to census collection [134]:
1. Mailing of questionnaires to a list of household addresses, either by post or by electronic
means, and asking individual householders to takes responsibility for completing and
returning questionnaires.
2. Using ground staff to visit individual households in order to interview householders and
obtain the desired census information.
As noted in Chapter 1, traditional population census collection (using either of the above)
requires significant resource (money, staff and time) for both data collection and post-processing.
In the context of the cost of census collection the UK Office for National Statistics (UKONS)
reported that the UK 2011 census cost approximately £480 million; a figure that included both
the cost of data collection and the cost of post processing. This is a considerable outgoing
although UKONS notes that this cost “breaks down to less than £1 per person per year over
the 12-year planning and operational cycle of the census” [48, 120, 133, 152]. The US 2010
census is reported to have cost $13 billion, approximately $42 per capita; by comparison, the
2010 census per-capita cost for China was about $1 and for India was $0.4 [125]. In December
2010 the US Government Accountability Office (GAO) noted that the cost of conducting US
censuses had approximately doubled each decade since 1970 [164]. According to the Aus-
tralian Bureau of Statistics the Australian 2011 census cost around AUD 440 million, about
AUD 19 per person; whilst the 2006 census cost around AUD 300 million. Census collection
is thus expensive and is becoming more so. Furthermore the resource required with respect to
rural areas is typically greater to that required in urban areas because the communication and
transport infrastructure in rural areas tends to be less well developed. Of course the cost has to
be offset against the benefits that census data provides. UKONS argues that the cost “has to be
set against its value in helping central and local government to allocate annually many billions
of pounds of funding to communities” [58, 142].
Other than the cost associated with traditional census collection methods there are a number
of additional disadvantages:
1. Where the intention is to collect census data using electronic means, for a variety of
reasons, many people remain unconnected to the internet. In the context of the UK 2011
census UKONS reported that the most frequently cited reason for households not to have
internet access was because of a “life style” decision not to. In less affluent parts of the
world internet accessibility and usage is much lower (although arguably set to increase).
2. The use of questionnaires (online or otherwise) requires those completing the question-
naires to be literate, not necessarily always the case in many parts of the world.
3. Census collection is frequently viewed with suspicion.
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A solution to the above disadvantages, and that advocated in this thesis, is to use satellite
imagery for the purpose of population estimation. Population estimation has been a subject of
researched amongst the Geographic Information Systems (GIS) and remote sensing commu-
nities for some time. From the literature we can broadly divide this research activity into two
categories: (i) areal interpolation and (ii) statistical modelling [189]. In the areal interpolation
category existing census information concerning some geographic area is used as an input to an
interpolation algorithm to obtain a population estimation for a wider or alternative geographic
area [99]. Statistical modelling in turn is concerned with the relationship between population
size or density and data obtained from GIS and/or satellite imagery. The work presented in this
thesis can be said to fall into the second category. The existing work on statistical modelling
for the purpose of population estimation can be further categorised according to the nature of
the data on which the population estimation generation is based, namely: (i) light intensity,
(ii) land usage, (iii) dwelling unit count, (iv) image pixel characteristics and (v) physical or
socio-economic characteristics.
The central idea on which the first category is based is that there is a functional relationship
between population size and the amount of night time light emanating from an area. In [3], [26],
[119] and [144] the relationship between population density and light frequency was analysed
in order to convert light frequency into a population density metric using a luminous saturation
measure obtained from the Defence Meteorological Satellite Program (DMSP) Operational
Linesman System (OSL). In [144] the reported evaluation was directed at Japan and China,
whereas in [26] and [119] it was directed at China only. In [3] the evaluation was directed at a
population estimation of the Brazilian Amazon.
Work within the second category is directed at the correlation between population density
and different types of land usage. The idea is to determine population densities according to
land usage with respect to a set of one or more sample areas and apply this knowledge to
additional areas. Land usage categories are typically identified from satellite image data. In
[96] it is suggested that population densities for different types of land usage can be determined
from sample surveys or census statistics. Four different types of land usage were extracted from
four different cities in California, USA, and population densities computed. In [116], six types
of land usage were identified in the context of Landsat TM satellite images centred on Atlanta,
USA. A regression model was then applied to produce population densities for Atlanta.
The third category of approach to population size estimation using statistical modelling is
to estimate the total “dwelling unit” count in a defined region and multiply this by an aver-
age number of people expected to live in a dwelling unit. There are various ways of obtain-
ing an estimate of the dwelling unit count, but one suggested approach is to estimate this by
analysing remote sensing images. In the past, when there was no effective ways of automati-
cally identifying residential buildings within remote sensing imagery, the dwelling units were
manually identified from aerial photographs (a laborious and time consuming process). With
the advancement of technology and the availability of satellite imagery more advanced “fea-
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ture extraction techniques” have been developed for this purpose [74]. In [2] a dwelling unit
count based approach is presented using IKONOS satellite images of the Al Shaabia district in
Khartoum, Sudan. The dwelling unit count approach has some similarity with respect to the
work represented in this thesis.
In the fourth category, the relationship between image pixel characteristics and population
densities are examined. The image pixel characteristics can be represented using a variety of
mechanisms, but common examples include: mechanisms based on the spectral reflectance
value of image pixels and image texture analysis mechanisms. Examples of using pixel char-
acteristics for population estimation are presented in [87] and [103]. In [87] a system was pre-
sented whereby texture analysis was applied to Google Earth satellite images, using block sizes
of 64x64 and 32x32 pixels, to estimate population densities with respect to cities in Pakistan.
In [103] a variety of features were used, including: spectra signatures, principle components,
vegetation indices, fraction images, texture and temperature. These features were extracted
from Landsat ETM+ satellite images and used to measure population density in the city of
Indianapolis, Indiana, USA.
The final category of population estimation is founded on the usage of various kinds of
physical and socioeconomic information which is then interpolated to give population estima-
tions. For example, information about demography, topography and transportation networks
have all been used to estimate population size. In [114] a mechanism was presented for esti-
mating population size by determining the correlation between the population in urban areas
and the distance to the nearest Central Business Distract (CBD), distance to major roads, slope
and the age of the community.
What all the above approaches to population estimation modelling have in common is that
they are focussed on regions or areas rather than specific households as in the case of the work
presented in this thesis. As far as the author is aware the approach presented in this thesis is
entirely unique.
2.3 Image Processing
As noted above, before image mining of any form can be conducted the image set of inter-
est must be pre-processed in an appropriate manner. In the context of the work presented in
this thesis three image pre-processing operations are used: (i) image enhancement, (ii) image
segmentation and (iii) feature extraction.
Image enhancement is the process of improving the quality of an image. A variety of tech-
niques exist, the choice of technique is application dependent, a technique used for enhancing
(say) brain scan images may not be appropriate for enhancing satellite images [56, 107]. With
respect to the work presented in this thesis image enhancement was applied so as to improve
the effectiveness of the image segmentation applied to identify households. Further detail con-
cerning the adopted image enhancement method is given in Sub-section 2.3.1 below.
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Image segmentation is the process of grouping image pixels that share some form of com-
monality. The groupings are usually referred to as regions or objects. The typical goal is to
facilitate image analysis. Image segmentation is usually achieved by identifying objects and
boundaries. In the case of the work presented in this thesis image segmentation was applied in
order to isolate individual households, an overview of the adopted image segmentation process
is given in Sub-section 2.3.2.
Feature extraction is the process of representing images, or image segments, according to
image content. There are various content features that may be used for this purpose such as
colour, texture and spatial layout [28]. Colour features are the simplest to obtained as they
can be extracted directly in terms of pixel intensities. Texture is normally considered in terms
of some form of prescribed spatial pattern template describing the relative position of colour,
texture or shape information [179]. A review of existing work directed at feature extraction
(and representation), in the context of the work presented in this thesis, is thus given in Sub-
section 2.3.3.
2.3.1 Image Enhancement
A review of image enhancement processes, in the context of this thesis, is presented in this
sub-section. As noted above, the objective of image enhancement is to improve the quality
of an image so as to improve the effectiveness of any further processing to be applied. Typi-
cally image enhancement includes: (i) “sharpening” (de-blurring), (ii) contrast improvement,
(iii) brightens adjustment and (iv) noise removal. Image enhancement has been shown to be
advantageous with respect to many image analysis applications such as: medical image analy-
sis [161], biometric authentication (such as face detection and fingerprint detection) [90, 153]
and satellite image analysis [84]. The latter is of particular relevance with respect to the work
presented in this thesis.
Image enhancement can be generally described as the process of transforming an input
image comprised of an ordered collection of pixels R, using a function t, into an output image
comprised of an ordered collection of pixels S (Equation 2.1).
S = t(R) (2.1)
The challenge of image enhancement is quantifying the criterion for the enhancement; a large
number of image enhancement techniques are empirical and require interactive procedures to
obtain satisfactory results.
A large number of image enhancement methods have been developed which can be broadly
divided into two categories: (i) spatial domain methods and (ii) frequency domain methods
[56]. Spatial domain techniques are applied directly to an image, while frequency domain
methods are applied to an intermediate representation (typically generated using some kind of
Fourier transform) [122]. In the context of this thesis Spatial domain methods have been used.
More specifically three image enhancement methods were utilised:
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1. Thresholding, which was applied to each layer of the Hue-Saturation-Value (HSV)
satellite image colour space so that the households of interest were more clearly defined
and so that features such as rivers and roads were eliminated from images.
2. Arithmetic and logic operations, which were used to combine an input image with an
another image (possibly a mask) so as to produce a single enhanced image.
3. Histogram Equalisation, which was used adjust the image contrast so that it was con-
sistent across a given collection of satellite images.
Each of the above is described in further detail in the remainder of this sub-section.
Thresholding is an image enhancement process used to separate image objects of interest
(the “foreground”) from the rest of an image (the “background”) by converting a given image
into a binary, black and white, image where white regions represent the foreground and black
regions the background. The method assumes that the colour features associated with the
foreground is somehow distinct from the colour features associated with the background. More
formally we can define thresholding using the following:
s =
{
1 r > threshold
0 r ≤ threshold (2.2)
where s ∈ S and r ∈ R.
Thresholding methods can be divided into two main categories: (i) global and (ii) local
[146]. Global thresholding methods use a threshold value applicable to an entire image; the
threshold value is often based on an estimation of the boundary between foreground and back-
ground as displayed in an intensity histogram (hence it is often referred to as a “point pro-
cessing” operation). Local methods use an adaptive threshold whereby different threshold
values are derived from local area information [72]. Figure 2.2 gives an example of threshold-
ing. Figure 2.2(a) gives the original image while Figure 2.2(b) gives the enhanced image after
thresholding has been applied.
Histogram equalisation is a widely used image enhancement technique for adjusting image
contrast so that the full colour/intensity range is used. It is also used with respect to collections
of images so that they conform to a shared colour/intensity range. The reasoning is as follows.
Given an image where the background and foreground are both light, or both dark, the associ-
ated intensity histogram would be skewed towards one end of the greyscale, consequently all
the image detail will be compressed into a small part of the histogram making it difficult to
distinguish the foreground from the background. Histogram equalisation in this case will cause
the compressed area to be “stretched out” to produce a more uniformly distributed histogram
that allows for more effective further processing [122, 151]. Figure 2.3 presents an example
image enhancement using histogram equalisation. Figure 2.3(a) shows the original image and
its associated greyscale histogram in Figure 2.3(b), while Figure 2.3(c) is the enhanced image
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Figure 2.2: Example of thresholding for image enhancement
after histogram equalisation has been applied and its associated greyscale histogram in Fig-
ure 2.3(d). From the figure it can be observed that the histogram is more “dispersed” after
histogram equalisation.
Arithmetic and logic operations are often used for the purpose of image enhancement by
combining an input image with one or more other images so as to produce an enhanced im-
age. Such operations are performed on a pixel-by-pixel basics, as in the case of thresholding.
Typical arithmetic operations that may be applied are addition and subtraction; typical logic
operations are AND, OR and NOT [55].
As the name suggests, using the addition operator the corresponding pixel values for two
equal sized input images are each summed to produce a new image of the same size as the
first two. A common variant of the addition operator is to simply add a constant value to each
pixel in a single input image [124]. In the case of the subtraction operator the pixel values
are subtracted from one another; alternatively a constant may be subtracted with respect to the
pixels in a single input image [85].
The logical operators are used, in a similar manner to the arithmetic operations, on a pixel-
by-pixel basics; they are typically used for the operation to binary valued or greyscale images.
The operation of the AND, OR and NOT operators is as standard. To give one example the
logical NOT operator is used to invert pixel values, so that dark areas in the input image become
light areas in the output image and vice versa [33, 56].
Figure 2.4 gives an example of arithmetic/logic enhancement. Figure 2.4 (a) gives the
original image and Figure 2.4(b) an enhanced image obtained by adding the constant value of
100 to the original image.
In the context of satellite image applications most of the above image enhancement tech-
niques have been used. To give one example, in [8] histogram equalisation was applied to
enhance LANDSAT satellite images.
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Figure 2.3: Example of histogram equalisation for image enhancement
Figure 2.4: Example of the use of an arithmetic operator for image enhancement
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2.3.2 Image Segmentation
An overview of image segmentation is presented in this sub-section. In the context of the work
presented in this thesis segmentation was used to isolate individual households. More generally
image segmentation is used in situations where some part of an image, or some region within
an object, is required in the context of further image analysis [137]. In [55] image segmentation
is defined as the process of partitioning a digital image into semantically interpretable regions
that are more meaningful and easier to analyse with respect to a particular application then if
the entire image was taken into consideration. Segmentation has been usefully employed with
respect to a variety of applications [32] such as: (i) medical applications (isolating tumours and
other pathologies, measuring tissue volumes, computer guided surgery, diagnosis, treatment
planning and the study of anatomical structure) [46, 112, 127], (ii) geoscience (location of
objects such as roads, forests and crops in satellite images) [11, 54], (iii) face recognition [13]
and (iv) finger print recognition [181].
Segmentation is typically conducted according to some characteristic image feature such as
colour, line, intensity or texture. There are various image segmentation methods that have been
proposed. A well documented categorisation of image segmentation methods is: (i) threshold
based segmentation, (ii) edge based segmentation and (iii) region based segmentation. Each is
discussed in further detail below.
Threshold based segmentation is the simplest segmentation method. Note that this tech-
nique may be applied for both enhancement (see Sub-section 2.3.1) and segmentation. With
respect to segmentation, thresholding is used to transform a greyscale image into a binary im-
age. The idea of threshold based segmentation is to replace each pixel in an image with a black
pixel if the image intensity of the pixel Ii, j is less than the threshold value T (that is, Ii, j < T ), or
a white pixel if the image intensity is greater than that constant [192, 193]. Figure 2.5 presents
an example of threshold based segmentation; Figure 2.5(a) is the original image while Figure
2.5(b) is the processed image.
In edge based segmentation the edges in an image are identified. Ideally the detected edges
from the given image represent object boundaries and can thus be used to define these objects.
Image segmentation using edges is typically a three step processes: (i) compute an edge image
containing all edges of an original image, (ii) process the edge images so that only closed object
boundaries remain, and (iii) transform the result to an ordinary segmented image by filling in
the object boundaries [17, 81]. An example of edge based segmentation is shown in Figure
2.6; Figure 2.6(a) is the original image, while Figure 2.6(b) is the processed image using edge
based segmentation.
Region based segmentation (see for example [4, 145, 160]) is concerned with identifying
object regions in an image that share some common pixel feature (such as colour) that are in
some sense homogenous. Region based segmentation methods have two basic forms of oper-
ation: (i) merging and (ii) splitting. The basic approach to image segmentation using merging
(sometimes also referred to as region growing) is as follows: (i) obtain an initial segmentation
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Figure 2.5: Example of threshold based image segmentation
Figure 2.6: Example of the line based image segmentation
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of the image where each pixel is in its own segment, (ii) merge those adjacent segment pairs
that are most similar, and (iii) repeat step (ii) until no more segments can be merged remain.
The central element of the merging approach is the similarity criterion used to decide whether
two segments should be merged or not. This criterion may be based on grey value similarity
(such as the difference in average grey value, or the maximum or minimum grey value differ-
ence between segments), the edge strength of the boundary between the segments, the texture
of the segments, or one of many other possibilities. The basic approach to image segmentation
using splitting is as follows: (i) obtain an initial segmentation of the image where the entire
image is in a single segment, (ii) where possible split each segment into two “homogeneous”
sub-segments, and (iii) repeat step (ii) until no more splitting can take place. The criterion
for the homogeneity of a segment may be the variance of its grey values, the variance of its
texture, the occurrence of strong internal edges, or various other criteria. Figure 2.7 presents an
example of region based image segmentation; Figure 2.7(a) is the original image, and Figure
2.7(b) is the processed image using region based segmentation.
Figure 2.7: Example of the region based segmentation
The merging and the splitting approaches may be combined: the basic splitting approach
is often enhanced by combining it with a merging approach, where inhomogeneous segments
are split into simple geometric forms recursively. This of course creates arbitrary segment
boundaries, and merge steps are included into the process to remove incorrect boundaries.
In the context of the work presented in this thesis the objective of the segmentation was to
isolating individual households. With respect to the work presented in Chapters 3 to 7, this was
achieved using edge based segmentation (an alternative is presented in Chapter 8, the reason
for this will became clear later in this thesis). Further detail concerning the segmentation of
satellite images, to identify households, with respect to the data used in this thesis for evaluation
purposes, is presented in Section 3.4 and in the case of the large scale population estimation
process in Chapter 8. It has already been noted that the households of interest are typically
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defined by some kind of boundary, therefore line or edge segmentation is appropriated.
2.3.3 Feature Extraction
An overview of image feature extraction mechanisms is presented in this sub-section. A neces-
sary precursor for the application of image mining is that the key properties or characteristics of
the image set to be mined need to be extracted and represented so as to facilitate the desired im-
age mining [176]. It is not possible to mine images directly because of the prohibitive amount
of pixel data that would have to be considered. The most commonly used representation used
with respect to prediction (classification and regression) is the feature vector representation.
Feature extraction and representation is central to the research presented in this thesis, three
alternatives are considered: (i) graph-based, (ii) colour histogram based and (iii) texture based,
all three result in a feature vector representation. Given the significance of feature extraction
with respect to this thesis a review of previous work in this area is therefore presented in this
section.
In the early work on feature extraction from images the process was not based on image
content but on the textual annotation of images, see for example [21, 173]. However, the
automatic generation of textual annotations for images is not a realistic one, the text-based
approaches require manual annotation which is both resource intensive and challenging [117].
More recently techniques based on visual information extraction have been developed, thus
content-based feature extraction instead of text based feature extraction; see for example [24,
93, 143]. In content based feature extraction the features considered are quantifiable properties
of an image. These properties/features can be divided into two categories: (i) general features
and (ii) domain-specific features. General features are application independent and include
features such as colour, texture and spatial layout. The nature of such general features can
be further divided into: (i) pixel-level features such as colour and pixel location (the colour
histogram based technique for population mining from satellite images presented later in this
thesis falls into this category), (ii) local features calculated over a sub-area or region of an
image, and (iii) global features calculated over an entire image such as texture based feature
extraction techniques (the graph and LBP based approach presented later in this thesis fall
into this category). Domain-specific features are application dependent features, for example
elements of the human face as used in face recognition [28]. With respect to the work presented
in this thesis the general feature extraction methods used are focussed on three basic types of
features: (i) spatial information, (ii) colour and (iii) texture. Each is thus briefly considered in
some further detail below.
Spatial information
The first type of feature considered in the work presented in this thesis is spatial information.
Given a set of identified regions and/or objects, spatial information can be used to distinguish
between them. For example a blue sky region and a blue sea region may have similar colour
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histograms, however the spatial locations within the image will be different. Spatial infor-
mation is often represented using a graph representation [51, 157]. Examples of graph-based
structural image feature representations include: Attributed Graphs (AGs), Function Describe
Graphs (FDGs) and Quadtrees. The advantages of graph-based representations are their general
applicability [29] and their invariance to rotation and translation [92].
One of the most common methods for spatial information feature extraction is quadtree
decomposition. In a quadtree every node in the tree, apart from the leaf nodes, has four “chil-
dren” labelled North-West (NW), North-East (NE), South-West (SW), and South-East (SE).
The image is partitioned into four quadrants at each hierarchical level, however it is usually un-
necessary to decompose all branches down to the same level. If a parent node has four children
of the same value (node label) the decomposition can be stopped at the parent node. Figure
2.8 gives an example of a quadtree decomposition, Figure 2.8(a) illustrates the decomposition
while Figure 2.8(b) presents the resulting tree [170].
Figure 2.8: Example of quadtree decomposition
Note that in Figure 2.8, the coding reflects the decomposition (1 = NW, 2 = NE, 3 = SW
and 4 = SE). Quadtrees have been applied widely with respect to image analysis including
satellite image analysis; examples where quadtree decomposition has been used in the context
of satellite imagery can be found in [195] and [128]. Quadtree decomposition was also used in
the context of the work presented in this thesis; this will be discussed further in Chapter 4.
Colour
Colour features are the most frequently used feature type and thus arguably the most significant
[79, 172]. Colour feature extraction offers a number of advantages: (i) simplicity of implemen-
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tation, (ii) effectiveness with respect to many applications, (iii) invariance to image rotation
and (iv) low storage requirement [28]. In general, colour is represented using the concept of
a colour space (also known as colour mode, model or system). There are various existing
colour spaces: (i) RGB (Red, Green, and Blue), (ii) CMYK (Cyan, Magenta, Yellow, and Key
(black)), (iii) HSV (Hue, Saturation, and Value) and (iv) greyscale.
Figure 2.9: The primary colours and secondary colours for the RGB and CMY Colour Spaces.
The RGB colour space is most commonly used for images, particularly for the representa-
tion and display of images in electronic systems, such as cameras and computers. RGB is what
is termed an “additive” colour space, which means that individual pixel colours are created by
combing a number of light channels (see Figure 2.9(a)). In the case of the RGB colour space the
channels are: Red (R), Green (G) and Blue (B); hence RGB. The wavelengths of the red, green
and blue channels were adopted solely for the purpose of standardisation and not to achieve
equivalence with visible colours [80]. The RGB colour space can be represented in terms of
a 3D coordination system where the origin 〈0,0,0〉 is black and 〈1,1,1〉 is white. All values
for red, green and blue are assumed to be in the range of 256 intensity values. Figure 2.10(a)
shows the RGB colour space with the primary colours red, green and blue and the secondary
colours yellows, cyan and magenta. The secondary colours are produced from the combination
of two primary colours. Greyscale comprises the values along the dashed line connecting black
to white.
The CMY colour space is a “subtractive” colour space, the term subtractive as used here
refers to the mixing of three primary colour of pigments: Cyan (C), Magenta (M), and Yellow
(Y) to give different colours as illustrated in Figure 2.9(b). In general, the CMY colour space
is used in the printing processes. The devices that use coloured pigments (such as printers and
copiers) require CMY data as input.
Figure 2.9(b) inducates that by combining the three primary colour pigments we get black,
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Figure 2.10: The schematic of RGB and CMY “colour cube”
but in practice combining these three colours for printing purposes does not produce pure black.
To generate pure black (the predominant colour in printing), black (K) is given as a fourth
colour stream leading to the CMYK colour space.
The CMY colour space can be represented by a 3D coordinate system in the same way
as the RGB colour space. Again 〈0,0,0〉 is black and 〈1,1,1〉 is white. Figure 2.10(b) shows
the CMY colour space with the primary colours cyan, magenta and yellow and the secondary
colours red, green and blue. As in the case of the RGB colour space the secondary colours
are produced from the combination of two primary colours. As before greyscale comprises the
values along the dashed line connecting black to white.
The streams in the HSV colour space are the components Hue (H), Saturation(S) and Value
(V) (or Hue, Saturation and Brightness in which case we refer to the colour space as the HSB
colour space). HSV (HSB) is what a cylindrical coordinate representation of the RGB colour
space would look like. The relationship between the RGB colour space and HSV is presented
in Figure 2.11. From the figure it can be seen how the six primary and secondary colours in
the RGB colour space (Figure 2.11(a)) are mapped into the hue plane. The hue of a colour
refers to its dominant wavelength and can be expressed as an angle around a colour hexagon as
shown in Figure 2.11(b). The saturation of a colour describes the purity of the colour measured
as the distance from the V axis as presented in Figure 2.11(b); a pure red is fully saturated
with a saturation level of 1, whereas tints of reds have saturations of less than 1. The value (or
brightness) of a colour in the HSV system describes the “darkness” of a colour. Figure 2.11(b)
shows that this value is measured along the V axis where V = 0 (at the end of the end of the
cone) is totally black, while the V = 1 (at the other end of the cone at the centre of the full
colour hexagon) is white [55].
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Figure 2.11: The relationship between HSV colour space and RGB colour space
Greyscale colour refers to a range of shades of grey from black to white. The intermediate
shades of grey are represented by equal values for the three primary or pigments colours when
using the RGB or CMY colour spaces. Because only 8 bits are required for greyscale (as
opposed to 24 for RGB or CMY) the colour space is sometimes called 8-bit greyscale [158,
196].
Three of the above colour spaces (RGB, HSV and greyscale) were used with respect to
pre-processing of the raw satellite image data considered in this thesis.
Texture
Feature extraction in terms of texture refers to processes whereby individual pixels are defined
in terms of their neighbours. Image texture has been widely used with respect to various ap-
plications, for example content-based image retrieval, image classification, pattern recognition
and computer vision [27, 52, 88]; image classification is of course of particular interest with
respect to the work presented in this thesis. In more detail texture is described in terms of
texture primitives or texture elements (texels), based in turn on “tone and structure”. Tone is
derived from pixel intensity values, while structure from the spatial relationship between pixels
[170].
There are a number of techniques that have been proposed to extract texture features, these
can be categorised as follows: (i) spatial texture feature extraction methods and (ii) spectral
texture feature extraction methods. In the first method texture features are extracted by com-
puting pixel statistics or by finding a local pixel structure. Spatial texture feature extraction
offers the following advantages: (i) the representation is immediately meaningful, (ii) it is easy
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to understand and (iii) it can be extracted from any shape without losing information. The
associated disadvantage is that it is sensitive to noise and distortions. The second method, the
spectral texture extraction method, transforms a given image into a frequency domain and then
calculates features from the transformed image. The advantages of this second method are that
it is robust and simple to compute; the disadvantages are that it has no semantic meaning and
that a square image region with sufficient size is required [176].
A commonly used structure used for texture feature extraction, and used with respect to
the work presented in this thesis, is the co-occurrence matrix. A co-occurrence matrix C(i, j),
holds the number of co-occurrences of individual pixel values i and j at a given distance d. The
distance d is defined in terms of polar coordinates (d,θ), where d is the discrete length and
θ is the orientation. Typically θ takes the values of 0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, and
315◦. A number of attributes can be extracted from the co-occurrence matrix: (i) Energy, (ii)
Contrast, (iii) Correlation, (iv) Homogeneity and (v) Entropy.
A commonly used spectral texture feature extraction methods, and that used with respect to
the work presented in this thesis, is the Local Binary Pattern (LBP) as first proposed in [135].
In the LBP method each pixel is defined using the relative greyscale of its neighbourhood pixels
[106]. Texture features tend to be robust with respect to image rotation, illumination change
and occlusion [169].
Both the greyscale co-occurrence method and LBPs are used in this thesis to extract image
features from satellite data featuring households. The detail of the proposed household image
representation using texture analysis mechanism is presented in Chapter 6.
2.4 Feature Selection
As a result of feature extraction (as described above) a great many features are typically iden-
tified. In the context of prediction some of these features may not be relevant. The idea behind
feature selection (also known as variable or attribute selection) is to prune an identified set
of features, according to some criterion, so as to reduce the overall number of features to be
considered and improve the effectiveness of the prediction. More specifically feature selection
offers advantages with respect to: (i) prediction performance, (ii) a cost effectiveness of predic-
tion (it typically reduces the processing time) and (iii) user understandably of prediction results
[59]. An overview of feature selection is thus presented in this section.
Feature selection is essentially the process of removing redundant and/or irrelevant at-
tributes from a given representation (such as a feature vector representation) prior to the com-
mencement of data mining. The process is sometimes incorporated into a larger process called
data cleaning [69]. Figure 2.12 presents a schematic of the feature selection process. From the
figure it can be seen that feature selection is an iterative process comprised of four steps: (i)
subset generation, (ii) subset evaluation, (iii) stopping criterion and (iv) result validation [31].
With reference to Figure 2.12, during subset generation a candidate subset of features is
generated. This candidate subset is then evaluated and compared with the previous best subset
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Figure 2.12: Schematic illustrating the feature selection process inspired from [31]
(if any) according to some evaluation criterion. The stopping criterion determines when the
feature selection process should stop. Examples of stopping criteria include: (i) the potential
set of candidate feature sets has been exhausted, (ii) arrival at a minimum number of features,
(iii) arrival at a maximum number of iterations and (iv) identification of a sufficiently good
subset. The final step is result validation where prior knowledge about the data and prediction
outcome is used to measure the validity of a proposed subset of features. For example in
[110, 111] the error rates of the predictor were compared when using the full set of features
and the selected subset of features. Most feature selection mechanisms are designed to operate
with classification algorithms, however there are some feature selection mechanisms directed
at regression such as Correlation-based Feature Selection (CFS), an algorithm for identifying
and selecting a subset of features which is highly correlated with the predictor variable [64].
Feature selection mechanism can be broadly divided into two categories: (i) ranking based
and (ii) selection based [104]. In the ranking based approach individual feature are ordered ac-
cording to their relevance or importance with respect to a given problem and the top k selected;
whereas in the selection based approach subsets of feature are considered. The later category
can be further divided into three subcategories: (i) filters, (ii) wrappers and (iii) hybrid. Us-
ing filters the general characteristics of the data are used to evaluate and select feature without
reference to any particular learning algorithm. Using wrappers a proposed feature subset is
evaluated, using (say) accuracy estimation, with respect to a particular learning algorithm. The
hybrid is then a combination of the two [65, 111].
With reference to the work presented in this thesis, ranking based feature selection was
used. Frequently reference measures used for feature ranking include: Information Gain, the
Chi-Squared metric and Gain Ratio [49, 66, 187, 194]. These three measures were used with
respect to the work presented in Chapters 4 to 6 which concentrate on classification, in the case
of regression analysis (Chapter 7) CFS was used.
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2.5 Data mining and Image Mining
The work described in this thesis is primary concerned with data mining, more specifically
image mining. Thus the basic concepts of the domain of data mining and more specifically
the sub-domains of image mining and prediction analysis are considered in this section. With
respect to prediction analysis both classification and regression are considered. The remainder
of this section provides a review of data mining in general and image mining in particular. This
is followed by two sub-sections. The first is directed at prediction techniques and the second at
Frequent Subgraph Mining (FSG). The significance of the latter is that FSG is the foundation
for the first of the population estimation mining using satellite imagery techniques considered
in this thesis, namely the Graph-Based Approach presented in Chapter 4
Data mining is a technology concerned with the extraction (mining) of interesting, but hid-
den, information from data. Many people are familiar with the phrase “Knowledge Discovery
in Data” or KDD often used as synonym for data mining, although technically KDD describes
a meta-process of which data mining is a part. Data mining can be broadly classified into two
categories: predictive data mining concerned with the prediction of behaviour based on historic
data and descriptive data mining concerned with the discovery of patterns in existing data that
may be used to guide future decisions [178].
Figure 2.13: Schematic illustrating KDD meta-process inspired from [69]
A schematic of the KDD meta-process is given in Figure 2.13. From the figure it can be
seen that KDD consists of four processes: (i) data cleaning, (ii) data selection (iii) data mining
and (iv) evaluation (usage). In the first process the data to be mined is collected together
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(possibly from many sources) and “cleaned” so as to remove noise and irrelevant data. In the
context of image mining this is where image pre-processing of the form described above (see
Section 2.3), is conducted. If the data comes from multiple sources an integration sub-process
may also be applied (as indicated in the figure). Data selection is concerned with identifying
the particular data items required (usually only a subset of the collected data is needed) and
transforming or consolidating this subset into an appropriate format. This is where feature
selection, as described above, will take place (Section 2.4). The next process is the actual data
mining, the most significant process within the KDD meta-process where the “information
discovery” takes place. In the fourth and last process the extracted information is evaluated
according to some relevance criteria; this may include visualisation and/or translation into
some other knowledge format so that the extracted (mined) knowledge can be presented in a
more “user friendly” form to end users [69].
Data mining can be performed on any kind of data repository. Traditionally data mining
has been applied to relational databases where the data is stored in a tabular format that has
a two dimensional structure comprised of rows and columns [166]. The term data warehouse
is sometimes used (as in the case of Figure 2.13), a subject-oriented database integrated from
multiple sources in a given time period for data mining purposes. More recently data mining
has been applied to a greater variety of data formats such as: spatial data, time-series data, free
text, multimedia data, the World Wide Web, and video and image data [69, 71]. With respect
to this thesis the last, image data, is of particular interest. Image mining is thus a form of data
mining best described as the process of discovering interesting, but hidden, information within
image data [163].
The nature of the data mining that may to be utilised is dependent on end user requirements.
Common examples found in the literature include: (i) association rule mining, (ii) clustering
and (iii) prediction analysis (typically classification and regression). The first is concerned with
the discovery of what are called association rules, rules that describe relationships between
attributes in the data (if x occurs y is also likely to occur). Clustering (a form of unsupervised
learning) is the process of grouping data into “clusters” according to some notion of similarity.
Prediction analysis (a form of supervised learning) is directed at generating a model from a
data set that can then be used to predict the nature of previously unseen data [109]. The work
described in this thesis is directed at the latter.
Image prediction algorithms typically operate using a pre-labeled image set, referred to as
the training set, to generate a prediction model which can later be applied to predict labels
to be associated with previously unseen data (images). Image mining has been successfully
applied in many different application domains; two common application domains for image
mining are healthcare and geotechnology [163]. The later is of particular relevance with respect
to this thesis. The geotechnology application domain includes data mining applied to GIS,
GPS and remote sensing data in the context of agriculture, forestry, environmental science and
geoscience studies [30, 154].
30
2.5.1 Predictive Analysis
Predictive analysis is concerned with the extraction of embedded knowledge from data for the
purpose of using this knowledge for prediction purposes. The main idea behind prediction
analysis is to capture the correlation between what are known as “explanatory variables” and
“prediction variables” from historical data [71]. A schematic of the predictive analysis process
is given in Figure 2.14. From the figure it can be observed that the analysis process consists of
two phases: (i) training, where a prediction model is constructed using a training set; and (ii)
prediction, where the model is used to predict the nature of unseen data.
Figure 2.14: Schematic illustrating the generic predictive analysis process
From the literature two broad predictive analysis techniques can be identified: (i) classifi-
cation and (ii) regression. The fundamental idea of classification is to build a model, known
as a “classifier” which can then be used to label previously unseen records. The labels are re-
ferred to as “classes” and are drawn from a predefined set of classes C. The individual classes
represent discrete or categorical values; the size of the set C is also typically quite small, for
many applications |C|= 2 (binary classification). In the case of regression the predicted values
are continuous numeric values. Regression is a statistical technique whereby a numerically
valued function is generated [68]. Both techniques comprise a training/learning element and
an application element. During the training/learning element the desired model is constructed
from pre-labelled training data, hence classification and regression referred to as supervised
learning techniques. Classification and regression are considered further below. Note that an
important precursor for the application of a prediction model generation algorithm is feature
selection, as discussed in Section 2.4 above, this has the effect of reducing runtimes and in-
creasing accuracies.
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Classification
Classification is concerned with the generation and application of a prediction model, known
as a classifier, for the purpose of predicting the class labels to be associated with new records.
As noted above the technique comprises two elements: (i) training and (ii) application.
Training is concerned with the construction of the desired model (classifier). This is
achieved using a learning algorithm of some form, which is applied to a training set to construct
the classifier. The training set comprises a set of pre-labelled records typically represented us-
ing a n-dimensional feature vector representation which in turn comprises a set of attribute
values and a class label {a1,a2, . . .an−1,cn} where ai is an attribute value and cn is a class label
such that cn ∈ C. The second element is the classifier application step in which a generated
classifier is applied to previously unseen data so as to attach class label to each record in the
new data [69].
In the context of image classification a schematic illustrating the image classification pro-
cess is presented in Figure 2.15. Note that the schematic corresponds with the generic predic-
tive analysis schematic given in Figure 2.14. The top half of the figure describes the “training”
element while the lower half the “classification” element. With respect to the work presented in
this thesis eight classifier generation algorithms were considered: (i) Decision Tree generators
(C4.5), (ii) Naive Bayes, (iii) Averaged One Dependence Estimators (AODE), (iv) Bayesian
Network, (v) Radial Basis Function Network (RBF Network), (vi) Sequential Minimal Opti-
misation (SMO), (vii) Logistic Regression and (viii) Neural Network.
Figure 2.15: Schematic illustrating the image classification process
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Regression
As noted above, classification techniques are typically used with respect to applications where
the prediction is founded on the usage of discrete class labels. Again as noted above, regression
is a statistical technique applicable where the prediction is concerned with real values. The
idea is to mathematically model the relationship between a response variable, and one or more
predictor variables, using a continuously-valued function. As in the case of classification, the
model is construct using training data.
There are many existing techniques for performing regression analysis, frequently refer-
enced techniques include simple linear regression and multiple linear regression [71, 129].
Each will be discussed in further detail below (both were used with respect to the work pre-
sented later in this thesis, the detail of regression analysis is presented in Chapter 7. In the
discussion below the set of predictor variables (also known as the independent, explanatory,
regress, input or exogenous variable) will be denoted by x, and the response variable (some
times called as dependent, target, output or endogenous variable) by y. Note also that regres-
sion can be applied simply to study the relationship between the response variable y and one
or more predictor variables x, although with respect to the work presented in this thesis the
interest is in prediction.
Linear regression is the most popular regression model referenced in the literature. It is
considered to be most appropriate when the correlations between x and y are almost linear.
However there are some limitation to linear regression, these include: (i) their inappropri-
ateness with respect to applications that feature non-linear relationships between x and y, (ii)
linear regression analysis is limited to numerical response prediction (as opposed to class la-
bel prediction as in the case of classification), and (iii) (in common with many classification
techniques) a lack of explanation about the nature of a prediction [40, 123].
The most straight forward form of linear regression is Simple linear Regression (SLR)
where we have only one predictor variable x. The resulting model is presented in terms of an
equation of the form [94]:
y = a0 +a1x (2.3)
where a0 and a1 are the constants for the regression model such that y increases or decreases in a
linear manner as x increases. In the ideal situation the generated model describes a straight line
graph expressing the relationship between y to x which is fitted to a given data set. However this
ideal situation does not occur frequently with respect to real-life data. The response variable
(y) will have associated errors related to each predictor variable value. The difference value
between an actual response value and a predicted response value is called the residual, usually
denoted as e.
y = a0 +a1x+ e (2.4)
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Multiple Linear Regression (MLR), unlike SLR, operates using a number of predictor vari-
ables. The MLR model for predicting the response value can be written as follow:
y = a0 +
n
∑
i=1
aixi + e (2.5)
Where: y is the response variable, x1,x2, ...,xn are the predictor variables, e is a random error,
and a0,a1, ...,an are the regression coefficients extracted from the training (input) data.
In the context of image mining the utility of regression analysis is similar to that of clas-
sification as described above. Regression analysis, when applied to an image collection, again
comprises two distinct steps (as indicated by the generic prediction process presented previ-
ously in Figure 2.14): (i) training and (ii) prediction. As before the training process is applied
using a training set that has been appropriately pre-processed. Once a prediction model has
been generated, the model can be applied to unseen image data for response variable predic-
tion purposes.
2.5.2 Frequent Subgraph Mining
One of the techniques considered in this thesis is based on the idea of a hierarchical decom-
position of stellate images as discussed in Sub-section 2.3.3. The idea is then to use Frequent
Subgraph Mining (FSM) to identify a set of features that can then be used to create a feature
vector representation. The technique is fully described in Chapter 4. This sub-section provides
some background material concerning FSM to support the discussion presented later Chapter
4.
FSM is essentially a graph mining technique, the process of identifying hidden information
in graph data. Graph representations are widely used and are seen as a powerful and flexible
mechanism for representing and/or modelling entities such as circuits, chemical compounds,
protein structures, biological networks, social networks, world wild web information, work-
flows, xml documents and image data [68, 136]. Graph mining applications include chemical
informatics, computer vision, video indexing and text retrieval. [61, 98, 148, 191].
From the literature we can identify a variety of graph mining techniques which from FSM
is the most significant with respect to this thesis. Frequent subgraphs, once discovered, may
be used to: characterise graph sets, discriminate between different groups of graphs, classify
and cluster graphs, and facilitate similarity searches in graph databases. Example applica-
tions where FSM has been used can be found in [68] and [78] where it was used for chemi-
cal analysis. FSM van be employed with respect to one single large graph or a collection of
graphs, in the context of this thesis we are interested in the latter, a collection of graphs rep-
resenting household images extracted from satellite image data. Thus given a graph dataset
D = {G0,G1, ...,Gn}, support(g) denotes the number of graphs (in D) in which a subgraph g
exists. A subgraph g is then said to be frequent if support(g) > σ , where σ is a minimum
support threshold.
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The main component of any FSM algorithm is isomorphism testing, the process of checking
whether a subgraph gi is identical to a subgraph g j. Isomorphism testing is required with
respect to candidate subgraph generation and support counting. Isomorphism testing is the
main computational overhead associated with FSM. The majority of FSM algorithms seek to
limit the amount of isomorphism testing that is required. One example is the Apriori-based
Graph Mining (AGM) algorithm proposed in [83], which was further developed in [97] to give
the Frequent Subgraph Mining (FSM) algorithm based on the idea of using what the authors
refer to as the “adjacent representation” of graphs and an “edge-growing” strategy. Both AGM
and FSM take advantage of the Apriori approach, presented in [1] in the context of frequent
item set mining for tabular data, whereby if a k edge subgraph is not frequent none of its k+1
edge subgraphs will be frequent. Apriori style FSM algorithms operate in a three step manner:
(i) candidate generation, (ii) support counting and (iii) pruning of graphs according to the σ
threshold value. During candidate generation k + 1 edge candidate subgraphs are generated
from the frequent k edge subgraphs identified on the previous iteration, a process known as
subgraph growing.
Algorithm 1 Frequent Subgraph Mining Process
1: INPUT G = {G1,G2, . . . ,Gn}, σ = threshold;
2: OUTPUT S = {S1,S2, . . . ,Sn};
3: S = null;
4: k = 1;
5: Ck = all one edge candidate subgraph in G;
6: loop
7: L = set of occurrence counts for each Gi ∈Ck obtained using an isomorphism process,
with one to one corresponding with Ck;
8: F = set of frequent subgraph in Ck, where for each gi ∈Ck 1 ∈ L < σ ;
9: S = S∪F ;
10: k++
11: Ck = set of k-edge subgraphs extended from F using right most extension
12: if (k==null) then exit
13: end loop
The frequent subgraph process is describing in Algorithm 1. The input consists of two
variables: (i) a collection of graphs (each graph represents a image) denoted by G and (ii) the
threshold value σ . The output is a collection of frequent subgraphs denoted by S. The process
begins with the initiation of some parameters: (i) the set of frequent subgraph is initially an
empty set, (ii) the counter k is defined as 1, and (iii) the set of one edge candidate subgraphs
is assigned to Ck. The algorithm then loops (line 6 to line 13) through the following steps:
(i) determine the occurrence count for each subgraph Gi ∈ Ck using an isomorphism testing
process, (ii) compare the occurrence counts of each subgraph Gi ∈Gk with the σ and add those
Gi whose occurrence count is greater than σ to the set F , (iii) add the set F to the set S so
far, (iv) increment k and generate the next size of candidate sets Ck from F and (v) repeat the
process. The loop continues until no more candidate can be generated (Ck = /0).
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2.6 Evaluation measure and Statistical Significant evaluation
Once a classification or regression model has been generated it is desirable to obtain some
measure of its effectiveness. This is typically achieved by applying the model to a test set whose
prediction values (class labels) are known so that comparisons can be undertaken between the
predicted result and the known result. A wide variety of measures have been used with which
to evaluate the performance of prediction models according to their effectiveness. In the case of
the evaluation presented later in this thesis five measures were used with respect to classification
performance: (i) Area Under the Receiver Operation Characteristics (ROC) curve (AUC) is
frequently used [9, 34, 41, 138], (ii) Accuracy (AC), (iii) Sensitivity (SN), (iv) Specificity (SP)
and (v) The F-measure (FM). Of these AUC is considered to be the best for indicating the
overall quality of the classifier therefore for evaluation purposes [108], as presented later in
this thesis, AUC was used as the central measure with which the different proposed approaches
were compared. The AUC measure is therefore discussed in further detail here. With respect
to regression analysis three measures were used: (i) Correlation Coefficient (Coef), (ii) Mean
Absolute Error (MAE) and (iii) Root Mean Squared Error (RMSE)
A ROC graph is a two-dimensional plot of the True Positive (TP) rate (sensitivity) versus
the False Positive (FP) rate (1-specificiy). The True Positive (TP) rate measures the proportion
of correctly identified positive test records. The False Positive (FP) rate measures the propor-
tion of incorrectly identified positive test records. Conversely, the True Negative (TN) rate
measures the proportions of correctly identified negative test records, while the False Negative
(FN) rate measures the proportion of incorrectly identified negative test records. A ROC graph
thus illustrates the relative trade off between benefits (true positives) and costs (false positives).
The bottom-left corner of the graph (coordinates 〈0,0〉) represents the situation where we have
no true positive classifications and no false positive classifications, whereas the upper right cor-
ner (coordinates 〈1,1〉) represents the situation where we have no true negative classifications
and no false negative classification. The ideal situation is where the true positive rate equals 1
and the false positive rate equals 0. To compare ROC curves a simple approach is to consider
the area under the ROC, the AUC measure, so that the nature of a ROC is described as a single
number [188]. An example of a ROC curve is shown in Figure 2.16. The diagonal line rep-
resents the trade-off between the TP rate and FP rate for a random model, and has an AUC of
0.5. In practice the ROC for a well performing classifier needs to be as far to the top left corner
as possible as this is where an AUC value of 1.0 will occur.
Using AUC a number of classifiers can be compared. Given a collection of classifiers and
an evaluation data set we can expect that one of them will produce a best AUC value. The
question is whether this is statistically significant or not? A number of approaches have been
proposed to determine whether a comparison of a number of techniques is indeed statistically
significant or simply a matter of chance, these include: (i) the paired t-test, (ii) the Wilconxon
Signed-Rank Test, (iii) the ANOVA test and (iv) the Friedman test. The Friedman test offers the
advantages over the other techniques of: (i) simplicity of calculation, and (ii) usage of a ranking
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Figure 2.16: Example of ROC curves
instead of some average [53]. The Friedman test is recommended for use with “related” data
sets, while the ANOVA test is recommended for use with “unrelated” data sets [35]. Therefore,
the Friedman test was considered to be the most suitable statistical test for use with respect to
the comparisons presented later in this thesis. The Friedman test is a non-parametric statistical
test which was first introduced in [50]. The test is used to evaluate performance across a
number of different models so that the null hypothesis H0, that there is no significant difference
between the models considered, can be accepted or rejected. (The alternative hypothesis, H1,
is that there a significant difference between the models considered.)
The Friedman test is based on the Average Ranked (AR) performance for each classification
model; in this thesis performance was defined using the AUC measure described above. The
Friedman test statistic χ2F is then calculated as per Equation 2.6 [35, 50].
χ2F =
12N
K(K +1)
[
K
∑
i=1
AR2i −
K(K +1)2
4
]
(2.6)
where N is the number of data sets, K is the number of classification techniques, and ARi is the
average rank for classification model i calculated as follows:
ARi =
1
N
N
∑
j=1
R(i, j) (2.7)
where R(i, j) denotes the rank for classification model i with respect to data set j.
The assumption is that the Friedman statistical value is distributed according to the χ2F dis-
tribution with K−1 degrees of freedom; this distribution is then used to determine whether the
calculated χ2F value (the Friedman statistic value) is significant or not. If the calculated value
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of χ2F is greater than the “null distribution”, then the H0 can be rejected. The null distribution
is a pre-determined theoretical distribution with α = 0.05 as the most commonly used value to
describe the level of significance (α) [50].
The p-value is a statistical function which is used in the context of null hypothesis testing
in order to quantify the strength of the statistical significance of evidence. The p-value is the
probability of the observed result assuming that the null hypothesis is true. Therefore if the
p-value is equal to or greater than the significance level (α) this confirms that the H0 can be
rejected.
On completion of the Friedman test, a post hoc Nemenyi test may be applied, if H0 (that
there is no significant difference in operation between the models) has been rejected, so as to
identify which prediction models’ operation was statistically different to which other models
[132]. Using the post hoc Nemenyi test differences in the performance between two or more
classifiers, the Critical Difference (CD), is calculated using Equation 2.8:
CD = qα,∞,K
√
K(K +1)
12N
(2.8)
where the critical value for qα,∞,K is based on the Studentised range statistics [86]. The per-
formance of an individual technique is considered to be significant if the average rank differs
by at least the CD value in comparison with the same other technique with which it is being
compared.
2.7 Summary
This chapter has presented the relevant background and previous work with respect to the re-
search described in this thesis. Data mining, and its sub-domain of image mining, and the chal-
lenges of satellite image categorisation were described. In the context of image pre-processing
prior to the application of image mining, several image segmentation techniques that may be
applied to satellite images were introduced. A review of the literature concerned with feature
extraction and feature selection was also presented. The chapter was concluded with a review of
the techniques used for evaluation purposes later in this thesis. In the next chapter the satellite
image datasets that were used for the performance evaluation of the proposed techniques are
described. The process of preparing these images for image classification/regression, includ-
ing image enhancement and image segmentation, in the context of the background on image
pre-processing given in this previous work chapter, will also be presented.
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Chapter 3
Satellite Image Datasets
3.1 Introduction
To act as a focus for the work presented in this thesis a number of satellite image data sets were
used. These data sets can be divided into two categories: (i) those used to evaluate the proposed
household family size prediction techniques presented in Chapter 4, 5, 6 and 7 and (ii) that used
to illustrate and evaluate the process for conducting large scale population estimation mining
presented in Chapter 8. This chapter consider the first category, the second is considered in
Chapter 8. This chapter commences by presenting an overview of the test sites in Section 3.2.
With respect to ground truth survey, the corresponding satellite images were obtained from
Google Earth, an overview of the process whereby they were obtained is presented in Section
3.3. The proposed household image segmentation process is then presented in Section 3.4.
Finally the chapter is concluded in Section 3.5
3.2 Test Sites
An overview of the test sites used for evaluation purposes with respect to the work presented in
Chapters 4, 5, 6 and 7 of this thesis is presented in this section. A rural area within the Ethiopia
hinterland was used. More specifically the Horro district of the Oramia region of Ethiopia,
which lies some 300 kilometres to the north-west of the capital Addis Ababa as shown in
Figure 3.1 (in the figure the black arrow indicates the location). This area was used because a
team from the University of Liverpool were operating in this area from May 2011 to July 2012
(Figure 3.2). Ground truth data sets were originally collected from two different districts: (i)
Horro and (ii) Jarso (both are rural areas). Note that the priority aim for collecting the data
was not to collect census data, although such data was collected as a by-product. However
the quality of the available satellite imagery covering the Jarso district was found to be poor.
Consequently only data from the Horro district was used to provide “ground truth” data with
respect to this thesis.
The ground truth data included household geographic coordinates expressed in terms of
latitude and longitude together with family size (number of people living at the household) col-
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Figure 3.1: The location of Horro district, Ethiopia
Figure 3.2: Ground truth collection at one of the test sites
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Table 3.1: Class label Statistics and distribution for the Site A and Site B data sets
Family Size Minimum Maximum Average Mode Site A Site B
Small 2 5 4.04 5 28 19
Medium 6 8 7.00 6 32 21
Large 9 12 9.80 9 10 10
Total 120 2 12 6.31 6 70 50
lected from two different sites (villages). Whatever the case, data from two sites in the Horro
district was obtained, Site A and Site B, as shown in Figure 3.3, 70 households from Site A
and 50 households from Site B. Site A was bounded by the parallels of latitude 9◦33′44′′N and
9◦35′6′′N, and the meridians of longitude 37◦6′37′′E and 37◦13′37′′E and Site B was by par-
allels of 9◦43′16′′N and 9◦45′3′′N, and the meridians of longitude 37◦0′46′′E and 37◦8′36′′E.
The letters “A” and “B” in Figure 3.3 indicate the site locations. The distribution of family size
over the 120 households is presented in Figure 3.4. From the figure it can be observed that a
more or less normal distribution of family size was found to exist. The most frequent family
sizes were found to be 6 and 8 (family sizes of 7 were not as frequent), whilst family sizes of 2
and 11 were founded to be the least frequent.
Figure 3.3: Site A and Site B locations
With respect to image classification the household collected data was separated into three
classes: (i) “small family size” (2-5 people in family), (ii) “medium family size” (6-8 people
in family) and (iii) “large family size” (9-12 people in family). Some statistics concerning the
class distributions for the Site A and B data are shown in Table 3.1. From the table it can be
seen that the minimum and maximum family size were 2 and 12 respectively, the mean was
6.31, the medium were 6 and standard deviation was 2.56. These two data sets then provided
the training and test data required for our proposed census collection system. Figure 3.5 shows
an example household from one of the test sites.
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Figure 3.4: The distribution of family size over 120 households
Figure 3.5: Example of a Site A household
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3.3 Satellite Image Collection
The satellite image collection process is presented in this section. The geographic coordinates
(latitude and longitude) from ground truth data for each household was used to identify the
households in satellite images within the Google Earth service. Figure 3.6 shows a Google
Earth image indicating some of the locations of the Site A (bottom cluster) and Site B (top
cluster) households used, note that in the figure households are marked and identified using an
ID code.
Figure 3.6: Google Earth image indicating the locations of some of the ground truth households
uses
The images were originally obtained using the GeoEye satellite with a 50 centimetre ground
resolution. The satellite images for Site A were released by Google Earth on 22 August 2009
(Figure 3.7(a)) and those for Site B (Figure 3.7(b)) on 11 February 2012. The Site B satellite
images were obtained during the “dry season” (September to February), while the site A im-
ages were obtained during the wet season (June to August). From Figure 3.7(a) the households
can be clearly identified, many of the households have tin roofs which are easy to differentiate
from the (green) backgrounds, the households are less easy to identify in Figure 3.7(b) where
they tend to merge into the (light-brown) background. A “close up” of a household is presented
in Figure 3.8.
To act as a focus for the work presented in this thesis a number of satellite image data
sets were used. These data sets can be divided into two categories: (i) those used to evaluate
the proposed household family size prediction techniques presented in Chapters 4, 5, 6 and 7;
and (ii) that used to illustrate and evaluate the process for conducting large scale population
estimation mining presented in Chapter 8. The first comprised a collection of 120 households
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Figure 3.7: Examples of satellite images for the two different test sites (A and B)
that were obtained from Google Earth in March 2012.The second comprised a collection of
600 images that were obtained from the Google Static Map service in March 2014, both data
sets were obtained with respect to the Horro district.
3.4 Household Image Segmentation
This section presents the adopted process for segmenting the Site A and Site B household image
collection obtained as described above. A typical satellite image from test site A is presented
in Figure 3.9. From the figure it can be seen that the households of interest are typically defined
by a rough rectangular boundary in which buildings and related objects are located (although
other boundary shapes may occur). Consequently an edge-based segmentation technique was
adopted for the purpose of identifying (segmenting) households. The fundamental idea was to
identify the rectangles that surrounding households. For this purpose a sequence of techniques
was applied: (i) Canny edge detection, (ii) the Hough transform and (iii) least squares line
fitting.
Canny edge detection is an edge detection technique for identifying object contours from
intensity discontinuities [20], further detail of this technique is presented in Sub-section 3.4.1.
The Hough transform is a segmentation technique suited for identifying imperfect instances
of objects of certain predefined shapes (such as the straight lines making up a rectangle) [42],
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Figure 3.8: Example of obtained satellite image
and is described in further detail in Sub-section 3.4.2. Least squares line fitting is a process of
identifying the best fit line for a set of data points, and is discussed in Sub-section 3.4.3. The
overall household image segmentation process is presented in Sub-section 3.4.4.
3.4.1 Canny Edge detection
The term “edge” is used to describe pixels in image analysis. Edge refers to a set of pixels
where a significant local change of intensity occurs. When some significant local change in
intensity occurs in pixels, they indicate a boundary between two different regions in an image.
For example, a typical edge might be the border between a block of the colour blue and a block
of the colour yellow. A line in an image, for instance, has two edges; one edge on each side
of the line. Edge detection refers to the process of identifying and locating such pixel sets.
There are numerous edge detection methods that have been developed. In the context of work
presented in this thesis, as noted above, Canny edge detection was used to facilitate the process
of segmenting individual households.
The Canny edge detection algorithm is an “optimal detector” and is adaptable to various
environments. Assessment of Canny edge detection against the following criteria makes it op-
timal. First, edge detection should provide low error rate. In edge detection, failure to detect
some edges and providing false positives by responding to non-edges should be minimised as
much as possible. Second, an edge points should be well localised. Typically, the distance
between the actual edge and located position of the edge should be minimum. Third, an algo-
45
Figure 3.9: Satellite image obtained from test site A.
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rithm should have one response to a single edge. This criterion is included for cases when the
first two substantially fail to completely eliminate the possibility of multiple responses to an
edge [20].
Based on these criteria, the canny edge detector commences by applying a filter to “smooth”
the image, to eliminate noise. Then it uses the intensity gradients within the image, to deter-
mine the “edge” pixel sets that feature high spatial derivatives. The algorithm then tracks along
the identified edges and suppresses any pixel that is not at the maximum (non-maximum sup-
pression). Next, the gradient array is further reduced using a hysteresis process. Hysteresis is
used to track along the remaining pixels that have not been suppressed. Hysteresis uses two
thresholds. If a pixel magnitude is below the first (low) threshold then the current pixel is set
to zero (typically marking a non edge). If the magnitude is above the second (high) threshold
then the pixel is considered to be part of an edge. If a pixel magnitude is between the two
thresholds, then it is set to zero unless there is a path from this pixel to a pixel with a gradient
above the second threshold [121, 170].
Canny edge detection has been applied in many application domains; example applications
in the context of satellite images can be found in [75, 174, 190]. With respect to household
segmentation, Canny edge detection was applied to identify the lines (edges) in a satellite
image in order to facilitate the application of the Hough transform as described in the following
sub-section.
3.4.2 Hough Transform
The Hough transform [42] is basically a technique for line identification in an image, but the
technique has been extended so that it can be used to facilitate the identification of arbitrary
shapes such as circles or rectangles [10, 199]. As mentioned before the boundary of the house-
holds of interest have a rectangular shape. Thus the Hough transform is applied to identify
particular combinations of lines that form rectangles. The advantages of the Hough transform
technique is that it is tolerant of gaps in feature boundary descriptions and that it is unaffected
by noise.
More specifically the Hough transform is applied to transform the points in a Cartesian
image space to straight lines. In general a straight line can be presented in the form shown in
Equation 3.1.
y = mx+b (3.1)
However, when using the Hough transform the alternative straight line equation given; in Equa-
tion 3.2 is used, where r is the distance from the origin to the closest point on the straight line,
and θ is the angle between the X-axis and the line connecting the origin with that closest point.
ρ = xcosθ + ysinθ (3.2)
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The Hough parameter space for lines thus consists of two dimensions: θ and ρ , and a line is
represented by a single point corresponding to a unique set of parameters (θ0,ρ0). The line-to-
point mapping is illustrated in Figure 3.10.
Figure 3.10: Mapping of one unique line to the Hough parameter space
To use the Hough transform some edge detection algorithm, such as Canny edge detection
algorithm described above, must first be applied to determine potential edges. The edge points
are then translated into the Hough parameter space and recorded in an accumulator. The Hough
parameters in the accumulator are then interpreted as lines of infinite length. Finally the infinite
length lines are converted to finite lines which are then overlaid with the original image.
There are many examples in the literature where the Hough transform has been applied to
satellite images, in the context of a variety of application domains, example can be found in
[60, 113, 147, 180].
3.4.3 Least Squares Line Fitting
The process of Curve/Line fitting is the process of finding a best fit curve/line among a collec-
tion of data points [7, 185]. In the context of the work presented in this thesis, curve fitting is
applied in order to fit the straight lines identified using the Hough transform to some predefined
shaped (a rectangle in our case). One technique for doing this is least squares line fitting. In
this sub-section a brief overview of Least Squares line fitting [23, 130] is thus presented to
aid understanding of the household image segmentation process. Given a set of ordered pairs
(x1,y1), (x2,y2),. . . , (xn,yn), to find the line of best fit first the mean of the x values and the
mean of the y values are calculated using Equations 3.3 and 3.4, respectively. The slope (m) of
the line of best fit is then calculated using Equation 3.5
X =
∑ni=1 xi
n
(3.3)
Y =
∑ni=1 yi
n
(3.4)
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m =
∑ni=1(xi−X)(yi−Y )
∑ni=1(xi−X)2
(3.5)
Next the y− intercept of the line is calculated using the formula shown in Equation 3.6.
Finally, the y− intercept (b) and slope m are used to form the equation of the line (Equation
3.1).
b = Y −mX (3.6)
Figure 3.11 shows an example of line fitting using the least squares methods. The fig-
ure shows a collection of example points in Figure 3.11(a) and a line fitted to the points by
calculates the slope m and y− intercept (b) in Figure 3.11 (b).
Figure 3.11: Example of Line fitting using the Least Squares technique
In the context of satellite image applications, an example of Least Square Line Fitting
can be found in [16]. In the context of the work presented in this thesis, as already noted,
Least Square Line Fitting is applied to fit the lines so as to identify the anticipated rectangular
boundary of the household.
3.4.4 Household Image Segmentation Process
This sub-section describes the image segmentation processes applied to the input satellite data.
Due to the complexity of the segmentation process, as described above the process is illustrated
in Figure 3.12. An example of a household satellite image obtained from Google Earth of the
Site A is shown in Figure 3.12 (a). However, before household segmentation can be applied
it was first necessary to register and align the image so that each household was aligned in
a north-south direction. The purpose of this registration and alignment was to facilitate later
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feature segmentation. The result is a shown in Figure 3.12(b), where the image shown in Figure
3.12(a) has been appropriately aligned.
The next step was to convert each RGB colour represented images into an sixteen colour
indexed image (as shown in Figure 3.12(c)), and then to transform this into a greyscale im-
age to which histogram equalisation can be applied. Recall that histogram equalisation is a
method for image enhancement directed at ensuring an equal colour distribution [55, 63], (Fig-
ure 3.12(d)), detail concerning histogram equalisation was presented in Chapter 2, Sub-section
2.3.1. The process commences by selecting a reference image which is then used for normali-
sation purposes with respect to the remaining images.
Once the image enhancement process was complete the next stage was to segment the
images so as to isolate individual households. It has already been noted that the households of
interest are typically defined by a rough rectangular boundary in which buildings and related
objects are located. The aim was to segment these images so that these rectangular areas can
be clearly isolated, however the boundaries are frequently not well defined in that the edges
are not continuous. Thus, for example, region-growing segmentation techniques would be
unlikely to perform well, instead line (edge) segmentation was adopted as a more suitable form
of segmentation for the given application domain.
More specifically, for the purpose of image segmentation the Canny edge detection algo-
rithm [20] and the Hough Transform [42] were applied (see details above). Prior to applying
Canny edge detection and the Hough transform, contrast adjustment was applied to the images
so that the household boundaries could be more readily distinguished.
Canny edge detection was then applied, the result as shown in Figure 3.12(e); in the figure
the detected edges have been highlighted. As a result of applying the Hough transform, we
have a collection of “lines” as shown in Figure 3.12(f). Each line is defined by a start and end
point, and a ρ and θ value (length and direction).
The next part of the process is to fit a rectangle to this set of lines. This was achieved
by applying a Least squares approach [18], applied to each group of lines approximating to
the top, bottom, left and right sides of a rectangle (see the detail above). As a results the
rectangle surrounding each household was demarcated by a pair of horizontal and a pair of
vertical lines (Figure 3.12(g)). The intersections of the lines can then be found so as to delimit
the surrounding rectangle in term of its four corners (Figure 3.12(h)). The boundaries found
were then applied to the original image to determine the area of each individual household.
The final result is a set of segmented household images such as that as shown in Figure 3.12(i).
The segmentation process as applied to a Site B household image is shown in Figure 3.13.
Figure 3.13(a) is the original image. Figure 3.13(b) is the image after Figure 3.13(a) has been
appropriately aligned. Figure 3.13(c) is the sixteen colour indexed image. Greyscale trans-
formation and histogram equalisation was then applied to give Figure 3.13(d). The resulting
image after Canny edge detection has been applied is presented in Figure 3.13(e). The line de-
tection technique using the Hough transform was then used as shown in Figure 3.13(f).Figure
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Figure 3.12: Household segmentation process for Site A data
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Figure 3.13: Household segmentation process for Site B data
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3.13(g) shows the result when line fitting is applied using the least squares approach. Rectangle
shape fitting was then applied as presented in Figure 3.13(h). The final segmented household
is shown in the Figure 3.13(i).
3.5 Summary
This chapter has introduced the Site A and Site B test set data and provided the necessary
context to the preprocessing of the satellite image data so as to segment the desired household
areas. The segmentation process was fully described. The results were two collections of im-
ages. Note that each image has a family size (class label) associated with it. The distribution of
these class labels was given in Table 3.1. Note that some initial experiments (not reported here)
directed at evaluating the relationship between family size and household image size found that
there was no correlation between the two. It was conjectured that this might be because poorer
families lived in smaller households than richer families of the same size. Therefore, in the
following three chapters three different techniques, whereby the satellite household image data
can be classified are described and evaluated. The first technique considered is a graph-based
technique which is presented in the following chapter.
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Chapter 4
Population Estimation Mining using
Satellite Imagery: The Graph-Based
Approach
4.1 Introduction
This chapter considers the first of the three image representation approaches considered in
this thesis, the colour histogram based and texture based representations are considered in
Chapters 5 and 6 respectively. The idea promoted in this chapter is to capture the nature of each
segmented household image, using a graph-based representation. In the case of the training data
each graph represented household has a “family size” class label associated with it (see Table
3.1 presented in previous chapter). This training data can then be used to build a graph-based
classifier that can be used to predict household sizes according to the nature of the proposed
graph structure representation.
More specifically, in this chapter an image decomposition approach is considered whereby
the individual households are represented using a quadtree (graph) decomposition; we refer to
this as “fine segmentation” to distinguish it from the “coarse segmentation” used to identify
households as described in Chapter 3. Once a set of households has been fine segmented the
next stage of the data preparation phase is to translate the segmented pixel data into a form
suitable for the application of a classifier. The translation needs to be conducted in such a way
that all salient information is retained while at the same time ensuring that the representation
is concise enough to allow for effective further processing. The fundamental idea here is to
adopt a graph-based representation, more specifically a quadtree based representation (one per
household). Quadtrees have been used extensively in the context of image processing (see for
example [159]). However, the quadtree representation does not lend itself to ready incorpora-
tion with respect to classification algorithms. To do this we propose applying subgraph mining
to the quadtree data to identify frequently occurring patterns across the data that can be used
as features in the context of a feature vector representation. The patterns of interest are thus
frequently occurring subgraphs. A schematic of the graph-based approach is given in Figure
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4.1
Figure 4.1: Schematic illustrating the Graph-Based Framework
A schematic of the graph-based approach is given in Figure 4.1. From the figure it can be
seen that the graph-based approach for census mining consists of three processes: (a) image
segmentation, (b) feature extraction and (c) classifier generation. The image segmentation
process (the top rectangular box in the figure) was discussed in Chapter 3 and will thus not
be considered further in this chapter. Once a set of individual segmented household has been
identified, the next process, feature extraction, is used to translate the segmented pixel data into
an appropriate form suitable for classifier generation (the third process within the framework).
The classifier generation process is straight forward and requires little further consideration
here.
The feature extraction process comprised a number of sub-processes (as shown in Figure
4.1). The fundamental idea underpinning the graph-based approach was to use a quadtree
based representation (one per household). In this manner a set of subgraphs that frequently
occur in the data could be identified which could then be used with respect to a feature vector
representation of the form used by many classifier generation algorithms. The sub-processes
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that make up the feature extraction process are: (i) quadtree decomposition, (ii) tree/graph
representation, (iii) frequent subgraph mining, (iv) feature vector generation and (v) feature
selection. Note that with respect to Figure 4.1 the approach presented is generic in nature and,
as will be seen later in this thesis, similar approaches were used with respect to the colour
histogram based and texture based approaches presented in Chapters 5 and 6 respectively.
The rest of this chapter is organised as follows. Quadtree decomposition is considered in
Section 4.2, whilst Section 4.3 provides the detail of the tree/graph representation sub-process.
The frequent subgraph mining and feature vector generation sub-processes are described in
Section 4.4. Feature selection is then discussed in combination with classifier generation in
Section 4.5. The evaluation of the proposed graph-based framework for population estimation
mining using satellite imagery is then presented in Section 4.6. Finally, some further discussion
and a summary are presented in Section 4.7 and 4.8 respectively.
4.2 Quadtree Decomposition
Image decomposition is a methodology for “factorising an input image into a set of compo-
nents” [25]. Image decomposition has been used in the context of: (i) computer vision and
computer graphic, (ii) image segmentation, (iii) image recognition and (iv) motion estimation.
From the literature there are various image decomposition methods that have been proposed
including quadtree, pyramid (both Gaussian and Laplacian pyramids), wavelet and scale-space
representation [155, 183]. With respect to the proposed graph-based approach a quadtree repre-
sentation is applied to each individual household. Quadtree decomposition is a hierarchical ap-
proach to image decomposition that naturally lends itself to a quadtree data structure. The most
commonly used quadtree representation is the region based quadtree where, at each level and
branch of the decomposition, a given image is decomposed into four equal regions (quadrants)
[156]. The main issue with decomposition techniques is the stopping criteria to be adopted,
this can be expressed in terms of some maximum level of decomposition or the homogeneity
of the decomposed regions.
In the case of the household data considered in this thesis a region quadtree decomposition
was used. An example is presented in Figure 4.2. With respect to this figure, Figure 4.2(a)
gives the original image, Figure 4.2(b) shows a 23× 23 binary array of the image where ‘1s’
are the pixels inside the region and ‘0s’ are the pixels outside the region. The resulting quadtree
decomposition is shown in Figure 4.2(c). With respect to the quadtree storage structure typi-
cally used to encapsulate a quadtree decomposition, the root node represents the whole image,
the immediate child nodes of the root nodes each represents a region quadrant and so on. The
tree structure terminates with leaf nodes. In the example given in Figure 4.2 the process stops
when homogenous regions are arrived at (regions comprised of all black pixels or all white
pixels). The quadtree associated with the decomposition shown in Figure 4.2(c) is shown in
Figure 4.2(d).
In the context of the proposed graph-based approach to population estimation mining from
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Figure 4.2: Schematic illustrating the quadtree decomposition process inspired from [156]
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Figure 4.3: Example of a quadtree decomposition
satellite imagery, the quadtree decomposition sub-process commences by “cropping” each
household image so that it is turned into a 128× 128 pixel square image surrounding the
main building comprising the household (this is automatically identifiable because it is the
largest contiguous “white” region). Colour transformation from RGB into greyscale together
with some image enhancement is then applied to each household image so that the contents
of the image becomes more clear. Once the image has been enhanced, it is decomposed into
sub-regions, as shown in Figure 4.3, until either: (i) uniform regions are arrived at or (ii) a
maximum level of decomposition was reached. Figure 4.3(a) shows an example of a prepro-
cessed household image while Figure 4.3(b) shows the associated quadtree decomposition. The
generated decomposition was then stored in a quadtree format as described above.
4.3 Tree/Graph Representation
Once the household images have been decomposed and stored in the quadtree format, as de-
scribed above, the nodes were labeled with a greyscale encoding generated using a mean in-
tensity of the greyscale colours in each region, in this manner eight labels were derived, each
describing a range of 32 consecutive intensity values. Figure 4.4 presents an example of a
quadtree where the top level node (the root) represents an entire (cropped) household image,
the next level (Level 1) are the root node’s immediate child nodes, and so on. In the figure
the nodes are labelled numerically from 1 to 8 to indicating the greyscale ranges. The edges
were labelled using a set of identifiers 1, 2, 3 and 4 representing the NW, NE, SW and SE
relationship between nodes reference by a particular parent node. In Figure 4.4 the number
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in square brackets alongside each node is a unique node identifier derived according to the
decomposition.
Figure 4.4: The implemented quadtree representation
4.4 Frequent Subgraph Mining and Feature Vector Generation
The quadtree (graph) based representation served to capture the content of individual fine seg-
mented household images, although a disadvantage of the representation is the “boundary prob-
lem” where objects of interested may be located at the intersection of a decomposition. A
second disadvantage is that the quadtree representation is not directly suited to the purpose of
classifier generation and subsequent usage of the generated classifier. It is therefore proposed
in this thesis that if frequently occurring subtrees (subgraphs) could be identified, these could
be considered to be as features within a feature vector representation on the form compatible
with many classifier generators. The motivation was the conjecture that such frequent subtrees
would be indicative of commonly occurring features that might exist across the image set which
in turn might be indicative of individual class labels. Frequent Subgraph Mining (FSM) is an
established area of data mining research as discussed in Sub-section 2.5.2. Recall that given a
graph data set D = {G0,G1, . . .} the support of some subgraph g is the number of occurrences
of g in each graph Gi in the data set D, one count per graph. A frequent subgraph is then one
whose support value exceeds some threshold σ , thus supD(g) ≥ σ . The frequent subgraph
mining problem is thus directed at finding all the frequent subgraphs in D. The value for σ is
usually user specified; the lower the value of σ the greater the number of frequent subgraphs
that will be discovered.
Once a set of frequently occurring subgraphs has been identified these can be arranged into
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a feature vector representation such that each vector element indicates the presence or absence
of a particular subgraph with respect to each household (record) as shown in Table 4.1. With
reference to the table each row represents an individual household (record) numbered from 1
to m, and the columns individual frequent subgraphs represented by the set {S1,S2, . . . ,Sn}.
The values 0 or 1 indicate the absence or presence of the associated subgraph for the record in
that row. This feature vector representation is ideally suited to both the application of classifier
generation algorithms and the future usage of the generated classifiers.
Table 4.1: The example of Feature Vector
Vector S1 S2 S3 S4 S5 ... Sn
1 1 0 1 1 1 ... 1
2 1 1 0 1 1 ... 0
3 1 0 1 0 1 ... 1
4 0 0 1 1 0 ... 0
... ... ... ... ... ... ... ...
m 0 1 1 0 1 ... 1
4.5 Feature Selection and Classification
Once the feature vector generation sub-process was completed, but before classification model
generation could commence, the input data was first discretised (ranged). A further challenge
was the large number of features (subgraphs) identified. Note that increasing the σ threshold
will address this issue, but significant features may then be missed. A feature selection strategy
was thus adopted so as to reduce the number of dimensions in a manner whereby only highly
discriminative features were retained. In general, feature selection algorithms are a combina-
tion of some search technique coupled with some evaluation measure for scoring features as
discussed in Section 2.4 previously. With respect to the research described in this thesis three
evaluation measures were considered: (i) Chi-Squared, (ii) Information Gain and (iii) Gain
Ratio. On completion of the feature selection process, each household image was described in
terms of a reduced number of features (a feature vector of reduced length).
Next the classification process was applied. Extensive evaluation was conducted so as to
test the operation of the different parameters and their variations, however this chapter only
reports the most significant results obtained (there is insufficient space to allow for the presen-
tation of all the results obtained). With respect to the evaluation presented in the following sec-
tion, eight classification generation methods were used: (i) Decision Tree generators (C4.5), (ii)
Naive Bayes, (iii) Averaged One Dependence Estimators (AODE), (iv) Bayesian Network, (v)
Radial Basis Function Network (RBF Network), (vi) Sequential Minimal Optimisation (SMO),
(vii) Logistic Regression and (viii) Neural Network; all taken from the Waikato Environment
for Knowledge Analysis (WEKA) machine learning workbench.
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4.6 Evaluation
The evaluation of the proposed population estimation mining process is presented in this Sec-
tion. The presented evaluation was conducted with respect to the Site A and B data sets previ-
ously introduced in Chapter 3. The overall aim of the evaluation was to provide evidence that
census data can be effectively estimated using the proposed graph-based approach. To this end
four sets of experiments were conducted as follows:
1. Data Representation: A set of experiments to identify the most appropriate support
threshold, σ , for use with respect to the frequent subgraph mining (Sub-section 4.6.1).
2. Feature Selection: A set of experiments to examine the most appropriate feature selec-
tion algorithm (Sub-section 4.6.2).
3. Number of attributes: A set of experiments to analyse the most appropriate number (k)
of features to retain during feature selection (Sub-section 4.6.3).
4. Classification Generation Method: A set of experiments to determine the most appro-
priate classifier generation method (Sub-section 4.6.4).
Each is discussed in further detail in the indicated Sub-sections. Ten fold Cross-Validation
(TCV) was applied throughout and performance recorded in terms of: (i) accuracy (AC), (ii)
Area Under the ROC curve (AUC), (iii) sensitivity (SN), (iv) specificity (SP) and (v) the F-
Measure (FM), although as noted in Section 2.6 AUC was considered to be the most significant
measure to be used when comparing approaches.
Table 4.2: Number of identified frequent subgraph features produced using a range of σ values
with respect to the Site A and B data
σ value Site A Site B
σ = 10 757 420
σ = 20 149 119
σ = 30 49 60
σ = 40 24 39
σ = 50 12 19
4.6.1 Data Representation
In order to investigate the effect the value of the subgraph mining support threshold σ had on
classification performance a sequence of different σ values were considered ranging from 10 to
50 incrementing in steps of 10. For the experiments the Gain Ratio feature selection technique
was used to select k = 55 features because, as demonstrated later in this chapter, k = 55 was
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found to produce good results. For similar reasons Bayesian Network was used for classifier
generation purposes.
The number of features (subgraphs) generated in each case is presented in Table 4.2 and
Figure 4.5. From the table and figure it can be seen that, as would be expected, the number
of identified subgraphs decreases as the value for σ increases (and vice-versa). Note that for
σ = 30, σ = 40 and σ = 50 the number of subgraphs generated is less then k = 55, thus in these
cases all the identified subgraphs are used for classifier generation. Note also that attempts to
conduct the subgraph mining using σ values of less than 10 proved unsuccessful due to the
computational resource required (subgraph mining is computationally expensive).
Figure 4.5: Bar graph representing the results presented in Table 4.2
The results from the experiments to determine the most appropriate value for σ , in terms
of classification effectiveness, are presented in Table 4.3 (best values are highlighted in bold).
From the table it can be observed that best results were obtained using σ = 10 for both Site A
(wet season) and Site B (dry season); giving AUC values of 0.808 and 0.879 respectively. Note
that interpretation of the table suggests that better results could be produced by decreasing the
value of σ further but, as noted above, this was found to be too computationally expensive.
Figure 4.6 displays the AUC results presented in Table 4.3 in the form of a graph. The X-
axis represents the σ values and the Y-axis the AUC scores obtained. From the figure it can be
seen the maximum AUC value was produced when using σ = 10 for both Site A and Site B. The
recorded AUC values for Site B were slightly higher when compared to Site A. However, from
both sites, the graphs shows a dramatic fall in AUC when σ = 20 and σ = 30. The decrease
in AUCs continues to fall, for both sites, as σ is increased further. Thus better results were
obtained when using a low support threshold (σ ) because with low thresholds more frequent
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Table 4.3: Classification performance using a range of σ values (k = 55)
σ Site A Site B
AC AUC FM SN SP AC AUC FM SN SP
σ = 10 0.600 0.808 0.596 0.600 0.734 0.800 0.879 0.792 0.800 0.876
σ = 20 0.429 0.606 0.424 0.429 0.639 0.520 0.697 0.519 0.520 0.742
σ = 30 0.329 0.427 0.336 0.329 0.600 0.380 0.535 0.382 0.380 0.666
σ = 40 0.343 0.396 0.341 0.343 0.562 0.320 0.495 0.306 0.320 0.601
σ = 50 0.371 0.446 0.354 0.371 0.557 0.320 0.461 0.312 0.320 0.603
Figure 4.6: Classification performance in terms of AUC, with respect to the Site A and B data
sets, over a range of σ values
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subgraphs were generated, greater than k = 55 consequently the feature selection process was
able to retain the most distinguishing subgraphs and hence better classifiers were produced.
To further evaluate the results obtained the Friedman test was applied to the AUC results
obtained using all five classifiers and a range of σ values with respect to the Site A and Site
B data sets as shown in Table 4.4. With reference to the table the number in parenthesises in
columns two and three indicate the overall “ranking” of each individual result with respect to
the two data sets. The Average Rank (AR) is given in the fourth column, this is the mean value
of the rankings for each classification technique. The Friedman test statistic is based on the
AR values, as presented in Section 2.6 in Chapter 2. For reference Equation 2.6 from Section
2.6 is presented again in Equation 4.1, where N is the number of data sets (two in this case)
and K is the total number of classification technique considered (five in this case). The highest
recorded AUC value for each data set is indicated in bold font in Table 4.3. Inspection of the
table indicates that σ = 10 produced the overall best performance (AR = 1.0), while σ = 40
produced the worst overall result (AR = 4.5).
χ2F =
12N
K(K +1)
[
K
∑
i=1
AR2i −
K(K +1)2
4
]
(4.1)
The Friedman test statistic and corresponding p value are presented in the first row of Table
4.4. The Friedman test statistic (6.80) and the significance threshold (p < 0.1) indicate that
the null hypothesis (H0), that there is no difference between the techniques, can be rejected.
Because H0 could be rejected a post hoc Nemanyi test was applied to evaluate the relative
performance of the approaches. Recall from Section 2.6 that when using the post hoc Nemanyi
test the performance between individual approaches can be said to be significantly different
if their AR values are different by more than some Critical Difference (CD) value calculated
using equation 4.2 (Equation 2.8 from Section 2.6) where the critical difference level α = 0.1
and the value qα,∞,K is based on the Studentised range statistic.
Table 4.4: Friedman statistical test rankings with respect to Objective 1
Friedman test statistic = 6.80 (p < 0.1)
MinSup Site A Site B AR
σ = 10 0.808 (1) 0.879 (1) 1.0
σ = 20 0.606 (2) 0.697 (2) 2.0
σ = 30 0.427 (4) 0.535 (3) 3.5
σ = 40 0.396 (5) 0.495 (4) 4.5
σ = 50 0.446 (3) 0.461 (5) 4.0
CD = qα,∞,K
√
K(K +1)
12N
(4.2)
The associated significance diagram is presented in Figure 4.7. In the diagram the classi-
fication techniques are listed in ascending order of ranked performance along the Y-axis; the
average rank is given along the X-axis. From the figure it can be seen that the operation of the
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Table 4.5: The Classification performance using different feature selection algorithms
Algorithms
Site A Site B
AC AUC FM SN SP AC AUC FM SN SP
Chi−Squared 0.629 0.708 0.626 0.629 0.770 0.720 0.862 0.699 0.720 0.820
GainRatio 0.600 0.808 0.596 0.596 0.734 0.800 0.879 0.792 0.800 0.876
In f ormationGain 0.643 0.797 0.641 0.643 0.743 0.740 0.871 0.735 0.740 0.846
σ = 10 approach was significant different from the σ = 40 and σ = 50 approaches; the critical
difference tail for σ = 10 does not overlap with the tails for σ = 40 and σ = 50. However,
there is no statistically significant difference between the σ = 10 approach and the σ = 20 and
σ = 30 approaches because their CD tails overlap.
Figure 4.7: Nemenyi’s post hoc critical difference diagram (α = 0.1) for Objective 1
4.6.2 Feature Selection
This sub-section reports on the outcomes from experiments conducted to compare, in the con-
text of classification effectiveness, the operation of the three different feature selection tech-
niques considered: (i) Chi-Squared, (ii) Gain Ratio and (iii) Information Gain. For the experi-
ments σ = 10 was used, because this produced the best result with respect to the experiments
reported in Sub-section 4.6.1, together with k = 55. The obtained results are presented in Table
4.5. From the table it can be observed that best results were obtained using Gain Ratio feature
selection for both Site A and Site B; giving AUC values of 0.808 and 0.879 respectively. In
contrast, the Chi-Squared feature selection algorithm produced the worst results for both sites;
giving AUC values of 0.708 and 0.862 respectively.
The AUC results are presented in the form of a bar chart in Figure 4.8 where the X-axis
represents the three feature selection algorithms: (i) Chi-Squared, (ii) Gain Ratio and (iii) In-
formation Gain, and the Y-axis the associated AUCs score. From the graph it can be clearly
seen that: (i) the AUC values obtained for Site B were higher than the AUC values obtained
for Site A, and (ii) similar results were obtained for all three feature selection algorithms. The
maximum AUC value was recorded using the Gain Ratio feature selection algorithm. Informa-
tion Gain was the second best performing feature selection technique and Chi-Squared feature
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selection the third. The reason why the AUC values recorded with respect to the Site A data
were consistently worse than the Site B data was probably because the number of feature gen-
erated from Site A was greater than that for Site B (757 versus 420), thus less complexity may
produced the better performance.
Figure 4.8: Classification performance in terms of AUC, with respect to the Site A and B data
set using the three considered feature selection techniques
A Friedman test was again applied so as to determine whether the results were statistically
significant or not; the associated data is given in Table 4.6. As before the overall rankings
with respect to the two data sets are given in parenthesises in columns two and three. The
AR of each classifier is given in the fourth column. The associated Friedman test statistic
was 4.00 and the corresponding p value was p > 0.1; the null hypothesis, H0, that there is
no statistical difference between the techniques, can thus be accepted. Therefore from the
experiments and the Friedman test conducted it can be concluded that there was no statistical
significant difference between the techniques. Thus no post hoc Nemanyi test was conducted.
However it can also be concluded that Gain Ratio feature selection was the most appropriate
feature selection mechanism in the context of the population estimation mining using graph-
based representation considered in this chapter because it did give the best AR as presented in
Table 4.6.
Table 4.6: Friedman statistical test rankings with respect to Objective 2
Friedman test statistic = 4.00 (p > 0.1)
Algorithms Site A Site B AR
Chi−Squared 0.708 (3) 0.862 (3) 3.0
GainRatio 0.808 (1) 0.879 (1) 1.0
In f ormationGain 0.797 (2) 0.871 (2) 2.0
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Table 4.7: Classification performance over a range of values of k for Gain Ratio feature selec-
tion
Number of k
Site A Site B
AC AUC FM SN SP AC AUC FM SN SP
k = 25 0.657 0.795 0.651 0.657 0.765 0.740 0.830 0.727 0.740 0.848
k = 30 0.657 0.791 0.650 0.657 0.767 0.740 0.838 0.716 0.740 0.841
k = 35 0.557 0.751 0.556 0.557 0.700 0.740 0.863 0.723 0.740 0.848
k = 40 0.543 0.739 0.542 0.543 0.695 0.760 0.865 0.745 0.760 0.851
k = 45 0.600 0.748 0.598 0.600 0.739 0.780 0.886 0.764 0.780 0.873
k = 50 0.614 0.788 0.614 0.614 0.736 0.820 0.885 0.816 0.820 0.892
k = 55 0.600 0.808 0.596 0.600 0.734 0.800 0.879 0.792 0.800 0.876
k = 60 0.571 0.785 0.570 0.571 0.720 0.780 0.883 0.773 0.780 0.864
4.6.3 Number of attributes
From the foregoing Gain Ratio feature selection produced the most appropriate classification
performance. However, this selection technique requires a parameter k. To identify the effect
on classification performance of the value of k a sequence of experiments was conducted using
a range of values for k from 25 to 60 incrementing in steps of 5. For the experiments σ = 10
was used because previous experiments, reported in Sub-section 4.6.1, had indicated that a
value of σ = 10 produced the best performance. The Bayesian Network learning method was
again adopted. The results produced are presented in Table 4.7. From the Table it can be seen
that with respect to the Site A data the best results (AUC= 0.808) were obtained using k = 55,
and with respect to the Site B data, the best results (AUC= 0.886) were obtained using k = 45.
Thus indicating that a value of k = 50 (between the two) would be a good start value. The same
data as in Table 4.7 is shown in graph form in Figure 4.9. In the figure the X-axis represents
the k values and the Y-axis the AUC score.
The Friedman statistical test was again applied using the AUCs obtained with respect to
all eights classifiers produced using different k values. The rankings are given in Table 4.8,
columns two and three. The AR of each classifier is given in the fourth column. The Friedman
test statistic was 4.50 and the significance threshold was p > 0.1. Therefore we can conclude
that there is no significant different between techniques. The null hypothesis was therefore
accepted and no post hoc Nemenyi test conducted. However, from the test results presented
above it was concluded that k = 55 was the most appropriate value for k when using the Gain
Ratio feature selection method in the context of the graph-based representation for population
estimation mining presented in the chapter because it did give the best AR as shown in Table
4.8.
4.6.4 Classification Generation Method
To determine the most appropriate classification method eight different algorithms were con-
sidered: (i) Decision Tree (C4.5), (ii) Naive Bayes, (iii) Averaged One Dependence Estimators
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Figure 4.9: Classification performance in terms of AUC with respect to the Site A and B data
sets, over a range of Gain Ratio feature selection k values
Table 4.8: Friedman statistical test rankings with respect to Objective 3
Friedman test statistic = 4.5 (p > 0.1)
Number of k Site A Site B AR
k = 25 0.795 (2) 0.830 (8) 5.0
k = 30 0.791 (3) 0.838 (7) 5.0
k = 35 0.751 (6) 0.863 (6) 6.0
k = 40 0.739 (8) 0.865 (5) 6.5
k = 45 0.748 (7) 0.886 (1) 4.0
k = 50 0.788 (4) 0.885 (2) 3.0
k = 55 0.808 (1) 0.879 (4) 2.5
k = 60 0.785 (5) 0.883 (3) 4.0
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Table 4.9: Classification performance in terms of a a number of different classifier generators
Generator
Site A Site B
AC AUC FM SN SP AC AUC FM SN SP
C4.5 0.514 0.572 0.515 0.514 0.686 0.500 0.596 0.500 0.500 0.715
NaiveBayes 0.571 0.794 0.569 0.571 0.727 0.740 0.870 0.728 0.740 0.839
AODE 0.629 0.815 0.627 0.629 0.753 0.800 0.863 0.785 0.800 0.871
BayesianNetwork 0.600 0.808 0.596 0.600 0.734 0.800 0.879 0.792 0.800 0.876
RBFNetwork 0.614 0.728 0.615 0.614 0.746 0.660 0.796 0.660 0.660 0.820
SMO 0.729 0.791 0.727 0.729 0.818 0.620 0.733 0.610 0.620 0.781
LogisticRegression 0.671 0.810 0.672 0.671 0.789 0.560 0.729 0.560 0.560 0.771
NeuralNetwork 0.686 0.819 0.685 0.686 0.782 0.620 0.789 0.628 0.620 0.829
(AODE), (iv) Bayesian Network, (v) Radial Basis Function Network (RBF Network), (vi) Se-
quential Minimal Optimisation (SMO), (vii) Logistic Regression and (viii) Neural Network.
For the experiments σ = 10 was used because this produced the best result with respect to the
experiments reported in Sub-section 4.6.1. The Gain Ratio feature selection algorithm, together
with k = 55, was adopted because experiments reported in Sub-sections 4.6.2 and 4.6.3 indi-
cated that this produced the best result. The obtained results are presented in Table 4.9. From
the Table it can be observed that with respect to the Site A data, the best results (AUC = 0.819)
were obtained using the Neural Network classifier, and with respect to the Site B data, the best
results (AUC = 0.879) were obtained using the Bayesian Network classifier. The C4.5 classi-
fiers did not perform well for both Sites A and B. The Site B produced the better classification
performance for five of the eight classifiers; this is a surprising result with no clear reason as to
why. It was anticipated that the Site A data would (in general) produce better results because
the data was produced from images obtained during the wet season which consequently fea-
tured a greater contrast between foreground and background. However, from the experiments
it is clear that the graph-based representation is better at “coping” with the dry season data.
Figure 4.6.4 gives the same results from Table 4.9 in the form of a bar chart. The eight
learning approaches are listed along the X-axis, and the associated AUC values along the Y-
axis. The bar chart confirms the results noted above: (i) the AUCs for Site B were higher than
the AUCs for Site A with respect to the C4.5, Naive Bayes, AODE, Bayesian Network and RBF
Network classification models; (ii) in contrast the AUCs for Site A were higher than the AUCs
for Site B in with respect to the SMO, Logistic Regression and Neural Network classification
models; (iii) the lowest performance was recorded when using C4.5 for both sites; and (iv) the
highest performance was obtained using Neural Network with respect to Site A and Bayesian
Network with respect to Site B. Again it is interesting to note that there seems to be some
distinction between the data for the two sites that leads to different groups of classifiers being
more appropriate.
The Friedman statistical test was again applied to determine whether the distinctions in
recorded classification performance, in terms of AUC, for all eight classifiers was indeed sig-
nificant. The calculated rankings are presented in Table 4.10 (columns two and three), the AR
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Figure 4.10: Bar graph representing the results of classification performance in term of AUCs
with respect to the Site A and B using different classification generation algorithms
for each classifier is again given in column four. In this case the Friedman test statistic was
9.00 and the significance threshold was p > 0.1 indicating that the null hypothesis H0 could
again be accepted, there are no statistically significant differences between the techniques.
However, from the experiments conducted it can be concluded that Bayesian Network was the
most appropriate classification technique in the context of the population estimation mining
using the graph-based representation consider in this chapter because it produced the best AR
performance as demonstrated in Table 4.10.
Table 4.10: Friedman statistical test rankings with respect to Objective 4
Friedman test statistic = 9.00 (p > 0.1)
MinSup Site A Site B AR
C4.5 0.572 (8) 0.596 (8) 8.0
NaiveBayes 0.794 (5) 0.870 (2) 3.5
AODE 0.815 (2) 0.863 (3) 2.5
BayesianNetwork 0.808 (4) 0.879 (1) 2.5
RBFNetwork 0.728 (7) 0.796 (4) 5.5
SMO 0.791 (6) 0.733 (6) 6.0
LogisticRegression 0.810 (3) 0.729 (7) 5.0
NeuralNetwork 0.819 (1) 0.789 (5) 3.0
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4.7 Discussion
The overall classification results presented in the previous section, Section 4.6, indicated that
the proposed graph-based approach, using a graph/tree representation to which frequent sub-
graph mining was applied, performed well over the two different satellite images datasets con-
sidered. The main findings from the four sets of experiments conducted were:
1. Classification effectiveness trended to improve as the support threshold decreased be-
cause more frequent subgraphs were identified. The reported evaluation found that
σ = 10 produced the best performance.
2. The best classification performance in terms of feature selection mechanism, for both
data sets (Site A and B), was obtained using Gain Ratio, follow by Information Gain,
and then Chi-Squared feature selection.
3. With respect to Gain Ratio feature selection it was found that k = 55 produced the overall
best performance.
4. The most appropriate classification generation mechanisms identified from the reported
evaluation were: (i) Bayesian Network and (ii) AODE. However the average AUCs using
Bayesian Network and AODE for both sites (Site A and B) was found to be 0.844 and
0.839 respectively, thus the Bayesian Network classifier produced a slightly better overall
performance than the AODE classifier.
4.8 Summary
In this chapter the first of the proposed approaches to population estimation mining from satel-
lite imagery has been presented. The proposed approach is based on a graph representation, and
used a hierarchical decomposition whereby each individual household image was decomposed
into a quadtree hierarchical structure by recursively partitioning the image space into quad-
rants. Each household image was represented using a single quadtree. A frequent subgraph
mining approach was then applied so that subgraphs that frequently occur across the image
set could be identified. The set of identified frequent subgraphs was then transformed into a
feature vector space. A feature selection approach was applied to the feature vectors and the
most discriminative features (subgraphs) selected (to which a number of classification learning
methods may be applied). The reported evaluation indicated that high classification accuracy
results were obtained when using a low support threshold (σ ). The Gain Ratio feature selection
mechanism was found to be the most appropriate feature selection mechanism with respect to
both data sets (Site A and Site B). The most appropriate k value, with respect to the Gain Ratio
feature selection mechanism, was found to be k = 55. The most suitable classification gen-
erator was found to be the Bayesian Network model. In the following chapter an alternative
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approach for classifying satellite images using colour histograms and colour based statistical
features is described.
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Chapter 5
Population Estimation Mining using
Satellite Imagery: The Colour
Histogram Based Approach
5.1 Introduction
The proposed image colour based approach to population estimation mining using satellite im-
agery is presented in this chapter. Recall that the application of classification techniques to
image data requires that the image data set under consideration is represented in a manner that
captures the salient features of the data but at the same time is compatible with the classifi-
cation techniques to be used. In the previous chapter a graph-based approach was suggested,
in this chapter an alternative mechanism founded on the usage of image colour is proposed.
The colours within an image are its most basic content; representing images in terms of this
content is thus an obvious idea. One method of encapsulating image colour is to represent the
distribution of colours within a given image using histograms [44, 118]. Thus, in the context of
our segmented household data, the idea is to represent each household in terms of a collection
of colour histograms, seven histograms per household. Of course, for classifier training pur-
poses each collection of histograms will have a family size (class) label associated with it. In
addition, the use of simple statistical information concerning the distribution of colour across
an image was also considered.
A schematic of the proposed colour histogram representation approach for population esti-
mation mining is given in Figure 5.1. From the figure it can be seen that the overall approach
encompasses three processes: (a) image segmentation, (b) feature extraction and (c) classifier
generation. The image segmentation process (the top rectangular box in Figure 5.1) is the same
as that discussed with respect to the graph-based approach described in Chapter 4; the image
segmentation process was detail in Chapter 3 and is thus not discussed further here. The fea-
ture extraction process is concerned with translating the segmented data into a form ready for
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Figure 5.1: Schematic illustrating the population estimation mining approach using colour
histograms
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classification, the colour histogram based representation in the case of the work presented in
this chapter. From the figure it can also be seen that the feature extraction process comprises
three steps: (i) colour histogram computation, (ii) the identification of a number colour based
statistical metrics to be included in the representation, and (iii) reduction of the feature vector
dimensions using a feature selection mechanism. The third process included in Figure 5.1 is
classifier generation. This is where standard classifier generation methods can be applied to
build the desired classifier which can then be applied to unseen data.
The rest of this chapter is organised as follows. Section 5.2 provide detail of the proposed
colour histogram representation. Section 5.3 discussed the calculation of the additional colour
statistical metrics used to augment the basic colour histogram representation. The feature selec-
tion and classifier generation process is then considered in Section 5.4. Section 5.5 reports on
the evaluation of the proposed approach, followed by some discussion in Section 5.6. Finally,
the main findings and some associated conclusions are presented in Section 5.7
5.2 Colour Histogram Generation
The histogram is a simple mechanism for representing image content and is wildly used in
computer vision and pattern recognition [70, 101]. A colour histogram serves as an effective
representation of the distribution of colour within a given image. In addition the usage of
colour histograms offers the following advantages: (i) they provide a useful foundation for
measuring the similarity between images due to their robustness to background noise and object
distortion, (ii) they have rotation and translation invariant properties, (iii) their simplicity, and
as a consequence (iv) efficiency. Although colour histograms are wildly applied for many
applications their main drawback is that all relative spatial information between different colour
regions is lost [105, 182].
Any pixel of an image can be described in terms of the composition components of a given
colour space; for example the red, green and blue components of the RGB colour space. A
colour histogram can be defined for each component by counting the number of pixels for each
quantised bin. For example, a RGB image can be expressed in terms of three colour histograms,
each histogram representing the colour distribution for each individual colour channel (red,
green and blue) [117].
With respect to the proposed population estimation mining approach using colour his-
tograms three colour spaces were used: (i) red, green and blue (RGB), (ii) hue, saturation
and value (HSV), and (iii) greyscale. Once a given satellite image was transformed into the
selected colour spaces, the number bins used for the quantisation of the colour space was 32.
Each colour channel is a 8-bit colour format making a palette of 256 (28) entries; for histograms
this size is too big therefore 32 (25) bins (a range of 8 colours for each bin) was selected. The
X-axis of each histogram thus comprises a list of bins each representing a colour range, whilst
the Y-axis of each histogram represented the number of pixels falling into each bin.
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For each preprocessed household satellite image seven different histograms were thus ex-
tracted: (i) three histograms from the RGB colour spaces (red, green, and blue), (ii) three his-
tograms from the HSV colour spaces (hue, saturation, and value) and (iii) a intensity histogram
using the greyscale colour space. Each of the seven histograms comprised 32 bins, giving 224
(7× 32) features in total. Figure 5.2 shows seven example histograms produced using one of
the identified household image used in the evaluation presented later in this chapter (Section
5.5).
Figure 5.2: Example of the seven histogram representation for a segmented household image
5.3 Statistical Colour Metric Calculation
A simple alternative representation of the colour information in an image is to extract some
simple statistical information from the image data concerning the colour distribution. The
idea here was that this statistical information could be used to augment the colour histogram
information (or used as a representation on its own). A total of 13 statistical features were
identified: (i) 5 features describing the RGB colour channels, (ii) 5 features describing the HSV
colour channels and (iii) 3 feature describing the greyscale channel. The individual features are
listed in Table 5.1.
Thus on completion of the feature extraction process using both colour histograms and
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Table 5.1: Additional colour based statistical features.
# RGB colour space # HSV colour space # greyscale space
description description description
1 Average red 6 Average hue 11 Average greyscale
2 Average green 7 Average saturation 12 Standard deviation of
3 Average blue 8 Average value greyscale
4 Mean of RGB 9 Mean of HSV 13 Average of greyscale
5 Standard deviation
of RGB
10 Standard deviation
of HSV
histogram
the colour statistical metrics described in this section each household was represented using
a feature vector of length 237 (224+ 13 = 237). These features were encapsulated using a
feature space representation from which a collection of feature vectors could be generated, one
per image.
5.4 Feature Selection and Classification
Once the 224 histograms and 13 statistical features have been identified, as described in Section
5.2 and Section 5.3 above, and before the classifier generation could be commenced, the data
was first discretised (ranged) and a feature selection mechanism was applied to the feature
vector space so as to reduce the overall number of dimensions so that only those features that
served as good discriminators between classes were retained. As in the case of the graph-based
approach described in the previous chapter three feature selection strategies were considered:
(i) Chi-Squared, (ii) Gain Ratio and (iii) Information Gain.
Once the feature selection was complete the images were represented in terms of a set of
feature vectors drawn from the reduced feature space. Classifier model generators could then
be applied. Extensive evaluation was conducted so as to test the operation of the different
parameters and their variations, however this chapter only reports the most significant results
obtained (there is insufficient space to allow for the presentation of all the results obtained).
Recall that with respect to the work presented in this theses eight classifier generation methods
were used: (i) Decision Tree (C4.5), (ii) Naive Bayes, (iii) Averaged One Dependence Estima-
tors (AODE), (iv) Bayesian Network, (v) Radial Basis Function Network (RBF Network), (vi)
Sequential Minimal Optimisation (SMO), (vii) Logistic Regression and (viii) Neural Network.
The implementations used were those available in the Waikato Environment for Knowledge
Analysis (WEKA) machine learning workbench [186].
5.5 Evaluation
To evaluate the proposed colour histogram based approach the same labelled (‘Small’, ‘Medium’
and ‘Large’ family size) training data was used as used to evaluate the graph-based approach
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described in the previous chapter. Data discretisation was again then applied to the selected
features so that each continuously valued attribute was converted into a set of ranged attributes.
Then the classification generator methods were applied. The overall aim of the evaluation was
to provide evidence that census data can be effectively estimated using the proposed approach.
To this end four sets of experiments were conducted as follows:
1. Data Representation: A set of experiments to determine the effect on classification per-
formance using either histogram features only, statistical features only or a combination
of the two (Sub-section 5.5.1).
2. Feature Selection: A set of experiments to compare the operation of the various sug-
gested feature selection algorithms (Sub-sectionc 5.5.2).
3. Number of attributes: A set of experiments to analyse the effect that the number of
selected attributes (k) had on performance (Sub-sectionc 5.5.3).
4. Classification Generation Method: A set of experiments to determine the effect on
classification performance when using different classifier generation methods (Sub-section
5.5.4).
Each is discussed in further detail in Sub-sections 5.5.1 to 5.5.4 below. Ten fold Cross-
Validation (TCV) was applied throughout, and performance was recorded in terms of: (i) accu-
racy (AC), (ii) area under the ROC curve (AUC), (iii) the F-Measure (FM), (iv) sensitivity (SN)
and (v) specificity (SP). However, it should be recalled that in this thesis AUC is considered to
be the most significant metric. Thus the discussion concerning the evaluation presented in this
section is very much focussed in the AUC results obtained.
5.5.1 Data Representation
In order to investigate the effect of the three different forms of colour representation on classifi-
cation performance the segmented household data was translated using each of the three forms
to give three distinct feature spaces: (i) the Colour Histogram (CH) feature space comprised of
the 224 dimensions each representing a histogram bin associated with one of the seven identi-
fied histogram representations described in Section 5.2, (ii) the Colour Statistical (CS) feature
space comprised of 13 general colour statistical features (as described in Section 5.3), and (iii)
the Combination of the two (CH +CS) hence comprising 237 (224+13) features. Because the
size of the CH and CH +CS feature spaces was significant, the Gain Ratio feature selection
algorithm was applied to select the top k features together with k = 25 because experiments
reported later in Sub-sections 5.5.2 and 5.5.3 had revealed that this was the most appropriate
feature selection algorithm and the most appropriate value for k. The Logistic Regression clas-
sifier generation method was applied with respect to each of the feature spaces (feature vector
data sets) because the experiments reported in Sub-section 5.5.4 had indicated that this tended
to produce the most effective performance.
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Table 5.2: Classification performance using different colour feat ure space representations (CH,
CS and CH +CS)
Representations
Site A Site B
AC AUC FM SN SP AC AUC FM SN SP
CH 0.657 0.822 0.662 0.657 0.806 0.640 0.821 0.633 0.640 0.798
CS 0.329 0.522 0.339 0.329 0.617 0.420 0.573 0.418 0.420 0.685
CH +CS 0.657 0.822 0.662 0.657 0.806 0.600 0.719 0.588 0.600 0.747
The obtained results are presented in Table 5.2 (best values are shown in bold). From the
table it can be seen that with respect to Site A (wet season) the CH and combined CH +CS
representations gave the best results in term of AUC (AUC = 0.822), in both cases the same
results were produced indicating that the addition of the CS values had no effect.
With respect to the Site B (dry season) data set, the best performance was obtained using
the CH representation (AUC = 0.821). The CS representation on its own did not work well.
Similarly it can be argued that, overall, the CS representation did not serve to enhance the
performance of the CH representation when it was combined with this representation.
Figure 5.3 shows the classification performance results given in Table 5.2 in the form of a
bar graph. The horizontal axis represents the three representations: (i) Colour Histogram (CH),
(ii) Colour Statistics (CS) and (iii) the Combination of the two (CH +CS), and the vertical axis
represents the AUC score. From the graph it is clear that: (i) the CH representation gave
the best results for both the Site A and Site B data sets, (ii) the worst results were produced
using the CS representation (for both Site A and Site B), and (iii) with respect to the CH +CS
representation the performance with respect to the Site A data set was better than that recorded
for the Site B data set.
Figure 5.3: Bar graph showing classification performance in terms of AUC using different
colour feature space representations (CH, CS and CH +CS)
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A Friedman test was applied to the results in order to determine whether the results were
statistically significant or not [50], the AUC results using all three colour representations with
respect to the Site A and Site B data are listed in Table 5.3 (columns two and three). In each
case the number in parentheses indicates the overall relative ranking of each individual result
with respect to the two data sets. The Average Rank (AR) of each classifier is given in the fourth
column, which is the mean value of the rankings for each representation. Recall from Section
2.6 that the Friedman test statistic is based on the AR values, and is calculated using equation
5.1, where N is the number of data sets (2) in this case, K is the number of classification
technique considered (3) in this case.
χ2F =
12N
K(K +1)
[
K
∑
i=1
AR2i −
K(K +1)2
4
]
(5.1)
The Friedman test statistic and corresponding p value are presented in the first row of Table
5.3. The Friedman test statistic (3.714) and the significance threshold (p < 0.1) indicated
that the null hypothesis, that there is no statistical difference between the techniques, can be
rejected. From Table 5.3 it can be confirmed that the CH representation produced the overall
best performance (AR =1.0), while the CS representation produced the worst overall result (AR
= 3.0).
Table 5.3: AUC values recorded for each colour feature space representation (CH, CS and
CS+CH)
Friedman test statistic = 3.714 (p < 0.1)
Data Represen-
tation
Site A Site B AR
CH 0.822(1.5) 0.821(1) 1.25
CS 0.522(3) 0.573(3) 3.00
CH +CS 0.822(1.5) 0.719(2) 1.75
A post hoc Nemanyi test was applied to determine the distinction in performance between
the individual representations [102]. Recall from Chapter 3 that the performance of two ap-
proaches is statistically different if their ARs are different by more than a Critical Difference
(CD) value calculated using equation 5.2 where the critical difference level α (α = 0.1) and
the value qα,∞,K is based on the Studentised range statistic [86].
CD = qα,∞,K
√
K(K +1)
12N
(5.2)
The significant diagram in Figure 5.4 shows the AUC performance rank of the proposed
image classification technique with Nemenyi’s critical difference tails (the calculated CD for
the diagram is 1.45). The diagram shows the classification techniques listed in ascending order
of ranked performance on the Y-axis, and the associated AR value across both data sets along
the X-axis. From the diagram it can be seen that the results produced using the CH represen-
tation are significantly better than the CS results because there is “white space” between the
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Table 5.4: Classification performance using three different feature selection methods
Algorithms
Site A Site B
AC AUC FM SN SP AC AUC FM SN SP
Chi−Squared 0.671 0.810 0.672 0.671 0.792 0.640 0.775 0.638 0.640 0.774
GainRatio 0.657 0.822 0.662 0.657 0.806 0.640 0.821 0.633 0.640 0.798
In f ormationGain 0.657 0.796 0.657 0.657 0.799 0.680 0.769 0.677 0.680 0.810
AR values for CS and the end of the critical difference tail for CH. There was no significant
difference with respect to the CH and CH+CS representations because there critical difference
tails overlap.
Figure 5.4: Nemenyi Significance Diagram for the different colour feature space representa-
tions (α = 0.1)
Thus it can be concluded that colour histogram representation (CH) is the most appropriate
representation in the context of the population estimation mining application considered in this
chapter.
5.5.2 Feature Selection
Recall that three different algorithms for feature selection were considered in order to investi-
gate the most appropriate feature selection mechanism with respect to the proposed approach.
The three feature selection mechanism were: (i) Chi-Squared, (ii) Gain Ratio, and (iii) Infor-
mation Gain. For the experiment used to compare the usage of these three methods the CH
representation was used as this had been found to produce the best results as establishes in the
previous Sub-section (Sub-section 5.5.1). A value of k = 25 was again used, together with the
Logistic Regression learning method, for the same reasons as before (they produced the best
results with respect to the experiments reported later in this chapter in Sub-sections 5.5.3 and
5.5.4, respectively). The results from the experiments are presented in Table 5.4. From the ta-
ble it can be observed that the best results were obtained using Gain Ratio feature selection for
both the Site A and the Site B data sets; giving AUC values of 0.822 and 0.821, respectively.
Whereas, the Information Gain feature selection measure produced the worst results for both
Sites; giving AUC values of 0.796 and 0.769, respectively.
The bar graph in Figure 5.5 illustrates the classification performances results in terms of
recorded AUC value with respect to the Site A and Site B data sets using the different fea-
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Figure 5.5: Bar graph showing classification performance in terms of AUCs using different
feature selection methods
ture selection methods. The horizontal axis represents the three feature selection algorithms:
(i) Chi-Squared, (ii) Gain Ratio and (iii) Information Gain. The vertical axis represents the
AUC values. From the graph it can again be clearly seen that the maximum AUC values were
recorded with respect to the Gain Ratio feature selection method for both sites. The AUCs
recorded for the Site A data were higher than those recorded for the Site B data in all cases;
this was probably because the CH representation with respect to the Site A (wet season) pro-
vided more distinguish colour information than for the Site B data set (dry season). Note that
this is a contradictory results to that presented in Chapter 4.
Again a Friedman test was applied to determine whether there was any statistical difference
in the operation associated with the usage of the three feature vector selection methods con-
sidered. The recorded AUCs using all three methods with respect to the Site A and the Site B
data sets are presented in Table 5.5 (columns two and three). Again the number in parentheses
in each case indicates the overall ranking of each individual method. As before the AR of each
classifier is given in the fourth column.
Table 5.5: AUC values recorded for each feature selection method
Friedman test statistic = 4.00 (p > 0.1)
Algorithm Site A Site B AR
Chi−Squared 0.810(2) 0.775(2) 2.00
GainRatio 0.822(1) 0.821(1) 1.00
In f ormationGain 0.796(3) 0.769(3) 3.00
The Friedman test statistic and corresponding p value are presented in the first row of Ta-
ble 5.5. The Friedman test statistic (4.00) and the significance threshold (p > 0.1) indicated
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Table 5.6: Classification performance using different values for k with respect to Gain Ratio
feature selection
Number of k
Site A Site B
AC AUC FM SN SP AC AUC FM SN SP
k = 15 0.657 0.814 0.648 0.657 0.768 0.480 0.726 0.463 0.480 0.691
k = 20 0.643 0.808 0.649 0.643 0.809 0.580 0.733 0.570 0.580 0.744
k = 25 0.657 0.822 0.662 0.657 0.806 0.640 0.821 0.633 0.640 0.798
k = 30 0.629 0.826 0.631 0.629 0.782 0.640 0.781 0.630 0.640 0.793
k = 35 0.671 0.814 0.674 0.671 0.806 0.620 0.778 0.602 0.620 0.778
k = 40 0.657 0.800 0.661 0.657 0.801 0.660 0.814 0.653 0.660 0.798
k = 45 0.586 0.739 0.590 0.586 0.756 0.640 0.781 0.635 0.640 0.791
k = 50 0.586 0.792 0.587 0.586 0.739 0.660 0.813 0.660 0.660 0.817
that the null hypothesis (H0) could be accepted, there was no statistical difference in operation
between the techniques, thus no post hoc Nemenyi test was conducted. However, from the ex-
periments conducted it can be concluded, despite the fact that the Friedman test had indicated
that there was no statistically significant difference between the techniques, that Gain Ratio
feature selection was the most appropriate feature selection method in the context of the pop-
ulation estimation mining using the colour histogram representation considered in this chapter
because it did the best AR as presented in Table 5.5.
5.5.3 Number of attributes
In order to identify the effect on classification performance of the value of k, number of features
to select with respect to the adopted Gain Ratio feature selection mechanism, a sequence of ex-
periments was conduct using a range of values from k = 15 to k = 50 incrementing in steps of
5. For the experiments the colour histogram representation was again used because the exper-
iments reported in Sub-section 5.5.1 had indicated that this produced the best performances.
The Logistic Regression learning method was again adopted because the experiments reported
later in Sub-section 5.5.4 had indicated that this tended to generate a best performance. The
obtained results from the experiments are presented in Table 5.6. From the table it can be seen
that k = 30 produced the best result with respect to the Site A data set with an AUC vale of
0.826. Whereas with respect to the Site B data set k = 25 produced the best results; best AUC
value of 0.821. A value of k = 50 produced the worst results for both sites; AUC values of
0.582 and 0.781, respectively.
As before Figure 5.6 gives an accompanying bar graph with respect to the AUC data given
in Table 5.6. The horizontal axis represents the k values and the vertical axis represents AUC
values. The graph shows that, as indicated by the table, with respect to the Site A data set best
performance was produced using k = 30 and that with respect to the Site B data set the best
performance was produced using k = 50.
A Friedman test was again conducted. Table 5.7 gives the AUC values used for the Fried-
man test. The Friedman test statistic (6.578) and corresponding p value (p > 0.1), given in the
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Figure 5.6: Bar graph showing classification performance using different values for k with
respect to Gain Ratio feature selection
Table 5.7: AUC values recorded for each k value
Friedman test statistic = 6.578 (p > 0.1)
kvalue Site A Site B AR
k = 15 0.814(3.5) 0.726(8) 5.75
k = 20 0.808(5) 0.733(7) 6.00
k = 25 0.822(2) 0.821(1) 1.50
k = 30 0.826(1) 0.781(4.5) 2.75
k = 35 0.814(3.5) 0.778(6) 4.75
k = 40 0.800(6) 0.814(2) 4.00
k = 45 0.739(8) 0.781(4.5) 6.25
k = 50 0.792 (7) 0.813(3) 5.00
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Table 5.8: Classifier performance using different classification models
Generator
Site A Site B
AC AUC FM SN SP AC AUC FM SN SP
C4.5 0.671 0.724 0.668 0.671 0.760 0.500 0.598 0.499 0.500 0.718
NaiveBayes 0.657 0.784 0.634 0.657 0.746 0.640 0.787 0.629 0.640 0.788
AODE 0.643 0.764 0.616 0.643 0.729 0.600 0.760 0.586 0.600 0.759
BayesianNetwork 0.700 0.807 0.687 0.700 0.782 0.700 0.798 0.692 0.700 0.829
RBFNetwork 0.557 0.705 0.566 0.557 0.761 0.580 0.676 0.574 0.580 0.759
SMO 0.629 0.733 0.627 0.629 0.780 0.600 0.734 0.592 0.600 0.762
LogisticRegression 0.657 0.822 0.662 0.657 0.806 0.640 0.821 0.633 0.640 0.798
NeuralNetwork 0.629 0.779 0.624 0.629 0.763 0.620 0.801 0.597 0.620 0.757
first row of the table, support the null hypothesis that there is no difference in operation between
the techniques, and no post hoc Nemenyi test conducted. However, from the experiments con-
ducted it can be concluded that with respect to Gain Ratio feature selection mechanism k = 25
is the most appropriate value for k in the context of the population estimation mining applica-
tion considered in this chapter because it has the highest average ranking in the context of the
Friedman test as shown in Table 5.7.
5.5.4 Classification Generation Method
Eight classifier generation methods were considered with respect to the experiments directed at
determining the most appropriate classification method, these were the same as those consid-
ered with respect to the work presented in Chapter 4: (i) Decision Tree generators (C4.5), (ii)
Naive Bayes, (iii) Averaged One Dependence Estimators (AODE), (iv) Bayesian Network, (v)
Radial Basis Function Network (RBF Network), (vi) Sequential Minimal Optimisation (SMO),
(vii) Logistic Regression and (viii) Neural Network. In each case the CH representation was
used because this produced the best result with respect to the experiments reported earlier in
Sub-section 5.5.1. The Gain Ratio feature selection method, with k = 25, was used because the
experiments reported later in Sub-sections 5.5.2 and 5.5.3 had indicated that these produced
the best overall results.
The results are presented in Table 5.8. According to the table it can clearly be observed that
the Logistic Regression classifier generator produced the best results for both the Site A and
the Site B data sets; giving AUC values of 0.822 and 0.821 respectively. The C4.5 decision tree
generator produced substantially the worst performance for both sites (AUC values of 0.724
and 0.598).
Figure 5.7 shows the associated bar graph generated from the AUC data given in Table
5.8. The horizontal axis represents the eight learning approaches and the vertical axis the AUC
scores. From the graph it can be observed that: (i) the classification performance with respect
to Site A was better than for Site B when using C4.5, AODE, Bayesian Network, RBF Network
and Logistic Regression, (ii) the classification performance with respect to Site B was better
than for Site A when using Naive Bayes, SMO and Neural Network, (iii) Logistic Regression
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produced the best outcomes for both Site A and Site B, and (iv) RBF Network produced the
worst results for the Site A data set whereas C4.5 was produced the worst results for the Site B
data set.
Figure 5.7: Bar graph showing classification performance using different classification models
As for the results reported with respect to the previous experiments the Friedman statistical
test was again applied using the recorded AUC values as listed in Table 5.9. As before the
number in parentheses in each case indicates the overall ranking of each individual result with
respect to the two data sets. The AR of each classifier is given in the fourth column. The
Friedman test statistic and corresponding p value are given in the first row of the table. The
Friedman test statistic (13.33) and the significance threshold (p < 0.05) indicate that the null
hypothesis can be rejected, thus there is a significant different between the techniques. A post
hoc Nemanyi test was therefore conducted. The associated significant diagram is given in
Figure 5.8; the calculated CD for the diagram is 4.82. The diagram demonstrates that both
Logistic Regression and Bayesian Network classification models produced the best results (as
already established) and that these results were statistically different from the C4.5 and RBF
Network classification models.
Thus it can be concluded from Tables 5.8 and 5.9 and Figures 5.7 and 5.8 that Logistic
Regression is the most appropriate classifier generator method in the context of the population
estimation mining application considered in this chapter.
5.6 Discussion
The overall classification accuracies presented in the previous section, Section 5.5, indicate
that the proposed population estimation mining, using a representation based on image colour
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Table 5.9: AUC values recorded for each classification model
Friedman test statistic = 13.33 (p < 0.05)
Generator Site A Site B AR
C4.5 0.724(7) 0.598(8) 7.50
NaiveBayes 0.784(3) 0.787(4) 3.50
AODE 0.764(5) 0.760(5) 5.00
BayesianNetwork 0.807(2) 0.798(3) 2.50
RBFNetwork 0.705(8) 0.676(7) 7.50
SMO 0.733(6) 0.734(6) 6.00
LogisticRegression 0.822(1) 0.821(1) 1.00
NeuralNetwork 0.779(4) 0.801(2) 3.00
Figure 5.8: Nemenyi Significance Diagram for the different classification models
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(colour histograms and some basic colour statistical information), performed well with respect
to the two satellite images datasets considered (Site A and Site B). Four sets of experiments
were conducted from which the main findings were as follows:
1. The most appropriate representation with respect to the application of population esti-
mating mining for both data sets (Site A and Site B), in terms of best AUC, was the colour
histogram representation (CH), followed by the combination of the colour histogram and
the colour statistical representation (CH +CS), followed by the colour statistical (CS)
representation.
2. The most appropriate feature selection mechanism with respect to both data sets (Site
A and Site B) was Gain Ratio, followed by Chi-Squared, followed by Information Gain
feature selection. Recall that Gain Ratio also produced the best performance with respect
to the graph-based approach presented in the previous chapter.
3. With respect to the Gain Ratio feature selection approach the most appropriate value for
k (number of attributes) was found to be k = 25. It is conjectured that lower values of
k did not provide a good performance because there was insufficient data to build an
effective classifier, while larger values of k resulted in overfitting.
4. A number of different classifier generator methods produced good results, however the
most appropriate classification generation method from the reported evaluation was found
to be the Logistic Regression mechanism (not the case with respect to the graph-based
approach presented in the previous chapter).
5.7 Summary
A population estimation mining mechanism, using a representation based on image colour
has been described. Three different colour representations were considered: (i) Colour His-
togram (CH), (ii) Colour Statistics (CS) and (iii) a combination of the two (CH +CS). Exper-
iments were conducted using the Ethiopian hinterland test data used previously. The reported
evaluation indicate that high classification AUC results could be obtained when using the CH
representation. The Gain Ratio feature selection mechanism was found to be the most appro-
priate feature selection method together with k = 25. Best classification results were obtained
using the Logistic Regression classification model. In the following chapter an alternative ap-
proach for classifying satellite images that uses a representation founded on image texture,
more specifically the usage of Local Binary Patterns, is described.
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Chapter 6
Population Estimation Mining using
Satellite Imagery: The Texture Based
Approach
6.1 Introduction
In the previous two chapters the graph-based and colour histogram based approaches were pro-
posed with respect to population estimation mining using satellite imagery. In this chapter an
alternative mechanism founded on the usage of image texture is proposed. As noted in previ-
ous chapters, the application of classification techniques to image data requires that the image
data set under consideration is represented in a manner whereby key information concerning
the image content is retained while at the same time being conducive to classifier generation.
As noted in Sub-section 2.3.3 in Chapter 2, texture is an important feature with respect to
both human and computer vision, one example where texture analysis has been usefully em-
ployed is with respect to pattern recognition [201]. There are three principle mechanisms that
may be adopted to describe the texture in digital images: (i) statistical, (ii) structural and (iii)
spectral. The statistical approach is concerned with capturing texture using quantitative mea-
sures such as “smooth”, “coarse” and “grainy”. Structural approaches describe image texture
in terms of a set of texture primitives or elements (texels) that occur as regularly spaced or
repeating patterns. In the spectral approach the image texture features are extracted by using
the properties of (say) the Fourier spectrum domain so that “high-energy narrow peaks” in the
spectrum can be identified [55].
One method of encapsulating image texture represented within a given image is by using
Local Binary Patterns (LBPs) [44, 118]. A LBP is a texture representation method which is
both statistical and structural in nature [141]. Using the LBP approach a binary number is
produced for each pixel, by thresholding its value with its neighbouring pixels. LBPs offer the
advantages of: (i) tolerance with respect to illumination changes, (ii) simplicity of computation
and (iii) rotation invariance [106]. The LBP method has been used with respect to many appli-
cations, one example is face recognition [62, 200]. Thus the idea proposed in this chapter is to
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represent each segmented household using a LBP representation. For training purposes each
LBP represented household also had a family size class label associated with it. In addition the
LBP information could be augmented with some statistical texture information.
Figure 6.1: Schematic illustrating the population estimation mining approach using LBPs
A schematic of the proposed local binary pattern representation approach for population
estimation mining is given in Figure 6.1. As in the case of the graph-based approach discussed
in Chapter 4 and the colour histogram based approach discussed in Chapter 5, the texture based
approach commences with the image segmentation process discussed in Chapter 3 and this is
thus not further discussed in this chapter. The following two processes are feature extraction
and classifier generation.
The feature extraction process is concerned with translating the segmented data into a form
ready for classification, the texture based representation in the case of the work presented in
this chapter. From Figure 6.1 it can be seen that the feature extraction process comprises three
steps: (i) LBP computation, (ii) the determination of a number texture based statistical metrics
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to be included in the representation, and (iii) prior to classifier generation a feature selection
mechanism. The third process included in Figure 6.1 is classifier generation, where standard
classifier generation methods can be applied to build the desired classifier which can then be
applied to unseen data.
The rest of this chapter is organised as follows. Section 6.2 provides detail of the proposed
LBP representation. Section 6.3 discusses the calculation of the additional statistical texture
metrics used to augment the basic LBP representation. The feature selection and classifier
generation process is then considered in Section 6.4. Section 6.5 reports on the evaluation of
the proposed approach, followed by some discussion in Section 6.6. The statistical comparison
of the proposed approach and the previous two approaches (detail in the previous two chapters)
is presented in Section 6.7. Finally, the main findings and some associated conclusions are
presented in Section 6.8
6.2 Local Binary Pattern
This Section presents an overview of the LBP image representation process. Recall that
the adopted classification processes, presented in the following section, require the identified
household images to be represented in a feature vector format. Therefore each household image
needs to be translated into this format. The LBP concept was first introduce by Ojala [135] and,
as already noted, has been widely used in the context of image texture analysis [169]. The fun-
damental idea is to define each pixel in an image according to its eight cardinal and sub-cardinal
neighbours. In our case each household image was first converted into a greyscale image, and
for each pixel its greyscale value was compared with its eight neighbouring greyscale values.
If the neighbouring greyscale value was greater than the centre pixel greyscale value a ‘1’ was
recorded, otherwise a ‘0’ was recorded. In this manner an eight digit number was defined
describing each pixel according to its neighbours. The process is illustrated in Figure 6.2 [76].
Figure 6.2: The LBP operator
Thus an LBP code is an ordered set of binary comparisons of greyscale values between
the centre pixel of the window with its eight surrounding neighbourhoods. More formally the
process can be expressed as shown in Equation 6.1, where ic is the greyscale value of the centre
pixel (xc,yc), in is the greyscale value of a neighbourhood pixel and f (x) is defined according
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to Equation 6.2.
LPB(xc,yc) =
7
∑
n=0
f (in− ic)2n (6.1)
f (x) =
{
1, i f x≥ 0
0, i f x < 0
(6.2)
In the example given in Figure 6.2 a 3×3 immediate neighbourhood is considered. How-
ever, variations of the basic LBP concept can be produced by: (i) using different radii of neigh-
bourhoods (R) and/or (ii) different numbers of sampling points (P). The notation LPBP,R is
often used to indicate different types of LBP. With respect to the work presented in this Chap-
ter three different LBP variations were considered: (i) LPB8,1, (ii) LPB8,2 and (iii) LPB8,3. All
three variations are illustrated in Figure 6.3. In more detail: (i) LPB8,1 equates to 8 sampling
points within a radius of 1 (Figure 6.3(a)), (ii) LPB8,2, equates to 8 sampling points within a
radius of 2 (Figure 6.3(b)), and (iii) LPB8,3, equates to 8 sampling points within a radius of 3
(Figure 6.3(c)).
Figure 6.3: LBP variations
Using LBPs 28 = 256 different texture patterns can be generated. This information can be
captured in the form of a 256 element feature vector where each element holds an occurrence
count for the associated LBP. An example of converting a household image into an LBP image
is presented in Figure 6.4. Figure 6.4(a) shows the input image, Figure 6.4(b) the resulting LBP
image.
6.3 Statistical Texture Metric Calculation
In addition, again with respect to the work presented in this chapter, each LBP representation
describing a household image pixel could be augmented with a number of statistical features:
(i) entropy features (E), (ii) Grey-Level Occurrence Matrix (GLOM) features (M) and (iii)
wavelet transform features (W). Entropy is a statistical measure of randomness that can be
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Figure 6.4: Example of LBP operator
used to characterise the texture of the given image, the entropy is defied using Equation 6.3:
E =−∑(p · log2(p)) (6.3)
where E is a scalar value representing the entropy of a greyscale image and p is the distribution
of the pixel in the greyscale image.
A Grey-Level Co-Occurrence Matrix (GLCM) is a statistical tool for recording texture
information that takes into consideration the spatial relationship between pixels. GLCMs are
also known as grey-level spatial dependence matrices. GLCMs enable the characterisation of
the texture of an image by calculating how often pairs of pixels with a specific greyscale value
and a specific spatial relationship occur in an image. Once a GLCM has been created statistical
measures can be extracted such as:
Contrast: A measure of the local variations in the GLCM.
Correlation: A measures of the joint probability occurrence of specified pixel pairs.
Energy: The sum of the squared elements in a GLCM, also known as the uniformity or the
angular second moment.
Homogeneity: A measure of the closeness of the distribution of the elements in the GLCM to
the GLCM diagonal.
The Discrete Wavelet Transform (DWT) is another technique used for texture analysis
[22, 115]. By applying a DWT to a given household image a number of matrices result: the
approximation coefficients matrix cA and the detailed coefficients matrices cH, cV , and cD
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Table 6.1: Additional texture based statistical features.
# Description # Description # Description
1 Entropy (E) 7 Average approxima-
tion
10 Average diagonal
2 Average Local En-
tropy (E)
coefficient matrix, cA
(W)
coefficient matrix, cD
(W)
3 Contrast (M) 8 Average horizontal
4 Correlation (M) coefficient matrix, cH
(W)
5 Energy (M) 9 Average vertical
6 Homogeneity (M)) coefficient matrix, cV
(W)
(horizontal, vertical, and diagonal, respectively) [57]. In summary Table 6.1 lists the ten sta-
tistical features used to augment the LBP representation, in each case the letter in parenthesis
indicates the category in which the statistic belongs: E (Entropy), M (GLCM) and W (DWT).
Thus on completion of the feature extraction process using both LBPs and the additional
texture statistical metrics described above each household could be represented using a feature
vector of length 266 (256+ 10 = 266). Alternatively the LBP representations and the texture
statistical metrics (TS) can be used on their own. Thus in total seven different texture based
representations were available: (i) LBP8,1, (ii) LBP8,2, (iii) LBP8,3, (iv) T S, (v) LBP8,1 + T S,
(vi) LBP8,2 + T S, and (vii) LBP8,3 + T S. In each case the features were encapsulated using a
feature space representation from which a collection of feature vectors could be generated, one
per image.
6.4 Feature Selection and Classification
Once the 256 LBPs features and 10 statistical features have been identified, as described in
Sections 6.2 and 6.3 above, but before the classifier generation could be commenced, the data
was discretised and then a feature selection mechanism was applied to the feature vector space.
As before the aim was to reduce the overall number of dimensions so that only those features
that served as good discriminators between classes were retained. The same three feature se-
lection mechanisms as considered previously with respect to the graph-based approach and the
colour histogram based approach were used again with respect to the LBP approach described
in this chapter: (i) Chi-Squared, (ii) Gain Ratio and (iii) Information Gain.
Once the feature selection was complete the images were represented in terms of a set
of feature vectors drawn from the reduced feature space. Some form of classifier generator
could then be applied. As in the case of the previous two methods extensive evaluation was
conducted so as to test the operation of the proposed approach using different parameters and
their variations, however this chapter only reports the most significant results obtained (there
is insufficient space to allow for the presentation of all the results obtained). With respect
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to the evaluation presented in this chapter the same eight classifier generation methods as in
Chapter 4 and 5 were considered: (i) Decision Tree (C4.5), (ii) Naive Bayes, (iii) Averaged One
Dependence Estimators (AODE), (iv) Bayesian Network, (v) Radial Basis Function Network
(RBF Network), (vi) Sequential Minimal Optimisation (SMO), (vii) Logistic Regression and
(viii) Neural Network. As before the implementations used were those available in the Waikato
Environment for Knowledge Analysis (WEKA) machine learning workbench [186].
6.5 Evaluation
To evaluate the proposed LBP based approach the same labelled training data was used as that
used to evaluate the graph-based and colour histogram approaches described in the previous
two chapters. The overall aim of the evaluation was to provide evidence that census data can
be effectively estimated using the proposed approach. To this end four sets of experiments were
conducted as follows:
1. Data Representation: A set of experiments to determine the effect on classification
performance using the suggested LBP variations, the texture statistics on their own and
a combination of the two (Sub-section 6.5.1).
2. Feature Selection: A set of experiments to compare the operation of the various sug-
gested feature selection algorithms (Sub-section 6.5.2).
3. Number of attributes: A set of experiments to analyse the effect that the number of se-
lected attributes (k) in the context of feature selection, had on performance (Sub-section
6.5.3).
4. Classification Generation Method: A set of experiments to determine the effect on
classification performance when using different classifier generation methods (Sub-section
6.5.4).
Each is discussed in further detail in Sub-sections 6.5.1 to 6.5.4 below. Ten fold Cross-
Validation (TCV) was applied throughout and as in the case of earlier experiments, perfor-
mance was recorded in terms of: (i) accuracy (AC), (ii) area under the ROC curve (AUC), (iii)
the F-Measure (FM), (iv) sensitivity (SN) and (v) specificity (SP). As before the discussion
presented in this chapter concerning the evaluation of the texture based approaches is focused
on the AUC metric.
6.5.1 Data Representation
For the experiments directed at evaluating the seven different variations of the LBP represen-
tation, including the Texture Statistics (TS) representation is isolation, in the context of clas-
sification performance, the segmented household data was translated using each of the seven
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Table 6.2: The seven proposed texture based representations
Representations
LBP
TS Feature Space
Sampling Distance Features
LBP8,1 8 1 256 256
LBP8,2 8 2 256 256
LBP8,3 8 3 256 256
T S 10 10
LBP8,1 + T S 8 1 256 10 266
LBP8,2 + T S 8 2 256 10 266
LBP8,3 + T S 8 3 256 10 266
Table 6.3: Classification performance using the seven proposed texture based representations
Representations
Site A Site B
AC AUC FM SN SP AC AUC FM SN SP
LBP8,1 0.771 0.881 0.759 0.771 0.852 0.720 0.824 0.718 0.720 0.825
LBP8,2 0.643 0.781 0.639 0.643 0.761 0.600 0.711 0.600 0.600 0.762
LBP8,3 0.643 0.749 0.632 0.643 0.755 0.560 0.668 0.561 0.560 0.716
T S 0.457 0.517 0.439 0.457 0.639 0.460 0.645 0.478 0.460 0.729
LBP8,1 + T S 0.714 0.838 0.699 0.714 0.818 0.700 0.826 0.699 0.700 0.813
LBP8,2 + T S 0.657 0.775 0.646 0.657 0.748 0.560 0.703 0.561 0.560 0.720
LBP8,3 + T S 0.586 0.770 0.576 0.586 0.705 0.560 0.626 0.561 0.560 0.718
proposed texture based representations to give seven distinct data sets as summarised in Table
6.2.
For the evaluation directed at determining the most effective representation (Objective 1)
Chi-Squared feature selection was used with k = 40 because additional experiments, reported
on later this chapter in Sub-sections 6.5.2 and 6.5.3, had revealed that this was the most ap-
propriate feature selection algorithm and the most appropriate value for k. For similar reasons
Neural Network classification was adopted with respect to the experiments directed at Objec-
tive 1 because additional experiments, reported in Sub-section 6.5.4, had indicated that this
tended to produce the most effective performance.
The obtained results are presented in Table 6.3 (best values are shown in bold font). From
the table it can be observed that with respect to the Site A (wet season) data set the LBP8,1
representation gave the best results, AUC = 0.881. With respect to the Site B (dry season) data
set the best performance was obtained using the LBP8,1 + T S representation, AUC = 0.826.
The T S representation on its own did not work well.
Figure 6.5 shows the recorded classification performance, in terms of the AUC results from
Table 6.3, in the form of a bar graph. The horizontal axis represents the seven representations:
(i) LBP8,1, (ii) LBP8,2, (iii) LBP8,3, (iv) T S, (v) LBP8,1 + T S, (vi) LBP8,2 + T S, and (vii) LBP8,3
+ T S, while the vertical axis represents the AUC score. From the graph it is again clear that: (i)
the LBP8,1 representation gave the best results for the Site A data sets and LBP8,1 + T S gave the
best results for the Site B data sets; (ii) in terms of the LBP representations, using a radius of
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Figure 6.5: Bar graph showing classification performance in terms of AUC using the seven
different texture based representations
1 gave the best results whereas a radius of 3 gave the worst results for both Sites A and B; (iii)
overall performance was better with respect to Site A than Site B; and (iv) the T S performance
was better with respect to Site B than Site A. However, in most cases it can be argued that the
T S representation did not serve to provide any enhancement in performance. From the results
given in Table 6.3 and Figure 6.5 an argument can be constructed suggesting that LBP8,1 is
the most appropriate LBP representation for population estimation mining from satellite image
data.
A Friedman test was applied to the AUC results in order to determine whether the results
were statistically significant or not [50]. The AUC results obtained from all seven variations
of the texture based representations, with respect to both Site A and B, are listed in Table 6.4
(columns two and three). In each case the number in parentheses indicates the overall relative
ranking of each individual result with respect to the two data sets. The Average Rank (AR) of
each classifier is given in the fourth column, recall that this is the mean value of the rankings
for each representation. Recall also that the Friedman test statistic is based on the AR values,
and is calculated using equation 6.4, where N is the number of data sets (2) and K is the number
of classification technique considered (7).
χ2F =
12N
K(K +1)
[
K
∑
i=1
AR2i −
K(K +1)2
4
]
(6.4)
The Friedman test statistic and corresponding p value are presented in the first row of Table
6.4. In this case the Friedman test statistic (11.143) and the significance threshold (p < 0.05)
indicates that the null hypothesis, that there is no statistical difference between the techniques,
can be rejected. A post hoc Nemanyi test was applied to determine the distinction in per-
formance between the individual representations [102]. Recall that the performance of two
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approaches is statistically different if their ARs are different by more than a Critical Difference
(CD) value calculated using equation 6.5 where the critical difference level α (α = 0.1) and
the value qα,∞,K is based on the Studentised range statistic [86].
Table 6.4: AUC values recorded when considering the variations of the texture based represen-
tations
Friedman test statistic = 11.143 (p < 0.05)
Algorithm Site A Site B AR
LBP8,1 0.881(1) 0.824(2) 1.50
LBP8,2 0.781(3) 0.711(3) 3.00
LBP8,3 0.749(6) 0.668(5) 5.50
T S 0.517(7) 0.645(6) 6.50
LBP8,1 + T S 0.838(2) 0.826(1) 1.50
LBP8,2 + T S 0.775(4) 0.703(4) 4.00
LBP8,3 + T S 0.770(5) 0.626(7) 6.00
CD = qα,∞,K
√
K(K +1)
12N
(6.5)
The critical difference diagram for the proposed texture based population estimation mining
from satellite imagery approach in presented in Figure 6.6 (the calculated CD for the diagram
is 4.10). In the diagram the classification techniques are listed in ascending order of ranked
performance along the Y-axis; and the associated average rank (across both data sets) is listed
along the X-axis. From the diagram it can be observed that the results produced using the
LBP8,1 and LBP8,1 + T S representations are statistically better than the results using the LBP8,3
+ T S and T S representations (there is “white space” between them). There was no statistically
significant difference with respect to the LBP8,1, LBP8,1 + T S, LBP8,2, LBP8,1 + T S, and LBP8,3
representations (because the critical difference tails overlap). Thus it can be concluded that
LBP8,1 is the most appropriate representation in the context of the population estimation mining
application considered in this chapter.
Figure 6.6: Nemenyi Significance Diagram for the different LBP representations
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Table 6.5: Classification performance using the three different feature selection methods
Algorithms
Site A Site B
AC AUC FM SN SP AC AUC FM SN SP
Chi−Squared 0.771 0.881 0.759 0.771 0.852 0.720 0.824 0.718 0.720 0.825
GainRatio 0.743 0.862 0.723 0.743 0.825 0.620 0.728 0.621 0.620 0.759
In f ormationGain 0.786 0.893 0.772 0.786 0.861 0.540 0.723 0.540 0.540 0.725
6.5.2 Feature Selection
Recall that three different algorithms for feature selection were considered. A further set of
experiments was thus conducted in order to identify the most appropriate feature selection
mechanism to be used with respect to the proposed population mining framework. For the
experiment the LBP8,1 representation was used as this had been found to produce the best
results as establishes in the previous sub-section (Sub-section 6.5.1). A value of k = 40 was
again used, together with the Neural Network learning method, for the same reasons as before
(they produced the best results with respect to the experiments reported on later in this chapter
in Sub-sections 6.5.3 and 6.5.4 respectively).
The results from the experiments are presented in Table 6.5. From the table it can be
observed that the best results were obtained using Information Gain feature selection with
respect to the Site A data set (AUC = 0.893); while Chi-Squared feature selection gave the
best results with respect to the Site B data set (AUC = 0.824). It was not clear as to why this
might be the case. Gain Ratio was found to be the most appropriate feature selection method
with respect to the graph-based and colour histogram based approaches resented in the previous
two chapters.
Figure 6.7: Bar graph showing classification performance in terms of AUC values using the
three different feature selection methods
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The bar graph in Figure 6.7 illustrates the classification performances results, in terms of
only the recorded AUC values, with respect to both Site A and B. The horizontal axis represents
the three feature selection algorithms: (i) Chi-Squared, (ii) Gain Ratio and (iii) Information
Gain. The vertical axis represents the AUC values. The graph confirms that: (i) best AUC
values were obtained using Information Gain feature selection for Site A, and Chi-Squared
feature selection for Site B, and (ii) the AUCs recorded for Site A were higher than those
recorded for Site B in all cases. As observed previously the later was probably because the
extracted features from the wet season data provided for a better contrast between features than
in the case of the dry season data.
Again a Friedman test was applied to determine whether the above results were statistically
significant or not. The recorded AUCs are listed in Table 6.6 (columns two and three) with their
individual ranking and their associated AR value (column four). The table again shows that the
Chi-Squared feature selection method produced the best performance (AR = 1.5), while the
Gain Ratio feature selection produced the worst performance (AR = 2.5).
Table 6.6: AUC values recorded for each feature selection method
Friedman test statistic = 1.00 (p > 0.1)
Algorithm Site A Site B AR
Chi−Squared 0.881(2) 0.824(1) 1.50
GainRatio 0.862(3) 0.728(2) 2.50
In f ormationGain 0.893(1) 0.723(3) 2.00
As before the Friedman test statistic (1.00) and corresponding p value (p > 0.1) value
are presented in the first row of Table 6.6 and indicate that the null hypothesis, that there is
no statistical difference in operation between the techniques was supported, thus no post hoc
Nemenyi test was conducted. However, from the experiments reported on in this sub-section
it can be concluded that Chi-Squared feature selection is the most appropriate measure in the
context of texture based population estimation mining from satellite data because it had the
highest average ranking with respect to the Friedman test as presented in Table 6.6.
6.5.3 Number of attributes
In order to identify the effect on classification performance of the value of k, the number of
attributes selected when using Chi-Squared feature selection, a sequence of experiments was
conduct using a range of values of k from k = 15 to k = 50 incrementing in steps of 5. For
the experiments the LBP8,1 representation was again used because the experiments reported in
Sub-section 6.5.1 had indicated that this produced the best performances. The Neural Network
learning method was again adopted because the experiments reported later in Sub-section 6.5.4
had indicated that this tended to generate a best performance.
The obtained results from the experiments are presented in Table 6.7. From the table it can
be seen that k = 25 produced the best result with respect to Site A (AUC = 0.883); whereas
with respect to Site B k = 40 produced the best result (AUC = 0.824). The value that produced
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Table 6.7: Classification performance using different values for k with respect to Chi-Squared
feature selection
Number of k
Site A Site B
AC AUC FM SN SP AC AUC FM SN SP
k = 15 0.786 0.875 0.784 0.786 0.866 0.600 0.697 0.600 0.600 0.745
k = 20 0.714 0.867 0.716 0.714 0.835 0.580 0.722 0.583 0.580 0.725
k = 25 0.771 0.883 0.768 0.771 0.859 0.600 0.718 0.593 0.600 0.754
k = 30 0.757 0.877 0.751 0.757 0.834 0.620 0.752 0.619 0.620 0.762
k = 35 0.771 0.879 0.761 0.771 0.856 0.600 0.796 0.596 0.600 0.754
k = 40 0.771 0.881 0.759 0.771 0.852 0.720 0.824 0.718 0.720 0.825
k = 45 0.800 0.862 0.784 0.800 0.861 0.660 0.809 0.660 0.660 0.786
k = 50 0.786 0.868 0.772 0.786 0.859 0.680 0.807 0.676 0.680 0.806
the worst result for Site A was of k = 45 (AUC = 0.862), whereas with respect to Site B k = 15
produced the worst result (AUC = 0.697). A line graph for the obtained results in terms of
AUC is presented in Figure 6.8. The horizontal axis represents the k values and the vertical
axis the AUC values. The graph shows, as indicated by the table, that with respect to the Site
A data set the best performance was produced using k = 25 and that with respect to the Site B
data set the best performance was produced using k = 40.
Figure 6.8: Line graph showing classification performance using different values for k with
respect to Ch-Squared feature selection
A Friedman test was again conducted. Table 6.8 gives the AUC values used. The Friedman
test statistic (6.167) and corresponding p value (p > 0.1), given in the first row of the table,
indicate that the null hypothesis could be accepted; there is no statistical difference in operation
between the techniques, thus no post hoc Nemenyi test was conducted. However, from the AUC
101
Table 6.8: AUC values recorded for each k value
Friedman test statistic = 6.167 (p > 0.1)
kvalue Site A Site B AR
k = 15 0.875(5) 0.697(8) 6.50
k = 20 0.867(7) 0.722(6) 6.50
k = 25 0.883(1) 0.718(7) 4.00
k = 30 0.877(4) 0.752(5) 4.50
k = 35 0.879(3) 0.796(4) 3.50
k = 40 0.881(2) 0.824(1) 1.50
k = 45 0.862(8) 0.809(2) 5.00
k = 50 0.868(6) 0.807(3) 4.50
test results presented in the Tables 6.7 and 6.8 and Figure 6.8 it was concluded that k = 40 was
the most appropriate value for k when using Chi-Squared feature selection in the context of the
texture based population estimation mining approach presented in this chapter. (This is why
k = 40 was used with respect to the previously reported experiments.)
6.5.4 Classification Generation Method
This section presents the results obtained for the evaluation conducted with respect to the eight
different classifier generators considered: (i) Decision Tree generators (C4.5), (ii) Naive Bayes,
(iii) Averaged One Dependence Estimators (AODE), (iv) Bayesian Network, (v) Radial Basis
Function Network (RBF Network), (vi) Sequential Minimal Optimisation (SMO), (vii) Logistic
Regression and (viii) Neural Network. In each case the LBP8,1 representation was used because
this produced the best result with respect to the experiments reported in Sub-section 6.5.1. The
Chi-Squared feature selection method, with k = 40, was used because previous experiments,
reported above, indicated that this produced good results.
The results are presented in Table 6.9. From the table it can clearly be observed that the
Neural Network classifier generator produced the best results for both the Site A and Site B
data sets (AUC = 0.881 and AUC = 0.824, respectively). The C4.5 decision tree generator
produced substantially the worst performance for both sites (AUC = 0.693 and AUC 0.652,
respectively).
Figure 6.5.4 shows an associated bar graph generated from the AUC data given in Table 6.9.
The horizontal axis represents the eight learning approaches; while the vertical axis represents
the AUC scores. From the graph it can be observed that: (i) the classification performance
with respect to Site A was better than for Site B when using C4.5, AODE, SMO, Logistic
Regression and Neural Network, (ii) the classification performance with respect to Site B was
better than for Site A when using Naive Bayes, Bayesian Network, and RBF Network, (iii)
Neural Network produced the best overall outcomes for both Site A and Site B, and (iv) C4.5
produced the worst results for both data sets.
As for the results reported with respect to the previous experiments the Friedman statistical
test was again applied using the recorded AUC values as listed in Table 6.10, together with
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Table 6.9: Classifier performance using different classification models
Generator
Site A Site B
AC AUC FM SN SP AC AUC FM SN SP
C4.5 0.571 0.693 0.567 0.571 0.742 0.500 0.652 0.500 0.500 0.700
NaiveBayes 0.486 0.705 0.502 0.486 0.730 0.540 0.758 0.542 0.540 0.796
AODE 0.671 0.776 0.619 0.671 0.753 0.620 0.756 0.619 0.620 0.771
BayesianNetwork 0.557 0.716 0.567 0.557 0.761 0.520 0.762 0.525 0.520 0.782
RBFNetwork 0.600 0.718 0.593 0.600 0.768 0.600 0.722 0.595 0.600 0.776
SMO 0.700 0.777 0.680 0.700 0.789 0.680 0.761 0.682 0.680 0.789
LogisticRegression 0.771 0.859 0.778 0.771 0.885 0.680 0.756 0.679 0.680 0.803
Neural Network 0.771 0.881 0.759 0.771 0.852 0.720 0.824 0.718 0.720 0.825
Figure 6.9: Bar graph showing classification performance using different classification models
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their overall ranking with respect to the two data sets. The AR of each classifier is given in the
fourth column. The Friedman test statistic (10.353) and corresponding p value (p < 0.1) are
given in the first row of the table and indicate that the null hypothesis, H0 can be rejected. A
post hoc Nemanyi test was therefore conducted. The associated significant diagram is given
in Figure 6.5.4; the calculated CD for the diagram is 4.82. The diagram confirms that Neural
Network classification produced the best results (as already established) and that the result
was statistically different from the C4.5 and RBF Network classification model. There was
no significant difference with respect to the Naive Bayes, AODE, Bayesian Network, RBF
Network, SMO, Logistic Regression and Neural Network representations because there critical
difference tails overlap.
Table 6.10: AUC values recorded for each classification model
Friedman test statistic = 10.353 (p < 0.1)
Generator Site A Site B AR
C4.5 0.693(8) 0.652(8) 8.00
Naive Bayes 0.705(7) 0.758(4) 5.50
AODE 0.776(4) 0.756(5.5) 4.75
Bayesian Network 0.716(6) 0.762(2) 4.00
RBF Network 0.718(5) 0.722(6) 5.50
SMO 0.777(3) 0.761(3) 3.00
Logistic Regression 0.859(2) 0.756(5.5) 3.75
Neural Network 0.881(1) 0.824(1) 1.00
Figure 6.10: Nemenyi Significance Diagram for the different classification models
Thus, from the above, it was concluded that Neural Network classification is the most
appropriate classifier generator method in the context of the texture based population estimation
mining approach. (This is why Neural Network classification was used with respect to the
previously reported experiments.)
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6.6 Discussion
The evaluation results presented in the foregoing section indicate that the proposed popula-
tion estimation mining, using a representation based on image texture (local binary patterns
in some cases augmented with texture statistical information), performed well with respect to
the two satellite images datasets considered (Site A and Site B). Four sets of experiments were
conducted from which the main findings may be summarised as follows:
1. The most appropriate representation with respect to the application of population esti-
mating mining for both data sets (Site A and Site B), in terms of best AUC, was the
LBP8,1 representation, follow by the combination of the LBP8,1 and the texture statistical
representation (LBP8,1 + T S). The LBPs with radius of 1 produced better results, in terms
of classification performance, than LBPs with radii of 2 or 3. It was conjectured that this
was because LBPs with a radius of 1 were generated using the nearest neighbour pixels,
while with radius 2 and 3 the neighbourhoods were further away, hence radius 1 LBPs
better served to capture the local texture.
2. The most appropriate feature selection mechanism with respect to both data sets (Site
A and Site B) was found to be Chi-Squared feature selection, follow by Information
Gain, followed by Gain Ratio feature selection. (Gain Ratio was also found to be the
most appropriate feature selection mechanism with respect to the graph-based and colour
histogram based approaches presenting in the previous two chapters.)
3. With respect to the Chi-Squared feature selection approach the most appropriate value
for k (number of attributes) was found to be k = 40. It is conjectured that lower values
of k did not provide good performance because there was insufficient data to build an
effective classifier, while larger values of k resulted in overfitting.
4. A number of different classifier generator methods produced good results, however the
best classification generation method, from the reported evaluation, was found to be the
Neural Network method.
6.7 Statistical Comparison of the Proposed Image Classification
Approaches
In this section, the evaluation and comparison of all the proposed population estimation mining
approaches considered in this and the previous two chapters is presented. The comparison
was undertaken in terms of classification effectiveness and run time complexity. Recall that
the three different representation approaches proposed in this thesis, to classifying household
satellite images according to the nature of each individual household, were: (i) graph-based,
(ii) colour histogram based, and (iii) texture based. Each of these approaches will be briefly
summarised below before considering their comparison.
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The first representation was found on the concept of graph-based representation (see the
detail from Chapter 4). This approach used a hierarchical decomposition technique together
with a quadtree based representation, one graph/tree per household image. A subgraph min-
ing algorithm, gSpan was then applied to identified frequently occurring subgraphs within a
quadtree representation. The identified subgraphs were used to generate a feature space which
was used to represent household image data. The reported evaluation indicated that the best
classification performance in terms of AUC was obtained when using a low support threshold
(σ = 10). The Gain Ratio feature selection mechanism was found to be the most appropriate
feature selection mechanism with respect to this representation; and the most appropriate k
value, with respect to Gain Ratio feature selection, was found to be k = 55. The most suitable
classification generator was found to be the Bayesian Network model.
The second approach, the colour histogram based approach presented in Chapter 5, was
found on the idea of representing each identified household image as a collection of colour
histograms, typical seven histograms per household (red, green, blue, hue, saturation, value
and greyscale) together with additional basic statistical metrics concerning the distribution of
colour across an image. The reported evaluation indicated that high classification results were
obtained when using the Colour Histogram (CH) representation. The Gain Ratio feature selec-
tion mechanism was found to be the most appropriate feature selection method together with
k = 25. Best classification results were obtained using the Logistic Regression classification
model.
The third approach presented in this chapter, was found on the idea of representing the
segmented household images using a texture based approach. Three LBP variations were con-
sidered (LBP8,1, LBP8,2 and LBP8,3), and additional simple texture statistical metrics were also
used. The reported evaluation indicate that a best classification performance was obtained when
using the LBP8,1 representation. The Chi-Squared feature selection mechanism was found to be
the most appropriate feature selection method to adopt together with k = 40. Best classification
results were obtained using the Neural Network classifier generator.
For the comparison of the three approaches presented in this section a number of variations
of each approach were considered as follows (fifteen distinct representations in total):
1. For the graph-based approach a range of σ values, {10,20,30,40,50} was used together
with the Gain Ratio feature selection method (k = 55) and the Bayesian Network classi-
fication model.
2. For the colour histogram based approach, three variations were considered: colour his-
togram (CH), colour statistics (CS) and combine (CH +CS). The Gain Ratio feature
selection method, with k = 25, and the Logistic Regression classification model was also
used.
3. For the texture based approach, all seven variations were considered: LBP8,1, LBP8,2,
LBP8,3, texture statistics (T S), combine LBP8,1 +T S, combine LBP8,2 +T S and combine
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Table 6.11: Classification performance using the three different proposed approaches and their
variations
Approach
Site A Site B
AC AUC FM SN SP AC AUC FM SN SP
σ = 10 0.600 0.808 0.596 0.600 0.734 0.800 0.879 0.792 0.800 0.876
σ = 20 0.429 0.606 0.424 0.429 0.639 0.520 0.697 0.519 0.520 0.742
σ = 30 0.329 0.427 0.336 0.329 0.600 0.380 0.535 0.382 0.380 0.666
σ = 40 0.343 0.396 0.341 0.343 0.562 0.320 0.495 0.306 0.320 0.601
σ = 50 0.371 0.446 0.354 0.371 0.557 0.320 0.461 0.312 0.320 0.603
CH 0.657 0.822 0.662 0.657 0.806 0.640 0.821 0.633 0.640 0.798
CS 0.329 0.522 0.339 0.329 0.617 0.420 0.573 0.418 0.420 0.685
CH +CS 0.657 0.822 0.662 0.657 0.806 0.600 0.719 0.588 0.600 0.747
LBP8,1 0.771 0.881 0.759 0.771 0.852 0.720 0.824 0.718 0.720 0.825
LBP8,2 0.643 0.781 0.639 0.643 0.761 0.600 0.711 0.600 0.600 0.762
LBP8,3 0.643 0.749 0.632 0.643 0.755 0.560 0.668 0.561 0.560 0.716
T S 0.457 0.517 0.439 0.457 0.639 0.460 0.645 0.478 0.460 0.729
LBP8,1 +T S 0.714 0.838 0.699 0.714 0.818 0.700 0.826 0.699 0.700 0.813
LBP8,2 +T S 0.657 0.775 0.646 0.657 0.748 0.560 0.703 0.561 0.560 0.720
LBP8,3 +T S 0.586 0.770 0.576 0.586 0.705 0.560 0.626 0.561 0.560 0.718
LBP8,3 +T S. The Chi-Squared feature selection method, with k = 40, together with the
Neural Network learning method, was also used.
The results from the experiments are presented in Table 6.11. From the table it can be seen
that the best results were obtained using LBP8,1 approach with respect to the Site A data (AUC
= 0.881); while the graph-based with σ = 10 gave the best results with respect to the Site B
data (AUC = 0.879).
The bar graph in Figure 6.11 illustrates the classification performances results, in terms of
only the recorded AUC values, with respect to both Sites A and B, using the three different
approaches and their variations. The horizontal axis represents the 15 approaches. The vertical
axis represents the AUC values. From the graph it can again be seen that: (i) best AUC values
were obtained using the LBP8,1 mechanism for the Site A data, and the graph-based approach
with σ = 10 for the Site B data; (ii) it was conjectured that the AUC recorded for the graph-
based approach for the Site B data was higher than for Site A data because the extracted features
from the dry season data provided better information than the wet season data in the context
of the graph-based approach; and (iii) the AUC recorded for the LBP variations of the texture
based approach for the Site A data was higher than the Site B data because the generated
features from the wet season data provide better texture information than the dry season data in
the context of the texture based approach. In other wards the graph-based approach was better
at distinguishing between dry season household images, while the LBP variation of the texture
based approach was better at distinguishing between wet season household images; no such
distinction was found with respect to the colour histogram based approach.
The run time complexity for each approach and its variations is presented in Table 6.12.
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Figure 6.11: Bar graph showing classification performance in terms of AUC values using the
three different proposed approaches and their variations
From the table it can be observed that: (i) The texture based approaches (LBP8,1, LBP8,2, LBP8,3,
LBP8,1 +T S, LBP8,2 +T S, LBP8,3 +T S) required the greatest run time of around 60 seconds
with respect to the Site A data, and 40 seconds with respect to the Site B data (recall that the Site
A featured 70 households while the Site B featured 50 households). The graph-based approach
(σ = 40, 50) required the least run time of 0.01 seconds for both sites; (ii) the required run
time for the Site A data was greater than for the Site B data in every cases, again because the
number of households in the Site A data set was greater than the number of households in the
Site B data set (70 versus 50); (iii) the LBP variations of the texture based approach required
more run time than the other approaches because the best obtained results were obtained using
Neural Network classification which required more learning time than the other algorithms
considered; and (iv) the graph-based approach required less run time than the other approaches
considered because the feature vectors used contained a small amount of zero-one data.
Again the Friedman test was used to compare the significance of the AUC classification
performance results obtained for the different classifiers. The recorded AUCs are listed in Ta-
ble 6.13 (columns two and three) with their individual ranking and their associated AR value
(column four). The table confirms that the LBP8,1 and LBP8,1+T S methods produced the best
performance (AR = 2.00), while the σ = 40 graph-based mechanism produced the worst per-
formance (AR = 14.50).
The Friedman test statistic (26.836) and corresponding p (p < 0.01) value are presented
in the first row of Table 6.13 and indicate that the null hypothesis, that there is no statistical
difference in operation between the techniques, can be rejected. A post hoc Nemanyi test was
thus applied to analyse further the performance of the approaches. The resulting significant
diagram is given in Figure 6.12 (the calculated CD for the diagram is 9.998). The diagram
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Table 6.12: Run time complexity (s) using the three different proposed approaches and their
variations
Approach Site A Site B
σ = 10 0.03 0.03
σ = 20 0.03 0.03
σ = 30 0.02 0.02
σ = 40 0.01 0.01
σ = 50 0.01 0.01
CH 0.37 0.15
CS 0.13 0.07
CH +CS 0.34 0.14
LBP8,1 60.20 40.97
LBP8,2 60.98 41.57
LBP8,3 60.77 41.26
T S 3.50 2.47
LBP8,1 +TS 57.71 39.73
LBP8,2 +TS 60.44 41.04
LBP8,3 + TS 59.98 39.67
Table 6.13: AUC values recorded using the three different proposed approaches and their vari-
ations
Friedman test statistic = 26.836 (p < 0.01)
Approach Site A Site B AR
σ = 10 0.808(5) 0.879(1) 3.00
σ = 20 0.606(10) 0.697(8) 9.00
σ = 30 0.427(14) 0.535(13) 13.50
σ = 40 0.396(15) 0.495(14) 14.50
σ = 50 0.446(13) 0.461(15) 14.00
CH 0.822(3.5) 0.821(4) 3.75
CS 0.522(11) 0.573(12) 11.50
CH +CS 0.822(3.5) 0.719(5) 4.25
LBP8,1 0.881(1) 0.824(3) 2.00
LBP8,2 0.781(6) 0.711(6) 6.00
LBP8,3 0.749(9) 0.668(9) 9.00
T S 0.517(12) 0.645(10) 11.00
LBP8,1 +T S 0.838(2) 0.826(2) 2.00
LBP8,2 +T S 0.775(7) 0.703(7) 7.00
LBP8,3 +T S 0.770(8) 0.626(11) 9.50
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shows the three proposed approaches and their variations listed in ascending order of ranked
performance on the Y-axis, and the associated average rank (across both data sets) on the X-
axis. The diagram demonstrates that the operation of the LBP8,1, LBP8,1 +T S and graph-based
with σ = 10, was significantly different from the graph-based with σ = 30, 40, 50 (the critical
difference tails do not overlap).
Figure 6.12: Nemenyi Significance Diagram using the three different proposed approaches and
their variations
Therefore from the reported results presented in this section it can be concluded that the
LBP approach is the most appropriate representation in the context of population estimation
mining from satellite data.
6.8 Summary
A texture based representation focused on the used of LBPs, for capturing image texture, with
respect to estimating population size from satellite imagery, has been described. Seven different
texture based variations were considered: (i) LBP8,1, (ii) LBP8,2, (iii) LBP8,3, (iv) T S, (v) LBP8,1
+ T S, (vi) LBP8,2 + T S and (vii) LBP8,3 + T S. Experiments were conducted using the Ethiopian
hinterland test data used previously. The reported evaluation indicated that high AUC results
could be obtained when using the LBP8,1 representation. The Chi-Squared feature selection
mechanism was found to be the most appropriate feature selection method to adopt together
with k = 40. Best classification results were obtained using the Neural Network classification
model.
A statistical comparison of all the approaches, and their variations, considered in this thesis
was also presented: (i) graph-based, (ii) colour histogram based and (iii) texture based. The
texture based approach was found to be the overall best approach for encapsulating household
image content. Typically, the LBP8,1 representation, together with Chi-Squared feature selec-
tion with k = 40 using Neural Network classification, produced the overall best result. In the
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following chapter an alternative approach for predicting household size using regression anal-
ysis is presented. Because the LBP8,1 representation produced the best results in the context
of classification this is also the representation used in the context of the regression analysis
discussion presented in the following chapter.
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Chapter 7
Population Estimation Mining using
Satellite Imagery: Regression Analysis
7.1 Introduction
As noted in Chapter 2, predictive analysis is the process of finding a predictive model which
can be used in the context of new data. As also noted in Chapter 2 predictive analysis can be
categorised in terms of (i) classification and (ii) regression. Recall that the difference between
classification and regression is that classification models are used to predict categorical or dis-
crete class labels, while regression models are used to predict a “numerical response variable”
[71]. In the previous three chapters three alternative satellite image representations were con-
sidered and evaluated using classification algorithms from the previously presented evaluation
it was established that the LBP8,1 representation was the most effective. This chapter considers
this representation in terms of regression analysis.
Figure 7.1: Schematic illustrating the population estimation mining approach using LBPs
A schematic of the proposed regression analysis approach for population estimation min-
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ing is given in Figure 7.1. From the figure it can be seen that the overall approach encompasses
three processes: (i) image segmentation, (ii) feature extraction and (iii) prediction model gener-
ation. The image segmentation process (the left rectangular box in Figure 7.1 was discussed in
Chapter 3 and is thus not considered further here). The feature extraction process (the second
rectangular box from the left in Figure 7.1) is concerned with translating the segmented data
into a feature vector form ready for the generation of a regression model, this is where LBP8,1
representation is applied. The third process included in Figure 7.1 (the right rectangular box in
the figure) is prediction model generation; where some standard regression analysis algorithm
can be applied. Once the model has been generated it can be applied to unseen data.
The rest of this chapter is organised as follows. The feature selection and prediction model
generation process is considered in Section 7.2. Section 7.3 then reports on the evaluation of
the proposed approach, followed by some discussion in Section 7.4. Finally, the main findings
and some associated conclusions are presented in Section 7.5
7.2 Feature Selection and Prediction Model Generation
Once the input data (household satellite images) has been translated into the LBP8,1 represen-
tation, we will have feature vectors comprise of 256 feature (as described in Sections 6.2 of
Chapter 6). A feature selection mechanism is thus applied. As before the aim was to reduce
the overall number of dimensions so that only those features that serve as good discriminators
between classes are retained. However, because integer valued population sizes are used in
the context of the regression analysis , as opposed to categorical class labels as in the case of
classification, an alternative feature selection strategy was required. Correlation-based Feature
Subset selection (CFS) [64] was therefore adopted for this purpose. CFS feature selection uses
a wrapper method to find a best heuristic for finding the best feature subset most appropriate to
regression analysis (numeric prediction).
Once the feature selection process was completed the images were represented in terms of
the identified subset of the features vectors. Some form of regression model generation can then
be applied. For the evaluation presented later in this chapter the following regression analysis
methods were considered: (i) Linear Regression (Linear Reg), (ii) Least Median squared Linear
Regression (LMedS) [150], (iii) Isotonic Regression (IsoReg) [14] and (iv) Support Vector
Machine for regression (SVMreg) [165, 168]. As in the case of the classification algorithms
used in the foregoing chapters the implementations used were those available in the Waikato
Environment for Knowledge Analysis (WEKA) machine learning workbench [186].
7.3 Evaluation
Using the data sets presented previously in Chapter 3, a predictive model was generated with
respect to each data set using the LBP8,1 representation and the four regression model generators
noted above with and without CFS feature selection. A total of eight models were therefore
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Table 7.1: Comparison of the different regression analysis approaches in terms of prediction
performance
Learning method
Site A Site B
Coef MAE RMSE RT(s) Coef MAE RMSE RT(s)
LinearReg -0.080 2.167 2.570 0.70 0.274 1.981 2.407 0.51
LMedS -0.288 3.262 3.894 0.05 0.215 1.952 2.353 0.04
IsoReg -0.309 2.382 2.841 0.12 0.156 1.940 2.295 0.08
SV Mreg -0.279 3.367 3.970 0.02 0.308 1.778 2.056 0.01
LinearReg+CFS 0.084 2.145 2.550 0.01 0.400 1.727 2.093 0.01
LMedS+CFS 0.252 1.988 2.373 0.01 0.428 1.687 2.038 0.07
IsoReg+CFS -0.202 2.287 2.706 0.01 0.109 1.912 2.282 0.04
SV Mreg+CFS 0.307 1.957 2.330 0.01 0.587 0.143 1.802 0.01
used: (i) Linear regression (Linear Reg), (ii) Least Median Squared regression (LMedS), (iii)
Isotonic Regression (IsoReg), (iv) Support Vector Machine for regression (SVMreg), (v) Linear
Regression with CFS (Linear Reg + CFS), (vi) Linear Median Squared regression with CFS
(LMedS + CFS), (vii) Isotonic Regression with CFS (IsoReg + CFS) and (viii) Support Vector
Machine regression with CFS (SVMreg + CFS). For the evaluation Ten fold Cross-Validation
(TCV) was again used throughout, and the following measures were recorded: (i) Correlation
Coefficient (Coef), (ii) Mean Absolute Error (MAE), (iii) Root Mean Squared Error (RMSE),
and (iv) Run Time (RT(s)).
The obtained results are presented in Table 7.1. From the table it can clearly be seen that
the SVMreg +CFS prediction learning method produced the best performance with respect to
the Site A and B data sets (Coe f = 0.307 and Coe f = 0.587 respectively). In contrast, the
Linear Regression learner produced the worst performance with respect to the Site A data set
(CS = −0.080), while IsoReg +CFS produced the worst performance with respect to the Site
B data set (Coe f = 1.09).
The bar graph given in Figure 7.2 gives a different perspective on the Coe f values recorded
in Table 7.1. From the graph it can be observed that: (i) the maximum Coe f was produced
using SVMreg + CFS learning method with respect to the Site B data, (ii) the Coe f values
with respect to the Site B data were positive values (Coe f > 0) in every cases, this means that
the predictor and response variables were alike, and (iii) the Coe f values with respect to Site
A in the cases where CSF feature selection was not used were negative values (Coe f < 0),
this means that predictors and response variable were not alike. The Coe f can be used to
approximate accuracy Acc =Coe f 2 as shown in Figure 7.3. In the figure the eight approaches
are listed along the X-axis while the associated “approximate” accuracy value (apx accuracy)
is given along the Y-axis. From the figure it can be seen that the SVMreg +CFS prediction
learning method produced the best performance with respect to the Site B data (Acc = 0.340),
while the Linear Reg and Linear Reg + CFS produced the best performance with respect to the
Site A data (Acc = 0.094). IsoReg +CFS with respect to Site B data set produced the worst
performance with Acc = 0.01.
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Figure 7.2: The comparison of Coe f results with respect to the different regression analysis
approaches
Figure 7.3: The comparison of “approximate” accuracy using Coe f with respect to the different
regression analysis approaches
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In terms of runtime complexity, from Table 7.1 it can also be seen that: (i) the run times
used for generating the prediction models when the CFS feature selection mechanism was
applied (predictably) were less than when CSF was not applied, because CSF reduced the
number of dimensions in the feature space making it less complex; and (ii) the maximum
recorded run time was with respect to the Linear Reg model (for both sites). The Linear Reg
prediction model, generated using the LPB8,1 representation and the CFS strategy, for the Site
A and B data set were as shown in Equations 7.1 and 7.2, respectively.
Family Size = {−(0.1085)(normalised)LBP8,142+(0.0645)(normalised)LBP8,186
+(0.2017)(normalised)LBP8,1102− (0.2070)(normalised)LBP8,1106
−(0.3565)(normalised)LBP8,1110+(0.0899)(normalised)LBP8,1118
+(0.1190)(normalised)LBP8,1150− (0.0453)(normalised)LBP8,1155
+(0.1881)(normalised)LBP8,1165− (0.1432)(normalised)LBP8,1171+0.4242}
(7.1)
Family Size = {(0.2547)(normalised)LBP8,111+(0.0836)(normalised)LBP8,143
+(0.1408)(normalised)LBP8,144− (0.3142)(normalised)LBP8,1107
−(0.3241)(normalisedLBP8,1163+(0.4095)(normalised)LBP8,1173
+(0.1126)(normalised)LBP8,1211+(0.2103)(normalised)LBP8,1219+0.3796}
(7.2)
Equation 7.1 is the regression equation model generated using the Site A data set. The
equation comprises two parts: (i) the ten CFS identified LBP8,1 bin numbers (42, 86, 102, 106,
110, 118, 150, 155, 165 and 171) and their coefficients, and (ii) a global constant of 0.4242.
Equation 7.1 is the regression equation model generated using the Site B data set. Again the
equation comprises two parts: (i) the eight CFS identified LBP8,1 bin numbers (11, 43, 44, 107,
163, 173, 211 and 219) and their coefficients, and (ii) a global constant of 0.3796.
7.4 Discussion
The overall prediction performance presented in the previous section, Section 7.3, indicated
that the proposed population estimation mining, using regression analysis based on LBPs, per-
formed well with respect to the two satellite image datasets considered (Site A and Site B).
From the experiments conducted the main findings may be summarised as follows:
1. The prediction models generated using the Site B data set were more effective than when
using the Site A data. This was because, as noted previously, the satellite images from
site B (wet season) were more distinctive thus making the consequent prediction model
more accurate than for the Site A data (dry season).
2. The run time to generate the prediction model using CSF is less than without CFS,
because the feature vectors used were in a reduced form.
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7.5 Summary
The main idea presented in this chapter was to considered a population estimation mining from
satellite images prediction model using regression analysis based on the properties of individual
households that are embedded in satellite images, which can then be used to predict the family
size of each household and provided an estimate of population size for a given area. From the
reported evaluation it was noted that, when using the Site B data set, the LPB8,1 representation,
coupled with the CFS strategy and SVMreg produced the best overall results. This prediction
model was therefore one of the models used with respect to the large scale study described in
next chapter.
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Chapter 8
A Unified Process for Large Scale
Population Estimation Mining Using
Satellite Imagery
8.1 Introduction
from Chapter 1 that the main objective of the research presented in this thesis is to identify data
mining techniques for predicting the population size to be associated with individual house-
holds identified from satellite imagery. The work presented so far has considered a number of
techniques (graph-based, colour histogram based and texture based) coupled with classifica-
tion and regression for predicting population size with respect to given households. The idea
is of course that the techniques are applied in a much broader setting to estimate population
size in a given region according to the individual households in that region. To achieve this the
techniques described earlier need to be incorporated into a large scale population estimation
mining process. The nature of this process is presented in this chapter.
A schematic of the proposed large scale population estimation mining process is given in
Figure 8.1. From the figure it can be seen that the overall approach encompasses two parts: (i)
prediction model generation and (ii) prediction for unseen data. The top half of Figure 8.1 is
concerned with construction of the desired prediction model (the reader might like to compare
this schematic with the generic schematic of the prediction process previously given in Figure
2.14 in Chapter 2). The second part of the overall process (bottom half of Figure 8.1) is con-
cerned with prediction model usage. This process consists of five individual steps: (i) collation
of a set of satellite images covering a prescribed area delimited by two pairs of geographic
coordinates (latitudes and longitudes) describing opposing corner locations for the area of in-
terest, (ii) segmentation of households within the satellite imagery, (iii) duplication household
eliminated in situations where the same household appears in more than one image, (iv) fea-
ture extraction using the same feature set as used for model generation, and (v) application of
the generated prediction model to predict family size for each household which is then later
summed to give a total population size for the region. It is this second part that is of interest
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with respect to this chapter.
Figure 8.1: Schematic illustrating the proposed large scale population estimation mining pro-
cess
The rest of this chapter is organised as follows. Steps one to five of the large scale popula-
tion estimation mining process shown in Figure 8.1 are considered in Sections 8.2 to 8.6. More
specifically satellite image collection is discussed in Section 8.2, segmentation in Sections 8.3,
duplicate household detection and pruning in Section 8.4, household representation in Section
8.5 and prediction in Section 8.6. Section 8.7 then reports on the evaluation of the proposed
large scale population estimation mining approach, followed by some discussion in Section
8.8. Finally, the main findings and some associated conclusions are presented in Section 8.9.
8.2 Satellite Image Collection (Step 1)
This section describes the satellite image collection step within the overall large scale popu-
lation estimation mining process whereby the satellite image data to be used is acquired and
collated. In earlier work presented in this thesis the evaluation was conducted using a set of
images obtained from Google Earth (see Chapter 3). These images were hand extracted using
the known locations (latitude and longitude) of households with known family size (the Site A
and Site B data). However, Google Earth does not readily facilitate the automated extraction
of satellite imagery, and clearly the hand-extraction of a large number of satellite images is not
possible. One satellite image repository that allows automated extraction of specified images,
and that is used with respect to the work presented in this chapter, is the Google Static Map
service (other such repositories exist). In the case of the Google Static Map service the as-
sociated API (Application Programming Interface) allows users to download satellite imagery
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using a variety of parameters. In the context of the proposed large scale population estimation
mining process it is suggested that the most appropriate parameters are: (i) opposing top-left
and bottom-right corner latitudes and longitudes of the area of interest, (ii) image size and (iii)
“zoom level”. The image size and zoom level used with respect to the data set used for evalu-
ation purposes (as reported on in Section 8.7 of this chapter) were 1280×1280 pixels and 18
respectively. Note that the zoom level specifies the level of desired detail.
Using the Google Static Map API images were downloaded in an iterative manner com-
mencing at the top-left corner starting with the first 1280× 1280 pixel image and then con-
tinuing, in a top to bottom and a left to right manner, until the specified area was covered. A
similar process can be adopted with respect other satellite image repositories. Note that so as to
avoid the potential for households to be split across several satellite images an overlap of 320
pixels was used (larger than the anticipated household size including a margin for error). For
this to operate correctly it was necessary to convert the top-left corner latitude and longitude
of the current image into x and y pixel values, add the required 960 (1280−320) pixel offset,
to obtain the top-left x and y coordinates of the next image in the sequence and then to convert
these x and y coordinates back to a latitude and longitude to be used by the Google Static Map
API to retrieve the next satellite image. The distinction is that the x and y values are 2D planer
values while the latitude and longitude values are spherical “surface of the earth” values. The
conversion was thus a complex process conducted using the Mercator map projection equations
given in Equations 8.1 to 8.4 respectively to convert: (i) from latitudes to x-pixel values, (ii)
from x-pixels values to latitudes, (iii) from longitudes to y-pixels values and (iv) from y-pixels
values to longitudes.
In this manner a collection of RGB encoded satellite images could be obtained forming a
patch work covering a given area. An example fragment of such a patch work is presented
in Figure 8.2. As noted previously households typically feature tin roofs which, in reflected
sunlight, show up as small white regions within the patchwork. The households can be clearly
seen in Figure 8.2. Note also that the patchwork features a significant overlap between images.
latitude = (2× tan−1(epixels))− (pi
2
) (8.1)
pixels = log(tan(
pi
4
+
latitude
2
)) (8.2)
pixels = longitude× (2
zoomlevel×256
360
) (8.3)
longitude =
pixels
(2
zoomlevel×256
360 )
(8.4)
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Figure 8.2: An example fragment of a collected “patchwork” of satellite image
8.3 Segmentation (Step 2)
Once a collection of satellite images for a prescribed area has been obtained, using the map
collection mechanism presented above, the next step is image segmentation. As described pre-
viously the aim of segmentation is to isolate individual households within the data collection.
With respect to the segmentation presented in Chapter 3 this was applied to satellite images
where the location of the household of interest was known from the start. With respect to the
large scale population estimation mining process presented in this chapter this information was
unknown. Also any given satellite image could contain zero, one or more households. The
proposed segmentation process, although directed at the same goal, therefore operated in a dif-
ferent manner and is thus described in some detail here. Broadly the process used a number of
image masks. Experiments (not reported here) were conducted using a variety of image rep-
resentations and masking techniques, a significant challenge was the illumination of roads and
water ways. From these experiments it was found that masks expressed in terms of the HSV
colour space produced the best results. It was thus necessary to convert the collected RGB
colour space satellite images into the HSV colour space.
The proposed image segmentation algorithm is presented in Algorithm 2. The inputs to the
algorithm are: (i) a collection of RGB encoded satellite images (Images), (ii) a collection of
HSV threshold values and (iii) the top-left corner latitude (aLat) and longitude (aLong) of the
area of interest. The six thresholds used were:
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1. Low threshold for Hue channel (lh).
2. High threshold for Hue channel (hh).
3. Low threshold for Saturation channel (ls).
4. High threshold for Saturation channel (hs).
5. Low threshold for Value channel (lv).
6. High threshold for Value channel (hv).
Extensive evaluation was conducted (also not reported here) to identify the most appropriate
HSV threshold values so as to best distinguish households from other objects within the satellite
image data (such as roads and rivers). The six threshold values arrived at, and used with
respect to the evaluation presented later in this chapter, were: (i) lh = 0.35, (ii) hh = 0.65, (iii)
ls = 0.05, (iv) hs = 0.15, (v) lv = 0.80 and (vi) hv = 1.0. The output from Algorithm 2 is a
collection of household images of the form used with respect to the work presented in earlier
chapters.
Referring back to Algorithm 2 the input set of satellite images, Image, is processed image
by image (line 14). First the top-left x and y coordinates for the current image i ∈ Images are
calculated (lines 15 and 16). The originally RGB image is then converted into a HSV format
(line 17). The defined thresholds are then used to create “masked images” (images where pixels
with values below or above the specified thresholds are coloured black, the rest white) for each
of the three channels in the HSV representation. Thus: (i) a Hue channel masked image (line
18), (ii) a Saturation channel masked image (lined 19) and (iii) a Value channel masked image
(line 20). The three masked images were then combined (line 21) to effect noise removal. All
being well the resulting binary valued image will indicate household locations as white “blobs”
against a “black” background. For each “blob” in the collection of households identified for
image i the centroid of each blob was calculated in terms of x and y coordinates (line 24). The
image is then “cut out” out off the parent satellite image (line 25) using a 200×200 pixel box
centred on the identified blob centroid, to give a household image of the form considered earlier
in this thesis. Note that:
1. This box size was selected because it more or less conforms to the maximum size of a
household image at a Zoom Level of 18 as used with respect to the Google Static Map
service adopted with respect to the work presented in this chapter.
2. If an alternative service and/or alternative Zoom Level were adopted these dimensions
may have to be adjusted.
3. For households located at the edge of images the resulting box may be smaller than
200×200.
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4. Simply imposing a pixel box over a detected centroid avoids issues reported earlier in
this thesis (see Section 3.2 of Chapter 3) concerning households that were not rectangular
in shape.
Referring back to Algorithm 2, the x and y coordinates of the centroid of each detected
household were next converted into latitude and longitude coordinates (lines 26 and 27) using
the Mercator projection equations presented earlier, for use later in the process. Each identified
household image H is then added to the list of household images collected so far together with
the identified latitude and longitude for its centroid (line 28).
Algorithm 2 Image Segmentation
1: Input:
2: Images = a set of satellite images each labelled with an index
3: lh= low threshold for Hue channel
4: hh = high threshold for Hue channel
5: ls= low threshold for Saturation channel
6: hs = high threshold for Saturation channel
7: lv = low threshold for Value channel
8: hv = high threshold for Value channel
9: aLat = top-left corner latitude of the area
10: aLong = top-left corner longitude of the area
11: Output:
12: A collection of household image files, labeled with latitude and longitude of household
13: HouseImages = {}
14: for i = 1 to |Images| do
15: mY = lat2pixel(aLat)− (640× (Imagesi.row−1))
16: mX = long2pixel(aLong)+(640× (Imagesi.col−1))
17: hsvImage = rgb2hsv(Imagesi)
18: hMask = mask(hsvImage, lh,hh)
19: sMask = mask(hsvImage, ls,hs)
20: vMask = mask(hsvImage, lv,hv)
21: hsvMask = hMask∩ sMask∩ vMask
22: Housesholds = bwboundaries(hsvMask)
23: for j = 1 to |Housesholds| do
24: (x,y) = getCentre(Housesholds j)
25: H = cutOut(Imagesi,x,y,200,200)
26: hLat = pixel2lat(mY − y)
27: hLong = pixel2long(mX + x)
28: HouseImages = HouseImages∪ 〈H,hLat,hLong〉
29: end for
30: end for
Figure 8.3 illustrates the operation of Algorithm 2. Figure 8.3(a) shows a given RGB
satellite image obtained from the Google Static Map service. Next the RGB image is converted
into a HSV colour model image as presented in Figure 8.3(b). Figures 8.3(c), (d) and (e) then
show the Hue, Saturation and Value HSV channel masked images. Figure 8.3(f) shows the
result from combining the masked images from which individual households can be identified
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Figure 8.3: Example of the satellite image segmentation process
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(white blobs) and cropped from the original satellite image. An example cropped household
image is given in Figure 8.3(g).
In the above manner an entire satellite image collection can be processed and a set of
household sub-images identified, each labelled with a latitude and longitude identifier. Recall
that because the satellite images overlap some households may be duplicated, the process for
dealing with such duplicates is discussed in the following Section.
8.4 Duplicated Household Detection and Pruning (Step 3)
Given the nature of the satellite image collection mechanism, designed to ensure that for each
households there exists a satellite image in which the household appears in its entirety, each
household may appear in two or more images. This phenomena was illustrated in Figure 8.2.
Figure 8.4 presents a example of two segmented households, from two different satellite im-
ages, which are in fact the same household. Step 3 of the large scale population estimation
mining process is thus directed at identifying and pruning duplicates. The mechanism is a fol-
lows. The identified households are listed in order of latitude. This list is then processed and
households with the same latitude and longitude label (within a level of tolerance) identified.
If two households with the same centroid latitude and longitude both comprise 200×200 pixel
boxes the later is pruned. If the boxes are unequal the household featuring the smaller sized
box is pruned.
Algorithm 3 presents the duplicated household detection mechanism in more detail. The
input to the algorithm is the collection of households obtained using Algorithm 2, and the lat-
itude and longitude tolerances. The output is a collection of unduplicated households (H ′).
Extensive experiments (not presented here) were carried out to find the most appropriate tol-
erance values with which to identify duplicate households. The best value for the tolerance
thresholds was found to be 0.0001. As noted above, the duplicate household detection process
commences by ordering the household according to latitude (line 7). The ordered collection of
households, H, is then processed household by household. Whenever a duplicate household is
found the associated pixel boxes sizes are compared and if different the reference (pointer) in
H to the smaller is set to null. Otherwise the reference in H for the second household is set to
null. At the end of the mechanism (line 21) the list H is processed to remove all null references
and create the list H ′ which is used in the following image representation step (Step 4).
8.5 Image Representation (Step 4)
The next stage of the processes is to represent the images in a manner compatible with predic-
tion model generation. Three distinct household image representations were considered earlier
in this thesis: (i) graph-based, (ii) colour histogram based and (iii) texture based. A statistical
comparison of the three proposed representations was presented in Section 6.7 of Chapter 6.
The reported evaluation indicated that the LBP representation produced the best results. This
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Figure 8.4: Example of two duplicate households
Algorithm 3 Duplicated House Detection
1: Input:
2: HouseImages = The set of household images,labeled with latitude and longitude values,
generated using Algorithm 2
3: latT h = latitude tollerance
4: longT h = longitude tollerance
5: Output:
6: H ′ =a collection of non-duplicated household images
7: H = the HouseImages set ordered according to latitude
8: for i = 0 to i = |H|−1 do
9: for j = i+1 to j = |H| do
10: if H j 6= null then
11: if Hi.lat == H j.lat± latT h and Hi.long == H j.long± longT h then
12: if area Hi ≤ area H j then
13: Hi = null
14: else
15: H j = null
16: end if
17: end if
18: end if
19: end for
20: end for
21: H ′ = H with null references removed
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was thus the representation recommended with respect to the large scale population estimation
mining process presented in this chapter, although alternative representations could equally
well have been used. For the evaluation given in Section 8.7 the graph-based representation
was also considered.
In the context of the LBP representation proposed in Chapter 6 it should be recalled that
to generate a set of LBPs describing an individual household images, the images were first
transformed into greyscale. A 3×3 pixel window, with the pixel of interest at the centre, was
then used as the basic “neighbourhood” definition with respect to the LBP representation. For
each neighbourhood the greyscale value for the centre pixel was defined as the threshold value
with which the surrounding eight neighbourhoods were compared. For each neighbourhood
pixel a 1 was recorded if the greyscale value of the neighbourhood pixel was greater than the
threshold, and a 0 otherwise. The result is an eight digit binary number. In other words 256 (28)
different patterns can be described. Seven variations for the basic LBP concepts were evaluated
in Chapter 6 from which it was concluded that LBP8,1 was the most appropriate in the context of
the population estimation mining application. This was thus the LBP representation variation
used with respect to the evaluation of the proposed large scale population estimation mining
process presented later in the chapter (Section 8.7).
A detailed discussed of the mechanism for converting a household image into the LBP8,1
format was given in Chapter 6. As a reminder an example is presented here in Figure 8.5.
Figure 8.5(a) shows the input image, Figure 8.5(b) the converted greyscale image and Figure
8.5(c) the resulting LBP image.
Figure 8.5: The LBP operator
With respect to the graph-based representation described in Chapter 4 is should be recalled
that the idea was to generate a quadtree for each image; using a decomposition process, and
then identifying frequently occurring subgraphs (subtrees) in the graph (tree) collection. These
frequent subgraphs were then used to define a feature vector representation. it should be noted
that the resulting graph-based classifier should only be applied to unseen data encoded using
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the same set of frequent subgraphs.
8.6 Prediction (Step 5)
The final step, Step 5, for the large scale population estimation mining process is prediction
where the family size for each household is predicted using a given prediction model (clas-
sification or regression). The generation and application of various prediction models was
discussed in detail earlier in this thesis. For the evaluation represented later in the chapter in
Section 8.7 the best performing classification and regression models, generated using both the
Site A and the Site B data, were used. Recall that the distinction between classification and
regression is that the first produces categorical labels while the second produces real numbers.
8.7 Evaluation
The evaluation of the proposed large scale population estimation mining process described
above is reported on in this section. The section is organised as follows. Sub-section 8.7.1 gives
an overview of the test data used, including a discussion of the results from pre-processing the
data so as to identify households and the representation of the households (Steps 1, 2, 3 and 4 of
the above process). Sub-sections 8.7.2 and 8.7.3 then present the population estimation results
obtained from the application of the prediction step (Step 5 of the above process). Sub-sections
8.7.2 considers population estimation mining in the context of classification while Sub-section
8.7.3 considers population estimation mining in the context of regression modelling. In each
case the best predictor, as identified in the foregoing chapters, with respect to both the Site A
(wet season) and Site B (dry season) test data, was used.
8.7.1 Test Data Collection and Pre-processing
As in the case of the Site A and Site B data, for evaluation purposes satellite image data from
the Horro district in the Oramia region of Ethiopia, lying some 300 kilometres to the north-
west of Addis Ababa, were again used (see Figure 8.6). This was chosen because: (i) it was
the same area from which the Site A and Site B data was extracted from and thus prediction
models generated using the Site A and Site B data sets were likely to be applicable, and (ii)
it featured a village, and its surrounding lands, that in 2011 was reported to comprise 459
households and a population of 3,223 (thus “ground truth” data was available). Note that the
satellite image data collection was conducted in September 2013 (wet season), two years after
the “ground truth” census data had been obtained. The area used measured 42.7 km2 and was
bounded by the parallels of latitude 9◦32′55′′N and 9◦36′23′′N, and the meridians of longitude
37◦6′43′′E and 37◦10′23′′E. In total a set of 600 satellite images were collected covering this
area, in September 2013, using the Google Static Map API (as discussed in Sub-section 8.2
above). The processing time required to complete the download was 356.11 seconds.
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Figure 8.6: Test site location for the evaluation of the proposed large scale population estima-
tion mining process (image from Google Maps)
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Table 8.1: Class label Statistics and distribution for the Site A and Site B data sets (copy of
Table 3.1 from Chapter 3)
Family Size Minimum Maximum Average Mode Site A Site B
Small 2 5 4.04 5 28 19
Medium 6 8 7.00 6 32 21
Large 9 12 9.80 9 10 10
Total 120 2 12 6.31 6 70 50
Using the mechanism presented in Sub-section 8.3 above a total of 526 households were
initially detected (including duplicates). The runtime required to process the 600 satellite im-
ages and detect households was 1,370.16 seconds (thus 2.28 seconds per satellite or 2.60 sec-
onds per detected household).
The duplicated household detection mechanism presented in Sub-section 8.4 was then ap-
plied as a result of which 100 duplicate households were detected. In other words 426 out of
the known of 459 households were detected (an accuracy of 92.8%). The suggested reasons
for the discrepancy were as follows:
1. There was a two year time difference between the date of the “ground truth” survey; a
period during which some households may have fallen into disuse. Manuel inspection of
a proportion of the collected satellite images indicated that some households did indeed
appear to be roofless thus supporting this conjecture.
2. Further inspect of the satellite imagery indicated that a small number of buildings were
very poorly defined and in some cases had not been segmented correctly.
3. It was also possible that the duplicate household detection mechanism had detected some
duplicates that were in fact not duplicates (although no evidence for this was found).
Whatever the case the processing time required for the duplicate household detection process
was 0.40 seconds, this speed of computation was attained because the required parameters
(latitude and longitude) had already been generated as part of the segmentation process applied
earlier.
The collection of 426 household images were then each represented using the LBP8,1 and
graph-based representations and the set of feature vectors generated compatible with the pre-
diction models. The processing time for these were 60.20 and 413.45 seconds, respectively.
8.7.2 Classification based Large Scale Population Estimation Mining
This sub-section considers the evaluation of the proposed large scale population estimation
mining process in the context of classification. Recall from Chapter 3 that with respect to the
classification models considered the household collected data was separated into three classes:
(i) “small family size” (2-5 people in family), (ii) “medium family size” (6-8 people in family)
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Table 8.2: Estimation of population size with respect to the Neural Network classification
model generated using the Site A data set
Family Size Average Predicted no Estimated
households population size
Small 4.04 156 630
Medium 7.00 261 1,827
Large 9.80 9 88
Total 426 2,545
and (iii) “large family size” (9-12 people in family). Some statistics concerning the class dis-
tributions for the Sites A and B data were presented in Table 3.1 in Chapter 3. For reasons of
reader convenience these are presented again here in Table 8.1.
Previously (Sub-section 6.7) it was noted that the best performing classification models,
with respect to the Site A and B data sets respectively, were: (i) the Neural Networks classi-
fication model used in conjunction with Chi-Squared feature selection (using k = 40) and the
LBP8,1 representation; and (ii) the Bayesian Network model couple with Gain Ratio feature
selection (using k = 55) and the graph-based representation. These were then the two classifi-
cation models used with respect to the evaluation presented in this sub-section. Recall that the
test data satellite images for the evaluation of the proposed large scale population estimation
mining process were originally recorded during the wet season.
Neural Networks classification with Chi-Squared feature selection and the LBP8,1 repre-
sentation (generated for Site A).
Using the Neural Network classifier generated using the Site A data the time taken for pre-
diction was 2.00 seconds. Table 8.2 shows the results obtained. From the table it can be seen
that 156 small households, 261 medium households and 9 large households were identified.
Using the data presented in Table 8.2 the population estimation was conducted as follows. The
average values from each class (describing by the class label statistics from Table 8.1) was
used: 4.04, 7.00 and 9.80 for small, medium and large family size, respectively. As a result
an estimated population size of 2,545 was obtained, compared to a known population size of
3,223, thus an accuracy of 78.96%. An overall processing time, including the processing time
required for steps 1 to 4, of 29.49 minutes was recorded.
Bayesian Network classification with Gain Ratio feature selection and the graph-based
representation (generated for Site B data).
When using any classification model, as noted previously, the representation used with
respect to the data used to generate the classifier must be identical to that used to represent the
unseen data to which the classifier is to be applied. In the case of the graph-based representation
this means that the same global set of subgraphs needs to be used. For the evaluation presented
here, so that a shared set of frequent subgraphs could be simply identified, the 50 training
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Table 8.3: Estimation of population size with respect to Bayesian Network classification model
generated using of the Site B data set
Family Size Average Predicted no Estimated
households population size
Small 4.04 226 7913
Medium 7.00 135 945
Large 9.80 65 637
Total 426 2,495
images from the Site B data set and the 426 identified “unseen” households images for the
large scale study were pooled give a data set of 476. Note that within this pooled data set
only only the Site B images had family size class labels associated with them. The pooled
set of images were decomposed using the quadtree decomposition described in Section 4.2
of Chapter 4. A graph-based representation was then generated as described in Section 4.3
in Chapter 4, one graph per image. Frequent subgraph mining was then applied in the same
manner as described previously with σ = 10 (a subgraph is considered to be frequent if it occurs
in at least 42 household graphs from the total 476 available graphs). Consequently a collection
of subgraphs was identified, to which feature selection was applied and a set of feature vectors
generated (one per household image). Feature selection was conducted using the Gain Ratio
feature selection strategy with k = 55 (recall that this produced the best classification model
as reported in Chapter 4 and 6.7 of Chapter 6). The feature vectors for the Site B images,
the training data, were then used to generate a Bayesian Network classification model. The
classification model was then tested using the Site B data again and an AUC of 0.828 obtained.
The Bayesian Network classification model was then used to evaluate the proposed large
scale population estimation mining process presented in this chapter using the unseen part of
the pooled data. The time taken for prediction was 2.00 seconds. The results obtained are
presented in Table 8.3. From the table it can be observed that 226 small households, 135
medium households and 65 large households were identified. Using the same process as used
in the case of the evaluation using the Neural Network classification model described above,
an estimation population size of 2,809 was obtained, compared to a known population size of
3,223; thus an accuracy of 77.41%. An overall processing time of 29.37 was recorded.
8.7.3 Regression based Large Scale Population Estimation Mining
From earlier work on regression presented in Chapter 7 the most effective regression models
were generated using the LPB8,1 representation, a CFS feature selection strategy and SVMreg
regression analysis for both the Site A and the Site B data sets. This the regression models
were thus used with respect to the evaluations of the proposed large scale population estima-
tion mining process presented in this sub-section.
SVMreg regression with CFS feature selection and the LPB8,1 representation (generated
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for Site A data).
The regression equation generated for the Site A data set (wet season) using SVMreg re-
gression analysis with CFS feature selection and the LPB8,1 representation was given in Equa-
tion 7.1 in Section 7.3 of the previous chapter, for convenience this is given again in Equation
8.5 below. Applying this regression equation the required processing time was 1.00 second.
As a result an estimation population size of 2,548 was obtained, compared to a known popu-
lation size of 3,223, therefore an accuracy of 79.06% was obtained. The overall “end-to-end”
processing time was 29.48 minutes.
Family Size = {−(0.1085)(normalised)LBP8,142+(0.0645)(normalised)LBP8,186
+(0.2017)(normalised)LBP8,1102− (0.2070)(normalised)LBP8,1106
−(0.3565)(normalised)LBP8,1110+(0.0899)(normalised)LBP8,1118
+(0.1190)(normalised)LBP8,1150− (0.0453)(normalised)LBP8,1155
+(0.1881)(normalised)LBP8,1165− (0.1432)(normalised)LBP8,1171+0.4242}
(8.5)
SVMreg regression with CFS feature selection and the LPB8,1 representation (generated
for the Site B data set).
The regression equation generated for the Site B data set (dry season) using SVMreg re-
gression analysis with CFS feature selection and the LPB8,1 representation was presented in
Equation 7.2 in Section 7.3 of the previous chapter, but for reasons of reader convenience this
is again presented here in Equation 8.6, below. The run time required for the application of
Equation 8.6 was 1.00 seconds. As a result an estimated population size of 2,760 was ob-
tained; representing an accuracy of 85.63%. An overall processing time of 29.48 minutes was
recorded. Again this was an interesting result as the regression model generated using dry
season data produced a best performance although applied to wet season data.
Family Size = {(0.2547)(normalized)LBP8,111+(0.0836)(normalized)LBP8,143
+(0.1408)(normalized)LBP8,144− (0.3142)(normalized)LBP8,1107
−(0.3241)(normalizedLBP8,1163+(0.4095)(normalized)LBP8,1173
+(0.1126)(normalized)LBP8,1211+(0.2103)(normalized)LBP8,1219+0.3796}
(8.6)
The time taken for the application of Equation 8.6 to the LPB8,1 feature vector represented
household data was 1.00 seconds. As a result on estimated population size of 2,760 was ob-
tained; representing an accuracy of 85.63%. The overall processing time of 29.39 minutes was
recorded.
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Table 8.4: Summary of evaluation results for proposed large scale population estimation mining
process
Prediction Model Population Accuracy Total run time
Estimation (%) (minutes)
Neural Networks classification with
Chi-Squared feature selection and
LBP8,1 (Site A wet season data)
2,545 78.96 29.49
Bayesian Network classification with
Gain Ratio feature selection and graph-
based representation (Site B dry season
data)
2,495 77.41 35.42
SVMreg regression with CFS feature
selection and LPB8,1 representation
(Site A wet season data)
2,548 79.06 29.48
SVMreg regression with CFS feature
selection and LPB8,1 representation
(Site B dry season data)
2,760 85.63 29.48
8.8 Discussion
A summary of the evaluation results presented above is given in Table 8.4. From the table it can
be seen that when regardless of whether a classification or regression based prediction approach
was adopted withy respect to the proposed large scale population estimation mining models
generated using the dry season data produced the better performances than models generated
using wet season data despite the fact that wet season data was used. It is thus concluded
that weather wet or dry season data is used is not as significant as originally anticipated. The
best performing model was the SVMreg regression when coupled with CFS feature selection
and the LPB8,1 household satellite image representation: a population size estimation of 2,760
compared to a known population size of 3,223, an accuracy of 85.63%. The processing time
required in each case was about 30 minutes, most of this resulted from data collection and
pre-processing, the choice of prediction model did not have a significant impact on processing
time.
The results obtained seem to contradict the conclusions drawn at the end of Chapter 7.
However it should be noted here that, as reported above, the best performing classifier had to
be regenerated to take into account the frequent subgraphs occurring in the unseen test data,
which might make a difference. There are number of conjectured reasons why the results
obtained might not reflect the “ground truth” survey as closely as we would like (other than the
limitations of the proposed large scale population estimation mining process):
1. The data from which the classification and regression models were generated might not
reflect the data to which they were applied as closely as was anticipated (except in the
case of the graph-based representation where the model was regenerated). Measures for
determining the similarity between satellite image data sets are a subject for future work
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(this is discussed further in the following concluding chapter).
2. The satellite images data use for the Site A and Site B data sets, used to train the classifi-
cation/ prediction models were taken from Google Earth service while those used for the
large scale study taken from Google Static Map service. This may have had some effect
on prediction accuracy.
3. As already noted above, there was a two year time lag between the date of the census
collection (2011) and the date of the satellite image extraction process being applied
(September 2013). Manual inspection of a number of images showed signs of derelict
(abandoned) households. It may thus be the case that between 2011 and 2013 depopu-
lation had taken place and that the produced population estimates were in fact a better
reflection of population size than initially thought. There have been recent reports of the
depopulation in rural Ethiopia, see for example [67].
4. Census collection is often viewed with suspicion. Local authorities may suspect that it
is to be used for the levying of a local tax and thus there may be an incentive to under
report population size. Alternatively it may be suspected that the census is to be used
for allocating development grants in which case there may be an incentive to over report
population size.
Whatever the case, although (at face value) the population estimations produced were not
as accurate as the “ground truth” census data (this was to be expected), the proposed method
offered significant cost and time savings. Overall processing times of about 30 minutes was
recorded with respect to both classification and regression approaches, as opposed to the many
days that would be required to conduct the original survey using traditional methods.
8.9 Summary
A large scale population estimation mining process has been presented in this chapter. The
process is founded on work presented earlier in this thesis. The results obtained suggested that
the graph-based representation should be adopted couple with the use of classification model
(although the proposed process can clearly also operate using other representations and pre-
diction models). Also of note, in the context of the proposed process, are the mechanisms for
collecting satellite data and pre-processing this data (duplicate detection and pruning). Evalu-
ation was conducted using a collection of 600 satellite images covering a 42.7 km2 square area
centred over a village in rural Ethiopia for which the population size was known. For the eval-
uation the best performing classification and regression models from earlier work presented in
this thesis were used.
Population estimations of 2,545 and 2,495 were obtained with respected to the classifica-
tion models generated using the Site A and B data respectively. Whereas population estimations
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of 2,548 and 2,809 were obtained with respected to the regression models generated using the
Site A and B data respectively. These estimations compared favourably with the known pop-
ulation size of 3,223, accuracies of 78.96%, 77.41%, 79.06% and 85.63% respectively. The
overall processing time was about 30 minutes for both techniques. The results indicated that by
using the proposed framework effective population estimates can be obtained, in rural areas, at
very low cost (almost zero). The following chapter concludes this thesis with a review of the
work presented, the main findings and consideration of opportunities for future work.
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Chapter 9
Conclusion
A summary of the proposed population estimation mining using satellite imagery approaches
and processes, the main findings, the research contributions and directions for possible future
work are presented in this chapter. Section 9.1 gives a summary of the proposed population
estimation research presented in this thesis. The main findings and research contributions of
the research work are presented in Section 9.2. Finally some directions for future research are
presented in Section 9.3.
9.1 Summary
Three different approaches were proposed in this thesis to categorise satellite imagery with
respect to the nature of individual household images together with a process for applying these
approaches in a large scale setting. In the context of the approaches, family size prediction
in terms of both classification and regression were considered. For the evaluation of the three
approaches two different data sets, obtained from two different test sites, were used. In each
case an image segmentation process was applied so as to isolate individual household satellite
images. Because the size and amount of image data was too large to be used directly with re-
spect to the application of household size prediction, an alternative representation was required
that served to capture the key properties or characteristics of individual household images but
in a reduced form. For each approach this was done in a different manner: graph-based, colour
histogram based and texture based. For prediction model training purposes each represented
household had a “family size” class label associated with it. This training data was then used
to build a predictor of some kind. Both classification and regression prediction models were
considered.
The first approach was founded on the concept of the graph mining. An image decom-
position was applied whereby the individual households were represented using quadtrees.
However, the quadtree representation does not lend itself to ready incorporation with respect
to classification algorithms. Consequently is was proposed that some form of subgraph min-
ing be applied to the quadtree data so as to identify frequently occurring subgraphs that can
be used as features in the context of a feature vector representation. The identified frequent
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subgraphs were viewed as defining a feature space which could be used to represent the image
set. A given image set could thus be recast into this format so that each image is represented
by a feature vector whose elements are some subset of the global set of identified frequent
subgraphs making up the feature space. Standard prediction model generation techniques can
then be applied to build a classification or regression model that can be applied to unseen data.
The reported evaluation indicated that best classification accuracy results were obtained when
using low support thresholds for identifying frequently occurring subgraphs.
The second approach was founded on the concept of image colour analysis by represent-
ing the distribution of colours using histograms. Furthermore some basic colour statistical
measures were also generated to provide additional colour information. Once the histograms
and colour statistical measures had been generated (typically seven histograms per house-
hold) together with an associated family size, this data could then used to construct a classi-
fier/regression model which could then be used to predict the family size of previously unseen
household images according to the nature of the colour representation of these unseen images.
The reported evaluation indicated that high classification accuracy results were obtained when
using only colour histograms (without any additional colour statistical information).
The third approach was founded on methods used in image texture analysis. More specifi-
cally the use of Local Binary Patterns (LBPs). A LBP is a texture representation method which
is both statistical and structural in nature. Using the LBP approach a binary number is pro-
duced, for each pixel, by thresholding its (greyscale or intensity) value with its neighbouring
pixels. The basic idea proposed was to use the LBP concept to represent each segmented house-
hold. As in the case of the previous approaches, for prediction model generation purposes each
LBP segmented household image also had a family size associated with it. In addition the use
of some statistical information concerning texture across a household image was also included.
The reported evaluation indicated that high classification accuracy results were obtained when
using LBPs with a radius of 1 than LBPs with radiuses of 2 and 3,
Experiments were initially conducted using classification models as the prediction mech-
anism, in other words using categorical labels for family sizes (small, medium, large). This
established that the texture based approach produced the best overall performance. This repre-
sentation was then used to evaluate the use of regression models to estimate family size from
household images, in other words using real values for family sizes. Experiments indicated
that regression tended to produce the effective family size prediction.
The work presented in this thesis was completed with an investigation into how the work
discussed earlier in the thesis could best be applied in the context of large scale population
estimation mining. A process was presented for achieving this which was tested using a 42.7
km2 region of Ethiopia for which the population size was known. The experiments conducted
indicated that good results could be obtained.
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9.2 The Main Findings and Research Contributions
The research presented in this thesis was directed at providing an answer to the research ques-
tion presented in Chapter 1, namely:
What are the most appropriate end-to-end computational processes required to col-
lect population census data from satellite imagery using classification and regression tech-
niques?
This research question had a number of research issues associated with it that required resolu-
tion before an answer to the central research question could be derived. This section presents
an overview of the main findings, and the research contributions, of the work presented in this
thesis with respect to the above research question and associated research issues. The section
is organised by considering each of the research issues itemised in Chapter 1 in turn and then
returning to the research question.
1. What are the most appropriate mechanisms for segmenting a given satellite image
so that appropriate individual household sub-images (if any) can identified?
Two categories of segmentation were considered in the thesis. The first was used to pro-
cess satellite images, in the context of the provision of training and/or test data, where
the location of the household was known. The second was used where the location was
not known and first had to be established. The first was considered in Chapter 3 and com-
prised a complex process restricted to the identification of rectangular shaped households
(it is acknowledged that this was a limitation but still effective in terms of the evaluation
for which the resulting household image data was used). The second was presented
in Chapter 8 and consisted of simply surrounding identified household locations with
a bounding box dimensioned so as to encompass the domain of individual households
regardless of shape. The second can be argued to be the “most appropriate mechanism”
for segmenting satellite images so that appropriate individual household sub-images can
identified because of its simplicity and its consequent general application.
2. Given a set of identified household images how should the content of those images
be represented so that compatibility with classification and regression generation is
achieved while at the same time ensuring that key information is retained?
In Chapter 4, 5 and 6 three different representations were considered: graph-based,
colour histogram based and texture based. The aim of each representation was to capture
the salient elements of individual households in the best way possible so as to facilitate
household size prediction (in terms of number of people). In each case the represen-
tation was eventually translated into a feature vector representation compatibility with
most classification and regression generation approaches. Each representation used par-
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ticular mechanisms to retain key information, the most effective representation in this
context was established by conducting a series of experiments using prelabelled training
and test data. The most effective representation was found to be LBP representation.
3. When representing household images what is the nature of the key information to
be captured?
The nature of the key information to be captured was not identified specifically. Instead
a number of image representations were considered, as noted above, and whether they
succeeded in capturing key information or not was established through an evaluation
process. The intuition here was that the best performing representation (in terms of
prediction) would also be the representation that best served to capture key household
image data without specifically identifying what the key information was (if any).
4. What are the most appropriate classification/regression techniques for predicting
census data given a processed collection of household images?
The three proposed representations were initially evaluated using classification model
generators. This evaluation established that the LBP representation was the most effec-
tive (as noted above) together with Chi-Squared feature selection and k = 40 and Neural
Networks classification. This representation was then used in the context of regression
model generation where the best performance was obtained using the LPB representation
coupled with the CFS feature selection and SVMreg regression model generation. Over-
all, the regression was found to outperform classification, the conjectured reason for this
was that classification operated using categorical labels while regression operated using
real number values.
5. What is the process for conducting a large scale census comprising many satellite
images?
The proposed unified process for large scale population estimation mining using satellite
imagery was presented in Chapter 8. This was an five steps process comprising: (i) map
collection, (ii) segmentation, (iii) duplicated household detection and pruning, (iv) image
representation and (v) prediction. The evaluation of the proposed process, using a region
of Ethiopia where the population size was known demonstrated that the process worked
well.
6. In the context of conducting large scale surveys how can issues associated with
“overlapping” satellite images best be resolved?
An issue with the large scale process of population estimation mining was that, so as to
ensure no households were missed, it was necessary to overlap satellite images. This in
turn meant that households might appear in more than one image. A process for dealing
with this “overlap” was presented in Section 8.4 of Chapter 8, this was referred to as
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the duplicate household detection and pruning process. Experiments indicated that the
process seemed to work well.
Returning to the initial research question, the most appropriate end-to-end computational
processes required to collect population census data from satellite imagery, using classification
and regression techniques, is founded on the a process that encompasses: (i) a process for col-
lecting a sequence of satellite images over a specified area, (ii) a household detection algorithm
founded on the usage of masks to isolate individual households (identifiable by their distinc-
tive roof colour), (iii) a simple segmentation technique found on a bounding box concept, (iv)
application of a duplicate household detection and pruning process, (v) representation of in-
dividual households using the LBP texture based and graph-based representations (two of the
three representations considered) and (vi) household “family size” prediction using classifica-
tion/regression analysis. The experimental results indicated that good estimates of population
size could be obtain at very little cost.
The primary contributions of the research work presented in this thesis were presented in
Section 1.4 of Chapter 1, for convenience they are again presented below. Noted that in each
case the relevant chapter where the contribution was establishes is given in parenthesis.
1. A novel approach for image segmentation specifically designed for segmenting individ-
ual households featured in a satellite image data set (Chapter 3).
2. A household image representation founded on a quadtree based hierarchical decompo-
sition of space together with a frequent subgraph mining algorithm for dimensionality
reduction. The identified frequent subgraphs were arranged into a feature vector for-
mat, one vector per household, suited for input into a classification or regression model
generation algorithm (Chapter 4).
3. A household image representation founded on a colour histogram based approach. More
specifically an image representation founded on multiple histograms extract from various
colour channels; a feature vector format was again used (Chapter 5).
4. A household image representation founded on the concept of “texture” analysis. More
specifically usage of Local Binary Patterns (LBPs), as before a feature vector format was
again derived (Chapter 6).
5. A detailed comparison of the proposed household image representations (Section 6.7 of
Chapter 6).
6. An analysis of a sequence of classifier generation algorithms so as to identify the most
appropriate in the context of population estimation prediction from satellite data (Section
6.7 of Chapter 6).
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7. An analysis of a number of regression model generation algorithms so as to identify the
most appropriate in the context of population estimation prediction from satellite data
(Chapter 7).
8. An effective mechanism for satellite image collection using the Google Static Maps ser-
vice to obtain satellite image data for a specified area (Section 8.2 of Chapter 8).
9. A novel approach for household detection specifically designed for the purpose of iden-
tifying and segmenting individual households featured in a satellite image data set cov-
ering a prescribed area Section 8.3 of Chapter 8.
10. A mechanism for detecting duplicated households in a given satellite image data collec-
tion so as to address the image “overlap” problem (Section 8.4 of Chapter 8).
11. An end-to-end process for conducting large scale population estimation mining using
satellite data (Section 8.7 of Chapter 8).
12. Overall, the thesis presents an approach of population estimation founded on known
techniques, but combining a new and novel methodology (entire this thesis).
9.3 Future Works
The research described in this thesis has “sparked” a number of promising directions for fu-
ture research. In the concluding section of this chapter, and this thesis, these future research
directions are briefly presented as follows:
1. Weighted frequent subgraph mining.
In the context of the graph-based representation (Chapter 4) frequent subgraph mining
was applied to identified frequently occurring subgraphs (subtrees) which were then used
to define feature vectors. However, the subgraph mining process operates by allocating
a count of 1 if a subgraph appears in a household image graph; it takes no account of
the number of times it appears, only if it appears or not. A mechanism for addressing
this is to adopt what is known as weighted subgraph mining. One such algorithm is
the Average Total Weighting (ATW) algorithm [89]. It is thus suggested that weighted
frequent subgraph mining may enhance the population estimation mining process.
2. Colour histogram with different numbers of bin.
Using the colour histogram based representation (Chapter 5) a bin size of 32 was used
because intuitively this seemed like an appropriate size. However, it might be interesting
to consider the effect of population estimation accuracy when using different numbers of
bin sizes such as (say) 1, 2, 4, 8, 16, 64 and 128. Recall that the usage of colour histogram
has some limitation; namely that no spatial information is provided. It is therefore sug-
gested that by including spatial information in the histogram representation might have
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a positive effect on prediction. Once method whereby this can be achieved is to use the
Colour Coherence Vector (CCV) representation [139]. The CCV representation is more
detail than the colour histogram representation. In each colour bin the image pixel are
classified into two categories: coherent and incoherent pixels. Coherent pixel are pix-
els which are the member of large colour regions (continuous regions), while incoherent
pixels are not [140].
3. Local Binary Pattern with different extensions.
In the context if the texture based representation (Chapter 6) the classical LBP and its
variations were applied. The classical LBP representation operates based on greyscale
images only. The application of colour LBP [12] might therefore prove more effective as
this might serve to capture more information colour LBP are obtained by calculating the
LBP over all three channels of the RGB or HSV colour space independently, and then
concatenating the results together [167]. Therefore the RGB-LBP could be applied to
RGB household satellite images to extract the useful information for prediction analysis
process.
4. Compound image representation.
In this thesis the three representation described in Chapters 4, 5 and 6 were considered
in isolation, it might be effective if the three different representations were combined to
form a hybrid representation. The intuition here is that some representations might be
better at describing particular features. This intuition is supported by the fact (established
in Chapter 4) that the graph-based representation seemed to be able to cope well with dry
season data (Site B) where the other two representations seemed to be able to cope better
with the wet season data (Site A).
5. Other image representation. It might also be beneficial to consider alternative ap-
proaches whereby households can be represent. For example in [198] what is referred
to as “Vertex Unique Labelled Subgraph” (VULS) mining was used to classify satellite
images according to ground type, it might be interesting to apply the VULS concept to
the representation of household images for the purpose of population estimation mining.
Another candidate representation is the point series approach presented in [43] where
point series are used to describe local geometries in the context of a sheet metal form-
ing application; the technique could also be used with respect to the representation of
household images for the purpose of population estimation mining.
6. The segmentation process.
The segmentation process described in Chapter 3 was directed at rectangular shaped
households; this was because, for reasons of expedience, a line detection technique was
adopted. This in turn meant that the generated classification and regression models were
trained using images representing rectangular households only, although later applied
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to images featuring households of any shape. It is conjectured that more effective clas-
sification/regression models might be generated if trained using training data featuring
households of any shape. To achieve this different segmentation techniques would need
to be adopted, one option would be the Meanshift segmentation approach [100, 175].
7. Experimentation with alternative data sets.
The evaluation described in this thesis has been focused on a rural area of Ethiopia.
Although it is acknowledged that the technique is unsuited to urban areas, the technique
should be equally applicable to rural areas in many other parts of the world. It would
thus be desirable to conduct further experiments and evaluations with respect to rural
areas in other geographical locations.
8. Mechanisms for determining the appropriateness of a prediction model
In Chapter 8 it was noted that one of the reasons that an exact population estimation
was not achieved, with respect to the evaluation of the proposed large scale population
estimation mining process, was that the classification/regression models used (trained
on rectangular household data) might not be ideally suited to the area to which it was
applied. It would therefore be useful if some mechanism were available where by the
“goodness of fit” of a prediction model to a previously unseen data collection could be
estimated. How this would operate is a matter for further research.
9. Explanation Generation
All the proposed population estimation mechanism operate in the form of a “black box”;
data goes in and an answer comes out, there is no indication of how the answer was
arrived at. It would be interesting to know what elements of a household image were
indicative of family size, in other words provision of an explanation of the reason for
a particular prediction would be useful. Explanation generation, in the context of pop-
ulation estimation mining from satellite imagery, would thus also be useful avenue for
further work.
10. The regularisation
In the context of regression analysis (Chapter 7) a collection of significant features was
identified using CFS feature selection. This was essentially a form of regularisation
mechanism. Typically regularisation methods are used to prevent a regression model
from overfitting the training data by penalising variables with extreme parameter values
[177]. An investigation of the usages of some regularisation mechanism would be a
further fruitful avenue for further research.
11. The underestimation studies
For all the proposed population estimation mechanisms discussed in this thesis the pre-
dicted values were found to be underestimations. Possible reasons for this were discussed
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in Section 8.8 of Chapter 8, namely that it might be because of depopulation in rural ar-
eas of Ethiopia [67]. An alternative reason is some flaw in the proposed mechanisms. A
study of the statistical effectiveness of the proposed estimation processes would therefore
be another further potential avenue for future research.
In conclusion the work presented in this thesis has demonstrated that it is possible to ef-
fectively estimate population size within a given rural area using satellite imagery at a much
reduced cost than that which would be required if a traditional form of census was conducted.
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Appendix A
Additional Algorithms
A.1 Introduction
With respect to the work presented in this thesis details concerning a number of additional
algorithms, not discussed earlier in the thesis, are presented in this appendix. This appendix
commences by presenting the household segmentation algorithm in Section A.2. With respect
to the work described in Chapter 4, the graph/tree based representation algorithms are presented
in Section A.3. Section A.4 discussed the detail of the algorithm used for the colour histogram
based representation which was used in Chapter 5. The texture based representation algorithm
(Chapter 6) is then discussed in Section A.5. The algorithms for feature selection, classification
and regression are presented in Section A.6. With respect to the large scale study (discussed in
Chapter 8), the algorithm used for satellite image collection (see Section 8.2 of Chapter 8) is
presented in Section A.7.
A.2 Household Segmentation Algorithm
The household image segmentation process applied to a collection of input satellite images is
presented in this section. Recall from Sub-section 3.4.4 of Chapter 3 that the main objective
of the image segmentation process was to isolate an individual household from given input
satellite data. The process was applied using MATLAB version 2014b [126]. Algorithm 4
presents the household segmentation mechanism in more detail. The input to the algorithm is
a collection of satellite images. The output is a collection of individual segmented household
images (HouseImages).
Algorithm 4 commences by registering and aligning the original image using an image
registration process (line 7). The next step is to convert the RGB image into a sixteen colour
indexed image (line 8). Prior to applying histogram equalisation for image enhancement, the
colour indexed images are transformed into a greyscale colour space to which histogram equal-
isation could be applied (lines 9-10). Once the image enhancement process has been completed
the next step is to capture the household boundary in which the household building and related
objects are located. To do this the image is first transformed into a binary image (line 11);
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consequently Canny edge detection is applied (line 12). Once the Canny Image has been gen-
erated, the next step is to detect the straight lines, making up the boundary, using the Hough
Transform (line 13). Each line is defined by start and end points, length (ρ) and direction (θ );
this information is used in order to fit the horizontal and vertical lines, using least squares, to
a bounding box shape (as presented in Algorithm 5 and Algorithm 6, respectively) (lines 14-
15). The intersections that can be identified are then used to register the image (line 17). The
cropped image was recorded as a collection of individual segmented households (line 18).
Algorithm 4 Household Segmentation
1: Input:
2: SatelliteImg = A collection of satellite images
3: Output:
4: HouseImages = A collection of individual segmented household image
5: for i = 0 to i = |SatelliteImg|−1 do
6: origImg= SatelliteImg[i]
7: registImg = register and align the original image
8: indexedImg = rgb2ind(registImg, 16)
9: greyImg = ind2grey(indexedImg)
10: hisImg = histeq(greyImg)
11: binaryImg = grey2binary(hisImg)
12: cannyImg = Canny edge detection (binaryImg)
13: lines = hough(cannyImg)
14: [hLines, hLineTota,l minY, maxY] = hLeastSquares(origImg, lines)
15: [vLines, vLineTotal, minX, maxX] = vLeastSquares(origImg, lines)
16: if hLineTotal ≥ 2 and vLineTotal ≥ 2 then
17: cropImg = crop(registedImg, [ minX, minY, (maxX - minX), (maxY - minY)])
18: HouseImages = HouseImages ∪ cropImg
19: end if
20: end for
Recall in Sub-section 3.4.3 of Chapter 3 that the Least squares mechanism was used for
line/curve fitting. Algorithm 5 descibes the adopted process for line fitting using Least squares.
The inputs to the algorithm are: (i) a collection of lines generated using the Hough Transform
and (ii) a household image. The outputs of the algorithm are: (i) a collection of horizontal
lines (Lines), (ii) the number of horizontal lines (hLineTotal), (iii) the minimum y value of the
horizontal lines (minY ) and (iv) the maximum y value of the horizontal lines (maxY ).
Algorithm 5 starts by dividing an image into 2 equal sized horizontal regions (line 12)
so that two (horizontal) lines can be captured. For each region, the start and end y values
are calculated (lines 13-14). A number of parameters are then initialised (lines 15 to 19): (i)
lineTotal is the number of horizontal line in the current region, (ii) min is minimum value of
x, (iii) max is the maximum value of x, (iv) y is the average y value of horizontal line and (v)
yTotal is the summary of y value of horizontal line. The lineTotal and yTotal were used for y
value calculation. The min and max were used to be stat and end point of the line, respectively.
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The identified lines are then processed with respect to the current region. If a line is parallel
to x− axis the type of the line is defined as “horizontal” and: (i) the total number of lines
counter is incremented (line 22), (ii) the total y value is incremented, (iii) the minimum x value
is checked and if necessary updated and (iii) the maximum x value is checked and if necessary
updated (lines 20-31). If one or more lines have been discovered with respect to the current
region (line 32 the current total number of lines and total y value were used to calculate the
average y value (line 33). The number of horizontal lines is then incremented by one (line 34)
and the minimum and maximum y for all horizontal lines calculated for output (line 35-40).
Once the horizontal line fitting has been completed vertical line fitting was conducted us-
ing Algorithm 6. The algorithm works in a very similar manner to Algorithm 5. The inputs
are again: (i) a collection of lines obtained using a Hough transform and (ii) a household im-
age. The outputs are: (i) a collection of vertical lines (Lines), (ii) the number of vertical lines
(vLineTotal), (iii) the minimum x value for the vertical lines (minX) and (iv) the maximum x
value for the vertical lines (maxX).
As in the case of the horizontal line fitting algorithm, Algorithm 6 begins by sub-dividing a
satellite image into 2 regions (line 12). For each region, the start and end x values are calculated
(lines 13-14). As before, each input line is processed so as to determine whether it is located
within the current region or not. If so: (i) the total number of lines counter is incremented, (ii)
the total y value is incremented, (iii) the minimum y values is checked and if necessary updated
and (iv) the maximum y value is checked and if necessary updated (lines 20-31). If there is at
least one line within the current region (line 32), the average x value is determined using the
total number of lines together with the total x value (line 33). The number of vertical line was
then incremented (lines 34) and the minimum and maximum x of all vertical lines calculated
(line 35-40).
A.3 Graph-Based Image Representation
Recall from Chapter 4 that to extract the features from an image using a graph-based repre-
sentation comprises five sub-processes: (i) quadtree decomposition, (ii) tree/graph representa-
tion (using the Graph Modelling Language (GML) file representation), (iii) feature subgraph
mining, (iv) feature vector generation and (v) feature selection (as described in further detail
on Section 4.2 to Section 4.5 of Chapter 4). With respect to graph based image representation
there are three algorithms that merit further discussed in this appendix: (i) Algorithm 7 for gen-
erating the GML file format and (ii) Algorithm 8 for conducting the quadtree decomposition.
To generate the GML file format (Algorithm 7), firstly a household image was decomposed
using Algorithm 8 then a set of nodes and edges were generated before converted into a GML
file format.
The algorithms used to generate the graph based image representation were implemented
using MATLAB version 2014b [126]. The graph-based representation mechanism was used to
capture the image content, however was not suitable for the purpose of classifier generation.
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Algorithm 5 Least Squares and Line Fitting for Horizontal Line
1: Input:
2: original = A satellite image
3: Lines = A collection of lines from Hough transform
4: Output:
5: hLines = A collection of horizontal lines
6: hLineTotal = Number of horizontal lines
7: minY = Minimum y value of horizontal lines
8: maxY = Maximum y value of horizontal lines
9: hLineTotal = 0
10: minY = original.height
11: maxY = 0
12: for j =0 to j = 1 do
13: start = j*original.height/2
14: end = (j+1)*original.height/2
15: hLinesj.lineTotal = 0
16: hLinesj.min = original.width
17: hLinesj.max = 0
18: hLinesj.y = 0
19: yTotal = 0
20: for k = 0 to k = | lines | -1 do
21: if linesk.type = horizontal and start <= linesk.start.x <= end and start <=
linesk.end.x <= end then
22: hLinesj.lineTotal = hLinesj.lineTotal + 1
23: yTotal = yTotal + linesk.start.y + linesk.end.y
24: if hLinesj.min > linesk.start.x then
25: hLinesj.min = linesk.start.x
26: end if
27: if hLinesj.max < linesk.end.x then
28: hLinesj.max = linesk.end.x
29: end if
30: end if
31: end for
32: if hLinesj.lineTotal > 0 then
33: hLinesj.y = yTotal/(hLinesj.lineTotal*2)
34: hLineTotal = hLineTotal + 1
35: if hLinesj.y < minY then
36: minY = hLinesj.y
37: end if
38: if hLinesj.y > maxY then
39: maxY = hLinesj.y
40: end if
41: end if
42: end for
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Algorithm 6 Least Squares and Line Fitting for Vertical Line
1: Input:
2: Lines = A collection of lines from Hough transform
3: original = A satellite image
4: Output:
5: vLines = A collection of vertical lines
6: vLineTotal = Number of vertical lines
7: minX = Minimum x value of vertical lines
8: maxX = Maximum x value of vertical lines
9: vLineTotal = 0
10: minX = original.width
11: maxX = 0
12: for j =0 to j = 1 do
13: start = j*original. width /2
14: end = (j+1)*original. width /2
15: vLinesj.lineTotal = 0
16: xTotal = 0
17: vLinesj.min = original.height
18: vLinesj.max = 0
19: vLinesj.x = 0
20: for k = 0 to k = | lines | -1 do
21: if linesk.type = vertical and start <= linesk.start.y <= end and start <= linesk.end.y
<= end then
22: vLinesj.lineTotal = vLinesj.lineTotal + 1
23: xTotal = xTotal + linesk.start.x + linesk.end.x
24: if vLinesj.min > linesk.start.y then
25: vLinesj.min = linesk.start.y
26: end if
27: if vLinesj.max < linesk.end.y then
28: vLinesj.max = linesk.end.y
29: end if
30: end if
31: end for
32: if vLinesj.lineTotal > 0 then
33: vLinesj.x = xTotal/(vLinesj.lineTotal*2)
34: vLineTotal = vLineTotal + 1
35: if vLinesj.x < minX then
36: minX = vLinesj.x
37: end if
38: if vLinesj.x > maxX then
39: maxX = vLinesj.x
40: end if
41: end if
42: end for
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Thus Frequent Subgraph Mining (FSM) was applied. FSM is the process of identifying fre-
quently occurring subgraphs which were considered to be features. To facilitate the operation
of the FSM process, the input graph was transformed into GML format, a format compatible
with the adopted FSM process.
The GML file format was generated using Algorithm 7. The input to the algorithm is a
collection of household images. The output is a collection of graphs represented using the
GML file format, GmlFile. For each household, the image was decomposed using a quadtree
decomposition using a call to Algorithm 8 (line 6). Once the household images have been
decomposed and recored in the quadtree format, the nodes and edges were then identified. The
loop from lines 7 to 10 was for nodes and node label identification for the leaf nodes (lines
6-7). The loop from lines 11 to 23 was for nodes and edges generation the remaining nodes.
One each iteration (level), each child node was used to identified the parent node (line 13). If
the parent node did not exist then this parent node and node label were generated and recored
in the parentNodes array (lines 14-18). The edge label from the child node to parent node was
generated (line 19). The parent nodes were assigned to be the child nodes for next level (line
21) and the parent node array was set to empty (line 22).
Once a collection of node and edge labels were identified. The GML open and close tags
were then included (lines 24-25). The GML file was then generated and saved for further usage
in the context of the FSM process (lines 26-31).
The quadtree decomposition algorithm (Algorithm 8) takes as input a 2D household image
and a maximum level of decomposition (a value of 4 in this case). The output of the algorithm
was a quadtree whereby the whole image was represented by the root of the tree (line 5). The
whole image (the root level) was then decomposed using the function quadDecomposition
(line 6). The function from line 7 to 17 is the quadDecomposition function which conducts
the desired quadtree decomposition process. If the current level of decomposition is not zero
the current (sub) image is decomposed into four quadrants or regions (line 11). The process
continues in a recursive manner until homogenous regions are reached or the maximum level
of decomposition is attained (line 12-17).
A.4 Colour Histogram Based Representation Algorithm
This section presents the algorithm used to generate household images represented using the
colour histogram based representation. The detail of this representation was discussed in Chap-
ter 5. The utilised colour histogram based representation algorithm is given in Algorithm 9.
The algorithm was again implemented using MATLAB version 2014b [126]. The input to the
algorithm is a collection of individual household images, the output is a collection of colour
histograms and other statistical colour matrices of a collection of household images.
For each household image, the RGB image was transformed into HSV colour space (line
8) and a greyscale colour space (line 9). Then two categories of colour based representation
were extracted: (i) colour histograms and (ii) statistical colour metrics.
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Algorithm 7 GML Generation
1: Input:
2: HouseImages = A collection of segmented household image
3: Output:
4: GmlFile = Graph-Based representation using Graph Modelling Language (GML)
5: for i = 0 to i =| HouseImages | - 1 do do
6: Quadtree = quadtreeDecomposition(HouseImages[i])
7: for i=1 to i= |Quadtree| do
8: nodes = nodes ∪ generateNode(Quadtree[i])
9: nodeLabels = nodeLabel + generateNodeLabel(nodes[i])
10: end for
11: for j=1 to j=4 do
12: for k=1 to k= |nodes| do
13: parentNode = calculateParentNode(nodes[k])
14: if parentNode not exist in parentNodes then
15: parentNode = generateParentNode(node[k])
16: nodeLabels = nodeLabels + generateNodeLabel(parentNode)
17: parentNodes = parentNodes ∪ parentNode
18: end if
19: edgeLabels = edgeLabels + generateEdgeLabel(nodes[k], parentNode)
20: end for
21: nodes = parentNodes
22: parentNodes = {}
23: end for
24: gmlOpenTag = generateOpenTag()
25: gmlCloseTag = generateCloseTag()
26: GmlFile = new File()
27: GmlFile.write(gmlHeader)
28: GmlFile.write(nodeLabels)
29: GmlFile.write(edgeLabels)
30: GmlFile.write(gmlFooter)
31: GmlFile.save()
32: end for
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Algorithm 8 Quadtree Decomposition
1: Input:
2: 2D-space, max = maximum level of decomposition, 4
3: Output:
4: Quadtree
5: root = start of quadtree
6: quadDecomposition
7: function Q(u)adDecomposition(max, link, space)
8: if max == 0 then
9: return
10: else
11: decomp = {NW, NE, SE, SW} = space decomposed into quadrants
12: for i =1 to i = 4 do
13: link.i = decomp[i]
14: if decomp[i] not homogeneous then
15: quadDecoposition(max-1, link.i, decomp[i])
16: end if
17: end for
18: end if
19: end function
The colour histograms are defined by counting the number of pixels for each quantised bin
(see detail in Section 5.2 in Chapter 5). The number bins used for the quantisation of the colour
space with respect to the work presented in this thesis was 32. For each household satellite
image seven different histograms were generated: (i) three histograms from the RGB colour
spaces (red, green, and blue) (lines 10-12), (ii) three histograms from the HSV colour spaces
(hue, saturation, and value) (lines 13-15) and (iii) a intensity histogram using the greyscale
colour space (line 16).
The colour metrics are a simple alternative representations for extracting the colour infor-
mation from images as described in Section 5.3 in Chapter 5. For each household image 13
different statistical colour metrics were generated: (i) five features from RGB colour space
(average red, average green, average blue, mean of RGB and standard deviation of RGB (lines
17-21)), (ii) five features from the HSV colour space (average hue, average saturation, average
value, mean of HSV and standard deviation of HSV (lines 23-27)) and (iii) three features from
the greyscale colour space (average greyscale, standard deviation of greyscale and average of
greyscale histogram (lines 27-29)). Once the colour histograms and additional colour based
statistical features were generated then the values were added to the ColourFeatures structure
(lines 30-31) for further use in classification process.
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Algorithm 9 Colour Histogram Based Representation
1: Input:
2: HouseImages = A collection of household image
3: Output:
4: ColourFeatures = A collection of colour histograms and other statistical colour measures
5: ColourFeatures = “”
6: for i = 0 to i =| HouseImages | - 1 do
7: rgbImg = HouseImages[i]
8: hsvImg = rgb2hsv(rgbImg)
9: greyImg = rgb2grey(rgbImg)
10: hisRed = imhist(rgbImg(:,:,1), 32)
11: hisGreen = imhist(rgbImg(:,:,2), 32)
12: hisBlue = imhist(rgbImg(:,:,3), 32)
13: hisHue = imhist(hsvImage(:,:,1), 32)
14: hisSaturation = imhist(hsvImage(:,:,2), 32)
15: hisValue = imhist(hsvImage(:,:,3), 32)
16: hisGrey = imhist(greyImage, 32)
17: avgRed = mean2(rgbImg(:,:,1))
18: avgGreen = mean2(rgbImg(:,:,2))
19: avgBlue = mean2(rgbImg(:,:,3))
20: meanRgb = mean2(rgbImg)
21: stdRgb = std2(rgbImg)
22: avgHue = mean2(hsvImage(:,:,1))
23: avgSaturation = mean2(hsvImage(:,:,2))
24: avgValue = mean2(hsvImage(:,:,3))
25: meanHsv = mean2(hsvImage)
26: stdHsv = std2(hsvImage)
27: avgGrey = mean2(greyImage)
28: stdGrey = std2(greyImage)
29: avgGreyHis = mean2(hisGrey)
30: ImageColourFeature = formatAsStructData(hisRed, hisGreen, hisBlue, hisHue, hisSat-
uration, hisValue, hisGrey, avgRed, avgGreen, avgBlue, meanRgb, stdRgb, avgHue,
avgSaturation, avgValue, meanHsv, stdHsv, avgGrey, stdGrey, avgGreyHis)
31: ColourFeatures = ColourFeatures + ImageColourFeature
32: end for
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A.5 Texture Based Representation Algorithm
The algorithms for texture based representation are presented in this section. The detail of the
texture based analysis was discussed in Chapter 6. Two algorithms are discussed in this Ap-
pendix section: (i) the proposed texture based representation algorithm (Algorithm 10) and (ii)
the algorithm for calculating LBPs (Algorithm 11). The algorithms were again implemented
using MATLAB version 2014b [126].
The inputs to Algorithm 10 are: (i) a collection of individual household image and (ii)
a radius R (recall the notation LBPP,R). The output from the algorithm is a set of Local Bi-
nary Patterns (LBPs) and additional texture statistical measures. For each household image,
the RGB image was transformed into the greyscale colour space and then the two categories
of texture representation generated: (i) LBPs and (ii) statistical texture metrics. For the LBP
representation the parameter R was given to define the radius for generating LBPs, then Algo-
rithm 11 was applied for LBP generation (line 9) (Algorithm 11 is presented in further detail
below). For the second category was discussed in detail in Section 6.3 of Chapter 6. Recall
that ten different statistical colour metrics were generated: (i) two entropy metrics, entropy
(line 10) and average local entropy (lines 11-12); (ii) four metrics produced using a Grey-Level
Co-Occurrence Matrix (GLCM) (contrast, correlation, energy and homogeneity) (lines 13-14)
and (iii) four features produced using a Discrete Wavelet Transform (DWT) (average approx-
imation coefficient matrix (cA), average horizontal coefficient matrix (cH), average vertical
coefficient matrix (cV ) and average diagonal coefficient matrix (cD)) (lines 15-19)). Once both
the statistical texture metrics and the LBPs had been generated the values were appended to
TextureFeatures (lines 20-21) for further use in the classification process.
Algorithm 11 presents the process for generating LBPs. The inputs to this algorithm
(passed from Algorithm 10) are: (i) an individual household image and (ii) a radius R; the
output for the algorithm is a collection of LBP values (lbpCount). The algorithm begins by de-
termining the width and height of the given image (line 6). For each image pixel the LBP value
was then generated (lines 7-34) (see Section 6.2 of Chapter 6 for further detail). As noted pre-
viously, with respect to the LBPs, 28 = 256 different texture patterns could be generated. Once
the LBPs had been calculated, this information could thus be conceptualised in the form of a
256 element feature vector where each element holds an occurrence count for the associated
LBP (lines 35-37).
A.6 Feature Selection, Classification and Regression Algorithm
The algorithms associated with the following three distinct processes: (i) feature selection,
(ii) classification and (iii) regression analysis, are presented in this section. The algorithms
were used as discussed within the context of Chapters 4 to 7. The implementation of these
algorithms was that available within the Waikato Environment for Knowledge Analysis (Weka)
[77], version 3.6.12.
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Algorithm 10 Texture Based Representation
1: Input:
2: HouseImages = A collection of household image
3: R = A radius number
4: Output:
5: TextureFeatures = LBP and other texture statistical measures
6: TextureFeatures = “”
7: for i = 0 to i =| HouseImages | - 1 do
8: greyImg = rgb2grey(HouseImages[i])
9: lbpValues = lbp(HouseImages[i],R,8)
10: entropy = entropy(HouseImages[i])
11: localEntropy = entropyfilt(greyImg)
12: avglEntropy = mean2(localEntropy)
13: glcMatrix = greycomatrix(greyImg)
14: glcProps =greycoprops(glcMatrix,’Contrast’,’Homogeneity’,’Correlation’,’Energy’)
15: [cA, cH, cV, cD] = dwt2(HouseImages[i], ’db1’)
16: avg_cA = mean2(cA)
17: avg_cH = mean2(cH)
18: avg_cV = mean2(cV)
19: avg_cD = mean2(cD)
20: ImageTextureFeature = formatAsStructData(entropy, avglEntropy, glcProps.contrast,
glcProp.energy, glcProps.correlation, glcProps.homogeneity, avg_cA, avg_cH, avg_cV,
avg_cD, lbpCount)
21: TextureFeatures = TextureFeatures + ImageColourFeature
22: end for
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Algorithm 11 Local Binary Pattern
1: Input:
2: HouseImg = A household image
3: R = A radius number with respect to notation LBPP,R
4: Output:
5: lbpCount = A collection of LBP values
6: [width, height] = size(HouseImg)
7: for i=1 to i= height do
8: for j=1 to j=width do
9: centre = HouseImg[i,j]
10: lbp = 0
11: if centre > HouseImg[i-R,j-R] then
12: lbp = lbp + 128
13: end if
14: if center > HouseImg[i-R,j then
15: lbp = lbp + 64
16: end if
17: if center > HouseImg[i-R,j+R] then
18: lbp = lbp + 32
19: end if
20: if center > HouseImg[i,j+R] then
21: lbp = lbp + 16
22: end if
23: if center > HouseImg[i+R,j+R] then
24: lbp = lbp + 8
25: end if
26: if center > HouseImg[i+R,j-R] then
27: lbp = lbp + 2
28: end if
29: if center > HouseImg[i,j-R] then
30: lbp = lbp + 1
31: end if
32: lbps = lbps ∪ lbp
33: end for
34: end for
35: for i=0 to i=255 do
36: lbpCount[i] = count number of i in lbps
37: end for
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Table A.1: Feature selection algorithm
No Evaluator WEKA library name Search
algorithm
1 Chi-squared feature selection ChiSquaredAttributeEval Ranker
2 Gain Ratio feature selection GainRatioAttributeEval Ranker
3 Information Gain feature selection InfoGainAttributeEval Ranker
4 Correlation-based feature subset selection CfsSubsetEval BestFirst
Table A.2: Classification learning method
No Method WEKA library name
1 Decision tree (C4.5) J48 (with binary split)
2 Naive bayes NaiveBayes
3 Averaged one-dependence estimators AODE
4 Bayesian network BayesNet
5 Radial basis function network RBFNetwork
6 Sequential minimal optimisation SMO
7 Logistic regression Logistic
8 Back propagation neural network MultilayerPerceptron
Feature selection is the process of identifying a subset of relevant features for usage in
model construction (classification and regression) as discussed in Section 2.4 of Chapter 2.
Recall that two categories of feature selection mechanism were used with respect to the work
presented in this thesis: (i) feature section for classification and (ii) feature selection for re-
gression analysis. For the first category three atlernatives were considered: (i) Chi-squared,
(ii) Gain Ratio and (iii) Information Gain. These algorithms were used to select relevant at-
tributes/features to facilitate the classification model learning process described in Chapters 4
to 6. For the second category the Correlation-based Feature Subset (CFS) selection algorithm
was applied to identify the relevant subset of attributes/features to facilitate the regression anal-
ysis process described in Chapter 7. Table A.1 presents some further derail concerning the four
foregoing algorithms. From the table it can be seen that each algorithm is identified using the
Weka library name.
Once revised feature vectors had been generated (feature vectors with features deemed
irrelevant removed) classifier generation could commence. Recall that classification is the
process of classifier generation and application using various classification learning methods.
The classification process was described in Sub-section 2.5.1 of Chapter 2. Eight different
classification methods were considered with respect to the work presented in Chapters 4 to 6,
these are listed in Table A.2; note that each generator is again identified by its Weka library
name.
A similar process to the above was followed with respect to regression analysis once revised
feature vectors had been generated. Recall that regression analysis is the process of regression
model generation using various regression analysis methods. The detail of the regression pro-
cess was presented in Sub-section 2.5.1 of Chapter 2. Recall also that four different regression
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Table A.3: Regression analysis method
No Method WEKA library name
1 Linear regression LinearRegression
2 Least median squared linear regression LeastMedSq
3 Isotonic regression IsotonicRegression
4 Support vector machine for regression SMOreg
prediction method were considered with respect to the work presented in Chapter 7; these are
listed in Table A.3 (again the Weka library names are used as the identifiers).
A.7 Satellite Image Collection Algorithm
This section presents the algorithm used for downloading a satellite image collection. The
algorithm was used with respect to the large scale study presented in Section 8.2 of Chapter
8. The proposed map downloader algorithm is presented in Algorithm 12. This algorithm was
implemented using the Eclipse Java EE IDE. The inputs to the algorithm are: (i) the top-left
corner latitude of the area (tlLat), (ii) the top-left corner longitude of the area (tlLong), (iii)
the bottom-right corner latitude of the area (brLat), (iv) the bottom-right corner longitude of
the area(brLong) (v) the Google API key, (vi) the mapSize, (vii) the scale and (viii) the zoom
level. The Google API key is a code which is used to identify a Google account. Recall that
the Mercator map projection equations given in Equations 8.1 to 8.4 respectively were used
to convert: (i) from latitudes to x-pixel values, (ii) from x-pixels values to latitudes, (iii) from
longitudes to y-pixels values and (iv) from y-pixels values to longitudes.
Algorithm 12 then proceeds as follows. First a URL is defined for use with the Google
API (lines 12 to 16). This is made up of five elements: (i) the API url, (ii) the zoom level, (iii)
the scale, (iv) the API key and (v) size of image (line 12-16). The last four are obtained from
the input. Note that to capture a satellite image using the Google API, the downloader algo-
rithm requires the centre of each image. The collection of satellite images is then obtained by
processing the region from top to bottom starting at the top left corner. The latitude and longi-
tude (long) for the first satellite image to be obtained is calculated and the image downloaded.
The latitude is then incremented with mapSize (line 24) and the next image downloaded, and
so on until an entire column of images has been obtained. The longitude is then incremented
with mapSize (line 26), the latitude reset (line 19), and the next column of satellite images
downloaded. The process continues until images for the entire region have been obtained.
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Algorithm 12 Map downloader
1: Input:
2: tlLat = The top-left corner latitude of the area
3: tlLong = The top-left corner longitude of the area
4: brLat = The bottom-right corner latitude of the area
5: brLong = The bottom-right corner longitude of the area
6: apiKey = The Google API Key
7: mapSize = The map size in pixels
8: scale = The scale to be used
9: zoom = The zoom level to be used
10: Output:
11: MapImages = A collection of satellite image files
12: url = “http://maps.googleapis.com/maps/staticmap?format=
jpg&maptype=satellite&sensor=false/”
13: url = url + “&zoom=” + zoom
14: url = url + “&scale”= + scale
15: url = url + “&key=” + apiKey
16: url = url + “&size=” + mapSize + “x” + mapSize
17: long = pixelToLong(longToPixel(tlLong) + (mapSize/2))
18: while long < brLong do
19: lat = pixelToLat(latToPixel(tlLat) + (mapSize/2))
20: while lat > brLat do
21: mapUrl = url + “&center=” + lat + “,” + long
22: mapImage = download(mapUrl)
23: MapImages = MapImages ∪ mapImage
24: lat = pixelToLat(latToPixel(tlLat) + (mapSize))
25: end while
26: long = pixelToLong(longToPixel(tlLong) + (mapSize))
27: end while
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