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Introduction 
There a lot of papers concerning the application of the 
exponential splines to the singularly perturbed bound- 
ary value problems.‘-4 The problems investigated were 
complicated, and uniform convergence was not achieved 
in any of them. 
In one paper5 a spline difference scheme is derived 
for a self-adjoint perturbation problem using spline in 
tension. The o 
O(h min(h, 4 
timal nodal errors estimate of the form 
E)) is obtained. Some improvement of 
this result to O(min(h’, E)) is achieved elsewhere.‘.’ In 
this paper we extend that method successfully to the 
non-self-adjoint perturbation problem. 
Difference approximation 
We are concerned with the numerical approximation 
by collocation technique of the non-self-adjoint two- 
point boundary value problem: 
EU” + p(x)u’ = f(x) u(0) = % 
U(l) = (Yi O<E<< 1 (I) 
The functions p(x), f(x) are assumed to have a nec- 
essary smoothness throughout the interval [O,l], and 
p(x) 2 p > 0. 
We use the collocation method for which we need 
a mesh over which to discretize the problem and then 
solve the resulting linear system. The mesh points are 
given by xi = ih, where i = O(l)n, h = l/n, n being 
an integer. 
Denote by ui the approximate solution of the per- 
turbed problem. Throughout the paper, M, 6, p will 
denote different constants independent of h, E. N is 
the part in error estimate that is negligible. Nodal errors 
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are denoted by Z,i = U(Xi) - ~4~. Here, ri is the truncation 
error of (5); T;(U) = Rut’ - Q(Lu); = R(zJ for i = 
l(l)n - I. 
Consider the differential equation 
es;; + p,s;;(x) = 7; (2) 
along the boundary conditions 
Sai(x;G I) = U,P I Sa;(x;) = uj 
on each subinterval [x,-i, xi], i = l(l)n. 
For pi we use approximation by piecewise constant, 
and for f(x) we use approximation by linear polyno- 
mial, f, = (x - xi_ ,)lhf, + (xi - x)lhf,_ ,. The scheme 
we are investigating is obtained by solving (2): 
S&(X) 
= l/(exp (Pi) - l){(Ui - y&xp (Pi) - (Ui- 1 - Y,,,_,)) 
+ exp (-P;/E(X L x,))l(exp (pi) - I) 
x {Ui& I - ui + Yp, - Y/J, ,I + Y/J (3) 
where y,, is a particular solution of (2). 
We use the continuous condition of the first deriv- 
ative at midpoints 
Sk;(x; + h/2) = S;;+l(x; + h/2). (4) 
This gives a quadratically converging algorithm for 
solving (I), 
Ru; = Qf; i = I(l)n - 1 
uo = a0 UN = (-YN (5) 
Rui = ui_ ,t-- + u;r;’ + ui+ ,r: 
Qfi = qFf;- 1 + ql’fi + qZ.f’i+ 1 
r -~ = LWXP bi/2)(exP (pi) - 1) 
r: = Pi+ 6xP (-pi+ 494exp (pi+ 11 - 1) 
q;- = h/pipI[-r;(4 + l/pi) - f + l/p;] 
r: = -rjP - rj+ 
qi+ = h/p;+ ,[r;+($ - l/p;+,) - 1 + llp;+i] 
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q:’ = h/p,[-r;(; - IlpJ + rj+(i + l/p;+,) 
+ 1 - I/p; - l/p;+,] 
pi = (pi- I + pi)/2(hlE) 
Proof of the uniform convergence 
In the proof of the uniform convergence of the discre- 
tization (5) we employ the method of Kellogg and Tsan.x 
For the comparison functions we use 4, = -2 + xi 
and 4; = - exp ( - &IE), to bound the truncation error 
and give an estimate for nodal errors. The proof is 
based on the following lemmas. 
Lemma 1’ 
Let f, p E C’ [O,l]. Then the solution of (I) has the 
form 
u(x) = k)(X) + W”(X) 
where 
(6) 
U&X) = - Eu’(O)exp (-p(O)xl~)lp(O) 
[w&i’1 5 M(1 + E Pi+ ‘exp (-26x,/~)) i = O(l)4 
lH!‘(O)l 5 M (7) 
Thus 
lu(x)l 2 M(exp ( -_P(O)XIE)) + IwLd( 
Lemma 2’O 
Let {ui} be a set of values at mesh points xi satisfying 
ug I 0, uN 5 0, and Ru; 2 0, i = I(l)n - I. Then 
L4; 5 0, i = O(l)n. 
Corollary 1 
If k,(h,~) 2 0, k*(h,~) 3 0 are functions such that 
R(k,+i + k,$;) 2 R( 2~;) = I!I 7; 
then 
Lemma 3 
The following inequalities hold: 
Inequality a 
R+; 2 Mh(h/c)exp (pi/2) when h< 1 
EE(O,ll 
Inequality h 
RrCr, L Mr’(p)(hle)min ((h/e), 1) 
where u’(p) = exp (- &Y;/E) 
The proof is as follows. We have from [9], (i) 
R& = h(rit - vi), (ii) R& = r(p)‘- ,r+ (1 - r(P))(@) - 
ri lr;‘). 
Inequality a (i) gives R& = hp, exp (pj2) 2 Mh(hlc) 
for all h < 1, and E from (O,l]. For Inequality b, let 
h 5 E. Then putting in (ii) estimates for (r+I P M, 
1 - r(P) = phleexp (- oh/c) 0<8<1 
f-i lri+ = exp ( -pi) + O(h*/c) 
we obtain Inequality 
case we have 
r(p) - rip lr,+ 2 MhIc exp ( - p,) 
b when h 5 E. In the opposite 
11 - r(P)I 2 M lr: 1~ Mhle 
r(P) - ri lr+ 2 M exp ( -_P~/E) 
Thus inequality b holds. 
The truncation error associated with a difference 
approximation to the problem (I) can be decomposed 
into two parts according to (6). We shall consider sep- 
arately the contributions to the truncation error and 
hence to the 
140(x). 
nodal errors of each function W&Y) and 
Lemma 4 
Let U(X) E C3 [0, I] be the exact solution of (1). Then 
the truncation error of the discretization (5) for each 
of the functions from (6) separately is 
T,(M’,)) = Tyv,); + T)‘)w;,, + 7j*+v;;; + Tj%J;;: 
+ r;-R&,X;__ ,, ~1) + r,+R3(XiTx,+ I, ~4) 
- qi ER,(x,,x; , , u,.,) - yip; ,RAxi, xi I, ~4,) 
_ 
EqFRI(X;,Xi+Ivl4,) - q,tP;+IRI(X,,X;+I,LI,) (8) 
where 
.i”’ = rjm + r: + ri+ 
T:” = h(r,+ - r(Y) - qiFPi I - &Pi - 4; 4 Pi+, 
T:*) = h’/2(r,+ + ri ) + h(p;_,q; - ~;+,q,+) 
_ E(4; + 4: + Yii 1 
7:” = h’/fj(r;’ - ri) - h’/2(p;~ ,q;- + pi+ ,qi+) 
- ch(q;+ - 4;-) 
(b - a)“+’ 
R,,(a,b,g) = g”‘+“(5) (n + 1), 
= ; J (h - s)‘y”+ ‘j(s) ds 
I; = Llo;{[ri (exp (po) - 1) + r: (exp (-po) - I)] - pol~{[(po - pi_ ,)4; exp (po) + (p. - pj)4;’ 
+ (PO - P, + ,)4+ exp ( - pdl~ 
= Ru; - (QLu); 
(9) 
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where Theorem 2 
uoi = exp ( - V&G.xJ po = ax; 
i = O(l)n (10) 
Let functions p(x), f(x) lie in C’ [O.l], and let {u;}, 
i = l(l)n - 1 be a unique solution of linear system 
(5). Then it holds that 
The same holds for rj(n+,), 
For proof, see Ref. 9. 
Theorem I 
Let U(X) E C’ [O,l] be the exact solution to (1). Then 
the consistency error of the discretization (5) satisfies 
the following estimates: 
lzi] i Mhe min ((h/E), I))( I + exp ( - 6x_ ,/E)) (15) 
The proof is as follows. Nonequation (I I), Lemma 
3(a), and Corollary I give the nodal errors due to the 
function wdx): 
]rj(~~,,)] I Mh’ max ((h/E), I)( I + E ’ exp ( - ~x;/E)) 
(11) 
(T;(u~)( 5 Mh2 min ((hle)2, I) exp (-6x;_ ,/E) (12) 
The proof is as follows. In (8). r:“, = ri” = 0. Since 
Iz(w,,)j 5 Mhemin (hle,l)(l + exp (- 6xi ,/E)) 
h<l l EtO,ll (16) 
Nonequations (13) and (14), Lemma 3(b), and Corol- 
lary 1 give the contribution to the nodal errors of the 
function l~(,: 
Ty = T;.2’(p) + (p, + , - p,+ dj’;; (PI 
+ (Pi - P)$P) 
I 
Iz(rr& 5 Mhc max (h/E, 1) exp ( - 6xi_ ,/E) 
h < I E E co,11 (17) 
Nonequations (16) and (17) with (6) establish the as- 
sertion of Theorem 3. 
where p = ah, p = const, and ~i.~‘(p) = 0, we 
obtain (T)~,( 5 Mh’ min ((h/6),1). Similarly, Iri:,\ YZ Mh’ 
min ((h/c),]), and the remainders are of the lower or- 
der. These estimates (8) and (7) lead to (11). 
Let h 2 E. Then, by using r+/r, = exp (-pi) when 
p = const, we have 
Q(Lu); = pd~(p,, - pJhlpr,+ ( 1 - exp ( -I))) + N 
RJ~; = h/O,) - pi)r : (1 - exp ( - p,,))( 1 + h(p,, - p) 
+ &PO - p)‘) + N) 
Then 
T,(u,,) = RN; - Q(LM), 
= h/dpo - p;k:pd -&4)(p,, - p) + N 
When h I E, jr:/ 2 M, and 
(T;(u~)( 5 Mh2(hle)’ exp ( - t3xJ.c) (13) 
since 
/p(O) - p(x,)( 5 Mx; and 
(x;/E) exp ( -poxi/~) 5 M exp (- ~x;/E) 
When h 2 E, we have 
aT;(Jd 
T;(h) = T;(J~o(Po)) + (pi+, - PO) -
$3; + , (p0) 
Since ~;T,.(u~(p~)) = 0 and 
dTi(Uo) 
+ (Pi - PO) - ap (PO) 
I 
aTduo) 
dpi,l(Po) y(po)( sM 
we obtain 
ITi( 5 Mh* exp (- SX~_ ,/E) when h 2 E (14) 
Lemma 5’,’ ’ 
M(X) = &(x) + C(p(x)) ’ exp ( -A(x)/E) + eRo(x) 
(18) 
where &(x) is the smooth and independent of E and 
A(x) = J; p(t)dt for x E [O, I]. The function R,, satisfies 
L&,(x) = F&Z) on (O,l), R,,(O) = 0, &,(I) = Y,)(E) 
where for E E (O,l], (Ye,] 5 C and IF,,(x,E)~ 5 C for 
s E (O,l]. 
Our main result concerning the error estimates is 
summarized in the following theorem. 
Theorem 3 
Let p(x), f(x) E C7 [O,l], and let II;, i = l(l)n - I 
be the solution of (5). Then the nodal errors are 
lzi] 5 Mhc min (h/c, 1) 
The proof is as follows. From Theorem 2 we obtain 
that the addend ER&) in (18) is bounded by Mhc 
min (h/c, I). 
The proof for the other two summands in (18) we 
can obtain by following precisely the approach given 
in Ref. 9 for the El-Mistikawy-Werle scheme. 
Numerical test 
The results in this chapter were obtained with Fortran 
V programs on a PC computer. 
A convergence rate in the approximate solution is 
given by using the technique and notation of Ref. 12. 
rate = pk,E = hki,t/Zr + I ..) 
where zx.c = max lu(‘@ - ~4(“~“+‘\ 
Here, k = 0(1)9, and ~4~“~ is the approximate solution 
at xi for the mesh with step size 2’. The starting mesh 
consists of I = 16 points equally spaced in the interval 
[O,l], and the next mesh is obtained by halving the 
previous one. The last one has 1024 points. 
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Table 1. Maximum nodal errors for problem (19) 
E/I 16 E, 32 E, 64 E, 128 E, 256 E, 512 E, 1024 E, 2048 Ecz 
.35E - 15 .14E - 14 .llE - 15 .23E - 13 .29E - 14 .27E - 14 .llE - 13 .57E - 11 
.78E - 15 .22E - 14 .88E - 14 .21E - 14 .14E - 12 .13E - 13 .12E - 13 .llE - 12 
.37E - 16 .27E ~ 14 .93E ~ 14 .39E - 13 .26E - 14 .59E - 12 .17E - 13 .78E - 13 
.96E - 16 .15E - 15 .75E - 14 .26E - 13 .llE - 12 .68E - 14 .18E - 11 .40E - 13 
.35E - 16 .71E - 16 .20E - 15 .18E - 13 .64E - 13 .26E - 12 .97E + 14 .40E - 11 
.48E - 15 .78E - 16 .lOE - 15 .28E - 14 .312E- 13 .llE - 12 .37E - 12 .42E - 12 
.62E - 15 .12E - 14 .17E ~ 15 .llE - 15 .75E - 14 .52E - 13 .15E - 12 .40E - 12 
.14E - 16 .14E - 14 .27E - 14 .27E - 15 .15E - 15 .19E - 13 .91E - 13 .23E - 12 
.23E - 14 .33E - 16 .29E - 14 .56E - 14 .15E - 15 .42E - 13 .42E - 13 .17E - 12 
.26E _ 07 .20E - 14 .85E - 17 .57E - 14 .llE - 13 .21E - 15 .98E - 16 .88E - 13 
.50E + 00 .25E - 07 .19E - 14 .24E - 17 .llE - 13 .23E - 13 .12E - 15 .72E - 16 
.12E + 48 .20E - 12 .66E - 04 .15E - 13 .27E - 14 .69E - 14 .91E - 14 .76E - 13 
Table 2. Rates of the uniform convergence of (5) and maximum nodal errors for problem (20) 
- 
32 64 128 256 512 
E% Rate E, Rate E, Rate E, Rate E, Rate P, 
.24E - 04 
.14E - 03 
.32E - 03 
.49E - 03 
.58E - 03 
.57E - 03 
.50E - 03 
.42E - 03 
.38E - 03 
.38E - 03 
.38E - 03 
.38E - 03 
.38E - 03 















.61E - 05 
.36E - 04 
.82E - 04 
.13E - 03 
.16E - 03 
.17E - 03 
.16E - 03 
.13E - 03 
.llE - 03 
.lOE - 03 
.99E - 04 
.99E - 04 
.99E - 04 















.16E - 05 
.90E - 05 
.21E - 04 
.34E - 04 
.43E ~ 04 
.48E ~ 04 
.47E ~ 04 
.42E - 04 
.33E - 04 
.28E - 04 
.26E - 04 
.26E ~ 05 
.26E - 04 















.39E - 06 
.23E - 05 
.52E - 05 
.86E - 05 
.llE ~ 04 
.13E - 04 
.13E ~ 04 
.12E - 04 
.llE - 04 
.85E - 05 
.70E ~ 05 
.65E - 05 
.65E - 05 















.lOE - 07 
.06E - 06 
.13E - 05 
.21E ~ 05 
.03E - 05 
.03E - 05 
.03E - 05 
.03E - 05 
.04E - 05 
.21E - 05 
.17E - 05 
.16E - 05 
.16E - 05 















Our Table 1 concerns the difference between the 
exact and computed solution listed in E, = max zi 
norm for the example , 
-Ed’ + u’ = x, u(0) = u(l) = 0 (19) 
with exact solution U(X) = x2/2 - EX - ((E - 0.5) x 
(1 - exp (x/E))/(~ - exp (- 1/e)).r3 
Table 2 is concerned with the problem 
EU” + u’ = e” U(0) = U(1) = 0 (20) 
with exact solution U(X) = I/( 1 - e)(exp x - (1 - 
exp (I - l/e) + (e - 1) exp ((x - l)/e)/(l - exp 
(- I/E))). It shows a rate of uniform convergence of 
the difference scheme (5), that is, 0(/z*), as predicted 
by the theory. 
Here, pE is the mean value of the estimates of the 
order for fixed E. 
Conclusion 
The previous sections show that the exponential spline 
method is a reasonable approach to the numerical so- 
lution of a singularly perturbed equation. An error es- 
timate is derived O(h min (h,~)), which, together with 
the numerical results, showed the method to be more 
efficient than those derived at the same splines from 
C’ [O,l], which is continuous at mesh points (that is, 
0(h2)). 
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