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Abstract
Results are presented from a study of the structure of hadronic events in high-energy e+e-
interactions detected by the L3 detector at LEP. Various event shape distributions and
their moments are measured at several energy points at and above the Z-boson mass. The
event flavour is tagged by using the decay characteristics of b-hadrons. Measurements of
distributions of event shape variables for all hadronic events, for light (u, d, s, c) and heavy
(b) quark flavours are compared to several QCD models with improved leading log
approximation: JETSET, HERWIG and ARIADNE. A good description of the data is provided
by the models. 
PACS Codes: 12.38.Qk, 13.66.Bc
1 Introduction
Hadronic events produced in e+e- annihilation have been a powerful tool to test the predictions
of Quantum Chromodynamics (QCD) [1-5]. Perturbative QCD successfully accounts for many
aspects of the hadronic decays of the Z boson [6]. The primary quarks from Z-boson decays first
radiate gluons, which in turn may split into quark or gluon pairs. The quark and gluons then frag-
ment into observable hadrons. Perturbative QCD itself does not describe the fragmentation proc-
ess. Instead several phenomenological models have been developed to describe fragmentation.
These models provide a way to correct for the effects of fragmentation in the experimental data,
which can then be compared with the perturbative QCD calculations directly.
The event shape variables which characterize the global structure of hadronic events are
among the simplest experimental measurements sensitive to the parameters of perturbative QCD
and fragmentation models. This article reports on the measurement of event shapes for hadronic
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6events collected at LEP by the L3 detector [7-10] at e+e- centre-of-mass energies   189 GeV.
Similar analyses were reported by all LEP experiments [11-15].
Heavy flavour production in e+e- annihilation can be studied by exploiting the characteristics
of heavy flavour decays. In the present study, hadronic events are separated into heavy (b) and
light (u, d, s, c) flavours, and event shape variables are separately measured for these final states.
This allows to test the modelling of heavy flavour mass effects. Earlier and similar measurements,
at lower centre-of-mass energies, are reported in References [11] and [16].
2 Global event shape variables
Event shape variables, insensitive to soft and collinear radiation, are built from linear sums of
measured particle momenta. They are sensitive to the amount of hard-gluon radiation. Six global
event shape variables are measured here, using calorimetric and tracking information measured
as described in References [7-10] and [11]. They are: thrust, scaled heavy jet mass, total and wide
jet broadening, the C-parameter and the jet resolution parameter. These event-shape variables are
defined below.
2.0.1 Thrust
The global event-shape variable thrust, T, [17,18] is defined as
where  is the momentum vector of particle i. The thrust axis  is the unit vector which max-
imizes the above expression. The value of the thrust can vary between 0.5 and 1.0. The plane nor-
mal to  divides space into two hemispheres, S±, which are used in the following definitions.
2.0.2 Scaled heavy jet mass
The heavy jet mass, MH, is defined [19-21] as
MH = max [M+, M-],
where M± are the invariant masses in the two hemispheres, S±,
where pi is the four-momentum of particle i. The scaled heavy jet mass, H, is defined as
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These variables are defined [22,23] by computing in each hemisphere the quantity
in terms of which the total jet broadening, BT, and wide jet broadening, BW, are defined as
BT = B+ + B- and BW = max(B+, B-). (1)
2.0.4 C-parameter
The C-parameter is derived from the eigenvalues of the linearized momentum tensor [24,25]:
where a runs over final state hadrons and i, j indicate components of the momentum vectors .
With 1, 2 and 3 the eigenvalues of , the C-parameter is defined as
C = 3(12 + 23 + 31).
2.0.5 Jet resolution parameter
Jets are reconstructed using the JADE algorithm [26,27]. The value of the "closeness variable" at
which the classification of an event changes from 2-jet to 3-jet is called the 3-jet resolution
parameter .
3 Monte Carlo models
The measured global event shape variables are compared below with the predictions of three
Monte Carlo parton shower models JETSET[28], ARIADNE[29] and HERWIG[30-32]. In these mod-
els parton showers are generated perturbatively according to a recursive algorithm down to
energy scales of 1–2 GeV defining a boundary between perturbative and non-perturbative regions
of phase space. In the non-perturbative region, hadrons are generated according to phenomeno-
logical fragmentation models. In the perturbative phase of all the models, the parton branching
energy fractions are distributed according to the leading order DGLAP [33-36] splitting functions.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6The basic Leading Logarithmic Approximation (LLA) [37-41] of the models is modified, in the
framework of the Modified Leading Logarithmic Approximation (MLLA) [42-44], to take into
account certain interference effects first occurring in the Next-to-Leading Logarithmic Approxi-
mation (NLLA) [45-48].
The JETSET parton shower Monte Carlo program uses, as evolution variable in the parton
shower, the mass squared of the (time-like virtual) branching parton. Angular ordering to
describe NLLA interference effects is implemented in an ad hoc manner and the distributions of
the first generated gluon are reweighted to match those of the tree-level O(s) matrix element.
Partons are hadronized according to a string fragmentation model. For light quarks (u, d, s) the
Lund symmetric fragmentation function [49] is used and for b and c quarks the Peterson frag-
mentation function [50]. The transverse momenta of hadrons are described by Gaussian func-
tions.
The parton cascade of ARIADNE evolves via two-parton colour-dipole systems. Gluon radiation
splits a primary dipole into two independent dipoles, the evolution variable being the square of
the transverse momentum of the radiated gluon. This procedure incorporates, to MLLA accuracy,
the NLLA interference effects that give angular ordering in the parton shower. Hadrons are gen-
erated according to the same string fragmentation model as used in JETSET.
The HERWIG Monte Carlo program uses a coherent parton branching algorithm with phase
space restricted to an angle-ordered region. The evolution variable is E2(1 - cos ) where E is the
energy of the initial parton and  the angle between the branching partons. This choice incorpo-
rates NLLA interference effects within the MLLA framework. As in JETSET the distributions of the
most energetic gluon are improved by matching them to those given by the (s) matrix ele-
ment. Hadronization is described by a cluster model based on perturbative-level QCD pre-con-
finement.
The parameters of the models, which are detailed in Reference [11], are tuned, using Z-peak
data, by fitting the models to the following distributions:
jet resolution parameter  of the JADE algorithm [26,27];
Fox-Wolfram moment H4 [51-53];
narrow-side minor [54];
charged particle multiplicity Nch.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6The variable  is particularly sensitive to the 3-jet rate, H4 to the inter-jet angles,  to
the lateral size of quark jets and so to the transverse momentum distribution of hadrons relative
to a jet axis, and Nch to parameters of the fragmentation models. The tuning was performed inde-
pendently for all and udsc quark flavours.
More details on the Monte Carlo models and the tuning procedure can be found in Reference
[11].
4 Data and Monte Carlo samples
The data discussed in this analysis correspond to an integrated luminosity of 602.2 pb-1, collected
during the years 1998–2000 at   189–207 GeV as detailed in Table 1. Only data correspond-
ing to data-taking periods where all sub-detectors were fully operational are retained in this anal-
ysis.
The primary trigger for hadronic events requires a total energy greater than 15 GeV in the cal-
orimeters. This trigger is in logical OR with a trigger using the barrel scintillation counters and
with a charged-track trigger. The combined trigger efficiency for the selected hadronic events
exceeds 99.9%.
The selection of e+e-    hadrons events is based on the energy measured in the electro-
magnetic and hadron calorimeters, as described in Section 3 of Reference [11]. Energy clusters in
the calorimeters are selected with a minimum energy of 100 MeV. The principal variables used
to distinguish these hadronic events from background are the cluster multiplicity and energy
imbalances. Energy clusters in the calorimeters are used to measure the total visible energy Evis,
and the energy imbalances parallel and perpendicular to the beam direction:
Table 1: Summary of integrated luminosity and number of selected hadronic events at the different energies.
 (GeV)
Integrated Luminosity (pb-1) Selection Efficiency (%) Sample Purity (%) Selected events
188.6 175.1 87.72 ± 0.62 80.92 ± 0.25 4473
191.6 29.4 87.77 ± 0.62 80.11 ± 0.26 720
195.5 83.4 88.41 ± 0.63 78.60 ± 0.27 1884
199.5 81.2 88.51 ± 0.62 77.54 ± 0.25 1835
201.7 36.5 89.02 ± 0.63 76.98 ± 0.25 817
205.1 70.5 88.77 ± 0.64 75.65 ± 0.22 1496
206.5 126.2 88.93 ± 0.63 75.26 ± 0.22 2688
197.0 602.2 88.33 ± 0.28 78.19 ± 0.11 13913
The last line corresponds to the average  and the total sample.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6respectively, where Ei is the energy of cluster i and i and i are its polar and azimuthal angles with
respect to the beam direction.
Monte Carlo events are used to estimate the efficiency of the selection criteria and purity of
the data sample. Monte Carlo events for the process e+e-    hadrons are generated by the
parton shower programs PYTHIA[55] for  = 189 GeV and KK2F[56,57], which uses PYTHIA for
hadronization, for the highest energies. QCD parton shower and fragmentation process are taken
from JETSET 7.4 [28]. The generated events are passed through the L3 detector simulation [58,59].
The background events are simulated with PYTHIA and PHOJET[60,61] for hadron production in
two-photon interactions, KORALZ[62] for +- final state, BHAGENE[63,64] for Bhabha events,
KORALW[65,66] for W-boson pair-production and PYTHIA for Z-boson pair-production.
5 Event selection and flavour tagging
This analysis has two main sources of background. The first is the so called "radiative return"
events, where initial state radiation results in a mass of the hadronic system close to the Z boson.
The second is pair-production of W or Z bosons where one or both of the bosons decay hadron-
ically. Additional background arises from hadron production in two-photon interactions and 
pair production. Events are first selected by requiring Evis/  > 0.7, E/Evis < 0.4, number of clus-
ters > 12, and at least one well-measured charged track. To reduce the radiative return back-
ground, events are rejected if they have a high-energy photon candidate, defined as a cluster in
the electromagnetic calorimeter with at least 85% of its energy in a 15° cone and a total energy
greater than 0.18 . Radiative return events, where an unobserved photon is emitted close to
the beam axis, are reduced by requiring  > 0.85, where  is given by
and the energy of the unobserved photon E is derived by first forcing the event into a two-jet
topology and then using the angles of the two jets, 1 and 2, as:
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6To reject boson pair-production events where one of the bosons decays into leptons, events
having an electron or muon with energy greater than 40 GeV are removed. Hadronic decays of
boson pair events are rejected by:
1. forcing the event to a 4-jet topology using the Durham jet algorithm [67-70],
2. performing a kinematic fit imposing energy-momentum conservation,
3. applying cuts on the energies of the most- and the least-energetic jets and on the jet resolu-
tion parameter,  at which the event classification changes from 3-jet to 4-jet. Events are
rejected if the energy of the most energetic jet is less than 0.4 , the ratio of the energy of the
most energetic jet to the least energetic jet is less than 5,  > 0.007, there are more than 40 clus-
ters and more than 15 charged tracks, and E|| < 0.2Evis after the kinematic fit.
This selection removes 11.67 ± 0.28% of the signal events, 98.11 ± 0.02% of the radiative
return events, 83.31 ± 0.03% and 80.08 ± 0.11%, respectively, of W-boson and Z-boson pair-pro-
duction events. We select a total of 13913 hadronic events, with an efficiency of 88.33 ± 0.28%
and with a purity of 78.19 ± 0.11%. The backgrounds due to radiative return, W-boson pairs, Z-
boson pairs and hadron production in two-photon interaction are 5.71 ± 0.06%, 12.28 ± 0.04%,
1.01 ± 0.01% and 2.55 ± 0.09%, respectively. The remaining backgrounds are negligible. The
integrated luminosity and the number of selected events for each energy point are summarized
in Table 1.
Heavy (b) flavour events are separated from light (u, d, s, c) flavour events by using the char-
acteristic decay properties of the b-hadrons. As the first step, the interaction vertex is estimated
fill-by-fill by iteratively fitting all the good tracks measured in the detector during the fill. Meas-
urements of all n tracks in the event contribute to a probability, P[n], that all tracks in the event
originate from the interaction vertex. This probability is flat for zero lifetime of all produced par-
ticles but otherwise peaks at zero. A weighted discriminant is used:
Bn = -log P, where  and  and Pj is the probability
that track j originates from the primary vertex [71].
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6Figure 1 shows the distribution of the discriminant Bn for data as well as expectations from
signal and background. A cut on this discriminant is made to distinguish events with b-quarks
from events without. These two samples are called "b-events" and "non-b events" in the follow-
ing. The non-b events are selected using Bn < 1.0. The b-events are selected with a cut on Bn > 3.4.
A total of 440 b-events are selected with an efficiency of 26.2 ± 0.4% and a purity of 75.2 ± 1.2%
while 6895 non-b events are selected with a selection efficiency of 75.5 ± 0.3% and a purity of
72.7 ± 0.1%. The dominant background for the b-events are due to wrong flavour events amount-
ing to 14.3 ± 0.5% while that due to ISR, W-boson and Z-boson pair events are respectively 4.5
± 0.3%, 4.5 ± 0.1% and 1.4 ± 0.1%. On the other hand, the dominant background for non-b
events are from W-boson pair events amounting to 17.6 ± 0.1% while those due to wrong flavour
type, ISR, Z-boson pair and 2-photon events are 3.9 ± 0.1%, 3.7 ± 0.1%, 0.6 ± 0.1% and 1.4 ±
0.1% respectively.
6 Measurements
The distributions of event shape variables are measured at each energy point listed in Table 1. The
data distributions are compared to a sum of the signal and the different background Monte Carlo
distributions obtained using the same selection procedure and normalized to the integrated
luminosity according to the Standard Model cross sections. Figures 2 and 3 show the measured
distributions for event thrust and total jet broadening for all data, b-events and non-b events.
Data at the different energy points are combined at the average centre-of-mass energy  =
197 GeV. The distributions are compared to predictions from signal and background Monte
Carlo programs. There is generally good agreement between data and Monte Carlo particularly
for the entire sample thus justifying the use of the latter to obtain the correction from detector
level to particle level. For Monte Carlo events, these event shape variables are calculated before
(particle level) and after (detector level) detector simulation. The calculation before detector sim-
ulation takes into account all stable charged and neutral particles. The measured distributions at
detector level differ from the ones at particle level because of detector effects, limited acceptance
and finite resolution.
After subtracting the background events the measured distributions are corrected for detector
effects, acceptance and resolution, on a bin-by-bin basis by comparing the detector level results
with the particle level results. In the extraction of flavour-tagged distributions, the contribution
of wrong-flavour contamination is subtracted in the same way as the SM background subtraction.
The data are corrected for initial and final state photon radiation bin-by-bin using Monte
Carlo distributions at particle level with and without radiation. The comparison between data
and Monte Carlo models shown in Figures 4, 5, 6, 7, 8, 9 below is made for particle level distri-
butions.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/67 Systematic uncertainties
The systematic uncertainties in the distributions of event shape variables are calculated for each
bin of these distributions. The main sources of systematic are uncertainties in the estimation of
the detector corrections and the background levels.
The uncertainty in from detector corrections is estimated by repeating the measurements alter-
ing several independent aspects of the event reconstruction, and taking the largest variation with
respect to the original measurement. These changes are:
Distribution of the flavour tagging discriminator Bn for the combined data sample together with expectations from signal and backgroundFigure 1
Distribution of the flavour tagging discriminator Bn for the combined data sample together with 
expectations from signal and background. The non-b events are selected using Bn < 1.0. The b-events are 
selected with a cut on Bn > 3.4.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6• the definition of reconstructed objects used to calculate the observables is changed from
calorimetric clusters only to a non-linear combination of charged tracks with calorimetric clus-
ters;
• the effect of different particle densities in correcting the measured distributions is estimated
by using a different signal Monte Carlo program, HERWIG instead of JETSET or PYTHIA;
Thrust distribution at detector level at  = 197 GeV measured for (a) b-events (b) non-b events and (c) all eventsFig re 2
Thrust distribution at detector level at  = 197 GeV measured for (a) b-events (b) non-b events 
and (c) all events. The solid lines correspond to the overall expectation from theory. The shaded areas refer to 
different backgrounds and the white area refers to the signal as predicted by PYTHIA and KK2F. The correction fac-
tor to pass from the observed distributions, after background subtraction, to the measured event-shape variable is 
presented in (d) for the inclusive sample without flavour tag for a centre-of-mass energy  = 188.6 GeV.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6• the acceptance is reduced by restricting the events to the central part of the detector, |cos(T)|
< 0.7, where T is the polar angle of the thrust axis relative to the beam axis.
The systematic uncertainties on the background levels are assessed by varying the procedure
used for the background evaluations and taking the the difference with the original measure-
ments. These changes are:
Measured total jet broadening distribution at  = 197 GeV for for (a) b-events (b) non-b events and (c) all eventsFigure 3
Measured total jet broadening distribution at  = 197 GeV for for (a) b-events (b) non-b events 
and (c) all events. The solid lines correspond to the overall expectation from theory. The shaded areas refer to 
different backgrounds and the white area refers to the signal as predicted by PYTHIA and KK2F. The correction fac-
tor to pass from the observed distributions, after background subtraction, to the measured event-shape variable is 
presented in (d) for the inclusive sample without flavour tag for a centre-of-mass energy  = 188.6 GeV.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6• an alternative criterion is applied to reject radiative return events based on a cut in the two
dimensional plane of E||/Evis and Evis/ ;
• the estimated background from two-photon interaction is varied by ± 30% and is simulated
by using the PHOJET instead of the PYTHIA Monte Carlo program;
Thrust distributions at  = 197 GeV for a) b-events, b) non-b events, c) all events and d) the ratio between b- and non-b events compared to several QCD mod lsFig re 4
Thrust distributions at  = 197 GeV for a) b-events, b) non-b events, c) all events and d) the 
ratio between b- and non-b events compared to several QCD models. The error bars include both statis-
tical and systematic uncertainties.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6• the W-boson pair-production background is estimated from the KORALW Monte Carlo and
subtracted from the data, while releasing the cut on 4-jet events which are no longer removed
from the data;
• the contamination from wrong-flavour events is estimated by varying the cut on the Bn dis-
criminant used to tag b events from 3.4 to 3.0 or 3.8 and the cut used to tag non-b events from
1.0 to 0.9 or 1.1. An additional lower cut at 0.2 is also introduced.
Scaled heavy jet mass distributions at  = 197 GeV for a) b-events, b) non-b events, c) all events and d) the ratio between b- and non-b events c mpared to sev ral QCD modelsFigur  5
Scaled heavy jet mass distributions at  = 197 GeV for a) b-events, b) non-b events, c) all events 
and d) the ratio between b- and non-b events compared to several QCD models. The error bars include 
both statistical and systematic uncertainties.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6The bin-averaged systematic uncertainties due to different sources are summarized in Table 2
for the six event shape variables. Uncertainties due to detector corrections are between 4.8% and
6.0%, roughly 2–3 times larger than the uncertainty due to background estimation. The latter are
dominated in equal parts by uncertainties due to radiative return and W-boson pair-production.
In the flavour-tagged cases, the background uncertainty contains a significant contribution due
to contamination from the wrong flavour and sometimes become the dominant source of sys-
tematic uncertainty. This uncertainty is between 2%–3% for the non-b events and 3%–10% for
b-events.
Total jet broadening distributions at  = 197 GeV for a) b-events, b) non-b events, c) all events and d) the ratio betwe n - and on-b events compared to several QCD modelsFigure 6
Total jet broadening distributions at  = 197 GeV for a) b-events, b) non-b events, c) all events 
and d) the ratio between b- and non-b events compared to several QCD models. The error bars include 
both statistical and systematic uncertainties.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6The statistical component of the systematic uncertainty is negligible as the size of the Monte
Carlo samples is at least 4 times, and sometimes even 10 times, larger than the size of the data
sample. The final systematic uncertainty is taken as the sum in quadrature of all the contribu-
tions. Table 2 shows for each distribution the bin averaged systematic uncertainty as well as their
contributions from different sources.
Wide jet broadening distributions at  = 197 GeV for a) b-events, b) non-b events, c) all events and d) the ratio between - an  on-b events compared to several QCD modelsFigur  7
Wide jet broadening distributions at  = 197 GeV for a) b-events, b) non-b events, c) all events 
and d) the ratio between b- and non-b events compared to several QCD models. The error bars include 
both statistical and systematic uncertainties.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/68 Results
The corrected distributions for the six chosen event shape distributions, thrust, scaled heavy jet
mass, total and wide jet broadening, C-parameter and 3-jet resolution parameter for the JADE
algorithm, are summarized in Tables 3, 4, 5, 6, 7, 8 for  = 197 GeV. These tables also show
C-parameter distributions at  = 197 GeV for a) b-events, b) non-b events, c) all events and d) the ratio between b- and non-b vents compared to several QCD modelsFigure 8
C-parameter distributions at  = 197 GeV for a) b-events, b) non-b events, c) all events and d) 
the ratio between b- and non-b events compared to several QCD models. The error bars include both 
statistical and systematic uncertainties.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6the first and second moments of these distributions. The same six event shape distributions at
 = 91.2 GeV were previously measured as reported in Reference [11].
Jet resolution parameter () distributions for 2  3 jet in JADE algorithm at  = 197 GeV for a) b-events, b) non-b events, c) all events and d) the ratio between b- and no -b events comp red to several QCD modelsFigure 9
Jet resolution parameter ( ) distributions for 2  3 jet in JADE algorithm at  = 197 GeV for 
a) b-events, b) non-b events, c) all events and d) the ratio between b- and non-b events compared to 
several QCD models. The error bars include both statistical and systematic uncertainties.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6Figures 4, 5, 6, 7, 8, 9 show comparisons between data at  = 197 GeV and predictions of
the JETSET, ARIADNE and HERWIG models for distributions of thrust, scaled heavy jet mass, total
Table 2: Bin-averaged systematic uncertainties due to different sources for the six event shape variables at  = 197 
GeV for all, non-b and b events.
Event Sample Source T H BT BW C
All events Detector 5.6% 5.9% 4.8% 6.6% 5.5% 6.0%
Frag. Model 0.6% 1.3% 1.5% 1.4% 1.6% 0.5%
Background 2.2% 2.3% 2.6% 2.4% 2.4% 2.3%
Total 6.2% 6.8% 6.1% 7.6% 6.4% 6.7%
Non-b events Detector 5.9% 7.4% 5.5% 7.3% 6.9% 7.4%
Frag. Model 0.9% 1.4% 1.1% 1.1% 1.3% 0.4%
Background 2.6% 2.7% 3.7% 3.0% 3.2% 3.1%
Wrong Flavour 1.8% 2.1% 2.0% 3.0% 2.3% 2.8%
Total 7.1% 8.6% 7.2% 9.0% 8.9% 8.5%
b events Detector 5.3% 8.1% 5.7% 7.1% 10.2% 5.7%
Frag. Model 0.3% 0.6% 1.5% 1.5% 1.2% 0.3%
Background 5.9% 5.6% 4.5% 5.3% 5.2% 5.0%
Wrong Flavour 2.3% 3.0% 8.9% 9.6% 7.6% 5.8%
Total 8.3% 10.1% 11.3% 12.4% 14.2% 8.2%
Table 3: Differential distribution and first and second moments for event thrust at  = 197 GeV for all, non-b and b 
events.
Thrust (T)
 (All)  (Non-b)
Thrust (T)
 (b)
0.500–0.600 0.00 ± 0.00 ± 0.00 0.00 ± 0.00 ± 0.00 0.500–0.600 0.00 ± 0.00 ± 0.00
0.600–0.650 0.01 ± 0.01 ± 0.02 0.01 ± 0.01 ± 0.04 0.600–0.650 0.00 ± 0.00 ± 0.00
0.650–0.700 0.13 ± 0.06 ± 0.06 0.26 ± 0.12 ± 0.11 0.650–0.700 0.04 ± 0.04 ± 0.03
0.700–0.750 0.19 ± 0.06 ± 0.04 0.42 ± 0.13 ± 0.15 0.700–0.750 0.63 ± 0.31 ± 0.36
0.750–0.800 0.56 ± 0.08 ± 0.11 0.67 ± 0.15 ± 0.15 0.750–0.800 0.62 ± 0.43 ± 0.37
0.800–0.825 0.80 ± 0.10 ± 0.11 0.88 ± 0.18 ± 0.18 0.800–0.850 1.14 ± 0.45 ± 0.59
0.825–0.850 1.05 ± 0.10 ± 0.08 1.23 ± 0.20 ± 0.18 0.850–0.900 2.95 ± 0.70 ± 0.44
0.850–0.875 1.62 ± 0.11 ± 0.17 1.76 ± 0.19 ± 0.26 0.900–0.925 3.43 ± 0.91 ± 1.09
0.875–0.900 1.72 ± 0.10 ± 0.21 1.60 ± 0.17 ± 0.32 0.925–0.950 5.02 ± 1.05 ± 0.45
0.900–0.925 3.03 ± 0.12 ± 0.23 3.24 ± 0.22 ± 0.19 0.950–0.975 8.97 ± 1.43 ± 0.97
0.925–0.950 4.72 ± 0.14 ± 0.23 5.09 ± 0.27 ± 0.38 0.975–1.000 11.83 ± 1.94 ± 0.70
0.950–0.975 9.24 ± 0.19 ± 0.22 8.95 ± 0.37 ± 0.24
0.975–1.000 16.04 ± 0.25 ± 1.09 14.54 ± 0.56 ± 1.11
First Moment 0.943 ± 0.010 ± 0.004 0.935 ± 0.020 ± 0.003 0.927 ± 0.072 ± 0.010
Second Moment 0.893 ± 0.010 ± 0.007 0.879 ± 0.021 ± 0.006 0.865 ± 0.072 ± 0.016
The first and the second errors refer to statistical and systematic uncertainties respectively.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6and wide jet broadening, C-parameter and the 3-jet JADE resolution parameter for all hadronic
events, b-events and non-b events. The error bars shown in these figures are the quadratic sum of
Table 4: Differential distribution and first and second moments for scaled heavy jet mass at  = 197 GeV for all, non-
b and b events.
H
 (All)  (Non-b)
H
 (b)
0.000–0.015 20.31 ± 0.33 ± 1.68 18.24 ± 0.74 ± 1.76 0.000–0.015 15.10 ± 2.49 ± 1.16
0.015–0.030 15.93 ± 0.34 ± 0.61 15.60 ± 0.69 ± 0.73 0.015–0.030 15.32 ± 2.71 ± 0.95
0.030–0.045 8.72 ± 0.26 ± 0.19 8.58 ± 0.47 ± 0.44 0.030–0.045 7.77 ± 1.93 ± 1.72
0.045–0.060 5.12 ± 0.21 ± 0.41 5.18 ± 0.38 ± 0.56 0.045–0.060 4.95 ± 1.46 ± 1.11
0.060–0.075 3.59 ± 0.18 ± 0.42 3.74 ± 0.33 ± 0.66 0.060–0.075 4.39 ± 1.39 ± 0.45
0.075–0.090 2.76 ± 0.17 ± 0.14 3.05 ± 0.31 ± 0.14 0.075–0.090 4.34 ± 1.57 ± 0.51
0.090–0.105 2.22 ± 0.16 ± 0.27 2.37 ± 0.28 ± 0.42 0.090–0.120 3.46 ± 0.91 ± 0.53
0.105–0.120 1.89 ± 0.16 ± 0.25 1.96 ± 0.28 ± 0.32 0.120–0.150 1.69 ± 0.60 ± 0.97
0.120–0.150 1.11 ± 0.10 ± 0.12 1.22 ± 0.18 ± 0.16 0.150–0.180 0.95 ± 0.69 ± 0.45
0.150–0.180 0.75 ± 0.10 ± 0.06 0.96 ± 0.18 ± 0.16 0.180–0.210 0.49 ± 0.40 ± 0.49
0.180–0.210 0.51 ± 0.09 ± 0.11 0.63 ± 0.17 ± 0.17 0.210–0.240 0.21 ± 0.26 ± 0.21
0.210–0.240 0.27 ± 0.08 ± 0.06 0.39 ± 0.14 ± 0.13 0.240–0.270 0.32 ± 0.23 ± 0.17
0.240–0.270 0.23 ± 0.07 ± 0.04 0.41 ± 0.15 ± 0.11 0.270–0.300 0.26 ± 0.15 ± 0.10
0.270–0.300 0.17 ± 0.06 ± 0.05 0.37 ± 0.16 ± 0.14
First Moment 0.046 ± 0.001 ± 0.003 0.053 ± 0.002 ± 0.003 0.057 ± 0.005 ± 0.006
Second Moment 0.005 ± 0.001 ± 0.001 0.006 ± 0.001 ± 0.001 0.006 ± 0.001 ± 0.001
The first and the second errors refer to statistical and systematic uncertainties respectively.
Table 5: Differential distribution and first and second moments for total jet broadening at  = 197 GeV for all, non-
b and b events.
BT
 (All)  (Non-b)
BT
 (b)
0.000–0.020 0.75 ± 0.06 ± 0.30 0.68 ± 0.11 ± 0.37 0.000–0.020 0.20 ± 0.20 ± 0.29
0.020–0.040 8.61 ± 0.21 ± 0.61 8.17 ± 0.50 ± 0.71 0.020–0.040 4.80 ± 1.30 ± 0.68
0.040–0.060 10.10 ± 0.22 ± 0.41 9.15 ± 0.48 ± 0.51 0.040–0.060 8.03 ± 1.84 ± 1.08
0.060–0.080 7.50 ± 0.19 ± 0.16 6.73 ± 0.37 ± 0.18 0.060–0.080 7.47 ± 1.53 ± 0.64
0.080–0.100 5.58 ± 0.16 ± 0.18 6.03 ± 0.33 ± 0.37 0.080–0.100 5.85 ± 1.27 ± 0.70
0.100–0.120 4.17 ± 0.15 ± 0.18 4.18 ± 0.27 ± 0.39 0.100–0.120 4.83 ± 1.26 ± 0.91
0.120–0.140 3.22 ± 0.13 ± 0.22 3.37 ± 0.24 ± 0.46 0.120–0.140 4.15 ± 1.12 ± 0.54
0.140–0.160 2.43 ± 0.12 ± 0.19 2.43 ± 0.23 ± 0.17 0.140–0.160 3.62 ± 1.05 ± 1.20
0.160–0.180 2.01 ± 0.12 ± 0.16 2.27 ± 0.22 ± 0.16 0.160–0.200 2.27 ± 0.67 ± 0.47
0.180–0.200 1.54 ± 0.12 ± 0.19 1.46 ± 0.22 ± 0.22 0.200–0.240 1.28 ± 0.63 ± 0.49
0.200–0.240 1.24 ± 0.10 ± 0.12 1.52 ± 0.19 ± 0.22 0.240–0.280 1.58 ± 0.72 ± 0.40
0.240–0.280 0.53 ± 0.10 ± 0.15 0.63 ± 0.18 ± 0.17 0.280–0.320 0.30 ± 0.21 ± 0.21
0.280–0.320 0.16 ± 0.07 ± 0.07 0.50 ± 0.14 ± 0.18 0.320–0.360 0.10 ± 0.10 ± 0.07
0.320–0.360 0.11 ± 0.05 ± 0.06 0.12 ± 0.07 ± 0.13
0.360–0.400 0.01 ± 0.01 ± 0.01 0.01 ± 0.01 ± 0.01
First Moment 0.093 ± 0.001 ± 0.004 0.100 ± 0.002 ± 0.004 0.114 ± 0.007 ± 0.008
Second Moment 0.013 ± 0.001 ± 0.001 0.015 ± 0.001 ± 0.001 0.018 ± 0.002 ± 0.003
The first and the second errors refer to statistical and systematic uncertainties respectively.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6statistical and systematic uncertainties. The ratios of the event shape distributions for b- and non-
b events are also shown together with predictions from parton shower models. For the b-events
Table 6: Differential distribution and first and second moments for wide jet broadening at  = 197 GeV for all, non-b 
and b events.
BW
 (All)  (Non-b)
BW
 (b)
0.000–0.015 2.57 ± 0.12 ± 0.55 2.39 ± 0.27 ± 0.78 0.000–0.015 1.02 ± 0.51 ± 0.73
0.015–0.030 14.86 ± 0.32 ± 0.92 13.29 ± 0.72 ± 0.76 0.015–0.030 12.33 ± 2.56 ± 1.19
0.030–0.045 12.25 ± 0.27 ± 0.80 11.28 ± 0.59 ± 1.07 0.030–0.045 8.81 ± 1.91 ± 1.18
0.045–0.060 8.61 ± 0.24 ± 0.27 8.74 ± 0.49 ± 0.43 0.045–0.060 9.78 ± 2.00 ± 1.45
0.060–0.075 6.49 ± 0.21 ± 0.25 6.87 ± 0.42 ± 0.49 0.060–0.075 6.70 ± 1.72 ± 0.95
0.075–0.090 5.06 ± 0.20 ± 0.27 5.19 ± 0.36 ± 0.19 0.075–0.090 4.46 ± 1.30 ± 0.63
0.090–0.105 3.53 ± 0.17 ± 0.40 3.53 ± 0.31 ± 0.63 0.090–0.105 2.68 ± 0.98 ± 1.33
0.105–0.120 3.03 ± 0.17 ± 0.19 3.36 ± 0.31 ± 0.25 0.105–0.120 7.14 ± 1.87 ± 2.32
0.120–0.135 2.24 ± 0.16 ± 0.36 2.45 ± 0.29 ± 0.31 0.120–0.150 2.19 ± 0.74 ± 0.67
0.135–0.150 2.10 ± 0.16 ± 0.26 2.16 ± 0.30 ± 0.38 0.150–0.180 1.50 ± 0.64 ± 0.77
0.150–0.180 1.31 ± 0.11 ± 0.21 1.49 ± 0.19 ± 0.24 0.180–0.210 1.68 ± 0.67 ± 0.55
0.180–0.210 0.94 ± 0.11 ± 0.07 1.10 ± 0.19 ± 0.17 0.210–0.240 0.59 ± 0.49 ± 0.25
0.210–0.240 0.37 ± 0.10 ± 0.10 0.53 ± 0.17 ± 0.22 0.240–0.270 0.79 ± 0.39 ± 0.36
0.240–0.270 0.27 ± 0.07 ± 0.04 0.42 ± 0.14 ± 0.13 0.270–0.300 0.13 ± 0.13 ± 0.10
0.270–0.300 0.07 ± 0.03 ± 0.03 0.16 ± 0.06 ± 0.04
First Moment 0.068 ± 0.001 ± 0.003 0.073 ± 0.002 ± 0.003 0.083 ± 0.005 ± 0.006
Second Moment 0.007 ± 0.001 ± 0.001 0.009 ± 0.001 ± 0.001 0.010 ± 0.001 ± 0.001
The first and the second errors refer to statistical and systematic uncertainties respectively.
Table 7: Differential distribution and first and second moments for C-parameter at  = 197 GeV for all, non-b and b 
events.
C-parameter
 (All)  (Non-b)
C-parameter
 (b)
0.000–0.050 1.98 ± 0.07 ± 0.21 1.66 ± 0.13 ± 0.29 0.000–0.050 1.68 ± 0.48 ± 0.37
0.050–0.100 4.80 ± 0.10 ± 0.29 4.45 ± 0.22 ± 0.23 0.050–0.100 2.82 ± 0.68 ± 0.40
0.100–0.150 3.10 ± 0.08 ± 0.13 2.84 ± 0.16 ± 0.22 0.100–0.150 3.21 ± 0.64 ± 0.29
0.150–0.200 1.95 ± 0.06 ± 0.07 1.92 ± 0.12 ± 0.18 0.150–0.200 2.18 ± 0.52 ± 0.48
0.200–0.250 1.64 ± 0.06 ± 0.06 1.66 ± 0.11 ± 0.08 0.200–0.250 1.45 ± 0.42 ± 0.43
0.250–0.300 1.23 ± 0.05 ± 0.05 1.34 ± 0.10 ± 0.14 0.250–0.300 1.49 ± 0.41 ± 0.32
0.300–0.350 0.97 ± 0.05 ± 0.04 0.96 ± 0.08 ± 0.11 0.300–0.350 1.12 ± 0.33 ± 0.19
0.350–0.400 0.85 ± 0.05 ± 0.09 0.95 ± 0.09 ± 0.09 0.350–0.400 1.04 ± 0.36 ± 0.40
0.400–0.450 0.64 ± 0.04 ± 0.04 0.74 ± 0.08 ± 0.07 0.400–0.500 0.72 ± 0.23 ± 0.16
0.450–0.500 0.59 ± 0.04 ± 0.05 0.53 ± 0.07 ± 0.07 0.500–0.600 0.80 ± 0.26 ± 0.18
0.500–0.600 0.48 ± 0.03 ± 0.05 0.53 ± 0.06 ± 0.07 0.600–0.700 0.34 ± 0.19 ± 0.14
0.600–0.700 0.41 ± 0.04 ± 0.03 0.47 ± 0.07 ± 0.09 0.700–0.850 0.44 ± 0.16 ± 0.14
0.700–0.850 0.15 ± 0.03 ± 0.03 0.31 ± 0.07 ± 0.05
0.850–1.000 0.01 ± 0.01 ± 0.01 0.01 ± 0.01 ± 0.01
First Moment 0.222 ± 0.004 ± 0.014 0.248 ± 0.007 ± 0.011 0.271 ± 0.019 ± 0.028
Second Moment 0.084 ± 0.003 ± 0.010 0.104 ± 0.006 ± 0.008 0.117 ± 0.015 ± 0.026
The first and the second errors refer to statistical and systematic uncertainties respectively.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6in the two-jet region, the model predictions seem to overestimate the data, in particular for the
thrust (Figure 4a), wide jet broadening (Figure 7a) and C-parameter (Figure 8a) distributions.
The agreement between the three models with the data is quantified in Table 9 which summa-
rizes the 2 and the confidence level of a comparison of these models with the data for the six
event-shape variables for the three data samples. An overall good agreement between data and
the model predictions is observed. All three models describe equally well the data, the minimum
confidence level being 0.11 for the HERWIG comparison with BW for non-b events. The overall
agreement obtained for the three distributions singled out above presenting local discrepancies
for b-events in the two-jet region is found to be quite satisfactory.
Since the models were tuned only on low energy data and on all, or only udsc, quark flavours,
the agreement observed shows that the energy evolution of QCD processes in the range between
90 GeV and 200 GeV, as well as the production of b quarks, is correctly described by the models
considered. The event shape variables considered are, however, not very sensitive to differences
between heavy and light quarks. Only in the distributions of BT, at low values (Figure 6d) does
the ratio of b to non-b events depart markedly from unity, a feature that is correctly described by
the models.
Table 8: Differential distribution and first and second moments for 3-jet resolution parameter ( ) in Jade algorithm at 
 = 197 GeV for all, non-b and b events.
 (All)  (Non-b)  (b)
0.000–0.012 37.89 ± 0.62 ± 3.70 33.51 ± 1.30 ± 3.25 0.000–0.012 29.89 ± 4.75 ± 4.44
0.012–0.024 12.82 ± 0.31 ± 0.75 13.47 ± 0.65 ± 0.81 0.012–0.024 11.72 ± 2.48 ± 0.96
0.024–0.036 7.04 ± 0.24 ± 0.56 7.34 ± 0.47 ± 0.58 0.024–0.036 6.41 ± 1.68 ± 1.03
0.036–0.048 4.93 ± 0.20 ± 0.47 5.18 ± 0.40 ± 0.54 0.036–0.048 6.03 ± 1.62 ± 1.66
0.048–0.060 3.63 ± 0.18 ± 0.49 3.82 ± 0.35 ± 0.74 0.048–0.060 4.07 ± 1.24 ± 1.15
0.060–0.072 2.73 ± 0.16 ± 0.35 3.21 ± 0.32 ± 0.37 0.060–0.072 4.19 ± 1.33 ± 0.95
0.072–0.084 2.12 ± 0.15 ± 0.26 2.20 ± 0.28 ± 0.32 0.072–0.084 1.54 ± 0.71 ± 0.55
0.084–0.096 2.01 ± 0.15 ± 0.24 2.29 ± 0.27 ± 0.34 0.084–0.096 1.91 ± 1.04 ± 0.57
0.096–0.108 1.66 ± 0.14 ± 0.20 1.97 ± 0.27 ± 0.24 0.096–0.120 2.22 ± 0.74 ± 0.62
0.108–0.120 1.14 ± 0.13 ± 0.31 1.14 ± 0.23 ± 0.30 0.120–0.144 1.67 ± 0.68 ± 0.80
0.120–0.144 1.26 ± 0.10 ± 0.11 1.39 ± 0.18 ± 0.13 0.144–0.168 1.74 ± 0.74 ± 0.75
0.144–0.168 0.69 ± 0.09 ± 0.11 0.82 ± 0.17 ± 0.15 0.168–0.204 0.89 ± 0.45 ± 0.50
0.168–0.204 0.47 ± 0.08 ± 0.08 0.72 ± 0.14 ± 0.18 0.204–0.252 0.55 ± 0.31 ± 0.22
0.204–0.252 0.31 ± 0.06 ± 0.06 0.41 ± 0.12 ± 0.10 0.252–0.300 0.35 ± 0.19 ± 0.15
0.252–0.300 0.21 ± 0.05 ± 0.04 0.24 ± 0.08 ± 0.08
First Moment 0.044 ± 0.001 ± 0.003 0.048 ± 0.002 ± 0.003 0.060 ± 0.006 ± 0.008
Second Moment 0.005 ± 0.001 ± 0.001 0.006 ± 0.001 ± 0.001 0.008 ± 0.001 ± 0.002
The first and the second errors refer to statistical and systematic uncertainties respectively.
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PMC Physics A 2008, 2:6 http://www.physmathcentral.com/1754-0410/2/6Table 9: Comparison of different parton shower models with the data at  = 197 GeV for all events, non-b events 
and b events for the six event-shape variables.
Event Sample Model T H BT BW C
All events JETSET 2/d.o.f. 7.7/12 6.9/14 10.2/15 7.4/15 10.4/14 9.7/15
C.L. 0.74 0.91 0.75 0.92 0.66 0.79
HERWIG 2/d.o.f. 9.0/12 8.5/14 10.1/15 9.9/15 14.9/14 9.7/15
C.L. 0.62 0.81 0.75 0.77 0.32 0.78
ARIADNE 2/d.o.f. 6.9/12 7.6/14 6.4/15 9.0/15 12.5/14 9.7/15
C.L. 0.80 0.87 0.95 0.83 0.48 0.78
Non-b events JETSET 2/d.o.f. 15.1/12 12.3/14 20.1/15 17.5/15 16.8/14 12.6/15
C.L. 0.18 0.50 0.13 0.23 0.21 0.56
HERWIG 2/d.o.f. 15.1/12 12.3/14 20.1/15 20.5/15 17.0/14 12.3/15
C.L. 0.18 0.50 0.13 0.11 0.20 0.58
ARIADNE 2/d.o.f. 13.4/12 12.9/14 16.1/15 19.7/15 14.8/14 10.3/15
C.L. 0.27 0.46 0.31 0.14 0.32 0.74
b events JETSET 2/d.o.f. 11.1/9 11.6/13 12.8/13 11.8/14 12.5/12 12.1/14
C.L. 0.20 0.48 0.38 0.55 0.33 0.52
HERWIG 2/d.o.f. 11.5/9 10.6/13 14.5/13 13.7/14 11.0/12 11.9/14
C.L. 0.18 0.56 0.27 0.40 0.45 0.54
ARIADNE 2/d.o.f. 10.0/9 11.0/13 13.6/13 13.4/14 10.7/12 10.1/14
C.L. 0.27 0.53 0.32 0.42 0.47 0.68
The 2 over the numbers of degrees of freedom (d.o.f.) and the confidence levels are shown.
s
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Event shape distributions for hadronic events are studied from e+e- annihilation data collected by
the L3 detector at LEP at  = 197 GeV. Flavour tagging is used to separate a b-quark enriched
sample from a sample of lighter flavours.
The event shape distributions are well described by all the parton shower models JETSET, HER-
WIG and ARIADNE.
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