In the Stream Control Transmission Protocol (SCTP), when a portion of a packet is corrupted, the entire packet will be discarded at the receiver side. This may result in degradation of the throughput of SCTP over wireless networks with a high bit error rate. This paper proposes a new error control scheme of SCTP using a partial Cyclic Redundancy Check (CRC) checksum to enhance the throughput performance, in which a new 'checksum chunk' is introduced to effectively identify any corruptions of data chunks contained in the SCTP packet. In the proposed scheme, an SCTP data packet can carry one or more data chunks depending on the channel condition, and the newly defined 'checksum' chunk will contain the partial CRC checksums of the individual data chunks and/or the base header of the packet. By referring to these partial checksums, the receiver can discard only the corrupted data chunks, whereas the other available data chunks can be recovered. Simulation results show that the proposed scheme significantly provides better performance than the standard SCTP in the wireless networks.
to the upper-layer application independently of the other streams [2, 3] . The multi-homing feature allows the two endpoints to establish an association using multiple IP addresses. This feature can be used by SCTP endpoints to improve the efficiency of data transmissions by performing the primary path change in the face of a path failure [4] [5] [6] , or by allowing a sender to transmit data to a multi-homed receiver through different destination addresses simultaneously [7] [8] [9] [10] .
On the other hand, the SCTP is designed based on the window-based error and congestion control [11] . As done in TCP, a corrupted packet is regarded as a loss and thus induces the retransmission request at the receiver side and the decrease of the congestion window at the sender side. This will cause the further degradation of SCTP throughput over wireless networks with a high bit error rate (BER).
Several works have been done to improve the SCTP performance against corruption. The work in [12] introduces a MAC-Error-Warning (MEW) method with a new type of packet generated at Medium Access Control (MAC) layer. The MEW method is similar to the Automatic Request (ARQ) mechanism [13] , but a special MAC packet is generated before a data packet is discarded, which contains the detailed information (including the stream ID and the sequence number) to notify the source of the failed transmission. Arriving at the transport layer, the MEW packet will be analyzed by the SCTP sender to trigger a fast retransmission of the data chunk without degrading the congestion window. The work in [14] utilizes the Explicit Congestion Notification (ECN) [15] , which will be marked by an ECN-capable router in the network. Accordingly, a packet loss without an ECN message will be regarded as a non-congestion error, and the sender will execute a simple loss-recovery procedure without applying the normal congestion control mechanism.
The same issues have also been addressed in a lot of literatures on TCP [16] [17] [18] [19] [20] [21] , among which as a feasible solution against link-level errors, the Forward Error Correction (FEC) scheme recently has attracted much attention and has been suggested for satellite channel [22] . The drawback of FEC is to consume some extra bandwidth to transmit the redundant information. On the other hand, the study in [23] shows that there is an optimal amount of redundancy to be added for performance enhancement.
Moreover, with the rapidly increased usage of wireless devices all over the world, the faster and cheaper link level (e.g., 802.11) mechanisms tend to be simple (e.g., 802.11's ARQ mechanism). This trend results in a high and variable residual erasure rate (e.g., 10-50% erasure rate observed by [24] ) that needs to be ultimately handled in the end-to-end manner [16] . This paper deals with the SCTP error control over wireless network. This work is motivated from the observation that an SCTP segment can carry multiple data chunks but only a single overall checksum is used in its common header. Accordingly, on reception of an SCTP segment, if the checksum field indicates a corruption, the entire segment will be discarded even though only a portion of the multiple data chunks is corrupted during transmission. Therefore, if the receiver can recover the available (successfully received) data chunks from a corrupted SCTP segment, then the sender can be able to reduce the retransmission amount and to avoid the unnecessary halving congestion window incurred by corruptions, in particular, under the wireless network with a high BER.
In this paper we propose a partial Cyclic Redundancy Check (CRC) checksum scheme so as to enhance the SCTP error control over wireless networks. In the proposed scheme, each data chunk contained in the SCTP segment can have its own checksum value that is used to detect a corruption on an individual chunk basis. To support this partial CRC checksum scheme, a new 'checksum' chunk is introduced, and also the formats of the existing INIT/INIT-ACK and SACK chunks will be extended. The main intention of the proposed scheme is to reduce the amount of unnecessary retransmissions in addition to avoiding the unwanted deflation of congestion window, by using a flexible chunk checksum policy over the wireless channels.
In the proposed scheme, the two SCTP endpoints will negotiate each other about whether the partial CRC checksum is supported or not during the association establishment phase. This is done by using a newly defined parameter option contained in the INIT and INIT-ACK chunks. If the partial CRC checksum is supported, the SCTP sender can transmit variable data chunks with the corresponding 'checksum' control chunk to the receiver depending on the channel condition. On the other hand, if the overall checksum in the common header for a segment fails (i.e., a corruption of the SCTP segment), the SCTP receiver will check whether each of the data chunks contained in the segment fails or not. This is done for the receiver by referring to the partial CRC checksum values of the associated 'checksum' chunk. Through this checking process of partial checksums, some of the data chunks in the entire segment may be recovered as available data chunks, if any. Then, the receiver will deliver the successfully received in-order data to the upper layer in time. After that, the receiver will report the associated Transmission Sequence Numbers (TSNs) to the sender via the subsequent SACK chunks so as to indicate which data chunk is corrupted. The fast retransmission is requested, if necessary, without shrinking the congestion window. For this purpose, this paper also suggests an extension of the SACK chunk format.
The core problem is that SCTP packets are often lost within the network due to failed link-layer (L2) CRCs, more often than at the end-node due to failed transport layer (L4) checksum. To let SCTP handle the corrupted packets with L4 checksum, two approaches can be considered. One is to disable the L2 CRC completely; the other is to set a 'skip flag' in each packet's header for L2 CRC mechanism to skip them. The former may take the risk for other transport protocols to deliver some garbage to the application (e.g. TCP, since TCP employs 16-bit 1's complement checksum which is relatively weaker than 32-bit CRC mechanism) and overload transport layer, the later needs a slight revision for L2 CRC mechanism to ignore the special packets with the 'skip flag'.
The rest of this paper is organized as follows. Section 2 describes the SCTP control chunks used to support the partial CRC checksum scheme, in which the formats of the INIT, INIT-ACK, and SCAK chunks are extended and a 'checksum' chunk is newly defined. Section 3 describes the error control mechanism based on the proposed partial checksum scheme. Section 4 shows the experimental simulation results for the proposed scheme using the ns-2 networks simulator. Finally, we conclude this paper in Sect. 5.
Extensions of SCTP Chunks for Partial CRC Checksum
The proposed partial CRC checksum scheme is purposed to enhance the throughput performance of SCTP over wireless channels by differentiating a corruption of an individual data chunk from a corruption of the entire SCTP segment. For this purpose, the CRC checksums of individual data chunks will be calculated, in addition to the entire checksum of the SCTP common header. To support the proposed scheme, we need to define a new 'checksum' control chunk. In addition, a new parameter option is defined and contained in the INIT and INIT-ACK chunks, and the SACK chunk format will also be extended.
Optional Parameter for INIT/INIT-ACK Chunks
To apply the proposed scheme, the two SCTP endpoints need to negotiate the use of the partial CRC checksum scheme. To do this, in the SCTP association establishment phase, the sender Table 1 lists all the optional parameters supported by the standard SCTP, together with a new parameter for the partial CRC checksum proposed in this paper. In the table, a new option parameter with the type value of '13' is assigned for the proposed partial CRC checksum scheme.
The new optional parameter will be contained in the INIT and INIT-ACK chunks for the proposed checksum scheme. For example, Fig. 1 shows the INIT or INIT-ACK chunk that contains the 'partial checksum' optional parameter. When both of the two SCTP endpoints support this option, the proposed scheme will be enabled in the end-to-end data transmission.
Checksum Chunk
Once the proposed scheme is enabled between the two endpoints, the SCTP sender will transmit the data packets to the receiver. Each data packet can include one or more data chunks depending on the channel condition, and the newly defined checksum chunk will contain the information on the partial CRC checksums for the packet's header and the respective data chunks contained in the SCTP data packet if multiple data chunks are carried.
In a data packet, the checksum chunk will be inserted with the chunk type of '15', next to the common header. Figure 2 illustrates the format of the proposed checksum chunk, which is designed based on the RFC2960 [1] . In the figure, each of the partial checksum items consists of the 4-byte checksum value field (e.g., CRC Checksum #1) and the 2-byte coverage length field (e.g., coverage length #1), which will be a total 6-byte in length. It is noted that the first partial checksum item is responsible for the checksum of a packet portion which covers from the beginning of the packet to the region indicated by the corresponding coverage length in byte.. Likewise, the second partial checksum is responsible for the checksum of the subsequent area of the packet which covers the associated coverage length (in byte) from the end of coverage area of the first partial checksum. Each of the partial CRC checksum items will be configured in this way.
It is noted that the first partial checksum of the checksum chunk is responsible for the header portion that typically consists of the SCTP common header, checksum chunk, other control chunks, if any, as well as the first data chunk's header. The checksum chunk of a segment with only a single data chunk will include a single partial checksum. On the other hand, in the case of the checksum chunk of a segment with multiple data chunks, the respective partial checksums of the individual data chunks will be additionally inserted. For example, the checksum chunk for a segment with a single data chunk will be a 10-byte chunk (4-byte chunk header plus a 6-byte partial checksum item), which is called 'base checksum chunk' in this paper, whereas the checksum chunk of the segment with two data chunks will be a 22-byte chunk, which corresponds to the 10-byte base checksum chunk plus the 12-byte additional checksum items for the two data chunks.
Extension of SACK Chunk
When the SCTP destination receives the data packet with the checksum chunk from the source, it will first check whether the entire packet is corrupted or not. If the overall checksum fails, the receiver will decide whether or not each of the individual data chunks is corrupted by referring to the checksum chunk. Then, the integral data chunks will be recovered (if any), whereas the corrupted ones shall be notified to the sender. For this purpose, the receiver will respond with the SACK chunk to the sender, which contains the information on the TSNs of the associated data chunks together with the associated timestamp. Figure 3 shows the format of the extended SACK chunk proposed in this paper. In the figure, the later part of the SACK chunk is added to the existing SACK chunk so as to indicate which data chunks are corrupted. In the figure, for each corrupted segment with a 'single' data chunk, an associated corruption item is constructed with a corrupted chunk's TSN as well as a corresponding timestamp (called 'explicit corruption item' in this paper), which is used to explicitly report a corrupted chunk to the sender. On the other hand, the corruption item for the corrupted segment with 'multiple' data chunks, which is called 'implicit corruption item' in this paper, can include one of the following two components: (1) the firstly corrupted data chunk's TSN in case that all the data chunks are corrupted; and (2) the successfully recovered (integral) data chunks' TSNs in case that some individual chunks are recovered (instead of the corrupted ones).
It is noted that on extraction of an implicit corruption item from a SACK chunk, the sender needs to infer which unacknowledged packet has included these chunks and to decide which data chunks need to be retransmitted. Technically, it is easy to identify the corrupted segment as well as the corrupted data chunks, since the sender has only to preserve the contents of all the outstanding packets until they are acknowledged.
Error and Congestion Control with CRC Partial Checksums
To apply the proposed scheme, the two SCTP endpoints shall negotiate each other to use the partial CRC scheme through the INIT and INIT-ACK chunks in the association establishment phase. Then, in the data transmission phase, the sender will transmit the data packets containing one or more data chunks, together with the corresponding checksum chunk proposed in this paper.
In this phase, the sender may adjust the number of data chunks contained in a data packet, depending on the measured packet's corruption rate. For example, when the packet corruption rate decreases down to a pre-configured lower threshold (e.g. 1%), the checksum chunk can not be used any more. Whereas if the packet corruption rate exceeds a pre-specified higher threshold (e.g. 10%), the proposed checksum chunk can be inserted into the packet with multiple data chunks. As stated in Sect. 2.2, the checksum chunk of a single data chunk's segment contains only one partial checksum which indicates whether the packet header is corrupted or not. On the other hand, for a multiple data chunks' segment, each respective data chunk has its own partial checksum, in addition to the first partial checksum for the packet's header.
It is noted that the SCTP sender needs to keep the mapping of the list of data chunks for each outstanding packet in order to identify the corrupted chunks based on the feedback SACK chunks from the receiver.
Detection of Corrupted Data Chunks by Receiver
On reception of an SCTP segment, the receiver will first verify the integrity of the entire SCTP segment by checking the overall checksum of the common header. In case that the segment is corrupted, the receiver will then verify each partial checksum in turn.
Once checking a partial checksum fails, if it is the first one, the receiver has to discard the whole segment since the header portion may contain some wrong information. On the other hand, if the first partial checksum is proven to be valid (i.e., the information of the packet header is valid), the subsequent partial checksums, if any, will be checked in sequence. For each of the subsequent partial checksums (only for the segment with multiple data chunks), if it is proven to be valid, the corresponding data chunk is available and thus recovered from the corrupted segment. The detailed packet processing procedure at the receiver is illustrated in Fig. 4. 
Generation of SACK Chunks by Receiver
After checking all of the partial checksums, the SCTP receiver will construct a responding SACK chunk immediately, in which the associated TSNs and timestamp will be contained, as shown in Fig. 3 .
In particular, if a single data chunk's segment is corrupted, an explicit corruption item will be appended. Otherwise, if the corrupted segment contains multiple data chunks, an implicit corruption item is needed. Herein, the timestamp indicates when the corruption is detected at the receiver side. Therefore, even for the same TSN, a renewed timestamp implies a new corruption event, and thus it requests another prompt retransmission. This allows the sender to retransmit the same chunk multiple times before the retransmission timer expires. By this, the sender can avoid the unwanted timeouts which might be problematic in the conventional SCTP.
Error Control by Sender
In the standard SCTP, both the lost and corrupted chunks will be retransmitted by the timer-based retransmission or the fast retransmission in the same way. In the proposed Fig. 4 Detection of corrupted data chunks in a data packet scheme, however, the corrupted chunk can be processed differently from the loss one, since the corruption itself indicates an explicit retransmission request.
By comparing the record of transmitted data packets with the corruption items enclosed in the feedback SACK chunk, the sender can easily infer whether or not a corruption item reports a new corruption event. In case of a new corruption event, the sender will retransmit the corrupted chunks immediately without deflating its congestion window. Figure 5 shows the processing of a SACK chunk by the sender. In the figure, when the sender receives a SACK chunk, it first checks whether there are any corruption items. If no, the sender processes it as normal. If any, the sender further determines whether the first item reports a new corruption event. If it does, then the sender records the corrupted TSNs and timestamp for performing the prompt retransmission. Otherwise, the sender simply ignores it and continues to check the next one.
With the help of the corruption items, the sender can adjust its chunk policy based on the measured packet corruption rate. For example, in the network with a higher corruption rate, the sender may contain multiple data chunks with the checksum chunk in the data packet, whereas in the network with a lower corruption rate the data packet may contain only a single data chunk without the checksum chunk. That is, the proposed scheme can be used optionally and selectively together with the standard SCTP. By this, the proposed scheme can significantly improve the throughput performance of SCTP over wireless network with a high BER. 
Simulation Results
We evaluate the proposed scheme using the ns-2 network simulator (version 2.30) [25] with a simple test topology, as shown in Fig. 6 , in which two endpoints communicate through a single path.
In the figure, we assume that the bottleneck wireless link has the bandwidth of 2 Mbps and the end-to-end transmission delay is 35 ms. In each experiment, we perform the file transfer application over 200 s and compare the goodput (Kbps) of the standard SCTP with that of the proposed scheme.
To emulate packet corruptions, we employ Gilbert model [26] over wireless link, which is modified to add a corruption flag in the corrupted packet's header, as shown in (Fig. 7) .
In the model, the two states of 'good' and 'bad' are expressed in terms of the average error rates α and β, transition probabilities p and q, and average 'good' period of t1 seconds and 'bad' period of t2 seconds. If the link is in a 'good' state at present, it will continue to stay in the 'good' state with probability p, or transfer to the 'bad' state with a probability 1-p at the next instance. In the Gilbert model, 'good' state means zero error probability. Also, if the link is in a 'bad' state at the current instance, then it will continue to stay in the 'bad' state with probability q, or transfer to the 'good' state with a probability 1-q at the next instance. When the link is in the 'bad' state, a SCTP segment experiences a packet corruption in the network with the probability β. Table 2 summarizes the parameter values used for the error model. To identify the corruption rate's thresholds as the criteria on whether or not to employ the checksum chunk option and on how many data chunks are contained in a data packet, we have first compared the standard SCTP with the proposed SCTP for the cases with 1, 2, 3, 4, and 5 data chunks per packet.
Notice that in the experiments the standard SCTP uses the fixed-size data chunk (1,468 bytes) and each packet carries only one data chunk. Thus every packet also has a fixed size of 1,500 bytes. Moreover, since the standard SCTP regards a corruption as a loss, all the corrupted packets are dropped by the receiver. Therefore, the packet drop rate is equal to β in the bad states for the standard SCTP.
On the contrary, the proposed scheme was evaluated with the variety of size of data chunks and packets. The detailed packet structure information is shown in Table 3 . Also, in order to emulate the scenarios where the bit errors occur in the header portion of SCTP packets, the packet drop rate in the bad state is set to the proportion of the header size over the packet size. The detailed packet drop rates are also given in Table 3 . Furthermore, in our simulation the number of the erased data chunks contained in a corrupted packet is randomly given.
The simulation results are shown in Fig. 8 . In the figure, the horizontal axis denotes the packet corruption rate ranged from 0% to 50% (that is β value in the bad state of From the figure we can see that the standard SCTP without using checksum chunk gives higher goodputs than the cases of employing checksum chunk, only when the packet corruption rate (β value) is smaller than 1.5% roughly. This is because when the packet corruption rate is smaller, the performance gain of the proposed scheme cannot make up the amount of the overhead incurred by the checksum chunk scheme. In addition, the proposed scheme tends to keep the congestion window far larger than the existing scheme by differentiating a corruption event from the loss event. This may sometimes incur the buffer blocking problem at the receiver side. On the other hand, beyond that point, the proposed scheme appears to provide better throughput than the existing scheme. Such performance gain is anticipated since the proposed scheme does not decrease its cwnd and can recover as much available payload from the corrupted packet as possible, whereas the standard SCTP interprets all the corruption events as the network congestion and blindly halves its cwnd repeatedly.
In the figure we can also see that too many data chunks (e.g., more than three) may result in some undesirable side effects: (1) overhead caused by too huge checksum chunk as well as too many data chunks' headers, (2) much serious receiving buffer blocking problem and (3) raised packet loss rate incurred by header corruption, which will waste the more available bandwidth and decrease the transmission efficiency. Simulation results show that it is desirable to carry 1 or 2 chunks per packet, depending on the packet corruption rates. In particular, when the corruption rate in the bad state (β value) is larger than 15%, the checksum chunk strategy with two data chunks outperforms the strategy with one data chunk.
From the results, we can obtain the following observations: (1) we can identify 0.01 as the lower corruption rate's threshold, below which it is better not to use the checksum chunk option; (2) the higher corruption rate's threshold seems to be 0.1, above which the proposed checksum chunk scheme with two data chunks is preferred; and (3) if the sender want to apply the checksum chunk with a single data chunk, then the estimated corruption ratio lies between the two thresholds. Figure 9 shows the simulation results in which we compare the goodput performance for different chunk policies. From the figure, we can see that the checksum chunk option with a flexible chunk policy outperforms the other approaches with a fixed number of data chunks. This is because the proposed scheme with a flexible chunk policy can overcome the potential problems of the checksum chunk scheme, as described above.
Conclusions
In this paper, we propose a partial CRC checksum chunk with flexible chunk policy to enhance the SCTP throughput performance under wireless environments. From the simulation results, we can see that the proposed checksum chunk could provide a significant throughput performance gain over the standard SCTP when the packet corruption rate is larger than 1%.
It is noted that the performance gain of the proposed scheme comes from the following features. First, the proposed scheme can recover the available data chunks from the corrupted packet and can deliver available in-order data to the upper layer so as to reduce the retransmission amount as much as possible. Second, by checking the corrupted TSN as well as corresponding timestamp enclosed in the responding SACK chunk, the proposed scheme can exploit a robust retransmission policy to avoid the unwanted timeouts. Third, the proposed scheme can distinguish the chunk corruptions from the chunk losses by using additional checksum chunk. Hence, it can avoid unnecessary deflation of the congestion window in the face of packet corruption.
