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1.1 Two-Dimensional exciton fine structure
The spin properties of excitons in nanostructures are determined by their fine
structure. Before analysing the exciton spin dynamics, we give first a brief
description of the exciton states in quantum wells. We will mainly focus in
this review on GaAs or InGaAs quantum well which are model systems. For
more details, the reader is referred to the reviews in ref. [1, 2]. As in bulk
material, exciton states in II-VI and III-V quantum wells (QW) correspond
to bound states between valence band holes and conduction band electrons.
As will be seen later, exciton states are shallow two-particle states rather close
to the nanostructure gap, i.e. their spatial extension is relatively large with
respect to the crystal lattice, so that the envelope function approximation can
be used to describe these states.
The problem of exciton states in bulk crystals or nanostructures is in fact
a N−electron problem, in which we seek for the stationary states of a crystal
where one electron has been removed from the valence states and set in the
conduction band, thus leaving N − 1 valence band electrons. Due to electron
indiscernability, the latter states should be antisymmetrized. At this point it is
more convenient to use the electron-hole pair states basis, ψs,ke(re)ψ
h
m,kh
(rh)
where ψs,ke(re) =
1√
V
eike.reus,ke(re) is a conduction Bloch function (V being
the crystal volume), and ψhm,kh(rh) =
1√
V
eikh.rhum,kh(rh) is the hole function
obtained by applying the time reversal operator Kˆ to a corresponding electron
valence state ψmv ,kv(r). This description offers the advantage to give the
possibility to solve the exciton problem as a two-body problem. This is done
usually in two steps: first treat the Hartree type problem between a conduction
electron and a hole with direct Coulomb attractive potential, thus yielding the
so-called ”mechanical” exciton, then solve by perturbation the corrections
due to electron-hole exchange terms. Note these terms appear due to the non
vanishing coulomb exchange terms arising between the conduction electron
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and the remaining N − 1 valence band electrons. A description of the exciton
fine structure in bulk semiconductors can be found in [3].
In quantum wells structures, as in bulk material, a conduction electron
and a valence hole can bind into an exciton, due to the coulomb attraction.
However, the exciton states are strongly modified due to confinement of the
carriers in one direction. As we have seen, this confinement leads to the quan-
tization the single electron and hole states into subbands [1, 73], and to the
splitting of the heavy- and light-hole band states. The description of excitons is
obtained, through the envelope function approach, and the fine exciton struc-
ture is then deduced by a perturbation calculation performed on the bound
electron-hole states without electron-hole exchange. However, this approach
becomes then more complex in the context of two dimensional structures, and
is summarized in Appendix I. The full electron-hole wave function can finally
be approximated by:
Ψα(re, rh) = χc,νe(ze)χj,νh(zh)
eiK⊥.R⊥√
A
φ2Dj,nl(r⊥)us(re)umh(rh) (1.1)
where, α represents the full set of quantum indexes characterizing the exciton
quantum state, e.g. explicitly: |α 〉 = |s,mh; νe, νh,K⊥, j, n, l 〉. Here χe(z)
and χjh(z) are the single particle envelope functions describing the electron,
heavy-hole (j=h) or light hole (j = l) motion along the Oz growth axis, R⊥ is
the exciton center of mass position, A is the quantum well quantization area
and φ2Djnl(r⊥) characterizes the electron-hole relative motion in the QW plane.
This is in fact the function basis we shall take to formulate the electron-hole
exchange in a QW exciton.
The principle of the calculation relies on the evaluation of the direct and
exchange integrals:
Dβ,α =
∫
structure
Ψ∗β(re, rh)
e2
ǫb |re − rh|Ψα(re, rh) (1.2a)
−Eβ,α = −
∫
structure
Ψ∗β(re, rh)
e2
ǫb |re − rh|Ψα(rh, re) (1.2b)
In the calculations of integrals (1.2), two contributions appear: a short range
one, which corresponds to the case where the electron and the hole are in the
same Wigner cell Ω in the structure, and a long range one, which corresponds
to the case where they are not. In the latter contribution, only the exchange
integral has to be taken into account, since the direct long range Coulomb
interaction has already been considered in the equations of the 2D mechan-
ical exciton (AI.2). Such integrals have been computed in ref. [4]. It turns
out that, in narrow QWs, they are much smaller than the heavy-/light-hole
splitting ∆hl, as well as the one between the different single particle subband
states νe(h), and finally the 1s/2s exciton splitting. Then the first order per-
turbation theory, applied to the degenerated exciton states associated with
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a given subband pair, allows us to evaluate the corrections brought by (1.2)
perturbation.
1.1.1 Short-range electron-hole exchange
For the ground state of the heavy-hole exciton (XH), the short range pertur-
bation matrix is :
H2D(SR) = D2D(SR) − E2D(SR) (1.3)
It turns out that H2D(SR) is proportional to
∣∣∣φ2Dhh,1s(r = 0)∣∣∣2 Ihh, where
Ihh =
∫ +∞
−∞ |χe,1(z)|2 |χh,1(z)|2 dz, a measure of the probability for the elec-
tron and the hole to be at the same position in the QW, times the differ-
ence between direct and exchange Coulomb terms built with Bloch state
products |s,mh〉. It is convenient to evaluate (1.3) with respect to the 3D
case. Then, the short range exchange is given, in the spherical approximation
and within an inessential energy constant, by: H3D(SR) = 12∆0Je.Se, where
∆0 = Ω
∣∣φ3D1s (r = 0)∣∣2 is the 3D short range exchange splitting (in crystals
of Td symmetry, an additional term ∆2
∑
λ=x,y,z Se,λJ
3
h,λ introduces a small
splitting in the J = 2 exciton states, which will be neglected here, see Pikus
et al. in [3]), and φ3D1s is the 3D exciton hydrogenic 1s function.
In 2D systems, due to the splitting ∆lh between heavy-hole and light-
hole excitons (labeled XH and XL respectively), it is possible to use the
restriction of H2D(SR) to the XH subspace. The XH basis basis states are
labeled according to their projection to the quantization axis Oz (the struc-
ture growth axis), according to |M〉 = |se + jh〉 (se = ±1/2, jh = ±3/2), so
that BXH = {|+2〉 , |+1〉 , |−1〉 , |−2〉}. The short-range interaction now takes
the form:
H
2D(SR)
hh = δK⊥,K′⊥
3
4
∆0
∣∣∣φ2Dh,1s(0)∣∣∣2∣∣φ3D1s (0)∣∣2 Ihh


0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0


= −δK⊥,K′⊥
2
3
∆2D0 JzSz + cst. (1.4)
where the short-range 2D splitting is given by ∆2D0 =
3
4∆0
|φ2Dh,1s(0)|2
|φ3Dh,1s(0)|2 Ihh.
Expressions (1.4) show that: (i) only excitons with the same center of mass
wave-vectorK⊥ can interact, (ii) the short range exchange correction ∆2D0 is
independent ofK⊥. In an infinite QW, the overlap integral is Ihh = 3/(2LW )
where LW is the QW width, so that : ∆
2D
0 ≈ 916∆0
(
E2DB
E3D
B
)2
a3DB
LW
, showing
that when the quantum well width decreases, the 2D short range exchange
increases first, as is clear from figure I.1 of Appendix I. This corresponds to the
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Fig. 1.1. (a) Short range exchange splitting of exciton states in direct gap
zinc-blende crystals (Td symmetry), and of heavy hole excitons in D2d or C2v
GaAs/AlGaAs [001] heterostructures. (b) Long range electron-hole exchange (non-
analytic contribution) in crystals of Td symmetry, and e1−hh1 ground state heavy-
hole exciton in D2d heterostructures (the splittings between the dark states - the
J = 2 excitons - can be neglected in most experimental situations). The notations
of the representation Γi are those of Koster tables [5].
trend observed experimentally (see later, fig. 1.17). To conclude on short-range
exchange, in terms of effective Hamiltonian, describing the heavy-hole doublet
by a pseudo-spin (|3/2,∓3/2〉 ≡ |1/2,±1/2 〉h) and using Pauli matrixes σe,i
and σh,i (i = x, y, z) for electrons and holes, the most general form for type I
QW of D2d symmetry is [1]:
H
2D(SR)
hh =
∆0
2
σe,zσh,z +
∆2
4
(σe,xσh,x + σe,yσh,y) (1.5)
where the small ∆2 term splits the J = 2 heavy-hole exciton states. In some
QW structures, the confinement potential of electrons and holes does not occur
in the same layer. For instance for GaAs/AlAs structures with sufficiently
narrow GaAs layer, the holes are still confined in the GaAs layer, while the
electrons are in the AlAs layer (the so-called type II quantum wells). The
type II excitons (see Appendix I.2) are much more sensitive to the interface
symmetry on which they are localized than type I excitons. Such interface has
usually C2v symmetry. The short range exchange is thus modified accordingly.
One obtains for H2D(SR) for type II QW [1]:
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H
2D(SR)
hh =
∆0
2
σe,zσh,z
+
∆1
4
(σe,xσh,y + σe,yσh,x) +
∆2
4
(σe,xσh,x + σe,yσh,y) (1.6)
where an additional ∆1 term, often called anisotropic exchange, couples the
optically active (J = 1) exciton states (belonging to Γ5 representation of
D2d in Koster notations [5]), but not the Γ5 to the Γ1 nor to the Γ2 states
(of D2d) ones. The optically active doublet (in D2d) is thus split into two
linear exciton states which dipoles are aligned along the [1,1,0] and the [1,-1,0]
crystallographic directions. The figure 1(a) shows the evolution of the short
range splitting when the symmetry of the semiconductor is lowered from Td
to D2d and then to C2v.
1.1.2 Long-range electron-hole exchange
In bulk material, it can be shown that, for KG << π/a (a being the lat-
tice parameter, and KG the exciton center of mass wavevector), long-range
exchange can be approximated by the operator with general matrix elements:
−Eβ,α = δKG,K′G
4πe2
ǫb
[
3
(
KG.rβ,∅
) (
r∅,α.KG
)
K2G
− rβ,∅.r∅,α
]
(1.7)
where: |α〉 ≡ |s,mh, n, l,m〉 and |β〉 ≡ |s′,m′h, n′, l′,m′〉 are exciton states
(n,l,m indexes correspond to the 3D hydrogenic functions), |∅〉 is the crystal
ground state (without excitons); rα,∅ ≡ 〈α| rˆ |∅〉=
`
φ3Dn,l,m(r = 0)
´∗ D
s
˛˛
˛rˆKˆ
˛˛
˛mh
E
is the dipole operator between the crystal ground state and the exciton state
|α〉, and Kˆ is the time reversal operator. Expressions (1.7) show that : (i)
only excitons with the same center of mass wave-vectorKG can interact with
long-range exchange. (ii) the latter contains two contributions: the first one
is the so-called non-analytic part, since its value changes depending on the
wayKG goes to zero. It is responsible for the longitudinal-transverse splitting
of excitons ∆LT . The second one is analytical, and is usually dropped. (iii)
the matrix elements Eβ,α are non zero only between optically active states.
As the angular momentum of valence states are L = 1, only |n, 0, 0〉 states
contribute to the non-analytic contribution to exchange. In cubic crystal, the
energy of the longitudinal transverse splitting is given, for the ground-state
Γ6 × Γ ∗8 exciton by [1] :
∆3DLT =
16πe2
3ǫb
~
2P 2
E2g
∣∣φ3D1s (0)∣∣2 (1.8)
where P ≡ 〈iS |pˆz|Z〉 /m0 is the usual Kane parameter. For GaAs ∆LT ≈
0.1meV [6].
In quantum wells structure, the calculation can be found in ref. [4]. For
the lowest heavy-hole excitons, it leads, in the heavy-hole exciton basis BXH ,
to :
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H
2D(LR)
hh = δK⊥,K′⊥
1
2
∆2DLT (K⊥)


0 0 0 0
0 1 −e−2iϕ 0
0 −e+2iϕ 1 0
0 0 0 0

 (1.9)
where ϕ = ϕ (K⊥) is the angle between K⊥ and the Ox axis,
∆2DLT (K⊥) =
3
8
∆3DLT
∣∣∣φ2Dh,1s(0)∣∣∣2∣∣φ3D1s (0)∣∣2 K⊥I0(K⊥) (1.10)
and I0 is a form factor, given by :
I0 =
∫ +∞
−∞ χe,1(z)χh,1(z)dz
∫ +∞
−∞ χe,1(z
′)χh,1(z′)dz′e−K⊥|z−z
′| (the QW func-
tions χe,ν(z) and χh,ν′(z) are supposed as real here). For K⊥ << π/LW ,
one can approximate e−K⊥|z−z′| ≈ 1, and I0 ≈ |〈χe,1 | χh,1〉|2, i.e. it re-
duces to the overlap of the electron and hole functions (in the infinite bar-
rier model, I0 = 1). Finally, we obtain the approximation: ∆
2D
LT (K⊥) ≈
3
16
∆3DLT |〈χe,1 |χh,1 〉|2
“
E2DB
E3D
B
”2
a3DB K⊥. Contrary to the 3D case (see fig.1b), the
2D longitudinal transverse splitting is zero for K⊥ = 0, and increases linearly
with K⊥. For instance, if a3DB K⊥ ≈ 0.1, one can estimate ∆2DLT ≈ 40µeV typ-
ically for GaAs/AlGaAs QWs of 2D character. Similarly to the short range
exchange ∆2D0 , the long-range splitting ∆
2D
LT increases when the confinement
increases (i.e. when the well width decreases). As we shall see in section 1.3.4,
the long-range exchange interaction is at the origin of an important spin re-
laxation channel for excitons in type I quantum wells.
1.1.3 Exciton in magnetic field
It can be shown from the envelope function approach [1] that the hamiltonian
describing the exciton splitting in an external magnetic field B = (B⊥, Bz)
for a structure of D2d symmetry can be written as:
HB = He,B +Hh,B
He,B = µB
(
ge,‖BzSˆz + ge,⊥B⊥.Sˆ⊥
)
Hh,B = µBg0
(
κB.Jˆ + q
∑
α=x,y,z
BαJˆ
3
α
)
(1.11)
where µB is the Bohr magneton, g0 the free electron g-factor, and Sˆ =
(Sˆ⊥, Sˆz) and Jˆ = ( Jˆx, Jˆy, Jˆz ) are the electron and hole spin and angular
momentum operators respectively. The effective constants κ and q may differ
from the one of free holes [1]. Generally, one have q << 1. The electron g-
factor is anisotropic (ge,⊥, ge,‖) due to the confinement along the growth axis
Oz of the QW which splits the heavy and light hole.
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In longitudinal magnetic field, for heavy-hole exciton, the matrix of HB ,
in the basis B′XH = {|+1〉 , |−1〉 , |+2〉 , |−2〉}, becomes :
HB,‖ = ~
2


ω− 0 0 0
0 −ω− 0 0
0 0 ω+ 0
0 0 0 −ω+

 (1.12)
with: ~ω± = 2µBBz
[
3
2
(
κ+ 94q
)
g0 ± 12ge,‖
] ≡ µBBz (−gh,‖ ± ge,‖) /2, which
allows us to define the exciton longitudinal g-factor gJexc,‖. This hamiltonian
thus only splits the J = 1 and J = 2 heavy-hole exciton states. In order to
analyse the exciton spectra under longitudinal magnetic field in magneto-
optics experiments, one has to add the short-range exchange hamiltonian
H
2D(SR)
hh , as will be shown later in section section 1.4.1.
In transverse magnetic field, the matrix of HB takes now the form, in the
same basis:
HB,⊥ = ~
2


0 0 δe,B δh,B
0 0 δ∗h,B δ
∗
e,B
δ∗e,B δh,B 0 0
δ∗h,B δe,B 0 0

 (1.13)
with δe,B = ge,⊥µB
Bx+iBy√
2
and δh,B =
3
2g0qµB
Bx+iBy√
2
. The form (1.13) with
q = 0 will be used together with H
2D(SR)
hh in section 1.4.2 to analyse exciton
quantum beats, initially prepared in |+1〉 state by optical pumping.
1.2 Optical orientation of exciton spin in Quantum Wells
Thanks to the development of stable ultrafast laser sources at the end of the
1980’s, it has been possible to monitor directly in the time domain the carrier
spin dynamics in semiconductors [7, 8]. Time-resolved polarization absorp-
tion measurements based on pump-probe techniques or time-resolved polar-
ized photoluminescence (PL) experiments were extensively used to measure
the spin relaxation of excitons in semiconductor quantum wells [9–11]. These
time-resolved techniques are very complementary tools to the well established
measurements methods based on cw photoluminescence spectroscopy or Hanle
type experiments [3,12]. The measurement of the circular polarization dynam-
ics of the exciton luminescence after a circularly polarized (σ+) pulsed laser
excitation allows one to measure both (i) the spin polarization of the exciton
just after the δ-like optical pump and compare it with the theoretical value
given by the optical selection rules (see Appendix AI.3) and the band struc-
ture and (ii) the decay time of the exciton spin polarization, which allows one
to deduce the dominant spin relaxation mechanism.
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Fig. 1.2. Intensities I+ and I− and polarization P = (I+−I−)/(I++I−) of exciton
luminescence as a function of time following picosecond excitation at the exciton
energy. I+(I−) corresponds to the intensity of σ+ emission for σ+(σ−) excitation [9]
Figure 1.2 displays for a 8nm GaAs/AlGaAs Multiple Quantum Well
(MQW) the time evolution of I+ and I− for resonant excitation of the heavy-
hole exciton XH (I+ and I− correspond to the right circularly polarized (σ+)
luminescence component following a right (σ+) or left (σ−) circularly po-
larized picosecond laser excitation respectively). Since only the heavy-hole
exciton is excited (the spectral width of the laser pulse is much smaller than
the heavy-light hole splitting), the initial polarization PL(t = 0) of the exciton
luminescence is very large : PL(0) ≈ 70% (the time-resolution of the streak
camera used here as a detector is about 10ps). The circular polarization in
figure 1.2 decays with a time constant of ≈ 50ps. The link between this decay
time and the spin relaxation of exciton is not straightforward since several
spin relaxation channels can occur simultaneously [13, 14]. This will be dis-
cussed in detail in section 1.3. Figure 1.3 presents the variation of the initial
polarization PL(0) of the exciton luminescence as a function of the picosec-
ond laser excitation energy in a compressively strained InGaAs/GaAs MQW
(LW = 7nm) [13]. When the incident photon energy is larger than the QW
gap but smaller than the light-hole exciton transition (involving the E1 and
LH1 sub-bands), the initial polarization PL(0) is as high as 95% (the time-
resolution of the up-conversion time-resolved photoluminescence spectroscopy
technique used here is about 1ps). This very high PL(0) value proves that the
initial carrier thermalization process which occurs on a few hundreds of fem-
tosecond time scale, leads to very minor carrier depolarization (at least for
the conduction electrons under non resonant excitation). The calculated ini-
tial polarization for valence to conduction band transitions using the envelop
function formalism and the effective Luttinger Hamiltonian is also plotted in
figure 1.3 (full line) [15]. The variation of PL(0) versus the excitation energy
is the result of valence band mixing. The mismatch around the (E1 − LH1)
excitation energy between the experiment and the calculation is just due to
the fact that the latter does not take into account the absorption increase
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Fig. 1.3. Photoluminescence Excitation (PLE) spectrum under cw stationnary ex-
citation. The initial polarization degree PL(t = 0) in dynamical experiments of the
heavy-hole exciton luminescence as a function of the laser excitation energy is also
displayed; (✷): experimental data ; solid line: calculated values. T = 1.7K [13].
due to bound light-hole exciton state (XL) [16, 17]. As a fact, the XL os-
cillator strength may become stronger than the one of unbound E1 − HH1
electron-hole pair states at the same energy (see Appendix I.3). For a strictly
resonant excitation of the light-hole exciton photoluminescence, the heavy
hole exciton luminescence polarization can indeed be negative (opposite to
the helicity of the excitation laser polarization), see the curve (3) in figure 1.4
for a LW = 4nm GaAs/AlGaAs multiple quantum well structure [16, 18].
1.3 Exciton spin dynamics in Quantum Wells
Exciton luminescence polarization studies in semiconductor QW have revealed
the coexistence of two main mechanisms of exciton spin relaxation : the direct
relaxation with simultaneous electron and hole spin flip due to the electron-
hole exchange interaction [4] and an indirect one with sequential spin flips of
the single particles (electron or hole), see the inset of figure 1.4. The rate of
exciton spin relaxation in this indirect channel is limited by the slower single
particle spin-flip rate, which is typically the electron one [19]. The relative
efficiency of these mechanisms depends on the excitation conditions which
can be resonant (the energy of the polarized excitation photons is equal to
the exciton energy) or non-resonant (the photon excitation energy is typically
above the QW gap energy E1−HH1). In the latter, the exciton spin dynamics
is influenced by the exciton formation process [20].
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Fig. 1.4. Circular polarization dynamics of the heavy-hole exciton XH luminescence
following a (σ+)-polarized picosecond laser pulse. Four excitation energies : (1) hν =
XH + 10meV ; (2) hν = XH + 22meV ; (3) hν = XH + 32meV , resonant with
the light-hole exciton energy XL ; (4) hν = XH + 74meV [18]. Inset : Schematic
diagram of the different exciton spin relaxation processes; τexc, τe and τh represent
the exciton, electron and hole spin relaxation time respectively (see text).
1.3.1 Exciton formation in Quantum Wells
In bulk semiconductors, two exciton formation processes are usually consid-
ered: straight hot exciton photogeneration, with the simultaneous emission of
an LO phonon, in which the constitutive electron-hole pair is geminate; or bi-
molecular exciton formation which consists of the random binding of electrons
and holes under the Coulomb interaction.
The analysis of the initial polarization PL(t = 0) of the exciton lu-
minescence in time-resolved optical orientation experiments performed in
GaAs/AlGaAs or InGaAs/GaAs QWs reveals precious information about this
exciton formation process [20]. The idea is to measure the initial PL polariza-
tion PL(0) using an elliptically polarized laser beam, characterized by its de-
gree of circular polarization defined as PE = (Σ
+−Σ−)/(Σ++Σ−) where Σ+
and Σ− represents the intensities of the right and left circularly-polarized op-
tical excitation components. Figure 1.5 presents the experimental PL circular
polarization degree PL(0) versus PE for non-resonant and resonant excitation
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Fig. 1.5. (a) Initial circular polarization degree of the exciton photoluminescence
PL(t=0) versus the excitation light polarization degree PE of the picosecond laser
pulse in a LW = 7nm In0.2Ga0.8As/GaAs multiple quantum well. The symbols rep-
resent the measured values for (✷) quasi-resonant excitation : hν = XH+4meV ; (∗)
non-resonant excitation : hν = XH+34meV . The continuous lines are, respectively,
the calculated PL(0) values for a geminate and non-geminate (bimolecular) forma-
tion process. (b) Similar analysis on a GaAs/Al0.3Ga0.7AsMQW (LW = 4nm) ; (✷):
resonant excitation, hν = XH ; (∗): non-resonant excitation, hν = XH+15meV [20]
conditions. The measurements are performed in a LW = 7nm InGaAs/GaAs
multiple quantum well structure. The striking feature is that for non-resonant
excitation (hν = XH + 34meV < XL, where XH is the heavy-hole exci-
ton energy and XL the light-hole one), the initial PL polarization degree is
higher than the excitation light polarization. In contrast, in resonant excita-
tion (hν ≈ XH), below the QW gap, the behaviour is completely different:
within the experimental accuracy the initial PL polarization is equal to the
excitation light polarization, whatever the PE value is [20].
In resonant excitation conditions, the excitons are formed from geminate
pairs which keep their initial spin orientation; the initial PL polarization is
thus :
PL(0) = PE (1.14)
in agreement with the experimental results in figure 1.5.
In non-resonant excitation conditions (above the QW gap), the polarized
excitation pulse creates electron-hole pairs with a total spin M = +1 and
M = −1. The proportions are (1 + PE)/2 and (1− PE)/2 respectively. If the
excitons are formed from spin-unrelaxed non-geminate pairs by a bimolecular
formation process the initial excitonic populations on optically active and
inactive spin states , |±1〉 and |±2〉, are respectively : N±1 ∝ (1±PE)2/4 and
N±2 ∝ (1− P 2E)/4 .
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The coherence effects are neglected here since the electron and hole angular
momenta are now uncorrelated. The initial polarization is then given by :
PL(0) =
2PE
1 + P 2E
≥ PE (1.15)
an expression which shows that PL(0) is strictly higher than the polarization of
the excitation light when 0 < PE < 1. This is due to the fact that the electron
|−1/2〉 states are more populated than the |+1/2〉 ones, and have a higher
probability to bind to a |+3/2〉 hole than a |−3/2〉 one. Expression (1.15) is
strictly independent both of the initially created electron-hole pair density and
the value of the bimolecular formation coefficient [21–24]. Equations (1.14)
and (1.15) are plotted in figure 1.4; the full and dotted lines correspond,
respectively, to the geminate and non-geminate exciton formation process.
The comparison of the calculated and experimental polarization leads to the
conclusion that following non-resonant excitation most of the excitons are
formed by the bimolecular process.
1.3.2 Exciton-bound hole spin relaxation
In contrast to bulk materials in which the hole spin relaxation time is very
fast (≤ 1ps, characteristic time of the wavector relaxation time) [3, 25], the
lifting of the degeneracy in k = 0 between the heavy hole and light hole
sub-bands in quantum wells yields a decrease of the valence band mixing
and hence an increase of the hole spin relaxation time [26–30]. The exciton
spin dynamics can thus be strongly affected by the hole single particle spin
relaxation time, which occurs on the same time-scale as the direct exciton spin
relaxation which connects the two optically active |+1〉 and |−1〉 exciton states
(see section 1.3.4) [4]. However the exciton-bound hole spin relaxation time
is usually shorter than the free hole spin relaxation in QW since the exciton
is composed of holes states with wavectors ranging up to a2DB typically, and
thus characterized by a significant valence band mixing.
Two experimental techniques have been used to measure directly the hole
spin relaxation time (τh) within the 2D exciton [20, 31].
a) Measurement of the hole spin relaxation time by monitoring
the total luminescence intensity dynamics
This technique exploits the exciton bimocular formation process in the non-
resonant excitation conditions. As shown in 1.3.1, the exciton bimolecular
formation process yields an initial population of the exciton in the optically
inactive states |±2〉 with a proportion (1− P 2E)/2.
Let us consider two different excitation conditions : first, a 100% circu-
larly σ+ light excitation; second a linearly polarized σx light excitation. In
each case, the total luminescence intensity Iσ+ and Iσx are recorded. These
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Fig. 1.6. (a) Time evolution of the ratio R(t) = Iσ+(t)/Iσx(t) where Iσ+(t) and
Iσx(t) are the total luminescence intensity following a (σ
+) circularly-polarized
or (σx) linearly-polarized excitation pulse in a LW = 7nm In0.2Ga0.8As/GaAs
multiple quantum well. The solid line is an exponential fit of R(t) according to
R(t) = 2e−t/τh , with τh = 5.5ps. (b) Same measurements for a GaAs/Al0.3Ga0.7As
MQW (LW = 4nm) [30]. The experiment is performed at 1.7 K
two measurement are performed at the same excitation energy (above the
QW gap) and for the same excitation intensity. The ratio R(t) = Iσ+/Iσx
is presented in figure 1.6 for the QW structures already presented in figure
1.5. When the excitation is linearly polarized (PE = 0), the excitonic pop-
ulation is initially equi-distributed over the four states. Consequently, only
half of the excitons are initially active and this does not change with time,
since this distribution corresponds to the thermal equilibrium of the electronic
excitations.
When the excitation is 100% circular (PE = 1), only |+1〉 states are ini-
tially populated so that all the excitons are optically active at t = 0. Conse-
quently R(0) = 2. The system will then tend to equalize the optically active
and optically inactive excitonic population, due to the electron and hole single
particle spin relaxation, so one expects a rapid decrease of R(t) towards 1. The
exciton spin-flip, governed by the exchange interaction between the electron
and the hole (see section 1.3.4), which changes the |+1〉 excitons into |−1〉 and
vice-versa, is strictly inoperative in the time evolution of R(t) which decays
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according to R(t) = 2e−t(1/τh+1/τe). As the single particle exciton bound elec-
tron spin relaxation time is longer than the exciton bound hole spin relaxation
time (as can be inferred later from section 1.3.3), the evolution ofR(t) in figure
1.6 reflects directly the hole spin relaxation time. The fit of the experimental
curves yields a hole spin relaxation time of τh = 5.5ps and τh = 2.5ps in the
InGaAs/GaAs and GaAs/AlGaAs QW structures presented. The advantage
of this method is the direct measurement of τh in the exciton, independently
of the determination of the exciton spin relaxation time. Moreover, it does
not require the modelling of the exciton energy relaxation and the effective
radiative recombination processes as they are identical for the two Iσ+ and Iσx
recordings. As expected in resonant excitation conditions (geminate formation
of excitons), R(t) does not depend on time and equals 1 as expected [20].
The energy dependence of the hole spin relaxation time has been studied
by Baylac et al. with this technique [30]. These authors found an hole spin
relaxation time of τh ≈ 15ps for an excitation energy near the InGaAs/GaAs
QW gap Eg, dropping down to τh ≈ 6ps for hν > Eg+8meV as a consequence
of the valence band mixing and the increasing of the electron-hole temperature
with the increase of the excitation energy.
b) Measurement of the hole spin relaxation with a two-photon
excitation process
A different experiment allows direct measurement of the conversion rate of
J = 2 to J = 1 excitons in GaAs Quantum Wells due to hole single parti-
cle spin relaxation [31]. The experiment is basically as follows. First, J = 2
excitons are created via two-photon infrared excitation, using an Optical Para-
metric Oscillator (OPO). Following the generation of the excitons, the single-
photon recombination luminescence (≈visible or near infrared) from the J = 1
excitons is detected with a streak camera, which is completely insensitive in
the infrared. Since the streak camera does not respond to the infrared exciting
laser light, the J = 2 excitons can be created by resonant excitation and ob-
served immediately thereafter (after the conversion to J = 1 states), without
unwanted background from the laser light. This experiment relies on the fact
that just as single photon emission from J = 2 states is forbidden, two-photon
absorption by J=1 excitons is forbidden but two-photon absorption by J = 2
excitons is allowed. The lower curve of Fig. 1.7 shows as a function of time
the XH (J=1) exciton luminescence at 730nm, from a 3nm quantum well at
2K, excited by circularly polarized OPO light i.e. following two-photon ex-
citation of the 1s heavy-hole resonance. The rise time of the luminescence
intensity after the two-photon excitation is mainly governed by the hole spin
relaxation time τh (which is shorter than the single particle electron spin re-
laxation time [19], see 1.3.3). On the basis of simple rate equations for the
J = 1 and J = 2 exciton states, Snoke et al. concluded that the time scale for
the hole spin-flip process in a narrow (LW = 3nm) GaAs QW is of the order
of 60ps [31], which corresponds here to resonantly created XH excitons.
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Fig. 1.7. Lower curve : Luminescence intensity dynamics of the heavy-hole exciton
J = 1 in a LW = 3nm GaAs/AlGaAs QW, following the generation in the J = 2
spin state by a 100fs circularly polarized laser pulse at 1471nm. Upper curve :
Luminescence intensity dynamics of the heavy-hole exciton J = 1 in the same QW,
following the generation in the J = 1 spin state by a 730nm laser pulse (the relative
intensity scales of the two curves are arbitrary) [31].
1.3.3 Exciton-bound electron spin relaxation
The exciton-bound electron spin relaxation has been calculated by E. A. de
Andrada e Silva and G. C. La Rocca taking into account the conduction band
splitting due to the spin orbit interaction [19]. They have shown that the
off-diagonal matrix element between optical active and inactive exciton states
that differ only with regard to the electron spin direction can be represented by
an effective magnetic field that changes randomly as the exciton is elastically
scattered and relaxes its spin. The exchange splitting ∆0 between the optical
active and inactive states acts as a constant external magnetic field, reducing
the electron spin relaxation rate. The estimated rate of the bound electron
spin flip agrees well with values obtained from fitting the experimental data
(see 1.3.4) [13, 14].
This spin relaxation rate We = 1/2τe writes [19] :
We =
4α2K2
~
τ∗
1 + (∆0τ∗/~)2
(1.16)
where τ∗ is the exciton elastic momentum scattering time, ∆0 is the exchange
splitting between the optical active and inactive exciton states, K is the exci-
ton wave vector and α a constant depending on spin-orbit interaction in the
conduction band.
This means that the exciton-bound electron spin dynamics presents a mo-
tional narrowing type of relaxation analogous to the D’Yakonov-Perel free-
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Fig. 1.8. Well width variation of the exciton-bound electron spin relaxation time
τe for different values of the elastic momentum scattering time τ
∗ in GaAs/AlGaAs
quantum wells [19].
electron spin relaxation [32, 33]. Figure (1.8) displays the well-width depen-
dence of this exciton-bound electron spin relaxation τe for different values of
the elastic momentum scattering τ∗ in GaAs/AlGaAs QW. The spin relax-
ation time increases with the well width due to the corresponding decrease
in the average spin-orbit splitting in the conduction band that the bound
electron feels.
Except in the narrow well limit, we observe the usual motional narrowing
behaviour with the exciton-bound spin-relaxation time roughly inversely pro-
portional to the momentum scattering time. Experimental investigations of
the exciton-spin dynamics in high-quality GaAs/AlxGa1−xAs multiple quan-
tum wells (x = 0.3 and LW = 15nm) have determined through detailed
fitting procedures that the exciton-bound electron-spin relaxation rate lays
in the range 3 × 108s−1 < We < 3 × 109s−1 [13, 14], in agreement with the
calculated values plotted in figure 1.8.
1.3.4 Exciton spin relaxation mechanism
a) The MAS mechanism
The main exciton spin depolarization mechanism in QW occurs via the ex-
change Coulomb interaction between the electron and the hole. The the-
ory of this mechanism has been developed by M. Z. Maille, E. A. de An-
drada e Silva and L. J. Sham (MAS process) [4]. The restriction of the
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heavy-hole exciton long-range exchange (equation 1.9) to the J = 1 doublet
(|±3/2,∓1/2〉 ≡ |±1/2〉exc) allows us to describe its spin dynamics using the
pseudo-spin formalism. From equation 1.9, the restriction of H
2D(LR)
hh takes
the form: H˜
2D(LR)
hh = ∆
2D
LT /2 +ΩLT (K⊥).Sˆex, where Sˆex = (~/2)(σx, σy , σz)
is the XH exciton pseudo-spin, and ΩLT (K⊥) = −∆2DLT/(2~)(cos2ϕ, sin2ϕ, 0)
is a precession vector. Letting Sex =< Sˆex > be the average exciton pseudo-
spin, its time evolution is given by: dSex/dt = ΩLT (K⊥)× Sex. The process
may then be viewed as due to exciton spin precession in a fluctuating effective-
magnetic field located in the well interface plane. The magnitude and direction
of this field depends on the centre of mass momentum K⊥, and vanishes for
K⊥ = 0 states. Its correlation time corresponds to the exciton momentum
scattering time τ∗. The scattering of the centre of mass momentum creates
a random effective magnetic field, responsible for the exciton spin relaxation,
in the same manner as any other motional narrowing spin-flip processes, with
the characteristic dependence of the spin-relaxation time on (τ∗)−1. The in-
verse exciton spin relaxation time (τexc, often labeled Ts1) is given, provided
that ΩLT (K)τ
∗ << 1 holds, by:
1
Ts1
≈ 〈Ω2LT 〉 τ∗ (1.17)
where the square of the precession angular frequency Ω2LT (K) is now aver-
aged on the whole exciton population. The time Ts1 is called longitudinal
spin relaxation time ; it corresponds to the relaxation between the |+1〉 and
|−1〉 exciton states (i.e circular depolarization time of exciton luminescence).
MAS have also calculated the transverse spin relaxation time Ts2 which corre-
sponds to the relaxation time of the coherence between |+1〉 and |−1〉 states.
In the motional narrowing regime, and at low exciton density (see later, 1.6.2),
Ts2 ≈ 2Ts1. The transverse exciton spin relaxation can be measured by record-
ing the decay time of the exciton linear depolarization in optical alignment
experiments (see section 1.4.2) [34]. Figure 1.9 presents the calculated exciton
spin relaxation time Ts1 as a function of the well width for different values
of the exciton momentum scattering time τ∗. The quantum well confinement
enhances the exchange interaction over its value in bulk, as shown in section
1.1.2. The long-range exchange interaction is found to be the dominant contri-
bution to the spin-relaxation process, whereas the short-range contribution is
rendered less important by the need of assistance of the heavy- and light-hole
coupling in the valence band that is reduced by the sub-band formation in
lower-dimensional system [4].
b) Measurement of the MAS spin relaxation time
The measurement of the exciton spin relaxation time τexc (or Ts1) requires
a fitting procedure of the experimental data, taking into account the single
particle spin relaxation time of electrons (τe) and holes (τh) within the exciton
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Fig. 1.9. Calculated exciton spin relaxation time (Ts1 ≡ τexc) versus well width
for different values of the momentum scattering time in GaAs/AlGaAs quantum
wells [4]. The experimental points are from [28] (△) and [9] (✷).
and the direct exciton spin relaxation time (τexc), see the inset in figure 1.4.
If the experiments are performed in non-resonant excitation conditions, the
model must also take into account the bimolecular formation process (see
1.3.1).
The rate equations describing the different exciton spin states |M〉 popu-
lations NM , (where M = ±1, ±2) once they have been created, are written,
in the following equation, as a function of the electron, hole and exciton spin
transition rates, We = 1/2τe, Wh = 1/2τh and Wexc = 1/2τexc respectively,
the latter being driven by the exchange interaction [4, 13, 14] :
d
dt


N2
N1
N−1
N−2

 = [W ]


N2
N1
N−1
N−2


[W ] =


−Weh We Wh 0
We −(1/τr +Wexc +Weh) Wexc Wh
Wh Wexc −(1/τr +Wexc +Weh) We
0 Wh We −Weh

 (1.18)
where Weh ≡We +Wh and τr is the recombination time. The calculated po-
larization is simply given by Pcal(t) =
N1−N−1
N1+N−1
. The straight lines in figures
1.10.a and 1.10.b correspond to least square fits of the experimental curves
of the exciton PL circular polarization dynamics assuming the previous rate
equations for a LW = 7nm InGaAs/GaAs QW structure. The depolarization
dynamics are well described by an exciton spin relaxation (τexc ≈ 58ps and
79ps respectively for the two excitation conditions), and a shorter time (17ps
and 7ps respectively) which is identified as τh. The fit gives a third time (τe)
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Fig. 1.10. Time evolution of the experimental luminescence circular polarization for
two excitation energies in a InGaAs/GaAs QW structure : (a) hν = XH + 22meV
and (b) hν = XH+92meV , i.e. larger than the light-hole exciton energy. The solid
line corresponds to the fit with the model presented in the text [13].
much longer, greater than 1ns : as a matter of fact, the fit is not very sen-
sitive to this third time. It is impossible to fit the data with only τe and τh:
a finite excitonic spin relaxation τexc is compulsory to get a good agreement.
But the excitonic spin relaxation time alone can not explain the polarization
decay as it leads to a calculated curve which is mono-exponential whereas
the experimental ones are not. In contrast to what could be expected the
modeling of the exciton spin depolarization dynamics measured by lumines-
cence spectroscopy in strictly resonant excitation is not straightforward [9,14].
The measured temporal dynamics of resonantly-excited luminescence is de-
termined by the relaxation, thermalization and recombination dynamics of
this initial non-thermal distribution of exciton. Figure 1.11.(a) schematically
displays the relevant energy diagram in the two particle or exciton represen-
tation [9].
The absorption of photons takes place only within the homogeneous width
of the exciton. The homogeneous exciton linewidth of high quality MQW
samples is usually less than kT (even at 10K). As the photoexcited cold
excitons thermalize, their distribution becomes wider than the initial distri-
bution so that fewer excitons remain within the homogeneous linewidth of
the exciton with increasing time. Since only excitons within the homogeneous
linewidth couple to light as a consequence of the wave vector conservation,
this leads to a decrease in the luminescence intensity even though the total
number of excitons has not decreased [14, 35]. This process has thus to be
taken into account in addition to the spin relaxation mechanisms previously
described. Vinattieri and co-workers performed a comprehensive investiga-
tion of the dynamics of resonantly excited excitons in GaAs/AlGaAs QW on
picosecond time-scales [14]. With systematic multi-parameter fits, they man-
aged to extract the different relaxation rates, see figure 1.11.b. They found
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Fig. 1.11. (a) Energy band diagram in a two-particle picture, showing the initial
created exciton distribution and a thermalized exciton distribution [9]. (b) Radiative
recombination rate (2Γ0) of the exciton population at K‖ = 0, exciton effective
scattering rate with phonons (WK) and exciton spin relaxation time (Wx = 1/2τexc).
These rates are obtained from fits to the measured exciton polarization PL dynamics
at T = 12K in GaAs/AlGaAs QW structures [14]
Wx = 1.5× 1010s−1, Wh = 0.7× 1010s−1, and 3× 108s−1 < We < 3× 109s−1
for a 15nm GaAs/AlGaAs QW structure.
Non-degenerate, spectrally, and spin-resolved differential transmission ex-
periments allow also the determination of the different spin-relaxation times
within the exciton [36, 37]. In these pump-probe experiments, the picosecond
σ+ pump pulse is resonant with the |+1〉 QW excitons formed with +3/2
heavy holes (hh) and −1/2 electrons ; the non-degenerate probe pulse mea-
sures the absorption at the light hole (lh) transition. The transmission change
of this probe pulse as a function of time with polarization σ− is not sensitive to
the population at the (hh) states with the angular momentum +3/2 but it is
sensitive to the population of electrons with spins −1/2. In the same way, the
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Fig. 1.12. Circular photoluminescence polarization dynamics in a modulation p-
doped CdTe/CdMgZnTe QW (LW = 7.7nm), T = 10K. The neutral exciton X PL
dynamics is recorded after a resonant excitation of X [noted X(X)], the X+ PL
dynamics is recorded after a resonant excitation of X [noted X+(X)], and the X+
PL dynamics after a resonant excitation of X+ is also studied [noted X+(X+)] [38].
σ− probe transmission change at the hh excitonic transition is only sensitive
to the population of +1/2 electrons and −3/2 holes. The last two bands are
not initially populated by the pump pulse and, therefore, the population of
these states results from electron or hole spin-flip processes. Using this exper-
imental technique, it is possible to extract unambiguously the time constants
corresponding to the spin relaxation of one of the three types of quasiparticles.
Ostatnicky et al measured for instance τe = 250ps and τh = 30ps in a 10nm
thick GaAs MQW structure [36].
The spin dynamics of neutral (X) and positively charged excitons (X+
made of a hole singlet and one electron) have been measured and compared
in modulation p-doped CdTe/CdMgZnTe quantum wells [38]. Thanks to the
larger binding energy of the charged exciton (X+) in II-VI QWs compared to
the one in GaAs QWs [39–41], it is possible to study the neutral exciton X
22 Thierry Amand and Xavier Marie
PL dynamics after a resonant excitation of X [noted X(X) in the following],
the X+ PL dynamics after a resonant excitation of X [noted X+(X)], and the
X+ PL dynamics after a resonant excitation of X+ [noted X+(X+)]. Figure
1.12 illustrates the corresponding decay of the PL circular polarization for
the three configurations. The neutral excitonic polarization [X(X) spectrum]
decreases with a time constant of 12ps, four times shorter than in typical III-
V QW’s of comparable sizes because of the larger exchange interaction (see
section 1.1) [14]. As the neural excitons X are created resonantly, i.e., with-
out kinetic energy, this time reflects mainly the excitonic spin-flip time τexc
i.e., the simultaneous spin flip of the electron and the hole within the neutral
exciton [4]. The X+(X+) circular polarization decreases with a significantly
longer time (≈ 60ps). As the X+ is formed with two heavy holes of oppo-
site spin (i.e., mh = +3/2 and mh = −3/2 respectively), the electron-hole
exchange cancels in this charged exciton complex, so that the polarization of
the charged excitons reflects the spin relaxation τe of the electron only. The
polarization decay time of the X+ generated via X states [X+(X) spectrum]
is intermediate, with an average time constant ≈ 22ps. This intermediate be-
havior originates directly from the continuous creation of X+ by the neutral
X : the X+ created at short times t < τexc result from highly polarized X and
those retain their polarization for quite a long time (τe), while nonpolarized
X+ are generated at slightly longer delays from excitons that have already
lost their spin orientation. The fact that the X+(X) exhibits a strong initial
polarization shows that the creation of X+ via X states does not affect the
spin orientation.
c) Electric field dependence of the exciton spin relaxation time
An electric field applied along the QW growth axis will increase the separation
between the electron and the hole within the exciton. The reduction of the
overlap between the electron and the hole wavefunction will yield a decrease
of the long-range part of the exchange interaction (see section 1.1.2). As a
result, the exciton spin relaxation rate decreases when the applied electric
field increases (fig 1.13.a ). The measured variation of Wx = 1/2τexc is in
rather good agreement with the calculated one (fig 1.13.b) [4, 14].
d) Magnetic field dependence of the exciton spin relaxation time
Applying a moderate magnetic field along the QW growth direction also in-
hibits the exchange-driven exciton spin relaxation in GaAs QW because of
the magnetic field induced Zeeman splitting Ω0 of the optically active exciton
states [42]. The magnetic field dependence of the longitudinal exciton spin
relaxation Ts1 writes [4] :
1
Ts1
=
〈
Ω2LT
〉 τ∗
1 + (Ω0τ∗)2
(1.19)
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Fig. 1.13. (a) Measured dependence of the different spin relaxation rates Wx, Wh,
and We on the applied electric field for a 15nm GaAs/AlGaAs QW, T = 20K [14].
(b) Calculated dependence of the exciton-spin relaxation time for various well widths
[4].
where τ∗ is the exciton wave vector relaxation time. The magnetic field depen-
dence of spin relaxation of heavy-hole exciton has been measured by Harley
et al. using cw magneto-photoluminescence experiments [43]. Figure 1.14 dis-
plays the spin relaxation rate of exciton (exc), electron (e) and hole (h) de-
duced from least square fitting of the experimental data (using equations
(1.18)) for a LW = 7.3nm GaAs/AlGaAs MQW [13,14]. The strong reduction
of the exciton spin relaxation with applied magnetic field is clearly observed.
These results have been confirmed by direct time-resolved measurements of
the exciton spin dynamics using a dynamical Kerr Rotation experiment [44].
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Fig. 1.14. Measured spin relaxation rates of exciton (ex), holes (h) and electrons (e)
in a longitudinal magnetic field Bz for a LW = 7.3nm GaAs/AlGaAs QW structure.
The rates are normalized to the total exciton population decay rate τ−1r [43].
1.4 Exciton exchange energy and g-factor in quantum
wells
The exciton exchange energy and g factor are strongly modified compared
to bulk values because of the confinement of the electron and hole wavefunc-
tions along the QW growth direction. Both cw and time-resolved optical spec-
troscopy techniques have been used to measure these parameters in various
QW structures [43, 45–47].
1.4.1 Exchange interaction of excitons and g-factor measured with
cw photoluminescence spectroscopy
a) Exchange energy
The value of the short-range exchange interaction in GaAs QW was first de-
duced from the measurements of the degree of circular polarization versus
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Fig. 1.15. Circular polarized cw photoluminescence for GaAs/AlGaAs multiple
quantum well samples with well widths (a) 2.5nm, (b) 5.6nm and (c) 7.3nm [48]
magnetic field of photoexcited luminescence [48]. The results presented below
show evidence of exciton level crossings, which have been analysed to give the
short-range exciton exchange energy, which is about ∆0 ≈ 150µeV for narrow
GaAs/AlGaAs QW (LW . 5nm). The elegant technique used by Blackwood
et al. relies on the measurement of the degree of circular polarization of the
luminescence as a function of the applied magnetic field Bz (applied along
the growth axis), under non-resonant linearly-polarized cw laser excitation.
Figure 1.15 presents the variation of the circular polarization degrees P as
a function of Bz for three QW structures with different well widths [48].
There is a general monotonic increase of |P | with applied field, the sign de-
pending on the direction of the field, with a superimposed peak at a field
which varies with QW width. This peak is due to magnetic field induced
exciton level crossing (see fig. 1.16). As the excitation is non-resonant (pho-
togeneration of electron-hole pairs in the QW continuum), the bimolecular
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Fig. 1.16. Exciton energy levels as a function of the longitudinal magnetic field
Bz. E±1 and E±2) correspond to the |±1〉 optically active exciton states and |±2〉
non-optically active states respectively [48].
formation process of exciton will yield heavy-hole excitons in each of the four
spin states (|M 〉 = |+1 〉 , |−1 〉 , |+2 〉 , |−2 〉) with equal probability and
the relative populations of the states under cw excitation will be determined
by the balance of recombination processes and phonon-assisted relaxation be-
tween the levels. Thus populations of the two optically allowed levels will tend
towards the Boltzmann thermal distribution, with the degree of thermaliza-
tion depending on the relaxation rates between the levels. If these rates vary
smoothly the population difference of the optically allowed levels will increase
steadily with applied field. However, the transition rate between a pair of lev-
els will increase sharply if their energies become equal, because the transition
can then occur without the intervention of a phonon. This will be reflected in
an anomaly (presence of a peak) in the population difference of the optically
allowed levels and therefore in the degree of circular polarization P of the inte-
grated luminescence. Referring to figure 1.16, there are in general two fields at
which levels cross. The calculation of the position of these level crossing allows
one to estimate the zero-field exchange energy ∆0. The effective Hamiltonian
representing the interaction of a 1s exciton with a longitudinal magnetic field
Bz can be written generally, according to (1.6, 1.12), as:
Hex = H
2D(SR)
hh +HB‖
= 2∆0Se,zSh,z +∆1(Se,xSh,y + Se,ySh,x) +∆2(Se,xSh,x + Se,ySh,y)
+µBBz(ge,‖Se,z + gh,‖Sh,z) (1.20)
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where Se is the electron spin operator and Sh is an effective spin operator
representing the two heavy-hole states |±3/2 〉 ≡ |∓1/2 〉h. The parameters
ge,‖ and gh,‖, which are the electron and effective heavy-hole magnetic g-
factors, and ∆i (i = 0, 1, 2), which represent the short-range electron-hole
exchange interaction, are functions of the QW width [49,51] (see section 1.1.1
and Appendix I). Note that the expression 1.20 is valid down to C2v symmetry.
The energies of the four heavy-hole exciton states for applied field parallel
to Oz are:
δE±1 =
∆0
2
∓ 1
2
√
µ2BB
2
z(gh,‖ + ge,‖)2 +∆21 (1.21a)
δE±2 = −∆0
2
∓ 1
2
√
µ2BB
2
z(gh,‖ − ge,‖)2 +∆22 (1.21b)
The levels are plotted in figure 1.16 for the ideal D2d symmetry and for
∆1 << ∆0 [48]. The z component of exchange (∆0) causes a zero-field split-
ting between the optically allowed and nonallowed states and the ∆1 and
∆2 components cause small additional zero-field splittings. D2d has a four-
fold rotation-reflection axis along the growth direction (Oz ) which dictates
∆1 = 0, so that E+1 and E−1 are degenerate in zero field. If this symmetry is
broken a zero-field splitting ∆1 appears (see section 1.5 on type II quantum
wells).
The two fields at which the exciton levels cross are given by :
B(h)z ≈
∆0
gh,‖µB
and B(e)z ≈
∆0
ge,‖µB
(1.22)
From the measurements of the electron and hole g factors [49, 50], it turns
out that
∣∣gh,‖∣∣ > ∣∣ge,‖∣∣. The peaks observed in figure 1.15 is thus associated to
B
(h)
z (B
(e)
z is beyond the range of measurement). The measurement of B
(h)
z in
figure 1.15 thus leads to the value of the exciton exchange energy∆0 plotted in
figure 1.17. The exchange energy increases rapidly as the QW width decreases
and as the barrier height increases. The values are in satisfactory agreement
with calculations of the enhancement of the exchange relative to the bulk
value (≈ 10 ± 5µeV ) due to enhanced electron-hole overlap [48], as expected
from section 1.1.1.
b) Exciton g-factor
The magnetic g-factor for the heavy-hole exciton in GaAs/AlGaAs QW has
been determined as a function of well width from the Zeeman splitting of
the cw luminescence spectra for moderate longitudinal magnetic fields (to
avoid level crossings presented above) [49]. Figure 1.18(a) shows the measured
Zeeman splittings up to Bz = 2T for different well widths. The variations as a
function of the magnetic field are linear within the experimental uncertainties
and the slopes give the values of gJ=1exc,‖ = ge,‖+gh,‖ which are plotted in figure
1.18.b, showing the change of sign for LW between 7 and 11nm.
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Fig. 1.17. Exciton exchange energy ∆0 as a function of the well widths in
GaAs/AlGaAs (•) and GaAs/AlAs () QW. The full lines are the calculated val-
ues [48].
1.4.2 Exciton spin Quantum Beats spectroscopy
Thanks to the development of ultra-fast lasers and sensitive detectors, it has
been possible to measure in the time domain the interaction of the exciton
states with the external magnetic field [44–46,52, 53]. This leads to measure-
ments with a great accuracy of the exciton g-factor and exciton exchange
energy.
The principle is the following. When two energetically closely spaced tran-
sitions are excited with a short optical pulse (with a spectral width larger
than the splitting between the transitions), the two-induced polarizations in
the medium oscillate with their slightly different frequencies. Their interfer-
ence manifests itself in a modulation of the net polarization, the so-called
Quantum Beats (QB) [54]. This allows energy splittings to be determined
with higher resolution than in the spectral domain, provided that the beats
period is shorter than their damping.
a) Exciton spin Quantum Beats in longitudinal magnetic fields
The exciton spin dynamics in longitudinal magnetic field (applied along the
QW growth axis, Faraday configuration) has been measured with different ex-
perimental techniques, including time-resolved pump-probe transmission [52],
time-resolved Faraday Rotation [44, 53, 55] and time-resolved photolumines-
cence [45].
In a longitudinal magnetic field, the optically active exciton states are the
|+1〉 and |−1〉 states split by the Zeeman energy ~Ω‖ = gexcµBBz, where
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Fig. 1.18. (a) Low-field Zeeman splitting of the XH exciton luminescence lines in
GaAs/AlGaAs QW at T = 1.8K (b) Electron (ge ≡ ge,‖), heavy-hole (gh ≡ gh,‖)
and exciton (gexc ≡ g1exc,‖) g-factors in GaAs/AlGaAs QW [49].
gexc = ge,‖ + gh,‖. A linearly-polarized optical excitation pulse, resonant with
the exciton energy, will thus create a coherent superposition of |+1〉 and |−1〉
states, making the observation of quantum beats as a function of time possi-
ble. Figure 1.19 shows the transient birefringence from the heavy-hole exciton
in a 2.75nm GaAs/AlGaAs MQW structure for various longitudinal magnetic
fields [44]. The pump pulse (linearly-polarized) is resonant with the exciton
absorption and the probe pulse has a linear polarization tilted by an angle
of 45◦ with respect to the pump polarization. In this time-resolved Kerr ro-
tation experiment, the transient pump-induced birefringence plotted in figure
1.19 corresponds to the degree of induced elliptization of the probe pulse re-
flected from the sample. At zero field, there is an exponential decay, which
corresponds to the coherent decay of the exciton linear polarization ; the cor-
responding decay time T ∗s2 is given by 1/T
∗
s2 = 1/Ts2+1/τrad where Ts2 is the
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Fig. 1.19. Quantum beats observed in the transient birefringence from the XH
exciton in a 2.75nm GaAs/AlGaAs QW at T = 1.8K for various applied longitudinal
magnetic fields [44].
so-called exciton transverse spin relaxation time presented in 1.3.4a and τrad
is the radiative lifetime [4]. As the magnetic field increases, the QB observed
in figure 1.19 correspond to the coherent oscillation between the Zeeman-split
exciton levels (M = ±1) at the pulsation Ω‖ = gexcµBBz/~. The fit of the
data in figure 1.19 gives the Zeeman splitting from which the exciton g factor
|gexc| = 1.52±0, 01 is obtained for a LW = 2.75nmMQW. This measurement
is much more accurate than the ones performed previously in the spectral
domain presented in figure 1.18b [49].
b) Exciton spin Quantum Beats in transverse magnetic fields
The spin Hamiltonian of the heavy-hole exciton in a transverse magnetic field
(applied in the QW plane, B//Ox) deduced from 1.1.1 and 1.1.3 can be
approximated by :
H = ~ωS − 2∆0
3
JzSz (1.23)
where ~ω = ge,xµBBx and ∆0 is the zero-field exciton exchange splitting
between the optically active states |±1〉 and the two dark states |±2〉 (the
much smaller splitting between the |+2〉 and |−2〉 states is neglected, as well
as ∆1) [1,48]. We assume here that the transverse g-factor of the jh,z = ±3/2
heavy hole is zero (Spin QB experiments performed in n-doped GaAs QW
show that gh,x ≈ 0.04 [56], so that gh,x << ge,x = ge,y).
The exciton quasi-stationary states |Ψ+〉 in the transverse magnetic field
are two linear combinations E± of optically and inactive states split by the
energy ~Ωexc and write [45, 47, 57] :
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|Ψ+〉 ≈ ~ω |1〉+ (~Ωexc −∆0) |2〉 (1.24)
|Ψ−〉 ≈ −(~Ωexc −∆0) |1〉+ ~ω |2〉 (1.25)
where ~Ωexc =
√
∆20 + (~ω)
2, and ω = δe,B/~. A (σ
+)-polarized pulsed exci-
tation resonant with the exciton energy will thus create a coherent superposi-
tion of |Ψ+〉 and |Ψ−〉 states. Ignoring any spin relaxation processes (as well as
recombination), the right (I+) and left (I−) circularly-polarized luminescence
components are proportional to |〈±1|Ψ(t)〉|2 :
I+(t) = 1−
(
ω
Ωexc
)2(
1− cos(Ωexct)
2
)
(1.26)
I−(t) = 0 (1.27)
As a consequence, we expect to observe, in time-resolved photoluminescence,
oscillations of the polarized emission I+(t) which should occur with a pul-
sation Ωexc, i.e. the pulsation should not depend linearly on the applied
transverse field. The co-polarized luminescence intensity I+, modulated at
the pulsation Ωexc has an amplitude reduced by a factor (ω/Ωexc)
2, while
the counter-polarized component is unmodulated in this simplified approach.
These exciton-like spin QB were indeed observed in narrow MQW samples.
Figure 1.20.b presents the luminescence intensity dynamics co-polarized (I+)
and counter-polarized (I−) with the resonant (σ+)-polarized pisosecond laser
in a LW = 3nm MQW GaAs/AlGaAs sample. Quantum Beats are observed
only at strong magnetic field values ; they appear as a weak amplitude mod-
ulation on the I+ component but are not observable on I− [17, 59]. If the
excitation energy is higher than the QW band gap (E1−HH1), all the MQW
samples exhibit QB on I+ and I− with an oscillation frequency proportional
to the magnetic field, see fig.1.20a [60, 61]. Oscillations on I+ and I− are
phase shifted by π. These oscillations are attributed to the Larmor precession
of the free electron with pulsation ω. This yields the accurate measurement
of ge,x = 0.50 ± 0.01 in figure 1.20.a. When the laser excitation is resonant,
we see clearly in figure 1.20.c that the beat period is very different than in
the non resonant case. It is attributed to the exciton QB and can be used
to measure the exciton exchange energy ∆0 = ~
√
Ω2exc − ω2; ∆0 = 130± 15
µeV and ∆0 = 105± 10 µeV are measured in a LW = 3nm and LW = 4.8nm
GaAs/AlGaAs MQW structure respectively [45].
The following question arises now: why in most of the experiments per-
formed in transverse magnetic fields do the authors observe electron QB
(with a pulsation ω = ge,⊥µBB/~) and not the exciton QB (with a pulsa-
tion Ωexc = ~
−1√∆20 + (~ω)2) though the recorded signal corresponds to
exciton transitions [53, 60]. This enigma has been explained by D’Yakonov et
al. [46]. It turns out that the observation of QBs on the excitonic luminescence
at the electronic or excitonic pulsation (ω or Ωexc respectively) is related to
the stability of the hole-spin orientation within the exciton. The argument is
the following. Within the exciton, the correlation between electron and hole
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Fig. 1.20. Luminescence intensity dynamics after σ+ polarized excitation in a Lw =
3nm GaAs MQW, at T=1.7 K. (a) The excitation energy is non-resonant (E1 −
HH1 < hν < XL,XL is the light-hole exciton energy) and B = 3T (inset, B = 0T ),
(b) The excitation energy is resonant with XH and B = 3T (inset, B = 0T ). (c)
The oscillations of the luminescence intensity component I+ in resonant excitation
(dashed line) and of the luminescence polarization PL in non-resonant excitation
E1 − HH1 < hν < XL (full line), under the same magnetic field B = 3T . For
the sake of clarity, the monotonous component has been subtracted from I+. Inset:
well-width dependence of the exciton exchange energy δ0, from this experiment (dots
with error bars) and theory [45,48] (full line).
spins is held by the electron-hole exchange interaction. However, if this cor-
relation is not strong enough to reduce the single-particle hole spin flip at a
rate lower than ∆0/~, the exchange interaction splitting ∆0 no longer plays a
role in the QB. Then the QB appears at the pulsation ω. Finally an electron
bound into an exciton precesses like a free electron in the transverse magnetic
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field provided that τh << ~/∆0 where τh is the single-particle hole spin-flip
time. This condition can be fulfilled in large and narrow QW’s but for dif-
ferent reasons. In large QWs (a fortiori in bulk material) such a hole spin
flip occurs as a consequence of the mixing of states in the valence band due
to spin-orbit interaction and small exchange interaction; the observation of
the electron precession in a QW of 25nm well width under the resonant or
non-resonant excitation conditions reported initially by Heberleet al. is un-
derstood on this ground [60]. In narrow QWs the hole spin flip, which results
in the observation of QB’s at the pulsation ω in non-resonant excitation, is
related to the formation-dissociation process of excitons and the related long
cooling of the excited system [21, 22]. QBs of the excitonic kind have been
observed only in narrow quantum wells (LW < 10nm) under resonant excita-
tion. This indicates again that the hole-spin orientation is rather stable in cold
two-dimensional excitons (τh > ~/∆0), see section 1.3.2. We give in Appendix
II a simple explanation of exciton splitting in transverse magnetic field with
unstable hole spin in terms of exchange coupling strength between the elec-
tron and the hole spins. A model based on a density matrix approach has been
developped in ref. [46], which can reproduce the characteristic experimental
features described above.
1.5 Exciton spin dynamics in type II QWs
In the previous sections, we discussed the exciton spin properties in the so-
called type I quantum well structures, i.e. where the conduction electron and
the valence holes are confined in the same material and the same region in
space. In GaAs/AlGaAs QWs depending on the well width and Al percentage
it turns out that two types of lowest energy transitions are possible. For low
Al content the conduction band - confined states in the well has the lowest
energy (type I quantum well). For large Al content and small well width, the
lowest conduction band - confined state in the well has a higher energy than
the lowest X-confined state in the barrier [62]. As the holes are still confined
in the GaAs well, the recombination takes therefore place between the hole in
the well and the electrons in the barrier (type II quantum well). This accounts
for the long exciton PL lifetime, of the order of a few microseconds [8].
The spin dynamics in these type II quantum well systems has been exten-
sively studied by optical orientation experiments in stationary or time-resolved
regime [1, 51, 57, 58, 63]. Because of the very small overlap between the elec-
tron and hole wavefunction, the spin relaxation mechanism induced by the
exchange interaction between the electron and the hole does not play a sig-
nificant role in contrast to type I QWs (see sections 1.1.2, 1.3.4). However the
strong localization of the carrier wavefunction at the QW interface will (i)
modify drastically the exciton fine structure and (ii) yield very long electron
spin relaxation times (≈ a few tens of ns) compared to type I QWs [64]. It has
been shown that the symmetry of the system is reduced form D2d to C2v and
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Fig. 1.21. Type II GaAs/AlAs 2.2/1.15 nm superlattice; T = 4.2K. Degree of PL
linear polarization ρ[1,0,0] as a function of time. The excitation picosecond laser pulse
is linearly-polarized along the [1, 0, 0] axis. The intensities I// and I⊥ are detected
with polarization parallel and perpendicular to the excitation respectively [58].
the two optically active exciton eigenstates are linearly-polarized, split by an
energy of a few µeV and aligned along the X ′ ≡ [1, 1, 0] and Y ′ ≡ [1,−1, 0]
crystal directions [51, 58, 63]. The symmetry reduction in these type II GaAs
superlattices was first explained by the presence of a random local deforma-
tion (due to the presence of bonds of different nature (Al-As or Ga-As) on
each side of the interface taken as an As plane) which mixes the heavy and
light hole states [58]. It was then shown that the splitting, called anisotropic
exchange splitting, arises from intrinsic effect: the mixing of heavy- and light-
hole states at the interface due to the low (C2v) symmetry of the interface.
Since the splitting of the X’ and Y’ excitonic sublevels (which is much smaller
than kBT ), is much smaller than the laser spectral width, the two sublevels
can be coherently excited at time t = 0 by a short pulse polarized along one of
the [1, 0, 0] axes (i.e. 45◦ angle with respect to the exciton eigenstates orienta-
tions) [63]. As a consequence, the time-resolved luminescence signal, detected
with polarization either parallel or perpendicular to the excitation, decays and
oscillates with a period T inversely proportional to the splitting ∆1 between
the two sublevels (T = h/∆1, see section 1.1.1). The time dependence of the
photoluminescence linear polarization is shown in figure 1.21 for a 2.2/1.5nm
type II GaAs/AlAs superlattice [58]. The period T is about 640ps, which cor-
responds to an energy splitting of ≈ 6.3µeV . The application of a transverse
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magnetic field leads to a complex oscillation pattern with several frequencies,
since, besides the coupling between |+1〉 and |+2〉 and |−1〉 and |−2〉 exciton
states induced by the external magnetic field, the anisotropic exchange also
couples the |+1〉 and |−1〉 states [57].
1.6 Spin dynamics in dense excitonic systems
When the areal exciton density becomes non negligible with respect to the
critical density defined by nc =
h
32pi
`
a2DB
´2i−1
(where a2DB ≡ a3DB /4 is the two
dimensional Bohr radius), the exciton mutual interactions start to modify sig-
nificantly the single exciton picture we used up to now. The above mentioned
critical density nc corresponds to the one where the exciton binding energy is
zero, due to phase space filling and screening of the Coulomb interaction. If the
areal exciton density nex approaches nc (nex . nc), the exciton energies EK
must be corrected by a complex self energy term, which real part corresponds
to the energy shift and the imaginary part to the broadening of the single
exciton states due to the mutual Coulomb interactions [65]. We will show in
the two following sections the experimental manifestations of these two com-
plementary aspects in the case of two-dimensional structures, namely the spin
dependent exciton energy shift and the spin dependent exciton-exciton col-
lisions at high exciton densities, as revealed in elliptically polarized exciton
populations. In the case of excitation by elliptical light, excitons are created
in the elliptical states:
|Eθ〉 = sin (θ + π/4) |+1〉+ cos (θ + π/4) |−1〉 (1.28)
so that linear excitons are given by |X〉 = |E0〉 and i |Y 〉 =
∣∣Eπ/2〉. Excitons
|+1〉 = ∣∣Eπ/4〉 and |−1〉 = ∣∣E−π/4〉 , excited by σ+ or σ− light respectively,
are called circular excitons. The circular polarisation of the state |Eθ〉 is simply
Pc(θ) = sin(2θ), while the linear one is Pc(θ) = cos(2θ). We are interested here
to describe experiences performed at low temperature and under resonant (or
quasi-resonant) excitation with the heavy-hole excitons. The latter are thus
created in the 1s state with very small, or even zero wave vector, i.e. with very
small kinetic energy. As a consequence, the scattering probability to 2s, or 2p
states, which are close to the QW gap in 2D systems (see Appendix I), is low.
We restrain thus to the Heavy-Hole exciton subspace, and choose the basis
BXH = {| ± 2 〉 , | ± 1 〉}. The general form of exciton-exciton interaction is
recalled in Appendix III. The final result is that the interaction Hamiltonian
can be approximated for an exciton pair (i,j ), in a cold exciton population
with low density, as:
Hi,jexch(K,K
′,Q) ≈ 6e
2a2DB
ǫ0A
(
σ(i)e .σ
(j)
e + σ
(i)
h .σ
(j)
h + 2
)
(1.29)
where : σ
(i)
e(h) ≡ ( σ(i)e(h),x, σ(i)e(h),y , σ(i)e(h),z ) represent Pauli matrices vector op-
erators for electron spins and heavy-hole effective spins, and A is the QW
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quantization area. This expression results from the fact that the electron-
electron or the hole-hole exchange dominate over direct Coulomb interaction
as well as exciton exchange as a whole, provided that the initial wave vector
K and K ′ of the excitons which interact are small with respect to (a2DB )
−1
(see Appendix III). In such conditions, it neither depends on K, K ′, nor on
the wavevector Q transferred during the collision.
1.6.1 Exciton spin-dependent renormalization
First evidence of exciton state renormalisation at high density were obtained
by D. Hulin et al., who observed, in femtosecond pump-probe experiments
performed on GaAs/AlGaAs multiquantum well structures under linearly po-
larized pump, a transient blue-shift of the exciton absorption line [66,67]. The
latter was shown to be tied to the reduced dimensionality of excitons, being
well apparent in GaAs wells of thickness of the order of 5 nm, but disappear-
ing rapidly for larger well sizes. The authors interpreted this effect in terms of
a strong reduction of long-range many-body interactions in a 2D system, in
agreement with the theory of Schmitt-Rink et al. [68]. It is well documented
that in 3D systems, the exciton absolute energy remains unchanged, even at
high densities [69]. This energy constancy is attributed to the almost exact
compensation between two many-body effects acting in opposite directions:
an inter-particle attraction which, for bound electron-hole pairs at T ≈ 0, is
similar to a van der Waals interaction, and a repulsive contribution having its
origin in the Pauli exclusion principle acting on the Fermi particles (electron
and holes) forming the excitons. The argument of Schmitt-Rink et al. is that
the long-range attractive component is strongly reduced in a 2D system, so
that the short-range repulsive part becomes now unbalanced.
Using now circularly polarized excitation in time resolved polarised lumi-
nescence, it has been shown that this blue shift was spin dependent, and that
in a dense and circularly polarized exciton gas, a splitting occurs between
the line co-polarised with the excitation, and the counter-polarised one, the
former experiencing a blue shift, while the latter is red shifted [18,29,70]. We
show here on figure 1.22 the result of an experiment performed under resonant
excitation on a high quality GaAs/AlGaAs multi quantum well structure (i.e.
with Stokes shift less than 0.1 meV and cw PL line width Γ ≈ 0.9meV at
T ≈ 1.7K). Two-colour time resolved up-conversion photoluminescence spec-
troscopy was used to perform such experiments, the excitation laser pulse
duration being δt ≈ 1.5ps, so that only the 1s heavy-hole exciton state is
excited [71]. Just after a σ+ circularly polarized excitation resonant with the
XH exciton (PE ≈ 1, hνE = XH), the strongly polarized emission (PL ≈ 0.9)
displays a splitting between the co-polarised emission line I+ and the counter
polarized one I−.
In addition, the I+ emission is strongly blue shifted, while the I− is slightly
red shifted. When increasing the excitation power, the energetic positions first
vary linearly. A saturation then occurs at Psat ≈ 3mW , when the I+ line shifts
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Fig. 1.22. Spectra of the exciton luminescence components co-polarized (I+) and
counter-polarized (I−) with the circularly polarized excitation (PE ≈ 1) at time
delay t = 4ps. (a) the excitation energy is set to hνE = XH . The average excitation
power P is P0 = 6mW . (b) hν = XH and P = 6P0 (c) hν = XH + 3meV and
P = 6P0. (d) Splitting energy between the two luminescence components I
+ and
I− as a function of P : (•) hν = XH ; (✷) hν = XH + 3meV [71].
to energies higher than the XH energy by the laser line width (δE ≈ 2meV ).
The absorption then drops, due to energy mismatch between the laser and the
renormalized XH exciton energy. This situation corresponds to the exciton
density nsat estimated at nsat ∼ 2 × 1010cm−2. The splitting amounts then
to about δE+1 ≈ 1.9meV . For P > Psat, a self regulation effect appears for
the exciton density. When the excitation energy is increased at XH +3meV ,
the saturation effect occurs at higher excitation power. The blue shift can
become a significant fraction of the 1s exciton binding energy, here estimated
at EB ≈ 8meV . The saturation exciton density is below the critical density nc,
here estimated to about 3× 1011cm−2. A good phenomenological description
of the line positions in the linear density regime (nex << nc) can be obtained
for a cold exciton gas, according to [70]:
δE±1 = K1n±1 +
1
2
K1(n+2 + n−2)−K2nex (1.30a)
∆E ≡ E+1 − E−1 = K1 (n+1 − n−1) (1.30b)
where the nM are the exciton population densities corresponding to the |M〉
states (nM = NM/A), nex is the total exciton density, and K1 and K2 are
positive constants. The first one, K1, represents the strength of the repulsive
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part of the interaction between J = 1 excitons of the same angular momentum
projectionM , which takes its origin in the Pauli repulsion principle. Since the
| + 1〉 exciton shares its electron spin states with the |−2〉 exciton, but not its
hole state, the contribution to the exchange energy shift of |+1〉 excitons by
the |−2〉 excitons is taken as (K1/2)n−2. A similar reason holds for the contri-
bution of n+2 excitons to δE+1. The constantK2, also positive, represents the
weak attractive part of the interaction between excitons; for the sake of sim-
plicity, it is assumed spin independent [68,72]. The experimental values of K1
and K2 can be determined from the initial splitting ∆E and energy shift E−1
just after the resonant excitation by σ+ light, so that nM (0) = nex(0)δM,+1.
It is found that 10−10 . K1 . 1.6× 10−10meV cm2, depending on the quan-
tum well, and K2/K1 ∼ 0.15 typically. From the theoretical calculation of
Schmitt-Rink et al. for a non-polarized exciton gas [68], we can infer that :
K1 ≈ 2×3.86π
(
a2DB
)2
E2DB ≈ 4×6.06 e
2
2ǫ0a2DB
1. Considering now a2DB as a vari-
ational parameter aeff , which is a good approximation for narrow QWs with
marked 2D character [73], (note: the relation EBaeff = e
2/(2ǫ0) interpolates
correctly between the 2D and the 3D case), the theoretical estimation of K1
is in reasonable agreement with the experimental values.
1.6.2 Exciton spin dynamics under elliptical optical pumping:
exchange assisted transfer between dark and bright states
Besides its contribution to renormalisation, the exchange interaction between
excitons at high density is at the origin of specific exciton spin relaxation
processes. This is first apparent in the emission line broadening, where a
strong asymmetry is observed (cf. figure 1.22). The luminescence component
co-polarized with the laser excitation (I+) is narrower than the counter po-
larized one (I−), although n+1 >> n−1. The n−1 population arises from the
small fraction of excitons which have lost their initial polarization at t = 4ps,
the circular polarization of the emission being PL = 0.9. The new spin relax-
ation processes appearing at high density are illustrated in the figure 1.23,
which shows time resolved photoluminescence results performed on a 60 peri-
ods Al0.3Ga0.7As multi-quantum well structure grown on a [1,0,0] substrate,
excited resonantly with the XH exciton, and presenting a Stokes shift between
the absorption and the emission of 6 meV.
The salient features of dense and elliptically polarized exciton gas are : (i)
fast decay of the total emission intensity, followed by a much slower one. The
fast component disappears in the low-excitation regime and in the limiting
case of pure circular polarization at any density. (ii) fast decay of the circular
polarization of the emission, which is correlated to the intensity decay, and
1 the theoretical value of K1 can also be found from a description of the exci-
ton gas in term of interacting quasi-bosons. The exchange shift constant is then
approximated to K1 ≈ 4× 6.0 e22ǫ0 a
2D
B [74]
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Fig. 1.23. Normalized total luminescence intensity under elliptical excitation with
circular polarization PE = 0.5, at (a): n(0) ∼ 2× 1010 and 7× 1010cm−2; (b): with
n(0) ranging from 7×109cm−2 to 5×1010cm−2. (c) Normalized total luminescence in-
tensity at n(0) ∼ 5×1010cm−2 with PE ranging from 0.32 to 0.97. (d): Luminescence
intensities I+(t) and I−(t), and circular polarization PL(t) at n(0) ∼ 5× 1010cm−2
and PE = 0.35; (e): time evolution of PL(t) at n(0) = 7×109cm−2 and 5×1010cm−2;
(f) PL(t) at n(0) ∼ 5× 1010cm−2 for PE ranging from 0.35 to 0.97 [75].
which disappears also at low density or when a pure circular exciton pop-
ulation is generated. The initial decay time of the PL circular polarization
decreases, when the ellipticity is increased, down to values much shorter than
the low density exciton longitudinal spin relaxation time Ts1. For a pure cir-
cular exciton population, the circular polarization dynamics does not depend
on the exciton density. All these characteristics have also been observed in
samples without Stokes shift [71].
The detailed interpretation has been given in ref. [75]. In a dense gas of el-
liptical excitons, the exchange interaction between excitons becomes stronger
than the internal electron-hole exchange within single excitons, and destroys
the intra-exciton spin coherence. The equations showing the action of the ex-
change hamiltonian Hexch in elliptical and circular cases, as deduced from
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equation (1.29), are:
Hexch |+1〉 |+1〉 = K1
A
|+1〉 |+1〉 (1.31a)
H |Eθ〉 |Eθ〉 = K1
A
[
1 + sin2θ
2
|+1〉 |+1〉+ 1− sin2θ
2
|−1〉 |−1〉
+
cos2θ
2
(|+2〉 |−2〉+ |−2〉 |+2〉)
]
(1.31b)
These equations show that a pure circularly polarized excitonic phase (θ =
±π/4) is perfectly stable, to first order with respect to nex
(
a2DB
)2
as stated in
ref. [72], while an elliptically polarized becomes more and more unstable when
the ellipticity increases. The transfer rate τ−11,2 between elliptical excitons and
dark excitons is proportional to τ−11,2 ∝ κ1nθcos2(2θ),where κ1 is a constant, so
it is maximum for linear excitons. The constant κ1 can be evaluated with first
order perturbation theory be of order κ1 ≈ π2~K21D2DX ∼ 350cm2s−1, whereD2DX is the XH exciton density of state. Typical values for κ1 are obtained
from fits to the experiments, and range from 20cm2s−1 in samples presenting
exciton localization, to 250cm2s−1 in homogeneous samples where localiza-
tion is weak [71,75]. The initial collision phase leads to a decrease of the total
emission intensity, at a rate the more efficient as the ellipticity is increased as
seen on 1.23 (a-c). This decay stops when an equilibrium between J = 1 and
J = 2 excitons is achieved, i.e. when their populations become comparable.
However, as the J = 1 and J = 2 excitons are nearly degenerated (the condi-
tion ∆0 << Γ is fulfilled, where Γ is the exciton collision broadening, since Γ
is of the order of 1 meV [35,76]), we have to consider the reverse process due
to the action of Hexch on the produced J = 2 states, as well as interaction
between |Eθ〉 and J = 2 excitons. More specifically we can write, using the
(1.29) hamiltonian:
Hexch
( |+2〉 |−2〉+ |−2〉 |+2〉√
2
)
=
K1
A
|+1〉 |−1〉+ |−1〉 |+1〉√
2
(1.32a)
Hexch
( |Eθ〉 |±2〉+ |±2〉 |Eθ〉√
2
)
=
K1
A
|Eθ〉 |±2〉+ |±2〉 |Eθ〉√
2
(1.32b)
The second equation 1.32b shows that the secondary interactions of the J = 2
states generated by exchange with |Eθ 〉 states does not change their polar-
ization. However, the scattering of J = 2 states as shown in equation (1.32a)
leads to the formation of exciton pairs made of |+1〉 and |−1〉 states, which are
not coherent with the initial |Eθ 〉 states. As the emission probabilities of σ+
and of σ− photons by these exciton pairs are identical, whether they dissociate
or go into a bound state, the circular polarization degree of the whole optically
active exciton population decays, which explains the observed results for an
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initial elliptical population (see fig. 1.23 (d-f)). Clearly, this process cannot
occur for strictly circular excitons. This mechanism can also be enhanced in
real quantum wells by additional exchange coupling term between |+1 〉 and
|−1 〉 states, which arises due to coupling between heavy-hole and light-hole
states (this coupling is strictly zero in pure two dimensional systems) [72].
Finally, creating an incoherent population mixing of |+1 〉 and |−1 〉 states
leads to the re-polarization of the optically active excitons, due to the action
of the exchange Hamiltonian. This can be derived from the equation similar
to (1.32a) with the permutation of M = ±2 states by M = ±1, which is
also valid. This leads to the simultaneous destruction of the same number of
|+1 〉 and |−1 〉 states, while keeping N+1−N−1 constant, so that the circular
polarization of the optically active J = 1 states increases [71, 75].
To conclude this section, let us mention that experiments of spin dynamics
in the context of strong coupling of excitons with the electromagnetic field
in semiconductor microcavities have been also performed and analyzed. The
quasi-particle resulting from this coupling is called 2D excitonic-polariton,
which is the 2D analog of Hopfield 3D polaritons [77]. The exciton-polaritons
present a more marked bosonic character than bare excitons, due to their
photon component. Specific aspects of 2D polaritons spin dynamics which rely
on their exchange driven spin dependent scattering, such as spin dependent
blue shift or parametric conversion of |X〉 to |Y 〉 linearly polarized states can
be found e.g. in ref. [78–83]. Finally, let us mention that optical Spin-Hall
effect has been recently observed in such microcavities [84].
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Appendix I : Excitons in quantum wells
We will limit ourselves in the following to the description of excitons in type
I and type II quantum wells, and the subsequent selection rules for optical
pumping.
I.1 Excitons states in type I quantum wells
In such quantum wells, the electron and the holes are confined in the same
layer. The electron-hole wave function, in the envelope function approach, can
be expressed in the basis:
Ψs,mh(re, rh) = Fs,mh(re, rh)us(re)umh(rh) (I.1)
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where us(re) and umh(rh) are the bulk material electron and hole Bloch func-
tions at the Brillouin zone center k = 0, taken as identical in the QW and in
the barrier for simplicity [73], s = ±1/2 and mh = ±1/2,±3/2; Fs,mh(re, rh)
is the exciton envelope function. In a bulk semiconductor of symmetry Td,
such as most III-V semiconductors (GaAs, InAs, InP ), the functions us(re)
transform like a spin by the symmetry operations of the crystal, so they be-
long to the Γ6 representation in Koster’s notations [5], while the umh(rh), due
to spin-orbit interaction, belong to Γ8 representation. The envelope function
Fs,mhus(re)umh(rh) is then the solution of Schro¨dinger type equations, which
take into account the coupling, at k = 0, between the different hole-bands, the
confinement potentials of the structure, and the direct Coulomb interaction
between the electron and the hole. A reasonable approximation to the enve-
lope Wannier equation for an interacting electron-hole pair in the structure
at the position (re, rh) can be formulated as follows [73, 85]:
HjhexΨs,mh(re, rh) = EΨs,mh(re, rh)
Hjhex =
p2ze
2me
+Ve(ze)+
p2zh
2mjh,‖
+Vh(zh)+
p2e,⊥
2me
+
p2h,⊥
2mjh,⊥
− e
2
ǫb |re − rh| (I.2)
This formulation means that the heavy-hole (j = h,mh = ±3/2) and the
light-hole (j = l,mh = ±1/2) excitons are not coupled, which is realis-
tic for QW with a marked 2D character, i.e. when the exciton binding en-
ergy EB is smaller than the heavy/light hole splitting ∆lh. The functions
Ve(z) and Vh(z) represent the confinement potential for the electrons and
the holes respectively, which are added to the usual Coulomb attraction term
V (re− rh) = − e2ǫb|re−rh| [e2 = q2/(4πǫ0)]. The holes masses take into account
the anisotropy between the growth axis (Oz ), chosen as the quantization di-
rection, and the QW plane (Oxy). The electron conduction effective mass me
is isotropic. The hole masses (m0 being the free electron mass) are given by:
Heavy− holes (j = h) :
1
mhh,‖
= 1m0 (γ1 − 2γ2) ; 1mhh,⊥ = 1m0 (γ1 + γ2) (I.3a)
Light− holes (j = l) :
1
mhh,‖
= 1m0 (γ1 + 2γ2) ;
1
mhh,⊥
= 1m0 (γ1 − γ2) (I.3b)
where the Γi are the Luttinger parameters assumed to be identical in the
two materials for simplicity. Suitable boundary conditions expressing the con-
tinuity of the probability density and the current density should be added to
equation I.2 [1]. The Hamiltonian in (I.2) is then rewritten in the form:
Hjhex = He +Hjh +HG +Hrel
=
(
p2ze
2mc
+ Ve(ze)
)
+
(
p2zh
2mjh,‖
+ Vh(zh)
)
+
P 2⊥
2Mjh,⊥
+
(
p2⊥
2µjh,⊥
− e2ǫb|re−rh|
)
(I.4)
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where: Mjh,⊥ = me +mjh,⊥, µ−1jh,⊥ = m
−1
e +m
−1
jh,⊥ , re(h) ≡
(
re(h),⊥, ze(h)
)
and: R⊥ = (mere,⊥ +mjh,⊥rh,⊥) /Mjh,⊥, P⊥ ≡ pe,⊥ + ph,⊥, r⊥ ≡ re,⊥ −
rj,⊥.The background dielectric constant ǫb is approximated as identical in the
two materials for the sake of simplicity.
As, in the case of pseudomorphic growth, the system has the translational
invariance in the plane of the quantum well, the center of mass motion is still
separable. It is then convenient to look for a solution of the type:
Fj(re, rh) =
1√
A
eiK⊥.R⊥χe(ze)χjh(zh)Gj (r⊥, ze, zh) (I.5)
where A is the QW area, K⊥ = P⊥/~, χe(ze) and χjh(zh) are respec-
tively the single electron and hole envelope functions, which satisfy the one
dimensional equations: Heχe(z) = (Ec,νe − Ec,0)χe(z) and Hjhχjh(z) =
(Ej,νh − Ev,0)χjh(z) with respective eigen-energies Ec,νeand Ej,νh , Ec,0 and
Ev,0 referring to the conduction and valence bands energies in k = 0 extrema
of the host bulk material. The envelope function G is then the solution of the
equation:
(He +Hjh +Hrel)Gj(r⊥, ze, zh)
=
(
E − ~
2K2⊥
2M⊥
− |Ec,νe | − |Ej,νh | − Eg
)
Gj(r⊥, ze, zh) (I.6)
where Eg is the QW material gap. The above equation is then solved us-
ing a variational method. In type I quantum wells, taking Gj(r⊥, ze, zh) =
Cj
[
1 + αj(ze − zh)2e−ηjr
]
with r =
√
r2⊥ + (ze − zh)2 , αj ,ηj being varia-
tional parameters and Cj a normalization constant, Greene et al. [85] obtained
the heavy and light hole binding energies as a function of the well width as dis-
played on fig. AI.1, in GaAs/AlxGa1−xAs QW structures for moles fractions
x = 0.15 and 0.3. Clearly, the binding energy first increases when the well
width decreases before reaching a maximum. In the finite well, the heavy and
light holes curves cross, due to the hole mass reversal effect : as seen in equa-
tions I.3, the ”heavy-holes” are lighter than the ”light-holes” in the directions
perpendicular to the quantization axis (Oz ), i.e. in the QW plane (xOy). In
narrow QWs of type I, it is possible to make the following approximation for
the Coulomb potential: − e2
ǫb
√
r2⊥+(ze−zh)2
≈ − e2ǫbr⊥ [e2 ≡ q2/(4πǫ0)]. In that
case, it is possible to separate completely the relative movement in the QW
plane and along Oz. Then, Gj(r⊥, ze, zh) is the solution of the 2D equation:(
p2⊥
2µjh
− e
2
ǫbr⊥
)
φj(r⊥) = Enlφj(r⊥) (I.7)
which have analytical solutions labelled (n, l) [1,86]. The corresponding eigen-
energies are : En,l = E
3D
B /(n− 1/2)2, with n = 1, 2, and the angular momen-
tum l = 0, 1, |l| ≤ n− 1. For instance, for the ground exciton state (1, 0) ≡ 1s,
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Fig. I.1. Variation of the binding energy of the ground state E1s of the heavy-
hole exciton (solid lines) and the light-hole exciton (dashed lines) as a function of
the GaAs/AlGaAs QW thickness (LW ) for aluminium concentration x = 0.15 and
x = 0.3 and finite confinement barriers. The case of infinite barriers is also shown
for comparison [85].
we have: φ2D1s =
1√
2πa2D
B
e
− r⊥
2a2D
B , with: a2DB ≡ a2DB /4, the 2D Bohr radius (i.e.
the one which maximizes the probability to find an electron at a distance r⊥
from the hole; using this definition, the equation EBaB = e
2/(2ǫ0) is valid
both in 2D and 3D cases). In narrow type I quantum well, the 2D function
φj,nl can be taken as a trial function of the equation I.6, which is a reasonable
approximation in the case of strong 2D confinement [26]. Turning back to the
full electron-hole wave function, it can finally be written as:
Ψs,mh(re, rh) = χc,νe(ze)χj,νh(zh)
eiK⊥.R⊥√
A
φ2Dj,nl(r⊥)us(re)umh(rh) (I.8)
The function basis represented by equation I.8 is the usual starting point
for estimating the different contribution of electron-hole exchange within the
exciton.
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I.2 Exciton states in type II quantum well structures
Different variational approaches have been used to describe such systems.
For a GaAs slab of thickness LW embedded in AlAs for instance, if LW is
sufficiently small, the electron is located in the AlAs layer while the hole is
still confined in the the GaAs one. In the case where LW is still thicker enough
to neglect tunnelling of the electron from the z > LW /2 to the z < LW /2
regions, the exciton wave function will have its maximum close to the interface
between the two materials. Taking the exciton located nearby z ≈ LW /2, and
in the infinite barrier approximation, one can use for instance the variational
function [1]:
Fh(re, rh) =
1√
A
eiK⊥.R⊥Cf(ze)g(zh)χh,1(zh)Gh(r⊥, ze, zh) (I.9)
where: f(z) = (z − LW /2)e−βe(z−LW /2)Y (z − LW /2), (Y (z) is the Heaviside
step function), g(z) = e−βh(LW /2−z),
Gh(r⊥, ze, zh) = 1√
πa‖a
2
⊥
e−
(
r2⊥/a
2
⊥ + (ze − zh)2/a2‖
)1/2
, and C is a suitable
normalization constant. The four variational parameters a‖,a⊥,βe,βh deter-
mine the exciton binding energy. It can be shown that the binding energy
is significantly reduced with respect to the bulk GaAs one, despite the pro-
nounced size quantization of the hole in the GaAs slab.
I.3 Optical pumping of exciton: selection rules
The optical selection rules play a crucial part in the optical orientation ex-
periments of excitons. The creation probability amplitude of an exciton in a
state |α〉 = |s,mh; νe, νh,K⊥, j, n, l〉 by light polarized along the unit vector
e is determined, in dipolar approximation (K⊥ << π/LW ) by the matrix
element:
e.rα,∅ ≡ e. 〈α |rˆ| ∅〉 ≈ e.
(
φ2Dn,l (r = 0)
)∗ 〈νe | νh〉〈s ∣∣∣rˆKˆ∣∣∣mh〉 (I.10)
where |∅〉 is the crystal fundamental state (without excitons), and Kˆ is the
time reversal operator, which transforms hole states into electron valence band
states. The exciton oscillator strength fex,j for an optical mode of wavevector
q = (q⊥, qz) is then proportional to:
fex,j ∝ δK⊥,q⊥
~
2
m20E
2
g
|〈νe | νh〉|2
∣∣φ2Dj;n,l(0)∣∣2 ∣∣∣e. 〈s| pˆKˆ |mh〉∣∣∣2 (I.11)
where we have used the identity: pˆ = im0
Eg
~
rˆ. The selection rules follow: (i)
due to in plane translational invariance, the exciton wave vector K⊥ must be
the same as the projection q⊥ of the photon wave vector on the QW plane.
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(ii) The QW conduction and valence states νe and νh must have the same
parity, and (iii) only ”ns” 2D exciton states with l = 0 are optically active,
since the orbital angular momentum of Kˆ |mh〉 state is L = 1 and s states
have L = 0. (iv) The matrix elements e. 〈s| pˆKˆ |mh〉 are the same as in the
bulk material (cf intro M. Dyakonov). They express the conservation of the
photon angular momentum when creating an exciton. Finally, it is clear from
(I.11) that the exciton oscillator strength is much lower in a type II QW than
in type I, since the overlap between electron and hole is strongly reduced in
the former with respect to the latter.
Appendix II: Exciton fine structure in transverse
magnetic field and hole spin relaxation
The observation of exciton spin or electron spin quantum beats in transient lu-
minescence experiments can be easily explained in terms of the strength of the
exchange coupling between the electron and the hole spins within the exciton.
Choosing now the quantization axis along the transverse magnetic field Bxex,
we obtain new electron-hole pair basis states, namely |±3/2 〉x |±1/2 〉x,
where: |±1/2 〉x = (|+1/2 〉 ± |−1/2 〉) , and |±3/2 〉x = (|+3/2 〉 ± |−3/2〉)
(in case of strong confinement, the light-hole components of the heavy-hole
states can be neglected). Neglecting the hole transverse g-factor (q ≈ 0), these
states are eigenstates of HB,⊥ ≈ ωSx; they are all optically active in e.g. σ+
polarization. The matrix of the 1.23 hamiltonian then becomes, in the basis
{|3/2 〉x |−1/2 〉x , |−3/2 〉x |1/2 〉x , |3/2 〉x |1/2 〉x , |−3/2 〉x |−1/2 〉x}:
H =


−~ω2 − iγ2 −∆02 0 0
−∆02 ~ω2 − iγ1 0 0
0 0 ~ω2 − iγ1 −∆02
0 0 −∆02 −~ω2 − iγ2

 (II.1)
where we have added the complex energy terms γj = ~/τhj(j = 1, 2). These
terms correspond to the broadening of electron-hole spin states due to the
single hole spin relaxation. We neglect also here long-range exchange cou-
pling between |+1〉 and |−1〉 exciton states. The electron-hole exchange terms
− 23δ0JˆzSˆz induces thus a coupling between |+3/2〉x |±1/2〉x and |−3/2〉x |±1/2〉x
states respectively. The eigen-energies of H, all doubly degenerated, are eas-
ily derived, and, in the two limiting cases γj << δ0 or γj >> δ0, we obtain
respectively, in first order approximation:
γ1,2 << ∆0, E± ≈ ±1
2
~Ωexc − i
(
γ1 + γ2
2
+
γ1 − γ2
2
ω
Ωexc
)
(II.2a)
γ1,2 >> ∆0, E± ≈ ±1
2
~ω − iγ1(2) (II.2b)
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Fig. II.1. The effective electron-hole level scheme for: (a) strong exchange cou-
pling between electron and hole spins; (b) weak exchange coupling between elec-
tron and hole spins. The quantization axis is taken along Oz, so that |±1/2〉x =
(|+1/2〉 ± |−1/2〉) /√2, and it is assumed that ~ω < ∆0.
In the first regime II.2a, the short-range exchange term − 23∆0JˆzSˆz in
the hamiltonian 1.23 produces strong coupling between the electron and
hole spins, so that electron-hole exchange contributes effectively the split-
ting ~Ωexc between |+3/2〉x |−1/2〉x (|+3/2〉x |+1/2〉x) and |−3/2〉x |+1/2〉x
(|−3/2〉x |−1/2〉x) electron-hole states. The electron-hole energy scheme is dis-
played in figure II.1, where we have turned back to the more convenient Oz
quantization axis. The exciton beats are then observed, till they are damped
due to the MAS process (which rely on long-range electron-hole exchange). In
the second case, the electron and hole spins are in the weak coupling regime,
leading to the collapse of the eigen-energies, so that the electron-hole ex-
change does not manifests itself any more in the electron-hole energy levels.
The splitting of the latter corresponds now to the Zeeman splitting ~ω of the
electrons as if they where alone, and the electrons can be treated as indepen-
dent from the holes. Electron beats corresponding to single electron Larmor
precession will then be observed, since the hole spin flip does not affect the
electron spin-states coherence, till they are damped due to the Dyakonov and
Perel relaxation process (which rely on electron spin-orbit interaction in the
conduction band).
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Appendix III: Exciton-exciton Coulomb scattering:
direct and exchange terms
We recall now briefly the main properties of exciton-exciton Coulomb scat-
tering in 2D systems, including exciton spin degree of freedom. We follow
here the approach of C. Ciuti et al. [76], limiting ourselves to a two ex-
citon system. Taking the 2D exciton in the 1s state envelope function (cf.
Appendix I), and neglecting heavy-hole light-hole valence band mixing, it is
possible to define the probability amplitude χS (se, jh) = 〈se, jh | S〉, where
|S〉 is a linear combination of |M〉 states (M = ±1,±2). For instance,
χ+1 (se, jh) = δse,−1/2δjh,+3/2. In the case of excitation by elliptical light,
excitons are created in the elliptical states |Eθ〉 (see equation 1.28), so that
χS(θ)(se, jh) = sin
(
θ + π4
)
χ+1 (se, jh) + cos
(
θ + π4
)
χ−1 (se, jh).
The basic two exciton interaction we consider is the elastic Coulomb scat-
tering process:
(1s,K, S) + (1s,K ′, S′) −→ (1s,K +Q, S) + (1s,K ′ −Q, S′) (III.1)
where the lowest 1s two dimensional exciton states |1s,K, S〉 (νe = νh = 1)
can be represented by the wave function :
〈re, rh, se, jh | 1s,K, S〉 = ΨK(re, rh)χ(se, jh)
=
1√
A
eiK.R
1√
2πa2DB
e
− r
2a2D
B χ(se, jh) (III.2)
Here, ΨK(re, rh) is the two band envelope function of the HH exciton, R and
r are its centre of mass and relative motion coordinates respectively, and A
is the quantization area. φ1s(r) =
1√
2πa2D
B
e
− r
2a2D
B is the relative motion wave
function(c.f. appendix I) 2. Inelastic scattering channels to bound biexciton
states are neglected here for simplicity. As a fact, time-resolved photolumines-
cence experiments on GaAs/AlGaAs QW can be described without including
them. Neglecting here electron-hole exchange, which actually produces very
small splitting (∼ 0.1meV within an exciton, as seen previously c.f. 1.1, and
even less between two excitons), it is possible to build two-exciton states which
are symmetrical with respect to exciton transposition (simultaneous transpo-
sition of two constituting fermions), but antisymmetric with respect to single
fermion (electron or hole) transposition:
2 In the strictly 2D approach we adopt here, the single particle envelope functions
χνe(z) and χνh(z) play no significant role, and are dropped for simplicity
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ΦS,S
′
K,K′(re, se, rh, jh, r
′
e, s
′
e, r
′
h, j
′
h) =
1√
2
{
1√
2
[ΨK(re, rh)χS(se, jh)ΨK′(r
′
e, r
′
h)χS′(s
′
e, j
′
h)
+ΨK(r
′
e, r
′
h)χS(s
′
e, j
′
h)ΨK′(re, rh)χS′(se, jh)]
− 1√
2
[ΨK(r
′
e, rh)χS(s
′
e, jh)ΨK′(re, r
′
h)χS′(se, j
′
h)
+ΨK(re, r
′
h)χS(se, j
′
h)ΨK′(r
′
e, rh)χS′(s
′
e, jh)]
}
(III.3)
Considering the four particle hamiltonian:
H =
p2e
2me
+
p2h
2me
+
p′2e
2me
+
p′2h
2me
+ Vint(re, rh, r
′
e, r
′
h) (III.4)
where: Vint(re, rh, r
′
e, r
′
h) = −V (|re − rh|) − V (|r′e − r′h|) + V (|re − r′e|) +
V (|rh − r′h|)−V (|re − r′h|)−V (|r′e − rh|) and V (r) = e2/(ǫ0r), the scatter-
ing amplitude of the process III.1 is given by :
H
Sf ,S
′
f
S,S′ (K,K
′,Q) =
〈
ΦS,S
′
K,K′
∣∣∣H ∣∣∣ΦSf ,S′fK+Q,K′+Q〉 (III.5)
It was shown in [76] that H
Sf ,S
′
f
S,S′ (K,K
′,Q) takes the form:
H
Sf ,S
′
f
S,S′ (K,K
′,Q) =
〈S | Sf〉
〈
S′ | S′f
〉
Hdir(K,K
′,Q) +
〈
S | S′f
〉 〈S′ | Sf 〉HXexch(K,K ′,Q)
+Seexch(S, S′, Sf , S′f)Heexch(K,K ′,Q) + Shexch(S, S′, Sf , S′f )Hhexch(K,K ′,Q)
(III.6)
Here, Hdir is the direct Coulomb term, which corresponds to the classical
electrostatic interaction between the two excitons, HXexch is the term corre-
sponding to exciton-exciton exchange as a whole. The third and fourth terms
correspond to exchange of a single electron, or single hole respectively. The
factors Seexch and Shexch are given by the spin exchange sums. For instance, for
electron exchange :
Seexch(S, S′, Sf , S′f ) =
∑
se,jh,s′e,j
′
h
χ∗S(se, jh)χ
∗
S′(s
′
e, j
′
h)χ
∗
Sf
(s′e, jh)χ
∗
S′
f
(se, j
′
h)
(III.7)
A similar expression holds for Shexch. The scattering processes are schemati-
cally represented on figure (AIII.1).
The orbital part of the different scattering amplitudes in III.6 has been
calculated in [76].
The direct term is the most simple, and can be formulated as:
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Fig. III.1. Scheme of the Coulomb scattering processes between two heavy-hole
excitons : (a) direct process ; (b) exciton exchange as a whole; (c) electron exchange;
(d) hole exchange. The electron-hole exchange processes, less efficient, has been
neglected.
Hdir(K,K
′,Q) = Hdir(Q)
=
1
A
V (Q)
{
F
(∣∣φ2D1s ∣∣2) (βeQ)−F (∣∣φ2D1s ∣∣2) (βhQ)}
=
1
A
2πe2
ǫ0Q
{[
1 +
(
a2DB βeQ
)2]− 32 − [1 + (a2DB βhQ)2]− 32
}
(III.8)
Here, V (Q) is the 2D Fourier transform of V (r) and F
(∣∣φ2D1s ∣∣2) (Q) is the
Fourier transform of the probability areal density
∣∣φ2D1s (r)∣∣2 of the relative
motion wave function and βe(h) is the ratio defined by βe(h) ≡ me(h⊥)/(me +
mh⊥).
The exciton exchange term is linked to the direct one by the relation :
HXexch(K,K
′,Q) = Hdir(K,K ′,K ′ −K −Q) = Hdir(|K ′ −K| , Q, θ)
(III.9)
where θ = (K ′ −K,Q). If |K ′ −K| a2DB << 1, we can, from III.8, make the
approximation: HXexch(K,K
′,Q) ≈ Hdir(Q).
The single electron and hole exchange terms are more difficult to compute.
It turns that they are positive real numbers, and that [76]:
Heexch(K,K
′,Q) = Heexch (|K −K ′| , Q, θ, βe) (III.10a)
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Fig. III.2. The dimensionless electron-electron exchange integral −Iexch =
Heexch (|K ′ −K | = 0, Q, θ, βe) /C as a function of 2Qa2DB for three different values
of me/mh . Solid line: me/mh = 0.5, corresponding to a GaAs quantum well. Long-
dashed line: me/mh = 0. Dotted line: me/mh = 1. Inset: the dimensionless direct
integral Idir(Q) = Hdir(Q)/C is shown for comparison [76].
Hhexch(K,K
′,Q) = Hhexch (|K −K ′| , Q, θ, βh) (III.10b)
For |K −K ′| = 0, Heexch(0, Q, θ, βe) = Heexch(0, Q, θ, βh), and both become
independent of θ. The variations ofHeexch(0, Q, θ, βe) andHdir(Q) (normalised
to the energy : C =
(
2
π
)2 2e2a2DB
ǫ0A
) are plotted on fig (AIII.2). The dependence
on the mass ratio me/mh of the single particle exchange H
e(h)
exch is not critical,
contrary to the direct Hdir or exciton exchange H
X
exchamplitudes. It turns
that, for Qa2DB = 0 the single particle exchange terms are at their maximum,
while the direct one vanishes. This situation corresponds to a cold exciton gas
photogenerated close to K = 0, so that final states lie also close to K = 0.
In that case, the single particle exchange amplitude is largely dominant, and
can be taken as a constant [76], the latter being close to Heexch(0, 0, θ, βe) ≈
2
6e2a2DB
ǫ0A
.
As for the spin exchange amplitude, it is more convenient to express it in
terms of effective spin Hamiltonian, with the following operators: defining the
heavy-hole effective spin as |±3/2〉 ≡ |∓1/2〉h, and se(h) = Se(h)/~ the single
spin operators, we obtain for an exciton pair (i, j):
Seexch = 2sie.sje + 1/2 = 2sie,zsje,z + sie,+sje,− + sie,−sje,+ + 1/2 (III.11a)
Shexch = 2sih.sjh + 1/2 = 2sih,zsjh,z + sih,+sjh,− + sih,−sjh,+ + 1/2 (III.11b)
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Finally, for a cold exciton gas close to K = 0, it is possible to write the
approximate scattering Hamiltonian as :
H
Sf ,S
′
f
S,S′ (K,K
′,Q) ≈ 6e
2a2DB
ǫ0A
4
(
sie.s
j
e + s
i
h.s
j
h + 1/2
)
(III.12)
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