Abstract -Design and reconfiguration approaches for high harvest rates and parallel on-wafer diagnosis of linear arrays are described in this paper. The defect-tolerant designs employ multiplexors to switch intercell connections and guarantee that the wire length between any two logically adjacent cells is constant, independent of fault distribution. The designs are appropriate for implementing linear arrays of wafer-scale memory and processor architectures. The harvesting of fault-free cells into a linear array is a percolation process; there exists a critical cell yield such that the harvest rate drops to zero (approaches 100%) if the cell yield is below (above) the critical value. Finding a maximum-size linear array for a given set of fault-free cells is polynomial time solvable if only the interconnections between fault-free cells are utilized, but is NP-complete if the interconnections between all cells are utilized. A heuristic reconfiguration algorithm utilizing the interconnections between all cells is presented. Application of boundary scan to parallel testing and on-wafer diagnosis of the arrays is described.
I. INTRODUCTION
NE OF THE practical applications of wafer-scale 0 integration has been the implementation of linear array architectures for electronic disks and large systolic arrays. For example, a defect-tolerant linear array architecture, originally proposed by Manning [ l] , has been used by Anamartic to manufacture 200 megabytes of memory [2] . Their implementation is a rectilinear grid of cells on a wafer, in which each cell interconnects with its four nearest neighbors. The target structure is a linear array in which each cell connects to two neighboring cells. The defect-tolerant design allows each cell to bypass defective cells by connecting to any two of its four nearest neighbors. The process of switching interconnection to avoid defective cells (reconfiguration) starts from a cell on the boundary of a wafer, and then links defect-free cells into a chain (linear array). The chain is formed as a spiral from the wafer boundary to the center in an attempt to link as many good cells as possible. Aubusson and Catt independently employed a similar design philosophy for a hexagonal array in which each cell has six immediate neighbors [3] . Each cell in their design is capable of connecting to two of its six neighbors. Since only the nearest neighbors are interconnected, the propagation delay between any two logically consecutive cells after reconfiguration is fixed in these spiral designs. Recently, Horst presented an alternative defect-tolerant loop WSI architecture that provided a simple reconfiguration procedure [4] . In his design, each cell includes four 2-to-1 multiplexors for intercell connections, as shown in Fig. 1 . Initially, each cell and its four multiplexors are set to form a closed loop. During reconfiguration, the multiplexors can be set such that two or more neighboring cells form a larger loop. Similar to the spiral approaches, the propagation delay between two logically consecutive cells after reconfiguration is fixed, independent of defect distribution. This is because the path between two logically adjacent cells in a loop has exactly four multiplexor delays. The goal of reconfiguration in this loop-based design is to link as many good cells as possible into a loop. Harvest rate, the percentage of good cells that are linked in the largest loop, is used to evaluate the effectiveness of defect-tolerant designs for linear arrays. One advantage of the loop-based approach to defect-tolerant linear arrays is that each cell can merge as many as four neighboring cells into its loop, instead of just two neighbors in the spiral approaches. Thus, the loop-based approach has a better harvest rate for a given cell yield. However, one of the shortcomings of this design is that the harvest rate drops dramatically when the cell yield is below 0.75 [41.
There also exist defect-tolerant linear array structures, other than the spiral and loop-based approaches, that try to harvest as many good cells as possible using a constant upper bound on propagation delay between two logically adjacent cells. Fussel and Varman presented an approach to connecting a linear array from all good cells in a cluster [5] . Leighton and Leiserson developed a scheme to con-00 18-Y200/9 1 /0500-0717$01 .OO 0 199 1 IEEE A survey of defect-tolerant linear arrays can be found in the book by Negrini et al. [8] . These approaches differ from the approach of this paper in that their delay is bounded, while ours is fixed.
Our discussion is restricted to the design and analysis of defect-tolerant linear arrays that guarantee a fixed intercell wire length. We show how the defect-tolerant loop-based approach developed by Horst [4] can be modified to provide high harvest rates. The defect-tolerant designs described allow the interconnection of up to eight neighbors, and maintain constant propagation delay between cells. The harvesting of fault-free cells into a linear array is a percolation process; there exists a critical cell yield such that the harvest rate drops to zero (approaches 100%) if the cell yield is below (above) the critical value. The designs with a larger number of neighbor interconnections reduce the critical cell yield and enhance the harvest rate. A further improvement to harvest rates through reconfiguration strategies that make use of the multiplexors in faulty cells is also described.
DEFECT-TOLERANT LINEAR ARRAYS
In this section we describe the design approach for enhancing the harvest of good cells into a linear array based on loop interconnections. The cells are placed as a two-dimensional grid on a wafer. Each cell includes 1 multiplexors; the multiplexors are placed along the cell boundaries, and are used to switch intercell connection buses. Each cell and its multiplexors form a closed loop, as shown in Fig. 2 Fig. 2(b) . Otherwise, the interconnection is inactiue, as shown in Fig. 2(a) . Two neighboring cells can be linked in a loop by setting the interconnection between them active. An important feature of the design is that the path between two logically adjacent cells in a loop contains exactly 1 multiplexors, and the multiplexors are tion delay between any pair of consecutive multiplexors is constant. As a result, the design guarantees a constant propagation delay between any two logically adjacent cells, independent of fault distribution.
Horst's loop-based defect-tolerant architecture follows these design rules and uses four 2-to-1 multiplexors in each cell [41. Since each cell has interconnections with its four neighbors, Horst's scheme is an example of fourneighbor loops. As a simple variation of four-neighbor loops, a defect-tolerant linear array with three-neighbor interconnections can be obtained by deleting all the m4 multiplexors, as shown in Fig. 3 . A three-neighbor reconfigurable linear array will be shown in Section IV to have a smaller harvest rate than a four-neighbor design, but it uses less interconnection area due to the elimination of multiplexors.
The harvest rate can be improved by increasing intercell connections at the cost of more interconnection overhead and more multiplexors. By skewing the placement of every row of cells by half a cell width, each cell will have six immediate neighbors instead of four, as shown in Fig.  4 . However, a straightforward extension of the fourneighbor design, using six 2-to-1 multiplexors to interconnect with six neighbors, does not satisfy the fixed wire length rule. In Fig The wire length between these logically consecutive, but physically disjoint, multiplexors is longer than the wire length between other consecutive multiplexors. As a result, the propagation delay between two logically adjacent cells after reconfiguration may not be constant.
In order to satisfy the fixed wire length rule for sixneighbor loops, 3-to-1 multiplexors can be used for intercell connections. Each cell uses three 3-to-1 multiplexors, and each multiplexor sets up interconnections with two neighboring cells. A defect-tolerant linear array with sixneighbor interconnections is shown in rules and hence the propagation delay between two logically adjacent cells is constant.
A reconfigurable linear array with eight-neighbor interconnections and fixed intercell delay can be made by each cell having interconnections not only with the four border-adjacent neighbors, but also with the four neighbors in diagonal directions. There are two possible approaches: one uses only 2-to-1 multiplexors, and the other uses 4-to-1 and 2-to-1 multiplexors. The design with eight 2-to-1 multiplexors in each cell is essentially a simple combination of two 4-neighbor loops; an example is shown in Fig. 6 . The design with two 4-to-1 and two 2-to-1 multiplexors in each cell is shown in Fig. 7 . By using 4-to-1 multiplexors, the total number of control lines of the multiplexors in each cell is reduced to six, instead of eight if eight 2-to-1 multiplexors are used. The increased neighboring interconnections require a larger number of multiplexors in each cell, and thus lower the cell yield. However, the overall harvest rate will improve because the cells are less likely to be isolated with increased interconnections.
RECONFIGURATION

A. Problem Description
The reconfiguration problem consists of harvesting as many good (defect-free) cells as possible in a linear array. For the loop-based design, a straightforward reconfiguration approach is to use the interconnections between good cells and link all neighboring good cells into a linear array [41. Therefore, each cluster of good cells forms a linear array. An example reconfiguration for threeneighbor loops is shown in Fig. 8(a) . The three linear arrays constructed are of maximal size in the sense that the neighboring cells of each linear array are all faulty.
It is possible to improve the rate of harvesting good cells into a single linear array by utilizing the interconnections between all cells, including the fault-free multiplex- Another set of example reconfigurations for six-neighbor interconnections is shown in Fig. 9 . A reconfiguration solution that uses only the multiplexors of good cells is shown in Fig. 9(a) . The solution cannot connect the isolated cell in the bottom left corner. By using the multiplexors of all the cells, an optimal reconfiguration solution is able to connect all the good cells in a loop, as shown in Fig. 9(b) .
The complexity of the reconfiguration problem is analyzed in the following sections under two different assumptions: one in which only the interconnections between good cells can be used, and the other in the interconnections can be used.
B. Graph Model
A graph model is introduced as a basis for which all analyzing -~ the reconfiguration problems. Only the reconfiguration for four-neighbor loops will be examined, but the results apply also to three-, six-, and eight-neighbor loop reconfigurations.
A rectilinear grid graph consists of vertices which are points at the Cartesian coordinates with integer coordinates, and edges between any two vertices at unit distance. An m-by-n rectilinear grid graph R (m,n) A wafer of m-by-n cells with four-neighbor loops can be modeled by R ( m , n ) with some modifications. Each vertex represents a cell. Each edge represents the interconnection between two neighboring cells containing a pair of multiplexors. A vertex is fault-free (faulty) if its corresponding cell is fault-free (faulty). A circle is used to denote a fault-free vertex. An arrow is also used in each vertex to show the location of the cell, which is between m 4 and m,. The location of each cell is important for the discussion later. An edge is active (inactive) if the corresponding interconnection is active (inactive). An active edge is drawn in a solid line, and an inactive edge in a dotted line. R ' ( m , n ) or R', if its size is not specified, refers to the modified grid graph. An example interconnection setting and its corresponding grid graph model R' (4, 3) are shown in Fig. 10 .
For purposes of reconfiguration, consider the active edges only and discard all the inactive edges. One can verify the following correspondences between abstract objects in R' and physical cell loops on the wafer: 1) an isolated vertex in R' represents a loop that contains only the cell of the vertex;
2) a single (active) edge in R' represents a loop that contains the cells of the two incident vertices of the edge; 3) a tree in R' represents a loop that contains the cells of all vertices on the tree; 4) a simple cycle in R' represents two loops: one consists of all the cells whose vertices are on the cycle and whose arrows point outside of the cycle, and the other consists of the cells of all the other vertices on the cycle. Assume that the grid graph is embedded on an infinite plane. In general, the active edges may divide the plane into regions. Contours are the closed lines along the boundaries of all regions. An example reconfiguration solution is shown in Fig. 11 ; there are four regions and six contours. The contours are labeled as cI,c2; . .,ch. The region that is unbounded is the outside region. The contours that are on the boundaries of the outside region are called outside contours; otherwise, they are inside contours. It can be verified that each contour represents a loop that consists of all the cells (vertices) whose arrows point toward the contour. Thus, besides the isolated vertices, six loops arc constructed by reconfiguration in Fig.  11 . The size of a contour will be considered to be the number of cells it contains. A contour is fault-free if all of its cells are fault-free. For example, the largest fault-free contour in Fig. 11 is c2 of size 18.
C. Reconfiguration Complexity
For the spiral approach with four neighbors, each cell can only connect to two of its neighbors. The reconfiguration problem is to find a maximum length path in the grid subgraph induced by good vertices. This maximum-length path problem has been shown to be NP-complete [91. The reconfiguration complexity for four-neighbor loops is considered under two reconfiguration assumptions. First, suppose that only the multiplexors of good cells can be properly controlled. In this case, only the interconnections between good cells can be active, i.e., only the edges between good vertices in R' can be active. Therefore, only good cells can be linked in a loop of size > 1. It is undesirable to generate a cycle in R', because a cycle has an inside contour(s), and hence reduces the size of the outside contour. The reconfiguration problem is to find a maximum-size spanning tree in the grid subgraph induced by good vertices. Clearly, the problem can be solved in linear time [4] .
Second, consider the case where the multiplexors of faulty cells can be utilized to set up interconnections. In this case, all the interconnections can be active, i.e., all edges in R' can be active. The reconfiguration problem is to find a fault-free contour of maximum size. The problem will be shown in the following discussion to be NP-complete.
Clearly, the size of the maximum fault-free path is at most equal to the size of the maximum fault-free spanning tree, which in turn is at most equal to the size of the maximum fault-free contour. The examples in Figs. 11 and 12 have the same fault-free cells. Fig. 12 shows that the largest fault-free spanning tree contains ten vertices, while Fig. 11 shows that there exists a fault-free contour of size 18. One can also easily verify that the maximum fault-free path contains only seven vertices.
Finding a maximum-size fault-free contour for a given fault distribution R' is NP-complete. The first lemma was proved by Dolev et al. [lo] .
Lemma 1: For any planar graph G of maximum degree 3, there exist a constant c > 0 and a planar embedding of G on a rectilinear grid such that the longest edge is of length en, where n is the number of vertices of G. 0
The following lemma shows that all edges can be of the same length.
Lemma 2: For any planar graph G of maximum degree 3, there is a planar embedding of G on a rectilinear grid such that all edges are of the same length 2(cnI2, where c is the constant in Lemma 1 and n is the number of vertices of G. Proof: The problem is in NP, since one can arbitrarily make a subset of edges active and check in polynomial time whether a fault-free contour of size > k exists or not.
In the remainder of the proof, we show a reduction from the following NP-complete problem [ 113: If D has a Hamiltonian cycle C, let all the edges of Rj, in which the arcs of C are embedded, be active. All these active edges form a cycle in R;. Since all the vertices on the right-hand side of the arcs are fault-free, one contour of the cycle is fault-free and of size >, 4n(cnl2 -2n.
The distance between two fault-free vertices is at least four, except for two fault-free vertices on an arc-embedding path. Thus, only these arc-embedding paths contain all fault-free vertices on one side of the paths. If R ; has a fault-free contour of size 4n(cn)' -2n, the contour must contain at least n arc-embedding paths. Since the degree of each vertex of D is at most 3 and each arcembedding path contains fault-free vertices only on its right-hand side, the fault-free contour contains at most n arc-embedding paths and these paths must form a cycle. Therefore, the fault-free contour is a contour of a cycle which consists of exactly n arc-embedding paths, and the n corresponding arcs in D are a Hamiltonian cycle.
0
In actual implementations, some multiplexors may also be faulty. By a similar argument, one can prove that finding a maximum size fault-free contour for a given set of faulty multiplexors is also NP-complete. 
D. Heuristic Reconfiguration Algorithm
Since only the outside region is unbounded, the heuristic algorithm focuses on generating a fault-free contour on the boundary of the outside region. First, all fault-free spanning trees are constructed. Disjoint fault-free spanning trees can be connected by cycles that have fault-free outside contours, and the connected component still has a fault-free outside contour. Therefore, we find all the cycles that have fault-free outside contours and can connect at least two disjoint spanning trees. However, it is possible that a group of cycles may generate inside contours that contain good cells. Moreover, some cycles need to be included before we can use other cycles, i.e., there exist precedence constraints (a partial-order relation) in including these cycles. The following algorithm decides which cycle should be included in the connected component: 
IV. HARVEST RATE AND YIELD
Computer simulations have been used to estimate harvest rate with respect to the yield of the cells. The distribution of faulty cells is assumed to be random. First, consider the reconfiguration strategy that utilizes the multiplexors of good cells only. The harvest rates of a 256-cell wafer, in a 16 X 16 layout, for alternative defect-tolerant loop-based designs are shown in Fig. 13 . In each case, the harvest rate is the average of 10 000 different simulation samples. The results show that the harvest rate improves consistently as the cell yield increases. The harvest rate also improves consistently with larger numbers of intercell connections. This is because both higher cell yield and more intercell connections generate a larger cluster of good cells. The harvest rate of a large array, a wafer with 1024 x 1024 cells, was also estimated by simulations. Each harvest rate in Fig. 14 is the average result of 1000 different simulation samples. The results show that there is a rapid transition in the harvest rate, i.e., the harvest rate drops to zero, when the cell yield is below a critical value. The harvest of good cells into a linear array in a loop-based design is an example of a well-known physical process-the percolation process [12] . A percolation process is a random process over an infinite regular lattice of cells in which a fluid starts from a cell and percolates in all directions to neighboring cells. A flawed cell will not allow the passage of the flow. Let q be the probability of each cell being flawed. There exists a critical probability qc, such that if q < q, the probability of the number of wet cells being infinite is equal to 1. Agrawal has pointed out that the harvest rate of the spiral approaches is bounded by the fraction of good cells that are wet in a percolation process [13]. It is clear that the harvest rate of a loop-based design is equal to the percentage of good cells that are wet in a percolation process. For the fourneighbor case, qc =: 0.42 requires cell yields higher than 0.58. The critical cell yield for the six-neighbor interconnections is equal to 0.5 (exact) [14] , and the critical cell yield for the eight-neighbor interconnections is approximately 0.40. The optimal harvest can be achieved by utilizing all the interconnections; however, the reconfiguration problem when all interconnections are allowed is NP-complete. The harvest capability of the heuristic algorithm in Section 111 was evaluated by simulations. The expected harvest rate for 16 X 16 cells with four-neighbor interconnections and using all the multiplexors is shown in Fig. 15 . One thousand simulation samples are repeated for each case. The results show that by utilizing all the multiplexors, the harvest rate is improved and the critical value of cell yield is reduced significantly.
V. PARALLEL ON-WAFER DIAGNOSIS
In many defect-tolerant designs an effective strategy for diagnosing defective cells is often ignored. One approach to on-wafer diagnosis, which employs both pipelining and parallelism, is illustrated in Fig. 16 . Each basic cell in the scan array implements the JTAG boundary scan standard i1.51. The test access ports (TAP'S) of the cells are linked into a linear chain, and the testing is done in a pipelined fashion. The array cells are connected in parallel scan paths. Since the cells are identical in function, it is possible to perform parallel clocking of test vectors as well as pipelined comparison of test outputs for diagnosis.
The parallel diagnosis requires three extra linear chains for test-mode select, (TMS) test data input (TDI), and test data output (TDO). These linear chains for testing must be defect-tolerant, because any defect in these chains makes some of the cells untestable. Therefore, the loopbased defect-tolerant design is also used for these testing chains. The external bonding pads of the wafer can be placed in any cell on the wafer. The loop interconnections of the cell are replaced by input and output (I/O) pads. The multiplexors are controlled by its cell. At the powerup, each cell controls its multiplexors so that they form a closed loop. During the wafer test, the tester selects a set of 1 / 0 pads connecting to a cell first. Then from the first connected cell, the connected cells set up active interconnections with the unconnected neighbors only so that no cycles (in R') are generated. After the parallel on-wafer diagnosis, the external tester pipes in the multiplexor controls for each cell so that a fault-free linear array is connected.
VI. CONCLUSIONS
A loop-based approach to defect-tolerant wafer-scale linear arrays was presented. This approach is a generalization of the four-neighbor design of Horst [4] . In terms of harvest rate, the loop-based approach is significantly better than the traditional spiral approaches. Similar to the spiral designs, the loop-based approach guarantees a fixed propagation delay between any logically consecutive cells after reconfiguration, independent of the fault distribution. However, the propagation delay (latency) is larger than that of the spiral designs. Two reconfiguration strategies were also presented: one utilizes the interconnections between good cells only; the other utilizes the interconnections between all cells. Finding a maximum size linear array for a given set of faulty cells was shown to be NP-complete when all the interconnections are utilized. The simulation-based harvest rates for four loop-based designs were described; the results illustrated the improvement in harvest rate when the neighborhood connectivity is enlarged at the cost of more multiplexors and interconnections. Application of boundary-scan design to parallel testing and on-wafer diagnosis of the arrays was also presented.
