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Abstract
A new family of Fq-linear codes over Fbq can be obtained replacing the elements in the large field Fqb by
elements in Fq[C], where C is the companion matrix of a primitive polynomial of degree b and coefficients in Fq.
In this work, we propose a decoding algorithm for this family of Fq-linear codes over the erasure channel, based
on solving linear systems over the field Fq.
Keywords: Fq-linear code, companion matrix, primitive polynomial, superregular matrix, erasure channel,
linear system
1 Introduction
A binary erasure channel (BEC) is a common communications channel model used frequently in information theory
because it is one of the simplest channels to analyze and many problems in communication theory can be reduced
to a BEC. This channel was introduced by Peter Elias in 1954 [13] as a toy example. In this model, a transmitter
sends a bit, and the receiver either receives the bit or it receives an erasure, that is, the bit gets scrambled so the
receiver has no idea what the bit was. Unlike the binary symmetric channel, when the receiver gets a bit, it is
completely certain that the bit is correct, so the BEC is, in some way, error-free. The only confusion arises when
the bit is erased. In this model, a code with minimum distance d can recover up to d− 1 erasures.
Coding techniques for storage systems have been used widely to protect data against errors or erasure for CDs,
DVDs, etc. An increasing number of applications in communication and storage systems uses erasure codes to deal
with symbol losses (see, for example, [10, 16]). Assume the data in a storage system is divided into symbols of equal
size. Then, an (n, k) block code takes k information symbols and encodes them into n symbols of the same size.
Given a a fixed redundancy, maximum separable codes (MDS codes) offer maximal reliability, since any k
symbols are sufficient to recover all the information. Reed-Solomon codes are MDS codes commonly used in storage
and communication applications [22, 25]. Another class of MDS codes are MDS array codes [4], for example the
EVENODD [1]. In an array code, each symbol consists of a column of elements, and the parities are computed by
XORing some information bits. These codes have low computation complexity compared to Reed-Solomon codes,
since the encoding and decoding only involve XOR operations [27]. These operations can be implemented by high-
speed hardware (for example, [5, 2]). As a consequence, there are many studies that attempt to reduce the high
computational complexity of Reed-Solomon codes [7, 18].
Here, we consider block codes over the field Fqb , closed under addition and multiplication over Fq. These codes
are called Fq-linear codes over Fbq [6]. They can be also seen as array codes over Fq (see [3]). Furthermore, they have
practical applications in deep-space communication and computer memory systems [11, 12]. In the construction
proposed in [9], the entries of a superregular matrix in Fqb are replaced by elements in Fq[C], where C is the
companion matrix of a primitive polynomial of degree b and entries in Fq (see [8]). Several constructions of MDS
block codes based on superregular matrices have been proposed (for example, [24]). The purpose of authors in [9]
is to extend these constructions in order to obtain Fq-linear codes which are also MDS. Besides, they proposed
a decoding scheme over the binary symmetric channel. In this work, we propose a new algorithm to decode this
family of codes over the erasure channel. This algorithm recovers up to n − k erasures solving a linear system,
whose size depends on the total number of erasures in the information part.
This paper is organized as follows. In Section 2, we remind some preliminaries we need to understand the rest
of the paper. In Section 3, we consider the construction of Fq-linear codes based on superregular matrices. In
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Section 4, we introduce the algorithm to decode this family of codes over the erasure channel. Finally, in Section 5,
we give a short conclusion.
2 Previous Concepts
Let Fq be the Galois field of q elements and b a positive integer. If C is a block code of length n over the field
Fqb , the codewords of C can be considered as codewords of length nb over Fq. Then, a code C is said to be an
Fq-linear code of length n over Fbq if it is a linear code of length nb over Fq (see [6]). The dual code C⊥ is the
null space of C in Fbq. The parameter k = logqb |C|, where |C| is the number of codewords, is called the normalized
dimension of the code over Fbq. Recall that the linear space Fbq can be viewed as the field Fqb ; however, linearity
is not assumed over the field Fqb . For example, let α ∈ F22 be a primitive element such that α2 + α + 1 = 0, then
F22 = {00, 01, 10, 11} ≈ {0, 1, α, α2} = F22 and consider the F2-linear code C of length 2 given by
C = {00|00, 01|10, 10|01, 11|11} = {00, 1α, α1, αα}.
Since α(αα) = 11 /∈ C, the code C is not a linear subspace of F22 .
The code C can be specified by either its generator matrix G of size kb× nb or its parity-check matrix H of size
(n − k)b × nb, both over Fq. From practical considerations, Fq-linear codes are required to be systematic, that is,
its generator (or parity-check) matrix has to be systematic. Recall that the matrix G (respectively, H) is said to
be systematic if it contains the identity matrix of size kb× kb (respectively, (n− k)b× (n− k)b).
To define the minimum distance of an Fq-linear code we consider it as a code over the alphabet Fbq. Then, the
minimum distance d is measured with respect to the symbols in Fbq (see [6]) and thus, the parameters of the code
over Fbq are [n, k, d].
A code with parameters [n, k, d] is maximum-distance separable (MDS) over Fbq if the Singleton bound,
d ≤ n− k + 1,
is attained (see [6, 20]).
In the following example, we show an Fq-linear code which is MDS, but the corresponding block code is not
MDS.
Example 1: Consider the generator matrix of a linear block code over F2 with length 12, dimension 4, and minimum
distance equal to 5,
G =

1 0 0 0 0 1 1 0 0 1 1 0
0 1 0 0 1 1 0 1 1 1 0 1
0 0 1 0 1 1 1 0 1 0 1 1
0 0 0 1 1 0 0 1 0 1 1 0
 .
If we consider the code C over F22, we have an F2-linear code with length 6 and normalized dimension 2 over
F22. To compute the distance between two codewords, we have to consider the number of different symbols. For
example, d(10|00|01|10|01|10, 01|00|11|01|11|01) = 5, since these two words only match on the second symbol.
It is not difficult to check that the minimum distance of the F2-linear code C over F22 is also 5. Therefore, C is
an MDS F2-linear code over F22. 
Note that in this example, the minimum distance is the same in both cases, but they can be different in other
cases as we can see in the following example.
Example 2: Consider the F2-linear code C over F22 with parameters [3, 1, 1] and whose generator matrix is given
by
G =
(
1 1 0 0 1 1
0 0 1 1 0 0
)
.
If we consider the code as a block code over F2, then the parameters are [6, 2, 2]. So, the F2-linear code and the
corresponding block code have not the same minimum distance. 
In [8] we can find the following result about the minimum distance of the code over Fbq and over Fq.
Theorem 1 (Theorem 1.7 of [8]): Let C be an Fq-linear code with parameters [n, k] over Fbq. If d is the minimum
distance of the code over Fbq and D is the minimum distance of the code over Fq, then d ≤ D.
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We recall the following result which helps us to check whether an Fq-linear code is MDS without computing the
minimum distance.
Theorem 2 (Proposition 3.2 of [6]): Let H =
(
A, I(n−k)b
)
be an (n− k)b× nb systematic parity-check matrix
of an Fq-linear [n, k] code C over Fbq and write A = (Ai,j) for i = 1, 2, . . . , k and j = 1, 2, . . . , n− k, where each Ai,j
is a b× b block submatrix of A. Then C is MDS if and only if every square submatrix of A consisting of full blocks
submatrices Ai,j is non-singular.
Next definition reminds the concept of superregular matrix. Different constructions of MDS block codes based
on superregular matrices have been proposed in the past (see, for example, [24, 23]).
Definition 1: A matrix A is said to be a superregular matrix over Fq if every square submatrix of A is non-
singular over Fq.
For example, the matrix
A =
(
1 1
2 1
)
is superregular over F3, since every entry is different from 0 and A is non-singular.
As a generalization of this concept, we introduce the concept of block superregular matrix.
Definition 2: A matrix A of size bm × bl is said to be b-block superregular matrix over Fq, if every square
submatrix of A consisting of full blocks submatrices of size b× b is non-singular over Fq.
Let us see an illustrative example.
Example 3: The matrix
A =

1 0 0 1
0 1 1 0
1 0 1 1
0 1 0 1
 .
is a 2-block superregular matrix over F2, since every square submatrix of size 2 × 2 is non-singular and A is also
non-singular. 
Due to Definition 2 and Theorem 2, we can introduce the following theorem.
Theorem 3: Let H =
(
A, I(n−k)b
)
be an (n− k)b× nb systematic parity-check matrix of an Fq-linear code C with
parameters [n, k] over Fbq. Then C is an MDS Fq-linear code if and only if A is a b-block superregular matrix over
Fq.
Now, we can apply the previous theorem in the following example.
Example 4: We consider the F2-linear code C over F22 with length 4 and normalized dimension 2, whose parity-
check matrix is
H = (A|I4) =

1 0 0 1 1 0 0 0
0 1 1 0 0 1 0 0
1 0 1 1 0 0 1 0
0 1 0 1 0 0 0 1
 .
According to Example 3, A is a 2-block superregular matrix over F2. Therefore, by Theorem 3, the F2-linear code
C is MDS. 
3 Construction
In this section, we recall the construction introduced in [9]. Remember that the companion matrix C of a monic
polynomial p(x) = p0 + p1x+ · · ·+ pb−1xb−1 + xb ∈ Fq[x] is the square matrix defined as
C =

0 0 · · · 0 −p0
1 0 · · · 0 −p1
0 1 · · · 0 −p2
...
...
...
...
0 0 · · · 0 −pb−2
0 0 · · · 1 −pb−1

.
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If p(x) is a primitive polynomial, it is well known that Fqb ≈ Fq[C], where Fq[C] =
{
0, I, C,C2, . . . , Cq
b−2
}
(see,
for example, [19]).
The isomorphism ψ : Fqb → Fq[C], can be defined as ψ(α) = C, where α ∈ Fqb is a primitive element. It can be
extended to a ring isomorphism
Ψ : Matm×l(Fqb) −→ Matm×l(Fq[C]) (1)
in the following way: if A = (αij) ∈ Matm×l(Fqb), then Ψ(A) = (ψ(αij)) ∈ Matm×l(Fq[C]). This isomorphism
allows us to introduce the following result.
Theorem 4: If A ∈ Matm×l(Fqb) is a superrregular matrix, then H = (Ψ(A), Ibm) is the parity check-matrix of an
[m+ l, l,m+ 1] MDS Fq-linear code C over Fbq.
Remember that if we have an MDS block code, the dual code is MDS as well (see for example [20]). This
result can be extended for Fq-linear codes. Therefore, the dual code C⊥ of the code constructed in Theorem 4 is an
[m+ l,m, l + 1] MDS Fq-linear code over Fbq as well.
Next example helps us to understand this construction.
Example 5: Consider the primitive polynomial p(x) = 1 + x2 + x3 ∈ F2[x] whose companion matrix is
C =
 0 0 11 0 0
0 1 1
 .
Let α ∈ F23 be a primitive element such that 1 + α2 + α3 = 0. It is easy to check that A =
(
α α4
1 α2
)
is a
superregular matrix over F23 . So, according to Theorem 4, the matrix
H =
(
C C4
I6I3 C
2
)
is the parity-check matrix of an F2-linear code C over F32, whose parameters are [4, 2, 3]. Thus, the code is MDS.
If we consider the set of codewords of C as a linear code over F2, the code is not MDS, since only trivial codes
are MDS over F2 [14]. In this case, the parameters of the code are [12, 6, 3].
The dual code C⊥ is also an MDS F2-linear code over F32, whose parameters are [4, 2, 3] as well and whose
parity-check matrix is given by
G = H⊥ =
(
I6
CT I3
(C4)T (C2)T
)
.

It is worth pointing out that some authors have used the term superregular to define a related but different type
of matrices (see for instance [15, 26]). This type of matrices is not suitable to construct MDS Fq-linear codes using
Theorem 4, as we will see in the following example.
Example 6: Consider the primitive polynomial p(x) = x3 + x2 + 1 ∈ F2[x] whose companion matrix is
C =
 0 0 11 0 0
0 1 1
 .
Let α ∈ F23 be a primitive element such that α3 +α2 + 1 = 0. The matrix A =
(
1 0
1 α
)
is a superregular matrix
over F23 in the sense of [15, 26]. Nevertheless, using the isomorphism given by expression (1),
H =
(
I3 O I6I3 C
)
=

1 0 0 0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 1 0 0 0
1 0 0 0 0 1 0 0 0 1 0 0
0 1 0 1 0 0 0 0 0 0 1 0
0 0 1 0 1 1 0 0 0 0 0 1

is the parity-check matrix of an Fq-linear code C over F32 whose parameters are [4, 2, 2] and therefore, it is not
MDS. 
The problem now is how to find superregular matrices over a finite field Fqb (see, for example [17, 24, 23]).
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4 Decoding
Consider an MDS Fq-linear code with length n and normalized dimension k over Fbq and generator matrix G in
systematic form. Assume we have k information symbols u =
(
u1 u2 · · · uk
)
. The corresponding codeword
is obtained in the following way
v = uG =
(
v1 v2 · · · vk vk+1 · · · vn
)
.
Note that vi = ui for i ∈ {1, 2, . . . , k}, are the information symbols and vj for j ∈ {k + 1, k + 2, . . . , n} are the
redundancy symbols.
From now on, we denote by 〈n〉 = {1, 2, . . . , n}, CA,B = (Cab), with a ∈ A and b ∈ B, and vA = (va) with
a ∈ A, where A,B ⊆ 〈n〉.
After transmitting the codeword v through the erasure channel, some of the symbols in v get lost. Let us define
the following sets
I = {il ∈ 〈k〉 | vil did not get lost during the transmission} ,
J = {jl − k | jl ∈ 〈n〉 \ 〈k〉 and vjl did not get lost during the transmission} ,
Ic = 〈k〉 \ I = {icl ∈ 〈k〉 | vicl got lost during the transmission} .
In summary, I and J are the sets of indices of the correct symbols in the information and redundancy part,
respectively, and Ic is the set of indices of the lost symbols in the information part, after transmission. Assume
|I| = t and |J | = t′ with t ≤ k and t′ ≤ n− k. Obviously, the number of erasures in the information part and the
redundancy part are k − t and n − k − t′, respectively and, then, |Ic| = k − t. We do not consider the redundant
symbols that are lost during transmission, since they are not necessary to recover the information symbols.
The received symbols vi, i ∈ 〈k〉 are the information symbols. However, we only know t of these symbols,(
vi1 vi2 · · · vit
)
, and we have to recover the other k − t symbols. On the other hand, we know t′ symbols
in the redundancy part,
(
vj1 vj2 · · · vjt′
)
. Using the known symbols, we can obtain a linear system with
(k − t)b unknowns and t′b equations,
v〈k〉 C〈k〉,J = vJ . (2)
We can find one unique solution as long as k− t ≤ t′, that is, the number of unknowns is less or equal than the
number of equations. When k−t < t′, we have more equations than unknowns, so the system could be incompatible.
However, we know u is a solution of the system, so it must be compatible.
We can see the system in (2) as the system
vIc CIc,J + vI CI,J = vJ (3)
where the unknowns are vIc . Let us see an illustrative example.
Example 7: Consider the primitive polynomial p(x) = 1 + x+ x3 ∈ F2[x], whose companion matrix is given by
C =
 0 0 11 0 1
0 1 0

and let α ∈ F23 be a root of p(x). Consider the Reed-Solomon code (see [21]) of length 7 and dimension 3 with
generator polynomial
g(x) = (x− 1)(x− α)(x− α2)(x− α3) = α6 + α5x+ α5x2 + α2x3 + x4.
A systematic generator matrix of this code is given by
GRS =
 1 0 0 α α3 α6 α60 1 0 1 α4 α2 α
0 0 1 α2 α5 α5 α6
 .
Due to the ring isomorphism considered in expression (1), we can construct an MDS F2-linear code over F32 with
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parameters [7, 3, 5] and generator matrix
G =
 I9 P P 3 P 6 P 6I P 4 P 2 P
P 2 P 5 P 5 P 6

=

1 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 1 0 1 1 0
0 1 0 0 0 0 0 0 0 1 0 1 1 1 1 0 0 1 0 0 1
0 0 1 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 1 0 0
0 0 0 1 0 0 0 0 0 1 0 0 0 1 1 0 1 0 0 0 1
0 0 0 0 1 0 0 0 0 0 1 0 1 1 0 0 1 1 1 0 1
0 0 0 0 0 1 0 0 0 0 0 1 1 1 1 1 0 1 0 1 0
0 0 0 0 0 0 1 0 0 0 1 0 1 1 1 1 1 1 1 1 0
0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 1 0 0 0 0 1
0 0 0 0 0 0 0 0 1 1 0 1 1 1 0 1 1 0 1 0 0

.
Consider the information symbols
u =
(
1 0 0 0 1 1 1 1 1
)
.
The corresponding codeword is computed in the following way
v = uG =
(
1 0 0 0 1 1 1 1 1 1 1 0 0 0 1 1 0 1 0 1 0
)
.
Assume we receive the following word after transmission
vˆ =
(
1 0 0 ? ? ? 1 1 1 ? ? ? 0 0 1 ? ? ? 0 1 0
)
.
We have erasures in the 2nd, 4th and 6th symbols and therefore we have
I = {1, 3}, J = {5− 3, 7− 3} and Ic = {2}.
The matrix C〈3〉>,J is given by
C〈k〉,J = C〈3〉,{2,4} =
 P 3 P 6P 4 P
P 5 P 6
 .
Therefore, the system (2) is given by
(
v1 v2 v3
) P 3 P 6P 4 P
P 5 P 6
 = ( v5 v7 ) ,
The unknown symbol is v2 and so
v2
(
P 4 P
)
=
(
v5 v7
)
+
(
v1 v3
)( P 3 P 6
P 5 P 6
)
, (4)
and therefore, the matrices CIc,J and CI,J are given by
CIc,J = C{2},{2,4} =
(
P 4 P
)
and CI,J = C{1,3},{2,4} =
(
P 3 P 6
P 5 P 6
)
,
in this case. Since v2 ∈ F32, we have v2 =
(
v21 v22 v23
)
. Substituting the actual values in (4) we obtain
(
v21 v22 v23
) 0 1 1 0 0 11 1 0 1 0 1
1 1 1 0 1 0
 = ( 0 0 1 0 1 0 )
+
(
1 0 0 1 1 1
)

1 0 1 1 1 0
1 1 1 0 0 1
0 1 1 1 0 0
1 1 1 1 1 0
1 0 0 0 0 1
1 1 0 1 0 0

=
(
0 0 1 1 1 1
)
,
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which is equivalent to the following system
(
v21 v22 v23
) 0 1 11 1 0
1 1 1
 = ( 0 0 1 )
whose solution is
v2 =
(
0 1 1
)
.
Recall that u2 = v2. 
Note that the size of the matrix CIc,J in system (3) is (k − t) × t′. When k − t < t′, the number of columns
in the matrix CIc,J is greater than the number of rows. The matrix C is a b-block superregular matrix over Fq,
so every square submatrix composed of blocks of size b× b is non-singular. Then, if we take the matrix composed
by the first (k − t)b columns of CIc,J , we obtain a non-singular square matrix, C˜, of size (k − t)b× (k − t)b. The
remaining columns are a linear combination of these (k − t)b columns. This is the same as removing redundant
equations from system (3).
On the other hand, we construct the vector v˜ taking the first k − t symbols of the word vJ + vICI,J and the
solution of system (3) is the same as the solution of the system
vIcC˜ = v˜.
According to the previous results, we can introduce the following decoding algorithm.
Algorithm 1:
1. Let I, with |I| = k − t, be the set of the indices of the information symbols that have not been erased during
transmission and J , with |J | = n − k − t′, the set of the indices of the redundancy symbols, starting by 1,
that have not been erased during transmission. On the other hand, consider the set Ic, with |Ic| = t, as the
set of the indices of the information symbols that have been erased.
2. If t+ t′ > k, it is not possible to recover the lost symbols. Go to step 7. Otherwise, go to next step.
3. Compute the matrices CI,J and CIc,J .
4. Compute the vector vJ − vI CI,J .
5. If t+ t′ = k, solve the system
vIc CIc,J = vJ − vI CI,J (5)
for vIc and go to step 7. Otherwise, go to next step.
6. In this case t + t′ < k. Solve the system vIcC˜ = v˜, for vIc , where C˜ is the matrix composed by the first
(k − t)b columns of CIc,J , and v˜ is the vector formed by the first k − t symbols of vJ − vI · CI,J . Go to
step 7.
7. End.
The vector vIc , with length k − t, is the vector of lost information symbols. Once we compute vIc , we can
obtain the complete vector v and thus, the information vector u.
5 Conclusions
Transmitting n symbols of length b with elements in Fq through an erasure channel is the same as transmitting a
codeword of length n of an Fq-linear code over Fbq. Since proposed codes are MDS, they can recover up to n − k
erasures, with k the normalized dimension of the code, over the erasure channel. In this work, we propose an
algorithm to recover the erased information symbols by solving a linear system with (k − t)b unknowns, where t in
the number of known information symbols.
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