There is a dearth of survey instruments for measuring Internet skills. This paper presents results from additional implementations of a previously-developed index measure. It considers the performance of the original instrument over time as well as shortened versions of it on two surveys of different populations. Drawing on analyses of five different data sets, the paper makes recommendations for various length survey items for measuring people's Web-use skills.
Introduction
As the Internet has spread to an increasingly large portion of the population, scholars have called for more nuanced measures of its uses including people's abilities to use the medium effectively and efficiently, i.e., their Web-use skills (e.g., Hargittai 2002 , Hargittai 2010 , DiMaggio et al 2004 , Gui & Argentin In Press, Livingstone & Helsper 2010 , van Dijk 2005 , van Deursen and van Dijk 2009 . A significant challenge in this domain has been the dearth of reliable instruments to measure people's online know-how. Some work has developed nuanced measures using in-person observations (e.g., Hargittai 2003, van Deursen and van Dijk 2009) offering detailed information about how people navigating the Web. However, due to the cost and labor associated with such methods, they are extremely difficult to replicate on more generalizable and larger samples leaving a need for survey instruments to capture information about people's Web-use skills.
In previous work, Hargittai (2009) suggested the use of a list of items to measure people's Internet skills based on the results and expansion of a study that compared people's actual online abilities with their responses to survey questions about Internet know-how (Hargittai 2005) . The proposed list includes 27 Internet-related terms of which respondents are asked to rate their level of understanding on a 1-5-point scale. While useful, the recommendation poses a challenge to those working on surveys whose focus is not on Internet skills per se thus having less space for related questions. To address this potential concern with the original instrument, this research note draws on subsequent implementations and analyses of the 27-item index to offer suggestions for indexes that have fewer components yet are optimal in capturing variation among respondents' Web-use skills.
Brief review of the development of the index
As explained in the paper on "Survey Measures of Web-Oriented Digital Literacy" (Hargittai 2005) , an initial index of seven items was the result of a study that included data both on people's actual as well as their self-reported skills. In that study, 100 randomly-sampled people from a New Jersey county performed online information-seeking tasks at the study location resulting in measures of actual skill. That project, conducted in 2001 and 2002 , yielded data about respondents' ability to perform online information-seeking tasks as well as how long they took to do so. The project had also asked respondents their level of understanding of over 40 Internet and computer-related terms.
Of these, Hargittai (2005) identified an index of seven that correlated more highly with measures of actual skill than did more traditional proxies for skill such as time spent online, number of Internet use years and Internet self-efficacy (p.376.).
Due to the fast-changing nature of Internet tools and services, it is important to update such an instrument over time. In 2007 , Hargittai (2009 collected data on respondents' understanding of an expanded list of items reflecting changes in the online landscape. In this study, 1,189 diverse young adults rated their understanding of 30 Internet-related terms. These items were presented on the survey in two groups, fifteen terms each. Three of the 30 items were bogus terms (i.e., JFW, proxypod and filtibly) to test whether respondents were randomly checking off responses. As noted in the paper (p.133-134), the bogus terms performed lowest on their respective lists suggesting that people's reports on these items were not random. That is, while there were no corresponding measures of actual skills in this study to test whether people's self-reported ratings correlated with their true abilities, nonexistent terms should yield the lowest rankings and indeed they did. The 27-item scale and shorter versions of it have since been replicated in other studies. Here, we draw on the results of four subsequently administered surveys -two conducted by Hargittai, two by othersto consider what may be possible shorter item lists for measuring online skills.
Recent implementation of the full instrument
With constant changes in online technologies, tools and services, it may be that certain measures become outdated while others rise in prominence and importance to people's daily online activities. To test this proposition, we draw on data collection since 2007 -the year the original data set with 27 items had been collected -to illustrate the robustness of the overall measure over time. Hargittai (2009) . Over one thousand (1,060) first-year students took the paper-pencil survey administered in class for an 81.9% participation rate of all students enrolled in the course. The instrument included an item to verify students' attentiveness to the survey: "The purpose of this question is to assess your attentiveness to question wording. For this question please mark the 'Very often' response." A small portion of students, 3.4%, responded incorrectly suggesting that they were randomly checking off responses and thus were excluded from the analyses. In sum, 1,060 first-years answered the verification question correctly. Of these respondents, 1,004 provided useable responses for all of the knowledge items. They are the basis for the numbers we present below. We refer to this data set as the UIC 2007 survey. The first column under the heading UIC 2007 in Table   1 presents the mean of individual items in decreasing order from the survey reported in Hargittai (2009), the second column lists the item-rest correlation, which is the correlation of the item to the rest of the scale without that item. 2 Hargittai replicated that same 27-item instrument on a similar survey in 2009 on the then entering cohort at UIC, i.e., a different group of students from those surveyed two years earlier. This survey had an overall response rate of 80.5% and also included the verification question mentioned above. The 4.5% of respondents who answered it incorrectly were excluded from the data set The Principle Investigator of this study (Hargittai) is not now nor has ever been affiliated with the University of Illinois, Chicago, other than in the context of this research project. The campus was chosen as the research site for the overall project due to the diversity of its student body and the existence of a class in the curriculum that all students are required to take. resulting in 1,115 participants. Of these, 1041 had no missing values on the skill items and they constitute the basis for the numbers presented here. The columns in Table 1 under the heading UIC 2009 report the mode, mean, standard deviation and item-rest correlation of the items from this second study.
In 2010, Hargittai administered a follow-up survey on students who participated in the 2009 study gathering information about their ratings of the 27 items' understandings in that subsequent year. This study had a 45.3% response rate with 505 students from the original 1,115 participating.
Like the previous UIC surveys, this one also included a verification question to assess attentiveness to question wording; 3% of the returned instruments did not give a correct answer and were thus excluded from the analyses. The 505 respondents had all filled out the verification question correctly and 483 of them had no missing values on the 27 skill items. The final group of columns in Table 1 presents the mode, mean, standard deviation and item-rest correlation for each item in this data set. The consistency in the rankings of the terms also indicates that our full list of Web-related items reflects various levels of know-how among respondents. While many terms may be relatively easy and respondents reported high scores for them across surveys in different years, we also find that participants in the most recent survey continue to report a limited understanding of some of the lowest-scored items from the first survey. For example, as shown by the first rows in Table 1, browser-related terms such as "reload", "favorites" and "bookmark" in addition to "advanced search" ranked the highest consistently across time and across samples. Given that using browsers is a common way of going online, it is not surprising that respondents have a high-level of understanding of related terms. However, respondents in different years consistently reported a limited understanding of terms like "bookmarklet", "cache", "widget", "phishing", "malware", "social bookmarking" and "RSS" suggesting that these concepts have remained elusive to many Web users over time.
The comparison across different years also suggests, however, that some terms move up on the ranking list as time passes. Some of the initially lower-scored items (i.e., "tagging", "tabbed browsing" and "wiki") reported in Hargittai (2009) high and suggest that the instrument is internally consistent. We also looked at item-rest correlations to determine the correlation of the item with the rest of the scale were that item excluded. The final column for each survey in Table 1 presents these figures. They suggest that there are no particularly weak items in the scale. Additionally, we also looked at what the alpha values would be were the individual items removed from the scale. All alphas in all three data sets remain very close to the full scale measure, i.e., with less than a 0.01 change in all cases (due to space constraints and given the slight change in figures, these numbers are not included in the table).
While the full index is helpful, it is important to recognize that few surveys have room for such a large number of items. To address this concern, we now turn to a discussion of shorter alternatives for surveys with less room for such questions. In the next section, we highlight some important considerations for ensuring high-level performance while reducing the length of the instrument followed by two examples of shorter index implementations and our overall recommendations for shorter item lists.
Considerations for the development of shorter item lists
As noted in the section above, the 27 Internet-related terms reflect different understanding levels. While most items show a consistent level over time, we do find that people's reported level of understanding of some items may change due to increasing popularity of certain online services. The implication of this finding is that the range of levels at which people report understanding the items is a crucial factor when adopting this instrument of Web-use skills to conduct research on people's digital know-how. To ensure that the instrument captures variations in skill in any particular population, researchers have to include items that are understood at different levels even when using a shorter list.
Based on the mean, mode and median a low-level understanding item if its mode and median are consistently of the lower scores (i.e., 1 or 2) and the majority of its mean scores from different UIC survey data are lower than 2.5. The terms that do not fall into either of these two categories are of medium-level understanding.
Another important criterion for selecting items concerns the characteristics of the population under study. If researchers were to survey people with less online experiences, then it makes more sense to include more of the highly-understood items than the ones that yield low levels of understanding given that such people are even less likely to understand terms that more experienced Internet users already find harder to comprehend. Likewise, if the targeted population is likely to have better online abilities (such as technical professionals), then researchers may want to include more of the less understood items instead of ones highly understood by most in order to capture variation within the group under investigation and to measure respondents' digital skills accurately. Beyond ensuring sufficient variation in the skills measure, adjusting the instrument based on the characteristics of the targeted population may also help researchers reduce non-response due to the heavy burden of survey questions (i.e., less knowledgeable respondents faced with numerous lesser-known items may abandon the instrument altogether in frustration).
Based on these considerations, we have worked with other projects to make recommendations for shorter item lists. In the next section, we present two cases of shorter lists having been implemented on samples different from our own. One study draws on a nationallyrepresentative sample of Internet users; the other implements the survey on a low-income urban population.
The Web-use skill measure index applied in other studies
To demonstrate the utility of the Web-use skill index with fewer items, we present descriptive statistics of related constructs used in two other studies. Table 2 show basic descriptive statistics for the six items on the FCC Broadband Survey for those respondents who are
Internet users in the sample. It is clear that "widget" is the least recognized term from among the six included items. The statistics of the other 5 items are located at the higher-end of the scale with "reload or refresh" as the most understood term.
It is important to point out that one of the six questions about know-how on the FCC Broadband Survey contained two different terms from the original 27-item list; "spyware and malware". In the UIC surveys, these two items behaved rather differently when asked separately thus grouping them into one item is not ideal. While participants in the UIC surveys rated their level of understanding of "spyware" relatively highly, they exhibited a considerably lower level of understanding of "malware". Accordingly, results of that particular question from the FCC Broadband Survey must be interpreted with caution. Future surveys that include these terms should do so as separate items.
Including more items from the middle range of the original list may have led to more nuanced variation on the final skill index of the FCC Broadband Survey sample. Nonetheless, even 4 The FCC Broadband Survey data are available to the public at http://www.fcc.gov/broadbandconsumer-survey/Public-Posting.zip. The figures we report in this piece are ones we calculated on the data set ourselves. with these six items representing relatively well understood terms, the index provides helpful variation in the Web-use skills of respondents. recruited by interviewers at public places in the community such as cafés, supermarkets and community centers; the survey could also be administered in private residences if necessary. On certain demographic characteristics (i.e., gender and race) the survey sample is representative of the area's make-up while on others there is some level of over or underrepresentation (i.e., people with a college degree and those with household incomes higher than $60,000 are overrepresented, while people with some college experience are underrepresented).
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The survey resulted in a total of 218 valid responses. As part of the question module looking at information networks of peer residents, the research team adopted Hargittai's Web-use skill measure in order to understand whether people's online abilities may be related to their media uses for communicating with their peers about environmental information. Due to questionnaire length limitations, the research team only included 15 Internet-related items in the NKO survey instead of the original 27 proposed by Hargittai (2009) . Based on the distribution of reported know-how in the UIC sample, the researchers included nine highly-understood Web-related terms and six items that were understood at much lower levels, some with large variations, others with smaller variance. The CCAP-NKO survey included the same question wording and response categories as Hargittai's study. Having worked with Hargittai to run some analyses on the original UIC 2007 data set, the CCAP-NKO researchers were able to establish that the 15 items were still in considerable agreement with an alpha value of .90 based on responses to the UIC 2007 survey.
Performance of Web-use skills items
The descriptive statistics in Table 3 test of these 15 items have a high alpha value (alpha=.97) in the NKO sample, suggesting that the shortened skill items remain highly consistent. The standard deviations of individual items are also very similar to the statistics of the corresponding items on the UIC surveys.
Perhaps not surprisingly, given that many NKO residents come from lower socioeconomic backgrounds, which is related to lower levels of Internet use (e.g., Mossberger, Tolbert and Stansbury 2003; Stern, Adams and Elsasser 2003) , which in turn may influence Internet know-how, NKO participants reported having a lower average composite score than UIC participants. In addition, the results show that two of the items understood well by participants in other studies (i.e., "advanced search" and "firewall") display a bi-modal distribution with the lowest score being one of the most frequent responses. Additionally, in this sample, 8 of the 15 items have a mean score lower than 3 (i.e. the average point of the 5-point scale). The implication of these findings is that the Webuse skill measure performs well beyond a population of college students for capturing variation in online know-how.
Recommendations for shorter item lists
Based on the case studies of shorter item lists' empirical implementations presented above as well as the analyses of different surveys administered at UIC, here we make recommendations for shorter lists of items that still perform well when included on a survey. We provide two lists; one to be included on surveys administered to the general population (Table 4a) , the other to people with lower levels of online experiences (Table 4b) . First, on Tables 4a and 4b , we present a list consisting of six items followed by a list of 10 and then 15 items. The higher the number of items, the more reliable the scale, but even shorter scales demonstrate high consistency as noted in the bottom section of the table with Cronbach's alpha figures.
When constructing the list, it is also important to consider the relevance and applicability of the terms to different contexts. For some of the terms in the original 27-item list, users may have to engage in specific online practices, such as using information aggregators (i.e., "RSS" or "Web feeds") or file sharing (i.e., "torrent") in order to become more knowledgeable about them. While those online activities may be popular with some groups, they are not necessarily of interest to all Web users or relevant to every user's needs. Therefore, a shorter instrument with too many such specific terms may bias against users who do not engage in very concrete types of online activities.
To this end, especially for the shorter lists, our emphasis is on selecting terms related to fairly general uses (e.g., browsers, common file types) as well as Internet security and privacy matters given that all Web users are subject to risks of identity theft and other online security threats regardless of their preferences among particular online activities.
On the six-item list, we include two high-level understanding items (i.e., "advanced search"
and "PDF"), two medium-level items (i.e., "spyware" and "wiki") and two low-level items (i.e., "cache" and "phishing") for surveying the general population. For an instrument targeting lessexperienced populations, we replace "cache" with "preference settings" in order to reduce the overall difficulty level of that list. While only one-third of the items on the list for a survey of the general population consists of highly-understood items, half of the items on the list for disadvantaged populations are such terms.
With the longer list of items, our goal is to maintain the proportion of each difficulty level to the extent possible. The proportion of high-level understanding items in the 10-item and 15-item lists for studying general populations is 33% and 40% respectively. Likewise, 40% of the terms in the 10-item and 15-item lists for surveying less-experienced populations are high-understanding-level items. While we selected "tagging" and "tabbed browsing" as a part of the high-level understanding items for the longer list targeting the general population, we included the browser-related terms "favorites" and "bookmark" for less-experienced populations. Were researchers to change individual items, our recommendation is to select others from the list at the same level of understanding as the ones they are replacing.
Despite rapid changes in technology, the understanding of terms exhibits considerable consistency across the years. That said, as new tools and services emerge and are incorporated into mainstream Internet uses, the testing and addition of new items will be necessary. When considering additions, researchers should avoid choosing terms that are platform-specific (e.g., terms that are more common with the use of Windows or Mac operating systems) so as not to bias toward users of particular services unless examining the know-how of users of a specific system is the goal of the investigation.
Reliability tests from prior UIC surveys suggest that all of our recommended lists are in good agreement as per the Cronbach's alpha values listed on the bottom of the table for each proposed index. Not surprisingly, the longer the list, the higher the alpha value and thus when possible, the inclusion of more items is better.
Conclusion
Our goal has been to analyze the performance of a previously developed Web-use skill index survey measure and make recommendations on abbreviated versions for instruments of various lengths and for different targeted populations. Recent empirical implementations of abbreviated instruments suggest that shorter online skill indexes still work reliably and consistently as compared to the longer version. We also demonstrate the utility of the shorter instruments by showing that the selected items in every recommended list are in good agreement with the original 27-item instrument from all three UIC surveys. The use of more items results in higher alpha values, however, and thus we recommend the inclusion of as many components as possible. Hargittai (2009) , the sample size was 1189 as it included all respondents, not just first-year students. The analyses are based on the 1,004 first-year respondents in the sample who had no missing values on the 27 items. Hargittai (2009) , the sample size was 1189 as it included all respondents, not just first-year students. The analyses are based on the 1,004 first-year respondents in the sample who had no missing values on the 27 items. **** The Cronbach's alpha value for the UIC 2007 survey measures is based on the reliability test of the following five separate items: "reload", "spyware", "malware", "JPG" and "widget." As noted in the text, "spyware" and "malware" were asked separately on the UIC surveys. Also, "operaiontal system" and "cookie" were not on the UIC survey. Hargittai (2009) , the sample size was 1189 as it included all respondents, not just first-year students. The analyses are based on the 1,004 first-year respondents in the sample who had no missing values on the 27 items. 
