Optimal Scalar Linear Codes for Some Classes of The Two-Sender Groupcast
  Index Coding Problem by A., Chinmayananda & Rajan, B. Sundar
ar
X
iv
:1
80
4.
03
82
3v
2 
 [c
s.I
T]
  2
4 M
ay
 20
19
Optimal Scalar Linear Codes for Some Classes of
The Two-Sender Groupcast Index Coding Problem
Chinmayananda Arunachala and B. Sundar Rajan.
Department of Electrical Communication Engineering, Indian Institute of Science, Bengaluru 560012, KA, India.
E-mail: {chinmayanand,bsrajan}@iisc.ac.in
Abstract—The two-sender groupcast index coding problem
(TGICP) consists of a set of receivers, where all the messages
demanded by the set of receivers are distributed among the
two senders. The senders can possibly have a set of messages
in common. Each message can be demanded by more than one
receiver. Each receiver has a subset of messages (known as its
side information) and demands a message it does not have. The
objective is to design scalar linear codes at the senders with the
minimum aggregate code length such that all the receivers are
able to decode their demands, by leveraging the knowledge of the
side information of all the receivers. In this work, optimal scalar
linear codes of three sub-problems (considered as single-sender
groupcast index coding problems (SGICPs)) of the TGICP are
used to construct optimal scalar linear codes for some classes of
the TGICP. We introduce the notion of joint extensions of a finite
number of SGICPs, which generalizes the notion of extensions
of a single SGICP introduced in a prior work. An SGICP IE is
said to be a joint extension of a finite number of SGICPs if all
the SGICPs are disjoint sub-problems of IE . We identify a class
of joint extensions, where optimal scalar linear codes of the joint
extensions can be constructed using those of the sub-problems.
We then construct scalar linear codes for some classes of the
TGICP, when one or more sub-problems of the TGICP belong
to the above identified class of joint extensions, and provide some
necessary conditions for the optimality of the construction.
I. INTRODUCTION
The classical index coding problem (ICP) introduced in [1]
is a source coding problem consisting of a set of receivers,
each demanding a single message and having a subset of
other messages as its side information. The sender exploits
the knowledge of the side information at all the receivers
to reduce the number of transmissions required for all the
receivers to decode their demands. The multi-sender ICP (first
studied in [2]) arises as an extension of the classical ICP in
many practical scenarios. The demands of all the receivers
are distributed among multiple senders, with possibly some
messages in common with senders belonging to any subset
of senders. The senders collectively have all the demands of
the receivers. All the receivers can receive the transmissions
from all the senders. Transmissions from any two senders are
orthogonal in time. All the senders are able to communicate
among themselves and collaboratively transmit coded mes-
sages to reduce the end-to-end latency and network-traffic load
as illustrated in [3], [4]. Each sender is naturally restricted to
have a subset of demanded messages due to constraints like
limited storage (as illustrated in [3]), erroneous reception of
messages (as illustrated in [5]), and node failures as seen in
distributed storage networks where data is stored over different
nodes [6], [7].
A class of the multi-sender ICP was studied, where each
receiver knows a unique message which is not known to
any other receiver [2]. This class was analyzed using graph
theoretic techniques and optimal codes were provided for a
special sub-class. A rank-minimization framework was pro-
posed along with a heuristic algorithm to obtain sub-optimal
index codes (in general) for another class of the multi-sender
ICP [3]. For this class, each receiver demands a message that
is not demanded by any other receiver and has a subset of
other messages as side information. The most general class
of the multi-sender ICP where any message can be demanded
by any number of receivers was studied in [8]. The problem
of finding the optimal scalar linear code length of the multi-
sender ICP was related to a matrix completion problem with
rank minimization. Some variants of the multi-sender ICP
have been studied with an independent link of fixed capacity
existing between every sender and receiver [9]-[12]. Inner and
outer bounds on the capacity region of these variants were
established.
The two-sender ICP has been studied in several works as a
fundamental multi-sender ICP [13]-[16]. Some single-sender
index coding schemes based on graph theory were extended to
the two-sender unicast ICP (TUICP) [13]. In the TUICP, each
receiver demands a unique message which is not demanded by
any other receiver. Optimal broadcast rate with finite length
messages (total number of coded bits transmitted per message
bit) of some special classes of the TUICP, and its limiting value
as the message length tends to infinity (called the optimal
broadcast rate) were studied [14], [16]. Code constructions
were provided for some classes of the TUICP using optimal
codes of three single-sender sub-problems [14]-[16]. For some
classes, a new graph coloring technique (termed as two-sender
graph coloring) was proposed, and employed to obtain the
optimal broadcast rate with finite length messages [14], [16].
Optimal broadcast rate with finite length messages and its
limiting value were established for some classes of the TUICP
considering only linear encoding schemes at the senders [5].
The proof techniques used in [5] were shown to be useful in
obtaining optimal results for some classes of the multi-sender
ICP with any number of senders.
We consider the two-sender groupcast ICP (TGICP) in this
work, where any receiver can demand any message and can
have any subset of other messages as side information. We
first divide the TGICP into three disjoint single-sender sub-
problems (no common messages between any two of the sub-
problems) based on the demands of the receivers and the
availability of messages with the senders. We classify the
TGICP based on the relations between the three single-sender
sub-problems of the TGICP (Section II). This classification
extends the classification given in [14] for the TUICP (which
is a special case of the TGICP). Optimal scalar linear codes
are constructed using those of the three sub-problems for some
clasees of the TGICP (Sections III and V). We introduce the
notion of joint extensions of any finite number of single-
sender groupcast ICPs (SGICPs). Any jointly extended prob-
lem obtained from a finite number of SGICPs (dealt in this
work), consists of all the SGICPs as disjoint sub-problems (no
messages in common between any two of the sub-problems). A
class of joint extensions is identified and scalar linear codes for
this class of jointly extended problems are constructed using
those of its sub-problems (Section IV). A necessary condition
for the optimality of the constructed codes is given. This result
is used to construct scalar linear codes for some classes of the
TGICP (Section V). Necessary conditions for the optimality
of the constructed codes are also given.
The key results of this paper are highlighted below.
• Optimal scalar linear codes for some classes of the
TGICP are constructed using optimal scalar linear codes
of three single-sender sub-problems. According to the au-
thors’ knowledge, this is the first work providing optimal
scalar linear codes for some classes of the TGICP (which
are not TUICPs). Thus, the problem of constructing
optimal scalar linear codes for these classes of the TGICP,
is reduced to the problem of optimal code construction
for the SGICP. Optimal linear broadcast rates with finite
length messages for the TUICP presented in [5] is a
special case of the results presented in this work.
• The notion of joint extensions of any finite number of
SGICPs is introduced, which generalizes the notion of
extensions of any SGICP, introduced in [17]. A class
of joint extensions is identified for which optimal scalar
linear codes for the jointly extended problems can be
constructed using those of the sub-problems. Two classes
of rank-invariant extensions presented in [17] are shown
to be special cases of the class of joint extensions
addressed in this paper. Using the result related to the
class of joint extensions solved in this paper, optimal
scalar linear codes for some SGICPs can be constructed
using known optimal scalar linear codes of their sub-
problems.
• Scalar linear codes are constructed for some classes of the
TGICP, where one or more sub-problems belong to the
class of joint extensions solved in this paper. Necessary
conditions for the optimality of the constructed codes are
also given.
The remainder of the paper is organized as follows. Section
II consists of problem formulation and classification of the
TGICP. Section III provides construction of optimal scalar
linear codes for some classes of the TGICP. Section IV defines
joint extensions and provides optimal codes for a special class
of joint extensions. Section V provides code constructions for
some classes of the TGICP using the results of Section IV.
Section VI concludes the paper.
Notations: Matrices and vectors are denoted by bold upper-
case and bold lowercase letters respectively. For any positive
integer m, [m] , {1, ...,m}. The finite field with q elements
is denoted by Fq . The vector space of all n× d matrices over
Fq is denoted by F
n×d
q . For any matrix M ∈ F
n×d
q , MA
denotes the matrix obtained by stacking (one upon the other
in the increasing order of row indices) the rows ofM indexed
by the elements in A for any A ⊆ [n]. The row space of
M is denoted by 〈M〉. For any matrix M over Fq , the rank
of M over Fq is denoted as rkq(M). The transpose of M
is denoted by MT . A matrix obtained by deleting some of
the rows and/or some of the columns of M is said to be a
submatrix of M. A set of submatrices of a given matrix are
said to be disjoint, if no two of the submatrices have common
elements indexed by the same ordered pair in the given matrix.
The matrix consisting of all x’s is denoted by X. The size of
X is clear from the context whenever it is not explicitly stated.
Similarly, the matrix with all entries being 0 is denoted by 0.
An a× b matrix with all entries being 0 is denoted as 0a×b.
An r × r identity matrix is denoted by Ir×r.
A directed graph (also called digraph) given by D =
(V(D), E(D)), consists of a set of vertices V(D), and a set
of edges E(D) which is a set of ordered pairs of vertices.
A cycle in a digraph D is a sequence of distinct vertices
(vi1 , ..., vic) such that (vis , vis+1) ∈ E(D) for all s ∈ [c − 1]
and (vic , vi1 ) ∈ E(D). A digraph is called acyclic if it does
not contain any cycles.
II. PROBLEM FORMULATION
In this section, we formulate the TGICP and establish the
required notation and definitions.
An instance of the TGICP consists of two senders collec-
tively having m independent message symbols given by the
set {x1,x2, ...,xm}, where xi ∈ F
t×1
q , ∀i ∈ [m], and t ≥ 1
is an integer. The jth sender denoted by Sj , j ∈ {1, 2},
has a set of messages with indices given by the set Mj ,
such that Mj ⊆ [m] and M1 ∪ M2 = [m]. Each sender
knows the identity of the messages (indices of the message
symbols) available with the other. Each sender transmits over
a noiseless broadcast channel which carries symbols from Fq.
Transmissions from different senders are orthogonal in time.
There are n receivers receiving all the transmissions from both
the senders. Without loss of generality, we assume that each
receiver demands a single message and that every message
is demanded by at least one receiver. Let xA , (xi)i∈A
for any non-empty A ⊆ [m]. Note that xA is the vector
obtained by the concatenation of all the message symbols with
indices given by the set A. The ith receiver knows a vector
of message symbols (said to be its side information) given by
xχ
i
, where χi ⊂ [m], and demands xf(i), where the mapping
f : [n] → [m] satisfies f(i) /∈ χi, i ∈ [n]. The set {χi}i∈[n]
is known to both the senders. The objective of the TGICP
is to design a coding scheme at each sender such that all
the receivers are able to decode their demands with the least
aggregate number of transmissions from the two senders. We
formalize this objective in the following.
For a given instance of the TGICP, an index code over Fq
is given by encoding functions at the two senders such that
there exists a decoding function at each receiver as described
in the following. An encoding function at the sender Sj ,
j ∈ {1, 2}, is given by Ej : F
|Mj|t×1
q → F
lj×1
q , where lj
is the length of the codeword Ej(xMj ) transmitted by Sj .
A decoding function at the ith receiver is given by a map
Di : F
(|χi|t+l1+l2)×1
q → Ft×1q , such that ∀x[m] ∈ F
mt×1
q ,
Di(Ej(xM1),Ej(xM2),xχi) = xf(i), i ∈ [n]. That is, every
ith receiver can decode xf(i) using its side information xχi
and the received codewords, i ∈ [n]. The code length of the
index code given by the encoding functions {Ej}j∈{1,2} is
l1 + l2. The objective of the TGICP is to find the minimum
value of l1 + l2 and a pair of encoding functions which
collectively achieve this code length. An index code for the
TGICP is said to be linear if both the encoding functions
are linear transformations over Fq. For a linear index code,
the codeword Ej(xMj ) can be expressed as G
(j)
xMj , where
G
(j) ∈ F
lj×t|Mj |
q is called an encoding matrix at Sj for the
given code, j ∈ {1, 2}. All the receivers are assumed to know
{G(i)}i∈{1,2}. If t = 1, the code is said to be a scalar index
code. Otherwise, it is said to be a vector index code. For
a given instance I of the TGICP, optimal scalar linear code
length is denoted as l∗q(I). For the single-sender groupcast ICP
(SGICP), without loss of generality we assume that only S1
exists and M1 = [m]. The unicast ICP (single-sender or two-
sender) is a special case of the corresponding groupcast ICP
with m = n. Hence no message in a unicast ICP is demanded
by two receivers.
We construct optimal scalar linear codes for some classes
of the TGICP using those of its sub-problems, considering the
sub-problems as SGICPs. We now recapitulate some required
results related to the SGICP.
An instance of the SGICP is described by a matrix called
the fitting matrix of the SGICP consisting of known entries
(1’s and 0’s) and unknown entries (denoted as x’s) [17]. The
notion of the fitting matrix was introduced in [18] for the
single-sender unicast ICP and later extended to the SGICP
[17]. Each row of the fitting matrix represents a receiver and
each column represents a message, and is described as follows.
Definition 1 (Fitting Matrix, [17]). An SGICP with m mes-
sages and n receivers is described by an n × m matrix Fx
(subscript ‘x’ indicates presence of unknown entries), called
the fitting matrix of the SGICP whose (i, j)th entry is given
by,
[Fx]i,j =


x if j ∈ χi,
1 if f(i) = j,
0 otherwise.
∀ i ∈ [n], j ∈ [m].
For a given fitting matrix Fx, we say F completes Fx and
denote it as F ≈ Fx, if F is obtained from Fx by replacing all
the unknowns with arbitrary elements from the field. For the
single-sender unicast ICP described by the fitting matrix Fx,
the optimal scalar linear code length over Fq has been shown
to be the minimum rank of a matrix F such that F ≈ Fx
[18]. This minimum rank is denoted as mrkq(Fx). The optimal
scalar linear code length of the SGICP described by Fx has
also been shown to be equal to mrkq(Fx) in Corollary 4.7,
[19].
The two-sender unicast ICP (TUICP) was classified based
on the relation between three single-sender sub-problems [14].
We now extend this classification to the TGICP.
Let P1 =M1 \M2 and P2 =M2 \M1 be the indices of
the messages available only at senders S1 and S2 respectively.
Let P{1,2} = M1 ∩ M2 be the indices of the messages in
common at the senders. Let mA = |PA| for all non-empty
A ⊆ {1, 2}. We represent a singleton set without a {}. For
example, {1} is represented as 1. Hence, m{1} is written as
m1. Consider the TGICP I as an SGICP with the fitting matrix
Fx. We partition Fx based on (i) the message sets xPA ,
for non-empty A ⊆ {1, 2}, and (ii) the receivers demanding
messages in these sets as shown in (1).
Fx =

 F
(1)
x A
(1,2)
x0 A
(1,{1,2})
x0
A
(2,1)
x0 F
(2)
x A
(2,{1,2})
x0
A
({1,2},1)
x0 A
({1,2},2)
x0 F
({1,2})
x

 . (1)
The first m1 columns correspond to messages xP1 . The m2
consecutive columns from the (m1 +1)th column correspond
to messages xP2 . The remaining columns correspond to mes-
sages xP{1,2} . The matrices A
(A1,A2)
x0 only consist of x’s and
0’s, where A1 and A2 are non-empty subsets of {1, 2} such
that A1 6= A2. These matrices have the subscript x0 to indicate
that they consist of only x’s and 0’s. Let the fitting matrix
F
(A)
x of size nA×mA, for any non-empty subset A ⊆ {1, 2}
correspond to an SGICP denoted by IA. Note that the side
information of all the receivers in IA is present only in xPA ,
for any non-empty subset A ⊆ {1, 2}. In the remaining part
of this paper, whenever we refer to ‘the sub-problems of the
TGICP I’, we refer to the SGICPs I1, I2, and I{1,2}, unless
otherwise stated.
For the given TGICP I, if some message in the side
information of some receiver belonging to IA1 is present
in xPA2 , for non-empty subsets Ai ⊆ {1, 2}, i ∈ {1, 2},
A1 6= A2, we say that there is an interaction from IA1
to IA2 and is denoted by IA1 → IA2 . We say that this
interaction IA1 → IA2 is fully-participated if A
(A1,A2)
x0 = X
(X is a matrix with all unknowns). That is, every receiver
in IA1 has xPA2 in its side information. If A
(A1,A2)
x0 6= X,
then the interaction IA1 → IA2 is said to be partially-
participated. For the given TGICP I, consider the digraph H
with V(H) = {1, 2, {1, 2}} and E(H) = {(A1,A2)| ∃ IA1 →
IA2 , for non-empty Ai ⊆ {1, 2},A1 6= A2, i ∈ {1, 2}}. The
graph H is called the interaction digraph of the TGICP I.
There are totally 64 possibilities for the graph H as shown in
Fig. 1. The numbers written below each interaction digraph
in the figure is the subscript used to denote the specific
interaction digraph. Note that the set of possible interaction
digraphs given for the TUICP in [14] is same as that given in
Fig. 1, but now they describe the interactions between the
three constituent SGICPs of the TGICP. For example, the
first interaction digraph with no interactions between the sub-
problems is denoted as H1. Note that a pair of interactions
given by IA1 → IA2 and IA2 → IA1 is denoted by lines
having two-sided arrows in the interaction digraph, for any
non-empty subsets Ai ⊆ {1, 2}, i ∈ {1, 2}. From Fig. 1, note
that the TGICP is broadly classified into two cases. If the
interaction digraph of the TGICP is acyclic, then the TGICP
belongs to Case I, otherwise it belongs to Case II. Case II is
further classified into five sub-cases based on the interaction
digraph.
The following notations are related to the construction of
a two-sender index code from single-sender index codes. Let
c
(1) and c(2) be two codewords of length l1 and l2 respectively.
The symbol-wise addition of c(1) and c(2) after zero-padding
the shorter codeword at the least significant positions to match
the length of the longer codeword is denoted by c(1)+c(2). For
example, assuming the code to be over F2, if c
(1) = 1010, and
c
(2) = 110, then c(1) + c(2) = 0110. The vector obtained by
picking the code-symbols from symbol numbered a to symbol
numbered b, starting from the most significant position of the
codeword c(i), with a, b ∈ [li], is denoted by c
(i)[a : b]. For
example c(1)[2 : 4] = 010.
Example 1. Consider the TGICP with the partitioned fitting
matrix Fx given below. From the partition we observe that
P1 = {1, 2, 3}, P2 = {4, 5}, and P{1,2} = {6, 7, 8}. Note
from the partition that m1 = 3, n1 = 4, m2 = 2, n2 =
2, m{1,2} = 3, and n{1,2} = 3. Thus m = m1 + m2 +
m{1,2} = 8 and n = n1 + n2 + n{1,2} = 9. From the second
row of the fitting matrix, we see that the side information
of the second receiver is given by xχ
2
, where χ2 = {2, 4},
and it demands xf(2), where f(2) = 3. Similarly, the side
information and demands of all other receivers can be obtained
from the fitting matrix. As receivers 1 and 4 demand message
x1, the sub-problem I1 and hence the two-sender ICP are
groupcast ICPs. Note that only the following interactions exist:
I1 → I2, I{1,2} → I2. From the listing of the interaction
digraphs in Figure 1, we see that the interaction digraph related
to the TGICP is H16. Observe that the interaction I{1,2} → I2
is fully-participated, and I1 → I2 is partially-participated.
Fx =


1 x 0 x x 0 0 0
0 x 1 x 0 0 0 0
x 1 0 x x 0 0 0
1 0 x x x 0 0 0
0 0 0 1 x 0 0 0
0 0 0 x 1 0 0 0
0 0 0 x x 1 0 x
0 0 0 x x x 1 0
0 0 0 x x 0 x 1


.
III. OPTIMAL SCALAR LINEAR CODES FOR THE TGICPS
BELONGING TO CASES I AND II-A
In this section, we construct optimal scalar linear codes
for TGICPs belonging to Cases I and II-A, with any type of
interactions among the sub-problems. The following lemma is
required to prove the main result of this section (Theorem 1).
The proof follows on similar lines as that of Lemma 4.2 in
[20]. We provide the proof for completeness.
Lemma 1. Consider the SGICP with the fitting matrix Fx
being a block upper triangular matrix (all the entries below
the block matrices {F
(i)
x }i∈[b] are zeros) as given in (2). The
matrices B
(i,j)
x0 , for all i, j ∈ [b] with i < j, consist of only
x’s and 0’s. Then, mrkq(Fx) =
∑b
s=1mrkq(F
(s)
x ).
Fx =


F
(1)
x B
(1,2)
x0 · · · B
(1,b−1)
x0 B
(1,b)
x0
0 F
(2)
x
. . . B
(2,b−1)
x0 B
(2,b)
x0
...
. . .
. . .
. . .
...
0 0
. . . F
(b−1)
x B
(b−1,b)
x0
0 0 · · · 0 F
(b)
x


. (2)
Proof. If F(i) ≈ F
(i)
x , i ∈ [b], then the matrix F with its
ith diagonal block matrix given by F(i), and non-diagonal
block matrices being all-zero matrices, completes Fx. Thus
rkq(F) =
∑b
s=1 rkq(F
(s)), which implies that mrkq(Fx) ≤∑b
s=1 mrkq(F
(s)
x ), which lower bounds mrkq(Fx). We now
obtain a matching lower bound. Let F˜ ≈ Fx, and {F˜
(i)}i∈[b],
be the diagonal block matrices of F˜ such that F˜(i) ≈ F
(i)
x .
Then, rkq(F˜) ≥
∑b
s=1 rkq(F˜
(s)) ≥
∑b
s=1mrkq(F
(s)
x ). Hence,
we have mrkq(Fx) ≥
∑b
s=1mrkq(F
(s)
x ), which is a matching
lower bound. 
We require the notion of topological ordering and a related
lemma to establish our result for Case I.
Definition 2 (Topological ordering, [21]). A topological or-
dering of a digraph D is a labelling of its vertices using
the numbers in {1, 2, · · · , |V(D)|}, such that for every edge
(u, v) ∈ E(D), u < v, where u, v ∈ {1, 2, · · · , |V(D)|}.
Lemma 2 ([21]). Any acyclic digraph has at least one
topological ordering.
Next, we state the main result of this section.
Theorem 1. For any TGICP I belonging to either Case I or
Case II-A, having any type of interactions (fully-participated
or partially-participated) among its sub-problems I1, I2, and
I{1,2}, we have,
l∗q(I) = mrkq(F
(1)
x ) +mrkq(F
(2)
x ) +mrkq(F
({1,2})
x ).
Proof. We first prove the theorem for Case I. The interaction
digraph of any TGICP belonging to Case I is acyclic. Ac-
cording to Lemma 2, the interaction digraph has a topological
ordering. Hence, by a permutation of the rows of Fx and/or
by a permutation of the columns of Fx, one can obtain
(30) (31) (32)
2121 21 2121 21 2121 2
(8) (9)(7)(6)(5)(4)(3)(2)(1)
21 21 212121 21 2121
(18) (19) (20) (21) (22) (23) (24) (25)
21 21 2121
(26) (27) (28) (29)
21 21 2121
(14) (15) (16) (17)
21 21 2121
(34) (35) (36) (37)
21 21 212
(38) (39) (40) (41)
21 21 2121
(46) (47) (48) (49)
21 21 21
(50) (51) (52)
(33)
21 21 2121
2121
(56) (57)
21 21
(61) (63)
21 21 21
(58) (59) (60)
21
(62)
21
(64)CA
SE
 II
−E
C
A
SE
 II
−D
C
A
SE
 II
−C
C
A
SE
 II
−A
C
A
SE
 I
C
A
SE
 II
−B
1
12 12 12 12
12 12 12
21
(53)
21 21
(54) (55)
21 21 2121
(42) (43) (44) (45)
12 12 12
12
1
12 12 12 12
12 12 12 12
12 12 12
121212
21 21
(10) (11)
21
(13)
21
(12)
12 12 1212
121212
12 12 12 12 12 12
1212
12
12
12
12
1212
1212
12
12121212
12 12 12 12 12
1212121212
12
Fig. 1. Enumeration of all possible interactions between the sub-problems I1, I2, and I{1,2} , denoted by the interaction digraph H.
another fitting matrix F′x which is block upper triangular
similar to the one given in (2). This amounts to relabelling of
receivers (if rows are permuted) and/or messages (if columns
are permuted). Considering the TGICP as an SGICP with the
fitting matrix F′x and using Lemma 1, we obtain l
∗
q(I) ≥
mrkq(Fx) =
∑3
s=1 mrkq(F
(s)
x ), which is a lower bound on
l∗q(I). By transmitting the optimal scalar linear index codes
for the SGICPs I1, I2, and I{1,2} from appropriate senders,
we have l∗q(I) ≤
∑3
s=1 mrkq(F
(s)
x ). This gives a matching
upper bound on l∗q(I).
We now prove the theorem for Case II-A. The proof
follows on similar lines as that of Theorem 2 in [5]. We use
interference alignment techniques to prove the result. Without
loss of generality, any optimal scalar linear code can be written
as Gx[m], where G is given in (3). Let G
(i) ∈ F
l′i×|Pi|
q ,
i ∈ {1, 2}, and G˜(j) ∈ F
l′j×|P{1,2}|
q , j ∈ {1, 2, 3}. We assume
that the matrices (G(1)|G˜1), (G(2)|G˜(2)), and G˜(3) are full-
rank, which is required for the optimality of the code. The
columns of G are the precoding vectors for the messages,
according to the interference alignment perspective [22]. Note
that the number of received signal dimensions (at any receiver)
is same as the number of rows of G.
G =

 G(1) 0 G˜(1)0 G(2) G˜(2)
0 0 G˜
(3)

 . (3)
The upper bound given in the proof of the theorem for Case
I is also an upper bound for Case II-A. We now prove that it
is also a matching lower bound for Case II-A. The receivers
in I{1,2} do not have any side information in xP1 ∪ xP2 .
The precoding vectors for the messages in xP1 ∪ xP2 must
be independent of the precoding vectors for the messages in
xP{1,2} . Otherwise, one or more receivers in I{1,2} can not
cancel the interference caused by the precoding vectors of
one or more messages in xP1 ∪ xP2 . Thus, a minimum of
mrk(F
({1,2})
x ) independent vectors are required to satisfy all
the receivers in I{1,2}, as it is the optimal scalar linear code
length for the SGICP I{1,2}. The precoding vectors of the
messages in xP1 are independent of the precoding vectors of
those in xP2 (from the structure of G). Hence, a minimum
of mrk(F
(1)
x ) + mrk(F
(2)
x ) independent vectors are required
to satisfy all the receivers in I1 and I2. The total number of
dimensions used for precoding all the messages is same as the
rank of G, which thus satisfies l′1 + l
′
2 + l
′
3 ≥ mrk(F
(1)
x ) +
mrk(F
(2)
x ) +mrk(F
({1,2})
x ). 
IV. JOINTLY EXTENDED SGICPS
In this section, we introduce the notion of joint extensions
of any finite number of SGICPs, and identify a special class
for which optimal scalar linear codes can be constructed using
those of the sub-problems. We also show that two classes of
rank-invariant extensions of any SGICP presented in [17] are
special cases of the class of joint extensions identified in this
section. We require the following two definitions from [17].
Definition 3 (Extension of an SGICP, [17]). An SGICP Ie
with fitting matrix Fex is called an extended SGICP of another
SGICP I (or an extension of I) with fitting matrix Fx, if F
e
x
contains Fx as a submatrix.
Definition 4 (Rank-Invariant Extension, [17]). An extension
Ie of the SGICP I is called a rank-invariant extension of I,
if the optimal scalar linear code lengths of both the SGICPs
are equal.
We now define a joint extension of a finite number of
SGICPs which generalizes the notion of extension of a single
SGICP.
Definition 5. Consider u SGICPs where the ith SGICP Ii is
described using the fitting matrix F
(i)
x , i ∈ [u]. An SGICP IE
with the fitting matrix FEx is called a jointly extended SGICP
(or a joint extension) of u SGICPs {Ii}i∈[u], if F
E
x consists
of all F
(i)
x ’s, i ∈ [u], as disjoint submatrices.
Note that IE is also an extension of Ii, for all i ∈ [u].
Lemmas 1 and 2 in [17] are used to derive the results in this
section and are stated below.
Lemma 3 (Lemma 1, [17]). For the SGICP I with n × m
fitting matrix Fx, a matrix G ∈ F
r×m
q is an encoding matrix
(for some linear index code) iff there exists a matrixD ∈ Fn×rq
such that DG completes Fx, i.e. DG ≈ Fx.
Lemma 4 (Lemma 2, [17]). If the fitting matrix Fx of the
SGICP I is a submatrix of the fitting matrix Fex of the SGICP
Ie, then mrkq(F
e
x) ≥ mrkq(Fx).
We now state and prove the main result of this section. The
proof is based on the approach used to prove Theorem 2, [23].
Theorem 2. Consider the jointly extended SGICP IE with
the (
∑u
i=1 ni) × (
∑u
i=1 mi) fitting matrix F
E
x given in (5),
where the ith sub-problem Ii has the ni ×mi fitting matrix
F
(i)
x , i ∈ [u]. Let F(i) ≈ F
(i)
x , with the first ri = rkq(F
(i))
rows of F(i) spanning 〈F(i)〉, ∀i ∈ [u], and ri not necessarily
equal to mrkq(F
(i)
x ). Also, let r1 ≥ r2 ≥ ... ≥ ru−1 ≥ ru.
Let B
(i,j)
x0 be any ni ×mj matrix such that B
(i,j) ≈ B
(i,j)
x0 ,
∀i, j ∈ [u], i 6= j, where B(i,j) =
(
Fˆ
(i,j)
P
(i)
Fˆ
(i,j)
)
, with Fˆ(i,j)
given in (4), and P(i) being an (ni− ri)× ri matrix such that
the last ni − ri rows of F
(i) are given by P(i)F
(i)
[ri]
.
Fˆ
(i,j) =


F
(j)
[ri]
if rj ≥ ri,(
F
(j)
[rj ]
0(ri−rj)×mj
)
otherwise.
(4)
An encoding matrix for the SGICP IE is given by GE =(
Fˆ
(1,1)|Fˆ(1,2)|...|...|Fˆ(1,u)
)
. Moreover, GEx[m] is an optimal
scalar linear code if r1 = max{mrkq(F
(i)
x ), i ∈ [u]}.
F
E
x =


F
(1)
x B
(1,2)
x0 ... ... B
(1,u)
x0
B
(2,1)
x0 F
(2)
x B
(2,3)
x0 . . .
...
... B
(3,2)
x0
. . . . . .
...
...
...
... F
(u−1)
x B
(u−1,u)
x0
B
(u,1)
x0 . . . . . . B
(u,u−1)
x0 F
(u)
x


.
(5)
Proof. We first show that there exists a matrix DE such that
DEGE ≈ F
E
x , so that GE is an encoding matrix according
to Lemma 3. Consider the ni × r1 matrix
D
(i) =
(
Iri×ri 0ri×(r1−ri)
P
(i)
0(ni−ri)×(r1−ri)
)
.
It can be easily verified using multiplication of block ma-
trices that, D(i)Fˆ(1,j) = B(i,j), and D(i)Fˆ(1,i) = F(i), ∀i 6=
j, i, j ∈ [u]. Let DE =
(
(D(1))T |(D(2))T |...|(D(u))T
)T
.
Then the product DEGE is as given in (6).

D
(1)
Fˆ
(1,1)
D
(1)
Fˆ
(1,2) ... D(1)Fˆ(1,u)
D
(2)
Fˆ
(1,1)
D
(2)
Fˆ
(1,2) ... D(2)Fˆ(1,u)
...
... ...
...
D
(u)
Fˆ
(1,1)
D
(u)
Fˆ
(1,2) ... D(u)Fˆ(1,u)

 ≈ FEx . (6)
Hence, the length of the code obtained fromGE is r1. From
Lemma 4, mrkq(F
E
x ) ≥ max{mrkq(F
(i)
x ), i ∈ [u]}. Hence if
r1 = max{mrkq(F
(i)
x ), i ∈ [u]}, the code GEx[m] is scalar
linear optimal. 
The following corollary shows that Lemma 7 in [5] can be
obtained as a special case of Theorem 2 by making a minor
modification in its proof.
Corollary 1. Consider the SGICP IE with the fitting matrix
F
E
x given in Theorem 2 with B
(i,j)
x0 = X, for all i 6= j, i, j ∈
[u]. Let c(i) be any scalar linear code (not necessarily optimal)
for the SGICP Ii with code length ri. Then the fact that c
(1)+
· · ·+c(u) is a scalar linear code for IE follows from Theorem
2. It is an optimal scalar linear code if rmax = max{ri, i ∈
[u]} = max{mrkq(F
(i)
x ), i ∈ [u]}.
Proof. Let G˜(i) be an ri ×mi encoding matrix for the code
c
(i), i ∈ [u]. From Lemma 3, there exists an ni × ri matrix
D˜
(i) such that D˜(i)G˜(i) = F˜(i) ≈ F
(i)
x , i ∈ [u]. Without loss
of generality, we can assume that the first r′i = rkq(F˜
(i)) rows
of F˜(i) are linearly independent, for all i ∈ [u]. Otherwise,
applying a suitable permutation on the rows of F˜(i) given by
an ni×ni permutation matrix P˜
(i), we obtain P˜(i)F˜(i) = F(i)
such that the first r′i rows of F
(i) are linearly independent,
where i ∈ [u]. The same permutation must be applied on
the rows of FEx containing F
(i)
x , for all i ∈ [u]. This does not
change the SGICP as this amounts to relabelling the receivers.
Similarly as B
(i,j)
x0 = X, for all i 6= j, i, j ∈ [u], without
loss of generality, we can assume that r′1 ≥ r
′
2 ≥ · · · ≥ r
′
u.
Otherwise, another permutation on the sets of columns of FEx
containing F
(i)
x , for all i ∈ [u], can be applied to obtain the
desired order. This amounts to relabelling the messages and
the SGICP IE does not change. Hence, all the conditions
given in Theorem 2 are satisfied. Thus, we have the r′1 ×mi
matrix Fˆ(1,i) = F˜
(i)
[r′
i
] =
(
Ir′
i
×r′
i
0
0(r′
1
−r′i)×r
′
i
0
)
D˜
(i)
G˜
(i),
i ∈ [u]. Note that D˜(i)G˜(i) = Dˆ(i)Gˆ(i), where Dˆ(i) =(
D˜
(i)
0ni×(rmax−ri)
)
, and Gˆ(i) =
(
G˜
(i)
0(rmax−ri)×mi
)
.
The ni × r
′
1 matrix D
(i) that satisfies D(i)Fˆ(1,i) = F(i) (as
given in the proof of Theorem 2), is given by
(
Ir′
i
×r′
i
0
P
(i)
0
)
,
where P(i) is an (ni−r
′
i)×r
′
i matrix such that the last ni−r
′
i
rows of F˜(i) are given by P(i)F˜
(i)
[r′
i
], i ∈ [u]. Hence, we have
D
(i)
Fˆ
(1,i) = D(i)
(
Ir′
i
×r′
i
0
0(r′
1
−r′
i
)×r′
i
0
)
Dˆ
(i)
Gˆ
(i) = F(i). (7)
Now considering the matrixD(i)
(
Ir′
i
×r′
i
0
0(r′
1
−r′i)×r
′
i
0
)
Dˆ
(i) as
D¯
(i), and using (7), we see that D¯(i)Gˆ(i) = F(i), for all
i ∈ [u]. Hence, by takingGE =
(
Gˆ
(1)|...|...|Gˆ(u)
)
andDE =(
(D¯(1))T |(D¯(2))T |...|(D¯(u))T
)T
, we see that DEGE ≈ F
E
x
(as in the proof of Theorem 2). Thus, GE is an encoding
matrix for the SGICP IE according to Lemma 3. Note that
the scalar linear code given by GE is c
(1) + · · · + c(u), and
the code length is rmax. 
Note 1. Note that there is no restriction (in the proof of
Corollary 1) that the first ri rows of Gˆ
(i) must complete the
first ri rows of F
(i)
x , i ∈ [u] (as in Theorem 2).
Observation 1. Theorem 1 in [17] can also be obtained as
a special case of Theorem 2, with all the u sub-problems
being the same and having the ni × mi fitting matrix given
by Fx. All the block matrices B
(i,j)
x0 , i 6= j, i, j ∈ [u] are
equal to Fxx, which is obtained from Fx by replacing all the
1’s with x’s. The proof follows on similar lines as Corollary
1 and Note 1 also holds. It can be shown on similar lines
that Theorem 2 in [17] can also be obtained as a special case
of Theorem 2 (in this work). Hence, the result of Theorem
2 generalizes two previously known results on rank-invariant
extensions established in [17].
Note that for the encoding matrix given in Theorem 2 to
be scalar linear optimal, encoding matrices of all the sub-
problems need not be optimal. Hence we can obtain optimal
scalar linear codes for the jointly extended problem, even when
sub-optimal scalar linear codes are available for some of the
sub-problems, as long as r1 = max{mrkq(F
(i)
x ), i ∈ [u]}.
We now illustrate the completion of FEx given in the proof
of Theorem 2 for the case with u = 2, in (8). This is the case
that is used in the next section, to construct scalar linear codes
for some classes of the TGICP. Note that the rows from the
second (or third, or fourth) row of block matrices are in the
span of the rows in the first row of block matrices.

F
(1)
[r1]
(
F
(2)
[r2]
0(r1−r2)×m2
)
P
(1)
F
(1)
[r1]
P
(1)
(
F
(2)
[r2]
0[(r1−r2)]
)
F
(1)
[r2]
F
(2)
[r2]
P
(2)
F
(1)
[r2]
P
(2)
F
(2)
[r2]


≈ FEx . (8)
We now illustrate the code construction in Theorem 2.
Example 2. Consider the partitioned fitting matrix of a jointly
extended SGICP given below.
F
E
x =


1 x x 0 0 x 0 x
0 1 x x 0 x x 0
0 0 1 x x 0 0 0
x 0 0 1 x x 0 x
x x 0 0 1 0 x x
x 0 x 0 0 1 0 x
0 x 0 x 0 x 1 0
x x x x 0 0 x 1
x x x x x x 0 1


.
From the partition we observe that the SGICPs with fitting
matrices F
(1)
x and F
(2)
x are already solved in [24] and [2].
We provide the completions of these fitting matrices over F2
below, which follow the conditions given in Theorem 2.
F
(1) =


1 0 1 0 0
0 1 0 1 0
0 0 1 1 1
1 0 0 1 1
1 1 0 0 1

 , F(2) =


1 0 1
1 1 0
0 1 1
1 0 1

 .
Note that r1 = mrkq(F
(1)
x ) = 3 and r2 = mrkq(F
(2)
x ) = 2.
It can be verified that the first ri rows of F
(i) span 〈F(i)〉,
i ∈ {1, 2}. The matrices P(1) and P(2) are also given below.
P
(1) =
(
1 0 1
1 1 1
)
, P(2) =
(
1 1
1 0
)
.
It can be verified that B(ij) ≈ B
(ij)
x0 , ∀i, j ∈ [2], i 6= j, as
given in Theorem 2, and are given below.
B
(12) =


1 0 1
1 1 0
0 0 0
1 0 1
0 1 1

 , B(21) =


1 0 1 0 0
0 1 0 1 0
1 1 1 1 0
1 0 1 0 0

 .
An encoding matrix GE is obtained as stated in Theorem
2, which is optimal and given below. It can be verified that all
receivers’ demands are satisfied.
GE =

 1 0 1 0 0 1 0 10 1 0 1 0 1 1 0
0 0 1 1 1 0 0 0

 .
The optimal scalar linear codes for the individual problems
are c(1) = ( x1 + x3, x2 + x4, x3 + x4 + x5 ), and c
(2) =
( x6 + x8, x6 + x7 ) . The optimal scalar linear code for the
jointly extended problem given by GE is c = ( x1 + x3 +
x6 + x8, x2 + x4 + x6 + x7, x3 + x4 + x5 ).
The following example illustrates that an optimal encoding
matrix for IE can be obtained even if sub-optimal encoding
matrices are used for some of the constituent SGICPs, as
long as the conditions given in Theorem 2 are satisfied.
Example 3. Consider the jointly extended problem given by
F
E
x as shown below, with the sub-problems being the same as
given in Example 2. We consider the binary field F2.
F
E
x =


1 x x 0 0 x 0 0
0 1 x x 0 0 x 0
0 0 1 x x 0 0 x
x 0 0 1 x x 0 x
x x 0 0 1 x x x
x 0 x 0 0 1 0 x
0 x 0 x 0 x 1 0
0 0 x x x 0 x 1


.
Based on the first three rows of B
(12)
x0 we take F
(2) as shown
below. Taking F(1) and P(1) to be the same as in Example 2,
all the conditions of Theorem 2 are satisfied. Note that P(2)
does not exist.
F
(2) =

1 0 00 1 0
0 0 1

 .
Note that mrkq(F
(2)
x ) = 2, but r2 = 3. As mrkq(F
(1)
x ) =
3 ≥ r2, we can obtain an optimal scalar linear index code
for the jointly extended problem according to Theorem 2. The
optimal encoding matrix GE as given by Theorem 2 is shown
below.
GE =

 1 0 1 0 0 1 0 00 1 0 1 0 0 1 0
0 0 1 1 1 0 0 1

 .
V. OPTIMAL SCALAR LINEAR CODES FOR TGICPS
BELONGING TO CASES II-B, II-C, II-D, AND II-E
In this section, we apply the results presented in the previous
section to obtain upper bounds on the optimal scalar linear
code lengths for some classes of the TGICP using code
constructions. We then provide some necessary conditions for
the optimality of the constructed codes.
The following lemma provides a lower bound on the optimal
scalar linear code length of any TGICP.
Lemma 5. For any TGICP I with P{1,2} = φ,
l∗q(I) = mrkq(F
(1)
x ) +mrkq(F
(2)
x ).
Proof. By transmitting optimal codes for the SGICPs I1 and
I2, we have l
∗
q(I) ≤ mrkq(I1) + mrkq(I2). If Sj transmits
a codeword c(j), j ∈ {1, 2}, it does not contain messages
from xPk where k = {1, 2} \ j. Thus, receivers in Ij can
not take advantage of the side information present in xPk ,
k = {1, 2}\j, j ∈ {1, 2}. Hence, an optimal scalar linear index
code for the TGICP I must consist of optimal codes for the
SGICPs I1 and I2. Thus, l
∗
q(I) ≥ mrkq(I1) +mrkq(I2). 
The following observation is used to obtain the optimal
scalar linear codes for a TGICP using those of a related
TGICP.
Observation 2. Consider the TGICP I with the submatrices
of the related fitting matrix Fx being {F
(A)
x }, {A
(A1,A2)
x0 },
for non-empty A, A1, A2 ⊆ {1, 2}, A1 6= A2. Consider
another TGICP I˜ with the submatrices of the related fitting
matrix F˜x given by {F˜
(A)
x }, {A˜
(A1,A2)
x0 }, for non-empty A,
A1, A2 ⊆ {1, 2}, A1 6= A2. Let F
(1)
x = F˜
(2)
x , F
(2)
x = F˜
(1)
x ,
and F
{1,2}
x = F˜
{1,2}
x . Also, A
(A1,{1,2})
x0 = A˜
({1,2}\A1,{1,2})
x0 ,
andA
({1,2},A1)
x0 = A˜
({1,2},{1,2}\A1)
x0 , for all A1 ⊂ {1, 2}, such
that |A1| = 1. If the two-sender index code for I consists
of c(i) transmitted by Si, for all i ∈ {1, 2}, then the code
c
({1,2}\i) transmitted by Si for all i ∈ {1, 2}, is a two-sender
index code for I˜ . This is because the TGICP I is obtained
from the TGICP I˜ by exchanging the message sets available
with the senders as seen from the fitting matrices Fx and F˜x.
Moreover, the set of receivers in I having demands available
with a particular sender, have the same demands available with
the other sender in I˜ .
A. Case II-B
In this section, we provide optimal scalar linear codes for
some classes of the TGICP belonging to Case II-B.
Theorem 3. Consider any TGICP I belonging to Case
II-B, with the interactions between I1 and I{1,2}, and
those between I2 and I{1,2}, being fully-participated in-
teractions. Then we have, l∗q(I) = max{mrkq(F
(1)
x ) +
mrkq(F
(2)
x ),mrkq(F
({1,2})
x )}.
Proof. The proof is based on the code construction given
in the proof of Theorem 7, in [14]. The lower bound
l∗q(I) ≥ max{mrkq(F
(1)
x ) + mrkq(F
(2)
x ),mrkq(F
({1,2})
x )}
is obtained by using Lemma 5 and observing that
I{1,2} is a sub-problem. The matching upper bound
is based on a code construction. There are four sub-
cases: (i) mrkq(F
({1,2})
x ) ≥ mrkq(F
(1)
x ) + mrkq(F
(2)
x ),
(ii) mrkq(F
({1,2})
x ) ≥ max{mrkq(F
(1)
x ),mrkq(F
(2)
x )}, (iii)
mrkq(F
({1,2})
x ) ≤ mrkq(F
(1)
x ), and (iv) mrkq(F
({1,2})
x ) ≤
mrkq(F
(2)
x ). Let c(A) be an optimal scalar linear code for IA,
for any non-empty A ⊆ {1, 2}. Code construction for sub-
cases (i) and (ii): c(1) + c({1,2})[1 : mrkq(F
(1)
x )] transmitted
by S1, and c
(2) + c({1,2})[mrkq(F
(1)
x ) + 1 : mrkq(F
({1,2})
x )]
transmitted by S2. Code construction for sub-case (iii):
c
(1) + c({1,2}) transmitted by S1, and c
(2) transmitted by S2.
Code construction for sub-case (iv): c2 + c
({1,2}) transmitted
by S2, and c
(1) transmitted by S1. 
Theorem 4. Consider any TGICP I belonging to Case II-B.
Let the SGICP I˜i, i ∈ {1, 2}, given by the partitioned fitting
matrix F˜
(i)
x in (9) be a joint extension of Ii and I{1,2} given
by Theorem 2 with the matrix F({1,2}) ≈ F
({1,2})
x being the
same for I˜1 and I˜2.
F˜
(i)
x =
(
F
(i)
x A
(i,{1,2})
x0
A
({1,2},i)
x0 F
({1,2})
x
)
. (9)
(i) If mrkq(F
({1,2})
x ) > max{mrkq(F
(1)
x ),mrkq(F
(2)
x )}, we
have l∗q(I) ≤ mrkq(F
({1,2})
x )+min{mrkq(F
(1)
x ),mrkq(F
(2)
x )}.
(ii) Otherwise, l∗q(I) = mrkq(F
(1)
x ) +mrkq(F
(2)
x ).
Proof. Let j = argmax
i∈{1,2}
{mrkq(F
(i)
x )}. We first prove (i). As
the sub-problem with the fitting matrix F˜
(j)
x can be considered
as an SGICP, Sj can transmit an optimal scalar linear code of
length max{mrkq(F
(j)
x ),mrkq(F
({1,2})
x )} = mrkq(F
({1,2})
x ).
This satisfies the receivers in Ij and I{1,2}. To satisfy the
receivers in Ijc , where j
c = {1, 2} \ j, Sjc can trans-
mit an optimal scalar linear code of length mrkq(F
(jc)
x ) =
min{mrkq(F
(1)
x ),mrkq(F
(2)
x )}. Hence, we have the result of
statement (i) as an upper bound.
We now prove (ii). As given in the proof of (i),
Sj can transmit an optimal scalar linear code of length
max{mrkq(F
(j)
x ),mrkq(F
({1,2})
x )} = mrkq(F
(j)
x ). This satis-
fies the receivers in Ij and I{1,2}. To satisfy the receivers in
Ijc , where j
c = {1, 2} \ j, Sjc can transmit an optimal scalar
linear code of length mrkq(F
(jc)
x ). Hence, this upper bound
matches the lower bound given by Lemma 5. 
We now illustrate Theorem 4 with an example.
Example 4. Consider the partitioned fitting matrix Fx related
to the TGICP I as given below. We choose F2. Let xM1 =
{x1,x2,x3,x4,x8,x9}, xM2 = {x5,x6,x7,x8,x9}.
Fx =


1 x x 0 0 x x x x
0 1 x x 0 x x 0 0
x 0 1 x x 0 0 x x
x x 0 1 x x x x x
x x 0 0 1 x 0 x x
x 0 x 0 0 1 x 0 0
0 x x x x 0 1 x x
x 0 x 0 x x 0 1 x
x x x x x x x x 1


.
The sub-problems I˜1 and I˜2 given by the partitioned fitting
matrices F˜
(1)
x and F˜
(2)
x are joint extensions of I1 and I{1,2},
and I2 and I{1,2} respectively as given by Theorem 2.
F˜
(1)
x =


1 x x 0 x x
0 1 x x 0 0
x 0 1 x x x
x x 0 1 x x
x 0 x 0 1 x
x x x x x 1


.
F˜
(2)
x =


1 x 0 x x
0 1 x 0 0
x 0 1 x x
x x 0 1 x
x x x x 1

 .
The completions of the fitting matrices of the sub-problems of
the TGICP I, in accordance with Theorem 4 are given below.
F
(1) =


1 0 1 0
0 1 0 1
1 0 1 0
0 1 0 1

 ,F({1,2}) =
(
1 1
1 1
)
.
F
(2) =

 1 1 00 1 1
1 0 1

 .
Note that mrkq(F
(1)
x ) = 2 (from [24]), mrkq(F
(2)
x ) = 2,
mrkq(F
({1,2})
x ) = 1. Hence, l∗q(I) = 4. An optimal scalar
linear code given according to Theorem 4 is : S1 sends
( x1+x3+x8+x9, x2+x4 ), and S2 sends ( x5+x6, x6+x7 ).
The following corollary establishes the optimal scalar linear
code length for another class of the TGICP belonging to Case
II-B. The proof follows on similar lines as that of result (ii)
in Theorem 4 in conjunction with Observation 1.
Corollary 2. Consider any TGICP I belonging to Case II-B.
Let any one of the SGICPs given by the partitioned fitting
matrices F˜
(i)
x , i ∈ {1, 2}, given in (9) be a rank-invariant
extension that can be derived as a special case of Theorem 2 as
given in Observation 1. Then we have, l∗q(I) = mrkq(F
(1)
x )+
mrkq(F
(2)
x ).
B. Cases II-C and II-D
In this section, we provide optimal scalar linear codes for
some classes of the TGICP belonging to Cases II-C and II-D.
Theorem 5. Consider any TGICP I belonging to Case II-
C. Let the SGICP given by the partitioned fitting matrix
F˜x in (10) be a joint extension of I1 and I{1,2} given by
Theorem 2, or rank-invariant extensions that can be derived
as special cases of Theorem 2 as given in Corollary 1
and Observation 1. Then we have, l∗q(I) = mrkq(F
(2)
x ) +
max{mrkq(F
(1)
x ),mrkq(F
({1,2})
x )}.
F˜x =
(
F
(1)
x A
(1,{1,2})
x0
A
({1,2},1)
x0 F
({1,2})
x
)
. (10)
Proof. We first consider the TGICP If with A
(1,{1,2})
x0 =
A
({1,2},1)
x0 = X, and all other submatrices of the related fitting
matrix being the same as that of the TGICP I. The subscript
f in If denotes fully-participated interactions between I1 and
I{1,2}. Note that l
∗
q(If ) ≤ l
∗
q(I), as each receiver in I has
side information which is a subset of that of the corresponding
receiver in If . We now provide an upper bound for l
∗
q(If ),
and then a matching lower bound.
Let S2 transmit an optimal scalar linear code for I2
with length mrkq(F
(2)
x ). Note that all the receivers in I2
are satisfied. Using Corollary 1, the optimal scalar lin-
ear code length for the SGICP with the fitting matrix
F˜x is max{mrkq(F
(1)
x ),mrkq(F
({1,2})
x )}. All receivers in I1
and I{1,2} are satisfied. Hence, l
∗
q(If ) ≤ mrkq(F
(2)
x ) +
max{mrkq(F
(1)
x ),mrkq(F
({1,2})
x )}. Using Lemma 5, note that
l∗q(If ) ≥ mrkq(F
(1)
x ) +mrkq(F
(2)
x ). (11)
Consider the two-sender sub-problem I ′ of If given by the
fitting matrix F′x in (12). As the TGICP If belongs to Case
II-C, at least one of A
(2,{1,2})
x0 and A
({1,2},2)
x0 is 0.
F
′
x =
(
F
(2)
x A
(2,{1,2})
x0
A
({1,2},2)
x0 F
({1,2})
x
)
. (12)
Using Lemma 1 and noting that the TGICP I ′ can be consid-
ered as an SGICP with message set xM2 , we have
l∗q(If ) ≥ l
∗
q(I
′) = mrkq(F
(2)
x ) +mrkq(F
({1,2})
x ). (13)
Combining (11) and (13), we obtain the matching lower bound
l∗q(If ) ≥ mrkq(F
(2)
x ) + max{mrkq(F
(1)
x ),mrkq(F
({1,2})
x )}.
This serves as a lower bound for l∗q(I). The matching upper
bound is obtained as in the case of the TGICP If using
Theorem 2 (this paper) or Theorems 1 and 2 in [17]. 
We now illustrate Theorem 5 with an example.
Example 5. Consider the partitioned fitting matrix Fx related
to the TGICP I as given below. We choose F2. Let xM1 =
{x1,x2,x3,x4,x5,x8,x9}, xM2 = {x6,x7,x8,x9}.
Fx =


1 x x 0 0 x 0 x x
0 1 x x 0 0 x 0 0
0 0 1 x x 0 0 x x
x 0 0 1 x 0 x x x
x x 0 0 1 x 0 x x
x 0 0 0 0 1 x 0 0
0 x 0 x x 0 1 x x
x x x 0 0 0 0 1 x
x x x 0 x 0 0 x 1


.
With the completions of the fitting matrices of the sub-
problems of the TGICP I given below, we see that the SGICP
with fitting matrix F˜x (given in Theorem 5) is a joint extension
given in Theorem 2.
F
(1) =


1 1 1 0 0
0 1 0 1 0
0 0 1 0 1
1 0 0 1 1
1 1 0 0 1

 ,F({1,2}) =
(
1 1
1 1
)
.
F
(2) =
(
1 0
0 1
)
.
Note that mrkq(F
(1)
x ) = 3 (from [24]), mrkq(F
(2)
x ) = 2,
mrkq(F
({1,2})
x ) = 1. Hence, l∗q(I) = 5. An optimal scalar
linear code given according to Theorem 5 is : S1 sends
( x1 + x2 + x3 + x8 + x9, x2 + x4, x3 + x5 ), and S2
sends (x6, x7).
The following corollary establishes the optimal scalar linear
code length for some classes of the TGICP belonging to
Case II-D. The result follows directly from Theorem 5 in
conjunction with Observation 2.
Corollary 3. Consider any TGICP I belonging to Case II-
D. Let the SGICP given by the partitioned fitting matrix
F˜x in (14) be a joint extension of I2 and I{1,2} given by
Theorem 2, or rank-invariant extensions that can be derived
as special cases of Theorem 2 as given in Corollary 1
and Observation 1. Then we have, l∗q(I) = mrkq(F
(1)
x ) +
max{mrkq(F
(2)
x ),mrkq(F
({1,2})
x )}.
F˜x =
(
F
(2)
x A
(2,{1,2})
x0
A
({1,2},2)
x0 F
({1,2})
x
)
. (14)
C. Case II-E
In this section, we provide scalar linear codes for some
classes of the TGICP belonging to Case II-E, and give some
necessary conditions for their optimality.
Theorem 6. Consider any TGICP I belonging to Case II-
E, with all interactions between I1, I2, and I{1,2} being
fully-participated. Then we have, l∗q(I) = max{mrkq(F
(1)
x )+
mrkq(F
(2)
x ), mrkq(F
(1)
x ) + mrkq(F
({1,2})
x ), mrkq(F
(2)
x ) +
mrkq(F
({1,2})
x )}.
Proof. The proof follows on similar lines as that of Theorem
6 in [5]. We first provide an upper bound based on code
construction and then provide a lower bound.
Let c(A) be an optimal scalar linear code for IA, for
any non-empty A ⊆ {1, 2}. Consider the case when
mrkq(F
({1,2})
x ) ≤ min{mrkq(F
(1)
x ),mrkq(F
(2)
x )}. If S1 trans-
mits c(1)+c({1,2}), and S2 transmits c
(2)+c({1,2}), we obtain
the optimal code length given in the theorem. Consider the
case when mrkq(F
(j)
x ) ≤ min{mrkq(F
(jc)
x ),mrkq(F
({1,2})
x )},
for any j ∈ {1, 2}, jc = {1, 2} \ j. If Sj transmits c
(j) +
c
({1,2})[1 : mrkq(F
(j)
x )], and Sjc transmits c
(jc) + c({1,2})[1 :
mrkq(F
(j)
x )], c({1,2})[mrkq(F
(j)
x )+1 : mrkq(F
({1,2})
x )], we ob-
tain the optimal code length given in the theorem. Decodability
at receivers is on similar lines as that given in Theorem 6 in
[5]. Now we provide a matching lower bound.
Consider any TGICP I with all existing interactions being
fully-participated and belonging to Case II-E. We obtain
(i) a TGICP I ′ with all existing interactions being fully-
participated, and whose interaction digraph is either H44,
or H45, and (ii) a TGICP I
′′ with all existing interactions
being fully-participated, and whose interaction digraph is
either H56, or H57, by adding appropriate fully-participated
interactions among the sub-problems of I. Hence, we have
l∗q(I) ≥ l
∗
q(I
′), l∗q(I
′′). Thus combining the results of Lemma
5, Theorem 5, and Corollary 3, we have the lower bound equal
to l∗q(I) as stated in this theorem. 
Theorem 7. Consider any TGICP I belonging to Case II-E
with the interaction digraph beingHk, where k ∈ {58, 59, 60}.
Let j ∈ {1, 2}, such that the interaction I{1,2} → Ij exists,
and mrkq(F
({1,2})
x ) ≥ mrkq(F
(j)
x ). Let the SGICP I˜ given by
the partitioned fitting matrix F˜x in (15) be a joint extension of
I1 and I2 given by Theorem 2, with optimal completions F
(1)
and F(2). Let rA = mrkq(F
(A)
x ), for non-empty A ⊆ {1, 2}.
F˜x =
(
F
(1)
x A
(1,2)
x0
A
(2,1)
x0 F
(2)
x
)
. (15)
Let F({1,2}) ≈ F
({1,2})
x be such that the first r{1,2} rows
of F({1,2}) span 〈F({1,2})〉. Let A
({1,2},j)
x0 be any matrix
such that A({1,2},j) ≈ A
({1,2},j)
x0 where A
({1,2},j) =(
Fˆ
(j)
P
({1,2})
Fˆ
(j)
)
, where Fˆ(j) =
(
F
(j)
[rj ]
0(r{1,2}−rj)×mj
)
,
and P({1,2}) be the (n{1,2} − r{1,2}) × r{1,2} matrix
such that the last (n{1,2} − r{1,2}) rows of F
({1,2})
is given by P({1,2})F
({1,2})
[r{1,2}]
. Then we have, (i)
l∗q(I) ≤ mrkq(F
({1,2})
x )+max{mrkq(F
(jc)
x ),mrkq(F
({1,2})
x )}.
If max{mrkq(F
(jc)
x ),mrkq(F
({1,2})
x )} = mrkq(F
(jc)
x ), then
(ii) l∗q(I) = mrkq(F
(jc)
x ) + mrkq(F
({1,2})
x ).
Proof. Consider the sub-problem with fitting matrix F′x =
(F
({1,2})
x |A
({1,2},j)
x0 ). Consider the optimal scalar linear code
c
(A) = F
(A)
[rA]
xPA , of sub-problem IA, for non-empty A ⊆
{1, 2}. Let D = ((Ir{1,2}×r{1,2})
T |(P({1,2}))T )T . It can be
easily verified that D × (F
({1,2})
[r{1,2}]
|Fˆ(j)) ≈ F′x. Hence using
Lemma 3, the code c({1,2}) + c(j) sent by Sj is a valid code
for the sub-problem with fitting matrix F′x. This satisfies all
receivers in I{1,2}. Consider the code c
({1,2}) + c(j
c) sent by
Sjc , where j
c = {1, 2} \ j. All the receivers in I1 and I2 are
satisfied by using both the transmissions to get c(j) − c(j
c) =
(c({1,2}) + c(j)) − (c({1,2}) + c(j
c)). This is a valid code for
the sub-problem with fitting matrix F˜x. This establishes (i).
We now prove (ii). Consider the TGICP I ′′ obtained from
I by having fully-paticipated interactions between Ij and
I{1,2}. Then, we have l
∗
q(I) ≥ l
∗
q(I
′′) = mrkq(F
(jc)
x ) +
mrkq(F
({1,2})
x ) using the result for Case II-C or II-D depend-
ing on j. The matching upper bound is given by (i). 
We now illustrate Theorem 7 with an example.
Example 6. Consider the partitioned fitting matrix Fx related
to the TGICP I as given below. We choose F2. Let xM1 =
{x1,x2,x3,x4,x5,x8,x9}, xM2 = {x6,x7,x8,x9}.
Fx =


1 x x 0 0 x x 0 0
0 1 0 x 0 0 0 0 0
0 0 1 0 x 0 0 0 0
x 0 0 1 x x x 0 0
x x 0 0 1 x x 0 0
x x x 0 0 1 x 0 0
x x x x x x 1 0 0
x 0 x x 0 x x 1 x
0 x 0 0 x 0 0 0 1


.
Note that mrkq(F
(1)
x ) = 3, mrkq(F
(2)
x ) = 1, mrkq(F
({1,2})
x ) =
2, and the interaction digraph is H59. As mrkq(F
({1,2})
x ) ≥
mrkq(F
(2)
x ), and mrkq(F
({1,2})
x ) < mrkq(F
(1)
x ), we have j =
2. With the completions of the fitting matrices of the sub-
problems of the TGICP I given below, we see that the SGICP
with the fitting matrix F˜x (given in Theorem 7) is a joint
extension given in Theorem 2.
F
(1) =


1 1 1 0 0
0 1 0 1 0
0 0 1 0 1
1 0 0 1 1
1 1 0 0 1

 ,F({1,2}) =
(
1 0
0 1
)
.
F
(2) =
(
1 1
1 1
)
.
Note also that Fˆ(2) =
(
1 1
0 0
)
, and P{1,2} is an empty
matrix and all the conditions in Theorem 7 are satisfied. Hence,
l∗q(I) = 5. An optimal scalar linear code given according to
Theorem 7 is : S1 sends ( x1 +x2 +x3, x2 +x4, x3 +x5 ),
and S2 sends (x6 + x7 + x8, x9).
The following corollaries establish the optimal scalar linear
code lengths for some classes of the TGICP with partially-
participated interactions belonging to Case II-E. The proofs
follow on similar lines as that of Theorem 7.
Corollary 4. Consider the TUICP I belonging to Case II-E
with the interaction digraph beingH61. Let rA = mrkq(F
(A)
x ),
for non-empty A ⊆ {1, 2}, and r2 ≥ r{1,2} ≥ r1. Also,
the SGICP I˜ given by the partitioned fitting matrix F˜x in
(15) be a joint extension of I1 and I2 given by Theorem
2, with optimal completions F(1) and F(2). Let F({1,2}) ≈
F
({1,2})
x be such that the first r{1,2} rows of F
({1,2}) span
〈F({1,2})〉. Let A
({1,2},1)
x0 be any matrix such thatA
({1,2},1) ≈
A
({1,2},1)
x0 where A
({1,2},1) =
(
Fˆ
(1)
P
({1,2})
Fˆ
(1)
)
, where
Fˆ
(1) =
(
F
(1)
[r1]
0(r{1,2}−r1)×m1
)
, and P({1,2}) be the (n{1,2} −
r{1,2}) × r{1,2} matrix such that the last (n{1,2} −
r{1,2}) rows of F
({1,2}) is given by P({1,2})F
({1,2})
[r{1,2}]
. Let
A
(2,{1,2})
x0 be any matrix such that A
(2,{1,2}) ≈ A
(2,{1,2})
x0
where A(2,{1,2}) =
(
Fˆ
({1,2})
P
(2)
Fˆ
({1,2})
)
, where Fˆ({1,2}) =(
F
({1,2})
[r{1,2}]
0(r2−r{1,2})×m{1,2}
)
, and P(2) be the (n2 − r2) ×
r2 matrix such that the last (n2 − r2) rows of F
(2) is
given by P(2)F
(2)
[r2]
. Then we have, l∗q(I) = mrkq(F
(2)
x ) +
mrkq(F
({1,2})
x ).
Corollary 5. Consider the TUICP I belonging to Case II-E
with the interaction digraph beingH62. Let rA = mrkq(F
(A)
x ),
for non-empty A ⊆ {1, 2}, and r1 ≥ r{1,2} ≥ r2. Also, the
SGICP I˜ given by the partitioned fitting matrix F˜x in (15)
be a joint extension of I1 and I2 given by Theorem 2, with
optimal completions F(1) and F(2). Let F({1,2}) ≈ F
({1,2})
x be
such that the first r{1,2} rows of F
({1,2}) span 〈F({1,2})〉. Let
A
(1,{1,2})
x0 be any matrix such that A
(1,{1,2}) ≈ A
(1,{1,2})
x0
where A(1,{1,2}) =
(
Fˆ
({1,2})
P
(1)
Fˆ
({1,2})
)
, where Fˆ({1,2}) =(
F
({1,2})
[r{1,2}]
0(r1−r{1,2})×m{1,2}
)
, and P(1) be the (n1 − r1) × r1
matrix such that the last (n1 − r1) rows of F
(1) is given by
P
(1)
F
(1)
[r1]
. Let A
({1,2},2)
x0 be any matrix such that A
({1,2},2) ≈
A
({1,2},2)
x0 where A
({1,2},2) =
(
Fˆ
(2)
P
({1,2})
Fˆ
(2)
)
, where
Fˆ
(2) =
(
F
(2)
[r2]
0(r{1,2}−r2)×m2
)
, and P({1,2}) be the (n{1,2} −
r{1,2}) × r{1,2} matrix such that the last (n{1,2} − r{1,2})
rows of F({1,2}) is given by P({1,2})F
({1,2})
[r{1,2}]
. Then we have,
l∗q(I) = mrkq(F
(1)
x ) +mrkq(F
({1,2})
x ).
We now illustrate Corollary 5 with an example.
Example 7. Consider the partitioned fitting matrix Fx related
to the TGICP I as given below. We choose F2. Let xM1 =
{x1,x2,x3,x4,x5,x8,x9}, xM2 = {x6,x7,x8,x9}.
Fx =


1 x x 0 0 x x x 0
0 1 0 x 0 0 0 0 x
0 0 1 x x 0 0 0 0
x 0 0 1 x x x x x
x x 0 0 1 x x x x
x x x 0 0 1 x 0 0
x x x x x x 1 0 0
0 0 0 0 0 x x 1 x
0 0 0 0 0 0 0 0 1


.
Note that mrkq(F
(1)
x ) = 3, mrkq(F
(2)
x ) = 1, mrkq(F
({1,2})
x ) =
2, with r1 ≥ r{1,2} ≥ r2, and the interaction digraph is
H62. With the completions of the fitting matrices of the sub-
problems of the TGICP I given below, we see that the SGICP
with the fitting matrix F˜x (given in Corollary 5) is a joint
extension given in Theorem 2.
F
(1) =


1 1 1 0 0
0 1 0 1 0
0 0 1 0 1
1 0 0 1 1
1 1 0 0 1

 ,F({1,2}) =
(
1 0
0 1
)
.
F
(2) =
(
1 1
1 1
)
.
Note also that Fˆ(2) =
(
1 1
0 0
)
, and Fˆ({1,2}) =

 1 00 1
0 0

,
and all the conditions in Corollary 5 are satisfied. Hence,
l∗q(I) = 5. An optimal scalar linear code given according to
Corollary 5 is : S1 sends ( x1 + x2 + x3 + x8, x2 + x4 +
x9, x3 + x5 ), and S2 sends (x6 + x7 + x8, x9).
VI. CONCLUSION
In this work, we construct optimal scalar linear codes for
some classes of the TGICP using those of the sub-problems.
The notion of joint extensions of a finite number of SGICPs
is introduced and exploited in the code constructions. A class
of joint extensions has been identified where optimal scalar
linear codes for jointly extended problems can be constructed
using those of the sub-problems.
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