Algorithm 1 of this paper is a generalization of an algorithm for scalar polynomials (Traub [66] ). It is globally convergent in the following sense.
If Stage One is done sufficiently long and if the hypotheses of Theorem 2.1 hold, then the iteration of Stage Two is globally convergent. Stage One may be viewed as direct powering by a "block companion matrix 11 . We have not succeeded in devising an inverse powering process as used by Jenkins and Traub [70] . Algorithm 2 is a generalization of Bernoulli's algorithm. As in the scalar case, Bernoulli iteration may converge very slowly.
In Dennis, Traub, and Weber [71] the relation between "block eigenvalue"
and solvent is explored and two algorithms for the calculation of "block eigenvectors" are given. We do not pursue this here. In Dennis, Traub, and Weber [71] we give two globally convergent algorithms for calculating dominant latent roots. These results and their extensions will be reported in a future paper where we will also show how systems of polynomial equations may be solved using lambda-matrices.
We assume the reader is familiar with the notation and results of Dennis, Traub, and Weber [76] . For the reader's convenience, we state a number of definitions and results from the above cited paper crucial to this paper.
If S.,...,S are any n by n matrices the block Vandermonde matrix is 1m defined by When e == 0, the constant to the n u " power is less than one, since max)Xgl/minj\ A | < 1. By continuity, there exists an e > 0 so that the constant is still less than unity and the result follows.
We now state and prove the convergence theorem for Algorithm 1. Let 
Proof of part (i). From (2.1)
i=l By Theorem 1.1,is nonsingular. Since is also nonsingular there is an N such that for n a N, must be nonsingular, since using Lemma 2,1 and
From (2.8), (2.9) and Lemma 2.1, we get, for n ^
• (I (I and the conclusion follows by an application of Lemma 2.1.
•
We defer the proof of part (ii) of the Theorem to first obtain some lemmas needed in the proof. We assume the hypotheses of Theorem 2.1 hold.
In Lemma 2.2 we show that every right solvent is a fixed point of ^ (X) the result follows.
Note that the theorem could have been made somewhat more general by removing the condition on V(S2*....S m ) and relaxing the initial conditions on Xg,...,X m .j to just insuring being nonsingular.
The quantity X also converges, but not to S^. See Dennis, Traub, and Weber [71, Theorem 6.2] .
The block Bernoulli iteration (3.1) can also be written as
where X is a matrix of order n. Equation (3.3) looks like eigenvector
is not a vector in the usual sense. A theory of i-1 X.
powering except such power methods" is studied in Dennis, Traub, and Weber [71, Chapter 8] .
We do not pursue this here. The convergence is fast, though linear, since the asymptotic error constant
The corresponding lambda-matrix has latent roots -16,05113, -.4215 and -.2637 + 1.8649i. There exist two solvents having these as their eigenvalues, but neither can dominate, since there is a complex pair of latent roots whose absolute value is between the two other latent roots. Algorithm 1 does not converge. A complex shift of the variable in the lambda-matrix can be used 
