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Abstract
We go further in the investigation of the Robin problem
(Pα)


−∆u = a(x)uq in Ω,
u ≥ 0 in Ω,
∂νu = αu on ∂Ω,
on a bounded domain Ω ⊂ RN , with a sign-changing and 0 < q < 1.
Assuming the existence of a positive solution for α = 0 (which holds if q
is close enough to 1), we sharpen the description of the nontrivial solution
set of (Pα) for α > 0. Moreover, strengthening the assumptions on a and
q we provide a global (i.e. for every α > 0) exactness result on the number
of solutions of (Pα) . Our approach also applies to the problem
(Sα)


−∆u = αu+ a(x)uq in Ω,
u ≥ 0 in Ω,
∂νu = 0 on ∂Ω.
1 Introduction
In this article we proceed with the study of the indefinite problem
(Pα)

−∆u = a(x)uq in Ω,
u ≥ 0 in Ω,
∂νu = αu on ∂Ω.
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Here Ω ⊂ RN (N ≥ 1) is a smooth bounded domain, ∂ν :=
∂
∂ν
, ν is the unit
outward normal to ∂Ω, a ∈ Cθ(Ω) (0 < θ < 1) changes sign, 0 < q < 1 and
α ≥ 0.
In [12] we have studied the structure of the nontrivial nonnegative solutions
set of this problem, considered with respect to α ∈ [−∞,∞). Let us recall that
the case α = −∞ is understood as the Dirichlet boundary condition u = 0 on
∂Ω. We shall go deeper in this analysis, giving a more precise description of the
solutions set of (Pα) in the region α > 0 and weakening some of the assumptions
in [12].
By a solution of (Pα) we mean a classical nonnegative solution u ∈ C2+r(Ω),
for some r ∈ (0, 1). We say that u is nontrivial if u 6≡ 0. In particular, we are
interested in solutions lying in
P◦ := {u ∈ C(Ω) : u > 0 on Ω}.
Note that since q ∈ (0, 1) and a changes sign in Ω, this problem may have
solutions that do not belong to P◦, see e.g. [12, Remark 3.7].
The following condition on a, which is known to be necessary for the existence
of solutions in P◦ when α ≥ 0, shall be assumed throughout this paper:
(A.0)
∫
Ω
a < 0.
In addition, we shall assume a technical condition on the set
Ωa+ := {x ∈ Ω : a(x) > 0},
namely:
(A.1) Ωa+ has finitely many connected components, which are all smooth.
Our results in [12] for α > 0 have been established when q ∈ AN := A0,
where
Aα = Aα(a) := {q ∈ (0, 1) : any nontrivial solution of (Pα) lies in P◦}.
We recall that, under (A.0) and (A.1), we have AN = (qN , 1) for some qN =
qN (a) ∈ [0, 1). Moreover, if q ∈ AN then (P0) has a unique nontrivial solution
uN , which satisfies uN ∈ P◦ [10, Theorem 1.9], and every nontrivial solution of
(Pα) belongs to P
◦ if 0 < α < α+, for some α+ > 0 [12, Proposition 2.3].
In the present paper, most of our results shall be proved under the weaker
assumption q ∈ IN , where
IN = IN (a) := {q ∈ (0, 1) : (P0) has a solution in P◦}.
Under (A.0), it is known that (P0) has at least one nontrivial solution for any
q ∈ (0, 1), see e.g. [6, Theorem 2.1], so AN ⊆ IN . In general, we may have
AN 6= IN ; however when Ω+a is connected and smooth, it holds that AN = IN ,
see [11, Theorem 1.4]. Also, by [6, Theorem 3.1] we know that (P0) has at most
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one solution which is positive in Ωa+. Thus, whenever q ∈ IN we denote by
uN (a) (or simply uN if no confusion arises) the unique solution in P◦ of (P0)
(or (P0,a) if we need to stress the dependence on a) .
To the best of our knowledge, prior to [12] the only work dealing with (Pα)
for α > 0 is [7], where Chabrowski and Tintarev established a local multiplicity
result for the related problem
(Rα)

−∆w = αa(x)wq in Ω,
w ≥ 0 in Ω,
∂νw = αw on ∂Ω,
with α > 0 small (note that (Rα) is equivalent to (Pα), after the change of
variables w = α
1
1−q u). More precisely, by variational methods it was proved in
[7, Propositions 7.4 and 7.7] that under (A.0), (Rα) has at least two nontriv-
ial solutions w1,α, w2,α such that w1,α < w2,α on Ω for α > 0 small enough.
Moreover, if
ca :=
(
−
∫
Ω
a
|∂Ω|
) 1
1−q
, (1.1)
the following asymptotic profiles of w1,α, w2,α hold as α→ 0+:
w2,α → ca and w1,α → 0 in H
1(Ω) as α→ 0+, (1.2)
and every sequence αn → 0 has a subsequence (still denoted by the same nota-
tion) satisfying
α
− 11−q
n w1,αn → u0 in H
1(Ω), (1.3)
where u0 is a nontrivial solution of (P0).
In particular, we see that under (A.0) the problem (Pα) has, for any q ∈ (0, 1)
and α > 0 small enough, a solution in P◦, namely, α−
1
1−qw2,α. Our first result
asserts that (A.0) is also necessary for the existence of solutions of (Pα) that
are positive in Ωa+ (for any α ≥ 0 and 0 < q < 1) and gives a sufficient condition
for such solutions to be in P◦:
Theorem 1.1. If (Pα) has a solution u such that u > 0 in Ω
+
a for some α ≥ 0
and q ∈ (0, 1), then (A.0) holds. If we assume in addition (A.1) and q ∈ IN ,
then every such solution belongs to P◦.
Assuming additionally (A.1) and q ∈ AN , we proved in [12, Corollary 3.13]
that w1,α, w2,α are the only nontrivial solutions of (Rα) for α > 0 small, and in
[12, Theorem 4.4] that (Rα) has a maximal closed, connected subset of nontrivial
solutions containing {(α,w1,α), (α,w2,α)} under some further assumptions on a.
We remark that the solutions set {(α, u)} of (Pα) corresponds to {(α,w)} of (Rα)
by the change of variables u = α−
1
1−qw for α > 0.
Let us set
αs = αs(a, q) := sup{α ≥ 0 : (Pα) has a solution in P◦}. (1.4)
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Proceeding as in [12, Proposition 3.4] we can prove that αs < ∞ if q ∈ IN .
We shall analyze the solution set of (Pα) in neighboorhoods of 0 and αs. This
investigation provides us with a global description of the solutions set structure
of (Pα) for α ≥ 0. A more precise version of Theorem 1.2 will be provided in
Section 3, see Theorem 3.4.
Theorem 1.2. Assume (A.0), (A.1), and q ∈ IN . Then:
(i) (Pα) has a solution curve C1 = {(α, u1,α); 0 ≤ α ≤ αs} such that α 7→
u1,α ∈ P◦ is continuous and increasing on [0, αs] and C∞ in [0, αs), with
u1,0 = uN , and u1,αs is the unique solution of (Pαs) in P
◦. Moreover,
C1 is extended to a C∞ curve, say C′1 (⊃ C1), bending to the left in a
neighborhood of (αs, u1,αs).
(ii) (Pα) has a solution curve C2 = {(α, u2,α); 0 < α ≤ α} for some α ∈ (0, αs],
such that α 7→ u2,α ∈ P◦ is continuous and decreasing on (0, α] and C∞
in (0, α), with minΩ u2,α →∞ as α→ 0
+. Moreover:
(a) for any interior point (α, u) ∈ C′1 ∪ C2, the solutions set of (Pα) in a
neighborhood of (α, u) is given exactly by C′1 ∪ C2 ;
(b) for every α ∈ (0, α) the solutions u1,α, u2,α are strictly ordered by
u2,α−u1,α ∈ P◦, and these ones are the only solutions of (Pα) in P◦
for α > 0 small.
(iii) Assume additionally that 0 6≡ a ≥ 0 in some smooth domain D ⊂ Ω such
that |∂D ∩ ∂Ω| > 0. Then C′1 is connected to C2 by a component (i.e., a
maximal closed, connected subset) C∗ of solutions of (Pα) in [0, αs]× P◦,
see Figure 1(i).
(i) (ii)
Figure 1: (i) The component C∗. (ii) The exact solution curve C′1. The full
curve represents asymptotically stable solutions in P◦, whereas the dotted curve
represents unstable solutions in P◦.
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Under different conditions to those in Theorem 1.2(iii) we shall establish
a global exactness result. Let us denote by α2 = α2(Ω) the second (and first
nontrivial) eigenvalue of the Steklov problem{
∆φ = 0 in Ω,
∂νφ = αφ on ∂Ω.
(1.5)
When Ω is a ball of radius R, we know that α2(Ω) =
1
R
. Also, if Ω is star
shaped, several lower bounds for α2 are known, see e.g. [18, Section 1] and
references therein.
Theorem 1.3. Assume (A.0), (A.1), q ∈ IN and
−
∫
Ω a∫
∂Ω
u1−qN
≤ α2. (1.6)
Then the following two assertions hold:
(i) The solutions set in P◦ of (Pα) with α ≥ 0 consists of C′1, which contains
C2 in its upper part. In particular, (Pα) has exactly two solutions in P◦
for all α ∈ (0, αs), see Figure 1(ii).
(ii) Assume in addition that ∂Ω ⊆ ∂Ωa+ and q ∈ AN . Then the nontrivial
solutions set of (Pα) with α > 0 is given exactly by C′1,
Let us note that several examples of weights a satisfying (1.6) are discussed
in Section 2.
Remark 1.4.
(i) As one can see from its proof, Theorem 1.3 holds more generally under
the condition αs < α2, instead of (1.6).
(ii) In Theorems 1.2 and 1.3, if we assume q ∈ AN instead of q ∈ IN , then
(A.1) is no longer needed, cf. Remark 3.3.
To conclude the study of (Pα), we carry out a bifurcation analysis, with q
as parameter, and obtain solutions in P◦ for α > 0 fixed and q → 1−. As
a consequence, we provide the limiting behavior as q → 1− of αs(a, q) and
ui,α(q), i = 1, 2, whenever these are the only solutions in P◦, see Theorem 5.2
and Corollary 5.3.
Finally, let us mention that (Pα) has many similarities with the Neumann
problem
(Sα)

−∆u = αu+ a(x)uq in Ω,
u ≥ 0 in Ω,
∂νu = 0 on ∂Ω.
As a matter of fact, one may see that the linear term αu in the equation above
acts very similarly as in the boundary condition of (Pα), as far as the methods
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used in this article (and in [12]) are concerned. In this way, we complement the
results established for (Sα) by Alama in [2].
The rest of this article is organized as follows. In the next section we give
some examples of a and q satisfying our assumptions. Theorems 1.1 and 1.2 are
proved in Section 3, whereas Theorem 1.3 is proved in Section 4. In Section 5
we follow a bifurcation approach for (Pα) with q → 1−. Finally, in Section 6
we state some results on (Sα). We also include an Appendix containing some
necessary facts related to some of the stability results in [3, Chapter II] .
2 Examples
Before proving our results we discuss some examples of a and q satisfying our
assumptions.
2.1 On the condition (1.6)
Let σD1 (a) and σ
N
1 (a) be the unique positive principal eigenvalues with respect to
the weight a, under homogeneous Dirichlet and Neumann boundary conditions,
respectively. First note that, for q close to 1, by [11, Theorem 1.2], we have
u1−qN ≃
(t∗φ1)
1−q
σN1 (a)
, (2.1)
where φ1 ∈ P◦ is the eigenfunction associated to σN1 (a), normalized by ‖φ1‖2 =
1, and
t∗ := exp
[
−
∫
Ω a (x)φ
2
1 logφ1∫
Ω
a (x)φ21
]
.
In particular, t∗ and φ1 do not depend on q, and both are away from 0. So,
for q close enough to 1 we have that u1−qN ≃
1
σN1 (a)
. Thus, for such q, (1.6) is
satisfied if
− σN1 (a)
∫
Ω
a < |∂Ω|α2. (2.2)
Recall also that q ∈ AN ⊆ IN whenever q is sufficiently close to 1. Let us show
now examples of a satisfying (2.2):
(i) Choose any a ∈ Cθ
(
Ω
)
satisfying (A.0) and (A.1). Taking into account
(A.0), we may fix k such that
max
{
Ca −
|∂Ω|α2
σN1 (a)
∫
Ω a
+
, 1
}
< k < Ca, with Ca :=
∫
Ω a
−∫
Ω
a+
, (2.3)
where, as usual, a± := max {±a, 0}. We set ak := ka+ − a−. Then
(A.1) holds for ak, and the second inequality in (2.3) shows that (A.0)
is also true for ak. Moreover, the first inequality in (2.3) gives that
−σN1 (a)
∫
Ω ak < |∂Ω|α2, and so, since k ≥ 1, by the monotonicity of
the principal eigenvalue with respect to the weight (e.g. [9, Proposition
4.7]) we deduce that ak satisfies (2.2).
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(ii) One can argue similarly if a ∈ C(Ω) is such that
∫
Ω
a = 0 and {aj} ⊂
Cθ(Ω) is a sequence satisfying (A.0), (A.1), and aj → a in L1(Ω). Then,
since σN1 (a) = 0 and a 7→ σ
N
1 (a) is continuous from L
1 (Ω) into R (cf. [14,
Lemma 2.4], which also holds if
∫
Ω
a = 0), we see that (2.2) is fulfilled by
aj with j large enough.
(iii) Another class of weights a satisfying (2.2) is the following one: denote by
BR the ball of radius R centered at 0 in R
N . Let a ∈ Cθ(B1) satisfy (A.0)
and (A.1), and aR ∈ C
θ(BR) be an extension of a to BR such that (A.1)
holds and
∫
B1
a <
∫
BR
aR < 0. We claim that for N ≥ 3 and R large
enough aR fulfills (2.2). To this end, note that σ
N
1 (aR) < σ
D
1 (a) for every
R > 1. Recall also that |∂BR| = NRN−1ωN , where ωN is the volume of
B1. Thus
−σN1 (aR)
∫
BR
aR < −σ
D
1 (a)
∫
B1
a < NRN−2ωN = |∂BR|α2(BR)
if N ≥ 3 and R is large enough, which yields (2.2).
We next modify the construction of the preceeding examples and we prove
(1.6) directly, not by way of (2.2).
(iv) Let a, aj be as in (ii), and satisfying in addition that aj → a in L∞(Ω).
Choose 0 < ε < 1 and set bε := (1− ε) a+ − a−. Then bε changes sign in
Ω and bε fulfills (A.0). Let us show that, for any q ∈ IN (bε), aj satisfies
(2.2) for all j large enough. Indeed, let q ∈ IN (bε), and let us stress
the dependence of (P0) on the weight a by writing (P0,a). We note first
that bε ≤ aj if j is large enough, and thus uN (bε) is a subsolution of
(P0,aj ) for such j. Now, by [6, Lemma 2.4], this problem has arbitrarily
large supersolutions (because aj satisfies (A.0)), so we deduce that uN (aj)
exists and uN (aj) ≥ uN (bε). In particular, q ∈ IN (aj). Hence, since∫
Ω
aj → 0, enlarging j if necessary,
−
∫
Ω aj∫
∂Ω
uN (aj)1−q
≤
−
∫
Ω aj∫
∂Ω
uN (bε)1−q
≤ α2,
as claimed.
(v) As a particular case of (iv) we see that ak in (i) satisfies (1.6) also for any
q ∈ IN (a) and k ≈ Ca. Indeed, for a as in (i), define a˜ := Caa+ − a−,
ε := 1−1/Ca and b˜ε := (1− ε)Caa+−a−. Note that
∫
Ω
a˜ = 0 and b˜ε = a.
Also, for any {kj} with 0 < kj ր Ca, let a˜j := kja+−a−. Then, item (iv)
with a˜, a˜j and b˜ε in place of a, aj and bε, respectively, yields the desired
assertion.
2.2 On the condition q ∈ AN
As already mentioned, under (A.0) and (A.1), we have AN = (qN , 1) for some
qN = qN (a) ≥ 0. However, a useful upper estimate (i.e. < 1) on qN is hard
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to obtain in general, since qN can be arbitrarily close to 1 (see [11, Theorem
1.4(ii)]). Let us show a situation where this can be done. Take 0 < R0 < R,
Ω := BR, and a ∈ C
θ
(
Ω
)
a radial function satisfying (A.0), a ≤ 0 in BR0 and
a > 0 in AR0 := ΩBR0 (note that a fulfills (A.1) and ∂Ω ⊆ ∂Ω
a
+). Then, as a
consequence of [11, Corollary 4.4] we have that
qN ≤
1−K
1−K + 2KN−1
:= q, where K = K (a) :=
∫
AR0
a+
|BR0 | ‖a
−‖L∞(BR0)
.
Let us observe that, by (A.0), K < 1. A similar result holds in the one-
dimensional case without requiring any eveness assumptions, see [11, Remark
3.4].
Also, an inspection of the proof of [11, Theorem 1.8 and Corollary 4.4] shows
that, for a as above and q ∈ (q, 1), we have
u1−qN ≥
1− q
|∂BR|
∫ R
R0
(∫
At
a+
)
dt on ∂BR.
Thus, (1.6) holds whenever∫
BR0
a− −
∫
AR0
a+∫ R
R0
(
∫
At
a+)dt
≤
1− q
R
.
In particular, it follows that given any q ∈ (0, 1), we can find a weight a such
that q ∈ AN (a) and (1.6) holds, choosing suitably a so that
∫
BR
a ≈ 0 and
K ≈ 1.
3 Proof of Theorems 1.1 and 1.2
3.1 Proof of Theorem 1.1
The proof of Theorem 1.1 is a direct consequence of Propositions 3.1 and 3.2(i)
below.
Proposition 3.1. Let α ≥ 0 and 0 < q < 1. If u is a supersolution of (Pα)
such that u > 0 in Ωa+ then
∫
supp u
a < 0. In particular (A.0) holds.
Proof. We argue as in [2, Proposition 2.3], which is inspired by [6, Lemma 2.1].
Take (u+ ε)−q as test function in (Pα) to get
−q
∫
Ω
|∇u|2
(u+ ε)q+1
≥
∫
Ω
a
(
u
u+ ε
)q
+ α
∫
∂Ω
u
(u + ε)q
≥
∫
Ω
a
(
u
u+ ε
)q
.
Following the argument in [2, Proposition 2.3] we deduce that
∫
supp u
a < 0.
Since a ≤ 0 on the region where u possibly vanishes, we find that
∫
Ω a ≤∫
supp u
a < 0.
Proposition 3.2. Assume (A.0), (A.1) and q ∈ IN .
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(i) If u is a supersolution of (Pα) for α > 0 and u > 0 in Ω
a
+, then u ≥ uN .
(ii) For α > 0 small enough (Pα) has, in P◦, exactly two solutions u1,α, u2,α.
Moreover:
(a) u1,α = uN at α = 0, and there exists some α∗ > 0 such that the map
α 7→ u1,α is C∞ from [0, α∗) to C1(Ω), increasing, γ1(α, u1,α) > 0,
and γ1(α∗, u1,α∗) = 0. Moreover, for every β ∈ (0, αs) the solutions
set of (Pα) in a neighborhood of (β, u1,β) is given exactly by (α, u1,α).
(b) there exists some α > 0 such that the map α 7→ u2,α is C∞ from
(0, α) to C1(Ω), and minΩ u2,α → ∞ as α → 0
+. Moreover, for
every β ∈ (0, α) the solutions set in a neighborhood of (β, u1,β) is
given exactly by (α, u2,α).
Proof.
(i) First of all, it is clear that u is a supersolution of (P0). Now, by (A.1)
we have that Ωa+ = ∪
n
k=1Ωk, where Ωk are smooth, open and connected.
For each k, we take a ball Bk ⋐ Ωk and consider the Dirichlet eigenvalue
problem {
−∆φ = λa(x)φ in Bk,
φ = 0 on ∂Bk.
By φk we denote a positive eigenfunction associated with the first eigen-
value of this problem, and extended by 0 outside Bk. If ε = εk > 0 is
small enough then εφk is a subsolution of (P0) smaller than u, since u > 0
in every Ωk. Hence φˆ := maxk{εkφk} is a (weak) subsolution of (P0) and
φˆ > 0 in Bk for all k. By the sub and supersolutions method, we have a
solution v of (P0) such that φˆ ≤ v ≤ u. In particular, v > 0 in Bk for all
k. By the strong maximum principle, we deduce that v > 0 in Ωk for all
k, i.e. v > 0 in Ωa+. Now, under (A.1), there is at most one solution of
(P0) which is positive in Ω
a
+ [6, Theorem 3.1]. Therefore, v = uN , and so
uN ≤ u, as claimed.
(ii) Since γ1(0, uN ) > 0 (see [12, Lemma 2.5]), the IFT provides the existence
of a C∞ (and increasing, by [13, Theorem 7.10]) solution curve α 7→ u1,α ∈
P◦ for α > 0 small. Let α∗ > 0 be the maximal α of this curve. Recalling
that αs < ∞ we have that α∗ < ∞. Furthermore, taking into account
the fact that u1,α is increasing and the a priori upper bound of nontrivial
solutions of (Pα) for a compact interval in (0,∞) (see [12, Proposition
3.2]), letting αր α∗ we see that there exists uα∗ ∈ P
◦ solution of (Pα∗).
Moreover γ1(α∗, u1,α∗) = 0 by the maximality of α∗ (otherwise we use the
IFT to extend the curve beyond α∗) .
On the other hand, let w(α) := t(α)+ψ(α, t(α)), where t(α) and ψ(α, t(α))
are as in [12, Proposition 3.11]. By this proposition, for all α > 0 small
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enough w(α) ∈ P◦ is a solution of the problem
(Rα)

−∆w = αa(x)wq in Ω,
w ≥ 0 in Ω,
∂νw = αw on ∂Ω,
satisfying t(0) = ca and ψ(0, ca) = 0, where ca is the positive constant
introduced by (1.1). In particular, w(0) = ca > 0, and still by [12, Propo-
sition 3.11] we know that α 7→ w(α) is a C∞ mapping from (−α0, α0) to
W 2,s(Ω), s > N , for some α0 > 0 small. Moreover, it is easy to see that
u2,α := α
− 11−qw(α) is a solution of (Pα) with minΩ u2,α →∞ as α→ 0
+.
Let us show the exactness assertion. From [12, Propositions 3.2, 3.10,
3.11(ii)] and the change of variables u = α−
1
1−qw, we deduce that u2,α is
the only solution which blows up as α→ 0+. More precisely, there exists
C > 0 such that, except for u2,α, we have ‖u‖C(Ω) ≤ C for all nontrivial
solutions of (Pα) for α close to 0. Assume uj ∈ P◦ is a solution of (Pαj )
with αj → 0+ and uj is not on the curve (α, u2,α). By (i) we know that
uN ≤ uj ≤ C on Ω. Up to a subsequence, we have uj → u0, u0 ≥ uN ,
and u0 is a solution of (P0). Since uN is unique we get u0 = uN , and by
the IFT, we conclude that uj is on the curve (α, u1,α) for j large enough.
The remaining assertions follow directly from the IFT.
Remark 3.3. As an alternative to Proposition 3.2(i), one can show that if
q ∈ AN and u is a supersolution of (Pα) with α > 0 and u 6≡ 0 in Ω
a
+ then
u ≥ uN . Indeed, arguing as in the proof of Proposition 3.2(i) we may construct
a nontrivial solution v of (P0) with v ≤ u. Since q ∈ AN we must have v ∈ P◦.
Using the uniqueness result in [6, Lemma 3.1] we deduce that v = uN , and the
conclusion follows.
3.2 Proof of Theorem 1.2
Theorem 1.2 is an immediate consequence of Theorem 3.4 below. Before stating
this result, we recall in the next paragraph some facts concerning the stability
of the solutions u ∈ P◦ of (Pα).
Given a solution u ∈ P◦ of (Pα), let us consider the linearized eigenvalue
problem {
L(α, u)φ := −∆φ− qa(x)uq−1φ = γ(α, u)φ in Ω,
B(α, u)φ := ∂νφ− αφ = 0 on ∂Ω.
(3.1)
We denote by γ1 = γ1(α, u) the smallest eigenvalue of (3.1) and by φ1 = φ1(α, u)
a positive eigenfunction associated with γ1. We remark that γ1 is simple, and
φ1 ∈ P◦. Also, if α 7→ u(α) is continuous in C2+r(Ω) for some r ∈ (0, 1), then
so is α 7→ γ1(α, u(α)). In fact, with computations as those in [17, p. 1155] one
can see that this map inherits the regularity of the map α 7→ u = u(α), by the
implicit function theorem (in short, IFT). Recall that u ∈ P◦ is said to be
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• asymptotically stable if γ1(α, u) > 0,
• weakly stable if γ1(α, u) ≥ 0,
• unstable if γ1(α, u) < 0.
Theorem 3.4. Assume (A.0), (A.1), and q ∈ IN . Then:
(i) (Pα) has a solution curve C1 = {(α, u1,α); 0 ≤ α ≤ αs} such that α 7→
u1,α ∈ P◦ is continuous and increasing on [0, αs] and C∞ in [0, αs), and
u1,0 = uN . Moreover,
(a) u1,αs is the unique solution of (Pαs) in P
◦;
(b) u1,α is minimal in P◦ for α ∈ [0, αs);
(c) for every β ∈ (0, αs) the solutions set of (Pα) in a neighborhood of
(β, u1,β) is given exactly by C1.
(d) u1,α is asymptotically stable for α ∈ [0, αs), and weakly stable but
not asymptotically stable for α = αs. Furthermore, u1,α is the only
stable solution of (Pα) for α ∈ (0, αs].
(ii) (Pα) has a solution curve C2 = {(α, u2,α); 0 < α ≤ α} for some α ∈ (0, αs],
such that α 7→ u2,α ∈ P◦ is continuous and decreasing on (0, α] and C∞
in (0, α). In addition, u2,α is unstable for α ∈ (0, α) and minΩ u2,α →∞
as α→ 0+. Moreover:
(a) for every β ∈ (0, α) the solutions set of (Pα) in a neighborhood of
(β, u2,β) is given exactly by C2;
(b) for every α ∈ (0, α) the solutions u1,α, u2,α are strictly ordered as
follows: u2,α − u1,α ∈ P
◦;
(c) u1,α and u2,α are the only solutions of (Pα) in P◦ for α > 0 small.
(iii) (Pα) has a C
∞ solution curve C3 = {(α(t), u(t));−t0 < t < t0} for some
t0 > 0 small, such that u(t) ∈ P
◦, (α(0), u(0)) = (αs, u1,αs), α
′(0) =
0 > α′′(0) and u′(0) ∈ P◦, i.e., the solution curve bends to the left in a
neighborhood of (αs, u1,αs). In addition:
(a) {(α(t), u(t));−t0 < t < 0} represents the lower branch of C3 satisfying
u(t) = u1,α(t), whereas {(α(t), u(t)); 0 < t < t0} represents the upper
one; these branches are increasing and decreasing, respectively.
(b) in a neighborhood of (αs, u1,αs) the solutions set of (Pα) is given
exactly by C3.
Furthermore, (Pα) has exactly two solutions in P◦ for α in a left neigh-
borhood of αs.
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(iv) Assume additionally that 0 6≡ a ≥ 0 in some smooth domain D ⊂ Ω such
that |∂D ∩ ∂Ω| > 0. Then (Pα) has a component (i.e., a maximal closed,
connected subset) C∗ of solutions in [0, αs]×P
◦ which includes C1, C2 and
C3, and satisfies
C∗ ∩ {(α, 0), (α,∞), (0, u)} = {(0,∞), (0, uN )}. (3.2)
In particular, (Pα) has at least two solutions in P◦ for every α ∈ (0, αs),
see Figure 1(i).
The rest of this subsection is devoted to the proof of the above theorem. In
order to prove it, we start with two further results on u2,α.
Proposition 3.5. Assume (A.0). Then:
(i) u2,α > u2,β on Ω if 0 < α < β are small enough.
(ii) u2,α is unstable if α > 0 is small enough.
Proof.
(i) Letw (α) be as in the proof of Proposition 3.2(ii). Since u2,α = α
− 11−qw(α),
differentiating u2,α with respect to α provides
du2,α
dα
= −
1
1− q
α−
1
1−q−1w(α) + α−
1
1−qw′(α).
Set
η(α) := α
2−q
1−q
du2,α
dα
= −
1
1− q
w(α) + αw′(α). (3.3)
Recalling that w (0) = ca we see that
η(0) = −
1
1− q
w(0) = −
ca
1− q
< 0. (3.4)
Moreover, we know that w(α) → w(0) in C(Ω) as α → 0+, and also
that ‖w′(α)‖C(Ω) is bounded as α→ 0
+, since w′(α)→ w′(0) in C(Ω) as
α→ 0+. Hence, we deduce from (3.3) and (3.4) that
η(α)→ η(0) = −
ca
1− q
< 0 in C(Ω) as α→ 0+,
and then,
α
2−q
1−q
du2,α
dα
−→ −
ca
1− q
in C(Ω) as α→ 0+.
In particular, there exists α > 0 such that
du2,α
dα
< −
ca
2(1− q)
α−
2−q
1−q on Ω for 0 < α < α,
which yields the conclusion.
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(ii) As mentioned in the proof of Proposition 3.2(ii),
α
1
1−q u2,α = w (α)→ ca > 0 in C
1(Ω), as α→ 0+. (3.5)
Taking 1
φ1
as test function in (3.1) we see that
0 >
∫
Ω
∇φ1∇
(
1
φ1
)
= α|∂Ω|+ γ1|Ω|+ q
∫
Ω
auq−12,α ,
so that
−
γ1|Ω|
α
> q
∫
Ω
a
(
α
1
1−q u2,α
)q−1
+ |∂Ω|,
and (3.5) provides
lim sup
α→0+
γ1
α
≤ −
(1− q) |∂Ω|
|Ω|
< 0.
The desired conclusion follows.
We shall employ the following result to study the solutions set of (Pα) in a
neighborhood of (α∗, u1,α∗), where α∗ is as in Proposition 3.2(ii-a).
Proposition 3.6. Let u0 ∈ P◦ be a solution of (Pα0) for α0 > 0 such that
γ1(α0, u0) = 0. Then, in a neighborhood of (α0, u0) the solutions set of (Pα) is
given exactly by a C∞ curve (α, u) = (α(t), u(t)), parametrized by t ∈ (−t0, t0)
for some t0 > 0, and such that (α(0), u(0)) = (α0, u0). Moreover:
(i) (α(t), u(t)) = (α0 + β(t), u0 + tφ1 + z(t)) with φ1 = φ1(α0, u0) and some
C∞ functions β(·), z(·), satisfying β(0) = β′(0) = 0 and z(0) = z′(0) = 0
(implying u′(0) = φ1 ∈ P◦);
(ii) β′′(0) < 0, i.e., the curve (α(t), u(t)) bends to the left in a neighborhood
of (α0, u0), see Figure 1(i);
(iii) u(t) is asymptotically stable for t < 0 and unstable for t > 0.
Proof. We apply [8, Theorems 3.2 and 3.6] to prove this proposition.
(i) For some suitable r = r(q, θ) ∈ (0, 1) we consider the mapping
F : U0 −→ C
r(Ω)× C1+r(∂Ω); (α, u) 7−→ (−∆u− auq, ∂νu− αu),
where U0 is an open neighborhood of (α0, u0) in R × C2+r(Ω) such that
α > 0 and u ∈ P◦ for (α, u) ∈ U0. We see that for a given (α, u) ∈ U0,
u ∈ P◦ solves (Pα) if and only if F (α, u) = (0, 0). The Fre´chet derivatives
Fα and Fu are given by
Fα(α0, u0) = (0,−u0), Fu(α, u)φ = (L(α, u)φ,B(α, u)φ),
where we recall that L and B are given by (3.1). Since γ1(α0, u0) = 0,
we deduce that Ker(Fu(α0, u0)) = span {φ1}, where φ1 = φ1(α0, u0) ∈
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P◦. To verify that Fα(α0, u0) 6∈ Im(Fu(α0, u0)), we shall check that the
problem {
L(α0, u0)v = 0 in Ω,
B(α0, u0)v = −u0 on ∂Ω
has no solution. Indeed, if v solves this problem then
0 =
∫
Ω
(φ1Lv − vLφ1) =
∫
∂Ω
(−φ1Bv + vBφ1) =
∫
∂Ω
u0φ1 > 0, (3.6)
a contradiction. By [8, Theorem 3.2] we infer that, in a neighborhood of
(α0, u0), the solutions of F (α, u) = (0, 0) are given exactly by the curve
{(α(t), u(t)) = (α0 + β(t), u0 + tφ1 + z(t)) : −t0 < t < t0} (3.7)
for some β(·), z(·) which are C∞ and satisfy β(0) = β′(0) = 0, and z(0) =
z′(0) = 0. Assertion (i) has been verified.
(ii) Based on the regularity assertion for the curve, we shall differentiate
F (α(t), u(t)) = (0, 0) with respect to t twice at t = 0. From (3.7) we
see that α′ (0) = 0 and u′ (0) = φ1. Thus, after some computations we
find that {
L(α0, u0)u′′(0) = aq(q − 1)u
q−2
0 φ
2
1 in Ω,
B(α0, u0)u′′(0) = α′′(0)u0 on ∂Ω.
We now use Green’s formula to deduce that∫
Ω
(φ1L(α0, u0)u
′′(0)− u′′(0)L(α0, u0)φ1)
=
∫
∂Ω
(u′′(0)B(α0, u0)φ1 − φ1B(α0, u0)u
′′(0)).
Since L(α0, u0)φ1 = 0 and B(α0, u0)φ1 = 0, we find that∫
Ω
(φ1L(α0, u0)u
′′(0)− u′′(0)L(α0, u0)φ1) = q(q − 1)
∫
Ω
auq−20 φ
3
1,∫
∂Ω
(u′′(0)B(α0, u0)φ1 − φ1B(α0, u0)u
′′(0)) = −α′′(0)
∫
∂Ω
u0φ1.
Hence, we deduce that
β′′(0) = α′′(0) =
q(1 − q)
∫
Ω
auq−20 φ
3
1∫
∂Ω u0φ1
< 0 ⇐⇒
∫
Ω
auq−20 φ
3
1 < 0.
Let us show that
∫
Ω
auq−20 φ
3
1 < 0. Employing
φ31
u20
and
φ21
u0
as test func-
tions in the weak forms of (Pα0) and (3.1), respectively, and recalling that
γ1(α0, u0) = 0, we infer that
(1− q)
∫
Ω
auq−20 φ
3
1 =
∫
Ω
∇u0∇
(
φ31
u20
)
−∇φ1∇
(
φ21
u0
)
= −2
∫
Ω
φ1
u30
|u0∇φ1 − φ1∇u0|
2
< 0,
as desired. Assertion (ii) has been verified.
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(iii) This assertion is a direct consequence of the previous one, using [8, The-
orem 3.6]. Indeed, if we define Kw := (w, 0), we can check in the same
way as (3.6) that Kφ1 6∈ Im(Fu(α0, u0)), i.e., 0 is a K-simple eigenvalue
of Fu(α0, u0) in the sense of [8, Definition 1.2]. Put γ(t) := γ1(α(t), u(t))
and φ(t) := φ1(α(t), u(t)) to get
Fu(α(t), u(t))φ(t) = γ(t)Kφ(t)⇐⇒
{
L(α(t), u(t))φ(t) = γ(t)φ(t) in Ω,
B(α(t), u(t))φ(t) = 0 on ∂Ω,
see [8, (3.5)]. Lastly, using φ1, we set l as the continuous functional on
Cr(Ω)× C1+r(∂Ω) given by
〈l, (f, g)〉 :=
∫
Ω
fφ1 +
∫
∂Ω
gφ1,
which satisfies Ker(l) = Im(Fu(α0, u0)) (note that 〈l,Kφ1〉 =
∫
Ω
φ21 6= 0).
We are now ready to apply [8, Theorem 3.6] to obtain
lim
t→0
γ(t)
α′(t)
= −
〈l, Fα(α0, u0)〉
〈l,Kφ1〉
=
∫
∂Ω
u0φ1∫
Ω
φ21
> 0.
This implies that γ(t) and α′(t) have the same sign when t is close to 0,
which combined with assertion (ii) provides the desired conclusion.
Now, with the aid of Proposition 3.5(ii), we have the following instability
result.
Proposition 3.7. Assume (A.0), (A.1) and q ∈ IN . Then u1,α is the only
weakly stable solution of (Pα) in P◦ for α ∈ (0, α∗].
Proof. Assume by contradiction that for some α0 > 0, u0 ∈ P◦ is a weakly
stable solution of (Pα0) and u0 6∈ C1. We remark that (α0, u0) has a positive
distance to the set {(α, u1,α) : α ∈ (0, α∗]}. Then, thanks to Proposition 3.6, we
can assume that u0 is asymptotically stable, i.e., γ1(α0, u0) > 0, and (α0, u0) 6∈
{(α, u1,α) : α ∈ (0, α∗]}.
Now, by the IFT, we obtain a solution curve (α, v(α)) with v(α0) = u0,
v(α) ∈ P◦ and γ1(α, v(α)) > 0, parametrized by α ∈ (α0 − δ0, α0] for some
δ0 > 0. Note that such curve can be extended to α ∈ (0, α0]. Indeed, otherwise
there exists some α ∈ (0, α0) such that either v(α) 6∈ P◦ (which contradicts
Proposition 3.2(i)) or γ1 (α, v (α)) = 0 (which contradicts the exactness assertion
in Proposition 3.6).
However, this curve never meets {(α, u1,α) : α ∈ (0, α∗]} (if so we reach
a contradiction using the IFT). Consequently, Proposition 3.2(ii) implies that
v(α) = u2,α for all α > 0 small. But, by Proposition 3.5(ii), u2,α is unstable if
α is small enough, so we reach a contradiction.
Proposition 3.8. Assume (A.0), (A.1) and q ∈ IN . Then α∗ = αs and u1,αs
is the unique solution of (Pαs) in P
◦.
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Proof. First we verify that u1,α∗ is the unique solution in P
◦ of (Pα∗), using the
sub and supersolutions method [3, Proposition 7.8] for a fixed point equation
which (Pα) is reduced to (see Appendix A). Assume to the contrary that v0 is
a solution in P◦ of (Pα∗) such that v0 6≡ u∗ := u1,α∗ .
The argument is divided into two cases.
(I) Assume that v0 ≥ u∗. In this case, using the strong maximum principle
and Hopf’s lemma, we deduce v0 − u∗ > 0 in Ω. So, from Proposition
3.6 we can take a solution u(t) ∈ P◦ of (Pα(t)), satisfying α(t) < α∗,
u∗ < u(t) < v0 in Ω if t > 0 small. We see u(t) is a subsolution of (Pα∗).
Using [3, Proposition 7.8] and taking into account (A) in Appendix A, we
have a weakly stable solution u ∈ P◦ of (Pα∗) such that u(t) ≤ u ≤ v0 in
Ω. However, this is contradictory to Proposition 3.7, since u 6≡ u∗.
(II) Assume that v0 6≥ u∗. Let v0 ∧ u∗ := min(v0, u∗). Observe that v0 6≥ u∗
implies that v0 ∧ u∗ < u∗ somewhere, i.e., v0 ∧ u∗ ≤ u∗ and v0 ∧ u∗ 6≡ u∗.
So, v0 ∧ u∗ ∈ P
◦ is a supersolution of (Pα∗) in the sense mentioned in
Appendix A. Moreover, by Proposition 3.2(i) we have that uN ≤ v0 ∧ u∗.
Since uN is a subsolution of (Pα∗), we infer that (Pα∗) has a weakly stable
solution u ∈ P◦ such that uN ≤ u ≤ v0 ∧ u∗ and u 6≡ u∗. But, this is
impossible by Proposition 3.7.
The uniqueness of u1,α∗ has been verified.
Now, we can prove in the same way that (Pα) has no solutions in P◦ for any
α > α∗. Indeed, if v0 ∈ P
◦ is a solution of (Pα) for some α > α∗, then v0 6≡ u∗.
Moreover, the above arguments in (I), (II) remain valid for this v0. We have
now proved that α∗ = αs.
Remark 3.9. Arguing as in the proof of Proposition 3.8 we see that, under
the assumptions of the aforementioned proposition, u1,α is minimal among the
solutions in P◦ of (Pα) for α ∈ (0, αs]. Indeed, if for some α ∈ (0, αs] there
exists a solution v0 ∈ P◦ of (Pα) with u1,α 6≤ v0, then reasoning as in (II) above,
with u∗ replaced by u1,α, we reach a contradiction.
Let us call C1, C2 and C3 the solutions curves of (Pα) given by Propositions
3.2(iia), 3.2(iib) and 3.6, respectively.
Proposition 3.10. Assume (A.0), (A.1), q ∈ IN , and 0 6≡ a ≥ 0 in some
smooth domain D ⊂ Ω such that |∂D ∩ ∂Ω| > 0. Then (Pα) has a component
C∗ of solutions in [0, αs]× P◦ which includes C1, C2 and C3, satisfying (3.2).
Proof. Arguing as in the proof of [12, Theorem 4.4], we have a subcontinuum
γ0 in [0,∞) × C1(Ω) of solutions of (Rα) for α > 0, satisfying γ0 ∩ {(α,w) =
(0, c) : c ≥ 0 is a constant} = {(0, 0), (0, ca)}.
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Now we see that γ+0 := γ0 \ {(0, 0), (0, ca)} is connected. By the change of
variables u = α−
1
1−qw, we convert γ+0 to a connected set C+ of solutions of (Pα),
which contains (α, u2,α) with α ∈ (0, α) by construction (see [12, Proposition
3.11], Proposition 3.2(iib)). We assert here that C+ consists of solutions in P◦.
Indeed, set
E := {(α, u) ∈ C+ : u ∈ P
◦}.
Note that E 6= ∅ since u2,α ∈ P◦. Then, we shall show that E is open and
closed in C+ with respect to the norm in R×C
1(Ω). Once this holds, we deduce
that E = C+, as desired.
First, from the definition of E, we see that E is open in C+. Next we
verify that E is closed in C+. Assume that (αi, ui) ∈ E converges to some
(α∞, u∞) ∈ C+. Then, from Proposition 3.2(i) we deduce that ui ≥ uN for all i.
It follows, by passing to the limit, that u∞ ≥ uN , so (α∞, u∞) ∈ E, as desired.
Finally, let C∗ be the component of solutions in P◦ of (Pα) in the space
[0,∞) × C1(Ω) such that C∗ ⊃ C+. Then, we can check that C∗ satisfies (3.2)
and includes C1, C2 and C3, combining the following results: Proposition 3.2(ii),
Proposition 3.6, Proposition 3.8 and [12, Proposition 3.2].
From the above results we now prove Theorem 3.4, which leads us to Theo-
rem 1.2.
Proof of Theorem 3.4: Item (i) follows from Propositions 3.2(ii), 3.7, 3.8 and
Remark 3.9. Item (ii) is a consequence of Propositions 3.2(ii) and 3.5, while
item (iii) follows from Propositions 3.6 and 3.8 where the exactness follows
from Proposition 3.8. Finally, the last item follows from Proposition 3.10.
4 Proof of Theorem 1.3
Let us recall some results on the following two eigenvalue problems, considered
for a generic sign-changing m ∈ C(Ω):{
−∆ϕ = λm(x)ϕ in Ω,
∂νϕ = αϕ on ∂Ω,
(4.1)
where λ = λ(α,m) is an eigenvalue; and, for λ ∈ R fixed,{
−∆φ = λm(x)φ + µφ in Ω,
∂νφ = αφ on ∂Ω,
(4.2)
where µ = µ(λ, α,m) is an eigenvalue. It is well known that (4.2) has a sequence
of eigenvalues
µ1 < µ2 ≤ µ3 ≤ ...
It is easy to see that, for every α,
µk(λ, α,m) = 0 for some k ≥ 1 ⇐⇒ λ is an eigenvalue of (4.1).
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Moreover, the mapping λ 7→ µ1(λ, ·, ·) is concave, and the mapping λ 7→
µ2(λ, ·, ·) is continuous and satisfies µ2(λ, α, u) → −∞ as λ → ±∞ (see e.g.
[15, Lemmas 3.3 and 7.2, Theorem 5.1]).
Recall that an eigenvalue of (4.1) or (4.2) is principal if it possesses a positive
eigenfunction (which is in P◦ by the strong maximum principle and Hopf’s
lemma). It is well known that µ1 is principal and simple, and any other µk
(k 6= 1) is not principal. So, the principal eigenvalues of (4.1) appear if and
only if µ1(λ, α,m) = 0.
In [1, Theorem 5] the authors proved that under (A.0) there exists β0 =
β0(m) > 0 such that (4.1) has a principal eigenvalue if and only if α ≤ β0.
Additionally if α < β0 then the principal eigenvalues of this problem are given
exactly by
λ±1 = λ±1(m,α)
= ± inf
{∫
Ω |∇φ|
2 − α
∫
∂Ω φ
2∫
Ω
m(x)φ2
: φ ∈ H1(Ω),
∫
Ω
m(x)φ2 ≷ 0
}
. (4.3)
These infima are achieved by φ±1 = φ±1(m,α), normalized as
∫
Ω
(φ±1)
2 = 1,
which in particular satisfy ∫
Ω
m(x)(φ±1)
2 ≷ 0. (4.4)
In addition, 0 < λ−1(m,α) < λ+1(m,α) for 0 < α < β0.
Let µk(α) := µk(0, α,m) (note that µk does not depend on m when λ = 0).
It is well known that µ1(α), µ2(α) are characterized by the following variational
formulas, respectively:
µ1(α) = min
φ∈H1(Ω)
‖φ‖2=1
(∫
Ω
|∇φ|2 − α
∫
∂Ω
φ2
)
,
µ2(α) = min
E⊂H1(Ω)
dim(E)=2
max
φ∈E
‖φ‖2=1
(∫
Ω
|∇φ|2 − α
∫
∂Ω
φ2
)
. (4.5)
Let us denote by {αj} the sequence of eigenvalues of the Steklov problem
(1.5). We note that αj is an eigenvalue of (1.5) if and only if µk(αj) = 0 for
some k ≥ 1. Note also that α1 = 0 is the only principal eigenvalue of (1.5).
We prove some useful results on µ2(α) and λ
−
2 (α,m):
Proposition 4.1. The following three assertions hold:
(i) α 7→ µ2(α) is non-increasing for α ≥ 0, i.e., µ2(α) ≥ µ2(β) for 0 ≤ α < β.
(ii) We have 
µ2(α) > 0, for α ∈ (0, α2),
µ2(α) = 0, for α = α2,
µ2(α) < 0, for α ∈ (α2,∞).
(iii) λ−2 (α,m) < 0 for 0 < α < α2 and any sign-changing m ∈ C(Ω).
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Proof.
(i) By (4.5) it is clear that µ2(α) ≥ µ2(β) for 0 ≤ α < β.
(ii) First of all, it is clear that µ2(α2) = 0. Assume now that µ2(α) ≤ 0 for
some 0 < α < α2. Since µ2(0) > 0 and α 7→ µ2(α) is continuous, we infer
that there exists 0 < β ≤ α such that µ2(β) = 0. Thus β is a non-principal
eigenvalue of (1.5), which contradicts β < α2. Finally, let α > α2. By the
previous item we have µ2(α) ≤ 0 for α > α2. However, if µ2(α) = 0 then
µ2 vanishes in (α2, α), which contradicts the discreteness of the spectrum
of (1.5).
(iii) By the previous item, it suffices to prove that λ−2 (α,m) < 0 (which is
equivalent to λ+2 (α,−m) > 0) if µ2(α) > 0. To do so, we shall use a
formulation of second eigenvalues that goes back at least to [19] (see also
[16]):
µ2(α) = min
(A,B)∈J
max(µ+(A), µ+(B)),
where, for any open set A ⊂ Ω,
µ+(A) := inf
{∫
Ω
|∇u|2 − α
∫
∂Ω
u2 : u ∈ H1A(Ω), ‖u‖2 = 1
}
,
H1A(Ω) := {u ∈ H
1(Ω), u = 0 a.e. in Ω \A},
and
J := {(A,B) : A,B are disjoint nonempty open subsets of Ω}.
In a similar way,
λ+2 (α,−m) = min
(A,B)∈J
max(λ+(A), λ+(B)) (4.6)
where
λ+(A) := inf
{∫
Ω
|∇u|2 − α
∫
∂Ω
u2 : u ∈ H1A(Ω),
∫
Ω
m(x)u2 = −1
}
.
We set λ+(A) =∞ if there is no u satisfying the above constraints. Note
that λ+(A) is achieved whenever it is finite. From the formula above we
see that λ+2 (α,−m) > 0 if, and only if, given (A,B) ∈ J , we have ei-
ther λ+(A) > 0 or λ+(B) > 0. Now, if µ2(α) > 0 then, for such a pair
(A,B), we have either µ+(A) > 0 or µ+(B) > 0. If µ+(A) > 0 then∫
Ω |∇u|
2 − α
∫
∂Ω u
2 > 0 for every nontrivial u ∈ H1A(Ω). In particular,
this inequality holds if, in addition,
∫
Ω
m(x)u2 = −1, which shows that
λ+(A) > 0. Similarly, we see that µ+(B) > 0 implies λ+(B) > 0. There-
fore the minimum in (4.6) is positive, which yields the conclusion.
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Proof of Theorem 1.3:
Let us prove (i). We proceed in several steps. The first one is to show that
the IFT can be applied at (α, u), where α ∈ (0, αs) and u ∈ P◦ is a solution of
(Pα). Since the IFT can be applied at u1,α and this is the only stable solution
for α ∈ (0, αs), cf. Propositions 3.7 and 3.8, we may assume without loss
of generality that γ1 (α, u) < 0. We consider (4.1) with m = au
q−1. Note
that λ = 1 is a principal eigenvalue of this problem (associated with u ∈ P◦).
Moreover, since
∫
Ω
auq−1 < 0 we have 0 < λ−1 ≤ 1 ≤ λ
+
1 .
By [12, Proposition 3.4] (which clearly holds if q ∈ IN ) and (1.6) we have
α < αs ≤
−
∫
Ω a∫
∂Ω u
1−q
N
≤ α2.
So, from Proposition 4.1(iii), we deduce that λ−2 = λ
−
2 (α,m) < 0. Summing
up, the eigenvalue sequence of (4.1) satisfies
· · · ≤ λ−3 ≤ λ
−
2 < 0 < λ
−
1 ≤ 1 ≤ λ
+
1 < λ
+
2 ≤ λ
+
3 ≤ · · · .
We now observe that the IFT can be applied at (α, u). Indeed, assume by
contradiction that 0 = γk (α, u), for some k ≥ 2. Then q ∈ (0, 1) is an eigenvalue
of (4.1). Moreover, since k 6= 1, φ changes sign in Ω, and so q 6∈ {λ−1 , λ
+
1 }. So,
since λ−2 < 0, we have q = λ
+
j for some j ≥ 2, and then 1 ≤ λ
+
1 < λ
+
2 ≤ q,
which is not possible. Therefore, for α ∈ (0, αs) and a solution u ∈ P◦ of (Pα),
we see that the IFT can be applied at (α, u), as claimed.
The next step is to prove that the curve C2 can be extended to all α ∈ (0, αs).
Indeed, take the maximal α of this curve, say αmax, and suppose αmax < αs.
As α ր αmax, the family of solutions {uα} is bounded [12, Proposition 3.2]
and away from 0 in C(Ω) by Proposition 3.2(i). So, going to the limit we find
a nontrivial solution uαmax of (Pαmax). Moreover, uαmax ∈ P
◦, and recalling
Propositions 3.7 and 3.8 we get that γ1(αmax, uαmax) < 0. We thus apply the
IFT at (αmax, uαmax) and we get a contradiction with the maximality of αmax.
Thus, C2 can be extended to α ∈ (0, αs), as asserted.
The final step is to show that any solution v of (Pα), α ∈ (0, αs), must be
either u1,α or u2,α. In order to see this, we argue as above (also similarly as in
the proof of Proposition 3.7). Assume that (α, v) 6∈ C1. Then, we deduce that
γ1(α, v) < 0. Applying the IFT at (α, v) we obtain a curve of C3 : v = vα ∈ P◦
of solutions of (Pα). Take the minimal α of this curve, say αmin, and suppose
αmin > 0. Reasoning as before we obtain some solution vαmin ∈ P
◦ of (Pαmin).
We must have γ1 (αmin, vαmin) < 0, but, in this case, applying again the IFT
we get a contradiction. So, αmin = 0. Now, by the exactness results for α > 0
small and the condition γ1(α, vα) < 0, we have vα = u2,α for such α, implying
(α, v) = (α, u2,α) ∈ C2.
To conclude the proof we note that, if ∂Ω ⊆ ∂Ωa+ and q ∈ AN , then from
[12, Lemma 2.1(i) and Proposition 2.3] we have that q ∈ Aα for all α > 0. In
other words, any nontrivial solution of (Pα) is in P◦ for every α > 0, and (ii)
follows.
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5 Bifurcaton analysis as q → 1−
This section is devoted to further analysis of the solutions set in P◦ of (Pα) as
q → 1− for α ∈ (0, β0) fixed, by recalling the critical value β0 > 0 from Section
4. Moreover, we show how to deduce the asymptotic behavior of αs(a, q) (given
by (1.4)) as q → 1−.
Throughout this section it will be convenient to rename (Pα) as (Pa,q,α) or
simply (Pq) if no confusion arises. We shall handle the eigenvalue problem (4.1)
with m = a. Assume (A.0), q ∈ (0, 1) and α ∈ (0, β0). We look at q as a
bifurcation parameter in (Pq), assuming that
λ+1(a, α) = 1 (5.1)
to obtain solutions of (Pq) bifurcating from the line (q, u) = (1, tφ+1) where
λ+1 and φ+1 are from (4.3) and (4.4), respectively. A similar procedure can be
applied when λ−1(a, α) = 1.
Recall that λ+1 is simple, so that setting
A := −∆−λ+1a(x), C
2+r
α (Ω) :=
{
u ∈ C2+r(Ω) : Bαu :=
∂u
∂ν
− αu = 0 on ∂Ω
}
,
we have that KerA = 〈φ+1〉 := {t φ+1 : t ∈ R}. Condition (5.1) implies that
(Pq) possesses the trivial line Γ1 := {(1, t φ+1), t > 0}. As in the Neumann case
α = 0 (see [11, Section 2]), we employ the Lyapunov-Schmidt type reduction
to analyze the bifurcating solutions in P◦ from Γ1. The usual decomposition of
C2+rα (Ω) is given by the formula C
2+r
α (Ω) = 〈φ+1〉 +X2;u = t φ+1 + w, where
t =
∫
Ω uφ+1, and w = u − (
∫
Ω uφ+1)φ+1. So, X2 is characterized as X2 ={
w ∈ C2+rα (Ω) :
∫
Ω
wφ+1 = 0
}
. On the other hand, put Cr(Ω) = Y1 + Im(A),
where Y1 = 〈φ+1〉, and Im(A) :=
{
f ∈ Cr(Ω) :
∫
Ω fφ+1 = 0
}
. Let Q be the
projection of Y to Im(A), given by Q[f ] := f −
(∫
Ω
fφ+1
)
φ+1. Using Q, we
reduce (Pq) to the following coupled equations:
Q[Au] = Q[a (x) (uq − u)],
(1 −Q)[Au] = (1−Q)[a (x) (uq − u)].
For u = t φ+1 + w the first equation yields
−∆w − a(x)w = Q[a (x) {(t φ+1 + w)
q − (t φ+1 + w)}]. (5.2)
The second equation yields that∫
Ω
a(x) {(t φ+1 + w)
q − (t φ+1 + w)}φ+1 = 0. (5.3)
Now, we see that (q, t, w) = (1, t0, 0) solves (5.2) and (5.3) for any t0 > 0.
The IFT is applicable to (5.2) at (1, t0, 0)) (as in [11, Section 2]), and then, (5.2)
is solved exactly by w = w(q, t) around this point such that w(1, t0) = 0. We
plug w(q, t) into (5.3) to get the following bifurcation equation in R2:
Φ(q, t) :=
∫
Ω
a(x){(t φ+1+w(q, t))
q− (t φ+1+w(q, t)}φ+1 = 0, (q, t) ≃ (1, t0).
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Set now
t± = t±(a, α) := exp
[
−
∫
Ω
a (x) (φ±1)
2 logφ±1∫
Ω a (x) (φ±1)
2
]
, (5.4)
and we are in position to state the next result.
Proposition 5.1. Assume (A.0), α ∈ (0, β0) and (5.1). Then the following
assertions hold:
(i) Assume that (qn, un) ∈ (0, 1)×P
◦ are solutions of (Pqn) such that (qn, un)→
(1, t φ+1) ∈ Γ1 in R × C2+r(Ω) for some t > 0. Then, we have t = t+,
where t+ is given by (5.4).
(ii) The set of solutions in P◦ of (Pq) consists of Γ1 ∪Γ2 in a neighborhood of
(q, u) = (1, t+ φ+1) in R× C2+r(Ω), where
Γ2 := {(q, t(q)φ+1 + w(q, t(q))) : |q − 1| < δ∗} for some δ∗ > 0.
Here t(q) and w(q, t(q)) are smooth with respect to q and satisfy t(1) = t+
and w(1, t+) = 0.
Proposition 5.1 can be proved in the same way as [11, Theorem 2.2]. We
only have to note that condition (4.4) for φ+1 is used essentially in the proof of
(ii) for applying the IFT to Φˆ(q, t) = Φ(q,t)
q−1 at (1, t+).
As a consequence of the previous result, we obtain the following:
Theorem 5.2. Assume (A.0). Then:
(i) For any α ∈ (0, β0) the problem (Pα) has at least two solutions U1,q =
U1,q(a, α), U2,q = U2,q(a, α) in P◦ for q close to 1. These solutions satisfy
U2,q − U1,q ∈ P◦, and
U1,q ∼ λ
− 11−q
+1 t+φ+1, U2,q ∼ λ
− 11−q
−1 t−φ−1 for q ∼ 1,
i.e.
λ+1(a, α)
1
1−qU1,q → t+φ+1 and λ−1(a, α)
1
1−qU2,q → t−φ−1
in C2+r(Ω) as q → 1− for some r ∈ (0, 1). More precisely:
(a) If λ+1 = 1, then U1,q → t+φ+1 in C2+r(Ω) as q → 1−;
(b) If λ+1 > 1, then U1,q → 0 in C2+r(Ω) as q → 1−;
(c) If λ+1 < 1, then min
Ω
U1,q →∞ as q → 1−;
and a similar result holds for U2,q.
(ii) Assume in addition (A.1). Then αs(a, q)→ β0 as q → 1−.
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Proof.
(i) Set v := λ+1(a, α)
1
1−q u. Note that if u solves (Pq) then v solves (Pq) with
a replaced by a˜ := λ+1(a, α)a. Indeed,
−∆v = λ+1(a, α)
1
1−q a (x) uq = λ+1(a, α) a(x)v
q = a˜ (x) vq.
Moreover, we easily see that λ+1(a˜, α) = 1. By Proposition 5.1, we get a
solution v1,q ∈ P◦ of (Pq) with a˜ such that v1,q → t+(a˜)φ+1(a˜) as q → 1−.
But it is easily seen that φ+1(a˜) = φ+1(a) and t+(a˜) = t+(a). Thus we
obtain a solution U1,q = λ+1(a, α)
1
q−1 v1,q ∈ P
◦ of (Pq) for q close to 1
such that
λ+1(a, α)
1
1−qU1,q −→ t+(a)φ+1(a) as q → 1
−.
In particular, we see that if λ+1(a, α) > 1 then λ+1(a, α)
1
q−1 → 0, so that
U1,q → 0 in C
2+r(Ω) as q → 1−. On the other hand, if λ+1(a, α) < 1,
then λ+1(a, α)
1
q−1 → ∞, so that min
Ω
U1,q → ∞ when q → 1−. A
similar argument with λ−1 instead of λ+1 provides a solution U2,q =
λ−1(a, α)
1
q−1 v2,q ∈ P◦ with v2,q → t−(a)φ−1(a).
(ii) Take a ball B ⋐ Ωa+, and choose c > 0 large enough so that σ
D
1 (ca) < 1,
where σD1 (a) denotes the unique positive principal eigenvalue with re-
spect to the weight a in B, under homogeneous Dirichlet boundary condi-
tions. Note that β0(ca) = β0(a) and, by a rescaling argument, αs(q, ca) =
αs(q, a) for any c > 0. So, we may assume that σ
D
1 (a) < 1. Since
q ∈ AN for q close to 1, we note from [12, Proposition 3.4] and (2.1) that
αs(q) <
−2σN1 (a)
∫
Ω
a
|∂Ω| as q → 1
−, so limq→1− αs(q) < ∞. First we prove
that
β0 ≤ lim
q→1−
αs(q).
Assume by contradiction that limq αs(q) < β0. Then there exist qn ր 1
and ε > 0 such that αs(qn) < β0 − ε. By item (i), we can choose q0 ∈
(0, 1) such that (Pa,q,β0−ε) has a solution in P
◦ for every q ∈ (q0, 1). In
particular, this remains valid for qn, which contradicts the definition of
αs(qn). Next we prove that
lim
q→1−
αs(q) ≤ β0. (5.5)
Assume by contradiction that β0 < limq αs(q). Then, there exist qn ր 1
and ε > 0 such that β0 + ε ≤ αs(qn). Put αn := αs(qn), and fix n. Let
us verify that (Pa,qn,αn) has a solution un ∈ P
◦. By the definition of αn,
there exist αi,n ր αn and ui,n ∈ P◦ such that{
−∆ui,n = a(x)u
qn
i,n in Ω,
∂νui,n = αi,nui,n on ∂Ω.
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In view of the fact that (for all n large) qn ∈ AN ⊆ IN , Proposition 3.2(i)
is applicable to ui,n, and then, ui,n ≥ uN . So, using [12, Proposition
3.2], we may deduce the existence of un ∈ P
◦ such that ui,n → un in
C1(Ω) and un ≥ uN , and thus, un is a desired solution. We assert that
‖un‖ := ‖un‖H1(Ω) is bounded. Assume to the contrary that ‖un‖ → ∞
and set vn :=
un
‖un‖
. Then ‖vn‖ = 1 and, up to a subsequence, we get some
vˆ ∈ H1(Ω) such that vn ⇀ vˆ in H1(Ω), vn → vˆ in L2(Ω) and in L2(∂Ω),
and vn → vˆ a.e. From∫
Ω
∇vn∇w =
(∫
Ω
avqnn w
)
‖un‖
qn−1+αn
∫
∂Ω
vnw, ∀w ∈ H
1(Ω), (5.6)
it follows by passing to the limit that∫
Ω
∇vˆ∇w = bˆ
∫
Ω
avˆw + αˆ
∫
∂Ω
vˆw, (5.7)
where bˆ := lim ‖un‖qn−1 ∈ [0, 1] and αˆ := limαn ∈ [β0 + ε,∞) (taking a
suitable subsequence, since αn has an upper bound). In addition, we note
that
∫
Ω
avqnn w →
∫
Ω
avˆw by Lebesgue’s dominated convergence theorem.
Assertion (5.7) means that, in weak sense,{
−∆vˆ = bˆa(x)vˆ in Ω,
∂ν vˆ = αˆvˆ on ∂Ω.
(5.8)
Moreover, vˆ 6≡ 0. Indeed, using (5.6) and (5.7), we deduce that
∫
Ω
|∇(vn−
vˆ)|2 → 0, so vn → vˆ in H1(Ω). Consequently, ‖vˆ‖ = 1, as desired. Hence,
bˆ is a principal eigenvalue of (5.8), but this problem has no principal
eigenvalue since β0 + ε ≤ αˆ. Therefore ‖un‖ is bounded and we may
assume that un ⇀ uˆ in H
1(Ω), un → uˆ in L2(Ω) and in L2(∂Ω), and
un → uˆ a.e. From∫
Ω
∇un∇w =
∫
Ω
auqnn w + αn
∫
∂Ω
unw, ∀w ∈ H
1(Ω),
it follows that ∫
Ω
∇uˆ∇w =
∫
Ω
auˆw + αˆ
∫
∂Ω
uˆw,
meaning that uˆ is a weak solution of{
−∆uˆ = auˆ in Ω,
∂ν uˆ = αˆuˆ on ∂Ω.
(5.9)
Moreover, we can deduce uˆ 6≡ 0. Indeed, since un > 0 in B and σD1 (a) < 1,
[10, Lemma 2.5] provides us with a ball B′ ⋐ B and M > 0 such that
un > M in B
′ for all n. The condition un → uˆ a.e. gives the desired
assertion as n → ∞. Consequently, 1 is a principal eigenvalue of (5.9),
and we reach once again a contradiction with β0+ ε ≤ αˆ. We have proved
(5.5), which concludes the proof.
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Corollary 5.3. Whenever u1,α and u2,α are the only solutions in P◦ for α ∈
(0, β0) and q close to 1, we have u1,α = U1,q and u2,α = U2,q, i.e.
u1,α(q) ∼ λ
− 11−q
+1 t+ φ+1, u2,α(q) ∼ λ
− 11−q
−1 t− φ−1 for q ∼ 1.
In particular, this holds for the weights a built in Section 2.
Remark 5.4.
(i) In view of Remark 1.4(i), we infer from Theorem 5.2(ii) that Theorem 1.3
holds also if, instead of (1.6), we assume that β0(a) < α2 and q is close
enough to 1.
(ii) The following characterization can be established:
β0(a) = inf
{∫
Ω
|∇φ|2 : φ ∈ H1(Ω),
∫
Ω
a(x)φ2 = 0,
∫
∂Ω
φ2 = 1
}
.
One can easily show that this infimum is achieved. In addition, if {ak} is
a sequence of sign-changing weights satisfying (A.1) and ak → a in Cθ(Ω),
where a is a negative weight such that a < 0 on ∂Ω, then β0(ak) → ∞.
This result, combined with Theorem 5.2(ii), shows that αs(ak, q) can be
made arbitrarily large by letting k →∞ and q → 1−.
6 The solution set structure of (Sα)
Next we provide a description of the nontrivial solution set of (Sα) with α ≥ 0,
which can be established proceeding in a similar way as for (Pα). We note that
(Sα) was mainly investigated by Alama [2], under some conditions on a very
similar to (A.0) and (A.1), which are assumed in this Section.
The notion of stability for solutions of (Sα) in P◦ can be easily adapted
from the one introduced in Section 3 by considering, instead of γ1(α, u), the
first eigenvalue of the problem{
−∆φ− (α+ qa(x)uq−1)φ = γ(α, u)φ in Ω,
∂νφ = 0 on ∂Ω.
Let us set
α˜s = α˜s(a, q) := sup{α ≥ 0 : (Sα) has a solution in P◦}.
Arguing as in [2, Proposition 2.2], one may find some C > 0 such that α˜s(a, q) <
C for any q ∈ (0, 1). This result contrasts with the corresponding one for (Pα),
where the condition ‘0 6≡ a ≥ 0 in some smooth domain D ⊂ Ω such that
|∂D ∩ ∂Ω| > 0’ is assumed, cf. [12, Proposition 3.6]. Thus this assumption is
not needed in item (iv) of the following result:
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Theorem 6.1. Assume (A.0), (A.1), and q ∈ IN . Then:
(i) (Sα) has a solution curve C1 = {(α, u1,α); 0 ≤ α ≤ α˜s} such that α 7→
u1,α ∈ P
◦ is continuous and increasing on [0, α˜s] and C
∞ in [0, α˜s), with
u1,0 = uN , and u1,α˜s is the unique solution of (Sα˜s) in P
◦. Moreover,
C1 is extended to a C∞ curve, say C′1 (⊃ C1), bending to the left in a
neighborhood of (α˜s, u1,α˜s).
(ii) (Sα) has a solution curve C2 = {(α, u2,α); 0 < α ≤ α} for some α ∈ (0, α˜s],
such that α 7→ u2,α ∈ P◦ is continuous and decreasing on (0, α] and C∞
in (0, α), with minΩ u2,α →∞ as α→ 0
+. Moreover:
(a) for any interior point (α, u) ∈ C′1 ∪ C2, the solutions set of (Sα) in a
neighborhood of (α, u) is given exactly by C′1 ∪ C2 ;
(b) for every α ∈ (0, α) the solutions u1,α, u2,α are strictly ordered by
u2,α−u1,α ∈ P◦, and these ones are the only solutions of (Sα) in P◦
for α > 0 small.
(iii) C′1 is connected to C2 by a component (i.e., a maximal closed, connected
subset) C∗ of solutions of (Sα) in [0, α˜s]× P◦, see Figure 1(i).
We turn now to the analogue of Theorem 1.3. We denote by α˜2 = α˜2(Ω)
the second (and first nontrivial) eigenvalue of the Neumann problem{
−∆φ = αφ in Ω,
∂νφ = 0 on ∂Ω.
Theorem 6.2. Assume (A.0), (A.1), q ∈ IN and
−
∫
Ω a∫
Ω u
1−q
N
≤ α˜2. (6.1)
Then the solutions set in P◦ of (Sα) with α ≥ 0 consists of C′1, where the upper
curve of C′1 is given exactly by C2 with α = α˜s. In particular, (Sα) has exactly
two solutions in P◦ for all α ∈ (0, α˜s).
Note that the quotient in the left-hand side of (6.1) arises exactly as the one
in (1.6) in the proof of [12, Proposition 3.4]. Furthermore, the quotient in (6.1)
is easier to handle (i.e. to make it small) since the integral of u1−qN is computed
over Ω, whereas in (1.6) it is taken over ∂Ω in (1.6). Examples of a satisfying
(6.1) can be found proceeding as in subsection 2.1.
A Reduction to a fixed point equation in C(Ω)
Let us formulate (Pα) as a fixed point equation to which the sub and superso-
lutions method [3, Proposition 7.8] applies. Note that C(Ω) is equipped with
the positive cone P :=
{
u ∈ C(Ω) : u ≥ 0 on Ω
}
, whose interior is given by P◦.
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First we introduce the solution operators of some linear boundary value
problems associated with (Pα). Let c > 0 be a constant and KΩ : Cθ(Ω) →
C2+θ(Ω) be the solution operator of the problem{
(−∆+ c)u = g in Ω,
∂νu = 0 on ∂Ω,
i.e., KΩ is a homeomorphism, and given g ∈ Cθ(Ω), KΩg is the unique solution
of the problem above. It is well known [3] that KΩ is uniquely extendable to
a compact linear mapping from C(Ω) into C1(Ω), and moreover, it is strongly
positive, i.e., KΩg ∈ P◦ for any g ∈ P \ {0}. In a similar way, we denote by
K∂Ω : C1+θ(∂Ω)→ C2+θ(Ω) the solution operator of the problem{
(−∆+ c)u = 0 in Ω,
∂νu = h on ∂Ω,
i.e., K∂Ω is a homeomorphism, and given h ∈ C
1+θ(∂Ω), K∂Ωh is the unique
solution of this problem. It is well known [4] that K∂Ω is uniquely extendable to
a bounded linear mapping from C(∂Ω) into Cθ(Ω), which is nonnegative. Using
the usual trace τ : C(Ω) → C(∂Ω), it follows that K∂Ω ◦ τ : C(Ω) → C(Ω) is
compact and nonnegative. In the sequel, K∂Ω ◦ τ is still denoted by K∂Ω.
Summing up, given a ∈ Cθ(Ω) with θ ∈ (0, 1), u ∈ C2+θ(Ω)∩P◦ is a solution
of (Pα) if and only if u ∈ P◦ solves the fixed point equation
u = Fc(u) := KΩ(cu+ a(x)u
q) +K∂Ω(αu) in C(Ω).
Next we explain how to apply [3, Proposition 7.8] to our setting. Let v, w ∈
P◦ be such that w − v ∈ P◦, and assume that v ≤ Fc(v) and w ≥ Fc(w). In
view of these inequalities and the above formulation, v and w are still called
a subsolution and a supersolution of (Pα), respectively. In particular, let us
choose c > 0 large such that
mc (ξ) := c+ qa(x)ξ
q−1 > 0 on Ω for ξ ∈ [min
Ω
v,max
Ω
w] and x ∈ Ω.
Set the order interval
[v, w] :=
{
u ∈ C(Ω) : v ≤ u ≤ w on Ω
}
,
and then, under the condition above Fc is strongly increasing in [v, w], i.e., if
u1, u2 ∈ [v, w] and u2 − u1 ∈ P \ {0}, then Fc(u2)−Fc(u1) ∈ P◦. We apply [3,
Proposition 7.8] to the mapping Fc : [v, w]→ C(Ω) to deduce that the equation
above has at least one solution u such that u ∈ [v, w]. So u ∈ C2+θ(Ω) ∩ P◦ is
a solution of (Pα).
For such solution u, we note thatmc(u) ∈ P◦ in view of the inequality above,
so the eigenvalue problem
F ′c(u)ψ = KΩ(mc (u)ψ) +K∂Ω(αψ) = σψ
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has a largest eigenvalue σ1 > 0, which is simple and is the only principal eigen-
value (with a corresponding eigenfunction ψ1 ∈ C2+θ(Ω) ∩ P◦), cf. [3, Section
3, Chapter 1]. Consequently, we have{
σ1(−∆+ c)ψ1 = mc (u)ψ1 in Ω,
σ1∂νψ1 = αψ1 on ∂Ω.
To apply the stability results in [3, Proposition 7.8], we finally compare the
relation between σ1 and γ1, where we recall γ1 is the smallest eigenvalue of
(3.1). More precisely, we shall verify that{
σ1 > 1 ⇐⇒ γ1 < 0,
σ1 < 1 ⇐⇒ γ1 > 0.
(A)
Recalling (3.1) and using Green’s formula, we obtain∫
Ω
(−∆+ c)φ1 · ψ1 − φ1 · (−∆+ c)ψ1 =
∫
∂Ω
−∂νφ1 · ψ1 + φ1 · ∂νψ1
= α
(
1
σ1
− 1
)∫
∂Ω
φ1ψ1.
A direct computation shows∫
Ω
(−∆+ c)φ1 · ψ1 − φ1 · (−∆+ c)ψ1 = γ1
∫
Ω
φ1ψ1 +
(
1−
1
σ
)∫
Ω
mc (u)φ1ψ1.
Combining them provides
γ1
∫
Ω
φ1ψ1 =
(
1
σ1
− 1
)(∫
Ω
mc (u)φ1ψ1 + α
∫
∂Ω
φ1ψ1
)
,
showing (A).
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