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Abstract
Particle Markov Chain Monte Carlo (PMCMC) is a general approach to
carry out Bayesian inference in non-linear and non-Gaussian state space mod-
els. Our article shows how to scale up PMCMC in terms of the number of
parameters and number of time points by generating parameters that are
highly correlated with the states with the states integrated out using a pseudo
marginal step while the rest of the parameters are generated conditional on
the states using particle Gibbs. We make the PMCMC scalable in the number
of observations by using the same random numbers in the Metropolis-Hastings
ratio of the pseudo marginal step. We do so by expressing the target density
of the PMCMC in terms of the basic uniform or standard normal random
numbers rather than in terms of the particles, as has been done till now, and
develop a constrained version of conditional sequential Monte Carlo algorithm.
We illustrate the methods using a high dimensional factor stochastic volatil-
ity having both a large number of parameters and a large number of latent
states and show that our proposed method makes the computation much more
efficient.
Keywords: Correlated pseudo marginal Metropolis-Hastings; Factor stochastic
volatility model; Particle Gibbs sampler.
1 Introduction
Our article considers the problem of statistical inference for both the unobserved
latent states and the parameters in a class of non-linear and non-Gaussian state
space models. We develop an efficient particle Markov chain Monte Carlo (PM-
CMC) sampling scheme that converge to the posterior distribution of the unob-
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served latent states and the parameters and extends the PMCMC methods devel-
oped by Andrieu et al. (2010), Lindsten and Scho¨n (2012), Lindsten et al. (2014),
Olsson and Ryden (2011), and Mendes et al. (2018).
In a seminal paper, Andrieu et al. (2010) proposed two PMCMC methods for
state space models. The first is the particle marginal Metropolis-Hastings (PMMH),
where the parameters are generated with the unobserved states integrated out. The
second is particle Gibbs (PG), which generates the parameters conditional on the
states. The basic idea of PMCMC methods is to define a target distribution on
an augmented space that includes all of the parameters and the particles generated
by a sequential Monte Carlo (SMC) algorithm and has the joint posterior density
of the parameters and states as a marginal density. Mendes et al. (2018) propose
a new particle MCMC sampler that combines these two approaches and generates
the parameters that are highly correlated with the states in a PMMH step, while all
other parameters are generated in PG step(s), and we call their sampler the PMMH
+ PG sampler.
In a separate line of research, Deligiannidis et al. (2018) proposed the correlated
pseudo marginal Metropolis Hastings method. This approach correlates the random
numbers used in constructing the logs of the estimated likelihood at the current and
proposed values of the parameters. They show that by inducing a high correlation
in successive iterations between those random numbers, it is necessary to increase
the number of particles N in proportion to T k/(k+1), where T is the number of ob-
servations and k is the state dimension. The computational complexity of correlated
PMMH is O
(
T
2k+1
k+1
)
, up to a logarithmic factor, compared to O (T 2) for the stan-
dard PMMH sampler. This shows that the correlated PMMH can be much more
efficient, and thus significantly reduce, the number of particles required by the stan-
dard pseudo marginal method proposed by Andrieu et al. (2010) for low values of
the dimension k.
Our article builds on the correlated PMMH sampler of Deligiannidis et al. (2018)
and the PMMH +PG sampler of Mendes et al. (2018) and proposes a novel PMCMC
sampler for state space models, which we call the Efficient PMMH + PG sampler. It
relies on a non-trivial and non-standard combination of the correlated PMMH and
PG samplers which takes advantage of the strength of both the PG and correlated
PMMH methods. We derive the augmented target distribution, which is the invariant
distribution of the Efficient PMMH + PG sampler, and show that it has the posterior
distribution of the states and parameters as its marginal.
The important innovations of the Efficient PMMH + PG sampler compared to
correlated PMMH (Deligiannidis et al., 2018) and the PMMH+ PG sampler (Mendes et al.,
2018) are that (a) The augmented target density of the Efficient PMMH + PG sam-
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pler involves the basic random numbers (independent uniforms and standard nor-
mals) rather than the particles themselves; (b) The new augmented target permits
us to develop a constrained conditional sequential Monte Carlo (CCSMC) algorithm
using multinomial resampling to preserve correlation instead of the conditional se-
quential Monte Carlo algorithm; (c) In contrast to the correlated PMMH approach,
in the PMMH part we condition on the same set of random numbers that are gener-
ated using the CCSMC. This means that the correlation between random numbers
used in constructing the logs of the estimated likelihood at the current and proposed
values of the parameters is one.
The proposed sampler is illustrated empirically using a sample of daily US stock
returns to estimate a univariate stochastic volatility model with leverage and a mul-
tivariate factor stochastic volatility model with leverage. We note that current ap-
proaches to estimate factor SV models often employ MCMC samplers, see for exam-
ple, Chib et al. (2006) and Kastner et al. (2017) that are neither exact nor flexible.
They use the approach proposed by Kim et al. (1998) to approximate the joint distri-
bution of outcome innovations by a suitably constructed seven component mixture of
normal distributions. Furthermore, Omori et al. (2007) requires approximating the
joint distribution of outcome and volatility innovations by a ten-component mixture
of bivariate normal distributions for a univariate SV model with leverage. Our article
shows that it is unnecessary to make such approximations. We also note that the
effectiveness of the Efficient PMMH + PG sampler will be even more pronounced
if the stochastic volatilities are modeled as continuous time processes observed dis-
cretely because it is well known in this case that the parameters are highly correlated
with the states; see, e.g., Mendes et al. (2018).
The rest of the article is organized as follows. Section 2 outlines the basic state
space model, the sequential Monte Carlo algorithm for this model, and the back-
ward simulation method. Section 3 introduces the Efficient PMMH + PG sampler,
its invariant distribution and the constrained conditional sequential Monte Carlo al-
gorithm which is an important component of the Efficient PMMH + PG sampler.
Section 4 introduces the factor stochastic volatility model, which is our main applica-
tion. Section 5 presents empirical results for both the univariate stochastic volatility
and for the factor stochastic volatility model.
2 Preliminaries
This section introduces the state space model and reviews sequential Monte Carlo
(SMC) and backward simulation. We use the colon notation for collections of vari-
ables, i.e. ar:s = (ar, ..., as) for integers r ≤ s, ar:s is null for r > s, ar:st = (art , ..., ast )
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and for t ≤ u, at:ur:s = (at:ur , ..., at:us ).
2.1 State Space Models
We consider the stochastic process {(Xt, Yt), t ≥ 1} with parameter θ. The Yt are the
observations and the Xt form a latent process, which we call the state process. The
density X1 = x1 is f
θ
1 (x1), the density of Xt = xt given X1:t−1 = x1:t−1, Y1:t−1 = y1:t−1
is f θt (xt|xt−1, yt−1) (t ≥ 2), and the density of Yt = yt given X1:t = x1:t, Y1:t−1 = y1:t−1
is gθt (yt|xt).
We assume that the parameter θ ∈ Θ, where Θ is a subset of Rdθ and that the
user specifies a prior p(θ) for θ. The Xt are X valued and the Yt are Y valued and
gθt and f
θ
t are densities with respect to dominating measures which we write as dx
and dy. The dominating measures are frequently taken to be the Lebesgue measure
if X ∈ B (Rdx) and Y ∈ B (Rdy), where B (A) is the Borel σ-algebra generated by
the set A. Usually X = Rdx and Y = Rdy .
The joint posterior density function of (x1:T , y1:T ) is
p (x1:T , y1:T |θ) = f θ1 (x1) gθ1 (y1|x1)
T∏
t=2
f θt (xt|xt−1, yt−1) gθt (yt|xt) . (1)
The likelihood of θ for y1:T is
∏T
t=1 Zt (θ), where Z1 (θ) = p (y1|θ) and Zt (θ) =
p (yt|y1:t−1, θ) for t ≥ 2. By using Bayes rule, we can express the joint posterior
density of θ and X1:T as
p (x1:T , θ|y1:T ) = p (x1:T , y1:T |θ) p (θ)
ZT
,
where the marginal likelihood of y1:T is ZT =
´
Θ
∏T
t=1 Zt (θ) p (θ) dθ = p (y1:T ).
Example: Univariate stochastic volatilty with leverage
We illustrate the above state space model by considering the univariate stochas-
tic volatility model with leverage discussed and motivated by Harvey and Shephard
(1996),
yt = exp(xt/2)ǫt
x1 ∼ N
(
µ, τ
2
1−φ2
)
xt+1 = µ+ φ(xt − µ) + ηt (t ≥ 1)(
ǫt
ηt
)
∼ N
((
0
0
)
,
(
1 ρτ
ρτ τ 2
)) (2)
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with the (ǫt, ηt)1:T sequence independent and identically distributed. Hence, the
observation density and the state transition density are given by
gθt (yt|xt) = N
(
0, exp(xt)
)
, (t ≥ 1)
f θ1 (x1) = N
(
µ,
τ 2
1− φ2
)
f θt (xt+1|xt, yt) = N(µ + φ(xt − µ) + ρτ exp(−xt/2)yt, τ 2(1− ρ2)
)
(t ≥ 1).
(3)
We call xt the latent volatility process. To ensure that the model is stationary, we
restrict the persistence parameter φ so that |φ| < 1. We also need that the correlation
ρ between ǫt and ηt lies between ±1. If ρ = 0 in Eq. (2), then we obtain the standard
volatility model without leverage.
2.2 Sequential Monte Carlo
Exact filtering and smoothing are only available for some special cases, such as the
linear Gaussian state space model. For non-linear and non-Gaussian state space
models, a sequential Monte Carlo (SMC) algorithm can be used to approximate the
joint filtering densities.
Unless stated otherwise, upper case letters indicate random variables and lower
case letters indicate the corresponding values of these random variables. e.g., Ajt and
ajt , Xt and xt.
We use SMC to approximate the joint filtering densities {p (xt|y1:t, θ) : t = 1, 2, ..., T}
sequentially using N particles, i.e., weighted samples
{
x1:Nt , w
1:N
t
}
, drawn from some
proposal densities mθ1 (x1) = m1 (x1|Y1 = y1, θ) and
mθt (xt|x1:t−1) = mt (xt|X1:t−1 = x1:t−1, Y1:t = y1:t, θ) for t ≥ 2. For t ≥ 1, we define
πt(x1:t|θ) = p(x1:t|y1:t, θ), Sθt = {x1:t ∈ χt : πt(x1:t|θ) > 0} and
Qθt =
{
x1:t ∈ χt : πt−1(x1:t−1|θ)mθt (xt|x1:t−1) > 0
}
.
We follow Andrieu et al. (2010) and assume that
Assumption 1. Sθt ⊆ Qθt for any θ ∈ Θ and t = 1, ..., T .
Assumption 1 ensures that the proposal densities mθt (xt|x1:t−1) can be used to
approximate πt (xt|x1:t−1, θ) for t ≥ 1. If mθt (·) is a mixture of some general pro-
posal density m˜θt (xt|x1:t−1) and f θt (·), with f θt (·) having nonzero weight, and and
gθt (yt|xt) > 0 for all θ, then Assumption 1 is satisfied. In particular, if we use the
bootstrap filter then mθt (·) = f θt (·). Furthermore, gθt (yt|xt) > 0 for all θ for the
univariate stochastic volatility model in Section 2.1.
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Definition 1. We define
wi1 =
gθ1(y1|xi1)f θ1 (dxi1)
mθ1(dx
i
1)
, wit =
gθt (yt|xit)f θt (dxit|x
ait−1
t−1 , yt−1)
mθt (dx
i
t|xa
i
t−1
t−1 )
for t ≥ 2 and wit = wit/
N∑
j=1
wjt .
We implement the SMC for t = 2, . . . , T , by using the resampling scheme
M(a1:Nt−1|w1:Nt−1, x1:Nt−1), which depends on w1:Nt−1 and x1:Nt−1 for a given t. The argument
a1:Nt−1 means that X
Ait−1
t−1 = x
ait−1
t−1 is the ancestor of X
i
t = x
i
t.
We follow Andrieu et al. (2010) and assume that
Assumption 2. For any k = 1, ..., N and t = 2, .., T , the resampling scheme
M (a1:Nt−1|w¯1:Nt−1 , x1:Nt−1) satisfies Pr (Akt−1 = j|w¯1:Nt−1) = w¯jt−1.
Assumption 2 is used to prove Theorem 1 and is satisfied by all the popular
resampling schemes, e.g., multinomial, systematic and residual resampling. We re-
fer to Douc and Cappe´ (2005) for a comparison between resampling schemes and
Doucet et al. (2000); Van Der Merwe et al. (2001); Scharth and Kohn (2016) for the
choice of proposal densities.
Definition 2. Let V ix,t = v
i
x,t be the vector random variable used to generate X
i
t given
θ and x
ait−1
t−1 , where a
i
t−1 is the ancestor index of X
i
t , as defined above. We write,
X i1 = X(V
i
x,1; θ, ·) and X it = X(V ix,t; θ, x
ait−1
t−1 ) for t ≥ 2. (4)
Denote the distribution of V ixt as ψxt (·). Common choices for ψxt (·) are iid U (0, 1)
or iid N (0, 1) random variables.
Definition 3. For t ≥ 2, we define VA,t−1 as the vector of random variables used
to generate the ancestor indices A1:Nt−1 using the resampling scheme M
(·|w¯1:Nt−1 , x1:Nt−1)
and define ψA,t−1 (·) as the distribution of VA,t−1. This defines the mapping A1:Nt−1 =
A
(
vA,t−1;w
1:N
t−1, x
1:N
t−1
)
. Common choices for ψA,t−1 (·) are iid U (0, 1) or iid N (0, 1)
random variables.
We define the joint distribution of
(
V 1:Nx,1:T , VA,1:T−1
)
as
ψ
(
dV 1:Nx,1:T , dVA,1:T−1
)
=
T∏
t=1
N∏
i=1
ψxt
(
dV ixt
) T−1∏
t=1
ψAt (dVAt) . (5)
The SMC algorithm also provides an unbiased estimate of the likelihood
ẐT (vx,1:T , vA,1:T−1, θ) =
T∏
t=1
(
N−1
N∑
i=1
wit
)
, (6)
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which we will often write as ẐT (θ) for short.
For the PMMH step(s) in the Efficient PMMH + PG sampler to be effective
we require that the SMC algorithm ensures that the logs of the likelihood estimates
Ẑ (Vx,1:T , VA,1:T−1, θ
∗) and Ẑ (Vx,1:T , VA,1:T−1, θ) are highly correlated, especially when
θ∗ and θ are close, where θ∗ is the proposed value of the parameters and θ is the
current value. This requires implementing the SMC algorithm carefully as a naive
implementation introduces discontinuities in the logs of the estimated likelihoods
due to the resampling steps when θ and θ∗ are even slightly different. Consider,
for simplicity, the one dimensional case. In the usual resampling scheme, we first
construct an empirical cumulative distribution function F̂Nt−1 (j) =
∑j
i=1w
i
t. which
is based on the index of the particle that we want to sample. We can then sample
an index as ait−1 = min
j
F̂Nt−1 (j) ≥ viAt−1, where viAt−1 is a uniform random variable
on (0, 1). We obtain the ancestor index ait−1, and the selected particle x
ait−1
t−1 , for
i = 1, ..., N . The problem here is that particles whose indices are close are not
necessarily close themselves. This creates the discontinuity and breaks down the
correlation between the likelihoods at the current and proposed values. In the one
dimensional case, this problem can be solved by first sorting the particles from the
smallest to largest (Malik and Pitt, 2011), which ensures that particles whose indices
are close are actually close to each other.
However, this simple sorting method does not extend easily to the multivari-
ate case, because we cannot sort multivariate states in this manner and guaran-
tee closeness of the particles. We use instead the Hilbert sorting method as in
Deligiannidis et al. (2018). The Hilbert curve is a continuous map H : [0, 1]→ [0, 1]d,
for dimension d > 1. It admits the pseudo inverse h : [0, 1]d → [0, 1] in which
H ◦ h (x) = x. If the points x and x∗ are close in [0, 1]d, then h (x) and h (x∗) tend
to be close. Multidimensional particles can then be sorted using their corresponding
Hilbert index h. The sorting algorithm now becomes a one dimensional operation as
for the univariate state.
Algorithm 4 in Appendix B describes the SMC algorithm that we use, which
is similar to that of Deligiannidis et al. (2018). Algorithm 4 uses the multinomial
resampling scheme (Algorithm 5) in the appendix.
2.3 Backward simulation
The Efficient PMMH + PG sampler requires sampling from the particulate ap-
proximation of p (x1:T |y1:T , θ). We denote the selected particles and trajectory by
xj1:T1:T =
(
xj11 , ..., x
jT
T
)
and j1:T , respectively. One way to do so is the backward simu-
lation algorithm introduced by Godsill et al. (2004) and used in Olsson and Ryden
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(2011). This approach samples the indices JT , JT−1, ..., J1 sequentially, and differs
from the ancestral tracing algorithm of Kitagawa (1996) which only samples one
index and traces back its ancestral lineage. Backward simulation is also more robust
to the resampling scheme (multinomial resampling, systematic resampling, residual
resampling, or stratified resampling) used in the resampling step of the algorithm
(see Chopin and Singh, 2015). Algorithm 6 in Appendix B.1 describes the backward
simulation algorithm.
3 The Efficient PMMH + PG sampler
3.1 Target Distributions
The key idea of particle Markov chain Monte Carlo (PMCMC) methods is to con-
struct a target distribution on an augmented space that includes all the particles
generated by the SMC algorithm and has the joint posterior density of the latent
states and parameters p (θ, x1:T |y1:T ) as a marginal.
The Efficient PMMH + PG sampler targets the distribution
π˜N
(
dv1:Nx,1:T , dvA,1:T−1, j1:T , dθ
)
:=
p
(
dxj1:T1:T , dθ|y1:T
)
NT
× ψ
(
dv1:Nx,1:T , dvA,1:T−1
)
mθ1
(
dxj11
)∏T
t=2 w
a
jt
t−1
t−1 m
θ
t
(
dxjtt |xa
jt
t−1
t−1
)×
T∏
t=2
w
a
jt
t−1
t−1 f
θ
t
(
xjtt |xa
jt
t−1
t−1
)
∑N
l=1w
l
t−1f
θ
t
(
xjtt |xlt−1
) , (7)
where xj1:T1:T :=
(
xj11 , x
j2
2 , . . . , x
jT
T
)
. For brevity, in Eq. (7) and below, we write
f θt (xt|xt−1, yt−1) as f θt (xt|xt−1).
The following results obtain some properties of the target distribution and are
proved in Appendix A.
Theorem 1. The target distribution in Eq. (7) has the marginal distribution
π˜N
(
dxj1:T1:T , j1:T , dθ
)
=
p
(
dxj1:T1:T , dθ|y1:T
)
NT
,
and hence, with some abuse of notation, we write π˜N (dx1:T , dθ) = p (dx1:T , dθ|y1:T ).
8
Theorem 2. The target distribution in Eq. (7) can also be expressed as
π˜N
(
dv1:Nx,1:T , dvA,1:T−1, j1:T , dθ
)
=
p (dθ)ψ
(
dv1:Nx,1:T , dvA,1:T−1
)
p (y1:T )
×
T∏
t=1
(
N−1
N∑
i=1
wit
)
wjTT
T∏
t=2
w
jt−1
t−1 f
θ
t
(
xjtt |xjt−1t−1
)
∑N
l=1w
l
t−1f
θ
t
(
xjtt |xlt−1
) (8)
Corollary 1. By integrating j1:T out of the target distribution in Eq. (8) we obtain
π˜N
(
dv1:Nx,1:T , dvA,1:T−1, dθ
)
=
p (dθ)ψ
(
dv1:Nx,1:T , dvA,1:T−1
)
p (y1:T )
T∏
t=1
(
N−1
N∑
i=1
wit
)
, (9)
Corollary 2. The conditional distribution π˜N
(
j1:T |v1:Nx,1:T , vA,1:T−1, θ
)
is
π˜N
(
j1:T |v1:Nx,1:T , vA,1:T−1, θ
)
= wjTT
T∏
t=2
w
jt−1
t−1 f
θ
t
(
xjtt |xjt−1t−1
)
∑N
l=1w
l
t−1f
θ
t
(
xjtt |xlt−1
) . (10)
3.2 The PMCMC Sampling Scheme
We now outline a sampling scheme for the state space model that allows the user to
generate those parameters that are highly correlated with the states in the PMMH
step(s), i.e., with the states integrated out, while the other parameters can be gen-
erated in the particle Gibbs (PG) step(s). Let θ := (θ1, ..., θp) be a partition of the
parameter vector into p components where each component may be a vector and let
0 ≤ p1 < p. We use the notation θ−i = (θ1, ..., θi−1, θi+1, ..., θp). Algorithm 1 gen-
erates the parameters θ1, ..., θp1 using PMMH steps and the parameters θp1+1, ..., θp
using PG steps. We call it the Efficient PMMH + PG sampler and use the notation
PMMH(θ1, . . . , θp1)+PG(θp1+1, . . . , θp) to indicate which parameters are generated
using PMMH steps and which parameters are generated using PG steps.
We note that the correlated PMMH method of Deligiannidis et al. (2018) cor-
relates the random numbers, u and u∗ used in constructing the estimators of the
likelihood at the current and proposed values of the parameters. This correlation
is set very close to 1 to reduce the variance of the difference in the logs of the
estimated likelihoods log Ẑ (θ∗, u∗) − log Ẑ (θ, u) appearing in the MH acceptance
ratio. In contrast to the correlated PMMH approach of Deligiannidis et al. (2018),
in the PMMH part of our sampling scheme, we condition on the same set of ran-
dom numbers
(
V 1:Nx,1:T , VA,1:T−1
)
that is generated using CCSMC in Part 4 of Al-
gorithm 1. That is, in our scheme we deal with log Ẑ
(
θ∗i , θ−i,
(
V 1:Nx,1:T , VA,1:T−1
)) −
9
log Ẑ
(
θi, θ−i,
(
V 1:Nx,1:T , VA,1:T−1
))
which is the difference in the logs of the estimated
likelihoods at the proposed and current values of the parameters.
Algorithm 1 The Efficient PMMH + PG sampler.
Given initial values for V 1:Nx,1:T , VA,1:T−1, J1:T , and θ
Part 1: PMMH sampling. For i = 1, ..., p1
(a) Sample θ∗i ∼ qi
(·|v1:Nx,1:T , vA,1:T−1, θ−i, θi)
(b) Run the sequential Monte Carlo algorithm and obtain the estimate of the
likelihood Ẑ
(
v1:Nx,1:T , vA,1:T−1, θ
∗
i , θ−i
)
.
(c) Accept the proposed values θ∗i with probability
α
(
θi, θ
∗
i |v1:Nx,1:T , vA,1:T−1, θ−i
)
=
1 ∧ Ẑ
(
v1:Nx,1:T , vA,1:T−1, θ
∗
i , θ−i
)
p (θ∗i |θ−i)
Ẑ
(
v1:Nx,1:T , vA,1:T−1, θi, θ−i
)
p (θi|θ−i)
× qi
(
θi|v1:Nx,1:T , vA,1:T−1, θ−i, θ∗i
)
qi
(
θ∗i |v1:Nx,1:T , vA,1:T−1, θ−i, θi
) .
(11)
Part 2: Sample J1:T = j1:T ∼ π˜N
(·|v1:Nx,1:T , vA,1:T−1, θ) given in Eq. (10) using the back-
ward simulation algorithm (Algorithm 6)
Part 3: PG sampling. For i = p1 + 1, ..., p,
(a) Sample θ∗i ∼ qi
(·|xj1:T1:T , j1:T , θ−i, θi)
(b) Accept the proposed values θ∗i with probability
α
(
θi, θ
∗
i |xj1:T1:T , j1:T , θ−i
)
=1 ∧ π˜
N
(
θ∗i |xj1:T1:T , j1:T , θ−i
)
π˜N
(
θi|xj1:T1:T , j1:T , θ−i
) qi (θi|xj1:T1:T , j1:T , θ−i, θ∗i )
qi
(
θ∗i |xj1:T1:T , j1:T , θ−i, θi
)
(12)
Part 4: Sample (Vx,1:T , VA,1:T−1) from π˜
N
(·|xj1:T1:T , j1:T , θ) using the constrained condi-
tional sequential Monte Carlo algorithm (Algorithm 2) and obtain the likeli-
hood estimate Ẑ (vx,1:T , vA,1:T−1, θi, θ−i).
We now motivate Algorithm 1. Part 1: From Corollary 1,
π˜N
(
v1:Nx,1:T , vA,1:T−1, θ
∗
i |θ−i
)
π˜N
(
v1:Nx,1:T , vA,1:T−1, θi|θ−i
) = Ẑ (v1:Nx,1:T , vA,1:T−1, θ∗i , θ−i) p (θ∗i |θ−i)
Ẑ
(
v1:Nx,1:T , vA,1:T−1, θi, θ−i
)
p (θi|θ−i)
where Ẑ
(
v1:Nx,1:T , vA,1:T−1, θ
)
is the unbiased estimated of the likelihood in Eq. (6). This
leads to Eq. (11). Part 2 follows from Corollary 2. Part 3 follows from Theorem 1.
Part 4 follows from Eq. (7) (the target), Theorem 1 and Definitions 2 and 3.
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3.3 Constrained Conditional Sequential Monte Carlo
This section discusses the constrained conditional sequential Monte Carlo (CCSMC)
algorithm (Algorithm 2 below), which we use in Part 4 of the correlated PMMH +
PG sampling scheme (Algorithm 1). The CCSMC algorithm is a sequential Monte
Carlo algorithm in which a particle trajectory xj1:T1:T =
(
xj11 , ..., x
jT
T
)
and the associated
sequence of indices j1:T are kept unchanged, which means that some elements of V
1:N
x,1:T
and VA,1:T−1 are constrained. It is a constrained version of the conditional SMC sam-
pler in Andrieu et al. (2010) modified for the target distribution in Olsson and Ryden
(2011).
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Algorithm 2 The constrained conditional sequential Monte Carlo algorithm
Inputs: N , θ, xj1:T1:T , and j1:T
Outputs: x1:N1:T , a
1:N
1:T−1, w
1:N
1:T ,
Optional outputs: V 1:Nx,1:T , and VA,1:T−1
Fix Xj1:T1:T = x
j1:T
1:T , A
J
1:T−1 = j1:T−1, and JT = jT .
1. For t = 1
(a) Sample vix1 ∼ ψx1 (·) and set X i1 = xi1 = X (vix1; θ, ·) for i = 1, ..., N \ {j1}.
(b) Obtain vj1x1 such that x
j1
1 = X
(
vj1x1; θ, ·
)
.
(c) Compute the importance weights wi1 =
fθ
1 (xi1)gθ1(y1|xi1)
mθ
1(xi1)
, for i = 1, ..., N , and
normalize wi1 = w
i
1/
∑N
j=1w
j
1.
2. For t ≥ 2
(a) If xt−1 has dimension d greater than 1, then map the x
i
t−1 into scalars z
i =
h
(
xit−1
)
for i = 1, ..., N using the inverse of the Hilbert map. Otherwise,
set zi = xit−1.
(b) i. Sort the zi from smallest to largest to obtain z˜i, i = 1, . . . , N .
ii. Define the one to one mapping ζ : {1, . . . , N} → {1, . . . , N} such that
z˜i = zζi , breaking up ties in the zi in some systematic way. Let ζ
−1
be the inverse map of ζ .
iii. Define x˜it−1 = x
ζi
t−1 and w˜
i
t−1 = w
ζi
t−1, for i = 1, . . . , N .
(c) Use a constrained sampling algorithm, for example the constrained multi-
nomial sampler (Algorithm 3 below),
i. Obtain v1:NAt−1 and A˜
1:N\(jt)
t−1
ii. Set A1:Nt−1 = A˜
ζ−1
1:N
t−1 .
(d) Sample vixt ∼ ψxt (·) for i = 1, ..., N \ {jt} and obtain vjtxt such that xjtt =
X(vjtxt; θ, x
a
jt
t−1
t−1 )
(e) Set xit = X
(
vixt; θ, x
ait−1
t−1
)
for i = 1, ..., N \ {jt}
(f) Compute the importance weights,
wit =
f θt
(
xit|x
ait−1
t−1 , yt−1
)
gθt (yt|xit)
mθt
(
xit|xa
i
t−1
t−1
) , for i = 1, ..., N,
and normalize the wit.
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Discussion of the CCSMC algorithm for the SV
model with leverage
The implementation of steps 1(b) and 2(d) of the CCSMC algorithm depends on the
proposal densities. We now discuss how they are implemented for the univariate SV
model with leverage in Section 2.1 using the bootstrap filter.
Step (1b): vj1x1 =
((
1− φ2) /τ 2) 12 (xj11 − µ)
Step (2d) vjtxt =
(
xjtt − µ− φ
(
x
a
jt
t−1
t−1 − µ
)
− ρτ exp
(
−xa
jt
t−1
t−1 /2
)
yt−1
)
(
τ 2 (1− ρ2)
) 1
2
Algorithm 3 Multinomial Resampling Algorithm for CCSMC
Input: x˜1:Nt−1, and w˜
1:N
t−1
Output: V 1:NA,1:T−1 and A˜
1:N
t−1.
1. Compute the cumulative weights based on the sorted particles
{
x˜1:Nt−1, w˜
1:N
t−1
}
,
F̂Nt−1 (j) =
j∑
i=1
w˜
i
t−1.
2. Generate N − 1 uniform (0, 1) random numbers viAt−1 ∼ ψA,t−1 (·) for i =
1, ..., N, i 6= jt, and set A˜it−1 = min
j
F̂Nt−1 (j) ≥ viAt−1. For i = jt−1,
vjtAt−1 ∼ U
(
F̂Nt−1 (jt−1 − 1) , F̂Nt−1 (jt−1)
)
, where
F̂Nt−1 (jt−1 − 1) =
jt−1−1∑
i=1
w˜
i
t−1 and F̂
N
t−1 (jt−1) =
jt−1∑
i=1
w˜
i
t−1.
4 The Factor stochastic volatility model
The factor SV model is a popular model for parsimoniously modeling a vector of
returns, (see, for example, Chib et al., 2006; Kastner et al., 2017) and we will use it
to illustrate our methodology. Suppose that Pt is a S× 1 vector of daily stock prices
and define yt := logPt − logPt−1 as the log-return of the stocks. We model yt as the
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factor SV model
yt = βft + V
1
2
t ǫt, (t = 1, ..., T ) , (13)
where ft is a K × 1 vector of latent factors (with K ≪ S), β is a S × K factor
loading matrix of the unknown parameters. Section S1 of the supplement discusses
parametrization and identification issues regarding the factor loading matrix β and
the latent factors ft.
We model the ǫt ∼ N (0, I). The error volatility matrix Vt is diagonal, with
diagonal elements exp(hst). We assume that the log volatility processes {hst, t ≥ 1}
are independent for s = 1, . . . , S, and that each follows a univariate SV model of the
form
hs1 ∼ N
(
µǫs,
τ2ǫs
1−φ2ǫs
)
hs,t+1 = µǫs + φǫs
(
hst − µǫs
)
+ ηǫst
with
(
ǫst
ηǫst
)
∼ N
((
0
0
)(
1 ρǫsτǫs
ρǫsτǫs τ
2
ǫs
)) (14)
The factors fkt, k = 1, . . . , K are assumed independent with ft ∼ N(ft; 0, Dt), and
Dt is a diagonal matrix with kth diagonal element exp(λkt). Each log volatility λkt
is assumed to follow a univariate SV model with no leverage, i.e., for k = 1, . . . , K,
λk1 ∼ N
(
0,
τ2
fk
1−φ2
fk
)
, λk,t+1 = φfkλkt + ηfkt, ηfkt ∼ N
(
0, τ 2fk
)
(t ≥ 1). (15)
Target density: Section S2 of the supplement gives the target distribution for
the factor SV model, which is a composite of the target densities of the univariate
SV models for the idiosyncratic errors and the factors, together with densities for β
and f1:T .
Conditional Independence and sampling in the factor SV model: The
key to making the estimation of the factor SV model tractable is that given the
values of (y1:T , f1:T , β), the factor model given in Eq. (13) separates into S+K inde-
pendent components consisting of K univariate SV models for the latent factors and
S univariate SV models with (or without) leverage for the idiosyncratic errors. That
is, given (y1:T , f1:T , β), we have S univariate SV models with leverage, with ǫst the
tth ‘observation’ on the sth SV model, and we have K univariate SV models without
leverage, with fkt the tth observation on the kth univariate SV model. Section S3 of
the supplement discusses the Efficient PMMH +PG sampler for the factor SV and
makes full use of the conditional independence structure of the model. In addition,
Section S4 of the supplement discusses a deep interweaving strategy for the loading
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matrix β and the factor ft that helps the sampler mix better.
5 Empirical Results
5.1 Preliminaries
To define our measure of the inefficiency of a sampler that takes computing time into
account, we first define the integrated autocorrelation time (IACT) for a univariate
function ψ(θ) of θ is
IACTψ = 1 + 2
∞∑
j=1
ρj,ψ,
where ρj,ψ is the jth autocorrelation of the iterates of ψ(θ) in the MCMC after
the chain has converged. We use the CODA package of Plummer et al. (2006) to
estimate the IACT values of the parameters. A low value of the IACT estimate
suggests that the Markov chain mixes well. Our measure of the inefficiency of a
sampler for a given parameter θ based on IACTψ is the time normalised variance
(TNV), TNVψ = IACTψ × CT, where CT is the computing time in seconds per
iteration of the MCMC. The estimate of TNV is the estimate of the IACT times
the computing time. The relative time normalized variance of the sampler for ψ
(RTNVψ) is the TNV relative to the TNV for the Efficient PMMH + PG sampler.
Our approach for determining which parameters to estimate by PMMH and which
to estimate by PG in our sampling scheme is to first run the PG algorithm for all
the parameters to identify which parameters have large IACT’s. We then generate
these parameters in the PMMH step.
For a given sampler, let IACTMAX and IACTMEAN be the maximum and mean
of the IACT values over all the parameters in the model.
5.2 The Univariate Stochastic Volatility Model
This section illustrates the Efficient PMMH + PG sampler (Algorithm 1) by applying
it to the univariate stochastic volatility model discussed in Section 2.1 and compares
its performance to the particle Gibbs with backward simulation (PGBS) sampler of
Lindsten and Scho¨n (2012). We apply the methods to a sample of daily US food in-
dustry stock returns data obtained from the Kenneth French website, using a sample
from December 11th, 2001 to the 11th of November 2013, a total of 3001 observa-
tions. We do not compare to the correlated PMMH sampler of Deligiannidis et al.
(2018) because that sampler does not apply to our main application which is the
factor SV model.
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Table 1: Univariate SV model with leverage for the two samplers. Sampler I: Effi-
cient PMMH (τ 2, ρ) + PG (µ, φ), Sampler II: PGBS (µ, τ 2, φ, ρ) for US stock returns
data with T = 3001 for number of particles N = 20. The table gives estimates of
the inefficiencies, TNV and RTNV for the parameters, as well as the inefficiencies
for the log-volatilities h1:T .
Param. I II
ÎACT µ 1.27 1.37
φ 17.63 103.58
τ 2 34.08 572.78
ρ 23.56 305.47
h1:T Min 1.28 1.31
Mean 3.91 2.30
Max 34.08 33.95
ÎACTMAX 34.08 572.78
T̂NVMAX 10.56 40.09
R̂TNVMAX 1 3.80
ÎACTMEAN 19.13 245.80
T̂NVMEAN 5.93 17.21
R̂TNVMEAN 1 2.90
Time 0.31 0.07
Priors: We now specify the prior distributions of the parameters. We follow
Kim et al. (1998) and choose the prior for the persistence parameter φ as (φ+ 1) /2 ∼
Beta (a0, b0), with a0 = 100 and b0 = 1.5, i.e.,
p (φ) =
1
2B (a0, b0)
(
1 + φ
2
)a0−1(1− φ
2
)b0−1
.
The prior for τ is the half Cauchy, i.e., p (τ) ∝ I(τ>0)
1+τ2
. The prior for p (µ) ∝ 1. We
reparametrize ρ = tanh(ξ) and put a flat prior on ξ. We note that because of the
large sample size, the results are insensitive to these prior choices.
Results: We ran the two sampling schemes for 11000 iterations and discarded
the initial 1000 iterations as warmup. Table 1 shows the IACT, TNV and RTNV
estimates for the parameters in the univariate SV model estimated using the particle
Gibbs with backward simulation PGBS (µ, τ 2, ρ, φ), and the Efficient PMMH (τ 2, ρ)+
PG (µ, φ), sampler, where we generate τ 2 and ρ by PMMH and µ and φ by PG. The
table also gives the IACT estimates for the volatilities h1:T which were obtained from
the backward simulation iterates. Both samplers used N = 20 particles. The table
shows that in this example the Efficient PMMH + PG sampler was more efficient in
estimating the parameters than the PGBS sampler as measured by the TNV.
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We obtained qualitatively similar relative results for both samplers when we used
N = 50 andN = 100 particles and these are reported in Section S5 of the supplement.
5.3 Factor Stochastic Volatility Model
This section discusses performance of the Efficient PMMH + PG sampler to the
factor SV model discussed in Section 4.
Prior specification For s = 1, ..., S and k = 1, ..., K, we choose the priors
for the persistence parameters φǫs and φfk, the priors for τǫs, τfk, µǫs and ρǫs as in
Section 5.2. For every unrestricted element of the factor loadings matrix β, we follow
Kastner et al. (2017) and choose independent Gaussian distributions N (0, 1). These
prior densities cover most possible values in practice.
Estimation details: We applied our method to a sample of daily US industry
stock returns data. The data, obtained from the website of Kenneth French, consists
of daily returns for S = 26 value weighted industry portfolios, which are listed in
Section S7 of the supplementary material, using a sample from December 11th, 2001
to the 11th of November, 2013, a total of 3001 observations. We compare PG with
backward simulation (PGBS) and the Efficient PMMH + PG sampler for K = 4
factors and N = 100 particles.
We do not compare our method to the correlated PMMH approach of Deligiannidis et al.
(2018) which generates the parameters with the factors and idiosyncratic latent log
volatilities integrated out for two reasons. First, using PMMH results in a S+K = 30
dimensional state space model and Mendes et al. (2018) show that it is very hard to
preserve the correlation between the logs of the estimated likelihoods at the current
and proposed values for such a model. Thus the correlated PMMH sampler would
get stuck unless enough particles are used to ensure that the variance of log of the
estimated likelihood is close to 1. Deligiannidis et al. (2018) also discuss the issue
of how the correlation diminishes as the dimension increases. Second, the dimension
of the parameter space in the factor SV model is large which makes it difficult to
implement the PMMH sampler efficiently as it is difficult to obtain good proposals
for the parameters because the first and second derivatives of the estimated likeli-
hood with respect to the parameters can only be estimated, while the random walk
proposal is easy to implement but is very inefficient in high dimensions.
Empirical Results Table 2 summarizes the results and shows that the factor load-
ing matrix β and the means µ are sampled efficiently by both samplers with compa-
rable IACT values. However, the Efficient PMMH + PG sampler has much smaller
IACT values than the PGBS sampler for the τ 2 and φ parameters and is more ef-
ficient that PGBS in terms of TNV. Overall, PGBS is never much better than the
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Efficient PMMH + PG sampler and is sometimes much worse.
6 Acknowledgement
The research of Robert Kohn and David Gunawan was partially supported by an
ARC Center of Excellence grant CE140100049.
7 Supplementary Material
This article has an online supplement that contains additional technical details of
the factor SV model and further empirical results for both the univariate SV model
and the factor SV model. The supplement also contains ergodicity and central limit
theorem results for the Efficient PMMH + PG sampler.
A Proofs
We need the following lemma before to prove Theorem 1.
Lemma 1. (i)
mθ1(dx
i
1) =
ˆ
{vix1:X(v
i
x1;θ,·)=x
i
1
}
ψ(dvix1).
(ii) For t ≥ 2,
mθt (dx
i
t|x
ait−1
t−1 ) =
ˆ{
vixt:X
(
vixt;θ,x
ai
t−1
t−1
)
=xit
} ψ(dvixt)
(iii) For t ≥ 2,
wjt−1 = Pr(A
k
t−1 = j|w1:Nt−1) =
ˆ{
vA,t−1:
(
A
(
vk
A,t−1
;w1:Nt−1,x
1:N
t−1
))k
=j
} ψ(dvA,t−1)
Proof. The proof of parts (i) and (ii) is straightforward. The proof of part (iii) is
straightforward given Assumption 2.
Proof of Theorem 1. To prove the lemma we carry out the marginalisation by build-
ing on the proof of Theorem 3 of Olsson and Ryden (2011). Let V
(−j1:T )
x,1:T =
{
V
(−j1)
x1 , ..., V
(−jT )
xT
}
.
The marginal of π˜N (dx1:T , j1:T , dθ) is obtained by integrating it over
(
vA,1:T−1, v
(−j1:T )
x,1:T
)
.
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Table 2: Comparing Sampler I: Efficient PMMH
(
τ 2f , τ
2
ǫ , ρǫ
)
+ PG(µǫ, φǫ, φf , β) , with
Sampler II: PGBS
(
µǫ, φǫ, φf , β, τ
2
f , τ
2
ǫ
)
in terms of Time Normalised Variance for a
factor SV model with leverage for US stock return data with T = 3001, N = 100
particles, S = 26, and K = 4. Time denotes the time taken in seconds per iteration
of the method. The table shows minimum, mean and maximum IACT values for the
parameters and the factor and idiosyncratic log-volatilities. The bottom part of the
table also shows ÎACTMAX, T̂NVMAX , ..., R̂TNVMEAN which refer to the parameters
only.
I II
Min Mean Max Min Mean Max
β1 1.80 2.22 2.94 1.72 2.20 3.02
β2 19.87 21.79 22.62 14.69 23.23 26.82
β3 14.02 41.71 57.64 10.75 37.65 53.88
β4 5.50 25.35 72.44 5.27 38.85 105.01
µ 1.06 3.51 36.74 1.06 4.36 38.27
τ 2 5.44 33.92 99.00 15.36 328.36 866.04
φ 13.91 42.10 119.37 181.97 919.65 3591.56
ρ 13.85 18.67 42.93 115.31 298.43 859.57
h1,1:T 1.29 2.05 4.91 1.35 2.16 8.84
h2,1:T 1.46 2.84 11.97 1.47 2.70 14.11
h10,1:T 1.42 2.95 12.87 1.36 4.67 43.94
h11,1:T 1.16 1.57 8.19 1.16 1.78 12.28
h12,1:T 1.08 1.80 43.77 1.11 2.14 69.82
λ1,1:T 1.46 2.27 6.79 1.49 2.31 5.74
λ2,1:T 7.69 10.48 14.30 10.20 13.36 19.60
λ3,1:T 13.77 22.13 35.24 12.72 20.88 34.77
λ4,1:T 14.68 22.25 29.73 29.80 44.50 69.69
ÎACTMAX 119.37 3591.56
T̂NVMAX 358.11 4884.52
R̂TNVMAX 1 13.64
ÎACTMEAN 24.02 227.37
T̂NVMEAN 72.06 309.22
R̂TNVMEAN 1 4.29
Time 3.00 1.36
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We start by integrating over v
(−JT )
x,T to get
π˜N
(
dv1:Nx,1:T−1, dv
JT
x,T , dvA,1:T−1, j1:T , dθ
)
=
p
(
dxj1:T1:T , dθ|y1:T
)
NT
× ψ
(
dv1:Nx,1:T−1, dv
jT
x,T , dvA,1:T−1
)
mθ1
(
dxj11
)∏T
t=2 w
a
jt
t−1
t−1 m
θ
t
(
dxjtt |xa
jt
t−1
t−1
)
T∏
t=2
w
a
jt
t−1
t−1 f
θ
t
(
xjtt |xa
jt
t−1
t−1
)
∑N
l=1w
l
t−1f
θ
t
(
xjtt |xlt−1
) .
Now, integrate over
{
vjTx,T : X
(
vjTx,T ; θ, x
a
jT
T−1
T−1
)
= xjTT
}
using Part (ii) of Lemma 1 to
obtain,
π˜N
(
dv1:Nx,1:T−1, dx
jT
T , dvA,1:T−1, j1:T , dθ
)
=
p
(
dxj1:T1:T , dθ|y1:T
)
NT
× ψ
(
dv1:Nx,1:T−1, dvA,1:T−1
)
mθ1
(
dxj11
)∏T−1
t=2 w
a
jt
t−1
t−1 m
θ
t
(
dxjtt |xa
jt
t−1
t−1
)
w
a
jT
T−1
T−1
T∏
t=2
w
a
jt
t−1
t−1 f
θ
t
(
xjtt |xa
jt
t−1
t−1
)
∑N
l=1w
l
t−1f
θ
t
(
xjtt |xlt−1
) .
Then, integrate over
{
vA,T−1 :
(
A(vA,T−1;w
1:N
T−1, x
1:N
T−1)
)jT
= ajTT−1
}
using Part (iii)
of Lemma 1 and then sum over ajTT−1 to obtain
π˜N
(
dv1:Nx,1:T−1, dx
jT
T , dvA,1:T−2, j1:T , dθ
)
=
p
(
dxj1:T1:T , dθ|y1:T
)
NT
× ψ
(
dv1:Nx,1:T−1, dvA,1:T−2
)
mθ1
(
dxj11
)∏T−1
t=2 w
a
jt
t−1
t−1 m
θ
t
(
dxjtt |xa
jt
t−1
t−1
)
T−1∏
t=2
w
a
jt
t−1
t−1 f
θ
t
(
xjtt |xa
jt
t−1
t−1
)
∑N
l=1w
l
t−1f
θ
t
(
xjtt |xlt−1
) .
We repeat this for t = T − 2, ..., 2, to obtain,
π˜N
(
dv1:Nx,1 , dx
j2:T
2:T , j1:T , dθ
)
=
p
(
dxj1:T1:T , dθ|y1:T
)
NT
×ψ
(
dv1:Nx,1
)
mθ1
(
dxj11
)
Finally, integrate over v
(−j1)
x,1 to obtain the result.
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Proof of Theorem 2. We have that,
p(dxj1:T1:T , dθ|y1:T )
mθ1(dx
j1
1 )
∏T
t=2w
a
jt
t−1
t−1 m
θ
t (dx
jt
t |xa
jt
t−1
t−1 )
× p(y1:T )
p(dθ)
×
T∏
t=2
w
a
jt
t−1
t−1 f
θ
t
(
xjtt |xa
jt
t−1
t−1
)
∑N
l=1w
l
t−1f
θ
t
(
xjtt |xlt−1
)
=
gθ1(y1|xj11 )f θ1 (dxj11 )
∏T
t=2 g
θ
t (yt|xjtt )f θt (dxjtt |xjt−1t−1 )
mθ1(dx
j1
1 )
∏T
t=2w
a
jt
t−1
t−1 m
θ
t (dx
jt
t |xa
jt
t−1
t−1 )
×
T∏
t=2
w
a
jt
t−1
t−1 f
θ
t
(
xjtt |xa
jt
t−1
t−1
)
∑N
l=1w
l
t−1f
θ
t
(
xjtt |xlt−1
)
= wj11
T−1∏
t=1
( N∑
i=1
wit
) T∏
t=2
gθt (yt|xjtt )f θt (dxjtt |x
a
jt
t−1
t−1 )
mθt (dx
jt
t |xa
jt
t−1
t−1 )
T∏
t=2
f θt
(
xjtt |xjt−1t−1
)
∑N
l=1w
l
t−1f
θ
t
(
xjtt |xlt−1
)
=
T∏
t=1
( N∑
i=1
wit
) T∏
t=2
w
jt−1
t−1 f
θ
t
(
xjtt |xjt−1t−1
)
∑N
l=1w
l
t−1f
θ
t
(
xjtt |xlt−1
)wjTT
Proof of Corollary 1. The proof follows from Theorem 2 by summing the terms in
the target distribution Eq. (8) that include j1:T , i.e.,
wjTT
T∏
t=2
w
jt−1
t−1 f
θ
t
(
xjtt |xjt−1t−1
)
∑N
l=1w
l
t−1f
θ
t
(
xjtt |xlt−1
) .
Proof of Corollary 2. The proof follows from Theorem 2 and Corollary 1.
B Algorithms
This section describes how to implement the SMC algorithm described in Section 2.2.
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Algorithm 4 The Sequential Monte Carlo algorithm
Inputs: N, θ.
Optional inputs: V 1:Nx,1:T and VA,1:T−1.
Outputs: x1:N1:T , a
1:N
1:T−1, w
1:N
1:T .
1. For t = 1, Sample V ix1 ∼ ψx1(·), i = 1, . . . , N and set X i1 = xi1 = X (vix1; θ, ·) for
i = 1, . . . , N .
2. Compute the importance weights
wi1 =
f θ1 (x
i
1) g
θ
1 (y1|xi1)
mθ1 (x
i
1)
, for i = 1, ..., N.
and normalize wi1 = w
i
1/
∑N
j=1w
j
1 for i = 1, ...N .
3. For t = 2, . . . , T ,
(a) If xt−1 has dimension d greater than 1, then map the x
i
t−1 into the scalars
zi = h(xit−1) for i = 1, . . . , N using the inverse of the Hilbert map. Oth-
erwise, set zi = xit−1.
(b) i. Sort the zi from smallest to largest to obtain z˜i, i = 1, . . . , N .
ii. Define the one to one mapping ζ : {1, . . . , N} → {1, . . . , N} such that
z˜i = zζi , breaking up ties in the zi in some systematic way. Let ζ
−1
be the inverse map.
iii. Define x˜it−1 = x
ζi
t−1 and w˜
i
t−1 = w
ζi
t−1, for i = 1, . . . , N .
(c) Generate VA,t−1 ∼ ψA,t−1(·) and then obtain A˜1:Nt−1 = a˜1:Nt−1 using a re-
sampling scheme M(a˜1:Nt−1|x˜1:Nt−1, w˜
i
t−1) e.g. the multinomial resampling in
Algorithm 5. Now set Ait−1 = A˜
ζ−1i
t−1 for i = 1, ..., N . This defines the
mapping A1:Nt−1 = A
(
vA,t−1;w
1:N
t−1, x
1:N
t−1
)
.
(d) Generate V ixt ∼ ψxt(·) and set X it = xit = X
(
vixt; θ, x
ait−1
t−1
)
for i = 1, ..., N .
(e) Compute the importance weights
wit =
f θt
(
xit|x
ait−1
t−1 , yt−1
)
gθt (yt|xit)
mθt
(
xit|xa
i
t−1
t−1
) ,
for i = 1, ..., N and normalize to obtain wit for i = 1, ...N .
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Algorithm 5 Multinomial Resampling Algorithm
Input: vAt−1, x˜
1:N
t−1, and w˜
1:N
t−1
Output: A˜1:Nt−1
1. Compute the cumulative weights based on the sorted particles
{
x˜1:Nt−1, w˜
1:N
t−1
}
F̂Nt−1 (j) =
j∑
i=1
w˜
i
t−1.
2. Set A˜it−1 = min
j
F̂Nt−1 (j) ≥ viAt−1 for i = 1, ...N , and note that A˜it−1 for i =
1, ..., N is the ancestor index based on the sorted particles.
B.1 The backward simulation algorithm
Algorithm 6 The Backward simulation algorithm
1. Sample JT = jT conditional on
(
V 1:Nx,1:T , VA,1:T−1, θ
)
, with probability propor-
tional to wjTT , and choose x
jT
T ;
2. For t = T − 1, ..., 1, sample Jt = jt, conditional on(
Vx,1:t, VA,1:t, jt+1:T , x
jt+1
t+1 , ..., x
jT
T
)
, and choose Jt = l with probability propor-
tional to wltfθ
(
x
jt+1
t+1 |xlt
)
.
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We use the following notation in the supplement. Eq. (1), Algorithm 1, and Sampling
Scheme 1, etc, refer to the main paper, while Eq. (S1), Algorithm S1, and Sampling
Scheme S1, etc, refer to the supplement.
S1 The factor loading matrix and the latent fac-
tors
In this section we discuss the parametrization of the factor loading matrix and the
factors, as well as how they are sampled.
To identify the parameters of the factor loading matrix β, it is necessary to
impose some further constraints. Usually, the factor loading matrix β is assumed to
be lower triangular, i.e., βsk = 0 for k > s and furthermore, one of two constraints
are used. i) The first is that the fkt have unit variance (Geweke and Zhou, 1996);
or, alternatively ii) assume that βss = 1, for s = 1, ..., S, and the variance of ft is
diagonal but unconstrained. The main drawback of the lower triangular assumption
on β is that the resulting inference can depend on the order in which the components
of yt are chosen (Chan et al., 2017). We use the following approach for K = m
factors to obtain an appropriate ordering of the returns that does not conflict with
the data. We follow Conti et al. (2014); Kastner et al. (2017) and run and post-
process the draws from the unrestricted sampler by choosing from column 1 the
stock i = i1 with the largest value of |βi,1|. We repeat this for column 2, except that
now we seek that i = 2, . . . , S, i 6= i1 maximizing |βi,2|. We proceed similarly for
columns 3 to m. By an unrestricted sampler we mean that we do not restrict β to be
lower triangular. Furthermore, as noted by Kastner et al. (2017), the second set of
constraints impose that the first K variables are leading the factors, and making the
variable ordering dependence stronger. We follow Kastner et al. (2017) and leave the
diagonal elements βss unrestricted and set the level µ2k of the factor log-volatilities
λkt to zero for k = 1, ..., K.
Let ks denote the number of unrestricted elements in row s of β and define
Fs =

f11 · · · fks1
...
...
f1T · · · fksT
 , V˜s =

exp (hs1) · · · 0
0
. . .
...
0 · · · exp (hsT )
 .
Then, the factor loadings βs,. = (βs1, ..., βsks)
T for s = 1, ..., S, are sampled indepen-
S1
dently for each s by performing a Gibbs-update using
βTs,.|f1:T , ys,1:T , hs,. ∼ Nks (asT , bsT ) , (S1)
where bpT =
((
F TS V˜
−1
S FS
)
+ Iks
)−1
and asT = bsTF
T
s
(
V˜ −1s ys,1:T
)
.
Sampling {ft} |y, {ht} , {λt} , β After some algebra, we can show that {ft} can
be sampled from
{ft} |y, {ht} , {λt} , β ∼ N (at, bt) , (S2)
where bt =
(
βTV −1t β +D
−1
t
)−1
and at = btβ
T
(
V −1t yt
)
.
S2 Target Distributions for the factor SV model
This section provides an appropriate target density for the factor SV model in Sec-
tion 4. The target density includes all the random variables produced by K +S uni-
variate SMC methods that generate the factor log-volatilities λk,1:T for k = 1, ..., K
and the idiosyncratic log-volatilities hs,1:T for s = 1, ..., S, as well as the latent fac-
tors f1:T , the parameters of the individual idiosyncratic error SV’s θǫ,1:S, the pa-
rameters of the factor SV’s θf,1:K , and the factor loading matrix β. We define
θ = (f1:T , θǫ,1:S, θf,1:K , β). We use equations Eq. (15) to specify the univariate particle
filters that generate the factor log-volatilities λk,1:T for k = 1, ..., K without leverage
and Eq. (14) to specify the particle filters for the idiosyncratic SV log-volatilities
with leverage hs,1:T for s = 1, ..., S. We denote the N weighted samples at time t for
the factor log volatilities by
(
λ1:Nkt , w
1:N
fkt
)
and
(
h1:Nst , w
1:N
ǫst
)
for the idiosyncratic errors
log volatilities. The corresponding proposal densities are m
θfk
fk1 (λk1), m
θfk
fkt (λkt|λkt−1),
mθǫsǫs1 (hs1), and m
θǫs
ǫst (hst|hst−1) for t = 2, ..., T and are the same as in the univariate
case.
We define V iǫst as a random variable used to generate h
i
st from the proposal
mǫst (hs1) and mǫst (hst|hst−1) for t ≥ 2, and write hist = X (viǫst; θǫs, hs,t−1) for
s = 1, ..., S. The distribution of viǫst is denoted as ψǫst (·) and is the standard nor-
mal distribution N (0, 1). The random variable V ifkt and its distribution ψfkt (·) are
defined similarly.
We define V iAǫst−1 for s = 1, ..., S, as the vector of random variable used to
generate the ancestor indices Aiǫst−1 for i = 1, ..., N , such that A
1:N
ǫst−1 is gener-
ated using Mǫ
(
a1:Nǫst−1|w1:Nǫst−1, h1:Nǫst−1
)
, where each ancestor index aiǫst−1 = j indexes
a particle in
(
h1:Nst−1, w
1:N
ǫst−1
)
and is sampled with probability wjǫst−1. We write the
mapping A1:Nǫst−1 = A
(
VAǫst−1;w
1:N
ǫst−1, h
1:N
st−1
)
and denote the distribution V iAǫst as
S2
ψAǫst (·) (which is standard U (0, 1)). The random variable V iAfkt−1, its distribu-
tion ψAfkt (·), the resampling scheme Mf
(
a1:Nfkt−1|w1:Nfkt−1, λ1:Nfkt−1
)
and the mapping
A1:Nfkt−1 = A
(
VAfkt−1;w
1:N
fkt−1, λ
1:N
kt−1
)
are defined similarly for k = 1, ..., K.
The joint distribution of the random variables
(
V 1:Nǫs,1:T , VAǫs,1:T−1
)
is
ψ
(
dV 1:Nǫs,1:T , dVAǫs,1:T−1
)
=
T∏
t=1
N∏
i=1
ψǫst
(
dV iǫst
) T−1∏
t=1
ψAǫst (dVAǫst) , (S3)
for s = 1, ..., S and the joint distribution of the random variables
(
V 1:Nfk,1:T , VAfk,1:T−1
)
is
ψ
(
dV 1:Nfk,1:T , dVAfk,1:T−1
)
=
T∏
t=1
N∏
i=1
ψfkt
(
dV ifkt
) T−1∏
t=1
ψAfkt (dVAfkt) , (S4)
for k = 1, ..., K.
We next define the indices Jǫs,1:T for s = 1, ..., S, the selected particle trajectories
h
jǫs,1:T
s,1:T =
(
hjǫs1s1 , ..., h
jǫsT
sT
)
, the indices Jfk,1:T for k = 1, ..., K and the selected particle
trajectories λ
jfk,1:T
k,1:T =
(
λ
jfk1
k1 , ..., λ
jfkT
kT
)
.
The augmented target density in this case consists of all of the particle filter vari-
ables
(
V 1:Nǫs,1:T , VAǫs,1:T−1
)
and
(
V 1:Nfk,1:T , VAfk,1:T−1
)
, the sampled trajectory
(
λ
jfk,1:T
k,1:T , h
jǫs,1:T
s,1:T
)
and indices (Jfk,1:T , Jǫs,1:T ) for all s = 1, ..., S and for k = 1, .., K and is
π˜N
(
dV 1:Nǫ,1:S,1:T , dVAǫ,1:S,1:T−1, Jǫ,1:S,1:T , dV
1:N
f,1:K,1:T , dVAf,1:K,1:T−1, Jf,1:K,1:T , dθ
)
:=
π
(
dλ
Jf,1:T
1:K,1:T , dh
JS,1:T
1:S,1:T , dθ
)
NT (S+K)
×
S∏
s=1
ψ
(
dV 1:Nǫs,1:T , dVAǫs,1:T−1
)
mθǫs1
(
dhjǫs1s1
)∏T
t=2w
a
jǫst
ǫst−1
ǫst−1 m
θ
ǫst
(
dhjǫstst |ha
jǫst
ǫst−1
st−1
)
×
T∏
t=2
w
a
jǫst
ǫst−1
ǫst−1 f
θ
st
(
hjǫstst |ha
jǫst
ǫst−1
st−1
)
∑N
l=1w
l
ǫst−1f
θ
st
(
hjǫstst |hlst−1
)
×
K∏
k=1
ψ
(
dV 1:Nfk,1:T , dVAfk,1:T−1
)
mθfk1
(
dλ
jfk1
fk1
)∏T
t=2w
a
jfkt
fkt−1
fkt−1m
θ
ft
(
dλ
jfkt
fkt |λ
a
jfkt
fkt−1
fkt−1
)× T∏
t=2
w
a
jfkt
fkt−1
fkt−1 f
θ
kt
(
λ
jfkt
fkt |λ
a
jfkt
fkt−1
fkt−1
)
∑N
l=1w
l
fkt−1f
θ
kt
(
λ
jfkt
fkt |λlfkt−1
) .
(S5)
Similarly to the proof of Theorem 1, we can show that the marginal distribu-
tion of π˜N
(
dV 1:Nǫ,1:S,1:T , dVAǫ,1:S,1:T−1, Jǫ,1:S,1:T , dV
1:N
f,1:K,1:T , dVAf,1:K,1:T−1, Jf,1:K,1:T , dθ
)
is(
NT (S+K)
)−1
π
(
dλ
Jf,1:T
1:K,1:T , dh
JS,1:T
1:S,1:T , dθ
)
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S3 The Efficient PMMH + PG sampler for the
factor SV model
We illustrate our methods using the Efficient PMMH
(
τ 2f , τ
2
ǫ , ρǫ
)
+ PG(µǫ, φǫ, φf , β)
for the factor SV with leverage, which we found to give good performance in the
empirical studies in Section 5. It is straightforward to modify the sampling scheme
for other choices of which parameters to sample with a PG step and which parameters
to sample with a PMMH step. Algorithm S1 outlines the sampling scheme.
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Algorithm S1 The Efficient PMMH + PG sampler for the factor SV model with
leverage: Efficient PMMH
(
τ 2f , τ
2
ǫ , ρǫ
)
+PG(µǫ, φǫ, φf , β)
Given initial values for V 1:Nǫ,1:S,1:T , VAǫ,1:S,1:T−1,V
1:N
f,1:K,1:T , VAf,1:K,1:T−1 , Jǫ1:T , Jf1:T , and
θ
Part 1: PMMH sampling, For k = 1, ..., K
(a) Sample τ 2∗fk ∼ qτ2fk
(
·|V 1:Nfk,1:T , VAfk,1:T−1, θ−τ2fk , τ 2fk
)
(b) Run the SMC algorithm and obtain Ẑ
(
Vfk,1:T , VAfk,1:T−1, τ
2∗
fk , θ−τ2fk
)
.
(c) Accept the proposed values τ 2∗fk with probability
1 ∧
Ẑ
(
Vfk,1:T , VAfk,1:T−1, τ
2∗
fk , θ−τ2fk
)
p
(
τ 2∗fk
)
Ẑ
(
Vfk,1:T , VAfk,1:T−1, τ 2fk, θ−τ2fk
)
p
(
τ 2fk
) × qτ2fk
(
τ 2fk|V 1:Nfk,1:T , VAfk,1:T−1, θ−τ2fk , τ 2∗fk
)
qτ2
fk
(
τ 2∗fk|V 1:Nfk,1:T , VAfk,1:T−1, θ−τ2fk , τ 2fk
) .
For s = 1, ...., S,
(a) Sample (τ 2∗ǫs , ρ
∗
ǫs) ∼ qτ2ǫs,ρǫs
(·|V 1:Nǫs,1:T , VAǫs,1:T−1, τ 2ǫs, ρǫs, θ−τ2ǫs,ρǫs)
(b) Run the SMC algorithm and obtain Ẑ
(
Vǫs,1:T , VAǫs,1:T−1, τ
2∗
ǫs , ρ
∗
ǫs, θ−τ2ǫs,ρǫs
)
.
(c) Accept the proposed values (τ 2∗ǫs , ρ
∗
ǫs) with probability
1 ∧ Ẑ
(
Vǫs,1:T , VAǫs,1:T−1, τ
2∗
ǫs , ρ
∗
ǫs, θ−τ2ǫs,ρǫs
)
p (τ 2∗ǫs , ρ
∗
ǫs)
Ẑ
(
Vǫs,1:T , VAǫs,1:T−1, τ 2ǫs, ρǫs, θ−τ2ǫs,ρǫs
)
p (τ 2ǫs, ρǫs)
.
×qτ2ǫs ,ρǫs
(
τ 2ǫs, ρǫs|V 1:Nǫs,1:T , VAǫs,1:T−1, θ−τ2ǫs,ρǫs, τ 2∗ǫs , ρ∗ǫs
)
qτ2ǫs ,ρǫs
(
τ 2∗ǫs , ρ
∗
ǫs|V 1:Nǫs,1:T , VAǫs,1:T−1, θ−τ2ǫs,ρǫs, τ 2ǫs, ρǫs
)
Part 2: Sample Jǫ,1:S,1:T ∼ π˜N
(·|V 1:Nǫ,1:S,1:T , VAǫ,1:S,1:T−1, θ) and sample Jf,1:K,1:T ∼
π˜N
(·|V 1:Nf,1:K,1:T , VAf,1:K,1:T−1, θ)
Part 3: PG sampling.
(a) Sample β|λJf,1:T1:T , Jf,1:T , hJǫ,1:T1:T , Jǫ,1:T , θ−β, y1:T using Eq. (S1).
(b) Redraw the diagonal elements of β through the deep interweaving proce-
dure described in Section S4
(c) Sample f1:T |λJf,1:T1:T , Jf,1:T , hJǫ,1:T1:T , Jǫ,1:T , θ−f1:T , y1:T using Eq. (S2).
(d) Sample φfk|λjfk1:Tk1:T , jfk1:T , θ−φfk for k = 1, ..., K
(e) Sample φǫs|hjǫs1:Ts1:T , jǫs1:T , θ−φǫs and sample µǫs|hjǫs1:Ts1:T , jǫs1:T , θ−µǫs for s =
1, ..., S
S5
This is a continuation of Algorithm S1
Part 4: Sample (Vfk,1:T , VAfk,1:T−1) from π˜
N
(
·|λjfk1:Tk1:T , jfk1:T , θ
)
using the CCSMC al-
gorithm (Algorithm 2) and obtain Ẑ
(
Vfk,1:T , VAfk,1:T−1, τ
2
fk, θ−τ2fk
)
for k =
1, ..., K
Part 5: Sample (Vǫs,1:T , VAǫs,1:T−1) from π˜
N
(·|hjǫs1:Ts1:T , jǫs1:T , θ) using the CCSMC algo-
rithm (Algorithm 2) and obtain Ẑ
(
Vǫs,1:T , VAǫs,1:T−1, τ
2
ǫs, ρǫs, θ−τ2ǫs,ρǫs
)
for s =
1, ..., S.
S6
Further discussion of Part 3, (d) and (e) of Algorithm S1 For k =
1, ..., K, sample the autoregressive coefficient φfk from π˜
N
(
·|λjfk1:Tk1:T , jfk1:T , θ−φfk
)
.
We draw a proposed value φ∗fk from N
(
µφfk , σ
2
φfk
)
truncated within (−1, 1), where
µφfk =
σ2φfk
τ 2fk
T∑
t=2
λktλkt−1, σ
2
φfk
=
τ 2fk∑T−1
t=2 λ
2
kt
. (S6)
The candidate is accepted with probability
min
1, p
(
φ∗fk
)√
1− φ2∗fk
p (φfk)
√
1− φ2fk
 . (S7)
For s = 1, ..., S, sample µǫs from N
(
µµǫs , σ
2
µǫs
)
, where
µµǫs = σ
2
µǫs
hs1 (1− φ2ǫs) (1− ρ2ǫs) + (1− φǫs)
∑T
t=2 hst − φhst−1 − ρǫsτǫsǫ∗st−1
τ 2ǫs (1− ρ2ǫs)
, (S8)
ǫ∗st−1 = (yst−1 − βsft−1) exp (−hst−1/2) and
σ2µǫs =
τ 2ǫs (1− ρ2ǫs)
(1− φ2ǫs) (1− ρ2ǫs) + (T − 1) (1− φǫs)2
. (S9)
For s = 1, ..., S, sample φǫs, by drawing a proposed value φ
∗
ǫs from N
(
µφǫs, σ
2
φǫs
)
truncated within (−1, 1), where
µφǫs =
∑T
t=2 (hs,t − µǫs) (hst−1 − µǫs)− ρǫsτǫs (hst−1 − µǫs) ǫ∗st−1∑T
t=2 (hst−1 − µǫs)2 − (hs1 − µǫs)2 (1− ρ2ǫs)
, (S10)
and
σ2φǫs =
τ 2ǫs (1− ρ2ǫs)∑T
t=2 (hst−1 − µǫs)2 − (hs1 − µǫs)2 (1− ρ2ǫs)
.
The candidate is accepted with probability
min
{
p (φ∗ǫs)
√
1− φ2∗ǫs
p (φǫs)
√
1− φ2ǫs
, 1
}
. (S11)
In all the examples, the PMMH step uses the bootstrap filter to sample the particles
and the adaptive random walk as the proposal density for the parameters.
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S4 Deep Interweaving
It is well-known that sampling the factor loading matrix β conditional on {ft} and
then sampling {ft} conditional on β is very inefficient and leads to extremely slow
convergence and poor mixing. Our article employs a simple approach based on an
ancillarity-sufficiency interweaving strategy (ASIS), in particular the deep interweav-
ing strategy, introduced by Kastner et al. (2017), that we now briefly describe. The
parameterisation underlying deep interweaving is given by
yt = β
∗f ∗t + V
1
2
t εt, f
∗
t |λ∗ ∼ NK
(
0, diag
(
eλ
∗
1t , ..., eλ
∗
Kt
))
, (S12)
with a lower triangular factor loading matrix β∗, where β∗11 = 1, ..., β
∗
KK = 1. The
factor model can be reparameterised in Eq. (S12) using a simple linear transformation
f ∗t = Dft, β
∗ = βD−1,
where D = diag (β11, ..., βKK), for t = 1, .., T . The K latent factor volatilities λ
∗
kt
follow the following univariate SV models having levels µfk = log β
2
kk, rather than
zero, as in the factor SV model. The transformed factor volatilities are given by
λ∗kt = λkt + log β
2
kk, t = 0, ..., T, k = 1, ..., K.
We add the following deep interweaving algorithm in between sampling the factor
loading matrix and sampling the latent factors and perform these steps independently
for each k = 1, .., K,
• Determine the vector β∗.,k, where β∗sk = βoldsk /βoldkk in the kth column of the
transformed factor loading matrix β∗.
• Define λ∗k,1:T = λoldk,1:T+2 log |βoldkk | and sample βnewkk from p
(
βkk|β∗.,k, λ∗k,., φfk, τ 2fk
)
for factor log-volatilites follows SV process.
• Update β.,k = β
new
kk
βold
kk
βold.,k , fk,. =
βold
kk
βnew
kk
f oldk,. , and λk,1:T = λ
old
k,1:T + 2 log | β
old
kk
βnew
kk
|.
In the deep interweaving representation, we sample the scaling parameter βkk
indirectly through µfk, k = 1, ..., K. The implied prior p (µfk) ∝ exp (µfk/2− exp (µfk) /2),
the density p
(
β∗.,k|µfk
) ∼ N (0, exp (−µfk) Ikl) so that
p
(
µfk|β∗.,k, λ∗k,., φfk, τ 2fk
) ∝ p (λ∗fk,.|µfk, φfk, τ 2fk) p (β∗.,k|µfk) p (µfk) ,
which is not in an easily recognisable form from which to sample. Instead, we
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draw the proposal µpropfk from N (A,B), where
A =
∑T−1
t=2 λ
∗
kt + (λ
∗
kT − φfkλk1) / (1− φfk)
T − 1 + 1/B0 , B =
τ 2fk/ (1− φfk)2
T − 1 + 1/B0 .
Denoting the current value µfk by µ
old
fk , the new value µ
prop
fk gets accepted with
probability min (1, R), where
R =
p
(
µpropfk
)
p
(
λ∗k1|µpropfk , φfk, τ 2fk
)
p
(
β∗.,k|µpropfk
)
p
(
µoldfk
) (
λ∗k,1|µoldfk , φfk, τ 2fk
)
p
(
β∗.,k|µoldfk
) × paux (µoldfk |φfk, τ 2fk)
paux
(
µpropfk |φfk, τ 2fk
) ,
where
paux
(
µoldfk |φfk, τ 2fk
) ∼ N (0, B0τ 2fk/ (1− φfk)2) .
We follow Kastner et al. (2017) and set the constant B0 to the large value 10
5.
S5 Further empirical results for the univariate SV
model with leverage
This section gives results for N = 50 and N = 100 particles similar to the results in
Section 5.2 for N = 20 particles.
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Table S1: Univariate SV model with leverage for the two samplers. Sampler I:
Efficient PMMH(τ 2, ρ) + PG (µ, φ), and Sampler II: PGBS (µ, τ 2, φ, ρ) for US stock
returns data with T = 3001 for number of particles N = 50. The table gives estimates
of the inefficiencies, TNV and RTNV for the parameters, as well as the inefficiencies
for the log-volatilities h1:T .
Param. I II
ÎACT µ 1.27 1.19
φ 16.44 213.67
τ 2 24.68 623.09
ρ 14.68 262.13
h1:T Min 1.16 1.07
Mean 2.32 2.10
Max 24.69 32.08
ÎACTMAX 24.68 623.09
T̂NVMAX 9.87 68.54
R̂TNVMAX 1 6.94
ÎACTMEAN 14.27 275.02
T̂NVMEAN 5.71 30.25
R̂TNVMEAN 1 5.30
Time 0.40 0.11
Table S2: Univariate SV model with leverage for the two samplers. Sampler I:
Efficient PMMH(τ 2, ρ) + PG (µ, φ), and Sampler II: PGBS (µ, τ 2, φ, ρ) for US stock
returns data with T = 3001 for number of particles N = 100. The table gives
estimates of the inefficiencies, TNV and RTNV for the parameters, as well as the
inefficiencies for the log-volatilities h1:T .
Param. I II
ÎACT µ 1.02 1.21
φ 12.45 130.89
τ 2 22.18 375.77
ρ 12.03 253.79
h1:T Min 1.03 1.00
Mean 1.81 1.74
Max 22.18 18.54
ÎACTMAX 22.18 375.77
T̂NVMAX 12.42 60.12
R̂TNVMAX 1 4.84
ÎACTMEAN 11.92 190.44
T̂NVMEAN 6.68 30.47
R̂TNVMEAN 1 4.56
Time 0.56 0.16
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S6 Further empirical results for the factor SVmodel
with leverage
This section gives results for N = 20, 50 and N = 200 particles similar to the ones
in Section 5.3 for N = 100 particles.
Table S3: Comparing Sampler I: Efficient PMMH
(
τ 2f , τ
2
ǫ , ρǫ
)
+ PG(µǫ, φǫ, φf , β) ,
with Sampler II: PGBS
(
µǫ, φǫ, φf , β, τ
2
f , τ
2
ǫ , ρǫ
)
in terms of Time Normalised Vari-
ance for a factor SV model with leverage for US stock return data with T = 3001,
N = 20 particles, S = 26, and K = 4. Time denotes the time taken in seconds per
iteration of the method. The table shows minimum, mean and maximum IACT val-
ues for the parameters and the factor and idiosyncratic log volatilities. The bottom
part of the table also shows ÎACTMAX, T̂NVMAX , ..., R̂TNVMEAN which refer to the
parameters only.
I II
Min Mean Max Min Mean Max
β1 1.73 2.38 4.11 1.68 3.28 5.03
β2 19.61 24.91 26.50 15.29 21.30 22.41
β3 14.59 33.41 41.52 14.03 44.68 57.07
β4 6.37 36.61 87.99 6.24 41.71 113.82
µ 1.10 6.09 90.07 1.00 4.27 40.33
τ 2 8.26 64.71 206.72 14.77 305.84 1464.41
φ 39.80 84.44 222.30 185.07 848.33 2153.35
ρ 21.48 35.52 61.40 82.61 286.02 695.97
h1,1:T 1.74 2.78 8.19 1.76 2.90 9.76
h2,1:T 2.92 5.27 12.70 2.70 5.23 19.62
h10,1:T 3.40 6.08 27.62 3.05 5.72 28.01
h11,1:T 1.49 2.37 9.48 1.56 2.29 9.88
h12,1:T 1.65 2.92 50.91 1.77 3.49 67.42
λ1,1:T 2.44 4.47 11.48 2.31 4.78 13.15
λ2,1:T 11.49 14.40 21.27 11.45 14.02 19.57
λ3,1:T 16.98 24.35 50.12 17.62 25.27 36.44
λ4,1:T 29.79 39.75 61.90 30.54 46.76 68.57
ÎACTMAX 222.30 2153.35
T̂NVMAX 551.30 2584.02
R̂TNVMAX 1 4.69
ÎACTMEAN 37.55 213.44
T̂NVMEAN 93.12 256.13
R̂TNVMEAN 1 2.75
Time 2.48 1.20
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Table S4: Comparing Sampler I: Efficient PMMH
(
τ 2f , τ
2
ǫ , ρǫ
)
+ PG(µǫ, φǫ, φf , β) ,
with Sampler II: PGBS
(
µǫ, φǫ, φf , β, τ
2
f , τ
2
ǫ , ρǫ
)
in terms of Time Normalised Vari-
ance for a factor SV model with leverage for US stock return data with T = 3001,
N = 50 particles, S = 26, and K = 4. Time denotes the time taken in seconds per
iteration of the method. The table shows minimum, mean and maximum IACT val-
ues for the parameters and the factor and idiosyncratic log volatilities. The bottom
part of the table also shows ÎACTMAX, T̂NVMAX , ..., R̂TNVMEAN which refer to the
parameters only.
I II
Min Mean Max Min Mean Max
β1 1.68 1.95 2.43 3.44 3.69 5.73
β2 18.51 22.88 24.34 26.33 40.69 42.79
β3 15.56 43.12 56.25 18.41 89.23 130.14
β4 6.03 38.56 114.51 13.50 54.11 115.61
µ 1.10 3.77 37.46 2.00 6.35 52.14
τ 2 18.29 53.89 175.50 19.12 581.91 1545.20
φ 6.50 43.57 165.24 302.60 1708.74 4069.75
ρ 15.95 22.49 56.73 196.02 499.45 1267.04
h1,1:T 1.45 2.26 5.42 2.87 4.29 9.79
h2,1:T 1.75 3.37 10.00 3.08 5.28 10.22
h10,1:T 1.83 3.65 17.36 3.06 6.70 45.14
h11,1:T 1.21 1.74 7.75 2.40 3.49 23.05
h12,1:T 1.24 2.01 32.62 2.35 4.95 109.11
λ1,1:T 1.62 2.70 6.17 3.06 5.39 12.56
λ2,1:T 9.69 11.96 16.00 15.95 21.42 34.90
λ3,1:T 17.01 24.98 36.24 31.21 51.42 87.10
λ4,1:T 24.73 41.86 60.02 27.70 50.80 79.69
ÎACTMAX 175.50 4069.75
T̂NVMAX 468.58 5087.19
R̂TNVMAX 1 10.86
ÎACTMEAN 29.29 411.28
T̂NVMEAN 78.20 514.10
R̂TNVMEAN 1 6.57
Time 2.67 1.25
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Table S5: Comparing Sampler I: Efficient PMMH
(
τ 2f , τ
2
ǫ , ρǫ
)
+ PG(µǫ, φǫ, φf , β), with
Sampler II: PGBS
(
µǫ, φǫ, φf , β, τ
2
f , τ
2
ǫ , ρǫ
)
in terms of Time Normalised Variance for
a factor SV model with leverage for US stock return data with T = 3001, N = 200
particles, S = 26, and K = 4. Time denotes the time taken in seconds per iteration
of the method. The table shows minimum, mean and maximum IACT values for the
parameters and the factor and idiosyncratic log volatilities. The bottom part of the
table also shows ÎACTMAX, T̂NVMAX , ..., R̂TNVMEAN which refer to the parameters
only.
I II
Min Mean Max Min Mean Max
β1 1.74 2.21 3.46 1.75 2.18 3.07
β2 14.73 20.86 21.60 20.82 27.25 32.43
β3 12.37 46.40 60.40 10.56 35.45 46.28
β4 5.81 30.40 82.74 6.19 32.22 79.82
µ 1.05 2.92 26.82 1.06 3.53 29.34
τ 2 5.31 31.83 98.20 17.38 323.40 833.94
φ 11.50 40.97 108.26 174.71 859.31 1956.69
ρ 12.35 17.97 70.88 120.49 301.36 1043.25
h1,1:T 1.24 1.87 3.49 1.30 1.99 5.45
h2,1:T 1.30 2.46 8.17 1.32 3.02 18.52
h10,1:T 1.27 2.67 14.57 1.23 2.40 14.26
h11,1:T 1.08 1.49 7.25 1.07 1.51 6.96
h12,1:T 0.98 1.74 43.23 1.03 1.95 39.40
λ1,1:T 1.32 1.97 4.15 1.32 2.11 5.60
λ2,1:T 7.16 9.93 12.68 10.87 15.45 23.23
λ3,1:T 14.58 20.54 32.43 10.63 16.32 30.68
λ4,1:T 22.34 32.43 47.92 21.11 33.15 51.18
ÎACTMAX 108.26 1956.69
T̂NVMAX 405.98 2993.74
R̂TNVMAX 1 7.37
ÎACTMEAN 24.38 217.80
T̂NVMEAN 91.42 333.23
R̂TNVMEAN 1 3.65
Time 3.75 1.53
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S7 The list of industry portfolios
Table S6: The list of industry portfolios
Stocks
1 Coal
2 Health Care and Equipment
3 Retail
4 Tobacco
5 Steel Works
6 Food Products
7 Recreation
8 Printing and Publishing
9 Consumer Goods
10 Apparel
11 Chemicals
12 Textiles
13 Fabricated Products
14 Electrical Equipment
15 Automobiles and Trucks
16 Aircraft, ships, and Railroad Equipment
17 Industrial Mining
18 Petroleum and Natural Gas
19 Utilities
20 Telecommunication
21 Personal and Business Services
22 Business Equipment
23 Transportation
24 Wholesale
25 Restaurants, Hotels, and Motels
26 Banking, Insurance, Real Estate
S8 Ergodicity of the Efficient PMMH + PG sam-
pler
This section discusses the ergodicity of the Efficient PMMH + PG sampler under
conditions that hold for our applications. Define,
wθ1(x1) :=
gθ1(y1|x1)f θ1 (x1)
mθ1(x1)
and wθt (xt, xt−1) :=
gθt (yt|xt)f θt (xt|xt−1)
mθt (xt|xt−1)
for t ≥ 2,
and assume that,
Assumption S1. (i) 0 < wθ1(x1) < ∞ and 0 < wθt (xt, xt−1) < ∞ for t ≥ 2, for
all θ ∈ Θ and xt, xt−1 ∈ X .
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(ii) For i = 1, . . . , p1, 0 < qi(θi|v1:Nx,1:T , vA,1:T−1, θ−i, θ∗i ) <∞ for all (θi, θ−i), (θ∗i , θ−i) ∈
Θ, and for all v1:Nx,1:T , vA,1:T−1.
(iii) For i = p1 + 1, . . . , p, 0 < qi(θi|x1:T , j1:T , θ−i, θ∗i ) <∞ for all (θi, θ−i), (θ∗i , θi) ∈
Θ, and for all x1:T ∈ X 1:T and j1:T ∈ {1, . . . , N}T .
Proposition S1 shows that the Efficient PMMH + PG sampler converges to π˜N
in total variation norm if Assumption S1 holds and obtains a consistency result for
functions of θ. We note that we can relax the assumptions necessary for the proposi-
tion to hold at the cost of a more complicated proof (see, for example, Andrieu et al.,
2010, Theorems 4 and 5). However, the conditions of Assumption S1 hold for most
applications, and in particular for the applications in our article.
Proposition S1. Suppose that Assumptions 1, 2 and S1 hold.
(i) The Efficient PMMH + PG sampler (Algorithm 1) converges to the target
distribution π˜N (Eq. (7)) in total variation norm.
(ii) Suppose that ψ(θ) is a scalar function of θ ∈ Θ such that Eπ(|ψ|) <∞. Then
Êπ(ψ) :=
1
M
M∑
i=1
ψ(θ[i])→ Eπ(ψ)
almost surely (π), where θ[i] are the iterates of θ of Algorithm 1.
Proof. Proof of Part (i). Without loss of generality we take p1 = 1 and p = 2.
We can then consider the transition kernel P of Algorithm 1 as a composition
of four kernels, corresponding to Parts 1 to 4 of Algorithm 1. The first kernel is
P1(θ1; dθ
∗
1|v1:Nx,1:T , vA,T−1, θ2). The second kernel is P2(j1:T |v1:Nx,1:T , vA,T−1, θ). The third
kernel is P3(θ2; dθ
∗
2|x1:T , j1:T , θ1). The fourth kernel is P4(dv1:Nx,1:T , vA,1:T−1|xj1:T1:T , j1:T , θ).
Let K1, . . . , K4 be the correspond substochastic kernels. Then, K2 = P2 and K4 =
P4. We will show all four substochastic kernels are positive under Assumption S1.
It then follows that P = P4P3P2P1 is Harris recurrent, irreducible and aperiodic.
Hence Algorithm 1 converges to π˜N in total variation norm by Theorem 1 of Tierney
(1994). It is clear from Corollary 2 that K2 is positive as the weights w
i
t are positive
and bounded by assumption. It is also clear that K4 is positive because in the con-
strained conditional Monte Carlo algorithm (Algorithm 2) the normalized weights
are positive and bounded. We now consider K1, where
K1 = α
(
θi, θ
∗
i |V 1:Nx,1:T , VA,1:T−1, θ−i
)× q1 (θ∗1|V 1:Nx,1:T , VA,1:T−1, θ−i, θi)
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with α
(
θi, θ
∗
i |V 1:Nx,1:T , VA,1:T−1, θ−i
)
is given by Eq. (11). It is evident from Assump-
tion S1 that K1 is positive. Finally, we consider K3, where
K3 = α
(
θ2, θ
∗
2|xj1:T1:T , j1:T , θ1
)
q(θ2; dθ
∗
2|x,1:T j1:T , θ1)
with α
(
θ2, θ
∗
2|xj1:T1:T , j1:T , θ1
)
given by Eq. (12). It is clear from Lemma 1 and Assump-
tion S1 that K3 is positive. Finally, we note that P is also Harris recurrent from the
above and Theorem 12 of Roberts and Rosenthal (2006).
Part (ii) follows from Theorem 3 of Tierney (1994).
S8.1 Ergodicity of the Efficient PMMH + PG sampler for
the factor SV model
We first note that by construction Sampling Scheme S1 in Section S3 has the sta-
tionary distribution Eq. (S5). The transition kernel of Sampling Scheme S1 is a
composite of the transition kernels discussed in the proof of Proposition S1 together
with the transition kernel for β and f1:T . The proof of Proposition S1 shows that
the transition kernels involved in Algorithm 3 are positive and it is clear that the
transition kernels for β and f1:T are also positive. Therefore, Sampling Scheme S1 is
ergodic and all the results in Proposition S1 hold. The results in Proposition S2 for
random scan and mixture versions of the basic factor SV model.
S9 Central Limit theorem for Algorithm 1
Let P1, . . . , Pp+2 be the p+2 transition kernels in Algorithm 1 and let P
rand scan and
Pmixture be random scan and mixture versions of Algorithm 1. That is, P rand scan is
obtained by the composition of a random permutation of P1, . . . , Pp+2, and P
mixture
is the mixture
(
P1 + · · ·+ Pp+2
)
/(p+ 2). We then have
Proposition S2. Suppose that Assumption S1 holds. Then the following results hold
for the P rand scan and Pmixture based MCMC algorithms
(i) The mixture MCMC and random scan algorithms converge to the target distri-
bution π˜N (Eq. (7)) in total variation norm.
(ii) Let ψ(θ) be a scalar function of θ ∈ Θ such that Eπ(|ψ|) <∞. Then, for both
algorithms,
Êπ(ψ) :=
1
M
M∑
i=1
ψ(θ[i])→ Eπ(ψ)
S16
almost sure (π), where θ[i] are the iterates of θ Algorithm 1.
(iii) For both the P rand scan and Pmixture based algorithms, let Γψj = Cov(ψ(θ
[i]), ψ(θ[i+j]))
be the jth autocovariance of the ψ(θ[i]) iterates after the sampler has converged.
Suppose that Vπ(ψ) = Γ
ψ
0 <∞ and
IFψ :=
(
Γψ0 + 2
∞∑
j=1
Γψj
)
/Γψ0 <∞.
Then,
√
M
(
Êπ(ψ)−Eπ(ψ)
)
→ N
(
0,Vπ(ψ)IFψ
)
as M →∞.
Proof. Parts (i) and (ii) follow from the proof of Proposition S1. To prove Part (iii)
we note that both P rand scan and Pmixture kernels are reversible. The result now follows
from Theorem 27 of Roberts and Rosenthal (2004).
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