Epileptic seizure activity shows complicated dynamics in both space and time. To understand the evolution and propagation of seizures spatially extended sets of data need to be analysed.
Introduction
Epilepsy is a chronic disorder characterized by heterogeneous and dynamic pathophysiological processes that lead to an altered balance between excitatory and inhibitory influences at cortical level (Engel, 1995) . About 20% of patients with primary generalized epilepsy and up to 60% of patients with focal epilepsy do not respond adequately to antiepileptic drugs and develop pharmacoresistant epilepsy. Some of these patients may benefit from surgical treatment based on the resection of a notional epileptogenic zone; defined as the "minimal area of cortex that must be resected to produce seizure-freedom" (Engel, 1993 , Vitikainen et al., 2013 .
The gold standard for locating the epileptogenic zone is invasive neurophysiological recordings. Electrical activity of the cortex can be measured using macroscopic electrodes placed directly on the surface of the cortex (electrocorticography, ECoG) or using depth electrodes stereotactically placed at specific points within the cerebral cortex. These recordings have high time resolution (of approximately 1-5ms) allowing for the detection of fast neuronal dynamics. Moreover, as the volume of sensitivity of the invasive electrodes is usually approximately 1cm 3 , a comparatively high spatial resolution is possible, if many electrodes are used to sample the cortical activity (Asano et al., 2005) . For ECoG recordings a grid of electrodes is used to cover a cortical area of clinical importance. This methodology allows for a sampling of cortical seizure activity, disclosing the spatiotemporal dynamics and facilitating the detection of rapid neuronal dynamics; including the generation, spread and termination of electrographic seizure activity.
Quantitative analysis of the temporal aspect of cortical activity was introduced by Wilson and Cowan, where population activity of neurons -following Hodgkin-Huxley dynamics -was summarised using methods from statistical physics Cowan, 1972, 1973) . The neural mass models they proposed provided computationally tractable ways of modelling cortical activity over time, especially in the form later introduced by Jansen and Rit (Jansen and Rit, 1995) . Neural mass models are nonlinear, allowing many possible routes to seizure activity: seizure initiation has been modelled using nonlinear phenomena such as bifurcations (Breakspear et al., 2006 , Grimbert and Faugeras, 2006 , Blenkinsop et al., 2012 , NevadoHolgado et al., 2012 , Jirsa et al., 2014 or multistability (Lopes da Silva et al., 2003 , Benjamin et al., 2012 . Variation in the parameters of neural mass models has also been used to model seizure activity and inferences about these changes can be made using Bayesian statistics;
including stochastic filtering or genetic algorithms (Wendling et al., 2005 , Schiff and Sauer, 2008 , Ullah and Schiff, 2010 , Blenkinsop et al., 2012 , Nevado-Holgado et al., 2012 , Freestone et al., 2014 .
The neural mass formulation models the entire population activity as a lumped mass without taking into account any spatial spread. Although neural mass models have been used extensively to study the temporal dynamics of seizures, their inherent assumptions preclude an in depth analysis of spatiotemporal dynamics. Other neuronal models, such as neural field models, have explicitly included the spatial aspects of neuronal activity. However the comparatively high computational complexity of these models makes inference under such models very difficult.
Neural field models have been studied since the seminal work of Wilson and Cowan, and Amari to name a few Cowan, 1973, Amari, 1977) . The mathematical foundations of such fields have been thoroughly investigated by Amari (Amari, 1977) . These models have been used to investigate several different types of physiological and pathological brain activity (Jirsa and Haken, 1996 , Golomb and Amitai, 1997 , Jirsa and Kelso, 2000 , Rennie et al., 2000 , Liley et al., 2002 , Robinson et al., 2002 , Rowe et al., 2004 , Coombes, 2005 , Robinson, 2006 , Coombes et al., 2007 , Deco et al., 2008 . The neural mass model is replaced by an integro-differential equation. These models include the effect of spatial signal transfer on cortical activity and have been modified to improve tractability of model inversion (Schiff and Sauer, 2008 , Pinotsis et al., 2012 , Moran et al., 2013 ).
The neural fields described above model spatial dynamics of cerebral activity due to direct connectivity among neurons at different positions on the cortex. These connections are usually considered to be constant over the timescale of a single seizure, but several studies have suggested that during seizures there are changes in intra-and extracellular factors such as electrolytes, metabolites and neurotransmitters. Mediated through the local interaction between glial and neuronal cells many of these factors will change the intrinsic dynamics of the cortex (Ullah et al., 2009 , Frohlich et al., 2010 , Wei et al., 2014a .
We argue in this note that a simplified spatiotemporal field can model the temporal and spatial behaviour of seizure activity. To contain the model's complexity and allow inference on our model, we decouple fast temporal activity from slower spatiotemporal fluctuations. This adiabatic assumption respects the biology based on the diffusion or transport of extracellular or intracellular factors as described above -and their interaction with synaptic connectivity of cortical neurons, which is assumed to produce fast temporal activity. The slowly varying field will be a representation of the mixture of the slowly varying changes that affect neuronal activity, such as extracellular electrolytes, metabolites and O 2 concentration. Thus the model studied here differs from the classical neural fields -the spatial dynamics will be caused by slow changes in extra/intracellular factors during seizures. In effect, this paper introduces a novel application of dynamic causal modelling based upon a hierarchical DCM, with first level (fast) spectral activity and second level (slow) spatial dynamics. Crucially, this hierarchical model enables (slow) dynamics to generate fluctuations in the parameters generating (fast) neuronal activity.
The model will be formulated within the Dynamic Causal Modelling (DCM) framework.
DCM allows for the inversion fitting of generative models, where inferences can be made about the neuronal architectures that underlie physiological signals (Stephan et al., 2007) .
Within the modelling of fMRI and EEG activity DCM has found wide applicability (David et al., 2008 , Moran et al., 2011a , Moran et al., 2011b , Moran et al., 2011c 
Method
The model used in this study comprises a neural field (where electrographic activity depends not only on time but also location in space, i.e. location in the cortex). A field equation is in general described with a set of partial differential equations that contains derivatives over multiple dimensions (here: time and space), in contrast to the ordinary differential equations of neural mass models that only contain derivatives with respect to time.
These models are usually less amenable to real/complex analysis and are numerically challenging to invert. To construct an invertible generative model, we partition our model into hidden states/parameters that are not explicitly (conditionally) dependent on spatial location and parameters that depend on spatial location. Furthermore, we assume that the temporal fluctuations of the spatially dependent subset will be several orders slower than the temporal dynamics of the hidden states/parameters that are conditionally independent of spatial location. In other words, we will have neural mass models positioned at every point of the cortex, where some of the parameters of the neural mass model will be governed by a partial differential equation that includes spatial dependencies, i.e. a parameter field equation.
Parameters not governed by spatial dynamics will be sampled from a Gaussian distribution.
From a biological point of view, this model could represent the activity created by cortical neurons under the influence of slowly diffusing extracellular factors such as interstitial electrolytes, O 2 concentration and neurotransmitters. These factors have been shown to affect cortical activity during seizures and some are governed by the interaction between glial and neuronal cells (Grafstein, 1956 , Fertziger and Ranck, 1970 , Kager et al., 2000 , Nadkarni and Jung, 2003 . A realistic but computationally expensive model capturing these effects would be to use e.g. a reaction-diffusion equation (Cornell-Bell et al., 1990 , Finkbeiner, 1992 , Loewenstein and Sompolinsky, 2003 . For reasons of numerical efficiency we introduce the simplifying assumption that transport of electrolytes through extracellular medium or through glial cells is via passive diffusion.
The partition of the model described above is akin to an adiabatic elimination of the fast variables that are implicitly dependent on spatial location through the slower variables (Risken and Frank, 1996) . The fast activity is governed by the following linearization of a neural mass model, a canonical microcircuit (CMC) as currently implemented in DCM (Moran et al., 2013 , Bastos et al., 2015 , see Appendix A.
A is the Jacobian of the CMC around its steady point u is a random variable representing the external input to a specific part of the brain.
are the parameters not explicitly governed by spatial dynamics. These would represent biophysical variables governing the activity at a point on the cortex. are the parameters governing the unmodelled extrinsic (afferent) input to a cortical column or neural mass.
is the (hidden) state that represents the average membrane potentials and currents of the different subpopulations of the cortical column
The measured local field potential is approximated by a linear mapping (L) from the hidden state (i.e., depolarisation) of the neuronal populations x:
We model the spatially dependent parameters be governed by a simple diffusion law (or Fick's law, with a diffusion coefficient of k=1)
At this point we appeal to the assumption that the dynamics of the neuronal activity (x) compared to parameters ( are at least several orders of magnitude faster. This allows us to estimate neuronal activity as the steady state activity of Equation 1. We can then write the expected spectrum of the neuronal activity as a function of the parameters . This approach has been adopted in a similar setting (Moran et al., 2011c , Cooray et al., 2015b .
Our model of the spectra measured during discrete time intervals from the local field potentials (estimated over suitable windows, i.e. epochs that retain 95% of the total spectral power of the original data) is given by the following measurement model (Eq. 4) and a partial differential equation (Eq. 5):
In the following equations sampling error is sampled from a Gaussian distribution and is defined as a white noise process (Eq.6). The diffusion equation is infinite dimensional making it difficult to solve analytically and numerically. However, we will approximate the partial differential equation using a finite set of eigenfunctions, , and eigenvalues, , of the partial differential equation. This results in the following simplified set of equations (Sarkka et al., 2012 , Solin, 2012 In the above equation is sampled from a random Gaussian variable. A similar idea has previously been presented in DCM of distributed electromagnetic responses where the cortical activity was parameterised using a set of local standing-waves of neural field models (Daunizeau et al., 2009 ).
The data generated by this model comprised windowed spectral data from the ith row and the j-th column of any electrode array used to measure the electrographic activity sampled at time . We estimate the parameters of our model in each time window using variational
Laplace. The values in the next time window will be predicted using Equation 6, given the previous values. We can estimate an approximate solution to the above stochastic model using a simple form of Bayesian belief updating -as has been previously described (Cooray et al., 2015b) .
Effectively, Equation 6 is an empirical (or hierarchical) Bayesian model that has two levels.
The top (second level) has parameters or coefficients that control the amplitude of spatial basis functions (these are the eigenfunctions of a diffusion process). The generative model for these (second level) parameters is a simple autoregressive process. The first level (neuronal connectivity) parameters are generated at each point in space and time (from Equation 6b) and enter a first level model. The first level model is a standard DCM for cross spectral density (Moran et al., 2011c) , which generates the observable (cross spectral) data at each point in time. The simple form for the second level model means that we can invert the hierarchical model by updating the second level parameters (coefficients) using Bayesian belief updating.
In other words, we can take the first level parameter estimates from any epoch and evaluate a 
Simulations
In this section, we compare the inferences based on simulated ECoG data generated by slowly varying parameters with the actual drifts of these parameters used to generate the spatiotemporal data. We simulated ECoG data with both one and two dimensional spatial dynamics, which are then inverted to compare the inferred spatial dynamics with the true values (ground truth). This is the usual approach to establishing the face validity of the model and its inversion; i.e., does the model fitting properly identify the generative architecture.
One-dimensional domain
Data was simulated where the slowly varying parameter ( ) controlled the gain of excitatory connections in the canonical microcircuit. The spatial dynamics for this first simulation was a given by a 1 dimensional diffusion equation. The diffusion of the parameter was calculated along a line with time dependent boundary conditions: see Appendix B for the equations used in the calculation. The boundary conditions on the line were set to zero at one end and to a Gaussian function of time at the other, i.e. the parameter varied smoothly from zero to one and then back to zero at one end (CF: a simulated source of extracellular fluctuations at a seizure onset zone). We calculated the diffusion of this parameter along the line using the adiabatic separation of variables above. The exact solution of the diffusion can be given by an infinite series of eigenfunctions to the diffusion equation and the particular function to the boundary conditions. As a final simplification -to construct a generative model that permitted inference on the spatial dynamics of -we projected our infinite dimensional solution to a finite dimensional subspace defined by the three principal eigenfunctions of the diffusion equation. We estimated the simulated response at five predetermined points along the line. The simulated data was used to invert the model described above. Figure 1 shows the spatial variation of the simulated data and the estimated parameters of the inverted model.
[ Figure 1 A&B]
The simulated dynamics of was sampled at five points from the origin using "virtual electrodes". The spectral activity of the electrographic activity at each of these electrodes was evaluated (using Equation 1) using sequential 1000 ms time windows. The simulated activity showed time frequency plots that are similar to epileptic activity seen when measured using ECoG strips. Note the delay in the maximal seizure activity as distance from the origin (which represents the seizure onset zone) increased. This was related to the latency of changes in the excitability at each source, mediated by the slow spatiotemporal dynamics, see Figure 2 . '
The quality of estimation of the spatiotemporal dynamics of the one dimensional simulation is reasonable; however, there is a mismatch for electrode position 1 and 2 (explained variation > 0.85). This is due to the eigenfunctions that were used to simplify the problem: they fulfilled Dirichlet boundary conditions, i.e. 0 along the boundaries; an infinite number (or very large number for numerical calculations) would be required to match the simulated spatiotemporal dynamics close to the boundary points. Alternatively, the diffusion equation could be solved using purely numerical techniques such as finite difference or finite element methods. These methods are computationally more intense but can, in principle, model almost any activity near the boundaries (Lui, 2012) .
Two-dimensional domain
The above simulation was restricted to one dimension, which is unrealistic for modelling seizure spread across the human cortex. The previous simulation would most closely resemble the unusual case of the spread of seizure activity across a region of the brain along a plane wavefront. We therefore performed a more realistic simulation of seizure activity spreading over the cortex: the simulated seizure was generated at a point and spread over the neighbouring two dimensional cortical surface. The spread of the seizure was modelled as the diffusion of an excitatory parameter diffusing from a central focus. This simulation generates electrographic activity of the sort seen in real seizures when recorded invasively, specifically focal seizures (Traub et al., 2010) . In this simulation, we assumed a symmetric spread of the seizure, although it is straightforward to extend the simulation to a more realistic nonisotropic spread of seizure activity.
More specifically, we used the two dimensional diffusion equation with rotation invariant eigenfunctions, i.e. first and second order Bessel functions. For inversion, we mapped the dynamics onto a subspace of finite dimension generated by a small set of Bessel functions (7 terms were used in the present simulation), similar to the procedure for the one dimensional simulation, see Appendix B. The resulting (simulated) electrographic seizure activity was measured using a grid comprising 5 by 5 electrodes /placed such that the focus of the seizure activity was outside the grid to the top left. The spread of the excitatory parameter was simulated and used to generate the spectral response measured at the electrodes in the grid;
see Figure 3 . The resulting spectral responses were used to estimate the spatial dynamics of the excitatory parameter as above. The predicted data is shown in figure 4 , which shows an excellent fit to the measured spectral activity (explained variation > 0.99). Furthermore, the inferred fluctuations of the excitatory parameter is nearly identical to the simulated dynamics (explained variation > 0.90), figure 5.
[ Figure Seizure activity estimated using ECoG recordings in humans.
As a final illustration of the method described in this note, we estimated the excitatory gain parameter of the CMC for epileptic seizure activity using recordings from two patients with cortical dysplasia and refractory epilepsy. The ECoG data was collected retrospectively from the database at Clinical Neurophysiology at Great Ormond Street Hospital for Children NHS Foundation Trust Great Ormond Street, London, UK (data set 1) and at Karolinska University Hospital, Stockholm, Sweden (data set 2). Subdural recordings were made from a 32-contact and a 20-contact platinum array (Ad-Tech) placed over the lesion. Recordings were made using Neuroscan and Nervus equipment, sampling at 1 kHz with a bandpass of 0.1-200 Hz, with an average reference. Seizure activity as seen in data set 1 is shown in figure 6 . The seizure starts with low amplitude, high frequency activity that shows some evidence of spread and clear change in amplitude during the seizure. The seizure activity lasts for approximately 25 seconds, after which it abruptly terminates. Seizure activity as seen in data set 2 showed quick spreading between electrodes with duration of approximately 5 seconds. After the seizure, depressed low frequency activity was seen, i.e. post-ictal activity, figure 7. We used two seizures free of artefacts from each data set for modelling the averaged induced spectral activity. The time frequency response over each electrode was calculated using sequential 1000ms windows (which retained 95% of the total spectral power as estimated using a complex Gaussian wavelet).
[ Figure 6 ]
[ Figure 7 ]
The seizure activity in data set 1 showed increased spectral power at around 20 Hz that decreased to about 10 Hz towards the end of the seizure, figure 8. The data were inverted using the generative model described above. The eigenfunction in this case consisted of products of sine functions. This allowed modelling of non-isotropic diffusion and was not constrained to the rotationally symmetric dynamics used for simulating two dimensional dynamics above. The inversion of this model was performed using the same Bayesian belief updating scheme (see Appendix C), where the spatial fluctuations affected the excitatory gain parameter. The model also estimated parameters (without spatiotemporal dynamics) of intrinsic connectivity within the cortical column that were sampled from a white noise process. We allowed this random variation during Bayesian belief updating to accommodate unmodelled changes during the seizure activity.
[ Figure 8 ]
The parameters inferred from these data were used to predict the spectral activity at each electrode. There was a good fit between the data and the predicted activity (explained variation > 0.85), figure 9.
[ Figure 9 ]
Spatial dynamics controlling cortical excitability were inferred from the data, enabling excitatory gain to be estimated at each point within the cortical grid over time. There was an increase in this parameter in the regions to the right of the grid increasing to a maximum towards the end of the seizure and then quickly dissipating during termination of the seizure, figure 10 .
In addition to the change in cortical excitability mediated by the spatiotemporal parameter, we also modelled fluctuations in an intrinsic connectivity parameter (the self-inhibition of superficial pyramidal cells: see Appendix A) at each source or electrode. These intrinsic parameters were allowed to vary randomly during the seizure; mimicking the variation in intrinsic variables expected in the brain -and accommodating unmodelled changes during seizure activity. There was a slight increase in variation of these parameters between the locations of the grid during seizure activity, as can be seen by the increase in variation around 20s.
[ Figure 11 ]
An identical analysis was performed on the seizure recording from data set 2. Seizure activity was seen in several electrodes around 20 s. As seen in the raw data, there was a very fast spread between electrodes: see figure 12. Predicted responses -based on the estimated spatial dynamics of net cortical excitatory gain -showed good fits with the measured data (explained variation > 0.85); see figure 13. The spatial dynamics revealed an increase in excitatory gain during the seizure; however, the regions with increased activity were not confluent as in the previous case, and instead several individual foci were seen; see figure 14. The intrinsic parameters did not show any clear temporal variation during the seizure, though there was a short increase in variation during the termination of the seizure.
[ Figure 
Discussion
This technical note provides a framework for analysing the spatiotemporal dynamics of epileptic seizure activity. We extended an inference scheme previously described for inference about the temporal structure of seizure activity using a field model to incorporate spatial dynamics (Cooray et al., 2015b) . Including spatial processes models the spreading of epileptic seizure activity, which is one of the key physiological processes underlying a focal seizure. A deeper understanding of the spatial spread of focal seizures over the cortex could be used for curtailing the spread of a seizure; limiting its effect on the patient by either surgical or other procedures such as direct or induced electrical currents delivered by e.g.
transcranial magnetic stimulation or deep brain stimulation (Engel, 1993 , Rotenberg et al., 2008 , Rossi et al., 2009 ).
The current framework for the analysis of seizure activity assumes that the temporal dynamics of cortical activity is several orders of magnitude faster than the dynamics of the spatiotemporal parameters controlling activity -and secondly that the spatial dynamics can be estimated using a finite set of eigenfunctions of the underlying partial differential equation.
The second assumption was made for computational expediency. This assumption is only valid for relatively simple spatiotemporal dynamics (partial differential equations with analytical solutions) on simple representations of the cortical surface (such as a plane or spherical surface) (Evans, 2010) . If any of these assumptions are violated, as in the case of realistic geometries obtained using MRI, the forward model would require re-formulation using numerical approximations; e.g., Finite element methods (Lui, 2012) . Moreover, even if the assumptions are valid, the truncation of the analytic series of eigenfunctions might induce discontinuities at the boundaries. We will alleviate these issues by reformulating our scheme under a finite element framework using the approach described in Sengupta and Friston (2016) . Although this will require extensive computational expenditure (in terms of high performance computing), it may be the only way forward; especially for patient specific MRguided resection of the epileptogenic zone (CF, precision medicine). The real value of this work therefore lies in the potential to fit the parameters of spatiotemporal models of generative models to individual patients. This should allow one to understand individual differences that not only guide epileptogenic resections but also predict epilepsy surgery outcomes.
The first assumption that the temporal dynamics of the cortical columns is several orders of magnitude faster than the dynamics of the spatiotemporal parameters has support in experimental epileptology; as the slow spread of extracellular electrolytes, metabolites or oxygen concentration has been shown to affect seizure activity (Grafstein, 1956 , Fertziger and Ranck, 1970 , Madison and Niedermeyer, 1970 , Cornell-Bell et al., 1990 , Finkbeiner, 1992 , Ingram et al., 2014 , Wei et al., 2014b , Ullah et al., 2015 . The homeostasis of these electrolytes and metabolites is partly controlled by the glial system, where mainly astrocytes carefully adjust the concentration of extracellular factors. Several models have been proposed describing the interaction of glial and neuronal cells (Haydon and Carmignoto, 2006) .
Moreover, the capillary blood flow through the cortex may also affect extracellular concentrations of metabolites.
The spatiotemporal dynamics used in this note was a simple diffusion process. More realistic models would require precise models of glial-neural cell interaction, capillary blood flow and inhibitory neural cell dampening (Chander and Chakravarthy, 2012 , Schevon et al., 2012 , Jolivet et al., 2015 . These modifications would require the use of numerical techniques for solving the spatiotemporal dynamics as describe above. This is again something we will consider in future studies.
The generative model presented in this note differs from the neural fields described by Amari,
Wilson and Cowan as neural field models consider the interaction between points of a neural sheet (or a cortical region) due to structural (axonal) connections between neurons. These generative models are governed by integro-differential equations and the spatiotemporal dynamics are not restricted to slow time scales. This allows these neural models to generate a richer spectrum of behaviour than the (adiabatic diffusion) models used in this note. See
Appendix D for more technical details regarding neural field and parameter field models. The cost of neural field models is there computational complexity and the difficulties in inferring parameters from the measured data. The complexity of integro-differential equations neural field models has been reduced partially, enabling them to be used in the DCM framework (Pinotsis et al., 2012) . In this study we did not find it necessary to include integro-differential equations -as we were mainly interested in the slow spread of seizure activity, as opposed to the fast frequencies of seizure activity itself, i.e. our biological model was based on a diffusion model of extracellular factors, with a dynamics that was much slower than that of the cortical columns. A more general formulation of the problem of seizure spread would, however, need to include axonal neuron-to-neuron interaction; resulting in integro-differential equations, whose parameters were themselves governed by diffusion dynamics.
In the numerical examples presented in this note, we used the CMC to represent cortical columns. This has been shown in several studies to give a suitable approximation of the human neocortex -retaining enough complexity to model the flow of information in predictive coding of sensory afferents but simple enough to allow for tractable numerical analysis for inference (Bastos et al., 2015) . The CMC has also been used previously to model seizure activity, which sometimes includes complex multi-modular spectral peaks (Cooray et al., 2015a , Cooray et al., 2015b , Papadopoulou et al., 2015 .
In dynamic causal modelling, it is essential to compare different generative models by comparing their evidence; usually approximated by the variational free energy optimised during model inversion. The total free energy of the filtering scheme can be estimated as the sum of the free energies for each window (Stephan et al., 2010 , Cooray et al., 2015b . This could include generative models with different spatiotemporal dynamics of the spatially varying parameter (i.e. partial differential equations). If both sets of generative models have the same eigenfunction, Bayesian model comparison would proceed using free energy in the usual way. This comparison would, however, require nuancing, if any of the models had a different eigenfunction basis. In this case, the method for inference would need to be modified where a more involved numerical approximation would be required (cf. Sengupta and Friston 2016). In the examples presented above, evaluating model evidence was trivial; as we projected our inference onto an eigenfunction subspace spanned by a small finite number of eigenfunctions. However, the use of standard inversion of partial differential equations will increase the complexity of the inference requiring greater processing power. To achieve simple numerical analysis of this problem, spatiotemporal dynamics with known eigenfunctions are required. The simple geometries like the plane (as used in this study) or spherical regions often have known eigenfunctions (Evans, 2010) , which is why they were utilised here.
The method we described assumed the invasive electrodes to be sampling a cortex modelled as a plane at specific points. This method also requires assumptions about how seizure activity spreads along the surface, which can be evaluated and tested using Bayesian model comparison as described above. By including spatiotemporal dynamics, we can make inferences about the activity of regions outside the arrays of sensors. This would not be possible if we treated each sensor as a node connected in a network. This is of importance in the field of epileptology, as one of the main goals is disclosing the origin of seizures, which might not always be sampled directly by any sensor (Engel, 1993) . Relocating sensors surgically after analysis is often not possible, due to the increased risks for patients being investigated.
Furthermore, the models proposed here also give a unique opportunity to model the effects of different interventions: like virtual patients, they can be used to evaluate the effects of removing a specific node or changing specific connection strengths. Spatiotemporal models can also generate dynamics that are qualitatively different from pure neural mass models suggesting that these models may have the potential to explain mechanistically observed features that are not easily reproduced with pure neural masses, such as spontaneous seizure on-and offset.
In conclusion, we present a straightforward way of extending an established Bayesian belief update or filtering scheme to include the spatial spread of seizure activity. This requires several (plausible) assumptions regarding the behaviour of cortical columns, the geometry of the cortex and a separation of time scales of fast neuronal activity and slower fluctuations in cortical gain. We suggest that these assumptions have some experimental evidence but that the method can be modified if these assumptions are shown to be invalid or too inaccurate in the future. In particular, by comparing different spatiotemporal models (e.g. diffusion versus reaction diffusion models), using their model evidence, the above framework could be used to address important questions about how seizure activity spreads in patients.
Appendix
A Canonical Microcircuit
The cortical columns described in this note were modelled using a neural mass model generating electrographic seizure activity. The canonical cortical microcircuit (CMC) is comprised of four subpopulations of neurons corresponding to superficial and deep pyramidal, excitatory, and inhibitory cells (Moran et al., 2013 , Bastos et al., 2015 . These cell populations are connected using ten inhibitory and excitatory connections. Afferent connections drove the excitatory granular cells and efferent connections derive from the superficial pyramidal cells.
[ Figure A1 ]
The equations governing the neural mass were given by, is the parameter with spatiotemporal dynamics described in this note. Parameter was sampled from a Gaussian distribution during the Bayesian filtering process as describe above. All other parameters were kept constant during the inversion. These constant values are given in table 1.
[ Table 1 
C Bayesian belief updating
The following equations give the Bayesian belief updating of the parameters as data is inverted sequentially across the windowed data, , see Cooray for more details (Cooray et al., 2016) . The priors of the n eigenfunction coefficients of parameter in each window is given by the following: Using variational bayes this prior probability distribution is updated with the data of window i+1. The self-inhibition of the superficial pyramidal cells, (Eq. A3), is also estimated in each window though the prior of this parameter is sampled from a constant normal distribution, i.e. priors are not updated. Note that the spatial variation of the neural field in the case of C1 is due to the time independent variable w. As this term is convolved over space with the firing rate it is not possible to separate the spatial and the temporal dynamics. In the case of C2 though it is possible to have only a slowly diffusing parameter (diffusion rate dependent on , second row) which interacts as though it is a constant with the dynamics of the faster neural mass (rate dependent on k, first row). . Note that there is a significant error along the abscissa, which is explained by the fact that the three eigenfunctions used for inference were zero along the abscissa. However, increasing the number of eigenfunctions from three would reduce the total error between the estimated and actual drift. . Note that there is a good overall fit of the estimated fluctuations to the true (simulated) fluctuations (explained variation > 0.95). There is oscillatory activity in the estimated fluctuations to the left of the graph, which reduces the fit; however, by including more eigenfunctions (7 were used in the present inversion) on which the inference is estimated it is possible to reduce the total error between estimation and the actual drift. Figure 6 . Seizure activity recorded in data set 1 an ECoG grid. The seizure starts with low amplitude high frequency activity that spreads over several electrodes, increases in amplitude and decreases in frequency. The seizure terminates relatively fast and is followed by a short post-ictal period. Figure 7 . Seizure activity recorded in data set 2 using an ECoG grid. The seizure starts with low amplitude. High frequency activity and spreads very quickly over the electrode grid. Seizure activity increases in amplitude and decreases in frequency. The seizure terminates relatively fast and is followed by a short post-ictal period. Figure 8 . Time frequency plots of seizure activity (data set 1) over grid electrodes. The seizure activity showed increased spectral power at around 20 Hz which decreased to about 10 Hz toward the end of the seizure Figure 9 . The estimated parameters were used to estimate the spectral activity (data set 1) at each electrode. There was a good fit between the data and the predicted activity (explained variation > 0.85). Figure 10 . Spatiotemporal dynamics of net excitatory gain shown in the region of the cortical grid (data set 1). "Snapshots" are shown each 2.5 seconds. Note that there was an increase in excitatory gain towards the end of the seizure (a) with a quick dissipation during termination of the seizure (b). Figure 11 . The spatial variation in intrinsic connectivity (data set 1) was governed by parameter (which itself was governed by spatial and temporal dynamics i.e., a partial differential equation) and parameter that was sampled repeatedly for each time window for each sensor position from a Gaussian distribution. The 32 samples (from the 32 electrodes) of for each time window is plotted over time where the mean is plotted in red and the two standard deviation interval with blue. These estimates suggest an increase in the variability of intrinsic connectivity over cortical locations, during the seizure indicating presence of unmodelled processes. Figure 12 . Time frequency plots of seizure activity (data set 2) over grid electrodes. The seizure activity showed increased spectral power at around 20 s with broadband activity over several electrodes in the grid. Immediately after the seizure, there was an attenuation of electrical activity that can be easily identified in the time frequency plots around 30s. Four electrodes were corrupted with artefactual noise for analysis and have been left out blank. Figure 13 . The estimated parameters were used to predict the spectral activity (data set 2) at each electrode. There was a good fit between the data and the predicted activity (explained variation > 0.85). Figure 14 . Spatiotemporal dynamics of excitatory gain shown in the region of the cortical grid (data set 2). "Snapshots" are shown each 2.5 seconds. Note that there was an increase in excitatory gain towards the end of the seizure (a) with a rapid dissipation at the termination of the seizure (b). Figure 15 . The spatial variation in intrinsic connectivity (cortical excitability, data set 2) was governed by parameter (which itself was governed by spatial and temporal dynamics, partial differential equation) and parameters that were sampled repeatedly for each time window -for each sensor position -from a Gaussian distribution. The 16 samples (from the 16 electrodes) of for each time window is plotted over time where the mean is plotted in red and the two standard deviation interval with blue. These results show an increase in the variation over electrodes during the termination of the seizure indicating presence of unmodelled processes. (Cooray et al., 2015b) .
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