We consider control problems governed by semilinear parabolic equations with pointwise state constraints and controls in an L p -space (p < ∞). We construct a correct relaxed problem, prove some relaxation results, and derive necessary optimality conditions. Mathematics Subject Classification. 49K40, 49K20, 49J20.
Introduction
This paper is concerned wih the relaxation of Robin boundary controls for semilinear parabolic equations in the presence of pointwise state constraints. More precisely, we consider the following control problem 
C(Q) with nonempty interior in C(Q), and K V is a measurable multimapping with closed and nonempty values in P (R).
Since neither convexity of G(s, t, y, ·) nor linearity of Ψ(s, t, y, ·) is assumed, the original control problem (P ) need not have solutions. The idea of the relaxation is to make an extension in order to ensure existence of solutions (in a reasonable sense) in a class large than the original one.
The general compactification theory represents a basic tool for relaxation of problems appearing in variational calculus and optimization of systems governed by differential equations. Following Roubíček [19] , we can construct a correct relaxed control problem by considering a convex σ-compactification envelope of the set of classical controls, and by extending the original cost functional and the original state equation. This problem can formally be written as 
where
E is a Hausdorff locally convex space, E * its dual space, i E an imbedding from L p (Σ) into E * , V E,ad is the set of admissible relaxed controls, Y p E (the boundedness closure if i E (L p (Σ)) in the weak-star topology of E * ) is a convex, σ-compact subset of E * , and J and Ψ are regarded as extensions of J and Ψ. (See Sect. 5 for a precise setting of the relaxed control problem.) Different compactifications may be used to define (RP E ), and depend on the choice of E. This choice is related to the properties of G, Ψ, and V ad , and can yield abstract problems which are not easy to interpret. As noticed by Roubíček [19] : "the general dilemma is typically between a finer convex compactification (which contains more information, enables to treat more problems, but has a loss concrete interpretation), and a coarse convex compactification (which works just conversely)".
Historically, the first relaxation method for variational calculus and optimal control problems is based on Young measures [25] . In [23] , the relaxation of nonconvex problems in optimal control theory when the controls take value in a compact set K ⊂ R is developed (see also [2, 3, 5, 10, 11, 15] ). The Young measures are weakly measurable mappings from Σ to the set of all probability Radon measures on K. They are obtained by setting
The main drawback of the L p -Young measures constructed in this way is that concentration effects appearing in some nonlinear problems may be neglected, because the test functions which intervene in the definition of E 2 have growth strictly less than p. (For the definition of concentration, see Sect. 9.) In their pioneering work [7] , Diperna and Majda constructed a generalization of the L p -Young measures to handle both oscillations and concentration effects. Other ways of manipulating concentrations have been proposed. We refer the reader to [14] and [8] .
To simplify the writing, the "generalized Young measure" we consider here are constructed by setting E = Ca
is the space of all Carathéodory functions with at most p-growth). The relaxed problem (RP Ca p (Σ) ), denoted for simplicity by (RP ), is exactly defined in Section 5. The following questions will be pursued:
• Well-posedness of the relaxation. In Section 4, we recall the construction of a convex compactification of L p (Σ). This will enable us to define a correct relaxation of (P ) in Section 5.
• Analysis of the relaxed state equation. Section 6 is devoted to the study of the relaxed state equation.
Existence, regularity and uniqueness results are proved.
• Existence and stability of solutions of (RP ), properness of the relaxation. In Section 7, we state some relaxation results. In particular, we analyze the topological properties of the relaxed trajectories (compactness and denseness properties). We prove existence of a solution for the relaxed control problem, and we analyze the relation between (P ) and (RP ). (In particular the so-called properness of the relaxation.) • First-order optimality conditions for (RP ) are stated in the form of a Pontryagin's principle in Section 8.
To prove these results, we use a Lagrangian method based on a geometrical version of the Hahn-Banach theorem.
• In Section 9, we prove that the results stated through the paper are still valid for other choices of E. In particular, nonconcentration of the optimal solution of (RP E ) is proved under some additional assumptions.
Notation and assumption
In all the sequel, C denotes a generic constant, q, p, and γ are positive numbers satisfying q > N 2 + 1, p < ∞, and γ > N + 1. The domain Ω is of class C 2 (the boundary Γ of Ω is an (N − 1)-dimensional manifold of class C 2 such that Ω lies locally on one side of Γ). The operator A is defined by Ay(
). The coefficients a ij belong to C 1 (Ω) and satisfy the conditions:
for every ξ ∈ R N and every x ∈ Ω, with m o > 0. The conormal derivative of y with respect to A is defined by
where n = (n 1 , · · · , n N ) is the unit normal to Γ outward Ω. We denote by Q the cylinder Ω×]0, T [ and by Σ the lateral surface Γ×]0, T [. We set 
, and η is a nondecreasing function from R + into R + . A2 -Ψ is a Carathéodory function from Σ × R 2 into R. For almost every (s, t) ∈ Σ and all w ∈ R, Ψ(s, t, ·, w) is of class C 1 , and
C is a positive constant, and is an increasing continuous function from
and
A4 -G is a Carathéodory function from Σ × R 2 into R. For almost all (s, t) ∈ Σ and all w ∈ R, G(s, t, ·, w) is of class C 1 , and
where G 1 ∈ L 1 (Σ), and is as in A2. A5 -L is a Carathéodory function from Ω × R into R. For almost all x ∈ Ω, L(x, ·) is of class C 1 , and
A7 -
The infimum of (P ) is finite (there exists at least one admissible pair (y, v)).
State equation
We begin this section by recalling some results concerning linear equations. Let 
, and consider the following equation:
is a weak solution of (3.1) if, and only if, ay ∈ L 1 (Q), by ∈ L 1 (Σ), and
where 
ε). Moreover, if w is Hölder continuous on Ω 0 , then y is Hölder continuous on Q.
Now, we recall some existence, uniqueness and regularity results concerning the (original) state equation (1.1).
is a weak solution of (1.1) if, and only if,
, and 
Convex compactifications of L p (Σ)
In this section, we recall the construction of a natural convex σ-compact envelope of L p (Σ) due to Roubíček (for more details, see Chap. 3 in [19] ). Denote by Ca p (Σ) the linear space of all Carathéodory functions
(·, w) is measurable and h(s, t, ·) is continuous) with at most p-growth
Let (Ca p (Σ)) * be the dual space of Ca p (Σ) and consider the imbedding i :
where ·, · * ,Σ denotes the canonical duality pairing. For r > 0, let B r be the ball of radius r in L p (Σ), and let us set
The set Y p is convex and locally compact. We will address the elements of Y p as generalized Young measures (or relaxed controls). The space Ca p (Σ) can be normed by
This norm satisfies
where χ · h stands for (χ ⊗ 1)h. This property implies that the mapping χ −→ χ · h is continuous, and ensures
is well defined.
Correct relaxation of (P )
From definition of the composition •, we can easily see that the control problem (P ) can be (formally) written in the form
Following [19] , we define the relaxed control problem as:
where the set of admissible relaxed controls V ad ⊂ Y p is defined as the weak * closure of i(V ad ). Due to the special form of the control constraints involved in V ad , the set V ad is convex and locally compact. (See [19] for more details.) The functional J can be rewritten as
The relaxed state equation is to be understood in the following sense:
is a weak solution of (5.1) if, and only if,
, and
Relaxed state equation
In this section, we are interested in existence, uniqueness, and regularity results concerning the relaxed state equation. As in the case of classical Young measures, we prove that the regularity properties for the relaxed trajectories (solutions of the relaxed state equation) are inherited from those of the classical trajectories. In particular, we prove that the relaxed state equation admits a unique continuous solution.
Preliminary results
Let σ be in Y p . Suppose for a moment that equation (5.1) admits a solution y σ ∈ C(Q). It is obvious that y σ |Σ belongs to C(Σ), and from Definition 5.
In the following lemma, we
show that due to the growth condition in A2, for every y ∈ C(Σ), the function (
This result is proved in [19] , Proposition 3.3.6. We rewrite the proof for the convenience of the reader.
) α converges to σ in the weak-star topology of (Ca p (Σ)) * . Thus, due to A2, we have
where C > 0 is independent of α. Then there exist a subnet, still indexed by α, and
On the other hand, we have
The convergence result stated below will be very useful for the analysis of the relaxed state equation (5.1). 
Proof. The proof is split into two steps.
Step 1. To prove (6.1), observe that for all χ ∈ C(Σ), we have
First, let us observe that
It remains to prove that lim α I 2 α = 0. By definition of σ α , there exists a net (v β,α ) β ⊂ B r such that (i(v β,α )) β converges to σ α in the weak-star topology of (Ca p (Σ)) * . Therefore
where C(r) is a positive constant independent of α and β. From (6.3) and (6.4), we deduce that
The conclusion follows from the convergence of (y α ) α to y in C(Σ).
Step 2. With arguments similar to those used in Step 1, and using the estimate relative to Ψ y in A2, we may prove that
The proof is complete. 
Moreover, y 1 − y 2 is Hölder continuous on Q, and satisfies
Proof. The function z = y 1 − y 2 satisfies z(0) = 0, and α ) ) α converge to σ 1 and σ 2 in the weak-star topology of (Ca p (Σ)) * . Let z α be such that z α (0) = 0, and
Due to Proposition 3.3, z α belongs to C ν,ν/2 (Q) (for some 0 < ν < 1) and satisfies
where C is independent of α. Since the imbedding from C ν,ν/2 (Q) into C(Q) is compact, there exist a subnet, and z o ∈ C(Q) such that (z α ) α converges uniformly to z o in Q. Moreover, since (z α ) α is bounded in W (0, T ), it converges to z o in the weak-star topology of W (0, T ). With Lemma 6.2, by passing to the limit in the variational formulation satisfied by z α , we easily see that z o ≡ z. On the other hand, observe that z α also satisfies 
) admits a unique weak solution y σ in W (0, T ) ∩ C(Q). This solution satisfies
||y σ || C(Q) + ||y σ || W (0,T ) ≤ C Ψ • σ γ,Σ + ||y o || C(Ω) + 1 ,
where C ≡ C(T, Ω, N, q, p, γ, C o ), and where Ψ(s, t, w) = Ψ(s, t, 0, w).
Proof. The proof is split into three steps.
Step 1. Existence of a solution. By definition of σ, there exists a bounded net (
) α converges to σ in the weak-star topology of (Ca p (Σ)) * . Let y α be the solution of (1.1) corresponding to v α . Due to Theorem 3.6, there exists 0 < ν < 1 such that (y α ) α is bounded in C ν,ν/2 (Q εT ). Since the imbedding from C ν,ν/2 (Q εT ) into C(Q εT ) is compact, there exist a subnet, still indexed by α, and y ∈ C(Q εT ) such that (y α ) α converges uniformly to y in Q εT , for all ε ∈]0, T [. Moreover, since (y α ) α is bounded in W (0, T ), it converges to y in the weak-star topology of W (0, T ). By passing to the limit in the variational formulation satisfied by y α , we easily see that y ≡ y σ if the following equalities hold:
for all φ ∈ C 1 (Q) such that φ(T ) = 0. It is clear that (6.8) immediately follows from Lemma 6.2 by setting σ α = i(v α ). To prove (6.9), notice that due to A1, for all ε ∈]0, T [, we have 
(6.10)
By passing to the limit in (6.10), we deduce that
and since δ is a arbitrary, we obtain (6.9).
Step 2. Uniqueness of the solution. Let y 1 and y 2 be two weak solutions in W (0, T )∩C(Q) of (5.1) corresponding to σ. From Lemma 6.3, the function z = y 1 − y 2 is the solution of
From Proposition 3.2, we deduce that y 1 ≡ y 2 .
Step 3. The estimate in C(Q). From Lemma 6.3, it is easy to see that the weak solution of (5.1) is also the weak solution of
and Ψ(·, w) = Ψ(·, 0, w). The estimate follows from Proposition 3.2. 
Relaxation results
In this section we set an existence result for the relaxed control problem (RP ) and we study the relation between this problem and the classical problem (P ). We prove that (RP ) is closely related to some classical perturbed problems and that under some stability conditions the infimum of (RP ) and (P ) are identical. Through the sequel, for δ ≥ 0, we set
where d Z (g(y)) = inf φ∈Z ||φ − g(y)|| ∞,Q . We will denote by (RP δ ), the relaxed control problem corresponding to (P δ ).
Continuity results
We start with a result describing the dependence of the relaxed trajectories with respect to the corresponding relaxed controls. This continuity result gives us informations about the topological structure of the set of relaxed trajectories, and is the main tool to establish the existence of solutions for the relaxed control problem. 
. With Lemma 6.2, and compactness results similar to those used in Theorem 6.4, we may prove that (z α ) α converges uniformly on Q to the solution z of
We conclude by observing that z ≡ 0.
Lemma 7.2. Suppose that A4 is satisfied. Let σ α be a net converging to σ in the weak-star topology of Y p r
(r > 0), and let (y α ) α be a bounded net in C(Σ) converging to y uniformly on Σ. Then,
Proof. The proof can be adapted from the one given for Lemma 6.2. Let y α and y σ be the corresponding solutions of (5.1). Then,
Due to Theorem 7.1, the net (y α ) α converges to y σ uniformly on Q. From assumptions on F and L, we deduce that there exists a positive constant C independent of α such that
On the other hand, due to Lemma 7.2, we have
3)
The conclusion follows from (7.1), (7.2) and (7.3).
Existence and stability
Optimization problems involving controls from Lebesgue spaces usually impose control constraints ensuring the set of admissible controls to be bounded in an L ∞ -space. For the problems we consider, the control constraints have more general structure. Boundedness of the set of admissible controls in the L p norm can be handled if a suitable coercivity property is imposed on the problem. More precisely, to prove existence of solutions for (RP δ ), we need the following assumption:
where Proof. The proof is split into three steps.
Step 1. Let us prove that for every M ∈ R, the level set S M defined by σ δ ) ) ≤ δ, by passing to the limit, we obtain d Z (g(y e σ )) = 0. Therefore, σ is admissible for (RP ), and
The proof is complete.
Denseness results. Properness of the relaxation
A natural question is whether a relaxed optimal trajectory can be closely approximated by a trajectory of the original control problem. We answer this question by showing that the set of original trajectories is dense, for an appropriate topology, in the set of relaxed trajectories. This result is very useful in the analysis of the properness of the relaxation. In this section, we mention interesting results on the connection between X = {y v | v ∈ V ad }, the set of standard (or classical) trajectories, and X = {y σ | σ ∈ V ad }, the set of relaxed trajectories. 
The next result links together the set of admissible relaxed trajectories and the set of perturbed admissible classical trajectories. As a consequence, we see that the relaxed control problem (RP ) gives some informations on the limit behavior of the perturbed control problems (P δ ) associated with the initial one. More precisely, we have the following proposition. Corollary 7.6. Suppose that A1-A8 are satisfied. Then,
where cl denotes the closure for the usual topology of C(Q). Moreover, we have
Proof. The Proof of the denseness result is based on Proposition 7.5 and is the same as for Proposition 6.1 in [3] . The stability result follows by using arguments similar in [5] .
Generally, on account of the state constraints, the relaxation is not proper, in the sense that min(RP ) is not equal to inf(P ). However, Theorem 7.4 and Proposition 7.6 yield a necessary and sufficient condition for the properness of the relaxation. Indeed, inf(P ) = inf(RP ) if, and only if, (P ) is weakly stable on the right (i.e. inf(P ) = lim δ 0 inf(P δ )).
Optimality conditions

Adjoint equation
In this section, we recall some existence, uniqueness and regularity results for the adjoint equation.
We consider the following terminal boundary value problem
where µ = µ Q + µ Σ + µ Ω T is a bounded Radon measure on Q \ Ω 0 , µ Q is the restriction of σ to Q, µ Σ is the restriction of σ to Σ and µ ΩT the restriction of σ to Ω × {T }.
is a weak solution of (8.1) if, and only if, aζ ∈ L 1 (Q), bζ ∈ L 1 (Σ), and
for all z ∈ C 1 (Q) satisfying z(0) = 0 on Ω.
We recall an existence theorem for parabolic equations with measures as data proved in [17] .
Differentiability results
Linearity induced by Young measures simplifies the technical aspects related to Taylor expansions with respect to the controls, for the state variable and the cost functional. Since the set of relaxed controls is convex, Lagrangian perturbations are considered. 
. Let y σ and y στ be the solutions of (5.1) corresponding to σ and σ τ . Then, we have
where z is the weak solution of
and where
Step 
Due to A1, with Lebesgue's theorem of dominated convergence, we can prove that (a τ ) τ converges to a in L q (Q). Moreover, by using arguments similar to those of Lemma 6.2, we may prove that
Step 2. Proof of (8.2) . Due to Lemma 6.3, we see that the function z τ = y στ − y σ τ is the solution of:
With arguments similar to those used in the proof of Lemma 6.3, we may prove that ϕ τ is Hölder continuous on Q and satisfies ||ϕ τ || C ν,ν/2 (Q) ≤ C with 0 < ν < 1, where C is a positive constant independent of τ . Moreover, (ϕ τ ) τ is bounded in W (0, T ). Then, there exists a subsequence, still indexed by τ , and ϕ such that (ϕ τ ) τ converges to ϕ for the usual topology of C(Q) and in the weak-star topology of W (0, T ). By taking into account the convergence results stated above, and by passing to the limit when τ tends to zero in variational formula satisfied by ϕ τ , we obtain for all φ ∈ C 1 (Q) such that φ(T ) = 0. Therefore ϕ ≡ 0. We have proved (8.2). Similar arguments give Taylor's expansion relative to the cost functional.
Statement of necessary optimality conditions
For λ ∈ R, y ∈ C(Σ) and p ∈ L γ (Σ), let us define the Hamiltonian function by:
We shall say that (ȳ,σ) is regular, if there exists σ ∈ V ad such that Proof. The proof is split into four steps.
Step (8.10) 
