In this paper we introduce the problem of algorithmic opacity and the challenges it presents to ethical decision-making in criminal intelligence analysis. Machine learning algorithms have played important roles in the decision-making process over the past decades. Intelligence analysts are increasingly being presented with smart black box automation that use machine learning algorithms to find patterns or interesting and unusual occurrences in big data sets. Algorithmic opacity is the lack visibility of computational processes such that humans are not able to inspect its inner workings to ascertain for themselves how the results and conclusions were computed. This is a problem that leads to several ethical issues. In the VALCRI project, we developed an abstraction hierarchy and abstraction decomposition space to identify important functional relationships and system invariants in relation to ethical goals. Such explanatory relationships can be valuable for making algorithmic process transparent during the criminal intelligence analysis process.
INTRODUCTION
Criminal intelligence analysts have to deal with a large volume of often fragmentary pieces of information from which to understand a situation and to solve crime cases. Machine learning has helped by locating and extracting potentially relevant information through advanced data analytics. As many machine-learning techniques have been developed in criminal justice, medicine, finance, and other areas, to help in decision-making the general public demands transparency of the system so that they can ascertain the validity of the conclusions drawn from such black box computation. Algorithmic opacity is a condition where the internal workings of computational methods are hidden from the user. However, internal algorithmic processes are often so complex that it is also difficult for the designer to explain the techniques used to recommend or make decisions. We call this algorithmic decision-making, i.e. the process where we delegate decision making to an algorithm.
One of the widely used criminal risk assessment tools, the Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) system, has been widely used for predicting recidivism risk at court. Recidivism is defined as "the tendency of a convicted criminal to reoffend". This system predicts the defendant's risk of committing a felony within two years of assessment based on the individual's past criminal records, and 137 features concerning the individual. The features used by COMPAS do not include information such as race, ethnicity, or any other aspects of the data which may correlate to race; however, the scores produced appear to favor white defendants over black defendants by under predicting recidivism for white defendants and over predicting for black defendants. In addition, the predictions produced by the system are invariably inaccurate. Lack of transparency and little oversight of the inner workings of a system can erode the rule of law and diminish individual right.
Machine learning algorithms may be referred to as black boxes. From an ethical and justice viewpoint, the black box nature of machine learning algorithms can lead to the problem of automation surprise (Sarter, Woods, & Billings,1997) . It typically refers to an action that is performed by technology where the outcome is unexpected by the users. The COMPAS issue raises some important questions, such as: How can longer sentencing of re-offenders be justified? How can black box automation and lack of transparency be avoided? And how can we be accountable for unethical legal decisions?
We have developed a system -VALCRI (Visual Analytics for Sense-making in Criminal Intelligence Analysis), designed as a next generation criminal intelligence analysis system based on a sense-making technology supported by advanced data processing and analytics software. VALCRI integrates machine-learning techniques for effective analysis of crime data. One of the goals VALCRI is to make the system transparent and visible to inspection in order to avoid the problem of black box automation surprises.
In this paper we use human factors principles to addresss the following issues: (1) How to avoid blackbox automation and lack of transparency; (2) Holding analysts accountable for unethical legal decisions. We hypothesise that human factors principles can be used to make the VALCRI system transparent and open to inspection in order to hold decisionmakers accountable.
VALCRI: A COMPLEX SYSTEM
VALCRI facilitates human reasoning and analytic discourse by being tightly coupled with semi-automated human-mediated semantic knowledge extraction capabilities. VALCRI integrates machine learning to search for semantically similar data across structured and unstructured data in various use cases, such as comparative case analysis, associative search, maps and timeline analysis among others.
VALCRI operates in and exhibits characteristics of complex systems. Complex systems typically demonstrate high numbers of known and hidden interdependencies between components. Outputs from complex systems are often emergent, and is therefore difficult to know exactly which input contributes to an observed output (Ormand 2011) . Complex systems exhibit several defining characteristics, such as feedback, strongly interdependent variables, and extreme sensitivity to initial conditions. VALCRI has many interrelated and inter-dependent components, such as automated knowledge extraction, text analytics, and self-evolving ontologies, based on crime profiles with many emergent outcomes, such as conclusions based on evidence assembled and constructed into explanatory narratives. Sarter, Woods, & Billings (1997) explain that in complex domains, users have to deal with: (i) familiar events; (ii) unfamiliar but anticipated events; and (iii) unfamiliar and unanticipated events (Rasmussen, 1985) . A major challenge for machine learning in VALCRI is dealing with unfamiliar and unanticipated situations.
PROCESSING STAGES IN MACHINE LEARNING ALGORITHMS
One important purpose of machine-learning algorithms is to enable analysis of massive quantities of data and enable humans to develop insights into making decisions and predictions. The data mining process consists of various steps; we will describe these stages briefly in this section. (a) Data Pre-processing is an important initial step. When analyzing data it is necessary to make sure that the inputs are suitable for mining. The vast amount of data received by the police is collected from diverse and external sources. As a result, the initial quality of the data will be incomplete (missing values, lacking certain attributes, lacking features values, containing only aggregate data), noisy (duplication of the data, containing errors, outlier values), and consisting of inconsistent data. Data preparation involves data cleaning, data integration, data transformation, and data reduction. (b) Data Mining is an automated analysis of data, using algorithms to find patterns and relations in data. Data mining is concerned with identifying patterns of characteristics and behavior based on historical data, which is often used for making predictive judgment. Clustering, classification, regression, and association are some of the common techniques used in data mining. Most of these techniques use numerical data for mining. If any data is in categorical form, it needs to be converted into numerical form; this transition impacts accuracy and outcome.
(c) Data Visualization is the process which allows the analyst to read and interpret data easily and quickly. Classic visualization techniques have been effective for small and intermediate size data. However, we face challenge when we apply classic visualization techniques to big data due several data points and dimensions (Tang, Liu, Zhang, & Mei, 2016) . Projecting high-dimensional data into space with fewer dimensions is a challenging issue in data mining and machine learning. It is very important to preserve the intrinsic structure of high-dimensional data (Sacha et al., 2017) .
Although different DR techniques have been developed, the problem of preserving the intrinsic structure of data is not yet fully resolved. Tang, Liu, Zhang, & Mei (2016) highlight some of issues where: (i) performance deteriorates when the dimensionality of the data grows; (ii) sensitivity to different data sets; and (iii) efficiency of the graph visualization step, which significantly declines when the size of the data increases. Moreover, a study conducted by Paudyal et al (2017) suggests that depending on the type of algorithm or the features you choose, the result varies. However, some analysts are not aware of these stages, or the undesirable consequences they may bring. These problems present many ethical issues, such as privacy, accuracy, integrity, and biased outcome.
ALGORITHMIC OPACITY
We define algorithmic opacity as a condition where algorithms lack visibility of computational processes, and where humans are not able to inspect its inner workings to ascertain for themselves how the results and conclusions were computed. Such computational modules are also referred to as "black boxes". Pasquale (2015) describes the black box as a system whose workings are mysterious. We know the input and output, but it is not possible to know how the results were processed and calculated.
The opacity of algorithm makes it difficult to scrutinize. As a consequence, there is a lack of clarity to the public in terms of how a certain decision was made (Diakopoulos, 2014) , and potential incomprehensibility for human reasoning (Danaher, 2016) . A wide range of ethical concerns, such as privacy, fairness, autonomy, bias, accountability, accuracy, discrimination has been discussed in the literature (Centre for Internet and Human Rights, 2015; Gillespie, 2012; O'Neil, 2016; Wagner, 2016; Ziewitz, 2015) . The opacity of the machine learning algorithm inhibits over-sight (Burrell, 2016) of the automation surprises which have come about as a result of the obscured inner workings of the algorithm (Sarter, Woods, & Billings, 1997) . The complexity and opacity of the algorithm make it difficult to understand if the decision made meets ethical requirements. In machine learning algorithms, it is not possible to assess the validity and the manner by which automation recommendations have come about.
The Palantir, Facebook and Cambridge Analytica scandal is a major example which highlights how companies are using people's data in unacceptable ways due to lack of transparency in the process. As Justice Louis Brandeis (cited in Pasquale, 2015) wrote -"sunlight is said to be the best of disinfectants (Brandeis, cited in Pasquale, 2015) ." Likewise, transparency can be seen as a powerful solution for removing the opaqueness of the algorithm system.
Making algorithmic processes transparent is a challenging task. We are bound legally by Article 15 (4) and Recital 63 of the EU's General Data Protection Regulations (Information Commissioner Office, 2017) to respect the rights and freedom of others. Moreover, Burrell (2016) argues that explaining the internal logic of algorithmic workings to experts and non-experts alike is difficult because of the complexity of the computational system.
Moreover, transparency allows special interest groups to act quickly and manipulate the code for dishonest reasons. As a result, algorithmic workings can bring about unfair outcomes to weaker population segments (Zarsky, 2013) .
NEED FOR TRANSPARENCY IN VALCRI
During the design and development of the VALCRI system, the need for transparency was viewed from two aspects: (i) the lack of visibility arising from "black box" automation makes it difficult for end-users to be held accountable and to verify their decisions; and (ii) the need for analysts to show a paper trail leading to a particular conclusion. In addition, transparency in VALCRI is needed to comply with legislation; to build trust and accountability; to identify uncertainty and bias; and to make ethical decisions.
EXPLANATION: A POSSIBLE APPROACH?
Explanation is one approach for making computational processes transparent. Explanation facilitates insight in order to help the user make decisions and take action. Furthermore, analysts will be able to evaluate if the outcome had been reached by rational arguments, and does not conflict with ethical or legal norms. Explanation in machine learning is necessary to achieve trustworthiness, and for an evaluation of the ethical and moral standards of a decision. (Doshi-Velez & Kim, 2017) highlight the need for explanation: to understand why a system is not working as expected; to make sure the system is making sound decision; to provide explanation to make fair decisions. Keil (2006) reports that people require different levels of explanation depending on, among other factors, expertise, level of understanding of particular subject area, or cultural influence.
To make the VALCRI process transparent through explanation we investigated the use of the Abstraction Decomposition Space (ADS) and Abstraction Hierarchy (AH) to identify important functional relationships and system invariants in relation to ethical goals.
HOW TO IMPLEMENT EXPLANATION: ECOLOGICAL INTERFACE DESIGN (EID)
The main purpose of EID is to provide the user with a visual interface display that will allow the user to understand the complex relationship in an easy way. This allows the user to understand the constraints of the work environment, and how the action they take impacts reaching their objectives. The AH is a framework used to document analysis of complex socio-technical systems. According to Lintern (2013) , the abstract dimension consists of an AH that is a diagram constructed through means-ends relations. This method shows how-why relations to each other (Naikar, 2013) ; use of "means-ends" relation in the VALCRI system will enable us to make visible the structural relationships according to different levels of constraints. When looking for a reason for why one decision was made over another, we tend to consider the holistic properties of a system at the higher level of the abstraction. However, the reason for a certain decision could be because of a different process within the system's component. As many components have an influence on certain outcomes, it is difficult to explain a particular property for an outcome. We conducted ADS and AH analysis of VALCRI based around the ML computational processes. The resulting ADS and AH models are presented below: Figure 1 . Explanation of the VALCRI system using abstractiondecomposition space VALCRI The ADS organizes information in a systematic manner to provides a big picture of the system. The VALCRI system can be decomposed into three levels: the VALCRI system, subsystem, and components. At the VALCRI system level, the system is modeled as a single entity. The subsystem and component represents the detailed granularity of the system.
The VALCRI system has five levels of abstraction. While the ADS describe the same system; the concepts at each level are comparatively distinct. Examining a system from a different level gives different conceptual viewpoints. Furthermore, the user will have a different understanding of the system based on their experience.
Figure 2. AH of part of VALCRI system
Explanation of the system from different levels shapes the user's mental model, which in turn influences the user's understanding of the system's limits and boundary constraints. We chose one purpose-related function of VALCRI -"Identify and group crime according to their similarities" -as a use case. Using AH methodology, we gained fine-grained explanation the different steps involved, in order to identify the relationship, and find a way of visualizing those relationships.
Abstraction Hierarchy
The AH for our specific use case is represented graphically in figure 2, and is outlined in the following sections: Functional purpose: This level of abstraction corresponds to the rationale behind the design system. One FP of the VALCRI system can be described as to group crime reports according to their similarities. One of the important tasks during the investigation is to identify and group crime reports according to their similarity. The similarity of the report is based on the concepts or the features chosen. During the analysis process, analysts will receive millions of records and thousands of extracted features from each report. The goal is to identify similarities within the reports. Abstract function: Usually, abstraction represents the criteria that must be respected for a system to achieve its functional purpose. Criteria are fundamental laws, principles, or values, which can serve as a basis for evaluation or judgment. The criteria that must be respected for the VALCRI to achieve "group crime report, according to similarities" includes ensure quality, few errors, effective data analysis, adhere to the ethical and legal values and finally, aid intelligence analyst in further investigation. Analyst can use the criteria at this level to evaluate how well the purpose-related functions are fulfilling its functional purpose. Abstraction functions allow analysts to reason from first principles. First principles are important when dealing with unanticipated situations. In the case of the VALCRI, may apply certain heuristics to ensure they are respecting ethical and social values when collecting, processing data. Purpose-related function: This level represents the function that a system must be capable of supporting so it can satisfy the purpose function. Feature extraction, data preparation, and feature selection, dimensional reductions are some of the function that VALCRI must enable to achieve crime report according to their similarities. Miller and Vicente (cited in Naikar, 2013) argue that the purpose-related level can be viewed as describing the "uses" of the object related functions. Feature extraction points to the uses that selection of features, DR algorithms, and their distance calculation; feature correlation, semantic relation between features etc. serve in the VALCRI. In the VALCRI, purpose related function such as feature extraction; data preparation, and feature selection, dimensional reductions must be managed in a way that attains "crime report according to their similarities" within the bound of system's resources. Object-related function: A system's object-related function serves to archive its purpose-related functions.
In the VALCRI system, textual crime report enables the purposerelated function of feature extraction; in a similar way, the semantic relation between features, calculation, and visualization of feature characteristic, semantic relation between features, transferred to binary vector etc. enables the purpose related function of feature selection. Object-related functions are highly dependent on the properties of the physical objects. Physical object: This level represents the physical objects of the system. In the VALCRI system, the representation includes information about each object. The physical object based on the specific use case is WOC and Similarity Space Selector. A system's physical object affords a system to achieve its purpose-related function. In the VALCRI system, selection of algorithm affordance to k-mean, PCA, MDS for dimensional reduction and visual clustering. These are the objects that analysts can change as a consequence the result received will vary. Reising (2000) , argues that the physical objects represent the properties necessary for classification, identification and configuration for navigation in the system.
DISCUSSION AND CONCLUSION
In this paper we have briefly outline our approach of providing explanation to algorithmic opacity by using AH and ADS. When giving explanation of something we concentrate on the how and why question. The AH and ADS help in answering the how, what and why questions for the algorithmic process. When making decisions that are ethical, it is important to understand the process, potential positive and negative consequences. AH and ADS can be characterized by the How-What-Why triad of questions enabling analysts to think about the consequences. In the VALCRI system, analysts can choose the features, algorithms and number of clusters, how these choices can affect the outcome produced. Often artifacts of data collection and preprocessing can induce undesirable correlations that the algorithms pick up during data mining. Some of the features may be highly correlated with sensitive features such as race, ethnicity and religion etc. These issues are difficult to identify by just looking at the raw data and predictions. When analysts are using any system, analyst tends to consider holistic properties of a system at high level of abstractions (the main function of the VALCRI) in order to make sense of relationships at the lower levels of abstraction. Through this preliminary and exploratory investigation, we outline how ethically important functional relationships and system invariants may be identified.
AH is often used in the context of causal systems where the functional relationships between variables are known a priori before development. Whereas in intelligence analysis systems such as VALCRI, the functional relationships comprise interconnections between fragments of data that explain a situation, can only be constructed post hoc, while one is using VALCRI during an investigation. From this AH and ADS, we identified the relationship between the different stages within the ML process, rather than the investigative analysis process. There are a number of avenues of future work that we wish to explore. We seek to: improve the AH, and ADS representation of the machine learning computational processes; investigate how this approach helps in ethical decision making process; apply the semantic mapping and other representation design principles to devise an EID based on based on the functional relationship we identified to translate the VALCRI's key functional relationships into visual representations for ethical decision making.
