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Abstract
We study inner–outer iteration approach for large eigenproblems using the symmetric
eigenproblem with homogeneous linear constraints as a concrete example. The goal is to
compute the extreme eigenvalues to certain accuracy with minimum total number of inner
iteration steps. We develop two stopping criteria for the inner–outer Lanczos process: variable-
accuracy inner–outer Lanczos process and successive inner–outer Lanczos process, and we
provide analysis to explain the behavior of these two inner–outer processes. We also present
various numerical examples to demonstrate the efficiency and accuracy of these approaches.
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1. Introduction
In many iterative methods for solving the large sparse eigenproblem Ax D x, the
most time-consuming part of each iteration step is the matrix–vector multiplication
Au, and sometimes this product needs to be formed via solving a linear system or a
linear least squares problem when the matrix A is not explicitly available. Examples
include: (1) the spectral shift-and-invert method for subspace iteration and Lanczos
process where one needs to compute .A − I/−1u for a given u at each iteration step
[5,17]; (2) the Jacobi–Davidson algorithm [19]; (3) the Lanczos bidiagonalization
process for the generalized SVD of the matrix pair fA;Bg, where at each iteration
step a linear least squares problem with TAT; BTUT as the coefficient matrix needs to
be solved [22]. One possible approach suggested in the literature is to use a direct
method for computing the required product Au, for example, in the shift-and-invert
case, one computes the LU (LDLT) decomposition of A − I , and then forms the
vector .A − I/−1u by solving triangular linear systems [5,17]. When the dimen-
sion of the problem becomes large, speed and storage constraints force one to resort
to iterative methods for the computation of the product. This results in an inner–outer
iteration process where at each outer iteration step the matrix–vector multiplication
is accomplished by an inner iteration. Investigating the effects of the accuracy of
these inner iterations on the overall accuracy of the computed eigenpairs is the major
theme of this paper.
The concept and technique of inner–outer iteration have been discussed in the
literature mainly for the case of solving linear systems [4,6,7,9]. Only recently has its
application to the eigenvalue problems drawn considerable interests [1,11,12]. Sim-
ilar inner–outer iteration processes in the form of inexact Newton’s method has also
been applied to solving nonlinear systems [3]. A very important observation is that
different iterative processes for eigenproblems exhibit very different behavior with
respect to the distribution of the accuracy of the inner iterations. For example, in the
Lanczos process, in order to obtain good accuracy for the computed eigenpairs, one
needs to start with accurate inner iterations but is allowed to relax the accuracy as the
outer iteration steps progress. On the other hand, for the power method, for example,
the situation is just the opposite: one can start with very inaccurate inner iterations
and gradually increases the accuracy and is still able to obtain high accuracy for the
computed eigenpairs [11]. In this paper, we concentrate on the Lanczos process for
the symmetric eigenproblems and apply it to a concrete problem below. We should
emphasize that the reason for choosing this particular problem is because we need to
provide a concrete environment to discuss various issues associated with inner–outer
iteration. Many of the results and techniques we will present can be applied to other
problems as well, albeit sometimes with considerable modification.
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The problem we will consider is the following optimization problem:
min
CTxD0;x =D0
xTAx
xTx
; (1)
where A 2 Rnn is symmetric and large sparse, and C 2 Rnl with n > l is large
sparse and of full column rank. It is mathematically equivalent to computing the
smallest eigenvalue of the constraint AP D P TAP of matrix A on the null space
N.CT/ of CT, where P is the orthogonal projector ontoN.CT/. In the case when
C is a dense matrix, P is produced by computing the QR decomposition of C.
For the sparse case, if dim.N.CT//  n, P D I − C.CTC/−1CT is a modifica-
tion of the identity matrix by a low rank symmetric matrix. On the other hand,
if dim.N.CT//  n, then P itself is of low rank and AP is of small dimension.
Therefore in these cases, the constrained eigenproblem is readily solved.
In this paper, we will discuss the case where the projection Pu has to be com-
puted iteratively. In Section 2, a framework based on inner–outer Lanczos process
is presented for solving (1). Section 3 provides some perturbation bounds on the
largest/smallest eigenvalues and corresponding eigenvectors of a symmetric matrix.
The perturbation bounds will be used to explain the behavior of inner–outer Lanczos
methods. The next two sections deal with the problem of how to reduce the total
number of inner iteration steps. We propose two stopping criteria for the Lanczos
inner–outer process: variable-accuracy inner–outer Lanczos process and successive
inner–outer Lanczos process. We also give analysis of these two variations, based
on some peculiar properties of symmetric tridiagonal matrices resulted from a Lanc-
zos process. Section 6 concludes the paper by pointing out possible areas of future
research.
Notation. Since we use subscripts of vectors to denote iteration steps, we will use
u.k/ to denote the kth component of a vector u. We also use MATLAB notation
heavily in the paper: u(s:t) denotes the sth to tth components of u. A’ denotes the
transpose of A. We also use several MATLAB functions such as rand, qr, diag
for constructing testing matrices.
2. Lanczos process with inner–outer iterations
The simple symmetric Lanczos process is summarized in the following [8, Section
9].
Algorithm (SIMPLE LANCZOS).
1. Initialization. Choose v1 and set 1 D kv1k2 and q0 D 0.
2. For k D 0; 1; 2; : : : ; until convergence
2.1 qj D vj =j
2.2 uj D Bqj − jqj−1
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2.3 j D uTj qj
2.4 vjC1 D uj − j qj
2.5 jC1 D kvjC1k2
In matrix–vector form, one Lanczos step can be written as
Bqj D jqj−1 C j qj C jC1qjC1; (2)
and the first j steps of Lanczos process take the form
BQj D QjTj C jC1qjC1eTj ;
where Qj D Tq1; : : : ; qj U and Tj is a symmetric tridiagonal matrix with diagonal
1; : : : ; j and subdiagonal 2; : : : ; j . In our case we will use B D AP D PAP ,
where P is the projector defined in Section 1. However, notice that AP needs not
be explicitly formed. Recall that a solution x to Problem (1) should be a nonzero
vector inN.CT/, i.e., Px D x =D 0. Therefore it is reasonable to choose the initial
vector v1 in the Lanczos process to be also inN.CT/: v1 D Pv. Then we have the
following result which is straightforward to prove.
Proposition 2.1. Let B D PAP . If we start SIMPLE LANCZOS with v1 2N.CT/,
then qj 2N.CT/ for all j.
It follows from the above proposition that
jC1qjC1 D PAqj − j qj − jqj−1: (3)
Equivalently, we can also write
jC1qjC1 D P.Aqj − jqj−1/ − j qj
or
jC1qjC1 D P.Aqj − j qj − jqj−1/:
Therefore, at each Lanczos step, we need to compute the orthogonal projection of
a vector, say b, ontoN.CT/, i.e.,
p D Pb D b − CCCb D b − Cy;
where y D CCb solves the following least squares problem:
min
y2Rl
kCy − bk2: (4)
Therefore p can be computed by first computing the solution y to the least squares
problem (4), and then computing p D b − Cy.
In what follows, we will use an iterative method such as LSQR to solve the least
squares problem, and then use the solution to compute an approximation of the pro-
jection [14,18]. For iterative method such as LSQR, the accuracy of an approximate
solution is in general dependent on the number of iterative steps applied, and as
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we will see later we do not need to iterate to get the approximate solution to full
accuracy.
Now we have two kinds of iterative processes interacting with each other. One is
the Lanczos iteration which we will call the outer iteration, and the other the iteration
to compute an approximate pj to P.Aqj / at each outer Lanczos step which we will
call the inner iteration. With this inner–outer iteration scheme, Step 2.2 in the Simple
Lanczos Algorithm is replaced by
uj D pj − jqj−1
and the starting vector v1 is an approximation of Pv.
The cost of performing a Lanczos step is determined by the cost of solving the
least squares problem, and it can be measured by the number of iterations used to
compute the approximation pj of Aqj . So, a good measure of total amount of work
needed to solve the original constrained eigenproblem to some accuracy is then the
total number of inner iteration steps. Obviously, the number of inner iteration steps
depends on the tolerance used to obtained the approximate at each outer iteration
step and it can be chosen to vary as the outer iteration steps progress.
3. Perturbation bounds on extreme eigenpairs
In this section, we are interested in exploring the possibilities that the eigenpairs
of a symmetric matrix can undergo small changes even if the perturbation matrix
does not have a small norm. We first illustrate this using the following example.
Example 1. We construct A as A D Q diag.D/QT, where
D = [5 4 3 2 1 -30];
and Q is a random orthogonal matrix. The tridiagonal matrix T is generated as
T = hess(A),
where hess is the MATLAB function of that computes the Hessenberg form of A.
Here A is symmetric and tridiagonal because A is symmetric. Then we construct two
tridiagonal matrices T1 and T2 which are the same as T except
T1.6; 6/ D T .6; 6/ C 1:0; T2.1; 1/ D T .1; 1/ C 1:0:
Both the perturbation matrices E1 D e6eT6 and E2 D e1eT1 are not small: kE1k2 DkE2k2 D 1. However we have quite different perturbations on the smallest eigen-
values and corresponding eigenvectors of T1 and T2, respectively, as follows:
j.T / − .T1/j D 5:7554e − 13; ku.T / − u.T1/k D 2:2583e − 08;
j.T / − .T2/j D 1:8876e − 01; ku.T / − u.T2/k D 1:1898e − 02;
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where ./ and u./ are the smallest eigenvalue and corresponding eigenvector with
norm one. So the position where perturbation occurs in a matrix affects the pertur-
bation in the eigenvalues and eigenvectors. Next we present perturbation results that
explain this behavior.
Theorem 3.1. Let U and QU be the eigenspaces corresponding to the smallest eigen-
values  and Q of the symmetric matrices A and QA D A C E, respectively. Then
1. For any u 2 U and Qu 2 QU with kuk2 D kQuk2 D 1,
QuTE Qu 6 Q −  6 uTEu:
2. For any Qu 2 QU with k Quk2 D 1, there exists u 2 U with kuk2 D 1 such that
 6 ku − Quk2 6 

1 C 
2
1 C p2

; (5)
where  satisfies
max
(
0;
kE Quk2 − jQ − j
Qdmax
;
kEuk2 − jQ − j
dmax
)
6  6 min
kE Quk2
Qdmin
;
kEuk2
dmin

with
Qdmin D minfjQ − .A/j j .A/ =D g;
Qdmax D maxfjQ − .A/j j .A/ =D g;
dmin D minfj − . QA/j j . QA/ =D Qg;
dmax D maxfj − . QA/j j . QA/ =D Qg:
Proof.
1. It is easy to see that
 D uTAu D uT QAu − uTEu > Q − uTEu:
So the right inequality holds. The left one can be similarly proved.
2. Write Qu D u C v with u 2 U , v ? U , kuk2 D kvk2 D 1, and without loss of
generality we can assume  > 0 and  > 0. It follows that 2 C 2 D 1. Then
we have
ku − Quk22 D .1 − /2 C 2 D 2.1 − / D
22
1 C  :
The inequalities of (3.5) follow from
0 6
r
2
1 C  − 1 D
2
.1 C /3=2.p1 C  C p2/ 6
2
1 C p2 :
Now we need to derive bounds for . Since Au D u and .QI − A/ Qu D E Qu, we
have
.QI − A/v D .QI − A/. Qu − u/ D E Qu − .Q − /u;
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which gives
jvT.QI − A/vj 6 kE Quk2 and k.QI − A/vk2 > kE Quk2 − jQ − j:
Since
 Qdmin 6 jvT.QI − A/vj 6 k.QI − A/vk2 6  Qdmax;
therefore we obtain
kE Quk2 − jQ − j
Qdmax
6  6 kE Quk2Qdmin
:
Interchanging the roles of A and QA completes the proof. 
Remark. As is pointed by one the referees, a result similar to (3.5) has already
appeared in [15, Section 11.7]. However, (1) the lower bound is proved only for the
case of Rayleigh quotient; (2) bounds on sin  , where  is the angle between u and
Qu, instead of ku − Quk2 D 2 sin.=2/, are proved. A result for the eigenvalues, again
only for the Rayleigh quotient case, was also proved in [15, Section 11.7].
Now we return to Example 1. Let u, u1, and u2 be the eigenvectors of T, T1, and
T2, respectively, corresponding to their smallest eigenvalues. For T1, the upper and
lower bounds of the change on the smallest eigenvalue given by Theorem 3.1 are
uTEu D .u.6//2 D 6:0415e − 13 and QuTE Qu D .u1.6//2 D 5:6956e − 13;
while for T2, the upper and lower bounds are
uTEu D .u.1//2 D 1:9346e − 01 and QuTE Qu D .u2.1//2 D 1:8416e − 01:
This example shows that large perturbation on matrix in the position correspond-
ing to the the small components of eigenvector will change the smallest eigen-
value/eigenvector very little.
Remark. Several other examples of similar matrices are presented in [16]. In gen-
eral, extreme eigenvalues of tridiagonal matrices resulted from Lanczos process will
have decreasing components [13,15]. The small magnitude of the last few com-
ponents of the eigenvectors is the key for the convergence property of Lanczos
process.
Theorem 3.1 also states that we can get good approximation to the extreme
eigenpairs if the size of the elements of the perturbation matrix can match the size
of the components of the eigenvector. To further demonstrate this point, we con-
struct, in the following example, a perturbation matrix E according to the com-
ponents of the smallest eigenvector of a tridiagonal matrix generated by Lanczos
process on a symmetric matrix. The matrix E will not be small while the chang-
es on the smallest eigenpair are negligible compared with the perturbation on
matrix.
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Example 2. We first generate a symmetric matrix A of order N D 100 as
D = diag(1-2*rand(N,1)), [Q,R] = qr(rand(N)), A = Q*D*Q’.
Then we run n D 70 steps of the Lanczos process and obtain a tridiagonal matrix
T70 and compute the smallest eigenvalue of T70 and corresponding eigenvector u
with kuk2 D 1. Now we add a tridiagonal perturbation E to T70 whose diagonal and
subdiagonal components are generated as
diag(E) = ep\-si\-lon*(rand(n,1)./u);
sub\-di\-ag(E) = ep\-si\-lon*(rand(n,1)./u(1:n - 1));
with epsilon D 10−15. E has norm kEk2 D 3:1984e − 1. Here “./" denotes
the componentwise division of two vectors. We have for the difference between
the smallest eigenvalues jQ − j D 2:3315e − 15 and for the difference between the
eigenvectors ku − Quk2 D 6:7400e − 14.
Recall that a sequence of nested tridiagonal matrices are used in the Lanczos
method to compute approximations of the extreme eigenvalues of the original sym-
metric matrix. Good approximations can be obtained even if the dimension of the tri-
diagonal matrices are small compared with the dimension of the original matrix. This
motivates us to consider the difference between the eigenvalues/eigenvectors of a
matrix and its submatrices. We will show, in the following corollary, that for this class
of tridiagonal matrices resulted from Lanczos process the eigenvector corresponding
to the smallest eigenvalue of the submatrix of A tend to be a good approximate to the
corresponding section of the eigenvector of A.
Corollary 3.2. Let a symmetric matrix A be partitioned as
A D

A11 A12
A21 A22

; A11 2 Rkk:
Let ..k/; u.k// be the smallest eigenpairs of A11 with ku.k/k2 D 1. Then
1. For any smallest eigenpair .; u/ of A with kuk2 D 1, partition u D TuT1 ; uT2 UT
with u1 2 Rk . Then
0 6 .k/ −  6 kA12u2k2=ku1k2
provided u1 =D 0.
2. There exists a smallest eigenpair .; u/ of A with kuk2 D 1, such that
ku.k/ − u1k2 6 

1 C 
2
1 C p2

;  6 kA12u2k2=.ku1k2d/;
where d D minf −  j  2 .A11/;  > .k/g.
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Proof.
1. Denote
E D −

0 A12
A21 A22 − .k/I

; QA D

A11 0
0 .k/I

; Qu.k/ D

u.k/
0

:
Then ..k/; Qu.k// is the smallest eigenpair of QA D A C E. For any smallest eigen-
pair .; u/ of A with kuk2 D 1 partitioned as u D TuT1 ; uT2 UT, we have
Eu D
 −A12u2
..k/ − /u2

; E Qu D

0
−A21u.k/

:
Applying Theorem 3.1 gives
0 D QuTE Qu 6 .k/ −  6 uTEu
D −uT1A12u2 C ..k/ − /kU2k22
6 ku1k2kA12u2k2 C ..k/ − /ku2k22:
It follows that
0 6 .k/ −  6 ku1k2kA12u2k2=.1 − ku2k22/ D kA12u2k2=ku1k2:
2. The result follows from ku − u.k/k2 6 ku − Quk2,
kEuk22 D kA12u2k22 C ..k/ − /2ku2k22 6 kA12u2k22=ku1k22;
and Theorem 3.1, completing the proof. 
Remark. If A is a tridiagonal matrix,
A D
2
66666664
1 2
2 2
.
.
.
.
.
.
.
.
. n
n n
3
77777775
;
then we have  6 jkC1u.k C 1/j=.ku1k2d/:
4. Variable-accuracy inner–outer Lanczos process
When applying the inner–outer iteration idea to the Lanczos process, one possible
approach is to fix the accuracy of each inner iteration. For example, one can first
choose a tolerance, and then stop each inner iteration when the norm of the residual
of the least squares problem (4) is below the tolerance. However, as we will see, this
strategy does not necessarily result in a small overall number of inner iteration steps.
298 G.H. Golub et al. / Linear Algebra and its Applications 309 (2000) 289–306
In this section, we discuss an approach that gives a possible smaller total number of
inner iteration steps while retaining the accuracy of the computed eigenpairs. The ba-
sic idea is to vary the accuracy of the inner iterations at each outer iteration step, i.e.,
given the tolerance j at the jth Lanczos step, we compute an approximate projector
pj to Pqj as
pj D Aqj − Cyj ;
where the vector yj is an approximate solution to Eq. (4) with b D Aqj satisfying
the following stopping criterion
kCTpjk2
kCk2kpjk2 6 j :
From the point of view of computational complexity, we can pose the following
question:
Given the desired accuracy final in the computed eigenvalues and eigenvectors,
what is the minimum total number ntotal of inner iterations that will achieve
this accuracy? What distribution of the inner accuracy fj g and/or the inner
iteration number fmj g at each outer iteration will achieve this accuracy final
with minimum total inner iteration number ntotal?
We will not be able to completely answer this question in this section. However,
we will devise a particular distribution of the number of inner iterations that can
substantially reduce the total number of inner iterations as compared to that of the
inner–outer Lanczos process with constant accuracy for each outer iteration.
We know that the inexact inner iteration will affect the accuracy of both the
Lanczos vectors and the tridiagonal matrices generated. So the computed tridiagonal
matrix Tj is a perturbated one of the theoretical tridiagonal matrix, say T j , generated
by exact Lanczos iteration:
Tj D T j C Ej :
The perturbation matrix Ej depends on the inner accuracy fj g at each out iteration
step.4 We assume that both the diagonal and subdiagonal sequences of Ej grow
as the inner accuracy sequence fj g. It is often the case, though we can not give
rigorous estimates of the entries of the tridiagonal matrix Ej . We notice that the
larger the tolerance j is, the fewer the number of inner iterations needed that are.
On the other hand, larger tolerance will produce larger entries on Ej . This will not
necessarily lead result in changes on the eigenpairs if Ej matches the components of
the eigenvector x of T j , according to Theorem 3.1. To reduce the total number of
inner iterations, therefore, we should properly choose a sequence fj g which matches
the components of x.
4 As compared with the exact Lanczos process, there are two sources of errors in the inner–outer Lanczos
process: (1) the Krylov subspace generated is inexact; and (2) the tridiagonal matrix generated is an
inexact projection of this inexact Krylov subspace.
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Fig. 1. Convergence history of the variable-accuracy Lanczos process.
We have from Theorem 3.1
Q −  
jX
iD1
Ej.i; i/u.i/
2 C 2
j−1X
iD1
Ej.i; i C 1/u.i/u.i C 1/;
where Ej.s; t/ is the .s; t/ element of Ej . It follows that if Ej.i; i/ D =u.i/2 and
Ej.i; i C 1/ D =.u.i/u.i C 1//, then we have Q −   O.j/. This motivates us to
introduce the tolerance sequence
k./ D =ju.k/j; (6)
where  2 T1; 2U. From the above discussion  D 2 seems to be the best choice, and
therefore will be used in the example below.
Example 3. In this example A and C are constructed as follows:
A = (B+B’)/2, C = rand(n,l), B = 10*rand(n),
where n D 200 and l D 50. The initial vector is taken as a random vector. We start
with  D 10−14 as the accuracy of the constant-accuracy inner–outer Lanczos pro-
cess. We look at the convergence curve of the smallest eigenvalue: after 46 iterations
the curve levels off. The convergence curve is plotted as the solid line in Fig. 1. Then
we used the variable-accuracy scheme with tolerance sequence
k./ D 10−14=ju.45/.k/j2; k D 1 V 45;
where u.45/ is the eigenvector of T45 corresponding to the smallest eigenvalue. The
convergence curve is plotted as the dashdot line.
Unfortunately, the tolerance sequence in (6) is not practical to use since it uses
the eigenvector u which is only available when T is constructed. However, it seems
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Fig. 2. Plot of juj and it approximation uapprox:
that a good order of magnitude approximation of u can be obtained as follows: at
each outer Lanczos step k, we compute the eigenvector u.k/ of Tk and construct the
tolerance sequence
Qk./ D =ju.k/.k/j; (7)
where u.k/.k/ is the last element of u.k/. The accuracy of using Tu.1/.1/; : : : ; u.k/.k/UT
as an approximation of u is justified by Corollary 3.2.
Example 4. The matrix pair fA;Cg is the same as in Example 3. We use  D 10−14
as the accuracy of the constant-accuracy inner–outer Lanczos process. At each out-
er Lanczos step k, we compute the eigenvector u.k/ corresponding to the smallest
eigenvalue of Tk , the tridiagonal matrix generated at step k, with positive u.k/.1/,
k D 1; : : : ; 45. Let u D u.45/, and uapprox be an approximation of u constructed as
uapprox.k/ D sign.u.k//u.k/.k/:
Then it is easy to see that
juapprox.k/ − ju.k/jj D ju.k/.k/ − u.k/j:
In Fig. 2, we plot the vectors juj and uapprox.
However, u.k/.k/ is not available when we start the kth outer Lanczos step. Of
course we can always use u.k−1/.k − 1/ instead. A better choice seems to be the
following: O1 D , and for k > 1
Ok D =.su.k−1/.k − 1//2; (8)
where s is a small constant in .0; 1U. In the following example, we use s D 0:5.
Example 5. The matrix pair fA;Cg is the same as in Example 3. We use  D 10−14
as the accuracy of the constant-accuracy inner–outer Lanczos process, and (8) with
s D 0:5 as the tolerance sequence. Fig. 3 plots the convergence history.
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Fig. 3. Convergence history of the variable-accuracy Lanczos process with Ok .
5. Successive inner–outer Lanczos process
This section is devoted to another version of the inner–outer Lanczos process
with the same goal of reducing the total number of inner iteration steps. We call
this approach the successive inner–outer Lanczos process. Again the performance of
the algorithm depends on the choice of a tolerance sequence. Unlike the situation in
the above section, so far we have not been able to find a theoretically sound basis
for choosing the tolerance sequence. However, using this approach we are able to
reduce the total number of inner iteration steps by one half as compared to that of
the constant-accuracy inner–outer Lanczos process. We will first make several obser-
vations about the constant-accuracy inner–outer Lanczos process, and provide some
explanation as we delve into the discussion which will motivate the introduction of
the successive inner–outer Lanczos process.
The first observation concerns the final accuracy of the computed eigenpair achiev-
able by using the constant-accuracy inner–outer Lanczos process. Empirical evi-
dence shows that the final accuracy is essentially the same as the constant accuracy
used in the inner iterations. To see why this is so, let us recall a result of Greenbaum
[10] which states that the tridiagonal matrix Tj generated at the end of the jth finite
precision Lanczos process satisfying
AQj D QjTj C jqjC1eTj C Fj
with kFjk2 D O.pjkAk2/ is the same as that generated by an exact Lanczos process
but with a different matrix QA. The matrices QA and A are close in the sense that for
any eigenvalue . QA/ of QA, there is an eigenvalue .A/ of A such that
j. QA/ − .A/j 6 kFjk2:
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Fig. 4. Convergence curves for three tolerances 10−6; 10−10, and 10−14.
Now let us again consider the constant-accuracy inner–outer Lanczos process. It can
be shown that
PAP QQj D QQjTj C j QqjC1eTj C QFj
with QFj D O./, where  is the tolerance in the inner iterations. Similarly, the tri-
diagonal matrix Tj can be seen as generated by the exact Lanczos process with a
matrix OA, and the eigenvalues of PAP and OA satisfy
j. OA/ − .PAP/j 6 k QFjk2:
Now let .j/ be the computed eigenvalue which approximates .PAP/, then
j.PAP/ − .j/j 6 j.PAP/ − . OA/j C j. OA/ − .j/j
6 k QFj k2 C j. OA/ − .j/j:
Now j. OA/ − .j/j can be arbitrarily small when j is large enough, therefore the
final accuracy achievable is essentially k QFjk D O./.
The second observation concerns with convergence curves of the computed eigen-
values for the constant-accuracy inner–outer Lanczos process with different inner
iteration accuracy. We observed that when we use two different constant versions
of the inner–outer Lanczos process, say one with tolerance  D 10−6 and the other
with  D 10−10, the two convergence curves generated overlap with each other for
the initial outer Lanczos steps until the curve with  D 10−6 begins to level off. The
curve with  D 10−10 continues to dip and eventually will level off too. Fig. 4 illus-
trates this phenomenon by using three inner accuracy 10−6; 10−10, and 10−14. The
matrix pair fA;Cg is the same as in Example 3. The left plots the relative accuracy
against the outer Lanczos steps while the right plots it against the total number of
inner iteration steps.
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The last observation deals with the superlinear convergence of the the computed
eigenpairs: the convergence seems to be rather slow the first few steps of the outer
Lanczos process before it picks up speed and exhibits superlinear convergence rate.
This means in the constant-accuracy inner–outer Lanczos process, many inner itera-
tion steps will be devoted to the first few outer Lanczos steps while the error of the
computed eigenpairs are not reduced very much. One is tempted to use less inner
accuracy for the first few outer Lanczos steps. However, the examples in Section
4 clearly show that this is not a good idea because it will limit the final accuracy
achievable.
These observations lead us to consider the following strategy: We can imagine
dividing the convergence curve into several segments: (1) start with the constant
version of the inner–outer Lanczos process with a relatively large tolerance, (2) when
the convergence curve begins to level off, stop the iteration and compute a new initial
vector to start the next constant version of the inner–outer Lanczos process with
a smaller tolerance. The process can be repeated until we obtain the desired ac-
curacy. To be more precise, we choose a decreasing tolerance sequence fkg. At
first we only hope to achieve O.1/ accuracy in the computed eigenpair by applying
the constant-accuracy inner–outer Lanczos process with initial vector x.1/. Assume
that after m1 outer Lanczos steps we have done this: 1 is the approximate eigen-
value and Qm1y.1/ the corresponding Ritz vector with y.1/ the eigenvector of Tm1
corresponding to 1. Then we will choose a new initial vector x.2/ and run the con-
stant-accuracy inner–outer Lanczos process with the tolerance 2 to obtain an O.2/
approximate eigenpair, and so on. We call this approach the successive inner–outer
Lanczos process.
How should one choose the initial vector at each inner–outer Lanczos process?
One natural choice for the initial vector at the next inner–outer Lanczos process is
the Ritz vector obtained at the current inner–outer Lanczos process, i.e.,
x.kC1/ D Q.k/mky.k/;
where we assume the kth inner–outer Lanczos process runs for mk steps, Q.k/mk is the
Lanczos vector matrix and y.k/ is the eigenvector of the tridiagonal matrix. Since we
also have q.k/mkC1 available, a better choice seems to be
x.kC1/  x.kC1/.t/ D TQ.k/mk ; q.k/mkC1UT.y.k//T; tUT
for a certain t for which R.x.kC1/.t// D min R.x.kC1/.t//, where R.x/ D xTAx=
xTx. In the following numerical examples, we always use the second choice for the
initial vector at the next inner–outer Lanczos process.
For certain tolerance sequence fkg and the corresponding sequence of outer it-
eration steps fmkg, the total number of inner iteration steps for the successive in-
ner–outer Lanczos process can be substantially reduced, by as much as one half of
that of the constant-accuracy inner–outer Lanczos process. The following example
illustrates this possibility.
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Fig. 5. Convergence history of the successive inner–outer Lanczos process.
Example 6. The matrix pair fA;Cg is the same as in Example 3. The first ini-
tial vector x.1/ is chosen to be rand(n,1). The tolerance sequence fkg and the
corresponding sequence of outer iteration steps fmkg are chosen as follows:
tau_k = 10^(-2), 10^(-6), 10^(-9), 10^(-12)
m_k = 15, 13, 11, 7
After the fourth successive inner–outer iteration, the relative error in the smallest
eigenvalue is 1:0202e − 15. Fig. 5 plots the convergence curve for this particular
choices of fkg and fmkg. In contrast, we also plot the the convergence curve for the
constant-accuracy inner–outer Lanczos process with tolerance 10−14.
Fig. 6. Sensitivity of the accuracy w.r.t. the sequence fmkg.
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The reduction in the total inner iteration steps is very impressive. However, it
seems to be rather difficult to determine the sequences fkg and fmkg. One of the
reasons is that the accuracy achievable of the computed eigenpairs is very sensitive
to the sequence fmkg even if we keep fkg unchanged. For example, let everything
else be the same as in Example 6, and we change m1 from 15 to 14, then the accuracy
achievable is only 1:6049e − 11. The comparison is plotted in Fig. 6.
Finally, we remark that a successive variable-accuracy strategy can be used in
the inner–outer Lanczos iteration to reduce the total number of inner iterations. The
difference is that at each segment, variable-accuracy inner–outer Lanczos is used
instead of a constant-accuracy.
6. Concluding remarks
Designing and analyzing inner–outer iteration type of algorithms for large sparse
eigenproblems is a largely unsolved problem. In this paper, we only touch the tip of
the iceberg, and many issues remain to be resolved. For the variable-accuracy inner–
outer Lanczos process, we seem to understand the underlying process although estab-
lishing some component-wise bounds on the closeness between Ou D Tu.1/.1/; : : : ;
u.j/.j/U and u.1 V j/ in terms of the spectrum of A will be very helpful. For the
successive inner–outer Lanczos process, we raised more questions than we are able
to answer. We certainly need to develop a theory to guide the choice of the tolerance
sequence fkg and fmkg. Also the sensitivity issue alluded to in Example 6 seems to
be related to the choice of the initial vector x.k/. We are exploring using the recently
proposed thick-restart strategy [2,20,21]. Those are the areas that certainly deserve
further investigation.
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