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Abstract
This thesis investigates the dynamics of galaxies around clusters in the quasi-linear regime,
with the ultimate aim of providing cluster mass constraints which can be combined with
weak lensing measurements in order to perform tests of General Relativity. Dark matter
simulations are populated with galaxies using a halo occupation distribution, and used
to develop and test models which describe di↵erent aspects of galaxy dynamics around
clusters. A heuristic analytical model is presented describing the infall profile of galaxies
onto a cluster of given mass, which is shown to fit the simulations remarkably well on quasi-
linear scales. The velocity dispersion of galaxies in the simulations is also examined, and
a model developed which describes how this e↵ect varies as a function of position relative
to the cluster centre. These models of galaxy infall and velocity dispersion are combined
to provide predictions of the cluster-galaxy redshift space correlation function, or cosmic
onion, which show a relatively good agreement with the simulations. The cosmic onion
model is used to obtain cluster mass constraints from redshift space distortions observed
in the simulations, in order to demonstrate the robustness of this method. In this work
the uncertainty on cluster mass was estimated with all other halo parameters fixed, and
was found to be approximately 2% at the 2  confidence level for a halo mass of ⇠ 1013
Msolarh 1. However in practice the accuracy of these constraints depends on how many
free parameters are considered in the halo occupation distribution, as some are degenerate
with the cluster mass. The techniques developed here can be applied to observational
data from the upcoming generation of spectroscopic galaxy surveys, potentially improving
constraints on the dynamic mass of clusters measured from redshift space distortions.
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Chapter 1
Introduction
The concept of an expanding universe is one which is taken for granted in modern cosmol-
ogy, however this is an idea which only recently became widely acknowledged in historical
terms. At the beginning of the last century the prevailing belief was in a static universe,
which existed in a constant state unchanged by the passing of time. The theory was ac-
cepted despite the fact that when the law of gravity was first discovered, Isaac Newton
himself realised that if this was true then a finite universe would collapse in on itself due to
gravitational attraction. When Albert Einstein developed the General Theory of Relativ-
ity in the early 1900s his equations predicted that the universe must be either expanding
or contracting, however an assumption that this was not the case led him to introduce a
constant term into the solution which would cancel out the e↵ect of gravity on large scales,
resulting in a static universe. This so called cosmological constant ⇤ was later described
by Einstein as his “greatest blunder”, when it was discovered by Edwin Hubble in 1929
that the universe appeared to be expanding. Hubble’s observations of Cepheid variable
stars in distant galaxies showed a linear relation between their distance and redshift, in-
dicating that the further away a galaxy was the faster it seemed to be receding. These
measurements provided conclusive evidence that the universe is in a state of continual
expansion, and it was soon realised that the logical consequence of this was that at some
time in the past the entire universe and everything it contains must have existed at a
single point. This idea later came to be known as the Big Bang theory, and provides the
basis for our current understanding of the universe and how it has evolved from the initial
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singularity up to the present day.
The universe contains a large quantity of matter in various di↵erent forms, all of which
exert a gravitational force causing an attractive pull between any objects which have
mass. However small the magnitude of this force is, it should cause the expansion to slow
producing either a perpetually expanding universe which continually decelerates or, in the
case of a high enough matter density, a contraction which eventually results in a big crunch.
The surprising discovery made at the turn of this century that the expansion currently
appears to be accelerating provides arguably the biggest puzzle in modern cosmology,
and has brought the concept of a cosmological constant back to the forefront of scientific
thinking in order to explain these unexpected observations. It has been suggested that
a mysterious fluid known as dark energy, which produces a similar e↵ect to that arising
from ⇤ in the equations of General Relativity, could exist throughout the universe and
come to dominate at late times when the matter density becomes su ciently low. The
idea has also been postulated that some correction needs to be made to General Relativity
itself, e↵ectively altering the e↵ect of gravity on large scales. Obtaining methods by which
to di↵erentiate observationally between these scenarios provides one of the most exciting
challenges in cosmology today, and is the primary motivation behind the work that will
be presented here.
1.1 The evolving universe
Since the groundbreaking discovery that we reside in a universe which is currently in
a state of continual expansion, the attempt to accurately measure and parameterise its
evolution has been at the forefront of modern cosmology. The relation between distance
and recession velocity of galaxies provides evidence of how the expansion rate has evolved
over time, and was initially measured by Hubble (1929) as shown in figure 1.1. The
observed expansion history provides a fundamental measure of both the contents and
geometry of the universe, and also the physical laws which governed its evolution from
the Big Bang up to the present day. This endeavour to study the expansion history using
observations of distant galaxies has allowed cosmologists to gain a greater understanding
of the nature of space and the di↵erent components which contribute to the energy density
in the universe, and also make predictions about its subsequent evolution and ultimate
fate. In this section the parameterisation used to describe an expanding universe within
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Figure 1.1. The first evidence for an expanding Universe (Hubble 1929).
the framework of General Relativity is introduced, and the dependence on both spatial
curvature and the density evolution of its constituents is discussed. This is known as the
Standard Model of Cosmology, and currently provides the most accurate description of how
the universe behaves on large scales. An in depth discussion of the concepts outlined below
can be found in several textbooks and review papers, see for example Weinberg (1972),
Misner et al. (1973), Peebles (1980), Padmanabhan (1993), Peacock (1999), Bartelmann
& Schneider (2001), Ryden (2003) and Schneider (2006).
1.1.1 Framework of General Relativity
The General Theory of Relativity was first published in 1916 by Albert Einstein, and
almost a century later still provides the foundation for our current understanding of the
large scale universe. The theory o↵ered a new and revolutionary perspective on the nature
of gravity, describing it as an e↵ect which arises from the curvature of space and time
around matter. This was eloquently summarised in the words of eminent theoretical
physicist John Wheeler: “Spacetime tells matter how to move; matter tells spacetime how
to curve”. In General Relativity, spacetime is described as a four-dimensional manifold
in which the separation between two events is governed by the metric tensor gµ⌫ , which
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is a dynamic field that can be e↵ected by the presence of mass-energy. Einstein’s field
equations provide the following relation between gµ⌫ and the stress-energy tensor Tµ⌫ of
a given mass:
Rµ⌫   1
2
gµ⌫R+ gµ⌫⇤ =
8⇡G
c4
Tµ⌫ (1.1)
where Rµ⌫ is the Ricci curvature tensor, R is the scalar curvature, ⇤ is the cosmological
constant, G is Newton’s gravitational constant and c is the speed of light in a vacuum.
The indices µ and ⌫ represent the tensor components and range from 0 to 3, denoting the
four basis vectors of time plus three spatial dimensions. The above equation describes how
spacetime is distorted by mass-energy, and the resulting e↵ect on the motion of nearby
particles. Thus the observed deflection of matter and light around massive objects, which
we attribute to a gravitational force, is actually due to particles following the shortest
possible path between two points, a geodesic in curved spacetime.
General Relativity provides a fundamental basis for the Friedmann-Lemaˆıtre-Robertson-
Walker (FLRW) cosmological model, which was developed over the subsequent decades
and uses assumptions of homogeneity and isotropy to obtain an exact solution of Einstein’s
field equations. In this model, a comoving spatial coordinate system is defined which is
at rest relative to the Hubble expansion, and it is assumed that all measurements taken
by fundamental observers from within this frame of reference are both isotropic and ho-
mogeneous, when averaged over su ciently large scales. The comoving separation x can
therefore be related to the physical or proper distance d(t) using a time-dependent scale
factor a(t) as follows:
d(t) = a(t)x (1.2)
where the present day value is taken to be a0 = 1. It is important to note that the scale
factor does not display any spatial dependence, as if this were the case then the expansion
rate would vary between di↵erent locations resulting in an inhomogeneous universe. The
FLRW cosmological model outlined below describes the time evolution of the scale factor,
and how this depends on the di↵erent energy-density components which make up the
universe.
In the four dimensional spacetime of General Relativity, two events with an infinites-
imal coordinate displacement dxµ are separated by the line element ds2 which is given
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by
ds2 = gµ⌫dx
µdx⌫ (1.3)
where gµ⌫ is the metric tensor defined previously. In comoving coordinates, the mean
motion is zero and the spatial part of the above metric vanishes to give ds2 = g00dt2,
providing an expression for the cosmic time. If this is equal to the eigentime, defined
as dt = c 1ds, of fundamental observers then it can be inferred that g00 = c2. In an
isotropic universe, it is required that clocks can be synchronised such that the metric
tensor components g0i = 0, where i denotes the spatial index ranging from 1 to 3. This
prevents the identification of a particular direction in spacetime, which would violate the
principle of isotropy. The above assumptions significantly constrain the metric given in
equation 1.3, allowing its form to be simplified as follows:
ds2 = c2dt2   a2(t)dl2 (1.4)
where dl2 is the line element in comoving spatial coordinates. The above expression pro-
vides a description of the spacetime separation between two events in a universe that is
either expanding or contracting, and which is both isotropic and homogeneous on cosmo-
logical scales.
In a uniformly curved three dimensional space, the line element dl2 for an infinitesimal
displacement described by the comoving spherical polar coordinates dr, d✓, d  is given by
dl2 = dr2 + S2(r)(d✓
2 + d 2 sin2 ✓) (1.5)
where S(r) depends on the spatial curvature as follows:
S(r) =
8>>>>><>>>>>:
1p

sin(r
p
)  > 0
r  = 0
1p
|| sinh(r
p||)  < 0
(1.6)
where  is the curvature constant, with  > 0 indicating a positively curved space,  < 0
a negatively curved space, and  = 0 describing a flat, Euclidean geometry. The above
definition of dl2 can be substituted into equation 1.4 to give a general expression for
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the separation of two events in four dimensional spacetime, assuming an isotropic and
homogeneous universe, known as the FLRW metric:
ds2 = c2dt2   a2(t)[dr2 + S2(r)(d✓2 + d 2 sin2 ✓)] (1.7)
This metric displays a high degree of symmetry, and was independently derived by Robert-
son (1935) and Walker (1935) who applied the principles of homogeneity and isotropy even
before the observational evidence was available to support these assumptions. In reality
the local universe is both anisotropic and inhomogeneous, with gravitationally bound sys-
tems such as galaxy clusters which do not expand along with the Hubble flow. However,
on scales above ⇠ 100 Mpc current observations indicate that the conditions assumed by
the FLRW cosmological model provide a valid approximation, and hence it can be used
to accurately describe the large scale evolution of the universe.
The FLRWmetric given in equation 1.7 is highly symmetric, and consequently it allows
a solution describing the dynamics of spacetime to be derived from the field equations of
General Relativity. In this cosmological model, the stress-energy tensor defined in equation
1.1 describes a homogeneous ideal fluid which is characterised by its density and pressure,
both of which are time dependent. This allows Einstein’s field equations to be simplified,
resulting in two independent expressions as shown by Friedmann (1922) which describe
the evolution of a(t) as follows:
✓
a˙
a
◆2
=
8⇡G
3
⇢  c
2
a2
+
⇤
3
(1.8)
and
a¨
a
=  4⇡G
3
✓
⇢+
3p
c2
◆
+
⇤
3
(1.9)
where ⇢(t) is the density and p(t) is the pressure of an ideal fluid, which represents the
total matter and energy contained within the universe. It is important to note that both
⇢(t) and p(t) do not display any spatial dependence, as this would violate the principle
of homogeneity. The Friedmann equations shown above can be combined to obtain the
following relation, known as the fluid equation:
⇢˙+ 3
a˙
a
⇣
⇢+
p
c2
⌘
= 0 (1.10)
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This expression states that, for a given comoving volume, the decrease in energy is equal
to the pressure multiplied by the increase in proper volume, and hence the fluid equation
is equivalent to the first law of thermodynamics in a cosmological context. The above
relations describe the evolution on large scales of an isotropic and homogeneous universe,
and how this depends on both its geometry and the di↵erent physical properties of its
contents.
1.1.2 The ⇤CDM universe
The standard cosmological model which provides predictions consistent with current obser-
vations, known as ⇤CDM, describes a spatially flat universe containing matter, radiation
and a cosmological constant ⇤. The fundamental components include both baryonic and
cold dark matter (CDM), and radiation which consists of relativistic particles. The cos-
mological constant which is defined in equation 1.1 behaves e↵ectively as a form of dark
energy, producing the accelerated expansion observed at late times. On cosmological scales
these individual components can be approximated as continuous ideal fluids, whose bulk
properties are governed by a linear equation of state. This relates the energy density ⇢(t)c2
and pressure p(t) of an ideal fluid as follows:
p = w⇢c2 (1.11)
where w is the equation of state parameter, which characterises the density evolution
of each component as the universe expands. Although matter, radiation and ⇤ all have
di↵erent equations of state, their contributions can be summed to obtain the total energy
density and pressure. Consequently the fluid equation can be used to describe each of
these components separately, provided there is no interaction between them. The scale
factor dependence of ⇢ is derived by inserting the above relation into equation 1.10 to give
⇢ = ⇢0a
 3(1+w) (1.12)
where ⇢0 is the component density at the present day, and w is assumed to be constant.
This expression can be used to predict the density evolution of matter, radiation and ⇤
from their individual equations of state. The energy density contribution from each of
these components is often expressed as a fraction of the critical density ⇢c(t), defined as
1.1. The evolving universe 30
the threshold value below which a universe containing only matter will continue to expand
indefinitely. This corresponds to a spatially flat universe where  = 0 and ⇤ = 0, which
when substituted into the first Friedmann equation gives
⇢c =
3H2
8⇡G
(1.13)
where H(t) = a˙/a is the Hubble parameter. The contribution from each individual com-
ponent is then characterised by its density parameter, defined as ⌦ = ⇢/⇢c. It is important
to note that ⌦ represents the comoving density, and is therefore often expressed in the
more physical form ⌦h2 to include the e↵ect of spatial expansion.
The ⇤CDM universe contains three fundamental components, each of which is gov-
erned by a di↵erent equation of state. The first of these is radiation, which includes all
relativistic particles i.e. those that have a high mean thermal energy compared to their
rest mass. Photons make up the largest fraction of this radiation component, with their
energy density dominated by the Cosmic Microwave Background. There is also a signif-
icant contribution from relativistic neutrinos, the majority of which originate from the
cosmic neutrino background. The radiation fluid exerts a pressure pr = ⇢rc2/3, which
corresponds to an equation of state parameter w = 1/3. It can be seen from equation
1.12 that the radiation density therefore evolves as ⇢r / a 4, which is a result of the
spatial expansion between particles combined with their decrease in energy due to cos-
mological redshift. The radiation component has a current density parameter ⌦r ⇠ 10 4,
and therefore provides a negligible contribution to the total energy density at the present
day.
The second component of the standard cosmological model consists of non-relativistic
matter, which contributes just over a quarter of the current total energy density in the
universe. The majority of this component is made up of cold dark matter, which is an
as yet unknown substance that does not interact electromagnetically. It therefore neither
absorbs nor emits light, and has only been detected via its gravitational e↵ect on visible
objects. The remaining part of the matter component consists of baryons, which in an
astronomical context are defined as all particles made up of protons and neutrons with
their associated electrons. This baryonic matter is composed largely of light atomic nuclei
formed during Big Bang Nucleosynthesis, with small quantities of heavier elements which
are produced in stars by nuclear fusion. As both baryonic and dark matter are non-
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relativistic, they can be considered as pressureless fluids and therefore have an equation
of state parameter w = 0. The total matter density consequently evolves as ⇢m / a 3,
which is due to the increase in a given volume with time as the universe expands. The
energy density of matter therefore falls less sharply than that of radiation, causing it to
become dominant early in the expansion at t ⇠ 50000 yr. Observations by the Planck
Collaboration et al. (2015) give a current best estimate of the present day matter density
parameter ⌦m = 0.308 ± 0.012, with contributions from baryonic and CDM components
of ⌦bh2 = 0.02226± 0.00023 and ⌦ch2 = 0.1186± 0.0020, respectively.
The final and most elusive component in the ⇤CDM universe is dark energy, which
exerts a negative pressure resulting in accelerated expansion at late times. In the standard
model this takes the form of a cosmological constant ⇤, which can be treated as a fluid
with pressure p⇤ =  ⇢⇤c2 and therefore has an equation of state parameter w =  1.
The energy density of ⇤ therefore remains constant with spatial expansion, causing it
to eventually become dominant over matter at t ⇠ 10 Gyr. The cosmological constant is
consequently the largest component of the present day universe, with an estimated current
density parameter ⌦⇤ = 0.692± 0.012 based on observations by the Planck Collaboration
et al. (2015). It is important to note that the observational data do not exclude more
complex dark energy models, in which the equation of state can deviate from w =  1 and
also potentially be time dependent. This dynamic dark energy can be parameterised in its
simplest form by w(a) = w0+(1 a)wa, where w0 and wa characterise the evolving equation
of state. Modified gravity theories (a detailed discussion of which is given in section
1.6) also potentially provide an alternative explanation for accelerated expansion, without
the need to include dark energy. However the currently available data are consistent
with a universe containing time invariant dark energy described by the equation of state
w =  1.006 ± 0.045, which is in agreement with the inclusion of a cosmological constant
in the ⇤CDM model.
The rate of spatial expansion is governed by the standard model components described
above, the physical properties of which are summarised in table 1.1. The density evolution
of each individual component can be substituted into equation 1.8 to give the following
expression:
H2 = H20 (⌦ra
 4 + ⌦ma 3 + ⌦a 2 + ⌦⇤) (1.14)
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Component ⌦ w ⇢(a) Domination era
Radiation ⇠ 10 4 1/3 / a 4 t . 50000 yr
Baryonic matter 0.048 0 / a 3 50000 yr . t . 10 Gyr
Cold dark matter 0.258 0 / a 3 50000 yr . t . 10 Gyr
Dark energy (⇤) 0.692 -1 constant t & 10 Gyr
Table 1.1. Density parameters taken from Planck Collaboration et al. (2015)
where H0 and ⌦ are the present day values of the Hubble and curvature density param-
eters, respectively.
1.1.3 Cosmological redshift
In order to test the predictions of di↵erent cosmological models, a method is required with
which to accurately measure how the universe has evolved up to the present day. The
observed redshift of light emitted by distant galaxies can be used to infer their recession
velocities, which when combined with distance information provides a probe of the expan-
sion history. Cosmological redshift occurs as light travels through an expanding space,
which causes an increase in its wavelength between the time of emission and observation.
The light follows a null geodesic where ds = 0 and both ✓ and   are constant, which
simplifies the FLRW metric in equation 1.7 to yield the below relation:
r = c
Z t0
te
1
a(t)
dt (1.15)
where r is the comoving distance which the light has travelled from the time of emission
te to its present observation at t0. In the limiting case where te ! 0 the above expression
gives the maximum separation at which events can be causally connected, known as the
particle horizon. It can be seen from equation 1.15 that the wavelengths of emitted and
observed light,  e and  0, can be related via the scale factor as follows:
 e
a(te)
=
 0
a(t0)
(1.16)
assuming that the universe expands by an insignificant amount between the emission of
two successive wave crests. Using the definition of redshift z = ( 0    e)/ e and the
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present day scale factor a0 = 1, the below expression can be derived:
a(z) =
1
1 + z
(1.17)
which relates the redshift z due to spatial expansion to the scale factor a when the light
was emitted. This cosmological redshift provides a direct measure of the scale factor at
te, and can therefore be used as an observational probe of how the universe has evolved
over time.
The physical separation between distant galaxies and an observer increases with the
expansion of space, causing these objects to recede with relative velocity v = d˙. The
relation between this recession velocity and the proper distance d of a galaxy at the
current time, known as Hubble’s Law, can be obtained from equation 1.2 as follows:
v =
a˙
a
d = H0d (1.18)
where H0 is the present day value of the Hubble parameter, which is currently estimated
as 67.8±0.9 km s 1Mpc 1 by the Planck Collaboration et al. (2015). The Hubble constant
H0 characterises the expansion rate at the present time, and is frequently expressed in
the dimensionless form h = H0/100 km s 1Mpc 1. For galaxies with v ⌧ c, the recession
velocity is related to cosmological redshift via the linear expression v ⇡ cz. As such the
observed redshift is approximately proportional to d for objects in the local universe, and
is commonly used as a measure of distance in the cosmological context. It is important
to note that galaxies may also experience motion relative to the comoving frame, known
as peculiar velocity, in addition to the Hubble flow described by equation 1.18. Motion
along the line of sight will produce a Doppler e↵ect, which distorts the observed redshift
and therefore apparent position of an object. For galaxies with large peculiar velocities,
such as those in the vicinity of massive clusters, this can cause a significant deviation from
Hubble’s Law. However the dominant form of motion in the universe arises from spatial
expansion, and therefore distance and redshift observations for a large number of objects
can be combined to accurately measure H0. Redshift surveys of distant galaxies provide
an observational probe of the expansion history, which can be compared to theoretical
predictions of cosmic evolution.
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1.2 Expansion history
In the standard cosmological model, the universe originates from an initial singularity
which begins to expand in an event known as the Big Bang. There are several theories
as to the conditions which preceded the Big Bang, however these speculations are very
di cult to test observationally. Also current knowledge of the expansion history is limited
to events which occur after the Planck time tP ⇡ 5 ⇥ 10 44s, as the physics required
to describe timescales shorter than this does not yet exist. The measurements of galaxy
recession velocities made by Hubble (1929) provided the first observational evidence for
cosmic expansion, which implied that the universe would have been in a state of extreme
density at some point in the past. However an alternative to the Big Bang theory which
could also explain these observations was the Steady State model, first proposed by Hoyle
(1948) and Bondi & Gold (1948). This described an expanding universe of infinite age,
in which matter is continuously created to maintain a constant density. The Steady State
model remained popular until the discovery of the Cosmic Microwave Background by
Penzias & Wilson (1965), which was widely regarded as providing definitive evidence in
favour of the Big Bang theory. Observational data confirms that the physical properties
of the universe evolve over time, and its age is currently estimated to be 13.799 ± 0.038
Gyr based on results from the Planck Collaboration et al. (2015). The expansion history
is comprised of several epochs during which di↵erent factors are dominant, as summarised
in figure 1.2, which shows the main stages of cosmic evolution from the first moments after
the Big Bang up to formation of structure observed at the present day.
In the very early stages of its evolution, the universe is thought to have undergone
a period of rapidly accelerated expansion known as inflation. This epoch is believed
to have begun around 10 34s after the Big Bang, and lasted for only ⇠ 10 33s before
reverting to radiation dominated growth. During this brief inflationary phase the universe
expanded exponentially, and consequently increased by at least a factor of 1026 in size. The
accelerated growth is thought to be driven by a hypothetical scalar field, the inflaton, which
exerts a negative pressure. A detailed discussion of this can be found in several review
papers, such as Baumann & Peiris (2008) and Baumann (2009). The theory of inflation
was first proposed by Guth (1981), and provided a single cosmological mechanism which
resolved several fundamental issues with the Big Bang model. There were three main
features which seemed inconsistent with observational evidence, known as the horizon,
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Figure 1.2. Illustrated timeline for the history of a ⇤CDM universe, based on
results from the WMAP survey. Image is credited to the NASA/WMAP Science
Team.
flatness and monopole problems. The first of these concerns the homogeneous and isotropic
nature of the universe on very large scales; measurements of the CMB show a remarkable
uniformity in temperature across the sky, with fluctuations of less than one part in 105.
However in the standard Big Bang theory (without inflation), regions with an angular
separation of & 1  are causally disconnected and therefore would not have been able to
achieve thermal equilibrium. The observed isotropy of the CMB is di cult to explain
using this model, and this is known as the horizon problem. The second conceptual
puzzle with the standard Big Bang theory is the lack of spatial curvature measured at the
present day, where ⌦ ' 0. Observations of the CMB show that the universe is nearly flat,
and this requires very specific initial conditions in order to prevent curvature becoming
dominant. Current measurements of ⌦ imply that its value at the Planck time would
have to be 6 10 60, and this extreme level of fine tuning is known as the flatness problem.
Finally, there is an issue which arises from combining the standard Big Bang model with
Grand Unified Theories (GUT), which describe the unification of the electromagnetic,
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weak and strong nuclear forces at very high energies. It is predicted by GUT that the
universe underwent a phase transition at t ⇠ 10 36s, during which symmetry between the
electroweak and strong nuclear forces was spontaneously broken. This phase transition is
thought to have produced topological defects in the form of magnetic monopoles, which
should be abundant in the present day universe. These objects have in fact never been
observed, and this is known as the monopole problem.
The inclusion of an inflationary phase in the Big Bang model provides a solution to
the issues described above, and also predicts how large scale structure can emerge from
quantum fluctuations in the very early universe. During the period of exponential growth,
the physical length scale of a fluctuation increases faster than the horizon distance dH .
Prior to inflation, the region of space containing the currently observable universe was
much smaller than dH , and therefore in causal contact. This allowed thermal equilibrium
to be reached before the inflationary epoch began, thus resolving the horizon problem. A
phase of accelerated expansion in the very early universe also provides a mechanism to
smooth out spatial curvature, resulting in ⌦ being driven very close to zero. Inflation
therefore predicts that the universe should be nearly flat at the present day, without the
need for fine tuning of the initial conditions. The observed absence of magnetic monopoles
can also be explained by a period of exponential expansion, which would have greatly
reduced their number density resulting in a negligible level of abundance today. After
the inflationary phase the universe undergoes a process of reheating, during which energy
associated with the inflaton field is released in the form of relativistic particles. This
reheats the universe to its pre-inflation temperature, and ensures that the photon density
vastly exceeds that of magnetic monopoles at the present day. In addition to solving the
horizon, flatness and monopole problems, inflationary theory provides an explanation for
the emergence of large scale structure observed today. During the period of accelerated
expansion, quantum fluctuations in the inflaton field grew to macroscopic scales providing
the seeds of structure formation. These density fluctuations are predicted to be strongly
Gaussian in nature, which is in agreement with observations of anisotropy in the CMB. A
wide range of models have been proposed which describe the physical mechanism behind
inflation, a review of which can be found in Lyth & Riotto (1999). The measurement and
characterisation of non-Gaussianity in primordial density fluctuations, see for example
Maldacena (2003), provides a potential method with which to test these di↵erent models.
Although the fundamental physics underlying this epoch is not yet fully understood, the
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inflationary scenario is extremely consistent with observations and provides an elegant
description of how large scale structure arose from quantum fluctuations in the very early
universe.
1.3 Evidence for dark matter
In the standard cosmological model only a small fraction of matter in the universe is
baryonic, with the majority consisting of cold dark matter. While this cannot be directly
observed, its presence can be inferred due to its gravitational e↵ect on visible matter.
Theories which attempt to explain these e↵ects using modifications to gravity, such as
Modified Newtonian Dynamics (MOND), have been shown to be inconsistent with current
observational evidence. The mass contribution from non-luminous baryonic matter, for
example black holes, is significantly lower than that required to account for the e↵ects
of dark matter. This suggests a new type of particle which does not interact with the
electromagnetic force, and therefore cannot emit (and absorb) light or undergo friction.
There are several di↵erent forms of evidence which support the existence of dark matter,
which provides a fundamental component of the standard cosmological model.
1.3.1 Galaxy dynamics
The first astronomer to make a strong case for the existence of dark matter was Fritz
Zwicky in the 1930s, using observations of the Coma cluster. The radial velocity dispersion
of galaxies in this cluster, which was measured by Zwicky (1937) to be around 1000 km s 1,
is much larger than that expected from the amount of visible matter. The first detailed
evidence for dark matter was provided by Rubin & Ford (1970), who accurately measured
the rotation curves of nearby galaxies. The radial dependence of orbital speed within a
galaxy is directly related to its matter density profile, and the rotation curve arising from
observed luminous matter is predicted to drop o↵ with distance from the galactic centre.
The discovery that stellar orbital velocities remain approximately constant with increasing
radius, an example of which is shown in Fig. 1.3, provided the first compelling evidence
for the existence of dark matter. The flat rotation curves observed in both our own and
nearby galaxies, see for example Roberts & Whitehurst (1975) and Rubin et al. (1980),
infer the presence of dark matter halos which extend beyond the visible galaxy boundary.
In addition to galactic rotation curves described above, detailed observations of galaxy
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Figure 1.3. A galaxy rotation curve (Begeman et al. 1991).
motions within a cluster can also be used to accurately measure the underlying dark matter
distribution. The mean streaming velocity of galaxies in the infall region around a cluster
is dependent on the matter density profile and can be well described by linear theory on
suitably large scales. The radial velocity dispersion of galaxies within a cluster also pro-
vides an observational probe of its mass, which can be predicted using the virial theorem.
Measurements of galaxy virial motion have been used to estimate the masses of several
di↵erent clusters, for example the Coma cluster, providing further observational evidence
which indicates the presence of dark matter. The gravitational e↵ect of dark matter on
galaxy dynamics provides a fundamental probe of its underlying density distribution, and
shows that it forms the majority of mass contained within the universe.
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1.3.2 Gravitational lensing
The presence of dark matter not only has an e↵ect on the motion of nearby luminous
matter, but also on the path of photons in the form of gravitational lensing. Any large
concentration of matter will act as a gravitational lens, which distorts and focuses light as
predicted by General Relativity. This e↵ect was first confirmed experimentally by Dyson
et al. (1920), who observed the deflection of light due to the Sun’s gravity during a total
eclipse. Gravitational lensing can distort the images of distant objects in a number of
ways, depending on both the lens mass and alignment with the background source. These
e↵ects range from multiple images of a single object and Einstein rings produced by strong
gravitational lensing, to the more subtle image distortion resulting from weak lensing. Ob-
servations of gravitational lensing e↵ects can be used to probe the lens mass distribution,
and therefore provide an important method for detecting dark matter. The process of
gravitational microlensing, where stellar size lenses amplify the light from background
stars, can also be used to measure the abundance of massive astrophysical compact halo
objects (MACHOs) within our galaxy. The observed population of MACHOs in the dark
halo of our galaxy is found to be relatively small, implying that most of the matter content
is smoothly distributed. This provides strong evidence that non-luminous baryonic matter
does not contribute significantly to the mass of our galaxy, and a new type of particle is
required to account for the gravitational e↵ects of dark matter.
Clusters of galaxies can also act as large gravitational lenses, producing distortions
which can be resolved in the images of background galaxies. Observations of gravitational
shear, which results from both strong and weak lensing, provide an important method with
which to measure the dark matter distribution in galaxy clusters. Weak lensing observa-
tions of the Bullet cluster by Clowe et al. (2006) were used to compare the distribution
of its di↵erent mass components, as shown in Fig. 1.4, and provided some of the most
compelling evidence to date for the existence of dark matter. Gravitational lensing pro-
vides a fundamental probe of the underlying mass distribution, and compliments galaxy
dynamics as a method for determining the nature of dark matter.
1.3.3 Dark matter candidates
Although there is compelling evidence which supports the existence of dark matter, its
physical nature is still currently unknown. The low abundance of non-luminous baryonic
1.3. Evidence for dark matter 40
2
Fig. 1.— Shown above in the top panel is a color image from the Magellan images of the merging cluster 1E0657 558, with the white
bar indicating 200 kpc at the distance of the cluster. In the bottom panel is a 500 ks Chandra image of the cluster. Shown in green contours
in both panels are the weak lensing  reconstruction with the outer contour level at  = 0.16 and increasing in steps of 0.07. The white
contours show the errors on the positions of the  peaks and correspond to 68.3%, 95.5%, and 99.7% confidence levels. The blue +s show
the location of the centers used to measure the masses of the plasma clouds in Table 2.
nated by collisionless dark matter, the potential will trace
the distribution of that component, which is expected
to be spatially coincident with the collisionless galax-
ies. Thus, by deriving a map of the gravitational po-
tential, one can discriminate between these possibilities.
We published an initial attempt at this using an archival
VLT image (Clowe et al. 2004); here we add three addi-
tional optical image sets which allows us to increase the
significance of the weak lensing results by more than a
factor of 3.
In this paper, we measure distances at the redshift of
the cluster, z = 0.296, by assuming an ⌦m = 0.3,  =
0.7, H0 = 70km/s/Mpc cosmology which results in 4.413
kpc/   plate-scale. None of the results of this paper are
dependent on this assumption; changing the assumed
cosmology will result in a change of the distances and
absolute masses measured, but the relative masses of
the various structures in each measurement remain un-
changed.
2. METHODOLOGY AND DATA
We construct a map of the gravitational poten-
tial using weak gravitational lensing (Mellier 1999;
Bartelmann & Schneider 2001), which measures the dis-
tortions of images of background galaxies caused by the
gravitational deflection of light by the cluster’s mass.
This deflection stretches the image of the galaxy pref-
erentially in the direction perpendicular to that of the
cluster’s center of mass. The imparted ellipticity is typi-
cally comparable to or smaller than that intrinsic to the
galaxy, and thus the distortion is only measurable statis-
tically with large numbers of background galaxies. To do
this measurement, we detect faint galaxies on deep op-
tical images and calculate an ellipticity from the second
moment of their surface brightness distribution, correct-
ing the ellipticity for smearing by the point spread func-
tion (corrections for both anisotropies and smearing are
obtained using an implementation of the KSB technique
(Kaiser et al. 1995) discussed in Clowe et al. (2006)).
The corrected ellipticities are a direct, but noisy, mea-
surement of the reduced shear ~g = ~ /(1  ). The shear
~  is the amount of anisotropic stretching of the galaxy
image. The convergence  is the shape-independent in-
crease in the size of the galaxy image. In Newtonian
gravity,  is equal to the surface mass density of the lens
divided by a scaling constant. In non-standard gravity
models,  is no longer linearly related to the surface den-
sity but is instead a non-local function that scales as the
mass raised to a power less than one for a planar lens,
reaching the limit of one half for constant acceleration
(Mortlock & Turner 2001; Zhao et al. 2006). While one
can no longer directly obtain a map of the surface mass
density using the distribution of  in non-standard grav-
ity models, the locations of the  peaks, after adjusting
for the extended wings, correspond to the locations of
the surface mass density peaks.
Our goal is thus to obtain a map of . One can combine
derivatives of ~g to obtain (Schneider 1995; Kaiser 1995)
r ln(1 ) = 1
1  g21   g22
✓
1 + g1 g2
g2 1  g1
◆✓
g1,1 + g2,2
g2,1   g1,2
◆
,
which is integrated over the data field and converted into
a two-dimensional map of . The observationally un-
constrained constant of integration, typically referred to
as the “mass-sheet degeneracy,” is e↵ectively the true
mean of ln(1 ) at the edge of the reconstruction. This
method does, however, systematically underestimate 
in the cores of massive clusters. This results in a slight
increase to the centroiding errors of the peaks, and our
measurements of  in the peaks of the components are
only lower bounds.
For 1E0657 558, we have accumulated an exception-
ally rich optical dataset, which we will use here to mea-
sure ~g. It consists of the four sets of optical images shown
in Table 1 and the VLT image set used in Clowe et al.
(2004); the additional images significantly increase the
maximum resolution obtainable in the  reconstructions
due to the increased number of background galaxies,
particularly in the area covered by the ACS images,
with which we measure the reduced shear. We reduce
each image set independently and create galaxy cata-
logs with 3 passband photometry. The one exception
is the single passband HST pointing of main cluster,
for which we measure colors from the Magellan images.
Because it is not feasible to measure redshifts for all
galaxies in the field, we select likely background galax-
ies using magnitude and color cuts (m814 > 22 and not
in the rhombus defined by 0.5 < m606   m814 < 1.5,
Figure 1.4. The bullet cluster (Clowe et al. 2006).
matter implies the presence of a new type of exotic material, which is not composed of
quarks or leptons. Two di↵erent forms of this material have been postulated, known as
hot and cold dark matter, the former of which consists of high-energy particles moving
with relativistic velocities. In contrast, cold dark matter (CDM) is formed of weakly
interacting non-relativistic particles, and current observational evidence strongly favours
a CDM cosmological model. One non-baryonic pa tic e known to exist i the neutrino,
which has been shown to have a tiny but non-zero mass. These weakly in era ting particles
are thought to have decoupled from matter shortly after the Big Bang, forming the cosmic
neutrino background. Although this has never been directly observed, the number density
for each flavour (electron, muon and tau) of neutrino can be theoretically predicted in
the standard cosmological model. Massive neutrinos provide a potential CDM candidate,
however current constraints on their mass suggest it is too low to account for the e↵ects
of dark matter.
Another possible candidate for CDM are weakly interacting massive particles (WIMPs),
although there is at present no direct evidence for their existence. This class of dark matter
candidates includes several di↵erent hypothetical particles, with masses generally ranging
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from 1 GeV up to around 1 TeV. Supersymmetry theory predicts that each elementary
particle in the standard model has a partner, for example photinos and sneutrinos, which
takes the form of a massive non-baryonic particle. The lightest of these supersymmet-
ric particles is expected to be stable and interact only via gravity and the weak nuclear
force, providing a potential candidate WIMP for dark matter. The Large Hadron Collider
(LHC) is now running at su cient energies to detect particles predicted by Supersymme-
try theory, and should produce results on the validity of this model in the near future.
In addition to WIMPs, other hypothetical objects such as primordial black holes, cosmic
strings and axions have also been postulated as potential CDM candidates, however there
is currently a lack of observational evidence for their existence. There are several di↵erent
possible candidates at present for the composition of dark matter, and its direct detection
remains one of the biggest challenges in particle physics.
1.4 Growth of structure
The complex large scale structure observed at the present day originated as minute matter
overdensities, which arose from quantum fluctuations in the very early universe. These
small scale overdensities became stretched out as the universe expanded and cooled, pro-
viding the seeds for structure formation. Matter is drawn towards the gravitational po-
tential in an overdense region, causing it to grow increasingly dense over time. The rate at
which overdensities grow is dependent on both the expansion and contents of the universe,
and also the behaviour of gravity on cosmological scales. The observed galaxy distribution
traces underlying structure in the dark matter, and can be used to obtain statistical mea-
surements of growth. Observations of large scale structure therefore provide an important
method for measuring the physical properties of the universe, and also probing the nature
of gravity itself.
1.4.1 Density perturbation growth
The rate at which overdensities grow varies for di↵erent eras of the expansion history,
depending on which component of the universe is dominant. During the radiation dom-
inated era, the growth of density perturbations is suppressed below the horizon scale.
At matter-radiation equality overdensities begin to grow, and the formation of structure
occurs during the matter dominated epoch. This continues until late times when the
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universe becomes dominated by dark energy, and subsequent growth is frozen out due to
the accelerated expansion. The overdensity  (x, a) at a given position can be defined in
relation to the mean background density ⇢¯m(a) as
 (x, a) =
⇢(x, a)  ⇢¯m(a)
⇢¯m(a)
(1.19)
where ⇢(x, a) is the density at position x. Although   is a continuous field, it is often
described in terms of discrete Fourier modes with a characteristic scale  . The evolution
of a primordial overdensity immediately after inflation can be described in terms of the
growth factor D(a) as
 (x, a) = D(a) 0(x) (1.20)
where  0(x) is the present day density contrast.
During the radiation dominated era, a density perturbation will initially undergo super-
horizon growth at the rate   / a2, while   is greater than the expanding horizon scale dH .
The overdensity becomes causally connected when dH reaches the scale  , and subsequent
gravitational collapse is then opposed by radiation pressure. The sub-horizon growth of
density perturbations is therefore suppressed during the radiation dominated epoch, which
causes acoustic oscillations to form in the baryon-photon fluid. These propagate at a high
sound speed from overdense regions, which gives rise to anisotropies in the CMB and
also baryon acoustic oscillations (BAO) that can be observed in the present day galaxy
distribution. At matter-radiation equality the growth of density perturbations resumes,
as the energy-density of matter becomes dominant over radiation. Overdense regions of
pressureless CDM undergo gravitational collapse, producing the initial seeds for structure
formation. During the matter dominated era, overdensities grow at a linear rate where
  / a, allowing large scale structure to form over this epoch. Figure 1.5 shows the growth
of   during both radiation and matter domination, and its dependence on the scale factor.
Density perturbations continue to grow linearly on cosmological scales, until late times
when the expansion becomes dominated by dark energy.
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Figure 1.5. The growth of overdensities as a function of scale factor Schneider
(2006).
1.4.2 Linear theory
On suitably large scales, the growth of overdensities during the matter dominated era can
be accurately described using linear perturbation theory. In this model it is assumed that
the universe contains only pressureless matter, which can be treated as a fluid with density
⇢(r, t) and velocity field v(r, t). The growth of density perturbations in linear theory is
described using Newtonian gravity, and is therefore only valid on scales significantly smaller
than the Hubble radius. For su ciently low overdensities where   ⌧ 1, the fluid equations
can be linearised to obtain an analytic solution which predicts their growth. The standard
equations describing an ideal fluid are as follows:
@⇢
@t
+r · (⇢v) = 0 (1.21)
@v
@t
+ (v ·r)v =  rp
⇢
 r  (1.22)
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where the pressure p ⌘ 0 and   is the gravitational field, which satisfies the Poisson
equation:
r2  = 4⇡G⇢ (1.23)
The first of these expressions is known as the continuity equation, and describes the conser-
vation of matter with diverging velocity field. The second is known as the Euler equation,
which expresses fluid behaviour due to self-gravity and conservation of momentum. As-
suming that   ⌧ 1, the ideal fluid equations can be combined to derive the following
expression for linear growth:
 ¨ + 2H  ˙   4⇡G⇢¯m  = 0 (1.24)
where the middle term represents the e↵ect of spatial expansion opposing gravitational
collapse, which is described by the last term and dominates until late times. The fluid equa-
tions can also be used to derive an expression which describes peculiar velocity vpec(x, t)
in the linear regime:
 ˙ +
1
a
r · vpec(x, t) = 0 (1.25)
It is important to note that here, partial time derivatives of   are taken at fixed comov-
ing coordinate x. A full derivation of the linear growth equations can be found in the
literature, see for example Peebles (1980) and Schneider (2006). Linear theory provides
a good description of density perturbations above a scale of ⇠ 10 Mpch 1, even if they
exhibit strongly nonlinear behaviour on smaller scales. As   approaches unity the linear
approximation begins to break down, and more complex models are required to describe
subsequent growth. Linear perturbation theory provides a vital tool for describing the
growth of overdensities, and formation of structure on a cosmological scale.
1.4.3 Peculiar velocity
In the linear regime, a direct relation between the peculiar velocity field and overdensity  
can be derived, which is valid at su ciently large scales. In order to obtain an expression
for the velocity field around a given density perturbation, the Fourier transform of equation
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1.25 is taken to yield:
d k
d⌘
+ ikvpec(k, ⌘) = 0 (1.26)
where the derivative of  k is taken with respect to the conformal time ⌘. The density
contrast scales as the growth factor D, which allows the continuity equation in Fourier
space to be rewritten as follows:
vpec(k, ⌘) =
i k
kD
dD
d⌘
(1.27)
Substituting the relation da = a2Hd⌘ into the above equation yields the following expres-
sion:
vpec(k, ⌘) =
ifaH k
k
(1.28)
where the dimensionless linear growth rate f is defined as:
f ⌘ a
D
dD
da
(1.29)
Here vpec(k, ⌘) represents the Fourier component of the peculiar velocity that is parallel
to the wave vector k, and therefore equation 1.28 can be written in its explicit form at
low redshift as follows:
vpec(k) = ifH0 k
k
k2
(1.30)
The above expression provides a description of the velocity field in an overdense region,
on suitably large scales where linear theory applies. The observed peculiar velocities
of galaxies around a cluster can therefore be used as a measure of its overdensity, and
consequently provide a direct probe of the surrounding gravitational potential.
1.4.4 Nonlinear growth
When an overdensity becomes su ciently large the linear approximation is no longer valid,
and an alternative approach is required to describe its growth. There are various di↵erent
analytical methods for modelling nonlinear growth, which can be used to predict how
structure forms on small scales. An important example is the Zel’dovich approximation,
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which extrapolates the paths of matter particles from linear theory in order to predict
nonlinear growth. The method presented by Zel’dovich (1970) describes the formation of
flattened discs, filaments and ten points, and its predictions are confirmed by the structure
observed in N-body simulations of dark matter. Another method for describing nonlinear
growth is provided by the Spherical Collapse model, which was first proposed by Gunn &
Gott (1972). This model assumes an Einstein de Sitter universe, and describes a density
perturbation as an evolving sphere with uniform matter distribution. It is therefore re-
quired that the overdense region is spherically symmetric, and also has an average density
which is significantly greater than that of the background universe. The Spherical Col-
lapse model predicts how the perturbation boundary evolves with time, and provides a
description of peculiar velocity in the limit of complete collapse. This applies in the case
of su ciently high overdensity, and is therefore only valid on scales smaller than a few
Mpch 1. The formation of dark matter halos and subhalos is predicted by the Spherical
Collapse model, which is in agreement with the structure observed in N-body simulations.
During nonlinear growth, small deviations in spherical symmetry allow kinetic energy
to be dissipated as random velocities, eventually resulting in a state of virial equilibrium.
An overdensity stabilises at the virial radius when it reaches this state of equilibrium,
halting further gravitational collapse. A density perturbation that has become virialized
consists of a central halo bounded by the virial radius, which is surrounded by an infall
region. The mean streaming of matter towards an overdensity is linear at su ciently
large scales, but undergoes a transition into nonlinear behaviour as it approaches the
central halo. An accurate method for predicting the e↵ects of nonlinear growth is therefore
essential in order to fully describe the dynamics of matter within galaxy clusters.
1.4.5 N-body simulations
Although analytic models provide a good approximation for nonlinear growth, a more
detailed description can be obtained by directly simulating the density field. A large
number of dark matter particles can be simulated which trace the density field in a given
comoving volume, and then subsequently allowed to evolve under self gravity. For each
individual particle, the combined gravitational force which acts due to all other particles
in the simulation is calculated. The resulting change in its position and velocity over a
given timestep is then predicted using Newtonian dynamics, in order to obtain the new
particle density distribution. This process is repeated for each timestep, and although
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computationally expensive provides an e↵ective method for describing nonlinear growth
in the evolving density field.
In recent years several large N-body simulations have been developed, which describe
the nonlinear growth of structure in various cosmological frameworks. Current examples of
the largest simulations include the Dark Energy Universe Simulation (DEUS), Millennium-
II and Millennium-XXL, descriptions of which can be found in Alimi et al. (2012), Prada
et al. (2012) and Angulo et al. (2012b) respectively. The datasets produced by these
simulations are extremely large, for example DEUS contains 550 billion particles in a
volume the size of the observable universe. The N-body simulations described above
employ methods such as standard Particle-Mesh (PM), where the fields are computed on a
discrete grid, in order to improve computational e ciency. These dark matter simulations
show the emergence of intricate structure where massive halos are separated by huge
voids, and filaments connect overdense regions to form a large scale cosmic web. Figure
1.6 shows a visualisation of the present day matter density field from the Millennium-XXL
simulations, illustrating the structure observed on di↵erent length scales.
N-body simulations can be used to predict the e↵ects of nonlinear growth at di↵er-
ent scales, and provide a detailed description of the underlying dark matter distribution.
From observing the output of simulations it was found by Navarro et al. (1996) that dark
matter halos have a characteristic density profile, which is dependent on their mass. This
is known as a Navarro-Frenk-White (NFW) profile, and was obtained empirically by mea-
suring the structure seen in N-body simulations. A su ciently massive dark matter halo
will also contain a galaxy population, the size of which is dependent on its mass. Con-
sequently, baryonic e↵ects such as feedback from active galactic nuclei (AGN), stars and
supernova winds become significant on sub-halo scales, which has an impact on the growth
of structure. High resolution hydrodynamical simulations, for example those described in
Vogelsberger et al. (2014), can be used to predict small scale changes in overdensity due
to baryonic e↵ects. These simulations employ computational methods such as smoothed-
particle hydrodynamics (SPH), in order to model complex processes like galaxy formation.
Both baryonic and dark matter simulations provide an important tool for describing non-
linear growth, and also testing the predictions of analytic structure formation models.
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Figure 1.6. Illustration of an n-body simulation, from Angulo et al. (2012a).
1.4.6 Growth at late times
Density perturbations undergo linear growth during matter domination, however at late
times their evolution becomes determined by the e↵ects of dark energy. The universe
enters an epoch of exponential expansion during the dark energy dominated era, where
the scale factor grows as a(t) / e
p
⌦⇤H0t. At late times the e↵ect of spatial expansion on
overdensities, known as Hubble drag, becomes dominant over their self gravity. During this
epoch the mean background density drops exponentially, and the linear growth equation
reduces to
 ¨ + 2H⇤ ˙ ⇡ 0 (1.31)
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where the Hubble parameter has a constant value of H⇤. The above equation can be
solved to obtain an expression for the overdensity as follows:
 (t) ⇡ C1 + C2e 2H⇤t (1.32)
where C1 and C2 are constants of integration. It is important to note that the above
solution for   is only valid in the linear approximation, and a numerical integration is
required in order to include nonlinear e↵ects. The growth of density perturbations becomes
frozen out during the dark energy dominated era, as each point in the   field is smoothed
towards an asymptotic value by the expansion. At late times the average matter density
falls as the universe expands exponentially, and growth of large scale structure e↵ectively
ceases during this epoch.
1.4.7 Statistical measures of structure
In order to compare the observed distribution of matter with predictions from cosmological
models, a measure of its statistical properties is required. An important example is the
two-point correlation function ⇠(r, a), which describes the clustering amplitude of matter
at di↵erent scales. For two positions x and y which are separated by distance r, the matter
correlation function can be defined as follows:
h⇢(x)⇢(y)i = ⇢¯2m [1 + ⇠(x,y)] (1.33)
where the angular brackets denote taking the average over all points. The dark matter
correlation function can be predicted using linear theory, and describes how the clustering
amplitude drops o↵ with increasing scale. The inclusion of nonlinear e↵ects increases the
amplitude on small scales, and can be described analytically using methods such as the halo
model. This predicts the clustering of matter both on sub-halo scales and the distribution
of separate halos, known as the one and two-halo terms respectively. The nonlinear dark
matter correlation function can also be determined empirically using results obtained
from N-body simulations, as shown in figure 1.7. The correlation functions which describe
the clustering of di↵erent objects, such as galaxies and halos, can be related to that of
the dark matter via a quantity known as the bias factor. This characterises how these
objects trace the underlying dark matter distribution, and can exhibit both time and scale
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dependence. The matter correlation function can be expressed in many di↵erent forms,
for example angular, projected and volume averaged. It can also be extended to produce
general n-point correlation functions, which describe higher order clustering in the matter
distribution. The matter correlation function evolves with the growth of structure, which
increases the clustering amplitude at all scales over time.
Another important statistical measure of structure is provided by the power spectrum,
which characterises the distribution of matter in Fourier space. This describes the am-
plitude of fluctuations at di↵erent length scales L ' 2⇡/k, where k is the wave number.
The matter power spectrum P (k, a) is related to the correlation function ⇠(r, a) via a
three-dimensional Fourier transform as follows:
P (k) = 2⇡
Z 1
0
r2
sin kr
kr
⇠(r)dr (1.34)
where the integrals over angular coordinates are evaluated explicitly, as ⇠ is only depen-
dent on the separation r. The initial power spectrum immediately after inflation can be
predicted using scaling arguments, and is well described by a power law of index ns ' 1
which is known as the Harrison-Zeldovich spectrum. During the radiation dominated era
sub-horizon growth is suppressed, resulting in a peak in the present day power spectrum.
The position of this peak is fixed at matter-radiation equality, after which the amplitude
of fluctuations grows on all scales.
In linear theory, the present day power spectrum P0(k) can be described in terms of
the transfer function T (k), which is defined as:
P0(k) = Ak
nsT 2(k) (1.35)
where A is a normalisation constant which can only be determined empirically from obser-
vations. The transfer function can be calculated for a particular cosmological model from
the Boltzmann equations, and used to predict the present day linear power spectrum. On
small scales nonlinear e↵ects such as BAO and neutrinos become significant, producing
additional features in the power spectrum. Corrections to P (k) in the form of both an-
alytic expressions and fitting formulae are therefore required to include nonlinear e↵ects,
which increase its amplitude at large k. Figure 1.8 shows a comparison between the linear
and nonlinear power spectra for a ⇤CDM universe at di↵erent redshifts, generated using
the iCosmo code which is described in Refregier et al. (2011). The specified cosmological
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Figure 1.7. Present day galaxy correlation function measured from N-body
simulations by Springel et al. (2005), compared to observational data from the
2dFGRS spectroscopic redshift survey. The two-point correlation function is
shown for simulated galaxies (red symbols) and the survey data (blue diamonds),
with results for the dark matter (dashed line) given for comparison.
parameters are consistent with observations by the Planck Collaboration et al. (2015), and
the generated power spectra will be used for future calculations in this thesis.
1.5 Observational cosmology
A wide range of cosmological observables have been used to place constraints on the
quantity and nature of the contents of the universe, and the properties of the expansion of
the universe, described above. Here we summarise supernovae, which are commonly cited
as the main evidence for the dominant component of the universe, dark energy. We then
overview the primary cosmological observable: the cosmic microwave background. Finally
we describe the two observables of most relevance to this thesis: gravitational lensing and
velocities.
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Figure 1.8. Predicted matter power spectra for a ⇤CDM universe at three dif-
ferent redshifts, generated using the iCosmo code described in Refregier et al.
(2011). Results are shown for both the linear (dashed lines) and nonlinear (solid
lines) power spectra, which are predicted from the stated cosmological parame-
ters.
1.5.1 Supernovae
The expansion of the Universe was first measured using the luminosities of galaxies, as-
suming these were standard candles (objects which all have the same luminosity). Later
more sophisticated standard candles were developed, including Cepheids variable stars and
Type 1a Supernovae. Because Type 1a supernovae are believed to occur when a white
dwarf mass exceeds the Chandrasekhar mass, they are thought to be excellent standard
candles. In practice all standard candles must be used with caution as they may depend
on quantities that vary with the age of the universe, such as metalicity. Observations by
Riess et al. (1998) and Perlmutter et al (1998) of type Ia supernovae led to the discovery
that the expansion of the universe is accelerating. This discovery fitted well with the
accumulating evidence from other datasets at the time from large scale structure and the
cosmic microwave background (see below). The discovery of accelerated expansion is a
highly unexpected result for a universe containing only matter, which should be deceler-
ating. The current observed accelerated expansion led to the postulation of a mysterious
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fluid called dark energy, which has a negative pressure. Current observations show that
the properties of dark energy are consistent with a cosmological constant ⇤, however its
physical nature is unknown.
1.5.2 Cosmic Microwave Background
The Cosmic Microwave Background (CMB) radiation was formed when the Universe had
expanded enough for the electrons and protons to combine (recombination) and thus the
photons could travel freely towards us from that time (around 300, 000 years after the Big
Bang). Just as we can see the bottom of a cloud when we look at the sky on a cloudy day,
we can see the Universe at the time of recombination when we look into the sky. This is
often referred to as the “last scattering surface”.
Fluctuations in the CMB provides the tightest and most reliable constraints on cos-
mology. This has so far culminated in the Planck 2015 papers (Planck Collaboration
et al. 2014b,a), with of order 100 precise measurements of the CMB power spectrum (see
Fig. 1.10). The data points trace out the theoretical prediction almost perfectly, with the
adjustment of only 7 cosmological parameters. The relatively well-understood physics of
recombination predicts alternating peaks and troughs due to the collapse and expansion
of primordial perturbations since the end of inflation. The largest scale peak, on the scale
of about 1 degree, corresponds to the scale that has just had time to collapse to maxium
density since inflation. The second largest peak (to the right on the angular power spec-
trum plot) corresponds to the scale that has collapsed and then expanded since inflation,
and so on.
The angular position of the first peak therefore depends on the speed of collapse, the
time between inflation and recombination, and the angular diameter distance to the last
scattering surface. Crudely this measures the curvature of the Universe, which turns out
to be very close to flat. The height of the first peak constrains the amount of non-baryonic
dark matter - if the Universe were made only of baryons then it would be much higher.
The overall shape of the angular power spectrum constrains the shape of the primordial
power spectrum that seeded it.
The best fit parameters from the CMB are given in Table 1.1. These are widely
considered the most reliable and tightest constraints on cosmological parameters today.
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Figure 1.9. The first supernova observations indicating the presence of a cos-
mological constant. Copyright the High-Z Supernova Search Team.
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Fig. 1. Planck foreground-subtracted temperature power spectrum (with foreground and other “nuisance” parameters fixed to their
best-fit values for the base  CDM model). The power spectrum at low multipoles (  = 2–49, plotted on a logarithmic multi-
pole scale) is determined by the Commander algorithm applied to the Planck maps in the frequency range 30–353GHz over
91% of the sky. This is used to construct a low-multipole temperature likelihood using a Blackwell-Rao estimator, as described
in Planck Collaboration XV (2014). The asymmetric error bars show 68% confidence limits and include the contribution from un-
certainties in foreground subtraction. At multipoles 50       2500 (plotted on a linear multipole scale) we show the best-fit The
CMB spectrum computed from the CamSpec likelihood (see Planck Collaboration XV 2014) after removal of unresolved foreground
components. This spectrum is averaged over the frequency range 100–217GHz using frequency-dependent di use sky cuts (re-
taining 58% of the sky at 100 GHz and 37% of the sky at 143 and 217GHz) and is sample-variance limited to     1600. The light
grey points show the power spectrum multipole-by-multipole. The blue points show averages in bands of width      31 together
with 1  errors computed from the diagonal components of the band-averaged covariance matrix (which includes contributions
from beam and foreground uncertainties). The red line shows the temperature spectrum for the best-fit base  CDM cosmology. The
lower panel shows the power spectrum residuals with respect to this theoretical model. The green lines show the ±1  errors on the
individual power spectrum estimates at high multipoles computed from the CamSpec covariance matrix. Note the change in vertical
scale in the lower panel at   = 50.
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Figure 1.10. The CMB angular power spectrum, from Planck Collaboration
et al. (2014b).
1.5.3 Gravitational lensing
As predicted by Einstein, when light passes a massive object, its path is distorted. and
many measurements have been made since, most recently from the Deep Lens Survey (Jee
et al. 2013), the Canada France Hawaii Telescope Lensing Survey (CFHTLenS, Heymans
et al. 2012), the Dark Energy Survey (The Dark Energy Survey Collaboration et al. 2015)
and the Kilo-Degree Survey (KiDS) (Kuijken et al. 2015; Hildebrandt et al. 2017).
1.5.4 Redshift space distortions
The clustering of galaxies viewed in redshift space appears distorted in relation to the
shape in real space, due to a deviation of the galaxy velocities from pure Hubble flow as
they fall into the gravitational potential wells. These peculiar velocities cause structures
to seem squashed along the line of sight on linear scales, and this e↵ect was first described
by Kaiser in 1987. Using linear perturbation theory, Kaiser derived an expression for the
galaxy power spectrum in redshift space PS(~k) which relates it to the power spectrum in
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real space PR(~k) as follows:
PS(~k) = PR(~k)(1 +  µ
2)2 (1.36)
where µ is the cosine of the angle between the wave vector ~k, and the line of sight. The
parameter   is defined as   = ⌦
0.6
m
b , where ⌦m is the current matter density parameter
and b is the bias which describes how galaxies trace the underlying dark matter density.
It can be seen that in redshift space the matter power spectrum, unlike in real space,
is anisotropic i.e. it has angular dependence. The correlation function in redshift space
⇠S can also be similarly related to its real space counterpart. Using these descriptions of
both the power spectrum and correlation functions, the clustering of galaxies in redshift
space is frequently used to constrain the cosmological parameters ⌦m and  . In this work,
however, we use a numerical model of the cluster-galaxy redshift space correlation function
in order to directly obtain the e↵ective infall velocity profile for galaxies around a cluster.
This infall velocity profile can then be used to calculate the gravitational potential in the
region of that cluster.
The infall picture includes only those redshift space distortions which are due to galax-
ies infalling onto the cluster, and is therefore only accurate down to a certain scale. To-
wards the centre, where motions are virialized and highly non-linear, the large velocity
dispersion means that the galaxy positions in redshift space are elongated in both direc-
tions along the line of sight, known as the ‘fingers of God’ e↵ect.
1.6 Modified gravity
Arguably one of the most puzzling scientific discoveries made in recent times has been the
revelation that the universe is currently undergoing an accelerated expansion. The first
evidence of this was provided by observations of type Ia supernovae, which showed that
their host galaxies appear to be moving away from us at an ever increasing rate. To explain
this observed expansion, within the framework of General Relativity, requires a mysterious
fluid referred to as dark energy, which exerts a negative pressure causing the expansion
to accelerate. However, the unexplained nature of dark energy, which unlike dark matter
does not have a theoretical basis in particle physics, has precipitated a wave of alternative
theories in which General Relativity itself is altered in some way. These modified gravity
theories, for example f(R) and DGP, account for the cosmic acceleration by changing the
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Figure 2 The redshift-space correlation function for the 2dFGRS, ⇠( , ⇡),
plotted as a function of transverse ( ) and radial (⇡) pair separation. The func-
tion was estimated by counting pairs in boxes of side 0.2h 1Mpc (assuming an
⌦ = 1 geometry), and then smoothing with a Gaussian of rms width 0.5h 1Mpc.
To illustrate deviations from circular symmetry, the data from the first quadrant
are repeated with reflection in both axes. This plot clearly displays redshift
distortions, with ‘fingers of God’ elongations at small scales and the coherent
Kaiser flattening at large radii. The overplotted contours show model predic-
tions with flattening parameter   ⌘ ⌦0.6/b = 0.4 and a pairwise dispersion of
 p = 400 km s 1. Contours are plotted at ⇠ = 10, 5, 2, 1, 0.5, 0.2, 0.1.
The model predictions assume that the redshift-space power spectrum
(Ps) may be expressed as a product of the linear Kaiser distortion and a radial
convolution14: Ps(k) = Pr(k) (1 +  µ2)2 (1 + k2 2pµ
2/2H20 )
 1, where µ = kˆ · rˆ,
and  p is the rms pairwise dispersion of the random component of the galaxy ve-
locity field. This model gives a very accurate fit to exact nonlinear simulations15.
For the real-space power spectrum, Pr(k), we take the estimate obtained by de-
projecting the angular clustering in the APM survey13,16. This agrees very well
with estimates that can be made directly from the 2dFGRS, as will be discussed
elsewhere. We use this model only to estimate the scale dependence of the
quadrupole-to-monopole ratio (although Fig. 2 shows that it does match the full
⇠( , ⇡) data very well).
The presence of bias is an inevitable consequence of the nonlinear nature of galaxy for-
mation, and the relation between mass and galaxy tracers is complex18,19,20. However,
there are good theoretical reasons to expect that b can indeed be treated as a constant
on large scales, where the density fluctuations are linear21,22. Redshift-space distortions
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Figure 1.11. Infall and fingers of God as observed in the 2dFGRS (Peacock et
al. 2001).
way gravity behaves at very large scales. As they are designed to produce the observed
expansion history, these models can only be tested using erturbations in the b ckground
matter density. It is important to find a model independent way to di↵erentiate between
the dark energy and modified gravity scenarios, and the observational test of General
Relativity described below is one such way of doing this which has been proposed in
recent years.
In the Newtonian gauge, a scalar perturbation to the metric can be described as follows:
ds2 =  (1 + 2 )dt2 + (1  2 )a2(t)d~x2 (1.37)
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Figure 5. ΛCDM model: 68.3%, 95.4%, and 99.7% confidence regions of the (Ωm,ΩΛ) plane from SNe Ia combined with the constraints from BAO and CMB.
The left panel shows the SN Ia confidence region only including statistical errors, while the right panel shows the SN Ia confidence region with both statistical and
systematic errors.
Figure 6. wCDM model: 68.3%, 95.4%, and 99.7% confidence regions in the (Ωm,w) plane from SNe Ia, BAO, and CMB are shown in both panels. The left
panel shows the SN Ia confidence region for statistical uncertainties only, while the right panel shows the confidence region including both statistical and systematic
uncertainties. We note that CMB and SN Ia constraints are orthogonal, making this combination of cosmological probes very powerful for investigating the nature of
dark energy.
corresponds to a look-back time of 6.62 ± 0.22 Gyr, about
the half of the age of the universe. Equality between the
energy density of dark energy and matter occurred later, at
z = 0.391± 0.033 or a look-back time of 4.21± 0.27 Gyr.
If we remove the flatness prior (labeled as oΛCDM in
Table 7), the best-fit Ωm and ΩΛ change by a fraction of their
errors with Ωk = 0.002+0.005−0.005.
5.2. wCDM: Constant Equation-of-state Parameter
In wCDM models, w is constant but is allowed to be different
from −1. While few dark-energy theories give w ̸= −1 and
yet constant (Copeland et al. 2006), constraints on the constant
w model are still useful. The wCDM model contains fewer
parameters than the dynamical dark-energy models considered
in the following section, yet a value different from w = −1
18
The Astrophysical Journal, 746:85 (24pp), 2012 February 10 Suzuki et al.
Figure 5. ΛCDM model: 68.3%, 95.4%, and 99.7% confidence regions of the (Ωm,ΩΛ) plane from SNe Ia combined with the constraints from BAO and CMB.
The left panel shows the SN Ia confidence region only including statistical errors, while the right panel shows the SN Ia confidence region with both statistical and
systematic errors.
Figure 6. wCDM model: 68.3%, 95.4%, and 99.7% confidence regions in the (Ωm,w) plane from SNe Ia, BAO, and CMB are shown in both panels. The left
panel shows the SN Ia confidence region for statistical uncertainties only, while the right panel shows the confidence region including both statistical and systematic
uncertainties. We note that CMB and SN Ia constraints are orthogonal, making this combination of cosmological probes very powerful for investigating the nature of
dark energy.
corresponds to a look-back time of 6.62 ± 0.22 Gyr, about
the half of the age of the universe. Equality between the
energy density of dark energy and matter occurred later, at
z = 0.391± 0.033 or a look-back time of 4.21± 0.27 Gyr.
If we remove the flatness prior (labeled as oΛCDM in
Table 7), the best-fit Ωm and ΩΛ change by fraction of their
rro s with Ωk = 0.002+0.005−0.005.
5.2. wCDM: Constant Equation-of-state Parameter
In wCDM models, w is constant but is allowed to be different
from −1. While few dark-energy theories give w ̸= −1 and
yet constant (Copeland et al. 2006), constraints on the constant
w model are still useful. The wCDM model contains fewer
parameters than the dynamical dark-energy mo els considered
in the following s ction, yet a value different from w = −1
18
Figure 1.12. Constraints from type 1a supernovae taken from Suzuki et al.
(2012).
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where  and   are scalar potentials which are equal in GR, in the absence of anisotropic
stresses. Matter is sensitive only to the temporal potential  , also known as the Newtonian
potential. Light however, which is traveling relativistically, is sensitive to both of the
potentials  and  . The dynamics of matter on large scales such as the clustering of
galaxies around local overdensities can therefore be used as a probe of the Newtonian
potential  , whereas the e↵ect of these overdensities of matter on light, i.e. gravitational
lensing, can be used to probe the sum of the potentials  +  . These two independent
probes of the potentials can be combined to calculate the scale-dependent parameter ⌘,
defined as
⌘(k) =
 
 
(1.38)
which in GR should be equal to unity. In modified gravity theories however, this quantity
is expected to deviate from the GR case at very large scales.
1.7 Structure of this thesis
In Chapter 2 I summarise the n-body simulations used in this thesis and the halo catalogue
that came with them. I then describe how I populated these simulations with galaxies
used in the rest of the thesis. In typical observations data from many clusters must be
combined to produce a statistically significant result. I also describe how the clusters were
stacked in Chapter 2.
In Chapter 3 I develop a model for galaxy infall based on the linear regime on large
scales and the spherical collapse model on small scales. I obtain a transition model based
on simulations and provide a fitting formula.
In Chapter 4 I study the velocity dispersion of galaxies in the simulations and show
that this varies as a function of distance to the cluster center, and that this is di↵erent in
the directions parallel and perpendicular to the line-of-sight. I develop a model for this
variation which is used in the following chapter.
Chapter 5 uses the tools developed in the preceeding chapters to make a full predicted
redshift-space correlation function which is then compared with the simulations as a test
of how the cluster mass may be constrained from this observable.
Finally the thesis ends with some concluding remarks in Chapter 6.
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Chapter 2
Population of N-body Simulations
via the Halo Model
The various models required to provide a full description of redshift space distortions in the
galaxy distribution around clusters will be discussed in the following chapters, and in this
work data from N-body simulations of dark matter will be used for the purposes of both
development and testing of these models. However in order to make a comparison with
the predictions which relate to the dynamics of galaxies, these simulations which describe
the evolution of the DM density field need to first be populated. The approach taken here
is based on the halo model, which uses a localised description of how galaxies trace the
underlying density via a statistic known as the halo occupation distribution (HOD). This
gives a relation between the mass of a DM halo and the number of galaxies it’s expected to
contain, and provides a useful method with which to populate the halos in order to obtain
a realistic prediction for the galaxy distribution at a given redshift. In this chapter the
N-body simulations that will be referred to throughout this work are described, and an
HOD used to populate the halos with galaxies so that mock observations can be generated
and then compared to the model predictions for di↵erent aspects of galaxy dynamics in
clusters on quasi-linear scales.
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2.1 The simulations
The N-body data which will be used here are taken from GADGET-2 simulations, a full
description of which is given in Heitmann et al. (2010). In these simulations a particle-mesh
(PM) algorithm is combined with a tree-PM approach to model the evolution of 10243 DM
particles under gravity, in a comoving volume of (936 Mpch 1)3. The DM particle mass
is 5.3⇥ 1010 Msolarh 1, with an inter-particle spacing of approximately 1 Mpch 1. These
methods e↵ectively sample the phase space distribution, solving the equations of motion
for the resulting set of tracer particles to provide a description of the evolving DM density
field. The data which will be populated with galaxies consists of a single realisation of a
⇤CDM universe at redshift 0.67, with the following cosmological parameters: ⌦m = 0.25
and ⌦⇤ = 0.75 for the contributions from the total matter content and cosmological
constant respectively, a baryon density given by ⌦b = 0.024h 2, a dimensionless Hubble
constant of h = 0.72, the normalisation set by  8 = 0.8 and a spectral index fixed at
ns = 0.97. These parameters correspond to the five-year Wilkinson Microwave Anisotropy
Probe (WMAP) observations, which are described in Dunkley et al. (2009).
The raw data takes the form of several unformatted GADGET files containing a list
of DM particle positions and velocities, which must first be processed in order to populate
the simulations with galaxies. A halo catalogue is also provided which describes the virial
masses and locations of DM halos in the simulations, in addition to their concentration
parameters and the most gravitationally bound particle. This halo catalogue will be used
in combination with the raw data in order to assign the DM particles to their parent halos,
so that the number of galaxies predicted by the HOD for a given halo can be selected at
random from these particles. This will provide a galaxy catalogue corresponding to a
luminosity threshold determined by the HOD parameters used, which can be used to
generate mock data with which to compare predictions from the various models presented
here.
2.2 The halo catalogue
The halo catalogue which is provided with the simulations uses a friends-of-friends (FOF)
method to define DM halos within the simulations (please see Heitmann et al. (2010)
for more details), and contains a list of the resulting halos found which includes both
the FOF and virial mass, position, concentration parameter and most bound particle for
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each halo. The friends-of-friends method selects particles separated by less than a given
linking length from their nearest neighbour, grouping these particles together to define a
DM halo. The linking length used here is 0.168 Mpch 1, and the resulting halo catalogue
has a mass range of approximately 1011 to 1015 Msolarh 1. It is important to note here
that the virial mass given in the halo catalogue is calculated relative to the comoving
critical density, and this needs to be taken into account in cases where predictions assume
a di↵erent definition taken relative to the mean background density. In developing the
models which are introduced in the following chapters, we need an accurate method with
which to predict the mean density for halos of a specified mass. For this purpose the halo
mass function presented in Sheth & Tormen (1999) is used, which gives an expression for
the mean density ⇢¯h for halos of virial mass Mh as follows:
⇢¯h(Mh) =
A⇢¯m
M2h
✓
1 +
1
(a⌫2
p◆ra⌫2
2⇡
exp
✓ a⌫2
2
◆
d ln ⌫2
d lnMh
(2.1)
where ⇢¯m is the comoving mean background density, A = 0.322, a = 0.707, p = 0.3 and
⌫ =  c/ (Mh) with  c ⇡ 1.686 and  2(Mh) describes the variance in the initial density
field in spheres with the same virial radius R200 corresponding to the given halo mass.
It is important to emphasise that the virial mass in the above expression is calculated
relative to the mean background density ⇢¯m and therefore the equivalent masses need
to be calculated from those given in the halo catalogue, which are defined relative to the
critical density, in order to make a direct comparison with the halo mass function observed
in the simulations.
Figure 2.1 shows the mean density of halos as a function of virial mass predicted by
equation 2.1, compared to that observed in the simulations. These results are obtained
by measuring the total count from the halo catalogue for a given mass bin, and dividing
this by the simulation volume. It can be seen that the predicted mean halo density shows
good agreement with that observed in the simulations, except for at very low virial masses
which are approaching the DM particle mass in the simulations of ⇠ 5 ⇥ 1010 Msolarh 1
and therefore not included in the halo catalogue. However, in the mass range of interest,
the halo mass function provided by Sheth & Tormen (1999) can be considered su ciently
accurate for the purposes here.
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Figure 2.1. Mean halo number density as a function of virial mass as pre-
dicted by the halo mass function (blue line), compared to results observed in the
simulations (red line) for a wide range of di↵erent halo mass bins.
2.3 Populating the simulations
In order to populate the halos given in the catalogue described above, a halo occupation
distribution is required to predicted the expected number of galaxies in a halo of given
mass. The HOD used here is described in Zehavi et al. (2011) and gives the following
relation for the expected galaxy population hNgal(Mh)i within a halo with virial mass Mh:
hNgal(Mh)i =
1
2
h
1 + erf
⇣
logMh logMmin
 logM
⌘i h
1 +
⇣
Mh M0
M 01
⌘↵i
(2.2)
where the parameters Mmin,  logM , M0, M 01 and ↵ depend on the luminosity threshold
to which the galaxy populations correspond to. The first term in equation 3.25 represents
the mean occupation function for central galaxies, characterised by a minimum mass scale
Mmin with width  logM . The second term describes the satellite galaxy mean occupation
function, which has a cuto↵ mass scale M0 with normalisation M 01. The high mass slope
↵ characterises the increase in Ngal with halo mass, in the case where multiple satellite
galaxies are expected. The predicted number of galaxies as a function of halo virial mass
calculated from equation 3.25 is shown in figure 2.2 for a variety of di↵erent absolute
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Fig. 10.— Luminosity dependence of galaxy clustering and the HOD. The left panel shows the measured wp(rp) and the best-fit HOD
models for all luminosity-threshold samples. The samples are each staggered by 0.25 dex, starting from the Mr <  20.5 sample, for clarity.
The right panel shows the corresponding halo occupation functions, hN(Mh)i, color-coded in the same way. The occupation functions shift
to the right, toward more massive halos, as the luminosity threshold increases. The separation of central and satellite galaxies is shown
for the rightmost occupation function, corresponding to the brightest sample, as the dashed and dotted curves, respectively. For the six
fainter samples, we have chosen models with sharp central-galaxy cuto s ( logM   0) that have   2 < 1 relative to the best-fit model
listed in Table 3 (see text). The three brightest samples require smooth cuto  profiles to fit the number density and clustering data.
TABLE 3
HOD and Derived Parameters for Luminosity Threshold Samples
Mmaxr logMmin  logM logM0 logM
0
1 ↵ logM1 fsat bg
 2
dof
-22.0 14.06± 0.06 0.71± 0.07 13.72± 0.53 14.80 ± 0.08 1.35± 0.49 14.85± 0.04 0.04± 0.01 2.16± 0.05 1.8
-21.5 13.38± 0.07 0.69± 0.08 13.35± 0.21 14.20 ± 0.07 1.09± 0.17 14.29± 0.04 0.09± 0.01 1.67± 0.03 2.3
-21.0 12.78± 0.10 0.68± 0.15 12.71± 0.26 13.76 ± 0.05 1.15± 0.06 13.80± 0.03 0.15± 0.01 1.40± 0.03 3.1
-20.5 12.14± 0.03 0.17± 0.15 11.62± 0.72 13.43 ± 0.04 1.15± 0.03 13.44± 0.03 0.20± 0.01 1.29± 0.01 2.7
-20.0 11.83± 0.03 0.25± 0.11 12.35± 0.24 12.98 ± 0.07 1.00± 0.05 13.08± 0.03 0.22± 0.01 1.20± 0.01 2.1
-19.5 11.57± 0.04 0.17± 0.13 12.23± 0.17 12.75 ± 0.07 0.99± 0.04 12.87± 0.03 0.23± 0.01 1.14± 0.01 1.0
-19.0 11.45± 0.04 0.19± 0.13 9.77± 1.41 12.63 ± 0.04 1.02± 0.02 12.64± 0.04 0.33± 0.01 1.12± 0.01 1.8
-18.5 11.33± 0.07 0.26± 0.21 8.99± 1.33 12.50 ± 0.04 1.02± 0.03 12.51± 0.04 0.34± 0.02 1.09± 0.01 0.9
-18.0 11.18± 0.04 0.19± 0.17 9.81± 0.62 12.42 ± 0.05 1.04± 0.04 12.43± 0.05 0.32± 0.02 1.07± 0.01 1.4
Note. — See Eq. 7 for the HOD parameterization. Halo mass is in units of h 1M . Error bars on the HOD parameters
correspond to 1 , derived from the marginalized distributions. M1, fsat and bg are derived parameters from the fits. M1 is
the mass scale of a halo that can on average host one satellite galaxy above the luminosity threshold and fsat is the fraction of
satellite galaxies in the sample. bg is the large-scale galaxy bias factor and is degenerate with the amplitude of matter clustering
 8, so that this is in fact bg  ( 8/0.8). A 2% systematic shift in the wp values would correspond to a 1% change in bg, e ectively
doubling the tiny errorbars on it. For all samples, the number of degrees-of-freedom (dof) is 9 (13 measured wp values plus the
number density minus the five fitted parameters). The parameters of the sharp-cuto  models plotted in Fig 10 for the six fainter
samples (see text) are specified hereby as (Mmaxr , logMmin,  logM , logM0, logM
0
1, ↵): (-18.0, 11.14, 0.02, 9.84, 12.40, 1.04);
(-18.5, 11.29, 0.03, 9.64, 12.48, 1.01); (-19.0, 11.44, 0.01, 10.31, 12.64, 1.03); (-19.5, 11.56, 0.003, 12.15, 12.79, 1.01); (-20.0, 11.78,
0.02, 12.32, 12.98, 1.01); (-20.5, 12.11, 0.01, 11.86, 13.41, 1.13).
close to a power-law. The sharp rise in b(L) (Fig-
ure 7) is driven both by this upturn in Mh (Mmin)
and by the steepening of the b(Mh) relation itself
(Mo & White 1996; Jing 1998; Sheth, Mo, & Tormen
2001; Tinker et al. 2010). As discussed by Zheng et
al. (2009, Appendix A), the greater departures from
a power-law wp(rp) evident for brighter galaxies arise
mainly because Mmin and M1 are larger than the char-
acteristic halo massM h where the halo mass function be-
gins to drop exponentially; this change in the halo mass
function shape leads to a sharper transition between the
one-halo and two-halo regimes of the correlation func-
tion.
There is a considerable gap between the values ofMmin
and M1 at all luminosities. As in earlier works, we find
an approximate scaling relation ofM1 ⇡ 17Mmin, imply-
ing that a halo hosting two galaxies (one central galaxy
and one satellite) above the luminosity threshold has to
be about 17 times more massive on average than a halo
hosting only one (central) galaxy above the luminosity
threshold. Halos in this “hosting gap” mass range tend to
host more luminous (higher mass) central galaxies rather
than multiple galaxies, consistent with the predictions of
Berlind et al. (2003) based on hydrodynamic simulations
and semi-analytic models. As can be seen in Figure 12a,
this scaling factor is somewhat smaller at the high lu-
minosity end, corresponding to massive halos that host
rich groups or clusters. This latter trend likely reflects
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Fig. 10.— Luminosity dependence of galaxy clustering and the HOD. The left panel shows the measured wp(rp) and the best-fit HOD
models for all luminosity-threshold samples. The samples are each staggered by 0.25 dex, starting from the Mr <  20.5 sample, for clarity.
The right panel shows the corresponding halo occupation functions, hN(Mh)i, color-coded in the same way. The occupation functions shift
to the right, toward more massive halos, as the luminosity threshold increases. The separation of central and satellite galaxies is shown
for the rightmost occupation function, corresponding to the brightest sample, as the dashed and dotted curves, respectively. For the six
fainter samples, we have chosen models with sharp central-galaxy cuto s ( logM   0) that have   2 < 1 relative to the best-fit model
listed in Table 3 (see text). The three brightest samples require smooth cuto  profiles to fit the number density and clustering data.
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dof
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-20.5 12.14± 0.03 0.17± 0.15 11.62± 0.72 13.43 ± 0.04 1.15± 0.03 13.44± 0.03 0.20± 0.01 1.29± 0.01 2.7
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Note. — See Eq. 7 for the HOD parameterization. Halo mass is in units of h 1M . Error bars on the HOD parameters
correspond to 1 , derived from the marginalized distributions. M1, fsat and bg are derived parameters from the fits. M1 is
the mass scale of a halo that can on average host one satellite galaxy above the luminosity threshold and fsat is the fraction of
satellite galaxies in the sample. bg is the large-scale galaxy bias factor and is degenerate with the amplitude of matter clustering
 8, so that this is in fact bg  ( 8/0.8). A 2% systematic shift in the wp values would correspond to a 1% change in bg, e ectively
doubling the tiny errorbars on it. For all samples, the number of degrees-of-freedom (dof) is 9 (13 measured wp values plus the
number density minus the five fitted parameters). The parameters of the sharp-cuto  models plotted in Fig 10 for the six fainter
samples (see text) are specified hereby as (Mmaxr , logMmin,  logM , logM0, logM
0
1, ↵): (-18.0, 11.14, 0.02, 9.84, 12.40, 1.04);
(-18.5, 11.29, 0.03, 9.64, 12.48, 1.01); (-19.0, 11.44, 0.01, 10.31, 12.64, 1.03); (-19.5, 11.56, 0.003, 12.15, 12.79, 1.01); (-20.0, 11.78,
0.02, 12.32, 12.98, 1.01); (-20.5, 12.11, 0.01, 11.86, 13.41, 1.13).
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and one satellite) above the luminosity threshold has to
be about 17 times more massive on average than a halo
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than multiple galaxies, consistent with the predictions of
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Fig. 10.— Luminosity dependence of galaxy clustering and the HOD. The left panel shows the measured wp(rp) and the best-fit HOD
models for all luminosity-threshold samples. The samples are each staggered by 0.25 dex, starting from the Mr <  20.5 sample, for clarity.
The right panel shows the corresponding halo occupation functions, hN(Mh)i, color-coded in the same way. The occupation functions shift
to the right, toward more massive halos, as the luminosity threshold increases. The separation of central and satellite galaxies is shown
for the rightmost occupation function, corresponding to the brightest sample, as the dashed and dotted curves, respectively. For the six
fainter samples, we have chosen models with sharp central-galaxy cuto s ( logM   0) that have   2 < 1 relative to the best-fit model
listed in Table 3 (see text). The three brightest samples require smooth cuto  profiles to fit the number density and clustering data.
TABLE 3
HOD nd Derived Parameters for Luminosity Threshold Sampl
Mmaxr logMmin  logM logM0 logM
0
1 ↵ logM1 fsat bg
 2
dof
-22.0 14.06± 0.06 0.71± 0.07 13.72± 0.53 14.80 ± 0.08 1.35± 0.49 14.85± 0.04 0.04± 0.01 2.16± 0.05 1.8
-21.5 13.38± 0.07 0.69± 0.08 13.35± 0.21 14.20 ± 0.07 1.09± 0.17 14.29± 0.04 0.09± 0.01 1.67± 0.03 2.3
-21.0 12.78± 0.10 0.68± 0.15 12.71± 0.26 13.76 ± 0.05 1.15± 0.06 13.80± 0.03 0.15± 0.01 1.40± 0.03 3.1
-20.5 12.14± 0.03 0.17± 0.15 11.62± 0.72 13.43 ± 0.04 1.15± 0.03 13.44± 0.03 0.20± 0.01 1.29± 0.01 2.7
-20.0 11.83± 0.03 0.25± 0.11 12.35± 0.24 12.98 ± 0.07 1.00± 0.05 13.08± 0.03 0.22± 0.01 1.20± 0.01 2.1
-19.5 11.57± 0.04 0.17± 0.13 12.23± 0.17 12.75 ± 0.07 0.99± 0.04 12.87± 0.03 0.23± 0.01 1.14± 0.01 1.0
-19.0 11.45± 0.04 0.19± 0.13 9.77± 1.41 12.63 ± 0.04 1.02± 0.02 12.64± 0.04 0.33± 0.01 1.12± 0.01 1.8
-18.5 11.33± 0.07 0.26± 0.21 8.99± 1.33 12.50 ± 0.04 1.02± 0.03 12.51± 0.04 0. 4± 0.02 1.09± 0.01 0.9
-18.0 11.18± 0.04 0.19± 0.17 9.81± 0.62 12.42 ± 0. 5 1.04± 0.04 12.43± 0. 5 0. 2± 0.02 1.07± 0.01 1.4
Note. — See Eq. 7 for the HOD parameterization. Halo mass is in units of h 1M . Error bars on the HOD parameters
correspond to 1 , derived from the marginalized distributions. M1, fsat and bg are derived parameters from the fits. M1 is
the mass scale of a halo that can on average host one satellite galaxy above the luminosity threshold and fsat is the fraction of
satellite galaxies in the sample. bg is the large-scale galaxy bias factor and is degenerate with the amplitude of matter clustering
 8, so that this is in fact bg  ( 8/0.8). A % systematic shift in the wp values would correspond to a 1% change in bg, e ectively
doubling the tiny errorbars on it. For all samples, the number of degrees-of-freedom (dof) is 9 (13 measured wp values plus the
number density minus the five fitted parameters). The parameters of the sharp-cuto  models plotted in Fig 10 for the six fainter
samples (see text) are specified hereby as (Mmaxr , logMmin,  logM , logM0, logM
0
1, ↵): (-18.0, 11.14, 0.02, 9.84, 12.40, 1.04);
(-18.5, 11.29, 0.03, 9.64, 12.48, 1.01); (-19.0, 11.44, 0.01, 10.31, 12.64, 1.03); (-19.5, 11.56, 0.003, 12.15, 12.79, 1.01); (-20.0, 11.78,
0.02, 12.32, 12.98, 1.01); (-20.5, 12.11, 0.01, 11.86, 13.41, 1.13).
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There is a considerable gap between the values ofMmin
and M1 at all luminosities. As in earlier works, we find
an approximate scaling relation ofM1 ⇡ 17Mmin, imply-
ing that a halo hosting two galaxies (one central galaxy
and one satellite) above the luminosity threshold has to
be about 17 times more massive on average than a halo
hosting only one (central) galaxy above the luminosity
threshold. Halos in this “hosting gap” mass range tend to
host more luminous (higher mass) central galaxies rather
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Berlind et al. (2003) based on hydrodynamic simulations
and s mi-analytic models. As can be seen in Figure 12a,
this scaling factor is somewhat smaller at the high lu-
minosity end, corresponding to massive halos that host
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Figure 2.2. Expected galaxy population as a function of parent halo mass, for a
range of di↵erent luminosity thresholds. This figure is adapted from Zehavi et al.
(2011).
magnitude thresholds, each of which is described by a specified set of HOD parameters.
This can be used to populate halos in the si ulations with galaxies which correspond to
a given maximum luminosity, and therefore produce mock observations which emulate a
particular redshift survey. It can be seen from figure 2.2 that there is a kick down in
the halo occupation distribution corresponding to luminosity thresholds of Mr <  20.5
and below, as there is a minimum halo mass required in order for it to contain a central
galaxy. For luminosity thresholds of Mr <  21 and above only the more massive halos
are expected to contain any galaxies, and the HOD is theref re dominated by the high
mass slope parameter ↵ resulting in a smooth shape.
The HOD parameter values used here are logMmin = 12.11,  logM = 0.01, logM0 =
11.86, logM 01 = 13.41 and ↵ = 1.13, which co responds to a galaxy l inosity threshold
absolute magnitude -20.5. At the simulation redshift of 0.67 this provides mock observa-
tions equivalent to a survey with an apparent magnitude limit of 22.5, similar for example
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to the Dark Energy Survey (DES) first year observations. The distribution of Ngal about
the mean for a given halo mass is assumed to be Poissonian, and the galaxy positions and
velocities are obtained by selecting dark matter particles at random from the parent halo.
It is important to note that the most gravitationally bound particle is always selected as
the central galaxy, and then satellite galaxies subsequently selected randomly from the
remaining DM particles associated with the given halo. The process of populating the
simulations, for a given set of HOD parameters, using the provided GADGET data and
halo catalogue is summarised in the flow chart shown in figure 2.3.
Figure 2.4 shows the overdensity given by   = (⇢  ⇢¯)/⇢¯ measured in a slice through the
simulations at x = 400 Mpch 1 for both the dark matter, and the galaxies after the halos
have been populated. It can be seen that the DM distribution is significantly smoother
that that of the galaxies, which show regions of tight clustering and also empty voids.
Note that HOD modelling di↵ers from semi-analytic modelling because it considers just
the final positions of the dark matter particles, whereas semi-analytic modelling considers
the complete halo merger tree when populating with galaxies. Baryons should ideally be
included in the simulations because they allow cooling in the centres of halos allowing a
steeper profile, but also can pu↵ up the halos due to feedback processes. These all have
an impact at the smaller scales which overlap to some extent with those considered in this
thesis and therefore should be considered in future work.
2.4 Stacking clusters
In order to compare observations of galaxy dynamics around clusters from the simulations
with theoretical predictions, a measure of their statistical properties is required. This
is achieved by stacking large numbers of clusters with a given primary halo mass, to
obtain a combined dataset of their surrounding galaxies. The process of stacking clusters
allows the accurate measurement of their statistical properties, such as the cluster-galaxy
correlation function. It also provides a method with which to calculate the e↵ective galaxy
infall velocity profile for a cluster of a given mass, which can then be compared to the
predictions from di↵erent models. In order to obtain a stacked dataset from the N-body
simulations, all halos which fall within the specified cluster mass bin are firstly selected
from the catalogue. It is important to note that the virial mass used when selecting halos
is calculated relative to the mean background density, as this is the definition used in
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Figure 2.3. Flow chart illustrating the method used to populate the simulations
with galaxies, for a given set of HOD parameters. The main inputs and output
are indicated in green, and red boxes describe each stage of the process with
intermediate inputs and outputs for the model shown in blue.
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Figure 2.4. Overdensity field for the dark matter (top) and galaxies (bottom)
in the populated N-body simulations, measured in a slice trough the comoving
volume at x = 400 Mpch 1. The colour bar represents the overdensity   for the
dark matter and galaxies.
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the subsequent theoretical relations. Velocities are then obtained for the stacked halos by
calculating the average motion of their associated galaxy populations. For each individual
halo the set of galaxies which reside in a radius of 100 Mpch 1 are then selected from the
catalogue. The galaxy positions and velocities relative to the primary halo are calculated
in each case, and then combined to produce one large dataset for the specified cluster mass
bin.
The above method was used to generate stacked cluster datasets from the N-body
simulations, selecting halos and galaxies from the catalogues described in previous sections.
Clusters were stacked for four di↵erent primary halo mass bins, the properties of which
are summarised in table 2.1. It can be seen that the datasets for more massive clusters
require a significantly wider mass bin, in order to include an adequate number of stacked
halos for statistical accuracy. This is due to the low abundance of very massive clusters in
the simulations, as predicted by the halo mass function. It is important to note that the
use of a wider halo mass bin results in a greater deviation between its central and average
values, as shown in table 2.1. This needs to be taken into account when comparing with
theoretical predictions.
The stacked datasets were used to calculate the average galaxy number density around
the clusters in both real and redshift space, for the four di↵erent primary halo mass bins
described above. The galaxy distribution in redshift space was obtained by shifting their
positions in the z direction, taken as the line of sight, by the amount  z = vz/H0 where
vz is the line-of-sight velocity relative to the primary halo. Figure 2.5 shows the observed
galaxy number density from the simulations as a function of position relative to the cluster
centre, for the halo mass bins summarised in table 2.1. Results are compared for both real
and redshift space, and clearly show the line-of-sight distortions which arise due to galaxy
infall. The Fingers of God e↵ect resulting from high galaxy velocity dispersion within the
primary halo can also be seen, and becomes more prominent with increasing cluster mass.
Figure 2.5 also shows a greater level of noise in the average density distribution around
more massive primary halos, which have datasets with a much smaller number of stacked
clusters due to their low abundance in the simulations.
In subsequent chapters of this thesis, models will be introduced which describe the
dynamics of both halos and galaxies observed in stacked cluster from the simulations. In
each dataset the positions and velocities are taken relative to the primary halo, which
has mass Mph defined as the average of the specified primary halo mass bin. This is
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Figure 2.5. Galaxy number density in real (left panels) and redshift (right
panels) space for stacked clusters in the simulations, as a function of position
relative to the primary halo. Results are shown for four di↵erent cluster mass bins,
centred on (from top to bottom) 5⇥1012, 1⇥1013, 5⇥1013 and 1⇥1014 Msolarh 1.
The colour bar represents a logarithmic scale of the galaxy number density in
units of Mpc 3h3, and the figure labels ⇡ = r⇡,   = r  and M cenhalo =Mph.
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Mph Bin width Average Mph Nclus N totgal(rmax)
5.00⇥ 1012 2.50⇥ 1011 5.01⇥ 1012 10985 1.28⇥ 108
1.00⇥ 1013 1.00⇥ 1012 9.97⇥ 1012 10119 1.19⇥ 108
5.00⇥ 1013 1.00⇥ 1013 4.98⇥ 1013 3008 3.55⇥ 107
1.00⇥ 1014 2.00⇥ 1013 9.92⇥ 1013 1018 1.21⇥ 107
Table 2.1. Properties of stacked clusters from the simulations with four di↵erent
primary halo mass bins, used to measure the mean galaxy number density relative
to the cluster centre in both real and redshift space. The halo mass bin centres,
widths and average values are stated in each case, all given in units of Msolarh 1.
The number of halos stacked is also shown, and the total count of galaxies which
reside within a distance of 100 Mpch 1 from the cluster centre.
surrounded by secondary halos of di↵erent masses Msh, which covers the full mass range
in the simulations (note that this includes halos for which Msh > Mph). The mean infall
velocity vshr (r) of secondary halos is defined along the line of separation r from the cluster
centre, where the predicted tangential velocity components are zero when averaged over all
halos. The velocity dispersion of secondary halos is considered separately in the radial and
tangential directions, defined as  shr (r) and  
sh
? (r) respectively. The number of galaxies
Ngal contained in a given parent halo is dependent on its mass, as described by the HOD
used to populate the simulations. The mean infall velocity of galaxies towards the primary
halo is defined as vgalr (r), with predicted tangential components of zero when averaged for
all galaxies. The velocity dispersion of galaxies is defined as  galr (r) and  
gal
? (r) for the
radial and tangential directions, respectively. In this work galaxy dynamics around a
cluster are described by modelling the motion of their parent halos, and averaging over all
values of Msh weighted by Ngal(Msh) in order to obtain predictions for v
gal
r (r),  
gal
r (r) and
 gal? (r). The velocity dispersion of galaxies within a given halo is also examined, however
their mean motion is assumed to equal that of the parent halo. A schematic diagram
illustrating the properties of halos and galaxies in a stacked cluster dataset is shown in
figure 2.6, including each of the di↵erent components which will be modelled in this work.
2.5 Conclusions
The technique of stacking clusters described here provides a vital tool with which to
measure their statistical properties, and is also used with galaxy redshift survey data
in order to observe the cluster-galaxy correlation function. The stacked cluster datasets
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central halo mass bins, used to measure the mean galaxy number density relative
to the cluster centre in both real and redshift space. The halo mass bin centres,
widths and average values are stated in each case, all given in units of Msolarh 1.
The number of halos stacked is also shown, and the total count of galaxies which
reside within a distance of 100 Mpch 1 from the cluster centre.
surrounded by secondary halos of di↵erent masses Msh, which covers the full mass range
in the simulations (note that this includes halos for which Msh > Mph). The mean infall
velocity vshr (r) of secondary halos is defined along the line of separation r from the cluster
centre, where the predicted tangential velocity components are zero when averaged over all
halos. The velocity dispersion of secondary halos is considered separately in the radial and
tangential directions, defined as  shr (r) and  
sh
? (r) respectively. The number of galaxies
Ngal contained in a given parent halo is dependent on its mass, as described by the HOD
used to populate the simulations. The mean infall velocity of galaxies towards the primary
halo is defined as vgalr (r), with predicted tangential components of zero when averaged for
all galaxies. The velocity dispersion of galaxies is defined as  galr (r) and  
gal
? (r) for the
radial and tangential directions, respectively. In this work galaxy dynamics around a
cluster are described by modelling the motion of their parent halos, and averaging over all
values ofMsh weighted by Ngal(Msh) in order to obtain predictions for v
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r (r),  
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r (r) and
 gal? (r). The velocity dispersion of galaxies within a given halo is also examined, however
their mean motion is assumed to equal that of the parent halo. A schematic diagram
illustrating the properties of halos and galaxies in a stacked cluster dataset is shown in
figure 2.6, including each of the di↵erent components which will be modelled in this work.
In the following chapters, primary and secondary halos are referred to as central and
satellite halos respectively, and the notation di↵ers as follows: Mph = M cenh , Msh = M
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widths and average values are stated in each case, all given in units of Msolarh 1.
The number of halos stacked is also shown, and the total count of galaxies which
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halo is defined as vgalr (r), with predicted tangential components of zero when averaged for
all galaxies. The velocity dispersion of galaxies is defined as  galr (r) and  
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? (r) for the
radial and tangential directions, respectively. In this work galaxy dynamics around a
cluster are described by modelling the motion of their parent halos, and averaging over all
values ofMsh weighted by Ngal(Msh) in order to obtain predictions for v
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r (r) and
 gal? (r). The velocity dispersion of galaxies within a given halo is also examined, however
their mean motion is assumed to equal that of the parent halo. A schematic diagram
illustrating the properties of halos and galaxies in a stacked cluster dataset is shown in
figure 2.6, including each of the di↵erent components which will be modelled in this work.
In the following chapters, primary and secondary halos are referred to as central and
satellite halos respectively, and the notation di↵ers as follows: Mph = M cenh , Msh = M
sat
h ,
vshr = vh,  
sh
r =  
sat
vr ,  
sh
? =  
sat
v? , v
gal
r = vga and  
gal
r , 
gal
? are characterised as the line of
sight component galvlos of the l xy velocity dispersion.
2.4. Stacking clusters 69
M cenhalo Bin width Average M
cen
halo Nclus N
tot
gal(rmax)
5.00⇥ 1012 2.50⇥ 1011 5.01⇥ 1012 10985 1.28⇥ 108
1.00⇥ 1013 1.00⇥ 1012 9.97⇥ 1012 10119 1.19⇥ 108
5.00⇥ 1013 1.00⇥ 1013 4.98⇥ 1013 3008 3.55⇥ 107
.00⇥ 1014 2.00⇥ 1013 9.92⇥ 1013 1018 1.21⇥ 107
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central halo mass bins, used to measure the mean galaxy number density relative
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widths and average values are stated in each case, all given in units of Msolarh 1.
The number of halos stacked is also shown, and the total count of galaxies which
reside within a distance of 100 Mpch 1 from the cluster centre.
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in the simulations (note that this includes halos for which Msh > Mph). The mean infall
velocity vshr (r) of secondary halos is defined along the line of separation r from the cluster
centre, where the predicted tangential velocity components are zero when averaged over all
halos. The velocity dispersion of secondary halos is considered separately in the radial and
tangential directions, defined as  shr (r) and  
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Ngal contained in a given parent halo is dependent on its mass, as described by the HOD
used to populate the simulations. The mean infall velocity of galaxies towards the primary
halo is defined as vgalr (r), with predicted tangential components of zero when averaged for
all galaxies. The velocity dispersion of galaxies is defined as  galr (r) and  
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? (r) for the
radial and tange tial directions, respectively. In this work galaxy dynamics around a
cluster are described by modelling the motion of their parent halos, and averaging over all
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their mean motion is assumed to equal that of the parent halo. A schematic diagram
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Ngal contained in a given parent halo is dependent on its mass, as described by the HOD
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all galaxies. The velocity dispersion of galaxies is defined as  galr (r) and  
gal
? (r) for the
radial and tangential directions, respectively. In this work galaxy dynamics around a
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 gal? (r). The velocity dispersion of galaxies within a given halo is also examined, however
their mean motion is assumed to equal that of the parent halo. A schematic diagram
illustrating the properties of halos and galaxies in a stacked cluster dataset is shown in
figure 2.6, including each of the di↵erent components which will be modelled in this work.
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their mean motion is assumed to equal that of the parent halo. A schematic diagram
illustrating the properties of halos and galaxies in a stacked cluster dataset is shown in
figure 2.6, including each of the di↵erent components which will be modelled in this work.
In the following chapters, primary and secondary halos are referred to as central and
satellite halos respectively, and the notation di↵ers as follows: Mph = M cenh , Msh = M
sat
h ,
vshr = vh,  
sh
r =  
sat
vr ,  
sh
? =  
sat
v? , v
gal
r = vgal and  
gal
r , 
gal
? are characterised as the line of
si ht component  galvlos of the galaxy velocity dispersion.
Figure 2.6. Schematic diagram of a stacked cluster dataset, defining the indi-
vidual components of both halo and galaxy dynamics which are modelled in this
work.
generated from the N-body simulations are used to create mock data, which are used in
the following chapters to test models of infall and velocity dispersion. A numerical method
for modelling the cluster-galaxy redshift space correlation function will also be applied to
these mock data with the objective of reconstructing the primary halo mass. The galaxy
dynamics observed around clusters in the N-body simulations will be used both to develop
the models described above, and also to test their robustness in the quasi-linear regime.
Chapter 3
Infall of Galaxies onto Clusters in
the Quasi-linear Regime
The mean streaming motion of galaxies towards an overdense region of space provides a
direct measure of the local gravitational potential, and therefore a useful means by which
to determine the matter density within that region. The infall of galaxies onto a cluster
can consequently be used to probe the mass of the dark matter halo which resides at the
centre, which compliments observations of large scale structure and gravitational lensing in
providing a map of the dark matter distribution on cosmological scales. Galaxy infall is well
understood in the linear regime, and can be accurately described on su ciently large scales
using linear perturbation theory. However the infall which occurs closer to the cluster
centre, where the density is high compared to that of the background universe, begins
to deviate from the predictions provided by linear theory, and an alternative approach
is required at distances less than a few tens of Mpch 1 from the primary halo. These
scales are of interest for many reasons including performing tests of General Relativity,
and therefore it is important to have an accurate method with which to predict galaxy
infall in this quasi-linear regime.
In this chapter, a model is presented which describes the mean streaming motions of
galaxies around a cluster with given primary halo mass, and gives the radial dependence
of this infall velocity relative to the cluster centre. The approach taken in this work is
to combine the predictions from linear theory with the spherical evolution model which
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provides a small scale approximation for galaxy peculiar velocity, introducing a method
by which to transition smoothly between these two models and therefore obtain a full
description of the infall velocity profile across both regimes. The predictions from this
model are compared to the galaxy infall observed in stacked clusters from the N-body
simulations, in order to determine its accuracy on quasi-linear scales. The model developed
here is then used, together with a description of the galaxy density profile, to calculate the
redshift space distortions which occur due to infall onto a cluster. This can be combined
with a model which predicts the line of sight velocity dispersion for a given primary halo
mass, to provide a complete description of the galaxy distribution in redshift space around
a cluster.
3.1 Halo streaming model
3.1.1 Dark matter pairwise velocities
In linear theory, the mean pairwise velocity of dark matter particles at separation r can
be calculated from the correlation function ⇠(r, a), which is related to the matter power
spectrum P (k, a) as follows:
⇠(r, a) =
Z
dk
k
k3P (k, a)
2⇡2
j0(kr) (3.1)
where j0 is a 0th order spherical Bessel function. The average relative velocity vdmr for a
pair of dark matter particles is dependent on their separation, and can be derived from
the pair-conservation equation given in Peebles (1980). This relation can be expressed in
the following form, as described by Nityananda & Padmanabhan (1994):
@ (1 + ⇠¯)
@ ln a
=  v
dm
r (r)
Hr
3
h
1 + ⇠(r)
i
(3.2)
whereH is the Hubble constant at scale factor a. The volume averaged correlation function
⇠¯(r, a) is defined as:
⇠¯(r, a) =
3
r3
Z r
0
⇠(x, a)x2dx (3.3)
which is evaluated at the proper separation r. Equation 3.2 allows the mean pairwise
velocity to be calculated from the evolution of ⇠¯(r, a), assuming the number of pairs is
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conserved. In linear theory, the volume averaged correlation function depends on the
growth factor D(a) as follows:
⇠¯(r, a) =

D(a)
D0
 2
⇠¯(r, a0) (3.4)
where D0 is the present day growth factor. Substituting the above relation and the
dimensionless linear growth rate f(⌦) ⌘ @ lnD/@ ln a into equation 3.2 yields the following
expression:
 v
dm
r
Hr
=
2
3
f(⌦)
⇠¯(r, a)
1 + ⇠(r, a)
(3.5)
where f(⌦) ⇡ ⌦0.56m for a flat ⇤CDM cosmology. The velocity vdmr describes the mean
relative motion of pairs of dark matter particles along their line of separation r. The
velocity components perpendicular to this are zero in linear theory, when averaged over
all dark matter particle pairs.
The above relation between the dark matter density and velocity fields provides a pre-
diction for the mean streaming motions of dark matter particles, however is only accurate
on large scales (r > 10 Mpch 1) where linear theory applies, and significantly underesti-
mates the velocities on smaller scales (Juszkiewicz et al. (1999); Sheth et al. (2001)). This
can be improved by calculating an expression for the evolution of ⇠dm(r, a) and inserting
this into the continuity equation as presented by Nityananda & Padmanabhan (1994),
which was shown by Hamilton et al. (1991) to better describe the dark matter streaming
on nonlinear scales.
In order to extend this description to predict the streaming motions of galaxies, which
can be directly compared with observations, we need to understand how they trace the
underlying dark matter distribution. The approach taken in this work is to develop a
model for the pairwise velocities between dark matter halos of di↵erent masses, which
is accurate on quasi-linear scales i.e. down to a few times the halo virial radius. These
predictions can then be combined with halo occupation statistics and used to calculate
the e↵ective infall velocity profile of galaxies around a given cluster mass.
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3.1.2 Halo pairwise velocities
In the first instance a description of the mean streaming motions for dark matter halos on
linear scales is examined, with the aim of then extending this to accurately predict halo
velocities in the quasi-linear regime. The halo streaming model used for this purpose is
described in Sheth et al. (2001), and relates the mean pairwise velocity of dark matter
particles to that of the halos they belong to. In order to derive this relation, a description
of the halo-halo correlation function ⇠hh(r, a) and its evolution is required. For halos with
two di↵erent masses m1 and m2, the correlation function is related to that of the dark
matter ⇠dm(r, a) as follows:
⇠hh(r, a) ⇡ b1(m1)b2(m2)⇠dm(r, a) (3.6)
where b1 and b2 are the bias values corresponding to the di↵erent halo masses. The bias
factor b(m) is well approximated for a halo of mass m by the following expression, as
described by Mo & White (1996):
b(m) = 1 +
⌫2(m)  1
 c D(a)/D0
(3.7)
where  c is the linearly-extrapolated critical density for collapse at the present day, and
⌫(m) ⌘  c/ (m). The term  (m) is defined as the r.m.s. overdensity fluctuation, calcu-
lated for a sphere with radius corresponding to the given halo mass. In this approximation
the bias factor evolution is therefore given by:
@ b(m)
@ ln a
= f(⌦)
h
1  b(m)
i
(3.8)
The expression for ⇠hh(r, a) can be inserted into the pair-conservation formula given in
equation 3.2, assuming that the present day velocity of a halo is equal to that of its
centre-of-mass DM particle. The above approximations for the evolution of b(m) and
⇠¯dm(r, a) can be used to obtain the following relation for the mean approach velocity vhr (r)
between two halos of di↵erent masses:
 vhr (r)
Hr
3 [1 + b1b2⇠dm(r, a)] = ⇠¯dm(r, a)f(⌦) [b1 + b2] (3.9)
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The linear approximation for vdmr (r) given in equation 3.5 can be substituted into the
above expression to yield:
vhr (r)
Hr
⇡ v
dm
r (r)
Hr
✓
b1 + b2
2
◆
1 + ⇠dm(r, a)
1 + b1b2⇠dm(r, a)
(3.10)
where vhr (r) is the mean relative velocity between halos along their line of separation r,
with the perpendicular components equal to zero when averaged over all pairs. The above
model provides a description of the mean streaming motion of halos and how it relates to
that of the dark matter, and is accurate in the linear regime.
Here a fitting function introduced by Tinker et al. (2010) is used to calculate the bias
value for a halo of virial mass M200, defined as the mass enclosed by radius R200 within
which the average halo density is 200 times that of the mean background density at the
cluster redshift ⇢¯m, i.e. R200 = (3M200/4⇡⇢¯m)
1
3 . The bias is parameterized in terms of
the peak height in the linear density field ⌫ =  c/ (m), where  c is the critical collapse
density and  (m) is the r.m.s. matter variance on the scale of the halo radius R200. The
fitting formula for halo bias is given by:
b(⌫) = 1  A⌫
a
⌫a +  ac
+B⌫b + C⌫c (3.11)
where the fitted parameters corresponding to the definition of halo virial mass used here
are as follows: A = 1.00, B = 0.183, C = 0.265, a = 0.133, b = 1.50, c = 2.40 and the
value of the critical collapse density used is  c = 1.6577. This expression for halo bias,
which was developed from the model by Sheth & Tormen (1999), has been shown to be
adequately insensitive to changes in both redshift and the chosen cosmology to use for the
purposes here.
The fitting formula given in equation 3.11 allows the bias to be accurately determined
for a halo of given virial mass at a specified redshift, which can then be inserted into
equation 3.10 to give the mean approach velocity along the line of separation for two halos
of di↵erent masses m1 and m2, as a function of scale r. Comparison with halo streaming
velocities measured from N-body simulations shows a good agreement on linear scales,
however the model begins to under-predict halo approach velocities seen in the simulations
at radii of order tens of Mpch 1, with more massive halos showing a divergence from the
linear prediction at larger scales. This is unsurprising given that the model described
above assumes a linear evolution of halo bias, and also that this bias is scale-independent.
3.2. Extension to nonlinear scales 78
These assumptions are known to be incorrect on small scales, and therefore a di↵erent
approach must be considered in order to accurately model the streaming motions of halos
in this regime.
In the following section a model for the mean approach velocities of halos on nonlinear
scales will be examined and compared to the linear predictions described above, and a
method presented with which to combine these two models. The goal of this is to provide
a complete description of the mass and scale dependence of halo streaming motions, which
is accurate across both the linear and nonlinear regimes.
3.2 Extension to nonlinear scales
3.2.1 Spherical evolution model
The spherical top hat evolution model presented by Gunn & Gott (1972) describes the
evolution of the average density in a perturbation within given radius r, and also the speed
at which this boundary subsequently evolves vpec (Schechter (1980)). This depends on the
density of the perturbation compared to that of the background universe, characterised
by the parameter  m as follows:
1 + m(r) ⌘ Menc(r)
4⇡r3⇢¯m/3
(3.12)
where Menc is the enclosed mass of the perturbation at radius r, which in this model
remains constant as its boundary and average density evolve. An overdense perturbation
will initially expand at a rate slightly slower than that of the Hubble flow, then will begin
to contract, eventually turning around and collapsing. The perturbation turns around
when this contraction exactly cancels out the expansion of the background universe, and
subsequently collapses. In the spherical evolution model, the average perturbation density
is parameterised as follows:
1 + m(r) =
f(✓)
f(U)
(3.13)
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where the function f(✓) is given by:
f(✓) =
8><>:(✓   sin ✓)
2/(1  cos ✓)3 overdense
(sinh ✓   ✓)2/(cosh ✓   1)3 underdense
(3.14)
The perturbation boundary evolution in this model is described by the following expres-
sion:
vpec(r)
H0r
=
g(✓)
g(U)
  1 (3.15)
where the function g(✓) is given by:
g(✓) =
8><>:sin ✓(✓   sin ✓)/(1  cos ✓)
2 overdense
sinh ✓(sinh ✓   ✓)/(cosh ✓   1)2 underdense
(3.16)
and the parameter U is defined for either an open or closed universe as follows:
U =
8><>:arccos(2/⌦m   1) closedln(2/⌦m   1 +p(2/⌦m   1)2   1) open (3.17)
These parametric expressions provided by the spherical top hat model describe the non-
linear growth of a density perturbation, and the velocity at which its boundary evolves.
An overdense perturbation turns around when it is contracting at a rate which is equal
to the Hubble flow, and therefore  vpec(r) = H0r. This corresponds to a value of ✓ = ⇡
for the above parameterisation, and in the case of complete collapse it can be seen that
✓ ! 2⇡. The spherical evolution model therefore gives the following expression for vpec
when expanding around the limit of complete collapse:
  vpec
H0r
!
p
⌦m(1 + m) =
p
2GMenc/r
H0r
(3.18)
where ⌦m = 8⇡G⇢¯m/3H20 is the matter density parameter at the present time. The above
result arises from the limiting case where  m   1, and is therefore only accurate on
suitably small scales. It is interesting to note that the form of vpec in this limit is exactly
the same as that of the escape velocity at distance r from a body of mass Menc.
The above approximation provides a description of the mass and scale dependence of
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vpec, valid on nonlinear scales. In order to apply this to the streaming of dark matter
halos, the radial dependence of Menc for a halo of given mass must be considered. As
the spherical evolution model in this limit only applies on small scales, the two-halo term
can be neglected and it will be assumed that all the mass contributing to Menc originates
from a single halo. This can therefore be modelled as the mass enclosed by an NFW
profile corresponding to the halo mass of interest, obtaining the concentration parameter
from relations provided by Mandelbaum et al. (2008). The process of evaluating Menc for
an NFW density profile is described in greater detail in the following chapter, where the
expression for halo mass dependence of the concentration parameter is also shown. This
is then used to calculate  m(r) for a halo of given mass, and therefore predict vpec in the
nonlinear regime. As the mean approach velocities between halos of di↵erent masses are of
interest here, the average halo virial mass Mav is taken in each case and the corresponding
NFW profile used to calculate  m(r).
The above model shows good agreement with the N-body simulations, out to sev-
eral times the virial radii of the halos for which results were compared. As would be
expected, the mean streaming predictions are inaccurate at larger scales where the as-
sumption  m   1 is no longer valid, with the model describing the simulations well
out to greater radii for more massive halos. This compliments the linear halo streaming
model discussed in the previous section, however does not give us a full description for the
scale dependence of halo approach velocities, as in the quasi-linear regime neither model
provides adequate predictions and some combination of the two is required. In the next
subsection a method will be examined with which to transition smoothly between these
models, and thus provide a complete description of halo streaming motions on both linear
and nonlinear scales.
3.2.2 Transition model
Firstly, the linear halo streaming velocities described by equation 3.10 will be defined as
vlinr (r), and the spherical evolution model in the limit of complete collapse described by
equation 3.18 as vnlr (r). The resultant mean approach velocity for halos as a function of
scale, vhr (r), will be obtained with a combination of these two models. A transition radius
rt is defined, where nonlinear behaviour begins to significantly e↵ect the halo streaming
motions, and above which the velocities are well described by the linear model. The
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following fitting formula is introduced for vhr at r 6 rt:
vhr (r) = v
nl
r (r)  ↵vnlr (rt) + vlinr (r) (3.19)
where
↵ = 1  exp
✓  ktr
rt   r
◆
(3.20)
and the fitted parameters rt and kt are both a function of halo mass. The above fitting
formula corresponds to adding a scale-dependent fraction of vnlr (r) to the linear model,
which exponentially transitions from 1 to 0 between r = 0 and r = rt. The parameter
kt indicates the sharpness of the transition, with higher values corresponding to a more
rapid drop o↵ in the influence of the nonlinear model, and therefore a higher degree of
linearity in the quasi-linear regime. At scales above rt the halo velocities are assumed to
be completely linear, i.e. are described by vlinr (r).
Figure 3.1 shows the prediction for halo mean streaming velocities using the linear,
spherical evolution and transition models, for various di↵erent halo mass bins. These
predictions are compared to the halo velocities vshr seen in the N-body simulations, which
are described in the previous chapter. The transition model shown is the best fit to the
simulation data for each halo mass bin, with the fitted parameters rt and kt stated in each
case. It can be seen from figure 3.1 that, for the halo masses shown, the transition model
provides a significant improvement on using either the linear or spherical evolution model
to predict halo streaming velocities in the quasi-linear regime. It also provides quantitive
information about the scale at which nonlinearities begin to take e↵ect, and how this
depends on halo mass.
In order to generalise this approach to predict vshr (r) for a pair of halos with any
given masses, we need to investigate in more detail the halo mass dependence of the
fitted parameters rt and kt. To achieve this, best fit transition models were obtained
from the simulation data for a single primary halo mass bin with a range of secondary
halo masses, and this was then repeated for four di↵erent primary halo mass bins. This
allows the dependence of the transition model parameters on secondary halo mass to be
examined for each individual case, and these measurements can also be combined to obtain
a relation to the average halo mass Mav. Figure 3.2 shows the fitted parameters rt and kt
as a function of both secondary and average halo mass, using results from all four primary
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Fitted parameters:
rt = 34±2.8
kt = 2.5±0.7
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sat  = 1e14 Msolar/hFitted parameters:rt = 27±1.0
kt = 3.2±0.4
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kt = 6.9±1.2
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cen  = Mhalo
sat  = 5e13 Msolar/h Fitted parameters:rt = 29±1.9
kt = 2±0.5
Figure 3.1. Mean approach velocity of dark matter halos as a function of scale
for di↵erent models, compared to measurements from the simulations. Predic-
tions are shown for the linear (green line), spherical evolution (red line) and
transition (blue line) models. Black crosses show the mean halo velocities mea-
sured in the simulations. Results are shown for streaming motions between halos
of both equal (top) and di↵erent (bottom) masses, for two di↵erent mass bins
in each category. Best fit parameters for the transition model are stated in each
case. Note that the axis label v12 represents the mean halo streaming velocity
vshr (r), and the figure labels M
cen
halo =Mph and M
sat
halo =Msh.
halo mass bins. A clear trend can be seen between logMav and both parameters, with
a positive correlation seen for the transition radius rt, and a negative correlation for kt.
The same trends can be seen with secondary halo mass for individual primary halo mass
bins, although this is less clear for the larger halos, where the results are more noisy due
to the lower number of halos in these mass bins. The results when combined however are
self-consistent, and allow the dependence on Mav to be calculated for both parameters in
the transition model.
Assuming a power law relation to average halo mass for both parameters, the following
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Figure 3.2. Transition model parameters fitted from N-body simulations, as a
function of halo mass. Top panels show the dependence of the transition radius
rt on both secondary (left) and average (right) halo mass, bottom panels show
the equivalent dependence for kt. Results are shown for four di↵erent primary
halo mass bins centred on 5 ⇥ 1012 (blue), 1 ⇥ 1013 (red), 5 ⇥ 1013 (green) and
1⇥ 1014 (pink) Msolarh 1. Black lines show the best fit relation to average halo
mass for both parameters. Note that the figure labelsM cenhalo =Mph, M
sat
halo =Msh
and Mavhalo =Mav.
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best fit relation for the dependence of rt and kt on Mav is obtained:
rt = 0.0509Mav
0.20 (3.21)
kt = 169000Mav
 0.35 (3.22)
The above expressions can be used to calculate the transition model parameters for any
given combination of halo masses, and therefore predict their mean approach velocity as
a function of scale. In the following section this model will be used, together with halo
occupation statistics, as a basis with which to predict the e↵ective galaxy infall profile
around a cluster of given mass.
3.3 Galaxy infall onto clusters
3.3.1 Galaxy number density
In the previous sections the mean streaming velocities of both dark matter particles and
their parent halos have been examined, however as these cannot be directly observed we
need to consider how our predictions relate to the mean streaming motions of galaxies.
The focus of this work will be to describe the infall of galaxies onto massive clusters,
and in particular how this depends on the cluster mass. Galaxies can be seen as tracer
particles of the underlying dark matter distribution, where the galaxy bias provides a
large-scale statistical description of how galaxies trace the density field, by relating the
galaxy correlation function to that of the dark matter. A more localised approach is to
use a halo occupation distribution (HOD), which predicts the number of galaxies expected
to populate a dark matter halo, as a function of its mass. This statistic provides a useful
way of relating the galaxy distribution to that of the dark matter halos, and this approach
will be used to extend the model for halo streaming velocities and describe the dynamics
of galaxies around massive clusters.
In order to predict the e↵ective galaxy infall profile around a primary halo of mass
Mph, we first need to model the contributions to the galaxy density profile from secondary
halos of di↵erent masses. The number density of halos of mass Msh at distance r from the
primary halo can be obtained from the halo-halo correlation function (defined in equation
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3.6) as follows:
⇢h(r,Msh) = ⇢¯h(Msh)[1 + ⇠hh(r,Mph,Msh)] (3.23)
where ⇢¯h(m) is the mean background density of halos of mass m, which is calculated using
the universal halo mass function provided by Sheth & Tormen (1999). The contribution
to the total galaxy number density from halos of mass Msh is therefore given by
⇢gal(r,Msh) = hNgal(Msh)i⇢h(r,Msh) (3.24)
where hNgal(m)i is the mean number of galaxies which populate a halo of mass m. This
can then be summed over all secondary halo masses to obtain the galaxy density profile
around a primary halo of given mass.
To test the accuracy of these predictions they can be compared to results from the
simulations, which were populated with galaxies using the following HOD taken from
Zehavi et al. (2011):
hNgal(Mh)i =
1
2
h
1 + erf
⇣
logMh logMmin
 logM
⌘i h
1 +
⇣
Mh M0
M 01
⌘↵i
(3.25)
where Mh is the halo virial mass defined with respect to the mean background density, as
discussed in section 2.2. A full description of the method used to populate the dark matter
simulations with galaxies, including a summary of the HOD parameter values, is given in
the previous chapter. In order to measure the e↵ective density and infall velocity profiles
around halos of a given mass, clusters from the simulations which fall in the specified mass
bin are stacked, taking the galaxy positions and velocities relative to the primary halo.
The average galaxy number density and infall velocity can then be calculated at distance
r from the primary halo, and compared with the predictions provided by the model.
The errors on both the density and velocity observations are obtained using a resampling
method similar to the jackknife technique, with the stacked clusters for a given primary
halo mass bin divided into ten randomly distributed subsets and the galaxy density and
infall profiles measured in each case. The mean is then evaluated for individual radial
bins, and the standard deviation of results from the di↵erent groups of clusters used to
estimate the errors on the mean density and infall velocity observed for datasets from the
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simulations.
Given that the HOD used to populate the simulations is known, the expression for
hNgal(Mh)i can be inserted into equation 3.24 and then integrated over secondary halo
mass to obtain a prediction of the total galaxy density profile ⇢totgal(r) around a set of
stacked clusters in the simulations, for a given primary halo mass. Figure 3.3 shows
the average galaxy number density measured from the populated simulations for four
di↵erent primary halo mass bins, compared to the predictions using both a linear and
nonlinear approximation of the halo-halo correlation function ⇠hh(r). The di↵erent versions
of ⇠hh(r) are obtained by using either the linear or nonlinear dark matter power spectrum
to calculate ⇠dm(r) in equation 3.6. It can be seen that the predictions are in relatively good
agreement with the results from the simulations, with the calculation using a nonlinear
approximation of ⇠hh(r) providing an improvement on small scales (r < 5 Mpch 1), as
would be expected. The nonlinear definition of ⇠hh(r) will therefore be used to calculate
the galaxy density profile, which will then be combined with the halo streaming model in
order to predict the e↵ective galaxy infall profile for stacked clusters in the simulations.
3.3.2 Galaxy infall model
In section 3.2 a transition halo streaming model was introduced, which describes the mean
approach velocities of halos with di↵erent masses as a function of scale, and was shown to
be accurate in the quasi-linear regime. Expressions were also obtained for the parameters
which characterise the transition to nonlinear behaviour, showing their dependence on
the average halo mass. These relations allow the mean relative velocity to be calculated
between two halos of any given masses, as a function of their separation. In order to infer
the e↵ective galaxy infall profile around a primary halo of mass Mph, we need to consider
the mean infall velocity which results from the streaming motions of secondary halos with
di↵erent masses, weighting these by the number of galaxies each one contributes to the
statistic. The number density of galaxies ⇢gal(r) which are in parent halos of mass Msh,
given as a function of distance from the primary halo, has been previously defined in
equation 3.24. The mean infall velocity of galaxies vgalr (r) relative to a primary halo of
mass Mph can therefore be expressed in terms of the halo streaming velocity vshr (r) as
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Figure 3.3. Average galaxy number density profiles as measured from the sim-
ulations (black crosses), compared to predictions calculated from the linear (blue
line) and nonlinear (red line) halo-halo correlation function. Results are shown
for four di↵erent primary halo mass bins, centred on (from top left to bottom
right) 5 ⇥ 1012, 1 ⇥ 1013, 5 ⇥ 1013 and 1 ⇥ 1014 Msolarh 1. Note that the figure
labels bcen and bsat represent the bias values corresponding to the primary and
secondary halos respectively, and M cenhalo =Mph.
follows:
vgalr (r) =
1
⇢totgal(r)
Z 1
0
⇢gal(r,Msh)v
sh
r (r,Msh)dMsh (3.26)
where for a given Msh the corresponding transition model parameters rt and kt are cal-
culated from equations 3.21 and 3.22 respectively, and used to obtain the mean approach
velocity of the halo vshr (r). In practice the above integral is evaluated over the mass range
1011 6Msh 6 1016 Msolarh 1, as realistically all halos containing galaxies should fall well
within these limits. The total galaxy number density ⇢totgal(r) which is described in the
previous section is also calculated by summing over this mass range. The above method
allows a prediction to be obtained for the e↵ective galaxy infall profile around stacked
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clusters in the simulations, for a given primary halo mass.
Figure 3.4 shows the mean galaxy infall velocity as measured from the populated
simulations for the same four primary halo mass bins shown previously, compared to
the predictions obtained using both the transition and linear halo streaming models to
calculate vshr (r,Msh) in equation 3.26. It can be seen that, as for the halo streaming
motions, the transition model provides a significant improvement on the linear model for
galaxy infall velocity predictions in the quasi-linear regime. In the case of the transition
model there is a tendency to over-predict the infall of galaxies on very small scales, however
this is unsurprising given that a one-halo term has not been included in the galaxy velocity
model, nor have the e↵ects of exclusion been accounted for. Galaxies within the primary
halo itself are highly virialised, and therefore do not show a net infall towards the centre
of the cluster. Halos within the exclusion radius of the primary halo (approximately equal
to the sum of their virial radii) are not counted as separate objects, and instead form a
single, more massive halo. Both of these e↵ects act to suppress the mean infall velocity of
galaxies close to the cluster centre, and would need to be included in the model to more
accurately describe the galaxy infall profile on these scales. However, as the only interest
here is in galaxy infall velocities outside a few times the virial radius of the primary halo,
these e↵ects can be neglected and the measurements cut o↵ below a certain scale. The
e↵ective galaxy infall profiles predicted by the model show a strong agreement with results
seen in the simulations on the scales relevant to this work, suggesting that the transition
model presented here provides an accurate description of halo streaming velocities in the
quasi-linear regime.
It has been demonstrated that the model introduced in this work can reproduce both
the average density and e↵ective infall velocity profiles of galaxies around stacked clusters
in the simulations, with a good degree of accuracy down to scales of a few Mpch 1.
However, as neither of these can be directly inferred from observations, we need to use the
model predictions to produce results which can be compared to measurements from galaxy
redshift surveys. In the next section it is examined how the infall which occurs around
clusters creates distortions in the galaxy number density observed in redshift space, and
the description of galaxy density and velocity profiles presented here is used to model these
distortions for a cluster of given mass.
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Figure 3.4. E↵ective galaxy infall velocity profiles as measured from the sim-
ulations (black crosses), compared to predictions calculated using the transition
(blue line) and linear (green line) halo streaming models. Results are shown
for the same primary halo mass bins defined in figure 3.3. Note that the axis
label v12 represents the mean galaxy infall velocity v
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3.4 Modelling the cosmic onion
3.4.1 Redshift space distortions
The use of redshift as a measure of distance in galaxy surveys assumes that their observed
motion is due only to the cosmological expansion (i.e. their comoving coordinates remain
fixed), however in reality galaxies in an over or under-dense region will be influenced by the
surrounding gravitational potential, resulting in an additional peculiar velocity relative to
the Hubble flow. Galaxies in proximity to a massive cluster will therefore show a change in
apparent distance due to their peculiar velocities, depending on their position relative to
the centre of the cluster. This e↵ect results in distortions to the galaxy density distribution
when measured in redshift space, causing it to appear squashed along the line of sight on
3.4. Modelling the cosmic onion 90
scales where galaxies are infalling coherently towards the cluster centre. Inside the virial
radius of the primary dark matter halo, the galaxies are no longer infalling and instead
undergo virial motion within the primary halo which causes their distribution in redshift
space to appear extremely stretched out along the line of sight, known as the Fingers of
God e↵ect. The combined result of these motions is to distort the two dimensional cluster-
galaxy correlation function in redshift space, causing it to resemble a ’cosmic onion’. These
redshift space distortions (RSD) depend on the mass of the primary halo in the cluster,
and both the galaxy density in real space and the e↵ective infall velocity profile need to be
known in order to predict the galaxy number density in redshift space. In this section the
model for galaxy infall onto clusters presented in this work, combined with the predictions
for galaxy density profiles around halos, will be used to describe RSD near massive clusters
in the simulations with the potential application of providing constraints on their primary
halo mass.
A numerical model is employed in order to predict the RSD around a cluster due to
galaxy infall, which predicts the galaxy number density in redshift space ⇢zgal at position
r⇡, r  relative to the cluster centre, where r⇡ is the separation along the line of sight and
r  is the projected distance on the sky. Firstly, the galaxy number density is calculated
for the given primary halo mass in real space on a fine grid in r⇡, r  coordinates, using the
galaxy density profile ⇢totgal(r) described in the previous section to evaluate the density at
each point on the grid. The e↵ective galaxy infall profile vgalr (r) prediction for the same
cluster mass is then applied to the real space density grid, calculating a new position for
each pixel in redshift space. It is important to note that only the LOS component of the
infall velocity vlos a↵ects the pixel position in redshift space, shifting it in the r⇡ direction
by the following amount:
 r⇡ =
vlos(r⇡, r )
H
(3.27)
with no shift in the r  direction, as this is perpendicular to the LOS. These unevenly
spaced points describing the galaxy density distribution are then binned onto a coarse
grid in r⇡, r  coordinates, providing a smooth description of the galaxy number density in
redshift space. This allows the two dimensional cluster-galaxy redshift space correlation
function, hereafter known as the cosmic onion, to be predicted for a given primary halo
mass.
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3.4.2 Line of sight velocity dispersion
The Fingers of God e↵ect, which acts to stretch out the galaxy distribution along the
line of sight in redshift space for the primary halo, has been previously described in this
section. However the galaxies infalling toward the cluster centre are also undergoing virial
motion within their parent halos, and this leads to a velocity dispersion which is related
to parent halo mass. Provided enough clusters are stacked, these random motions should
cancel each other out resulting in a coherent net infall velocity, however they will produce
an additional velocity dispersion which has the e↵ect of stretching out the cosmic onion
along the line of sight. This counteracts to some degree the squashing which results from
the net galaxy infall, and therefore it is important to include this in the cosmic onion
model in order to accurately describe the RSD around a galaxy cluster.
Here, the velocity dispersion seen due to galaxy virial motions is accounted for by
measuring the standard deviation of the LOS velocity component for galaxies in the sim-
ulations, as a function of position for a given primary halo mass. This standard deviation
 gallos (r⇡, r ) is evaluated at each pixel on a coarse grid in real space, for stacked clusters
in the simulations of a specified mass. Figure 3.5 shows the measurements of  gallos (r⇡, r )
obtained from the simulations, for four di↵erent primary halo mass bins. It can be seen
that the average LOS velocity dispersion near a galaxy cluster increases as a function of
its primary halo mass, which is to be expected given that more massive halos tend to
reside near other large halos, which are known to exhibit a greater velocity dispersion in
their galaxy virial motion. For each individual mass bin  gallos (r⇡, r ) is seen to increase
with distance from the primary halo, which is due to the fact that at greater separations
the surrounding galaxies are moving less coherently with the cluster, therefore inducing
an extra velocity dispersion in addition to that caused by their virial motion. It is worth
noting also that on very small scales (around the primary halo virial radius) the LOS
velocity dispersion is expected to increase again for more massive primary halos due to
the virial motion of their galaxies, as can be seen for the largest halo mass bin shown in
figure 3.5. It is interesting to note that these results from the simulations are seen to be
spherically asymmetric, and this would have to be accounted for in any potential model
for  gallos (r⇡, r ) as will be discussed in the following chapter.
The LOS velocity dispersion is added to the RSD model after the pixels in the galaxy
number density grid have been shifted to their positions in redshift space, by applying a
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Figure 3.5. Line of sight velocity dispersion measured for galaxies in stacked
clusters from the simulations, as a function of position relative to the cluster
centre. Results are shown for the following primary halo mass bins (from top left
to bottom right): 5⇥ 1012, 1⇥ 1013, 5⇥ 1013 and 1⇥ 1014 Msolarh 1. The colour
bar represents the line of sight velocity dispersion in units of km/s, and the figure
labels ⇡ = r⇡,   = r  and M cenhalo =Mph.
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Gaussian convolution of width  gallos (r⇡, r )/H as measured at the pixel coordinates in real
space. This method is found to provide reasonably accurate predictions of the velocity
dispersion seen around stacked clusters from the simulations, in the absence of a full
analytical description. Figure 3.6 shows the predictions of the average galaxy number
density in redshift space using the numerical cosmic onion model, both with and without
the inclusion of a velocity dispersion, compared to results from stacked clusters in the
simulations for the three largest primary halo mass bins shown in figure 3.5. Here, the
galaxy density in redshift space is obtained from the simulations by taking the LOS in
the z direction, evaluating the shift in position for each individual galaxy by inserting the
z component of its velocity into equation 3.27. Having calculated the galaxy positions in
redshift space, their number density is then measured on a grid in r⇡, r  coordinates. The
assumption of a constant LOS is valid provided that the angular diameter of the cluster on
the sky is su ciently small, which is the case for scales relevant to this work. It can be seen
from figure 3.6 that the predictions for galaxy number density in redshift space show good
agreement with the results seen for stacked clusters in the simulations, when a Gaussian
velocity dispersion is included in the cosmic onion model. It is also demonstrated that,
if the velocity dispersion due to galaxy virial motions is not accounted for, the resulting
predictions of the galaxy density distribution in redshift space appear squashed to a much
greater degree along the LOS than those observed in the simulations, due to the absence
of the stretching out e↵ect that this dispersion has on the cosmic onion. This would result
in a significant under-prediction of the primary halo mass, should an attempt be made to
constrain this from RSD without considering the e↵ects of LOS velocity dispersion.
3.5 Conclusions
In this chapter a model has been presented which describes the galaxy infall velocity profile
around a cluster, and how this varies with primary halo mass. The approach taken here
has been to combine the predictions from a linear halo streaming model, which are only
valid at su ciently large distances from the cluster centre, with those from the spherical
evolution model in the limit of complete collapse which is only accurate on small scales.
A method was introduced by which to transition smoothly between these models using a
fitting function for galaxy infall velocity, and the halo mass dependence of the parameters
for this model obtained by examining the infall for stacked clusters in the simulations with
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Figure 3.6. Average galaxy number density in redshift space for clusters with
di↵erent primary halo masses, as a function of position relative to the cluster
centre. Predictions are shown for the cosmic onion model using both infall only
(top), and with a line of sight velocity dispersion added (middle), compared to
measurements from stacked clusters in the simulations (bottom). Results are
shown for the three largest primary halo mass bins defined in figure 3.5, with
increasing cluster mass from left to right. The colour bar represents the galaxy
number density in units of Mpc 3h3, and the figure labels ⇡ = r⇡,   = r  and
M cenhalo =Mph.
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various di↵erent primary halo mass bins. The transition model was then used to predict
the redshift space distortions which arise from infall around clusters, by combining this
with a description for the galaxy density profile and measurements of the LOS velocity
dispersion obtained directly from the simulations. A numerical method was employed to
apply the resulting RSD, and calculate the galaxy distribution in redshift space for a cluster
of given mass. Comparison with simulations demonstrated a good agreement between
predictions from the transition model and the observed galaxy infall profile, with the model
providing an accurate description of infall in the quasi-linear regime. The redshift space
galaxy density calculated by the numerical cosmic onion model also showed a qualitative
agreement with measurements from stacked clusters in the simulations, provided that the
e↵ects of LOS velocity dispersion were accounted for.
The transition model for galaxy infall which was discussed above could be potentially
improved by investigating several factors in more detail, which is left as future work.
Firstly, the halo mass dependence obtained for the transition model parameters could be
examined more closely as this is seen to be less accurate for large clusters, and it would
therefore be useful to try alternative forms to the power law variation assumed here. It
would also be helpful to investigate the slight inaccuracies observed in the predicted galaxy
density profiles shown in figure 3.3, especially for higher primary halo masses. This is of
vital importance as a precise description of the original real space density is required
when applying RSD using the numerical cosmic onion model, in order to calculate the
resulting galaxy distribution in redshift space. In addition to this, as the predictions for
both the galaxy density and infall velocity profiles have only been tested with simulations
at a single redshift, it would be essential to compare these with observations at a range
of di↵erent times so that any potential dependence on redshift can be examined, before
the models could be applied more generally to galaxy redshift survey data. Finally, the
LOS velocity dispersion used to calculate RSD in the cosmic onion model is currently
obtained by measuring  gallos (r⇡, r ) directly from the simulations for each set of stacked
clusters, however in order to apply this model to real data we need a method for predicting
the galaxy velocity dispersion around a given primary halo mass. The development of a
model which describes the LOS velocity dispersion as a function of position relative to the
cluster centre, and how this depends on halo mass, will be the subject of investigation in
the following chapter.
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Chapter 4
Galaxy velocity dispersion in the
infall region around clusters
It is of vital importance to include a velocity dispersion when attempting to model the
galaxy distribution around clusters in redshift space, as was shown in the previous chapter.
Galaxy velocity dispersion has the e↵ect of elongating the density distribution along the
line of sight, which counteracts the squashing due to infall, and so failure to account for this
would result in an increased apparent infall when comparing the model to results from the
simulations. This would therefore lead to a significant underestimation of the primary halo
mass when obtaining constraints from the redshift space distortions. A simple approach
to this problem was introduced in the previous chapter, where the galaxy LOS velocity
dispersion was measured directly from stacked clusters in the simulations for a given halo
mass, as a function of position in real space relative to the cluster centre. The observed
velocity dispersion was then applied as a Gaussian convolution to the galaxy distribution
in redshift space as predicted from infall alone, in order to obtain the modelled density
around a cluster of specified mass in redshift space.
In practice however, we need a model which predicts the galaxy LOS velocity dispersion
around a cluster of given primary halo mass in order to provide a full description of the
galaxy distribution in redshift space. In current work this is often approximated as a
scale-independent constant when modelling the redshift space distortions around clusters
(see for example Weinberg et al. (2013)). However it can be seen in measurements from
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the simulations shown in the previous chapter that the galaxy LOS velocity dispersion
exhibits a significant variation with scale in the quasi-linear infall region around clusters,
and importantly is also not spherically symmetric. In the following work, a model is
presented which describes the full scale-dependent velocity dispersion of galaxies around
a cluster of given mass, and the predictions compared with results observed from stacked
clusters in the simulations. This model will then be combined with galaxy infall predictions
in order to provide a complete description of redshift space distortions around clusters.
4.1 Velocity dispersion components
4.1.1 Secondary halos
The approach taken in this work is to individually model the di↵erent physical sources
which contribute to the overall galaxy velocity dispersion, and combine these to provide a
description of this e↵ect along the line of sight. Firstly, the velocity dispersion of infalling
secondary halos is examined, as this will translate to an equal velocity dispersion of the
galaxy populations they contain. The main component of this velocity dispersion arises
from the fact that as the distance from the primary halo increases, the secondary halos are
less gravitationally bound and therefore undergoing decreasingly coherent motion relative
to the cluster. For secondary halos of a single mass there will consequently be both
a radial and tangential velocity dispersion which varies with distance from the cluster
centre, and is dependent on the secondary and primary halo masses. A fitting function
is presented which describes this velocity dispersion, and the predictions integrated over
all secondary halo masses, weighting by galaxy population, in order to obtain a model for
their contribution to the total galaxy velocity dispersion.
In addition to the above halo velocity dispersion, there is also an e↵ect which results
from the summing of di↵erent streaming motions over all secondary halo masses. This
acts to increase the velocity dispersion in the radial direction, when compared to the
prediction for secondary halos of a single mass. The additional velocity dispersion can be
obtained analytically for a given radius by calculating the standard deviation of all halo
infall velocity predictions weighted by galaxy population, when performing the integration
over secondary halo mass. This extra velocity dispersion is then combined with the radial
component of the contribution from halo motions to the overall galaxy velocity dispersion,
as described above. The total radial and tangential velocity dispersion predictions are
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then used to calculate the galaxy LOS velocity dispersion contributed by secondary halo
motions, which is expected to be spherically asymmetric due to the LOS component of
the velocity dispersion varying with position relative to the cluster centre.
4.1.2 Galaxy virial motion
In order to provide a full description of the galaxy velocity dispersion we need to examine
not only the secondary halo motions, but also the velocity dispersion of galaxies due
to their virial motion within these halos. The one dimensional velocity dispersion of
galaxies within a parent halo of given mass can be predicted from the virial theorem, and
then integrated over all secondary halo masses weighted by galaxy population in order
to obtain a model for the LOS velocity dispersion contributed by galaxy virial motions.
This will vary with distance from the cluster centre and be dependent on the primary
halo mass, and is expected to be spherically symmetric provided that the one dimensional
galaxy velocity dispersion in the secondary halos displays no directional dependence. The
velocity dispersion which arises from galaxy virial motions can then be combined with the
predicted contribution from secondary halo motions described above, in order to provide
a complete model for the total galaxy LOS velocity dispersion around a cluster.
4.2 Halo velocity dispersion
4.2.1 Coherence model
The motion of infalling secondary halos relative to the cluster becomes less coherent as
the distance from the primary halo increases, which results in a velocity dispersion along
both the radial and tangential directions. The following generalised fitting formula is
introduced which describes the velocity dispersion  shv for secondary halos of a given mass
at separation r from the cluster centre:
 shv = Ar
  +
r
rcoh
vsh(r) (4.1)
where vsh(r) is the mean halo streaming velocity, and the fitted parameters A,   and rcoh
are all functions of halo mass. The mean streaming motions of secondary halos perpen-
dicular to the line of separation from the cluster centre are negligible on the scales of
interest here, and therefore vsh? (r) ⇡ 0 to a good approximation which reduces the tangen-
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tial velocity dispersion  sh? to a simple power law. Measurements from the simulations are
then used to fit the parameters A and   for a given primary and secondary halo mass, to
obtain the scale dependence for the tangential component of the secondary halo velocity
dispersion. This prediction can then be inserted into equation 4.1 to give the following
expression for the radial velocity dispersion:
 shr =  
sh
? +
r
rcoh
vr(r) (4.2)
where vr(r) is provided by the transition model for halo streaming described in the pre-
vious chapter. Measurements of the radial velocity dispersion for secondary halos in the
simulations are then used to fit the remaining parameter rcoh, which represents the scale
above which the second term in equation 4.2 exceeds the halo infall velocity. The coher-
ence model can then be used to predict both the radial and tangential components of the
secondary halo velocity dispersion as a function of distance from the cluster centre, for a
given primary and secondary halo mass.
Figure 4.1 shows the radial and tangential halo velocity dispersion as predicted by the
coherence model, compared to results observed from stacked clusters in the simulations.
The best fit to the simulation data is shown for various di↵erent halo mass bins, with the
fitted parameters A,   and rcoh stated in each case. The velocity dispersion of secondary
halos in the simulations is obtained firstly in the radial direction, and then the ✓ and
  components perpendicular to this are measured and the average used to calculate the
tangential velocity dispersion. The halo velocity distribution is assumed to be Gaussian,
and therefore the error on the velocity dispersion is approximated as  shv
p
1/2(n  1) where
n is the halo count in each radial bin. It can be seen from these results that the radial
velocity dispersion is significantly higher than the tangential component for secondary
halos in the simulations, and that the coherence model provides a good description of
both velocity dispersion profiles for the halo mass bins shown. Note that the di↵erence
between radial and tangential velocity dispersion is unexpected, but is also seen in Zu
& Weinberg (2013). This may be related to halo ellipticities not accounted for in these
analyses.
In order to extend the coherence model so that the velocity dispersion can be pre-
dicted for any given combination of primary and secondary halo masses, the dependence
of parameters A,   and rcoh on halo mass needs to be established. To obtain this the
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Figure 4.1. Velocity dispersion of secondary halos as a function of distance from
the primary halo as predicted by the coherence model, compared to measurements
from the simulations. The predicted radial (green line) and tangential (blue
line) components of the halo velocity dispersion are shown, with the best fit
parameters for the coherence model stated for each di↵erent halo mass bin. Red
and black crosses show the velocity dispersion measured from the simulations in
the radial and tangential directions, respectively. Results are shown for primary
and secondary halos with both equal (top) and di↵erent (bottom) masses, for
two di↵erent mass bins in each category. Note that the figure labels  satvr =  
sh
r ,
 satv? =  
sh
? , M
cen
halo =Mph and M
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halo =Msh.
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secondary halo velocity dispersion in both the radial and tangential directions was fitted
from simulation data for four di↵erent primary halo mass bins, performing each fit for a
range of individual secondary halo masses. These measurements were then combined to
give relations between the coherence model parameters and the average of the primary
and secondary halo masses Mav. Figure 4.2 shows the halo mass dependence of fitted
parameters A,   and rcoh, including the results for all four primary halo mass bins. There
is a clear correlation between average halo mass and all three of the coherence model
parameters which is positive for both A and rcoh, and negative for  . Assuming either a
power law or linear variation with logMav, the below best fit relations are obtained for
the coherence model parameters:
A = 3.41Mav
0.13
  =  0.05 logMav + 0.78
rcoh = 0.01Mav
0.30
It can be seen from figure 4.2 that the halo mass dependence is reasonably well described
by the above expressions, although the coherence model parameter predictions become
less accurate with increasing average halo mass. These relations can be used to calculate
the parameters A,   and rcoh for any given combination of primary and secondary halo
masses, and therefore predict both the radial and tangential components of the secondary
halo velocity dispersion as a function of distance from the cluster centre.
4.2.2 Additional infall velocity dispersion
Galaxies observed in the infall region around a cluster reside in secondary halos of various
di↵erent masses, all of which are streaming at varying rates towards the cluster centre.
This results in an additional velocity dispersion which acts in the radial direction, and is
dependent on distance from the primary halo. The galaxy velocity dispersion  infallr arising
from this e↵ect can be obtained for a given primary halo mass by calculating the standard
deviation of all secondary halo velocity profiles from the mean galaxy infall vgalr (r), using
the transition model to predict vshr (r,Msh) for each halo mass and weighting by their
contribution to the galaxy number density ⇢gal(r,Msh) as follows:
 infallr
2
(r) =
1
⇢totgal(r)
Z 1
0
⇢gal(r,Msh)
h
vshr (r,Msh)  vgalr (r)
i2
dMsh (4.3)
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Figure 4.2. Coherence model parameters fitted from N-body simulations, as
a function of average halo mass. The parameters A,   and rcoh fitted for a
range of secondary halo masses are given in the top, middle and bottom panels
respectively, with results shown for four di↵erent primary halo mass bins centred
on 5⇥ 1012 (blue), 1⇥ 1013 (red), 5⇥ 1013 (green) and 1⇥ 1014 (pink) Msolarh 1.
Black lines show the best fit dependence on average halo mass for each parameter.
Note that the figure labels M cenhalo =Mph and M
av
halo =Mav.
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where ⇢totgal(r) is the total galaxy density profile, as defined in the previous chapter. The
integration is performed over the secondary halo mass range 1011 6Msh 6 1016 Msolarh 1,
which e↵ectively includes all halos with a galaxy population. This provides a description
of the radial velocity dispersion for galaxies as a function of distance from the cluster
centre, which occurs due to the variation in streaming motions between secondary halos
of di↵erent masses.
Figure 4.3 shows the radial galaxy velocity dispersion  infallr which results from in-
tegrating the infall velocity profiles over the full range of secondary halo masses, with
predictions given for four di↵erent primary halo masses. It can be seen that close to the
cluster centre there is a significant additional velocity dispersion along the radial direction
due to this e↵ect, which drops o↵ with distance as the streaming motions become more
uniform between halos of di↵erent masses. There is also an increased velocity dispersion
near to primary halos with a lower mass when compared to more massive clusters, which
are in proximity to higher mass secondary halos that contain a large number of galaxies
moving coherently with their parent halo. It can be seen from figure 4.3 that  infallr de-
creases rapidly with distance from the cluster centre, in contrast to the velocity dispersion
measured for secondary halos of a given mass which is shown in figure 4.1. The mean
infall profile for a specified Msh is described by the transition model, and the halo velocity
dispersion increases with r as their streaming motions become less coherent. The addi-
tional velocity dispersion  infallr arises due to the variation of infall profiles across di↵erent
secondary halo masses, which is greater at distances close to the cluster centre. This
produces a slight increase in the predicted galaxy velocity dispersion which is significant
on small scales, as a result of integrating the streaming motions over all secondary halo
masses. This model for  infallr can be combined with the radial component of secondary
halo velocity dispersion predicted by the coherence model, in order to obtain a complete
description of the contribution from halo motions to the overall galaxy velocity dispersion
around a cluster.
4.2.3 Contribution from halo motions
In this section the coherence model has been introduced, which describes the radial and
tangential velocity dispersion for secondary halos of a given mass as a function of distance
from the cluster centre. However in order to obtain the galaxy velocity dispersion which
results from these halo motions the predictions need to be integrated over all secondary
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Figure 4.3. Predicted radial galaxy velocity dispersion resulting from the in-
tegration of streaming motions over all secondary halo masses, as a function of
distance from the primary halo. Predictions are shown for four di↵erent primary
halo masses: 5⇥ 1012 (blue), 1⇥ 1013 (red), 5⇥ 1013 (green) and 1⇥ 1014 (pink)
Msolarh 1. Note that the axis label  v represents the radial galaxy velocity dis-
persion  infallr , and the figure label M
cen
halo =Mph.
halo masses, weighting by the galaxy number density ⇢gal(r,Msh) that each one contributes
to the total density profile ⇢totgal(r). The halo velocity distribution is assumed to be Gaus-
sian, and therefore the secondary halo velocity dispersions are combined in quadrature to
produce the following expressions for both radial and tangential components of the galaxy
velocity dispersion arising from halo motions around a cluster with given primary halo
mass:
 hm?
2
=
1
⇢totgal(r)
Z 1
0
⇢gal(r,Msh) 
sh
?
2
(r,Msh)dMsh (4.4)
 hmr
2
=  infallr
2
(r) +
1
⇢totgal(r)
Z 1
0
⇢gal(r,Msh) 
sh
r
2
(r,Msh)dMsh (4.5)
where the coherence model parameters are calculated for each secondary halo mass Msh
from the best fit relations derived above, and used to obtain the corresponding velocity
dispersion profiles  sh? and  
sh
r . In the case of the radial component this is then combined
with the additional galaxy velocity dispersion  infallr , in order to account for the variation
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in mean infall velocity across secondary halos of di↵erent masses. The integrals in these
expressions are evaluated by summing over the same mass range of 1011 6 Msh 6 1016
Msolarh 1 that was used earlier, and the galaxy density profiles are calculated as described
in the previous chapter. This provides a complete model for the contribution from halo
motions to the overall galaxy velocity dispersion, and how its components along both the
radial and tangential directions vary with distance from the cluster centre.
Figure 4.4 shows the halo velocity dispersion predicted by equations 4.4 and 4.5 for four
di↵erent primary halo masses, with the radial component given both with and without
the inclusion of the additional infall velocity dispersion term  infallr
2
(r). This is compared
to measurements from stacked clusters in the simulations, where the velocity of each
secondary halo is weighted by the number of galaxies it contains. It can be seen that
the tangential velocity dispersion is reasonably well described by the coherence model,
although for the larger primary halo masses  hm? is under-predicted on small scales. This
is most likely due to the assumption of vsh? (r) ⇡ 0 being invalid near to the centre of massive
clusters, which has the potential to increase the expected velocity dispersion. In the radial
direction the predicted velocity dispersion is also in relatively good agreement with results
from the simulations on large scales, but is seen to drop o↵ further from the cluster centre
for low mass primary halos when using the coherence model alone. The addition of the
infall velocity dispersion  infallr improves this to a certain extent, however the combined
prediction for  hmr is still lower than that observed in the simulations at distances close to
the cluster centre. There is an increased deviation for lower mass primary halos which have
a higher proportion of their radial velocity dispersion contributed from  infallr compared to
more massive clusters, which implies that this quantity is being underestimated, possibly
due to a non-Gaussian distribution of the mean streaming motions for secondary halos
with di↵erent masses.
The e↵ects described above, which result in a lower predicted radial and tangential
velocity dispersion around clusters with small and large primary halo masses respectively,
act on scales below ⇠ 15 Mpch 1 and also produce only a relatively slight decrease in the
total secondary halo velocity dispersion when compared to results from the simulations.
The coherence model presented here, combined with the description provided for the
additional infall velocity dispersion, can therefore be used to predict with reasonably good
accuracy the contribution from halo motions to the overall galaxy velocity dispersion
around a primary halo of given mass, as a function of distance from the cluster centre.
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The resultant velocity dispersion along the line of sight can be calculated from the radial
and tangential components as follows:
 hmlos
2
=  hmr
2
cos2  +  hm?
2
sin2   (4.6)
where   is the angle between the LOS and position vector from the primary halo. The
above expression can be used to obtain the two dimensional LOS velocity dispersion for
secondary halos  hmlos , as a function of projected distance on the sky r  and LOS separation
r⇡ relative to the cluster centre.
Figure 4.5 shows the predicted contribution from secondary halo motions to the total
galaxy LOS velocity dispersion around clusters with four di↵erent primary halo masses,
calculated using the coherence model combined with the expected additional infall velocity
dispersion. The predictions are given as a function of two dimensional position r⇡, r 
relative to the cluster centre, with the LOS velocity dispersion obtained from the radial
and tangential components using equation 4.6. It can be seen that this velocity dispersion
resulting from halo motions is spherically asymmetric, with  hmlos increasing more rapidly
with distance along the LOS compared to the r  direction. This is due to the radial velocity
dispersion being greater than the tangential component for secondary halos, and is similar
to the asymmetry observed in measurements of the galaxy LOS velocity dispersion around
stacked clusters from the simulations shown in the previous chapter. The model introduced
in this section provides a description of halo velocity dispersion in the infall region around
clusters, and can be combined with a model for galaxy virial motions within these halos
in order to predict the overall galaxy velocity dispersion around a cluster of given primary
halo mass.
4.3 Velocity dispersion within halos
4.3.1 Virial model
In the previous section a model for secondary halo velocity dispersion was presented,
however in order to provide a complete description of this e↵ect for galaxies around a
cluster we need to examine their virial motion within these halos. The one dimensional
velocity dispersion  1d in a halo varies with distance r from the centre according to the
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Figure 4.4. Halo velocity dispersion integrated over all secondary halo masses
weighted by galaxy population, as a function of distance from the primary halo.
Measurements from the simulations of halo velocity dispersion in the radial and
tangential directions, shown by red and black crosses respectively, are compared
to predictions calculated using the coherence model. The predicted tangential
component of the halo velocity dispersion is shown by the blue line, and the radial
component predictions both with and without the inclusion of the additional infall
velocity dispersion which results from integrating over all secondary halo masses
(shown in figure 4.3) are shown by the green and pink lines, respectively. Results
are shown for four di↵erent primary halo mass bins, centred on (from top left to
bottom right) 5⇥ 1012, 1⇥ 1013, 5⇥ 1013 and 1⇥ 1014 Msolarh 1. Note that the
figure labels  halosvr =  
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Figure 4.5. Predicted halo velocity dispersion along the line of sight, integrated
over all secondary halo masses weighted by galaxy population, as a function of
position relative to the cluster centre. Predictions calculated using the coherence
model are shown for four di↵erent primary halo masses (from top left to bottom
right): 5 ⇥ 1012, 1 ⇥ 1013, 5 ⇥ 1013 and 1 ⇥ 1014 Msolarh 1. The colour bar
represents the line of sight velocity dispersion in units of km/s, and the figure
labels ⇡ = r⇡,   = r  and M cenhalo =Mph.
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virial theorem as follows:
 1d ⇡
r
GMenc(r)
3r
(4.7)
where Menc is the mass enclosed within radius r, and the factor of 3 is included to give
the velocity dispersion along a single direction. The above expression is evaluated using
Menc for an NFW profile which describes the dark matter density ⇢dm as a function of r
(Navarro et al. (1996)):
⇢dm =
⇢0⇣
r
Rs
⌘⇣
1 + rRs
⌘2 (4.8)
where ⇢0 and the scale radius Rs are related to the mean background density and the halo
virial mass M200 via the concentration parameter ch, which is obtained from the below
equation from Mandelbaum et al. (2008):
ch =
c0
1 + z
✓
M200
M0
◆  
(4.9)
with the normalisation parameters taken as c0 = 5.5,M0 = 1⇥1014 Msolarh 1 and   = 0.1
for this cosmological model. Using this definition for Menc, the radial dependence of
velocity dispersion due to virial motion can be calculated for a halo of any given mass. The
total velocity dispersion  h1d observed for galaxies populating a single halo can therefore be
obtained by integrating over r out to the virial radius R200, combining the di↵erent velocity
dispersions in quadrature and weighting by the halo mass fraction in each individual shell
as follows:
 h1d
2
=
4⇡
M200
Z R200
0
r2⇢dm 
2
1ddr (4.10)
where the density profile ⇢dm is given in equation 4.8.
The above method allows the total galaxy velocity dispersion to be calculated within
a halo of given mass, assuming that the galaxy distribution exactly traces that of the dark
matter. In practice however, the most gravitationally bound DM particle is always selected
as the central galaxy when populating the halos, and therefore in the case of low mass
halos containing only one centrally located galaxy there will e↵ectively be zero observed
velocity dispersion. This can be accounted for by multiplying equation 4.10 by the fraction
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of halos fsat expected to contain satellite galaxies (i.e. have a population greater than one),
in order to obtain a statistical approximation of the galaxy velocity dispersion averaged
over several halos of a given mass. Since the number of galaxies populating an individual
halo is assumed to follow a Poisson distribution about the expected value hNgal(M200)i,
the halo fraction containing satellite galaxies is given by:
fsat(M200) = 1  hNgalie
 hNgali
1  e hNgali (4.11)
For very massive halos fsat ⇡ 1, however for small and medium size halos this factor acts
to significantly lower the predicted galaxy velocity dispersion. It is therefore important to
include fsat in order to accurately describe the total velocity dispersion for galaxies within
a halo of given mass which occurs due to their virial motion.
4.3.2 One dimensional velocity dispersion
The virial model described above provides a method of predicting the mean galaxy velocity
dispersion for parent halos of a single mass, and can therefore be used to calculate the con-
tribution from secondary halos of di↵erent masses to the LOS velocity dispersion around
a cluster arising from galaxy virial motion. This quantity is scale independent for halos of
a given mass, however when the velocity dispersions are combined for all secondary halos
this leads to a dependence on distance from the cluster centre due to the varying distribu-
tion of halo masses. In order to obtain the contribution from galaxy virial motion to the
overall velocity dispersion around a cluster with given primary halo mass, the predictions
from the virial model need to be integrated over the full range of secondary halo masses
weighting by the galaxy density profile ⇢gal(r,Msh) as described in the previous section.
This produces the following expression for the one dimensional galaxy velocity dispersion
 vir1d as a function of distance from the primary halo:
 vir1d
2
=
1
⇢totgal(r)
Z 1
0
⇢gal(r,Msh)
h
fsat(Msh) 
h
1d(Msh)
i2
dMsh (4.12)
where the total galaxy density ⇢totgal(r) was defined earlier, and the integral is evaluated
over the same halo mass range as was used previously to calculate the coherence model
predictions. The above expression describes the velocity dispersion observed in any sin-
gle direction, and therefore provides a complete model for the LOS velocity dispersion
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resulting from galaxy virial motion within secondary halos around a cluster.
The left panel in figure 4.6 shows the one dimensional velocity dispersion fsat h1d for
galaxies contained in a parent halo of mass Mpar, as predicted by the virial model. This
is compared with results from the simulations, which are obtained by stacking individual
halos for a given mass and measuring the standard deviation of galaxy velocities taken rel-
ative to the parent halo. It can be seen that the virial model provides a reasonably good
description of the velocity dispersion observed in halos from the simulations, although
slightly underestimates this e↵ect for lower masses and also over-predicts the velocity dis-
persion in more massive halos. However when these predictions are translated into the full
galaxy velocity dispersion by integrating over all secondary halo masses around a cluster,
and compared to the outcome obtained using the relation for  h1d(Mpar) measured directly
from the simulations, the di↵erence between the resulting velocity dispersion profiles is at
most ⇠ 2 kms 1. The inaccuracies in the virial model can therefore be considered neg-
ligible for the purposes required here, although this could potentially be improved with
a more detailed examination of halo density within the virial radius including possible
variation in the concentration parameter.
The right panel shows the galaxy velocity dispersion profile predicted by equation 4.12,
for clusters with four di↵erent primary halo masses. It can be seen that  vir1d is higher for
more massive primary halos on small scales, as they are more likely to be in proximity to
other large mass halos. The velocity dispersion in each case drops o↵ with distance from
the cluster centre, eventually all converging at r ⇠ 100 Mpch 1 where there is no longer
any significant di↵erence in the distribution of secondary halo masses. The virial model
provides the one dimensional velocity dispersion along any given direction, and therefore
the results shown in figure 4.6 equate to a prediction of the LOS e↵ect observed around
a cluster. The method described in this section allows the contribution from galaxy virial
motion to the total LOS velocity dispersion around a cluster to be calculated for a given
primary halo mass, as a function of distance from the cluster centre. Assuming that  h1d
shows no directional dependence in secondary halos around a cluster, the galaxy LOS
velocity dispersion at position r⇡, r  is then obtained directly from the radial profile by
applying spherical symmetry. The predicted  vir1d (r⇡, r ) which arises from galaxy virial
motion can be combined with the model for secondary halo velocity dispersion introduced
in the previous section, in order to provide a complete description for the overall LOS
velocity dispersion of galaxies in the infall region around a cluster.
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Figure 4.6. Left panel shows the one dimensional velocity dispersion of galaxies
populating a single halo which results from their virial motion, as a function of
parent halo mass. Measurements from the simulations of galaxy velocity dis-
persion taken relative to the parent halo are shown for a range of di↵erent halo
masses (black crosses), and compared to predictions from the virial model (red
line). Right panel shows the predicted one dimensional velocity dispersion of
galaxies resulting from the virial motion within their parent halos, integrated
over all secondary halo masses weighted by galaxy population, as a function of
distance from the cluster centre. Predictions calculated using the virial model
are shown for four di↵erent primary halo masses: 5⇥ 1012 (blue), 1⇥ 1013 (red),
5 ⇥ 1013 (green) and 1 ⇥ 1014 (pink) Msolarh 1. Note that the figure labels
M cenhalo =Mph and M
par
halo =Mpar.
4.4 Combined velocity dispersion
4.4.1 Component velocity distributions
In this work a model for the velocity dispersion around a cluster which occurs due to
secondary halo motions has been presented, and the e↵ect of galaxy virial motion within
these halos has also been described. In order to obtain a full model for the resulting galaxy
velocity dispersion we need to combine the contributions from these di↵erent physical
sources, both of which have a significant e↵ect on galaxy dynamics in the infall region
around a primary halo. In previous instances where the summing of velocity dispersions
was required they have been combined in quadrature, therefore assuming a Gaussian
velocity distribution in each case. Here the validity of this assumption will be tested by
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examining both halo and galaxy velocity distributions measured from stacked clusters in
the simulations, to determine the method by which their contributions to the total galaxy
velocity dispersion should be combined.
Figure 4.7 shows the distribution of halo velocities observed in the radial and both
tangential directions, at a distance of 20 Mpch 1 from the centre of stacked clusters in the
simulations for four di↵erent primary halo mass bins. The r, ✓ and   velocity components
are measured for secondary halos (inclusive of all masses) in the specified radial bin of
width 1 Mpch 1, and the obtained velocity distribution expressed in terms of halo fraction
out of the total bin count. It can be seen that the distributions appear Gaussian for the
tangential velocity components, with the width increasing for larger primary halo masses
which are expected to have a higher secondary halo velocity dispersion at a given radius.
The radial velocity distributions appear slightly skewed towards the direction of infall,
which is possibly due to the proximity of the cluster centre. A non-skewed distribution is
expected for the ✓ and   velocity components by symmetry, however these could potentially
have kurtosis. The velocity distributions in both tangential directions peak at zero for all
primary halo masses at this distance from the cluster centre, which is in agreement with
the assumption that vsh? (r) ⇡ 0 as stated in section 4.2. The radial velocity distributions
have a greater width when compared to those measured for the tangential components,
which is consistent with the coherence model predictions described previously. The peaks
of these distributions are located at increasing values of vshr for higher mass primary halos,
as the mean infall velocity is larger at a given scale for more massive clusters. In this work
the distributions of all halo velocity components are approximated as Gaussian which
may bias the constraints on cluster masses, and would not provide a su ciently detailed
model if higher order correlations of the velocity field were being considered beyond the
cross-correlation studied here.
Figure 4.8 shows the distribution of galaxy velocities taken relative to their parent halo
in the x, y and z directions, as measured from stacked individual halos in the simulations
for four di↵erent mass bins. The observed velocity distributions are expressed in terms
of galaxy fraction out of the total count, which is equal to the sum of galaxy populations
from parent halos in the given mass bin. It can be seen that in all cases the galaxy
velocity distributions appear approximately Gaussian although have an additional spike
in the velocity bin centred on zero; this occurs due to the preferential selection of a central
galaxy when populating the simulations, which will have roughly the same velocity as
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Figure 4.7. Histogram of halo velocities in stacked clusters from the simulations,
for all secondary halos contained in a radial bin of width 1 Mpch 1 at a distance
of 20 Mpch 1 from the cluster centre. The distribution of halo velocities in
the radial (top) and both tangential (middle and bottom) directions is shown
for clusters of di↵erent masses, with the fraction of halos given as a function of
velocity in each case. Results are shown for four di↵erent primary halo mass bins
centred on 5 ⇥ 1012 (blue), 1 ⇥ 1013 (red), 5 ⇥ 1013 (green) and 1 ⇥ 1014 (pink)
Msolarh 1. Note that the figure label M cenhalo =Mph.
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that of its parent halo. This spike becomes more prominent for lower halo masses, where
the central galaxy makes up a higher proportion of the total population. The width of
the velocity distributions increases with parent halo mass, which is consistent with model
predictions for the velocity dispersion arising from galaxy virial motion within a halo.
The distributions of all three velocity components are extremely similar for each parent
halo mass, which supports the assumption made earlier that the one dimensional velocity
dispersion of galaxies in a halo does not vary significantly with direction.
4.4.2 Total galaxy velocity dispersion
It has been shown above that the velocity distributions for both secondary halos and
galaxies within those halos can be described as Gaussian to a good approximation, and
that therefore the contributions from their motion should be combined in quadrature to
give the overall galaxy velocity dispersion around a cluster. A description for the LOS
component of the contribution from secondary halo motions  hmlos has been provided by
the coherence model, and is combined with the predicted one dimensional e↵ect resulting
from galaxy virial motion  vir1d to give the following expression for the total galaxy LOS
velocity dispersion  gallos as a function of position relative to the cluster centre:
 gallos
2
(r⇡, r ) =  
hm
los
2
(r⇡, r ) +  
vir
1d
2
(r⇡, r ) (4.13)
This provides a complete model for galaxy velocity dispersion in the infall region around
a cluster, allowing the LOS e↵ect to be calculated at position r⇡, r  for any given primary
halo mass.
Figure 4.9 shows the galaxy velocity dispersion predicted along the LOS by equation
4.13, for clusters with four di↵erent primary halo masses. This is compared to observa-
tions from stacked clusters in the simulations, obtained by measuring the LOS velocity
component for each galaxy and then evaluating their standard deviation as a function of
two dimensional position r⇡, r  relative to the primary halo. In order to reduce noise in
the simulations this calculation was repeated taking the LOS along each of the x, y and z
directions, and the average of these measurements obtained to give the resultant galaxy ve-
locity dispersion. It can be seen that the model presented here provides a good description
of the observed velocity dispersion, reproducing both the scale dependence and spherical
asymmetry seen in stacked clusters from the simulations. It has been demonstrated that
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Figure 4.8. Histogram of galaxy velocities in stacked single halo populations
from the simulations, with the velocities taken relative to the parent halo. The
distribution of galaxy velocities in the x, y and z (from top to bottom) directions
is shown for parent halos of di↵erent masses, with the fraction of galaxies given
as a function of velocity in each case. Results are shown for four di↵erent parent
halo mass bins centred on 5 ⇥ 1012 (blue), 1 ⇥ 1013 (red), 5 ⇥ 1013 (green) and
1⇥ 1014 (pink) Msolarh 1. Note that the figure label Mparhalo =Mpar.
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the galaxy velocity distribution is expected to be Gaussian, and therefore the application
of this as a convolution should give an accurate method for modelling the e↵ect of LOS
velocity dispersion on the galaxy distribution in redshift space around a cluster.
4.5 Conclusions
In this chapter a model has been presented which describes galaxy velocity dispersion in
the infall region around clusters, and how this e↵ect varies with position relative to the
primary halo. The approach taken has been to develop methods for individually modelling
the contributions from both secondary halo dynamics and the galaxy virial motion within
these halos, and then combine the predictions to provide a complete description of the total
galaxy velocity dispersion. This model could then be used to calculate the line of sight
component of this e↵ect around a cluster with given primary halo mass, as a function of
two dimensional position r⇡, r  relative to the cluster centre. Comparison with simulations
demonstrated a good agreement between these predictions and the observed galaxy LOS
velocity dispersion, with the model providing an accurate description of the spherically
asymmetric variation of this e↵ect with scale. It was shown that the predicted velocity
dispersion could be applied to the galaxy distribution in redshift space in the form of a
Gaussian convolution, and therefore when combined with the transition model for galaxy
infall will provide a full description of the redshift space distortions around a cluster.
The model discussed above could be potentially improved by examining a number of
factors in more detail, which are left as future work. Firstly, the inclusion in the coherence
model of a description for the mean halo tangential velocity vsh? (r), which may not be
negligible in the most massive clusters on small scales. The halo mass dependence of the
coherence model parameters is also less accurate for large masses, and it would therefore
be useful to investigate alternative forms to the power law or linear variation with logMav
which is assumed here. In addition to this, comparison with simulations suggested that
the contribution from the halo infall velocity dispersion  infallr was being underestimated,
possibly due to a non-Gaussian distribution of secondary halo velocities close to the cluster
centre. It would be helpful to examine the halo velocity distributions for both the radial
and tangential components at a range of distances from the primary halo, to expand on
the results for a single radial bin at 20 Mpch 1 shown in figure 4.7.
For the galaxy virial model, predictions of the one dimensional velocity dispersion
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Figure 4.9. Galaxy velocity dispersion along the line of sight, as a function
of position relative to the cluster centre. Measurements from stacked clusters in
the simulations (left panels) are compared to predictions calculated by combining
the halo and galaxy velocity dispersion models to give the resulting line of sight
velocity dispersion for galaxies around the cluster (right panels). Results are
shown for four di↵erent primary halo mass bins, centred on (from top to bottom)
5 ⇥ 1012, 1 ⇥ 1013, 5 ⇥ 1013 and 1 ⇥ 1014 Msolarh 1. The colour bar represents
the line of sight velocity dispersion in units of km/s, and the figure labels ⇡ = r⇡,
  = r  and M cenhalo =Mph.
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within a parent halo of given mass are slightly inaccurate at both very low and high
masses when compared to the simulations, and this could potentially be improved by in-
cluding a more detailed description of halo density inside the virial radius with possible
variation in the concentration parameter. It would also be useful to explore further the
assumption that this galaxy velocity dispersion displays no directional dependence for
secondary halos around a cluster, by examining both the radial and tangential galaxy
velocity distributions within halos at a given distance from the cluster centre. The ob-
served velocity distribution deviates from a Gaussian for lower parent halo masses due
to the additional spike at zero which arises from the preferential selection of a central
galaxy when populating the simulations, and it would therefore be helpful to establish
a method for including this feature when combining the galaxy velocity dispersion with
the e↵ect contributed by secondary halo motions. Finally, as the predictions for all of
the components which contribute to the overall galaxy LOS velocity dispersion around a
cluster have only been compared with simulations at a single redshift, it would be essential
to investigate the potential dependence of the model on this factor in order to apply it
generally to galaxy redshift survey data.
Chapter 5
Constraining Cluster Mass from
the Cosmic Onion
The infall and velocity dispersion of galaxies around a cluster both provide a useful probe
of the primary halo mass, although neither of these can be measured directly from galaxy
survey data. In practice, the observable quantity is redshift which translates to a galaxy
position, and in the absence of any peculiar velocity allows the full three dimensional
distribution of galaxies to be calculated. In reality however galaxies near to a cluster
will be undergoing infall towards the primary halo, and there will also be a significant
dispersion in their mean streaming velocity. These additional motions cause distortions of
the distribution of galaxies in redshift space, which can be analysed to obtain a statistical
measure of the galaxy motions around a cluster. In order to predict the two dimensional
cluster-galaxy redshift space correlation function or ‘cosmic onion’ we need an accurate
model for both the mean infall and velocity dispersion of galaxies, and how there vary
with primary halo mass and distance from the cluster centre. A description of the galaxy
density distribution in real space is also required, to which the redshift space distortions
will be applied to provide a prediction of the cosmic onion for a cluster with given primary
halo mass.
Using the transition model presented in chapter 3 to obtain the infall velocity and
density profiles for galaxies around a cluster, combined with the description for their line
of sight velocity dispersion introduced in the previous chapter, a full model of the cosmic
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onion will be developed which can be compared to observations. This will be applied to
mock data generated from stacked clusters in the simulations, in an attempt to provide
constraints on the primary halo mass. There will also be an investigation into the e↵ect
of changing di↵erent elements of the model, in order to ascertain the scales on which
deviations from linearity need to be considered and also to isolate the model components
that may require improvement. The feasibility of using this method to obtain halo mass
constraints from galaxy redshift survey data will be discussed, in addition to the potential
applications with regard to testing General Relativity.
5.1 Measuring halo mass from infall
In the first instance, predictions for galaxy infall provided by the transition model will be
used to constrain the primary halo mass, by fitting to the infall velocity profile observed
in stacked clusters from the simulations. In practice this would not be possible for real
data as the infall velocity cannot be measured for individual galaxies, however using this
method on the simulations where this information is available gives an indication of the
constraining power for the infall model alone. It also allows the scales on which this
model provides an accurate measure for halo mass to be determined, in comparison to
constraints obtained using the linear model described in Sheth et al. (2001). The fitted
primary halo mass Mfitph is calculated via a maximum likelihood method, and divided by
the true value M trueph which is defined as the halo mass bin average for the given set of
stacked clusters from the simulations. This quantity provides a measure for the ability of
the relevant model to accurately constrain halo mass from the galaxy infall profile, and
should be consistent with unity to indicate a correct reconstruction of the primary halo
mass Mph.
Figure 5.1 shows halo mass constraints for stacked clusters with four di↵erent primary
halo mass bins, fitted from the observed galaxy infall velocity profile measured from rmin =
3 Mpch 1 to a varying maximum radius rmax in the range of 20 to 100 Mpch 1. The
reconstructed halo mass fitted for di↵erent scales with the transition model is given, and
compared with that obtained using the linear model. The halo mass bin width is varied
for di↵erent datasets in order to include an adequate number of clusters, and the locations
of upper and lower boundaries for the mass bins are indicated in each case. It can be seen
that, for the three largest primary halo masses, the transition model constraints fall in the
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most part within the mass bin limits, with the exception of the results for Mph = 1⇥ 1013
Msolarh 1 where the reconstructed halo mass is higher than expected when fitting out to
large radii. The constraints for the most massive primary halo fall just inside the lower
boundary of its mass bin, which is probably due to an uneven distribution of halo masses
across the bin arising from the very low number of extremely high mass halos. This will
result in a significantly larger proportion of halos with masses smaller than the bin centre,
which could bias the reconstructed mass accordingly.
The linear model constraints shown in figure 5.1 are consistently higher than those
obtained using the transition model, with the gap between the reconstructed primary halo
masses widening as the galaxy infall velocity profile is fitted down to smaller scales. This
di↵erence also becomes more prominent with increasing cluster mass, with the constraints
using the linear model above a factor of two greater than results from the transition model
for the most massive primary halo at low rmax. For the two largest cluster masses it can
be seen that the reconstructed halo mass, although much higher than the true value on
all scales, does become more accurate with increasing rmax. The constraints for Mph =
1 ⇥ 1013 Msolarh 1 show the same trend out to a radius of approximately 70 Mpch 1,
however then begin to rise away from the true value again beyond this point. This implies
that the linear model predictions for this primary halo mass are not in agreement with
the simulations even on large scales, and provides an explanation for the inaccuracy in the
transition model results as both of these descriptions for the galaxy infall velocity profile
become identical above a certain radius. Constraints for the smallest cluster mass are poor
when obtained using either model, and also converge quite rapidly as their predictions are
almost equivalent for low halo masses except for galaxies close to the cluster centre.
It can be concluded from the results shown here that the transition model provides
a significant improvement over the linear model when constraining primary halo mass
from the galaxy infall velocity profile, and can be used to reliably reconstruct the halo
mass for medium to large sized clusters even when fitting at relatively small scales. This
model is however less accurate when applied to low mass clusters, and also should be
used with caution when fitting out to large radii for intermediate halo masses. In both of
these instances the transition model predictions display a greater similarity to the linear
model, which may indicate an issue with the halo streaming model from which this is
derived. Alternatively, these deviations in the halo mass constraints could arise from an
inaccurate description of the density profiles in the above cases, as these are used for both
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the transition and linear models when calculating the mean galaxy infall velocity from the
sum of di↵erent halo streaming motions. In the following section, the galaxy infall models
discussed here will be combined with predictions for the density profile and LOS velocity
dispersion to obtain a complete description of the cosmic onion, which can be compared
to those observed in stacked clusters from the simulations in order to provide constraints
for the primary halo mass.
5.2 Cosmic onion model
5.2.1 Applying redshift space distortions
In order to fully model the cosmic onion for a cluster with given primary halo mass, we first
need to obtain the galaxy number density in real space as a function of position relative
to the cluster centre. This is calculated from the total density profile ⇢totgal(r) predicted
for the specified halo mass by applying spherical symmetry, which provides the galaxy
density ⇢realgal at two dimensional position r⇡, r  on a grid in real space. The galaxy count
nrealgal (r⇡, r ) at each point on this grid is then evaluated by multiplying the density by the
pixel volume, where the region of space represented by a single pixel takes the form of a
cylindrical shell which gets larger with increasing r . A description of the galaxy infall
velocity at position r⇡, r  is obtained, again by assuming spherical symmetry, from the
infall profile vgalr (r) predicted by the transition model for the given primary halo mass. The
line of sight component of this infall velocity, given by vgallos (r⇡, r ) =  vgalr (r⇡, r ) cos( )
where   is the angle between the LOS and position vector from the cluster centre, is
then calculated for each location on the grid. The corresponding shift in the r⇡ direction
 r⇡ = v
gal
los (r⇡, r )/H is then evaluated for individual pixels, and their apparent positions
in redshift space obtained. This results in an unevenly spaced grid which describes the
galaxy count in redshift space around a cluster, due to the e↵ect of infall towards the
primary halo.
The LOS velocity dispersion  gallos (r⇡, r ) of galaxies in each pixel is then calculated for
the specified halo mass using the model presented in the previous chapter, and applied
as a Gaussian convolution along the r⇡ direction of width  
gal
los (r⇡, r )/H. It is important
to note that the velocity dispersion obtained for every individual pixel corresponds to its
original position in real space, as apposed to the redshift space location calculated from
galaxy infall. The e↵ect of this velocity dispersion is to spread out the positions of galaxies
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Figure 5.1. Primary halo mass constraints for stacked clusters from the simu-
lations as a function of maximum scale, fitted from the observed e↵ective galaxy
infall velocity profile. The ratio of the fitted halo mass to the true value, defined
as the mass bin average, is shown for both the transition (blue line) and linear
(red line) galaxy infall models. Constraints corresponding to 68% and 95% con-
fidence are indicated by shaded regions around the fitted values for each infall
model. Results are given for four di↵erent primary halo mass bins centred on
(from top left to bottom right) 5⇥1012, 1⇥1013, 5⇥1013 and 1⇥1014 Msolarh 1,
with dashed lines showing the upper and lower boundaries of each mass bin. Note
that the figure labels Mfithalo =M
fit
ph, M
true
halo =M
true
ph and M
cen
halo =Mph.
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in redshift space along the LOS, and the resulting distribution is evaluated as a function
of r⇡ for each pixel. These galaxy counts are subsequently binned onto a regularly spaced
grid in r⇡, r  coordinates, summing the contributions from all pixels to obtain the total
galaxy count in redshift space nzgal(r⇡, r ). This can then be divided by the pixel volume
at each point in order to calculate the galaxy number density in redshift space ⇢zgal(r⇡, r ),
therefore providing a complete description of the cosmic onion for the given primary halo
mass. The above process is summarised in the flow chart shown in figure 5.2.
The numerical cosmic onion model discussed in this section can be used to predict the
distribution of galaxies in redshift space around a cluster of given mass, and compared
with results from stacked clusters in the simulations in order to provide constraints for the
primary halo mass. Mock data is generated for eight di↵erent halo mass bins the lowest of
which is centred on 2.00⇥ 1012 Msolarh 1, with subsequent bins increasing by a factor of
two each time up to a maximum of 2.56⇥1014 Msolarh 1. The properties of these primary
halo mass bins are given in table 5.1 which shows both the bin width and average halo
mass in each case, and also the number of clusters stacked Nclus and total galaxy count
N totgal within radius rmax = 100 Mpch
 1 of the primary halo. The observed cosmic onion
for these stacked clusters is obtained by measuring the LOS velocity component for each
individual galaxy and calculating its corresponding position in redshift space, and then
binning these galaxies onto a regularly spaced grid in r⇡, r  coordinates to give the count
at di↵erent locations. This process is then repeated taking the LOS along each of the x,
y and z directions, and the galaxy counts summed to obtain the total observed redshift
space count nzobs(r⇡, r ) as a function of position relative to the cluster centre.
The cosmic onion model described above can then be used to predict the equivalent
galaxy count nzmod(r⇡, r ) around stacked clusters for a given primary halo mass, which is
calculated from the distribution for a single cluster as nzmod(r⇡, r ) = 3Nclusn
z
gal(r⇡, r ).
It is assumed that the predominant source of uncertainty in each pixel is Poisson noise,
and therefore the error on the predicted galaxy count at position r⇡, r  is given by
p
nzmod.
The primary halo mass can be fitted from nzobs(r⇡, r ) for stacked clusters in the simu-
lations using this model, employing a maximum likelihood method to provide halo mass
constraints for the datasets summarised in table 5.1. These reconstructed halo masses will
then be compared to the true values in order to determine the accuracy of this numerical
cosmic onion model, and give an indication of its ability to constrain primary halo mass
from the redshift space distortions around a cluster.
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Figure 5.2. Flow chart illustrating the method used to model the cosmic onion
for a cluster with given primary halo mass. The main input and output are indi-
cated in green, and red boxes describe each stage of the process with intermediate
inputs and outputs for the model shown in blue. Note that the input term Mhalo
represents the primary halo mass Mph, and the coordinates ⇡ = r⇡ and   = r .
5.2. Cosmic onion model 128
Mph Bin width Average Mph Nclus N totgal(rmax)
2.00⇥ 1012 4.00⇥ 1010 2.00⇥ 1012 10855 1.27⇥ 108
4.00⇥ 1012 2.40⇥ 1011 4.00⇥ 1012 10165 1.19⇥ 108
8.00⇥ 1012 7.20⇥ 1011 7.98⇥ 1012 10851 1.27⇥ 108
1.60⇥ 1013 2.88⇥ 1012 1.59⇥ 1013 10218 1.20⇥ 108
3.20⇥ 1013 6.40⇥ 1012 3.18⇥ 1013 5527 6.48⇥ 107
6.40⇥ 1013 1.92⇥ 1013 6.26⇥ 1013 3345 3.96⇥ 107
1.28⇥ 1014 5.12⇥ 1013 1.23⇥ 1014 1347 1.60⇥ 107
2.56⇥ 1014 1.28⇥ 1014 2.38⇥ 1014 408 4.85⇥ 106
Table 5.1. Properties of stacked clusters from the simulations with eight di↵erent
primary halo mass bins, used to generate mock observations of the cosmic onion.
The halo mass bin centres, widths and average values are stated in each case, all
given in units of Msolarh 1. The number of halos stacked is also shown, and the
total count of galaxies which reside within a distance of 100 Mpch 1 from the
cluster centre.
5.2.2 Infall velocity constraints
Initially, constraints for the galaxy infall velocity profile will be obtained for the stacked
clusters described above, before attempting to fully reconstruct the primary halo mass.
This allows the accuracy of both the models for galaxy density in real space and velocity
dispersion to be determined, and gives an indication of the e↵ect these will have on halo
mass constraints provided by the cosmic onion model. In order to achieve this we first
need to introduce a suitable parameterisation for the infall velocity profile, which can then
be fitted from the observed galaxy count in redshift space around stacked clusters in the
simulations. For a given primary halo mass bin, the fitted galaxy infall velocity is defined
as vfitr (r) = Fvrv
true
r (r) where v
true
r (r) is the true infall profile measured directly from the
simulations for the relevant dataset. The parameter Fvr can be varied to produce di↵erent
inputs for vgalr (r) to the cosmic onion model (as shown in blue on the flow chart in figure
5.2), keeping the other two inputs for ⇢gal(r) and  
gal
los (r⇡, r ) fixed. A maximum likelihood
method is then used to fit Fvr from the observed nzobs(r⇡, r ) for stacked clusters in the
specified halo mass bin, where the constraints obtained should be consistent with unity if
the galaxy infall profile is being correctly reconstructed.
This approach provides a way to e↵ectively exclude the e↵ects which result from in-
accuracies in the predicted infall velocity, and therefore examine how other components
of the numerical cosmic onion model will potentially bias the halo mass constraints. The
reconstructed galaxy infall profile can be fitted with either ⇢gal(r) or  
gal
los (r⇡, r ) measured
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directly from the simulations as a fixed input to the cosmic onion model, and compared to
the results obtained using predictions of these quantities for the given primary halo mass
bin as inputs. The deviation from unity of the fitted parameter Fvr will show the e↵ect
of using each model for the galaxy density and velocity dispersion on the infall velocity
constraints, and indicate how any di↵erences between the predicted and observed ⇢gal(r)
or  gallos (r⇡, r ) may bias the reconstructed halo mass provided by the full cosmic onion
model. It is also useful to examine the constraints for Fvr which result from both of these
fixed inputs being measured directly from the simulations, as this allows the accuracy of
the numerical method used to calculate the cosmic onion to be tested for the available
primary halo mass bins.
Figure 5.3 shows the infall velocity constraints obtained using di↵erent inputs for the
galaxy density and velocity dispersion to the cosmic onion model, fitted from the observed
galaxy distribution in redshift space around stacked clusters from the simulations. Results
are given for all eight primary halo mass bins fitting from nzobs(r⇡, r ) out to a distance of
100 Mpch 1 from the cluster centre, with constraints for the parameter Fvr shown for each
dataset. It can be seen that, when the fixed inputs for both ⇢gal(r) and  
gal
los (r⇡, r ) are
measured from the simulations, the infall velocity constraints are consistent with unity for
halo masses above Mph ⇠ 4⇥ 1013 Msolarh 1, however drop slightly below this for smaller
cluster masses. This demonstrates that the numerical method used to model redshift
space distortions around a cluster provides a mostly accurate description of the cosmic
onion, although needs to be improved for low primary halo masses. The variation in
galaxy infall velocity is less prominent in these clusters resulting in smaller corresponding
shifts of position in redshift space, and therefore this issue could most likely be resolved
by increasing the resolution of the r⇡, r  grid on which galaxy density ⇢realgal is calculated
before the redshift space distortions are applied. In addition to the e↵ects caused by a
finite pixel resolution, the assumption that  gallos (r⇡, r ) is Gaussian may also produce a
bias in the reconstructed infall velocity profile. This could potentially be improved by
using a more accurate model for the galaxy velocity dispersion, instead of the Gaussian
convolution applied when generating the cosmic onion.
The infall velocity constraints shown in figure 5.3 which are obtained using the ob-
served ⇢gal(r) as above, but predicting the input for  
gal
los (r⇡, r ) from the galaxy velocity
dispersion model, display a strong similarity to the results for which both inputs to the
cosmic onion model are measured directly from the simulations. There is a slight variation
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between the reconstructed galaxy infall profiles for higher primary halo mass bins, which
implies that the velocity dispersion model is less accurate for more massive clusters. How-
ever for the majority of halo mass bins the constraints for infall velocity are consistent
with one another when using either the predicted or observed  gallos (r⇡, r ) as an input to
the cosmic onion model, and therefore the model for galaxy velocity dispersion can be
described as reasonably accurate for the purposes required here. In contrast to this, when
using the observed  gallos (r⇡, r ) and predicting the input for ⇢gal(r) from the galaxy infall
model, the infall velocity constraints obtained deviate significantly from unity compared
to the case where both inputs to the cosmic onion model are measured from the sim-
ulations. The reconstructed galaxy infall profiles show a wide variation across di↵erent
primary halo mass bins with the fitted parameter Fvr ranging from approximately 1.15
for low halo mass bins, down to around 0.8 for the most massive cluster. This indicates
that the constraints for infall velocity are extremely sensitive to inaccuracies in the galaxy
density ⇢gal(r) input to the numerical cosmic onion model, when fitting from the redshift
space galaxy distribution out to large scales around a cluster.
It has been shown that the accuracy of the numerical method used to calculate the
cosmic onion, and both the galaxy density and velocity dispersion inputs to this model, all
e↵ect the obtained infall velocity constraints to varying di↵erent degrees. The galaxy infall
profiles reconstructed for the given primary halo mass bins are seen to exhibit a strong
dependence on the density input, and to a lesser extent the velocity dispersion input to the
cosmic onion model. The finite density grid resolution used when applying redshift space
distortions in the numerical cosmic onion model is also shown to have an e↵ect on the
infall velocity constraints for low halo mass bins, which results in a slight underestimation
of the galaxy infall profiles reconstructed in these cases. The velocity dispersion model
used is seen to bias the infall velocity constraints in the same way, except that the fitted
parameter Fvr only drops below that obtained using the observed  
gal
los (r⇡, r ) for higher
halo mass bins. It is demonstrated however that the component of the cosmic onion
model which most significantly e↵ects the reconstructed galaxy infall velocity profile is
the input for ⇢gal(r), where the predicted galaxy density used is shown to result in a
strong overestimation of the infall velocity for small cluster masses and underestimates
the constraints for more massive primary halos to an even greater extent.
The e↵ect of these di↵erent elements of the model on reconstructed infall profiles
described here are expected to produce a similar bias in the halo mass constraints provided
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Figure 5.3. Galaxy infall velocity profile constraints for stacked clusters from
the simulations as a function of primary halo mass, fitted from the full observed
galaxy count in redshift space. The fitted galaxy infall velocity profiles, expressed
as a multiple of the true profile measured in the simulations, are given for di↵er-
ent density and velocity dispersion inputs to the numerical cosmic onion model.
Results obtained using these quantities as measured directly from the simula-
tions (blue line) and the model predictions for galaxy density (green line) and
LOS velocity dispersion (red line) are shown, with constraints corresponding to
68% and 95% confidence indicated by shaded regions around the fitted values for
each case. Note that the figure labels vfitgal = v
fit
r , v
sims
gal = v
true
r , M
cen
halo = Mph and
 galvlos(⇡, ) =  
gal
los (r⇡, r ).
by the full cosmic onion model, as an increase in the galaxy infall velocity translates to
a higher estimate of the primary halo mass in a cluster. It can therefore be concluded
that both the numerical method used to calculate the cosmic onion and the predicted
velocity dispersion input to this model should have a relatively small e↵ect on the halo
mass constraints obtained from the redshift space galaxy distribution observed around a
cluster, however there will potentially be a substantial bias resulting from inaccuracies in
the real space density model when fitting out to large scales. The galaxy density profile
predicted for a given halo mass may consequently need some improvement, in order to
use the numerical cosmic onion model to correctly reconstruct the primary halo mass in
a cluster.
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5.2.3 Comparison of models
In the previous section, predictions of the galaxy infall velocity profile around a cluster
were used to obtain constraints for the primary halo mass, and a comparison made between
results from both the transition and linear models fitted over a variety of scales for di↵erent
halo mass bins. It was found that the halo mass could be reliably reconstructed for medium
to large sized clusters using the transition model, and that this provided a significant
improvement over the linear model especially when fitting out to smaller radii. The
di↵erence observed between these models when constraining the primary halo mass solely
from galaxy infall velocity may not however be equivalent to that seen in the reconstructed
halo mass fitted from the cosmic onion on the same scale, as the density at a given position
in redshift space will depend on the infall of galaxies which reside at a distance further
from the cluster centre. In order to establish the scales at which the galaxy distribution in
redshift space is significantly e↵ected by the choice of infall model, the predicted galaxy
count nzgal(r⇡, r ) is calculated for several di↵erent primary halo masses using both the
linear and transition models to provide the infall velocity input to the cosmic onion model.
The galaxy count obtained using the infall profile from the transition model is then divided
by the prediction calculated with the linear model input in each case, to give the ratio of
nzgal(r⇡, r ) as a function of position relative to the cluster centre and indicate how this
varies with primary halo mass.
Figure 5.4 shows the ratio of redshift space galaxy counts obtained using the transition
and linear models to calculate the infall velocity input to the cosmic onion model, for
eight di↵erent primary halo masses. It can be seen that, as would be expected from
comparing the infall profiles provided by each model, the di↵erences between the predicted
galaxy counts in redshift space are more prominent close to the cluster centre and also
extend out to larger scales with increasing halo mass. The variation in this ratio of
nzgal(r⇡, r ) demonstrates that the galaxy count obtained using the transition model is
higher for very small r⇡ but then drops lower immediately outside this region, when
compared to that calculated from the linear model. This is due to the greater degree of
infall predicted by the transition model near to the primary halo, which shifts the galaxy
positions in redshift space further towards the cluster centre in the r⇡ direction than for
the case described by the linear model. The magnitude of these shifts depends on the
LOS component of the galaxy infall velocity which varies with position relative to the
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primary halo, and consequently the resulting e↵ect on the ratio of nzgal(r⇡, r ) is seen to
be spherically asymmetric. It is interesting to note that the di↵erence between the redshift
space galaxy counts predicted using both the linear and transition models diminishes more
rapidly with scale than may be expected from examining the corresponding variation in
their infall profiles, particularly when measured along the r  direction. However there
is still a significant e↵ect on nzgal(r⇡, r ) which arises from the choice of galaxy infall
model, especially for large primary halo masses, and it can therefore be concluded that
using the transition model as apposed to the linear prediction for galaxy infall velocity
when modelling the cosmic onion should provide an improvement on halo mass constraints
obtained from the redshift space galaxy distribution on quasi-linear scales around a cluster.
It has been shown that the choice of infall model has a significant e↵ect on the red-
shift space galaxy distribution predicted by the numerical cosmic onion model, and the
variation of this e↵ect with position relative to the cluster centre has been demonstrated
for several di↵erent primary halo masses. The same approach can be taken in order to
determine if there is a similar di↵erence in nzgal(r⇡, r ) obtained using the galaxy velocity
dispersion model to provide the input for  gallos (r⇡, r ), compared to that calculated from a
constant LOS velocity dispersion input to the cosmic onion model. The predicted galaxy
count in redshift space is evaluated for various di↵erent cluster masses using the velocity
dispersion obtained from the coherence model, and then the average of  gallos (r⇡, r ) taken
over all positions and the resulting value used as a scale independent constant velocity
dispersion input to calculate nzgal(r⇡, r ). In both cases the infall velocity input is pro-
vided by predictions from the transition model, so that only the velocity dispersion input
to the cosmic onion model is being varied. The galaxy count obtained using the velocity
dispersion from the coherence model is then divided by that calculated with a constant
LOS velocity dispersion input for each primary halo mass, to give the ratio of nzgal(r⇡, r )
as a function of position relative to the cluster centre.
Figure 5.5 shows the ratio of redshift space galaxy counts obtained using the coher-
ence model to calculate the velocity dispersion and a scale independent constant velocity
dispersion input to the cosmic onion model, for eight di↵erent primary halo masses. It
can be seen that, as for the case where the galaxy infall model was varied, the di↵erences
between the predicted galaxy counts are more prominent near to the primary halo and
extend out to larger scales with increasing cluster mass, although exhibit a much weaker
halo mass dependence than in the previous instance. The ratio of nzgal(r⇡, r ) also varies
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Figure 5.4. Ratio of galaxy counts in redshift space predicted using di↵erent
models for the infall velocity profile, as a function of position relative to the
cluster centre. The galaxy count prediction for the transition model divided by
that calculated using the linear infall model is shown for eight di↵erent primary
halo masses. The colour bar represents the ratio between galaxy counts, and the
figure labels ⇡ = r⇡,   = r  and M cenhalo =Mph.
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in a similar way, demonstrating that the galaxy count obtained using  gallos (r⇡, r ) from the
coherence model is significantly higher at very small r⇡ and again drops lower just outside
this region, when compared to that calculated for a constant LOS velocity dispersion.
This di↵erence in variation along the r⇡ and r  directions is to be expected for the ratio
of galaxy counts in redshift space, due to spherical asymmetry displayed in the velocity
dispersion provided by the coherence model. The predictions for nzgal(r⇡, r ) evaluated
with both velocity dispersion inputs to the cosmic onion model converge relatively quickly
with distance from the cluster centre, as the density falls to a small, near-constant value
and the di↵erences in velocity dispersion begin to have a negligible e↵ect on the galaxy
distribution in redshift space. However on smaller scales the choice of galaxy velocity
dispersion model has a strong e↵ect on nzgal(r⇡, r ) for all the primary halo masses shown
here, and it can therefore be concluded that using the scale dependent  gallos (r⇡, r ) pre-
dicted by the coherence model as apposed to a constant LOS velocity dispersion when
modelling the cosmic onion will potentially improve the cluster mass constraints obtained
from redshift space distortions in the quasi-linear regime.
5.3 Cluster mass constraints
5.3.1 Infall model dependence
In this section primary halo mass constraints will be obtained from the observed galaxy
count in redshift space around stacked clusters in the simulations, using various infall
profile and velocity dispersion inputs to the numerical cosmic onion model. Firstly, the
halo mass is reconstructed from nzobs(r⇡, r ) for stacked clusters with eight di↵erent primary
halo mass bins summarised in table 5.1, using both the transition and linear models to
predict the galaxy infall velocity when calculating nzmod(r⇡, r ) from the cosmic onion
model as described in the previous section. The halo mass is fitted for each dataset via
a maximum likelihood method, and divided by the true value which is defined as the
average primary halo mass for a given set of stacked clusters from the simulations. This
quantity gives an indication of the accuracy of the cluster mass constraints obtained using
each galaxy infall model, and should be consistent with unity if the halo mass has been
correctly reconstructed. The cluster mass constraints are calculated for each primary halo
mass bin by fitting to the observed redshift space galaxy count out to various maximum
radii, measuring nzobs(r⇡, r ) within a distance of rmax = 10, 20, 30 and 40 Mpch
 1 from
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Figure 5.5. Ratio of galaxy counts in redshift space predicted using di↵erent
models for the velocity dispersion, as a function of position relative to the cluster
centre. The galaxy count prediction for the coherence model divided by that
calculated using a constant LOS velocity dispersion is shown for eight di↵erent
primary halo masses. The colour bar represents the ratio between galaxy counts,
and the figure labels ⇡ = r⇡,   = r  and M cenhalo =Mph.
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the cluster centre. In all cases the galaxy count is cut o↵ below r  = 3 Mpch 1, in order
to exclude the Fingers of God e↵ect which arises from the virial motion of galaxies in the
primary halo.
Figure 5.6 shows halo mass constraints obtained using both the transition and linear
models to provide the galaxy infall velocity input to the cosmic onion model, fitted from the
galaxy distribution in redshift space observed around stacked clusters from the simulations.
Results are given for all eight primary halo mass bins fitted from nzobs(r⇡, r ) out to a
maximum radius of 10 and 20 Mpch 1, with the reconstructed halo mass divided by
the true value shown in each case. As discussed previously, the halo mass bin width
used for di↵erent sets of stacked clusters is varied in order to ensure that a large enough
number of halos are included, and the upper and lower mass bin limits are indicated for
the given datasets. It can be seen that, for both values of rmax, the results obtained
using the transition model fall mainly within the boundaries corresponding to each mass
bin, although the reconstructed halo mass is overestimated for small clusters and also
drops below the bin limit for the most massive primary halos. This is not unexpected
given the bias on infall velocity constraints arising from inaccuracies in the real space
density model used to calculate the cosmic onion, which was demonstrated earlier. The
bias on halo mass constraints however appears to be less pronounced when fitting to
nzobs(r⇡, r ) on small scales, compared to that seen in the reconstructed infall profiles
where rmax = 100 40 Mpch 1. This is most likely due to the fact that the constraints for
halo mass are more sensitive to the e↵ects of galaxy infall close to the cluster centre, where
there is a much greater degree of deviation between the mean infall velocity around halos
of di↵erent masses. At su ciently large scales however, these infall profiles converge and
the predominant factor in determining cluster mass becomes the galaxy distribution in
real space. It is therefore expected that the bias which occurs due to the predicted density
input to the cosmic onion model will have a significantly stronger e↵ect when fitting out
to large radii, particularly for low mass primary halos, and this suggestion is supported
by the results obtained for rmax = 30 and 40 Mpch 1 where the halo mass constraints lie
well outside the bin limits for small to medium sized clusters.
The reconstructed halo masses obtained using the linear model are seen to be sub-
stantially higher than those calculated from the transition model, although the gap be-
tween these constraints is much wider when fitting out to a distance of 10 Mpch 1 than
for rmax = 20 Mpch 1. This is unsurprising given the variation between the predicted
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nzgal(r⇡, r ) for the di↵erent galaxy infall models, shown in figure 5.4, is much more promi-
nent close to the cluster centre. The halo mass constraints provided by the linear model
for rmax = 10 Mpch 1 fall significantly above the bin limits for most of the given cluster
masses, however appear more consistent with the true value for the highest primary halo
mass bins. This is misleading though, as the bias which arises from inaccuracies in the
galaxy density input to the cosmic onion model has been shown to lower the reconstructed
halo mass for large clusters. Given that the constraints obtained by fitting directly from
the infall velocity profile using the linear model (shown in figure 5.1) are seen to greatly
overestimate the primary halo mass for clusters of this size, it can be assumed that using
the linear model to provide the galaxy infall velocity input to the cosmic onion model pro-
duces a poor reconstruction of the halo mass, for all the available datasets, when fitting to
the redshift space galaxy distribution on small scales. The di↵erence between the results
from the linear and transition models shown in figure 5.6 is less pronounced when fitting
out to a radius of 20 Mpch 1, although the halo mass constraints follow a similar trend to
that seen for rmax = 10 Mpch 1 and the bias which occurs due to the real space density
model predictions is expected to e↵ect the reconstructed halo mass for both galaxy infall
models in the same way. It is important to note that, for the higher primary halo mass
bins, constraints which drop below unity may still indicate a correct reconstruction of
the halo mass as there is an uneven distribution across these bins arising from the sparse
number of very massive clusters, and this is therefore likely to add to the bias discussed
previously for large primary halos.
It has been shown that, for both values of rmax, using the transition model introduced
in this work provides a significant improvement over the linear model, when used to predict
the galaxy infall velocity input to the cosmic onion model and constrain halo mass from
the redshift space galaxy distribution around stacked clusters in the simulations. However
it has also been demonstrated that in order to reliably reconstruct the primary halo mass
using the numerical cosmic onion model we need to develop a more accurate description
of the galaxy density in real space, especially outside the region where cluster mass is
predominantly constrained by the e↵ects of infall. The improved density predictions could
then be combined with the transition model for galaxy infall to allow halo mass constraints
to potentially be obtained from redshift space distortions on various scales throughout the
quasi-linear regime, for clusters with a wide range of di↵erent primary halo masses.
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Figure 5.6. Primary halo mass constraints for stacked clusters from the simu-
lations as a function of true halo mass, fitted from the observed galaxy count in
redshift space. The ratio of the fitted halo mass to the true value is given for the
numerical cosmic onion model, using both the transition (blue line) and linear
(red line) models to predict the galaxy infall velocity profile. Constraints corre-
sponding to 68% and 95% confidence are indicated by shaded regions around the
fitted values for each infall model. Results obtained by fitting out to a maximum
radius of 10 (top) and 20 (bottom) Mpch 1 are shown, with dashed lines marking
the upper and lower boundaries of each halo mass bin. Note that the figure labels
Mfithalo =M
fit
ph, M
true
halo =M
true
ph and M
cen
halo =Mph.
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5.3.2 Velocity dispersion dependence
The e↵ect on halo mass constraints of using either the transition or linear model to cal-
culate the galaxy infall velocity input to the cosmic onion model has been examined here
in detail, and for both of these cases the velocity dispersion input was provided by the
coherence model. It was established that the primary halo mass was reconstructed with
a greater degree of accuracy using the transition model compared to the linear predic-
tion for galaxy infall, when fitted from the observed redshift space distribution of galaxies
around stacked clusters in the simulations on quasi-linear scales. In order to investigate
whether a similar improvement is seen in the halo mass constraints from the use of a po-
sition dependent galaxy velocity dispersion provided by the coherence model, as apposed
to a constant LOS velocity dispersion input to the cosmic onion model, the halo mass is
reconstructed from nzobs(r⇡, r ) for the same datasets as before using a constant velocity
dispersion input calculated by averaging the coherence model prediction for  gallos (r⇡, r )
over all positions. The galaxy infall profile is provided by the transition model in this
case, and the halo mass constraints can therefore be compared to the previous results for
this infall model to demonstrate the e↵ect of using di↵erent descriptions for the velocity
dispersion. The primary halo mass is again fitted for each set of stacked clusters via a
maximum likelihood method, and divided by the true value to give a measure of accuracy
for the cluster mass constraints obtained using a constant LOS velocity dispersion. The
reconstructed halo mass is calculated by fitting to the observed galaxy count in redshift
space out to the same rmax used earlier, excluding Fingers of God e↵ects by cutting o↵
the galaxy count at r  = 3 Mpch 1.
Figure 5.7 shows halo mass constraints obtained using both the coherence model pre-
diction for  gallos (r⇡, r ) and a constant LOS velocity dispersion input to the cosmic onion
model, fitted from the redshift space galaxy distribution observed around stacked clusters
in the simulations. As for the previous case, results are given for all eight primary halo
mass bins with nzobs(r⇡, r ) fitted out to a maximum radius of 10 and 20 Mpch
 1, and
the reconstructed halo mass divided by the true value shown for individual datasets. The
locations of the upper and lower mass bin limits are again indicated for each set of stacked
clusters, to give the halo mass constraints in relation to the di↵erent bin widths. It can
be seen that the variation between the results obtained using a constant LOS velocity
dispersion and those calculated from the coherence model displays a similar trend to the
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di↵erence observed for cluster mass constraints in the case where galaxy infall is predicted
by the linear model, with the reconstructed halo masses being significantly higher for a
constant velocity dispersion input to the cosmic onion model. This variation is also more
pronounced when fitting out to a distance of 10 Mpch 1 than for rmax = 20 Mpch 1,
although the gap between cluster mass constraints for the di↵erent galaxy velocity disper-
sion inputs is shown to narrow with increasing primary halo mass. In real terms however,
as the results are expressed as a ratio of the reconstructed halo mass to the true value, the
variation shown between the constraints represents a larger absolute di↵erence in cluster
mass, which for example at rmax = 10 Mpch 1 is approximately 9 ⇥ 1011 Msolarh 1 for
the lowest halo mass bin and 2⇥ 1013 Msolarh 1 for the most massive clusters. This gap
is expected to be less dependent on primary halo mass than for the comparison made
between the linear and transition models for galaxy infall, where at the same maximum
radius the di↵erence in constraints for the lowest and highest halo mass bins are 6⇥ 1011
and 7⇥1013 Msolarh 1 respectively, as the variation in nzgal(r⇡, r ) predicted by the cosmic
onion model for the two velocity dispersion inputs (shown in figure 5.5) displays much less
dependence on cluster mass.
The o↵set between the primary halo mass constraints obtained using the di↵erent
descriptions for the galaxy velocity dispersion occurs due to the fact that the coherence
model prediction for  gallos (r⇡, r ) is significantly lower on small scales, when compared to
the mean value which is applied as a constant LOS velocity dispersion input to the cosmic
onion model. The result of the higher velocity dispersion in the latter case is to stretch out
the galaxy distribution in redshift space along the LOS, which counteracts the e↵ects from
infall and therefore causes an overestimation of the cluster mass. This variation in the
constraints provided using the two velocity dispersion inputs is less prominent when fitting
out to a distance of 20 Mpch 1 than for rmax = 10 Mpch 1, which is unsurprising given
that the ratio between nzgal(r⇡, r ) predicted by the cosmic onion model for these di↵erent
descriptions of  gallos (r⇡, r ) is close to unity outside a radius of ⇠ 10 Mpch 1 for most of
the primary halo masses shown in figure 5.5. The bias on cluster mass constraints which
arises from inaccuracies in the real space density model used to calculate nzmod(r⇡, r )
is expected to have the same e↵ect on the reconstructed halo mass as was discussed
previously, lowering the constraints obtained using a constant LOS velocity dispersion for
large cluster masses and causing them to appear more consistent with the true value than
may actually be the case. The additional bias which occurs due to the uneven distribution
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of halo masses across the bins used when stacking clusters from the simulations will also
potentially increase this e↵ect, resulting in the reconstructed halo mass being unreliable
for the most massive clusters.
It has been demonstrated that, for both values of rmax shown here, the coherence
model predictions for  gallos (r⇡, r ) provide a substantial improvement over using a constant
LOS velocity dispersion input to the cosmic onion model, when constraining primary
halo mass from the galaxy distribution in redshift space around stacked clusters from
the simulations. It can be concluded that the use of the coherence model to provide
a position dependent description of the galaxy velocity dispersion, combined with the
transition model predictions for infall velocity, allow significantly more accurate halo mass
constraints to be obtained when fitting from nzobs(r⇡, r ) with the numerical cosmic onion
model compared to using either a linear infall profile or constant LOS velocity dispersion.
This complete description of redshift space distortions has the potential to provide a
reliable reconstruction of the primary halo mass from nzobs(r⇡, r ) observed for a given set
of stacked clusters, and given an improved model for the predicted density in real space
could be used to accurately constrain the dynamic halo mass from the redshift space galaxy
distribution around a cluster in the quasi-linear regime.
In this work the uncertainty on cluster mass was estimated with all other halo param-
eters fixed, and was found to be approximately 2% at the 2  confidence level for a halo
mass of ⇠ 1013 Msolarh 1 as shown in figure 5.7. However in practice the accuracy of these
constraints depends on how many free parameters are considered in the halo occupation
distribution, as some are degenerate with the cluster mass.
5.3.3 Comparison with simulations
In order to provide a direct visual comparison of predictions from the numerical cosmic
onion model discussed previously, the redshift space number density is calculated using
various inputs for both the galaxy infall profile and velocity dispersion for clusters with two
di↵erent primary halo masses. The galaxy density ⇢zgal(r⇡, r ) is obtained using the linear
galaxy infall model with a scale dependent velocity dispersion from the coherence model,
the infall velocity described by the transition model with a constant LOS velocity disper-
sion, and finally the combined predictions for vgalr (r) and  
gal
los (r⇡, r ) from the transition
and coherence models, respectively. These results are then compared with the average
galaxy density in redshift space observed around stacked clusters from the simulations, for
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Figure 5.7. Primary halo mass constraints for stacked clusters from the simu-
lations as a function of true halo mass, fitted from the observed galaxy count in
redshift space. The ratio of the fitted halo mass to the true value is given for the
numerical cosmic onion model, using both the coherence model prediction (blue
line) and a constant (red line) galaxy LOS velocity dispersion. Constraints cor-
responding to 68% and 95% confidence are indicated by shaded regions around
the fitted values for each velocity dispersion model. Results obtained by fitting
out to a maximum radius of 10 (top) and 20 (bottom) Mpch 1 are shown, with
dashed lines marking the upper and lower boundaries of each halo mass bin. Note
that the figure labels Mfithalo =M
fit
ph, M
true
halo =M
true
ph and M
cen
halo =Mph.
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the corresponding primary halo mass bins.
Figure 5.8 shows the redshift space galaxy density predicted for the various inputs
to the cosmic onion model described above, compared to that measured from stacked
clusters in the simulations. Results are given for two di↵erent primary halo mass bins,
with the average ⇢zgal(r⇡, r ) calculated for each dataset by dividing the observed galaxy
density by the total number of clusters stacked. It can be seen that the most noticeable
variation between the model predictions using di↵erent galaxy infall and velocity dispersion
descriptions occurs close to the primary halo, which is unsurprising given that the ratios
of nzgal(r⇡, r ) for both inputs shown in figures 5.4 and 5.5 become close to unity on larger
scales. Comparison with the simulations indicates that, particularly for the higher primary
halo mass bin, the predicted ⇢zgal(r⇡, r ) from the cosmic onion model is considerably more
accurate below a radius of ⇠ 10 Mpch 1 using the inputs from both the transition and
coherence models than for either the linear description of galaxy infall or a constant
LOS velocity dispersion, demonstrating that the models presented in this work provide a
significant improvement over these alternatives when calculating the galaxy distribution
in redshift space on quasi-linear scales around a cluster.
5.4 Varying the halo occupation distribution
5.4.1 Galaxy density and infall
Up to this point it has been assumed that the HOD parameters are known, and the values
used to calculate the predictions for galaxy infall and velocity dispersion have been the
same as those which were defined earlier when populating the dark matter simulations.
However in the case of real data there will be a certain amount of uncertainty in these
parameters, and therefore it is vital to determine the dependence of both the transition and
coherence model predictions on the HOD used to describe the galaxy population within a
halo of given mass. In order to ascertain which of the parameters have a significant e↵ect
on the galaxy density and infall velocity profiles, these were calculated from the transition
model using the true values from the simulations and then each parameter varied in turn to
observe the resulting changes in ⇢totgal(r) and v
gal
r (r). The amount by which the individual
parameters are varied is determined by the errors stated in Zehavi et al. (2011) for the
given luminosity threshold, and the galaxy density and infall velocity is calculated using
values corresponding to the 3  upper and lower confidence limits of that used in the
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Figure 5.8. Galaxy number density in redshift space for clusters with di↵erent
primary halo masses, as a function of position relative to the cluster centre.
Predictions are shown for the numerical cosmic onion model using (from top
to bottom) the linear galaxy infall model with velocity dispersion described by
the coherence model, the transition galaxy infall model with a constant LOS
velocity dispersion, and the transition and coherence models combined to provide
a full description of galaxy infall and velocity dispersion on quasi-linear scales.
Measurements of the average galaxy number density from stacked clusters in
the simulations (bottom) are given for comparison. Results are shown for two
di↵erent primary halo masses of 1⇥ 1013 (left panels) and 1⇥ 1014 (right panels)
Msolarh 1. The colour bar represents a logarithmic scale of the galaxy number
density in units of Mpc 3h3, and the figure labels ⇡ = r⇡,   = r  and M cenhalo =
Mph.
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simulations. In the cases where these ranges represent an unphysical HOD, the minimum
or maximum possible parameter value is used. The resulting predictions for ⇢totgal(r) and
vgalr (r) will then be compared, to indicate whether or not the transition model is sensitive
to possible variations in the given parameter.
Figure 5.9 shows the dependence of galaxy density and infall velocity predicted by
the transition model on each of the HOD parameters, with results given for two di↵erent
primary halo masses. The relation between parent halo mass and galaxy population
is also included here, to demonstrate the function that each individual parameter has in
calculating the halo occupation statistics. It can be seen that in all cases that the variation
within 3  confidence limits has a relatively small e↵ect on the galaxy density and infall
profiles, however it has been shown previously in this chapter that halo mass constraints
obtained using the cosmic onion model are extremely sensitive to changes in the real space
density and therefore it is important to consider these e↵ects arising from uncertainty in
the HOD. There is an observed dependence for galaxy density and infall velocity predicted
by the transition model on two out of the five parameters, where it can be seen that the
variations in both Mmin and M 01 produce distinct changes in the density profile, although
this e↵ect is less noticeable for the infall velocity. The uncertainty in these parameters
would therefore need to be taken into account when applying the cosmic onion model to
redshift survey data, in order to obtain accurate primary halo mass constraints from the
galaxy distribution in redshift space around clusters.
5.4.2 Velocity dispersion components
The e↵ects of varying the HOD on both galaxy density and infall profiles has been de-
scribed above, however the velocity dispersion will also potentially show a dependence on
these parameters. The expected galaxy population is used in the coherence model calcu-
lations to weight the di↵erent contributions to galaxy velocity dispersion when integrating
over secondary halo mass, and therefore changes in the HOD could have a potential e↵ect
on all three components which contribute to the total predicted  gallos (r⇡, r ). In order to
determine the changes which result in the galaxy velocity dispersion which arises from
halo motions along both the radial and tangential directions, and that which occurs due
to virial motion within these halos, each of the HOD parameters are varied in turn across
the same ranges that were used previously and the di↵erent components of the velocity
dispersion calculated in each case. The results are then compared to ascertain the sensi-
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Figure 5.9. Galaxy population as a function of parent halo mass (left panels),
galaxy density (middle panels) and infall velocity (right panels) profiles as pre-
dicted by the transition model for two di↵erent primary halo masses of 1⇥ 1013
(blue lines) and 1⇥1014 (red lines) Msolarh 1. Dashed and dotted lines show the
e↵ect of decreasing and increasing individual HOD parameters respectively, with
results given for each of the five parameters (from top to bottom) in the HOD
used to populate the simulations. Note that the figure labels Mhalo = Mpar and
M cenhalo =Mph.
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tivity of both the coherence and virial model predictions to changes in the HOD, and the
e↵ect which arises from varying individual parameters.
Figure 5.10 shows the dependence of all three components which contribute to the
predicted overall galaxy velocity dispersion on each of the HOD parameters, with results
given for two di↵erent primary halo masses. It can be seen that, in the case of both the
radial and tangential velocity dispersion which arises from halo motions, there seems to be
very little e↵ect from varying any of the parameters on the coherence model predictions.
The contribution from galaxy virial motion however displays a significant dependence on
the HOD, with changes in Mmin, M 01 and ↵ all producing a substantial variation in the
predicted velocity dispersion profile. The uncertainty in these parameters would therefore
need to be included when calculating the redshift space galaxy distribution around clusters
using the cosmic onion model in the case of real data, although the e↵ects which occur
due to changes in ↵ are small in comparison to the other parameters and could therefore
potentially be considered negligible. However, as it has been shown that the variation
of Mmin and M 01 has a noticeable e↵ect on the predicted velocity dispersion component
contributed by galaxy virial motion, in addition to producing changes in the density and
infall velocity profiles, the uncertainty in both of these parameters would need to be
accounted for in order to provide an accurate description of the redshift space galaxy
distribution around a cluster using the numerical cosmic onion model.
5.4.3 Inclusion of parameter uncertainty
It has been shown that variations in two of the HOD parameters, Mmin and M 01, have
the potential to significantly e↵ect the galaxy distribution in redshift space predicted by
the cosmic onion model for a cluster of given primary halo mass. A simple method by
which to include the uncertainty in the HOD when reconstructing halo mass for stacked
clusters in the simulations would be to marginalise over these parameters during the fitting
process, and obtain the cluster mass constraints using the maximum likelihood method as
described previously. In the case of real data however, observations of clusters in a redshift
survey would be stacked according to their galaxy population rather than primary halo
mass, and therefore the predicted redshift space galaxy count would need to be calculated
by summing the contributions from a range of cluster masses. The resulting galaxy count
would be obtained by evaluating nzgal(r⇡, r ) for di↵erent halo masses and then combining
these predictions, assuming that they follow a distribution that corresponds to the Poisson
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Figure 5.10. Velocity dispersion profiles for secondary halos as predicted by the
coherence model in both the tangential (left panels) and radial (middle panels) di-
rections, and the one dimensional galaxy velocity dispersion profile (right panels)
as predicted by the virial model for two di↵erent primary halo masses of 1⇥ 1013
(blue lines) and 1 ⇥ 1014 (red lines) Msolarh 1. Dashed and dotted lines show
the e↵ect of decreasing and increasing individual HOD parameters respectively,
with results given for each of the five parameters (from top to bottom) in the
HOD used to populate the simulations. Note that the figure labels  halovr =  
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statistics used to describe the number of galaxies in a parent halo of given mass. This
would then be compared to the galaxy count in redshift space observed for a given dataset,
and the parameters Mmin and M 01 fitted using a maximum likelihood method to obtain
constraints on the HOD as apposed to the cluster mass. This could then be used to infer
the mean primary halo mass for the specified galaxy population bin, thus providing a
reconstruction of the dynamic cluster mass from redshift space distortions measured in
the survey data.
5.5 Application to redshift survey data
5.5.1 Testing General Relativity
The ability to obtain accurate primary halo mass constraints from the redshift space galaxy
distribution around a cluster has important applications to performing tests of General
Relativity, as the dynamic halo mass provides a probe of the gravitational potential  
as discussed in the introductory chapter. The cluster mass which is reconstructed from
observations of galaxy infall can be compared with constraints obtained from gravitational
lensing, which in the framework of GR should be consistent with one another. If there
is a di↵erence seen between the dynamic and lensing halo mass, then this would provide
evidence of a deviation from the theory of GR. It has been shown that the numerical
cosmic onion presented here could potentially be used to obtain cluster mass constraints
from redshift space distortions on quasi-linear scales, and therefore would provide a way
to measure the potential  over a range of distances from the cluster centre indicating the
scale at which any observed deviations from GR begin to take e↵ect.
5.5.2 Modified gravity model constraints
Should the observations described above indicate that a correction to GR needs to be made,
then the scales on which a di↵erence is seen when reconstructing halo mass from the e↵ects
of lensing and redshift space distortions would be of vital importance in determining the
modified gravity theories which could be used to explain these measurements. Many of
these theories employ a screening mechanism which reduces their predictions to those of
GR in regions of su ciently high density, and the scale at which deviations from GR were
observed for a given cluster mass would provide a means of either confirming or excluding a
particular MG theory. In several of these frameworks the screening mechanism is predicted
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to take e↵ect at distances of a few tens of Mpch 1 from the primary halo for typical cluster
masses, and therefore the ability to e↵ectively model the galaxy density in redshift space
on these scales is essential in order to obtain reliable halo mass constraints and compare
these with results from gravitational lensing. The techniques introduced here to model
the cosmic onion have been shown to provide an improvement on methods currently used
to describe the galaxy infall and velocity dispersion around a cluster in the quasi-linear
regime, and therefore could potentially be applied to redshift survey data not only for the
purposes of testing GR, but also constraining the alternative MG theories.
5.6 Conclusions
In this chapter the models for galaxy infall and velocity dispersion which were previously
presented have combined to provide a description of the redshift space distortions observed
around a cluster, and how these vary with primary halo mass. The approach taken here
was to use a numerical method to apply the RSD to the predicted galaxy distribution in
real space, in order to model the cosmic onion for a given cluster mass. The redshift space
galaxy density was calculated using this method for various di↵erent halo masses, and the
results compared with those measured from stacked clusters in the simulations. The model
was then used to fit the primary halo mass from the galaxy distribution in redshift space
for various di↵erent datasets, and the constraints compared to the true value in order to
establish if the cluster mass had been correctly reconstructed. These halo mass constraints
were obtained using a variety of di↵erent galaxy infall and velocity dispersion inputs to the
cosmic onion model, to determine the e↵ect on the resulting reconstructed cluster mass.
It was shown that both the transition and coherence models introduced here provided
a significant improvement over the descriptions for galaxy infall and velocity dispersion
which are currently used, when obtaining halo mass constraints from the redshift space
distortions on quasi-linear scales around a cluster.
The numerical cosmic onion model described above could be potentially improved by
examining a number of factors, which will be left as future work. Firstly, the model used
to predict the galaxy distribution in real space to which the RSD are applied has been
shown to strongly e↵ect the cluster mass constraints fitted from nzobs(r⇡, r ) using the
cosmic onion model, and inaccuracies in the density profile were seen to produce a bias in
the reconstructed primary halo mass, especially for large clusters. A more precise method
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for modelling the real space galaxy distribution would therefore be required in order to
obtain reliable halo mass constraints in these cases, before this technique could be applied
to real data. It was also demonstrated that the use of a grid with finite resolution in
the numerical method used to calculate the cosmic onion could result in a slight bias
in the reconstructed halo mass for smaller clusters, and it would therefore be useful to
investigate the possibility of increasing the number of pixels in the grid with the aim
of finding an optimum resolution which wouldn’t lengthen the runtime by too great a
degree. In addition to this, it was shown that a small bias was produced in the cluster
mass constraints due to inaccuracies in the galaxy LOS velocity dispersion provided by
the coherence model, however both this and the infall profile obtained from the transition
model may be improved with the development of a better description for the predicted
density profiles which are used in these calculations when integrating over secondary halo
mass. Finally, it would be helpful to examine in detail the e↵ect of uneven distributions
across the wider halo mass bins used to stack clusters from the simulations, and whether
this could be accounted for when modelling the cosmic onion.
In order to apply the numerical cosmic onion model to redshift survey data, the un-
certainty within the HOD would need to be accounted for when constraining halo mass
from the galaxy distribution in redshift space for stacked clusters in the observations. This
could be achieved by fitting the parameters which have been shown to e↵ect the predicted
nzgal(r⇡, r ) for a specified galaxy population bin, and using this to infer the mean primary
halo mass for the given dataset. It would also be essential to investigate the potential
redshift dependence of both the galaxy infall and velocity dispersion obtained from the
transition and coherence models respectively, as these have only currently been compared
to simulations at a single redshift. It has been demonstrated that, given the suggested
improvements summarised here, the numerical cosmic onion model presented in this chap-
ter has the potential to provide accurate constraints on the primary halo mass from the
redshift space distortions observed around clusters in the quasi-linear regime, which could
be combined with measurements obtained from gravitational lensing in order to perform
a test of General relativity and also di↵erentiate between the various modified gravity
theories.
Chapter 6
Conclusions
In this thesis, several models have been introduced which describe di↵erent aspects of
galaxy dynamics around clusters in the quasi-linear regime. Galaxy infall and velocity
dispersion models have been developed and tested using N-body simulation data, and
used to predict the cluster-galaxy redshift space correlation function, or cosmic onion, for
a given primary halo mass. The motivation of this work is to develop a robust technique
to constrain dynamic cluster mass from the observed cosmic onion, which can then be
compared with gravitational lensing measurements in order to perform tests of General
Relativity.
6.1 Comparison with other work
Since this thesis was begun, several other works have been published on modelling the
infall onto clusters of galaxies, the two most relevant are by Zu & Weinberg (2013) and
Lam et al. (2013). In this section the underlying assumptions and N-body simulations used
in these works will be discussed, and the modelling techniques and performance compared
to the work presented in this thesis.
Zu & Weinberg (2013) prescribe a model for the galaxy-cluster redshift space correla-
tion function (⇠scg), so that the “Galaxy infall kinematics” (GIK) can be recovered. They
calibrate and test this model using the Millennium simulation for the dark matter (21603
dark matter particles withMp = 8.6108h 1Msolar in a periodic box 500h 1 Mpc on a side),
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populated using a semi-analytic model using an empirical galaxy formation recipe along
the merger trees of dark matter halos as described by De Lucia & Blaizot (2007). They
use a skewed t-distribution to model the velocity distribution as a function of radial and
tangential velocity, having found other parameterisations (including sums of Gaussians)
inadequate. They end up with a 7 component model at every radius from the cluster
centre, depending on the virialized fraction, the velocity dispersion of the virialized com-
ponent, the characteristic infall velocity, two velocity dispersions of the infall component
(in the radial and tangential directions), a skewness parameter and a kurtosis parameter.
They use this model to fit to the observed ⇠scg in SDSS and reconstruct the infall as a
function of radius.
The paper by Lam et al. (2013) appeared just after the Zu & Weinberg (2013), and
has some similarities, but the goal of the paper is to test modified gravity models with
a small number of free parameters, rather than to reconstruct the infall velocity as a
function of radius (with a large number of free parameters). They use the simulations of
Valageas and Nishimichi (1024h 1 Mpc on a side with 20483 particles) and a halo model
for the galaxy positions. They use the spherical collapse model for the infall at small radii
and assume a Gaussian distribution of the velocity dispersion in the radial and tangential
directions. They consider f(R) and DGP modified gravity models and propagate the
e↵ects of modifying gravity into the halo model.
The papers described above di↵er from the work presented here in several respects. The
simulation details are compared in table 6.1. All three simulations are roughly comparable
and di↵erences are likely to be subdominant to the other assumptions. We and Lam et al.
(2013) use a halo model approach to populating the simulations whereas Zu & Weinberg
(2013) use semi-analytic modelling, which is superior because it takes into account the
merger history in the simulation. We model the infall velocity using the spherical evolution
model on small scales and linear halo streaming on large scales, bridged by a simple
empirical transition model. Zu & Weinberg (2013) leave the infall as a free parameter as
a function of radius, whereas Lam et al. (2013) use an empirical model motivated by the
spherical collapse model. We all considered the velocity dispersion separately in the radial
and tangential directions.
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This thesis Zu & Weinberg Lam et al
Simulations used GADGET-2 Millennium Valageas and Nishimichi
Number of particles 10243 21603 20483
Simulation box side 936 Mpc/h 500 Mpc/h 1024 Mpc/h
Galaxy biasing Halo model Semi-analytic modelling Halo model
Table 6.1. Properties of the N-body simulations used by Zu & Weinberg (2013)
and Lam et al. (2013), compared to those used for the work presented in this
thesis.
6.2 Summary of work
The N-body simulations of dark matter used in this work were populated with galaxies
using a halo occupation distribution (HOD) model, and this process is described in chapter
2. The populated simulations were used to generate mock observations of the cosmic onion,
by stacking galaxy clusters of a given primary halo mass. Direct measurements of galaxy
infall and velocity dispersion were also obtained from the stacked cluster datasets, in order
to develop and test models which predict these dynamics in the quasi-linear regime. The
dark matter halo catalogue for the N-body simulations was populated using a set of HOD
parameters which correspond to a given absolute magnitude, allowing mock observations
to be generated which emulate current galaxy redshift surveys. The process of creating a
galaxy catalogue is described in detail, and various properties of the simulations such as the
halo mass function and matter overdensity field are presented in chapter 2. Observations of
the cosmic onion measured from stacked datasets in the simulations are used in subsequent
work, in order to develop a method to reconstruct the dynamic cluster mass which could
potentially be applied to data from galaxy redshift surveys.
In chapter 3, a model was developed which describes the e↵ective galaxy infall velocity
around a cluster, and its dependence on primary halo mass. This method, known as the
transition model, combines predictions for halo streaming motions from linear theory with
the description of density perturbation growth provided by the spherical evolution model.
The predictions for galaxy infall onto clusters obtained using linear theory are only valid
on su ciently large scales, while the spherical evolution model in the limit of complete
collapse provides a description which only applies at distances close to the primary halo.
In order to fully describe galaxy dynamics around a cluster, a method is required which
accurately predicts infall on quasi-linear scales. A model is presented in chapter 3 which
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describes the transition between small and large scale behaviour for galaxy infall onto
clusters, which uses a fitting function to predict galaxy infall in this regime. The primary
halo mass dependence of the fitting function parameters was determined using the galaxy
infall profiles measured from stacked clusters in the simulations.
The transition model was then combined with a numerical method for applying a ve-
locity profile to the galaxy density distribution around a cluster, in order to predict the
redshift space distortions which result from galaxy infall towards the primary halo. This
method was used to obtain predictions of the cosmic onion for various di↵erent cluster
masses, applying the transition model for galaxy infall combined with a line of sight ve-
locity dispersion which was measured directly from the simulations. The e↵ective galaxy
velocity profiles predicted by the transition model showed good agreement with the sim-
ulations for the specified primary halo masses, indicating that it provides an accurate
description of infall in the quasi-linear regime. Comparison with simulations also showed
a qualitative agreement with model predictions for the cosmic onion, however also demon-
strated how this is significantly a↵ected by galaxy velocity dispersion. It can therefore
be concluded that a method for predicting velocity dispersion on quasi-linear scales is
required, in order to accurately describe the galaxy distribution in redshift space around
a cluster.
In chapter 4, a model was presented which describes the velocity dispersion of galaxies
around a cluster, and how this depends on distance from the primary halo. This model
was developed by individually considering both the dynamics of secondary halos and the
virial motion of galaxies that they contain, and how these e↵ects combine to produce the
overall galaxy velocity dispersion. The line of sight component of this e↵ect was then
calculated as a function of position relative to the cluster centre, with predictions given
for di↵erent primary halo masses. Comparison with results observed for stacked clusters
in the simulations showed a good agreement with these predictions, demonstrating that
the model provides an accurate description of the galaxy velocity dispersion and its scale
dependence. The predicted velocity dispersion was then applied to the numerical cosmic
onion model in the form of a Gaussian convolution, in order to obtain a description of
the galaxy distribution in redshift space. It was demonstrated that by combining these
velocity dispersion predictions with the transition model for galaxy infall, a complete
description of the redshift space distortions around a cluster is provided which is accurate
in the quasi-linear regime.
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In chapter 5, the models for galaxy infall and velocity dispersion described above were
combined in order to predict the redshift space distortions around a cluster, for a given
primary halo mass. The approach taken was to calculate the predicted galaxy distribution
in real space, and apply the RSD using a numerical method to model the cluster-galaxy
redshift space correlation function, or cosmic onion. Predictions were obtained for several
di↵erent primary halo masses, and compared with the results observed from stacked clus-
ters in the simulations. The galaxy distribution in redshift space was measured for various
di↵erent cluster masses, and the numerical cosmic onion model used to fit the primary
halo mass for each dataset. The constraints were then compared to the true cluster mass,
in order to determine if it had been accurately reconstructed. Primary halo mass con-
straints were obtained using several di↵erent methods to calculate the galaxy infall and
velocity dispersion inputs for the cosmic onion model, to establish how this a↵ected the
resulting reconstructed cluster mass. It was demonstrated that applying the transition
and coherence models presented here results in a significant improvement on other meth-
ods used to predict galaxy infall and velocity dispersion, when constraining primary halo
mass from the cosmic onion. The models introduced in this thesis were shown to provide
a relatively accurate description of redshift space distortions on quasi-linear scales, and
could potentially be applied to observational data in order to obtain constraints on the
dynamic cluster mass.
6.3 Applications to observational data
The method proposed here could be applied to current data where spectroscopic redshifts
for a large sample of cosmological redshift galaxies have been obtained, and halos iden-
tified. The relevant surveys of last decade are the 2dF Galaxy Redshift Survey and the
Sloan Digital Sky Survey. The most relevant survey of the current decade is the Galaxy
and Mass Assembly (GAMA) survey which measures redshifts for ⇠300,000 galaxies down
to r < 19.8 mag over ⇠286 square degrees. The Extended Baryon Oscillation Spectro-
scopic Survey (eBOSS) survey measures redshifts of 300,000 luminous red galaxies over
7500 square degrees from 0.6 < z < 0.8 and 189,000 emission line galaxies over 1000 square
degrees over 0.6 < z < 1.0. For this work it is particularly important to have su cient
galaxy density to identify halos, and therefore it is likely that the deeper GAMA survey
would be more promising. If clusters were spherical in real space then a single well pop-
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ulated cluster might be su cient to carry out a measurement of cluster mass. However
in practice clusters are elliptical and may be elongated along the line of sight, therefore,
depending on the probability distribution function of cluster ellipticities, more clusters
would be needed in practice. This would require further investigation in future work to
quantify the trade-o↵ between deep and wide.
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