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ПРЕДИСЛОВИЕ 
 
Рассматриваемые в монографии задачи частичной устойчивости (стабилиза-
ции), в том числе задачи устойчивости (стабилизации) по отношению к части пе-
ременных, − новые задачи, возникшие в рамках общей теории устойчивости, вос-
ходящей к классическим трудам А.М. Ляпунова и А. Пуанкаре.  
Благодаря большой математической общности, эти задачи являются межди-
сциплинарными и естественным образом возникают при моделировании многих 
явлений и управляемых процессов в самых разных разделах науки, новейшей 
техники и технологий. Теория и методы исследования таких задач за последние 
50 лет получили определенное развитие. Кроме того, получили развитие разли-
чные модификации данных задач, такие как задачи устойчивости по отношению 
к двум мерам, полиустойчивости, устойчивости (стабилизации) некомпактных 
множеств, стабилизации по отношению к неклассической целевой функции, ус-
тойчивости (стабилизации) “от входа к выходу”.  
Значительно расширился класс рассматриваемых систем. Помимо систем 
обыкновенных дифференциальных уравнений стали рассматриваться и системы 
иной формы математического описания, например: дискретные, функциональ-
но-дифференциальные, стохастические, с импульсным эффектом, в частных про-
изводных (с распределенными параметрами), абстрактные динамические систе-
мы и системы дискретных событий.  
Задачи частичного управления, в том числе задачи управления по части пере-
менных, также важны для теории и приложений и интенсивно разрабатываются.  
С научной и методической точек зрения их естественно и небезынтересно рас-
сматривать совместно с проблемами частичной устойчивости и стабилизации.  
Полученные теоретические результаты нашли многочисленные приложения. 
Помимо традиционно важных задач механики, на базе теории частичной устойчи-
вости исследован ряд физических проблем, а также задачи, возникающие в таких 
разных областях, как динамика биоценозов, силовые передающие системы, био-
технологии, системы слежения и наведения, адаптивное управление и синхрони-
зация хаотических систем, балансировка загрузки компьютерных сетей, и другие.  
Введение разного рода концепций детектируемости динамических систем при-
вело к тому, что задачи частичной устойчивости (стабилизации) стали играть важ-
ную роль и при исследовании устойчивости (стабилизации) по всем переменным. 
Бурное развитие привело к значительно возросшему  интересу к задачам ча-
стичной устойчивости (стабилизации) и управления не только в научной, но и в 
учебной литературе. Во многие учебные и специальные курсы, так или иначе 
связанные с проблемами устойчивости динамических систем, все чаще включа-
ются разделы, содержащие такие задачи.  
Однако пока в большинстве случаев учебная литература содержит фрагмен-
тарное изложение, не всегда дающее достаточно полное представление о сущно-
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сти, особенностях и возможностях указанных задач. Кроме того, разработка за-
дач частичной устойчивости (стабилизации) и управления в разных разделах 
науки имеет свою специфику и достаточно разные исходные позиции, что при-
водит в ряде случаев к не всегда оправданному дублированию исследований.  
Поэтому назрела необходимость создания книги, посвященной не только си-
стематическому, с единых позиций, изложению основ теории и методов исследо-
вания задач частичной устойчивости (стабилизации) и управления,  но и осмысле-
нию накопленного в данной области научного потенциала.  
Авторами делается попытка восполнить данный пробел в литературе.  
В соответствии с поставленной целью материал книги включает: 
− подробный анализ причин возникновения и исторический очерк развития 
задач частичной устойчивости (стабилизации) и управления;  
− анализ и унификацию постановок рассматриваемых задач;  
− изложение теории  и основных методов исследования; 
− анализ возможностей использования методов исследования задач частич-
ной устойчивости (стабилизации) и управления для исследования задач устой-
чивости (стабилизации) и управления по всем переменным; 
− решение прикладных задач из различных разделов науки и технологий. 
При этом изложение основ теории частичной устойчивости охватывает три, 
характеризующие в основных чертах данную проблему, задачи: 
− устойчивости по отношению к части переменных; 
− устойчивости “частичных” положений равновесия; 
− устойчивости по части переменных “частичных” положений равновесия.  
Основной упор делается на задачу устойчивости по части переменных. 
Многочисленные иллюстрирующие примеры призваны разъяснить теорети-
ческие положения и особенности используемых методов, а приводимые резуль-
таты компьютерного моделирования – показать их эффективность.  
В процессе изложения везде, где это возможно, обращается внимание как на 
сходства, так и на различия между задачами частичной устойчивости (стабили-
зации) и задачами устойчивости (стабилизации) по отношению ко всем пере-
менным, а также на “опасности”, которые кроются на пути использования за-
манчивых, на первый взгляд, результатов теории.  
Авторы, хотя и стремились к максимальной доступности, придерживались  
математически строгой формы изложения материала. Поэтому предполагается, 
что читатель знаком с основами математического анализа и теории дифферен-
циальных уравнений, а также с основами общей теории устойчивости.  
Ограниченный объем книги не позволил включить (или достаточно полно из-
ложить) ряд заслуживающих внимания результатов. Авторы сожалеют об этом и 
приносят искренние извинения всем тем,  чьи работы оказались не упомянутыми.  
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Введение 
К  ИСТОРИИ  РАЗВИТИЯ  ТЕОРИИ  ЧАСТИЧНОЙ   
УСТОЙЧИВОСТИ  (СТАБИЛИЗАЦИИ)  И  УПРАВЛЕНИЯ 
Можно рассматривать более общую за-
дачу: об устойчивости того же движения, 
но по отношению не ко всем, а только к не-
которым из определяющих его величин 
А.М. Ляпунов 
Проблемы устойчивости возникли в механике еще в древности. Принципы 
отбора устойчивых положений равновесия пытались установить Аристотель и 
Архимед в III и II столетиях до н. э. Однако первые достаточно общие результа-
ты удалось сформулировать Е. Торричелли и Ж.Л. Лагранжу только в XVII и 
XVIII столетиях: критерий устойчивости равновесия системы тел под действи-
ем сил тяжести [Torricelli, 1644]; достаточные условия устойчивости положения 
равновесия консервативных механических систем [Lagrange, 1788].  
При этом строгое аналитическое обоснование условий Лагранжа получено 
Г. Лежен-Дирихле в середине XIX столетия [Lejeune-Dirichlet, 1846]. 
 
 
 
 
 
 
 
 
 
 
 
 
В середине XIX столетия также возникли новые проблемы, которые потре-
бовали постановки общей задачи об устойчивости не только положений равно-
весия, но и движения. Особенно остро этот вопрос встал в связи с определением 
условий устойчивой работы системы “паровая машина – центробежный регуля-
тор Уатта” [Maxwell, 1868; Вышнеградский, 1876, 1877]. 
В конце XIX столетия появились исследования, посвященные общим вопро-
сам устойчивости движения механических систем [Routh, 1877; Жуковский, 1882]. 
Некоторые из этих исследований не потеряли своего значения до настоящего 
времени. Однако общий недостаток работ данного периода заключался в том, 
что задача устойчивости решалась, главным образом, в линейной постановке, 
что (как позднее выяснилось) не всегда правомерно. 
G. Lejeune-Dirichlet 
 (1805-1859) 
 
E. Torricelli 
(1608-1647) 
 J.L. Lagrange                                 
(1736-1813)                                         
J.C. Maxwell 
(1831-1879) 
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1. Теория устойчивости А.М. Ляпунова. Основы строгой общей нелиней-
ной теории устойчивости движения были заложены только после разработки А. 
Пуанкаре качественной теории дифференциальных уравнений [Poincare, 1881-
1886] и выхода в 1892 г. знаменитой работы А.М. Ляпунова “Общая задача об 
устойчивости движения”. К настоящему времени теория устойчивости Ляпуно-
ва развита, начиная с работ Н.Г. Четаева* 30–40 г.г. XX столетия [Четаев, 1946], 
в трудах многих ученых, является общепризнанной во всем мире и находит ши-
рокое применение в различных областях науки и техники. 
В теории Ляпунова задача об устойчивости движения решается в общей ма-
тематической форме – как задача об устойчивости решений (процессов, движе-
ний) систем обыкновенных дифференциальных уравнений. Такие системы диф-
ференциальных уравнений являются математическими моделями не только в 
механике, но и служат для описания многих явлений в физике, химии, биоло-
гии, экономике, социологии и других областях. Поэтому термин “устойчивость 
движения” понимается в широком смысле и используется для изучения устой-
чивости изменяющихся во времени процессов различной природы. 
Указанная задача сведена Ляпуновым к задаче устойчивости нулевого поло-
жения равновесия другой системы дифференциальных уравнений – системы воз-
мущённого движения, описывающей отклонение траекторий исходной системы 
от изучаемого решения (процесса, движения). В результате в теории устойчиво-
сти Ляпунова рассматривается обладающая большой общностью единообразная 
задача об устойчивости нулевого положения равновесия x = (x1,…, xn)T = 0 систе-
мы обыкновенных дифференциальных уравнений (в векторной форме) 
0  0  Xx X x  ),(),,( tt              (0.1.1)  
при предположениях самого общего характера относительно правой части этой 
системы. Естественно, что при решении конкретных задач система возмущен-
ного движения (0.1.1) составляется всякий раз заново для каждого конкретного 
исследуемого на устойчивость решения (движения, процесса). 
Устойчивость положения равновесия x = (x1,…, xn)T = 0 системы дифференци-
альных уравнений возмущенного движения (0.1.1) рассматривается по отноше-
нию ко всем переменным x1,…, xn, определяющим  состояние этой системы: для  
                                                     
* Н.Г. Четаев не только увидел огромное принципиальное значение теории устойчивости Ляпунова, 
возможности ее технических приложений, но и внес существенный вклад в разработку этой теории, а также 
организовал в СССР широкие исследования по развитию данной теории и внедрении ее в практику; см. по-
дробнее [Румянцев, 1968а, 1983]. 
Н.Е. Жуковский 
(1847-1921)                                    
E.J. Routh 
(1831-1907) 
И.А. Вышнеградский 
(1832-1895)                                    
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любых t t0 значения всех переменных xi(t) должны оставаться малыми, как то-
лько достаточно малыми выбраны начальные значения xi(t0) этих же переменных. 
Теория устойчивости А.М. Ляпунова с достаточной полнотой изложена в 
литературе и здесь нет необходимости останавливаться на ней подробно. 
2. Задача устойчивости по отношению к части переменных. Еще А.М. 
Ляпунов [1893] отметил, что “можно рассматривать более общую задачу: об устой-
чивости того же движения, но по отношению не ко всем, а только к некоторым из 
определяющих его величин”. Но сам А.М. Ляпунов этой задачей не занимался. 
Применительно к системе возмущенного движения (0.1.1) указанная задача означает 
устойчивость положения равновесия x = (x1,…, xn)T = 0 по отношению не ко всем, а только к 
некоторым из переменных x1,…, xn; например, по отношению к переменным x1,…, xm (m < n). 
При всех t  t0 только значения указанной части переменных должны оставаться малыми, 
если только достаточно малыми выбраны начальные значения всех переменных.  
В данном случае невозмущенное движение x = 0 системы (0.1.1) может быть неустойчи-
вым по xm+1,…, xn. С другой стороны, к классу систем (0.1.1), невозмущенное движение x =  
0 которых устойчиво по x1,…, xm, относятся и все системы, невозмущенное движение кото-
рых устойчиво по бóльшему числу переменных (в том числе – по всем переменным). 
На замечание А.М. Ляпунова обратил внимание И.Г. Малкин  [1938a], кото-
рый указал (без доказательства) некоторые условия переноса теорем Ляпунова 
на случай устойчивости по отношению к части переменных.  
В первой половине XX столетия также получила развитие задача устойчи-
вости по части переменных для некоторых классов линейных [Esclangon, 1917; 
Armellini, 1935; Tonelli, 1936; Sansone, 1936, 1941] и нелинейных систем [Малкин, 
1938a; Avakumovic, 1947]. Другая ветвь первоначального периода развития ука-
занной задачи связана с уходящими в XIX столетие исследованиями механиче-
ских систем с циклическими координатами [Routh, 1877],  а также с более позд-
ними исследованиями моделей конкуренции видов [Volterra, 1931]*. 
С середины ХХ столетия задача устойчивости по отношению к части перемен-
ных стала интенсивно разрабатываться. При этом глубокому анализу была под-
вергнута как собственно трактовка А.М. Ляпунова, так и ряд других понятий 
устойчивости (асимптотической устойчивости) по отношению к части переменных.  
                                                     
* Отметим также, что уже в ходе первых работ по подготовке космических полетов отмечена [Ehricke, 
1962] желательность частичной устойчивости космических аппаратов на отдельных участках траектории с 
целью уменьшения нагрузок на конструкцию и увеличения “отношения масс”. 
И.Г. Малкин 
(1907-1958) 
А.М. Ляпунов 
(1857-1918) 
Н.Г. Четаев 
   (1902-1959) 
 
Н. Poincare 
(1854-1912) 
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В работе В.В. Румянцева [1957] начато систематическое исследование зада-
чи для конечномерных нелинейных систем обыкновенных дифференциальных 
уравнений с непрерывной правой частью общего вида: 
– конкретизирована постановка задачи устойчивости по части переменных; 
– введено принципиальное для этой задачи понятие функции V = V(t, x1,, 
xn), знакоопределенной по части переменных – по переменным x1,, xm (m < n);  
– доказаны теоремы об устойчивости и асимптотической устойчивости по  
части переменных, обобщающие классические теоремы Ляпунова, приведены 
примеры приложения полученных результатов к задачам механики. 
Также показана принципиальная применимость полученных результатов к 
более общим задачам устойчивости движения составных (гибридных) систем, 
содержащих звенья с распределенными параметрами [Румянцев, 1959а].  
В дальнейшем задача об устойчивости по части переменных, которая часто 
называется задачей частичной устойчивости (partial stability), постепенно стала 
формироваться как самостоятельный раздел общей теории устойчивости. 
K. Peiffer и N. Rouche [1969] отметили, что задача устойчивости по части переменных в 
постановке Ляпунова не сводится, вообще говоря, к задачам какого-либо рода устойчиво-
сти множеств (траекторий). Указанное обстоятельство приводит к необходимости отдель-
ной разработки соответствующих методов исследования этой задачи, интерес к которой 
“подогревается” потребностями приложений в самых разных областях.  
Естественно, к подобным методам следует отнести, после соответствующей модифика-
ции, уже известные методы теории устойчивости Ляпунова. Однако на данном пути возни-
кают определенные трудности общего характера, преодоление которых потребовало при-
влечения существенно новых идей, выдвинутых в ряде работ. 
Формально-математический аспект развития теории устойчивости (стабилизации) по части 
переменных связан не только с дальнейшим изучением систем обыкновенных дифференциаль-
ных уравнений с непрерывной правой частью, но и с рассмотрением более общих классов этих 
систем (разрывных, с многозначной правой частью, дифференциально-алгебраических), а также 
систем иной формы математического описания: с распределенными параметрами (в частных 
производных), функционально-дифференциальных, стохастических, дискретных, с импульсным 
эффектом, а также абстрактных динамических систем в метрическом пространстве.  
Значительно расширились и методы исследования; кроме метода функций Ляпунова стали 
широко использоваться методы качественной теории дифференциальных уравнений, тополо-
гической динамики, дифференциально-геометрические и другие методы нелинейного анализа. 
Помимо изучения задач устойчивости (стабилизации) по части переменных, 
в теории частичной устойчивости (стабилизации) рассматриваются и примыка-
ющие к ним задачи устойчивости (стабилизации) “частичных” положений рав-
новесия [Peiffer, Rouche, 1969; Румянцев, Озиранер, 1987; Воротников, 2002a], бо-
лее общие задачи частичной устойчивости (стабилизации), возникающие в кон-
тексте проблем инвариантности и аттрактивности множеств [Fradkov и др., 
1999; Мирошник и др., 2000; Ефимов, 2005], в том числе задачи стабилизации по 
отношению к неклассической целевой функции [Фрадков, 2003, 2005].  
Кроме того, получили  развитие задачи  устойчивости по отношению к двум 
мерам, полиустойчивости, полиустойчивости по отношению к части перемен-
ных, задача устойчивости “от входа к выходу”, ранее охватывавшая только ана-
лиз операторных соотношений “вход-выход” для описания систем, а также за-
дача устойчивости некомпактных (замкнутых, но неограниченных) множеств. 
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3. Задача устойчивости “частичных” положений равновесия. Для многих 
важных приложений характерна следующая задача частичной устойчивости: зада-
ча устойчивости по отношению к той части переменных исходной системы диф-
ференциальных уравнений, по которым эта система имеет положение равновесия. 
В данном случае при всех t  t0 значения указанных переменных должны оста-
ваться малыми, как только их начальные значения выбраны достаточно малыми.  
Выделенные “частичные” положения равновесия (называемые также “равновесными дви-
жениями”) как бы “безразличны” в отношении оставшейся части переменных.  
При условии единственности решений исходных систем эти положения равновесия яв-
ляются инвариантными множествами и, фактически, в данном случае анализируется вос-
ходящая к работам Н. Poincare [1881], А.А. Андронова и др. [1937] задача устойчивости (не-
компактных) множеств [Барбашин, 1951; Зубов, 1957, 1980, 1982; Галиуллин и др., 1971; Ха-
паев, 1986; Румянцев, Озиранер, 1987; Lin и др., 1996; Ефимов, 2005]. 
В более общей постановке получаем задачу устойчивости по отношению к 
части из той (бóльшей) части переменных, по которым система имеет положе-
ние равновесия [Воротников, 2003]. Данная задача позволяет (в известной мере) 
[Воротников, Мартышенко, 2010] унифицировать исследования частичной устой-
чивости автономных и неавтономных систем дифференциальных уравнений. 
4. Более общие концепции частичной устойчивости. Математическая со-
держательность и тесная связь постановки задач частичной устойчивости с 
практическими приложениями привели к тому, что возникли связанные с ней 
новые концепции устойчивости, такие, как: 
 (1) устойчивость по двум мерам [Мовчан, 1960], когда близость невозмущен-
ного и возмущенных движений в начальный и последующий моменты времени, 
как и в задаче устойчивости по части переменных, оценивается по разным мерам; 
 (2) полиустойчивость (полиустойчивость по части переменных) [Аминов, 
Сиразетдинов, 1987; Мартынюк, 1994], когда различные группы переменных (раз-
личные группы заданной части переменных) системы дифференциальных урав-
нений возмущенного движения обладают различными видами устойчивости. 
Для ряда приложений (таких как динамика биоценозов и динамика твердого 
тела) интересна задача устойчивости по заданному (в количественном отноше-
нии) числу переменных, без фиксации их состава [Воротников, 1991а, 1998]. 
В конце XX столетия наряду с задачами частичной устойчивости стала  рас-
сматриваться более общая задача устойчивости “от входа к выходу” (input to 
output stability) [Sontag, Wang, 1997b, 1999] для открытых нелинейных систем 
В.И. Зубов  
(1930-2000) 
 
А.А. Андронов 
(1901-1952) 
 
G. Zames 
(1934-1997) 
Е.А. Барбашин 
(1918-1969) 
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обыкновенных дифференциальных уравнений  
),,( wx X x t  
с внешним входом w. Подобное свойство устойчивости означает, что при любых 
начальных возмущениях выходные переменные системы с течением времени 
остаются ограниченными (становятся достаточно малыми), если входные воздей-
ствия на систему ограничены (достаточно малые).  
Теория устойчивости от входа к выходу, как и собственно теория частичной 
устойчивости, ориентированы на изучение динамических систем в пространстве 
состояний на основе метода функций Ляпунова [Sontag, Wang, 1999, 2001].  
Важное место в общей теории устойчивости также занимает операторный 
подход к анализу устойчивости “от входа к выходу” [Sandberg, 1964; Zames, 
1966; Desoer, Vidyasagar, 1975; Khalil, 2002]. Данный подход ориентируется на 
изучение устойчивости собственно “вход-выходных” операторных соотноше-
ний средствами функционального анализа. 
В общетеоретическом плане указанные два подхода к изучению устойчивости, основан-
ные соответственно на концепции пространства состояний и вход-выходных соотношениях, 
до недавнего времени развивались как конкурирующие направления.  
В то же время многие специалисты все чаще используют оба подхода, выбирая тот или 
другой в зависимости от специфики задачи. Заметим, что теория устойчивости от входа к вы-
ходу [Sontag, Wang, 1997b, 1999, 2001] позволяет сблизить два этих подхода. В рамках дан-
ной теории метод функций Ляпунова, созданный и обычно применяемый для анализа устой-
чивости систем в пространстве состояний, используется в задачах, решаемых средствами 
функционального анализа на основе вход-выходных соотношений. 
5. Задачи детектируемости и частичной детектируемости. В самых общих 
чертах детектируемость (detectability) динамических систем означает, что их 
устойчивость по отношению к некоторой части переменных (“по выходу”) фак-
тически приводит к устойчивости по отношению ко всем переменным.  
Для линейных систем дифференциальных уравнений эта задача является 
классической и хорошо изученной*. Для нелинейных систем дифференциальных 
уравнений задача детектируемости значительно усложняется и общий подход к 
ее исследованию начинает формироваться только в последнее десятилетие.  
Тем не менее, в данном направлении ужé имеется ряд результатов, получен-
ных (не нарушая общности) применительно к задаче детектируемости нулевого 
положения равновесия. Такая задача называется задачей нуль-детектируемости 
динамических систем [Sontag, Wang, 1997a; Sontag, 1998, 2008].  
Затем возникла более общая задача, связанная с исследованием частичной де- 
тектируемости (partial detectability, V-detectability)  динамических систем [Shiria-  
ev, Fradkov, 2000, 2001; Shiriaev, 2000; Ingalls и др., 2002; Воротников и др., 2006]. 
В данном случае устойчивость по некоторой части переменных (по “измеримо-
му выходу”) означает устойчивость не по всем, а по отношению к другой – 
бóльшей части переменных (по “заданному выходу”, по V-функции фазовых 
                                                     
* В частности, получены условия [Воротников, Прокопьев, 1978], при которых задача устойчивости 
(асимптотической устойчивости) по части переменных линейных систем с постоянными коэффициентами 
эквивалентна задаче устойчивости (асимптотической устойчивости) по всем переменным; при этом термин 
“детектируемость” не использовался. 
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переменных). При этом устойчивость по оставшейся группе переменных оста-
ется неопределенной или исследуется дополнительно.  
В решении указанной задачи пока сделаны первые шаги, причем, как и в случае детек-
тируемости, не нарушая общности, анализируется частичная нуль-детектируемость. Исполь-
зуются метод функций Ляпунова [Ingalls и др., 2002], дифференциально-геометрические ме-
тоды [Shiriaev, 2000; Shiriaev, Fradkov, 2000, 2001], а также анализируются непосредственно 
структурные формы (“архитектура”) частично детектируемых линейных и нелинейных ди-
намических систем [Воротников и др., 2006; Воротников, Мартышенко, 2007]. 
Задачи детектируемости и частичной детектируемости рассматриваются и для открытых 
нелинейных динамических систем с внешним входом [Krichman и др., 2001; Ingalls и др., 
2002; Angeli и др., 2004; Sontag, 2008]. 
6. Задачи частичной стабилизация 
и управления. Понятия частичной (по 
части переменных) устойчивости расп-
ространены [Румянцев, 1970а] на управ-
ляемые системы.  
При этом естественным образом воз-
никли задачи стабилизации по отноше-
нию к части переменных (частичной ста-
билизации). Данные задачи имеют важ-
ное значение в связи с бурным развити-
ем математической теории процессов уп-
равления и ее обширными практическими приложениями.  
С другой стороны, принципиальная необходимость в ряде важных для при-
ложений случаев исследования задач управления лишь по отношению к части 
координат фазового вектора отмечается в классических работах по теории уп-
равления [Понтрягин и др., 1961; Красовский, 1968]. И в самом деле, задачи уп-
равления по части переменных, в том числе игровые задачи управления по ча-
сти переменных в условиях неопределенности или конфликта, также естествен-
ны для теории и приложений. Достаточно указать такие интенсивно разрабаты-
ваемые проблемы, как управление “по выходу” и “жесткая встреча” (с ненуле-
выми скоростями) двух управляемых объектов. 
По смыслу, в процессе частичной стабилизации и управления оказывается меньшее воз-
действие на изучаемую систему, чем при стабилизации и управлении по отношению ко всем 
ее фазовым переменным, и в некоторой степени сохраняется естественная динамика [Bell-
man, 1957] системы. Данное обстоятельство позволяет рассматривать задачи частичной ста-
билизации и управления в контексте задач управления с использованием собственных дви-
жений системы, актуальность которых в настоящее время возрастает [Колесников, 1994; 
Fradkov и др., 1999; Мирошник и др., 2000; Фрадков, 2001, 2003, 2005].  
Однако, несмотря на сказанное, принципиальный характер собственно задач частичного 
управления стал подчеркиваться только в последнее время, и растущий интерес к этой про-
блеме наблюдается в механике [Воротников, 1998, 1999a] и кибернетической физике [Фрад-
ков, 2001, 2003, 2005, 2007].  
С несколько иных позиций концепция частичного управления выдвинута и системати-
чески разрабатывается на стыке химии и теории управления [Havre, Skogestad, 1996; Kothare 
и др., 2000]. Здесь стимулом к разработке данной концепции послужил тесно связанный с 
приложениями раздел теории управления (plantwide control), разрешающий постоянно воз-
Н.Н. Красовский 
(1924-2012) 
Л.С. Понтрягин 
(1908-1988) 
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никающий перед инженерами вопрос о том, “какие переменные должны быть управляемы-
ми, какие должны измеряться, какие входные воздействия должны подбираться, и какие 
связи должны быть установлены между ними” [Luyben и др., 1999]. 
7. Приложения. Полученные теоретические результаты нашли многочис-
ленные приложения. Помимо традиционно важных задач механики, на базе 
теории частичной устойчивости исследован ряд физических проблем, а также 
задачи, возникающие в таких разных областях, как динамика биоценозов, сило-
вые передающие системы, биотехнологии, системы слежения и наведения, ада-
птивное управление и синхронизация хаотических систем, балансировка загру-
зки компьютерных сетей, алгоритмы оптимизации, и многие другие.  
Выявлены, например, такие интересные явления, как:  
− “уход оси гироскопа” в кардановом подвесе;  
− устойчивость по координатам и (одновременно) неустойчивость по отношению к ско-
ростям положений равновесия ряда механических систем; 
− асимптотическое останавливание динамических систем; 
− наличие асимптотической устойчивости по отношению к части переменных при отсут-
ствии активных диссипативных сил у устойчивых перманентных вращений вокруг вертикали 
кель-тских камней,  движущихся на абсолютно шероховатой поверхности; 
− “перевод” возмущений на неконтролируемую часть переменных в процессе частичной 
(по отношению к части переменных) стабилизации стационарных движений асимметрично-
го твердого тела посредством связанного с ним маховика. 
8. Единая концепция задач частичной устойчивости (стабилизации) и 
управления. С научной и методической точек зрения задачи частичного (по 
части переменных) управления небезынтересно изучать и излагать совместно с 
проблемами частичной (по части переменных) устойчивости и стабилизации.  
Ряд разработанных к настоящему времени методов исследования задач ча-
стичной устойчивости и стабилизации, таких как метод функций Ляпунова в 
соответствующей модификации и метод “эквивалентной линеаризации” нели-
нейных (в том числе − управляемых) систем дифференциальных уравнений, 
обладают общностью, достаточной для реализации столь общей цели: на их ос-
нове возможно систематическое изучение (с единых позиций) как задач частич-
ной устойчивости и стабилизации, так и задач частичного управления.  
Далее в книге будем придерживаться намеченного выше единого подхода к 
изучению задач частичной устойчивости (стабилизации) и управления.  
Однако  ограниченный объем книги неизбежно ведет к неполноте анализа 
ряда затронутых вопросов. Тем не менее авторы надеются, что книга поможет 
пониманию проблематики рассматриваемых задач частичной устойчивости 
(стабилизации) и управления достаточно широкому кругу читателей.  
Отметим также, что несмотря на ряд разработанных эффективных методов 
исследования, теория частичной устойчивости (стабилизации) и управления 
еще далека от своего завершения. Поэтому авторы рассматривают материал 
книги, прежде всего, как основу для дальнейших исследований.  
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Глава 1 
ЗАДАЧИ  ЧАСТИЧНОЙ  УСТОЙЧИВОСТИ  
(СТАБИЛИЗАЦИИ)  И  УПРАВЛЕНИЯ.  
ЭТАПЫ  И  НАПРАВЛЕНИЯ  ИССЛЕДОВАНИЙ 
Ни одним математическим понятием 
невозможно овладеть без предварительно-
го усвоения не только всех предшествую-
щих понятий, но и взаимосвязей, которые 
привели к его формированию. 
Ф. Клейн 
Выделены общие ситуации и конкретные проблемы, приводящие к исследова-
нию задач частичной устойчивости (стабилизации) и управления. Даются многочис-
ленные примеры из различных областей науки и технологий.  
Приводятся и обсуждаются постановки указанных задач, дается их классифика-
ция и указываются возможные обобщения.   
Проанализированы этапы и основные направления исследований. 
1.1. ПРИЧИНЫ  ВОЗНИКНОВЕНИЯ: 
ОБЩИЕ  СИТУАЦИИ  И  ПРИЛОЖЕНИЯ 
Ряд общих ситуаций и конкретных проблем, приводящих к исследованию 
задач частичной устойчивости и стабилизации, уже проанализирован в литера-
туре [Румянцев, 1957, 1972b, 1973; Halanay, 1963; Демин, 1968; Peiffer, 1968; Mag-
nus, 1971; Фурасов, 1977; Rouche и др., 1977; Зубов, 1980; Muller, 1982; Карапетян,  
Румянцев, 1983; Phillis, 1984; Румянцев, Озиранер, 1987; Аминов, Сиразетдинов, 
1987; Воротников, 1991а, 1993, 1998, 2002b, 2005; Fradkov и др., 1999; Мирошник и 
др., 2000; Воротников, Румянцев, 2001; Jammazi, 2012, 2014; Зуев и др., 2013]. 
Подытоживая выделенные, а также взвешивая перспективные направления в 
рамках таких задач, укажем причины, побуждающие к их исследованию. 
(1) Наличие систем с избыточными переменными и проблема устойчивости 
“по выходу”. Наличие “частичных” положений равновесия у изучаемых систем. 
(2) Достаточность свойства частичной устойчивости для нормального функ-
ционирования многих систем в реальных условиях их работы. 
(3) Необходимость (желательность) изучения частичной устойчивости для 
математической формализации реально протекающих или желаемых процессов. 
(4) Оценка возможностей работы проектируемой системы в “нештатных” 
ситуациях (в случае заведомой неустойчивости по некоторым переменным). 
(5) Существенные трудности исследования устойчивости по всем перемен-
ным в возникающих в приложениях случаях, или необходимость оценки пере-
ходного процесса системы лишь по некоторым (основным) переменным. 
(6) Решение задачи частичной устойчивости как вспомогательной. При этом 
часто из устойчивости по одним переменным следует устойчивость и по отноше-
нию к оставшимся переменным. В других случаях устойчивость по всем пере-
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менным может оказаться удобным доказать последовательным исследованием (в 
том числе разными методами) нескольких задач частичной устойчивости. 
Аналогично возникают задачи частичной стабилизации. 
С указанных мотивирующих позиций проведен ряд исследований задач ча-
стичной устойчивости  и стабилизации для общих классов систем, таких, как: 
– механические голономные и неголономные системы [Румянцев, 1957, 1972a, 
1972b; Risito, 1970, 1976; Magnus, 1971, 1980; Lilov, 1972; Hatvani, 1975а, 1983a, 
1984, 1985a, 1985b, 1991; Румянцев, Карапетян, 1976; Озиранер, 1978; Андреев, 
1979, 1987, 1991, 1996; Зубов, 1980, 1982; Карапетян, 1980, 1981, 1983, 1998; Te-
rjeki, Hatvani, 1981; Hagedorn, 1982; Muller, 1982; Карапетян, Румянцев, 1983; 
Hatvani, Terjeki, 1985; Карапетян, Рубановский, 1986; Румянцев, Озиранер, 1987; 
Смирнов, Ермолина, 1988; Козлов, 1989, 1991а; Воротников, 1991а, 1993, 1998, 
2005; Фрадков, 1999а, 1999в; Fradkov и др., 1999; Мирошник и др., 2000; Koles-
nichenko, Shiriaev, 2002; Kolesnichenko и др., 2002; Bullo, Lewis, 2007; Фрадков, 
Андриевский, 2006; Jammazi, 2006, 2008a, 2008b; 2012]; 
– сложные механические системы, в том числе модели космических аппара-
тов, искусственных спутников, орбитальных комплексов с учетом упругих эле-
ментов и баков, содержащих жидкость [Румянцев, 1959а, 1959b, 1965, 1973; Мои-
сеев, Румянцев, 1965; Meirovitch, 1974; Pascal, 1978; Анчев, Румянцев, 1979; Ру-
бановский, Румянцев, 1979; Рубановский, 1982а, 1982b; Набиуллин, 1990; Холо-
стова, 1992; Анапольский, Чайкин, 1993; Зуев, 2005; Padhi, Ali, 2009]; 
– системы, описывающие динамику управляемого твердого тела (космичес-
кого аппарата) [Румянцев, 1961, 1967; Зубов, 1975, 1980, 1982; Крементуло, 1977; 
Воротников, 1990, 1991a, 1991b, 1993, 1997b, 1998, 1999с, 2005; Румянцев, Озиранер, 
1987; El-Gohary, 2000; Зуев, 2001; Jammazi, 2008b], в том числе системы, описыва-
ющие динамику управляемого твердого тела при неконтролируемых помехах и 
неопределенных параметрах [Воротников, 1998, 1999a, 2002с; Zhang и др., 2008; 
Воротников, Мартышенко, 2012, 2013b]; 
– экологические системы Лотки−Вольтерры [Rouche и др., 1977;  Fergola, Ten-
neriello, 1988; Liao, Li, 1996; Tang, Xi, 2000; Игнатьев, 2014]; 
– некоторые классы адаптивных систем [Фурасов, 1977; Петров и др., 1980; 
Колмановский, Носов, 1981; Fradkov и др., 1999; Мирошник и др., 2000; Rokni La-
mooki, Townley, 2003, 2005; Ефимов, 2005; Haddad, Chellaboina, 2008; Fu, Cheng, 
2008; Rokni Lamooki, 2012, 2013]. 
В рамках задач частичной устойчивости и стабилизации также исследованы: 
– ряд проблем в небесной механике [Демин, 1964, 1968; Хапаев, 1986]; 
– устойчивость силовых систем (power systems, power supplies) [Willems, 1974; Michel, 
Vittal, 1985; Kundur  и др., 2004; Zhou, 2010]; 
– сходимость некоторых алгоритмов оптимизации [Носов, Фурасов, 1979]; 
– задача фокусировки и ускорения частиц в электромагнитных полях [Зубов, 1980, 1982]; 
– устойчивость правильного вихревого п-угольника [Куракин, 1994]; 
– законы слежения и наведения в динамике ракет (guidance laws design, benchmark con-
trol design) [Abed и др., 2002; Yanushevsky, Boord, 2005; Binazadeh, Yazdanpanah, 2011, 
2012b; Shafiei, Binazadeh, 2012b, 2013; Ma и др., 2013]; 
– координатная синхронизация хаотических систем [Fradkov, Pogromsky, 1996, 1998; 
Андриевский, Фрадков, 2003; Фрадков, 2003; Ge, Chen, 2004; Hancock, Hill, 2014]; 
– динамика управляемых активных магнитных подвесок [Tsiotras, Wilson, 2003]; 
– балансировка загрузки компьютерных сетей [Michel и др., 2003]; 
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– устойчивость биотехнологических процессов [Pico и др., 2006; Pico-Marco и др., 2006; De 
Battista и др., 2006; Pico-Marco, Navarro, 2008]; 
– критические зависимости “ток-магнитное поле” в двухслойном джозефсоновском 
контакте (two-layered Josephson junction) [Атанасова и др., 2006]: 
–  устойчивость некоторых управляемых эпидемических моделей (controlled SEIR epi-
demic models) [Ibeas и др., 2013]. 
Остановимся на этих вопросах более подробно. Отметим, что в ряде случаев 
анализируемые далее примеры с нескольких сторон характеризуют выделенные 
причины, побуждающие к исследованию задач частичной устойчивости и ста-
билизации; такие примеры, будучи рассмотренными в одном из приводимых 
ниже разделов, могут быть отнесены и к другим соответствующим разделам. 
1.1.1. Исследование систем с избыточными переменными.  
Устойчивость (стабилизация) “по выходу” 
Данная область достаточно обширна и уже сама по себе оправдывает целе-
сообразность исследования задач частичной устойчивости и стабилизации. 
1. Системы с избыточными переменными. Ситуации, где помимо “основ-
ных”, привлекают также и избыточные (“лишние”) переменные, типичны для 
составления математических моделей многих реальных явлений. 
В самом деле, многие современные математические исследования в области устойчиво-
сти и управления опираются, главным образом, на представление изучаемых динамических 
объектов соответственно в виде систем обыкновенных дифференциальных уравнений 
x F(t, x), (1.1.1) 
x F(t, x, u), (1.1.2) 
где х – фазовый вектор, а u – вектор управляющих воздействий (управлений).  
       Такие формы весьма удобны благодаря единообразию и простоте структуры входящих в 
них уравнений. Они используются давно; в частности, формой уравнений (1.1.1) пользовал-
ся А.М. Ляпунов [1892] при создании теории устойчивости движения, а формой (1.1.2) – 
Л.С. Понтрягин [1961] с сотрудниками при создании теории оптимального управления. 
Вместе с тем число переменных состояния – координат фазового x-вектора систем 
(1.1.1) и (1.1.2), как правило, больше числа интересующих исследователя “физических” (и 
тем более управляемых) переменных. Кроме того, в результате преобразования уравнений в 
“физических” переменных к формам (1.1.1) и (1.1.2) в ряде случаев ни одна из x-переменных 
этих систем не является “физической”; иногда даже это делают умышленно для получения 
более простой структуры систем  дифференциальных уравнений (1.1.1) и (1.1.2). 
Второй “уровень” в иерархии последовательного возникновения избыточных перемен-
ных связан с составлением систем дифференциальных уравнений возмущенного движения 
при изучении устойчивости тех или иных движений (процессов) системы (1.1.1) [Румянцев, 
Озиранер, 1987]. Аналогичная ситуация возникает и при стабилизации программных движе-
ний (процессов) управляемых систем  дифференциальных уравнений (1.1.2). 
Эволюция избыточных и “нефизических” переменных, как правило, интере-
са не представляет. Поэтому оправдана и даже целесообразна постановка задач 
частичной устойчивости и стабилизации либо по отношению к “основным” фа-
зовым переменным, либо по отношению к некоторым двум мерам, позволяю-
щим придать исследованию устойчивости (стабилизации) “физический” смысл.  
Однако  на этом пути следует иметь в виду принципиальные ограничения, 
связанные с “негрубостью” (чувствительностью) таких задач; см. раздел 2.3. 
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2. Устойчивость (стабилизация) “по выходу”. Данная проблема прямым 
образом связана с рассмотренной выше спецификой математических моделей 
вида (1.1.1) и (1.1.2) и стоит в ряду основных задач современной прикладной те-
ории автоматического управления. Для ее решения могут быть полезны методы 
исследования задач частичной устойчивости и стабилизации (при соответству-
ющем уточнении понятия устойчивости), которые находят здесь применение по 
мере своего развития [Фурасов, 1982; Fradkov и др., 1999; Мирошник и др., 2000].  
В этой связи подчеркнем, что задача устойчивости (стабилизации) по отно-
шению к части переменных представляется наиболее естественной и наглядной 
с точки зрения изучения особенностей постановки и методов исследования раз-
личных задач устойчивости (стабилизации) с использованием двух мер. 
В то же время заданные функции состояния (заданные функции фазовых координат) или 
“выходные координаты” исследуемой системы дифференциальных уравнений могут не быть 
независимыми функциями в соответствующей области определения, и не всегда могут быть 
приняты в качестве новых независимых переменных данной системы.  
В этом плане задача об устойчивости по отношению к заданным функциям состояния, в 
сравнении с задачей устойчивости по части переменных, является более общей [Козлов, 
1991b]. Однако полученные в рамках теории устойчивости по части переменных результаты 
могут быть использованы и для анализа указанной проблемы. 
1.1.2. Достаточность частичной устойчивости и стабилизации  
При исследовании сложных механических систем часто возникают случаи, 
когда, исходя из требования их нормального функционирования, достаточно 
обеспечить устойчивость лишь по части переменных. 
1. Частичная устойчивость движения гибридных систем. Механическая 
система, представляющая собой твердое тело (космический аппарат) с поло-
стями (баками), полностью или частично наполненными жидкостью , имеет 
бесконечное число степеней свободы. Ее движение в общем случае описывается 
совместной гибридной системой обыкновенных дифференциальных уравнений 
и уравнений с распределенными параметрами (в частных производных). Задача 
об устойчивости движения такой системы является исключительно сложной.   
Однако эти трудности можно в известной мере обойти, меняя несколько по-
становку задачи. Хотя, естественно, движение тела зависит от движения жидко-
сти и наоборот, но в прикладных задачах интересуются главным образом 
устойчивостью движения твердого тела. Вопрос же об устойчивости движения 
жидкости интересен лишь постольку, поскольку движение жидкости влияет на 
устойчивость движения твердого тела. Поэтому поставлена [Румянцев, 1959а, 
1959b, 1965] и для ряда важных случаев решена [Моисеев, Румянцев, 1965] сле-
дующая задача частичной устойчивости: об устойчивости движения рассматри-
ваемой механической системы по отношению к переменным, определяющим 
движение твердого тела и по отношению к некоторым величинам, интегрально 
характеризующим движение жидкости.  
Аналогичным образом рассматриваются задачи частичной (по части переменных) устой-
чивости движения твердого тела, имеющего: упругие элементы; упругие элементы и полости, 
наполненные жидкостью; упругую оболочку, содержащую жидкость. Изучаются также моде-
ли упругого (твердого деформируемого) тела, в том числе с упругими оболочками, содер-
жащими жидкость [Румянцев, 1969, 1973].  
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Большой интерес представляют исследования устойчивости по-
ложений равновесия и стационарных движений указанных моделей. 
Здесь удалось достичь определенного успеха, связанного с развитием 
методов функций Ляпунова, Рауса−Ляпунова и рассмотрением соот-
ветствующих задач частичной (по части переменных) устойчивости. 
Имеются обзоры по данной теме [Meirovitch, 1974; Pascal, 1978; Ру-
бановский, Румянцев, 1979; Рубановский, 1982а; Дегтярев, Сиразет-
динов, 1986; Набиуллин, 1990]. 
Подчеркнем, что деформируемость элементов жестких кон-
струкций может приводить к нарушению устойчивости их положе-
ний равновесия (стационарных движений). Область устойчивости 
жесткой конструкции сужается и переходит в область устойчивости 
по части переменных упругой конструкции. Указанные задачи важ-
ны, в частности, в исследованиях динамики ракет, а также орбиталь-
ных космических систем, содержащих упругие конструкции: выдвижные штанги, панели 
солнечных батарей и др. [Колесников, 1980; Набиуллин, 1990].  
Часто рассматриваются и модели твердого тела с вязкоупругими элементами, для кото-
рых также актуальны задачи исследования стационарных движений и их устойчивости. При 
этом в сравнении с условиями устойчивости стационарных движений твердого тела о бласть 
устойчивости стационарных движений указанных моделей не только сужается, но и перехо-
дит в область асимптотической устойчивости по отношению к части определяющих эту 
модель переменных [Вильке, 1986; Холостова, 1992]. 
Возникновение асимптотической устойчивости по отношению к части переменных ха-
рактерно и при анализе стационарных движений твердых тел с полостями, содержащими си-
льно вязкую жидкость [Румянцев, 1967]. Кроме того, асимптотическая устойчивость по ча-
сти переменных при отсутствии активных внешних диссипативных сил является существен-
ной особенностью задачи устойчивости перманентных вращений твердого тела на абсолют-
но шероховатой плоскости [Карапетян, 1981; Маркеев, 1992]; см. раздел 1.1.4. 
2. Частичная устойчивость движения механических систем с конечным 
числом степеней свободы. Для механических систем с конечным числом сте-
пеней свободы также в ряде случаев достаточно обеспечить устойчивость или 
асимптотическую устойчивость движения лишь по части переменных. Типич-
ный пример дают механические системы с циклическими координатами. 
Рассмотрим ситуацию, возникающую при стабилизации движения твердого тела (искус-
ственного спутника) на круговой орбите. Здесь наряду с “ограниченной постановкой” задачи, 
когда в расчет берутся только возмущения спутника на орбите (без учета возмущений орбиты), 
рассматривается и более общая постановка с учетом возмущений орбиты.  
В данном случае для совокупной системы дифференциальных уравнений возмущенного 
движения спутника можно сначала решить задачу стабилизации по переменным, определяю-
щим его положение в орбитальной системе координат. Делается это путем рассмотрения “уко-
роченной” управляемой системы, получающейся из исходной совокупной обращением в нуль 
неконтролируемых на данном этапе решения переменных. Затем применением принципа све-
дения Ляпунова−Малкина [Дыхман, 1950; Малкин, 1966] доказывается, что в процессе прове-
денной стабилизации фактически обеспечивается не только асимптотическая устойчивость по 
указанной части переменных, но и устойчивость (неасимптотическая) по всем переменным ис-
следуемого невозмущенного движения совокупной системы [Белецкий, 1965; Крементуло, 1977]. 
3. Стабилизация объектов управления в классе динамических регуля-
торов. В данном случае достаточно обеспечить стабилизацию по отношению к 
переменным, определяющим состояние объекта управления. 
В.Н. Рубановский 
(1941-2002) 
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Пусть возмущенное движение объекта управления описывается системой дифференци-
альных уравнений (1.1.2). Требуется построить динамический регулятор [Sontag, 1998] 
),,( wxGw t  (1.1.3) 
для формирования вектора стабилизирующих управлений u = u(t, x, w), обеспечивающего аси-
мптотическую устойчивость положения равновесия х = w = 0 замкнутой системы дифферен-
циальных уравнений (1.1.2), (1.1.3) по отношению к компонентам вектора х. 
1.1.3. Желательность или необходимость частичной  
устойчивости и стабилизации 
В ряде случаев или желательно иметь частичную устойчивость, или анализ 
частичной устойчивости просто необходим. Подобные ситуации возникают в 
самых разных областях науки, новейшей техники и технологий. 
1. Фокусировка и ускорение частиц в электромагнитных полях . Это при-
мер прикладной проблемы, где анализ частичной устойчивости необходим. Один 
из подходов к ее решению предложен В.И.  Зубовым [1980, 1982]. 
Здесь необходимость частичной устойчи-
вости  диктуется самим характером явления 
фокусировки и ускорения частиц: для частиц, 
расположенных в начальный момент на неко-
тором многообразии в пространстве координат 
Ox1x2x3 и скоростей, с течением времени долж-
ны (при фокусировке, например, вдоль оси 
Ox1) выполняться предельные соотношения x1 
→ , x2 → 0, x3 → 0. Другими словами,  необ-
ходимо обеспечить частичную устойчивость: условную  асимптотическую устойчивость рав-
новесного движения х2 = х3 = 0 системы, моделирующей рассматриваемое явление.  
Условная частичная устойчивость имеет место также при исследовании систем  инерци-
альной навигации [Синицын, 1991] и в динамике твердого тела [Ишлинский и др., 1986]. 
2. Координатная синхронизация движений (процессов) динамических си-
стем. В последние годы расширились исследования в рамках восходящей к Х. 
Гюйгенсу [Huygens, 1673] проблемы синхронизации движений [Блехман, 1971, 1999]. 
В числе других стала рассматриваться задача координатной синхронизации (согла-
сования состояний) динамических систем [Nijmeijer и др., 1997; Fradkov, Pogroms-
ky, 1998; Андриевский, Фрадков, 1999, 2003; Фрадков, 2003, 2005; Lin и др., 2007].  
В этом случае должно обеспечиваться асимптотическое (при t → ) совпа-
дение или согласованное поведение (координация) всех или части координат 
фазового вектора двух  или нескольких  динамических систем. При совпадении 
Объект управления 
),,( uxXx t  
Динамический регулятор 
),,( wxGw t  
Управление 
u = u(t, x, w) 
Рис.1.1.1. Структурная схема замкнутой системы (1.1.2), (1.1.3) 
Рис.1.1.2. Фокусировка частицы вдоль оси Ох1 
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(координации) части координат фазового 
вектора имеет место частичная синхро-
низации [Pogromsky и др., 2002].  
Повышенный интерес к задаче связан, 
в частности, с синхронизацией хаотичес-
ких процессов и связанной с ней важной 
прикладной проблемой безопасной ком-
муникации [Peсоrа, Carrol, 1990].  
Отметим, что на возможность хаоти-
ческого поведения решений детерминиро-
ванных систем обыкновенных дифферен-
циальных уравнений сравнительно простого вида указал ещё А. Пуанкаре в нача-
ле XX столетия. Взрыв интереса к этой проблеме вызвала работа Е. Лоренца [Lo-
renz, 1963]. Синхронизация хаотических процессов означает, что совокупная де-
терминированная нелинейная система дифференциальных уравнений обладает 
неустойчивостью по одним переменным и асимптотической устойчивостью по 
другим (по отношению к соответствующим разностям неустойчивых перемен-
ных); кроме того, все переменные указанной совокупной системы ограничены. 
Например, пусть имеем две взаимосвязанные управляемые системы 
1 2( , , , ) (  1, 2),i t ix  =  X x x u   =i  
где xi = (yiT,ziT) T– фазовые векторы, dim(y1) = dim(y2); u – вектор управлений.  
Задача управляемой координатной синхронизации сводится к выбору вектора управле-
ний u = u(t, x1, x2) так, чтобы выполнялось предельное соотношение 
||y1(t; t0, x10, x20, u) − y2(t; t0, x10, x20, u)|| → 0,  t → 
для заданной области начальных значений xi0.  
       Посредством замены w = у1 – у2, данная задача может быть сведена к задаче обеспечения 
w-сходимости (к нулю) решений совокупной системы [Воротников, 2000b] 
2). 1, (),,,(),,,,,( 2121    uxxX  x  uxxwX  w itt i i
*   (1.1.4) 
А именно, требуется вектор управлений u = u(t, x1, x2) выбрать так, чтобы для всех ре-
шений системы (1.1.4), начинающихся в заданной области начальных значений  w0, xi0, вы-
полнялось предельное соотношение ||w|| → 0, t → .  
3. Стабилизация и частичная стабилизация движения твердого тела по-
средством вращающихся масс. Большой цикл исследований посвящен изуче-
нию совместного движения двух механических систем, одна из которых являет-
ся несущей (управляемой), а другая – несомой (управляющей).  
Возникает задача определения законов изменения переменных управляю-
щей системы, обеспечивающих устойчивое движение несущей системы в задан-
ном режиме. При этом имеет место частичная устойчивость совокупной системы 
по отношению к переменным, характеризующим движение “носителя”. 
Так, в частности, стабилизация положения равновесия твердого тела может быть обес-
печена посредством связанных с ним маховиков (рис. 1.1.3), которые управляются специ-
альными двигателями. Маховики “принимают на себя” возмущения кинетического момента 
системы и после проведения сеанса стабилизации продолжают вращаться по инерции; в ре-
зультате осуществляется стабилизация  положения равновесия  рассматриваемой механичес- 
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кой системы (относящейся к классу гиростатов)* [Levi-Civita, Amaldi, 1927; Румянцев, 
1961] лишь по отношению к части переменных – по отношению к переменным, определяю-
щим состояние основного тела гиростата. 
На этой же идее основана задача стабилизации положения равновесия твердого  тела по-
средством гироскопа в кардановом подвесе. В данном случае, в отличие от стабилизации по-
средством маховиков, должна быть обеспечена не только асимптотическая устойчивость по-
ложения равновесия твердого тела, но и (кроме того) устойчивость (неасимптотическая) оси 
гироскопа по отношению к телу [Крементуло, 1977; Воротников, 1990, 1991а, 1998].  
Если же для самого твердого тела задача стабилизации решается лишь по части пере-
менных (этого достаточно в ряде интересных для приложений случаев), то возможна следу-
ющая ситуация [Воротников, 1993, 1998, 1999с]: связанные с телом массы (маховики) лишь 
переводят (не “принимая на себя”) возмущения кинетического момента системы на некон-
тролируемую при стабилизации часть переменных; см. подробнее раздел 3.2. 
4. Динамика “кельтских камней”. Изучение задач динамики твердых тел, 
соприкасающихся во время движения с твердой поверхностью, имеет длитель-
ную историю [Маркеев, 1992]. С этими задачами, имеющими приложения в ма-
шиностроении, приборостроении и транспорте (динамика железнодорожного 
состава, автомобиля, электрических машин), связан процесс становления и раз-
вития динамики неголономных систем. 
“Странные” явления в данной области привлекли внимание исследователей в конце XIX 
столетия при изучении динамики “кельтских камней” [Walker, 1895]:  
− зависимость устойчивости вращения камня вокруг вертикали от направления вращения;  
− изменение направления вращения камня вокруг вертикали без активного внешнего 
воздействия и возникновение вращения вокруг вертикали в том или ином направлении за 
счет колебаний камня вокруг горизонтальной оси.  
Современные исследования показывают, что характер возникающих здесь “странных” 
на первый взгляд явлений тесно связан с характером взаимодействия тела с поверхностью: 
поверхность может быть абсолютно гладкой, абсолютно шероховатой (движение тела пр о-
исходит без скольжения), или могут возникать силы сухого или вязкого трения скольжения. 
При этом указанные выше явления получили строгое обоснование. 
В задаче устойчивости перманентных вращений вокруг вертикали кельтских 
камней, движущихся на абсолютно шероховатой поверхности, возникает инте-
ресное  явление  частичной  асимптотической  устойчивости  [Карапетян, 1981]:  
                                                 
*
 Гиростатом называется механическая система S, состоящая из твердого тела S1 и связанных с ним дру-
гих тел S2, изменяемых или твердых, движение которых относительно S1 не меняет геометрию масс системы S. 
 Рис.1.1.3. Твердое  тело c маховиками 
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несмотря на отсутствие активных диссипативных сил, имеет место не только 
устойчивость по всем переменным (по Ляпунову), но и асимптотическая 
устойчивость по отношению к части переменных. Асимптотически устойчивые 
переменные характеризуют отклонение оси вращения твердого тела от вертика-
ли. Подобного явления не возникает при движении твердого тела на абсолютно 
гладкой поверхности.  
5. Системы межвидового взаимодействия типа “хищник-жертва”. Было 
бы неверным считать, что только механические и технические проблемы сти-
мулируют развитие задач частичной устойчивости.  
Например, в рамках таких задач проанализирован ряд проблем [Rouche и 
др., 1977], возникающих в динамике биоценозов. Здесь частичная устойчивость 
также естественна и отражает саму сущность происходящих процессов.  
Рассмотрена, в частности, система дифференциальных уравнений, описывающая взаи-
модействие трех видов, два из которых питаются третьим [Rouche и др., 1977] 
1313
1
111 )( xxkx 
 , 2323
1
222 )( xxkx 
 , 3223113
1
333 ))(( xxxkx  
 , (1.1.5) 
где xi > 0 – численность i-ro вида; k i – разность между рождаемостью и смертностью i-ro ви-
да в предположении, что он предоставлен сам себе;  i – положительные параметры, отража-
ющие тот факт, что воспроизводство одного хищника сопряжено с исчезновением более чем 
одной жертвы; ij – характеризуют влияние взаимодействия между видами на скорость их 
роста; k 1 < 0, k 2 < 0, k 3 > 0, 13 > 0, 23 > 0. 
Доказано [Rouche и др., 1977], что для любого решения х = х(t; t0, x0) системы дифферен-
циальных уравнений (1.1.5), начинающегося в области xi0 > 0, в случае ρ = k 1 β1 – α13 α23–1k2 β2 < 0 
положение равновесия x1 = x2 = x3 = 0 асимптотически устойчиво в целом по отношению к х1, а 
при   > 0 асимптотически устойчиво в целом по отношению к  х2.  
Таким образом, в области xi0 > 0 положение равновесия x1 = x2 = x3 = 0 системы (1.1.5) 
асимптотически устойчиво в целом по отношению к одной из переменных для любых парамет-
ров системы (кроме исключительного случая  = 0), хотя это положение равновесия неустойчи-
во по Ляпунову.  Другими словами, если решения системы исходят из любой точки множества 
xi0 > 0, то один из видов вымирает асимптотически.  
Это [Rouche и др., 1977] строгая математическая формулировка утверждения, известного 
как “экологический принцип вымирания Лотки−Вольтерры” [Lotka, 1925; Volterra, 1931]. 
Также рассматривается [Rouche и др., 1977; Tang, Xi, 2000, Игнатьев, 2014] 
асимптотическая устойчивость по отношению к  части переменных и более об-
щих моделей “хищник-жертва”: c учетом эффекта “насыщения” [Verhulst, 1838] 
и  эффекта эредитарности; модели А.Н. Колмогорова [1936,1972]. 
V. Volterra 
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A.J. Lotka 
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1.1.4. Частичная устойчивость и оценка возможностей системы  
(анализ заведомо неустойчивых по Ляпунову систем) 
Часто задача частичной устойчивости анализируется с целью оценки воз-
можностей работы проектируемой системы. С другой стороны, многие процес-
сы в системах заведомо неустойчивы по Ляпунову, и небезынтересно обнару-
жить их устойчивость хотя бы по отношению к некоторой части переменных. 
1. Устойчивость “частичных” положений равновесия. Наличие “частич-
ных” (по отношению к части переменных) положений равновесия является ха-
рактерной особенностью голономных механических систем с циклическими 
(квазициклическими) координатами. Такие “равновесные движения” возможны, 
например, для гироскопа в кардановом подвесе [Румянцев, 1958, 1986; Magnus, 
1971; Климов, Харламов, 1978; Хапаев, 1986; Андреев, 1991]. При оценке функцио-
нирования подобных движений возникают соответствующие задачи частичной 
устойчивости. Более того, “частичные” положения равновесия сами могут быть 
устойчивыми лишь по отношению к части определяющих их переменных.  
Рассмотрим задачу о падении твердого тела в бесконечном объеме идеальной жидкости.  
       Показано [Стеклов, 1893, 1895; Козлов, 1989], что при плоскопараллельном движении в 
бесконечном объеме идеальной безвихревой несжимаемой жидкости, когда уравновешенное 
тело падает в жидкости без начального толчка, при почти всех начальных условиях движе-
ние тела приближается к равноускоренному падению широкой стороной вверх. Также воз-
никают колебания тела вокруг горизонтальной оси с неограниченно возрастающей частотой 
(угловой скоростью) и уменьшающейся амплитудой.  
Значит указанное равновесное движение тела асимптотически устойчивости по угловой 
координате и неустойчиво по отношению к угловой скорости; см. часть 3 примера 2.2.3.  
Подобная любопытная ситуация частичной устойчивости, когда имеет место устойчи-
вость по координатам и неустойчивость по скоростям , возникает также и в задаче о соскаль-
зывании неголономных саней Чаплыгина с наклонной плоскости ; см. [Борисов и др., 2007]. 
2. “Уход оси гироскопа”. Это явление, которое установил К. Magnus [1955], а 
вслед за ним B.T. Plymale и R. Goodstein [1955], описывается системой диффе-
ренциальных уравнений, положение равновесия которой устойчиво по одной ча-
сти и неустойчиво по отношению к другой части переменных. 
Для более детального анализа данного вопроса рассмотрим дифференциальные уравне-
ния движения уравновешенного трехстепенного гироскопа в кардановом подвесе с учетом 
массы карданова подвеса [Ишлинский, 1963; Меркин, 1974] 
0cossincos2)sin( 2    Hbba , 
0cossincos2    Hbc , (1.1.6) 
a = A + A1 + A2,  b = A + A2 – C2, c = A + A2. 
в которых  − углы Крылова, определяющие положение оси гироскопа; А1 – осевой мо-
мент инерции внешней рамки; А2 = В2 и С2 – моменты инерции внутренней рамки (кожуха) 
относительно связанных с ней осей; А – экваториальный момент инерции гироскопа;  Н – ве-
личина кинетического момента гироскопа. 
Система (1.1.6) может находиться в равновесии при любых значениях  
. (1.1.7) 
Система уравнений возмущенного движения является нелинейной, причем характери-
стическое  уравнение  системы  линейного  приближения  имеет  два  нулевых корня. В этом  
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случае, как известно [Ляпунов, 1892], строгое изучение устойчивости возможно только на 
основе рассмотрения полной нелинейной системы возмущенного движения.   
Соответствующий нелинейный анализ данной проблемы показал [Magnus, 1955; Plyma-
le, Goodstein, 1955], что положение равновесия (1.1.7) устойчиво относительно , в то время 
как устойчивость по отношению к  имеет место только при 0 = 0. При всех других значе-
ниях 0 имеет место неустойчивость по отношению к  положения равновесия (1.1.7), при-
чем этот угол растет со средней скоростью, определяемой приближенно равенством 
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Указанное явление получило название “ухода оси гироскопа” (рис. 1.1.4).  
Заметим, что неустойчивость оси уравновешенного гироскопа, установленного в карда-
новом подвесе, не противоречит основному свойству гироскопа, согласно которому ось 
быстро вращающегося свободного трехстепенного гироскопа устойчиво сохраняет свое по-
ложение в инерциальной системе отсчета. Объясняется это тем, что основное свойство спр а-
ведливо для одного гироскопа, а гироскоп в кардановом подвесе представляет систему трех 
тел (гироскопа, кожуха и внешней рамки), взаимодействующих друг с другом. 
 
Рис. 1.1.4. Гироскоп в кардановом подвесе. Эволюция оси гироскопа 
3. Гашение вращений космического аппарата в “нештатных” ситуаци-
ях. Постановка задач частичной устойчивости и стабилизации тесно связана 
также с часто возникающей необходимостью провести оценку возможностей 
системы в аварийных (“нештатных”) ситуациях. Одна из таких ситуаций связа-
на с гашением вращений космического аппарата [Воротников, 1991а, 1998]. 
Вращательное движение асимметричного твердого тела (космического аппарата) опи-
сывается системой динамических уравнений Эйлера  
1321 )( uxxCBxA  , 2312 )( uxxACxB  , 3213 )( uxxBAxC  , (1.1.8) 
где А, В, С – главные  центральные  моменты  инерции аппарата; xi – проекции вектора мгно- 
В.А. Стеклов 
(1863-1926) 
А.Ю.Ишлинский 
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венной угловой скорости аппарата на его главные центральные оси инерции i1, i2, i3; ui – уп-
равляющие воздействия (проекции управляющего момента на те же оси), которые создаются 
соответствующим образом расположенными тремя парами “фиксированных двигателей”. 
Если работает одна пара “фиксированных двигателей” (например, u2 = u3 = 0), имеем 
“нештатный” режим одноканального управления, и ни при каком законе управления u1  нель-
зя добиться гашения вращений аппарата по всем трем осям  эллипсоида инерции. Вместе с 
тем, возможно частичное гашение вращений.  
Рассмотрим два закона одноканального управления. 
1°. Нелинейный закон управления u1. Показано [Воротников, 1991а, 1998], что специаль-
ным выбором такого закона управления можно добиться гашения вращений аппарата по двум 
заданным осям эллипсоида инерции при любых начальных значениях xi0. Исключение состав-
ляет множество начальных значений лебеговой меры нуль.  
В итоге практически всегда остается вращение лишь относительно одной из осей. Этот ре-
зультат включает случай, представляющий интерес в динамике космических аппаратов, где 
требуется обеспечить “закрутку” аппарата вокруг  бóльшей оси эллипсоида инерции. 
2. Линейный закон управления u1.  Интересное явление возникает, если  
u1 = 1x1,  1 = const  0,   u2 = u3 = 0.   (1.1.9) 
При выполнении условий B < A < C (С < А < В) с течением времени вращение космиче-
ского аппарата также сохраняется лишь вокруг одной из осей эллипсоида инерции. Эта ось 
является большей или меньшей осью в зависимости от начальных значений xi0.  
Более точно [Воротников, 1986а, 1991а, 1998]: если B < A < C (С < А < В), то положение 
равновесия x1 = x2 = x3 = 0 системы (1.1.8), (1.1.9) устойчиво по Ляпунову и асимптотически 
устойчиво по отношению к двум из трех переменных xi в области 
2
30
2
20
2
10 CxBxAx   
A
|| 1 ,  l = (ABC)–1max[(C – B)(C – A), (C – B)(A – B)].  
Данная область делится на три взаимно непересекающиеся части 
(1)  W0  = 0)()(
2
20
12
30
1   xCBAxBAC   (W0    0),   
(2)  W0    0 (W0  > 0),  (3)  W0  = 0, 
в которых асимптотически устойчивы соответственно переменные (x1, x2), (x1, x3), (x1, x2, x3). 
Величина  угловой скорости сохраняющегося вращения аппарата вокруг одной из 
главных центральных осей инерции определяется равенством 2 = W0E–1, где E = (C – A) B–1 
или E = (B – A) C –1 в зависимости от того, вокруг какой оси происходит вращение. 
Подобное свойство частичной устойчивости, названное [Воротников, 1986а] устойчиво-
стью по заданному числу переменных, часто возникает при изучении динамических систем.  
                                                 
 Такая возможность появляется, если имеется одна пара “косопоставленных” двигателей, дающих моменты 
относительно всех трех осей [Акуленко,  1987]. 
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4. Анализ “военного сражения”. Устойчивость по заданному числу пере-
менных имеет место также при изучении модели “военного сражения”, в кото-
рой каждая сторона успешно противостоит другой [Hsu, Meyer, 1968].  
Данная модель описывается системой обыкновенных дифференциальных уравнений 
2111 xxkx  , 2122 xxkx   (1.1.10) 
где xi  – численность противостоящих друг другу 
сторон; k i – постоянные параметры. 
Можно убедиться, что положение равновесия 
x1 = x2 = 0 системы (1.1.10) устойчиво по Ляпунову 
и асимптотически устойчиво в целом по  отноше-
нию к одной из переменных. А именно, в случае 
k 1 > 0, k 2 < 0 область начальных возмущений де-
лится на три части 
(1) γ = k 1x20+ k 2x20 > 0,  (2) γ < 0,  (3) γ = 0.  
в которых асимптотически устойчивы соответ-
ственно переменные (x1), (x2), (x1, x2). 
В самом деле, интегрируя систему (1.1.10), получаем решения (для простоты t0 = 0) 
tt eekx   121 )1( , )( 12
1
12 
 xkkx . 
Поэтому при любой начальной численности противостоящих сторон им еем 
1)  x1 → 0,  x2 → x20 + k 1–1k 2x10    (γ > 0); 
2)  x1 → x10 + k 1–1k 2 x20,  x2 → 0    (γ < 0);  3)  x1 = x2 = 0   (γ = 0). 
Наиболее простой вывод получается при k1  –k2  1 (γ ≠ 0): чтобы выиграть сражение, опи-
сываемое моделью (1.1.10), начальная численность побеждающей стороны должна быть просто 
больше начальной численности противника, причем при полном уничтожении противника поте-
ри выигравшей стороны равны начальной численности противника.  
Изучение моделей типа (1.1.10) может представить интерес в самых разных областях. 
Например [Блехман и др., 1990], в лесоводстве известно, что в смешанных лесах хвойная 
компонента в конце концов должна одерживать победу над лиственной; однако этот процесс 
длительный и, кроме того, подавляется действием других факторов. 
5. Частичная устойчивость систем автоматического регулирования. Рас-
смотрим классическую задачу прямого автоматического регулирования  в кри-
тическом случае двух нулевых корней [Лурье, 1951; Lefschetz, 1965; Летов, 1969].  
В данном случае анализируется система дифференциальных уравнений вида 
2211
2211 ),(),(),(
zz
fzfzfA


    yc  
          b  y y

 
 (1.1.11) 
в которой y  Rm, m  1, zi  R1 – фазовые переменные; A, b, c – постоянные матрица и век-
торы соответствующих размеров; i, bi – постоянные; f() – нелинейная характеристика сер-
вомотора, удовлетворяющая условиям f(0) = 0, f() > 0 (  0). 
Положение равновесия y = 0, z1 = z2 = 0 системы (1.1.11) заведомо не является абсолют-
но устойчивым (асимптотически устойчивым в целом для любой допустимой характеристи-
ки сервомотора) по отношению ко всем переменным. Дело в том, что равенство  = 0 воз-
можно в точках вида y = 0, zi = zi* (i = 1,2), где zi* удовлетворяют условию β1z1*+ β2z2* = 0; 
точки указанного вида являются ненулевыми положениями равновесия системы (1.1.11).  
В этих условиях рассмотрена [Воротников, 1979, 1991а, 1998] задача абсолютной устой-
чивости системы (1.1.11) по отношению к переменным, входящим в вектор у.   
Рис.1.1.5. Фазовый портрет системы (1.1.10) 
при k1 > 0, k2 < 0 
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Введением новой переменной 1 = 1z1+2 z2 для исходной системы (1.1.11) построим 
вспомогательную систему обыкновенных дифференциальных уравнений 
.       ),( 
),(   ),( 
12211
1
1




 ycГ
ГffA  byy
  (1.1.12)    
Условия абсолютной устойчивости (по всем переменным) вспомогательной системы 
(1.1.12) будут достаточными условиями абсолютной y-устойчивости системы (1.1.11). 
6. Класс “асимптотически останавливающихся” си-
стем. Механические системы, имеющие положения равно-
весия, которые не могут быть асимптотически устойчивыми 
по всем переменным, часто встречаются в приложениях и 
изучаются начиная с работ А.М. Ляпунова [1983], Д.Р. Мер-
кина [1956] и В.М. Матросова [1959а, 1959b].  
В процессе движения обобщенные координаты (часть 
координат) таких систем стремятся к некоторым постоян-
ным значениям, а обобщенные скорости стремятся к нулю. 
Асимптотическая устойчивость и асимптотическая устой-
чивость по части переменных – частные случаи этого явле-
ния: обобщенные координаты (часть координат) стремятся 
к их значениям в положении равновесия . 
На основе соответствующей модификации метода функций Ляпунова полу-
чены [Terjeki, Hatvani, 1981; Terjeki, 1983a] достаточные условия того, чтобы ну-
левое положение равновесия системы обыкновенных дифференциальных урав-
нений общего вида обладало свойством частичной устойчивости и устойчивые 
переменные сходились к некоторым постоянным значениям. 
Рассмотрим один из примеров такого рода. Движение математического маятника по-
стоянной длины под действием демпфирующего момента , пропорционального скорости, 
описывается дифференциальным уравнением 
11    ,   ,0sin)(    gbmabta  , (1.1.13) 
в котором  – угол отклонения маятника от вертикали; m, ℓ – масса и длина маятника;  
g – ускорение свободного падения. 
Известно, что в случае  = const > 0 положение равновесия системы (1.1.13) асимптоти-
чески устойчиво по  Ляпунову. Однако в случае положительного, но сильно возрастающего ко-
эффициента демпфирования маятник может “уходить” от положения равновесия.  
Так, например [Hale, 1969; Rouche и др., 1977], положение равновесия уравнения  
0sin)2(    te   
не является асимптотически устойчивым.  
        Аналогичный результат имеет место и в случае a(t) = (1+t),  > 1 [Ballieu, Peiffer, 1978;  
Terjeki, 1983a; Hatvani, 1984]. 
1.1.5. Анализ переходных процессов по части переменных  
Проектирование систем управления в ряде случаев в принципе допустимо 
(окончательно этот вопрос должен решаться проектировщиком) на базе как за-
дач частичной устойчивости, так и задач устойчивости по всем переменным.  
                                                 
 В некотором смысле обратное свойство частичной устойчивости, когда система стремится к положе-
нию равновесия с “бесконечной” скоростью,  указано выше в разделе 4; см.также пример 2.2.3. 
Д.Р. Меркин 
(1912-2009) 
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С другой стороны, при затруднениях в решении задач устойчивости (стаби-
лизации) по отношению ко всем переменным, полезную дополнительную ин-
формацию можно получить посредством предварительного решения соответ-
ствующих задач частичной устойчивости и стабилизации. 
1. Проектирование самонастраивающихся систем с эталонной моделью. 
Задача сводится  к построению  контура  самонастройки, который  обеспечивает 
 
 
 
 
 
 
 
 
 
 
 
близость некоторого показателя качества работы объекта к соответствующему 
показателю эталонной модели (рис. 1.1.6). В такой ситуации простейшим явля-
ется требование устойчивости лишь к “фазовому рассогласованию”.  
Данная задача решается [Петров и др., 1980; Колмановский, Носов, 1981; Frad-
kov и др., 1999; Мирошник и др., 2000] как задача об устойчивости по Ляпунову и 
одновременно асимптотической устойчивости по одной из групп переменных 
(характеризующих фазовое рассогласование) нулевого положения равновесия со-
ответствующей системы дифференциальных уравнений возмущенного движения. 
 В то же время более сильным является требование асимптотической устой-
чивости не только по отношению к фазовым, но и по отношению к “параметри-
ческим рассогласованиям” объекта и модели; это уже более сложная задача об 
асимптотической устойчивости по отношению ко всем переменным.  
В теории самонастраивающихся систем возникает также задача частичной 
(по фазовому рассогласованию нестационарных объектов) устойчивости при 
постоянно действующих возмущениях [Колмановский, Носов, 1981].  
В литературе можно найти также обсуждение ряда других аспектов задач ча-
стичной устойчивости в связи с проблемами адаптивного управления сложными не-
линейными динамическими системами [Fradkov и др., 1999; Мирошник и др., 2000; 
Rokni Lamooki, Townley, 2003, 2005; Ефимов, 2005; Rokni Lamooki, 2012, 2013]. 
Рассмотрим задачу построения самонастраивающихся регуляторов для стабилизации 
объекта с неопределенными параметрами. Пусть динамика объекта описывается линейной 
системой обыкновенных дифференциальных уравнений 
)( yy CBA  uy , (1.1.14) 
в которой у – вектор фазовых переменных, по которым решается задача стабилизации;  u – 
вектор управлений; А, В – постоянные матрицы, определяющие известные параметры объек-
та; С – матрица неизвестных параметров, которые для простоты считаем постоянными. 
Пусть u = Kу (K – постоянная матрица) – линейные законы управления, решающие для си-
стемы uy BA  y  задачу стабилизации. При этом, как известно, любой определенно положи-
Рис.1.1.6. Структурная схема самонастраивающейся системы с эталонной моделью 
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тельной матрице Q отвечает единственная определенно положительная матрица L, удовлетво-
ряющая в силу системы y)( BKAy  матричному уравнению Ляпунова.  
Пользуясь известными принципами построения самонастраивающихся систем [Петров и 
др., 1980], определим структуру самонастраивающегося регулятора следующим образом  
yu )( KK  ,   )( K = (y). (1.1.15) 
В результате получим нелинейную систему (1.1.14), (1.1.15), для анализа устойчивости 
которой используем вспомогательную V-функцию [Петров и др., 1980] 
)(tr TT ZZLV  yy , (1.1.16) 
где Z = С – K,  = const > 0, tr(ZT Z) – след матрицы ZTZ. Алгоритмы (у) настройки коэф-
фициентов K регулятора, обеспечивающего компенсацию влияния неизвестных параметров 
объекта на динамические свойства замкнутой системы (1.1.14), (1.1.15), строим так, что про-
изводная функции V в силу системы (1.1.14), (1.1.15) определяется равенством −αyTQy. 
Исследование устойчивости нулевого решения у = 0, K = 0 нелинейной системы (1.1.14), 
(1.1.15) показывает [Петров и др., 1980], что это решение не только устойчиво по Ляпунову, но и 
асимптотически y-устойчиво в целом.  
2. Стабилизация процессов многомерных динамических систем. Укажем 
на примеры многомерных динамических систем, где в непредсказуемых усло-
виях функционирования и при затруднительном контроле всех переменных: 
– должна иметь место асимптотическая устойчивость изучаемого процесса 
(движения) системы по отношению к некоторой части переменных; 
– осуществляется стабилизация по отношению к оставшейся их части. 
Таким путем можно добиться асимптотической устойчивости движения по  
всем переменным. Указанные ситуации возникают, например, в динамике ле-
тательных аппаратов [Hacker, 1961; Halanay, 1963]; см. раздел 2.6.1. 
Данный подход может оказаться весьма эффективным при поддержании 
нормального функционирования объектов и заслуживает подробного изучения 
с общих позиций анализа (синтеза) многомерных динамических систем. 
При синтезе траекторий летательных аппаратов также часто появляется необходимость 
предъявления различных требований по устойчивости к различным группам переменных.  
Например [Аминов, Сиразетдинов, 1987], при рассмотрении пространственного маневра 
летательного аппарата с постоянной перегрузкой важно обеспечить асимптотическую 
устойчивость движения по углам атаки и скольжения, а по угловым скоростям тангажа, рыс-
канья и вращения требуется лишь равномерная устойчивость. При этом не требуется усто й-
чивого поведения по углам тангажа, рысканья и вращения. 
1.1.6. Вспомогательные задачи частичной устойчивости и стабилизации 
Вспомогательная функция задач частичной устойчивости и стабилизации 
важна как  в теоретических, так и в прикладных задачах анализа и управления, 
ибо всегда можно извлечь пользу от их предварительного исследования. 
1. Общие методы нелинейного анализа. Задачи частичной устойчивости вы-
полняют существенную роль в ряде методов анализа нелинейных систем.  
Так, из устойчивости по части переменных нулевого решения системы сра-
внения, образуемой при использовании метода вектор-функций Ляпунова, де-
лается заключение об устойчивости по всем или по отношению к заданной ча-
сти переменных невозмущенного движения исходной системы дифференцаль-
ных уравнений; см. раздел 2.1.6. 
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В теории автоматического регулирования предложен метод 
[Пятницкий, 1970] использования вспомогательной задачи частичной 
устойчивости при исследовании абсолютной устойчивости по  всем 
переменным нелинейных нестационарных двумерных систем  диффе-
ренциальных уравнений в форме Лурье−Постникова.  
Метод основан на построении вариационным способом некото-
рой вспомогательной предельной системы дифференциальных урав-
нений − наихудшей с точки зрения близости к границе области 
устойчивости. Из асимптотической устойчивости по части перемен-
ных такой предельной системы следует абсолютная устойчивость по  
отношению ко  всем переменным исходной системы.  
Указанный подход распространен [Пятницкий, Рапопорт, 1991] 
на более общие классы систем Лурье−Постникова. 
2. Поэтапные стратегии исследования. Для преодоления трудностей в ре-
шении различных задач устойчивости и стабилизации используются различные 
поэтапные стратегии исследования. На отдельных этапах таких стратегий 
возникают соответствующие задачи частичной устойчивости и стабилизации. 
1°. Рассмотрим голономную механическую систему, возмущенное движение которой 
описывается нелинейной конечномерной системой дифференциальных уравнений  
),,( xxXx  t . (1.1.17) 
Допустим, что установлена экспоненциальная асимптотическая устойчивость невозму-
щенного движения 0xx    системы (1.1.17) по x  (по отношению к скоростям). Этот факт, 
учитывая экспоненциальный характер асимптотической устой-
чивости по x , можно использовать [Галиуллин и др., 1971; Ру-
мянцев, Озиранер, 1987] для заключения об устойчивости (не-
асимптотической) невозмущенного движения 0xx    и по х 
(по отношению к координатам). 
2°. Рассмотрим задачу гашения вращений асимметричного 
космического аппарата посредством одного маховика с фиксиро-
ванной вдоль большей оси инерции осью вращения (“Dual Spin-
ner”). Для её решения предложена следующая поэтапная методика 
[Guelman, 1989]: 1) сначала управляющий момент (переменный), 
приложенный к маховику, строится в расчете на приведение аппарата в одно из устойчивых рав-
новесных состояний; 2) затем для достижения требуемой цели управления – полного гашения 
вращений аппарата, достаточно применения постоянного (по величине) вращающего момента.  
Анализ первого этапа управления проводится методом функций Ляпунова на основе реше-
ния соответствующей задачи частичной стабилизации. 
3. Стабилизация твердого тела относительно заданного направления в 
пространстве . При исследовании прикладных проблем проведенная стабилиза-
ция движения по одной части переменных часто означает фактически стабили-
зацию либо по бóльшей части переменных, либо даже по всем переменным.  
В частности, на этом принципе основана конструктивная схема [Воротников, 
1991a, 1998] решения задач управления вращательным движением  асимметрич-
ного твердого тела (космического аппарата, манипулятора). 
1. Стабилизация оси асимметричного космического аппарата относительно заданного 
направления в пространстве. Наряду с динамическими уравнениями Эйлера (1.1.8) рассмот-
рим определяющие ориентацию аппарата кинематические уравнения Пуассона 
Рис. 1.1.7. “ Dual Spinner” 
Е.С. Пятницкий 
(1936-2003) 
Глава 1 
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1  sss , 
где xi – проекции вектора мгновенной угловой скорости аппарата на его главные централь-
ные оси инерции; si  – проекции неподвижного в инерциальном пространстве единичного 
вектора s на те же оси (si  трактуются нередко как величины, определяющие направления на 
некоторые физические ориентиры – Солнце, планеты и другие объекты). 
Рассмотрим задачу стабилизации космического аппарата в положении 
x1 = x2 = x3 = 0, 031  ss , 12 s , (1.1.19) 
в котором его угловая скорость равна нулю, а направление одной из главных центральных 
осей инерции совпадает с направлением вектора s.  
Вводя новые переменные  wi = xi , w4 = s1 , w5 = s3, w6 = s2 – 1 и исключая w6 посредством 
равенства w42 + w52 + (w6 + 1)2  = 1, составим систему уравнений возмущенного движения: 
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 (1.1.20)  
Решение задачи стабилизации проведем в два этапа [Воротников, 1985, 1991a, 1998]. 
Сначала (первый этап) решим задачу стабилизации невозмущенного движения w1 = … = 
w5 = 0 системы (1.1.20) по части переменных: по отношению к переменным w2, w4, w5.  
       Затем (второй этап) покажем, что фактически проведенная стабилизация по  отношению к 
части переменных оказывается стабилизацией по отношению ко всем переменным wi. 
На первом этапе выберем  управляющие моменты ui  в виде 
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где w – вектор переменных системы (1.1.20), u* – вектор вспомогательных управлений, ко-
торыми распорядимся в дальнейшем.  
        Зададим функции fj так, чтобы из замкнутой системы (1.1.20), (1.1.21) было возможно 
выделить вспомогательную линейную управляемую систему 
*
12 uw  , 
*
24 uw  ,  
*
35 uw  . (1.1.22) 
На втором этапе выразим w1, w3 из последних двух групп уравнений системы (1.1.20): 
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На основании равенств (1.1.23) можно сделать следующее заключение. Пусть вспомога-
тельные законы управления ui* решают для выделенной линейной системы (1.1.22) задачу 
стабилизации по всем переменным. Тогда управляющие моменты (1.1.21) будут не только 
решать для исходной нелинейной системы (1.1.20) задачу стабилизации невозмущенного 
движения по отношению к переменным w2, w4, w5, но и фактически будут решать задачу ста-
билизации невозмущенного движения этой нелинейной системы по  всем переменным.  
Данный подход к управлению вращательным движением асимметричного твердого тела 
независимо и в разной форме стал систематически применяться в 80-е годы XX столетия 
[Hunt и др., 1983; Dwyer, 1984, 1986; Воротников, 1985, 1986b, 1986с; Monaco, Stornelli,1986]. 
2. Частичная стабилизация оси космического аппарата относительно заданного 
направления в пространстве. В процессе поддержания ориентации космического аппарата 
можно оставить не погашенной его угловую скорость вокруг того направления, в котором 
производится стабилизация (s2 = 1).  
Соответствующая задача стабилизации по части переменных (по отношению к перемен-
ным wj (j = 1, 3, 4, 5, 6)) тем же методом решается [Воротников, 1991а, 1998] посредством 
только двух (а не трех) пар двигателей (посредством двух управляющих моментов u1 и u3); 
см. подробнее раздел 2.4. 
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4. Выводы. Как видно, очерченный круг теоретических и прикладных про-
блем (безусловно, далеко не полный как по отношению к уже проводимым, так и, 
особенно, к перспективным исследованиям), так или иначе связанных с пробле-
матикой задач частичной устойчивости и стабилизации, достаточно обширен и 
включает самые разные вопросы современной науки, техники и технологий.  
Из приведенных примеров также следует, что смысл понятия частичной 
устойчивости не только в том, что оно задает некоторую математически сформу-
лированную “меру прочности” рассматриваемого процесса (или положения рав-
новесия). В рамках задачи частичной устойчивости возможна строгая математи-
ческая формулировка ряда явлений, происходящих в динамических системах.  
С этой точки зрения, в сравнении с задачей устойчивости по отношению ко 
всем переменным, смысловой аспект задачи частичной устойчивости является 
более многоплановым, и задачу частичной устойчивости (устойчивости по части 
переменных) можно трактовать как задачу анализа динамических систем с разно-
характерным поведением различных групп их фазовых переменных. 
1.2. ЗАДАЧИ  ЧАСТИЧНОЙ  УСТОЙЧИВОСТИ  
Многообразие задач, рассматриваемых в теории частичной устойчивости, 
требует их систематизации и осмысления. 
Для систем обыкновенных дифференциальных уравнений можно выделить 
три класса задач, характеризующих в основных чертах проблематику теории 
частичной устойчивости, обладающих достаточной наглядностью, и допускаю-
щих естественный переход к более общим постановкам .  
Это задачи:  
1) устойчивости по части переменных нулевого положения равновесия;  
2) устойчивости “частичных” положений равновесия;  
3) устойчивости по части переменных “частичных” положений равновесия. 
Разработка данных задач в разных разделах науки (механика, физика, хи-
мия, биология, и другие) имеет свою специфику и достаточно разные исходные 
позиции. Необходима систематизация введенных определений устойчивости, а 
также их определенная взаимная модификация, позволяющая сблизить содер-
жательный смысл понятий устойчивости для указанных классов задач и выде-
лить понятия, имеющие одинаковую формально-математическую трактовку. 
Далее делается попытка указанной систематизации и унификации соответ-
ствующих понятий частичной устойчивости. Приводимые определения не всегда 
совпадают по форме с авторскими, но полностью отражают их смысл. 
1.2.1. Задачи устойчивости по отношению к части переменных  
Как и в общей теории устойчивости, при построении теории устойчивости 
по отношению к части переменных используется введенная А.М. Ляпуновым 
концепция “возмущенного-невозмущенного движения”. 
1. Система уравнений возмущенного движения. Пусть имеем нелинейную 
конечномерную систему обыкновенных дифференциальных уравнений возму-
щённого движения [Ляпунов, 1892] (в векторной форме) 
      x X(t, x),  X(t, 0)  0, 
       x = (y1,…, ym, z1,…, zp)T = (yT, zT)T,                                                                        (1.2.1) 
       m  0,  p  0,  n = m + p. 
Глава 1 
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В системе (1.2.1) переменные, входящие в определяющий её состояние фа-
зовый вектор x, разбиты на две группы: 
1) переменные y1, … , ym (y-переменные), по отношению к которым исследу-
ется устойчивость положения равновесия (невозмущенного движения) x = 0; 
2) оставшиеся переменные z1, … , zp  (z-переменные). 
Конкретный выбор такого разбиения может быть различным и зависит от 
решаемой задачи. В этой связи подчеркнем, что в теории устойчивости по части 
переменных, как правило, предполагается, что выбор y-переменных уже сде-
лан. Значит, рассматриваемые в рамках теории устойчивости по части перемен-
ных задачи есть задачи об устойчивости по отношению к заданной части пере-
менных (“по отношению к отдельно заданным координатам” [Зубов, 1959].  
Переменные zi часто называют “неконтролируемыми” переменными. В са-
мом деле, при изучении задачи y-устойчивости поведение этих переменных си-
стемы (1.2.1) исследователя в принципе не интересует. Тем не менее динамика 
“основных” y-переменных самым тесным образом связана с динамикой z-
переменных. Поэтому во всех основных случаях анализ задачи y-устойчивости 
так или иначе будет требовать и определенного анализа поведения всех пере-
менных системы (1.2.1). Другое дело, что специфика такого “полного” анализа 
определяется стремлением к изучению лишь “частичных” свойств системы. 
       Введение в рассмотрение системы дифференциальных уравнений возму-
щенного движения (1.2.1) позволяет в теории устойчивости по отношению к ча-
сти переменных рассматривать обладающую большой общностью единообраз-
ную задачу y-устойчивости нулевого положения равновесия  (невозмущенного 
движения x = 0)  этой системы  при достаточно общих предположениях относи-
тельно её правой части. Разумеется, система (1.2.1) составляется всякий раз за-
ново для каждого конкретного исследуемого на устойчивость движения (про-
цесса) исходной системы дифференциальных уравнений. 
В работах самого А.М. Ляпунова [1892, 1893] x-переменные системы дифференциаль-
ных уравнений (1.2.1) представляют собой возмущения некоторых известных функций, за-
висящих  от координат  и скоростей, в каком-либо  определенном  исследуемом  на устойчи- 
вость движении механической системы; при этом правые части системы (1.2.1) предполага-
лись голоморфными функциями x-переменных с коэффициентами, зависящими от времени t. 
2. Стандартные допущения относительно правой части системы (1.2.1). 
В теории устойчивости по части переменных делаются следующие предполо-
жения [Румянцев, Озиранер, 1987]. 
1. Правые части системы дифференциальных уравнений (1.2.1) в области 
t ≥ 0, ||y|| < h, ||z|| < ∞ ,                                                                                              
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непрерывны; этого предположения достаточно [Peano, 1890] для доказательства 
существования (локального) решений x(t; t0, x0) для всех t0, x0 из области (1.2.2).  
       Кроме того, выполнены условия, гарантирующие единственность решений 
x(t; t0, x0) и их непрерывную зависимость от t0, x0,  например, локальное условие  
(1.2.2) 
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Коши−Липшица: для любых T > 0, r > 0, h1 (0 < h1 < h) найдется постоянная L(T, 
h1, r) > 0 такая, что ||X(t, x') – X(t, x'')|| ≤ L||x' – x''|| при t [0, T], ||y||  h1, ||z||  r.   
2. Решения системы (1.2.1) z-продолжимы [Corduneanu, 1964]; это значит, 
что любое решение x(t) определено при всех t  t0, при которых ||y(t)||  h. 
       В задаче устойчивости по части переменных, в отличие от задачи устойчивости по всем 
переменным, z-продолжимость решений системы (1.2.1) не является, вообще говоря, след-
ствием y-устойчивости ее невозмущенного движения x = 0; см. раздел 2.3.  
С практической точки зрения z-продолжимость решений системы (1.2.1) означает, что z-
компонента любого решения x = x(t; t0, x0) этой системы, для которого ||y(t)||  h, не может 
“уходить в бесконечность” за конечное время. В частности, z-продолжимость решений си-
стемы (1.2.1) имеет место, если Z-компонента вектор-функции X(t, x) равномерно ограниче-
на в области (1.2.2) (в данном случае z-компонента решений имеет ограниченную скорость, 
с которой за конечное время нельзя “уйти в бесконечность”) или удовлетворяет в области 
(1.2.2) условию ||Z(t, x)|| ≤ с(1 + ||z||) “линейного роста”. Однако указанные требования явля-
ются чрезмерно сильными и могут быть существенно ослаблены переходом от оценок для  
Z(t, x) к соответствующим оценкам для некоторых вспомогательных функций. 
 Заметим, что если y-переменные системы (1.2.1) рассматривать как “выход” этой си-
стемы, то понятие z-продолжимости решений тесно связано с понятием “наблюдаемость 
неограниченности” (unboundedness observability) [Mazenc и др., 1994]. Данное понятие озна-
чает, что если “выход” ограничен, то решения такой системы определены при всех  t  t0. 
Более общие допушения относительно правых частей системы системы (1.2.1) связаны с 
необходимостью изучения задач частичной устойчивости для часто возникающих в прило-
жениях систем дифференциальных уравнений с разрывной правой частью. Так, изучаются 
системы (1.2.1), в которых вектор-функция X(t, x): 1) непрерывна по x при фиксированном t 
и измерима по t при фиксированном x, и удовлетворяет условиям существования решений в 
смысле Каратеодори [Karatheodori, 1927]; 2) допускает разрывы по x вдоль некоторых по-
верхностей и удовлетворяет условиям существования решений в смысле А.Ф. Филиппова 
[1960, 1985]. В указанных случаях решения являются абсолютно непрерывными функциями, 
удовлетворяющими почти всюду либо системе (1.2.1), либо соответствующей системе диф-
ференциальных включений (системе в контингенциях).  
Наконец, изучаются [Мильман, Мышкис, 1960; Самойленко, Перестюк, 1987; Завали-
шин, Сесекин, 1991, 1997; Haddad и др., 2006] системы дифференциальных уравнений c им-
пульсным эффектом (impulsive systems), сами решения которых разрывны. 
3. Понятия устойчивости, притяжения и асимптотической устойчиво-
сти по части переменных. С математической точки зрения устойчивость мож-
но определить по-разному, вкладывая в это понятие разный смысл. Широко ис-
пользуемыми являются следующие понятия устойчивости по части переменных. 
A.L. Cauchy 
(1789-1857) 
R. Lipshitz 
(1832-1903) 
G. Peano 
(1858-1932) 
C. Caratheodory 
(1873-1950) 
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Определение 1.2.1 [Ляпунов, 1893; Румянцев, 1957]. Невозмущенное 
движение x = 0 системы дифференциальных уравнений (1.2.1) называется: 
1) устойчивым по y1, … , ym или, кратко, y-устойчивым (y-stable (y-St)), если 
для каждого t0  0 и любого произвольного числа   > 0, как бы мало оно не бы-
ло, найдется число δ(ε, t0) > 0 такое, что для всех решений x(t; t0, x0) системы 
(1.2.1) с ||x0|| <    следует неравенство ||y(t; t0, x0)|| <  при всех t  t0; 
2) y-притягивающим (y-attractable (y-At)), если для каждого t0  0 существу-
ет число (t0) > 0 такое, что произвольное решение x(t; t0, x0) системы (1.2.1) с 
||x0|| <  удовлетворяет предельному соотношению 
lim ||y(t; t0, x0)|| = 0,  t → ; (1.2.3) 
3) асимптотически y-устойчивым (asymptotically y-stable (y-ASt)), если оно 
y-устойчиво и, кроме того, является y-притягивающим (y-ASt = y-St + y-Аt). 
При этом область ||x0|| <  определяет область y-притяжения невозмущен-
ного движения x = 0 системы (1.2.1) для начального момента t0. 
З а м е ч а н и я .  1°. Устойчивость по части перемен-
ных в смысле определения 1.2.1 является устойчиво-
стью на бесконечном промежутке времени t  J = [t0, 
+). На любом конечном промежутке времени [t0, T]  
J такого рода устойчивость является следствием не-
прерывной зависимости решений системы (1.2.1) от 
начальных данных. Таким образом, устойчивость по ча-
сти переменных есть непрерывная зависимость y-компо-
нент решений x(t; t0, x0) от t0, x0, равномерная по t  J. 
Вследствие единственности решений системы (1.2.1) 
свойство y-устойчивости не зависит от конкретного 
выбора начального момента времени t0.  
2°. Определение 1.2.1 означает устойчивость по от-
ношению к возмущениям начальных данных при неизменной правой части системы (1.2.1). 
Однако теория частичной устойчивости, построенная на базе определений 1.2.1, может быть 
положена в основу изучения и других видов частичной устойчивости; например, устойчиво-
сти по части переменных при постоянно действующих возмущениях [Румянцев, Озиранер, 
1987] или технической устойчивости по части переменных на конечном промежутке вре-
мени [Зубов, 1959; Мартынюк, 1972, 1983]. В то же время в задачах устойчивости по части 
переменных (в отличие от задач устойчивости по всем переменным) на данном пути возни-
кают особенности; см. раздел 2.3. 
3°. Выполнение предельного соотношения (1.2.3) (свойство y-притяжения) означает, что для 
каждого t0 ≥ 0  и любого сколь угодно малого числа  > 0 найдется число T(t0, x0, ) > 0 такое, что 
неравенство ||y(t; t0, x0)|| <   выполняется при всех  t ≥ t0 + T  и ||x0|| < Δ. 
4°. Геометрическая интерпретация понятия устойчивости по части переменных сводится 
к следующему. В случае y-St внутри любого -цилиндра ||y|| =  найдется -сфера ||x0|| =   та-
кая, что любое решение x(t; t0, x0) системы (1.2.1), начавшееся при t = t0 внутри -сферы, будет 
в дальнейшем при всех t  t0 оставаться внутри -цилиндра.  
Определение 1.2.1 (продолжение).  Невозмущенное движение x = 0 сис-
темы дифференциальных уравнений (1.2.1) называется: 
4) равномерно y-устойчивым (uniformly y-stable (y-USt)) [Halanay, 1963; Cor-
duneanu, 1964], если в определении y-устойчивости число   не зависит от t0;  
5) эквиасимптотически y-устойчивым (equiasymptotically y-stable) или асим- 
Рис.1.2.1. Геометрическая 
интерпретация определения 1.2.1 
x(t) = x(t; t0, x0) 
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птотически y-устойчивым равномерно по x0 (y-UASt(x0)) [Peiffer, 1968; Peiffer, 
Rouche, 1969; Румянцев, Озиранер, 1987; Игнатьев, 1999], если для каждого t0  0 
существует число (t0) > 0 такое, что предельное соотношение (1.2.3) выполняет-
ся равномерно по x0 из области t0  0, ||x0|| < : для  любого сколь угодно малого 
числа  > 0 найдется не зависящее от x0 число T(t0, ) > 0 такое, что неравенство 
||y(t; t0, x0)|| <   выполняется при t ≥ t0 + T и ||x0|| < Δ (это гарантирует также и у-
устойчивость невозмущенного движения х = 0 системы (1.2.1)); 
6) равномерно асимптотически y-устойчивым (y-UASt) [Halanay, 1963; 
Corduneanu, 1964], если оно: 
– равномерно y-устойчиво; 
– существует не зависящее от t0 число > 0 такое, что предельное соотно-
шение (1.2.3) выполняется равномерно по t0, x0 из области t0  0, ||x0|| <  (для  
любого сколь угодно малого числа  > 0 найдется не зависящее от t0 и x0 число 
T() > 0 такое, что ||y(t; t0, x0)|| <   при t ≥ t0 + T и ||x0|| < Δ); 
7) асимптотически y-устойчивым в целом (globally asymptotically y-stable) 
[Peiffer, Rouche, 1969], если оно y-устойчиво и предельное соотношение (1.2.3) 
выполняется при произвольных t0  0, x0 (в этом случае предполагается, что 
условия 1 и 2 для системы (1.2.1) выполнены в области t  0, ||x|| < ); 
      8) равномерно асимптотически у-устойчивым в целом (globally uniformly 
asymptotically y-stable (y-GUASt)) [Румянцев, Озиранер, 1987; Савченко, Игнать-
ев, 1987], если оно: 
      – равномерно у-устойчиво,  
      – произвольное решение x(t; t0, x0) системы (1.2.1) равномерно по t0, x0  из об-
ласти  t0  ≥ 0, x0  Kx (Kx = {x0: ||x0||  r} – произвольный компакт фазового х-про-
странства) является y-ограниченным и удовлетворяет предельному соотношению 
(1.2.3) (для  любого заданного числа  r > 0 и любого сколь угодно малого числа  
> 0 найдутся не зависящие от t0 и x0 числа r1(r) > 0 и T(, r) > 0 такие, что ||y(t; t0, 
x0)|| ≤ r1 при всех t ≥ t0 и ||y(t; t0, x0)|| <   при  t ≥ t0 + T и ||x0|| ≤ r); 
9) экспоненциально асимптотически y-устойчивым (y-EхASt) [Corduneanu, 
1971, Румянцев, Озиранер, 1987], если существуют положительные постоянные 
, M и  такие, что для решений системы (1.2.1) с начальными значениями из 
области t0  0, ||x0|| <  при всех t ≥ t0 имеет место оценка  
||y(t; t0, x0)|| ≤ M ||x0||
)( otte  ; (1.2.4) 
10) экспоненциально асимптотически у-устойчивым в целом  [Corduneanu, 
1971], если существуют положительные постоянные М и   такие, что соотно-
шение (1.2.4) выполняется при всех t ≥ t0 и произвольных значениях t0  0 и x0. 
З а м е чан ия . 1°. Для автономной системы дифференциальных уравнений (1.2.1) (пра-
вая часть которой явно не зависит от времени t) y-устойчивость является равномерной. Од-
нако для автономных систем дифференциальных уравнений не выполняется, вообще говоря, 
аналог известного соотношения [Massera, 1949] y-ASt  y-UASt. Это приводит к необходи-
мости отдельного доказательства желательного для приложений свойства равномерности 
асимптотической y-устойчивости даже в случае автономных систем. 
2°. Асимптотическая y-устойчивость линейных неавтономных систем является эквиасимп-
тотической (равномерной по x0), но не обязательно равномерной асимптотической (по t0, x0).  
3°. Без предположения о равномерной у-ограниченности решений в части 8 определения 
1.2.1 имеем, вообще говоря [Teel, Zaccarian, 2006], другое понятие частичной устойчивости.  
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4°. Развитием задачи устойчивости по части переменных является задача устойчивости 
невозмущенного движения х = 0 системы (1.2.1) по отношению к некоторым заданным 
функциям фазовых переменных (“по выходу”) [Fradkov и др., 1999; Мирошник и др., 2000]. 
4. Взаимоотношения между понятиями устойчивости и притяжения по 
части переменных. Примеры Н.Н. Красовского [1953] и Р.Э. Винограда [1957] 
(см. также [Hahn, 1967; Sastry, 1999]) показали, что при изучении асимптотиче-
ской устойчивости по отношению ко всем переменным притяжение не означа-
ет, вообще говоря, устойчивость ужé в случае автономных систем. 
Аналогично, и в случае асимптотической устойчивости по части перемен-
ных y-притяжение не означает [Peiffer, Rouche, 1969], вообще говоря, y-устой-
чивость. Однако, это касается только неравномерной асимптотической y-устой-
чивости, поскольку, как и в классическом случае, при достаточно общих пред-
положениях справедливы утверждения [Румянцев, Озиранер, 1987]: 
1) y-притяжение, равномерное по x0, гарантирует y-устойчивость невозму-
щенного движения х = 0 системы (1.2.1), т.е. y-UAt(x0)  y-St; 
2) y-притяжение, равномерное по t0, x0, гарантирует равномерную y-устой-
чивость невозмущенного движения х = 0 системы (1.2.1), т.е. y-UAt  y-USt. 
З а м е ч а н и я . 1°. Утверждение y-UAt(x0)  y-St (см. часть 5 определения 1.2.1) имеет 
место при стандартных предположениях относительно правой части системы (1.2.1), сде-
ланных выше в разделе 1.2.1. В самом деле, в случае равномерного (по x0) y-притяжения для 
каждого t0 ≥ 0  и любого сколь угодно малого числа  > 0 существуют Δ(t0) > 0 и T(t0,) > 0 та-
кие, что из ||x0|| < Δ  следует ||y(t; t0, x0)|| <   для всех t ≥ t0 + T. В силу непрерывной зависи-
мости решений системы (1.2.1) от начальных данных, по t0,   и Т можно подобрать такое 
Δ1(t0, , T(t0,)) = Δ1(t0,) > 0, что при ||x0|| < Δ1 неравенство ||y(t; t0, x0)|| <   выполняется в 
промежутке t  [t0, t0+T]. Полагая Δ2 = min(Δ, Δ1), заключаем, что неравенство ||y(t; t0, x0)|| < 
   имеет место при всех t ≥ t0, если только ||x0|| < Δ2, что и требовалось доказать. Указанным 
обстоятельством объясняется специфика части 5 определения 1.2.1. 
2°. В отличие от определения эквиасимптотической у-устойчивости (часть 5), определе-
ние равномерной асимптотической у-устойчивости (часть 6 определения 1.2.1) не сводится к 
определению равномерного (по t0, x0) у-притяжения. Это объясняется тем, что обоснование 
утверждения y-UAt  y-USt, в отличие от обоснования утверждения y-UAt(x0)  y-St, тре-
бует дополнительного предположения относительно правой части системы (1.2.1) [Румянцев, 
Озиранер, 1987]. Аналогично, при соответствующем дополнительном условии эквиасимпто-
тическая у-устойчивость невозмущенного движения х = 0 автономной системы (1.2.1) явля-
ется равномерной (по t0, x0) асимптотической у-устойчивостью. 
5. Задача устойчивости по части переменных и устойчивость множеств 
(траекторий). Требование устойчивости по Ляпунову (по отношению ко всем 
переменным) невозмущенного движения означает, в том числе, близость не-
возмущенной и возмущенных траекторий, соответствующих невозмущенному 
и возмущенным движениям. Обратное не всегда верно. Действительно, ввиду 
того, что скорости движения изображающей точки вдоль каждой траектории 
могут быть различны, близость траекторий может иметь место и при отсутствии 
устойчивости невозмущенного движения по Ляпунову.  
Поэтому наряду с устойчивостью по Ляпунову изучается более слабая орби-
тальная устойчивость невозмущенного движения или, в более общей форме, 
устойчивость инвариантных множеств [Зубов, 1957]. 
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Рис. 1.2.2. Устойчивость по y1 = 1
(1) − 1
(2) 
при отсутствии близости невозмущенной (1) 
и возмущенных (2) траекторий 
В то же время устойчивость по отношению 
к части переменных не означает, вообще го-
воря, близости траекторий, соответствую-
щих невозмущенному и возмущенным движе-
ниям (рис. 1.2.2). Вот почему [Peiffer, Rouche, 
1969] задача устойчивости по части перемен-
ных не сводится, вообще говоря, к задачам 
какого-либо рода устойчивости множеств 
(траекторий) динамических систем.  
 В фазовом пространстве траектории динамиче-
ских систем могут быть как ограниченными (например, замкнутые траектории, соответ-
ствующие периодическим решениям  или рекуррентные траектории, соответствующие хао-
тическим процессам), так и неограниченными. Поэтому задачи орбитальной устойчивости 
траекторий могут относиться к задачам устойчивости как компактных, так и некомпактных 
(замкнутых, но неограниченных) множеств [Lin и др., 1996; Teel, Praly, 2000].  
В попытке связать концепцию устойчивости по отношению к части переменных с устой-
чивостью множеств P. Fergola и V. Moauro [1972], P. Habets и K. Peiffer [1973] рассмотрели 
устойчивость множества по отношению к другому множеству; несколько ранее данный 
вопрос также изучал A.N. Michel [1969]. 
 В связи с обсуждаемыми задачами устойчивости укажем также на задачу инкремента-
льной устойчивости (incremental stability), восходящую к работам Б.П. Демидовича [1961, 
1962] и T. Yoshizawa [1966, 1975]. В данном случае рассматривается устойчивость траекто-
рий по отношению друг к другу, а не по отношению к некоторому конкретному множеству 
(невозмущенной траектории или положению равновесия) [Angeli, 2002; Pavlov и др., 2005]. 
6. Мотивы назначения допустимых границ изменения “неконтролируе-
мых” переменных. В задаче y-устойчивости невозмущенного движения x = 0 
системы (1.2.1), как уже отмечалось, поведение z-переменных (при соблюдении 
общих условий) не требует контроля. В то же время, во взаимосвязанной систе-
ме (1.2.1) они оказывают существенное влияние на “основные” y-переменные. 
 Выделим ряд факторов [Воротников, 1995а, 1995b, 1998], определяющих до-
пущения на “неконтролируемые” z-переменные. 
1. Расчет на “наихудший” (при соблюдении общих условий) случай измене-
ния “неконтролируемых” переменных. Приводит к допущению ||z|| <  и, в ито-
ге, к изучению y-устойчивости невозмущенного движения x = 0 системы (1.2.1) 
в области (1.2.2). Подобный расчет может оказаться излишне осторожным. 
Действительно, не используются имеющие место (или допустимые) неравен-
ства |zj|  h для некоторых z-компонент или соотношения типа |f i(t, x)|  h. Такие 
соотношения могут существенно облегчить исследование y-устойчивости.  
В известной мере расчет на “наихудший”случай изменения z-переменных 
можно сравнить с концепцией теории игр [Красовский, Субботин, 1974, 1987]. 
2. Расчет на конкретизацию требований к “неконтролируемым” перемен-
ным. Это альтернатива расчету на “наихудший” случай их изменения. Смысл 
подобного расчета может быть различен. 
– Рационализация постановки задач устойчивости по отношению к части 
переменных. Предполагает “навязывание” системе некоторых общих (в том чис-
ле – интегральных) оценок для “неконтролируемых” переменных.  
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Это существенно упрощает решение. В качестве примера укажем на иссле-
дования [Румянцев, 1959а, 1959b, 1965, 1973; Моисеев, Румянцев, 1965] по устой-
чивости движения твердых и упругих тел, имеющих полости с жидкостью. 
– Собственно возможность облегчения решения задач устойчивости по 
отношению к части переменных. Речь идет об использовании дополнительных 
соотношений, связывающих компоненты фазового вектора системы (1.2.1).  
Выполнимость подобных соотношений должна подтверждаться (тем или 
иным способом) в процессе решения. На этот подход опираются, например, ме-
тоды решения задачи устойчивости по части переменных посредством построе-
ния вспомогательных систем, а также посредством сужения допустимой облас-
ти изменения “неконтролируемых” переменных [Воротников, 1991а, 1998, 1999с]. 
– Расчет на знание оценок (сколь угодно грубых) для “неконтролируемых” 
переменных. В результате задачу устойчивости по части переменных для систе-
мы (1.2.1) можно свести к задаче устойчивости по отношению ко всем перемен-
ным для вспомогательной системы обыкновенных дифференциальных уравне-
ний той же размерности [Зубов, 1959]. 
1.2.2. Задачи устойчивости и устойчивости по части переменных 
“частичных” положений равновесия 
Рассмотрим два других основных класса задач частичной устойчивости: 1) 
устойчивости “частичных” положений равновесия; 2) устойчивости по отноше-
нию к части переменных “частичных” положений равновесия. 
1. Понятия устойчивости “частичных” положений равновесия. Пусть 
система дифференциальных уравнений (1.2.1) допускает “частичное” положе-
ние равновесия (“равновесное движение”) y = 0, “безразличное” по отношению 
к z-переменным. При выполнении условий единственности решений данное по-
ложение равновесия является инвариантным множеством 
}:{ 0yx M  (1.2.5) 
рассматриваемой системы (1.2.1). 
Для задач устойчивости “частичных” положений равновесия система (1.2.1) рассматри-
вается, как правило, “сама по себе” и не является результатом перехода к системе диффе-
ренциальных уравнений возмущенного движения для некоторой другой исходной системы.  
Поэтому в данном случае система (1.2.1) может и не иметь нулевого положения равно-
весия х = 0, хотя нередки случаи, когда система (1.2.1) имеет и положение равновесия х = 0 и 
(одновременно) “частичное” положение равновесия у = 0. 
Определение  1.2.2 [Peiffer, Rouche, 1969; Хапаев, 1986; Румянцев, Озира-
нер, 1987]. “Частичное” положение равновесия у = 0 системы дифференциаль-
ных уравнений (1.2.1) (инвариантное множество (1.2.5)) называется: 
1) устойчивым, если для для каждого t0  0 и любого произвольного числа   
> 0, как бы мало оно не было, найдется число δ(ε, t0) > 0 такое, что для всех ре-
шений x(t; t0, x0) системы (1.2.1) с ||y0|| < δ следует неравенство ||y(t; t0, x0)|| <  
при всех t  t0 и произвольном значении z0 (часто используется  эквивалентная 
запись ||z0|| < ∞); 
2) притягивающим, если для каждого t0 ≥ 0 найдется Δ(t0) > 0 такое, что для 
всех решений  x(t; t0, x0) системы (1.2.1) с ||y0|| < Δ равномерно по z0 из области t0  
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0, ||y0|| < Δ, ||z0|| < ∞ имеет место предельное соотношение (1.2.3) (для каждого t0 ≥ 0  
и любого сколь угодно малого числа  > 0 найдется число T(t0, y0, ) > 0 такое, что 
||y(t; t0, x0)|| <   при всех t ≥ t0 + T, ||y0|| < Δ  и произвольном значении z0); 
3) асимптотически устойчивым, если оно устойчиво и, кроме того, являет-
ся притягивающим.  
З а м е ч а н и я . 1°. Геометрически устойчивость 
мно-жества (1.2.5) означает, что внутри любого -
цилиндра ||y|| =   найдется -цилиндр ||y0|| =  такой, 
что любое решение x(t; t0, x0) системы (1.2.1), начавшее-
ся при t = t0 внутри -цилиндра, будет в дальнейшем 
при всех t  t0 оставаться внутри -цилиндра.  
В случае асимптотической устойчивости, кроме то-
го, решение x(t) будет с течением времени стремиться к 
оси -цилиндра (рис. 1.2.3). 
2°. Притяжение множества (1.2.5) не означает, во-
обще говоря, его устойчивость. 
3°. В части 2 определения 1.2.2 притяжение можно 
определить несколько иначе, полагая, что Δ = Δ(t0, z0) и 
Т = T(t0, х0, ). Однако применительно к задачам устойчивости “частичного” положения рав-
новесия y = 0, “безразличного” к z-переменным, в данном случае получаем более слабое 
свойство квазипритяжения: для каждого t0 ≥ 0 и произвольного z0 найдется Δ = Δ(t0, z0) > 0 
такое, что для всех решений x(t; t0, x0) системы (1.2.1) с ||y0|| < Δ имеет место предельное со-
отношение (1.2.3) (для каждого t0 ≥ 0  и любого сколь угодно малого числа  > 0 найдется число 
T(t0, x0, ) > 0 такое, что ||y(t; t0, x0)|| <  при всех t ≥ t0 + T, ||y0|| < Δ, ||z0|| < ∞). 
 
Определение 1.2.2 (продолжение)  [Peiffer, Rouche, 1969; Хапаев, 1986; 
Румянцев, Озиранер, 1987; Воротников, 2005]. “Частичное” положение равнове-
сия у = 0 системы дифференциальных уравнений (1.2.1) (инвариантное множе-
ство (1.2.5)) называется: 
4) равномерно устойчивым, если   не зависит от t0; 
5) эквиасимптотически устойчивым, если для каждого t0 ≥ 0 найдется  Δ(t0) 
> 0 такое, что предельное соотношение (1.2.3) выполняется равномерно по x0 из 
области t0 ≥ 0, ||y0|| < Δ, ||z0|| < ∞ (это гарантирует также устойчивость инвариант-
ного множества (1.2.5)); 
6) равномерно асимптотически устойчивым, если оно равномерно устойчи-
во и существует не зависящее от t0 число Δ > 0 такое, что предельное соотноше-
ние (1.2.3) выполняется равномерно по t0, x0 из области t0  ≥ 0, ||y0|| < Δ, ||z0|| < ∞; 
      7) равномерно асимптотически устойчивым в целом , если оно равномерно 
устойчиво,  а произвольное решение x(t; t0, x0) системы (1.2.1) равномерно по t0, 
x0  из области  t0 ≥ 0, y0  Ky, ||z0|| < ∞ (Ky = {y0 : ||y0||  r} – произвольный ком-
пакт фазового у-пространства) является у-ограниченным и удовлетворяет пре-
дельному соотношению (1.2.3); 
 8) экспоненциально асимптотически устойчивым, если существуют поло-
жительные постоянные , M и  такие, что для решений системы дифференци-
альных уравнений (1.2.1) с начальными значениями из области t0  0, ||y0|| < Δ, 
||z0|| < ∞ при всех t ≥ t0 имеет место оценка 
||y(t; t0, x0)|| ≤ M ||y0||
)( otte  ; (1.2.6) 
Рис.1.2.3. Геометрическая интерпретация 
определения 1.2.2 
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9) экспоненциально асимптотически устойчивым в целом, если соотноше-
ние (1.2.6) выполняется при всех t ≥ t0 и произвольных значениях t0  0 и x0. 
З а м е чан ия . 1. Для автономной системы (1.2.1) устойчивость множества (1.2.5) явля-
ется равномерной. Однако, как и в случае асимптотической у-устойчивости невозмущенного 
движения х = 0, из асимптотической устойчивости множества (1.2.5) автономной системы 
(1.2.1) не следует, вообще говоря, его равномерная асимптотическая устойчивость. 
2. Равномерность локальной сходимости решений системы дифференциальных урав-
нений (1.2.1) к множеству у = 0 (части 5, 6 определения 1.2.2) можно определять и несколько 
иначе, полагая, что предельное соотношение (1.2.3) выполняется равномерно по x0 (часть 5) 
или равномерно по t0, x0 (часть 6)  из области t0 ≥ 0, ||y0|| < Δ, z0  Kz,  где Kz = {z0: ||z0||  r} – 
произвольный компакт z-пространства. (Такая трактовка равномерной сходимости, по сути, 
нашла отражение в случае равномерной асимптотической квазиустойчивости “частичного” 
положения равновесия y = 0; см. часть 4 определения 1.2.5.)  
Аналогично равномерность глобальной сходимости к множеству у = 0 (часть 7 определе-
ния 1.2.2) можно трактовать как сходимость, равномерную по t0, x0 из области  t0 ≥ 0, x0  Kx.  
Однако равномерность асимптотической устойчивости в смысле определения 1.2.2 в 
бóльшей мере отражает независимость соответствующих понятий устойчивости “частичного” 
положения равновесия у = 0 от начальных значений фазового х-вектора в z-пространстве. 
3. Выполнение собственно предельных соотношений (1.2.3), (1.2.4) и (1.2.6) для у-ком-
понент решения x(t; t0, x0) системы дифференциальных уравнений не связано, вообще гово-
ря, с наличием у этой системы ни положения равновесия х = 0, ни “частичного” положения 
равновесия у = 0 [Воротников, 1991а, 1998, 2004]; см. раздел 3.5.1.  
4. Развитием задачи устойчивости “частичного” положения равновесия системы (1.2.1) 
является задача устойчивости по отношению к тем функциям координат фазового вектора, 
по которым система (1.2.1) допускает положение равновесия [Fradkov и др., 1999; Мирош-
ник и др., 2000]. Данная задача примыкает к задачам устойчивости инвариантных множеств. 
2. Понятия устойчивости по части переменных “частичных” положений 
равновесия. Пусть y = (y1T, y2T)T и предположим, что система дифференциаль-
ных уравнений (1.2.1) допускает “частичное” положение равновесия у = 0.  
Допустим, что правая часть системы (1.2.1) в области 
t  0,  ||y1||  h, ||y2||+ ||z|| < , (1.2.7) 
непрерывна, а также удовлетворяет требованиям единственности и (y2, z)-про-
должимости решений. 
Определение 1.2.3 [Воротников, 2003]. “Частичное” положение равнове-
сия у = 0 системы диффеернциальных уравнений (1.2.1) (инвариантное множе-
ство (1.2.5)) называется: 
1) у1-устойчивым, если для каждого t0  0 и любого произвольного числа   > 
0, как бы мало оно не было, найдется число δ(ε, t0) > 0 такое, что для всех реше-
ний x(t; t0, x0) системы (1.2.1) с ||y0|| < δ следует неравенство ||y1(t; t0, x0)|| <  при 
всех t  t0 и ||z0|| < ∞; 
2) у1-притягивающим, если для каждого t0 ≥ 0 найдется Δ(t0) > 0  такое, что 
для каждого решения x(t; t0, x0) системы (1.2.1) с ||y0|| < Δ равномерно по z0 из 
области t0  0, ||y0|| < Δ, ||z0|| < ∞ имеет место предельное соотношение 
lim ||y1(t; t0, x0)|| = 0,  t → ; (1.2.8) 
3) асимптотически у1-устойчивым, если оно у1-устойчиво и, кроме того, яв-
ляется у1-притягивающим. 
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З а м е ча н и я . 1. В случае dim (y1) = dim (y2) 
= dim (z1)  = 1 устойчивость по отношению к y1 ин-
вариантного множества y = (y1, y2)T= 0 системы 
(1.2.1) геометрически означает, что между двух -
плоскостей y1=± найдется -цилиндр ||y0|| =   та-
кой, что любое решение x(t; t0, x0) этой системы, 
начавшееся при t = t0 внутри -цилиндра, будет в 
дальнейшем при всех t  t0 оставаться между двух 
указанных -плоскостей (рис. 1.2.4). 
Асимптотическая устойчивость по отноше-
нию к  y1 будет означать, кроме того, что реше-
ние x(t) с течением времени стремится к плоско-
сти y1 = 0 (рис. 1.2.4). 
2. Равномерность по z0 при выполнении пре-
дельного соотношения (1.2.8), как и соответствующее требование части 2 определения 1.2.2, 
не является обязательной.   
1.2.3. Унификация задач частичной устойчивости 
Как уже отмечено, задачи устойчивости по части переменных не сводятся, 
вообще говоря, к какого либо рода задачам устойчивости множеств, в то время 
как задачи устойчивости “частичных” положений равновесия являются задача-
ми устойчивости некомпактных (замкнутых, но неограниченных) множеств.  
Тем не менее, при определенной взаимной модификации понятий устойчи-
вости указанные задачи можно существенно сблизить, а условия их разрешимо-
сти сделать одинаковыми.  
С другой стороны, изучение задач частичной устойчивости неавтономных 
систем дифференциальных уравнений  можно свести к изучению задач частичной 
устойчивости автономных систем дифференциальных уравнений.  
1. Модификация понятий устойчивости по части переменных. Понятия 
у-устойчивости невозмущенного движения х = 0 системы (1.2.1) в смысле опре-
деления 1.2.1 получили дальнейшее развитие. 
Определение 1.2.4 [Rouche, Peiffer, 1967; Fergola, Moauro, 1970; Румян-
цев, Озиранер, 1987; Воротников, 1988a, 1991a, 1998, 2002a]. Невозмущенное 
движение х = 0 системы дифференциальных уравнений (1.2.1) называется:  
1) у-устойчивым в целом по z0 (у-stablе to the whole of z0), если для каждого 
t0  0 и любого произвольного числа   > 0, как бы мало оно не было, найдется 
число δ(ε, t0) > 0 такое, что для всех решений x(t; t0, x0) системы (1.2.1) с ||y0|| < δ 
следует неравенство ||y(t; t0, x0)|| <  при всех t  t0 и ||z0|| < ∞; 
2) у-устойчивым в целом по z0 равномерно по t0, если δ = δ(ε); 
3) у-устойчивым при большом z0 (у-stablе for large z0), если для каждого t0  
0 и любого произвольного числа   > 0, как бы мало оно не было, а также любо-
го заданного числа L > 0 найдется δ(ε, t0, L) > 0 такое, что из ||y0|| < δ, ||z0|| ≤ L 
следует ||y(t; t0, x0)|| < ε при всех t ≥ t0; 
4) у-устойчивым при большом z0 равномерно по t0, если δ = δ(ε, L); 
5) равномерно асимптотически у-устойчивым в целом по z0, если оно у-ус-
тойчиво в целом по z0 равномерно по t0 и найдется  > 0 такое, что предельное 
соотношение (1.2.3) выполняется для каждого решения x(t; t0, x0) системы (1.2.1) 
с ||y0|| < Δ равномерно по t0, x0 из области t0 ≥ 0, ||y0|| < Δ, ||z0|| < ∞; 
Рис.1.2.4. Геометрическая  
интерпретация определения 1.2.3 
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      6) равномерно асимптотически у-устойчивым при большом z0, если оно у-
устойчиво при большом z0 равномерно по t0 и найдется Δ(L) > 0 такое, что пре-
дельное соотношение (1.2.3) выполняется равномерно по t0, x0 из области t0 ≥ 0, 
||y0|| < Δ, ||z0|| ≤ L; 
      7) асимптотически у-устойчивым в целом равномерно по t0, x0 из области t0 
≥ 0, y0  Ky, ||z0|| < ∞ (globally uniformly asymptotically у-stablе to the whole of z0), 
если оно у-устойчиво в целом по z0 равномерно по t0, а произвольное решение 
x(t; t0, x0) системы (1.2.1) равномерно по t0, x0  из области  t0 ≥ 0, y0  Ky, ||z0|| < ∞  
является у-ограниченным и удовлетворяет предельному соотношению (1.2.3).  
З а м е ч а н и я . 1. В ряде работ [Michel, Sun, 2002; Sun, Michel, 2002] у-устойчивость в 
целом по z0 называется у-устойчивостью при произвольных начальных z-возмущениях (y-
stability under arbitrary initial z-perturbations).  
2. Несмотря на предположение о произвольных (или больших) начальных z-возмуще-
ниях в частях 1-6 определения 1.2.4, указанные понятия y-устойчивости невозмущенного 
движения х = 0 системы (1.2.1) являются локальными понятиями устойчивости: понятиями y-
устойчивости “в малом” по отношению к начальным y-возмущениям. 
3. Разбивая фазовый вектор z на две компоненты z1 и z2, можно рассматривать у-ус-
тойчивость при большом z10(z20) в целом по z20(z10) невозмущенного движения х = 0 системы 
дифференциальных уравнений (1.2.1) [Воротников, Мартышенко, 2010]: для каждого t0  0 и 
любого произвольного числа  > 0, как бы мало оно не было, а также любого заданного чис-
ла L > 0 найдется δ(ε, t0, L) > 0 такое, что из ||y0|| < δ, ||z10|| ≤ L, ||z20|| < ∞ (||z10|| < ∞, ||z20|| ≤ L) 
следует ||y(t; t0, x0)|| < ε при всех t ≥ t0. 
2. Модификация понятий устойчивости “частичных” положений рав-
новесия. Встречным шагом на пути сближения и унификации понятий является 
уточнение понятия устойчивости “частичных” положений равновесия. 
Определение 1.2.5 [Воротников, 2002a, 2002b]. “Частичное” положение 
равновесия у = 0 системы дифференциальных уравнений (1.2.1) (инвариантное 
множество (1.2.5)) называется: 
1) квазиустойчивым (quasistable) или устойчивым при большом z0, если для 
каждого t0  0 и любого произвольного числа   > 0, как бы мало оно не было, а 
также любого заданного числа L > 0 найдется δ(ε, t0, L) > 0 такое, что из ||y0|| < δ, 
||z0|| ≤ L следует неравенство ||y(t; t0, x0)|| < ε при всех t ≥ t0; 
2) равномерно квазиустойчивым, если δ = δ(ε, L) (не зависит от t0); 
3) асимптотически квазиустойчивым, если оно квазиустойчиво и, кроме то-
го, найдется Δ(t0, L) > 0 такое, что для каждого решения x(t; t0, x0) системы 
(1.2.1) с  t0  0, ||y0|| < Δ, ||z0|| ≤ L  выполняется предельное соотношение (1.2.3); 
4) равномерно асимптотически квазиустойчивым, если оно равномерно ква-
зиустойчиво и найдется Δ(L) > 0 такое, что предельное соотношение (1.2.3) вы-
полняется равномерно по t0, х0 из области t0  0, ||y0|| < Δ, ||z0|| ≤ L. 
Зам ечания.  1. Квазиустойчивость “частичного” положения равновесия у = 0 (как и у-
устойчивость при большом z0) системы дифференциальных уравнений (1.2.1) можно тракто-
вать [Chellaboina, Haddad, 2002; Зубов, 2003] как устойчивость неравномерную по z0 из обла-
сти ||z0|| < ∞: для каждого t0  0 и любого произвольного числа  > 0, как бы мало оно не бы-
ло, а также произвольного значения z0 найдется δ(ε, t0, z0) > 0 такое, что из ||y0|| <   следует 
неравенство ||y(t; t0, x0)|| <   при всех значениях t ≥ t0.  
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Аналогично квазипритяжение можно трактовать как притяжение неравномерное по z0. 
2. Изучение условий устойчивости “частичного” положения равновесия у = 0 системы 
(1.2.1) в смысле определения 1.2.2 неизбежно приводит к достаточно жестким требованиям к 
функциям Ляпунова. В этом плане переход к соответствующим понятиям квазиустойчиво-
сти (определение 1.2.5) позволяет существенно ослабить эти требования; см. раздел 2.1.2. 
Проведенная модификация понятий частичной устойчивости по-разному кос-
нулась понятий у-устойчивости невозмущенного движения х = 0 и устойчиво-
сти “частичного” положения равновесия у = 0 системы (1.2.1).  
А именно, определение 1.2.4 дает более общие понятия у-устойчивости, чем в 
определении 1.2.1. При этом формально-математические трактовки понятий y-
устойчивости в целом по z0 невозмущенного движения х = 0 и устойчивости 
“частичного” положения равновесия у = 0 системы (1.2.1) совпадают.  
В то же время более слабые (в сравнении с понятиями устойчивости в опре-
делении 1.2.2) понятия квазиустойчивости в определении 1.2.5 могут оказаться 
приемлемым компромиссом между содержательным смыслом понятия устой-
чивости и соответствующими требованиями к функциям Ляпунова.  
Разъясним введенные понятия частичной устойчивости на примерах. 
1) Пусть система (1.2.1) состоит из дифференциальных уравнений  
0,)1( 1
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Решение системы (1.2.9) имеет вид 
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Положение равновесия y1 = z1 = 0 системы (1.2.9) равномерно устойчиво по Ляпунову, а 
также устойчиво по y1 в целом по z10 равномерно по t0 (часть 2 определения 1.2.4). Это по-
ложение равновесия также равномерно асимптотически устойчиво по y1 в смысле части 6 
определения 1.2.1 (в том числе глобально в смысле части 8 определения 1.2.1). Однако по-
ложение равновесия y1 = z1 = 0  не является асимптотически устойчивым по y1 в целом по z10.  
Аналогично “частичное” положение равновесия y1 = 0 системы (1.2.9) равномерно 
устойчиво, но не является асимптотически устойчивым в смысле части 3 определения 1.2.2. 
В то же время положение равновесия y1 = z1 = 0 системы (1.2.9) является равномерно асим-
птотически устойчивым по y1 при большом z10 в смысле части 6 определения 1.2.4, а “частич-
ное” положение равновесия y1 = 0 равномерно асимптотически квазиустойчиво в смысле ча-
сти 4 определения 1.2.5.  
2) Пусть система (1.2.1) состоит из дифференциальных уравнений  
0),sin1( 11
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Решение системы (1.2.10) имеет вид 
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Положение равновесия y1 = z1 = 0 системы (1.2.10) равномерно устойчиво по Ляпунову, а 
также устойчиво по y1 в целом по z10 равномерно по t0. Кроме того, имеет место равномерная 
асимптотическая устойчивость по y1 в целом  в смысле части 7 определения 1.2.4.  
Аналогично “частичное” положение равновесия y1 = 0 не только равномерно устойчиво, 
но и равномерно асимптотически устойчиво в целом  (часть 7 определения 1.2.2). 
3. Сведение задач частичной устойчивости неавтономных систем к за-
дачам частичной устойчивости автономных систем. Разобъем каждый из фа-
зовых векторов y и z  на два субвектора;  y = (y1T, y2T)T, z = (z1T, z2T)T. 
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Определение 1.2.6 [Воротников, Мартышенко, 2010]. “Частичное” поло-
жение равновесия у = 0 системы дифференциальных уравнений (1.2.1) (инвари-
антное множество (1.2.5)) при большом z10 в целом по z20 называется: 
1) у1- устойчивым, если для каждого t0  0 и любого произвольного числа   
> 0, как бы мало оно не было, а также любого заданного числа L > 0 найдется 
δ(ε, t0, L) > 0 такое, что из ||y0|| < δ, ||z10|| ≤ L, ||z20|| < ∞ следует неравенство ||у1(t; 
t0, x0)|| < ε при всех t ≥ t0; 
2) у1- устойчивым равномерно по t0, если δ = δ(ε, L) (не зависит от t0). 
К изучению задач частичной устойчивости в смысле определения 1.2.6 авто-
номной системы (1.2.1) можно свести изучение ранее выделенных классов задач 
частичной устойчивости для неавтономной системы (1.2.1).  
Вводя обозначения w1 = t,  = t − t0, неавтономную систему (1.2.1) представим в виде ав-
тономной системы дифференциальных уравнений 
( )x = X(x(), w1()),  1( )w   = 1,                                                                                  (1.2.11) 
где производные от функций x, w1 берутся по .  
Система (1.2.11) допускает “частичное” положение равновесия х = 0, а также y = 0 (если 
система (1.2.1) допускает это положение равновесия).  
В результате как задача устойчивости по части переменных нулевого положения равно-
весия, так и задача устойчивости “частичных” положений равновесия неавтономной систе-
мы (1.2.1), сводятся к задачам устойчивости по части переменных “частичных” положений 
равновесия автономной системы (1.2.11).  
Особенность такого сведения в том, что в случае равномерной (или неравномерной) по 
t0 частичной устойчивости исходной неавтономной системы (1.2.1) постановки обеих задач 
частичной устойчивости для автономной системы (1.2.11) должны отвечать требованию “в 
целом по w10” (или “при большом w10”).  
Поскольку при этом постановки указанных задач частичной устойчивости для неавто-
номной системы (1.2.1) допускают также как требование “в целом по z0”, так и требование 
”при большом z0”, то в результате приходим к постановке задач частичной устойчивости в 
смысле определения 1.2.6 для автономной системы (1.2.11).  
Рассмотрим, например, задачи частичной устойчивости неавтономной системы (1.2.1): 
–  у-устойчивости в целом по z0  неравномерной по  t0 невозмущенного движения х = 0; 
–  равномерной квазиустойчивости “частичного” положения равновесия y = 0.  
        Данные задачи сводятся соответственно к задачам  у-устойчивости при большом  w10 в 
целом по z0 “частичного” положения равновесия х = 0 и устойчивости при большом  z0 в це-
лом по w10 “частичного” положения равновесия y = 0 автономной системы (1.2.11). 
Аналогичное сведение имеет место и для задачи y1-устойчивости “частичного” положе-
ния равновесия у = 0 неавтономной системы (1.2.1). 
Для случая задач частичной асимптотической устойчивости такие же аналогии можно 
провести, вводя соответствующие понятия асимптотической устойчивости при большом z10 
в целом по z20  “частичного” положения равновесия у = 0 неавтономной системы (1.2.1). 
1.2.4. Более общие концепции частичной устойчивости  
Математическая содержательность и тесная связь постановки задач частич-
ной устойчивости с практическими приложениями привели к тому, что возник-
ли связанные с ней новые общие концепции частичной устойчивости: 
1) устойчивость по двум мерам (stability in two measures) [Мовчан, 1960; Си-
разетдинов, 1987; Lakshmikantham, Liu, 1993]; 
2) полиустойчивость (polystability) и полиустойчивость по части переменных 
(partial polystability) [Аминов, Сиразетдинов, 1987; Мартынюк, 1994]; 
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3) устойчивость “от входа к выходу” (input to output stability) [Sontag, Wang, 
1997, 1999; Ingalls, Wang, 2001]; 
4) частичная устойчивость движений общих динамических систем на мет-
рическом пространстве [Michel и др., 2002, 2003; Зубов, 2003; Зуев, 2003, 2006; 
Мартынюк, Денисенко, 2008],  включая динамические системы, которые не мо-
гут быть определены классическими (дифференциальными) уравнениями; 
5) частичная устойчивость систем дискретных событий [Michel и др., 2003]. 
1. Устойчивость по отношению к двум мерам. Пусть ρ0(x) и ρ(t, x)  – две 
непрерывные функции (меры), ρ0(0) = 0, ρ(t, 0) ≡ 0, характеризующие отклоне-
ния траекторий системы (1.2.1) от невозмущенного движения х = 0 соответ-
ственно в начальный t = t0 и произвольный последующий момент времени t > t0. 
Определение 1.2.7 [Lakshmikantham, Liu, 1993]. Невозмущенное движение 
х = 0 системы дифференциальных уравнений (1.2.1) называется:  
1) (ρ0, ρ)-устойчивым, если для каждого t0  0 и любого произвольного чис-
ла   > 0, как бы мало оно не было,  найдется δ(ε, t0) > 0  такое, что из ρ0(x0) < δ 
следует ρ(t, x(t; t0, x0)) < ε  при всех t > t0; 
2) асимптотически (ρ0, ρ)-устойчивым, если оно (ρ0, ρ)-устойчиво и, кроме 
того, для каждого t0 ≥ 0 существует число Δ(t0) > 0 такое, что решение x(t; t0, x0) с 
ρ0(x0) < Δ удовлетворяет предельному соотношению lim ρ(t, x(t; t0, x0))  = 0,  t → ∞. 
З а м е ч а н и я . 1. При ρ0 = ||х0|| и ρ = ||y|| определение 1.2.7 переходит в определение 
1.2.1 у-устойчивости (асимптотической у-устойчивости) невозмущенного движения х = 0 
системы дифференциальных уравнений (1.2.1).  
2. В литературе имеется ряд других определений устойчивости по  двум мерам, в том 
числе и для процессов, описываемых системой вида (1.2.1) с неограниченным разрывным 
оператором в банаховом пространстве [Lakshmikantham и др., 1989].  
2. Полиустойчивость. Наиболее часто встречается ситуация, когда асимп-
тотическая устойчивость по части переменных того или иного вида рассматри-
вается в сочетании с устойчивостью (неасимптотической) по всем переменным.  
Определение 1.2.8 [Малкин, 1938; Аминов, Сиразетдинов, 1987]. Невозму-
щенное движение х =  0 системы дифференциальных уравнений (1.2.1) называется:  
1) устойчивым по Ляпунову и (одновременно) асимптотически  у-устойчи-
вым, если для каждого t0  0 и любого произвольного числа   > 0, как бы мало 
оно не было, найдется δ(ε, t0) > 0 такое, что из ||x0|| < δ следует ||x(t; t0, x0)|| < ε  
при всех t ≥ t0 и, кроме того, найдется Δ(t0) > 0 такое, что для любого решения 
x(t; t0, x0) системы (1.2.1) с ||x0|| < Δ, имеет место предельное соотношение (1.2.3); 
2) равномерно устойчивым по Ляпунову и (одновременно) экспоненциально 
асимптотически у-устойчивым, если для каждого t0  0 и любого произвольно-
го числа   > 0, как бы мало оно не было, найдутся δ(ε) > 0  и числа M > 0 и α > 0 
такие, что из ||x0|| < δ при всех t ≥ t0 следуют неравенства (1.2.4) и ||x(t; t0, x0)|| < ε.  
( В данных случаях система (1.2.1) рассматривается в области t ≥ 0, ||y|| < h.)   
З а м е чан ия . 1. Рассматриваются ряд других понятий полиустойчивости (в том числе 
по части переменных) невозмущенного движения х = 0 системы (1.2.1) [Аминов, Сиразетди-
нов, 1987; Мартынюк, 1992, 1994, 1998; Слынько, 2001]. 
2. Более общей является задача полиустойчивости по двум мерам [Russinov, 2004]. 
Глава 1 
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3. Устойчивость “от входа к выходу”. Рассмотрим открытую нелинейную 
конечномерную систему обыкновенных дифференциальных уравнений  
))(,),(( )(),,( 00h 0 00X  xh y  wxX x  , (1.2.12) 
в которой х – фазовый вектор; у – вектор “выходных” переменных (“выход” си-
стемы); вектор w характеризует внешние “входные” воздействия (возмущения).   
       Вектор-функция X(x, w) непрерывна и локально липшицева по х равномерно 
по w; h(x) локально липшицева по х, а w(t) измерима и локально существенно 
ограничена при всех t ≥ 0. Считаем, что для любого начального состояния х0 и 
любого входного воздействия w существует единственное решение x(t; t0, x0, w) 
системы (1.2.12) (в смысле Каратеодори), которое определено при всех t ≥ t0 ≥ 0. 
         Для формулировки соответствующих определений устойчивости исполь-
зуются следующие функции: 1) γ(r) класса К (К-функция γ) – непрерывная, 
строго возрастающая при r[0, ∞), или класса K∞ (K∞-функция γ), если, кроме 
того, γ(r) → ∞ при r → ∞;  
       2) β(r, t) класса КL (КL-функция β) – непрерывная, класса К по r[0, ∞) для 
любого фиксированного t и строго убывающая к нулю при t → ∞ для любого 
фиксированного r. 
       В отличие от евклидовой нормы || . ||, обозначим  
 ||w||  = esssup{||w(t)||, t  [0,)}. 
Определение 1.2.9 [Sontag, Wang, 1997b, 1999, 2001]. Система дифферен-
циальных уравнений (1.2.12) называется:  
1) устойчивой “от входа к выходу” (input to output stable), если существуют 
КL-функция β и К-функция γ  такие, что для всех значений х0, w и всех t ≥ t0 ≥ 0 
||y(t; t0, x0, w)||  ≤  β(||x0||, t) +  (||w||); 
2) устойчивой “от входа к выходу” независимо от вектора состояния (state 
–independently input to output stable), если существуют КL-функция β и К-фун-
кция γ  такие, что для всех значений х0, w и всех t ≥ t0 ≥ 0 
||y(t; t0, x0, w)||  ≤  β(||y0||, t) +  (||w||). 
З а м е чан ия . 1. Грубо говоря, система (1.2.12) устойчива “от входа к выходу”, если ее 
положение равновесия х = 0 равномерно асимптотически у-устойчиво в целом при w = 0 
(при отсутствии возмущений), а эффект воздействия помех на эту систему пропорционален 
их величине: ситуация, имеющая место для линейных систем.  
2. Произвольная нелинейная система (1.2.12) не демонстрирует ограниченный (малый) 
“отклик” на ограниченное (малое) воздействие w, даже если при w = 0 положение равнове-
сия х = 0 этой системы равномерно асимптотически устойчиво в целом. 
Рис.1.2.5. Функции γ(r) класса К и К∞  
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Например, в нелинейной системе дифференциальных уравнений [Sontag, 1999, 2008] 
1x = −x1+ (x1
2+1)w1
 
“исчезающее” при t → ∞ входное воздействие w1= [2(t +1)]−1/2  порождает неограниченную 
траекторию x1= [2(t +1)]1/2 ,  x10 = 2 .
 
3. Теория устойчивости “от входа к выходу” в пространстве состояний интенсивно раз-
вивается как для автономных, так и для неавтономных систем (1.2.12) [Sontag, Wang, 1997b, 
1999, 2001; Sontag, 1998, 2008; Kellett, Dower, 2012], и позволяет сблизить теорию устойчиво-
сти Ляпунова с другой важной ветвью современной теории устойчивости, в которой изуч а-
ется устойчивость собственно “вход-выходных” операторных соотношений для описания 
систем [Zames, 1966; Sastry, 1999; Khalil, 2002].  
4. Частичная устойчивость движений общих динамических систем. Пусть 
(X, d) метрическое пространство с нормой d. Имея в виду охватить частичную 
устойчивость, предположим, что (X, d) есть произведение двух метрических 
пространств (Y, dy) и (Z, dz), так что X = Y  Z, т.е. для каждого х  X имеем x = 
(yT, zT) T, где у  Y,  z  Z.  Норму d определим следующим образом  
d(x1, x2) = (dy(y1, y2) 
p + dz(z1, z2) 
p)1/p
  
для всех x1 = (y1T, z1T) T, x2 = (y2T, z2T) T  X,  1 ≤  p  + ∞. Для p = + ∞ имеем  
d(x1, x2) = max{dy(y1, y2), dz(z1, z2)}.  
Расстояние между точкой x   X и множеством М  Х определяется как d(x, 
M) = infqM d(x, q). Далее Т  означает или R+ = [0, ∞) или  N = {0, 1, 2, ...}. 
Пусть А  X. Для любого фиксированного a   А, t0   T отображение p(., a, 
t0) : T(a, t0) → X  называется движением, если p(t0, a, t0) = a, T(a, t0) = [t0, t1)  T, 
t1 > t0 и t1 конечно или бесконечно. Для любого движения p(., a, t0) имеем p(t, a, 
t0) = (py(t, a, t0), pz(t, a, t0)), где py(t, a, t0)   Y, pz(t, a, t0)   Z.  
Пусть  S  будет семейством движений 
},),,(:Λ),(.,{ 000 aapap  tttS  }}{}{),({Λ 00),( 0 XttTTAt   aaa . 
Совокупность {T, X, A, S} называется динамической системой (непрерыв-
ной по времени, если Т = R+, и дискретной по времени, если Т = N), а множест-
во М  А называется инвариантным по отношению к этой системе, если а  М 
предполагает, что p(t, a, t0)   M для всех t  T(a, t0), любом t0   T и p(., a, t0)   S. 
По смыслу частичной устойчивости предположим, что M = My  Mz. Тогда 
у   My и z   Mz для любого x   M. Расстояние между точками py   Y, pz   Z  и 
множествами My  Y, Mz  Z определим соответственно как  
),(inf),( yyqyyy qp  p y y dMd M  и ),(inf),( zzqzzz qp  p z z dMd M . 
Множество М  А называется у-инвариантным по отношению к системе {T, 
X, A, S}, если а   M предполагает, что py(t, a, t0)   My для всех t  T(a, t0), лю-
бом t0   T и p(., a, t0)   S. 
Определение 1.2.10 [Michel и др., 2003]. Множество М, по отношению к 
динамической системе {T, X, A, S} являющееся  у-инвариантным, называется:  
1) у-устойчивым по отношению к системе {T, X, A, S}, если для любых чи-
сел ε > 0, t0   T найдется δ(ε, t0) > 0 такое, что dy(py(t, a, t0), My) < ε  для всех t  
T(a, t0) и всех p(., a, t0)   S, если только d(a, M) < δ; 
2)  равномерно у-устойчивым, если δ = δ(ε). 
Глава 1 
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З а м е чан ия . 1. При X = Rn, T = R+  и M = {x: y = 0} Rm  введенные понятия переходят 
в соответствующие понятия у-устойчивости в целом по z0 невозмущенного движения х = 0 
системы обыкновенных дифференциальных уравнений (1.2.1) (в соответствующие понятия 
устойчивости инвариантного множества (1.2.5) указанной системы). 
2. Аналогично вводится [Michel и др., 2003] и ряд других понятий частичной (в том 
числе и асимптотической) устойчивости для общих динамических систем. 
1.3. ЗАДАЧИ  ЧАСТИЧНОЙ  СТАБИЛИЗАЦИИ 
Дальнейшим развитием задач частичной устойчивости на класс управляе-
мых систем дифференциальных уравнений являются задачи частичной стаби-
лизации [Гальперин, Ярославцев, 1969; Румянцев, 1970, 1971; Фурасов, 1977; Румян-
цев, Озиранер, 1987; Воротников, 1991a, 1998; Пятницкий, 1993a; Зуев, 2000, 2001, 
Зуев и др., 2013], предполагающие стабилизацию по части переменных: 1) про-
граммных движений управляемых систем; 2) положений равновесия систем (без 
управлений) дополнительными силами.  
Также рассматривается стабилизация “частичных” положений равновесия 
систем (без управлений) дополнительными силами. 
Наряду с указанными, также рассматриваются задачи стабилизации:  
1) “по выходу” [Габасов и др., 1994; Mahony и др., 1997; Byrnes, Isidori, 2000; 
Ефимов, 2002, 2005; Pavlov и др., 2005; Karafyllis, Tsinias, 2009];  
2) по отношению к неклассической целевой функции  [Fradkov и др., 1999; 
Мирошник и др., 2000; Shiriaev, Fradkov, 2000, 2001; Фрадков, 2003, 2005];  
3) “от входа к выходу” [Ефимов, 2002, 2005;  Ефимов, Фрадков, 2009]. 
1.3.1. Задачи стабилизации по отношению к части переменных  
Рассмотрим два класса задач, предполагающих стабилизацию по отноше-
нию к части переменных: 1) программных движений управляемых систем; 2) 
положений равновесия систем (без управлений) дополнительными силами. 
1. Стабилизация по части переменных программных движений управ-
ляемых систем. При изучении данной задачи используется концепция “возму-
щенного-невозмущенного движения”, развитая Н.Н. Красовским [1966] приме-
нительно к управляемым системам.  
Пусть возмущенное движение объекта управления описывается нелинейной 
конечномерной системой обыкновенных дифференциальных уравнений 
x X(t, x, u),  X(t, 0, 0)  0,                                                                           
 
 x = (y1,…, ym, z1,…, zp)T = (yT, zT)T,   u = (u1,…, ur)T 
правые части которой определены и непрерывны в области 
t  0,   ||y||  h,  ||z|| < ,  ||u||  .  (1.3.2) 
В системе дифференциальных уравнений (1.3.1): x (yT, zT)T – вектор фазовых 
переменных; u – вектор управляющих воздействий (управлений), который ищем 
по принципу обратной связи в виде u  u(t, x) (позиционные управления).  
Предполагается, что: 1) вектор-функция u u(t, x) удовлетворяет условию u(t, 
0)  0, определена и непрерывна в области (1.3.2); 2) система дифференциальных 
уравнений (1.3.1) при u  u(t, x) удовлетворяет ограничениям, наложенным на си-
стему (1.2.1). В этом случае далее пишем u  U. 
(1.3.1) 
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Введение системы возмущенного движения поз-
воляет в теории стабилизации по части переменных 
рассматривать обладающую большой общностью еди-
нообразную задачу о y-стабилизации нулевого положе-
ния равновесия (невозмущенного движения) x = 0 си-
стемы (1.3.1) при достаточно общих предположениях 
относительно правой части этой системы.  
Естественно, система дифференциальных уравне-
ний (1.3.1) составляется (всякий раз заново) для каждого 
конкретного программного движения и соответствую-
щего ему программного управления в изучаемой системе. Векторы x, u характеризуют отклоне-
ния соответственно от программного движения и программного управления.  
Задача 1.3.1 (о y-стабилизации программных движений управляемых си-
стем) [Румянцев, 1970а, 1971b]. Найти вектор управлений u = u(t, x)  U, обеспе-
чивающих асимптотическую y-устойчивость невозмущенного движения x = 0 си-
стемы дифференциальных уравнений (1.3.1).  
Об с у ж де ни е п о с тан о в к и  з а да ч и  1 . 3 . 1 .  1. В приложениях постановка задачи 
1.3.1 часто дополняется требованием y-стабилизации из заданной области начальных возму-
щений (“практическая” y-стабилизация). Математическим обобщением такого класса задач 
является часто рассматриваемая задача y-стабилизации “в целом” (глобальная y-стабили-
зация), в процессе которой обеспечивается асимптотическая y-устойчивость в целом невоз-
мущенного движения x = 0 системы (1.3.1). Много исследований посвящено также задачам 
почти глобальной (semiglobal) стабилизации, когда управляющее воздействие обеспечивает 
стабилизацию для начальных возмущений из любого заданного компакта Кx = {х0 : ||х0||  r}; 
ряд этих исследований связан с частичной (“по выходу”) стабилизацией [Sontag, 1998, 1999]. 
2. Важным является требование соблюдения заданных ограничений (“геометрических” 
или интегральных) на управления. Кроме того, вместо информации о текущих значениях 
всех компонент фазового x-вектора часто доступна информация о текущих значениях только 
некоторой части этих компонент или некоторых их функций (“измеримый выход” системы). 
В данном случае имеем задачу y-стабилизации в условиях неопределенности, когда управ-
ляющие воздействия строятся на основе доступной информации о текущем состоянии си-
стемы. Другим источником неопределенности являются помехи и шумы в каналах управле-
ния, а также неточности описания самого объекта управления.  
3. Развитием задачи 1.3.1 является задача синтеза управлений u  U, так что невозму-
щенное движение системы (1.3.1) не только асимптотически устойчиво по заданной части 
переменных, но и устойчиво (неасимптотически) по  всем переменным [Демин, Фурасов, 
1976; Воротников, 1990, 1998]. Это один из вариантов задачи полистабилизации. 
 
Известно [Brockett, 1983; Clarke и др., 1997; Sontag, 1998, 1999], что решение 
многих нелинейных задач стабилизации, в том числе нелинейных задач частич-
ной (по отношению к части переменных) стабилизации, в классе непрерывных 
позиционных управлений принципиально невозможно*.  
С другой стороны, имеют место случаи, когда непрерывными позиционны-
ми управлениями стабилизация по всем переменным невозможна, а стабилиза-
ция по части переменных осуществима [Воротников, 1998; Jammazi, 2012, 2014].  
                                                 
*
 Например, в задаче стабилизации асимптотически нуль-управляемых нелинейных систем дифференци-
альных уравнений x = X(x, u) невозможно, вообще говоря, построение непрерывных позиционных стабилизи-
рующих управлений вида u = u(x), а в ряде случаев и вида u = u(t, x).  
Другие примеры подобного рода дают задачи стабилизации неголономных механических систем. 
Объект управления  
x = X(t, x, u) 
 
Управление 
u  = u(t, x) 
Рис.1.3.1. Структурная схема 
замкнутой системы (1.3.1) 
Глава 1 
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Эти обстоятельства побудили к нахождению необходимых условий стабили-
зации [Brockett, 1983] и частичной (по части переменных) стабилизации [Зуев, 
2001] посредством непрерывной обратной связи*.  
Рассмотрение вновь возникших задач стабилизации посредством разрывных позиционных 
управлений потребовало существенного расширения понятия решений замкнутых разрывных 
систем. Вместо широко используемой трактовки решений по А.Ф. Филиппову [1985], появи-
лась необходимость привлечения концепции сэмплинг-решений (sampling solutions) разрыв-
ных систем дифференциальных уравнений [Clarke и др., 1997; Sontag, 1999], разработанной 
в теории позиционных дифференциальных игр [Красовский, Субботин, 1974, 1987]. Суть 
концепции сэмплинг-решений в том, что решения (“π-траектории”) разрывной системы 
дифференциальных уравнений определяются на основе разбиения промежутка времени t  
[0,  ∞) дискретными моментами π = {ti}, 0 ≤ t0 < t1 < t2 < … и применяются постоянные 
управления u = u(ti) на промежутках [ti, ti+1).  
Указанная концепция позволила [Clarke и др., 1997] сделать принципиальный вывод о воз-
можности стабилизации посредством обратной связи (разрывных позиционных управлений) 
любой асимптотически управляемой системы  дифференциальных уравнений. 
 
 
 
 
 
 
 
 
 
2. Стабилизация по части переменных положений равновесия систем 
(без управлений) дополнительными силами . Рассмотрим систему  
x X (t, x) + R(t, x, u),                                                                                          (1.3.3) 
в которой X*(t, 0)  R(t, x, 0)  0. Выражение R(t, x, u) в (1.3.3) можно трактовать 
как вектор дополнительных воздействий на систему (рис. 1.3.2) 
x X (t, x). (1.3.4) 
Задача 1.3.2 (о y-стабилизации положения равновесия x = 0 системы (1.3.4) 
дополнительными силами). Найти вектор u  U управлений так, чтобы посред-
ством вектора R дополнительных воздействий сделать положение равновесия  
x = 0 системы (1.3.4) асимптотически y-устойчивым. 
Данная задача (как и задача стабилизации программных движений управ-
ляемых систем) очень часто возникает в приложениях [Румянцев, 1970а, 1971b; 
Румянцев, Озиранер, 1987; Воротников, 1990, 1991а, 1998]. 
Об с у ж де ни е п о с тан ов к и з а да ч и 1 . 3 . 2 .  1. Постановку задачи 1.3.2 можно  рас-
ширить применительно к случаю, когда требование u(t, 0)  0, также как и предположение о 
существовании нулевого положения равновесия x = 0 у замкнутой системы  
x X(t, x) + R(t, x, u(t, x)), 
                                                 
* Известны также необходимые условия стабилизации [Ryan, 1994] и частичной стабилизации [Ковалев и 
др., 2006] в классе разрывных управлений для случая, когда решения замкнутой разрывной системы диффе-
ренциальных уравнений можно трактовать в смысле Филиппова.  
Вектор управлений 
u  = u(t, х) 
 
Объект управления 
),(* x  X x t  
Вектор R(t, x, u) 
дополнительных воздействий 
Рис.1.3.2. Структурная схема замкнутой системы (1.3.3) 
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не являются обязательными. Хотя в данном случае стабилизация по  отношению ко всем пе-
ременным положения равновесия x = 0 системы дифференциальных уравнений (1.3.4) невоз-
можна, однако y-стабилизация может быть осуществлена [Воротников, 1991а, 1998]. 
2°. Рассматривается также задача полистабилизации положения равновесия x = 0 систе-
мы (1.3.4) посредством вектора R дополнительных воздействий, когда наряду с асимптоти-
ческой y-устойчивостью положения равновесия x = 0 системы дифференциальных уравнений 
(1.3.4) обеспечивается его устойчивость (неасимптотическая) по отношению ко всем перемен-
ным [Румянцев, 1970а, 1971b; Румянцев, Озиранер, 1987; Воротников, 1990, 1991а, 1998]. 
3°. В приложениях наряду с задачей 1.3.2 целесообразно рассматривать “практическую”, 
глобальную или почти глобальную стабилизацию положения равновесия x = 0 системы (1.3.4) 
посредством вектора R дополнительных воздействий. Аналогично ставятся задачи стабилиза-
ции и полистабилизации “частичного” положения равновесия y = 0 системы дифференциа-
льных уравнений (1.3.4) посредством вектора R дополнительных воздействий. 
4°. Возможности решения задачи 1.3.2 можно несколько расширить [Воротников, 1991а, 
1998], если использовать управления, являющиеся дробными функциями фазовых перемен-
ных. Такие управления, вообще говоря, разрывны в области (1.2.2); однако в качестве допу-
стимых можно выбрать только те из них, для которых правая часть замкнутой системы диффе-
ренциальных уравнений (1.3.3) непрерывна и удовлетворяет стандартным предположениям 
относительно правой части системы (1.2.1). (В этом случае речь не идет об использовании раз-
рывных управлений, приводящих к системам с переменной структурой [Уткин, 1981, Емелья-
нов, Коровин, 1997], или разрывных управлений, указанных в замечаниях к постановке задачи 
1.3.1.) В частности, демонстрируется [Воротников, 1998] возможность использования управ-
ляющих воздействий, работающих в режиме “неопределенность типа 0/0” при t → .   
В процессе стабилизации по части переменных посредством управлений указанного клас-
са могут оказаться целесообразными [Воротников, 1998] какое-то минимальное время режимы 
свободного движения системы (даже если это “неверно”) с целью ее “ухода” от точек разрыва 
управлений. Рассмотрим, например, стабилизацию по отношению к y1 нулевого положения 
равновесия y1 = z1 = 0 (при R1 = 0) системы дифференциальных уравнений 
)0const,(, 11111        babzzRayy   (1.3.5) 
дополнительным воздействием R1 = z1u1.  
Выбирая управление в виде дробной функции фазовых переменных 
)0const(1
1
11      
 cyczu  (1.3.6) 
заключаем, что замкнутая система (1.3.5), (1.3.6) относится к стандартным для теории ча-
стичной устойчивости системам, а ее положение равновесия y1 = z1 = 0 при а + с < 0 асимпто-
тически устойчиво по отношению к y1. Управление (1.3.6) непрерывно для всех решений си-
стемы (1.3.5), (1.3.6), для которых z10 ≠ 0; более того, u1 → 0, t → ∞ при | а + с | > b. 
      Если z10 = 0, то на первом этапе стабилизации по y1 системы (1.3.5) управлением (1.3.6) 
целесообразен режим свободного движения системы с целью её “ухода” от положения  z1 = 0. 
3. Оптимальная стабилизация по части переменных . Для приложений 
важно не только выбрать управление, решающее задачу стабилизации по части 
переменных, но и сделать это управление наилучшим (в некотором смысле) по 
сравнению с другими возможными управлениями. Часто критерий качества 
управления принимается в виде минимума некоторого функционала 



0
])[],[,(
t
dttttI ux , (1.3.7) 
где  = (t, x, u) – скалярная, непрерывная в области (1.3.2) функция; x[t] – ре-
шение системы (1.3.1) при u = u(t, x), u[t] = u(t, x[t]). 
Задача  1.3.3 (об оптимальной y-стабилизации программных движений уп-
равляемых систем) [Румянцев, 1970а, 1971b]. Найти вектор управлений u = u0(t, x) 
Глава 1 
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 U, обеспечивающих асимптотическую y-устойчивость невозмущенного дви-
жения x = 0 системы дифференциальных уравнений (1.3.1), причем для любой дру-
гой вектор-функции u = u*(t, x)  U, удовлетворяющей этому условию, должно 
выполняться неравенство 



00
])[],[,(])[],[,( **00
tt
dttttdtttt uxux  , 
t0  0,   x0[t0] = x*[t0] = x0,  ||x0|| 0const  . 
Аналогично ставится задача оптимальной стабилизации по части переменных 
положения равновесия систем (без управлений) дополнительными силами. 
З а м е чан ия .  1°. Число    или задано заранее, или имеет тот же смысл, что в определе-
нии частичной устойчивости 1.2.1. Если  задано, то речь идет о стабилизации для заданной 
области начальных возмущений (“практическая” оптимальная y-стабилизация). Можно рас-
сматривать также задачи глобальной и почти глобальной оптимальной y-стабилизации. 
2°. Управления u0  U, решающие задачу 1.3.3, называют оптимальными (в смысле ми-
нимума функционала (1.3.7)) управлениями. 
Если при решении задач оптимальной стабилизации в выборе оптимизируе-
мого функционала руководствоваться только исходной технической потребно-
стью (“физическим смыслом” задачи), то возможности получения строгих реше-
ний в замкнутой форме становятся крайне ограниченными из-за серьезных мате-
матических трудностей в подборе оптимальной функции Ляпунова.  
Но и в тех редких случаях, когда решение в замкнутой форме найдено, оно 
все равно нуждается в корректировке. Дело в том, что практические требования, 
предъявляемые к качеству управления, часто противоречивы и не всегда подда-
ются формализации. Полученные строгие решения могут быть достаточно слож-
ными и, следовательно, трудными для практической реализации. Кроме того, про-
цесс построения оптимальных управлений предъявляет жесткие требования как 
к точности описания объекта управления, так и к полноте информации о его те-
кущем состоянии. 
Выбор конкретных минимизируемых функционалов часто осуществляют 
руководствуясь положениями, сформулированными Н.Н. Красовским [1966]: 
– подынтегральная функция  в функционале I должна обеспечивать при-
емлемый компромисс между достаточно быстрым затуханием переходного про-
цесса (в задаче стабилизации по отношению к части переменных – по y-перемен-
ным) и затратами на формирование управляющих воздействий (управлений); 
– решение задачи должно быть, по возможности, более простым и, следова-
тельно, удобным для реализации полученных законов управления. 
Практическая процедура указанного выбора функционалов в прикладной теории автома-
тического управления часто рассматривается как итерационная [Красовский, ред., 1987].   
Несмотря на естественность указанного подхода, тем не менее редко удается получить 
строгое решение задачи оптимальной стабилизации по части переменных для функционала, 
имеющего ясный механический смысл. Исключение составляют специальные (но достаточно 
важные с точки зрения приложений) классы механических систем [Крементуло, 1977; Румян-
цев, Озиранер, 1987; Воротников, 1988b, 1991a, 1991b, 1998; Фрадков, 2003, 2005]. 
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1.3.2. Другие задачи частичной стабилизации  
Рассмотрим задачи, предполагающие стабилизацию: 1) “частичных” поло-
жений равновесия систем (без управлений) дополнительными силами; 2) по от-
ношению к неклассической целевой функции. 
1. Стабилизация “частичных” положений равновесия динамических си-
стем (без управлений) дополнительными силами. Допустим, что система 
дифференциальных уравнений (1.3.4) допускает “частичное” положение равно-
весия y = 0, являющееся инвариантным множеством этой системы.  
Задача 1.3.4  (о стабилизации “частичного” положения равновесия y = 0 си-
стемы (1.3.4) дополнительными силами). Найти вектор управлений u  U так, 
чтобы посредством вектора R дополнительных воздействий сделать “частич-
ное” положение равновесия у = 0 системы (1.3.4) асимптотически устойчивым. 
Рассматривается также задача оптимальной стабилизации “частичного” по-
ложения равновесия y = 0 системы дифференциальных уравнений (1.3.4) дополни-
тельными силами [Румянцев, Озиранер, 1987; Воротников, 1991а, 1998] 
 2. Стабилизация по отношению к неклассической целевой функции . 
Эта задача рассматривается для нелинейных управляемых систем дифференци-
альных уравнений и гладкой целевой V-функции (не являющейся знакоопреде-
ленной по отношению ко всем переменным).  
Пусть D – заданная область начальных значений х0. 
Задача 1.3.5 (о стабилизации по отношению к неклассической целевой фу-
нкции) [Fradkov и др., 1999; Мирошник и др., 2000]. Найти вектор-функцию u 
= u(t, x), для любых  х0  D обеспечивающую цель управления  
V(x(t; t0, x0)) → 0,  t → .  
1.4. ЭТАПЫ  И  НАПРАВЛЕНИЯ  ИССЛЕДОВАНИЙ  ЗАДАЧ  
ЧАСТИЧНОЙ  УСТОЙЧИВОСТИ  И  СТАБИЛИЗАЦИИ 
Проведенные систематические исследования задач частичной устойчивости 
и стабилизации можно, по-видимому, условно разделить на три этапа.   
При этом будем иметь в виду известную мысль о том, что “любая историче-
ская периодизация может и должна служить лишь целям внесения большей яс-
ности в процесс выявления основной линии развития; она не должна восприни-
маться механически, в слишком буквальном смысле слова” [Klein, 1926]. 
1.4.1. Первый этап (конец 50-х – начало 70-х годов XX столетия) 
Этот этап связан почти исключительно с развитием метода функций Ляпу-
нова и подытожен в обзорной статье А.С. Озиранера и В.В. Румянцева [1972], 
сыгравшей существенную стимулирующую роль в инициировании дальнейшего 
исследования проблем частичной устойчивости и стабилизации. 
1. Модификация основных теорем метода функций Ляпунова. В результа-
те исследований ряда ученых [Румянцев, 1957, 1960, 1971a, 1971b; Зубов, 1959; 
Halanay, 1963; Corduneanu, 1964, 1971; Матросов, 1965; Rouche, Peiffer, 1967; Peiffer, 
1968; Peiffer, Rouche, 1969; Risito, 1970; Fergola, Moauro, 1970; Озиранер, 1971, 1972a-
c, 1973; Salvadori, 1972] на данном этапе применительно к задачам устойчивости по 
части переменных найдены модификации основных теорем метода функций Ля-
пунова для систем обыкновенных дифференциальных уравнений. 
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Отмечен [Демин, 1968] принципиальный характер задач устойчивости по отношению к ча-
сти переменных. Начаты исследования задач устойчивости по части переменных: 
– общих классов линейных систем и нелинейных систем  дифференциальных уравнений 
по линейному приближению [Зубов, 1959; Матросов, 1965; Peiffer, 1968; Corduneanu, 1971; 
Луценко, Стадникова, 1973; Озиранер, 1973]; 
– систем с запаздыванием [Halanay, 1963] и разностных систем [Pachpatte, 1973]. 
Рассмотрена устойчивость по части переменных на конечном интервале времени [Зубов, 
1959; Мартынюк, 1972], а также задача ограниченности решений по части переменных 
[Yoshizawa, 1966; Peiffer, 1968; Озиранер, 1972b].  
Кроме того, сформулирована задача об устойчивости по  двум мерам [Мовчан, 1960] для 
систем с распределенными параметрами. 
В тот же период задача устойчивости по части переменных распространена 
на управляемые процессы [Румянцев, 1970а, 1971b]. Возникла задача стабили-
зации  по части переменных и разработаны методы её решения как для отдель-
ных классов [Гальперин, Ярославцев, 1969; Lilov, 1972], так и для общего клас-
са нелинейных управляемых систем [Румянцев, 1970а, 1971b].  
2. Приложения. Полученные результаты нашли ряд важных практических 
приложений для бурно развивающихся в данный период задач механики; а 
именно, проведены исследования частичной устойчивости: 
– голономных и неголономных нелинейных механических систем с конеч-
ным числом степеней свободы [Румянцев, 1957, 1972a, 1972b; Демин, 1964, 1968; Ris-
ito, 1970; Magnus, 1971];  
– гибридных систем (твердое тело с полостями, наполненными жидкостью, 
упругими элементами и др.) [Румянцев, 1959а, 1973; Моисеев, Румянцев, 1965]; 
– сплошных сред [Мовчан, 1960; Wang, 1966]. 
1.4.2. Второй этап (середина 70-х – начало 90-х годов XX столетия) 
Данный этап характеризуется расширением круга вопросов, решаемых в 
рамках задач частичной устойчивости и стабилизации. (Далее ссылки даются не 
только на работы указанного периода, но и на более поздние работы, логически 
продолжающие рассматриваемый этап исследований.) 
1. Дальнейшее развитие метода функций Ляпунова применительно к 
задачам частичной устойчивости для систем обыкновенных дифференци-
альных уравнений. Потребность в этом возникла вследствие ряда выявленных 
на первом этапе исследований существенных трудностей при переносе основ-
ных теорем метода функций Ляпунова на случай задач частичной устойчивости.  
В.Г. Демин 
(1929-1996) 
C. Risito 
(1937-2009) 
A. Halanay 
(1924-1997) 
N. Rouche 
(1925-2008) 
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Отметим две проблемы, касающиеся широкого круга вопросов. 
1. Необходимость отдельного доказательства свойства равномерности асимптотической 
устойчивости по отношению к части переменных даже в случае автономных систем. 
2. Вынужденность введения дополнительного требования z-ограниченности решений 
исследуемых систем дифференциальных уравнений для перенесения на задачу частичной 
устойчивости схемы доказательства теорем типа Барбашина−Красовского. 
Кроме того, в задачах частичной устойчивости (как и в задачах устойчиво-
сти по всем переменным) дальнейшее развитие метода функций Ляпунова в 
плане ослабления требований к функциям Ляпунова в значительной степени 
диктуется желанием расширить возможности их конструктивного построения. 
Рамки использования метода функций Ляпунова в задачах частичной устой-
чивости (устойчивости по части переменных) можно существенно расширить: 
– построением вспомогательных систем дифференциальных уравнений 
[Зубов, 1959; Воротников, 1991а, 1998]; 
– введением разного типа “предельных” систем дифференциальных уравне-
ний и “предельных” V-функций Ляпунова [Андреев, 1979, 1984, 1987, 1991; Bondi 
и др., 1981; Hatvani, 1983a, 1983b, 1985a, 1985b, 1991; Косов, 1988;  Мамедова, 1995]; 
– конкретизацией понятия V-функции, знакоопределенной по отношению к 
части переменных [Воротников, 1993, 1995a, 1995b, 1998], и сужением допусти-
мой области изменения “неконтролируемых” (при исследовании устойчивости) 
переменных [Peiffer, 1968; Воротников, 1999с, 2003, 2005]; 
– использованием метода функций Ляпунова в сочетании с асимптотическим 
методом усреднения [Хапаев, 1988, 1994; Анашкин, Хапаев, 1995; Burd, 2007; Ga-
ma, Smirnov, 2010]. 
Значительные возможности в решении задач частичной устойчивости дает ме-
тод вектор-функций Ляпунова [Bellman, 1962; Матросов, 1962b, 2001; Воронов, 
Матросов, 1987; Lakshmikantham и др., 1991; Воротников, 1998; Nersesov, Haddad, 
2006]; особенно это касается исследования сложных систем высокой размерности. 
В работах C. Corduneanu [1964], А.У. Каримова [1973], А.С. Озиранера [1981], 
K. Miki и др. [1985], В.В. Румянцева и А.С. Озиранера [1987], А.О. Игнатьева [1988, 
1989b] метод функций Ляпунова используется для решения задачи частичной (по 
части переменных) устойчивости при постоянно действующих возмущениях и 
задачи сохранения частичной (по части переменных) устойчивости.  
Метод функций Ляпунова применяется также к решению задач  частичной устойчивости 
(устойчивости по части переменных) для систем дифференциальных уравнений:  
− с импульсным воздействием (impulsive systems), решения которых получают скачко-
образные изменения [Simenov, Bainov, 1986, 1987; Yu, 1998; Yang, 2001; Haddad и др., 2002, 2006; 
Гладилина, Игнатьев, 2007; Игнатьев, 2008a, 2008b]; 
− дифференциально-алгебраических (semi-state systems) [Bajic, 1986; Muller, 1998];  
− с многозначной (multivalued) правой частью [Talpalary, Stefancu, 1987]; 
− c переключением правой части (switched systems) [Wang, Zhao, 2013]. 
Кроме того, анализируются интегральная устойчивость по части переменных [Miki, 
1990; Shoichi, 1990; Russinov, 1994] и техническая (практическая) устойчивость по части 
переменных, в том числе устойчивость по части переменных на конечном интервале време-
ни [Кравец, 1979; Мартынюк, 1983; Bajic, 1986; Хапаев, 1986]. 
                                                 
  Систем вида ),()( xttA Xx  , rank A(t) < dim(x). 
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Получила развитие и задача исследования жесткости движения с приложением к во-
просу о приближенном интегрировании по отношению к части переменных систем обыкно-
венных дифференциальных уравнений с непрерывной правой частью [Скимель, 1978, 1992]. 
Дальнейшие исследования задачи об ограниченности решений по отношению к части пе-
ременных касаются систем обыкновенных дифференциальных [Campanini, 1984; Miki и др., 
1985; Belloni, Risito, 1992; Cantarelli, 1995; Лапин, 2013, 2014], а также функционально-диффе-
ренциальных уравнений [Hale, 1977; Akinyele, 1982]. Укажем также на задачу частичной огра-
ниченности инвариантных множеств [Зайцев, 1993]. 
2. Развитие задач устойчивости по двум мерам и полиустойчивости. За-
дачу устойчивости по отношению к части переменных можно интерпретировать 
как задачу устойчивости по отношению к двум мерам. При этом одна из мер ха-
рактеризует близость невозмущенного и возмущенных движений в начальный, 
а другая – в последующие моменты времени.  
Концепция устойчивости по отношению к двум мерам предложена в работе 
А.А. Мовчана [1960] по устойчивости бесконечномерных процессов, описывае-
мых системами с распределенными параметрами.  
Затем устойчивость по отношению к двум мерам стала рассматриваться для 
систем обыкновенных дифференциальных уравнений, а также функционально-
дифференциальных, стохастических, дискретных и других классов нелинейных 
динамических систем [Матросов, 1989; Lakshmikantham, Liu, 1993; Дружинина, 
Шестаков, 2002; Yuan, 2003, 2005; Wang и др., 2006; Liu, Wang, 2007]. 
Со второй половины 80-х годов также систематически разрабатываются за-
дачи полиустойчивости и полиустойчивости по части переменных [Аминов, 
Сиразетдинов, 1987; Мартынюк, 1992, 1994, 1998; Слынько, 2001].  
3. Дальнейшая разработка методов исследования задач частичной 
устойчивости для общих классов линейных систем, по линейному прибли-
жению и в критических случаях. Этим вопросам посвящен ряд работ, касаю-
щихся задач частичной устойчивости (устойчивости по части переменных): 
– общих классов линейных систем дифференциальных уравнений [Muller, 1977, 
1984; Воротников, Прокопьев, 1978; Кривошеев, Луценко, 1980; Озиранер, 1986; Во-
ротников, 1988а, 1991а, 1998;  Xiong, Cao, 1989; Liao, Wu, 1990; Чудинов, 2004; 
Абрамов, Бернштейн, 2006; Никонов, 2011, 2012, 2013]; 
– нелинейных систем дифференциальных уравнений по линейному прибли-
жению и в критических случаях [Озиранер, 1975, 1976; Прокопьев, 1975; Ворот-
ников, 1979, 1988а, 1991а, 1998, 1999с; Тuаn, 1980; Щенников, 1985, 1990; Румян-
цев, Озиранер, 1987; Лизунова, 1991; Guo, 1992; Куракин, 2001; Jian, Liao, 2005a; 
Pham, 2005; Tuan, Thi, 2005]. 
Значительные трудности в решении задач  частичной устойчивости по линейному при-
ближению объясняются гораздо большей, чем при исследовании устойчивости по всем пе-
ременным, зависимостью свойства частичной устойчивости как от значений коэффициентов 
линейной части, так и от структуры нелинейных членов исследуемых систем. 
В связи с применением первого метода Ляпунова в задачах частичной устойчивости от-
метим исследования, связанные с нахождением общих условий отсутствия асимптотиче-
ской устойчивости ни по одной из переменных [Hatvani, 1976], а также устойчивости по за-
данным функциям переменных [Вуйичич, Козлов, 1991]. 
                                                 
 Подобная ситуация может возникать, например, в гамильтоновых системах [Румянцев, Озиранер, 1987]. 
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4. Дальнейшие исследования задач частичной стабилизации . Основная 
проблема связана с конструктивным построением управлений как для общих клас-
сов, так и для конкретных систем [Демин, Фурасов, 1976; Фурасов, 1977; Озиранер, 
1978; Воротников, 1982a, 1982b, 1991a, 1998, 1999с; Зубов, 1980, 1982; Румянцев, 
Озиранер, 1987; Смирнов, Ермолина, 1988; Юрков, 1988; Пятницкий, 1993; Румян-
цев, 1993; Ковалев, 1995; Abed  и др., 1995; Бурков 1998; Фрадков, 1999a; 1999b; 
Fradkov и др., 1999; Мирошник и др., 2000; Зуев, 2000, 2001; Kolesnichenko, Shiri-
aev, 2002; Kolesnichenko и др., 2002; Jian, Liao, 2005b; Jian и др., 2005; Jammazi, 
2006, 2008a, 2008b, 2012; Ковалев и др., 2007; Lawrence, Holden, 2007; Hu и др., 
2009; Binazadeh, Yazdanpanah, 2011, 2012a, 2012b; Shafiei, Binazadeh, 2012a, 2012b, 
2013; Ma и др., 2013; Ouzahra, 2013; Зуев и др., 2013]. 
Для построения управлений используются методы:  
– функций Ляпунова (функции Ляпунова для управляемых систем, опти-
мальные и целевые функции Ляпунова);   
– “эквивалентной линеаризации” нелинейных управляемых систем;   
– частичной стабилизации нелинейных систем по линейному приближению. 
5. Изучение задач частичной устойчивости (стабилизации) для систем, 
отличных от обыкновенных дифференциальных уравнений . Исследованы 
задачи частичной устойчивости (стабилизации) для следующих классов систем: 
– функционально-дифференциальных [Corduneanu, 1975; Юдаев, 1975; 
Akinyele, 1979a, 1979b, 1980b; Terjeki, 1983b; Ильясов, 1984; Калистратова, 
1986; Савченко, Игнатьев, 1989; Воротников, 1991а, 1998; Андреев, Павликов, 
1999; Игнатьев, 2000, 2002;  Bernfeld и др., 2003; Чудинов, 2004, 2006а, 2006b; 
Андреев, 2005, 2009; Corduneanu, Ignatyev, 2005; Павликов, 2003, 2007a, 2007b; 
Воротников. Мартышенко, 2013a, 2014; Bena, Godoy, 2014]; 
– дискретных [Силаков, Юдаев, 1975; Носов, Фурасов, 1979; Фурасов, 1982; 
Ильясов, 1984; Вавилов, Прокопьев, 1986; Cao, 1989; Lin, 1992; Cao, Xiong, 1993; 
Tian, 1993;  Jian, Guo, 2006; Jian, Yu, 2006; Jian и др., 2006; Александров, Жабко, 
2007; Haddad, Chellaboina, 2008; Costa, Astolfi, 2009]; 
– стохастических [Юдаев, 1977; Шаров, 1978; Хапаев, 1986, 1994; Воротни-
ков, 1991а, 1998; Potcovaru, 1999; Mao, 2001; Ignatyev, 2009, 2013; Зуев и др., 2013]; 
–  стохастических дискретных [Phillis, 1984];  
– стохастических функционально-дифференциальных [Кадиев, 2000, 2001; 
Kadiev, Ponosov, 2008, 2014; Liu и др., 2012, 2014]. 
6. Выводы. Проведенные исследования показали определенную разницу в 
изучении устойчивости процессов по всем и по части переменных.  
Были выявлены также и принципиальные особенности задач  частичной 
устойчивости, в частности, их бóльшая “негрубость” в сравнении с задачей 
устой-чивости по всем переменным. Последнее обстоятельство не удивительно, 
ибо задачи частичной устойчивости являются более тонкими и общими. 
Вместе с тем оказалось также, что задачи частичной устойчивости и устой-
чивости по всем переменным тесно связаны между собой и дополняют друг 
друга при решении практических вопросов, а само свойство частичной устой-
чивости является во многих случаях не только достаточным для нормального 
функционирования системы, но и желательным. Есть также и другие причины, 
побуждающие к исследованию частичной устойчивости; см. раздел 1.1. 
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1.4.3. Третий этап (с середины 90-х годов XX столетия) 
В середине 90-х годов XX столетия в исследованиях, проводимых в рамках 
задач частичной устойчивости и стабилизации, наметились новые направления. 
1. Выявление законов функционирования частично устойчивых систем. 
Важно понять механизмы возникновения и потери частичной устойчивости, а 
также осознать опасности на пути реализации некоторых заманчивых на пер-
вый взгляд результатов теории. В данном направлении пока сделаны лишь пер-
вые шаги [Воротников, 1993, 1995a, 1995b, 1998]. 
Основные выводы сводятся к следующему: 
(1) требование предсказуемости структурных изменений является условием 
нормального функционирования частично устойчивых систем;  
(2) задачи частичной устойчивости при постоянно действующих возмуще-
ниях не эквивалентны, вообще говоря, задачам сохранения частичной устойчи-
вости даже при малых параметрических возмущениях; 
(3) теряющие свойства частичной устойчивости системы тем не менее часто 
являются грубыми в смысле Андронова–Понтрягина; 
(4) теоретически возможна инвариантность свойств частичной устойчивости 
по отношению даже к сколь угодно большим постоянно действующим возму-
щениям в некоторых каналах системы дифференциальных уравнений (1.2.1). 
2. Применение методов решения задач частичной устойчивости и ста-
билизации к решению ряда проблем нелинейной динамики. Метод функций 
Ляпунова, а также метод “эквивалентной линеаризации” нелинейных управляе-
мых систем, развитые первоначально для решения задач частичной стабилиза-
ции, применены к решению задач управления на конечном промежутке времени 
[Воротников, 1998, 2002с; Jammazi, 2008a, 2009,  2010, 2012, 2014].  
Задачи частичной устойчивости рассмотрены также в связи с проблемами: 
 – инвариантности множеств и аттрактивности многомерных геометри-
ческих объектов [Fradkov и др., 1999; Мирошник и др., 2000; Мирошник, 2002, 2004];  
– координатной синхронизации хаотических систем [Fradkov, Pogromsky, 1996, 
1998; Андриевский, Фрадков, 1999, 2003; Ge, Chen, 2004, 2007]. 
Это позволяет не только расширить область применения разработанных 
подходов, но и лучше понять роль и место задач частичной устойчивости в ряду 
основных проблем теории систем. 
Рассмотрение задач частичной устойчивости в связи с проблемами инвариантности и ат-
трактивности множеств началось, по-видимому, с классификации задач частичной устойчиво-
сти по признаку их сводимости к задачам устойчивости множеств [Peiffer, Rouche, 1969; Ворот-
ников, 1993; Андриевский, Фрадков, 1999; Мирошник и др., 2000].  
При этом, в частности, проявился интерес [Blanchini, 1999; Fradkov и др., 1999; Мирошник и 
др., 2000; Blanchini, Miani, 2007] к таким результатам теории частичной устойчивости, как: 
– условия существования и устойчивости “частичных” положений равновесия нелиней-
ных динамических систем в контексте метода функций Ляпунова [Румянцев, Озиранер, 1987]; 
– структура функций Ляпунова в задачах устойчивости по части переменных, допуска-
ющая знакоопределенность функций Ляпунова не только по исследуемой части переменных, 
но и также по некоторым функциям фазовых переменных [Воротников, 1995а, 1998]. 
3. Унификация методов исследования в теории частичной устойчивости 
и теории устойчивости по всем переменным неавтономных систем. Такая 
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унификация позволяет [Chellaboina, Haddad, 2002] рассматривать теорию 
устойчивости по отношению ко всем переменным неавтономных систем диф-
ференциальных уравнений как специальный случай теории частичной устойчи-
вости автономных систем.  
С более общих позиций теорию устойчивости по отношению ко всем пере-
менным неавтономных систем можно рассматривать как частный случай теории 
устойчивости произвольных замкнутых (некомпактных) множеств, охватываю- 
щей задачи устойчивости “частичных” положений равновесия.  
Соответствующие аналогии можно провести также [Воротников, Мартышен-
ко, 2010] и между теорией устойчивости по части переменных неавтономных 
систем и теорией устойчивости по части переменных “частичных” положений 
равновесия автономных систем, что позволяет (в известной мере) унифициро-
вать исследования частичной устойчивости автономных и неавтономных систем. 
4. Выход на новый уровень обобщений связан с развитием задачи частич-
ной устойчивости применительно к следующим объектам: 
 – абстрактным общим динамическим системам в метрическом простран-
стве [Michel и др., 2002, 2003; Michel, Sun, 2002; Sun, Michel, 2002; Molchanov и др., 
2003; Зубов, 2003; Зуев, 2003, 2006; Мартынюк, Денисенко, 2008];  
– нелинейным непрерывным полугруппам [Зуев, 2003, 2006],  
– системам дискретных событий [Michel и др., 2003].  
Это существенно расширяет рамки теории частичной устойчивости и воз-
можности ее потенциальных приложений. 
1.5. ЗАДАЧИ  ЧАСТИЧНОГО  УПРАВЛЕНИЯ 
Принципиальная необходимость исследования задач управления лишь по 
отношению к части фазовых переменных отмечается в классических работах 
по теории управления [Понтрягин и др., 1961; Красовский, 1968]. Такие задачи 
часто называются задачами управления по части переменных. (В отличие от за-
дач стабилизации, речь идет об управлении на конечном промежутке времени.)  
Аналогичными (отличающимися только терминологически), а также тесно 
связанными с ними более общими задачами, являются задачи управления:  
– с “подвижными концами” [Понтрягин и др., 1961];  
– на многообразиях (в “пространстве конфигураций”) [Понтрягин и др., 
1961; Зубов, 1982; Ройтенберг, 1992];  
– “по выходу” [Lin и др., 1996; Byrnes, Isidori, 2000]; 
– частичного управления [Воротников, 1998; Fradkov и др., 1999; Мирош-
ник и др., 2000; Фрадков, 2001; Hu и др., 2009; Binazadeh, Yazdanpanah, 2012b].  
Также часто используется термин “частичная стабилизация за конечное вре-
мя” (finite-time partial stabilization) [Jammazi, 2008b; 2012].  
Имея в виду указанный круг задач управления, далее используем термин “ча-
стичное (по части переменных) управление”. 
1.5.1. Круг и постановка задач частичного управления 
По смыслу, в процессе частичной стабилизации и управления оказывается 
меньшее воздействие на изучаемую систему, чем при стабилизации и управле-
нии по отношению ко всем ее фазовым переменным, и в некоторой степени со-
храняется естественная динамика [Bellman, 1957] этой системы.  
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Данное обстоятельство позволяет рассматривать задачи частичной стабили-
зации и управления в контексте задач управления с использованием собствен-
ных движений системы, актуальность которых возрастает [Колесников, 1994; Frad-
kov и др., 1999; Мирошник и др., 2000; Фрадков, 2001, 2003, 2005].  
Однако, несмотря на сказанное, принципиальный характер собственно задач 
частичного управления стал подчеркиваться только в последнее время, и расту-
щий интерес к проблеме наблюдается в механике [Воротников, 1998, 1999a] и 
кибернетической физике [Фрадков, 2001, 2003, 2005].  
1. Возникновение  задач частичного управления. К причинам, вызываю-
щим  изучение задач частичного управления, необходимо отнести следующие. 
(1) Наличие управляемых систем с избыточными (“лишними”) переменны-
ми и проблема управления “по выходу” (output control, output regulation)*. 
(2) Достаточность решения ряда задач управления только по отношению к 
части переменных, характеризующих состояние системы. 
(3) Невозможность решения задач управления по всем переменным (в силу, 
например, неуправляемости системы или слишком большой затраты ресурсов). 
(4) Решение задач частичного управления как вспомогательных на первом 
этапе решения задач управления по отношению ко всем переменным. 
С математической точки зрения одной из причин неуправляемости (по всем 
переменным) системы является наличие у нее тех или иных первых интегралов. 
Укажем некоторые задачи управления, характеризующие сформулированные положения. 
1°. Задачи гашения возмущений. В приложениях очень часто требуется погасить возник-
шие начальные возмущения в системе. Время гашения возмущений, при заданных ограниче-
ниях на управления, часто должно быть, по возможности, как можно меньшим.  
В такой постановке может особенно ярко проявиться целесообразность частичного (по  
части переменных) гашения возмущений, достаточного в ряде случаев. Действительно, при 
одних и тех же ограничениях на управления гашение возмущений по части переменных мо-
жет быть достигнуто за меньшее время, чем гашение возмущений по  всем переменным. При 
этом могут быть существенно меньше и энергетические затраты на управления. Кроме того, 
управления могут оказаться проще и удобнее для практической реализации. 
Указанная ситуация имеет место для простейшего управляемого объекта типа “двойного 
интегратора” ux   (x – фазовая переменная, и – управление); см. пример 2.5.1. 
2°. Задачи управления типа “жесткой встречи”. В 
данных задачах требуется обеспечить встречу двух 
управляемых объектов; однако в момент встречи ско-
рости объектов могут быть произвольными.  
В результате задачу управления достаточно ре-
шить по части переменных: по отношению к коорди-
натам (но не по угловым скоростям).  
К данному типу задач относится также задача “прохождения” космическим аппаратом 
заданной ориентации в пространстве. Имеется в виду [Воротников, 1997b, 1998, 1999а] пе-
реориентация космического аппарата без гашения финальной угловой скорости: в результате 
аппарат только “проходит” (не останавливаясь) заданное угловое положение в пространстве.  
Этого вполне достаточно для совершения кратковременных действий в момент “прохо-
ждения” заданного положения: фотографирования, поражения цели, передачи информации и 
                                                 
*
 Следует иметь в виду, что термин “output control” используется также и для характеристики управления 
по отношению ко всем переменным посредством обратной связи, формируемой по “выходным” переменным 
системы (и времени). 
Рис.1.5.1. “ Жесткая встреча” 
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т.д. Между тем, в сравнении с классической переориентацией (когда финальное положение 
космического аппарата является состоянием покоя), в данном случае при тех же ограниче-
ниях на управляющие моменты время переориентации существенно меньше. 
3°. Управление в классе динамических регуляторов. Начиная с гидравлического усилите-
ля Ж. Фарко 70-х годов XIX столетия, в цепь управления часто включают различные усили-
тели и исполнительные механизмы.  
В современной теории управления такие ситуации формализованы в рамках задач 
управления в классе динамических регуляторов: задач управления для систем  дифференци-
альных уравнений вида (1.1.2), (1.1.3), являющихся задачами частичного управления (по от-
ношению к фазовым x-переменным основного объекта). 
4°. Задачи переориентации космических аппаратов. Как уже отмечалось, на первом эта-
пе решения задач управления по всем переменным часто используются методы решения за-
дач управления по части переменных. Подобный подход оказывается весьма эффективным 
при решении различных задач управления ориентацией асимметричного твердого тела (в 
том числе и при неконтролируемых помехах) [Воротников, 1991а, 1998]. 
С несколько иных позиций концепция частичного управления выдвинута и 
систематически разрабатывается на стыке химии и теории управления [Havre, 
Skogestad, 1996; Kothare и др., 2000].  
Стимулом к разработке данной концепции послужил тесно связанный с 
приложениями раздел теории управления (plantwide control), разрешающий по-
стоянно возникающий перед проектировщиками вопрос о том, “какие перемен-
ные должны быть управляемыми, какие должны измеряться, какие входные 
воздействия должны подбираться, и какие связи должны быть установлены 
между ними” [Luyben и др., 1998]. 
2. Постановка задач частичного управления. Пусть объект управления 
описывается системой обыкновенных дифференциальных уравнений 
),,,( ux  X  x t  (1.5.1) 
правые части которой определены и непрерывны в некоторой области D изме-
нения переменных t, x, u. В системе (1.5.1) x = (yT, zT)T – вектор фазовых пере-
менных, а в субвектор у входят те компоненты вектора x, по которым осу-
ществляется управление; u – вектор управляющих воздействий (управлений). 
Считаем, что U – некоторый класс допустимых управлений. 
Задача 1.5.1 (о частичном управлении). Найти вектор u  U управлений, 
обеспечивающих одну из следующих ситуаций. 
(1) Перевод системы из заданного начального состояния у(t0) = y0 в задан-
ное финальное состояние у(t1) = у1 (кратко y0 → у1); при этом не принимаются 
в расчет значения z0 и z1. 
(2) Перевод x0 → у1 (при любом z1). 
(3) Перевод системы из заданной области значений {y0} в финальное сос-
тояние у1 (кратко {y0} → у1). 
(4) Перевод {x0} → у1.    
(5) Перевод {y0} → {у1}.    
(6) Перевод {x0} → {у1}. 
Управляющие воздействия (управления) могут выбираться: 
 – в виде программ u = u(t, x0), формируемых для каждого начального состоя-
ния изучаемой системы (разомкнутая схема управления, open-look control, про-
граммные управления);  
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– по принципу обратной связи u = u(t, x) (позиционные управления, 
closedlook control, feedback control).  
Оба указанных принципа формирования управлений часто тесно связаны. 
Так, во многих ситуациях, соответствующих случаям 3)−6), позиционные уп-
равления приходится рассчитывать всякий раз заново для каждого конкретного 
начального состояния системы (из заданной области начальных значений). В 
этих случаях решение соответствующей задачи управления не является реше-
нием в форме синтеза, когда позиционные управления являются едиными для 
всей заданной области начальных значений. 
Отметим, что управление по принципу обратной связи восходит к глубокой 
древности. Еще почти две тысячи лет назад идея обратной связи была примене-
на в устройстве водяных часов, в которых уровень воды поддерживался посто-
янным с помощью поплавкового клапана. 
Об с у ж де ни е  п о с та н о в к и  з а да ч и  1 . 5 . 1 .  1 В задаче 1.5.1 финальный момент 
времени t1 > t0 может как фиксироваться, так и не фиксироваться (но быть конечным), или 
определяться исходя из требования быстродействия (t1 – t0 → min).  
Случай  4), в котором y1 = 0, t1 = а область {x0} содержит точку x = 0, являющуюся по-
ложением равновесия системы (1.5.1) при u = 0,  соответствует задаче y-стабилизации.  
При построении оптимальных по быстродействию законов управления сначала обычно 
доказывают существование допустимых управлений, решающих задачу за конечное время. 
2. На управления накладываются  ограничения, которые могут быть:  
− геометрическими (не интегральными);  
− интегральными;  
− смешанными (геометрическими и интегральными).  
В практических задачах ограничения нередко образуют замкнутое множество допусти-
мых значений управлений. В таких случаях решение соответствующей задачи оптимального 
управления на основе классических методов вариационного исчисления становится нево з-
можным. В рамках подобных задач и были созданы принцип максимума Понтрягина [Пон-
Рис. 1.5.2. Ситуации (1) – (4) в задаче 1.5.1 
 
(1) (2) 
(3) (4) 
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трягин и др., 1961] и метод динамического программирования Беллмана [Bellman и др., 
1958], образовавшие ядро математической теории оптимального управления. 
3. Обратные задачи частичного управления. К настоящему времени зна-
чительное развитие получила проблема динамического восстановления входов  
управляемых систем [Осипов и др., 2011]. Требуется по измерению некоторых 
характеристик движения (по измерению фазовых координат, части координат 
или по измерению некоторого “выхода”) восстановить породивший это движе-
ние вход (управляющие воздействия), а также неизмеряемые координаты. 
В случае измерения части фазовых координат или в случае измерения “вы-
хода” указанные задачи динамического восстановления управляющих воздей-
ствий можно рассматривать как обратные задачи частичного управления. 
1.5.2. Задачи частичного управления при помехах 
Наличие помех приводит к существенному усложнению динамики объекта 
управления. Укажем основные подходы к описанию помех и дадим краткую ха-
рактеристику игровых задач частичного управления. 
1. Два подхода к описанию помех. Пусть объект управления описывается 
системой обыкновенных дифференциальных уравнений (в векторной форме) 
),,,,( vux  X  x t  (1.5.2) 
правые части которой определены и непрерывны в некоторой области D* изме-
нения переменных t, x, u, v. В системе (1.5.2) х = (yT, zT)Т – вектор фазовых пе-
ременных; u – вектор управлений; v – вектор помех. 
Если реализации помех являются случайными процессами (например, “бе-
лым” шумом), то возможен стохастический (вероятностный) подход к решению. 
Однако во многих случаях о помехах известна лишь минимальная информа-
ция – только границы их изменения, а какие-либо вероятностные характеристи-
ки неизвестны (неконтролируемые помехи). В таком случае накладываются 
лишь ограничения вида vU*, где U* – некоторый класс допустимых реализа-
ций помех – например, класс кусочно непрерывных (или измеримых) функций. 
 В отличие от стохастического подхода, в круг дифференциальных игр вклю-
чаются задачи о таком способе управления, который гарантирует желаемый ре-
зультат даже при самом неблагоприятном (“наихудшем”) действии неконтроли-
руемых помех. Помехи отождествляются либо с неопределенными факторами 
(“природой”), либо с разумно действующим противником.  
Другими источниками неопределенности являются неточности описания  объ-
екта управления, а также неполная информация о его текущем состоянии.  
Кроме того, в ряде случаев требуется одновременный учет как случайных, 
так и неопределенных факторов [Куржанский, 1977; Красовский, 1985].  
2. Игровые задачи частичного управления. Система дифференциальных 
уравнений (1.5.2) трактуется в этом случае как конфликтно-управляемая систе-
ма, в которой u – игрок-союзник (первый игрок), v – игрок-противник (второй 
игрок), в каждый момент времени t строящие свои управляющие воздействия 
u(t, x) и v(t, x) в зависимости от реализовавшейся на данный момент позиции {t, 
x[t]}, а сам процесс управления  трактуется как позиционная игра (рис. 1.5.3). 
Пусть U – некоторый класс допустимых управлений, а U* – некоторый класс 
допустимых реализаций помех. 
Глава 1 
 
66 
 
Первый игрок 
u  = u(t, x) 
 
Объект управления  
),,( ux X x t  
 
Второй игрок 
v = v(t, x) 
 
        Рис. 1.5.3. Структурная схема замкнутой системы (1.5.2) 
Задача 1.5.2 (о частичном управлении при неконтролируемых помехах). 
Найти вектор u  U управлений, при любых допустимых реализациях помех v 
U* обеспечивающих одну из ситуаций 1) – 4) в задаче 1.5.1 для системы (1.5.2). 
Игровой подход часто излишне “осторожен”, так как “природа” (в отличие 
от разумно действующего противника), как правило, не строит “наихудших по-
мех” для проектировщика системы. Здесь уместно напомнить известное выска-
зывание А. Эйнштейна о том, что “Господь Бог изощрен, но не злонамерен”.      
      Кроме того, получаемые в рамках математической теории дифференциаль-
ных игр законы управления достаточно сложны для практической реализации 
(особенно, когда речь идет об оптимальном управлении).  
Вместе с тем, по-видимому, именно идеология игрового подхода является 
необходимой в ответственных инженерных расчетах [Красовский, 1985], а сами 
методы теории игр требуют всестороннего развития, особенно в плане разра-
ботки конструктивных способов построения управлений. 
1.6. ДОПОЛНИТЕЛЬНЫЕ  ЗАМЕЧАНИЯ  И  КОММЕНТАРИИ 
Термин “частичная устойчивость” для характеристики устойчивости по 
части переменных, по-видимому, впервые появился при переводе* на русский 
язык соответствующего ему термина “stabilita ridotto”  в итальянском изда-
нии книги G.Sansone [1941], и широко распространен в литературе.  
В работах, выходящих на английском языке, его эквивалент “partial sta-
bility” является основным. В этой связи заметим, что термин “устойчивость 
по отношению к части переменных” (stability with respect to a part of the var-
iables) [Румянцев, 1957a] более точен (хотя и не столь лаконичен).  
Однако в настоящее время, как уже было сказано, термин “частичная устой-
чивость” трактуется более широко, охватывая не только собственно задачу 
устойчивости по части переменных, но и другие задачи, непосредственно при-
мыкающие к этой проблеме: задачи устойчивости “частичных” положений рав-
новесия, устойчивости “по выходу” и их модификации.  
Неустойчивость по отношению к части переменных (кратко, y-неустойчивость) невоз-
мущенного движения х = 0 системы дифференциальных уравнений (1.2.1) является свой-
ством, противоположным свойству y-устойчивости. Более точно, y-неустойчивость имеет 
место, если существуют 0 > 0, t0  0 такие, что для сколь угодно малого   > 0 найдутся x*   с 
||x*|| <   и момент времени t*  t0, для которых ||y(t*; t0, x*)||  0.  
Аналогично можно дать и точные определения неустойчивости и неустойчивости по ча-
сти переменных “частичных” положений равновесия системы (1.2.1), а также определения  
                                                 
*
 Перевод Н.Я. Виленкина (1920-1991) – известного советского математика и популяризатора математики. 
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неустойчивости по отношению к некоторой функции фазовых пере-
менных и неустойчивости более общих инвариантных множеств.  
Неустойчивость по Ляпунову означает неустойчивость хотя бы 
по одной из компонент фазового вектора, в то время как y-неус-
тойчивость означает неустойчивость хотя бы по одной из y-компо-
нент фазового вектора. Естественно, что неустойчивость по Ляпу-
нову оставляет возможность для различного вида у-устойчивости.  
Заметим, что нелинейные динамические системы, имеющие не-
устойчивые инвариантные множества, все чаще становятся предм е-
том исследования [Tyukin и др., 2008].  
Кроме того, современные представления об окружающем нас ми-
ре таковы [Prigogine, Stengers, 1984], что “реальность отнюдь не яв-
ляется ареной, на которой господствует порядок, стабильность и 
равновесие: главенствующую роль в окружающем нас мире играют 
неустойчивость и неравновесность”. В этой связи было бы небезынтересно проанализиро-
вать, можно ли трактовать указанную неустойчивость как частичную устойчивость, а нерав-
новесность – как некое частичное равновесие?  
Помимо уже указанных в разделе 1.4, укажем исследования задач частичной 
(по части переменных) устойчивости:  
− крупномасштабных (сложных) систем дифференциальных уравнений 
[Bondi и др, 1978; Fergola, Tenneriello, 1983; Jian, Liao, 2004];  
– сингулярно возмущенных систем [Dragan, Halanay, 1983; Фрадков, 1990; 
Fradkov и др., 1999; Мирошник и др., 2000; Фрадков, Андриевский, 2006] и систем 
с малым параметром [Хапаев, 1986, 1994; Анашкин, Хапаев, 1995; Burd, 2007; 
Козлов, Щенников, 2011];  
− дифференциальных включений [Muresan, 1993; Gama, Smirnov, 2010]; 
– нелинейных систем дифференциальных уравнений по первому (нелиней-
ному) приближению [Щенников, 1984; Воротников, 1991а, 1998; Александров, 
1999, 2000, 2011; Щенникова, 2007, 2012]; 
− некоторых классов нелинейных каскадных систем [Chaillet, Panteley, 2006]; 
− биркгофовых систем (Birkhoff systems) [Mei и др., 2006]; 
− систем дифференциальных уравнений дробного порядка с запаздыванием 
[Lazarevic, 2013]. 
Кроме того, в рамках теории частичной устойчивости проанализированы:   
− нелинейная абстрактная проблема Коши [Akinyele, 1980a];  
− задача оценивания состояний динамических систем [Бакан и др., 1996]; 
− задача выделения асимптотически устойчивых переменных у автономной 
системы обыкновенных дифференциальных уравнений, для которой известна 
функция Ляпунова со знакопостоянной производной [Ковалев, 2009];  
− сценарии появления в нелинейных динамических системах некоторых ти-
пов точек бифуркации [Rokni Lamooki, 2013].  
Рассмотрена возможность решения задач частичной устойчивости на основе 
принципа включения (расширения пространства состояний динамических си-
стем) [Щенников, 2007, 2011].  
Проведено сопоставление задач частичной устойчивости и устойчивости условно инва-
риантных множеств [Deo, Ladde, 1974]. 
Проанализирована геометрическая природа частичной и условной устойчивости [Чуди-
нов, 2008; Никонов, 2011]; см. по этому поводу также раздел 2.3.1. 
I. Prigogine 
(1917-2003) 
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С задачами частичной (по части переменных) устойчивости и стабилизации 
тесно связаны [Мирошник, 2006; Hadjiski и др., 2006; Stipanovic и др., 2007; 
Hess, 2009; Фрадков, Фуртат, 2012; Liu и др., 2012; He и др., 2013; Liu и др., 
2014] интенсивно развиваемые в последние годы за-
дачи управления в динамических сетях и системах со 
многими исполнителями (multiagent systems, multi-
vehicle formations, urban traffic networks):  
− управления с целью избежания противоречий 
(collision avoidance control, consensus control); 
− координации движения (motion coordination). 
По целям можно указать и на связь задач частич-
ной стабилизации с рядом задач теории игр 
[Stipanovic и др., 2014]. 
Кроме того, наряду с задачами частичной устой-
чивости рассматриваются задачи: 
− колебательности по части переменных реше-
ний линейных систем обыкновенных дифференциаль-
ных уравнений [Deng, Ruan, 1991] и частичной дис-
сипативности периодических процессов дифферен-
циальных включений [Andres и др., 1996]; 
− изучения асимптотических свойств по части переменных решений си-
стем обыкновенных дифференциальных уравнений [Голечков, Климова, 2009];  
− нахождения части компонент решений систем обыкновенных дифферен-
циальных и разностных уравнений [Абрамов, Бронштейн, 2006]. 
Остановимся в заключении на одном общем вопросе, касающемся проблематики  задач 
частичной устойчивости. Следуя известной мысли [Ackoff, Sasieni, 1968] о том, что “... как 
правило, степень понимания явления обратно пропорциональна числу переменных, фигур и-
рующих в его описании”, естественно поставить вопрос: не должна ли изначально исходная 
система составляться так, чтобы содержать только интересующие исследователя перемен-
ные? В этом случае возможные задачи устойчивости, будучи задачами устойчивости по о т-
ношению к части переменных в “физическом” смысле (для описываемого явления), были 
бы одновременно задачами устойчивости по отношению ко всем переменным в математи-
ческом смысле (для построенной указанным образом математической модели).  
Такой путь позволил бы избежать математических проблем, касающихся “негрубости” 
задач частичной устойчивости и, фактически, привел бы к рассмотрению задач частичной 
устойчивости только на “физическом” уровне. По-видимому, в ряде случаев это возможно.  
Однако, как следует уже из приведенных в разделе 1.1.1 многочисленных примеров, в 
большинстве случаев устойчивые и неустойчивые переменные взаимосвязаны и являются 
компонентами фазового вектора одной динамической системы (или рассматриваются как та-
ковые).  
Рис. 1.6.1. Координация движения 
строя самолетов 
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Глава 2 
ТЕОРИЯ  И  МЕТОДЫ  ИССЛЕДОВАНИЯ  ЗАДАЧ  
ЧАСТИЧНОЙ  УСТОЙЧИВОСТИ 
(СТАБИЛИЗАЦИИ)  И  УПРАВЛЕНИЯ 
Лучше совсем не помышлять об отыс-
кании каких бы то ни было истин, чем де-
лать это без всякого метода, ибо совер-
шенно очевидно то, что подобные беспо-
рядочные занятия и темные мудрствова-
ния помрачают свет и ослепляют ум. 
Р. Декарт 
Систематизируются теория и методы исследования задач частичной устойчивости 
(стабилизации) и управления. Основное внимание уделяется: методам функций и век-
тор-функций Ляпунова; исследованиям на основе уравнений линейного приближе-
ния; методу “эквивалентной линеаризации” нелинейных управляемых систем. 
 Проанализированы особенности рассматриваемых задач и методов, позволяющие 
глубже проникнуть в их сущность, понять законы функционирования частично устой-
чивых (устойчивых по отношению к части переменных) систем, механизмы возник-
новения и потери свойств частичной устойчивости. Указаны “опасности” при практи-
ческом использовании результатов теории частичной устойчивости и стабилизации.  
Показаны возможности использования методов исследования задач устойчиво-
сти (стабилизации) и управления по отношению к части переменных для решения 
задач устойчивости (стабилизации) и управления по всем переменным, для кон-
структивного построения робастных законов управления нелинейными системами. 
2.1. РАЗВИТИЕ  МЕТОДА  ФУНКЦИЙ  ЛЯПУНОВА 
ДЛЯ  ЗАДАЧ  ЧАСТИЧНОЙ  УСТОЙЧИВОСТИ 
Известно, что сущность метода функций Ляпунова, называемого также вто-
рым или прямым методом Ляпунова, заключается в отыскании вспомогательных 
V-функций, позволяющих оценивать отклонение решений х = х(t; t0, x0) системы 
(1.2.1) от её невозмущенного движения х = 0.  
Изложению и развитию этого метода применительно к задаче устойчивости 
по всем переменным для систем обыкновенных дифференциальных уравнений 
посвящен ряд широко известных монографий [Четаев, 1946; Лурье, 1951; Дубо-
шин, 1952; Малкин, 1952, 1966; Зубов, 1959, 1975; Красовский, 1959; La Salle, 
Lefschetz, 1961; Yoshizawa, 1966, 1975; Барбашин, 1967; Hahn, 1967; Lakshmikan-
tham, Leela, 1969; Rouche и др., 1977; Гелиг и др., 1978; Lakshmikantham и др., 1989, 
1991;  Sastry, 1999; Матросов, 2001; Khalil, 2002]. 
Рассмотрим результаты, касающиеся применения метода функций Ляпунова 
применительно к задачам частичной устойчивости системы обыкновенных диф-
ференциальных уравнений (1.2.1). 
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Для формулировки результатов будем рассматривать область 
0t , ||y||  h1  h , ||z|| < ,                                                                                     (2.0.1) 
и введем два класса вспомогательных функций. 
1) Однозначные, непрерывно дифференцируемые по t, x в области (2.0.1) функ-
ции V(t, x), V(t, 0) = 0, а также их полные производные по времени 
,),()(),(   x   x tXxVtVtV ii                                                                (2.0.2) 
взятые в силу системы дифференциальных уравнений (1.2.1). Здесь Xi − компо-
ненты вектор-функции X, определяющей правую часть этой системы. 
2) Непрерывные, монотонно возрастающие при r  [0, h1) функции а(r), b(r), 
с(r), такие, что а(0) = b(0) = с(0) = 0; К-функции типа Хана [Hahn, 1967; Rouche и 
др., 1977; Румянцев, Озиранер, 1987]. В этом случае пишем a, b, с  К. 
Вместо производной (2.0.2) можно использовать также правую верхнюю производную V-
функции в силу системы (1.2.1) [Yoshizawa, 1966] 
),( xtV  = 
0
lim
s
s
–1[V(t + s, x + sX(t, x)) – V(t, x)].                                                              
При этом требования к V-функции существенно ослабляются до требования непрерыв-
ности и локальной липшицевости по х в области (2.0.1). Такие требования соответствуют 
ряду “естественных” для приложений V-функций.  
С другой стороны, конструктивные условия частичной устойчивости можно получить 
при сужении класса V-функций до класса k-раз непрерывно дифференцируемых в силу си-
стемы (1.2.1) в области (2.0.1). 
2.1.1. Условия устойчивости по отношению к части переменных 
В общем случае V-функция зависит не только от переменных, устойчивость 
по отношению к которым изучается, но и от остальных переменных, и не удо-
влетворяет условиям классической теоремы А.М. Ляпунова [1892]. 
1. Понятие V-функции, знакоопределенной по части переменных. Для 
анализа задачи устойчивости по части переменных введено понятие V-функции, 
знакоопределенной по отношению к части переменных. 
Определение 2.1.1 [Румянцев, 1957]. Функция V = V(t, y, z) называется y-
определенно положительной (определенно положительной по y), если суще-
ствует однозначная, непрерывная функция W(у), W(у) > 0 при 0 < ||y|| < h1, W(0) 
= 0 такая, что в области (2.0.1) справедливо неравенство V(t, y, z)  W(y). 
Показано [Corduneanu, 1964], что V-функция y-определенно положительна 
тогда и только тогда, когда в области (2.0.1) справедливо неравенство 
V(t, y, z)  a(||y||),   a  К ,  (2.1.1) 
T. Yoshizawa 
(1919-1996) 
W. Hahn 
(1911-1998) 
V. Lakshmikantham 
(1924-2012) 
Г.Н. Дубошин 
(1904-1986) 
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более удобное при проведении доказательств теорем метода функций Ляпунова. 
Если неравенство (2.1.1) выполняется в области t  0, ||x|| <  для монотонно 
возрастающей при r  [0, ) функции a(r)  К, причем a(r) →  при r →  (в этом 
случае a  К), то V-функция будет y-определенно положительной “в целом”. 
Прим ер 2.1.1.  Функция V = y12 + y12z12 при любых у1, z1  удовлетворяет условию 2.1.1, где 
a(r) = r2, r  [0, ), причем a(r) → , если r → . Следовательно, эта функция у1-определенно 
положительна “в целом”.  
В то же время, хотя для функции V = y12(1 + y12)–1+ (z1– z2)2  при любых y1, z1, z2 и выпол-
няется условие (2.1.1), где a(r) = r2(1 + r2)–1 монотонно возрастает при r  [0, ), но a(r) → 1, 
если r → . Поэтому эта функция у1-определенно положительна “в малом”. Наконец, для 
функции V = y12 + y12z12 + y15  условие (2.1.1), где a(r) = r2, r  [0, h1), имеет место только для 
достаточно малого h1 > 0. Данная функция также у1-определенно положительна “в малом”.  
Зам ечания . 1. В отличие от замкнутых в некоторой окрестности положения x = 0 или 
даже во всем x-пространстве поверхностей (линий) уровней V = с знакоопределенных по 
Ляпунову V-функций, поверхности (линии) уровней y-знакоопределенных V-функций, во-
обще говоря, разомкнуты даже в сколь угодно малой окрестности положения y = 0.  
2. Хотя это и может показаться странным на первый взгляд, однако V-функция, знако-
определенная по отношению ко всем переменным в конечной области x-пространства, мо-
жет не быть знакоопределенной по части этих переменных в смысле определения 2.1.1.  
Например, вспомогательная функция [Румянцев, Озиранер, 1987]  
V = (y1
2 + z1
2)(1 + z1
4)–1 
знакоопределенна по всем переменным в области y12 + z12 ≤ H  . Однако она не знакоопреде-
ленна по у1 в смысле определения 2.1.1, ибо V → 0 при любом фиксированном у1 и |z1| → .  
При каждом 0 < с < ½ кривые, определяющие линии уровня этой V-функции, разбива-
ются на два непересекающихся класса. Первый класс образуют замкнутые, охватывающие 
положение у1 = z1 = 0 кривые, характерные для классических V-функций Ляпунова. Особен-
ность заключается в наличие второго, дополнительного класса кривых. Его образуют р азо-
мкнутые кривые, удаляющиеся от положения у1 = z1 = 0 при уменьшении числа c. 
2. Обобщение теоремы Ляпунова. Введенное понятие y-знакоопределен-
ной V-функции позволило распространить классическую теорему Ляпунова об 
устойчивости на случай задачи устойчивости по части переменных. 
Теорема 2.1.1 [Румянцев, 1957]. Пусть для системы (1.2.1) возможно 
найти V-функцию, удовлетворяющую  в области (2.0.1) условиям 
||)(||),( y  x atV  , 0),(   x tV . (2.1.2) 
Тогда невозмущенное движение х = 0 системы (1.2.1) y-устойчиво. 
Рис. 2.1.2. Линии уровня функции 
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 zzyV  
Рис. 2.1.1. Линии уровня функции  
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2
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2
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Доказательство.  Для любых   > 0, t0  0,    (0, h1) в силу непрерывности 
функций V, a и условий a(0) = 0, V(t, 0)  0 можно найти число δ(ε, t0) > 0 такое, 
что из ||x0|| <  следует V(t0, x0) < a(). 
Учитывая равенство 

t
t
dtVtVtttV
o
x x   x  x x  )),;(,(),()),;(,( 000000
 ,  (2.1.3) 
для решения x = x(t; t0, x0) с ||x0|| < δ в силу условий (2.1.2) при всех t   t0 прихо-
дим к соотношениям a(||y(t; t0, x0)||)  V(t, x(t; t0, x0))  V(t0, x0) < a(ε). 
       Имея в виду свойства функции a(r), получаем ||y(t; t0, x0)|| < ε для всех t   t0. ■ 
Прим ер 2.1.2 [Румянцев, Озиранер, 1987]. Пусть система (1.2.1) имеет вид 
2112
1
1 zzyy  , 11 yez
t , tezzz  )( 212 .  (2.1.4) 
Введем вспомогательную функцию .)( 221
2
1 zzyeV
t   Поскольку при всех t, x 
2
1yV  , 0)(2
2
21 
 zzeV t ,  
то на основании теоремы 2.1.1 заключаем, что невозмущенное движение у1 = z1 = z2 = 0 си-
стемы (2.1.4) устойчиво по отношению к у1.  
Дополнения к теорем е 2.1.1.  1°. A. Halanay [1963] и C. Corduneanu [1964] отметили, 
что если при условиях теоремы 2.1.1 также справедливо неравенство V   b(||x||), то y-устойчи-
вость невозмущенного движения х = 0, как и в классическом случае, является равномерной. 
2°. Анализ доказательства теоремы 2.1.1 позволил сформулировать ряд выводов, воз-
можных исключительно в рамках задачи частичной устойчивости. Так, N. Rouche и K. Peif-
fer [1967], P. Fergola и V. Moauro [1970] рассмотрели y-устойчивость в целом по z0  равномер-
ную по t0 невозмущенного движения х = 0 системы (1.2.1); данное свойство имеет место, если, 
помимо (2.1.2), выполняется условие V  b(||y||). Кроме того, совокупность условий (2.1.2) и V 
 b(||y||) гарантирует [Румянцев, Озиранер, 1987] существование у системы (1.2.1) равномер-
но устойчивого “частичного” положения равновесия у = 0. Можно также показать [Ворот-
ников, 1988а, 1991а, 1998], что при выполнении, наряду с (2.1.2), более слабого условия V(t, 0, 
z)  0 (V(t, 0, z)  0, V  b(||x||)) имеем y-устойчивость (равномерную y-устойчивость) при 
большом z0 невозмущенного движения х = 0 системы (1.2.1). Кроме того [Воротников, 2002а], 
для системы (1.2.1) гарантируется существование квазиустойчивого (равномерно квазиустой-
чивого) “частичного” положения равновесия у = 0; см. теорему 2.1.3. 
3. Понятие y-определенно положительной μ-функции V. Показано [Во-
ротников, 1995а, 1995b, 1998], что дополнительные ограничения на “неконтро-
лируемые” z-переменные приводят к возможности (и целесообразности) ис-
пользования в задаче y-устойчивости V-функций, не являющихся знакоопреде-
ленными ни по Ляпунову, ни по у в смысле определения 2.1.1.  
А именно, наряду с понятием y-знакоопределенной V-функции, в приложе-
ниях также может быть полезно следующее обобщение этого понятия. 
Определение 2.1.2 [Воротников, 1993, 1998]. Функция V = V(t, y, z) назы-
вается y-определенно положительной μ-функцией V, если найдется непрерыв-
ная вектор-функция μ = μ(t, x), μ(t, 0)  0 такая, что в области 
0t , ||y||+ ||μ(t, x)||  h1, ||z|| <  (2.1.5) 
справедливо неравенство 
V (t, y, z) ≥ a(||y||+ || μ(t, x)||). (2.1.6) 
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Рис. 2.1.3. Линии уровня функции 
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Прим ер 2.1.3 [Воротников, 1993, 1998]. Уже в случае dim(y) = dim(z) = 1 (m = p = 1) в 
качестве знакоопределенной μ-функции V мо-
жет быть выбрана функция  
V = y1
2(1 + z1
2)(1 + y1
4z1
4)–1, 
не являющаяся знакоопределенной ни по  отно-
шению к у1, z1 (в смысле Ляпунова), ни по от-
ношению к  у1 (в смысле определения  2.1.1).  
Действительно, при μ1 = у1z1 и любом ко-
нечном значении h1 в области (2.1.5) справедли-
во условие (2.1.6). В то же время lim V = 0 при 
любом фиксированном у1 и |z1| → .  
В результате не выполняется не только 
условие знакоопределенности по Ляпунову (V = 
0 при у1 = 0 и любом z1), но и условие V(t, x)  
a(||y||) в области (2.0.1) – условие y-знакоопределенности в смысле определения 2.1.1.  
При каждом 0 < с < ½ кривые, определяющие линии уровня данной V-функции, разбива-
ются на два непересекающихся класса кривых. Первый класс образуют разомкнутые, охваты-
вающие ось у1 = 0 кривые, характерные для у1-знакоопределенных V-функций. Особенность 
заключается в наличие второго класса кривых. Его  образуют также разомкнутые кривые, 
удаляющиеся от положения у1 = z1 = 0 при уменьшении числа c и асимптотически приближа-
ющиеся к осям у1 = 0 и z1 = 0 соответственно при |z1| →  и |y1| → ∞.  
В таблице 2.1.1 [Воротников, 1993, 1998] приводится восемь V-функций, пока-
зывающих (для простейшего случая m = р = 1) возможный характер взаимоотно-
шений между введенными понятиями знакоопределенности по части переменных. 
Т аблица 2.1.1  
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Теорема 2.1.2 [Воротников 1995а, 1995b, 1998]. Пусть для системы (1.2.1) 
найдутся скалярная V(t, x) и векторная μ(t, x), μ(t, 0)  0 вспомогательные функции 
такие, что в области (2.1.5) выполняются условия 
V (t, x) ≥ a(||y||+||μ(t, x)||), V  0.  (2.1.7) 
Тогда невозмущенное движение х = 0 системы (1.2.1) y-устойчиво. 
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Обсуждение теорем ы 2.1.2.  1°. Подчеркнем, что V-функция, удовлетворяющая в 
области (1.2.5) условиям (1.2.7), не обязательно является y-знакоопределенной в смысле 
определения 1.2.1, а ее производная может быть даже знакопеременной в области (2.0.1). 
2°. Область (2.0.1), рассматриваемая в теореме 2.1.1 в расчете на “наихудший” случай 
изменения “неконтролируемых” z-переменных, в теореме 2.1.2 заменяется областью (2.1.5),  
содержащей более ограничительное условие ||y||+ ||μ(t, x)||  h1. При этом, в силу (2.1.7), га-
рантируется выполнение данного условия вдоль траекторий системы (1.2.1). 
3°. Выбор подходящей μ-функции заранее не ясен, и она определяется в процессе реше-
ния. В этом смысле μ-функция играет роль второй (векторной) функции Ляпунова. Заметим 
однако, что не требуется проводить анализ производной μ-функции, как это необходимо в 
теоремах метода функций Ляпунова, использующих две или более функций. 
4°. В случае V(t, x)  V*(t, y, μ(t, x)) проверка условия (2.1.6) сводится к проверке знако-
определенности V*-функции по Ляпунову. Если, в частности, V*– квадратичная форма пере-
менных у, μ, то для проверки можно использовать обобщенный критерий Сильвестра. 
Прим ер 2.1.4 [Воротников 1995a, 1995b, 1998]. Проиллюстрируем теорему 2.1.2, а так-
же покажем, что при выполнении условий этой теоремы условия теоремы 2.1.1 могут, во-
обще говоря,  и не выполняться.  
1) Пусть система возмущенного движения (1.2.1) состоит из уравнений 
2
2112
1
1 zzeyy
t , 111 2 zyez
t  , 22122 2 zzzz  . (2.1.8) 
Рассмотрим вспомогательные функции V = ety12 + ½z12z22, μ1 = z1z2, для которых в области 
(2.1.5) при достаточно малом h1 выполнены условия 
0, 31
2
1
2
12
12
1   VyV
 . 
На основании теоремы 2.1.2 невозмущенное движение y1 = z1 = z2 = 0 системы (2.1.8)  
у1-устойчиво, хотя производная введенной V-функции знакопеременна в области (2.0.1). 
Поскольку невозмущенное движение y1 = z1 = z2 = 0 системы (2.1.8) не только у1-устойчиво, 
но и μ1-устойчиво, то правую часть третьего уравнения этой системы можно представить в виде  
2z −[2 + 1(t; t0, x0)]z2,  
Рис. 2.1.4. Линии уровня V2, V3, V5, V7 −функций из табл. 2.1.1  
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где компонента μ1(t; t0, x0) определена при всех t ≥ t0 для достаточно малого значения ||x0||. 
       Поэтому решения системы (2.1.8), начинающиеся в достаточно малой окрестности нево-
змущенного движения y1 = z1 = z2 = 0, являются z-продолжимыми. 
2)  Рассмотрим движение точки единичной массы в постоянном поле тяготения по за-
данной в трехмерном пространстве Ох1х2х3 с вертикальной осью Ох3 поверхности 
.)1)(1(),( 142
4
1
2
2
2
1213
 xxxxxxfx  (2.1.9) 
Кинетическая Т и потенциальная П энергии точки определяются следующим образом 
}])/()/[({ 22211
2
2
2
12
1 xxfxxfxxT   , 
0const),,( 21  gxxgfП . 
Положим ),,( 211 xxx y , z1 = x2 и введем вспомогательные функции V = T + П, μ1 = х1 х2,  
для которых справедливы соотношения 
0,)1)(()( 141
2
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2
12
1   VxgxxV   .  (2.1.10) 
Следовательно, в области (2.1.5) (при некотором h1) имеют место оба условия (2.1.7) и  
нулевое положение равновесия точки y-устойчиво на основании теоремы 2.1.2. В то же вре-
мя V-функция не является знакоопределенной ни по отношению к у в смысле определения 
2.1.1 (V → 0 при 021  xx  , |x2| →   и любом фиксированном x1), ни по Ляпунову. 
В силу (2.1.10), положение равновесия точки также и μ1-устойчиво. Имея в виду (2.1.9), 
заключаем, что в итоге нулевое положение равновесия точки устойчиво по x1, x3, 21, xx  . 
2.1.2. Единые условия разрешимости в задачах частичной устойчивости 
Имея в виду унификацию понятий в разделе 1.2.3, сформулируем единые 
условия разрешимости в различных классах задач частичной устойчивости.  
Еще на первом этапе исследования задачи устойчивости по части переменных отмечено 
[Peiffer, Rouche, 1969; Озиранер, 1971] (см. замечание при обсуждении теоремы 2.1.5), что 
условия В.В. Румянцева [1957, 1970a] асимптотической у-устойчивости невозмущенного  
движения х = 0 системы дифференциальных уравнений (1.2.1) фактически являются также 
условиями существования и асимптотической устойчивости “частичного” положения равно-
весия у = 0 данной системы. 
1. Задачи устойчивости по части переменных и задачи устойчивости 
“частичных” положений равновесия. Сформулируем единые условия частич-
ной устойчивости: у-устойчивости в целом по z0 (при большом z0) невозмущен-
ного движения х = 0 системы (1.2.1) и устойчивости (квазиустойчивости) “ча-
стичного” положения равновесия у = 0 этой системы.  
Для этого введем разбиение z = (z1T, z2T)T, и наряду с уже введенными, также 
будем рассматривать функции V*(t, y), V*(t, 0) ≡ 0 и V**(t, y, z1), V**(t, 0, 0) ≡ 0, од-
нозначные и непрерывные в области t ≥ 0, ||y||  h1, ||z1||  ∞. 
Теорема 2.1.3. Пусть для системы (1.2.1) найдется V-функция такая, 
что в области (2.0.1) выполнены условия (2.1.2). Если, кроме того:  
1) V ≤ V*(t, y), то для системы (1.2.1) существует устойчивое “частичное” 
положение равновесия у = 0, а невозмущенное движение х = 0 является у-устой-
чивым в целом по z0 [Воротников, 2003]; 
2) V ≤ b(||y||), то для системы (1.2.1) существует равномерно устойчивое 
“частичное” положение равновесия у = 0, а невозмущенное движение х = 0 явля- 
ется  у-устойчивым в целом по z0 равномерно по t0 [Rouche, Peiffer, 1967; Румя- 
нцев, Озиранер, 1987]; 
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3) V(t, 0, z)  0 (V(t, 0, z)  0, V  b(||x||)), то для системы (1.2.1) существует 
квазиустойчивое (равномерно квазиустойчивое) “частичное” положение рав-
новесия у = 0, а невозмущенное движение х = 0 является у-устойчивым при бо-
льшом z0 (у-устойчивым при большом z0  равномерно по t0) [Воротников, 2002а]; 
 4) V ≤ V**(t, y, z1), V**(t, 0, z1) ≡ 0, то для системы (1.2.1) существует устой-
чивое при большом z10 в целом по z20 “частичное” положение равновесия у = 0, а 
невозмущенное движение х = 0 является у-устойчивым при большом z10 в целом 
по z20 [Воротников, Мартышенко, 2010]. 
Доказательство.  Рассмотрим решение x(t; t0, 0, z0) системы (1.2.1) при про-
извольных t0 ≥ 0 и z0. При выполнении любого из условий 1) – 4) имеем V(t0, 0, 
z0) ≡ 0. На основании соотношения (2.1.3), а также неравенств (2.1.2) заключа-
ем, что V(t, x(t; t0, 0, z0)) ≡ 0, откуда, в силу V ≥ a(||y||), выводим тождество 
y(t; t0, 0, z0) ≡ 0.  (2.1.11) 
Учитывая тождество (2.1.11), а также произвольность t0 ≥ 0 и z0, заключаем, 
что при выполнении любого из условий 1) – 4) система дифференциальных урав-
нений (1.2.1) имеет “частичное” положение равновесия y = 0.  
Покажем, что при выполнении условия 1) невозмущенное движение x = 0 си-
стемы (1.2.1) y-устойчиво в целом по z0, а “частичное” положение равновесия y = 
0 устойчиво. В силу непрерывности функций V и V*, а также условий V(t, 0) ≡ 
V*(t, 0) ≡ 0, для любых ε > 0, t0 ≥ 0 найдется δ(ε, t0) > 0 такое, что из ||y0|| < δ, ||z0|| 
<  следует V(t0, x0) ≤ V
*(t0, y0) < a(ε). Поэтому на основании соотношения (2.1.3) 
при выполнении условия 1) для всех t ≥ t0 получаем 
a(||y(t; t0, x0)||)  V(t, x(t; t0, x0))  V(t0, x0) ≤ V
*(t0, y0) < a(ε).                         (2.1.12) 
Имея в виду свойства функции a(r), а также неравенства (2.1.12), заключаем, 
что для любых чисел  ε > 0, t0 ≥ 0 из ||y0|| < δ, ||z0|| <  следует неравенство ||y(t; t0, 
x0)|| < ε при всех t ≥ t0. Первая часть теоремы доказана.  
Доказательство частей 2) – 4) теоремы проводится по той же схеме. ■ 
Обсуждение теорем ы 2.1.3 . 1°. Условие V ≤ V*(t, y), как и совокупность условий 
V(t, 0, z)  0 и V  b(||x||), слабее условия V ≤ b*(||y||). В то же время совокупность условий V ≤ 
V*(t, y) и V  b(||x||) эквивалентна условию V ≤ b*(||y||), b* К. 
2°. Условия третьей части теоремы 2.1.3 можно ослабить [Воротников, 2002а] путем за-
мены условий (2.1.2) в области (2.0.1) на условия (2.1.7) в области (2.1.5). 
Прим ер 2.1.5 [Воротников, 2003]. Проиллюстрируем теорему 2.1.3 и покажем, что 
при выполнении условий этой теоремы система дифференциальных уравнений (1.2.1) может 
и не иметь положения равновесия x = 0. 
1) Пусть система возмущенного движения (1.2.1) состоит из уравнений 
1
2
11
2
111
3
112
1
1 sincos)sin2(2   ,cos zzzyеzzy eyу
tt   . (2.1.13) 
Рассмотрим вспомогательную функцию V = ety12(2 + sinz1), для которой в области (2.0.1)  
0  2sin   ,3),(    1
22
14
12
11
*2
1  zyeVyеytVVy
tt  . 
На основании первой части теоремы 2.1.3 невозмущенное движение y1 = z1 = 0  системы 
(2.1.13) у1-устойчиво в целом по z10, а “частичное” положение равновесия y1 = 0 устойчиво. 
2) Пусть имеем систему дифференциальных уравнений 
3 21
21 1 1 1 1 1 1 1cos , 2 (2 sin ) cos    
t tу y  e y z z е y z z      , (2.1.14) 
которая не допускает положения равновесия y1 = z1 = 0.  
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       Вместе с тем для введенной при рассмотрении системы (2.1.13) V-функции в области 
(2.0.1) выполнены условия 
0  cos   ,3  ),(    1
22
14
12
11
*2
1  zyeVyеytVVy
tt  . 
На основании первой части теоремы 2.1.3 “частичное” положение равновесия y1 = 0 си-
стемы (2.1.14) устойчиво. 
3) Пусть система возмущенного движения (1.2.1) состоит из уравнений  
21 1
2 41 1 1 1 1 1 1,    
tу y y z z е y z     . (2.1.15) 
Рассмотрим вспомогательные функции V = ½ety12 + (y1z1)2, μ1 = y1z1, для которых в обла-
сти (2.1.5) при достаточно малом h1 выполнены условия 
0  2   ,0),0,(  , 31
2
12
1
1
2
1
2
12
1   VztVyV  . 
На основании третьей части теоремы 2.1.3 (с учетом замечания 2, сделанного при об-
суждении этой теоремы) невозмущенное движение y1 = z1 = 0 системы (2.1.15) у1-устойчиво 
при большом z10, а “частичное” положение равновесия y1 = 0 квазиустойчиво.  
Отметим, что производная введенной V-функции знакопеременна в области (1.2.2). 
2. Задачи устойчивости по части переменных и задачи устойчивости по 
части переменных “частичных” положений равновесия. Учитывая разбие-
ние y = (y1T, y2T)T, приведем единые условия  частичной устойчивости: у1-ус-
тойчивости  невозмущенного движения х = 0 системы (1.2.1) и у1-устойчивости 
“частичного” положения равновесия у = 0 этой системы.  
Считаем, что система (1.2.1) наряду с положением равновесия х = 0 имеет 
также “частичное” положение равновесия у = 0. 
Теорема 2.1.4 [Воротников, 2003]. Пусть для системы (1.2.1) найдутся 
скалярная V(t, x) и векторная μ(t, x), μ(t, 0) ≡ 0 функции такие, что в области  
t ≥ 0, ||y1||+ ||μ(t, x)||  h1, ||y2||+ ||z|| <   (2.1.16) 
выполняются условия V(t, x) ≥ a(||y1|| + ||μ(t, x)||), 0V . Если, кроме того:  
1) V ≤ V*(t, y) (V ≤ b(||y||)), то “частичное” положение равновесия у = 0 си-
стемы (1.2.1) у1-устойчиво (равномерно у1-устойчиво), а невозмущенное дви-
жение х = 0 является у1-устойчивым в целом по z0 (у1-устойчивым в целом по z0  
равномерно по t0); 
2) V(t, 0, z)  0 (V(t, 0, z)  0, V  b(||x||)), то “частичное” положение равно-
весия у = 0 системы (1.2.1) у1-квазиустойчиво (у1-квазиустойчиво равномерно 
по t0), а невозмущенное движение х = 0 является у1-устойчивым при большом z0 
(у1-устойчивым при большом  z0   равномерно по t0). 
Доказательство. Покажем, что при выполнении условия V ≤ V*(t, y) “ча-
стичное” положение равновесия у = 0 является у1-устойчивым.  
В силу непрерывности V и V*, а также условий V(t, 0) ≡ V*(t, 0) ≡ 0 для любых 
ε > 0, t0 ≥ 0 найдется δ(ε, t0) > 0 такое, что из ||y0|| < δ, ||z0|| <  следует V(t0, x0) ≤ 
V*(t0, y0) < a(ε). Поэтому на основании соотношения (2.1.3) для всех t ≥ t0 спра-
ведливы неравенства  
a(||y1(t; t0, x0)||+ ||μ(t, x(t; t0, x0))||)  V(t, x(t; t0, x0))  V(t0, x0) ≤ V*(t0, y0) < a(ε).  
Имея в виду свойства функции a(r) и полученные неравенства, заключаем, 
что для любых ε > 0, t0 ≥ 0 из ||y0|| < δ, ||z0|| <  следует ||y1(t; t0, x0)|| < ε при всех t ≥ t0.  
Доказательство части 2) проводится по той же схеме. ■ 
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Прим ер 2.1.6 [Воротников, 2003]. Пусть система (1.2.1) состоит из уравнений 
.sin)1(   ,cos1( 
,sin  ,sin )1( 
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1
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 (2.1.17) 
Рассмотрим вспомогательные функции V = ½(ety12 + y22y32sin2z1), μ1 = y2y3sinz1, для кото-
рых в области (2.1.16) при достаточно малом h1 выполнены условия 
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 . 
На основании первой части теоремы 2.1.4 заключаем, что невозмущенное движение y = 
(y1, y2, y3)
T = 0, z1 = 0 системы (2.1.17) устойчиво по отношению к y1 в целом по z10, а “ча-
стичное” положение равновесия y = 0 устойчиво по отношению к y1.  
Отметим, что производная введенной V-функции знакопеременна в области (1.2.7). 
2.1.3. Условия частичной асимптотической устойчивости, основанные  
на V-функциях со знакоопределенной производной  
Известен ряд результатов в данном направлении, обобщающих классические 
теоремы А.М. Ляпунова [1892] и В.П. Марачкова  [1940] ([Румянцев, 1957, 1970а; 
Peiffer, Rouche, 1969; Румянцев, Озиранер, 1987; Воротников, 1991а, 1998]). 
1. Модификация теоремы Ляпунова. Покажем, в каком виде условия А.М. 
Ляпунова [1892] могут использоваться при анализе асимптотической устойчи-
вости по части переменных невозмущенного движения х = 0 системы (1.2.1). 
Теорема 2.1.5 [Румянцев, 1957, 1970а; Воротников, 1991а, 1998]. Если для 
системы (1.2.1) наряду с V-функцией также возможно указать векторную 
u(x)-функцию, u(0) = 0 такие, что в области (2.0.1) выполняются условия 
 
                                                    (2.1.18) 
 
то невозмущенное движение х = 0 равномерно асимптотически y-устойчиво. 
Доказательство.  При выполнении условий теоремы невозмущенное дви-
жение х = 0 равномерно y-устойчиво. Поэтому для числа h1 > 0 существует та-
кое Δ > 0, что из t0   0, ||x0|| < Δ следует ||y(t; t0, x0)|| < h1 для всех t   t0. 
Покажем, что при ||x0|| < Δ также имеет место предельное соотношение 
lim V(t, x(t; t0, х0) = 0,  t → . (2.1.19) 
Допустим противное. Тогда, в силу условия V  0, при всех t ≥ t0 будет выпо-
лняться неравенство V(t, x(t; t0, х0))V* > 0. Поэтому, на основании условий 
(2.1.18), справедливы соотношения 
)(),;( 100 
 Vbtt   x w , ))(()),;(,( 100 
 VbctttV   x x .  (2.1.20) 
Учитывая равенство (2.1.3), в силу (2.1.20) получаем  
)))(((),()),;(,(0 0
1
0000 ttVbctVtttV  
  x x x  , 
что при достаточно большом t невозможно.  
Таким образом, при ||x0|| < Δ имеет место соотношение (2.1.19), откуда сле-
дует lim a(||y(t; t0, x0)||) = 0, t → , а значит имеет место соотношение (1.2.3).  
                                                 
 В.П. Марачков (1914–1941) – специалист по теории устойчивости. Окончил в 1938 г. Казанский госу-
дарственный университет. 26 июня 1941 г. защитил кандидатскую диссертацию. Погиб во время авианалета 
по дороге на фронт. (“Во имя павших и живых во имя”. Книга памяти Казанского университета. Казань: Изд-
во КГУ, 2010. 124с.). 
a(||y||)  V(t, x)  b(||w||), ||),(||w  cV   
w = [yT, uT(x)] T, 
(||||),),(||)(|| btVa  x  y 
  
w = [yT, uT(x)] T, 
 
Теория и методы исследования задач частичной устойчивости (стабилизации) и управления  
 
79 
Докажем равномерное выполнение предельного соотношения (1.2.3). Это 
значит, что при некотором значении  > 0  для любого    > 0 найдется T() > 0 та-
кое, что из t0 ≥ 0, ||x0|| <  следует неравенство ||y(t; t0, x0)|| <    при всех t  ≥ t0 +T.  
В силу V  b(||w||) найдется такое не зависящее от t0  число 0 > 0, при кото-
ром из ||x0|| < 0 следует V(t0, x0)) < a(h1). Данное значение 0 примем для доказа-
тельства равномерного выполнения предельного соотношения (1.2.3).  
Если t0  ≥ 0, ||x0|| < 0, то имеем a(||y(t; t0, x0)||)  V(t, x(t; t0, x0))  V(t0, x0) < a(h1).  
Поэтому неравенство ||y(t; t0, x0)|| < h1  выполняется при всех t ≥ t0.  
Пусть 0 <    < 0. Положим  
T() = [a(h1)  a()]/c(b1(a()))  
и покажем, что V(t*, x(t*; t0, x0)) < a() при некотором значении t* (t0, t0 +T).  
Действительно, иначе a()  V(t, x(t; t0, x0))  b(||w(x(t; t0, x0))||) при t* (t0, t0 +T), 
откуда ||w(x(t; t0, x0))|| ≥ b
1(a()) при том же t. Но тогда  
a()  V(t0 + T, x(t0 + T; t0, x0))  V(t0, x0)  c(b1(a()))T < a(h1)  c(b1(a()))T < a(),  
что невозможно, и существование t*  доказано.  
Поскольку V-функция невозрастающая на траекториях системы (1.2.1), то 
a(||y(t; t0, x0)||)  V(t, x(t; t0, x0))  V(t*, x(t*; t0, x0)) < a() при всех t ≥ t*, откуда следует 
неравенство ||y(t; t0, x0)|| <    при всех t ≥ t0 +T > t*, если t0 ≥ 0, ||x0|| < 0.  
Равномерное y-притяжение решений доказано. ■ 
Обсуждение теорем ы 2.1.5. 1°. В первоначальном варианте теоремы [Румянцев, 
1957, 1970a] w = (x1,…, xk)T, dim(y)  k   dim(x), причем асимптотическая y-устойчивость яв-
ляется равномерной в целом по t0, xk+1, 0 , … , xn, 0. Однако при w = (x1,…, xk)T условия (2.1.18) мо-
гут оказаться излишне ограничительными [Воротников 1991а, 1998]; см. пример 2.1.7.  
2°. В литературе также часто приводятся условия асимптотической y-устойчивости 
1)  a(||y||)  V(t, x)  b(||y||),  | | ) ,( | |y cV   
2)  a(||y||)  V(t, x)  b(||x||),  ||),(||x cV   
являющиеся частными случаями условий теоремы 2.1.5.  
       Отметим, что их первая группа фактически дает условия существования и равномерной 
асимптотической устойчивости инвариантного множества у = 0; такие условия при некото-
рых дополнительных предположениях относительно правой части системы (1.2.1) являются 
не только достаточными, но и необходимыми [Озиранер, 1971; Румянцев, Озиранер, 1987].  
       Вторая группа условий гарантирует равномерную асимптотическую y-устойчивость не-
возмущенного движения х = 0. Однако данная группа условий имеет ценность с позиций за-
дачи устойчивости по части переменных (т.е. не переходит в классические условия Ляпуно-
ва), только если система (1.2.1) и соответствующая V-функция “существенно” зависят от t 
[Румянцев, Озиранер, 1987]. 
3°. Дальнейшее развитие теоремы 2.1.5 возможно на пути использования знакоопреде-
ленной μ-функции V: вместо проверки условий (2.1.18) в области (2.0.1) достаточно прове-
рить существенно более слабые условия [Воротников, 1998, 2005]  
a(||y||+ ||μ(t, x)||)  V(t, x)  b(||w||), V  c(||w||)  
в области (2.1.5). В данном случае V-функция не обязательно y-знакоопределенна в смысле 
определения (2.1.1), а ее производная может быть даже знакопеременной в области (2.0.1). 
4°. Если u = u(t, x) (u  зависит явно от t), то при выполнении условий теоремы 2.1.5 невоз-
мущенное движение х = 0 также асимптотически y-устойчиво. Однако равномерность ни y-ус-
тойчивости, ни асимптотической y-устойчивости при этом, вообще говоря, не гарантируется. 
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5°. Пусть система дифференциальных уравнений (1.2.1) имеет “частичное” положение рав-
новесия (инвариантное множество) y = 0 и в области (2.1.16) имеют место условия 
 a(||y1||+ ||μ(t, x)||)  V(t, x)  b(||w||), V  c(||w||).  
Тогда [Воротников, 2003] “частичное” положение равновесия y = 0 равномерно асимптоти-
чески: 1) y1-устойчиво, если  V(t, x)  d(||y||), d(r)  K; 2) y1-квазиустойчиво, если V(t, 0, z)  0. 
Прим ер 2.1.7 [Воротников, 1991а, 1998, 2003]. 1) Пусть система дифференциальных 
уравнений возмущенного движения (1.2.1) имеет вид 
2
2
111 zzyy  , 1111 zyzz  , 2122 23 zyzz  . (2.1.21) 
Среди корней характеристического уравнения системы линейного приближения для 
уравнений (2.1.21) есть корень, равный 1. Поэтому [Ляпунов, 1892] невозмущенное движе-
ние у1 = z1 = z2 = 0 системы (2.1.21) неустойчиво в смысле Ляпунова. 
Рассмотрим вспомогательную функцию  
V = y1
2 + 2y1z1
2z2 + 2z1
4z2
2.                                                                                              (2.1.22) 
Эта функция, будучи нелинейной функцией переменных у1, z1, z2, является в то же время 
квадратичной формой переменных у1, u1, где u1 = z12z2.  
Поскольку в области (2.0.1) справедливы неравенства 
)0( 2
1
1
2
11  lylV     , 
2
12
2
2
4
12
2
11
2
1 )22(2 ylzzzzyyV 
   )0( 432  l  , 
то невозмущенное движение у1 = z1 = z2 = 0 системы (2.1.18) устойчиво (равномерно по t0) от-
носительно у1 на основании теоремы 2.1.1 (с учетом дополнения 1 к этой теореме). 
Кроме того, выбранная V-функция удовлетворяет неравенствам   
V(t, x)  b(||w||), V  c(||w||); ),( 2
2
11 zzyw . 
       Следовательно, невозмущенное движение у1 = z1 = z2 = 0 системы дифференциальных 
уравнений (2.1.21) равномерно асимптотически устойчиво по у1 на основании теоремы 2.1.5.  
       В то же время V-функция не удовлетворяет условиям теоремы 2.1.5 в случае w = (x1,…, 
xk)
T  ни при одном возможном для данного случая значения k  = 2,3. 
2) Пусть система возмущенного движения (1.2.1) состоит из уравнений 
.sin)1(,cos1(
,sin,sin
11113133
13
2
2213211
zyеzz)yyeyу
zyyуzyyyу
tt 



 (2.1.23) 
Рассмотрим вспомогательные функции  
V = ½(y12 + y22y32sin2z1),  μ1 = u1 = y2y3sinz1,  
для которых в области (2.1.16) при достаточно малом h1 выполнены условия (γ = const > 0) 
½(y12 + μ12) = V = ½(y12 + u12) ≤ d(||y|| , V y12+ y1u1 u12+ u13 ≤ γ(y12 + u12). 
На основании замечания 5° к теореме 2.1.5 “частичное” положение равновесия y = (y1, 
y2, y3)
T = 0 системы (2.1.23) равномерно асимптотически устойчиво по отношению к y1.  
2. Модификация теоремы Марачкова. Для случая неравномерной асимп-
тотической устойчивости по части переменных можно использовать модифика-
ции теоремы В.П. Марачкова [1940]. 
Систему дифференциальных уравнений (1.2.1) представим в виде 
),,( zyYy t , ),,( zyZz t .   (2.1.24) 
Теорема 2.1.6 [Peiffer, Rouche, 1969; Румянцев, Озиранер, 1987]. Пусть для 
системы дифференциальных уравнений (2.1.24) выполнены условия: 
1) V(t, x) ≥ a(||y||), V  c(||y||) в области (2.0.1);  
2) для любого t0   0 найдется δ'(t0) > 0 такое, что для любой точки х0 с ||х0|| < 
δ'  каждая компонента  Yi  вектор-функции  Y(t, x(t; t0, х0)) при всех t   t0  ограни-                                       
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чена или сверху или снизу числом N = N(t0, x0). 
Тогда невозмущенное движение x = 0 асимптотически y-устойчиво. 
Более общий результат получается, если при оценке производной основной 
(скалярной) вспомогательной V-функции на траекториях системы дифференци-
альных уравнений (2.1.24) использовать вторую вспомогательную вектор-функ-
цию U с менее жесткими требованиями к ее Ui-компонентам [Salvadori, 1974].  
Теорема 2.1.7 [Воротников, 1999с]. Пусть выполнены условия: 
1) для системы (2.1.24) существуют скалярная V и две векторных U, μ вспо-
могательные функции, U(t, 0)  0, μ(t, 0)  0 такие, что в области (2.1.5) 
(1a) V(t, x) ≥ a(||y||+ ||μ(t, x)||), V  c(||U(t, x)||),  
(1b) ||U(t, x)||  b(||y||),  
2) для любого t0 0 найдется δ'(t0) > 0 такое, что для всех ||х0|| < δ' каждая из 
производных Ui-функций на траекториях системы (2.1.24) ограничена или свер-
ху или снизу числом N = N(t0, x0). 
Тогда невозмущенное движение x = 0 асимптотически y-устойчиво. 
Доказательство.  При выполнении условий теоремы невозмущенное дви-
жение x = 0 системы (2.1.24) (y, μ)-устойчиво. Поэтому для любого t0  0 найдет-
ся Δ(t0) < δ такое, что ||y(t; t0, x0)|| + ||μ(t, x(t; t0, x0))|| < h1 при t  t0, если ||x0|| < Δ.  
Покажем, что при ||x0|| < Δ также имеем lim ||U(t, x(t; t0, x0))|| = 0, t → .  
Используя известную схему [Марачков, 1940; Salvadori, 1972], допустим про-
тивное: пусть существует число l > 0, значение х* с ||x*|| < Δ и последовательность 
tk → , tk – tk–1   > 0,  k  = 1, 2, … , для которых ||U(tk, x(tk; t0, x*))||  l,  k  = 1, 2, … .  
При этом из соотношений  

t
t
ikii
k
dtUtttUtttU  )),;(,()),;(,()),;(,( *0*00*0 x x  x x  x x
  
можно указать число β (0 < β < ) такое, что при ||x*|| < Δ и всех k = 1, 2, 3, … имеем  
       ½l ≤ ||U(t, x(t; t0, x*))|| < h,  t  Tk = [tk – β, tk + β].  
Тогда, при ||x*|| < Δ вдоль решений х = х(t; t0, x*) справедливы неравенства 
||)),((||),( xU  x tctV  )( 21 lc , kTt .  
Поэтому 
0  V(tk+; x(tk+; t0, x )  V(t0, x0) ,)(2),()),;(,(
1
2
1
*00 



 
k
i
t
t
i
i
lcktVdtV


   x  x x   
что при достаточно большом k  невозможно. 
Значит сделанное предположение неверно и, следовательно, имеет место 
предельное соотношение lim ||y(t; t0, x0)|| = 0 при  t → , если только ||x0|| < Δ. ■ 
Обсуждение теорем  2.1.6, 2.1.7. 1°. Как и в классическом случае, в условиях тео-
ремы 2.1.6 нет требования бесконечно малого высшего предела  (по терминологии А.М. Ля-
пунова [1892]) ни по всем (неравенство V  b(||x||)), ни по части переменных (неравенство  
V  b(||y||)). Впервые условия такого типа при рассмотрении задачи устойчивости по отно-
шению ко всем переменным получены В.П. Марачковым [1940].  
При этом (вторая группа условий теоремы 2.1.6), в отличие от классического случая, 
требуется ограниченность лишь вектор-функции Y, а не всей вектор-функции Х = (YT, ZT)T. 
Естественно, проверка ограниченности Y в случае задачи устойчивости по отношению к   
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части переменных более затруднена, поскольку приходится считаться с возможной z-неог-
раниченностью решений исходной системы дифференциальных уравнений. 
2°. Имеются другие варианты условий асимптотической y-устойчивости, восходящих к 
теореме Марачкова [Hatvani, 1984; Андреев, 1991]. Также возможно использование y-знако-
определенной μ-функции V: вместо проверки условия 1) теоремы 2.1.6 достаточно в области 
(2.1.5) проверить существенно более слабые условия [Воротников, 1998, 2005]  
V(t, x) ≥ a(||y||+ ||μ(t, x)||), V  c(||y||).  (2.1.25) 
Заметим, что в иной форме идею сужения области (1.2.2) при проверке свойств произ-
водной V-функции в задачах асимптотической y-устойчивости высказал K. Peiffer [1968]. 
3°. Теорема 2.1.7 дополняет и обобщает на случай задачи частичной устойчивости ранее 
полученный результат L. Salvadori [1974], а также усиливает соответствующий результат 
В.В. Румянцева и А.С. Озиранера [1987]. 
4°. При μ 0 не только вспомогательная V-функция и ее производная, но и ||U||, могут не 
быть знакоопределенными ни по отношению к у (в смысле определения 2.1.1), ни по Ляпу-
нову. Кроме того, условие 2) теоремы 2.1.7 проверяется в области (2.1.5), а не в области 
(2.0.1), что расширяет возможности использования этой теоремы.  
Если U = у, то условие 2) означает ограниченность сверху или снизу каждой из компо-
нент вектор-функции Y. Поэтому при U = у, μ = 0 теорема 2.1.7 переходит в теорему 2.1.6. 
Прим ер 2.1.8 [Воротников, 1998, 1999с]. Проиллюстрируем теоремы 2.1.6, 2.1.7, а 
также связь между условиями этих теорем.  
1) Пусть система возмущенного движения (2.1.24) имеет вид (2.1.21).  
Учитывая структуру введенной в примере 2.1.7 вспомогательной V-функции, заключа-
ем, что невозмущенное движение у1 = z1 = z2 = 0 системы (2.1.21) равномерно устойчиво не 
только по у1, но и по z12z2. Это значит, что для каждого t0   0 найдутся числа δ' > 0 и N(t0, х0) 
> 0 такие, что |Y1| ≤ N, Y1 = –y1+z12z2 для всех решений х = х(t; t0, х0) системы (2.1.21), для ко-
торых ||х0|| < δ'. Значит используемая V-функция удовлетворяет условиям теоремы 2.1.6. 
2) Пусть система возмущенного движения (1.1.24) имеет вид 
.2  ,  ,22
,)(2  ,)(2
132
2
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2
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  (2.1.26) 
Введем вспомогательные функции  
V = y1
2 + y2
2 + (z1z2)
2 + (z2z3)
2,  
μ = (μ1, μ2),  μ1 = z1z2,  μ2 = z2z3,  U = (U1, U2), U1 = y12, U2 = y22.  
Найдутся положительные постоянные l, Ni(t0, х0) такие, что в области (2.1.5)  
   22
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t   . 
Поскольку функции V, μ, U удовлетворяют всем условиям теоремы 2.1.7, то невозму-
щенное движение у1 = у2 = z1 = z2 = z3 = 0 системы (2.1.26) асимптотически (у1, у2)-устойчиво.  
Отметим, что для используемой вспомогательной V-функции ее производная в силу си-
стемы (2.1.26) в области (2.0.1) знакопеременна и теорема 2.1.6 не применима. Кроме того, 
хотя в области (2.1.5) в данном случае выполняются условия (2.1.25), однако применение 
расширенного варианта теоремы 2.1.6 (с y-знакоопределенной μ-функцией V) затруднено, по-
скольку это требует соответствующей проверки ограниченности каждой из Yi-компонент век-
тор-функции Y в правой части системы дифференциальных уравнений (2.1.26).  
В то же время проверка ограниченности каждой из функций yiYi, являющихся производ-
ными вспомогательных Ui-функций, в области (2.1.5) может быть легко проведена.  
Поэтому в данном случае для анализа асимптотической (у1, у2)-устойчивости невозмущен-
ного движения системы (2.1.26) предпочтительно использовать теорему 2.1.7. 
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3. Частичная асимптотическая устойчивость в целом. Существенным до-
стоинством метода функций Ляпунова является возможность анализа устойчи-
вости процессов при больших начальных возмущениях.  
Математической формализацией такого типа задач являются часто изучаемые 
задачи асимптотической устойчивости в целом  (stability to the whole).  
Теорема 2.1.8. Пусть для системы (1.2.1) наряду с V-функцией также воз-
можно указать вспомогательную векторную μ1(x)-функцию, μ1(0) = 0 такие, что: 
1) в области t ≥ 0, ||x|| <  выполнены условия (2.1.18); 
2) ||)(||ya → , ||||y →   (a  K). 
Тогда невозмущенное движение х = 0 системы (1.2.1) равномерно асимпто-
тически y-устойчиво в целом. 
Доказательство.  Рассмотрим множество начальных значений x0 таких, что 
x0 Kx (Kx  произвольный компакт x-пространства).  
Пусть r1 = max b(||w(x0)||) при x0 Kx.  
На основании условия 1) справедливы неравенства V(t, x(t; t0, x0))  V(t0, x0)  
r1, откуда, учитывая условие 2), найдется r2 > 0 такое, что ||y(t; t0, x0))||  r2 при 
всех t ≥ t0 и x0 Kx. Поэтому решения системы (1.2.1) равномерно y-ограничены. 
Выбирая δ() = b1(a()) и учитывая условие 1), для любых   > 0, t0 ≥ 0 имеем 
||y(t; t0, x0)||  a
1(b(||w(x0)||) <    при всех t ≥ t0, если ||w(x0)|| < δ.  
Положим T() = 2r1/c(δ()) и x0 Kx.  
Если предположить, что ||w(x(t; t0, x0))|| > δ() при t(t0, t0+T), то получаем про-
тиворечивые оценки 
  x x    )),;(,(0 0000 tTtTtV  dtVtV
t
t

0
)),;(,(),( 0000 x x  x
 0))((1     Tcr  . 
Поэтому найдется t*(t0, t0+T), для которого ||w(x(t*; t0, x0))|| < δ(). Поскольку V-
функция невозрастающая на траекториях системы (1.2.1), то  a(||y(t; t0, x0)||)  V(t, 
x(t; t0, x0))  V(t*, x(t*; t0, x0))  b(||w(x(t*; t0, x0))||) < b(b
1(a())) < a() при всех t ≥ t
*
.  
Но тогда ||y(t; t0, x0)|| <    при всех t ≥ t0 +T > t*, если t0 ≥ 0, x0 Kx . ■ 
Обсуждение теорем ы 2.1.8. 1°. Теорема 2.1.8 дополняет известные условия  
асимптотической устойчивости по части переменных в целом [Румянцев, Озиранер, 1987], в 
которых w = (x1,…, xk)T, V(t, x)  , ||w|| →   равномерно по t, xk+1,…, xn  и асимптотическая 
y-устойчивость является равномерной не только в смысле части 7 определения 1.2.1 (т.е. 
равномерной по t0 ≥ 0, x0  Kx ), но и равномерной по t0 ≥ 0, x102+…+ xk02  Kw при произволь-
ных значениях xk+1, 0 , … , xn,0.  
2°. В случае w = y система (1.2.1) имеет равномерно асимптотически устойчивое в целом 
“частичное” положение равновесия (инвариантное множество) y = 0.  
Условия асимптотической y-устойчивости в целом невозмущенного движе-
ния х = 0 системы дифференциальных уравнений (1.2.1) дает также теорема 2.1.6, 
если условие 1) этой теоремы выполняется в области t ≥ 0, ||x|| < , а условие 2) 
имеет место для любого решения системы (1.2.1). Однако при этом не гарантиру-
ется равномерность асимптотической y-устойчивости. 
                                                 
 Такие задачи называются также задачами глобальной асимптотической устойчивости. 
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2.1.4. Условия частичной асимптотической устойчивости, основанные  
на V-функциях со знакопостоянной производной  
В большинстве случаев, как показывает опыт, удается построить V-функцию 
лишь со знакопостоянной (а не знакоопределенной) производной.  
Условия асимптотической устойчивости по всем переменным в этих случаях получены 
Е.А. Барбашиным и Н.Н. Красовским [1952] для автономных систем обыкновенных диф-
ференциальных уравнений при дополнительном требовании к множеству , где производная 
V-функции равна нулю. Данное множество не должно содержать целых траекторий системы 
(1.2.1), за исключением х = 0. В отличие от теоремы Ляпунова об асимптотической устой-
чивости,  в таком случае V-функция может стремится к нулю не монотонно, а ступенчато. 
1. Автономные системы (случай z-ограниченности решений). Примени-
тельно к задачам частичной (по части переменных) устойчивости автономных 
систем дифференциальных уравнений метод Барбашина−Красовского получил 
развитие в ряде работ [Risito, 1970; Румянцев, 1971a, 1971b, 1987; Озиранер, 1973; 
Hatvani, 1983а, 1983b; Андреев, 1979, 1984, 1987, 1991; Воротников, 1997а, 1998].  
Сначала были найдены условия, позволяющие перенести классическую схе-
му доказательства теорем типа Барбашина−Красовского на задачу асимптоти-
ческой устойчивости по отношению к части переменных. В качестве фактора, 
сохраняющего эту схему, возникло требование z-ограниченности решений си-
стемы дифференциальных уравнений (1.2.1), начинающихся в достаточно ма-
лой окрестности невозмущенного движения х = 0. Указанное требование являет-
ся ис-ходным в теоремах 2.1.9, 2.1.10. 
Теорема 2.1.9 [Озиранер, 1973]. Пусть для автономной системы (1.2.1) 
возможно указать V-функцию такую, что в области ||y|| < h1, ||z||  H1< +  
||)(||)( y  x aV  , 0)(   x V  )( Mx , 0)(   x V  ).( M x  (2.1.27) 
Если в множестве M{x: V(x) > 0} нет целых полутраекторий при t [t0, ),  
то невозмущенное движение х = 0 равномерно асимптотически y-устойчиво. 
Теорема 2.1.10 [Risito, 1970; Воротников, 1997а, 1998]. Пусть для авто-
номной системы (1.2.1) наряду с V-функцией также можно указать вспомога-
тельную векторную μ(x)-функцию такие, что в области ||y|| < h1, ||z||  H1 < + 
выполнены условия (2.1.27), причем: 
1) множество M1 = {х: у = 0, μ(x) = 0} инвариантно; 
2) множество M\M1 не содержит целых полутраекторий при t  [t0, ). 
Тогда невозмущенное движение х = 0 асимптотически y-устойчиво. 
Доказательство**. При выполнении условий (2.1.27) невозмущенное дви-
жение х = 0 системы (1.2.1) равномерно y-устойчиво.  Это значит, что для любого 
ε > 0 найдется δ(ε) > 0 такое, что из ||x0|| < δ следует ||y(t; 0, x0)|| < ε при всех t ≥ t0.  
      Для доказательства асимптотической y-устойчивости покажем, что при всех 
||x0|| < δ  также справедливо предельное соотношение lim ||y(t; 0, x0)|| = 0, t → ∞.  
Допустим противное: lim ||y(t; 0, x0)|| =  = const > 0, t → .  
                                                 
 Система (1.2.1) называется автономной, если ее правая часть не зависит явно от t. Такая терминология 
принята в теории устойчивости. В то же время в теории управления указанные системы называют стационар-
ными, а термин “автономная система” используется в другом смысле; см. , например, раздел 2.3.1. 
** В автономной системе (1.2.1) решения обладают групповым свойством x(t; t0, x0)  x(t+; t0+, x0). По-
этому используется (без ущерба для общности) запись x(t; 0, x0) для решений этой системы. 
Теория и методы исследования задач частичной устойчивости (стабилизации) и управления  
 
85 
      В силу условий теоремы существует последовательность tk → ∞ такая, что 
x(tk; 0, x0) → x*  Г+, где Г+ – непустое множество ω-предельных точек [Birkhoff, 
1927; Немыцкий, Степанов, 1949] решения x(t; 0, x0). При этом у*  0 и, следова-
тельно, u* = [у*, μ(x*)]  0 на основании сделанного допущения.  
Известно также, что x(t; 0, x*)  Г+ при всех t  0, причем Г+ M .  
u*  0, то в силу условия 1) заключаем, что u(t; 0, x*)  0 при всех t  0. 
(Здесь u(t; 0, x*) = {у(t; 0, x*), μ(x(t; 0, x*))}.) Кроме того, x(t; 0, x*)  0 при всех t 
 0; действительно, иначе не только у(t; 0, x*) = 0, t  0, но и μ(x(t; 0, x*)) = 0, t  
0 в силу μ(0) = 0, что приводит к соотношению u(t; 0, x*) = 0 при всех t   0.  
Из проведенных рассуждений вытекает, что x(t; 0, x*)  M\M1 для любого t  
0, что невозможно в силу условия 2) теоремы.  
Значит, сделанное предположение неверно и, следовательно, имеет место 
предельное соотношение (1.2.3). ■ 
Обсуждение теорем  2.1.9, 2.1.10. 1°. Условие 2) теоремы 2.1.9 можно заменить бо-
лее жестким предположением о том, что множество М не содержит целых полутраекторий 
системы дифференциальных уравнений (1.2.1) при  t  [t0, ) [Risito, 1970; Румянцев, 1971а]. 
2°. В первоначальном варианте теоремы 2.1.10 [Risito, 1970] нет вспомогательной μ-фу-
нкции; при наличие μ-функции можно показать [Воротников, 1997а, 1998], что условия тео-
ремы 2.1.10 применимы в тех случаях, когда условия теоремы 2.1.9, а также теоремы 2.1.10 с 
одной вспомогательной V-функцией, не выполняются. 
3°. Теоремы 2.1.9 и 2.1.10 справедливы [Игнатьев, 1989a] также и для систем с правой 
частью, периодически или почти периодически зависящей от времени. 
4°. Если к условиям теорем 2.1.9, 2.1.10 добавить требование V(x)  b(||y||), то для систе-
мы (1.2.1) существует равномерно устойчивое “частичное” положение равновесия y = 0. Од-
нако при этом асимптотическая устойчивость данного положения равновесия (в смысле ча-
сти 3 определения 1.2.2), вообще говоря, не гарантируется; см. часть 2 примера 2.1.9. 
Прим ер 2.1.9 [Воротников, 1998]. 1) Рассмотрим динамические уравнения Эйлера 
1211 )( yzzCByA  , 211 )( zyACzB  , 112 )( zyBAzC  , (2.1.28) 
описывающие вращательное движение асимметричного твердого тела под действием линей-
ного диссипативного (с неполной диссипацией) момента сил.  В системе (2.1.28): у1, z1, z2 – 
проекции вектора мгновенной угловой скорости тела на главные центральные оси эллипсои-
да инерции; А, В, С – главные центральные моменты инерции; α = const < 0. 
Положение равновесия твердого тела, будучи устойчивым по Ляпунову, не может быть 
асимптотически устойчивым по  отношению ко всем переменным.  
В качестве вспомогательной V-функции выберем кинетическую энергию твердого тела  
Рис. 2.1.5. Множество Г+ 
G.D. Birkhoff 
(1884-1944) 
В.В. Степанов 
(1889-1950) 
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 .  
Множество M ∩{V > 0} содержит ненулевые положения равновесия у1 = z1 = 0,  z2 = const  0 
системы (2.1.28). Кроме того, множество М1 = {у1 = 0} не является инвариантным множеством 
системы (2.1.28), хотя множество M\M1 пусто и, следовательно, не содержит целых полутра-
екторий этой системы. В результате условия теоремы 2.1.9, а также теоремы 2.1.10 с одной 
V-функцией, в данном случае не выполняются.  
В качестве второй (в данном случае – скалярной) вспомогательной функции возьмем  μ1 
= z1z2. Множество M2 = {у1 = μ1 = 0} является инвариантным множеством системы (2.1.28). 
 Если В С, то множество M\M2 не содержит целых полутраекторий этой системы. Дей-
ствительно, множество M\M2 может содержать только целые полутраектории вида y1 = 0, zi = 
fi(t), fi
2  > 0 (i = 1,2), поскольку в противном случае найдется t = t* > 0, при котором у1(t*) = 
μ1(х(t*)) = 0, что невозможно. Но траектории указанного вида при В  С не могут быть целы-
ми полутраекториями системы (2.1.28) в силу структуры ее первого уравнения.  
В результате функции V и μ1 удовлетворяют условиям теоремы 2.1.10. 
2) Для системы (1.2.9) вспомогательная функция V = y12 удовлетворяет условиям теорем 
2.1.9, 2.1.10, поскольку множества M∩{V > 0} и M\M1, где М1 = {у1 = 0}, являются пустыми.  
Однако “частичное” положение равновесия у1 = 0 системы дифференциальных уравнений 
(1.2.9) не является асимптотически устойчивым в смысле части 3 определения 1.2.2. 
2. Автономные системы (общий случай). А.С. Озиранер [1973] показал, что 
без требования z-ограниченности решений системы дифференциальных урав-
нений (1.2.1) теоремы 2.1.9 и 2.1.10, вообще говоря, не верны.  
В самом деле, общее решение системы дифференциальных уравнений  
11
12
111 ,)1( zzzyy 
   
является неограниченным по отношению к  z1 и имеет вид  
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Поэтому положение равновесия y1 = z1 = 0 указанной системы не является асимптотиче-
ски устойчивым по отношению к у1.  
Вместе с тем вспомогательная функция 
2
12
1 yV  , 121
2
1 )1(
 zyV  
удовлетворяет условиям теорем 2.1.9, 2.1.10, поскольку множества M ∩{V > 0} и M\M1, где 
М1 = {у1 = 0}, являются пустыми, причем множество М1 является инвариантным. 
Снятию этого ограничения посвящены работы L. Hatvani [1983a, 1983b] и 
А.С. Андреева [1987, 1991]. В работах L. Hatvani [1983a, 1983b] для решения ука-
занной проблемы намечено два пути, которые предполагают, соответственно:  
1) дополнительные требования к V-функции при ||z|| → ∞;  
2) возможность построения “предельной” системы обыкновенных дифферен-
циальных уравнений 
)(yYy  ,  (2.1.29) 
(Y* = limY(y, z) при ||z|| → ∞ равномерно по у, ||y||  h1 < h), получающейся из 
первых m уравнений исходной системы (1.2.1) при ||z|| → ∞. 
При выполнении условий теоремы 2.1.9 (без предположения о z-ограничен-
ности решений) следует альтернатива [Hatvani, 1983а]: либо V → 0 (и, следо-
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вательно, невозмущенное движение х = 0 системы дифференциальных уравне-
ний (1.2.1) асимптотически y-устойчиво); либо ||z|| → ∞, t → ∞. Учитывая это об-
стоятельство, L. Hatvani [1983a, 1983b] получил ряд условий асимптотической 
y-устойчивости, в которых не предполагается z-ограниченности решений и реа-
лизуются оба указанных выше пути достижения поставленной цели.  
Приведем некоторые из таких условий. 
Теорема 2.1.11 [Hatvani, 1983a]. Пусть для автономной системы диффе-
ренциальных уравнений (1.2.1) возможно указать V-функцию такую, что: 
1) в области (2.0.1) выполнены условия (2.1.27) и существует число  > 0 
такое, что V →  при y → y*, ||z|| → , 0 < ||y*|| <  ;  
2) если множество M{x: V(x) > 0} содержит целые полутраектории систе-
мы (1.2.1), то эти полутраектории содержатся во множестве M1 = {х: у = 0}. 
Тогда невозмущенное движение х = 0 асимптотически y-устойчиво. 
Обозначим Vm
1[c,]0 множество {у}, для которых существует последовате-
льность {yi, zi}: уi → у, ||zi||→ , V(yi, zi) → c и V (yi, zi) → 0 при t → . 
Теорема 2.1.12 [Hatvani, 1983b]. Пусть для автономной системы (1.2.1) 
возможно указать V-функцию такую, что в области (2.0.1) выполнены условия 
(2.1.27) и для каждого с > 0 множество Vm
1[c,]0 не содержит целых по-
лутраекторий предельной системы (2.1.29), за исключением у = 0. 
Тогда невозмущенное движение x = 0 асимптотически y-устойчиво. 
В работах А.С. Андреева [1987, 1991] выдвинута новая идея z-предельных 
систем, позволившая сделать дальнейший существенный шаг в решении про-
блемы снятия требования z-ограниченности решений системы (1.2.1).  
В отличие от предельных систем L. Hatvani, такие z-предельные системы поз-
воляют учитывать z-свойства решений системы (1.2.1). Условием существова-
ния z-предельной по Андрееву системы для автономной системы (1.2.1) являет-
ся z-предкомпактность ее сдвигов: для любой последовательности ηn →  долж-
на существовать подпоследовательность {ηnk}{ηn} и вектор-функция Х*(х) та-
кие, что X(y, z + ηnk) → X*(x) равномерно на каждом компакте {||y||h1 < h, z   Kz}.  
Тогда система обыкновенных дифференциальных уравнений 
)(xXx    (2.1.30) 
будет z-предельной к системе (1.2.1). 
Для z-предкомпактности сдвигов системы дифференциальных уравнений 
(1.2.1), в свою очередь, необходимо и достаточно, чтобы функция Х(х) была 
ограничена и равномерно непрерывна на множестве S = {||y||  h1< h, ||z|| < }. 
Аналогичные условия требуются и для существования предельных V-функций. 
Теорема 2.1.13 [Андреев, 1987]. Пусть для z-предкомпактной автоном-
ной системы (1.2.1) в области (2.0.1) найдется V-функция такая, что: 
1) V(х)  a(||y||), )(xV  –W(x)   0; 
2) функции V, W являются z-предкомпактными и для любой предельной со-
вокупности (X*, V*, W*), определенной для одних и тех же последовательно-
стей ηn → , множество {V*(х) > 0}{W*(х) = 0} не содержит целых по-
лутраекторий z-предельной системы дифференциальных уравнений (2.1.30). 
Тогда невозмущенное движение х = 0  системы (1.2.1) равномерно асимпто-
тически y-устойчиво. 
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Прим ер 2.1.10 [Андреев, 1987]. Пусть система (1.2.1) имеет вид 
1
2
11 cos zyy  , 1
2
11 sin)( zyfz   (f (y1)  0 при  y1  0).             (2.1.31) 
Рассмотрим вспомогательную V-функцию  
V = 21y ,  1
22
1 cos2 zyV 
  0. 
Система дифференциальных уравнений, являющаяся z1-предельной к исходной системе 
(2.1.31), и z1-предельные V*, W*-функции имеют вид 
)(cos 1
2
11  zyy , )(sin)( 1
2
11  zyfz ,  V
*= 21y ,  )(cos2 1
22
1
*  zyW . 
Множество {V*(х) > 0} {W*(х) = 0} = {y1  0, cos2(z1+) = 0} не содержит решений z1-пре-
дельной системы дифференциальных уравнений.  
На основании теоремы 2.1.13 положение равновесия y1 = z1 = 0 системы (2.1.31) равно-
мерно асимптотически устойчиво по отношению к у1. 
3. Неавтономные системы (time-varying systems). В.М. Матросов [1962а] 
показал, что теорема Барбашина−Красовского не может, вообще говоря, приме-
няться в случае неавтономных систем. Исключение составляют системы диф-
ференциальных уравнений с правой частью, периодически или почти периоди-
чески зависящей от времени [Красовский, 1959; Игнатьев, 1983]. 
После этого в теории устойчивости наметились два достаточно общих нап-
равления, опирающиеся на использование соответственно:  
1) двух или нескольких вспомогательных V-функций ;  
2) предельных систем и предельных V-функций.  
В русле указанных направлений исследований больше не используется то 
обстоятельство, что множество М, где производная V-функции равна  нулю, не 
содержит целых полутраекторий при t  [t0, ∞). Причина такого положения зак-
лючается в невозможности, вообще говоря, в неавтономном случае опереться на 
какое-либо свойство инвариантности предельных множеств решений.  
1°. Использование двух или нескольких вспомогательных V-функций. В.М. 
Матросов [1962а] ввел вторую вспомогательную V-функцию, “не позволяющую” 
решениям неавтономной системы слишком долго находиться вблизи М.  
Данный вопрос рассматривался также применительно к задачам частичной устойчивости 
[Peiffer, 1968; Fergola, Moauro, 1970; Озиранер, 1972c; Salvadori, 1972, 1974; Hatvani, 1975a, 1984; 
Румянцев, Озиранер, 1987]. При этом Р. Fergola и V. Moauro [1970] использовали однопарамет-
рическое семейство V-функций, введенное L. Salvadori [1969], а L. Hatvani [1984] развил условия 
асимптотической y-устойчивости, восходящие к теореме Марачкова. 
Возможно также использование, наряду с V-функцией, ее производных (в силу исходной 
системы дифференциальных уравнений (1.2.1))  до некоторого порядка [Ignatyev, 2006]. 
Концепция нескольких функций Ляпунова (вектор-функции V) еще в большей мере рас-
ширяет возможности анализа частичной устойчивости; см. раздел 1.2.6.  
2°. Построение предельных систем и предельных V-функций. В рамках дан-
ного направления исследований рассматриваются такие общие классы неавто-
номных систем, для которых предельные множества решений обладают некото-
                                                 
  Мысль о введении нескольких функций Ляпунова для упрощения исследования устойчивости, по-видимому, 
впервые высказал П. Дюгем в самом начале XX столетия [Duhem, 1902]. Однако непосредственное влияние на раз-
витие этого направления общей теории устойчивости оказали последующие результаты Н.Г. Четаева 30-х годов, по-
лучившего условия неустойчивости с двумя вспомогательными функциями Ляпунова [Чет аев, 1946]. 
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рыми характерными для автономного случая свойствами типа инвариантности 
относительно семейства предельных систем. При этом используются методы 
топологической динамики [Sell, 1967; Artstein, 1977]. 
Так, предложив подход к построению t-предельных систем x = Х*(t, x) и t-предельных V-
функций для исходной неавтономной системы (1.2.1) (при некоторых дополнительных предпо-
ложениях относительно ее правой части), А.С. Андреев [1979, 1984] получил ряд теорем об 
асимптотической (в том числе и равномерной) y-устойчивости, основанных на одной V-функции 
со знакопостоянной производной. Указанные теоремы включают условия асимптотической y-ус-
тойчивости, полученные ранее в случае автономных систем, и базируются на предположении о  
z-ограниченности решений исходной системы дифференциальных уравнений. 
Другой подход к построению предельных систем в задаче частичной устойчивости для 
неавтономных систем предложил L. Hatvani [1983b, 1985b]. Этот подход основан на изуче-
нии y-поведения решений исходной системы посредством построения предельной к ней не-
автономной системы типа (2.1.29) относительно каждой непрерывной функции z = z(t) → ; 
для случая автономных систем об этом подходе уже упоминалось выше. Указанный подход 
также позволил получить ряд условий асимптотической (в том числе и равномерной) y-ус-
тойчивости, основанных на одной V-функции со знакопостоянной производной. Кроме того, 
удалось освободится от требования z-ограниченности решений. 
При некоторых дополнительных ограничениях на Z-компоненту Z(t, x) вектор-функции 
Х = X(t, x) в правой части исходной неавтономной системы А.С. Андреев [1991] ввел для 
них {t, z}-предельные системы x = X*(t, х). Построение таких систем, в сравнении с преде-
льными системами L. Hatvani [1983b, 1985b], предполагает более мягкий предельный пере-
ход, учитывающий z-свойства решений исходной системы.  
Наконец, А.С. Андреев [1991] вывел общие аналитические свойства типа непрерывно-
сти и инвариантности y-положительных предельных множеств [Hatvani, 1979b], позволяю-
щие исследовать предельное y-поведение решений неавтономной системы (1.2.1).  
4. Частичная асимптотическая устойчивость в целом. При переносе на 
задачу асимптотической y-устойчивости в целом для автономных систем тео-
рем 2.1.9, 2.1.10 [Risito, 1970; Румянцев, 1971а; Румянцев, Озиранер, 1987; Воротни-
ков, 1997а, 1998], как и в классическом случае, добавляется требование 
||)(||ya → , ||||y →   (a  K).  (2.1.32) 
Кроме того, все решения системы (1.2.1) должны быть z-ограниченными. 
Без этого требования указанные теоремы перестают быть верными. 
Прим ер  2.1.11. Пусть система (1.2.1) имеет вид [Барбашин, Красовский, 1952] 
)()1(2 11
22
11 zyzy 
 , ])1([2 1
22
111 zzyz
 . (2.1.33) 
Функция Ляпунова V = y12 + z12(1 + z12)1 на всей плос-
кости (у1, z1) удовлетворяет не только условиям  V ≥ a(||y||), 
V < 0 (x  0), но и условию (2.1.32). Значит на всей плос-
кости (y1, z1) выполнены условия теоремы 2.1.9, а также 
условие (2.1.32). Вместе с тем невозмущенное движение у1 
= z1 = 0 системы (2.1.33) не является асимптотически 
устойчивым в целом ни по одной из переменных у1 и z1.  
Дело в том, что любое решение, начавшееся в области 
G (где z1* удовлетворяет неравенству z1(1 + z12)–2 < 2, не бу-
дет в дальнейшем выходить на границу данной области (рис. 2.1.6) и, следовательно, все 
решения, начинающиеся в G, неограниченны по z1. 
Отметим, что в данном случае V-функция не удовлетворяет условию 1) теоремы 2.1.11. 
Рис. 2.1.6. Область G 
2
1
1
1
1
2
z
y


*
1z
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2.1.5. Условия частичной эквиасимптотической устойчивости 
Изучение частичной (по отношению к части переменных) эквиасимптоти-
ческой устойчивости невозмущенного движения системы (1.2.1) инициировал K. 
Peiffer [1968], и к настоящему времени эта задача получила определенное раз-
витие [Peiffer, Rouche, 1969; Озиранер, 1972b, 1973; Salvadori, 1972; Румянцев, 
Озиранер, 1987; Игнатьев, 1999; Алексеева и др., 2005; Jian и др., 2005]. 
Понятие эквиасимптотической устойчивости по  всем переменным, как промежуточное 
между асимптотической устойчивостью и равномерной асимптотической устойчивостью по 
отношению ко всем переменным решений неавтономных систем обыкновенных дифферен-
циальных уравнений, впервые ввел J.L. Massera [1949].  
В дальнейшем данное понятие устойчивости изучалось в ряде работ [Massera, 1949, 1956; 
Красовский, 1956c, 1959; Antosiewicz, 1958; Rouche и др., 1977; Матросов, 2001].  
В отличие от асимптотической устойчивости по всем переменным, асимптотическая устой-
чивость по части переменных не влечет за собой, вообще говоря, эквиасимптотической (ни 
тем более равномерной асимптотической) устойчивости по отношению к этим переменным 
даже в случае автономных систем  обыкновенных дифференциальных уравнений.**  
1. Эквиасимптотическая устойчивость по части переменных. Приведем 
один из результатов, играющих важную роль в изучении эквиасимптотической 
устойчивости по отношению к части переменных. Далее запись “V↓0” означает, 
что V стремится к нулю, монотонно убывая (в широком смысле). 
Теорема 2.1.14 [Озиранер, 1973]***. Если непрерывная V-функция удовле-
творяет в области (2.0.1) условию V(t, х)a(||y||), и для любого t0  ≥ 0 существу-
ет ∆(t0) > 0 такое, что из ||x0|| < ∆ следует V(t, x(t; t0, x0))↓0 при t → ∞, то невоз-
мущенное движение x = 0 системы (1.2.1) эквиасимптотически y-устойчиво. 
Доказательство.  Выберем произвольное δ(t0)  (0, ∆) и покажем, что V(t, 
x(t; t0, x0)) → 0, t → ∞ равномерно по x0 из области t0  ≥ 0, ||x0||  δ(t0).  
По условию теоремы для любых    > 0, t0  ≥ 0 и x0  с ||x0||  δ(t0) найдется T( , 
t0, x0) > 0, при котором V(t0 + T; x(t0 + T; t0, x0)) < . Учитывая непрерывность V и не-
прерывную зависимость решений системы дифференциальных уравнений (1.2.1) 
от начальных условий, указанное неравенство имеет место и в некоторой 
окрестности О(x0) точки x0, т.е. V(t0 + T; x(t0 + T; t0, x0*)) <    при x0*О(x0).  
Ввиду монотонного убывания вспомогательной V-функции вдоль решений сис-
темы (1.2.1) V(t, x(t; t0, x0*)) <   при t ≥ t0 + T(, t0, x0),  x0*О(x0). Поскольку из ком-
пактного множества ||x0||  δ,  покрытого системой окрестностей {О(x0)}, по лем-
ме Гейне−Бореля [Колмогоров, Фомин, 1989] можно выделить конечное подпо-
крытие, то полагая T* = max(T) по всем этим подпокрытиям, получаем V(t, x(t; t0, 
x0)) <    при t ≥ t0 + T*, ||x0||  δ, причем T* не зависит от x0.  
Значит V(t, x(t; t0, x0)) → 0, t → ∞ равномерно по x0 из области t0 ≥ 0, ||x0||  
δ(t0) и, в силу V(t, х)   a(||y||), невозмущенное движение x = 0 системы диффере- 
нциальных уравнений (1.2.1) эквиасимптотически y-устойчиво. ■ 
                                                 
 При n = 1 асимптотическая устойчивость неавтономного дифференциального уравнения (1.2.1) всегда 
является эквиасимптотической [Massera,  1949; Rouche и др., 1977]. 
** В то же время, при достаточно общих предположениях относительно правой части системы диффе-
ренциальных уравнений (1.2.1) [Румянцев, Озиранер, 1987] эквиасимптотическая устойчивость по части пе-
ременных является равномерной (по t0, x0) асимптотической устойчивостью по этим переменным. 
*** В теореме 2.1.14, 2.1.15 требование дифференцируемости  V-функции не используется. 
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Используя теорему 2.1.14, можно обосновать ряд условий эквиасимптотической y-
устой-чивости невозмущенного движения x = 0 системы (1.2.1) [Озиранер, 1973; Румянцев, 
Озиранер, 1987]. Одно из них сводится к следующему: в области (2.0.1) выполнены неравен-
ства (2.1.2) и, кроме того, для любого   > 0 из V(t, х), ||y||  h1, ||z|| < ∞ следует  
.)(),(),(
0
 

       x   dmmtV
  
Более легко проверяются условия [Румянцев, 1971а]  
V(t, х)θ(t)a(||y||), 0),(   x tV , 
где функция θ(t) – монотонно возрастающая до бесконечности функция, θ(0) = 1, также га-
рантирующие [Румянцев, Озиранер, 1987] эквиасимптотическую y-устойчивость. 
2. Эквиасимптотическая устойчивость “частичных” положений равно-
весия. В данном случае небезынтересен следующий результат, при формули-
ровке которого используется V*-функция из раздела 2.1.2. 
Теорема 2.1.15 [Алексеева и др., 2005]. Если непрерывная V-функция удов-
летворяет в области (2.0.1) условиям a(||y||)  V(t, х)  V*(t, y), и для любого t0  ≥ 0 
существует ∆(t0) > 0 такое, что V(t, x(t; t0, x0))↓0, t → ∞ при t0  ≥ 0, ||y0|| < ∆, ||z0|| 
< ∞, то система дифференциальных уравнений (1.2.1) допускает эквиасимпто-
тически устойчивое “частичное” положение равновесия y = 0. 
Доказательство. Существование устойчивого “частичного” положения рав-
новесия y = 0 следует из первой части теоремы 2.1.3.  
Кроме того, при любом δ(t0)(0, ∆) предельное соотношение V(t, x(t; t0, x0)) 
→ 0, t → ∞ выполняется равномерно по x0 из области t0  ≥ 0, ||y0||  δ(t0), ||z0|| < ∞.  
Действительно, по условию теоремы для любых   > 0, t0  ≥ 0 и y0  с ||y0||  δ(t0) при всех 
||z0|| < ∞ найдется T(; t0, y0) > 0, при котором V(t0 + T; x(t0 + T; t0, x0))  V(t0, y0) < . Учитывая 
непрерывность V и непрерывную зависимость решений системы (1.2.1) от начальных усло-
вий, указанное неравенство имеет место и в некоторой окрестности О(y0) точки y0, т.е. V(t0 + 
T; x(t0 + T; t0, y0
*, z0)) <   при y0*О(y0). Ввиду монотонного убывания V-функции вдоль ре-
шений системы (1.2.1) V(t, x(t; t0, y0*, z0)) <   при t ≥ t0 + T(; t0, y0),  y0* О(y0). Поскольку из ком-
пактного множества ||y0||  δ, покрытого системой окрестностей {О(y0)}, можно выделить 
конечное подпокрытие, то полагая T* = max(T) по всем этим подпокрытиям, получаем V(t, 
x(t; t0, x0)) <   при t ≥ t0 + T*, ||y0||  δ, ||z0|| < ∞, причем T* не зависит от x0.  
В силу условия V(t, х)   a(||y||), имеем эквиасимптотическую устойчивость 
“частичного” положения равновесия y = 0 системы (1.2.1). ■ 
U. Dini 
(1845-1918) 
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(1871-1956) 
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Обсуждение  теорем  2.1.14, 2.1.15. 1°. Сформулированные условия являются раз-
витием соответствующих результатов Н.Н. Красовского [1956c, 1959], полученных для слу-
чая эквиасимптотической устойчивости по всем переменным. Некоторые из них можно не-
сколько усилить, используя y-знакоопределенную μ-функцию V [Алексеева и др., 2005].  
В теореме 2.1.14, аналогично известной в анализе теореме Дини, из монотонной сходи-
мости функции V(t, x(t; t0, x0)) ↓ 0 в области t0 ≥ 0, ||x0|| < ∆ следует ее равномерная по х0 схо-
димость из области ||x0||  δ < ∆.  
В теореме 2.1.15 подобный переход от монотонной сходимости V-функции в области t0 ≥ 
0, ||y0||  δ(t0), ||z0|| < ∞ к ее равномерной по х0 сходимости из области t0 ≥ 0, ||y0||  δ < ∆, ||z0|| < 
∞ требует изначального предположения не только о монотонной, но и о равномерной по z0 
сходимости к нулю функции V(t, x(t; t0, x0)) из области t0 ≥ 0, ||y0||  δ(t0), ||z0|| < ∞, что гаранти-
руется дополнительным условием  V  V*(t, y) на V-функцию. 
2°. Эквиасимптотическая устойчивость “частичного” положения равновесия y = 0 системы 
(1.2.1) также имеет место, если в области (2.0.1) [Алексеева и др., 2005] 
θ(t)a(||y||)  V(t, х)  V*(t, y), 0),(   x tV , 
где скалярная функция θ(t) определена в первой части данного раздела. 
3°. Получен также ряд условий эквиасимптотической устойчивости по части перемен-
ных для систем функционально-дифференциальных уравнений [Игнатьев, 2002].  
Прим ер 2.1.12. Для рассмотренных в примере 2.1.5 систем дифференциальных урав-
нений (2.1.13), (2.1.14) вспомогательная функция V = ety12(2 + sin z1) удовлетворяет условиям 
2
11
*2
1 3  ),(  )( yеytVVyt
t (при θ = e
t
), 02sin 1
22
14
1   zyeV t . 
Следовательно, “частичное” положение равновесия y1 = 0 этих систем эквиасимптотиче-
ски устойчиво. Аналогично заключаем, что невозмущенное движение y1 = z1 = 0 системы 
(2.1.13) эквиасимптотически устойчиво по отношению к y1 в целом по z10. 
2.1.6. Применение дифференциальных неравенств 
и векторных функций Ляпунова 
Дифференциальные неравенства используются для приближенного инте-
грирования и изучения различных свойств решений дифференциальных урав-
нений с начала XX столетия [Чаплыгин, 1919, 1932; Kamke, 1940; Красносельский, 
Крейн, 1956; Conti, 1956; Мельников, 1956].  
На этой основе метод функций Ляпунова получил дальнейшее существен-
ное развитие. Используя вспомогательную V-функцию, удовлетворяющую в си-
лу системы (1.2.1) некоторому дифференциальному неравенству, удалось сфор-
мулировать ряд общих эффективных условий устойчивости и устойчивости по 
части переменных [Corduneanu, 1960, 1964; Lakshmikantham, Leela, 1969].  
Однако для сложных нелинейных систем высокой размерности построение 
единой функции Ляпунова от всех фазовых переменных крайне затруднено.  
С.А. Чаплыгин 
(1869-1942) 
T. Wazewski 
(1896-1972) 
М.А. Красносельский 
(1920-1997) 
E. Kamke 
(1890-1961) 
 
Теория и методы исследования задач частичной устойчивости (стабилизации) и управления  
 
93 
Для преодоления трудностей незави-
симо R. Bellman [1962] и В.М. Матросов 
[1962b] предложили использовать при 
исследовании устойчивости сразу нес-
колько функций Ляпунова, удовлетворя-
ющих некоторой системе дифференци-
альных неравенств. Изучение таких си-
стем опирается на фундаментальную тео-
рему Т. Важевского [Wazewski, 1950].  
К каждой функции Ляпунова из ука-
занной совокупности (вектор-функции, по 
терминологии Беллмана) предъявляются 
менее жесткие требования, чем в теоремах с одной функцией Ляпунова.  
      В результате развития данного метода разработан общий  принцип сравнения с вектор-фу-
нкцией Ляпунова [Матросов и др., 1980; Lakshmikantham и др., 1991], который применяется в 
теоретических и прикладных областях нелинейного анализа. Особенно эффективен метод, как 
впервые показал F.N. Bailey [1965], при исследовании систем   высокой размерности.  
1. Применение дифференциальных неравенств. Пусть в области (1.2.2) 
вспомогательная V-функция в силу системы дифференциальных уравнений (1.2.1) 
удовлетворяет дифференциальному неравенству 
V (t, V(t, x)), (2.1.34) 
где ω(t, v) – непрерывная при t   0, v   0 функция такая, что для уравнения 
),( vtv   )0)0,(( t  (2.1.35) 
выполнены условия существования и единственности решений для каждой точ-
ки (t0, v0) из области определения.  
Уравнение (2.1.35) называется дифференциальным уравнением сравнения 
для системы (1.2.1). Введение уравнения сравнения позволяет свести анализ ча-
стичной устойчивости для исходной системы (1.2.1) к анализу устойчивости по 
Ляпунову нулевого решения этого уравнения. 
Теорема 2.1.16 [Corduneanu, 1964]. Пусть для системы (1.2.1) существу-
ет V-функция, удовлетворяющая в области (2.0.1) условию V(t, x) ≥ a(||y||) и диф-
ференциальному неравенству (2.1.34). Тогда, если: 
1) решение v = 0 уравнения (2.1.35) устойчиво (асимптотически устойчиво) 
по Ляпунову, то невозмущенное движение х = 0 системы (1.2.1) y-устойчиво (эк-
виасимптотически y-устойчиво); 
2) V  b(||x||) и решение v = 0 уравнения (2.1.35) равномерно устойчиво (рав-
номерно асимптотически устойчиво), то невозмущенное движение х = 0  рав-
номерно y-устойчиво (равномерно асимптотически y-устойчиво). 
Доказательство.  Поскольку V-функция удовлетворяет дифференциаль-
ному неравенству (2.1.34), то из 000 ),( vtV x  следует  
V(t, x(t; t0, х0))   v(t; t0, v0),  t   t0. (2.1.36) 
1. Пусть решение v = 0 уравнения (2.1.35) устойчиво. Тогда для любых ε > 0, 
t0 ≥ 0 существует η(ε, t0) > 0 такое, что из v0 < η следует v(t; t0, v0) < a(ε) при всех 
R. Bellman 
(1920-1984) 
В.М. Матросов 
(1932-2010) 
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t ≥ t0. Пусть δ1(η, t0) = δ(ε, t0) > 0 таково, что V(t0, х0) < η, если только ||х0|| < δ. 
Полагая v0 = V(t0, х0), в силу условия V(t, х)   a(||y||), а также условий (2.1.36),  
заключаем, что при ||x0|| < δ и всех t   t0 справедливы неравенства 
a(||y(t; t0, х0)||)   V(t, x(t; t0, х0))   v(t; t0, v0) < a(ε),  (2.1.37) 
откуда ||y(t; t0, х0)|| < ε для всех t   t0. Таким образом, невозмущенное движение х 
= 0 исходной системы дифференциальных уравнений (1.2.1) y-устойчиво.  
Если решение v = 0 уравнения (2.1.35) асимптотически устойчиво, то оно эк-
виасимптотически устойчиво [Massera, 1949; Rouche и др., 1977]. Поэтому для 
любых t0 ≥ 0 и ε > 0 найдутся η(t0) > 0 и Т(t0, a(ε)) = Т(t0, ε) > 0 такие, что v(t; t0,  v0) 
< a(ε) при t ≥ t0 + T, если только v0 < η(t0). Выберем Δ(t0) > 0 так, чтобы при ||x0|| < 
Δ имело место неравенство V(t0, х0) < η(t0). Тогда, в силу (2.1.37), при t ≥ t0 + Т(t0, 
ε) > 0, ||x0|| < Δ выполнено соотношение ||y(t; t0, х0)|| < ε. Значит невозмущенное 
движение х = 0 системы (1.2.1) эквиасимптотически y-устойчиво.  
2. Пусть решение v = 0 уравнения (2.1.35) равномерно устойчиво и выполня-
ется условие V  b(||x||). В этом случае η(ε) > 0 не зависит от t0. Но тогда δ также 
можно выбрать не зависящим от t0, положив δ(ε) = b
–1(η(ε)). Значит невозмущен-
ное движение х = 0 системы (1.2.1) равномерно y-устойчиво.  
Если решение v = 0 уравнения (2.1.35) равномерно асимптотически устой-
чиво и V  b(||x||), то аналогично можно показать, что невозмущенное движение х = 0 
системы (1.2.1) равномерно асимптотически y-устойчиво. ■ 
Обсуждение теорем ы 2.1.16. 1°. Обобщение теоремы 2.1.16 на случай, когда V   
ω(t, x, V), предложено L. Hatvani [1975b]. Это расширяет возможности использования диффе-
ренциальных неравенств в задачах частичной устойчивости; см. [Румянцев, Озиранер, 1987]. 
2°. Если в условии 1) теоремы 2.1.16, кроме того, V  V*(t, y), то для системы (1.2.1) суще-
ствует устойчивое (асимптотически устойчивое) “частичное” положение равновесия у = 0, а не-
возмущенное движение х = 0 является у-устойчивым (асимптотически у-устойчивым) в целом 
по z0. Если в условии 1) теоремы 2.1.16, кроме того, V(t, 0, z)  0, то для системы (1.2.1) суще-
ствует квазиустойчивое (асимптотически квазиустойчивое) “частичное” положение равнове-
сия у = 0, а невозмущенное движение х = 0 является у-устойчивым при большом z0 (асимпто-
тически у-устойчивым при большом z0) [Воротников, 1988a, 2004]. 
3°. Если в условии 2) теоремы 2.1.16 требование V  b(||x||) заменить более ограничи-
тельным требованием V  b(||y||), то для системы дифференциальных уравнений (1.2.1) суще-
ствует равномерно устойчивое (равномерно асимптотически устойчивое) “частичное” поло-
жение равновесия у = 0, а невозмущенное движение х = 0 является у-устойчивым в целом по 
z0 равномерно по t0 (равномерно асимптотически у-устойчивым в целом по z0) [Румянцев, 
Озиранер, 1987]. Если в условии 2) теоремы 2.1.16 к требованию V  b(||x||) добавить требо-
вание V(t, 0, z)  0, то для системы (1.2.1) существует равномерно квазиустойчивое (равно-
мерно асимптотически квазиустойчивое) “частичное” положение равновесия у = 0, а невоз-
мущенное движение х = 0 является у-устойчивым при большом z0 равномерно по t0 (равно-
мерно асимптотически у-устойчивым при большом z0) [Воротников, 2004]. 
2. Метод вектор-функций Ляпунова. В работе В.М. Матросова [1965] дано 
приложение метода вектор-функций Ляпунова к задачам частичной устойчиво-
сти. Затем этот вопрос рассматривался в ряде последующих публикаций [Peif-
fer, 1968; Матросов, 1969; Peiffer, Rouche, 1969; Hatvani, 1975b; Shoichi и др., 1982; 
Румянцев, Озиранер, 1987; Воротников, 1991а, 1998]. 
Теорема 2.1.17 [Матросов, 1969]. Предположим, что для системы (1.2.1) в 
области (2.0.1) возможно указать вектор-функцию V(t, x) = [V1(t, x), … , Vk(t, 
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x)]T,  удовлетворяющую условиям: 
1) ),( VfV t , 00f ),(t , где вектор-функция f = (f1, … , fk)T определена и не-
прерывна в области t   0, ||V||  R, где R =   или R > sup [||V(t, x)||: t   0, ||y||  h1], а 
каждая из функций f s(t, V1, … , Vk) (1  s  k) не убывает по Vi (i  s); 
2) для некоторого l (1  l   k) справедливо условие max Vi(t, x) ≥ a(||y||) (1  i 
 l) и положение равновесия ω = 0 системы сравнения 
ώ = f (t, ω) (2.1.38) 
устойчиво (асимптотически устойчиво) по отношению к 1,…,l. 
Тогда невозмущенное движение х = 0 системы (1.2.1) y-устойчиво (асимп-
тотически y-устойчиво). 
Доказательство.  Пусть положение равновесия  ω = 0 системы сравнения 
(2.1.38) устойчиво по отношению к 1,….,l. Тогда для любых ε > 0, t0   0 
найдется λ(ε, t0) > 0 такое, что при ||ω0|| < λ каждое решение ω(t; t0, ω0) системы 
сравнения (единственность решений этой системы не предполагается) удовле-
творяет условию |ω1(t; t0, ω0)| + … + |ωl(t; t0, ω0)| < a(ε) при всех t ≥ t0. При усло-
виях теоремы существует верхнее решение s+(t; t0, ω0) системы сравнения с 
теми же начальными условиями, при всех t ≥ t0  удовлетворяющее неравенству 
|ω1+(t; t0, ω0)| + … + |ωl+(t; t0, ω0)| < a(ε). (2.1.39) 
По λ и t0 можно подобрать δ1(λ, t0) = δ(ε, t0) > 0 так, что ||V(t0, x0)|| < λ, если 
только ||x0|| < δ. Покажем, что ||y(t; t0, x0)|| < ε при ||x0|| < δ и всех t   t0. Каждой 
точке (t0, x0) c ||x0|| < δ поставим в соответствие точку t0, ω0, где ω0 = V(t0, x0). По 
выбору числа δ имеет место неравенство ||ω0|| < λ и, следовательно, неравенство 
(2.1.39). Кроме того, в силу условия 1) 
))),;(,(,()),;(,( 0000 x x Vf  x x V ttttttt 
 . 
Поэтому на основании теории дифференциальных неравенств [Wazewski, 1950, 
1990] справедливы соотношения Vs(t, x(t; t0, x0))  s+(t; t0, ω0), учитывая  которые, 
при ||x0|| < δ и всех t   t0 получаем a(||y(t; t0, x0)||)  max Vi(t, x(t; t0, x0))  |s+(t; t0, ω0)| + 
… + |s+(t; t0, ω0)| < a(ε). Следовательно, ||y(t; t0, x0)|| < ε для всех t  t0 и невозму-
щенное движение х = 0 системы (1.2.1) y-устойчиво.  
Асимптотическая y-устойчивость доказывается аналогично. ■ 
Обсуждение теорем ы 2.1.17. 1°. В теореме 2.1.17 не предполагается единствен-
ность решений системы (2.1.38). Поэтому понятие устойчивости нулевого положения рав-
новесия данной системы соответствующим образом уточняется [Матросов, 1969].  
Если при условиях теоремы 2.1.17, кроме того, Vi(t, 0, z)  0, то невозмущенное движе-
ние х = 0 системы (1.2.1) у-устойчиво (асимптотически у-устойчиво) при большом z0 [Во-
ротников, 1998]. Развитие теоремы 2.1.17 на случай, когда f зависит явно от х, т.е. f = f(t, x, V) 
[Hatvani, 1975b], расширяет возможности использования метода вектор-функций Ляпунова 
при решении задач частичной устойчивости. 
2°. Eсли max Vi(t, x) ≥ a(||x||), то из устойчивости по отношению к части переменных ну-
левого решения системы сравнения (2.1.38) следует устойчивость по отношению ко всем пе-
ременным невозмущенного движения х = 0 исходной системы (1.2.1) [Матросов, 1969; Gru-
juc и др., 1987; Nersesov, Haddad, 2006]. Это обстоятельство показывает, что два вида устой-
чивости – по отношению ко всем и по отношению к части переменных, оказываются тесно 
связанными и дополняющими друг друга при решении практических задач. 
3°. В теории устойчивости развивается также метод матричных функций Ляпунова, в 
том числе применительно к задачам частичной устойчивости [Мартынюк, 1991, 1994]. 
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4°. Проведено исследование задачи частичной устойчивости для сложной возмущённой 
взаимосвязанной системы, распадающейся при отсутствии возмущений [Строгая, 1990]. 
5°. В литературе обсуждается ряд конструктивных подходов к построению вектор -
функций Ляпунова как для достаточно общих классов, так и для конкретных систем [Bailey, 
1965; Пионтковский, Рутковская, 1967; Siljak, 1978,1990; Воронов, Матросов, ред., 1987]. 
6°. Метод вектор-функций Ляпунова также получил развитие применительно к управля-
емым системам  [Васильев, 1993; Nersesov, Haddad, 2006; Karafyllis, Jiang, 2013]. 
Прим ер 2.1.13 [Матросов, 1962b; Peiffer, Rouche, 1969]. Пусть система дифференци-
альных уравнений возмущенного движения (1.2.1) имеет вид 
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Введем вектор-функцию V = (V1, V2), V1 = ½(y1+ y2)2, V2 = ½(y1– y2)2.  
В данном случае V1+ V2 = y12+ y22, а V1, V2 в силу системы (2.1.40) удовлетворяют систе-
ме дифференциальных неравенств 
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Нулевое решение ω1 = ω2 = 0 системы дифференциальных уравнений сравнения  
11 )(sin4  t , 22 4 
te   
устойчиво по Ляпунову.  
        На основании теоремы 2.1.17 невозмущенное движение у1 = у2 = z1 = 0 системы диффе-
ренциальных уравнений (2.1.40) устойчиво по у1, у2. 
2.1.7. Построение V-функций 
При построении вспомогательных V-функций неизбежно встает вопрос: все-
гда ли при наличии у системы дифференциальных уравнений того или иного 
типа устойчивости существует V-функция с соответствующими свойствами ?  
Возникает проблема обращения теорем метода функций Ляпунова, впервые 
поставленная Н.Г. Четаевым еще в 30-е годы XX столетия перед участниками 
его семинара (Vermutungsseminar) по теории устойчивости в Казани . Первый 
общий результат в её решении получен К.П. Персидским [1937].   
1. Проблема обращения теорем метода функций Ляпунова в задачах ча-
стичной устойчивости. В данном направлении выполнен ряд работ [Halanay, 
1963; Corduneanu, 1964, 1971; Озиранер, 1971, 1986; Румянцев, Озиранер, 1987; 
Савченко, Игнатьев, 1989; Воротников, 1991а, 1998].  
Как и в классическом случае, в основном удалось установить лишь факт 
существования V-функций для ряда теорем прямого метода Ляпунова. И хотя 
положительное решение вопроса о существовании V-функций можно использо-
вать в теоретических построениях, обосновывающих решение многих задач 
устойчивости (по линейному приближению, при постоянно действующих воз-
мущениях, вариациях параметров и т.д.), важные для приложений вопросы кон-
структивного построения V-функций являются наиболее трудными.  
Теорема 2.1.18 [Озиранер, 1971; Румянцев, Озиранер, 1987]. Пусть пра-
вые части системы (1.2.1) и их частные производные по х непрерывны и огра-
ничены в области (1.2.2). Если “частичное” положение равновесия y = 0 равно-
мерно асимптотически устойчиво, то существует V-функция, удовлетворяю-
щая в области t  0,  ||y||  h < h,  ||z|| <   условиям  
                                                 
  О вкладе Казанской школы в развитие теории устойчивости см. обзор В.В. Румянцева [1968]. 
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Вопросы обращения теорем метода функций Ляпунова анализи-
ровались и для  рассматриваемых в книге задач устойчивости: по 
двум мерам [Lakshmikantham, Salvadori, 1976; Lakshmikantham, Liu, 
1993]; некомпактных (замкнутых, но неограниченных) множеств [Lin 
и др., 1996; Teel, Praly, 2000; Kellett, Teel, 2004]; “от входа к выходу” 
[Sontag, Wang, 2001].  
2. Методы построения V-функций. Выделим методы, 
которые, хотя и не обладают желаемой общностью и не 
всегда просты в реализации, тем не менее, позволяют ре-
шить ряд прикладных задач частичной устойчивости. 
1°. Метод Н.Г. Четаева связки первых интегралов достаточно хорошо изве-
стен и подробно изложен в литературе [Четаев, 1946; Rouche и др., 1977]. Его ис-
пользование позволило осуществить крупный прорыв в исследовании устойчи-
вости механических систем. Применительно к задачам частичной устойчивости 
этот метод использовался в ряде работ [Румянцев, 1957а; Моисеев, Румянцев, 
1965; Румянцев, Озиранер, 1987; Набиуллин, 1990; Зуев, 2001, 2002].  
В конкретных случаях построения связок первых интегралов полезен аналог [Озиранер, 
1986; Румянцев, Озиранер, 1987] теоремы Г.К. Пожарицкого [1958].  
В связи с использованием первых интегралов в задачах частичной устойчивости отме-
тим также работы C. Risito [1971], Р. Habets и C. Risito [1973], N. Rouche и др. [1977], где да-
ется несколько иной подход к данной проблеме. 
2°. Методы построения вспомогательных систем  используют различные 
подходы. Так, метод В.И. Зубова [1959] основан на знании оценок (сколь угод-
но грубых) “неконтролируемых” z-переменных системы дифференциальных 
уравнений (1.2.1) и построении на основе этих оценок некоторой вспомогатель-
ной системы дифференциальных уравнений той же размерности. Тогда функция 
Ляпунова для построенной вспомогательной системы решает задачу устойчиво-
сти по отношению к части переменных для исходной системы.  
Строятся также разного типа предельные системы дифференциальных урав-
нений [Андреев, 1979, 1984, 1987, 1991; Hatvani, 1983a, 1983b, 1985a, 1985b, 1991]. 
Это, естественно, не собственно методы построения V-функций, однако в их рам-
ках возможности нахождения “подходящей” V-функции расширяются.  
Кроме того, используются преобразования (линейные или нелинейные) фа-
зовых переменных исходной системы, позволяющие привести ее к более удоб-
ному для изучения частичной устойчивости виду [Воротников 1991а, 1998]. В 
частности, в ряде случаев удается построить вспомогательную систему меньшей 
размерности, из устойчивости по Ляпунову нулевого положения равновесия ко-
торой следует устойчивость по заданной части переменных невозмущенного 
движения исходной системы. В отличие от метода В.И. Зубова [1959], в данном 
случае не требуется знания оценок для “неконтролируемых” z-переменных. 
3°. Метод сужения допустимой области “неконтролируемых” переменных 
[Воротников 1995а, 1995b, 1998, 1999с] сводится к варьированию области, в ко-
торой происходит построение V-функций Ляпунова. А именно, преднамеренно 
сужается обычно рассматриваемая при изучении y-устойчивости невозмущен-
ного движения х = 0 системы (1.2.1) область (1.2.2); см. рис. 2.1.7. Она заменяет-  
К.П. Персидский 
(1903-1970) 
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Рис. 2.1.7. Области (1.2.2) и (2.1.5) при  μ1 = у1z1 
 
 
 
 
 
 
 
 
 
 
 
 
ся областью (2.1.5), где μ(t, x) – некоторая вектор-функция, μ(t, 0)  0, зависящая 
от t и фазовых переменных системы (1.2.1). Естественно, в данном случае введен-
ное допущение ||y||+||μ(t,x)||  h1 должно подтверждаться в процессе решения задачи.  
Целесообразность изучения задачи y-устойчивости в области (2.1.5) объясняется тем, что         
y-устойчивое невозмущенное движение х = 0 системы (1.2.1) всегда фактически устойчиво не 
только по у, но также и по отношению к некоторым функциям μi = μi(t, x). Однако заранее не все-
гда ясно, какие именно это μi-функции. В данной ситуации подобные μi-функции естественно 
трактовать как компоненты дополнительной векторной μ-функции Ляпунова для наиболее раци-
ональной замены области (2.0.1) областью (2.1.5). При этом не требуется анализировать произ-
водную μ-функции вдоль траекторий системы (1.2.1), что является дополнительным аргументом 
в пользу указанного подхода. Такой подход позволяет не только облегчить построение фу-нкций 
Ляпунова, но и использовать для доказательства  y-устойчивости функции, которые уже в случае 
dim(y) = dim(z) = 1 могут не быть знакоопределенными ни по у, ни по Ляпунову.  
С позиций рассмотренного в разделе 1.2.1 анализа факторов, определяющих допущения на 
“неконтролируемые” z-переменные, в данном случае, заменяя область (2.0.1) областью (2.1.5), 
руководствуемся целью облегчения решения задачи y-устойчивости невозмущенного движения  
х = 0 системы (1.2.1). Отметим, что в рамках указанного подхода существенно нелинейные V-
функции могут строиться в виде квадратичных форм  V(t, x)  V*(t, y, μ(t, x)) переменных y, μ [Во-
ротников, 1995a, 1998, 1999c; Fisher, Bhattacharya, 2009], знакоопределенность (по отношению ко 
всем переменным) которых проверяется с помощью обобщенного критерия Сильвестра.  
2.2. УСТОЙЧИВОСТЬ  ПО  ЧАСТИ  ПЕРЕМЕННЫХ  ЛИНЕЙНЫХ  СИСТЕМ, 
ПО  ЛИНЕЙНОМУ  ПРИБЛИЖЕНИЮ  И  В  КРИТИЧЕСКИХ  СЛУЧАЯХ 
Интерес к задаче устойчивости по отношению к части переменных для ли-
нейных систем, по-видимому, возник еще в начале ХХ столетия. 
E. Esclangon [1917] доказал следующий нетривиальный результат: если для 
линейного дифференциального уравнения* 
0)(...)( 0
)1(
1
)(       xtaxtax
n
n
n
 (2.2.1) 
с непрерывными, ограниченными при t  [t0, ) коэффициентами выполняется 
условие |x(t)|  M1 = const > 0, то |x(
k)(t)|  M2 = const > 0 для всех k от 1 до n.  
      Учитывая, что для уравнения (2.2.1) ограниченность решений (по всем или по части пере-
менных) эквивалентна их устойчивости [Bellman,1953; Кривошеев, Луценко, 1980], заключа-
ем, что из устойчивости положения равновесия x = … = x(n–1) = 0 уравнения (2.2.1) по коорди-
нате x следует устойчивость и по всем производным x(k) до порядка n  включительно. 
                                                 
* Посредством переобозначений это уравнение можно привести к линейной системе вида (1.2.1).  
J. Sylvester 
(1814-1897) 
E. Esclangon 
(1876-1954) 
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Однако, несмотря на указанную невозможность некоторых ситуаций ча-
стичной устойчивости для уравнения (2.2.1), уже в случае п = 2 допустимы раз-
личные другие виды частичной устойчивости этого уравнения и, в частности, 
допустима асимптотическая устойчивость по отношению к координате х. 
И в самом деле, перед Второй мировой войной в поле зрения исследователей 
попала [Biernacki, 1933; Milloux, 1934] и получила решение [Armellini, 1935; Sanso-
ne, 1936, 1941; Tonelli, 1936; Wiman, 1936] задача о притяжении по отношению к 
координате x нулевого решения x = x  = 0 линейного дифференциального уравне-
ния 2-го порядка x  + a(t)x = 0*, для которого притяжение одновременно по х и x  
невозможно ни при какой непрерывной функции a(t).  
Дальнейшую библиографию можно найти у L. Cesari [1959] и L. Hatvani [1997]. 
 
 
        
 
 
 
 
 
Рис. 2.2.1. Асимптотическая устойчивость уравнения (2.2.1) при п = 2:  
(1) по Ляпунову (по х и x ); (2) по координате x 
Начиная с 50-х годов XX столетия стала рассматриваться задача устойчиво-
сти по части переменных для общих классов линейных систем обыкновенных 
дифференциальных уравнений [Зубов, 1959; Матросов, 1965; Corduneanu, 1971] на 
основе прямого метода Ляпунова. Также разработан другой подход к данной зада-
че как для автономных [Воротников, Прокопьев, 1978; Воротников, 1991а, 1998], 
так и для неавтономных линейных систем [Воротников, 1988а, 1991а, 1998], поз-
воляющий свести изучение устойчивости по части переменных к изучению ус-
тойчивости по отношению ко всем переменным для некоторых вспомогательных 
линейных систем дифференциальных уравнений (вспомогательных μ-систем)**.  
                                                 
* Эта задача эквивалентна задаче асимптотической устойчивости по отношению к координате x. 
** Данный подход лег в основу анализа задачи полиустойчивости по части переменных линейных систем 
[Мартынюк, Чернецкая, 1993а, 1993b], задачи устойчивости по части переменных на основе квадратичных 
форм [Озиранер, 1986; Румянцев, Озиранер, 1987], а также распространен на другие классы  линейных си-
стем: с запаздывающим аргументом [Воротников, 1991а, 1998]; стохастические [Воротников, 1991а, 1998]; 
дискретные по времени (разностные) [Ильясов, 1984; Вавилов, Прокопьев, 1986; Cao, 1989; Cao, Xiong, 1993]; 
дискретные стохастические [Phillis, 1984] , дискретные с переключениями [Shen и др., 2014]. 
(1) (2) 
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Основные трудности, преодоление которых потребовало некоторых новых идей [Ворот-
ников, 1988а, 1991а, 1998], вызвало развитие метода применительно к неавтономным систе-
мам. Дело в том, что для неавтономных систем не только с непрерывными, но и даже анали-
тическими коэффициентами, приходится рассматривать μ-системы дифференциальных ура-
внений с разрывными (2-го рода) по t коэффициентами. Системы с такими “сильными” разры-
вами мало изучены. Понятия решений и устойчивости решений вспомогательной μ-системы, 
вызвав дискуссию, затем получили развитие [Воротников, 1988а, 1991а, 1998].  
Следует отметить, что в общем случае метод построения вспомогательных μ-систем по-
зволяет получить лишь достаточные условия частичной устойчивости, и проблема конст-
руктивного определения условий устойчивости (асимптотической устойчивости) по отноше-
нию к части переменных линейных неавтономных систем продолжает оставаться открытой.  
Известны [Луценко, Стадникова, 1973; Кривошеев, Луценко, 1980; Чудинов, 2004: Никонов,  
2013] и другие условия частичной устойчивости линейных автономных систем, основанные на 
анализе их структурной формы решений и матричных многочленов [Фаддеев, Фаддеева, 1963]. 
Фундаментальные результаты об устойчивости по линейному приближению 
принадлежат А.М. Ляпунову [1892]. Несмотря на принципиальное значение этих 
результатов для приложений, вплоть до 60-х годов XX столетия они были из-
вестны за пределами СССР только некоторым математикам*.  
Исследование частичной асимптотической устойчивости нелинейных систем 
по линейному приближению начато в работах С. Corduneanu [1971], А.С.  Озира-
нера [1973] и В.П. Прокопьева [1975] на основе метода функций Ляпунова.  
Показано [Воротников, 1979, 1988а, 1991а, 1998], что класс нелинейных систем, 
для которых вопрос об устойчивости по части переменных решается посредст-
вом анализа линейного приближения, можно расширить. Для этого вместо линей-
ной части исходной нелинейной системы следует рассматривать специально пос-
троенную систему линейного приближения для исходной нелинейной системы.  
2.2.1. Устойчивость по части переменных линейных систем 
Для линейных систем дифференциальных уравнений устойчивость (как по 
всем, так и по части переменных) одного решения влечет устойчивость любого 
другого решения и, следовательно, можно говорить об устойчивости системы. 
1. Линейные системы дифференциальных уравнений с постоянными ко-
эффициентами. Уже в случае линейных систем дифференциальных уравнений 
с постоянными коэффициентами возможны примеры систем, устойчивых (аси-
мптотически устойчивых) по отношению к одним переменным и одновременно 
неустойчивых (устойчивых неасимптотически) по другим переменным.  
Одна из таких ситуаций приводится в монографии В.И. Зубова [1959]; отмечена высокая 
чувствительность переходного процесса по изучаемой на устойчивость переменной к измене-
нию значений коэффициентов (хотя и не всех) рассматриваемой системы.  
На указанную принципиальную для задачи устойчивости по  отношению к части пере-
менных особенность зависимости свойства устойчивости по части переменных не только от 
значений корней характеристического уравнения, но и от вида коэффициентов линейной си-
стемы дифференциальных уравнений также обратил внимание K. Peiffer [1968]. 
Показано [Воротников, Прокопьев, 1978; Воротников, 1991а, 1998], что задача 
устойчивости (асимптотической устойчивости) по отношению к заданной части 
                                                 
* См. по этому поводу P.W. Likins [1986]. Обзор современного состояния проблемы обоснования линей-
ного приближения (в том числе линеаризации в хаотической динамике) дан Г.А. Леоновым [2003]. 
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переменных эквивалентна задаче устойчивости (асимптотической устойчивости) 
по Ляпунову либо этой же системы, либо некоторой вспомогательной, допускаю-
щей конструктивное построение линейной системы меньшей размерности.  
Остановимся на данном вопросе более подробно. Пусть имеем линейную 
систему дифференциальных уравнений с постоянными коэффициентами 
).,1(
 ),,1(
1 1
1 1
pjzdycz
mizbyay
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

 (2.2.2) 
Рассмотрим векторы bi = (bi1, … , bip). Считаем, не нарушая общности рас-
суждений, что первые r (r  m) векторов b1, … , br линейно независимы, а векто-
ры br+1, … , bm являются их линейными комбинациями. Для построения вспомо-
гательной системы уравнений введем новые переменные 



p
l
lili zb
1
   (i = r,1 ). (2.2.3) 
Возможны два случая. В первом случае образуется вспомогательная линей-
ная система дифференциальных уравнений с постоянными коэффициентами 
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 (2.2.4) 
полностью определяющая поведение y-переменных исходной системы (2.2.2).  
Системы вида (2.2.4) названы вспомогательными μ-системами дифферен-
циальных уравнений по отношению к исходной системе (2.2.2).  
Во втором случае система (2.2.2) не приводится к μ-системе дифференци-
альных уравнений после введения указанных переменных (2.2.3). Это значит, 
что хотя бы одно из второй группы уравнений системы (2.2.4) имеет  вид 
 
 

m
k
p
l
ljlkjkj zdyc
1 1
**  ( j = r,1 ). 
В данном случае еще раз введем новые переменные типа (2.2.3), причем вы-
бираем из них лишь те, которые не являются линейными комбинациями ранее 
введенных переменных. При этом система (2.2.2) либо сводится к μ-системе ви-
да (2.2.4), либо процесс введения новых переменных необходимо продолжить. 
 В конечном счете таким путем для исходной системы дифференциальных 
уравнений (2.2.2) всегда может быть построена вспомогательная линейная μ-си-
стема, размерность которой не превышает размерности исходной системы.  
Множество корней характеристического уравнения вспомогательной μ-сис-
темы является подмножеством (в частности, совпадает со всем множеством) кор-
ней характеристического уравнения исходной системы (2.2.2). 
Представим систему дифференциальных уравнений (2.2.2) в векторном виде 
y = Ay + Bz, z = Cy + Dz, 
где A, B, C, D – постоянные матрицы соответствующих размеров. 
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Теорема 2.2.1 [Воротников, Прокопьев, 1978; Воротников, 1991а, 1998]. 
Для системы дифференциальных уравнений (2.2.2) можно построить вспомо-
гательную линейную μ-систему дифференциальных уравнений  размерности 
dim(y) + rank Kp,  Kp = [BT, DTBT, … , (DT)P–1 BT].  
При этом для y-устойчивости (асимптотической y-устойчивости) систе-
мы (2.2.2) необходимо и достаточно, чтобы μ-система была устойчива 
(асимптотически устойчива) по Ляпунову. 
Доказательство.  Новые переменные, необходимые для построения μ-сис-
темы, выбираются из переменных (в векторном виде) μ = Bz, μ(1) = B z  = BDz и 
т.д. Поэтому при определении размерности вспомогательной μ-системы возни-
кает матрица Kp. Анализ свойств этой матрицы показывает, что размерность  
μ-системы равна dim(y) + rankKp. Первая часть теоремы доказана. 
Достаточность условий второй части теоремы очевидна. Докажем необхо-
димость. Ограничимся случаем асимптотической устойчивости. Структура 
фундаментальной матрицы решений системы (2.2.2) такова, что если система 
(2.2.2) асимптотически y-устойчива, то она также асимптотически устойчива и 
по переменным μ = Bz. В случае, когда система (2.2.2) приводится к μ-системе 
на первом шаге введения новых переменных, необходимость условий теоремы 
доказана. Если это не так, проведенные рассуждения необходимо вновь повто-
рить по отношению к образующейся системе. Поскольку построение вспомога-
тельной μ-системы всегда возможно на некотором конечном этапе введения но-
вых переменных, то необходимость условий второй части теоремы доказана. ■ 
Следствие 2.2.1 [Peiffer, 1968; Воротников, Прокопьев, 1978]. Пусть сре-
ди корней характеристического уравнения системы (2.2.2) m (т = dim(y)) име-
ют отрицательные действительные части .  
Тогда для асимптотической y-устойчивости необходимо и достаточно, что-
бы эта система имела вид  
y = Ay, z = Cy + Dz,  
и собственные числа матрицы А имели отрицательные действительные части. 
Следствие 2.2.2 [Воротников, Прокопьев, 1978]. Если rankKp = р, то зада-
ча y-устойчивости (асимптотической y-устойчивости) системы (2.2.2) экви-
валентна задаче устойчивости (асимптотической устойчивости) по Ляпунову.  
Обсуждение теорем ы 2.2.1.  1°. Указанная методика построения вспомогательных 
μ-систем связана с идеей метода “исключения переменных” [Понтрягин, 1961], позволяюще-
му систему линейных уравнений свести в некотором смысле к одному уравнению. Отмечена 
также [Череменский, 1987; Воротников, 1991а, 1998] связь предложенного подхода с одной 
из задач теории систем – задачей наблюдаемости. Дополнительные подробности, связанные 
с построением μ-систем, можно найти в монографиях В.И. Воротникова [1991а, 1998]. 
2°. Предложенная методика исследования задачи устойчивости по части переменных 
линейных систем независимо рассмотрена в иной форме [Muller, 1977, 1984]. 
3°. В случае линейных систем с постоянными коэффициентами уже отмеченная повы-
шенная чувствительность свойства устойчивости по отношению к части переменных к из-
менению структуры системы проявляется особенно сильно, и уже “малое шевеление” коэф-
фициентов (хотя и не всех, а только входящих в матрицы В, D) может, вообще говоря, при-
вести к потере свойства устойчивости по отношению к части переменных. 
4°. Рассмотрена связь метода построения вспомогательных μ-систем и метода функций 
Ляпунова [Озиранер, 1986; Румянцев, Озиранер, 1987; Воротников, 1991а, 1998]. 
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Прим ер 2.2.1 [Воротников, Прокопьев, 1978; Воротников, 1991а, 1998]. 1) Для линей-
ной системы дифференциальных уравнений с постоянными коэффициентами 3-го порядка 
1y –y1 + z1 – 2z2, 1z 4y1 + z1, 2z 2y1 + z1 – z2  (2.2.5) 
вспомогательная линейная μ-система дифференциальных уравнений имеет 2-й порядок 
111  yy ,  11     
(1  z1 – 2z2, rank K2  1, p  2). 
Поскольку μ-система асимптотически устойчива по отношению ко всем переменным, то 
исходная система (2.2.5) асимптотически устойчива по у1 на основании теоремы 2.2.1. 
Вспомогательная функция Ляпунова V = y12 + 2y1μ1 + 2μ12 для μ-системы, после замены пе-
ременной μ1  z1 – 2z2, является V-функцией Ляпунова для исходной системы (2.2.5) 
2
21211
2
1 )2(2)2(2 zzzzyyV  , V
 ].)2()2([2 221211
2
1 zzzzyy   
Отметим, что: 
a) V-функция не удовлетворяет условиям теорем 2.1.5, 2.1.8 в случае w = (x1,…, xk)T ни 
при одном возможном в данном случае значении k = 2, 3, однако условия теорем 2.1.5, 2.1.8 
выполняются в случае w = (y1, 1),  μ1  z1 – 2z2; 
b) V-функция удовлетворяет всем условиям теоремы 2.1.6, поскольку для функции Y1 = –y1 + 
z1 – 2z2 выполнено условие |Y1(t; t0, x0)|  N(t0, x0); 
c) V-функция в области t ≥ 0, ||x|| <  удовлетворяет дифференциальному неравенству, 
указанному в условиях теоремы 2.2.3; 
d) множество М, где производная V-функции равна нулю, содержит целые полутраекто-
рии системы (2.2.5) вида y1 = 0, z1 = 2z2 (например, y1 = 0, z1 = е
t
, z2 = ½е
t
,  − произвольное 
число), однако множество M ∩{V > 0} не содержит целых полутраекторий, и условия теоре-
мы 2.1.9 (кроме требования z-ограниченности решений) выполнены;  
e) множество M\M1, где М1 = {у1 = 1 = 0}, пусто и не содержит целых полутраекторий си-
стемы (2.2.5), кроме того, множество М1 = {у1 = 1 = 0}, в отличие от М1 = {у1 = 0}, является ин-
вариантным и, следовательно, условия теоремы 2.1.10 (кроме требования z-ограниченности 
решений) выполнены только при наличии вспомогательной 1-функции; 
f) вектор-функция V = (у1, –у1, z1 – 2z2, 2z2 – z1)T удовлетворяет всем условиям теоремы 
2.1.17; вспомогательная μ-система выполняет функцию системы сравнения. 
2) Система дифференциальных уравнений  
22111 zbzby    , 1ybz ii     (i = 1, 2)  
описывает движение электрона в постоянном магнитном поле, если ось у1 направить пер-
пендикулярно вектору Н напряженности поля. В этом случае [Тамм, 1989] 
b1 =
1
1)( zHmce
 ,  
2
1
2 )( zHmceb
 ,  ) , ,0(  
21 zz
HHH , 
где т – масса электрона, е – его заряд, с – электромагнитная постоянная, равная скорости света. 
На основании теории гироскопических систем следует, что движение электрона усто й-
чиво по отношению к скоростям,  но неустойчиво по всем переменным (по Ляпунову). 
Конкретизируем сделанное утверждение. Поскольку положение равновесия μ-системы  
11  y , 11 yb     (b = −b1
2 −b2
2)  
в данном случае устойчиво по Ляпунову, то положение равновесия исходной системы 
устойчиво не только по скоростям, но и по у1. Кроме того, устойчивость по μ1 возможна 
лишь в случае неустойчивости и по z1, и по z2. Таким образом, в рассматриваемом случае 
движение электрона устойчиво по 2111 ,,, zzyy   и неустойчиво по каждой из переменных z1, z2. 
2. Линейные системы дифференциальных уравнений с периодическими 
коэффициентами. Подробный анализ задачи устойчивости по части переменных 
дан для линейных систем с периодическими, аналитическими коэффициентами 
[Воротников, 1988а, 1991а, 1998]. Показано, что предложенный для линейных  
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систем с постоянными коэффициентами метод построения вспомогательных μ-
систем в данном случае приводит к μ-системам дифференциальных уравнений, 
вообще говоря, более широкого класса: линейным вспомогательным μ-системам 
с разрывными по t, периодическими, аналитическими на интервалах непрерывно-
сти коэффициентами. (На промежутке [0, Т] периодичности коэффициенты вспо-
могательной μ-системы могут иметь, в силу аналитичности коэффициентов ис-
ходной системы, лишь конечное число точек разрыва.)  
Однако, как и в случае линейных систем с постоянными коэффициентами, 
размерность вспомогательной μ-системы не превышает размерности исходной 
системы, а задача устойчивости (асимптотической устойчивости) по части пере-
менных для исходной системы эквивалентна задаче устойчивости (асимптотиче-
ской устойчивости) по Ляпунову либо этой же системы, либо μ-системы меньшей 
размерности. (Понятие устойчивости по Ляпунову в случае разрывности коэффи-
циентов вспомогательной системы соответствующим образом уточняется.)  
Разрывы коэффициентов вспомогательной μ-системы обусловлены возможной потерей 
на конечном множестве точек {ti} из промежутка t  [0, Т] линейной независимости новых 
переменных, необходимых для образования μ-системы. На фазовой плоскости вспомогате-
льной линейной μ-системы указанным точкам {ti} соответствуют точки “стыковки” участков 
фазовых траекторий. После аналитического доопределения решений μ-системы этим точкам 
будут соответствовать точки пересечения фазовых траекторий.  
Типичный фазовый портрет μ-системы дифференциальных уравнений см. на рис. 2.2.2. 
Пусть линейная система дифференциальных уравнений имеет вид 
z y y )()( tBtA  , z y  z )()( tDtC  ,  (2.2.6) 
где A, B, C, D – матричные функции t  [0, ) соответствующих размеров с анали-
тическими периодическими с периодом Т коэффициентами.  
Рассмотрим матрицы  
G1 = L1, … , Gj = {L1, L2, … , Lj}  (2 ≤ j ≤ р+1),  
элементы которых определяются соотношениями L1 = BT, … , Lj = (dLj–1/dt) + DTLj–1. 
      Допустим, что s – минимальное число такое, что rank Gs–1 = rank Gs при всех t  
[0, T], за исключением, быть может, некоторого конечного числа точек. (Указанное 
s существует и принимает целые значения в пределах от 2 до р + 1.) 
Теорема 2.2.2 [Воротников, 1988а, 1991а, 1998]. Для системы (2.2.6) мож-
но построить вспомогательную μ-систему (с разрывными, вообще говоря, по t 
коэффициентами) размерности dim(y) + rank Gs–1.  
При этом для y-устойчивости (асимптотической y-устойчивости) систе-
мы (2.2.6) необходимо и достаточно, чтобы μ-система была устойчива 
(асимптотически устойчива) по Ляпунову. 
Доказательство первой части теоремы проводится также, как первой ча-
сти теоремы 2.2.1. Доказательство второй части проведем для случая асимпто-
тической y-устойчивости. (Для случая неасимптотической y-устойчивости оно 
проводится по той же схеме.) 
Достаточность очевидна. Необходимость. Структура фундаментальной ма-
трицы решений системы дифференциальных уравнений (2.2.6) такова [Floquet, 
1883], что если система (2.2.6) асимптотически y-устойчива, то y-компоненты 
решений данной системы при всех t  [0, ) имеют вид 
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где φij(t) – периодические аналитические функции с периодом Т; сij – постоянные, 
зависящие от начальных условий; ρj – характеристические показатели системы.  
В результате из асимптотической y-устойчивости системы (2.2.6) следует ее 
асимптотическая устойчивость также и по производным от y-переменных.  
В самом деле, в противном случае нарушается хотя бы одно из соотношений 
tj
ijijj etc



)( →  0, 
tj
ijij etc



)( →  0. 
Это может иметь место только в случае, если соответствующие функции ij и их производ-
ные неограниченны при t  [0, ). Однако ни одна из функций ij и ни одна из производных 
этих функций, являющиеся аналитическими при t  [0, ) и периодическими с периодом Т, не 
могут быть неограниченными при t  [0, ). Аналитические, периодические с периодом Т функ-
ции, входящие в матричную функцию A(t), также обязательно ограничены при t  [0, ).  
Поэтому, анализируя структуру первых m уравнений системы (2.2.6), зак-
лючаем, что для асимптотической y-устойчивости необходимо выполнение на 
траекториях данной системы неравенств (, β – положительные постоянные) 
 ||μ(t)||  ||B(t)z(t; t0, x0)||  ||x0||
)( otte  . 
Таким образом, для асимптотической y-устойчивости системы (2.2.6) необхо-
дима асимптотическая устойчивость и по компонентам вектора μ. В случае, когда 
система (2.2.6) приводится к μ-системе на первом шаге введения новых перемен-
ных, необходимость условий теоремы доказана. Если это не так, проведенные рас-
суждения необходимо вновь повторить по отношению к образующейся системе. 
Поскольку построение вспомогательной μ-системы всегда возможно на некотором 
конечном этапе введения новых переменных, то необходимость доказана. ■ 
Обсуждение теорем ы 2.2.2.  1°. Класс рассматриваемых μ-систем шире [Воротни-
ков, 1998] класса систем с разрывными по t периодическими коэффициентами, изучаемого в 
монографии В.А. Якубовича и В.М. Старжинского [1972]. 
2°. Требование аналитичности коэффициентов системы (2.2.6) можно существенно 
ослабить [Воротников, 1998], заменив его соответствующим требованием  непрерывной 
дифференцируемости (достаточное число раз) коэффициентов. 
Прим ер 2.2.2 [Воротников 1988а, 1991а, 1998]. Для линейной системы дифференци-
альных уравнений 3-го порядка с периодическими аналитическими коэффициентами  
21112111
2
2
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)(sin,)(cos
,)cos2()2(sin
zzytzzzytz
ztztyy




   
 (2.2.7)  
введением новой переменной μ1 = (sin 2t)z1 + (2cos2 t)z2 можно построить вспомогательную ли-
нейную μ-систему дифференциальных уравнений 2-го порядка 
111  yy , 11 )tg1(  t .  (2.2.8) 
Среди коэффициентов системы (2.2.8), в отличие от коэффициентов исходной системы 
(2.2.7), – разрывная функция tgt. Однако непосредственным интегрированием вспомогатель-
ной системы (2.2.8) убеждаемся, что ее решения 
)
0
(
2001000101 ]})(cos)[(sin)sin(sin2{)(
tt
eztztttyty
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Рис. 2.2.2. Фазовый  
портрет системы (2.2.8) 
 
являются аналитическими функциями t  [0, ).  
       Фазовый портрет системы (2.2.8) показан на рис. 2.2.2. 
Вспомогательная μ-система (2.2.8) асимптотически устой-
чива по Ляпунову. Следовательно, система (2.2.7) асимптоти-
чески устойчива по отношению к переменной у1 на основании 
теоремы 2.2.2. 
      Отметим, что  введением новой переменной μ2 = (sint)z1 + 
(cost)z2 для исходной системы (2.2.7) также может быть пост-
роена вспомогательная μ-система вида 
       211 )(cos2 tyy  , ,22    
 среди коэффициентов которой нет разрывных функций t. 
 
3. Линейные системы дифференциальных уравнений с непрерывными 
коэффициентами. Выделим три подхода к исследованию задач устойчивости 
по отношению к части переменных для данного класса систем. 
1) Подход В.И. Зубова опирается на знание оценок (сколь угодно грубых) для 
z-компонент решений исходной системы [Зубов, 1959]. Этот подход позволяет 
свести задачу устойчивости по части переменных к задаче устойчивости по Ля-
пунову для вспомогательной линейной системы той же размерности. 
2) Подход К. Кордуняну связан с применением метода функций Ляпунова, 
причем удалось найти необходимые и достаточные условия экспоненциальной 
асимптотической устойчивости по отношению к части переменных.  
Теорема 2.2.3 [Corduneanu, 1971]. Для экспоненциальной асимптотиче-
ской y-устойчивости  линейной системы (2.2.6) с непрерывными коэффициен-
тами необходимо и достаточно, чтобы существовала V-функция, удовлетво-
ряющая условиям (M и  – положительные постоянные)  
||y||  V(t, x)   M ||x||,  ),( x tV  −V(t, x), (2.2.9) 
|V(t, x) – V(t, x)|   M ||x– x||. (2.2.10) 
Доказательство.  Необходимость. Допустим, что при всех t0 ≥ 0, x0 имеет 
место оценка (1.2.4).  
Положим  
V(t, x) = 
0  
sup

 [||y(t + ; t, x)|| eα],  
так что V(t, x) ≥ ||y||; кроме того, V(t, x)  M ||x|| в силу (1.2.4).  
Поскольку произвольное решение x(t; t0, x0) линейной системы имеет вид  
x(t; t0, x0) = K(t, t0)x0, где K(t, t0) = U(t)U–1(t0) – матрица Коши, а U(t) – фундамен-
тальная матрица решений, то  
|V(t, x) – V(t, x)|  
0  
sup

[||y(t +  ; t, x– x)|| eα]  M ||x– x||.  
Учитывая также соотношения   
V(t + s, x(t + s; t, x)) = 
0  
sup

 [||y(t + s +; t + s, x(t + s; t, x))|| eα] =  
                                                 
Периодичность коэффициентов системы (2.2.6) не предполагается. В части достаточности условие 
(2.2.10) не используется. В части необходимости дифференцируемость V-функции не предполагается; под 
производной понимается  правая верхняя производная V-функции в силу системы (2.2.6). 
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0  
sup

 [||y(t + s + ; t, x)|| eα] = 
s  
sup

 [||y(t + ; t, x)|| eα  e–αs]   
0  
sup

 [||y(t + ; t, x)|| eα  e–αs] = e–αs V(t, x), 
получаем неравенство 
s–1[V(t + s, x(t + s; t, x)) – V(t, x)]  s–1(e–αs–1) V(t, x),  
откуда при s →+0 следует оценка (2.2.9) для обобщенной производной V-функции.  
Докажем непрерывность введённой вспомогательной V-функции.  
Действительно, имеет место неравенство 
|V(t + s, x) – V(t, x)|  |V(t + s, x) – V(t + s, x)| + |V(t + s, x) – V(t + s, x(t + s; t, x))| + 
|V(t + s, x(t + s); t, x)) – V(t, x)|, 
причем первые два слагаемых в правой части этого неравенства стремятся к нулю при s → 0, 
||x − x || → 0, поскольку V удовлетворяет условию Липшица по х, а последнее слагаемое стре-
мится к нулю в силу полученной оценки для обобщенной производной V-функции.  
Достаточность. При выполнении условий (2.2.9) всех t0 ≥ 0, x0 имеем  
V(t, x(t; t0, x0))  V(t0, x0)
)( otte  ,  ||y(t; t0, x0)||  V(t, x(t; t0, x0)),  V(t0, x0)  M ||x0||, 
откуда следует, что при всех t0 ≥ 0, x0 для произвольного решения x(t; t0, x0) ли-
нейной системы дифференциальных уравнений справедлива оценка (1.2.4). ■ 
3) Подход, связанный с построением вспомогательных линейных μ-систем [Во-
ротников, 1991а, 1998], предполагает, что часть коэффициентов исходной системы 
являются непрерывно дифференцируемыми (достаточное число раз) функциями.  
В общем случае подобный подход приводит, вообще говоря, лишь к доста-
точным условиям устойчивости по части переменных, причем при совпадении 
размерностей исходной системы и μ-системы не обязательна эквивалентность 
задач устойчивости по части и по всем переменным; см. пример 2.2.3. 
4. Возможные ситуации полиустойчивости и частичной устойчивости 
для линейных механических систем с одной степенью свободы. Зависимость 
от времени коэффициентов линейных систем приводит не только к существен-
ному отличию, но и порой к парадоксальным выводам, не имеющим места при 
исследовании устойчивости линейных систем с постоянными коэффициентами.  
Это проявляется уже при рассмотрении линейных механических систем с 
одной степенью свободы, динамика которых описывается уравнением вида  
0)()( 01  xtaxtax    (2.2.11) 
с непрерывными и неограниченными, вообще говоря, при t  [0,) функциями 
a1(t) и а0(t). В дифференциальном уравнении (2.2.11) x, x  – обобщенные коорди-
ната и скорость; a1, а0 – коэффициент демпфирования и обобщенная жесткость. 
В случае, когда a1 и а0  постоянны, вопрос об устойчивости положения равновесия x = x  
= 0 дифференциального уравнения (2.2.11) тривиален: при a1 > 0 и а0 > 0 имеем экспоненци-
альную асимптотическую устойчивость по x и x ; при a1а0 < 0 имеем неустойчивость как по 
x, так и по x . Ситуация частичной устойчивости (по x или по x ) и одновременной неустой-
чивости (соответственно по x  или по x) принципиально невозможна. И лишь в частном слу-
чае a1 > 0 и а0 = 0 имеет место равномерная устойчивость по x и экспоненциальная асимпто-
тическая устойчивость по x .  
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В случае зависящих от времени коэффи-
циентов a1 и а0 ситуация коренным образом 
меняется, и можно указать конкретные приме-
ры дифференциального уравнения (2.2.11), по-
ложение равновесия x = x  = 0 которого: 1) 
устойчиво по Ляпунову и асимптотически (в 
том числе экспоненциально асимптотически) 
устойчиво по x; 2) устойчиво по Ляпунову и 
асимптотически (в том числе экспоненциально 
асимптотически) устойчиво по x ; 3) устойчи-
во по x, но неустойчиво по x ; 4) асимптотиче-
ски устойчиво (в том числе экспоненциально 
асимптотически) по x, но неустойчиво по x ; 5) устойчиво по x , но неустойчиво по x; 6) 
асимптотически устойчиво по x , но неустойчиво по x. 
В связи с указанными ситуациями отметим следующее: притяжение по отношению к x или 
x  для уравнения (2.2.11) эквивалентно асимптотической устойчивости соответственно по x 
или x  (|x| → 0 или | x | → 0); неустойчивость по x или x  означает, что соответственно |x| → ∞ 
или | x | → ∞; ситуации 3) и 4) возможны только [Esclangon, 1917], если хотя бы один коэффи-
циент уравнения (2.2.11) является неограниченной функцией t  [0, ).  
Кроме того, асимптотическая устойчивость по отношению к x или x  обязательно является 
эквиасимптотической, но не обязательно равномерна по t0, а экспоненциальная асимпто-
тическая устойчивость по отношению к x  означает равномерную устойчивость по x. 
Прим ер  2.2.3. Случаи, когда решение дифференциального уравнения (2.2.11) удается 
получить в замкнутой форме, позволяют увидеть конкретные механизмы возникновения явле-
ний полиустойчивости и частичной устойчивости для этого уравнения.  
Общее решение уравнения (2.2.11) находится по формуле  
[x(t), x (t)]T = К(t, t0)(x0, 0x )
T,  
где К(t, t0) = U(t)U 1(t0) – матрица Коши, а U(t) – фундаментальная матрица решений. 
1) Пусть дифференциальное уравнение (2.2.11) имеет вид 
02  xexx t , (2.2.12) 
что соответствует движению точки единичной массы по горизонтали под действием силы вяз-
кого трения и силы упругости с неограниченно возрастающим коэффициентом демпфирования.  
Фундаментальная матрица решений U(t) определяется следующим образом 
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)(
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

 . 
После соответствующих вычислений находим   
)(
000000
0000 )}sin()()cos({),,;( ttttttt eeeexxeexxxttx       , 
).cos(}]1[{)sin(])([),,;( 0
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0000000
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Используя неравенство Коши–Буняковского–Шварца,  получаем следующие оценки: 
,5,|)|||2(|),,;(| )(20
2
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00000
00   MexxMexxxxttx tttt            
2
0
2
0
2
00000 )2(4||2||)2(|),,;(|
00 xxexxexxttx tt        . 
Для любых ε > 0, t0  0 положим 
.}])2(4[,min{),( 1210
0    teMt      
Поскольку δ(ε, t0) → 0 при t0 → , то положение равновесия x  x 0 уравнения (2.2.12) об-
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ладает следующим свойством полиустойчивости: оно устойчиво (неравномерно по t0) по Ля-
пунову (по x, x ) и экспоненциально асимптотически устойчиво по отношению к x. 
Представим уравнение (2.2.12) в виде системы дифференциальных уравнений 
21 xx  , 21
2
2 xxex
t  , 
и подчеркнем, что в данном случае при исследовании экспоненциальной асимптотической 
устойчивости по x1 соответствующая μ-система и исходная система совпадают.  
Следовательно, в данном случае экспоненциальная асимптотическая устойчивость по 
отношению ко всем переменным μ-системы не является необходимым условием экспонен-
циальной асимптотической устойчивости по отношению к x1 исходной системы. 
2) Пусть дифференциальное уравнение (2.2.11) имеет вид 
0)14( 4  xex t ,  (2.2.13) 
что соответствует движению точки единичной массы по горизонтали под действием силы уп-
ругости с неограниченно возрастающим коэффициентом демпфирования. В данном случае 
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После вычислений имеем 
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При всех t  t0  0 справедливы оценки 
)(2
0
2
0
0|)(| ttexxtx      , |)(| tx → . 
Положение равновесия x  x 0 уравнения (2.2.13) экспоненциально асимптотически 
устойчиво по x, но неустойчиво по x .  
Это значит, что с течением времени точка приближается к положению x = 0 с бесконечной 
по величине скоростью. На фазовой плоскости (x, x ) 
происходит своего рода “биение” (с затухающей ам-
плитудой и неограниченно возрастающей частотой) 
изображающей точки вдоль оси x .  
Рассмотренные примеры показывают существен-
ность требования ограниченности коэффициентов 
уравнения (2.1.1) в теореме Эсклангона. 
3) В случае плоскопараллельного движения тя-
желого твердого тела в бесконечном объеме идеаль-
ной безвихревой несжимаемой жидкости, когда урав-
новешенное твердое тело падает в жидкости без начального толчка*, процесс колебаний твер-
дого тела относительно горизонтальной оси ( = /2) описывается дифференциальным урав-
нением 
 cossin2kt     (k  = const).                 (2.2.14) 
Асимптотическое описание поведения решений уравнения (2.2.14) [Козлов, 1989] пока-
зало, что движение твердого тела при почти всех начальных условиях приближается к рав-
ноускоренному падению широкой стороной вверх; при этом твердое тело совершает колеба-
ния относительно горизонтальной оси с возрастающей частотой порядка t и уменьшающейся 
амплитудой порядка t−1/2.  
Линеаризуя уравнение колебаний (2.2.14) вблизи горизонтальной оси, получим  линей-
ное дифференциальное уравнение 
)2
2      (     kt . 
                                                 
*
 По поводу этой задачи см. [Борисов и др., 2007]. 
 
Рис. 2.2.3. Падение тела в жидкости 
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Общее решение данного уравнения имеет вид 
)),()(()( 2221
2
4
1
2
4
1
tktk YCJCtt       
где Jv, Yv − функции Бесселя первого рода.  
       Используя асимптотики этих функций при больших значениях 
аргумента  
),()sin()()( 2/502
1
2  tOAt tk
t
       А, 0 − const, 
заключаем, что амплитуда колебаний убывает как t−1/2, а их частота 
растет как t. Следовательно, в линейном приближении рассматри-
ваемое “равновесное” движение твердого тела обладает свойством 
частичной асимптотической устойчивости: асимптотической устойчи-
вости по   и неустойчивости по скорости изменения . 
Аналогичный вывод справедлив [Козлов, 1989] и для нелинейного дифференциального 
уравнения (2.2.14). 
2.2.2. Устойчивость по части переменных по линейному приближению  
и в критических случаях 
Исследование устойчивости по отношению к части переменных нелинейных 
систем дифференциальных уравнений по линейному приближению начато в  
70-х годах ХХ столетия [Соrduneanu, 1971; Озиранер, 1973; Прокопьев, 1975]. 
1. Обобщение теоремы Ляпунова об устойчивости по линейному приб-
лижению. Пусть система дифференциальных уравнений (1.2.1) имеет вид 
y  = Ay + Bz + Y(t, y, z),  z  = Cy + Dz + Z(t, y, z),  (2.2.15) 
где A, B, C, D – непрерывные при t  [t0, ) матричные функции соответствую-
щих размеров; Y, Z – нелинейные вектор-функции переменных t, y, z. 
Теорема 2.2.4 [Озиранер, 1973; Прокопьев, 1975]. Пусть B – нулевая 
матрица, коэффициенты матриц A, C, D постоянны, причем собственные чис-
ла матрицы А имеют отрицательные действительные части .  
Если в области (2.0.1) имеет место условие (  > 0 – достаточно малое число) 
||Y(t, y, z)||  ||y|| , (2.2.16) 
то невозмущенное движение х = 0 системы дифференциальных уравнений (2.2.15) 
равномерно асимптотически y-устойчиво (в целом по z0). 
Доказательство.  При условиях теоремы найдется [Ляпунов, 1892] опре-
деленно положительная квадратичная форма V(у) такая, что на траекториях  не-
линейной системы (2.1.15) имеет место неравенство (c – const > 0) 
 x),()15.2.2( tV
 –c||y|| + R(t, x),  R = V/y∙Y(t, y, z), 
<  > – знак скалярного произведения.  
В силу условия (2.2.16), в области (2.0.1) справедлива оценка |R(t, x)|  ε||y||, 
где ε – достаточно малое положительное число. Поэтому выбранная V-функция 
удовлетворяет всем условиям теоремы 2.1.5 (при w = у). ■ 
Обсуждение теорем ы 2.2.4. 1. Конструктивная проверка условия (2.2.16) затрудне-
на. Исключение составляет случай, когда известна равномерная z-ограниченность решений си-
стемы (2.2.15). В такой ситуации дальнейшие исследования пошли по двум направлениям:  
1) поиск конструктивно проверяемых условий y-устойчивости по линейному приближе-
нию [Воротников, 1979, 1988а, 1991а, 1998];   
F.W. Bessel 
(1784-1846) 
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2) рассмотрение более узких классов систем дифференциальных уравнений [Озиранер, 
1975; Румянцев, Озиранер, 1987; Воротников, 1991а, 1998, 1999с]. 
2. Первый результат в задаче частичной устойчивости по линейному приближению, по- 
видимому, получен С. Corduneanu [1971]. Использовалась вспомогательная V-функция, удовле-
творяющая в силу линейной части системы (2.2.15) условиям теоремы 2.2.3, а также дифферен-
циальное неравенство относительно V-функции на траекториях нелинейной системы (2.2.15). 
2. Решение задачи устойчивости по части переменных на основе анали-
за специально построенной системы линейного приближения. Трудность 
проверки условия (2.2.16) в области (2.0.1) связана с тем, что в данном случае 
при изучении задачи y-устойчивости делается расчет (см. разд. 1.2.1) на 
“наихудший” случай изменения “неконтролируемых” z-переменных. Поэтому, 
как и при построении функций Ляпунова, естественно использовать метод 
сужения допустимой области изменения “неконтролируемых” z-переменных.  
А именно, не умея проверить условие (2.2.16) в области (2.0.1), естественно попытаться 
это сделать в области (2.1.5) при определенном выборе μ-функции. В основу выбора μ-функ-
ций можно, в частности, положить разработанные для линейных систем процедуры введения 
μ-переменных при построении вспомогательных систем  дифференциальных уравнений, при-
водящие в ряде случаев к необходимым и достаточным условиям y-устойчивости.  
И хотя такой подход не является универсальным, он позволяет расширить класс нели-
нейных систем, для которых задача устойчивости по отношению к части переменных может 
быть решена посредством анализа линейного (специально построенного) приближения. 
Рассмотрим один из вариантов указанного подхода [Воротников, 1988а, 1991а, 
1998]. Допустим, что В и С – нулевые матрицы. Следуя намеченному плану, пре-
дставим вектор-функцию Y = Y(t, y, z) в системе (2.2.15) в виде Y(t, y, z) = Y0(z) + 
Y*(t, y, z), где вектор-функция Y0 является однородной формой z-переменных ко-
нечного порядка; Y0(0)  Y *(t, 0, 0)  0. Смысл указанного разложения в том, чтобы 
из вектор-функции Y выделить такую вектор-функцию Y0, компоненты которой 
можно принять в качестве дополнительных переменных для образования вспомо-
гательной системы. Имеющийся произвол в выборе Y0 должен использоваться 
для рационализации поиска наиболее приемлемого решения. 
В качестве системы первого приближения для нелинейной системы (2.2.15) 
выберем не линейную часть этой системы, а нелинейную подсистему вида 
y  = Ay + Y0 (z),  z  = Dz .  (2.2.17) 
Конечношаговой процедурой введения новых переменных вида μ = Y0(z) и 
т.д. нелинейную подсистему (2.2.17) всегда можно свести к линейной автоном-
ной системе. Допустим, не нарушая общности рассуждений, что такое сведение 
возможно уже на первом шаге введения новых переменных. В результате полу-
чим линейную автономную систему дифференциальных уравнений 
ww  A , w = [yT, μT(x)] T.  (2.2.18) 
Условия асимптотической устойчивости по Ляпунову вспомогательной ли-
нейной системы (2.2.18) являются необходимыми и достаточными условиями 
асимптотической y-устойчивости нулевого решения нелинейной подсистемы 
(2.2.17). В результате указанного перехода от нелинейной подсистемы (2.2.17) к 
линейной системе (2.2.18) из исходной нелинейной системы дифференциаль-
ных уравнений (2.2.15) можно выделить нелинейную подсистему 
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),,( zwZww tA   .  (2.2.19) 
Рассмотренная замена первой группы уравнений исходной нелинейной си-
стемы (2.2.15) нелинейной системой типа (2.2.19) позволяет при изучении 
асимптотической y-устойчивости невозмущенного движения х = 0 системы 
(2.2.15) вместо уравнений ее линейного приближения рассматривать специаль-
но построенную линейную систему (2.2.18) – линейную часть системы (2.2.19). 
Теорема 2.2.5 [Воротников, 1988a, 1991a, 1998]. Пусть все собственные 
числа матрицы А* имеют отрицательные действительные части, а в области 
t ≥ 0, ||w||  h1, ||z|| <  выполняется условие (  > 0 – достаточно малое число) 
||Z*(t, w, z)|| ≤ ||w||.  
Тогда невозмущенное движение x = 0 системы дифференциальных уравнений 
(2.2.15) равномерно асимптотически y-устойчиво. 
Обсуждение теорем ы 2.2.5. 1°. Указанная процедура построения вспомогательных 
систем не предполагает деления нелинейных членов системы (2.2.15) на “резонансные” и 
“нерезонансные” и, в этом плане, отличается от восходящей к классическим трудам А. Пу-
анкаре [Poincare, 1892-1899] процедуры нормализации нелинейных систем. 
2°. Предложенный подход можно рассматривать как один из нетривиальных вариантов 
частичной линеаризации нелинейных систем  дифференциальных уравнений [Fradkov и др., 
1999; Мирошник и др., 2000]. Интерес к таким вопросам значительно усилился в контексте 
разработки конструктивных методов управления сложными нелинейными системами.  
3°.  Дополнительные возможности предложенного подхода связаны [Воротников, 1991a, 
1998] с использованием дифференциальных неравенств при построении рассмотренного ти-
па вспомогательных систем. 
Прим ер 2.2.4 [Воротников, 1991а, 1998]. Проиллюстрируем теорему 2.2.5, а также осо-
бенности предложенной процедуры построения вспомогательных систем типа (2.2.19).  
1) Пусть система дифференциальных уравнений (2.2.15) имеет вид 
1
2
111 zbyayy  , 111 dzcyz    (a, b, c, d – const). (2.2.20) 
Процедура построения вспомогательной системы (2.2.19) в данном случае включает  
два последовательных шага введения новых переменных μ1 = y12z1 и μ2 = y1z1.  
В результате получаем систему дифференциальных уравнений 
111 bayy  , 21
3
111 2)2(  bcyda  , 
2
2
2
122 )(  bcyda  . 
В области D: {a < 0, a + d < 0} линейная часть полученных уравнений асимптотически 
устойчива по Ляпунову. Поэтому невозмущенное движение y1 = z1 = 0 системы (2.2.20) в об-
ласти D равномерно асимптотически устойчиво по у1 на основании теоремы 2.2.5. 
Указанная процедура построения вспомогательной системы может быть несколько упроще-
на, если уже на первом шаге ввести новую переменную μ1 = у1z1; в данном случае  
1111 byayy  , 
2
1
2
111 )(  bcyda  . 
В результате вновь получаем такие же условия равномерной асимптотической устойчи-
вости по отношению к у1 невозмущенного движения системы (2.2.20). 
2) Рассмотрим нелинейную систему (2.1.28), описывающую вращательное движение твер-
дого тела под действием линейного диссипативного (с неполной диссипацией) момента сил. 
       Введением переменной μ1 = А–1(В – С)z1z2 система преобразуется следующим образом 
111  
yy , ),( 2111 zzYy ,  
211 )( zyACzB  , 112 )( zyBAzC  , (2.2.21) 
])()()[()( 22
2
1
1 zBABzACCCBABCY   , 1
1   A . 
Пусть выполняется одно из условий 
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В < А < С,   С < А < В. (2.2.22) 
Покажем, что в случае   = В−1(С − А) z202  − C−1(A − B) z102   0 вдоль траекторий системы 
(2.1.28) при всех t ≥ t0 выполняется неравенство 
b(t) = Y[z1(t), z2(t)]  γ = const < 0.  
Предположим противное, т.е. одну из двух возможностей: 1) limb(t) = 0, t → ; 2) b(t*) = 
0 при некотором конечном значении t = t*.  Тогда, учитывая первый интеграл V = B1(C  
A)z2
2  C 1(A  B) z12 =   системы (2.1.28), соответственно имеем противоречивые равенства 
 0 = limV(t) = ,  t →  или 0 = V(t*) = .   
В результате первые два уравнения системы (2.2.21) можно представить в виде линейной 
μ-системы дифференциальных уравнений 
111  
yy , 11 )( ytb , (2.2.23) 
в которой b(t)  γ = const < 0. Поскольку b(t) является достаточно малой (ограниченной) фун-
кцией при достаточно малых (любых фиксированных) начальных значениях фазовых пере-
менных системы (2.1.28), то значение α* < 0 можно выбрать так, что нулевое решение у1= μ1= 
0 системы (2.2.23) асимптотически устойчиво по Ляпунову [Меркин, 1987].  
Поэтому при выполнении одного из условий (2.2.22) положение равновесия y1= z1= z2 = 
0 твердого тела асимптотически устойчиво по отношению к у1 для почти всех начальных 
возмущений. Исключение составляет множество начальных условий β = 0, лебегова мера ко-
торого равна нулю. Однако можно показать, что указанное свойство асимптотической устой-
чивости по отношению к у1 сохраняется и в случае β = 0. 
3. Развитие теоремы Ляпунова−Малкина об устойчивости по линейно-
му приближению. При исследовании задачи устойчивости по части перемен-
ных нелинейных систем по линейному приближению определенную завершен-
ность получили результаты, восходящие к очень часто используемой в прило-
жениях теореме Ляпунова−Малкина [Малкин, 1966] об устойчивости по линей-
ному приближению в критических по Ляпунову случаях. 
Пусть в области t  0, ||x||  h1 ≤ h нелинейные возмущения Y, Z в системе 
(2.2.15) удовлетворяют условиям [Румянцев, Озиранер, 1987] 
Y(t, 0, 0)  Y(t, 0, z)  0,  Z(t, 0, 0)  Z(t, 0, z)  0, 
  
y
zyZzyY
||||
||),,(||||),,(|| tt 
 0 при ||y|| + ||z|| → 0. 
(2.2.24)
 
Теорема 2.2.6 [Воротников, 1999с]. Пусть линейная система 
y  = А(t)y + B(t)z,  z  = С(t)y + D(t)z   (2.2.25) 
равномерно устойчива по Ляпунову и (одновременно) экспоненциально асимп-
тотически y-устойчива. Тогда, при выполнении условий (2.2.24), невозмущенное 
движение у = 0, z = 0 нелинейной системы (2.2.15) также равномерно устойчи-
во по Ляпунову и экспоненциально асимптотически y-устойчиво. 
Доказательство. При условиях теоремы для линейной системы диффе-
ренциальных уравнений (2.2.25) найдется V-функция Ляпунова, при всех t  0, 
||x|| <удовлетворяющая условиям теоремы 2.2.3.  
Производная этой V-функции в силу нелинейной системы (2.2.15) выража-
ется следующим образом: 
),(),(),()15.2.2( x  x  x tRtVtV  
 ,   ),()( xXx  tVR , X  = (YT, ZT) T. 
 (t  0) 
Глава 2 
 
114 
В силу условий (2.2.10), (2.2.24), в области  t  0, ||x||  h1 ≤ h справедлива 
оценка |R(t, x)|  εM||y||, которая с учетом первого из неравенств в (2.2.9) имеет 
вид |R(t, x)|  εMV (ε = const → 0 при h1 → 0). Поэтому существует число β (0 < β 
< h1) такое, что в области t  0, ||x||  β выполняется неравенство 
),(),( 1)15.2.2( x  x tVtV 
 , 0const1  .  (2.2.26) 
Рассмотрим произвольное решение x(t; t0, x0) системы (2.2.15) с начальными  
условиями из области t0  0, ||x0||  δ  (0 < δ < β).  Для этого решения условие 
||x(t; t0, x0)||  β  (2.2.27) 
выполняется по крайней мере на некотором интервале (t0, t*). Поэтому, в силу 
неравенства (2.2.26) и первой группы неравенств (2.2.9), при t  (t0, t*) имеем 
||y(t; t0, x0)||  V(t, x(t; t0, x0))  M ||x0||
)( 01 tte  .  (2.2.28) 
Условия (2.2.24) и неравенство (2.2.28) позволяют получить оценку 
||X(t; x(t; t0, x0))||  2 ||x0||
)( 01 tte  ,  t  (t0, t*). (2.2.29) 
Решение x(t; t0, x0) нелинейной системы обыкновенных дифференциальных 
уравнений (2.2.15) может быть представлено формулой Коши 
x(t; t0, x0) = K(t, t0)x0 
t
t
tK
o
 ),(  X(, x(t; t0, x0))d , (2.2.30) 
где K(t, t0) = U(t)U–1(t0) – матрица Коши, а U(t) – фундаментальная матрица ре-
шений линейной системы дифференциальных уравнений (2.2.25).  
В силу равномерной устойчивости по Ляпунову линейной системы (2.2.25), 
найдется число N > 0 такое, что ||K(t, t0)||  N  при t  t0  0. Поэтому из равен-
ства (2.2.30), на основании оценки (2.2.29), следует соотношение 
||x(t; t0, x0)||   N(1+1−12)||x0|| . (2.2.31) 
Пусть ε – сколь угодно малое число, 0 < ε < β. Выберем δ(ε) > 0 столь ма-
лым, чтобы  < min{M −1, [N(1+1−12)]−1} . В этом случае из соотношений (2.2. 
28) и (2.2.31) при t  (t0, t*) имеем 
||y(t; t0, x0)|| <  ε
)( 01 tte  ,  ||x(t; t0, x0)|| <  ε . (2.2.32) 
Таким образом, на всем промежутке времени, в течении которого выполня-
ется условие (2.2.27), имеют место неравенства (2.2.32). Поскольку ε < β, то не-
равенства (2.2.32) справедливы при всех t ≥ t0.  
Следовательно, невозмущенное движение у = 0, z = 0 нелинейной системы диф-
ференциальных уравнений (2.2.15) равномерно устойчиво по Ляпунову и (одно-
временно) экспоненциально асимптотически y-устойчиво. ■ 
Обсуждение теорем ы 2.2.6.  1°. Теорема 2.2.6 является развитием результатов ряда 
работ [Ляпунов, 1893; Малкин, 1938а, 1966; Озиранер, 1975, 1976; Румянцев, Озиранер, 1987; 
Воротников, 1988а, 1991а, 1998]. В этих работах:  
− матричные функции A, B, C, D не зависят от времени t [Воротников, 1988а, 1991а, 
1998], причем B  0, D  0 (все компоненты матричных функций В и D тождественно равны 
нулю) [Малкин, 1966] или B  0 [Озиранер, 1975];   
− матричные функции A, C, D зависят от t, однако B  0 и, кроме того, все компоненты  
А и С ограничены при t  [0, ) [Озиранер, 1976; Румянцев, Озиранер, 1987]. 
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2°. Для случая B  0 рассмотрен более общий класс Z-нелиней-
ностей [Озиранер, 1976; Румянцев, Озиранер, 1987], а в случае, когда 
матричные функции A, C, D не зависят от t – более общий класс Y-
нелинейностей [Воротников, 1988а, 1991а, 1998].  
Если условие В  0 не выполняется, то требования на Y, Z также 
можно несколько ослабить [Воротников, 1999с]. 
3°. Утверждение теоремы перестает быть верным, если устойчи-
вость по Ляпунову нулевого решения линейной системы (2.2.26) не 
является равномерной. Это показывает пример  [Perron, 1930; Малкин, 
1966], построенный для случая B  0, C  0. 
Прим ер 2.2.5 [Воротников, 1999с]. Уравнения вращательного 
движения твердого тела относительно центра масс под действием 
линейных моментов сил представим в виде 
,])(,)(,)[(
,),,(),()(
T
21
1
11
1
12
1
T
121
yyCBAzyBACzyACB
zyy tL




    X
 x  x Xx   x
 (2.2.33) 
где y1, y2, z1 – проекции вектора x угловой скорости твердого тела на главные центральные 
оси эллипсоида  инерции; А, В, С – главные центральные моменты инерции;  L – матрица 
размера 33, элементы которой являются непрерывными при t  [0, ) функциями, характери-
зующими действующие на тело линейные моменты диссипативных и ускоряющих сил. 
Пусть нулевое решение x = (у1,  у2,  z1)T = 0 линейной системы  
x  = L(t)x (2.2.34) 
равномерно устойчиво по Ляпунову и экспоненциально асимптотически устойчиво по у1,  у2.  
Структура нелинейных членов в системе (2.2.33) такова, что выполнены условия (2.2.24). 
Поэтому на основании теоремы 2.2.6 заключаем, что указанным для линейной системы 
(2.2.34) свойством полиустойчивости также обладает и положение равновесия x  = (у1, у2, z1)T 
= 0 исходной нелинейной системы дифференциальных уравнений (2.2.33). 
4. Критические случаи в задаче частичной устойчивости. Следуя А.М. 
Ляпунову [1892], можно ввести понятие критических (сомнительных) случаев в 
задаче частичной (по части переменных) устойчивости [Прокопьев, 1975].  
Такие случаи возникают, если при условиях теоремы 2.2.4 среди собствен-
ных чисел матрицы А нет собственных чисел с положительными действитель-
ными частями, но есть собственные числа с отрицательными действительными 
частями и действительными частями, равными нулю.  
Тогда [Прокопьев, 1975] надлежащим выбором вектор-функции Y, удовле-
творяющей условию (2.2.16), можно по желанию обеспечить как асимптотиче-
скую y-устойчивость, так и y-неустойчивость невозмущенного движения x = 0 
системы дифференциальных уравнений (2.2.15). 
В работе В.П. Прокопьева [1975] изучен один из указанных критических случа-
ев – случай одного нулевого корня. Другие критические случаи рассматривались 
В.Н. Щенниковым [1985, 1990] и М.Г. Лизуновой [1991]. 
В классическом случае устойчивости по  всем переменным исследованиям критических 
случаев посвящена обширная литература [Малкин, 1938a, 1966; Salvadori, 1967; Каменков, 
1971; Веретенников, 1984; Савченко, Игнатьев, 1989]. Два критических случая (одного нулево-
го, а также пары чисто мнимых корней) рассмотрены самим А.М. Ляпуновым [1892].  
Критические случаи, исключительные с математической точки зрения, часто возникают 
в задачах механики − например, при исследовании устойчивости консервативных систем. 
Нередки указанные случаи и при исследовании систем автоматического регулирования [Лу-
рье, 1951; Lefschetz, 1965; Летов, 1969], а также многих других систем. 
O. Perron 
(1880-1975) 
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5. Частичная устойчивость некоторых конкретных классов нелиней-
ных систем. Не имея возможности дать систематизацию и подробное обсужде-
ние всех полученных результатов, оста-
новимся на некоторых из них (в дополне-
ние к указанным в разделе  1.1). 
1) Найдены условия [Avakumovic, 1947; Ge-
luk, 1991] x-притяжения положения равновесия 
x  x 0 изучаемого в атомной физике нелинейно-
го дифференциального уравнения Томаса–Ферми 
        xtx )( ,  λ > 1. 
2) F.J. Scott [1977, 1978], L. Hatvani и J. Te-
rjeki [1985], V. Kertész [1991] проанализировали 
устойчивость по отношению к части перемен-
ных положений равновесия ряда нелинейных голономных механических систем с одной 
степенью свободы, в частности, систем  дифференциальных уравнений вида 
(p(t) x ) + g(t, x, x ) x  + q(t)f(x) = 0,  x f(x)  0, 
x + g(t, x, x ) x + q(t, x, x )x = f(t, x, x ). 
2.3. ОСОБЕННОСТИ  ЗАДАЧ  ЧАСТИЧНОЙ  УСТОЙЧИВОСТИ 
Устойчивость и асимптотическая устойчивость по части переменных явля-
ются достаточно тонкими свойствами системы (1.2.1). Необходимая “стабиль-
ность” таких свойств, в отличие от свойства равномерной асимптотической 
устойчивости по Ляпунову, определяется бóльшим числом факторов.  
Это обстоятельство требует глубокого проникновения в сущность задач ча-
стичной устойчивости, понимания законов функционирования частично устой-
чивых систем, механизмов возникновения (потери) свойств частичной устойчи-
вости. Необходимо также осознать “опасности” на пути практического исполь-
зования заманчивых возможностей теории частичной устойчивости, ибо (как 
заметил, хотя и по другому поводу, Ш. Бодлер) “самая коварная уловка дьявола 
состоит в том, чтобы убедить нас, будто его не существует”.  
2.3.1. О функционировании частично устойчивых систем  
Сформулируем положения [Воротников, 1993, 1995а, 1995b, 1998], позволяю-
щие понять особенности функционирования частично устойчивых систем. 
1. Требование предсказуемости структурных изменений – условие нор-
мального функционирования частично устойчивых систем. Это требование 
вызвано бóльшей чувствительностью (в сравнении со свойством равномерной 
асимптотической устойчивости по всем переменным) любого из рассмотренных в 
книге свойств частичной устойчивости к изменению структуры системы (1.2.1).   
В результате концепция “робастности” в теории частичной (по части переменных) ус-
тойчивости не может быть столь же общей, как в теории устойчивости по всем переменным, 
что естественно, ибо теория частичной устойчивости имеет дело с более тонкими случаями.  
В этих случаях “более лучшая устойчивость” часто просто невозможна. Кроме того, как 
уже отмечалось, нередко именно свойства частичной устойчивости не только желательны , 
но и необходимы, а многообразная вспомогательная функция задач частичной устойчивости 
может использоваться и для установления различных “робастных” свойств системы. 
L.H. Thomas 
(1903-1992) 
 
E. Fermi 
(1901-1954) 
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Лучшему пониманию проблемы способствует также выяснение характера 
взаимоотношений между понятиями, определяющими сохранение свойств ча-
стичной устойчивости. В их числе понятия частичной устойчивости при посто-
янно действующих возмущениях и параметрических возмущениях. 
2. Задача частичной устойчивости при постоянно действующих возму-
щениях не эквивалентна, вообще говоря, задаче сохранения частичной 
устойчивости даже при малых параметрических возмущениях . Данное по-
ложение имеет место  уже в случае линейных автономных систем, которые, бу-
дучи частично устойчивыми при постоянно действующих возмущениях, могут 
терять устойчивость даже при малом “шевелении” некоторых коэффициентов.  
Сделанный вывод свидетельствует об относительно меньшей ценности критериев устой-
чивости при постоянно действующих возмущениях в теории частичной устойчивости.  
В этой связи важно иметь конструктивно проверяемые условия сохранения свойств ча-
стичной устойчивости. Для формулировки таких условий наряду с системой (1.2.1) рассмот-
рим также “возмущенную систему” обыкновенных дифференциальных уравнений 
x  = X(t, x) + R(t, x),  R(t, 0)  0, (2.3.1) 
которая удовлетворяет тем же общим требованиям, что и система (1.2.1). 
Теорем а 2.3.1 [Corduneanu, 1964]. Предположим, что для системы (1.2.1) в области 
(1.2.2) существует V-функция, удовлетворяющая условиям 
V(t, x)  a(||y||), 0),()1.2.1( xtV , (2.3.2) 
|V(t, x2) – V(t, x1)|  L||x2 – x1|| (2.3.3)  
и, кроме того, можно указать функцию d(r)K, для которой 
||R(t, x)||  (t)d(||y||), 


0
)(  d . (2.3.4) 
Тогда невозмущенное движение х = 0 системы (2.3.1) равномерно y-устойчиво. 
Доказательство .  В силу условий (2.3.3) и (2.3.4), учитывая также второе из нера-
венств (2.3.2), получаем соотношения 
)1.3.2(V
 (t, x)  )1.2.1(V (t, x) + L(t)d(||y||)  L(t)d(||y||). (2.3.5) 
На основании (2.3.2) имеем ||y||  a–1(V(t, x)), и неравенство (2.3.5) принимает вид 
)1.3.2(V
 (t, x)  L(t)d(a−1(V(t, x))).  (2.3.6) 
Если функция (r) = d(a–1(r)) такова, что 
0
[1/ ( )]r dr

    для любого ε  > 0,  (2.3.7) 
то решение v = 0 уравнения сравнения v = Lφ(t)(v) равномерно устойчиво. Для выполнения 
(2.3.7) достаточно положить d(r) = a(r).  
На основании второй части теоремы 2.1.16 невозмущенное движение x = 0 системы (2.3.1) 
равномерно y-устойчиво. ■ 
Обсуждение теорем ы  2.3.1. 1°. При выполнении условий (2.3.2) невозмущенное 
движение системы (1.2.1) равномерно y-устойчиво. Поэтому при выполнении условий тео-
ремы 2.3.1 можно говорить о сохранении данного свойства и для системы (2.3.1). 
2°. Получены также условия сохранения асимптотической y-устойчивости [Corduneanu, 
1964; Румянцев, Озиранер, 1987; Игнатьев, 1988, 1989b; Воротников, 1991а, 1998]. 
Несмотря на указанную выше “хрупкость” свойств частичной устойчивости, 
важно отметить также следующие обстоятельства. 
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3. Теряющая свойство частичной устойчивости система тем не менее часто 
является грубой в смысле Андронова−Понтрягина. В грубой системе диффе-
ренциальных уравнений ее фазовый портрет при малом “шевелении” параметров 
принципиально не изменяется. Потеря свойств частичной устойчивости в этом 
случае означает лишь некоторый “поворот” фазового портрета: ситуация, которая 
не имеет места при потере устойчивости по отношению ко всем переменным. 
Прим ер 2.3.1 [Воротников, 1991а, 1998] *. Линейная система  
2111 2zzyy  , 111 )1(4 zyz  , 2112 2 zzyz    (2.3.8) 
при δ = 0 имеет собственные числа λ1,2 = –1, λ3 = 1, не лежащие вблизи мнимой оси. 
При δ = 0, а также при достаточно малых значениях δ система дифференциальных урав-
нений  (2.3.8) является системой “общего положения” [Арнольд, 1990] с фазовым портретом 
типа “седло”. При переходе δ через значение δ = 0 эта система топологически не изменяется: 
происходит лишь некоторый “поворот” фазового портрета, причем поворот сколь угодно 
мал в случае достаточно малого δ. Между тем, свойство асимптотической устойчивости по  
отношению к у1, которым система (2.3.8) обладает при δ = 0 (см. пример 2.2.1), в силу ука-
занного поворота фазового портрета теряется уже при сколь угодно малом δ, что свиде-
тельствует о геометрической природе данного свойства. 
В самом деле, det (К2) = 2δ и, следовательно, при сколь угодно малом δ  0 в вспомога-
тельную μ-систему войдут все три уравнения (2.3.8), а среди ее собственных чисел будет од-
но с положительной вещественной частью. На основании результатов раздела 2.2.1 положе-
ние равновесия системы (2.3.8) неустойчиво по  у1 при сколь угодно малом δ. 
4. Возможность инвариантности свойства частичной устойчивости по от-
ношению к возмущениям. Данный вопрос связан с общей проблемой инвари-
антности [Петров, 1960; Елкин, 2003], восходящей к работам Г.Н. Щипанова, Н.Н. 
Лузина, В.С. Кулебакина 30−40 гг. XX столетия.  
Пусть система дифференциальных уравнений (2.3.1) имеет вид 
y  = Ay + Bz + Ry,  z  = Cy + Dz + Rz ,  (2.3.9) 
где А, В, С, D − постоянные матрицы соответствующих размеров, причем вы-
полняются соотношения [Петров, 1960]  
Ry  0, Rz = cR,                (2.3.10) 
в которых R – некоторая скалярная функция. Эти соотношения означают, что кана-
лы, через которые проходит возмущение R, связаны только с z-выходом системы.   
Условия построения систем, инвариантных к возмущениям,  дает принцип двух-
канальности Б.Н. Петрова (рис. 2.3.1); данный принцип применим к линейным си-
стемам дифференциальных уравнений третьего порядка и выше. 
Утверждение 2.3.1 [Петров, 1960; Воротников, 1991а, 1998]. Если систе-
ма (2.3.9)  при Ry  0, Rz  0 асимптотически y-устойчива, то при Вс = 0 система 
(2.3.9), (2.3.10) обладает свойством асимптотической  y-сходимости к нулю. 
Обсуждение утверждения  2.3.1. 1°. Теоретически возможны случаи, когда у 
устойчивой (неасимптотически) по части переменных системы при появлении возмущений 
возникает асимптотическая сходимость к нулю по этим переменным.  
Более того, асимптотически сходящимися к нулю могут стать даже неустойчивые пере-
менные системы [Воротников, 1991а, 1998].  
                                                 
*
 Пример приведен в работе: Воротников В.И. Об одном методе исследования устойчивости и стабилиза-
ции движения относительно части переменных. Дисс. на соиск. уч. ст. к. физ.- мат. н. М.: МГУ, 1979. 156 с. 
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Например,  построением μ-систем (см. раздел 2.2.1) можно показать, что система  
,   ,   , 322211112111 RbzzRbzdyzRzzayy    
будучи при а + b > 0,  Ri  0 неустойчивой по y1, становится асимптотически  сходящейся к нулю 
по y1  при R1 = –cy1,  R2 = R3 = c = const  и a + b – c  <  0,  (a – c) b – d  >  0. 
2°. В контексте рассматриваемых в данном разделе вопросов было бы небезынтересно 
увязать отдельные результаты теории частичной устойчивости с общей проблемой авто-
номности, восходящей к работам И.Н. Вознесенского* 30-х годов ХХ столетия.  
Один аспект такой связи [Воротников, 1991а] касается задачи о синтезе систем, автоно-
мных с точностью до ε  по отношению к некоторой группе переменных [Летов, 1969]**. 
3°. Условия инвариантности свойств частичной устойчивости к возмущениям могут 
быть получены и для нелинейных систем  дифференциальных уравнений. 
Прим ер 2.3.2 [Воротников, 1995b, 1998]. Рассмотрим систему  
1121 )( uzyCByA  , 2112 )( uzyACyB  , 211 )( yyBAzC  , (2.3.11) 
описывающую вращательное движение твердого тела  под действием двух управляющих м о-
ментов ui  (i = 1,2). Используя функцию V = A(A – C)y12 + B(B – C)y22 и теорему 2.1.5, можно по-
казать, что при выполнении условий ui = αiyi,  αi = const < 0 (i = 1, 2), С < А, В положение равно-
весия тела равномерно асимптотически (у1, у2)-устойчиво в целом по z10 (свойство Г).  
Поскольку V-функция не зависит от z1, то свойство Г сохраняется при постоянно действу-
ющих возмущениях R = R(t, x), R(t, 0)  0 вида R = (0, 0, R3)T, т.е. при постоянно действующих 
возмущениях в одном из каналов системы (2.3.11). (Здесь R3(t, x) – любая функция такая, что  
для “возмущенной” системы (2.3.11) в области t  0,  | yi | < h  (i = 1, 2), | z1| <   выполняются ус-
ловия существования, единственности и z1-продолжимости решений.) В результате имеет ме-
сто инвариантность свойства Г при постоянно действующих возмущениях указанного вида. 
2.3.2. О механизмах возникновения свойств и особенностях  
условий частичной устойчивости 
“Степень грубости” частично устойчивой системы дифференциальных урав-
нений напрямую связана  с механизмами возникновения и потери свойств ча-
стичной устойчивости. Рассмотрим некоторые аспекты этой проблемы. 
1. Механизмы возникновения свойств частичной устойчивости. Различ-
ные механизмы возникновения свойств частичной устойчивости имеют место 
ужé для линейных систем. Один из них основан на сокращении в линейных 
комбинациях Bz тех слагаемых в решениях z = z(t) системы 
                                                 
*
 И.Н. Вознесенский (1887−1946) − специалист по турбинным двигателям и теории регулирования ма-
шин, член-корр. АН СССР. 
** В общих чертах, автономность с точностью до  по отношению к некоторой группе переменных (на-
пример, по y-переменным) в смысле Вознесенского означает, что если y0 = 0, то ||y(t; t0, x0)|| <  при всех t ≥ t0. 
Б.Н. Петров 
(1913−1980) 
х 
       c11y1 + d11z1 + d12z2 
      a11y1 + b11z1 + b12z2 
c21y1 + d21z1 + d22z2 
  
  
  
х 
х 
х 
с1R 
с2R 
z1 
z2 
y1 
Рис. 2.3.1. Инвариантность у1 по отношению к R 
в системе (2.3.9), (2.3.10) 3-го порядка 
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y  = Ay + Bz,  z  = Cy + Dz, 
которые имеют нежелательные для y-устойчивости свойства. Этот механизм 
имеет место для линейных систем обыкновенных дифференциальных уравне-
ний с постоянными или периодическими аналитическими коэффициентами.  
Например, решения системы дифференциальных уравнений (2.2.5) имеют вид 
y1(t; t0, x0) = y10e
−t + (z10 − 2z20)te−t, 
z1(t; t0, x0) = (−2y10 − z10 + 2z20)e−t
 − 2(z10 − 2z20)te−t
 
+ 2(y10 + z10 − z20)et, 
z2(t; t0, x0) = (−y10 − z10 + 2z20)e−t
 − (z10 − 2z20)te−t
 
+ (y10 + z10 − z20)et, 
и в линейной комбинации z1− 2z2 происходит сокращение слагаемых, содержащих e
t
.  
       Это достаточно “жесткий” механизм  возникновения свойства частичной устойчивости. 
Также возможна “компенсация” в линейных комбинациях B(t)z нежелатель-
ной тенденции ||z|| → ∞ функциями, входящими в матрицу В.  
Другие механизмы возникновения свойств частичной устойчивости (устой-
чивости по отношению к части переменных) систем дифференциальных урав-
нений имеют более глубокие причины, которые требуют дополнительного ана-
лиза [Воротников, 1991а, 1998]; см. также пример 2.2.3. 
Вследствие “жесткого” механизма возникновения свойства частичной устойчивости для 
линейных систем дифференциальных уравнений с постоянными или периодическими анали-
тическими коэффициентами, для этих классов систем получаются условия частичной асимп-
тотической устойчивости, которые, помимо обычных для задач устойчивости неравенств, 
содержат еще и равенства (определяющие сводимость указанных классов систем к μ-сис-
темам меньшей размерности). Выполнение таких условий весьма затруднено.  
В этой связи подчеркнем, что по мере перехода от линейных систем с постоянными или 
периодическими аналитическими коэффициентами к более общим классам линейных си-
стем, а тем более к нелинейным системам, указанный механизм возникновения свойств ча-
стичной устойчивости значительно “смягчается”. В результате ужé в случае линейных си-
стем с переменными коэффициентами (а тем более в случае нелинейных систем)  обычны 
условия частичной асимптотической устойчивости, имеющие вид неравенств, связывающих 
коэффициенты этих систем дифференциальных уравнений. Тем не менее, и в этих случаях 
подобные условия, будучи стабильными  в отношении изменения (“шевеления”) коэффици-
ентов исходной системы, остаются чувствительными к изменению структуры системы. 
2. Соотношение требований y-устойчивости и z-продолжимости реше-
ний системы (1.2.1). Уже отмечалось, что z-продолжимость  решений системы 
(1.2.1) не является следствием y-устойчивости. Поэтому z-продолжимость ре-
шений  изучается, вообще говоря, отдельно от y-устойчивости. Сами же  по се-
бе условия y-устойчивости могут “пропустить” в качестве допустимых системы 
дифференциальных уравнений с z-непродолжимыми решениями. 
Прим ер 2.3.3 [Воротников, 1995а, 1998]. Пусть система (1.2.1) имеет вид 
1
2
111 zyyy  , 
2
1111 2 zyzz  . (2.3.12) 
Вспомогательная функция Ляпунова 
V = y1
2 + (y1 + y1z1
2)2  y12,  V −4 y12   0. 
удовлетворяет условиям  теоремы 2.1.1 об у1-устойчивости невозмущенного движения y1= z1 = 0. 
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Система (2.3.12) также допускает построение вспомогательной μ-системы  
111  yy , 11   .  
Поэтому невозмущенное движение y1 = z1 = 0 системы (2.3.12) 
асимптотически у1-устойчиво. 
Однако решения системы (2.3.12) имеют вид ( t0 = 0)  
y1 = y10(1+ y10z10t)e
–t,  z1 = z10(1+ y10z10t)
–2e
t
.  
Эти решения не являются z1-продолжимыми. В сколь угодно 
малой окрестности невозмущенного движения y1 = z1 = 0 найдутся 
значения y10, z10 (y10z10 < 0) такие, что z1   при t* = –(y10z10)–1 > 0.  
Значит, как метод функций Ляпунова, так и метод построения 
вспомогательных μ-систем в задачах устойчивости по части пере-
менны могут “пропустить” в качестве допустимых системы диффе-
ренциальных уравнений с z-непродолжимыми решениями. 
3. Выводы. Оперирование понятием частичной устойчивости требует опре-
деленной осторожности, и вопрос о том, может ли понятие частичной устойчи-
вости быть признано критерием работоспособности проектируемой системы, 
должен решаться проектировщиком в каждом конкретном случае. 
Однако структурные изменения многих классов моделей (например, ряда 
механических моделей) в значительной степени заранее предсказуемы и реаль-
но таковы, что не “портят” свойство частичной устойчивости.  
Учитывая также, что в рамках теории частичной устойчивости, как отмече-
но ранее, решаются не только вопросы, связанные с “прочностью” процессов, 
сформулируем еще раз, но в более общем виде, ситуации, в которых исследова-
ние задач частичной устойчивости не только оправдано, но и целесообразно. 
(1) По смыслу решаемой задачи требуется выбрать частично устойчивую 
(устойчивую по отношению к части переменных) структуру модели. 
(2) Необходима детализация  качества переходного процесса лишь по отно-
шению к части переменных асимптотически устойчивых по Ляпунову систем. 
(3) Требуется выявить и изучить “предельные” возможности системы. 
(4) Целесообразно упростить изучение задачи устойчивости по всем перемен-
ным посредством предварительного исследования задач частичной устойчивости. 
Математические исследования задач частичной устойчивости (устойчивости по части пе-
ременных) становятся полноценными с точки зрения приложений при условии понимания 
проектировщиками систем механизма возникновения свойств частичной устойчивости, прове-
дения анализа зависимости этих свойств от изменения структуры рассматриваемых систем, а 
также целей конкретных изучаемых задач частичной устойчивости. 
      Сделанный вывод, касающийся возможного использования результатов теории частич-
ной устойчивости в приложениях, созвучен общим положениям процесса применения матема-
тики к решению прикладных задач [Арнольд, 1990; Блехман и др., 1990]. Он относится как к си-
туациям достаточности, желательности или необходимости свойств частичной устойчивости, 
так и к исследованиям “предельных” режимов работы проектируемой системы.  
Естественно, не следует забывать, что по смыслу “предельных” случаев “более лучшая 
устойчивость” для них просто невозможна, а в ряде ситуаций предварительное решение тех 
или иных задач частичной устойчивости может эффективно использоваться и для установ-
ления различных “робастных” свойств систем  дифференциальных уравнений.  
Например, развитие концепций детектируемости привело к тому, что задачи частичной 
устойчивости стали играть важную роль при исследовании устойчивости по отношению ко 
всем переменным для широких классов сложных нелинейных систем; см. раздел 2.6. 
В.И. Арнольд 
(1937-2010) 
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2.4.  МЕТОДЫ  ИССЛЕДОВАНИЯ  ЗАДАЧ  ЧАСТИЧНОЙ  СТАБИЛИЗАЦИИ 
К числу основных общих методов исследования задач частичной стабилиза-
ции, которые эффективно используются в приложениях, можно отнести: 
– метод функций Ляпунова в соответствующей модификации [Румянцев, 
1970а; Озиранер, 1978; Румянцев, Озиранер, 1987; Пятницкий, 1993a; Ковалев, 
1995; Fradkov и др., 1999; Мирошник и др., 2000; Зуев,  2000, 2001; Ефимов, 
2002, 2005; Jammazi, 2008, 2010, 2012; Karafyllis, Tsinias, 2009; Binazadeh, Yaz-
danpanah, 2011, 2012a; Shafiei, Binazadeh, 2012a; Зуев и др., 2013]; 
– метод “эквивалентной линеаризации” нелинейных управляемых систем 
дифференциальных уравнений [Воротников, 1991а, 1998] и другие дифферен-
циально-геометрические методы [Fradkov и др., 1999; Мирошник и др., 2000]; 
– методы частичной стабилизации линейных управляемых систем и по ли-
нейному приближению [Воротников, 1991а, 1998; Jammazi, 2008, 2010]. 
2.4.1. Применение метода функций Ляпунова 
В управляемых системах возможности выбора подходящей функции Ляпу-
нова, вообще говоря, расширяются за счет соответствующего выбора законов 
управления по принципу обратной связи. 
1. Теорема об оптимальной стабилизации по  части переменных. Основ-
ная теорема Н.Н. Красовского [1966] об оптимальной стабилизации по всем пе-
ременным представляет собой модификацию классической теоремы Ляпунова 
об асимптотической устойчивости движения и получена с учетом метода дина-
мического программирования [Bellman и др., 1958].  
В.В. Румянцев [1970а] применил метод функций Ляпунова к решению задачи 
оптимальной стабилизации по части переменных. 
Теорема 2.4.1 [Румянцев, 1970а, 1993; Воротников, 2005]. Пусть для систе-
мы (1.3.1) наряду с  V0-функцией также возможно указать векторную μ(x)-фун-
кцию, μ(0) = 0 такие, что в области (2.0.1) выполняются условия 
a(||y||)  V0(t, x)  b(||w||), 
w = [yT, μT (x)] T, 
и вектор-функцию u = u0(t, x)  U, для которых: 
1) W(t, x)  –(t, x, u0(t, x))  –c(||w||); 
2) B[V0, t, x, u0(t, x)] = V0t + (V0x)∙X(t, x, u0) + (t, x, u0)  0; 
3) B[V0, t, x, u] 0 для любого u  U; 
4) для любых u*(t, x)  U, обеспечивающих асимптотическую y-устойчивость 
невозмущенного движения х = 0, справедливо равенство 
lim V0(t, x*[t]) = 0,   t → .  
Тогда вектор управлений u = u0(t, x) решает для системы (1.3.1) задачу 1.3.3 
оптимальной y-стабилизации. При этом  
 
 
 
o o
xuxux
t t
ttVdttttdtttt ])[,(])[],[,(min])[],[,( 00
000  .  (2.4.1) 
Доказательство. На основании условий 1) и 2) заключаем, что функция 
V0(t, x) по отношению к системе (1.3.1), замкнутой управлениями u = u0(t, x), удов-
летворяет всем условиям теоремы 2.1.5.  
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Поэтому невозмущенное движение x = 0 этой системы асимптотически y-ус-
тойчиво, причем 
lim V0(t, x[t]) = 0,  t →   (||x0|| <  λ = const > 0) . (2.4.2) 
Покажем, что справедливо соотношение (2.4.1). В силу условия 2) на траек-
ториях системы (1.3.1) имеем равенство 0V (t, x) = –(t, x, u0(t, x)), интегрируя ко-
торое по t в пределах от t0 до +  и учитывая (2.4.2), получаем 



0
])[],[,(])[,( 000
0
0
0
t
dttttttV uxx  .        (2.4.3) 
Пусть u*(t, x) – какой-либо вектор управлений, обеспечивающих асимптоти-
ческую y-устойчивость невозмущенного движения х = 0 системы (1.3.1) для 
начальных возмущений из области ||x0|| < λ. Согласно условию 3) справедливо 
неравенство 0V (t, x) = –(t, x*[t], u*[t]); интегрируя это неравенство по t в пределах 
от t0 до + и учитывая условие 4), получаем 
dttttttV
t
])[],[,(])[,(
0
00
0 


 uxx  . (2.4.4) 
Из соотношений (2.4.3) и (2.4.4) следуют равенства (2.4.1). ■ 
Обсуждение теорем ы 2.4.1.  1°. В первоначальном варианте теоремы [Румянцев, 
1970а, 1971b, 1993] w = (x1,…, xk)T,  dim(y)  k   dim(x); однако в этом случае условия теоре-
мы 2.4.1 могут оказаться излишне ограничительными. В случае w = y условие 4) является 
следствием условия V0(t, x)  b(||w||). Во избежание повторения неточностей отметим, что в слу-
чае w  y условие 4) первоначально оказалось опущенным в ряде работ. 
2°. К настоящему времени не найдено общих конструктивных методов построения  
V0-функций. Один из возможных подходов к проблеме предложен В.В. Румянцевым [1970а] 
и сводится к выбору в качестве оптимальной соответствующей V-функции для неуправляе-
мой части системы (1.3.1). При этом происходит “полуобратный” выбор функционала каче-
ства I: подынтегральное выражение становится полностью определенным (структура подын-
тегрального выражения задается заранее) только после решения задачи.  
2. Метод функций Ляпунова для управляемых систем.  Период с конца 
50-х до начала 70-х годов XX столетия характеризуется бурным развитием тео-
рии стабилизации (в том числе оптимальной стабилизации) управляемых про-
цессов [Летов, 1960, 1969; Зубов, 1966; Красовский, 1966; Athans, Falb, 1966; Румян-
цев, 1970а]. Однако в 70-е годы интерес к указанной задаче ослаб.  
Новые идеи в данной области возникли в 80-е годы и связаны с расширени-
ем класса стабилизирующих управлений (relaxed controls) и использованием 
концепции функций Ляпунова для управляемых систем  (control Lyapunov func-
tions, кратко – CLF), производные которых в силу управляемой системы оцени-
ваются значениями их точных нижних границ по всевозможным допустимым 
управлениям [Artstein, 1983; Sontag, 1983, 1989, 1998].  
Дополнительный интерес  к проблеме стабилизации “подогрел” вопрос о по- 
строении позиционных стабилизирующих управлений для асимптотически нуль-
управляемых систем [Clarke и др., 1997; Sontag, 1999; Kellett, Teel, 2004]. На 
данном пути возникают непрерывные (недифференцируемые) функции Ляпуно-
ва, а сами стабилизирующие управления являются разрывными функциями фа-
зовых переменных. 
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Применительно к задаче частичной стабилизации метод функций Ляпунова для управ-
ляемых систем развит в работах А.Л. Зуева [2000, 2001]. Доказана теорема о частичной ста-
билизации неавтономных управляемых систем, а для линейных по управлению неавтоном-
ных систем предложен конструктивный способ построения позиционных управлений при 
условии существования функции Ляпунова со  знакоопределенной по отношению к части пе-
ременных производной. Для автономных систем аналогичные результаты получ ены при 
условии знакопостоянства производной функции Ляпунова.  
Метод функций Ляпунова  рассмотрен также для случаев стабилизации нелинейных ди-
намических систем  “по выходу” и стабилизации открытых динамических систем “от входа к 
выходу” (input to output stabilization) [Ефимов, 2002, 2005; Efimov и др., 2008; Ефимов, Фрад-
ков, 2009; Karafyllis, Tsinias, 2009].  
3. Построение алгоритмов скоростного градиента восходит к работам А.Л. 
Фрадкова [1990, 2003] и требует задания цели управления как уменьшение значе-
ния некоторой скалярной целевой функции до заданной величины. Случай, когда 
целевая функция не является положительно определенной по отношению ко всем 
переменным, соответствует задачам частичной стабилизации.  
2.4.2. Метод “эквивалентной линеаризации” 
 нелинейных управляемых систем   
Метод “эквивалентной линеаризации” позволяет осуществить построение 
законов управления для исходной нелинейной управляемой системы диффе-
ренциальных уравнений путем решения соответствующих задач управления для 
вспомогательных линейных управляемых систем простейшего вида.  
Используемый математический аппарат в данном случае опирается на неко-
торые понятия и методы дифференциальной геометрии и топологии. 
      1. Вспомогательная линейная система. Переменные, входящие в фазовый 
вектор x системы (1.3.1), разобъем на две группы переменных: y = (y1T, y2T, zT)T, 
dim(y1) = m1, dim(y2) = m2, m1 + m2 = m; dim(z) = p, n = m + p.   
      Допустим, что система  (1.3.1) имеет вид 
),(11 uxYy  , )(22 yYy  , )(xZz  ,                 (2.4.5) 
т.е. управления входят только в какую-то одну группу уравнений этой системы; 
вектор-функции Y1, Y2, Z считаем достаточно гладкими в окрестности x = 0.  
Рассмотрим вектор-функцию Ф, первые q (0  q  r  m1) компонент Фi ко-
торой являются первыми q компонентами вектор-функции Y1, а остальные т2 
компонент – компонентами вектор-функции < (дY2/дy)∙Y >, где Y = (Y1T Y2T)T.  
Считая m2 + q  r, введем матрицу Якоби 
||/||),( ji uФFF  ux    ( qmi  2,1 , rj ,1 ). 
Допустим, что rank F(0, 0) = r. (Не нарушая общности, считаем, что в матрице 
F(0, 0) линейно независимы первые r строк.) Тогда в некоторой окрестности x = 
0, u = 0 уравнения Фi = ui
  (1  i   r) имеют решение 
u = f(x, u ),  (2.4.6) 
где u* – вектор вспомогательных управлений ui
  , который определим ниже.  
Из замкнутой системы (2.4.5), (2.4.6) можно выделить линейную управляе-
мую систему дифференциальных уравнений 
 ii uy  1  ( qi ,1 ), 
 jj uy  2  ( qrj  ,1 ).  (2.4.7) 
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Далее обозначим y1*, y2* векторы, в которые входят со-
ответственно переменные y1i (1  i  q) и y2j (1  j  r − q); 
y  = (y1T, y2  T). 
2. Условие стабилизируемости по части переменных. 
Cчитая, что r – q  m1 + m2 – r, введем матрицу Якоби Q = 
Q(x) от первых r – q компонент вектор-функции Y2 по об-
разующим векторы y1* и y2* переменным y1i (q + 1  i  m1), 
y2j (r − q +1 j  m2) системы (2.4.5).  
      Полагая у1 = у2 = 0, из последней группы уравнений си-
стемы (2.4.5) выделим “приведенную” систему дифферен-
циальных уравнений 
z  = Z0 (z).  (2.4.8) 
Теорема 2.4.2 [Воротников, 1990, 1998]. Пусть выполняются условия: 
1) r = m1 и существует число q такое, что m2 + q = r = m1; 
2) rank F(0, 0) = r; 
3) rank Q(0) = m1 + m2 – r; 
4) нулевое решение z = 0 “приведенной” системы (2.4.8) устойчиво по Ляпунову; 
5) вектор u* решает задачу стабилизации (по всем переменным) вспомо-
гательной линейной системы (2.4.7) посредством линейной обратной связи по 
фазовым переменным этой системы. 
Тогда вектор управлений (2.4.6) гарантирует устойчивость по Ляпунову и 
асимптотическую y-устойчивость невозмущенного движения x = 0 исходной 
нелинейной системы дифференциальных уравнений  (2.4.5). 
Доказательство.  Введенное неравенство m2 + q  r, а также r – q  m1 + m2 
– r, в случае r  m1 имеют место одновременно при выполнении условия 1).  
При выполнении условия 2) стабилизация (по всем переменным) нулевого ре-
шения  вспомогательной линейной системы (2.4.7) означает стабилизацию по 
отношению к переменным  y1*, y2* невозмущенного движения x = 0 системы (2.4.5). 
Из условий 1) и 3) следует, что если у*= 0, то y2*= 0, и в достаточно малой 
окрестности x = 0 вторая группа уравнений (2.4.5) допускает решение 
),,(Ψ 221*1
 y y y y  ,  Ψ(0, 0, 0) = 0,  (2.4.9) 
связывающее не вошедшие в у* компоненты из у с компонентами из  21,yy  и 

2y . 
       В результате фазовый вектор у системы (2.4.5) в достаточно малой окрестно-
сти невозмущенного движения x = 0 можно представить в виде 
       ,( 1
 yWy ,2
y )2
y . 
       Таким образом, решение исходной нелинейной задачи стабилизации невоз-
мущенного движения x = 0 системы (2.4.5) по переменным ,1
y 2y

2,y  будет фа-
ктически означать стабилизацию этого движения по отношению к бóльшему чи-
слу переменных: y-стабилизацию. 
Кроме того, из системы (2.4.5), (2.4.6) можно выделить подсистему 
),()( **0 y zZ  zZ    z  , **** y y A ,  ,),( *2
*** TTT y y y   (2.4.10) 
где A – постоянная матрица, характеризующая  коэффициенты линейной обрат-
ной связи для стабилизации нулевого решения линейной системы (2.4.7).  
       Поскольку Z*(z, 0)  0, все собственные числа матрицы А имеют отрица-
С. Jacobi 
(1804-1851) 
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тельные вещественные части, а устойчивость нулевого решения “приведенной” 
системы (2.4.8) является равномерной, то нулевое решение z = у**= 0 системы 
(2.4.10) также равномерно z-устойчиво на основании теоремы 2.6.1. ■ 
Обсуждение теорем ы 2.4.2.  1°. Структурная форма (2.4.5) характерна для многих 
механических систем [Воротников, 1998]. Так, например, при изучении задачи стабилизации 
искусственного спутника на круговой орбите первые две группы уравнений системы (2.4.5) 
характеризуют угловую скорость  и ориентацию спутника в орбитальной системе координат, 
а третья группа уравнений – возмущенное движение центра масс спутника. При изучении 
задачи стабилизации положения равновесия твердого тела посредством гироскопа в карда-
новом подвесе [Воротников, 1990, 1991а, 1998] первые две группы уравнений определяют 
угловую скорость и ориентацию тела, а третья группа уравнений – движение гироскопа.  
Однако в тех задачах, где в силу недостаточного числа управляющих моментов возмож-
на только частичная стабилизация положения равновесия твердого тела, требуется рассмот-
рение более общей системы (2.4.5), в которой Y2 = Y2(x). В этом случае (при некотором уто-
чнении условий теоремы 2.4.2) предложенный подход сохраняется; см. пример 2.4.1. 
2°. Конструкция (2.4.6) содержит в себе множество стабилизирующих управлений, по-
скольку выбор вспомогательных законов управления u* не однозначен, и определяется тех-
ническими требованиями к качеству переходного процесса в исходной нелинейной системе 
дифференциальных уравнений, а также ограничениями на ресурсы управления. Окончатель-
ный выбор приемлемого (оптимального в рамках выбранной структурной формы) закона 
управления из множества (2.4.6) может быть осуществлен итерационным путем по получен-
ным достаточно простым зависимостям [Воротников, 1990, 1991а, 1998]. 
3°. Оценку области притяжения замкнутой системы (2.4.5), (2.4.6) по отношению к пе-
ременным, входящим в векторы у1, у2, можно провести на основании явного вида решений 
замкнутой системы (2.4.7) и оценок для z-компонент фазового вектора. 
Прим ер 2.4.1 [Воротников, 1991а, 1998]. Рассмотрим применение метода “эквива-
лентной линеаризации” к решению конкретных задач частичной стабилизации.  
1) Продолжим начатое в разделе 1.1.6 рассмотрение задачи 
стабилизации космического аппарата относительно заданно-
го направления в пространстве. Система уравнений возму-
щенного движения имеет вид (1.1.20). Однако, в отличие от 
раздела 1.1.6, считаем, что для стабилизации используется двух-
канальное управление: только две пары двигателей, создающих 
два (а не три) управляющих момента u1 и  u3 (u2  0); управляю-
щие моменты действуют относительно тех главных централь-
ных осей i1 и i3 инерции аппарата, которые перпендикулярны 
оси i2, стабилизируемой в заданном направлении s. 
Для иллюстрации предложенного подхода к задаче пред-
ставим систему дифференциальных уравнений (1.1.20) в пере-
менных, соответствующих структуре системы (2.4.5), и положим в ней u2 = 0: 
])[( 1112
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11 uzyCBAy 
 , ])[( 3111
1
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.)( 1211
1
1 yyACBz 
  
При этом получаем более общую, чем (2.4.5), систему, в которой Y2 = Y2(x). Проверим 
выполнимость условий теоремы 2.4.2. В данном случае  m1 = m2 = 2, р = 1, n = 5, r = 2 и при  
q = 0 выполнено условие 1).  Матрица Якоби  F  имеет вид 
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Рис. 2.4.1. Двухканальная 
система управления 
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Поскольку rank F(0) = 2, то также выполнено условие 2).  
Стабилизирующие управляющие моменты типа (2.4.6) определяются равенствами  
2
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21
1
),,(
yy
uuf
u
j
j


x
  ( j = 1, 3),                 (2.4.12) 
а вспомогательная линейная μ-система 
состоит из уравнений  
,*121 uy     .
*
222 uy    
Поскольку  
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
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 ,     
rank Q(0) = 2,  
то выполнено условие 3), и соотношения 
типа (2.4.9) сводятся к равенствам  
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Условие 4) также выполнено, поскольку в данном случае нулевое решение z1 = 0 “при-
веденной” системы устойчиво по Ляпунову.  
Входящие в управляющие моменты (2.4.12) вспомогательные управления u1* и u3* фор-
мируем в виде линейной обратной связи по переменным у21, у22 и их производным .  
На основании теоремы 2.4.2 заключаем, что нулевое положение равновесия замкнутой 
системы (2.4.11), (2.4.12) устойчиво по Ляпунову и асимптотически устойчиво по отноше-
нию к переменным  у11, у12, у21, у22. 
2) Пути реализации идеи писателя-фантаста Артура Кларка создания спутников, кото-
рые могут длительное время “зависать” над произвольной точкой поверхности Земли (“гео-
стационарный спутник”) [Clarke, 1945], обсуждались многими учеными. Для этой цели до-
статочно, например [Nita, 1973], сообщить спутнику постоянное по модулю реактивное 
ускорение  а, составляющее неизменный угол ψ с осью вращения Земли.  
Поступательно-вращательное движение спутника на геостационарной орбите можно 
описать системой нелинейных дифференциальных уравнений [Веретенников, 1984] 
132
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321 )(3)( uRCBxxCBxA 
  , 
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312 )(3)( uRACxxACxB 
  , 
321
3
213 )(3)( uRBAxxBAxC 
  ,               (2.4.13) 
   )/()cos( 1222 RUmaRR ii  ,  1 x3α2– x2α3+ (β1sinφ–γ1cosφ), 
,2sin2 222
12  iiRaRRRR       2 x1α3– x3α1+ (β2sinφ–γ2cosφ), 
,cos)cos( 22  iiRaR       3 x2α1– x1α2+ (β3sinφ– γ3cosφ), 
1132231 sin  
  xx ,   1132231 cos 
  xx , 
2213312 sin  
  xx ,   2213312 cos 
  xx , 
3321123 sin  
  xx ,   3321123 cos 
  xx , 
где R, φ, θ – сферические координаты центра масс спутника;  xi  – проекции вектора угловой 
скорости спутника на его главные центральные оси Oxyz инерции; ui  – управляющие момен-
Рис.2.4.2. Геостационарный                            
спутник L 
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ты на те же оси; А, В, С – главные центральные моменты инерции;  i, αi, βi, γi – соответствен-
но направляющие косинусы вектора а и осей системы Oxyz (i постоянны, поскольку вектор 
а фиксирован по отношению к корпусу спутника);  U – потенциал гравитационных сил;  – 
гравитационная постоянная; m – масса спутника. 
В отсутствии управляющих моментов система дифференциальных уравнений (2.4.13) 
допускает частное решение 
x1 = 0,  x2  ω0 cos(φ0 + λ), x3 = ω0 sin(φ0 + λ), 
R = R0,  φ = φ0,   = ω0,  α1 = 1,  α2 = α3 = β1 = γ1 = 1 = 0,  β2 = γ3 = cos λ,          (2.4.14) 
γ2  –β3  –sinλ,  tg ψ = ( – 1)ctgφ0,  a = ( 20R cos ψ)
–1sinφ0,               
 = –1 (ω0 R0)2,  tg2λ = – (3 +  cos2φ0)–1sin2φ0, 
которое соответствует положению относительного равновесия спутника на круговой не-
кеплеровой орбите радиуса R0 на произвольной широте φ0. При этом одна из главных цен-
тральных осей инерции спутника направлена по вектору скорости центра масс, а две других 
расположены в меридианной плоскости, образуя угол λ с радиусом вектором R и нормалью 
к нему соответственно. Данная ориентация может осуществляться естественным образом 
(без специальной системы управления), для чего необходимо сориентировать спутник соот-
ветствующим образом при отделении его от последней ступени ракеты-носителя.  
Однако в момент отделения, а также в силу других возможных причин, появляются не-
которые возмущения, и требуется подобрать управляющие моменты ui таким образом, чтобы 
придать спутнику требуемую ориентацию. 
Для решения соответствующей задачи стабилизации рассмотрим систему  дифференци-
альных уравнений возмущенного движения спутника 
),,,...,,( 321181 uuuGkk  
  ( 18,1k )  (2.4.15) 
в отклонениях от положения относительного равновесия (2.4.14). 
Будем задачу стабилизации рассматривать по отношению к части переменных: по пе-
ременным ξ10, …, ξ18, определяющим возмущения αi, βi, γi. Тогда для указания структурной 
формы стабилизирующих управляющих моментов достаточно проанализировать структуру 
только некоторых входящих в систему (2.4.15) функций Gk; а именно, функций 
)ξ()1( 1112912711
 GG  , )ξ()1( 1210811712
 GG  ,  
)ξ()cos()]sin([ 171871600917
 GG  . 
Показано [Воротников, 1991а, 1998], что формы Fi(ξ) в  законах управления 
),(
)1(
),(
)1(
)1)(cos(
))(1(
112
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13
10
3111
*
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10
2
16121018
163110
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uuF
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uuuF
B
u
uFA
u





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


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

       
  
 (2.4.16) 
можно подобрать так, что невозмущенное движение ξ = (ξ1, …, ξ18)T = 0 системы (2.4.15), 
(2.4.16) асимптотически устойчиво по части переменных: по переменным ξ10, …, ξ18.  
Действительно, можно указать такие формы Fi(ξ) в (2.4.16), что из замкнутой системы 
(2.4.15), (2.4.16) выделяется линейная управляемая μ-система дифференциальных уравнений 
 111 u 
 ,  212 u 
 ,    317 u
 .  (2.4.17) 
Пусть ui
*
 решают задачу стабилизации положения равновесия линейной системы (2.4.17) 
по отношению ко всем переменным. Тогда управляющие моменты (2.4.16) обеспечивают 
стабилизацию невозмущенного движения ξ = 0 исходной нелинейной системы (2.4.15) по 
отношению к переменным ξ11, ξ12, ξ17. При этом в число стабилизируемых переменных также 
“навязываются” производные от этих переменных.  
Используя соотношения для αi, βi, γi можно показать, что проведенная стабилизация по 
ξ11, ξ12, ξ17  фактически является стабилизацией по отношению к переменным ξ10, …, ξ18.  
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2.4.3. Стабилизация по части переменных линейных систем  
Наряду с задачей устойчивости по части переменных для линейных систем 
дифференциальных уравнений, получила развитие и задача стабилизации по ча-
сти переменных линейных управляемых систем [Воротников, 1991а, 1998].  
Кроме того, в контексте поиска новых путей решения задачи стабилизации по отноше-
нию ко всем переменным возникла и интенсивно изучается также другая трактовка пробле-
мы частичной стабилизации для линейных управляемых систем.   
В основе данной трактовки разработка процедуры частичной стабилизации, которая 
предполагает сохранение устойчивой части спектра и стабилизацию неустойчивой части 
спектра линейных систем дифференциальных уравнений [Benner, 2003, 2011]. 
1. Cведение к задаче стабилизации по всем переменным. Пусть система 
уравнений возмущенного движения управляемой системы является линейной 
y = Ay + Bz + Pu,   z = Cy + Dz + Qu,  (2.4.18) 
где А, В, С, D, Р, Q – постоянные матрицы соответствующих размеров. 
Предложен [Воротников, 1982а, 1982b, 1991а, 1998] следующий метод решения 
задачи частичной стабилизации (y-стабилизации) системы (2.4.18). 
1) Вектор u стабилизирующих управлений ищется в виде 
u = Гz + u*,  (2.4.19) 
где постоянная матрица Г определяется преобразованием, приводящим замкну-
тую систему (2.4.18), (2.4.19) к линейной μ-системе (см. разд. 2.2). 
2) Вектор вспомогательных управлений u* решает для построенной управля-
емой линейной μ-системы задачу стабилизации по всем переменным. 
В случае u  {u: u = Г1y + Г2z} (Гi (i = 1,2) – некоторые постоянные матри-
цы) показано [Воротников, 1982а, 1991а, 1998], что вектор управлений u, решаю-
щий задачу y-стабилизации системы (2.4.18), если такой вектор управлений  су-
ществует, может быть построен в виде (2.4.19). 
2. Условие стабилизируемости по части переменных . Рассмотрим матрицу 
})(])[( , ... ,)()( ,)({ T1TTTT PГBQГDPГBQГDPГBK ii 
 , 
где i  p. Пусть s – минимальное число такое, что ранги данной матрицы при i = 
s и i = s −1 совпадают и допустим, что rank hKs 

1 . Составим матрицу 
 L
E
L
m
0
0
, 
в которой строки из L* являются линейно независимыми столбцами из 

1sK . 
Представим систему дифференциальных уравнений (2.4.18) в виде 
x  = A*x + B*u,  x = (yT, zT)T, 
где А* и В* – постоянные матрицы соответствующих размеров. 
Теорема 2.4.3 [Воротников, 1982а, 1991а, 1998]. Пусть существует по-
стоянная матрица Г такая, что выполняется условие 
rank K* = m + h, 
])( , ... ,)( ,[ 1   BГBABГBABLK
hm . 
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Тогда задача y-стабилизации системы (2.4.18) имеет решение, и вектор 
стабилизирующих управлений может быть построен в виде  (2.4.19).  
Доказательство включает два этапа. Сначала для системы x = (A* + B*Г)x 
строится вспомогательная μ-система по методике, указанной в разделе 2.2.  
Затем показывается, что управляемая μ-система, получающаяся при постро-
ении указанной μ-системы, является полностью управляемой.  
Тогда вектор управлений, решающий задачу стабилизации (по всем перемен-
ным) для вспомогательной управляемой μ-системы, решает задачу y-стабилиза-
ции для исходной управляемой системы (2.4.18), и имеет вид (2.4.19). ■ 
Прим ер 2.4.2 [Воротников, 1982а, 1991а, 1998]. Рассмотрим дифференциальные 
уравнения движения летательного аппарата [Falb, Wolovich, 1967] 
21 yy  , 2221212221212222 upupzbzbyay  , 
1111111111 uqzdycz  , 3232222222222 uquqzdycz  , (2.4.20) 
13 zz  , 24 zz  , 
где у1, у2 – возмущения угла и скорости изменения угла тан-
гажа; zi – возмущения горизонтальной и вертикальной со-
ставляющих вектора скорости v, а также координат центра 
масс аппарата; ui – управления. Коэффициенты системы – 
аэродинамические постоянные.  
Предположим, что u1  u2  0, и рассмотрим задачу стаби-
лизации по отношению к у1, у2 невозмущенного движения у1 = 
у2 = zi = 0 системы (2.4.20) посредством управления и3. 
Управление u3, следуя (2.4.19), строим в виде 
  332413
1
23223 z)()( uГuzAzAqbu .  (2.4.21) 
Вспомогательная μ-система, соответствующая матрице Г, состоит из уравнений 
).(),(,,
,,,
222222411222132222
2
22211211
32322221111221
dabAdabAcbaAcbA
uqbyAyAyyy

 
              
            
 (2.4.22) 
Если вспомогательное управление u3* выбрать в виде  
)()( 132211
1
23223 ByByBqbu 
 ,  (2.4.23) 
причем В3 < 0, В2 + A2 < 0, В3(В2 + A2) > –(В1 + A1) > 0, то нулевое решение системы (2.4.22) 
асимптотически устойчиво по Ляпунову.  
В результате управление (2.4.21), (2.4.23) решает задачу стабилизации по переменным у1, 
у2 невозмущенного движения у1 = у2 = zi = 0 системы (2.4.20). Управление (2.4.21), (2.4.23) 
обеспечивают стабилизацию невозмущенного движения системы (2.4.20) не только по у1, у2, 
но и также по μ1; замкнутая система (2.4.20), (2.4.21), (2.4.23) имеет следующую структуру 
ww G , w = (y1, y2, 1, z1, z2, z3, z4)T, 
 0 1 0     
 0 0 1  0   
 11 BA   22 BA   B3     
   G = c11 0 0 d11 0  . 
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Рис. 2.4.3.  – угол тангажа 
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Поэтому, учитывая равенство d22 – b22–1А4 = –а22, заключаем, что при выполнении усло-
вий d11 < 0, a22 > 0 проведенная стабилизация по отношению к части переменных является 
стабилизацией также и по отношению  к переменным z1, z2. При этом невозмущенное движе-
ние у1 = у2 = zi = 0 системы (2.4.20) устойчиво (неасимптотически) по Ляпунову. 
2.5. МЕТОДЫ  ИССЛЕДОВАНИЯ  ЗАДАЧ  ЧАСТИЧНОГО  УПРАВЛЕНИЯ  
К числу основных методов исследования задач частичного управления, ко-
торые эффективно используются в приложениях, можно отнести: 
– метод, основанный на применении принципа максимума для задач опти-
мального управления с “подвижными концами” [Понтрягин и др., 1961]; 
– метод, основанный на принципе экстремального прицеливания [Красов-
ский, 1970; Черноусько, Меликян, 1978] для игровых задач оптимального управ-
ления по части переменных; 
– методы исследования частичной управляемости и по-
строения управлений для линейных управляемых систем 
дифференциальных уравнений [Ройтенберг, 1971; Воротни-
ков, 1991а, 1998; Ковалев, 1993, 1994];  
– асимптотический метод [Акуленко, 1980, 1987, 1994a] 
синтеза оптимального управления по части переменных, осно-
ванный на сочетании методов малого параметра [Боголюбов, 
Митропольский, 1974] и теории оптимального управления; 
– метод “эквивалентной линеаризации” нелинейных уп-
равляемых систем дифференциальных уравнений, основан-
ный на нелинейных преобразованиях переменных этих систем в сочетании со 
специальным выбором структуры управления [Воротников, 1991a, 1997b, 1998;  
Fradkov и др., 1999; Мирошник и др., 2000]. 
– метод ориентированных многообразий [Ковалев, 1993, 1994] нахождения ус-
ловий частичной управляемости на основе анализа уравнений в частных производ-
ных, аналогичных уравнениям для функций Ляпунова в теории устойчивости. 
2.5.1. Задачи управления по части переменных для линейных систем 
Сформулируем критерии управляемости по всем и по части переменных, а 
также приведем примеры решения задач оптимального управления по части пе-
ременных для линейных управляемых систем дифференциальных уравнений. 
1. Полная управляемость и управляемость по части переменных лине-
йных систем.  К настоящему времени теория управления имеет длительную ис-
торию. Однако математически строго задача о нахождении условий управляемос-
ти системы поставлена только во второй половине XX столетия [Kalman, 1960].  
До этого решение проблемы управляемости переносилось на стадию инженерного тво р-
чества и выполнялось средствами опыта и интуиции. По мере усложнения проектируемых 
систем такая точка зрения изменилась, и изучение задачи управляемости стало настоятель-
ной потребностью. В литературе имеется целая группа различных постановок задачи управ-
ляемости [Красовский, ред., 1987]; ряд из них касается принципиальной возможности упра-
вления по отношению к части переменных (по части координат фазового вектора системы). 
Пусть динамика объекта управления описывается линейной системой диф-
ференциальных уравнений с постоянными коэффициентами 
Н.Н. Боголюбов 
(1909-1992) 
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u x   x   BA  n)(dim(x , r)dim(u ). (2.5.1) 
Определение 2.5.1 [Kalman, 1960]. Система дифференциальных уравне-
ний (2.5.1) называется полностью управляемой по всем переменным , если для 
любых моментов времени t0 и t1 (t1 > t0) и любых заданных состояний х0 и х1 
существует вектор-функция u(t), t  [t0, t1], переводящая систему из начального 
состояния х(t0) = х0 в конечное состояние х(t1) = х1. 
Теорема 2.5.1 [Kalman, 1960]. Для полной управляемости системы (2.5.1) 
по отношению ко всем переменным необходимо и достаточно , чтобы 
rank Kn = n,  Kn = (B, AB, … , An–1 B). 
В случае rank Kn = m < n размерность подпространства управляемости си-
стемы (2.5.1) равна m [Красовский, 1968]. Однако [Воротников, 1991а, 1998] m 
полностью управляемых переменных системы (2.5.1) не могут быть любыми т 
наперед заданными: их номера совпадают с номерами линейно независимых 
строк у линейно независимых столбцов матрицы Km.  
Пусть, например, система (2.5.1) имеет вид [Воротников, 1991а, 1998] 
.,3,3 1213322311 uxxxxxxxxx                                                                           (2.5.2) 
В данном случае n = 3 и 
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Система (2.5.2) полностью управляема как по отношению к переменным  x1, x3, так и по 
отношению к  x2, x3, но не по отношению к переменным x1, x2. 
Таким образом, задача полной управляемости системы (2.5.1) по отноше-
нию к заданной части переменных требует отдельного изучения.  
Для этого переменные, входящие в фазовый вектор системы (2.5.1), разобь-
ем на две группы: x = (yT, zT)T; dim (y) = m, dim (z) = p, m + p = n, и рассмотрим за-
дачу полной y-управляемости системы дифференциальных уравнений (2.5.1). 
Определение 2.5.2 [Ройтенберг, 1971; Красовский, ред., 1987; Воротни-
ков, 1991а]. Система дифференциальных уравнений (2.5.1) называется полно-
стью y-управляемой, если для любых моментов времени t0 и t1 (t1 > t0) и любых 
заданных состояний y0 и y1 существует вектор-функция u(t), t  [t0, t1], перево-
дящая y-переменные системы из начального состояния y(t0) = y0 в конечное со-
стояние y(t1) = y1. Значения z-переменных могут быть произвольными. 
Теорема  2.5.2 [Ройтенберг, 1971]. Для полной y-управляемости системы 
(2.5.1) необходимо и достаточно, чтобы rank СKn = m, где С = (Еm, 0) – матри-
ца размера т  n, последние n–m столбцов которой – нулевые. 
Обсуждение теорем ы 2.5.2 . 1°. Получены также другие (достаточные) условия 
полной y-управляемости линейной системы дифференциальных уравнений (2.5.1) [Воротни-
ков, 1982b, 1991а, 1998]. Эти условия основаны на возможности построения (при помощи спе-
циального выбора структуры управлений) некоторой вспомогательной линейной управляемой 
системы меньшей размерности, с последующей проверкой для нее условий теоремы 2.5.1. 
2°. Иной (геометрический) подход к проблеме управляемости по отношению к части пе-
ременных системы (2.5.1) предложен А.М. Ковалевым [1993]. 
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2. Методы решения линейных задач оптимального управления по части 
переменных. К настоящему времени теория и методы решения линейных задач 
оптимального управления по отношению к части переменных развиты в достаточ-
ной степени. Отметим два подхода, выдвинутых и существенно разработанных в 
научных школах Л.С. Понтрягина и Н.Н. Красовского, которые опираются на:  
– принцип максимума, дополненный условиями трансверсальности в соот-
ветствующих концах траекторий [Понтрягин и др., 1961]; 
– принцип экстремального прицеливания в случае управления по отношению 
к части переменных при неконтролируемых помехах [Красовский, 1970] . 
В рамках первого подхода, в частности, детально проанализирована [Акуле-
нко, 1994b] одна из типичных задач частичного управления – задача оптималь-
ной по быстродействию “жесткой встречи” двух материальных точек.  
Второй подход позволил дать решение этой задачи при неконтролируемых 
помехах [Красовский, 1970]; см. часть 2 примера 2.5.1. 
Прим ер 2.5.1.  Проиллюстрируем методы решения задач  оптимального управления по 
отношению к части переменных для линейных систем  дифференциальных уравнений.  
1) Рассмотрим простейший управляемый объект типа “двойного интегратора” x  = u. В 
частности, этот объект может описывать управляемое движение точки единичной массы 
вдоль фиксированного направления на гладкой горизонтальной плоскости.   
Допустим, что ограничение на управление имеет вид | u |  α  = const > 0.  
Изучим две задачи, в которых за минимальное время требуется перевести точку соответ-
ственно в положения: 1)  x = 0 (скорость x – произвольна);  2)  x = x  = 0. Эти задачи являют-
ся задачами управления по отношению к части и по отношению ко всем переменным, и обе-
спечивают соответственно “жесткую” и “мягкую” встречу с положением x  = 0. 
 В задаче 1) управление должно быть все время постоянно и направлено к положению x 
= 0. В задаче 2) управление кусочно-постоянно и работает в режиме “разгон–торможение” 
точки. (Строгое решение этих задач на основе принципа максимума можно найти в моно-
графии JI.С. Понтрягина и др. [1961].)  
Хотя в задачах 1) и 2) одно и то же “геометрическое” ограничение на u, тем не менее в 
задаче 1) цель управления достигается и за меньшее время и меньшими энергетическими р е-
сурсами. (Если, например, начальная скорость точки нулевая, то время быстродействия в за-
дачах 1) и 2) отличается в 2 раза.) Кроме того, в задаче 1) проще управление. 
2) Рассмотрим игровую задачу оптимальной по быстродействию “жесткой встречи” 
двух материальных точек в трехмерном пространстве [Красовский, 1970]. Без ущерба для 
общности считаем массы точек единичными.  
Переходом к переменным, определяющим взаимное отклонение точек, данная задача  
управления сводится к задаче перевода линейной системы дифференциальных уравнений 
)3,1(      ivux iii  (2.5.3) 
в положение x1 = x2 = x3 = 0 (с произвольной скоростью). Перевод осуществляется посред-
ством управлений ui, которые выбираются в классе L измеримых функций, удовлетворяю-
щих ограничению ||u|| ≤ α = const > 0. Помехи vi, следуя игровой трактовке задачи, могут ре-
ализовываться в виде любых измеримых функций vi[t] таких, что ||v|| ≤ β = const > 0.  
В случае α > β решение задачи дает экстремальная тормозящая стратегия v = v(t, x, x , 
θ) [Красовский, 1970], обеспечивающая минимакс времени до встречи с множеством x1 = x2 
= x3 = 0 не позже, чем к моменту ),,( 000 xx t  .  
Управления ui диктуемые стратегией v, имеют вид 
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  221
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2 ))(( tLi      , iii xtxL )(   .  
В выражениях (2.5.4) переменная θ находится из уравнения ω = 0. Значение τ определя-
ется как наименьший положительный корень уравнения 
2
2
1
2/1
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2
 




   iL , 00 iii xxL  . 
Число τ задает минимальное гарантированное (одновременное по всем xi) время дости-
жения положения x1 = x2 = x3 = 0 в рассматриваемой задаче и соответствует случаю “наихуд-
ших” помех vi = – βα
–1ui (оптимальных управлений “противника”). Если же vi отличаются от 
“наихудших”, то встреча с множеством x1 = x2 = x3 = 0 произойдет быстрее, чем  за время τ. 
Конструктивный подход к построению формальных законов управления (2.5.4), а также 
соответствующих им движений системы (2.5.3), (2.5.4), дает аппроксимационная схема [Кра-
совский, 1970] коррекций ui в дискретные моменты времени. Управления (2.5.4) и движения 
системы (2.5.3), (2.5.4) можно рассматривать как предельный переход от соответствующих 
управлений и движений, порождаемых указанной дискретной схемой. 
Игровая задача “жесткой встречи” получила развитие применительно к нелинейной за-
даче переориентации космического аппарата [Воротников, 1998, 1999а]; см. раздел 4.4. 
2.5.2. Нелинейные задачи частичного управления 
Решение существенно нелинейных задач вызывает значительные трудности, 
особенно когда речь идет об оптимальном управлении и (или) управлении в 
условиях неопределенности. Рассмотрим метод “эквивалентной линеаризации” 
не-линейных управляемых систем, в том числе применительно к игровым зада-
чам частичного управления при неконтролируемых помехах. 
1. Постановка задачи. Пусть объект управления описывается нелинейной 
системой обыкновенных дифференциальных уравнений 
,)()(
1
)1()0( 


r
k
kikii uXX xx
 )()2( xjj X    (i pjm ,1;,1  ), (2.5.5) 
где  x = (ξT, ηT)T – вектор фазовых переменных; u – вектор управлений; функции 
Xi
(0), Xik
(1), Xj
(2) определены и непрерывны, причем Xj(2) вместе со своими частны-
ми производными по ξi, ηi, в области Λ: ||x|| < H = const > 0. Функции Xi(0), Xj(2) 
обращаются в нуль при x = 0. Для функций Xik(1), наоборот, обращение в нуль 
при x = 0 считаем невозможным. 
Допустим, что управления выбираются в классе K вектор-функций u = u(x, 
x0) (x0 – начальное значение вектора x), непрерывных по x и кусочно-непрерыв-
ных по x0 (в допустимой области изменения x, x0). Управления u  K также удо-
влетворяют заданным “геометрическим” ограничениям 
|uk| ≤ αk = const > 0  (k r,1 ).  (2.5.6) 
Пусть y-вектор тех фазовых переменных, которые представляют интерес в 
процессе управления системой (2.5.5). Считаем, что dim(y) = dim(u) = r < n, при-
чем у состоит из первых q (q < r  m) переменных ξi и первых r–q переменных 
ηj. В рамках указанных требований число q может быть произвольным. 
Задача 2.5.1.  Найти управления u  K, переводящие систему (2.5.5) за 
конечное время из заданной области S начальных возмущений x0 = x0(t)  S в за-
данное положение у = у(t1) = 0. (Значения компонент вектора x, не вошедших в 
у, при t = t1 могут быть произвольными.) 
Теория и методы исследования задач частичной устойчивости (стабилизации) и управления 
 
135 
Обсуждение постановки задачи 2.5.1 . 1°. 
Если при u = 0 положение у = 0 не является инвари-
антным множеством, то система только “проходит” 
это положение. В данном случае задача 2.5.1 является 
задачей “прохождения” системой (2.5.5) заданного по-
ложения у = 0 (задачей типа “жесткой встречи”). 
2°. Если положение у = 0 является инвариантным 
множеством, то задачу 2.5.1 можно трактовать как за-
дачу “частичного успокоения” системы (2.5.5). 
3°. Зависимость управлений u  K от начальных зна-
чений подчеркивается потому, что используемые позици-
онные управления содержат параметры, рассчитываемые 
для каждого конкретного начального состояния исходя из заданных ограничений (2.5.6). 
2. Вспомогательная линейная система. Рассмотрим вектор-функцию Ф, пер-
вые q компонент которой определяют правые части первых q уравнений систе-
мы (2.5.5). Остальные компоненты имеют вид Фq+l = < (∂Xl(2)/∂x)∙X > (1  l  r – q), 
где вектор-функция Х определяет правую часть системы (2.5.5).  
Введем матрицу Якоби 
||/||)( sk uФFF  x  ( rsk ,1,  ). 
Допустим, что в области 
Λ1: ||x|| < H1 = const > 0     (Λ1  Λ) (2.5.7) 
справедливо условие 
rank F(x) = r.  (2.5.8) 
В случае (2.5.8) система  k(x, u) = uk
  (1  k   r) (uk
– вспомогательные упра-
вления, образующие вектор u*) имеет в области (2.5.7) решение 
u = f(x, u*).  (2.5.9) 
При этом f(0, 0) = 0. Компоненты fk вектор-функции f  R
r непрерывны по x, 
u* при x  Λ1 и всех u*.  
При сделанных допущениях из замкнутой нелинейной системы (2.5.5), 
(2.5.9) можно выделить линейную управляемую μ-систему 
),1( qiuii      
 ,  (2.5.10) 
jj   , 

 jqj u  ),1( qrj   .  (2.5.11) 
В этой системе uk* − вспомогательные управления. 
На базе решения соответствующих задач оптимального управления по от-
ношению к части переменных для вспомогательной линейной системы диффе-
ренциальных уравнений (2.5.10), (2.5.11) строится решение исходной нелиней-
ной задачи 2.5.1. В результате конструкцию (2.5.9) можно рассматривать как 
структурную форму управлений в задаче 2.5.1.  
3. Условия частичной нуль-управляемости. Предположим, что r – q  n – r 
и наряду с F введем также матрицу Якоби Q от функций Хj(2)(x) (1  j   r – q) по 
z; в вектор z входят фазовые переменные системы (2.5.5), не входящие в вектор 
у, так что в итоге x = (yT, zT)T. Допустим, что в области 
Λ2: ||x|| < H2 = const > 0   (Λ2  Λ)                                                                     (2.5.12) 
Рис. 2.5.1. “ Прохождение”  
положения y = 0 
Глава 2 
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выполняется условие 
rank Q(x) = m + p – r.  (2.5.13) 
При выполнении условия (2.5.13) равенства μi = Xj(2)(x) допускают в Λ2 ре-
шение ( непрерывна в Λ2) 
z =  (y, ),   (0, 0) = 0.  (2.5.14) 
Равенства (2.5.14) связывают не вошедшие в у компоненты из x с компонен-
тами из у, μ. В результате фазовый вектор x системы дифференциальных урав-
нений (2.5.5) в Λ2 можно представить в виде x = [y, z(y, μ)] = W(y, μ). 
Таким образом, x(t) = x(t; t0, x0) = W[t; t0, W0(y0, μ(x0))] = W(t) и, следовательно, 
фазовый вектор x(t) исходной нелинейной системы (2.5.5) можно оценить пос-
редством оценок для процессов линейной системы (2.5.10), (2.5.11). 
Теорема 2.5.3 [Воротников, 1997b, 1998]. Пусть выполняются условия: 
1) условие (2.5.8) в области (2.5.7); 
2) условие (2.5.13) в области (2.5.12); 
3) p + q   r   m; 
4) управление u* решает для линейной μ-системы (2.5.10), (2.5.11) задачу 
управления по части переменных: задачу перевода в положение ξi = 0, ηj = 0; 
5) для любого х0  S 
||W(t)||  min (H1, H2),  | fk[W(t), u*]|  k  ( rk ,1 ).  
Тогда для любого х0  S вектор управлений (2.5.9) решает задачу 2.5.1. 
При этом гарантируется точное приведение системы (2.5.5) посредством 
u  K  в положение у = 0 за конечное время τ. 
Доказательство. Введенное неравенство r – q  n – r, а также неравенство  
p + q  r (следствие неравенства p  r – q, имеющего место при сделанном вы-
боре вектора у) в случае r  m выполняются одновременно при условии 3). 
При выполнении в Λ1 условия (2.5.8) линейная система (2.5.10), (2.5.11) полу-
чается из исходной нелинейной системы (2.5.5), (2.5.9) соответствующим нели-
нейным преобразованием переменных. При этом преобразовании состояние пе-
ременных ξi, ηj системы (2.5.5), (2.5.9) в Λ1 будет полностью определяться состо-
янием этих же переменных линейной системы (2.5.10), (2.5.11). Поэтому при всех 
х0  S1 = {х0: ||x(t)|| < H1} вектор управлений (2.5.9) гарантирует точное приведе-
ние системы (2.5.5) за конечное время  в положение у = 0. 
Условия 5) приводят к тому, что допустимое множество начальных возмуще-
ний х0 должно также удовлетворять условию х0  S2 = {х0: | fk [x(t), u*]|  αk}. 
При выполнении условий теоремы заданная область S начальных возмуще-
ний будет принадлежать пересечению множеств S1 и S2. В результате для всех 
х0  S вектор управлений (2.5.9) гарантирует точное приведение системы (2.5.5) 
в положение у = 0 за конечное время τ. При этом гарантируется выполнение за-
данных ограничений (2.5.6) на управления. ■ 
Обсуждение теорем ы 2.5.3. 1°. Условие 3) теоремы 2.5.3 имеет место, например, 
когда система (2.5.5) моделирует вращательное движение твердого тела. Так, для системы 
(1.1.20) q  1, p  2, m  r  3, а для рассматриваемой далее системы (2.6.23)–(2.6.25) q  0, 
p m  r  3. Кроме того,  это условие можно ослабить [Воротников, 1997b, 1998].  
2°. Предложенный  подход  к решению задачи 2.5.1 включает  этапы: a) выбор конструк- 
Теория и методы исследования задач частичной устойчивости (стабилизации) и управления 
 
137 
ции (2.5.6) управлений uk;  b) предварительный выбор чисел αk* для оценки |uk*| ≤ αk*  вспо-
могательных управлений и решение вспомогательных линейных задач оптимального по б ы-
стродействию перевода системы (2.5.10), (2.5.11) в положение  ξi = 0, ηj = 0; c) проверка вы-
полнимости условий 5) теоремы 2.5.3 вдоль оптимальных траекторий линейной системы 
дифференциальных уравнений (2.5.10), (2.5.11). 
3°. Решения указанных вспомогательных линейных задач управления легко находятся 
как в форме синтеза, так и в виде программ [Понтрягин и др., 1961]. В результате управле-
ния (2.5.9) также можно построить как в форме позиционных управлений u  K, так и в виде 
программы u = u[t] – непрерывных функций t для заданных начальных данных x = х0.  
В самом деле, поскольку x(t) = W(t), то управления (2.5.9) можно считать (для заданных 
начальных условий) известными функциями t. 
4°. Позиционные управления u  K тем не менее сохраняют зависимость и от начального 
состояния х0. Указанное обстоятельство обусловлено необходимостью проверки заданных ог-
раничений (2.5.6) на управления (2.5.9) для каждого конкретного значения х0  S, что требует 
“перерасчета” αk* для каждого х0  S. Если указанная корректировка возможна также и для лю-
бого допустимого (с учетом помех) текущего состояния системы, стартующей из области х0  
S, то управления u  K  по своим свойствам близки к управлениям в форме синтеза. 
4. Управление при неконтролируемых помехах. Изложенный метод “эк-
вивалентной линеаризации” развит также и применительно к игровым задачам 
частичного управления при неконтролируемых помехах [Воротников, 1998]. 
При этом вместо линейной системы (2.5.10), (2.5.11) рассматривается вспомога-
тельная линейная конфликтно-управляемая система дифференциальных урав-
нений, для которой анализируется соответствующая игровая задача управления.  
Данный метод применен [Воротников, 1998, 1999а; Воротников, Мартышенко, 
2012, 2013b] для решения нелинейных игровых задач управления по части пере-
менных: задачи “прохождения” твердым телом заданного направления в простран-
стве, а также задачи переориентации посредством маховиков; см. разделы  4.4, 4.5. 
2.6. ПРИМЕНЕНИЕ  К  ЗАДАЧАМ  УСТОЙЧИВОСТИ   
(СТАБИЛИЗАЦИИ)  И  УПРАВЛЕНИЯ  ПО  ВСЕМ  ПЕРЕМЕННЫМ 
Укажем общие условия, при выполнении которых решение задачи устойчиво-
сти (стабилизации) или управления по отношению ко всем переменным может 
быть получено на основе предварительного решения соответствующих задач ус-
тойчивости (стабилизации) или управления по отношению к части переменных. 
2.6.1. Детектируемость динамических систем  
В самых общих чертах детектируемость (detectability) динамических си-
стем означает, что их устойчивость по отношению к некоторой части перемен-
ных (“по выходу”) фактически приводит к устойчивости по всем переменным.  
Для линейных систем обыкновенных дифференциальных уравнений эта за-
дача является классической и хорошо изученной. Для нелинейных систем диф-
ференциальных уравнений задача детектируемости значительно усложняется, и 
общий подход к ее исследованию начинает формироваться только в конце XX 
столетия. Тем не менее в данном направлении ужé имеется ряд результатов, по-
лученных (не нарушая общности) применительно к задаче детектируемости ну-
левого положения равновесия. Такая задача называется задачей нуль-детекти-
руемости [Sontag, Wang, 1997a; Sontag, 1998, 2008]. 
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Затем возникла более общая задача, связанная с исследованием частичной 
детектируемости (partial detectability, V-detectability) динамических систем 
[Shiriaev, 2000; Shiriaev, Fradkov, 2000, 2001; Ingalls и др., 2002; Воротников и 
др., 2006; Воротников, Мартышенко, 2007].  
В данном случае устойчивость по отношению к некоторой части перемен-
ных (по “измеримому выходу”) означает устойчивость не по всем, а по отноше-
нию к другой – бóльшей части переменных (по отношению к “заданному выхо-
ду”, по отношению к V-функции фазовых переменных). В решении указанной 
задачи пока сделаны первые шаги, причем, как и в случае детектируемости, не 
нарушая общности, анализируется частичная нуль-детектируемость. 
 
Задачи детектируемости и частичной детектируемости рассматриваются также для от-
крытых систем дифференциальных уравнений вида (1.2.12) [Krichman и др., 2001; Ingalls и 
др., 2002; Sontag, 2008]. 
1. Условия частичной нуль-детектируемости. Переменные, входящие в 
фазовый вектор х системы (1.2.1), разобьем на три части и представим его в ви-
де x = (yT, zT)T = (y1T, y2T, zT)T. В результате систему дифференциальных уравне-
ний (1.2.1) составят три группы уравнений 
z). ,y ,y ,Z(    zz), ,y ,y ,(Y уz), ,y ,y ,(Y у 2121222111 ttt    (2.6.1) 
Найдем условия, при которых равномерная y1-устойчивость (равномерная 
асимптотическая y1-устойчивость) положения равновесия x = (y1T, y2T, zT)T = 0 си-
стемы (2.6.1) означает равномерную у-устойчивость (равномерную асимптоти-
ческую у-устойчивость) этого положения равновесия. Для этого выделим из Y2 
слагаемые, зависящие только от t, y2, и представим Y2 в виде 
Y2(t, y1, y2, z) = Y20(t, y2) + R(t, y1, y2, z),   R(t, 0, 0, 0)  R(t, 0, y2, 0)  0. 
Теорема 2.6.1 [Воротников и др., 2006; Алексеева и др., 2007]. Допустим, что:  
а) вектор-функция Y20(t, y2) и ее частные производные по y2 ограничены в 
области t  0, ||y2||  h1  h, а в области (2.0.1) найдется непрерывная вектор-
функция Y2*(y1, y2), Y2*(0, y2)  0 такая, что  
||R(t, y1, y2, z)||  ||Y2*(y1, y2)||; (2.6.2) 
b) положение равновесия y2 = 0 “приведенной” подсистемы 
), 2
0
22 y (Yy t    (2.6.3) 
Устойчивость по всем переменным 
Устойчивость по части переменных 
Детектируемость 
Устойчивость по части (меньшей) 
переменных 
Частичная  детектируемость 
Устойчивость по части переменных 
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равномерно асимптотически устойчиво . 
Тогда, если положение равновесия x = (y1T, y2T, zT)T = 0 системы (2.6.1):  
1) равномерно y1-устойчиво, то оно равномерно у-устойчиво; 
2) равномерно асимптотически y1-устойчиво, то оно равномерно асимп-
тотически у-устойчиво, y = (y1T, y2T)T. 
Условия теоремы 2.6.1 можно существенно ослабить, если вместо равномер-
ной асимптотической устойчивости положения равновесия y2 = 0 “приведенной” 
по y2 подсистемы (2.6.3) рассматривать равномерную асимптотическую устойчи-
вость “частичного” положения равновесия y2 = 0 “приведенной” по y2, z подси-
стемы исходной системы дифференциальных уравнений (2.6.1).  
Для этого выделим из вектор-функций Y2, Z слагаемые, зависящие только от 
переменных t, y2, z, и представим Y2, Z в виде 
Y2(t, y1, y2, z) = Y20(t, y2, z) + R(t, y1, y2, z),   R(t, 0, 0, 0)  R(t, 0, y2, z)  0, 
Z(t, y1, y2, z) = Z0(t, y2, z) + R*(t, y1, y2, z),   R*(t, 0, 0, 0)  R*(t, 0, y2, z)  0. 
Теорема 2.6.2 [Воротников, Мартышенко, 2007, 2009].  Допустим, что:  
а) вектор-функции Y20(t, y2, z), Z0(t, y2, z) и их частные производные по y2, z 
ограничены в области t  0, ||y2||  h1  h, ||z|| < , а в области (2.0.1) найдется 
непрерывная вектор-функция Y2*( y1, y2), Y2*(0, y2)  0 такая, что  
||R**(t, y1, y2, z)||  ||Y2*(y1, y2)||,   R** = (RT, R*T)T; (2.6.4) 
b) Y2
0(t, 0, z)  0 и “частичное” положение равновесия y2 = 0 “приведенной” под-
системы дифференциальных уравнений  
2y = Y2
0(t, y2, z),   z = Z0(t, y2, z) (2.6.5) 
равномерно асимптотически устойчиво . 
Тогда, если положение равновесия x = (y1T, y2T, zT)T = 0 системы (2.6.1):  
1) равномерно y1-устойчиво, то оно равномерно у-устойчиво; 
2) равномерно асимптотически y1-устойчиво, то оно равномерно асимп-
тотически у-устойчиво, y = (y1T, y2T)T. 
Доказательство. Обозначим  w = (y2T, zT)T, так что x = (y1T, wT)T. При выпол-
нении условий теоремы для системы дифференциальных уравнений (2.6.5) 
найдется [Румянцев, Озиранер, 1987] вспомогательная функция Ляпунова V(t, w), 
которая определена и непрерывна в области t  0, ||y2|| ≤ h < h, ||z|| < , имеет там 
ограниченные частные производные по w  и удовлетворяет условиям (ai(r)  K) 
||).(||),(||),(||,(||)(|| 23)5.6.2(2221 y  wy  w)  y аtVatVa 
  (2.6.6) 
Производные вспомогательной функции V(t, w) в силу систем дифференци-
альных уравнений (2.6.1) и (2.6.5) связаны соотношением  
),(),( )5.6.2()1.6.2( w   w tVtV
  + < (V(t, w)w)∙R**(t, y1, w) >, (2.6.7) 
которое, на основании неравенств (2.6.4), (2.6.6), принимает вид 
.0const||,),||||)(||),( 21223)1.6.2(     y(yY y  w  NNàtV
*  (2.6.8) 
1) Допустим, что положение равновесия x = (y1T, y2T, zT)T = 0 системы (2.6.1)  
равномерно y1-устойчиво. В этом случае для каждого t0  0 и любого числа   > 0, 
как бы мало оно не было, найдется () > 0 такое, что из ||x0|| <   следует ||y1(t; t0, 
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x0)|| <    при всех t  t0. Из (2.6.8), на основании (2.6.6), получаем  
.||),||))),(((),( 212
1
23)1.6.2( y(yY  w   w 
*NtVaàtV    (2.6.9) 
Положим () = N –1a3(a2–1(a1())). Можно указать 2() > 0 такое, что из ||y1|| < 
2 следует ||Y2*(y1, y2)|| < 1 для ||y2|| <  . С другой стороны, в силу равномерной 
y1-устойчивости положения равновесия x = (y1T, y2T, zT)T = 0 системы (2.6.1), ||y1(t; 
t0, x0)|| < 2() при всех t  t0, если ||x0|| < [2()]. Поскольку в области t  0, ||y2|| < 
  при ||x0|| <  [2()] выполнено ||Y2*(y1(t; t0, x0), y2)|| < 1, то из (2.6.9)  
0)),;(,( 00)1.6.2(    x w tttV
  при V(t, w(t; t0, x0)) = a1(). (2.6.10) 
Пусть *() = min{(), (2()), (2(3())}, 3() = a2–1(a1()).  
Рассмотрим произвольное решение x(t; t0, x0) системы (2.6.1) с t0  0, ||x0|| < *(). 
В силу (2.6.6), V(t0, w0) < a2(3) при ||x0|| < *() и, следовательно, V(t0, w0) < a1().  
Покажем, что  
V(t, w(t; t0, x0)) < a1()  при всех t  t0. (2.6.11) 
Допустим от противного, V(t, w(t; t0, x0)) < a1() при t  [t0, t1), но V(t1, w(t1; t0, x0)) 
= a1(). Тогда, очевидно,  
)1.6.2(V
 (t1, w(t1; t0, x0)) ≥ 0,  
что противоречит условию (2.6.10). Из соотношения (2.6.11), на основании V(t, w) 
 a1(||y2||), получаем ||y2(t; t0, x0)|| <    при всех t  t0, если ||x0|| < *().  
2) Допустим, что положение равновесия x = (y1T, y2T, zT)T = 0 системы диффе-
ренциальных уравнений (2.6.1) равномерно асимптотически y1-устойчиво.  
Равномерная y2-устойчивость этого положения равновесия следует из пер-
вой части теоремы: для каждого t0  0 и сколь угодно малого   > 0 найдется *() 
> 0 такое, что из ||x0|| < * следует неравенство ||y2(t; t0, x0)|| <    при всех t  t0. 
Покажем, что положение равновесия x = (y1T, y2T, zT)T = 0 системы (2.6.1) явля-
ется также равномерно y2-притягивающим. Это значит, что при заданном *() > 
0 для любого   (0, *) существует число T() > 0 такое, что из t0  0, ||x0|| < * сле-
дует неравенство ||y2(t; t0, x0)|| <    при всех t  t0 + T().  
При условиях теоремы для системы дифференциальных уравнений  (2.6.1)  
найдется  вспомогательная функция Ляпунова V(t, w), удовлетворяющая, поми-
мо условий (2.6.6), равенству (2.6.7),  в котором предельное соотношение  
||R**(t, y1(t; t0, x0), w)||  0,  t →                            (2.6.12) 
выполняется равномерно по   ||y2||  ,  ||z|| < ∞ и t0  0, ||x0|| <  < *, где  > 0 
определяет область равномерного y1-притяжения положения равновесия x = (y1T, 
y2
T, zT)T = 0 системы (2.6.1).  
Пусть дано    (0, ). В силу условий (2.6.7), (2.6.12) найдется такое T1() > 0, 
что при t  T1(),  a2–1(a1())  ||y2||    ( < *() <  a2–1(a1()) < ), ||x0|| <  < * вы-
полняется неравенство  
2
1
00)1.6.2( )),;(,(   x w tttV
 a3(a2–1(a1())),                                 (2.6.13) 
и, следовательно, если t  T1(), то 
0)),;(,( 00)1.6.2(   x w tttV
  при V(t, w(t; t0, x0)) = a1().                        (2.6.14) 
 Положим  t0 = max[t0, T1()], T2() = [2a2()–a1()]/a3(a2–1(a1()).  
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Покажем, что существует момент времени t*   (t0, t0 + T2()), для которого  
V(t*, w(t*; t0, x0)) < a1().                                      (2.6.15) 
Допустим от противного, что V(t, w(t; t0, x0))  a1() при всех t   (t0, t0 + T2()). 
Тогда на этом интервале времени ||y2(t; t0, x0)||  a2–1(a1()) и справедливо соот-
ношение (2.6.13), что приводит к противоречивым неравенствам 
 )),;(,()),);((),(()(0 00000020201 x w   x w     tttVtTtTtVa   


dtV
Tt
t
)),;(,( 00)1.6.2(
)(20
0
xw 


)()()))((()( 12
1
21
1
232
1
2  aTaaaa     
 . 
Из (2.6.14), (2.6.15) заключаем, что V(t, w(t; t0, x0)) < a1() при всех t  t*. Дей-
ствительно, допустим от противного, что V(t, w(t; t0, x0)) < a1() при t   [t*, t*), 
но V(t*, w(t*; t0, x0)) = a1(). Тогда, очевидно,  
)1.6.2(V
 (t*, w(t*; t0, x0))  0,  
что противоречит условию (2.6.14). Поэтому ||y2(t; t0, x0)|| <  при t  t* на осно-
вании V(t, w)  a1(||y2||). Следовательно, неравенство ||y2(t; t0, x0)|| <  имеет мес-
то для любого t  t0 + T(), где T() = T1() + T2(), если ||x0|| <  < *. ■ 
Дополне ние к теореме  2.6.2. Условие (2.6.4) теоремы 2.6.2 можно заме-
нить условием: найдется непрерывная функция Y2*(y1, y2), Y2*(0, y2)  0 такая, что 
<(V(t, w)w)∙R**(t, y1, w)>  Y2*(y1, y2),                                                       (2.6.16) 
где V(t, w) − функция Ляпунова, решающая задачу о равномерной асимптотиче-
ской устойчивости “частичного” положения равновесия y2 = 0 “приведенной” 
подсистемы дифференциальных уравнений  (2.6.5).  
Обсуждение теорем  2.6.1, 2.6.2. 1. Условия (2.6.2), (2.6.4) легко проверяются, ес-
ли из тех или иных соображений известна заранее равномерная (по t0, x0) z-ограниченность 
решений системы дифференциальных уравнений (2.6.1), начинающихся в достаточно малой 
окрестности положения равновесия x = 0. Условия (2.6.2), (2.6.4) в частности, выполнены, ес-
ли вектор-функции R, R*  не зависят от t, z  или являются ограниченными по t, z. 
2. Теоремы 2.6.1, 2.6.2 указывает достаточно общие классы нелинейных динамических 
систем, для которых имеет место локальная частичная нуль-детектируемость (y1/y-нуль-де-
тектируемость) по отношению к свойствам равномерной устойчивости и равномерной 
асимптотической устойчивости. Другие пути к нахождению условий частичной детектируе-
мости основаны либо на построении функций Ляпунова с соответствующими свойствами 
[Ingalls и др., 2002], либо на использовании дифференциально-геометрических методов 
[Fradkov, Shi-riaev, 2000, 2001; Shiriaev, 2000]. 
3. Доказательства теорем 2.6.1, 2.6.2 опираются на идеи ряда предыдущих работ [Мал-
кин, 1938b, Halanay, 1963; Озиранер, 1979]. 
4. При выполнении условия (2.6.16) правые части системы (2.6.1) удовлетворяют лишь 
общим требованиям, предъявляемым к системе дифференциальных уравнений (1.2.1). Не 
требуется (условие a) теоремы 2.6.2), вообще говоря, чтобы вектор-функции Y20(t, y2, z), Z0(t, 
y2, z) и их частные производные по y2, z были ограничены в области t  0, ||y2||  h, ||z|| < . 
Прим ер  2.6.1 [Воротников, Мартышенко, 2009]. Пусть система (2.6.1) состоит из диф-
ференциальных уравнений (а, b, с – некоторые постоянные)  
112121111
2
2
2
21221
2
211 sin22   ,sin   ,  zzyzууczzzyууbyyzуeaуу
t    . (2.6.17) 
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Введением новой переменной μ1 = e
−t 
y2
2 z1 из системы (2.6.17) можно выделить подсистему  
1у = ay1 + μ1,  1  = (−1 + 2b + c) μ1,  
определяющую у1-динамику системы (2.6.17). Поэтому при а = 0, 2b + c < 1 положение равнове-
сия y1  =  y2  =  z1  = 0 системы (2.6.17) равномерно устойчиво по отношению к  y1, а при а < 0, 2b + c 
< 1 равномерно асимптотически устойчиво  по отношению к  y1.  
В данном случае подсистема (2.6.5) имеет вид 
112111
2
222 sin2,sin zzyczzzybyy       .  (2.6.18) 
Поскольку при b < 0 функция V = y22 на траекториях системы (2.6.18) удовлетворяет 
условиям теоремы 2.1.5, то “частичное” положение равновесия y2 = 0 этой системы равно-
мерно асимптотически устойчиво.  
Для системы (2.6.17) также выполнено условие (2.6.16). 
На основании дополнения к теореме 2.6.2 заключаем, что при а = 0, b < 0, 2b + c < 1  по-
ложение равновесия y1 =  y2 =  z1 = 0 системы (2.6.17) не только равномерно у1-устойчиво, но и 
равномерно (у1, у2)-устойчиво, а при а < 0, b < 0, 2b + c < 1 не только равномерно асимптоти-
чески у1-устойчиво, но и равномерно асимптотически (у1, у2)-устойчиво. 
Заметим, что условие (2.6.2), а также условие вида (2.6.16) применительно к “приведен-
ной” подсистеме (2.6.3), в данном случае не выполнены.  
Понятие частичной детектируемости динамических систем естественным об-
разом распространяется на ситуацию, когда из устойчивости “частичного” поло-
жения равновесия y = (y1T, y2T)T = 0 системы (2.6.1) по одной части переменных (по 
y1) следует устойчивость по всем переменным данного положения равновесия. 
Теорема 2.6.3 [Воротников, Мартышенко, 2007, 2009]. Пусть выполняются 
условия теоремы 2.6.2. Если “частичное” положение равновесия y = (y1T, y2T)T = 0 
системы (2.6.1) равномерно y1-устойчиво (равномерно асимптотически y1-устой-
чиво), то оно равномерно устойчиво (равномерно асимптотически устойчиво). 
2. Условия нуль-детектируемости.  Приведем также условия нуль-детекти-
руемости нелинейной системы дифференциальных уравнений (2.6.1). 
Теорема 2.6.4 [Halanay, 1963; Воротников и др., 2006]. Пусть в условиях тео-
ремы 2.6.1 вместо (2.6.2) имеет место неравенство ||R (t, y1, y2, z)|| ≤ ||Y2**(y1, y2, z)||. 
 Тогда, если положение равновесия x = (y1T, y2T, zT)T = 0 системы (2.6.1):  
1) равномерно (y1, z)-устойчиво и (одновременно) равномерно асимптотиче-
ски y1-устойчиво, то оно равномерно устойчиво и (одновременно) равномерно 
асимптотически y1-устойчиво;  
2) равномерно (y1, z)-устойчиво (равномерно асимптотически (y1, z)-устойчи-
во), то оно равномерно устойчиво  (равномерно асимптотически устойчиво). 
Прим ер 2.6.2. 1) В разделе 2.2.1 методом построения вспомогательных µ-систем по-
казано, что линейная система (2.2.7) дифференциальных уравнений равномерно асимптоти-
чески устойчива по отношению к переменной y1.  
Поскольку, кроме того, ее “приведенная” по z1, z2  подсистема  
1z –z1+ z2, 2z –z1– z2 
равномерно асимптотически устойчива по Ляпунову, то система (2.2.7) фактически также 
равномерно асимптотически устойчива по Ляпунову на основании части 2 теоремы 2.6.4. 
2) Пусть возмущенное движение летательного аппарата с учетом управлений, форми-
руемых пилотом, описывается замкнутой системой дифференциальных уравнений (2.6.1).  
Считаем [Hacker, 1961], что вектор x = (yT, zT)T фазовых переменных разбит на две группы: 
контролируемые пилотом у-переменные;  оставшиеся z-переменные.  
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Формируемые пилотом управления таковы, что невозмущенное движение у = z = 0 си-
стемы (2.6.1) равномерно асимптотически устойчиво по отношению к у. Естественно, когда 
у = 0 (возмущений нет), формируемые пилотом управления нулевые. 
Поэтому “приведенная” по z подсистема дифференциальных уравнений 
), ,, z 00 Z(  z t    
не зависит от управлений пилота, а определяется только параметрами аппарата. Считаем па-
раметры выбранными таким образом, что нулевое решение  указанной “приведенной” подси-
стемы равномерно асимптотически устойчиво по Ляпунову. 
Таким образом, при выбранных параметрах аппарата проведенной пилотом частичной 
стабилизации (по отношению к переменным у) оказывается достаточно для полной (по пе-
ременным y, z) стабилизации невозмущенного движения летательного аппарата. 
2.6.2. Условия разрешимости задачи стабилизации по всем переменным на 
основе вспомогательных задач частичной стабилизации 
Получены достаточно общие условия такого рода [Воротников, 1988b, 1991a, 
1991b, 1998], и дано их применение к решению различных задач стабилизации 
положений равновесия и стационарных движений асимметричного твердого тела. 
 Эти условия опираются на метод “эквивалентной линеаризации” нелинейных 
управляемых систем, рассмотренный в разделе 2.5.2. 
1. Суть предлагаемого подхода. Метод “эквивалентной  линеаризации” при-
менительно к задаче стабилизации по отношению ко всем переменным невозму-
щенного движения x = 0 системы (2.5.5) кратко сводится к следующему. 
1°. Сначала решается задача стабилизации невозмущенного движения x = 0 
системы (2.5.5) по отношению к части переменных – по отношению к первым q 
переменным ξi и первым r − q переменным ηj. При выполнении условия (2.5.8) 
эта задача сводится к задаче стабилизации по всем переменным для вспомога-
тельной линейной μ-системы дифференциальных уравнений (2.5.10), (2.5.11). 
2°. Затем накладывается дополнительное условие (2.5.13), при выполнении 
которого проведенная стабилизация по отношению к части переменных факти-
чески оказывается стабилизацией по отношению ко всем переменным. 
Теорема 2.6.5 [Воротников, 1991а, 1998]. Пусть выполняются условия: 
1) условия 1) –3) и второе условие 5) теоремы 2.5.3; 
2) вектор управлений u* решает для линейной μ-системы (2.5.10), (2.5.11) 
задачу стабилизации по отношению ко всем переменным. 
Тогда множество (2.5.9) является множеством М стабилизирующих упра-
влений для системы (2.5.5), а область х0  S является областью притяжения 
(по отношению ко всем переменным) невозмущенного движения x = 0. 
2. Выделение оптимальных управлений. Покажем, каким образом из 
найденного множества M стабилизирующих управлений можно выделить 
управления, удовлетворяющие дополнительным требованиям к качеству пере-
ходного процесса и оптимальные в смысле минимума некоторого функционала 



o
ux
t
dttRI ),,( .  (2.6.19) 
Функционал (2.6.19), как обобщенный критерий качества управления, дол-
жен назначаться в соответствии с практическими требованиями к проектируе-
мой системе (“физическим смыслом” проблемы). Однако такие требования ча-
сто противоречивы и не всегда поддаются формализации. Кроме того, получае-
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мые управления могут быть излишне сложными и, сле-
довательно, трудными для практической реализации. В ре-
зультате выбор оптимизируемого функционала часто рас-
сматривается как итерационный процесс: после получения 
первого решения подынтегральное выражение соответ-
ствующим образом корректируется, и решение задачи 
ищется вновь. Чем меньше времени требуется на одну ите-
рацию, тем быстрее достигается желаемый результат. 
Предложенный метод решения задачи оптимальной стабилиза-
ции позволяет вести поиск оптимальных управлений только в рамках 
структурной формы (2.5.9): при этом качество переходного процесса 
в исходной нелинейной системе (2.5.5) определяется поведением переменных, характеризу-
ющих состояние линейной управляемой μ-системы (2.5.10), (2.5.11). В такой ситуации 
подынтегральное выражение в (2.6.19) естественно взять в виде квадратичной формы пере-
менных, определяющих фазовый вектор и вектор управлений в линейной μ-системе. Напри-
мер, в случае μ-системы (2.5.11) можно положить 
  })],([)({),,( 222 uxxux kkkkkk ucbatR  , (2.6.20) 
где ak, bk, ck – положительные постоянные. 
Тогда для линейной μ-системы (2.5.11) имеем классическую линейно-квадратичную 
проблему оптимальной стабилизации. Ее решение имеет вид 
kkkkkkkkk ccabcau 
11 2    ( rk ,1 ). 
Корректируя постоянные ak, bk, ck, можно вести поиск оптимальных (в указанном смыс-
ле) законов на множестве М стабилизирующих законов управления в исходной нелинейной 
системе дифференциальных уравнений (2.5.1). 
В то же время в переменных x, u, определяющих исходную нелинейную задачу, функ-
ционал (2.6.19), (2.6.20) является существенно нелинейным и относится к типу полуопреде-
ленных функционалов, структура которых задается заранее, а параметры определяются в 
процессе решения. Полуопределенные функционалы качества широко используются при 
решении прикладных задач управления: например, при построении систем управления лета-
тельными аппаратами на основе принципа минимума обобщенной работы [Красовский, 
1992]. При этом подынтегральная функция R(t, x, u) не имеет структуру Калмана−Летова (не 
является знакоопределенной по x, u): она либо только знакопостоянна, либо даже является 
знакопеременной функцией x, u. 
Предложенный метод решения задачи стабилизации также опирается на использование 
полуопределенных функционалов, но в рамках иной методики построения управлений, ос-
нованной на “эквивалентной линеаризации” исходных нелинейных систем  дифференциаль-
ных уравнений. В данном случае полуопределенный функционал вида (2.6.19), (2.6.20) име-
ет структуру Калмана−Летова: R(t, x, u) является знакоопределенной по отношению к x, u 
функцией. Для ряда механических систем этому функционалу можно дать конкретную ф и-
зическую интерпретацию [Воротников, 1991а, 1998]. 
Прим ер 2.6.3 [Воротников, 1988b, 1991a, 1998]. Применим предложенный метод к ре-
шению задачи оптимальной стабилизации положения относительного равновесия искус-
ственного спутника  на круговой орбите в ньютоновском поле тяготения.  
Впервые условия устойчивости положения относительного равновесия спутника на кру-
говой орбите (при котором спутник все время обращен одной и той же стороной к поверхно-
сти Земли) указаны Ф. Тиссераном в его известном курсе небесной м еханики [Tisserand, 
1891] на основе анализа приближенных уравнений движения. В середине XX столетия, в пе-
риод взрыва исследовательского интереса к проблемам ракетно-космической техники и кос-
монавтики, строгое  доказательство  этих  условий  на основе  метода функций Ляпунова дал 
А.А. Красовский 
(1921-2003) 
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В.В. Белецкий [1965]; им же предложены получившие широкую известность дифференци-
альные уравнения движения спутника на орбите.  
       В силу консервативности рассматриваемой механической системы асимптотическая 
устойчивость по отношению ко всем переменным положения относительного равновесия 
спутника обеспечивается только приложением управляющих моментов.  
Система дифференциальных уравнений возмущенного движения в отклонениях от рас-
сматриваемого относительного положения равновесия спутника на орбите имеет вид 
,})]1(3)1([){(
])()1()[(
1329856
2
62531
uCB
ACBACBA




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
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,}]3)1([){(
)]1()()[(
3216754
2
51423
uBA
CBACBAC




 
)]1([ 5362732231   , (2.6.21) 
)]1([)1( 1643813312   , 
])1([)1( 4251912213   , 
62534 )1(   , 43615   , 42516 )1(   , 
)]1([)1( 95869192837   , 
)]1([)1( 9476273918   , 
)]1([ 5784381729   , 
где ξi – возмущения величин компонент вектора угловой скорости спутника на его главные 
центральные оси инерции Охуz; ηj – возмущения величин направляющих косинусов углов 
между осями системы Охуz и осями орбитальной системы координат Ох'у'z' (рис.2.6.1); А, В, 
С – главные центральные моменты инерции спутника; uk – управляющие моменты. 
Система (2.6.21) имеет структуру (2.5.5), причем, полагая q = 0 и  
Х1(2) = 4 ,  Х2
(2) = 6 ,  Х3
(2) = 7 , (2.6.22) 
заключаем, что при η5 + 1  0, (η5 + 1)(η9 + 1) – η6η8  0 выполнено условие (2.5.8). 
Поэтому управляющие моменты uk в данном случае имеют вид 
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 (2.6.23) 
F. Tisserand 
(1845-1896) Рис. 2.6.1. Орбитальная система координат 
искусственного спутника 
Глава 2 
 
146 
причем функции Qk переменных ξ, η определяются таким образом, чтобы из замкнутой си-
стемы (2.6.21), (2.6.23) можно было выделить вспомогательную управляемую линейную μ-систе-
му дифференциальных уравнений типа (2.5.11) 
 14 u  , 
 26 u  , 
 37 u  .                 (2.6.24) 
Выберем uj
*
 исходя из требований: 
1) стабилизации линейной системы (2.6.24) по отношению ко всем переменным; 
2) минимума функционала (2.6.19), (2.6.20). 
В результате управляющие моменты (2.6.23) решают задачу стабилизации невозмущенно-
го движения системы (2.6.21) по отношению к части переменных: по переменным η4, η6, η7. 
Проведенная частичная стабилизация фактически оказывается также стабилизацией и по от-
ношению к производным от переменных η4, η6, η7. Поэтому решая равенства (2.6.22) относи-
тельно ξi, а также используя соотношения, связывающие направляющие косинусы углов 
между осями системы Охуz и осями орбитальной системы координат Ох'у'z', можно пока-
зать, что в итоге обеспечивается стабилизация рассматриваемого положения относительного 
равновесия спутника на орбите по отношению ко всем переменным. 
Переходя от переменных ηj к независимым углам φ, ψ, θ (см. рис.2.6.2), заключаем, что 
главная часть (с точностью до членов 3-го порядка малости относительно переменных ω, ξi, 
φ, ψ, θ, uk) подынтегрального выражения в (2.6.19), (2.6.20) при определенном выборе посто-
янных bk является суммой следующих выражений: 1) кинетической энергии Аξ12+Вξ22+Сξ32 
твердого тела (спутника); 2) квадратичной формы относительно φ, ψ, θ, характеризующей 
отклонение спутника от положения относительного равновесия; 3) квадратичной формы отно-
сительно uk, характеризующей затраты на формирование управляющих моментов.  
Главная часть функционала качества имеет в данном случае ясный механический смысл.  
2.6.3. Условия разрешимости задачи управления по всем переменным на основе  
вспомогательных задач управления по части переменных  
Метод “эквивалентной линеаризации” нелинейных управляемых систем диф-
ференциальных уравнений, рассмотренный в разделе 2.5.2, также можно исполь-
зовать и для решения задач управления по отношению ко всем переменным. 
1. Постановка задачи и предлагаемый подход к решению.  Уточним фор-
мулировку рассматриваемой задачи управления по всем переменным. 
Задача 2.6.1.  Найти вектор u  K управлений (K – класс функций, кусоч-
но-непрерывных по x, х0, удовлетворяющий заданным ограничениям (2.5.6)), пе-
реводящий систему (2.5.5) за конечное время из заданной области S начальных 
возмущений х0  S  в заданное положение x = 0. 
Решение задачи 2.6.1 кратко сводится к следующему. 
1°. Сначала решается задача перевода системы (2.5.5) в положение x = 0 по  
части переменных – по первым q переменным ξi и первым r−q переменным ηj. 
При выполнении условия (2.5.8) эта задача сводится к задаче управления по 
всем переменным для вспомогательной линейной μ-системы (2.5.10), (2.5.11). 
2°. Затем накладывается дополнительное условие (2.5.13), при выполнении 
которого перевод системы (2.5.5) в положение x = 0 по части переменных фак-
тически оказывается решением задачи 2.6.1 управления по всем переменным. 
Теорема 2.6.6 [Воротников, 1994с, 1998]. Пусть выполняются условия: 
1) условия 1) –3) и 5) теоремы 2.5.3; 
2) вектор управлений u* решает для линейной μ-системы (2.5.10), (2.5.11) 
задачу управления по всем переменным: задачу перевода в положение ξi = 0, ηj = 
μj = 0 (i = q1, , j = qr 1, ). 
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Тогда для любого х0  S управления (2.5.9) решают задачу 2.6.1. При этом 
гарантируется точное приведение системы (2.5.5) посредством u  K в поло-
жение x = 0 за конечное время τ. 
Обсуждение теорем ы 2.6.6 . 1°. Отметим единую форму условий стабилизируемости 
и управляемости системы (2.5.5) в рамках метода “эквивалентной линеаризации” этой системы. 
2°. Используя полуопределенные функционалы качества вида (2.6.19), (2.6.20) и решая 
соответствующие линейно-квадратичные задачи управления (на конечном промежутке вре-
мени), из множества решающих задачу 2.6.1 законов управления (2.5.9) можно выделить 
подмножество оптимальных (в некотором смысле) законов управления. 
2. Применение к задаче переориентации асимметричного твердого тела 
[Воротников, 1994а, 1998]. Строгое решение задач оптимального управления вра-
щательным движением твердого тела затруднено и часто их разбивают на два 
этапа: 1) гашение вращений; 2) переориентация в пространстве.  
На первом этапе исследование проводится на основе динамических уравне-
ний Эйлера, и знания ориентации тела при этом не требуется. На втором этапе на-
чальное и конечное состояния являются состояниями покоя.  
Переориентация может достигаться: посредством трех последовательных разворотов во-
круг связанных с телом осей; в классе плоских поворотов вокруг оси Эйлера (экстенсивный 
разворот, при котором вектор угловой скорости тела сохраняет неизменное положение в 
пространстве); несколькими плоскими поворотами; одним пространственным разворотом 
без дополнительных ограничений на характер результирующего движения. 
Вопрос о целесообразности использования той или иной схемы с целью оптимального 
управления решается отдельно в каждом конкретном случае. В расчет берутся, как правило, 
заданные требования к быстродействию и расходу ресурсов, а также к надежности и техно-
логичности. Отметим, что наиболее полное отражение в литературе получили вопросы о п-
тимального управления экстенсивным разворотом. Данный способ особенно эффективен в 
случаях, когда эллипсоид инерции тела близок к сфере или управление осуществляется м а-
лыми по величине управляющими моментами.  
Менее изучен вопрос оптимальной переориентации одним пространственным разворотом. 
Покажем, что намеченный подход к решению задачи 2.6.1 может быть эф-
фективно использован для построения субоптимальных по быстродействию уп-
равляющих моментов в нелинейной задаче переориентации твердого тела по-
средством одного пространственного разворота. 
Определяющие вращательное движение и ориентацию твердого тела урав-
нения запишем в переменных, соответствующих структуре системы (2.5.5): 
a) динамические уравнения Эйлера 
1321 )( uCBA  
 , 2312 )( uACB   , 3213 )( uBAC   ;            (2.6.25) 
b) кинематические уравнения в переменных Родрига−Гамильтона [Robin-
son, 1958; Лурье, 1961; Harding, 1964] 
32234112   , 13314222   , 21124332   .     (2.6.26) 
Переменная η4  в (2.6.24) связана с ηj  соотношением 
   1224 j .  (2.6.27) 
При желании можно получить уравнение и для 4 .  
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Для системы (2.6.25)–(2.6.27) т = p = r = 3. Обозначим: η – вектор перемен-
ных ηj, η4; ξ – вектор переменных ξi; x = (ξT, η*T)T, η* – вектор переменных ηj. 
Далее используем принятые в разделе 2.5.2 обозначения ξi, ηj, uk, хотя в данном 
случае все три индекса i, j, k  меняются от 1 до 3. 
Задача 2.6.2.  Найти вектор u  K управляющих моментов, переводящий 
тело за конечное время из начального состояния η(t0) = η0 в заданное η(t1) = η1. Оба 
состояния являются состояниями равновесия ξ(t0) = ξ0 = ξ(t1) = ξ1 = 0. Момент вре-
мени t1 > t0 не фиксируется, однако будем искать его как можно меньшим. 
Не нарушая общности, считаем η1 = (0, 0, 0, 1). Собственно в данном случае в 
процессе переориентации происходит совмещение связанной с твердым телом и 
заданной инерциальной систем координат. 
Для системы (2.6.25)–(2.6.27) при q = 0 выполнено условие 3) теоремы 2.5.3.  
Матрица F(x) имеет вид 
 FABCF 1)8( , 
412
143
234






F . 
Поскольку det F = η4, то в области η4  0 или, что то же, в области 
123
2
2
2
1      , (2.6.28) 
имеет место условие rank F(x) = 3 (условие 1 теоремы 2.5.3). 
Управляющие моменты uk типа (2.5.9) имеют вид (выписано только выра-
жение для и1; выражения для и2 и и3 получаются из него циклической переста-
новкой индексов 1 → 2 → 3 и коэффициентов A → B → C): 
).,123()(]
)()()[(2
32
2
14
1
32431234211
2
1
2
4
1
41
ABCBC
uuuAu
i    
   
 
 


 (2.6.29) 
Вспомогательную линейную μ-систему типа (2.5.11) составят уравнения 
jj   , 
 jj u .  (2.6.30) 
Для матрицы Якоби Q(x) имеет место равенство 8Q = F*. Поэтому в области 
(2.6.28) rank Q(x) = 3 и выполнено условие 2) теоремы 2.5.3; соотношения типа 
(2.5.14) запишутся следующим образом: 
])()()[(2 32431234211
2
1
2
4
1
41  
   (123).                 (2.6.31) 
На основании равенств (2.6.31) заключаем, что если управления uj* решают 
B.O. Rodrigues 
(1795-1851) 
L. Euler 
(1707-1783) 
W.R. Hamilton 
(1805-1865) 
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для линейной системы (2.6.30) задачу управления по всем переменным – задачу 
перевода этой системы в положение ηj = μj = 0, то управляющие моменты (2.6.29) 
для исходной нелинейной системы (2.6.25)–(2.6.27) решают задачу 2.6.2 не 
только по переменным ηj, но и фактически по всем переменным (по ηj, ξi). 
Выбор uj* в (2.6.29) проводится в итерационном режиме, включающем этапы: 
– предварительный выбор чисел j* при оценке |uj*|  j* вспомогательных 
 управлений и решение задачи оптимального по быстродействию перевода си-
стемы (2.6.30) в положение ηj = μj = 0; 
– проверка выполнимости заданных ограничений (2.5.6) на управляющие 
моменты (2.6.29) вдоль оптимальных траекторий системы (2.6.28). 
Структура (2.6.29) управляющих моментов содержит сомножитель 4−1, кото-
рый формально приводит к “особенности”. Однако в случае η1 = (0, 0, 0, 1) в про-
цессе управления справедливо соотношение |η4|  [|η40|,1]. Поэтому “особенности” 
не возникает. Если η1  (0, 0, 0, 1) или значение η40 мало, то достаточно перейти к 
управляющим моментам, получающимся из (2.6.29) перестановкой индексов и 
коэффициентов А, В, С (или к комбинации таких управляющих моментов).  
В результате задача 2.6.2 может быть решена посредством сколь угодно ма-
лых по величине управляющих моментов вида (2.6.29). 
Прим ер 2.6.4 [Воротников, 1991a, 1991b, 1998]. Дадим сравнение расчетов по ука-
занной методике с результатами, полученными по другим, широко используемым методи-
кам. Это сравнение показывает высокую эффективность предложенного подхода. 
Для твердого тела (космического аппарата) с А = 4104, В = 8104, С = 5104 (кгм2) 
рассмотрим задачу трехосной переориентации из начального положения равновесия  φ0 = 
ψ0 = π/10,   θ0 = –π/4 в конечное положение φ1 = ψ1 = π/6,   θ1 = π/4   (φ, ψ, θ – углы Эйлера), 
также являющееся положением равновесия тела. 
Исходные ограничения на управляющие моменты примем в виде 
| uk |  300 (Hм)  ( 3,1k ).  (2.6.32) 
Используя переход от углов Эйлера к переменным Родрига−Гамильтона [Лурье, 1961] 
)(cossin 2
1
2
1
1    , )(sinsin 2
1
2
1
2    , 
)(sincos 2
1
2
1
3    , )(coscos 2
1
2
1
4    , 
в данном случае имеем следующие краевые условия 
ξ0 = 0, η0 = (–0.383; 0.000; 0.286; 0.879);  ξ1 = 0, η1 = (0.383; 0.000; 0.462; 0.800). 
Для решения задачи используем конструкцию управляющих моментов типа (2.6.29). 
Полагаем u2* = 0, а для первого и третьего уравнения линейной управляемой μ-системы 
(2.6.30) решим задачу оптимального быстродействия при соответствующих краевых условиях. 
 Ограничения на u1* и u3* примем в виде |uj*|  j*; числа j* подбираются итерационным 
путем по предложенному выше алгоритму. 
Таблица 2.6.1 
 
t  
*
ju  j  j  
 
],0[ 21   
*
j  
2*
2
1
0 tjj      tj
*  
 
],( 21   
*
j  
2*
2
1
1 )(   tjj    )(
*   tj  
Необходимые для расчетов соотношения сведены в таблицу 2.6.1, где  = [2(j*)−110]1/2 
определяет время переориентации. 
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Расчеты показывают, что в данном случае τ = 29.05 (с), 
причем 1* = 3.640  10–3, 3* = 8.390  10–3 (с–2). Управляю-
щие моменты uk вида (2.6.29) являются кусочно-непрерыв-
ными функциями с разрывами при t = ½τ. Процесс изменения 
переменных η1, η3, η4 показан на рис. 2.6.2. Подчеркнем, что 
лишь управляющий момент u1 достигает предельного значе-
ния, в то время как | u2 |  243.4, | u3 |  169.9 (Нм).  
Другие результаты численного моделирования сведены в 
таблицу 2.6.2, где k − уровни управляющих моментов uk. 
Таблица 2.6.2 
  *
1  3* 1  2  3  
50.00 0.001225 0.000282 101.32 81.87 57.17 
48.00 0.001329 0.000306 109.93 88.83 62.04 
46.00 0.001447 0.000334 119.70 96.72 67.55 
44.00 0.001581 0.000365 130.83 105.72 73.83 
42.00 0.001736 0.000400 143.59 116.02 81.03 
40.00 0.001913 0.000441 158.31 127.92 89.33 
38.00 0.002120 0.000489 175.41 141.74 98.98 
36.00 0.002362 0.000545 195.44 157.92 110.29 
34.00 0.002648 0.000611 219.11 177.05 123.65 
32.00 0.002990 0.000689 247.35 199.87 139.58 
30.00 0.003402 0.000784 281.43 227.41 158.82 
29.00 0.003640 0.000839 301.18 243.36 169.96 
28.00 0.003905 0.000900 323.07 261.05 182.31 
27.50 0.004048 0.000933 334.93 270.63 189.00 
27.00 0.004200 0.000968 347.45 280.75 196.07 
26.00 0.004529 0.001044 374.69 302.76 211.44 
24.00 0.005315 0.001225 439.74 355.32 248.15 
22.00 0.006325 0.001458 523.32 422.87 295.32 
20.00 0.007654 0.001764 633.22 511.67 357.33 
18.00 0.009449 0.002178 781.76 631.69 441.15 
16.00 0.011959 0.002757 989.41 799.48 558.34 
14.00 0.015620 0.003601 1292.29 1044.22 729.25 
12.00 0.021260 0.004901 1758.95 1421.30 992.60 
10.00 0.030615 0.007058 2532.89 2046.67 1429.34 
8.00 0.047835 0.011028 3957.64 3197.92 2233.34 
Для сравнения и оценки эффективности конструкции управляющих моментов типа 
(2.6.29) отметим, что указанная задача оптимального управления решалась численным ме-
тодом [Гуляев и др., 1986]. Расчеты показали, что при ограничениях (2.6.32): 1) на про-
странственный разворот требуется 27.5 (с); 2) на плоский поворот (при котором ось вращения 
тела остается неподвижной), необходимо 38.5 (с). Соответствующие оптимальные управля-
ющие моменты кусочно-постоянны и имеют одно (при плоском повороте) или до четырех 
(при пространственном развороте) переключений.  
Сравнение показывает, что управляющие моменты uk вида (2.6.29) в данном случае яв-
ляются субоптимальными по быстродействию. 
Заметим также, что для решения рассматриваемой задачи переориентации можно ис-
пользовать и управляющие моменты вида 
uk = 3−1f (,  , u*).   (2.6.33) 
Однако в этом случае время переориентации (при тех же ограничениях (2.6.32)) значи-
тельно превышает 29.05(с). Данная ситуация объясняется тем, что отрезок [0.286; 0.462] из-
менения переменной η3 ближе к “точке сингулярности” η3 = 0 управляющих моментов 
(2.6.33), чем отрезок [0.800, 0.879] изменения переменной η4 к “точке сингулярности” η4 = 0 
управляющих моментов (2.6.29). 
Рис. 2.6.2. Процесс изменения переменных 
η1, η3, η4 
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2.7. ДОПОЛНИТЕЛЬНЫЕ  ЗАМЕЧАНИЯ  И  КОММЕНТАРИИ 
Ранний этап развития теории устойчивости (30–50гг. XX столетия) обстоятель-
но изучен [Antosiewicz, 1958; Hahn, 1967; Румянцев, 1968а]. Имеется также анализ 
истоков принципа сравнения с вектор-функцией Ляпунова [Siljak, 1978].  
В обзорных работах [Озиранер, Румянцев, 1972; Muller, 1982; Воротников, 1993, 
2002b, 2005] проанализированы различные этапы развития теории частичной (по 
отношению к части переменных) устойчивости.  
 
1°. И.Г. Малкин  [1938a] в качестве  примечания к теореме Ляпунова об устойчивости 
указал допущения на V-функцию Ляпунова, гарантирующие устойчивость по части пере-
менных. На рис. 2.7.1 приводится соответствующий фрагмент из указанной работы И.Г. 
Малкина. Отметим, что первое из этих допущений (обращение в нуль V-функции при нуле-
вых значениях переменных, устойчивость по которым рассматривается) является излишне 
ограничительным, если устойчивость по части переменных понимать в смысле первой части 
определения 1.2.1. Действительно, из доказательства теоремы 2.1.1 следует, что V-функция 
обращается в нуль при обращении в нуль всех фазовых переменных изучаемой системы, в то 
время как при указанном допущении И.Г. Малкина имеет место устойчивость по части пе-
ременных в смысле третьей части определения 1.2.4 (устойчивость по части переменных при 
больших начальных отклонениях неконтролируемой группы переменных).  
2°. В ряде работ (в том числе и последнего времени) условия теоремы В.В. Румянцева об 
асимптотической y-устойчивости [Румянцев, 1957, 1970а] трактуются неверно: вместо нера-
венств (2.1.18) (или их частных случаев) приводятся неравенства 
a(||y||)  V(t, x)  b(||x||), ),( xtV  –c(||y||). (2.7.1) 
Во избежание повторения неточностей заметим, что в общем случае такие условия не 
верны, хотя при их выполнении имеем не только равномерную y-устойчивость, но и слабое 
y-притяжение [Румянцев, Озиранер, 1987], причем в задаче устойчивости по отношению ко 
всем переменным совокупность таких свойств обеспечивает асимптотическую устойчивость 
[Rouche и др., 1977]. 
В самом деле, рассмотрим систему, которую предложил K. Пейффер:  
)()()1( 1
1
1
2
1
3
11 zgzgzyy
 , )1( 21
2
11 zyz  . (2.7.2) 
В этой системе g2(z1) определена аналогично функции g2(t) в работе J.L. Massera [1949] 
(см. также [Rouche и др., 1977]): функция g2(z1) совпадает с exp(−z1), за исключением неко-
торых пиков, где она достигает значения, равного 1 (рис. 2.7.2); g − производная g-функции 
по z1. Для каждого целочисленного значения z1 существует один пик; ширина пика, соответ-
ствующего абсциссе n, меньше чем (1/2)n. 
Рис. 2.7.1. Фрагмент работы И.Г. Малкина [1938a] 
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Решение системы (2.7.1) по переменной y1 определя-
ется равенством 
y1(t; t0, y10, z10) = y10g(z1(t; t0, y10, z10))g
−1(z10), 
и, следовательно, положение равновесия y1 = z1 = 0 этой си-
стемы не является асимптотически устойчивым по y1. 
Между тем, для вспомогательной V-функции  
)(])(3[ 1
2
0
22
1
1
zgdssgyV
z

       ,               (2.7.3) 
в силу соотношения 
   
 

 
0 0 1
2
12 2)(         
    n
nsdsedssg , 
справедливы неравенства 
y1
2  V(y1, z1)   b(||x||), ),( 11 zyV
 = –y14(1 + z12)  −y14. 
Следовательно, для системы (2.7.2) V-функция (2.7.3) удовлетворяет условиям (2.7.1), 
однако положение равновесия этой системы не является асимптотически устойчивым по y1. 
Понятие знакоопределенной положительной μ-функции V для обобщения 
условий устойчивости по отношению к части переменных возникло* в конце 
1970-х годов [Воротников, 1979]. Однако понимание того, что это понятие приво-
дит к новому классу функций Ляпунова, пришло позднее [Воротников, 1993, 1995a, 
1995b]; к этому подтолкнул пример V4-функции (таблица 2.1.1), приведенный В.В. 
Румянцевым и А.С. Озиранером [1987].  
Отметим, что на целесообразность сужения области изменения “неконтроли-
руемых” (при анализе частичной устойчивости) переменных впервые, по-видимо-
му, обратил внимание К. Пейффер [Peiffer, 1968; Peiffer, Rouche, 1969]. Затем с этой 
же целью было введено понятие знакоопределенной положительной μ-функции V. 
Для линейных систем дифференциальных, а также разностных уравнений с 
постоянными коэффициентами разработаны программные средства решения зада-
чи устойчивости по части переменных [Плотников, 2006], а также получены усло-
вия частичной детектируемости [Воротников и др., 2006; Алексеева и др., 2007]. 
При использовании метода функций Ляпунова в сочетании с асимптотическим методом 
усреднения [Хапаев, 1986, 1994; Анашкин, Хапаев, 1995] вводится обобщенная функция Ля-
пунова в кольцевой области, а в самом исследуемом на устойчивость положении равновесия 
эта функция может быть не определена. Условия накладываются как на саму обобщенную 
функцию в кольцевой области, так и на знак среднего от её производной, которое вычисля-
ется интегрированием вдоль интегральных кривых невозмущенной системы.  
Указанное обобщение метода функций Ляпунова ориентировано на применение к мно-
гочастотным системам, содержащим резонансные гармоники. 
В настоящее время метод функций Ляпунова используется не только для 
обыкновенных дифференциальных уравнений, но и распространен на дифферен-
циальные уравнения в банаховом пространстве, а также на динамические, обоб-
щенные динамические и общие системы в метрическом и топологическом про-
                                                 
*
 См. работу, указанную в сноске на стр. 118.  
Рис. 2.7.2. Функция g2(t) 
 g2(t) 
 е−t 
t 
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странствах, или абстрактные процессы 
на множествах с заданными на них дву-
мя “расстояниями” [Зубов, 1957; Bhatia, 
Szegö, 1967; Матросов и др., 1980; Шеста-
ков, 1990; Lakshmikantham, Rama Mohana 
Rao, 1995; Дружинина, Шестаков, 2002]. 
Применительно к задачам частичной ус-
тойчивости некоторые работы в данном 
направлении указаны в разделе 1.2.4. 
Результаты раздела 2.3 позволяют 
сделать принципиальный для понимания 
задач частичной устойчивости (устойчивости по части переменных) вывод [Во-
ротников, 1991а, 1998]: частичная устойчивость (устойчивость по части пере-
менных) при постоянно действующих возмущениях и частичная устойчивость 
(устойчивость по части переменных) при малых параметрических возмущениях 
не эквивалентны. Это обстоятельство, в свою очередь, позволяет пролить неко-
торый свет на “опасности” при использовании заманчивых на первый взгляд ре-
зультатов теории частичной устойчивости (теории устойчивости по части пере-
менных): решение об использовании указанных результатов должно прини-
маться проектировщиком при учете реальных условий функционирования объ-
екта в каждом конкретном случае.  
В связи с проблемой сохранения частичной устойчивости укажем также на 
задачу изучения отображений, сохраняющих частичную устойчивость (partial 
stability preserving maps) [Djiaferis, 2003]. 
Законы управления, решающие рассмотренные в главе 2 задачи управления вращатель-
ным движением твердого тела, имеют структуру  [Воротников, 1982b, 1991a, 1998] 
u = (x) +  (x)u*, (2.7.4) 
где u* – вектор “вспомогательных” управлений, и небезынтересно попытаться дать некото-
рую “физическую” интерпретацию этой структурной формы управлений.  
        Так, например, первое слагаемое в выражении (2.7.4) можно трактовать как управление, 
“навязывающее” исходной системе “новую динамику” (меняющее его правую часть). Выра-
жение ψ(x) “помогает” образовать вспомогательную линейную управляемую μ-систему 
дифференциальных уравнений. Роль “вспомогательных” управлений u* сводится к управле-
нию вновь образованной линейной μ-системой дифференциальных уравнений.  
Подчеркнем, что хотя управляющее воздействие (2.7.4) и “навязывают” исходной си-
стеме “новую динамику”, это не исключает возможность решения тех или иных задач 
управления в классе сколь угодно малых управлений вида (2.7.4); такая ситуация имеет ме-
сто, например, в нелинейных задачах управления вращательным (угловым) движением 
асимметричного твердого тела, рассмотренных в разделах 2.6.3 и 3.4. 
Структурная форма (2.7.4) управлений также была предложена независимо для решения 
проблемы точной линеаризации нелинейных управляемых систем дифференциальных урав-
нений [Jacubczyk, Recpondek, 1980]. Используемый для решения данной проблемы матема-
тический аппарат тесно связан с теорией групп Ли [Чеботарев, 1940].  
Обсуждение общих аспектов редукции нелинейных управляемых систем можно найти, на-
пример, в работах [Isidori, 1985; Nijmeijer, Van der Schaft, 1990; Елкин, 2003; Павловский, 2007]. 
Задача устойчивости к связыванию или задача коннективной устойчивости 
(connective stability) [Siljak, 1978; Воронов, 1985] ставится для динамических 
S. Lie 
(1842-1899) 
Н.Г. Чеботарев 
(1894-1947) 
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систем, в которых возможны отключения и подключения подсистем (изменение 
связей), и характеризует способность такой системы сохранять устойчивость 
(по отношению ко всем переменным) при указанных возможных изменениях 
связей. “Частичный” характер такой устойчивости (partial connective stability) 
[Siljak, 1978] отражает факт обеспечения устойчивости по отношению ко всем 
переменным при изменении не всех, а лишь некоторых связей.  
Естественным развитием указанной задачи является задача устойчивости к 
связыванию или задача коннективной устойчивости отношению к части пере-
менных (connective stability with respect to a part of the variables) [Cai, 1984; Jian и 
др., 2007]. В данном случае оценивается способность динамической системы 
сохранять свойство устойчивости по отношению к части переменных при воз-
можных изменениях (всех или части) связей. 
Ужé в линейной системе двух дифференциальных уравнений, положение равновесия ко-
торой асимптотически устойчиво по отношению к одной и неустойчиво по другой перемен-
ной, при подключении или отключении связей возможно изменение на противоположный 
характера поведения этих переменных: асимптотически устойчивая переменная становится 
неустойчивой и, наоборот, неустойчивая переменная – асимптотически устойчивой. 
  
 
 
 
 
 
Например, положение равновесия y1 = z1 = 0 линейной системы [Воротников, 1998] 
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 (2.7.5) 
асимптотически устойчиво по отношению а y1, но неустойчиво по отношению к  z1 в области  
D: a > 0,  d < 0,  –2 < a + d < 2,  a(d – 2) – cb > 0. 
Это утверждение можно обосновать, используя процедуры построения соответствую-
щих вспомогательных μ-систем (см. раздел 2.2) для переменных y1 и z1. 
Трактуем выражения R12 и R21 в системе (2.7.5) как связи, накладываемые на уравнения 
., 1111 dzzayy       (2.7.6) 
В случае отключения связей (R12 = R2 = 0) система (2.7.5) переходит в систему (2.7.6), по-
ложение равновесия которой в области D неустойчиво по отношению к y1 и асимптотически 
устойчиво по отношению к z1.  
Справедливо и обратное утверждение: в области D неустойчивая по отношению к y1 и 
асимптотически устойчивая по отношению к z1 система (2.7.6) становится асимптотически 
устойчивой по y1 и неустойчивой по z1 при подключении связей R12, R21. 
Рис. 2.7.3. Область D, в которой система (2.7.5) асимптотически устойчива по y1   
и неустойчива по z1 
a  = –d – 2 
a  = –d + 2 
2
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Глава 3 
ПРИЛОЖЕНИЯ  К  ЗАДАЧАМ  ЧАСТИЧНОЙ  УСТОЙЧИВОСТИ 
(СТАБИЛИЗАЦИИ)  И  УПРАВЛЕНИЯ  ДВИЖЕНИЕМ 
МЕХАНИЧЕСКИХ  СИСТЕМ 
При изучении наук примеры поучитель-
нее правил. 
И. Ньютон 
Рассматривается применение теорем Лагранжа−Дирихле, Рауса−Ляпунова и их 
модификаций к задачам устойчивости  по отношению к части переменных положе-
ний равновесия и стационарных движений механических систем с конечным числом 
степеней свободы, а также применение метода функций Ляпунова к задачам частич-
ной устойчивости бесконечномерных систем, описывающих динамику твердых и 
упругих (твердых деформируемых) тел с полостями, наполненными жидкостью.  
На основании теоремы Ляпунова−Малкина и метода “эквивалентной линеари-
зации” решаются задачи стабилизации и управления по  отношению к части пере-
менных: стабилизации стационарных движений асимметричного твердого тела по-
средством одного маховика; “прохождения” твердым телом заданной ориентации в 
трехмерном инерциальном пространстве.  
Обсуждается применение метода функций Ляпунова к задачам координатно й 
синхронизации динамических систем. 
Рассмотренные задачи не только иллюстрируют изложенные в главе 2 методы 
исследования задач частичной устойчивости (стабилизации) и управления, но и 
представляют самостоятельный интерес. 
3.1. ЧАСТИЧНАЯ  УСТОЙЧИВОСТЬ  МЕХАНИЧЕСКИХ  СИСТЕМ 
С  КОНЕЧНЫМ  ЧИСЛОМ  СТЕПЕНЕЙ  СВОБОДЫ 
При решении задач частичной устойчивости в механике широко использу-
ются подходы, опирающиеся соответственно на теоремы Лагранжа−Дирихле, 
Рауса−Ляпунова, а также их модификации. 
3.1.1. Модификация теоремы Лагранжа−Дирихле 
Достаточные условия устойчивости положения равновесия консервативных 
механических систем со стационарными связями сформулированы в конце XVIII 
столетия [Lagrange, 1788]. Согласно теореме Лагранжа, положение равновесия 
системы устойчиво по отношению к координатам и скоростям, если в этом поло-
жении потенциальная энергия имеет изолированный минимум.  
При доказательстве теоремы как сам Лагранж, так позднее и Пуассон [Poisson, 1833], 
ограничились рассмотрением только квадратичной части функции, представляющей потен-
циальную энергию системы. Строгое аналитическое доказательство теоремы Лагранжа, ко-
торое затем легло в основу всего прямого метода Ляпунова, предложил в середине XIX сто-
летия Дирихле [Lejeune-Dirichlet, 1846].  
Поэтому указанная теорема об устойчивости носит название теоремы Лагранжа−Дирихле. 
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1. Частичная устойчивость положений равновесия механических си-
стем. Пусть имеем уравнения движения голономной механической системы с n 
степенями свободы в лагранжевых координатах 
),,1( ni
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q
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 (3.1.1) 
где Т – кинетическая энергия, которая в случае нестационарных связей имеет 
вид Т = Т2 + T1 +Т0 (Тs – форма степени s относительно обобщенных скоростей); 
П(q) – потенциальная энергия, П(0) = 0.  
Допустим, что система (3.1.1) имеет нулевое положение равновесия  
q = q = 0,                                                                                                     (3.1.2) 
а Т и П не зависят явно от времени. В этом случае имеет место обобщенный ин-
теграл энергии H = Т2 – T0 + П = const. 
В середине XX столетия теорема Лагранжа−Дирихле получила дальнейшее 
развитие в контексте теории частичной устойчивости. 
Теорема 3.1.1 [Румянцев, 1957, 1972b]. Пусть выполнены условия: 
1) Т2 определенно положительна по отношению к части обобщенных ско-
ростей: по отношению к 
kqq  ,...,1 (k  < n); 
2) П – Т0  определенно положительна по отношению к части обобщенных ко-
ординат: по отношению к q1,…, qm (m  n). 
Тогда нулевое положение равновесия (3.1.2) системы (3.1.1) устойчиво по от-
ношению к части переменных: по отношению к q1,…, qm, kqq   ,...,1 . 
Доказательство. Рассмотрим вспомогательную V-функцию Ляпунова ви-
да V = H = Т2 – T0 + П. Эта функция является y-знакоопределенно положитель-
ной, если в вектор у включить переменные q1,…, qm, kqq   ,...,1 . Кроме того, в силу 
системы (3.1.1) производная V-функции тождественно равна нулю.  
Поэтому, как и при доказательстве теоремы 2.1.1, можно показать, что нуле-
вое положение равновесия системы (3.1.1) y-устойчиво. ■ 
Обсуждение теорем ы 3.1.1. 1°. Теорема 3.1.1 остается в силе, если в уравнениях 
движения голономной механической (3.1.1), помимо потенциальных, присутствуют также 
гироскопические и (или) диссипативные силы [Румянцев, Озиранер, 1987]. 
2°. Ситуации, когда кинетическая энергия Т не является определенно положительной 
функцией относительно всех обобщенных скоростей, встречаются, например, в ряде задач 
механики и электротехники [Гантмахер, 1966; Румянцев, Озиранер, 1987]. 
3°. Если не делать каких-либо предположений о положительной определенности Т2, и 
оставить только естественное условие Т2  ≥ 0, а выражение П − Т0 считать определенно положи-
те-льным по всем обобщенным координатам, то теорема 3.1.1 гарантирует устойчивость по-
ложения равновесия по всем обобщенным координатам (но не по отношению к обобщенным 
ско-ростям). В таком виде теорема сформулирована еще самим Дирихле [Rouche и др., 1977]. 
Прим ер 3.1.1 [Гантмахер, 1966; Воротников, 1991а, 1998]. Рассмотрим изображенную 
на рис. 3.1.1 электрическую цепь, включающую индуктивности L1, L23, омическое сопротив-
ление R1, конденсаторы С12, С3 (L1, L23, R1 и С12, С3 – постоянные). 
Используя электромеханическую аналогию, процесс изменения тока is и заряда qs (is 
= sq ) в цепи можно описать уравнениями Лагранжа 
ssss q
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Приложения к задачам частичной устойчивости и управления движением механических систем 157 
])([ 23223
2
112
1 qqLqLT   , 21121 qRR  , ])([
2
21
1
12
2
3
1
32
1 qqCqCП   , 
где T, П – соответственно кинетическая и потенциальная энергия системы, R – диссипатив-
ная функция Рэлея. 
На основании теоремы 3.1.1 заключаем, что положение равновесия  
qs = sq = 0  ),3,1( s                 (3.1.4) 
цепи устойчиво по отношению к переменным q3, 1q . 
Уравнения (3.1.3) приводятся к линейной сингулярной системе  
)( 21
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   (3.1.5) 
с постоянными коэффициентами, не разрешенной относительно 
sq . Учитывая равенство 
312213 )( qCqqC    ,  (3.1.6) 
являющееся следствием последних двух уравнений системы (3.1.5), из системы (3.1.5) мож-
но выделить регулярную подсистему 
)( 21
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121111 qqCqRqL 
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1
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123 qqCqCCLqLCC 
      . (3.1.7) 
В результате вместо сингулярной системы (3.1.5) можно рассматривать дифференциаль-
но-алгебраическую систему, состоящую из регулярной системы дифференциальных уравне-
ний (3.1.7) и алгебраического уравнения (3.1.6). 
Проведем более подробный анализ задачи, раз-
бив его на пять этапов, образующих достаточно ти-
пичную схему изучения частичной устойчивости. 
1) Поскольку функция V = T  +П является опре-
деленно положительной не только по отношению к  
q3, 1q , но также и по μ1 = q1 – q2 и 322 qq    , то по-
ложение равновесия (3.1.4) цепи устойчиво не только 
по отношению к  q3, 1q , но и по переменным  μ1, μ2. 
2) Дифференцируя (по t) обе части равенства (3.1.6), на основании полученного соот-
ношения заключаем, что устойчивость по 1q , μ2 фактически означает устойчивость положе-
ния равновесия цепи по отношению ко всем обобщенным скоростям . 
3) Функция V = Т +П удовлетворяет в силу системы (3.1.7), (3.1.6) соотношению  
      211qRV   . 
Поэтому на основании теоремы 2.1.6 положение равновесия цепи асимптотически устой-
чиво по 1q . Структура решений системы (3.1.7) такова, что указанная асимптотическая устой-
чивость  является экспоненциальной и, следовательно, имеет место устойчивость также по q1. 
4) Поскольку положение равновесия цепи устойчиво по q3, μ1 (этап 1), а также по q1 
(этап 3), то это положение устойчиво по  всем qs . 
5) Учитывая устойчивость по всем обобщенным скоростям  (этап 2) и экспоненциальную 
асимптотическую устойчивость по 1q  (этап 3), заключаем, что в итоге положение равнове-
сия (3.1.4) цепи обладает следующим свойством полиустойчивости: устойчивостью по Ляпу-
нову и экспоненциальной асимптотической устойчивостью по 1q . 
Отметим, что положение равновесия цепи не может быть асимптотически устойчивым 
по Ляпунову. В самом деле, в любой окрестности положения равновесия (3.1.4) цепи также 
есть ненулевые положения равновесия  q1 = q2 =    0,  q3 = 0, sq = 0. 
Следствие 3.1.1 [Румянцев, 1957, 1972а]. Пусть выполнены условия: 
1) связи, наложенные на систему, не зависят явно от t; 
2) Т2 определенно положительна по отношению ко всем iq ; 
3) П определенно положительна по отношению к части обобщенных коор-
динат: по отношению к q1,…, qm  ( nm ). 
Рис. 3.1.1. Схема электрической цепи 
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Тогда нулевое положение равновесия (3.1.2) системы (3.1.1) устойчиво по от-
ношению к части переменных: по отношению к q1,…, qm, nqq   ,...,1 . 
Доказательство.  При выполнении условия 1) имеют место равенства T = 
Т2, Т1 = T0 = 0, и система (3.1.1) имеет интеграл энергии Н = T + П. 
Выбирая вспомогательную V-функцию Ляпунова вида V = Н, заключаем, 
что при выполнении условий 2) и 3) эта функция удовлетворяет всем условиям 
теоремы 2.1.1, если в вектор у включить переменные q1,…, qm, nqq   ,...,1 . ■ 
Следствие 3.1.2 [Воротников, 1998].  Допустим, что: 
1) выполнены условия 1) – 3) следствия 3.1.1; 
2) П = 0 при q1 = … = qm = 0. 
Тогда нулевое положение равновесия (3.1.2) системы (3.1.1) устойчиво по от-
ношению к переменным  q1,…, qm, nqq   ,...,1  при больших qm+1,0,…, qn,0. 
Доказательство.  Учитывая равенство T(q, 0) = 0 и условие 2) теоремы, 
заключаем, что в данном случае функция Н = Т + П обращается в нуль при зна-
чениях q1,…, qm, nqq   ,...,1 , равных нулю.  
Выбирая  функцию  Ляпунова  вида  V = Н, заключаем, что  она  гарантирует  
y-устойчивость при большом z0, если в вектор у включить переменные q1,…, qm,  
,...,1q nq и в вектор z – переменные qm+1,…, qn. ■ 
Прим ер 3.1.2 [Peiffer, Rouche, 1969; Hatvani, 
1983a; Воротников, 1991а, 1998]. Рассмотрим дви-
жение точки единичной массы в постоянном поле 
тяготения по поверхности х1 = 1∕2 х22(1+х32) в про-
странстве Оx1x2x3 с осью Ox1, направленной верти-
кально вверх. 
В данном случае 
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1 xgxП  , g = const > 0. 
Положение равновесия 0  ii xx   (i =1,3) точки равномерно устойчиво по отношению к 
x1, x2, 321 ,, xxx   при большом x30 на основании следствия 3.1.2.  
2. Частичная устойчивость под действием гироскопических и диссипа-
тивных сил. Движение голономной механической системы под действием ги-
роскопических и, быть может, диссипативных сил описывается уравнениями 
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в которых gij = gij(q) – коэффициенты гироскопических сил, gij = – gji; Qi = Qi(q,q ) 
– диссипативные силы, удовлетворяющие условиям 
),,1(0),( niQi     0q  
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iiqQ
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0 .  (3.1.9) 
Теорема 3.1.2 [Румянцев, 1957]. Пусть выполнены условия:  
1) связи, наложенные на систему, не зависят явно от t;  
2) коэффициенты aij  в выражении 
Рис.3.1.2. Поверхность  х1 = 
1∕2 х2
2(1+ х3
2) 
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кинетической энергии являются ограниченными функциями координат qi;  
3) Т определенно положительна по отношению к обобщенным скоростям. 
Тогда нулевое положение равновесия (3.1.2) системы (3.1.8), (3.1.9) устой-
чиво по части переменных: q -устойчиво (в целом по q0). Если, кроме того,  
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ii q К, (3.1.10) 
то нулевое положение равновесия (3.1.2) системы дифференциальных уравнений 
(3.1.8), (3.1.9) асимптотически q -устойчиво (в целом по q0). 
Доказательство.  Примем в качестве V-функции Ляпунова кинетическую 
энергию системы V = Т, которая при выполнении условия 1) имеет вид Т = Т2. 
Справедливо соотношение 
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Если выполнены условия 2) и 3), то выбранная V-функция удовлетворяет ус-
ловиям теоремы 2.1.1 с учетом сделанного к ней дополнения; поэтому нулевое 
положение равновесия устойчиво по обобщенным скоростям (в целом по q0).  
Если, помимо условий 1) – 3), также выполнено условие (3.1.10), то выбран-
ная вспомогательная V-функция  удовлетворяет также условиям теоремы 2.1.5, 
в которой у = w; поэтому нулевое положение равновесия (3.1.2) системы (3.1.8), 
(3.1.9) асимптотически устойчиво по отношению к q  (в целом по q0). ■ 
3.1.2. Модификация теоремы Payса−Ляпунова 
Ряд вопросов, касающихся исследования частичной устойчивости движения 
механических систем, возник во второй половине XIX столетия в трудах выда-
ющегося английского механика Э. Рауса [Routh, 1877].  
К рассмотрению таких вопросов естественным образом приводит разработанный Раусом 
метод игнорирования циклических координат. В одном из первых общих курсов по теории 
дифференциальных уравнений [Sansone, 1941] даже предложено частичную (по части пере-
менных) устойчивость называть устойчивостью в смысле Рауса. Однако этот термин не по-
лучил распространения в литературе. Дело, по-видимому, в том, что результаты Рауса, не-
смотря на их важность, касаются только отдельных классов механических систем и изучае-
мых движений, и не обладают достаточной общностью применительно к изучению устойчи-
вости произвольных процессов (движений) динамических систем общего вида. 
1. Метод Рауса. Рассмотрим систему дифференциальных уравнений (3.1.1) 
и предположим, что координаты qk+1,…, qn  являются циклическими, т.е. 
0   qL ,  L = T – П  ),1( nk  .  (3.1.11) 
В этом случае система (3.1.1) допускает первые интегралы 
 cqLp       ),1( nk   .  (3.1.12) 
Игнорируя циклические координаты, введем функцию Рауса 
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и заменим в ней q  их выражениями, полученными из первых интегралов 
(3.1.12). Тогда ),,,( cqqtRR jj  , и дифференциальные уравнения движения для 
нециклических (позиционных) координат qj запишутся в виде 
0  





jj q
R
q
R
dt
d

 ),1( kj    . (3.1.13) 
После интегрирования системы дифференциальных уравнений (3.1.13) цик-
лические координаты находятся квадратурами, поскольку 
 cRq   ),1( nk   . 
Пусть при некоторых фиксированных значениях постоянных c = c0 приве-
денная система (3.1.13) допускает нулевое положение равновесия, которому со-
ответствует стационарное движение 
0 jj qq   ),,1( kj     q = const ),1( nk    (3.1.14) 
исходной системы дифференциальных уравнений (3.1.1). 
2. Условия частичной устойчивости стационарных движений механиче-
ских систем. Функция R в общем случае имеет вид R = R2+R1+R0 (Rs – форма 
степени s относительно соответствующих обобщенных скоростей). Далее рассмот-
рим потенциальную систему (3.1.1) и некоторый класс непотенциальных систем. 
Теорема 3.1.3 [Румянцев, 1967, 1972а]. Пусть выполняются условия: 
1) R не зависит явно от t; 
2) в окрестности стационарного движения (3.1.14) функция R2 – R0 опреде-
ленно положительна по отношению к части переменных : по отношению к 
q1,…, qm, lqq  ,...,1  (m, l  k). 
Тогда стационарное движение (3.1.14) системы (3.1.1) устойчиво по от-
ношению к части переменных: по отношению к q1,…, qm, lqq  ,...,1 . 
Доказательство.  При выполнении условия 1) система дифференциальных 
уравнений (3.1.13) допускают интеграл энергии 



k
j
jj RRRqqRH
1
02)(    = const. 
Рассмотрим вспомогательную V-функцию Ляпунова вида V = H. На основа-
нии условия 2) заключаем, что эта V-функция удовлетворяет всем условиям 
теоремы 2.1.1, если в вектор у включить переменные q1,…,qm, lqq  ,...,1 . ■ 
Наряду с потенциальной системой (3.1.1) также рассмотрим класс непотен-
циальных механических систем вида 
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
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R
q


 ,  Qp  ,  (3.1.15) 
где jj qq ,  и qα, pα – переменные Рауса, причем q удовлетворяют соотношени-
ям (3.1.11); ),(),,(),(),,( 012  pqRpqqRqqRpqqR jjjjjjj   ; ),,( jj qqtQ  – не- 
потенциальные обобщенные силы такие, что Qα(t, qj, 0) ≡ 0. 
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Предположим, что система (3.1.15) допускает частное решение  
0 jj qq  , 0)(  pRq  ,  cp  ,  (3.1.16) 
описывающее стационарное движение системы. Примем это движение за не-
возмущенное, полагая в возмущенном движении pα = cα + ηα. 
Теорема 3.1.4 [Румянцев, 1967, 1972а]. Пусть в окрестности стационар-
ного движения (3.1.16) выполнены условия: 
1) функция H = R2 – R0 + R0(0, cα) определенно положительна по отношению 
к q1,…, qm, lqq  ,...,1  (m, l  k); 
2) обобщенные силы Qα при любом t ≥ t0  удовлетворяют условию 

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n
k
QR
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
   . 
Тогда стационарное движение (3.1.16) системы (3.1.15) устойчиво по от-
ношению к части переменных: по отношению к q1,…, qm, lqq  ,...,1 . 
Обсуждение теорем  3.1.3, 3.1.4. 1°. Вопрос об обратимости теоремы Рауса рас-
смотрен рядом ученых; см. А.В. Карапетян [1973], А.В. Карапетян и В.В. Румянцев [1983]. 
2°. Имеются другие модификации теоремы Рауса−Ляпунова применительно к задаче ча-
стичной устойчивости [Habets, Risito, 1973;  Risito, 1976;  Rouche и др., 1977; Карапетян, 1998]. 
Прим ер 3.1.1 [Румянцев, 1972а]. Пусть в поле силы тяжести имеем твердое тело мас-
сы M с осью симметрии и неподвижной точкой 0, расположенной на этой оси. Пусть на тело 
действует также сила с потенциалом U(), U(0)  0. 
Функция Лагранжа L в данном случае имеет вид 
 cos])cos()sin([ 0
2222
2
1 MgzCAL      − U(), 
где φ, ψ, θ – углы собственного вращения, прецессии и нутации; А(С) – поперечный (осевой) 
моменты инерции; z0 – координата центра тяжести. 
Циклической координате φ отвечает первый интеграл 
cC    )cos(   . 
Если U/ = 0 при  = 0, то уравнения движения допускают частное решение 
0   ,  (3.1.17) 
для которого уравнениями возмущенного движения будут уравнения (3.1.13).  
       Из этих уравнений находим, что 
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где  многоточие  обозначает  члены  выше  второго 
порядка малости относительно θ. 
Если z0 < 0, 2U/2  0 при  = 0, то функция Н 
определенно положительна по θ,  и .  Поэтому ста-
ционарное движение (3.1.17) устойчиво по указан-
ным переменным на основании теоремы 3.1.3. Если 
z0 < 0, U()  0, то имеет место устойчивость по θ,  . 
Условие z0 < 0 означает, что координата цен-
тра тяжести твердого тела будет ниже неподвижной точки – случай гироскопического маят-
ника (рис. 3.1.3). В этом случае устойчивость по  отношению к θ,   достигается при любом 
значении угловой скорости твердого тела. 
Можно показать [Четаев, 1946, 1962], что в случае z0 > 0 (волчок Лагранжа) устойчивость 
по отношению к переменным ψ,  , θ,   имеет место при выполнении условия 
Рис. 3.1.3. Гироскопический маятник (1) 
и волчок Лагранжа (2) 
 
(1) (2) 
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Однако, в отличие от случая z0 < 0, такая устойчивость врéменная и разрушается при 
действии сколь угодно малых диссипативных сил. 
Заметим, что при настильной стрельбе можно  
считать движение центра тяжести снаряда равномер-
ным и прямолинейным. Поэтому условие (3.1.18) оп-
ределяет устойчивость полета снаряда по настильной 
траектории, если в нем заменить произведение mgz0 
на модуль момента опрокидывающей пары; это усло-
вие известно как условие Маиевского−Крылова. 
 Несмотря на важность данного вопроса, строгое обоснование условий устойчивости 
снаряда дано только в середине XX столетия на основе метода функций Ляпунова.  
         
3.2. СТАБИЛИЗАЦИЯ  И  ЧАСТИЧНАЯ  СТАБИЛИЗАЦИЯ 
СТАЦИОНАРНЫХ  ДВИЖЕНИЙ  ТВЕРДОГО  ТЕЛА  
ПОСРЕДСТВОМ  ВРАЩАЮЩИХСЯ  МАСС 
Задачи полной (по отношению ко всем переменным), а также частичной (по 
отношению к части переменных) стабилизации стационарных движений твер-
дого тела посредством связанных с ним масс (роторов) – маховиков и (или) ги-
роскопов, в то же время являются задачами частичной стабилизации для рас-
сматриваемой механической системы “тело+роторы”.  
Однако для этих задач сущность происходящих в процессе стабилизации ме-
ханических явлений может иметь и определенное отличие. 
3.2.1. Стабилизация движения основного тела – частичная 
 стабилизация движения всей системы 
Известны три способа стабилизации стационарных движений твердого тела 
(искусственного спутника, космического аппарата): пассивная стабилизация, 
основанная на использовании внешних сил – гравитационных, магнитных и т.д.; 
активная стабилизация, осуществляемая посредством специальных двигателей 
и (или) вращающихся масс, таких как маховики, гироскопы; полупассивная ста-
билизация, проводимая с использованием пассивных и активных средств.  
С позиций рассматриваемых в книге проблем особый интерес представляет 
активная стабилизация посредством вращающихся масс, которая относится к 
важному и интересному классу задач частичной стабилизации. 
1. Невозможность полной стабилизации движения системы посредством 
внутренних управляющих моментов. В отсутствии внешних сил механичес-
кая система, представляющая собой твердое тело, несущее связанные с ним мас-
сы, является изолированной и может управляться только посредством внутренних 
воздействий (моментов сил). Такие управляющие воздействия (управляющие мо-
менты) создаются посредством специальных двигателей и прикладываются к свя-
занным с телом массам: маховикам и (или) гироскопам. 
Закон сохранения суммарного кинетического момента системы относительно 
центра масс имеет место в данном случае. Это означает, что кинетический момент 
системы остается неизменным, какие бы внутренние управляющие моменты не бы-
ли приложены к связанным с телом массам.  
      В результате стабилизация движения рассматриваемых механических систем по  
Рис. 3.1.4. Артиллерийский снаряд  
        на настильной траектории 
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отношению ко всем переменным невозможна.  
2. Частичная стабилизация движения системы. Хотя посредством внут-
ренних управляющих моментов сил и невозможно изменить суммарный кине-
тический момент рассматриваемой механической системы, но допускается воз-
можность перераспределения его между элементами системы.  
Это позволяет провести частичную стабилизацию движения рассматривае-
мых систем по отношению к переменным, определяющим не только скорости, 
но и (как показывает более детальный анализ) ориентацию основного тела. 
Особенность такой частичной стабилизации в том, что связанные с твердым те-
лом массы “берут на себя” возмущения кинетического момента системы. 
В рамках указанной схемы конкретное проведение частичной (по части переменных) 
стабилизации возможно двумя способами, при которых величины кинетических моментов 
вращающихся масс можно выбрать соответственно: 1) постоянными, но достаточно боль-
шими по величине; 2) переменными, однако достаточно малыми по величине.  
В первом случае упрощается не только решение соответствующей математической за-
дачи, но и техническая реализация выбранной схемы частичной стабилизации, однако тр е-
буется значительная “раскрутка” связанных с твердым телом масс. Во втором случае управ-
ляющие моменты можно выбрать достаточно малыми, однако их создание возможно только 
после решения соответствующей математической задачи управления и при наличие  необхо-
димой информации для формирования обратной связи.  
Математическая сторона данных подходов достаточно полно отражена в литературе [Ру-
мянцев, 1961, 1966, 1967, 1968a, 1968b, 1970b; Белецкий, 1965; Leimanis, 1965; Степанов, 1969a, 
1969b; Раушенбах, Токарь, 1974; Зубов, 1975; Крементуло, 1977; Junkins, Turner, 1986; Воротни-
ков, 1991а, 1998]. Применение роторов существенно расширяет семейство возможных стацио-
нарных движений системы и область их устойчивости, а также позволяет в некоторой степе-
ни скомпенсировать дестабилизирующее влияние упругих элементов.  
3.2.2. Особенности частичной стабилизации движения  
основного тела системы 
Как отмечено выше, в процессе полной стабилизации основного тела систе-
мы связанные с ним массы “принимают на себя” возмущения, появляющиеся в 
результате отклонения тела от заданного состояния. Наряду с этим хорошо из-
вестным фактом также показано [Воротников, 1993, 1998, 1999с], что при про-
ведении частичной (по части переменных) стабилизации стационарных движе-
ний основного тела, достаточной во многих практически важных случаях, свя-
занные с телом массы могут только “переводить” (не “принимая на себя”) воз-
мущения на неконтролируемую при стабилизации часть переменных.  
Б.В. Раушенбах  
(1915-2001) 
 
А.Н. Крылов 
(1863-1945) 
Н. В. Маиевский 
(1823-1892) 
Е. Leimanis 
(1905-1992) 
Глава 3 164 
1. Постановка задачи. Пусть имеем асимметричное твердое тело, вдоль од-
ной из главных центральных осей инерции которого закреплена ось вращения 
однородного симметричного маховика. Вращательное движение этой системы 
(гиростата) вокруг центра масс описывается дифференциальными уравнениями 
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 (3.2.1) 
в которых  А, В, С – главные центральные моменты инерции гиростата; xi – про-
екции вектора угловой скорости основного тела на главные центральные оси i1, 
i2, i3 инерции гиростата; J1, φ – осевой момент инерции и угол поворота махови-
ка; u1 – управляющий момент, приложенный к маховику. 
Уравнения (3.2.1) допускают решение 
x1 = x2 = 0, x3 = ω = const,   = 0,  u1 = 0,  (3.2.2) 
соответствующее перманентному вращению (“закрутке”) основного тела гиро-
стата с постоянной угловой скоростью ω вокруг оси i3. При этом маховик, ось 
вращения которого закреплена вдоль оси i1, неподвижен относительно основно-
го тела, а направление вектора К кинетического момента гиростата совпадает с 
направлением оси i3 (рис. 3.2.1).  
Вводя новые переменные  
уj = xj  (j = 1,2),  у3 =  ,  z1 = x3 – ω,  
составим систему дифференциальных уравнений в отклонениях от решения (3.2.2): 
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  (3.2.3) 
Задача 3.2.1.  Найти управляющий момент u1, решающий задачу частич-
ной стабилизации невозмущенного движения у = (y1, y2, y3)T= 0, z1 = 0 системы 
(3.2.3): задачу y-стабилизации этого движения. 
Стабилизация по у1, у2 означает гашение малых прецессионных и нутационных колебаний 
вектора К кинетического момента гиростата по отношению к связанным с телом осям i1, i2.  
Дополнительная стабилизация по у3 означает, что в процессе стабилизации по у1, у2 маховик 
лишь “переводит” малые возмущения в “дополнительное вращение” гиростата вокруг оси i3. 
2. Решение задачи 3.2.1. Показано, что решение задачи 3.2.1 можно получить в 
классе линейных позиционных управляющих моментов. 
Теорема 3.2.1 [Воротников, 1998, 1999с]. При В  С решение задачи 3.2.1 
дает линейный закон управления 
u1 = Ly,  (3.2.4) 
где L – некоторый постоянный вектор-строка размера (1×3). 
Доказательство.  Рассмотрим линейную подсистему, описывающую по-
ведение y-переменных линейной части системы дифференциальных уравнений 
(3.2.3). При В  С эта подсистема полностью управляема на основании теоремы 
2.5.1. Поэтому коэффициенты вектора L в (3.2.4) можно выбрать так, что нуле-
вое решение у = 0, z1 = 0 линейной части системы (3.2.3) равномерно устойчиво 
по Ляпунову и (одновременно) экспоненциально асимптотически y-устойчиво. 
 Правые части системы (3.2.3) обращаются в нуль при у = 0. Поэтому, на ос-
новании теоремы 2.2.6, указанным для линейной части системы (3.2.3) свойст-
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вом устойчивости обладает и невозмущенное движение у = 0, z1 = 0 самой не-
линейной системы дифференциальных уравнений (3.2.3). ■ 
 
Обсуждение теорем ы 3.2.1. 1°. Рассмотренная задача частичной стабилизации пред-
ставляет интерес в динамике космических аппаратов, где важно обеспечить “закрутку” аппарата 
вокруг одной из главных центральных осей инер-
ции (как правило – бóльшей). 
2°. Технически реализация закона управления 
(3.2.4) сводится к следующему. Пока гиростат 
совершает заданное движение (3.2.2), маховик 
находится в состоянии покоя. При появлении 
возмущений специальные устройства формируют 
и прикладывают к маховику управляющий мо-
мент (3.2.4). В результате основное тело гиростата 
с течением времени возвращается в исходный 
режим стационарного вращения, а сам маховик – 
в состояние покоя. 
Пример 3.2.1. Проведем моделирование за-
мкнутой системы дифференциальных уравнений 
(3.2.3), (3.2.4) при значениях параметров А = 900, В = 600, С = 500, J1 = 100 (кгм2), ω = 0.4 (с–1) 
и начальных данных  у10 = у20 = 0.1(с–1), у30 = z10 = 0.  
Допустим, что на управляющий момент u1 наложено ограничение |u1|  1 (Нм).   
Расчет показывает, что в случае (3.2.5) коэффициенты вектор-строки L можно выбрать в 
виде l1 = –3.5; l2 = –3.5; l3 = –1.1 (Нмс). Практическое гашение возмущений по переменным 
у1, у2, как и практическая остановка маховика, достигаются в данном случае спустя пример-
но 1500(с). 
 На рис. 3.2.2 показаны: изменение переменной у3 (изменение переменных у1, у2 пример-
но такое же как по характеру, так и по скорости сходимости) и закон управления и1. 
 
 
 
 
 
 
 
 
                 
  Рис. 3.2.2. Изменение переменной у3 и закон управления и1 
3.3. УСТОЙЧИВОСТЬ  ДВИЖЕНИЯ  ТВЕРДЫХ  И  ДЕФОРМИРУЕМЫХ            
ТЕЛ  С  ПОЛОСТЯМИ,  НАПОЛНЕННЫМИ  ЖИДКОСТЬЮ 
Задача о движении твердого тела с полостями, целиком наполненными жид-
костью, начала привлекать к себе внимание ученых еще в середине XIX столетия. 
 Г. Стокс был, по-видимому, первым, кто заинтересовался (1842–1847гг.) 
этой важной проблемой механики [Stokes, 1880]; ею занимались также Г. Гель-
мгольц и Г. Ламб [Неlmholtz, 1896;  Lаmb, 1879],  рассмотревшие  ряд частных 
случаев, а также К. Нейман [Neumann, 1883], интересовавшийся этой задачей в 
связи с изучением движения твердых тел в жидкости. 
 Рис. 3.2.1. Твердое  тело c маховиком 
i1 i2 
i3 
 
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Первое обстоятельное изучение динамики твердого тела, имеющие полости, 
полностью заполненные однородной несжимаемой жидкостью, в общей поста-
новке проведено Н.Е. Жуковским [1885].  
При этом было показано, что потенциальное движение жидкости в полости 
определяется движением тела, само же движение тела совершается так, как если 
бы жидкость была заменена эквивалентным твердым телом.  
Одновременно возник интерес и к изучению вопросов устойчивости движе-
ния таких тел [Kelvin Lord (Thomson), 1882; Greenhill, 1887; Слудский, 1895; Hough, 
1895; Poincare, 1910; Basset, 1914]. 
Большой интерес к задаче о движении твердых тел с полостями, наполнен-
ными жидкостью, вновь возник в середине XX столетия. При этом наряду с изу-
чением задачи, когда полость целиком наполнена жидкостью, была поставлена 
и получила развитие новая задача о движении твердого тела с полостью, не пол-
ностью заполненной жидкостью.  
Развитие данной теории стимулировалось появлением  задач прикладного характера и, 
особенно, задачами динамики ракет, содержащих жидкое наполнение [Колесников, 1980]. 
Целый ряд подобных задач рассмотрен также в связи с проблемами теории корабля и по д-
водной лодки. Наряду с широким развитием различных линейных аспектов теории, также 
достигнуты успехи и в решении нелинейных задач; часть результатов в этой области поды-
тожена в монографии Н.Н. Моисеева и В.В. Румянцева [1965]. 
3.3.1. Частичная устойчивость движения твердых тел  
с полостями, наполненными жидкостью  
Если не делать каких-либо предположений о характере движения жидкости в 
полости, кроме естественных предположений о непрерывности и сплошности дви-
жения жидкости, уравнения движения представляют собой совместную систему 
нелинейных обыкновенных дифференциальных уравнений и уравнений в частных 
производных с соответствующими начальными и граничными условиями. 
1. Уравнения движения и проблема устойчивости. Положение твердого 
тела и жидкости – системы, обладающей бесконечным числом степеней свободы, 
относительно неподвижной системы координат Ox1x2x3 можно задать коорди-
натами  тела qi и  абсолютными x1, x2, x3  или относительными  координатами x1, 
x2, x3 частиц жидкости, образующих континуум.  
Уравнения движения рассматриваемой системы, отнесенные к некоторой свя-
занной с телом прямоугольной системе координат Ox1x2x3, имеют вид [Румянцев, 
1959а; Моисеев, Румянцев, 1965]: 
Lord Kelvin  
(1824-1907) 
G.G. Stokes 
(1819-1903) 
H. Helmholtz 
(1821-1894) 
H. Lamb 
(1849-1934) 
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Q + Q = K,  (3.3.1) 
G + G + v0Q = L,  (3.3.2) 
v + v = F − ρ−1 grad ρ + vv,  (3.3.3) 
div v = 0.  (3.3.4) 
В этих уравнениях: Q – вектор количества движения всей системы,  
21 QQQ  , Q2 = 

 d v  
(индекс 1 относится к твердому телу, индекс 2 – к жидкости, τ – объем жидкости в 
полости); G – вектор момента количеств движения системы относительно точки О 
21 GGG  ,  G2 =  

 dvr  (3.3.5) 
K, L – главный вектор и главный момент относительно точки О всех приложен-
ных к системе активных сил; ω – вектор мгновенной угловой скорости твердого 
тела; F – вектор массовой силы; v – вектор абсолютной скорости частиц жидко-
сти; p – гидродинамическое давление; ρ – плотность жидкости; v = μρ–1 – кине-
матическая вязкость; v0 – вектор абсолютной скорости точки О. 
Система дифференциальных уравнений (3.3.1)–(3.3.4) рассматривается с соответствую-
щими начальными и граничными условиями [Моисеев, Румянцев, 1965].  
Дифференциальные уравнения (3.3.1) и (3.3.2) выражают общие теоремы динамики об 
изменении количества движения и об изменении момента количеств движения рассматр ива-
емой системы “тело + жидкость”. Уравнения (3.3.3) являются уравнениями Навье−Стокса 
движения вязкой жидкости, которое в случае v = 0 переходит в уравнения Эйлера движения 
идеальной жидкости. Уравнение (3.3.4) есть уравнение несжимаемости жидкости. 
В случае, если приложенные к системе силы зависят от некоторых дополнительных пере-
менных параметров, к этой системе должны быть добавлены соответствующие уравнения для 
параметров; например, кинематические уравнения Пуассона движения твердого тела.  
Благодаря наличию в уравнениях Навье−Стокса слагаемого vΔv, движение вязкой жид-
кости необратимо, так как силы vΔv обусловливают диссипацию энергии. 
Указанная система сложна, и разыскание ее общего решения представляет в настоящее 
время непреодолимые трудности. Однако в доказательстве теорем существования и един-
ственности решений уравнений движения твердого тела с идеальной или вязкой жидкостями 
достигнут определенный прогресс [Гюнтер, 1926-1928; Ладыженская, 1961]. Опираясь на 
указанные исследования и ограничиваясь рассмотрением лишь случая непрерывных началь-
ных условий и непрерывных активных сил, действующих на систему, далее предполагаем 
существование и единственность решений уравнений движения рассматриваемой системы. 
Н.М. Гюнтер 
(1871-1941) 
Ф.А. Слудский 
(1841-1897) 
 
A.G. Greenhill 
(1847-1927) 
 
S.S. Hough 
(1870-1923) 
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Допустим, что уравнения движения имеют некоторое частное решение  
q = f(t), q = )(tf , v = f*(t, x),  p = f (t, x), (3.3.6) 
удовлетворяющее начальным условиям 
q0 = f(t0), )( 00 tfq   , f*(t0, x) = g(x),  (3.3.7) 
а также  соответствующим  граничным  условиям, где t0 – момент времени, 
принимаемый за начальный; g(x) – непрерывная вектор-функция, компоненты 
которой удовлетворяют уравнению неразрывности. 
Решению (3.3.6) соответствует некоторое движение твердого тела с жидкос-
тью. Данное движение примем за невозмущенное и поставим вопрос об его 
устойчивости. При этом естественно было бы рассматривать устойчивость по 
переменным, определяющим движение тела, и переменным v и p, где вектор v 
включает бесконечное число (континуум) переменных, определяющих движе-
ние жидкости в полости.  
В общем случае, когда о характере движения жидкости не делается специ-
альных предположений, задача об устойчивости движения тела с жидкостью в 
такой постановке представляет значительные трудности. 
2. Введение интегральных характеристик движения жидкости и  поста-
новка задачи частичной устойчивости. Указанные выше трудности исследова-
ния устойчивости в известной мере можно обойти, меняя постановку задачи [Ру-
мянцев, 1959а, 1965, 1973; Моисеев, Румянцев, 1965].  
Дело в том, что в прикладных задачах об устойчивости движения твердых тел 
с полостями, наполненными жидкостью, интересуются главным образом вопро-
сом об устойчивости движения твердого тела. Вопрос об устойчивости движения 
жидкости в полости интересен лишь постольку, поскольку движение жидкости 
влияет на устойчивость движения твердого тела. Разумеется, эти две стороны од-
ного вопроса об устойчивости связаны одна с другой: движение твердого тела 
зависит от движения жидкости и наоборот. 
Ввиду сказанного, естественно поставить задачу об устойчивости по отноше-
нию к части переменных, включающих [Румянцев, 1959а, 1965, 1973]: 
 – переменные q, q , определяющие движение твердого тела; 
 – некоторые величины – функционалы 


dp ss ),(Ф vx  ( ks ,1 ),  (3.3.8) 
интегральным образом характеризующие движение жидкости. 
О.А. Ладыженская 
(1922-2004) 
Н.Н. Моисеев 
(1917-2000) 
S.D. Poisson 
(1781-1840) 
C.L. Navier 
(1785-1836) 
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В функционале (3.3.8) Фs(x, v) – вещественные, непрерывные и ограничен-
ные функции x, v, выбор которых зависит от характера рассматриваемой задачи. 
В результате задача об устойчивости движения твердого тела с жидкостью – 
системы, обладающей бесконечным числом степеней свободы, приводится к задаче 
исследования устойчивости по отношению к конечному числу величин. При этом 
важно, что в случае устойчивости системы в указанном смысле обеспечивается 
устойчивость движения по величинам, определяющим движение твердого тела. 
Предложенный подход позволяет применять при решении задач устойчиво-
сти движения тел с полостями, наполненными жидкостью, хорошо разработан-
ные методы теории устойчивости, особенно метод функций Ляпунова.  
Заметим, что отклонения возмущенных движений от невозмущенных могут 
быть измерены в конкретных случаях не только посредством соответствующих 
разностей величин обобщенных координат, скоростей и ps, но и посредством 
некоторых непрерывных функций этих величин. 
Возможны случаи, когда движение жидкости в полости характеризуется конечным чис-
лом переменных. Эти случаи являются наиболее простыми и возможны лишь при полном 
заполнении полости идеальной жидкостью, когда движение жидкости является безвихр е-
вым, или когда оно является однородным вихревым в эллипсоидальной полости.  
В данных случаях движение системы описывается обыкновенными дифференциальны-
ми уравнениями и уравнением Лапласа (уравнением несжимаемости жидкости).  
При изучении рассматриваемых систем наряду с первыми интегралами так-
же используется энергетическое соотношение [Моисеев, Румянцев, 1965] 
,

EdH                                                                                                   (3.3.9) 
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в котором H – полная энергия системы, μ – вязкость жидкости. 
В случае идеальной жидкости (μ = 0) получаем интеграл энергии Н = const. 
Прим ер 3.3.1 [Моисеев, Румянцев, 1965]. 1) Рассмотрим устойчивость движения око-
ло неподвижной точки твердого тела с полостью, целиком заполненной однородной вязкой 
жидкостью. Пусть тело движется вокруг неподвижной точки O в поле сил с силовой функ-
цией U = U(γ3); γ1, γ2, γ3 – косинусы углов, образуемых с неподвижной, направленной верти-
кально вверх осью Ox3 осями системы координат Ox1x2x3, жестко связанной с телом. Оси Oxi 
направлены по главным осям инерции системы для точки O, которые для простоты будем 
предполагать главными осями инерции как твердого тела, так и жидкости в полости. 
 Уравнения движения можно взять в форме уравнений Эйлера−Пуассона движения тела 
G + G = gradU i3,  3i +  i3 = 0,  (3.3.10) 
где i3 – орт оси Ox3; уравнений Навье−Стокса (3.3.3) движения жидкости с граничными 
условиями на стенке   полости 
 v| = r, (3.3.11) 
а также уравнения несжимаемости жидкости (3.3.4). 
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Уравнения движения отнесены к подвижной системе координат Ox1x2x3, жестко связан-
ной с твердым телом. Эти уравнения допускают интеграл площадей <Gi3> = const, геомет-
рический интеграл  12 + 22 + 32  = 1 и имеют частное решение 
021    ,    3 , 021   , 13   , (3.3.12) 
02221     GG , 223 CG    , 0321        uuu ,   
описывающее равномерное вращение вокруг оси Ox3, сов-
мещенной с осью Ox3, твердого тела и жидкости в его поло-
сти как одного твердого тела (рис. 3.3.1); ui – компоненты 
вектора u = v – ω×r относительной скорости жидкости; Аj, Вj, 
Сj – моменты инерции тела (j = 1) и жидкости (j = 2); A, B, C – 
моменты инерции системы. 
Исследуем устойчивость этого движения по отношению 
к следующим величинам: 
 – проекциям мгновенной угловой скорости тела ωi; 
 – проекциям момента количеств движения жидкости G2i; 
 – направляющим косинусам γi оси Ох3. 
В возмущенном движении положим  ω3 = ω + z1, G23 = 
C2ω + z2, γ3 = 1 + z3, а для остальных переменных сохраним 
прежние обозначения. Вместо вектора G2 введем вектор G* с 
проекциями G1* = G21A2−1, G2* = G22B2−1, G3* = G23C2−1 и рас-
смотрим величину v* = v – G* × r. Используя (3.3.5), можно показать, что 
  

 0  vr d . 
Следовательно, 
 
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Переходя к исследованию устойчивости невозмущенного движения, отметим, что для него 
021   
 GG ,  3G , 0 v * . 
Рассмотрим функцию 
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где многоточие обозначает члены выше второго порядка малости относительно z3,  
1 31 3
|/  UГ , 1 
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2
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Для возмущенного движения системы в силу уравнения (3.3.9) имеем  
01   V
 ,  (3.3.14) 
поскольку V1 = 2(Т – U) – Cω2 + 2U(1). 
Уравнения возмущенного движения допускают первые интегралы 
const,)()()()( 32231121122221121112         zzCzzCzzCGBGAV   
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Введем функцию Ляпунова 
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Рис. 3.3.1. Твердое тело с полостью, 
наполненной жидкостью 
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где постоянная λ > Г2 – Г1. 
Согласно критерию Сильвестра, для определенной положительности функции (3.3.15) 
по отношению к переменным ωi, G2i, γi необходимо и достаточно выполнение неравенства  
)(0)( 1
2 BAÃAC   .  (3.3.16) 
Из (3.3.14) вытекает, что V 0 в силу уравнений возмущенного движения. 
Следовательно, при выполнении неравенства (3.3.16) функция (3.3.15) удовлетворяет 
всем условиям теоремы 2.1.1, что доказывает устойчивость движения (3.3.12) по ωi, G2i, γi. 
Заметим, что если жидкость является идеальной ( = 0), то производная от V-функции рав-
на нулю и условие устойчивости по-прежнему имеет вид (3.3.16). Таким образом, достаточное 
условие устойчивости (3.3.16) не зависит от свойств жидкости в полости, которые сказываются 
лишь на характере возмущенного движения. Именно, в случае вязкой жидкости, согласно 
(3.3.9), происходит рассеяние энергии, пока тело и жид-
кость не будут двигаться вместе как одно твердое тело. 
В случае силы тяжести, когда U(γ3)  –MgxC3γ3 (М – 
масса системы, равная сумме масс твердого тела и жидко-
сти, xC3 – координата по оси Ox3 центра тяжести системы), 
условие (3.3.16) принимает вид (C – A)ω2 > MgxC3 (A   B).  
В случае движения по инерции, когда xC3 = 0, условие 
(3.3.16) имеет вид  C > A   B. 
2) Рассмотрим устойчивость равновесия тяжелого 
твердого тела с неподвижной точкой O, имеющего по-
лость, частично наполненную однородной тяжелой жид-
костью (идеальной или вязкой). Предположим, что по-
верхность полости является замкнутой и всюду выпуклой, 
причем вектор нормали к ней изменяется непрерывно от 
точки к точке. Оси подвижной системы координат Ox1x2x3 
направим по главным осям эллипсоида инерции тела. 
Уравнения движения имеют частное решение 
ω = 0,  G = 0,  γ1 = γ2 = 0,  γ3 = 1,  (3.3.17) 
если центр тяжести системы находится при этом на оси Ox3. Данному решению соответству-
ет равновесие тела и жидкости, свободной поверхностью которой является плоскость х3 = х3*. 
      Исследуем устойчивость положения равновесия (3.3.17) по отношению к величинам ωi, 
G2i, γi. В возмущенном движении положим γ3 = 1 + z1, а для остальных переменных сохраним 
прежние обозначения. Уравнения возмущенного движения допускают: соотношение 
const  )(2  023221131211  gxMПzgxMTTV , 
где П2 – потенциальная энергия жидкости, x13 и х230 – координаты по оси x3 центров тяжести 
тела и жидкости (при равновесии), причем 01  V
 ; первый интеграл 
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Для кинетической энергии жидкости справедливо соотношение (3.3.13). Можно пока-
зать, что для ее потенциальной энергии П2 имеет место неравенство 
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Рис. 3.3.2. Твердое тело с полостью,  
частично заполненной жидкостью 
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где А*, B*, и F* – моменты инерции и центробежный момент инерции части Q плоскости  х3 = 
х3*, ограниченной стенками полости, относительно осей, параллельных осям Oxi и проходя-
щих через центр инерции этой площадки. 
Рассмотрим функцию 
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Из предыдущего следует, что V1   Н1. 
Построим также функцию  
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Очевидно, что V*   V, где V = V1 – MgxC3V2, причем V   0. 
Если выполняется неравенство 
)(0)( 3   BAAMxC        ,  (3.3.18) 
то функция V* (а, следовательно, и V-функция) является определенно положительной по отноше-
нию к переменным ωi, G2i, γi. Поэтому, применяя к V-функции теорему 2.1.1, заключаем, что не-
равенство (3.3.18) является достаточным условием устойчивости положения равновесия (3.3.17) 
маятника с полостью, содержащей жидкость (рис. 3.3.2), по отношению к переменным ωi, G2i, γi. 
3. Использование идей Ляпунова в теории фигур равновесия вращаю-
щейся жидкости. В рамках данного подхода [Румянцев, 1959b, 1965, 1973; Мои-
сеев, Румянцев, 1965] изучается устойчивость положений равновесия и стацио-
нарных движений твердого тела с полостями, полностью или частично напол-
ненными жидкостью (идеальной или вязкой). 
В случае полного заполнения жидкостью полости под устойчивостью пони-
мается устойчивость в смысле Ляпунова по отношению к нециклическим коор-
динатам твердого тела, его обобщенным скоростям и кинетической энергии жид-
кости. При неполном заполнении полости жидкостью под устойчивостью пони-
мается устойчивость обобщенных координат и скоростей твердого тела, а также 
устойчивость формы “равновесия” жидкости. 
Вопрос об устойчивости положения равновесия или стационарного движе-
ния в данном случае приводится к проблеме минимума функционала энергии 
W, что позволяет обобщить классические теоремы Лагранжа и Рауса. 
Если не учитывать поверхностное натяжение жидкости, то данная проблема 
сводится к задаче минимума функции конечного числа переменных.  
При учете поверхностного натяжения жидкости задача минимума функцио-
нала становится более сложной, но также допускает эффективное решение в 
случаях, когда потенциальная энергия сил поверхностного натяжения имеет 
минимум для рассматриваемых форм равновесия жидкости [Самсонов, 1967]. 
В большинстве практически интересных случаев задача минимума функционала W может 
быть решена исследованием второй вариации δ2W.  
А именно, для минимума W необходимо, чтобы δ2W была неотрицательна, и достаточно, что-
бы δ2W была определенно положительной. Задача об условиях определенной положительности 
δ2W известным образом [Courant, Hilbert, 1943] может быть сведена к задаче положительности 
наименьшего собственного значения соответствующей краевой задачи и решена широко исполь-
зуемым в приложениях методом Ритца [Ritz, 1908]. 
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Прим ер 3.3.2 [Румянцев, 1973]. Рассмотрим движение вокруг неподвижной точки О 
твердого тела, имеющего полость, частично заполненную жидкостью, поверхностным натя-
жением которой будем пренебрегать. С твердым телом связаны другие тела; q1, …, qn – их 
обобщенные относительные координаты. Будем предполагать, что на систему действуют 
силы тяжести, а также внутренние силы с потенциальной энергией V(q1, …, qn). 
Установившиеся движения системы определяются из условия 
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 (3.3.19) 
В равенстве (3.3.19): W – измененная потенциальная энергия системы; J – момент инерции 
системы относительно неподвижной вертикальной оси О , единичный вектор которой обозна-
чим через k; А, В, С, D, Е, F – моменты и произведения моментов инерции системы для осей си-
стемы Ox1x2x3; G – величина кинетического момента системы для установившегося движения. 
Условие (3.3.19) эквивалентно уравнениям  
0  


i
W
  (i = 1, 2); 0  

jq
W  ),1( nj    ; pgGJ grad1
2
1   k r  
    (3.3.20) 
и граничным условиям для жидкости; r обозначим вектор кратчайшего расстояния частицы 
жидкости от оси О. Первые два уравнения (3.3.20) имеют вид 
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Эти уравнения допускают решение 
γ1 = γ2 = 0, γ3 = 1  (3.3.21) 
при произвольной величине ω = J–1G, если выполняются условия xC1 = xC2 = 0, D = E = 0 (в 
этом случае центр тяжести системы расположен на оси Ox3, являющейся при этом главной 
осью инерции системы). 
Для решения (3.3.21) следующие n уравнений системы (3.3.20) принимают вид 
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и служат для определения координат qi = qi0 носимых тел в установившемся движении. 
Из последнего уравнения в (3.3.20) получаем уравнение свободной поверхности жидкости 
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Устойчивость рассматриваемого установившегося движения системы определяется ха-
рактером экстремума W. Нетрудно показать, что 
D. Hilbert 
(1862-1943) 
W. Ritz 
(1878-1909) 
R. Courant 
(1888-1972) 
С.Л. Соболев 
(1908-1989) 
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В выражениях (3.3.23) 
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причем 
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в случае пересечения свободной поверхности жидкости (3.3.22) со стенками полости по 
окружностям с радиусами R1 и R2 (R1 > R2   0) и центрами на оси Ox3. 
Для определенной положительности второй вариации δ2W функционала W необходимо и 
достаточно выполнение условий Сильвестра 
)(0)( 0003
200 BAMgxAC C       , 02    j  ),1( nj    ,  (3.3.24) 
где Δ2+j обозначают главные диагональные миноры дискриминанта квадратичной фо рмы 
(3.3.23), соответствующие обобщенным относительным координатам qj. 
Неравенства (3.3.24) являются достаточными условиями устойчивости рассматриваемо-
го установившегося движения системы по отношению к ωi, γi, qj, а также по отношению к 
форме “равновесия” жидкости. 
3.3.2. Частичная устойчивость движения упругих тел с полостями ,           
наполненными жидкостью 
При изучении систем, содержащих (или представляющих собою) звенья с ра-
спределенными параметрами, часто применяют методы: пространственной дис-
кретизации, когда звенья с распределенными параметрами заменяются некото-
рыми дискретными массами; нормальных форм колебаний, когда смещения точек 
сплошной среды представляются рядами по собственным формам колебаний, ко-
торые обычно заменяются конечными суммами.  
В обоих случаях система уравнений движения сводится к системе обыкновен-
ных дифференциальных уравнений, и задачи устойчивости ставятся так же, как 
для систем с конечным числом степеней свободы.  
Часто применяют также метод линеаризации исходных нелинейных диффере-
нциальных уравнений. В данном случае происходит их замена линейными урав-
нениями первого приближения, которые сводятся к обыкновенным дифференци-
альным уравнениям в конечномерном или функциональном пространствах, и под 
устойчивостью понимается ограниченность главных колебаний или некоторых 
операторов [Моисеев, 1953; Соболев, 1960]. 
Подчеркнем то принципиальное обстоятельство, что при применении указан-
ных методов одна задача заменяется, по существу, некоторой другой задачей, 
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соответствие между которыми известно далеко не всегда. Получаемые при этом 
условия устойчивости не во всех случаях гарантируют устойчивость исходной 
системы, не говоря уж о том, что указанные способы приводят, как правило, к 
достаточно громоздким вычислениям.  
Более предпочтительным является изучение исходных нелинейных уравне-
ний и получение на этой основе достаточных условий, гарантирующих устойчи-
вость (в том или ином смысле) движения системы. Принципиальным в данном 
случае является само понятие устойчивости. Определение и строгий метод иссле-
дования устойчивости сложных механических систем применительно к задаче об 
устойчивости движения твердых тел с полостями, наполненными жидкостью, 
предложен в конце 50-х годов XX столетия [Румянцев, 1959а]. 
 Данная постановка задачи об устойчивости оказалась плодотворной и в про-
блемах устойчивости движения сплошных сред [Мовчан, 1960; Wang, 1966], опи-
сываемых уравнениями только в частных производных, при надлежащем выборе 
интегральных характеристик движения среды (метрик пространства состояний).  
Однако возможен и другой подход к проблеме устойчивости сложных меха-
нических систем, первоначально также предложенный применительно к задаче 
об устойчивости движения твердых тел с жидкостью [Румянцев, 1959b]. В этом 
случае устойчивость рассматривается по отношению к фазовым координатам 
твердого тела, а также по отношению к формам “равновесия” звеньев с распре-
деленными параметрами. Решение задачи об устойчивости (в указанном смыс-
ле) сводится к проблеме минимума функционала энергии W. 
1. Предположения и уравнения движения. Рассмотрим некоторое свобод-
ное твердое деформируемое тело, имеющее замкнутую полость, целиком или 
частично заполненную однородной тяжелой несжимаемой жидкостью (идеаль-
ной или вязкой). С телом в недеформированном состоянии жестко свяжем пря-
моугольную декартову систему координат Ox1x2x3, остающуюся неизменной.  
Области пространства x1x2x3, занятые деформируемым телом и жидкостью в данный мо-
мент времени, обозначим соответственно τ1 и τ2. Границы указанных областей обозначим 
соответственно S1 и S2. Поверхность упругого тела S1 состоит из внешней поверхности тела 
S1 и поверхности стенок полости , т.е. S1= S1+. Поверхность жидкости S2 состоит, вообще 
говоря, из ее свободной поверхности S и части  2 поверхности  стенок полости, с которы-
ми жидкость в данный момент соприкасается, т.е. S2= S +2.  
Плотности тела и жидкости обозначим ρ1 и ρ2, причем в силу несжимаемости и одно-
родности жидкости ρ2 = const. Если жидкость частично заполняет полость, то будем считать, 
что остальная часть полости представляет собою вакуум с давлением р0 = 0. 
Деформируемое тело и жидкость в его полости рассматриваем как одну ме-
ханическую систему и изучать ее движение по отношению к некоторой инерци-
альной системе координат. Уравнения движения указанной механической сис-
темы, отнесенные к связанной с телом системе координат Ox1x2x3, могут быть по-
лучены методами аналитической механики и имеют вид [Румянцев, 1969, 1973]: 
Q + Q = K; (3.3.25) 
G + G + v0Q = L;  (3.3.26) 
 v (1ρ     ii xp  F  v  1)  , 0)div( 11   w     ρtρ  (3.3.27) 
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в области τ1;  
 v  v  F  v   vpgrad12 ,  div v = 0 (3.3.28) 
в области τ2.  
В этих уравнениях: Q и G – векторы количества движения и момента отно-
сительно точки О количеств движения всей системы; K, L – главный вектор и 
главный момент относительно точки О всех приложенных к системе активных 
сил; ω – вектор мгновенной угловой скорости тела; F – вектор массовой силы; v 
– вектор абсолютной скорости частиц жидкости; p – гидродинамическое давле-
ние; v = μ2−1 – кинематическая вязкость; v0 – вектор абсолютной скорости точ-
ки О; pi – плотности упругих напряжений на площадках, ортогональных осям 
системы Ox1x2x3; w – относительные скорости точек упругого тела. 
Система дифференциальных уравнений (3.3.25)–(3.3.28) рассматривается с соответству-
ющими начальными и граничными условиями [Румянцев, 1969, 1973]. Эта система анало-
гична системе уравнений (3.3.1)–(3.3.4), описывающей движение твердого тела с жидкос-
тью. Отличие состоит в учете относительного движения точек упругого тела по отношению 
к системе координат Ox1x2x3 и возникающих в нем внутренних напряжений. 
Отметим также, что система (3.3.25)–(3.3.28) представляет незамкнутую систему урав-
нений. Для ее замыкания необходимо добавить соотношения, выражающие зависимости на -
пряжений от деформаций, что связано с выбором определенной модели сплошной среды. 
2. Задачи частичной устойчивости. Предложены два подхода к проблеме 
устойчивости движения упругого тела с жидкостью, в основе которых лежит 
исследование полной нелинейной системы уравнений [Румянцев, 1969,1973]. 
1°. Введение интегральных характеристик движения сплошной среды.  К 
таким характеристикам относятся L2-нормы полей относительных смещений u(
i) 
и скоростей w(i) упругого тела (i = 1) и жидкости (i = 2) в момент времени t 


i
dM ii
i

 212)( |||| uu , 

i
dM ii
i

 212)( |||| ww ,  (3.3.29) 
где Mi – массы тела и жидкости. 
При этом естественно поставить задачу об устойчивости по отношению к 
части переменных, включающих [Румянцев, 1969, 1973]: 
 – переменные q, q , определяющие движение системы координат Ox1x2x3, 
жестко связанной с твердым телом в его недеформированном состоянии и оста-
ющуюся неизменной; 
 – величины-функционалы (3.3.29), интегральным образом характеризующие 
поля относительных смещений и скоростей упругого тела и жидкости. 
При указанном подходе, как и в случае движения твердого тела с жидко-
стью, задача об устойчивости движения для системы, обладающей бесконечным 
числом степеней свободы, приводится к задаче исследования устойчивости по 
отношению к конечному числу величин. Решение такой задачи возможно на ос-
нове общих теорем теории частичной устойчивости. 
2°. Развитие идей Ляпунова в теории фигур равновесия вращающейся жид-
кости. В данном случае устойчивые формы равновесия определяются как такие 
формы, которые, после сообщения жидкости и твердому телу достаточно малых 
возмущений, остаются мало отличающимися от их форм равновесия, по край-
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ней мере до тех пор, пока на поверхности жидкости и твердого тела не образу-
ются сколь угодно тонкие нитеобразные или листообразные выступы. Такие 
выступы могут быть большими по линейным размерам, но малыми по объему, и 
тем самым они могут нести на себе малые порции энергии. 
Для формализации задачи устойчивости в теории фигур равновесия вращающейся жид-
кости специальным образом вводятся удаления и уклонения тела и жидкости, а также 
наклонения поверхностей 2 и S к невозмущенным. Решение задачи об устойчивости (в ука-
занном смысле) сводится к проблеме минимума функционала энергии W.  
3.4. ЗАДАЧА  “ПРОХОЖДЕНИЯ”  АСИММЕТРИЧНЫМ  ТВЕРДЫМ  ТЕЛОМ 
ЗАДАННОГО  НАПРАВЛЕНИЯ  В  ПРОСТРАНСТВЕ 
Изучаемая в данном разделе задача управления относится к существенно не-
линейным задачам типа “жесткой” встречи, где управление осуществляется лишь 
по отношению к части переменных, характери-
зующих состояние системы. А именно, рассматри-
вается пространственный разворот (переориента-
ция) асимметричного твердого тела из состояния 
покоя (или близкого к нему состояния) в заданное 
положение; при этом разворот не связывается с 
приведением твердого тела в состояние покоя. 
Указанная переориентация сравнивается c тра-
диционной, когда начальным и конечным состоя-
нием тела является состояние покоя.  
Показывается, что при одинаковых “геомет-
рических” ограничениях на управляющие момен-
ты рассматриваемая переориентация осуществ-
ляется и за существенно меньшее время, и мень-
шими энергетическими ресурсами. Кроме того, 
проще получаемые управляющие моменты. Они непрерывны, в отличие от ку-
сочно-непрерывных управляющих моментов (см. пример 2.6.4) при традицион-
ной переориентации. 
 Такой подход небезынтересен в случае необходимости быстрейшей переори-
ентации космических аппаратов для совершения кратковременных операций в мо-
мент достижения требуемого положения. Например, это может быть фотографиро-
вание, поражение цели (в военных задачах), передача информации и т.п. 
При решении задачи используется метод “эквивалентной линеаризации” не-
линейных управляемых систем, рассмотренный в разделе 2.5.2. 
3.4.1. Постановка задачи и предлагаемый подход к решению  
Рассмотрим уравнения вращательного движения твердого тела (2.6.25)–
(2.6.27), состоящие из динамических уравнений Эйлера и кинематических урав-
нений в переменных Родрига−Гамильтона. 
1. Постановка задачи. Вектор u управляющих моментов выбираем в классе 
K вектор-функций u(x, х0) с заданными “геометрическими” ограничениями (2.5.6).  
В данном случае такие ограничения соответствуют 3-м парам фиксирован-
ных по отношению к твердому телу двигателей. 
Рис. 3.4.1. “ Прохождение” жестко свя-
занным с телом вектором r заданного 
направления s 
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Задача 3.4.1. Найти вектор u  K управляющих моментов, переводящих 
тело за конечное время из начального состояния η(t0)= η0 в заданное η(t1)= η1. 
Начальное состояние тела является состоянием покоя ξ(t0) = ξ0 = 0. Величина ξ1 
= ξ(t1) угловой скорости тела в момент t = t1 может быть произвольной. Мо-
мент времени t1 не фиксируется. 
Обсуждение постановки задачи 3.4.1. 1°. Задача 3.4.1 является задачей управле-
ния по отношению к части переменных типа “жесткой” встречи. Переориентация осуще-
ствляется без приведения тела в состояние покоя. Нахождение строго оптимальных (по бы-
стродействию, t1−t0 → min) управляющих моментов затруднено. Поэтому естественно попы-
таться найти конструктивный метод построения субоптимальных управляющих моментов. 
Именно в таком ключе и рассматривается далее решение задачи 3.4.1. 
2°. Без ущерба для общности считаем η1= (0, 0, 0, 1). Собственно в этом случае в процессе 
переориентации происходит совмещение связанной с телом и заданной инерциальной си-
стем координат (начало которых совпадает с центром масс тела). 
2. Предлагаемый подход к решению. Продифференцируем обе части каж-
дого из уравнений (2.6.26) по времени. Заменим производные от i их выраже-
ниями из (2.6.25). После преобразований получаем равенства 
),(11 u x  f ,  
  2141122313321114211 ])()()([ jBMuCMuAMuf        (3.4.1) 
321 )( CBM     (123, ABC). 
Трактуем f j как вспомогательные управления uj*. В результате выражения 
(3.4.1) можно рассматривать как вспомогательную линейную управляемую μ-сис-
тему дифференциальных уравнений типа (2.5.11) 
jj   ,     
 jj u .  (3.4.2) 
При этом “исходные” управляющие моменты uk выражаются через uj* по-
средством равенств типа (2.5.14) 
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 (3.4.3) 
Конструкцию (3.4.3) можно рассматривать как общую структурную форму 
управляющих моментов в задаче 3.4.1. Параметры этой формы – вспомогатель-
ные управления uj*, определяются при решении соответствующих линейных за-
дач управления для вспомогательной управляемой системы (3.4.2). 
Структура (3.5.3) управляющих моментов содержит сомножитель 1/4, который форма-
льно приводит к “особенности” η4 = 0. Однако последующий анализ показывает, что в слу-
чае η1 = (0, 0, 0, 1) в процессе управления |η4| [|η40|, 1] и “особенности” не возникает.  
Если значение η40 мало или η1  (0, 0, 0, 1), то достаточно перейти к управляющим момен-
там, получающимся из (3.4.3) перестановкой индексов и коэффициентов А, В, С (или к ком-
бинации таких управляющих моментов). 
Для системы (3.4.2) решим вспомогательную линейную задачу управления 
по части переменных о быстрейшем одновременном приведении в положение 
ηj = 0.  (3.4.4) 
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Решение этой задачи, при ограничениях   jju || , имеет вид 
jjju  sgn
  , )0(0 0 

jju  .  (3.4.5) 
Процедура выбора уровней j* предполагает итерационный процесс, учиты-
вающий необходимость одновременного приведения переменных ηj в положе-
ние (3.4.4). В силу μj0 = 0 (следствие равенства ξ0 = 0), величина 
1/21
0 ])(||2[
 jj   (3.4.6) 
определяет минимальное время τ достижения положения (3.4.4) в рассматрива-
емой вспомогательной линейной задаче. При этом величина τ будет определять 
время управления в исходной нелинейной задаче 3.4.1. 
Соответствующие траектории линейной системы (3.4.2), (3.4.5) имеют вид 
tjjj )sgn( 0
 , 202
1
0 )sgn( tjjjj 
 . (3.4.7) 
Анализируя равенства (3.4.7), заключаем, что в случае η1 = (0, 0, 0, 1), ξ0 = 0 
условие |η4| > γ = const > 0, будучи выполнено при t = t0, выполняется и при t   
[t0, t0 + τ]. Это важно с точки зрения эффективности функционирования управ-
ляющих моментов uk вида (3.4.3).  
Решение задачи 3.4.1 предполагает следующие этапы. 
1°. Выбор конструкции (3.4.3) управляющих моментов  uk с uj* вида (3.4.5). 
2°. “Назначение” уровней j* вспомогательных управлений uj* с учетом “вы-
равнивания” времени управления (j = ) по каждой из переменных ηj. При этом 
j* предопределяют соответствующее значение τ  времени управления. 
3°. Проверка выполнимости исходных ограничений  (2.5.6) на управления uk 
на траекториях (3.4.7) линейной системы (3.4.2), (3.4.5). При этом используются 
равенства типа (2.5.14), имеющие в данном случае вид (2.6.31). 
Кроме того, расчет упрощает соотношение 
})]({[4 2214
2    jjji  . (3.4.8) 
Если оценки (2.5.6) не выполняются или, наоборот, есть “резерв” в их вы-
полнении, необходимо продолжить поиск подходящих j*.  
3.4.2. Условия разрешимости задачи 3.4.1 
Учитывая соотношение (3.4.8), заключаем, что управляющие моменты 
(3.4.3), (3.4.5) можно представить в виде uk = uk(η*, μ, α*), где векторы η*, μ, α* 
объединяют соответственно ηj, μj, j*. При этом ηj, μj имеют вид (3.4.7), а j*  
выбираются итерационным путем по указанному в разделе 3.4.1 алгоритму.  
Отсюда, в частности, следует, что управляющие моменты uk вида (3.4.3), 
(3.4.5), найденные в форме uk = uk(x, x0), могут быть представлены и в виде про-
грамм uk = uk(t) – непрерывных функций t для каждого заданного η0. 
1. Основные результаты. С учетом указанной возможности представления 
управяющих моментов вида (3.4.3), (3.4.5) в форме программ, условия разре-
шимости задачи 3.4.1 можно сформулировать в следующем виде. 
Теорема 3.4.1 [Воротников, 1997b, 1998]. Пусть уровни j
* вспомога-
тельных управлений uj
* таковы, что вдоль траекторий (3.4.7) линейной систе-
мы (3.4.2), (3.4.5) выполняются неравенства ].,[,|][|max 00   ttttu kk  
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Тогда задача 3.4.1 разрешима посредством управляющих моментов (3.4.3), 
(3.4.5) за время τ, которое определяется выражением (3.4.6) итерационным 
путем по указанному в разделе 3.4.1 алгоритму. 
Следствие 3.4.1 [Воротников, 1997b, 1998]. При любых η0 и η1 задача 3.4.1 
решается посредством сколь угодно малых по величине управляющих моментов 
uk вида (3.4.3), (3.4.5) (или получающихся из них перестановкой индексов).  
Обсуждение теорем ы 3.4.1. 1°. С чисто математической точки зрения формули-
ровка теоремы 3.4.1 имеет недостаток, связанный с необходимостью вести итерационный 
процесс поиска “субоптимальных” (по быстродействию) управляющих моментов uk. Однако 
этот итерационный процесс легко осуществим. В итоге теорема 3.4.1 дает проверяемое в 
реальном времени конструктивное условие разрешимости нелинейной задачи 3.4.1. 
2°. Используя завышенные неравенства, можно получить прямые оценки времени управ-
ления τ в зависимости от заданных ограничений на управляющие моменты. Технику получе-
ния таких оценок можно найти в работах [Воротников, 1999а, 2001], где рассматриваются бо-
лее общие задачи; см. главу 4. Подчеркнем однако, что в данном случае, когда принципиально 
возможности предложенного подхода ясны (см. cледствие 3.4.1), итерационный процесс реше-
ния задачи 3.4.1 представляется предпочтительным, ибо позволяет избежать потери качества 
управления за счет использования завышенных неравенств. 
 2. Возможные обобщения. В рамках предложенного подхода возможно рас-
смотрение двух модификаций задачи 3.4.1. 
1°. Случай, когда начальное состояние тела не является состоянием покоя  
(ξ0  0). В данном случае в процессе решения вспомогательной задачи управле-
ния для линейной системы (3.4.2) необходимо выдерживать ограничение j2  
1 на переменные ηj. (При ξ0 = 0 такое ограничение выполняется автоматически.) 
При заданных уровнях k управляющих моментов uk это возможно только до 
определенной величины Δ = ||ξ0||. Соответствующая задача снижения угловой 
скорости твердого тела должна решаться на предварительном этапе управления. 
2°. Одноосная переориентация без гашения финальной угловой скорости . Эта 
задача также может быть рассмотрена в рамках предложенной схемы решения. 
Однако вместо кинематических уравнений в переменных Родрига−Гамильтона 
следует рассмотреть кинематические уравнения Пуассона. Моделирование пока-
зывает, что при одних и тех же “геометрических” ограничениях на uk выигрыш во 
времени по сравнению с традиционной одноосной переориентацией примерно 
такой же, как и в рамках соответствующих задач трехосной переориентации.  
Прим ер 3.4.1 [Воротников, 1997b, 1998]. Для твердого тела (космического аппарата) 
с A = 4104, В = 8104, С = 5104 (кгм2) рассмотрим трехосную переориентацию из положе-
ния ξ0 = 0, η0 = (0.353; 0.434; 0.432; 0.701) в положение η1 = (0, 0, 0, 1). Значение ξ1 не предпо-
лагается нулевым и может быть произвольным. 
В случае ξ0 = ξ1 = 0 переориентация за время τ = 70 (с) управляющими моментами (3.4.3) 
достигается (одним пространственным разворотом) при 1 = 32.6, 2 = 80.1, 3 = 68.0 (Нм) в 
покомпонентных ограничениях |uk| ≤ k. Управляющие моменты uk кусочно непрерывны и 
имеют одно переключение в момент t = 35 (с). 
За это же время τ = 70(с) переориентация в рамках задачи 3.4.1 достигается (также од-
ним пространственным разворотом) при 1 = 29.9; 2 = 40.1; 3 = 24.9 (Нм).  
Управляющие моменты непрерывны и меняются в пределах –29.9   u1   –16.3; –40.1   u2 
  –24.4; –24.9   u3   2.4 (Нм). Одинаковое время переориентации достигается в рамках зада-
чи 3.4.1 при сумме значений k  на 41.6% меньше, чем в случае ξ0 = ξ1 = 0.  
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При max k   80.1(Нм) переориентация в рамках задачи 3.4.1 достигается за 49.5 (с). Уп-
равляющие моменты непрерывны и лишь u2 достигает предельного значения, в то время как 
–32.6   u1   –59.8; –49.9   u3   –4.6 (Нм). При одних и тех же “геометрических” ограничени-
ях на uk выигрыш во времени при переориентации в рамках задачи 3.4.1 составляет 29.3%. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.5. ЗАДАЧИ  КООРДИНАТНОЙ  СИНХРОНИЗАЦИИ  
ДИНАМИЧЕСКИХ  СИСТЕМ 
Рассматривается применение теории частичной устойчивости к решению 
задач координатной синхронизации динамических систем. В процессе синхро-
низации должно обеспечиваться асимптотическое совпадение всех или части 
координат фазового вектора двух (или большего числа) динамических, в том 
числе и управляемых, систем. Приводится ряд условий частичного квазипритя-
жения и частичной асимптотической квазиустойчивости [Воротников, 2000b, 
2004а], охватывающих координатную синхронизацию “в малом” и “в целом”.  
В качестве примера рассматривается координатная синхронизация враща-
тельных движений двух асимметричных твердых тел. 
3.5.1. Постановка задач координатной синхронизации  
Исследования в рамках проблемы синхронизации движений восходят к XVII 
столетию, когда голландский физик Х. Гюйгенс обнаружил явление синхрониза-
ции хода часов, установленных на упругом основании [Huygens, 1673].  
В конце XX столетия исследования в данной области значительно расшири-
лись [Блехман, 1971, 1999]. В числе других стала рассматриваться задача коор-
динатной синхронизации (согласования состояний, координации движений) ди-
намических систем, которая ставится в достаточно общей математической фор-
ме [Nijmeijer и др., 1997; Lin и др., 2007].  
Интерес к задаче значительно возрос после того, как была показана [Pecora, 
Carroll, 1990] возможность координатной синхронизации не только регулярных, но 
Рис. 3.4.2. Сплошной линией показаны управляющие моменты uk (разрывные при t = 35 (c)), ре-
шающие задачу переориентации при ξ0 = ξ1 = 0 за время τ  = 70 (с). Пунктирной линией – управляющие 
моменты  uk (непрерывные), решающие задачу 3.4.1 за время τ = 70 (с). Сплошной линией (при 0    t    
35 (с)) с последующим продолжением (при 35 <  t    49.5 (с)) точечной линией – управляющие момен-
ты uk (непрерывные), решающие задачу 3.4.1 при max  αk    80.1 (Нм) (за время τ  = 49.5 (с)) 
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и хаотических процессов детерминированных 
систем и тесная связь данного явления с про-
блемой безопасной коммуникации. 
При синхронизации хаотических процессов сово-
купная система обладает неустойчивостью по одним 
переменным и асимптотической устойчивостью по от-
ношению к другим (по соответствующим разностям 
неустойчивых переменных). 
Изучаются два типа задач:  
1) синхронизации с эталонной моделью (master-
slave synchronization), когда координаты рассматрива-
емых систем дифференциальных уравнений синхро-
низируются с координатами некоторой эталонной системы (лидера);  
2) совместной синхронизации (cooperative, mutual synchronization), когда поведение 
синхронизируемых систем дифференциальных уравнений определяется их взаимосвязями и 
ха-рактер результирующего движения систем априори не задается. 
1. Управляемая координатная синхронизация двух динамических си-
стем. Пусть имеем две взаимосвязанные системы дифференциальных уравнений 
 ),,,( 21 u x x  X x tii   (i  = 1, 2), (3.5.1) 
в которых xi = (уiT, ziT)T – фазовые векторы, u – вектор управляющих воздей-
ствий (управлений). Предполагаем, что dim(y1) = dim(y2). 
Задача управляемой координатной синхронизации  [Nijmeijer и др., 1997] 
сводится к выбору вектора допустимых управлений 
u = u(t, x1, x2) (3.5.2) 
так, чтобы для всех уi-компонент решений хi = xi(t; t0, x01, x02) системы (3.5.1), 
(3.5.2), начинающихся в заданной области x0
i, выполнялось соотношение 
||y1(t; t0, x01, x02) − y2(t; t0, x01, x02)|| → 0, t → . 
2. Сведение к задачам частичной устойчивости и сходимости решений. 
Посредством замены w = y1 – у2 эта задача может быть сведена к соответствую-
щей задаче обеспечения сходимости решений по части переменных (w-сходи-
мости) для совокупной системы дифференциальных уравнений 
),,,,( 21 uxxwXw t ,  ),,,( 21 u x x  X x tii   (i  = 1, 2). (3.5.3) 
А именно, требуется вектор управлений (3.5.2) выбрать так, чтобы для всех 
решений системы (3.5.3), (3.5.2), начинающихся в заданной области начальных 
значений w0, x0
i, выполнялось соотношение ||w|| → 0, t →  . 
Конкретизируем возникающие задачи частичной устойчивости и притяжения.  
Для этого, вводя обозначения у = w, z = (x1T, x2T)T, систему (3.5.3), (3.5.2) 
приведем к стандартному для теории частичной устойчивости (y-устойчивости) 
виду (1.2.1). Однако по смыслу рассматриваемых задач синхронизации для си-
стемы (1.2.1) не гарантируется, вообще говоря, существование ни положения 
равновесия х = 0, ни “частичного” положения равновесия y = 0, поскольку не 
предполагается нулевых положения равновесия (полных или “частичных”) для 
систем дифференциальных уравнений (3.5.1), (3.5.2).  
В такой ситуации, характерной для задач координатной синхронизации, ес-
Рис. 3.5.1. Синхронизация y-компонент 
 решений х1(t) и x2(t) 
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тественно выделить два случая, когда система дифференциальных уравнений 
(1.2.1), не имея положения равновесия х = 0, допускает (случай 1) или не допус-
кает (случай 2) “частичное” положение равновесия y = 0. 
1. В первом случае возможны две ситуации. При синхронизации “в малом”, 
когда предполагается малость величины y0 при имеющем место произвольном 
значении z0, приходим к задаче асимптотической устойчивости “частичного” 
положения равновесия y = 0 системы (1.2.1). Такая задача неизбежно приводит 
(см. раздел 2.1) к достаточно жестким требованиям к функциям Ляпунова.  
Это побуждает [Воротников, 2000b, 2004] к изучению синхронизации “в ма-
лом” в рамках задачи асимптотической квазиустойчивости “частичного” поло-
жения равновесия y = 0 при более слабых требованиях к функции Ляпунова.  
Вторая ситуация, касающаяся синхронизации “в целом”, аналогичным обра-
зом может быть рассмотрена в рамках задач асимптотической устойчивости 
(квазиустойчивости) в целом “частичного” положения равновесия y = 0.  
2. Во втором случае, когда система (1.2.1) не допускает ни положения рав-
новесия х = 0, ни “частичного” положения равновесия y = 0, естественно рассма-
тривать задачу y-сходимости к нулю, имея в виду, что эта задача не предполага-
ет, вообще говоря, наличие у системы дифференциальных уравнений (1.2.1) ни 
“частичного” положения равновесия y = 0, ни положения равновесия х = 0. 
В самом деле, пусть система (1.2.1) состоит из уравнений [Воротников, 2004]  
tzyy sin111        , ttzz sincos11        , (3.5.4) 
не имеющих ни “полного” y1 = z1 = 0, ни “частичного” положения равновесия y1 = 0.  
Однако решения системы (3.5.4) обладают свойством сходимости к нулю по отношению к 
переменной y1. Притягивающим множеством (аттрактором) этой системы является компактное 
множество M: {x: y1 = 0, −1  z1  1}. 
3.5.2. Условия координатной синхронизации  
Рассмотрим случаи, соответствующие синхронизации “в малом” и “в це-
лом”. В теореме 3.5.1 не предполагается наличие у системы (1.2.1) положения 
равновесия х = 0, а в следствии 3.5.1 и теореме 3.5.2 не предполагается наличие 
у системы (1.2.1) ни “частичного” положения равновесия y = 0, ни положения 
равновесия х = 0. 
1. Синхронизация “в малом”. Применим подход, основанный на сужении 
допустимой области изменения “неконтролируемых” переменных. 
Теорема 3.5.1 [Воротников, 2000b, 2004]. Пусть существуют скалярная 
V и две векторных U, μ функции такие, что в области (2.1.5) выполнены усло-
вия теоремы 2.1.7 и, кроме того, 
V(t, 0, z) = 0.  (3.5.5) 
Тогда “частичное” положение равновесия y = 0 системы (1.2.1) асимпто-
тически квазиустойчиво. 
Доказательство. Для любых ε > 0, t0  0 и любого заданного числа L > 0 в 
силу V(t, 0)  0 и условия (3.5.5) найдется δ(ε, t0, L) > 0 такое, что из ||y0|| < δ, ||z0|| 
 L следует V(t0, х0) < a(ε). Поэтому для любого решения x(t; t0, х0) системы 
(1.2.1) с ||y0|| < δ, ||z0||  L при всех t  t0 будем иметь 
a(||y(t; t0, x0)|| + ||μ(t, x(t; t0, x0))||)  V(t, x(t; t0, x0))  V(t0, x0) < a(ε). 
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Учитывая свойства функции а(r) выводим, что ||y(t; t0, х0)||+||μ(t, x(t; t0, х0)|| < 
ε, t  t0 при ||y0|| < δ, ||z0||  L. Значит “частичное” положение равновесия y = 0 
системы дифференциальных уравнений (1.2.1) квазиустойчиво. Доказательство 
того, что при ||y0|| < δ, ||z0||  L также имеем lim ||U(t, x(t; t0, x0))|| = 0, t → , про-
водится по той же схеме, что и при доказательстве теоремы 2.1.7. ■ 
Следствие 3.5.1 [Воротников, 2000b, 2004]. Пусть существует скалярная 
V и векторная U функции такие, что для всех решений x(t; t0, х0) системы 
(1.2.1), начинающихся в области t0  0, ||y0|| < δ, ||z0||  L < : 
1) выполнены условия 1b) и 2) теоремы 2.1.7; 
2) найдется число A(t0, x0, L) > 0, для которого 
V(t, x(t; t0, х0))  –A.  (3.5.6) 
Тогда для всех решений x(t; t0, х0) системы (1.2.1), начинающихся в области 
t0  0, ||y0|| < δ, ||z0||  L < , выполняется условие (1.2.3). 
Доказательство.  Предположим противное: пусть существует число l > 0, 
значение х* с ||x*|| < Δ и последовательность значений tk → , tk – tk–1   > 0,  k  = 1, 
2, 3, … ,  для которых имеют место неравенства 
lttt kk   x xU  ||)),;(,(|| 0 ,  k  = 1, 2, 3, … .  (3.5.7) 
Используем схему доказательства теоремы 2.1.7. В силу условий 1b) и 2) этой 
теоремы при t0  0, ||y0|| < δ, ||z0||  L, учитывая (3.5.6), имеем 
)(2),( 21200 lktVA   x    ,  (3.5.8) 
что при достаточно большом k  невозможно. ■ 
2. Синхронизация “в целом”. Условия разрешимости данной задачи также 
можно получить, например, на базе теоремы 2.1.7. 
Теорема  3.5.2 [Воротников, 2000b, 2004]. Пусть существует скалярная V 
и векторная U функции такие, что для всех решений x(t; t0, х0) системы (1.2.1), 
начинающихся в области t0  0, ||x0|| <  , выполнены условия 1b) и 2) теоремы 
2.1.7, а также условие (3.5.6). 
Тогда для всех решений x(t; t0, х0) системы (1.2.1) выполняется условие (1.2.3). 
Доказательство.  Предположим противное: пусть имеет место соотноше-
ние (3.5.7). Используя схему доказательства теоремы 2.1.7, при произвольных t0 
 0 и х0 в силу условий 1b) и 2) этой теоремы приходим к противоречивым при 
достаточно большом k  неравенствам (3.5.8). ■ 
Обсуждение теорем ы 3.5.2 . 1°. Условие V(t, 0)  0 в следствии 3.5.1 и теореме 3.5.2  
не предполагается. Кроме того, как уже отмечалось, изучение задачи y-сходимости к нулю 
решений системы (1.2.1) не предполагает, вообще говоря, наличия у этой системы  не только 
положения равновесия х = 0, но и “частичного” положения равновесия y = 0. 
2°. Имеются иные подходы к проблеме координатной синхронизации [Wu, Chua, 1994; Ge, 
Chen, 2004, 2007], также основанные на идеях теории устойчивости по части переменных. 
Прим ер  3.5.1 [Воротников, 2000b, 2004]. 1) Рассмотрим систему  
1
2
111 zbyayy    , edzcyz     111 , (3.5.9) 
где edcba ,,,,  некоторые постоянные, и введем вспомогательные функции 
])([ 211
2
12
1 zyyV     , 111 zy   , 11 yU    . 
При 0a , 0)( 241      edaa  в области (2.1.5) выполнены условия 
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)),( 21
2
12
1
11 (  yzyV   , 0),0( 1   zV ,  
2
1
3
11
2
1
2
111
2
1 )()( ybycbdaeyayV           
 , 
NzbyayY          |||| 1
2
111 , 0const   . 
На основании теоремы 3.5.1 заключаем, что в выделенной области параметров “частич-
ное” положение равновесия y1 = 0 системы (3.5.9) асимптотически квазиустойчиво. 
2) Пусть имеем систему дифференциальных уравнений (3.5.4). 
Рассмотрим вспомогательные функции 
2
111
2
1 )sin()sin( tztzyyV      , 11 yU  . 
Для всех решений системы (3.5.4) выполнены условия 
0),,( 11   zytV , 
2
1
2
1
2
1 2)sin(2 ytzyV         
 , ),(|sin||| 00111 x      tNtzyY  . 
На основании теоремы 3.5.2 для всех решений x(t; t0, х0) системы (3.5.4) выполняется ус-
ловие lim |y1(t; t0, x0))| = 0, t → ; при этом V-функция не удовлетворяет условию V(t, 0)  0. 
3) Рассмотрим задачу координатной синхронизации вращательных движений двух 
твердых тел. Уравнения движения в данном случае имеют вид (i = 1,2) 
iiii uxxCBxA 1321 )(      ,
iiii uxxACxB 2312 )(     , 
iiii uxxBAxC 3213 )(     , (3.5.10) 
где А, В, С – главные центральные моменты инерции тел (одинаковые для обоих тел); xj
i
 – 
проекции вектора мгновенной угловой скорости тел на их главные центральные оси эллип-
соида инерции; uj
i
 – управляющие моменты, приложенные к первому (i = 1) и второму телу (i 
= 2); здесь и далее в данном примере j меняется от 1 до 3. 
Требуется векторы u1, u2 управляющих моментов найти так, чтобы для всех движений xi(t) = 
x
i
(t; t0, x0
i
) твердых тел выполнялось предельное соотношение 
x1(t) → x2(t),  t → .  (3.5.11) 
Покажем, что решение задачи дают управляющие моменты (coupled synchronization) 
),( 211 jjjj xxu   ),(
122
jjjj xxu   0const   j  ( 3,1j ). (3.5.12) 
Для доказательства используем вспомогательную функцию Ляпунова 
],)()()(
)()()([
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xxCxxBxxA
xxCxxBxxAV

   
 (3.5.13) 
производная V  которой в силу замкнутой системы (3.5.10), (3.5.12) имеет вид 
22
3
1
33
22
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1
22
22
1
1
11 )()()( xxCxxBxxAV  
 . 
Вводя обозначения yj = xj1 − xj2, у = (у1, у2, у3)T, нетрудно проверить, что V-функция (3.5.13) 
при μ = 0, U = y  удовлетворяет условиям теоремы 3.5.2. Это значит, что для системы  диффе-
ренциальных уравнений (3.5.10), (3.5.12) выполнено соотношение (3.5.11). 
Результаты моделирования замкнутой системы (3.5.10), (3.5.12) для случая А1 = 4104, 
А2 = 8104, А3 = 5104 (кгм2), 1 = –150, 2 = –500, 3 = –150 (Нмс), x101 = 0.1, x201 = 0.2, x301 = 
0.3, x10
2 = 0.8, x20
2 = 0.9, x30
2 = 1.0 (с–1) представлены на рис.3.5.2, где показана синхронизация 
по переменным x1
i: синхронизация достигается приблизительно через 600(с). 
Рис. 3.5.2. Синхронизация движений двух твердых тел (показаны переменные 
1
1x  и 
2
1x ) 
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3.6. ДОПОЛНИТЕЛЬНЫЕ ЗАМЕЧАНИЯ И КОММЕНТАРИИ 
Аналоги теорем Лагранжа и Рауса−Ляпунова для сложных механических си-
стем (в частности, для спутников, содержащих упругие элементы и полости с 
жидкостью), получены В.В. Румянцевым [1969].  
Метод функций Ляпунова применяется для построения инвариантных мно-
жеств нелинейных динамических систем [Буров, Карапетян, 1990]; при этом 
дается также обобщение теоремы Рауса и ее модификаций. 
Движение искусственного спутника под действием гравита-
ционных моментов изучено Ф.Л. Черноусько [1963].  
Описание систем пассивной (гравитационной) стабилиза-
ции спутника на орбите можно найти в работах Д.Е. Охоцим-
ского и В.А. Сарычева [1963], В.А. Сарычева [1978]. 
На основании метода функций Ляпунова, адаптирован-
ного к задачам частичной стабилизации, рассмотрена опти-
мальная (в некотором смысле) активная одноосная стабили-
зация искусственного спутника на орбите [Румянцев, Ози-
ранер, 1987]; предполагается, что управление осуществля-
ется посредством двигателей. Задача трехосной стабилиза-
ции спутника посредством маховиков решена методом “эквивалентной линеариза-
ции” [Воротников, 1986b, 1991а]. Тем же методом решена [Воротников, 1991а, 
1998] и задача стабилизации положения равновесия твердого тела посредством 
связанного с ним гироскопа в кардановом подвесе. 
На основании метода “эквивалентной линеа-
ризации” нелинейных управляемых систем так-
же получено решение [Воротников, 1991а, 1998] 
задачи координации системы твердых тел, име-
ющих “структуру дерева” (рис. 3.5.3); такая за-
дача представляет определенный интерес в дина-
мике составных космических станций и при моделировании манипуляторов. 
При рассмотрении задачи 3.4.1 в случае неконтролируемых помех [Воротни-
ков, 1998, 1999а] усложняются как математическая сторона решения, так и по-
лучаемые законы управления; см. раздел 4.4. 
В разделе 3.2.2 описано явление [Воротников, 1993, 1998, 1999с], представляющее интерес в 
динамике космических аппаратов с одним маховиком: при демпфировании колебаний оси 
вращения асимметричного аппарата “боковой” к этой оси маховик может выполнять функцию 
только “перераспределения” кинетического момента системы. Сам же маховик в конце сеанса 
демпфирования приходит в состояние покоя, не “принимая на себя” возмущения. Отмеченное 
явление не противоречит неизменности полного кинетического момента системы и заслужива-
ет дальнейшей более детальной проработки.  
Один из возникающих здесь вопросов: какова допустимая область начальных возмущений 
системы? Ответ на него связан с получением оценок области притяжения для теорем типа Ля-
пунова−Малкина. Судя по литературе, данная проблема ещё не исследовалась. 
Рис. 3.5.3. Система тел с  
“ структурой дерева” 
Д.Е. Охоцимский 
(1921-2005) 
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ПРИЛОЖЕНИЯ  К  НЕЛИНЕЙНЫМ  ИГРОВЫМ  ЗАДАЧАМ 
УПРАВЛЕНИЯ  ОРИЕНТАЦИЕЙ   
АСИММЕТРИЧНОГО  ТВЕРДОГО  ТЕЛА   
...Метод не оставляет в полученных ре-
шениях ничего туманного и неопределенно-
го; он доводит их до численных приложений 
– необходимого условия всякого исследова-
ния, без которого мы не получили бы ниче-
го, кроме бесполезных преобразований. 
       Ж. Фурье 
Рассматривается конструктивный метод решения двух типов нелинейных задач 
переориентации асимметричного твердого тела при игровой модели помех: 
(1) задачи гарантированного “прохождения” твердым телом заданной ориента-
ции в трехмерном инерциальном пространстве, являющейся задачей гарантирован-
ного управления по отношению к части переменных; 
(2) задачи гарантированной переориентации твердого тела в состояние равнове-
сия, являющейся задачей гарантированного управления по всем переменным, на пер-
вом этапе  которой решается соответствующая задача управления по части переменных. 
Управление осуществляется либо при помощи управляющих моментов внешних 
сил относительно главных центральных осей инерции тела, либо посредством уп-
равляющих моментов внутренних сил, приложенных к трем симметричным ма-
ховикам, оси вращения которых закреплены вдоль указанных осей. 
Данные задачи представляют самостоятельный интерес в таких областях, как 
динамика летательных (космических) аппаратов, робототехника и биомеханика. 
4.1. МЕТОД  “ЭКВИВАЛЕНТНОЙ  ЛИНЕАРИЗАЦИИ”  В  ИГРОВЫХ 
ЗАДАЧАХ  УПРАВЛЕНИЯ  ОРИЕНТАЦИЕЙ  ТВЕРДОГО  ТЕЛА 
Реальные условия функционирования объектов требуют учета постоянно 
действующих помех и возмущений. Процесс управления особенно усложняется, 
если известна лишь минимальная информация о помехах – только границы их 
изменения. Здесь речь идет об управлении в условиях неопределенности, и по-
мехи отождествляются либо с разумно действующим противником, либо с не-
определенными факторами (“природой”). Кроме того, сами параметры системы 
в ряде случаев неизвестны и заданы лишь в оценочном плане.  
Рассматриваемые системы дифференциальных уравнений относятся в таких 
случаях к типу “неопределенных систем” (“uncertain systems”). 
Требуется выбрать допустимые управления таким образом, чтобы обеспе-
чить гарантированный результат при любом, даже самом неблагоприятном 
действии помех, и при любых значениях параметров в пределах заданных до-
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пусков. Данная постановка задач управления характерна для теории дифферен-
циальных игр и теории робастного управления. 
Далее метод “эквивалентной линеаризации”, изложенный в разделе 2.5, 
применяется к решению игровых задач управления переориентацией асиммет-
ричного твердого тела при неконтролируемых помехах. Затем показывается 
возможность использования метода и в случае, когда в процессе переориента-
ции величины моментов инерции тела и ориентация осей, на которые подаются 
управляющие моменты, точно не известны и заданы лишь в оценочном плане.  
4.1.1. Постановка задач переориентации при неконтролируемых помехах 
Рассмотрим две задачи переориентации твердого тела при помехах посред-
ством управляющих моментов внешних сил, создаваемых двигателями: 
 (1) гарантированной переориентации твердого тела в состояние равновесия, 
являющейся задачей гарантированного управления по отношению ко всем пе-
ременным, на первом этапе которой решается соответствующая вспомогатель-
ная игровая задача управления по отношению к части переменных; 
 (2) гарантированного “прохождения” твердым телом заданной ориентации 
в трехмерном инерциальном пространстве, являющейся задачей гарантирован-
ного управления по отношению к части переменных. 
 1. Рассматриваемая система уравнений. Вращательное движение твердо-
го тела при помехах описывается нелинейной системой, включающей: 
l) динамические уравнения Эйлера 
;)(
,)(,)(
33213
2231211321
vuBAC
vuACBvuCBA




 
    


 (4.1.1) 
2) кинематические уравнения в переменных Родрига−Гамильтона [Robin-
son, 1958; Лурье, 1961; Harding, 1964] 
32234112    , 13314222    , 21124332   
 .  (4.1.2) 
Переменная η4 в (4.1.2) связана с ηj  соотношением 
  1224 j .  (4.1.3) 
При желании можно получить дифференциальное уравнение и для 4 . 
В системе (4.1.1)–(4.1.3): ξi – проекции вектора угловой скорости тела на его 
главные центральные оси эллипсоида инерции; uk – управляющие моменты от-
носительно тех же осей; vi  характеризуют внешние силы и неконтролируемые 
возмущения; А, В, С – главные центральные моменты инерции тела.  
Обозначим u − вектор управляющих моментов uk; η – вектор переменных ηj, 
η4; ξ – вектор переменных ξi; x = (ξT, η*T)T, η* –  вектор переменных ηj   
Далее используем принятые в разделе 2.5.4 обозначения ξi, ηj, иk, хотя в дан-
ном случае все три индекса i, j, k  меняются от 1 до 3. 
2. Постановка задачи переориентации. Вектор u управляющих моментов 
выбираем в классе L вектор-функций u = u(x, x0), реализации u[t] = u(x[t], x0) 
которых интегрируемы в смысле Лебега. Компоненты uk вектора uL управля-
ющих моментов удовлетворяют заданным “геометрическим” ограничениям 
0const||  kku  . (4.1.4) 
Приложения к нелинейным игровым задачам управления ориентацией асимметричного твердого тела ...  
 
189 
Неравенства (4.1.4) соответствуют трем 
парам “фиксированных” по отношению к телу 
двигателей, создаюших моменты иk внешних 
сил. Зависимость uL от начальных значений 
х0 подчеркивается потому, что используемые 
позиционные управляющие моменты uk со-
держат параметры, рассчитываемые для каж-
дого конкретного начального состояния тела 
исходя из заданных ограничений (4.1.4). 
Помехи vL  могут реализовывать-
ся в виде любых интегрируемых в смы-
сле Лебега вектор-функций v = v[t] в рамках ограничений 
0const||  iiv  .  (4.1.5) 
При этом не предполагается задание каких либо статистических (вероят-
ностных) характеристик помех, которые отождествляются либо с неопределен-
ными факторами (“природой”), либо с разумно действующим противником. 
Задача 4.1.1 (гарантированной трехосной переориентации твер-
дого тела).  Найти вектор uL управляющих моментов, при любых v  L  пе-
реводящий твердое тело за конечное время из начального состояния η(t0) = η0 в 
заданное η(t1) = η1. Оба состояния являются состояниями равновесия ξ(t0) = ξ0 = 
ξ(t1) = ξ
1 = 0. Момент времени t1 > t0 не фиксируется. 
Не нарушая общности,  считаем η1 = (0, 0, 0, 1). В данном случае в процессе 
переориентации происходит совмещение связанной с телом и заданной инерци-
альной систем координат. 
3. Постановка задачи “прохождения” телом заданной ориентации в про-
странстве. Вектор u управляющих моментов выбираем в классе L1 вектор-фун-
кций u = u(t, x, x0), реализации u[t] = u(t, x[t], x0) которых интегрируемы в смыс-
ле Лебега.  Компоненты uk  вектора uL удовлетворяет ограничениям  (4.1.4).  
Задача 4.1.2 (гарантированного “прохождения”  твердым телом 
заданного положения в пространс тве).  Найти вектор uL1, при любых 
vL  переводящий твердое тело за конечное время из начального состояния 
η(t0)= η
0 в заданное η(t1)= η1. Начальное состояние тела является состоянием 
равновесия ξ(t0)= ξ0 = 0. Величина ξ1 = ξ(t1) угловой скорости в момент t = t1 > t0 
может быть произвольной. Момент времени t1 не фиксируется. 
      Не нарушая общности, далее считаем также η1 = (0, 0, 0, 1).  
      В случае задачи 4.1.1 для любой допустимой реализации помех vi[t] решения системы 
дифференциальных уравнений (4.1.1)(4.1.3) при uL на рассматриваемом промежутке 
времени t0  t  t1 понимаются в смысле А.Ф. Филиппова [1985]: как абсолютно непрерыв-
ные функции x[t], удовлетворяющие при почти всех значениях t  [t0, t1] соответствующей 
системе дифференциальных включений.  
В то же время в случае задачи 4.1.2 для любой допустимой реализации помех vi[t] реше-
ния системы дифференциальных уравнений (4.1.1)(4.1.3) при uL1 понимаются как абсо-
лютно непрерывные функции, удовлетворяющие этой системе при почти всех значениях t  
[t0, t1]. Такие решения получаются в результате предельного перехода от решений, порожда-
емых соответствующей дискретной схемой [Красовский, 1970]: коррекций управляющих 
моментов в дискретные моменты времени, построением ломаных Эйлера и перехода к пр е-
делу с использованием теоремы АрцелаАсколи [Arzela, 1895]. 
C. Arzela 
(1847-1912) 
H.L. Lebesque 
(1875-1941) 
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4.1.2. “Эквивалентная линеаризация” конфликтно-управляемых систем 
Строгое решение нелинейных игровых задач 4.1.1, 4.1.2 представляет значи-
тельные трудности. Для преодоления трудностей рассмотрим подход [Воротни-
ков, 1994b, 1998], позволяющий провести “эквивалентную линеаризацию” ука-
занных нелинейных задач. 
1. Вспомогательная линейная конфликтно-управляемая система. В разде-
ле 2.6.3 показано, что для системы дифференциальных уравнений (4.1.1), (4.1.2), 
переменные которой связаны соотношением (4.1.3), в области 12+22+32 < 1 вы-
полнены условия 1) – 3) теоремы 2.5.3.  
Для построения решающих задачи 4.1.1 и 4.1.2 управляющих моментов типа 
(2.5.9) продифференцируем обе части каждого из уравнений (4.1.2) по времени и 
заменим производные от i их выражениями из (4.1.1), а производные от j – со-
ответствующими выражениями из (4.1.2). После преобразований получаем ра-
венства (записано одно из равенств, два других получаются циклической пере-
становкой индексов 1→2→3 и коэффициентов A→B→C) 
1 = f1(ξ,  , u) + φ1( , v), 
  2141122313321114211 ])()()([ jBMuCMuAMuf       ,  (4.1.6) 
321 )( CBM   , )(
1
23
1
32
1
142
1
1
  BvCvAv      (123, ABC).  
Трактуем  f j и φj соответственно как вспомогательные управления uj* и вспо-
могательные помехи vj*, образующие векторы u* и v*.  
В результате выражения (4.1.6) можно рассматривать как линейную конф-
ликтно-управляемую μ-систему дифференциальных уравнений 
jj   , 
**
jjj vu  .  (4.1.7) 
В силу соотношений (4.1.3), (4.1.5) и неравенства Коши−Буняковского−Шварца  
2/121
3
21
2
21
12
1 ])()()[(||   CBAv jj          . (4.1.8) 
2. Используемая конструкция управляющих моментов. “Исходные” уп-
равляющие моменты uk выражаются через uj* следующим образом 
).,123()(]
)()()[(2
32
2
14
1
*
32431
*
23421
*
1
2
1
2
4
1
41
ABCBC
uuuAu
i    
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 (4.1.9) 
На базе соответствующих игровых задач управления для линейной кон-
фликтно-управляемой системы (4.1.7) далее предлагается строить решение ис-
ходных нелинейных игровых задач 4.1.1 и 4.1.2.  
В результате конструкцию (4.1.9) можно рассматривать как общую струк-
турную форму управляющих моментов в указанных задачах. Параметры этой 
формы, – вспомогательные управления uj*, определяются при решении соответ-
ствующих линейных игровых задач. 
Структура (4.1.9) управляющих моментов содержит сомножитель 1/4, который формально 
приводит к “особенности” η4 = 0. Однако последующий анализ показывает, что в случае η1 = (0, 
0, 0, 1) в процессе управления  |η4|  [|η40|, 1]. Поэтому указанной “особенности” не возникает. 
 Пусть η1  (0, 0, 0, 1). Чтобы избежать “особенности”, в этом случае достаточно перейти 
к управляющим моментам, получающимся из (4.1.9) перестановкой индексов (или к комби-
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нации таких управляющих моментов), т.е. использовать, наряду с (4.1.9), конструкции упра-
вляющих моментов вида 
uk = s−1 fk(
s)(ξ,  , u*)  ( 4,1  s ). (4.1.10) 
Такие конструкции позволяют, при определенном выборе форм  fk(
s), из замкнутых си-
стем (4.1.1)–(4.1.3), (4.1.10) выделить линейные вспомогательные управляемые системы 
дифференциальных уравнений типа (4.1.7). Набор индексов j в системе типа (4.1.7) при этом 
будет зависеть от индекса при переменной η в знаменателе выражения (4.1.10). Так индексу 
s = 4 соответствует j = 1, 2, 3, индексу s = 1   j = 2, 3, 4 и т.д. 
3. Два этапа решения задачи 4.1.1. Решая систему дифференциальных 
уравнений (4.1.2) как алгебраическую относительно ξi, получаем равенства 
ξ1 = 24−1[(42 +12)μ1 +(12 +43)μ2 +(13 −42)μ3]   (123).                     (4.1.11) 
Решение исходной нелинейной задачи 4.1.1 можно провести в два этапа. 
1) Сначала для исходной нелинейной системы (4.1.1)–(4.1.3) решается зада-
ча управления по части переменных: задача перевода в положение ηj = 0. Дан-
ная задача сводится к задаче управления по всем переменным для вспомога-
тельной линейной системы (4.1.7): задаче перевода в положение ηj = μj = 0. При 
этом в число управляемых переменных, как и в задаче частичной устойчивости 
(см. часть 6 раздела 1.2.1), “навязываются” переменные μj. 
2) На основании равенств (4.1.11) указанный путь решения задачи управле-
ния по части переменных для исходной системы (4.1.1)–(4.1.3) фактически при-
водит к решению задачи управления по всем переменным (не только по пере-
менным ηj, но и по переменным ξi) для этой системы, и в процессе управления 
обеспечиваются требуемые в задаче 4.1.1 равенства ξ = 0, ηj = 0. 
4. Решение задачи 4.1.2. Задача 4.1.2, в отличие от задачи 4.1.1, является ти-
пичной задачей управления по части переменных. Ее решение сводится к задаче 
управления также по части переменных для вспомогательной линейной системы 
(4.1.7): задаче перевода в положение ηj = 0 (с произвольными значениями μj). 
При этом в процессе решения задачи 4.1.2 соотношения (4.1.11) выполняют 
иную, чем при решении задачи 4.1.1, функцию: не обеспечивая равенство ξ = 0, 
данные соотношения позволяют оценить управления (4.1.9) на множестве Ω 
состояний вспомогательной линейной системы (4.1.7). 
4.2. ГАРАНТИРОВАННАЯ  ТРЕХОСНАЯ  ПЕРЕОРИЕНТАЦИЯ   
ПРИ  НЕКОНТРОЛИРУЕМЫХ  ПОМЕХАХ 
      Рассматривается гарантированное управление трехосной переориентацией 
асимметричного твердого тела при неконтролируемых помехах посредством 
конструкции управляющих моментов вида (4.1.9). На управляющие моменты 
наложены заданные “геометрические” ограничения. Точная формулировка цели 
управления соответствует задаче 4.1.1.  
     Детализируется намеченная в разделе 4.1.2 схема решения этой задачи, осно-
ванная на “эквивалентной линеаризации” нелинейной конфликтно-управляемой 
системы дифференциальных уравнений (4.1.1)−(4.1.3). Даются прямые оценки 
допустимой области неконтролируемых помех в зависимости от заданных 
ограничений на управляющие моменты.  
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4.2.1. Детализация этапов решения задачи 4.1.1 
Детализируем намеченную в разделе 4.1.2 схему решения задачи 4.1.1. Да-
льнейшая модификации этой схемы будет рассмотрена в разделе 4.2.3. 
1. Вспомогательная линейная игровая задача. Для линейной конфликтно-
управляемой системы дифференциальных уравнений (4.1.7) решим задачу уп-
равления о быстрейшем приведении в положение 
ηj = μj = 0.  (4.2.1) 
Управление осуществляется посредством uj* при любых допустимых реали-
зациях vj*, удовлетворяющих неравенствам (4.1.8).  
Указанную задачу трактуем как дифференциальную игру 
[Isaacs, 1967; Красовский, 1970]. В ней один из игроков (“со-
юзник”) распоряжается uj* и стремится уменьшить время τ 
приведения системы в положение (4.2.1). В распоряжении 
другого игрока (“противника”), стремящегося увеличить вре-
мя τ, или вообще избежать приведения системы в положе-
ние (4.2.1), – “вспомогательные возмущения” vj*.  
Для решения данной игровой задачи управления допу-
стимые уровни uj* должны быть выше уровней vj*. Соответ-
ствующие ограничения примем в виде 
  jju || , 
  jjjjv || , 10          j .  (4.2.2) 
Процедура назначения уровней j* рассматривается ниже. Здесь считаем их 
заданными, так что выполняются условия (4.2.2). В отличие от ограничений на 
uk, ограничения на uj*, vj* определяются чисто математической стороной дела: 
поиском решения задачи 4.1.1 в рамках рассматриваемого подхода. 
Для решения указанной линейной игровой задачи для системы (4.1.7) ис-
пользуется решение задачи оптимального быстродействия для системы диффе-
ренциальных уравнений [Красовский, 1970; Субботин, Ченцов, 1981] 
jj   , 
 jjj u)1(  , 
  jju || .  (4.2.3) 
Краевые условия те же, что и для системы (4.1.7).  
Система дифференциальных уравнений (4.2.3) получается из (4.1.7) при vj*= 
−рjuj*. Это “наихудшие” vj*, – оптимальные управления “игрока-противника”. 
 Решение задачи оптимального быстродействия для систем типа (4.2.3) име-
ет вид [Понтрягин и др., 1961] 

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


jjjjj
jjjjj
jjju  (4.2.4) 
где ψj ρ(j, μj) = −j − [2j (1−ρj)]−1μj |μj|  − функции переключений.  
В случае задачи 4.1.1, в силу ξ0 = ξ1 = 0, оптимальные траектории системы 
(4.2.3) начинаются и заканчиваются на осях μj = 0.  
Величина 
2/11
0 })]1([|{|2),max(
  jjjjj           (4.2.5) 
определяет минимальное гарантированное время τ достижения положения (4.2.1) 
в вспомогательной линейной игровой задаче.  
R. Isaacs 
(1914-1981) 
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       При этом число τ определяет гарантированное время переориентации в ис-
ходной нелинейной задаче 4.1.1. Отметим, что если vj* отличаются от “наихуд-
ших”, то гарантированное время управления не превышает τ. 
2. Фазовый портрет вспомогательной системы (4.1.7), (4.2.4). Охаракте-
ризуем фазовый портрет системы (4.1.7), (4.2.4) при vj* −рjuj*.  
Начнем с рассмотрения случая vj* ≡ 0. В данном случае движение будет сна-
чала происходить по дугам парабол, являющихся траекториями системы диф-
ференциальных уравнений (4.1.7) при uj* вида (4.2.4).  
В окрестности кривых переключений фазовые траектории системы диффе-
ренциальных уравнений (4.1.7), (4.2.4) с обеих сторон подходят к этим кривым. 
Поэтому, попав на кривые переключений ψj
ρ  = 0, движение будет происходить 
вдоль этих кривых в скользящем режиме до достижения требуемых конечных 
значений ηj = μj = 0. При этом uj* принимают значения ±j* с бесконечно часты-
ми сменами знака, так что “в среднем” имеем uj* = ±(1−ρj)j*  на соответствую-
щих ветвях кривых переключений.  
В общем случае движение будет происходить сначала (до достижения кри-
вых переключений) между дуг парабол, являющихся траекториями систем  
jj  = , 
*)1( jjj u   
при uj* вида (4.2.4). Затем, попав на кри-
вые переключений ψj
ρ  = 0, движение будет 
также происходить вдоль этих кривых в 
скользящем режиме до достижения зна-
чений ηj = μj = 0. Процесс движения, 
начавшийся из точки М0j на фазовой 
плоскости переменных ηj, μj, показан 
жирной сплошной линией на рис. 4.2.1; 
для определенности начальные значения 
переменных ηj  взяты положительными. Выражения ψj0 получаются из ψj
ρ  при  j 
= 0, а выражения ψj
*  – заменой выражений (1– j) на (1+ j). 
      Указанные движения системы дифференциальных уравнений (4.1.7), (4.2.4) трактуем как 
решения в смысле А.Ф. Филиппова [1985]: как абсолютно непрерывные функции, удовле-
творяющие почти всюду соответствующим дифференциальным включениям 
j  Fj = Uj
+ vj
 ( j = 1,3), 
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При этом на участках решений, соответствующим скользящим режимам, вспомогате-
льные управления uj принимают значения ±j с бесконечно частыми сменами знака.  
3. Алгоритм решения задачи 4.1.1. Итерационный алгоритм решения зада-
чи 4.1.1 включает следующие этапы. 
1°. Выбор конструкции (4.1.9) управляющих моментов uk с uj* вида (4.2.4). В 
случае η1   (0, 0, 0, 1), или когда значение η40 мало, достаточно перейти к управ-
ляющим моментам, получающимся из (4.1.9) перестановкой индексов. 
Рис. 4.2.1. Траектории системы (4.1.7), (4.2.4) 
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2°. Оценка уровня β*  “вспомогательных помех” vj* по формулам (4.1.8). 
3°. “Назначение” уровней j* вспомогательных управлений uj*. При этом чис-
ла j*, β* предопределяют соответствующее значение τ = t1 – t0 гарантированно-
го времени переориентации твердого тела. 
4°. Проверка выполнимости ограничений (4.1.4) для управляющих момен-
тов uk. Учитывая равенства (4.1.11), такую проверку можно осуществить на 
множестве Ω возможных состояний вспомогательной линейной конфликтно-
управляемой системы дифференциальных уравнений (4.1.7), (4.2.4).  
Если оценки (4.1.4) не выполняются, или наоборот, есть “резерв” в их вы-
полнении, необходимо продолжить поиск подходящих чисел αj*. В противном 
случае переориентация осуществляется за время τ. 
Достаточные условия, имеющие вид прямых оценок допустимых уровней не-
контролируемых помех, определяющие возможность решения задачи 4.1.1 на ба-
зе предложенного итерационного алгоритма, даются в разделе 4.2.2. 
Прим ер 4.2.1 [Воротников, 1994a, 1998]. Для твердого тела (космического аппарата) с 
А = 4104, В = 8104, С = 5104 (кгм2) рассмотрим задачу 4.1.1 трехосной переориентации из 
начального положения ξ0 = 0, η0 = (0.353; 0.434; 0.432; 0.701) в заданное ξ1 = 0, η1 = (0, 0, 0, 1). 
Допустимые границы изменения помех vi определим неравенствами 
31
23
1
32
1
142
1 10||         BCvAv (c–2)  (123, ABC). (4.2.6) 
Если использовать усиливающие неравенства типа (4.1.8), то из (4.2.6) получаем следу-
ющие завышенные оценки допустимых уровней помех 
 6222
22
3
22
14
1 10)(       BCA  (c–2).                                                                      (4.2.7) 
Оценки (4.2.7) выполняются, например, в следующих случаях: 1) β1 = β3 = 0, β2 = 160;  2) 
β1 = β2 = 0, β3 = 100;  3) β2 = β1 = 0, β3 = 80 (Нм). Однако реальные значения vi в рамках огра-
ничений (4.2.6) могут оказаться существенно выше. 
 Предположим, что исходя из технических требований гарантированное время переор и-
ентации τ (при заданных допустимых границах изменения помех vi) не должно превышать τ 
= 70 (с). Оценим, какие ресурсы потребуются для переориентации посредством  управляю-
щих моментов uk вида (4.1.9), (4.2.4). 
Заданное значение τ, в силу (4.2.4), (4.2.5), предопределяет уровни j* вспомогательных 
управлений uj*. Будем исходить из равенств τ = τj, означающих “выравнивание” гарантиро-
ванного времени переориентации по каждой из ηj. В итоге получаем соотношения 
     2/110 })]1([{2 jjj . (4.2.8) 
Учитывая, что j*(1−ρj) = j*− β
*, где β* = 10−3 в случае (4.2.7), из (4.2.8) находим 
1*= 1.28910–3, 2*= 1.35410–3, 3*= 1.35310–3 (с–2).  (4.2.9) 
Оценим значения k = max |uk| управляющих моментов (4.1.9), (4.2.4), (4.2.9). 
1°. Случай vj* = −ρjuj*  “наихудших” vj*. Значения k = max |uk| можно найти вдоль опти-
мальных траекторий системы (4.2.3). Необходимые для вычислений выражения сведены в 
таблицу 4.2.1. 
Расчет показывает, что  
1 = 137.8; 2 = 300.6; 3 = 203.2 (Нм).  (4.2.10) 
Более точно, при “наихудших” помехах vj* управляющие моменты (4.1.9), (4.2.4), (4.2.9) 
являются кусочно-непрерывными функциями с разрывами при t = τ/2, изменяющимися в 
пределах 81.0 ≤ |u1| ≤ 137.8; 209.7 ≤ |u2| ≤ 300.6; 120.6 ≤ |u3| ≤ 203.2 (Нм); рис.4.2.2. 
Решая уравнения для vj* относительно vi, получаем выражения 
v1 = 2A4−1[(42+12)v1*+(12+43)v2*+(13−42)v3*]  (123, ABC).           (4.2.11) 
Приложения к нелинейным игровым задачам управления ориентацией асимметричного твердого тела ...  
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Таблица 4.2.1 
 t  *
ju   j   j   
],0[ 21   *
j  tjj
*)1(   
2*
2
1
0 )1( tjjj    
],( 21   *j  )()1(
*   tjj  
2*
2
1 )()1(   tjj  
 
По формулам (4.2.11) можно найти программу изменения помех vi, соответствующих 
“наихудшим” реализациям vj*. В данном случае помехи vi являются кусочно-непрерывными 
функциями с разрывами при t = τ/2, изменяющимися в пределах 80.0  |v1|   105.2; 159.1  
|v2|   220.4; 100.0   |v3|   153.3 (Нм). Отметим, что при этом величины j, характеризующие 
отношения уровней помех vi к уровням управлений uk изменяются в пределах 0.611   |γ1|   
1.030; 0.688   |γ2|   0.944; 0.634   |γ3|   0.926. 
        2°. Случай vj* ≡ 0 отсутствия помех. В данном 
случае имеет место скользящий режим вдоль кривых 
переключений, и “в среднем” имеем uj = (1−ρj)j 
или uj = −(1−ρj)j на соответствующих ветвях кри-
вых переключений.  
Для оценки уровней управляющих моментов uk 
вида (4.1.9), (4.2.4), (4.2.9) будем полагать, что:  
1) скольжение происходит строго по кривым пе-
реключений за время, соответствующее указанным 
“средним” значениям uj;  
2) вдоль кривых переключений uj принимают 
значения ±j с конечным числом смены знака.  
Необходимые для оценки |uk| выражения сведе-
ны в таблицу 4.2.2, где 
2/1
0
10 )]}1(2[)]2({[ ijjjjT  
   ,   010 )2()1(  jjjj TT  . 
Таблица 4.2.2 
t  *ju  j  j
 
],0[ *0jT  
*
j  tj
*  
2*
2
1
0 tjj    
],( 0*0 TTj  
*
j  )()1(
0*
jjj Tt   
20*
2
1 )()1( jjj Tt   
]max,( 00 jj TT  0 0 0 
 
Теперь, в отличие от предыдущего случая, время Tj0 приведения по каждой из перемен-
ных ηj будет различным: Tj0 < τ и T10 = 54.73; T20  = 55.63; T30 = 55.55 (с). Расчет показывает, 
что в данном случае, в отличие от (4.2.10), имеем  
1 = 137.8; 2 = 307.7; 3 = 290.5 (Нм).  (4.2.12) 
Оценим работу конструкции (4.1.9), (4.2.4) управляющих моментов uk в случае vj* ≡ 0. 
Для этого в (4.2.4) вместо кривых переключений ψj
ρ 
= 0 возьмем кривые переключений ψj0 = 
0. В рамках указанной конструкции время переориентации Т = 70 (с) (равное этому же зна-
чению  в “возмущенной” задаче), достигается при 1 = 32.6; 2 = 80.1; 3 = 68.0 (Нм).  
Однако подчеркнем, что при заданных уровнях (4.2.7) помех vi управляющие моменты 
(4.1.9), (4.2.4) с кривыми переключений ψj0 = 0 не могут обеспечить переориентацию за ко-
нечное время. Действительно, в данном случае 1*= 2.88610–4; 2* = 3.54410–4; 3*= 3.52710–4 
(c–2) и значения  j хотя бы для одного j будут превышать отношение “золотого сечения”. 
 На основании результата Ф.Л. Черноусько [1990а] это означает, что вспомогательные 
управления uj* вида (4.2.4) с кривыми переключений ψj0 = 0 не гарантируют перевод пере-
Рис. 4.2.2. Управляющие моменты uk в случае 1° 
Рис. 4.2.2. Управляющие моменты uk 
в случае 1° 
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менной ηj с указанным индексом j в положение ηj = μj = 0 за конечное время. В то же время 
управляющие моменты (4.1.9), (4.2.4) с кривыми переключений ψj
ρ 
= 0 в (4.2.4), как показано, 
обеспечивают требуемую переориентацию твердого тела. 
Таблица 4.2.3 
t *ju  j  j
 
],0[ *jT  
*
j  tjj
*)1(   2*2
1
0 )1( tjjj    
],( * jj TT  
*
j  )()1(
*
jjj Tt   
2*
2
1 )()1( jjj Tt   
]max,( jj TT  0 0 0 
 
3°. Случай vj* = ρjuj*. В данном случае при движении вдоль кривых переключений вспо-
могательные управления uj принимают значения ±j с бесконечно частыми сменами знака, 
так что “в среднем” имеем uj= (1+ρj)−1(1−ρj)j или uj= −(1+ρj)−1(1−ρj)j на соответствую-
щих ветвях кривых переключений. Для оценки уровней управляющих моментов uk использу- 
ем указанную в предыдущем пункте схему. Необходимые для вычислений выражения све-
дены в таблицу 4.2.3, где 
2/1
0
1 )]}1([)]1({[ jjjjjT  
   ,  jjj TT
1)1(2   . 
Как и в случае 2°, время Tj приведения по каждой из переменных ηj будет различным. При 
этом Tj < Tj0 < τ и Т1 = 52.49; Т2 = 53.12; Т3 = 53.05 (с). Расчет показывает, что в данном случае, в 
отличие от (4.2.10), (4.2.12), получаем 
1 = 137.8; 2 = 338.2; 3 = 322.5 (Нм). (4.2.13) 
4°. Случай v1* ≡ 0, v2* = ρ2u2*, v3* = ρ3u3*. Необходимые для вычислений выражения полу-
чаются соответствующей комбинацией выражений из таблиц 4.2.2 и 4.2.4. В данном случае, в 
отличие от (4.2.10), (4.2.12), (4.2.13), имеем  1 = 191.3; 2 = 429.8; 3 = 234.8 (Нм). 
Выводы . 1°. Уже анализ только случаев 2° 4° показывает, что значения управляющих 
моментов uk вида (4.1.9), (4.2.4), (4.2.9) могут достаточно сильно изменяться при отклонении 
“вспомогательных помех“ vj* от “наихудших” vj* = −ρ uj* (случай 1°).  
А именно, max (k) = 429.8 (Нм) в случаях 1° 4°.  
В то же время оценка max (k)  на основе различных комбинаций “реберных*” vj* = ρjuj 
и “промежуточных” vj* ≡ 0 реализаций vj* оказывается достаточно точной. Так, при модели-
ровании исходной нелинейной системы не было замечено ни одной допустимой реализации 
помех, при которой значение max (k) было бы больше 440 (Нм). Подобная возможность оцен-
ки уровней управляющих моментов uk в рассматриваемой нелинейной игровой задаче 
управления до некоторой степени аналогична той, что имеет место при анализе робастной 
устойчивости на основе “реберных” теорем [Харитонов, 1978, Bartlett и др., 1987]. 
2°. При заданных уровнях помех vi “невозмущенная” конструкция (4.1.9), (4.2.4) с кри-
выми переключений ψj0 = 0 в (4.2.4), в которой j* находятся из расчета на время переориен-
тации Т = 70(с), не в состоянии решить задачу 4.1.1 за конечное время. 
4.2.2. Оценки допустимой области неконтролируемых помех  
Найдем прямые оценки допустимых уровней помех, определяющие возмож-
ности решения задачи 4.1.1 посредством управляющих моментов (4.1.9), (4.2.4). 
Рассмотрим три типа ограничений на управляющие моменты uk. 
1) “Покомпонентные” ограничения (4.1.4), определяющие прямоугольную 
область допустимых значений uk. Такие ограничения соответствуют трем парам 
двигателей, фиксированных по отношению к связанным с телом осям. 
2) Суммарное ограничение 
       u   2/1213
21
2
21
1 ])()()[(|||| CuBuAu ,  (4.2.14) 
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определяющее эллипсоидальную область допустимых значений uk: система уп-
равления с “общим энергетическим источником” [Белецкий, 1965]. 
3) Суммарное ограничение 
auuu       u  2/123
2
2
2
1 )(|||| ,  
определяющее сфероидальную область допустимых значений, соответствует па-
ре поворотных (верньерных) двигателей [Athans, Falb, 1966]. 
 
 
 
 
 
 
 
 
 
1. Прямоугольная область допустимых значений управляющих момен-
тов. Пусть уровни k управляющих моментов uk заданы. Найдем оценку допу-
стимых уровней βi помех vi, при которых задача 4.1.1 может быть решена по-
средством управляющих моментов (4.1.9), (4.2.4). Обозначим 
) , ,min(  13
1
2
1
1
 CГBГAГГ , iiiГ 
2/12
0
2
40 )  1(  
 . 
Теорема 4.2.1 [Воротников, 1999b]. Если область помех имеет вид 
ГCBA 3
32/121
3
21
2
21
1   ])( )( )[( 
  , (4.2.15) 
то задача 4.1.1 может быть решена посредством управляющих моментов 
(4.1.9), (4.2.4), удовлетворяющих заданным ограничениям (4.1.4). 
Доказательство проведем в два этапа. I. Сначала получим оценки uk на 
множестве Ω состояний системы (4.1.7), (4.2.4). Для удобства представим выра-
жения (4.1.9) для uk в виде двух слагаемых: uk = uk(1)+ uk(2). Для каждого k  выраже-
ния uk(1) включают только члены с uj*. В uk(2) входят оставшиеся члены из (4.1.9). 
Используя неравенство Коши−Буняковского−Шварца, имеем оценки 
 
.])([,),123(])(1[2
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2/122/12
1
1
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1
2
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1
4
)1(
1
 
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jABCA
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
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 (4.2.16) 
При фиксированных j*, βj* (таких, что j* > βj*) фазовый портрет системы 
(4.1.7), (4.2.4) для каждого j показан на рис. 4.2.2. На основе его анализа заклю-
чаем, что на множестве Ω выполнены соотношения 20
2
jj   , 
2
40
2
4   . Поэтому 
неравенства (4.2.16) принимают вид 
 
2/12
10
2
40
)1(
1
)1(
1 )1(2|| 
        Afu   (123, ABC).  (4.2.17) 
Для оценки uk(2) используем равенства (4.1.11). При их учете справедливы 
соотношения 
  211421)2(1 |)|||(  || iBCAu    (123, ABC), 
Рис. 4.2.3. Прямоугольная, эллипсоидальная и сфероидальная области допустимых значений управляю-
щих моментов: uk могут принимать любые значения внутри и на границах параллелепипеда (1),  
эллипсоида (2) и сферы (3) заданных размеров 
  u3 
      
     u1 
    u2 u2 
u1 
u3 
(2) (1) (3) 
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 (4.2.18) 
Оценим μj2 на множестве Ω. Заметим, что max (μj2) достигается в точках Nj, 
где дуги парабол, соответствующие системам  
jj     , 
 jjj u)1(     ,  
пересекаются с кривыми переключений ψj ρ = 0. На фазовой плоскости (ηj, μj) ука-
занные кривые определяются соответственно уравнениями 
21
2
1
0 )]1([ jjjjj 
       , 212
1 )]1([ jjjj 
   .  (4.2.19) 
Решая систему (4.2.19) относительно μj2, находим значения 
])()[()(||)( 2210
2    jjjj     (4.2.20) 
величин μj2 в точках Nj. Поскольку μj2 ≤ (μj+)2 на множестве Ω, то учитывая 
(4.2.18), (4.2.20), получаем оценки 
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  (4.2.21) 
В результате имеем 
(1) (2)| |k k k ku f f f      , (4.2.22) 
где fk(1), fk(2) определяются соотношениями (4.2.17), (4.2.21). 
II. Используем полученные оценки (4.2.22) для доказательства теоремы 
4.2.3. Пусть условие (4.2.15) выполнено. Число β*, задающее уровни “вспомога-
тельных помех” в линейной системе (4.1.7), определяется согласно (4.1.8). По-
этому β* < 6
3 Г. Чтобы максимально использовать оценку (4.2.15), положим 
β*  = 6
3 Г − ε,  (4.2.23) 
где ε – сколь угодно малое фиксированное положительное число. 
Покажем, что при выполнении условия (4.2.15) найдутся числа такие, что: 1) 
j* > β*; 2) на множестве Ω имеют место неравенства 
kkk ff   
)2()1( ,  (4.2.24) 
гарантирующие выполнение ограничений (4.1.4) на uk. Для этого выберем 
* j , Г6
3*       . (4.2.25) 
В случае (4.2.23), (4.2.25) j* > β* при любом сколь угодно малом фиксиро-
ванном ε > 0. Следовательно, вспомогательная игровая задача для линейной си-
стемы (4.1.7) разрешима. 
Покажем теперь, что при достаточно малом ε > 0 на Ω выполнено неравен-
ство (4.2.24). Подставляя (4.2.23), (4.2.25) в выражения для fk(1) и fk(2), имеем 
ГAf 2/1210
2
40
)1(
1 )  (1 
   (123, ABC),  (4.2.26) 
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  (4.2.27) 
Поскольку Г   Гj, то на основании (4.2.26)  
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kkf   
)1( . (4.2.28) 
В силу (4.2.27), при достаточно малом ε > 0 значения fk(2) будут сколь угодно 
малыми. В результате, на основании (4.2.28), выбором достаточно малого ε > 0 
в (4.2.23) можно добиться, чтобы при выполнении условия (4.2.15) также вы-
полнялось и условие (4.2.24). ■ 
Обсуждение теорем ы 4.2.2. 1°. Оценка (4.2.15) носит достаточный характер вви-
ду завышенности используемых в процессе доказательства неравенств. 
2°. Условие (4.2.15) гарантирует решение задачи 4.1.1 при достаточно большом (хотя и 
конечном) значении τ. Пусть условие (4.2.15) выполняется с “запасом”, т.е. 
,  ])( )( )[( 3
32/121
3
21
2
21
1 
 ГCBA    
где Δ > 0 – некоторое число. В этом случае, при тех же заданных ограничениях (4.1.4) на uk, зада-
ча 4.1.1 также разрешима, причем гарантированное время τ переориентации будет тем меньше, 
чем больше Δ.  Для нахождения τ можно использовать итерационный алгоритм из раздела 4.2.1. 
2. Эллипсоидальная область допустимых значений управляющих мо-
ментов. Предположим, что вместо покомпонентных ограничений (4.1.4), вектор 
uL управляющих моментов удовлетворяют ограничению (4.2.14). Также счи-
таем, что помехи v  L  могут реализовываться в виде любых интегрируемых по 
Лебегу функций v[t] в рамках ограничений 
      v   2/1213
21
2
21
1 ])()()[(|||| CBA . (4.2.29) 
Найдем условие на , β и η40, которое определяет возможность решения за-
дачи 4.1.1 посредством управляющих моментов (4.1.9), (4.2.4). 
Теорема 4.2.2 [Воротников, 1999b, 2001]. Если область помех имеет вид  
β < 3
3 ׀η40׀,              (4.2.30) 
то задача 4.1.1 решается посредством управляющих моментов (4.1.9), (4.2.4), 
удовлетворяющих заданному ограничению (4.2.14). 
Доказательство. I. Сначала получим оценки uk на множестве Ω. Для вы-
ражений uk(1) справедливы равенства 
    }][{4)()()( 222421)1(321)1(221)1(1 jjj uuCuBuAu       .  (4.2.31) 
На множестве Ω выполнено соотношение 240
2
4   . Поэтому, используя не-
равенство Коши−Буняковского−Шварца, на основании (4.2.31) имеем 
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 (4.2.32) 
Для uk(2) справедливы оценки (4.2.21). 
II. Используем полученные оценки для доказательства теоремы 4.2.3. Пусть 
условие (4.2.30) выполнено. В данном случае β* < 6
3 ׀η40׀. Чтобы максимально 
полно использовать оценку (4.2.30), положим 
β*  = 6
3 ׀η40׀ − ε,  (4.2.33) 
где ε – сколь угодно малое фиксированное положительное число. 
Глава 4 
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Покажем, что при выполнении условия (4.2.30) найдутся числа j* такие, 
что: 1) j* > β*; 2) на множестве Ω выполнено заданное ограничение (4.2.14) на 
управляющие моменты uk. Для этого выберем 
* j ,  || 406
3*  . (4.2.34) 
В случае (4.2.33), (4.2.34) j* > β* при любом сколь угодно малом фиксиро-
ванном ε > 0. Следовательно, вспомогательная игровая задача для линейной си-
стемы (4.1.7) разрешима.  
Покажем теперь, что при достаточно малом ε > 0 на множестве Ω выполне-
но ограничение (4.2.14). Подставим (4.2.33), (4.2.34) в выражения для uk. На ос-
новании соотношений (4.2.21) и (4.2.32) имеем 
   ,]||[124)()()( 224063240224021)1(321)1(221)1(1          iuCuBuAu  (4.2.35) 
   )(|}||]|||||{[4|| 010140240)2(1  OBCAu j      (123, ABC).  (4.2.36) 
В силу (4.2.36), при достаточно малом ε > 0 значения uk(2) будут сколь угод-
но малыми. В результате, на основании (4.2.35), выбором достаточно малого 
ε > 0 в (4.2.33) можно добиться, чтобы при выполнении (4.2.30) также выполня-
лось и ограничение (4.2.14) на управляющие моменты uk. ■ 
Обсуждение теорем ы 4.2.3. 1°. Оценка (4.2.30) имеет характер достаточных усло-
вий. Она гарантирует решение задачи 4.1.1 при достаточно большом (хотя и конечном) зна-
чении τ. Если оценка (4.2.30) выполняется с “запасом”, то для нахождения гарантированного 
времени переориентации τ можно использовать итерационный алгоритм из раздела 4.2.1. 
2°. Подчеркнем, что оценка (4.2.30) допустимой области неконтролируемых помех в за-
даче 4.1.1 непосредственно связана с предложенной конструкцией (4.1.9) управляющих мо-
ментов. Такая конструкция – одна из возможных конструкций (4.1.10), переходящих одна в 
другую перестановкой индексов. С учетом данного обстоятельства, а также сделанного до-
пущения η1 = (0,  0,  0,  1), в формуле (4.2.30) можно, не нарушая общности, считать |η40|  ½. 
3. Сфероидальная область допустимых значений управляющих моме н-
тов. Пусть имеют место неравенства 
  aui 2/12 ][||||u ,   bi 2/12 ][|||| v , 
где a, b – заданные положительные числа. Введем обозначения 
A* = max (A, B, C),  A* = min (A, B, C),    = A*(A
*)–1. 
Если область помех имеет вид  
b 3
3   |η40| a,   
то задача 4.1.1 решается посредством управляющих моментов (4.1.9), (4.2.4), 
удовлетворяющих заданному ограничению ||u||   a. 
Доказательство проводится по той же схеме, что и доказательство теоремы 4.2.2, с уче-
том неравенств A||u|| ||u|| A||u||, A||v|| ||v|| A||v||. 
При этом вместо (4.1.8), (4.2.32) имеем оценки 
bACvBvAvvj
1
2
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1 )(  ])( )( )[(     |  | 
  ,  ||u(1)||2   22240 )(4 juA   ,   
так что в данном случае β*= 2
1 (А*)−1b. 
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4.2.3. Модификация предложенного подхода  
Предложенный метод решения задачи 4.1.1 допускает модификацию в на-
правлении получения более простых и, следовательно, более удобных для прак-
тического использования управляющих моментов. В частности, в них можно 
избавиться от составляющих, компенсирующих гироскопические моменты тела. 
Управляющие моменты упрощаются за счет усложнения структуры “вспо-
могательных помех” в образующихся линейных системах [Воротников, 1995c, 
1997с, 1998]. В данном случае оценки “вспомогательных помех” требуют рас-
чета на множестве состояний линейных вспомогательных конфликтно-упра-
вляемых систем. Для проведения оценок предложен принцип “назначения и по-
следующего подтверждения” уровней этих помех. Несмотря на указанное отли-
чие, предлагаемая модификация метода не предполагает усложнения расчетов. 
1. Используемая конструкция управляющих моментов. Перегруппиро-
вывая слагаемые в выражениях (4.1.6), представим их в виде 
1 = f1
*( , u) + φ1*(ξ,  , v), 
)( 123
1
32
1
142
1
1
  BuCuAuf      , (4.2.37) 
  2141122313321114211  ])()()([ iBMCMAM        ( 123), 
321 )( CBM     (123, ABC). 
Трактуем f j* и φj* соответственно как вспомогательные управления uj* и по-
мехи vj*. В результате выражения (4.2.37) можно рассматривать как линейную 
конфликтно-управляемую μ-систему вида (4.1.7). В отличие от раздела 4.1, оцен-
ки уровней vj* затруднены и предполагают применение принципа “назначения и 
последующего подтверждения” уровней этих помех. 
Управляющие моменты uk выражаются через uj* следующим образом 
u1 = 2A4−1[(42 +12)u1* +(12 +43)u2* +(13 −42)u3*]   (123, ABC). (4.2.38) 
Конструкцию (4.2.38), наряду с (4.1.9), будем рассматривать как ещё одну 
общую структурную форму управляющих моментов в задаче 4.1.1. Эта кон-
струкция управляющих моментов uk проще конструкции (4.1.9), ибо она не со-
держат слагаемых, зависящих явно от ξi; в частности, в (4.2.38) нет составляю-
щих, компенсирующих гироскопические моменты М1 = (B – C)ξ2ξ3 (123, ABC) тела. 
Структура (4.2.38) управляющих моментов, как и структура (4.1.9), содержит сомножитель 
1/4, формально приводящий к “особенности”. Однако анализ показывает, что и в этом случае 
при η1 = (0, 0, 0, 1)  в процессе управления |η4| [|η40|, 1]. Поэтому “особенности” не возникает.  
Если значение η40 мало или η1 ≠ (0, 0, 0, 1) то, как и прежде, достаточно перейти к управ-
ляющим моментам, получающимся из (4.2.39) перестановкой индексов и коэффициентов. 
В данном случае решение задачи 4.1.1 предполагает следующие этапы. 
1°. Выбор конструкции (4.2.38) управляющих моментов uk с uj* типа (4.2.4). На 
этом этапе не только j*, но и (в отличие от раздела 4.2.1) уровни vj*, не определены. 
2°. Предварительный выбор величины τ  и “назначение” уровней βj*. Соглас-
но (4.2.5), это предопределяет j*, ρj. При τj = τ (“выравнивание” времени управ-
ления по каждой из переменных ηj) имеем равенства 
 
2
0||4
   jjj     . (4.2.39) 
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3°. Проверка фактического выполнения неравенств ׀vj*׀ ≤ βj*  на множестве 
Ω состояний линейной конфликтно-управляемой системы дифференциальных 
уравнений (4.1.7) с uj* типа (4.2.4). Тем самым используется принцип “назначе-
ния и последующего подтверждения” для оценки vj*.  
4°. Проверка выполнимости ограничений на управляющие моменты uk на 
множестве Ω.  
2. Оценки допустимой области неконтролируемых помех . Найдем пря-
мые оценки допустимых уровней помех, определяющие возможности решения 
задачи 4.1.1 на базе конструкции управляющих моментов (4.2.38), (4.2.4).  
Рассмотрим два типа ограничений на uk: “покомпонентные” ограничения 
(4.1.4) и суммарное ограничение (4.2.14), определяющие соответственно прямо-
угольную и эллипсоидальную области допустимых управляющих моментов. 
 Случай сфероидальной области допустимых управлений может быть рас-
смотрен также, как в разделе 4.2.2. 
1. Прямоугольная область допустимых значений управляющих моментов. 
Найдем достаточное условие на k, βi и η40, определяющее возможность реше-
ния задачи 4.1.1 посредством конструкции (4.2.38), (4.2.4). 
Теорема 4.2.3 [Воротников, 1999b]. Если область помех имеет вид 
(4.2.15), то задача 4.1.1 может быть решена посредством управляющих мо-
ментов (4.2.38), (4.2.4), удовлетворяющих заданным ограничениям (4.1.4). 
Доказательство проведем в два этапа. I. Получим оценки vj* на множестве Ω. 
Имея в виду неравенства ׀ξ1ξ2׀ ≤ ½∑ξi2 (123), а также неравенство Коши−Буняковс-
кого−Шварца, выражения vj* = φj* в (4.2.37) можно оценить следующим образом 
   24121233214411 |||| ii Lrrrv        , 
2/121
3
21
2
21
12
1 ])()()[(   CBA      ,  
 2/12)1( irL    , 11 )(  BCAr     (123, ABC). 
При этом, в силу (4.2.18), (4.2.20), приходим к соотношениям  
     ])()[()(||)( 22102402240241 jjjjji        . 
В результате 

  ])()[()(||| 2210
2
40 jjjjj Lv        | .  (4.2.40) 
Оценки для управляющих моментов (4.2.38) также можно получить на ос-
нове неравенства Коши−Буняковского−Шварца. Эти оценки имеют вид 
 
2/12
10
2
40
)1(
11 )1(2    || 
  Afu  (123, ABC).  (4.2.41) 
II. Используем полученные оценки (4.2.40), (4.2.41) для доказательства тео-
ремы. Покажем, что при выполнении условия (4.2.15) найдутся числа j*, βj*  
такие, что: 1) j*> βj*; 2) на множестве Ω справедливы неравенства 
  jjv || , (4.2.42) 
“подтверждающие” назначенные уровни βj*, а также неравенства 
kkf    
)1(
, (4.2.43) 
гарантирующие выполнение заданных ограничений (4.1.4). 
Приложения к нелинейным игровым задачам управления ориентацией асимметричного твердого тела ...  
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В силу (4.2.15) β* < 6
3 Г. Положим 
  Г63  , Гj 6
3   , 16
3    Гj ,  (4.2.44) 
где ε, ε1 – сколь угодно малые числа, такие, что ε > ε1 > 0. 
В случае (4.2.44) j* > βj* при любом сколь угодно малом фиксированном ε > 
0. Следовательно, вспомогательная игровая задача для линейной системы вида 
(4.1.7) разрешима.  
Покажем теперь, что при достаточно малом ε > 0 на множестве Ω выполне-
ны неравенства (4.2.42). В самом деле, при достаточно малом ε > 0 значение φ в 
(4.2.40) будет сколь угодно мало отличаться от значения φ = β*. Учитывая 
(4.2.44), имеем |vj
*|  βj* на множестве Ω. Значит на множестве Ω “подтвер-
ждаются” назначенные уровни (4.2.44) “вспомогательных помех” vj*.  
Используя выражения для j* из (4.2.44) в неравенствах (4.2.41), а также 
учитывая Г  Гi, получаем |uk|  k на множестве Ω.  
В результате выбором достаточно малого ε > 0 можно добиться, что при вы-
полнении условия (4.2.15):  
1) “подтверждаются” назначенные уровни vj*;  
2) имеют место оценки (4.1.4) для управляющих моментов (4.2.38), (4.2.4). ■ 
Прим ер 4.3.1 [Воротников, 1999b]. Рассмотрим переориентацию тела с А = 4×104, В = 
8×104, С = 5×104 (кгм2) из положения ξ0 = 0, η0 = (0.353; 0.434; 0.432; 0.701) в положение η1 = 
(0, 0, 0, 1). Пусть αk = 600 (Нм) в покомпонентных ограничениях (4.1.4). 
Оценка (4.2.15) принимает вид 
||β||* = [(1A–1)2 +(2B–1)2 +(3C–1)2]1/2  0.492B–1 = 3.67×10–3 (c–2 ). (4.2.45) 
Если, например β1 = β3 = 0, то β2 < 294 (Нм).  
Пусть оценка (4.2.15) выполняется с “запасом” 
||β||*  210−3 (c–2).  (4.2.46) 
В данном случае β* = 10–3 (c–2). Используя неравенства (4.2.22), получаем τ = 70.9 (с) при 
переориентации посредством управляющих моментов (4.1.9), (4.2.4). При этом выдержива-
ется заданное ограничение max (k ) = 600 (Нм).  
Рассмотрим теперь ту же задачу переориентации посредством управляющих моментов 
(4.2.38), (4.2.4), и сравним полученные решения.  
Пусть оценка (4.2.45) выполняется с “запасом”, и имеет место неравенство (4.2.46). В 
данном случае β* = 10–3 (c–2). Полагая τ = 70.9 (с) (гарантированное время при переориента-
ции посредством управляющих моментов (4.1.9), (4.2.4)) и используя неравенства (4.2.40), 
можно положить j* = 245×10–5(с–2).  
Учитывая соотношения (4.2.41), заключаем, что max (k) = 672.3 (Нм). 
Сравнение показывает, что при одинаковых ограничениях на управляющие моменты га-
рантированное время переориентации больше при использовании конструкции (4.2.38), (4.2.4). 
2. Эллипсоидальная область допустимых значений управляющих моментов. 
Найдем достаточное условие на , β и η40, определяющее возможность решения 
задачи 4.1.1 посредством конструкции (4.2.38), (4.2.4) при ограничении (4.2.14). 
Теорема 4.2.4 [Воротников, 1999b, 2001]. Пусть область помех имеет 
вид (4.2.30). Тогда задача 4.1.1 решается посредством управляющих моментов 
(4.2.38), (4.2.4), удовлетворяющих заданному ограничению (4.2.14). 
Доказательство по той же схеме, что и доказательство теоремы 4.2.4.  
Глава 4 
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4.3. ГАРАНТИРОВАННАЯ  ТРЕХОСНАЯ  ПЕРЕОРИЕНТАЦИЯ   
ПРИ  НЕКОНТРОЛИРУЕМЫХ  ПОМЕХАХ  
И  НЕОПРЕДЕЛЕННЫХ  ПАРАМЕТРАХ  ТЕЛА 
Реализация решающих задачу 4.1.1 управляющих моментов (4.1.9) или (4.2.38) 
предполагает знание величин моментов инерции твердого тела. Вместе с тем мо-
менты инерции тела могут быть известны лишь в оценочном плане, причем область 
допустимого “разброса” их значений может быть достаточно большой. Поэтому 
предложенный выше метод решения задачи 4.1.1 требует развития применительно 
к указанной ситуации параметрической неопределенности.  
Сначала рассматривается задача переориентации для семейства (класса) тел. 
Для каждого тела из этого класса положение центра инерции и главных централь-
ных осей инерции (на которые подаются управляющие моменты) считаются задан-
ными. Величины же главных центральных моментов инерции тел данного класса 
могут различаться существенным образом.  
Затем рассматривается более общая задача: задача управления ориентацией 
асимметричного твердого тела, для которого заданы с “разбросом” не только глав-
ные центральные моменты инерции, но и также сами направления главных цен-
тральных осей инерции. 
4.3.1. Гарантированная трехосная переориентация для класса тел  
Укажем способ построения управляющих моментов в задаче переориента-
ции при неконтролируемых помехах не для одного тела, а для семейства (клас-
са) асимметричных твердых тел. 
1. Постановка задачи. Рассмотрим семейство (класс) твердых тел, для каж-
дого из которых положение центра инерции, а также направление главных цен-
тральных осей инерции (на которые подаются управляющие моменты), считаем 
известными.  
Вращательное движение тел данного семейства (класса) можно описать си-
стемой (4.1.1)–(4.1.3), в которой величины А, B, С постоянны, но принимают 
любые значения в некоторых пределах 
  AAA ,   BBB ,    CCC . (4.3.1) 
Здесь А−, В−, С−, А+, В+, С+ – заданные числа, удовлетворяющие “неравенствам 
треугольника” А± ≤  В± + С±, В± ≤  А± + С± , С± ≤  А± + В±. Величины ΔA = А+ − А− и со-
ответствующие значения ΔB и ΔC не предполагаются малыми. 
Пусть управляющие моменты удовлетворяют ограничению 
221
3
21
2
21
1 ])([])([])([     
 CuBuAu ,  (4.3.2) 
а помехи – ограничению 
221
3
21
2
21
1 ])([])([])([     
 CvBvAv .  (4.3.3) 
Задача 4.3.1.  Найти вектор uL управляющих моментов, при любых v  
L  переводящий каждое из тел семейства (4.3.1) за конечное время из началь-
ного состояния η(t0) = η0 в заданное η(t1) = η1. Оба состояния являются состо-
яниями покоя ξ(t0) = ξ0 = ξ(t1) = ξ1 = 0. Момент времени t1 > t0 не фиксируется. 
Не нарушая общности далее считаем η1 = (0, 0, 0, 1).  
Приложения к нелинейным игровым задачам управления ориентацией асимметричного твердого тела ...  
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2. Вспомогательная линейная конфликтно-управляемая система. В рам-
ках метода “эквивалентной линеаризации” решение задачи 4.3.1 можно прове-
сти следующим образом. В силу (4.3.1) имеем 
 AAA 1   , 
 BBB 2   , 
 CCC 3   , 
где δi – любое число из заданного диапазона  
      δi  [0, δi+],  δi+ = (A+)(A−)−1 − 1  (123, ABC).  
      Воспользуемся непосредственно проверяемыми равенствами 
 )1()()]1([ 1
11
1
1    AAA   (123, ABC), 1)1(   iii  , 
с учетом которых имеем 
1 = f1
**( , u) + φ1**(ξ,  , u, v), (4.3.4) 
 φ1**=  φ1*–  ½[4δ1*u1(A−)−1 + 2δ3*u3(C−)−1+3δ2*u2(B−)−1]  (123, A−B−C−), 
где φj* определяются согласно равенствам (4.2.37), а f j** получаются из φj** при 
φj*= 0 и δ1*= δ2*= δ3* = −1. 
Трактуя f j** и φj** соответственно как вспомогательные управления uj* и по-
мехи vj*, равенства (4.3.4) можно рассматривать как конфликтно-управляемую 
систему дифференциальных уравнений (4.1.7). 
3. Используемая конструкция управляющих моментов. В силу (4.3.4) 
“исходные” управляющие моменты uk имеют вид 
u1 = 2A−4−1[(42 +12)u1* + (12 +43)u2* + (13 −42)u3*]   (123, ABC).  (4.3.5) 
Для оценок “вспомогательных помех” vj* предлагается принцип “назначе-
ния” и последующего подтверждения их уровней на множестве состояний ли-
нейной системы (4.1.7). 
Решение задачи 4.3.1, как и в разделах 4.1, 4.2, далее строится на базе реше-
ния соответствующих игровых задач для линейной системы (4.1.7). В результа-
те конструкцию (4.3.5) можно рассматривать как общую структурную форму 
управляющих моментов в задаче 4.3.1. 
4. Алгоритм решения задачи 4.3.1.  Решим задачу о быстрейшем переводе 
системы (4.1.7) в положение ηj = μj = 0 при любых допустимых vj*. Соответству-
ющие ограничения вновь примем в виде 
  jju || , 
  jjjjv || , 10  j . 
Решение данной задачи дают управления (4.2.4). 
Итерационный алгоритм решения задачи 4.3.1 посредством управляющих 
моментов  (4.3.5), (4.2.4) включает следующие этапы. 
1°. Назначение βj
* и предварительный выбор величины τ = τj. Это предопре-
деляет значения αj* и ρj  в (4.2.4). 
2°. Проверка фактического выполнения неравенств |vj*| ≤ βj
* и ограничения 
(4.3.2) на множестве Ω состояний системы (4.1.7), (4.2.4). 
Конкретизация алгоритма, упрощающая его применение, дается в разделе 6. 
Структура (4.3.5) управляющих моментов вновь формально приводит к “особенности” 
η4 = 0. Однако в процессе управления |η4| [|η40|,1]. 
Если η1   (0, 0, 0, 1), или η40 мало, то достаточно перейти к управляющим моментам , 
получающимся из (4.3.5) перестановкой индексов. 
Глава 4 
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5. Оценка допустимых уровней неконтролируемых помех. Найдем до-
статочное условие на α, β, η40 и δi, которое определяет возможность решения 
задачи 4.3.1 на базе предложенного подхода. Обозначим δ* = max(δi*). 
Теорема 4.3.1 [Воротников, 2000а]. Если область помех имеет вид 
 )||( 403
3        , (4.3.6) 
то задача 4.3.1 решается посредством управляющих моментов (4.3.5), (4.2.4), 
удовлетворяющих заданному ограничению (4.3.2). 
Доказательство теоремы разобьем на два этапа. I. Для управляющих мо-
ментов  (4.3.5) имеет место равенство 
    }][{4])([])([])([ 2224213212211 jjj uuCuBuAu       . 
Кроме того, 240
2
4    на множестве Ω состояний системы (4.1.7), (4.2.4). По-
этому, используя неравенство Коши-Буняковского-Шварца, по аналогии с 
(4.2.32) получаем соотношение 
   224021321221141 }])([])([])({[ juCuBuAu     .  (4.3.7) 
Получим оценки vj* на множестве Ω. Используя неравенства |x1x2| ≤ ½∑xi2 
(123), а также неравенство Коши-Буняковского-Шварца, выражения vj* = φj** в 
(4.3.4) можно оценить следующим образом 
  2/1213
21
2
21
12
1
1 }])([])([])({[|| CuBuAuv          
,][|||| 241
2/121
40
2
12332144
1     iii Lurrr         
 2
1  , ,)1( 2/12 irL  r1
1))((  BCA    (123, ABC). 
В результате, по аналогии с (4.3.6), приходим к оценкам  
.]})()(|{|][|||| 220
2
40
2/121
40     jjjjj Lv           (4.3.8) 
II. Используем полученные оценки (4.3.7) и (4.3.8) для доказательства тео-
ремы. Покажем, что при выполнении условия (4.3.6) найдутся числа αj*, βj
* та-
кие, что: 1) αj* > βj
*; 2) на множестве Ω справедливы неравенства 
  jjv || , (4.3.9) 
“подтверждающие” назначенные уровни βj
* “вспомогательных помех” vj*, а так-
же неравенство (4.3.2). Учитывая (4.3.6), положим 
,)||( 403
3
2
1            || 406
3    j , 1406
3 ||      j , (4.3.10) 
где ε > ε1 > 0 – сколь угодно малые числа. 
В случае (4.3.10) αj* > βj
* при любом сколь угодно малом фиксированном ε > 
0. Следовательно, вспомогательная игровая задача для линейной системы 
(4.1.7) разрешима.  
Покажем теперь, что при достаточно малом ε > 0 на множестве Ω выполне-
ны неравенства (4.3.9). В самом деле, в этом случае значение φ в (4.3.8) будет 
сколь угодно мало отличаться от значения  || 406
3   . Поэтому, в силу (4.3.10) 
| vj
*| ≤  βj
* на множестве Ω.  
Приложения к нелинейным игровым задачам управления ориентацией асимметричного твердого тела ...  
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Покажем также, что при достаточно малом ε > 0 на Ω выполнено ограниче-
ние (4.3.2). Действительно, учитывая (4.3.7) и (4.3.10), имеем 
.]||[124])([])([])([ 22406
32
40
22
40
21
3
21
2
21
1            jCuBuAu  
Таким образом, выбором достаточно малого ε > 0 можно добиться, чтобы 
при выполнении условия (4.3.6): 1) подтверждаются назначенные уровни vj*; 2) 
имеет место оценка (4.3.2) для управляющих моментов  (4.3.5), (4.2.4). 
Обсуждение теорем ы 4.3.1. 1°. Условие (4.3.6) имеет характер достаточных ус-
ловий, поскольку получено с использованием усиливающих неравенств. 
2°. Условие (4.3.6) гарантирует решение задачи 4.3.1 посредством управляющих момен-
тов (4.3.5), (4.2.4) при достаточно большом (хотя и конечном) значении τ. Если условие 
(4.3.6) выполняется с “запасом”, то для нахождения гарантированного времени переориен-
тации τ можно использовать указанный выше алгоритм, который уточняется в разделе 6. 
3°. Как уже отмечалось при обсуждении теоремы 4.2.3, не нарушая общности рассужде-
нии можно считать |η40|   ½. Поэтому посредством предложенного подхода решение задачи 
4.3.1 всегда возможно при 
4051.03)36(0 1       i , 
а при 1 > |η40| > ½ величины δi  могут превышать 1. 
4°. При δi = 0 условие (4.3.6) переходит в полученную в разделе 4.2 оценку (4.2.30) до-
пустимой области помех при условии точного знания А, В, С. 
5°. С учетом результатов раздела 4.2 можно получить аналоги оценки (4.3.6) для случаев 
покомпонентных ограничений и сфероидальной области допустимых значений uk.   
6. Конкретизация алгоритма решения. Пусть заданы значения α и δi, а 
оценка (4.3.6) выполняется с “запасом”, т.е. 
         )||( 403
3 ,  (4.3.11) 
где Δ > 0 – некоторое заданное число. В случае (4.3.11) для нахождения τ можно 
использовать следующий итерационный алгоритм. 
1°. Полагается αj*= α*, что гарантирует выполнение неравенства (4.3.2). 
2°. Назначается τ = τj. В силу (4.2.5), это предопределяет значения βj
*. 
3°. Проверка фактического выполнения неравенств |vj*| ≤ βj
* на основе оце-
нок (4.3.8). Если эти неравенства не выполняются (или выполняются с “запа-
сом”), значение τ соответственно увеличивается (уменьшается). 
Укажем прямую верхнюю оценку величины . 
Теорема  4.3.2 [Воротников, 2000a]. Если имеет место равенство (4.3.11),  
то справедливы оценки 
122         , 2/12400 )]1(2||[max     
  Lj .  (4.3.12) 
Доказательство.  Положим, согласно (4.3.10). Тогда 
2
0||4
   jj    .  (4.3.13) 
Учитывая соотношения (α*)2– (βj*)2 ≤ 8α*|ηj0|τ−2, получаем оценки 
  2240
2
40
1
40 )1(8||3||           Lv j  (4.3.14) 
.)1(8||)1(8)||( 2240406
322
402
1
2
1
403
3
2
1                    21 LL  
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На основании (4.3.14), неравенства | vj*| ≤  βj
* будут выполнены, если 
2
122
400 )]1(2||[max4         
  Lj . (4.3.15) 
Таким образом, если при сделанном выборе αj* число τ определяется усло-
вием (4.3.15), то справедливы соотношения 
,  |  |         * *jjCuBuAu  
 ,])([])([])([ 213
21
2
21
1  (4.3.16) 
где βj* имеет вид (4.3.13). 
Решая неравенство (4.3.15) относи-
тельно τ2, заключаем, что минимальное 
значение τ, при котором имеют место 
оценки (4.3.16), определяется равен-
ством  = *. Поскольку оценки (4.3.14) 
за-вышенные, то “истинное” значение τ 
минимального гарантированного време-
ни переориентации удовлетворяет усло-
вию (4.3.12). ■ 
Обсуждение теорем ы 4.3.2 . 1°. При 
Δ = 0 имеем τ* = + , что согласуется с уже сде-
ланным выводом: условие (4.3.6), будучи вы-
полненным без “запаса”, гарантирует решение задачи 4.3.1 лишь при достаточно большом τ. 
2°. С учетом результатов раздела 4.2, можно получить аналог оценки (4.3.12) при поком-
понентных ограничениях на uk. 
Прим ер 4.3.1 [Воротников, 2000а]. Рассмотрим переориентацию для класса твердых 
тел с А− = 4×104, В− = 8×104, С− = 5×104 (кгм2) из положения ξ0 = 0, η0 = (0.353; 0.434; 0.432; 
0.701) в положение η1 = (0, 0, 0, 1). 
Пусть α = 11.2×10–3 (с–2), δi = 0.1. Оценка (4.3.6) имеет вид β < 3.51×10–3 (с–2). Считаем, 
что “запас” Δ = 2×10–3 (с–2). Тогда, в силу (4.3.11), β = 1.51×10–3 (с–2). Положим αj* = αj со-
гласно (4.3.10). Используя предложенный алгоритм, найдем, что τ = 117.5 (с) при переориен-
тации посредством управляющих моментов (4.3.5), (4.2.4), в которых αj*= 2.27×10–3 (с–2), 1 
= 0.9548, 2 = 0.9444, 3 = 0.9447. При этом выполняется заданное ограничение (4.3.2). 
Для сравнения, прямая оценка (4.3.12) дает τ* = 119.8 (с). 
4.3.2. Общий случай 
Ситуация параметрической неопределенности, как правило, приводит не 
только к неопределенности значений А, В, С в системе (4.1.1), но и к тому, что 
оси системы Оxyz, на которые подаются управляющие моменты, не являются 
главными центральными осями инерции тела (рис. 4.3.2). 
1. Постановка задачи. Вследствие указанной, более общей ситуации не-
определенности, движение тела по отношению к осям системы Oxyz, на кото-
рые подаются управляющие моменты uk, определяют уравнения 
111213312
2
2
2
323322331321211 )()()( vuJJJJJJJJ                   
 , 
,)(
)()(
222312123
2
3
2
113313132322112
vuJJ
JJJJJJ
     
           



 
 (4.3.17) 
333123213
2
1
2
212211233223113 )()()( vuJJJJJJJJ                   
 . 
Рис. 4.3.1. Геометрическая интерпретация 
оценки (4.3.12). 
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В системе (4.3.17) ξi – проекции вектора угловой скорости тела на оси си-
стемы Oxyz; vi − возмущающие моменты относительно тех же осей, Ji, J12, J13, J23 
– осевые и центробежные моменты инерции относительно этих же осей.  
“Допуски” на параметры системы (4.3.17) определим соотношениями 
  iii AJA ,  max (| J12 |, | J13 |, | J23 |)  J, (4.3.18) 
где Ai−, Ai+  и  – заданные положительные числа.  
Заметим, что для того, чтобы числа Ji, J12, J13, J23 в пределах допусков (4.3.18) могли 
быть инерционными характеристиками реального асимметричного тела, они должны также 
удовлетворять дополнительным соотношениям (см., например, А.П. Маркеев [1999]). 
Наряду с (4.3.17) рассмотрим определяющие ориентацию тела кинематиче-
ские уравнения (4.1.2), (4.1.3). Ограничения на управления u  L примем в виде 
2/12 ][||||  ku   u ≤ a = const > 0. (4.3.19) 
Помехи v  L  могут реализовываться в виде любых интегрируемых в смыс-
ле Лебега функций v[t] в рамках ограничений 
| vi |  i = const > 0. 
Задача 4.3.2. Найти вектор u  L управляющих моментов, при любых v  
L  и любых удовлетворяющих условиям (4.3.18) инерционных характеристиках 
переводящий тело за конечное время из начального состояния η(t0) = η0 в задан-
ное η(t1) = η1. Оба состояния являются состояниями покоя ξ(t0) = ξ0 = ξ(t1) = ξ1 
= 0. Момент времени t1 > t0 не фиксируется. 
Не нарушая общности, далее считаем 1 = (0, 0, 0, 1). 
2. Метод решения задачи 4.3.2 и оценка допустимой области неконтро-
лируемых помех. Для решения задачи 4.3.2 используем управляющие моменты 
(4.3.5). При этом в выражениях (4.2.37) соответствующим образом меняются 
слагаемые, которые следует отнести к “вспомогательным помехам”, так чтобы 
вновь получить вспомогательную линейную конфликтно-управляемую систему 
типа (4.1.7). Опуская дальнейшие детали рассуждений, сформулируем оконча-
тельный результат.  
Рис. 4.3.2. Твердое тело с неточно заданными инерционными характе-
ристиками:  Oxyz – оси, на которые подаются управляющие моменты 
uk; пунктирными линиями показаны возможные направления главных 
центральных осей инерции тела. 
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Для этого введем обозначения 
),,,(max),,,(min),(max **   CBAACBAAi             
а также обозначим B*, C* соответственно среднее и большое значение A+, B+, C+.  
      Пусть, кроме того, 
)](,[max ***        CCBD , )],(),2()([max ***12           CCBAE  
).2(2        * 
 CBACBA  
Теорема 4.3.3 [Воротников, 2002с]. Если область помех имеет вид 
},])(||)([{,][ *140
1
3
31212 EAADkkai            * 
   (4.3.20) 
то задача 4.3.2 решается посредством управляющих моментов (4.3.5), (4.2.4), 
удовлетворяющих заданному ограничению  (4.3.19). 
3. Случай, когда расчетная конфигурация тела является сферически -
симметричной. В этом случае А− = В− = С−  и оценка (4.3.20) имеет вид 
}.]||[{)(,][ *403
31
**
2/1
2 EADAkaki
          *   (4.3.21) 
При одних и тех же а, 40, δi,  область допустимых помех (4.3.21) суще-
ственно шире области допустимых помех (4.3.20) для асимметричной расчетной 
конфигурации тела. 
Прим ер 4.4.2. Рассмотрим переориентацию асимметричного твердого тела (космиче-
ского аппарата) из положения ξ0 = 0, 0 = (0.353; 0.434; 0.432; 0.701) в положение ξ1 = 0, 1 = 
(0, 0, 0, 1). Считаем, что инерционные характеристики тела и его главные центральные оси 
инерции точно не известны. 
1) Пусть А−= 4104, В−= 8104, С−= 5104 (кгм2). Предположим i = 0.05, что соответству-
ет 5%-ой точности на значения Ji. Допуски на значения |J12|, |J13|, |J23| примем в виде  = 103 
(кгм2); это означает, что центробежные моменты инерции тела могут иметь значения в пр е-
делах 2.5% от А−. Расчет показывает, что в данном случае k  = 0.1209. Если i = 0 (значения Ji 
заданы точно), то при тех же допусках на значения |J12|, |J13|, |J23| имеем k  = 0.1819. 
2) Пусть А−= В−= С−= 4104 (кгм2). В данном случае область допустимых возмущений 
существенно расширяется. Так, например, при i = 0.1 (10%-ой точности на значения Ji) и  = 
4103 (кгм2) (центробежные моменты инерции могут иметь значения в пределах 10% от зна-
чения А−) имеем k * = 0.1511. 
Таблица 4.3.1 
i  (кгм
2
) k *k  
0 0 0.2024 0.4047 
0 10
3
 0.1819 0.3783 
0.05 0 0.1404 0.3239 
0.05 10
3
 0.1209 0.2989 
0 4104 0.1148 0.2818 
0.1 0 0.0921 0.2593 
0.1 10
3
 0.0736 0.2356 
0.05 4104 0.0579 0.2087 
0.1 4104 0.0143 0.1511 
Указанные результаты, а также ряд других результатов расчетов значений k , k *, сведены 
в таблицу 4.3.1. Вычисления показывают, что полученные оценки наиболее эффективны в 
случае, когда расчетная конфигурация тела является сферически-симметричной. 
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4.4. ГАРАНТИРОВАННОЕ  “ПРОХОЖДЕНИЕ”  ТЕЛОМ  ЗАДАННОГО 
НАПРАВЛЕНИЯ  В  ПРОСТРАНСТВЕ 
В данном разделе решается задача 4.1.2 гарантированного “прохождения” 
твердым телом заданной ориентации в трехмерном инерциальном пространстве 
[Воротников, 1998, 1999а]. Такая задача типична для игровых задач управления 
по отношению к части переменных при неконтролируемых помехах, и относит-
ся к нелинейным игровым задачам типа “жесткой” встречи. Она является разви-
тием (на случай действия помех) задачи 3.4.1.  
Естественно, что наличие помех значительно усложняет как математиче-
скую сторону дела, касающуюся решения задачи, так и получаемые управления. 
4.4.1. Предлагаемый подход к решению  
Для решения задачи 4.1.2 будем использовать конструкцию управляющих 
моментов (4.1.9). Однако вспомогательная игровая задача управления для ли-
нейной системы (4.1.7) в данном случае будет иметь существенное отличие. 
1. Вспомогательная линейная игровая задача управления. В соответст-
вии с целями задачи 4.1.2, для системы (4.1.7) решим задачу управления о 
быстрейшем приведении в положение 
j = 0.  (4.4.1) 
Управление осуществляется посредством uj* при любых реализациях vj*, 
удовлетворяющих неравенствам (4.1.8). Конечные значения μj произвольны. 
Учитывая данное обстоятельство, по смыслу задачи 4.1.2 управления uj* долж-
ны одновременно приводить ηj в положение (4.3.1) при любых допустимых vj*.  
Эту задачу трактуем как дифференциальную игру. В ней один из игроков рас-
поряжается uj* и стремится уменьшить время τ приведения в положение (4.3.1). В 
распоряжении “противника”, стремящегося увеличить τ (или вообще избежать 
приведения в положение (4.4.1)), – “вспомогательные возмущения” vj*. 
В отличие от разделов 4.2, 4.3, изучать вспомогательную игровую задачу о быстрейшем 
приведении в положение (4.4.1) отдельно для каждого из уравнений системы (4.1.7) при 
ограничениях (4.2.2) нет смысла. Действительно, в процессе решения указанной задачи ко-
нечные значения μj – произвольны, а помехи vj* неконтролируемы. В результате решения 
игровых задач отдельно для каждого из уравнений системы (4.1.7) при ограничениях (4.2.2) 
не обеспечат одновременного прохождения каждой переменной ηj множества (4.4.1). 
Уравнения (4.1.7) будем рассматривать совместно, а взамен (4.2.2) допусти-
мые ограничения на uj* примем в виде 
||u ||      = const  0. (4.4.2) 
 где |||| u – евклидова норма u* в R3. Ограничения на vj* также примем в виде 
||v ||        = const  0. (4.4.3) 
В силу (4.1.8) имеет место равенство 
2/121
2
21
2
21
12
3 ])()()[(   CBA       . 
Значение α* итерационным путем назначается так, чтобы выполнялись за-
данные ограничения (4.1.4) на управляющие моменты uk. 
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В случае * > β** решение рассматриваемой вспомогательной игровой зада-
чи при ограничениях (4.4.2), (4.4.3) дает экстремальная тормозящая страте-
гия U* = U*(t, η, μ, θ) H.Н. Красовского [1970].  
Управления uj*, диктуемые этой стратегией, имеют вид 
uj*(t, η, μ, θ)







 
,0,0
0,][ 2/12
  
  
  

 jj LL  (4.4.4) 
2
2
12/12 ))((][ tLj      
  , jjj tL  )(  .  
В выражениях (4.4.4) переменная θ находится из уравнения ω = 0.  
Поскольку в случае задачи 4.1.2 справедливы равенства μj0 = 0 (следствия 
равенства ξ0 = 0), то τ определяется как положительный корень уравнения 
0
12 )(2      ,  2/1200 ][ j    . (4.4.5) 
Число τ задает минимальное гарантированное (одновременное по всем ηj) 
время достижения положения (4.4.1) в рассматриваемой линейной задаче – га-
рантированное время разворота тела в исходной нелинейной задаче 4.1.2.  
Таблица 4.4.1 
t      
],0[ *  22
1
0 ts
    22
1
0 ts
    
],( *   0 –– " –– 
Таблица 4.4.2 
t v− v+ 
],0[ *  ts  ts  
],( *   –– " –– *s  
 
Гарантированное время приведения соответствует случаю vj*= –β**(*)−1uj* 
“наихудших” помех vj*, – оптимальных управлений “противника”. Если же vj* 
отличаются от “наихудших”, то встреча с множеством (4.4.1) произойдет быст-
рее, чем за время τ. При этом “быстрейшая” встреча с множеством (4.4.1) про-
изойдет при vj*= β**(*)−1uj* за время τ
*, определяемое как положительный ко-
рень уравнения 2 = 2(*+ β**)−10. 
Для любых допустимых реализаций vj* справедливы оценки 
)(])([)()( 2/12 tttt j
          , )()]([)()( 2/12 tvttvtv j          (4.4.6) 
где  и v  сведены в таблицы 4.4.1 и 4.4.2 (для краткости, **    s , t0 = 0). 
На основании оценок (4.4.6) можно получить [Воротников, 1998, 1999а] и 
оценки (завышенные) для управляющих моментов (4.1.9), (4.4.4): 
)],(),,(max[||   vFvFFu kkkk    ,  
  GBCEAEAF |)|(2 2
1
1        (123, ABC),  (4.4.7) 
222 )(4])[(4),( EvvvEvG        , 122 )1()(     E ,  ],0[   t . 
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Конструктивный подход к построению управлений (4.4.4), а также соответствующих им 
движений системы (4.1.7), (4.4.4), дает аппроксимационная схема [Красовский, 1970] коррек-
ций uj* в дискретные моменты времени. При этом управления (4.4.4) и движения системы 
(4.1.7), (4.4.4) можно рассматривать как предельный переход от соответствующих управлений, 
порождаемых указанной дискретной схемой. Получаемые таким путем движения системы 
(4.1.7), (4.4.4) являются абсолютно непрерывными функциями времени, удовлетворяющими 
этой системе почти всюду на рассматриваемом отрезке времени.  
В частности, при компьютерном моделировании управления (4.4.4) эффективно строятся в 
этой дискретной схеме. Отметим также, что дискретной схеме можно придать и самостоятель-
ный характер, если вспомогательную игровую задачу с самого начала поставить в классе отве-
чающих ей управляющих моментов. 
При ω = 0, в (4.4.4) вместо нулевых значений можно принять любые другие значения uj*, 
не выходящие за рамки ограничения (4.4.2). Например, это можно сделать с учетом требова-
ния уменьшения числа разрывов реализаций uj* при каждом фиксированном наборе началь-
ных условий t0, η0, μ0. Отметим, что в результате соответствующим образом меняются как 
уровни управляющих моментов uk, так и время переориентации (в пределах от τ* до τ).  
В случае η1 = (0, 0, 0, 1) условие |η4|  γ = const > 0, будучи выполненным в начальный мо-
мент времени t = t0, выполняется также и при всех t   [t0, t0 + τ]. Значит в процессе управления 
имеет место соотношение |η4| [|η40|,1]. Это обстоятельство исключает “особенность” у кон-
струкции управляющих моментов (4.1.9), (4.4.4). 
2. Алгоритм решения задачи 4.1.2. В рамках предлагаемого подхода реше-
ние задачи 4.1.2 включает следующие этапы. 
1°. Выбор конструкции (4.1.9) управляющих моментов uk с uj* вида (4.4.4). 
(В случае η1  (0, 0, 0, 1), или когда значение η40 мало, достаточно перейти к уп-
равляющим моментам, получающимся из (4.1.9) перестановкой индексов.) 
2°. Оценка уровней βj
* “вспомогательных помех” vj* по формулам (4.1.8). Оп-
ределение числа β**. 
3°. “Назначение” числа *, определяющего уровни вспомогательных управ-
лений uj*. При этом числа *, β** предопределяют соответствующее значение τ = 
t1 – t0  гарантированного времени переориентации. 
4°. Проверка выполнимости исходных ограничений  (4.1.4) на управляющие 
моменты uk. Для этого используем равенства (4.1.11).  
В результате указанная проверка возможна на траекториях конфликтно-
управляемой системы дифференциальных уравнений (4.1.7), (4.4.4).  
Если оценки (4.1.4) не выполняются, или наоборот, есть “резерв” в их вы-
полнении, необходимо продолжить поиск подходящего числа α*. В противном 
случае переориентации осуществляется за время τ. 
Прим ер 4.3.1 [Воротников, 1998, 1999а]. Для твердого тела (космического аппарата) с 
А = 4×104, В = 8×104, С = 5×104 (кгм2) рассмотрим трехосную переориентацию из положения 
ξ0 = 0, и η0 = (0.353; 0.434; 0.432; 0.701) в положение η1 = (0, 0, 0, 1). Значение ξ1 произвольно.  
Уровни помех vi зададим посредством величины  
β** = 3 ×10–3 (с–2).   
Пусть τ = 70 (с).  Приведем некоторые результаты решения этой задачи посредством уп-
равлений (4.1.9), (4.4.4) при различных реализациях помех.  
В случае, когда управления uj* и помехи vj* меняются в соответствии с экстремальными 
стратегиями, управляющие моменты uk показаны на рис. 4.4.1; в данном случае 1 = 114.1; 
2 = 280.5; 3 = 174.5 (Нм).  
Результаты моделирования для некоторых других реализаций вспомогательных помех vj* 
сведены в таблицу 4.4.3.  
Глава 4 
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Таблица 4.4.3 
N v1
*
 v2
*
 v3
*
 1 2 3 
1 –* 0 0 166.8 243.1 180.1 
2 0 –* 0 119.1 335.1 152.6 
3 0 0 –* 96.0 282.1 206.7 
4 * 0 0 149.6 358.3 128.1 
5 0 * 0 53.9 314.7 174.0 
6 0 0 * 129.1 139.1 223.5 
 
В случае 4 из таблицы 4.4.3 управляющие моменты uk, построенные в рамках указанной  
дискретной схемы с шагом h = 0.1, даны на рис. 4.4.1.  
В целом моделирование показывает, что при одних и тех же ограничениях на uk гаран-
тированное время переориентации в задаче 4.1.2 меньше, чем при ξ0 = ξ1 = 0. Этот вывод 
согласуется с аналогичным заключением (см. разд. 3.4) при отсутствии помех.  
Оценки (завышенные) для uk по формулам (4.4.7): F1+= 479.9; F2+= 606.4; F3+= 626.4 (Нм). 
4.4.2. Оценка допустимых уровней неконтролируемых помех  
Получим оценки допустимых уровней помех. определяющие возможности 
решения задачи 4.1.2 на базе предложенного итерационного алгоритма.  
1. Случай произвольной конфигурации тела. Обозначим 
* = min (i*),   1* = |η40|31[A(4– 3η402) + 4|η40|(1– η402)1/2|C– B|]–1   (123, ABC). 
Теорема 4.4.1 [Воротников, 1999а]. Если область помех имеет вид 
*
3
32/121
3
21
2
21
1  ])( )( )[( ГCBA 
  ,                                                   (4.4.8) 
Рис. 4.4.1. Управляющие моменты uk в случае, когда uj
* и vj
* меняются в соответствии с экстре-
мальными стратегиями и в случае 4 из таблицы 4.4.3 
35.5 
70 
  −150 
t 
−300  
  0 
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то задача 4.1.2 может быть решена посредством управляющих моментов ви-
да (4.1.9), (4.4.4), удовлетворяющих заданным ограничениям (4.1.4). 
Доказательство проведем в два этапа. I. Сначала получим завышенные (в 
сравнении с (4.4.7)), но более удобные для проведения доказательства оценки uk 
на множестве Ω1 возможных состояний системы (4.1.7), (4.4.4).  
Как и в разделе 4.2, представим выражения (4.1.9) для управляющих момен-
тов иk в виде двух слагаемых: uk = uk(1)+ uk(2). Для каждого k  первые слагаемые 
включают только члены с uj*.  
Используя неравенство Коши−Буняковского−Шварца, для uk(1) имеем оцен-
ки (4.2.16). Заменим их более грубыми оценками 
1
40
)1(
1
)1(
1 ||2||
 Agu         (123, ABC).   
Для uk(2) используем соотношения (4.2.18). 
Оценим значение суммы j2 на множестве Ω1. Заметим, что максимум зна-
чения этого выражения достигается в случае, когда vj* = β**(*)−1 uj*. При этом 
 2j = (v+)2 ≤ [(* + β**)*]2 = 20(* + β**).   (4.4.9) 
Учитывая (4.2.18), (4.4.9), получаем оценки 
).(2)()(
),,123(|)|||(2||
0
2
40
222
0
2
40
**
**
0
1
40
)2(
1
)2(
1






vvG
ABCGBCAgu
  
       
  (4.4.10) 
II. В силу (4.4.8) имеем β** = ½*.  
Чтобы максимально полно использовать оценку (4.4.8), положим 
  *Г2
1 ,  (4.4.11) 
где ε – любое сколь угодно малое фиксированное положительное число. 
Покажем, что при условии (4.4.8) найдется число * такое, что: 1) * > β**; 2) 
на множестве Ω1 имеют место неравенства 
gk = gk
(1) + gk
(2) ≤  k,  (4.4.12) 
гарантирующие выполнение ограничений (4.1.4) на uk.  
Для этого выберем 
  = 21 
*. (4.4.13) 
В случае (4.4.11), (4.4.13) * > β** при любой сколь угодно малом фиксиро-
ванном ε > 0. Следовательно, вспомогательная игровая задача для линейной 
конфликтно-управляемой системы (4.1.7) разрешима. 
Покажем, что при достаточно малом ε > 0 на множестве Ω1 выполнены не-
равенства (4.4.12). Подставляя (4.4.11), (4.4.13) в выражения для gk, заключаем, 
что в этом случае gk будут сколь угодно мало отличаться от значений 
])1(||||4)34([||3 2/124040
2
40
3
401  
 BCAg *  (123, ABC),  (4.4.14) 
получающихся из gk при * = β**. 
Поскольку Г*   Гi*, то на основании соотношения (4.4.14) выбором доста-
точно малого значения ε > 0 в (4.4.11) можно добиться, чтобы при выполнении 
условия (4.4.8) выполнялись неравенства (4.4.12). ■ 
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2. Некоторые частные случаи. В случае сферически симметричного твер-
дого тела (A = B = C) выражение для Г* в формуле (4.4.8) принимает вид 
)min(]34([|| 1240
3
40
*
kAГ 
 . 
С другой стороны, в предельном случае |η40| → 1 (случай малых начальных 
отклонений тела от конечного положения η1 = (0, 0, 0, 1)) при любых А, В, С име-
ем Г* = min(A−11, B−12, C−13). При этом, если А = В = С, то Г*= A
–1min (αk). 
Прим ер  4.4.2 [Воротников, 1999а]. Продолжим рассмотрение задачи переориентации 
твердого тела из примера 4.4.1. Допустим, что k = 600 (Нм).  
Оценка (4.4.8) имеет вид 
||β||* = 42/1213
21
2
21
1 1087.9])()()[(
    CBA   (с–2).  
Пусть эта оценка выполняется с “запасом”, например , ||β||* 210−4 (с–2). 
В данном случае β** = 10–4 (с–2). Используя предложенные оценки уровней управляющих 
моментов (4.1.9), (4.4.4), заключаем, что гарантированное время τ “прохождения” телом по-
ложения η1 = (0, 0, 0, 1) при использовании этих управляющих моментов  составляет 43.9 (с). 
Однако моделирование системы (4.1.1)–(4.1.3), (4.1.9), (4.4.4), показывает, что найден-
ное значение τ является завышенным. Так,  не было обнаружено ни одной допустимой реа-
лизации помех, при которой значение τ  было больше 30 (с). 
4.5. ГАРАНТИРОВАННАЯ  ТРЕХОСНАЯ  ПЕРЕОРИЕНТАЦИЯ   
ПОСРЕДСТВОМ  МАХОВИКОВ 
 В разделах 4.1–4.4 управление переориентацией твердого тела осуществля-
ется при помощи управляющих моментов внешних сил, которые создаются со-
ответствующим образом расположенными парами двигателей.  
В данном случае управляющие моменты внешних сил возникают при выбросе массы ра-
бочего тела (топлива или газа) из сопел двигателей. Величины этих моментов зависят от 
скорости истечения и массового расхода рабочего тела, а также от размера плеча, на кото-
ром приложены силы тяги двигателей. (Увеличения размеров плеча можно добиться, ис-
пользуя выдвижные штанги, на которых крепятся двигатели.) Системы управления с двига-
телями могут давать очень большие величины управляющих моментов и быстро реагировать 
на неожиданные импульсы возмущающих моментов. Однако данная система требует перио-
дического пополнения запасов рабочего тела для двигателей. 
Возможна модификация данного подхода применительно к задаче управле-
ния посредством управляющих моментов внутренних сил, приложенных к трем 
симметричным маховикам, оси вращения которых закреплены вдоль главных 
центральных осей инерции тела. Для создания указанных управляющих момен-
тов используются активные устройства, устанавливаемые на осях маховиков.  
Данный способ управления имеет ряд преимуществ при переориентации кос-
мических аппаратов. С точки зрения экономии затрат энергии наилучшие ре-
зультаты при переориентации зачастую дают электрические двигатели-махови-
ки, для питания которых электрическая энергия обеспечивается солнечными ба-
тареями, устанавливаемыми на космическом аппарате.  
Отметим, что задача переориентации посредством маховиков является зада-
чей управления по отношению к части переменных: – по переменным, опреде-
ляющим состояние основного тела системы. 
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4.5.1. Задача гарантированной трехосной переориентации  
посредством маховиков 
      Рассматриваемая задача аналогична задаче 4.1.1 гарантированной трехосной 
переориентации асимметричного твердого тела при неконтролируемых помехах.  
      Однако в данном случае управление осуществляется посредством управляю-
щих моментов внутренних сил, создаваемых двигателями-маховиками. 
      1. Рассматриваемая система уравнений. Пусть имеем асимметричное твер-
дое тело, вдоль главных центральных осей инерции которого закреплены оси вра-
щения однородных симметричных маховиков (роторов). Вращательное движение 
этой системы (гиростата) вокруг центра масс описывается дифференциальными 
уравнениями [Зубов, 1975] 
.)(
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                                        (4.5.1)                                        
       В системе (4.5.1): A,B,C – главные центральные моменты инерции гироста-
та; ξi – проекции вектора угловой скорости основного тела на главные цен-
тральные оси эллипсоида инерции гиростата; Ji, φi – осевые моменты инерции и 
углы поворота маховиков (роторов), оси вращения которых неподвижно за-
креплены вдоль тех же осей.  
       Управляющие моменты uk (в данном случае моменты внутренних сил) при-
ложены к маховикам и создаются специальными двигателями. Моменты vk ха-
рактеризуют внешние силы и внешние неконтролируемые возмущения (поме-
хи), действующие на основное тело гиростата. Кроме того, источниками возму-
щающих моментов могут быть дисбаланс и упругие деформации роторов (ма-
ховиков), а также погрешности изготовления подшипников роторов. 
      Наряду с дифференциальными уравнениями (4.5.1) рассмотрим определяю-
щие ориентацию основного тела гиростата кинематические уравнения (4.1.2), 
(4.1.3) в переменных РодригаГамильтона. 
      2. Постановка задачи. Управляющие моменты uk ищутся по принципу об-
ратной связи в классе L разрывных по ξi, ηj функций, удовлетворяющих задан-
ным ограничениям (4.1.4), реализации uk[t] которых являются интегрируемыми 
по Лебегу. Помехи vk  L
  могут реализовываться в виде любых интегрируемых 
по Лебегу функций vk = vk[t] в рамках ограничений (4.1.5).  
      Для любой допустимой реализации помех vk[t] решения системы (4.5.1), 
(4.1.2) при uk  L понимаются в смысле А.Ф. Филиппова: как абсолютно непре-
рывные функции, удовлетворяющие при почти всех t соответствующей системе 
дифференциальных включений.  
      Задача 4.5.1 (гарантированной трехосной переориентации тве р-
дого тела  посредством маховиков).  Требуется найти приложенные к 
маховикам управляющие моменты uk  K, при любых допустимых vk  K1 пере-
водящие твердое тело за конечное время из произвольного начального положе-
ния (t0) = 0  в заданное (t1) = 1. Оба состояния являются состояниями покоя 
ξ(t0) = ξ(t1) = 0. Кроме того, i (t0) = 0. Момент времени t1  t0 не фиксируется. 
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Не нарушая общности, считаем (t1) = (0, 0, 0, 1).  
4.5.2. Предлагаемый подход к решению  
Покажем, в каком виде предложенный в разделе 4.1 метод решения задачи пере-
ориентации твердого тела посредством моментов внешних сил может быть исполь-
зован и для решения задачи 4.5.1. 
1. Вспомогательная линейная игровая задача управления. Рассмотрим нели-
нейные управляющие моменты вида  
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               (4.5.2) 
в которых ui
  − некоторые вспомогательные управления, которыми распорядим-
ся позже.  
      Управляющие моменты (4.5.2) позволяют выделить из замкнутой нелиней-
ной конфликтно-управляемой системы (4.5.1), (4.1.2), (4.5.2) линейную конф-
ликтно-управляемую систему дифференциальных уравнений вида (4.1.7), в ко-
торой “вспомогательные помехи” vj* определяются равенствами 
v1* = 1/2 [η4v1/(A– J1) + η2v3/(С– J3) − η3v2/(B– J2)]   (123, ABC). 
      Используя неравенство Коши−Буняковского−Шварца и неравенства (4.1.4), 
уровни vj* можно оценить следующим образом 
vj*  βj* = β*,  β* = 1/2[(1/(A− J1))2 + (2/(B− J2))2 + (3/(С– J3))2]1/2.                  (4.5.3) 
Как и в разделе 4.2.1, для вспомогательной линейной конфликтно-управля-
емой системы (4.1.7) решим задачу о быстрейшем приведении в нулевое поло-
жение равновесия (4.2.1) Управление осуществляется посредством uj
  при лю-
бых допустимых реализациях vj*, удовлетворяющих неравенствам (4.5.3).  
       На основании равенств (4.1.11) решение рассмотренной линейной игровой 
задачи означает решение исходной нелинейной задачи 4.5.1 посредством 
управляющих моментов (4.5.2), в которых uj
  имеют вид (4.2.4).  
       При этом число τ, определяемое равенством (4.2.5), является гарантирован-
ным временем переориентации.  
        2. Алгоритм решения задачи 4.5.1. Итерационный алгоритм решения 
исходной нелинейной  задачи 4.5.1 включает этапы. 
        10. Выбор конструкции (4.5.2) управляющих моментов uk с uj* вида (4.2.4). 
В случае (t1)  (0, 0, 0, 1) достаточно перейти к управляющим моментам, полу-
чающимся из (4.5.3) перестановкой индексов. 
        20. Оценка уровня β* “вспомогательных помех” vj
  по формулам (4.5.3). 
        30. “Назначение” уровней j
  вспомогательных управлений uj
 . При этом 
числа j
 , β* предопределяют соответствующее значение τ = t1 – t0 гарантиро-
ванного времени переориентации твердого тела. 
        40. Проверка выполнимости заданных ограничений (4.1.4) для управляющих 
моментов uk. При учете равенств (4.1.11) эту проверку можно осуществить на 
множестве возможных состояний вспомогательной линейной системы диффе-
ренциальных уравнений (4.1.7),  (4.2.4), а также линейной неоднородной систе-
мы дифференциальных уравнений для определения угловых скоростей махови-
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ков (такая система получается после подстановки первых трех уравнений си-
стемы (4.5.1), в которых uk заменяются соотношениями (4.5.2), в оставшиеся 
три уравнения системы (4.5.1)). 
       Если оценки (4.1.4) не выполняются, или наоборот, есть “резерв” в их вы-
полнении, необходимо продолжить поиск подходящих чисел αj*. В противном 
случае переориентация осуществляется за время τ. 
       Учитывая структуру uk, заключаем, что для их оценки достаточно иметь оцен-
ки выражений Aξ1 +J1 1  (123, ABC), которые можно получить, используя функцию  
 M 2(t) = (Aξ1 + J1 1 )
2 + (Bξ2 + J2 2 )
2 + (Cξ3 + J3 3 )
2.  
      При вычислении ее производной в силу системы (4.5.1), используя неравен-
ство Коши−Буняковского−Шварца и неравенства (4.5.3), получаем  
       M  (12+ 22+ 32)1/2.  
      Поэтому искомые оценки имеют вид  
 Aξ1 +J1 1   t(1
2+ 22+ 32)1/2   (123, ABC).                                                       (4.5.4)         
3. Оценки допустимых уровней помех. Укажем прямые оценки допусти-
мых уровней помех vk, определяющие возможности решения исходной нели-
нейной задачи 4.5.1 переориентации посредством приложенных к маховикам 
управляющих моментов (4.5.2). 
Теорема  4.5.1 [Воротников, Мартышенко, 2013b]. Если область помех 
определяется неравенствами 
3 (A − J1)(1+ η102/η402)1/2 [β12/(A − J1)2+ β22/(B − J2)2+ β32/(C − J3)2]1/2 +           (4.5.5) 
24 [2 + (η202+ η302)/η402]1/2(1− η402)1/2 [∑βk2]1/2  < 1     (123, ABC),               
то задача 4.5.1 может быть решена посредством управляющих моментов 
(4.5.2), (4.2.4), удовлетворяющих заданным ограничениям (4.1.4). 
    Доказательство.  Условия разрешимости рассмотренной вспомогательной 
линейной игровой задачи управления и, следовательно, возможности решения 
исходной нелинейной задачи переориентации 4.5.1 посредством управляющих 
моментов (4.5.2), в которых uj
   имеют вид (4.2.4),  определяются неравенствами  
j  >  β*.                                                                                                         (4.5.6) 
      Положим j
− β* =    0 (где   − достаточно малое число). Для удобства 
представим выражения (4.5.2) для моментов uk в виде суммы двух слагаемых: uk 
= uk
(1)+ uk
(2); при этом полагаем 
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           (4.5.7) 
      На множестве состояний системы (4.1.7), (4.2.4) наряду с неравенствами  
      j2  j02, 402  42  
также имеют место соотношения (4.2.20).  
      Учитывая оценку (4.5.4) и, кроме того, значения (4.2.5) для j и соотношения 
(4.1.1), (4.2.20), используя  неравенство  Коши–Буняковского–Шварца получаем  
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неравенства 
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      Тогда, учитывая неравенства (4.5.6), а также вновь неравенство КошиБуня-
ковского–Шварца, имеем следующую цепочку неравенств 
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     При условии i
−  =    для ui(2)  получаем следующие оценки 
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      При достаточно малом ε > 0 значения |ui(2)| будут сколь угодно малыми.  
      В результате, на основании условий (4.1.4), (4.5.6), получаем соотношения 
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из которых, при учете неравенств (4.5.3), получаем требуемую оценку (4.5.5) 
допустимых уровней помех. 
      Если уровни помех vk удовлетворяют неравенствам (4.5.5), то задача 4.5.1 
переориентации может быть решена посредством управляющих моментов 
(4.5.2), (4.2.4), удовлетворяющих заданным ограничениям (4.1.4). ■ 
Обсуждение теорем ы 4.5.1. 1°. Второе слагаемое в левой части неравенства (4.5.5) 
появляется при оценке тех слагаемых в выражениях для uk, которые содержат угловые ско-
рости маховиков. Поэтому в случае управления переориентацией посредством моментов 
внешних сил область (4.5.5) совпадает с полученной в разделе 4.2.2 областью (4.2.15) допу-
стимых помех. 
2°. Оценка (4.5.5) допустимой области неконтролируемых помех в задаче 4.5.1 непо-
средственно связана с предложенной конструкцией (4.5.2) управляющих моментов. Такая 
конструкция – одна из возможных конструкций (4.1.10), переходящих одна в другую пере-
становкой индексов. С учетом данного обстоятельства, а также сделанного допущения η1 = 
(0,  0,  0,  1), в формуле (4.5.5) можно, не нарушая общности, считать |η40|  ½. 
3°. По схеме, предложенной в разделе 4.3, предложенный подход к решению задачи 
4.5.1 может быть перенесен на случай неточно заданных параметров твердого тела. 
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     Прим ер 4.5.1[Воротников, Мартышенко, 2013b]. Для гиростата с А = 4104, B = 8104, 
C = 5104 (кгм2);  J1 = 4103, J2 = 8103, J3 = 5103 (кгм2) рассмотрим задачу трехосной пере-
ориентации из начального положения 10 = 0.353,  20 = 0.434, 30 = 0.432, 40 = 0.707 (рад) в 
заданное i = 0, 4 = 1 положение равновесия (ξi = 0). Начальные угловые скорости махови-
ков нулевые. Усложняя задачу, положим ξ10 = 110−3,  ξ20 = 1.5510−3,  ξ30 = 1.1510−3 (рад/с). 
        Допустимые границы изменения помех vi определим равенствами  = 10−3 (рад/с2), ко-
торые выполняются, например, в случае 1 = 41.57,  2 = 83.14,  3 = 51.96 (Нм). 
       Пусть, исходя из требований к маневренности космического аппарата,  = 70 (с). Оце-
ним, какие ресурсы в этом случае потребуются для переориентации посредством управляю-
щих моментов (4.5.2), (4.2.4). 
       Заданное значение   предопределяет уровни j вспомогательных управлений uj. Будем 
исходить из равенств Tj = , означающих “выравнивание” гарантированного времени пере-
ориентации по каждой из переменных j. При этом предположении имеем 
1 = 1.29510−3,  2 = 1.36910−3, 3 = 1.36810−3 (рад/c2).                                      (4.5.8) 
        1°. Случай vj = − iuj “наихудших” vj. Значения k = max|uk| можно найти вдоль опти-
мальных траекторий системы (4.1.7), где j имеют значения (4.5.8), а также интегрируя чис-
ленно линейную неоднородную систему дифференциальных уравнений для определения  
угловых скоростей маховиков. Расчет показывает, что в данном случае 1 = 131.25; 2 = 
283.55, 3 = 210.55 (Нм).  
        Управляющие моменты uk вида (4.5.2), (4.2.4) являются кусочно-непрерывными фу-
нкциями с тремя переключениями при t1 = 35.43,  t2 = 36.66  и  t3 = 36.75 (с). 
       2°. Случай vj  0 отсутствия помех. В данном случае имеет место скользящий режим  
вдоль  кривых переключений. Для оценки уровней uk будем полагать, что: 1) скольжение про-
исходит строго по кривым переключений за время, соответствующее “средним” значениям uj;        
2) вдоль кривых переключений uj принимают значения ±j с конечным числом смены зна-
ка. Расчет показывает, что  1 = 198.86, 2 = 310.66, 3 = 184.69 (Нм).  
4.6. ДОПОЛНИТЕЛЬНЫЕ  ЗАМЕЧАНИЯ  И  КОММЕНТАРИИ 
Термин “дифференциальная игра” ввел американский математик Р. Айзекс в 
50-е годы ХХ столетия. К настоящему времени библиография работ на эту тему 
достаточно обширна.  
Рассмотренный в главе 4 игровой подход к проблеме переориентации асим-
метричного твердого тела основан на “эквивалентной линеаризации” исходной 
нелинейной проблемы, позволяющей получить ее решение на основе линейных 
игровых задач [Красовский, 1970]. В рамках данного подхода управление осуще-
ствляется либо при помощи управляющих моментов внешних сил относительно 
главных центральных осей инерции тела, которые создаются при помощи трех 
пар двигателей, либо посредством управляющих моментов внутренних сил, 
приложенных к трем симметричным маховикам, оси вращения которых закреп-
лены вдоль главных центральных осей инерции тела. Управляющие моменты 
являются нелинейными функциями фазовых переменных, определяющих теку-
щие значения вектора угловой скорости и ориентацию тела. Также управляю-
щие моменты содержат параметры, которые уточняются всякий раз для каждого 
конкретного начального положения тела. Делается это итерационным путем 
проверки заданных ограничений на управляющие моменты на множестве воз-
можных состояний вспомогательных линейных конфликтно-управляемых си-
стем. В результате решение задачи, будучи полученным в классе позиционных 
управляющих моментов, тем не менее не является решением в форме синтеза. 
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Развиты два варианта данного подхода, которые изложены в разделе 4.2. 
Подчеркнем, что именно второй вариант подхода, предполагающий принцип 
“назначения и последующего подтверждения” уровней вспомогательных помех, 
позволил [Воротников, 2000a, 2002c] рассмотреть задачи переориентации асим-
метричного твердого тела не только при неконтролируемых помехах, но и при 
неточно заданных параметрах, а также в условиях неточно заданной ориента-
ции осей, на которые подаются управляющие моменты. 
Полученные оценки допустимых уровней неконтролируемых помех явля-
ются достаточными условиями, при которых обеспечивается решение соответ-
ствующих задач управления посредством предложенной конструкции управля-
ющих моментов. Эти оценки являются завышенными в силу использования ряда 
неравенств при их обосновании, а также в силу предположения о “наихудшем” 
поведении вспомогательной системы в рамках заданных ограничений. Однако 
компьютерное моделирование показывает эффективность предложенных зако-
нов управления и в случае, когда уровни помех выходят за указанные пределы.  
Подчеркнем, что при отсутствии помех предложенный метод “эквивалент-
ной линеаризации” позволяет получить субоптимальные по быстродействию 
законы управления переориентацией асимметричного твердого тела (см. резу-
льтаты расчетов в примере 2.6.4). 
     По идее предложенный метод “эквивалентной линеаризации” примыкает к методу деком-
позиции нелинейных управляемых систем  [Черноусько, 1990а, 1990b; Черноусько и др., 2006; 
Решмин, 2010]. Однако в отличие от метода декомпозиции, в данном случае разделение ис-
ходной нелинейной конфликтно-управляемой системы на совокупность независимых ли-
нейных конфликтно-управляемых подсистем простейшего вида происходит за счет специ-
ально подобранной структурной формы управляющих моментов. Указанное отличие в вы-
боре структурной формы управляющих моментов приводит и к отличию функций, пре д-
ставляющих их реализации. Управления, построенные по методу декомпозиции, являются 
релейными и принимают предельно допустимые значения. В то же время управляющие мо-
менты, построенные на основе метода “эквивалентной линеаризации”, достигают своих пр е-
дельных значений, вообще говоря, только в отдельные моменты времени, а проверка задан-
ных ограничений на ресурсы управления осуществляется в итерационном режиме на множе-
стве возможных состояний вспомогательной линейной конфликтно-управляемой системы 
дифференциальных уравнений.   
Предложены и иные конструктивные подходы к декомпозиции нелинейных управляе-
мых систем [Пятницкий, 1988, 1996; Siljak, 1990; Матюхин, 2009], а также ряд других кон-
структивных методов нелинейного управления (см., например, [Krstic и др., 1995; Sepulchre и 
др., 1997; Krstic, Deng, 1998; Fradkov и др., 1999; Мирошник и др., 2000; Kokotovic, Arsak, 2001]).  
Проблема переориентации твердого тела при игровой модели помех связана с интен-
сивно изучаемой в мировой литературе проблемой управления движением летательного 
аппарата в среде с неопределенными характеристиками : взрыв ветра (windshear) и др. 
[Miele и др., 1986; Miele, 1989; Bulirsch и др., 1991; Боткин и др., 1993].  
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Глава 5 
ЧАСТИЧНАЯ  УСТОЙЧИВОСТЬ  (СТАБИЛИЗАЦИЯ) 
ФУНКЦИОНАЛЬНО-ДИФФЕРЕНЦИАЛЬНЫХ, 
СТОХАСТИЧЕСКИХ,  И  ДИСКРЕТНЫХ  СИСТЕМ 
Любая математическая модель – это 
только предположение, но не правило. 
Р. Беллман 
Приводятся постановки задач частичной устойчивости для функционально-диф-
ференциальных и стохастических систем дифференциальных уравнений, а также для 
дискретных по времени (разностных) систем. Рассматриваются вопросы использова-
ния прямого метода Ляпунова для анализа этих задач.  
Дается обзор других методов исследования частичной устойчивости (стабилиза-
ции) для указанных классов систем. 
5.1. ПОСТАНОВКА  ЗАДАЧ  ЧАСТИЧНОЙ  УСТОЙЧИВОСТИ 
ДЛЯ  ФУНКЦИОНАЛЬНО-ДИФФЕРЕНЦИАЛЬНЫХ  СИСТЕМ 
Теория систем функционально-дифференциальных уравнений является важ-
ным, бурно развивающимся разделом современной математики, который нахо-
дит широкое применение при проектировании сложных систем автоматическо-
го управления, а также в процессе анализа экономических, экологических и би-
ологических моделей. При этом естественным образом возникает проблема 
устойчивости процессов, определяемых указанным классом уравнений.  
Следуя направленности книги, в данном разделе рассматриваются задачи 
частичной устойчивости указанных процессов. 
5.1.1. Система уравнений с последействием (запаздыванием) 
Рассмотрим достаточно общий класс систем дифференциальных уравнений 
с последействием и укажем важные частные случаи этого класса систем. 
1. Общий класс систем с последействием. Пусть τ  > 0 – заданное действи-
тельное число, Rn – линейное действительное пространство n-мерных векторов x с 
нормой |x| = max |xi| (xi – i-ая компонента вектора x), С  – банахово пространство 
непрерывных функций  φ: [–τ, 0] → Rn с стандартной супремум-нормой ||φ|| = sup 
|φ(θ)| (θ  [–τ, 0]), R+
 = [0, +∞). Если  t0, β  R+, β > t0, то для непрерывной функции 
x: [t0–τ, β) → R
n определим функцию xt  C соотношением xt = x(t + θ) (θ  [–τ, 0]); 
под )(tx  будем понимать правостороннюю производную. 
Рассмотрим систему функционально-дифференциальных уравнений с пос-
ледействием (запаздыванием) [Красовский, 1959; Hale, 1977; Burton, 1985] 
)(tx = X(t, xt).                                                                                      (5.1.1) 
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     В отличие от систем обыкновенных дифференциальных уравнений, система  функцио-
нально-дифференциальных уравнений (5.1.1) включает зависимость не только от текущего, 
но и от предшествующих состояний системы. Многие задачи просто теряют смысл без учета 
такой зависимости “от прошлого” (от предыстории системы).  
     Система (5.1.1) позволяет одновременно охватить случаи любого числа сосредоточенных 
и распределенных запаздываний, а также запаздываний, зависящих от искомой функции.  
Исторически первыми дифференциальными уравнениями с отклоняющимся аргументом бы-
ли уравнения, полученные еще Л. Эйлером, И. Бернулли и П. Лапласом при изучении гео-
метрических задач [Серебрякова, 1975].  
     Систематическое исследование широких классов систем функционально -дифференциа-
льных уравнений с последействием (запаздыванием) началось c конца 20-х годов ХХ столе-
тия [Volterra, 1928, 1931; Wright, 1948; Мышкис, 1949; Эльсгольц, 1954; Bellman, Danskin, 
1954; Красовский, 1959; Шиманов, 1965; Hale, 1977].   
      Для заданных t0, φ решение x(t0, φ) системы (5.1.1) определяется следующим 
образом: существует β > t0 такое, что функция x(t) = x(t; t0, φ), являющая значе-
нием решения x(t0, φ) в момент времени t, непрерывна по t  [t0–τ, β), непре-
рывно дифференцируема при t [t0, β) (в момент времени t = t0 – справа) и удо-
влетворяет при t  (t0, β) системе (5.1.1), а при t  [t0–τ, t0] – начальному усло-
вию xt0(t0, φ) = φ. В момент t = t0 будем полагать, что )( 0tx = X(t0, φ). 
      Важной особенностью определения решения является его непрерывность 
при t = t0. Поэтому в этой точке решение имеет, вообще говоря, разрыв первой 
производной. Но при t  t0 решение x(t0, φ) является непрерывно дифференци-
руемой, а для соответствующего оператора X при t  t0 + τ может быть дважды 
непрерывно дифференцируемой функцией. Этот процесс называется сглажива-
нием решений и применяется в численных методах решения функционально-
дифференциальных уравнений [Ким, Пименов, 2004].  
Задача о существовании, единственности, непрерывной зависимости и продолжимости 
решений системы функционально-дифференциальных уравнений (5.1.1) существенно отли-
чается (см. [Hale, 1977]) от аналогичной задачи для системы обыкновенных дифференциаль-
ных уравнений (1.2.1). Для ее решения необходимо учитывать, что в бесконечномерном 
пространстве С непрерывный оператор X(t, φ) может быть неограниченным на ограничен-
ном замкнутом подмножестве.  
       Хотя форма системы (5.5.1), а также трактовка ее решений удовлетворяет требованиям 
приложений, получили развитие и другие подходы в теории функционально-дифференци-
альных уравнений. Так, усиливающуюся роль начинают играть системы функционально -
дифференциальных уравнений с абстрактным оператором Вольтерры [Азбелев и др., 
1991; Corduneanu, 2002; Corduneanu, Li, 2002].  
P.S. Laplace 
(1749-1827) 
J. Bernoulli 
(1667-1748) 
E.M. Wright 
(1906-2005) 
Л.Э. Эльсгольц 
(1909-1967) 
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2. Некоторые классы уравнений (5.1.1). Частным случаем системы (5.1.1) 
являются следующие важные классы систем. 
1°. Система дифференциальных уравнений с запаздывающим аргументом, 
часто называемая также системой дифференциально-разностных уравнений 
)](),(,[)(  tttt xxXx ,   
в которой Х – заданная вектор-функция переменных t, x(t), х(t – τ); τ − запаздыва-
ние, которое может быть постоянным, зависеть от времени, а также от искомой 
функции х(t) и ее производных.  
       Наиболее простым и изученным является случай постоянного запаздывания τ; 
этого предположения достаточно во многих задачах. 
2°. Интегро-дифференциальные уравнения Вольтерры [Volterra, 1928, 1931]  
x (t) = 
0
 

 X(t, s, x(t + s))ds + g(t, x(t)),  
относящиеся к уравнениями с распределенным запаздыванием. 
5.1.2. Понятия частичной устойчивости  
Ограничимся двумя задачами частичной устойчивости систем с последей-
ствием: 1) устойчивости по отношению к части переменных; 2) устойчивости 
“частичных” положений равновесия.  
      1. Устойчивость по части переменных. Будем считать, что система функ-
ционально-дифференциальных уравнений (5.1.1) – система уравнений возму-
щенного движения, составленная для исследуемого на устойчивость  решения 
(процесса). В этом случае X(t, 0)  0, а исследуемый процесс будет нулевым по-
ложением равновесия х = 0, иначе, – невозмущенным движением этой системы. 
 Введение в рассмотрение системы возмущенного движения позволяет, как и в случае 
обыкновенных дифференциальных уравнений, рассматривать обладающую большой общно-
стью единообразную задачу об устойчивости нулевого положения равновесия х = 0 системы 
функционально-дифференциальных уравнений (5.1.1). 
Cделаем разбиение x = (yT, zT)T (т – знак транспонирования), где y  Rm, z  
Rn-m (1 ≤ m ≤ n). В соответствии с этим разбиением положим C = Cy×Cz, где Cy и 
Cz – банаховы пространства непрерывных функций φy: [–τ, 0] → Rm и φz: [–τ, 0] → 
Rn-m c нормами ||φy|| = sup |φy(θ)| и ||φz|| = sup |φz(θ)| (θ  [–τ, 0]). Для  φ  С  имеем 
φ = (φyT, φzT)T и ||φ|| = max(||φy||, ||φz||). 
А.Д. Мышкис 
(1920-2009) 
Н.В. Азбелев 
(1922-2006) 
J. K. Hale 
(1928-2009) 
С. Н. Шиманов 
(1922-1992) 
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       В соответствии с данным разбиением систему функционально-дифферен-
циальных уравнений  (5.1.1) представим в виде 
 )(ty = Y(t, yt, z t ),  )(tz = Z (t, yt, z t ).                                                            (5.1.2) 
      Допустим, что оператор X: R+×C → R
n, определяющий правую часть систе-
мы (5.1.2), вполне непрерывен в области  
 G = R+×Cyh×Cz = { t ≥ 0,  ||φy||  h, ||φz|| < ∞},                                              (5.1.3) 
и на каждом компактном подмножестве K из области (5.1.3) выполняется усло-
вие Коши–Липшица: существует постоянная L = L(K) такая, что для любых (t, 
φ1), (t, φ2)  K  выполняется неравенство |X(t, φ2) – X(t, φ1)| ≤ L||φ2– φ1||.  
      Тогда [Hale, 1977; Burton, 1985] для каждой точки t0, φ из области (5.1.3) су-
ществует единственное решение x(t0, φ) системы (5.1.2), продолжимое до грани-
цы области Cyh×Cz и непрерывно зависящее от t0, φ.  
      Если |y(t; t0, φ)| ≤ h1 < h и |z(t; t0, φ)| ≤ H < ∞ при всех t ≥ t0, то β = +∞ и соот-
ветствующие функции x(t; t0, φ) определены при всех t ≥ t0. Однако при исследо-
вании устойчивости по части переменных (по y) нулевого положения равнове-
сия x = 0 системы (5.1.2) условие |z(t; t0, φ)| ≤ H < ∞ при всех t ≥ t0  является из-
лишне ограничительным.  
С другой стороны, можно обосновать (см. [Hale, 1977]) следующее утверж-
дение: если Y(t, φy, φz ) для каждого ограниченного замкнутого подмножества S 
из R+×Cyh отображает множество S×Cz в ограниченное множество (в R
n), то не-
равенство  |y(t; t0, φ)| ≤ h1 < h означает, что y-компоненты соответствующих ре-
шений системы (5.1.2) определены при всех t ≥ t0. При этом z-компоненты ре-
шений могут быть определены только на конечном интервале времени t  [t0–τ, 
β), β < +∞ и |z(t; t0, φ)| → ∞ при t → β. 
 В результате при исследовании устойчивости по части переменных (по y) 
нулевого положения равновесия x = 0 системы (5.1.2) вводится предположение 
о z-продолжимости решений: решения системы определены при всех тех t   t0, 
при которых |y(t; t0, φ)| < h. В данном случае, если |y(t; t0, φ)| ≤ h1 < h при всех t ≥ 
t0, то соответствующие функции x(t; t0, φ) определены при всех t ≥ t0. 
Определение 5.1.1.  Невозмущенное движение x = 0 системы (5.1.2) 
называется [Halanay, 1963; Corduneanu, 1974; Воротников, 1991а, 1998]: 
1) y-устойчивым, если для каждого t0  0 и любого произвольного числа   > 
0, как бы мало оно не было, найдется число δ(ε, t0) > 0 такое, что из ||φ|| < δ сле-
дует |y(t; t0, φ)| < ε при всех t   t0; 
2) равномерно y-устойчивым, если δ не зависит от t0; 
3) асимптотически y-устойчивым, если оно y-устойчиво и, кроме того, для 
каждого t0   0 существует число Δ(t0) > 0 такое, что решения x(t0, φ) системы 
(5.1.2) с ||φ|| < Δ удовлетворяют предельному соотношению 
lim |y(t; t0, φ)| = 0,   t → ; (5.1.4) 
4) равномерно асимптотически y-устойчивым, если оно равномерно y-ус-
тойчиво,  число Δ не зависит от t0, и соотношение (5.1.4) выполняется равноме-
рно по t0, φ из области t0  0, ||φ|| < Δ; 
      5) экспоненциально асимптотически y-устойчивым, если  существуют поло- 
жительные постоянные Δ, M и  такие, что решения x(t0, φ) системы дифференци-
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альных уравнений (5.1.2) с ||φ|| < Δ удовлетворяют условию 
|y(t; t0, φ)| ≤ M ||φ|| ,
)(
o
tt
e

  t   t0 . (5.1.5) 
Зам ечания . 1°. Определение 5.1.1 является развитием классических определений Ля-
пунова применительно к рассматриваемому классу систем . Поскольку запаздывание пред-
полагается конечным, а в банаховом пространстве С  введена традиционная супремум-нор-
ма, то свойства сходимости и устойчивости решений в рассматриваемом функциональном 
(банаховом) и конечномерном евклидовом  пространствах эквивалентны.  
2°. В определении 5.1.1 взят класс С непрерывных начальных вектор-функций. Однако в 
реальных системах класс естественных начальных возмущений может быть ýже: например, – 
класс C1 непрерывно дифференцируемых функций. При этом решение, y-неустойчивое в клас-
се С, может оказаться y-устойчивым в классе C1 [Красовский, 1959; Шиманов, 1960].  
Указанное обстоятельство свидетельствует о меньшей ценности условий неустойчивости 
по части переменных для систем функционально-дифференциальных уравнений.. 
3°. Предполагается, что в системах (5.1.1), (5.1.2) величина τ является конечной. Рас-
сматриваются также случаи неограниченной и бесконечной величины запаздывания [Cordune-
anu, Lakshmikantham, 1980; Колмановский, Носов, 1981; Hino и др., 1991; Андреев, 2005, 2009; 
Павликов, 2007b; Седова, 2009]. Для этого необходима соответствующая детализация как самих 
понятий устойчивости, так и методов исследования. 
2. Устойчивость “частичных” положений равновесия. В банаховом про-
странстве C рассмотрим множество 
М = {φ  C:  φy = 0}. (5.1.6) 
Если Y(t, φ)  0 при φ  М, то решение x(t0, φ) системы (5.1.2) удовлетворяет 
условию ||yt(t0, φ)||  0. Другими словами, М = {x: y = 0} есть “частичное” поло-
жение равновесия (инвариантное множество) системы (5.1.2). 
Для задач устойчивости “частичных” положений равновесия система (5.1.3) рассматри-
вается, как правило, “сама по себе” и не является результатом перехода к системе диффе-
ренциальных уравнений возмущенного движения для некоторой другой  системы. В данном 
случае система (5.1.3) может и не иметь нулевого положения равновесия х = 0. 
Определение  5.1.2 [Bernfeld и др., 2003]. “Частичное” положение равно-
весия у = 0  системы (5.1.2) (инвариантное множество (5.1.6)) называется: 
1) устойчивым, если для любых ε > 0, t0 ≥ 0 найдется δ(ε, t0) > 0 такое, что из 
||φy|| < δ следует |y(t; t0, φ)| < ε при всех t t0 и произвольном значении ||φz|| (ча-
сто используется также эквивалентная запись ||φz|| < ∞); 
2) равномерно устойчивым, если δ не зависит от t0; 
3) асимптотически устойчивым, если оно устойчиво и для любого t0 ≥ 0 
найдется Δ(t0) > 0 такое, что для каждого решения  x(t0, φ) системы (5.1.2) с ||φy|| 
< Δ равномерно по φz имеет место предельное соотношение (5.1.4); 
4) равномерно асимптотически устойчивым, если оно равномерно устойчи-
во и существует не зависящее от t0 число Δ > 0 такое, что соотношение (5.1.4) 
выполняется равномерно по t0, φ из области t0 ≥ 0, ||φy|| < Δ, ||φz|| < ∞; 
      5) экспоненциально асимптотически устойчивым, если существуют положи-
тельные постоянные , M и  такие, что для решений системы (5.1.2) с началь-
ными значениями из области t0  0, ||φy|| <  при всех t ≥ t0  имеет место оценка 
|y(t; t0, φ)| ≤ M ||φy|| ,
)(
o
tt
e

  t   t0 . 
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5.2. МЕТОДЫ  ИССЛЕДОВАНИЯ  ЧАСТИЧНОЙ  УСТОЙЧИВОСТИ  И 
СТАБИЛИЗАЦИИ  ФУНКЦИОНАЛЬНО-ДИФФЕРЕНЦИАЛЬНЫХ СИСТЕМ 
Для исследования устойчивости систем функционально-дифференциальных 
уравнений широко применяется прямой метод Ляпунова: как функций Ляпунова 
конечного числа переменных, так и функционалы Ляпунова−Красовского. Ряд 
теорем этого метода распространен на задачи частичной устойчивости.  
С другой стороны, задачи частичной устойчивости для систем с запаздыва-
нием анализируются методом построения вспомогательных систем, по линей-
ному приближению, а также путем исследования “усеченных” систем. 
5.2.1. Использование идей прямого метода Ляпунова 
На возможность формального использования метода функций Ляпунова в 
задачах устойчивости систем дифференциальных уравнений с последействием 
(запаздыванием) впервые обратил внимание Л.Э. Эльсгольц [1954].  
В отличие от систем обыкновенных дифференциальных уравнений, основ-
ная трудность на пути использования метода состоит в том, что производная V-
функции Ляпунова даже для простейших систем вида (5.1.2) является функцио-
налом. Для преодоления  возникающих трудностей практически одновременно 
предложены два подхода. В их основе соответственно:  
1) выход за рамки конечномерного пространства и использование вспомога-
тельных функционалов [Красовский, 1956a, 1959], часто называемых функцио-
налами Ляпунова−Красовского;  
2) расширение возможностей использования вспомогательных функций ко-
нечного числа переменных [Разумихин, 1956, 1988; Красовский, 1956b, 1959]. 
Анализ этих подходов к изучению устойчивости показывает их существен-
ное различие, хотя функция является частным случаем функционала. 
1. Переход на функциональное пространство. В данном случае в качестве 
элемента траектории х(t) = x(t; t0, φ) систем вида (5.1.2) в каждый текущий мо-
мент времени t принимают не точку 
х(t) в Rn, а вектор-отрезок xt = x(t + θ; t0, 
φ) этой траектории при – τ   θ   0 
(рис. 5.2.1).  
Указанный отрезок является точ-
кой в соответствующем функциональ-
но пространстве С.  
При этом значению заданного V-
функционала на отрезке траектории со-
ответствует единственное значение производной от этого функционала в силу 
системы (5.1.2) на том же отрезке. 
Идея перенесения проблемы устойчивости на функциональное пространство позволила 
естественным образом сформулировать [Красовский, 1956a, 1959] аналоги основных теорем 
метода функций Ляпунова применительно к системам вида (5.1.2).  
Обратимость функциональных аналогов теорем Ляпунова успешно используется для обо -
снования устойчивости по первому приближению и при наличии постоянно действующих во-
змущений. Однако конструктивное построение функционалов в конкретных задачах крайне 
затруднено: фактически требуется знать решения исходной системы.  
Вот почему усилия многих исследователей [Красовский, 1959; Шиманов, 1960; Hale, 1977; 
Рис.5.2.1. Функциональная трактовка решений  
xi (t + θ; t0,φ)     φ 
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Burton, 1978, 1985; Колмановский, Носов, 1981; Burton,  Hatvani, 1989; Gapalsamy, 1992; Ким, 
1992;  Hale, Lunel, 1993; Kuang, 1993; Андреев, 2005, 2009; Karafyllis, 2006; Karafyllis и др.,  2008; 
Liu и др., 2012] направлены на дальнейшее развитие данного подхода.  
В результате в контексте метода функционалов Ляпунова удалось получить ряд конструк-
тивно проверяемых условий устойчивости и асимптотической устойчивости  широких классов 
функционально-дифференциальных систем. 
2. Применение функций Ляпунова конечного числа переменных . В этом 
направлении выдвинуты новые идеи [Разумихин, 1956, 1988; Красовский, 1956b, 
1959], позволяющие конструктивно использовать конечномерные функции Ля-
пунова применительно к классу функционально-дифференциальных уравнений.  
Особенность предложенного подхода в том, что условия устойчивости прове-
ряются не для всех допустимых начальных  вектор-функций; в результате поведе-
ние функции Ляпунова вдоль интегральных кривых может быть не монотонным.  
Действительно, если решение х(t0, φ) системы (5.1.2), начавшееся внутри некоторой области, 
выходит из этой области в некоторый момент времени t, то ||x(t+θ; t0, φ)||  |x(t; t0, φ)| для всех θ  
[−, 0]. Следовательно, при анализе устойчивости достаточно рассматривать только начальные 
функции, удовлетворяющие данному условию. Указанная идея существенно расширяет воз-
можности использования метода функций Ляпунова конечного числа переменных в задачах 
устойчивости систем с запаздыванием. 
Данный подход также получил существенное развитие в работах многих ученых [Разу-
михин, 1956, 1988; Красовский, 1956b,1959; Lakshmikantham, Leela, 1969; Hale, 1977; Kato, 
1980; Ким, 1992; Андреев, 2005; Александров, Жабко, 2013].  
Зависимость проблемы от математических деталей привела к недоработке (контрпример 
[Mikolajska, 1969]) в первоначальном варианте теоремы об асимптотической устойчивости 
[Разумихин, 1956] и вызвала многолетнюю последующую дискуссию по данному вопросу (см. 
по этому поводу [Красовский, Котельникова, 2004]). 
 
Предпринимаются попытки сблизить оба указанных подхода к изучению 
устойчивости функционально-дифференциальных уравнений [Гайшун, Княжи-
ще [1994], что дает дополнительные возможности использования прямого метода 
Ляпунова для анализа устойчивости данного класса систем.  
Получающиеся в результате условия частичной устойчивости в контексте пря-
мого метода Ляпунова имеют особенности, отличающие соответствующие тео-
ремы от их аналогов для систем обыкновенных дифференциальных уравнений. 
5.2.2. Метод функционалов Ляпунова−Красовского 
Применим метод функционалов Ляпунова−Красовского для исследования 
задач частичной устойчивости систем с последействием. 
1. Класс рассматриваемых функционалов. Рассмотрим однозначные, непре-
рывные, удовлетворяющие условию V(t, 0)  0 функционалы V = V(t, φ), опреде-
ленные на любой кусочно-непрерывной вектор-функции φ: [–τ, 0] → Rn в области  
t   0,  ||φy h1  h, ||φz .                                                                     (5.2.1) 
 Подставим в функционал V(t, φ) вектор-функцию xt = x(t + θ; t0, φ), опре-
деляющую элемент траектории в текущий момент времени t   t0. В результате 
получаем значение функционала V(t, xt) на решениях системы (5.1.2).  
Под производной V-функционала вдоль решений системы (5.1.2) будем по-
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нимать величину [Yoshizawa, 1966] 
)},(),({lim),( 1 ttt tVtVtV xxx  


 ,   0+. 
Если функционал V является локально липшицевым по второму аргументу, 
то указанный предел определяется единственным образом.  
Далее наряду с ранее введенной супремум-нормой ||φ|| используется L2-
норма [Красовский, 1959; Burton, 1985] 
|||φ|||
2/1
0
2 )(








  

 di . 
2. Условия устойчивости и асимптотической устойчивости по части пе-
ременных. Для формулировки таких условий далее используются функции a(r), 
b(r), c(r)  K − функции типа Хана при r  [0, h1). 
Теорема  5.2.1 [Калистратова, 1986; Воротников, 1991a]. Пусть можно ука-
зать функционал V = V(t, φ) такой, что в области (5.2.1)  
V(t, φ)  a(|φy(0)|) (V(t, φ)  a(||φy||)),  0),( ttV x
 .                                              (5.2.2) 
Тогда невозмущенное движение x = 0 системы (5.1.2) y-устойчиво. Если, кроме 
того, V   b(||φ||), то y-устойчивость равномерна по t0. 
Доказательство. I. Функционал V = V(t, φ) определен и непрерывен в обла-
сти (5.2.1), причем справедливо условие V(t, 0) 0. Поэтому для любых чисел ε > 
0, t0   0 найдется число δ(ε, t0) > 0 такое, что из ||φ|| < δ следует неравенство V(t0, 
φ) < a(ε). Для решения x(t0, φ) системы (5.1.2) с ||φ|| < δ, на основании V (t, xt)   0, 
при всех t   t0 имеем 
a(|y(t; t0, φ)|)  V(t, xt(t0, φ))  V(t0, φ) < a(). (5.2.3) 
Из этих неравенств, в силу свойств функции а(r), при всех t   t0 следует оценка 
|y(t; t0, φ)| < ε. Первая часть теоремы 5.2.1 доказана. 
II. Положим δ(ε) = b–1(a(ε)). Тогда V(t0, φ)   b(||φ||) < b(δ) = a(ε) и, следовате-
льно, при всех ||φ|| < δ имеем соотношения (5.2.3). Равномерная y-устойчивость 
доказана. ■ 
Теорема  5.2.2 [Калистратова, 1986; Воротников, 1998]. Пусть в области 
(5.2.1) выполняются условия 
a(|φy(0)|) ≤ V(t, φ)  b(||φ||), |))((|),( tctV t yx 
 , 
|Y(t, φ)|  M = const > 0. 
Тогда невозмущенное движение х = 0 системы (5.1.2) равномерно асимптоти-
чески y-устойчиво. 
Доказательство. При выполнении условий теоремы имеем равномерную y-
устойчивость. По заданному числу h1 выберем Δ(h1) > 0 так, чтобы b(Δ) < a(h1). 
Для доказательства равномерной асимптотической y-устойчивости покажем, 
что для произвольного числа ε > 0, как бы мало оно не было, найдется число Т = 
Т(ε) > 0 такое, что |y(t; t0, φ)| < ε при всех t > t0 + Т(ε), если ||φ|| < Δ, t0   0. 
Пусть ε > 0 задано, а δ = δ(ε) выбрано как при доказательстве равномерной 
y-устойчивости. Допустим от противного, что если ||φ|| < Δ, то существует по-
следовательность {tk} такая, что 
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 kttkt k 2)12( 00    (k  = 1, 2, …),  ()  |y(tk; t0, φ)|  h1. 
По условиям теоремы найдется число M  такое, что  на промежутках tk –   t 
 tk + ,  = (2M)–1δ имеем  |у(t)| > ½ δ.  Выбирая, если необходимо,  М  достаточно 
большим, можем считать, что указанные промежутки не пересекаются. Поэтому 
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При k  > 1 + ½b(Δ)–1c–1(½δ) значение функционала V(t, xt) является отрица-
тельным при t = tk, что противоречит условиям теоремы. Таким образом, 
найдется Т(ε) > 0 такое, что ||y(t*+θ; t0, φ)|| < ε при некотором t* [t0, t0+Т(ε)].  
На основании равномерной y-устойчивости заключаем, что |y(t; t0, φ)| < ε 
при всех t   t* (а тем более при всех t > t0 + Т(ε)). ■ 
Теорема  5.2.3 [Воротников, 1991a, 1998]. Пусть в области (5.2.1)  
aφy(0)|)  V(t, φ)  b1(|φy(0)|) + b2(|||φy|||),  |))((|),( tctV t yx 
 . 
Тогда невозмущенное движение x = 0 системы (5.1.2) равномерно асимпто-
тически y-устойчиво (в целом по φz). 
Доказательство.  Для любых ε > 0, t0   0 выберем δ(ε) > 0 так, чтобы b1() 
+ b2((m)1/2) < a(). Тогда, в силу V(t0, φ)  b1(|φy(0)|) + b2(|||φy|||), справедливо 
неравенство V(t, xt) < a(ε), и для всех решений x(t0, φ) системы (5.1.2) с ||φy|| < δ, 
||φz|| <  при всех t  t0 имеем соотношения типа (5.2.3).  
Равномерная y-устойчивость (в целом по φz) доказана. 
Доказательство равномерной асимптотической y-устойчивости проведем по схеме рабо-
ты T.A. Burton’a [1978].  
Для h* = min (h1, 1) выберем Δ(h*) > 0 исходя из условий b1(Δ) + b2(Δ(mτ)1/2) < a(h*).  
Покажем, что для каждого ε > 0 найдется число T = Т(ε) > 0 такое, что |y(t; t0, φ)| < ε при 
всех t > t0 + Т(ε), если ||φy|| < Δ, ||φz|| < ∞,  t0   0. 
Пусть ε > 0 задано. Выберем такие  ε1 < ε и ε2 < ε  что: 1) b1(ε1) < ½a(ε); 2) b2(|||yt|||) < ½a(ε), 
если ||yt|| < ε2. Возможность указанного выбора ε2 обеспечивается неравенством b2(|||yt|||)  
b2(ε2(mτ)1/2) при ||yt|| < ε2.  
Положим ε3 = min (ε1, ε2) и покажем, что если ||φy|| < Δ, ||φz)|| <  , то существует число T1 > 
τ такое, что неравенство |y(t; t0, φ)|   ε3 нарушается для некоторого значения t в каждом интер-
вале длины Т1. В самом деле  
))(())((),(),( 12312312
12
ttcttctVtV tt 
      x   x ; ))(()( 2/121  mbb 
   , 
если |y(t; t0, φ)|  ε3  на интервале [t1, t2]. Поэтому при t = t2, (t2 − t1) > *c−1(3) значение V-
функционала является отрицательным, что противоречит условиям теоремы.  
        В результате существует монотонная последовательность значений {tn} →  такая, что 
|y(tn)| < ε3. Переходя к подпоследовательности {tk} потребуем, чтобы tk + τ < tk+1.  
      Таким образом, если ||φy|| < Δ, ||φz|| < , то найдется число Т1(ε) > τ такое, что |y(tn)| < ε3 
при tk [t0 + kT1, t0 + (k  +1)T1]. 
Рассмотрим последовательность функций {yt}, соответствующую выбранной подпосле-
довательности {tk}. Можно показать, что найдется число N > 0 такое, что b2(|||yt|||) < ½a(ε)  
при t = ti, 1  i  N.  
Тогда при t   ti имеем цепочку соотношений 
)()()()|||(||||))((|),(),(|))((| 2
1
3121  aabbtbxtVtVta ii titit         yy        x    y   
и, следовательно, |y(t; t0, φ)| < ε для всех t   ti. 
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Учитывая, что tN < t0 + 2NT1, положим Т = 2NT1. Тогда при всех значениях t > t0 + T спра-
ведливо неравенство |y(t; t0, φ)|| < ε, если выполняются соотношения ||φy|| < Δ, ||φz|| <  . ■ 
Обсуждение теорем  5.2.1−5.2.3. 1°. Подчеркнем, что как и в работе Т.A. Burton’а 
[1978], в теореме 5.2.3 не требуется ограниченности |Х(t, φ)| при ограниченном φ. Учитывая 
исходные допущения относительно правой части системы (5.1.2), неограниченность |Х(t, φ)|   
означает возможность неограниченного роста  при t → . В то же время условие |Y(t, φ)|   M = 
const  > 0 теоремы 5.2.2 является существенным [Makay, 1994]. 
 2°. Развитие прямого метода Ляпунова на случай использования V-функционалов с зна-
копостоянной производной возможно путем введения предельных систем для систем с по-
следействием [Андреев, Павликов, 1999; Андреев, 2005, 2009; Павликов, 2003, 2007b]. 
 3°. Процесс построения V-функционалов для систем функционально-дифференциальных 
уравнений весьма затруднен, и его иногда даже сравнивают с “искусством” [Burton, 1985].  
Применительно к задаче y-устойчивости (асимптотической y-устойчивости) V-функци-
онал можно искать в виде [Воротников, 1998; Воротников, Мартышенко, 2013a, 2014] 
V(t, φ)   V*(t, φy, μ(φ)) ,   
где μ(φ) – некоторая непрерывная вектор-функция φ такая, что μ(0) = 0. При этом проверку 
требуемых для y-устойчивости (асимптотической y-устойчивости) соответствующих свойств 
данного функционала и его производной в силу системы (5.1.2) можно осуществлять в обла-
сти t ≥ 0, ||||  h1, ||φz|| <  , где ξ = (φy, μ(φ)), |||| = sup |(θ)| (θ  [–τ, 0]).  
        В результате появляется возможность использования известных V*-функционалов (в том 
числе квадратичных), знакоопределенных по отношению ко всем переменным.    
Прим ер  5.2.1 [Воротников, 1991а, 1998]. Рассмотрим динамические уравнения Эйлера 
1121 )( uzyCByA  , 2112 )( uzyACyB   , 211 )( yyBAzC  , (5.2.4) 
описывающие вращательное движение твердого тела (космического аппарата) относительно 
центра масс под действием двух управляющих моментов. 
Допустим, что законы управления формируются в виде линейной обратной связи с за-
паздыванием по состоянию 
)()()(   tyttyu iiiii  (i = 1, 2 ), 0const,,   i . (5.2.5) 
Требуется найти область изменения αi, βi(t), в которой положение равновесия у1 = у2 = z1 
= 0  системы (5.2.4), (5.2.5) равномерно асимптотически устойчиво по у = (у1, у2)Т.  
В этом случае будет происходить гашение угловой скорости твердого тела по отношению 
к двум заданным главным центральным осям его эллипсоида инерции.  
Считаем, что возмущенное движение твердого тела вызвано начальным возмущением 
его угловой скорости, причем возмущение характеризуется любой непрерывной на отрезке 
[t0 – τ, t0] функцией φ. 
Допустим, что С < А, В и рассмотрим вспомогательный V-функционал 
 
 

2
1
0
22 ])(2)([)(
i
iiiit dtytyV

y ,  (5.2.6) 
i = const > 0 (i = 1,  2), 1 = B–1 (A−C),  2 = A–1 (B−C), 
производная от которого в силу системы (5.2.4), (5.2.5) удовлетворяет соотношению 



2
1
2
1
2
1 )]()()()()()([2)(
i
iiiiiiiiiit tytytyttyV y
 , 
11 = A–11,  21 = B–12,  11 = A–11, 21 = B–12. 
Квадратичные формы, стоящие в квадратных скобках, будут определенно положительны-
ми, если выполняются условия −4(i+ ii1)I  − i2i12  i* = const  > 0 (i = 1, 2). Поскольку мак-
симум левой части полученных неравенств достигается при 2I = −ii1, получим соотношения 
i   0,  i12(t)   (i1*)2  i12   (i = 1, 2).  (5.2.7) 
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Значит при выполнении условий (5.2.7) справедливо неравенство  
)( tV y
 |),)((| tc y   
и V-функционал (5.2.6) удовлетворяет условиям теоремы 5.2.3.  
        Под действием управляющих моментов (5.2.5), (5.2.7) в случае С < А, В с течением вре-
мени твердое тело переходит в режим вращения относительно большей главной централь-
ной оси эллипсоида инерции. 
3. Условия устойчивости “частичных” положений равновесия. Наряду с 
уже введенными, также будем рассматривать вспомогательные функционалы 
V*(t, φy), V*(t, 0) ≡ 0, однозначные и непрерывные в области t ≥ 0, ||φy||  h1  h. 
Теорема 5.2.4. Пусть для системы (5.1.2) найдется V-функционал такой, 
что в области (5.2.1) выполнены условия (5.2.2). Если, кроме того:  
1) V ≤ V*(t, φy), то для системы (5.1.2) существует устойчивое “частичное” 
положение равновесия у = 0;  
2) V ≤ b(||φy||), то для системы (5.1.2) существует равномерно устойчивое 
“частичное” положение равновесия у = 0. 
Доказательство.  Рассмотрим решение x(t0, 0, φz) системы дифференци-
альных уравнений (5.1.2) при произвольных t0 ≥ 0 и φz.  
При выполнении любого из условий 1), 2) имеем V(t0, 0, φz) ≡ 0.  
На основании условия (5.2.2) заключаем, что V(t, xt(t0, 0, φz)) ≡ 0, откуда, в силу 
V  ≥ a(|φy(0)|), выводим тождество 
yt(t0, 0, φz)  0.  (5.2.8) 
Учитывая тождество (5.2.8), а также произвольность t0 ≥ 0 и φz, заключаем, 
что при выполнении любого из условий 1), 2) система дифференциальных 
уравнений (5.1.2) имеет “частичное” положение равновесия y = 0.  
Покажем, что при выполнении  условия 1)  “частичное”  положение равновесия y = 0 си-
стемы (5.1.2) устойчиво. В силу непрерывности функционалов V и V*, а также условий V(t, 0) ≡ 
V
*
(t, 0) ≡ 0, для любых ε > 0, t0 ≥ 0 найдется δ(ε, t0) > 0 такое, что из ||φy|| < δ, ||φz|| <  следует 
V(t0, φ) ≤ V
*
(t0, φy) < a(ε).  
Поэтому из соотношения V (t, xt)  0 при выполнении условия 1) для всех t ≥ t0 имеем 
a(|y(t; t0, φ)|)  V(t, xt(t0, φ))  V(t0, φ)  V*(t0, φy) < a(). (5.2.9) 
Имея в виду свойства функции a(r), из полученных неравенств (5.2.9) заключаем, что 
для любых ε > 0, t0 ≥ 0 из ||φy|| < δ, ||φz|| <  следует |y(t; t0, φ)| < ε при всех t ≥ t0. 
Первая часть теоремы доказана.  
Доказательство части 2) теоремы проводится по той же схеме. ■ 
5.2.2. Метод функций Ляпунова конечного числа переменных 
Рассмотрим применение метода функций Ляпунова конечного числа пере-
менных в задачах устойчивости систем с запаздыванием. 
1. Предлагаемая структура функций Ляпунова. Вспомогательную V-фу-
нкцию Ляпунова будем искать в виде [Воротников, 1998] 
V(t, x)  V*(t, y, μ(x)),  (5.2.10) 
где μ(х) – некоторая непрерывная вектор-функция, μ(0) = 0. 
В результате  можно использовать  V*-функции, знакоопределенные по всем 
переменным (по у, μ) и, в частности, квадратичные V*-функции. 
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2. Условие асимптотической устойчивости по части переменных . Будем 
использовать вспомогательные V-функции вида (5.2.10). 
Теорема 5.2.5 [Воротников, 1998]. Пусть для системы (5.1.2) наряду с V-
функцией можно также указать непрерывную векторную μ(х)-функцию, μ(0) = 
0 такие, что:  
1) в области 
0t , |y|+ |μ(x)|  h1  h,  |z| <  (5.2.11) 
справедливы условия   
       a(|y|+ |μ(x)|)  V(t, x)  V*(t, y, μ(x))  b(|y|+ |μ(x)|); 
2) ),( ttV x
  −c(|y|+ |μ(x)|) вдоль интегральных кривых системы (5.1.2), удо-
влетворяющих соотношению 
V*(, y(), μ(x()))   f(V*(t, y(t), μ(x(t)))) (5.2.12) 
при всяких t – τ   θ < t,  t   T > t0 + τ  и для некоторой монотонно возрастаю-
щей функции f(r) > r > 0,  f(0) = 0. 
Тогда невозмущенное движение x = 0 системы (5.1.2) равномерно асимп-
тотически y-устойчиво. 
Обсуждение теорем ы 5.2.5. 1°. Условие типа (5.2.12) является фундаментальным 
для теорем об асимптотической устойчивости для функционально-дифференциальных си-
стем, использующих V-функции конечного числа переменных. В случае устойчивости (не-
асимптотической) можно положить  f(r)= r. 
2°. Получены также более общие условия устойчивости и асимптотической устойчиво-
сти по части переменных с помощью конечномерных функций Ляпунова [Андреев, 2005], не 
предполагающие наперед заданный вид V-функции. 
Прим ер  5.2.2 [Воротников, 1998]. С помощью теоремы 5.2.5 найдем область измене-
ния αi, βi(t), в которой положение равновесия у1 = у2 = z1 = 0 системы (5.2.4), (5.2.5) равно-
мер-но асимптотически устойчиво по отношению к у = (у1, у2)Т. 
Допустим, что С < A, B и рассмотрим V-функцию 
 V(y) = 1y12(t) + 2y22(t),  1 = B–1 (A −C),  2 = A–1 (B −C),                                              (5.2.13) 
Производная V  в силу системы (5.2.4), (5.2.5) определяется следующим образом  

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1 )]()()()([2)(
i
iiiiiiit tytyttyV y
 , 
11 = A–11,  21 = B–12,  11 = A–11, 21 = B–12. 
Если имеют место неравенства |yi(t – τ)|   q|yi(t)|, q = const  > 1, то справедливо соотношение 
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iiii tyqV 
 . 
Полагая f(r) = q2r, число q можно выбрать так, что при выполнении усиленных условий 
(5.2.7) V-функция (5.2.13) удовлетворяет условиям теоремы 5.2.5 (при μ = 0). 
Заметим, что при использовании вспомогательной V-функции (5.2.13), в отличие от V-
функционала (5.2.7), запаздывание τ можно считать переменным. 
5.2.3. Другие направления и методы исследования  
Укажем ряд других направлений и методов исследования задач  частичной 
устойчивости и стабилизации для систем с последействием (запаздыванием), а 
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также укажем на использование задач устойчивости по части переменных при 
исследовании задач устойчивости по отношению ко всем переменным. 
1. Частичная устойчивость (стабилизация) линейных систем и по ли-
нейному приближению. Получены необходимые и достаточные условия экс-
поненциальной асимптотической устойчивости по части переменных линейных 
неавтономных систем с последействием в контексте метода функционалов Ля-
пунова−Красовского [Corduneanu, 1974]. С использованием дифференциальных 
неравенств данный метод также позволяет дать решение задачи устойчивости 
по части переменных нелинейной системы (5.1.2) по линейному приближению. 
Пусть система (5.1.2) является линейной 
)(ty = A(t, yt) + B(t, zt), )(tz = C(t, yt) + D(t, zt), (5.2.14) 
где А, В, С, D − линейные операторы вида 
A(t, φ) 


0
)],([

stads   φ(s).  
Элементы матричной функции a(t, s) являются действительными, измери-
мыми функциями такими, что var[− ,0] a(t,.)  m(t), где m(t) локально интегриру-
емая при t  [0, ). Кроме того, a(t, s) непрерывна слева на [−, 0].  
Теорема  5.2.6 [Corduneanu, 1974]. Для экспоненциальной асимптотической 
у-устойчивости линейной системы (5.2.14) необходимо и достаточно, чтобы 
существовал V-функционал, удовлетворяющий условиям  
||φy||  V(t, φ  M(||φ|| ), V (t, φ  −V(t, φ, 
|V(t, φ − V(t, φ|  M ||φ − φ||, 
где М и  − положительные постоянные. 
Для решения задачи частичной (по отношению к части переменных) устой-
чивости линейных автономных систем с запаздыванием развит метод построе-
ния вспомогательных μ-систем [Воротников,  1991а, 1998].  
Пусть система (5.1.2) является линейной системой с постоянными коэффи-
циентами и постоянным запаздыванием τ > 0 
),()()()()(
),()()()()(




tDtDtCtCt
tBtBtAtAt
zzyyz
zzyyy


 (5.2.15) 
где А, А', В, В', С, С', D, D' – постоянные матрицы соответствующих размеров.  
Введем обозначения В0 = (BT, 
TB ), D0 = DT, D1 = 
TD  и рассмотрим матрицы 
K = B0, Ki = (D0Ki–1, D1Ki–1) (2   i   p + 1).  
Теорема 5.2.7 [Воротников, 1991а, 1998]. Для системы (5.2.15) можно по-
строить  вспомогательную  линейную  μ-cuстему  размерности dim (y) + rank Ks–1 
(s – минимальное число такое, что rank Ks–1 = rank Ks,  2   s   p + 1).  
       При этом для y-устойчивости (асимптотической y-устойчивости) доста-
точно, а в случаях 
1) ])}0()0[()]0()0{[()0(  DBDDBDB  , 
2) ])}0()0[()]0()0{[()0(  DBDBDDB   
необходимо и достаточно, чтобы μ-система дифференциальных уравнений  бы-
ла устойчива (асимптотически устойчива) по Ляпунову. 
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Предложены  другие подходы к анализу частичной (по части переменных) устойчивости 
линейной системы (5.2.15) [Terjeki, 1983b, Чудинов, 2004], основанные на анализе структур-
ной формы решений этой системы.  
Для систем линейных функционально-дифференциальных уравнений с переменным за-
паздыванием показана возможность [Чудинов, 2006a] сведения задачи устойчивости по ча-
сти переменных к задаче устойчивости по всем переменным для некоторой вспомогательной 
линейной системы функционально-дифференциальных уравнений, являющейся сужением 
исходной системы на некоторое подпространство.  
Рассмотрены и некоторые нелинейные преобразования переменных [Воротников, 1991а, 
1998], проводимые с целью облегчения решения задачи частичной (по части переменных) 
устойчивости по линейному приближению нелинейных систем с запаздыванием. 
В задаче у-стабилизации линейных управляемых систем дифференциальных 
уравнений с постоянными коэффициентами и постоянным запаздыванием век-
тор управлений u предлагается искать в виде [Воротников, 1991а, 1998] 
u = Гz(t) + Гτ z(t−) + u . 
      Постоянные матрицы Г, Гτ определяются преобразованием, приводящим 
исходную управляемую систему к управляемой μ-системе, а u* решает задачу 
стабилизации (по всем переменным) для построенной μ-системы.  
В рамках указанной схемы получены достаточные условия стабилизируемо-
сти по отношению к части переменных линейных систем с запаздыванием. 
2. Метод “усеченных” систем и W-метод Азбелева. Анализ частичной экспо-
ненциальной асимптотической y-устойчивости системы (5.1.1) возможен [Юдаев, 
1975] на основе анализа устойчивости по всем переменным “усеченной” системы 
)(ty Y(t, yt, 0), 
получающейся из первых m уравнений системы (5.1.2) при zt   0 . 
Для анализа устойчивости по части переменных уравнений с абстрактным 
оператором Вольтерры применен W-метод Н.В. Азбелева [Карнишин, 1987; Аз-
белев, Симонов, 2001, Kadiev, Ponosov, 2014].  
Суть W-метода [Азбелев и др., 1991] состоит в выборе некоторого модельного 
уравнения с такими свойствами решений, которые желательно обнаружить у ис-
следуемого уравнения.  
3. Другие задачи частичной устойчивости и стабилизации. Для систем 
функционально-дифференциальных уравнений (5.1.1) также анализируются: 
 – устойчивость “по выходу” [Karafyllis и др., 2008; Karafyllis, Jiang, 2011]; 
 – коннективная устойчивость по части переменных [Cai, 1987]; 
 – устойчивость по части переменных “частичных” положений равновесия 
[Воротников, Мартышенко, 2014] 
Рассмотрена задача стабилизации по части переменных положений равнове-
сия голономных механических систем с учетом эффекта эредитарности в функ-
ции, определяющей потенциальную энергию, а также посредством управлений 
с запаздыванием по состоянию [Андреев, 2005; Павликов, 2007a]. 
М.А. Рутман [1959] распространил теорему Эсклангона (см. раздел 2.2) на 
случай функционально-дифференциальных уравнений запаздывающего типа с 
сосредоточенным запаздыванием. Однако для линейных функционально-диф-
ференциальных уравнений с запаздыванием нейтрального типа теорема Эс-
клангона не всегда имеет место.  
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Рассмотрим уравнение [Колмановский, Носов, 1981] 
 



 



 



   23
222 222)( txtttxtx      ,  t  I = [2, ), 
коэффициенты которого постоянны или являются ограниченными функциями t  I . 
        Данное уравнение имеет решения   
        x(t) = sint2, 2cos2)( tttx  ,  
являющиеся соответственно ограниченной и неограниченной функциями t  I, и  теорема Эс-
клангона  в этом случае не выполняется. 
4. Вспомогательная функция задач частичной устойчивости . Наряду с 
системой (5.1.1) также рассмотрим “приведенную” подсистему уравнений 
)(tz Z(t, 0, zt). (5.2.16) 
Теорема 5.2.8  [Halanay, 1963].  Пусть выполняются условия: 
 1) невозмущенное движение у = 0, z = 0 системы (5.1.2) равномерно y-устой-
чиво (равномерно асимптотически y-устойчиво);  
2) нулевое  решение “приведенной” подсистемы (5.2.16)  равномерно асимпто- 
тически устойчиво по всем переменным.  
Тогда невозмущенное движение у = 0, z = 0 системы (5.1.2) равномерно 
устойчиво  (равномерно асимптотически устойчиво) по Ляпунову. 
Вспомогательная задача частичной (по части переменных) устойчивости 
естественным образом возникает также в рамках метода вектор-функций Ляпу-
нова для систем функционально-дифференциальных уравнений с последействием 
(запаздыванием) [Lakshmikantham и др., 1991]. 
5.3. ПОСТАНОВКА  ЗАДАЧ  ЧАСТИЧНОЙ  УСТОЙЧИВОСТИ 
ДЛЯ  СТОХАСТИЧЕСКИХ  СИСТЕМ 
Практически любая прикладная проблема, приводящая к изучению частич-
ной устойчивости, в той или иной мере требует учета случайных факторов. 
 Этим обстоятельством объясняется определенный интерес к исследованию 
задач частичной устойчивости стохастических систем. 
5.3.1. Стохастические системы дифференциальных уравнений  
Дифференциальные уравнения, правые части которых содержат случайные 
процессы, рассмотрены французским физиком П. Ланжевеном в начале XX сто-
летия [Langevin, 1908], после того как А. Эйнштейн и М. Смолуховский опуб-
ликовали работы по теории броуновского движения. 
 Начиная с 1930-х годов начали появляться математические публикации по 
теории стохастических дифференциальных уравнений. Достаточно удобная 
форма таких уравнений предложена японским математиком  К. Ито [Ito, 1951]. 
1. Стохастическая система в форме Ито. Пусть имеем стохастическую сис-
тему дифференциальных уравнений возмущенного движения в форме Ито 
     


r
k
dttd
1
),(  x X x σk(t, x)dξk(t),   
     00X ),(t , σk(t, 0)  0  ( rk ,1 ),  (5.3.1) 
     ,),(),...,,,...,( TTTT11 zyx  pm zzyy  m > 0, p   0, n = m + p, 
Глава 5 
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для которой задача устойчивости эквивалентна 
задаче устойчивости детерминированных систем 
при случайных возмущениях типа “белого шума”.  
      В системе (5.3.1): X(t, x), σk(t, x) − n-мерные 
вектор-функции, k – n-мерные независимые вине-
ровские процессы, Eξk = 0, Ek2 = 2t, E – знак ма-
тематического ожидания.  
Процесс ξk может служить моделью для описания 
броуновского движения: движения микрочастицы в жидкости. Показано [Wiener, 1949],  что 
почти все реализации такого процесса являются непрерывными, нигде не дифференцируе-
мыми функциями. 
2. Другие формы стохастических систем. Рассматриваются также другие, 
более общие формы стохастических систем обыкновенных дифференциальных 
уравнений [Хасьминский, 1969] 
 x F(t, x) + σ(t, x)ξ(t). (5.3.2) 
При этом от случайного процесса  ξ(t)  стараются требовать по возможности 
меньше, например, ограниченность математического ожидания |ξ(t)|.  
Естественно, что для получения достаточно продвинутой теории необходимо 
как-то ограничивать класс возможных случайных процессов в системе (5.3.2).  
Если предположить, что стохастическая система (5.3.2) сохраняет такое фундаменталь-
ное свойство “укороченной” системы дифференциальных уравнений 
 x F(t, x), (5.3.3) 
как отсутствие последействия, то случайный процесс ξ(t) необходимо считать белым шумом. 
Поскольку указанное предположение достаточно реалистично, то модели с белыми шумами 
относятся к часто используемым. Если ξ(t) – “физический” белый шум, когда компоненты 
вектора ξ(t) являются нормальными случайными процессами с конечным временем корреля-
ции, пренебрежимо малым в масштабе времени, принятом для “укороченной” системы 
(5.3.3), то такая нестрогая модель получила название системы уравнений Ланжевена. 
Модель Ланжевена приобретает строгий математический смысл при замене физического 
белого шума абстрактным. Такая замена не является однозначной.  
Наибольшее распространение получили стохастические системы  дифференциальных 
уравнений К. Ито [1951] и Р.Л. Стратоновича [1966]. Стохастические уравнения Стратоно-
вича более адекватно описывают физические явления, в то время как уравнения Ито более 
удобны с точки зрения математического анализа.  
Связь между данными формами стохастических уравнений [Хасьминский, 1969; Oksen-
dal, 2003], позволяющая перейти от одной формы  уравнений к другой, даёт конструктивную 
схему анализа динамических моделей, содержащих случайные процессы: построение моде-
лей Ланжевена и, на их базе, стохастических моделей Стратоновича, с последующим пере-
ходом к более удобным для математических исследований моделям дифференциальных 
уравнений Ито; см., например, часть 1 примера 5.4.1. 
5.3.2. Стохастическая трактовка понятий частичной устойчивости 
Ограничимся рассмотрением стохастических систем (5.3.1) в форме Ито.  
1. Общие предположения. Допустим, что выполнены условия.  
1) Вектор-функции X(t, x), σk(t, x)) непрерывны и при любых начальных 
данных t0, x0  удовлетворяют условиям существования и единственности реше-
ний (сильных), являющихся непрерывными почти наверное случайными марко- 
Рис. 5.3.1. Траектории броуновского 
движения 
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вскими процессами x(t) = x(t; t0, x0) с феллеровской переходной функцией [Ха-
сьминский, 1969; Oksendal, 2003]. 
2) Любое решение системы (5.3.1) является z-продолжимым, т.е. определено 
при всех t  t0, при которых y-компоненты этих решений не выходят (в соответ-
ствующем вероятностном смысле) за пределы области ||y||  h. 
       Для любых t0 ≥ 0, x0 существование и единственность непрерывного почти наверное 
марковского процесса x(t) = x(t; t0, x0), являющегося решением (сильным) стохастической 
системы дифференциальных уравнений (5.3.1), обеспечивают, например, локальные условия 
Коши–Липшица, равномерные по t,  для вектор-функций X(t, x), σk(t, x): для всякого числа r > 
0 существует постоянная L(r) > 0 такая, что при t ≥ t0, ||x||  r    
||X(t, x') – X(t, x'')|| ≤ L||x' – x''||,   ||σk(t, x') – σk(t, x'')|| ≤ L||x' – x''||. 
     Продолжимость при всех t  t0  указанных решений гарантируют условия “линейного ро-
ста”: существует постоянная М > 0 такая, что при t ≥ t0 , ||x|| < ∞  
||X(t, x)|| ≤  М(1+ ||x||),  ||σk(t, x)|| ≤  М(1+ ||x||). 
       2. Понятия устойчивости по части переменных . Существуют различные 
трактовки понятия стохастической устойчивости систем Ито [Kushner, 1967; 
Хасьминский, 1969; Oksendal, 2003]. Сформулируем некоторые основные, изу-
чаемые в теории устойчивости по части переменных, понятия. 
Определение 5.3.1 [Шаров, 1978; Воротников, 1991а, 1998]. Невозмущенное 
движение x = 0 системы (5.3.1) называется: 
1) y-устойчивым по вероятности, если для любых чисел ε > 0, t0   0 и γ > 0 
найдется число δ(ε, t0) > 0 такое, что при ||x0|| < δ будет P{sup ||y(t; t0, x0)|| > ε} < 
γ,  t   t0 (Р – вероятностная мера); 
2) асимптотически y-устойчивым по вероятности, если оно y-устойчиво 
по вероятности и, кроме того, имеет место предельное соотношение 
  0  x
P
t
lim{lim
0
||y(t; t0, x0)|| = 0} = 1; 
3) экспоненциально асимптотически у-устойчивым по вероятности в це-
лом, если для всех ||x0|| <  найдутся постоянные α, β и γ такие, что 
 E ||y(t; t0, x0)||   ||x0||
)( 0tte  ,  t  t0.  
Зам ечания . 1°. При γ = 1 имеем экспоненциальную асимптотическую y-устойчивость 
в среднем невозмущенного движения x = 0 системы (5.3.1), а при γ = 2 – в среднеквадрати-
ческом (этот случай по-видимому, наиболее часто рассматривается в литературе). 
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2°. Имеются также другие трактовки понятий стохастической устойчивости, вызванные 
потребностями приложений (в частности, потребностями стохастической теории оптимальных 
процессов). Данные трактовки опираются на понятия слабых решений стохастической системы 
(5.3.1)  при менее ограничительных требованиях к вектор-функциям X(t, x), σk(t, x). 
5.4. МЕТОДЫ  ИССЛЕДОВАНИЯ  ЧАСТИЧНОЙ  УСТОЙЧИВОСТИ   
(СТАБИЛИЗАЦИИ)  СТОХАСТИЧЕСКИХ  СИСТЕМ 
Сначала рассмотрим стохастический вариант метода функций Ляпунова, а 
затем укажем другие используемые подходы к анализу задач частичной устой-
чивости (стабилизации) стохастических систем Ито. 
5.4.1. Стохастический вариант метода функций Ляпунова  
Разработка подходов к исследованию устойчивости стохастических систем 
началась во второй половине XX столетия [Bertram, Сагаchik, 1958; Кац, Кра-
совский, 1960]. Как и в случае детерминированных систем, при этом использо-
вался метод функций Ляпунова в соответствующей модификации.  
Первоначально результаты выражались либо в терминах существования функций Ляпуно-
ва, для которых математические ожидания производных в силу системы дифференциальных 
уравнений (5.3.2) являются неотрицательными, либо в терминах существования функций Ляпу-
нова для “укороченной” системы (5.3.3). Однако для вычисления математических ожиданий 
производных требуется знание оценок решений системы (5.3.2), а получаемые результаты на 
основе анализа “укороченной” системы (5.3.3) являются слишком грубыми; обзор результатов 
дан в работах [Kozin, 1969; Хасьминский, 1969].  
Более конструктивной оказалась идея [Кац, Красовский, 1960] использования усредненной 
производной V-функции (аналог производной V-функции в силу рассматриваемой системы), 
предложенная для изучения стохастических систем дифференциальных уравнений вида   
 x F(t, x, η(t)),                                                                                                                  (5.4.1) 
где η(t) – однородная марковская цепь с конечным числом состояний. В этом случае для вы-
числения производной достаточно знать лишь правые части системы и вероятностные ха-
рактеристики случайного процесса.  
Указанная идея в значительной степени предопределила последующие исследования 
устойчивости стохастических систем дифференциальных уравнений Ито [Kushner, 1967; Хась-
минский, 1969], решения которых являются непрерывными марковскими процессами, а также 
более общих систем  дифференциальных уравнений  
dx = X(t, x, η(t)) + ∑σk(t, x, η(t))dξk(t),                                                                           (5.4.2) 
совмещающих свойства систем (5.3.1) и (5.4.1).  
      Помимо изучения систем стохастических дифференциальных уравнений (5.4.2), решения   
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которых являются непрерывными марковскими процессами, исходя из требований ряда при-
ложений характеристика движения осложняется тем, что в момент скачкообразного измене-
ния марковской цепи η(t) решение системы (5.4.2) также может меняться скачком  (случай-
ным или неслучайным образом). Для описания скачка предложен ряд моделей.  
      Системы вида (5.4.2) называются системами дифференциальных уравнений со случайной 
структурой [Кац, 1998] или стохастическими сиcтемами с марковскими переключениями 
(скачками) (Markovian switching, Markovian jumping) [Mao, 1999]. 
      1. Условие частичной устойчивости по вероятности . Введем V-функции, 
V(t, 0)  0, являющиеся в области (1.2.2), за исключением, быть может x = 0, 
дважды непрерывно дифференцируемыми по x и один раз по t.  
Обозначим LV – дифференциальный производящий оператор V-функции в 
силу системы дифференциальных уравнений (5.3.1) 
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T. 
Теорема 5.4.1 [Шаров, 1978]. Пусть в области (2.0.1) существует V-фун-
кция, удовлетворяющая при x  0 условиям (a(r)  K при r  [0, h1)) 
||)(||),( y  x atV  ,  LV  0. (5.4.3) 
Тогда невозмущенное движение x = 0 системы (5.3.1) y-устойчиво по веро-
ятности. 
Доказательство. Возьмем произвольное ε, произвольный момент времени 
s, а также начальную точку x0: ||x0|| < ε. Рассмотрим решение x(t; s, x0) (t   s) си-
стемы дифференциальных уравнений (5.3.1) и обозначим τε момент первого до-
стижения процессом x(t; s, x0) поверхности ||y|| = ε. Если некоторые траектории 
этого процесса ни за какое конечное время не достигают поверхности ||y|| = ε, то 
для них τε считаем равным . Положим τε(t) = min (τε, t). 
Используя теорию марковских процессов [Дынкин, 1963], имеем 

)(
101100 ),;(,()],()),);((),(([
t
s
dssssVsVsttV

  x xL Exx xE . 
Отсюда и из условия (5.4.3) следует, что 
),()),);((),(( 00 xx xE sVsttV   . (5.4.4) 
В силу неравенства Чебышева и оценки (5.4.4) находим 
),()()),);((),(()(}||),;(||{sup 0
1
0
1
01 x  x xE    x yP sVasttVass  
  . 
Поскольку функция V(s, x0) непрерывна и V(s, 0)  0, то 
0}||),;(||lim{lim 0
o


x yP
  0 x
st
st
. ■ 
2. Условие частичной экспоненциальной асимптотической устойчиво-
сти по вероятности. Одно из таких условий восходит к теореме Н.Н. Красов-
ского [1959] для детерминированных систем дифференциальных уравнений. 
Теорема 5.4.2 [Воротников, 1998]. Пусть в области 0t , ||x|| <  сущест-
вует V-функция, удовлетворяющая при некоторых с i, γ > 0 условиям 
 ||||),(|||| 21 y  x  y ctVc  , 
||||),( 3 y  x L ctV  . (5.4.5) 
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Тогда невозмущенное движение x = 0 системы (5.3.1) экспоненциально 
асимптотически  у-устойчиво по вероятности в целом.  
Доказательство. Дифференцируя по t обе части равенства 
      
t
s
dsVsVsttV  ),;(,(),()),;(,( 000 x x EL  xx x E  
и учитывая соотношения (5.4.5), имеем 
)(
00 ),()),;(,(
stesVsttV  x    x x E ,   = c2–1c3. (5.4.6) 
На основании (5.4.6) и первого неравенства (5.4.5), получаем соотношение 
)(
0201 ||||||),;(||
stecstc   y   x yE . ■ 
Обсуждение теорем  5.4.1,  5.4.2. 1°. Теоремы 5.4.1 и 5.4.2 являются развитием  
теорем Р.3. Хасьминского и М.Б. Невельсона [Хасьминский, 1969].  
2°. При выполнении условий a(||y||)  V(t, x)  b(||y||), LV(t, x)  –с(||y||) имеем [Шаров, 
1978] равномерную асимптотическую y-устойчивость по вероятности. 
3°. Для решении конкретных задач частичной устойчивости можно использовать метод 
построения вспомогательных V-функций Ляпунова в виде квадратичных форм V = V(t, y, μ(t, 
x)) переменных  y, μ [Воротников, 1998]; см. часть 2 примера 5.4.1. 
Прим ер 5.4.1 [Воротников, 1991а, 1998]. 1) Рассмотрим динамические уравнения Эйлера 
1321 )( uxxCBxA   , 2312 )( uxxACxB   , 3213 )( uxxBAxC   ,  (5.4.7) 
описывающие вращательное движение твердого тела под действием управляющих моментов ui. 
При и3 = 0 управляющие моменты 
ui = i xi ,  i = const > 0 (i = 1,  2)    (5.4.8) 
гасят вращательное движение твердого тела по отношению к двум его главным централь-
ным осям эллипсоида инерции.  
       Допустим, как это часто бывает в действительности, что коэффициенты  1, 2 в управ-
ляющих моментах (5.4.8) являются лишь средними значениями, в то время как их истинные 
значения представляют собой случайные процессы 
i0 = i + ii, 
i – процессы белого шума (независимые гауссовские процессы, для которых Ei = 0, E[i(t) 
i(s)] = δ(t – s), δ – дельта-функция Дирака), i – некоторые постоянные, характеризующие 
интенсивность шумов в каналах управления. 
В результате законы управления (5.4.8) фактически имеют вид 
ui = (i + ii
 
)xi  (i = 1,  2).  (5.4.9) 
Замкнутой системе (5.4.7), (5.4.8) можно придать точный смысл и понимать ее как си-
стему стохастических дифференциальных уравнений в форме Стратоновича 
 11132111 ])([  dxdtxxCBxAdx , 
 22231222 ])([  dxdtxxACxBdx ,  dtxxBACdx 213 )(  . 
Система стохастических уравнений в форме Стратоновича  
  ),( xXx td σk kdt ),( x  
эквивалентна стохастической системе дифференциальных уравнений в форме Ито, в кото-
рой Х*(t, x) следует заменить выражением Х(t, x) с компонентами 
  21),( xtXX ii σkT 


x
x kit

),( . 
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Имея в виду указанную зависимость, приходим к стохастической системе в форме Ито 
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                  (5.4.10) 
Для анализа устойчивости системы (5.4.8) рассмотрим функцию Ляпунова 
])()([)( 22
2
1
1 xCBBxCAAABV   .                                                                         (5.4.11) 
Оценим оператор LV вдоль траекторий системы (5.4.10). Используем выражения 
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В результате 
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При выполнении условий 
A1
2
1   ,  B2
2
2    (5.4.12) 
V-функция (5.4.11) удовлетворяет всем условиям теоремы 5.4.2 при у = (x1, x2)Т и γ = 2.  
Это значит, что положение равновесия x1 = x2 = x3 = 0 системы (5.4.10) экспоненциально 
асимптотически y-устойчиво (в целом) в среднеквадратическом. 
В случае (5.4.12) вспомогательная W-функция (кинетическая энергия твердого тела) 
)( 23
2
2
2
12
1 CxBxAxW   
удовлетворяет условию LW  0 для всех значений xi. На основании теоремы 5.4.1 заключаем, 
что положение равновесия системы (5.4.10) также x-устойчиво по вероятности. 
2) Пусть система дифференциальных уравнений возмущенного движения (5.3.1) имеет вид 
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  (5.4.13) 
В качестве функции Ляпунова для системы (5.4.13) возьмем V-функцию 
2
111
2
1 22)(   yyV x , 2
2
11 zz  . (5.4.14) 
Эта функция, будучи нелинейной функцией переменных у1, z1, z2, является в то же время 
квадратичной формой переменных у1, μ1. Вычислим оператор LV функции (5.4.14) вдоль 
траекторий системы (5.4.13). Для этого используем выражения 
σk
T
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В результате  LV = −2(y12 + 2y11+ 512) и, следовательно, вспомогательная V-функция удо-
влетворяет в области 0t , ||x|| <  соотношениям  
 c1y1
2  V(x)  c2(y12 +12),  LV(x)  −c3(y12 +12) .  
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Аналогично доказательству теоремы 5.4.2  можно показать, что невозмущенное движе-
ние у1 = z1 = z2 = 0 системы дифференциальных уравнений (5.4.13) равномерно асимптотиче-
ски у1-устойчиво (не экспоненциально) в среднеквадратическом в целом. 
5.4.2. Другие методы исследования частичной устойчивости  
Помимо метода функций Ляпунова, также получили развитие и другие мето-
ды исследования задач частичной устойчивости стохастических систем.  
Кроме того, метод функций Ляпунова используется в сочетании с другими 
методами нелинейного анализа, такими как метод нелинейных преобразований 
переменных исходных систем и асимптотический метод усреднения. 
1. Стохастический вариант метода “усеченных” систем [Юдаев, 1977]. В 
данном случае, наряду с (5.4.1), рассматривается “усеченная” система 
 )(ty = Fy(t, y, 0, η(t)), (5.4.15) 
в которой Fy – соответствующая y-компоненте фазового вектора x часть вектор-
функции F системы дифференциальных уравнений (5.3.1).  
Находятся условия, при которых из устойчивости (по всем переменным) ну-
левого решения y = 0 системы (5.4.15) следует y-устойчивость невозмущенного 
движения x = 0 исходной системы дифференциальных уравнений (5.3.1). 
2. Метод построения вспомогательных систем. В его рамках используют-
ся те или иные нелинейные преобразования переменных исходной стохастиче-
ской системы (5.3.1), облегчающие исследование задач частичной устойчивости 
и построение соответствующих функций Ляпунова [Воротников, 1991а, 1998].  
Указанные преобразования переменных будут адекватными, если они под-
чиняются правилам стохастического дифференцирования Ито. 
3. Метод функций Ляпунова в сочетании с асимптотическим методом 
усреднения [Хапаев, 1986, 1988]. Данный метод опирается на процедуры усред-
нения стохастических дифференциальных уравнений Ито. 
5.5. ПОСТАНОВКА  ЗАДАЧ  ЧАСТИЧНОЙ  УСТОЙЧИВОСТИ 
ДЛЯ  ДИСКРЕТНЫХ  СИСТЕМ 
Дискретные (разностные) системы уравнений в различных формах широко 
используются при моделировании дискретных во времени процессов.  
Одним из важнейших вопросов качественного анализа является вопрос об 
устойчивости (в том числе и частичной устойчивости) процессов, определяе-
мых указанным классом уравнений.  
5.5.1. Детерминированные системы, эволюция которых происходит в 
дискретном и непрерывно-дискретном времени  
Рассмотрим математическое описание дискретных по времени, а также ги-
бридных (непрерывно-дискретных) детерминированных систем. 
1. Дискретные (разностные) системы. Широкий и наиболее изученный 
класс дискретных по времени систем (discrete-time nonlinear systems) описыва-
ется нелинейной системой разностных (difference nonlinear systems) уравнений 
вида [Halanay, Wexler, 1968] 
x(k  +1) = X(k , x(k)),                                                                                                  (5.5.1) 
в которой x(k) − вектор состояния,  k  = 0, 1, 2, … − дискретное время.  
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       Система (5.5.1) представляет собой дискретный по времени аналог системы 
дифференциальных уравнений (1.2.1). Для начальных данных k0, x0 решением 
системы (5.5.1) называется дискретный по времени процесс x(k) = x(k ; k0, x0), 
удовлетворяющий при всех k  k 0 этой системе; x0 = x(k0; k0, x0).  
       Дискретные (разностные) системы давно используются в различных разделах матема-
тики и широко применяются при моделировании дискретных во времени процессов. При 
этом они в сравнении с непрерывными системами в ряде случае могут более точно отражать 
динамику моделируемых процессов. С другой стороны, дискретные (разностные) системы 
являются дискретными приближениями или разностными схемами для непрерывных систем 
дифференциальных уравнений, а также составной частью гибридных (с импульсным эффек-
том) систем, эволюция которых происходит в непрерывно-дискретном времени. 
Теории и методам качественного исследования дискретных по времени (разностных) си-
стем посвящена обширная литература, в том числе ряд монографий [Halanay, Wexler, 1968; 
Agarwal, 2000; Lakshmikantham, Trigiante, 2002; Александров, Жабко, 2007].  
      2. Гибридные (непрерывно-дискретные) системы. Потребностями при-
ложений обусловлен интерес к исследованию систем с импульсным эффектом 
(impulsive systems), эволюция которых происходит в непрерывно-дискретном 
времени, а динамика вектора состояния характеризуется интервалами непре-
рывности и скачкообразным их изменением в дискретные моменты времени 
(случайные или неслучайные). Такие системы относятся к классу гибридных 
систем (детерминированных или со случайной структурой) и представляют со-
бой соответствующие совокупности как непрерывных, так и дискретных систем.  
Одной из общих форм детерминированных систем с импульсным эффектом 
является нелинейная система [Самойленко, Перестюк, 1987] 
 x X x ),,(t t ≠ τk ,  t ≥ 0,                                                                                          (5.5.2) 
 Δkx = x(τk+) − x(τk-) = Jk (x)  (k  = 0, 1, 2, …),                                                                      (5.5.3) 
в которой x − вектор состояния,  τ0 < τ1 < τ2 < …, τk →   − фиксированные дис-
кретные моменты времени, в которых траектории системы терпят разрывы. 
     Указанная гибридная система состоит из двух частей: непрерывной  (5.5.2) (при t ≠ τk ),  и 
дискретной  (5.5.3) (в моменты τk), когда решения рассматриваемой гибридной системы по-
лучают скачкообразные изменения. Сначала считались [Мильман, Мышкис, 1960] заданны-
ми лишь верхние оценки величины скачков Δkx, что является естественным подходом в ре-
альных задачах. Однако затем  вместо оценок скачков были введены заданные зависимости 
вида (5.5.3). На этом пути появились многочисленные публикации по теории и приложениям 
систем дифференциальных уравнений с импульсным эффектом, включая вопросы устойчи-
вости и частичной устойчивости решений. Применительно к задачам частичной (по части 
переменных) устойчивости  библиография работ приводится в разделе 1.4. 
      Имеются другие, существенно более сильные обобщения, касающиеся формализации  и 
описания разрывных решений детерминированных систем дифференциальных уравнений с 
импульсным воздействием в правой части [Самойленко, Перестюк, 1987; Завалишин, Сесе-
кин, 1991, 1997]. Обсуждение  указанных вопросов выходит за пределы данной книги.  
5.5.2. Понятия частичной устойчивости  дискретных систем 
Ограничимся рассмотрением двух классов задач частичной устойчивости для  
нелинейной дискретной (разностной) системы (5.5.1): 1) устойчивости по части 
переменных; 2) устойчивости “частичных” положений равновесия.  
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       1. Устойчивость по части переменных. Будем считать, что система (5.5.1) 
– система уравнений возмущенного движения, составленная для исследуемого 
на устойчивость решения (процесса). В этом случае X(k , 0)  0, а исследуемый 
процесс будет нулевым положением равновесия х(k) = 0, иначе, – невозмущен-
ным движением этой системы. Компоненты вектора x(k) разобъем на две груп-
пы, и представим его в виде x(k) = (y(k)T, z(k)T)T. 
Предположим, что выполнены условия: 
1) вектор-функция X(k , x(k)) в области 
k  ≥ 0, ||y(k)|| < h, ||z(k)|| < ∞                                                                              (5.5.4) 
непрерывна по x при каждом k  ≥ 0 и удовлетворяет условиям единственности 
решений x(k) = x(k ; k 0, x0) для всех k0, x0 из области (5.5.4);  
       2) решения системы (5.5.1) z-продолжимы, т.е. любое решение x(k) опреде-
лено при всех k 0, при которых ||y(k)|| < h. 
       Непрерывности по x при каждом k  ≥ 0 вектор-функции X(k , x(k)) достаточно для суще-
ствования решений в области (5.5.4). Единственность решений гарантирует локальное усло-
вие Коши–Липшица по x, равномерное по k : для любого r > 0 найдется постоянная L(h1, r) > 0 
такая, что при ||y||  h1< h, ||z||  r  выполняется условие ||X(k , x') – X(k , x'')|| ≤ L||x' – x''||.  
      Понятия устойчивости и асимптотической устойчивости по части перемен-
ных невозмущенного движения x(k) = 0 системы (5.5.1) являются дискретными 
аналогами соответствующих понятий устойчивости и асимптотической устой-
чивости для системы дифференциальных уравнений (1.2.1).  
Определение 5.5.1 [Pachpatte, 1973; Силаков, Юдаев, 1975; Носов, Фура-
сов, 1979]. Невозмущенное движение x(k) = 0 системы дискретных (разностных) 
уравнений (5.5.1) называется: 
1) y-устойчивым, если для каждого k0  0 и любого числа   > 0, как бы мало 
оно не было, найдется число δ(ε, k 0) > 0 такое, что для всех решений x(k ; k0, x0) 
системы (5.5.1) с ||x0|| <   следует неравенство ||y(k ; k0, x0)|| <  при всех k  k0; 
2) равномерно y-устойчивым, если   не зависит от k 0;  
3) асимптотически y-устойчивым, если оно y-устойчиво и, кроме того, яв-
ляется y-притягивающим (для каждого k0  0 существует число (k 0) > 0 такое, 
что произвольное решение x(k ; k0, x0) системы (5.5.1) с ||x0|| <  удовлетворяет 
предельному соотношению 
lim ||y(k ; k0, x0)|| = 0,  k  → ); (5.5.5) 
4) равномерно асимптотически y-устойчивым, если оно равномерно y-ус-
тойчиво и существует не зависящее от k0 число > 0 такое, что предельное со-
отношение (5.5.5) выполняется равномерно по k0, x0 из области k0  0, ||x0|| <  
(для  любого сколь угодно малого числа  > 0 найдется не зависящее от k0 и x0 
целое число T() > 0 такое, что ||y(k ; k 0, x0)|| <   при k  ≥ k0 + T и ||x0|| < Δ); 
5) экспоненциально асимптотически y-устойчивым, если существуют по-
ложительные постоянные , M и   (0, 1) такие, что для решений системы 
(5.5.1) с начальными значениями из области k0  0, ||x0|| <  при всех k  ≥ k0 имеет 
место оценка 
 ||y(k ; k0, x0)|| ≤ M ||x0|| okk .  
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З а м е чан ия . 1°. Как и в случае системы дифференциальных уравнений (1.2.1), для ав-
тономной дискретной (разностной) системы (5.5.1) (правая часть которой явно не зависит от 
времени t) y-устойчивость является равномерной.  
2°. Развитием задачи устойчивости по части переменных является задача устойчивости 
невозмущенного движения х(k) = 0 дискретной (разностной) системы (5.5.1) по отношению 
к некоторым заданным функциям фазовых переменных (“по выходу”) [Фурасов, 1982]. 
2. Устойчивость “частичных” положений равновесия. Пусть система (5.5.1) 
допускает “частичное” положение равновесия y(k) = 0 (но не имеет, вообще го-
воря, положения равновесия x(k) = 0, и не обязательно является системой воз-
мущенного движения для некоторой другой системы).  
При выполнении условий единственности решений системы (5.5.1) данное по-
ложение равновесия является ее инвариантным множеством 
M = {x: y(k) = 0}.                                                                                                   
Определение  5.5.2. “Частичное” положение равновесия у(k) = 0 системы 
дискретных (разностных) уравнений (5.5.1) называется: 
1) устойчивым, если для для каждого k0  0 и любого числа   > 0, как бы 
мало оно не было, найдется число δ(ε, k0) > 0 такое, что для всех решений x(k ; 
k 0, x0) с ||y0|| < δ, ||z0|| < ∞ следует неравенство ||y(k ; k0, x0)|| <  при всех k  ≥ k0; 
2) квазиустойчивым (или устойчивым при большом z0), если для каждого k0 
 0 и любого произвольного числа   > 0, как бы мало оно не было, а также лю-
бого заданного числа L > 0 найдется δ(ε, k 0, L) > 0 такое, что из ||y0|| < δ, ||z0|| ≤ L 
следует неравенство ||y(k ; k0, x0)|| <    при всех k  ≥ k0; 
3) асимптотически устойчивым, если оно устойчиво и, кроме того, являет-
ся притягивающим (для каждого k0 ≥ 0 и любого сколь угодно малого числа  > 0 
найдется целое число T(k0, y0, ) > 0 такое, что ||y(k; k0, x0)|| <   при всех t ≥ k0 + T, 
||y0|| < Δ, ||z0|| < ∞); 
4) равномерно устойчивым (квазиустойчивым), если   не зависит от k0; 
      5) равномерно асимптотически устойчивым в целом , если оно равномерно 
устойчиво, а произвольное решение x(k ; k 0, x0) равномерно по k0, x0  из области  
k 0  ≥ 0, y0  Ky, ||z0|| < ∞ является ограниченным и удовлетворяет предельному 
соотношению (5.5.3); 
6) экспоненциально асимптотически устойчивым в целом, если существуют 
положительные постоянные M и   (0, 1) такие, что для любого решения си-
стемы (5.5.1) при всех k  ≥ k0 имеет место оценка ||y(k ; k 0, x0)|| ≤ M ||y0|| okk . 
Зам ечания.  1°.  Квазиустойчивость “частичного” положения равновесия у(k) = 0 можно 
трактовать как устойчивость неравномерную по z0 из области ||z0|| < ∞: для каждого k 0  0 и 
любого произвольного числа  > 0, как бы мало оно не было, а также произвольного значе-
ния z0 найдется δ(ε, k 0, z0) > 0 такое, что из ||y0|| <   следует неравенство ||y(k ; k 0, x0)|| <   при 
всех k  ≥ k 0.  
2. Изучение условий устойчивости “частичного” положения равновесия у(k) = 0 систе-
мы (5.5.1) в смысле частей 1 и 2 определения 5.2.2 неизбежно приводит к достаточно жест-
ким требованиям к функциям Ляпунова. В этом плане переход к соответствующим понятиям 
квазиустойчивости позволяет существенно ослабить эти требования; см. раздел 5.6.1.  
3°. Притяжение можно определить несколько иначе, полагая, что Δ = Δ(k0, z0) и Т = T(k0, 
х0, ). Однако в данном случае получаем более слабое свойство квазипритяжения. 
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5.6. МЕТОДЫ  ИССЛЕДОВАНИЯ  ЧАСТИЧНОЙ  УСТОЙЧИВОСТИ   
(СТАБИЛИЗАЦИИ)  ДИСКРЕТНЫХ  СИСТЕМ 
Рассмотрим дискретный вариант метода функций Ляпунова, а также укажем 
другие используемые подходы к анализу задач частичной устойчивости и ста-
билизации дискретных по времени (разностных) систем. 
5.6.1. Дискретный вариант метода функций Ляпунова 
Как и в случае систем обыкновенных дифференциальных уравнений, при 
анализе дискретных по времени (разностных) систем (5.5.1) широко использу-
ется метод функций Ляпунова в соответствующей модификации.  
Аналогом производной V-функции является соответствующее приращение 
этой функции, вычисляемое по формуле ΔV = V(k +1, X(k , x(k))) – V(k , x(k)). 
Качественный анализ дискретных (разностных) систем восходит к работам А. Пуанкаре 
конца XIX столетия. В середине XX столетия, в период бурного развития метода функций 
Ляпунова, появились первые работы по применению этого метода и к изучению устойчиво-
сти процессов данного класса систем  (см. [Halanay, Wexler, 1968]).  
К настоящему времени теория устойчивости (стабилизации) дискретных систем полу-
чила существенное развитие. Не имея возможности дать обзор всех исследований, укажем 
на монографии [Фурасов, 1982; Agarwal, 2000; Lakshmikantham, Trigiante, 2002; Алексан-
дров, Жабко, 2007], где можно найти библиографию. 
Применительно к задачам частичной (по части переменных) устойчивости  библиогра-
фия работ приводится в разделе 1.4. Первые результаты в данной области, по видимому, по-
лучены B.G. Pachpatte [1973]; они основаны на использовании разностных неравенств для 
функций Ляпунова и рассмотрении разностного уравнения сравнения.  
На основе соответствующей модификации метода функций Ляпунова проведен также 
анализ устойчивости некомпактных множеств дискретных (разностных) систем [Jiang, Wang, 
2002; Kellett, Teel, 2005; Zeng, 2009]; при этом рассмотрены и вопросы обратимости соот-
ветствующих теорем. Указанные результаты охватывают задачи устойчивости “частичных” 
положений равновесия у(k) = 0 дискретной (разностной) системы (5.5.1) 
1. Условия устойчивости по части переменных. Рассмотрим однозначные, 
непрерывные функции V = V(k , x), V(k , 0)  0, определенные в области  
k  ≥ 0, ||y(k)||  h1  h, ||z(k)|| < ∞,                                                                             (5.6.1) 
а также функции a(r), b(r), c(r)  K (функции типа Хана при r  [0, h1)). 
Теорема 5.6.1 [Pachpatte, 1973; Носов, Фурасов, 1979]. Пусть в области 
(5.6.1) существует V-функция, удовлетворяющая условиям 
V(k , x) ≥ a(||y||),   ΔV = V(k +1, X(k , x(k))) – V(k , x(k))  0. (5.6.2) 
Тогда невозмущенное движение x(k) = 0 системы (5.5.1) y-устойчиво. 
Если, кроме того, V(k, x) ≤ b(||x||), то невозмущенное движение x(k) = 0 рав-
номерно y-устойчиво. 
 Доказательство.  Для любых   > 0, k0  0,    (0, h1) в силу непрерывности 
функций V, a и условий a(0) = 0, V(t, 0)  0 можно найти число δ(ε, k0) > 0 такое, 
что из ||x0|| <  следует V(k0, x0) < a(). 
Учитывая соотношения (5.6.2), для решения x(k) = x(k ; k0, x0) с ||x0|| < δ при 
всех k  k0 приходим к соотношениям  
a(||y(k ; k0, x0)||)  V(k , x(k ; k0, x0))  V(k0, x0) < a(ε). 
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 Имея в виду свойства функции a(r), получаем ||y(k ; k0, x0)|| < ε для всех k  
k 0. Если, кроме того, V-функция удовлетворяет условию V(k , x) ≤ b(||x||), то чис-
ло δ можно выбрать не зависящим от k0. ■ 
Обсуждение теорем ы 5.6.1 . 1°. Теорема 5.6.1 является дискретным аналогом тео-
ремы 2.1.1. Можно также показать, что при выполнении более сильных условий 
a(||y||)  V(k , x) ≤  b(||y||),                                                                                           
ΔV = V(k +1, X(k , x(k))) – V(k , x(k))  –с(||y(k)||).  
невозмущенное движение x(k) = 0 равномерно асимптотически y-устойчиво (в целом по z0). 
2°. Для решении конкретных задач частичной устойчивости можно использовать метод 
построения вспомогательных V-функций в виде квадратичных форм V = V(k, y, μ(k, x)). 
Прим ер  5.6.1. Пусть система дискретных (разностных) уравнений (5.5.1) имеет вид 
y1(k  +1) = z1(k)z2(k),                                                                                                            
z1(k  +1) = 
1/2z1(k) – y1(k)z1(k),   z2(k  +1) = z2(k) + 2y1(k)z2(k).    
Рассмотрим нелинейную V-функцию 
V(x) = y1
2 + 2(z1z2)
2, 
являющуюся квадратичной формой переменных у1 и μ1 = z1z2.  
        Соответствующее приращение ΔV  определяется следующим образом  
ΔV = [z1(k)z2(k)]2 + 2[ 2
1 z1(k) – y1(k)z1(k)]2[z2(k) + 2y1(k)z2(k)]2 – y12(k) – 2[z1(k)z2(k)]2 = 
= – y12(k) – 3/2[z1(k)z2(k)]2 – 4[y1(k)z1(k)z2(k)]2[1– 2y12(k)]. 
       При достаточно малом  h1 в области (5.6.1) имеем неравенство ΔV ≤  0. 
        Поэтому на основании теоремы 5.6.1 невозмущенное движение y1(k) = z1(k) = z2(k) = 0 си-
стемы (5.6.4) равномерно устойчиво по отношению к переменной y1. 
2. Условия устойчивости “частичных” положений равновесия. Наряду с 
уже введенными, также будем рассматривать функции V*(k , y), V*(k , 0) ≡ 0, од-
нозначные и непрерывные в области k ≥ 0, ||y||  h1. 
Теорема 5.6.2. Пусть для системы (5.5.1) найдется V-функция такая, 
что в области (5.6.1) выполнены условия (5.6.2). Если, кроме того:  
1) V ≤ V*(t, y) (V ≤ b(||y||)), то для системы (5.5.1) существует устойчивое 
(равномерно устойчивое) “частичное” положение равновесия у(k) = 0; 
2) V(t, 0, z)  0 (V(t, 0, z)  0, V  b(||x||)), то для системы (5.5.1) существует 
квазиустойчивое (равномерно квазиустойчивое) “частичное” положение рав-
новесия у(k) = 0. 
Доказательство. Рассмотрим решение x(k ; k0, 0, z0) системы (5.5.1) при 
произвольных k0 ≥ 0 и z0. При выполнении любого из условий 1) – 2) имеем V(k0, 
0, z0) ≡ 0. На основании неравенств 
a(||y(k ; k0, x0)||)  V(k , x(k ; k0, x0))  V(k0, x0) 
заключаем, что V(k , x(k ; k0, 0, z0)) ≡ 0, откуда, в силу V ≥ a(||y||), выводим 
y(k ; k0, 0, z0) ≡ 0.  (5.6.5) 
Учитывая тождество (5.6.5), а также произвольность k 0 ≥ 0 и z0, заключаем, 
что при выполнении любого из условий 1) – 2) система (5.5.1) имеет “частичное” 
положение равновесия у(k) = 0.  
(5.6.3) 
(5.6.4) 
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Покажем, что при выполнении условия 1) “частичное” положение равновесия 
у(k) = 0 устойчиво (равномерно устойчиво).  
В силу непрерывности функций V и V*, а также условий V(k , 0) ≡ V*(k , 0) ≡ 0, 
для любых ε > 0, k0 ≥ 0 найдется δ(ε, k 0) > 0 (соответственно δ(ε) > 0) такое, что 
из ||y0|| < δ, ||z0|| <  следует V(k0, x0) ≤ V
*(k 0, y0) < a(ε). Поэтому при выполнении 
условия 1) для всех t ≥ t0 справедливы соотношения 
a(||y(k ; k0, x0)||)  V(k , x(k ; k0, x0))  V(k0, x0) ≤ V*(t0, y0) < a(ε).                               (5.6.6) 
Имея в виду свойства функции a(r), а также соотношения (5.6.6), заключаем, 
что для любых чисел  ε > 0, k0 ≥ 0 из ||y0|| < δ, ||z0|| <  следует неравенство ||y(k ; 
k 0, x0)|| < ε при всех k  k0. Первая часть теоремы доказана.  
Доказательство части 2) теоремы проводится по той же схеме. ■ 
Теорема 5.6.3 [Jiang, Wang, 2002; Zeng, 2009]. 1) Пусть в области (5.6.1) 
существует V-функция, удовлетворяющая условиям (5.6.3).  
Тогда для системы (5.5.1) существует равномерно асимптотически устой-
чивое “частичное” положение равновесия у(k) = 0.  
2) Если условия (5.6.3) выполняются в области k   0, ||x|| < , где a(r), b(r), 
c(r) – функции типа Хана при r  [0, ∞), причем a(r) →  при r → ,  то для си-
стемы (5.5.1) существует равномерно асимптотически устойчивое в целом  
“частичное” положение равновесия у(k) = 0. 
3) Если в области k   0, ||x|| <  для некоторых постоянных сi, γ > 0  
c1||y|| 
γ  V(k , x) ≤ c2||y|| γ,  ΔV = V(k +1, X(k , x(k))) – V(k , x(k))  – c3||y(k)|| γ, 
то для системы (5.5.1) существует экспоненциально асимптотически устой-
чивое в целом  “частичное” положение равновесия у(k) = 0. 
Доказательство.  Существование равномерно устойчивого “частичного” 
положение равновесия у(k) = 0 следует из теоремы 5.6.2.  
Покажем, что при выполнении условий части 3) теоремы “частичное” поло-
жение равновесия у(k) = 0 экспоненциально асимптотически устойчиво в целом.  
В самом деле, имеем соотношения 
ΔV = V(k +1, X(k , x(k ; k0, x0))) – V(k , x(k ; k0, x0))  –σV(k , x(k ; k0, x0)),              (5.6.7) 
в которых σ = c2–1c3, причем можно выбрать σ
  < 1. 
      На основании соотношения (5.6.7) получаем неравенство 
V(k +1, X(k , x(k ; k0, x0)))  (1 – σ)V(k , x(k ; k0, x0)), 
которое проводит к следующей оценке 
V(k , X(k , x(k ; k0, x0)))  (1 – σ)kV(k0, x0). 
       В результате справедливы соотношения 
c1||y(k ; k0, x0)|| 
γ  V(k , X(k , x(k ; k0, x0)))  (1 – σ)kV(k0, x0)   (1 – σ)kc2||y0|| γ. 
Таким образом, для любого решения системы (5.5.1) при всех k  ≥ k0 имеем 
||y(k ; k0, x0)||
  M||y0||(1 – σ)k/γ,  M = c2–1c1.  
Поскольку (1 – σ)1/γ < 1, то “частичное” положение равновесия у(k) = 0 экс-
поненциально асимптотически устойчиво в целом. ■ 
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5.6.2. Другие направления исследований 
Метод функций Ляпунова применяется к исследованию задач частичной ста-
билизации дискретных по времени (разностных) управляемых систем.  
Помимо метода функций Ляпунова также получили развитие и другие мето-
ды исследования задач частичной устойчивости дискретных (разностных) систем.  
1. Устойчивость по части переменных линейных дискретных (разност-
ных) систем. Для решения задачи устойчивости по части переменных линейных 
автономных разностных систем x(k  +1) = Ax(k) развит метод построения вспо-
могательных линейных разностных μ-систем [Ильясов, 1984; Вавилов, Проко-
пьев, 1986; Cao, 1989; Cao, Xiong, 1993].  
Данный метод позволяет свести изучение устойчивости по части перемен-
ных к изучению устойчивости по отношению ко всем переменным для указан-
ных вспомогательных разностных μ-систем. Построение вспомогательных раз-
ностных систем происходит по той же схеме, что и для линейной системы диф-
ференциальных уравнений (2.2.2); см. раздел 2.2.1. 
Например, для линейной разностной системы 
y1(k  +1) = –1/2 y1(k) + z1(k) – 2z2(k), 
z1(k  +1) = 4y1(k) + z1(k),   z2(k  +1) = 2y1(k) + 
3/4 z1(k) –1/2 z2(k) 
вспомогательная разностная линейная μ-система имеет вид 
y1(k  +1) = –1/2 y1(k) + μ1(k),  μ1(k  +1) = – 1/2 μ1(k). 
Поскольку построенная разностная линейная μ-система асимптотически устойчива по 
всем переменным (все корни ее характеристического уравнения по модулю меньше едини-
цы), то исходная линейная разностная система асимптотически устойчива по  переменной y1. 
2. Дискретный вариант метода “усеченных” систем [Силаков, Юдаев, 
1975]. В данном случае, наряду с (5.3.1), рассматривается “усеченная” дискрет-
ная (разностная) система уравнений вида 
y(k  +1) = Y(k , y(k), 0),                                                                                              (5.6.8) 
в которой Y – соответствующая y-компоненте часть вектор-функции X(k , x(k)) 
исходной системы (5.5.1).  
Находятся условия, при которых из устойчивости (по всем переменным) ну-
левого решения y(k) = 0 системы (5.6.8) следует y-устойчивость невозмущенно-
го движения x(k) = 0 исходной разностной (дискретной) системы (5.5.1). 
По указанной схеме рассматривается также устойчивость по части перемен-
ных стохастических дискретных (разностных)) систем [Юдаев, 1979]. 
3. Стабилизация по части переменных управляемых дискретных  (раз-
ностных) систем. Дальнейшим развитием задач частичной (по части перемен-
ных) устойчивости на класс управляемых систем являются задачи частичной 
(по части переменных) стабилизации дискретных по времени систем.  
Рассматривается нелинейная управляемая дискретная по времени (разност-
ная) система уравнений возмущенного движения 
x(k  +1) = X(k , x(k), u(k , x(k))),   X(k , 0, 0) ≡ 0,                                                     (5.6.9) 
в которой x(k) − вектор состояния;  u = u(k , x(k)), u(k , 0) ≡ 0 − вектор управляю-
щих воздействий (управлений), формируемый по принципу обратной связи; k  = 
Глава 5 
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0, 1, 2, … − дискретное время. Система (5.6.9) удовлетворяет всем требованиям, 
наложенным на систему (5.5.1). 
Требуется [Богданов, 2005] вектор управлений u = u(k , x(k)) выбрать так, 
чтобы обеспечить решение задачи оптимальной стабилизации по части пере-
менных (y-стабилизации): обеспечить асимптотическую y-устойчивость невоз-
мущенного движения x(k) = 0 с гарантированным значением функционала каче-
ства вида (дискретный аналог функционала качества интегрального типа для 
непрерывной системы (1.3.1)) 
J  = 
0
( , [ ], ( , [ ])).
k k
k k k k


  x  u  x  
Получены ряд условий разрешимости данной задачи на основе метода функ-
ций Ляпунова. Более общими являются задачи устойчивости и стабилизации 
“по выходу” [Фурасов, 1982] для дискретных (разностных) систем. 
Рассмотрена также задача стабилизации по части переменных линейных 
стохастических дискретных систем [Phillis, 1983]; используется метод построе-
ния вспомогательных μ-систем в соответствующей модификации. 
5.7.  ДОПОЛНИТЕЛЬНЫЕ  ЗАМЕЧАНИЯ  И  КОММЕНТАРИИ 
Помимо систем функционально-дифференциальных уравнений (5.1.1), зада-
чи устойчивости по части переменных рассмотрены [Воротников, 1991a, 1998; 
Андреев, 2005] для важного и развивающегося класса систем функционально-
дифференциальных уравнений с последействием нейтрального типа (neutral 
functional differential equations) [Hale, 1977].                                                        
       Частичная (по части переменных) устойчивость изучалась и для стохасти-
ческих систем функционально-дифференциальных уравнений Ито [Кадиев, 
2000, 2001; Kadiev, Ponosov, 2008, 2014], в том числе для стохастических систем  
нейтрального типа [Liu и др., 2012].  
Кроме того, устойчивость по части переменных рассмотрена для гибридных 
систем с непрерывно-дискретной динамикой и с запаздыванием в непрерывной 
динамике [Liu и др., 2012],  а также для стохастических систем типа реакция-
диффузия [Kao и др., 2014; Kao, Karimi, 2014].  
Укажем на задачу устойчивости по части переменных по отношению к за-
паздываниям для систем обыкновенных дифференциальных уравнений [Са-
вченко, Игнатьев, 1989]. 
В стохастических системах дифференциальных уравнений Ито высокой 
размерности целесообразно использование стохастического варианта метода 
вектор-функций Ляпунова [Ladde, 1973]; в контексте этого метода естествен-
ным образом возникают соответствующие задачи частичной устойчивости. 
 Существенное развитие получила стохастическая теория управления; см., 
например, [Kushner, 1967; Astrom, 1970; Черноусько и Колмановский, 1978; Тер-
тычный, 1989, 1998, 2002; Krstic, Deng, 1998]. Ряд задач этой теории относится к 
классу стохастических задач частичного управления. Так, в частности, к нели-
нейным стохастическим задачам управления по части переменных относится 
задача гашения вращательных движений гиростата при случайных возмущени-
ях [Афанасьев и др., 2003]. 
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ЗАКЛЮЧЕНИЕ 
Если будет сочтено, что дело заслужи-
вает продолжения, мы попытаемся про-
двинуть его настолько, насколько Бог даст 
нам для этого силы. 
         Б. Паскаль 
 
Как можно заключить из материала книги, благодаря усилиям многих ис-
следователей развитие теории частичной устойчивости (стабилизации) оказа-
лось к настоящему времени весьма существенным. Кроме того, имеются много-
численные дополнительные стимулы к дальнейшей разработке такой теории.  
Помимо традиционных и не теряющих актуальности задач механики, ча-
стичная устойчивость оказалась подходящим понятием, например, в бурно раз-
вивающихся на стыке физики и теории управления методах управления хаосом, 
а концепция частичного управления стала систематически разрабатываться на 
стыке химии и теории управления. Получили развитие и ряд других теоретиче-
ских и прикладных разделов современной нелинейной теории управления, по-
священных различным аспектам инвариантности нетривиальных множеств и 
аттрактивности многомерных геометрических объектов, также тесно связанных 
с концепцией частичной устойчивости. Наконец, наряду с исследованиями опе-
раторных соотношений “вход-выход” для описания систем, “вход-выходные” 
свойства стали систематически исследоваться и для систем, заданных в про-
странстве состояний. Возникла и получила развитие новая теория устойчивости 
“от входа к выходу” для систем, заданных в пространстве состояний, опираю-
щаяся на метод функции Ляпунова в соответствующей модификации.  
С другой стороны, развитие разного рода концепций детектируемости при-
вело к тому,  что задачи частичной устойчивости стали играть важную роль и при 
исследовании устойчивости динамических систем по всем переменным. 
Указанные направления исследований позволяют в значительной степени     
по-новому смотреть как на саму проблематику задач частичной устойчивости 
(стабилизации) и место этих задач в общей теории динамических систем, так и 
на перспективы их развития. По-видимому, интерес к задачам частичной устой-
чивости (стабилизации) будет продолжать расти, и в ближайшее время в этой 
области вновь можно ожидать получения новых результатов. Можно ожидать и 
расширения круга рассматриваемых вопросов, ведь термины “частичная устой-
чивость”, “частичная стабилизация”, “частичное управление”, помимо техниче-
ской сферы, используются при анализе процессов в экономике и политике.  
Несмотря на появление и развитие новых более общих задач той же направ-
ленности, задачи частичной устойчивости (стабилизации) для систем обыкно-
венных дифференциальных уравнений с интересной и поучительной историей 
их развития будут оставаться важным звеном дальнейших исследований. Кроме 
того, при решении прикладных задач переход к более общим постановкам, во 
Заключение 
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всяком случае на первоначальном этапе исследования, не всегда необходим, а 
дальнейшее решение на основе только математических построений (даже до-
статочно общих) часто просто невозможно. 
Отметим основные, на наш взгляд, направления исследований и нерешен-
ные вопросы, касающиеся собственно теории частичной устойчивости (стаби-
лизации) и управления.  
1. По-прежнему актуальны вопросы конструктивного построения решаю-
щих задачи частичной устойчивости функций Ляпунова как для достаточно 
общих классов, так и для конкретных систем обыкновенных дифференциаль-
ных уравнений. В этой связи значительный интерес представляет дальнейшая 
работа по ослаблению требований к функциям Ляпунова. В еще большей степе-
ни данная проблема касается требований к функциям и функционалам Ляпуно-
ва, решающих задачу частичной устойчивости для систем с последействием 
(запаздыванием), а также для более общих классов динамических систем.  
2. Целесообразно выделить общие структурные формы устойчивых по части 
переменных нелинейных систем обыкновенных дифференциальных уравнений 
2-го и 3-го порядков. Нерешенной остается задача устойчивости по части пере-
менных для линейных неавтономных систем, хотя для ряда конкретных случаев 
такие условия давно известны, а также имеется критерий экспоненциальной асимп-
тотической устойчивости по части переменных в терминах функций Ляпунова.  
3. Обширное поле для исследований представляет разработка конструктив-
ных методов построения управляющих воздействий в задачах частичной стаби-
лизации и управления. Несмотря на усилившийся интерес к данной проблеме, 
здесь много нераскрытых возможностей.  
4. Необходимо дальнейшее изучение условий сохранения свойств частичной 
устойчивости при возмущениях структуры системы дифференциальных урав-
нений. Также желательно провести общий анализ изменения фазового портрета 
частично устойчивой (устойчивой по части переменных) системы при возму-
щениях ее структуры. Особенность ситуации в том, что потеря свойства ча-
стичной устойчивости может происходить в топологически неизменной (грубой 
в смысле Андронова−Понтрягина) системе. 
5. Целесообразно провести всесторонний анализ того, каким образом нали-
чие свойства частичной устойчивости в системе может быть использовано для 
дальнейшего анализа устойчивости этой системы по отношению ко всем пере-
менным. По сути это требует всестороннего развития концепций детектируемо-
сти и частичной детектируемости динамических систем. Было бы также полез-
но с общих позиций синтеза многомерных систем изучить ситуации, когда в 
устойчивой по отношению к части переменных системе проводится стабилиза-
ция по оставшимся переменным с целью ее стабилизации по всем переменным. 
6. Заслуживает внимание изучение задачи частичной устойчивости на ко-
нечном промежутке времени с учетом возможности сохранения (при возмуще-
ниях) данного свойства частичной устойчивости на рассматриваемом проме-
жутке функционирования системы. Возможно, именно на данном пути удастся 
предложить более стабильную к помехам и возмущениям структуры системы 
концепцию частичной устойчивости (устойчивости по части переменных). 
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 
 
СПИСОК   
ОСНОВНЫХ  СОКРАЩЕНИЙ И  ОБОЗНАЧЕНИЙ 
 
 
Для удобства пользования книгой приведен список основных используемых 
сокращений и обозначений. 
 
1. Сокращения касаются, главным образом, только наиболее часто исполь- 
зуемых в книге терминов: 
 
L2-норма  
 
норма в функциональном пространстве L2; 
V-функция  скалярная функция V, используемая в контексте метода функций 
Ляпунова ; 
у-устойчивость  
у-стабилизация  
у-управляемость 
 
устойчивость по компонентам, входящим в вектор у; 
стабилизация по компонентам, входящим в вектор у; 
управляемость по компонентам, входящим в вектор у. 
 
2. Обозначения  являются общепринятыми в математической литературе: 
 
у 
 
скалярная переменная у; 
у векторная переменная у; 
<а  b> скалярное произведение векторов а и b; 
а  b векторное произведение векторов а и b; 
x  производная по времени от х; 
x  вторая производная по времени от х; 
|x| 
|x| 
 
||х|| 
модуль скалярной величины x; 
норма |x| = max |xi| вектора х в евклидовом пространстве (xi – i-ая 
компонента вектора x); 
норма ||х|| = (x12 + …+ xn2)1/2  вектора х в евклидовом пространстве; 
||φ|| 
 
|||φ||| 
lim 
супремум-норма ||φ|| = sup |φ(θ)| в банаховом пространстве  
непрерывных функций φ(θ); 
L2-норма в банаховом пространстве непрерывных функций φ(θ); 
знак предела; 
lim  знак верхнего предела; 
i = n,1  i меняется от 1 до n; 
det(A) детерминант (определитель) квадратной матрицы А; 
rank(A) ранг матрицы А; 
tr(A)  след (сумма диагональных элементов) квадратной матрицы А; 
sgn(f) знак функции f; 
f(x)  а сходимость функции f к числу a; 
f(x) а равномерная по х сходимость функции f к числу a; 
а(r)  K функция типа Хана − непрерывная, монотонно возрастающая при r   
[0, h1) или при r   [0, ∞) функция а(r), такая, что а(0) = 0; 
а  А элемент a из множества А; 
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а  А элемент a не принадлежит множеству А; 
A  B объединение множеств А и В; 
А  В пересечение множеств А и В; 
А  В множество А есть подмножество множества B; 
Rn n-мерное евклидово пространство; 
Еn матрица размера пп, диагональные элементы которой равны 1,  а 
все недиагональные элементы равны нулю;  
С  
C1 
 
LV 
класс непрерывных функций; 
класс непрерывно дифференцируемых функций; 
знак суммы; 
дифференциальный производящий оператор скалярной  
V-функции; 
ΔV 
E  
приращение скалярной V-функции; 
знак математического ожидания; 
P вероятностная мера; 
[a, b] замкнутый интервал; 
[а, b) полуоткрытый интервал; 
■ знак, обозначающий конец доказательства. 
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А 
абстрактная  
− динамическая система, 10, 61 
− проблема Коши, 67 
абстрактный оператор Вольтерры,  224 
адаптивные системы, 16 
алгоритмы оптимизации, 16 
асимптотическое останавливание, 28 
аттрактивность множеств, 10, 60 
аттрактор, 183 
Б 
балансировка загрузки компьютерных се-
тей, 16 
белый шум, 65, 238 
биотехнологические процессы, 16 
броуновское движение, 238 
В 
вектор-функция Ляпунова, 93  
винеровский процесс, 238 
вихревой n-угольник, 16 
волчок Лагранжа, 161 
вращающиеся массы, 162 
вход-выходные операторные соотно- 
ния, 10, 12, 49 
выход системы 
− измеримый, 12, 138 
− заданный, 12, 138 
Г 
гарантированный результат, 187 
гауссовский процесс, 242 
гашение вращений, 26, 31, 147 
геостационарный спутник, 127 
гидравлический усилитель Фарко, 63 
гироскоп в кардановом подвесе, 24, 25, 
126, 186 
гироскопический маятник, 161 
гиростат, 22, 164, 252 
гравитационная стабилизация, 186 
группы Ли, 153 
Д 
движение 
− броуновское, 225 
− возмущенное, 8, 17, 33, 50, 225, 237 
− невозмущенное, 8, 33 
− программное, 50 
− равновесное, 11 
− стационарное, 19, 160, 161, 163 
двойной интегратор, 62, 133 
двухслойный джозефсоновский контакт, 17 
декомпозиция управляемых систем, 222 
детектируемость динамических сиcтем,  
12, 137  
динамика 
− биоценозов, 23 
− космических аппаратов, 26, 165, 187 
− летательных аппаратов, 30 
− твердого тела, 20 
динамические регуляторы, 20, 63 
динамические сети, 68 
дискретные системы, 244 
дифференциальные 
− включения, 67 
− игры, 65, 192, 221 
− неравенства, 92, 112 
дифференциальный производящий опера-
тор, 241 
дробные функции фазовых переменных, 53 
Ж 
жесткая встреча, 62 
жесткость движения, 58 
З 
задача 
− координации системы твердых тел, 186 
− минимума функции конечного числа   
    переменных, 172 
− наблюдаемости, 102 
− нахождения решений по части перемен- 
   ных, 68 
− колебательности по отношению к час  
    ти переменных, 68 
− координации движений, 68. 181 
− о падении тела в жидкости, 24, 109 
− о соскальзывании саней Чаплыгина, 24 
− ограниченности решений по части  
   переменных, 56, 58 
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− оптимального быстродействия, 133, 192, 
− оценивания состояний непрерывных ди- 
    намических систем, 67 
− полиустойчивости, 11, 47 
− − по части переменных, 11, 99 
− полной у-управляемости системы, 132 
− синхронизации, 16, 20, 181 
− согласования состояний, 20, 181 
− сохранения частичной устойчивости,   
    57, 117 
− стабилизации  
− − геостационарных спутников, 127 
− − от входа к выходу, 50, 124 
− − по выходу, 50 
− − по отношению к неклассической 
целевой функции, 50, 55 
 − − по части переменных, 13, 50 
− − частичных положений равнове- 
сия, 55 
− сходимости движений по части пе- 
    ременных, 21, 183 
− управления  
− − на многообразиях, 61 
− − по части переменных, 13, 61 
− − − игровая, 137, 188, 216 
− − с целью избежания противоречий,  
68 
− − типа жесткой встречи, 177 
− устойчивости  
− − движения  тел с полостями, на- 
полненными жидкостью, 165 
− − к связыванию (коннективной), 
153 
− − − по части переменных, 153 
− − множеств, 11, 39 
− − − некомпактных, 10, 43 
− − от входа к выходу, 10, 12, 48 
− − перманентных вращений твердо- 
го тела на абсолютно шерохова- 
той плоскости, 22 
− − по части переменных, 9, 33 
− − − на конечном интервале време- 
   ни, 36, 57 
− − стационарных движений механи- 
  ческих систем с циклическими коор- 
  динатами, 160 
− частичной  
− − ограниченности инвариантных 
       множеств, 58 
− − стабилизации, 13, 50 
− − синхронизации, 21 
− − устойчивости, 10, 11, 33 
− − − движений общих динамиче- 
   ских систем, 47,  49, 61 
− − − по линейному приближению, 110 
− − − в критических случаях, 58, 115 
− − − систем дискретных событий, 47 
запаздывание бесконечное, 227 
золотое сечение, 195 
И 
игрок-противник (союзник), 65, 192 
избыточные переменные, 15, 17 
инвариантные множества, 11, 39, 227 
интеграл 
− геометрический, 170 
− первый, 62, 97, 170 
− площадей, 170 
интегральные кривые системы, 229 
итерационный 
− алгоритм решения, 193, 205, 207, 218 
− процесс выбора оптимизируемого 
   функционала, 54, 144 
К 
каскадные системы, 67 
квадратичные формы, 74, 98, 234, 242, 
243, 249 
квазиустойчивость частичных положе-
ний равновесия, 44 
кибернетическая физика, 13, 62 
кинетическая энергия, 85, 146, 156, 171, 
243 
кинетический момент, 21, 22, 162, 173 
коннективная устойчивость, 153 
− по части переменных, 154 
− частичная, 154 
конфликтно-управляемая система, 137, 
190, 201 
концепция  
− возмущенного-невозмущенного движе-
ния, 33, 50 
−  сэмплинг-решений, 52 
координатная синхронизация, 16, 20, 181 
− с эталонной моделью, 182 
− совместная, 182 
− хаотических систем, 16, 21, 60 
коэффициент демпфирования, 28, 107 
критерий 
− качества управления, 53, 143 
− Сильвестра, 74, 98 
− Торричелли, 7 
− полной управляемости,  132 
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− полной y-управляемости, 132  
Л 
линеаризация исходных нелинейных  
уравнений, 174 
− частичная, 112 
лемма Гейне−Бореля, 90 
лесоводство, 27 
М 
математическое ожидание, 238 
матрица  
− Коши, 108, 114 
− Якоби, 124, 125, 135, 148  
метод 
− Азбелева, 236 
− асимптотический, 131 
− вектор-функций Ляпунова, 57, 93 
− декомпозиции управляемых 
   систем, 222 
− динамического программирования 
   Беллмана, 65, 122 
− Зубова построения вспомогательных 
   систем, 97 
− игнорирования циклических координат, 
    159 
− исключения переменных, 102 
− матричных функций Ляпунова, 95 
− нормальных форм колебаний, 174 
− ориентированных многообразий, 131 
− первый Ляпунова, 58 
− построения вспомогательных систем, 97 
− пространственной дискретизации, 174 
− Пятницкого, 31 
− Рауса, 159 
− Ритца, 172 
− сужения допустимой области “некон-  
   тролируемых переменных”, 97 
− усреднения, 57, 244 
− функций Ляпунова, 55, 56, 69, 229, 240,  
    248 
− функционалов Ляпунова−Красовского, 
   228, 229      
− Четаева связки первых интегралов, 97 
− эквивалентной линеаризации систем 
− − управляемых, 122, 124, 131 
− − конфликтно-управляемых, 190 
− экстремального прицеливания, 131 
механизмы возникновения свойств ча-
стичной устойчивости, 119 
модели 
− военного сражения, 27 
− космических аппаратов, 16 
− Колмогорова, 23 
− Ланжевена, 238 
− твердого тела с вязкоупругими эле- 
    ментами, 19 
− упругого (твердого деформируемого)  
    тела, 19 
− межвидового взаимодействия типа 
   хищник-жертва, 23 
− − с учетом “эффекта насыщения”, 23 
− эталонные, 29 
− моменты инерции твердого тела, 25,  
   85, 115, 128 
Н 
неконтролируемые помехи, 65, 137, 188 
неопределенность типа 0/0, 53 
неравенство 
− дифференциальное, 92 
− Коши−Буняковского−Шварца, 108, 190, 
    197, 199, 202, 206, 219, 220 
− разностное, 248 
− Чебышева, 241 
неустойчивость по части переменных, 66 
О 
область притяжения, 36 
обобщенные координаты (скорости), 28, 
156 
обратимость 
− теорем метода функций Ляпунова, 96 
− теоремы Рауса, 161 
однопараметрическое семейство V-функ-
ций, 88 
оптимальная функция Ляпунова, 54, 59, 
123 
оптимальные управления игрока-проти-
вника, 192 
открытая система, 11, 48 
оценка возможностей системы, 15, 24, 
25 
П 
пара поворотных (верньерных) двигате-
лей, 197 
параметрические рассогласования, 29 
переориентация в пространстве, 147 
плоский поворот твердого тела (экстен-
сивный разворот), 147 
подпространство управляемости, 132 
полиустойчивость, 11, 47 
− по части переменных, 11, 47, 99 
− по отношению к двум мерам, 47 
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полистабилизация, 51, 53 
потенциальная энергия, 156, 171 
поэтапные стратегии исследования, 31 
принцип 
− включения (расширения пространства 
   состояний), 67 
− двухканальности Петрова, 118 
− максимума Понтрягина, 64, 133 
− минимума обобщенной работы, 144 
− назначения и последующего подтвер-  
   ждения, 201 
− обратной связи, 50, 64 
− построения самонастраивающихся си- 
   cтем, 30 
− сравнения с вектор-функцией Ляпуно-  
    ва, 93 
притяжение, 38  
− по части переменных, 38 
проблема 
− абстрактная Коши, 67 
− автономности, 119 
− безопасной коммуникации, 21 
− инвариантности, 118 
− обращения теорем метода функций Ля- 
    пунова, 96 
пространственный 
− маневр летательного аппарата, 30 
− разворот твердого тела, 147 
пространство 
− банахово, 47, 152, 223, 225 
− состояний, 12 
− топологическое, 152 
процедура нормализации нелинейных сис- 
тем, 112 
процессы 
− абстрактные на множествах с заданны- 
   ми двумя расстояниями, 153 
− бесконечномерные, 58 
− марковские, 238, 239 
прочность процесса, 33 
Р 
редукция нелинейных управляемых сис-
тем, 153 
решения в форме синтеза, 64 
С 
самонастраивающиеся регуляторы, 30 
силы 
− внутренние, 173, 217 
− вязкого трения, 108 
− гироскопические, 158 
− диссипативные, 23, 158 
− поверхностного натяжения, 172 
− упругости, 108, 109 
системы 
− автономные, 84, 86 
− биркгофовы, 67 
− автоматического регулирования  
   в форме Лурье−Постникова, 31 
− вспомогательные, 57, 97 
− гибридные, 10, 18, 245, 252 
− голономные, 16, 156  
− грубые в смысле Андронова−Понтря-  
    гина, 60, 118 
− дискретные (разностные), 244 
− дифференциально-алгебраические, 57  
− дифференциально-разностные, 225 
− дифференциальных неравенств,  93 
− дробного порядка, 67 
− инерциальной навигации, 20 
− интегро-дифференциальные, 225 
− крупномасштабные, 67 
− линейные сингулярные, 157 
− неавтономные, 88 
− неголомные, 16 
− общие динамические, 47, 49 
− описывающие фокусировку и уско- 
   рение частиц в электромагнитных по- 
   лях и динамику встречи движений, 16 
− описывающие движение электрона в  
   постоянном магнитном поле, 103 
− предельные, 57, 86, 89, 232 
− приведенные, 138, 139, 237 
− с абстрактным оператором Вольтер- 
   ры, 224 
− с импульсным эффектом, 35, 57, 245 
− с переменной структурой, 53 
− с распределенными параметрами (в  
    частных производных), 10, 166 
− с циклическими координатами, 19, 24,  
   159 
− самонастраивающиеся с эталонной мо- 
    делью, 29 
− силовые передающие, 16 
− сингулярно возмущенные, 67 
− сложные, 16, 57, 92 
− случайной структуры, 241 
− сравнения, 30, 95 
− стохастические, 10, 237 
− − дискретные, 59 
− − Ито, 237, 238 
− − с марковскими переключениями, 241 
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− − Стратоновича, 238 
− − типа реакция-диффузия, 252 
− − функционально-дифференциаль- 
      ные, 252 
− − − нейтрального типа, 252 
− функционально-дифференциальные,  
   223 
− укороченные, 19, 238 
− усеченные, 244, 251 
− экологические, 16 
скользящий режим, 193, 195, 221 
сплошные среды, 56, 175 
стабилизация 
− активная, 162 
− глобальная, 51, 54 
− движения спутника на орбите, 19 
− объекта с неопределенными парамет- 
   рами, 29 
− пассивная, 162 
− по выходу, 18, 50 
− по отношению к неклассической целе- 
   вой функции, 55 
− по части переменных, 13, 50, 52 
− − оптимальная, 53 
− полупассивная, 162 
− почти глобальная, 51, 54 
− практическая, 51, 54 
− частичная, 13, 50, 55 
− частичных положений равновесия, 55 
Т 
теорема 
− Арцела−Асколи, 189 
− Барбашина−Красовского, 84, 88 
− Дини, 92 
− Лагранжа−Дирихле, 155 
− Ляпунова,  71, 72, 78 
− Ляпунова−Малкина, 113 
− Марачкова, 80 
− Красовского, 122, 141 
− Рауса−Ляпунова, 155, 159 
− Флоке, 104 
− Эсклангона, 98, 109, 236 
теория 
− игр, 39, 68 
− фигур равновесия вращающейся жидко- 
    сти, 176 
топологическая динамика, 10, 89 
точки бифуркации, 67 
У 
углы 
− Крылова, 25 
− собственного вращения, прецессии и   
   нутации, 161 
− Эйлера, 149 
управление 
− в пространстве конфигураций, 61 
− в условиях неопределенности, 187 
− в форме синтеза, 64 
− движением летательного аппарата в сре- 
    де с неопределенными характеристика-  
    ми,  222 
− оптимальное, 133 
− по выходу, 61 
− по части переменных, 13, 61 
− позиционное, 64 
− программное, 63 
− с использованием собственных движе- 
   ний системы, 13, 62 
− с подвижными концами, 61 
− частичное, 13, 61 
уравнения 
− движения летательного аппарата, 130 
− динамические Эйлера, 25, 31, 85, 115,  
   147, 188, 232, 242 
− интегро-дифференциальные Вольтер- 
   ры, 225 
− кинематические Пуассона,  31 
− кинематические в переменных Родри- 
   га−Гамильтона,  147, 188 
− Лапласа несжимаемости жидкости, 167 
− модельные, 236 
− Навье−Стокса движения жидкости, 167 
− с распределенным запаздыванием, 224 
условия 
− Коши−Липшица, 34, 226, 239, 246 
 − Маиевского−Крылова, 162 
− трансверсальности, 133 
− полной управляемости системы, 132 
устойчивость 
− временная, 162 
− движения тел с полостями, наполненны- 
   ми жидкостью, 165 
− инкрементальная, 39 
− множеств (траекторий), 39 
− множества по отношению к другому    
    множеству, 39 
− орбитальная, 38 
− от входа к выходу, 11, 12, 47, 48 
− по двум мерам, 11, 46, 47 
− по заданному (в количественном отно- 
    шении) числу переменных, 26 
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− по заданным функциям состояния, 38  
− по отношению к части переменных, 36 
− − асимптотическая, 36 
− − равномерная, 36 
− − равномерно асимптотическая, 37 
− − − в целом, 37 
− − при постоянно действующих возму- 
щениях, 57 
− − эквиасимптотическая, 36, 90 
− − экспоненциальная, 37 
− − − в целом, 37 
− полета снаряда по настильной траекто- 
   рии, 162  
− правильного вихревого n-угольника, 16 
− стационарного движения симметрично- 
    го твердого тела, 162 
− техническая (практическая) по части  
   переменных, 36, 57 
− траекторий, 38, 39 
− − по отношению друг к другу, 39 
− условно-инвариантных множеств, 67 
− частичная при возмущениях 
− − параметрических, 117 
− − постоянно действующих, 117 
− частичных положений равновесия,  40  
− − асимптотическая, 41 
− − равномерная, 41 
− − равномерно асимптотическая,  41 
− − − в целом, 41 
− − эквиасимптотическая, 41  
− − экспоненциальная, 41 
− − − в целом, 41 
Ф 
фазовая плоскость, 104 
фазовое рассогласование, 29 
фазовый портрет, 106 
фундаментальная матрица решений, 108, 
114 
функции 
− абсолютно-непрерывные, 189, 213 
− Бесселя, 110 
− векторная Ляпунова, 93 
− вторая векторная Ляпунова, 74 
− диссипативные Рэлея, 157 
− знакоопределенные по части перемен- 
   ных, 70 
− интегрируемые по Лебегу, 188 
− непрерывные, нигде не дифференци- 
   руемые, 238 
− переключений, 192 
− Рауса, 159 
− типа Хана, 70 
функционалы  Ляпунова−Красовского,  
228, 229 
Э 
экологический принцип вымирания Лот-
ки−Вольтерры, 23 
экстремальная тормозящая стратегия,  
133, 212 
 
 
 
 
 
  
 
Ural Federal University 
Nizhny Tagil Institute of Technology 
 
 
 
 
Foundation for the Theory of  
Partial Stability and Control 
 
 
 
 
Vorotnikov V. I. , Rumyantsev V.V. 
 
 
 
The text-book provides a unified treatment of the history of developing, theory and 
methods of solving the interdisciplinar problems of partial stability, stabilization and control 
(including the problems of stability, stabilization and control with respect to a part of the 
phase variables) in dynamic systems, which described by systems of ordinary differential 
equations, delay, stochastic, discrete (difference) and uncertain systems.  
Many examples from science and engineering are considered.  
802 bibliografical references are includes. 
The book will be usefull for advanced gratuates, university lectures and professionals in 
applied mathematics, mechanics and control.  
 
 
 
Vorotnikov V.I., Rumyantsev V.V.  
 
Foundation for the Theory of Partial Stability and Control 
 
Ural Federal University. Nizhny Tagil Institute of Technology Press. 
       
      Nizhny Tagil, 2014. 
 
      304p. 
 
       ISBN 978-5-9544-0066-3 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Научное издание 
 
ВОРОТНИКОВ Владимир Ильич, РУМЯНЦЕВ Валентин Витальевич 
 
 
ОСНОВЫ ТЕОРИИ ЧАСТИЧНОЙ УСТОЙЧИВОСТИ И УПРАВЛЕНИЯ 
 
Редактор А. В. Конищева 
Подписано в печать 19.12.2014. Формат 6090  1/8 
Бумага офсетная. Гарнитура «Таймс». Ризография 
Усл. печ. л. 38. Уч.-изд. л. 30,96. Тираж 100 экз. Заказ № 1949 
 
Редакционно-издательский отдел 
Федеральное государственное автономное образовательное учреждение высшего профессионального образования 
«Уральский федеральный университет имени первого Президента России Б.Н.Ельцина» 
Нижнетагильский технологический институт (филиал) 
622031, г. Нижний Тагил, ул. Красногвардейская, 59 
 
Отпечатано в РИО НТИ (филиал) УрФУ 
 
