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Introduction

Background
In this paper we combine two di erent aspects of information systems development: schema transformation and performance engineering. Recent studies show that the eld of performance engineering in the context of information systems development is still quite open (see e.g. 20] ). Since performance engineering aims at predicting and improving the performance of applications ( 20] ), schema transformations may be applied here.
As an example, when designing complex database structures, the selection of an appropriate implementation may be expressed in terms of structural transformations leading to performance improvement. This however is not fully recognized in current Computer Aided Software Engineering tools, since usually only a standard structure is generated (e.g. Optimal Normal Form 19] , 16] ). Therefore, we have designed and implemented a framework for conversion and transformation of database structures, which provides a exible search mechanism through the solution space of all possible structures for a given database application.
The entire framework is described in 4]. The main di erence with related work (e.g. 1], 13], 16], 19] , 22]) is that transformations may be probabilistically guided, for instance on the basis of a multiobjective tness function, or on the basis of other structural properties. This enables us to systematically examine properties of the solution space at hand, such as the time/space trade-o and the update/retrieval trade-o for a given application. We rst give a simple example.
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Schema transformations during database design
This section gives a simple example in order to show how schema transformations can be used during the selection of e cient implementations for conceptual data models. Response time as well as storage space is considered.
Usually the process of database design is initiated from a conceptual (semantic) data model being the result of the information analysis phase ( 19] , 10]). Suppose we have a machine-oriented representation (also called internal view) of the conceptual model under consideration. When this internal representation x is used for implementation, the resulting system will need a certain amount of storage space s x , and it will manifest a certain average response time t x . For the moment we do not consider the computation of s x and t x . Next we consider the transformation of representation x into a new representation y. We are especially interested in transformations preserving the correctness with respect to the conceptual data model at hand. Then, the resulting representation y will again specify a complete and correct internal view of the same conceptual model. Obviously representation y may require a di erent amount of storage space than representation x. The same holds for the average response time. If representation y manifests an improvement on both resources, y is called more optimal than x. This situation is shown in gure 1. Since s y < s x and t y < t x the result of the transformation is more optimal than the input of the transformation.
During the database design process the abovementioned transformation x ! y is a step in the correct direction. However, there are other kinds of transformations we are interested in. Suppose for example that representation y is transformed into representation z, with storage requirements s z and average response time t z (see gure 1). Representation z is not more optimal than representation y because s z > s y . However, since t z < t y this representation is an alternative for representation y. Furthermore, representation z still is more optimal than representation x. Note that representation z 0 with t z 0 > t y and s z 0 < s y is also interesting. A preference for transformation y ! z or y ! z 0 will obviously depend on the requirements of the particular application environment.
The above example indicates how schema transformations can be used for nding`good' internal representations of a conceptual data model. To be able to make a large number of steps through the solution space of design alternatives, it is necessary to computerize the transformation process. This has resulted in the tool EDO, allowing transformations to be randomized or probabilistically guided on the basis of (1) multiobjective cost evaluations in terms of average response time and storage requirements or (2) other control parameters such as preferences for database table size, absence of data redundancy or absence of optional database elds.
The organisation of the paper is as follows. In section 2 we introduce the tool EDO, a prototype for conversion and transformation of conceptual data models and internal representations. Section 3 introduces several underlying parameters of the transformation process. We address properties of (a) the conceptual data model, (b) candidate implementation structures, and (c) the database design process. Next, we present basic experimental results in section 4. With respect to the decisions to be made when setting up an experiment, we make a distinction between decisions concerning the problem domain and decisions concerning the schema transformation process. Section 5 focusses on deviation from the standard Optimal Normal Form, which is illustrated in terms of the Presidential Database ( 14] , 9]). Finally we present conclusions and directions for further research in section 6.
Prototype converter/transformer
This section introduces the tool Evolutionary Database Optimizer (EDO 3]), a prototype for conversion and transformation of data models. In later sections the use of this tool during performance engineering is illustrated.
The intention of EDO is as follows. When converting a conceptual data model into an internal representation, we are confronted with the problem that the same conceptual model may have a very large number of correct internal representations (see e.g. 7]). Database design then deals with selecting an appropriate internal representation. Sometimes this is called implementation selection. In each step of the database design process, a preliminary internal representation is modi ed into a new internal representation. The process can be started from an initially generated (set of) internal representation(s). Figure 2 illustrates this view of the database design process. Each small circle in gure 2 is an internal representation for the conceptual data model under consideration. In EDO, the search for an appropriate internal representation is based on transformations (also called mutation operators In our approach each internal representation speci es a low-level data structure for the conceptual data model. These data structures are expressed in terms of the conceptual model in an intermediate speci cation language. Each structure speci ed in this language can be interpreted in di erent ways, for example as relational, hierarchical or network database schemata, with additional indices ( 24] ). The transformations in EDO are de ned for the intermediate data structures, rather than for speci c interpretations. As a consequence, the transformation process illustrated in gure 2 is valid for any interpretation. However, choosing a speci c interpretation is needed for performance evaluations (during the transformation process), and for consistency checks and constraint mappings (after completion of the transformation process Figure 4 : System architecture of EDO Figure 4 presents the architecture of EDO. First, the Converter generates internal representations for the conceptual model under consideration. Next, the Evolver modi es the current pool of internal representations. These modules may be activated interactively via a main menu, containing the following possibilities: Files, for editing les; Inspector, for getting detailed information about the conceptual data model, the current pool of internal representations or the search process until the current moment; Generator, for generating an initial pool; Evolver, for activating evolutionary algorithms modifying the current pool; Lister, for producing output; Options, for setting control parameters of the tool. General information about current parameter settings and pool properties is presented below the main menu in the so-called Status Report. This gives a summary of the information that can be obtained via the Inspector and Options.
Underlying parameters
In this section we discuss several underlying parameters of the transformation process. First we address properties of the conceptual data model. We then consider the performance of alternative implementation structures. Finally, we discuss properties of the design process.
Properties of the conceptual data model
We focus on data modelling techniques with an underlying object-role structure (e.g. An object-role data model consists of an information structure and a set of constraints on the possible populations of the information structure. The central notion is the predicator ( 5]), de ned as a role played by an object type in a fact type. An object type corresponds with a`thing' from the real or abstract world under consideration, while a fact type corresponds with an elementary statement expressing a relationship between object types (see also 27]).
As an example, in the information structure in gure 5 predicator p 1 is the role played by object type X 1 in fact type f 1 . For more details about object-role information structures, populations and constraints we refer to 5], 14].
Next we consider the quanti cation of properties of information structures. It is clear that the number of atomic object types jAj, the number of fact types jFj, and the number of predicators jPj
give an indication of the complexitity of the conceptual model. Furthermore, these quanti cations can be used for several other purposes. As an example, the number of nested relational internal representations for a given conceptual model is easily shown to be exponential in the number of fact types. Other important properties are given below.
As a global measure for the size of the fact types in a conceptual model, we use the average number of predicators per fact type:
As a measure for the compactness of the information structure, we use the average number of predicators per atomic object type:
The above measures may be used as a parameter in experiments, in order to get insight in the behaviour of (randomized) transformations. In section 4.2 we discuss an experiment concerning N p;a .
Note that compactness of information structures is closely related to homogeneity of fact types. A fact type is called (partly) homogeneous if it contains roles played by the same object type (e.g. fact type f 3 in gure 5). We will not elaborate on this further in this paper. Some typical examples of homogeneous fact types are found in 5] and 26].
Performance evaluation of alternative database designs
In order to characterize the environment in which the database under development will operate, the following pro les are used:
The access pro le contains information about the (retrieval and update) operations to be performed. The data pro le contains information about the database contents. The device pro le contains information about the platform in which the system will be implemented.
Usually, an access pro le characterizes (retrieval and update) operations and their relative frequency or importance. These operations may be described on a high level of abstraction (e.g. paths through the information structure 14]), or they may be very detailed (e.g. atomic operations 22]).
In a data pro le several types of quantitative descriptors may be speci ed. One way of treating optimization problems with more than one objective is scalarization, also called weighting of several objectives. This and other approaches in the context of database optimization are discussed in 4]. Scalarization is considered in more detail below.
In scalarization ( 25] ) the objectives for optimization are combined in a single tness function. So for time/space optimization this leads to the following:
A typical approach to specify a scalar function is to compute a weighted sum. Let k 1 ; k 2 0 be weight coe cients. The tness function then is de ned as follows:
An alternative for the weighted sum given above is to multiply Time and Space. Then the coefcients k 1 and k 2 lose their importance. For the weighted sum we consider the choice of k 1 and k 2 in more detail.
On the one hand the coe cients k 1 and k 2 can be related to each other (e.g. k 1 = , k 2 = 1 ? with 2 0; 1]). On the other hand (if unrelated) these coe cients can be used to compute the cost of an internal representation. If k 1 = t is the unit cost of (response) time and k 2 = s is the unit cost of the storage media to be used, then the total cost is de ned by t Time(T ) + s Space(T ). The parameters considered so far are presented in the table in gure 6. 11] ). Since schema transformations are in general very complex, it is desirable to computerize the transformation process. On the one hand these computer aided schema transformations can be used for interactive manipulation and comparison of design alternatives, database normalization algorithms, index selection, and search strategies such as random walk, steepest ascent and probabilistic evolutionary algorithms. The tool EDO introduced in section 2 can be used for this purpose.
On the other hand these schema transformations can be used in experiments. An experiment non-deterministically simulates database design processes. A carefully chosen experiment will result in a better insight in a particular aspect of such design processes. In this section we discuss some basic experiments and examine their results. All experiments were performed using EDO and the results can be easily reproduced.
When setting up an experiment, a number of decisions have to be made. These decisions can be divided in two classes:
1. Decisions concerning the problem domain.
(a) Which conceptual data model is going to be used? It may be the model resulting from the information analysis phase, or it may be an adapted version. Examples of useful conceptual model transformations are found in e.g. 12]. Also it is possible to use several conceptual models in a single experiment. Section 4.2 gives an example. (b) What kind of pro les are going to be used, how were they obtained and how are they going to be used for tness evaluation? Pro les may be estimated during system development or they may be extracted from a running system. Some aspects concerning workload derivation, performance analysis and performance measures are found in 20] and 17]. Also it is possible to use di erent pro les of the same type. As an example, it may be desirable to compare the e ect of di erent access pro les on the database design process. 2. Decisions concerning schema transformations.
(a) What strategy (or combination of strategies) is used for schema transformations? In EDO the following evolutionary algorithms may be used: (1) random walk, (2) steepest ascent, where the next transformation is deterministically chosen as the transformation leading to maximum tness improvement, (3) probabilistic hill climbing, where the next transformation is non-deterministically chosen, provided it does not lead to a lower tness, (4) normalization strategies, where the next transformation is non-deterministically chosen on the basis of (uniqueness and total role) constraints in the conceptual model (cf. 19]). (b) Which setting of control parameters is used? Basic control parameters involve the pool size and the weight coe cient for storage space. Especially non-deterministic strategies are guided by some more advanced control parameters, such as average join/split rate.
In order to indicate how transformations may be used we describe several experiments. First we discuss basic experiments concerning ease of transformation, performance improvement and conicting objectives. Then we describe an experiment concerning the Optimal Normal Form (section 5).
Ease of transformation
In this section we discuss an experiment concerning the ease of transformation. The idea is that for di erent conceptual data models, the di culty in nding appropriate transformations for the corresponding internal representations may be quite di erent. Intuitively the average number of predicators per atomic object type N p;a is expected to play a role here.
The experiment is as follows. We use conceptual data models with four di erent values for N p;a . In each case, transformations are generated by rst choosing a predicator, and then trying to nd another predicator such that they may be legally put together in an attribute (or column in a table). The process is initiated from an internal representation in which each fact type is represented in a separate relation. We count the number of steps needed to produce a universal relation, i.e. an internal representation in which all fact types are represented in a single table. The result is shown in gure 7. In gure 7 we see, that for an information structure with a high number of predicators per atomic object type, relatively few steps are needed for producing a universal relation. This is in accordance with intuition, since in a very compact information structure (see section 3.1) fact types can be joined relatively easy. Note that in the above experiment the tness of the internal representations was not used as guidance parameter.
Performance improvement
In this section we describe a random walk and a hill climbing walk. The process is initialized with a pool of four internal representations for the information structure shown in gure 5. In the initial pool each fact type is represented in a separate relation. After each step we examine the average and maximum tness of the internal representations. The result is shown in gure 8.
In gure 8 we see that the random walk at rst gives better results than the hill climbing walk (maximum tness after 6 and 10 transformations). Later the hill climber nds solutions that are not found by the random walk.
Utilization of resources: con icting objectives
In this section we examine the time/space trade-o for internal representations. In EDO this trade-o can be experimentally examined by varying the weight coe cient for storage space ( ) from 0 to 1. As a result of this variation, a small subset of the solution space of internal representations can be placed in a graph with axes time/space. We express storage requirements in terms of abstract space ). This will be further explained in the next section. The experiment has the following structure. We make a number of runs using the hill climbing strategy, varying from 0 to 1. In each case the optimal internal representation is recorded after 30 and 60 evolution steps. Each run is initiated from the same pool of internal representations. The optimal internal representation in this initial pool is indicated by Steps = 0 in gure 9. After 30 evolution steps with di erent values of , ve di erent optima are found. These optima are indicated by the line Steps = 30 in gure 9. The optimal representation that was found in the previous section is depicted as a small square. The optima that are found after 30 more evolution steps are indicated by the line Steps = 60 in gure 9. In accordance with intuition, this line is closer to the origin of the graph than the line indicated by Steps = 30.
Deviation from Optimal Normal Form
In this section we restrict ourselves to the ( at) relational data model ( 24] , 19]). We consider the relational Optimal Normal Form, along with several other design alternatives obtained by transformations.
Optimal Normal Form
This section uses a well-known application concerning American presidents and elections (the Presidential Database, see e.g. 9]) as a running example. The underlying conceptual model of the Presiden- The above relational tables are in Optimal Normal Form (ONF). For a given conceptual data model, relational tables in ONF may be obtained by examining the constraints in the conceptual model (especially uniqueness constraints), and applying a grouping procedure. In this way several fact types may be joined in a single table. The resulting ONF tables are at least in 5th Normal Form and the number of tables is minimal. The basic ONF algorithm is found in e.g. 16] , 19]. Extensions of the basic algorithm are discussed in e.g. 12].
Identity pro les
In case a database application is implemented in relational ONF tables, the database design process may proceed by selecting an appropriate set of indices. However, very often controlled redundancy is introduced in order to t particular application requirements. This is a highly complex task. Firstly, since retrieval and update patterns usually are quite complex, it is not clear which tables should be split or joined. Secondly, the number of join/split possibilities is often very large. Thirdly, since data pro les also play a role here and storage requirements must be taken into account, there is a typical trade-o . As a consequence, it is necessary to automatically derive several candidate designs of high quality, and further investigate their storage requirements and average response times. An elaborated example of a lower Normal Form for the Presidential Database is found in 18].
When deriving candidate designs, data pro les, access pro les and device pro les are used to characterize the target environment. In this section we use so-called identity pro les. These pro les may be used when only a global comparison between di erent candidate designs is required, or when it is too di cult to de ne non-identity pro les. Obviously, the generated candidates must then be further examined (see also section 5.3).
We rst consider identity access pro les. In simple cases, an access pro le hR; U i consists of a retrieval matrix R, where R ij speci es the frequency of an operation from predicator p i into predicator p j , and an update vector U , where U i speci es the frequency of update operations on predicator p i . Sometimes the values in R and U are interpreted as probability or priority, rather than frequency. An identity access pro le has the following properties: The values in pro les may be absolute or relative. In our case, relative values will su ce since we are interested in comparing di erent design alternatives (during transformation processes or after completion). We therefore express storage requirements in terms of abstract space units (s.u.), and average response time in terms of abstract time units (t.u.). The exact computation of the properties Time and Space is outside the scope of this paper. It is stressed here that the evolution mechanism for walking through the solution space of internal representations is independent of the underlying cost model for those representations. As a consequence, di erent cost models may be embedded in this framework.
We describe an experiment which aims at introducing controlled redundancy in the ONF relational tables given in the previous section. As was mentioned before, schema transformations are used for searching the solution space of internal representations. The behaviour of such transformation processes was illustrated in the introduction ( gure 1). We try to nd internal representations with high tness. In order to search the complete time/space trade-o , we use di erent values for the weight coe cient for storage space (see section 3.2). The result is shown in gure 10. In gure 10 we see several candidate internal representations for the Presidential Database, with an indication for their storage requirements and average response times. Also, the number of tables in a candidate is given. Note that this gure only contains the best candidates found during the transformation process. In order to decide which of the selected candidates is most desirable, some further investigations may be necessary.
Further investigations
The intention of the experiment in the previous section is as follows. If a database is implemented in relational ONF tables, it may not t particular application requirements with respect to storage space or response time. If however controlled redundancy is to be introduced in order to t speci c requirements, a lower Normal Form must be produced. As was mentioned this is a highly complex task. Therefore, several candidates of high quality were automatically derived (by transformations). In order to decide which of the selected candidates is most desirable, some further investigations may be necessary. There are several possibilities in EDO for further examining a candidate. We summarize four possibilities.
1. Local neighbourhood inspection. The candidate at hand is examined, and is compared with its neighbours in the solution space. This will provide insight in the strong properties of the candidate and its neighbours. Di erent strategies can be used for walking through the neighbourhood of a candidate (see section 4.1). 2. Pro le re nement. The data pro le and/or access pro le is re ned, in order to characterize the behaviour of future users more exactly. 3. Index selection. An appropriate set of indices is generated for a given candidate. Although not used here, EDO also allows the generation of indices interleaved with the schema transformation process. 4. Prototyping. For a given candidate, a set of SQL Create Table statements is generated and imported into the target relational DBMS. In this way, several databases may easily be constructed for the same conceptual model.
Conclusions
In this paper two di erent aspects of information systems development were combined: schema transformation and performance engineering. We addressed the problem of selecting an appropriate internal representation for a given conceptual data model. A prototype tool for conversion and transformation of database structures was introduced. The main di erence with related work (e.g. 1], 13], 16], 19], 22]) is that transformations may be probabilistically guided, for instance on the basis of a multiobjective tness function. This enables us to systematically examine properties of the solution space at hand, such as the time/space trade-o and the update/retrieval trade-o for a given application. Our research is motivated by the problem that`Finding a Normal Form is easier than getting rid of it'. This is explained as follows. A Normal Form can be found on the basis of constraints in the conceptual model (see e.g. 16] , 19]). If however other requirements have to be met, such as storage space and/or response time, these constraints do not really help. The tool EDO o ers di erent kinds of evolutionary algorithms for walking through the solution space of candidate internal representations for a given conceptual data model. In this way, several candidate representations of high quality can be produced. These candidates can be imported directly into the target DBMS, making the construction of several (di erent) databases for the same conceptual model a relatively trivial task.
In order to further attune EDO to real life database applications, a project consisting of case studies and extensive experiments within a large Dutch organization is in its early stages. Future research concerns the interface to commercially available Information Analysis tools. Another future extension involves the notion of distance between internal representations, along with an underlying theory for convergence of search strategies for our solution space. We are currently working on this topic. This theory is being based on Markov processes, as a random walk through the solution space of internal representations actually is a Markov process.
