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Abstract
One of the main practical applications of quasi-Monte Carlo (QMC)
methods is the valuation of financial derivatives. We aim to give a short
introduction into option pricing and show how it is facilitated using QMC.
We give some practical examples for illustration.
1 Overview
Financial mathematics, and in particular option pricing, has become one of the
main application of quasi-Monte Carlo (QMC) methods. By QMC we mean the
numerical approximation of high-dimensional integrals over the unit cube
I =
∫
[0,1]d
f(x)dx
by deterministic equal weight integration rules, that is
I ≈ 1
N
N−1∑
k=0
f(xk) ,
for a suitably chosen point set x0, . . . , xN−1 ∈ [0, 1]d.
In Section 2 we give a very brief introduction into the theory of option
pricing. The main intention is to explain why an option price can be written
(approximately!) as a high dimensional integral. We present a couple of exam-
ples which are frequently used by researchers as benchmarks for their pricing
methods.
∗The author is supported by the Austrian Science Fund (FWF) project F5508-N26, which
is part of the Special Research Programme “Quasi-Monte Carlo Methods: Theory and Appli-
cations”
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In Section 3 we first discuss some generalities of simulation, like the genera-
tion of non-uniform random variables. We give some arguments why acceptance-
rejection algorithms usually do not work so well with QMC. We give the basic
properties of Brownian motion and of Le´vy processes and we show how approxi-
mate paths can be generated from uniform or normal input variables. A special
emphasis is on orthogonal transforms for path generation. We mention the im-
portant topic of multilevel Monte Carlo and we conclude with some concrete
examples from option pricing.
This article does not try to be a comprehensive survey. There are many
problems and solutions that do not find any mention here but which are no
less important. Just to mention one topic: for barrier options the discretization
bias, when using the maximum of a discrete Brownian path as an approxima-
tion to the continuous time path, is very big and thus leads to impractically
high dimensions. Therefore one has to find ways to sample from the maximum
of the path between discretization nodes or similar, thus using more involved
probability theory than is required to understand the basic methods presented
here.
This article is also not comprehensive in that it neglects an important point:
Why do these methods work for financial problems? Most of the theory of QMC
does not apply to the kinds of functions appearing in option pricing. These
function are usually well behaved in that they are piecewise log-linear, but
they are very high dimensional, they are in general not bounded or of bounded
variation, nor do they lie in any of the many weighted Korobov or Sobolev
spaces for which integration has been proven to be tractable. Nevertheless the
methods described in this articles are widely used in practice and they do seem
to work quite well. To fully explain why they give these good results would be
a great achievement and is subject to active research.
2 Foundations of Financial Mathematics
2.1 Bonds, stocks and derivatives
Since financial mathematics is (mainly) about the valuation of financial instru-
ments, we now give a short overview of the most basic of these.
• A bond is a financial instrument that pays its owner a fixed amount of
money at a pre-specified date in the future. The writer of the bond is
usually a big company or a government. The owner effectively becomes a
creditor to the writer. If the quality of the debtor is high, the bond can
be modeled as a deterministic payment. The bond usually sells at a lower
price than its payoff and thus pays interest.
• A share is a financial instrument that warrants its holder ownership of a
fraction of a corporation. In particular, the shareholder participates in
the business revenue due to dividend payments.
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However, dividend payments are not the only possible source of income
through a share. At least equally important is the gain due to a price
change. On the downside the price change may result in a loss. If the
shares of a company are traded at a stock exchange then buying and
selling them is particularly simple and high frequency traders may buy
and sell large contingents of shares several times per second.
The value of a share depends on a host of parameters, such as the pref-
erences of the individual agent, the assets of the company, the future
dividend payments and the future interest rates.
The so-called efficient market hypothesis assumes that the value of the
share at a given time is just the market price at that very time. Under
this hypothesis it does not make sense to compute the objective value
of a share in a mathematical model and compare it to the market price.
The only way that a computed value of a share can differ from its market
price is that our preferences and/or expectations differ from that of the
majority of the market, thus giving a subjective price.
• A contingent claim is a financial instrument whose value at a future date
can be completely described in terms of the prices of other financial in-
struments, its underlyings. A typical example is an option on a share. A
European call option on a share with maturity T is a contract which gives
its holder the right (but not the obligation) to buy one share from the
option writer at some fixed time T in the future at the previously agreed
price K. Denote the price of the share at time T by ST .
Since the option holder may sell the share instantly at the stock exchange,
the value of the option at time T is ST −K if ST > K, and 0 if ST ≤ K.
The left hand side of figure 1 shows the payoff of a European call option
dependent on the price of the share at maturity. An important feature is
the kink at the strike price K.
On the right hand side of figure 1 we plot the payoff of a European put
option. This is an option which gives its holder the right (but not the
obligation) to sell one share to the option writer at some fixed time T in
the future at the previously agreed price K. If the share price satisfies
ST ≥ K at time T , then the option is worthless. But if ST < K, then
the option holder may buy the share at the stock exchange at price ST
and sell it immediately to the writer at price K, thus realizing a gain of
K − ST .
In Figure 2 we show the payoff of another contingent claim, a so-called
digital asset-or-nothing call option. This option pays a fixed amount of
cash at expiry if at that time the price ST of the underlying is above the
strike K. We also plot the payoff of the corresponding put option. The
digital option serves as an example of a contingent claim with discontin-
uous payoff.
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Figure 2: Payoff of a digital cash-or-nothing call and put option
Since the value of an option is strongly tied to that of the underlying
and in simple models is completely determined by the parameters of the
model, an objective value of the option can be computed in these models
using arbitrage arguments.
2.2 Arbitrage and the No-Arbitrage Principle
Suppose you are given an option on a stock. You know the specifications of
the option and therefore you know the uncertain payoff at its maturity T given
the uncertain value of the stock at that particular time. One is tempted to use
statistical methods to estimate from historical stock prices the distribution of
the stock price at time T and a fortiori estimate the value of the option as its
expected value under the estimated distribution. We will show in this section
that this reasonable program will in general yield a price that is unreasonable
from a more basic perspective in that it allows for risk-less profit.
While general arbitrage theory is well beyond the scope of this article, the
underlying principle can be illustrated rather quickly. For the general theory
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see [5].
Assume the following simple market model where we have only two times, 0
and 1, and three instruments, a bond, a share, and a European call option with
strike K = 1 and maturity T = 1. Let B = (Bt)t∈{0,1}, S = (St)t∈{0,1}, C =
(Ct)t∈{0,1} denote the price processes of the bond, share, option respectively
and assume the following parameters: B0 > 0, B1 = B0(1 + r), r ≥ 0, S0 > 0,
S1 = S0u with probability p and S1 = S0d with probability 1 − p, where
0 < d < 1 + r < u. The value of the option at time 1 is max(S1 − K, 0),
thus C1 = max(S0u−K, 0) with probability p and C1 = max(S0d−K, 0) with
probability 1 − p. Suppose we know, for example from statistical studies, the
value of p.
Then one would be tempted to conclude that the price of the option at time
0 is
Cˆ0 =
B0
B1
E(max(S1−K, 0)) = 1
1 + r
(pmax(S0u−K, 0)+(1−p) max(S0d−K, 0)) .
However, this formula cannot be true in general. Suppose r = 0, u = 2, d = 12 ,
S0 = K = 1 and p =
1
2 , for which the above formula gives Cˆ0 =
1
2 .
Then we could do the following: at time 0, write 4 options and sell them
for 2 Euros, borrow 1 additional Euro to buy three shares. Note that the net
investment is zero.
Now wait until time 1. If the share price goes up, the shares are worth 6.
We sell them to get 6 Euros in Cash. Since the share price ST (which is 2) is
bigger than the strike K (which is 1), the options will be executed, costing us 4
Euros and we have to pay 1 Euro back. Thus our strategy leaves us with a net
profit of 1 Euro.
If the share price goes down, the options become worthless and we sell the
shares, giving us 32 and thereby, after paying 1 Euro back, leaving us with a
profit of 12 Euro.
Thus, whatever happens, we are left with a positive profit without taking
any risk. Such a situation is called an arbitrage opportunity and for obvious
reasons it is usually assumed that such opportunities do not exist in a viable
market.
It can easily be shown that there is only one price in this model that does
not allow for arbitrage, namely
C0 =
1
1 + r
(
p∗max(S0u−K, 0) + (1− p∗) max(S0d−K, 0)
)
,
where p∗ = 1+r−du−d . The distinctive feature of p
∗ is that 11+r (p
∗S0u + (1 −
p∗)S0d) = S0, that is, the stock price process is a martingale1 with respect to
this new probability.
1We do not give a precise definition for this. Intuitively, a martingale is a process X such
that the conditional expectation of Xt+s given Xt is Xt. Thus a martingale is a model for
the gain process of a player in a fair game.
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2.3 The Black-Scholes model
The simple model in the preceding section can be extended to an n-step setup.
One is tempted to let n go to infinity to obtain a continuous-time model. Indeed,
this can be done in rigorous fashion so that we arrive at a model of the form
Bt = B0 exp(rt)
St = S0 exp(µt+ σWt) ,
(1)
where W is a Brownian motion, that is, a continuous-time stochastic process
with specific properties. The exact mathematical definition of Brownian motion
will be given in Section 3.2.1.
As in the one-step model there exists a probability measure P∗, equivalent
to the original measure P, such that t 7→ B−1t St becomes a martingale. Under
this new probability measure
St = S0 exp
(
(r − σ
2
2
)t+ σW ∗t
)
,
where W ∗t = Wt +
r−µ−σ22
σ is a Brownian motion under P
∗.
This new probability measure is now used to price derivatives in this model:
if C is some European contingent claim, that is, a derivative whose payoff CT
at time T is a function of St, 0 ≤ t ≤ T , then its arbitrage-free price at time 0
is given by
C0 = E∗(B−1T CT ) , (2)
where E∗ denotes expectation with respect to P∗. When CT depends only on
finitely many Stj , j = 1, . . . ,m then the expectation in (2) can be written as an
m-dimensional integral, which is where QMC enters the game. The details of
this will be given in Section 3.2.
In our continuous time model we assume that the option can be traded at
any time prior to its maturity T . For this, the time t analog of (2) is
B−1t Ct = E∗(B
−1
T CT ) , (3)
or Ct = BtE∗(B−1T CT ).
Because of its simplicity, the Black-Scholes model does not provide us with
many interesting examples for simulation. One step towards demanding prob-
lems is to look at the m-dimensional Black-Scholes model.
Consider m shares S1, . . . , Sm whose price processes are given by
Sjt = S
j
0 exp
(
µjt+
k∑
l=1
σjlW
l
t
)
where W 1, . . . ,W k are k independent Brownian motions and σ = (σjl)jl is
a m × k matrix. In this model neither the existence nor the uniqueness of
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a probability measure that makes each process (e−rtSjt )0≤t≤T a martingale is
granted. In fact, every solution ν ∈ Rm of the linear system
σν = r1− µ− 1
2
diag(σσ>)
gives rise to such a measure (1 is the vector in Rm with all entries equal to 1).
If such a solution exists, the price processes take on the form
Sjt = S
j
0 exp
(
(r − 1
2
(σσ>)jj)t+
k∑
l=1
σjlW˜
l
t
)
,
where W˜ 1, . . . , W˜ k are k independent Brownian motions under the new measure.
Remark 2.1. The new probability measure is equivalent to the original one
only if we restrict to finite time intervals [0, T ], T <∞.
These models are interesting from the point of view of (optimal) portfolio
selection, but they also provide us with practical high-dimensional integration
problems through derivative pricing. Important examples are basket options,
which are derivatives whose payoff depends on the price process of several shares.
One example of a payoff of a basket option on shares with prices S1, . . . , Sd is
CT = max
(
w1S1T + . . .+ w
rd1SdT −K, 0
)
,
for some weights w1, . . . , wd.
2.4 SDE models
In many models from financial mathematics, the share price process is not given
explicitly but is described via a stochastic differential equation, in short SDE.
For example, the SDE corresponding to the basic Black-Scholes model is
dSt = µˆStdt+ σStdWt
S0 = s0 .
The a.s. unique solution2 to this SDE with initial value S0 is
St = s0 exp(µˆt+ σWt − σ
2
2
t) ,
such that for µˆ = µ+ σ
2
2 we recover the price process from (1).
2This is a consequence of the famous Itoˆ formula from stochastic analysis. In short, the
Itoˆ formula states that for a function f which is C1 in the first variable and C2 in the second
variable, we have
df(t,Wt) =
∂f
∂t
(t,Wt)dt +
∂f
∂W
(t,Wt)dWt +
1
2
∂2f
∂W 2
(t,Wt)dt .
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More generally, a model could be defined by an m+ 1-dimensional SDE
dSt = µ(t, St)dt+ σ(t, St)dWt
S0 = s0 .
(4)
where S = (S0, . . . , Sm) is an m + 1-dimensional stochastic process and s =
(s0, . . . , sm) ∈ Rm+1. It is assumed that one coordinate is the price of an asset
that can function as a numeraire in that it is never 0. In this general model not
all the components need to correspond to share prices or indeed to prices at all.
Consider, for example the so-called Heston model (already under an equivalent
martingale measure):
dBt = rBtdt
dSt = rStdt+
√
VtSt(ρdW
1
t +
√
1− ρ2dW 2t )
dVt = κ(θ − Vt)dt+ ξ
√
Vt dW
1
t
(B0, S0, V0) = (b0, s0, v0) .
Here, r, κ, θ, ξ are positive constants, µ is a real constant, and −1 < ρ < 1 is a
correlation coefficient.
The third component of our process, V , is the so-called volatility of the share
price and is not a tradable asset.
It is worth mentioning that, despite there not being an explicit solution
known for the SDE, there is a semi-exact formula for the price of a European
call option in the Heston model using Laplace inversion.
We do not concern ourselves with the theory of SDEs since this is clearly
beyond the scope of our article. From the point of view of (quasi-)Monte Carlo
it is mostly of interest to know that under suitable regularity requirements on
the coefficients of the SDE there exists a unique solution and that under even
stronger conditions this solution can be approximated.
Let ST be the solution to the SDE at time T and let SˆN be some approxima-
tion to ST computed on the time grid 0 = t0 < t1 < . . . < tN = T with fineness
δ = max1≤k≤N (tk − tk−1). We say that SˆN converges to ST in the strong sense
with order γ, if E(|ST − SˆN |) = O(δγ).
Sometimes it is enough to compute some characteristics of the solution like
E(f(ST )) for a function f belonging to some class C. This question is linked to
the concept of weak convergence of numerical schemes. See, for example, [15,
Chapter 9.7]. The benefit is that the weak order of an approximation scheme is
usually higher than the strong order of the same scheme.
The most straightforward solution method is the Euler-Maruyama method:
given (4) we compute an approximate solution Sˆ on the time nodes 0, h, . . . , nh =
T via
Ŝ0 = S0
Ŝk+1 = Ŝk + µ(kh, Ŝk)h+ σ(kh, Ŝk)∆Wk+1. (5)
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It follows from the definition of Brownian motion that W(k+1)h−Wkh is a normal
random vector with expectation 0 and covariance matrix
√
h1Rm+1 . Frequently,
(5) is therefore stated in the form
Sˆk+1 = Sˆk + µ(kh, Sˆk)h+ σ(kh, Sˆk)
√
hZk+1 , (6)
where Z1, Z2, . . . is a sequence of standard normal vectors. However, we will
prefer the original form when using quasi-Monte Carlo.
Under suitable regularity conditions (Lipschitz in second variable, sublinear
growth with first variable, sufficient smoothness) on the coefficient functions
µ, σ of the SDE, the Euler Maruyama scheme converges in the strong sense
with order 12 and in the weak sense with order 1, such that, for sufficiently
regular f , E(f(Sˆnh)) is a decent approximation to E(f(ST )), for sufficiently
small h. Discussion of the regularity conditions and proofs can be found in [15].
We report two other schemes for solving autonomous SDEs numerically,
which under appropriate conditions on the coefficients converge in the strong
sense with order 1. The first is the Milstein scheme,
Sˆk+1 = Sˆk + µ(Sˆk)h+ σ(Sˆk)∆Wk+1 +
1
2
σ(Sˆk)σ
′(Sˆk)(∆W 2k+1 − h) , (7)
where ∆Wk+1 := W(k+1)h−Wkh and where σ′ is the derivative of σ. The second
is an example for a Runge-Kutta scheme, with the advantage of not requiring a
derivative:
Sˆk+1 = Sˆk +µ(Sˆk)h+σ(Sˆk)∆Wk+1 +
1
2
(σ(Yk)−σ(Sˆk))(∆W 2k+1−h)h−
1
2 , (8)
where the supporting value Yk is given by Yk = Sˆk + σ(Sˆk)h
1
2 .
A problem that can occur in practice is that the simulated path can leave
the domain of definition while the exact solution does not. For example, the
approximate stock price and/or the volatility process may become negative. See
again [15] and also [1] for a thorough treatment of Monte Carlo simulation of
the Heston model.
2.5 Le´vy models
Le´vy processes are generalizations of Brownian motion. The mathematical def-
inition will be given in Section 3.3.
These processes are interesting for financial modeling since they allow for
jumps. In analogy to the Gaussian models, i.e. models built on Brownian
motion, they come in two flavors. There are explicit models where the stock
price is exponential Le´vy motion:
St = exp(Lt) ,
where L is a Le´vy process with E(exp(Lt)) <∞r. Alternatively, the stock price
might again be given by an SDE, i.e.
dSt = f(t, St−)dLt .
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If it is possible to sample from the increments of L, then the Euler-Maruyama
scheme still allows us to simulate a discrete approximation to the solution S,
Sˆk+1 = Sˆk + f(kh, Sˆk)(L(k+1)h − Lkh) .
From the point of view of option pricing it is important that the market is
arbitrage-free. That is, we need to find an equivalent probability measure,
such that discounted prices of tradable assets are martingales. This is usually
achieved with the so-called Esscher transform, a change of measure under which
the Process L is again a Le´vy process, see for example [4, Chaper 9.5].
2.6 Examples
We conclude this very short introduction to financial mathematics with some
examples.
A European Call option on a share with price process (St)t≥0 and with strike
K and maturity T has payoff CT = max(ST −K, 0). The pricing equation (2)
therefore gives the option price in the Black-Scholes model at time t as
C0 = e
−rTE∗(max(ST −K, 0)) .
Since
ST = S0 exp
(
(r − σ
2
2
)T + σW ∗T
)
,
and since (r − σ22 )T + σW ∗T is a N(0, σ2T ) random variable, we get
C0 = e
−rT
∫ ∞
−∞
max(S0e
x −K, 0))e−
(x−(r−σ2
2
)T )2
2σ2T
1√
2piσ2T
dx
= e−rT
∫ ∞
log( KS0
)
(S0e
x −K)e−
(x−(r−σ2
2
)T )2
2σ2T
1√
2piσ2T
dx .
The integral can in fact be computed and its value is given by the famous
Black-Scholes option pricing formula
C0 = S0Φ(d1)− e−rTKΦ(d2) , (9)
where Φ(x) =
∫ x
−∞ e
− x22 1√
2pi
dx and
d1 =
log S0K + (r +
σ2
2 )T
σ
√
T
and d2 =
log S0K + (r − σ
2
2 )T
σ
√
T
. (10)
So in this case we get a closed-form formula and there is no need to apply
simulation techniques. The price Ct for 0 ≤ t ≤ T can be obtained from
equations (9) and (10) simply by substituting (T − t) for T . Another class of
examples for which there often exist closed formulas are barrier- and lookback
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options, where the payoff depends on the maximum or minimum of the price
over a given interval.
We move on to a somewhat harder example: the payoff of an Asian option
written on a share with price process (St)t∈[0,T ] depends on the average price
over some interval [T0, T ], T0 < T , where T is the expiry date of the option.
The payoff of a fixed strike Asian call option is given by
CfixT = max
(
1
T − T0
∫ T
T0
Sτdτ −K, 0
)
,
The payoff of a floating strike Asian call option is given by
CfltT = max
(
1
T − T0
∫ T
T0
Sτdτ − ST , 0
)
.
Up to now, nobody has found an explicit formula for either Asian option, but
there are rather efficient methods using PDEs to compute the value, see for
example [21]. Nevertheless, this example is a nice benchmark for simulation
methods.
For basket options on several shares the PDE method becomes intractable.
Here, we really have to use simulation. A possible example payoff is
max
(
1
m
(S1T + . . .+ S
m
T )−K, 0
)
,
but more complicated dependencies on the price processes can be encountered
in practice. In particular, the payoff may depend on the time-averages of the
price processes. Then the option also has some Asian characteristics.
3 Monte Carlo and quasi-Monte Carlo simula-
tion
3.1 Non-uniform random number generation
Most random variables encountered in practical models are not uniformly dis-
tributed. We are therefore interested in methods for generating pseudo- or
quasi-random numbers with a given distribution from their uniform counter-
parts.
The most straightforward method is the so-called inversion method which
will be presented in the first subsection.
We are also going to present the class of acceptance-rejection methods for
generating random numbers with a given distribution. We will also argue that
these methods, while usually being the most efficient for Monte Carlo, are not
suited for quasi-Monte Carlo.
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3.1.1 Inversion method
The most straightforward method for constructing non-uniform pseudo random
numbers from uniform ones is the inversion method.
We introduce this method for a special case only. Consider a real random
variable X with bijective cumulative distribution function (CDF) F , i.e. F :
R −→ (0, 1), F (x) = P(X ≤ x) for all x ∈ R is such that there exists G :
(0, 1) −→ R with G(F (x)) = x for all x ∈ R and F (G(u)) = u for all u ∈ (0, 1).
Suppose now that the random variable U is uniformly distributed on (0, 1)
and define a real random variable Y := G(U). Then Y has the same distribution
as X. To see this, let y ∈ R. Then
P(Y ≤ y) = P(G(U) ≤ y) = P(F (G(U)) ≤ F (y)) = P(U ≤ F (y)) = F (y) .
So F is also the distribution function of Y .
A sufficient condition for a cumulative distribution function to be invertible
is that it has a positive probability density function (PDF) on R.
3.1.2 Acceptance-rejection method
Inverting a CDF numerically can be computationally expensive. A very versatile
and cheap alternative method for generating a random variable with prescribed
probability density function f is the acceptance-rejection method. For its im-
plementation we need another distribution for which it is cheap to sample from,
e.g., via the inversion method. Let g be the probability density function of this
distribution. Moreover, we need that, for some c > 0, f(x) ≤ cg(x) for all
x ∈ R.
The algorithm is as follows:
Algorithm 3.1. 1. Generate a sample Y from density g and a uniform ran-
dom variable U .
2. If U ≤ f(Y )cg(Y ) , set X = Y else go back to step 1.
It is not hard to give a proof that the algorithm gives indeed a random
variable with the desired distribution, and it follows from the proof that c should
be as small as possible so that the algorithm stops after only few steps.
3.1.3 Box-Muller method and Marsaglia-Bray algorithm
Recall the definition of a normal (or Gaussian) random variable:
Definition 3.2. A random variable X is normally distributed with mean µ and
variance σ2 > 0 if it has probability density function
fX(x) =
1√
2piσ2
exp
(
− (x− µ)
2
2σ2
)
.
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More generally, a random vector X = (X1, . . . , Xd) is said to be normally dis-
tributed with mean µ ∈ Rd and covariance matrix Σ > 0 if it has joint probability
density function
fX(x) =
1√
(2pi)d det(Σ)
exp
(
− (x− µ)
>Σ−1(x− µ)
2
)
.
Here, Σ > 0 means that Σ has to be positive definite, i.e. x>Σx > 0 for all
x ∈ Rd\{0}.
Consider a 2-dimensional standard normal vector (X,Y ).
P(
√
X2 + Y 2 ≤ r) =
∫ r
−r
∫ √r2−y2
−
√
r2−y2
exp(−(x2 + y2)/2)/
√
2pidx dy
=
∫ r
0
∫ 2pi
0
ρ exp(−ρ2/2)/(2pi)dϕ dρ
= 1− exp(−r2/2) .
It follows that the modulus of (X,Y ) has distribution function FR(r) =
1 − exp(−r2/2). But that means that we can generate a random radius by
inversion of FR, F
−1
R (u) =
√−2 log(1− u)
Algorithm 3.3. 1. Generate two independent U [0, 1) random samples U, V ;
2. let R =
√−2 log(1− U);
3. let X = R cos(2piV ) and Y = R sin(2piV ).
Remark 3.4. In Algorithm 3.3 we could have let R =
√−2 log(U) as well.
But many implementations of pseudo-random number generators give, with
very low but still positive probability 0 while never giving 1. So having 1 − U
as the argument of the logarithm is slightly saver.
There is a acceptance-rejection-type variant of the Box-Muller method which
is known as Marsaglia-Bray algorithm:
Algorithm 3.5 (Marsaglia-Bray). 1. Generate two independent U [0, 1) ran-
dom samples U, V ;
2. let U1 = 2U − 1 and V1 = 2V − 1;
3. if U21 + V
2
1 ≥ 1 reject (U, V ) and start from the beginning;
4. else let S = U21 + V
2
1 ;
5. if S = 0 set (X,Y ) = (0, 0);
6. else set X = U1
√−2 log(S)/S and Y = V1√−2 log(S)/S .
We leave the proof that (X,Y ) are independent standard normal variables
to the reader.
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3.1.4 Importance sampling
For some densities it is very hard – if not impossible – to invert the CDF exactly,
and frequently it is very expensive to do so numerically.
On the other hand, it is not always necessary to generate exactly from the
given distribution but rather one samples from a distribution that is close (in
some sense that remains to be made precise) to it and adjusts for the error
made. This method is called importance sampling or, in the present context,
smooth rejection.
We present the idea in a one-dimensional setup, the general case is straight-
forward. Consider a random variable X with PDF fX and suppose we want to
compute E(h(X)) for some function h. Let FX denote the corresponding CDF,
FX(x) =
∫ x
−∞ fX(ξ)dξ. Normally, we would compute
E(h(X)) ≈ 1
N
N∑
n=1
h(F−1X (Un))
using the inversion method, where U1, . . . , UN is a uniform pseudo-random se-
quence or a low-discrepancy sequence.
Suppose now that we do not know how to (cheaply) invert FX .
In addition, assume that there is another PDF g for which G, G(x) =∫ x
−∞ g(ξ)dξ is easily inverted. Then
E(h(X)) =
∫ ∞
−∞
h(x)fX(x)dx
=
∫ ∞
−∞
h(x)
fX(x)
g(x)
g(x)dx
= E
(
h(Y )
fX(Y )
g(Y )
)
,
where Y is a random variable with PDF g. Now the last expected value can be
computed by sampling from the density h using the inversion method.
E
(
h(Y )
fX(Y )
g(Y )
)
≈ 1
N
N∑
n=1
g
(
H−1(Un)
) fX(H−1(Un))
g(H−1(Un))
Remark 3.6. When using Monte Carlo, one may also sample from the density
h using the rejection method. The goal of importance sampling is then to reduce
the variance of the integrand to speed up convergence. See for example [9].
Remark 3.7. Importance sampling is particularly useful for sampling from a
random vector whose components have a complicated correlation structure.
3.1.5 Why not to use rejection with quasi-Monte Carlo
We already mentioned that using rejection algorithms with quasi-Monte Carlo
is not appropriate. This does not necessarily mean that doing so will lead to
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wrong results. But the results will be more costly than with Monte Carlo and
less accurate than with QMC without rejection.
But first consider Monte Carlo simulation. Usually we are given a pseudo
random number generator that gives us a sequence (Un)n≥1 of numbers in [0, 1]
which are – ideally – indistinguishable from a truly random sequence of indepen-
dent random variables with uniform distribution on [0, 1). From the sequence
(Un)n≥1 we now compute a sequence (Xn)n≥1 of independent random variables
with given distributions, for example by using a rejection algorithm. To the
degree that the original sequence obeys the laws of probability the transformed
sequence will do so as well. If on average a fraction β close to 1 of the original
sequence is rejected, that does not hurt much.
For quasi-Monte Carlo the situation is quite different. If we have a low
discrepancy sequence (un)n≥1 in the s-dimensional unit cube and we apply a
rejection algorithm to every component then we have to make a decision about
what to do if one component is rejected. Do we reject the whole point, that is,
all the components? What else could we do?
No matter what we do, we will loose the low-discrepancy structure of the
sequence.
We provide a simple example. Let f be the probability density function of the
Gamma distribution with parameter a, f(x) = xa−1 exp(−x)/Γ(a) and let g be
the density of the exponential distribution with parameter b, g(x) = b exp(−bx).
If a = 1.2 and b = 0.85, then f(x) ≤ b−1g(x). We apply the rejection algorithm
to some lattice rule in dimension 4, that is, the first two components are used
to generate the first Gamma-variable while the last two components will be
used to generate the second one. If rejection occurs in generating either of the
components, the whole 4-dimensional sample is rejected.
The resulting sequence (xn)n≥1 will have the distribution of two independent
Γ(1.2) variables, so applying the corresponding CDF to the components gives
a sequence (un)n≥1 which is uniform in the unit square. However there is no
reason why it should have any additional structure, like having low discrepancy
or being a (t, 4)-sequence. Figure 3 compares (un)n≥1 with the first and third
component of the original lattice. Of course, the whole number of points in
the lattice must be greater than the number plotted so we can show an equal
number of points in both plots.
It can be seen that, while the points on the left still bear some similarities to
the lattice, but that they show some characteristics typical for random numbers,
i.e., they show the presence of clusters and holes.
3.1.6 When still not to use rejection with Monte Carlo
Another issue with the acceptance-rejection method is that it sometimes makes
the dependence of the result of a Monte Carlo simulation on the model param-
eters less smooth. It is clear that the result of a true Monte Carlo simulation is
by definition stochastic. If one looks for model parameters which minimize (a
function of) the integral that is computed, then this has the paractical drawback
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Figure 3: Comparison of rejected and original lattice points
that for example Newton’s method cannot be used. In practice it is therefore
common to fix the random sequence for the Monte Carlo simulation, i.e., the
random generator is started afresh for each set of parameters. In this sense
the Monte Carlo method becomes closer to QMC, because the point set is now
deterministic.
However, if acceptance-rejection is used for the generation of random vari-
ables, then the integral as a function of the model parameters can still be noisy.
The following artificial example is taken from [6].
Example 3.8. Let
(
Xλi
)
i=1,...,n
be a sequence of i.i.d. Gamma(λ, 1) random
variables and Sλ =
∑n
i=1X
λ
i . Let further f(s) := s− λ¯ · n.
We want to approximate
α(λ) = E
[
f(Sλ)
]
by the estimator
αˆN (λ) =
1
N
N∑
j=1
f(Sλj )
for different values of λ, λ ∈ (λ¯− , λ¯+ ). There are two scenarios:
1. We use a Monte Carlo method and acceptance-rejection with a suitable
exponential distribution as dominating function. The pseudo number gen-
erator is restarted for every choice of λ, so that in fact we use the same
sequence for every integral evaluation. The reason for this is that other-
wise αˆ(λ) will be by itself random.
2. We use a low discrepancy quasi-Monte Carlo sequence (here: a Sobol
sequence) together with the inverse transform method.
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We draw those functions for n = 5, N = 1024, λ¯ = 2 and  = 0.2, where
λ changes in steps of 0.001. In Figure 4 one can see quite some noise while in
Figure 5 the graph is very smooth.
Smoothness is of importance if, for example, one wants to minimize α(λ).
An application would be calibration of a financial model to market data.
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Figure 4: Acceptance-rejection method with a fixed Monte Carlo point set
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Figure 5: Inverse transform method with a quasi-Monte Carlo point set
3.2 Generation of Brownian paths
Many problems from finance, but also from physics, encompass phenomena
which are modeled by a Brownian motion. In this section we give the basic
definition and describe some methods for sampling from Brownian motion.
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3.2.1 Brownian motion – definition and properties
Definition 3.9. A standard Brownian motion B in Rd is a stochastic process
in continuous time, defined on some probability space (Ω,Σ,P), having the
following properties:
1. B0 = 0 almost surely;
2. B has stationary increments, that is, for any s, t ≥ 0 the random variables
Bt+s −Bt and Bs have the same distribution;
3. B has independent increments, that is, for any n ∈ N and any t1, . . . , tn ∈
[0,∞) with t0 := 0 < t1 < t2 < . . . < tn, the random variables Bt1 −
Bt0 , . . . , Btn −Btn−1 are independent;
4.
√
1
tBt is a standard normal R
d-valued random variable for every t ≥ 0;
5. B has continuous paths, that is, for each ω ∈ Ω the mapping t 7−→ Bt(ω)
is continuous.
For applications we usually only need to evaluate the Brownian path at
finitely many nodes t1, . . . , td. We therefore define a discrete Brownian path
with discretization 0 < t1 < . . . < td as a Gaussian vector (Bt1 , . . . , Btd) with
mean zero and covariance matrix
(
min(tj , tk)
)d
j,k=1
=

t1 t1 t1 . . . t1
t1 t2 t2 . . . t2
t1 t2 t3 . . . t3
...
...
...
. . .
...
t1 t2 t3 . . . td
 .
3.2.2 Classical constructions
There are three classical constructions of discrete Brownian paths:
• the forward method, also known as step-by-step method or piecewise method
• the Brownian bridge construction or Le´vy-Ciesielski construction
• the principal component analysis construction (PCA construction)
The forward method is also the most straightforward one: given a stan-
dard normal vector X = (X1, . . . , Xd) the discrete Brownian path is computed
inductively by
Bt1 =
√
t1X1 , Btk+1 = Btk +
√
tk+1 − tkXk+1 .
Using that E(XjXk) = δjk, it is easy to see that (Bt1 , . . . , Btd) has the required
correlation matrix. Besides its simplicity, the main attractivity of the forward
method lies in the fact that it is very efficient: given that the values
√
tk+1 − tk
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are pre-computed, generation of a path takes only generation of the normal vec-
tor plus d multiplications and d− 1 additions.
An alternative construction is the Brownian bridge construction, which al-
lows the values Bt1 , . . . , Btd to be computed in any given order. The main
observation that makes this possible is the following lemma, the proof of which
is left to the reader.
Lemma 3.10. Let B be a Brownian motion and let r < s < t.
Then the conditional distribution of Bs given Br, Bt is N(µ, σ
2) with
µ =
t− s
t− rBs +
s− r
t− r Bt and σ
2 =
(t− s)(s− r)
t− r .
Suppose the elements of (Bt1 , . . . , Btd) should be computed in the order
Btpi(1) , Btpi(2) , . . . , Btpi(d) for some permutation pi of d elements. In computing
Btpi(j) we need to take into account the previously computed elements, and at
most two of those are of relevance, the one next to pi(j) on the left and the one
next to pi(j) on the right: define for every j ∈ {1, . . . , n} two sets,
L(j) := {k : k < pi(j) and pi−1(k) < j}
R(j) := {k : k > pi(j) and pi−1(k) < j} .
Thus L contains all the indices k that are smaller than pi(j) and for which
Btk has already been constructed and R contains all the indices k that are
greater than pi(j) and for which Btk has already been constructed. Now define
l(j) :=
{
0 if Lj = ∅
maxLj if Lj 6= ∅
r(j) :=
{ ∞ if Rj = ∅
minRj if Rj 6= ∅
and set Bt0 = 0,
Btpi(j) :=

Btl(j) +
√
tpi(j) − tl(j)Xj if r(j) =∞
tr(j)−tpi(j)
tr(j)−tl(j) Btl(j) +
tpi(j)−tl(j)
tr(j)−tl(j)Btr(j)
+
√
(tpi(j)−tl(j))(tr(j)−tpi(j))
tr(j)−tl(j) Xj
if r(j) <∞ ,
where X = (X1, . . . , Xd) is a standard normal random vector.
It is easy to check that the vector (Bt1 , . . . , Btd) constructed in that way
has again covariance matrix (min(tj , tk))j,k. The functions l and r, as well
as the factors of Btl(j) , Btr(j) , Zj , do not depend on the random vector X so
they can be pre-computed. In some special cases the functions l and r can be
computed explicitly, for example if the pi(tj) are the first n elements of the van
der Corput sequence or of the {kα}-sequence with α = 1+
√
5
2 , see [16]. Therefore
the Brownian bridge construction is also very efficient: besides the generation
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of the vector X, computation of one sample uses at most 2d additions and 3d
multiplications.
Moreover, we see that the forward construction is a special case of the Brow-
nian bridge construction where pi is the identical permutation.
The PCA construction exploits the fact that the correlation matrix of (Bt1 , . . . , Btd)
is positive definite and can therefore be written in the form V DV −1 for a di-
agonal matrix D with positive entries and an orthogonal matrix V . D can be
written as D = D
1
2D
1
2 , where D
1
2 is the element-wise positive square root of D.
Now the PCA construction from a standard normal random vector X is given
by
(Bt1 , . . . , Btd)
> = V D
1
2X .
The disadvantage of the PCA for high-dimensional problems is that the matrix-
vector multiplication, having computational complexity O(d2), becomes com-
paratively costly. Keiner and Waterhouse [14] describe an approximate PCA
for which the cost of matrix-vector multiplication is O(d log d).
3.2.3 What is wrong about the forward construction?
We have provided three different constructions of Brownian paths with one
standing apart in that it is clearly the most simple one. So why not use the
forward construction for every application?
The answer is that theory predicts a big integration error for QMC if di-
mensions are big and the number of integration nodes is of realistic order, like
a couple of millions only. But one may have the hope that if only a limited
number input parameters have significant importance for the result, then QMC
might behave very similar as in a low dimensional integration problem.
Figure 6 shows the influence of input parameters on the whole discrete path.
We compare the forward construction on the left with the Brownian bridge
construction on the right. In the two upper plots all but the first input variables
are held fixed. We see that the influence of the first variable on the overall
behavior of the path (in an informal sense) is bigger for the Brownian bridge
construction.
In the two lower plots all but the 7th input variables are held fixed. We see
that in the forward construction only values of the path after the seventh node
are influenced, but the overall influence is only slightly smaller than that of the
first variable. In contrast, the influence of the seventh variable in the Brownian
bridge construction is restricted to the third quarter and is much smaller than
that of the first variable.
The above notion of “behaving like a low dimensional problem” is made pre-
cise in [3] with the notion of effective dimension. It must be added though, that
despite of its popularity the concept of effective dimension alone does not fully
explain the success of the alternative constructions. There is a great number
of authors who investigated this problem and it is still largely unsolved at the
present.
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Figure 6: Paths of Brownian motion constructed with the forward construction
(left) and the Brownian bridge construction (right). All but one parameters are
fixed.
To answer the question posed in the header: there is nothing wrong with
the forward construction, but for some classes of problems other constructions
achieve lower errors, at least empirically. For other problems the forward con-
struction may be just fine, as for example in the example due to [19], which will
also be one of the examples in Section 3.5.
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3.2.4 Evenly spaced discretization nodes
The case where the tj are evenly spaced is of special interest as will become
apparent soon. In that case the covariance matrix equals
(1
d
min(j, k)
)d
j,k=1
=
1
d

1 1 1 . . . 1
1 2 2 . . . 2
1 2 3 . . . 3
...
...
...
. . .
...
1 2 3 . . . d
 .
We will denote this matrix by Σ(d) or, if there is no danger of confusion, simply
by Σ.
Note that we can compute the Cholesky decomposition of Σ rather easily:
Σ(d) = SS>, where
S = S(d) :=
1√
d

1 0 0 . . . 0
1 1 0 . . . 0
1 1 1 . . . 0
...
...
...
. . .
...
1 1 1 . . . 1
 .
Note that if y = (y1, . . . , yd) is a vector in Rd, then Sy is the cumulative sum
over y divided by
√
d,
Sy =
1√
d
(y1, y1 + y2, . . . , y1 + . . .+ yd) .
We have the following two easy lemmas:
Lemma 3.11. Let A be any d×d matrix with AA> = Σ and let X be a standard
normal vector. Then B = AX is a discrete Brownian path with discretization
1
d ,
2
d , . . . ,
d−1
d , 1.
Proof. Since every linear combination of independent normal random variables
is still normal, AX is normal. We compute the covariance matrix:
E ((AX)j(AX)k) = E
(
d∑
l=1
AjlXl
d∑
m=1
AkmXm
)
=
d∑
l=1
d∑
m=1
AjlAkmE (XlXm)
=
d∑
l=1
AjlAkl = (AA
>)jk = Σjk .
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Lemma 3.12. Let A be any d × d matrix with AA> = Σ. Then there is an
orthogonal d× d matrix V with A = SV . Conversely, SV (SV )> = Σ for every
orthogonal d× d matrix V .
Proof. Suppose AA> = Σ, such that AA> = SS>. Note that S is invertible
and define V = S−1A. Then
V V > = S−1AA>(S−1)> = S−1SS>(S−1)> = idRd ,
showing that V is orthogonal. The converse follows from the fact that for
orthogonal V we have V > = V −1.
For evenly spaced discretization nodes the orthogonal matrices correspond-
ing to the classical matrices can often be given explicitly. The orthogonal trans-
form corresponding to the forward method is the identical mapping on the Rd.
For d = 2k, the orthogonal transform corresponding to the Brownian bridge con-
struction where B is computed in the order B1, B 1
2
, B 1
4
, B 3
4
, B 1
8
, B 3
8
, B 5
8
, . . ., is
given by the inverse Haar transform, see [18]. For the PCA, the orthogonal
transform has been given by Scheicher, and it has been shown that the compu-
tation complexity is O(d log(d)), see [22]. The advantage of the representation
of A in Lemma 3.12 is that there are many orthogonal matrices that allow for
fast matrix vector multiplication, that is, a path of length d can be computed
using O(d log(d)) operations. Examples include the Walsh transform, discrete
sine/cosine transform, Hilbert transform and others. See again [18].
Coming back to the general case of unevenly spaces discretization nodes we
note the following: suppose you have nodes 0 < t1 < . . . < td. We may compute
an evenly spaced path (B 1
d
, . . . , B 1
d
) using our favorite orthogonal transform,
then compute
B˜ =
√
d
(√
t1B 1
d
,
√
t2 − t1(B 2
d
−B 1
d
), . . . ,
√
td − td−1(B d
d
−B d−1
d
)
)
.
Then B˜ is a discrete Brownian path with discretization 0 < t1 < . . . < td.
3.3 Generation of Le´vy paths
Definition 3.13. A Le´vy process L in Rd is a stochastic process in contin-
uous time, defined on some probability space (Ω,F ,P), having the following
properties:
1. L0 = 0 almost surely;
2. L has stationary increments, that is, for any s, t ≥ 0, the random variables
Ls+t − Lt and Ls have the same distribution;
3. L has independent increments, that is, for any n ∈ N and any t1, . . . , tn ∈
[0,∞) with t0 := 0 < t1 < t2 < . . . < tn, the random variables Lt1 −
Lt0 , . . . , Ltn − Ltn−1 are independent;
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4. L is continuous in probability, i.e., for all t ≥ 0 and c > 0,
lim
h→0
P(|Lt+h − Lt| > c) = 0 .
Without loss of generality one may also require (see [20, Chapter I.4, Theorem
30])
5. L has ca`dla`g paths, that is, for each ω ∈ Ω the mapping t 7−→ Lt(ω) is
right-continuous with limits from the left.
We will concentrate on discrete paths, and therefore properties 4. and 5. are
of minor importance for our purpose. One property that follows from the above
is that a Le´vy process is already completely characterized by the distribution
of L1. Examples are provided by the Poisson process, where L1 has Poisson
distribution and by Brownian motion, where L1 ∼ N(0, 1). The Le´vy Kintchine
formula (see [20, Chapter I.4, Theorem 43]) states that for any Le´vy process
there are numbers b, σ ∈ R and a measure ν on R\{0} with ∫|x|<1 x2ν(dx) <∞
such that the characteristic function of Lt is given by
φLt(u) = E (exp(iuLt)) = exp(t ψ(u))
with
ψ(u) = ibu− σ
2
2
u2 +
∫
|x|≥1
(exp(iux)−1)ν(dx)+
∫
|x|<1
(exp(iux)−1− iux)ν(dx) .
Thus the distribution of Lt (and therefore of an increment Lt+s − Lt) can be
computed via Fourier inversion. For some distributions like the Normal, Poisson,
and Gamma distribution, the density of the increment can be given explicitly.
It is actually straightforward to construct a discrete Le´vy path on a given
set of nodes 0 < t1 < . . . < td : let F
−1
t denote the inverse of the distribution
function of Lt. Let U1, . . . , Ud be independent U(0, 1) random variables. Define
Lt1 := F
−1
t1 (U1)
Ltk := Ltk−1 + F
−1
tk−tk−1(Uk) .
That is, the forward method works immediately. The other constructions have
no direct generalizations to Le´vy processes, except for special cases for which
the conditional distribution of Lm given Ll, Lr for l < m < r can be computed.
One such example is the Gamma process, the Le´vy process for which Lt has
gamma distribution with parameters (tγ, λ), γ, λ ∈ (0,∞), that is,
P(Lt ≤ z) =
∫ z
0
xγ−1
λγΓ(γ)
exp(−x/λ)dx ,
where it is shown in [2] that a Bridge construction is possible for this process
and also for the variance-gamma process, which is a Le´vy process of the form
t 7→WLt , where L is a gamma process and W is Brownian motion.
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However, there is a simple trick, first used in [17] for the Brownian bridge
and later, but independently, in [11] for general orthogonal transforms, that
recovers some of the qualitative features of those transforms: we may rewrite
the forward construction of the discrete Le´vy Path as
Lt1 := F
−1
t1 (Φ(Y1))
Ltk := Ltk−1 + F
−1
tk−tk−1(Φ(Yk)) ,
where Y1, . . . , Yd are independent standard normal variables and Φ is the stan-
dard normal CDF. The orthogonal transform is now employed simply in that the
Y1, . . . , Yd are generated from our input variables X1, . . . , Xd by multiplication
with the orthogonal matrix, i.e. Y = V X.
Figure 7 illustrates the effect of this method on the construction of discrete
normal inverse Gaussian3 (NIG) Le´vy paths. The figure on the right shows the
effect of the 7th input variable. In comparison to the corresponding Brownian
motion example from figure 6 we see that the effect is less localized, but it still
the seventh variable mostly influences the behavior of the path on the interval
[ 12 ,
3
4 ]. Note that the plots are slightly misleading since they interpolate linearly
between the discretization points and thus look like continuous functions. In
reality, the paths of an NIG process are (with probability 1) discontinuous with
infinitely many jumps in every non-empty open interval. It is important to keep
this in mind if, for example, some characteristic of the first entry time of the
path into some set is to be computed, as is the case, e.g., for barrier options.
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Figure 7: NIG process paths constructed with Brownian bridge orthogonal
transform. Left figure: all but the first variables held fixed. Right figure: all
but the 7th variable held fixed.
3Here the increments have been sampled from the NIG distribution for simplicity. In
general, sampling from Lt for t 6= 1 requires Fourier inversion.
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3.4 Multilevel (quasi-)Monte Carlo
Multilevel Monte Carlo is a technique for speeding up Monte Carlo simulation,
especially for SDE models. It has gained a lot of recognition over the last couple
of years, starting with the pioneering work by Giles [8] and Heinrich [10]. We
give a short account of the method.
Suppose we want to approximate E(Y ) for some random variable Y which
has finite expectation. Suppose further that we have a sequence of sufficiently
regular functions f ` : Rd` → R such that
lim
`→∞
E(f `(X`)) = E(Y ) , (11)
where for each ` ≥ 0, X` denotes a d`-dimensional standard normal vector.
In most cases the f ` will be the discrete versions of a function defined on the
Brownian paths with d` discretization nodes, and typically d` = 2
`. A standard
examples is provided by the fixed strike Asian option, which has payoff
f(B) := max
(
1
T
∫ T
0
S0 exp
(
σ
√
TBt/T + (r − σ
2
2
)t
)
dt , K
)
,
where B is a standard Brownian motion, S0 is the stock price at time 0, K is
the strike of the option, σ is the volatility and r is the interest rate. B will be
approximated by a discrete path of the form SV `X` where, for example, V ` is
the orthogonal transform corresponding to d` = 2
`-dimensional PCA.
Eqn. (11) states that there exists a sequence of algorithms which approxi-
mate E(Y ) with increasing accuracy. For example, if f `(X`) has finite variance,
we can approximate E(Y ) by 1N
∑N−1
k=0 f
`(X`k) using sufficiently large ` and N ,
where (X`k)k≥0 is a sequence of independent standard normal vectors.
Usually, evaluation of f `(X`k) becomes more costly with increasing `. Mul-
tilevel methods sometimes help us to save significant proportions of computing
time by computing more samples for the coarser approximations, which need
less computing time but have higher variance.
We have, for large L,
E(Y ) ≈ E (fL(XL))
= E
(
f0(X0)
)
+
L∑
`=1
E
(
f `(X`)
)− E (f `−1(X`−1))
= E
(
f0(X0)
)
+
L∑
`=1
E
(
f `(X`)
)− E (f `−1c (X`))
= E
(
f0(X0)
)
+
L∑
`=1
E
(
f `(X`)− f `−1c (X`)
)
,
(12)
where (f `c )`≥0 is an arbitrary sequence of functions f
`
c : Rd`+1 → R with
E(f `−1c (X`)) = E(f `(X`)). The “c” in f `c stands for “coarse level”.
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The most basic example for f `c is given for d` = m
` by f `c = f
` ◦Cm,`, where
Cm,` is the linear map defined by the matrix
(Cm,`)i,j :=
{ 1√
m
if (i− 1)m+ 1 ≤ j ≤ im , 1 ≤ i ≤ m`
0 else
.
For example,
C2,` :=

1√
2
1√
2
0 0 0 . . . 0 0
0 0 1√
2
1√
2
0 . . . 0 0
...
...
...
...
...
...
...
0 0 0 0 0 . . . 1√
2
1√
2
 .
In general, f `c is chosen in a way to get small variances for the f
`(X`)−f `−1c (X`).
Equation (12) becomes useful if, as is often the case in practice, the expec-
tation E
(
f `(X`)− f `−1(Cm,`X`)
)
can be approximated to the required level
of accuracy using less function evaluations N` for bigger ` while the costs
c` per function evaluation increases. Suppose the error of approximation of
E
(
f `(X`)− f `−1c (X`)
)
using N` points is e`(N`). We choose N0, . . . , NL so
that
e0(N0) + . . .+ eL(NL) ≤ ε
while minimizing the total cost
c = c0N0 + . . .+ cLNL .
In that way the total computation cost is typically much lower than it would
be if E(fL(XL)) would be computed directly.
One typical situation is the numerical solution of a stochastic differential
equation using time discretization with d` time steps and f
` is some function on
the set of solution paths. See [8] for how to exploit this representation for Monte
Carlo simulation. See also [7] for the combination of the multilevel technique
with QMC.
3.5 Examples
Consider the problem of valuating an Asian option in the Heston model. We
solve the SDE using the simple Euler-Maruyama method eqn. (5). The model
parameters are s0 = 100, v0 = 0.3, r = 0.03, ρ = 0.2, κ = 2, θ = 0.3, ξ = 0.5,
the option parameters are K = 100, T = 1. The SDE is solved using a two-
dimensional Brownian motion with 32 equally spaced time steps. For that we
need 64 independent standard normal variables per QMC evaluation. Since the
problem is relatively high-dimensional we want to apply an orthogonal transform
to the input variables. It is near at hand to apply one transform for each of the
two Brownian paths, but at least for this example it seems to be better to use
one 64-dimensional transform.
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We use the classical Sobol sequence for integration. We add a 64-dimension-
al random shift to the sequence and plot the log2 of the standard deviation over
64 integral evaluations each using 2m points of the sequence, m = 2, . . . , 10.
The left hand graph Figure 8 shows the log2 of the standard deviation along
m for 4 different transforms: the identity, “Forward”, the orthogonal transform
corresponding to the Brownian bridge (i.e., the inverse Haar transform), “BB”,
the one corresponding to PCA and the Brownian bridge applied separately to
the inputs of the two Brownian paths, “BB2”. On the x axis we plot the log2
of the number of integration points, i.e., m, while along the y axis we plot the
log2 of the standard deviation of the result over 64 runs.
We can see that, as in many practical examples, the PCA performs best.
Maybe surprisingly the idea of using two independent Brownian bridge con-
structions performs worse than the two combined transforms, but still much
better than the identical transform.
We complement this graph be the corresponding one for the example from
[19]. The payoff of this “ratchet” option is
f(ST
d
, S 2T
d
, . . . , ST ) =
1
d
d∑
j=1
1[0,∞)
(
S jT
d
− S (j−1)T
d
)
S jT
d
.
The errors are plotted on the right hand side of 8. We can see that the orthogonal
transforms that were so successful in the case of an Asian option now perform
worse then the identity.
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Figure 8: Left: Convergence of the price of an Asian option under different
transforms. Right: same graph for the ratchet option.
Thus it has to be kept in mind that the choice of the orthogonal transform
has to be in line with the payoff function. How this should be done exactly, and
for which types of payoffs it accelerates convergence, is still subject to research.
See for example [12, 13], where it is tried to choose the orthogonal transform in
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a way that puts as much variance as possible into the dependence of the first
input variable. To this end the payoff is approximated by a linear function g
(“regression”) and an orthogonal (Householder-)transform V is computed such
that g ◦V only depends on X1. This V is taken as the orthogonal transform for
the original problem.
We conclude with an example in which multilevel Monte Carlo is combined
with orthogonal transforms and QMC. We compare the multilevel QMC method
together with the regression algorithm from [12] with multilevel Monte Carlo
and multilevel quasi-Monte Carlo (forward and PCA sampling) numerically. For
that we choose the parameters in a Black-Scholes model as r = 0.04, σ = 0.3,
S0 = 100, and we aim to value an Asian call option with parameters K = 100
and T = 1. At the finest level we choose 210 discretization points and at
each coarser level the number of points is divided in by 2, i.e. L = 10 and
m = 2. The number of sample points are doubled at each level starting with
NL sample points at the finest level L. For the QMC approaches we take a Sobol
sequence with a random shift. In Table 1 we compare for different values NL
both the average and the standard deviation of the price of the Asian call option
based on 1000 independent runs. Moreover, the average computing time for one
run is given in brackets. As we can see, the regression algorithm yields the
lowest standard deviation, but the computing time of the regression algorithm
is slightly higher than that for the forward method. The regression algorithm
outperforms the PCA construction measured both by standard deviation and
computing time.
multilevel multilevel QMC
Monte Carlo forward PCA regression
NL average stddev average stddev average stddev average stddev
2 7.717 0.41× 100 7.735 0.19× 10−1 7.736 0.16× 10−1 7.739 0.10× 10−1
(0.0057 s) (0.0057 s) (0.0088 s) (0.0069 s)
4 7.738 0.19× 100 7.734 0.71× 10−2 7.736 0.44× 10−2 7.738 0.29× 10−2
(0.0074 s) (0.0074 s) (0.0118 s) (0.0091 s)
8 7.748 0.54× 10−1 7.737 0.30× 10−2 7.737 0.14× 10−2 7.736 0.10× 10−2
(0.0101 s) (0.0100 s) (0.0165 s) (0.0124 s)
16 7.746 0.40× 10−1 7.736 0.11× 10−2 7.737 0.69× 10−3 7.736 0.30× 10−3
(0.0157 s) (0.0157 s) (0.0279 s) (0.0194 s)
32 7.728 0.31× 10−1 7.736 0.49× 10−3 7.737 0.21× 10−3 7.736 0.10× 10−3
(0.0266 s) (0.0265 s) (0.0585 s) (0.0326 s)
64 7.739 0.81× 10−2 7.736 0.20× 10−3 7.737 0.69× 10−4 7.737 0.32× 10−4
(0.0486 s) (0.0484 s) (0.1202 s) (0.0583 s)
Table 1: Multilevel (Q)MC using 210 time steps (L = 10). The average and
the standard deviation of the option price are based on 1000 runs. The average
computing time is given in brackets.
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