Abstract-This paper investigates the theory, intuition and performance of two known implementations of Prony's method. Such methods are useful for identifying the individual modes of a system without constructing a component-based model. In the Smart Grid, Prony Analysis has been widely used on post-disturbance ring-down measurements, which have been increasingly available with the extensive deployment of PMU's. Both methods decompose the signal into decaying sinusoidals, and estimate the frequency, damping, amplitude and phase of each modal component. The first method is based on the original Prony's method, whilst the second method is based on the thought that the system can be viewed as a digital synthesis problem where the system has the properties of an infinite impulse response filter. Both methods employ EMDbased pre-filtering. Additionally, a cluster based approach is proposed for circumventing the issue of determining model order, so that the true modes of the estimation can be distinguished from the trivial modes.
I. INTRODUCTION
Prony's method with it's variations are ways for extracting modal information from a signal. The signal is modeled as a sum of damped, complex exponentialsor equivalently -decaying sinusoidals. The goal is to determine the frequency, damping, phase and amplitude of these components. The first description of such a method is not new, in fact, it was first discovered by Gaspard de Prony in the 18th' century [1] . Several of the involved process tasks are demanding, like rooting a high order polynomial and performing linear least-square estimation, although with present computing power these have become trivial matters. Prony Analysis (PA) for power system ringdown analysis was initiated in 1990 by J.F. Hauer [2] . Since then, significant research has been made in order to tackle low-damped small-signal oscillations in the power system. High frequency measurement equipment like Phasor Measurement Units, have been instrumental to the implementation of real-time observation and control of the Smart Grid. Huang et al. [3] gives a thorough presentation of the motivation for measurement-based mode tracking and control, and presents a tool for aiding operating personnel.
Different versions of Prony have recently been implemented and used for practical, industrial purposes in the power system sector, as seen in [4] and [5] . Prony's method can be classified as a linear modal estimation technique, and is used on ringdown signals where the modal components are observable. There are other methods in this category, as the Matrix Pencil method and the Eigensystem Realization Algorithm (ERA) [6] . In industry as well as academia, non-linear methods for modal estimation are emerging. The Variable Projection method is one example of this [6] .
The motivation for this paper is to address some of the major issues with Prony analysis as a measurement-based modal estimation technique. Empirical mode decomposition (EMD) is used as a robust pre-filtering technique to remove high frequency noise. Clustering methods for all modes found by running Prony for multiple model orders, are used to avoid the need for specifying this in advance. The latter reduces the need for a priori knowledge of the signal, and more importantly, increases the trustworthiness of the results.
As most documentation available rely on heavy experience from signal analysis theory, this paper aims at providing a pedagogical introduction to the underlying concepts of each method. They will be described and demonstrated as general signal analysis tools, yet the paper is partly influenced by the Smart Grid perspective. The first method is here referred to as Original Prony (abbreviated PA O ), as it is the same theory as initially used by Gaspard de Prony. The second is named Prony Filter (PA F ), for it is implemented from the perspective of digital filter theory [7] . However, both arrive at the same end-point, the modal decomposition information of the signal. Note that both methods are implemented as off-line, block-processing methods. This is to reduce the comprehensiveness of the theory. For real-time applications, the reader is referred to the improved recursive Prony algorithm proposed in [8] .
Three steps are made for testing the two methods. The first is to create synthetic signals, so that the desired outcome is known. Secondly, time-domain simulations are done for a small power system model, where the desired information is partially known through linearization of the component-based model. The final step is to test with PMU data from real world Smart Grid event.
II. THEORY

A. Discretization
Although there are different ways of conducting a Prony analysis, they all rely on important concepts in the field of signal analysis. In order to fully understand any implementation of Prony, it is essential to be familiar with these concepts. The starting point is to determine the desired model as a Linear Time-Invariant (LTI) system. Such a system can be characterised entirely by a single function called the system's impulse response. LTI systems are subject to several mathematical concepts laid out in [9] . An example of a time-continuous LTI model is given below.
where y (t ) = response (output), x (t ) = excitation (input) and c , d = constant coefficients. This describes the system as a time-continuous model. However, the measurement values are obtained as samples at discrete time points. Thus, the model must be described with finite differences, that is, with discrete equations. This conversion is of course not necessary if the physical phenomena actually is discrete. However, as many models are time-continuous, this theory serves as a connection between the time-continuous model, and the sinusoid information obtained through the discrete analysis of Prony.
where O(h) is leading error of order h and
where (2) shows the relationship between derivatives and backward finite differences [10] . Rewriting (1) as an approximated discrete system yields:
where a and b are coefficients different from -but related to -c and d in (1) .
Rearranging, and generalizing to p previous values for y , and q previous values for x gives the general difference equation shown in (4).
The estimation of a i and b i is the desired information for deriving the modal decomposition of the signal. From this point on, the derivation of the two methods will differ.
B. Original Prony
PA O assumes zero input to the system, which eliminates the b i -terms. This difference equation represents a Linear Prediction Model (LPM). Having N number of samples, and choosing a model order p , the LPM can be extended to (5) by stating that the difference equation should be satisfied for the previous (N − p ) measurements:
. . .
This is an over-determined system for N > 2p , with (N − p ) rows and p columns. For solving this system, the linear least-square approximation method is used, yielding an estimation of the a-coefficients that will describe a model close to the measured values. This method is intuitively described in [11, Ch. 4.3] .
The next step is to connect these predictor coefficients to the modal decomposition. This is done through the Ztransform. It is shown in [12] that they form the characteristic equation in (6):
The polynomial is factorized in order to obtain the roots of the polynomial (e.g. by using the freely available numpy.roots in python).
These roots are closely linked to the eigenvalues of the modal decomposition in the following manner:
Where f s a m p is the sampling frequency of the input signal and ζ n is the corresponding polynomial root. From the eigenvalues, the frequencies f and damping ratios η are found:
The amplitude and phase of the modal components are estimated by another least-squares approximation. Extending equation (9) to all measurement values, results in equation (10) , as stated in [13] .
C. Prony filter
In this Prony variation, the perspective is slightly different. The system is assumed to be a Linear Time-Invariant system (LTI-system) with the properties of an Infinite Impulse Response filter (IIR-filter) [14, chap. 10] .
Where
Modelling the system as an IIR-filter means that an impulse is assumed to excite the system at time t = t 0 through the system transfer function, which results in a time-response that is possible to measure. This can be viewed as a digital synthesis problem, which means that the desired information is an approximated transfer function that models the system response as close as possible.
By utilizing the Z-transform and its timeshift operator on the difference equation in (4), the transfer function of the system can be obtained.
The main difference in the two methods can be seen already. PA O assumes all input to be zero -eliminating the terms with b-coefficients from the difference equation. In PA F all input is zero, except x [0] which is equal to 1, resulting in q zeros in the transfer function. An important assumption in PA F is that the resulting IIR filter is causal. This is ensured if the order of the denominator p is greater that the order of the nominator q [14, p. 145], and that the signal prior to t = t [0] is assumed to be zero. To ensure this, and to avoid unnecessary computations without much improvement of the result, the q -order is set to p − 1.
It can be noted that the coefficients are strictly real numbers. From the general difference equation, inserting x [0] = 1 and remembering that b n equals zero for n > q , the equation system shown in equation (12) can be obtained.
Firstly, the least square solution for the a-coefficients in equation (12) is found for n = q + 1 to n = N , similar to equation (5) . Note that given the same p -order, PA F utilizes p −q −1 more equations than PA O for determining the a-coefficients.
The next step is to solve for the b-coefficients by using equation (12) for n = 0 to n = q . There is no need for leastsquare approximation as this system has only one unique solution.
The eigenvalues, and thus frequency and damping, can be found from the roots of the denominator (poles) in equation (11) (similar to PA O ). The very same roots are used in a Laurent series expansion of the transfer function, to find the amplitude and phase of the modal components.
Where R n is the residue connected to the pole ζ n for n from 1 to p . It is important to remember that the poles appear in complex conjugate pairs in this calculation. The residue is given as a complex value where the amplitude and phase can be found from the absolute value and angle respectively. To find the modes and thus frequency and damping, the poles need to be scaled as shown in equation (7) . Lastly, the frequency and damping is found using equation (8) .
D. EMD
There exists a variety of solutions to improve PAs robustness under noisy conditions. Kumaresan and Feng [15] propose two different pre-filtering methods to improve PA, one based on a predefined FIR filter and one defining the pre-filter iteratively from the measured data. Pre-filtering using the EMD-technique is also proposed in [16] .
In this paper, Empirical Mode Decomposition (EMD) is used as a band pass filter, removing high frequency noise and the signal trend. EMD is a method for nonlinear, nonstationary signal processing that decomposes the signal into a set of Intrinsic Mode Functions (IMFs) [17] . The conditions for an IMF are that its mean value is zero, and that the number of extremas equals the number of zerocrossings (or at most differs by one). The stepwise process to identify IMFs in a measured signal y (t ) is: Repeat the process with the residue r (t ) as input signal (r (t ) = y (t ) -d (t )) 8) Continue until there are no more extrema present in signal The EMD output extracts modal components starting with the highest frequency and ending with the residual "trend" of the signal. The hierarchy in the decomposed modes gives the EMD characteristics similar to that of a dyadic filter bank [18] . The average frequency of each IMF, gives a rough criterion for choosing which IMF to include in the filtered signal. By merging the IMFs with an average frequency in the electro-mechanical range (oscillating frequency from 0.2 to 2 Hz), the high frequency components and the signal trend (given by the residual) is excluded, and a filter has been implemented.
One challenge when using the EMD, is that modes with closely spaced frequencies may be mixed together. This makes the basic version of EMD more challenging for identification of electro-mechanical modes unless special strategies are used for intermittent or closely-spaced tones as described in [19] . For high frequency filtering on the other hand, its characteristics are well suited, as it elegantly extracts high frequency components without altering the remaining signal components.
In this paper, the EMD implemented is based on the work by Deshpande [20] .
E. Cluster
To solve the problem of identifying the number of modes present in a signal, and thus solve the challenge of model order selection, this paper proposes to run PA in a range of model orders. By performing PA with every model order between a lower and a higher limit, the idea is that the true modes and their shapes will remain close to constant. True modes are those that are responsible for actual linear behaviour in the system. Subsequently, the trivial modes (identified by their frequency, damping and amplitude) will change significantly. Trivial modes are those that fit the noise and nonlinear behaviour.
A lower limit of p = 10 and an upper limit of p = N /2 is chosen for the model order range to ensure a good basis for clustering. The lower limit is defined as 10 to mitigate simulations where the number of observable modes is larger than the model order.
The clustering method used in this paper is a densitybased algorithm named "Density-based spatial clustering of applications with noise" (DBSCAN). This method was first proposed by Ester et al. [21] , to make clustering more versatile. Density-based algorithms are not limited to finding spherical clusters of a predefined size. It can on the other hand, by considering the density of an area, find clusters of arbitrary shapes. It works as an unsupervised learning mechanism, labelling data in clusters and assigning the rest as noise [22] .
The DBSCAN algorithm depends on two input parameters: epsilon (ε) and minimum cluster size (minClu). By firstly assuming that none of the input-data belongs to a cluster, DBSCAN chooses one of the unassigned objects as a starting point p . From this point all objects within a distance of ε is considered as a neighbour. If the point p is found to be a core point [21] , it finds all objects in its area using ε and minClu. All these objects are then assigned to the same cluster. If p is not considered as a core object, and is not present in another cluster, it is labelled as noise. The clustering is completed once every object is either assigned to a cluster or labelled as noise.
In this paper, the input data for DBSCAN is threedimensional. Frequency, damping and amplitude of all identified modes from all model order simulations of PA are utilised. For weighting purposes, the algorithm is altered so that only a small deviation in frequency is allowed. For amplitude and damping, some deviation is accepted in each cluster.
III. REMARKS ON IMPLEMENTATION
The modes of interest in this paper, lies in the electro-mechanical range. In accordance with the NyquistShannon sampling theorem [23] , the sampling frequency must be at least 4 Hz to contain information of the modes at 2 Hz. In this paper the sampling frequency is set to 6 Hz, well above the minimum limit, to avoid loss of modal information. For data sampled at higher frequencies, approximately 6 Hz is achieved through downsampling. The sampling theorem applies to the high frequency noise as well. When the sampling frequency is below twice the noise frequency, information is lost and signal aliasing occurs [24] . To assure that this problem is handled, the signal is filtered for high frequency noise by using the EMD-technique, without altering the components in the electromechanical range.
For higher model orders, many of the modes found by PA have insignificant amplitudes, or very high damping ratios. These are filtered out before feeding the clustering algorithm with the modes, as they do not influence the signal dynamics. Choosing a hard limit on mode amplitude (1/30 relative to highest amplitude), and excluding modes with damping ratio above 50%, is a brute way of post-filtering the results. A more sophisticated evaluation method is presented by Zhou, Pier and Trudnowski [25] . However, the hard limit is sufficient for this method, with the purpose of removing the obvious trivial modes. The clustering algorithm is responsible for classifying the rest.
A. Proposed method
• Pre-Filtering using EMD The synthetic signal tested is shown in equation (14), and contains three modes with a damping ratio (η) of 0.026, 0.023 and 0.064 respectively.
The three coloured dots in Figure 1 are actually clusters, each consisting of 55 data points obtained from PA O , equalling the number of runs with different model orders. These results are only shown to demonstrate that the Fig. 1 : Clustering of pure, synthetic signal modal decomposition will be determined exactly for all model orders in the defined range, given a pure sinusoidal signal like this. Averaging each cluster, yields the modal components of equation (14) to a precision of 8 decimals. The results are similar for PA F .
Introducing noise to the signal will degrade the performance of Prony, as experienced by previous authors [25] . Given the same synthetic signal, embedded in 20 dB white Gaussian noise, the performance of the EMD-filter Prony can be evaluated. Table I . The signal is reconstructed using only these modes in Figure 3b , which yields a signalto-noise ratio (SNR) of approximately 43.5 dB for both methods when comparing with the EMD-filtered signal.
As seen in Table I , the frequency and damping ratio has minor deviations (less than 1/100) compared to the original signal. Amplitude and phase deviates slightly more, but are still close to original when comparing with the noise that was added to the system. When comparing the two methods, it is observed that the differences are negligible. 
B. Power Factory simulation
The next step is to test on measurements from a Power To simulate a larger fault and create oscillations, the line between bus 6 and 7 are disconnected and reconnected 0.05 s later. Power flow measurements between bus 5 and 6, and bus 10 and 11, are then analyzed to identify modes.
Using the built-in modal analysis tool in PF, the frequency and damping of the modal components present in the system are found. It must be kept in mind that it will find all modes, and not just those that are excited by a given fault. The oscillatory modes identified by PF are: PF calculates the modal components present based on steady-state snapshot of the power system. In this test, variable load was added in order to better simulate the real world grid. Ambient noise was simulated as Gaussian white noise, similar to the synthetic signal. Furthermore, the ambient noise included an increase in the mean of the load 5 seconds into the time window of analysis. The result of this can be seen in Figure 5 . The signal-to-noise ratio of the signal with variable load compared to the constant load signal, is approximately 10 dB for both lines. It can be noted that adding the ambient noise reduces the damping of the signal, as well as shifting the signal slightly. This continuous change in the system, makes the comparison of the modal estimation to the PF modes in Table II less trivial, as the modes change in each time-step. The assumption is then, as it was for the synthetic signal, that linear behaviour dominates the ringdown signal. Running both PA O and PA F on the constant load signal, resulted in both methods identifying all three modes in the measurements from line 5-6 and line 10-11. Reconstructing and comparing to the measured signals, resulted in a signal-to-noise ratio of 50 dB and 63 dB for line 5-6 and line 10-11 respectively. The results were close to identical in PA O and PA F . It was also noted that for line 5-6, the 0.475 Hz mode and 0.700 Hz mode in Table II were both observable, while it was barely possible to distinguish the 0.989 Hz mode. For line 10-11, only the 0.475 Hz mode was distinguishable with a large magnitude, while the other two were small (just above 1/30 of the magnitude). With a close to 180
• phase shift between the two areas, the 0.475 Hz mode is identified as a clear inter-area mode. Figure 6a shows the ringdown signal with ambient noise. By using the EMD-method as a filter to remove high frequency components and the trend, the signal shown in Figure 6b is obtained. Table  III and IV. The results are as expected not identical to Table II . The ambient noise has altered both frequency and damping, compared with results from PF as seen in Figure 5 . From the measurements on the line between bus 5 and 6, only two of the modes are found. This was as expected, since these two were the most observable in the signal, while the last one barely was present. Similarly, only the most observable mode from the noise free test was found in line 10-11.
One important note is that the mode with the smallest damping ratio found by PF, still is the most critical mode with ambient noise included. With a phase-shift close to 180
• , the mode oscillates between the two areas. The 0.700 Hz mode on the other hand, was barely present in Area 2 in the noise free signals and can be labelled as a local mode in Area 1. By plotting the estimated modes together with the signal after filtering, the estimation accuracy can be evaluated as seen in Figure 7 . The curve fit seen in Figure 7a and 7b shows that the modal components dominating the signal has been identified. PA O and PA F perform similarly, both estimations yielding SNR of 35 dB for Figure 7a and 22 dB for Figure  7b .
C. PMU-data
In this section, PMU-data from the nordic grid is analyzed. The PMU-measurements contain information of a production outage, with resulting oscillations in the grid. Identification of this oscillation is vital for stable operation in a smartgrid. Figure 8 shows the PMU-measurement, with the ringdown portion magnified. Even though the ringdown part of the signal is large compared to the ambient noise, the latter must be removed to avoid aliasing and improve the performance of PA. Figure 9 shows the decomposed signal. Summation of IMF 4 and IMF 5, yields the denoised signal for further analysis. For PA F 20 out of 30 simulations were connected to the identified cluster. The remaining data-points were labelled as trivial modes. Figure 10b shows the comparison of the identified modes in Table V with the filtered PMU-measurement, where both methods had a signal-to-noise ratio of 14 dB after reconstruction. The results in Table V show small differences between the two methods. In addition, the mode identified has a damping ratio well within the limit of what is acceptable. 
D. Computational burden
From Table VI it can be observed that the most demanding routine is PA F , spending close to or more than twice the time of PA O in all tests. The EMD spends in general less time than PA, although it must be kept in mind that the Prony method's are run for 30 or more different model orders. The clustering algorithm spends a negligible amount of time. These tests were run using Intel Core i7 8650U. The intuition of Prony Analysis, along with it's main drawbacks, have been addressed in this paper. Pre-filtering of signal noise and trend is elegantly performed by the EMD technique, and improves performance of PA in noisy conditions. Performing PA for multiple model orders, indicates the consistency of true modes, and fluctuations of trivial modes. This phenomena is exploited by the clustering method, enabling correct identification of true modal components. This method is versatile, as demonstrated by testing for both Prony methods. Improvements to PA, like recursive implementation for real-time observation and control, can be incorporated into the clustering method. Comparing PA O and PA F reveals only small differences in performance, except for the extra computation time required in PA F .
