Abstract. In this paper we study the classification of right-angled Artin groups up to commensurability. We characterise the commensurability classes of RAAGs defined by trees of diameter 4. In particular, we prove a conjecture of Behrstock and Neumann that there are infinitely many commensurability classes. Hence, we give first examples of RAAGs that are quasi-isometric but not commensurable.
1. Introduction 1.1. Context. One of the basic problems on locally compact topological groups is to classify their lattices up to commensurability. Recall that two lattices Γ 1 , Γ 2 < G are commensurable if and only if there exists g ∈ G such that Γ 1 ∩ Γ g 2 has finite index in both Γ 1 and Γ g 2 . In particular, commensurable lattices have covolumes that are commensurable real numbers, that is, they have a rational ratio.
The classification of groups up to commensurability (both in the abstract and classical case) has a long history and a number of famous solutions for very diverse classes of groups such as Lie groups, hyperbolic 3-manifold groups, pro-finite groups, Grigorchuk-Gupta-Sidki groups, etc, see for instance [BJN09, DW93, Mar73, Sch95, Si43, GrW03, Ga16] .
In this paper, we focus on the question of classification of right-angled Artin groups, RAAGs for short, up to commensurability. Recall that a RAAG is a finitely presented group G(Γ) which can be described by a finite simplicial graph Γ, the commutation graph, in the following way: the vertices of Γ are in bijective correspondence with the generators of G(Γ) and the set of defining relations of G(Γ) consists of commutation relations, one for each pair of generators connected by an edge in Γ.
RAAGs have become central in group theory, their study interweaves geometric group theory with other areas of mathematics. This class interpolates between two of the most classical families of groups, free and free abelian groups, and its study provides uniform approaches and proofs, as well as rich generalisations of the results for free and free abelian groups. The study of this class from different perspectives has contributed to the development of new, rich theories such as the theory of CAT(0) cube complexes and has been an essential ingredient in Agol's solution to the Virtually Fibered Conjecture.
The commensurability classification of RAAGs has been previously solved for the following classes of RAAGs:
• Free groups [St68, Sch95, KPS73] , [Gr93, 1.C];
• Free Abelian groups, [Gr81, B72] ;
• Free products of free groups and free Abelian groups, [BJN09] ;
• F m × F n with m, n ≥ 2, [Wi96, BM00];
• G(Γ), where Γ is a tree of diameter ≤ 3, [BN08] ;
• G(Γ), where Γ is connected, triangle-and square-free graph without any degree one vertices, [KK14] • G(Γ), when the outer automorphism of G is finite, Γ is star-rigid and does not have induced 4-cycles, [H16] .
It turns out that, inside the class of RAAGs, the classification up to commensurability coincides with the quasi-isometric classification for all known cases. These rigidity results are mainly a consequence of the rigid structure of the intersection pattern of flats in the universal cover of the Salvetti complex.
In this paper we describe the commensurability classes of RAAGs defined by trees of diameter at most 4 and describe the "minimal" group in each commensurability class (minimal in terms of number of generators or the rank of its abelianization). In particular, we show that there exist infinitely many different commensurability classes confirming a conjecture of Behrstock and Neumann. In their paper [BN08] , the authors show that RAAGs defined by trees of diameter at least 3 are quasi-isometric, so we provide first examples of RAAGs that are quasi-isometric but not commensurable. As in the classical case of lattices in locally compact topological groups, we define an ordered set that plays the role of the covolume and prove that the groups are commensurable if and only if the sets are commensurable, that is they have the same cardinality and constant rational ordered ratios.
1.2. Main results. Let ∆ = (V (∆), E(∆)) be a simplicial graph, then we denote by G(∆) the RAAG defined by the commutation graph ∆. We call the vertices of the graph ∆ the canonical generators of G(∆).
For our purposes, it will be convenient to encode finite trees of diameter four as follows. Let T be any finite tree of diameter four. Let f be a path (without backtracking) of length four from one leaf of T to another. By definition f contains 5 vertices and let c f ∈ V (T ) be the middle vertex in f . It is immediate to see that the choice of the vertex c = c f does not depend on the choice of the path f of length four. We call c the center of T .
Any leaf of T connected to c by an edge is called a hair vertex. Vertices connected to c by an edge which are not hair are called pivots. Any finite tree T of diameter 4 is uniquely defined by the number q of hair vertices and by the number k i of pivots of a given degree d i + 1. Hence we encode any finite tree of diameter 4 as T ((d Given a tree of diameter four T = T ((d 1 , k 1 ), . . . , (d l , k l ); q), we denote by M (T ) = M (T ((d 1 , k 1 ) , . . . , (d l , k l ); q)) the set of numbers d i , that is, we have that M (T ((d 1 , k 1 ) , . . . , (d l , k l ); q)) = {d 1 < d 2 < · · · < d l }.
In the original usage two real numbers a, b ∈ R are commensurable if and only if the ratio a b is rational. In this fashion, we will say that two ordered sets P = {p 1 < · · · < p k } and Q = {q 1 < · · · < q l } are commensurable if
• they have the same cardinality, i.e. k = l,
• there exists c ∈ Q such that each quotient pi qi = c.
In this case we write P = cQ.
We say that a set M = {m 1 , . . . , m k }, m i ∈ N, is minimal if the greatest common divisor d = gcd(m 1 , . . . , m k ) is 1. It is clear that for each commensurability class of a set M ⊂ N k , there exists a minimal set that belongs to the class, namely { m1 d , . . . ,
We show that the commensurability class of the set M (T ((d 1 , k 1 ) , . . . , (d l , k l ); q)) determines the commensurability class of the RAAG defined by the tree of diameter 4. For n > 1 denote by P n the path with n vertices and n − 1 edges. By a minimal RAAG in some class C we mean a RAAG in C with the minimal number of generators, i.e., defined by a graph with the minimal number of vertices among all commutation graphs of RAAGs in C.
Theorem 4.7. Let T = T ((d 1 , k 1 ), . . . , (d l , k l ); q) be a finite tree of diameter 4. Let C(T ) be the commensurability class of G(T ) and let M = M (T ) be as above, so |M | = l. Then the minimal RAAG that belongs to C(T ) is either the RAAG defined by the tree T = T ((d 1 , 1), . . . , (d l , 1); 0), where M (T ) is minimal in the commensurability class of M , if |M | > 1, or the RAAG defined by the path of diameter 3, that is G(P 4 ), if |M | = 1.
Our results extend naturally to the commensurability classification of some right-angled Coxeter groups. Recall that every RAAG G embeds naturally as a finite index subgroup into a right-angled Coxeter group, say C(G), see [DJ00] . Hence, we have the following result
Corollary. There are infinitely many pair-wise quasi-isometric, but pair-wise not commensurable right-angled Coxeter groups defined by graphs of diameter 4 with cliques of dimension 2.
1.3. Strategy of the proof. As we discussed, in previous results on commensurability of RAAGs the structure of the intersection pattern of flats inside the universal cover of the Salvetti complex is so rigid that the large-scale geometry that it determines forces commensurability, see [KK14, H16] .
In our case, all trees of diameter 4 are quasi-isometric and so geometry is not sufficient to determine the commensurability classes. However, we will use the structure of the intersection pattern of flats together with algebra to derive the result.
In broad strokes, the strategy is as follows. To two given RAAGs G(T ) and G(T ) defined by trees of diameter 4, we associate a linear system of equations S(T, T ) and show that, if G(T ) and G(T ) are commensurable, then the system S(T, T ) has positive integer solutions, see Section 3.3. We then study the system S(T, T ) and determine conditions on the trees T and T for which the system does not have positive integer solutions. This allows us to conclude, that the corresponding RAAGs are not commensurable, see Sections 3.4 and 3.5. In order to obtain a characterisation, we prove that if the conditions are not satisfied (and so the system S(T, T ) has positive integer solutions), then we can exhibit isomorphic finite index subgroups H < G(T ) and H < G(T ) and conclude that G(T ) and G(T ) are commensurable, see Section 4.
We believe that the general strategy of our proof, i.e. to reduce the existence of subgroups to a linear system of equations with positive integer solutions, can be used to study commensurability classes of RAAGs defined by trees and more general RAAGs. The real obstacle is to elucidate the necessary conditions for the system of equations to have positive integer solutions -"just" a linear algebra problem.
Basics on RAAGs
In this section we recall some preliminary results on RAAGs and introduce the notation we use throughout the text.
Let Γ = (V (Γ), E(Γ)) be a finite simplicial graph (i.e., a graph without loops and multiple edges) with vertex set V (Γ) and edge set E(Γ). Then, the right-angled Artin group (or RAAG for short) G = G(Γ) defined by the (commutation) graph Γ is the group given by the following presentation:
The elements of V (Γ) are called the canonical generators of G.
Let Γ = (V (Γ ), E(Γ )) be a full subgraph of Γ. It is not hard to show, see for instance [EKR05] , that the RAAG G = G(Γ ) is the subgroup of G generated by V (Γ ), i.e. G(Γ ) = V (Γ ) .
Let X = V (Γ), and u be a word in the alphabet X ∪ X −1 . Denote by [u] the element of G corresponding to u, we also say that the word u represents [u] ∈ G. We denote the length of a word u by |u|. A word u is called geodesic if it has minimal length among all the words representing the same element [u] of G. In RAAGs, any word can be transformed to a geodesic (representing the same element of G) by applying only free cancellations and permutations of letters allowed by the commutativity relations of G. Moreover, any two geodesic words representing the same element of G can be transformed to each other by applying only the commutativity relations of G. See [EKR05] for details.
Let w ∈ G, and u be any geodesic word representing w. Then the length of w is defined to be the length of u, |w| = |u|. An element w ∈ G is called cyclically reduced if |w 2 | = 2|w|, or, equivalently, the length of w is minimal in the conjugacy class of w. Every element is conjugate to a cyclically reduced one.
We say that a letter x of X occurs in a word u if at least one of the letters in u is either x or x −1 . For a given element w ∈ G, denote by alph(w) the set of letters of X occurring in u, where u is any geodesic word representing w (this does not depend on the choice of u, due to the above remarks). Also define A(w) to be the subgroup of G generated by all the letters in X that do not occur in a geodesic word u (which represents w) and commute with w. Again, the subgroup A(w) is well-defined (independent of the choice of u), due to the above remarks. Note also that a letter x commutes with w if and only if x commutes with every letter in alph(w), see [EKR05] .
In this paper we always conjugate as follows:
For a RAAG G(Γ) we define its non-commutation graph ∆ = (V (∆), E(∆)) as follows:
, ∆ is the complement graph of Γ. The graph ∆ is a union of its connected components I 1 , . . . , I k , which induce a decomposition of G as the direct product Given a cyclically reduced w ∈ G and the set alph(w), consider the graph ∆(alph(w)), which is the full subgraph of ∆ with the vertex set consisting of letters in alph(w). If the graph is connected, we call w a block. If ∆(alph(w)) is not connected, then we can decompose w into the product
where |J| is the number of connected components of ∆(alph(w)) and the word w ji is a word in the letters from the j i -th connected component. Clearly, the words {w j1 , . . . , w jt } pairwise commute. Each word w ji , i ∈ 1, . . . , t, is a block and so we refer to expression (1) as the block decomposition of w.
An element w ∈ G is called a least root (or simply, root) of v ∈ G if there exists a positive integer 1 ≤ m ∈ N such that v = w m and there does not exist w ∈ G and 1 < m ∈ N such that w = w m . In this case, we write w = √ v. By a result from [DK93] , RAAGs have least roots, that is the root element of v is defined uniquely for every v ∈ G.
The next result describes centralisers of elements in RAAGs. Since centralizers of conjugate elements are conjugate subgroups, it suffices to describe centralizers of cyclically reduced elements.
Theorem 2.1 (Centraliser Theorem, Theorem 3.10, [Ser89] and [DK93] ). Let w ∈ G be cyclically reduced and w = v 1 . . . v k be its block decomposition. Then, the centraliser of w is the following subgroup of G:
The following two corollaries follow immediately from Theorem 2.1 and the definitions.
Corollary 2.2. For any w ∈ G we have C(w) = C( √ w).
Corollary 2.3. For any vertex v of Γ the centralizer of v in G(Γ) is generated by all the vertices in the star of v in Γ, i.e., by all the vertices adjacent to v and v itself. In particular, if Γ is a tree, then the centralizer of any vertex in Γ is isomorphic to Z × F n , where n is the degree of v, so it is isomorphic to Z 2 if v is a leaf, and contains a non-abelian free group otherwise.
The following corollary will play a key role in this paper.
Corollary 2.4. Let Γ be a tree and let w ∈ G(Γ). Then C(w) is non-abelian if and only if w is conjugate to a power of a non-leaf vertex generator of G(Γ), and in this case C(w) Z × F = √ w × F , where F is a non-abelian free group.
Proof. One implication follows immediately from Corollaries 2.2 and 2.3. For the other implication, suppose that w has non-abelian centralizer, and let w = w g 0 , where w 0 is cyclically reduced. Since C(w 0 ) is non-abelian, it follows from Theorem 2.1 that A(w 0 ) is not cyclic, and since Γ is a tree this implies that w 0 is a power of some non-leaf generator, by definition of A(w 0 ).
Corollary 2.5. Centralizers of elements in RAAGs are RAAGs themselves.
Proof. Follows immediately from Theorem 2.1 and the fact that A(w) is a RAAG by definition.
Note that in general RAAGs contain lots of subgroups which are not RAAGs themselves, even of finite index.
3. Necessary conditions for commensurability 3.1. (Reduced) Extension graph and centraliser splitting. In this section we recall the notions of the (reduced) extension graph and the (reduced) centraliser splitting. In the particular case when the underlying graph ∆ is a tree, so is the (reduced) extension graph, see [KK13] . The goal of this section is to show that there exists an equivariant isomorphism between the (reduced) extension graph and the Bass-Serre tree of the (reduced) centraliser splitting of G(∆).
Definition 3.1 (Extension graph, see [KK13] ). Let G(∆) be a RAAG with underlying commutation graph ∆, then the extension graph ∆ e is defined as follows. The vertex set of ∆ e is the set of all elements of G(∆) which are conjugate to the canonical generators (vertices of ∆). Two vertices are joined by an edge if and only if the corresponding group elements commute. The group G(∆) acts on ∆ e by conjugation.
In some sense, the extension graph encodes the structure of the intersection pattern of flats inside the universal cover of the Salvetti complex. It plays an essential role in establishing the quasi-isometric rigidity of the class of RAAGs with finite outer automorphism groups, see [H16] .
Observe that RAAGs split as fundamental groups of graph of groups, whose vertex groups are centralisers of vertex generators. In this paper we will work with the centraliser splitting defined as follows. Note that the centralizer splitting is not reduced, since for every vertex of degree 1 in ∆ the vertex group is equal to the incident edge group. Thus it makes sense to consider the reduced centraliser splitting of G(∆) (for a tree ∆), which is obtained from the centralizer splitting by removing all vertices of degree 1. In this splitting all the vertex groups are non-abelian, and all the edge groups are isomorphic to Z 2 , in particular, this splitting is already reduced.
As we show in Lemma 3.4 below, just as the centraliser splitting corresponds to the extension graph, the reduced centraliser splitting corresponds to the reduced extension graph, which we now define.
Definition 3.3 (Reduced extension graph). For a tree ∆, we define the reduced extension graph of ∆, and denote it by ∆ e , to be the full subgraph of the extension graph ∆ e , whose vertex set is the set of all elements of G(∆) which are conjugate to the canonical generators corresponding to vertices of ∆ of degree more than 1 (which are exactly those which have non-abelian centralizers).
The reduced extension graph will play an essential role in the classification of RAAGs up to commensurability. If H < G(∆) is a subgroup of finite index, then H intersects each cyclic subgroup associated to the vertex groups of the reduced extension graph in a non-trivial cyclic subgroup,
On the other hand, in the case of trees, by the description of centralisers in RAAGs, every element in H whose centraliser is non-abelian belongs to some cyclic subgroup (a
Corollary 2.4. Since the set of elements with non-abelian centralisers is an invariant set up to isomorphism, it follows that the reduced extension graph is an algebraic invariant in the class of finite index subgroups of G(∆), that is if K H and H < f i G(∆), then the graph T (K) whose vertex set is in one-to-one correspondence with maximal cyclic subgroups generated by elements of K with non-abelian centraliser and there is an edge (u, v) whenever the corresponding elements commute, is isomorphic to the reduced extension graph of G(∆) (see Lemma 3.6).
From this observation, one can deduce that many classes of RAAGs are not commensurable (without using the stronger fact that they are not quasi-isometric). For instance, RAAGs whose defining graphs are trees are not commensurable to RAAGs whose defining graph have cycles; or RAAGs defined by cycles of different lengths are not commensurable, etc. At this point, a couple of remarks are in order. Firstly, the above observation does not extend to the extension graph, that is, commensurable RAAGs may not have isomorphic extension graphs. For instance, we will show that the RAAGs defined by paths of length 3 and 4 are commensurable but their extension graphs are not isomorphic (leaves in the tree are also leaves in the extension graphs and the minimal distances in the extension graphs between leaves is 3 and 4 respectively). The reason here is that there are elements with abelian centralisers that are not powers of conjugates of the canonical generators so they are not accounted for in the extension graph. Secondly, the isomorphism of the reduced extension graphs is a necessary condition but it is by far not sufficient. All RAAGs defined by trees of diameter 4 have isomorphic reduced extension graphs but there are infinitely many different commensurability classes among them.
In the next lemmas we notice that the two trees, the (reduced) extension graph and the Bass-Serre tree associated to the (reduced) centraliser splitting are equivalent and that the reduced extension graph and its quotient by the action of H is invariant up to isomorphism.
Lemma 3.4. If ∆ is a tree, then the extension graph ∆ e is also a tree, which is isomorphic to the Bass-Serre tree T corresponding to the centralizer splitting of G(∆). Moreover, the reduced extension graph ∆ e is a subtree of ∆ e , which is isomorphic to the Bass-Serre tree T corresponding to the reduced centralizer splitting of G(∆). The graph isomorphisms above are equivariant, in the sense that the action of G(∆) by conjugation on ∆ e (or ∆ e ) corresponds to the natural action of G(∆) on the Bass-Serre tree of the centralizer splitting (reduced centralizer splitting, respectively).
From now on we denote G = G(∆).
Proof. Every vertex of ∆ e has the form v g , where v is some canonical generator of G, and g ∈ G. By Bass-Serre theory, vertices of T correspond to left cosets of centralizers of canonical generators of G. Define a morphism β from ∆ e to T by sending v g to the vertex of the form gC(v). This gives a bijection of the vertex sets. By definition, two vertices v 
, so β is equivariant, and the restriction of β to ∆ e gives an equivariant isomorphism between ∆ e and T .
3.2. Commensurability invariants: the reduced extension graph and the quotient graph.
The goal of this section is to show that the reduced extension graph and the quotient graph (defined below) are commensurability invariants. Suppose ∆ is a finite tree, and K is a finite index subgroup of G(∆). Then G(∆) acts on the reduced extension graph ∆ e , and K acts on ∆ e by restriction. Let Ψ(K) be the quotient graph: Ψ(K) = K\ ∆ e . The goal of this section is to show that if G(∆) and
, then the reduced extension graphs ∆ e and ∆ e are isomorphic and so are the quotient graphs Ψ(K) = K\ ∆ e and Ψ(K ) = K \ ∆ e .
Note that there are natural projection graph morphisms
Note also that the graph Ψ(K) is finite, since K has finite index in G(∆).
In fact, since K has finite index in G, there exists a natural m such that w m ∈ K, and then
Lemma 3.5. Let v be a vertex of Ψ(K), and w be any vertex of ∆ e such that γ K (w) = v. Then
(1) There is a bijection between the vertices of Ψ(K) adjacent to v and the equivalence classes of vertices of ∆ e adjacent to w, modulo conjugation by K.
(2) There is a bijection between the edges of Ψ(K) incident to v and the equivalence classes of vertices of ∆ e adjacent to w, modulo conjugation by C K (w).
Proof. The first claim follows immediately from the definition of Ψ(K) as a quotient graph. Now let e 1 and e 2 be two different edges of ∆ e incident to w. Let w 1 , w 2 be the other ends of e 1 , e 2 respectively. Then e 1 and e 2 project into the same edge of Ψ(K) if and only if there exists g ∈ K which takes e 1 to e 2 . Since w and w 1 for sure belong to different orbits under the action of K (even of G), this happens if and only if g takes w 1 to w 2 and leaves w fixed. This means that w g 1 = w 2 and w g = w, so g ∈ C K (w), thus the second claim also holds.
In particular, graph Ψ(K) can have multiple edges and cycles (but not loops).
Suppose now ∆ and ∆ are finite trees, and denote G = G(∆) and G = G(∆ ). Suppose G and G are commensurable. Thus there exist finite index subgroups H ≤ G and H ≤ G and an isomorphism ϕ : H → H .
Consider the reduced extension graphs ∆ e and ∆ e defined above, with the actions by conjugation of G and G respectively. The finite graphs Ψ(H) and Ψ(H ) are defined as above.
Lemma 3.6. The group isomorphism ϕ : H → H induces graph isomorphisms ϕ : ∆ e → ∆ e and ϕ * : Ψ(H) → Ψ(H ).
Proof. Let u 1 , . . . , u k be all vertices of ∆ which have degree more than 1, and u 1 , . . . , u k be all vertices of ∆ which have degree more than 1. Then u 1 , . . . , u k are all canonical generators of G with non-abelian centralizers, and u 1 , . . . , u k are all canonical generators of G with non-abelian centralizers.
Notice that the only elements of G which have non-abelian centralizers in G are conjugates of powers of u 1 , . . . , u k by some element of G. Since H has finite index in G and so C H (x) = H ∩ C G (x) has finite index in C G (x) for any x ∈ G. The only elements of H which have non-abelian centralizers in H are conjugates of powers of u 1 , . . . , u k by some element of G which belong to H, that is elements from the set
Analogously, the only elements of H which have non-abelian centralizers in H are conjugates of powers of u 1 , . . . , u k by some element of G which belong to H , that is elements from the set
Thus, the isomorphism ϕ should take the set M H to the set M H . Now define a morphism of trees ϕ : ∆ e → ∆ e as follows. First define ϕ on the vertex set of ∆ e . Let w be a vertex of ∆ e . Then w = u g for some g ∈ G, where u is one of u 1 , . . . , u k . Since H has finite index in G, there exists a minimal positive integer k such that w k ∈ H. Then w k has non-abelian centralizer in H, so ϕ(w k ) also has non-abelian centralizer in H , thus ϕ(w
g0 ∈ H for some positive integer l, g 0 ∈ G , and u 0 equal to one of u 1 , . . . , u k . Denote w 0 = u g0 0 . Then let ϕ(w) = w 0 . Note that here l is also equal to the minimal positive integer i such that w i 0 ∈ H , since if i < l, then also i|l, so w l 0 is a proper power in H , but this is impossible, since w k is not a proper power in H, and w
We can extend ϕ to the edges in a natural way. Indeed, by description of centralisers in RAAGs, see Theorem 2.1, two vertices w 1 , w 2 of ∆ e are adjacent iff
, iff ϕ(w 1 ) and ϕ(w 2 ) are adjacent. This shows that ϕ is a well-defined morphism of trees. Moreover, ϕ is in fact an isomorphism of trees, since the inverse morphism can be constructed in the same way.
If w is a vertex of ∆ e , and h ∈ H, then we have that ϕ(w h ) = ϕ(w) ϕ(h) . It follows that we can restrict ϕ to the graph isomorphism
where z is a vertex or an edge of ∆ e , and γ H , γ H are the orbit projections as above. This proves the lemma.
3.3. Commensurability invariant: linear relations between minimal exponents. So far we have observed that isomorphisms leave the set of powers of conjugates of canonical generators with non-abelian centralisers invariant. However, if an isomorphism ϕ sends (a
, then a priori there is no relation between the integer numbers k and k corresponding to the powers.
is an isomorphism and k and k can be taken arbitrarily.
On the other hand, if we consider
and we assume that the isomorphism ϕ : H → K sends c k to c k and each power of a conjugate of either a or b to a power of a conjugate of a and b, then we do get a constraint on the possible powers of the image of a. Indeed, the isomorphism ϕ induces an isomorphism ϕ from the subgroup a 2 , b, a b to F m , hence m = 3 and the index of F 3 < F 2 is 2. Since among the conjugates of powers of generators in H there are 3 of minimal exponent, by our assumption, there are also 3 in K. Furthermore, since the sum of the minimal exponents of conjugates of a fixed generator is equal to the index, which in our case is 2, and since, upto relabeling, there are only two covers of F 2 of degree 2 and only one of them has 3 conjugates of powers of generators of minimal exponent, it follows that either a is sent to a conjugate of a generator (and there are exactly two conjugates of this generator) or it is sent to a square of a generator (and it is the only conjugate of minimal exponent of this generator in the subgroup).
Our next goal is to formalise and generalise these ideas in order to find linear relations between the minimal exponents of the different (conjugacy) classes of powers of generators that belong to the subgroups H and H correspondingly.
The strategy is as follows. We already established that the isomorphism between finite index subgroups H ≤ G and H ≤ G induces an isomorphism between non-abelian centralisers in H and H : C H (w) C H (w ), where w and w are conjugates of generators of G and G correspondingly. Since H and H are of finite index in G and G , so are C H (w) and C H (w ) in the centralisers C 1 = C G (w) and C 2 = C G (w ) respectively. Note that C 1 and C 2 are of the form centre×free group. Hence, the isomorphism between C H (w) and C H (w ) induces an isomorphism between the images P H,w and P H ,w of C H (w) and C H (w ) in the free groups obtained from C 1 and C 2 by killing their centres, see Lemma 3.10.
In general, for a conjugate v = x g of a canonical generator x in G, such that v ∈ C G (w), the minimal exponent k such that v k belongs to C H (w) does not coincide with the minimal exponent l such that π(v) l belongs to P H,w , where π is the quotient by the center of C G (w) (i.e., by w ) homomorphism, see Example 3.9. We refer to such l as the minimal quotient exponent; it is equal to the minimal positive number m such that v m w s ∈ C H (w) for some s, see Definition 3.8.
Since the ranks of the isomorphic subgroups P H,w and P H ,w of free groups are the same, the Schreier formula relates the corresponding indexes of P H,w and P H ,w . We show in Lemma 3.11, that the index of P H,w coincides with the sum of the minimal quotient exponents of conjugates of a given generator that belong to P H,w .
The goal of Section 3.3.1 is to describe a linear relation between the minimal quotient exponents of conjugates of generators that belong to P H,w and P H ,w correspondingly, see Corollary 3.15.
In Section 3.3.2 we establish a relation between minimal exponents and minimal quotient exponents, see Lemma 3.16, and deduce a linear relation between the minimal exponents of the conjugates of generators that belong to H and H correspondingly, see Lemma 3.18.
3.3.1. Linear relations between minimal quotient exponents. Fix a finite index subgroup K ≤ G. We now encode the minimal exponent as a label of a vertex in the reduced extension graph ∆ e , and then of Ψ(K).
Definition 3.8 (Label of a vertex/edge (minimal exponent/quotient exponent)). Let w be a vertex of ∆ e , thus w is also an element of G. Define the label of the vertex w, denoted by L(w), to be the minimal positive integer k such that w k ∈ K. Such number exists, since K has finite index in G.
Similarly, we encode the minimal quotient exponent as a label of an edge of reduced extension graph ∆ e (and so of Ψ(K)) as follows. For an edge f of ∆ e connecting vertices w 1 and w 2 define the label of the edge f at the vertex w 1 , denoted by l w1 (f ), to be the minimal positive integer k such that there exists an integer l such that w k 1 w l 2 ∈ K. Note that we can always suppose l is non-negative. Analogously the label of f at w 2 is defined. Note that by definition L(w 1 ) ≥ l w1 (f ), for all edges f .
Note that the labels of vertices and edges are invariant under the action of K on ∆ e (by conjugation).
This means that we can define labels for the quotient graph Ψ(K) as well. If v is a vertex of Ψ(K), then define the label of the vertex v, denoted by L(v), to be the label L(w), where w is some vertex of ∆ e such that γ K (w) = v. Analogously, if p is an edge of Ψ(K) connecting vertices v 1 and v 2 , then define the label of the edge p at the vertex v 1 , denoted by l v1 (p), to be the label l w1 (f ), where f is some edge of ∆ e such that γ K (f ) = p, and w 1 is the end of p such that γ K (w 1 ) = v 1 . These labels are well-defined. Note that the labels of vertices and edges of Ψ(K) are positive integers.
Example 3.9 (Minimal exponent vs minimal quotient exponent). Consider the free group F (a, b) of rank 2 and consider an index 4 subgroup
2 be a finite index subgroup of G. An easy computation shows that the minimal exponent of a equals 4, min{n ∈ N | a n ∈ C K (c 2 ) = K} = 4.
Let w be a vertex of ∆ e , and let γ K (w) = v and u = δ K (v). Thus u is a canonical generator of G with non-abelian centralizer, and w = u g for some g ∈ G. Suppose u 1 , . . . , u k are all vertices of ∆ adjacent to u, then k ≥ 2 is the degree of u in ∆, and u 1 , . . . , u s are those of them which have degree more than 1 (and so have non-abelian centralizer), here s ≤ k. Note that
where Z(C G (w)) = w is cyclic and F (u g 1 , . . . , u g k ) is the free group of rank k with the basis u g 1 , . . . , u g k . Let F K,w be the free group of rank k with the basis q 1 , . . . , q k . Denote by π :
the factorization by the center homomorphism induced by the map π(w) = 1, π(u
. . , u g k ) and F K,w . Below, when we speak about cycles in the Schreier graph, we mean simple cycles with all edges labelled by the same generator, and we mean the Schreier graph with respect to the generators q 1 , . . . , q k of F K,w .
Lemma 3.10. In the above notation, the epimorphism π induces a group embedding π C :
Proof. Let j be the minimal (positive) power of w which belongs to K. Note that Z(C K (w)) ≤ Z(C G (w)), since if some z ∈ C G (w), then for some positive integer l z l ∈ C K (w), so every element in the center of C K (w) should also commute with z. Also Ker(π) = Z(C G (w)) = w , so
). This means that π induces an embedding
, it follows that P K,w has finite index in F K,w .
Lemma 3.11. In the above notation the following statements hold:
(1) π induces a bijection π * between the edges of Ψ(K) incident to v = γ K (w) and those cycles in the Schreier graph of P K,w in F K,w which correspond to the generators q 1 , . . . , q s .
(2) For every edge p of Ψ(K) connecting v = γ K (w) with some other vertex v 1 , the label l v1 (p) of p with respect to v 1 is equal to the length of the cycle π * (p) in the Schreier graph of P K,w in F K,w .
Proof. Consider the Cayley graph of F K,w (with respect to the basis q 1 , . . . , q k ). A line in the Cayley graph of F K,w is a bi-infinite path, where every edge is labelled by the same generator.
We define a bijection π between the edges of ∆ e incident to w and lines in the Cayley graph of F K,w labelled one of the generators q 1 , . . . , q s (which have non-abelian centralizers). Let x be one of the generators u 1 , . . . , u s , and f be an edge connecting w = u g with w 1 = x g1 , for some g 1 ∈ G. As in the proof of Lemma 3.4, this means that gC(u) ∩ g 1 C(x) = ∅, so w 1 = x g1 = x gg2 , where g 2 ∈ C(u) = u, u 1 , . . . , u k . Note that g 2 is defined up to multiplication on the right by an element of the centraliser of x. We can suppose that g 2 ∈ u 1 , . . . , u k , since u commutes with u 1 , . . . , u k , in particular with x as well. Then w 1 = gg 2 xg −1
, where y = g g 2 is the word obtained from g 2 by replacing each u i by u g i , for i = 1, . . . , k, so y can be thought of as an element of F (u g 1 , . . . , u g k ). Now let π(f ) be the line in the Cayley graph of F K,w passing through the vertex corresponding to π(y), and with edges labeled by the element π(x g ) = q, which is equal to one of the elements q 1 , . . . , q s .
Note that π is well-defined. Indeed, suppose we can write w 1 in two ways: w 1 = x g1 = x gg2 and w 1 = x g 1 = x gg 2 , where g 2 , g 2 ∈ u 1 , . . . , u k , and x is one of u 1 , . . . , u s . Thus in G we have x gg2 = x gg 2 , so x g2 = x g 2 . This can be considered as an equality in the free group on u 1 , . . . , u k .
k for some k ∈ Z, which means that g 2 = g 2 x k , and then
which means that π(y ) = π(y)q k , so the line in the Cayley graph is defined correctly.
It follows from the definition of π that it is surjective. Now we show that π is injective. Suppose f connects w with w 1 = x g1 , anf f connects w with
k , and thus g 1 = g 1 x k , so w 1 = w 1 . This shows that π is bijective.
Note that C G (w) acts on the set of edges incident to the vertex w of ∆ e , and thus C K (w) also acts on this set. The action of w is trivial, so this induces the action of C K (w)/Z(C K (w)) on the set of edges incident to w. On the other hand, P K,w = π C (C K (w)/Z(C K (w))) ≤ F K,w acts on the Cayley graph of F K,w in the natural way (by left multiplication), and so P K,w also acts on the set of lines in the Cayley graph of F K,w defined above. Recall that π C induces an isomorphism
It follows from the definition of π that for every edge f of ∆ e incident to w and every
, where we denote both actions defined above by dots. This means that the bijection π induces a bijection between the orbits of the edges incident to w under the action of C K (w) on one side, and the orbits of the lines (as above) in the Cayley graph of F K,w under the action of P K,w on the other side. By Lemma 3.5, the orbits of the edges incident to w under the action of C K (w) are in one-to-one correspondence with the edges of Ψ(K) incident to v = γ K (w). And the orbits of the lines (as above) in the Cayley graph of F K,w under the action of P K,w are in a natural one-to-one correspondence with the cycles in the Schreier graph of P K,w in F K,w , which are labelled by the generators q 1 , . . . , q s . This defines the desired bijection π * and proves the first claim of the Lemma. Now we turn to the second claim. Let f be an edge of ∆ e incident to w such that γ K (f )
Since Ker(π) = w , it follows that l w1 (f ) is equal to the minimal positive integer k such that (π(w 1 )) k ∈ P K,w . Let w = u g and w 1 = x gg2 as above, where g 2 ∈ u 1 , . . . , u k .
Denote, as above, π(x g ) = q, g g 2 = y. We have π(w 1 ) = π(x gg2 ) = π(y)qπ(y) −1 , and π(f ) is the line passing through π(y) and with edges labelled by q. Thus l w1 (f ) is equal to the minimal positive integer k such that
which is equivalent to rπ(y) = π(y)q k for some r ∈ P K,w . Thus, l w1 (f ) is equal to the minimal positive exponent k of q for which points π(y) and π(y)q k on the line π(f ) in the Cayley graph of F K,w are equivalent under the action of P K,w , and this is exactly the length of the corresponding cycle π * (f ) in the Schreier graph of P K,w in F K,w . This proves the second claim.
Lemma 3.12. In the above notation, let w, w be two vertices of ∆ e in the same orbit under the action of K. Then there is a natural isomorphism α between F K,w and F K,w , which restricts to an isomorphism α P between P K,w and P K,w and respects the bijections from Lemma 3.11.
Proof. Let w = w h , where h ∈ K, and let u, u 1 , . . . , u k be as above. Then
We have
so α induces an isomorphism α P between P K,w and P K,w . Thus α also induces an isomorphism between the Schreier graphs of P K,w in F K,w and of P K,w in F K,w in a natural way.
Recall that π * is a bijection between the edges of Ψ(K) incident to v = γ K (w) and those cycles in the Schreier graph of P K,w in F K,w which correspond to the generators q 1 , . . . , q s . Analogously π * is a bijection between the edges of Ψ(K) incident to v = γ K (w ) = γ K (w) and those cycles in the Schreier graph of P K,w in F K,w which correspond to the generators q 1 , . . . , q s . It follows from the definition of π * , π * that for every edge p of Ψ(K) incident to v the cycle π * (p) goes into the cycle π * (p) under the isomorphism induced by α, i.e., α respects the bijections.
If v is some vertex of Ψ(H), then by Lemma 3.12 different choices of w in ∆ e such that γ K (w) = v give the same groups F K,w , subgroups P K,w , as well as bijections π * , as in Lemma 3.11, up to isomorphism. This means that the exact choice of such w is unimportant, and, abusing the notation, we will denote F K,v = F K,w , P K,v = P K,w , where the vertex w is any vertex of ∆ e such that γ K (w) = v.
Lemma 3.13. In the above notation, with v being a vertex of Ψ(K) and u = δ K (v), let u 0 be some vertex of ∆ of degree more than 1, connected to u by an edge e 0 . If f 1 , . . . , f k are all edges of Ψ(K) incident to the vertex v such that δ K (f i ) = e 0 for all i = 1, . . . , k, and each f i connects v with the vertex v i (i = 1, . . . , k), then
If z 1 , . . . , z p are all edges of Ψ(K) incident to v, and each z i connects v with the vertex w i , then
where r is the number of vertices of degree greater than 1 adjacent to u in ∆.
Proof. According to Lemma 3.11, there is a bijection between the set of edges f 1 , . . . , f k and the set of cycles in the Schreier graph of P K,v in F K,v which correspond to conjugates of u 0 , and the length of each cycle is equal to the corresponding edge label. The sum of lengths of these cycles is equal to the number of vertices in the Schreier graph, which is equal to |F K,v : P K,v |, thus (2) follows. Summing all the equalities of the form (2) for all vertices of ∆ of degree greater than 1 adjacent to u gives (3).
As above, suppose now ∆ and ∆ are finite trees such that G = G(∆) and G = G(∆ ) are commensurable, and so there exist finite index subgroups H ≤ G and H ≤ G and an isomorphism ϕ : H → H , and Ψ(H), Ψ(H ) are defined as above. Recall that for a vertex v of Ψ(H) and a vertex v of Ψ(H ) the finite index subgroups P H,v ≤ F H,v and P H ,v ≤ F H ,v are defined as in Lemma 3.10.
Lemma 3.14. Let v be a vertex of Ψ(H), and let v = ϕ * (v) be the corresponding vertex of Ψ(H ), where ϕ * is the graph isomorphism between Ψ(H) and Ψ(H ) from Lemma 3.6. Let δ H (v) = u and δ H (v ) = u , and suppose u has degree t in ∆, and u has degree t in ∆ . Then
Proof. Let w ∈ ∆ e be such that γ H (w) = v, and think of w as an element of G. Let l be such positive integer that w l ∈ H. Then
Note that γ H (ϕ(w)) = v . Thus,
In particular, rk(P H,v ) = rk(P H ,v ). Then, by Schreier index formula,
This implies (4).
Combining the two previous lemmas, we establish a linear relation between the minimal quotient exponents that we record in the following corollary.
Corollary 3.15. Let v be a vertex of Ψ(H), and let v = ϕ * (v). Let δ H (v) = u and δ H (v ) = u , and suppose u has degree t in ∆, and u has degree t in ∆ . Let e 1 , . . . , e k be all edges of Ψ(H) incident to v, where each e i connects v with the vertex w i , and let e i = ϕ * (e i ), w i = ϕ * (w i ), i = 1, . . . , k. Let also r be the number of non-leaf vertices adjacent to u in ∆, and r be the number of non-leaf vertices adjacent to u in ∆ . Then
Proof. Since ϕ * is a graph isomorphism, see Lemma 3.6, e 1 , . . . , e k are all edges of Ψ(H ) incident to v . By Lemma 3.13 we have
The statement now follows from Lemma 3.14.
3.3.2. Linear relations between minimal exponents. We recall the definitions of labels of vertices and edges, see Definition 3.8.
Let f be an edge of ∆ e incident to a vertex w, and f = ϕ(f ), w = ϕ(w), where ϕ is as in Lemma 3.6. By L(w), L (w) we denote the labels of the vertices w in ∆ e , w in ∆ e respectively. By l w (f ) we denote the label of the edge f with respect to w in ∆ e , and by l w (f ) we denote the label of the edge f with respect to w in ∆ e .
Analogously, let p be an edge of Ψ(H) incident to a vertex v, and
we denote the labels of the vertices v in Ψ(H), v in Ψ(H ) respectively. By l v (p) we denote the label of the edge p with respect to v in Ψ(H), and by l v (p) we denote the label of the edge p with respect to v in Ψ(H ).
Lemma 3.16. Let p be an edge of Ψ(H) connecting vertices v 1 and v 2 . Then
where r is some positive integer.
Proof. Let f be some edge of ∆ e such that γ H (f ) = p, and w 1 , w 2 be the ends of f , so that γ H (w 1 ) = v 1 , γ H (w 2 ) = v 2 . Then we can rewrite (5) as
By definition l w1 (f ) is the minimal positive integer k such that there exists an integer l such that w 
Recall that L(w 1 ) is the minimal positive integer k such that w
∈ H and it follows from above that l w1 (f )|L(w 1 ). Thus,
= r 1 is a positive integer. Analogously
= r 2 is a positive integer.
It remains to show that r 1 = r 2 . Indeed, suppose that l is such that w lw 1 (f ) 1 w l 2 ∈ H. As shown above, this means that l w2 (f )|l, so let l = l w2 (f )q. We have (w
∈ H. This means that l w1 (f )r 2 ≥ L(w 1 ) = l w1 (f )r 1 , so r 2 ≥ r 1 . Analogous argument shows that r 1 ≥ r 2 . Thus r 1 = r 2 .
Lemma 3.17. Let p be an edge of Ψ(H) connecting vertices v 1 and v 2 . Then
where q is some positive integer.
Proof. We already know from Lemma 3.16 that
where q 1 and q 2 are some positive integers. Thus it suffices to show that q 1 = q 2 , or
Let f be some edge in ∆ e such that γ H (f ) = p, and w 1 , w 2 be the ends of f , so that γ H (w 1 ) = v 1 , γ H (w 2 ) = v 2 . Let also w 1 = ϕ(w 1 ), w 2 = ϕ(w 2 ). Then we can rewrite (8) as
Recall that l w1 (f ) is the minimal positive integer k such that there exists an integer l such that w
2 ∈ H, and the element y = (w
m1m2 is a m 1 m 2 power in H. Note that
Note also that w ∈ H by definition of labels, and ϕ(w 2 ) = (w 2 ) m 2 , as shown in the proof of Lemma 3.6. Thus
is a m 1 m 2 power in H : ϕ(y) = z m1m2 for some z ∈ H . But roots in RAAGs are unique, see Section 2, so
By definition of l w1 (f ), this means that
The same argument with the roles of G and G interchanged shows that
This proves the Lemma.
The above lemmas imply that the labels of edges satisfy the following equations.
Lemma 3.18. Suppose v is some vertex of Ψ(H), and v = ϕ * (v), where ϕ * is the graph isomorphism between Ψ(H) and Ψ(H ) from Lemma 3.6. Suppose δ H (v) has degree t in ∆ and is adjacent to r vertices of degree more than 1 in ∆, and δ H (v ) has degree t in ∆ , and is adjacent to r vertices of degree more than 1 in ∆ . Let f 1 , . . . , f k be all edges of Ψ(H) adjacent to v, and suppose
. . , k, are their labels. Then we have
Proof. Let the edge f i connect v to v i , i = 1, . . . , k. By Corollary 3.15, we have that
Multiplying both sides by L(v), we obtain
Multiplying both sides by L (v), we obtain
According to Lemma 3.17, we have
for all i = 1, . . . , k, so
Thus (12), (13) imply (10), (11).

Definition 3.19 (Type of a vertex). If v is a vertex of Ψ(H)
such that δ H (v) = u 1 , and δ H (ϕ * (v)) = u 2 , then we say that v is a vertex of type u 1 /u 2 , or v is a u 1 /u 2 -type vertex. Note that a vertex of Ψ(H) of type u 1 /u 2 can only be adjacent to a vertex of Ψ(H) of type v 1 /v 2 if u 1 and v 1 are adjacent in ∆ and u 2 and v 2 are adjacent in ∆ .
3.4.
Infinitely many commensurability classes of RAAGs defined by trees of diameter 4. We now turn our attention to the proofs of the main results. We first show that there are infinitely many different commensurability classes inside the class of RAAGs defined by trees of diameter 4. This is a particular case of Theorem 3.21 , but we give a separate proof for two reasons: the first one, it is technically easier and it helps as a warm up for the general case; secondly, for the reader interested only in the qualitative aspect of the result, it suffices to read our Theorem 3.20.
For 0 < d 1 ≤ d 2 we denote by P d1,d2 the tree of diameter 4 with 2 pivots, one of degree d 1 and the other of degree d 2 , and no hair vertices, see Figure 2 . Thus
Theorem 3.20 (Infinitely many commensurability classes). Let 0 < m 1 ≤ m 2 and 0 < n 1 ≤ n 2 . Suppose the groups G = G (P m1,m2 ) and G = G(P n1,n2 ) are commensurable. Then In fact, we will see in the next section that G = G (P m1,m2 ) and G = G(P n1,n2 ) are commensurable if and only if Proof of Theorem 3.20. Let c be the center vertex of P m1,m2 and c be the center vertex of P n1,n2 . Let p 1 , p 2 be the pivots of P m1,m2 of degrees m 1 + 1, m 2 + 1 correspondingly, and p 1 , p 2 be the pivots of P n1,n2 of degrees n 1 + 1, n 2 + 1 correspondingly.
Let H ≤ G and H ≤ G be finite index subgroups such that H ∼ = H . From Lemma 3.18 and Lemma 3.13 applied to both ∆ = P m1,m2 and ∆ = P n1,n2 we have a system of equations on the labels of vertices and edges of Ψ(H). We will show that this system of equations does not have any positive integer solutions unless
n2 . Note that there could exist vertices of the following nine types in Ψ(H): 
Let w 1 , . . . , w Q be all the c/c -type vertices of Ψ(H). For every vertex w q , q = 1, . . . , Q, consider all the edges incident to w q which finish in p i /p j -type vertices (for fixed i = 1, 2 and j = 1, 2), and let X q ij be the sum of the l-labels of these edges at the p i /p j -type ends; we let X (14) for all p i /p j -type vertices v (for fixed i = 1, 2 and j = 1, 2), and group the summands with the vertex label corresponding to the same c/c -type vertex together. We obtain
Summing (16) and (17) and using that n 1 ≤ n 2 , we get
Analogously, summing (19) and (18) and using that n 1 ≤ n 2 , we get
Multiplying (20) by m 2 and (21) by m 1 and using (15), we obtain
Since L (w q ) > 0 by definition and X Let v be a c/p j -type vertex of Ψ(H), where j = 1 or j = 2. Then all vertices adjacent to v are of type p 1 /c or p 2 /c . Let f 1 , . . . , f S be all edges incident to v, and let f s connect v with v s for s = 1, . . . , S (possibly some of the vertices v s coincide). Then, by Lemma 3.18, in the notations of which we have t = 2, t = n j + 1, r = 2, r = 1, we obtain
Let w 1 , . . . , w Q be all the p 1 /c -type and p 2 /c -type vertices of Ψ(H). For every vertex w q , q = 1, . . . , Q, consider all the edges incident to w q which finish in c/p 1 -type vertices (note that such edges always exist), and let Z q 1 > 0 be the sum of the l -labels of these edges at the c/p 1 -type ends. Analogously, consider all the edges incident to w q which finish in c/p 2 -type vertices (note that such edges should always exist), and let Z q 2 > 0 be the sum of the l -labels of these edges at the c/p 2 -type ends. Let w q = ϕ * (w q ) for q = 1, . . . , Q. Then it follows from Lemma 3.13 that for every q = 1, . . . , Q we have
Now sum up the equalities of the form (22) for all c/p 1 -type vertices v, and group the summands with the vertex label corresponding to the same p i /c -type vertex together. We obtain
Analogously, summing the equalities of the form (22) for all c/p 2 -type vertices v we get
Together with (23), equalities (24) and (25) imply that n 1 = n 2 .
Note that we can apply the same argument with the roles of G and G interchanged, and thus get m 1 = m 2 . It follows that, in particular,
n2 . This proves Theorem 3.20.
3.5. Criterion for non-commensurability of RAAGs defined by trees of diameter 4. We now prove the main non-commensurability result of this paper.
Theorem 3.21. Let T = T ((m 1 , 1) , . . . , (m k , 1); 0) and T = T ((n 1 , 1) , . . . , (n l , 1); 0) for some k, l ≥ 2. Suppose G = G(T ) and G = G(T ) are commensurable. Then M (T ) and M (T ) are commensurable, i.e., k = l, and
Moreover, if S = T ((m, 2); 0) for some m ≥ 2, then G(S) and G(T ) are not commensurable.
Proof of Theorem 3.21. We first prove the first claim. Let c be the central vertex of T and c be the central vertex of T . Let p 1 = p 1,1 , . . . , p k = p k,1 be the pivots of T , and p 1 = p 1,1 , . . . , p l = p l,1 be the pivots of T . Let H ≤ G and H ≤ G be finite index subgroups such that H ∼ = H . From Lemma 3.18 and Lemma 3.13 applied to both ∆ = T and ∆ = T we have a system of equations on the labels of vertices and edges of Ψ(H). We will show that this system of equations does not have any solutions in the positive integers unless M (T ) and M (T ) are commensurable.
Below we always mean that i ranges between 1 and k, and j ranges between 1 and l, unless stated otherwise.
Note that there could exist vertices of the following types in Ψ(H): c/c , p i /p j , p i /c , c/p j , see Definition 3.19. It also follows from Definition 3.19 that the following statements hold:
• Every p i /p j -type vertex can be connected only with c/c -type vertices;
• Every c/c -type vertex can be connected only with p i /p j -type vertices;
• Every p i /c -type vertex can be connected only with c/p j -type vertices;
• Every c/p j -type vertex can be connected only with p i /c -type vertices.
Thus, there are two cases: either Ψ(H) has only p i /p j -type and c/c -type vertices, or Ψ(H) has only p i /c -type and c/p j -type vertices.
Case 1. Suppose first Ψ(H) has only p i /p j -type and c/c -type vertices. We will denote p i /p j -type vertices as i/j-type vertices for short.
Let v be an i/j-type vertex of Ψ(H). Then all vertices adjacent to v are of type c/c . Let f 1 , . . . , f N be all edges incident to v, and let f s connect v with v s for s = 1, . . . , S (possibly some of the vertices v s coincide). Then, by Lemma 3.18, in the notations of which we have t = m i + 1, t = n j + 1, r = 1, r = 1, we obtain
Now suppose that w 1 , . . . , w Q are all c/c -type vertices of Ψ(H). For every vertex w q , q = 1, . . . , Q, consider all the edges incident to w q which finish in i/j-type vertices (for fixed i and j), and let X q ij be the sum of the l-labels of these edges at the i/j-type ends, and let Y q ij be the sum of the l -labels of these edges at the i/j-type ends; we let X Analogously, for all q = 1, . . . , Q if we denote w q = π * (w q ), then
Now sum up the equalities of the form (27) for all i/j-type vertices v (for fixed i and j) and group the summands with the vertex label corresponding to the same c/c -type vertex together. We obtain
for all possible i and j. Denote
Then we get
for all possible i and j.
Analogously, sum up the equalities of the form (28) for all i/j-type vertices v (for fixed i and j) and group the summands with the vertex label corresponding to the same c/c -type vertex together. We obtain
Then we get (34) m i y ij = n j y ij for all possible i and j.
From (29) and (31) we get
for all possible i and j. Summing the equalities (32) with the same i we get the following system of equations
Analogously, from (30) and (33) for all possible i and j. Summing the equalities (34) with the same j we get the following system of equations
Let A = (a ij ) be the matrix with k rows and l columns, such that a ij = 1 if there are i/j-type vertices in Ψ(H) and a ij = 0 otherwise. Note that for every q = 1, . . . , Q we have L(w q ) > 0, L (w q ) > 0, and X Note also that for every i there should exist some j such that there are i/j-type vertices in Ψ(H). Analogously, for every j there should exist some i such that i/j-type vertices exist in Ψ(H). This means that the matrix A does not have zero rows or columns.
Combining (35), (36), (37), (38), (39), (40), we have the following equations and conditions on x ij , x ij , y ij , y ij , a ij :
· · · m 1 y 1,l−1 + m 2 y 2,l−1 + . . . + m k y k,l−1 = n l−1 (y 1,l−1 + y 2,l−1 + . . . + y k,l−1 ) m 1 y 1l + m 2 y 2l + . . . + m k y kl = n l (y 1l + y 2l + . . . + y kl ) y 11 + y 21 + . . . + y k1 = y 12 + y 22 + . . . + y k2 = . . . = y 1l + y 2l + . . . + y kl y 11 + y 21 + . . . + y k1 = y 12 + y 22 + . . . + y k2 = . . . = y 1l + y 2l + . . . + y kl (43)
Without loss of generality, we can assume that k ≥ l. By [α] we denote the (lower) integer part of α, so [l/2] = l/2 if l is even, and [l/2] = (l − 1)/2 if l is odd.
Claim. In the above notation,
Proof. We prove this claim by induction on d ij , where d ij = min (i, j). Thus we are interested in the case when 1
The base of induction is the case when d ij = 1, so either i = 1, or j = 1. This case is included in the inductive step below, with r = 1.
Suppose the claim is proved for d(i, j) ≤ r − 1, where 1 ≤ r ≤ [l/2], and we want to prove it for d(i, j) = r. We have a ij = 0 if i ≤ r − 1 or j ≤ r − 1, provided i = j, and a ij = 0 if i ≥ k − r + 2 or j ≥ l − r + 2, provided k − i = l − j (in the case r = 1 there are no conditions). By (43), this means that the r-th equation of (41) has the following form (45) m r (x rr + x r,r+1 + . . . + x r,l+1−r ) = n r x rr + n r+1 x r,r+1 + . . . + n l+1−r x r,l+1−r , and the (k + 1 − r)-th equation of (41) has the following form (46) m k+1−r (x k+1−r,r + x k+1−r,r+1 + . . . + x k+1−r,l+1−r ) = = n r x k+1−r,r + n r+1 x k+1−r,r+1 + . . . + n l+1−r x k+1−r,l+1−r .
Also from the last two lines of equations of (41) we obtain (47) x rr + x r,r+1 + . . . + x r,l+1−r = x k+1−r,r + x k+1−r,r+1 + . . . + x k+1−r,l+1−r ,
x rr + x r,r+1 + . . . + x r,l+1−r = x k+1−r,r + x k+1−r,r+1 + . . . + x k+1−r,l+1−r .
Since n r < n r+1 < . . . < n l+1−r , (45) implies
and equality in (49) is obtained if and only if x r,r+1 = x r,r+2 = . . . = x r,l+1−r = 0.
Also (46) implies (50) m k+1−r (x k+1−r,r + x k+1−r,r+1 + . . . + x k+1−r,l+1−r ) ≤ ≤ n l+1−r (x k+1−r,r + x k+1−r,r+1 + . . . + x k+1−r,l+1−r ), and equality in (50) is obtained if and only if x k+1−r,r = x k+1−r,r+1 = . . . = x k+1−r,l−r = 0. Multiplying (49) by m k+1−r , (50) by m r and using (47), (48), we obtain (51) m k+1−r n r (x rr + x r,r+1 + . . . + x r,l+1−r ) ≤ m k+1−r m r (x rr + x r,r+1 + . . . + x r,l+1−r ) = = m r m k+1−r (x k+1−r,r + x k+1−r,r+1 + . . . + x k+1−r,l+1−r ) ≤ ≤ m r n l+1−r (x k+1−r,r + x k+1−r,r+1 + . . . + x k+1−r,l+1−r ) = = m r n l+1−r (x rr + x r,r+1 + . . . + x r,l+1−r ).
Note that by (43), (44) we have x rr + x r,r+1 + . . . + x r,l+1−r = 0 (since otherwise the r-th row of A is zero, which is impossible). So (51) implies (52) m k+1−r n r ≤ m r n l+1−r .
Now apply analogous arguments to (42)
. By induction hypothesis the r-th equation of (42) Multiplying (57) by n l+1−r , (58) by n r and using (55), (56), we obtain (59) n l+1−r m r (y rr + y r+1,r + . . . + y k+1−r,r ) ≤ n l+1−r n r (y rr + y r+1,r + . . . + y k+r−1,r ) = = n r n l+1−r (y r,l+1−r + y r+1,l+1−r + . . . + y k+r−1,l+1−r ) ≤ ≤ n r m k+1−r (y r,l+1−r + y r+1,l+1−r + . . . + y k+1−r,l+1−r ) = = n r m k+1−r (y rr + y r+1,r + . . . + y k+1−r,r ).
Note that by (43), (44) we have y rr + y r+1,r + . . . + y k+1−r,r = 0 (since otherwise the r-th column of A is zero, which is impossible). So (59) implies n l+1−r m r ≤ n r m k+1−r .
Combined with (52), this gives (60) m k+1−r n r = m r n l+1−r , so all the inequalities in (51), (59), and then also in (49), (50), (57), (58), turn into equalities. As mentioned above, this means that Combined with the induction hypothesis, this proves that a ij = a k+1−i,l+1−j = 0 if i ≤ r or j ≤ r, provided i = j. This proves the claim.
Thus we have proved that
Claim. In the above notation, one has k = l.
Proof. Suppose, on the contrary, that k > l. Suppose first l is even. Then we have from (61) that a ij = 0 if j ≤ l/2 and i = j, and a ij = 0 if j ≥ l/2 + 1 and k − i = l − j. In particular, taking i = l/2 + 1, we get that a l/2+1,j = 0 for j ≤ l/2 (since for these pairs i = j), and a l/2+1,j = 0 for j ≥ l/2 + 1 (since for these pairs
, so A has a zero row, a contradiction.
So l is odd. Then it follows from (61) that a ij = 0 if j ≤ (l − 1)/2 and i = j, and a ij = 0 if j ≥ (l + 3)/2 and k − i = l − j. In particular, a (l+1)/2,j = a (l+3)/2,j = 0 when j = (l + 1)/2. Denote (l + 1)/2 = b, then (l + 3)/2 = b + 1. Due to (43), this means that among the equations (41) we have the following:
This immediately implies m b = m b+1 , a contradiction. This shows that k = l.
It follows from (61) that a ij = 0 if i = j. Then A is the identity matrix, since it does not have zero rows or columns, so, according to (43), (44), we have x ij = x ij = 0 if i = j, and x ii > 0 for all
which immediately implies (26). This finishes Case 1.
Case 2. Now suppose that Ψ(H) has only p i /c -type and c/p j -type vertices, i = 1, . . . , k, j = 1, . . . , l. The proof in this case is almost the same as the proof of Case 2 in Theorem 3.20.
Let v be a c/p j -type vertex of Ψ(H), j = 1, . . . , l. Then all vertices adjacent to v are of types p i /c , i = 1, . . . , k. Let f 1 , . . . f S be all edges incident to v, and let f s connect v with v s for s = 1, . . . , S (possibly some of the vertices v s coincide). Then, by Lemma 3.18, in the notations of which we have t = k, t = n j + 1, r = k, r = 1, we obtain
Now suppose that w 1 , . . . , w Q are all p i /c -type vertices of Ψ(H), for all i = 1, . . . , k. For every vertex w q , q = 1, . . . , Q and j = 1, 2, consider all the edges incident to w q which finish in c/p j -type vertices (note that such edges should always exist), and let Z q j be the sum of the l -labels of these edges at the c/p j -type ends. Then we have Z q j > 0 for every q = 1, . . . , Q and j = 1, 2. Let w q = ϕ * (w q ) for q = 1, . . . , Q. Then it follows from Lemma 3.13 that for every q = 1, . . . , Q we have
. Now sum up the equalities of the form (62) for all c/p 1 -type vertices v, and group the summands with the vertex label corresponding to the same p i /c -type vertex together. We obtain
Analogously, summing the equalities of the form (62) for all c/p 2 -type vertices v we get
Together with (63), equalities (64) and (65) imply that n 1 = n 2 , a contradiction.
This finishes the proof of the first claim of the theorem.
The proof of the second claim is similar, but easier. Indeed, let m 1 = m 2 = m, k = 2, and apply the arguments as in the proof of the first claim above. In Case 1, the above argument shows that (60) still holds with r = 1, so m 2 n 1 = m 1 n l , but m 1 = m 2 , so n 1 = n l , a contradiction. The proof of Case 2 is the same as above.
This proves Theorem 3.21.
Characterisation of commensurability classes of RAAGs defined by trees of diameter 4
We now turn to prove commensurability of some RAAGs defined by trees of diameter 4.
Proposition 4.1. Let G = G(T ), where T = T ((v 1 , 1) , . . . , (v l , 1); 0), l ≥ 2. For any k 1 , . . . , k l there exist a non-negative integer q and a finite index subgroup H of G such that H G(S), where S is a tree of diameter 4 of the form S = T ((v 1 , k 1 ) , . . . , (v l , k l ); q). In particular, G(S) and G(T ) are commensurable. 2) ; 0), then for any k > 2 there exists a finite index subgroup H of
Proof. We first consider the case when l = 1, i.e. T = T ((d, 2); 0). Let p 1 , p 2 be the pivots of T . Let φ be the epimorphism G → Z k , induced by the map p 1 → 1 and x → 0, where x is any canonical generator of G different from p 1 . It is not hard to see that ker φ is isomorphic to G(S), see [KK13, BN08] .
Suppose now l ≥ 2. Denote the only pivot of valency v i in T by p i , i = 1, . . . , l, and the central vertex of T by c. Let V (T ) = X. Let F (X) be the free group with basis X. Then there is a natural epimorphism φ : F (X) → G. Fix k 1 , . . . , k l and without loss of generality assume that
We can always suppose that k l > 1, since otherwise k 1 = k 2 = . . . = k l = 1, and the claim is obvious. Let x i,1 , . . . , x i,vi be all leaves of T adjacent to the pivot p i , i = 1, . . . , l.
Consider the finite index subgroup G < F (X) defined as the subgroup corresponding to the finite cover of the bouquet of |X| circles K defined as follows. Below by (a 1 , . . . , a k l ) we mean a simple cycle of length k l , with vertices appearing in the order a 1 , . . . , a k l , a 1 , and analogously with other cycles. We take two cycles: the first one of the form (a 1 , . . . , a k l ), of length k l , with all edges labelled by p 1 ; and the second one of the form (b 1 , . . . , b k1 ), of length k 1 , with all edges labelled by p l ; we identify these cycles by a vertex, a 1 = b 1 . This vertex is the basepoint of the based cover we construct. The degree of the finite cover of the bouquet of |X| circles we construct is k 1 + k l − 1, so no new vertices will be added, only edges. We first complete the constructed graph to a cover of the free group F (p 1 , p l ), by adding loops labelled by p 1 at vertices b 2 , . . . , b k1 (no loops are added if k 1 = 1), and adding loops labelled by p l at vertices a 2 , . . . , a k l . If l = 2, then we are done with the construction of the cover. If l > 2, we consider two cases. In the first case we suppose that k 2 = 1, so for some 2 ≤ j < l we have 1
In the second case we assume that k 2 > 1.
In the first case, for every i = 2, . . . , j, we add a cycle (a 1 , . . . , a k l ) labelled by p i . For every i = j + 1, . . . , l−1, we add loops labelled by p i to vertices a 1 , . . . , a ki−1 , and add a cycle (a ki , a ki+1 , . . . , a k l ), of length k l − k i + 1, with all edges labelled by p i , see Figure 3 . Adding loops labelled by the generators from X \ {p 1 , . . . , p l } at all vertices of the graph we obtain a finite cover of the bouquet of |X| circles and hence this defines a finite index subgroup G of F (X).
. . . In the second case, for every i = 2, . . . , l − 1, we do the following. First add a cycle (b 1 , . . . , b k1 ) with all edges labelled by p i . Then add loops labelled by p i to vertices a 2 , . . . , a ki−1 . Finally, add a cycle (a ki , a ki+1 , . . . , a k l ), of length k l − k i + 1, labelled by p i , see Figure 4 . Adding loops labelled by the generators X \ {p 1 , . . . , p l } at all vertices of the graph we obtain a finite cover of the bouquet of |X| circles and hence this defines a finite index subgroup G of F (X).
We continue under the assumptions of the second case. Proof in the first case is analogous.
Note that G has index k 1 + k l − 1 in F (X) by construction. We have epimorphisms φ : F (X) → G and ψ : G → F (p 1 , . . . , p l ), where F (p 1 , . . . , p l ) is the free group with the basis p 1 , . . . , p l . By construction, the image of ψ(φ(G)) has index
and it follows that H = φ(G) has index k 1 + k l − 1 in G.
Choosing the maximal subtree spanned by the edges {(a i , a i+1 ), i = 1, . . . , k l − 1}, labelled by p l , and {(b j , b j+1 ) | j = 1, . . . , k 1 − 1}, labelled by p 1 , and using Nielsen transformations, it is not difficult to see that G has a free basis which consists of the following generators, where the elements in A form a free basis of G ∩ F (p 1 , . . . , p l ):
. Indeed, this can be seen by direct calculations or by applying Schreier formula: G ∩ F (p 1 , . . . , p l ) is a subgroup of index k 1 + k l − 1 in the free group F (p 1 , . . . , p l ) of rank l, so by Schreier formula rk(G ∩ F (p 1 , . . . , p l )) = (k 1 + k l − 1)(l − 1) + 1, and there are k 1 + . . . + k l generators in A of the first three types, so the above formula for q follows.
Thus H is a finite index subgroup of G, and H is generated by the set φ(A) ∪ φ(B) ∪ φ(C). Note that in G all elements of C become equal to c, so φ(C) consists just of one generator c.
. Note that the group G splits as a fundamental group of a star of groups: G = π 1 (B), with l leaves, with vertex groups at leaves equal to B i = c, p i , x i,1 , . . . , x i,vi , i = 1, . . . , l, and vertex group at the center vertex equal to B c = c, p 1 , . . . , p l . The edge groups are E i = c, p i , i = 1, . . . , l. This is the reduced centralizer splitting of G. Let T be the Bass-Serre tree corresponding to this splitting of G.
Recall that by Bass-Serre theory vertices of T correspond to left cosets by the vertex groups of B, and edges of T correspond to left cosets by the edge groups of B. Consider the finite subgraph Y 0 of the tree T, which consists of the vertex B c and the incident edges p If j i = k i − 1, then j i < k i − 1, and we get a contradiction in the same way as above.
In the same way we can prove that the vertex p Now we show that Y 0 contains at least one representative of each orbit, and so Y 0 is a fundamental domain. Note that it suffices to show that every edge of T which is incident to some edge in Y 0 can be taken to some edge in Y 0 by an element of H. Let e be some edge of T incident to the vertex B c , then by Bass-Serre theory e = gE i , where g ∈ B c , and we can suppose g does not contain c, so g = g(p 1 , . . . , p l ). Suppose i > 1, the case i = 1 is analogous. By definition of H, see Figure 4 ,
is the set of coset representatives of H in G, so g = hq for some q ∈ Q, and e = gE i is in the same H-orbit as qE i . Since p i ∈ E i , by definition of Y 0 the edge qE i is in Y 0 , and so we are done. Now, if f is some edge of T incident to the vertex p The edge groups of Y are the corresponding intersections of vertex groups. Since c ∈ H it follows that the vertex groups are direct products of a free group and the infinite cyclic group. Moreover, since, by construction, conjugates of x i,1 , . . . , x i,vi−1 belong to H, it follows that every edge group of Y is the direct product of the cyclic group generated by c and a subgroup of p 1 , . . . , p l .
Let S = T ((v 1 , k 1 ) , . . . , (v l , k l ); q), where q is as above. Let p i,1 , . . . , p i,ki be the pivots of T of valency v i + 1, i = 1, . . . , l. Let x i,ji,1 , . . . , x i,ji,vi be all leaves of S which are adjacent to the pivot p i,ji , for j i = 1, . . . , k i , i = 1, . . . , l. Denote the center of S by c , and the hairs of S by y 1 , . . . , y q . , k 1 ) , . . . , (v l , k l ); p) and S = T ((v 1 , k 1 ) , . . . , (v l , k l ); q) be two trees of diameter 4. Then there exists r such that G(R) is a finite index subgroup of both G(S) and G(T ), where R = T ((v 1 , k 1 ) , . . . , (v l , k l ); r). In particular, G(S) and G(T ) are commensurable.
Proof. Let K = k 1 + · · · + k l . Since the group G(S) (the group G(T ) correspondingly) retracts onto the free subgroup F K+q (F K+p correspondingly) generated by pivots and hair vertices, the full preimage of a subgroup of F K+q (of F K+p correspondingly) of finite index I is an index I subgroup of G(S) (G(T ), correspondingly).
We define subgroups of F K+q and F K+p via covers of bouquet of K + q and K + p circles correspondingly. The subgroup A q of F K+q is defined as follows. Take p + K − 1 points a 1 , . . . , a p+K−1 and for every pivot generator of F K+q add a cycle (a 1 , . . . , a p+K−1 ) of length p + K − 1 labelled by this generator. We complete the obtained graph to a cover of F K+q by adding q loops labelled by the hair generators of F K+q at every vertex a i , i = 1, . . . , p + K − 1. The subgroup A p of F K+p is defined in a similar fashion.
We note that A q and A p are free subgroups of index p + K − 1 and q + K − 1 in F K+q and F K+p correspondingly, and both have rank (q + K − 1)(p + K − 1) + 1.
Define the subgroups B q < G(S) and B p < G(T ) as the full preimages of the subgroups A q and A p correspondingly. Then B q has index p + K − 1 in G(S), and B p has index q + K − 1 in G(T ). We claim that the groups B q and B p are isomorphic to G(R), where R = T ((v 1 , k 1 ) , . . . , (v l , k l ); r) for r = (q + K − 1)(p + K − 1) + 1 − K.
Indeed, since A q has rank (q + K − 1)(p + K − 1) + 1, one can see that A q has a free basis which includes the powers of all the K pivot generators, as well as some other elements h 1 , . . . , h r , for r as above, and similar for A p .
Similar to the proof of Proposition 4.1, it follows that both B q and B p split as fundamental groups of the star of groups with K = k 1 + · · · + k l leaves, which are the induced splittings with respect to the reduced centralizer splittings of G(S) and G(T ) respectively, and that these splittings of B q and B p are both isomorphic to the reduced centralizer splitting of G(R). Then the claim of the lemma holds with r = (q + K − 1)(p + K − 1) + 1 − K. , k 1 ) , . . . , (m l , k l ); p) and S = T ((n 1 , r 1 ) , . . . , (n l , r l ); q) be two trees of diameter 4. Suppose that mi ni = mj nj for all i, j = 1, . . . , l. Then the group G(T ) is commensurable to G(S).
Proof. By Propositions 4.1 and 4.2 it suffices to prove the statement in the case when l ≥ 2, k i = r j = 1 for i, j = 1, . . . , l and p = q = 0, and in the case when l = 1, k 1 = r 1 = 2 and p = q = 0.
Consider the first case, the proof in the second case is analogous. Let mi ni = m n . Consider the homomorphism f n : G(T ) → Z n induced by the map c T → 1 and x → 0, where c T is the center of the tree T and x is any other canonical generator of G(T ). Let G n be the kernel of f n . Similarly, let f m : G(S) → Z m be the homomorphism induced by the map c S → 1 and y → 0, where c S is the center of the tree S and y is any other canonical generator of G(S), and let G m be the kernel of f m .
By Bass-Serre theory, it is not difficult to see that G n G(T ((nm 1 , 1) , . . . , (nm l , 1); 0) ) and G m G(T ((mn 1 , 1) , . . . , (mn l , 1); 0)). Since nm i = mn i for all i = 1, . . . , l, it follows that G n G m and hence G(T ) and G(S) are commensurable.
We now turn our attention to the description of minimal elements in the commensurability classes. We first record that the RAAGs defined by paths of length 3 and 4 are commensurable. This fact is not new and was mentioned to us by T. Koberda. Let ϕ : G(P 4 ) → Z/(2Z) be the homomorphism defined by the map x 1 → 0 p 1 → 1 c → 0 p 2 → 1 x 2 → 0 and let H = ker ϕ , where x 1 and x 2 are the leaves of P 4 at the pivots p 1 and p 2 correspondingly. It is clear that H is an index 2 subgroup of G(P 4 ).
Straightforward application of Reidemeister-Schreier technique shows that H = x, p 1 , c, p We deduce the following results.
Theorem 4.5 (Characterisation of commensurability classes). Let T and T be two finite trees of diameter 4, T = T ((d 1 , k 1 ) , . . . , (d l , k l ); q) and T = T ((d 1 , k 1 ) , . . . , (d l , k l ); q ). Let G = G(T ) and G = G(T ). Consider the sets M = M (T ), M = M (T ). Then G and G are commensurable if and only if M and M are commensurable.
Proof. It is a consequence of Theorem 3.21 and Theorem 4.3.
Corollary 4.6. The groups G = G (P m1,m2 ) and G = G(P n1,n2 ) are commensurable if and only if Theorem 4.7 (Minimal RAAG in the commensurability class). Let T = T ((d 1 , k 1 ) , . . . , (d l , k l ); q) be a finite tree of diameter 4. Let C(T ) be the commensurability class of G(T ) and let M = M (T ) be as above, so |M | = l. Then the minimal RAAG that belongs to C(T ) is either the RAAG defined by the tree T = T ((d 1 , 1), . . . , (d l , 1) 
