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1. Introduction
Elliptic root systems and elliptic Weyl groups were introduced by K. Saito [1] and the
defining relations of the elliptic Weyl groups were described in terms of elliptic diagrams
from the point of view of a generalization of Coxeter groups by K. Saito and the author [2].
By using the results of H. van der Lek [6], the relations of elliptic Artin group for the
elliptic root systems of type X(1,1)l were described by the author in terms of the completed
elliptic diagram which consists of the vertices of all pairs αi , α∗i (0 i  l) [4], (see also
[3,6,12]). Further, elliptic Hecke algebras of type X(1,1)l and its central extension were
defined as a quotient of the elliptic Artin group [4], (see also [3,12]), and which is also a
subalgebra of Cherednik’s double affine Hecke algebra [5]. In [7], Kazhdan and Lusztig
introduced certain polynomials Px,y (Kazhdan–Lusztig polynomials) indexed by elements
x , y of an arbitrary Coxeter group (W,S). After that, they have given a cohomological
interpretation of the polynomials Px,y [8]. In this paper, we give a definition of Kazhdan–
Lusztig polynomials of the central extension of elliptic Hecke algebras of type X(1,1)l
by a combinatorial method. In Section 3, using the R-polynomials Rx,y , we find that
the Kazhdan–Lusztig polynomials Px,y are determined by the conditions Pw,w = 1 and
Px,w =∑xyw Rx,yPy,w for x, y,w ∈ A˜(R), where A˜(R) is the subset of the elliptic
Artin group consisting of the elements which have a positive quadratic free expression
(i.e., which does not contain the elements a2 and a−1), and in this paper differently from
the case of Coxeter groups, we use the Bruhat ordering x  y for a fixed expression of y .
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We briefly review the description of elliptic Artin groups and the central extension
of elliptic Hecke algebras of type X(1,1)l [4]. Let R be a finite root system of types
Al,Bl, . . . ,G2. Let Q be a root lattice and Q∨ be a coroot lattice. Let Ra =R⊕Zb be an
affine root system of type X(1)l . The affine Weyl group W
a is isomorphic to the semi-direct
productWQ∨,whereW is the finite Weyl group associated to R. Let Rel =R⊕Zb⊕Za
be an elliptic root system of type X(1,1)l . The elliptic Weyl group W el is isomorphic to the
semi-direct product W el = W  (Q∨ × Q∨). In [4], we defined the completed elliptic
diagrams by adding some vertices α∗i to the elliptic diagrams to complete all pairs αi , α∗i
(0 i  l). Using the completed elliptic diagrams, the elliptic Artin groups and the central
extension of elliptic Hecke algebras have been defined as follows.
Proposition 2.1 [4]. The elliptic Artin groups of type X(1,1)l are described by the set of
generators and relations in terms of the completed elliptic diagrams as follows:
generators: a, a∗ for α ∈ {α0, . . . , αl};
relations: 
α β
 ⇒ ab= ba;
 
α β
⇒ aba = bab;
 
2α β
⇒ (ab)2 = (ba)2;
 
3α β
⇒ (ab)3 = (ba)3;





α∗
∞α
β∗
β
⇒ aa∗bb∗ = a∗bb∗a = bb∗aa∗ = b∗aa∗b;





α∗
α
β∗
β
⇒ bb∗a = a∗bb∗, aa∗b= b∗aa∗,
aa∗bb∗ = bb∗aa∗;








α∗ β∗
⇒ aa∗bb∗ = a∗bb∗a, aa∗b = b∗aa∗,
aa∗bb∗ = bb∗aa∗;2α β
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






3
α∗
α
β∗
β
⇒ aa∗bb∗a = a∗aa∗bb∗, aa∗b= b∗aa∗,
aa∗bb∗ = bb∗aa∗.
The central extension of the elliptic Hecke algebra is defined as a quotient of the elliptic
Artin group as follows.
Definition 2.2 [4]. Let Ct be the field of rational functions in terms of independent
variables {t1/2j := t1/2αj (0  j  l)}. Then the central extension H˜ of the elliptic Hecke
algebras H of type X(1,1)l are generated over the field Ct by the elements {Tj , T ∗j
(0 j  l)} satisfying the relations in Proposition 2.1 and the relations (Tα − t1/2α )(Tα +
t
−1/2
α )= 0, for α ∈ {α0, α∗0 , . . . , αl , α∗l } (T ∗α := Tα∗ , tα∗ = tα).
3. Kazhdan–Lusztig polynomials of the central extension of the elliptic Hecke
algebras
Let A(R) be an elliptic Artin group associated to an elliptic root system R. Let
S := {a,α ∈ D(R)} be the generators of A(R), where D(R) is the completed elliptic
diagram of R. Let A˜(R) ⊂ A(R) be the subset consisting of the elements which have a
quadratic free expression in A(R) (i.e., which does not contain the elements a2 and a−1
for α ∈D(R)). Then we have the following proposition.
Proposition 3.1. Let Γ be a free abelian group generated by t1/2α , α ∈D(R). Then H˜(R)
is an algebra over the group ring Z[Γ ], and as a Z[Γ ]-module, it is free with basis
Tw(w ∈ A˜(R)). The multiplication is defined by
Ta1a2···ap = Ta1Ta2 · · ·Tap if a1a2 · · ·ap ∈ A˜(R), (1)(
Tα + t−1/2α
)(
Tα − t1/2α
)= 0 if α ∈D(R). (2)
(We use the conventions Ta1 := Tα1 , ta1 := tα1 .)
Proof. It is proved similarly to [11]. ✷
Note that (1) and (2) are equivalent to the following relations (see [11]):
TsTw = Tsw if l(sw) > l(w), (3)
TsTw =
(
t
1/2
s − t−1/2s
)
Tw + Tw′ if w = sw′ ∈ A˜(R), s ∈ S, (4)
where l is the length function on A˜(R). For any w = a1a2 · · ·ap in A˜(R), we define
tw = ta1 ta2 · · · tap , εw := (−1)l(w). Let p → p¯ be the involution of the ring Z[Γ ] which
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by the formula
∑
w
awTw =
∑
w
awT
−1
rev(w)
(
aw ∈ Z[Γ ]
)
,
where rev(w) := ap · · ·a2a1 for w = a1a2 · · ·ap ∈ A˜(R), and in the sequel, we write w−1
instead of rev(w). (Note that T −1α = Tα + (t−1/2α − t1/2α ), α ∈D(R), hence Tw is invertible
for all w ∈ A˜(R).) Let  be the Bruhat ordering on A˜(R), i.e., for x,w ∈ A˜(R), we say
x  w if there exist x = ai1ai2 · · ·ait and w = a1a2 · · ·ar with all ai lying in S such that
i1, i2, . . . , it is a subsequence of 1,2, . . . , r . Here we note that we consider x w for each
expression of w ∈ A˜(R). Because, for example, when w= a∗bb∗ = bb∗a, then
x =
{ {a∗, b, b∗, a∗b, a∗b∗, bb∗, a∗bb∗} if x  a∗bb∗,
{b, b∗, a, bb∗, ba, b∗a, bb∗a} if x  bb∗a.
Let us define elements Rx,w ∈ Z[Γ ] (x,w ∈ A˜(R)), by T −1w−1 =
∑
x Rx,wTx . It is easy to
see that Rx,w = 0 unless x  w. We note that from the definition, the polynomials Rx,w
are independent of the expressions of x,w. The following formulas provide an inductive
procedure for computing Rx,w .
Lemma 3.2.
(a) Rx,w = Rx ′,w′ if either x = sx ′, w = sw′, or x = x ′s, w = w′s, for x,w ∈ A˜(R),
s ∈ S.
(b) Rx,w = (t1/2s − t−1/2s )Rx,w′ +Rsx,w′ if sx > x and w = sw′ in A˜(R).
Proof. Assuming l(w) > 0, we can write w = sw′ in A˜(R), for some s ∈ S. Using the
induction hypothesis, we compute:
(Tw−1)
−1 = (Tw′−1Ts)−1 = T −1s (Tw′−1)−1
= (Ts + t−1/2s − t1/2s )
( ∑
yw′
Ry,w′Ty
)
= (t−1/2s − t1/2s ) ∑
yw′
Ry,w′Ty +
∑
yw′
Ry,w′TsTy
=
∑
yw′
y<sy
{(
t
−1/2
s − t1/2s
)
Ry,w′Ty +Ry,w′Tsy
}+ ∑
yw′
y=sy ′
Ry,w′Ty ′
(by (3), (4)).
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y w′ and we obtain as coefficient
Rx,w =Rx ′,w′ .
Consider the contrary case x < w with x < sx . Then Tx occurs in the first term, with
x = y w′ and in the third term, with x = y ′, y = sx w′, and we obtain
Rx,w =
(
t
−1/2
s − t1/2s
)
Rx,w′ +Rsx,w′. ✷
Lemma 3.3. For all x,w ∈ A˜(R), we have:
(a) Rx,w = εxεwRx,w ,
(b) ∑xyw Rx,yRy,w = δx,w.
Proof. (a) This is checked inductively. In the case of x  w, x = sx ′, w = sw′, by
Lemma 3.2(a), Rx,w =Rx ′,w′ . By induction
Rx ′,w′ = εx ′εw′Rx ′,w′ = εxεwRx,w,
this yields the desired expression. In the case of x w, x < sx , w = sw′,
Rx,w =−
(
t
1/2
s − t−1/2s
)
Rx,w′ +Rsx,w′ .
By induction,
Rx,w′ = εxεw′Rx,w′ = −εxεwRx,w′ and Rsx,w′ = εsxεw′Rsx,w′ = εxεwRsx,w′,
so Rx,w = εxεwRx,w .
(b) Applying the involution to the formula (Tw−1)−1 =
∑
yw Ry,wTy , we have Tw =∑
yw Ry,w(Ty−1)
−1
. Then substituting T −1
y−1 =
∑
xy Rx,yTx , we have
Tw =
∑
yw
Ry,w
∑
xy
Rx,yTx. (5)
Now comparing the coefficient of Tx on each side of (5), we obtain (b). ✷
Corollary 3.4. We have the following.
(a) Rx,x = 1 for all x in A˜(R).
(b) If x < y and l(y) = l(x) + 1, then x is obtained by dropping some s ∈ S in an
expression of y and we have Rx,y = t1/2s − t−1/2s .
(c) If x < y and l(y) = l(x) + 2, then x is obtained by dropping some s, r ∈ S in an
expression of y , and we have Rx,y = (t1/2s − t−1/2s )(t1/2r − t−1/2r ).
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structure on Γ . Let Γ+ be the set of elements which are strictly positive for this total order
and let Γ− = (Γ+)−1. We shall assume that t1/2s ∈ Γ+ for all s ∈ S. To define Kazhdan–
Lusztig polynomials, we introduce a subset {Cw} of the Z[Γ ]-module H˜(R) indexed by
each expression of w ∈ A˜(R), and consisting of elements fixed by the involution ι. For
s ∈ S, we define Cs := Ts − t1/2s and for s = r,Csr := CsCr = TsTr − t1/2s Ts − t1/2r Tr +
t
1/2
s t
1/2
r . In general, an ι-invariant element Cw is given as follows.
Proposition 3.5. For each expression of w ∈ A˜(R), there is a unique element Cw ∈ H˜(R)
such that
(a) Cw = Cw ,
(b) Cw =∑xw εxεwPx,wTx , where Px,w ∈ Z[Γ ] is a Z-linear combination of elements
in Γ− for x < w and Pw,w = 1.
Proof. We must show the system of equations.
Pw,w = 1, (3.1)
Px,w − Px,w =
∑
x<yw
Rx,yPy,w (∀x < w) (3.2)
with unknowns Px,w , has a unique solution such that Px,w is a Z-linear combination of
elements in Γ−, for x < w. Assuming that all Py,w (x < y  w) are already uniquely
determined, we have to argue that Px,w is also determined. Px,w is a Z-linear combination
of elements in Γ−, thus no cancellation occurs, and there is at most one choice for Px,w
satisfying (3.2). To show existence, assuming that all Py,w (x < y w) have been already
constructed and have the required property. It is then enough to show that
∑
x<yw
Rx,yPy,w =−
∑
x<yw
Rx,yPy,w.
But we have
∑
x<yw
Rx,yPy,w =
∑
x<yzw
Rx,yRy,zPz,w
=
∑
x<zw
( ∑
xyz
Rx,yRy,zPz,w −Rx,zPz,w
)
=−
∑
x<zw
Rx,zPz,w (by Lemma 3.3(b)).
This completes the proof. ✷
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Ca1a∗1a2 = T1T ∗1 T2 − t (T1T ∗1 + T1T2 + T ∗1 T2)+ t2(T1 + T ∗1 + T2)− t3,
Ca∗2a1a∗1 = T ∗2 T1T ∗1 − t (T ∗2 T1 + T ∗2 T ∗1 + T1T ∗1 )+ t2(T ∗2 + T1 + T ∗1 )− t3,
from the above we have Ca1a∗1a2 = Ca∗2a1a∗1 . Therefore we consider Cw for each expression
of w ∈ A˜(R).
However, we have the following proposition.
Proposition 3.7. If w =w′ and x = x ′ in A˜(R), then Px,w = Px ′,w′ .
Proof. From the proof of Proposition 3.5,
Px,w − Px,w =
∑
x<yw
Rx,yPy,w, Px ′,w′ − Px ′,w′ =
∑
x ′<y ′w′
Rx ′,y ′Py ′,w′ ,
and we assume Py,w = Py ′,w′ (x < y  w,x ′ < y ′  w′), then by Rx,y = Rx ′,y ′ , we have
Px,w − Px,w = Px ′,w′ − Px ′,w′ , further by the property that Px,w and Px ′,w′ are a Z-linear
combination of elements in Γ−, we have Px,w = Px ′,w′ . ✷
Now let s ∈ S,w ∈ A˜(R) be such that w < sw. For each y such that y = sy ′ < w, we
define an element Msy,w ∈ Z[Γ ] by the inductive condition (see [9])∑
yz<w
z=sz′
Py,zM
s
z,w − t−1/2s Py,w is a combination of elements in Γ+, (3.3)
and by the symmetry condition
Msy,w =Msy,w. (3.4)
The condition (3.3) determines uniquely the coefficient of γ in Msy,w for all γ ∈ Γ − Γ+
and the condition (3.4) determines the remaining coefficients.
Proposition 3.8. Let s ∈ S and let w ∈ A˜(R). Then
(a) (Ts − t1/2s )Cw = Csw −∑ z<w
z=sz′
εzεwM
s
z,wCz if w < sw,
(b) (Ts + t−1/2s )Cw = 0 if w = sw′.
Proof. If w = e, then (a) is clearly true. Now we assume that w = e and that the
proposition is already proved for all w′ <w. Using (b), we see that
(c) Pu,z = t−1/2s Psu,z if u < su z, z= sz′.
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coefficient of Ty in that expression is
fy =−t1/2s εyεwPy,w − εyεwPsy,w + εyεwPy,sw +
∑
yz<w
z=sz′
εyεwPy,zM
s
z,w (y < sy)
= εyεw
(
−t−1/2s Py,w − Psy,w + Py,sw +
∑
yz<w
z=sz′
Py,zMsz,w
)
,
fy =−t−1/2s εyεwPy,w − εyεwPy ′,w + εyεwPy,sw +
∑
yz<w
z=sz′
εyεwPy,zM
s
z,w
(
y = sy ′)
= εyεw
(
−t1/2s Py,w − Py ′,w + Py,sw +
∑
yz<w
z=sz′
Py,zMsz,w
)
,
and Px ′,x is defined to be zero whenever x ′  x . If y = sy ′, then (3.3) shows that fy is a
Z-linear combination of elements in Γ+. If sy > y , then applying (c) we see that
fy =−t1/2s εyεwPy,w − εyεwPsy,w + Py,sw + t1/2s
∑
syz<w
z=sz′
εyεwPsy,zεyεwM
s
z,w.
It follows that fy = −t1/2s fsy − t1/2s εyεwPsy,sw + εyεwPy,sw, hence, again, fy is a Z-
linear combination of elements in Γ+. But Cs = Ts − t1/2s , Cw , Msz,w are each fixed by
the involution h→ h¯. Hence ∑y fyTy =∑y fyTy . Assume that some fy0 is non-zero.
We can take y0 to have maximal possible length subject to the property fy0 = 0. Then the
coefficient of Ty0 in
∑
y fyTy is equal to fy0 . Thus fy0 = fy0 . This contradicts the fact that
fy0 is a non-zero combination of elements in Γ+. Thus we have fy = 0 for all y ∈ A˜(R)
and (a) is proved for w.
Case 2. w = sw′. Applying (a) to sw, we see that
Cw =
(
Ts − t1/2s
)
Cw′ +
∑
z<sw
z=sz′
εzεswM
s
z,w′Cz.
Clearly, (Ts − t1/2s )(Ts + t−1/2s )= 0 and, by the induction hypothesis, (Ts + t−1/2s )Cz = 0
for all z, (z < sw, z= sz′). Hence (Ts + t−1/2s )Cw = 0, as required. ✷
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Cw = Csw′ +
∑
v
l(v)<l(w)
AvCv.
Therefore we obtain the action of Ts on Cw by inductively.
Proposition 3.10. Let y < w be such that l(w)= l(y)+ 1. Then y is obtained by dropping
some s in an expression of w.
(a) We have Py,w = t−1/2s .
(b) Let r be an element in S such that y = ry ′ <w < rw. Then
Mry,w =


0 if t1/2r < t1/2s ,
1 if t1/2r = t1/2s ,
t
1/2
s t
−1/2
r + t−1/2s t1/2r if t1/2r > t1/2s .
Proof. From Corollary 3.4(b) and (3.2), we see that
Py,w − Py,w =Ry,w = t1/2s − t−1/2s ,
and (a) follows. If r is as in (b), then by (3.3) and (a), Mry,w − t−1/2r t1/2s must be a Z-linear
combination of elements in Γ+. From this and from (3.4), the desired formula for Mry,w
follows. ✷
In the sequel, we set t1/20 = · · · = t1/2l = t , then we obtain the following inductive
formula.
Proposition 3.11. In the case of w = sw′,
(i) if y < sy , then
Py,w = t−1Py,w′ + Psy,w′ −
∑
yz<w′
z=sz′
Mz,w′Py,z,
(ii) if y = sy ′, then
Py,w = tPy,w′ + Py ′,w′ −
∑
yz<w′
z=sz′
Mz,w′Py,z,
where Mz,w′ is the coefficient of t l(w′)−l(z)−1 in Pz,w′ .
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Py,w = t−1/2s Py,w′ + Psy,w′ −
∑
yz<w′
z=sz′
Msz,w′Py,z,
and from the formula for Coxeter groups [10],
P˜y,w = P˜y,w′ + qP˜sy,w′ −
∑
sz<z<w′
µ
(
z,w′
)
q(l(w
′)−l(z))/2P˜y,z,
where µ(z,w′) is the coefficient of q(l(w′)−l(z)−1)/2 in P˜z,w′ . By the same procedure as
in [10] and setting P˜y,w = t l(w)−l(y)Py,w , t−1/2s = t−1, q = t2, we obtain µ(z,w′) =
Ms
z,w′ =:Mz,w′ , so (i) is proved. (ii) is similar to (i). ✷
Corollary 3.12. If x w and l(w)− l(x) 2, then Px,w = t l(x)−l(w).
Proof. By using Proposition 3.11, it is proved similarly to [10]. ✷
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