Abstract We prove two general results on generalized symmetries for equations of
Introduction
It is a common knowledge that an integrable evolution equation is always a member of an infinite integrable hierarchy whose members are symmetries one for another. An interesting problem arises whether a system of partial differential equations can admit only a finite dimensional space of generalized symmetries. Fokas [4] has written that Another interesting fact regarding the symmetry structure of evolution equations is that in all known cases the existence of one generalized symmetry implies the existence of infinitely many. (However, this has not been proved in general.)
We owe a great debt to Sanders and Wang [11, 12] who have given a proof of this conjecture for arbitrary λ-homogeneous equation, with λ 0, of the form u t = u m + f (u, u 1 , . . . , u m−1 ), (1.1) where f is a formal (differential) power series with the constant and linear terms vanish. We will show that the condition of λ-homogeneity is not necessary. Note that λ-homogeneity with positive λ implies the equation is of polynomial type and that our theorem holds not only for polynomial equations. Furthermore, we prove, as many examples suggest, that any higher order symmetry is also a differential polynomial when f is a differential polynomial of order less than m − 1.
In contrast with the scalar case, the Fokas' conjecture for systems of evolution equations has been disproved. An example due to Bakirov [1] of a fourth order system of two coupled evolution equations is proved to possess only one nontrivial symmetry of order six by Beukers, Sanders and Wang [3] . Even for the more refined version of the conjecture [5] that a system of m evolution equations requires m higher order symmetries in order to be integrable, a counterexample is given by van der Kamp and Sanders [14] .
The outline of the paper is as follows. In section 2, we introduce some basic definitions and notations used throughout this paper. In section 3, we review the Faa de Bruno formula and its immediate consequences. In section 4, we apply the Faa de Bruno formula to estimate the orders of homogeneous components of generalized symmetries. In particular for a polynomial evolution equation without the submaximal order term, it leads to an upper bound of the degree of the symmetry with a fixed linear term. In section 5, we recall some properties of the Gel'fand-Dikiȋ transformation and a crucial theorem on the factorization of a class of symmetric polynomials. There are few results, cf. [13] , obtained by the symbolic method introduced by Gel'fand and Dikiȋ in [6] , until the paper [11] appear. The key is the factorization theorem proven by Beukers in [2] and the appendix of [11] using Diophantine approximation theory. Section 6 contains a proof of the main theorem. Our method is essential the same as in [11] , where Sanders and Wang have formulated it in an abstract setting under some extra conditions. Avoiding too much generality before deeper insights or new applications appear, we try to keep the proof as clear and as simple as possible. And note that one point has been missed by Sanders and Wang that any formal power series solution with a prescribed linear term of the determining equation for generalized symmetries is indeed of finite order, which follows from our results in section 4. In addition, as an example, we derive the seventh order symmetry of the Potential Sawada-Kotera equation applying the tools established in the previous sections. In the last section, we present a structure theorem of homogeneous differential polynomials of fixed degree translated from the fundamental theorem of symmetric function by the Gel'fandDikiȋ transformation. It is by no means obvious at a first glance although our presentation of the proof is very short.
We should also mention that there has been a lot of work done on the classification problem by the symbolic method initiated by the paper [11] which includes a complete list of scalar λ-homogeneous symmetry-integrable evolution equations with positive λ. Usually, people must restrict themselves to a specified class of scalar or systems of λ-homogeneous evolution equations using computer algebra. We will not discuss this aspect at here in detail, but referring the reader to the review articles [10, 15] .
Formal differential power series
For a differential function, cf. [9] , we mean a function (Only those independent on t and x are considered in the paper as in [11] .) of u and a finite number of its derivatives u l ≡ ∂ l u ∂x l . It is natural to consider the expanded power series of finite orders as original objects instead of differential functions. We treat them in a purely algebraic manner as follows.
Write U k for the set of homogeneous polynomials (including zero) of degree k in infinitely many variables u = u 0 , u 1 , u 2 , . . . with real coefficients. Thus
stand for the ring of polynomials and the ring of formal power series, respectively, in variables u, u 1 , u 2 , . . . with real coefficients. For a nonconstant f ∈ ∞ k=0 U k , the order of f is defined to be the maximal integer l, if it exists, satisfying that u l has appeared in the expression of f , or else be positive infinity. The nonzero constants are regarded as being of order zero. And the order of the zero element is negative infinity. Let U l denote the subset of is well defined for arbitrary real number l. We will work in the range of the real numbers even the nonnegative integers are sufficient in principle. The reason is that, in one hand, it is easy to generalize from the integers to the real numbers, in the other hand, it affords the possibility of a short proof of Theorem 4.4 in section 4. What to be studied is
At last, denote
where
Remark 2.1. Let f ∈ U , f is called to be λ-homogeneous if f is weighted homogeneous for some number λ when u l is given the weight λ + l for any l ∈ Z 0 . For example, u 2 + uu 1 (Burgers) and u 3 + uu 1 (Kdv) are both λ-homogeneous. For the former, λ = 1 and the weighted degree is 3; for the later, λ = 2 and the weighted degree is 5. If f is λ-homogeneous with positive λ, then f is apparently a differential polynomial.
The total derivative operator on U is the formal vector field, i.e. derivation, It is easy to verify that any evolutionary vector field is of the form 6) for some F ∈ U . It shows that C(D) is linear isomorphic to U . So that the isomorphism induces a Lie structure {·, ·} on U determined by the equality
More explicitly, for any F , G ∈ U ,
There are infinitely many related Lie structures on U . In fact, for any linear
, where a i 's are constants, the corresponding modified bracket defined by {F, G} L = v LF G − v LG F still obeys the Jacobi identity. The relation to the original bracket is revealed by the following
Two evolution equations u t = F and u t = G are called (t-independent) symmetries of each other if {F, G} = 0. In other words, the (t-independent) symmetry algebra of an evolution equation u t = F is the centralizer of F in U .
Remark 2.2. To give a conceptual definition of the t-dependent symmetry algebra for any (1+1) dimensional evolution equation u t = F (t, x, u, u x , u xx , . . .), we should consider the set U of all differential functions in two independent variables t, x and one dependent variable u. In this case, there are two total derivative operators D t and D x corresponding to the variables t and x respectively. The total derivative operators commute with each other so that they span a commutative Lie subalgebra D of the derivation algebra D(U) of U. It is easy to verify that the normalizer
An evolutionary vector field is nothing else but an element of C(D)/D which is linear isomorphic to U. Note that the Lie bracket {·, ·} on U induced by the linear isomorphism is a generalization of the classical Poisson bracket as the symbol {·, ·} indicates. Now consider the D-closed ideal I of (U, •) generated by u t −F , where • denotes the usual multiplication of functions under which U is a commutative ring with an identity. Explicitly speaking, I is the linear subspace of U spanned by the differential functions
At here, I is also a Lie subalgebra of (U, {·, ·}). Its normalizer in U modulo itself N (I)/I is defined to be the symmetry algebra of the differential equation u t − F = 0. It immediately leads to the determining equation of generalized symmetries ∂G ∂t = {F, G}, where G(t, x, u, u x , u xx , . . .) is the canonical representative of an unknown element of the symmetry algebra. Further, the method described as above to pursue a rigorous and conceptual definition of symmetry algebras is valid in general for systems of partial differential equations. Unfortunately, we must terminate this long remark now without providing details to avoid going too far from the main purpose of the paper.
Let F ∈ U , for convenience, F k denotes the k-th degree homogeneous component of F so that we have
And denote
Thus we obtain that
In particular, if F is a homogeneous differential polynomial, then
3 The Faa de Bruno formula
The main results in this section can be found in the book [7] . Let λ be a partition, cf. [8] , which means an increasing sequence of strictly positive integers [λ 1 , λ 2 , . . . , λ r ] of finite length r ∈ Z 0 . λ is also represented
, where m i is the number of the value i in the sequence λ 1
c λ is a strictly positive integer follows from its combinatorial meaning: Suppose that there are |λ| balls and r boxes. The balls and the boxes is numbered from 1 to |λ| and from 1 to r respectively. Now scatter the balls into the boxes such that there are exact λ i balls in the i-th box, i = 1, . . . , r. Then there are |λ|! λ! modes of combination of the numbers of the balls and the numbers of the boxes. If we ignore the numbers of the boxes, then there are only c λ modes.
Let P denote the set of partitions. The Faa de Bruno formula reads as follows, for arbitrary n ∈ Z 0 ,
The only nontrivial fact to be proven is that the coefficient in the right hand side of the Faa de Bruno formula is exact c λ . See e.g. [7] for a proof by the inductive method, and see e.g. solutions of exercises of [8] for a proof by the method of symmetric function. However, if one is familiar with the mechanism of the computations involved, he or she will find that to value the coefficient is equivalent to solve the combinatorial model of c λ has been formulated as above.
More generally, ∀ F, G ∈ U ,
Proof. Direct computations.
Corollary 3.2. ker ad u| U = U 1 , ker ad u 1 | U = U, and
The remains of this section are not necessary in logic for the latter. We include them for completeness and to compare with our treatment of Proposition 4.1 and Corollary 4.2 in the next section.
Corollary 3.4. Let F ∈ U m and G ∈ U n , where m, n 2. Then
7)
In this case, if m = n, then there is a constant
Proof. We have
for some H ∈ O(m + n − 2). Differentiating the above formula with respect to u m+n−1 , we obtain
The proof is completed by integrating the last equality.
Corollary 3.4 dose not hold for m 2, n = 1, since {F,
Estimate of orders
The following proposition is the key point of this section and is very useful in the computation of symmetries.
for some H ∈ O(m + n − 2). Differentiating the above formula with respect to u m+n−1 yields that
is not a constant. 
4) for some H ∈ O(m + n − 2). If G 2 ∈ U 0 , the conclusion is obvious; else then
, and hence G 2 ∈ O(n − 1).
(ii) In this case,
for some H ∈ O(m − 2). Thus u m , G 2 ∈ O(m − 2), and hence G 2 = 0. Now let us formulate our main results of this section.
Proof. Since V s0 ⊃ V s0+1 , without losing generality, we can assume
It follows from {F,
If {F, G} = 0 and if f is a differential polynomial of order less than m − 1, then g is a differential polynomial of order less than n − 1.
By the lemma above,
Hence the order of g is less than n − 1. When n − 1 − (l − 1)d < 0, G l = 0. It yields that the degree of g is not bigger than
The estimate of the degree in the preceding proof may be rather rough in concrete cases, see Example 6.5.
The symbolic method
The main purpose of this section is to recall some basic results on the symbolic method which play a key role in the next two sections, see [2, 11] for proofs.
For any k ∈ Z 0 , let A k denote R[x 1 , . . . , x k ], and let Λ k denote the set of all symmetric polynomials in A k . The symmetrizing operator, denoted by , from A k to Λ k is defined by
where S k denotes the k-th symmetry group. The Gel'fand-Dikiȋ transformation is a linear isomorphism between U k and Λ k . Its action on the monomials in U k is as follows
2) where m i=0 α i = k and u α is just the monomial symmetric function in k variables corresponding to the partition [ 
Theorem 5.1 (Beukers) . The symmetric polynomials P
are as follows.
• k = 2 :
x 1 x 2 (x 1 + x 2 ), m = 3 mod 6;
2 , m = 1 mod 6.
(5.9)
• k = 3 :
We conclude this section with an application of the above theorem to show its power.
Proof. By Beukers' theorem, P 
, then the conclusion follows.
6 Symmetry-integrability
for arbitrary l 2, and set
In the whole section, we always assume F ∈ W m , G ∈ W n , satisfying {F, G} = 0, where m, n 2 and m = n.
Proof. (i) Since {F, G} = 0, by the Jacobi identity, we have
The k-th degree homogeneous component gives that
(ii) The above equality holds and {E, F } k = 0. Hence {E, G} k = 0, by Corollary 3.2.
(iii) It is obvious that {E, G} ∈ V 2 . Applying (ii) inductively completes the proof.
Consider
and
We know dim F l = 0 or 1, and F = ∞ l=2 F l . By Proposition 6.1 (iii), F is a commutative Lie subalgebra of U . And dim F 2, since we have assumed the existence of G. Theorem 6.2. F is infinite dimensional. Speaking more concretely,
2 , for any l satisfying dim F l = 1. By Proposition 6.1 (iii), we can replace F by F ′ . Therefore, using Beukers' theorem, Theorem 6.2 can be reduced to the following
Proof. It suffices to prove that there exists
By Proposition 6.1 (ii),
Then by Proposition 6.1
. When 2 ∤ mn, we obtain (
Proof. Above all, it can be seen from (6.8) that
(6.10)
Observe that
2 (x 1 , x 2 ). These imply that
(6.13)
Changing the variable x 2 to −x 2 , we obtain
Hence,
Multiplying the above two equations by cross and letting x 3 = −x 2 , we can obtain
(6.21)
For the same reason,
When 2 ∤ mn, it also holds that 2 ∤ lm. Hence t
| {E 2 , F 2 }, and con-
Set E 3 be the quotient of them, then
By Proposition 6.1 (ii), E, G ∈ V k0 . Then by Proposition 6.1 (i), we
Deducing in the same manner inductively, we can find a formal differential power series solution E of the symmetry equation {E, F } = 0 satisfying E 0 = 0 and E 1 = u l . (The bracket {·, ·} is not well defined for infinite order formal differential power series in general.) The last step, using Lemma 4.3, we can obtain E ∈ W l (taking d = 0).
Example 6.5. Consider the Potential Sawada-Kotera equation
The total derivative operator preserves λ-homogeneity as well as the usual homogeneity. Consequently, searching for symmetries of a λ-homogeneous equation can be reduced to searching in the range of λ-homogeneous symmetries in the same weight scheme as (2.14) shows.
Assume E ∈ W 7 satisfying {E, F } = 0. Then, by Corollary 4.2, E must be also λ-homogeneous with λ = 1 and its weighted degree is 8.
Estimating the orders of the homogeneous components of E inductively shows that E 2 ∈ O(5), E 3 ∈ O(3), E 4 ∈ O(1) and E is a differential polynomial of degree 4. We have
25) The Gel'fand-Dikiȋ transformation has established a linear isomorphism between U k and Λ k so that linear operators on U k can be identified to act on Λ k .
On the other hand, arbitrary polynomial in Λ k determines a linear operator on Λ k by the usual multiplication. 
Proof. The well known Newton's fundamental theorem of symmetric function states that Λ k is a polynomial ring with all the elementary symmetric polynomials as generators. the k elementary symmetric functions can be replace by the first k power sum symmetric functions because the coefficient ring contains the rational numbers, cf. [8] . That is,
Translating it into U k yields that 
