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Abstract
This study establishes a novel framework of Markovian traffic equilibrium assignment based on
the network generalized extreme value (NGEV) model, which we call NGEV equilibrium assign-
ment. The use of the NGEV model in traffic assignment has recently been proposed and enables
capturing the path correlation without explicit path enumeration. However, the NGEV equilib-
rium assignment has never been investigated in the literature, which has limited the practical
applicability of the NGEV-based models. We address this gap by providing the necessary de-
velopment for the NGEV equilibrium assignment. We first show that the NGEV assignment can
be formulated and solved under the same path algebra with the Markovian traffic assignment
models. We then provide the equivalent optimization formulations to the NGEV equilibrium
assignment, from which both primal and dual types of solution algorithms are derived. In
particular, we are the first to propose an efficient algorithm based on an accelerated gradient
method in the traffic assignment field. The convergence and complementary relationship of the
proposed primal-dual algorithms are shown through numerical experiments.
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1. Introduction
The stochastic traffic equilibrium assignment models provide a static description on
how the flows circulate in a congested network where the travel costs are subject to
random fluctuations. This randomness may arise from the uncertainty of travelers’
perception and from the uncertainty of unspecified features in the model. The random
utility models (RUMs) that takes into account this stochastic nature of travel costs have
been utilized in traffic assignment for modeling realistic route choice behavior.
Modeling route choices involves two major problems: the path correlation and the
path enumeration. To address these problems, a large body of literature has evolved,
and Hara and Akamatsu (2012, 2014) and Papola and Marzano (2013) recently proposed
a novel route choice model based on the network generalized extreme value (NGEV)
model of Daly and Bierlaire (2006). This NGEV route choice model directly utilizes the
transportation network structure as a GEV network and captures the underlying corre-
lation among path utilities without explicitly defining the set of alternatives.
Although the NGEV route choice model has notable flexibility, it has never been im-
plemented in traffic equilibrium assignment due to the lack of an adequate theoretical
development and of an efficient algorithm. Its only contribution to the traffic assign-
ment is by Papola and Marzano (2013), who presented a NGEV version of Dial (1971)’s
network loading algorithm. However, it is inappropriate to apply Dial-like algorithms
in traffic equilibrium assignment because they assign flows on efficient paths defined by
temporary link costs, which does not ensure the convergence to an exact equilibrium so-
lution (Akamatsu, 1997). Rather, the use of Markovian traffic assignment (MTA) (Bell,
1995; Akamatsu, 1996), which is also an efficient network loading algorithm and im-
plicitly considers a fixed path set, is mathematically convergent and preferable. One
can also notice that the NGEV route choice model has an obvious similarity in its for-
mulations to the MTA models (Akamatsu, 1996; Baillon and Cominetti, 2008; Fosgerau
et al., 2013; Oyama and Hato, 2019). Nevertheless, the algebraic relationship between
them has never been investigated, and an efficient and convergent algorithm does not
exist for NGEV-based network loading. Moreover, an adequate development of traffic
equilibrium assignment based on the NGEV route choice model, such as formulations
or solution algorithms, has not been presented in the literature.
The objective of this study is to establish a framework of the NGEV-based Marko-
vian traffic equilibrium assignment, which we call NGEV equilibrium assignment. More
specifically, our contributions are threefold. First, we give a unified perspective be-
tween the NGEV route choice model, the MTA and shortest path (SP) models from an
algebraic point of view. Our path algebra provides generalized formulations for these
models, which also show that the NGEV model is compatible with the loading pro-
cedure of MTA. Second, we provide mathematical definitions and formulations of the
NGEV equilibrium assignment. We show that the equivalent optimization problem
to the NGEV equilibrium assignment can be formulated, and this clarifies mathemati-
cal model properties such as the uniqueness of the solution and the dual formulation.
Third, we propose efficient solution algorithms to the NGEV equilibrium assignment
for both primal and dual formulations. The dual algorithm is based on accelerated gra-
dient methods that have been developed recently in the machine learning field (Nes-
terov, 1983; Beck and Teboulle, 2009). This type of solution algorithm has never been
proposed in the traffic assignment field even for the logit-based equilibrium assign-
ment. Numerical experiments demonstrate the efficiency and excellent convergence
properties of the proposed algorithms, and moreover, the complementary relationship
between the primal and dual algorithms is clarified. The primal algorithm is more effi-
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cient for an ordinary level of demand, but its performance declines with an increase in
the demand level. In contrast, the dual algorithm is not affected by the demand level.
When the demand level is high, the dual algorithm is more efficient and has better
convergence than the primal algorithm.
The reminder of this paper is structured as follows. Section 2 provides literature
review to emphasize our contributions. Section 3 introduces the NGEV route choice
model with a simple illustrative example that shows the model behavior compared to
the logit and probit models. Section 4 proposes an algebra that clarifies the relationship
between the NGEV assignment and the MTA models. It is also shown that these models
can be formulated and solved in a unified manner. Section 5 provides the definition and
formulations for the NGEV equilibrium assignment, and Section 6 presents its solution
algorithms for both primal and dual formulations. The computational performance of
the proposed solution algorithms are examined through numerical experiments in 7. In
the end, Section 8 concludes the paper. A detailed analysis on the solution algorithm is
provided in Appendix A.
2. Literature Review
2.1. Traffic Assignment Models
Capturing the correlation among path utilities has been one of the main issues of traffic
assignment. Daganzo and Sheffi (1977) proposed the multinomial probit (MNP) assign-
ment that represents the correlation by utilizing the covariance matrix. Yai et al. (1997)
later proposed a MNP model with a structured covariance matrix in order to deal with
the complicated path set in railway networks. Although the MNP model was also ap-
plied in the traffic equilibrium assignment (Daganzo, 1979, 1982), it is not expressed in
a closed-form and remains computationally intractable.
To retain an efficient computation, a closed-form expression in evaluating route
choice probabilities and the use of implicit path enumeration are preferable. Dial (1971)
proposed an algorithm for performing logit-based assignment without explicit path
enumeration, which has contributed considerably to subsequent studies because of its
efficiency. Dial’s algorithm restricts the path set to the set of efficient paths that never in-
clude any moves away from the destination in terms of travel time. Bell (1995) and Aka-
matsu (1996) proposed Markovian traffic assignment (MTA) that is also consistent with
the logit-based assignment and implicitly considers all feasible alternatives including
even cyclic paths. Akamatsu (1997) proposed the link-based (Markovian) formulation
of stochastic equilibrium assignment and showed that the use of MTA models ensures
the convergence to an exact equilibrium solution whereas Dial’s algorithm does not.
Baillon and Cominetti (2008) and Cominetti (2015) presented a further investigation
into the Markovian traffic equilibrium assignment. In the context of discrete choice
analysis, Fosgerau et al. (2013) and Mai et al. (2015) formulated MTA models, based on
the dynamic discrete choice model framework of Rust (1987) 1.
The logit-based assignment is unable to capture the underlying correlation among
path utilities due to the independence of irrelevant alternatives (IIA) property. A num-
ber of route choice models have been proposed based on the generalized extreme value
1These models are called “recursive logit (RL)” models. Although they are formulated based on the
dynamic discrete choice model of Rust (1987), they are mathematically equivalent to the original MTA
models (Akamatsu, 1996; Baillon and Cominetti, 2008) that have been used for over two decades in the
traffic assignment context. A comprehensive tutorial on RL models is provided in Zimmermann and
Frejinger (2020).
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(GEV) model (McFadden, 1978) to capture the underlying correlation among path util-
ities in a closed-form expression, such as the C-logit model (Cascetta et al., 1996), path-
size logit (PSL) model (Ben-Akiva and Bierlaire, 1999), cross-nested logit (CNL) model
(Vovsha and Bekhor, 1998), and paired combinatorial logit (PCL) model (Chu, 1989).
The combination of random utility models (CoRUM) by Papola et al. (2018) is a re-
cent contribution. We have also seen the use of the weibit model in traffic equilibrium
assignment (Kitthamkesorn and Chen, 2013; Nakayama and Chikaraishi, 2015). How-
ever, as investigated by Prashker and Bekhor (1998), most of such models require ex-
plicit path enumeration, which is computationally inefficient and inapplicable in prac-
tice. Although CNL-based assignment falls into the category of an assignment model
with implicit path enumeration, it requires a particular model specification. That is
to say, it was not until the proposal of NGEV route choice model that the correlation
description in a closed-form was compatible with implicit path enumeration.
Recently, Hara and Akamatsu (2012, 2014) and Papola and Marzano (2013) pro-
posed a flexible route choice model based on the NGEV model of Bierlaire (2002) and
Daly and Bierlaire (2006). They assumed a transportation network structure as a direct
representation of GEV network, and route choice behavior is modeled as an ordered
joint node/link choice from the origin to the destination. The recursive formulation
of the NGEV generating function enables capturing the complex correlation structure
with a closed-form expression, and moreover, it does not require explicit path enumera-
tion. In other words, the NGEV route choice model achieves a balance between efficient
and advanced modeling, which has long been the main problem in route choice mod-
eling. Mai (2016) formulated a similar model derived from the dynamic discrete choice
framework of Rust (1987), by adding artificial states to the transportation network in
order to represent the correlation structure at each link choice phase. However, such
network manipulation is costly and unsuitable for traffic assignment in large networks,
as compared to the approaches by Hara and Akamatsu (2012, 2014) and Papola and
Marzano (2013).
Despite its notable flexibility, the NGEV route choice model has never been used
in practice due to the lack of an adequate theoretical development and efficient algo-
rithms for traffic assignment. Papola and Marzano (2013) presented a Dial-like algo-
rithm for NGEV-based network loading. It is known, however, that Dial’s algorithm
often generates unreasonable flow patterns and does not ensure convergence to an ex-
act equilibrium solution in traffic equilibrium assignment (Akamatsu, 1997). Because
these problems are caused by the path set restriction to efficient paths, they cannot be
alleviated even through the use of the NGEV route choice model. The MTA (Akamatsu,
1996; Baillon and Cominetti, 2008) is mathematically more preferable in terms of the so-
lution properties, and it has an obvious similarity to the NGEV route choice model in
the formulations (Hara and Akamatsu, 2012, 2014; Mai et al., 2015; Mai, 2016; Oyama
and Hato, 2019). Nevertheless, the algebraic relationship between them has never been
investigated, and an efficient MTA algorithm for NGEV-based traffic assignment does
not yet exist. Moreover, NGEV equilibrium assignment has never been developed,
which also hinders the practical application of the NGEV route choice model. A com-
prehensive development including formulations and solution algorithms for the NGEV
equilibrium assignment is required to open up its practical applicability.
2.2. Solution Algorithms for Stochastic Traffic Equilibrium Assignment
The stochastic traffic equilibrium assignment has long been studied, and a variety
of solution algorithms have been proposed. Our review mainly focuses on link-based
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algorithms that find a solution in the space of link-based variable2. The first algorithm
applied to solve the stochastic equilibrium assignment was the method of successive
averages (MSA) (Sheffi and Powell, 1982). The MSA can be applied with any stochas-
tic loading algorithm and has been widely used in many different studies. Recently,
Liu et al. (2009) proposed a modification of MSA by using a self-regulated averaging
scheme. However, the convergence speed of MSA is slow due to the use of a pre-
determined sequence of step sizes, which limits its practical applicability. This poor
convergence rate of MSA can be improved by optimizing the step size at each itera-
tion. Chen and Alfa (1991) proposed an algorithm in which the step size is optimized
based on Fisk (1980)’s convex minimization problem. However, this algorithm is sub-
optimal because only a part of Fisk (1980)’s objective function was minimized to avoid
an evaluation of the path-based entropy function. Maher and Hughes (1997) and Ma-
her (1998) directly utilized the unconstrained formulation of Sheffi and Powell (1982)
and developed link-based algorithms respectively for probit- and logit-based equilib-
rium assignment models. With the same descent direction as MSA, their algorithms
use the quadratic interpolation to determine the optimal step size. Moreover, Aka-
matsu (1997) proposed the link-based formulation of the logit equilibrium assignment
by decomposing the traditional path-based entropy function used in Fisk (1980). Based
on this formulation, Akamatsu presented the partial linearization (PL) method (Evans,
1976; Patriksson, 1993) to solve the stochastic equilibrium assignment. It was proven
that the subproblem in PL reduces to performing logit-based network loading, and
that the step size is efficiently optimized because the whole objective function of Aka-
matsu (1997) can be evaluated only by link-based variables. Lee et al. (2010) presented a
modification of the PL method based on the descent direction improvement strategy of
Fukushima (1984) and the parallel tangent (PARTAN) technique (Arezki and Van Vliet,
1990). The link-based PL method, however, has never been applied to the previously
mentioned GEV-based assignment models that can address the path correlation prob-
lem because such models are often presented with the path-based formulation (e.g.
Bekhor and Prashker, 1999).
Although the dual formulation that finds the equilibrated link costs was early pre-
sented by Daganzo (1982), most of the existing solution algorithms to stochastic equi-
librium assignment can be categorized as primal algorithms in the sense that their un-
known is in the space of flow variable. Maher and Hughes (1997), Maher (1998), and
Xie and Waller (2012) directly utilized Sheffi and Powell (1982)’s unconstrained model,
which is a flow-based alternative to the dual formulation by Daganzo (1982), but they
still find the solution in the flow space. As the possible advantages of directly solv-
ing the dual formulation, the dual problem reduces to unconstrained maximization
programing, and its gradient can be efficiently evaluated by stochastic loading. This
inspired us to solve the stochastic equilibrium assignment by using the gradient-based
methods that have been recently studied and have contributed significantly to the rapid
growth of research in the machine learning field. In the stochastic traffic assignment
context, only an application of the primitive gradient projection (GP) method can be
found in Bekhor and Toledo (2005). They applied the GP method to a relaxed prob-
lem of Fisk (1980)’s model. However, their solution algorithm was based on the path
flow variable and thus required path enumeration, which was computationally expen-
2Path-based solution algorithms to the stochastic equilibrium assignment have also been studied in the
literature (e.g., Chen and Alfa, 1991; Damberg et al., 1996). However, they are not practically applicable in
large-scale networks due to the need for path enumeration, which is computationally inefficient.
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sive. Despite their potential, gradient-based methods have not been well investigated
in the traffic assignment field. In particular, accelerated gradient methods (e.g., Nes-
terov, 1983; Beck and Teboulle, 2009; Su et al., 2014; O’Donoghue and Candes, 2015)
that outperform GP have never been used but can potentially provide an efficient solu-
tion algorithm to the stochastic traffic equilibrium assignment.
3. NGEV Route Choice Model
This section introduces the NGEV route choice model, which captures the underlying
correlation among path costs without explicitly enumerating path alternatives. We first
transform a transportation network for a route choice into a GEV network (Daly and
Bierlaire, 2006), upon which the NGEV route choice model is formulated. An illustra-
tive example to show the model property is also provided.
3.1. Defining GEV Network
This study directly uses the topological structure of a transportation network to define
a GEV network in order to capture the underlying correlation among path costs. Let
G ≡ (N ,L) denote a network where N and L are respectively the sets of nodes and
links. Each link ij ∈ L is associated with the generalized link travel cost cij, which can
be flow-dependent. Moreover, let O ⊆ N denote the set of origin nodes, and D ⊆ N
denote the set of destination nodes.
Given an OD pair (o, d), a route choice on network G can be assumed as a joint
choice of all elemental links of the route in their ordered sequence from the origin node
o towards the destination node d. Papola and Marzano (2013) describe this as an ordered
joint choice context. In such a context, the structure of transportation network G corre-
sponds to a GEV network as follows: the origin node o corresponds to the root, which
is faced with the initial choice among its successor nodes j ∈ F (o) (or equivalently,
its downstream links oj leaving o); each link ij ∈ L corresponds to a vertex, which is
faced with a choice among its successor nodes k ∈ F (j) given the choice of node j; and
the links heading to the destination node d correspond to the final vertexes on a GEV
network. Therefore, any ordered sequence of vertexes connecting the root to a final
vertex identifies a particular path of the transportation network originating from o and
terminating at d. Note that any transportation network structure can be transformed
into a GEV network in the same way.
Fig. 1 shows an example of transformation of a transportation network structure
into a GEV network.
o d
m
Link 1
Link 2
Link 3
Link 4
1 3 4
2
o
d
(a) (b) 
Figure 1: (a) A transportation network and (b) its transformation into a GEV network.
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3.2. Route Choice Model
Following Papola and Marzano (2013), we formulate a route choice model on a GEV
network based on an ordered joint choice context through multilevel cross-nested struc-
tures. In this context, each link choice represents an elemental choice of the route. Given
an OD pair (o, d), the choice probability p(r) of route r among the set Rod of routes
available between (o, d) is given by the product of the conditional probabilities pdij|i of
the elemental links ij ∈ Lr of r:
p(r) = ∏
ij∈Lr
pdij|i, (1)
where
pdij|i =
αdji(G
d
ij)
θdi /θ
d
j
∑
j′∈F (i)
αdj′i(G
d
ij′)
θdi /θ
d
j′
. (2)
Here, θdi is the variance scale parameter associated with node i, which is strictly pos-
itive, and αdji is the allocation parameter that represents the degree of membership of
node j to predecessor nodes i ∈ B(j), satisfying ∑i∈B(j) αdji = 1, αdji ≥ 0. In addition, Gdij
is the NGEV generating function associated with vertex (link) ij, which is recursively
formulated as follows:
Gdij =

e−θ
d
j cij ∑
k∈F (j)
αdkj(G
d
jk)
θdj /θ
d
k if j 6= d,
e−θ
d
j cij if j = d.
(3)
An elemental utility Uij = −cij + ε ij is associated with each elemental choice of ij given
i in the joint choice context. The assumption that a joint utility is given as the sum of
the elemental utilities holds under the link-additive cost assumption:
cr + εr = ∑
ij∈Lr
(cij + ε ij) = ∑
ij∈Lr
cij + ∑
ij∈Lr
ε ij, (4)
where cr is the generalized travel cost of path r ∈ Rod. Error components of the utilities
εr and ε ij are assumed to follow the extreme value distributions (type I Gumbel).
The approach of this study is to bridge between the NGEV route choice model (1)-
(3) and the link-based formulation of traffic assignment (Akamatsu, 1997). To this end,
we here translate the NGEV generating function Gdij of link ij into the expected minimum
cost µdj of node j to destination d in the following equation:
Gdij = e
θdj U¯
d
ij = e−θ
d
j (cij+µ
d
j ), (5)
where U¯dij = −(cij + µdj ) is the expected maximum utility associated with link ij (Daly
and Bierlaire, 2006). Finally, the NGEV route choice model is given as follows:
pdij|i =
αdjie
−θdi (cij+µdj )
∑
j′∈F (i)
αdj′ie
−θdi (cij′+µdj′ )
∀ij ∈ L, ∀d ∈ D, (6)
e−θ
d
i µ
d
i = ∑
j∈F (i)
αdjie
−θdi (cij+µdj ) ⇔ 1 = ∑
j∈F (i)
αdjie
−θdi (cij+µdj−µdi ) ∀i ∈ N , ∀d ∈ D. (7)
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The NGEV route choice model can describe an arbitrary correlation structure by
assuming different values of parameters {θdi } and {αdji}. Moreover, it does not require
explicit path enumeration because a route choice probability is evaluated as the product
of link choice probabilities of (6), as shown in Eq.(1). This explains the notable flexibility
and efficiency of the NGEV route choice model. Note that it is easily proved that the
NGEV route choice model (6)(7) corresponds to the logit-based route choice model as
a special case, when assuming that θdi = θ, ∀i ∈ N and αdji = 1, ∀ij ∈ L. It is also
consistent with the shortest path problem when θdi → ∞, ∀i ∈ N and αdji = 1, ∀ij ∈ L.
3.3. Illustrative Example
As discussed above, the NGEV route choice model can relax the IIA property of the logit
model by capturing the underlying correlation among path costs. We herein provide
a simple illustrative example showing this property. Consider a toy network in Fig. 1,
which was first introduced by Daganzo et al. (1977) to show the advantage of the probit
model over the logit model. As shown, there exist three routes: r1 = [1], r2 = [2, 3], and
r3 = [2, 4]. In the case of logit model, the choice probabilities of all three paths are
always equivalent, i.e. p(r1) = p(r2) = p(r3) = 13 , regardless of the length l of the
overlapping route segment. In contrast, the probit model should evaluate p(r1) ≈ 12
when l is close to 0, because the other two routes r2 and r3 would be perceived as a
single route by travelers. The NGEV route choice model can mimic this behavior of the
probit model by relaxing the IIA property.
From the definition of the NGEV route choice model, the choice probability p(r1)
of path 1 is given by (superscript d is omitted for simplicity as we have only a single
destination):
p(r1) = p1|o =
α1oe−θ1L
α1oe−θ1L + α2oe−θ1(L−l+µ2)
=
e−θ1L
e−θ1L + e−θ1L+
θ1
θ2
ln 2
with α1o = α2o = α32 = α42 = 1 and µ2 = − 1θ2 ln
(
α32e−θ2l + α42e−θ2l
)
= l − 1θ2 ln 2. We
also define θ2 ≡ ( Ll )k · θ1 and 0 < k ≤ 1, which satisfies the following: (a) when l = L,
meaning there are three independent routes, p(r1) should be 13 , and (b) when l → 0,
meaning there are only two routes, p(r1) should be 12 .
Fig. 2 compares the NGEV, probit, and logit models by showing the change in p(r1)
with different lengths l of the overlapping route segment. For the probit model, we use
the one with a structured variance-covariance matrix (Yai et al., 1997) whose covariance
is proportionate to the length of the overlapping route segment. For the NGEV route
choice model, we set k = 0.5, i.e. θ2 ≡
√
L
l · θ1. As shown in Fig. 2, the trajectory of p(r1)
for the NGEV route choice model is similar to that of the probit model. This indicates
that the NGEV route choice model can relax the IIA property and mimic the behavior of
the probit model without loss of tractability (i.e., with the closed-form expression and
implicit path enumeration).
4. Network Loading and Path Algebra
This section discusses the network loading, i.e. flow-independent assignment, based on
the NGEV route choice model, which we call NGEV assignment (we later define a flow-
dependent version as NGEV equilibrium assignment). To begin, we define the mathe-
matical conditions of NGEV assignment based on the NGEV route choice formulations
presented in Section 3. We then introduce a path algebra that provides a unified per-
spective to the NGEV assignment with existing MTA models.
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0.30
0.35
0.40
0.45
0.50
NGEV
Probit
Logit
Figure 2: Comparison between NGEV, probit, and logit models in overlapping network.
4.1. NGEV Assignment
Let qki be the demand flows between nodes i and k: q
k
i > 0 when i ∈ O and k ∈ D,
and qki = 0 otherwise. The NGEV assignment assigns the demand on the network and
determines the destination d-specific link flows {xdij}. At every node i, the inflow zdi
that node i receives is distributed to the successor links ij, j ∈ F (i) according to the link
choice probabilities pdij|i of the NGEV route choice model (6) and (7). This is a link-based
and many-to-one traffic assignment procedure. The flow variables xdij, z
d
i and p
d
ij|i must
satisfy the following equations:
zdi = q
d
i + ∑
h∈B(i)
xdhi, (8)
pdij|i =
xdij
zdi
⇔ xdij = pdij|izdi . (9)
Eq.(8) states that the node flow zdi is the sum of incoming link flows x
d
hi, h ∈ B(i), and
demand flow qdi . Eq.(9) states that the proportion of link flow x
d
ij to z
d
i equals the link
choice probability pdij|i. From (8) and (9), for any node i ∈ N and destination d ∈ D, the
following flow conservation law should hold:
∑
h∈B(i)
xdhi − ∑
j∈F (i)
xdij = δid ∑
o∈O
qdo − qdi (10)
where δi,k is a Kronecker’s delta equaling 1 if i = k and 0 otherwise. In addition, for
any link ij ∈ L and destination d ∈ D, the following conditions should be satisfied:
Xij = ∑
d∈D
xdij, (11)
xdij ≥ 0. (12)
Eq.(11) states that the total link flow Xij is the sum of destination-specific link flows xdij.
Eq.(12) is a usual non-negativity constraint on the link flows. More concisely, Eqs.(10)-
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(12) can be written in the following vector forms:
Axd = qd ∀d ∈ D, (13)
X = ∑
d∈D
xd, (14)
xd ≥ 0 ∀d ∈ D, (15)
where A ∈ R|N |×|L| is the node-link incidence matrix. X ≡ [Xij] ∈ R|L| is the vector of
link flows, and xd ≡ [xdij] ∈ R|L| is the vector of destination-specific link flows. qd ≡
[qdi ] ∈ R|N | is the vector of demand flows. We also define arrays x ≡ [x1, . . . , x|D|] ∈
R|L|×|D| and µ ≡ [µ1, . . . , µ|D|] ∈ R|N |×|D|. Finally, the definition of the (flow-independent)
NGEV assignment condition is given as follows:
Definition 1. (NGEV assignment) The NGEV assignment is mathematically defined as a
problem finding a solution tuple (x, µ) that satisfies (6)-(12).
As the loading procedure of the NGEV assignment, the link flows x can be calcu-
lated based on the link choice probability P ∈ R|N |×|N | by (6). Substituting (9) into (8)
yields:
zdi = qid + ∑
h∈B(i)
pdhi|hz
d
h ⇔ zd = P>zd + qd, (16)
which is a system of linear equations whose solution is the vector of node flows zd
(Akamatsu, 1996; Baillon and Cominetti, 2008). Once zd is solved, then the link flow xd
can be computed using (9).
4.2. Path-algebra for Markovian Traffic Assignment
To evaluate the link choice probability P of (6), the expected minimum cost µ has to be
solved. As expressed in (7), the expected minimum cost for the NGEV assignment is
solved through a recursive formulation. This means that the NGEV assignment is based
on the dynamic programming (DP) framework, implying its relation to the Marko-
vian traffic assignment (MTA) models: e.g., logit versions (Akamatsu, 1996; Baillon and
Cominetti, 2008; Fosgerau et al., 2013), and a deterministic version, i.e., a shortest path
(SP) assignment (Floyd, 1962; Warshall, 1962). To further discuss these MTA models
along with the NGEV assignment, we enumerate below the formulations of their (ex-
pected) minimum costs µSP, µLogit, and µNGEV:
µdi,SP = min
j∈F (i)
{cij + µdj,SP}, (17)
µdi,Logit = E
[
min
j∈F (i)
{cij + µdj,Logit + ε ij}
]
= −1
θ
ln ∑
j∈F (i)
e−θ(cij+µ
d
j,Logit), (18)
µdi,NGEV = E
[
min
j∈F (i)
{cij − 1
θdi
ln αdji + µ
d
j,NGEV + ε ij}
]
= − 1
θdi
ln ∑
j∈F (i)
αdjie
−θdi (cij+µdj,NGEV).
(19)
Note that (19) is a transformation of (7). As shown above, every MTA model is for-
mulated in the form of recurrence relation and has the same structure of a fixed point
problem: µ = F(µ). Furthermore, it is worth mentioning that (17)-(19) all share a com-
mon algebraic structure: the mapping F : R|N | → R|N | for each model can be regarded as
“linear” from an abstract algebraic point of view.
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To show this point in more detail, we introduce an extended version of the path
algebra by Carré (1979). We define the algebra Rpath ≡ 〈Re,⊕,⊗〉 as a set Re equipped
with two binary operations ⊕ and ⊗, which have the following elementary properties:
(a) commutative law: x⊕ y = y⊕ x x⊗ y = y⊗ x ∀x, y ∈ Re
(b) associative law: (x⊕ y)⊕ z = x⊕ (y⊕ z) (x⊗ y)⊗ z = x⊗ (y⊗ z) ∀x, y, z ∈ Re
(c) distributive law: x⊗ (y⊕ z) = (x⊗ y)⊕ (y⊗ z) ∀x, y, z ∈ Re
Moreover, set Re contains a zero element e such that x ⊕ e = e ⊕ x = x and x ⊗ e =
e ⊗ x = e, ∀x ∈ Re, and a unit element e such that x ⊗ e = e ⊗ x = x, ∀x ∈ Re. An
inverse x⊗−1 that satisfies x ⊗ x⊗−1 = x⊗−1 ⊗ x = 0 exists for any x ∈ R. In other
words, algebra Rpath is a semiring in terms of algebraic structure.
For this algebra, we may also define matrix operations. LetMn(Re) be the set of all
n× n matrices whose entries belong to Re. The two binary operations onMn(Re) are
defined as follows:
A⊕ B ≡ [aij ⊕ bij] and A⊗ B ≡
[
n⊕
k=1
aik ⊗ bkj
]
;
and the powers of a matrix are:
A⊗m ≡ A⊗m−1 ⊗A and A⊗0 ≡ E,
where E is the unit matrix of Mn(Re), whose element eij equals the unit element e if
i = j and the zero element e otherwise. E also satisfies E⊗ A = A⊗ E = A for any
matrix A ∈ Mn(Re).
Having defined algebra Rpath, we now state that every model of (17)-(19) can be
written in a unified manner:
µd = W⊗ µd ⊕ ed (20)
where W ≡ [wij] ∈ M|N |(Re) is the link weight matrix, and ed is the column vector,
corresponding to node d, of E. Eq.(20) is consistent with each model of (17)-(19) when
defining the set Re, operations ⊕,⊗, and elements of the link weight matrix according
to Table 13. Operation ⊕ for the NGEV assignment can be interpreted as a generaliza-
tion of the min function min{x, y} for the SP assignment so that it returns the expected
minimum cost.
Furthermore, we observe a certain similarity between Eq.(20) and a system of linear
equations µ = Wµ+ e in ordinary matrix algebra. It naturally follows that, regardless
of which model we use, Eq.(20) can be solved in an analogous manner to that for the
ordinary system of linear equations: if the sequence of powers of W is convergent, by
recursively substituting Eq.(20) itself into the right-hand side of (20), we have (herein
3 We herein define node-specific operations ⊕i,⊗i, ∀i ∈ N , so as to describe the node-specific scale
parameter of the NGEV assignment. The corresponding matrix operations are:
A⊕ B ≡ [aij ⊕i bij] and A⊗ B ≡
[
n⊕
k=1
iaik ⊗i bkj
]
.
For the SP and logit cases, we simply assume ⊕i ≡ ⊕,⊗i ≡ ⊗, ∀i ∈ N .
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Table 1: Definitions of algebra Rpath for MTA models.
Definition Shortest path Logit Network GEV
Re R∪ {∞} R∪ {∞} R∪ {∞}
x⊕i y min{x, y} − 1θ ln[exp(−θx) + exp(−θy)] − 1θi ln[exp(−θix) + exp(−θiy)]
x⊗i y x + y − 1θ ln[exp(−θx) · exp(−θy)] − 1θi ln[exp(−θix) · exp(−θiy)]
wij
 cij ij ∈ L∞ ij 6∈ L
 cij ij ∈ L∞ ij 6∈ L
 cij − 1θi ln αji ij ∈ L∞ ij 6∈ L
we omit the superscript d for µ and e as Eq.(20) has the same structure for all d ∈ D):
µ = e⊕W⊗ µ = e⊕W⊗ [e⊕W⊗ µ]
= [E⊕W]⊗ e⊕W⊗2 ⊗ µ = [E⊕W]⊗ e⊕W⊗2 ⊗ [e⊕W⊗ µ]
= [E⊕W⊕W⊗2]⊗ e⊕W⊗3 ⊗ µ
= · · ·
= [E⊕W⊕W⊗2 ⊕W⊗3 ⊕ · · · ]⊗ e. (21)
That is, solving Eq.(20) reduces to calculating a matrix power series of W under the
algebraRpath, which yields the (expected) minimum cost µ. Once µ is obtained, we can
compute the link choice probability matrix P, and finally the link flows x through (16)
and (9).
Note that, as long as the operations and link weight matrix are appropriately de-
fined, any MTA models (e.g. Mai et al., 2015; Oyama and Hato, 2017) other than SP,
logit, and NGEV can be solved in the same manner, and Eq.(21) always returns the
corresponding expected minimum cost for each model. With respect to other various
traditional path problems that have the same algebraic structure, see Carré (1979) and
Baras and Theodorakopoulos (2010); in addition, see Baccelli et al. (1992) and Heider-
gott et al. (2014) for the Max-Plus algebra, which is a particular instance of the path
algebra.
4.3. Illustrative Example
To show that the MTA operation discussed in the previous subsection is actually com-
patible with the NGEV assignment, we present an illustrative example. In this example,
we compare two assignment models, logit and NGEV, respectively with two differ-
ent loading modules, MTA and Dial’s algorithm (Dial, 1971) (which we refer to herein
as simply ‘Dial’ for simplicity). The NGEV assignment with MTA, which this paper
proposes, addresses the limitations of the NGEV assignment with Dial (Papola and
Marzano, 2013) as well as of logit assignment models.
Several different parameter settings are tested for NGEV assignments. To summa-
rize, the following four cases are tested (with both Dial and MTA, i.e., eight scenarios
in total):
• Model 1: Logit assignment, i.e., θi ≡ 1, ∀i ∈ N , αji ≡ 1, ∀ij ∈ L;
• Model 2: NGEV assignment with θi ≡ D
d(o)
Dd(i) , ∀i ∈ N , αji ≡ 1|B(j)| , ∀ij ∈ L;
• Model 3: NGEV assignment with θi ≡ pi√3Dd(i) , ∀i ∈ N , αji ≡
1
|B(j)| , ∀ij ∈ L;
• Model 4: NGEV assignment with θi ≡ pi√6Dd(i) , ∀i ∈ N , αji ≡
1
|B(j)| , ∀ij ∈ L,
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where Dd(i) is the shortest route cost from node i to destination d, and the parameter
settings for Models 3 and 4 follow Papola and Marzano (2013).
Fig. 3 shows a simple cyclic network used for the example, where the number as-
sociated with each link on the network indicates the link cost cij. We set a unit demand
flow qdo = 1.0 for a single OD pair (1, 9). Table 2 reports the loading results of the eight
scenarios, indicating the computed link flows (or flow rates as the OD flow equals 1.0).
As known, Dial and MTA assume different path sets, namely, the set of efficient
paths and the universal set, and therefore, their results are different from each other.
When Dial is used as the loading module, links 4-7, 7-8, 5-8, and 8-9, as well as cyclic
links 8-5 and 6-5, are regarded inefficient and result in zero flows, which is unreason-
able from the behavioral perspective. Since the problem of Dial is caused by the path
set restriction, the NGEV formulation does not contribute to its alleviation. The MTA
provides a solution to this limitation by implicitly taking all feasible paths into account.
However, in the logit case (Model 1), it excessively assigns flows on routes involving
overlaps, and even on cyclic paths. This causes large flows on links 2-5, 4-5, 5-6, 5-8,
8-5, and 6-5 (Model 1 with MTA). The NGEV assignment with MTA addresses the re-
spective problems of Dial and logit-MTA. As shown in Table 2, Models 2-4 with MTA
assign some flows on links 4-7, 7-8, 5-8, and 8-9, and few flows on links 8-5 and 6-5,
which is reasonable. This result indicates that MTA, unlike Dial, is complemented by
the NGEV formulation.
Models 2 and 3 show similar behavior with each other. However, Model 3 is more
efficient because it uses destination-specific scale parameters, whereas Model 2 uses
OD-specific parameters. Their behavior are more deterministic than that of Model 4 as
their scales θ take larger values. This is also why Model 4 with MTA assigns small but
non-negligible flows on cyclic links 8-5 and 6-5.
It is worth noting that the MTA algorithm becomes computationally intractable
when a network includes cyclic structures, as reported in Oyama and Hato (2017, 2019)
with some illustrative examples. Although Dial can alleviate this problem, the conver-
gence of equilibrium assignment with Dial to an exact solution is not ensured due to
the definition of efficient paths (Akamatsu, 1997). Oyama and Hato (2019) proposed an
efficient and flexible path restriction method based on the concept of choice-based prism,
which alleviates the computational intractability of the MTA. They also provided an
experiment to show that the method is well-suited for the NGEV assignment.
*Link cost
Figure 3: A simple cyclic network.
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Table 2: Loading results of eight different scenarios.
Link flow rates
Model Loading 1-2 1-4 2-3 2-5 3-6 4-5 5-6 4-7 5-8 6-9 7-8 8-9 8-5 6-5
1 MTA .29 .71 .06 .23 .06 .63 .83 .08 .41 .71 .08 .29 .20 .18
1 Dial .33 .67 .09 .24 .09 .67 .91 .00 .00 1.0 .00 .00 .00 .00
2 MTA .36 .64 .18 .18 .18 .57 .68 .08 .07 .86 .08 .14 .00 .00
2 Dial .39 .61 .20 .19 .20 .61 .80 .00 .00 1.0 .00 .00 .00 .00
3 MTA .39 .61 .21 .18 .21 .47 .54 .14 .13 .75 .14 .25 .01 .00
3 Dial .46 .54 .27 .19 .27 .54 .73 .00 .00 1.0 .00 .00 .00 .00
4 MTA .45 .55 .27 .18 .27 .37 .43 .19 .15 .69 .19 .31 .03 .01
4 Dial .57 .43 .37 .20 .37 .43 .63 .00 .00 1.0 .00 .00 .00 .00
5. NGEV Equilibrium Assignment
This section presents the formulations for NGEV equilibrium assignment. Given the
NGEV assignment conditions, we first define the NGEV equilibrium assignment, and
then show that its equivalent optimization problem exists. The Lagrangian dual for-
mulation is also presented.
5.1. Assumption and Definition
The NGEV equilibrium assignment is defined based upon the flow-independent NGEV
assignment. In addition to the NGEV assignment conditions (Definition 1), we further
assume a flow-dependent link cost function:
Assumption 1. The generalized link cost c is given as a function of link flows X4, i.e., c ≡
c(X) : R|L|+ → R|L|+ , and the Jacobian of c(X) is symmetric. c(X) is a continuous single-
valued, monotone function, which satisfies:
(c(Y)− c(Y)) · (X − Y) > 0 ∀X 6= Y ∈ R|L| (22)
This assumption along with the NGEV assignment conditions leads to the definition
of NGEV equilibrium assignment:
Definition 2. (NGEV equilibrium assignment) The NGEV equilibrium assignment is math-
ematically defined as a problem finding a solution tuple (c, x, µ) that satisfies (6)-(12) and (22).
5.2. Equivalent Optimization Problem
Having defined the conditions of NGEV equilibrium assignment, we present its equiv-
alent optimization problem. As a preliminary, we first introduce the flow-independent
case, i.e., NGEV assignment, in which the link cost cij is a constant. The equivalent
optimization problem of NGEV assignment (6)-(12) (Definition 1) is formulated as fol-
lows.
Proposition 1. The NGEV assignment conditions (6)-(12) are equivalent to finding x that
solves the following optimization problem [NGEV]:
[NGEV]
min
x≥0
Z(x) ≡ ∑
d∈D
[c · xd − θˆd · Hd(xd)] (23)
s.t., for all d ∈ D:
Axd = qd,
4c(X) is a generalized description and includes the case in which cost cij of link ij is influenced only by
flow Xij of link ij, i.e., c = [cij(Xij)]ij∈L.
15
where
θˆd ≡
[
θˆi ≡ 1
θdi
]
∀i∈N
(24)
Hd(xd) ≡
Hdi (xd) ≡ − ∑
j∈F (i)
xdij ln
xdij
αdjiz
d
i

∀i∈N
(25)
zd ≡
zdi ≡ ∑
j∈F (i)
xdij

∀i∈N
(26)
Proof. The cost function c · xd is convex, and the entropy function (25) is strictly con-
cave. Because the objective function (23) is the sum of a convex function and a strictly
convex function, it is strictly convex5. Moreover, the problem [NGEV] has only linear
constraints and a non-negative condition. Hence, the feasible region of the problem is
a closed, nonempty convex set. The problem [NGEV] is thus a convex programming,
and the Karush-Kuhn-Tucker (KKT) condition is the necessary and sufficient condition
for the optimality.
The Lagrangian of [NGEV] is given by
L(x, µ) ≡ Z(x) + ∑
d∈D
µd · (qd −Axd), (27)
where µ is the Lagrangian multiplier. In stochastic assignments based on the random
utility theory, every alternative (link) is always chosen with a strictly positive (non-
zero) probability. Therefore, the optimal flow must be positive, i.e., x∗ > 0, and the
first-order condition is given by:
x∗ ≡ arg min
x≥0
L(x, µ)⇔ 0 ≤ x∗ ⊥ ∇xL(x∗)⇔ ∇xL(x∗) = 0, (28)
and for all ij ∈ L and d ∈ D, the derivative of Lagrangian with respect to the link flow
is:
∂L
∂xdij
=
1
θi
[
ln
xdij
αdjiz
d
i
+ θi(cij + µdi − µdj )
]
. (29)
Considering (26), we finally obtain
pd∗ij|i ≡
xd∗ij
∑j∈F (i) xd∗ij
= αdjie
−θdi (cij+µdi −µdj ), (30)
and
1 = ∑
j∈F (i)
αdjie
−θdi (cij+µdi −µdj ). (31)
These results are consistent with the NGEV route choice model defined by (6) and (7),
and the Lagrangian multiplier corresponds to the expected minimum cost.
5Although we omit the detailed discussion here, we can easily show the strict convexity by examining
the elements of Hessian matrix. Akamatsu (1997) provided a detailed proof for the case of logit-based
assignment, and our proof is its straightforward extension.
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Owing to the equivalent optimization formulation, we can now show a mathemati-
cal property of the flow patterns computed by the NGEV assignment.
Corollary 1. The globally optimum solution for the problem [NGEV] can be uniquely deter-
mined.
Proof. From the discussion in the proof of Proposition 1, the problem [NGEV] is a
convex programming that has a strictly convex objective function. Thus, the globally
optimum solution can be uniquely determined if a solution exists.
Collary 1 states that the NGEV assignment (6)-(12) always yields a unique flow
pattern for each cost pattern. Next, a straightforward extension of the above discus-
sion leads to the equivalent optimization problem of the flow-dependent case, i.e., NGEV
equilibrium assignment:
Proposition 2. The NGEV equilibrium assignment conditions (6)-(12) and (22) are equiv-
alent to finding x that solves the following optimization problem [NGEV-FD/P]:
[NGEV-FD/P]
min
x≥0
ZFDP (x) ≡ C(X)− ∑
d∈D
θˆd · Hd(xd), (32)
s.t.,
Axd = qd,
X = ∑
d∈D
xd,
where
C(X) ≡ ∑
ij∈L
∫ Xij
0
cij(ω)dω. (33)
Proof. The only difference between [NGEV] and [NGEV-FD/P] is the first term of their
objective functions. Based on Assumption 1 regarding the link cost function, we know
that the first term of the objective function (32), i.e., (33), is strictly convex. Given the
proof of Proposition 1, this is sufficient to prove that [NGEV-FD/P] is a convex pro-
gramming. Then, the KKT condition is the necessary and sufficient condition for the
optimality.
The Lagrangian of [NGEV-FD/P] is given by
L(x, µ) ≡ ZFDP (x) + ∑
d∈D
µd · (qd −Axd), (34)
and ∇xZFDP = [cij(Xij)]ij∈L. Therefore, in the same way as [NGEV], the first-order
condition provides the NGEV equilibrium assignment conditions (6)-(12) and (22).
As shown in (32), the problem [NGEV-FD/P] is a slight modification of the problem
[NGEV]. Only the first term of the objective function (23) is modified into an integral
term, and the second term remains unchanged. Under Assumption 1, a mathematical
property of the problem [NGEV-FD/P] with respect to the uniqueness of solution can
be clarified, similarly to the flow-independent case.
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Corollary 2. The globally optimum solution for problem [NGEV-FD/P] can be uniquely de-
termined.
Proof. From the discussion in the proof of Proposition 2, the problem [NGEV-FD/P] is
a convex programming that has a strictly convex objective function. Thus, the globally
optimum solution can be uniquely determined if a solution exists.
5.3. Dual Formulation
To further discuss the properties of the NGEV equilibrium assignment, we herewith
present the Lagrangian dual formulation of the problem [NGEV-FD/P]. From the dis-
cussion in Proposition 2, we obtain the following Lagrangian dual problem:
max
µd∈Kd,∀d∈D
ZFDD (µ) ≡ minx≥0 L(x, µ) (35)
where Kd is the feasible region of µd, which is defined as follows:
Kd ≡ {µd(c) ∈ R|N ||1 = ∑
j∈F (i)
αdji exp[−θdi (cij + µdj − µdi )] ∀i ∈ N}. (36)
These further reduce to the following maximization problem with the unknown c in-
stead of µ:
Proposition 3. The dual problem of [NGEV-FD/P] is given by the following maximiza-
tion problem [NGEV-FD/D]:
[NGEV-FD/D]
max
c≥c
ZFDD (c) ≡ −C∗(c) + ∑
d∈D
µd(c) · qd, (37)
where
C∗(c) ≡ ∑
ij∈L
∫ cij
cij
c−1ij (ν)dν (38)
and c−1ij (·) is the inverse of the link cost function cij(·).
Proof. By using (30), for all i ∈ N and d ∈ D, the optimal node entropy is obtained by
Hdi (x
d∗) = − ∑
j∈F (i)
xd∗ij ln
pd∗ij|i
αji
= θdi ∑
j∈F (i)
(cij + µdi − µdj )xd∗ij
= θdi
 ∑
j∈F (i)
cijxd∗ij −Mdi (xd∗)
 , (39)
where
Mdi (x
d) ≡ ∑
j∈F (i)
(µdi − µdj )xdij ⇒ 1 ·Md(xd∗) = (A>µd) · xd∗ = µd · (Axd∗). (40)
Substituting (39) and (40) into the Lagrangian (34) of [NGEV-FD/P] yields
L(x∗, µ) ≡ ZFDP (x∗) + ∑
d∈D
µd · (qd −Axd∗) = C(X∗)− c · X∗ + ∑
d∈D
µd · qd. (41)
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Moreover, the following identity equation holds:
c · X∗ − C(X∗) = C∗(c). (42)
Consequently, we obtain [NGEV-FD/D], i.e., the dual problem of [NGEV-FD/P]:
max
µd∈Kd
min
x≥0
L(x, µ) = max
µd∈Kd
L(x∗, µ) = max
c≥c
[−C∗(c) + ∑
d∈D
µd(c) · qd]. (43)
Note that the problem [NGEV-FD/D] has a globally optimum and unique solution
if assuming an one-to-one correspondence between X and c. Furthermore, we obtain
the following lemma concerning the Lagrangian dual problem [NGEV-FD/D]:
Lemma 1. The objective function ZFDD is smooth and concave with respect to c. The gra-
dient ∇cZFDD is given by
∇cZFDD (c) = X(c)− c−1(c) (44)
where X(t) ≡ ∑d∈D xd(t) is the (total) link flow pattern obtained from the NGEV assign-
ment based on link cost pattern t.
Proof. The derivative of ZFDD is
∇cZFDD (c) = ∑
d∈D
∂µd(c)
∂c
· qd − c−1(c). (45)
By taking the logarithm of (7), we have
µdi = −
1
θdi
ln ∑
j∈F (i)
αdjie
−θdi (cij+µdj ), (46)
whose derivative with respect to ckl is
∂µdi
∂ckl
= ∑
j∈F (i)
pdij|i(
∂cij
∂ckl
+
∂µdj
∂ckl
) = δij,kl + ∑
j∈F (i)
pdij|i
∂µdj
∂ckl
, (47)
as ∂c∂c = I, which is an identity matrix. Therefore, with
∂µdd
∂ckl
= 0, ∀kl ∈ L,
∑
i∈N
∂µdi
∂ckl
qid = ∑
i∈N
qid ∑
j′1∈F (i)
pdij′1|i ∑
j′2∈F (j′1)
pdj′1 j′2|j′1 · · · p
d
j′nk|j′n p
d
kl|k
=
(
∑
i∈N
qid ∑
r∈Rik
p(r)
)
pdkl|k
= zdk p
d
kl|k = x
d
kl , (48)
where Rik is the set of all feasible routes between i and k, and by substituting this into
(45), the lemma is proved.
This Lemma 1 shows that the gradient of ZFDD represents the difference between the
link demand function X(c) and the inverse link cost function c−1(c), which may be
interpreted as an excess demand.
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6. Solution Algorithms
This section describes solution algorithms for the NGEV equilibrium assignment. We
first propose an algorithm based on the primal formulation [NGEV-FD/P]: the partial
linearization (PL) method. The PL method is a well-known algorithm used to efficiently
solve the logit equilibrium assignment, and we show that it can also be applied to the
NGEV equilibrium assignment. We then propose another algorithm based on the dual
formulation [NGEV-FD/D]. This dual algorithm is based on the accelerated gradient
projection (AGP) method, which has never been applied in the traffic assignment field
(even to the logit equilibrium assignment). As previously discussed in Section 5, the
main difference between the primal and dual problems is in their unknowns: the link
flow pattern x for the primal problem; and the link cost pattern c for the dual problem.
6.1. Primal Algorithm: Partial Linearization Method
The PL method updates the current solution based on the descent direction vector at
each iteration. The descent direction at the m-th iteration is determined by solving the
following partially linearized subproblem of [NGEV-FD/P]:
min
y≥0
{
Z(y) ≡ ∑
d∈D
[c(x(m)) · yd − θˆd · H(y)] | Ayd = qd, ∀d ∈ D
}
(49)
where the solution y∗ is the auxiliary link flow pattern, and x(m) is the current link
flow pattern at the m-th iteration. The descent direction vector is then given by d =
y∗ − x(m). Note that this subproblem corresponds to the problem [NGEV] based on
link cost pattern c(x(m)); that is, solving (49) is equivalent to the NGEV assignment,
which is performed by the algorithm proposed in Section 4.
Using this, the PL method is summarized as follows:
Partial Linearization
Step 0: Initialization. Set m = 0 and c = c. Perform the NGEV assignment and
obtain the initial solution x(0).
Step 1: Cost update. Update the link cost based on the current solution x(m) by
c(m) := c(x(m)).
Step 2: NGEV assignment for direction finding. Solve the subproblem (49) by per-
forming the NGEV assignment based on the cost pattern c(m), and obtain the
auxiliary flow pattern y(m). Determine the descent direction d(m) = y(m) −
x(m).
Step 3: Step size determination. Determine the step size γ∗ by solving the follow-
ing line search problem:
γ∗ = arg min
0≤γ≤1
ZFDP (x
(m) + γd(m)).
Step 4: Solution update. Update the solution by x(m+1) := x(m) + γ∗d(m)
Step 5: Convergence test. If the convergence criterion holds, stop. Otherwise, set
m := m + 1 and return to Step 1.
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For convex programming, the convergence of the PL method to a unique and globally
optimum solution is guaranteed (Patriksson, 1993).
Note that, for the primal problem [NGEV-FD/P], the MSA is also applicable to the
NGEV equilibrium assignment. The MSA defines the step size γ∗ ≡ 1m+1 at the m-th
iteration instead of solving the line search problem. In general, MSA is not practically
applicable due to the poor convergence. In contrast, the efficiency of PL has been re-
ported in the literature (Patriksson, 1993; Akamatsu, 1997; Lee et al., 2010). We will
later report numerical experiments to show the efficiency of PL compared to MSA for
the NGEV equilibrium assignment.
6.2. Dual Algorithm: Accelerated Gradient Projection Method
Next, we propose an algorithm for efficiently solving the Lagrangian dual problem
[NGEV-FD/D]: an accelerated gradient projection (AGP) method. This algorithm is
based on a gradient (first-order) method because computing the Hessian of ZFDD (c) in
(37) is almost impossible in large-scale networks. It should be noted that even a single
evaluation of the objective function ZFDD (c) or computing the gradient ∇ZFDD requires
performing the NGEV assignment (see Lemma 1), which is computationally expensive
in large-scale networks.
The AGP method is an application of accelerated proximal gradient methods, which
have been developed recently in machine learning field (e.g., Beck and Teboulle, 2009;
Su et al., 2014; O’Donoghue and Candes, 2015). These accelerated methods are based
on the seminal study by Nesterov (1983), which showed that a minor modification (the
choice of step size and the addition of an extra momentum step) of the gradient meth-
ods achieves the known complexity boundΩ(1/k2), i.e., in the worst case, any iterative
method based solely on the function and gradient evaluations cannot achieve a better
accuracy than Ω(1/k2) at iteration k.
For the NGEV equilibrium assignment, the dual algorithm considers the following
projection problem at each iteration:
c(m+1) := arg min
c∈C
(
−ZFDD (c(m))−∇cZFDD (c(m)) · (c− c(m)) +
1
2s
||c− c(m)||2
)
≡ ProjC
(
c(m) + s∇cZFDD (c(m))
)
(50)
where s should be chosen so as to satisfy 0 < s ≤ 1/L, for the convergence of the
algorithm, and L is a Lipschitz constant of∇cZFDD . From Lemma 1, the gradient∇cZFDD
of the problem [NGEV-FD/D] can be obtained by performing the NGEV assignment.
Thus, considering the feasible region C of c, we can see that the projection operation in
(50) reduces to:
c(m+1) := ProjC
(
c(m) + s(X(c(m))− c−1(c(m))
)
=
〈
c(m) + s(X(c(m))− c−1(c(m)))
〉
c+
(51)
where b = 〈a〉c+ denotes the following element-wise operation bij = max{aij, cij},
∀ij ∈ L, and cij denotes the free-flow travel cost of link ij.
Whereas the gradient projection (GP) method simply iterates updating the current
solution by (51) with an arbitrary chosen value of s, the AGP method modifies the
updating phase of GP using a momentum term. The AGP method for [NGEV-FD/D] is
summarized as follows:
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Accelerated Gradient Projection
Step 0: Initialization. Set: m := 0, j := 0, c(0) := c, b(0) := c, t0 := 1, 0 < s ≤ 1/L,
mmax, mmin ∈N+.
Step 1: NGEV assignment. Assign the OD-flows {qd, ∀d ∈ D} by the NGV as-
signment based on the current link cost pattern b(m), which yields a link flow
pattern X(m) ≡ ∑d∈D xd(m).
Step 2: Updating. Update the current solution using a momentum term.
c(m+1) := Projc
(
b(m) + s∇cZFDD (b(m))
)
= [b(m) + s(X(m) − c−1(b(m)))]c+, (52)
tj+1 =
1+
√
1+ 4t2j
2
, (53)
b(m+1) = c(m+1) +
tj − 1
tj+1
(c(m+1) − c(m)). (54)
Step 3: Adaptive restart. If the restart criterion hold, j := 0. Otherwise, j := j + 1.
Step 4: Convergence test. If the convergence criterion holds, stop. Otherwise, set
m := m + 1 and return to Step 1.
A few remarks are in order here. First, as the restart criterion for the adaptive restart,
this paper uses the function scheme: for j ≥ kmin,
ZFDD (c
(m+1)) < ZFDD (c
(m)) (55)
where kmin is the minimum number of iterations to restart, i.e. the adaptive restart never
occurs if j is smaller than kmin. Other schemes are also available as listed in O’Donoghue
and Candes (2015). Second, the step size s can be adjusted at each iteration by using a
backtracking procedure described in Beck and Teboulle (2009). Specifically, at the m-th
iteration, we find the smallest non-negative integer im such that, with s = ξ im sm−1,
ZFDD (ps(b
(m))) ≤ Qs(ps(b(m)), b(m)) (56)
where
ps(b(m)) ≡ Projc
(
b(m) + s∇cZFDD (b(m))
)
, (57)
Qs(x, y) ≡ ZFDD (y) + (x− y) · ∇cZFDD (y) +
1
2s
||x− y||2. (58)
In numerical experiments in the next section, this backtracking procedure is actually
applied, and a comparison of the cases with and without the procedure is provided in
Appendix A.
7. Numerical Experiments
This section presents numerical experiments of the NGEV equilibrium assignment to
show the computational performances of the algorithms proposed in Section 6. In the
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experiments, we use the Sioux Falls network data provided by Transportation Net-
works for Research Core Team (2016). The network data contain 24 nodes, 76 links, 576
OD pairs, and 360,600 trips. Considering the original trip demand q, we tested another
two demand levels, 1.5q (540,900 trips) and 2.0q (1,081,800 trips), to examine how the
convergence processes are affected by the congestion level of the network. We set the
parameters of the NGEV route choice model as θi = pi√3Dd(i) , ∀i ∈ N and αji =
1
|B(j)| ,
∀ij ∈ L, which are the same as Model 3 described in Section 4.3, and implemented the
MTA as the loading module. The function cij(Xij) = cij[1+ (
Xij
κij
)4] is adopted as the link
cost function of each link, where cij is the free-flow link cost and κij is the link capacity,
both of which are provided along with the network data.
To check the convergence of the NGEV equilibrium assignment, for the link flow
and cost, we define the values at convergence (X∗, c∗) and at the m-th iteration (X(m), c(m)).
We then define the relative differences ηx ≡ maxij∈L |X
(m)
ij −X∗ij|
X∗ij
and ηc ≡ maxij∈L |c
(m)
ij −c∗ij|
c∗ij
for the actual convergences of the problems [NGEV-FD/P] and [NGEV-FD/D], respec-
tively.
To solve the line search problem in the PL method (Step 3), we used the golden
section method with a threshold of 10−10. As for the hyperparameters of the AGP
method, we set kmin = 50 and applied the backtracking procedure with ξ = 0.95.
Note that all the experiments described in this paper have been executed using a
personal computer powered by a 2.8 GHz CPU and equipped with 16 GB of memory.
7.1. Primal Algorithms Convergence
Fig. 4 shows the convergence processes of the primal algorithms, MSA as a baseline,
and PL, with the three different demand levels {q, 1.5q, 2.0q}, based on the relative dif-
ference measure ηx. We observe that both algorithms properly move toward conver-
gence with all demand levels. However, MSA is not practically usable because it is
slow to converge, and ηx remains above 10−2 even after 250 iterations. In contrast, PL
always converges more quickly and achieves considerably smaller values of ηx. How-
ever, the influence of the demand level on the convergence is not negligible. Whereas
PL achieves ηx = 10−6 within 50 iterations in the case with q, it does not achieve the
same level of accuracy even after 250 iterations when the demand level is higher (1.5q
and 2.0q cases).
7.2. Dual Algorithms Convergence
Fig. 5 shows the convergence processes of the dual algorithms, GP as a baseline, and
AGP, with the three different demand levels {q, 1.5q, 2.0q}, based on the relative differ-
ence measure ηc. For GP, we have to choose the step sizes s. After some trials, we set
them in this experiment to s = 10−5. For AGP, we apply the backtracking procedure,
the effectiveness of which is proved though a sensitivity analysis in Appendix A. Al-
though it seems that both algorithms move toward convergence, the improvements of
GP are substantially slower. AGP converges quickly, and the convergence speed seems
to be unaffected by the demand level. This result clearly shows the efficiency of the
AGP method, i.e., the modification of the updating phase by a momentum significantly
improves the computational performance.
7.3. Primal-Dual Algorithms Comparison
We finally show a comparison between the algorithms for both primal and dual prob-
lems together. To this end, we focus here on the objective value and its trajectory to
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Figure 4: Convergence processes of MSA and PL with different demand levels.
the convergence for each algorithm because the optimal values of the objectives (Z∗)
of the primal and dual problems are in theory consistent. In this experiment, PL and
AGP (with backtracking) achieve the same objective values at 10−10 or a smaller order
of the relative difference |Z
FD∗
P −ZFD∗D |
ZFD∗D
for each demand level of {q, 1.5q, 2.0q}. To compare
the algorithms in terms of their computational efficiency, we set the x-axis to the CPU
time during this experiment. The results are shown in Figs. 6-8 for the three different
demand levels.
With the original demand level q (in Fig. 6), PL is the fastest to achieve the optimal
objective value. AGP is as fast as or slightly slower than MSA until reaching a certain
level of difference to Z∗, but afterward, AGP shows a better convergence than MSA as
expected. GP is clearly less efficient than the other algorithms in this case.
As the demand level increases, i.e., the network becomes more congested, the dual
algorithms GP and AGP show their advantages. In the case with 1.5q (in Fig. 7), PL and
AGP outperform the benchmarks MSA and GP. Although this case shows that AGP is
slightly more efficient than PL, with 2.0q (Fig. 8) the greater performance of the dual
algorithms is clear. AGP is clearly more efficient than the other algorithms, and even
GP is comparable to PL.
7.4. Discussion
To summarize, the numerical examples showed the better performance of PL and AGP,
which we proposed in this study, as compared to the benchmarks MSA and GP. This
suggests the practical application of the proposed algorithms to solve equilibrium traf-
fic assignment problems. Moreover, the primal-dual algorithm comparison clarified
their complementary relationship. PL was more efficient than AGP in the case with the
original demand level, but its performance declined with an increase in the demand
level. In contrast, AGP was not affected by the demand level, and it outperformed PL
when the network had higher demand levels. This comes from the difference in the
unknown variables that the algorithms seek to find: link flow pattern x in the primal
algorithm and link cost pattern c in the dual algorithm. Whereas the scale of the link
flow values was directly affected by the demand level, the link cost values were less
susceptible to the increase in the demand level.
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8. Concluding Remarks
This paper provided a novel framework of Markovian traffic equilibrium assignment,
i.e., the NGEV equilibrium assignment. Although the NGEV route choice model that
captures the path correlation without explicit path enumeration was recently proposed
by Hara and Akamatsu (2012, 2014) and Papola and Marzano (2013), it has never been
applied in the stochastic equilibrium assignment due to the lack of an adequate theo-
retical development and of an efficient assignment algorithm.
We first introduced and reformulated the NGEV route choice model to connect to
the Markovian traffic assignment formulation of Akamatsu (1997). Noticing that the
NGEV assignment shares a common algebraic structure with the MTA models (Floyd,
1962; Warshall, 1962; Akamatsu, 1996; Fosgerau et al., 2013), we provided a path al-
gebra based on the work by Carré (1979). The algebra provided a unified perspective
to the MTA models including the NGEV assignment, and it was shown that any MTA
model could be formulated and solved by the same system of equations under the alge-
bra. The compatibility of the NGEV assignment with MTA loading was shown through
an illustrative example. We demonstrated that the NGEV assignment with MTA alle-
viates the limitations of the Dial-based NGEV assignment as well as of the logit-based
assignment.
We then provided the definition and formulations of the NGEV equilibrium assign-
ment. The equivalent optimization problem was formulated by extending the link-
based traffic assignment model of Akamatsu (1997), based upon which the unique-
ness of the solution was proved. We also presented the Lagrangian dual formulation
that solves the NGEV equilibrium assignment in the space of link cost variable. It was
shown that the gradient of the dual objective function can be computed as the differ-
ence between the link demand function (i.e. flow-independent NGEV assignment) and
the inverse link cost function.
We finally proposed solution algorithms for both the primal and dual formulations
of the NGEV equilibrium assignment. The primal algorithm is based on the link-based
PL method, which has been applied only to the logit-based assignment (Akamatsu,
1997; Lee et al., 2010). The dual algorithm is based on the accelerated gradient methods
that have been developed recently in the machine learning field (Nesterov, 1983; Beck
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and Teboulle, 2009). This study was the first to investigate the use of the accelerated
gradient methods in the traffic assignment field. The numerical experiments demon-
strated the excellent performance of the proposed algorithms, and moreover, it was
shown that the primal and dual algorithms are complementary to each other. The PL
method was more efficient than the AGP method in the case with the original demand
level, but the performance of PL declined with an increase in the demand level. In con-
trast, AGP was unaffected by the demand level, and in fact outperformed PL when the
network had higher demand levels than the original demand. These results suggest
that the proposed algorithms can be used in practice and selected depending on the
network congestion level.
To conclude, this paper provided a novel framework of the NGEV-based Markovian
traffic equilibrium assignment: an algebra that unifies the MTA models, mathemati-
cal formulations, and solution algorithms. Based on the development of NGEV route
choice models in the literature (Hara and Akamatsu, 2012, 2014; Papola and Marzano,
2013; Mai, 2016), our contributions open up the applicability of NGEV-based models in
the traffic assignment context. The framework can also be applied not only to vehic-
ular networks, but also to various types of networks, such as transit networks based
on frequency (e.g., Lam et al., 1999; Ma and Fukuda, 2015) or with a timetable (e.g.,
Nielsen and Frederiksen, 2006; Nuzzolo et al., 2001), urban pedestrian networks (e.g.,
Oyama and Hato, 2016, 2018), and activity-based networks (e.g., Zimmermann et al.,
2018). It should be noted that, although the MTA models are mathematically rigid,
they generally require more computational effort than Dial’s model. This may be cru-
cial in practical application to large-scale networks. To make them more operational,
the network reduction methods for the MTA models (Oyama and Hato, 2019; Kazagli
et al., 2020) can be integrated into the NGEV assignment. Our future works include the
application to large-scale networks, the development of parameter estimation methods,
and empirical analyses.
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Appendix A. Incorporating Backtracking Procedure
The AGP method relies on an arbitrary chosen step size s, which influences the perfor-
mance of the algorithm. Incorporating the backtracking procedure into AGP addresses
a solution to this limitation. In Fig. A.9, we compare different step sizes for AGP and a
case with backtracking, where the demand level is q. When we set s to a relatively large
value (s = 10−5 or 5 · 10−6), the solution improves quickly at the beginning, but later
vibrates, and ηc does not become smaller than a certain level. By contrast, a smaller
step size (s = 10−6) works better in terms of convergence. The solution improvement is
not as fast as the cases with larger step sizes but seems to be smooth until convergence.
However, in any case, the step size s is still arbitrary, and we will not know if there
exist better values unless we conduct a number of trials. The backtracking procedure
in (56)-(58) solves this problem and achieves a fast and smooth solution improvement
because it continues updating the step size s during the iterations. As shown in Fig.
A.9, AGP with backtracking improves the solution more quickly than the case with a
small step size (s = 10−6) at the beginning, and then converges smoothly, achieving a
higher quality solution (with ηc < 10−5) than the other cases.
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In addition, Fig. A.10 shows how the step sizes are updated by backtracking during
the iterations, with three different demand levels tested in the numerical experiments
in Section 7. This clearly demonstrates the benefit of the backtracking procedure: it
allows for a fast update of the solution with large step sizes at the beginning, and later
enables a stable search for the optimal solution with small step sizes.
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Figure A.10: Step size updates in backtracking.
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