During spatial navigation, the head orientation of an animal is encoded internally by neural persistent activity in the head-direction (HD) system. In computational models, such a bell-shaped "hill of activity" is commonly assumed to be generated by recurrent excitation in a continuous attractor network. Recent experimental evidence, however, indicates that HD signal in rodents originates in a reciprocal loop between the lateral mammillary nucleus (LMN) and the dorsal tegmental nucleus (DTN), which is characterized by a paucity of local excitatory axonal collaterals. Moreover, when the animal turns its head to a new direction, the heading information is updated by a time integration of angular head velocity (AHV) signals; the underlying mechanism remains unresolved. To investigate these issues, we built and investigated an LMN-DTN network model that consists of three populations of noisy and spiking neurons coupled by biophysically realistic synapses. We found that a combination of uniform external excitation and recurrent cross-inhibition can give rise to directionselective persistent activity. The model reproduces the experimentally observed three types of HD tuning curves differentially modulated by AHV and anticipatory firing activity in LMN HD cells. Time integration is assessed by using constant or sinusoidal angular velocity stimuli, as well as naturalistic AHV inputs (from rodent recordings). Furthermore, the internal representation of head direction is shown to be calibrated or reset by strong external cues. We identify microcircuit properties that determine the ability of our model network to subserve time integration function.
Introduction
The rat's limbic system contains head-direction (HD) cells (Ranck, 1984; Taube et al., 1990a) that signal the animal's directional heading. The preferred directions of HD cells distributed uniformly between 0 and 360°. The firing properties are not affected by the animal's spatial location or ongoing behavior and are independent of the local geomagnetic field (Taube et al., 1990b; Goodridge and Taube, 1995; Goodridge et al., 1998; Knierim et al., 1998) . HD cells could maintain their directional firing even in darkness (Goodridge et al., 1998) . As long as the animal is not disoriented, the preferred direction of an HD cell is well defined according to the relative orientation of the animal with respect to the familiar stable landmarks. The rotation of a salient visual cue in a controlled environment results in an almost equal rotation of the preferred directions of all HD cells (Taube et al., 1990b) . These properties endow HD neurons with the functional ability of signaling the rat's sense of direction during spatial navigation.
Head-direction cells have been discovered in several interconnected brain areas in rats (for more details, see Blair and Sharp, 2001; Sharp et al., 2001a; Taube and Bassett, 2003) , including the postsubiculum (PoS) (Ranck, 1984; Taube et al., 1990a) , the anterior thalamic nucleus (ATN) (Blair and Sharp, 1995; Taube, 1995) , the lateral mammillary nucleus (LMN) (Blair and Sharp, 1998; Stackman and Taube, 1998) , and the dorsal tegmental nucleus (DTN) of Gudden (Sharp et al., 2001b) . This naturally raises the question of which areas are the primary sources of the head-direction signal. Lesions of ATN abolish the directional tuning in the postsubiculum but not the reverse (Goodridge and Taube, 1997) . Bilateral, but not unilateral, lesions of the LMN abolish the head-direction signal in the ATN (Tullman and Taube, 1998; Blair et al., 1999) . Lesions in the DTN abolish directional firing in the ATN (Bassett and Taube, 2001a) . These studies suggest that the head-direction signal may be generated at the level of the LMN-DTN complex. Furthermore, via the nucleus prepositus hypoglossi (nPH), the DTN receives vestibular inputs that carry the angular head velocity (AHV) signal (Lannou et al., 1984; Khalsa et al., 1987) , and cells that are tuned to angular head velocity were found in the LMN (Stackman and Taube, 1998) and the DTN (Bassett and Taube, 2001b; Sharp et al., 2001b) . Therefore, the LMN-DTN complex is well positioned to integrate the idiothetic (self-motion) signals to produce an internal representation of the head direction. Several network models have been proposed to explain the mechanism of head-direction signals (Skaggs et al., 1995; Redish et al., 1996; Zhang, 1996; Goodridge and Touretzky, 2000; Rubin et al., 2001; Sharp et al., 2001a; Stringer et al., 2002; Xie et al., 2002) . Most models shared similar circuit architecture, in which HD cells are labeled by their preferred directions on a ring and interact with each other through local excitation and lateral inhibition (the "Mexican-hat" connectivity) to produce bell-shaped persistent activity patterns, or "bump attractors." The direction is thus encoded and maintained by the peak location of a stable persistent activity pattern. This scenario has also been used to model several other neural systems encoding continuous variables (Wang, 2001 ), e.g., spatial working memory (Camperi and Wang, 1998; Compte et al., 2000; Renart et al., 2003) . However, previous models differed in how to integrate self-motion information to update the internal representation (angular path integration). In one approach, an asymmetric component is added to the synaptic connections (Redish et al., 1996; Zhang, 1996) , and the strength of the asymmetric component is determined by angular head velocity. This scenario is not biologically plausible because it requires instantaneous change of synaptic connections. In another approach (Skaggs et al., 1995; Zhang, 1996; Goodridge and Touretzky, 2000; Stringer et al., 2002) , the network is hardwired and contains "rotation" neurons that receive angular head velocity inputs and, through offset connections to HD cells, are able to move the activity pattern with a speed controlled by AHV. Recently, Xie et al. (2002) , following an original suggestion by Zhang (1996) , examined this scenario in a "double-ring" model with firing-rate neurons. In particular, the authors showed that the network is able to update HD with a wide range of AHVs.
Previous HD models rely on recurrent excitation. Interestingly, anatomical studies of the LMN-DTN complex (the candidate substrate for HD signal generation) have so far failed to reveal recurrent collaterals in the LMN body (Ramon y Cajal, 1911; Allen and Hopkins, 1988) . This raises the conceptual question of whether a continuous attractor network can be realized without recurrent excitation. Moreover, existing models are firing-rate models in which neurons are characterized by spike firing rate and simple network connectivity. To assess the network stability (a major issue for this kind of recurrent circuits) and to help elucidate cellular and circuit mechanisms that underlie neural activity recorded from behaving animals, it is necessary to develop spiking neuron network models in which single cells and synapses are biophysically realistic and microcircuit properties are quantitatively defined. In this paper, we report such a model for the reciprocal loop between excitatory neurons in the LMN (Allen and Hopkins, 1988) and GABAergic inhibitory neurons in the DTN (Allen and Hopkins, 1989) . The objectives are twofold. First, we identify microcircuit properties in our LMN-DTN model that are required and sufficient for generating the observed persistent activity and selectivity (tuning) of HD cells. Second, we investigate how such a neural network can serve angular path integration function in the HD system.
Materials and Methods
Network architecture. Our model (Fig. 1 ) contains one population of excitatory cells (LMN, with N E ϭ 1024 neurons) and two populations of inhibitory cells (DTN, with N I 1 ϭ 1024 and N I 2 ϭ 1024 neurons, respectively). The choice of N E ϭ N I 1 ϭ N I 2 is rather arbitrary and is used for the sake of simplicity in computer simulations. The two inhibitory populations form mirror-symmetric images of each other (for details, see below) and play the role of rotation cells as in the model by Skaggs et al. (1995) . Neurons in each population are labeled by their preferred directions and distribute uniformly along a ring. For the jth neuron in population ␣, its preferred direction (in degrees) is j ϭ 360(j/ N ␣ ), where ␣ ϭ E, and I 1 , I 2 represent the excitatory population, rightward-and leftward-projecting inhibitory populations, respectively. The connection between two neurons (in the same or different populations) depends only on the difference of their preferred directions. In our model, we define the synaptic conductance from cell i of population ␣ to cell j of population
is the maximal conductance from any neuron in population ␣ to any neuron in population ␤. The weight function W ␤4␣ is given by the following expression:
where B is the normalization factor determined by 1/360Њ ͐ 0Њ 360Њ W ( j Ϫ i ) d i ϭ 1. Here, 0 is the offset angle (weight function W is maximal when ϭ 0 ), and is the width (in degrees).
LMN receives inhibitory inputs from DTN (Allen and Hopkins, 1989 ). In the model, we include connections from the two inhibitory popula- Figure 1 . Network architecture. A, The network consists of three cell populations: one excitatory (square; E) and two inhibitory populations (circle; I 1 , rightward-projecting population; I 2 , leftward-projecting population). Cells are labeled by their preferred directions. The two inhibitory populations form mirror copies of each other. No recurrent excitation between cells in the E population. Excitatory cells send strongest excitation to neurons with the same preferred direction in I 1 and I 2 populations. Inhibitory cells in the I 1 population send strongest inhibition to excitatory cells on the right side, whereas neurons in the I 2 population send strongest inhibition to excitatory cells on the left side. Connections between inhibitory neurons are not shown. All cells in the E population receive external excitatory inputs (data not shown) simulated as uncorrelated Poisson spike trains with fixed rates. Afferent inputs carrying AHV information are modeled as uncorrelated Poisson spike trains to cells in the I 1 and I 2 populations. The rates of the Poisson spike trains are the same for neurons in the same population (b 0 ϩ b 1 for the I 1 population; b 0 Ϫ b 1 for the I 2 population). The AHV-modulated component b 1 is proportional to the rat's AHV, whereas the AHV-independent component b 0 is the rate when AHV ϭ 0. B, Weight functions of the connections shown in the top. Solid line, I 1 3 E; dashed line, I 2 3 E; dotted line, E 3 I 1 (E 3 I 2 ). and W E 4 I2 are characterized by 0 (Fig. 1) . Intuitively, an excitatory cell with preferred direction receives strongest inhibition from an I 1 (rightwardprojecting) inhibitory cell with preferred direction Ϫ 110°and an I 2 (leftward-projecting) inhibitory cell with preferred direction ϩ 110°. The offset but mirror-symmetric connections from the two inhibitory populations to the excitatory population are critical for angular path integration. No recurrent connections are included between excitatory neurons because of the paucity of recurrent collaterals inside LMN (Ramon y Cajal, 1911; Allen and Hopkins, 1988) . To guarantee the discharge of the excitatory neurons, we also include external excitatory inputs modeled as uncorrelated Poisson spike trains of which the rates are the same for all excitatory cells (set to 1800 Hz).
DTN receives excitatory inputs from LMN (Liu et al., 1984; Allen and Hopkins, 1990) . We include connections from the excitatory population to the two inhibitory populations, and the corresponding weight functions W I1 4 E and W I2 4 E are characterized by 0 (Fig. 1) . This means that neurons in the two inhibitory populations receive strongest connection from those excitatory neurons with the same preferred direction. Each inhibitory cell population is connected to both itself and to the other inhibitory population. The parameters for the corresponding weight functions are 0
, and I 1 4 I 1 ϭ I 2 4 I 2 ϭ 257.8°. The two inhibitory populations also receive external excitatory inputs modeled as uncorrelated Poisson spike trains. The rates of the spike trains are modulated by angular head velocity (for details, see below) and are the same for neurons in the same population. Note that these inputs do not represent vestibular input itself (which is an acceleration signal) but afferent to DTN, which envoys information about angular head velocity, because upstream brain regions have already integrated an acceleration signal into a velocity signal (Lannou et al., 1984; Khalsa et al., 1987; McCrea et al., 1999) .
Neurons and synapses. Both excitatory and inhibitory neurons are described by a leaky integrate-and-fire (LIF) model (Tuckwell, 1988; Compte et al., 2000; Brunel and Wang, 2001 ). The time evolution of the membrane potential V m (t) of a single neuron follows this equation:
where C m is the membrane capacitance, 0.5 nF for excitatory cells and 0.2 nF for inhibitory cells; g L is the leak conductance, 0.025 S for excitatory cells and 0.02 S for inhibitory cells; and V L is the resting potential, Ϫ70 mV for both excitatory and inhibitory cells. When the membrane potential of a neuron reaches a threshold (Ϫ50 mV for both excitatory and inhibitory cells), a spike is fired, and the membrane potential returns to a reset potential (Ϫ60 mV for both excitatory and inhibitory cells). Right after a spike, the membrane potential stays at the reset potential for a fixed time period (refractory period, 2 ms for excitatory cells and 1 ms for inhibitory cells). The last term I syn (t) in the last equation represents the total synaptic current flowing into the cell. Every neuron receives both recurrent (from neurons in the network) and external synaptic input. In our model, external synaptic inputs are exclusively excitatory and mediated by AMPA receptors. Recurrent synaptic currents include both excitatory (glutamatergic) and inhibitory (GABAergic). The recurrent EPSCs have two components, mediated by AMPA and NMDA receptors, respectively.
The AMPA-mediated (excitatory) synaptic current (both external and recurrent) is given by 
where ␦(t Ϫ t k ) is the Dirac ␦ function, and t k is the spike time of the presynaptic (excitatory) neuron. When a spike is fired by presynaptic neuron at time t k , the gating variable jumps instantaneously by 1; otherwise, it decays exponentially with a time constant of AMPA (set to 2 ms). Similar to AMPA-mediated synaptic current, the GABA-mediated (inhibitory) synaptic current is given by 
which means that s GABA decays exponentially with a time constant GABA (we used 10 ms) unless a spike is fired (at time t k ) by the presynaptic neuron (under which s GABA jumps by 1 instantaneously). The NMDA-mediated synaptic current is given by the following:
where g NMDA represents the maximal conductance, V E ϭ 0 mV is the reversal potential, and s NMDA is the gating variable. Here,
is the magnesium block (Jahr and Stevens, 1990) For external AMPA currents, presynaptic spike train is modeled as a Poisson process with a rate ext that is the same for all neurons in each population. The rate for cells in the excitatory population is fixed at 1800 Hz, whereas the rates for cells in the two inhibitory populations are modulated by angular head velocity (for details, see below). The maximal conductance g ext AMPA is 0.0057 S for excitatory cells and 0.0035 S for inhibitory cells.
As described above, the maximal conductance from cell i of population ␣ to cell j of population ␤ is given by
␣ is the maximal conductance from any neuron in population ␣ to any neuron in population ␤, and W ␤4␣ ( j Ϫ i ) is the weight function (see above). In most simulations, only NMDA currents were included in the excitatory-to-inhibitory (E-to-I ) excitations. The maximal conductances between excitatory neurons were set to G E 4 E NMDA ϭ G E 4 E AMPA ϭ 0 . The maximal conductance from excitatory cells to neurons in the two inhibitory populations were set to
For the inhibitory conductance from the two inhibitory populations to cells in the excitatory population, we used G E 4 I 1 GABA ϭ (0.35/N I 1 ) S and G E 4 I 2 GABA ϭ (0.35/N I 2 ) S . For the inhibitory conductance between and within each of the two inhibitory populations, we used
In some simulations, we introduced AMPA receptor-mediated synaptic transmission. This was done by keeping the total excitatory charge from unitary EPSC at a holding potential of Ϫ65 mV fixed. Hence, for 50% AMPA and 50% NMDA contributions, we used
For 100% AMPA contribution and no NMDA contribution, we used
Internal representations of head direction and angular head velocity.
Let ⌰ denote the azimuth angle for the head direction of the animal, then ⌰ ខ is the AHV, and ⌰ is the angular acceleration. In a model, let be the internal direction represented by the HD cells, and then is the internal representation of AHV. The choice of depends on the model details. For example, if a model includes several brain regions (LMN, DTN, ATN, and PoS), one would need to decide which structure most faithfully encodes the animal's HD of the moment. In our model, the peak location of the bell-shaped activity profile of the excitatory population provides a natural choice of the internal representation of the animal's instantaneous head direction. It was determined by a population vector scheme (Georgopoulos et al., 1986) , as follows:
where r i is the firing rate of neuron i, of which the preferred direction is i . When a "hill of activity" moves at a constant propagation speed, the latter was used as a natural internal representation of the animal's AHV.
Angular head velocity signal and landmark inputs. We modeled the angular head velocity signal to the network as uncorrelated Poisson spike trains to neurons in the two inhibitory populations. The rates are modulated by rat's AHV and are the same for neurons in the same population. For simplicity, we denoted the frequency of the spike train to the rightward-projecting inhibitory population b 0 ϩ b 1 and that to the leftward-projecting inhibitory population b 0 Ϫ b 1 (Fig. 1) . Here, b 0 is the AHV-independent component and equal to the rate when AHV is zero (d⌰/dt ϭ 0). Throughout this paper, we used b 0 ϭ 1800 Hz. The other component b 1 is AHV modulated. The dependence of the afferent input b 1 (to the model network) on the AHV was determined as follows. First, we calculated the dependence of the traveling velocity (denoted by pop ) of the network activity hill on b 1 . This was done by running a set of simulations, each with a different but constant b 1 . Let us denote the dependence pop ϭ F Ϫ1 (b 1 ), where F Ϫ1 is a function. Next, we obtained the dependence of the b 1 on the traveling velocity of the activity hill (b 1 ϭ F( pop )) by inverting the function F Ϫ1 . Finally, because the traveling speed of the activity hill ( pop ) is the internal representation of the angular head velocity (⌰ ខ ), it has to be equal to the AHV ( pop ϭ ⌰ ខ ). Therefore, the relationship between b 1 and AHV is given by b 1 ϭ F(⌰ ខ ). Given an arbitrary time-varying ⌰ ខ (t), we used this relationship to obtain b 1 (t), which was fed to the network model as the AHV component of the input.
Visual (landmark) inputs are modeled as currents to neurons in the excitatory population, as follows:
where i is the preferred direction of neuron i. The parameter A Ͼ 0 determines the strength of visual inputs, 0 is the allocentric bearing of the landmark (neurons with preferred direction 0 receive strongest visual input), and is the width (range) of the visual input.
Directional tuning curve. The directional tuning curve of a single neuron (firing rate f vs head direction ) has been fitted by the following function (Zhang, 1996) :
where 0 is the preferred direction of this neuron, and A, B, and K are positive parameters. The maximal firing rate is A ϩ Be K , and the directional firing range (base width) is defined as 230°/K. The nonlinear curve fitting was done by using a Levenberg-Marquardt algorithm.
Integrating experimental angular head velocity data. To test whether our model network could integrate real-time angular head velocity data accurately, head-direction data recorded from freely moving rats (courtesy of J. Taube, Dartmouth College, Hanover, NH) were used. The HD time series was sampled at 60 Hz, so the time bin is ϳ16.7 ms. First, we smoothed the head-direction data by averaging over five data points centered at the middle time. Next, we estimated the rat's AHV for each time period of 16.7 ms as the change in head direction divided by the time bin size (16.7 ms), which yielded a time-varying AHV(t) ϭ ⌰ ខ (t). We then used the relationship b 1 ϭ F(⌰ ខ ) (described above) to obtain the AHV component of the input to the model network, b 1 to the rightwardprojecting inhibitory population and Ϫb 1 to the leftward-projecting population. The integration performance of the model network was evaluated by comparing the peak location of the activity hill with the experimental HD time series and quantified by the cumulative error (difference between the two) over time.
Numerical methods. The integration method we used for the differential equations was a second-order Runge-Kutta algorithm with an interpolation scheme for the firing time (Hansel et al., 1998; Shelley and Tao, 2001 ). The time step we used was 0.02 ms. We also used a fast Fourier transform program FFTW (Frigo and Johnson, 1998) for the efficient calculation of synaptic inputs. Random numbers used in the simulation were generated by RngStream (L'ecuyer et al., 2002) . All of the code was written in Cϩϩ and compiled with gϩϩ3.3 (GNU Cϩϩ).
Results

Stationary hill of persistent activity
We first consider the behavior of our model in the absence of sensory and/or self-motion signals. This corresponds to the case in which animal's head direction is held fixed. In our model, it is implemented by setting to zero (b 1 ϭ 0) the AHV component of the external afferent inputs to the two inhibitory populations (see Materials and Methods). In this case, the network quickly (in Ͻ100 ms) settles into a stationary state with a bell-shaped activity profile (Fig. 2 B) . Because of the symmetries of the network (Fig.  1) , the peak of the activity hill can be anywhere in the network (depending on the initial condition); thus, the system can represent any head direction as an analog quantity.
As mentioned in Introduction, there is no synaptic connection between cells in the excitatory population. The hill of activity is generated and maintained by a combination of uniform external excitatory input and structured inhibitory inputs from the two inhibitory populations. This is shown in Figure 2C , in which synaptic currents of different sources in single cells are plotted across the network. The distribution of the external excitation is uniform (red), whereas the distributions of the inhibitory currents from the two inhibitory populations (blue and green) are symmetric with respect to the center of the activity hill (ϳ180°). As a result, the profile of the total synaptic current has a Mexicanhat shape (black) and is symmetric with respect to the center of the activity hill.
Traveling hill of activity with constant velocity
When the angular head velocity, hence the AHV component of the afferent input (b 1 ), is non-zero but constant, the activity hill no longer stays stationary but travels with a constant velocity (Fig. 3B , in which b 1 ϭ Ϫ200 Hz, and the traveling velocity of the activity hill is ϳ489°/s). Intuitively, this result (Fig. 3) can be explained as follows. Because of a stronger external drive (b 0 Ϫ b 1 ϭ 2000 Hz vs b 0 ϩ b 1 ϭ 1600 Hz), neurons in the leftwardprojecting inhibitory population (Fig. 3B , bottom) discharge at higher rates than their counterparts in the rightward-projecting inhibitory population (Fig. 3B, middle) . This imbalance of firing results in stronger inhibitions to neurons on the left side of the excitatory activity hill than to their counterparts on the right side (Fig. 3C , left column, blue vs green) and causes the hill of activity to travel rightward. Figure 4 shows the dependence of the traveling velocity of the activity hill on the afferent input b 1 . Each data point was obtained from a simulation with a constant b 1 , which resulted in a moving activity hill at constant velocity. The traveling velocity of the activity hill depends on b 1 linearly with a slope of Ϫ2511°⅐ s Ϫ1 ⅐ kHz Ϫ1 when ͉b 1 ͉ Յ 0.4 kHz. It saturates to a speed of ϳ1670°/s when ͉b 1 ͉ Ն 0.7 kHz. We denote the inverse of this relationship as b 1 ϭ F(AHV), which can be used to convert an AHV value to the corresponding input to the network b 1 (see Materials and Methods) . Therefore, the model network is able to integrate over a wide range of AHVs, including those expected for a rodent HD system (for an example, see Fig. 10 A) .
HD tuning curves and their AHV modulation
The firing properties of HD cells are characterized by their tuning curves (firing rate vs HD). The tuning curves are often quantified by a Gaussian function or a triangular function. In either case, they are characterized by three parameters: the cell's preferred firing direction, peak firing rate, and firing range (Taube et al., 1990a; Taube, 1995; Stackman and Taube, 1998) . In this section, we compare quantitatively the tuning curves of our model neurons with available experimental data. For LMN HD cells (excitatory cells in our model), Stackman and Taube (1998) reported that the peak firing rate (n ϭ 20) was 69.53 Ϯ 13.67 Hz, ranging from 9.75 to 226.46 Hz. On the other hand, Blair and Sharp (1998) reported that the peak firing rate (n ϭ 23) was 37.2 Ϯ 5.5 Hz. Our simulation result (Fig. 5B, left column) is in the range of Stackman and Taube (1998) . Stackman and Taube (1998) also reported that the directional firing range (defined as the width of the tuning curve at background firing rate) was 168.16 Ϯ 8.04°, ranging from 81.01 to 220.07°. Blair and Sharp (1998) reported that the tuning width (defined as twice the SD of the directional tuning function) was 79.9 Ϯ 3.5°. The firing range of the tuning curve of the excitatory cell in our simulation (Fig. 5C , left column) is in the range of Stackman and Taube (1998) .
Furthermore, the tuning curves of LMN HD cells are known to be modulated by AHV (Blair and Sharp, 1998; Stackman and Taube, 1998) . This observation led us to investigate the AHV modulation of the tuning curves of the neurons in our network. To exclude possible effects from angular acceleration, simulations were run with constant afferent input b 1 (constant AHV). The peak of the hill of activity is equally likely to appear at any direction (the peak is ϳ180°for the example shown here). A, Traces of the membrane potential of three cells from the excitatory population, with preferred directions 134°, 180°, and 227°, respectively. B, Left, Rastergram of the excitatory population (top) and two inhibitory populations (middle and bottom). Abscissa, Time; ordinate, neurons labeled by their preferred directions. Each dot represents a spike. The thick black line in the top plot is the center of the activity profile calculated by the population vector method. Right, Bell-shaped network activity profiles average over a time period of 6 s. C, Synaptic current distribution across three cell populations. From left to right, Synaptic current profiles for the E, I 1 , and I 2 populations, respectively. Red, External current; magenta, recurrent NMDA current; green and blue, recurrent inhibitory currents from the I 1 and I 2 populations; black, total current. All currents, including external, recurrent excitatory, and total inhibitory currents (sum of the inhibitory currents from the I 1 and I 2 populations), are symmetric with respect to the center of the hill of activity, which is ϳ180°. I n (C) Ϫ I syn is plotted. The thick black line in the top plot is the peak of the activity profile calculated by population vector method, which is used as the internal representation of the head direction. The peak of the hill of activity is moving with a constant speed of ϳ489°/s. C, Network synaptic current profiles of the moving hill of activity. From left to right, Profiles for the E, I 1 , and I 2 populations. Red, External current; magenta, recurrent NMDA current; green and blue, recurrent inhibitory current from the I 1 and I 2 populations; black, total current. All of the synaptic currents are calculated at time t ϭ 750 ms (dotted line in top plot of B), when the peaks of the hill of activity are ϳ180°. For excitatory cells, the synaptic current profiles from the two inhibitory populations (green vs blue) are asymmetric with respect to the peak of the hill of activity, as is the total current. I n (C) Ϫ I syn is plotted.
Tuning curves of sample cells were calculated and fitted to a circular Gaussian function (see Materials and Methods). We found that the tuning curves of all three cells (from the excitatory population, rightward-and leftward-projecting inhibitory populations, respectively) were modulated by angular head velocity. For a typical excitatory cell (Fig. 5, left column) , both the peak firing rate and the firing range (base width) increase with the amplitude of the angular head velocity (traveling speed of the activity hill), independent of the head turning directions. On the other hand, for neurons in the two inhibitory populations (Fig. 5 , middle and right columns), both the peak firing rate and the width increase when the amplitude of AHV increases in one direction but decrease when the amplitude of AHV increases in the opposite direction. Neurons from different inhibitory populations (Fig. 5 , middle column vs right column) behave in the opposite way. Note that the velocity sensitivity of inhibitory neurons to head rotation (ϳ0.05 spikes/second per degrees/second) is approximately three times of that of the excitatory neurons.
Concerning the AHV modulation of the peak firing rate of LMN HD cells, Stackman and Taube (1998) reported that increases in angular head velocity were associated with higher firing rates. This finding is replicated with our simulation result (Fig.  5B, left column) . Note that our model has only one excitatory (putative LMN) cell population; because of the symmetries of the model network, the firing range of the tuning curve of the excitatory cell is independent of the head-turning direction (Fig. 5 , left column). Blair and Sharp (1998) reported that there was no significant difference in the peak firing rate of LMN HD cells during ipsiversive versus contraversive head turns, a result that is consistent with our simulations. On the other hand, Stackman and Taube (1998) reported that LMN HD cells on the right side of the brain had higher peak firing rates for clockwise head turns, whereas HD cells on the left side had higher peak firing rates for counterclockwise head turns. Additional experimental studies are needed to resolve these conflicting observations. Furthermore, concerning the AHV modulation of the width of the tuning curves of LMN HD cells, Blair and Sharp (1998) reported that LMN HD cells had a narrower tuning curve during contraversive (but not ipsiversive) head turns compared with when the head was not turning. This result, however, was not reported by Stackman and Taube (1998) .
Our simulation results also show that, with the parameter set we used, the tuning curves of the inhibitory cells are wider than that of the excitatory cells (Fig. 5) , a finding that replicates experimental data (Blair and Sharp, 1998; Stackman and Taube, 1998; Sharp et al., 2001b) . On the other hand, only scarce data are available for DTN HD cells (inhibitory neurons in our model). Sharp et al. (2001b) reported six HD cells in DTN, whereas Bassett and Taube (2001b) reported that none of the cells recorded in DTN could be categorized as a classic HD cell. This precludes a serious comparison of the tuning curves of the inhibitory cells in our model with that of the DTN HD cells.
Offset inhibition and "footprint" of synaptic connections
For head-direction system, what are the microcircuit properties that are critical to its functions? We found that the offset angle I of the inhibitory-to-excitatory connections ( I ϭ 0 E 4 I1 ϭ Ϫ 0 E 4 I2 ) is one of the key parameters of the model (Figs. 6, 7) . Figure 6 shows the effect of changing I on the stationary hill of activity. The generation of a persistent hill of activity requires I to be above a critical value, beyond which the height of activity increases with I (Fig. 6 ). This result can be explained as follows. Excitatory cells with preferred direction receive strongest inhibitory projections from inhibitory cells with preferred direction Ϫ I of the rightward-projecting population and inhibitory cells with preferred direction ϩ I of the leftward-projecting population (Fig. 1) . With a large I , inhibition is cross-directional: inhibitory cells at the peak of their activity hill suppress excitatory cells on the flanks of the activity hill. When I is decreased, inhibition becomes gradually "iso-directional," excitatory cells near the peak of their activity hill receive stronger inhibitory feedback; hence, their firing rates decrease. When I falls below a threshold, the cross-inhibitory mechanism breaks down, and hill of persistent activity is no longer possible. Figure 7 shows the impact of the offset angle I on the moving hill of activity. We computed the AHV-b 1 relationship for three values of I and E (width of the excitatory-to-inhibitory connections, E ϭ I 1 4 E ϭ I 2 4 E ) (Fig. 6, indicated by a-c) . Each curve is characterized by the slope of its linear portion and the saturation AHV value (Fig. 4) . As can be seen in Figure 7A , although the two parameter sets (a and c) yield comparable stationary hill of activity, the one with a smaller I shows a significantly larger saturation AHV for moving activity hills. This is more systematically shown in Figure 7B , in which E is held fixed and I is varied. Both the magnitude of the slope of the AHV-b 1 curve and the saturation of AHV decrease with increasing I . In contrast, variation of E does not significantly affect the AHV-b 1 relationship (Fig. 6 A, a, b) .
Role of NMDA receptors
Previous theoretical studies suggested that NMDA receptors play a crucial role in sustaining bell-shaped persistent activity in working memory systems (Wang, 1999 (Wang, , 2001 Compte et al., 2000; Tegnér et al., 2002) . We asked whether this holds true for our HD model. We gradually decreased the NMDA/AMPA ratio while preserving the sum of the two conductances, defined in terms of the unitary responses at a holding potential of Ϫ65 mV (see Materials and Methods), and assessed how the network behavior was affected. We found that, as the NMDA/AMPA ratio is reduced, both the saturation speed and the slope of the AHV-b 1 curve increase (Fig. 8C) . This result can be attributed to the shorter time constant of the AMPA receptor-mediated transmissions and, hence, faster responsiveness of the network to AHV inputs. In contrast to a working memory network, in which stable asynchronous persistent activity becomes unstable as the NMDA/ AMPA ratio at the excitatory-to-excitatory connections is decreased below a threshold, our HD model network still exhibits asynchronously firing attractor state even with 100% AMPA at Figure 6 . Cross-inhibition is a key requirement for generating stationary hill of activity. A, Network activity profiles as a function of I (offset angle of the inhibitory-to-excitatory connections, I ϭ 0 E 4 I1 ϭ Ϫ 0 E 4 I2 ) , from left to right, and E (width of the excitatory-toinhibitory connections, E ϭ I 1 4 E ϭ I 2 4 E ) , from from top to bottom. B, Height of the network activity profile increases with I . Different labels correspond to different values of E .
I ϭ 0 corresponds to iso-inhibition (excitatory neurons near the peak of the activity hill receive strong inhibitory feedback from nearby inhibitory neurons), whereas large I means crossinhibition (inhibitory cells at the peak of the activity hill inhibit excitatory cells on the flanks of the activity hill). When I is decreased, inhibition change gradually from cross-directional to iso-directional, which results in the decrease of the height of the hill of activity. Hill of persistent activity is possible only for I above a certain critical value (below which the iso-inhibition demolishes hill of activity). Fig. 6 ). For each parameter set, the AHV-b 1 relationship was computed, of which the slope of the linear portion of the curve (bottom) and the saturation speed (top) were extracted. When comparing two cases (a and b) with the same offset I but different E (black vs gray), both the slope and the saturation speed are similar. On the other hand, comparing two cases (a and c) with similar stationary hill of activity but realized by two different I values (gray and white), the saturation speed is much lower with a larger I . B, Both the saturation speed (v sat ) and the slope of the AHV-b 1 curve decrease with I linearly. All the other parameters are the same ( E ϭ 135°).
the excitatory-to-inhibitory connections (data not shown). This result can be explained by the fact that our HD model is devoid of recurrent excitatory connections and, hence, is expected to be less prone to oscillatory instabilities than working memory models that are based on excitatory reverberation.
We also assessed random drifts of persistent activity in our model. For a network that encodes an analog quantity such as direction by a continuous family of attractor states, the peak of the hill of activity drifts with time because of noise in the system (Camperi and Wang, 1998; Compte et al., 2000; Wang, 2001; Renart et al., 2003) . This is acceptable if the drift is relatively small for a reasonably long time period (e.g., seconds). To quantify the drift behavior, we first estimated the instantaneous location of the peak of the activity hill by calculating the population vector pop (t), and then we computed the variance of the population vectors across multiple trials and used the variance to assess the size of the random drifts. Figure 8 shows the time evolution of the population vectors in different trials. We found that, when the NMDA/AMPA ratio decreases, the magnitude of drifts increases (Fig. 8 D) , for both the stationary (Fig. 8 A) and traveling hill of activity (Fig. 8 B) . Moreover, we found that random drifts are quite significant even for traveling hills of activity at fastmoving speeds; in fact, the magnitude of the random drift is not correlated with the traveling velocity of the activity hill (Fig. 8 D) . This result suggests that NMDA receptors in the excitatory-toinhibitory interaction are beneficial for the stability of our model against random drifts.
Angular path integration and anticipatory activity
The traveling hill of activity shown in Figure 3 is an example of time integration of a constant AHV signal (constant b 1 ). We also considered whether the network can integrate time-varying AHV signals accurately. This was tested by integrating a sinusoidal AHV signal (Fig. 9A ), as follows:
where m is the maximal AHV (300°/s), and T is the period (2 s). In our simulations, the AHV signal was sampled every 1 ms, and the corresponding afferent input b 1 was calculated from the relationship b 1 ϭ F(⌰
ខ
) and fed to the network (for details, see Materials and Methods).
For perfect integration, the head direction ⌰(t) should be
where c 0 is a constant. In our simulations, we evaluated the integration performance of the network by fitting the peak location of 
Both the saturation speed and the slope is larger than for the network with 100% NMDA. D, Drifts are comparable for activity hills moving at different speeds, in both the network with 100% NMDA (ordinate) and the network with a 50% NMDA/AMPA ratio (abscissa). Open symbols, Drift variance at t ϭ 3 s; filled symbols, drift variance at t ϭ 6 s. Variance was calculated from population vectors of at least 100 trials.
the excitatory activity hill ( pop (t), calculated from a population vector method) to the following function:
where p 0 , p 1 , p 2 , and p 3 are parameters. Among them, p 1 is the gain of the integration, p 2 is the fitting parameter for the period, and p 3 is the anticipatory time interval (ATI). For a system to perform accurate integration, three requirements have to be fulfilled: (1) the gain p 1 is equal or close to 1; (2) p 2 is equal or close to the period T; and (3) the ATI is equal or close to 0. We found that requirements 1 and 2 were generally fulfilled by our model. On the other hand, as shown in Figure 9B (top), the network displays an anticipatory time interval of 29.5 Ϯ 10.1 ms (n ϭ 10), a violation of the third requirement. A closer look at the model revealed that this ATI was a consequence of implementing afferent input b 1 as instantaneous changes in the external AHV signals. This is unrealistic in a biological HD system, because afferents should have a time course that reflects membrane time constant of cells upstream from DTN and kinetics of synaptic transmission along the pathway. Therefore, we introduced a characteristic time constant b for afferent inputs, so that b 1 (t) now obeys a dynamic equation, as follows:
where F(⌰ ខ (t)) is the steady-state solution of b 1 when angular head velocity is constant and equal to ⌰ ខ (Fig. 4) . With a b ϭ 25 ms, the anticipatory time interval of the network becomes essentially zero (1.6 Ϯ 4.2 ms; n ϭ 10) (Fig. 9B, bottom) . We conclude that, with a reasonable time constant associated with the afferent inputs, the network can integrate sinusoidal AHV signals quite well.
On the other hand, HD cells in LMN were reported to anticipate future head direction by 40 -70 ms (Blair and Sharp, 1998; Stackman and Taube, 1998) . The mechanism of this anticipatory activity is unresolved. We considered the possibility that anticipatory effect could be produced if the afferent inputs to DTN (i.e., neurons upstream) were modulated by both AHV (⌰ ខ ) and angular head acceleration ⌰ , in which case we would have b 1 ϭ F (⌰ ខ ϩ 1 ⌰ ), where the parameter 1 (with the unit of milliseconds) is the coefficient of the acceleration-modulated component. (A similar idea had been suggested by Zhang (1996) , albeit without showing any simulation result.) Under this assumption, the dynamical equation for b 1 becomes the following:
where ⌰ (t) is the angular acceleration at time t. In Figure 9C , we plot the anticipatory time interval as a function of 1 . As can be seen in that figure, the ATI increases linearly with 1 . When 1 ϭ 50 ms, the network anticipates future HD by ϳ50 ms (Fig. 9C) . Therefore, anticipatory responses in LMN cells naturally occur if firing activities of neurons upstream from DTN (medial vestibular nucleus and nPH) are modulated by both AHV and angular head acceleration. We also tested the integration performance of the network using a naturalistic AHV profile derived from head-direction data recorded from a freely moving rat (courtesy of J. Taube) (Fig. 10 A) . The afferent input b 1 to the model network was calculated using the relationship b 1 ϭ F(AHV) and fed to the network (for details, see Materials and Methods). The internal representation of head direction (Fig. 10 B, black lines) was estimated by using the population vector method and compared with the real HD (Fig. 10 B, gray) to assess the integration ability of the model. As could be seen in Figure 10 B, our model network integrates the experimental AHV profile fairly well. This was somewhat surprising given that we used the relationship b 1 ϭ F(AHV), which did not take into account any effect of time variation of the AHV signal. The integration error (the difference between the true HD and the internal direction measured by the population vector) increases with time (Fig. 10C) . This simulation suggests that random drifts may become problematic for integration over a long period of time.
Calibration by landmark
If animals only use the updating mechanism described above (angular path integration), the integration error (the difference between real HD and its internal representation) would increase with time (Fig. 10C) . In fact, when rats are either blindfolded or placed in complete darkness, the preferred direction of HD cells becomes less stable and begins to drift (Mizumori and Willams, 1993; Goodridge et al., 1998) . Possible sources include noisy external input, the imprecise angular head velocity signal, and the irregular spike dynamics in the HD neural integrator. To guaran- tee accurate navigation, rodents are known to use familiar landmarks for calibration (McNaughton et al., 1991) . The exact nature of the influence of a landmark on the HD system is not known. We simulated a landmark stimulus as an excitatory current injection to the excitatory population (see Materials and Methods) . The response of the network depends on the strength, duration of the stimulus, and the distance between the activity hill and the stimulus (to be more precise, the difference between the preferred directions of the neurons at the peak of the activity hill and those at the center of the stimulus). This is shown in Figure 11 . We found that the response fell into two modes: integration and "winner-take-all." In the integration mode, when the landmark stimulus is moderate and close to the current peak location of hill of activity, the latter moves smoothly to the location of the stimulus (Fig. 11, top left plot) . In the winner-take-all mode, either the hill of activity is not affected (when the stimulus is weak and far away) or abruptly switches to the landmark location (if the stimulus is strong enough). This discontinuous jump occurs within 100 ms, similar to the experimental observation by Zugaro et al. (2003) .
Discussion
Place cells and head-direction cells in the limbic system are believed to constitute a neural basis for "dead reckoning," an animal's ability to navigate by integration of displacements (velocity signals) into the current allocentric position and heading direction. More generally, the head-direction system of rodents has drawn increasing attention as a prototypical example of neural networks that are neither simply sensory nor motor but operate by virtue of self-sustained "hill of persistent activity" that can be updated through time integration of inputs (for review, see Blair and Sharp, 2001; Taube and Bassett, 2003) . The present modeling work was designed to test the hypothesis that internal directional representation and integration in the HD system are subserved by attractor network dynamics. Most previous models assumed that bell-shaped persistent activity patterns are sustained by recurrent excitation. Here, we propose a cross-inhibition mechanism that does not require recurrent excitation. Moreover, in contrast to other work, in which neurons are described by their firing rates (Skaggs et al., 1995; Redish et al., 1996; Zhang, 1996; Goodridge and Touretzky, 2000; Sharp et al., 2001a; Stringer et al., 2002; Xie et al., 2002) , we used spiking neurons coupled by realistic synapses and driven by Poisson background inputs. This allowed us to examine the contributions of synaptic transmissions mediated by different receptor types (such as the NMDA receptors) to the network functions, as well as to assess random drift of network activity (attributable to noise), which is an important feature of such neural integrators. We reported here that our model with three neural populations fulfills three main computational requirements of an HD system: stationary self-sustained hill of neural activity (for stable maintenance of head direction), shifting the "hill of activity" by self-motion signals, and calibration using landmarks. Our model is able to reproduce three major types (one symmetric and two asymmetric) of AHV-modulated HD tuning curves observed experimentally, as well as the anticipatory activity of the LMN HD cells (Blair and Sharp, 1998; Stackman and Taube, 1998) .
Microcircuit mechanisms of persistent activity
Recent data suggest that the HD signals are generated in the LMN and DTN (Sharp et al., 2001b; Taube and Bassett, 2003) . Interestingly, Golgi staining and electron microscopy studies indicate that the DTN contains exclusively inhibitory cells, whereas the LMN consists of mostly excitatory cells with scarce recurrent collaterals among them (Ramon y Cajal, 1911; Allen and Hopkins, 1988) . This raises the question of whether bell-shaped persistent activity (bump attractors) can be generated in a circuit without recurrent excitation. One possibility, suggested by a thalamic model (Rubin et al., 2001) , is that excitatory cells are endowed with an intrinsic "postinhibitory rebound" property that induces a burst of spike discharges after membrane hyperpolarization, thereby feedback inhibition is effectively converted into excitation (Steriade and Llinas, 1988; Wang et al., 1991) . Indeed, neurons in the LMN display postinhibitory rebound in in vitro slice preparations (Llinás and Alonso, 1992) but with a propensity much weaker than in the thalamic relay cells. The plausibility of this scenario is uncertain, because even thalamic neurons fire rebound bursts mostly during quiet sleep (when they are hyperpolarized) but only rarely during awake states (when they are more depolarized by neuromodulatory inputs) (Sherman, 2001) . It remains to be tested whether such bursts are present in the spike trains of LMN cells recorded from freely moving rodents. In this paper, we proposed an alternative scenario, in which a persistent hill of activity is generated by two ingredients: external excitation that drives neurons to fire at relatively high firing rates, and recurrent cross-inhibition that destabilizes the uniform (structureless) activity state and gives rise to spatially localized network firing patterns. It is worth noting that, in the case of neural integrators in the oculomotor system that convert saccadic velocity signals into sustained eye position, there is a similar debate on whether the underlying mechanism relies on recurrent excitation (Seung et al., 2000) or cross-inhibition (Cannon et al., 1983; Robinson 1989) . The cross-inhibition scenario attributes a larger role to the external excitation as the primary drive of neural activity, and the network may be less prone to instability as a result of runaway feedback excitation (Wang, 1999) . On the other hand, it assumes a more specialized inhibitory circuitry, the existence of which remains speculative.
Our biophysically based model raises specific questions concerning the microcircuit organization of the DTN-LMN complex as a candidate substrate for head-direction signals. First, more refined anatomical studies (e.g., using biocytin staining) are needed to quantitatively evaluate the presence or absence of recurrent excitation. Second, the chemical nature of excitatory and inhibitory synaptic transmissions in the DTN and LMN have yet to be established. Are the LMN-to-DTN synapses glutamatergic? If so, do the NMDA receptors play a critical role? What types of synapses mediate inhibition from the DTN cells? Third, is there evidence of cross-inhibition between DTN and LMN neural populations? Fourth, our model simulation predicts that blocking inhibition to excitatory cells (corresponding to blocking inhibition in LMN) results in a loss of the hill of activity and a dramatic increase in the activity of the excitatory cells (LMN). This prediction could be tested using pharmacological methods and raises the interesting question about the source of the "background" (omni-directional) afferent excitation to the LMN. Fifth, in the LMN and DTN, both head-direction cells and angular head velocity cells have been identified (Sharp et al., 2001b; Taube and Bassett, 2003) . How are these subpopulations of neurons connected to each other? Sixth and finally, our model simulation predicts that blockade of all the external drive to the two inhibitory populations (vestibular lesion) results in a loss of the hill of activity, in agreement with the experimental findings (Stackman and Taube, 1997; Stackman et al., 2002) . Note that both experimental studies investigated neural activity in downstream structures (ATN and PoS) after vestibular lesion; to compare with our model, it would be useful to investigate the effect of vestibular lesion on LMN and DTN neurons. Furthermore, our simulations also show that HD neurons become rhythmic and fire synchronously under vestibular lesion (data not shown); this result could be tested using multiunit recording of head-direction cells under vestibular lesion. Progress along these lines would contribute greatly to our understanding of the microcircuit organization of the head-direction cell system.
Angular path integration
To subserve navigation, the HD neural network must be able to integrate angular head velocity (at which the animal's head turns) into the current head direction. How this can be accomplished by a moving hill of activity has been recognized to be a difficult problem. In the work by Zhang (1996) (see also Redish et al., 1996) , a dynamic shift mechanism relies on an asymmetric component of network connectivity weight function, the amplitude of which is controlled by the angular head velocity. Following an initial suggestion by Zhang (1996) , Xie et al. (2002) considered a different shift mechanism in a double-ring model. Two networks, each with a Mexican-hat architecture, interact with each other through asymmetric connections. When the head direction is fixed, afferent inputs are the same to the two networks, and the balanced network shows a stationary hill of activity peaked at the current head direction. When the head turns, the afferent inputs are different for the two networks, triggering the hill of activity to move at a constant speed. If this speed matches the angular head velocity, then the hill of activity integrates the input into the current head direction. Our model incorporates elements from the Xie model with an earlier model (Skaggs et al., 1995) that surmises a shift mechanism by rotation cells (selective for velocity signals). Because one excitatory head-direction cell population is presumed to send outputs to other brain structures (such as the ATN and the PoS) and at least two inhibitory cell populations are needed to shift the hill of activity, our model with three neural populations is probably minimal for substantiating a circular switch register. We showed that our model of spiking neurons can indeed integrate with a wide range of angular head velocities. In our experience, we did not find it necessary to fine-tune the model parameters. However, a definite statement is impossible without a more systematic mathematical analysis. On the other hand, our model and the Xie model share a common assumption that a stationary hill of activity requires perfect symmetry of its inputs. This raises the questions of how such a perfect symmetry can be realized biologically, and how sensitive would be the network performance to heterogeneities that break the symmetry. A similar problem was addressed in previous work (Renart et al., 2003) proposing that homeostatic regulations (Turrigiano, 1999) may provide a biological solution to this problem. It remains to be seen, in future research, whether this idea applies to the headdirection system.
Calibration by landmarks
A difficulty that a bump attractor network faces is random drifts by noise, which causes errors to accumulate over time (Zhang, 1996; Compte et al., 2000; Wang, 2001; Renart et al., 2003) . For our HD model, we showed that drifts are much smaller when the LMN-to-DTN excitation is primarily mediated by the slow NMDA receptors rather than the fast AMPA receptors, a prediction that is experimentally testable. One way for the animal to correct accumulated errors is to recalibrate its navigational neural system by landmarks (Knierim et al., 1998; Redish, 1999; Zugaro et al., 2003) . It is believed that visual information concerning landmarks originates in secondary visual areas (such as the parietal cortex) and projects to the head-direction cell system either directly to the PoS or indirectly through the retrosplenial cortex (Vogt and Miller, 1983) .
In our model, we assessed calibration by landmark inputs and found that the effects fall into two distinct modes. When the landmark input is weak or close to the current head direction, its effect acts as an integration of the stimulus; however, when the landmark input is sufficiently powerful and far from the current head direction, it operates as winner-take-all and completely shifts the internal representation to the directional landmark. It would be interesting to test these two modes of landmark effects experimentally.
In summary, the present study brings into focus a number of specific questions concerning the microcircuit organization of the head-direction system and its dynamics in behaving animals. Additional experimental and theoretical work is needed to shed insights into this fascinating neural system.
