Abstract-Wind energy is becoming a top contributor to the renewable energy mix, which raises potential reliability issues for the grid due to the fluctuating and intermittent nature of its source. This paper explores the use of Markov chain models for the analysis of wind power time-series. The proposed Markov chain model is based on a 2yr dataset collected from a wind turbine located in Portugal. The wind speed, direction and power variables are used to define the states and the transition matrix is determined using a maximum likelihood estimator based on multi-step transition data. The Markov chain model is analyzed by comparing the theoretically derived properties with their empirically determined analogues. Results show that the proposed model is capable of describing the observed statistics, such as wind speed and power probability density as well as the persistence statistics. It is demonstrated how the application of the Markov chain model can be used for the short-term prediction of wind power.
INTRODUCTION
The EC European Parliament objective to achieve 20% of the consumed energy from the renewable energy sector by 2020, introduced a major challenge to the planning and operation of power systems. Wind energy is becoming a top contributor to the renewable energy mix, which raises potential reliability issues for the grid due to the fluctuating and intermittent nature of its sources. Thus, the understanding of wind speed characteristics and its impact upon the power production is an important task, as shown by the extensive literature addressing wind speed forecast [1] and wind power prediction [2] . Generally speaking, the existent modeling approaches can be classified into: physical, statistical, or a combination of both.
Among the different statistical approaches, Markov chain models are a frequent choice in the published literature and the dominant trend over the years has been the increase on the number of states to improve their performance [3] . The main applications for the Markov models are: a) the short term wind power prediction; and, b) the simulation of wind speed data, however with some limitations in capturing the long term characteristics of the autocorrelation function [4] . This paper addresses the development of a Markov chain model for a wind power turbine using a 2-year historical dataset collected by the device data logger. The main goal is to assess whether Markov chain models can be used to capture statistics commonly used for wind power characterization, such as production level persistence, by comparing the statistics computed from the transition matrix with the ones obtained directly from the data. Moreover, the power prediction capabilities of the model are discussed along with the analysis of the impact of different wind speed uncertainty levels.
The paper first proposes a joint discretization of the wind speed, direction and power variables for the state definition. Then, it presents a multi-step maximum likelihood estimator for the determination of the Markov chain transition matrix. Finally, the results are shown and discussed.
II. MODELING THE WIND POWER TIME-SERIES

A. Wind power data
In this study, the data was obtained from a wind power turbine from a wind park located at the Pinhal Interior region in Portugal. The time-series comprises a two year period (2009/10) of historical data obtained from the turbine data logger, with a 10 minute sampling rate. The wind speed and direction information is collected from the anemometer placed in the wind turbine hub. Due to confidentiality, wind power and speed data values are reported as a fraction of their corresponding maxima.
B. Discrete Markov chain model
A discrete finite Markov process is a stochastic process on a discrete finite state space that is characterized by the following property: the probability of a state at any step of the process only depends on the previous state [5] . The Markov property is expressed mathematically by (1) 978-1-4577-1829-8/12/$26.00 ©2012 IEEE 
C. Markov chain state definition
Discrete Markov chain models applied to describe continuous variables require the definition of the states. This work proposes to characterize the wind turbine states using three different variables: wind power, speed and direction. As such, each state will be defined by all the points inside a polyhedron in a three dimensional space. Fig. 1 presents all data observations and the final state definitions projected into: a) the wind direction and speed plane; and, b) the wind power and speed plane, where each rectangle is the projection of a state polyhedron into the two planes. Overall, they define the final state partition for the three-dimensional variable space. As expected, the observations projected into the wind power and speed plane define the characteristic power curve of the wind turbine. In the wind direction and speed plane, data is widely scattered. Three accumulation regions can be identified: one for low wind speeds and two defining the dominant wind directions around 50º and 250-300º.
The data space is discretized unevenly. The wind direction and power are divided by an equally spaced grid leading to 12 and 20 classes, respectively. Due to the different slope characteristics in the power curve, the wind speed is divided as follows. One class for all the values below the cut-in speed and another for all the values above the cut-out speed. In the power curve high slope region (between the cut-in and rated wind speeds), the discretization is narrowed with the selection of 10 classes, whereas for the high power plateau (between the rated and cut-out wind speeds) discretization is widened and 4 classes are defined. The complete state set is constructed through the enumeration of all the possible combinations between the classes of each variable. Due to the relation between the three variables, most of these states are empty. Thus, an initial pruning step is performed to discard those that contain less than 5 observations, which reduces the number of states from 3840 to 573.
Section III.C. describes a preprocessing step required to remove a specific type of state transition, which leads to a further reduction of the number of states. Fig. 1 presents the final result. All the states defined are used in the Markov chain model and analyzed and discussed in section V..
III. MARKOV CHAIN PARAMETER IDENTIFICATION
A. Maximum likelihood estimator based on multi-step transition data
where is the set of all the valid 1-step transitions observed in the time-series and a transition is described by an ordered pair indicating the origin and the destination of the transition. The maximization is performed with respect to the variables and subject to the following constraints:
This standard approach only considers one-step transitions. However, collected data contains information about multiple step transitions, which could be used to improve the transition matrix estimate. In particular, 2-step and 3-step transitions are still tractable algebraically.
To make use of this additional transition information, it is required to modify the actual objective function and add two terms, i.e. the 2-step and 3-step transition likelihood functions.
(5)
where and are the sets containing all valid 2-step and 3-step transitions, respectively. The 2-step and 3-step transition probabilities are given by and , respectively. The matrix defined by is the transition matrix for the same Markov chain with a doubled sampling period.
With the Chapman-Kolmogorov equations it is possible to express the 2-step and 3-step transition probabilities in terms of the 1-step probability :
B. Rigorous optimization: solving the nonconvex optimization problem
The parameters of the Markov chain model are determined by solving the optimization problem using a rigorous numerical solver. The model was formulated making use of the CASADI computation framework [8] and the optimization was performed by Ipopt, a nonlinear interior-point solver [9] , which ensures convergence to the global optimum in the case of convex optimization problems.
The initialization of non-convex optimization problems is crucial for the solver to converge to a high quality optimum (possibly global). Thus, special care was devoted to provide the solver with a good initial guess, which is found by solving the convex optimization problem associated with the 1-step objective function. Due to its convexity, the optimum solution always corresponds to the global optimum. With this initialization, the optimization of the non-convex multi-step objective function was achieved in just 12 iterations.
C. Transition data preprocessing and validation
allows to extract the maximum amount of transition information from the collected data and thus generate better transition matrix estimates.
IV. MARKOV CHAIN ANALYSIS
This section highlights how to extract information from the Markov chain transition matrix for the characterization of wind power variability and persistence.
A. Stationary probability distribution
B. Persistence statistics
The persistence of a given state is related with the number of steps the system consecutively remains at this state. It follows a geometric distribution with expected value . The interpretation of the persistence times provides a useful insight on the behavior of the wind power turbine. For instance, in order to identify which states on average provide a more consistent power production. Figure 2 compares: on the left, the marginal stationary distribution of the power production computed from the Markov chain (dark) with the empirical power distribution obtained from the data (light); and, on the right, the marginal stationary distribution of the wind speed computed from the Markov chain (dark) with the empirical wind speed distribution (light). The respective power and speed states limits are indicated with dotted lines in the background. In general, the two theoretical distributions are in close agreement with the data. The wind power distribution is bimodal, with the two modes located at the minimum and maximum power. The theoretical distribution shows that for this wind turbine the intermediary power levels are relatively rare, for instance, the states corresponding to a power production between 0.4 and 0.9 have a very low probability. The power production distribution is closely linked with the active control strategy defined for the wind turbine and the wind site characteristics. The wind speed distribution follows the expected behavior, a single modal distribution with a long tail for the high wind speeds.
From the stationary distribution of the proposed Markov chain model it is also possible to compute the 2-dimensional marginal probability distribution for the wind power and direction. This provides useful information regarding the dominant wind directions for wind production in this site. data; (right) 2D marginal probability distribution of the wind power and direction computed from the stationary probability distribution. Figure 3 shows two contour plots: on the left, the empirical 2D distribution of the wind power and direction computed from the data and, on the right, the 2D marginal theoretical distribution computed from the Markov chain's stationary distribution of the states. The comparison of these two distributions shows that the model is capable of capturing the wind power and directions existent in the data. It is possible to see the two dominant directions associated with high wind power production already mentioned in section II.C.. Fig. 3 also provides useful information regarding the direction spread for the high production states, the spread being greater for the 230-330º directions and less for 50-100º. There a clear change from high production states to no production when the wind direction changes from this sector to the 100º-150º sector. The probability for wind production when the wind direction is significantly lower inside the 100º-230º sector. 
B. Characterization of the wind power production persistence
Persistence statistics allow to characterize the duration distribution of a given state or set of states. In the context of wind power production, persistence allows to characterize the duration of the power production at a certain level. It is used for the analysis of the dynamic characteristics of the Markov chain by comparing the theoretical expected values with the ones computed directly from the data. 
C. Wind power short-term prediction: value of information
The Markov chain model is of stochastic nature, meaning that its short-term prediction is expressed in terms of the temporal evolution of the states probability distribution.
The upper row of Fig. 5 shows the temporal evolution of the wind speed, direction and power probability distribution propagated 72 time steps ahead (12 hrs) from a given initial known state. The lower row presents all the 12 hrs sequences present in the dataset that start at the same state. In both row sequences, the intensity level is associated to the probability value, with darker areas reflecting higher probability. The analysis of the two rows shows a good pattern agreement, thus providing additional confirmation that the proposed Markov chain is capable of describing the observed future probability distributions. However, it also highlights the inherent difficulty in providing more informative probability distributions for the future wind power state, since the probability distribution is not confined to a small number of possible states. Note the very different nature of the three variables, with wind speed and direction providing more information regarding its location in the respective state space. Figure 6 . Impact of wind speed prediction at different levels and different accuracies, upon the prediction of the wind power probability distribution. On the left, three different wind speed estimation scenarios. On the right, the correspondent results for the probability distribution for the wind power. Figure 6 shows the results for three different simulation scenarios. On the left three different cases are presented for the wind speed distribution: 1) based on knowledge provided by an unbiased wind speed estimator; 2) given by a uniform distribution located for low wind speeds; and, 3) a transition between a low wind speed and mid-ranged wind speeds, modeled by a two stage uniform distribution for the first 8 time-steps and a uniform distribution afterwards. On the right, are presented results for the wind power distributions. In Fig. 6 , the solid line represents the measured wind speed (left) and the wind power (right). The shaded area represents the probability distribution for each variable, with a darker area attributed to the higher probability values.
As expected, the a priori knowledge of the wind speed distribution allows for a better prediction of the distribution of future power states. The analysis of these three cases shows the inherent limitation associated with the wind power prediction. For useful information about the wind power production to be obtained when the wind speed is located around 20 to 40 percent of the maximum wind speed, its a priori probability distribution must be sufficiently narrow, spanning over 3 to 4 states. Otherwise, the wind power probability distribution predicted from the Markov chain model will be uninformative, with most of the power states exhibiting a relevant probability value.
VI. CONCLUSIONS
This paper explores the use of Markov chain models for the analysis of wind power time-series. Models are developed using the states that combine information about the wind speed, direction and power variables, which are commonly recorded by the data logger from the wind turbine. The joint segmentation of the 3-dimensional variable space allows to decrease the number of the model states, while, simultaneously, encoding the wind power curve into the Markov chain model.
The estimation of the transition matrix is performed by maximizing the maximum likelihood defined using multi-step transition data which allows to extract more information of the transitions in the dataset. Results demonstrate that the proposed Markov chain model can describe satisfactorily the statistical properties of the wind power time-series. It is thus found that the theoretically derived properties from the Markov chain are in a close agreement with the empirically computed analogues.
The use of this Markov chain model for short-term wind power prediction has a performance similar to the standard persistence model, when used in isolation. Markov chain models can be used as a framework to combine information from additional sources. Using Bayes's theorem, it was demonstrated how the wind power probability prediction can be improved by incorporating information about the wind speed distribution. Results show that for an informative prediction of the probability distribution for future states a good prediction for the wind speed is required, in particular if its value is in the high slope area of the wind power curve.
