Abstract-Millimeter wave (MmWave) communications is capable of supporting multi-gigabit wireless access thanks to its abundant spectrum resource. However, the severe path loss and high directivity make it vulnerable to blockage events, which can be frequent in indoor and dense urban environments. To address this issue, in this paper, we introduce intelligent reflecting surface (IRS) as a new technology to provide effective reflected paths to enhance coverage of mmWave signals. In this framework, we study joint active and passive precoding design for IRSassisted mmWave systems, where multiple IRSs are deployed to assist the data transmission from a base station (BS) to a single-antenna receiver. Our objective is to maximize the received signal power by jointly optimizing the transmit precoding vector at the BS and the phase shift parameters used by IRSs for passive beamforming. Although such an optimization problem is generally non-convex, we show that, by exploiting some important characteristics of mmWave channels, an optimal closed-form solution can be derived for the single IRS case and a nearoptimal analytical solution can be obtained for the multi-IRS case. Our analysis reveals that the received signal power increases quadratically with the number of reflecting elements for both the single IRS and multi-IRS cases. Simulation results are included to verify the optimality and near-optimality of our proposed solutions. Results also show that IRSs can help create effective virtual LOS paths and thus substantially improve robustness against blockages in mmWave communications.
I. INTRODUCTION
Millimeter-wave (mmWave) communication is a promising technology for future cellular networks [1] - [3] . It has the potential to offer gigabits-per-second communication data rates by exploiting the large bandwidth available at mmWave frequencies. A key challenge for mmWave communication is that signals incur a much more significant path loss over the mmWave frequency bands as compared with the path attenuation over the lower frequency bands [4] . To compensate for the severe path loss in mmWave systems, large antenna arrays are generally used to achieve significant beamforming gains for data transmission [5] . On the other hand, the high directivity makes mmWave communications vulnerable to blockage events, which can be frequent in indoor and dense urban environments. For instance, due to the narrow beamwidth of mmWave signals, a very small obstacle, such as a person's arm, can effectively block the link [6] . To address this issue, in some prior works, e.g. [7] - [9] , relays are employed to overcome the blockage issue and improve the coverage of mmWave signals.
Recently, to address the blockage issue and enable indoor mobile mmWave networks, reconfigurable 60GHz reflectarrays (also referred to as intelligent reflecting surfaces) were introduced to establish robust mmWave connections for indoor networks even when the line-of-sight (LOS) link is blocked by obstructions, and the proposed solution was validated by a test-bed with 14 × 16 reflector units [10] . Intelligent reflecting surface (IRS) has been recently proposed as a promising new technology for realizing a smart and programmable wireless propagation environment via software-controlled reflection [11] , [12] . Specifically, IRS, made of a newly developed metamaterial, is a planar array comprising of a large number of reconfigurable passive elements. With the aid of a smart micro controller, each element can independently reflect the incident signal with reconfigurable amplitudes and phase shifts. By smartly adjusting the phase shifts of the passive elements, the reflected signals can add coherently at the desired receiver to improve the signal power or destructively at non-intended receivers to suppress interference [13] .
IRS-aided wireless communications have attracted much attention recently, e.g. [14] - [21] . A key problem for IRSaided systems is to jointly optimize the active beamforming vector at the BS and the reflection coefficients at the IRS to achieve different objectives. Such a problem was studied in a single-user scenario, with the objective of maximizing the receive signal power [14] . A similar problem was considered in an orthogonal frequency division multiplexing (OFDM)-based communication system [17] , with the objective of maximizing the achievable rate. In addition, the joint BS-IRS optimization problem was investigated in a downlink multi-user scenario, e.g. [18] - [20] . Specifically, the work [20] aims to maximize the minimum signal-to-interference-plus-noise ratio (SINR) and shows that the IRS-assisted system can offer massive MIMO like gains with a much fewer number of active antennas. In [22] - [28] , IRS was also considered as an auxiliary facility to assist secret communications, or applied to the unmanned aerial vehicle (UAV) communication and wireless power transfer system.
Inspired by encouraging results reported in [10] , in this paper, we consider a scenario where multiple IRSs are deployed to assist downlink mmWave communications. A joint active and passive precoding design problem is studied, where the objective is to maximize the received signal power by jointly optimizing the transmit precoding vector at the BS and the phase shift parameters used by the IRSs for passive beamforming. Note that such a joint active and passive precoding problem is non-convex and has been studied in previous works [13] , [14] for conventional microwave communication systems, where a single IRS is deployed to assist the data transmission from the BS to the user. In [14] , this non-convex problem was relaxed as a convex semidefinite programming (SDP) problem. Nevertheless, the proposed approach is sub-optimal and does not have an analytical solution. In addition, solving the SDP problem usually involves a high computational complexity.
In this paper, we will revisit this joint active and passive beamforming problem from a mmWave communication perspective. We show that, by exploiting some important characteristics of mmWave channels, particularly the rankone structure of the BS-IRS channel, an optimal closed-form solution can be derived for the single IRS case and a nearoptimal analytical solution can be obtained for the multi-IRS case. We noticed that the rank-one structure of the BS-IRS channel was also utilized in [20] for IRS-assisted multi-user systems, where an optimal solution is obtained for the singleuser setting by ignoring the link between the BS and the user. Different from [20] , our solution is derived by assuming the presence of the BS-user link and we also extend the joint active and passive precoding solution to the multi-IRS scenario.
The rest of the paper is organized as follows. In Section II, the system model and the joint active and passive precoding problem are discussed. The joint active and passive precoding problem with a single IRS is studied in III, where a closedform optimal solution is developed and the average received power is analyzed. The joint active and passive precoding problem with multiple IRSs is then studied in IV, where a near-optimal analytical solution is proposed. A hybrid precoding solution is proposed in V by considering the hybrid analog and digital beamforming structure at the BS. Simulation results are presented in Section VI, followed by concluding remarks in Section VII.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider an IRS-assisted mmWave downlink system as illustrated in Fig.1 , where multiple IRSs are deployed to assist the data transmission from the BS to a single-antenna user. Suppose K IRSs are employed to enhance the BS-user link, and the number of reflecting units at each IRS is denoted by M . The BS is equipped with N antennas. Let h d ∈ C N denote the channel from the BS to the user, G k ∈ C M×N denote the channel from the BS to the kth IRS, and h r k ∈ C M denote the channel from the kth IRS to the user. Each element on the IRS behaves like a single physical point which combines all the received signals and then re-scatters the combined signal with a certain amount of phase shift [14] . Let θ k,m ∈ [0, 2π] and β k,m ∈ [0, 1] denote the phase shift and the amplitude reflection coefficient associated with the mth passive element of the kth IRS, respectively. Define
For simplicity, we assume β k,m = 1, ∀k, ∀m throughout this paper. Let w ∈ C N denote the precoding/beamforming vector used by the BS. The signal received at the user can then be expressed as
where s is the transmitted signal which is modeled as a random variable with zero mean and unit variance, and ǫ denotes the additive white Gaussian noise with zero mean and variance σ 2 . Note that in the above model, signals that are reflected by the IRS two or more times are ignored due to the high path loss of mmWave transmissions. Accordingly, the signal power received at the user is given as
Assuming the knowledge of the global channel state information, our objective is to devise the precoding vector w and the diagonal phase shift matrices {Θ k } to maximize the received signal power, i.e.
where p denotes the maximum transmit power at the BS. Similar to [14] , such a problem is referred to as joint active and passive beamforming. Note that the optimization problem (4) with K = 1 has already been studied in [14] , where the nonconvex problem was relaxed as a convex semidefinite programming (SDP) problem which can be solved by existing convex optimization solvers such as CVX. Nevertheless, the proposed approach is generally sub-optimal and does not have an analytical solution. Besides, solving the SDP problem usually involves a high computational complexity. In this paper, we will revisit this joint active and passive beamforming problem from a mmWave communication perspective by exploiting some important characteristics of mmWave channels. Specifically, measurement campaigns reveal that the power of the mmWave LOS path is much higher (about 13dB higher) than the sum of power of NLOS paths [29] . Considering this fact, it is desirable to make sure that the channel between the BS and each IRS is LOS dominated. In practice, with the knowledge of the location of the BS, IRSs can be properly installed such that there is an LOS path between the BS and each IRS. Hence it is reasonable to assume that the channel from the BS to each IRS is or can be approximated as a rank-one matrix, i.e.
where λ k is a scaling factor accounting for antenna and path gains, a k ∈ C M and b k ∈ C N represent the normalized array response vector associated with the IRS and the BS, respectively. Based on this assumption, we will show that a closed-form solution to (4) can be obtained for the case of K = 1, and a near-optimal analytical solution can be derived for the case K > 1.
III. JOINT PRECODING DESIGN FOR SINGLE IRS

A. Optimal Solution
In this section, we first consider the case where there is only a single IRS, i.e. K = 1. We omit the subscript k for simplicity in the single IRS case. The optimization (4) is simplified as
We will show that by exploiting the rank-one structure of the BS-IRS channel matrix G, a closed-form solution to (6) can be obtained. Substituting G = λab T into the objective function of (6), we obtain
It is clear that the optimization ofθ is independent of w, and θ can be solved via
It can be easily verified that the objective function reaches its maximum g 1 when
where arg(x) denotes the argument of the complex number x, and g m denotes the mth entry of g. So far we have obtained the optimal solution ofθ, which, as analyzed above, is independent of the optimization variables α and w. Based on this result, the optimization (6) can be simplified as
. For a fixed α, it is clear that the optimal precoding vector w, also known as the maximum ratio transmission (MRT) solution, is given by
Substituting the optimal precoding vector w * into (12), the problem becomes optimization of α:
whose optimal solution can be easily obtained as
where the last equality follows from the fact that λh
After the optimal value of α is obtained, the optimal precoding vector can be determined by substituting (15) into (13), and the optimal diagonal phase shift matrix is given as
We see that under the rank-one BS-IRS channel assumption, a closed-form solution to the joint active and passive beamforming problem (6) can be derived.
B. Power Scaling Law
We now characterize the scaling law of the average received power with respect to the number of reflecting elements M . For simplicity, we set p = 1. Our main results are summarized as follows.
, and the BS-IRS channel is characterized by a rank-one geometric model given as
where ρ denotes the complex gain associated with the LOS path between the BS and the IRS, a ∈ C M and b ∈ C N are normalized array response vectors associated with the IRS and the BS, respectively. Then the average received power at the user attained by the optimal solution of (6) is given as
Proof: See Appendix A.
From (18), we see that the average received signal power attained by the optimal beamforming solution scales quadratically with the number of reflecting elements M . Such a "squared improvement" is due to the fact that the optimal beamforming solution not only allows to achieve a transmit beamforming gain of M in the IRS-user link, it also acquires a gain of M by coherently collecting signals in the BS-IRS link. This result implies that scaling up the number of reflecting elements is a promising way to compensate for the significant path loss in mmWave wireless communications.
IV. JOINT PRECODING DESIGN FOR MULTIPLE IRSS
In this section, we come back to consider the joint active and passive beamforming problem (4) for the general multi-IRS setup. Such a problem is more challenging as we need to jointly design the precoding vector w and a set of phase shift matrices associated with K IRSs. In the following, by exploiting the rank-one structure of BS-IRS channels and the near-orthogonality between array response vectors with sufficiently separated angle of departures, we show that a nearoptimal analytical solution can be obtained for this nonconvex problem.
A. Proposed Solution
where in (a), we define
, we write θ k =θ k e jα k , and the inequality (c) becomes equality when the arguments (also referred to as phases) of all complex numbers inside the brackets of (b) are identical. It should be noted that we can always find a set of {α k } such that the arguments of η kθk T g k e jα k , ∀k and h H d w are identical, although at this point we do not know the values of {α k }. Therefore (4) is equivalent to maximizing the upper bound given in (19), i.e.
From (20), it is clear that the optimization of {θ k } can be decomposed into a number of independent sub-problems, with θ k solved by
It can be easily verified that the objective function reaches its maximum g k 1 when
where g k,m denotes the mth entry of g k . So far we have obtained the optimal solution of {θ k }, which, as analyzed above, is independent of the optimization variables {α k } and w. Based on this result, the optimization (4) can be reformulated as
is a real-valued number. Thus the objective function of (23) can be written in a more compact form as
where in (a),
Note that for any given v, an optimal precoding vector w , i.e. the MRT solution, is given as
Substituting the optimal precoding vector w ⋆ into the objective function of (26), it yields
or equivalently,
Due to the unit circle constraint placed on entries of v, the above optimization (29) is non-convex. In the following, we first develop a sub-optimal semidefinite relaxation (SDR)-based method to solve (29) . Then, we show that by utilizing the near-orthogonality among array response vectors with sufficiently separated angle of departures, a near-optimal analytical solution of (29) can be obtained. (29) : Note that (29) is a non-convex quadratically constrained quadratic program (QCQP), which can be reformulated as a homogeneous QCQP by introducing an auxiliary variable t:
1) A SDR-Based Approach for Solving
where
vv H is a rank-one and positive semidefinite matrix, i.e. V 0. Relaxing the rank-one constraint, the problem (30) becomes
where V k,k denotes the kth diagonal element of V . The problem above is a standard convex semidefinite program (SDP) which can be solved by convex tools such as CVX.
In general, the optimal solution of (31) is not guaranteed to be a rank-one matrix. To obtain a rank-one solution from the obtained higher-rank solution of (31), we follow the steps described in [30] , we first conduct the eigenvalue decomposition of V : V = U ΣU H , and then construct a random vector v = U Σ 1/2 r, where r ∈ C (K+1) is a vector with each of its elements randomly generated according to a circularly symmetric complex Gaussian distribution CN (0, 1). From a set of randomly generated vectorsṽ, we choose the one which attains the maximum objective function value of (30) . Finally, the solution v to (30) is given as
whereṽ k is the kth entry ofṽ.
2) Near-Optimal Analytical Solution To (29):
The SDRbased method discussed above does not yield a closed-form solution and is computationally expensive. In the following, we propose a near-optimal analytical solution to (29) via utilizing the near-orthogonality among different steering vectors {b k }.
Suppose a uniform linear array is employed at the BS. It can be easily verified that the inner product of the two distinct array response vectors b i and b j is given as
in which d denotes the distance between neighboring antenna elements, λ is the signal wavelength, and φ i denotes the angle of departure associated with the array response vector b i . It is clear that
In [31] , it was shown that the asymptotic orthogonality still holds for uniform rectangular arrays. Due to the small wavelength at the mmWave frequencies, the antenna size is very small, which allows a large number (hundreds or thousands) of array elements to be packed into a small area in practical systems. In addition, to improve the coverage, it is expected that different IRSs should be deployed such that they, as seen from the BS, are sufficiently separated in the angular domain, i.e. the angles of departure {φ k } are sufficiently separated.
Taking into account these factors, it is reasonable to assume that different steering vectors {b k } are near-orthogonal to each other, i.e. |b
which is a constant independent of the vector v. Consequently, the optimization (29) can be simplified as
It can be easily verified that the optimal solution to (37) is given by
where u Φh d , and u k denotes the kth entry of u. After the near-optimal phase vector v is obtained, it can be substituted into (27) to obtain the precoding vector w. Also, the nearoptimal diagonal phase shift matrix associated with the kth IRS is given by
where e jα ⋆ k is the kth entry of v ⋆ .
B. Power Scaling Law
We now analyze the scaling law of the average received power in the general multi-IRS setup with respect to the number of passive elements M . Again, we set p = 1 for simplicity. Our main results are summarized as follows.
Proposition 2:
where ρ k denotes the complex gain associated with the LOS path between the BS and the kth IRS, a k ∈ C M and b k ∈ C N are normalized array response vectors associated with the IRS and the BS, respectively. Then the average received power attained by the near-optimal analytical solution is lower bounded by
Proof: See Appendix B. We see that, similar to the single IRS case, the average received signal power attained by the near-optimal analytical solution scales quadratically with the number of reflecting elements M . Also, as expected, the average received signal power is a sum of the received signal power from multiple IRSs, which indicates that better performance can be achieved by deploying multiple IRSs.
V. SPATIALLY SPARSE PRECODING DESIGN
In our previous sections, it is assumed that precoding is done digitally at baseband as in traditional multiantenna systems. In mmWave systems, due to the high cost and power consumption of mixed-signal devices, a fully digital hardware architecture with each antenna followed by a radio frequency (RF) chain is no longer practical. Instead, it is more attractive to employ a hybrid analog and digital beamforming structure at the BS, in which the number of RF chains is much smaller than the number of antennas. This hardware limitation restricts the feasible set of precoders. More specifically, for the hybrid precoding structure, the precoding vector has a form of
where F RF ∈ C N ×R , and f BB ∈ C R represent the radio frequency (RF) precoding matrix and the baseband (BB) precoding vector, respectively, and R is the number of RF chains. Also, as F RF is implemented using analog phase shifters, its entries are of constant modulus.
To tackle the hybrid precoding problem, we adopt the spatially sparse precoding approach [32] which approximates the unconstrained optimal precoder as a linear combination of array response vectors:
where F T ∈ C N ×T is an overcomplete dictionary composed of T array response vectors and all of its entries are of constant modulus, andf BB ∈ C T is a sparse vector consisting of at most R nonzero entries. The above optimization is a typical sparse signal recovery problem and many existing compressed sensing algorithms such as the orthogonal matching pursuit (OMP) [33] , [34] are available to find a solution of this problem. After F T andf BB are obtained, the BB precoding vector f BB can be obtained as a vector consisting of the active (i.e. nonzero) components off BB , and the RF precoding matrix F RF can be obtained by removing those nonactive columns of F T . A normalization constant can finally be applied to ensure that the hybrid precoding solution satisfies the transmit power constraint.
VI. SIMULATION RESULTS
We now present simulation results to illustrate the performance of the proposed IRS-assisted precoding solutions. In our simulations, we consider a scenario where the BS employs a ULA with N antennas, and each IRS consists of a uniform rectangular array (URA) with M = M y M z reflecting elements, in which M y and M z denote the number of elements along the horizontal axis and vertical axis, respectively. The BS-user channel and the IRS-user channel are generated according to the following geometric channel model [32] that has been widely used to characterize the mmWave channel: where L is the number of paths, α l is the complex gain associated with the lth path, φ l ∈ [0, 2π] is the associated azimuth angle of departure, a t ∈ CN is the normalized transmit array response vector, λ r and λ t represent the receive and transmit antenna element gain. According to [14] , [35] , λ r and λ t are respectively set to 0dBi and 0dBi for the BSuser link, and 0dBi and 9.82dBi for the IRS-user link. The complex gain α l is generated according to a complex Gaussian distribution [36] 
with κ given as
in whichd denotes the distance between the transmitter and the receiver, and ξ ∼ N (0, σ 2 ξ ). The values of a, b σ ξ are set to be a = 72, b = 2.92, and σ ξ = 8.7dB, as suggested by real-world channel measurements [36] .
The BS-IRS channel is characterized by a rank-one geometric channel model given as
where ϑ a (ϑ e ) denotes the azimuth (elevation) angle of arrival associated with the BS-IRS path, φ is the associated angle of departure, a r ∈ C M and a t ∈ C N represent the normalized receive and transmit array response vectors, respectively. In our experiments, λ r and λ t are respectively set to 0dBi and 9.82dBi. The complex gain α is generated according to (45) . The values of a, b σ ξ are set to be a = 61.4, b = 2, and σ ξ = 5.8dB as suggested by real-world channel measurements [36] . Also, if not specified otherwise, we assume N = 32, M y = 10, and M z = 5 in our experiments. Other parameters are set as follows: p = 30dBm, σ 2 = −85dBm.
A. Results for Single IRS
We consider a setup where the user lies on a horizontal line which is in parallel to the line that connects the BS and the IRS (Fig. 2) . The distance between the BS and the IRS is set to d 1 = 51 meters and the vertical distance between two lines is set to d v = 0.3 meters. Let d denote the horizontal distance between the BS and the user. The BS-user distance and the IRS-user distance can then be respectively calculated as Fig. 3 plots the receive SNR (defined as the ratio of the received signal power to the noise power) of our proposed optimal solution as a function of the BS-user horizontal distance d. The upper bound of the receive SNR obtained in [14] is included for comparison. We see that our proposed closed-form solution achieves the upper bound on the receive SNR, which verifies the optimality of our proposed closed-form solution. Based on the derived optimal solution, a hybrid precoding solution can be obtained via the spatially sparse approach discussed in Section V. The receive SNR attained by the hybrid precoding solution is also given in Fig. 3 , from which we see that the performance loss of the hybrid precoding solution as compared to the optimal one is negligible. In addition, to show the benefits brought by IRSs, a conventional system without IRSs is considered, and the optimal MRT solution in the absence of IRSs is included for comparison. It is observed that for the system without IRSs, the receive SNR decreases rapidly as the user moves away from the BS. As a comparison, this issue can be relieved and the signal coverage can be substantially enhanced via the use of IRSs.
In Fig. 4 , we plot the receive SNR versus the number of reflecting elements at the IRS when d = 51m, where we fix M y = 10 and increase M z . From Fig. 4 , we observe that the receive SNR increases quadratically with the number of reflecting elements. Specifically, the difference between the receive SNRs when M = 50 and M = 100 is approximately equal to 6dB, which coincides well with our analysis. As discussed earlier, the "squared improvement" is due to the fact the optimal design not only allows to achieve a transmit beamforming gain of M in the IRS-user link, it also acquires a gain of M by coherently collecting signals in the BS-IRS link.
B. Results for Multiple IRSs
We now consider a multi-IRS setup where IRSs are uniformly distributed along a circular arc of radius r. The BS is located on the center of the circle, and the user lies on the horizontal line somewhere between the BS and the arc (Fig. 5) . Specifically, we set r = 50m and K = 3 in our simulations. The distance between the user and the kth IRS can be easily calculated by law of cosines. Fig. 6 depicts the average receive SNRs attained by our proposed SDR-based approach and the near-optimal analytical solution as a function of the BS-user distance. To verify the effectiveness of the proposed solutions, an upper bound on the receive SNR is obtained by solving the relaxed SDP problem (31) . We see that the curve of the analytical solution almost coincides with the upper bound, which validates the near-optimality of the proposed analytical solution.
In Fig. 7 , we plot the average receive SNRs of different schemes versus the number of reflecting elements at each IRS, where we fix M y = 10 and change M z . It can be observed that the squared improvement also holds true for the near optimal analytical solution. Specifically, when M = 50, the receive SNR at the user is approximate to 64dB, while it increases up to 70 dB when the number of reflecting elements doubles, i.e. M = 100. Also, we see that the near-optimal analytical solution achieves a receive SNR that is closer to the upper bound when N becomes larger, which corroborates our claim that our proposed analytical solution is asymptotically optimal when N approaches infinity.
To show the robustness of IRS-assisted systems against blockages , we calculate the average throughput and the outage probability for our proposed near-optimal analytical solution. The average throughput R a and the outage probability are respectively defined as R a E 10 log 10 1 + γ σ 2 (48)
where τ denotes the required threshold level and set to τ = 1.5dB according to [7] . As the BS-IRS link is LOS dominated, we assume that the BS-IRS link is always connected. Also, the blockage probabilities of the BS-user link and the IRSuser link are assumed to be the same in our simulations. From Fig. 8(b) , we observe that the outage probability can be substantially reduced by deploying IRSs. Also, the more the IRSs are deployed, the lower the outage probability can be achieved. Particularly, when K = 5, the outage probability reduces to zero if the link blockage probability is less than P < 0.4. This result shows the effectiveness of IRSs in overcoming the blockage issue that prevents the wider applications of mmWave communications.
VII. CONCLUSIONS
In this paper, we studied the problem of joint active and passive precoding design for IRS-assisted mmWave systems, where multiple IRSs are deployed to assist the data transmission from the BS to a single antenna user. The objective is to maximize the received signal power by jointly optimizing the transmit precoding vector at the BS and the phase shift parameters user by IRSs for passive beamforming. By exploiting some important characteristics of mmWave channels, we derived a closed-form solution for the single IRS case, and a near-optimal analytical solution for the multi-IRS case. Simulation results were provided to illustrate the optimality and near-optimality of proposed solutions. Our results also showed that IRSs can help create effective virtual LOS paths to improve robustness of mmWave systems against blockages. (b) Outage probability vs. the link blockage probability. Fig. 8 . Average throughput and outage probability versus the link blockage probability, P .
APPENDIX A PROOF OF PROPOSITION 1
When the optimal active and passive beamforming solution is employed, from (14), we know that the received signal power at the user is given as 
in which the latter equality comes from the fact that ρh
|ρ| h r 1 . Therefore we have
We first calculate E[z]. Since h r ∼ CN (0, ̺ 2 r I), the mean and variance of the modulus of mth entry of h r are respectively given as 
Hence E[z] can be computed as
