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Abstract
We determine a set of primitive idempotents and the basic algebra
of the restricted quantum group U qsl2(C). As a result, we can show
the dimension of the space of symmetric linear functions of U qsl2(C)
is 3p− 1.
1 Introduction
In the study of conformal field theory associated with a vertex operator
algebra(VOA), the representation theory of VOAs plays an important
role. In fact the theory for any rational vertex operator algebra with
the factorization property is established over the projective line in [8].
This theory is generalized to the higher genus case; in particular, for
an elliptic curve the space of conformal blocks with a vacuum module
V is nothing but the space of formal characters of modules for V (cf.
[10]). Therefore its dimension coincides with the number of simple
modules for V up to isomorphisms.
On the other hand, the theory for irrational VOAs is rather dif-
ficult. For exapmle, under the same finiteness conditions it is shown
that genus one conformal blocks is finite dimensional (see [6] ). In this
case the dimension is greater than the number of simple modules.
There is slightly well studied example of irrational conformal field
theory which is called logarithmic conformal field theory. A typical
example of theory is a W(p)-algebra, whose confomal blocks involve
logarithmic function of modulus q (compare that no logarithmic terms
appear in rational cases.) In these examples determining the dimen-
sion of conformal blocks is not easy, in fact, this dimension has not
been yet known.
The discussion given in [6] and a private communication [7] suggest
that this dimension coincides with the one of the symmetric linear
1
functions of a finite dimensional algebra whose category of modules is
equivalent to the category of V -modules (also see [5]).
Recently [2] and [3] found that the category of W(p)-modules is
closely related with the category of the restricted quantum group
U qsl2(C)(for short U q) with q = e
πi/p. More precisely they proved
that a subspace of conformal blocks of W (p)-algebras has a subspace
which is invariant under the canonical SL2(Z) action and this space
is isomorphic to the space of q-characters. We hope that the space of
q-characters is isomorphic to conformal blocks. They further proved
that if p = 2 the category of modules for U q and the category of mod-
ules forW(p). We can expect that this equivalence of categories holds
for all p ≥ 2.
The above situation naturally indicates that the dimension of con-
formal blocks is exactly the dimension of U q/[U q, U q], that is, the
dimension of the space of the symmetric linear functions over the al-
gebra U q. This is still conjecture, but assuming that this is true, we
are going to determine the dimension of U q/[U q, U q].
It is proved in [2] that U q =
⊕p
s=0Qs where Qs is a subalge-
bra of U q. Thus it suffices to determine the dimension of the space
Qs/[Qs,Qs]. Nesbitt and Scott showed in [9] that the space of sym-
metric linear functions of a finite-dimensional algebra is isomorphic
to the one of its basic algebra as a vector space. We prove that the
basic algebra Bs of Qs for 1 ≤ s ≤ p − 1 is 8-dimensional and that
B0 and Bp are 1-dimensional. Moreover we get the multiplication ta-
ble among the basis of Bs for 1 ≤ s ≤ p − 1 and this implies that
dimBs/[Bs, Bs] = 3. Therefore the space of symmetric linear func-
tions of U q is (3p− 1)-dimensional.
This paper is organized as follows. In section 2 we introduce the ba-
sic algebra of a finite-dimensional associative algebra, symmetric linear
functions and the result given by Nesbitt and Scott which states that
the dimension of the space of symmetric linear functions of an algebra
is equal to that of its basic algebra. In section 3 we recall some defi-
nitions and results in the restricted quantum group U q studied([2],
[3]). Moreover we determine a basic set of primitive idempotents
{e±s |1 ≤ s ≤ p}of U q. The primitive idempotent e
±
s generates the
indecomposable projective module P±s and P
±
s is the 2p-dimensional
module whose basis is given by {B±n (s),X
±
k (s), Y
±
k (s), A
±
n (s)|0 ≤ n ≤
s−1, 0 ≤ k ≤ p−s−1} where B±0 (s) = e
±
s . In section 4 we prove that
the basic algebra of the subalgebra Qs for 1 ≤ s ≤ p − 1 of U q is 8-
dimensional and Q0 and Qp are 1-dimensional where U q =
⊕p
s=0Qs.
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And we find that the basis of Qs for 1 ≤ s ≤ p − 1 is given by
{e+s , e
−
p−s,X
±
0 , Y
±
0 , A
±
0 } where Z
+
0 = Z
+
0 (s) and Z
−
0 = Z
−
0 (p − s) for
Z = X,Y,A. We also determine the multiplication talbe among the
basis of Qs for 1 ≤ s ≤ p − 1. We prove that the space of sym-
metric linear functions of the baisc algebra of Qs for 1 ≤ s ≤ p − 1
is 3-dimensional. Then we prove that the space of symmetric linear
functions of U q is 3p− 1-dimensional.
The author thanks to Professor K. Nagatomo for continuous en-
couragement.
2 Preliminaries
In this section, we introduce the basic algebra of a finite-dimensional
associative algebra and symmetric linear functions.
2.1 The basic algebra
Let A be a finite-dimensional associative algebra over C with a unity
1 and
1 =
n∑
i=1
ni∑
j=1
eij , Aeij ∼= Aeik, Aeij 6∼= Aekl (i 6= k)
be a decomposition into primitive idempotents of the unity. We now
set ei = eija for some 1 ≤ ja ≤ ni and call E = {ei | 1 ≤ i ≤ n}
the basic set of primitive idempotents. Let S be the set of equivalence
classes of all simple left A-modules and P be the set of equivalence
classes of all indecomposable projective left A-modules. It is well
known that each of the maps E → S defined by e 7→ Ae/Je and
E → P definedby e 7→ Ae is bijective where J is the Jacobson radical
of A.
Set e =
∑n
i=1 ei. Then the subspace B(A) = eAe is the associative
algebra with the unity e, which is called the basic algebra of A.
2.2 Symmetric linear functions
Let A be a finite-dimensional associative algebra with a unity 1. A
symmetric linear function of A is a linear function ϕ ∈ HomC(A,C)
satisfying the condition ϕ(ab) = ϕ(ba) for all a, b ∈ A. This implies
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that the dimension of the space of the symmetric linear functions of
A is given by dimA/[A,A].
The following theorem can be found in [9].
Theorem 2.1 ([9]). The space of symmetric linear functions of a
fnite-dimensional algebra is isomorphic to the one of its basic algebra.
3 The restricted quantum group U qsl2(C)
and its modules
In this section, we review the restricted quantum group U q and its
representations([2], [3]). The most important result here is determin-
ing the basic set of primitive idempotents of U q. We set q = e
πi/p for
an integer p ≥ 2 and
[n] =
qn − q−n
q − q−1
for any integer n.
3.1 The restricted quantum group U q
The restricted quantum group U qsl2(C)(=: U q) is an associative alge-
bra generated by E, F and K with the following relations:
Ep = F p = 0, K2p = 1,
KEK−1 = q2E, KFK−1 =q−2F, [E,F ] =
K −K−1
q − q−1
.
Moreover this algebra has a structure of Hopf algebra, though we do
not use it in this paper(see [2], [3]).
The classification of simple left U q-modules can be found in [2].
Theorem 3.1 ([2]). The complete list of inequivalent simple modules
is given as follows: X±s with basis {a
±
n }
s−1
n=0 where 1 ≤ s ≤ p. the
vector a±0 is a highest weight vector with highest weight ±q
s−1, and
the algebra action given by
Ka±n =± q
s−1−2na±n ,
Ea±n =± [n][s − n]a
±
n−1,
Fa±n =a
±
n+1,
where we set a±−1 = a
±
s = 0.
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3.2 Indecomposable projective modules and the
basic set of primitive idempotents
In this section, we construct primitive idempotents of U q, and classify
the inequivalent indecomposable projective modules. The following
lemma will be often used in this paper.
Lemma 3.2 ([4]). For 1 ≤ m ≤ p − 1, The following relations hold
in U q:
[E,Fm] = [m]Fm−1
q−(m−1)K − qm−1K−1
q − q−1
= [m]
qm−1K − q−(m−1)K−1
q − q−1
Fm−1
[Em, F ] = [m]Em−1
qm−1K − q−(m−1)K−1
q − q−1
= [m]
q−(m−1)K − qm−1K−1
q − q−1
Em−1
Set v±s =
∑2p−1
ℓ=0 (±q
−(s−1))ℓKℓ ∈ U q for 1 ≤ s ≤ p. Since
Kv±s = ±q
s−1v±s , we see a
±
0 (s) = E
p−1F p−1v±s is the highest weight
vector of highest weight ±qs−1. We now construct simple modules as
submodules of U q (see Remark 3.4)
Lemma 3.3. Set a±n (s) = F
na±0 (s), then
a±n (s) =
{∏n
i=1(±[i][s − i])E
p−1−nF p−1v±s , 1 ≤ n ≤ s− 1,
0, n ≥ s.
Proof. By Lemma 3.2, we have
FEp−1 = Ep−1F −
[p− 1]
q − q−1
Ep−2(qp−2K − q−(p−2)K−1).
This implies that
a±1 (s) =
{
Ep−1F −
[p− 1]
q − q−1
Ep−2(qp−2K − q−(p−2)K−1)
}
F p−1v±s
=
[1]
q − q−1
(±qs−1 ∓ q−(s−1))Ep−2F p−1v±s
= ±[1][s − 1]Ep−2F p−1v±s .
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For n ≥ 2 Lemma 3.2 shows the following:
F
n−1∏
i=1
(±[i][s − i])Ep−nF p−1v±s
=
n−1∏
i=1
(±[i][s − i])
{
Ep−nF −
[p − n]
q − q−1
Ep−1−n(qp−1−nK − q−(p−1−n)K−1)
}
F p−1v±s
=
n−1∏
i=1
(±[i][s − i])± [n][s− n]Ep−1−nF p−1v±s
Moreover we have
FEp−sF p−1v±s
=
{
Ep−sF −
[p − s]
q − q−1
Ep−s−1(qp−s−1K − q−(p−s−1)K−1)
}
F p−1v±s
= −
[p− s]
q − q−1
Ep−s−1(±qp−s−1qs−1−2(p−1) ∓ q−(p−s−1)q−(s−1)+2(p−1))F p−1v±s
= −
[p− s]
q − q−1
(±qp ∓ q−p)Ep−s−1F p−1v±s = 0.
Remark 3.4. By the above lemma, we see
Ka±n (s) =± q
s−1−2na±n (s),
Ea±n (s) =± [n][s − n]a
±
n−1(s),
Fa±n (s) =a
±
n+1(s),
and Ea±0 (s) = 0 and Fa
±
s−1(s) = 0. So the subspace spanned by
{a±n (s)| 0 ≤ n ≤ s− 1} is isomorphic to the simple module X
±
s .
We next determine a primitive idempotent.
Proposition 3.5. The element
e±p =
1
2p
∏p−1
i=1 (±[i][s − i])
a±0 (p)
is a primitive idempotent of U q. In paticular, the simple module X
±
p
is projective.
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Proof. This follows from
(a±0 (p))
2 = Ep−1F p−1v±p a
±
0 (p)
= Ep−1F p−1
2p−1∑
ℓ=0
(±q−(p−1))ℓ(±qp−1)ℓa±0 (p)
= 2p
p−1∏
i=1
(±[i][s − i])a±0 (p).
Next we consider the case 1 ≤ s ≤ p− 1.
Lemma 3.6. For 1 ≤ s ≤ p− 1,
a±0 (s) = F
p−s∑
n=1
α±n (s)E
p−nF p−1−nv±s
where
α±n (s) =
p−s−1∏
k=p−s−(n−1)
(∓[k][p − s− k]).
Proof. By Lemma 3.2, we have
Ep−nF p−nv±s
=
{
FEp−n +
[p− n]
q − q−1
Ep−1−n(qp−1−nK − q−(p−1−n)K−1)
}
F p−1−nv±s
= FEp−nF p−1−nv±s ∓ [n][p− s− n]E
p−1−nF p−1−nv±s
and EsF sv±s = FE
sF s−1v±s . Moreover the relation
α±n (s) = ∓[n− 1][p − s− (n− 1)]α
±
n−1(s)
shows
α∓n (s) =
n−1∏
k=1
(∓[k][p − s− k]) =
p−s−1∏
k=p−s−(n−1)
(∓[k][p − s− k]).
7
Now we set
b±0 (s) =
p−s∑
n=1
α±n (s)E
p−1−nF p−1−nv±s ,
b±n (s) = F
nb±0 (s),
x±k (s) =
1∏p−s−1
ℓ=k+1(∓[ℓ][p − s− ℓ])
Ep−s−kb±0 (s), (3.1)
y±k (s) = F
s+kb±0 (s), (3.2)
for 1 ≤ n ≤ s − 1 and 1 ≤ k ≤ p − s − 1. Let P±s be the subspace
spanned by
{b±n (s), a
±
n (s), x
±
k (s), y
±
k (s) | 0 ≤ n ≤ s− 1, 0 ≤ k ≤ p− s− 1}.
Proposition 3.7. (1) The subspace P±s of U q is the 2p-dimensional
left U q-module with the basis
b±n (s), a
±
n (s), x
±
k (s), y
±
k (s)
for 0 ≤ n ≤ s− 1 and 0 ≤ k ≤ p− s− 1 and the action of U q is
given by
Kb±n (s) = ±q
s−1−2nb±n (s), Ka
±
n (s) = ±q
s−1−2na±n (s),
Kx±k (s) = ∓q
p−s−1−2kx±k (s), Ky
±
k (s) = ∓q
p−s−1−2ky±k (s),
Eb±n (s) =
{
±[n][s− n]b±n−1(s) + a
±
n−1(s), 1 ≤ n ≤ s− 1,
x±p−s−1(s), n = 0,
Ex±k (s) =
{
∓[k][p− s− k]x±k−1(s), 1 ≤ k ≤ p− s− 1,
0, k = 0,
Ey±k (s) =
{
∓[k][p − s− k]y±k−1(s), 1 ≤ k ≤ p− s− 1,
a±s−1(s), k = 0,
Ea±n (s) =
{
±[n][s− n]a±n−1(s), 1 ≤ n ≤ s− 1,
0, n = 0,
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Fb±n (s) =
{
b±n+1(s), 0 ≤ n ≤ s− 2,
y±0 (s), n = s− 1,
Fx±k (s) =
{
x±k+1(s), 0 ≤ k ≤ p− s− 2,
a±0 (s), k = p− s− 1,
Fy±k (s) =
{
y±k+1(s), 0 ≤ k ≤ p− s− 2,
0, k = p− s− 1,
Fa±n (s) =
{
a±n+1(s), 0 ≤ n ≤ s− 2,
0, n = s− 1.
(2) The module P±s is indecomposable.
Proof. (1)We see that
Kb±n (s) = ±q
s−1−2nb±n (s), (3.3)
Ka±n (s) = ±q
s−1−2na±n (s), (3.4)
Kx±k (s) = ∓q
p−s−1−2kx±k (s), (3.5)
Ky±k (s) = ∓q
p−s−1−2ky±k (s) (3.6)
for 0 ≤ n ≤ s − 1 and 0 ≤ k ≤ p− s − 1. By Lemma 3.6 and (3.1),
we have
FEb±0 (s) = Fx
±
p−s−1(s) = a
±
0 (s). (3.7)
By Lemma 3.2, (3.3) and (3.7),
Ey±0 (s) = EF
sb±0 (s)
=
{
F sE +
[s]
q − q−1
F s−1(q−(s−1)K − qs−1K−1)
}
b±0 (s)
= F sEb±0 (s) = a
±
s−1(s) (3.8)
and this shows
Ey±k (s) = EF
ky±0 (s)
=
{
F kE +
[k]
q − q−1
F k−1(q−(k−1)K − qk−1K−1)
}
y±0 (s)
= ∓[k][p − s− k]y±k−1 (3.9)
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for 1 ≤ k ≤ p− s− 1. Since
Ep−s+1b±0 (s) = E
p−s+1
p−s∑
n=1
α±n (s)E
p−1−nF p−1−nv±s
= 0,
we have
Ex±0 (s) =
1∏p−s−1
ℓ=1 (∓[ℓ][p − s− ℓ])
Ep−sx±p−s−1(s)
=
1∏s−1
i=1 (±[i][s − i])
∏p−s−1
ℓ=1 (∓[ℓ][p− s− ℓ])
Ep−s+1b±0 (s)
= 0. (3.10)
Therefore we have
Fx±k (s)
=
1∏p−s−1
ℓ=k+1(∓[ℓ][p − s− ℓ])
FEp−s−kb±0 (s)
=
1∏p−s−1
ℓ=k+1(∓[ℓ][p − s− ℓ])
×
{
Ep−s−1−kF −
[p− s− 1− k]
q − q−1
Ep−s−2−k(qp−s−2−kK − q−(p−s−2−k)K−1)
}
× x±p−s−1(s)
=
∓[k + 1][p − s− 1− k]∏p−s−1
ℓ=k+1(∓[ℓ][p − s− ℓ])
Ep−s−1−kb±0 (s)
= x±k−1(s) (3.11)
for 1 ≤ k ≤ p− s− 1. The relation (3.8) shows
Eb±n (s) = EF
nb±0 (s)
=
{
FnE +
[n]
q − q−1
Fn−1(q−(n−1)K − qn−1K−1)
}
b±0 (s)
= ±[n][s− n]b±n−1(s) + a
±
n−1(s) (3.12)
for 1 ≤ n ≤ s− 1. By the definition of the vector x±k (s), we obtain
Ex±k (s) = ∓[k][p− s− k]
1∏p−s−1
ℓ=k (∓[ℓ][p− s− ℓ])
Ep−s−(k−1)b±0 (s)
= ∓[k][p− s− k]x±k−1(s) (3.13)
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for 1 ≤ k ≤ p− s− 1. By using (3.12) inductively, we can show that
Es−1b±s−1(s)
=
s−1∏
i=1
(±[i][s − i])b±0 (s) +
s−1∑
i=1
s−1∏
j=1
j 6=i
(±[j][s − j])a±0 (s). (3.14)
By the definition of vectors and the relation (3.3)–(3.13) and (3.10)–
(3.11), the space P±s is a 2p-dimensional left U q-module.
(2)The module P±s has unique highest weight vector which gener-
ates the simple module X±s up to scalar multiple, so the module P
±
s
is indecomposable.
Next we show that the generator of P±s is an idempotent. Now we
can see that
(b±0 (s))
2 =
p−s∑
n=1
α±n (s)E
p−1−nF p−1−nv±s b
±
0 (s).
By Proposition 3.7, one has
α±n (s)E
p−1−nF p−1−nv±s b
±
0 (s)
= 2pα±n (s)E
p−1−ny±p−s−1−n(s)
= 2pα±n (s)
s−1∏
i=1
(±[i][s − i])
p−s−1−n∏
k=1
(∓[k][p − s− k])a±0 (s)
= 2p
s−1∏
i=1
(±[i][s − i])
p−s−1∏
k=1
k 6=n
(∓[k][p − s− k])a±0 (s)
for 1 ≤ n ≤ p− s− 1 and by (3.14)
α±p−s(s)E
s−1F s−1v±s b
±
0 (s)
= 2pα±p−s(s)E
s−1b±s−1(s)
= 2p
p−s−1∏
m=1
(∓[m][p − s−m])
s−1∏
i=1
(±[i][s − i])b±0 (s)
+ 2p
p−s−1∏
m=1
(∓[m][p− s−m])
s−1∑
j=1
s−1∏
k=1
k 6=j
(±[k][s − k])a±0 (s).
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Moreover we have
b±0 (s)a
±
0 (s)
= α±p−s(s)E
s−1F s−1v±s a
±
0 (s)
= 2p
p−s−1∏
m=1
(∓[m][p − s−m])
s−1∏
i=1
(±[i][s − i])a±0 (s)
and
a±0 (s)b
±
0 (s) = 2p
p−s−1∏
m=1
(∓[m][p − s−m])
s−1∏
i=1
(±[i][s − i])a±0 (s).
We set
γ±(s) = 2p
p−s−1∏
m=1
(∓[m][p− s−m])
s−1∏
i=1
(±[i][s − i]), (3.15)
δ±(s) = 2p
p−s−1∏
m=1
(∓[m][p − s−m])
s−1∑
j=1
s−1∏
k=1
k 6=j
(±[k][s− k])
+ 2p
s−1∏
i=1
(±[i][s − i])
p−s−1∑
n=1
p−s−1∏
k=1
k 6=n
(∓[k][p − s− k])
(3.16)
and
e±s =
1
γ±(s)
(
b±0 (s)−
δ±(s)
γ±(s)
a±0 (s)
)
,
then we have
(b±0 (s))
2 = γ±(s)b±0 (s) + δ
±(s)a±0 (s), (3.17)
a±0 (s)b
±
0 (s) = γ
±(s)a±0 (s), (3.18)
b±0 (s)a
±
0 (s) = γ
±(s)a±0 (s). (3.19)
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By Proposition 3.7 we can see that the vectors
1
γ±(s)
(
b±n (s)−
δ±(s)
γ±(s)
a±n (s)
)
,
1
γ±(s)
x±k (s),
1
γ±(s)
x±k (s),
1
γ±(s)
a±n (s),
for 0 ≤ n ≤ s− 1 and 0 ≤ k ≤ p− s− 1 also form the basis of P±s .
Proposition 3.8. The element e±s is a primitive idempotent of U q.
In paticular, the module P±s is projective.
Proof. We see (a±0 (s))
2 = 0, then by (3.17)–(3.19),
(e±s )
2 =
1
(γ±(s))2
{(b±0 (s))
2 −
δ±(s)
γ±(s)
a±0 (s)b
±
0 (s)−
δ±(s)
γ±(s)
b±0 (s)a
±
0 }
=
1
(γ±(s))2
{γ±(s)b±0 (s) + δ
±(s)a±0 (s)− 2δ
±(s)a±0 (s)}
= e±s .
By Proposition 3.7, the module P±s is generated by the idempotent
e±s .
By Proposition 3.5 and Proposition 3.8, we obtain the following
result:
Theorem 3.9. {e±s | 1 ≤ s ≤ p} is a basic set of primitive idempotents
of U q.
3.3 The Casimir element
Let us denote the Casimir element C defined by
C = EF +
q−1K + qK−1
(q − q−1)2
= FE +
qK + q−1K−1
(q − q−1)2
.
Then we can see
Ce±s =
{
FE +
qK + q−1K−1
(q − q−1)2
}
e±s
= a±0 (s)±
qs + q−s
(q − q−1)2
e±s
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for 1 ≤ s ≤ p− 1 and
Ca±0 (s) = ±
qs + q−s
(q − q−1)2
a±0 (s)
for 1 ≤ s ≤ p. Thus we have the following proposition.
Proposition 3.10 ([2]). The minimal polynomial of C is given by
Ψ2p(x) = (x− β0)(x− βp)
p−1∏
j=1
(x− βj)
2, βj =
qj + q−j
(q − q−1)2
.
By this proposition, U q has the decomposition into subalgebras
U q =
p⊕
s=0
Qs (3.20)
where Qs has the eigenvalue βs of C. Moreover we have e
+
s , e
−
p−s ∈ Qs,
e−p ∈ Q0 and e
+
p ∈ Qp.
4 The space of symmetric linear func-
tions of U q
In this section we determine the dimension of the space of symmetric
linear functions of U q.
4.1 The basic algebra of U q
Recall that the basic set of primitive idempotents of U q is given by
e±s =
1
γ±(s)
(
p−s∑
n=1
α±n (s)E
p−1−nF p−1−n −
δ±(s)
γ±(s)
Ep−1F p−1)v±s ,
e±p =
1
2p
∏p−1
i=1 (±[i][s − i])
a±0 (p)
for 1 ≤ s ≤ p− 1. By (3.15) and (3.16), we have
γ = γ+(s) = 2p
p−s−1∏
m=1
(−[m][p − s−m])
s−1∏
i=1
[i][s − i] = γ−(p − s),
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and
δ = δ+(s) = 2p
p−s−1∏
m=1
(−[m][p− s−m])
s−1∑
j=1
s−1∏
k=1
k 6=j
[k][s − k]
+ 2p
s−1∏
i=1
[i][s − i]
p−s−1∑
n=1
p−s−1∏
k=1
k 6=n
(−[k][p − s− k]),
= δ−(p − s).
Thus we have
e+s =
1
γ
(
p−s∑
n=1
α+n (s)E
p−1−nF p−1−n −
δ
γ
Ep−1F p−1)v+s ,
e−p−s =
1
γ
(
s∑
n=1
α−n (p− s)E
p−1−nF p−1−n −
δ
γ
Ep−1F p−1)v−p−s.
The basic algebra of U q is defined by eU qe where e =
∑p−1
s=1(e
+
s +
e−p−s) + e
+
p + e
−
p . By the decomposition of U q, we can see
eU qe =
p−1⊕
s=1
(e+s + e
−
p−s)Qs(e
+
s + e
−
p−s)⊕ e
+
p Qpe
+
p ⊕ e
−
p Q0e
−
p .
We can see that (e+s + e
−
p−s)Qs(e
+
s + e
−
p−s) is the basic algebra of Qs
and each of e+p Qpe
+
p and e
−
p Q0e
−
p is the basic algebra of Qp and Q0,
respectively. We set Bs = (e
+
s + e
−
p−s)Qs(e
+
s + e
−
p−s) for 1 ≤ s ≤ p− 1,
Bp = e
+
p Qpe
+
p and B0 = e
−
p Q0e
−
p . By the definition of e
±
p and the
structure of the simple module X±p , we have the following:
Proposition 4.1. The basic algebras B0 and Bp are both 1-dimensional
commutative algebras.
In order to determine the structure of the basic algebra Bs for
1 ≤ s ≤ p− 1, we make the table of multiplications of Bs.
We can see that Qs(e
+
s + e
−
p−s)
∼= P+s ⊕ P
−
p−s. Then the basis of
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Qs(e
+
s + e
−
p−s) corresponding to P
+
s is given by
B+n = F
ne+s ,
Y +k = F
s+ke+s =
1
γ
y+k (s),
X+k =
1∏p−s−1
ℓ=k+1(−[ℓ][p− s− ℓ])
Ep−s−ke+s =
1
γ
x+k (s),
A+n = F
n+1Ee+s =
1
γ
a+n (s)
and that corresopnding to P−p−s is given by
B−k = F
ke−p−s,
Y −n = F
p−s+ne−p−s =
1
γ
y−n (p− s),
X−n =
1∏s−1
ℓ=n+1[ℓ][s − ℓ]
Es−ke−p−s =
1
γ
x−n (p− s),
A−k = F
k+1Ee−p−s =
1
γ
a−n (p− s)
for 0 ≤ n ≤ s− 1 and 0 ≤ k ≤ p− s− 1.
The basis of Bs is the set of non-vanishing elements of the basis
of Qs(e
+
s + e
−
p−s) by the left action of primitive idempotents e
+
s and
e−p−s. For finding such the elements, we need the follwing lemma:
Lemma 4.2. Let ϕn be a vector of weight q
s−1−2n and ψk be a vector
of weight −qp−s−1−2k for 0 ≤ n ≤ s− 1 and 0 ≤ k ≤ p− s− 1. Then
v+s ϕn =
{
2pϕ0, n = 0,
0, n 6= 0,
v+s ψk = 0,
v−p−sϕn = 0,
v−p−sψk =
{
2pψ0, k = 0,
0, k 6= 0.
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Proof. Since v+s =
∑2p−1
ℓ=0 q
−(s−1)ℓKℓ, we have
v+s ϕn =
2p−1∑
ℓ=0
q−(s−1)ℓ(qs−1−2n)ℓϕn
=
2p−1∑
ℓ=0
q−2nℓϕn.
We can see that 1 − q−2n = 0 if and only if n = 0 since 0 ≤ n ≤
s− 1.
By Lemma 4.2, we can get
e+s B
+
n = 0, e
+
s Y
+
k = 0, e
+
s X
+
k = 0, e
+
s A
+
n = 0,
e+s B
−
k = 0, e
+
s Y
−
n = 0, e
+
s X
−
n = 0, e
+
s A
−
k = 0,
for 1 ≤ n ≤ s− 1 and 0 ≤ k ≤ p− s− 1 and
e−p−sB
+
m = 0, e
−
p−sY
+
j = 0, e
−
p−sX
+
j = 0, e
−
p−sA
+
m = 0,
e−p−sB
−
j = 0, e
−
p−sY
−
m = 0, e
−
p−sX
−
m = 0, e
−
p−sA
−
j = 0,
for 0 ≤ m ≤ s − 1 and 1 ≤ j ≤ p − s − 1. By Lemma 4.2 and the
definition of idempotents, we get
e+s Y
−
0 =
2p
γ
(
p−s∑
n=1
α+n (s)E
p−1−nF p−1−n −
δ
γ
Ep−1F p−1)Y −0
=
2pα+p−s(s)
γ
Es−1F s−1Y −0
= Y −0 , (4.1)
e+s X
−
0 =
2p
γ
(
p−s∑
n=1
α+n (s)E
p−1−nF p−1−n −
δ
γ
Ep−1F p−1)X−0
=
2pα+p−s(s)
γ
Es−1F s−1X−0
= X−0 , (4.2)
e+s A
+
0 =
2p
γ
(
p−s∑
n=1
α+n (s)E
p−1−nF p−1−n −
δ
γ
Ep−1F p−1)A+0
=
2pα+p−s(s)
γ
Es−1F s−1A+0
= A+0 . (4.3)
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Similarly we have
e−p−sX
+
0 = X
+
0 , (4.4)
e−p−sY
+
0 = Y
+
0 , (4.5)
e−p−sA
−
0 = A
−
0 . (4.6)
This implies that the basic algebra Bs for 1 ≤ s ≤ p− 1 has the basis
of the form
e+s , e
−
p−s, X
±
0 , Y
±
0 , A
±
0 .
Next we determine the multiplication table of Bs. By Lemma 4.2
and the definition of the vectors, we can see that for a = X+0 , Y
+
0 , or
A+0 ,
ab =
{
a, b = e+s ,
0, b = X+0 , Y
+
0 , e
−
p−s, A
−
0 ,
and for a = X−0 , Y
−
0 , or A
−
0 ,
ab =
{
a, b = e−p−s,
0, b = X−0 , Y
−
0 , e
+
s , A
+
0 .
By (4.1), we have
X+0 Y
−
0 =
1∏p−s−1
ℓ=1 (−[ℓ][p− s− ℓ])
Ep−se+s Y
−
0
=
1∏p−s−1
ℓ=1 (−[ℓ][p− s− ℓ])
Ep−sY −0
= A−0 ,
Y +0 Y
−
0 = F
se+s Y
−
0 = 0,
A+0 Y
−
0 = FEe
+
s Y
−
0 = FA
−
p−s−1 = 0,
and by (4.2),
X+0 X
−
0 =
1∏p−s−1
ℓ=1 (−[ℓ][p− s− ℓ])
Ep−se+s X
−
0
= 0
Y +0 X
−
0 = F
se+s X
−
0 = A
−
0 ,
A+0 X
−
0 = FEe
+
s X
−
0 = 0,
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and by (4.3),
X+0 A
+
0 =
1∏p−s−1
ℓ=1 (−[ℓ][p− s− ℓ])
Ep−se+s A
+
0
= 0,
Y +0 A
+
0 = F
se+s A
+
0 = 0,
A+0 A
+
0 = FEe
+
s A
+
0 = 0.
By (4.4)–(4.6) and similar caluculation appeared above, we get
aX+0 =
{
A+0 , a = Y
−
0 ,
0, a = X−0 , A
−
0 ,
aY +0 =
{
A+0 , a = X
−
0 ,
0, a = Y −0 , A
−
0 ,
and
aA−0 = 0.
for a = X−0 , Y
−
0 , A
−
0 .
The above relations yield the following multipulication table among
the basis of Bs for 1 ≤ s ≤ p− 1:
Table 1 : The table of xy for x, y = es, e
−
p−s, A
±
0 ,X
±
0 , Y
±
0
x\y e+s X
+
0 Y
+
0 A
+
0 e
−
p−s X
−
0 Y
−
0 A
−
0
e+s e
+
s 0 0 A
+
0 0 X
−
0 Y
−
0 0
X+0 X
+
0 0 0 0 0 0 A
−
0 0
Y +0 Y
+
0 0 0 0 0 A
−
0 0 0
A+0 A
+
0 0 0 0 0 0 0 0
e−p−s 0 X
+
0 Y
+
0 0 e
−
p−s 0 0 A
−
0
X−0 0 0 A
+
0 0 X
−
0 0 0 0
Y −0 0 A
+
0 0 0 Y
−
0 0 0 0
A−0 0 0 0 0 A
−
0 0 0 0
Theorem 4.3. The basic algebra Bs for 1 ≤ s ≤ p−1 is 8-dimensional
associative algebra with the basis
e+s , e
−
p−s, X
±
0 , Y
±
0 , A
±
0 ,
and the relations in Table 1.
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4.2 The dimension of the space of symmetric
linear functions of U q
In this section, we determine the dimension of the space of symmetric
linear functions of U q.
First we determine the subspace [Bs, Bs] of Bs by Proposition 4.1
and Theorem 4.3. By Table 1, we can obtain all the commutators
among the basis of Bs for 1 ≤ s ≤ p − 1, in particular, we can see
[x,A±0 ] = 0 for x = e
+
s , e
−
p−s,X
±
0 , Y
±
0 , A
±
0 .
Table 2 : The table of [x, y] for x, y = e+s , e
−
p−s,X
±
0 , Y
±
0
x\y e+s X
+
0 Y
+
0 e
−
p−s X
−
0 Y
−
0
e+s 0 −X
+
0 −Y
+
0 0 X
−
0 Y
−
0
X+0 X
+
0 0 0 −X
+
0 0 A
−
0 −A
+
0
Y +0 Y
+
0 0 0 −Y
+
0 A
−
0 −A
+
0 0
e−p−s 0 X
+
0 Y
+
0 0 −X
−
0 −Y
−
0
X−0 −X
−
0 −X
−
0 A
+
0 −A
−
0 X
−
0 0 0
Y −0 −Y
−
0 A
+
0 −A
−
0 0 Y
−
0 0 0
Proposition 4.4. The space of symmetric linear functions of Bs is
3-dimensional for 1 ≤ s ≤ p− 1 and 1-dimensional for s = 0, p.
Proof. The space B0/[B0, B0] and Bp/[Bp, Bp] are 1-dimensional since
B0 and Bp are 1-dimensional commutative algebras.
Table 2 shows that {X±0 , Y
±
0 , A
+
0 − A
−
0 } is the basis of the space
[Bs, Bs]. Thus the dimension of the space Bs/[Bs, Bs] is equal to 3 for
1 ≤ s ≤ p− 1.
By this proposition, we have the following:
Theorem 4.5. The space of symmetric linear functions of the basic
algebra of U q is (3p − 1)-dimensional.
By Theorem 2.1 and Theorem 4.5, we finally get the following
theorem:
Theorem 4.6. The space of symmetric linear functions of U q is (3p−
1)-dimensional.
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