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Abstract
Recently, the Two-Dimensional Principal Compo-
nent Analysis (2DPCA) model is proposed and
proved to be an efficient approach for face recog-
nition. In this paper, we will investigate the in-
cremental 2DPCA and develop a new constructive
method for incrementally adding observation to the
existing eigen-space model. An explicit formula
for incremental learning is derived. In order to il-
lustrate the effectiveness of the proposed approach,
we performe some typical experiments and show
that we can only keep the eigen-space of previ-
ous images and discard the raw images in the face
recognition process. Furthermore, this proposed in-
cremental approach is faster when compared to the
batch method (2DPCD) and the recognition rate
and reconstruction accuracy are as good as those
obtained by the batch method.
1 Introduction
Research into face recognition has flourished in recent years
due to the increased need for surveillance with more robust
systems and has attracted a multidisciplinary research ef-
fort, in particular, for techniques based on PCA [L.Sirovich
and M.Kirby, 1987], [M.Kirbyand and L.Sirovich, 1990],
[M.A.Grudin, 2000], [Zhao and Y.Yang, 1999], [Valentin
et al., 1994]. Peter M. Hall et al. proposed ”incremen-
tal eigen analysis” and pointed out that incremental meth-
ods are important to the computer vision community because
of the opportunities they offer. To overcome recomputing
the whole decomposition from scratch, several methods have
been proposed that allow for an incremental computation of
eigen images [Hall et al., 2000], [J.Winkeler et al., 1999],
[S.Chandrasekaram et al., 1997], [Liu et al., 2002]. [Artacˇ,
2002] used that incremental PCA for on-line visual learning
and recognition. Recently [Yang, 2004] presented a new ap-
proach, called 2DPCA and applied it to appearance-based
face representation and recognition. With this approach, an
image covariance matrix can be constructed directly using the
original image matrices and this overcomes the weaknesses
of PCA in which 2D face image matrices must be previously
transformed into 1D image vectors. As a result, 2DPCA has
two important advantages over PCA. First, it is easier to eval-
uate the covariance matrix accurately. Second, less time is
required to compute the corresponding eigenvectors. Fur-
ther, the performance of 2DPCA is much better than PCA
as demonstrated in [Yang, 2004]. In this paper, we intend to
develop an eigen space update algorithm based on 2DPCA
here and use it for face recognition.
We first clarify the difference between batch and incre-
mental methods for computing eigen space models. A batch
method computes an eigen model using all observations si-
multaneously. An incremental method computes an eigen
space model by successively updating an earlier model as new
observations become available. The advantage of the incre-
mental 2DPCA method is that it allows the construction of
eigen models via a procedure that uses less storage and could
be used as part of a learning system in which observations are
added to the existing eigen model iteratively.
In our experiments using the AMP and Yale face image
databases [yaleB, ] , we show that the resulting model is
comparable in performance to the model computed with the
batch method. However, the incremental model can easily be
modified with incoming data.
This paper is organized as follows. In section 2, we in-
troduce the standard procedure to build the eigenvectors and
then introduce incremental 2DPCA methods. We then de-
velop our novel approach and in section 3, we present the
results of the experiments which show the advantage of the
proposed approach. We conclude the paper in section 4.
2 2DPCA and Incremental 2DPCA
In this section, we briefly outline the standard procedure of
building the eigen vector space from a set of training images
and then develop its incremental version. We represent input
images as matrices
Let Ai ∈ Rm×n, i = 1 . . .M , where m,n are the number
of pixels in the image, and M is the number of the images.
We adopt the following criterion as in [3]:
J(X) = tr(SX) = tr{X>[E(A−EA)>(A−EA)]X} (1)
where SX is the covariance matrix of Ai (i=1,2...M) with the
projection matrix X and E is the expectation of a stochastic
variable.
In fact, the covariance matrix G ∈ Rn×n with M images
is:
G =
1
M
M∑
i=1
(Aj −AM )>(Aj −AM ) (2)
where AM = 1M
∑M
i=1Ai is the mean image matrix of the
M training samples. Alternatively the criterion in (1) can be
expressed by the following:
J(X) = tr(X>GX) (3)
where X is a unitary column vector. The matrix X that max-
imizes the criterion is called the optimal projection axis. The
optimal projection Xopt is a set of unitary vectors that max-
imizes J(X). i.e the eigenvectors of G corresponding to the
large eigenvalues [Hall et al., 1999]. We usually choose a
subset of only d eigenvectors corresponding to larger eigen-
values to be included in the model, that is {X1 . . . Xd} =
argmax J(X) satisfying X>i Xj = 0( i 6= j, i, j =
1, 2, . . . , d). Each image can thus be optimally approximated
in the least-squares sense up to a predefined reconstruction
error. Every input image Ai will project into a point in the
d-dimensional subspace spanned by the selected eigen matrix
X [Hall et al., 1999].
Let us now turn to the incremental version of the algorithm.
Assume we have already build a eigen matrix X = [Xi],
i = 1, 2, . . . , d with the input images Ai , i = 1, . . . ,M .
Actually X is the first d vectors of the following solution
GXw = XwΛ (4)
where Λ is a diagonal matrix of eigenvalues with decreasing
order. Incremental building of eigen matrices requires us to
update X after taking a new input image AM+1 as input.
The new eigenspace model can be obtained incrementally
by using Eigen Value Decomposition(EVD) after adding a
new matrix AM+1 and is:
G′X ′w = X
′
wΛ
′ (5)
where X ′ can be chosen from X ′w as the first d+ 1 columns.
Recall that we can update the mean with AM and AM+1 as
following.
AM+1 =
1
M + 1
(MAM +AM+1) (6)
So, we can update the covariance matrix G′ from G
,AM+1 −AM as following.
G′ =
1
M + 1
M+1∑
i=1
(Aj −AM+1)>(Aj −AM+1)
=
1
M + 1
M+1∑
i=1
((Aj − MAM +AM+1
M + 1
)>
(Aj − MAM +AM+1
M + 1
))
=
M
M + 1
G+
M2
(M + 1)3
(y)ᵀy7 (1)
where y = AM+1 − AM . From the above analysis, we can
obtain X ′ after we get a new image AM+1 with the previous
information G and AM by solving equation (5). One im-
portant question is: whether it is necessary to add one more
dimension after adding the image AM+1. Since the updated
X ′ may bring no useful information or even lead to worse
performance if AM+1 could not bring effective information
compared to previous Ai, i = 1, 2, · · · ,M .
Based on above analysis, we need to update the eigen ma-
trix after adding a new matrix AM+1 based on the actual in-
formation brought by AM+1. In order to do this , we first
compute an orthogonal residual vector hM+1 based on the
effective information y in (7); The new observation AM+1
is projected into the eigenspace model by X to give a d-
dimensional matrix g. g can be reconstructed into m × n di-
mensional space, but with the loss represented by the residue
matrix hM+1.
g = X>(AM+1 −AM ) (8)
hM+1 = (AM+1 −AM )−Xg (9)
and we normalise (9) to obtain the following.
hˆM+1 =
{ hM+1
||hM+1||F ||hM+1||F > δ
0 otherwise
(10)
Now this reconstruction error is used to determine whether
we need to update X . If hˆM+1 is very small and negligi-
ble, it indicates that the added image AM+1 did not bring any
effective information and we do not need to update X . Other-
wise, we need to updateX based on this effective information
hˆM+1. Recall that hˆM+1 is a matrix and we can add only one
more dimension for X . In order to represent the effective in-
formation with a vector, we construct a column vector h using
the mean vector of columns in hˆM+1 as h.
In this case, the vector h is a representation for the effective
information brought by AM+1. Next, we will use this effec-
tive information to update the eigen matrix. Since h may not
orthogonal to X , as did in [Hall et al., 1999], we update X in
the following way,
X
′
= [X,h]R (11)
where R ∈ Rm×(d+1) is rotation matrix. In order to deter-
mine R optimally, we need X ′ to be the first d+ 1 eigenvec-
tors of G′ and this gives
[X,h]ᵀ(
M
M + 1
G+
M2
(M + 1)3
(y)ᵀy)[X,h]R = RΛ
′ (12)
after substitution of Equations (7) and (11) into (5). This is a
(d + 1) × (d + 1) eigen problem with solution eigenvector
R and eigenvalues Λ′ ∈ R(d+1)×(d+1) . Note that we have
reduced dimensions from n to (d + 1) discarding the eigen-
values in Λ′w already deemed negligible.
The left hand side comprises two additive terms. Up to a
scale factor, the first of those terms is:
[X,h]ᵀG[X,h] =
[
XᵀGX XᵀGh
hᵀGX hᵀGh
]
≈
[
Λ 0
0ᵀ 0
]
(13)
where 0 is a d-dimension vector of zeros. In [Hall et al.,
1999] it is proved that Ghˆ ≈ 0, where hˆ is normalized
residue vector. In our paper , hˆ is a residue matrix, we use
the mean of columns in hˆ as h, so Gh ≈ 0. Therefore,
XᵀGh ≈ 0,hᵀGX ≈ 0, hᵀGh ≈ 0.
Similarly, The second term will be
[X,h]ᵀ((y)ᵀy)[X,h] =
[
Xᵀ((y)ᵀy)X Xᵀ((y)ᵀy)h
hᵀ((y)ᵀy)X hᵀ((y)ᵀy)h
]
=
[
αᵀα αᵀγ
γᵀα γᵀγ
]
14 (2)
where γ = (AM+1 −AM )h and α = (AM+1 −AM )X
Thus, R ∈ R(d+1)×(d+1) of (10) will be the solution of the
following form
DR = RΛ
′ (15)
where D ∈ R(d+1)×(d+1) is as following.
D =
M
M + 1
[
Λ 0
0> 0
]
+
M2
(M + 1)3
[
αᵀα αᵀγ
γᵀα γᵀγ
]
(16)
Concludingly, we can obtain an updated X ′ once we
solved (16) for R.
3 Proposed Face Recognition Algorithm
In this section, we will propose an updated face recognition
algorithm based on the incremental projection derived in last
section.
Approach 1: We use the batch method to obtain the new
eigenvector Xnew , and in this case, each training image A
projects into discrete points Y¯i.
Approach 2: We use the proposed incremental algorithm
to obtain the new eigen matrix X ′ . As shown in figure 1, we
use the eigen matrix X to remap Yi ,i = 1, 2 . . . ,M + 1 and
obtain the reconstructed images A˜i+A¯M ,i = 1, 2 . . . ,M+1.
Recall that we can also use A˜i + A¯M+1 as reconstructed im-
ages. After these manipulations, we can project the recon-
structed images to d + 1 dimension by using X ′ and obtain
Y˜i ,i = 1, . . . ,M + 1 as shown in figure 1. In this case,
we can use Y˜i ,i = 1, . . . ,M + 1 as projections of train-
ing images for face recognition. Recall that we have two ap-
proaches to reconstruct images by using A¯M and A¯M+1 in
A˜i ,i = 1, . . . ,M,M + 1. The difference (A¯M -A¯M+1)X ′
will be used for our developed approach next.
Approach 3: We use the incremental algorithm and it is
the main approach of this paper.
In the eigenspace method, 2DPCA can be used to re-
construct the images [3] as following. The M images Ai
i = 1, . . . ,M, have produced a d dimensional eigen matrix
[X1, . . . , Xd] with the image covariance matrix G. After the
image samples are projected onto these axes, the resulting
principal component matrices are Yk = AkX (k = 1 . . . ,M )
, and can be approximately reconstructed by A˜k = YkX
>
(k = 1 . . . ,M ) (d ≤ n). The images are represented with
coefficient matrix A˜k and can be approximated by Aˆk =
A˜k(M) + A¯M (k = 1 . . . ,M ) .The subscrip (M) denotes the
discrete time line of adding the images.
When a new observation AM+1 arrives, we compute the
new mean using (6) and the new covariance matrix using (7).
Further, we can construct the intermediate matrix D (16), and
solve the eigenproblem (15). This produces a new subspace
of eigenvector X ′ .
In order to remap the coefficients Aˆi(M) into this new sub-
space, we first compute an auxiliary vector η .
η = (A¯M − A¯M+1)X ′ (17)
which is then used in the computation of all coefficients.
Yˆi(M+1) =
[
Yi(M), 0
]
R+ η.i = 1, . . . ,M + 1 (18)
The above transformation produces a representation with
d + 1 dimension. In this case, the approximations of previ-
ously images Aˆk (k = 1 . . . ,M ) and the new observation
AM+1 can be fully reconstructed from this representation as.
Aˆi(M+1) = Yi(M+1)X ′ +AM+1 (19)
In next section, we will do some experiments with different
databases to show the effectiveness of the proposed update
algorithm.
Based on the above analysis, we outline our incremental
algorithm for face recognition as the follows:
Algorithm 1
1: Give M traing images Ai(i=1....M),calculate the mean
A¯M , covarance matrix G and eigenspace X .
2: Adding a image AM+1, updating the mean A¯M+1 with
A¯M and AM+1.
3: Calculate the vector h, if h > δ then X ′ = [X,h]R
else X ′ = X.
4: goto 2.
Concludingly, we have achieved the updated algorithm.
Algorithm 2
1) We have updated eigenspace matrix
X
′
= [X,h]R
where R is obtained from (15), if the effective information
is significant
2) We have updated projection for training samples
Yˆi(M+1) =
[
Yi(M), 0
]
R+ η.
where η is given in (17), if update is necessary.
3) In Algorithm 1, the average value of traing samples must
be updated even the eigenspace matrix is not changed. This
is to make sure that the projections of traing samples are up-
dated properly in (18), in the case of multi-step updations.
3.1 Analysis of Computational Complexity
In this section, we will analyze the complexity of the batch
algorithm and the updated algorithm in order to obtain the
eigen matrix. Here we assume that the image size of Ai is
m × n with n ≥ m. The number of images is M and the
dimension of the initial learning is d. When a new image
AM+1 arrives, the complexity of batch algorithm to obtain
Xnew via G and AM+1 is O(n3+m2n) due to a fact that the
SVD is with complexity ofO(n3)[15] . It is easy to derive the
complexity of updated algorithm is O(n2+d3+d2m+mnd)
. Due to the fact d << n, so it is usually faster and more
efficient to use the updated algorithm if the performance can
be guaranteed.
In principle, the updated algorithms are using the error in-
formation between the added image and the average image
of previous images. The performance can be guaranteed if
the added image can bring effective information. Next, we
will do several experiments to illustrate the significant per-
formance.
4 The Experimentation
In this section, we will carry out several experiments to
demonstrate the performance of the incremental 2DPCA face
recognition algorithms. As to the databases, we used two
types of input images. One is the AMP face database, which
contains 975 images of 13 individuals(each person has 75 dif-
ferent images) under various facial expressions and lighting
conditions with each images being cropped and resized to
64×64 pixels in this experiment. The other database is the
Yale face database [14], which contains 650 face images with
dimension 480×640 of 10 people , including frontal views
of face with different facial expressions, lighting conditions.
With these databases, we will conduct three experiments. The
first one is just to simply compare the result with the batch al-
gorithm and demonstrate whether it is necessary to add one
dimension or not when a new image arrives. The second ex-
periment is to demonstrate the performance of the updated al-
gorithm for face recognition. The final experiment is to show
computation cost and demonstrate the efficiency of the up-
dated algorithm.
4.1 Necessity for Incremental 2DPCA
We use the following images from AMP database for experi-
ments and set d=30. Suppose that the eigen matrix is built up
by using 10 images (A01-A10 as training), and use A00 and
C05 as incoming images.
After training an eigen matrix X by using images A01 to
A10, we add the image (A00) as an incoming image. Since
A00 is similar to one training images, it should not provide
any effective information for future eigen matrix construc-
tion. The algorithm shows that it is unnecessary to add one
more dimension in this case. In order to show the effective-
ness of the updated algorithm, we reconstruct the image A00
using two ways: one is to useX to reconstruct it and the other
is to use the d+1 dimensionXnew obtained from A01 to A10
plus A00. One can see that there is no view difference for the
reconstructed images in these two cases.
If we add a different image (C05). In this case, we can
reconstruct by batch approach (using A01-A10 plus C05 to
train d + 1 dimension Xnew), the d dimension X and the
updated d + 1 dimension X ′. Now one can see the signif-
icant differences in the following images.This demonstrates
that the updated algorithm is necessary in this case and can
achieve the nearly similar performance as the direct batch
2DPCA. The same results were obtained by using M74 and
D74 as incoming images and they are omitted here, due to
space limitations.
Though the performance for single image reconstruction is
very convincing. We need to do further experiments to show
its effectiveness in face recognition for large data bases.
4.2 Face Recognition with Incremental 2DPCA
In this section, the AMP and Yale face databases are used for
experiments to compare the recognition performance of the
incremental algorithms with that of batch algorithm. In all
the experiments, we set d=30 and use the first 8 images of
each individual as training. The ninth image of each person
is used for incoming images and all the images after tenth
image are used for testing. In AMP database, we use 60 im-
ages per person for testing and use 50 images per individual
for testing in Yale database. The batch algorithm performs a
single SVD on the covariance matrix containing all images in
ensemble and obtain an eigen matrix. Hence, it represents the
best possible scenario for 2DPCA in terms of recognition and
reconstruction. So we need to compare its recognition perfor-
mance with that produced by the updated 2DPCA. (Approach
3 in Figure 1)
In AMP face database, The experiment results showed that
all of the testing can be well recognized by both the incremen-
tal algorithm and the batch algorithm for increase five times
from d=31 to d=35, i.e the precisions are both 100% by using
the batch algorithm and using the updated 2DPCA incremen-
tal algorithm. The result is shown in figure 2. This is due to a
fact that all the faces in AMP database are static and easy to
recognize.
The Yale face images database is a typical face database
since it includes many faces with different expressions, light
illuminating conditions etc. Also the accuracy of face
recognition methods using this database is usually very low
[Tjahyadi et al., ] . The experiments of contiued adding the
ninth image A9 to E9 of the top of five persons were done,
we obtain the results which are the number of total correct
matched in ten groups divided by the number of all testings
with each d using the two techniques. The results are shown
in figure3.
In ORL face database, The experiment results showed by
both the incremental algorithm and the batch algorithm for
increase five times from d=31 to d=35, i.e the precision of
batch is 79.5% by using the batch algorithm and the preci-
sion of batch is 77.5% using the updated 2DPCA incremental
algorithm. The result is shown in figure 4.
The experiment results show that the overall performance
of the incremental 2DPCA is comparable or a little worse than
the Batch 2DPCA. From these experiments , it can be seen
from Fig 2 and Fig 3, the performance for AMP database for
the two techniques are the same and the performance for the
Yale database is slighty worse for the incremental approach
than that for the batch approach as expected. This may be
clue to the complexily of the Yale database.
4.3 Computational Cost Comparison
In this section, we compare the computation time used to
compute the eigen matrix X via using different techniques.
Here we use a PC machine (CPU:PIV 1.3GHz, RAM:256M)
to run matlab and set d = 31, 32, 33, 34, 35 in AMP database-
and The initial training is for 104 images 1 to 8 each person
and we obtained the eigen matrix X . After adding the ninth
image A9 to E9 of the top of five person in turn, we measure
the times to compute X ′ using different techniques as listed
in the table4.
algorithm A9 B9 C9 D9 E9
batch 0.061 0.093 0.135 0.17 0.211
Incremental 0.052 0.068 0.09 0.12 0.153
Table4: Comparision of CPU time in AMP database
As the same approaches, we set d = 41, 42, 43, 44, 45 in
Yale database and use initial training is for 80 images 1 to
8 each person and we obtained the eigen matrix X . After
adding the ninth image A9 to E9 of the top of five person
in turn, we measure the times to compute X ′ using different
techniques as listed in the table. The time(CPU:PIV 1.3GHz,
RAM:256M) listed in the table5 is the average time we run
each program ten times (time unit : second).
algorithm A9 B9 C9 D9 E9
batch 34.9 52.7 74.9 104.6 131.3
Incremental 2.02 3.74 5.81 7.47 9.414
Table5: Comparision of CPU time in Yale database
It can be seen that the incremental algorithm is about much
faster than the batch algorithm for Yale database. However,
the difference is not so significant for AMP database since
the dimension of images is very low in the data set. This is
reasonable due to its reduced complexity as demonstrated in
section 3.1.
5 Conclusions
In this paper, we developed an updated 2DPCA algorithm and
demonstrated its effectiveness in face recognition. The com-
plexity of the algorithm is analyzed and their performance is
compared with the batch algorithm. The results showed that
the proposed algorithm is working well for face recognition.
We believe they are applicable in many applications when in-
cremental learning is necessary.
In the future, we will investigate the convergence of these
algorithms and apply these techniques to other surveillence
applications.
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