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Abstract
We classify all compact simply connected biquotients of dimension
6 and 7. For each 6-dimensional biquotient, all pairs of groups (G,H)
and homomorphisms H → G×G giving rise to it are classified.
1 Introduction
If M is a compact Riemannian manifold, then any subgroup of the isometry
group acts on M . When M is homogeneous and the action is free, the
quotient, a smooth manifold, is called a biquotient. Alternatively, biquotients
can be defined as quotients of compact Lie groups by two sided actions. More
precisely, given a compact connected Lie group G and a homomorphism
f = (f1, f2) : H → G × G, there is an induced action of H on G given by
h ∗ g = f1(h)gf2(h)−1. When this action is effectively free, the orbit space,
denoted G/H, naturally has the structure of a smooth manifold and is called
a biquotient.
If G is endowed with a bi-invariant metric, then the H action on G is by
isometries, and hence induces a metric on the quotient. By O’Neill’s formulas
[38], this implies that all biquotients carry a metric of non-negative sectional
curvature. Biquotients were introduced by Gromoll and Meyer [20] when
they showed that for a particular embedding of Sp(1) into Sp(2) × Sp(2),
the biquotient Sp(2)/Sp(1) is diffeomorphic to an exotic sphere, providing
the first example of an exotic sphere with non-negative sectional curvature.
Further, until the recent example due independently to Dearricott [8] and to
Grove, Verdiani, and Ziller [22], all known examples of compact manifolds
with positive sectional curvature were diffeomorphic to biquotients. See [5,
1, 46, 12, 13, 4]. Moreover, all known examples of manifolds with almost or
quasi-positive curvature are diffeomorphic to biquotients. See [47, 40, 15, 26,
25, 27, 42, 9, 11].
Biquotients of dimension 6 were used by Totaro [44] to construct an infi-
nite family ofnon-negatively curved manifolds with pairwise non-isomorphic
rational homotopy types. Recently, Amann [2] has used a coarser classifica-
tion of 7-dimensional biquotients in the study of G2 manifolds.
Because each description of a manifold as a biquotient gives rise to a
different family of non-negatively curved metrics, it is desirable to not only
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have a classification of manifolds diffeomorphic to a biquotient, but also to
classify which groups give rise to a given manifold. Totaro [43] has shown
that if M ∼= G/H is a compact, simply connected biquotient, then M is also
diffeomorphic to G′/H ′ where G′ is simply connected, H ′ is connected, and
no simple factor of H ′ acts transitively on any simple factor of G′. We call
such biquotients reduced, and will classify only the reduced ones. Further,
because we allow our actions to have ineffective kernel, we may replace H
by any connected finite cover of itself. Hence, we may also assume that H
is isomorphic to a product of a compact simply connected Lie group and a
torus.
Suppose G1/H1 and G2/H2 are both biquotients. Further, suppose f :
H2 → G1 × G1 is a homomorphism defining an action of H2 on G1 which
normalizes the H1 action on G1. Then f gives rise to an action of H1 ×H2
on G1 × G2 with the H2 factor acting diagonally. One easily sees that this
action is effectively free, and hence, (G1 × G2)/ (H1 × H2) is a biquotient.
Noting that this is nothing but the associated bundle to the principal H2-
bundle G2 → G2/H2, it follows that (G1 × G2)/ (H1 × H2) naturally has
the structure of a G1/H1 bundle over G2/H2. We will call such biquotients
decomposable.
The goal of this paper is to extend our classification of 4 and 5 dimensional
compact simply connected biquotients [10] to dimension 6 and 7.
Theorem 1.1. Suppose M6 ∼= G/H is a reduced compact simply connected
biquotient. Then one of the following holds:
a) G/H is diffeomorphic to a homogeneous space or Eschenburg’s inho-
mogeneous flag manifold SU(3)/T 2 [12].
b) G/H is decomposable.
c) G/H is diffeomorphic S5 ×T 2 S3 or (S3)3/T 3.
The manifolds in b) consist of both of the linear S4 bundles over S2, all 3
linear CP 2 bundles over S2, and infinitely many linear S2 bundles with base
a 4-dimensional biquotient B4, i.e., S4, CP 2, S2×S2, and CP 2#±CP 2, see
Propositions 4.8, 4.15, and 4.23 and the following discussions. In particular
every such bundle over B4 where the structure group reduces to a circle is a
decomposable biquotient, see Propositions 4.16 and 4.24. In c), the T 2 and
T 3 actions are linear and there are only finitely many actions which do not
give rise to decomposable biquotients, see Propositions 4.15 and 4.23. The
manifold CP 3#CP 3 arises in case c).
In dimension 7, we prove
Theorem 1.2. Suppose M7 ∼= G/H is a reduced compact simply connected
biquotient. Then one of the following holds:
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a) G/H is diffeomorphic to a homogeneous space, an Eschenburg Space
SU(3)/S1 [12], or the Gromoll-Meyer sphere Sp(2)/Sp(1) [20].
b) G/H is decomposable.
c) G/H is diffeomorphic to S5×S1S3, (SU(3)/SO(3))×S1S3, or (S3)3/T 2.
The manifolds in b) include two nontrivial linear S3 bundles over S4 (both
of which have cohomology rings isomorphic to that of S3×S4), both linear S5
bundles over S2, and infinitely many S3 bundles over CP 2. Unlike dimension
6, in c), there are infinitely many examples which are not decomposable. The
actions on spheres in c) are all linear.
In both dimension 6 and 7, we also classify all pairs of groups (G,H)
and homomorphisms H → G×G which give rise to reduced compact simply
connected biquotients. See Table 2 for the list of groups.
Biquotients of the form (S3)3/T 3 are particularly interesting, see Propo-
sition 4.25. Biquotients of this form fall into three infinite decomposable
families and four sporadic examples. They all have cohomology groups iso-
morphic to those of (S2)3, but the ring structure, first Pontryagin class, and
second Stiefel-Whitney class distinguish them.
It turns out that in dimensions at most 6, the cohomology rings and char-
acteristic classes completely determine the diffeomorphism type of a compact
simply connected biquotient. Hence, we can specify for a given 6 dimensional
biquotient G/H all the other biquotients which are diffeomorphic to it. It
follows from our classification that, with the exceptions of biquotients dif-
feomorphic to a bundle over S2 with fiber a 4-dimensional biquotient, all 6-
dimensional biquotients have at most finitely many descriptions as reduced
biquotients. In dimension 7, however, the Gromoll-Meyer sphere [20] and
Eschenburg spaces [12, 30, 31, 32] show that the cohomology rings and char-
acteristic classes no longer classify the diffeomorphism type of the biquotient.
The outline of the paper is as follows. In Section 2, we will first cover
some preliminary facts about biquotients and their topology, allowing us to
classify the possible rational homotopy groups of a biquotient of dimension
6 or 7. In Section 3, we consider each of the possible sequences of rational
homotopy groups and, using a theorem of Totaro, find a finite list of pairs of
groups (G,H) for which a reduced biquotient G/H can have these rational
homotopy groups. In Section 4, we choose several representative pairs (G,H)
and, for each pair, classify all effectively free reduced biquotient actions of H
on G and, when possible, classify the diffeomorphism types of G/H.
This paper is a portion of the author’s Ph.D. thesis and he is greatly
indebted to Wolfgang Ziller for helpful discussions and guidance. He would
also like to thank the referees for many helpful suggestions, including a vast
simplification of the proof of Proposition 4.24.
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2 Preliminaries
In this section, we review basic facts about biquotients, their rational homo-
topy theory, and the computation of their cohomology rings and character-
istic classes.
2.1 Background on biquotients
A homomorphism f = (f1, f2) : H → G × G, which we will always assume
to have finite kernel, defines an action of H on G by h ∗ g = f1(h)gf2(h)−1.
An action is called effectively free if whenever any h ∈ H fixes any point
of G then it fixes all points of G. It is called free if the only element which
fixes any point is the identity. The following proposition is immediate.
Proposition 2.1. A biquotient action of H on G is effectively free iff when-
ever f1(h) is conjugate to f2(h) in G, then f1(h) = f2(h) ∈ Z(G). Likewise,
a biquotient action of H on G is free iff whenever f1(h) is conjugate to f2(h)
in G, then f1(h) = f2(h) = e ∈ G.
It follows easily from this that a biquotient action ofH onG is (effectively)
free iff the action is (effectively) free when restricted to a maximal torus of
H. As observed in [13], it follows that rank of H can be at most the rank
of G. We will henceforth only consider pairs (G,H) with the rank of H at
most that of G.
As mentioned in the introduction, when the action of H on G induced
by f is effectively free, the quotient G/H naturally has the structure of a
smooth manifold and is called a biquotient. If H = H1×H2 with each factor
embedded into a factor of G, the biquotient is sometimes denote H1\G/H2.
Biquotients were systematically studied in Eschenburg’s Habilitation [13].
Also, Totaro [43] showed that if M is compact, simply connected, and dif-
feomorphic to a biquotient, then M is diffeomorphic to a biquotient G/H
where G is compact, simply connected, and semisimple, H is connected, and
no simple factor of H acts transitively on any simple factor of G. By def-
inition, a simple factor of H is the projection of a simple factor from the
universal cover H˜ to H. Hence, we will always assume our biquotients to
have this reduced form. Moreover, since we allow our maps f : H → G×G
to have finite kernel, we will assume that H is given as a product of simple
Lie groups with a torus.
In order to further reduce the scope of the classification, we will use the
following fact:
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Proposition 2.2. Consider the action induced by f : H → G × G. Then,
after any of the following modifications of f , the new induced action is equiv-
alent to the initial action.
(1) For any automorphism f ′ of H, replace f with f ◦ f ′
(2) For any element g = (g1, g2) ∈ G × G, replace f with Cg ◦ f , where
Cg denotes conjugation.
(3) For any automorphism f ′ of G, replace f with (f ′, f ′) ◦ f .
(4) If f ′ : G × G → G × G interchanges the two factors, then replace f
with f ′ ◦ f .
Proof. For (1), note that a biquotient action is determined by the image of
f and that f and f ◦ f ′ have the same image.
For (2), the map G → G sending g to g1 g g−12 is an equivariant diffeo-
morphism. For (3), the map f ′ : G → G is an equivariant diffeomorphism.
Finally, for (4), the inverse map i : G→ G with i(g) = g−1 is an equivariant
diffeomorphism.
We will only classify biquotients and the corresponding actions up to
these four modifications.
There is a strong link between representation theory and (2) of Proposi-
tion 2.2, coming from Malcev’s Theorem [36]:
Theorem 2.3. Suppose G ∈ {SU(n), Sp(n), SO(n)} and let f, g : H → G
be homomorphisms, thought of as n-dimensional complex, quaternionic, or
real representations. If f and g determine equivalent representations, then
the images in G are conjugate, except possibly when G = SO(2n). In this
case, the images are always conjugate in O(2n) and conjugate in SO(2n) if at
least one irreducible subrepresentation is odd dimensional. Conversely, if the
images of f and g are conjugate, then there is an automorphism φ : H → H
for which f and g ◦ φ determine equivalent representations.
2.2 Rational homotopy theory
One of the main tools involved in the classification of biquotients is rational
homotopy theory. A simply connected compact manifold M is said to be
rationally elliptic if dim pi∗(M)Q <∞ where pi∗(M)Q is shorthand for pi∗(M)⊗
Q. All Lie group are known to be rationally elliptic with all even degree
rational homotopy groups trivial. Further, given any fiber bundle F → E →
B, if two of the spaces are rationally elliptic, so is the third by the long
exact sequence in rational homotopy groups. Since any biquotient G/H
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with ineffective kernel H ′ gives rise to a principal H/H ′-bundle H/H ′ →
G→ G/H, it follows that all biquotients are rationally elliptic.
Using rational homotopy theory, Kapovitch and Ziller [24] and Totaro [43]
classified all biquotients G/H for which H∗(G/H;Q) is generated by a single
element, i.e., all those biquotients which are rationally homotopy equivalent
to a sphere or projective space. Hence, we will focus our classification on the
remaining biquotients.
It turns out the topology of a simply connected rationally elliptic manifold
is very constrained. Let piodd(M)Q denote the direct sum of the odd degree
rational homotopy groups of M , similarly for pieven(M)Q. Using the notation
|x| = k if x ∈ pik(M)Q, we have the following theorem, see [17], p. 434:
Theorem 2.4. Let Mn be a simply connected rationally elliptic manifold
with xi a graded basis of piodd(M)Q and yj a graded basis of pieven(M)Q.
(1)
∑ |yj| ≤ n
(2) n =
∑ |xi| −∑(|yj| − 1)
(3) χ(M) =
∑
(−1)i dim(Hi(M)Q) ≥ 0.
Further, there is a strengthened version of the Hurewicz theorem for ra-
tional coefficients, which is proven in [28].
Theorem 2.5. Suppose X is a simply connected topological space with triv-
ial i-th rational homotopy group for all i ≤ r. Then the Hurewicz map
pik(M)Q → Hk(M ;Q) induces an isomorphism for k ≤ 2r and a surjection
when k = 2r + 1.
Using these theorems, we prove
Proposition 2.6. Let M be a compact simply connected rationally elliptic
manifold of dimension 6 or 7 which is not rationally equivalent to either a
sphere or projective space. Then the rational homotopy groups of M are
abstractly isomorphic to the rational homotopy groups of a product of com-
pact rank one symmetric spaces. The dimensions of these rational homotopy
groups are listed in Table 1.
Proof. Pavlov [39] proves this in dimension 6, so we focus on dimension 7.
We first show that M cannot be rationally 3-connected unless it has
the same rational homotopy groups as S7. If M is rationally 3-connected,
that is, pik(M)Q = 0 for k ≤ 3, then Theorem 2.5 implies Hk(M ;Q) = 0
for k ≤ 3. Then Poincare´ duality implies M has the rational cohomology
ring of S7. Again, since M is 3-connected, Theorem 2.5 implies the map
pik(M)Q → Hk(M ;Q) is an isomorphism for k ≤ 6, so pik(M)Q = 0 for
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Table 1: Possible dimensions of the rational homotopy groups of a rationally
elliptic 6- and 7-manifold
pi2 pi3 pi4 pi5 pi6 pi7 Example
2 S3 × S3
1 1 1 1 S2 × S4
2 1 1 S2 × CP 2
3 3 S2 × S2 × S2
1 1 1 S3 × S4
1 1 1 S2 × S5 and CP 2 × S3
2 3 S2 × S2 × S3
k ≤ 6. By Theorem 2.4(1), there can be no non-trivial even degree rational
homotopy groups. Then, by Theorem 2.4(2), dimpi7(M)Q = 1 with all other
odd rational homotopy groups vanishing. Thus, in this case, the rational
homotopy groups of M are isomorphic to those of S7.
So, we may assume M is not rationally 3-connected. If M is rationally
2-connected, then by Theorem 2.5, pi4(M)Q is isomorphic to H4(M ;Q). But,
via Poincare´ duality, H4(M ;Q) ∼= H3(M ;Q) and H3(M ;Q) ∼= pi3(M)Q by
Theorem 2.5, so dim(pi4(M)Q) = dim(pi3(M)Q) ≥ 1. By Theorem 2.4(1),
dim(pi4(M))Q ≤ 1, and there can be no other non-trivial even degree rational
homotopy groups. By Theorem 2.4(2), one has 7 = 3+
∑
|xi|≥5 |xi|−(4−1), so
dim pi7(M)Q = 1, but all other odd degree rational homotopy groups vanish.
In particular, M has the same rational homotopy groups as S3 × S4.
Hence, we may assume pi2(M)Q 6= 0. Using a similar analysis as in the
previous two cases, one easily sees that M either has the same rational homo-
topy groups as (S2)2×S3, S2×S5 (which are the same as those of S3×CP 2),
or pi2(M)Q ∼= Q, pi3(M)Q ∼= Q2, pi4(M)Q ∼= Q, pi5(M)Q ∼= Q, with all other
rational homotopy groups are trivial.
However, this last case cannot occur. For, if pi2(M)Q ∼= Q, H2(M ;Z) con-
tains a Z-summand. Let E be the total space of the principal S1-bundle corre-
sponding to a generator of this summand, which is simply connected as shown
in [29], and is also rationally elliptic. The long exact sequence of homotopy
groups shows pik(E)Q ∼= pik(M)Q except that pi2(E)Q = 0. Theorem 2.5 and
Poincare` duality imply that H3(E;Q) ∼= Q2 ∼= H5(E;Q) and H4(E;Q) ∼= Q.
Hence, χ(E) < 0, giving a contradiction to Theorem 2.4(3).
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2.3 Cohomology ring and characteristic classes
We now outline techniques, due to Eschenburg [14] and Singhof [41], gen-
eralizing results of Borel and Hirzebruch [7], for computing the cohomology
rings and characteristic classes of biquotients.
If G is any compact Lie group, we will let EG denote a contractible space
on which G acts freely and BG = EG/G will be the classifying space of
G. If f = (f1, f2) : H → G2 defines a free biquotient action on G, then the
principal H-bundle H → G→ G/H is classified by a map φH : G/H → BH.
Eschenburg [14] has shown
Proposition 2.7. Suppose f : H → G×G induces a free biquotient action of
H on G and consider the reference fibration G→ BG→ BG×BG induced
by the diagonal inclusion ∆ : G→ G×G. There is a map φG : G/H → BG
so that the following is, up to homotopy, a pullback of fibrations.
G - G/H
φH - BH
G - BG
φG
? B∆- BG×BG
Bf
?
We now fix a coefficient ring R with the property that H∗(G;R) ∼=
ΛR(x1, . . . xn) and H
∗(H;R) ∼= ΛR(y1, ...ym) are exterior algebras, for ex-
ample, R = Q, or R = Z if H∗(G;Z) is torsion free. Then, it is clear that
H∗(BG;R) ∼= R[x1, . . . , xn] where the deg(xi) = deg(xi) + 1 and dxi = xi
in the spectral sequence associated to the fibration G → EG → BG. Using
this notation, Eschenburg showed
Proposition 2.8. In the Leray-Serre spectral sequence associated to the ref-
erence fibration G → B∆G → BG × BG in Proposition 2.7, each xi is
totally transgressive and dxi = xi ⊗ 1− 1⊗ xi ∈ H∗(BG;R)⊗H∗(BG;R) ∼=
H∗(BG×BG;R).
In particular in Proposition 2.7 implies that, using naturality, we can com-
pute the differentials in the fibration G → G/H → BH if we can compute
the map Bf ∗ on cohomology.
The method for computing Bf ∗ is due to Borel and Hirzebruch [7]. Fix a
maximal torus TG ⊆ G. The Weyl group of G, WG acts on T , and therefore
on H∗(T ;R), and thus, also on H∗(BT ;R). We let H∗(BT ;R)W denote the
Weyl group invariant elements of H∗(BT ;R). Then Borel and Hirzebruch
[7] show
8
Theorem 2.9. Let G be a compact Lie group with maximal torus TG and
suppose R is a ring with the property that H∗(G;R) is an exterior algebra.
Then, the map i∗ : H∗(BG;R) → H∗(BTG;R) induced from the inclusion
i : TG → G is injective with image H∗(BTG;R)W .
By choosing maximal tori TH and TG×G for which f(TH) ⊆ TG×G, this re-
duces the problem of computingBf ∗ : H∗(BG×BG;R)→ H∗(BH;R) to the
more tractable problem of computing Bf ∗ : H∗(BTG×G;R)→ H∗(BTH ;R).
We now describe the computation of Bf ∗ : H∗(BT n)→ H∗(BTm) given
f : Tm → T n. Such an f has the form f(z1, ..., zm) = (zA111 zA122 · · · zA1mm , ..., zAn11 · · · zAmnm )
for some integers Aij. Collect the Aij into a matrix, A = (Aij). Let
x1, ..., xm ∈ H1(Tm) denote the canonical generators and similarly for y1, ..., yn ∈
H1(T n). Then one easily sees that, with respect to the duals of the xi and
yj, that f∗ : H1(Tm)→ H1(T n) is multiplication by the matrix A. Dualizing,
At = f ∗ : H1(T n)→ H1(Tm).
We claim that with respect to the elements xi ∈ H2(BTm) and yj ∈
H2(BT n), Bf ∗ is also multiplication by At. To see this, we use the following
commutative diagram of fibrations.
Tm - ETm - BTm
T n
f
?
- ET n
?
- BT n
Bf
?
Naturality of the Leray-Serre spectral sequence givesBf ∗(yj) = Bf ∗(dyj) =
d(f ∗yj) = d(Atyj). But since Atyj is a linear combination of the yi, d(Atyj) =
Atdyj = A
tyj. That is, Bf
∗(yj) = Atyj. Finally note that, since H∗(BT n) is
generated by H2, this completely determines Bf ∗.
Recall that if H = H1 × H2 with f : H1 × H2 → G2 mapping H1 only
into the first factor of G2 and H2 only mapping into the second, we denote
the biquotient by H1\G/H2. When H has the same rank of G, Singhof [41]
shows the cohomology ring has a particularly nice description. Note the the
map Hi → G induces a map H∗(BG;R) → H∗(BHi) which gives H∗(BHi)
the structure of an algebra over H∗(BG;R).
Theorem 2.10. (Singhof) Suppose R is a ring for which H∗(Hi;R) and
H∗(G;R) are exterior algebras. For any biquotient of the form H1\G/H2
with rkH1 + rkH2 = rkG, the map φH : H1\G/H2 → BH1 × BH2 induces
an isomorphism H∗(H1\G/H2;R) ∼= H∗(BH1;R)⊗H∗(BG;R) H∗(BH2;R).
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For computing Pontryagin classes of the tangent bundle to G/H, we have
the following result due to Singhof [41].
Theorem 2.11. Suppose f : H → G2 defines a free biquotient action. Then
the total Pontryagin class of the tangent bundle to G/H is given as
p(G/H) = φ∗G
[ ∏
λ∈∆+G
(
1 + λ2
)]
φ∗H
 ∏
ρ∈∆+H
(
1 + ρ2
)−1
where φG and φH are given in Proposition 2.7, and where ∆
+G denotes the
positive roots of G, interpreted as elements of H2(BTG;R).
The map φ∗H is computed as the edge homomorphism in the Leray-Serre
spectral sequence for the homotopy fibration G→ G/H → BH while φ∗G is
computed by noting φ∗G ◦ B∆∗ = φ∗H ◦ Bf ∗ and using the fact that B∆∗ is
surjective. In fact, as B∆∗(x ⊗ 1) = B∆∗(1 ⊗ x) = x for any x ∈ H∗(BG),
it follows that φ∗G may be computed as either φ
∗
H ◦ Bf ∗1 or φ∗H ◦ Bf ∗2 . We
interpret the roots of G as follows: for T = TG ⊆ G, there is a natural
isomorphism between H1(T ;R) and Hom(pi1(T ), R). Further, if exp : t→ T
denotes the exponential map, we can identify pi1(T ) with exp
−1(0). As shown
in [18](Theorem 23.16), the weight lattice of a simply connected Lie group
is dual to exp−1(0). Hence, we may interpret weights, and in particular,
roots of a representation as elements of H1(T ;R). By using transgressions
of generators of H1(T ;R) as generators of H2(BT ;R), we can interpret any
weight as an element of H2(BT ;R).
Since we are interested in classifying biquotients of dimension at most
7, the only possible non-trivial Pontryagin class is p1. In the notation of
Theorem 2.11, it is easy to see
p1(G/H) = φ
∗
H
 ∑
λ∈∆+G
Bf ∗i λ
2 −
∑
ρ∈∆+H
ρ2
 (2.1)
for i = 1 or 2.
Singhof also proved a similar theorem for Stiefel-Whitney classes. Here,
instead of using the maximal torus and roots, one uses the notion of maximal
2-groups and 2-roots of a Lie group. A 2-group of a compact Lie group G
is any subgroup isomorphic to (Z2)n for some n. We caution that, while the
rank of a Lie group is an invariant of its Lie algebra, the 2-rank of a Lie
group, that is, the dimension as a Z2-vector space of a maximal 2-group,
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depends on the group itself. The 2-roots of G are defined analogously to the
roots: the adjoint representation of G, when restricted to a maximal torus
TG, breaks into root spaces. Likewise when the adjoint representation of
G is restricted to a maximal 2-group QG it breaks into 2-root spaces. We
can view each 2-root as a map QG → Z2 which induces, via the fibration
QG → EQG → BQG, a map H1(BQG;Z2) → Z2, that is, as an element of
H1(BQG;Z2). More generally, given a basis for QG as a Z2-vector space, the
dual basis can be canonically identified as generators of H1(BQG;Z2). Using
this identification, Singhof has shown [41]
Theorem 2.12. (Singhof)
Suppose f : H → G2 defines a free biquotient action, then the total
Stiefel-Whitney class of the tangent bundle of G/H is given as
w(G/H) = φ∗G
( ∏
λ∈∆2G
(1 + λ)
)
φ∗H
 ∏
ρ∈∆2H
(1 + ρ)
−1
where ∆2G denotes the 2-roots of G and φ∗G and φ
∗
H are the maps induced on
cohomology with Z2 coefficients.
The 2-roots of the classical groups and G2 are recorded in [7].
2.4 Torus actions on spheres
We will eventually see that, in many applications, a biquotient of dimension
at most 7 is diffeomorphic to the quotient of a product of odd dimensional
spheres by an effectively free linear torus action. It will often be the case
that the particular biquotient action under study is merely effectively free.
In particular, the techniques of Section 2.3 do not directly apply. However,
we now show the following proposition.
Proposition 2.13. Suppose M ∼= (S2k1−1 × · · · × S2km−1) /T n is diffeomor-
phic to the quotient of a product of odd dimensional spheres by an effec-
tively free torus action. Then M is diffeomorphic to biquotient G/H where
G = U(k1)× · · · ×U(km), H = T n×U(k1− 1) · · ·U(km− 1), and H acts on
G freely.
In particular, Eschenburg’s and Singhof’s methods can be applied.
Proof. (Proof of Proposition 2.13)
To begin with, we note that any linear T n action on S2k−1 = {(a1, a2, ..., ak) ∈
Ck :
∑ |ai|2 = 1} is equivalent to one of the form
(z1, ..., zn) ∗ (a1, ..., ak) = (zJ1a1, ..., zJkak). (2.2)
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Here, for J = (l1, ..., ln) ∈ Zn, the notation zJ is shorthand for zl11 · · · zlnn .
Such an action comes from a biquotient action in the following way. Con-
sider H = T n×U(k−1) with homomorphism f = (f1, f2) : H → G2 = U(k)2
given by f1(z1, ..., zn, B) = diag(z
J1 , ..., zJk) and f2(z1, ..., zn, B) = diag(B, 1).
Then quotienting out by the {e} × U(k − 1) subaction, the torus then
acts on S2k−1 = U(k)/U(k − 1) as in (2.2). Thus, if the T n action on S2k−1
is effectively free, so is the action of H on G.
Of course, this same process can be extended to give any linear T n action
on S2k1−1× · · · ×S2km−1 by setting H = T n×U(k1− 1)× · · · ×U(km− 1) =
T n ×H ′ and G = U(k1)× · · · × U(km). Then one sets
f1(z1, ..., zn, B1, ..., Bm) = (diag(z
J1,1 , ..., zJn,1), ..., diag(zJ1,m , ..., zJn,m))
and
f2(z1, ..., zn, B1, ..., Bm) = (diag(B1, 1), ..., diag(Bm, 1)).
Just as before, if the original T n action on S2k1−1× · · · × S2km−1 is effecively
free, so is the H action on G.
Because f2 is clearly injective when restricted to {e} × H ′, we see the
kernel of f is a subgroup of T n × {e}. Because the quotient of a torus is a
torus, by dividing out the kernel of f , we see that T n × H ′/ ker f has the
form T n
′ ×H ′, for some n′ ≤ n. So we may assume f is injective. Because
f2(H)∩Z(G) = {I}, this immediately implies, via Proposition 2.1, that such
an action is free iff it is effectively free.
We now apply Eschenburg’s and Singhof’s techniques. Since T n and U(k)
have torsion free cohomology rings, we may choose our coefficient ring to be
R = Z.
We now apply Eschenburg’s and Singhof’s methods in the case where m =
2. The case of general m is analogous, but becomes notationally complicated.
Let TG = TUk1 × TUk2 ⊆ G denote the standard maximal torus, and
similarly for TH . Let x1, ..., xk1 , y1, ..., yk2 ∈ H1(TG) be the duals of the
standard generators of H1(TG). We will use x with no subscript to denote
the tuple (x1, ..., xk1), and similarly with all other variables. As in Section 2.3,
we may identify H2(BTG) with Z[x, y] where dxi = xi in the Serre spectral
sequence associated to the fibration TG → ETG → BTG, and similarly for
the yi.
The Weyl Group WG of G is isomorphic to Sk1 × Sk2 , a product of sym-
metric groups, and acts by arbitrary permutations of the xi and of the yj
separately. By Theorem 2.9, this implies that we may identify H∗(BG) with
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H∗(BTG)WG , that is, with
Z[σ1(x), ...., σk1(x), σ1(y), ..., σk2(y)]
where σi denotes the ith elementary symmetry polynomial.
In an analogous fashion, we let ui ∈ H1(T n) denote the duals of the
canonical generators of H1(T
n) and likewise for s1, ..., sk1−1, t1, ...., tk2−1 ∈
H1(H ′). Then we identify H2(BH) with
Z[u, σ1(s), ..., σk1−1(s), σ1(t), ..., σk2−1(t)].
Then, under the map f = (f1, f2) : T
n ×H ′ → G, one easily sees that, if
Ai denotes the matrix of the map (pii ◦ f1)∗ : H1(T n)→ H1(TGi) that
Bf ∗1 (x) = uA
t
1 Bf
∗
1 (y) = uA
t
2
Bf ∗2 (xi) = si Bf
∗
2 (yj) = tj for i 6= k1, j 6= k2
Bf ∗2 (xk1) = 0 Bf
∗
2 (yk2) = 0
It follows that Bf ∗2 (σi(x)) = σi(s) for i ≤ k1 − 1 and Bf ∗2 (σk1(x)) =
0, and similarly for Bf ∗2 (σi(y)). In addition, Bf
∗
1 (σi(x)) = σi(uA
t
1) and
Bf ∗1 (σi(y)) = σi(uA
t
1).
We let vi, wj ∈ H∗(G) with dvi = σi(x), dwj = σj(y) in the Leray - Serre
spectral sequence associated to the universal fibration G → EG → BG.
So, by Proposition 2.8, in the spectral sequences associated to G → BG →
BG×BG, we have dvi = σi(x)⊗ 1− 1⊗ σi(x) and similarly for dwj. Then,
in the Serre spectral sequence associated to the homotopy fibration G →
G/H → BH, we have dvi = Bf ∗(σi(x) ⊗ 1 − 1 ⊗ σi(x)) = σi(uAt1) − σi(s)
when i < k1 and dvk1 = σk1(uA
t
1). Thus, modulo extension problems, we can
compute the cohomology groups of G/H.
In the case where rkH = rkG, that is, when m = n, Theorem 2.10
shows φ∗H induces an isomorphism H
∗(G/H) ∼= H∗(BT n) ⊗H∗(BG) H∗(H ′).
It follows from the description of dvi and dwj above that H
∗(G/H) ∼= Z[u]/I
where I the ideal generated by σk1(uA
t
1) and σk2(uA
t
2). In general, that is,
when m = n but m is arbitrary, an analogous argument gives the following
proposition.
Proposition 2.14. Suppose T n acts effectively freely on S2k1−1× ...×S2kn−1
with Ai denoting the matrix describing the inclusion H1(T
n) → H1(U(ki)).
Then the cohomology ring of the quotient space is isomorphic to Z[u1, ..., un]/I
where I is the ideal generated by σki(uA
t
i) for i = 1 to n.
We will also be interested in computing the cohomology ring with co-
efficients in the ring R = Z2. To that end, we let QG denote a maximal
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subgroup of G which is isomorphic to a direct sum of copies of Z2. Accord-
ing to [7], QG is conjugate to a subgroup of the maximal torus TG ⊆ G. It
follows that the map H∗(BG;Z2)→ H∗(BQG;Z2) factors as H∗(BG;Z2)→
H∗(BTG;Z2) → H∗(TQG;Z2). Since H∗(BG) is torsion free, the first map
in this composition is simply the mod 2 reduction of the map on the integral
level, which we have already computed. The second map is easily seen to
be an isomorphism on the even degree cohomology groups. We may thus
compute Bf ∗ : H∗(BG × BG;Z2) → H∗(BH;Z2) as the restriction of the
map Bf ∗ : H∗(BQG×BQG;Z2)→ H∗(BQH ;Z2) induced from the inclusion
f : QH → QG ×QG, just as we did to prove Proposition 2.14.
We now describe the computation of the characteristic classes of G/H.
For computing the Pontryagin classes, we note the positive roots of U(k1),
interpreted as elements of H2(BTU(k1))
∼= Z[x], are the elements of the form
xi − xj with i < j. Since all factors of G and H ′ are isomorphic to U(k) for
some k, an analogous statements applies to them. Then, we use equation
(2.1) to compute p1.
For the Stiefel-Whitney classes, we have the following proposition.
Proposition 2.15. Suppose T n acts on S2k1−1 × · · · × S2km−1 effectively
freely. Then the total Stiefel-Whitney class of the orbit space is
w = φ∗G
( ∏
λ∈∆+G
(1 + λˆ)
)
φ∗H
 ∏
µ∈∆+H
(1 + µˆ)
−1
where λˆ ∈ H2(BG;Z2) is the mod 2 reduction of λ ∈ H2(BG;Z).
Proof. By using Singhof’s formula for the Stiefel-Whitney classes, given in
Theorem 2.12, we see it is enough to show that for each U(l) factor of either
G or H, that
∏
τ∈∆2U(l)(1 + τ) =
∏
ρ∈∆+U(l)(1 + ρˆ).
To that end, let α1, ..., αl denote the canonical generators of H
0(QU(l);R).
We set dαi = αi ∈ H1(BQU(l);R), where the differential d comes from the
Leray-Serre spectral sequence associated to the universal bundle QU(l) →
EQU(l) → BQU(l). We also recall the elements x1, . . . , xl ∈ H2(TU(l);Z).
Then, according to [7], the 2-roots of U(l), interpreted as elements of
H1(BQU(l)), are of the form αi + αj, with i < j, each with multiplicity 2.
It follows that, in the formula given in Theorem 2.12, that U(l) contributes
factors of the form (1 +αi +αj)
2 and, because we are working mod 2, this is
equal to 1 + α2i − α2j
To finish off the proof, it is enough to note that the reduction x̂i of xi
mod 2 is α2i . This follows by considering the following commutative diagram:
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BQU(l) - BTU(l)
BZ2
?
- BS1
?
The horizontal maps are induced from the natural inclusions, while the
vertical maps are induced from the projections to the ith factor. Applying
H2 with coefficient ring R = Z2 to this diagram, the vertical maps become
inclusions with image α2i and x̂i respectively. The result now follows.
3 Listing the pairs (G,H)
The goal of this section is to prove the following theorem.
Theorem 3.1. Table 2 contains all pairs (G,H) of compact Lie groups (with
H given only up to finite cover) giving rise to a reduced compact simply
connected biquotient G/H of dimension 6 or 7 whose cohomology ring is
not singly generated. For each such pair, the table characterizes the rational
homotopy groups of G/H via a prototypical example.
One easily sees that each pair gives rise to a biquotient. In Section 4, we
list all possible effectively free actions.
To prove this theorem, we use a theorem of Totaro’s which relates the
topology of a reduced biquotient G/H to the topology of G. To properly
state Totaro’s theorem, we need a preliminary definition. Recall we are
assuming G is simply connected, and hence is isomorphic to a product of
simple Gi. In particular, pik(G)Q ∼=
⊕
pik(Gi)Q.
Definition. For a biquotient G/H, let Gi be a simple factor of G and con-
sider the fibration H → G→ G/H. We say Gi contributes degree k to G/H
if the composition pi2k−1(H)Q → pi2k−1(G)Q → pi2k−1(Gi)Q is not surjective,
where the second map is induced from the projection G→ Gi.
In particular, since pi2k(G)Q = 0 for every Lie group, it follows that if Gi
contributes degree k to G/H, then pi2k−1(G/H)Q 6= 0.
In order for this homomorphism to fail to be surjective, pi2k−1(Gi)Q must
be non-zero. For each simple group G the values of k for which pi2k−1(G)Q 6= 0
are known and tabulated in Table 3.
With this, we can now state Totaro’s theorem [43].
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Table 2: Groups giving rise to a reduced 6- or 7-dimensional biquotient
G H Example Section
SU(2)2 1 S3 × S3 Corollary 3.5
SU(4)× SU(2) SU(3)× SU(2)× S1 S2 × S4 Section 4.1
Sp(2)× SU(2) SU(2)2 × S1 S2 × S4 Section 4.1
Spin(7)× SU(2) G2 × SU(2)× S1 S2 × S4 Section 4.1
Spin(8)× SU(2) Spin(7)× SU(2)× S1 S2 × S4 Section 4.1
SU(3) T 2 S2 × CP 2 [13]
SU(3)× SU(2) SU(2)× T 2 S2 × CP 2 Section 4.2
SU(4)× SU(2) Sp(2)× T 2 S2 × CP 2 Section 4.2
SU(2)3 T 3 S2 × S2 × S2 Section 4.3
SU(4)× SU(2) SU(3)× SU(2) S3 × S4 Section 4.4
Sp(2)× SU(2) SU(2)2 S3 × S4 Section 4.4
Spin(7)× SU(2) G2 × SU(2) S3 × S4 Section 4.4
Spin(8)× SU(2) Spin(7)× SU(2) S3 × S4 Section 4.4
SU(3) S1 S3 × CP 2 [12]
SU(3)× SU(2) SU(2)× S1 S3 × CP 2 Section 4.5
SU(4)× SU(2) Sp(2)× S1 S3 × CP 2 Section 4.5
SU(2)3 T 2 S2 × S2 × S3 Section 4.6
Theorem 3.2. (Totaro) Suppose G/H is a reduced biquotient and Gi is a
simple factor of G. Then one of the following occurs.
(1) Gi contributes its maximal degree.
(2) Gi contributes its second highest degree and there is a simple factor Hi
of H such that Hi acts on one side of Gi and Gi/Hi is isomorphic to either
SU(2n)/Sp(n) for n ≥ 2, or Spin(7)/G2 = S7, Spin(8)/G2 = S7 × S7, or
E6/F4. In each of the four cases, the second highest degree is 2n − 1, 4, 4,
or 9 respectively.
(3) Gi = Spin(2n) with n ≥ 4, contributing degree n and there is a simple
factor Hi of H such that Hi = Spin(2n − 1) acts on Gi on one side in the
standard way with Gi/Hi = S
2n−1.
(4) Gi = SU(2n + 1) and there is a simple factor Hi of H such that
Hi = SU(2n + 1) acts on Gi via h(g) = h g h
t. In this case, Gi contributes
degrees 2, 4, 6, ..., 2n.
Note that case (4), which we emphasize is not conjugation, cannot ac-
tually occur for a biquotient of dimension at most 7. Denoting G = G0 ×
SU(2n+ 1) and H = H0 × SU(2n+ 1), then the projection of the H action
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Table 3: Degrees of simple Lie groups
G degrees
SU(n) 2,3,4,...,n
Spin(2n+ 1) 2,4,6,...,2n
Sp(n) 2,4,6,...,2n
Spin(2n) 2,4,6,...,2n-2, n
G2 2,6
F4 2,6,8,12
E6 2,5,6,8,9,12
E7 2,6,8,10,12,14,18
E8 2,8,12,14,18,20,24,30
on the SU(2n + 1) factor is not free. In fact, (g, A) ∈ H0 × SO(2n + 1) ⊆
H0 × SU(2n + 1) fixes I ∈ SU(2n + 1). It follows that the projection of
the H0 × SO(2n + 1) action onto G0 must be free. Since dim(G/H) =
dim(G0/H0) ≤ 7, it follows that dim(G0/ (H0 × SO(2n + 1))) ≤ 4, with
equality only in the case of n = 1. Finally, the classification of low dimen-
sional biquotients in [10, 24, 13] implies that there are no reduced biquotients
of dimension at most 4 where H contains a factor isomorphic to SO(3).
We point out that the highest non-zero rational homotopy group in Table
1 for a product of symmetric spaces is pi7, corresponding to degree 4. Hence,
Theorem 3.2 immediately implies that no simple factor of G is an exceptional
Lie group. That is, if Gi is exceptional, the highest degree is greater than 4,
and if Gi does not contribute its highest degree, Gi = E6, occuring in case
(2), so contributes degree 9 > 4.
In the proof of Theorem 3.1, we will make repeated use of the following
proposition.
Proposition 3.3. Suppose M = G/H is a reduced biquotient. Write G =
G1 × . . .×Gm, H = H1 × . . .×Hn × T k with each Gi and Hi simple. Then
(1) Each Gi contributes either its highest degree or second highest degree.
In particular, m ≤ dim pioddMQ
(2) k = dimpi2(M)Q
(3) m− n = dimpi3(M)Q − dimpi4(M)Q
Proof. We first prove (1) If Gi does not contribute its highest degree, Gi
must fall into class (2), (3), or (4) of Theorem 3.2. We have already ruled
out case (4). Since the highest degree in Table 1 is 4, cases (2) and (3)
are very constrained: (G1, H1) must be one of (SU(4), Sp(2)), (Spin(7),G2),
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(Spin(8),G2), or (Spin(8), Spin(7)). In each of these cases, Gi contributes
its second highest degree.
To prove (2) and (3), we consider the long exact sequence in rational
homotopy groups associated to the fibration H → G → G/H. Recalling
that the even rational homotopy groups of a Lie group vanish and that G
is simply connected by assumption, we see pi2(M)Q ∼= pi1(H)Q which clearly
has dimension k.
In addition, a portion of the long exact sequence is 0 → pi4(M)Q →
pi3(H)Q → pi3(G)Q → pi3(M)Q → 0. Since dimpi3(G)Q = m, and similarly for
H, (3) follows.
The next proposition will allows us to reduce the proof of Theorem 3.1
to the case where M is 7-dimensional, or M has the same rational homotopy
groups as S3 × S3.
Proposition 3.4. Suppose H = H ′ × S1. Then for any reduced biquo-
tient G/H, we have pik(G/H) ∼= pik(G/H ′) for k ≥ 3, and pi2(G/H) ∼=
pi2(G/H
′)⊕ Z.
Proof. By first quotienting by theH ′ action and then the S1 action, we obtain
a principal S1-bundle S1 → G/H ′ → G/H. Then, since pik(S1) = 0 for
k ≥ 2 and since pi1(G/H ′) = 0, the long exact sequence of homotopy groups
associated to this bundle breaks into short exact sequences 0→ pik(G/H ′)→
pik(G/H)→ 0 for k ≥ 3 and 0→ pi2(G/H ′)→ pi2(G/H)→ Z→ 0.
To use Proposition 3.4, we observe that for each 6-dimensional entry in
Table 1 with the exception of S3×S3, there is a corresponding 7-dimensional
entry for which all rational homotopy groups of degree 3 or higher agree.
Then Proposition 3.3 (2) implies that every pair (G,H) with rational homo-
topy groups isomorphic to those of S2 × S4, S2 × CP 2, or (S2)3 is of the
form (G,H ′ × S1) where G/H ′, by Proposition 3.4 has the same rational
homotopy groups as either S3 × S4, S3 × CP 2, or (S2)2 × S3, respectively.
Recalling the low dimensional isomorphisms SU(2) ∼= Sp(1) ∼= Spin(3),
Sp(2) ∼= Spin(5), and SU(4) ∼= Spin(6), we now prove Theorem 3.1.
Proof. (Proof of Theorem 3.1)
By Proposition 3.4, we need only to handle there case where M has the
same rational homotopy groups as S3 × S3, or M is 7-dimensional. We now
break into four cases, depending on the rational homotopy groups of M .
Recall that H is considered only up to finite connected covers, so we may
always assume H is given as a product of a semi-simple group and a torus.
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Case 1: M has the same rational homotopy groups of a product of S3s
and S2s.
Suppose M ∼= G/H is a reduced biquotient having the same rational
homotopy groups as (S2)m× (S3)n, that is, dimpi2(M)Q = m, dimpi3(M)Q =
m + n, and all other rational homotopy groups vanish. Let Gi be a simple
factor of G. By Theorem 3.2, Gi contributes at least one degree. Since the
only nontrivial degree is 2, Gi contributes degree 2. In case (2) and (3) of
Theorem 3.2, degree 2 does not arise. Hence, Gi must come from case (1)
of Theorem 3.2. In particular, the highest degree of Gi is 2, so, using Table
3, we see Gi is isomorphic to SU(2). Since 2 is the only degree of SU(2), it
follows that there are n+m simple factors of G, all isomorphic to SU(2).
By Proposition 3.3, the number of circle factors of H is dim(pi2(M)Q) = m
while the number of simple factors of H is 0. Hence, H ∼= Tm. Thus, if
M = G/H has the same rational homotopy groups as (S2)m × (S3)n, then
(G,H) = ((SU(2))m+n, Tm). This proves Theorem 3.1 in the first case and
last case in dimension 6, as well as the last case in dimension 7.
Case 2: M has the same rational homotopy groups as S3 × S4.
Suppose M ∼= G/H is a reduced biquotient having the same rational
homotopy groups as S3 × S4. Using Proposition 3.3, we see that since
dim(piodd(M)Q) = 2, G has at most two factors and since dimpi3(M)Q =
dim pi4(M)Q, H has the same number of simple factors as G. Finally, since
dim pi2(M)Q = 0, H has no circle factors.
We now break into cases depending on the number of simple factors of
G.
Case 2a G is simple.
Suppose G is simple, and therefore, that H is also simple. Since G must
contribute degree 4, this is either the highest degree of G, or G falls into case
(2) or (3) of Theorem 3.2. In case (2) or (3), we find that G/H is either S7
or S7 × S7, neither of which have the correct rational homotopy groups. So,
G falls into case (1) of Theorem 3.2, implying that 4 is the highest degree of
G. Thus, G = SU(4) = Spin(6) or G = Sp(2) = Spin(5). If G = SU(4),
then dimH = dimG − 7 = 8. Since H is simple, H = SU(3), giving the
pair (SU(4), SU(3)). If G = Sp(2), then dimH = dimG − 7 = 3, so H =
SU(2) = Sp(1), giving the pair (Sp(2), Sp(1)). However, in [24], Kapovitch
and Ziller show that for the pairs (SU(4), SU(3)) and (Sp(2), Sp(1)), all
biquotients are rationally S7, a contradiction. Hence, G can not be simple.
Case 2b G = G1 ×G2 has two simple factors.
Suppose G = G1×G2 and H = H1×H2 are both products of two simple
factors. Then one factor of G, say G1, must contribute degree 4 to M while
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the other factor, G2 must contribute degree 2. Since degree 2 does not appear
in case (2) or (3) of Theorem 3.2, G2 must contribute its highest degree of 2,
so G2 = SU(2). Then dimH1 +dimH2 = dimG1 +dimG2−7 = dimG1−4.
The degree 4 which G1 contributes is either the highest degree of G1, so
G1 = SU(4) or Sp(2), or G1 comes from cases (2) and (3) of Theorem 3.2.
In the first case, from the classification of simple Lie groups, it follows that
H is, up to cover, isomorphic to either SU(3) × SU(2) or SU(2) × SU(2),
respectively, giving rise to two of the entries of Table 2.
So, we may assume that G1 contributes a degree as in case (2) or (3) of
Theorem 3.2, so (G1, H1) = (Spin(7),G2), (Spin(8),G2), or (Spin(8), Spin(7)).
Since dimH2 = dimG1−4−dimH1, we find dimH2 = 3, 10, or 3 respectively.
Since H2 is simple, one easily sees that this implies that H is isomorphic to
SU(2), Sp(2), or SU(2) respectively.
However, the case (G,H) = (Spin(8)× SU(2),G2 × Sp(2)) can not give
rise to a biquotient. To see this, note that there are no nontrivial homomor-
phisms from H into SU(2), so the projection of the H action to the SU(2)
factor of G is trivial. It follows that the projection of the H action to the
Spin(8) factor of G must be effectively free. Then Spin(8)/H is a reduced
4-dimensional biquotient. But these have already been classified [9, 24, 13]
and, in particular, there is no reduced biquotient of the form Spin(8)/H.
This completes case 2b, and hence also case 2.
Case 3 M has the same rational homotopy groups as S3 × CP 2.
Suppose M ∼= G/H is a reduced biquotient having the same rational
homotopy groups as S3 × CP 2. By Proposition 3.3, G contains at most two
factors, H has one fewer simple factor, and H contains an S1 factor.
We now break into cases depending on the number of simple factors of
G.
Case 3a: G is simple.
If G is simple, then H has no simple factors, so H ∼= S1. Then dimG =
7 + dimS1 = 8. From the classification of simple Lie groups, it follows that
G ∼= SU(3).
Case 3b: G = G1 ×G2 has two simple factors.
Suppose G = G1 × G2 and H = H ′ × S1. We assume G1 contributes
degree 3 while G2 contributes degree 2. As in the previous case, this implies
G2 = SU(2).
Since G1 contributes degree 3, only cases (1) and (2) of Theorem 3.2 can
occur, and, if case (2) occurs, then G1 = SU(4) with H
′ = Sp(2), giving rise
to the pair (SU(4)× SU(2), Sp(2)× S1).
So, we assume G1 contributes its highest degree of 3, which implies G ∼=
SU(3). Then dimH ′ = 3, so H ′ is isomorphic to SU(2). This gives the entry
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(G,H) = (SU(3)× SU(2), SU(2)× S1), completing Table 2.
This completes the proof of case 3, and hence, of Theorem 3.1.
In case 1 of the proof above, we see that if M = G/H is a reduced biquo-
tient having the same rational homotopy groups as (S3)n, then (G,H) =
(SU(2)n, {e}). Thus, we have the following corollary.
Corollary 3.5. If M is a compact simply connected biquotient with n =
dim pi3(M)Q and if all other rational homotopy groups vanish, then M is
diffeomorphic to (S3)n.
4 Analyzing some pairs (G,H)
In this section, we will select several pairs (G,H) from Table 2 and classify
all the effectively free biquotient actions of H on G and then, when possible,
determine the diffeomorphism type of the quotient. Corollary 3.5 and the
preceding discussion handle this for the first case in Table 2, when M has
rational homotopy groups isomorphic to those of S3 × S3.
We also note that in many examples, G contains a factor isomorphic to
SU(2). Thus, the following proposition will be used repeatedly.
Proposition 4.1. Suppose G = G1× SU(2) and H = H ′× T n is product of
a semisimple and simply connected compact group H ′ with a torus. Suppose
f : H → G × G defines an effectively free reduced biquotient action and
assume the projection of the H action to the SU(2) factor of G is nontrivial.
Then, exactly one of the following occurs.
(1) The torus factor T n acts non-trivially on the SU(2) factor of G while
H ′ acts trivially.
(2) T n acts trivially on the SU(2) factor of G and at most one simple
factor of H ′, isomorphic to SU(2), acts by conjugation with all other simple
factors of H ′ acting trivially. Further, the projection of the H action to the
first factor of G must be effectively free.
Proof. Of course, if the projection of the H ′ action to the SU(2) factor of G is
trivial, T n must act non-trivially, so we may assume H ′ acts non-trivially. In
particular there is a simple factor H1 of H
′ which acts non-trivially. Suppose
this action is defined by a homomorphism f = (f1, f2) : H1 → SU(2)2.
From the classification of simple Lie groups, it follows that every simply
connected simple Lie group which is not isomorphic to SU(2) has dimension
greater than three. In particular, if H1 is not isomorphic to SU(2), both fi
homomorphisms have positive dimensional kernel. Since H1 is simple, this
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implies f is trivial, contradicting the fact that H1 acts non-trivially on SU(2).
Thus, H1 ∼= SU(2).
Now, up to conjugation, there are precisely two homomorphisms SU(2)→
SU(2), the trivial homomorphism and the identity. It follows that the only
SU(2) biquotient actions on itself are, up to equivalence, trivial, left multi-
plication, and conjugation. However, since the action is reduced, left multi-
plication cannot occur. Hence, the non-trivial actio of H1 = SU(2) on SU(2)
is conjugation. In particular, f is the diagonal embedding SU(2)→ SU(2)2
given by A 7→ (A,A). The image is a maximal connected subgroup of
SU(2)×SU(2). It follows that f , when restricted to any other simple factor
of H ′ or to T n, must be trivial.
Finally, The projection of the H action to the SU(2) factor of G fixes the
identity, and hence, the projection of the H action to G1 must be effectively
free.
4.1 Biquotients with pi∗(G/H)Q ∼= pi∗(S2 × S4)Q
In this section, we classify many biquotients having the same rational homo-
topy groups as S2 × S4.
Let (G,H) = (G1×SU(2), H1×SU(2)×S1) denote one of the four entries
in Table 2 having the same rational homotopy groups as S2 × S4. That is,
(G1, H1) ∈ {(SU(4), SU(3)), (Sp(2), SU(2)), (Spin(7),G2), (Spin(8), Spin(7)).
By Proposition 3.4, we see that the classification of effectively free biquo-
tients with rational homotopy groups isomorphic to S3 × S4 will aid in
the classification of those with rational homotopy groups matching those
of S2 × S4, so we begin with this case.
Proposition 4.2. Suppose f : H1×SU(2)→ (G1×SU(2))2 gives rise to a re-
duced effectively free biquotient action. Then, up to equivalence, the H1 factor
acts on only one side of G1 with G1/H1 = S
7 or G1/H1 = Sp(2)/∆Sp(1) ∼=
T 1S4. Further, H2 = SU(2) acts on G1/H1 freely with quotient S
4 and acts
on SU(2) either trivially or by conjugation.
When G1/H1 = S
7, the SU(2) action is the Hopf action. In the other
case, when G1/H1 = Sp(2)/∆Sp(1), the SU(2) = Sp(1) action is by left
multiplication by diag(p, 1) ⊆ Sp(2) with p ∈ Sp(1). We note that the
double cover Sp(2) → SO(5) induces a diffeomorphism Sp(2)/∆Sp(1) ∼=
SO(5)/SO(3) ∼= T 1S4.
We now prove Proposition 4.2.
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Proof. (Proof of Proposition 4.2)
By Proposition 4.1, we may assume without loss of generality that the
projection of the H1 action onto the SU(2) factor of G is trivial and that the
action by H2 = SU(2) is either trivial or by conjugation. In either case, the
projection of the full H action on the SU(2) factor fixes the identity, so the
projection of the H action on the G1 factor must be effectively free.
Then G1/H is a 4-dimensional biquotient. These were classified in [24]:
H1 acts only one one side of G1 and either G1/H1 = S
7, which SU(2) then
acts on via the Hopf action, or G1/H1 = Sp(2)/∆Sp(1) and Sp(1) acts on
G1/H1 by left multiplication by diag(p, 1).
Using Proposition 4.2, we may easily classify all actions giving rise to
biquotients having the rational homotopy groups of S2 × S4.
Proposition 4.3. Suppose f : H = H1×SU(2)×S1 → (G1 × SU(2))2 gives
rise to a reduced effectively free biquotient action. Then the projection of the
H1 × SU(2) subaction onto G1 is effectively free with quotient S4 while the
projection to the SU(2) factor of G is trivial. The circle factor of H acts
linearly on S4 and, up to ineffective kernel, as the Hopf action on the SU(2)
factor of G.
In particular, such biquotients are always decomposable, being the total
space of a linear S4 bundle over S2. But linear Sm bundles over S2 are
classified by [S2, BO(m + 1)] ∼= pi1(O(m + 1)) ∼= Z2 if m ≥ 2. Thus, there
are precisely two linear Sm bundles over S2 for any m ≥ 2. Using Poincare´
duality and the Gysin sequence associated to Sm → E → S2, one easily sees
that for m ≥ 3, the cohomology ring of E is isomorphic to that of a product.
However, as shown in [19] (Lemma 8.2.5), the second Stiefel-Whitney class,
a homotopy invariant [48], distinguishes them. That is, the total spaces of
the two linear Sm-bundles over S2 are not even homotopy equivalent.
We now prove Proposition 4.3.
Proof. (Proof of Proposition 4.3)
By Proposition 3.4, the restriction of the H = H1 × SU(2) × S1 action
to H1 × SU(2) × {e} defines a biquotient with rational homotopy group
isomorphic to those of S3×S4, so Proposition 4.2 classifies these actions. But,
if the SU(2) factor of H acts by conjugation on the SU(2) factor of G, then,
by Proposition 4.1, the circle factor of H must acts trivially on SU(2). It
follows that in this case, the projection of theH1×SU(2)×S1 action to theG1
factor of G must be effectively free. But the rank of H1×SU(2)×S1 is bigger
than that of G1 in every case, so this can not occur. It follows that the SU(2)
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factor of H must act trivially on the SU(2) factor of G. Thus, again using
Proposition 4.2, H1 × SU(2) acts freely on G1 with G1/ (H1 × SU(2)) ∼= S4.
If we equip G1×SU(2) with a bi-invariant metric, the induced metric on
(G1/ (H1 × SU(2))) × SU(2) ∼= S4 × S3 is a product of round metrics and
the induced S1 action is by isometries, hence linear. But, every linear action
of S1 on S4 has a fixed point, so S1 must act, up to ineffective kernel, as the
Hopf map on S3.
We now state the classification results for each of the pairs (G,H) in Table
2 which have rational homotopy groups isomorphic to those of S2 × S4. We
use the notation S4 ×ˆS2 to denote the unique non-trivial S4 bundle over S2,
and we use the notation R(θ) to denote the standard 2× 2 rotation matrix,
R(θ) =
[
cos θ − sin θ
sin θ cos θ
]
.
Theorem 4.4. For (G,H) = (SU(4)× SU(2), SU(3)× SU(2)× S1), every
effectively free biquotient action is equivalent to one defined by f : H → G2
with
f(A,B, z) =
((
diag(zmA, z3m), diag(zl, zl)
)
, (diag(znB, znB), I)
)
where gcd(l,m, n) = 1 and l|2 gcd(3m,n). If l is even and both m and n are
odd, the quotient is diffeomorphic to S4 ×ˆS2. Otherwise, it is diffeomorphic
to S4 × S2.
Theorem 4.5. For (G,H) = (Sp(2)×SU(2), SU(2)2×S1) every effectively
free biquotient action is equivalent to one defined by one of two families of
homomorphisms f : H → G2: first,
f(p, q, z) =
((
diag(p, q), diag(zl, zl)
)
, (diag(zm, zn), I)
)
and second, with z = eiθ,
f(p, q, z) =
((
R(mθ) · diag(p, p), diag(zl, zl)) , (diag(q, zn), I)) .
In both cases, gcd(l,m, n) = 1 and l = 1 or l = 2 and m and n are not both
even. In addition, the quotient is diffeomorphic to S4 ×ˆS2 when l = 2 and
both m and n are odd. Otherwise, it is diffeomorphic to S4 × S2.
Theorem 4.6. For (G,H) = (Spin(8)×SU(2), Spin(7)×SU(2)×S1), every
effectively free biquotient action is equivalent to one given by
f(A,B, z) =
((
diag(A, 1), diag(zl, zl)
)
, (diag(zmB, znB), I)
)
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where the notation (zmB, znB) ⊆ Spin(8) is the lift of the block diagonal
embedding U(2) ⊆ ∆SO(4) ⊆ SO(4)2 ⊆ SO(8). In addition, gcd(l,m, n) =
1 and either l = 1 or l = 2 and m and n are not both even. If l = 2 and both
m and n are odd, the quotient is diffeomorphic to S4 ×ˆS2. Otherwise, it is
diffeomorphic to S4 × S2.
For the next theorem, we recall that there is, up to conjugacy, a unique
non-trivial homomorphism G2 → SO(7). We let pi : SU(2)→ SO(3) denote
the double covering map.
Theorem 4.7. For (G,H) = (Spin(7) × SU(2),G2 × SU(2) × S1), every
effectively free biquotient action is equivalent to one defined by the lift of
f : G2 × SU(2)× S1 → (SO(7)× SU(2))2 where, with z = eiθ,
f(A,B, z) =
((
A, diag(zl, zl)
)
, (diag(pi(B), R(mθ), R(nθ)), I)
)
.
In addition, l = gcd(l,m, n) ∈ {1, 2} and m and n have the same parity.
When l = gcd(l,m, n) = 2, then m/2 and n/2 have different parities and
the quotient is diffeomorphic to S4 ×ˆS2. Otherwise, it is diffeomorphic to
S4 × S2.
We will only prove Theorem 4.5 in the first case and Theorem 4.7, the
other proofs being similar. In each case, we determine the diffeomorphism
type of the quotient by computing the second Stiefel-Whitney class: for the
first case, we will use prior results on 5-dimensional biquotients, while in the
second, we will rely on the techniques from Section 2.3, particularly Theorem
2.12.
4.1.1 Proof of part 1 of Theorem 4.5
We begin with (G,H) = (Sp(2) × Sp(1), Sp(1)2 × S1) where the action of
Sp(1)2 on Sp(2) is given by (p, q)∗A = diag(p, q)A. Using Proposition 2.2, we
may assume these biquotients are defined by a map f = (f1, f2) : H → G×G
where
f1(p, q, z) =
([
p
q
]
, 1
)
and f2(p, q, z) =
([
zm
zn
]
, zl
)
where we assume that gcd(l,m, n) = 1. Further, the map S1 → S1 with
z 7→ z is an automorphism, so we may assume l ≥ 1.
Suppose z is an l-th root of 1. Then, f1(z
m, zn, z) is equal to f2(z
m, zn, z)
and so, by Proposition 2.1, f1(z
m, zn, z) = f2(z
m, zn, z) ∈ Z(G). Because
Z(Sp(2)) = {±I}, this implies that zm = zn ∈ {±1}. In particular, every
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l-th root of 1 must be a 2m-th and 2n-th root of 1, so l divides 2(m,n). But
gcd(l,m, n) = 1, so l = 1 or 2. If l = 2 and z = −1, then the equation
zm = zn forces m and n to have the same parity, so m and n must be odd.
At this point, one can immediately see that when l = 1, the quotient is
diffeomorphic to S4 × S2, independent of m and n. For, according to [7],
H has no nontrivial 2-roots and the 2-roots of G all have multiplicity 4, so
Theorem 2.12 thus implies the smallest possible nontrivial Stiefel-Whitney
class is in dimension 4.
Proposition 4.8. When l = 2 and m and n are both odd, the quotient G/H
is diffeomorphic to S4 ×ˆS2.
Proof. Consider the double cover pi : Sp(2)→ SO(5), induced by taking the
second exterior power of the standard representation of Sp(2) on C4. Recall
that pi maps Sp(1)2 ⊆ Sp(2) onto SO(4) ⊆ SO(5) and it maps diag(zm, zn) ⊆
Sp(2) onto diag(R((m+ n)θ), R((m− n)θ), 1) ⊆ SO(5), where R(θ) denotes
the standard 2 × 2 rotation matrix. Then, pi induces a diffeomorphism pi :
Sp(2) × Sp(1)/Sp(1)2 × S1 → SO(5) × Sp(1)/SO(4) × S1 where the S1
action on SO(5)/SO(4) = S4 is given by multiplication by diag(R((m +
n)θ), R((m− n)θ), 1).
This S1 action on S4 preserves the equatorial S3 ⊆ S4, and hence we
see that M5 = S3 ×S1 S3 is naturally a codimension 1 submanifold of N6 =
S4 ×S1 S3. Let i : M → N denote the inclusion map.
Then we have i∗(TN) = TM ⊕ ν where ν is the rank 1 normal bundle.
It follows that i∗(w2(TN)) = w2(i∗TN) = w2(TM ⊕ ν) = w2(TM) since
w1(TM) = w2(ν) = 0. But, it is shown in [10] that w2(TM) 6= 0. It follows
that w2(TN) 6= 0 as well, so N6 must be diffeomorphic to S4 ×ˆS2.
4.1.2 Proof of Theorem 4.7
We now prove Theorem 4.7. The main idea is to relate actions of H˜ =
G2×SU(2)×S1 on G˜ = Spin(7)×SU(2) to actions of H = G2×SO(3)×S1
on G = SO(7)×SU(2). We let pi : Spin(7)×SU(2)→ SO(7)×SU(2) denote
the double cover.
To begin with, recall there is, up to conjugation, a unique non-trivial
homomorphism g1 : G2 → SO(7). Let g2 : SO(3)→ SO(7) denote the usual
inclusion as a 3×3 block. The composition G2×SU(2)→ G2×SO(3) g1×g2−−−→
SO(7)2 admits a lift g˜ : G2 × SU(2) → Spin(7)2. Then, it is shown in [13]
that the only effectively free biquotient action of G2 × SU(2) on Spin(7) is
induced by g˜. In fact, we have G2\Spin(7) = S7 which SU(2) then acts on
via the Hopf action. In particular, the lift of SU(2) → SO(3) g2−→ SO(7)
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to Spin(7) is injective. We use this lift to identify SU(2) as a subgroup of
Spin(7).
Consider any homomorphism f : H˜ → G˜2 with f |G2×SU(2)×{I} = i ◦ g˜
with i : Spin(7) → Spin(7) × SU(2) denoting the natural inclusion. Then
pi ◦ f descends to define an action of H on G. These actions are related by
the following proposition.
Proposition 4.9. The H˜ action on G˜ is effectively free iff the H action on
G is effectively free. If both are effectively free, the biquotients G˜/ H˜ and
G/H are diffeomorphic.
Proof. It is easy to see that, in general, the lift of an effectively free action is
effectively free, so we focus on the converse. So, assume the action of H˜ on G˜
is effectively free. As mentioned previously, the subgroup SU(2) ⊆ Spin(7)
projects to SO(3) ⊆ SO(7). Thus SU(2) must contain Z(Spin(7)) ∼= Z/2Z.
Letting pi′ : H˜ → H denote the double covering, we see that if pi′(h˜) ∈ H
fixes a point pi(g˜) ∈ G, then either h˜ fixes g˜, or h˜ maps g˜ to another point in
the fiber above pi(g˜), that is, h˜ ∗ g˜ = zg˜. In the first case, h˜ fixes a point, so
acts trivially on G˜, and thus, h acts trivially on G. So, we assume h˜ ∗ g˜ = zg˜
for some z ∈ Z(Spin(7)) ⊆ SU(2). Because z ∈ SU(2) ⊆ H˜, the point
z−1h˜ ∈ H˜ and fixes g˜. Thus, z−1H˜ must act trivially on G˜ and so therefore,
pi′(z−1h˜) = h acts trivially on G.
Finally, if both actions are effectively free, pi induces a covering pi :
G˜/ H˜ → G/H. But g2 : SO(3) → SO(7) induces an isomorphism of funda-
mental groups, so G/H is simply connected. It follows that pi is actually a
diffeomorphism.
We may, henceforth focus on biquotients of the form (SO(7)×SU(2))/ (G2×
SO(3)×S1) where the action is induced from a map of the form f = (f1, f2) :
H → G2 with
f1(A,B, z) = (A, diag(z
l, zl)) and f2(A,B, z) = (diag(A,R(mθ), R(nθ)), I)
with gcd(l,m, n) = 1 and z = eiθ. By precomposing by the complex conju-
gation automorphism S1 → S1, we assume l ≥ 1.
Proposition 4.10. An action as above is effectively free iff it is free. Further,
it is free iff l = 1.
Proof. First, if l = 1, then the projection of the S1 action to the SU(2) factor
of G is free and the projection of the G2×SO(3) action to the SO(7) factor
of G is free, so the induced action on SO(7)× SU(2) is automatically free.
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Conversely, assume the action is effectively free. Recall that, as mentioned
in [25], the maximal torus of G2 ⊆ SO(7) is conjugate to diag(R(φ1), R(φ2), R(φ1+
φ2), 1). The maximal torus of SO(3)×S1 ⊆ SO(7) is conjugate to diag(R(α), R(mθ), R(nθ), 1).
Let z = eiθ be any l-th root of 1. Setting φ1 = mθ, φ2 = nθ, and α = φ1 +
φ2, we obtain an element h ∈ H with f1(h) = f2(h) = (diag(R(φ1), R(φ2), R(φ1+
φ2), 1), I). By Proposition 2.1, we must have f1(h) = f2(h) ∈ Z(G). Since
Z(SO(7)) is trivial, mθ = nθ = 0 mod 2pi. Thus, every l-th root of 1 must be
an m-th and n-th root of 1, and so l| gcd(m,n). But then 1 = gcd(l,m, n) = l.
Now that we have classified all actions, we classify the quotients.
Proposition 4.11. Consider the action of G2×SO(3)×S1 on SO(7)×SU(2)
given by
(A,B, z) ∗ (C,D) = (AC diag(B,R(mθ), R(nθ))−1, diag(z, z)D).
The quotient is diffeomorphic to S4×S2 when m and n have the same parity,
and is diffeomorphic to S4 ×ˆS2 when m and n have opposite parities.
Remark 4.12. The map f : H → G2 lifts to a map H˜ → G˜2 iff m and n have
the same parity. Thus, according to Proposition 4.11, when the quotient is
diffeomorphic to S4 × S2, the map lifts, giving half of Theorem 4.7. On the
other hand, when m and n have opposite parities, we can replace m, n, and
l = 1 by 2m, 2n, and 2l = 2. This new action has the same orbits as the
old one, so the quotient space is diffeomorphic to S4 ×ˆS2. However, the new
action lifts. This gives the other half of Theorem 4.7.
Proof. (Proof of Proposition 4.11)
By the discussion following Proposition 4.3, we know each such biquo-
tient is diffeomorphic to either S4 × S2 or S4 ×ˆS2. Using Theorem 2.12,
we now compute the second Stiefel-Whitney class of the tangent bundle to
these biquotients, showing that w2 is non-zero precisely when m and n have
opposite parities.
We will use a different action (which is equivalent, via Proposition 2.2):
f = (f1, f2) : H1 ×H2 = G2 × (SO(3)× S1)→ G2 with
f1(A,B, z) = (A, I) and f2(A,B,C) = (diag(B,R(mθ), R(nθ)), diag(z, z))
with z = eiθ. Then H has full rank in G and the biquotient has the form
H1\G/H2.
Thus, by Theorem 2.10, the cohomology ring H∗(G/H;Z2) is isomor-
phic to the ring H∗(BH1;Z2)⊗H∗(BG;Z2) H∗(BH2;Z2). We will suppress the
coefficient ring Z2 for the remainder of the proof.
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Now, as shown in [6], H∗(BG2) has no elements of degree 1 or 2. In
addition, H∗(BSU(2)) ∼= H∗(HP∞) also has no elements of degree 1 or 2. It
follows that we may identify H2(G/H) with H2(BH2)/Bf2
∗(H2(BSO(7)×
{I})). We now work out the map Bf2∗ more explicitly.
We let Q′ denote the standard maximal 2-group of O(3)×S1, so Q′ ∼= Z42
is given by {diag(±1,±1,±1)}×{±1}. We let Q ∼= Z32 ⊆ Q′ denote Q′∩H2;
Q is a maximal 2-group of H2 [7]. Likewise, we let R
′ ∼= Z72 and R ∼= Z62 =
R′ ∩ SO(7) denote the maximal 2-group of O(7) and SO(7), respectively.
Consider the basis {x1, x2, x3, w} ⊆ Hom(Q′,Z2) where x1 is dual to
the element (diag(−1, 1, 1), I) and similarly for x2 and x3, and w is dual
to (I,−1). For any q ∈ Q, the first factor of q has determinant 1, and so
x1(q) + x2(q) + x3(q) = 0. Using this, we may identify Hom(Q,Z2) with
Hom(Q′,Z2)/
∑
xi.
Using the Leray-Serre spectral sequence associated to the fibration Q→
EQ→ BQ, we may identify H∗(BQ) with Z2[xi, w]/
∑
xi where |xi| = |w| =
1, with dxi = xi and dw = w.
Likewise, if y1, ..., y7 ∈ Hom(R′,Z2) are the duals to the elements of the
form diag(1, ..,−1, ...1) ∈ R′, then for any r ∈ R, we have ∑ yi(r) = 0, so we
identify Hom(R,Z2) with Hom(R′,Z2)/
∑
yi. We may also identify H
∗(BR)
with Z2[yi]/
∑
yi with |yi| = 1.
Now, consider the inclusions Q → H2 and R → SO(7). These induce
maps H∗(BH2) → H∗(BQ) and H∗(BSO(7)) → H∗(BR). In [6], Borel
shows that these induced maps are injective, identifying H∗(BSO(7)) and
H∗(BH2) with
Z2[σ2(yi), ..., σ7(yi)]/
∑
yi and Z2[σ2(xi), σ3(xi), w2]/
∑
xi
respectively. Here, σj(yi) denotes the j-th elementary symmetric polynomial
in the yi variables. Thus H
2(BSO(7)) = Z2 = 〈σ2(yi)〉 and H2(BH2) =
(Z2)2 = 〈σ2(xi), w2〉.
The homomorphism f2 maps Q into R, and so, as one can easily verify, f2
induces a mapBf2
∗ : H∗(BR)→ H∗(BQ), withBf2(yi) =

xi i = 1, 2, 3
mw i = 4, 5
nw i = 6, 7
Now, an easy calculation shows Bf2
∗(σ2(yi)) = σ2(xi) + (m + n)
2w2. It
follows that we may identify H2(G/H) with Z2〈σ2(xi), w2〉/σ2(xi) + (m +
n)2w2. In particular, 0 6= φ∗Hw2 ∈ H2(G/H).
The 2-roots of SO(7) and SO(3) are, according to [7], yi − yj (which is
equal to yi + y2 mod 2) and xi − xj, each with multiplicity 1, and S1 has no
non-trivial 2-roots.
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Using these 2-roots, together with Theorem 2.12, we see
w(G/H) = φ∗H
[
Bf2
∗
( ∏
1≤i<j≤7
(1 + yi + yj)
) ∏
1≤k<l≤3
(1 + xk + xl)
−1
]
.
Because Bf2
∗(yi) = xi for i = 1, 2, 3, this product reduces to
w(G/H) = φ∗H
 ∏
1≤i<j≤7
3<j
Bf2
∗(1 + yi + yj)
 .
Further, since Bf2
∗(y4) = mw = Bf2
∗(y5),
Bf2
∗(1 + yi + y4)(1 + yi + y5) = (1 +Bf2
∗yi +mw)
2 = (1 +Bf2
∗y2i +m
2w2)
and a similar result holds for y6 and y7. Thus, the product reduces to
φ∗H
[ ∏
1≤i≤j
(1 +Bf2
∗y2i +m
2w2)(1 +Bf2
∗y2i + n
2w2)
]
and, in particular,
w2(G/H) = φ
∗
H
[∑
1≤i≤7
(Bf2
∗y2i +m
2w2) + (Bf2
∗y2i + n
2w2)
]
= 7(m2 + n2)φ∗H(w
2)
= (m2 + n2)φ∗H(w
2).
Since we have already shown φ∗Hw
2 6= 0, we see w2(G/H) is nontrivial iff
m and n have different parities.
4.2 Biquotients with pi∗(G/H)Q ∼= pi∗(S2 × CP 2)Q
In this section, we classify all biquotient actions whose quotients have rational
homotopy groups isomorphic to those of S2 × CP 2, that is, when
(G,H) ∈ {(SU(3), T 2), (SU(3)×SU(2), SU(2)×T 2), (SU(4)×SU(2), Sp(2)×T 2)}.
When (G,H) = (SU(3), T 2), the classification has been completed by Es-
chenburg [12], so we focus on the other two cases in Table 2. To that end,
let G = G1 × SU(2), H = H1 × T 2, with (G1, H1) = (SU(3), SU(2)) or
(G1, H1) = (SU(4), Sp(2)).
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Proposition 4.13. If a biquotient action of H on G is effectively free, then
the projection of the action of the H1 factor of H to the the SU(2) factor of G
is trivial. Further, the projection of the action to the first factor of G induces
the standard action with G1/H1 = S
5. In particular, every such biquotient
is diffeomorphic to a manifold of the form S5 ×T 2 S3 for an effectively free
linear T 2 action.
Proof. By Proposition 4.1, if the projection of the action of H1 to the SU(2)
factor of G is non-trivial, then H must act freely on G1. This is impossible
for rank reasons, so H1 acts trivially on the SU(2) factor of G.
Now, consider the projection of the T 2 action on the SU(2) factor of G.
Equipping SU(2) with a bi-invariant metric, which has positive curvature,
the T 2 action is isometric. It follows from [21] that there is a point in SU(2)
with isotropy group containing an S1 ⊆ T 2.
It follows that the projection of the H1 × S1 action to G1 must be ef-
fectively free, giving a 4-dimensional biquotient. These have been classi-
fied [24, 10, 13] - the only examples with H a product of a semi-simple
group with a circle have G1/H1 equal to either the homogeneous space
SU(3)/SU(2) = S5, or equal to SU(4)/Sp(2). But, recalling the canoni-
cal double cover SU(4)→ SO(6) restricts to a double cover Sp(2)→ SO(5),
we identify SU(4)/Sp(2) = SO(6)/SO(5) = S5. Thus, in either case,
G1/H1 = S
5.
We now concretely identify the T 2 action on S5 × S3. In the hard-
est case, when (G1, H1) = (SU(4), Sp(2)), we identify SU(4)/Sp(2) with
SO(6)/SO(5) = S5 using the double cover SU(4) → SO(6). Recall the
construction of this double cover: the standard representation C4 of SU(4)
induces a representation of SU(4) on Λ2C4. This 6-dimensional represen-
tation has real type, defining a map SU(4) → SO(6), the double cover. In
particular, under this double covering map, the maximal torus of SU(4), con-
sisting of matrices of the form diag(z1, z2, z3, z1z2z3), maps, up to conjugacy,
to diag(R(θ2 + θ3), R(θ1 + θ3), R(θ1 + θ2)) where zj = e
iθj .
Proposition 4.14. (1) Under the usual identification SU(2) ∼= S3, the T 2
biquotient action on SU(2) given by
(z, w) ∗B = diag(zk1wl1 , zk1wl1)B diag(zk2wl2 , zk2wl2)−1
is equivalent to the T 2 action on S3 = {b = (b1, b2) ∈ C2 : |b| = 1} given by
(z, w) ∗ b = (zk1−k2wl1−l2b1, zk1+k2wl1+l2b2).
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(2) Under the usual identification of SU(3)/SU(2) with S5 = {a =
(a1, a2, a3) ∈ C3 : |a| = 1}, the T 2 biquotient action on S5 induced from
SU(2)× T 2 → SU(3)2 with
(A, z, w) 7→ (diag(zm1wn1A, z2m1w2n1), diag(zm2wn2 , zm3wn3 , zm2+m3wn2+n3))
is given by
(z, w) ∗ a = (z2m1−m2w2n1−n2a1, z2m1−m3w2n1−n3a2, z2m1+m2+m3w2n1+n2+n3a3).
(3) The T 2 biquotient action on S5 = SU(4)/Sp(2) induced from Sp(2)×
T 2 → SU(4)2 with
(A, z, w) 7→ (A, diag(zm1wn1 , zm2wn2 , zm3wn4 , zm1+m2+m3wn1+n2+n3))
has the form
(z, w) ∗ a = (zm2+m3wn2+n3a1, zm1+m3wn1+n3a2, zm1+m2wn1+n2a3).
It follows easily from this proposition that every linear T 2 action on S5×
S3 is orbit equivalent to one induced from a biquotient of the form (SU(3)×
SU(2))/ (SU(2) × T 2) and to one induced from a biquotient of the form
(SU(4)× SU(2))/ (Sp(2)× T 2).
For the remainder of this section, we focus on linear T 2 actions on S5×S3.
By reparamaterizing T 2, we may assume that any action has the form
(z, w) ∗ (a, b) = (zm1a1, zm2wn2a2, zm3wn3a3, wl1b1, zk2wl2b2).
Further, we may assume gcd(m1,m2,m3, k2) = gcd(n2, n3, l1, l2) = 1. By
using the diffeomorphisms of S5 × S3 mapping ai → ai or bj to bj, as well as
the automorphism S1 → S1 with z 7→ z, we may assume all mi, lj, and k2
are non-negative.
Proposition 4.15. Such an action is effectively free iff m1 = m2 = m3 =
l1 = l2 = 1 and up to interchanging n2 and n3,
(n2, n3, k2) ∈ {(0, 0, k2), (n2, n3, 0), (1, 1, 2), (2, 2, 1), (0, 2, 1), (0, 1, 2)}.
Further, such an action is effectively free iff it is free.
Proof. The key observation is that if (z, w) ∈ T 2 fixes a point (a, b) ∈ S5×S3,
then it fixes a point with every coordinate 1 or 0. So, it is enough to focus
on these six points.
Let z be an m1-th root of 1. Then (z, 1) fixes (1, 0, 0, 1, 0) ∈ S5 × S3,
and thus, must fix every point of S5 × S3. This implies m1 divides each of
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m2,m3, and k2. In particular, 1 = gcd(m1,m2,m3, k2) = |m1|. An analogous
argument shows that m2 = m3 = l1 = l2 = 1.
On easily sees that these conditions on mi and lj are necessary and suffi-
cient to guarantee the T 2 action moves points with either a1 = 1 or b1 = 1. It
now follows that any nontrivial (z, w) ∈ T 2 moves the point (1, 0, 0, 1, 0), so
the action cannot have ineffective kernel. In particular, it is free iff effectively
free.
Finally, we seek conditions on n2, n3, and k2 which are necessary and suffi-
cient to guarantee every non-identity element of T 2 action moves (0, 1, 0, 0, 1)
and (0, 0, 1, 0, 1).
Now, (z, w) ∗ (0, 1, 0, 0, 1) = (0, 1, 0, 0, 1) iff zwn1 = 1 = zk2w. There
is only one solution to this equation, (z, w) = (1, 1), iff |1 − k2n2| = 1, so
|1 − k2n2| = 1 is necessary to have a free action. The same argument using
the point (0, 0, 1, 0, 1) shows |1− k2n3| = 1 is necessary to have a free action.
It is easy to see that the only integer solutions to |1−k2n3| = |1−k2n2| = 1
are, up to order,
(n2, n3, k2) ∈ {(0, 0, k2), (n2, n3, 0), (1, 1, 2), (2, 2, 1), (0, 2, 1), (0, 1, 2)}.
We will use the notation A(n2, n3, k2) to denote these biquotients. Con-
sider, first, biquotients of the form A(n1, n2, 0). Since k2 = 0, the circle
factor of T 2 given by the z-coordinate, S1z , acts only on S
5. Further, the
other factor, S1w, acts freely on the S
3 with quotient S2 and the action of
S1w on S
5 commutes with the S1z action. In terms of the concrete description
G1 × SU(2) = SU(3) × SU(2) with H = SU(2) × T 2 = SU(2) × S1z × S1w,
SU(2) × S1z acts freely on G1 with quotient CP 2, S1w acts freely on SU(2),
and the S1w action on G1 normalizes the SU(2)× S1z action.
In other words, the biquotients A(n2, n3, 0) are all decomposable, nat-
urally having the structure of CP 2-bundles over S2. Each such bundle is
associated to the Hopf bundle S1 → S3 → S2 via the S1w action on CP 2, so
the structure group is a circle.
If we equip G = G1 × SU(2) with a bi-invariant metric, the resulting
metric on G1/ (SU(2) × S1z ) = CP 2 is the Fubini-Study metric, and the S1w
action is isometric. In particular, S1w ⊆ K = Iso(CP 2) = SU(3)/(Z/3Z).
With S1 acting on S3 via the Hopf map and on K via the inclusion, we
can form the space S3×S1 K; projection onto the first factor gives this space
the structure of a principal K bundle over S2. Note then that A(n2, n3, 0) ∼=
CP 2 ×S1 S3 ∼= CP 2 ×K (S3 ×S1 K) (see, for example, [37]).
Now, principal K bundles over S2 are in one to one correspondence with
[S2, BK], homotopy classes of maps from S2 into BK. Since pi1(K) = Z/3Z,
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pi2(BK) = Z/3Z. In particular, S3 ×S1 K is one of three principal bundles.
Hence, biquotients of the form A(n1, n2, 0) = CP 2 ×K (S3 ×S1 K) fall into
at most three diffeomorphism types. In fact, we will show the two non-
trivial bundles have diffeomorphic total spaces, so biquotients of the form
A(n1, n2, 0) fall into only two diffeomorphism types.
In a similar manner, one can see the biquotients A(0, 0, k2) are decom-
posable, having the structure of an S2-bundle over CP 2 with structure group
S1 acting linearly. Further, since every principal S1-bundle over CP 2 is one
of S1 × CP 2, S5, or a lens space, all of which are homogeneous, we see that
the total space of every S2 bundle over CP 2 with structure group S1 is of the
form P ×S1 S2 with P a biquotient. But P ×S1 S2 is obviously a biquotient.
Thus, we have shown the following proposition.
Proposition 4.16. The total space of every S2-bundle over CP 2 with the
structure group reducing to S1 acting linearly on S2 is a biquotient.
We now state the diffeomorphism classification.
Theorem 4.17. With the following exceptions, the homotopy types of the two
biquotients A(n2, n3, k2) and A(n
′
2, n
′
3, k
′
2) are distinct unless, up to permuting
n2 and n3, we have (|n2|, |n3|, |k2|) = (|n′2|, |n′3|, |k′2|).
(1) A(n2, n3, 0) is diffeomorphic to A(n
′
2, n
′
3, 0) if n2 + n3 = ±(n′2 + n′3)
mod 3.
(2) A(0, 2, 1), A(2, 2, 1), and A(0, 0, 1) are diffeomorphic.
(3) A(0, 1, 2), A(1, 1, 2), and A(0, 0, 2) are diffeomorphic.
In order to prove Proposition 4.17, we first compute cohomology rings and
characteristic classes. The results are summarized in the following proposi-
tion.
Proposition 4.18. With N = n2+n3, the cohomology ring H
∗(A(n2, n3, k2))
is isomorphic to Z[u1, u2]/I where |ui| = 2 and I is an ideal generated by two
relations given by columns 2 and 3 in Table 4. Further, the first Pontryagin
class, as well as second and fourth Stiefel Whitney classes are listed, where,
for w2 and w4, u1 and u2 are understood to be taken mod 2.
It follows easily from this proposition that the cohomology ring ofA(n2, n3, k2)
is torsion free. We will eventually see the ring structure completely charac-
terize these examples up to diffeomorphism. Our key tool for proving this is
the following theorem [23, 45, 49].
Theorem 4.19. (Jupp, Wall, Zubr)
Suppose M1 and M2 are closed simply connected 6-manifolds whose co-
homology rings are torsion free. Then M1 is diffeomorphic to M2 iff there
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(n2, n3, k2) u
2
2 = u
3
1 = p1 w2 w4
(0, 0, k2) −k2u1u2 0 (k22 + 3)u21 (k2 + 1)u1 (k2 + 1)u21
(n2, n3, 0) 0 −Nu21u2 3u21 + 2Nu1u2 u1 +Nu2 u21
(1, 1, 2) −2u1u2 0 7u21 u1 u21
(2, 2, 1) −u1u2 0 4u21 0 0
(0, 1, 2) −2u1u2 −u21u2 7u21 u1 + u2 u21
(0, 2, 1) −u1u2 −2u21u2 4u21 0 0
Table 4: Topology of A(n2, n3, k2)
is an isomorphism between their integral cohomology rings which maps the
first Pontryagin of M1 to that of M2 and whose mod 2 restriction maps the
Stiefel-Whitney classes of M1 to those of M2.
Using the methods of Section 2.4, we now compute the cohomology rings
and characteristic classes of A(n2, n3, k2), proving Proposition 4.18. In fact,
the two matrices A1 and A2 describing the maps H1(T
2) → H1(TU(3)×U(2))
are A1 =
1 01 n2
1 n3
 and A2 = [ 0 1k2 1
]
. Hence, Proposition 2.14 gives the
cohomology ring of A(n2, n3, k2) as
Z[u1, u2]/〈σ3(At1u), σ2(At2u)〉 = Z[u1, u2]/〈u1(u1+n2u2)(u1+n3u2), u2(k2u1+u2)〉.
Substituting in the admissible value of (n2, n3, k2) and simplifying gives the
first three columns of Table 4.
We now compute the characteristic classes of A(n2, n3, k2) in the following
proposition. Substituting the admissible values for (n2, n3, k2) and using
appropriate relations fills in the rest of Table 4.
Proposition 4.20. The characteristic classes p1, w2, and w4 of A(n2, n3, k2)
are as follows:
p1 = (k
2
2 + 3)u
2
1 + (n
2
2 + n
2
3)u
2
2 + 2(n1 + n2)u1u2
w2 = (k2 + 1)u1 + (n2 + n3)u2
w4 = (k2 + 1)u
2
1 + n2n3u
2
2 + k2(n2 + n3)u1u2.
For w2 and w4, u1 and u2 are taken mod 2.
Proof. We use the notation of Section 2.4: for G = U(3) × U(2) and H =
T 2×U(2)×U(1), we let x1, x2, x3, y1, y2 ∈ H2(BTG) be the transgressions of
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the elements of H1(TG) which are dual to the canonical generators of H1(TG),
and similarly for u1, u2, s1, s2, t ∈ H2(BTH).
The map Bf ∗1 : H
2(BTG)→ H2(BTH) is computed just as in Section 2.4.
In particular, we have Bf ∗1xi = xiA
t
1 and likewise, Bf
∗
1 yi = yiA
t
2.
Further, as is seen in Section 2.4, from the Leray-Serre spectral sequence
associated to the fibration G → G/H → BH, we note that φ∗H identifies
σ1(s) with σ1(uA
t
1) = 3u1 + (n2 + n3)u2. Likewise, σ2(s) is identified with
σ2(uA
t
2) = u1(2u1 + (n2 + n3)u2) + (u1 + n2u2)(u1 + n3u2) and t is identified
with σ1(uA
t
2) = k2u1 + 2u2.
It follows that (s1−s2)2 = (s1 +s2)2−4s1s2 is identified with (3u1 +(n2 +
n3)u2)
2 − 4(u1(2u1 + (n2 + n3)u2) + (u1 + n2u2)(u1 + n3u2)) which simplifies
to −3u21 − 2(n2 + n3)u1u2 + (n2 − n3)2u22.
Then, by equation (2.1), we have
p1 =φ
∗
H
[
Bf ∗1
( ∑
1≤i<j≤3
(xi − xj)2
)
+Bf ∗1 (y1 − y2)2 − (s1 − s2)2
]
=n22u
2
2 + n
2
3u
2
2 + (n2 − n3)2u22 + k22u21
− (−3u21 − 2(n2 + n3)u1u2 + (n2 − n3)2u22)
=(k22 + 3)u
2
1 + (n
2
2 + n
2
3)u
2
2 + 2(n2 + n3)u1u2.
We now compute the Stiefel-Whitney classes. Note that w6 = 0, being
mod 2 reduction of the Euler characteristic. Using Proposition 2.15, we see
w = φ∗H
(
Bf ∗2
[ ∏
1≤i<j≤3
(1 + xi + xj)
]
Bf ∗2 (1 + y1 + y2) (1 + s1 + s2)
−1
)
= φ∗H
(
(1 + s1 + s2)(1 + s1)(1 + s2)(1 + t)(1 + s1 + s2)
−1)
= φ∗H
(
(1 + s1)(1 + s2)(1 + t)
)
= φ∗H
(
1 + s1 + s2 + t+ s1s2 + (s1 + s2)t
)
= 1 + (k2 + 1)u1 + (n2 + n3)u2 + (k2 + 1)u
2
1 + n2n3u
2
2 + k2(n2 + n3)u1u2.
We now analyze the cohomology rings in more detail.
Proposition 4.21. With the following exceptions, two biquotients A(n2, n3, k2)
and A(n′2, n
′
3, k
′
2) have non-isomorphic cohomology rings unless, up to per-
muting n2 and n3, (|n2|, |n3|, |k2|) = (|n′2|, |n′3|, |k′2|).
(1) H∗(A(n2, n3, 0)) ∼= H∗(A(n′2, n′3, 0)) if n2 + n3 = ±(n′2 + n′3) mod 3.
(2) H∗(A(0, 2, 1)) ∼= H∗(A(0, 0, 1)) ∼= H∗(A(2, 2, 1)).
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(3) H∗(A(0, 1, 2)) ∼= H∗(A(0, 0, 2)) ∼= H∗(A(1, 1, 2)).
Further, for every exceptions, there is an isomorphism which carries char-
acteristic classes to characteristic classes.
Upon proving Proposition 4.21, we will have, with the aid of Theorem
4.19, proved Theorem 4.17.
Proof. (Proof of Proposition 4.21)
We first prove the exceptions. If (n′2, n
′
3, 0) is another triple with n2+n3 =
(n′2 + n
′
3) (mod 3) with  ∈ {±1}, set λ = 23((n′2 + n′3) − n2 − n3) ∈ Z.
Then the map H2(A(n2, n3, 0))→ H2(A(n′2, n′3, 0)) given by u1 7→ u1 + λu2
and u2 7→ u2 is easily seen to extend to a characteristic class preserving
isomorphism, proving exception (1).
The isomorphism from H∗(A(2, 2, 1)) to H∗(A(0, 0, 1)) is obvious as is the
one fromH∗(A(1, 1, 2)) toH∗(A(0, 0, 2)). The isomorphism fromH∗(A(0, 0, 1))
to H∗(A(0, 2, 1)) with u1 7→ u1+2u2 and u2 7→ −u2 is easily seen to map char-
acteristic classes to characteristic classes. Finally, the map H2(A(0, 0, 2))→
H2(A(0, 1, 2)) with u1 7→ u1 + u2 and u2 7→ −u2 extends to a characteristic
class persevering isomorphism. This handles exceptions (2) and (3).
We now show these are the only exceptions. Since we have already
shown each of the sporadic examples is diffeomorphic to either A(0, 0, 1)
or A(0, 0, 2), we may focus on the families. That is, we show first that
H∗(A(n1, n2, 0)) is not isomorphic to H∗(A(0, 0, k2)) except when k2 = 0,
second, that H∗(A(n1, n2, 0)) 6∼= H∗(A(n′1, n′2, 0)) when n1 + n2 6= ±(n′1 + n′2)
(mod 3), and finally, that H∗(A(0, 0, k2)) 6∼= H∗(A(0, 0, k′2)) if |k2| 6= |k′2|.
In the rings H∗(A(n1, n2, 0)), there is a nontrivial element which squares
to 0, u22 = 0. However, H
∗(A(0, 0, k2)) with k2 6= 0 does not share this
property. For, if (au1 + bu2)
2 = 0, then, because there are no relations on u21
in Table 4, a = 0. Then (bu2)
2 = −b2k2u1u2 = 0 iff b = 0 or k2 = 0.
We now focus on the A(n1, n2, 0) family. Due to exception (1), if n1+n2 =
0 (mod 3), then A(n1, n2, 0) ∼= A(0, 0, 0), and if n1 + n2 6= 0 (mod 3), then
A(n1, n2, 0) ∼= A(1, 0, 0). So, we need only show H∗(A(1, 0, 0)) is not isomor-
phic to H∗(A(0, 0, 0)). First notice that in both rings, the only degree two
elements which square to 0 are multiples of u2. For A(1, 0, 0), the equation
0 = (au1 + bu2)
3 = a2(3b − a)u21u2 is solved only when a = 0 or a = 3b.
Thus, multiples of 3u1 + u2 are characterized by cubing to 0 but not squar-
ing to 0. For A(0, 0, 0), degree two elements whose square is nonzero but
whose cube is 0 are all multiples of u1. It follows that any isomorphism
H∗(A(0, 0, 0))→ H∗(A(1, 0, 0)) must map u2 to ±u2 and u1 to ±(3u1 + u2).
But then u1 is clearly not in the image of this map.
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To finish the proof, we need only distinguish the rings of the formH∗(A(0, 0, k2)).
We first note that the only nontrivial elements of H2(A(0, 0, k2)) which cube
to 0 are multiples of u1. To see this, we compute using the relations u
3
1 = 0
and u22 = −k2u1u2 that (au1 + bu2)3 = b(3a2 − 3abk2 + b2k22)u21u2. If b 6= 0,
then this vanishes iff 3a2 − 3abk2 + b2k22 = 0. But the discriminant of this
polynomial is −3b2k22 < 0, so there is no solution with a real and b 6= 0.
It follows that any isomorphism φ : H∗(A(0, 0, k2)) → H∗(A(0, 0, k′2))
must map u1 to ±u1. On H2, φ, which can be described by an element of
Gl(2,Z), is thus given by φ(u1) = u1, φ(u2) = λu1 + δu2 with , δ ∈ {±1}.
In order for φ to be well defined, we must have φ(u2)
2 = k′2φ(u1)φ(u2).
Expanding this and the equating the u21 and u1u2 components, one gets the
pair of equations
λ2 = k′2λ and δk
′
2 = 2λδ − k2.
The first equation implies λ = 0 or λ = k′2. Substituting either option into
the second equation, one finds |k2| = |k′2|.
4.3 Biquotients with pi∗(G/H)Q ∼= pi∗((S2)3)Q
In this subsection, G will denote SU(2)3 and H will denote T 3. Equipping
SU(2) with its bi-invariant metric, the H action is by isometries and hence
linear. It turns out that, just as in the previous section, classifying effectively
free actions is easier done by directly studying linear actions on spheres. As
in the previous section, we interpret S1 = {z ∈ C : |z| = 1} and S3 =
{(a1, a2) ∈ C2 : |a1|2 + |a2|2 = 1}.
We note that the biquotient action of T 3 on SU(2) given by (z1, z2, z3) ∗
A = [
zm11 z
m2
2 z
m3
3
zm11 z
m2
2 z
m3
3
]
· A ·
[
zn11 z
n2
2 z
n3
3
zn11 z
n2
2 z
n3
3
]−1
is equivalent to the action of T 3 on S3 given by
(z1, z2, z3) ∗ (a1, a2) = (zm1−n11 zm2−n22 zm3−n33 a1, zm1+n11 zm2+n22 zm3+n33 a2)
under the isomorphism SU(2)→ S3 mapping
[
a1 a2
−a2 a1
]
to (a1, a2).
We now focus on linear T 3 actions on (S3)3.
Proposition 4.22. Suppose T 3 acts on (S3)3 freely. Then, up to the modi-
fications in Proposition 2.2, the action has the form
(z1, z2, z3) ∗
(
(a1, a2), (b1, b2), (c1, c2)
)
=
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(
(z1a1, z1z
k2
2 z
k3
3 a2), (z2b1, z
l1
1 z2z
l3
3 b2), (z3c1, z
m1
1 z
m2
2 z3c2)
)
.
Further, if these exponents are put into a matrix as A =
 1 k2 k3l1 1 l3
m1 m2 1
,
then det(A) = ±1 and each of the three 2 × 2 diagonal cofactors also has
determinant ±1. Conversely, every such 3 × 3 matrix defines a free action
of T 3 on (S3)3.
Proof. Totaro [44] has proven that a biquotient action in the form of the
proposition is free iff each of the listed determinant conditions holds, so we
need only show that we can modify any action to have that form.
Up to equivalence, a general linear H action on (S3)3 takes the form
(z1, z2, z3) ∗
(
(a1, a2), (b1, b2), (c1, c2)
)
=(
(zα11 z
β1
2 z
γ1
3 a1, z
k1
1 z
k2
2 z
k3
3 a2), (z
α2
1 z
β2
2 z
γ2
3 b1, z
l1
1 z
l2
2 z
l3
3 b2), (z
α3
1 z
β3
2 z
γ3
3 c1, z
m1
1 z
m2
2 z
m3
3 c2)
)
.
Let X =
α1 α2 α3β1 β2 β3
γ1 γ2 γ3
 . Since the action is effective, det(X) 6= 0. If
det(X) 6= ±1, then there is a non-integral, rational vector r = (r1, r2, r3)t
for which Xr is integral. Then (e2piir1 , e2piir2 , e2piir3) ∈ H fixes (1, 0)3 ∈ (S3)3,
contradicting freeness of the action, so det(X) = ±1.
It follows that X−1 is integral. By precomposing f with the isomorphism
X−1 : T 3 → T 3, which is nothing but a reparametrization, the action now
has the desired form on the a1, b1, and c1 coordinates. That is, we may
assume X is the identity matrix. Thus, we only need to show that the power
of zi on the coordinates a2, b2 and c2 is 1.
But, if z1 is a k1-th root of 1, then the point (z1, 1, 1) ∈ T 3 fixes the point(
(0, 1), (1, 0), (1, 0)
) ∈ (S3)3. Since the action is free, this implies z1 = 1.
That is, every k1-th root of 1 is 1. Thus, k1 = ±1 and, by simultaneously
precomposing by the automorphism of T 3 z1 7→ z1 and composing with the
diffeomorphism of S3 given by (a1, a2) → (a1, a2), we may assume k1 = 1.
Likewise, we see l2 = m3 = 1.
We now need to classify all 3×3 matrices of the form A =
 1 k2 k3l1 1 l3
m1 m2 1

with det(A) = ±1 and all diagonal cofactors equal to ±1.
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Proposition 4.23. Suppose T 3 acts freely on (S3)3 with characteristic ma-
trix A =
 1 k2 k3l1 1 l3
m1 m2 1
 which has determinant ±1 and with diagonal cofac-
tors each having determinant ±1. Then, up to equivalence, A belongs to one
of the three infinite families
R(m1,m2) =
 1 2 01 1 0
m1 m2 1
 , S(k3, l3) =
1 2 k31 1 l3
0 0 1
 , and T (l1,m1,m2) =
 1 0 0l1 1 0
m1 m2 1

or A is one of four other sporadic examples:
A1 =
1 2 21 1 2
1 1 1
 , A2 =
1 2 01 1 2
1 1 1
 , A3 =
1 2 01 1 1
2 2 1
 , and A4 =
1 2 21 1 2
1 0 1
 .
Biquotients in the R, S, and T family are are all decomposable: for the
R family we see the T 2z1,z2 ⊆ T 3 = H which given by the z1 and z2 coordi-
nates acts freely on the first two factors of G with SU(2)2/T 2 ∼= CP 2#CP 2
[43, 10]. The S1z3 ⊆ T 3 given by the z3 coordinate acts only on the last factor
of G freely, with quotient S2. Further, the T 2z1,z2 action on the last factor of
G centralizes the S1z3 action. So, each biquotient in the R family is decom-
posable, naturally begin S2 bundles over CP 2#CP 2. In a similar fashion, for
the S family, the S1z3 action normalizes the T
2
z1,z2
action, so each biquotient in
the S family is decomposable, being the total space of a CP 2#CP 2 bundle
over S2.
Every biquotient in the T family is decomposable in two ways. First, it
is the total space of an S2 bundle over S2×S2 if l1 is even and an S2 bundle
over CP 2#−CP 2 if l1 is odd. To see this, note the T 2z1,z2 action on the first
two factors is free with quotient either S2 × S2 or CP 2#− CP 2, depending
on the parity of l1 [10]. The S
1
z3
action on the last factor of G is free with
quotient S2, and the T 2z1,z2 action on the last factor of G centralizes this
action. Second, each biquotient in the T family is the total space of a bundle
over S2 with fiber either S2×S2 if m2 is even and with fiber CP 2#−CP 2 if
m2 is odd. To see this, notice the T
2
z2,z3
action on the second two factors of
G is free with quotient S2 × S2 or CP 2#−CP 2, depending on the parity of
m2 [10]. The S
1
z1
action on the first factor of G is free with quotient S2 and
the S1z1 action on the second two factors of G centralizes the T
2
z2,z3
action.
Finally, we point out that the four sporadic examples are not naturally
decomposable. The T family of biquotients have been previously studied by
Totaro [44], who showed that among these examples one can find infinitely
many non-isomorphic rational cohomology rings.
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Proof. (Proof of Proposition 4.23)
The outer automorphisms given by simultaneously swapping factors of G
and H corresponds, in the matrix description, to simultaneously swapping
a pair of rows and the same pair of columns, that is, to conjugating by
a transposition matrix. The inner automorphism given by simultaneously
mapping (a1, a2) 7→ (a1, a2) and z1 7→ z1 correspond to conjugation of A by
the diagonal matrix with a −1 in the first entry, and 1s along the rest of the
diagonal; one has a similar result for the other factors of G and H.
Since the determinant of the top left 2×2 block is ±1, using these equiv-
alences, we see that either k2 = 0 or (l1, k2) = (1, 2).
When (l1, k2) = (1, 2) with all other entries at most 2 in absolute value,
one has a relatively small list of options. It is easy to see that, after taking
equivalences into account, and after removing those examples in the S family,
that is, with m1 = m2 = 0 one obtains A1, A2, A3, and A4 as well as seven
extra examples:
1 2 11 1 0
0 2 1
 ,
1 2 11 1 0
2 2 1
 ,
1 2 21 1 0
0 1 1
 ,
1 2 21 1 0
1 1 1
 ,
1 2 01 1 1
1 0 1
 ,
1 2 01 1 1
1 2 1
 ,
1 2 21 1 2
0 1 1
 .
If one interchanges a1 and a2, and then reparamaterizes the action to
have the form of Proposition 4.22, then this has the effect of changing the
matrix 1 k2 k3l1 1 l3
m1 m2 1
 to
 1 −k2(1− k2l1) −k3(1− k3m1)l1 1 (l3 − k3l1)(1− k3m1)
m1 (m2 − k2m1)(1− k2l1) 1
 .(∗)
Applying (∗) to the first extra matrix
1 2 11 1 0
0 2 1
 and then negating the third
row and column, we obtain the new matrix
1 2 11 1 1
0 2 1
, which is equivalent
to the 6th extra matrix, so these two matrices describe equivalent actions.
Further, if we now interchange the first two rows and columns of the new
matrix and the apply (∗), we see that this action is equivalent to the action
determined by A1.
Similarly, one can show the remaining 5 extra matrices all describe actions
equivalent to those of Ai. This concludes the case where k2l1 = 2 with all
entries at most 2 in absolute value.
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Now, assume k2 = 0 and l1 is arbitrary. If m2 = 0 or if k3 = 0, then, after
interchanging rows and columns, it is easy to see that this just gives matrices
in the R, S, or T family. So, we assume m2 and k3 are both non-zero, and,
without loss of generality, that k3 > 0.
Since k3 > 0, the equation |1 − k3m1| = 1 forces either m1 = 0 or
(k3,m1) = (1, 2) or (2, 1). If m1 = 0, then up to equivalence, one obtains
the matrix
1 0 12 1 0
0 −1 1
. Upon applying (∗), multiplying the third row and
column by −1, interchanging first and second row and colulmn, and then
interchanging the second and third row and column, one gets
1 2 21 1 0
0 1 1
,
one of the extra examples above.
Hence, we assume m1 6= 0, so (k3,m1) is, up to order, (1, 2). If l3 = 0, then
since det(A) = ±1, we must have l1 = 0, giving the S family, or (k3, l1,m2) =
(2, 1, 1) up to order, giving the matrix
1 0 21 1 0
1 1 1
. Interchanging appropriate
rows and columns, this matrix has k2l1 = 2 with all other entries at most 2
in abolute value, so is equivalent to an Ai or S example.
Finally, assume l3 6= 0. The equation det(A) = ±1 then implies that
(k3, l1,m2) is, up to order, either (2, 1, 1), (2, 2, 1), or (4, 1, 1), where l1 = 4
in the last case. In the first two cases, one can interchange appropriate rows
and columns to obtain a matrix with k2l1 = 2 and all entries bounded by 2
in absolute value, so these matrices are equivalent to one defining an Ai or
S biquotient. When l1 = 4, we obtain the matrix
1 0 14 1 2
2 1 1
. Interchanging
the first and third rows and columns, and then applying (∗), we obtain1 1 22 1 0
1 1 1
, which has k2l1 = 2 with all entries boudned by 2 in absolute
value, so is equivalent to an Ai or S example.
We now prove the analogue of Proposition 4.16, using an approach sug-
gested by an anonymous referee.
Proposition 4.24. Suppose E is the total space of a bundle S2 → E → B
with B = S2×S2 or B = CP 2#±CP 2 where the structure group reduces to
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S1 acting linearly on S2. Then E is diffeomorphic to a biquotient.
Proof. According to [43], each possibility for B is diffeomorphic to a biquo-
tient of the form (SU(2))2/T 2. If P → B is a principal S1 bundle with Euler
class an indivisible element of H2(B) ∼= Z2, then it is clear that P is of the
form P = (SU(2))2/S1 for an appropriate S1 ⊆ T 2. If the Euler class is
divisible, then P has the form (SU(2)2)×S1 S1 where the circle action on S1
is given by z ∗ w = zkw, and is, in particular, a biquotient.
Now, if E → B is an S2-bundle with structure group reducing to S1
acting linearly, then E is of the form P ×S1 S2. This action is clearly a
biquotient action.
We now state the diffeomorphism and homotopy equivalence classification
of biquotients of the form (SU(2))3/T 3.
Proposition 4.25. Other than the five exceptions listed below, two biquo-
tients of the form SU(2)3/T 3 which are defined by distinct effectively free
actions are not homotopy equivalent.
(1) A2 is diffeomorphic to R(0, 1) and A4 is diffeomorphic to R(0, 2).
(2) R(m1,m2) is diffeomorphic to R(m
′
1,m
′
2) if m
2
1 + (m2−m1)2 = m′21 +
(m′2 −m′1)2 and mi = m′i (mod 2).
(3) S(k3, l3) is diffeomorphic to S(k
′
3, l
′
3) if
(k′3, l
′
3) ∈ {±(k3, l3),±(k3 − 2l3,−l3),±(−k3, l3 − k3),±(k3 − 2l3, k3 − l3)}.
(4) If m2(2m1 − m2l1) = m′2(2m′1 − m′2l′1) = 0, then T (l1,m1,m2) is
diffeomorphic to T (l′1,m
′
1,m
′
2) if l1 = l
′
1 (mod 2) and m2 = m
′
2 (mod 2) or
if l1 = m2 + 1 (mod 2) and l
′
1 = m
′
2 + 1 (mod 2).
(5) T (l1,m1,m2) is diffeomorphic to T (l
′
1,m
′
1,m
′
2) if l1 = l
′
1 (mod 2) and
m2(m1 − b l12 cm2) = m′2(m′1 − b l22 cm′2).
In (5), the notation b·c denotes the greatest integer function.
We will only prove this theorem for a subset these biquotients, the rest
of the arguments being similar. More specifically, we will classify the dif-
feomorphism types of the four sporadic example as well as the R family.
We will also show that no biquotient belonging to a family is homotopy
equivalent to a biquotient in another family, except in the obvious case
R(0, 0) ∼= S(0, 0) ∼= S2 × (CP 2#CP 2).
The method of proof closely mirrors that of Section 4.2. We first compute
the cohomology rings and characteristic classes of these examples; we will see
that the cohomology groups are isomorphic to those of (S2)3, so are torsion
free. In particular, we may then apply Theorem 4.19 of Jupp, Wall, and Zubr
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to see that two such biquotients are diffeomorphic iff there is an isomorphism
of their cohomology rings which maps characteristic classes to characteristic
classes.
Proposition 4.26. The cohomology ring of the biquotient G/H associated
to the integers (k2, k3, l1, l3,m1,m2) is given by Z[u1, u2, u3]/I where |ui| = 2
and I is the ideal generated by u1(u1 +k2u2 +k3u3), u2(l1u1 +u2 + l3u3), and
u3(m1u1+m2u2+u3). The first Pontryagin class p1(G/H) is (k2u2+k3u3)
2+
(l1u1 + l3u3)
2 + (m1u1 + m2u2)
2. Further, H∗(G/H;Z2) = Z2[u1, u2, u3]/I
and the Stiefel-Whitney classes are given by w2 = (l1 +m1)u1 +(k2 +m2)u2 +
(k3 + l3)u3 and w4 = (k2u2 +k3u3)(l1u1 + l3u3)+(k2u2 +k3u3)(m1u1 +m2u2)+
(l1u1 + l3u3)(m1u1 +m2u2).
The proof of this proposition follows the method outlined in Section 2.4,
which was done in detail in in the proof of Proposition 4.20. Thus, we omit
it.
From this proposition, it follows that H2(G/H) ∼= Z3 and all odd degree
cohomology groups vanish. Poincare´ duality then implies H4(G/H) is iso-
morphic to Z3 as well, so H∗(G/H) ∼= H∗((S2)3) as groups. In particular,
the cohomology rings of these examples are all torsion free.
We now prove a portion of Proposition 4.25.
Proof. (Proof of a part Proposition 4.25)
For A2, the map sending u1 ∈ H∗(R(0, 1)) to u1 + u2 + 2u3, u2 to u1 +
2u3, and u3 to u3 is easily seen to extend to a ring isomorphism carrying
characteristic classes to characteristic classes. Likewise, for A4, one can use
the map sending u1 ∈ H∗(R(0, 2)) to u1 + u2 + u3, u2 to u1 + u3, and u3 to
u3. By Theorem 4.19, it follows that A2 and R(0, 1) are diffeomorphic, as
are A4 and R(0, 2). This proves exception 1 of Proposition 4.25.
We now distinguish the three families. We claim that in the R family,
no nontrivial degree 2 element squares to 0, while in the S family, there is a
non-trivial family of elements which square to 0, and in the T family, there
are at least two families of elements which square to 0.
Begin with a degree 2 element x = αu1 + βu2 + γu3 ∈ H2(G/H). Com-
puting, we find x2 is given by
u1u2(2αβ − 2α2 − β2) + u1u3(2αγ −m1γ2) + u2u3(2βγ −m2γ2) R biquotients
u1u2(2αβ − 2α2 − β2) + u1u3(2αγ − k3α2) + u2u3(2βγ − l3β2) S biquotients
u1u2(2αβ − l1β2) + u1u3(2αγ −m1γ2) + u2u3(2βγ −m2γ2) T biquotients
.
But 2αβ − 2α2 − β2 = −α2 − (α − β)2 so vanishes iff α = β = 0. From
this, one easily sees that x2 = 0 for a nontrivial element in the R family only
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when m1 = m2 = 0, which is the same as the entry in the S family when
k3 = l3 = 0. Further, for the S family, x
2 = 0 iff α = β = 0, so there is a
single family of solutions.
Finally, for the T biquotients, one can easily verify that, other than when
γ = β = 0, one has the additional family of solutions given by γ = 0 and
l1β = 2α. If m2 6= 0 and 2m1 6= l1m2, it is easy to see that all elements which
square to 0 fall into one of these two families. On the other hand, if m2 = 0,
one has the additional family with α = β = 0 while if 2m1 = l1m2, one has
the additional family with l1β = 2α = m1γ.
In summary, a biquotient belonging to a family (other than R(0, 0)) is
not even homotopy equivalent to a biquotient in another family because their
cohomology rings are non-isomorphic. Further, those biquotients in the T
family with m2(2m1 − l1m2) = 0, that is, with p1 = 0 are distinct up to
homotopy from the rest of the biquotients in the T family.
We now show A1 and A3 are distinct, up to homotopy, from every other
biquotient of the form SU(2)3/T 3. For both examples, a simple calculation
shows that no non-trivial degree 2 element squares to 0, so if A1 or A3 is
homotopy equivalent to a biquotient in a family, it must be the R family.
However, in the R family, there are two elements of a basis of H2, namely,
u1 and u2, with the property that u
2
1 = −2u1u2 = 2u22.
We claim that for neither A1 nor A3 is there a pair of elements u
′
1, u
′
2 in a
basis of H2 with u′21 = −2u′1u′2 = 2u′22 . For example, in the cohomology ring
of A1, if one sets u
′
1 = αu1 +βu2 +γu3 and u
′
2 = δu1 +u2 +ζu3, then the u1u3
component of the equation u′21 = 2u
′2
2 , taken mod 2 implies that β is even.
Likewise, the u1u3 component implies γ is even, which then implies, via the
u2u3 component, that ζ is even. Finally, looking at the u1u3 component mod
4 then forces α to be even, so u1 cannot be a member of Z-basis of H2(A1).
A similar argument works for A3.
We must also show show that A1 and A3 are distinct up to homotopy. But,
for A1, p1 is a generator while for A3, p1 is 10 times a generator. Hence, taken
mod 24 they do not coincide. Since p1 (mod 24) is a homotopy invariant [3],
A1 and A3 are not homotopy equivalent.
We now distinguish the rings in the R family individually, proving ex-
ception 2 of Proposition 4.25. Consider two R biquotients R(m1,m2) and
R(m′1,m
′
2).
To begin with, we make the substitution u′1 = u1 + u2. In the (u
′
1, u2, u3)
coordinates, the cohomology rings of theR biquotients have the form Z[u′1, u2, u3]/I
where I is generated by (u′1)
2 = u22, u
′
1u2 = 0, and u
2
3 = −m1u′1u2 − (m2 −
m1)u2u3. A simple calculation shows that u
′
1 and u2 are, up to reordering and
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changing signs, the only two primitive elements in H2 satisfying (u′1)
2 = u22
and u′1u2 = 0, and further, that the map swapping these two elements ex-
tends to a characteristic class preserving isomorphism of R(m1,m2). Thus,
we may assume that any isomorphism f : R(m1,m2) → R(m′1,m′2) maps
u′1 ∈ R(m1,m2) to u′1 ∈ R(m′1,m′2) and likewise for u2. This, in turn, implies
that f(u3) = u3 + αu
′
1 + βu2 ∈ R(m′1,m′2) for some integers α and β.
In order for this to be well defined, we must have
f(u3)
2 = −m1f(u3)u′1 − (m2 −m1)f(u3)u2.
Inspecting the (u′1)
2, u′1u3, and u2u3 components of this equation gives the
three equations
α2 + β2 = −cm1α− (m2 −m1)β
2α +−m′1 = −m1
2β − (m′2 −m′1) = −(m2 −m1).
The second and third equations clearly imply mi = m
′
i (mod 2). Solving the
second equations for α and β and substituting into the first and rearranging
then gives m21 + (m2 − m1)2 = m′21 + (m′2 − m′1)2 as claimed. Hence these
conditions are necessary. A simple calculation then shows that these condi-
tions are also sufficient to define an isomorphism and that this isomorphism
carries characteristic classes into characteristic classes.
4.4 Biquotients with pi∗(G/H)Q ∼= pi∗(S3 × S4)Q
In this section, we completely classify all biquotients with rational homotopy
groups isomorphic to those of S3 × S4.
Let (G,H) = (G1×SU(2), H1×SU(2)) denote one of the four entries in
Table 2 having the same rational homotopy groups as S3 × S4. That is,
(G1, H1) ∈ {(SU(4), SU(3)), (Sp(2), SU(2)), (Spin(7),G2), (Spin(8), Spin(7))}.
We have already classified the form of the action in Proposition 4.3: in
every case but one, the first factor of H acts on one side of the first factor of
G with quotient S7. The SU(2) factor of H then acts via the Hopf action on
S7 and either trivially or by conjugation on the SU(2) factor of G. Thus, in
the non-exceptional case, the biquotients fall into at most 2 diffeomorphism
types, each having the form S7 ×SU(2) S3 where SU(2) action on S7 is the
Hopf action and the SU(2) action on S3 is either trivial or by conjugation.
We will later see these two biquotients are not even homotopy equivalent.
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The exceptional case occurs when G = Sp(2)×SU(2). In this case, there
is an additional action where the first factor of H acts on the first factor of G
with quotient T 1S4. The other SU(2) factor of H then acts freely on T 1S4
with quotient S4 and it acts either trivially or by conjugation on the SU(2)
factor of G. When it acts trivially, the quotient is again S3 × S4. However,
when it acts by conjugation, we get a biquotient which is not homotopy
equivalent to either of the two biquotients of the form S7 ×SU(2) S3. Hence,
there are precisely three homotopy types and three diffeomorphism types of
biquotients which have the rational homotopy groups of S3 × S4.
In each case except G = Spin(8)×SU(2), the H1 action on G1 is unique.
But when G1 = Spin(8), there are, up to conjugacy, three non-trivial ho-
momorphisms Spin(7) → Spin(8): the standard inclusion, as well as the
two spin representations. However, the triality automorphism of Spin(8)
interchanges the images of these three homomorphims, and so, up to the
equivalence in Proposition 2.2, there is a unique H1 action on G1 in this case
as well.
Summarizing, we have the following proposition.
Proposition 4.27. Suppose G/H is a reduced biquotient whose rational ho-
motopy groups are isomorphic to those of S3×S4. Then, up to the equivalence
in Proposition 2.2, the H action on G is given as follows with  ∈ {0, 1}.
For (G,H) = (SU(4)× SU(2), SU(3)× SU(2)), we have
(A,B) ∗ (C,D) = (diag(A, 1)C diag(B,B)−1, BDB−).
For (G,H) = Sp(2)×SU(2), SU(2)2), we have, after identifying SU(2) =
Sp(1),
(p, q) ∗ (A, r) = (diag(p, p)A diag(q, 1)−1, prp−)
or the exceptional action
(p, q) ∗ (A, r) = (diag(p, p)A diag(q, 1)−1, qrq−).
For (G,H) = (Spin(7)× SU(2),G2 × SU(2)), we have
(A,B) ∗ (C,D) = (AC diag(B, 1, 1, 1, 1), BDB−)
where diag(B, 1, 1, 1, 1)−1 indicates the lift of the standard inclusion SO(3)→
SO(7) to Spin(7).
For (G,H) = (Spin(8)× SU(2), Spin(7)× SU(2)), we have
(A,B) ∗ (C,D) = (diag(A, 1)C diag(B,B)−1, BDB−)
where diag(B,B) indicates the lift of the map SU(2)→ ∆SO(4) ⊆ SO(4)×
SO(4) ⊆ SO(8).
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As mentioned previously, there are at most three diffeomorphism types
arising. We now show that each of these three biquotients are not even
homotopy equivalent to each other. Let X denote S7 ×SU(2) S3 where the
SU(2) = S3 acts on S7 via the Hopf map and on SU(2) by conjugation and
let Y denote T1S
4 ×SU(2) S3.
Proposition 4.28. The cohomology rings H∗(X), H∗(Y ), and H∗(S3×S4)
are isomorphic, but the first Pontryagin class is p1(X) = ±4 ∈ H4(X) ∼= Z
and p1(Y ) = ±8 ∈ H4(Y ) ∼= Z. In particular, since p1 mod 24 is a homotopy
invariant [3], X, Y , and S3 × S4 are distinct up to homotopy.
Proof. We will only do the computation for X, the computation for Y being
analogous.
To carry out the calculation, we will describe X and Y as biquotients
with G = Sp(2)× Sp(1) and H = Sp(1)× Sp(1). We use the maximal tori
TH = {(w1, w2) : wi ∈ S1} and TG =
{([
u1
u2
]
, v
)
: ui, v ∈ S1
}
.
We then have H∗(BTH) ∼= Z[w1, w2] where deg(wi) = 2 and H∗(BH) ∼=
Z[w21, w22]. Likewise, since TG×G = TG×TG, we haveH∗(BTG×G) ∼= H∗(BTG)⊗
H∗(BTG) whereH∗(BTG) is isomorphic to Z[u1, u2, v] and hence, thatH∗(BG) ∼=
Z[u21+u22, u21u22, v2].We also letH∗(G) = ΛZ(s3, s6)⊗ΛZ(t3) where deg(si) = i
and deg(t3) = 3. Then by Proposition 2.8, in the spectral sequence associated
to the fibration G→ BG→ BG×BG, we have
ds3 =
(
x21 + x
2
2
)⊗ 1− 1⊗ (x21 + x22)
ds7 = x
2
1 x
2
2 ⊗ 1− 1⊗ x21 x22
dt3 = y
2 ⊗ 1− 1⊗ y2.
The map f : H → G × G defining the biquotient action is given by
f(p, q) = (f1(p, q), f2(p, q)) where
f1(p, q) =
([
p
q
]
, p
)
and f2(p, q) =
([
1
1
]
, p
)
.
Hence, we see the maps Bf ∗i : H
2(BTG)→ H2(BTH) are given by
Bf ∗1 (u1) = w1 Bf
∗
2 (u1) = 0
Bf ∗1 (u2) = w2 Bf
∗
2 (u2) = 0
Bf ∗1 (v) = w1 Bf
∗
2 (v) = w1.
Thus, in the spectral sequence for the fibration G → G/H → BH, we
have
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ds3 = Bf
∗ ((u21 + u
2
2)⊗ 1− 1⊗ (u21 + u22)) = w21 + w22
ds7 = Bf
∗ (u21 u
2
2 ⊗ 1− 1⊗ u21 u22) = w21w22
dt3 = Bf
∗ (v2 ⊗ 1− 1⊗ v2) = 0.
Computing the spectral sequence for the fibration of the biquotient, we
see that E∞0,3 = Z generated by t3, but all other E∞p,q with 0 < p + q ≤
3 are trivial. Hence, H3(X) ∼= Z. It follows from Poincare´ duality that
H∗(X) ∼= H∗(S3 × S4) as rings. Further, we see that H4(X) ∼= E∞4,0 is given
by Z〈w21〉 ⊕ Z〈w22〉/(w21 + w22) ∼= Z. From this, we see φ∗H(w22) is a generator of
H4(X).
We now compute the first Pontryagin class of X. The positive roots of
G, ∆+G, are given by u1 + u2, u1 − u2, 2u1, 2u2, and 2v while the positive
roots of H are 2w1 and 2w2. Recall that, as mentioned after Theorem 2.11,
that φ∗G = φ
∗
HBf
∗
2 . Using this together with equation (2.1) and the fact that
Bf ∗2 (ui) = 0, we compute
p1(X) = φ
∗
H(Bf
∗
2 (4v
2)− 4w21 − 4w22)
= −4φ∗H(w22)
= ±4 ∈ H4(X) ∼= Z.
4.5 Biquotients with pi∗(G/H)Q ∼= pi∗(S3 × CP 2)Q
In this section, we present the classification of reduced biquotients with ra-
tional homotopy groups isomorphic to S3×CP 2. We will completely classify
the effectively free actions, but we are unable to give a full diffeomorphism
classification.
According to Table 2, the rational homotopy groups of a reduced biquo-
tient can be isomorphic to those of S3×CP 2 only when (G,H) = (SU(3), S1), (SU(3)×
SU(2), SU(2)×S1), (SU(4)×SU(2), Sp(2)×S1). When (G,H) = (SU(3), S1),
the biquotients were discovered by Eschenburg [12] who classifies the actions.
The diffeomorphism, homeomorphism, and homotopy equivalence classifica-
tion of Eschenburg spaces is incomplete, but many partial results are known
[33, 35, 34, 31, 32].
When (G,H) = (SU(4)×SU(2), Sp(2)×S1), there is a unique non-trivial
homomorphism Sp(2) → SU(4) with quotient SU(4)/Sp(2) = S5. Further,
there is no non-trivial homomorphism Sp(2) → SU(2). It follows that such
biquotients have the form (SU(4)/Sp(2))×S1 SU(3) = S5 ×S1 S3 where the
S1 action on S5 and S3 is linear.
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When (G,H) = (SU(3) × SU(2), SU(2) × S1), the situation is more
complicated because there are two non-trivial homomorphisms from SU(2)
into SU(3), the natural inclusion map and also the homomorphism SU(2)→
SO(3) ⊆ SU(3). If the action of the SU(2) factor of H on the SU(2) factor of
G is trivial, then these biquotients have the form (SU(3)/SU(2))×S1SU(2) =
S5 ×S1 S3 or (SU(3)/SO(3))×S1 SU(2).
But the SU(2) factor of H can also act by conjugation on the SU(2)
factor of G. When this occurs, according to Proposition 4.1, the projection
of the H action on the SU(3) factor of G must be effectively free. But
then SU(3)/H is a 4-dimensional biquotient. Such biquotients have been
classified [13, 9, 24]. It turns out that there are precisely two such actions:
for (A, z) ∈ SU(2)× S1 and B ∈ SU(3)× SU(2), they are
(A, z) ∗B = diag(zA, z2)B and (A, z) ∗B = diag(zA, z2)B diag(z4, z4, z8)−1.
It follows that in either case, this biquotient is decomposable, being the total
space of an S3-bundle over CP 2. Using a calculation similar to the proof of
Proposition 4.28, one can show that these two biquotients have cohomology
rings isomorphic to that of S3 × CP 2, but that their first Pontryagin class
distinguishes them. In the case of S3 × CP 2, p1 = ±3 ∈ H4 ∼= Z, and for
the first biquotient, one has p1 = 0, while for the second, p1 = ±8. Since p1
(mod 24) is a homotopy invariant [3], these three biquotients are distinct up
to homotopy.
We now classify effectively free biquotient actions of S1 on (SU(3)/SO(3))×
S3.
Proposition 4.29. Consider the action of H = SO(3)×S1 on G = SU(3)×
SU(2) given by
(A, z) ∗ (B,C) =(AB diag(zm1 , zm2 , zm1+m2),
diag(zn1 , zn1)C diag(zn2 , zn2)−1
)
,
with gcd(m1,m2, n1, n2) = 1. Then this action is free iff gcd(m1m2(m1 +
m2), n
2
1 − n22) = 1. Further, the action is effectively free iff it is free.
Proof. We note that gcd(m1m2(m1+m2), n
2
1−n22) = 1 iff gcd(mi, (n1±n2)) =
1 = gcd(m1 +m2, n1± n2). It is easy to see that an action satisfying each of
these six gcd conditions is free.
Let f = (f1, f2) : H → G2 define the action and assume the action is ef-
fectively free. According to Proposition 2.1, we see that whenever f1(A, z) is
conjugate to f2(A, z), then f1(A, z) = f2(A, z) ∈ Z(G). Since SO(3) ⊆
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SU(3) does not intersect the center of SU(3), if f1(A, z) ∈ Z(G), then
f1(A, z) ∈ {I} × Z(SU(2)) = {(I,±I)}. Since f is injective and since
(I,−I)2 = (I, I), the only elements of H which can possibly map to (I,−I)
is (I,−1) ∈ H. In particular, if the action by SO(3)×S1 on G is ineffective,
then n1 and n2 have the same parity. We will later see that being effectively
free implies n1 and n2 have different parities, so such an action is effectively
free iff free.
In SU(n), two matrices are conjugate iff they have the same eigenvalues,
up to reordering. In particular, the second factors are conjugate iff either
zn1 = zn2 or zn1 = zn2 . That is, the second factors are conjugate iff z is
either an (n1 − n2)-th root of 1 or an (n1 + n2)-th root of 1.
The eigenvalues of a matrix in SO(3) have the form λ, λ, 1. It follows
that a matrix of the form diag(zm1 , zm2 , zm1+m2) is conjugate to an element
in SO(3) iff z is an mi-th root of 1, or an (m1 +m2)-th root of 1.
Assume z is a gcd((n1 − n2),m1)-th root of 1. Then (A, z) fixes a point
of SU(3)×SU(2) for an appropriate choice of A, and thus, (A, z) fixes every
point of SU(3)×SU(2). This implies zn1 = zn2 ∈ {1, 2} and zm1 = zm2 = 1,
from which is follows that zm1+m2 = 1. In particular, gcd((n1−n2),m1) must
divide gcd(m1,m2, 2n1, 2n2) ∈ {1, 2}.
Analogously, each of gcd((n1±n2),mi) and gcd((n1±n2),m1 +m2) must
either be 1 or 2. However, it actually follows that none of them can be 2.
For if one of them is 2, then n1 and n2 have the same parity and m1 and m2
are even. Since gcd(m1,m2, n1, n2) = 1, n1 and n2 must both be odd. But
then one of n1 + n2 and n1 − n2, say n1 + n2, is divisible by 4. In addition,
since both mi are even, at least one of m1, m2, and m1 + m2, say m1 + m2
is divisible by 4. But then 4 ≤ gcd(n1 + n2,m1 +m2) ≤ 2, a contradiction.
We have now shown that if the action is effectively free, then gcd(mi, n1±
n2) = 1 and gcd(m1+m2, n1±n2) = 1. But this is equivalent to gcd(m1m2(m1+
m2), n
2
1 − n22) = 1. Because at least one of m1, m2, and m1 +m2 is even, n1
and n2 must have opposite parities, which, by the above discussion, implies
the action is free.
When {n1, n2} = {0, 1}, we note that the biquotients are diffeomorphic
to the product (SU(3)/SO(3)) × S2. To see this, first equip SU(3) with a
bi-invariant metric, so SU(3)/SO(3 is a symmetric space and the induced S1
action it is isometric. The isometry group is SU(3)/(Z(SU(3)) ∩ SO(3)) =
SU(3). Now, pi2(BSU(3)) = 0 so the trivial bundle is the only principal
SU(3) bundle over S2. Thus, as in the discussion following Proposition
4.15, (SU(3)/SO(3)) ×S1 S3 ∼= (SU(3)/SO(3)) ×SU(3) (SU(3) ×S1 S3) ∼=
(SU(3)/SO(3))×SU(3) (SU(3)× S2) ∼= (SU(3)/SO(3))× S2.
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We now study linear actions of S1 on S5×S3 in more detail. We identify
S5 × S3 = {(a, b) ∈ C3 × C2 : |a|2 = |b|2 = 1}. Then, Proposition 4.14,
specialized to the case where w = 1 shows that a homomorphism SU(2) ×
S1 → SU(3)2 with
(A, z) 7→ ( diag(zm1A, z2m1), diag(zm2 , zm3 , zm1+m2))
induces the S1 action on S5 × S3
z ∗ (a1, a2, a3) = (z2m1−m2a1, z2m1−m3a2, z2m1+m2+m3a3)
and that a homomorphism Sp(2)× S1 → SU(4) with
(A, z) 7→ (A, diag(zm1 , zm2 , zm3 , zm1+m2+m3))
induces
z ∗ (a1, a2, a3) = (zm2+m3a1, zm1+m3a2, zm1+m2a3).
Proposition 4.30. Suppose S1 acts on S5 × S3 as
z ∗ (a1, a2, a3, b1, b2) = (zm1a1, zm2a2, zm3a3, zn1b1, zn2b2)
with gcd(m1,m2,m3, n1, n2) = 1. Then the action is free iff gcd(m1m2m3, n1n2) =
1. In addition, the action is free iff it is effectively free.
The proof of this proposition is very similar to that of Proposition 4.15,
so is omitted.
If |n1| = |n2| = 1, then these biquotients are decomposable; they are
naturally the total space of a linear S5-bundle over S2. As in Section 4.1,
such bundles are in bijection with pi1(SO(6)) ∼= Z2 and the total spaces are
distinct up to homotopy.
Similarly, if |m1| = |m2| = |m3| = 1, then these biquotients are decom-
posable; they are naturally the total space of a linear S3 bundle over CP 2.
We have now classified all effectively free actions in the case where G/H
has rational homotopy groups isomorphic to those of S3×CP 2. We summa-
rize this in the following proposition.
Proposition 4.31. Suppose G/H is a reduced biquotient having rational
homotopy groups isomorphic to those of S3×CP 2. Then, up to equivalence,
one of the following occurs.
(1) (G,H) = (SU(3), S1) and G/H is an Eschenburg space.
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(2) (G,H) = (SU(4)× SU(2), Sp(2)× S1) and the action is of the form
(A, z) ∗ (B,C) =(
AB diag(zm1 , zm2 , zm3 , zm1+m2+m3), diag(zn1 , zn1)C diag(zn2 , zn2)−1
)
with gcd(m1,m2,m3, n1, n2) = 1 and gcd((m1 +m2)(m1 +m3)(m2 +m3), n
2
1−
n22) = 1.
(3) (G,H) = (SU(3) × SU(2), SU(2) × S1) and the action is one of the
following four forms.
(3A): (A, z) ∗ (B,C) =(
diag(zm1A, z2m1)B diag(zm2 , zm3 , zm2+m3)−1, diag(zn1 , zn1)C diag(zn2 , zn2)−1
)
with gcd(m1,m2,m3, n1, n2) = 1 and gcd((2m1−m2)(2m1−m3)(2m1 +m2 +
m3), n
2
1 − n22) = 1.
(3B): (A, z) ∗ (B,C) =(
pi(A)B diag(zm1 , zm2 , zm1+m2), diag(zn1 , zn1)C diag(zn2 , zn2)−1
)
with gcd(m1,m2, n1, n2) = 1 and gcd(m1m2(m1 +m2), n
2
1 − n22) = 1.
(3C): (A, z) ∗ (B,C) = ( diag(zA, z2)B,ACA−1)
(3D): (A, z) ∗ (B,C) = ( diag(zA, z2)B diag(z4, z4, z8)−1, ACA−1)
We now focus on the topology of these examples, starting with the case of
biquotients of the form S5 ×S1 S3. The topology of these examples has been
studied extensively. See for example, [16, 35, 34] for a partial diffeomorphism
classification and [33] for a homotopy classification.
Proposition 4.32. If n1n2 = 0, then the cohomology ring of G/H = S
5×S1
S3 is isomorphic to the cohomology ring of CP 2 × S3.
If n1n2 6= 0, then
H∗(G/H) ∼=

Z ∗ = 0, 2, 5, 7
Zn1n2 ∗ = 4
0 otherwise
where the square of the generator of H2(G/H) generates H4(G/H).
Further, if u ∈ H2 is a generator, then p1(G/H) = (m21 + m22 + m23 −
n21 − n22)u2, w2(G/H) = (σ1(mi) + σ1(ni))u, and w4(G/H) = (σ2(mi) +
σ1(mi))σ1(ni)u
2.
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Kruggel [33] proves this in the case n1n2 6= 0. When n1n2 = 0, the
equation gcd(m1m2m3, n1n2) = 1 forces, up to equivalence, all mi to be 1.
One can then use the method of Section 2.4 to see that Kruggel’s formula for
the first Pontryagin class and Stiefel-Whitney classes remains valid in this
exceptional case.
For biquotients of the form (SU(3)/SO(3)) ×S1 SU(2), one has the fol-
lowing result.
Proposition 4.33. For biquotients of the form (SU(3)/SO(3))×S1 SU(2),
the cohomology ring is H∗(G/H) ∼= Z[u2, u3, u5]/I where |ui| = i and
I = 〈gcd(n21 − n22,m1m2 − (m1 +m2)2)u22, u32, 2u3, u23, u25〉.
Further, p1(G/H) = 4n
2
1u
2
2 ∈ H4(G/H).
With coefficients in Z2, one has H∗(G/H;Z2) ∼= Z2[u2, v2, u3]/J where
J = 〈u22, v22, u23〉.
The Stiefel-Whitney class is w(G/H) = 1 + u2 + u3.
This proposition can be proved using the techniques from Section 2.3 with
one small change when using Z coefficients. Namely, in this case H∗(BSO(3))
is not a polynomial algebra. However, one can prove directly that, the map
H4(BSO(3))→ H4(BTSO(3)) induced from the inclusion of a maximal torus
TSO(3) of SO(3) is an isomorphism. This allows one to compute the coho-
mology ring up to degree 4 as well as the first Pontryagin class. Poincare´
duality then determines the rest of the cohomology ring.
4.6 Biquotients with pi∗(G/H)Q ∼= pi∗(S3 × S2 × S2)Q
In this section, we classify reduced biquotients with rational homotopy groups
isomorphic to those of S3 × S2 × S2.
According to Table 2, if G/H is a reduced biquotient with rational homo-
topy groups isomorphic to those of (S3)×(S2)2, then (G,H) = (SU(2)3, T 2).
As in Sections 4.1 and 4.2, classifying such biquotient actions is equivalent
to classifying linear T 2 actions on (S3)3. As usual, we identify S1 with the
unit complex numbers and S3 = {(a1, a2) ∈ C2 : |a1|2 + |a2|2 = 1}.
A general linear T 2 action on (S3)3 takes the form (z, w)∗(a1, a2, b1, b2, c1, c2) =
(zk1wl1a1, z
m1wn1a2, z
k2wl2b1, z
m2wn2b2, z
k3wl3c1z
m3wn3c2).
We may assume that gcd(k1, k2, k3,m1,m2,m3) = gcd(l1, l2, l3, n1, n2, n3) =
1.
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Proposition 4.34. An action as above is free iff for every choice of three
elements (si, ti) ∈ {(ki, li), (mi, ni)} with i = 1, 2, 3, we have
gcd (s1t2 − s2t1, s1t3 − s3t1, s2t3 − s3t2) = 1.
Proof. As discussed previously, a linear torus action on a product of spheres
is free iff every point with all coordinates either 0 or 1 is moved by every
non-trivial element of the torus.
Then, for example, at the point (1, 0, 1, 0, 1, 0) ∈ (S3)3, we see that
(z, w) ∈ T 2 fixes this point iff zk1wl1 = zk2wl2 = zk3wl3 = 1.
Let X =
k1 l1k2 l2
k3 l3
. Then it is easy to see that every non-trivial element
of T 2 moves the point (1, 0, 1, 0, 1, 0) iff X−1(Z3) ⊆ Z2. Indeed, (z, w) =
(e2piiv1 , e2piiv2) fixes (1,0,1,0,1,0) iff (v1 v2)
t ∈ X−1(Z3). But X−1(Z3) ⊆ Z2 iff
Y −1(Z3) ⊆ Z2, where Y denotes the Smith normal form of X.
Set α = gcd(k2l1 − k1l2, k3l1 − l3k1, k1l3 − k3l1). Then the Y =
β 00 α
0 0

for some integer β which divides α. It follows that there is a non-integral
rational vector v = (v1, v2) ∈ Q2 with X · v ∈ Z3 iff α 6= 1. Repeating this
argument for the others points in (S3)3 with all coordinates 1 or 0, we see
the condition on gcds is necessary and sufficient for the action to be free.
We conclude with results on the cohomology groups and characteristic
classes of these biquotients which are provable using the method found in
Section 2.4. Set d = det
k1m1 k1n1 + l1m1 n1l1k2m2 k2n2 + l2m2 n2l2
k3m3 k3n3 + l3m3 n3l3
 .
Proposition 4.35. Consider a free linear T 2 action on (S3)3 paramaterized
by integers (ki, li,mi, ni) as above.
If d = 0, then H∗((S3)3/T 2) ∼= Z[t, u, v]/I where |t| = |u| = 2 and |v| = 3
and
I = 〈v2, (kit+ liu)(mit+ niu)〉.
If d 6= 0, then H∗((S3)3/T 2) ∼= Z[t, u, w, x]/J where |t| = |u| = 2 and
|w| = |x| = 5 and
J = 〈w2, (kit+ liu)(mit+ niu)〉.
In either case, p1((S
3)3/T 2) =
∑3
i=1(ki−mi)t2+(li−ni)u2, w2((S3)3/T 2) =∑3
i=1(ki +mi)t+ (li + ni)u, and w4((S
3)3/T 2) =
∑
1≤i<j≤3((ki +mi)t+ (li +
ni)u)((kj +mj)t+ (lj + nj)u).
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