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Abstract
We study the generalized degrees of freedom (gDoF) of the block-fading noncoherent multiple input
multiple output (MIMO) channel with asymmetric distributions of link strengths and a coherence time
of T symbol durations. We derive the optimal signaling structure for communication for asymmetric
MIMO, which is distinct from that for the MIMO with independent and identically distributed (i.i.d.)
links. We extend the existing results for the single input multiple output (SIMO) channel with i.i.d. links
to the asymmetric case, proving that selecting the statistically best antenna is gDoF-optimal. Using the
gDoF result for SIMO, we prove that for T = 1, the gDoF is zero for MIMO channels with arbitrary link
strengths. We show that selecting the statistically best antenna is gDoF-optimal for the multiple input
single output (MISO) channel. We also derive the gDoF for the 2 × 2 MIMO channel with different
exponents in the direct and cross links. In this setting, we show that it is always necessary to use
both the antennas to achieve the optimal gDoF, in contrast to the results for the 2 × 2 MIMO with
i.i.d. links. We show that having weaker crosslinks, gives gDoF gain compared to the case with i.i.d.
links. For noncoherent MIMO with i.i.d. links, the traditional method of training each transmit antenna
independently is degrees of freedom (DoF) optimal, whereas we observe that for the asymmetric 2× 2
MIMO, the traditional training is not gDoF-optimal. We extend this observation to a larger M ×M
MIMO by demonstrating a strategy that can achieve larger gDoF than a traditional training-based method.
I. INTRODUCTION
The capacity of fading multiple input multiple output (MIMO) channels when neither the
receiver nor the transmitter knows the fading coefficients was first studied by Marzetta and
Hochwald [2]. They considered a block fading channel model where the fading gains are
Shorter version of this work appeared in [1] with an outline of proofs. This version has complete proofs. This work was
supported in part by NSF grants 1514531 and 1314937.
ar
X
iv
:1
70
5.
07
35
5v
4 
 [c
s.I
T]
  2
3 M
ay
 20
19
2independent and identically distributed (i.i.d.) Rayleigh random variables and remain constant
for T symbol periods. In [3], Zheng and Tse introduced the idea of communication over a
Grassmanian manifold for the noncoherent MIMO channel and derived the capacity behavior
when the links are i.i.d. and the signal-to-noise-ratio (SNR) is high. Their characterization was
tight for the capacity at large SNR, when the coherence time was large compared to the number
of antennas. In [4], this tight characterization was extended to the case when the number of
antennas was large compared to the coherence time.
Some works have especially considered the case with coherence time T = 1. The noncoherent
single input single output (SISO) channel with T = 1 was considered by Taricco and Elia
[5]. They obtained the capacity behavior in asymptotically low and high SNR regimes. The
noncoherent SISO with T = 1 was further studied by Abou-Faycal et al. [6] and they showed
that for any given SNR, the capacity is achieved by an input distribution with a finite number
of mass points. For the noncoherent MIMO with T = 1 and high SNR, Lapidoth and Moser [7]
showed that the capacity behaves double logarithmically with SNR.
When a complete capacity characterization of a wireless network is difficult to obtain, the
notions of degrees of freedom (DoF) and generalized degrees of freedom (gDoF) can be used to
understand the asymptotic behavior of the capacity. For example, for a point-to-point network
parameterized by channel strengths1 ρ21, ρ
2
2, . . . , ρ
2
L on its links, the complete capacity character-
ization obtains the capacity for all values of ρ21, ρ
2
2, . . . , ρ
2
L. The DoF characterization finds the
asymptotic behavior of prelog of capacity along the line log (ρ21) = log (ρ
2
2) = · · · = log (ρ2L)
in the L−dimensional space of link strengths in dBm. The gDoF characterization is more
general; it finds the asymptotic behavior of prelog of capacity along the line (log (ρ21) /γ1) =
(log (ρ22) /γ2) = · · · = (log (ρ2L) /γL) with constants γ1, . . . , γL. Equivalently, for the gDoF
characterization, we can set log (ρ21) /γ1 = log (ρ
2
2) /γ2 = · · · = log (ρ2L) /γL = log (SNR) and
let SNR → ∞. The gDoF characterization was first used in [8] to characterize the asymptotic
behavior of the capacity region of a 2-user symmetric interference channel (IC) for high SNR.
There the link strengths were set to scale as SNR, SNRα, SNRα, SNR for the 4 links of the IC.
This method of scaling the channel strengths with different SNR exponents to obtain the gDoF
region is also done in other works like [9], [10].
1For ease of analysis, we absorb the transmit SNR into the channel strengths, hence the capacity characterization does not
include the transmit SNR explicitly. The noise at receivers are of unit variance.
3The DoF characterization has been used to study the noncoherent MIMO with temporal
correlation within each fading block. In [11], Morgenshtern et al. studied temporally correlated
Rayleigh block-fading single input multiple output (SIMO) channel and showed that the SIMO
channel can have a larger DoF than the SISO channel, under some mild assumptions on the
temporal correlation. The noncoherent MIMO with temporally correlated block fading was
studied in [12]. There it was shown that the noncoherent MIMO channel with temporally
correlated block fading can have a larger DoF than the noncoherent MIMO channel with constant
block fading.
Some works have studied noncoherent networks (with more than two nodes) for the high-SNR
capacity behavior. In [13], it was shown that for noncoherent networks with T = 1, the gDoF is
zero; this was an extension of the result for the noncoherent MIMO with T = 1 from [7]. Koch
and Kramer studied the noncoherent single relay network [14] and showed that under certain
conditions on the fading statistics, the relay does not increase the capacity at high SNR. In [15],
the noncoherent MIMO full-duplex single relay channel with block-fading was studied, and it
was shown that Grassmanian signaling can achieve the DoF without using the relay. Also, the
results in [15] show that for certain regimes, decode-and-forward with Grassmanian signaling
can approximately achieve the capacity at high SNR.
To the best of our knowledge, the existing works consider a DoF framework for studying
the noncoherent channels, i.e., the links in the network scale with the same SNR exponent.
However, in networks, the links could have asymmetry in the channel strengths. In this case, a
gDoF framework could better capture the system behavior. We consider noncoherent MIMO with
asymmetric link strengths as a first step in the direction of studying the asymmetric noncoherent
networks.
A. Contributions and outline
In this paper, we consider a noncoherent channel model with coherence time of T symbol
periods and asymmetric link distributions, where the link strengths are scaled with different
exponents of SNR. In essence, we are moving from the DoF-framework in [2], [3] to the
generalized DoF of noncoherent MIMO channels.
Next generation wireless architecture envisages dense deployment of access points [16]. An-
other architectural proposal is to use cloud radio access networks (CRAN) [17]. These imply
that multiple access points could be connected through a (reliable) backhaul. The implication
4of this is that of widely separated antennas, which form a virtual antenna array. Such widely
separated antennas could be used for coordinated transmission and reception, e.g., coordinated
multipoint COMP [18]. These widely separated antennas could have disparate average strengths
motivating our model (especially SIMO and MISO). This is illustrated in Figure 1.
SIMO MISO
Figure 1. Noncoherent SIMO and MISO with asymmetric statistics can arise in COMP architecture where multiple basestations
can cooperate through the backhaul.
The MIMO case arises when the receiver could be widely spread (see Figure 2) as would be
the case when users can cooperate using a separate sidechannel [19].
MIMO
Figure 2. Noncoherent MIMO with asymmetric statistics can arise with COMP architecture and device-to-device cooperation.
Another motivation for this model comes from the study of networks. Here one can think of
the cut-set as a distributed MIMO (see Figure 3) where the nodes are widely separated again
resulting in this model.
5Source Destination
Figure 3. Noncoherent MIMO with asymmetric statistics can arise in the analysis of noncoherent networks.
The asymmetric case is also motivated by a fundamental question about the robustness of the
results in [2], [3] to changes in the i.i.d. channel model.
For our channel model with arbitrary (fading) link strengths, we show in Theorem 1 that the
capacity achieving input distribution is of the form LQ where L is lower triangular and Q is an
isotropically distributed unitary matrix independent of L. This is in contrast to the result for the
i.i.d. setting, where the capacity achieving distribution has the form DQ with a diagonal matrix
D [2]. In Theorem 4, we demonstrate that the gDoF of a SIMO channel can be achieved by
retaining only the signal received by the best receive antenna. The gDoF result for the SIMO
channel is used in Theorem 5 to show that for T = 1, the gDoF is always zero for a MIMO
channel of any size. In Theorem 6, we show that the gDoF of the MISO channel can be achieved
by signaling only over the statistically best transmit antenna.
In a setting with N receive antennas, when the exponents in the SNR-scaling are same for
all the links (i.i.d. setting), the number of transmit antennas M , required to attain the optimal
DoF was shown to be min (bT/2c , N) [3]. It was shown that increasing the number of transmit
antennas beyond this value reduces the DoF. In this paper, we provide evidence that this is not
the case when the SNR exponents are different: in Theorem 7, we show that for a 2× 2 MIMO
with different SNR exponents in direct and cross links, and T = 2, both the transmit antennas
are required to achieve the optimal gDoF. We also show that having smaller exponents in cross
links lead to a gDoF gain of (2/T ) γdiff compared to the case with same SNR exponents in
all the links, where γdiff is the difference in the SNR exponents. In showing this, several novel
techniques were needed. In particular, we would like to highlight the technique used in Lemma
21, where in the optimization problem to find the optimal input distribution for the outer bound,
we show that the optimal gDoF can be achieved by a point mass distribution. To obtain this
6result, we discretized the input distribution without a loss in gDoF, and subsequently used linear
programming arguments to show that there exists an optimal distribution with just one mass
point. We believe that our techniques for the 2× 2 MIMO provide intuitions for studying larger
noncoherent networks, especially in analyzing the cut-sets.
Traditional training-based schemes for MIMO systems allocate a training symbol to train each
transmit antenna independently. Our results for the 2×2 MIMO also demonstrate that a traditional
training-based scheme is not gDoF-optimal. Our scheme has a gDoF gain of (2/T ) γdiff compared
to a training-based scheme. We also numerically evaluate the rates achievable using our scheme
in some specific scenarios and compare it to the traditional training-based schemes. For a 2× 2
system with coherence time T = 2, transmit SNR = 23 dB, direct links with average strength
0.1 and crosslinks with average strength 0.025, our noncoherent scheme can obtain a 7% gain
in the rate2 compared to the schemes that use a symbol for training. We demonstrate more rate
points and the gains in Table II on page 14. In Theorem 8, we extend our observation on the
nonoptimality of traditional training-based schemes to larger M ×M MIMO with given SNR
exponents on the direct and cross links, where we demonstrate a strategy that can achieve larger
gDoF than a training-based scheme.
Extending our outer bounds to the general MIMO seems a difficult task at the moment; the LQ
transformation process used for deriving the outer bound for 2× 2 MIMO as done in (46), (47),
(48), (49) and the subsequent Lemmas (Lemma 18, Lemma 19 and Lemma 20) for bounding
the terms in those equations do not easily extend to 3× 3 or higher MIMOs.
Outline: The rest of this paper is organized as follows: in Section II, we give the notations
and set up the system model; Section III presents our main results, and Section IV provides
analysis and proofs for the results in Section III. Some details of the proofs are deferred to the
Appendixes. In Section V, we give our conclusions and final remarks.
II. NOTATION AND SYSTEM MODEL
A. Notational conventions
We use the notation CN (µ, σ2) for circularly symmetric complex Gaussian distribution with
mean µ and variance σ2. We use the symbol ∼ with overloaded meanings: one to indicate that a
2The numbers in this example are given without absorbing the transmit SNR into the link strengths. The noise is assumed to
be of unit variance.
7random variable has a given distribution and second to indicate that two random variables have
the same distribution. The logarithm to base 2 is denoted by log (). The notation A† indicates
the Hermitian conjugate of a matrix A and Tran (A) indicates the transpose of A.
The gDoF characterization for a point-to-point network with different link strengths ρ21, ρ
2
2, . . . , ρ
2
L
captures the asymptotic behavior of capacity along the curve log (ρ21) /γ1 = log (ρ
2
2) /γ2 = · · · =
log (ρ2L) /γL for any given constants γ1, . . . , γL as
gDoFγ1,...,γL = lim
log(ρ21)/γ1=log(ρ22)/γ2=···=log(ρ2L)/γL=log(SNR),SNR→∞
C (ρ21, ρ
2
2, . . . , ρ
2
L)
log (SNR)
,
where C (ρ21, ρ
2
2, . . . , ρ
2
L) is the capacity of the network for a given value of ρ
2
1, ρ
2
2, . . . , ρ
2
L. We
use the notation .= for relative equality, i.e., we say
f1 (SNR)
.
= f2 (SNR) (1)
if
limSNR→∞
f1 (SNR)
log (SNR)
= limSNR→∞
f2 (SNR)
log (SNR)
. (2)
The notations
.≤, .≥ are defined analogously. The script P is used to indicate an optimization
problem and (P) is used to denote the optimal value of the objective function. We use the
overloaded notation
gDoF (P) = limSNR→∞ (P)
log (SNR)
to indicate the scaling of the optimal value of P when the optimization problem depends on
SNR.
B. System Model
We consider a block-fading MIMO channel with M transmit and N receive antennas, and a
coherence time of T symbol durations. The signal flow (over a blocklength T ) is given by:
Y = GX +W (3)
where X is the M × T matrix of transmitted symbols with rows Xi corresponding to each
transmit antenna; G represents the N ×M channel matrix (which is independently generated
every T symbols), and its elements gij are independent with gij ∼ CN
(
0, ρ2ij
)
= CN (0, SNRγij),
where the exponents γij are (constant) parameters of the MIMO channel. For convenience, we
also use the notation ρ2 (n) to denote the row vector of channel strengths to nth receiver antenna.
8The columns of G are gi corresponding to channels from each transmit antenna. The variable
Y represents the N × T matrix of received symbols, with rows corresponding to each receive
antenna and W is an N × T noise matrix with elements wij ∼ i.i.d. CN (0, 1). The transmit
signals have the average power constraint:
1
MT
M∑
m=1
T∑
t=1
E
[|xmt|2] = 1. (4)
III. MAIN RESULTS
In this section, we go through the main results in our paper. We first look at the general
results for the noncoherent MIMO with asymmetric link strengths. In Theorem 1, we prove
a structural result for the optimizing distribution for the noncoherent MIMO. This result has
some similarities to that for the noncoherent MIMO with i.i.d. links in the sense that part of the
structure is similar. We then consider a noncoherent MIMO channel that can be decomposed into
smaller disjoint channels. In this case, the channel matrix is a block diagonal matrix. We prove
similar to the coherent case, that the power can be allocated across the disjoint parts and coding
can be done separately among the disjoint parts to achieve the capacity. This result is proved in
Theorem 2. This result can be used to derive the gDoF of noncoherent parallel channels. This
is stated as Corollary 3.
Then we look at noncoherent MIMO with specific structures. In Theorem 4, we consider
the noncoherent SIMO channel and derive its gDoF. For this case, we prove that the gDoF is
achieved by using the statistically best antenna. The gDoF result for the SIMO channel can be
used to prove that the gDoF is zero for any MIMO channel when T = 1. We obtain this by
decomposing the MIMO channel into different SIMO channels. We obtain this result in Theorem
5. Next, we consider the noncoherent MISO and prove a similar result, that its gDoF can be
achieved using the statistically best antenna. This is proved in Theorem 6.
The next specific structure we look at is the noncoherent 2 × 2 MIMO with a given SNR
exponent in the direct links and another SNR exponent in the cross links. We handle this case
in Theorem 7. We observe that standard training-based schemes are not gDoF-optimal for the
2× 2 MIMO. In Theorem 8, we extend this observation to larger M ×M MIMO.
A. Results for general noncoherent MIMO
Theorem 1. The capacity of the noncoherent MIMO system can be achieved with input signal
X of the form X = LQ with L being a lower triangular matrix and Q being an isotropically
9distributed unitary matrix independent of L.
Proof: The proof is given in Section IV-B.
This theorem is in contrast with the result for the case when the elements of G and W are
i.i.d. Gaussian. In that case, the structure of an optimal X could be written as X = DQ where
D is diagonal [2]. In our system model, only W has i.i.d. elements which ends up restricting
the structure to the form LQ.
Theorem 2. Let the channel matrix G of the system be block diagonal as G = diag (G1, . . . , GK)
where Gi are the diagonal blocks of G, then the capacity C (P, diag (G1, . . . , GK)) of the channel
for a power P can be achieved by splitting the power across the blocks: C (P, diag (G1, . . . , GK)) =
maxP1+···+PK≤P (C (P1, G1) + · · ·+ C (PK , GK)).
Proof idea: This result holds for coherent MIMO and the proof for noncoherent case is simi-
lar. We just need to show C (P, diag (G1, G2)) = maxP1+P2≤P (C (P1, G1) + C (P2, G2)) because
of induction. Let XG1, XG2 be the transmitted symbols in the parts G1 and G2 of the channel.
Similarly YG1, YG2 be the corresponding received symbols. Now I (X;Y ) ≤ I (XG1;YG1) +
I (XG2;YG2) because (XG2, YG2)−XG1−YG1 , (XG1, YG1)−XG2−YG2 are Markov chains and
the desired result easily follows. The detailed steps are given in Appendix C.
Now we have the following corollary from the above theorem.
Corollary 3. The gDoF of parallel channel system (Figure 4) G = diag
(
g11 . . gMM
)
with links gii ∼ CN (0, ρ2ii) = CN (0, SNRγii) is
∑
i
(
1− 1
T
)
γii.
γ11
γMM
γ22
Figure 4. Parallel channels with given SNR exponents.
Proof: This is obtained by decomposing the parallel channel into individual SISO channels
(Theorem 2) and using the results from [3]. For SISO with link gii distributed according to
CN (0, ρ2ii) = CN (0, SNRγii), the gDoF is
(
1− 1
T
)
γii.
10
S
D
γ11
γN1
γ21
Figure 5. Selecting the statistically best antenna is gDoF-optimal for noncoherent SIMO with given SNR exponents.
B. SIMO and MISO channels
In this subsection, we consider the noncoherent SIMO and MISO channels with asymmetric
link strengths. The gDoF result for SIMO channel can be easily derived by extending the results
for the case with i.i.d. links. For T = 1, the gDoF result for the SIMO channel can be extended
to the arbitrary MIMO case. For the MISO case, the existing techniques are not sufficient for
computing the outer bound. We develop new techniques, manipulating entropy expressions using
linear algebra techniques to derive the gDoF of the MISO channel.
Theorem 4. For the noncoherent SIMO channel (Figure 5) with G = Tran
([
g11 . . gN1
])
,
where gi1 ∼ CN (0, ρ2i1) = CN (0, SNRγi1), the gDoF is
(
1− 1
T
)
maxi γi1, i.e., the gDoF can be
achieved by using only the statistically best receive antenna.
Proof: We only need to prove the outer bound, since the achievability follows by using
the statistically best receive antenna. The outer bound can be proved as an extension of results
for SIMO channel with i.i.d. links. We construct another SIMO channel with a larger capacity
than the given asymmetric SIMO channel. Let ρ2∗ = maxi ρ
2
i1. Now with W being a T × 1 noise
vector with i.i.d. CN (0, 1) elements, G′ being a 1 × N channel matrix with i.i.d. CN (0, ρ2∗)
elements, W1 being a noise vector with independent (but not identical) Gaussian elements w1i ∼
CN (0, ρ2∗/ρ21i − 1) and K being a constant diagonal matrix with elements kii = ρ1iρ∗ , we observe
that K (G′X +W +W1) has the same distribution as
Y = GX +W.
Hence by data processing inequality I (X;GX +W ) ≤ I (X;G′X +W ). Now due to the
11
results for i.i.d. noncoherent MIMO [3], we have I (X;G′X +W )
.≤ (T − 1) log (ρ2∗). Hence
the required result follows.
Using the above result for the SIMO channel, we can now prove that the gDoF is zero for
any MIMO channel for T = 1.
Theorem 5. (gDoF of arbitrary MIMO for T = 1) For any G with T = 1, the gDoF is zero.
Proof: This can be shown by separately examining the SIMO channels constructed using
gi from G =
[
g1 g2 . . gN
]
and Xi from X = Tran
[
Tran
(
X1
)
. . . Tran
(
XN
) ]
,
G being the channel and X being the symbols for the whole MIMO. Consider the N SIMO
channels Yi = giXi + Wi√N , where Wi and W have the same distribution but are independent.
Now
I (X;GX +W )
≤ I
(
X; g1X1 +
W1√
N
, . . . , gNXN +
WN√
N
)
(5)
using data processing inequality since
∑N
i=1
(
Wi/
√
N
)
∼ W and ∑Ni=1 giXi = GX . This
creates a new channel which is decomposable into N SIMO channels and has a larger capacity
than the original channel. Hence the required result follows due to Theorem 2 by decomposing
the new channel into N SIMO channels and using the fact that each SIMO channel has zero
gDoF for T = 1 (due to Theorem 4).
Note that the above result is a generalization of the zero DoF result for MIMO from [7]. In
their model the channel statistics is fixed and the power of the i.i.d. noise is scaled. However,
our result is more general in the sense that we allow the fading channel strengths to be scaled
with different exponents.
Theorem 6. For the noncoherent MISO channel (Figure 6) with G =
[
g11 . . g1M
]
, the
gDoF is
(
1− 1
T
)
maxi γ1i, i.e., the gDoF can be achieved by only using the statistically best
transmit antenna.
Proof idea: We only need to prove the outer bound. In this case Y is a column vector and
h (Y ) can be evaluated using Lemma 13. Also, we prove that
h (Y |X) .≥ E
[
log
(
1 +
M∑
i=1
ρ21i
∥∥Xi∥∥2)]
12
D
S
γ11
γ12
γ1M
Figure 6. Selecting the statistically best antenna is gDoF-optimal for a noncoherent MISO with given SNR exponents.
S D
γD
γCL
γCL
γD
Figure 7. 2× 2 MIMO with SNR exponents γD in the direct links and γCL in the crosslinks.
using linear algebra techniques. With these two results, the gDoF result follows. See Section
IV-C for details.
C. 2× 2 MIMO
In this subsection, we describe the results for the 2× 2 MIMO with SNR exponents γD in the
direct links and γCL in the crosslinks (Figure 7). This is one of the simple extensions starting
from the MIMO with i.i.d. links and this extension demonstrates different properties than the
i.i.d. case. We describe our outer bound and obtain a signaling distribution to solve the outer
bound optimization problem in terms of gDoF. The signaling distribution for achievability uses
the structure of our solution to the outer bound optimization problem.
Theorem 7. For the 2× 2 symmetric noncoherent MIMO with
G =
 g11 g12
g21 g22
 ,
13
where g11 ∼ g22 ∼ CN (0, SNRγD) , g12 ∼ g21 ∼ CN (0, SNRγCL) and γD ≥ γCL (γD ≥ γCL is
without loss of generality), the gDoF is given in Table I, and can be achieved by
X =
 a 0 0 . . 0
η c 0 . . 0
Q,
where η ∼ CN (0, |b|2) independent of the isotropically distributed unitary matrix Q, |a|2 =
SNR−γa , |b|2 = SNR−γb , |c|2 = SNR−γc with the values of (γa, γb, γc) taken from Table I.
Table I
GDOF OF 2× 2 MIMO WITH γ11 = γ22 = γD ≥ γCL = γ12 = γ21
Regime Solution (γa, γb, γc) gDoF
T = 2 (0, 0, γCL) γD − 12γCL
T ≥ 3 (0, 0, 0) 2 ((1− 1
T
)
γD − 1T γCL
)
Proof idea: From Theorem 1, we have an optimal distribution of the form
X =
 a 0 0 . . 0
b c 0 . . 0
Q, (6)
where Q is an isotropically distributed unitary matrix independent of a, b, c. We first obtain a
capacity outer bound as the maximum of the expected value of a function f
(|a|2 , |b|2 , |c|2). This
is using Lemma 18, Lemma 19 and Lemma 20 which help to convert the entropy terms h () into
expected values. Then, in Lemma 21 we prove that the maximization of E
[
f
(|a|2 , |b|2 , |c|2)]
can be achieved with a single mass point of
(|a|2 , |b|2 , |c|2) for optimal gDoF. Then the gDoF
outer bound can be expressed as the solution of a piecewise linear optimization problem, which
yields the solution as above. The detailed proof of the outer bound is in Section IV-D. The inner
bound can be verified by using the distribution stated in the Theorem to evaluate the mutual
information; the calculation is given in Appendix D.
Note that the above result shows that we need to use both the antennas for achieving the
gDoF for T = 2, since with only one antenna we can only achieve (1/2) γD due to Theorem 4.
This is in contrast to the result for 2× 2 MIMO with i.i.d. links, where the optimal gDoF could
be achieved using a single transmit antenna for T = 2; also, using both the antennas was sub-
optimal [3]. For T ≥ 3, for a 2× 2 MIMO with all exponents γD, the gDoF is 2 (1− 2/T ) γD
[3], whereas in our model with direct link exponents γD and cross link exponents γCL, the
14
gDoF is 2 ((1− 1/T ) γD − (1/T ) γCL). Thus having weaker crosslinks gives a gDoF gain of
(2/T ) (γD − γCL). Also as T → ∞ the gDoF achieved is 2γD, which agrees with the gDoF
results for coherent MIMO [20, Theorem 2].
Also, it is clear that training-based schemes are suboptimal for the 2 × 2 MIMO. For T =
2, if one were to train the links, one has to use two time slots, which leaves no time for
communicating. For T = 2, if one were to use only one transmit antenna and use one training
slot, the gDoF achievable is γD/2 which is smaller than what we achieve. For T > 3, the
gDoF achievable after using two time slots to communicate is 2 (1− 2/T ) γD which is less than
the gDoF 2 ((1− 1/T ) γD − (1/T ) γCL) that we achieve. The gain in gDoF that we have is
(2/T ) (γD − γCL).
Table II
COMPARISON OF RATES ACHIEVABLE FOR 2× 2 MIMO WITH DIFFERENT SCHEMES FOR T = 2,
E
[|g11|2] = E [|g22|2] = 0.1
Transmit SNR per antenna (dB) E
[|g21|2] Rates for different schemes Gain using noncoherent scheme
Noncoherent SISO Parallel
22 .025 1.364 1.305 1.063 0.059
23 .025 1.536 1.438 1.095 0.098
23 .016 1.657 1.438 1.396 0.220
23 .040 1.454 1.438 0.807 0.017
Although Theorem 7 is for the gDoF of the system, our results can provide design guidelines
for specific scenarios. For example, for a 2 × 2 system with coherence time T = 2, transmit
SNR = 23 dB, direct links with average strength 0.1 and crosslinks with average strength 0.025
(which corresponds to γD = 0.56, γCL = 0.30), our noncoherent scheme can obtain a 7% gain
in the rate compared to the schemes that use a symbol for training. We illustrate more examples3
in Table II where our noncoherent scheme can obtain gain in the rates compared to the schemes
that use a symbol for training. One possible training-based scheme is to use only one antenna
(reducing the MIMO to a SISO) and using one symbol to train the channel. Another possible
scheme is to use both antennas and treat the system as a parallel antenna system, treating the
crosslinks as noise. For the parallel case also, the training-based scheme uses one symbol to
train the channel. The rate points in Table II are just a few examples of some specific scenarios,
3The numbers in the examples are given without absorbing the transmit SNR into the link strengths.
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Tx1
TxM
Tx2
Rx1
Rx2
RxM
γD
γD
γCL
γCL
γCL
Figure 8. M ×M MIMO with exponents in direct links γD and in crosslinks γCL
but we believe that there would be many other cases where this approach is useful when we
have short coherence time and asymmetry in channel gains. The details of the expressions used
for the numerics are given in Appendix J.
D. Nonoptimality of training
We observed in the previous subsection that training-based schemes cannot achieve the gDoF
for 2 × 2 MIMO in general. We can extend this observation to larger MIMO. We specifically
consider the M ×M MIMO with exponents γD in the direct links and γCL in the crosslinks
(γD > γCL). Using the following theorem, we prove that training-based schemes are suboptimal
for this case.
Theorem 8. A gDoF of M ((1− 1/T ) γD − ((M − 1) /T ) γCL) can be achieved for an M ×M
MIMO with coherence time T > M and with exponents γD in the direct links and γCL in the
crosslinks (γD > γCL) (Figure 8), by using i.i.d. Gaussian codebooks across the antennas and
time periods.
Proof: In this case, the channel matrix G has diagonal elements gii distributed according to
CN (0, SNRγD) and the rest of the elements are distributed according to CN (0, SNRγCL). Using
Gaussian codebooks, the rate R ≥ I (GX +W ;X) is achievable with X being an M×T matrix
with i.i.d. Gaussian elements. Analyzing this mutual information yields an achievable gDoF of
M ((1− 1/T ) γD − ((M − 1) /T ) γCL) per symbol. The calculations are given in Appendix E.
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Note that the gDoF M ((1− 1/T ) γD − ((M − 1) /T ) γCL) cannot be achieved by a conven-
tional training scheme where all transmitters train independently. This is clear since it requires
M symbols in every coherence period for training and the maximum gDoF achievable using the
rest of symbols is M (1−M/T ) γD [20, Theorem 2], assuming that the channels are available
perfectly due to training. This is smaller than M ((1− 1/T ) γD − ((M − 1) /T ) γCL). Thus using
Gaussian codebooks and not using training give a gDoF gain of (M (M − 1) /T ) (γD − γCL).
This result also suggests that for noncoherent networks with multiple nodes, a training-based
scheme may not be gDoF-optimal, by viewing the cut-sets of the networks as MIMO channels.
IV. ANALYSIS
In this section, we provide a more detailed analysis for the results stated in the previous section.
We first state some mathematical preliminaries required for the analysis. Then in Section IV-B,
we derive the structure of the capacity achieving distribution for noncoherent MIMO. In Section
IV-C, we prove the gDoF outer bounds for the noncoherent MISO and in Section IV-D, we
derive the gDoF outer bounds for the 2× 2 MIMO system.
A. Mathematical Preliminaries
Fact 9. For an exponentially distributed random variable ξ with mean µξ and for given constants
a ≥ 0, b > 0,
log (a+ bµξ)− γE log (e) ≤ E [log (a+ bξ)] ≤ log (a+ bµξ) ,
where γE is the Euler’s constant.
Proof: This is given in [21, Section VI-B].
Fact 10. For a chi-squared random variable χ2 (k) and for given constants a ≥ 0, b > 0,
log (a+ bk)− log (e) 2
k
+ log
(
1 +
1
k
)
≤ E [log (a+ bχ2 (k))] ≤ log (a+ bk) . (7)
Proof: The result is proved in [21, Section VI-A] for the Gamma distribution and the result
for the chi-squared distribution follows as a special case.
Fact 11. For an exponential random variable ξ with mean µξ and for a given constant b > 0,
we have
E
[
b
b+ ξ
]
=
b
µξ
e
b
µξE1
(
b
µξ
)
(8)
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and
1 >
b
µξ
ln
(
1 +
µξ
b
)
≥ b
µξ
e
b
µξE1
(
b
µξ
)
≥ b
2µξ
ln
(
1 +
2µξ
b
)
, (9)
where E1 (·) is the exponential integral function.
Proof: We have
E
[
b
b+ ξ
]
= E
[
1
1 + ξ
b
]
(10)
(i)
=
∫ ∞
0
b
µξ
e
− bx
µξ
1
1 + x
dx (11)
(ii)
=
b
µξ
e
b
µξ
∫ ∞
1
e
− bx
µξ
1
x
dx (12)
(iii)
=
b
µξ
e
b
µξ
∫ ∞
b
µξ
e−t
1
t
dt (13)
(iv)
=
b
µξ
e
b
µξE1
(
b
µξ
)
. (14)
where the step (i) is because ξ/b is exponentially distributed with mean µξ/b, the steps (ii),
(iii) are by change of variables, and the step (iv) is by the definition of the exponential integral.
We have
1
2
ln
(
1 +
1
x
)
≤ exE1 (x) ≤ ln
(
1 +
1
x
)
from [22]. Also (b/µξ) ln (1 + µξ/b) < 1, because 0 < x ln (1 + 1/x) < 1 for x > 0. Thus the
desired result follows.
Fact 12. Let H be an isotropically distributed random matrix and Φ be a random unitary matrix
distributed according to any distribution independent of H , then H,ΦH,HΦ all have the same
distribution. Moreover, ΦH and HΦ are independent of Φ. See [2] for details.
Lemma 13. Let [ξ1, ξ2, . . . , ξn] be an arbitrary complex random vector and Q be an n × n
isotropically distributed random unitary matrix independent of ξi, then
h ([ξ1, ξ2, . . . , ξn]Q) = h
(∑
|ξi|2
)
+ (n− 1)E
[
log
(∑
|ξi|2
)]
+ log
(
pin
Γ (n)
)
.
Proof idea: This is proved by using the fact that in radial coordinates, the distribution of
[ξ1, ξ2, . . . , ξn]Q is dependent only on the radius. See Appendix A for more details.
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Note that we can use the above Lemma also on h
(
ξ1q1
(T )
)
with an isotropically distributed
random unit vector q1(T ) by considering the equality h
(
ξ1q1
(T )
)
= h ([ξ1, 0, .., 0]Q), where the
isotropically distributed random unit vector q1(T ) can be taken as the first row of an isotropically
distributed random unitary matrix Q.
Corollary 14. Let [ξ1, ξ2, . . . , ξn] be an arbitrary complex random vector, ξ be an arbitrary
complex random variable and Q be an n × n isotropically distributed random unitary matrix
independent of ξ, ξi, then
h ( [ξ1, ξ2, . . . , ξn]Q| ξ) = h
(∑
|ξi|2
∣∣∣ ξ)+ (n− 1)E [log (∑ |ξi|2)]+ log( pin
Γ (n)
)
.
Proof: This can be proved similar to the previous lemma since the distribution of
h ( [ξ1, ξ2, . . . , ξn]Q| ξ) will be dependent only on the radius. We can use this corollary also
on h
(
ξ1q1
(T )
∣∣ ξ), similar to the previous Lemma.
B. Properties of transmitted signals that achieve capacity
We now establish the properties of capacity achieving distribution for the noncoherent MIMO
with asymmetric statistics. We have our channel model Y = GX + W . Now for any T × T
unitary matrix Φ we have Y Φ† = GXΦ† + WΦ†. Since wij are i.i.d. CN (0, 1), WΦ† and W
have the same distribution, and hence
p
(
Y Φ†|XΦ†) = p (Y |X) . (15)
Now
C = sup
p(X)
I (X;Y ) (16)
subject to the average power constraint (4) and we have
I (X;Y ) = E
[
log
(
p (Y |X)
p (Y )
)]
=
∫
dXp (X)
∫
dY p (Y |X) log
 p (Y |X)∫
dX˜p
(
X˜
)
p
(
Y |X˜
)
 . (17)
Lemma 15. (Invariance of I (X;Y ) to post-rotations of X): Suppose that X has a probability
density p0 (X) that generates some mutual information I0. Then, for any unitary matrix Φ, the
“post-rotated” probability density, p1 (X) = p0
(
XΦ†
)
also generates I0.
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Proof idea: This is an adaptation of the existing results for MIMO from [2, Lemma 1]. The
proof proceeds by substituting the post-rotated density p1 (X) into (17), changing the variables
of integration and using p (Y Φ|XΦ) = p (Y |X) from (15).
Lemma 16. The signal of the form X = LQ with L being a lower triangular random matrix
and Q being an isotropically distributed random unitary matrix independent of L achieves the
capacity of the noncoherent MIMO.
Proof: Let X be a capacity achieving random variable and I0 be the corresponding mutual
information achieved. Now X can be decomposed as X = LΦ′ using the LQ decomposition
with L upper diagonal and Φ′ unitary, but they could be jointly distributed and Φ′ may not be
isotropically unitary distributed. Let Θ be an isotropically distributed random unitary matrix that
is independent of L and Φ′. Now use X1 = XΘ for signaling. Let Y be the corresponding
received signal. Then
I (X1;Y |Θ) = I (XΘ;Y |Θ) (18)
= I0, (19)
where the last step was using Lemma 15. Now
I (X1;Y ) + I (Θ;Y |X1) = I (Θ;Y ) + I (X1;Y |Θ) (20)
I (X1;Y ) + 0
(i)
= I (Θ;Y ) + I (X1;Y |Θ) (21)
I (X1;Y )
(ii)
≥ I (X1;Y |Θ) (22)
= I0, (23)
where (i) was because I (Θ;Y |X1) = 0 since Θ − X1 − Y is a Markov chain and (ii) was
because I (X1;Y |Θ) ≥ 0. Hence without loss of generality the signal of the form LQ = LΦ′Θ
with Q = Φ′Θ achieves the capacity. Now Q = Φ′Θ is an isotropically distributed unitary matrix
and it is independent of Φ′ using Fact 12 on page 17.
Next, we focus our attention on computing h (Y |X), which will be necessary in future
derivations. Let Y (n) be the nth row of Y . Conditioned on X , the rows of Y are independent
Gaussian. Hence
h (Y |X) =
N∑
n=1
h (Y (n) |X) . (24)
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With ρ2 (n) being the vector of channel strengths arriving at nth receiver antenna, we have:
KY (n)|X = E
[
Q†L†g† (n) g (n)LQ
∣∣LQ]+ IT
= Q†L†E
[
g† (n) g (n)
]
LQ+ IT
= Q†L†diag
(
ρ2 (n)
)
LQ+ IT ,
where IT is a T ×T identity matrix and diag
(
ρ2 (n)
)
is the diagonal matrix formed from ρ2 (n).
Hence
h (Y (n) |X)
= E
[
log
(
det
(
pieKY (n)|X
))]
(25)
= E
[
log
(
det
(
pie
(
Q†L†diag
(
ρ2 (n)
)
LQ+ IT
)))]
(26)
(i)
= E
[
log
(
det
(
pie
(
L†diag
(
ρ2 (n)
)
L+ IT
)))]
, (27)
where (i) uses the property of determinants to cancel Q and Q†. Also, for T ≥M , with LM×M
being the first M ×M submatrix of L (rest of the elements of L are zero for T ≥M ), we have:
h (Y (n) |X)
= E
[
log
(
det
(
L†M×Mdiag
(
ρ2 (n)
)
LM×M + IM
))]
+ T log (pie) . (28)
C. Outer bound for the M × 1 MISO system
We now prove the gDoF outer bound given in Theorem 6 for the M × 1 MISO system. We
assume that T > 1, since for T = 1 we have the desired result using Theorem 5 on page 11.
Also, we assume that T ≥M in the following outer bound computations. The case for T < M
can be derived similarly and the derivation is given in Appendix F.
For the capacity achieving distribution, we have the structure X =
[
LM×M 0M×(T−M)
]
Q
(from Theorem 1), where
LM×M =

x11 0 0
. . 0 0
. . 0
xM1 . . xMM
 ,
and 0M×(T−M) is an M × (T −M) matrix with elements of value zero. Also Q is an isotrop-
ically distributed random unitary matrix. For the MISO, we have Y = GX + W with G =
21
[
g11 . . g1M
]
and W is the 1×T noise vector with i.i.d. CN (0, 1) components. We assume
ρ211 ≥ ρ21i without loss of generality. Now note that WQ has also the same distribution as W
and is independent of Q (using the fact that W is isotropically distributed and Fact 12). Hence
h (Y ) = h ((GX +W )Q)
= h
([ (
w11 +
∑M
i=1 xi1g1i
)
,
(
w12 +
∑M
i=2 xi2g1i
)
, . . .
. . . ,
(
w1M +
∑M
i=M xi2g1i
)
, w1(M+1) . . . , w1T
]
Q
)
,
where w1i are CN (0, 1) distributed. Now using Lemma 13 on page 17, we have
h (Y ) = h
 M∑
j=1
∣∣∣∣∣w1j +
M∑
i=j
xijg1i
∣∣∣∣∣
2
+
T∑
i=M+1
|w1i|2

+ (T − 1)E
log
 M∑
j=1
∣∣∣∣∣w1j +
M∑
i=j
xijg1i
∣∣∣∣∣
2
+
T∑
i=M+1
|w1i|2
+ log( piT
Γ (T )
)
(29)
(i)
≤ h
 M∑
j=1
∣∣∣∣∣w1j +
M∑
i=j
xijg1i
∣∣∣∣∣
2
+
T∑
i=M+1
|w1i|2

+ (T − 1)E
[
log
(
M∑
i=1
ρ21i
(
i∑
j=1
|xij|2
)
+ T −M
)]
+ log
(
piT
Γ (T )
)
, (30)
where (i) is using the Tower property of expectation, Jensen’s inequality and
∑M
j=1
∑M
i=j |xij|2 ρ21i =∑M
i=1
∑i
j=1 |xij|2 ρ21i. Now using (28) we have
h (Y |X) = E
[
log
(
det
(
L†M×Mdiag
(
ρ211, . . . , ρ
2
1M
)
LM×M + IM
))]
+ T log (pie) (31)
= E
[
log
(
M∏
i=1
(1 + ωi)
)]
+ T log (pie) , (32)
where ωi are the eigenvalues of L
†
M×Mdiag (ρ
2
11, . . . , ρ
2
1M)LM×M . The eigenvalues are non-
negative since the matrix is Hermitian. Hence
h (Y |X) = E
[
log
(
M∏
i=1
(1 + ωi)
)]
+ T log (pie) (33)
≥ E
[
log
(
1 +
∑
ωi
)]
+ T log (pie) . (34)
The last step is true because ωi ≥ 0. Now∑
ωi = Trace
(
L†M×Mdiag
(
ρ211, . . . , ρ
2
1M
)
LM×M
)
(35)
22
= Trace
(
diag
(
ρ211, . . . , ρ
2
1M
)
LM×ML
†
M×M
)
(36)
=
M∑
i=1
ρ21i
(
i∑
j=1
|xij|2
)
. (37)
Hence
h (Y |X) ≥ E
[
log
(
1 +
M∑
i=1
ρ21i
(
i∑
j=1
|xij|2
))]
+ T log (pie) . (38)
Hence
I (X;Y ) ≤ h
 M∑
j=1
∣∣∣∣∣w1j +
M∑
i=j
xijg1i
∣∣∣∣∣
2
+
T∑
i=M+1
|w1i|2

+ (T − 1)E
[
log
(
M∑
i=1
ρ21i
(
i∑
j=1
|xij|2
)
+ T −M
)]
− E
[
log
(
1 +
M∑
i=1
ρ21i
(
i∑
j=1
|xij|2
))]
+ log
(
piT
Γ (T )
)
− T log (pie) (39)
.≤ (T − 1) log
(
M∑
i=1
ρ21iMT + T
)
, (40)
where the last step was using the maximum entropy results and Jensen’s inequality. Hence
limsup
SNR→∞
1
T
I (X;Y )
log (SNR)
≤
(
1− 1
T
)
γ11. (41)
D. Outer bound for the 2× 2 MIMO system
In this subsection, we prove the gDoF outer bound from Theorem 7 for the 2×2 MIMO with
exponents γD in the direct links and γCL in the crosslinks. We have the structure of the optimal
distribution as
X =
 a 0 0 . . 0
b c 0 . . 0
Q
from Theorem 1. We have
G =
 g11 g12
g21 g22
 ,
23
and Y = GX +W , where W is a 2×T vector with i.i.d. CN (0, 1) components. For T = 1 the
gDoF is zero due to Theorem 5, hence we consider T ≥ 2 in this proof. We have
h (Y ) = h
G
 a 0 0 . . 0
b c 0 . . 0
Q+W
 (42)
(i)
= h
G
 a 0 0 . . 0
b c 0 . . 0
+W
Q
 (43)
= h
 ag11 + bg12 + w11 cg12 + w12 w13 . w1T
ag21 + bg22 + w21 cg22 + w22 w23 . w2T
Q
 (44)
(ii)
= h
 ξ11 0 . . . 0
ξ21 ξ22 0 . . 0
ΦQ
 (45)
(iii)
= h
 ξ11 0 . . . 0
ξ21 ξ22 0 . . 0
Q
 , (46)
where the step (i) used the fact that W and WQ have the same distribution and WQ is
independent of Q. In step (ii), ξij arise after LQ transformation (using Gram-Schmidt process): ag11 + bg12 + w11 cg12 + w12 w13 . w1T
ag21 + bg22 + w21 cg22 + w22 w23 . w2T
 =
 ξ11 0 . . . 0
ξ21 ξ22 0 . . 0
Φ
|ξ11|2 = |ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2 , (47)
|ξ21|2 =
∣∣∣(ag21 + bg22 + w21) (ag11 + bg12 + w11)∗ + (cg22 + w22) (cg12 + w12)∗ +∑Ti=3w2iw∗1i∣∣∣2
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
∑T
i=3 |w1i|2
,
(48)
|ξ22|2 = |ag21 + bg22 + w21|2 + |cg22 + w22|2 +
T∑
i=3
|w2i|2
−
∣∣∣(ag21 + bg22 + w21) (ag11 + bg12 + w11)∗ + (cg22 + w22) (cg12 + w12)∗ +∑Ti=3w2iw∗1i∣∣∣2
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
∑T
i=3 |w1i|2
,
(49)
where Φ is unitary. In step (iii), we absorb Φ onto Q using Fact 12. The Gram-Schmidt process
for LQ transformation yields ξij as given in (47), (48) and (49).
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Also using (28), (24), we get
h (Y |X) = E [log (|a|2 ρ211 + |b|2 ρ212 + |c|2 ρ212 + |a|2 |c|2 ρ211ρ212 + 1)]
+ E
[
log
(|a|2 ρ221 + |b|2 ρ222 + |c|2 ρ222 + |a|2 |c|2 ρ221ρ222 + 1)]
+ 2T log (pie) . (50)
For computing h (Y ), let q(T )1 , q
(T )
2 be the first two rows of Q. The vectors q
(T )
1 , q
(T )
2 are orthogonal
since Q is unitary. We have
h (Y ) = h
 ξ11 0 . . . 0
ξ21 ξ22 0 . . 0
Q
 (51)
= h
(
ξ11q
(T )
1
)
+ h
(
ξ21q
(T )
1 + ξ22q
(T )
2
∣∣∣ ξ11q(T )1 ) . (52)
Now consider h
(
ξ21q
(T )
1 + ξ22q
(T )
2
∣∣∣ ξ11q(T )1 ) . Since ξ11 is nonnegative and ξ11q(T )1 is given in the
conditioning, the direction q(T )1 is known in the conditioning. Hence considering ξ21q
(T )
1 +ξ22q
(T )
2
in a new orthonormal basis with the first basis vector chosen as q(T )1 and the rest of the basis
vectors chosen arbitrarily, the projection of ξ21q
(T )
1 +ξ22q
(T )
2 onto the first basis vector is ξ21. The
projection onto the rest of the T −1 vectors forms ξ22q(T−1)2 where q(T−1)2 is a T −1 dimensional
isotropically distributed random unit vector. Hence
h
(
ξ21q
(T )
1 + ξ22q
(T )
2
∣∣∣ ξ11q(T )1 ) = h([ξ21, ξ22q(T−1)2 ]∣∣∣ ξ11, q(T )1 ) (53)
= h
([
ξ21, ξ22q
(T−1)
2
]∣∣∣ ξ11) (54)
and
h (Y ) = h
(
ξ11q
(T )
1
)
+ h
([
ξ21, ξ22q
(T−1)
2
]∣∣∣ ξ11) (55)
(i)
= h
(
ξ11q
(T )
1
)
+ h
([
ξ21, ξ22q
(T−1)
2
]∣∣∣ |ξ11|2) (56)
≤ h
(
ξ11q
(T )
1
)
+ h
(
ξ22q
(T−1)
2
∣∣∣ |ξ11|2)+ h (ξ21| |ξ11|2) , (57)
where (i) is because ξ11 is non-negative. Note that the above equation contains ξ11, ξ22, ξ21 which
we would like to convert to the form |ξ11|2 , |ξ22|2 , |ξ21|2 which are available from (47), (48) and
(49). We handle h
(
ξ21| |ξ11|2
)
with the following claim.
Claim 17. h
(
ξ21| |ξ11|2
) ≤ h ( |ξ21|2∣∣ |ξ11|2)+ log (pi).
Proof: We have
h
(
ξ21| |ξ11|2
) (i)
= h
(
ξ21e
iθ
∣∣ |ξ11|2 , θ) (58)
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(ii)
≤ h (ξ21eiθ∣∣ |ξ11|2) (59)
(iii)
= h
( |ξ21|2∣∣ |ξ11|2)+ log (pi) , (60)
where (i) uses θ ∼ Unif [0, 2pi] independent of the other random variables, (ii) is because
conditioning reduces entropy, (iii) is using Lemma 13 since given |ξ11|2, ξ21eiθ is isotropically
distributed.
Using the above Claim, we get
h (Y ) ≤ h (ξ11q1(T ))+ h(ξ22q(T−1)2 ∣∣∣ |ξ11|2)+ h ( |ξ21|2∣∣ |ξ11|2)+ log (pi) (61)
(i)
≤ h
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
)
+ (T − 1)E [log (|a|2 ρ211 + (|b|2 + |c|2) ρ212 + 1)]+ log( piTΓ (T )
)
+ h
( |ξ21|2∣∣ |ξ11|2)+ h ( |ξ22|2∣∣ |ξ11|2)+ (T − 2)E [log (|ξ22|2)]+ log (pi) , (62)
where (i) is by applying Lemma 13 on h
(
ξ11q1
(T )
)
and Corollary 14 on h
(
ξ22q
(T−1)
2
∣∣∣ |ξ11|2) .
Now we use the following Lemma to simplify h
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
∑T
i=3 |w1i|2
)
from the previous expression.
Lemma 18. For any given distribution on (a, b, c), the terms
h
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
)
and
E
[
log
(|a|2 ρ211 + (|b|2 + |c|2) ρ212 + 1)]
have the same gDoF. Similarly for any given distribution on (a, b, c), the terms
h
(
|ag21 + bg22 + w21|2 + |cg22 + w22|2 +
T∑
i=3
|w2i|2
)
and
E
[
log
(|a|2 ρ221 + (|b|2 + |c|2) ρ222 + 1)]
have the same gDoF.
Proof: The proof proceeds by constructing a noncoherent channel
C1 : V = |ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2 (63)
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with inputs a, b, c and output V . Then we show that this channel has zero gDoF. The proof uses
outer bounding techniques from [7]. See Appendix G for details.
Hence using the previous lemma, we get
h (Y )
.≤ TE [log (|a|2 ρ211 + (|b|2 + |c|2) ρ212 + 1)]
+ h
(
|ξ21|2 |ξ11|2
∣∣∣∣ |ξ11|2)+ h( |ξ22|2 |ξ11|2 ∣∣∣∣ |ξ11|2)
+ (T − 2)E [log (|ξ22|2 |ξ11|2)]− TE [log (|ξ11|2)] . (64)
Now we simplify E
[
log
(|ξ11|2)] from the previous expression.
E
[
log
(|ξ11|2)] = E[log(|ag11 + bg12 + w11|2 + |cg12 + w12|2 + T∑
i=3
|w1i|2
)]
= E
[
E
[
log
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
)∣∣∣∣∣ a, b, c
]]
(i).
= E
[
log
(|a|2 ρ211 + (|b|2 + |c|2) ρ212 + 1)] , (65)
where (i) was using Fact 9 on page 16 and using the fact that |ag11 + bg12 + w11|2 , |cg12 + w12|2 , |w1i|2
are exponentially distributed given a, b, c. Hence
h (Y )
.≤ h
(
|ξ21|2 |ξ11|2
∣∣∣ |ξ11|2)+ h( |ξ22|2 |ξ11|2 ∣∣∣ |ξ11|2)
+ (T − 2)E [log (|ξ22|2 |ξ11|2)] . (66)
Now we use the following lemmas to further simplify the terms in the above expression for
h (Y ).
Lemma 19. For any given distribution on (a, b, c),
h
(
|ξ22|2 |ξ11|2
∣∣∣ |ξ11|2) .= h( |ξ22|2 |ξ11|2 ∣∣∣ |ξ11|2 , a, b, c) ≤ E [log (eE [ |ξ22|2 |ξ11|2 ∣∣∣ a, b, c])] .
Proof: The proof uses similar techniques like that for Lemma 18. See Appendix H for
details.
Lemma 20. For any given distribution on (a, b, c),
h
(
|ξ21|2 |ξ11|2
∣∣∣ |ξ11|2) .= h( |ξ21|2 |ξ11|2 ∣∣∣ |ξ11|2 , a, b, c) ≤ E [log (eE [ |ξ21|2 |ξ11|2 ∣∣∣ a, b, c])] .
Proof: This can be proved similar to the previous lemma. We omit the proof.
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We have
|ξ21|2 |ξ11|2 =
∣∣∣∣∣(ag21 + bg22 + w21) (ag11 + bg12 + w11)∗ + (cg22 + w22) (cg12 + w12)∗ +
T∑
i=3
w2iw
∗
1i
∣∣∣∣∣
2
.
Hence using (47), (48) and Lemma 20 to bound h
(
|ξ21|2 |ξ11|2
∣∣∣ |ξ11|2), we get
h
(
|ξ21|2 |ξ11|2
∣∣∣ |ξ11|2)
.≤ E
[
log
((|a|2 ρ211 + |b|2 ρ212 + 1) (|a|2 ρ221 + |b|2 ρ222 + 1)
+2 |c|2 |b|2 ρ222ρ212 +
(|c|2 ρ212 + 1) (|c|2 ρ222 + 1)+ T − 2)] (67)
.≤ E
[
log
((|a|2 ρ211 + |b|2 ρ212 + 1) (|a|2 ρ221 + |b|2 ρ222 + 1) (68)
+
(|c|2 ρ212 + 1) (|c|2 ρ222 + 1) )] , (69)
where the last step followed due to AM-GM inequality (arithmetic mean ≤ geometric mean).
The AM-GM inequality yields 2 |c|2 |b|2 ρ222ρ212 ≤ |b|4 ρ222ρ212 + |c|4 ρ222ρ212. Similarly, using (47)
and (49) we have
|ξ22|2 |ξ11|2
=
(
|ag21 + bg22 + w21|2 + |cg22 + w22|2 +
T∑
i=3
|w2i|2
)(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
)
−
∣∣∣∣∣(ag21 + bg22 + w21) (ag11 + bg12 + w11)∗ + (cg22 + w22) (cg12 + w12)∗ +
T∑
i=3
w2iw
∗
1i
∣∣∣∣∣
2
.
After some algebraic manipulations, it can be seen that
E
[
|ξ22|2 |ξ11|2
∣∣∣ a, b, c]
= (T − 2)2 − (T − 2) + (T − 2) (|a|2 ρ221 + |b|2 ρ222 + |c|2 ρ222 + |a|2 ρ211 + |b|2 ρ212 + |c|2 ρ212 + 2)
+
(|a|2 ρ211 + 1) (|c|2 ρ222 + 1)+ |b|2 ρ212 + (|a|2 ρ221 + 1) (|c|2 ρ212 + 1)+ |b|2 ρ222. (70)
After retaining only the terms that contribute to gDoF from the above equation, we bound
h
(
|ξ22|2 |ξ11|2
∣∣∣ |ξ11|2) using Lemma 20 to get
h
(
|ξ22|2 |ξ11|2
∣∣∣ |ξ11|2) .≤ E [log (eE [ |ξ22|2 |ξ11|2 ∣∣∣ a, b, c])]
.≤ E
[
log
((|a|2 ρ211 + 1) (|c|2 ρ222 + 1)+ |b|2 (ρ212 + ρ222)
+
(|a|2 ρ221 + 1) (|c|2 ρ212 + 1) )] . (71)
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Also
E
[
log
(|ξ22|2 |ξ11|2)] ≤ E [log (E [ |ξ22|2 |ξ11|2 ∣∣∣ a, b, c])]
.≤ E
[
log
((|a|2 ρ211 + 1) (|c|2 ρ222 + 1)+ |b|2 (ρ212 + ρ222)
+
(|a|2 ρ221 + 1) (|c|2 ρ212 + 1) )] . (72)
Hence using (72), (71), (69) in (66) we get
h (Y )
.≤ E [log ((|a|2 ρ211 + |b|2 ρ212 + 1) (|a|2 ρ221 + |b|2 ρ222 + 1)+ (|c|2 ρ212 + 1) (|c|2 ρ222 + 1))]
+ (T − 1)E
[
log
((|a|2 ρ211 + 1) (|c|2 ρ222 + 1)+ |b|2 (ρ212 + ρ222)
+
(|a|2 ρ221 + 1) (|c|2 ρ212 + 1) )] . (73)
Using the above equation and (50), we get
I (X;Y )
.≤ E [log ((|a|2 ρ211 + |b|2 ρ212 + 1) (|a|2 ρ221 + |b|2 ρ222 + 1)+ (|c|2 ρ212 + 1) (|c|2 ρ222 + 1))]
+ (T − 1)E [log ((|a|2 ρ211 + 1) (|c|2 ρ222 + 1)+ |b|2 (ρ212 + ρ222)+ (|a|2 ρ221 + 1) (|c|2 ρ212 + 1))]
− E [log (|a|2 ρ211 + |b|2 ρ212 + |c|2 ρ212 + |a|2 |c|2 ρ211ρ212 + 1)]
− E [log (|a|2 ρ221 + |b|2 ρ222 + |c|2 ρ222 + |a|2 |c|2 ρ221ρ222 + 1)] . (74)
= E
[
f
(|a|2 , |b|2 , |c|2)] , (75)
where the last step included a trivial definition for f
(|a|2 , |b|2 , |c|2), by collecting all the terms
from the previous equation. Hence an outer bound for the gDoF of the channel can be obtained
by solving the following optimization problem:
P1 :
{
maximize
E[|a|2+|b|2+|c|2]≤T
E
[
f
(|a|2 , |b|2 , |c|2)] . (76)
Now we use the following lemma to simplify P1 without losing gDoF.
Lemma 21. The gDoF achieved in P1 can be achieved by a point mass distribution, i.e.,
gDoF (P1) = gDoF (P7) ,
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where P7 is the following:
P7 :

maximize f
(|a|2 , |b|2 , |c|2) with
|a|2 ≤ T, |b|2 ≤ T, |c|2 ≤ T.
(77)
Proof idea: The proof proceeds in several steps:
Step 1: Show that there exists a discretization (over an infinite set) for any distribution of(|a|2 , |b|2 , |c|2) that does not incur a loss in gDoF.
Step 2: Show that the discretization can be limited to a finite set without incurring a loss in
gDoF.
Step 3: View the problem as a linear program with two constraints, and show that the there
is an optimal distribution with just two mass points.
Step 4: Show that the two mass points can be collapsed to a single point using arguments of
symmetry.
The details of the proof are given in Appendix B.
Changing the variables from
(|a|2 , |b|2 , |c|2) to (γa, γb, γc) with the substitution |a|2 = SNR−γa ,
|b|2 = SNR−γb , |c|2 = SNR−γc , it is clear that
gDoF (P1) = gDoF (P7) = (P8) ,
where P8 is the following:
P8 :

maximize fγ (γa, γb, γc)
γa ≥ 0, γb ≥ 0, γc ≥ 0,
(78)
with
fγ (γa, γb, γc)
= max
(
max (−γa + γ11,−γb + γ12, 0) + max (−γa + γ21,−γb + γ22, 0)
,max (−γc + γ12, 0) + max (−γc + γ22, 0)
)
+ (T − 1) max
(
max (−γa + γ11, 0) + max (−γc + γ22, 0)
, γb + max (γ12, γ22) ,max (−γa + γ21, 0) + max (−γc + γ12, 0)
)
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−max (−γa + γ11,−γb + γ12,−γc + γ12,−γa − γc + γ11 + γ12, 0)
−max (−γa + γ21,−γb + γ22,−γc + γ22,−γa − γc + γ21 + γ22, 0) . (79)
For a symmetric 2 × 2 MIMO, we have γ11 = γ22 = γD, γCL = γ12 = γ21. Also, without loss
of generality, it can be assumed that γD > γCL. By inspection of the optimization problem, it is
clear that we can also restrict γa ≤ γD, γb ≤ γD, γc ≤ γD without affecting the solution. With
these additional constraints, we can simplify P8 to P9 for the symmetric 2× 2 MIMO with P9
defined as the following:
P9 :

maximize max (−2γa + γCL,−γa + γD − γb,−2γb + γCL,−2γc + γCL,−γc)
+ (T − 1) max (−γa + γD − γc,−γb) + TγD − t1 − t2
t1 = max (−γa + γD,−γb + γCL,−γa − γc + γD + γCL)
t2 = max (−γb + γD,−γc + γD,−γa − γc + γD + γCL)
0 ≤ γa ≤ γD, 0 ≤ γb ≤ γD, 0 ≤ γc ≤ γD.
(80)
Using standard linear programming arguments, P9 has a solution for (γa, γb, γc, t1, t2) in one of
the corner points of the following region:
R :

0 ≤ γa ≤ γD; 0 ≤ γb ≤ γD
0 ≤ γc ≤ γD;
t1 ≥ −γa + γD; t1 ≥ −γb + γCL
t1 ≥ −γa − γc + γD + γCL; t2 ≥ −γb + γD
t2 ≥ −γa − γc + γD + γCL; t2 ≥ −γc + γD

.
This can be seen by considering case by case for P9, depending on which term inside the
max (·)’s could come out in the objective function, and noting that maximize
γa,γb,γc,t1,t2
max (f1, f2) is
same as max
(
maximize
γa,γb,γc,t1,t2
(f1) , maximize
γa,γb,γc,t1,t2
(f2)
)
for linear f1, f2.
Suppose −2γa + γCL = max (−2γa + γCL,−γa + γD − γb,−2γb + γCL,−2γc + γCL,−γc)
and −γa + γD − γc = max (−γa + γD − γc,−γb), then P9 has a solution in one of the corner
points of R. This is true for all possible cases of the values of the two max ()’s. Hence P9 itself
has a solution in one of the corner points of R.
We code in Mathematica to find all the corner points of R and find the maximum across the
corner points. Finding all the corner points and the subsequent calculations are mechanical, and
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we believe, does not add value to the paper and would only further lengthen the paper. So we
have deferred it to the software. The result is still mathematically rigorous, and we suggest the
use of Mathematica to verify some formulas rather than perform long calculations. We obtain
the solution in Table I. Our Mathematica code is available online at http://www.seas.ucla.edu/
~joyson/Documents/Sym_mimo_outerbound.nb. This code uses γD = 1, γCL = 1− and we can
obtain the general solution with a simple scaling.
V. CONCLUSIONS
We considered the noncoherent MIMO channel with link strengths scaled with different
exponents of SNR. Under this model, we derived a structure for the capacity achieving input
distribution. We showed that for T = 1, the gDoF is zero for MIMO of any size. Also for
the SIMO and the MISO channels, we proved that selecting the best antenna can achieve the
gDoF. We derived the gDoF for 2 × 2 symmetric MIMO with two different exponents in the
direct and cross links and showed that both the antennas are always needed to achieve the gDoF.
Also, training-based schemes were shown to be suboptimal for the 2× 2 symmetric MIMO. We
extended this observation to M×M symmetric MIMO with two different exponents in the direct
and cross links; we demonstrated a strategy that could achieve larger gDoF than training-based
schemes. A possible direction for future work would be to try to derive the gDoF of M ×M
symmetric MIMO. A subsequent step would be to look into the case of MIMO with arbitrary
size and arbitrary SNR exponents. The outer bounds for larger MIMO seem to be a challenge
at the moment, our outer bounds for 2× 2 MIMO illustrates some of the difficulties: we used a
Gram-Schmidt process for LQ decomposition of matrices and developed new lemmas to bound
the terms in the mutual information expression. The same methods do not seem to be directly
applicable to larger MIMO. Another line of work is to study the gDoF for noncoherent relay
channels.
APPENDIX A
PROOF OF LEMMA 13
Here we derive the formula for calculating h ([ξ1, ξ2, . . . , ξn]Q) with [ξ1, ξ2, . . . , ξn] being an
arbitrary complex random vector and Q being an n× n isotropically distributed random unitary
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matrix independent of ξi. We do this by noting that in radial coordinates, the distribution of
[ξ1, ξ2, . . . , ξn]Q is dependent only on the radius. Let
V = [ξ1, ξ2, . . . , ξn]Q.
Now for any fixed n× n unitary matrix Q′, the vectors V and V Q′ have the same distribution
due to the property of isotropic distribution. Hence for any v1, v2 ∈ Cn, if ‖v1‖ = ‖v2‖, then
pv (v1) = pv (v2) , (81)
since there exists a unitary matrix Q′′ such that v1Q′′ = v2. One such Q′′ can be obtained using
Householder transformation. Now the probability distribution can be viewed in R2n, and we use
2n dimensional vector U . Let
Υ =
∑
|ξi|2 . (82)
Let
(
r, θ
)
be the radial coordinates,
(
t, θ
)
be similar coordinates but with t = r2. Let pu,t
(
t, θ
)
=
pu
(
u
(
t, θ
))
be obtained from pu (u) by expressing u in
(
t, θ
)
coordinates. Similarly pu,r
(
r, θ
)
=
pu
(
u
(
r, θ
))
.
The 2n−1 dimensional surface area (embedded in 2n dimensional Euclidean) is
(
2pin
Γ(n)
)
r2n−1.
Hence (
2pin
Γ (n)
)
pu,r
(
r, θ
)
r2n−1dr
is the probability that |U | ∈ [r, r + dr]. Hence
(
pin
Γ(n)
)
pu,t
(
t, θ
)
tn−1dt is the probability that
Υ = ‖U‖2 ∈ [t, t+ dt]. Hence(
pin
Γ (n)
)
pu,t
(
t, θ
)
tn−1 = pΥ (t) (83)
pu,t
(
t, θ
)
= pΥ (t)
1
tn−1
(
pin
Γ(n)
) . (84)
Now
h (U) = −
∫
pu (u) log (pu (u)) du (85)
(i)
= −
∫
pu
(
u
(
r, θ
))
log
(
pu
(
u
(
r, θ
)))( 2pin
Γ (n)
)
r2n−1dr (86)
(ii)
= −
∫
pu
(
u
(
t, θ
))
log
(
pu
(
u
(
t, θ
)))( pin
Γ (n)
)
tn−1dt (87)
(iii)
= −
∫
pΥ (t) log
pΥ (t) 1
tn−1
(
pin
Γ(n)
)
 dt (88)
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= −
∫
pΥ (t) log (pΥ (t)) dt+ log
(
pin
Γ (n)
)
+ (n− 1)
∫
pΥ (t) log (t) dt (89)
= h (Υ ) + (n− 1)E [log (Υ )] + log
(
pin
Γ (n)
)
(90)
= h
(∑
|ξi|2
)
+ (n− 1)E
[
log
(∑
|ξi|2
)]
+ log
(
pin
Γ (n)
)
, (91)
where (i) is by change of variables to
(
r, θ
)
, then integrating over θ and noting that pu
(
u
(
r, θ
))
is independent of θ. The step (ii) is by change of variables to
(
t, θ
)
, (iii) is using (84).
APPENDIX B
PROOF OF LEMMA 21
Here we consider the optimization problem P1 from (76) on page 28 and show that its objective
function E
[
f
(|a|2 , |b|2 , |c|2)] can be optimized for gDoF by a point mass distribution. We have
the form for f
(|a|2 , |b|2 , |c|2) as
f
(|a|2 , |b|2 , |c|2)
= log
((|a|2 ρ211 + |b|2 ρ212 + 1) (|a|2 ρ221 + |b|2 ρ222 + 1)+ (|c|2 ρ212 + 1) (|c|2 ρ222 + 1))
+ (T − 1) log ((|a|2 ρ211 + 1) (|c|2 ρ222 + 1)+ |b|2 (ρ212 + ρ222)+ (|a|2 ρ221 + 1) (|c|2 ρ212 + 1))
− log ((1 + |a|2 ρ211) (1 + |c|2 ρ212)+ |b|2 ρ212)
− log ((1 + |a|2 ρ221) (1 + |c|2 ρ222)+ |b|2 ρ222) . (92)
Now
∂
∂ |a|2f
(|a|2 , |b|2 , |c|2)
=
ρ211
(|a|2 ρ221 + |b|2 ρ222 + 1)+ (|a|2 ρ211 + |b|2 ρ212 + 1) ρ221(|a|2 ρ211 + |b|2 ρ212 + 1) (|a|2 ρ221 + |b|2 ρ222 + 1)+ (|c|2 ρ212 + 1) (|c|2 ρ222 + 1)
+ (T − 1) ρ
2
11
(|c|2 ρ222 + 1)+ (|c|2 ρ212 + 1) ρ221(|a|2 ρ211 + 1) (|c|2 ρ222 + 1)+ |b|2 (ρ212 + ρ222) + (|a|2 ρ221 + 1) (|c|2 ρ212 + 1)
− (ρ
2
11)
(
1 + |c|2 ρ212
)(
1 + |a|2 ρ211
) (
1 + |c|2 ρ212
)
+ |b|2 ρ212
− (ρ
2
21)
(
1 + |c|2 ρ222
)(
1 + |a|2 ρ221
) (
1 + |c|2 ρ222
)
+ |b|2 ρ222
. (93)
Hence ∣∣∣∣ ∂∂ |a|2f (|a|2 , |b|2 , |c|2)
∣∣∣∣ ≤ ρ211 + ρ221 + (T − 1) (ρ211 + ρ221)+ (ρ211)+ (ρ221) (94)
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≤ 2 (T + 1) max
i,j
ρ2ij. (95)
Similarly ∣∣∣∣ ∂∂ |b|2f (|a|2 , |b|2 , |c|2)
∣∣∣∣ ≤ 2 (T + 1) maxi,j ρ2ij, (96)∣∣∣∣ ∂∂ |c|2f (|a|2 , |b|2 , |c|2)
∣∣∣∣ ≤ 2 (T + 1) maxi,j ρ2ij (97)
holds. Let ρ2∗ = maxi,j ρ
2
ij . Now with ∆ = 1/ (2 (T + 1) ρ
2
∗), if
∥∥∥(|a|2 , |b|2 , |c|2)− (|a′|2 , |b′|2 , |c′|2) ∥∥∥ ≤√
3∆, then ∣∣∣f (|a|2 , |b|2 , |c|2)− f (|a′|2 , |b′|2 , |c′|2)∣∣∣ (98)
≤
∥∥∥∥[2 (T + 1) ρ2∗, 2 (T + 1) ρ2∗, 2 (T + 1) ρ2∗] ∥∥∥∥√3∆ (99)
≤ 3. (100)
Hence by considering a discrete version of the problem as
P2 :

maximize
E[|a|2+|b|2+|c|2]≤T
E
[
f
(|a|2 , |b|2 , |c|2)]
Support
(|a|2 , |b|2 , |c|2) = {0,∆, 2∆, . . . ,∞}3 (101)
the optimum value achieved is within 3 of the optimum value of P1. Hence for an outer bound
on gDoF, it is sufficient to solve P2.
gDoF (P1) = gDoF (P2) . (102)
We will now show that it is sufficient to restrict Support
(|a|2 , |b|2 , |c|2) = {0,∆, 2∆, . . . , bρ4∗c∆}3
for an outer bound on gDoF.
Let the optimum value of P2 be achieved by a probability distribution {p∗i } at the points
{(l∗1i∆, l∗2i∆, l∗3i∆)} with l∗ji ∈ Z. Let
S1 =
{
i : max (l∗1i∆, l
∗
2i∆, l
∗
3i∆) ≤ ρ4∗∆
}
, (103)
S2 =
{
i : max (l∗1i∆, l
∗
2i∆, l
∗
3i∆) > ρ
4
∗∆
}
(104)
and let max (l∗1i, l
∗
2i, l
∗
3i) = l
∗
Mi for labeling. The optimum value (P2) is given by
(P2) =
∑
i∈S1
p∗i f (l
∗
1i∆, l
∗
2i∆, l
∗
3i∆) +
∑
i∈S2
p∗i f (l
∗
1i∆, l
∗
2i∆, l
∗
3i∆) . (105)
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We will now show that
∑
i∈S2 p
∗
i f (l
∗
1i∆, l
∗
2i∆, l
∗
3i∆) does not contribute to gDoF. The points in
S2 have large power and hence they have low probability due to power constraints; this ends
up limiting the contribution to gDoF. We prove this precisely in the following steps. Using the
structure of f
(|a|2 , |b|2 , |c|2) and ∆ = 1/ (2 (T + 1) ρ2∗), we can bound
|f (l∗1i∆, l∗2i∆, l∗3i∆)| ≤ log ((2l∗Mi + 1) (2l∗Mi + 1) + (l∗Mi + 1) (l∗Mi + 1))
+ (T − 1) log ((l∗Mi + 1) (l∗Mi + 1) + 2l∗Mi + (l∗Mi + 1) (l∗Mi + 1))
+ 2 log ((1 + l∗Mi) (1 + l
∗
Mi) + l
∗
Mi) (106)
≤ (T + 2) log ((2l∗Mi + 1) (2l∗Mi + 1) 3) (107)
= 2 (T + 2) log (2l∗Mi + 1) + (T + 2) log (3) . (108)
Hence ∣∣∣∣∣∑
i∈S2
p∗i f (l
∗
1i∆, l
∗
2i∆, l
∗
3i∆)
∣∣∣∣∣
≤
∑
i∈S2
p∗i 2 (T + 2) log (2l
∗
Mi + 1) + (T + 2) log (3) (109)
(i)
≤ 2 (T + 2)
(∑
i∈S2
p∗i
)
log
(
2
∑
i∈S2 p
∗
i l
∗
Mi∑
j∈S2 p
∗
j
+ 1
)
+ (T + 2) log (3) (110)
(ii)
≤ 2 (T + 2)
(∑
i∈S2
p∗i
)
log
(
2
T
∆
∑
j∈S2 p
∗
j
+ 1
)
+ (T + 2) log (3) (111)
= 2 (T + 2)
(∑
i∈S2
p∗i
)
log
(
2
T
∆
+
∑
j∈S2
p∗j
)
− 2 (T + 2)
(∑
i∈S2
p∗i
)
log
(∑
j∈S2
p∗j
)
+ (T + 2) log (3) (112)
(iii)
≤ 2 (T + 2)
(∑
i∈S2
p∗i
)
log
(
2
T
∆
+ 1
)
+ 2 (T + 2)
log (e)
e
+ (T + 2) log (3) (113)
(iv)
≤ 2 (T + 2)
(
T
ρ4∗∆
)
log
(
2
T
∆
+ 1
)
+ 2 (T + 2)
log (e)
e
+ (T + 2) log (3) (114)
(v)
= 2 (T + 2)
(
2T (T + 1)
ρ2∗
)
log
(
4T (T + 1) ρ2∗ + 1
)
+ 2 (T + 2)
log (e)
e
+ (T + 2) log (3) (115)
(vi)
≤ 2 (T + 2) (2T (T + 1)) (4T (T + 1) + 1) log (e)
e
(116)
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+ 2 (T + 2)
log (e)
e
+ (T + 2) log (3) (117)
= r1 (T ) independent of SNR, (118)
where (i) is due to Jensen’s inequality, (ii) is due to the power constraint
∑
i∈S2 p
∗
i l
∗
Mi∆ ≤
T ⇒∑i∈S2 p∗i l∗Mi ≤ T∆ , (iii) is due to the fact 0 ≤ (∑i∈S2 p∗i ) ≤ 1 and −x log (x) ≤ log(e)e for
x ∈ [0, 1], (iv) is due to the fact ∑i∈S2 p∗i l∗Mi∆ ≤ T (power constraint) and ρ4∗∆ < l∗Mi∆ in S2,
hence
∑
i∈S2 p
∗
i ρ
4
∗∆ ≤ T and
∑
i∈S2 p
∗
i ≤ Tρ4∗∆ , (v) is using ∆ =
1
2(T+1)ρ2∗
and (vi) is due to the
fact 1
x
log (x) ≤ log(e)
e
for x ∈ [1,+∞) and assuming ρ2∗ > 1. (If ρ2∗ ≤ 1, then the system has
zero gDoF, so we consider only ρ2∗ > 1). Hence it follows that∣∣∣∣∣(P2)−∑
i∈S1
p∗i f (l
∗
1i∆, l
∗
2i∆, l
∗
3i∆)
∣∣∣∣∣ =
∣∣∣∣∣∑
i∈S2
p∗i f (l
∗
1i∆, l
∗
2i∆, l
∗
3i∆)
∣∣∣∣∣ ≤ r1 (T ) .
Hence it follows that
P3 :

maximize
E[|a|2+|b|2+|c|2]≤T
E
[
f
(|a|2 , |b|2 , |c|2)]
Support
(|a|2 , |b|2 , |c|2) = S1 (119)
achieves the same gDoF as P2, because any non-zero probability outside S1 in P2 can be assigned
to (0, 0, 0) in P3 by changing the value of the objective function by a constant independent of
SNR. Hence
gDoF (P1) = gDoF (P2) = gDoF (P3) . (120)
Now P3 is a linear program with finite number of variables and constraints. (Also P3 has a
finite optimum value because of Jensen’s inequality.) The variables are {pi} and the maximum
number of nontrivial active constraints on {pi} is two, derived from
E
[|a|2 + |b|2 + |c|2] = T, ∑ pi = 1. (121)
Trivial constraints are pi ≥ 0. Hence by the theory of linear optimization, there exists an optimal
{p∗i } with at most two nonzero values. Hence it follows that
P4 :

maximize
∑2
i=1 pif1
(|ai|2 , |bi|2 , |ci|2)∑2
i=1 pi
(|ai|2 + |bi|2 + |ci|2) ≤ T,∑
pi = 1,
|ai|2 , |bi|2 , |ci|2 ≥ 0
(122)
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has (P4) ≥ (P3). Note that we have allowed
(|ai|2 , |bi|2 , |ci|2)2i=1 to be real positive variables
to be optimized. However, it is also clear that (P4) ≤ (P1). Hence
gDoF (P1) = gDoF (P2) = gDoF (P3) = gDoF (P4) . (123)
Now consider
P5 :

maximize
∑2
i=1 pif1
(|ai|2 , |bi|2 , |ci|2)
pi |ai|2 ≤ T, pi |bi|2 ≤ T, pi |ci|2 ≤ T,∑
pi = 1,
|ai|2 , |bi|2 , |ci|2 ≥ 0.
(124)
It can be easily shown that gDoF (P4) = gDoF (P5), we omit the proof.
Claim 22. Adding the constraints |ai|2 ≤ T, |bi|2 ≤ T, |ci|2 ≤ T does not change the gDoF of
P5.
Proof: We have
f
(|a|2 , |b|2 , |c|2)
= log
((|a|2 ρ211 + |b|2 ρ212 + 1) (|a|2 ρ221 + |b|2 ρ222 + 1)+ (|c|2 ρ212 + 1) (|c|2 ρ222 + 1))
+ (T − 1) log ((|a|2 ρ211 + 1) (|c|2 ρ222 + 1)+ |b|2 (ρ212 + ρ222)+ (|a|2 ρ221 + 1) (|c|2 ρ212 + 1))
− log ((1 + |a|2 ρ211) (1 + |c|2 ρ212)+ |b|2 ρ212)
− log ((1 + |a|2 ρ221) (1 + |c|2 ρ222)+ |b|2 ρ222) . (125)
Suppose |ai|2 > T and consider
t1 = pi log
((|ai|2 ρ211 + |bi|2 ρ212 + 1) (|ai|2 ρ221 + |bi|2 ρ222 + 1)+ (|ci|2 ρ212 + 1) (|ci|2 ρ222 + 1)) .
We will show that setting |ai|2 = T would change the value of t1 only by a constant inde-
pendent of SNR. The other terms have a similar structure and can be handled in a similar
way. If
(|ci|2 ρ212 + 1) (|ci|2 ρ222 + 1) > (|ai|2 ρ211 + |bi|2 ρ212 + 1) (|ai|2 ρ221 + |bi|2 ρ222 + 1), then
the claim is trivially true; we can replace |ai|2 > T with |ai|2 = T while changing the value of
t1 by only a constant. Otherwise
t1
.
= pi log
((|ai|2 ρ211 + |bi|2 ρ212 + 1) (|ai|2 ρ221 + |bi|2 ρ222 + 1)) (126)
= pi log
(|ai|2 ρ211 + |bi|2 ρ212 + 1)︸ ︷︷ ︸
t11
+ pi log
(|ai|2 ρ221 + |bi|2 ρ222 + 1)︸ ︷︷ ︸
t12
. (127)
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Now consider t11 = pi log
(|ai|2 ρ211 + |bi|2 ρ212 + 1). If |ai|2 ρ211 < |bi|2 ρ212 + 1, then we can
replace |ai|2 > T with |ai|2 = T without losing gDoF.
If |ai|2 ρ211 > |bi|2 ρ212 + 1, then t11 .= pi log
(|ai|2 ρ211 + 1), where the approximation is tight
within a constant (constant less than 1). Now if we replace |ai|2 > T with |ai|2 = T , the
difference arising is bounded independent of SNR, as seen below:
pi log
(|ai|2 ρ211 + 1) (i)≤ pi log(Tpiρ211 + 1
)
(128)
= pi log
(
Tρ211 + pi
)− pi log (pi) (129)
≤ pi log
(
Tρ211 + 1
)− pi log (pi) , (130)
where (i) is because pi |ai|2 ≤ T due to the power constraint. We also have |ai|2 > T , hence it
follows that ∣∣pi log (|ai|2 ρ211 + 1)− pi log (Tρ211 + 1)∣∣ ≤ |pi log (pi)| ≤ log (e)e . (131)
Following the same logic for the other terms, it can be shown that adding the constraints |ai|2 ≤
T, |bi|2 ≤ T, |ci|2 ≤ T does not change the gDoF of P5.
With the additional constraints |ai|2 ≤ T, |bi|2 ≤ T, |ci|2 ≤ T , the existing constraints
pi |ai|2 ≤ T, pi |bi|2 ≤ T, pi |ci|2 ≤ T become redundant. Hence we have gDoF (P5) =
gDoF (P6) for P6 defined as
P6 :

maximize
∑2
i=1 pif
(|ai|2 , |bi|2 , |ci|2)
|ai|2 ≤ T, |bi|2 ≤ T, |ci|2 ≤ T,∑
pi = 1.
(132)
It is clear from the structure of P6 that the solution has
(|a1|2 , |b1|2 , |c1|2) = (|a2|2 , |b2|2 , |c2|2).
Hence it suffices to solve P7 defined as
P7 :

maximize f
(|a|2 , |b|2 , |c|2)
|a|2 ≤ T, |b|2 ≤ T, |c|2 ≤ T.
(133)
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APPENDIX C
PROOF OF THEOREM 2: DECOMPOSING INTO DISJOINT PARTS OF MIMO CHANNELS
Here we prove that for a MIMO whose channel can be decomposed into disjoint parts, the ca-
pacity can be achieved by allocating power to the disjoint parts separately. Let the channel matrix
G of the system be block diagonal as G = diag (G1, . . . , GK), where Gi are the diagonal blocks
corresponding to the disjoint parts of the channel, then the capacity C (P, diag (G1, . . . , GK))
of the channel for a power P can be achieved by splitting power across the blocks, i.e.,
C (P, diag (G1, . . . , GK)) = maxP1+···+PK≤P (C (P1, G1) + · · ·+ C (PK , GK)). We just need to
show that for G = diag (G1, G2), the capacity of the channel can be achieved by a power splitting
across the two blocks of channels G1, G2 i.e.,
C (P, diag (G1, G2)) = max
P1+P2≤P
(C (P1, G1) + C (P2, G2)) (134)
and the general result for multiple disjoint parts in MIMO channel will follow due to induction.
We have
h (Y )
(ii)
≤ h (YG1) + h (YG2) (135)
h (Y |X) = h (YG1YG2|XG1XG2) (136)
= h (YG1|XG1XG2) + h (YG2|YG1XG1XG2) (137)
(ii)
= h (YG1|XG2) + h (YG2|XG2) , (138)
where (i) is because conditioning reduces entropy and (ii) is because XG2 − XG1 − YG1 and
(XG1, YG1)−XG2 − YG2 are Markov chains.
Hence
I (X;Y ) ≤ I (XG1;YG1) + I (XG2;YG2) (139)
subject to E
[‖XG1‖2 + ‖XG2‖2] ≤ P . The RHS can be achieved by treating the two blocks of
channels G1, G2 separately with a power allocation, hence
C (P, diag (G1, G2)) = max
P1+P2≤P
(C (P1, G1) + C (P2, G2)) . (140)
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APPENDIX D
INNER BOUND FOR 2× 2 SYMMETRIC MIMO
Here we prove the achievability result from Theorem 7 for the 2× 2 MIMO with exponents
γD in the direct links and γCL in the crosslinks. We use the input distribution
X =
 a 0 0 . . 0
η c 0 . . 0
Q
with constants a, c and η ∼ CN (0, |b|2) with
|a|2 = SNRγa , |b|2 = SNRγb , |c|2 = SNRγc , γa ≤ 0, γb ≤ 0, γc ≤ 0.
With this choice, we proceed to lower bound I (X;Y ).
I (X;Y ) = h (Y )− h (Y |X) (141)
h (Y ) = h (GX +W ) (142)
≥ h (GX) (143)
= h
 g11 g12
g21 g22
 a 0 0 . . 0
η c 0 . . 0
Q
 . (144)
Now
 g11 g12
g21 g22
 a 0 0 . . 0
η c 0 . . 0

=
 ag11 + ηg12 cg12 0 . . 0
ag21 + ηg22 cg22 0 . . 0
 (145)
=

√
|ag11 + ηg12|2 + |cg12|2 0 0 . . 0
(ag21+ηg22)(ag11+ηg12)
∗+|c|2g22g∗12√
|ag11+ηg12|2+|cg12|2
(ag21+ηg22)cg12−cg22(ag11+ηg12)√
|ag11+ηg12|2+|cg12|2
0 . . 0
Φ, (146)
where in the last step, we performed an LQ transformation and Φ is unitary. Hence due to the
property of isotropic unitary matrices and steps similar to (51) to (54) in Section IV-D, we get:
h (GX)
(i)
= h
(√
|ag11 + ηg12|2 + |cg12|2q1(T )
)
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+ h
(ag21 + ηg22) (ag11 + ηg12)∗ + |c|2 g22g∗12√
|ag11 + ηg12|2 + |cg12|2
,
ac (g12g21 − g11g22)√
|ag11 + ηg12|2 + |cg12|2
q
(T−1)
2
∣∣∣∣∣∣ ξ11

(ii)
= h
(√
|ag11 + ηg12|2 + |cg12|2q1(T )
)
− TE [log (|ag11 + ηg12|2 + |cg12|2)]
+ h
([
(ag21 + ηg22) (ag11 + ηg12)
∗ + |c|2 g22g∗12, ac (g12g21 − g11g22) q(T−1)2
] ∣∣∣∣∣ ξ11
)
︸ ︷︷ ︸
α
,
(147)
where q1(i) denotes an i dimensional isotropically distributed random unit vector and ξ11 =√
|ag11 + ηg12|2 + |cg12|2. The step (i) involved the simplification (ag21 + ηg22) cg12−cg22 (ag11 + ηg12) =
ac (g12g21 − g11g22) and the step (i) involved moving
√
|ag11 + ηg12|2 + |cg12|2 from the denom-
inator. Now
α
= h
(
ac (g12g21 − g11g22) q(T−1)2
∣∣∣ ξ11)
+ h
(
(ag21 + ηg22) (ag11 + ηg12)
∗
+ |c|2 g22g∗12
∣∣∣ ac (g12g21 − g11g22) q(T−1)2 , ξ11)
(i)
≥ +h
(
|ac (g12g21 − g11g22)|2
∣∣∣ ξ11)+ (T − 2)E [log (|ac (g12g21 − g11g22)|2)]+ log( piT−1
Γ (T − 1)
)
+ h
(
(ag21 + ηg22) (ag11 + ηg12)
∗
+ |c|2 g22g∗12
∣∣∣ ac (g12g21 − g11g22) , q(T−1)2 , ξ11)
(ii)
= h
(
ac (g12g21 − g11g22)
∣∣∣ ξ11)− log (pi) + (T − 2)E [log (|ac (g12g21 − g11g22)|2)]
+ log
(
piT−1
Γ (T − 1)
)
+ h
(
(ag21 + ηg22) (ag11 + ηg12)
∗
+ |c|2 g22g∗12
∣∣∣ ac (g12g21 − g11g22) , ξ11)
(iii)
= (T − 2)E
[
log
(
|acg12g21 − acg11g22|2
)]
+ log
(
piT−2
Γ (T − 1)
)
+ 2E
[
log
(
|ag11 + ηg12|2 + |cg12|2
)]
h
 (ag21 + ηg22) (ag11 + ηg12)∗ + |c|2 g22g∗12√
|ag11 + ηg12|2 + |cg12|2
,
ac (g12g21 − g11g22)√
|ag11 + ηg12|2 + |cg12|2
∣∣∣∣∣∣ ξ11

(iv)
≥ (T − 2)E
[
log
(
|acg12g21 − acg11g22|2
)]
+ log
(
piT−2
Γ (T − 1)
)
+ 2E
[
log
(
|ag11 + ηg12|2 + |cg12|2
)]
h
 (ag21 + ηg22) (ag11 + ηg12)∗ + |c|2 g22g∗12√
|ag11 + ηg12|2 + |cg12|2
,
(ag21 + ηg22) cg12 − cg22 (ag11 + ηg12)√
|ag11 + ηg12|2 + |cg12|2
∣∣∣∣∣∣ ag11 + ηg12, g12

(v)
= (T − 2)E
[
log
(
|acg12g21 − acg11g22|2
)]
+ log
(
piT−2
Γ (T − 1)
)
+ 2E
[
log
(
|ag11 + ηg12|2 + |cg12|2
)]
+ h
([
ag21 + ηg22 cg22
] ∣∣∣ ag11 + ηg12, g12) , (148)
where (i) is using Lemma 13 on page 17 for the first term and the fact that conditioning reduces
entropy for the second term, (ii) is using Lemma 13 on h (ac (g12g21 − g11g22)| ξ11). Note that
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with θ ∼ Unif [0, 2pi] independent of other random variables, ac (g12g21 − g11g22) eiθ
∣∣ ξ11 and
ac (g12g21 − g11g22)| ξ11 have the same distribution; eiθ is the unitary distribution in one dimen-
sion; hence Lemma 13 can be applied. The step (iii) is using ξ11 =
√
|ag11 + ηg12|2 + |cg12|2
and rearranging the terms, (iv) is because conditioning reduces entropy and (v) is by a unitary
transformation on the last term. Hence by substituting (148) in (147), we have
h (GX)
≥ h
(√
|ag11 + ηg12|2 + |cg12|2q1(T )
)
− (T − 2)E [log (|ag11 + ηg12|2 + |cg12|2)]
+ log
(
piT−2
Γ (T − 1)
)
+ (T − 2)E [log (|acg12g21 − acg11g22|2)]
+ h
([
ag21 + ηg22 cg22
] ∣∣∣ ag11 + ηg12, g12) (149)
(i)
= h
(|ag11 + ηg12|2 + |cg12|2)+ E [log (|ag11 + ηg12|2 + |cg12|2)]+ log( piT−2
Γ (T − 1)
)
+ log
(
piT
Γ (T )
)
+ (T − 2)E [log (|acg12g21 − acg11g22|2)]
+ h
([
ag21 + ηg22 cg22
] ∣∣∣ ag11 + ηg12, g12) , (150)
where (i) is using Lemma 13 on h
(√
|ag11 + ηg12|2 + |cg12|2q1(T )
)
. Also
h
([
ag21 + ηg22 cg22
] ∣∣∣ ag11 + ηg12, g12) = h (cg22) + h (ag21 + ηg22| ag11 + ηg12, g12, g22) .
(151)
Using η ∼ CN (0, |b|2), we have
h
(
ag21 + ηg22
∣∣∣ ag11 + ηg12, g12, g22)
= h
(
ag21 + ηg22, ag11 + ηg12
∣∣∣ g12, g22)− h(ag11 + ηg12∣∣∣ g12, g22) (152)
= E
log
∣∣∣∣∣∣ |a|
2 ρ221 + |b|2 |g22|2 |b|2 g22g∗12
|b|2 g∗22g12 |a|2 ρ211 + |b|2 |g12|2
∣∣∣∣∣∣

− E [log (|a|2 ρ211 + |b|2 |g12|2)]+ log (pie) (153)
(i)
≥ log (|a|4 SNRγ11+γ21 + |a|2 |b|2 SNRγ12+γ21 + |a|2 |b|2 SNRγ11+γ22)
− log (|a|2 SNRγ11 + |b|2 SNRγ12)+ log (pie)− 2γE log (e) , (154)
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where (i) is using Fact 9 from page 16 on |g22|2 and |g12|2. Now substituting (154) and (151)
in (150) we get
h (GX) ≥ h (|ag11 + ηg12|2 + |cg12|2)+ E [log (|ag11 + ηg12|2 + |cg12|2)]+ log( piT−2
Γ (T − 1)
)
+ log
(
piT
Γ (T )
)
+ (T − 2)E [log (|acg12g21 − acg11g22|2)]+ h (cg22)
+ log
(|a|4 SNRγ11+γ21 + |a|2 |b|2 SNRγ12+γ21 + |a|2 |b|2 SNRγ11+γ22)
− log (|a|2 SNRγ11 + |b|2 SNRγ12)+ log (pie)− 2γE log (e) . (155)
Now we use our choice η ∼ CN (0, |b|2), |a|2 = SNR−γa , |b|2 = SNR−γb , |c|2 = SNR−γc , γa ≥
0, γb ≥ 0, γc ≥ 0. We then have
h
(|ag11 + ηg12|2 + |cg12|2)
(i)
≥ max (h (|ag11 + ηg12|2) , h (|cg12|2)) (156)
≥ max
(
h
(
|ag11 + ηg12|2
∣∣∣ g12) , h (|cg12|2)) (157)
(ii).
= max
(
E
[
log
(
SNR−γa+γ11 + SNR−γb |g12|2
)]
, log
(
SNR−γc+γ12
))
(158)
.
= max
(
log
(
SNR−γa+γ11 + SNR−γb+γ12
)
, log
(
SNR−γc+γ12
))
, (159)
where (i) is using the fact that conditioning reduces entropy, (ii) is using the property of
exponential distributions and (iii) is using Fact 9. Hence
lim
SNR→∞
h
(|ag11 + ηg12|2 + |cg12|2) / log (SNR) ≥ max (−γa + γ11,−γb + γ12,−γc + γ12) .
Now
E
[
log
(|ag11 + ηg12|2 + |cg12|2)]
≥ max (E [log (|ag11 + ηg12|2)] ,E [log (|cg12|2)]) (160)
(i).
= max
(
log
(
SNR−γa+γ11 + SNRγb+γ12
)
, log
(
SNR−γc+γ12
))
, (161)
where (i) is using Fact 9. Also
E
[
log
(|acg12g21 − acg11g22|2)] .= log (SNR−γa−γc+γ12+γ21 + SNR−γa−γc+γ11+γ22) (162)
using Fact 9 repeatedly. Similarly evaluating other terms in 155, we get
lim
SNR→∞
h (GX)
log (SNR)
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≥ 2 max (−γa + γ11,−γb + γ12,−γc + γ12)
+ (T − 2) (−γa − γc + max (γ12 + γ21, γ11 + γ22))− γc + γ22
+ max (−2γa + γ11 + γ21,−γa − γb + γ12 + γ21,−γa − γb + γ11 + γ22)
−max (−γa + γ11,−γb + γ12) . (163)
Also using (24), (28) we have
h (Y |X)
= E
[
log
(|a|2 ρ211 + |η|2 ρ212 + |c|2 ρ212 + |a|2 |c|2 ρ211ρ212 + 1)]
+ E
[
log
(|a|2 ρ221 + |η|2 ρ222 + |c|2 ρ222 + |a|2 |c|2 ρ221ρ222 + 1)]
+ 2T log (pie) . (164)
Now since η ∼ CN (0, |b|2) and |a|2 = SNR−γa , |b|2 = SNR−γb , |c|2 = SNR−γc and Fact 9, we
get
h (Y |X)
.
= log
(|a|2 ρ211 + |b|2 ρ212 + |c|2 ρ212 + |a|2 |c|2 ρ211ρ212 + 1)
+ log
(|a|2 ρ221 + |b|2 ρ222 + |c|2 ρ222 + |a|2 |c|2 ρ221ρ222 + 1) (165)
and hence
lim
SNR→∞
h (Y |X)
log (SNR)
.
= max (−γa + γ11,−γb + γ12,−γc + γ12,−γa − γc + γ11 + γ12, 0)
+ max (−γa + γ21,−γb + γ22,−γc + γ22,−γa − γc + γ21 + γ22, 0) . (166)
Using (163), (166) with γa = 0, γc = 0, γb = 0, γ11 = γ22 = γD > γCL = γ12 = γ21 we get
lim
SNR→∞
h (GX)
log (SNR)
≥ 2TγD, (167)
and
lim
SNR→∞
h (Y |X)
log (SNR)
= 2 (γD + γCL) . (168)
Hence we have
lim
SNR→∞
1
T
I (X;Y )
log (SNR)
≥ 2
((
1− 1
T
)
γD − 1
T
γCL
)
(169)
47
achievable. Also with γa = 0, γc = γCL, γb = 0, γ11 = γ22 = γD > γCL = γ12 = γ21 in (163),
(166) we get
lim
SNR→∞
h (GX)
log (SNR)
≥ 2γD + (T − 1) (2γD − γCL) (170)
and
lim
SNR→∞
h (Y |X)
log (SNR)
= 2γD. (171)
Hence for T = 2
lim
SNR→∞
1
2
I (X;Y )
log (SNR)
≥
(
γD − 1
2
γCL
)
(172)
is achievable. Hence the outer bounds for all regimes of T from Table I are achievable.
APPENDIX E
GAUSSIAN CODEBOOKS FOR ASYMMETRIC MIMO
Here we prove Theorem 8 for an M ×M MIMO (Figure 8) with coherence time T > M and
with exponents γD in direct links and γCL in crosslinks (γD > γCL). We consider i.i.d. Gaussian
codebooks across antennas and time periods and prove that a gDoF of M
((
1− 1
T
)
γD − M−1T γCL
)
is achievable. Using Gaussian codebooks, the rate R ≥ I (GX +W ;X) is achievable, where
X =

X11 · · · X1T
...
...
XM1 · · · XMT
 = [ X1 . . . XT ] , (173)
Xi = Tran
[
X1i . . . XMi
]
(174)
with all of the elements of the M × T matrix X being i.i.d. CN (0, 1) and W being an M × T
matrix with i.i.d. CN (0, 1) noise elements. The channel matrix
G =

g11 g12 . g1M
g21 g22 . .
. . . .
gM1 . . gMM
 (175)
has independent elements with gii ∼ CN (0, SNRγD) and rest of the elements distributed accord-
ing to CN (0, SNRγCL). We will show that the mutual information satisfies
I (GX +W ;X)
.≥M ((T − 1) γD − (M − 1) γCL) log (SNR) . (176)
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We have
I (GX +W ;X) = h (GX +W )− h
(
GX +W
∣∣∣X) (177)
≥ h
(
GX +W
∣∣∣G)
− h
(
GX +W
∣∣∣X) . (178)
Now
h
(
GX +W
∣∣∣G)
(i)
≥ h (GX|G,W ) (179)
= h (GX|G) (180)
(ii)
= T × h (GX1∣∣G) (181)
(iii)
= TE
[
log
(|det (pieG)|2)] (182)
(iv).
= TMγD log (SNR) , (183)
where (i) is using the fact that conditioning reduces entropy and conditioning on W , (ii) is
using the structure of X from (173) and the fact that elements Xij are i.i.d. Gaussian, (iii) is
again using the fact that Xij are i.i.d. Gaussian and (iv) is by repeated application of Fact 9
on page 16, Tower property of expectation on Gaussian distributed gij and the structure of the
determinant involved. Now we will show that
h
(
GX +W
∣∣∣X) .≤M (γD log (SNR) + (M − 1) γCL log (SNR)) (184)
and will complete the proof.
h
(
GX +W
∣∣∣X)
(i)
.≤
∑
i
h
([
gi1 gi2 . giM
]
X +Wi
∣∣∣X) (185)
(ii)
= Mh
([
g11 g12 . g1M
]
X +W1
∣∣∣X) , (186)
where (i) is using the fact that conditioning reduces entropy and Wi is a 1×T vector with i.i.d.
CN (0, 1) elements, (ii) is by symmetry of the channel with gii ∼ CN (0, SNRγD) and rest of
the gij distributed according to CN (0, SNRγCL) and the i.i.d. nature of Xij . Now we will show
that
h
([
g11 g12 . g1M
]
X +W1
∣∣∣X) .≤ γD log (SNR) + (M − 1) γCL log (SNR) (187)
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and will complete the proof. Let us denote
[
w11 w12 . w1T
]
= W1, g1 =
[
g11 g12 . g1M
]
.
We have
h
(
g1X +W1
∣∣X)
≤ h (g1X1 + w11∣∣X)
+
M∑
i=2
h
(
g1Xi + w1i
∣∣X, g1X1 + w11)
+
T∑
i=M+1
h
(
g1Xi + w1i
∣∣X,{g1Xk + w1k}Mk=1) . (188)
Now for the first term in (188), we have
h
(
g1X1 + w11
∣∣X) = h( M∑
j=1
gj1Xj1 + w11
∣∣∣∣∣Xj1
)
.≤ γD log (SNR) (189)
using maximum entropy results and since γD ≥ γCL. Now consider the second term in (188),
h
(
g1Xi + w1i
∣∣X, g1X1 + w11) . In g1 = [ g11 g12 . g1M ], only g11 has SNR exponent γD
and it can be removed due to the conditioning as follows:
h
(
g1Xi + w1i
∣∣X, g1X1 + w11)
(i)
≤ h
g1

0
X11X2i −X1iX21
.
X11XMi −X1iXM1
+X11w1i −X1iw11
∣∣∣∣∣∣∣∣∣∣∣
X
− E [log (|X11|)] (190)
= E
[
log
(
pie
(
ρ2CL
M∑
j=2
|X11Xji −X1iXj1|2 + |X11|2 + |X1i|2
))]
− E [log (|X11|)] (191)
(ii).
= γCL log (SNR) , (192)
where (i) is by multiplying g1Xi +w1i with X11 and subtracting X1i
(
g1X1 + w11
)
from it and
using the fact that conditioning reduces entropy, and (ii) is by repeated application of Fact 9
and Tower property of expectation on Gaussian distributed Xij .
Now consider the last term in (188)
h
(
g1Xi + w1i
∣∣∣∣X,{g1Xk + w1k}Mk=1) .
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This term would not have any gDoF since all the SNR exponents from g1 =
[
g11 g12 . g1M
]
can be canceled due to availability of M linear equations in the conditioning. Let
XM×M =

X11 . . . X1M
...
...
XM1 . . . XMM
 , w1 = [ w11 . . . w1M ] .
In the conditioning, g1XM×M + w1 and XM×M are available. Let Adj (XM×M) be the adjoint
of XM×M and det (XM×M) be the determinant of XM×M . Hence the term g1det (XM×M)Xi +
w1Adj (XM×M)Xi is available in the conditioning. The M linear equations in the conditioning
can cancel off the gDoF contribution from g1 =
[
g11 g12 . g1M
]
only if det (XM×M) is
non-zero. Since X is Gaussian i.i.d., this is true almost surely. We handle this more precisely
in the following steps:
h
(
g1Xi + w1i
∣∣∣∣X,{g1Xk + w1k}Mk=1) (193)
(i)
≤ h
(
g1Xi + w1i
∣∣∣∣X, g1det (XM×M)Xi + w1Adj (XM×M)Xi) (194)
(ii)
= h
(
g1det (XM×M)Xi + det (XM×M)w1i
∣∣∣∣X, g1det (XM×M)Xi + w1Adj (XM×M)Xi)
− E [log (|det (XM×M)|)] (195)
(iii)
≤ h
(
w1idet (XM×M)− w1Adj (XM×M)Xi
∣∣∣∣X)
− E [log (det (XM×M))] (196)
(iv)
.≤ h
(
w1idet (XM×M)− w1Adj (XM×M)Xi
∣∣∣∣X) (197)
(v)
= log
(
E
[
|det (XM×M)|2 +
∥∥Adj (XM×M)Xi∥∥2])+ log (pie) (198)
(vi)
.≤ 0, (199)
where (i) is using the availability of g1det (XM×M)Xi + w1Adj (XM×M)Xi in conditioning
and using the fact that conditioning reduces entropy, (ii) is by multiplying with det (XM×M)
and compensating with −E [log (|det (XM×M)|)] since det (XM×M) is known from the values
in conditioning, (iii) is by subtracting the term available from conditioning and using the fact
that conditioning reduces entropy, (iv) is because E [log (|det (XM×M)|)] is finite by repeated
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application of Fact 9 and the Tower property of expectation on Gaussian distributed Xij , (v) is
because w1k ∼ CN (0, 1) i.i.d. and i > M and (vi) is because Xij ∼ CN (0, 1) i.i.d.
Now by substituting (199), (192) and (189) in (188), we get the desired result.
APPENDIX F
OUTER BOUND FOR MISO WITH T < M
Here we prove the gDoF outer bound given in Theorem 6 for the M × 1 MISO system with
1 < T < M . The steps follow similar to the case with T ≥M , given in Section IV-C. We have
the structure of input distribution as X = LQ with
L =

x11 0 0
. . 0 0
. . . 0
. . . xTT
. . . .
xM1 . . xMT

. (200)
For the channel we have, G =
[
g11 . . g1M
]
, g1i ∼ CN (0, ρ21i), ρ21i = SNRγ1i , Y =
GX + W , where W is a 1 × T vector with i.i.d. CN (0, 1) components. We assume ρ211 ≥ ρ21i
without loss of generality. Now note that WQ has the same distribution as W and is independent
of Q (using the fact that W is isotropically distributed). Hence
Y = (GL+W )Q (201)
=
[ (
w11 +
∑M
i=1 xi1g1i
) (
w12 +
∑M
i=2 xi2g1i
)
. .
(
w1T +
∑M
i=T xi2g1i
) ]
Q. (202)
Now using Lemma 13 from page 17, we get
h (Y ) = h
 T∑
j=1
∣∣∣∣∣w1j +
M∑
i=j
xijg1i
∣∣∣∣∣
2

+ (T − 1)E
log
 T∑
j=1
∣∣∣∣∣w1j +
M∑
i=j
xijg1i
∣∣∣∣∣
2
+ log( piT
Γ (T )
)
(203)
(i)
≤ h
 T∑
j=1
∣∣∣∣∣w1j +
M∑
i=j
xijg1i
∣∣∣∣∣
2

+ (T − 1)E
[
log
(
T∑
j=1
(
1 +
M∑
i=j
|xij|2 ρ2ij
))]
+ log
(
piT
Γ (T )
)
(204)
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(ii)
≤ h
 T∑
j=1
∣∣∣∣∣w1j +
M∑
i=j
xijg1i
∣∣∣∣∣
2

+ (T − 1)E
log
 M∑
i=1
ρ21i
min(i,T )∑
j=1
|xij|2
+ T
+ log( piT
Γ (T )
)
, (205)
where (i) is using the Tower property of expectation and Jensen’s inequality and (ii) is using∑T
j=1
∑M
i=j |xij|2 ρ21i =
∑M
i=1
∑min(i,T )
j=1 |xij|2 ρ21i. Now using (28), we have
h (Y |X) = E [log (det (L†diag (ρ211, . . . , ρ21M)L+ IT ))]
+ (T ) log (pie) (206)
= E
[
log
(
M∏
i=1
(1 + ωi)
)]
+ T log (pie) , (207)
where ωi are the eigenvalues of L†diag (ρ211, . . . , ρ
2
1M)L. Hence
h (Y |X) = E
[
log
(
M∏
i=1
(1 + ωi)
)]
+ T log (pie) (208)
≥ E
[
log
(
1 +
∑
ωi
)]
+ T log (pie) . (209)
The last step is true because ωi ≥ 0. Now∑
ωi = Trace
(
L†diag
(
ρ211, . . . , ρ
2
1M
)
L
)
= Trace
(
diag
(
ρ211, . . . , ρ
2
1M
)
LL†
)
=
M∑
i=1
ρ21i
min(i,T )∑
j=1
|xij|2
 . (210)
Hence
h (Y |X) ≥ E
log
1 + M∑
i=1
ρ21i
min(i,T )∑
j=1
|xij|2
+ T log (pie) . (211)
Hence
I (X;Y ) ≤ h
 M∑
j=1
∣∣∣∣∣w1j +
M∑
i=j
xijg1i
∣∣∣∣∣
2
+
T∑
i=M+1
|w1i|2

+ (T − 2)E
[
log
(
M∑
i=1
ρ21i
(
i∑
j=1
|xij|2
)
+ T
)]
+ log
(
piT
Γ (T )
)
− T log (pie) (212)
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.≤ (T − 1) log
(
M∑
i=1
ρ21iMT + T
)
, (213)
where the last step was using maximum entropy result and Jensen’s inequality. Hence
limsup
SNR→∞
I (X;Y )
log (SNR)
≤ (T − 1) γ11. (214)
APPENDIX G
PROOF OF LEMMA 18
Here we prove that h
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
∑T
i=3 |w1i|2
)
and
E
[
log
(|a|2 ρ211 + (|b|2 + |c|2) ρ212 + 1)]
have the same gDoF. For this, consider the point to point channel
C1 : V = |ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2 (215)
with inputs a, b, c and power constraint T . Its capacity is given by
C1 = max
p(a,b,c);E[|a|2+|b|2+|c|2]≤T
{
h
((
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
))
−h
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
∣∣∣∣∣ a, b, c
)}
.
(216)
From [7, (32)] we have
I (U ;V ) ≤ E [log (V )]− h (V |U) + log (Γ (α))
+ α (1 + log (E [V ])− E [log (V )])− α log (α) (217)
for any α > 0 for channels whose output V takes values in R+. We will use this result to bound
I (U ;V ) for any input distribution p (a, b, c) ;E
[|a|2 + |b|2 + |c|2] ≤ T for the channel C1 with
U = (a, b, c) as input. Now
h (V |U)
= h
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
∣∣∣∣∣ a, b, c
)
(218)
(i)
≤ E
[
log
(
eE
[
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
∣∣∣∣∣ a, b, c
])]
(219)
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(ii)
= E
[
log
(
e
((
ρ211 |a|2 + ρ212 |b|2 + 1
)
+
(
ρ212 |c|2 + 1
)
+ (T − 2)))] (220)
= E
[
log
(
ρ211 |a|2 + ρ212 |b|2 + ρ212 |c|2 + T
)]
+ log (e) , (221)
where (i) was using the definition of conditional entropy and the fact that exponential distribution
has the maximum entropy among positive random variables with a given mean, (ii) was using
the fact that given (a, b, c), ag11 + bg12 + w11, cg12 + w12 are sums of independent Gaussians.
Note that
E [log (V )] = E
[
E
[
log
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
∣∣∣∣∣ a, b, c
)]]
≤ E [log (ρ211 |a|2 + ρ212 |b|2 + ρ212 |c|2 + T)] (222)
using Jensen’s inequality. Also
E [log (V )] = E
[
E
[
log
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
∣∣∣∣∣ a, b, c
)]]
≥ E [log (ρ211 |a|2 + ρ212 |b|2 + ρ212 |c|2 + T)]− 3γE log (e) (223)
by using Fact 9 on page 16 for exponentially distributed |agrd2 + bgrd1 + wd1|2 , |cgrd1 + wd2|2
(for given a, b, c) and Fact 10 for chi-squared distributed
∑T
i=3 |wdi|2.
Claim 23. The term E [log (V )] − h (V |U) is upper bounded by log (3 + T ) + 7
2
log (e)
independent of SNR.
Proof: It suffices to show that for any constant (a′, b′, c′), E
[
log (V )
∣∣∣∣U = (a′, b′, c′)] −
h
(
V
∣∣∣∣U = (a′, b′, c′)) ≤ log (3 + T ) + 72 log (e) independent of a′, b′, c′ and SNR.
E
[
log (V )
∣∣∣∣U = (a′, b′, c′)]− h(V ∣∣∣∣U = (a′, b′, c′))
= E
[
log
(
|a′g11 + b′g12 + w11|2 + |c′g12 + w12|2 +
T∑
i=3
|w1i|2
)]
− h
(
|a′g11 + b′g12 + w11|2 + |c′g12 + w12|2 +
T∑
i=3
|w1i|2
)
(224)
(i)
≤ log
(
E
[
|a′g11 + b′g12 + w11|2 + |c′g12 + w12|2 +
T∑
i=3
|w1i|2
])
− h
(
|a′g11 + b′g12 + w11|2 + |c′g12 + w12|2
)
(225)
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(ii)
= log
(
ρ211 |a′|2 + ρ212 |b′|2 + ρ212 |c′|2 + T
)
− h
(
|a′ρ11η11 + b′ρ12η12 + w11|2 + |c′ρ12η12 + w12|2
)
, (226)
where (i) is using Jensen’s inequality and the fact that conditioning reduces entropy to remove∑T
i=3 |wdi|2 in the negative term; (ii) is using the fact that a′g11 + b′g12 + w11, c′g12 + w12 are
sums of independent Gaussians. We also introduced ηij ∼ CN (0, 1) in (ii) so that gij = ρijηij .
Consider the case when 1 ≤ max (|a′ρ11| , |b′ρ12| , |c′ρ12|). Assume 1 ≤ |b′ρ12| =
max (|a′ρ11| , |b′ρ12| , |c′ρ12|)
E
[
log (V )
∣∣∣∣U = (a′, b′, c′)]− h(V ∣∣∣∣U = (a′, b′, c′))
≤ log
(
ρ211 |a′|2 + ρ212 |b′|2 + ρ212 |c′|2 + T
)
− log
(
ρ212 |b′|2
)
− h
(∣∣∣∣a′ρ11b′ρ12 η11 + η12 + w11b′ρ12
∣∣∣∣2 + ∣∣∣∣c′b′η12 + w12b′ρ12
∣∣∣∣2
)
. (227)
Now using the result from Appendix I to lower bound the entropy of sum of norm-squared of
Gaussian vectors, we have
h
(∣∣∣∣a′ρ11b′ρ12 η11 + η12 + w11b′ρ12
∣∣∣∣2 + ∣∣∣∣c′b′η12 + w12b′ρ12
∣∣∣∣2
)
≥ h
(∣∣∣∣a′ρ11b′ρ12 η11 + η12 + w11b′ρ12
∣∣∣∣2 + ∣∣∣∣c′b′η12 + w12b′ρ12
∣∣∣∣2
∣∣∣∣∣ η11
)
≥ −7
2
log (e) . (228)
Hence we get
E
[
log (V )
∣∣∣∣U = (a′, b′, c′)]− h(V ∣∣∣∣U = (a′, b′, c′))
≤ log
(
ρ211 |a′|2 + ρ212 |b′|2 + ρ212 |c′|2 + T
)
− log
(
ρ212 |b′|2
)
+
7
2
log (e) (229)
(i)
≤ log (3 + T ) + 7
2
log (e) , (230)
where in step (i) we used 1 ≤ |b′ρ12| ≤ max (|a′ρ11| , |b′ρ12| , |c′ρ12|).
Similarly for other cases 1 ≤ |a′ρ11| = max (|a′ρ11| , |b′ρ12| , |c′ρ12|) and 1 ≤
|c′ρ12| = max (|a′ρ11| , |b′ρ12| , |c′ρ12|), we can show that E
[
log (V )
∣∣∣∣U = (a′, b′, c′)] −
h
(
V
∣∣∣∣U = (a′, b′, c′)) is upper bounded by log (3 + T ) + 72 log (e).
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Now if 1 > max (|a′ρ11| , |b′ρ12| , |c′ρ12|)
E
[
log (V )
∣∣∣∣U = (a′, b′, c′)]−h(V ∣∣∣∣U = (a′, b′, c′))
≤ log
(
ρ211 |a′|2 + ρ212 |b′|2 + ρ212 |c′|2 + T
)
− h
(
|a′ρ11η11 + b′ρ12η12 + w11|2 + |c′ρ12η12 + w12|2
)
(231)
(i)
≤ log (3 + T )− h
(
|a′ρ11η11 + b′ρ12η12 + w11|2 + |c′ρ12η12 + w12|2
∣∣∣∣∣ η11, η12, w12
)
(232)
= log (3 + T )− h
(
|a′ρ11η11 + b′ρ12η12 + w11|2
∣∣∣ η11, η12) (233)
(ii)
≤ log (3 + T ) + 7
2
log (e) , (234)
where in step (i) we used the fact 1 > max (|a′ρ11| , |b′ρ12| , |c′ρ12|) and the fact that
conditioning reduces entropy, in step (ii) we used the result from Appendix I to lower bound
h
( |a′ρ11η11 + b′ρ12η12 + w11|2∣∣ η11, η12) .
Using (221), (222), (223) and using Claim 23, we get
E [log (V )] .= E
[
log
(
ρ211 |a|2 + ρ212 |b|2 + ρ212 |c|2 + T
)]
.
= h
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
∣∣∣∣∣ a, b, c
)
= h
(
V
∣∣∣U) (235)
and the above approximation is tight within a constant independent of SNR. Hence it follows
that
C1
.
= max
p(a,b,c);E[|a|2+|b|2+|c|2]≤T
{
h
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
)
−E [log (ρ211 |a|2 + ρ212 |b|2 + ρ212 |c|2 + T)]} (236)
and the above equality is tight within a constant independent of SNR. Now we shall prove that
limsup
SNR→∞
C1 (SNR)− log (log (SNR)) <∞ (237)
and hence it will prove our claim that h
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
∑T
i=3 |w1i|2
)
and E
[
log
(
ρ211 |a|2 + ρ212 |b|2 + ρ212 |c|2 + T
)]
have the same gDoF.
Now looking at (217) again, if the term log (E [V ]) − E [log (V )] does not approach infinity
with the SNR, then the result follows directly by choosing any fixed α > 0. When log (E [V ])−
E [log (V )] does tend to infinity with SNR, we choose
α∗ = (1 + log (E [V ])− E [log (V )])−1 (238)
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with α∗ ↓ 0 with the SNR and we have log (Γ (α∗)) = log ( 1
α∗
)
+ o (1) and α∗ log (α∗) = o (1)
where o (1) tends to zero as α∗ tends to zero, following [7, (337)]. Hence using (238) and Claim
23 on (217), we get
C1 ≤ log (3 + T ) + 7
2
log (e) + 1 + log
(
1
α∗
)
+ o (1) (239)
= r4 + log
(
1
α∗
)
+ o (1) . (240)
We let r4 = log (3 + T ) + (7/2) log (e) + 1 in the last step. Now
1
α∗
= 1 + log (E [V ])− E [log (V )] (241)
= 1 + log
(
E
[
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
])
− E
[
log
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
)]
(242)
(i)
= 1 + log
(
E
[
ρ211 |a|2 + ρ212 |b|2 + ρ212 |c|2 + T
])
− E
[
log
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
)]
(243)
(ii)
≤ 1 + log (ρ211T + ρ212T + T) (244)
− E
[
log
(
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2
)]
(245)
(iii)
≤ 1 + log (ρ211 + ρ212 + 1)+ log (T )− E [E [ log (|ag11 + bg12 + w11|2 + 0)∣∣ a, b]] (246)
(iv)
≤ 1 + log (ρ211 + ρ212 + 1)+ log (T )− E [log (ρ211 |a|2 + ρ212 |b|2 + 1)]+ γE log (e) (247)
(v)
≤ 1 + log (ρ211 + ρ212 + 1)+ log (T )− 0 + γE log (e) , (248)
where (i) is using the Tower property of expectation and that given (a, b, c), ag11 + bg12 +
w11, cg12 + w12 are sums of independent Gaussians, (ii) is using power constraints on a, b, c,
(iii) is because |cg12 + w12|2 +
∑T
i=3 |w1i|2 > 0 , (iv) is using Fact 9 on page 16 and (v) is
because log
(
ρ211 |a|2 + ρ212 |b|2 + 1
)
> 0. Hence
C1 ≤ r4 + log
(
1 + log
(
ρ211 + ρ
2
12 + ρ
2
12 + 1
)
+ log (T ) + γ log (e)
)
+ o (1) (249)
and the proof is complete.
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APPENDIX H
PROOF OF LEMMA 19
Here we prove that h
(
|ξ22|2
∣∣∣ |ξ11|2) .= h( |ξ22|2 ∣∣∣ |ξ11|2 , a, b, c) with |ξ11|2 , |ξ22|2 defined in
(47), (49) on page 23. The inequality h
(
|ξ22|2
∣∣∣ |ξ11|2 , a, b, c) ≤ E [log (eE [ |ξ22|2 ∣∣∣ a, b, c])]
follows using the maximum entropy result for positive random variables with a given mean. We
now only need to show that I
(
|ξ22|2 ; a, b, c
∣∣∣ |ξ11|2) has zero gDoF. Now
I
(
|ξ22|2 ; a, b, c
∣∣∣ |ξ11|2) ≤ I (|ξ22|2 ; a, b, c, |ξ11|2) .
We will show that I
(|ξ22|2 ; a, b, c, |ξ11|2) has no gDoF. From [7, (32)] we have
I (U ;V ) ≤ E [log (V )]− h (V |U) + log (Γ (α))
+ α (1 + log (E [V ])− E [log (V )])− α log (α) (250)
for any α > 0 for channels whose output V takes values in R+. We will use this result to bound
I
(|ξ22|2 ; a, b, c, |ξ11|2) with U = (a, b, c, |ξ11|2) , V = |ξ22|2 for any distribution of a, b, c with
the power constraint E
[|a|2 + |b|2 + |c|2] ≤ T . The result from [7] can be applied assuming
the channel induced by p
(
|ξ22|2
∣∣∣ a, b, c, |ξ11|2) satisfies the Borel measurability conditions in
[7, Theorem 5.1], i.e., for any given Borel set B ⊂ R+, fB (v) = p
(
B
∣∣∣ v = (a, b, c, |ξ11|2)) is a
Borel measurable function.
Recall that from (47) and (49), we have
|ξ11|2 = |ag11 + bg12 + w11|2 + |cg12 + w12|2 +
T∑
i=3
|w1i|2 ,
|ξ22|2 = |ag21 + bg22 + w21|2 + |cg22 + w22|2 +
T∑
i=3
|w2i|2
−
∣∣∣(ag21 + bg22 + w21) (ag11 + bg12 + w11)∗ + (cg22 + w22) (cg12 + w12)∗ +∑Ti=3w2iw∗1i∣∣∣2
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
∑T
i=3 |w1i|2
.
We first consider log (E [V ])−E [log (V )] = E [log (|ξ22|2)]−h( |ξ22|2 ∣∣∣ a, b, c, |ξ11|2) and show
that it is bounded independent of SNR. Note that we can manipulate |ξ22|2 as
|ξ22|2
=
(
|ag21 + bg22 + w21|2 + |cg22 + w22|2 +
T∑
i=3
|w2i|2
)
59
−
∣∣∣∣∣(ag21 + bg22 + w21)u∗1 + (cg22 + w22)u∗2 +
T∑
i=3
w2iu
∗
i
∣∣∣∣∣
2
(251)
=
∥∥∥∥∥∥∥∥∥∥
[ag21 + bg22 + w21, cg22 + w22, w23, . . . , w2T ]
− [ag21 + bg22 + w21, cg22 + w22, w23, . . . , w2T ]

u∗1
u∗2
.
.
u∗T

[u1, . . . , uT ]
∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
, (252)
where ‖·‖ indicates 2-norm for a vector and (ui) forms a unit norm complex vector
[u1, . . . , uT ] =
[
ag11 + bg12 + w11, cg12 + w12, w13, . . . , w1T
]
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
∑T
i=3 |w1i|2
, (253)
|ξ22|2 =
∣∣∣∣∣ag21 + bg22 + w21 −
(
(ag21 + bg22 + w21)u
∗
1 + (cg22 + w22)u
∗
2 +
T∑
i=3
w2iu
∗
i
)
u1
∣∣∣∣∣
2
+
∣∣∣∣∣cg22 + w22 −
(
(ag21 + bg22 + w21)u
∗
1 + (cg22 + w22)u
∗
2 +
T∑
i=3
w2iu
∗
i
)
u2
∣∣∣∣∣
+
∣∣∣∣∣w23 −
(
(ag21 + bg22 + w21)u
∗
1 + (cg22 + w22)u
∗
2 +
T∑
i=3
w2iu
∗
i
)
u3
∣∣∣∣∣
2
+ . . .
+
∣∣∣∣∣w2T −
(
(ag21 + bg22 + w21)u
∗
1 + (cg22 + w22)u
∗
2 +
T∑
i=3
w2iu
∗
i
)
uT
∣∣∣∣∣
2
(254)
(i)
=
T∑
i=1
∣∣∣∣∣η21κ1i + η22κ2i +
T∑
j=1
w2jκ(j+2)i
∣∣∣∣∣
2
, (255)
where in step (i) ηij are independent CN (0, 1) after the substitution gij = ρijηij , also κij
are functions of a, b, c, ρij, ui obtained after collecting the coefficients of ηij, w2j . Note that
maxi,j (|κij|) ≥ 1. Now
E
[
log
(|ξ22|2)]− h( |ξ22|2 ∣∣∣∣ a, b, c, |ξ11|2)
60
= E
log
 T∑
i=1
∣∣∣∣∣η21κ1i + η22κ2i +
T∑
j=1
w2jκ(j+2)i
∣∣∣∣∣
2

− h
 T∑
i=1
∣∣∣∣∣η21κ1i + η22κ2i +
T∑
j=1
w2jκ(j+2)i
∣∣∣∣∣
2
∣∣∣∣∣∣ a, b, c, |ξ11|2
 (256)
≤ E
log
 T∑
i=1
∣∣∣∣∣η21κ1i + η22κ2i +
T∑
j=1
w2jκ(j+2)i
∣∣∣∣∣
2

− h
 T∑
i=1
∣∣∣∣∣η21κ1i + η22κ2i +
T∑
j=1
w2jκ(j+2)i
∣∣∣∣∣
2
∣∣∣∣∣∣ {κij}
 , (257)
where the last step uses the fact that conditioning reduces entropy and Markovity
(
a, b, c, |ξ11|2
)
({κij})
(∑T
i=1
∣∣∣η21κ1i + η22κ2i +∑Tj=1 w2jκ(j+2)i∣∣∣2). Note that η21, η22, w2j are indepen-
dent of κij . Now it suffices to show that for any given set of constant κ′ij the difference
E
log
 T∑
i=1
∣∣∣∣∣η21κ′1i + η22κ′2i +
T∑
j=1
w2jκ
′
(j+2)i
∣∣∣∣∣
2
−h
 T∑
i=1
∣∣∣∣∣η21κ′1i + η22κ′2i +
T∑
j=1
w2jκ
′
(j+2)i
∣∣∣∣∣
2

is uniformly bounded independent of κ′ij . We will show this by assuming |κ′11| = maxi,j
(∣∣κ′ij∣∣).
This is without loss of generality since ηij, wij are all i.i.d. CN (0, 1). Now
E
log
 T∑
i=1
∣∣∣∣∣η21κ′1i + η22κ′2i +
T∑
j=1
w2jκ
′
(j+2)i
∣∣∣∣∣
2
− h
 T∑
i=1
∣∣∣∣∣η21κ′1i + η22κ′2i +
T∑
j=1
w2jκ
′
(j+2)i
∣∣∣∣∣
2

= E
log
 T∑
i=1
∣∣∣∣∣η21 κ′1iκ′11 + η22 κ
′
2i
κ′11
+
T∑
j=1
w2j
κ′(j+2)i
κ′11
∣∣∣∣∣
2

− h
 T∑
i=1
∣∣∣∣∣η21 κ′1iκ′11 + η22 κ
′
2i
κ′11
+
T∑
j=1
w2j
κ′(j+2)i
κ′11
∣∣∣∣∣
2
 (258)
(i)
≤ log
 T∑
i=1
E
∣∣∣∣∣η21 κ′1iκ′11 + η22 κ
′
2i
κ′11
+
T∑
j=1
w2j
κ′(j+2)i
κ′11
∣∣∣∣∣
2

− h
 T∑
i=1
∣∣∣∣∣η21 κ′1iκ′11 + η22 κ
′
2i
κ′11
+
T∑
j=1
w2j
κ′(j+2)i
κ′11
∣∣∣∣∣
2
 (259)
(ii)
= log
 T∑
i=1
∣∣∣∣κ′1iκ′11
∣∣∣∣2 + ∣∣∣∣κ′2iκ′11
∣∣∣∣2 + T∑
j=1
∣∣∣∣∣κ
′
(j+2)i
κ′11
∣∣∣∣∣
2

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− h
 T∑
i=1
∣∣∣∣∣η21 κ′1iκ′11 + η22 κ
′
2i
κ′11
+
T∑
j=1
w2j
κ′(j+2)i
κ′11
∣∣∣∣∣
2
 (260)
(iii)
≤ log (T (T + 2))− h
 T∑
i=1
∣∣∣∣∣η21 κ′1iκ′11 + η22 κ
′
2i
κ′11
+
T∑
j=1
w2j
κ′(j+2)i
κ′11
∣∣∣∣∣
2
 (261)
(iv)
≤ log (T (T + 2))− h
 T∑
i=1
∣∣∣∣∣η21 κ′1iκ′11 + η22 κ
′
2i
κ′11
+
T∑
j=1
w2j
κ′(j+2)i
κ′11
∣∣∣∣∣
2
∣∣∣∣∣∣ η22, w2j
 (262)
(v)
≤ log (T (T + 2)) + 7
2
log (e) , (263)
where (i) is using Jensen’s inequality, (ii) is using the fact that η21
κ′1i
κ′11
+η22
κ′2i
κ′11
+
∑T
j=1w2j
κ′
(j+2)i
κ′11
is Complex Gaussian, (iii) is because |κ
′
ij|
|κ′11| ≤ 1 since |κ
′
11| = maxi,j
(∣∣κ′ij∣∣) (note that
maxi,j (|κ′ij|) ≥ 1 for a valid set of κ′ij , due to the way κij is defined), (iv) is because
conditioning reduces entropy and (v) is by invoking the result from Appendix I.
Now if the term log (E [V ]) − E [log (V )] does not approach infinity with the SNR then the
desired result follows directly by choosing any fixed α > 0. When log (E [V ])−E [log (V )] does
tend to infinity with SNR, following [7, (336)] we choose
α∗ = (1 + log (E [V ])− E [log (V )])−1 (264)
with α∗ ↓ 0 with the SNR and we have log (Γ (α∗)) = log ( 1
α∗
)
+ o (1) and α∗ log (α∗) = o (1)
where o (1) tends to zero as α∗ tends to zero, following [7, (337)]. Hence we have
I
(|ξ22|2 ; a, b, c, |ξ11|2) ≤ (log (T (T + 2)) + 7
2
log (e)
)
+ 1 + log
(
1
α∗
)
+ o (1) , (265)
1
α∗
= 1 + log
(
E
[|ξ22|2])− E [log (|ξ22|2)] . (266)
Now
|ξ22|2 ≤ |ag21 + bg22 + w21|2 + |cg22 + w22|2 +
T∑
i=3
|w2i|2 (267)
due to the LQ transformation on (44). Hence
E
[|ξ22|2] (i)≤ E [(ρ221 |a|2 + ρ222 (|b|2 + |c|2)+ T)] , (268)
log
(
E
[|ξ22|2]) (ii)≤ log (ρ221 + ρ222 + 1)+ log (T ) , (269)
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where (i) is using the fact that given (a, b, c), ag21+bg22+w21,cg22+w22 are sums of independent
Gaussians and (ii) is using the power constraint on a, b, c. Hence we have
1
α∗
≤ 1 + log (ρ221 + ρ222 + 1)+ log (T )− E [log (|ξ22|2)] . (270)
Now we lower bound E
[
log
(|ξ22|2)]. Note that
|ξ22|2 = |ag21 + bg22 + w21|2 + |cg22 + w22|2 +
T∑
i=3
|w2i|2 (271)
−
∣∣∣(ag21 + bg22 + w21) (ag11 + bg12 + w11)∗ + (cg22 + w22) (cg12 + w12)∗ +∑Ti=3w2iw∗1i∣∣∣2
|ag11 + bg12 + w11|2 + |cg12 + w12|2 +
∑T
i=3 |w1i|2
(272)
is the magnitude squared of the projection of the Complex vector[
(ag21 + bg22 + w21) , (cg22 + w22) , w23, . . . , w2T
]
onto the subspace orthogonal to the Complex vector[
(ag11 + bg12 + w11) , (cg12 + w12) , w13, . . . , w1T
]
.
Note that [(cg12 + w12)
∗ ,− (ag11 + bg12 + w11)∗ , 0, . . . , 0] is orthogonal to[
(ag11 + bg12 + w11) , (cg12 + w12) , w13, . . . , w1T
]
.
Hence
|ξ22|2 ≥
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
[
ag21 + bg22 + w21, cg22 + w22, w23, . . . , w2T
]

cg12 + w12
− (ag11 + bg12 + w11)
0
...
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2
|ag11 + bg12 + w11|2 + |cg12 + w12|2
(273)
=
|(ag21 + bg22 + w21) (cg12 + w12)− (cg22 + w22) (ag11 + bg12 + w11)|2
|ag11 + bg12 + w11|2 + |cg12 + w12|2
(274)
and hence
E
[
log
(|ξ22|2)] (275)
≥ E
[
log
(
|(ag21 + bg22 + w21) (cg12 + w12)− (cg22 + w22) (ag11 + bg12 + w11)|2
|ag11 + bg12 + w11|2 + |cg12 + w12|2
)]
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= E
[
log
(
|(ag21 + bg22 + w21)u′1 − (cg22 + w22)u′2|2
)]
, (276)
where (u′1, u
′
2) is a unit norm complex vector independent of g2i, w2i. Hence
E
[
log
(|ξ22|2)]
(i)
≥ E
[
log
(
|au′1|2 ρ221 + |bu′1 − cu′2|2 ρ222 + |u′1|2 + |u′2|2
)]
− γE log (e) (277)
(ii)
≥ E
[
log
(
|au′1|2 ρ221 + |bu′1 − cu′2|2 ρ222 + 1
)]
− γE log (e) (278)
≥ −γ log (Ee) , (279)
where (i) is using the fact that given (a, b, c, u′1, u
′
2), (ag21 + bg22 + w21)u
′
1 − (cg22 + w22)u′2
is Complex Gaussian distributed with variance |au′1|2 ρ221 + |bu′1 − cu′2|2 ρ222 + |u′1|2 + |u′2|2 and
applying Fact 9 on page 16 together with Tower property of expectation. The step (ii) is because
(u′1, u
′
2) is a unit norm vector.
Substituting (279) in (270) we get
1
α∗
≤ log (ρ221 + ρ222 + 1)+ 1 + log (T ) + γE log (e) (280)
= log
(
ρ221 + ρ
2
22 + 1
)
+ r2 (T ) (281)
and hence by substituting the above in (265), we get
I
(|ξ22|2 ; a, b, c, |ξ11|2) ≤ (log (T (T + 2)) + 7
2
log (e)
)
+ 1
+ log
(
log
(
ρ221 + ρ
2
22 + 1
)
+ r2 (T )
)
+ o (1) , (282)
where r2 (T ) = 1 + log (T ) + γE log (e) is a function of T alone. Hence I
(|ξ22|2 ; a, b, c, |ξ11|2)
has zero gDoF. Now since
I
(
|ξ22|2 ; a, b, c
∣∣∣∣ |ξ11|2) ≤ I (|ξ22|2 ; a, b, c, |ξ11|2) ,
it follows that h
(
|ξ22|2
∣∣∣∣ |ξ11|2) .= h( |ξ22|2 ∣∣∣∣ |ξ11|2 , a, b, c).
APPENDIX I
A LOWER BOUND ON ENTROPY OF SQUARED 2-NORM OF A GAUSSIAN VECTOR
For complex li, ki, l for finite number of i’s with |ki| ≤ 1 and η ∼ CN (0, 1) we will show
that
h
(
|η + l|2 +
∑
i
|kiη + li|2
)
≥ −7
2
log (e) . (283)
64
We have
h
(
|η + l|2 +
∑
i
|kiη + li|2
)
= h
(
|l|2 + 2Re
((
l∗ +
∑
i
l∗i ki
)
η
)
+ |η|2
(
1 +
∑
i
|ki|2
))
(284)
= h
∣∣∣∣∣∣η
√
1 +
∑
i
|ki|2 + l +
∑
i lik
∗
i√
1 +
∑
i |ki|2
∣∣∣∣∣∣
2 . (285)
Now it suffices to show that h
(|ηk′ + l′|2) > − (7/2) log (e) for |k′| ≥ 1. Now,
h
(
|ηk′ + l′|2
)
= h
(
|ηk′|2 + 2 |η| |k′| |l′| cos θ + |l′|2
)
, (286)
where θ is uniformly distributed in [0, 2pi] and is independent of |η| since η is circularly symmetric
Gaussian.
h
(
|ηk′ + l′|2
)
≥ h
(
|ηk′|2 + 2 |η| |k′| |l′| cos θ + |l′|2
∣∣∣ θ) (287)
= h
((
|ηk′|+ |l′| cos θ
)2∣∣∣∣ θ) (288)
Consider S = ||η| |k′|+ |l′| cos θ′| for a constant θ′. It suffices to show that h (S2) ≥
− (7/2) log (e) to complete the proof. Now η′ = |η| |k′| is Rayleigh distributed with probability
density function pη′ (x) =
(
x/ |k′|2) exp (−x2/ (2 |k′|2)) and it easily follows that pη′ (x) ≤
(1/ |k′|) exp (−1/2) ≤ exp (−1/2) since |k′| ≥ 1. Hence the probability density function of S
has ps (x) ≤ 2 exp (−1/2). Hence
h (S) = −E [log (ps (S))] (289)
≥ − log
(
2e−
1
2
)
(290)
Using [7, (316)] for rates in bits, we have
h
(
S2
)
= h (S) + E [log (S)] + 1 (291)
≥ − log
(
2e−
1
2
)
+ E
[
log
(∣∣∣∣∣|η| |k′|+ |l′| cos θ′
∣∣∣∣∣
)]
+ 1 (292)
=
1
2
log (e) + E
[
log
(∣∣∣∣∣|η| |k′|+ |l′| cos θ′
∣∣∣∣∣
)]
(293)
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Now it suffices to show that E
[
log
(∣∣∣∣|η| |k′|+ |l′| cos θ′∣∣∣∣)] is lower bounded by −4 log (e) to complete
the proof. For a random variable X we define h− (X) =
∫
p(x)>1
p (x) log (p (x)) dx. We have
h− (|η| |k′|) =
∫
pη′ (x)>1
pη′ (x) log (pη′ (x)) dx (294)
= 0 (295)
since pη′ (x) ≤ (1/ |k′|) exp (−1/2) ≤ exp (−1/2). Using [7, (257)] to bound the expected
logarithm (E [log (|X|)] ≥ − 1
(1−α)2 log (e)− 1αh− (X) with h− (X) =
∫
p(x)>1
p (x) log (p (x)) dx
for any 0 < α < 1 ), we have
E [log (|X|)] ≥ − 1
(1− α)2 log (e)−
1
α
h− (X) , 0 < α < 1, (296)
E
[
log
(∣∣∣∣∣|η| |k′|+ |l′| cos θ′
∣∣∣∣∣
)]
(i)
≥ − 1(
1− 1
2
)2 log (e)− 2h− (|η| |k′|+ |l′| cos θ′) (297)
= −2h− (|η| |k′|)− 4 log (e) (298)
(ii)
= 0− 4 log (e) , (299)
where (i) is using [7, (257)] with α = 1
2
and (ii) is using (295). Now using (299) in (293) the
proof is complete.
APPENDIX J
NUMERICAL CALCULATION OF INNER BOUND FOR T = 2
Here we provide the calculations required for numerically evaluating the achievable rates
given in Table II. We consider the case with T = 2. In the calculations below, the channels are
scaled, so that the average power per transmit symbol from each antenna is unity. Also, Gaussian
codebooks are used in the training based schemes.
A. Training Scheme Using Only One Antenna
For a training-based scheme using only one antenna (reducing to a SISO case), we use one
symbol (of value 1) to train the channel to obtain Y1,train = g11 +w at the receiver. The minimum
mean squared error (MMSE) estimate for the channel is
gˆ11 =
E
[|g11|2]
1 + E
[|g11|2]Y1,train
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E
[|g11|2] g11 + w
1 + E
[|g11|2] .
The total noise including MMSE is
NSISO =E
(g11 − E [|g11|2] g11 + w
1 + E
[|g11|2]
)2+1
=E
∣∣∣∣∣ g111 + E [|g11|2]
∣∣∣∣∣
2
+ E [|g11|2]2∣∣1 + E [|g11|2]∣∣2 + 1
=
E
[|g11|2]
1 + E
[|g11|2] + 1
and after scaling with T = 2, the achievable rate is calculated as
RSISO =
1
2
E
[
log
(
1 +
|gˆ11|2
NSISO
)]
.
B. Training Scheme Using Both Antennas
If we treat the system as a parallel antenna system, treating the crosslinks as noise and use
one symbol to train the channel, then we get Y1,train = g11 + g12 +w at the first receiver antenna.
The MMSE estimate for the channel to the first antenna is
gˆ11 =
E
[|g11|2]
1 + E
[|g11|2]+ E [|g12|2]Y1,train
=E
[|g11|2] g11 + g12 + w
1 + E
[|g11|2]+ E [|g12|2] .
The total noise including MMSE is
NParallel =E
(g11 − E [|g11|2] g11 + g12 + w
1 + E
[|g11|2]+ E [|g12|2]
)2+1 + E [|g12|2]
=E
∣∣∣∣∣ g111 + E [|g11|2]+ E [|g12|2]
∣∣∣∣∣
2 (
1 + E
[|g12|2])2
+ E [|g11|2]2 (1 + E [|g12|2])∣∣1 + E [|g11|2]+ E [|g12|2]∣∣2
+ 1 + E
[|g12|2]
=
E
[|g11|2] (1 + E [|g12|2])2 + E [|g11|2]2 (1 + E [|g12|2])∣∣1 + E [|g11|2]+ E [|g12|2]∣∣2 + 1 + E
[|g12|2]
=
E
[|g11|2] (1 + E [|g12|2])
1 + E
[|g11|2]+ E [|g12|2] + 1 + E [|g12|2]
67
and using symmetry, the achievable rate (after scaling with T = 2) using both antennas is
calculated as
RParallel =E
[
log
(
1 +
|gˆ11|2
NParallel
)]
.
C. Noncoherent Scheme
We evaluate the mutual information carefully for T = 2 case for numerically calculating it.
Using the input distribution as given in Theorem 7, we have
I (X;Y ) = h (Y )− h (Y |X) (300)
h (Y ) = h (GX +W ) (301)
= h
 g11 g12
g21 g22
 a 0
η c
Q+W
 (302)
= h
 ag11 + ηg12 cg12
ag21 + ηg22 cg22
Q+W
 (303)
(i)
= h
 ag11 + ηg12 cg12
ag21 + ηg22 cg22
+W
Q
 , (304)
where (i) is using the fact that W and WQ have the same distribution. Now
h (Y ) = h
 ag11 + ηg12 cg12
ag21 + ηg22 cg22
+W
Q

(i)
= h
 ag11 + ηg12 + w1 cg12 + w2
ag21 + ηg22 + w3 cg22 + w4
Q
 (305)
(ii)
≥ h
([
ag11 + ηg12 + w1, cg12 + w2
]
Q
)
(306)
+ h
([
ag21 + ηg22 + w3, cg22 + w4
]
Q
∣∣∣Q, ag11 + ηg12 + w1, cg12 + w2) (307)
(iii)
= h
(|ag11 + ηg12|2 + |cg12|2)+ E [log (|ag11 + ηg12|2 + |cg12|2)]+ log( piT
Γ (T )
)
(308)
+ h
([
ag21 + ηg22 + w3, cg22 + w4
]
Q
∣∣∣Q, ag11 + ηg12 + w1, cg12 + w2) , (309)
where in step (i), wi’s are i.i.d CN (0, 1) and the step (ii) is using the fact that conditioning
reduces entropy. The step (iii) is using Lemma 13. Now
h
([
ag21 + ηg22 + w3, cg22 + w4
]
Q
∣∣∣Q, ag11 + ηg12 + w1, cg12 + w2)
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= h
([
ag21 + ηg22 + w3, cg22 + w4
]∣∣∣ ag11 + ηg12 + w1, cg12 + w2) (310)
(i)
= h (cg22 + w4) + h (ag21 + ηg22 + w3| ag11 + ηg12 + w1, cg12 + w2) (311)
(ii)
≥ h (cg22 + w4) + h (ag21 + ηg22| cg22, ag11 + ηg12, cg12) , (312)
where (i) is using the fact that c is a given constant and cg22 + w4 is independent of ag11 +
ηg12 +w1, cg12 +w2. The step (ii) is by providing w1, w2, w3 in the conditioning and using the
fact that conditioning reduces entropy. Hence
h (Y ) ≥ h (|ag11 + ηg12|2 + |cg12|2)+ E [log (|ag11 + ηg12|2 + |cg12|2)]+ log( piT
Γ (T )
)
h (cg22 + w4) + h (ag21 + ηg22| cg22, ag11 + ηg12, cg12) . (313)
Now for numerically evaluating the terms in the above expression, we use the following:
h
(|ag11 + ηg12|2 + |cg12|2) ≥ h ( |ag11 + ηg12|2∣∣ g12) (314)
and
E
[
log
(|ag11 + ηg12|2 + |cg12|2)]
(i)
= E
[
log
(|a|2 |g11|2 + |η|2 |g12|2 + |c|2 |g12|2 + 2 |aηg12g11| cos θ)]
(ii)
= E
log
 |a|2 |g11|2 + |η|2 |g12|2 + |c|2 |g12|2 +
√∣∣|a|2 |g11|2 + |η|2 |g12|2 + |c|2 |g12|2∣∣2 − 4 |aηg12g11|2
2

 ,
where (i) is using a θ uniformly distributed in [0, 2pi] and the fact that g12, g11, η are independent
circularly symmetric Gaussians. The step (ii) is by evaluating the expectation over θ. Also
h (ag21 + ηg22| cg22, ag11 + ηg12, cg12) is evaluated using (153) on page 44. Also using (24),
(28) we have
h (Y |X)
= E
[
log
(|a|2 ρ211 + |η|2 ρ212 + |c|2 ρ212 + |a|2 |c|2 ρ211ρ212 + 1)]
+ E
[
log
(|a|2 ρ221 + |η|2 ρ222 + |c|2 ρ222 + |a|2 |c|2 ρ221ρ222 + 1)]
+ 2T log (pie) . (315)
Now following the choice in Theorem 7, we choose
|a|2 = 2, η ∼ CN (0, |b|2) , |b|2 = 1, |c|2 = 1/ρ212
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and evaluate the achievable rate using (313) to (315) and scaling with T = 2. Note that the
expressions given here assume that the transmit SNR is scaled into the link strengths ρ2ij and
the power at the antennas are unity after the scaling.
