Abstract -An algorithm for solving the 3D inverse scattering problem with fixed-energy data is described. This algorithm is a specialization of the one described in [5] .
INTRODUCTION
The inverse scattering problem (ISP) we consider in this paper consists in finding the potential q(x), given the scattering amplitude A(a f , a) for all α', α £ 5 2 , at a fixed energy which, without loss of generality, is taken to be k = 1. We assume that χ G R 3 , 5 2 is a unit sphere in R 3 , q(x) is a real-valued function, q(x) = 0 for \x\ > a, q(x) G L 2 (B a ), and B a is a ball of radius a centered at the origin. This ISP is of interest in many applications. Uniqueness of its solution is proved by the author in [2, 3] . In [3] [4] [5] [6] [7] a reconstruction algorithm and stability estimates are obtained. In [5] an algorithm based on the recovery of the D-N (Dirichlet-to-Neumann) map Λ from the scattering amplitude and on recovery of q(x) from Λ is discussed. The purpose of this paper is to specialize the algorithm from [5] to the form which, in principle, can be used for numerical experiments. In particular, the degree of ill-posedness of this algorithm is discussed.
In Section 2 the algorithm is described which consists of three steps. In Section 3 concluding remarks are given. Some results concerning the D-N map and additional references can be found in a review paper [9] , where the numerical aspects are not discussed.
DESCRIPTION OF THE ALGORITHM

Preliminaries
Let us start with some notations. Throughout this paper we follow [7] in the notations, and all the results stated without proofs can be found in [7] . Here Yi 
The algorithm
The algorithm consists of three steps [7, Section 5.5].
Step 1. Given Α(α',α), find Λ.
Step 2. Given Λ, find φ on S.
Step 3. Given φ(δ,Θ) on 5, calculate
Steps 1-3 are reviewed here for convenience of the reader. We start with Steps 2 and 3 which are relatively simple.
Step 2. Define the solution to
which has the form The function (2.2) is the unique solution to the equation
Equation ςφ = (V 2 + 1)φ and Green's formula allow one to write the integral in (2.8) as where, by Green's formula,
J s Equation (2.12) is Fredholm-type integral equation of the second kind which is uniquely solvable for all θ G M with sufficiently large \θ\ (a short proof can be found in [8] ). Therefore, given A, one can find ψ on 5 in a stable way having solved (2.12).
Step 3.
Here the third integral equals zero by Green's formula, the second integral was transformed by Green's formula, and the differential equation Ιοψ -ςφ was used. From (2.13) and (2.2)-(2.3) formula (2.4) follows. Again, in principle, Step 3 does not cause numerical difficulties since the exponentially growing factors are cancelled.
Step 1. The basic numerical difficulty is in Step 1. Let us describe an algorithm for implementing Step 1. Define the matrix A/// by the formula
A,(a) -£ A w Yt.(a), A,,. ~ (A,(a), Κ,,(α))^). (2.14) /'=0
Thus the scattering amplitude is defined by the matrix (Aw) and, in its turn, defines it. Let us construct Λ from the data (Aw). Let / be an arbitrary function on 5. It is sufficient to consider only smooth /, but we do not use this observation.
Let g(x,y) be the unique solution to the problem
where g satisfies the radiation condition
Consider the problem (2.1). Look for its solution of the form
= ί g(x,s)a(s)ds. (2.17) w 148
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Since zero is not a Dirichlet eigenvalue of /in B a , the solution to (2.1) can be found in the form (2.17) (see [1] ). The function (2.17) is a simple layer potential which is continuous across 5, and one has (see [7, These elements grow very fast as |/| + |/'| grows. Therefore the problem with noisy data is very ill-posed.
CONCLUSION
A scheme has been described for finding the potential from the 3D scattering amplitude known at a fixed energy with errors. The scheme consists of three steps which are described in detail in Section 2. The basic difficulty comes from Step 1. However, Step 2 is also difficult: calculation of the kernel (2.7) and Λ for large \θ\ is difficult, and solving equation (2.12) whose kernel is oscillating and large is difficult too. Therefore the method developed in [6] seems to be easier to implement.
