Summary. The different instantiations of the SmartKom demonstration system offer a broad range of application functions and sophisticated dialogue capabilities. We provide a first look at the final SmartKom prototype from the point of view of the end user. In particular, a typical interaction sequence will be presented in order to illustrate the functionality of the integrated multimodal dialogue system.
Introduction
The three different usage scenarios of SmartKom and its various application functions allow for a wide range of possible interactions. Aiming at flexible and natural, multimodal dialogues, we need to define the intended behaviour of the system as well as its general look and feel. In particular, we have to lay out basic dialogue steps, which the user can freely combine during his or her interaction with the system. This design task leads to an iterative process, which takes the initial project definition as a starting point. System developers, scenario experts and prospective users (e.g. through wizard-of-oz experiments) collaborate to design and refine the capabilities of the multimodal system to be build. Following the paradigm of scenario-based design [2, 12] , the initial focus of the design activity is not a formal functional specification but a description of how people will use the system to accomplish work tasks and other activities.
In the next section, we first present the dialogue descriptions we use to define and document the basic interactions in SmartKom as well as the illustrative dialogue protocols that can be generated automatically from the extensive log data resulting from a system run. Then we walk through an original sample dialogue between a test user and the system prototype to provide an insight into the capabilities of the SmartKom demonstrator. A presentation on paper, of course, can only provide a rough sketch of a multimodal interaction. The SmartKom Web site located at www.smartkom.org provides a comprehensive video that complements the description of the integrated SmartKom prototype given here.
From Dialogue Drafts to Dialogue Protocols
For a large, distributed project it is necessary to coordinate the design and development efforts on various levels. One important task is to agree on those dialogue steps and discourse phenomena that the system should be able to process. At the beginning, the different scenario experts performed user studies [1, 9, 11] . The goal was to come up with preferred interaction metaphors and interaction sequences that should be realised. In addition, the wizard-of-oz data collection [13] provided important insights concerning natural interaction sequences.
With this in mind, we designed a template for dialogue descriptions, which were the basis for the communication between interface designers and scenario experts. The idea was to collect all relevant information for turns, i.e., input/output sequences between end user and system, and turn sequences that were to be realised. Figure 1 shows a typical excerpt from such a document and presents one turn for the English Mobile scenario. A turn description starts with possible inputs from the user. The list of utterances is not exhaustive and contains category types like names. The explanatory notes section below contains remarks about the processing of these input utterances. In the example, it contains all entries of the English base lexicon for sights in the town of Heidelberg. This is also the place to document limitations of the system. The turn description ends with possible verbal system reactions and example screenshots.
Initially, we took the interaction descriptions as defined by the scenario experts and wrote one document for each functionality. The documents have been made available via the SmartKom intranet for project-wide discussion and potential enhancements. During the realisation phase, the information in the descriptions has been further augmented with real processing results from the system. The scenario experts, who had sometimes no immediate access to the latest version of the development system, could then comment on the results and provide feedback. To ensure consistency, the head of the system integration group was in charge of all additions and changes.
Of course it is difficult to argue about a dialog-based interaction, unless you have a video of the interaction or some other sort of protocol. The SmartKom testbed [7] is able to trace all data communication between the various modules of the system. This option is very useful during system development to debug the system on various levels. As the log contains the results from speech recognition, the modality analysis components, and the presentation modules, it provides all information necessary to automatically create a protocol of a particular interaction sequence. Even though it does not contain the animations, important changes in the screen display and the final screenshot are Fig. 1 . An example page of the English dialogue description included in the log file and can be extracted together with the textual output of the system. The information in the trace file is encoded in M3L [8, 6] , the XML-based language which is used for data exchange between SmartKom software components. XSLT style sheets (see e.g. [3] ) are employed to automatically extract and format the relevant information from an interaction log.
As a result, a browsable HTML page and a self-contained document in PDF format are created, which contain the condensed information for the specific interaction. This documentation of an interaction sequence is used to discuss the implemented dialogue functionality and may initiate a new development iteration, which can also lead to changes in the corresponding dialogue description. Figure 2 shows a page of the dialogue protocol for the example dialogue to be presented in the next section. Each entry starts with the internal message number of the corresponding data exchange. On the top of the page, there are two screenshots which are the result of the previous user interaction, where the user asked for the cinema programme. The next message in the protocol contains the best hypothesis of the speech recogniser, followed by the word chain that has been selected as the basis for input interpretation in the system. The chosen hypothesis can be different from the best chain since the speech analysis module is able to parse the complete word lattice in order to select the most appropriate semantic interpretation. The next entry represents the derived user intention, which is used by the action planning component to select a suitable system reaction. In this case, the style sheet transformations create a compact predicate-argument structure from the original M3L description, which condenses the sometimes rather lengthy XML markup. Finally, the system output is printed as a text string, followed by the final screenshot of the animated presentation.
In the end, the final dialogue descriptions and meaningful protocols of current interactions provide a comprehensive overview of the detailed capabilities of the multimodal dialogue system.
An Extended Example Dialogue
In this section, we will walk through an example dialogue to provide the reader with a feeling how the actual system works. As the public information kiosk integrates most of the functionality and features of SmartKom (c.f. [1, 9, 10, 11] ) the presentation will use the scenario SmartKom Public instead of the English Mobile system (see [4] ). The dialogue interaction in SmartKom Public is based on German, so we will also provide English translations.
The assumed location of the system installation is in the main railway station in the city of Heidelberg and the current date is September 6, 2003. Imagine a user who just arrived in Heidelberg. She accesses the system and is presented with the initial display (see Fig. 3 on the left). To activate the Fig. 2 . A page of the interaction protocol for the example dialogue system, the user can, for example, place a hand in the focus of the gesture recognition camera. The interaction agent Smartakus appears on the screen (see Fig. 3 on the right) and greets the user The user considers to go to the movies tonight and therefore asks Our user recalls that there is a new movie with Arnold Schwarzenegger, so she asks It should be noted that the words "Arnold" and "Schwarzenegger" are not in the base lexicon of the system. The result of a database query-in this case movie titles and names of actors-may contain words that are not in the lexicon of the speech recogniser or the speech synthesis component. Hence, those modules have to be informed about possible words the user or the system might utter when presenting or addressing the titles, actors and other information. In SmartKom, the dedicated lexicon module [5] creates the phonetic transcriptions for new terms-since titles are often in foreign languages it has to provide pronunciation variants-and propagates the added lexicon entries to the speech modules. The user query results in an information display that contains only movies with Arnold Schwarzenegger, as shown in Fig. 5 on the left side. The system utters (5) Sys: Hier sehen Sie die Filme die heute abend laufen.
(These are the movies playing tonight.)
Now the user employs multimodality and says (6) Usr: Gib mir Informationen zu diesem.
(Give me information about this one.)
pointing to one of the movie titles. SmartKom replaces the movie information frame and displays the description for this specific film (see the enlarged display in Fig. 5 on the right), telling the user The user wants to visit this cinema showing with her friend and tells Smartakus In the context of the ongoing dialogue it is not ambiguous which performance she addresses and the system presents the floor plan of the selected cinema (see Fig. 6 on the left), asking (9) Sys: Zeigen Sie mir wo Sie sitzen wollen.
(Show me where you want to sit.)
The user approximately encircles the desired area and says (10) Usr: Dort möchte ich sitzen.
(I want to sit there.)
Again, the discourse context provides the information that she wants two seats and thus a proposal can be made. Smartakus marks two convenient seats (see Fig. 6 on the right) and asks The user is convinced, agrees, and gets the reservation number from Smartakus.
(12) Usr: Ja, genau.
(Yes, perfect.) Now she wants to know the route to the cinema and asks Originally, the functionality for pedestrian navigation has been conceived for the scenario SmartKom Mobile. The consistent, knowledge-based approach of SmartKom, however, facilitated the inclusion of this application also in other scenarios. So, later on, the pre-trip planning has simply been added to SmartKom Public. The system knows its own location from its general context knowledge source and is thus able to resolve the adverb "here". The public information kiosk is located at the main station in Heidelberg and SmartKom can compute the pedestrian route from there to the selected cinema. Figure  7 shows the map with the route inserted. Since the computation of the route takes some time, Smartakus also informs the user to be patient and says After she has taken care of todays evening entertainment, our user recalls that there is an important document that needs to be sent to her director. She tells Smartakus Sending a document requires the address of the recipient. SmartKom has therefore to combine two different applications to satisfy a single user request. It looks up its address database for the coordinates of Wolfgang Wahlster. Being successful, Smartakus presents a scanning area and the address information (see Fig. 8 Following the request of the system, the user places the document on the area. The document camera detects the object and scans it. At the end of the scan process, Smartakus tells the user The system displays the scanned document in the scanning area (see Fig. 8 on the left) and finally sends it via electronic mail.
(19) Sys: Das Dokument wurde aufgenommen. Das Dokument wurde abgeschickt.
(The document has been scanned. The document has been sent away.)
The user is satisfied with SmartKom and leaves the system to meet her friend, saying 
Conclusion
In this contribution, we gave an impression of how the multimodal dialogue capabilities of SmartKom are defined, starting from dialogue description of scenario experts, resulting in detailed documentation of dialogues and their individual turns. The recorded example dialogue presented here provides an idea of one particular interaction sequence, which combines seven different applications-cinema programme, city information, seat reservation, pedestrian navigation, document scanning, address book, and email-in a coherent, seamless interaction. The subsequent chapters of this volume will provide a thorough discussion of the underlying methods and techniques that are required to achieve this kind of advanced multimodal dialogue functionality.
