ABSTRACT
INTRODUCTION
Angiogenesis is the process of growing new blood vessels from an existing blood vessel or vascular network. During angiogenesis, a population of Endothelial Cells (ECs) residing in a blood vessel sprout out, degrade the surrounding scaffold, and create a new blood vessel when exposed to growth factors, such as Vascular Endothelial Growth Factor (VEGF), among a multitude of others [1, 2] . Angiogenesis is a critically important research area in regenerative medicine, cancer treatment, and drug discovery. In particular, understanding how to promote angiogenesis in vitro is essential to tissue engineering and organ development [3] , while understanding how to inhibit the process is crucial to cancer treatment [4] . This paper addresses modeling and system identification of the vessel growth process based on experimental time lapse observation of sprout development in in vitro angiogenesis assays. As shown in Fig. 1a , angiogenesis begins when one Endothelial Cell (EC) differentiates into a special phenotype, called a "tip cell". This cell begins by breaking out of the existing blood vessel and invades the surrounding scaffold. As it invades further into the matrix, other cells, called "stalk cells" follow behind it (see Fig. 1b ). When these cells work together in a coordinated fashion, they eventually lead to a tube-like vessel capable of transport. When a new vessel forms, one or multiple new branches may form off of the original. When this process happens in multiple stages, a new vascular network forms to satisfy the need of signaling tissues.
Angiogenesis is an extremely complex process involving the activation and stimulation of ECs by external growth factor concentrations and gradients in the matrix. In addition, the ECs respond to the mechanical properties of the matrix and influence the matrix properties, both mechanically and chemically [5] . All of these interactions are happening in a heterogeneous environment, where no two cells see the same condition. Also, different cells are operating in different phenotypic states [5] , meaning that some cells are tip cells and some are stalk cells, and each cell takes on another functional state such as migratory, proliferative, apoptotic, or quiescent. Despite vast nonuniformity, a collection of ECs is able to behave in a coordinated fashion and generate a complex vascular network. A predictive mathematical model of angiogenesis is extremely important for determining how to manipulate and coordinate vascular development. A multitude of computational models exist in the literature that have focused on capturing different aspects of the process. See [1] for a good review. However, many of these models are extremely complex, involving hundreds of parameters (see [6] , for example) that cannot be estimated from available data. None have been successfully applied to predict how a network will evolve based on current measurements. This work attempts to formulate a lumped parameter model of cell migration based on observed behaviors and involving just a few tunable parameters that may be estimated from data. This paper will begin by analyzing angiogenic sprout behaviors observed in in vitro assays conducted in the laboratory. Next, we will pose a set of lumped parameter cell migration and matrix evolution dynamics based on our experimental observations, findings in the literature, and hypothesis. We will discuss identification of parameters involved in the dynamics and present simulation experiments that address parameter identification given limited measurements from experimental data.
ANGIOGENIC BEHAVIORS
Experiments are indispensable in gaining insights as to how ECs behave and create a vascular network pattern. Over the last 40 years, angiogenesis experiments have been performed in either in vivo environments or in vitro environments using traditional on-the-gel dish experiments [7] . The former provides the right environment for the cells to grow, but due to the extreme complexity of the in vivo environment, it is difficult to interpret the data. The latter is simple, but the standard on-the-gel experiment significantly differs from the actual in vivo environment.
Recently the authors' research team has developed microfluidic platforms for in vitro angiogenesis experiments [8] . The device enables tight control of the delivery of various growth factors, providing an environment much closer to the actual in vivo environment than that of the on-the-gel dish experiment. It also provides excellent visibility for observing 3-dimensional cell behaviors using advanced imaging technology, e.g. confocal microscopy with fluorescent markers. Fig . 2 shows the device used for angiogenesis experiments. A collagen gel matrix is formed between micro-fluidic channels A and B. Human Micro-Vascular Endothelial Cells (hMVEC) are seeded on one side of the gel matrix facing Channel B. Fluids containing growth factors and other molecules are delivered to the gel matrix through both channels. The fluid provided to Channel A contains a higher concentration level of VEGF than that of Channel B, so that a uniform gradient of VEGF concentration can be formed across the gel matrix. In response to the gradient of VEGF provided, ECs sprout out and extend towards the higher VEGF concentration. The sprouting process is observed from beneath using a confocal microscope, which can measure 3-dimensional movements of the individual cells. Fig. 3 shows an example of the type of confocal microscopy data we can obtain. Fig. 3a shows a sprout that has grown from the monolayer over 24 hr. We monitor the growth process using the confocal imaging system and obtain position trajectories for the cells involved in the growth process.
Our experiments using the device have allowed us to watch cell population behavior, i.e. how cells migrate together and what patterns they form. We have made the following observations:
• Tip cells The tip cells move in 3D and establish the path or "conduit" that the sprout is going to form into.
• Stalk cells The stalk cells migrate along the conduit wall formed by the tip cell toward the tip. As shown in Fig. 3b , the stalk cells follow the trajectory taken by the tip cell. A migrating stalk cell can also pass other stalk cells in the quiescent state within the same conduit.
• Sprout spacing Once a new sprout is created, no sprout comes out from neighbor cells. Only one cell among many cells in close proximity becomes a tip cell, so that sprouting sites are separated. See Fig. 4 and [6] .
• Coupling Cell motions in the sprout appear to be coupled together; migrating stalk cells apparently attract as well as repel each other (not shown).
• Conduit size Conduit width is related to tip cell migration speed. If the tip cell migrates quickly, the conduit is narrow. If the tip movies slowly, the conduit is wider. As described in detail later, a tip cell secrets a special protease to degrade the gel matrix. Depending on its speed, the density of protease released per unit distance traveled will be different. A wider conduit is necessary for lumen formation by stalk cells. Fig. 4 shows how two stalk cells migrate on different sides of the same conduit when it is sufficiently wide. The narrow conduit in Fig. 3 leads to a line of cells. It was formed by a tip cell that moved ∼ 40µm in 22hr. In contrast, the lumen in Fig. 4 was formed by a tip cell that moved ∼ 50µm in 16hr.
• Detachment When the tip cell migrates too quickly, it detaches from the cells behind it and advances into the scaffold. When the tip gets too far away, the stalk cells lose their sense of directionality and often retract toward the monolayer (not shown).
DYNAMIC MODELING Overview
This chapter forms dynamic equations based on the previous observations, information from the literature, and hypothesis, where no information is known. For simplicity, we ignore phenotypic state, except for the distinction between tip and stalk cells. For more details on modeling and identification of phenotypic state, see [5, 9] .
All cells are numbered from 1 through N, including new cells created through proliferation. Let x = [x, y, z] T ∈ ℜ 3 be a cartesian coordinate system fixed to the matrix field, and x i t ∈ ℜ 3 and v i t ∈ ℜ 3 be, respectively, the position and velocity of the i th cell at time t. The position of each cell is represented by the center point of its nucleus. If the cell is a tip cell, they are denoted x tip t ∈ ℜ 3 and v tip t ∈ ℜ 3 , respectively. All state transitions are described in discrete time with a sampling interval of ∆t. As described previously, tip cell and stalk cells have distinct migration mechanisms governed by 3-dimensional vs. 2-dimensional stochastic dynamic equations. The gel matrix field, on the other hand, is assumed to be deterministic, and is governed mainly by diffusion and binding dynamics of various growth factors [5] . Governing dynamics in each of these phenotype states will be formulated next.
Tip Cell Migration Dynamics
Tip cell migration is a 3-dimensional dynamical process guided by several factors. Most prominent and well studied is the gradient of chemo attractant, VEGF. A tip cell is capable of detecting the gradient of VEGF by extending filopodia in diverse directions [2] . In the following dynamic formulation, only VEGF is considered as an exogenous growth factor that guides the migration of the tip cell. Let u t (x) ∈ ℜ 1 be the concentration of VEGF at coordinates x in the matrix field and ∇u t (x) ∈ ℜ 3 be the gradient of VEGF concentration at x. The tip cell velocity is directed in the positive VEGF gradient direction:
where w tip t ∈ ℜ 3 is an uncorrelated noise with zero mean values and covariance S, and h 1 (∇u t , a 1 , d 1 ) is a scalar function that saturates at a 1 :
Parameters a 1 and d 1 as well as covariance S are to be identified based on experimental data. The scalar function h 1 (∇u t , a 1 , d 1 ) is pertinent to the tip cell's abilities to degrade the collagen gel matrix and generate a traction force for moving forward. Therefore, this term depends on the properties of the gel matrix, including stiffness. It is well known that the adhesion of filopodia and lamillopodia to the surrounding gel matrix and contraction of actin fibers inside the filopodia/lamillopodia are the mechanism of generating the traction force. However, details of quantitative mechanism are unknown. In this paper these details are left to tuning of parameters, a 1 and d 1 , based on actual cell migration data. The function h 1 (∇u t , a 1 , d 1 ) saturates, because the tip cell receptors of VEGF are known to saturate in response to a steep VEGF gradient [10] . The noise term w t ∈ ℜ 3 in the above dynamic equation represents the random walk nature of tip cell migration, which has been reported in several references [1] .
As observed in the in vitro experiments, the tip cell behavior is affected by stalk cells in the proximity of the tip cell. In case a tip cell is directly connected to a stalk cell through cytoskeleton adhesion, a significant reaction force acts on the tip cell as it pulls the stalk cell. In such situations, the above dynamic equations must be augmented by adding a term representing the intercellular forces. Since the above dynamic equations are valid for isolated tip cells, those parameters involved in h 1 (∇u t , a 1 , d 1 ) must be obtained from isolated tip cell migration data.
Matrix Field State Equations
The collagen gel matrix is degraded mostly by matrix metalloproteinase (MMP), released by the tip cell. Let C MMP (x, t) be the concentration of MMP at coordinates x at time t, and Q MMP be the rate at which MMP is produced by a single tip cell. Assuming no interstitial flow, the MMP released by a tip cell diffuses to the local gel matrix, governed by the following diffusion dynamics [5] :
where D MMP is a diffusion coefficient, and δ(•) is the delta function, which takes 0 other than the tip cell location: x = x tip t . As the tip cell migrates, it releases MMP from a different location and in consequence the MMP concentration exhibits a unique distribution depending on the time trajectory of the tip cell.
The MMP degrades the gel matrix by cleaving the cross links of gel fibers. This lowers the "integrity" of the gel matrix, allowing the tip cell to penetrate the gel matrix. Let I(x,t) be the integrity of gel matrix at coordinates x and time t.
where k c−m is the rate at which the gel matrix is cleaved by MMP.
Directed Stalk Cell Migration
Stalk cells migrate along the conduit created in a gel matrix. Similar to tip cell migration, stalk cell migration is directionally guided. The detail mechanism of directional guidance is not known. However, the experimental observations strongly suggest that each stalk cell has the ability to detect the direction of the tip cell. For a stalk cell to detect the direction solely based on the local information it can sense, there must be some form of gradient signal spread across the conduit and its vicinity. Therefore, we hypothesize that a tip cell leaves cues that spread out within the conduit creating a gradient signal and that stalk cells are guided by the gradient.
Let q t (x) be the strength of the cue generated by a tip cell and observed at coordinates x at time t. The guided migration of a stalk can be described as:
where parameter b in the first term represents viscous damping that the faster moving stalk cells are likely to feel while migrating in the conduit, the second term forces the stalk cell in the positive gradient of cue intensity, and the final term is a random walk term. Recall that stalk cells often move at a significantly higher speed than a tip cell and thereby the viscous damping may not be ignored, unlike the tip cell migration. The damping may be due to the degraded collagen products left in the conduit as well as integrin binding to the conduit wall.
The cues are generated by the tip cell and thereby the intensity q t (x) reflects the migration trajectory of the tip cell. Similar to the release of MMP, the cues are released by the tip cell at different locations as it migrates. As a result, the cue intensity has a spatiotemporal distribution, similar to that of MMP. Furthermore, the in vitro experimental observations provide insights into how the cue q t (x) should be constructed. Specifically, the data revealed two stalk cell behaviors characteristic to its guided migration pertinent to the assumed cues intensity.
• Stalk cells often became unable to track the conduit as the distance to the tip cell got longer.
• Stalk cells often became unable to track the conduit as the time elapsed since the conduit was first created by the tip cell.
The latter implies that cue intensity decays with time. The former implies that the cues released by the tip cell dilute as the distance gets longer. Based on these observations, we consider the following simple dynamic model for generating
where α is to determine the time decay rate, 0 < α < 1 and a 3 and d 2 are, respectively, the intensity scale and the distance scale of the cues released by the tip cell. Since the parameter a 2 in Eq. (5) also indicates the intensity scale, parameter a 3 can be set to 1 without loss of generality. Given a tip cell trajectory, x tip τ , 0 ≤ τ ≤ t, the cue intensity q t (x) can be computed from (6) with initial condition q 0 (x) = 0. Taking the spatial derivatives of q t (x) and using them in Eq. (5) yield the directed stalk cell migration dynamics.
Crawling on the Conduit Wall
The stalk cell migration is basically 2-dimensional, being constrained to the wall surface of the conduit. According to the matrix field state equations, (3) and (4), the matrix integrity varies continually across the cross sectional matrix field, as opposed to a rigid surface having discontinuity in integrity level. When migrating, stalk cells tend towards the free space to avoid constraints or resistive forces, but at the same time stalk cells have to adhere to rigid matrix fibers in order to generate a traction force. These two conflicting requirements take a stalk cell to a middle ground somewhere between the highest and the lowest integrity levels. Let I nom be the middle ground nominal value of the matrix integrity. When a stalk cell deviates from the middle ground, a type of restoring force should work on the cell, so that it can tend towards the right level of matrix integrity I nom . This restoring effect can be written as
where R is a scalar gain and I x i t ,t is the integrity level at x i t derived from Eqs. (3) and (4). The above method for forcing stalk cells to crawl on a conduit wall requires rather heavy computations of the matrix field state equations, (3) and (4) . If the conduit location is known or visually observable, 2-dimensional migration dynamics can be described as a differential-algebraic equation (DAE), using a geometric constraint equation, which is algebraic. Suppose that the conduit wall, or more rigorously, the plane where the integrity level is I nom , is given by an implicit function:
Then the 2-dimensional migration dynamic equations are given by Eq. (5) subject to the algebraic constraint: g t (x) = 0. This DAE model will be used for parameter estimation in the following section. Multiple stalk cells often interact with each other, influencing other cell's migration dynamics. For example, we often observe that multiple cells move together within the same conduit. Also, we observe that a stalk cell passes other stalk cells within the same conduit. As more stalk cells are recruited to a conduit and new cells are created through proliferation, the cell density increases within the conduit, and thereby more interactions may occur. There are at least three types of cell-cell interaction mechanisms, and the details are current research issues in cell biology. At the present work, which is largely based on time lapse cell trajectory observation, we focus on the type of cell-cell interactive forces that correlate with the relative locations of their nuclei: f(x j t − x i t ), i = j. When adjacent cells are too close, a repelling force is generated to push them away. When they are at a certain distance, they attract each other, but the attractive force diminishes as the distance gets longer. We consider the following function f for the interactive force between cells i and j with ∆x
for j = i, 1 ≤ i, j ≤ N where c 1 , c 2 , and γ are parameters to tune. Adding collective forces from all surrounding cells to the previous dynamic equations yields
subject to g t x i t = 0. We will use this form of stalk cell migration dynamics for stochastic system identification.
STOCHASTIC IDENTIFICATION Approach
Based on the experimental observations and the literature information, a set of parametric models for describing the behavior of sprouting ECs have been obtained. These models explain many of the experimental results and reflect the literature information, yet the models include hypothetical sub-processes that have not yet been verified or firmly grounded on biochemistry. These include the guidance mechanism of stalk cell migration, forces acting between adjacent cells, local properties of the gel matrix degraded by a tip cell, the branch formation mechanism, and so forth. Extensive research efforts in biochemistry are required for verifying these poorly understood sub-processes. To supplement those efforts, however, this section presents a synthetic approach to verifying the model. Namely, we integrate all the sub-processes and synthesize emergent behaviors that can be identified with observable data. The tip cell migration process, for example, is an aggregated process comprised of many sub-processes, including VEGF gradient detection by filopodia, secretion of MMP, degradation of the gel matrix, adhesion to matrix fibers, traction force generation, and so on. These facets have been aggregated into the tip cell migration dynamics having just a few parameters and the phenotype state transition model. This synthesized model predicts variables that are directly observable, i.e. migration velocities. The parameters involved can be determined by comparing the predicted velocities against observed data: a standard procedure of system identification. The error covariance associated with the system identification may indicate the validity of the model and the quality of prediction. Although those experimental data are phenomenological trajectory data, they reflect aggregate effects of many sub-processes.
The in vitro microfluidic experiments of EC sprouting provides time lapse data of tip cells and stalk cells as well as monolayer sprouting and branching processes. For each of three major measurements, a). tip cell migration, b). stalk cell migration, and c). monolayer sprouting and branching, the parameter estimation can be performed in sequence. After identifying the three observable processes, the entire emergent behavior, i.e. the blood vessel pattern formation, will be derived.
We use the Maximum Likelihood Estimate (MLE) for estimating the parameters involved in each observable model. MLE is simple, yet it provides a consistent estimate even for nonlinear systems. In our problem, the parameters are involved nonlinearly in each of the observable models.
Estimating Parameters of Tip Cell Migration
We assume that the gradient of VEGF concentration is uniform over the gel matrix field. In other words, the concentration varies linearly across the gel matrix. This can be accomplished with a two channel micro-fluidic device [8] . We also assume that the initial matrix stiffness and integrity are uniform across the gel matrix. Then the parameters to identify are two parameters involved in the saturation function, a 1 and d 1 , and the variance of the Gaussian noise w tip t . Let θ be the parameter vector containing all these parameters to estimate. The tip cell velocity at time t + 1 can be predicted based on the dynamic model in Eq. (1) 
Assuming that the model structure is correct, it follows from the tip cell dynamic model (1) that the probability distribution of the prediction error φ (t, θ 0 ) is Gaussian with zero mean values for the correct parameter distribution θ 0 , since the prediction error comes from the uncorrelated noise w tip t .
where S is the error covariance of noise w tip t . This implies that the prediction error is independent with respect to time t, and the Maximum Likelihood Estimate of the parameter vector based on t = 1 through T data is then given bŷ
If the covariance is isotropic, S = σ 2 tip I, the number of parameters to estimate reduces to only three:
Estimating Parameters of Stalk Cell Migration
Assuming again that the covariance of the Gaussian noise w stalk t is isotropic, σ 2 stalk I, the parameters to estimate are
T , where b is the viscous damping, a 2 , d 2 , and α are associated with the cue intensity, and c 1 , c 2 , and γ are for cell-cell interactive forces. Eliminating the uncorrelated noise term w stalk t , the velocity predictor is given bŷ
Note that the stalk cell migration is constrained to the wall of the conduit. The predicted velocity does not necessarily lie on the conduit wall. The prediction error in the direction normal to the conduit wall is meaningless. Therefore, for parameter estimation we use only the two components of the prediction error that is parallel to the wall surface. The challenge is that the number of parameters is high for the stalk cell migration dynamics. Experimental data containing a rich variety of data segments associated with diverse cell-cell interactions are necessary to identify these parameters.
SIMULATION EXPERIMENTS
The cell sprouting model obtained previously is now examined through simulation experiments. Considering the complexity of the process, it is necessary to investigate the feasibility of the proposed method of synthetic process identification prior to applying the method to actual experimental data. This can be done by using a known process for which the true parameter values are known. Stochastic simulations are performed to create a data set. Then the system identification method is applied in order to examine whether the original parameter values are recovered from the data set. If the model structure is not adequate, the parameter estimation process will not converge. Though it converges, a lot of data will be required. The covariance of estimation error will also provide us with useful information in designing actual experiments. The first simulation experiment described below focuses on the dynamics of single sprout growth. The simulation consists of a collection of 17 cells that begin distributed in a monolayer in the yz-plane at x = 10. A cell in the center of the plane is differentiated into a tip cell and takes on the dynamics of Eq. (1), which responds to a gradient applied on the x-direction alone:∇u = ∇u x 0 0 T .
The remaining cells take on stalk cell dynamics as given by Eq. (10). The scaffold matrix dynamics are given by an approximation to Eq. (4) and Eq. (6). The nominal parameter values used in the simulation are given in Table 1 . These parameter values are used throughout this chapter. Fig. 5 shows the output of the simulation under different conditions. The color contour in each part defines constant matrix integrity, I, while the solid black contours are lines of constant q. Fig. 5a shows the cell locations after time t = 10, projected into the xy-plane at z = 50. Fig. 5b shows the same infor- 
Tip Cells
Stalk Cells mation at t = 100 when the VEGF gradient is too high, ∇u x = 80. When the gradient is too high, the tip cell migrates too quickly into the gel and the stalk cells become separated from it. When the tip cell is too far away, any stalk cells that have migrated into the conduit may retract toward the gel. Fig. 5c shows what happens when the VEGF gradient is chosen at a lower value, ∇u x = 10. In this case, the tip sprouts out and stalk cells follow it into conduit. A stable, hollow, lumen forms and can continue to grow. Fig. 5d shows the same stable lumen with cells projected onto the yz-plane at x = 15. The lumen cells are spatially distributed on different sides of the conduit where the matrix integrity is approximately I = I nom .
System ID Tip Cells
We can form a MLE estimator using data obtained from the simulation described in the previous section. In physical experiments, we only have access to cell location trajectory information, x tip t and x i t and applied VEGF gradient, ∇u x . Using the MLE, we can estimate the parameters involved in the dynamic equations. We can get an idea of how much data we need by estimating the unknown parameters with different amounts of data for an ensemble of different simulation experiments. Then we can compute the ensemble mean and variance of parameter estimation error. Fig. 6 shows the results for estimating the tip cell parameters, a 1 , d 1 , and σ tip . In each of the ensemble simulations, the simulation had the same initial conditions. Also, the initial guess for the parameters wasā 1 = 2, d 1 = 20, andσ tip = 0.5. Here, we used three sets of data with different levels of VEGF gradient, ∇u x . The first data set with ∇u x = 10 was used for the first 28 time steps, followed by the data set of ∇u x = 40, and then ∇u x = 80. Initially, with just the data from a single level of input, there is not enough information to correctly estimate the chemotactic saturation function parameters. Thus, the optimization maximizing the log-likelihood function does not correctly estimate a 1 and d 1 . The results show that three levels of input excitation are good enough to obtain the correct parameter values, and the ensemble expected parameter estimation error decreases to zero. The tip cell dynamics only have three parameters and can be correctly estimated with just three levels of system input, ∇u x .
Stalk Cells
The parameters involved in the stalk cell equation of motion are considerably more difficult to estimate than the tip cell parameters. The difficulty arises from several factors. First, there are a total of eight parameters involved in the stalk cell equations, compared with just three parameters in the tip cell equation. Some of the eight parameters may be coupled so that changing two of them may have similar effect on the migration of the stalk cells. This means that it may not be possible to uniquely identify all of the parameters. Particularly challenging is the fact that the hypothesized chemoattractant, q (x), is unknown. Also, since the restoring force due to the boundary is generated normal to the wall, we can merely ignore the component of cell motion normal to the wall and use only the components parallel to the wall for estimation.
To examine the validity and identifiability of the model structure, we first consider the case where the cue intensity q (x) is known. This reduces the number of parameters to identify to six. Table 2 shows the parameter estimation results using the same data used in the previous section. The expectation and variance are computed from the estimate over all 10 data sets. Note that all the parameters are reliably identified.
It is nice to see how well different parameters can be estimated because it gives a clear idea of how important each term is in the governing dynamics. Any parameters that are poorly estimated are either part of a term which has a small influence over the overall cell dynamics or are lumped with other parameters. While the true parameters are unknown in a physical experiment, the ensemble parameter estimation variance gives clues about how a model should be retailored. Note that with these estimates, the mean and standard deviation of the output estimation error are E v i t − v i t = −0.01 and 25. Since we do not know q (x) in practice, we have to address the full estimation problem with a total of eight parameters in θ stalk . Unfortunately, with the observable information from the simulation alone, i.e., stalk position, there is not enough information to reliably estimate all of the system parameters. In fact we cannot reliably estimate any of the system parameters if α also needs to be estimated. In practice, it will be necessary to estimate some of the parameters from independent experiments. For example, α can be estimated based on a systematic set of studies to see how fast the tip cell can migrate into the gel while stalk cells are still following. The larger the data set, the better the parameter can be estimated. Here, we use the same parameters and input used previously, and assume α is known. Table 3 shows the ensemble estimation results over 10 data sets. The estimator once again works well.
CONCLUSION
This work has presented a method for developing a set of lumped parameter dynamic equations for EC motion in angiogenesis and testing/tuning the model against data. This approach will allow multiple model structures or hypotheses to be tested against each other to see which model better explains the data. These models can be tested in simulation before application to experimental data to ascertain how confidently the parameters can be estimated and whether the model should be revised based on what can be identified from measurable data. In addition, a simple model with few tunable parameters will be useful for predicting process evolution and understanding how different components of the process dynamics influence process evolution and stability.
