Abstract A method for approximately computing the frequency of system failures is proposed. The method uses multilinear polynomials to compute lower and upper bounds of system availability and transforms these bounds into lower and upper bounds of the system failure frequency without increasing the computational complexity. Most of the currently used high-speed approximation methods that compute the lower and upper bounds of availability use multilinear polynomials, so it is a relatively simple matter to transform these methods into new ones for computing the failure frequency while preserving their speed and accuracy. Experimental results demonstrate that the proposed method can quickly and accurately compute the system failure frequency.
Introduction
Availability is a commonly used reliability measure in the design of telecommunications networks, railways, rockets, etc. Another reliability measure is the failure frequency, but this has received almost no attention except from theoretical researchers.
We have previously shown [1] that failure frequency is actually more valid than availability in practical situations because it has a more direct effect on customer satisfaction. We analyzed the relationship between the occurrences of failures and the market share of several telecommunications service companies and found that the market share decreases of several stem not from problems with availability but rather from the effect of the failure frequency. Specifically, as the failure frequency becomes worse, the market share decreases, while if the availability becomes worse, the market share typically does not decrease. After the results of that study became known, system reliability design using failure frequency became more of a hot topic in the reliability engineering field [2] . The standard design process today typically follows five steps.
Step1 Enumerate possible alternative plans for building a reliable system while considering costs. Step2 Compute the failure frequency of the system for each of these alternative plans.
Step3 Select the most reliable plan. Step4 Implement the selected plan.
Step5 Repeat Steps 1-4.
The key to these steps is how to compute the system failure frequency. Theoretical researchers have already proposed various methods to compute the failure frequency [3, 4, 5, 6] , but all of them cause exponential increases in computation time when the system size increases. This creates serious difficulties when it comes to computing the failure frequency for a large system. A practical approach to overcoming these difficulties is constructing high-speed methods of approximation. However, although there are many such methods for availability [3, 4, 5, 6, 7] , up to now, there have been none for computing the failure frequency.
In this paper, we propose a new approach to approximating the failure frequency of a system by transforming availability expressed by a multilinear polynomial into failure frequency. By using this transformation, we transform an existing method such as in [7] in order to quickly compute the lower and upper bounds of the failure frequency of a system.
Preliminaries
In this paper, we use the following phrases, which are common in the system reliability engineering field:
Up time:
Time from the 'beginning of the system going up' to the 'end of it being up' Down time: Time from the 'beginning of the system going down' to the 'end of it being down' The model and reliability measures are described below. 1. Our model is a two-state monotone system [14] . Its structure function is denoted by Ψ where Ψ is a mapping from {0, 1} n to {0, 1}. 0 indicates that the system or one of its components has gone down (has failed) and 1 indicates that it is up (working). Let x i be a variable satisfying x i = 1 if component i is up, and x i = 0 otherwise. The set of states of the components is expressed by a vector x = {x 1 , x 2 , . . . , x n } ∈ {1, 0} n . For x, the state of the system is expressed by a function Ψ(x 1 , x 2 , . . . , x n ). We call x the state vector. 
4. Therefore, the stationary availability of the system denoted by A, can be described using a function h Ψ , where we call h Ψ the 'reliability function':
The transition rate of the system to down in a steady state is expressed using h Ψ , as follows.
The transition rate of the system in the steady state =
The following equations are true because of the well-known total-probability theorem.
In the above,
gives the probability of the system being in a critical condition wherein a single failure of component i will cause it to go down. We can see there are n such critical conditions for i = 1, 2, . . . , n, and these critical conditions are disjoint. Therefore, the transition rate of a system in the steady state from up to down is obtained by summing the transition rates of these critical conditions, i.e., computing Equation (1). 6. This transition rate in the steady-state of the system to down implies the failure frequency of the system [3, 4, 5, 6] . Equation (2) is known as the Birnbaum importance of component i [5] . Failure frequency refers how many failures occur per unit time in the steady state. Even if the failure frequency is small, the availability might still be low when there is a long mean down time for the system.
Existing Work
Theoretical researchers have investigated ways of computing the failure frequency of a system. The most relevant work as it relates to our research is summarized in this section.
Multilinear polynomial for expressing availability
The reliability function h Ψ (A 1 , . . . , A n ) can be expressed using multilinear polynomials for A 1 , . . . , A n [3] , as follows. For simplicity, we will occasionally refer to a multilinear polynomial of A 1 , . . . , A n as simply a "multilinear polynomial'. The reason h Ψ (A 1 , . . . , A n ) can be expressed in terms of multilinear polynomials is explained below. As we already said in deriving Equation (2), the total-probability theorem leads to
Letting a(i) and
, wherein we may notice that a(i) and b(i) do not include A i , and so are independent of A i . This is true for any
As an example, let us consider a parallel system composed of two components 1 and 2. We can express the system availability A as 
That is, D simply denotes the failure rate of Equation (1). Reference [4, 6] show that if we have an algorithm to determine the value of h Ψ (A 1 , . . . , A n ) from the values of A 1 , . . . , A n by using addition, subtraction, multiplication, and division, then with minor revision, this algorithm can also be used to determine the value of D(h Ψ (A 1 , . . . , A n )) from A 1 , . . . , A n and λ 1 , . . . , λ n , without any increase in the order of computing complexity.
Approximation
The results presented in [4, 6] suggest that a high-speed method for computing the failure frequency D (h Ψ (A 1 , . . . , A n )) can be constructed if a high-speed method for computing the availability A can be constructed. Many researchers have studied ways of computing the system availability [3, 7, 8, 9, 10] but this problem is known to be NP-hard [3, 13] , which means that any existing method for exactly computing the system availability causes an exponential increase in the computing time if the system is large. The reason this problem is NP-hard is that if we could solve this problem in polynomial time, then we could also solve the problem of counting the number of cutsets in polynomial time, but this counting problem is known to be NP-hard [13] .
Therefore, even if we apply the methods of [4, 6] to an existing method of exactly computing A, the time needed for computing D (h Ψ (A 1 , . . . , A n ) ) would exponentially increase. A practical approach to overcoming this difficulty is to construct high-speed methods of approximation, and such practical methods have already been proposed for computing A [3, 7] . These methods can compute the lower and upper bounds for A, thereby enabling us to estimate the errors caused by the approximations. Regrettably, when we apply the methods of [4, 6] to the lower and upper bounds of A, we do not always obtain the lower and upper bounds of D(h Ψ (A 1 , . . . , A n ) ). For example, if
0003996. In this example, A 1 A 2 gives the lower bound of availability for a parallel system, but this is not the lower bound of the failure frequency for it. In such case, we cannot guarantee the accuracy of computing D(h Ψ (A 1 , . . . , A n )). In this sense, therefore, it is difficult to apply an approximation algorithm for computing availability to failure frequency.
Here, we propose a way of overcoming this difficulty, i.e., by deriving an upper bound and lower bound of Equation (1) by using the fact that h Ψ is a multilinear polynomial. Theorem 4.1 gives the general framework of this new method. The following definitions of F lower (f 1 , f 2 ) and F upper (f 1 , f 2 ) are necessary for describing Theorem 4.1.
See Section 2 for the failure rate λ i and repair rate µ i in these definitions. 
The details of the proof are in Appendix 1. From this theorem, when f 1 gives the lower bound of the availability of the system and when f 2 gives the upper bound of S, F lower (f 1 , f 2 ) gives the lower bound of the failure frequency of the system and F upper (f 1 , f 2 ) gives the upper bound of the failure frequency of S. It is easy to see that the right sides of equations (5) and (6) consist of negative and positive numbers, summations up to n, and computations of f 1 and f 2 . Accordingly, we can easily derive the following theorem. (f 1 , f 2 ) ).
The details of the proof are also in Appendix 1. By applying these theorems to the case that f = h Ψ (A 1 , . . . , A n ) , if we have a high-speed method of approximation using multilinear polynomials to determine the lower and upper bounds for system availability h Ψ (A 1 , . . . , A n ), this method can be transformed into one for computing the lower and upper bounds for the failure frequency D(h Ψ (A 1 , . . . , A n ) ) without increasing the order of computational complexity. Remark 4.1. We can derive the following inequation.
The proof of this inequation is shown in Appendix 2. This inequation guarantees that if f 1 and f 2 become close in value, the failure frequencies of F lower (f 1 , f 2 ) and F upper (f 1 , f 2 ) also become close. Remark 4.2. Theorem 4.1 is valid when we have the lower bound f 1 and upper bound f 2 of f , where f 1 and f 2 are multilinear polynomials. How to obtain these bounds is important. Carlier [7] gives a method to obtain them, and it is briefly explained in Appendix 3.
Numerical Examples
We wrote software to compute the lower and upper bounds of the system failure frequency of telecommunications networks by using the equations in Theorem 4.1. Two examples of such computations are presented in this section. Figures 3 and 4 are overviews of the systems, where each path is represented by an arrow. These examples have similar topologies but different numbers of nodes, links, and paths. Each path works if and only if all nodes and links through which the path goes are up. The minimum number of working paths for the system to be up is 12 in Figure 2 , and 17 in Figure 3 . Each failure is repaired by its own repairer. The exact values in Table 1 were computed by applying [6, 11] . While we also tried to compute the exact value for Example 5.2 by applying [6, 11] , the computation still hadn't finished after ten days. We estimate that the computation time for Example 5.2 would be astronomical. We used Python 3.1.1 as the programming language, Windows XP as the OS, and an Intel Pentium 3.4 GHz with a 1-GB memory as the CPU. These results clearly demonstrate that the proposed transformed method is fast and accurate. The algorithm presented in [11] is based on the path-set approach. Other approaches, such as the cutset approach, were not tested with these numerical examples. However, the exact evaluation problem is known to be NP-hard. Therefore, the computation times for an exact evaluation would be very long for these models.
Conclusion
We proposed an approximation method for computing the failure frequency of a system. Our basic premise was that if we start with a high-speed approximation using multilinear polynomials to derive lower and upper bounds for the system availability, we can then transform the method into one for computing lower and upper bounds for the system failure frequency without increasing the computational complexity. The results of numerical experiments on this method demonstrated that it could deliver very high speed and great accuracy.
We intend to undertake three projects as future work. 1. Improve the method to make it even faster and more accurate. 2. Apply the method to other key measures such as the frequency of time-specific failures [4] . 3. Apply the method to the design of actual large systems.
[13] J.S. Provan and M.O. Ball: The complexity of counting cuts and computing the probability that a graph is connected. 
then the following is true.
Proof. g 1 and g 2 are multilinear polynomials. Therefore, we have two polynomials a i (i), b j (i), j = 1, 2, which are independent of A i , and these satisfy
Therefore,
Moreover, from (A.2) and the fact that λ i ≥ 0, we have (
Again, by (A.1) in Lemma A1, g 1 (1 i , A 1 Proof of Theorem 4.1. We assumed f 1 ≤ f ≤ f 2 in Theorem 4.1. Therefore, Lemma A1 leads to
Again, we have used the assumption
Therefore, (A.5) and (A.6) lead to
Hence 
