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Resumo 
 
 
O exercício de mistura de áudio estereofónico apoia-se no uso de ferramentas cujo 
design se manteve praticamente inalterado por décadas, desde a sua introdução. 
Estas ferramentas, denominadas frequentemente de faders e knobs, proporcionaram a 
propagação do conceito de processamento modular channel strip, definindo dessa 
forma um paradigma de interação que transitou do universo analógico para o digital. 
Consequentemente, nas Digital Audio Workstations a utilização do conceito de 
channel strip envolve o uso de metáforas visuais de ferramentas analógicas físicas, 
sendo ainda este o paradigma dominante nas ferramentas mais utilizadas. 
 
A presente dissertação recorre a esta falta de alternativas de interação para justificar a 
necessidade de experimentação de novos modelos que possam simplificar ou 
melhorar o processo de mistura de áudio. Dessa forma, concebemos um protótipo de 
aplicação que utiliza representações gráficas de canais de áudio presentes 
simultaneamente no mesmo espaço tridimensional, como sugestão de um novo 
paradigma de interação nesta área. Utilizando uma abordagem estratificada, este 
protótipo subdivide-se em dois interfaces que permitem manipular parâmetros 
específicos de processamento num contexto de mistura de áudio. Essa manipulação 
ocorre através da alteração de propriedades e deslocação das representações 
gráficas no espaço tridimensional. 
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Abstract 
 
 
Stereophonic audio mixing relies on the use of tools whose design has remained 
practically unchanged for decades, since its introduction. These tools, often called 
faders and knobs, provided the spread of the concept of modular processing channel 
strip, thereby defining a paradigm of interaction that transitioned from the analog to the 
digital universe. Consequently, the digital audio workstations usage of the concept of 
channel strip implies the use of visual metaphors of physical analog tools, being still 
this the dominant paradigm in the most commonly used tools. 
 
This dissertation takes advantage of this lack of alternatives of interaction to justify the 
need to experiment new models that can simplify or improve the audio mixing process. 
Thus, we designed a prototype application that presents simultaneously graphical 
representations of audio channels presented in the same three-dimensional space, as 
a suggestion for a new paradigm of interaction in this area. Using a layered approach, 
this prototype is subdivided into two interfaces for the manipulation of specific 
processing parameters in the context of audio mixing. This behavior occurs through the 
change of properties and displacement of the graphical representations in the three-
dimensional space. 
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I. Introdução 
 
 
“A concepção e design de novos interfaces musicais é uma área multidisciplinar que 
relaciona proximamente a tecnologia e a criação artística”1 
 
(Jordà, 2001) 
 
 
O atual paradigma de interação num contexto de mistura de áudio baseia-se na 
utilização de ferramentas cujas características são a consequência da evolução a 
partir das tecnologias seminais, concluindo na definição do conceito físico de mesa de 
mistura. Porém, houve uma adaptação escassa dessas ferramentas aos 
desenvolvimentos tecnológicos levados a cabo nesta área de estudo e a existência de 
muitos desses atributos físicos de interação já não se justifica. Por parte da indústria 
houve uma interrogação tímida em relação a este facto, e quase todas as ferramentas 
disponíveis para a mistura de áudio continuam ainda a respeitar esse padrão inicial. 
 
Atualmente os utilizadores de equipamentos e sistemas num contexto de mistura de 
áudio interagem intuitivamente com as ferramentas disponíveis no mercado, sem 
questionarem o tipo de controladores que lhes são oferecidos, nem os motivos pelos 
quais são ainda utilizados. Ao imaginarmos o primeiro contato de um novo utilizador 
deste tipo de sistemas com software desta área, constatamos que a sua primeira 
abordagem implicará o uso de metáforas visuais de ferramentas analógicas físicas 
num universo totalmente digital. Para utilizadores experientes de consolas de áudio, 
esta analogia ao paradigma de interação das mesmas, que utiliza representações 
visuais de faders e knobs, facilita a transição entre sistemas. Mas para novos 
utilizadores, a habituação a este sistema pode ser considerada desnecessária caso 
existissem alternativas de interação. 
 
De modo a compreender as razões responsáveis por este fenómeno, decidimos 
inicializar este processo de investigação com uma contextualização histórica sobre os 
                                                
1 Tradução livre do autor. No original: “The conception and design of new musical interfaces is a multidisciplinary area 
that tightly relates technology and artistic creation.” 
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paradigmas de interação na manipulação de áudio digital em contexto de mistura. 
Dessa forma analisaremos a transição entre o universo analógico e o digital, de forma 
a encontrar momentos-chave em que novas opções poderiam ter sido tomadas e as 
razões pelas quais não foram implementadas, assumindo uma posição crítica sobre 
este assunto. 
 
Em seguida iremos recolher e analisar avanços tecnológicos efetuados até ao 
momento nesta área, através de projetos de investigação semelhantes, e alguns 
produtos comerciais existentes no mercado de áudio. Dessa forma pretendemos 
expandir o nosso leque de opções a tomar, iniciando uma reflexão sobre o 
desenvolvimento de um protótipo com um novo modelo de interação. 
 
Temos como motivações para o elaboração deste estudo, o gosto pessoal pela área 
de produção de áudio e a possibilidade de ajudar no desenvolvimento de ferramentas 
que possam ser utilizadas futuramente por colegas profissionais. O objetivo pretendido 
com o desenvolvimento dessas ferramentas é facilitar/simplificar o processo de 
mistura de áudio em ambos os universos de produção de áudio, estúdio e ao vivo. 
 
O problema principal levantado por nós centra-se na contínua utilização de 
representações de potenciómetros elétricos como meio de interação num universo 
digital, e ao associado paradigma de channel strip 2  que dispõe elementos de 
processamento alinhados conforme o fluxo do sinal de áudio. 
 
Gibson (1997), idealizou um guia visual para mistura de áudio que demonstra 
visualmente os resultados obtidos através da utilização das ferramentas à disposição 
de engenheiros de áudio. Imaginar a música (conscientemente ou inconscientemente) 
num espaço tridimensional é um exercício passível de execução por todos nós, e 
neste guia visual o autor explora essa capacidade através da manipulação de 
propriedades do áudio e a introdução de componentes estéticas, idealizando as 
variações possíveis com representações visuais. 
 
Decidimos assumir como principal objetivo desta dissertação, a idealização/sugestão 
de um novo modelo/paradigma de interação nesta área. Para que tal seja possível, 
                                                
2 Ferramenta típica de uma mesa de mistura que consiste na utilização de potenciómetros alinhados num sistema 
modular de canais de áudio, para controlar parâmetros diversos de processamento a aplicar no sinal de áudio recebido. 
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construiremos um protótipo onde possamos aplicar o conhecimento adquirido no 
decorrer deste estudo, testando as melhores opções sobre as funcionalidades a 
controlar. A representação gráfica de vários canais de áudio em simultâneo no mesmo 
espaço tridimensional é um tema que nos atraí bastante, e iremos explorar se esse 
tipo de representação além de intuitiva pode ser igualmente funcional servindo como 
interface de controlo. 
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II. Do Analógico ao Digital 
 
 
Ao longo das últimas seis décadas de desenvolvimento de equipamentos de gravação, 
edição e reprodução de áudio, é notória a contínua utilização de um paradigma de 
interação que sofreu poucas alterações desde o seu surgimento com as primeiras 
consolas de áudio analógicas. A base deste paradigma consiste na utilização de 
potenciómetros reguláveis através de movimentos lineares ou rotativos (Figuras 1 e 2), 
sendo estes vulgarmente reconhecidos como faders ou knobs e associados ao 
componente físico que possibilita a interação com o utilizador. Estes potenciómetros 
consistem sobretudo em resistências variáveis reconhecidas como reóstatos, que 
permitem variar conforme desejado a intensidade da corrente num determinado 
circuito, de modo a provocar as alterações desejadas pelo utilizador (Elliott, 2002).  
 
Estes potenciómetros possuem curvas de resistividade lineares ou não-lineares em 
função da percentagem de deslocação ou rotação aplicada (Ballou, 1987: 215). A 
partir do final da década de 1960, o desenvolvimento do mercado de consolas de 
áudio vulgarmente designadas de “mesas de mistura”, ajudou à proliferação e 
instalação deste paradigma que consiste na utilização destes potenciómetros para 
controlar parâmetros diversos em diferentes módulos de equipamento áudio. 
 
 
Figura 1 – Potenciómetro Linear 
 
 
Figura 2 – Potenciómetro Rotativo 
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2.1 O paradigma Channel Strip em consolas de áudio analógicas 
 
 
2.1.1 Desenvolvimento 
 
Em 1960, Bill Putnam3, engenheiro da empresa Universal Audio4 cria o primeiro pré-
amplificador de microfone em formato modular, o UA610 (Figura 3). Numa época em 
que existiam poucos estúdios no mercado e os existentes pertenciam a grandes 
companhias musicais, as consolas de áudio eram desenhadas e fabricadas de acordo 
com as especificações sugeridas pelos engenheiros desses mesmo estúdios. 
 
O surgimento de um módulo de pré-amplificação passível de ser introduzido em 
consolas personalizadas, originou uma revolução no mercado das consolas de áudio a 
partir da década de 1960, ao possibilitar que canais individuais de uma consola de 
áudio pudessem ser reparados e substituídos enquanto as sessões de gravação 
decorriam. 
 
 
 
Figura 3 – UA610 Channel Strip 
 
 
Segundo Bruce Swedien, "(...) Bill Putnam é verdadeiramente o pai da gravação áudio, 
porque muitas das técnicas, e a forma como o equipamento áudio moderno é feito, 
surgiram na sua mente. Coisas que tomamos como garantidas, como o design das 
consolas modernas, a disposição dos componentes e a forma como funcionam, 
                                                
3 http://www.uaudio.com/about/our-story 
4 http://www.uaudio.com/ 
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monitorização por auscultadores, envio e retorno através de canais auxiliares, gestão 
de subgrupos, tudo isto veio da sua imaginação"5 (Clark , Cogan, & Quincy, 2003). 
 
O UA610 desenvolvido por Bill Putnam, foi criado inicialmente com o propósito de ser 
o componente principal da consola modular 610 (Figura 4), sendo desenvolvida uma 
segunda versão denominada de UA610-A totalmente independente. Ao contrário da 
versão anterior que apenas permitia ser implantada na consola modular 610, este foi 
concebido de modo a ser comercializada e implementada em diversas consolas 
personalizadas, tornando-se no primeiro produto da empresa com elevado sucesso 
comercial. O mesmo não se pode afirmar da consola em si, visto que nunca foi 
comercializada em larga escala e cujas unidades de produção são estimadas em 
cerca de apenas vinte e cinco. 
 
 
 
Figura 4 – Consola Modular UA610 
 
O pré-amplificador UA610-A era constituída por uma secção de amplificação para 
microfone ou entrada de linha e respectivo seletor, uma secção de equalização com 
dois filtros shelving6 (±6dB aos 70Hz e 7kHz) e possibilidade de envio de uma cópia do 
sinal processado para captação de efeitos de reverberação denominada de echo send 
(Shanks, 2004). Parâmetros comuns a este sistema são analisados posteriormente no 
subcapítulo referente às secções típicas de um channel strip. 
  
                                                
5 Tradução livre do autor. No original: "Bill Putnam, to me, is truly the father of recording, because many of the 
techniques, and, indeed, the way [modern studio] equipment is made, began in his mind. Stuff we takefor granted, like 
the design of modn consoles, how components are laid out and how they function, cue [headphone] sends, echo sends 
and returns, multitrack switching-this all came out of his imagination" (Clark, Cogan & Quincy, 2003). 
6  Tipo de filtro que permite aumentar ou diminuir a amplitude de todas as frequências a partir da frequência 
selecionada. (White & Senior, 2001). 
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2.1.2 Consolidação 
 
 
Com a criação de Bill Putnam estavam dados os primeiros passos para a instalação 
do atual paradigma de mistura áudio, que se traduz muito resumidamente na utilização 
de potenciómetros alinhados num sistema modular de canais áudio para controlar 
parâmetros diversos de processamento, denominado de channel strip. Rapidamente 
este sistema tornou-se vulgar, sendo adotado e implementado em diversas consolas 
que se tornaram referências na história do áudio. Temos como alguns exemplos 
importantes: 
 
Electrodyne 
 
A primeira empresa que comercializou consolas áudio com um sistema de channel 
strip integrado de raiz foi a norte-americana Electrodyne (Devivo, 2005). Uma das 
consolas mais populares fabricadas pela empresa Electrodyne é o modelo 1204 
(Figura 6), constituída por dezasseis canais de pré-amplificação fornecidos pelo 
channel strip Electrodyne 711 (Figura 5) (Orphan Audio, 2012). 
 
 
 
Figura 5 – Channel Strip Electrodyne 711 
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Figura 6 – Electrodyne 1204 
 
Wessex 
 
No percurso dos Wessex Sound Studios7 em Londres encontramos duas consolas de 
referência na história das primeiras consolas analógicas, a Neve circa 1965/66 (Figura 
7) e a Neve A88 (Figura 8). Sendo Rupert Neve8 um nome incontornável na história do 
áudio, chegando a ser reconhecido com um Grammy pelo seu contributo técnico dado 
à música, é de assinalar que a construção de uma das suas primeiras consolas, a 
circa 1965/66 foi efectuada para os estúdios Wessex. A Neve A88, modelo posterior 
encomendado pelos Wessex Studios a Rupert Neve em 1969, foi a primeira consola a 
possuir os populares pré-amplificadores de microfone Neve 10739, que após mais de 
quarenta anos continuam a ser fabricados (Harris, 2011). 
 
 
Figura 7 – Wessex Neve circa 1965/66 
                                                
7 http://www.philsbook.com/wessex-studio-1.html 
8 http://rupertneve.com/company/honors 
9 http://www.ams-neve.com/products/outboard/1073-mic-preamp-equaliser 
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Figura 8 - Wessex Neve A88 
 
Sound Techniques 
 
Em 1969 Geoff Frost e John Wood, engenheiros nos estúdios Sound Techniques em 
Londres construíram aquela que é reconhecida como a primeira consola áudio de 
formato compacto, a System 1210. Foi também o primeiro modelo de consolas deste 
formato a ter direito a uma produção em série efectuada numa pequena fábrica em 
Mildenhall no condado de Suffolk, Inglaterra. Cerca de quarentas unidades do modelo 
System 12 foram vendidas, possibilitando a utilização em pequenos estúdios de 
tecnologia até então reservada apenas a grandes estúdios (Frost, 2008). 
 
 
 
Figura 9 - Sound Techniques System 12 
  
                                                
10 http://www.soundtechniques.co.uk/sys12.html 
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Trident 
 
Nos extintos Trident Studios11 em Londres já depois de terem sido usadas consolas 
Sound Techniques (Figura 10) para gravar bandas como os Beatles, os engenheiros 
Malcolm Porter e Barry Porter desenharam e construíram a consola A-Range (Figura 
11) em 1972. A iniciativa veio a revelar-se um enorme sucesso comercial abrindo 
portas para a criação da empresa Trident Audio Developments sobretudo devido à 
utilização satisfatória da consola por artistas populares como Elton John ou David 
Bowie (Toft, 2010: 06). 
 
 
 
Figura 10 - Trident Sound Techniques 
 
 
 
Figura 11 - Trident A-Range 
  
                                                
11 http://www.tridentstudios.com 
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Solid State Logic 
 
A empresa Solid State Logic (SSL)12 inicia em 1977 a produção de uma das gamas de 
consolas de áudio de grande formato com maior sucesso comercial até hoje. A série 
SL 4000 é reconhecida por um conjunto de inovações trazidas ao mercado das 
consolas áudio. Foi a primeira a incorporar uma secção de processamento de 
dinâmica em cada channel strip e um sistema de automação computorizada, que 
permite armazenar e reproduzir ajustes de parâmetros efectuados, tais como a 
posição dos faders ou knobs, permitindo desse modo o fácil intercâmbio entre sessões 
de trabalho referentes a diferentes projetos (Waves, 2006: 03). Em 1981 foi 
implementado o sistema Total Recall que permite pela primeira vez gravar e restaurar 
todos os parâmetros da configuração de uma consola (Solid State Logic, 1988: 1-2). 
 
 
Figura 12 - Solid State Logic SL 4000 
 
Estes são apenas alguns exemplos de modelos históricos do vasto mercado de 
consolas áudio das últimas cinco décadas. Outras empresas como a Helios Audio13 ou 
Harrison Consoles14 também fizeram parte deste processo de estandardização do 
paradigma channel strip, mas não efetuaram avanços significativos à tecnologia 
existente. Atualmente empresas como a Yamaha15, Mackie16, Midas17 e Soundcraft18 
entre outras, juntamente com alguns nomes já referidos anteriormente, dividem entre 
si o mercado das consolas áudio. 
  
                                                
12 http://www.solid-state-logic.com 
13 http://www.helios-audio.com 
14 http://www.harrisonconsoles.com/joomla/index.php 
15 http://pt.yamaha.com/pt/products/proaudio 
16 http://www.mackie.com 
17 http://www.midasconsoles.com 
18 http://www.soundcraft.com 
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2.1.3 Morfologia 
 
Existem funções comuns em qualquer consola de áudio como o controle de volume, 
equalização ou o endereçamento do sinal recebido em cada um dos canais. Estas três 
funções constituem as ferramentas mínimas encontradas em qualquer channel strip. 
Quanto mais sofisticada for a consola, mais funções e endereçamentos disponíveis 
encontramos, de modo a corresponder às exigências de projetos musicais complexos.  
 
É portanto normal encontrar as seguintes secções e respetivas ferramentas numa 
consola de áudio, respeitando o fluxo do sinal de entrada em cada channel strip 
(Vasey, 1999: 51-55): 
 
Secção de entrada 
 
A entrada do sinal é efectuada através da ligação entre conectores XLR19 ou TRS20, 
sendo que os conectores tipo fêmea já se encontram incorporados na consola. 
Dependendo do tipo de sinal recebido, é usado um seletor microfone/entrada de linha 
de modo a escolher entre um sinal de baixa-impedância como o de um microfone ou 
um sinal de alta-impedância como o retorno de sinal proveniente de um processador 
de efeitos externo usando entrada de linha. 
 
De modo a aumentar o nível ou “ganho” do sinal de entrada é usado normalmente um 
controlador em formato de knob, que em conjunção com a possível presença de um 
seletor de atenuação com valores específicos, usualmente na ordem dos -10 decibel, 
permite efetuar ajustes precisos. 
 
É ainda usual a presença de um inversor da polaridade do sinal, de modo a corrigir o 
cancelamento acústico de frequências provocado pela distância entre microfones, e 
um seletor que ativa um filtro passa-alto de frequência fixa aos 80Hz ou 100Hz que 
reduz a amplitude a todas as frequências inferiores à pré-determinada. 
 
                                                
19 Conectores elétricos típicos para equipamentos de áudio e vídeo. Possuem um design redondo e a versão mais 
comum usa 3 pinos. 
 
20 (Tip / Ring / Sleeve) Vulgarmente conhecidos como jack, este tipo de conectores têm três superfícies de contacto e 
existem em tamanhos diversos, sendo os de ¼ de polegada os mais vulgares para uso em consolas de áudio. 
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Secção de equalização 
 
A secção de equalização permite efetuar alterações ao timbre de cada um dos 
instrumentos utilizando diferentes tipos de filtros. Os filtros mais usuais são tipo 
peaking e shelving. 
 
Os filtros tipo peaking permitem aumentar ou diminuir a amplitude de uma determinada 
gama de frequências determinada pela seleção de uma frequência central e uma 
largura de banda denominada de factor Q, que pode ser fixa ou ajustável. A 
possibilidade de ajuste da largura de banda indica-nos a presença de um equalizador 
paramétrico. Os filtros tipo shelving permitem aumentar ou diminuir a amplitude de 
todas as frequências a partir da frequência selecionada. 
 
É normal ainda a presença de um filtro passa-alto de frequência selecionável com uma 
redução na ordem dos 12dB ou 18dB por oitava. Para este tipo de ferramentas são 
normalmente usados controladores tipo knob. 
 
Secção de endereçamento 
 
Na secção final de um channel strip encontramos duas das ferramentas fundamentais 
de qualquer consola de áudio, o controle de volume tipicamente controlado por um 
fader e a distribuição panorâmica usando tipicamente um knob cuja função é 
conhecida como panpot. 
 
Através de uma matriz de endereçamento presente em todas as consolas, um sinal de 
entrada monaural é dividido automaticamente de modo a possibilitar um efeito de 
espacialização através da distribuição panorâmica. O fader de volume regula o nível 
de amplitude de igual forma para ambos os canais que formam o par estéreo do 
endereçamento pretendido, e o controle de distribuição panorâmica apenas distribui o 
sinal entre ambos consoante regras pré-determinadas de atenuação à posição central 
de audição. 
 
Dependendo do modelo da consola o endereçamento de cada channel strip pode ser 
efectuado para o master channel, ou para um sub-grupo de modo a facilitar a mistura 
de instrumentos que necessitam de várias fontes de captação. Respeitando o fluxo de 
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sinal dentro de um channel strip, previamente a estas duas ferramentas 
imprescindíveis numa mistura áudio, é usual encontrar uma série de envios auxiliares 
para a utilização de processamento de efeitos e sistemas de monição.  
 
 
2.2 Consolas digitais e a reutilização do paradigma existente 
 
 
As consolas digitais surgiram no inicio da década de 1990, trazendo flexibilidade na 
configuração de cada consola ao permitir que parâmetros idênticos de cada canal 
sejam controlados pelo mesmo controlador. Embora a aparência de uma consola 
digital seja em muito semelhante à de uma consola analógica, o sinal analógico 
recebido é convertido em digital à entrada e novamente convertido em analógico à 
saída. Os controladores de cada canal não fazem parte de nenhum circuito elétrico 
típico de um channel strip analógico, interagindo apenas com o computador interno 
indicando a posição de cada fader ou knob e reportando o seu estado para efetuar as 
alterações pretendidas. 
 
Embora existam fabricantes que produzem consolas digitais de grande formato onde 
encontramos alinhados todos os controladores típicos de um channel strip, o mais 
usual é encontrar secções de controladores que permitem por exemplo ajustar todos 
os parâmetros de equalização para um canal selecionado (Figura 13). 
 
Por norma os faders são motorizados e os knobs de rotação infinita, sendo a sua 
posição apresentada num ecrã juntamente com indicações de parâmetros diversos 
relativos ao processamento do canal selecionado. 
 
Em relação às consolas analógicas, uma consola digital possui a vantagem de possuir 
um maior número de canais sem obrigação de um incremento nas dimensões físicas 
da consola. Isto é possível através de um sistema de subdivisão por camadas que ao 
serem selecionadas apresentam diferentes grupos de canais para manipulação. 
 
No entanto e apesar das vantagens descritas, o fluxo de trabalho é menos intuitivo 
quando comparado com a utilização de consolas analógicas, devido a ser necessário 
efetuar um maior número de passos para aceder a um determinado parâmetro de 
processamento. Sendo necessário selecionar um canal para controlar parâmetros 
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apresentados num sistema de menus no ecrã da consola ou em secções de 
controladores, o uso destas consolas torna-se menos intuitivo quando comparado com 
o sistema tradicional de channel strip que apresenta controladores individuais para 
cada parâmetro. 
 
 
 
Figura 13 - Esquema de uma consola digital 
com apenas uma secção de endereçamento e equalização 
 
 
No teor da motivação principal desta dissertação é pertinente a observação que duas 
das principais ferramentas de mistura de áudio, volume e distribuição panorâmica, 
continuam a ser efetuadas por faders e knobs em analogia ao paradigma criado pela 
necessidade de utilização de potenciómetros elétricos, apesar de inexistentes neste 
tipo de consolas, pois a utilização de cada fader ou knob apenas transmite informação 
digital (Izhaki, 2008: 137-139). 
 
De modo a simplificar a leitura e também devido à inexistência de potenciómetros 
elétricos lineares e rotativos nos equipamentos discutidos nos próximos capítulos, 
serão apenas utilizados os termos fader e knob a partir deste ponto. 
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2.3 Digital Audio Workstations (DAW) e Skeuomorphism 
 
 
As Digital Audio Workstations (DAW) além de providenciarem as funcionalidades 
básicas de uma consola de áudio, como o processamento ou endereçamento de sinal, 
possibilitam também a edição, sequenciação e armazenamento de ficheiros de áudio, 
possuindo dessa forma todas as ferramentas necessárias para mistura de áudio sem a 
necessidade de utilização de hardware externo. Todo o processamento é efetuado no 
domínio digital, e limitado apenas pela capacidade de processamento do computador 
que sustenta a aplicação. 
 
Segundo o dicionário de Oxford, o termo Skeuomorphism aplica-se para exemplificar a 
utilização de ornamentos físicos no design de objetos, com o intuito de se 
assemelharem a objetos predecessores construídos a partir de estruturas ou materiais 
diferentes. No universo do software de áudio, este termo pode ser aplicado para 
descrever a metáfora visual utilizada pelas principais Digital Audio Workstations ao 
imitarem o conceito de channel strip analógico e a disposição das ferramentas típicas 
do mesmo numa representação gráfica. A figura 14 apresenta um channel strip 
monaural da DAW mais popular no universo profissional de áudio, o Avid Pro Tools.  
 
 
 
Figura 14 – Avid Pro Tools Channel Strip Monaural 
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Existem no entanto diferenças consideráveis a assinalar a respeito das possibilidades 
de processamento áudio oferecidas entre um channel strip analógico e esta metáfora 
visual presente nas principais DAW do mercado de software áudio. A possibilidade de 
inserção de diversos módulos de processamento provenientes de fabricantes distintos, 
a ausência de matrizes de endereçamento pré-definidas, o número de pistas 
teoricamente ilimitado, bem como a sua configuração (mono/stereo/surround), são 
algumas das vantagens que este sistema fornece comparativamente ao sistema 
analógico. 
 
Em termos de manuseamento, a escolha de uma representação visual de faders e 
knobs resulta numa perfeita analogia ao paradigma de utilização presente nas 
consolas de áudio, facilitando a transição e utilização entre ambos os sistemas. Mas 
será que esta escolha é justificável para novos utilizadores de sistemas de áudio que 
nunca tiveram um contato prévio com consolas de áudio? É pertinente a observação 
que apesar dos avanços efetuados recentemente utilizando interfaces multimodais 
para controlar este tipo de software, analisados no subcapítulo seguinte, o principal 
meio de interação continua a ser o uso do teclado e rato para controlar simulações de 
ferramentas idealizadas para um contato físico direto com o utilizador. Uma outra 
questão que pode ser levantada, é se o uso desse tipo de interfaces torna mais 
complicado o controlo sobre parâmetros típicos de uma DAW. 
 
 
2.4 Uso de Interfaces multimodais em consolas de áudio e DAW 
 
 
O aproveitamento das capacidades ergonómicas oferecidas por interfaces multimodais 
num contexto de mistura de áudio, tem sido explorado por diversos fabricantes de 
hardware e software de áudio usando tablets iPad21 ou Android22, como controladores 
móveis dos seus produtos. De modo a compreender o aproveitamento das vantagens 
oferecidas por estes dispositivos, analisamos como exemplo alguns produtos 
presentes no mercado atualmente. 
  
                                                
21 http://www.apple.com/pt/ipad/ 
22 http://www.android.com/devices/?country=all 
 27 
Mackie DL1608 
 
A consola digital Mackie DL160823 (Figura 15) usa como principal controlador um tablet 
iPad passível de ser incorporado nas dimensões da própria consola ou usado 
remotamente, oferecendo ao utilizador funcionalidades típicas de uma DAW (Mackie, 
2012). Como principais vantagens deste sistema encontramos: 
 
• Num ambiente de mistura de áudio ao vivo, a possibilidade de poder controlar a 
mistura a partir de qualquer ponto do local do espetáculo. 
 
• A possível utilização de diversos tablets, suportando um uso máximo de 10 
unidades, permite que a mistura de áudio seja feito simultaneamente por vários 
técnicos. Adicionalmente este tipo de utilização pode ser aproveitado pelos 
próprios músicos em palco para controlar a mistura de vias de monição 
personalizadas. 
 
• O uso de ecrãs tácteis para controlar ferramentas dispostas num ambiente 
gráfico típico de um DAW, dispensando o uso de teclado e rato. 
 
 
 
Figura 15 - Mackie DL1608 
 
                                                
23 http://www.mackie.com/products/dlseries/ 
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Apesar do contato físico direto do utilizador com as ferramentas dispostas no ecrã, a 
disposição e manipulação das mesmas continua a usar o mesmo paradigma de 
mistura de áudio das consolas tradicionais, com as ferramentas alinhadas 
verticalmente e metaforicamente alusivas ao conceito de channel strip. Não foi 
encontrada em nenhum produto semelhante no mercado uma abordagem que 
apresente alterações significativas ao atual paradigma de mistura de áudio. 
 
Steinberg Cubasis / Apple GarageBand iPad 
 
O software Cubasis24 da empresa Steinberg (Figura 16) é uma DAW desenhada 
especificamente para iPad cujos projetos podem ser exportados para a DAW Cubase. 
Desse modo é possível iniciar um projeto áudio numa plataforma multi-toque com 
funcionalidades típicas de uma DAW utilizando a portabilidade oferecida pelo iPad, e 
finalizar os mesmos numa DAW tradicional e sem limitações associados à versão 
portátil (Steinberg Media Technologies GmbH, 2012). 
 
 
 
Figura 16 - Steinberg Cubasis 
 
No entanto, num contexto de mistura de áudio esta compatibilidade seria mais 
vantajosa se existisse uma bidirecionalidade entre ambas as versões do software, de 
modo a possibilitar ao utilizador utilizar o iPad para efetuar misturas de áudio 
                                                
24 http://www.steinberg.net/en/products/ios_apps/cubasis.html 
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diretamente num ambiente táctil multi-toque provenientes do Cubase. O tradicional 
conceito de channel strip continua a ser metaforicamente utilizado por este software na 
secção relativa à mistura de áudio. 
 
A versão do GarageBand25 para iPad é uma DAW com um conjunto de ferramentas 
que impulsiona a criação musical aproveitando as capacidades ergonómicas de uma 
plataforma multi-toque, possibilitando por exemplo a simulação de gestos de 
articulação típicos de instrumentos reais. Relativamente à mistura de áudio, a 
interação possível oferecida pelo GarageBand não explora essas mesmas 
capacidades ao oferecer um sistema de menus individuais por cada pista envolvida 
nos projetos, onde é possível controlar os parâmetros relativos à mistura usando 
apenas um conjunto de faders horizontais. 
 
 
 
Figura 17 - Apple GarageBand iPad 
 
No capitulo seguinte relativo a novas abordagens de mistura áudio são apresentadas 
algumas aplicações comerciais desenhadas igualmente para uso em interfaces 
multimodais. A colocação da análise dessas aplicações no capitulo seguinte deve-se a 
apresentarem um conjunto de funcionalidades que podem ser usadas em novas 
abordagens para a criação de um novo paradigma de mistura de áudio, aproveitando 
as capacidades ergonómicas dos interfaces multimodais. 
 
                                                
25 https://itunes.apple.com/pt/app/garageband/id408709785?mt=8 
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Algumas dessas aplicações como o TouchOSC ou o Lemur 26 , são aplicações 
controladoras e não possuem capacidade de processamento de áudio. Apenas 
permitem uma interação com os controladores disponíveis e o respectivo 
endereçamento dos valores provenientes dessa interação para outras aplicações, 
possuindo uma capacidade parcial de abstração ao conceito de channel strip 
analisado nos capítulos anteriores. 
  
                                                
26 referidos no subcapítulo 3.1 “Aplicações controladoras para plataformas multi-toque” pág. 33 
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III. Referências para o desenvolvimento de um novo paradigma 
 
 
O atual paradigma de mistura áudio surge então condicionado por uma série de 
limitações físicas e electrónicas. O uso de potenciómetros elétricos restringe o design 
de cada consola, cujas dimensões físicas estão condicionadas à inserção de todas as 
secções de processamento pretendidas e consequente escolha do tipo de 
potenciómetros necessários. 
 
A atribuição de diferentes controladores tipo knob ou fader, torna-se questionável por 
exemplo ao verificar que em certos modelos de consolas de pequeno formato o 
controle principal de volume do channel strip é efectuado por um knob ao invés do 
típico fader. Outra questão pertinente é o facto de parâmetros idênticos como o nível 
de endereçamento do sinal ser efectuado tipicamente por um fader no envio para o 
master channel, e por um knob nos restantes envios auxiliares. Caso as dimensões 
físicas de uma consola não fossem uma condicionante na sua construção, não seria 
mais apropriado ter o mesmo tipo de controladores para parâmetros idênticos? 
 
O uso de um knob é visualmente funcional para efetuar uma distribuição panorâmica 
estéreo ao possibilitar uma rotação no mesmo sentido da posição de localização 
pretendida. Mas o seu uso em qualquer outro parâmetro de processamento traduz-se 
num manuseamento menos prático quando comparado com um fader, devido ao seu 
tamanho inferior e à presença exaustiva de controladores semelhantes em certas 
consolas, por vezes num espaço reduzido dificultando a leitura visual da sua posição e 
respectivos valores de processamento. 
 
Outro factor que define o design de um channel strip é o alinhamento dos elementos 
de processamento consoante o fluxo do sinal devido a condicionantes electrónicas. 
Associado inicialmente a uma necessidade comercial de vender diferentes módulos de 
processamento passíveis de serem introduzidos em consolas personalizadas, e 
apesar das vantagens técnicas trazidas aquando da necessidade de manutenção ou 
substituição, este alinhamento não se encontra condicionado por limitações elétricas 
noutros sistemas. Como verificamos nos capítulos anteriores, não existe atualmente 
em sistemas digitais a necessidade desses módulos de processamento estarem 
alinhados definindo o design de um channel strip. 
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David Gibson em 1997 apresentou o conceito de um guia visual para mistura de áudio 
(Figura 18) que permite visualizar fontes sonoras como elipsoides num espaço 
tridimensional. A posição de cada uma das elipsoides relativamente aos três eixos no 
espaço tridimensional, apresenta valores relativos a parâmetros de mistura de áudio 
como o volume (deslocação em profundidade), distribuição panorâmica (esquerda-
direita) ou gamas frequenciais (cima-baixo). Nesta consola virtual o nível de volume de 
cada uma das fontes sonoras está correlacionado com a posição no eixo relativo à 
profundidade, sendo facilmente observável que fontes com um volume superior se 
sobrepõem a outras com um volume inferior diminuindo a percepção da sua presença 
na mistura de áudio (Gibson, 1997). Este sistema de visualização é reconhecido como 
“consola virtual” idealizando uma possível expansão para uma aplicação funcional. 
 
 
 
Figura 18 - Consola Virtual de David Gibson 
 
Esta representação visual permite uma percepção intuitiva das fontes sonoras 
proeminentes numa mistura de áudio, quando comparada com o sistema tradicional de 
uma consola de áudio. No entanto usa a profundidade no espaço como função de 
alteração de volume, não correspondendo totalmente à realidade física. Num espaço 
físico, o volume de uma fonte sonora não é o único factor alterado consoante a 
distância ao ouvinte. A consola virtual de David Gibson além de ser a primeira 
referência imediata no teor desta dissertação, é ainda utilizada como referência em 
algumas das abordagens de mistura de áudio que iremos analisar neste capítulo. 
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Apresentamos de seguida aplicações e instrumentos musicais desenvolvidos para 
plataformas multi-toque assim como software de áudio com abordagens de interação 
alternativas relativamente ao paradigma tradicional de mistura de áudio, cujas 
funcionalidades podem ser utilizadas para o desenvolvimento de um novo paradigma. 
 
 
3.1 Aplicações controladoras para plataformas multi-toque 
 
 
JazzMutant Lemur / Liine Lemur iOS 
 
A plataforma multi-toque Lemur27 da empresa JazzMutant, introduzida no mercado 
áudio em 2005, foi idealizada para servir como interface controladora de aplicações de 
áudio, instrumentos musicais electrónicos ou consolas digitais. Para esse efeito, o 
Lemur usa os protocolos de comunicação MIDI28 ou Open Sound Control (OSC)29, e 
não possuindo um interface físico MIDI necessita de pelo menos uma ligação por 
computador com uma aplicação compatível com um dos protocolos de comunicação. 
 
Devido a pressões de mercado originadas sobretudo pelo aparecimento do iPad e de 
aplicações com funcionalidades semelhantes a plataforma foi descontinuada, 
encontrando-se de momento apenas disponível o software Liine Lemur30 em formato 
de aplicação iOS31 (Figura 19). 
 
Uma das características-chave do Lemur é a sua capacidade modular, permitindo aos 
utilizadores a total configuração e recriação do ambiente de interação inserindo um 
conjunto de objetos com comportamentos físicas interessantes como a configuração 
do nível de fricção ou atração entre dois pontos. 
                                                
27 http://www.jazzmutant.com/lemur_overview.php 
28 http://www.midi.org/aboutmidi/index.php 
29 http://opensoundcontrol.org/introduction-osc 
30 http://liine.net/en/products/lemur 
31 http://www.apple.com/ios/what-is 
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Figura 19 - Liine Lemur iOS 
 
Usando por exemplo o sistema massa-mola em objetos como faders ou knobs, é 
possível alternar a posição do objeto entre dois pontos consoante os níveis de fricção 
e atração. Através do ajuste do nível de atração é possível configurar a velocidade e a 
duração que um objeto demora a atingir o ponto de destino pretendido, enquanto o 
ajuste do nível de fricção permite ajustar a duração de tempo com que o objeto oscila 
entre dois pontos (Liine, 2012). 
 
O Lemur proporciona o uso de objetos interessantes do ponto de vista da performance 
musical como o MultiBall ou o RingArea que possuem capacidade de ajuste dos 
comportamentos físicos descritos anteriormente, mas no que diz respeito a um 
contexto de mistura de áudio continua a utilizar uma analogia ao paradigma de mistura 
das consolas de áudio, sendo algo que pretendemos evitar no teor desta dissertação. 
Mas a possível total reconfiguração do ambiente de trabalho e disposição dos objetos, 
assim como o ajuste de comportamentos físicos são aspectos importantes que 
merecem ser assinalados. 
 
TouchOSC 
 
O TouchOSC32 disponível para iPad ou Android é uma aplicação popular no universo 
de interfaces controladoras de áudio para plataformas multi-toque. Apresentando um 
                                                
32 http://hexler.net/software/touchosc 
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conjunto de layouts gráficos otimizados para contextos de performance musical ou 
mistura de áudio, a morfologia do TouchOSC assenta no uso do protocolo de 
comunicação Open Sound Control, sendo o seu uso popular em conjunção com 
ambientes de programação como o Max33 ou PureData34 entre outros, com capacidade 
de recepção das mensagens do protocolo OSC (TouchOSC, 2013). 
 
Os layouts disponibilizados pelo TouchOSC destinados à mistura de áudio são 
extremamente simples, disponibilizando essencialmente conjuntos de faders, knobs e 
botões, não trazendo desse modo uma abordagem alternativa ao paradigma de 
mistura de áudio existente. Mas a utilização de objetos tipo touchpad (Figura 20) em 
funções de mistura de áudio é um aspeto pertinente que merecer ser analisado. 
 
Este tipo de objeto, à semelhança do que ocorre com um touchpad clássico de um 
computador portátil, recolhe simultaneamente a posição de duas coordenadas, sendo 
essa informação passível de controlar simultaneamente valores como o volume ou 
distribuição panorâmica de um canal de áudio. Este tipo de funcionalidade é utilizada 
em algumas das abordagens que analisaremos em seguida, assim como no protótipo 
de aplicação desta dissertação. 
 
 
 
Figura 20 – TouchOSC Touchpad 
  
                                                
33 http://cycling74.com/products/max/ 
34 http://puredata.info/ 
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3.2 Instrumentos musicais desenvolvidos em plataformas multi-toque 
 
 
Audiopad 
 
Apresentado em 2002, o sistema Audiopad usa objetos eletromagnéticos posicionados 
sobre uma plataforma multi-toque num contexto de performance musical. No Audiopad 
o utilizador atribui a cada objeto um conjunto de samples, e através da detecção do 
posicionamento e orientação dos objetos é possível controlar parâmetros diversos de 
processamento de áudio. Informação gráfica é projetada por cima da plataforma nos 
objetos e em seu redor, correspondente a parâmetros que podem ser manipulados 
pelo utilizador. 
 
Este tipo de interação permite a um ou mais utilizadores controlar simultaneamente 
vários objetos, assim como diversos parâmetros de cada objeto alterando em 
simultâneo a sua posição e orientação. Cada objeto possui um botão que ao ser 
pressionado fornece um novo grupo de parâmetros a ser controlados. De modo a que 
as mudanças na posição e orientação dos objetos não interfira com os parâmetros 
envolvidos em cada um dos grupos, é usada uma posição relativa dos objetos no 
espaço bidimensional, sendo apresentadas diferentes áreas ocupadas por cada objeto 
assim como delimitações relativas à gama de valores dos parâmetros envolvidos 
(Patten, Recht, & Ishii, 2002). O Audiopad abriu caminho para o desenvolvimento do 
reacTable, analisado em seguida. 
 
 
 
Figura 21 – Sistema Audiopad em utilização 
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reacTable 
 
Apresentado em 2005, o reacTable foi projetado como sendo um instrumento 
colaborativo de síntese modular, permitindo o seu uso por vários utilizadores que 
construem e tocam o instrumento em simultâneo. 
 
O reacTable utiliza uma plataforma com uma superfície redonda translúcida onde são 
colocados uma série de objetos com funções típicas de processamento áudio, tais 
como geradores de áudio, filtros e efeitos. Uma câmara situada por baixo da 
plataforma analisa a posição, orientação e forma dos objetos, e um projetor situado 
igualmente por baixo da plataforma desenha animações dinâmicas na plataforma 
consoante a informação recolhida através da câmara. Através da alteração do 
posicionamento e orientação dos objetos na plataforma, os utilizadores construem a 
estrutura do instrumento e controlam parâmetros típicos de síntese sonora. 
 
O reacTable utiliza o protocolo TUIO35 que define propriedades comuns dos objetos 
controladores (fiducial tracking) na superfície multi-toque, ao mesmo tempo que 
identifica os movimentos associados à interação táctil por parte do utilizador (finger 
tracking) (Kaltenbrunner, Bovermann, Bencina, & Costanza, 2005). O protocolo TUIO 
foi implementado utilizando o protocolo de comunicação OSC, e sendo este sistema 
de detecção open source, o protótipo desenvolvido para esta dissertação pode ser 
facilmente adaptado a este sistema. 
 
Utilizando uma abordagem estratificada, assunto que analisaremos em maior detalhe 
no subcapítulo 3.4, as várias componentes de processamento são repartidas, 
utilizando o sistema open source reacTIVision 36  para o processamento visual, e 
ambientes gráficos de programação para o processamento de áudio, como o PureData 
ou o SuperCollider37. Desse modo é possível o desenvolvimento de novos módulos de 
síntese noutros ambientes de programação, que suportem igualmente o protocolo 
OSC (Jordà, Kaltenbrunner, Geiger, & Bencina, 2005). 
 
                                                
35 http://www.tuio.org/ 
36 http://reactivision.sourceforge.net/ 
37 http://supercollider.sourceforge.net/ 
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Desta forma o reacTable introduziu um novo paradigma de interação num contexto de 
performance musical, utilizando uma plataforma multi-toque como base de um novo 
instrumento de síntese modular desenvolvida em ambientes gráficos de programação. 
Atualmente existe uma série de versões comerciais do reacTable38, incluindo uma 
versão em formato aplicação para plataformas móveis, que usa uma analogia ao 
sistema físico antecessor mas já sem a abordagem estratificada. 
 
 
 
Figura 22 – Sistema Reactable em utilização 
 
Samplr 
 
No final de 2012 surge no mercado de aplicações para iPad um novo tipo de 
instrumento desenvolvido de raiz para uso em plataformas multi-toque. O Samplr39, tal 
como o nome indica, trata-se de um sampler em formato aplicação para iPad que 
explora as capacidades ergonómicas de um interface multimodal num contexto de 
performance musical. Em vez de tentar simular meios de interação de instrumentos 
musicais tradicionais, o Samplr fornece sete diferentes métodos de performance 
através da reprodução de samples. Estes métodos de reprodução exploram 
interessantes movimentos gestuais efetuados com os dedos na secção gráfica onde 
está representada a forma de onda de cada sample utilizado. 
 
                                                
38 http://www.reactable.com/ 
39 http://samplr.net/ 
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Alguns movimentos gestuais interessantes possíveis são; a seleção de fragmentos de 
um sample utilizando dois dedos para delimitar o duração de cada fragmento (Figura 
23) e alterar o seu volume deslocando os dedos no eixo vertical (modo Looper); a 
simulação de movimentos de arco musical em curtos fragmentos deslocando os dedos 
no eixo vertical (modo Bow); alterar a velocidade e o número de reproduções ao 
deslocar um ou mais dedos horizontalmente (modo Tape); controlar a reprodução do 
sample com movimentos típicos de performance usando discos de vinyl (modo 
Scratch). 
 
 
 
Figura 23 - Samplr (modo Looper) 
 
 
3.3 Abordagens alternativas de espacialização sonora 
 
 
Inventada em 1931 por Alan Blumlein, a estereofonia por diferença de intensidade 
continua a ser utilizada nos dias de hoje como o principal sistema de reprodução 
musical, sendo usual e apenas necessária a ferramenta panpot para controlar este 
parâmetro de mistura de áudio que permite deslocar a imagem fantasma de um som 
entre duas fontes de reprodução. No entanto quando falamos em espacialização 
sonora e não apenas numa típica distribuição panorâmica estéreo existem outros 
factores relevantes a ter em conta. 
 40 
 
Por exemplo, a deslocação em profundidade num espaço físico real é um aspecto que 
não é considerado numa simples distribuição panorâmica estéreo. Usando técnicas de 
captação e reprodução multicanal como o Ambisonics40 é possível gerar modelos 
avançados de espacialização sonora como o Spatium41 criado por Rui Penha. Este 
conjunto de aplicações modulares engloba uma série de interfaces que exploram este 
conceito avançado de espacialização sonora usando ferramentas com 
comportamentos gravitacionais, como é o caso da simulação do uso de um pêndulo 
em perspectiva tridimensional (Figura 24). 
 
 
 
Figura 24 – Spatium Pendulum 
 
Sendo esta dissertação direcionada para a mistura estéreo de áudio, neste subcapítulo 
analisamos duas aplicações que apresentam abordagens alternativas de distribuição 
panorâmica estéreo, explorando ainda a relação entre som direto e reverberação de 
uma fonte sonora consoante a deslocação em profundidade num determinado espaço. 
  
                                                
40 http://www.ambisonic.net/ 
41 http://spatium.ruipenha.pt/ 
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Audio Ease Altiverb 
 
O Altiverb 42  é uma das mais populares aplicações em formato plugin de áudio, 
dedicadas à reverberação por convolução, que consiste no uso da captação de 
resposta de impulsos para amostrar reverberações de espaços reais. Uma das 
funcionalidades presentes no Altiverb permite deslocar a posição da fonte de 
reprodução sonora numa simulação de um espaço tridimensional, onde 
hipoteticamente está colocada uma fonte de captação estéreo fixa num ponto central e 
frontal do palco sonoro. Á semelhança do que ocorre com uma câmara de eco, a 
relação de distância entre a fonte de reprodução sonora e a fonte de captação altera a 
intensidade e o tempo de chegada do som direto. Quanto mais próxima a fonte de 
reprodução, mais presença de som direto na captação, e sendo a captação efetuada 
por uma técnica de captação estéreo é possível capturar ainda a distribuição 
panorâmica. 
 
A ferramenta Positioner (Figura 25), é-nos apresentada através de um interface onde 
está representado um palco sonoro, e onde podemos deslocar a fonte de reprodução, 
representada por uma coluna, no espaço (AudioEase, 2012). 
 
 
 
Figura 25 – Altiverb 7 Positioner 
 
Auditivamente existe no domínio frequencial uma relação direta entre a distância e a 
presença de altas frequências. Ou seja, quanto mais afastado estiver a fonte de 
reprodução, menor será a presenças de altas frequências, e esta ferramenta do 
Altiverb é um ótimo exemplo de uma representação correta deste fenómeno físico. Tal 
                                                
42 http://www.audioease.com/Pages/Altiverb/ 
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só é possível porque cada conjunto de resposta de impulsos utiliza dezenas de 
captações efetuadas em diversos pontos do espaço a amostrar. 
 
Vienna MIR Pro 
 
O Vienna MIR Pro43 é uma aplicação dedicada à espacialização, reverberação por 
convolução e mistura de áudio, redirecionada essencialmente para a reprodução de 
samples de instrumentos de orquestra da biblioteca de áudio Vienna Symphonic. O 
Vienna MIR Pro apresenta um novo conceito de mistura de áudio ao possibilitar o 
posicionamento em palco de cada instrumento, numa representação virtual de salas 
de espetáculo. 
 
Utilizando a ferramenta MIR Control Icon (Figura 26), é possível controlar parâmetros 
como o rácio entre o som direto e processado, a largura estéreo ocupado pelo 
instrumento no palco, volume, posição em palco e a direccionalidade  de cada 
instrumento. Visualmente o posicionamento em palco dos vários instrumentos e a 
consequente espacialização ou distribuição panorâmica inerente, apresenta vantagens 
consideráveis quando comparado com o paradigma de mistura tradicional. A 
possibilidade de observar a espacialização completa de um projeto de mistura de 
áudio em breves instantes, é simplesmente algo que não é possível no paradigma 
tradicional usando apenas knobs para efetuar a distribuição panorâmica. 
 
 
Figura 26 – Vienna MIR Control Icon 
 
                                                
43 http://www.viennamirpro.com/ 
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Utilizando diferentes conjuntos e técnicas de captação, o Vienna MIR Pro permite 
também efetuar alterações na largura estéreo de cada instrumento através da 
descorrelação de fase provocada pela relação de distância e posicionamento dos 
microfones utilizados. Outro parâmetro interessante a analisar, que provoca alterações 
no domínio frequencial de cada instrumento, é a sua direccionalidade. Não é 
reconhecido de momento em qualquer outra aplicação de áudio um sistema que não 
considere as fontes sonoras como sendo tipicamente omnidireccionais, não 
respeitando as alterações tímbricas e de volume que cada instrumento emite ao estar 
posicionado em diferentes direções. 
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 3.4 Abordagem estratificada em modelos de mistura de áudio 
 
 
Os modelos de mistura de mistura de áudio analisados em seguida utilizam uma 
estruturação por camadas, distribuindo o processamento entre diferentes aplicações 
em software ou hardware. Utilizando os protocolos de comunicação MIDI ou OSC 
entre diversas camadas de processamento, é possível beneficiar desta abordagem 
estratificada ao possibilitar a criação e utilização de ferramentas de mistura de áudio 
não presentes numa comum DAW, usando para tal diferentes ambientes de 
programação como o PureData, Max/MSP ou Processing44 entre outros. 
 
Além das duas referências analisadas em seguida, já anteriormente mencionamos 
dois bons exemplos deste tipo de abordagem: o Spatium de Rui Penha, cujos 
interfaces modulares de espacialização sonora foram desenvolvidos em Processing, e 
o reacTable. Outro exemplo interessante deste tipo de abordagem é o SoundScape 
Renderer App Demo45, uma aplicação programada em linguagem Android46 que serve 
como controlador remoto para o software de espacialização sonora SoundScape 
Renderer47. 
 
AWOL 
 
O interface AWOL sugerido por Vincent Diamante, é direcionado para mistura de áudio 
multicanal, usando como tecnologia de interação telas digitalizadores com caneta 
Wacom 48 . O interface gráfico foi desenvolvido em Processing, a plataforma de 
processamento de áudio utilizada é a DAW Cakewalk Sonar49, e os valores dos 
parâmetros de processamento áudio de cada canal são transmitidos entre ambos 
através de mensagens MIDI CC (Continuous Controller)50. 
 
No AWOL cada canal de áudio é representado por um quadrado colorido em redor de 
um ponto central de audição, localizado no centro de dois círculos concêntricos num 
                                                
44 http://www.processing.org/ 
45 http://vimeo.com/17159650 
46 http://developer.android.com/training/index.html 
47 http://www.tu-berlin.de/?id=ssr 
48 http://www.wacom.com/ 
49 http://www.cakewalk.com/products/SONAR/ 
50 http://www.midi.org/aboutmidi/glossary.php#c 
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espaço bidimensional. A espacialização de cada canal está diretamente relacionada 
com a proximidade ao ponto central de audição, sendo que ao afastar um canal do 
ponto central, a percepção de direccionalidade aumenta. Inversamente, ao aproximar 
um canal do ponto central de audição, a percepção de direccionalidade diminui, sendo 
necessário o uso de várias fontes de reprodução do sistema multicanal de forma a 
atribuir uma maior largura do som no espaço. 
 
Ocorrem dois fenómenos interessantes ao afastar um canal do ponto central de 
audição, o volume diminui e a partir de certo ponto a equalização é introduzida 
progressivamente, utilizando um filtro passa-baixos com uma frequência de corte nos 
7kHz. O AWOL possibilita também que a posição do ponto central de audição seja 
alterada, atualizando desse modo em simultâneo a distância a cada canal e 
consequentemente todos os parâmetros de processamento envolvidos (Diamante, 
2007). 
 
Com este interface, Vincent Diamante pretende comprovar que com o uso de um único 
ecrã dedicado à visualização de uma mistura multicanal, torna-se extremamente fácil 
visualizar uma forma visual da mistura como um todo. No entanto não é explorado 
neste conceito as potencialidades do uso de um ambiente gráfico tridimensional para 
representação do espaço sonoro. 
 
Interface multi-toque para mistura de áudio 
 
Em 2011 foi apresentado na conferência NIME (New Interfaces for Musical 
Expression), um protótipo de aplicação (Figura 27) desenvolvido por Juan Pablo 
Carrascal e Sergi Jordà que explora um conceito tridimensional de mistura de áudio. 
Desenvolvido para ser utilizado em plataformas multi-toque, o protótipo usa o mesmo 
sistema utilizado no reacTable, e apresenta no interface gráfico a simulação de um 
espaço tridimensional, onde estão inseridos controladores destinados a controlar 
parâmetros em canais de áudio de uma consola de áudio digital Yamaha 01V96, É 
utilizado um patch Pure Data e o protocolo OSC como ligação entre o protótipo e a 
consola. 
 
A posição relativa de cada controlador aos eixos x e y remete valores que são usados 
para controlar o volume e distribuição panorâmica no modo estéreo ou uma 
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distribuição tridimensional (esquerda-direita ; frente-trás) no modo surround. A posição 
relativa ao eixo z é efectuada através da variação do diâmetro de um circulo interno na 
representação circular do controlador, para efeitos de espacialização tridimensional 
(Carrascal & Jordà, 2011). 
 
Além da vantagem imediata que este sistema apresenta ao possibilitar uma percepção 
visual imediata de valores dos parâmetros envolvidos, oferece também a capacidade 
de atualização de todos os canais em simultâneo ao deslocar um ponto central de 
audição. Desta forma é possível deslocar no ambiente gráfico todos os canais em 
simultâneo reajustando a mistura áudio relativamente ao novo ponto central de 
audição. 
 
 
 
Figura 27 - Interface multi-toque para mistura de áudio 
 47 
IV. Implementação 
 
 
4.1 Análise e escolha das tecnologias utilizadas 
 
 
A escolha das aplicações e ambientes de programação necessárias para o 
desenvolvimento do protótipo, dividiu-se entre a experiencia prévia satisfatória na 
utilização do ambiente gráfico de programação Max/MSP, para o processamento de 
áudio, e o reconhecimento académico e profissional positivo da linguagem de 
programação de código aberto Processing em projetos visuais, na construção do 
interface gráfico. 
 
Processing 
 
A escolha do Processing para o desenho do interface gráfico, revelou ser uma escolha 
acertada devido à satisfação de ter um retorno visual imediato que utiliza as 
capacidades gráficas da linguagem de programação Java. O Processing usa um 
sistema tradicional de programação através de linhas de código para desenvolver 
aplicações, aqui denominadas de sketches,  apresentando o retorno das aplicações 
através de uma janela de apresentação passível de interação com o utilizador. 
 
O Processing permite ainda a importação de bibliotecas externas de modo a expandir 
o conjunto de ferramentas disponíveis, como é o caso da biblioteca oscP5 51 
necessária para o envio e recepção de mensagens usando o protocolo OSC (Open 
Sound Control) desenvolvido pelo CNMAT 52 , (Center for New Music and Audio 
Technology) da Universidade de Berkeley, Califórnia. Utilizando um sistema de 
referências intuitivo 53  aliado à boa documentação existente 54 , a curva de 
aprendizagem desta linguagem torna-se acessível a quem não possui experiencia 
prévia de programação em linguagens e técnicas de programação tradicionais. 
                                                
51 http://www.sojamo.de/libraries/oscP5/ 
52 http://cnmat.berkeley.edu/ 
53 http://www.processing.org/reference/ 
54 http://www.processing.org/books/ 
 48 
A escolha desta linguagem de programação para o desenvolvimento do protótipo abre 
portas a uma futura utilização em Android, e com uma fácil conversão para 
openFrameworks55 uma futura utilização em iOs. 
 
Max for Live 
 
O Max for Live56, fruto de uma colaboração entre a Cycling7457 e a Ableton58, permite 
utilizar efeitos e instrumentos virtuais desenvolvidos a partir de aplicações criadas no 
ambiente de programação gráfica Max, na DAW Live 59 . Estas aplicações, 
denominadas de patches, são construídas através da inclusão de objetos gráficos e da 
sua interligação por patch chords. 
 
Através da utilização de objetos do pacote MSP (Max Signal Processing), que 
permitem analisar e processar sinais de áudio digital em tempo-real, o utilizar cria 
aplicações que são inseridas em pistas do Live de modo a manipular o conteúdo 
existente nas mesmas. As aplicações são construídas entre dois objetos: o objeto 
plugin~, responsável por encaminhar o conteúdo áudio do canal em que a aplicação 
está inserida, e o objeto plugout~, responsável por redirecionar de volta o áudio para o 
canal do Live. 
 
Uma escolha igualmente válida seria a utilização do Max para as duas componentes 
do trabalho (processamento áudio e interface gráfico), utilizando objetos da biblioteca 
Jitter60 com possibilidades de manipulação em tempo-real de gráficos tridimensionais.  
 
Ableton Live  / Live API 
 
A utilização da DAW Ableton Live foi uma escolha óbvia devido à possível integração 
de patchs de programação Max for Live, e a possibilidade de acesso ao Live API61 
(Application Programming Interface), de modo a controlar e recolher informações 
                                                
55 http://www.openframeworks.cc/about 
56 https://www.ableton.com/en/live/max-for-live 
57 http://cycling74.com 
58 http://www.ableton.com 
59 http://www.ableton.com/en/live 
60 http://cycling74.com/docs/max6/dynamic/c74_docs.html#jitter_functional 
61 http://cycling74.com/docs/max5/refpages/m4l-ref/m4l_live_api_overview.html 
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sobre propriedades dos canais de áudio utilizando objetos do pacote LOM62 (Live 
Object Model). 
 
Uma excelente referência das capacidades de acesso e utilização do Live API é o 
MU63, um controlador para iPad desenvolvido pela Liine, empresa responsável pelo 
Lemur já referenciado em cima. Este controlador permite o total acesso e controlo de 
todas as funcionalidades do Live, juntando também funcionalidades interessantes 
como os comportamentos físicos de alguns objetos típicos do Lemur. 
 
 
4.2 Interface Gráfico (Processing) 
 
 
Desenhado em Processing, o principal objectivo do protótipo é demonstrar que é 
possível efetuar uma mistura de áudio a partir de um único interface gráfico 
tridimensional, onde possamos visualizar a mistura de áudio de uma forma mais 
intuitiva e direta comparativamente ao tradicional paradigma de channel strip.  
 
Inspirado principalmente nas representações visuais de David Gibson e usando um 
palco sonoro de suporte à semelhança do software Altiverb, ambos referidos 
anteriormente, os canais de áudio são apresentados simultaneamente no mesmo 
espaço. Parâmetros de processamento como a distribuição panorâmica são 
controlados através da deslocação dos canais de áudio, representados por elipsoides 
num ambiente tridimensional. 
 
O número de canais em utilização simultânea foi limitado a quatro unidades, e 
considerando este protótipo como um exercício que pretende demonstrar a fiabilidade 
e utilidade deste tipo de sistema, a utilização de apenas quatro canais justifica-se por 
ser suficiente para demonstrar os objectivos pretendidos. Numa versão futura deste 
sistema não haverá razões para uma tão reduzida limitação do número de canais, 
impossibilitando a sua utilização em projetos de mistura de áudio mais complexos, 
embora a presença de um elevado número de canais adivinhe o levantamento de 
questões relativas às dimensões das representações gráficas e do palco sonoro. 
                                                
62 http://cycling74.com/docs/max5/refpages/m4l-ref/m4l_live_object_model.html 
63 http://liine.net/en/products/lemur/premium/mu/ 
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O palco sonoro (Figura 28) apresenta dimensões num rácio de 2:1, tendo a 
profundidade metade do valor do comprimento, e possui uma linha central de 
referência que serve para definir a posição central de audição relativa à distribuição 
panorâmica. 
 
 
 
Figura 28 – Palco Sonoro do protótipo 
 
Os canais de áudio são representados através de elipsoides cujas propriedades de cor 
e forma são alteradas consoante a manipulação pretendida dos parâmetros de áudio 
envolvidos. Optamos por trabalhar a cor no formato HSBA (hue, saturation, brightness, 
alpha), tendo dessa forma à disposição a possibilidade de alteração de quatro 
propriedades, matiz, saturação, brilho e opacidade. Sendo a matiz a única propriedade 
cuja escolha é feita automaticamente com base na grelha de cores disponíveis para os 
canais do Live como verificaremos posteriormente, a distribuição das restantes 
propriedades pelos parâmetros de processamento foi feita com base em 
experimentações sucessivas de modo a verificar quais as correspondências mais 
funcionais. 
 
Não havendo uma validação científica que justifique correspondências audiovisuais e a 
elevada subjetividade que este tema apresenta, as escolhas de correspondências 
efetuadas por nós são certamente passíveis de originarem uma discussão critica. 
Pedro Santos na sua dissertação “Tecnologias de visualização Sonora num contexto 
artístico de performance musical”, analisa diversas correspondências audiovisuais 
como a possível relação entre a cor e a altura musical, e a cor e o timbre entre outras, 
mas devido à falta de validação científica e à existência de opiniões distintas e 
contraditórias, refere que: 
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(...) nenhum mapeamento de características elementares como as que serão aqui 
referidas será suficiente para relacionar o som e a imagem de forma efectiva. Este 
facto, na nossa opinião, constitui uma mais valia para os artistas, pois será necessária 
a combinação criativa destes elementos de forma a obter um produto artístico 
satisfatório, correlacionado nos domínios sonoro e visual. Por este motivo, a validade 
das relações aqui apresentadas não é por nós posta em causa (Santos, 2009). 
 
As correspondências audiovisuais sugeridas por nós relativas à cor são utilizadas de 
uma forma subtil, atribuindo uma maior relevância à forma e posição das elipsoides. 
Estas correspondências são: 
 
• Opacidade à Volume 
 
Considerando níveis semelhantes de amplitude para todos os sinais de áudio 
envolvidos, quanto maior o volume de um canal, mais proeminente será a 
presença64 desse sinal na mistura. Dessa forma, consideramos que a opacidade 
oferece uma correspondência óbvia entre a presença auditiva e visual de um sinal 
de áudio na mistura. 
 
• Saturação à Profundidade 
 
O rácio entre som direto e som refletido é o aspecto que iremos abordar consoante 
a deslocação em profundidade no palco sonoro. Assumindo que a quantidade de 
saturação está dependente da quantidade de som direto na mistura, decidimos 
reduzir progressivamente a saturação às elipsoides conforme o incremento no rácio 
de processamento desta funcionalidade. 
 
• Brilho à Largura estéreo 
 
O brilho é a propriedade que nos resta e atribuímos esta propriedade à largura 
estéreo. Quanto maior o espaço ocupado por um sinal, mais brilhante será a sua 
representação e vice-versa.  
                                                
64 Não confundir com o termo presence, utilizado vulgarmente para definir o resultado estético obtido ao incrementar 
uma determinada gama frequencial. 
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Relativamente à forma, utilizamos a elipsoide como objeto representativo de todos os 
canais presentes (Figura 29), que alongamos ou encolhemos horizontalmente ao 
manipular o parâmetro relativo à largura estéreo. O tamanho das elipsoides varia em 
função do nível de volume pretendido. Estas variações nas propriedades da cor, forma 
e tamanho da elipsoide são analisadas em seguida nas secções relativas aos 
parâmetros de processamento de áudio correspondentes. 
 
 
 
Figura 29 - Representação de quatro canais com diferentes valores de processamento 
 
Devido à perspectiva tridimensional e à possibilidade de existirem elipsoides com 
diferentes tamanhos, a percepção da localização das mesmas no palco sonoro é 
dificultada ao não conseguirmos distinguir imediatamente entre uma elipsoide pequena 
e próxima e uma grande e afastada. Embora as variações nas propriedades de cor de 
cada uma das elipsoides se altere conforme o tamanho e a profundidade, não as 
consideramos suficientes para colmatar esta dificuldade visual. Dessa forma 
resolvemos incluir em cada elipsoide a presença de uma sombra com as mesmas 
propriedades de cor, de forma a facilitar a percepção da sua localização. 
 
De forma a haver uma referência imediata entre cada uma das elipsoides e o canal de 
áudio correspondente no Live, o interface gráfico contém uma barra onde é 
apresentado automaticamente o nome e a cor selecionada em cada um dos canais do 
Live (Figura 30), recolha de informação esta possibilitada através do acesso ao Live 
API. 
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Figura 30 - Apresentação do nome e cor dos canais do Live no interface do protótipo 
 
 
4.3 Funcionalidades do protótipo 
 
 
Através de um sistema de coordenadas cartesiano tridimensional (Figura 31), é 
possível deslocar os canais de áudio no espaço de modo a controlar três das funções 
do protótipo: distribuição panorâmica no eixo X, volume no eixo Y, e a profundidade no 
eixo Z. Tal como referido anteriormente, o controlo da largura estéreo é efectuado ao 
modificar o diâmetro horizontal da elipsoide.  
 
 
 
Figura 31 - Sistema de coordenadas cartesiano utilizado no Processing 
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Seguem-se uma série de exemplos que apresentam as funções do protótipo e a 
variações possíveis nas propriedades visuais das representações dos canais de áudio. 
Relativamente a detalhes sobre os parâmetros de áudio envolvidos, essa análise é 
efetuada no subcapítulo seguinte referente ao processamento de áudio. 
 
4.3.1 Distribuição Panorâmica 
 
A mudança de posição das elipsoides no eixo X gera um envio de valores que provoca 
uma distribuição do sinal de áudio entre as duas fontes de reprodução estéreo (Figura 
32). Ao posicionar a elipsoide no extremo esquerdo o envio do sinal é direcionado para 
a fonte de reprodução da esquerda, e vice-versa ao posicionar a elipsoide no extremo 
direito. Ao posicionar a elipsoide numa posição central, tendo como referência a linha 
central desenhada no placo sonoro, o sinal é dividido com igual intensidade entre as 
duas fontes de reprodução. 
 
 
 
 
 
Figura 32 - Distribuição panorâmica para um canal de áudio 
De cima para baixo: extremo esquerdo, centro e extremo direito 
 
Nesta posição é provocado o fenómeno de efeito fantasma que ilude a nossa 
percepção auditiva ao identificarmos o ponto de origem como sendo entre as duas 
fontes de reprodução. Como verificamos anteriormente, no atual paradigma de mistura 
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de áudio este parâmetro de processamento é tipicamente controlado através do uso 
de um knob, ferramenta reconhecida como panpot. 
 
Este protótipo comprova que é possível haver uma relação visual mais eficaz entre 
este controlador e o objetivo pretendido, ao proporcionar ao utilizador uma visão 
intuitiva da distribuição panorâmica numa mistura de áudio. 
 
4.3.2 Volume 
 
Ao movimentar as elipsoides no eixo Y são alteradas duas propriedades visuais: o 
tamanho e a opacidade das elipsoides (Figura 33). A mudança de posição das 
elipsoides neste eixo é subtil, sendo a variação de tamanho e opacidade os principais 
indicadores visuais do nível de volume aplicado em cada canal de áudio. 
 
 
 
 
 
Figura 33 - Alteração de volume para um canal de áudio 
De cima para baixo: +6 dB, -35dB e -70dB 
 
Os valores gerados pela deslocação neste eixo são mapeados posteriormente de 
modo a corresponder a uma relação entre +6dB a -70dB (-infdB). A opacidade da 
sombra da elipsoide está mapeada de forma a que a sombra desapareça quando se 
atinge o valor de –70dB. 
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Decidimos que a redução do tamanho da elipsoide conforme o volume não deve ser 
linear. De modo a respeitar o nível nominal de 0dB no resultado final da mistura de 
todos os canais, e não considerando opções estéticas menos vulgares, o equilíbrio de 
volume entre os vários canais pode necessitar apenas de ligeiras atenuações, não 
provocando alterações significativas ao tamanho da elipsoide. Dessa forma, 
considerando a gama dinâmica de +6dB a -70dB, é utilizada uma curva exponencial 
que permite que a elipsoide atinja metade do seu tamanho ao chegar aos -18dB, e não 
aos -38dB caso fosse uma redução linear, tendo já perdido 75% do seu tamanho 
nessa situação. 
 
4.3.3 Profundidade 
 
Em relação ao eixo Z, a deslocação das elipsoides remete valores que controlam um 
grupo de parâmetros alusivos à profundidade do som num espaço real. O rácio entre o 
som direto e a reverberação, a absorção do som pelo ar e a atenuação das altas 
frequências conforme a distância, são parâmetros possíveis de controlar com a 
deslocação das elipsoides neste eixo. A saturação é a propriedade da cor alterada 
consoante a posição da elipsoide no placo sonoro (Figura 34). A gama de valores é 
mapeada de forma a corresponder a uma relação percentual do processamento de 
áudio aplicado com estes parâmetros (Dry/Wet). 
 
 
 
 
Figura 34 - Profundidade no palco sonoro 
De cima para baixo: 100% Dry ; 50% Dry / 50% Wet ; 100% Wet 
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4.3.4 Largura Estéreo 
 
Ao alongar e encolher o diâmetro horizontal da elipsoide controlamos o ultimo dos 
parâmetros de áudio: a largura estéreo ocupada por cada sinal de áudio. Para sinais 
de áudio estéreo, se aumentarmos o diâmetro da elipsoide a largura estéreo aumenta, 
e vice-versa ao diminuir o diâmetro, de forma a controlar uma conversão LR-MS 
presente no patch de processamento de áudio. O sinal é alterado desta forma entre 
três posições: Mono-Original-Side (Figura 35). 
 
Para sinais monaurais apenas alongamos a esfera aplicando um efeito de wide 
chorus. Este necessidade de aplicarmos diferentes tipos de processamento conforme 
o tipo de sinal em cada canal, é analisada posteriormente no subcapítulo relativo ao 
processamento de áudio. Utilizamos ainda subtilmente o brilho como a propriedade de 
cor a ser alterada consoante a dimensão da elipsoide. 
 
Devido à proximidade da câmera do Processing esta alteração na forma da 
representação do canal pode ser confundida com a distorção visual que ocorre ao 
deslocar as elipsoides no eixo X, de modo a que possibilitamos ao utilizador alterar o 
tipo de visualização com a finalidade de encontrar a posição mais adequada para 
efetuar a mistura de áudio. 
 
 
 
 
Figura 35 - Largura estéreo para um canal de áudio estéreo 
De cima para baixo: Mono, Original, Side 
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4.3.5 Visualizações 
 
Conforme referimos anteriormente, a visualização escolhida por defeito pode dificultar 
ao utilizador a percepção nas mudanças do diâmetro horizontal das elipsoides. Outro 
fenómeno mais grave que pode ocorrer, é termos elipsoides escondidas por detrás de 
outras com um tamanho maior. Dessa forma disponibilizamos ao utilizador quatro 
visualizações com diferentes perspectivas do palco sonoro, que ajudam a ultrapassar 
estas dificuldades visuais (Figuras 36, 37, 38, 39). 
 
Nas figuras seguintes facilmente nos apercebemos dos dois fenómenos descritos 
anteriormente, a elipsoide referente ao canal “3-Guitarra” não é visível nas 
visualizações 1 (Espectador) e 2 (Paralela), estando escondida pela “1-Bateria”. Nas 
visualizações 1, 2 e 3 (Perpendicular), torna-se difícil de distinguir o nível da largura 
estéreo da elipsoide “2-Baixo”, que se encontra no máximo (Side), quando comparada 
com a elipsoide “4-Voz” que não possui alterações nessa propriedade. Depois de 
comprovar estes factos, decidimos que a visualização 4 (Superior), deve ser usada por 
defeito como visualização inicial ao iniciar o protótipo. 
 
 
 
Figura 36 – Visualização 1 (Espectador) 
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Figura 37 – Visualização 2 (Paralela) 
 
 
Figura 38 – Visualização 3 (Perpendicular) 
 
 
Figura 39 – Visualização 4 (Superior) 
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4.4 Comunicação entre aplicações 
 
 
A interação com as elipsoides no interface gráfico criado no sketch de Processing gera 
valores que são enviados utilizando o protocolo OSC, de modo a serem recepcionados 
no patch de Max for Live. Os valores são precedidos pela mensagem /VALUES e 
enviados através da porta 9502 com o endereço de IP local 127.0.0.1. do próprio 
computador. 
 
O objeto [udpreceive] recebe as mensagens transmitidas através do protocolo de rede 
UDP (User Datagram Protocol)65, e o objeto [osc-route], desenvolvido pela CNMAT, 
entrega os valores que são direcionados para as respectivas secções de 
processamento. 
 
De um modo semelhante são enviadas propriedades recolhidas pelos objetos 
[live.path], responsável pela navegação entre elementos do Live API, detetando neste 
caso especifico o id do canal em que está inserido o patch do protótipo, e o 
[live.observer] responsável pela detecção de alterações efetuadas às propriedades do 
canal em questão, como os valores da cor e o nome do canal (Figura 40). 
 
Como usamos a gama dinâmica da saturação como indicador visual, a escolha de 
cores sem níveis de saturação (escala de cinzentos), não é permitida por nós. Ao 
inicializar o controlador com uma cor não permitida, automaticamente e aleatoriamente 
é selecionada uma das cores disponíveis na grelha de cores dos canais do Live.  
 
Relativamente ao tipo de patch escolhido, estéreo ou monaural, é enviada uma 
mensagem que serve para alternar o tipo de interação da elipsoide com o controlo da 
largura estéreo, o único parâmetro que se altera devido à diferença de sinais. 
 
Deste modo estão reunidas todas as informações necessárias para a ativação do 
controlador correspondente a cada canal de áudio. O envio destas propriedades é 
precedido pela mensagem /CREATE, e enviados através da porta 12000 com o 
                                                
65 http://technet.microsoft.com/pt-pt/library/cc785220(v=ws.10).aspx 
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mesmo endereço de IP local usando o objeto [udpsend] de modo a criar o respectivo 
controlador. 
 
Para desativar o controlador é enviada a mensagem /DELETE seguida do id do canal 
em questão. Estas duas mensagens são enviadas automaticamente ao ativar e 
desativar o botão On/Off presente no interface do processamento áudio desenvolvido 
no patch de Max for Live. 
 
 
 
Figura 40 - Recolha de propriedades do Live API no Max for Live 
 
4.5 Processamento de áudio (Max for Live) 
 
 
Sendo o interface gráfico controlador parte de um protótipo, cujo principal objetivo é 
demonstrar as vantagens de efetuar uma mistura de áudio usando um ambiente 
tridimensional onde estejam representados todos os canais de áudio, foi apenas 
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inserida no interface de processamento de Max for Live a informação necessária para 
uma correta e funcional utilização do mesmo. 
 
No entanto, o controlo de parâmetros avançados, como os que iremos analisar neste 
capitulo, não foram menosprezados devido a considerarmo-los necessários para 
possibilitar opções estéticas comuns numa mistura de áudio. O controlo desses 
parâmetros está disponível no interface do patch de processamento, como podemos 
verificar na figura 41, que apresenta o interface para canais de sinais estéreo. O 
interface para sinais monaurais não possui a secção Spread Stereo visto que a 
conversão LR-MS não funciona em sinais monaurais, e apresenta a alternativa Wide 
Chorus na mesma posição (Figura 42). 
 
Os parâmetros relativos à interação com o interface gráfico, estão por nossa opção 
bloqueados para manuseamento nos interfaces de processamento. 
 
 
 
Figura 41 – Interface de processamento estéreo 
 
 
 
Figura 42 – Interface de processamento monaural 
 
A análise do processamento de áudio será feita respeitando o fluxo do sinal de áudio 
dentro do patch de Max for Live. Após o sinal de áudio de cada canal ser recolhido 
pelo objeto [plugin~] para o patch, utilizamos os seguintes objetos e subpatches de 
processamento: 
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[normalize~]66 Este objeto normaliza a amplitude do sinal de áudio em tempo-real, 
através da leitura do valor de amplitude de cada sample reproduzido. Tendo como 
referência máxima o valor nominal de 0dB, a amplitude de cada sample é multiplicada 
pelo menor valor necessário para atingir os 0dB até ao momento registado. 
 
A escolha na utilização desta ferramenta deve-se à necessidade verificada de 
uniformizar os níveis de amplitude entre os canais, de forma a que haja uma 
correlação visual correta entre o tamanho das elipsoides e a amplitude de cada sinal 
de áudio. Visto que a utilização deste objeto consegue descaracterizar a dinâmica 
musical na gravação de uma performance, devido à normalização ocorrer em tempo-
real e não com base numa leitura prévia e completa do ficheiro de áudio, decidimos 
ignorar este ponto em benefício da verificação de utilidade do protótipo. Numa futura 
versão do protótipo que inclua por exemplo o aumento de ganho por canal, tal como 
acontece num channel strip de uma mesa de mistura, a utilização deste objeto será 
dispensável, deixando ao encargo do utilizar ajustar manualmente os níveis iniciais de 
amplitude na mistura. 
 
[LR2MS] Este subpatch é utilizado para sinais estéreo, efetuando o processamento 
relativo ao ajuste da largura estéreo dos sinais de áudio. Utilizamos o código do plugin 
Stereo Adjuster da biblioteca Pluggo67 disponível no Live, que utiliza a conversão LR 
(Left-Right) para MS (Mid-Side). O sinal estéreo de áudio é convertido para o formato 
MS de modo a beneficiar da descorrelação de fase que existe entre as duas formas de 
onda presentes no sinal. Dessa forma possibilita a utilização do sinal em mono (Mid) 
que ouvimos como sendo estreito ou monaural, ou alargado (Side) quando comparado 
com o sinal original. 
Não havendo essa descorrelação de fase em sinais monaurais devido a possuírem 
apenas uma forma de onda, esta ferramenta não produz as alterações pretendidas ao 
sinal. 
 
[Wide_Chorus] Para sinais monaurais utilizamos neste subpatch o código do plugin 
Double-Wide Chorus, que assim como o Stereo Adjuster, pertence igualmente à 
biblioteca Pluggo disponível no Live. Este plugin divide o sinal em duas bandas 
                                                
66 http://cycling74.com/docs/max5/refpages/msp-ref/normalize~.html 
67 http://cycling74.com/docs/max5/vignettes/core/live_resources_pluggo.html 
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frequenciais, aplicando posteriormente um processamento de delay modular em cada 
uma dessas bandas. A mistura entre o sinal processado com o original provoca 
descorrelações de fase que produzem a sensação que sinal de áudio se alarga no 
espaço sonoro. 
 
Apenas apresentamos no interface do processamento a informação relativa a essa 
mistura percentual Dry/Wet, e um controlador que permite alterar a frequência de 
crossover entre as duas bandas frequenciais. Optamos por não incluir os restantes 
parâmetros, escolhendo valores por defeito para cada um deles, e omitindo essa 
informação de modo a simplificar o uso do interface de processamento. 
 
Em seguida o sinal é direcionado para a secção relativa à deslocação em 
profundidade das elipsoides no palco sonoro, que contém diversos parâmetros de 
processamento a controlar relativos ao filtro passa-baixos, atenuação de amplitude e 
reverberação. Como referido anteriormente todo o processamento aplicado nesta 
secção é efetuado numa relação percentual Dry/Wet. Estes tipos de processamento 
são opcionais e selecionáveis na janela de apresentação do patch. 
 
[svf~]68 O filtro passa-baixos é proporcionado por este objecto que produz quatro tipos 
diferentes de filtros usando a mesma frequência de corte e valor de ressonância. 
Usamos apenas o filtro passa-baixos com uma frequência de corte de 2.5kHz como 
valor por defeito no protótipo. 
 
[rev~3]69  Este subpatch é responsável pelo processamento de reverberação, um 
parâmetro ao qual atribuímos uma importância estética relevante. Dessa forma 
decidimos incluir no interface de processamento os quatro parâmetros a controlar: 
volume, feedback ou liveness (tempo de reverberação), crossover (frequência de 
corte) e damping (atenuação de altas frequências). O nível de damping atua a partir da 
frequência de crossover afetando o sinal de feedback gerado. 
 
Os valores usados por defeito são de 100 para o volume (0 a 100), 90 para o feedback 
(0 a 100), 2kHz para a frequência de crossover (20Hz a 16kHz) e 50 para o damping 
(0 a 100). 
                                                
68 http://cycling74.com/docs/max5/refpages/msp-ref/svf~.html 
69 http://cycling74.com/toolbox/turner-rev3/ 
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O processamento desta secção relativa à profundidade é efetuado por defeito em 
modo post-fader, e pode ser utilizado também em modo pre-fader, cujo seletor entre 
ambos os modos está presente na janela do patch. No modo pre-fader o volume da 
sinal processado é independente do nível de volume do canal, sendo possível ouvir 
apenas o sinal processado com o nível principal de volume do canal a -infdB. A partir 
do momento em que o modo pre-fader é selecionado, o sinal é dividido em dois e o 
posterior processamento de distribuição panorâmica afeta ambos os sinais. 
 
[vbapan~] Este objeto criado pelo CICM70, possibilita a espacialização multicanal de 
um sinal monaural até um máximo de 64 fontes de reprodução, usando como 
referência um sistema de coordenadas cartesiano ou polar. 
 
São usadas quatro instâncias deste objeto neste protótipo, duas para o sinal principal 
e outras duas para o sinal processado em modo pre-fader, e usamos dois outputs em 
cada uma delas. De modo a proceder a uma distribuição panorâmica linear entre 
ambos os canais de reprodução estéreo, os valores de deslocação das elipsoides no 
eixo X são novamente mapeados dentro do patch de processamento. Quando 
deslocamos uma elipsoide na metade esquerda do palco sonoro (-1 a 0), estamos a 
alternar a distribuição de amplitude entre os dois outputs do objeto que recebe a forma 
de onda destinada ao canal direito, e vice-versa quando deslocamos a elipsoide na 
metade direita do palco sonoro (0 a 1). 
 
Verificamos que após a utilização do objeto [vbapan~], o sinal de áudio reduziu cerca 
de 6dB de amplitude em relação ao original, devido ao facto deste objeto ter em 
consideração leis de atenuação à posição central de audição, ao assumir por defeito 
um sistema quadrifônico de audição. 
Teoricamente quando reproduzimos um sinal de  áudio por duas fontes de reprodução 
no mesmo espaço, o sinal é amplificado acusticamente em 6dB na posição central de 
audição. No entanto devido a limitações acústicas e electrónicas dos sistemas de 
audição, a curva aplicada de correção usual é de -3dB à posição central, assumindo 
um carácter natural na transição entre os extremos. 
 
                                                
70 http://cicm.mshparisnord.org/ 
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De modo a corrigir este fenómeno, é usual encontrar nas DAW opções de atenuação à 
posição central, como podemos encontrar na DAW Logic Pro (Figura 43). Além da 
curva atenuação normal de -3dB, esta DAW possui também uma segunda opção 
(compensated) que aumenta 3dB ao sinal em cada um dos extremos em vez de 
diminuir ao centro. 
 
 
 
Figura 43 - Curvas de atenuação na DAW Logic Pro 
 
No nosso protótipo optamos por não implementar nenhuma curva de atenuação à 
posição central, e corrigimos a atenuação criada pela utilização do objeto [vbapan~] ao 
multiplicar a amplitude do sinal para o dobro, de modo a obter os +6dB atenuados. 
Visto que através do Live API podíamos simplesmente controlar o knob de distribuição 
panorâmica do canal onde está inserido o patch, a escolha de utilização deste objeto é 
pensada propositadamente de modo a futuramente contemplar curvas de atenuação à 
posição central, e o desenvolvimento do protótipo para sistemas multicanal. 
 
O fluxo do sinal dentro do patch termina na secção final de processamento relativa ao 
controlo de volume. Nesta secção podíamos ter optado igualmente por controlar o 
fader de volume do canal do Live em utilização através do Live API, mas a partir do 
momento em que decidimos incluir o modo pre-fader no processamento dos 
parâmetros relativos à profundidade no palco sonoro, esta opção deixou de ser viável.  
De modo a conseguir separar o controlo de volume do sinal principal, do volume do 
sinal processado em profundidade no modo pre-fader, é necessário efetuar este 
processamento dentro do patch. 
 
Para o controlo do volume principal mapeamos os valores recebidos do protótipo, de 
forma a utilizar o objeto [live.gain~] com uma gama dinâmica de -70dB (-infdB) a +6dB. 
Sobre ambos os níveis de volume é possível aplicar uma atenuação linear de -6dB 
conforme a distância em profundidade no palco sonoro, e cujo respectivo seletor se 
encontra na janela de apresentação do patch de Max for Live. 
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4.6 Análise ao protótipo 
 
 
De modo a obter uma perspetiva do ponto de vista do utilizador, o protótipo foi testado 
simulando pequenos exercícios de mistura de áudio. Para tal foram usadas as faixas 
relativas às misturas de subgrupos do tema “Under The Bridge” da banda Red Hot 
Chili Peppers, que possui uma formação rock clássica constituída por bateria, baixo, 
guitarra e voz. Estas misturas de subgrupos contêm todas as gravações pertencentes 
a cada grupo de instrumentos, por exemplo, o subgrupo da voz inclui além da voz 
principal, as gravações das vozes secundárias. 
 
Apresentamos de seguida figuras com a visualização da mistura no interface gráfico e 
respectivas instâncias de processamento, de modo a ser possível acompanhar a 
análise e descrição das propriedades envolvidas. 
 
 
 
Figura 44 – Mistura do tema “Under The Bridge” 
 
 
 
Figura 45 – Processamento Baixo (Monaural) 
 68 
 
Figura 46 – Processamento Bateria (Estéreo) 
 
 
 
Figura 47 – Processamento Guitarra (Estéreo) 
 
 
 
Figura 48 – Processamento Voz (Estéreo) 
 
A visualização final obtida dos canais de áudio levanta questões relativas às gamas 
dinâmicas de processamento definidas por nós. Por exemplo, a quantidade de 
processamento aplicado relativo à deslocação em profundidade é muito semelhante 
em todos os canais, com um ligeira exceção na bateria. Uma conclusão positiva a 
retirar disso, é a facilidade com que esse aspecto é perceptível ao visualizarmos as 
quatro elipsoides no palco sonoro. No entanto, essa percepção pode ser incoerente 
devido a existirem parâmetros a controlar no interface de processamento capazes de 
desvirtuar a correlação visual entre as elipsoides e o resultado auditivo final. Caso a 
gama dinâmica do processamento deste grupo de parâmetros fosse diminuída, as 
pequenas diferenças entre ambos os canais seriam mais perceptíveis. 
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Outro parâmetro sobre o qual é possível atingir uma consideração diferente, é o 
controlo de volume. A curva exponencial aplicada na alteração do tamanho da 
elipsoide, evidencia as diferenças de processamento existente. Podemos comprovar 
isso ao fazer a comparação entre a elipsoide da bateria e a da voz. A aplicação de 
curvas exponenciais nos restantes parâmetros é um assunto que merece ser 
analisado futuramente. 
 
Duas propriedades que nos agradam na visualização final desta mistura, são a 
posição relativa à distribuição panorâmica e a mudança de forma relativa à largura 
estéreo. Intuitivamente observamos que a secção rítmica se encontra muito próxima 
na posição central de audição, estando o baixo ligeiramente posicionado em direção 
ao lado esquerdo. A guitarra foi consideravelmente posicionada no lado esquerdo e a 
voz ligeiramente sobre o lado direito. Em termos de largura estéreo, verificamos que 
as elipsoides relativas à bateria e à voz encontram-se estreitadas, e inversamente a 
elipsoide da guitarra foi alargada, aplicando o respectivo processamento. 
 
Com esta curta análise não pretendemos efetuar uma validação do trabalho, até 
porque consideramos que essa mesma validação, necessita de ser efetuada com um 
grupo de profissionais da área. 
 
 
4.7 Adaptação a Interfaces Multimodais 
 
 
Desde o início do desenvolvimento deste protótipo, que foram considerados diferentes 
métodos de interação com as funcionalidades presentes. Por exemplo, a barra de 
informação superior foi concebida para funcionar como um conjunto de quatro botões 
destinados a escolher o canal a controlar. Neste momento a seleção de canais é 
efetuada através do uso das teclas Z, X, C e V, sendo a posterior seleção da 
funcionalidade a controlar efetuada usando as teclas 1, 2, 3 e 4. Uma alteração/adição 
necessária seria a criação de um menu de seleção da visualização, neste momento 
efetuada pelas teclas 5, 6, 7 e 8. 
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Idealizando a utilização do interface gráfico num tablet, o uso de teclas para selecionar 
os canais e as funcionalidades de processamento seriam dispensáveis, concebendo-
se o uso de alguns dos gestos multi-toque presentes na figura 49 para o efeito. 
 
 
 
Figura 49 - Gestos Multi-toque 
 
 
• tap à Seleção de canal: o utilizador teria de pressionar uma vez o botão 
respectivo ao canal pretendido na barra de informação. 
 
• scroll à Volume: o controlo de volume seria efetuado deslizando um dedo 
verticalmente. 
 
• flick à Distribuição panorâmica: o controlo deste parâmetro seria efetuado 
deslizando um dedo horizontalmente. 
 
• pinch close/open à Largura estéreo: ao diminuir o espaço entre dois dedos 
colocados sobre o ecrã táctil diminui-se a largura estéreo, e vice-versa. 
 
• two finger scroll à Deslocação em profundidade: o controlo deste parâmetro 
seria efetuado deslizando dois dedos verticalmente. 
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O uso de uma superfície táctil multi-toque para o manuseamento do interface gráfico 
deste protótipo, é uma visão atrativa e simultaneamente controversa. Tal como já 
referido anteriormente, e tendo como referência exemplos concretos que não 
apresentaram avanços significativos, o acesso a parâmetros avançados de 
processamento pode ser dificultado pelo uso deste tipo de dispositivos. No entanto, a 
possibilidade de abrir novas “janelas” contextuais com parâmetros avançados que se 
encontram normalmente escondidos neste tipo de dispositivos, é uma capacidade a 
considerar. 
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V. Conclusões e Futuros Desenvolvimentos 
 
 
A principal motivação para a elaboração deste projeto, foi a construção de um 
protótipo baseado num novo interface gráfico de interação para mistura de áudio. 
Pretendeu-se com isto, a criação de uma nova ferramenta que desafie a contínua 
utilização do atual paradigma de mistura de áudio, não ignorando os diversos 
parâmetros de processamento de áudio envolvidos. 
 
Após uma etapa necessária de tentativa de compreensão dos motivos e limitações 
que impedem a instalação de um novo paradigma de interação num contexto de 
mistura de áudio, foram analisadas ferramentas e projetos com propriedades que 
podem ser utilizadas no desenvolvimento de um novo paradigma. A elaboração do 
protótipo desenvolvido baseou-se no reaproveitamento e convergência de algumas 
dessas ideias, obtendo como resultado final um interface funcional capaz de ser 
manipulado tanto por utilizadores experientes, como por novos utilizadores de 
sistemas de áudio. 
 
Não menosprezando o controlo dos diversos parâmetros de processamento que o 
interface gráfico possibilita, o principal objetivo do protótipo consistiu em valorizar a 
importância da visualização de representações de vários canais de áudio em 
simultâneo num ambiente tridimensional. O atual paradigma de mistura de áudio não 
contempla ferramentas que permitam este tipo de indicações visuais, e que no nosso 
parecer, apresentam vantagens ao dinamizar a relação entre o utilizador e o sistema 
de mistura de áudio. O facto de ser possível visualizar a mistura de áudio de diversos 
canais a partir de um espaço tridimensional, utilizando como suporte a representação 
de um palco sonoro, revelou ser um processo intuitivo. Isto a partir do momento em 
que são conhecidas as propriedades de cor, forma e posição de cada uma das 
representações a ser alteradas consoante os parâmetros de processamento, pelo que 
existe também uma curva de aprendizagem, tal como nos interfaces anteriores. A 
diferença é que esta não parte do conhecimento sobre tecnologia anterior, antes 
procura uma forma de interação mais consentânea com os paradigmas atuais. 
 
Os exercícios de mistura efetuados com o nosso protótipo, revelaram que algumas 
das funcionalidades e respectivas correspondências visuais definidas por nós, 
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beneficiariam com possíveis alterações das gamas dinâmicas apresentadas 
visualmente. Por exemplo, ao diminuir a gama dinâmica relativa ao volume para 
valores entre +6dB e -20dB, as divergências entre os canais seriam mais perceptíveis 
caso sejam apenas necessários valores dentro dessa gama dinâmica. Conforme o tipo 
de gravação e instrumentação presente na mistura, estas alterações ficariam ao 
encargo do utilizador, ou então através de um sistema automático de alteração 
consoante os valores mínimos e máximos utilizados globalmente na mistura. 
 
O uso de relações percentuais (Dry/Wet) no grupo de processamento relativo à 
deslocação em profundidade e à largura estéreo, prevendo ainda um uso semelhante 
noutros tipos de processamento a incluir futuramente, como a equalização e o controlo 
de dinâmica, indica ser uma mais-valia para utilizadores menos experientes na área. 
Deste modo é possível simplificar o processo de mistura de áudio, não negligenciando 
a necessária presença de parâmetros avançados para interesse de utilizadores mais 
experientes. 
 
Como o termo “protótipo” indica, este exercício de investigação resultou na criação de 
um modelo de aplicação cujo propósito é testar um conceito passível de 
implementação futura. Considerando este protótipo como um passo dado em direção 
ao surgimento de um novo paradigma de mistura de áudio, admitimos igualmente que 
existe ainda um caminho longo a percorrer. A diversidade de tipos de processamento 
de áudio existente, e a sua não contemplação neste protótipo, levanta questões sobre 
o seu processo de inclusão e manuseamento. Atualmente, ferramentas típicas de 
mistura de áudio como o controlo de dinâmica (compressão entre outros) e 
equalização, são imprescindíveis devido às capacidades inerentes que esses 
processos estabeleceram no universo da produção de áudio. Cada uma dessas 
ferramentas pode sustentar uma quantidade elevada de parâmetros a controlar, e 
adivinhamos que a sua implementação neste novo método de interação poderá ser 
feita usando um sistema de abordagem estratificada semelhante ao agora utilizado. 
Desse modo, e controlando uma relação percentual (Dry/Wet) sobre a quantidade de 
processamento introduzido, acreditamos ser possível e necessária a inclusão dessas 
ferramentas numa versão futura deste protótipo. 
 
A inclusão de outros tipos de processamento de áudio típicos numa mistura de áudio, 
passa pela vontade de tornar este sistema totalmente independente, de modo a ser 
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capaz de possuir autonomia de controlo sobre todas as ferramentas necessárias para 
efetuar misturas de áudio respeitáveis no mercado atual. 
 
Tendo em consideração o trabalho efetuado até ao momento, não só no 
desenvolvimento do protótipo mas igualmente na contextualização das tecnologias 
existentes, sugerimos alguns pontos de partida para um eventual desenvolvimento do 
mesmo: 
 
• Tal como referido anteriormente, a futura inclusão de outros tipos de 
processamento que consideramos imprescindíveis é uma preocupação a ter 
em conta. Dessa forma é pertinente analisar o tipo de controlo e interação 
disponíveis a partir do interface gráfico, sendo que a presença de menus de 
processamento avançado pode ser uma solução a implementar. 
 
• Além das funcionalidades implementadas, consideramos que estabelecendo 
um ponto central de audição, não só considerando o eixo X mas também o eixo 
Z relativo à profundidade, seria possível utilizar o palco sonoro como 
controlador, ao movê-lo de forma a alterar os parâmetros associados à posição 
em palco de todos os canais em simultâneo. 
 
• Sugerimos a possível introdução de comportamentos físicos e o consequente 
ajuste dos níveis de fricção e atração entre as representações dos canais e o 
palco sonoro. Estes comportamentos sendo passíveis de captura por parte de 
uma DAW, potenciam a utilização deste sistema como gerador de efeitos de 
automação. 
 
• A partir da utilização de ferramentas open source como o protocolo Tuio e o 
reconhecimento de propriedades de objetos físicos como o fiducial tracking, a 
criação e utilização de um interface físico de controlo que sustente a mesma 
ideologia deste projeto, seria um exercício interessante a ter em conta. Dessa 
forma podíamos utilizar não só a posição, mas também a rotação dos objetos 
sobre uma determinada superfície como meio controlador. Seria interessante 
atribuir esse gesto de interação ao controlo da direccionalidade da fonte 
sonora, à semelhança do que acontece com o Vienna MIR, procedendo às 
alterações tímbricas correspondentes. 
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• A emergência de novas tecnologias que exploram a utilização de sensores de 
movimento como o Kinetic71, Leap Motion72 e o Myo73, levantam a possibilidade 
de integração destas tecnologias como meio de interação entre o utilizador e o  
sistema de mistura de áudio. 
 
Assumindo uma posição crítica ao trabalho realizado por nós, juntamente com a 
projeção de possíveis e necessários desenvolvimentos ao sistema apresentado, 
cremos que se justifica a continuação da investigação neste âmbito. Somos da opinião 
que os desenvolvimentos efetuados até ao momento nesta área, merecem ser 
emergidos no intuito de encontrar um sistema capaz de estabelecer um novo 
paradigma de mistura de áudio.  
                                                
71 http://www.microsoft.com/en-us/kinectforwindows/ 
72 http://www.leapmotion.com/ 
73 https://www.thalmic.com/myo/ 
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