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Abstract
Goldbach conjecture is one of the most famous
open mathematical problems. It states that ev-
ery even number, bigger than two, can be pre-
sented as a sum of 2 prime numbers. In this
work we present a deep learning based model
that predicts the number of Goldbach parti-
tions for a given even number. Surprisingly,
our model outperforms all state-of-the-art ana-
lytically derived estimations for the number of
couples, while not requiring prime factorization
of the given number. We believe that building
a model that can accurately predict the number
of couples brings us one step closer to solving
one of the world most famous open problems.
To the best of our knowledge, this is the first at-
tempt to consider machine learning based data-
driven methods to approximate open mathe-
matical problems in the field of number theory,
and hope that this work will encourage such
attempts.
1 Introduction
On June 1742, the mathematician Christian Goldbach
wrote a letter to his friend, Leonard Euler, describing
his conjecture that states that every even integer is a
sum of two prime numbers [Goldbach, 1742]. Since
then expert mathematicians, students and many oth-
ers have tried to prove this conjecture or disprove it.
Even though more than two hundred and fifty years have
passed, the conjecture remains open. The conjecture
can be checked directly for limited sets of numbers. To
this date, Goldbach’s conjecture has been verified up-to
4 × 1018 [Oliveira e Silva et al., 2014]. During the past
centuries, despite no actual proof being found, there has
been some important and significant progress related to
this conjecture.
In this paper, we focus on approximation of the Gold-
bach’s function, denoted by G(n). This function returns
the number of Goldbach partitions that a given num-
ber has [Fliegel and Robertson, 1989]. Rephrasing Gold-
bach’s conjecture in terms of Goldbach’s function would
state that the value of Goldbach’s function (for all even
numbers greater than 4) is greater than or equal to 1. For
example, G(100) = 6, because 100 = 3 + 97 = 11 + 89 =
17 + 83 = 29 + 71 = 41 + 59 = 47 + 53. See Figure 2
for an illustration of Goldbach’s function on the first 100
even numbers. The plot of the Goldbach function has a
form of a comet and is consequently called “Goldbach’s
comet” [Fliegel and Robertson, 1989] (See Figure 1 for
Goldbach’s function values for all even numbers between
4 and 4× 106.
Several works have suggested different approximations
for Goldbach’s function which they have derived ana-
lytically. Unfortunately, some of these approximations
are very far from the actual values taken by Goldbach’s
function, while others require prime factorization (prime
decomposition) which is believed to be an intractable op-
eration on large numbers.
In this paper we suggest a different approach to ap-
proximating Goldbach’s function, we propose using a
deep learning approach. It may seem that deep learning
is not a suitable approach for this type of problems, as
the input to the approximation function is only a single
number, and deep learning has shown success in situa-
tions in which the input is composed of a large vector
or a matrix. We therefore propose a simple, yet pow-
erful concept of translating the number into different
bases. Surprisingly our approach outperforms current
state-of-the-art approximations of Goldbach’s function,
resulting in an error rate of only 3.0%. Furthermore,
our method does not require prime factorization of the
number, which is intractable for large numbers. We be-
lieve that our model may shed light on the behavior of
Goldbach’s function and may bring us one step closer to
proving or disproving Goldbach’s conjecture. Further-
more, introducing deep learning to the field, may assist
in proving or disproving other similar open mathemati-
cal problems.
2 Background
Prime and natural numbers have always aroused math-
ematicians’ interest. In 1900 Hillbert made his famous
speech at the 2nd International Congress of Mathemat-
ics held in Paris, saying there are 23 unsolved problems
for mathematicians of the 20th century [Wang, 2002].
One of those math problems was Goldbach’s conjecture.
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Figure 1: Goldbach function values for all even numbers between 4 and 4× 106. This function is sometimes referred
to as Goldbach’s comet, due to its shape.
2.1 Approximations for Goldbach’s
Function
Goldbach’s Conjecture is divided into two conjectures:
1. The ‘weak’ Goldbach’s conjecture states that ‘Every
odd number greater than 5 can be expressed as a
sum of three primes’. For example, 11 is the sum
of 3, 3 and 5. 21 is the sum of 2, 2 and 17. The
weak conjecture was finally proved in 2013 [Helfgott,
2013].
2. The ‘strong’ Goldbach’s conjectures which states
that ‘Every even integer greater than 2 is a sum
of two primes’. The number 6 for example, can be
presented with only one pair of prime numbers ,
3 + 3 . However, when examining even numbers
greater than 12 , there are apparently, at least two
pairs of prime numbers that sum to each even num-
ber, for example, 14 = 7 + 7 and 14 = 3 + 11. One
might assume that the greater the even number, the
more different pairs it has, yet by observing differ-
ent even numbers this assumption turns out to not
always hold. For example, while 34 and 36 have 4
Goldbach partitions each, 38 has only 2 Goldbach
partitions as is shown in Figure 2. This conjecture
remains open until this date.
In this paper we focus on Goldbach’s function which
provides the number of Godlbach’s partitions an even
number has. More formally, Let n ∈ N, the Goldbach’s
function is given by:
G(n) =
∑
{p,q}∈P×P ∧ p≤q
1{p+ q = n} (1)
where, P is the set of all prime numbers, and 1 is the
indicator function that returns 1 if the expression is true
and 0 otherwise.
Over the years there have been several attempts to
find an analytic approximation to Goldbach’s function.
Hardy and Littlewood [Hardy and Littlewood, 1922] pro-
posed the following approximation:
G1(n) = 2 · C2 n
(ln(n))2
∏
p|n
(
p− 1
p− 2) (2)
where C2 is their twin prime constant:
C2 =
∏
p≥3
(
1− 1
(p− 1)2
)
∼= 0.6601618158 (3)
n denotes an even number, and p denotes all the prime
factors of n. While this function was originally proposed
as an upper-bound, it is widely used as an approxima-
tion. Baker, suggested multiplying G1(n) by
3
5 to yield
a better approximation [Baker, 2007] (we will refer to
Baker’s approximation as G2(n)).
Note that this approximation requires factorizing n,
which is assumed to be a hard problem. Currently, best
known prime factorization algorithm (GNFS) [Buhler et
Figure 2: The number of Goldbach partitions of a couple of even numbers
al., 1993] runs in time complexity of:
O
(
exp
((
3
√
64
9
+ o(1)
)
3
√
log(n) 3
√
(loglog(n))2
))
where n is the number being factored. Note that the
input size is considered log(n), since the number of digits
required to represent n is log(n).
To overcome this prime factorization requirement, the
following approximation was proposed [Provatidis et al.,
2013]:
G3(n) =
n
(ln(n))2
(4)
This approximation is derived from Gauss’ approxima-
tion provided in 1793 for the probability of a number
being prime. According to Gauss, this probability is
given by:
f(m) =
m
ln(m)
Therefore, for an even number n the following may be
used as an approximation for its number of Goldbach
partitions:
n/2∑
m=3
m
ln(m)
· n−m
ln(n−m) ≈
n
2ln(n)2
Note that G3 is monotone, and thus cannot capture the
phenomenon that larger numbers may sometimes have
less Goldbach partitions than smaller numbers. The fol-
lowing approximation, which is also monotone, was pro-
posed by Markakis et al. in [Markakis et al., 2012]:
G4(n) =
n
(ln(n/2))2
(5)
2.2 Related Work
In addition to attempts for finding an approximation to
Goldbach’s function, there have been several attempts
to finding upper and lower-bound to it, that is, a func-
tion that limits the number of Goldbach partitions from
above or below. The G1(n) function proposed by Hardy
and Littlewood [Hardy and Littlewood, 1922] was origi-
nally suggested as an upper bound. One proposed lower-
bound function provided by Provatidis et al. [Provatidis
et al., 2013] is:
2/3 ∗G1(n) (6)
This lower-bound was derived analytically, and it is
shown that as n grows, the probability of it having less
Goldbach partitions than the lower bound approaches
0. However, proving this lower-bound as a strict lower-
bound, would imply the proof of Goldbach’s conjecture,
since this lower-bound is at least 1 for every even num-
ber.
Montgomery and Vaughan define another function re-
lated to Goldbach’s conjecture, capturing non-Goldbach
numbers, that is, numbers that cannot be written as a
sum of two prime numbers [Montgomery and Vaughan,
1975]. Montgomery and Vaughan’s function, E(n), de-
notes all even numbers smaller than n that are not a
Goldbach number. Montgomery and Vaughan prove
that there exists an absolute constant δ > 0 such that
E(N) N1−δ. (7)
There are several fields lying in the intersect of ar-
tificial intelligence and mathematical problems. Auto-
mated theorem proving [Bibel, 2013] is a field in which
machines use various artificial intelligence based meth-
ods, such as heuristic search, in an attempt to find a
proof for a given conjecture. In 1956, Newell and Si-
mon developed the “Logic Theorist” [Newell and Simon,
1956]. The Logic Theorist was based on heuristic search
and successfully proved 38 of the 52 theorems that ap-
pear in the second Chapter of Principia Mathematica
[Whitehead and Russell, 1912].
The ‘Automated Mathematician’ (AM for short) was
created by Douglas Lenat in Lisp.[Lenat, 1977]. AM
used heuristic search to find interesting properties in
mathematics. AM defined 250 various heuristics and
tried to infer different mathematical properties by ap-
plying these heuristics. AM discovered the concept of
natural numbers, prime numbers, it conjectured (with-
out proof) the unique prime factorization theory and de-
fined the concept of Goldbach partitions. Unfortunately,
AM was not able to discover any “new to mankind”
mathematics, and it turned out to be very hard for
it to discover new heuristics. One of the statements
Lenat’s AM produced was the Goldbach conjecture [Lar-
son, 2005]. AM was more about finding interesting prob-
lems than solving them. An improved system named
EURISKO was later developed by Lenat, with an at-
tempt to learn these heuristics by its own [Lenat, 1983;
Lenat and Brown, 1984].
Colton et al. [Colton et al., 2000] developed an artifi-
cial intelligent system for identifying mathematical con-
cepts, such as, types of graphs, types of groups and types
of numbers. For example, their method can identify that
a sequence such as 1, 4, 9, 16 etc. is a sequence of squared
numbers. They state that the state-of-the-art at their
time for identifying these concepts was just a data-base.
3 Deep Learning Based Goldbach’s
Function Approximation
In this section we present a deep learning based model
to approximate Goldbach’s function values.
3.1 Data Composition
In order to train and evaluate the different methods, we
composed a data-set consisting of the number of Gold-
bach partitions that all even numbers from 4 to 4× 106
have. To that end, we first computed all prime num-
bers at that range, and stored them as a list and as
a hashmap. For each even number, n, we iterated on
all prime numbers (using the list of all primes) that are
smaller than or equal to n2 . For each of these prime num-
bers, p we test (using the hashmap) whether n − p is a
prime number itself. If so, we increment n’s counter by
one.
We shuffled the data and split it into a train set, (80%
of the data; 16× 105 numbers), a validation-set, (10% of
the data; 2× 105 numbers), and the remaining 10% was
reserved for the test-set (2× 105 numbers).
3.2 Model Features
From each number we extracted 42 features. We con-
verted every number to its binary representation, ternary
representation (base 3), quinary representation (base 5)
and septenary representation (base 7). The time com-
plexity of computing these base representations for a
number n is O(log(n)). In practice we computed those
representations when composing the data, so we simply
incriminated the representation of the previous number
by 2 for all bases. We truncated these representations
and used the 10 least significant digits for each represen-
tation. The intuition behind using these different repre-
sentations lies in the fact that these transformation are
computationally cheap to extract and that they might
allow the model to retrieve underlying information on
the number. The first 4 prime numbers (2, 3, 5, 7) were
selected as the bases. In addition to the representations
in the different bases, we added the number itself (nor-
malized), and the logarithm of that number.
3.3 Model Architecture
We used a fully connected neural network as our model.
We set the number of neurons to 200 on each hidden
layer. We used Adam optimizer [Kingma and Ba, 2014],
with a learning rate of 0.001. We used a mini-batch size
of 1024 and trained the model for approximately 200
epochs on the data. We used early stopping [Prechelt,
1998], that is, we evaluated the validation set every
epoch and saved the variables which obtained the lowest
validation error. We varied the number of hidden lay-
ers, starting at a simple linear regression model (with no
hidden layers), a model with 3 hidden layers, 5 hidden
layers, and 7 hidden layers. Each of these models was
trained on the training data and their performance was
evaluated on the validation set. See Table 1 for a sum-
mary of the validation results. As can be seen in the
table, the model with 5 hidden layers performed best on
the validation set, and was therefore chosen as the model
for our further analysis. For a given number n, the time
complexity of generating the features and evaluating our
model is O(log(n)), which is the best time complexity
one could expect from an algorithm that reads the en-
tire input (which requires O(log(n)) digits to represent).
Train MSE Validation MSE
Linear regression 960,400 1,016,064
3 hidden layers 92,933 107,223
5 hidden layers 89,764 103,457
7 hidden layers 88,446 105,903
Table 1: Train and validation mean squared error (MSE)
according to the number of hidden layers. We select the
model with the lowest validation error (5-hidden layers).
3.4 Results
Table 2 presents the performance of our model in com-
parison to the formulas that appear in the literature, in
terms of mean squared error (MSE), root mean squared
error (RMSE) and the error rate in comparison to the
number of actual pairs (that is, the RMSE divided by the
MSE on test RMSE on test Error rate
G1 [Hardy and Littlewood, 1922]* 89,059,989 9437.1 87.6%
G2 [Baker, 2007]* 221,437 470.57 4.4%
G3 [Provatidis et al., 2013] 24,902,559 4990.3 46.3%
G4 [Markakis et al., 2012] 22,517,117 4745.2 44.0%
Deep-learning based method 105,100 324 3.0%
Table 2: Approximation error of the deep learning based method in comparison to the state-of-the-art approximations.
Asterisk (*) denotes models that require prime factorization of the given number.
mean of the number of Goldbach partitions each num-
ber in the test-set has). As can be seen in the table,
our model outperformed all previous approximation at-
tempts, achieving a new state-of-the-art approximation
model. Furthermore, our model does not require factor-
izing the given number. Figure 3 compares the approxi-
mation of the different methods on 20 randomly sampled
numbers from the test-set. As illustrated in the figure,
our approach achieves the best fit to the actual points.
While G3 and G4 follow the average value of Goldbach’s
function, they do not follow the ups and downs of it. G1
does follow the ups and downs of Goldbach’s function
but keeps a gap all long the plot. While this gap is cor-
rected nicely by G2, G2 (as well as G1) requires prime
factorization to be computed.
Using our trained model, we tried to articulate what
a number violating Goldbach’s conjecture may look like.
We used a hill climbing search method on the base rep-
resentations of the input features to the model. We set
the number itself to 106 and its log value accordingly.
Iteratively, we traversed each of the digits of each of
the base representations, searching for the digit value
that minimizes our model’s prediction. We repeated this
process until no digit was changed. Table 3 presents
the base representations of a hypothetical number found
by the search method. According to our model, this
number violates Goldbach’s conjecture, with a predic-
tion of -192,886 Goldbach partitions (note the negative
value). This number is a factor of 14, has a remain-
der of 2 when divided by 3 and a remainder of 4 when
divided by 5. We performed a search on numbers satis-
fying base 7 representation, that is, numbers of the form
m×710 + 6×79 + 78 + 6×72 + 4×71,m ∈ N, and tested
whether these numbers satisfy also the other bases rep-
resentations. While such numbers are likely to exist, our
attempts for finding such a number have failed, and we
conclude that no such number exists that is smaller than
1019. Furthermore, even if we found such a number, once
we plug-in the number to the model, it might predict a
value larger than 0, and even if our model predicts a
value less than 0, it is very well likely that our model
does not perform that well when considering numbers so
much larger than those it was trained on.
3.5 Feature Analysis
In this section we analyze the contribution each of the
features has on the performance of the model. Table 4
Base 10 least significant digits
Base 2 0, 0, 1, 0, 1, 0, 0, 0, 0, 0
Base 3 2, 0, 2, 0, 2, 1, 2, 0, 0, 2
Base 5 0, 0, 0, 0, 0, 0, 0, 0, 1, 4
Base 7 6, 1, 0, 0, 0, 0, 0, 6, 4, 0
Table 3: Base representations of a hypothetical even
number violating Goldbach’s conjecture, with our model
predicting a negative value of Goldbach’s partitions for
it.
presents the performance of the model (in mean squared
error) when trained without each of the following sets of
features: base 2, 3, 4, 5 and 7 representation, without
the number itself and without its log. As can be seen in
the table, the base-3 features seem to have the greatest
impact on the model, as removing them results with the
highest error. Next in importance are the base-7 fea-
tures. While, base-2 and base-5 seem to have a positive
impact on the model, removing each of them separately
does not harm the model’s performance that much. In-
terestingly, the number itself turned out to be the least
important feature. We also trained and evaluated the
model while using only the single least significant digit
of each of the bases; not surprisingly, this model did not
perform well.
Features used in model MSE
Without base 2 138,369
Without base 3 419,002
Without base 5 112,653
Without base 7 252,696
Without log 135,153
Without number 99,463
Least significant digits 391,707
Full model (all features) 89,764
Table 4: Mean squared error (MSE) of model trained on
a subset of the features.
4 Discussion
As stated in the introduction, Goldbach’s conjecture has
been verified up-to 4 × 1018. This verification was per-
formed by using exhaustive search. Our approximation
model may allow a selective search method in which
Figure 3: Prediction of the different methods on 20 randomly picked numbers from the test-set. The asterisk (*)
denotes models that require prime factorization of the given number.
Goldbach’s conjecture can be verified only for suspicious
numbers according to our model, that is, only numbers
that our model predicts will have a very low number of
pairs. This approach can also be used to find numbers
that violate the lower-bound proposed by [Provatidis et
al., 2013]. However, such selective search may require
retraining our model on data closer to the target dis-
tribution (i.e., larger numbers), and adding additional
digits to the base representations.
The success of our method can be attributed, for the
most part, to the base representations added as features.
In our work we used based representations for the first
4 prime numbers (2, 3, 5, 7), though it is likely that
adding few additional base representations with the fol-
lowing prime numbers (e.g. 11, 13, 17), would increase
the model’s accuracy. However, it is impractical to add
more than a few additional representations (adding all
prime representations up to the given number would re-
quire prime factorization, which is the exact problem our
method tries to avoid).
While deep learning has shown great success in many
different fields [Lv et al., 2015; Cruz-Roa et al., 2013;
Alipanahi et al., 2015], we believe that the success shown
in this paper related to an open mathematical problem
in number theory, is a big step and should not be dis-
regarded as being merely another deep learning appli-
cation. Our work may lead to a new paradigm of us-
ing deep learning (or machine learning in general) to
solve mathematical problems such as prime factoriza-
tion, friendly numbers, finding prime twins and many
similar problems, which may currently seem out of the
scope of deep learning methods.
5 Conclusions
Goldbach’s conjecture and Goldbach’s function have re-
mained open mathematical questions for over two and
a half centuries. There have been several analytic at-
tempts to approximate Goldbach’s function, but unfor-
tunately, these approximations either do not work well in
practice or require prime factorization (prime decompo-
sition) which is a hard problem. In this paper we present
the first deep-learning based approach to approximating
Goldbach’s function. We show that our approach out-
performs current state-of-the-art approximations while
not requiring prime factorization. We believe that our
results can bring us one step closer to solving one of the
worlds most significant open mathematical question.
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