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SUBGROUP POSETS, BREDON COHOMOLOGY AND
EQUIVARIANT EULER CHARACTERISTICS.
CONCHITA MARTI´NEZ-PE´REZ
Abstract. For discrete groups Γ with a bound on the order of their finite
subgroups, we construct Bredon projective resolutions of the trivial module
in terms of projective covers of the chain complex associated to the poset of
finite subgroups. We use this to give new results on dimensions of EΓ and
to reprove that for virtually solvable groups, cdΓ = vcdΓ. We also deduce a
formula to compute the equivariant Euler class of EΓ for Γ virtually solvable
of type FP∞ and use it to compute orbifold Euler characteristics.
1. Introduction
Already thirty years ago, Brown realized of the relevance of the poset F of the
finite subgroups of an arbitrary (discrete) group Γ to problems related with Euler
characteristics. This poset has also been used by several authors such as Connolly-
Kozniewsky ([7]), Kropholler-Mislin ([11]) and Lu¨ck ([17]), to construct models of
EΓ and to prove results on the minimal dimension of EΓ for groups having a bound
on the orders of their finite subgroups. Recall that a Γ-CW -complex X is a model
for EΓ ifXH ≃ ∗ ifH is finite and empty otherwise, this kind of spaces have received
a lot of attention in the last ten years. The key property of the poset F that allow
these constructions can be stated non rigorously as follows: for F1 := F r {1},
the pair of spaces (C|F1|, |F1|) where |F1| is the geometric realization of the poset
F1 and C is the cone construction, is (non-equivariantly) homotopy equivalent to
the biggest subcomplex of EΓ where the group Γ acts freely. This fact was first
discovered by Connolly and Kozniewsky ([7]) and is closely related to the property
that |F1|
H ≃ ∗ whenever 1 6= H is finite which is also crucial in Brown’s work.
In this paper, we also exploit those properties of F . First, we provide a new
algebraic proof of the existence of the homotopy equivalence above which works in
a more general setting (for example, for arbitrary families H of subgroups and arbi-
trary coefficient fields) and then use it to construct a Bredon projective resolution
of the trivial module in terms of projective resolutions of the chain complexes asso-
ciated to certain posets of subgroups which we denote HH (see Section 2). Recall
that this kind of resolutions are, in the case when H = F , the algebraic counterpart
of the classifying spaces EΓ. Using hypercohomology, this allows us to determine
cdH Γ, the minimal length of such a projective resolution as follows:
Theorem A. Let Γ be a group with a bound on the H-lengths of the subgroups in
H ∈ H. Then
cdHΓ = max
H∈H
pdWH ΣH˜H•.
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Here, H˜H• is the augmented chain complex associated to the poset HH , WH :=
NG(H)/H, and pdWH denotes the projective dimension of a WH-complex (see
Section 2). This result remains valid if we work with coefficients in any commutative
ring R with a unity. Unfortunately, this invariant is not easy to compute. So we
restrict ourselves to the family of finite subgroups to prove the following result (here
and in the rest of the paper we omit the subindex R when we talk about projective
or cohomological dimensions).
Theorem B. Let Γ be a group with a bound on the orders of the finite subgroups
and with cdΓ < ∞. Assume also that there is an order reversing integer valued
function l : F → Z such that for each H ≤ Γ finite pdWK B(WH) ≤ l(H) and
i) Either l(K) < l(H) for any H < K
ii) or |FH | ≃ ∗.
Then cdΓ ≤ l(1).
In this result, cdΓ := cdF Γ and B(WH) is theWH-module of bounded functions
first defined in [12] (see Section 2). For virtually torsion free groups Γ, pdΓB(Γ) =
vcdΓ. Using Theorem B we reprove in Section 3 the known fact that for virtually-
(torsion free solvable) groups, cdΓ = vcdΓ ([20]). This is known to be false for
arbitrary groups because of examples constructed in [14]. We are able to do that
since for this kind of groups there is a nice invariant which can play the role of the
function l(H) in the previous Theorem. To be more precise, we let l(H) be either
the Hirsch rank of the centralizer hCΓ(H) or hCΓ(H) + 1 according to wether
our ambient group Γ is of type FP∞ or not. As a by-product, we also get a
characterization of when |FH | ≃ ∗ for virtually-(torsion free solvable) groups of
type FP∞ (see Theorem 3.5).
The knowledge of when |FH | ≃ ∗ is specially useful to compute Euler classes
of elementary amenable groups of type FP∞. Given an arbitrary group Γ one
may define the Grothendieck group A(Γ) of proper cocompact Γ-sets and associate
to each proper cocompact Γ-CW -complex X an element χΓ(X) ∈ A(Γ) (see [18],
Definition 6.84) which is invariant under equivariant homotopy equivalence. If Γ is
elementary amenable of type FP∞, Γ is virtually-(torsion free solvable) and there
is a cocompact EΓ ([10]). We get the following formula for χΓ(EΓ):
Theorem C. Let Γ be elementary amenable of type FP∞. Then
χΓ(EΓ) =
∑
F∈Ω/Γ
([Γ/F ] +
∑
H<F
CG(H)>1
1
|F : H |
e(B˜FH•)[Γ/H ]).
Here, Ω is a set of maximal finite subgroups of Γ, B˜FH• is the augmented chain
complex of certain poset of subgroups inside the finite group F and e(B˜FH•) denotes
its ordinary Euler number (see Section 11). In some cases, all the relevant parts of
this formula can be computed using elementary character theory and first integral
cohomology groups. An interesting case when this formula applies is to compute
Euler classes and orbifold Euler characteristics of toroidal orbifolds, we do it in
several examples at the end of the paper.
2. Algebraic version of a Theorem by Connolly-Kozniewski
In this Section, we are going to prove Theorems A and B. LetH be an arbitrary class
of subgroups of Γ, here following [21] we mean by class just a set of subgroups which
is closed under conjugation. Recall that a Bredon contramodule is a contravariant
functor from the category of transitive Γ-sets with stabilizers in H and Γ-maps as
morphisms to the category of R-modules (R is a commutative ring with a unity).
The category of Bredon contramodules is abelian and can be shown to have enough
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projectives so one can define Ext functors in the usual way. The trivial module
is the constant functor with value R and is denoted by R. Given H ∈ H, let PΓH
be the functor which takes any other T ∈ H to the free R-module generated by
the maps from Γ/T to Γ/H , i.e. PΓH(T ) := R < (Γ/H)
T >. This PΓH is called
the free contramodule based at H . Note that if X is a Γ-CW -complex , we may
associate to each H ∈ H the chain complex of XH and we get a chain complex
of Bredon contramodules for H, which is called the Bredon chain complex of X
respect to H. If the cell stabilizers of X belong to H, this chain complex consists of
free modules. As in ordinary cohomology, cdH Γ is the minimal length of a Bredon
projective resolution of the trivial module R. For more precise definitions in Bredon
cohomology the reader is referred to [14], [20] and [19].
From now on, by chain complex we mean vanishing below zero chain complex.
Let C• be a chain complex of right Λ-modules for a ring Λ. A projective resolution
of C• (see for example [4] 2.7) is a chain complex P• of projective right Λ-modules
together with a map of complexes P• → C• which is a quasi-isomorphism or weak-
equivalence (i.e., yields an isomorphism on homology). Existence and uniqueness
up to homotopy of projective resolutions is easily proven as in the case of projective
resolutions of single modules (which corresponds to chain complexes concentrated
in degree 0). Using projective resolutions of chain complexes one may define Ext
and Tor for chain complexes.
We denote by pdRΓC• the projective dimension of the chain complex C•, that
is, the shortest length of a projective resolution of C•. As in the case of modules,
d = pdRΓC• can be also defined as the only integer such that Ext
d
Λ(C•, D•) 6= 0 for
some chain complex D• and Ext
m
Λ (C•,−) = 0 for any m > d. We let the projective
dimension of the zero complex (and of any exact complex) be −∞. From now on
we will assume that Λ = RΓ is a group ring. Let C• be a chain complex of RΓ-
modules such that there is a morphism C0 → R. Then we denote by C˜• := C• → R
the augmented chain complex. We also consider the suspension ΣC˜• given by
ΣC˜n = C˜n−1.
Lemma 2.1. Let U•, V• be quasi-isomorphic Γ-chain complexes. Then
pdΓ U• = pdΓ V•
Proof. Let P• ։ U•, Q• ։ V• be projective resolutions of both chain complexes,
then the Comparison Theorem (see for example [4] 2.2.7 and 2.4.2) implies that
there is a quasi-isomorphism between P• and Q•. As both are complexes of pro-
jectives, they are Γ-homotopy equivalent so both are projective covers of either of
the two chains. 
Lemma 2.2. Let U•, V• be Γ-chain complexes which are exact everywhere except
of degree 0 where they have homology R. Assume that U• consists of projectives.
Then there is a Γ-quasi-isomorphism
U• → V•.
Proof. There are obvious quasi-isomorphisms V•
α
→ R• and U• → R• where R• is
the complex with R concentrated in degree 0. Let Q• be a projective resolution of
V•, then there is a quasi-isomorphism Q• → V• which can be composed with α to
give
Q• → R•.
The Comparison Theorem implies that the identity on R• can be lifted to a
quasi-isomorphism Q• → U•. As these are chain complexes of projectives, it is in
fact a homotopy equivalence so there is also a homotopy equivalence U• → Q•.
Therefore there is a quasi-isomorphism U• → Q• → V•. 
4 CONCHITA MARTI´NEZ-PE´REZ
Let P be a Γ-poset. We denote by P• the chain complex of Γ-modules associated
to the geometrical realization |P|.
For the proof of the next result, it is useful to work in the category of local coeffi-
cient systems for the poset H, a category which is closely related to that of Bredon
modules. A local coefficient system with R-coefficients for H is a contravariant
functor from the category having as objects the transitive Γ-sets with stabilizers in
H but with morphisms given only by inclusions T ≤ S with S, T ∈ H to the cate-
gory of R-modules. Obviously, any Bredon contramodule is also a local coefficient
system. The category of local coefficient systems is abelian and contains enough
projectives too. Its free objects are
SK(T ) :=
{
R if T ≤ K
0 otherwise
Free Bredon contramodules are also free as local coefficient systems, in fact
(1) PΓK =
⊕
x∈Γ/K
SKx−1 .
For any H ≤ Γ we put
HH = {H < K : K ∈ H}.
Lemma 2.3. Let H ≤ Γ be a subgroup with HH 6= ∅ and C• be a chain complex
of free Bredon contramodules based at HH such that C•(K)։ R is exact for each
K ∈ HH . Then there is a WH-quasi-isomorphism ΣC˜•(H)→ ΣH˜H• and
pdWH ΣC˜•(H) = pdWH ΣH˜H•.
Proof. Observe that C• is a free resolution of R in the category of Bredon con-
tramodules for the class HH . For any T ∈ HH , let HT≤ := {K ∈ H | T ≤ K}.
Then, the map
H(−)≤• : T 7→ HT≤•
yields a chain complex of Bredon contramodules. Obviously, |HT≤| is contractible
so this chain complex is exact everywhere except of degree 0 where its homology
is the trivial object. Now, by the analogous statement of 2.2 in the category of
Bredon contramodules there is a quasi-isomorphism
(2) C•(−)→ H(−)≤•.
Obviously, these chain complexes also belong to the category of local coefficient
systems. The advantage here is that H(−)≤• is build from projectives, in fact
(H(−)≤)t =
⊕
{SK(−) | K ∈ HH such that K = K0 < . . . < Kt for some Ki ∈ H}.
So we have a quasi-isomorphism between chain complexes of projectives which
must be therefore an homotopy equivalence of local coefficient systems. Next, we
take the colimit of the diagrams obtained by evaluating both chain complexes at
each T ∈ HH and with arrows given by inclusions. Note that for any K ∈ HH ,
colimT∈HHSK(T ) = R = SK(H)
From this and (1) follows that also
colimT∈HHP
Γ
K(T ) = P
Γ
K(H)
As our chain complexes are built from modules of either of these two kinds we
deduce that
colimT∈HHC•(T ) = C•(H),
colimT∈HHHT≤• = HH≤• = HH•.
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Moreover, (2) induces a map between both diagrams, so we get a map
C•(H)→ HH≤• = HH•
which is an R-homotopy equivalence. We claim that it is also a WH-map (but not
a WH-homotopy equivalence). To see it, note that from the obvious conjugation
action ofWH on HH , we get an action ofWH in both diagrams. Observe that any
gH ∈ NΓ(H)/H = WH yields a Γ-map Γ/K → Γ/K
g and since (2) is a Bredon
morphism, the map that it induces commutes with the WH-action. So when we
take the direct limit we do get anWH-map. Now, the fact that it is an R-homotopy
equivalence implies that it induces isomorphisms between the homology groups, in
other words, it is a WH-quasi-isomorphism which extends to a quasi-isomorphism
ΣC˜•(H)→ ΣH˜H•. For the last assertion use 2.1. 
Remark 2.4. The previous result remains true if we take as C• a resolution build
from projective Bredon contramodules for H.
Consider a subgroup H ≤ Γ. We can associate to everyWH-module U a Bredon
contramodule for H denoted indτU via the following formula (see [16])
indτU(−) = P
Γ
H(−)⊗WH U.
The notation is due to the fact that indτ is an induction functor. It is the left adjoint
to the restriction functor, which consists just on evaluation at H . This implies that
indτ takes projectives to projectives, a fact that also follows by observing that
indτRWH = P
Γ
H . Note that for any WH-module U ,
indτU(H) = P
Γ
H(H)⊗WH U = RWH ⊗WH U = U.
We are going to use this in Theorem 2.5 to construct explicitly free Bredon resolu-
tions for groups having a bound on the H-lengths of their subgroups in H, where
the H-length of a group H is the biggest s such that there is a chain
1 ≤ H0 < H1 < . . . < Hs ≤ H
of subgroups with all Hi ∈ H.
Theorem 2.5. Let Γ be a group with a bound on the H-lengths of the subgroups
in H and take for any H ∈ H, a WH-free resolution PH• of the chain complex
ΣH˜H•. Then there is an H-Bredon projective resolution of R which regardless of
the connecting maps is⊕
H∈H/Γ
indτPH• =
⊕
H∈H/Γ
PΓH(−)⊗WH PH•
(H/Γ is a set of representatives of Γ-orbits in H).
Proof. We proceed inductively, constructing on each step a Bredon projective res-
olution of R for {H ∈ H | H has H-length ≥ l}.
To do that, assume that the resolution C• is constructed for l + 1 (we allow
the possibility of C• being the zero complex to include here the case when H is of
maximal length, i.e., the first step of the inductive process). Let H ∈ H of length l
and note that C• is exact when evaluating at eachK ∈ HH . Essentially, the process
below consists in adding free contramodules based at subgroups of length exactly
l. By Lemma 2.3 there is a WH-quasi-isomorphism ΣC˜•(H) → ΣH˜H•. From the
Comparison Theorem follows that the quasi-iso PH• → ΣH˜H• can be lifted to a
new quasi-iso
PH• → ΣC˜•(H).
The adjoint isomorphism for chain complexes
HomWH(PH•,ΣC˜•(H)) ∼= HomH(indτPH•,ΣC˜•)
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yields a chain map
indτPH• → ΣC˜•.
The same can be done with any representative of the (possibly infinitely many)
conjugacy classes of subgroups of length l. Summing them up we get a new chain
map
b :
⊕
{H∈H|l(H)=l}/Γ
indτPH• → ΣC˜•.
Now let Q• be the chain complex of Bredon contramodules such that its aug-
mented complex is Q˜• = coneb•+1, (see [23], Section 1.5) i.e.,
Qn =
⊕
{H∈H|l(H)=l}/Γ
indτPHn ⊕ Cn.
For any K ∈ HH with l(K) > l, Q•(K) = C•(K) and Q•(H)։ R is also exact, so
Q• is the desired resolution. 
Theorem 2.6. If there is a bound on the H-lengths of subgroups in H,then
cdHΓ = max
H∈H
pdWH ΣH˜H•.
Proof. By Theorem 2.5, cdH Γ ≤ maxH∈H pdWH ΣH˜H• so we only have to prove
that for any H ∈ H, pdWH ΣH˜H• ≤ cdHΓ and we may assume cdH Γ < ∞.
Basically by the same argument as in the ordinary case one can prove that there
is a free resolution P• of R of length cdH Γ. Consider the subcomplex C• of P•
formed by all those free modules based at subgroups K with H <Γ K. Evaluating
at H we get the WH-short exact sequence
ΣC˜•(H)֌ ΣP˜•(H)։ ΣF•
where ΣF• is a chain complex consisting of free WH-modules and has length
bounded by cdHΓ+1. The fact that ΣP˜•(H) is exact implies that its Ext functors
vanish so the long exact sequence yields
pdWH ΣC˜•(H) = pdWH ΣF• − 1 = lengthΣF• − 1 ≤ cdH Γ
and the result follows by Lemma 2.3. 
Remark 2.7. Theorems 2.5 and 2.6 can be seen as an algebraic version of [7] The-
orem III but for arbitrary families of subgroups and coefficients rings; moreover,
we do not assume the group is virtually torsion free. See also [21] Proposition 8.6,
where a similar result is proven in the case of a finite group and the family of its
p-subgroups.
Remark 2.8. An inductive process as in Theorem 2.5 but with H1(WH) = {H <
K ≤ NΓ(H)} instead of HH does not work because of the following: Assume we
have constructed C•, a Bredon free resolution for HH• and let σWHC•(−) be the
subcomplex consisting of those free summands of C• based at subgroups K with
H <Γ NG(H) ∩ K. It is a consequence of Lemma 2.3 that pdWH ΣH˜1(WH)• =
pdWH ΣσWHC˜•(H). Moreover, C•(H) and σWHC•(H) only differ on free WH-
modules. We may compare their projective dimensions after augmenting and sus-
pending using the short exact sequence
ΣσWH C˜•(H)֌ ΣC˜•(H)։ ΣF•
and we get
(3)
pdWH ΣC˜•(H) ≤ max{pdWH ΣσWH C˜•(H), pdWH ΣF•} ≤
max{pdWH ΣσWHC˜•(H), lengthC• + 1}.
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This essentially means that it might be the case that to make C• exact at H , we
have to add free contramodules based atH at degrees bigger than pdWH ΣH˜1(WH)•.
For a group with a subgroup H such that pdWH ΣH˜1(WH)• < pdWH ΣH˜H• =
pdWH ΣC˜•(H) see Example 2.10.
From now on, unless otherwise stated we will concentrate in the case when
the family is F = Fin, i.e. the family of finite subgroups of Γ and we denote
cdΓ = cdF Γ. Note that Theorem 2.6 implies that if Γ is assumed to have bounded
orders of finite subgroups, cdΓ < ∞ if and only if maxH∈H pdWH ΣF˜H• < ∞.
Unfortunately, as remarked before, this last invariant is very difficult to compute.
In recent years, several authors have tried to characterize algebraically groups Γ
with cdΓ <∞. A group invariant of importance for this purpose is pdΓB(Γ) where
B(Γ) is the module of bounded functions on Γ first defined by Kropholler and Talelli
in [12] as
B(Γ) := {f : Γ→ R | f(Γ) takes finitely many distinct values}.
The main properties that make this module interesting in this context are that it
contains a copy of the trivial module R and that it is free when restricted to every
finite subgroup of Γ. Using the first of these properties it is easy to prove (see [19]
Lemma 3.4) that for modules M of finite projective dimension pdΓM = pdΓM ⊗
B(Γ) (here and below by ⊗ we mean ⊗R). Moreover, whenever we have subgroups
H ≤ K, then pdWK B(WK) ≤ pdWH B(WH) ([19] Proposition 3.7). Recall also
that for groups Γ of finite virtual cohomological dimension, pdΓB(Γ) = vcdΓ.
Lemma 2.9. Assume that Γ has a bound on the orders of its finite subgroups.
Then if cdΓ <∞,
pdWH ΣF˜H• ≤ max{pdWH B(WH), max
H<K
pdWK ΣF˜K• + 1}.
Proof. Note first that our assumption on cdΓ and Theorem 2.5 imply that for
any finite H , pdWH ΣF˜H• < ∞. By the analogous of [19] Lemma 3.4 for chain
complexes we have pdWH ΣF˜H• = pdWH ΣF˜H•⊗B(WH). Now, consider the short
exact sequence of WH-chain complexes
R• ֌ ΣF˜H• ։ ΣFH•
and tensor it with the module B(WH)
(4) B(WH)•֌ ΣF˜H• ⊗B(WH)։ ΣFH• ⊗B(WH).
Using the long exact sequence of Ext functors we get
pdWH ΣF˜H• ⊗B(WH) ≤ max{pdWH B(WH), pdWH FH• ⊗B(WH) + 1}.
So to finish the proof we only have to show that
pdWH FH• ⊗B(WH) ≤ max
H<K
pdWK ΣF˜K•.
Observe first that the simplices of |FH | are of the form K = K0 < . . . < Kt with
H < K. We may use this to filter FH• in terms of the size of the bottom subgroup
(i.e., the K) of each simplex. Each term of this filtration is a direct sum of the
WH-chain complexes of simplices having a group WH-conjugated to a fixed K at
the bottom, and this chain complex is precisely (ΣF˜K•) ↑
WH
WKH
where we denote
WKH = (NΓ(K) ∩NΓ(H))/H . Therefore we deduce
pdWH FH• ⊗B(WH) ≤ max
K∈FH/WH
pdWH(ΣF˜K•) ↑
WH
WKH ⊗B(WH)
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Obviously pdWH(ΣF˜K•) ↑
WH
WKH
⊗B(WH) = pdWKH ΣF˜K• ⊗ B(WH). Now,
B(WH) is, as WKH-module, a direct summand of B(WKH) so
pdWKH ΣF˜K• ⊗B(WH) ≤ pdWKH ΣF˜K• ⊗B(WKH).
Moreover, CΓ(K) ≤ NΓ(H) ∩ NΓ(K) ≤ NΓ(K) is of finite index and therefore
pdWKH ΣF˜K• = pdWK ΣF˜K• <∞ and
pdWKH ΣF˜K• ⊗B(WKH) = pdWKH ΣF˜K• = pdWK ΣF˜K•.

Example 2.10. Let Γ = K ⋉HL be the group constructed in [14] Section 9 Ex-
ample 4, where K = A5 is the alternating group of degree 5, and HL the Bestvina-
Brady group associated to a certain flag complex L of dimension 2. The non-trivial
subgroups of K are, up to conjugation C ∼= C2, a 2-Sylow P ∼= C2 ×C2, NK(P ) ∼=
A4, a 3-Sylow Q ∼= C3, NK(Q) ∼= S3, a 5-Sylow R ∼= C5 and NK(R) ∼= D10.
Using the explicit description of L in [14] one easily sees that all the fixed points
subcomplexes LT when 1 < T < K are contractible and have dimension less or
equal than 1 (more precisely, LP , LNK(P ), LR, LNK(R), LNK(Q) are points and LC ,
LQ have dimension 1), whereas LK = ∅. Then Theorem 3 of [14] implies that
for any such T there is only one conjugacy class of complements of HL in THL
and that WT ∼= (NK(T )/T )⋉ HLT . Moreover, for any S ≤ WT finite, (L
T )S is
contractible (observe that K is simple, so it is not contained in any NΓ(T )). Thus
by [14] Theorem 5
cdWT = vcdWT = cdHLT = dimL
T < 2 = dimL
and using Theorem 2.6 we get pdWT ΣF˜1(WT )• ≤ cdWT < 2 (we are using the same
notation as in Remark 2.8 but for F). On the other hand, for those A5 ∼= K1 ≤ Γ,
we have WK1 = 1 so pdWK1 ΣF˜K1• = 0. All this means that for any 1 6= T ≤ Γ
finite, pdWT ΣF˜1(WT )• < 2. Assume now that pdWT ΣF˜T• ≤ pdWT ΣF˜1(WT )• for
all such T . Then Lemma 2.9 would imply
pdΓΣF˜1• ≤ max{vcdΓ, 2} = 2
so by Theorem 2.6 we deduce cdΓ ≤ 2 which contradicts [14] Theorem 6.
Remark 2.11. Let H ≤ Γ be a finite subgroup. Assume Γ has bounded lengths of
finite subgroups. Then one can check that for all 1 6= K/H ≤WH finite
pdK/H ΣF˜H• <∞.
By [8] Theorem C, if Γ ∈ HF (the class of hierarchically decomposable groups, see
[8]) and pdΓB(Γ) < ∞, then every module which has finite projective dimension
when restricted to every finite subgroup has finite projective dimension with respect
to the whole group Γ. This implies that pdWH ΣF˜H• <∞.
Theorem 2.12. Let Γ be a group with a bound on the orders of its finite subgroups
and with cdΓ < ∞. Assume also that there is an order reversing integer valued
function l : F → Z such that for each H ≤ Γ finite pdWH B(WH) ≤ l(H) and
i) Either l(K) < l(H) for any H < K
ii) or |FH | ≃ ∗.
Then cdΓ ≤ l(1).
Proof. Fix a finite subgroup H . By an inductive argument we may assume that
for any H < K, pdWK ΣF˜K• ≤ l(K) (note that in particular this holds if K is
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maximal). We claim that pdWH ΣF˜H• ≤ l(H). This is obvious in case ii), so we
assume i). We have then
max
H<K
pdWK ΣF˜K• + 1 ≤ max
H<K
l(K) + 1 ≤ l(H)
Using Lemma 2.9 and the hypothesis we get the claim so the result follows by
Theorem 2.6. 
3. Virtually-(torsion free solvable) groups.
We begin this section by showing that virtually-(torsion free solvable) groups Γ
satisfy the hypothesis of Theorem 2.12 with a function l closely related to the
Hirsch rank hΓ. The first results will be useful for inductive arguments.
Lemma 3.1. Any bounded section of an abelian group of finite Pru¨fer rank is finite.
Proof. As any section of an abelian group of finite Pru¨fer rank has also finite Pru¨fer
rank, we only have to prove that if A is bounded, abelian and of finite Pru¨fer rank
then it is finite. As A is bounded, we may assume that all its elements have order
a power of a fixed prime p. By considering the Kernel and Image of the group
homomorphism β : A→ A given by β(a) = ap, one easily sees that we may assume
that all the elements of A have order p. But then A must be a finite dimensional
vector space over Fp. 
Lemma 3.2. Let Γ be virtually-(torsion free solvable) of finite Hirsch rank, A⊳ Γ
abelian and Γ¯ = Γ/A. For any L ≤ Γ finite
hCΓ(L) = hCA(L) + hCΓ¯(L).
Moreover, whenever H < L, |CΓ(H) : CΓ(L)| is finite if and only if |CΓ¯(H) : CΓ¯(L)|
and |CA(H) : CA(L)| are both finite.
Proof. Note first that A is virtually-(torsion free abelian) of finite Hirsch rank and
therefore it has finite Pru¨fer rank. Using Lemma 3.1 and with the same proof as in
[20] Lemma 2.2 we deduce that H1(H,A) is finite and by the proof of [20] Lemma
3.10 there is an injection
CΓ¯(H)/ACΓ(H)֌ H
1(H,A).
From this both assertions follow easily. 
Theorem 3.3. Let Γ be virtually-(torsion free solvable) and H < L ≤ Γ finite
subgroups. Then the following are equivalent:
(i) hCΓ(H) = hCΓ(L),
(ii) |CΓ(H) : CΓ(L)| <∞,
Proof. Obviously, (ii) implies (i). So we assume (i) and let Ht1, . . . , Hts be the left
classes of H in L, thus s = |L : H |. By a result of Robinson (see [15] Theorem
5.2.5) there is a finite index characteristic subgroup G of Γ with a characteristic
series of finite length whose factors are torsion-free abelian.
Assume first that the group A := G is torsion free abelian. Let e :=
∑
i ti and
B := CA(H). The group B might not be L-invariant but Be ⊆ B1 := CA(L) ⊆ B.
Then
Bs = Be+B(s− e)
and B(s − e) ⊆ B2 =: AnnB(e). Moreover the fact that B is torsion free implies
B1 ∩ B2 = 0. Now from the hypothesis hB1 = hB we deduce hB2 = 0 and again
the fact that B is torsion free forces to B2 = 0. So we have bs ∈ B1 for any
b ∈ B = CA(H). But this means that for each l ∈ L, b(l − 1)s = 0 and as B is
torsion free we see that b ∈ B1 = CA(L). For the general case use induction and
Lemma 3.2.
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
Lemma 3.4. Let Γ be a group with G ⊳ Γ torsion free. Assume that for some
g ∈ G and L ≤ H < Γ both finite, Lg ≤ H. Then L = Lg. As a consequence,
L ≤ Hx for x ∈ G implies x ∈ CG(L).
Proof. The fact that the natural projection pi : H → HG/G is a group isomorphism
implies that whenever L1 ≤ H is such that LG = L1G, then L = L1. In particular,
observe that LgG = LG. 
Proposition 3.5. Let Γ be virtually-(torsion free solvable) and H ≤ Γ finite. If
there is some H < T finite with |CΓ(H) : CΓ(T )| <∞, then |FH | ≃ ∗.
Proof. We claim that for any L ∈ FH , < T,L > is finite. This will mean that the
poset FH is directed thus contractible.
Let G be as in the proof of Theorem 3.3 and assume first that A = G is torsion
free abelian. Let S =< TA,LA >, obviously F := S/A is finite and we have a
group extension
1→ A→ S → F → 1
which corresponds to a class α ∈ H2(F,A). As α has finite order, say l, the
map A → A consisting on multiplying by l can be extended to an embedding
S → F ⋉ A, which can be composed with the embedding F ⋉ A → F ⋉ V =: S1
with V = A ⊗ Q. So we may assume H,T, L ≤ S1 and CV (T ) = CV (H) (note
that CV (K) = CA(K) ⊗ Q for K = L,H). If we prove that L, T generate a finite
subgroup of S1, it follows that they also generate a finite subgroup of S. This
means that we may assume that our original group is Γ = F ⋉A with A = Qn and
Γ/A =< TA,LA > /A. As the cohomology of a finite group with coefficients in
a Q-module vanishes, for any group between A and Γ the corresponding extension
splits and there is only one conjugacy class of subgroups that gives the splitting. In
particular, F contains A-conjugates of L and T . By changing to some A-conjugated
subgroup of F if necessary, we may assume that L ≤ F and T a ≤ F for some a ∈ A.
But then H,Ha ≤ F so by Lemma 3.4, a ∈ CA(H) = CA(T ) thus L, T ≤ F .
For the general case, argue by induction on the Hirsch length of G. Take A⊳G
abelian and Γ-invariant and let G¯ = G/A. By Lemma 3.2 we have the same
hypothesis for the group Γ/A with respect to the finite subgroups H¯ = HA/A,
T¯ = TA/A and L¯ = LA/A. So we may assume by induction that the group
S/A =< T¯ , L¯ >=< T,L > A/A is finite. Therefore L,H, T ≤ S which is virtually
abelian and again by Lemma 3.2 we have the same hypothesis so by induction (or
by the virtually abelian case) the claim follows.

The results proven so far imply
Corollary 3.6. Let Γ be virtually-(torsion free solvable). Then Γ satisfies the
hypothesis of Theorem 2.12 with l(H) = hWH if Γ is of type FP∞ and l(H) =
hWH + 1 in other case. In particular
cdG = vcdG.
Proof. In both cases, note that l(K) = l(H) for H < K ∈ F implies hCΓ(H) =
hWH = hWK = hCΓ(K). By Theorem 3.3 then |CΓ(H) : CΓ(K)| < ∞ and
Proposition 3.5 implies |FH | ≃ ∗. We only have to check that pdWH B(WH) ≤
l(H). Observe first that in this case pdWH B(WH) = vcdWH ≤ hWH + 1 as
our groups are virtually (torsion free-solvable). If moreover Γ is of type FP∞ then
[20] Theorem 3.13 implies that also the Weyl groups WH are of type FP∞ and
therefore vcdWH = hWH. 
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As a by-product we can prove
Theorem 3.7. The converse to Proposition 3.5 is also true except of possibly the
case when WH is of type FP∞ but Γ is not.
Proof. Let G ≤ Γ be a finite index torsion free subgroup of Γ. Take H ≤ Γ finite
with FH ≃ ∗. Then the Ext functors of the complex ΣF˜H• vanish so the long exact
sequence associated to (4) in the proof of Lemma 2.9 implies that
vcdWH = pdWH B(WH) = pdWH B(WH)⊗ ΣFH• − 1 = pdWH B(WH)⊗FH•
and by that proof
pdWH B(WH)⊗FH• ≤ max
H<K
pdWK ΣF˜K•.
But for l(H) as in Corollary 3.6, we have proven in Theorem 2.12 that for any
H < K finite,
pdWK ΣF˜K• ≤ l(K) ≤ l(H).
This means that there is some H < K finite with vcdWH ≤ l(K) ≤ l(H). If Γ is
FP∞ or if WH is not FP∞, l(H) = vcdWH so we deduce l(H) = l(K). 
We end this section with an example of an explicit computation of a Bredon
projective resolution using the inductive procedure of Theorem 2.5.
Example 3.8. Let Γ = F ⋉A with A =< a, b >∼= Z2, F = S3 and the action of F
on A given by the following matrix representation of F (with x2 = y3 = 1):
x =
(
0 1
1 0
)
, y =
(
0 −1
1 −1
)
.
An easy computation of first cohomology groups shows that {1, < x >,< y >,
F,< ya >} is a complete set of representatives of the Γ-conjugacy classes of finite
subgroups.
The inductive procedure yields the following free resolution of Z by Bredon
contramodules (but note that we do not describe the connecting maps):
PΓ1 → P
Γ
<x>
⊕
2
PΓ1 → P
Γ
1 ⊕ P
Γ
F ⊕ P
Γ
<ya>.
4. Equivariant Euler characteristics for EΓ for solvable groups.
Following [18], Section 6 we let A(Γ) be the Grothendieck group of finitely generated
proper (i.e., with finite stabilizers) Γ-sets. We denote the class in A(Γ) of a transitive
set having S as a point stabilizer by [Γ/S]. Given a Γ-CW -complex X , we say that
the Γ-action on X is admissible if whenever a simplex is fixed setwise, it is fixed
pointwise.
Definition 4.1. ([18], Definition 6.84) Let X be a proper cocompact Γ-CW -
complex with an admissible Γ-action. The equivariant Euler class of X is
χΓ(X) :=
∑
σ∈X/Γ
(−1)dimσ[Γ/Γσ] ∈ A(Γ)
where Γσ denotes the stabilizer in Γ of the cell σ.
In this section we compute a formula for χΓ(X) when Γ is an elementary amenable
group of type FP∞ and X a cocompact model for EΓ (which exists by [10]).
Definition 4.2. ([6]) Let Γ be a group and P• a finite chain complex of free Γ-
modules. The equivariant Euler characteristic of P• is
eΓ(P•) =
∑
t
(−1)trkZ(Pt ⊗ZΓ Z).
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This definition can be extended to finite chains of projectives using Hattori-
Stallings ranks, we do not need to do that here as all the complexes we consider
are build of free modules. It can also be extended to arbitrary chain complexes of
Γ-modules C• which admit a finite free (or just projective) resolution P• via
eΓ(C•) := e
Γ(P•).
In particular, we can do this for single Γ-modules (seen as chain complexes concen-
trated in degree 0). Then by [6] we have:
(5) eΓ(C•) =
∑
t
(−1)teΓ(Ct)
Let P• be a finite chain complex of free Bredon contramodules. For each degree
t, let CHt be the cokernel of the map
colimL∈FHPt(L)֌ Pt(H).
Then we have a chain complex of WH-modules CH•. Note that if we let C• be as
in Theorem 2.6 the subcomplex of P• given by those free contramodules based at
FH , then the same argument of Lemma 2.3 implies that colimL∈FHP•(L) = C•(H).
In other words, CH• = P•(H)/C•(H) thus CH• consists of free WH-modules.
Definition 4.3. With P•, CH• as before, the equivariant Euler class of P• is
χΓ(P•) :=
∑
H∈F/Γ
eWH(CH•)[Γ/H ]
where F/Γ denotes the set of orbits in F under the Γ-conjugation action.
Remark 4.4. Assume that the chain complexes of Bredon contramodules P• and
P ′• are Bredon homotopy equivalent. This means that for any finite H ≤ Γ, the
WH-complexes P•(H) and P
′
•(H) are also homotopy equivalent, moreover all these
homotopies are compatible with the morphisms induced by Γ-maps Γ/H → Γ/L.
Therefore there is a commutative diagram of WH-chain complexes
(6)
colimL∈FHP•(L) ֌P•(H)
↓ ↓
colimL∈FHP
′
•(L) ֌P
′
•(H)
where the vertical arrows come from the given homotopy equivalence P• → P
′
• and
are also homotopy equivalences. The fact that all the relevant homotopies commute
with the morphisms induced by Γ-maps implies that the homotopy equivalences of
(6) extend to aWH-homotopy equivalence between the cokernels, i.e., between CH•
and C′H•. Thus the equivariant Euler class is invariant under Bredon homotopy
equivalences.
The next Lemma is basically [18] Lemma 6.85 but we prove it here for complete-
ness.
Lemma 4.5. Let X be a proper cocompact Γ-CW -complex and P• the associated
Bredon chain complex. Then
χΓ(P•) = χ
Γ(X).
Proof. Recall that P•(H) is the chain complex of X
H . It is a consequence of the
observation before Definition 4.3 that (using the same notation as there),
|{σ ∈ XH/WH ; dimσ = t,H = Γσ}| = rkZCHt ⊗ZΓ Z.
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Therefore
χΓ(X) :=
∑
σ∈X/Γ
(−1)dimσ[Γ/Γσ] =
∑
H∈F/Γ
∑
σ∈X/Γ
H=ΓΓσ
(−1)dimσ[Γ/H ]
=
∑
H∈F/Γ
∑
σ∈XH/WH
H=Γσ
(−1)dimσ[Γ/H ] = χΓ(P•).

Remark 4.4 and Lemma 4.5 have the consequence that if the Γ CW -complexesX
and Y are equivariantly homotopy equivalent, then χΓ(X) = χΓ(Y ). In particular,
we may talk of χΓ(EΓ), as this does not depend on the explicit model of EΓ that
we choose. Note also that if we denote as in Theorem 2.5 by PH• a projective
resolution of ΣF˜H• which is finite and free, then
(7) χ
Γ(EΓ) =
∑
H∈F/Γ
eWH(PH•)[Γ/H ].
From now on we fix a group Γ which we assume to be elementary amenable of
type FP∞. Recall that such Γ is virtually-(torsion free solvable), moreover as we
have seen in the proof of 3.3, it has a finite index normal subgroup G with a chain
with torsion free abelian factors.
Now, for any finite H ≤ Γ, CG(H) is isomorphic to a finite index subgroup of
WH , its index being |NΓ(H) : HCG(H)| thus
(8) eWH(PH•) =
|H |
|NΓ(H) : CG(H)|
eCG(H)(PH•).
These coefficients are easy to compute at least in some cases. Observe first that as
PH• is a freeWH-cover of ΣF˜H•, it is also a CG(H)-free cover thus e
CG(H)(PH•) =
eCG(H)(ΣF˜H•). Consider the following set
Ω := {F ≤ Γ | maximal finite, CG(F ) = 1}.
Lemma 4.6. Let H ∈ F with CG(H) = 1.
i) If H ∈ Ω, then H = NΓ(H) and e
CG(H)(PH•) = e
WH(PH•) = 1.
ii) In other case, eCG(H)(PH•) = e
WH(PH•) = 0.
Proof. In case i), as H is maximal finite, ΣF˜H• = R• concentrated at degree 0.
Moreover the condition CG(H) = 1 implies that NΓ(H) is finite, so H = NΓ(H).
In case ii), Lemma 3.5 implies FH ≃ ∗ thus ΣF˜H• is exact and has the zero chain
complex as projective cover. 
To compute eCG(H)(PH•) in general, we proceed as follows. First recall that as our
groups are amenable, whenever G 6= 1, eG(Z) = 0 (see [9]).
We may decompose eCG(H)(ΣF˜H•) using (5) as for t > 0, ΣF˜Ht is a sum of
permutation modules of the form ZNΓ(σ) ↑
NΓ(H)) where σ runs over the WH-orbits
of t-cells H < H1 < . . .Ht. As NΓ(σ) ∩CG(H) = ∩NΓ(Hi) ∩G = CG(Ht), the cell
σ lies in a free CG(H)-orbit if and only if CG(Ht) = 1 and in other case we have
eCG(H)(ZNΓ(σ) ↑
NΓ(H)) =
∑
x
eCG(H)(ZCG(Ht)x−1 ↑
CG(H)) =
∑
x
eCG(Ht)
x−1
(Z) = 0
where x runs over the (finite) set NΓ(σ)\NΓ(H)/CG(H). This means that we only
have to consider the summands associated to cells σ lying on free CG(H)-orbits.
Also, if CG(H) 6= 1 we have e
CG(H)(Z) = 0 thus
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(9)
eCG(H)(ΣF˜H•) = e
CG(H)(ΣFH•) = −e
CG(H)(FH•)
= −
∑
{(−1)t | σ ∈ free CG(H)-orbits of t-cells in FH}.
In particular, if H is not contained in any subgroup F with CG(F ) = 1, then
eCG(H)(PH•) = 0 = e
WH(PH•).
Lemma 4.7. Let S ≤ Γ be finite with CG(S) = 1. Then there is a unique F ∈ Ω
such that S ≤ F .
Proof. Choose F maximal finite with S ≤ F . Then CG(F ) ≤ CG(S) = 1 thus
F ∈ Ω. We only have to prove the uniqueness, obviously we may assume that S
itself is not maximal finite. Assume that S < F, F1 ∈ Ω. As |CΓ(S) : CΓ(F )| <∞,
the proof of Proposition 3.5 implies that < F,F1 > is finite so F = F1. 
As a consequence of this Lemma, we have that if all the non-trivial finite sub-
groups act without non-trivial fixed points in G, then any finite subgroup is con-
tained in a single maximal finite subgroup (see [13] Example 7.15 where also a
particular case of the formula of Theorem 4.9 is considered).
Definition 4.8. Let F ∈ Ω and H < F . We denote
BFH := {H < S < F | 1 < CG(S)}.
This is a poset. We denote by e(B˜FH•) the (ordinary) Euler characteristic of the
result of augmenting its chain complex.
Now we are ready to prove
Theorem 4.9.
χΓ(EΓ) =
∑
H∈F/Γ
(
∑
F∈Ω/NΓ(H)
H≤F
1
|NF (H) : H |
e(B˜FH•))[Γ/H ].
Proof. For each H ∈ F , we have to compute the coefficient of [Γ/H ] in χΓ(EΓ).
If CG(H) = 1 we have already done it in Lemma 4.6. Note that, if H ∈ Ω, then
F = H and BFH = ∅ thus e(B˜
F
H•) = 1 and if H 6∈ Ω, then by Lemma 4.7 we have
BFH ≃ ∗ so e(B˜
F
H•) = 0.
So from now on, we assume that CG(H) 6= 1. By (7), (8) and (9) the coefficient
of [Γ/H ] is determined by the free CG(H)-orbits of cells in FH . Such cells are of
the form σ : H < H0 < . . . < Ht with CG(Ht) = 1 and Lemma 4.7 implies that
Ht lies in a uniquely determined F ∈ Ω (so every element of the CG(H)-orbit of σ
corresponds to a CG(H)-conjugated subgroup of F ). This means that
(10)∑
{(−1)t | σ ∈ free CG(H)-orbits of t-cells in FH} =∑
F∈Ω∩FH/CG(H)
∑
{(−1)t | H < H0 < . . .Ht ≤ F with CG(Ht) = 1}
We fix for a while F ∈ Ω with H ≤ F and consider the poset
[F,H) := {S | H < S ≤ F}.
Then there is a short exact sequence of chain complexes:
0→ BFH• → [F,H)• → A• → 0
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where A• is the Γ-chain complex of the free Z-module generated by the set of
chains of the form H < H0 < . . .Ht with CG(Ht) = 1. Considering the augmented
versions of the first two chain complexes we get
0→ B˜FH• → [˜F,H)• → A• → 0.
As [F,H)• is contractible, the ordinary Euler characteristic of [˜F,H)• vanishes, so
(11)
∑
{(−1)t | H < H0 < . . .Ht ≤ F with CG(Ht) = 1} = e(A•) = −e(B˜
F
H•)
At this stage, (7), (8), (9), (10) and (11) imply that the coefficient of [Γ/H ] in
χΓ(EΓ) is
|H |
|NΓ(H) : CG(H)|
∑
F∈Ω/CG(H)
H<F
e(B˜FH•).
To finish the proof, we only have to see what happens when we consider the elements
of Ω up to NΓ(H)-conjugacy instead of up to CG(H)-conjugacy. To do that, observe
that whereas all the CG(H)-orbits in Ω are free (as NΓ(F ) ∩ CG(H) = 1), the
stabilizer of the NΓ(H)-orbit of F is NΓ(H) ∩NΓ(F ) = NF (H) (recall that by the
remark before the definition of Ω, NΓ(F ) = F ). This means that each NΓ(H)-orbit
can be decomposed exactly on |NΓ(H) : NF (H)CG(H)| orbits respect to CG(H).
As
|H ||NΓ(H) : NF (H)CG(H)|
|NΓ(H) : CG(H)|
=
|H |
|NF (H)|
we are done. 
The formula of Theorem 4.9 can be rewritten in terms of Ω as follows.
Corollary 4.10.
χΓ(EΓ) =
∑
F∈Ω/Γ
([Γ/F ] +
∑
H<F
1<CG(H)
1
|F : H |
e(B˜FH•)|H |[Γ/H ]).
Proof. Let H ∈ F with 1 < CG(H) and choose some F ∈ Ω∩FH . Let F1, . . . , Ft(H)
be representatives of the NΓ(H)-orbits inside the intersection of the Γ-orbit of F
with FH . Note that we may choose 1 = g1, . . . , gt(H) ∈ Γ such that for F := F1,
Fi = F
g−1i . Therefore, Hgi ≤ F for any 1 ≤ i ≤ t(H). And the set of subgroups of
F which are Γ-conjugated to H is precisely
t(H)⋃
i=1
{Hgix | x ∈ F/NF (H
gi)}.
Moreover NFi(H)
∼= NF (H
gi) and e(B˜FiH•) = e(B˜
F
Hgi•). So we get
16 CONCHITA MARTI´NEZ-PE´REZ
(12)
∑
H∈F/Γ
1<CG(H)
(
∑
F∈Ω∩FH/NΓ(H)
1
|NF (H) : H |
e(B˜FH•))[Γ/H ] =
∑
H∈F/Γ
1<CG(H)
(
∑
F∈Ω/Γ
H<ΓF
t(H)∑
i=1
1
|NFi(H) : H |
e(B˜FiH•))[Γ/H ] =
∑
F∈Ω/Γ
(
∑
H<F up to Γ-conj.
1<CG(H)
t(H)∑
i=1
1
|NF (Hgi) : Hgi |
e(B˜FHgi•)[Γ/H ]) =
∑
F∈Ω/Γ
(
∑
H<F
1<CG(H)
1
|F : NF (H)||NF (H) : H |
e(B˜FH•)[Γ/H ]).
The result now follows using Lemma 4.6.

Now, consider the map f : A(Γ)→ Q taking f([Γ/H ])→ 1|H| . Then f(χ
Γ(EΓ))
is the ordinary equivariant Euler characteristic. By [5] Proposition 7.3 b’), as Γ is
amenable, f(χΓ(EΓ)) = 0. This can also be seen using the previous formula. Note
that for any F ∈ Ω:
f(
∑
H<F
1<CG(H)
1
|F : H |
e(B˜FH•)[Γ/H ]) =
1
|F |
∑
H<F
1<CG(H)
e(B˜FH•) = −
1
|F |
e(BF• ) = −
1
|F |
where BF is the (contractible) poset of those {1 ≤ H < F | 1 < CG(H)} so we get
f(χΓ(EΓ)) =
∑
F∈Ω/Γ
1
|F |
−
1
|F |
= 0.
The formulae of Theorem 4.9 and Corollary 4.10 can be used to compute sev-
eral Euler characteristics. For example, to compute the (non-equivariant) Euler
characteristic of the quotient complex we have to map [Γ/H ]→ 1
e(EΓ/Γ) =
∑
F∈Ω/Γ
(1 +
1
|F |
∑
H<F
1<CG(H)
e(B˜FH•)|H |)
Or to compute the Euler characteristic defined in string theory ([2], [22], [3]),
where [Γ/H ] 7→ dimCR(H)⊗ C (here, R(H) is the complex representation ring of
the finite group H):
estring(EΓ) =
∑
F∈Ω/Γ
(dimCR(F )⊗ C+
1
|F |
∑
H<F
1<CG(H)
e(B˜FH•)|H | dimCR(H)⊗ C).
Assume that K ≤ GLn(Z) is a finite group. Then K acts on the n-torus X = Tn
and X/K is a toroidal orbifold (see [2], Section 1.2 and Example 2.23). Obviously,
K also acts on A = Zn and the split extension Γ = K ⋉A associated to this action
is precisely the fundamental group of the orbifold X/K. It is also the group of lifts
to Rn of the action ofK on Tn. As Γ acts on Rn by affine transformations one easily
deduces that Rn is a model for EΓ and Rn/Γ = Tn/K. So the formula of Corollary
4.10 can be used to compute χΓ(EΓ) and estring(Rn/Γ) = estring(Tn/K). We will
do this in some examples, in which we use the following notation: Let K,A,Γ be as
before and put Ω¯ := {F ≤ K | 1 < CA(F )}. For each F ∈ Ω¯, let aF be the number
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of Γ-conjugacy classes of complements of A in FA which are maximal finite in Γ.
Corollary 4.10 yields
χΓ(EΓ) =
∑
F∈Ω¯
aF ([K/F ] +
∑
H<F up to F -conjugation
1<CG(H)
1
|NF (H) : H |
e(B˜FH•)[K/H ])
Moreover, in this case there is an easy way to decide wether for a subgroup
H ≤ K we have CA(H) = 1. As K acts on A, by extending scalars we get a
CK-module structure in A⊗Z C. Let φ be the complex character of K associated
to this module. Then
(13) CA(H) = 1 if and only if (φ|H , 1H)H 6= 0
where (−,−)H is the ordinary Frobenius product, φ|H is the restriction of φ to H
and 1H is the trivial character of H .
For example, we consider the following three orbifolds of [2] Examples 1.9,1.10
and 1.11 (also considered in [1] Section 3).
Example 4.11. Let T4/K be the Kummer surface given by the action of K =
C2 =< x > on T4 via x = −I4. Let A = Z4 seen as K-module with the pre-
vious action and Γ = K ⋉ A. Then T4 = EΓ/A. One easy computation yields
|H1(K,A)| = 16, Ω¯ = {K} and {H ≤ K | 1 < CA(H)} = {1}. So
χΓ(R4) = 16([K/K]−
1
2
[K/1]) = 16[K/K]− 8[K/1]
and
estring(T4/K) = 32− 8 = 24
Example 4.12. Let T6/K with K = C4 =< x > acting via
x =
−I2 0 00 U 0
0 0 U

with U =
(
0 −1
1 0
)
, A = Z6 seen as K-module and Γ = K ⋉A. Then T6 = EΓ/A.
Now |H1(K,A)| = 16, Ω¯ = {K} and {H ≤ K | 1 < CA(H)} = {1, < x
2 >}. We
get
χΓ(R6) = 16([K/K]−
1
2
[K/ < x2 >]) = 16[K/K]− 8[K/ < x2 >],
estring(T6/K) = 16 · 4− 16 = 48.
Example 4.13. Let T6/K with K = C2 × C2 =< x, y > acting via
x =
−I2 0 00 −I2 0
0 0 I2
 , y =
−I2 0 00 I2 0
0 0 −I2
 ,
A = Z6 seen asK-module and Γ = K⋉A. Then T6 = EΓ/A. Now |H1(K,A)| = 26,
Ω¯ = {K} and {H ≤ K | 1 < CA(H)} = {1, < x >,< y >,< xy >}. With the
formula
χΓ(R6) = 26([K/K] +
2
4
[K/1]−
1
2
[K/ < x >]− 1/2[K/ < y >]−
1
2
[K/ < xy >])
= 64[K/K] + 32[K/1]− 32[K/ < x >]− 32[K/ < y >]− 32[K/ < xy >],
estring(T6/K) = 96.
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Example 4.14. Let Γ be the group of Example 3.8. Using the character φ associ-
ated to the given matrix representation of F , an easy computation implies that
{1 ≤ H < F | 1 < CA(H)} = {1, < x >,< x
y >,< xy
2
>},
{1 ≤ H << ya >| 1 < CA(H)} = {1}.
So the formula of Corollary 4.10 yields
χΓ(EΓ) =
2
6
[Γ/1]− [Γ/ < x >] + [Γ/F ]−
1
3
[Γ/1] + [Γ/ < ya >] =
−[Γ/ < x >] + [Γ/F ] + [Γ/ < ya >].
And from this, we have estring(EΓ/Γ) = 4.
Example 4.15. Let K = A5, the alternating group on 5 letters act on A = Z4 via
x = (12)(34) 7→

1 0 0 0
0 0 1 0
0 1 0 0
−1 −1 −1 −1
 ,
y = (135) 7→

0 1 0 0
0 0 0 1
0 0 1 0
1 0 0 0

and again consider the associated action of K on T4. Now, H1(K,A) = 0 so aK = 1
and {H ≤ K | CA(H) = 1} consists of all the subgroups of K except of all the
5-Sylows and their normalizers (this is easily computed using the character table
and (13)). Moreover, if R is one of the 5-Sylow subgroups, then H1(R,A) = Z/5Z
and H1(NK(R), A) = 0. From this we see that Ω¯ = {K,R}. Under the action of
NK(R) there are exactly two non-trivial orbits in H
1(R,A) thus aR = 2. Denote
C =< x >, P for a 2-Sylow and Q for a 3-Sylow. Observe that NK(C) ∼= P ,
NK(P ) ∼= A4, NK(Q) ∼= S3, NK(NK(P )) = NK(P ), NK(NK(Q)) = NK(Q) so
χK(T4) = [K/K] +
1
60
e(B˜K1•)[K/1] +
1
2
e(B˜KC•)[K/C] +
1
3
e(B˜KP•)[K/P ]+
e(B˜KNK(P )•)[K/NK(P )] +
1
2
e(B˜KQ•)[K/Q] + e(B˜
K
NK(Q)•
)[K/NK(Q)]+
2([K/R] +
1
5
e(B˜R1•)[K/1]).
Also, e(B˜K1•) = −36, e(B˜
K
C•) = 2, e(B˜
K
P•) = 0, e(B˜
K
NK(P )•
) = −1, e(B˜KQ•) = 2,
e(B˜KNK(Q)•) = −1 e(B˜
R
1•) = −1 so the formula gives us:
χK(T4) = [K/K]− [K/1] + [K/C]− [K/NK(P )] + [K/Q]− [K/NK(Q)] + 2[K/R].
and estring(T4/K) = 5− 1 + 2− 4 + 3− 3 + 10 = 12.
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