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Abstract
This thesis contains an exposition of the Hamburger moment problem. The Hamburger
moment problem is an interesting question in analysis that deals with finding the existence
of a Borel measure representing a given positive semi-definite linear functional. We begin
our exposition by constructing orthogonal polynomials associated with a positive definite
sequence. Then we discuss the interlacing property of the zeros of these orthogonal polyno-
mials. We proceed by finding a solution to the truncated Hamburger moment problem and
then extend the found solution to the complete Hamburger moment problem. After obtain-
ing a solution to the Hamburger moment problem, we address the problem of determinacy
of the moment problem. Finally, we discuss a result that proves the density of polynomials
with complex coefficients under the assumption that the Carleman’s condition is satisfied.
ii
Acknowledgements
First and foremost, I am very grateful to Professor Salma Kuhlmann for her continuous
guidance and support during my studies. Words can never express how indebted I am to
Professor Salma for not giving up on me. She is the best mentor any student can ever wish
for. Thank you Professor Salma for always being there for me.
Secondly, I would like to thank Professor Ebrahim Samei for his valuable comments on
my thesis. Thank you Professor Samei for the hint you provided me in solving Theorem 3.7
completely.
I also would like to thank Phils Soladoye and my parents for their kind support during
all the hard times.
Finally, I would like to thank the love of my life, Adewunmi Adelowo, for her love, support
and understanding throughout my studies. Thank you for your unconditional love even when
I thought all hope were lost.
iii
Dedication
With sincere gratitude, I dedicate this work to Almighty God, The Alpha and Omega,
who has always been my guidance right from birth. I also dedicate this work to my late
Supervisor; Professor Murray Marshall. He gave me the opportunity to study this area of
Mathematics. May His gentle soul rest in perfect peace.
iv
Contents
Permission to Use i
Abstract ii
Acknowledgements iii
Dedication iv
Contents v
1 Introduction 1
1.1 Brief Historical Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Preliminaries 5
3 Statement of the Moment Problem 12
4 Positive Definite Sequences 16
4.1 Construction of Orthogonal Polynomials . . . . . . . . . . . . . . . . . . . . 18
4.2 Polynomials of the First kind . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.3 Polynomials of the Second kind . . . . . . . . . . . . . . . . . . . . . . . . . 25
5 Main Results 30
5.1 Hamburger Moment Problem . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.2 Determinacy of Moment problem . . . . . . . . . . . . . . . . . . . . . . . . 44
5.3 Density of Polynomials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.4 Summary and Future Research . . . . . . . . . . . . . . . . . . . . . . . . . 52
References 53
v
Chapter 1
INTRODUCTION
1.1 Brief Historical Review
“ The moment problem is a classical question in analysis, remarkable not only for its own
elegance, but also for the extraordinary range of theoretical and applied subjects which it has
illuminated ” [23]. The classical moment problem is connected with a large number of areas
in mathematics such as function theory, spectral representation of operator theory, approx-
imation theory, the interpolation problem for functions of a complex variable and integral
equations [23]. Its relevance to physics and statistics has been evident in the prediction of
stochastic process, in probability, in approximation and numerical methods, in electrical and
mechanical inverse problems and the design of algorithms for simulating physical systems
[23]. For example, in probability, the question can occur to determine the existence of a
probability distribution satisfying some conditions on its known moments. In mathematical
physics, there is also a problem of determining if a spectral measure of a random operator
is absolutely continuous with respect to the density of it state [32].
The term moment problem was first used in the work of Stieljtes when he published his
work [33] in 1894 about the analytic behaviour of continued fractions. His beautiful work on
continued fractions led him to a problem which he later named moment problem. Stieltjes
discovered the equivalence between integrals and continued fractions in [33] even though
Laguerre was the first to discuss continued fractions and integrals [21]. Stieltjes developed
the moment problem on the positive real axis [0,∞) and solved the existence and uniqueness
part of the moment problem. He was able to achieve this by developing what we now regard
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as the Stieltjes integral.
Stieltjes chose the name moment from mechanics. He interpreted a measure µ as a
distribution of mass along the interval [0,∞) such that the total mass on the interval [0,∞)
can be written in the form
∫ ∞
0
dµ(x),
and that the integral
∫ ∞
0
x dµ(x) represents the statistical moment of mass distribution.
This motivated Stieltjes to define ∫ ∞
0
xndµ(x)
as the n-th moment and his main question was whether the distribution of mass can be
ascertained from a knowledge of all the known moments [31]. After the brilliant work done
by Stieltjes, the moment problem was considered again by Hamburger and Hausdorff.
Hausdorff continued the work of Stieltjes by studying the moment problem on a finite
closed interval. He solved the moment problem based on a closed interval [0, 1] and published
his result in [16]. He proved that there exists a measure µ when the moment problem is
restricted to a finite interval [0, 1]. Hausdorff contribution to moment problem is widely
regarded as the Hausdorff moment problem. More historical details about the Hausdorff
moment problem can be found in [21].
Hamburger in 1920 was interested in moment problem and he continued with the work
done by Stieljtes [15]. He was the first person to consider the moment problem as a theory
of its own as the role of (0,∞] in Stieltjes moment problem was replaced by the real line
in Hamburger’s work. The moment problem is usually referred to Hamburger due to his
extensive discussion of this problem.
Our main motivation for studying the Hamburger moment problem is based on finding the
required conditions for the existence of a measure when a sequence of real numbers {sn}∞n=0
is given. There are special kinds of sequences of real numbers that generate positive definite
Hankel matrices. These particular kinds of sequences of real numbers are usually called
positive definite sequences. These Hankel matrices are crucial in constructing orthogonal
polynomials {pn}∞n=0 corresponding to the given positive definite real sequence {sn}∞n=0. We
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realised that a solution to the truncated moment problem is given by a measure whose
support is the finite set of zeros of orthogonal polynomials of the first kind. It turns out that
the orthogonal polynomials {pn}∞n=0 are related by a three term recurrence relation. Later on
in this thesis, we will discuss how to extend our solution from the truncated moment problem
to the full Hamburger moment problem using some limiting tools. Due to the extensive work
of Hamburger on moment problem, we shall concentrate only on the Hamburger moment
problem in this thesis.
Suppose that there exists a solution µ to the moment problem, we would also like to
determine to what extent is the solution µ unique. There may be only one solution to
the moment problem which we refer to as the determinate moment problem or we could
have more than one solution which we refer to as the indeterminate problem. This serves as
another motivation for exploring the Hamburger moment problem. Thus, the question to find
the required conditions that makes the moment problem determinate or indeterminate arose.
In 1926, Carleman was able to come up with a result in [9] that answers the determinacy
question of the moment problem. Given a sequence of real numbers {sn}∞n=0, Carleman
proved that if
∞∑
n=1
1
2n
√
s2n
=∞,
then the moment problem is determinate. Carleman’s result on the determinacy of the
moment problem will be reviewed later in this thesis.
1.2 Thesis Outline
There are three theorems to be discussed in this thesis namely: Theorem 3.5, Theorem 3.7
and Theorem 3.11. Theorem 3.5 is based on finding a solution to the Hamburger moment
problem and Theorem 3.7 discusses the uniqueness of the solution. Theorem 3.11 is a result
that is based on the Carleman’s condition which involves showing the density of polynomials
with complex coefficients.
The organization of this thesis is as follows. Useful concepts and terminologies in measure
theory are briefly introduced in chapter 2. In chapter 3, we begin with the statement of the
Hamburger moment problem. Then we proceed with a brief discussion of the three main
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theorems of this thesis. In chapter 4, we begin with a positive definite sequence and explain
the construction of the orthogonal polynomials of the first and second respectively. Lastly,
we present the proofs of our main results in chapter 5.
4
Chapter 2
PRELIMINARIES
We use the following usual notations: N,Z, Q, R and C denote the natural numbers,
ring of integers, the field of rationals, the field of real numbers and the field of complex
numbers respectively. Let Z+, Q+ and R+ denote the non-negative elements of Z, Q and R
respectively. We denote the univariate polynomial ring by R[x].
We will review some basic measure theory concepts and also explain the relationship
between a Borel measure and a distribution function.
Definition 2.1. Let X be a non-empty set. Then a σ-algebra H is a family of subsets of X
such that the following properties hold:
(1) X ∈ H and ∅ ∈ H.
(2) If A ∈ H, then A{ ∈ H, where A{ denotes the set complement of A.
(3) If {An}∞n=1 is a sequence of sets in H, then ∪∞n=1An ∈ H.
The pair (X,H) is called a measurable space and the sets in H are called measurable sets.
Consider the collection O of all open sets of R. Then it follows that O is not a σ-algebra
of subsets of R. That is, if A ∈ O, then by definition A{ is a closed set and so A{ /∈ O.
However, we know that σ(O) which is the σ-algebra generated by O exists and satisfies
O ⊂ σ(O) ⊂ 2R [11]. Therefore, it is natural to give the following definition.
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Definition 2.2. The Borel σ-algebra of R denoted as B is the σ-algebra generated by the
open sets of R. The elements of the Borel σ-algebra are called the Borel sets.
Definition 2.3. Let (X,H) be a measurable space. A measure on (X,H) is a function
µ : H → [0,∞] such that
(1) µ(∅) = 0.
(2) For any sequence of mutually disjoint countable sets {Ai}∞i=1 in H, we have that
µ(∪∞i=1Ai) =
∞∑
i=1
µ(Ai).
Example 2.4. Let X be any set and let H = 2X . The measure δx : H → {0, 1} with
δx(A) =
 1 if x ∈ A0 if x /∈ A
is called a Dirac measure.
Definition 2.5. A Borel measure µ is a measure that is defined on the Borel σ-algebra of
R.
Remark 2.6. If µ(R) = 1, then measure µ is called a probability measure.
Definition 2.7. A triple (X,H, µ) is called a measure space. It is simply a measurable space
equipped with a measure.
Definition 2.8. Let (X,H, µ) be a measure space. A measure µ is called finite if µ(X) <∞.
The following definition identifies the kind of functions that are ideal for integration.
Definition 2.9. Let (X,H) and (Y,G) be measurable spaces. A function f : X → Y is said
to be measurable if f−1(B) ∈ H for every B ∈ G.
Definition 2.10. Let (X,H) be a measurable space. For any set A ⊂ X, the characteristic
function χA of A is defined by
χA(x) =
 1 if x ∈ A,0 if x /∈ A.
The characteristic function will play an important role in our definition of an integral.
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Definition 2.11. Let (X,H) be a measurable space. A simple function f : X → R is a
function of the form
f =
n∑
k=1
akχAk , (2.1)
where a1, a2, · · · , an ∈ R and A1, A2, · · · , An ∈ H. We refer to Equation 2.1 as the standard
representation of f when the constants an are distinct and the sets An are disjoint.
Definition 2.12. Let (X,H, µ) be a measure space. Let g be a measurable simple function
on X of the form
g =
n∑
k=1
akχAk .
Then the integral of g over X with respect to a measure µ is defined as∫
X
gdµ =
n∑
k=1
akµ(Ak).
Proposition 2.13. [11, p. 49] Let g and h be simple measurable functions on a measure
space (X,H, µ). If 0 ≤ g ≤ h, then ∫
X
gdµ ≤
∫
X
hdµ.
Proof. Assume that g ≤ h. Define φ = h− g on X. Then by linearity, we have that∫
X
hdµ−
∫
X
gdµ =
∫
X
(h− g)dµ =
∫
X
φdµ ≥ 0.
Since the non-negative simple function φ has a non-negative integral, we have that∫
X
gdµ ≤
∫
X
hdµ.
Definition 2.14. Let (X,H, µ) be a measure space and let f be a measurable function on
(X,H, µ). We define the Lebesgue integral of f over X as∫
X
fdµ = sup
{∫
X
gdµ : 0 ≤ g ≤ f, g is simple
}
.
Note that by Proposition 2.13, the two definitions 2.12 and 2.14 agree when f is a simple
function, as the family of simple functions over which the supremum is taken include itself.
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We shall give the following definition in order to describe the relationship between a
distribution function and a Borel measure.
Definition 2.15. If X ⊂ R and f : X → R, then f is said to be:
(1) increasing if f(x) ≤ f(y) whenever x ≤ y where x, y ∈ X;
(2) strictly increasing if f(x) < f(y) whenever x < y where x, y ∈ X;
(3) decreasing if f(y) ≤ f(x) whenever x ≤ y where x, y ∈ X;
(4) strictly decreasing if f(y) < f(x) whenever x < y where x, y ∈ X;
(5) monotone if the function is either decreasing or increasing;
(6) right continuous if f(a+) = limx→a+ f(x) = f(a) for all a ∈ X;
(7) left continuous if f(a−) = limx→a− f(x) = f(a) for all a ∈ X.
Remark 2.16. For the purpose of this thesis, the description of Borel measures on the real
line given in Theorem 1.16 of Folland [11] is very important. It states that if f : R → R is
any right continuous, increasing function, then there is a unique Borel measure µf such that
µf ((a, b]) = f(b)− f(a)
for all a, b ∈ R. Conversely, if µ is a Borel measure on R that is finite on all bounded Borel
sets and we define
f(x) =

µ(0, x] if x > 0,
0 if x = 0,
−µ(0, x] if x < 0,
then f is a right continuous, increasing function and µ = µf . We refer to a right continuous,
increasing function as a distribution function.
From now on, we will avoid confusion between distribution functions and measures by
writing ∫
df
instead of ∫
dµf .
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Theorem 2.17. [29, p. 96] The set of discontinuities of an increasing function f is at most
countable.
Proof. Let f be an increasing function and let D(f) = {x ∈ R : f(x+) > f(x−)} be the set
of points at which f is discontinuous. For each x ∈ D(f), we can choose a rational number
rx such that f(x
−) < rx < f(x+). Let us define a function g : D(f)→ Q such that x 7−→ rx.
Since f is increasing, we see that if x 6= y then rx 6= ry. Therefore, g is a one-to-one function
from D(f) to Q. Since Q is countable and g is one-to-one, then we conclude that the set of
point at which f is discontintinuous is at most countable.
Definition 2.18. A sequence of functions {fn}∞n=0 on R is said to converge to a limiting
function f if
lim
n→∞
fn(x) = f(x)
at every point x ∈ R where f is continuous.
The following two theorems will be used in proving Theorem 3.5. We will only prove
Helly’s second theorem because it will give us a clearer meaning of what it means to do
integration with respect to a distribution function.
Theorem 2.19. [10, Theorem 2.2] (Helly’s first theorem). Every sequence {fn} of uni-
formly bounded increasing functions defined on R contains a subsequence {fnk} which con-
verges on R to an increasing bounded function f .
Theorem 2.20. [10, Theorem 2.3] (Helly’s second theorem). Let {fn} be a uniformly
bounded sequence of increasing functions defined on an interval [a, b] and let it converge on
[a, b] to a function f . Then for every continuous function h on [a, b],
lim
n→∞
∫ b
a
hdfn =
∫ b
a
hdf.
Proof. By definition, we have that there exists a K > 0 such that
0 ≤ fn(b)− fn(a) ≤ K, ∀n ∈ N
because {fn} is uniformly bounded. Since f is the limiting function of the uniformly bounded
sequence {fn}, then it follows that
0 ≤ f(b)− f(a) ≤ K.
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That is, f is bounded by K. Let  > 0 be given. Since h is real and continuous on
[a, b], then it follows that h is uniformly continuous on [a, b]. So there is a partition p =
{x0, x1, x2, · · · , xm} of interval [a, b] such that
|h(x∗)− h(x∗∗)| < 
for x∗, x∗∗ ∈ [xk−1, xk], 1 ≤ k ≤ m. Now we choose y∗k ∈ [xk−1, xk] and write
∆kf = f(xk)− f(xk−1)
and
∆kfn = fn(xk)− fn(xk−1).
By the mean value theorem for integrals, we have that∫ xk
xk−1
hdf − h(y∗k)∆kf = [h(y∗∗k )− h(y∗k)]∆kf
for some y∗∗k ∈ [xk−1, xk]. Summing over k from 1 to m, we obtain∣∣∣∣∣
∫ b
a
hdf −
m∑
k=1
h(y∗k)∆kf
∣∣∣∣∣ ≤
m∑
k=1
|h(y∗∗k )− h(y∗k)|∆kf
< 
m∑
k=1
∆kf ≤ K.
Similarly, it follows that ∣∣∣∣∣
∫ b
a
hdfn −
m∑
k=1
h(y∗k)∆kfn
∣∣∣∣∣ < K.
Thus, ∣∣∣∣∫ b
a
hdf −
∫ b
a
hdfn
∣∣∣∣ ≤
∣∣∣∣∣
∫ b
a
hdf −
m∑
k=1
h(y∗k)∆kf
∣∣∣∣∣+
∣∣∣∣∣
m∑
k=1
h(y∗k) [∆kf −∆kfn]
∣∣∣∣∣
+
∣∣∣∣∣
∫ b
a
hdfn −
m∑
k=1
h(y∗k)∆kfn
∣∣∣∣∣ .
Therefore, ∣∣∣∣∫ b
a
hdf −
∫ b
a
hdfn
∣∣∣∣ < 2K + m∑
k=1
|h(y∗k)| |∆kf −∆kfn| .
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By keeping our partition p fixed, we have that
lim
n→∞
∆k(f − fn) = 0.
Hence,
lim sup
n→∞
∣∣∣∣∫ b
a
hdf −
∫ b
a
hdfn
∣∣∣∣ ≤ 2K
and the desired conclusion follows.
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Chapter 3
STATEMENT OF THE MOMENT
PROBLEM
Let {sn}∞n=0 be a given sequence of real numbers. The classical Hamburger’s moment
problem [15] asks:
Problem 3.1. Find necessary and sufficient conditions for the existence of a Borel measure
µ on R such that
sn =
∫
R
xndµ(x) ∀ n ≥ 0.
Remark 3.2. The given sequence {sn}∞n=0 yields a unique linear functional L on R[x], the
vector space of polynomials in the variable x with real coefficients. Namely, one defines
L(xn) = sn for n ≥ 0 and then extends this definition linearly to the whole R[x]. Con-
versely, to each linear functional L : R[x]→ R, one obtains the corresponding real sequence
{sn}∞n=0 from the evaluation of L on the basis {1, x, x2, · · · }, i.e. sn := L(xn), ∀ n ≥ 0.
Moreover, the given sequence {sn}∞n=0 is positive definite if and only if the corresponding
linear functional L is positive definite.
In view of such a correspondence, the Hamburger moment problem amounts to asking
that for a given linear functional L : R[x]→ R, when is there a Borel measure µ on R such
that
L(f) =
∫
R
f(x)dµ(x) ∀f ∈ R[x]. (3.1)
12
Here the polynomial f(x) is viewed a continuous function on R.
We observe that if the linear functional L is indeed realized by a Borel measure µ in the
sense of Equation 3.1, then we must have
L(f 2) =
∫
R
[f(x)]2dµ ≥ 0
for any non-negative polynomial f ∈ R[x].
Theorem 3.3. [10, p. 15] If f is a non-negative polynomial on R, then f can be written as
f = A2 +B2
for some polynomials A,B ∈ R[x].
Proof. Let f be a non-negative polynomial on R. Then f can be decomposed into product
of linear factors of the form
f = d
m∏
k=1
(x− αk − iβk)(x− αk + iβk)
where d > 0, i =
√−1 and αk, βk ∈ R. Selecting part of the factors of f , we can write
m∏
k=1
(x− αk − iβk) = A(x) + iB(x)
and
m∏
k=1
(x− αk + iβk) = A(x)− iB(x)
where A(x), B(x) ∈ R[x]. Therefore,
f = d[A2(x) +B2(x)].
Definition 3.4. A linear functional L : R[x] → R is said to be positive semi-definite if
L(f) ≥ 0 for all non-negative polynomials f on R. If L(f) > 0 for all non-negative polyno-
mials f on R such that f 6= 0, then we say that L is a positive definite linear functional. In
this case, without loss of generality, we might assume that L(1) = 1.
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We observe above that the semi-definite positivity of L is necessary for solving the Ham-
burger’s moment problem. The result below shows that it is sufficient as well.
Theorem 3.5. [1, Theorem 2.1.1] A linear functional L : R[x]→ R is realized by a positive
Borel measure µ on R if and only if L is positive semi-definite.
The measure µ above is called a solution of the moment problem relative to the linear
functional L (or with respect to the given sequence {sn}∞n=0). Our next course of investigation
is concerned with the uniqueness of the solution µ.
Definition 3.6. The moment problem relative to a linear functional L : R[x] → R is said
to be determinate if it has a unique solution. Otherwise, it is said to be indeterminate.
We have the following result regarding the determinacy of moment problem. Denote by
C[x] the vector space of polynomials with complex coefficients and also note that any linear
functional L on R[x] extends uniquely (still denoted by L) on C[x] by the formula:
L(
∑
znx
n) = L(
∑
<znxn) + iL(
∑
=znxn) (3.2)
where < and = denotes the real and imaginary parts respectively.
Theorem 3.7. [25, Theorem 1.1] The moment problem relative to a positive semi-definite
linear functional L is determinate if and only if there exists a sequence of polynomials
{fn(x)}∞n=0 in C[x] such that fn(i) = 1 for all n ≥ 1 and L(|fn|2) → 0 as n → ∞ where
|fn|2 = fn · fn.
Finally, we will consider a problem of approximating integrable functions as an application
of moment problem as this is closely related to the Carleman’s condition on the determinacy
of moment problem.
Definition 3.8. For p ≥ 1, we define the vector space
Lp(µ) = {f : R→ C| f is measurable and ||f ||p <∞}
where
||f ||p =
[∫
R
|f |pdµ
] 1
p
.
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Remark 3.9. Let µ be a probability measure. Note that if 1 ≤ p ≤ q <∞, then
Lq(µ) ⊆ Lp(µ) ⊆ L1(µ).
Indeed for f ∈ Lq(µ) and using the Ho¨lder’s inequality on
∫
R
|fp(x)|dµ(x), we have that
∫
R
|fp(x)|dµ(x) ≤
(∫
R
|fp(x)| qpdµ(x)
) p
q
(∫
R
|1| p−qp dµ(x)
) p
p−q
=
(∫
R
|fp(x)| qpdµ(x)
) p
q
=
(∫
R
|f(x)|qdµ(x)
) p
q
.
Hence, we have that
||f ||p ≤ ||f ||q,
and this implies that
f ∈ Lq(µ) ⊆ Lp(µ).
Moreover, it is well known that Lq(µ) is dense in Lp(µ) (See [4, p. 112]).
Theorem 3.10. [4, Theorem 2.9.5] (Carleman’s condition). Let {sn}∞n=1 be a moment
sequence. If
∞∑
n=1
1
2n
√
s2n
=∞,
then the moment problem sn =
∫ ∞
−∞
xndµ(x) is determinate.
Theorem 3.11. [6, Theorem 3] If L : R[x]→ R satisfies the Carleman condition, then not
only is the measure µ unique but also C[x] is dense in Lp(µ) for all real p ≥ 1.
The detailed proofs of Theorem 3.5, Theorem 3.7, Theorem 3.10 and Theorem 3.11 will
be presented in chapter 5 of this thesis.
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Chapter 4
POSITIVE DEFINITE SEQUENCES
This goal of this section is to present detailed explanations and results that are needed to
prove Theorem 3.5. We will begin with the constructions of orthogonal polynomials in this
section under the assumption that {sn}∞n=0 is a positive definite real sequence. At the end
of the proof of Theorem 3.5 in chapter 5, we will consider the case in which of the {sn}∞n=0
is positive semi-definite.
Definition 4.1. Given a sequence of real numbers {sn}∞n=0, we form for all n ≥ 0 the Hankel
matrices
Hn = (si+j)0≤i,j≤n,
which are matrices of size (n+ 1) by (n+ 1). Written explicitly, we get
Hn =

s0 s1 · · · sn
s1 s2 · · · sn+1
s2 s3 · · · sn+2
...
...
. . .
...
sn−1 sn · · · s2n−1
sn sn+1 · · · s2n

.
Definition 4.2. A sequence {sn}∞n=0 of real numbers is called positive semi-definite if ∀n ≥ 0
n∑
i,j=0
si+jcicj ≥ 0 (4.1)
for all (c0, c1, c2, · · · , cn) ∈ Rn+1. Similarly, a sequence {sn}∞n=0 of real numbers is called
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positive definite if for ∀n ≥ 0 and for all (c0, c1, · · · , cn) ∈ Rn+1 \ {0},
n∑
i,j=0
si+jcicj > 0.
The positive definite property of this sequence {sn}∞n=0 is equivalent to the fact each
associated Hankel matrix Hn,
Hn = (si+j)0≤i,j≤n
is positive definite for all n ≥ 0. From elementary linear algebra, it follows that the determi-
nant of the Hankel matrix denoted by Dn is positive. Thus, the positive definite property of
the sequence {sn}∞n=0 allow us to define an inner product on the vector space R[x] as follows.
Lemma 4.3. Suppose that {sn}∞n=0 is a positive definite sequence and let L : R[x]→ R be
its corresponding positive definite linear functional such that L(xn) = sn for all n ≥ 0. Then
〈p, q〉 := L(pq), p, q ∈ R[x],
is an inner product 〈., .〉 on R[x].
Proof. (i) Scalar multiplication: 〈αp, q〉 = L(αpq) = αL(pq) = α 〈p, q〉 for all p, q ∈ R[x]
and α ∈ R.
(ii) Symmetric property: 〈p, q〉 = L(pq) = L(qp) = 〈q, p〉 for all p, q ∈ R[x].
(iii) Linearity: 〈p+ h, q〉 = L(pq+hq) = L(pq)+L(hq) = 〈p, q〉+〈h, q〉 for all p, q, h ∈ R[x].
(iv) Positive definite property: Let p ∈ R[x]. Observe that the associated semi-norm of the
polynomial p is
||p||2 = 〈p, p〉 =
n∑
i,j=0
si+jcicj.
Since ||p||2 is non-negative by definition, then it follows 〈p, p〉 ≥ 0 for all p ∈ R[x].
Definition 4.4. A sequence of polynomials {pn(x)}∞n=0 is said to be orthogonal with respect
to a linear functional L : R[x]→ R, if for all non-negative n and m,
(1) pn(x) is a polynomial of degree n,
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(2) L(pn(x)pm(x)) = 0 for m 6= n,
(3) L(p2n(x)) = 1.
4.1 Construction of Orthogonal Polynomials
Proposition 4.5. [1, p. 3] Let {sn}∞n=0 be a given positive definite real sequence. Then there
exists a sequence of orthogonal polynomials {pn}∞n=0 corresponding to the positive definite
sequence {sn}∞n=0 such that the degree of polynomial pn is n. Also, the leading coefficient of
pn is positive for all n ≥ 0.
Proof. Starting from a positive definite sequence {sn}∞n=0, we use the Gram-Schmidt orthog-
onalizing process to construct the corresponding sequence of orthogonal polynomials denoted
by {pn}∞n=0. Also, we normalize our sequence {sn}∞n=0 by fixing s0 = 1 because it will help
simplify our subsequent formulas. For example, it implies that p0(x) = 1, where p0(x) is the
first of the orthogonal polynomials to be derived. Since {sn}∞n=0 is positive definite, we recall
that the positive definite linear functional L induces an inner product 〈., .〉 on R[x] with
〈p, q〉 := L(pq)
for all p, q ∈ R[x]. Thus, we apply the Gram-Schimdt orthogonalization process on the
standard basis for a vector space of polynomials {1, x, x2, · · · } such that
si+j =
〈
xi, xj
〉
, ∀ i, j ≥ 0,
and we obtain the corresponding Gram matrix of order n+ 1 also denoted by Hn,
Hn =

〈x0, x0〉 〈x0, x〉 · · · 〈x0, xn〉
〈x, x0〉 〈x, x〉 · · · 〈x, xn〉
〈x2, x0〉 〈x2, x〉 · · · 〈x2, xn〉
...
...
. . .
...
〈xn−1, x0〉 〈xn−1, x〉 · · · 〈xn−1, xn〉
〈xn, x0〉 〈xn, x〉 · · · 〈xn, xn〉

.
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Note that the matrix Hn obtained is non-singular. Namely, it is well known that the deter-
minant of Hn denoted by Dn 6= 0 if and only if the system of polynomials {1, x, x2, · · · , xn}
is linearly independent. This is true since {1, x, x2, · · · , xn, · · · } is a standard basis for a
vector space of polynomials R[x]. Hence, we have that Dn = |Hn| > 0 for n ≥ 0 because the
given sequence {sn}∞n=0 is positive definite (See [30, p. 365] for more details). As a result
of the application of the Gram-Schmidt process, we obtain a sequence of real polynomials
expressed in terms of determinant, namely
p0(x) = 1,
pn(x) =
1√
Dn−1Dn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
s0 s1 · · · sn
s1 s2 · · · sn+1
s2 s3 · · · sn+2
...
...
. . .
...
sn−1 sn · · · s2n−1
1 x · · · xn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
for n ≥ 1,
where
Dn =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
s0 s1 · · · sn
s1 s2 · · · sn+1
s2 s3 · · · sn+2
...
...
. . .
...
sn−1 sn · · · s2n−1
sn sn+1 · · · s2n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Expanding the determinants above, we get
pn(x) =
√
Dn−1
Dn
xn +Rn−1(x), n ≥ 0 (4.2)
where Rn−1(x) is a polynomial of degree n− 1. For n ≥ 1, the polynomial
pn(x) =
√
Dn−1
Dn
xn +Rn−1(x)
is a polynomial of degree n with positive leading coefficient since√
Dn−1
Dn
> 0.
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In order to verify that these polynomials {pn(x)}∞n=0 are truly orthogonal, we first write the
polynomial pn(x)x
m as
pn(x)x
m = 1√
Dn−1Dn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
s0 s1 · · · sn
s1 s2 · · · sn+1
s2 s3 · · · sn+2
...
...
. . .
...
sn−1 sn · · · s2n−1
xm xm+1 · · · xm+n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Then we apply a linear functional L : R[x]→ R on pnxm, so that
L(pnx
m) = 1√
Dn−1Dn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
s0 s1 · · · sn
s1 s2 · · · sn+1
s2 s3 · · · sn+2
...
...
. . .
...
sn−1 sn · · · s2n−1
sm sm+1 · · · sm+n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Expanding the above determinant for the case when m < n yields two identical rows which
implies that the determinant for the case when m < n is equal to zero. Therefore,
L(pnx
m) = 〈pn, xm〉 =

√
Dn
Dn−1
form = n,
0 for m = 0, 1, 2, · · · , n− 1.
(4.3)
Multiplying both sides of Equation 4.2 by polynomial pm(x) now gives
pn(x)pm(x) =
√
Dm−1
Dn
xmpn(x) +Rm−1(x)pn(x). (4.4)
Therefore,
L(pn(x)pm(x)) =
√
Dm−1
Dm
L(xmpn) + L(Rm−1(x)pn(x)). (4.5)
By substituting the identity derived in Equation 4.3 into Equation 4.5 gives
L(pn(x)pm(x)) =
√
Dm−1
Dm
√
Dn
Dn−1
=
 1 form = n,0 for m 6= n.
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4.2 Polynomials of the First kind
Definition 4.6. The orthogonal polynomials {pn}∞n=0 derived in Equation 4.2 are called
polynomials of the first kind associated with the positive definite linear functional L : R[x]→
R.
Remark 4.7. Note that the sequence of orthogonal polynomials {pn}∞n=0 also span the
vector space of polynomials R[x]. This follows from the Gram-Schmidt process since the
span of the standard basis for R[x] is the same as the span of the orthogonal polynomials
{p0), p1, · · · , pn, · · · }.
Due to the correspondence between a positive definite sequence {sn}∞n=0 and positive
definite linear functional L : R[x] → R, we will refer to the sequence {pn}∞n=0 of orthogonal
polynomials associated with a positive definite linear functional L : R[x]→ R as orthogonal
polynomials associated to a positive definite sequence {sn}∞n=0 interchangeably. One of the
important characteristics of orthogonal polynomials is the fact that any three consecutive
polynomials are related by a recurrence relation. To see this, we discuss the following result.
Theorem 4.8. [10, p. 18] The orthogonal polynomials {pn}∞n=0 satisfy the following three
term recurrence relation:
xpn(x) = bnpn+1(x) + anpn(x) + bn−1pn−1(x), n ≥ 0 (4.6)
where b−1 = p−1 = 0, bn = 〈xpn, pn+1〉 =
√
Dn−1Dn+1
Dn
> 0 and an = 〈xpn, pn〉.
Proof. Since the degree of the polynomial xpn(x) is n+ 1, then we can write
xpn(x) =
n+1∑
k=0
〈xpn, pk〉 pk =
n−2∑
k=0
〈xpn, pk〉 pk+
〈xpn, pn−1〉 pn−1 + 〈xpn, pn〉 pn + 〈xpn, pn+1〉 pn+1.
Note that for k < n− 1, the degree of the polynomial xpk(x) < n. So,
〈xpn, pk〉 = 0
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for k ≤ n− 2. Hence,
xpn(x) = 〈xpn, pn−1〉 pn−1 + 〈xpn, pn〉 pn + 〈xpn, pn+1〉 pn+1, n ≥ 0.
The sequences bn = 〈xpn, pn+1〉 and an = 〈xpn, pn〉 are real since pn has real coefficients. Let
us now show that bn is positive. Using Equation 4.2, the polynomial xpn(x) can be written
as
xpn(x) =
√
Dn−1
Dn
xn+1 +Rn(x),
where Rn(x) is a polynomial of degree n. Similarly from Equation 4.2, we obtain that
pn+1(x) =
√
Dn
Dn+1
xn+1 +Rn(x).
Therefore,
xpn(x) =
√
Dn−1
Dn
xn+1 +Rn(x) = bnpn+1(x) + anpn(x) + bn−1pn−1(x). (4.7)
Substituting Equation 4.2 into Equation 4.7 yields
√
Dn−1
Dn
xn+1 +Rn(x) = bn−1pn−1 + anpn + bn
[√
Dn
Dn+1
xn+1
]
+ bnRn(x). (4.8)
Then by comparing coefficients of xn+1, we get√
Dn−1
Dn
= bn
[√
Dn
Dn+1
]
,
which gives
bn =
√
Dn−1Dn+1
Dn
. (4.9)
Therefore, bn is positive since Dn > 0 for n ≥ 0.
Theorem 4.9. [10, p. 23] Let {pn}∞n=0 be the sequence of orthogonal polynomials associated
with a given positive definite sequence {sn}∞n=0. Then for any x, y ∈ R such that x 6= y, we
have
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(x− y)
n∑
k=0
pk(x)pk(y) = bn [pn(y)pn+1(x)− pn(x)pn+1(y)] . (4.10)
and
n∑
k=0
[
pk(x)
2
]
= bn
[
p
′
n+1(x)pn(x)− p
′
n(x)pn+1(x)
]
(4.11)
where p
′
n denotes the derivative of pn.
Proof. Let pn(x) and pn(y) be orthogonal polynomial that satisfy the three term recurrence
relation. This implies that
xpn(x) = bnpn+1(x) + anpn(x) + bn−1pn−1(x), (4.12)
ypn(y) = bnpn+1(y) + anpn(y) + bn−1pn−1(y). (4.13)
Multiplying Equation 4.12 by pn(y) and Equation 4.13 by pn(x), we get
xpn(x)pn(y) = bnpn+1(x)pn(y) + anpn(x)pn(y) + bn−1pn−1(x)pn(y) (4.14)
and
ypn(y)pn(x) = bnpn+1(y)pn(x) + anpn(y) + bn−1pn−1(y)pn(x). (4.15)
If we subtract Equation 4.15 from Equation 4.14, we get
bn−1 [pn−1(x)pn(y)− pn−1(y)pn(x)] + bn [pn(y)pn+1(x)− pn(x)pn+1(y)] = (x− y)pn(x)pn(y).
Summing the above identities for 1 ≤ k ≤ n yields Equation (4.10). By letting x → y,
Equation 4.10 becomes
n∑
k=0
[
pk(x)
2
]
= bn
[
p
′
n+1(x)pn(x)− p
′
n(x)pn+1(x)
]
.
In particular, if pn+1(x) = 0, then Equation 4.11 yields
n∑
k=0
pk(x)
2 = bnpn(x)p
′
n+1(x). (4.16)
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The next theorem is a basic fact about zeros of orthogonal polynomials.
Proposition 4.10. [1, p. 9] The orthogonal polynomial pn has simple and real zeros.
Proof. To prove by contradiction, we assume that either λ ∈ R with multiplicity greater
than one or λ ∈ C \ R is a zero. Note that in the last case λ is also zero. Define
K(x) =
pn(x)
|x− λ|2 .
The Fundamental Theroem of Algebra gives that the denominator divides the numerator
regardless whether λ, λ ∈ C \ R are zeros or λ ∈ R is a zero of multiplicity more than one.
Observe that K(x) is a polynomial of degree n− 2. Again by the Fundamental Theorem of
Algebra, we can write
pn(x) = (x− λ)Rn−1(x)
such that the degree of Rn−1(x) = n − 1. Since the degree of K(x) is less than pn(x), then
by our orthogonality relation explained earlier in Equation 4.3 , we have that
0 = 〈pn, K〉 = L [pn(x)K(x)] .
It follows from the extension of L to C[x] presented in Equation 3.2 that
0 = 〈pn, K〉 = L [pn(x)K(x)] = L [(x− λ)Rn−1K(x)] = 〈Rn−1, Rn−1〉 = ||Rn−1||2,
but ||Rn−1||2 cannot be zero because Rn−1 is not a zero polynomial by our definition. There-
fore, our assumption that pn has a pair of complex conjugate zeros is false. Hence, all zeros
of pn(x) must be real and simple.
Theorem 4.11. [10, Theorem 5.3] Let {pn}∞n=0 be a sequence of orthogonal polynomials
associated to a positive definite sequence {sn}∞n=0. The zeros of pn(x) and pn+1(x) mutually
separate each other. That is,
xn+1,i < xn,i < xn+1,i+1, i = 1, 2, · · · , n,
where xn+1,i and xn,i are the zeros of pn+1(x) and pn(x) respectively.
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Proof. Let xn+1,i and xn+1,i+1 be two consecutive zeros of the polynomial pn+1(x). Using
Equation 4.16, we have that
bn
[
p
′
n+1(xn+1,i)pn(xn+1,i)
]
=
n∑
k=0
[
p2k(xn+1,i)
]
> 0
and
bn
[
p
′
n+1(xn+1,i+1)pn(xn+1,i+1)
]
=
n∑
k=0
[
p2k(xn+1,i+1)
2
]
> 0.
Since all n+ 1 zeros of pn+1(x) are real and simple, then p
′
n+1(xn+1,i) and p
′
n+1(xn+1,i+1) are
of different signs. Therefore, pn(xn+1,i) and pn(xn+1,i+1) will have opposite signs and pn(x)
has a zero in each of the intervals (xn+1,i, xn+1,i+1) for i = 1, 2, · · · , n.
4.3 Polynomials of the Second kind
Let r(x) =
n∑
k=0
akx
k be a real polynomial of degree n ≥ 1. Then for x 6= y, the quotient
r(x)−r(y)
x−y can be expressed in the form
r(x)− r(y)
x− y =
n∑
k=0
ak
xk − yk
x− y =
n∑
k=0
k−1∑
i=0
aky
k−ixi.
By fixing x ∈ R, the polynomial r(x)−r(y)
x−y can be viewed as a polynomial in variable y only.
Therefore, for any given linear functional L on R[y], the expression
q(x) = L
[
r(x)− r(y)
x− y
]
defines a polynomial in variable x. Hence, it is natural to give the following definition.
Definition 4.12. Let {pn}∞n=0 be a sequence of orthogonal polynomials associated with a
linear functional L : R[y]→ R. Then for x 6= y and n ≥ 1,
qn(x) = L
[
pn(x)− pn(y)
x− y
]
(4.17)
is a polynomial of degree n − 1 in variable x. We also define q0(x) = 0. The polynomials
{qn}∞n=0 will be referred to as the polynomials of the second kind.
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Proposition 4.13. [1, p. 8] The sequence of polynomials {qn}∞n=1 defined in Equation 4.17
satisfies the three term recurrence relation as in Equation 4.6.
Proof. Let {pn}∞n=0 be orthogonal polynomials that satisfy the three term recurrence relation
as in Equation 4.6. Then for x 6= y,
xpn(x) = bnpn+1(x) + anpn(x) + bn−1pn−1(x) (4.18)
and
ypn(y) = bnpn+1(y) + anpn(y) + bn−1pn−1(y). (4.19)
Subtracting Equation 4.19 from Equation 4.18, we get
xpn(x)− ypn(y) = bn[pn+1(x)− pn+1(y)] + an[pn(x)− pn(y)] + bn−1[pn−1(x)− pn−1(y)].
Dividing both sides of the above equation by x− y yields
xpn(x)− ypn(y)
x− y = bn
pn+1(x)− pn+1(y)
x− y + an
pn(x)− pn(y)
x− y + bn−1
pn−1(x)− pn−1(y)
x− y .
Therefore,
bn
pn+1(x)− pn+1(y)
x− y + an
pn(x)− pn(y)
x− y + bn−1
pn−1(x)− pn−1(y)
x− y = x
pn(x)− pn(y)
x− y + pn(y).
If n ≥ 1, by applying the linear functional L and using the fact that L(pn) = 〈pn, 1〉 = 0, we
obtain
bnL
[
pn+1(x)− pn+1(y)
x− y
]
+ anL
[
pn(x)− pn(y)
x− y
]
+ bn−1L
[
pn−1(x)− pn−1(y)
x− y
]
= xL
[
pn(x)− pn(y)
x− y
]
.
Using Definition 4.12, we obtain that
xqn(x) = bnqn+1(x) + anqn(x) + bn−1qn−1(x), n ≥ 1,
which shows that the sequence of polynomials {qn}∞n=1 satisfies the same recurrence relation
discussed in Theorem 4.8.
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Corollary 4.14. [1, p. 9] Let {pn}∞n=0 and {qn}∞n=0 be the sequences of polynomials of the
first and second kind respectively. Then for any x ∈ R,
pn(x)qn+1(x)− pn+1(x)qn(x) = 1
bn
(4.20)
where
bn =
√
Dn−1Dn+1
Dn
, n ≥ 1.
Proof. Using Equation 4.10, we have that
bnpn(y)
[
pn+1(x)− pn+1(y)
x− y
]
− bnpn+1(y)
[
pn(x)− pn(y)
x− y
]
=
n∑
k=0
pk(x)pk(y).
Applying the linear functional L with respect to the variable y, we get
bnpn(y)L
[
pn+1(x)− pn+1(y)
x− y
]
− bnpn+1(y)L
[
pn(x)− pn(y)
x− y
]
= L
[
n∑
k=0
pk(x)pk(y)
]
.
Thus,
bnpn(y)qn+1(x)− bnpn+1(y)qn(x) =
n∑
k=0
pk(x)L [pk(y)] .
By simplifying the above terms, we get that
bnpn(y)qn+1(x)− bnpn+1(y)qn(x) = 1.
Taking the limit of both sides of the above equation as y → x gives
lim
y→x
[pn(y)qn+1(x)− pn+1(y)qn(x)] = 1
bn
.
Hence,
pn(x)qn+1(x)− pn+1(x)qn(x) = 1
bn
, n ≥ 1.
Theorem 4.15. [4, p. 85] Any two zeros of the polynomial of the first kind pn are separated
by a zero of the polynomial of the second kind qn.
Proof. Recall that
pn(x)qn+1(x)− pn+1(x)qn(x) = 1
bn
.
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Suppose that xk is a zero of the polynomial pn(x). Then
−pn+1(xk)qn(xk) = 1
bn
,
so qn(xk) has the opposite sign of pn+1(xk). Suppose that xa, xb are two consecutive zeros of
the polynomial pn(x), we know from Theorem 4.11 that pn+1(xa) and pn+1(xb) have opposite
signs by the interlacing property of zeros. Therefore, qn(xa) and qn(xb) would have opposite
signs which implies that qn(x) has a zero in between (xa, xb).
We would like to recall the definition of the Lagrange interpolating polynomial. This
interpolating polynomial will play a key role in finding a solution to the Hamburger moment
problem.
Definition 4.16. Let x1, x2, x3, · · · , xn be a set of n different real numbers arranged in
increasing order
x1 < x2 < · · · < xn
and let f be a function such that yi = f(xi). The Lagrange interpolation polynomial
corresponding to x1, x2, x3, · · · , xn and y1, y2, y3, · · · , yn denoted by Qn−1 provides a solution
to the problem of constructing a polynomial of degree at most n − 1 with respect to the
points (xi, yi) for 1 ≤ i ≤ n. This polynomial is given by
Qn−1(x) =
n∑
i=1
p(x)yi
p′(xi)(x− xi) ,
where
p(x) = (x− x1)(x− x2)(x− x3) · · · (x− xn)
and p
′
(xi) denotes the derivative of p(x) at xi.
Remark 4.17. If we examine part of the summand of the Lagrange polynomial defined
above such that
lk(x) =
p(x)
(x− xk)p′(xk) . (4.21)
Then,
lj(xk) = δjk
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and
Qn−1(xk) = yk.
Also, observe that for two polynomials Hn(x) and Gn(x) of degree n − 1 such that for
i = 1, · · · , n,
Hn(xi) = Gn(xi),
then the polynomial
Hn(x)−Gn(x)
would have the property that
Hn(xi)−Gn(xi) = 0.
Therefore, Hn(x)−Gn(x) has n zeros whereas the degree of this polynomial is n− 1. Since
a polynomial of degree n − 1 can only have n − 1 zeros unless it is identically zero. Then,
we have that Hn(x) − Gn(x) = 0 which implies that Hn(x) = Gn(x). Thus, the Lagrange
polynomial Qn−1 is in fact unique by definition.
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Chapter 5
MAIN RESULTS
In this chapter, we will give detailed proofs of our three main questions namely: Theorem
3.5, Theorem 3.7 and Theorem 3.11. Before we begin presenting our proofs, we would like
to emphasize again that that proofs given in this thesis are not new. We remind us that
finding a solution to the truncated moment problem is the first important part in proving
Theorem 3.5. Thus, we begin with the definition of a truncated moment problem.
Definition 5.1. Let a positive semi-definite sequence {sn}∞n=0 be given. The truncated
moment problem of order 2n− 1 consists of finding a Borel measure µ on R satisfying
sk =
∫
R
xkdµ(x) for 0 ≤ k ≤ 2n− 1.
5.1 Hamburger Moment Problem
We shall use the zeros of the orthogonal polynomials {pn}∞n=0 associated to a positive definite
sequence constructed in the previous chapter of this thesis to provide a solution to the
Hamburger moment problem. Note that for the proof of the converse part of Theorem 3.5,
i.e. the part to show the existence of a Borel measure, we start with the positive definite
assumption, and at the end of the proof, we shall consider the remaining part of the positive
semi-definite condition of the Hamburger moment problem.
Proof of Theorem 3.5. We will now prove the first part of the Hamburger moment prob-
lem. Suppose that µ is a Borel measure representing the linear functional L. Then we have
that
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L(f 2) =
∫
R
[
n∑
i=0
aix
i
]2
dµ ≥ 0
for non-negative polynomial
f =
n∑
i=0
aix
i ∈ R[x].
By Theorem 3.3, it follows that L is positive semi-definite.
Conversely, we consider the linear functional L to be positive definite and let {sn}∞n=0 be
the corresponding positive definite real sequence (See Remark 3.2). We first will solve the
truncated moment problem. In chapter 4, we constructed a sequence of orthogonal poly-
nomials {pn(x)}∞n=0 associated with a positive definite sequence {sn}∞n=0 and in Proposition
4.10, we proved that pn(x) has real and simple zeros. Denote by xn,1, xn,2, · · · , xn,n the zeros
of pn(x) such that xn,1 < xn,2 < · · · < xn,n. Let R2n−1 be an arbitrary polynomial of degree
at most 2n−1 and construct the Lagrange interpolation polynomial Qn−1 which corresponds
to the zeros xn,k and yk = R2n−1(xn,k) for 1 ≤ k ≤ n. Using Definition 4.16, we have
Qn−1(x) =
n∑
k=1
pn(x)
(x− xn,k)p′n(xn,k)
R2n−1(xn,k).
Thus the polynomial
H(x) = R2n−1(x)−Qn−1(x)
is a polynomial of degree at most 2n − 1 which vanishes at the zeros xn,k for 1 ≤ k ≤ n.
That is,
H(x) = R(x)pn(x)
where R(x) is a polynomial of degree at most n− 1. Thus, the polynomial R2n−1(x) can be
written as
R2n−1(x) = pn(x)R(x) +Qn−1(x) (5.1)
where Qn−1(x) is the Lagrange polynomial. Rewriting the polynomial R2n−1(x) yields
R2n−1(x) = pn(x)R(x) +
n∑
k=1
pn(x)
(x− xn,k)p′n(xn,k)
R2n−1(xn,k). (5.2)
By applying the linear functional L on both sides of Equation 5.2, we obtain that
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L(R2n−1(x)) = L(pn(x)R(x)) +
n∑
k=1
L
[
pn(x)
x− xn,k
]
R2n−1(xn,k)
p′n(xn,k)
.
Since the degree of R(x) is at most n− 1, then by the orthogonality relation proved in 4.3,
L(R2n−1(x)) =
n∑
k=1
L
[
pn(x)
x− xn,k
]
R2n−1(xn,k)
p′n(xn,k)
.
Since xn,k is a zero of the polynomial pn(x), then
L(R2n−1(x)) =
n∑
k=1
L
[
pn(x)− pn(xn,k)
x− xn,k
]
R2n−1(xn,k)
p′n(xn,k)
.
Using Definition 4.12, we rewrite the above identity to obtain
L(R2n−1(x)) =
n∑
k=1
qn(xn,k)
p′n(xn,k)
R2n−1(xn,k). (5.3)
Let ank =
qn(xn,k)
p′n(xn,k)
. Then Equation 5.3 becomes
L(R2n−1(x)) =
n∑
k=1
ankR2n−1(xn,k). (5.4)
Note that for k = 1, 2, · · · , n, the numbers ank are all positive. Indeed, by Equation 4.21, if
we insert
R2n−1(x) = l2m(x) =
[
pn(x)
(x− xn,m)p′n(xn,m)
]2
into Equation 5.4, and we obtain that
L(l2m(x)) =
n∑
k=1
ankl
2
m(xn,k) =
n∑
k=1
ankδkm = anm,
so that anm > 0 since L is positive definite. Also, if we choose R2n−1 = 1, then Equation 5.4
becomes
L(1) =
n∑
k=1
ank = 1.
Moreover, Equation 5.4 can be expressed as
L(xi) =
n∑
k=1
ankx
i
n,k for 0 ≤ i ≤ 2n− 1. (5.5)
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We now need to provide a connection between the finite sum in Equation 5.5 and our
desired integral representation. To do this, we make use of the positive numbers ank and
define a piecewise function µn such that
µn(x) =

0 if x < xn,1
an1 + an2 + an3 + · · ·+ ank if xn,k ≤ x < xn,k+1, 1 ≤ k < n− 1
1 if x ≥ xn,n.
Observe that the function µn defined above has three properties. First, it is increasing on R
for all xni, i.e., for real zeros xn1, xn2 such that xn1 < xn2, it follows that
µ1(x) = an1 < an1 + an2 = µ2(x).
Secondly, the function µn is right continuous at all zeros xn1 < xn2 < · · · < xnn since
lim
x→x+n,k
µn(x) =
n∑
k=1
ank = µn(xn,k)
for 1 ≤ k ≤ n. Lastly, µn is uniformly bounded because
|µn(x)| ≤ 1
for all x ∈ R and for all n ∈ N. Thus the function µn that we have constructed is a increasing,
right continuous and bounded function. Since the function µn is discontinuous at zeros xn,k,
then the jumps at xn,k are precisely ank’s. Therefore, we have that
ank = µn(x
+
n,k)− µn(x−n,k) > 0, k = 1, 2, · · · , n. (5.6)
Substituting Equation 5.6 into Equation 5.5, we get
L(xi) = si =
n∑
k=1
[
µn(x
+
n,k)− µn(x−n,k)
]
xjn,k, for 0 ≤ j ≤ 2n− 1. (5.7)
Therefore, Equation 5.7 takes on the form
L(xi) = si =
∫
R
xidµn(x) for 0 ≤ i ≤ 2n− 1. (5.8)
where µn denotes our solution to the truncated moment problem of order 2n− 1. From now
on, we will use distribution function and measure freely so that we avoid ambiguity (See
Remark 2.16).
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Helly’s first and second theorems will play a role in extending our solution from the
truncated moment problem to the full moment problem. These two theorems will also be
used to prove our final argument for the positive semi-definite case. We shall now extend
the solution µn to the complete moment problem. Take the sequence {µn} of uniformly
bounded sequence of non-decreasing functions that we constructed. Then by Helly’s first
theorem (Theorem 2.19), the sequence {µn} contains a subsequence {µnj} which converges
to a bounded, non-decreasing function µ. In other words,
lim
j→∞
µnj(x) = µ(x).
From Equation 5.8, we can write that
L(xi) = si =
∫
R
xidµnj(x), nj ≥
i+ 1
2
.
Using Helly’s second theorem (Theorem 2.20), we can then say that for a real interval [A,B]
that ∫ B
A
xidµ(x) = lim
j→∞
∫ B
A
xidµnj(x).
Assume that A < 0, B > 0 and nj > i+ 1. Then∫ ∞
−∞
xkdµnj(x) =
∫ B
A
xkdµnj(x) +
∫ A
−∞
xkdµnj(x) +
∫ ∞
B
xkdµnj(x)
and ∣∣∣∣si − ∫ B
A
xidµ(x)
∣∣∣∣ = ∣∣∣∣∫
R
xidµnj(x)−
∫ B
A
xidµ(x)
∣∣∣∣ .
This implies that∣∣∣∣si − ∫ B
A
xidµ(x)
∣∣∣∣ = ∣∣∣∣∫ B
A
xidµnj(x) +
∫ A
−∞
xidµnj(x) +
∫ ∞
B
xidµnj(x)−
∫ B
A
xidµ(x)
∣∣∣∣
≤
∣∣∣∣∫ A−∞ xidµnj(x)
∣∣∣∣+ ∣∣∣∣∫ ∞
B
xidµnj(x)
∣∣∣∣+ ∣∣∣∣∫ B
A
xidµnj(x)−
∫ B
A
xidµ(x)
∣∣∣∣ .
But∣∣∣∣∫ ∞
B
xidµnj(x)
∣∣∣∣ = ∣∣∣∣∫ ∞
B
x2i+2
xi+2
dµnj(x)
∣∣∣∣ ≤ ∫ ∞
B
∣∣∣∣x2i+2xi+2
∣∣∣∣ dµnj(x) ≤ 1Bi+2
∣∣∣∣∫ ∞
B
x2i+2dµnj(x)
∣∣∣∣
≤ 1
Bi+2
s2i+2.
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Similarly,∣∣∣∣∫ A−∞ xidµnj(x)
∣∣∣∣ = ∣∣∣∣∫ A−∞ x
2i+2
xi+2
dµnj(x)
∣∣∣∣ ≤ 1|A|i+2
∣∣∣∣∫ A−∞ x2i+2dµnj(x)
∣∣∣∣ ≤ ∣∣∣∣ 1Ai+2
∣∣∣∣ s2i+2.
Therefore
∣∣∣∣si − ∫ B
A
xidµ(x)
∣∣∣∣ ≤ [ 1Bi+2 +
∣∣∣∣ 1Ai+2
∣∣∣∣] s2i+2 + ∣∣∣∣∫ B
A
xidµnj(x)−
∫ B
A
xidµ(x)
∣∣∣∣ .
Define
 =
[
1
Bi+2
+
∣∣∣∣ 1Ai+2
∣∣∣∣] s2i+2
and taking the limit as j →∞, then∣∣∣∣si − ∫ B
A
xidµ(x)
∣∣∣∣ ≤ . (5.9)
Letting A→ −∞ and B →∞, we obtain that as → 0,
L(xi) = si =
∫ ∞
−∞
xidµ(x), i ≥ 0.
We will now prove our final argument for the positive semi-definite case. Let L : R[x]→ R
be a given positive semi-definite linear functional. Fix L∗ to be some positive definite linear
functional with L∗(1) = 1. For  > 0, define
L = L+ L
∗.
Observe that since  > 0 and L∗ is positive definite, then L is positive definite. Let µ be
a corresponding distribution function on R. Choose  = 1
n
. By applying Helly’s first and
second theorems on the sequence
{
µ 1
n
}
n∈N
, we get the corresponding limiting function µ.
Since
L = L+
1
n
L∗ → L
as n → ∞, µ is the corresponding measure representing the positive semi-definite linear
functional L.
Part (c) of the following result will be used in proving Theorem 3.7. We will only prove
the case (c) implies (d) of Theorem 5.2 because the proof of the remaining parts require
more technical tools that are beyond the scope of this thesis. We therefore refer the reader
to Akhiezer [1] and Berg [4] for more details.
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Theorem 5.2. [4, Theorem 2.7.13] Let {pn}∞n=0 and {qn}∞n=0 be the sequences of orthogonal
polynomials of the first kind and second kind respectively (See Definition 4.6 and Definition
4.12). Then the following conditions are equivalent:
(a.) The moment problem relative to the linear functional L : R[x]→ R is indeterminate.
(b.) There exists a point x0 ∈ R such that
∑
n∈N
(
p2n(x0) + q
2
n(x0)
)
<∞.
(c.) There exists a point z0 ∈ C \ R such that
∑
n∈N
|pn(z0)2| <∞ and
∑
n∈N
|qn(z0)2| <∞.
(d.) The series
∑
n∈N
|qn(z)2| and
∑
n∈N
|pn(z)2| converge uniformly on open disks.
Proof. Suppose there exist a point y ∈ C\R such that
∑
n∈N
|pn(y)2| <∞ and
∑
n∈N
|qn(y)2| <∞.
We want to show that the series
∑
n∈N
|pn(x)2| converges uniformly on open disks. Let f be a
polynomial of degree n, then there are complex constants ak such that
f(x) =
n∑
k=0
akpk(x). (5.10)
Observe that if we multiply Equation 5.10 by pm(x) such that 0 ≤ m ≤ n and applying the
linear functional L, we obtain that
L (f(x)pn(x)) = amL
(
pm(x)
2
)
.
Thus
an = L (f(x)pn(x)) . (5.11)
Recall that for n ≥ 1, the quotient
pn(x)− pn(y)
x− y
is a polynomial of degree n− 1 in variable x. Thus, it can be written as
pn(x)− pn(y)
x− y =
n−1∑
k=0
ankpk(x). (5.12)
Simplifying the above equation, we have that
pn(x)− pn(y) = (x− y)
n−1∑
k=0
ankpk(x). (5.13)
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Using Equation 5.11, it follows that
ank = L
(
pn(x)− pn(y)
x− y pk(x)
)
.
Note that the coefficients ank can be calculated as follows. Observe that
ank = L
(
pn(x)− pn(y)
x− y pk(x)
)
= L
(
pn(x)− pn(y)
x− y pk(x) +
pn(x)− pn(y)
x− y pk(y)−
pn(x)− pn(y)
x− y pk(y)
)
.
By simplifying the above equation, we obtain
ank = L
(
pn(x)− pn(y)
x− y pk(x)
)
= L
(
pn(x)− pn(y)
x− y pk(x) +
pn(x)− pn(y)
x− y pk(y)−
pn(x)− pn(y)
x− y pk(y)
)
= pk(y)L
(
pn(x)− pn(y)
x− y
)
+ L
(
pk(x)− pk(y)
x− y [pn(x)− pn(y)]
)
.
Thus, using Definition 4.12, it follows that
ank = pk(y)qn(y)− qk(y)pn(y). (5.14)
In the above calculation, we have used the fact that pn(x) is orthogonal to the polynomial
pk(x)− py(y)
x− y of degree less than n. Using the fact that
(a+ b)2 ≤ 2(a2 + b2)
and
(a− b)2 ≤ 2(a2 + b2),
Equation 5.14 becomes
∞∑
n=1
n−1∑
k=0
|ank|2 ≤ 2
∞∑
n=1
|qn(y)|2
n−1∑
k=0
|pk(y)|2 + 2
∞∑
n=1
|pn(y)|2
n−1∑
k=0
|qk(y)|2
< 4
∞∑
n=0
|qn(y)|2
∞∑
k=0
|pk(y)|2 <∞.
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Let  > 0 and let R > 0. We shall now show that the series
∞∑
k=0
|pn(x)|2 < ∞ converges
uniformly for |x− y| < R. Choose n0 = n0(, R), so that
∞∑
n=n0
|pn(x)|2 ≤ 
2
and ∞∑
n=n0
∞∑
k=0
|ank|2 ≤ 
2R2
.
Note that for N ≥ n0 and |x− y| < R, we then get that by Equation 5.13
N∑
n=n0
|pn(x)|2 ≤ 2
N∑
n=n0
|pn(y)|2 + 2|x− y|2
N∑
n=n0
∣∣∣∣∣
n−1∑
k=0
ankpk(x)
∣∣∣∣∣
2
(5.15)
≤ + 2R2
N∑
n=n0
(
n−1∑
k=0
|ank|2
n−1∑
k=0
|pk(x)|2
)
≤ + 
N∑
k=0
|pk(x)|2.
Hence,
(1− )
N∑
n=n0
|pn(x)|2 ≤ + 
n0−1∑
k=0
|pk(x)|2. (5.16)
We now choose  = 1
2
and for N ≥ n1 = n0(12 , R) and |x− y| < R, we get that
N∑
n=n1
|pn(x)|2 ≤ 1 +
n1−1∑
k=0
|pk(x)|2. (5.17)
This shows that the series
∞∑
n=0
|pn(x)|2 is pointwise convergent for |x− y| < R. We will now
prove uniform convergence. Define
K = sup
{
n1−1∑
k=0
|pk(x)|2 : |x− y| < R
}
and by continuity of the orthogonal polynomials, we have that K <∞. This show that
∞∑
n=0
|pn(x)|2 =
n1−1∑
n=0
|pn(x)|2 +
∞∑
n=n1
|pn(x)|2 ≤ 1 + 2K (5.18)
for |x− y| < R. From Equation 5.16, we obtain that for N ≥ n0, |x− y| < R,
N∑
n=n0
|pn(x)|2 ≤ 
1− 
(
1 +
n0−1∑
k=0
|pn(x)|2
)
≤ 
1− (2 + 2K), (5.19)
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which shows that
∞∑
n=0
|pn(x)|2 converges uniformly for |x− y| < R.
Also, the series
∞∑
n=0
|qn(x)|2 has the same property and can be proved analogously using
the formula
qn(x) = qn(y) + (x− y)
n−1∑
k=0
ankqk(x).
Theorem 5.3. [4, Theorem 2.9.2] Let bn be as defined in Theorem 4.8. If
∞∑
n=1
bn =∞, then
the moment problem relative to a linear functional L is determinate.
Proof. Using Equation 4.20, we have that for any x ∈ R,
1
bn
= pn(x)qn+1(x)− pn+1(x)qn(x).
In particular if x = 0, we still have
1
bn
= pn(0)qn+1(0)− pn+1(0)qn(0).
Recall that for real numbers a, b, c, d, it is true that
a2 + b2 + c2 + d2 ≥ 2ab+ 2cd.
Thus, it follows that
1
bn
= pn(0)qn+1(0)− pn+1(0)qn(0) ≤ 1
2
(
p2n(0) + p
2
n+1(0) + q
2
n+1(0) + q
2
n(0)
)
. (5.20)
Hence, by summing the above terms for n ≥ 0, we get
∞∑
n=0
1
bn
≤
∞∑
n=0
(
p2n(0) + q
2
n(0)
)
,
and our desired result follows from Theorem 5.2.
Lemma 5.4. Let µ be a finite measure. Then for p ≥ 1, we have that C[x] ⊆ Lp(µ).
Proof. Let Mn be the space of all polynomials of degree at most n and let {1, x, x2, · · · , xn}
be its usual basis. By the Gram-Schimdt orthogonalization processs, we recall from Re-
mark 4.7 that the span{p0, p1, p2, · · · , pn} = span{1, x, x2, · · · , xn} where p0, p1, p2, · · · , pn
are orthogonal polynomials of the first kind. Observe that
1 = L(p2n) =
∫
R
|p2n(x)|dµ(x).
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Thus the polynomial pn ∈ L2(µ) ⊆ L1(µ) since∫
R
|p2n(x)|dµ(x) <∞.
Since the space of all polynomials with complex coefficients C[x] is generated by pn, then it
follows that C[x] ⊆ L1(µ). Let m ∈ N and let f ∈ C[x]. Then fm ∈ C[x]. This implies that
the polynomial fm ∈ L1(µ). By Definition 3.8, it follows that∫
R
|fm(x)|dµ(x) <∞. (5.21)
Re-writing the above equation, we have that∫
R
|f(x)|mdµ(x) <∞. (5.22)
Thus, by Equation 5.22, we have that f ∈ Lm(µ). Hence, C[x] ⊆ Lm(µ). For 1 ≤ p <∞, let
m = [p] such that m ≤ p < m+ 1. Therefore, by Remark 3.9, we have that
C[x] ⊆ Lm+1 ⊆ Lp(µ).
Theorem 5.5. [1, p. 43-45] Let µ be a solution of a determinate moment problem. Then
the set of all polynomials with complex coefficients C[x] is dense in L2(µ).
Proof. Suppose that µ is a solution to the determinate moment problem. Before we begin
with the proof of this theorem, we need to introduce some extra tools that were not mentioned
earlier in this thesis. Let µ be a Borel measure on R. For any y ∈ C\R, the Stieltjes transform
of µ is defined by
wµ : C \ R→ C, wµ : y 7→
∫
R
1
x− ydµ(x).
Also, for f ∈ L2(µ), the Fourier coefficients with respect to the orthogonal polynomials
{pn}∞n=0 is defined by
ck =
∫
R
f(x)pk(x)dµ(x), k ≥ 0.
For y ∈ C \ R, we define the function
fk(x) =
1
(x− y)k+1 , k ≥ 0.
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Since
M = inf{|x− y| : x ∈ R} > 0,
then
fk ≤ 1
Mk+1
so that fk ∈ L2(µ) as µ is a finite measure. In particular, for k = 0, the function
f0(x) =
1
(x− y) ∈ L
2(µ)
and we find that
ck =
∫
R
1
(x− y)pk(x)dµ(x) =
∫
R
pk(x) + pk(y)− pk(y)
(x− y) dµ(x)
=
∫
R
pk(x)− pk(y)
(x− y) dµ(x) + pk(y)
∫
R
1
(x− y)dµ(x).
Putting
wµ(y) =
∫
R
1
x− ydµ(x)
in the above equation and using Definition 4.12, we have that∫
R
1
(x− y)pk(x)dµ(x) = qk(y) + wµ(y)pk(y). (5.23)
Also, ∫
R
∣∣∣∣ 1x− y
∣∣∣∣2 dµ(x) = 1y − y
∫
R
[
1
(x− y) −
1
(x− y)
]
dµ(x)
∫
R
∣∣∣∣ 1x− y
∣∣∣∣2 dµ(x) = wµ(y)− wµ(y)y − y . (5.24)
Using the definition of the determinacy of moment problem in [1, Definition 2.3.3, Theorem
2.3.3], there exists a y0 ∈ C \ R, we have
wµ(y0)− wµ(y0)
y0 − y0 =
∞∑
k=0
|qk(y0) + wµ(y0)pk(y0)|2 . (5.25)
Observe that from Equation 5.23, we have that
∞∑
k=0
|qk(y0) + wµ(y0)pk(y0)|2 =
∞∑
k=0
∣∣∣∣∫
R
1
x− y0pk(x)dµ(x)
∣∣∣∣2 .
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Using Equation 5.24 and Equation 5.25, we have
∞∑
k=0
|qk(y0) + wµ(y0)pk(y0)|2 = wµ(y0)− wµ(y)
y0 − y0 =
[∫
R
∣∣∣∣ 1x− y0
∣∣∣∣2 dµ(x)
]
,
which implies that
∞∑
k=0
|qk(y0) + wµ(y0)pk(y0)|2 =
∫
R
∣∣∣∣ 1x− y0
∣∣∣∣2 dµ(x).
Therefore, by the Parseval equality, the function f0 can be approximated in L
2(µ) by
n∑
k=0
ckpk,
where ck = qk(y0) + wµ(y0)pk(y0) (See [1, p. 38]) for more details). Note that the same
reason also applies to the conjugate function f0(x). We will now prove by induction that for
y0 ∈ C \ R, the function
fk(x) =
1
(x− y0)k+1
can be approximated in L2(µ) to any degree of accuracy by a polynomial for all k ≥ 0. Note
that for a given  > 0, there exists a P ∈ C[x] such that
||fk(x)− P ||2 ≤  |N |
where N = Im y0. Dividing the polynomial P by x− y0, we get
P (x) = (x− y0)Q(x) + a
where Q is another polynomial and a ∈ C. Observe that
||fk+1(x)− af0(x)−Q(x)| |22 =
∫
R
∣∣∣∣ 1(x− y0)k+2 − ax− y0 −Q(x)
∣∣∣∣2 dµ(x)
=
∫
R
∣∣∣∣ 1(x− y0)2
∣∣∣∣ ∣∣∣∣ 1(x− y0)k − a− (x− y0)Q(x)
∣∣∣∣2 dµ(x).
Thus,
||fk+1(x)− af0(x)−Q(x)||22 ≤
1
|N |2 ||fk(x)− P ||2 ≤ 
2.
Note that similar argument also works for the conjugate of fk+1(x). We will now argue by
contrapositivity. Suppose that C[x] is not dense in L2(µ). This means that there exists a
linear functional φ0 in L
2(µ) which is zero on C[x] but not identically zero. In other words,
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by the Riesz representation theorem ([29], Theorem 6.16), there exists a unique g ∈ L2(µ)
such that the functional φ0 has the form
φ0(f) =
∫
R
f(x)g(x)dµ(x)
for every f ∈ L2(µ) and ||φ0|| = ||g||2. Since φ0 is not identically zero, we have that∫
R
|g(x)|2dµ 6= 0
but ∫
R
g(x)xndµ = 0, k ≥ 0
by our assumption. Using the fact that the functions fk+1(x) and its conjugate fk+1(x) can
be arbitrarily approximated by a polynomial in L2(µ), it follows that∫
R
g(x)fk+1(x)dµ =
∫
R
g(x)
(x− y0)k+1 (x)dµ = 0, ∀k ≥ 0.
Similarly, ∫
R
g(x)fk+1(x)dµ =
∫
R
g(x)
(x− y0)k+1 (x)dµ = 0, ∀k ≥ 0.
Consider the Stieltjes transform
wgµ(z) =
∫
R
g(x)
x− z dµ(x)
for z ∈ C \ R. We see that the k-th derivative denoted by
wgµ(z)
(k) = k!
∫
R
g(x)
(x− z)k+1dµ(x) = 0
at the point z = y0 for all k ≥ 0. Since the Stieltjes transform wµ(z) is analytic at all points
z in the upper half plane of C \ R and that wgµ(z)(k) = 0 at the point z = y0 for k ≥ 0.
Then it follows that wgµ(z) is identically zero. By the Perron-Stieltjes inversion formula [4,
Theorem 2.7.10], we have that g = 0, µ-almost everywhere which contradicts the fact that∫
R
|g(x)|2dµ 6= 0.
Therefore, C[x] is indeed dense in L2(µ) if µ is determinate.
Theorem 5.6. [25, Corollary 3.3] For 1 ≤ p <∞, the following statements are equivalent:
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(a) C[x] is dense in Lp(µ).
(b) There exists a sequence of polynomial {gn}∞n=0 ∈ C[x] such that gn(i) = 1 and∣∣∣∣∣∣∣∣gn(x)− 1x− i
∣∣∣∣∣∣∣∣
p
→ 0
as n→∞.
(c) There exists a sequence of polynomial {fn}∞n=0 ∈ C[x] such that fn(i) = 1 and∣∣∣∣∣∣∣∣fn(x)x− i
∣∣∣∣∣∣∣∣
p
→ 0
as n→∞.
Proof. The proof of this result was given by Marshall [25] using the application of localization
to the multivariate moment problem. For more details, see [25, Corollary 3.3].
5.2 Determinacy of Moment problem
Proof of Theorem 3.7. Let {fn(x)}∞n=0 be a sequence of polynomials in C[x] such that
fn(i) = 1 for all n ≥ 1 and L(|fn|2)→ 0 as n→∞. By Remark 4.7, we write the polynomial
fn(x) of degree n as a linear combination of orthogonal polynomials. In other words, fn can
be represented in the form
fn(x) =
n∑
k=0
akpk(x),
where ak ∈ C and pk(x) are the orthogonal polynomials of the first kind. Thus, we have that
fn(i) =
n∑
k=0
akpk(i) = 1
where i is a complex number. Simplifying the above term and applying the linear functional
L, we derive that
L(|fn|2) =
n∑
k=0
|ak|2. (5.26)
Since, fn(i) = 1, we use the Cauchy inequality on the complex sequences {ak}∞k=0 and
{pk(i)}∞k=0 and obtain that
1 =
∣∣∣∣∣
n∑
k=0
akpk(i)
∣∣∣∣∣
2
≤
(
n∑
k=0
|ak|2
)(
n∑
k=0
|pk(i)|2
)
= L(|fn|2)
(
n∑
k=0
|pk(i)|2
)
(5.27)
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Define (
n∑
k=0
|pk(i)|2
)
= Kn(i).
Thus, we have that
L(|fn|2) ≥ 1
Kn(i)
.
In the case of equality in Equation 5.27, which is only attained only if the sequences {ak}∞k=0
and {pk(i)}∞k=0 are proportional, i.e., when
ak = λpk(i),
for 0 ≤ k ≤ n, we find that
1 = fn(i)
=
n∑
k=0
akpk(i)
=
n∑
k=0
λpk(i)pk(i)
= λ
n∑
k=0
|pk(i)|2 .
Thus,
λ =
1
n∑
k=0
|pk(i)|2
=
1
Kn(i)
and Equation 5.26 changes to
L(|fn|2) ≥ 1n∑
k=0
|pk(i)|2
. (5.28)
Taking the limit as n→∞ of the above equation, we obtain that
∞∑
k=0
|pk(i)|2 ≥ 1
limn→∞ L(|fn|2) . (5.29)
Since limn→∞ L(|fn|2) = 0, then it follows that
∞∑
k=0
|pk(i)|2 =∞. (5.30)
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Therefore, by Theorem 5.2, the moment problem relative to a linear functional L is deter-
minate.
Conversely, assume that the moment problem relative to the linear functional L is deter-
minate. Then by Theorem 5.5, we have that C[x] is dense in L2(µ). Thus, by Theorem 5.6,
there exists a sequence of polynomial {fn}∞n=0 ∈ C[x] such that fn(i) = 1 and
∣∣∣∣∣∣∣∣ fnx− i
∣∣∣∣∣∣∣∣
2
→ 0
as n → ∞. Since we assumed that our moment problem relative to the linear functional L
is determinate, then the measure µ must have a compact support (See [4, Theorem 2.1.7],
[18, Corollary 1.38]). Observe that we can write |fn|2 as
|f 2n(x)| =
∣∣∣∣ fn(x)(x− i)
∣∣∣∣2 × |x− i|2 .
Hence,
L(|fn|2) =
∫
R
|fn(x)|2dµ(x) =
∫
R
∣∣∣∣fn(x)x− i
∣∣∣∣2 × |x− i|2 dµ(x).
Since the measure µ has compact support, then it follows that the |x− i|2 is bounded on
the support of µ because it is a continuous function. Since
|x− i|2 ≤ K
we have that
L(|f 2n|) ≤ K
∫
R
∣∣∣∣ fn(x)(x− i)
∣∣∣∣2 dµ(x)
where
K = sup
{|x− i|2 : x ∈ support of µ} .
Hence, our assumption that (∫
R
∣∣∣∣fn(x)x− i
∣∣∣∣2 dµ(x)
)
→ 0
implies that L(|fn|2)→ 0 as n→∞ and our desired result follows.
5.3 Density of Polynomials
This section is aimed to briefly explain the role played by the theory of quasi-analytic func-
tions in the study of the determinacy of the moment problem. In particular, the quasi-
analytic criterion is crucial in determining when a measure µ is unique. We begin this
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section by defining log-convex sequences and explain how they are associated to the concept
of quasi-analyticity. Also, we state the Denjoy-Carleman theorem, an important result that
explains how the Carleman’s condition is connected to the theory of quasi-analytic classes.
Finally, we shall use the Denjoy-Carleman theorem to prove that the set of polynomials
with complex coefficients is dense in Lp(µ) for any p ≥ 1, when the Carleman’s condition is
satisfied.
Definition 5.7. A sequence of positive real numbers {mn}∞n=0 is said to be log-convex if and
only if m2n ≤ mn−1mn+1 for all n ∈ N.
Definition 5.8. Given a log-convex sequence of real numbers {mn}∞n=0, we define the class
C{mn} as the set of all functions that are infinitely differentiable such that
∣∣f (n)(x)∣∣ ≤
KAnmn for x ∈ R, n ≥ 0 where K > 0, A > 0 depends on f , and f (n) denotes the n-th
derivative of f .
Definition 5.9. A function f ∈ C{mn} is quasi-analytic if the condition f (n)(0) = 0, n ≥ 0
implies that f is identically zero on R.
Theorem 5.10. [19, Theorem 1.7] (Denjoy-Carleman). The class C{mn} is quasi-analytic
if and only if
∞∑
n=0
1
n
√
mn
=∞ for all n ∈ N.
We will now present the proof of the Carleman’s condition, a direct consequence of Denjoy-
Carleman theorem. Before proving the Carleman’s condition, we need to present the proof
of the Carleman’s inequality because it is useful.
Lemma 5.11. [1, p. 86] (Carleman’s Inequality) Let {un}∞n=1 be a sequence of non-
negative numbers. Then
∞∑
n=1
n
√
(u1u2 · · ·un) ≤ e
∞∑
n=1
un.
Proof. We define the numbers x1, x2, · · · , xn, · · · , by the equation
xn = n
(
1 +
1
n
)n
= n
(
1 + n
n
)n
=
(n+ 1)n
nn−1
n ≥ 1
so that
xn < e · n
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and
(x1 · x2 · x3 · · ·xn) = (n+ 1)n.
Observe that
n
√
(u1u2 · · ·un) = n
√
(u1, u2 · · ·un) (n+ 1)
n
(n+ 1)n
=
1
n+ 1
n
√
(u1, u2 · · ·un) (n+ 1)n
=
1
n+ 1
n
√
(u1, u2 · · ·un) (x1x2x3 · · ·xn)
=
1
n+ 1
n
√
(x1u1) · · · (xnun).
Using the arithmetic-geometric mean inequality we obtain that
n
√
(u1u2 · · ·un) ≤ 1
n(n+ 1)
[u1x1 + u2x2 + · · ·+ unx1] .
Thus, it follows that
∞∑
n=1
n
√
(u1, u2 · · ·un) ≤
∞∑
n=1
1
n(n+ 1)
n∑
k=1
ukxk =
∞∑
k=1
ukxk
∞∑
n=k
1
n(n+ 1)
. (5.31)
Note that ∞∑
n=k
1
n(n+ 1)
=
∞∑
n=k
(
1
n
− 1
n+ 1
)
=
1
k
.
Observe that Equation 5.31 becomes
∞∑
n=1
n
√
(u1, u2 · · ·un) ≤
∞∑
k=1
ukxk
k
< e
∞∑
k=1
uk
Hence,
∞∑
n=1
n
√
(u1, u2 · · ·un) ≤ e
∞∑
k=1
uk.
.
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Proof of Theorem 3.10. It follows from the three term recurrence relation (Equation 4.6)
that
pn(x) =
1
(b0b1 · · · bn−1)x
n +Rn−1(x),
where Rn−1(x) is a polynomial of degree n− 1. This can be re-written as
(b0b1 · · · bn−1)pn(x) = xn +Qn−1(x) (5.32)
where Qn−1(x) is a polynomial of degree n− 1. Multiplying both sides of Equation 5.32 by
a polynomial pn(x) and passing integral with respect to a measure µ yields
∫ ∞
−∞
(b0b1 · · · bn−1)pn(x)pn(x)dµ(x) =
∫ ∞
−∞
xnpn(x)dµ(x) +
∫ ∞
−∞
Qn−1(x)pn(x)dµ(x).
By our orthogonality property, we know that∫ ∞
−∞
Qn−1(x)pn(x)dµ(x) = 0,
so ∫ ∞
−∞
(b0b1 · · · bn−1)pn(x)pn(x)dµ(x) =
∫ ∞
−∞
xnpn(x)dµ(x). (5.33)
By Cauchy-Schwartz inequality for integrals, Equation 5.33 becomes∫ ∞
−∞
(b0b1 · · · bn−1)pn(x)pn(x)dµ(x) =
∫ ∞
−∞
xnpn(x)dµ(x)
≤
√∫ ∞
−∞
x2ndµ ·
(∫ ∞
−∞
pn(x)
2dµ(x)
) 1
2
.
But (∫ ∞
−∞
pn(x)
2dµ(x)
) 1
2
= 1.
This implies that
(b0b1 · · · bn−1)
∫ ∞
−∞
pn(x)pn(x)dµ(x) ≤
√∫ ∞
−∞
x2ndµ.
Hence,
(b0b1 · · · bn−1) ≤ √s2n. (5.34)
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Rewriting Equation 5.34, we get
n
√
(b0b1 · · · bn−1) ≤ 2n√s2n.
Therefore, by Carleman inequality, we obtain that
∞∑
n=1
1
2n
√
s2n
≤
∞∑
n=1
n
√
1
b0b1 · · · bn−1 ≤ e
∞∑
n=1
1
bn
.
Thus, it follows that if
∞∑
n=1
1
2n
√
s2n
=∞,
then ∞∑
n=1
1
bn
=∞,
and by Theorem 5.3, the moment problem is determinate.
Proof of Theorem 3.11. A subspace F of a vector space Lp(µ) is dense in Lp(µ) if and
only if every continuous functional φ on Lp(µ) vanishing on the subspace F must be identi-
cally zero. For 1 ≤ p < ∞, it is known that the dual space of Lp(µ) can be identified with
Lq(µ) where 1
p
+ 1
q
= 1. By the Riesz representation theorem ([29], Theorem 6.16), we have
that any continuous linear functional φ on Lp(µ) has the form
φ(f) =
∫
R
f(x)g(x)dµ(x), f ∈ Lp(µ),
for a uniquely determined g ∈ Lq(µ). Since the subspace F in our case is C[x], then φ
vanishes on C[x] precisely if
φ(xn) =
∫
R
xng(x)dµ(x) = 0, n ≥ 0. (5.35)
Therefore, showing that g = 0 µ-almost everywhere yields our desired result.
Let µ be a probability measure so that s0 = 1. Recall that for n ≥ 1, we define sn =∫
R
xndµ(x). Thus,
np
√
snp =
(∫
R
|xnp|dµ(x)
) 1
np
=
(∫
R
|x|npdµ(x)
) 1
np
= ||x||np.
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By Remark 3.9 it follows that the sequence { np√snp} is increasing for n ≥ 1. Using the
definition of Fourier transform in [11], the Fourier transform of the measure g(x)dµ(x) is
defined as
F := F(w) =
∫
R
e−iwxg(x)dµ(x), w ∈ R.
The importance of the Fourier transform in this proof is its uniqueness property in deter-
mining an intregable function. That is, if function g ∈ L1(µ) and
F(w) =
∫
R
e−iwxg(x)dµ(x) = 0,∀w ∈ R,
then g = 0 almost everywhere [11]. Note that the Fourier transform F is infinitely differen-
tiable with
F (n)(w) =
∫
R
(−ix)ne−iwxg(x)dµ(x) = in
∫
R
(−x)ne−iwxg(x)dµ(x). (5.36)
Observe that
F (n)(0) = in
∫
R
(−x)ne−iwxg(x)dµ(x),
and by Equation 5.35, we have that F (n)(0) = 0. Using the well known Ho¨lder’s inequality
on Equation 5.36, we obtain that
∣∣F (n)(w)∣∣ ≤ (∫
R
|xnp|dµ
) 1
p
(∫
R
|gq(x)|dµ
) 1
q
.
Thus, ∣∣F (n)(w)∣∣ ≤ p√snp||g||q. (5.37)
Denoting mn = p
√
snp and applying the Cauchy-Schwartz inequality on mn gives
m2n = ( p
√
snp)
2 =
(∫
R
xnpdµ(x)
)2
=
(∫
R
x
np+p+np−p
2 dµ(x)
)2
≤
(∫
R
xnp+pdµ(x)
)(∫
R
xnp−pdµ(x)
)
= mn+1mn−1.
This implies that
m2n ≤ mn+1mn−1.
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Therefore, the sequence mn = p
√
snp is log-convex. Since Equation 5.37 satisfies Definition
5.8, then F ∈ C{mn}. We claim that
∞∑
n=1
1
n
√
mn
=
∞∑
n=1
1
np
√
snp
=∞, (5.38)
so the class C{mn} is quasi-analytic. Hence, we have that F ≡ 0 which implies that g = 0
µ-almost everywhere. For simplicity, let
an = (snp)
−1
np =
1
np
√
snp
and let p = 2r. Since { np√snp}∞n=1 is increasing then we have that a1 ≥ a2 ≥ . · · · ≥ an ≥ · · · .
By splitting the sum of the sequence an into r sums with the terms
anr, anr+1, · · · , anr+r−2, anr+r−1
gives
∞ =
∞∑
n=0
an =
∞∑
n=0
r−1∑
k=0
anr+k ≤
r∑
k=0
ak + r
∞∑
n=1
anr. (5.39)
Hence, we can say that
∞∑
n=1
anr =∞.
However
∞ =
∞∑
n=1
anr =
∞∑
n=1
1
2nr
√
(s2nr)
=
∞∑
n=1
1
np
√
(snp)
(5.40)
which proves our claim in Equation 5.38.
5.4 Summary and Future Research
Our main focus in this thesis was to give a detailed solution to the Hamburger moment
problem. We began by deriving two kinds of polynomials namely: the orthogonal polynomi-
als of the first and second kind. Then we showed that these two kinds of polynomials have
simple zeros and their zeros have interlacing property. It turned out that the existence of a
solution to the truncated moment problem follows from Lagrange interpolation at the zeros
52
of the orthogonal polynomials of the first kind. Then we extended this solution to the full
moment problem using Helly’s first and second theorems. After a solution was found to the
Hamburger moment problem, the determinacy of moment problem was discussed. Finally,
we proved the density of polynomials with complex coefficients under the assumption that
the Carleman’s condition is satisfied. Also, researchers who are interested in studying mo-
ment problem in one dimension can refer to this thesis to have a better understanding of the
subject, as relevant results in the standard reference [1] have been simplified and explained
here.
The one dimensional moment problem is an old problem that has been thoroughly inves-
tigated by various authors but the multivariate moment problem is a more recent question.
Let R[X] = R[x1, x2, · · · , xn] denote the polynomial ring in n variables x1, x2, · · · , xn. The
multivariate moment problem states that given a positive semi-definite linear functional
L : R[X]→ R, there exist a positive Borel measure µ on Rn such that
L(f) =
∫
fdµ,∀f ∈ R[X].
The multivariate moment problem has been solved but there appears to be few articles deal-
ing with the moment problem in infinitely many variables. The general case was examined
and proved in [14]. Moment problem in infinitely many variables has also been investigated
in [2]. The specific case in which the linear functional L is continuous with respect to a
sub-multiplicative semi-norm has been treated in [13]. There are interesting open problems
and questions in the infinite dimensional moment problem. We will briefly mention few open
problems that were selected from [20].
Question 5.12. [20, Question 2.6] Given a topological unital commutative R-algebra (A, τ)
and a 2d-power module M of A, what are the weakest assumptions on an M -positive linear
functional such that it admits a XM -representing measure?
Question 5.13. [20, Question 2.7] Is there any criterion for the non-negativity of a linear
functional on an arbitrary 2d-power module with d ≥ 2?
We implore interested readers to check [20] for more open questions on infinite dimensional
moment problem.
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