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1. INTR~OUCTI~N 
In this paper, we generalize the results of [Z] and [3] concerning interpolation 
by multivariate L-splines defined on rectangular partitions. In Section 2: we 
sharpen the results of [6] for interpolation by “y-elliptic L-splines”, cf. 
Section 2, of one variable. In Section 4, we define and study the interpolation 
of smooth, real-valued functions which are defined on a rectangular parallele- 
piped and in Section 5 we define and study the interpolation of smooth, 
real-valued functions which are defined on a ball. We remark that the inter- 
polation schemes introduced in this paper may be used, in an obvious manner, 
to develop multivariate quadrature schemes. The details of this development 
are left to the reader. 
Now we recall some multivariate notation which will be used throughout 
this paper. For any point 
x=(x ,,..., xNjERN, 1x1 =(x12 + . *. + xN2)mo 
If cxEE((al,..., Q,) is an N-tuple with nonnegative integer components, then 
/a] 5 CC* -I- = ** A- CL~, and E E max, si <N!?+ If 52 is a closed, bounded set in 
RN and II G w are nonnegative integers, then 
and D”f(x) = 0 for all x E &Q and for all a: with 10~1 G ra - 11 
and 
IlflLyn, = ,& x~~~nIwol~ for allfE Cfl(fi)* 
Similarly, if t is a positive integer and n is a nonnegative integer with n < -9, 
BDf(G) is the set of all real-valued functions f E L2(Q) such that Da f exists 
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almost everywhere and is a square integrable function for all cc such that 
S<t, D”f~C(Q)for all cc with 1~1 <Nt- 1, and D=f(x)=Ofor allxE352 
andallawithlcc]<n-l.Weset 
llfll B'(SZ) = (2 llDVll~z~~$'~ 
for alIfE B,‘(Q), where the summation is over all a with Cc < t. Moreover, we 
define 
B~,2t(~)~:(f~B,f(SZ)IDikf~B'(~),0~ k<t, l<i<N}, 
and 
where the summation is over all k, 0 < k < t, and all i, 1 < i < N. Finally, the 
symbol K will be used repeatedly to denote a positive constant, not necessarily 
the same at each occurrence. 
2. ONE-DIMENSIONAL RESULTS 
In this section, we introduce y-elliptic L-splines and study their properties. 
In particular, we prove analogs of Theorems 6-9 of [6], which give error 
bounds for interpolation by L-splines. 
Given --03 < a < b < w, for each nonnegative integer M, let ghc denote 
the set of all partitions, A, of [a, b], of the form 
and let B = Uzzo gM. Define d = maxO cI GM (x*+l - xi). Throughout this 
section, the norms used are the L2 norm over [a, b] except where explicitly 
indicated otherwise. If nz is a positive integer, let L be any &h-order linear 
differential operator of the form 
L(u(x)) E j!. aj(x) Dj U(X), m> 1, (2.1) 
where we assume that the coefficient functions aj(X) E BR1(a, b) and that there 
exists a positive real number w such that 
a,(x) > w > 0 for all x E [a, b]. (2.2) 
The formal adjoint of L is given by L*(u(x)) = C'Jzo (-l)jDj(aj(x)n(X)). 
For each A E LP, let Zgm denote the set of admissible incidence vectors defined 
as follows : if A E 8,, 
zd”l= !a ; 
ifAE911\1,whereM>1, 
ZJ’ = (zlz is an M-vector with integer components Zi satisfying 1 < Zi < m}. 
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For each A E PN and z E Zdm, Sp (L, A, z) denotes the collection of all real- 
valued functions, s(x), called L-splines, defined on [a? b] such that 
L” L(s(x)) = 0 for all x E (xj, xj+‘), for each 0 <j G && (23) 
and 
D”s(&--)=Dks(xi+) forall O<k<2m-l-zj, 1 gj< 44. (2.4j 
An L-spline, s(x), is said to be a y-elliptic L-spline if and only if 
wm 4 G II-WYI (2.5) 
for all w E B,“m([a,b]). Finally, we define the interpolation mapping 
L:C”-‘(alb)-+Sp(L,A,z),byI(f)rs(x),where 
i 
Dkf(xj), O<k<z,--I, Isj~ 
Dk s (x’) E 
CDkf(xj), O<k<m--11, j=O,M+I. 
We remark that this mapping actually corresponds to the type I interpolation 
of [6] and as such, the nontrivial fact that it is well-defined was shown in [6]. 
Mappings corresponding to the types II, III, and XV interpolation of [6] can 
be defined, too, for which results analogous to those of this paper are true. 
The details are left to the reader. 
We begin by recalling the “integral relations” of Theorems 4 and 5 of [6]~ 
THEOREM 2,l. Let L be a differential operator of- the form (2.1) sucdz :Plas 
(2.2) is satisfied. 
(i) lfz E ZJ”, A E 8, and f E Bm(a, b), then 
llL(f II2 = IUf - If>!!” + IIw~!i2~ 
(ii) Ifz E Zdm, A E 8, and f E B2m(a, b)? then 
IIUf - 0-N’ G llf - ml IIL*e(fN 
Now we prove improved analogs of Theorems 6-9 of [6]. 
THEOREM 2.2. Let L be a difirential operator of the form (2.1) such that 
(2.2) and (2.5) are satisfied. 
(i) lfO<j,(nz,zEZ~ I”, A E 9, andf E Bm(a, b), therz 
(ii) If 0 <j G m - 1, z E Z/, A E 8, andfE EP(a,b), then 
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Proof. Since f - If E Cm-r[u,b], we can apply to it Rolle’s Theorem; thus 
there exist points {&)}f”=‘o’-j in [a, b] such that 
Lqf- If) (cy’) = 0, O<Z<MSl-j, O<jdrn-1, 
where 
a=gj)<f:j)< - -, < s$&,-j = b, and gy’ < Q-f”’ < g$, 
0 < 1~ M + 1 -j, 0 <‘j < m - 1. Moreover, [&l - &)I [ < (j + 1)6 for any 
0 G I G A4 -j, 0 <j G r?z - 1. Hence, applying the Rayleigh-Ritz inequality, 
we have 
s p) ,::,I [Dj(f- If)]* dx<pq’ jef [Dj”(f- If)]2 dx,(2.6) I *, 
for 0 < I < M-j, 0 d j < m - 1. Summing both sides of (2.6) with respect o 
1, and applying the resulting inequality repeatedly, we obtain 
(2.7) 
for 0 <j G m. The result then follows from (2.5) and (i) of Theorem 2.1. 
To prove (ii), it suffices to remark that given x E [a, b], there exists tlj) E [a, b] 
suchthat IX-sIj’[ <(j+l)d,and 
Hence, 
IY(f- If)(x) = &,) Dj+‘(f- If)(t) dt. 
1 
Il@(f- Ifh(n, b) < [(j + 1)6]‘/* IID+‘(f- If)Il, 
and (ii) follows from (i). 
(Q.E.D.) 
THEOREM 2.3. Let L be a difSererztia1 operator of the form (2.1) such that 
(2.2) and (2.5) are satisfied. 
(i) If 0 <j < m, z E ZJ’, A E 8, andf E B2m(a, b), then 
IlW(f - If)11 < $ (g* (;)*yL*Lf ,,. 
(ii) If 0 <j G m - 1, z E ZJ’, A E 8, andf E B*“Q, b), then 
iiB”(f - If )b(a, b) ~~~)‘(~)li2~~-j-l’*,,L*Lf,,. 
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Proof. Combining (ii) of Theorem 2.1 and (i) of Theorem 2.2, we have 
The result then follows from (i) and (ii) of Theorem 2.2. 
3. PRELIMINARY N-DIMENSIONAL RESJLT~ 
In this section, we introduce multivariate y-elliptic L-splines and study their 
interpolation properties in rectangular parallelepipeds, In particular, we 
consider the interpolation of smooth functions, which along with sufficiently 
many partial derivatives vanish on the boundary of the domain. 
For each positive integer i, 1 G i G N, let --CO < cli c bi < to, let Li be an 
&h-order differential operator of the form (2.1) defined on [ai, bi] and satis- 
fying (2.2) and (2.5) for some constants wi and yi, and let Hr 2 [q,bJ= 
i=l 
Throughout this section, the norm used is the L2 norm over W, We d 
the set of partitions of H by 
and set 
Moreover, for each 1 G i d N, let Ii denote the interpolation mapping from 
Cm-‘(ai,bi) to Sp(Li,di,Zi), for all z EZRA, di E 9(ai,bi), defined in Section 2? 
and let I’ G % lj. We remark that iffE P-‘(H), then Ii(f) is interpreted to 
j=l 
mean that Ii is applied to f, viewed as a function of the ith variable xi, with 
the other variables Xj, 1 <j G N, j # i, held fixed. As in [55], it is elementary to 
verify 
LEMMA 3.2. If i Z j, then Dj(Ij( f )) = Ij(DL f ), for alIf such that 
Djk Di f (x) = Di DJkf (x) E C(H) for 0 G k G m - 1, 
We now prove a multivariate analogue of Theorems 2.2 and 2.3. 
132 SCHULTZ 
THEOREM 3.1. (i) If a is such that & G m, z E ZPnr, p E 9, andf E B,,,“‘(H), then 
where 
k 
dka E X D?’ 
i-1 ’ 
for 1 G k G N. 
(ii) If a is such that di < m, z E ZP”‘, p E 8, andf E Bz, 2”(H), then 
IlWf - Z”f )II G 2 y,‘,’ 
Proof. We prove only (i), since the proof of (ii) is essentially the same. The 
proof is by induction on the dimension N and the observation that from 
Lemma 3.2 we have 
IlD”(f - INf III d llW;“(%, f - 4v &-If III 
+ IjD~” IN(&-1 f- BE-1 IN-’ f )I] 
- IN-‘LNf>li, 
where we have used Theorems 2.1 and 2.2, and the Rayleigh-Ritz inequality. 
(Q.E.D.) 
If Li = Din’ and c( = 0, the results of Theorem 3.1 can be greatly simplified. 
COROLLARY. Let Li s Dim, 1 G i G N. 
(i) Ifz E ZP”, p E 9, andf E B,,,“‘(H), then 
Ilf - I”f II < 2 @m fi (b,+’ ; ““)“~~(ji Djm)fli. 
j=i 
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(ii) [fall z E Zp”, p E 8, andf E BE, 2m(Hj, the!2 
Finally, we remark that CmN(H) c B”(H) and C”““-‘“(H) c 
4, N-DIMENSIONAL RESULTS IN RECTANGULAR PAIMELELEPIPEDS 
In this section, we study the interpolation by y-elliptic L-splines in a 
rectangular paratlelepiped, H, of functions which do ~20t necessarily vanish. 
on the boundary of H. In the proof of Theorem 4.1, fundamental use is made 
of a form of the Calderbn Extension Theorem, cf. [dj, which we recall, 
LEMMA 4.1. Let H1 I 2 [ai’lbi’] and H, E g [ai2,bi”] be t:vo recfanguiar 
i=l i=L 
parallelepipeds in RN such that H1 c int Hz. If t is any nonnegatice integer, there 
is a boundedlinear extension mapping E: C’(H,j -+ C,*(H,) such that EU(X) = u(x), 
x E H,,dfor all u E C’(H,j. 
For each 1 < i < N, let Li be an &h-order differential operator of the form 
(2.1) defined on [ai2, biz] such that Li satisfies (2.2) and (2.5) for some constants 
OJ~ and yi. For each p = g di E B(H,j, we define a partition p ofH2 as follows : 
if i=l 
di:ai’ = xi” < xi1 < * = * < .?+I = bily 
define 
diai2 = xik ( xfk+’ ( a. * ( aiH = xi0 < xii < - -a < $+I 
= b.’ < xM+2 1 I < . . . < XM[+k+l = 6.” 1 : ? 
N N 
where k is chosen so that di = pi, and p” = X di. Moreover, if z = @ zi E ZPK’3 
where p E P(H,j, we define z” G 6 
i=l ‘i-1 
9’ E ZF~, where 2” is the M + 2k vector 
i=l 
(m ,..., rn,zIfI . . . . z,‘,m ,..., mj. 
It is easy to verify that iff E CmW1(H2j, then 
I” 
( 
i$ Sp(Li,4i,zijjf(~j=IN(*~, sP(Li~‘i>~i~)f(.~y~> for all x E Hi. 
This is true because for each 1 G i G N, the interpolation over the subintervals 
[ai2,ai1], [a,“, b,‘], and [bil, b12] is “local”. 
Combining this observation with Theorem 3.1, we obtain 
THEOREM 4.1. There exists a positive constant, K, such that 
(i) $E satisfies di G m, ifz E Zpm, p E p(H, j, andf E CmN(H1j, then 
IlWf - INf >I1 Lz(H,) G G3”-“llf ilsmcal~~ (4.3.) 
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and 
(ii) if CL satisfies E G nl, if z E Zp”, p E p(H,), and f E Cm(N+‘)(H,), then 
IlWf- ZNf)llL2(lf,) GK~)2m-orllf/Ism.3m(H1). (4.2) 
Proof. By our previous observation it suffices to bound the quantity 
(4.3) 
where E is the mapping given in Lemma 4.1. Inequalities (4.1) and (4.2) follow 
directly by applying Theorem 3.1 to bound the quantity given in (4.3). 
(Q.E.D.) 
5. N-DIMENSIONAL RESULTS IN BALLS 
In this section, we study the interpolation by y-elliptic L-splines in an 
N-dimensional ball, of functions which do not necessarily vanish on the 
boundary of the ball. To define the interpolation mapping, fundamental use 
is made of an extension technique of Lions, cf. ([I], p. 218). 
LEMMA 5.1. Let QR be the ball of radius R with center at the origin. For every 
nonnegative integer, s, the mapping 9, given by 
i 
44, g-x E QR, 
&&xl - R)x) ifx~&~-&, (5.1) 
where the constants A, are chosen to satisfy 
0 G I G s, is a bounded linear mapping of C”(sZ,) into C”(&,). 
If H 3 x” [ai, bi] is a rectangular parallelepiped such that QR c int H c QIR, 
i=l 
ifpECP=P(H),zEZpm, and for each 1 < i < N, Li is a differential operator 
of the form (2.1) on [ai,bi] such that (2.2) and (2.5) hold for some constants 
wi and yi, then for each f e C”(s2,), nz - 1 G s, we may define 
IN ,kl Sp(Li,Ai,z’> 
(. > 
0sf 
as an “interpolation” off. We remark that this “interpolation” can be explicitly 
computed, since the finite number of evaluations of 0, f and some of its partial 
derivatives, required at points of p outside 52,, can be made explicitly by means 
of (5.1). 
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Using Theorem 4.1, we may give the following error bounds for this “‘inter-- 
polation” scheme. 
THEOREM 15~1. There exists a positiae constant, K, such that 
(i) if (x satisfies 12 G m, ifz E Zp”, p E 8, ar?dfE CmN(f2R), then 
and 
(ii) if 05 satisfies oi: G m, if z E Zpm, p E 9, andf E C?nCNti)(L?R)I then 
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