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DEEP POCKETS IN LATTICES AND OTHER GROUPS
ANDREW D. WARSHALL
Abstract. We show the nonexistence of deep pockets in a large class of
groups, extending a result of Bogopol’ski˘i. We then give examples of important
groups (namely lattices in Nil and Sol) which have deep pockets.
1. Introduction
Let G be an infinite group and A a finite generating set for G. We define the
depth (or more verbosely the dead-end depth) of an element g ∈ G with respect
to A to be the distance (in the word metric with respect to A) from g to the
complement of the radius-dA(1, g) closed ball about the identity in G. In fact this
definition makes sense if G is replaced with an arbitrary pointed metric space; this
will be used in Section 3. Depth must be finite for all g ∈ G since G is infinite and
finitely generated. If the depth of g is > 1 then g is called a dead end. (The idea is
that a geodesic word representing g cannot be extended further if it is to remain a
geodesic.) We define the depth of G with respect to A to be the supremum of the
depths of all elements of G.
A natural question to ask is whether the depth of G for some given generating set
A is finite; if it is not, G is said to have deep pockets with respect to A. One result
in this direction has been proven by Bogopol’ski˘i (see [1]), who showed that all
hyperbolic groups have finite depth with respect to all generating sets. We extend
this result to a broader class of groups, namely those with a regular language of
geodesics. To be precise, we prove the following
Proposition 1. Let G be an infinite group with a regular language L of geodesics
with respect to A a finite generating set for G. Then there exists a uniform bound
for the depth of elements of G with respect to A.
Definition 1. A group is said to be weakly geodesically automatic if it admits an
automatic structure made up entirely of geodesics.
Corollary 2. Any group G weakly geodesically automatic with respect to a gener-
ating set A has a uniform bound on depth with respect to A.
Two cases of this corollary are hyperbolic groups and finitely generated abelian
groups, each with respect to any set of generators; for details see [4]. The first of
these coincides with Bogopol’ski˘i’s result.
The next proposition provides a slight extension of the finitely generated abelian
case.
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Proposition 3. Any euclidean group has a uniform bound on depth with respect
to any set of generators.
These propositions seem unsurprising, since previous constructions of groups
with deep pockets tended to involve wreath products or the like; see [3], [2] and [5].
However, we here give two examples of comparatively well-known and well-behaved
groups whose depth is infinite with respect to reasonably standard generating sets.
Proposition 4. LetH = 〈 a, b | [a, [a, b]], [b, [a, b]] 〉 be the discrete Heisenberg group.
Then H has infinite depth with respect to its two-element generating set {a, b}.
Proposition 5. Let R be a hyperbolic automorphism of Z2 and let GR = Z
2⋊R Z.
Let {a, b} be the standard generating set for Z2 and {c} be that for Z. Then GR
has arbitrarily deep dead ends with respect to {a, b, c}.
It is interesting that H and GR are lattices in two of Thurston’s eight three-
dimensional model geometries (see [6]), namely Nil and Sol respectively. In contrast,
it follows from Proposition 1 (or [1]) and Proposition 3 that no lattice in H3, S2×R,
ŜL2(R) or E
3 can have deep pockets. Since the question of admitting a lattice with
deep pockets is meaningless for S3 since it is compact (so that any lattice must
be finite), there remains one model geometry for which it is (to the best of this
author’s knowledge) open, namely H2 × R.
2. Proof of Proposition 1
Proof. Since G is infinite, every individual element has finite depth. Let n be the
number of states of a (deterministic) finite state automaton F accepting L. Then
it will suffice to prove the existence of a uniform bound on depth for elements at
distance at least n from the identity in G with respect to A. Let g be such an
element and consider the sequence of states assumed by F as it reads the element
w of A representing g. This sequence has length at least n+1, so, by the pigeonhole
principle, the last n+1 terms of this sequence must contain at least one repetition.
We thus express w as abc, where |bc| ≤ n, |b| > 0 and F is in the same state after
reading ab as after reading a. Then F will also accept abbc, since after reading abb
it will be in the same state as after reading ab, so that reading c will get it into an
accept state. Since all words accepted by F are geodesic, abbc is thus a geodesic
word of length greater than that of w = abc (since |b| > 0) and representing a group
element within |c|+ |bc| ≤ 2 |bc| ≤ 2n of g. Thus the depth of g is ≤ 2n, so we are
done. 
3. Proof of Proposition 3
We need the following auxiliary result, which will also be used in Section 5.
Proposition 6. Let f be a function from a metric space A to Z and n ∈ Z. Suppose
there exists a ∈ A and r ∈ Z such that for all a′ ∈ Br(a) f(a′) ≤ f(a) + n. Then
there exists some a′ ∈ A such that f attains a maximum on Br/n(a′) at a′.
Proof. Define g(x) = maxb∈Ba(x) f(b) for x > 0, f(a) for x = 0. Clearly, g is
nondecreasing and, by hypothesis, g(r) ≤ f(a) + n = g(0) + n. Thus there must
exist some x such that g is constant on the interval (x, x+ r/n], where x+ r/n ≤ r.
Then we may just set a′ to be an element of A at distance ≤ x from a such that
f(a′) = g(x). By the triangle inequality and the definition of g, f is bounded on
Br/n(a
′) by g(x+ r/n) = g(x) = f(a′). 
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From this we deduce
Proposition 7. Suppose a pointed metric space (A, a0, d) has deep pockets. Then
if C is a real number and d′ is a integer-valued metric on A such that
|d′(a1, a2)− d(a1, a2)| < C
for all a1, a2 ∈ A then the resulting pointed metric space (A, a0, d′) will still have
deep pockets.
Proof. Let f : A → Z be distance from the origin with respect to the new metric,
and a have depth at least r+C with respect to (A, a0, d). Then Proposition 6 gives
a dead end with respect to (A, a0, d
′) of depth at least r/C. Since r was arbitrary,
we are done. 
With these preliminaries out of the way, we approach the heart of the proof,
starting with the following
Definition 2. We define a weighted generating set for Zn to be an ordered pair
(A, µ), where A is a generating set for Zn and µ : A → N is called the weight
function. We say that the length of the word a1a2 . . . am with respect to the weight
function µ is
∑m
i=1 µ(ai).
It is clear that a weighted generating set defines a word metric just as does an
ordinary generating set.
Proposition 8. Every finite weighted generating set for Zn has depth bounded for
all group elements.
Let (A, µ) be a generating set for Zn. Let M be the least common multiple of
the elements of the image of µ and let A′ be the set consisting of aM/µ(a) for every
a ∈ A. If we regard Zn as being embedded in the obvious way as a lattice in Rn
and let B be the convex hull of A′ ∪ A′−1 in Rn, then B will clearly be a convex
polytope. In fact, its dimension will be n, since otherwise A would be contained in
an n− 1-dimensional subspace, hence could not generate. We have the following
Proposition 9. If a1, a2, . . . , am ∈ A′ ∪A′−1 are the vertices of a facet of B and
i1, i2, . . . , im are nonnegative integers then w = a
i1
1 a
i2
2 . . . a
im
m is a geodesic word.
In fact, w lies on a geodesic ray.
Proof. The facet of B of which a1, a2, . . . , am are vertices must lie in some hyper-
plane H in Rn, say a · x = b. Since B is symmetric about the origin and lies in
one of the closed half-spaces bounded by H , if the origin lay in H then B would
lie entirely in H , so so would A′ ∪ A′−1, so A ∪ A−1 would as well, which is a
contradiction since A generates Zn. Thus b 6= 0, so we may choose a so that b = 1,
so H is given by the equation a · x = 1 and B lies in the closed half-space given
by a · x ≤ 1. In particular, so does A′ ∪ A′−1, so if g ∈ Zn is given by a word of
length l with respect to (A, µ) then a · g ≤ l/M . Setting g = ai11 ai22 . . . aimm , we have
a · g =∑mj=1 ij , so the minimal length for a word representing g is M∑mj=1 ij . But
this is the length of w since each ai has length M , proving the first sentence. The
second sentence follows clearly. 
Proposition 10. Every element of Zn is within bounded distance (with respect to
(A, µ)) of a geodesic ray.
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Proof. By choosing a finite triangulation of each facet fi of B, we can assume
WLOG that they are all n − 1-simplices, hence have n vertices. As in the proof
of Proposition 9, no facet may be confined to any hyperplane through the origin,
so the vertices of each facet (since they clearly cannot lie in one n− 2-plane) must
be linearly independent, hence generate a maximal-rank lattice. If we regard this
lattice as a based lattice embedded in Rn with the usual norm, it will partition Rn,
hence Zn, into closed parallelepipeds. Clearly there exists some bound di on the
A-distance between any element of Zn contained in the closed unit parallelepiped
generated by the facet fi and the origin. By translation, we find that every element
of Zn is within di of some corner of every parallelepiped in which it lies. Since B
has finitely many facets, we may set d to be the greatest of the di.
I claim that every element of Zn − B is within d of a geodesic ray. So let
g ∈ Zn−B, and consider the line segment (in Rn) s between g and the origin. Since
the origin is in B, g /∈ B andB is convex, s intersects the boundary ofB exactly once
(say at t), so we let a1, a2, . . . , an be the vertices of a (closed) facet containing this
intersection. By the last paragraph, g is within distance d of some corner of every
parallelepiped of the a1a2 . . . an-lattice to which it belongs. But the coordinates of
g with respect to a1, a2, . . . , an as an element of R
n must be nonnegative since they
are obtained by multiplying a positive number by the coordinates of t, which is (as
a vector) a weighted average of a1, a2, . . . , an. Hence g belongs to a parallelepiped
all of whose corners have all their coordinates nonnegative, hence (by Proposition 9)
lie on a geodesic ray, proving our claim.
Since B is bounded, the case g ∈ B is trivial. 
Proof of Proposition 8. Let D be the bounded distance whose existence was proven
in the preceding proposition. Let g ∈ Zn with minimal word length l. Then g is at
distance at most D from an element on a geodesic ray whose (A, µ)-distance from
the origin is, by the triangle inequality, at least l −D. Then there exists a group
element at distance at least D+1 but at most D+M +1 further out along this ray
whose distance from the origin is at least l+1 and, by the triangle inequality again,
at distance at most 2D +M + 1 from g. Thus g has depth at most 2D +M + 1,
as claimed. 
Let A be a generating set onE a euclidean group and let Zn ⊳ E. Let φ : FA ։ E
be the projection map. We denote the length of a word w ∈ FA by l(w). Let A′ be
the set of words w in A ∪ A−1 such that φ(w) ∈ Zn but, for any proper subword
w′ of w, φ(w′) /∈ Zn. Let (B, µ) be the finite weighted generating set for Zn where
B = { ag | a ∈ A′ } g ∈ E = ⋃h∈E/Zn A′h and µ is defined so that µ(ag) is the length
of a (as a word in A) for a ∈ A′ and g ∈ E. It will follow from Proposition 11 that
this is in fact a generating set. In any event, let pi : ZB → Zn be the projection and
let lµ(v) denote the length of the word v ∈ ZB with respect to µ. We denote the
distance of x ∈ Zn from the origin (at the moment, possibly infinite) with respect
to this generating set by ‖x‖.
Proposition 11. Suppose w ∈ FA with φ(w) = x ∈ Zn. Then ‖x‖ ≤ l(w). In
particular, B is a generating set for Zn.
Proof. Since φ(w) ∈ Zn, w must contain some minimal subword under inclusion in
φ−1(Zn), say w1. By definition, w1 ∈ A′. Then w = wlw1wr may be replaced with
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w
w−1
l
1 wlwr , where w
w−1
l
1 ∈ B and
µ(w
w−1
l
1 ) = µ(w1) = l(w1) = l(w) − l(wl)− l(wr) ≤ l(w)− l(wlwr)
by definition and the triangle inequality. The first claim is now proven by induction.
The second claim follows easily. 
Proposition 12. There exists a D such that for any x ∈ Zn there is a word w ∈ FA
with φ(w) = x and l(w) ≤ ‖x‖+D.
Proof. Let m = [E : Zn] and pick a set of words w1, . . . , wm in FA representing
each of the finitely many cosets of Zn in E. Consider a word v ∈ ZB with pi(v) = x
and lµ(v) = ‖x‖. Since Zn is abelian, we can assume that v is ordered to separate
out the letters in each A′
h
. The word v is thus divided into m pieces v1v2 . . . vm,
where each vi ∈ ZA′h for some specific h ∈ E/Zn. Thus each vi can be replaced
with w−1i v
′
iwi for some v
′
i ∈ ZA
′
with lµ(v
′
i) = lµ(vi). But then each v
′
i can be
replaced with a v′′i ∈ FA with l(v′′i ) ≤ lµ(v′i) = lµ(vi) by construction of A′ and µ.
We thus have
l(w−1i v
′′
i wi) ≤ 2l(wi) + l(v′′i ) ≤ 2l(wi) + lµ(vi).
Concatenating these yields w = w−11 v
′′
1w1w
−1
2 v
′′
2w2 . . . w
−1
m v
′′
nwm ∈ FA with φ(w) =
x and
l(w) ≤
m∑
i=1
l(w−1i v
′′
i wi) ≤
m∑
i=1
(2l(wi) + lµ(vi))
= 2
m∑
i=1
l(wi) + lµ(v) = 2
m∑
i=1
l(wi) + ‖x‖ ,
so we are done if we set D = 2
∑m
i=1 l(wi). 
Proof of Proposition 3. It follows from Propositions 8, 11, 12 and 7 that Zn cannot
have deep pockets with respect to the subspace metric induced from the metric
with respect to A on E. But since [E : Zn] < ∞, every element of E lies within
bounded distance b of Zn. Thus if E had a dead end of depth d then Zn would
have (with respect to the subspace metric) a dead end of depth at least d/b+1, by
Proposition 6. Thus E cannot have deep pockets, as claimed. 
4. Proof of Proposition 4
We now turn our attention to the Heisenberg group H with respect to its stan-
dard two-generator presentation 〈 a, b | [a, [a, b]], [b, [a, b]] 〉. (We use [x, y] to denote
x−1y−1xy.) It is well known that every element of H is expressible uniquely as a
word of the form aibj [a, b]k, a, b, c ∈ Z. In general, of course, these words are not
of minimal length; for example, ba is expressed as ab[a, b]−1. However, we give the
following way of visualizing elements of H , from which insight can be gained as to
minimal-length words.
Consider i and j as coordinates in the standard integer lattice Z2. Then we can
represent a word in a and b as a path in Z2 starting at the origin. Multiplication on
the right by a±1 corresponds to appending to the path a segment one unit to the
right or left, while multiplication by b±1 corresponds to appending a segment one
unit up or down. It is clear that this gives a one-to-one correspondence between
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words and paths and that a word representing aibj [a, b]k corresponds to a path
from the origin to (i, j). If to this path we append a vertical segment leading from
(i, j) to (i, 0) and a horizontal segment from (i, 0) to the origin, we get a loop based
at the origin. This loop will correspond to a word representing aibj[a, b]kb−ja−i =
aibjb−ja−i[a, b]k = [a, b]k. We have thus reduced the study of the correspondence
between paths starting at the origin and elements ofH to that of the correspondence
between loops based at the origin and powers of [a, b].
Proposition 13. If two loops based at the origin correspond to the same power of
[a, b], then they enclose the same oriented area.
Proof. Consider two loops based at the origin that correspond to the same power
of [a, b]. Then one can be transformed into the other by appending loops conjugate
to a−1a, aa−1, b−1b, bb−1, [a, [a, b]], [b, [a, b]], [[a, b], a] and [[a, b], b]. But the area
enclosed by the concatenation of two loops is the sum of the areas enclosed by each
one, so it suffices to show that any loop conjugate to one of the eight listed above
encloses zero area. Since conjugation does not affect the area enclosed by a loop,
it in fact suffices to show that the eight loops listed above enclose zero area. But
this can be checked trivially. 
Proposition 14. Any loop based at the origin corresponds to [a, b]k, where k is the
oriented area it encloses.
Proof. By Proposition 13 and the discussion preceding it, it suffices to show that
the path corresponding to the word [a, b] encloses an oriented area of 1. But this is
clear. 
Proposition 15. Any path P from the origin to (i, j) corresponds to aibj [a, b]k,
where k is the oriented area enclosed by the concatenation of P and the path corre-
sponding to b−ja−i.
Proof. This is just the combination of Proposition 14 and the discussion preceding
Proposition 13. 
Proposition 16. The element [a, b]n
2+1 is at distance 4n+ 2 from the identity.
Proof. Clearly, [a, b]n
2+1 is within 4n+ 2 of the identity, since it equals
a−n−1b−1ab−n+1anbn.
So consider a word w representing [a, b]n
2+1. By Proposition 15, we know that
w corresponds to a loop based at the origin enclosing oriented area n2 + 1. If we
let x be the measure of the projection of the loop to the horizontal axis and y
the measure of that to the vertical axis, we have xy > n2, so, by the arithmetic
mean-geometric mean inequality, x + y > 2n, so the length of w is > 4n. Since w
corresponds to a loop, its length must be even, so in fact it is at least 4n+ 2. 
Proposition 17. The element aibj[a, b]k with |i| < n, |j| < n, |k| < n(n + 1) is
within 4n+ 2 of the identity.
Proof. Since, by Proposition 15, rotations of the plane by pi/2 about the origin
and reflections about the line j = 0 do not affect distance from the identity, we
may assume WLOG that i ≥ |j| and k ≥ 0. Let k = q(n + 1) + r, 0 ≤ r ≤ n,
0 ≤ q ≤ n − 1. Then clearly b−q−1arban+1−rbqa−n−1 is a loop based at the
origin of length 2q + 2n + 4 ≤ 4n + 2 bounding oriented area n(n + 1). Thus
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b−q−1arban+1−rbqai−n−1bj represents aibj[a, b]k, and it will have length ≤ 4n+ 2
since |j| ≤ i ≤ n+ 1. 
Proposition 18. Every element within distance m of [a, b]n
2+1 is of form
aibj[a, b]k
with |i| ≤ m, |j| ≤ m and |k| ≤ n2 + 1 +m(m− 1)/2.
Proof. We proceed by induction. The statement is clear for m = 0. So con-
sider w = aibj[a, b]k with |i| ≤ m, |j| ≤ m and |k| < n2 + 1 + m(m − 1)/2.
Then wb = aibj+1[a, b]k, wb−1 = aibj−1[a, b]k, wa = ai+1bj[a, b]k−j and wa−1 =
ai−1bj [a, b]k+j , so, by the triangle inequality, these four new words can all be ex-
pressed as ai
′
bj
′
[a, b]k
′
with |i′| ≤ m+ 1, |j′| ≤ m + 1 and |k′| ≤ n2 + 1 +m(m −
1)/2 + |j| ≤ n2 + 1 +m(m− 1)/2 +m = n2 + 1 +m(m+ 1)/2, as claimed. 
Proposition 19. If n > 2, the element gn = [a, b]
n2+1 is a dead end of depth at
least
√
2n− 4 + 1. In particular, H has arbitrarily deep dead ends with respect to
the generating set {a, b}.
Proof. By Proposition 16, gn is at distance 4n + 2 from the identity. But, by
Propositions 17 and 18, any group element within
√
2n− 4 of gn is within 4n+ 2
of the identity. The second sentence then follows clearly. 
5. Proof of Proposition 5
Let R be a hyperbolic automorphism of Z2. We turn our attention to the group
GR = Z
2
⋊R Z.
We denote the standard generators of Z2 by a and b and that of Z by c. This group is
soluble, as its commutator is contained in the span of a and b, which commute with
each other. Thus G′R = 〈a, b〉 ∼= Z2 is a normal subgroup and GR/G′R = 〈G′Rc〉.
The powers of c are thus a complete set of coset representatives, so every element
of GR can be expressed uniquely in the form a
ibjck, where i, j and k ∈ Z. We will
use a, b and c to denote these three elements of GR throughout.
Let FS be the free group on the set S and let N be the normal closure of a
and b in FS . We know N is freely generated by
{
ac
i
, bc
i | i ∈ Z
}
. Any element
g ∈ FS can be expressed uniquely as a product uci, where u ∈ N and i ∈ Z. Define
φ : FS → Nab to send g to the image of u under the abelianization map. (We denote
by Nab the abelianization of the group N .) Note that Nab is freely generated as an
abelian group by
{
ac
i
, bc
i | i ∈ Z
}
.
Define pi : Nab → G′R to send v ∈ Nab to the element of G′R represented by v.
Similarly, define σR : FS → GR to send w ∈ FS to the element of GR represented
by w.
Notation. If w ∈ FS or Nab, let l(w) denote its length in the given sets of generators.
We can now state the following proposition, which is central to the proof of
Proposition 5 and whose proof we postpone.
Proposition 20. Let GR = Z
2 ⋊R 〈c〉, where R is a hyperbolic automorphism of
Z2, and let S = {a, b, c}, where a and b are the standard generators of Z2. Then
there exists D with the following property. Let g = ucn ∈ GR, where u ∈ G′R and
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n ∈ Z. Let v ∈ Nab be a minimal-length element of pi−1(u). Then there is some
w ∈ FS with φ(w) = v, σR(w) = g and
l(w)−D ≤ |g| ≤ l(w),
where by |g| we mean the length of the minimal-length element of σ−1R (g).
Definition 3. Let g = ucz ∈ GR with u ∈ G′R. Let ‖g‖ represent the minimal
length of any element w of σ−1R (g) such that φ(w) is a minimal-length element of
pi−1(u).
Remark. Any element w ∈ σ−1R (g) must satisfy pi(φ(w)) = u.
In this notation, Proposition 20 implies that there exists a D dependent only on
R such that, for any g ∈ GR, ‖g‖ −D ≤ |g| ≤ ‖g‖.
Notation. Let u1 denote a and u2 denote b.
The following lemma, an adaptation of Cleary and Taback’s result on word length
in wreath products, is used both in proving and in applying Proposition 20.
Lemma 21. Let g = ucz ∈ GR = Z2⋊R 〈c〉, where R is a hyperbolic automorphism
of Z2 and u ∈ G′R. Let v =
∑n
j=1 u
cij
kj
∈ Nab (where all the kj are 1 or 2) such
that pi(v) = u and let S = {a, b, c} where a and b are the standard generators of Z2.
Then the minimal length of all words w ∈ FS such that σR(w) = g, φ(w) = v is
2(max(ij , 0)−min(ij , 0))
+ min(|z −max(ij , 0)| −max(ij , 0), |z −min(ij , 0)|+min(ij , 0)) + n.
Proof. Consider the natural maps piS and piT mapping FS and Z
T , respectively, to
Z
2 ≀ Z =
〈
a, b, c | [aci , bcj ], [aci , acj ], [bci , bcj ]
〉
.
A word w ∈ FS satisfies σRw = g and φw = v if and only if piS(w) = piT (v)cz
in Z2 ≀ Z. (This is because φ(w) = v if and only if piS(w) = piT (v)ck for some k,
and then we have σR(w) = pi(v)c
k.) Thus the minimal length for w is simply the
minimal length of a word in FS representing piT (v)c
z in Z2 ≀ Z. The result now
follows from Cleary and Taback’s length formula in [3] for wreath products G ≀ Z,
G some group, with respect to a generating set consisting of generators of G and a
standard generator for Z. 
The final main ingredient is the following proposition, which tells us about the
geometry of the ‖·‖ norm and whose proof we likewise postpone. Note that, for any
group G with generating set A, dA refers to the word metric on G induced by A.
Proposition 22. Let GR = Z
2 ⋊ Z, where R is a hyperbolic automorphism of Z2,
and let a and b be the standard generators of Z2. Let n be a positive integer. Then
for all sufficiently large positive integers m there exists Bm,n ⊂ G′R such that every
u ∈ Bm,n has the following properties:
• If u is expressed as aibj, i, j ∈ Z, then |i|, |j| < |trR|m and
• If v ∈ Nab is a minimal-length element of pi−1(u) then M(v) > n and
m(v) < −n.
Furthermore, there exists p = p(R,m, n) ∈ Z and u ∈ Bm,n such that for all u′
with d{a,b}(u.u
′) ≤ p the following conditions hold:
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• g′ ∈ Bm,n and
• ‖u′‖ ≤ ‖u‖.
Finally, limm→∞ p(R,m, n) =∞ for every R and n.
With these ingredients, we give the
Proof of Proposition 5. By Proposition 20, there exists D such that, for any g ∈
GR, ‖g‖ −D ≤ |g| ≤ ‖g‖. Thus to prove that GR has deep pockets with respect
to the word metric in S it suffices to prove that for any r we can find an element
h ∈ GR such that ‖‖ attains a maximum on Br(h) at h, for we may then apply
Proposition 6 with f(g) = |g| and n = D.
To that end, we choose n ≥ r and then m such that rτr ≤ p(R,m, n), where p is
defined as in Proposition 22; this choice of m is possible since limm→∞ p(R,m, n) =
∞. Define u ∈ G′R to be the element given by Proposition 22 with Bm,n as input.
Then let g = u′ci ∈ GR, u′ ∈ GR, be any element within distance r of u with
respect to S. Then |i| ≤ r. Furthermore, if s ∈ G′R, sci
′
a±1 = sR−i
′
(a±1)ci
′
and
similarly if a is replaced by b, so right multiplication of any u′′ci
′
, u′′ ∈ G′R, |i′| ≤ r,
by any letter of S or its inverse changes u′′ (with respect to {a, b}) by at most
|τ |r. Thus d{a,b}(u, u′) < rτr ≤ p(R,m, n), so u′ ∈ Bm,n. By Proposition 22 and
Lemma 21, this implies that ‖g‖ ≤ ‖u′‖. But Proposition 22 also tells us that this
is ‖u′‖ ≤ ‖u‖, so we are done. 
It remains to prove Propositions 20 and 22. Let pR be the characteristic polyno-
mial of R. We define ΛR = Z[t]/(pR(t)). There is a natural map αR : Z
[
t, t−1
]
։
ΛR, where by Z
[
t, t−1
]
we mean the ring of Laurent polynomials in one variable t
over Z. Define τ = αR(t) ∈ ΛR. By abuse of notation, we also denote the greater
(in absolute value) of the two eigenvalues of R by τ . Any p ∈ Z [t, t−1] can be ex-
pressed uniquely in the form
∑M
i=m pit
i where m, M and all the pi ∈ Z and neither
pm nor pM is 0. Denote bym(p) andM(p) the values ofm andM in this expression
and define the length of p, ‖p‖, to be ∑Mi=m |pi|. For λ ∈ ΛR, define λ to be the
image of λ under the unique nontrivial (ring) involution of ΛR. Correspondingly,
for p ∈ Z [t, t−1], define p to be the image of p under the corresponding involution
of Z
[
t, t−1
]
, which takes t to ±1/t, the sign depending on the determinant of R.
This choice of sign serves to guarantee that αR(p) = αR(p).
The action by R gives rise to the structure of a Z
[
t, t−1
]
-module on Z2 =
〈x, y | [x, y] 〉, where t acts by R. (We will continue to denote these generators of
Z2 by x and y.) This induces a ΛR-action. Let MR refer to Z
2 with this ΛR-action.
The map R, being hyperbolic, has two real eigenvalues, τ and ±1/τ , correspond-
ing to two eigenvectors ve(R) and vc(R), taken to be expanding and contracting
respectively. (Clearly, each of these eigenvectors is defined only up to a multiplica-
tive constant.) The line spanned by vc(R) will be called the contracting line and
the line spanned by ve(R) the expanding line. For any z ∈ MR, let dc(z) be the
(Euclidean) distance of z from the contracting line. Then the following diagram
commutes:
MR
R·−−−−→ MR
dc
y dcy
R≥0
·|τ |−−−−→ R≥0.
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Similarly, let de(z) be the distance of z from the expanding line, so that the following
diagram commutes:
MR
R·−−−−→ MR
de
y dey
R≥0
÷|τ |−−−−→ R≥0.
Lemma 23. Let ΛR = Z[t]/pR(t), where R is a hyperbolic automorphism of Z
2.
Then there exist C1, C2 > 0 with the following property. Let λ ∈ ΛR and let αR
represent as usual the natural projection of Z
[
t, t−1
]
to ΛR. Let p, q ∈ αR−1(λ),
with p a minimal-length element of this set. Then, for any z ∈MR,
dc(λz) < |τ |M(q) (C1(‖q‖ − ‖p‖) + C2)dc(z)
and
dc(λz) < |τ |−m(q) (C1(‖q‖ − ‖p‖) + C2)dc(z).
Furthermore,
de(λz) < |τ |−m(q) (C1(‖q‖ − ‖p‖) + C2)de(z)
and
de(λz) < |τ |M(q) (C1(‖q‖ − ‖p‖) + C2)de(z)
Proof. We prove only the first statement; the second follows by applying the invo-
lution throughout the proof and the third and fourth then follow by replacing
R with R−1 (note that
∣∣trR−1∣∣ = |trR| since |detR| = 1).
Letting brackets represent the greatest integer function, we have D depending
only on R such that
∞∑
i=−∞
[Dqi] ≤ ‖q‖ − ‖p‖ ,
for otherwise we could apply some multiple of the equation t2 ± 1 = (trR)t to q
more than ‖q‖ − ‖p‖ times, shortening q each time without changing αR(q). This
would be a contradiction since p is of minimal length in αR
−1(λ). If |trR| = 1 or 2
(in which case the constant term has negative sign, since R is hyperbolic), we must
instead use the equations 3 = t2 + t−2 and 6 = t2 + t−2 respectively. Thus, for any
hyperbolic R,
dc(λz)
dc(z)
≤ ‖q‖ − ‖p‖+ 1
D
τM(q) +
∞∑
i=0
1
D
|τ |M(q)−i−1
=
‖q‖ − ‖p‖
D
|τ |M(q) + 1
D
∞∑
i=0
|τ |M(q)−i
= |τ |M(q)
(
‖q‖ − ‖p‖
D
+
1
D
1
1− |τ |−1
)
,
as claimed. 
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If p1, p2 ∈ Z
[
t, t−1
]
, define the length of (p1, p2) to be ‖p1‖ + ‖p2‖. We mean
by M(p1, p2) the greater of M(p1) and M(p2) and by m(p1, p2) the lesser of m(p1)
and m(p2).
Observe that conjugation by c, denoted by ρ, sends aibj to ai
′
bj
′
, where (i′, j′) =
R(i, j). Let β : G′R ↔ MR send a to x and b to y. Then β(ac) = R(β(a)) and
β(bc) = R(β(b)), so this diagram commutes:
G′R
·c−−−−→ G′R
β
y βy
MR
R·−−−−→ MR.
Furthermore, β induces an obvious one-to-one length-preserving correspondence θ
between Nab and Z
[
t, t−1
]2
such that this diagram commutes:
Nab
θ−−−−→ Z [t, t−1]2
pi
y y(p1,p2) 7→p1x+p2y
G′R
β−−−−→ MR.
Definition 4. If v =
∑n
j=1 u
cij
kj
is a word in ZT , let M(v) and m(v) be the maxi-
mum and minimum of the ij.
Proposition 20 will follow from Proposition 21 and from the following
Proposition 24. Let GR = Z
2⋊R〈c〉, where R is a hyperbolic automorphism of Z2.
Then there are D2 > 1 and D1 > D2 ln |τ | /4 with the following property. Let g =
ucz ∈ GR, where u ∈ G′R. Let v, v′ ∈ Nab be elements of pi−1(u), with v of minimal
length. (We remind the reader that pi is the projection from Nab to G
′
R.) Then
|τ |2M(v)−2M(v′) < D1(l(v′)− l(v))+D2 and |τ |2m(v
′)−2m(v)
< D1(l(v
′)− l(v))+D2.
The proof follows easily from the following proposition about MR (whose proof
we postpone) and from Lemma 23.
Proposition 25. Let MR denote Z
2 equipped with an action by Z
[
t, t−1
]
, where
t acts by some hyperbolic automorphism R of Z2. Let x and y denote the standard
generators of MR as an abelian group. Then there exists e > 0 with the following
property. Let z ∈MR and p1, p2 ∈ Z
[
t, t−1
]
such that p1x+p2y = z and ‖p1‖+‖p2‖
is minimal subject to this condition. Then dc(z) = dc(p1x + p2y) > e |τ |M(p1,p2)
and dc(p1x+ p2y) > e |τ |−m(p1,p2).
Proof of Proposition 24. Let (p1, p2) = θ(v) and let z = β(u) = p1x + p2y. Then
(p1, p2) is in fact of minimal length such that p1x + p2y = z (since θ is length-
preserving and v is a minimal-length element of pi−1(u)), so by Proposition 25
e |τ |M(p1,p2) < dc(z) and e |τ |−m(p1,p2) < dc(p1x+ (p2)y).
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If similarly (p′1, p
′
2) = θ(v
′) then p′1x + p
′
2y = β(pi(v
′)) = β(u) = z. Then by
Lemma 23 we have
e |τ |M(p1,p2)
< dc(z) ≤ dc(p1x) + dc(p2y)
< |τ |M(p′1,p′2) (C1(‖p′1‖+ ‖p′2‖ − ‖p1‖ − ‖p2‖) + 2C2)
·max(dc(x), dc(y))
and
e |τ |−m(p1,p2)
< dc(p1x+ (p2)y) ≤ dc(p1x) + dc(p2y)
< |τ |−m(p′1,p′2) (C1(‖p′1‖+ ‖p′2‖ − ‖p1‖ − ‖p2‖) + 2C2)
·max(dc(x), dc(y)),
where C1 and C2 depend only on R as in Lemma 23. Thus
|τ |M(p1,p2)−M(p′1,p′2)
< (C1(‖p′1‖+ ‖p′2‖ − ‖p1‖ − ‖p2‖) + 2C2)max(dc(x), dc(y))
and
|τ |m(p′1,p′2)−m(p1,p2)
< (C1(‖p′1‖+ ‖p′2‖ − ‖p1‖ − ‖p2‖) + 2C2)max(dc(x), dc(y)).
Clearly, M(v) = M(p1, p2), m(v) = m(p1, p2) and l(v) = ‖p1‖ + ‖p2‖, and
similarly for v′ and (p′1, p
′
2). This gives us that
|τ |M(v)−M(v′) = |τ |M(p1,p2)−M(p′1,p′2)
< (C1(‖p′1‖+ ‖p′2‖ − ‖p1‖ − ‖p2‖) + 2C2)max(dc(x), dc(y))
= (C1(l(v
′)− l(v)) + 2C2)max(dc(x), dc(y))
and similarly
|τ |m(v′)−m(v) < (C1(l(v′)− l(v)) + 2C2)max(dc(x), dc(y)).
(If the D2 resulting from the above expressions is not greater than 1, we may
clearly increase it without destroying the result. We may similarly increase D1 to
be greater than D2 ln |τ | /4.) 
Proof of Proposition 20. Let w ∈ FS be a minimal-length element of φ−1(v) ∩
σ−1R (g) and let w
′ ∈ FS be a minimal-length element of σ−1R (g). By definition,
|g| = l(w′).
The bound l(w′) ≤ l(w) is obvious, so we need only prove l(w)−D ≤ l(w′). Let
v′ = φ(w′). We note that pi(v′) = u = pi(v). It is clear from the definition of M and
m that M(v) ≥ m(v), so we cannot have both M(v) negative and m(v) positive,
and similarly for M(v′) and m(v′). We may thus assume without loss of generality
that m(v) and m(v′) are both nonpositive. we will further assume that M(v) and
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M(v′) are both nonnegative; the other cases are easier and are left to the reader.
In this case, we have by Lemma 21
[l(w)− l(w′)]− [l(v)− l(v′)]
≤ 2[M(v)−M(v′)] + 2[m(v′)−m(v)]
+ min(|z −M(v)| −M(v), |z −m(v)|+m(v))
−min(|z −M(v′)| −M(v′), |z −m(v′)|+m(v′)).
Noting that |z −M(v)| −M(v) ≥ |z −m(v)| +m(v) if and only if |z −M(v′)| −
M(v′) ≥ |z −m(v′)|+m(v′) if and only if z ≥ 0, we find using the triangle inequality
that
[l(w)− l(w′)]− [l(v)− l(v′)]− 2[M(v)−M(v′)]− 2[m(v′)−m(v)]
≤ max(|z −M(v)| − |z −M(v′)|+M(v′)−M(v),
|z −m(v)| − |z −m(v′)|+m(v) −m(v′))
≤ max(2 |M(v′)−M(v)| , 2 |m(v)−m(v′)|)
≤ 2max(M(v)−M(v′), 0) + 2max(m(v′)−m(v), 0).
By Proposition 24 and using that l(v′) ≥ l(v) since v is given to be of minimal
length in pi−1(u), we get
[l(w)− l(w′)]− [l(v)− l(v′)]
≤ 4max(M(v)−M(v′), 0) + 4max(m(v′)−m(v), 0)
< 2max(log|τ |[D1(l(v
′)− l(v)) +D2], 0) + 2max(log|τ |[D1(l(v′)− l(v)) +D2], 0)
= 4 log|τ |[D1(l(v
′)− l(v)) +D2].
Rearranging yields that l(w)− l(w′) ≤ 4 log|τ |[D1(l(v′)− l(v))+D2]− (l(v′)− l(v)).
It now remains to show that f(x) = 4 log|τ |(D1x+D2) − x attains an absolute
maximum value on the domain [0,∞), which can be done by differential calculus.
(This absolute maximum value will depend only on R since τ , D1 and D2 depend
only on R.) We compute f ′(x) = 4D1/[(D1x+D2) ln |τ |]− 1 and observe that it is
a strictly decreasing function on the domain of interest, so (by the first derivative
test for absolute maxima), if it has a zero, the absolute maximum of f is attained
there. We find that limx→∞ f
′(x) = −1 while f ′(0) = 4D1/(D2 ln |τ |)− 1 > 0 since
we took D1 > D2 ln |τ | /4. Since f ′ is continuous on [0,∞), we are done. 
The proof of Proposition 20 thus reduces to that of Proposition 25. This in turn
follows from the following two results.
Lemma 26. Let MR denote Z
2 equipped with an action by Z
[
t, t−1
]
, where t
acts by some hyperbolic automorphism R of Z2. Let x and y denote the standard
generators of MR as an abelian group. Let ΛR denote the quotient of Z
[
t, t−1
]
by the charcteristic polynomial of R. Let λ1, λ2 ∈ ΛR and p1, p2 ∈ Z
[
t, t−1
]
be
minimal-length elements of α−1R (λ1) and α
−1
R (λ2) respectively. Then
6(dc(x) + dc(y)) |τ |M(p1,p2)+1 > dc(p1x+ p2y)
and
6(dc(x) + dc(y)) |τ |−m(p1,p2)+1 > dc(p1x+ p2y).
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Proof. We prove the first statement of the lemma; the second will follow by applying
the involution throughout the proof.
We know, assuming |trR| > 2, that no coefficient in p1 or p2 can have absolute
value greater than |trR| + 2, since otherwise we could apply the equation ±t2 −
(trR)t ± 1 = 0 to produce a shorter element of α−1R (λ1) or α−1R (λ2). If |trR| =
1 or 2 the same result holds, since instead we use the equation t2 + t−2 = 3
or 6, respectively. Thus, in either case, given z ∈ MR, both dc(p1z)/dc(z) and
dc(p2z)/dc(z) are
≤
M(p1,p2)∑
i=−∞
(|trR|+ 2) |τ |i = (|trR|+ 2) |τ |
M(p1,p2)+1
|τ | − 1 .
If we denote |trR| by r then this equals
2(r + 2) |τ |M(p1,p2)+1
r +
√
r2 ∓ 4− 2 < 6 |τ |
M(p1,p2)+1
since either r > 2 or the sign inside the square root is positive. It follows that
dc(p1x+ p2y) ≤ dc(p1x) + dc(p2y) < 6(dc(x) + dc(y)) |τ |M(p1,p2)+1 ,
as claimed. 
Proposition 27. Let MR denote Z
2 equipped with an action by Z
[
t, t−1
]
, where
t acts by some hyperbolic automorphism R of Z2. Let x and y denote the standard
generators of MR as an abelian group and let P and Q be positive numbers. Then
there exists a natural number n with the following property. Let z ∈ MR and
(p1, p2) be a minimal-length element of Z
[
t, t−1
]2
such that p1x + p2y = z. Then
(Pdc(x) +Qdc(y)) |τ |M(p1,p2)−n < dc(z).
We postpone the proof and instead first give the
Proof of Proposition 25. As in the proof of Lemma 26, we prove the first statement
of the lemma; the second will follow by applying the involution throughout the
proof.
If p ∈ Z [t, t−1], we let headm(p) denote the sum of those terms of p of degree
at least m, and tailm(p) the sum of all remaining terms. (Thus p = headm(p) +
tailm(p).) If m is taken to be M(p1, p2) − n, with n given by Proposition 27
with P = 7 and Q = 6, we have dc(headm(p1)x + headm(p2)y) > (7dc(x) +
6dc(y)) |τ |M(p1,p2)−n by that proposition. However, M(tailm(p1), tailm(p2)) = m−
1. Thus, by Lemma 26, we have
dc(tailm(p1)x+ tailm(p2)) < 6(dc(x) + dc(y)) |τ |m
= 6(dc(x) + dc(y)) |τ |M(p1,p2)−n ,
since certainly if (p1, p2) is of minimal length such that p1x+ p2y = z then each of
the pi is of minimal length in α
−1
R (αR(pi)). (We again remind the reader that αR
is the projection from Z
[
t, t−1
]
to MR.) It follows that
dc(z) ≥ dc(headm(p1)x+ headm(p2)y)− dc(tailm(p1)x+ tailm(p2)y)
> dc(x) |τ |M(p1,p2)−n .
We may thus take e to be dc(x) |τ |−n. 
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It remains now (for the proof of Proposition 20) to prove Proposition 27. It will
follow from the following three results.
Lemma 28. LetMR denote Z
2 equipped with an action by Z
[
t, t−1
]
, where t acts by
some hyperbolic automorphism R of Z2. Let x and y denote the standard generators
of MR as an abelian group and let d ∈ R. Then there exist C1 > 0 and C2 ∈ R
with the following property. Let p1, p2 ∈ Z
[
t, t−1
]
be such that dc(p1x + p2y) ≤ d
and the first coordinate of p1x+ p2y ∈MR is w. Assume that m(p1, p2) ≥ 0. Then
‖p1‖+ ‖p2‖ ≥ C1 |w| + C2.
Proof. Since m(p1, p2) ≥ 0, de(p1x+p2y) ≤ ‖p1‖+ ‖p2‖, since p1x+p2y is the sum
of ‖p1‖+ ‖p2‖ vectors vi (= tjx or tjy, j ∈ Z) such that de(vi) ≤ 1. However, the
nearest point to p1x + p2y on the contracting line has first coordinate of absolute
value at least |w| − d. This point is thus at distance at least C1(|w| − d) from
the expanding line, where C1 is s positive constant depending only on R. Since
p1x + p2y is within distance d of this point, de(p1x + p2y) ≥ C1(|w| − d) − d, as
claimed. The result follows by transitivity if we let C2 = −d(C1 + 1). 
We postpone the proof of the next two results.
Proposition 29. Let MR denote Z
2 equipped with an action by Z
[
t, t−1
]
, where
t acts by some hyperbolic automorphism R of Z2. Let x and y denote the standard
generators of MR as an abelian group and let d ≥ 0. Then there exist D1, D2 and
D3 such that the following holds. Let z ∈ MR be such that dc(z) ≤ d and the first
coordinate of z is w. Then there exist p1, p2 ∈ Z
[
t, t−1
]
such that p1x + p2y = z
and ‖p1‖+ ‖p2‖ ≤ D1 +max(0, D2 ln(D3 |w|)).
Proposition 30. Let MR denote Z
2 equipped with an action by Z
[
t, t−1
]
, where
t acts by some hyperbolic automorphism R of Z2. Let x and y denote the standard
generators of MR as an abelian group and let z ∈ MR. Let P be the set of all
(p1, p2) ∈ Z
[
t, t−1
]2
such that p1x + p2y = z. Then P contains only finitely many
elements of minimal length.
Proof of Proposition 27. It will suffice to show for some n that, if M(p1, p2) ≥ n,
then Pdc(x) +Qdc(y) < dc(z).
Suppose the conclusion does not hold for z, p1 and p2; that is, suppose that
Pdc(x) + Qdc(y) ≥ dc(z) where z = p1x + p2y. Then applying Lemma 28 with
d = Pdc(x) + Qdc(y) (which, it should be noted, depends only on R, P and Q)
yields C1 > 0 and C2 such that
‖p1‖+ ‖p2‖ ≥ C1 |w|+ C2,
where w is the first coordinate of z. However, since p1 and p2 were taken so that
‖p1‖ + ‖p2‖ would be minimal subject to the condition p1x + p2y = z, applying
Proposition 29 with the same value of d givesD1, D2 andD3 such that ‖p1‖+‖p2‖ ≤
D1 +max(0, D2 ln(D3 |w|)). Thus
D1 +max(0, D2 ln(D3 |w|)) ≥ C1 |w|+ C2.
Since the left-hand side depends logarithmically on |w| while the right-hand side
is increasing and depends linearly on it, there exists w′ dependent only on R, P
and Q (via D1, D2, D3, C1 and C2) such that w < w
′. Thus z is a lattice point
constrained to lie within a compact set, since it is confined to the intersection of
finite-width bands about the y-axis and the contracting line. There are only finitely
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namy such points. Thus there are also only finitely many possibilities for p1 and p2,
by Proposition 30. The result follows by taking n to be 1 more than the maximal
M(p1, p2) for any of these finitely many possibilities. 
Propsition 29 will follow from the following
Lemma 31. Let R be a hyperbolic automorphism of Z2. Let S be the set of all
integers appearing in the first row of the matrix for some nonnegative power of R.
Then there exist C1, C2 and C3 such that any n ∈ Z can be expressed as a word in
the elements of S of length at most C1 +max(0, C2 ln(C3 |n|).
Proof. The matrix for R consists of two column vectors, which we denote (p, q)
and (r, s). Each can be decomposed as the sum of a (real) vector in the expanding
line and one in the contracting line; thus (p, q) = (pe, qe) + (pc, qc) and (r, s) =
(re, se)+(rc, sc) where (pe, qe) and (re, se) lie in the expanding line and (pc, qc) and
(rc, sc) in the contracting line. If we denote the expanding eigenvalue of R by τ
then we find that
S =
{
pm = peτ
m ± pz
τm
, rm = reτ
m ± rz
τm
| m ≥ 0
}
,
where the ± signs depend on the determinant of R and the parity of m.
Let C1 be the maximal length of any minimal-length word in the elements of S
representing a number of absolute value ≤ |pe|. Let C2 be |τ | (1+ |pz|)/ ln |tau| and
C3 be |τ/pe|.
Consider n,m ∈ Z with |n| ≤ |peτm| ,m > 0. Then there must exist k ∈ Z with
|k| < |τ | such that
∣∣n+ kpeτm−1∣∣ ≤ ∣∣peτm−1∣∣. It follows that
|n+ kpm−1| ≤
∣∣n+ kpeτm−1∣∣+
∣∣∣∣ kpcτm−1
∣∣∣∣ ≤ ∣∣peτm−1∣∣+ |kpc| ≤ ∣∣peτm−1∣∣+ |kpc| ,
so there exists l ∈ Z with |l| ≤ |kpc| < |τpc| such that |n+ kpm−1 + lp0| ≤∣∣peτm−1∣∣. (Note that p0 = 1.) The result follows by induction on m. 
Proof of Proposition 29. By Lemma 31 applied to the hyperbolic automorphism
R−1, there exist C1, C2 and C3 depending only on R and p1, p
′
2 ∈ Z
[
t, t−1
]
such
that p1x+ p
′
2y has first coordinate w and
‖p1‖+ ‖p′2‖ ≤ C1 +max(0, C2 ln(C3 |w|)).
Furthermore, M(p1, p
′
2) ≤ 0. Then
dc(p1x+ p
′
2y) ≤ C1 +max(0, C2 ln(C3 |w|))
since p1x + p
′
2y is the sum of C1 + max(0, C2 ln(C3 |w|)) vectors vi (= tjx or tjy,
j ∈ Z) such that dc(vi) ≤ 1. Thus p1x+p′2y is within
√
2[C1+max(0, C2 ln(C3 |w|))]
vertically of the point on the contracting line with first coordinate w, so within√
2[C1 +max(0, C2 ln(C3 |w|)) + d] of z. (It is here that we use the condition that
|zeta| ≤ 1.) Defining p2 to be
p′2 + (some appropriate constant term),
we see that D1 = (1 +
√
2)C1 +
√
2d, D2 = (1 +
√
2)C2 and D3 = C3 give what we
seek. 
The proof of Proposition 20 has now been reduced to that of Proposition 30,
which follows from the following
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Lemma 32. Let MR denote Z
2 equipped with an action by Z
[
t, t−1
]
, where t
acts by some hyperbolic automorphism R of Z2. Let x and y denote the standard
generators of MR as an abelian group and let z 6= 0 ∈ MR and l ∈ N. Then there
exists an integer N = N(z, l, R) with the following property. Let p1, p2 ∈ Z
[
t, t−1
]
such that
p1x+ p2y = z
and ‖p1‖ + ‖p2‖ = l. Then at least one of p1 and p2 must have a nonzero term
whose degree has absolute value less than N .
Proof. Express z (viewed as an element of Z2 ⊂ R2) as z = zeve(R) + zcvc(R), ze,
zc ∈ R. (We remind the reader that ce(R) and vc(R) generate the expanding and
contracting eigenspaces respectively.) Since both eigenvalues of R are irrational,
no nonzero real multiple of vc(R) lies in the Z
2 lattice. In particular, since z 6= 0,
zcvc(R) /∈ Z2. Let D > 0 be the (Euclidean Hausdorff) distance between zcvc(R)
and Z2, and let N > log|τ |(2l/D).
If p ∈ Z [t, t−1], let p≥m ∈ Z [t, t−1] denote the sum of all terms of p of degree
≥ m, and analogously for p≤m. Suppose (for a contradiction) p1 = p1≥N + p1≤−N
and similarly for p2. Then
p1x+ p2y = p1≥Nx+ p2≥Ny + p1≤−Nx+ p2≤−Ny.
We define ze≥N and zc≥N ∈ R such that
p1≥Nx+ p2≥Ny = ze≥Nve(R) + zc≥Nc(R),
and similarly for ze≤−N and zc≤−N . Then each term ait
ix or ait
iy of p1≥Nx +
p2≥Ny contributes at most |ai| /τN of Euclidean length to zc≥Nvc(R). Since te sum
of all the ai is at most l, zc≥Nvc(R) has Euclidean length at most l/τ
N . Similarly,
ze≤−Nve(R) has Euclidean length at most l/τ
N . Then
p1≤−Nx+ p2≤−Ny = zcvc(R)− zc≥Nvc(R) + ze≤−Nvc(R) ∈ Z2
lies within Euclidean distance 2l/τN < D of zcvc(R). But this is impossible by the
definition of D. 
Proof of Proposition 30. The result is trivial for z = 0, since then P = {(0, 0)}, so
we assume z 6= 0.
Suppose P contains infinitely many minimal-length elements. Let l be the length
of these minimal-length elements. Then they each contain some term in which t is
raised to an exponent of absolute value < N = N(z, l, R), by Lemma 32. Thus each
minimal-length element of P comes from a length-(l−1) minimal-length expression
for one of the finitely many possibilities z ± t−N+1x, z ± t−N+1y, z ± t−N+2x, . . . ,
z ± tN−1y. The result follows by induction on l. 
This concludes the proof of Proposition 20. We now need only to prove Propo-
sition 22.
Lemma 33. Let GR = Z
2 ⋊R Z, where R is a hyperbolic automorphism of Z
2,
and let z = (z1, z2) ∈ G′R be such that |z1|, |z2| < |trR|m. Then there exists a
word w ∈ σ−1R (β−1(z)) such that l(w) ≤ 2m+1 + 4m − 1. (Recall that β is the
correspondence between G′R and Z
2 and σR is the surjection from FS to GR.) If
|trR| = 1 then if |z1|, |z2| < 3m then there exists w ∈ σ−1R (β−1(z)) such that
l(w) ≤ 2m+1 + 8m − 1. If |trR| = 2 then if |z1|, |z2| < 6m then there exists
w ∈ σ−1R (β−1(z)) such that l(w) ≤ 2m+1 + 8m− 1.
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Proof. We begin with the proof of the first claim.
Since |z1|, |z2| < |trR|m, we can express them in the form
z1 =
m∑
i=0
z1i |trR|i ,
z2 =
m∑
i=0
z2i |trR|i ,
where all the |z1i| and |z2i| ≤ |trR| /2. But since, in ΛR, |trR| = ±τ±τ−1, |trR|i =
(±τ ± τ−1)i =∑ij=0±(ij)τ2j−i. Thus we can reexpress z1 as∑mk=−m z′1kτk, where
m∑
k=−m
|z′1k| ≤
m∑
i=0
i∑
j=0
(
i
j
)
=
m∑
i=0
2i = 2m+1 − 1,
and similarly for z2. We thus have z = (
∑m
k=−m z
′
1kt
k)x + (
∑m
k=−m z
′
2kt
k)y. Thus
there exists v =
∑n
j=1 u
cij
kj
∈ ZT with pi(v) = β−1(z) and all kj = 1 or 2 such
that all ij satisfy −m ≤ ij ≤ m and n ≤ 2m+1 − 1. By Lemma 21, this gives a
w ∈ σ−1R (β−1(z)) such that that l(w) ≤ 2m+1 + 4m− 1, as claimed.
The proofs of the second and third claims are analogous; just replace |trR| by 3
and 6 respectively and the equation |trR| = ±τ±τ−1 by the equations 3 = τ2+τ−2
and 6 = τ2 + τ−2 respectively. 
Proof of Proposition 22. We first construct Bm,n. Recall that β is the correspon-
dence between G′R and MR and θ is that between Nab and Z
[
t, t−1
]2
. Let u ∈ G′R
and set v ∈ Nab to be a minimal-length element of pi−1(u). Then by Lemma 23
(setting (q1, q2) = (p1, p2) = θ(v))
dc(β(u)) ≤ dc(p1x) + dc(p2y)
< |τ |M(θ(v)) (C1(‖q1‖+ ‖q2‖ − ‖p1‖ − ‖p2‖) + 2C2)max(dc(x), dc(y))
= 2C2 |τ |M(θ(v))max(dc(x), dc(y))
and
de(β(u))
< |τ |−m(θ(v)) (C1(‖q1‖+ ‖q2‖ − ‖p1‖ − ‖p2‖) + 2C2)
·max(de(x), de(y))
= 2C2 |τ |−m(θ(v))max(de(x), de(y))
where C2 depends only on R. Then if we assume
dc(β(u)) > 2C2 |τ |nmax(dc(x), dc(y)),
and
de(β(u)) > 2C2 |τ |nmax(de(x), de(y)),
this implies that M(θ(v)) > n, m(θ(v)) < −n, so M(v) > n, m(v) < −n. We let
Bm,n be the set of u = a
ibj ∈ [GR, GR] such that |i|, |j| < |trR|m,
dc(β(a
ibj)) > 2C2 |τ |nmax(dc(x), dc(y))
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and
de(β(a
ibj)) > 2C2 |τ |nmax(de(x), de(y)).
If |trR| = 1 then replace |trR| in the preceding sentence by 3.
We proceed with the proof of the rest of the proposition, first assuming |trR| > 2.
Let K and L be positive integers such that
(L+ 2C2 |τ |n)max(dc(x), dc(y), de(x), de(y))
min(dc(x), de(x))
< K < |trR|m − L;
such K and L clearly exist for sufficiently large m and we can arrange for L to grow
proportionally to |trR|m for R and n fixed. Let z = Kx. Addition or subtraction
of x or y does not change dc(z) by more than max(dc(x), dc(y)) nor de(z) by more
than max(de(x), de(y)). Thus any element z
′ = (z′1, z
′
2) ∈ Z2 at {x, y}-distance less
than L from z satisfies
dc(z
′) > Kdc(x) − Lmax(dc(x), dc(y)) > 2C2 |τ |nmax(dc(x), dc(y)),
de(z
′) > 2C2 |τ |nmax(de(x), de(y)). But z′1 and z′2 must then also satisfy |z′1|,
|z′2| < K+L < |trR|m. Then there is w ∈ σ−1R (β−1(z)) with l(w) ≤ 2m+1+4m− 1
by Lemma 33, that is to say
∣∣β−1(z)∣∣ ≤ 2m+1 + 4m− 1. Then, by Proposition 20,∥∥β−1(z′)∥∥ ≤ 2m+1 + 4m+D− 1. Letting r = [L/(2m+1 +4m+D− 1)]− 1, where
the brackets represent the greatest integer function, the result now follows from
Proposition 6 if we take f(z′) =
∥∥β−1(z′)∥∥. It is straightforward to check that
limm→∞ r =∞, since |trR| > 2.
The proof for |trR| ≤ 2 is analogous; just replace |trR| by 3 or 6 as needed and
use the other half of Lemma 33. 
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