A succinct series expression is derived for describing the limit distribution of the number of times r consecutive elements are all records (in a sequence of independent and identically distributed random variables with a common continuous distribution) for all r ≥ 2. Previously, only the limit distributions for r = 1, 2, and 3 were known.
For r ≥ 2, one expects that the occurrence of r consecutive records becomes less likely. Indeed, we have the convergence in distribution X n,r → X r (r ≥ 2), for some X r that is only explicitly known for r = 2 and r = 3; see Chern et al. (2000) . When r = 2, the distribution of X n,2 satisfies E(y X n,2 ) = 0≤j<n (y − 1)
which implies, in particular, that X n,2 is asymptotically Poisson(1) distributed; see Chern et al. (2000) for more precise approximations. For r = 3,
(1−α)∆ 2 (2Φ(α, 2; ∆) − (2 − α)∆Φ(α, 3; ∆)) ,
where ∆ := ± (y − 1)(y + Main result of this paper. We prove in this paper the following general expression for E(y Xr ).
Theorem 1.
The probability generating function φ r (y) of the limit law X r satisfies φ r (y) = 1 + (y − 1) j≥0 h j (y) (j + r − 1)(j + r − 1)! (r ≥ 2),
where the coefficients h j (y)'s are polynomials defined recursively by h j (y) = (y − 1)
with h 0 (y) := 1 and h j (y) = 0 for j < 0.
This series expansion is very useful in deriving most properties we need for X r , which are discussed below. Also it is suitable for numeric purposes since the terms converge factorially fast.
It is easily checked that φ 2 (y) = e y−1 . Also, from (2), we can deduce an alternative expression to (1)
Factorial moments of X r . The factorial moments of X r can be computed as follows.
Corollary 1.
The m-th factorial moment of X r satisfies
where the sequence τ m (j) is defined recursively by
for j ≥ 0.
In particular, we have
Limiting probability of having no r consecutive records. Since the probability of having r consecutive records decreases as r grows, we expect that φ r (0) → 1 as r becomes large. Note that the right-hand side of (2) is itself an asymptotic expansion for large r. Thus we obtain the following factorial convergence of φ r (0) to 1.
Corollary 2.
The limiting probability of having no occurrence of r consecutive records satisfies Thus the limit law X r has most of its mass at zero when r grows, and becomes almost degenerate.
Method of proof. The probability generating function F n,r (y) := E(y Xn,r ) satisfies the recurrence (see Chern et al., 2000) F n,r (y) = n + y − 1 n F n−1,r (y) + (1 − y)
for n ≥ r with the initial conditions F n,r (y) = 1 for 0 ≤ n < r. Then the bivariate generating function
where
with the initial conditions B(z) = 1 + 2z + · · · + (r − 1)z r−2 + · · · . Such a DE is of the form of a Laplace equation (see Coddington and Levinson, 1955) whose resolution is straightforward as far as the order is concerned. The main difficulty lies, as for most DEs, in determining the leading constants in more explicit form. We use the same elementary approach introduced in Chern and Hwang (2003) for random k-d trees, which is especially useful for DEs with polynomial coefficients. Such an approach requires little knowledge on DEs (indeed, one requires only the Frobenius method). Additional arguments are needed, however, to prove (2), which is much simpler than the series obtained by that approach. Some other concrete examples for which our approach applies can be found in van der Poorten (1978), Wimp and Zeilerber (1985) , Zudilin (2003) .
Outline of the paper. The neat series form (2) is proved by three main steps: We first prove in the next section a series form for φ r (y) using the elementary approach developed for Cauchy-Euler DEs in Chern et al. (2002); then we simplify the series so derived by the functional equation approach used in Chern and Hwang (2003) . The final form (2) is achieved via further simplification of the involved coefficients.
A Cauchy-Euler approach
We prove in this section the first series expression (13) for φ r (y), using the elementary approach proposed in Chern et al. (2002) .
Asymptotics of E(y
Xn,r ). We briefly describe the approach used in Chern et al. (2000) . By a modification of the Frobenius method, it is proved that B(z) has the expansion
for z ∈ C \ [1, ∞), where Ξ and Υ are both entire functions. From this and the value
it follows that
The main problem is reduced to computing φ r (y), which is straightforward when r = 2 since the DE is of first-order. When r = 3, the second-order DE can also be solved explicitly by standard procedures (see §6.2, Erdélyi, 1953), yielding (1) . But this approach fails for higher r. A different approach is needed.
Nullifying the initial conditions. To solve asymptotically the DE L[B] = 0, a minor, but very convenient step is to consider the DE satisfied by the function
It has non-zero inhomogeneous part and all initial conditions zero. By (6), we also have the growth estimate
for z ∈ C \ [1, ∞) and for finite y.
Rewriting the DE as a "perturbed" Cauchy-Euler DE. Let ϑ := (1 − z)( d/ dz). We then rewrite the DE satisfied by f (z) in the following form
and g(z, y) :
DEs of the form P (ϑ)[Y ](z) = ϕ, where P is a polynomial, are usually referred to as Cauchy-Euler DEs (see Chern et al., 2002) . The DE (9) has such a form, but additional complication arises since the right-hand side involves itself f . The main observation we need then is that the contribution from the right-hand side is smaller since by (8), we have
Thus the same elementary tools developed for Cauchy-Euler DEs can be applied.
Linear operators.
To proceed further, we observe that the integral
This implies, by (9) and the form of P 0 (ϑ), that
Asymptotics of the coefficients. We next examine the change in coefficients of f when applying successively the linear operators. We use the notation [z n ]f (z) to denote the coefficient of z n in the Taylor expansion of f .
The tool we need is summarized in the following lemma.
Lemma 1 (Chern et al. (2002)). Assume
Note that if c = 0, then the lemma becomes "if
Proof. Noting that [z n ]R(z) = o(n) (it is indeed bounded for all n), we obtain, by applying successively Lemma 1,
see Chern et al. (2002). The Proposition follows from this and (6).

A functional equation approach
The series form (13) is less manageable since it involves again the function f in a complicated way. We use an approach via functional equation, introduced in Chern and Hwang, (2003) , to simplify that series, the resulting series being (18).
The functional equation.
To further simplify the function K(y), we introduce the Mellin integral
and
Then
We use the following lemma to simplify the last integral.
Lemma 2 (Chern and Hwang, (2003)).
Let p 1 (x) and p 2 (x) be two polynomials of degree at most k.
Assume that ϕ(x) is defined in the unit interval and satisfies ϕ (j) (0) = 0 for 0 ≤ j < k. Then for any s ∈ C such that p 1 (s) = 0
provided that the last integral converges, where p 1 (ϑ) −1 represents the inverse operator of the differential operator p 1 (ϑ).
By applying this lemma to the integral on the right-hand side of (15), we obtain the functional equation 
where h j (y) satisfies (3) and the series is absolutely convergent.
Proof. We first derive a closed-form expression for h j (y).
Lemma 3.
For r ≥ 2 and j ≥ 1
where ρ j := ρ j (y), 1 ≤ j < r, denote the zeros of the polynomial p(z) := 1 − (y − 1)(z + z 2 + · · · + z r−1 ) and
Proof. The generating function H(z) := j h j (y)z j satisfies the following initial value problem
with H(0) = 1, where q(z) := (y − 1)(1 + 2z + · · · + (r − 1)z r−2 ) + (y − 1)z r−2 . Assume first that all zeros of p(z) are simple. The DE can be solved explicitly
This proves (19) when p(z) has only simple zeros. Since h j (y) is itself a polynomial of degree j, the same result holds, by continuity, for all y.
For the proof of (18), we need only to prove the following result.
Lemma 4.
The function K(y) in (13) is given by the absolutely and uniformly convergent series
with b 0 (y) = 1 and b j (y) = 0 for j < 0.
Proof. By taking s = 2 and then iterating N times the right-hand side of (17), we obtain
and for N ≥ 0
Then b j satisfies b 0 (y) = 1, b j (y) = 0 for j < 0, and
This, together with (10), proves (20). It remains to prove the absolute and uniform convergence of the series (20). Note that h j (y) = (j + r − 1)!b j (y)/(r − 1)!. By (19), h j (y) is at most of exponential growth for large j and finite y. Thus b j (y) is factorially decreasing for growing j, and this completes the proof of the Lemma.
Proof of Theorem 1
We prove our main result (2) in this section by further simplifying the series (18).
Simplifying g
* . By (11) and (14), we can rewrite g * in the form
where G(s) := 0≤ℓ<r g * ℓ /(s + r + ℓ) with g * 0 := r! 1≤i≤r−2 1/i! and
Lemma 5. If −s ∈ {r, . . . , 2r − 1}, then
Proof. We have
Proof of (2). By substituting (22) into (18), we obtain φ r (y) = 1 + j≥1 r! (j + r)! h j (y) − (y − 1) j≥1 G(j) (j + r − 1)! h j (y).
We now apply the recurrence (3) to the first sum and (23) to the second on the right-hand side, which gives the required expression (2) after cancellations of common sums. This expansion is, although more explicit, less useful for numeric purposes. 
where h j (y) = m≥0 h j,m (y − 1) m .
Proof. By (2) . Note that the right-hand side of (24) is indeed a finite sum. successively and using the definition of τ k (j), we obtain (4) since h j,0 = δ j,0 , where δ j,0 denotes the Kronecker symbol.
