1. Introduction. Some years ago it was proved [2] 1 that the continued fraction (1.1)
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converges if the complex numbers a n satisfy the following conditions: Later one of the present authors proved [3] that (1.1) converges if Recently Thron [ó] has shown that if (1.5) | a 2 n+i| ^ * 2 < 1, U 2 «| £ (1 + ky + e (e> 0), the continued fraction (1.1) converges. For k 2 <l this result can be shown to be a "best" result except possibly for the presence of the quantity e.
The present paper is concerned with establishing convergence criteria of this general type. The principal result is given in Theorem 3.1. The method to be used is the following. Denote the nth. approximant of (1.1) by A n /B n . Conditions on the numbers a n are determined which imply that the approximants lie in a given region V of the complex plane. A continued fraction the elements of which are functions of the complex variable z and which reduces to (1.1) for 2 = 1 is then introduced. When the given conditions on the numbers a n are satisfied the approximants of this continued fraction are shown to Geometrically it is clear that a+S is a translation of the set 5 by means of the vector a. Similarly aS will denote the set obtained from S by multiplying each element of S by the number a. Geometrically this constitutes a stretching of the set S followed by a rotation of the resulting set through an angle of arg a. By the notation JD[#5] is meant the point set intersection of all sets aS as a assumes all values in a given set A.
The following lemma is an extension of a result due to Scott and Wall [4] . 
+ + belong to V%.
The proof of this lemma is by an easy induction.
We proceed with the proof of the following result which is a consequence of Lemma 2.1. LEMMA To prove this lemma it will be sufficient to show that conditions (c) and (d)
Let Vi and V% be any two sets of numbers in the complex plane such that the sets
E 1~D [v 2 (V l - l)] t £ 2 = D[v!(V % -l)]of Lemma 2.1 are satisfied when we have identified the sets Di of that lemma with the present sets Ei, for i = l, 2, respectively. We shall prove that condition (c) holds. The proof for (d) will then follow mutatis mutandis. To that end let a be any point belonging to Ex and v 2 be any point belonging to V 2 and observe that the definition of Ei insures the existence of a point z>'i£ Vi such that a=v 2 (v{ -1). It follows that l+a/v 2 =v{ £ Vi.
The principal theorem.
We proceed with the proof of the following result. The first step in the demonstration of this theorem is the proof of the following lemma. LEMMA 3.1. Let k be any real number greater than 1. If the elements a n -r n e idn are such that
the values of the approximants of (1.1) belong to Vi and the values of the approximants of (2.1) belong to V 2 .
Let the sets Vi and V 2 of Lemma 2.2 be respectively the sets |s-l| ^feand \z\ âl. It will follow that (i) the set E^Pf^Fi-l)] is the set \z\ ^k and that (ii) E 2 -D[vi(V 2 -1)] is the set of points z -re id for which r^2(k -cos 0). To prove (i) observe that Fi -1 is the set of points z for which |g| ^k and that the set The proof of (ii) is somewhat more complicated. We observe that V2 -1 is the set of complex numbers z for which \z+l\ àl. The set 0(7-1) is not well-defined. From continuity considerations we shall define it to be the set exterior to the null circle \z\ = 0. Consider then the set of products fli(Fa -1) where tfi£Fi and #15*0. If V\ and v{ are any two such elements of Vi having the properties arg t>i = arg v{ and \v{ I > \vi|, then v{ (F2 -l)Oi (F2 -1) . This is true since multiplication of V2 -1 by v{ subjects the set to the same rotation as multiplication by V\. Since however \vl |>|i>i|> the "exterior" set which is V\(Vi -1) contains the "exterior" set vl{V*--\).
for v{ on the boundary of V\. We can now prove that £2 is the set of numbers z*=re i9 for which
To determine the boundary of £2 it is clearly sufficient to consider only those products v{ (vi -1) where vi and vi range over the boundaries of Vi and V2 respectively. To that end let r(a)e ia and p(J3)e ifi be arbitrary points of the boundaries of Vi and F2-I, respectively. It is clear that
We shall show first that
It will follow then that the boundary of £2 is not exterior to the limaçon r = 2(fe-cos 0). The proof of (3.2) is easy. It is clearly sufficient to prove that
Since cos j8 <0 and k> 1, it is then sufficient to prove that
But this is equivalent to (3.3) 0 £ (t sin 0 + sin a) 2 .
Thus (3.2) is true. However, we observe that inequalities (3.2) and (3.3) are equivalent. With this in mind we can establish that corresponding to each angle a+fi~d there exists an essentially unique choice of a and of j8 such that the equality sign in (3.2) and in (3.3) holds. It will follow that the limaçon r = 2(fe -cos 0) is the boundary of E*. The angles a and j3 referred to are determined by the following conditions:
sin a = -k sin 0/A, cos a = (1 -k cos 0)/A,
where A = (l-2& cos 0+fc 2 ) 1 ' 2 . It is clear that these equations determine a and j3 to within an additive integral multiple of 2T. It is easy to see that (3.3) and hence (3.2) reduces to an equality for this choice of a and /?. It is not difficult to prove that there is no other choice of a and /3 having the desired properties. However, since the uniqueness is irrelevant to our present discussion, its proof is omitted.
The proof of the lemma is completed by noting that i$ is a complex variable. This continued fraction reduces to (1.1) when 2 = 1. We shall suppose that the coefficients a n satisfy the hypotheses of Theorem 3.1. It is clear then that for \z\ Sîl + Ôi, where ôi = e/(fe -€), (3.6) \a 2n -iz\ Û k.
Further, since the numbers a 2n He outside the limaçon r = 2(£+€i -cos 0), positive numbers rj and 82 can be chosen so small that for |0| ley and r^l + 5 2 we have a^lz -Re^ satisfying the conditions 
