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ABSTRACT

SOLIDIFICATION EXPERIMENTS AND
MAGNETOHYDRODYNAMIC MODELS IN
ELECTROMAGNETIC LEVITATION
FEBRUARY 2022
GWENDOLYN P. BRACKER
B.Sc., CASE WESTERN RESERVE UNIVERSITY
M.Sc., UNIVERSITY OF MASSACHUSETTS, AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Robert W. Hyers and Professor Douglas Matson

Electromagnetic levitation (EML) is a technique for containerless processing.
The unique environment of containerless processing allows for the study of highly
reactive melts at elevated temperatures. In containerless processing, the interface
between a melt and its container is removed, reducing chemical contamination. In
addition, levitation techniques reduce the available heterogeneous nucleation sites,
providing greater access to the undercooled region for solidification studies. Levitation techniques provide the environment to study the fundamental behavior and
thermophysical properties of liquid metals.
During electromagnetic levitation experiments, magnetohydrodynamic flow is driven
in the sample by the electromagnetic force field. This flow can have various effects on
the sample, some of which are detrimental to measurements. In other experiments

vi

the internal flow is an experimental variable that is necessary to interpret the experimental results. However, the flow in most metallic melts is difficult to directly
measure because metallic melts are opaque and featureless, while also quickly dissolving any tracer particles. Since the flow in the sample is not possible to measure
directly from the experimental observations, computational fluid dynamics (CFD) is
used to calculate the flow using the experimental conditions present at the point of
interest for a given experiment.
The work presented here contributes to the steady-state models used to calculate
the flow resulting from the EML force field. The current model presented here is
validated both against an experimental case and against previous published models.
During development of the new models, variations across different versions of ANSYS Fluent were observed. The differences were explored and found to be within an
acceptable range. The steady-state model was applied to a series of parabolic flight
experiments on Fe-10wt%Si. Additionally, the steady-state model was used to calculate the flow conditions on a zirconium sample at the time of anomalous solidification
events observed during ISS-EML experiments.
The steady-state model was expanded to a transient model to further explore
the flow effects on the sample. By developing a transient model, the effects of the
excitation pulse on the internal flow was calculated for a Zr64 N i36 sample. This
sample was observed to experience pulse-triggered solidification. The transient model
provided insights into behavior of the internal flow at the time of solidification.
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CHAPTER 1
INTRODUCTION

1.1

Purpose

In electromagnetic levitation (EML), a sample is isolated from its container using
levitation. This provides a unique environment to study the thermophysical properties and solidification behaviors of highly reactive, high temperature melts. The National Aeronautics and Space Administration (NASA), the European Space Agency
(ESA), the Deutches Zentrum fur Luft-und Raumfahrt (the German Aerospace Center, DLR) and other national and international collaborators have worked together to
undertake various experiments and measurements of liquid metals using the facility
on board the International Space Station Electromagnetic Levitator (ISS-EML). A
deeper understanding of the fundamental behavior, properties, and solidification of
metals provides the tools to better control the microstructure during manufacturing.
Levitation eliminates the interface between the melt and a container making it
possible to study highly reactive melts at high temperatures. During levitation, a
melt is constrained by surface tension alone, which limits the opportunity for chemical
contamination by the container [11]. Additionally, removing the interface between the
liquid and its container, containerless processing reduces the avaliable heterogeneous
nucleation sites, which allows for greater access to the undercooled regions of a melt
for solidification studies. [12, 13, 14, 15]
Levitation for containerless processing can be achieved through a variety of mechanisms including electric charge (as in ESL), acoustic pressure (as in acoustic levitation) and aerodynamic forces. Electromagnetic levitation is achieved by running
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current though a series of coils to generate an electromagnetic field that is used to position and heat the sample [1, 16, 17]. This magnetic force field supports the sample;
however the force field also drives fluid flow within the levitated melt. This flow can
have various effects on the sample, some of which are detrimental to measurements.
In other experiments, the internal flow is an experimental variable that is necessary
to interpret the experimental results. However, the flow in most metallic melts is
difficult to directly measure. Metallic melts are opaque and featureless, while also
quickly dissolving any tracer particles. Since the flow in the sample is not possible to
measure directly from the experimental observations, computational fluid dynamics
(CFD) is used to calculate the flow using the experimental conditions present at the
point of interest for a given experiment. In many experiments, steady-state models
provide sufficient insight into the flow behavior in the sample. In other experiments,
like the one discussed in Chapter 5, a dynamic model is required to investigate the
transient effects of changes to the EML force field.

1.2

Outline

In the CFD model, the EML force field is applied as a body force to the system.
The body forces are calculated using the method presented in detail in Chapter 2.
Additionally, Chapter 2 presents details on the mechanics of EML and current EML
facilities as well as information on the applications of EML, such as thermophysical
property measurements and solidification studies. Chapter 3 provides a discussion
on the fundamentals of fluid dynamics, on the application of fluid dynamics in computational simulations, and the software package used for the simulations. Further,
Chapter 3 presents the benefits modeling brings to the EML project and validation
done by Lee et. al. [5] using a prior model in the same CFD package.
Details on the changes to the model along with validation for the new model in
Chapter 4. In addition to this the grid sensitivity of both the magnetic model and the
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CFD model are presented in Section 4.2. The steady-state model was used to explore
differences between versions of ANSYS fluent which is also discussed in Section 4.3.
Further the applications of the steady-state model to analyze the internal flow of a
parabolic flight sample of Fe-10wt%Si is presented in section 4.4. The steady-state
model is also used in Section 4.5 to analyze the results of a series of experiments
studying dynamic nucleation in a zirconium sample in ISS-EML.
The development and validation of the transient model is presented in Chapter
5. This includes a discussion of determining the appropriate step size for temporal
advancement in the transient model. The transient model is applied to explore the
transient effects of the pulse in a Zr64 N i36 sample in ISS-EML and is discussed
in Section 5.4. Chapter 6 and Chapter 7 present the conclusions of this work and
continued work on this project, respectively.
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CHAPTER 2
ELECTROMAGNETIC LEVITATION

2.1

Overview of Electromagnetic Levitation

Levitation techniques can be used in containerless processing to isolate a molten
sample from its environment. During levitation experiments, the melt is constrained
by its surface tension and can be manipulated for study without contacting an interface. Containerless processing techniques, such as electromagnetic levitation, allow
for the study of reactive melts, like metals, at elevated temperature without chemical
or physical interactions with or contamination from a container [11]. Additionally,
by removing the interface between the liquid and its container, containerless processing reduces the opportunities for heterogeneous nucleation to occur, which allows
for greater access to the undercooled regions of a melt for solidification studies and
thermophysical property measurements. [12, 13, 14, 15]
Levitation for containerless processing can be achieved through a variety of mechanisms including electric charge, in ESL, acoustic pressure in acoustic levitation and
aerodynamic forces, and electromagnetic forces in electromagnetic levitation (EML).
Electromagnetic levitation is achieved by running current though a series of coils to
generate a magnetic field that is used to position the sample. [1, 16, 17] Terrestrially,
the force field must support the mass of the sample against the acceleration of gravity
which requires the current through the coils on the order of 100s of amps. However,
the forces required to support the sample drive turublent flow in the sample. Alternatively, samples processed in microgravity only require forces to stabilize the sample
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against external residual forces. The smaller forces require a much smaller magnetic
field and current, with the added benefit of reducing stirring in the sample [1, 16, 17].

2.1.1

Temperature Measurement

During electromagnetic levitation experiments, the sample is observed using contactless techniques such as high-speed video recording and pyrometry to observe the
sample. Pyrometer measure the temperature of the sample as a function of the
spectral directional radiance at a given wavelength and form. The spectral radiance
emitted by black body is described as a function of temperature and wavelength by
Plank and often approximated using Wien’s approximation. However, the spectral
directional radiance of a physical sample is lower than that of a black body. The
emissivity is used to describe the fraction of radiance produced by a sample to that of
a corresponding black body. Therefore the radiance emitted from a physical sample
is described by Equation 2.1 [18, 19].

Lλ (λ, T ) = λ ∗

c1
1
 
πΩ0 λ5 exp c2

(2.1)

λT

The emissivity of a material is must be determined at a reference temperature
to calibrate the pyrometer before temperature measurements can be determined. In
liquid metals, the apparent liquidius temperature, TP L is often used since the transition between phases is clearly visible in the pyrometry data and the true liquidus
temperature, TL , is usually known. There are various different methods to correct
the apparent temperature, TP from a pyrometer including a linear correction, Equation 2.2, a radiance correction, Equation 2.3 [19, 18], or emissivity based correction,
Equation 2.4 [20], depending on the required measurement precision. In Equation
2.4, true is the true emissivity of the sample which is solved for using the correction
temperature. The pyrometer tool emissivity used is given as used and B = 9107.3
and C = 280.59 are constants depending on the type of the pyrometer.
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T = TP − (TP L − TL )

1
1
1
1
=
+
−
T
TP
TL TP L


T =

B
+

true
ln( used
)

B
TP +C

(2.2)



−C

(2.3)

(2.4)

In cases where the measured temperatures are close to the reference temperature,
rapid calculations via the linear corrections may be appropriate. This is seen in
Figure 2.1 where it is seen that the apparent temperatures require fewer than 5◦ C of
adjustment. In these cases the tangent given by the linear correction, Equation 2.2
is a good estimate of the temperature correction given in 2.3. In the temperature
corrections for ZrNi, the difference for the linear correction method and the radiance
correction method varies from 0.36◦ C to 0.74◦ C.
Other cases require larger temperature corrections and thus a linear approximation
deviates farther from the more accurate radiance correction and emissivity correction.
In the case of a Zirconium sample, measurements were taken far from the reference
temperature and larger temperature corrections, on the order of 10s of ◦ C were required. As a result, the linear temperature correction varied from the radiance and
emissivity corrections by up to 12.1◦ C. The appropriate method of correction should
be determined by the accuracy required of the experiment and necessary temperature
precision.

2.2

Electromagnetic Calculations

In EML, superposed electromagnetic fields are used to position and heat the sample. In microgravity, a magnetic quadrupole field is used to support the sample at the
center of the coils. A homogenous dipole field is used to heat the sample by inducing
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Figure 2.1: The small corrections required by the temperatures close to the reference
temperature for this material allow rapid calculations to provide a good estimate of
the temperature. The data presented here is used in Section 5.4 to explore dynamic
nucleation in cases with accelerating flow.

Figure 2.2: Larger temperature corrections require more accurate calculations to
calibrate the apparent temperatures to corrected temperatures. The data presented
here is used to explore dynamic nucleation discussed further in Section 4.5.
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Figure 2.3: (Left) The quadrupole feild is generated using opposing currents between
the upper and lower coils. (Right) Parallel currents are used to generate the dipole
field used to heat the sample. [1]

a current on the surface of the sample which produces heat through resistance to the
flow of current. [1] The magnetic fields generated by the coils are shown in Figure
2.3.
An electromagnetic field is generated by running current through a series of coils.
Perpendicular to the flow of the electric current, a magnetic field is produced. The
magnetic field induces a current on the surface of the sample which heats the sample
through Joule heating. The force imposed on the sample by the applied magnetic
field is known as the Lorentz force, which supports the sample.
The calculations for the Joule heating and Lorentz force provide information on
the forces applied to the sample by the electromagnetic field. This includes the
distribution of the force, the total force applied to the sample, the distribution of
heat, and the total amount of heat absorbed by the sample. Finite element analysis
is used to discretize the electromagnetic model to the geometry of the sample and
allows the model to be applicable to various different levitation facilities at a wide
range of operating conditions.
The electromagnetic model incorporates various assumptions into these calculations. First, it is assumed that the system and sample are axisymmetric, which is
reasonable for a levitated sample held together by surface tension. The second as-
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sumption is that the system is magnetoquasistatic such that the electromagnetic fields
are dominated by the current flows. In a typical levitation system, the magnetic diffusion time is much larger than the electromagnetic wave transit time which is, in turn,
much larger than the charge relaxation time. This relationship among timescales
asserts that the electromagnetic fields are dominated by the flow of currents rather
than the diffusion of charge. [2]
Liquid metals behave as conductors in the electromagnetic field. As such, space
charges are not supported within the sample, and charge only exists on the surface
of the sample. Since charge cannot flow in or out of the sample, it is an equipotential
surface and does not accumulate charge. The displacement current, D = E is equal
to zero since the electric field is the gradient of the constant electric potential.
The magnetization density of liquid metals is zero. Even at the deepest undercoolings, the samples are well above the Curie temperature and therefore are nonmagnetic. Since the electomagnetic fields are dominated by the current flows, magnetoquasistatic conditions allow Maxwell’s equations to be simplified to Equations 2.5
- 2.7 in which J is the current density, H is the magnetic field, B is the magnetic flux
density (B = µ0 H), and E is the electric field.

∇×E =−

∂B
∂t

(2.5)

∇×H =J

(2.6)

∇·B =0

(2.7)

The final assumption is that the fluid velocity does not significantly affect the
current density. The magnetic Reynolds number, Equation 2.8, is used to quantify
this effect. In a typical levitation system the magnetic Reynolds number is on the
order of 10−4 to 10−3 supporting the assertion that the internal magnetohydrodynamic
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flow does not significantly affect the distribution of currents and may be neglected in
calculating the current distributions and magnetic field [21, 22].

Rem =

τm
= µ0 σel U0 l0
τconv

(2.8)

Using these assumptions, the distributions of the magnetic field and induced currents may be calculated numerically. The calculations are evaluated using the method
of mutual inductances [23, 3] applied on a mesh of the the sample domain. Once the
domain is dicretized into elements, a matrix equation is used to relate the known
source currents with the unknown currents in each element. Once the currents in
each element have been solved for, they are used to calculate the magnetic flux density. The resulting magnetic field, along with the currents and physical properties of
the melt are used to calculate the Joule heating and Lorentz forces on the sample.
2.2.1

Current Distribution

Current within the sample is evaluated using the Biot-Savart law, Equation 2.9,
applied on a finite element grid.
µ0 Z J(r)dv 0
A=
4π V 0 |r − r0 |

(2.9)

The elements of the gird are defined to be small enough to approximate the current
density as a constant in a given element such that Ii,f = Ji,f Si . The cross-sectional
area of element i is given by Si , as is shown in Figure 2.4. Currents in this system
flow in the φ direction and therefore the vector potential only has a φ component,
giving Equation 2.10 to calculate the superposition of the different frequencies (f )
and source coils (kf ). The summation over index l accounts for the currents induced
in the other elements.


N



k
Nf
N I
Xf I Ikf ,f dskf 
µ0 X
Il,f dsl
X
Aφ =
+


4π f =1 l=1
ril
rikf
kf =1
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(2.10)

Figure 2.4: A distorted spherical droplet discretized into N elements. The electromagnetic field acting on the sample is generated by Nkf source coils operating at Nf
frequencies. [2, 3]

In the absence of an imposed electric field, the current density, J = σE for complex
current becomes Equation 2.11, in which σ is the electrical conductivity and ω is the
angular frequency and Aφ .
Jφ = −jσωAφ

(2.11)

By substituting the relationship given in Equation 2.11 and evaluating over the path
integral of the current,

H

dsi gives the following equation for a single frequency. The

calculations should be repeated for each of the different frequencies.


I

N I I
µ0  X


jJi,f
dsi =
σωf
4π

l=1

Nkf

Il,f dsl
dsi +
ril
kf =1

X I I



Ikf ,f dskf 
dsi 
rikf

(2.12)

The double circuit integrals in this form have the same form as the mutual inductance given in Equation 2.13.
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µ0 I I dsi · dsl
Mil =
4π
ril

(2.13)

The mutual inductance can be substituted into Equation 2.12. Using the relationships: Ji,f =

Ii,f
Si

H

and Ri =

dsi
,in
σSi

which Ri is resistance, Equation 2.12 reduces

to

Nk

N
Xf
X
j
Ikf ,f Mikf
Ii,f Ri =
Il,f Mil +
ωf
kf =1
l=1

(2.14)

After separating the real and imaginary parts and changing the summation index
from l to m, the imaginary part becomes:

I
Ii,f

N

k
R
Xf IkRf ,f Mikf
Mim
Im,f
= −ωf
− ωf
Ri
Ri
m=1
kf =1

N
X

(2.15)

The equation for the real part of the current becomes:

R
Ii,f
Ri

+

ωf2

Nk

Nk

f
R
N X
Xf
X
IkRf ,f Mil Mlkf
Mil Mlm
Im,f
I
2
= ωf
Ikf ,f Mikf − ωf
(2.16)
Rl
Rl
kf =1
l=1 kf =1
l=1 m=1

N X
N
X

Equation 2.16 can be written as a matrix equation:

[R + X]I = C

(2.17)

Rij = Ri δij

(2.18)

where

Xij = ω

2

N
X
l=1

Mil Mlj
Rl

Nkf

Ci = ωf

X

Nk

IkIf ,f Mikf

−

ωf2

kf =1

f
N X
X

l=1 kf =1

(2.19)
IkRf ,f Mil Mlkf
Rl

(2.20)

The matrix equation is used to solve for the real parts of the currents Ii,f and Equation
2.15 is used to calculate the imaginary part of the current.
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Figure 2.5: Currents flowing within the sample are modeled using concentric ring
currents of radii a and ρ separated by vertical distance z. [2, 3].

2.2.2

Mutual Inductance

With the real and imaginary currents solved in terms of the mutual inductance, the
contributions of concentric currents should be included in the calculuations. Between
two concentric ring currents, like those shown in Figure 2.5, the mutual inductance
is defined as:
Mil =

µ0 I I dsi · dsl
4π
ril

(2.21)

The concentric rings of of a radii a and ρ. The rings are separated by a vertical
distance z. The following relations in Equations 2.22 and 2.23 define an segments of
the ring current in terms of the difference in angle, cos = cos(φ − φ0 ). The distanced
between the segments is defined in Equation 2.24.

dsi = adφ (sinφix + cosφiy )

(2.22)

dsl = ρdφ0 (sinφ0 ix + cosφ0 iy )

(2.23)
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1



ril = a2 + ρ2 + z 2 − 2aρcos (φ − φ0 )

2

(2.24)

Substituting these relationships into Equation 2.21 solves to Equation 2.25.
µ0 Z 2π 0 Z 2π
cosd
Mil =
dφ aρ
1
4π 0
0
(a2 + ρ2 + z 2 − 2aρcos) 2

(2.25)

The second integral takes the form of elliptic integrals according to the form given in
Equation 2.26.
Z 2π
0

cosd

2
−√
1 =
aρ
(a2 + ρ2 + z 2 − 2aρcos) 2

! 

k−

2
2
K+ E
k
k




(2.26)

In Equation 2.26, K and E are complete elliptic integrals of the first and second kind
to modulus k 2 , respectively. Equation 2.26 can be substituted into Equation 2.25 and
since k, K, and E are independent of φ0 , which becomes:
√
Mil = −µ0 aρ

2.2.3



k−

2
2
K+ E
k
k




(2.27)

Magnetic Flux Density

With the current in each element calculated, the magnetic flux density, B, is
given from the curl of the vector potential A, which is calculated form the current
distribution. The vector potential in each element is calculated from the Biot-Savart
law. By choosing axes such that point P lies on the x-z plane, shown in figure 2.6, a
line current will have only a φ-component.
µ0 Z Iφ (r0 )ds
A=
4π c |r − r0 |

(2.28)
1

In which ds = adφ (sinφix + cosφiy ) and |r − r0 | = (a2 + ρ2 + z 2 − 2aρcosφ) 2 so
that Equation 2.28 becomes the following in which the integral has been solved in
Equation 2.26 using complete elliptic integrals of the first and second kind to modulus
k2:
14

Figure 2.6: The reference frame for calculating the magnetic flux through point P is
chosen so that the current only has a φ-component. Point P is near a circular loop
of radius a in the x − y plane [3, 4].

15

Aφ =

cosφdφ
Iµ0 a Z 2π
Iµ0 a
1 =
4π 0 (a2 + ρ2 + z 2 − 2aρcosφ) 2
4π
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2
2
K+ E
k
k




(2.29)

The magnetic flux density B is found by taking the curl of the vector potential A,
which in cylindrial coordinates are:

Bρ = −

1 ∂
1 ∂
∂Aφ
(ρAφ ) +
(Az ) = −
ρ ∂z
ρ ∂φ
∂z

(2.30)

∂
∂
(Aρ ) −
(Az ) = 0
∂z
∂ρ

(2.31)

Bφ =
Bz = −

1 ∂
1 ∂
1 ∂
(Aρ ) +
(ρAφ ) = −
(ρAφ )
ρ ∂φ
ρ ∂ρ
ρ ∂ρ

(2.32)

Which are evaluated and simplified to become:
µ0 I
a2 + ρ2 + z 2
z
Bρ =
−K
+
E
1
2
2
2φ 
2
2
(a
−
ρ)
+
z
2
ρ (a + ρ) + z
"

Bφ = 0
µ0 I
Bz =
2φ 
2.2.4

a2 − ρ 2 − z 2
E
K+
(a − ρ)2 + z 2

"

1
(a + ρ)2 + z 2

1
2

#

(2.33)

(2.34)
#

(2.35)

Magnetic Force and Induced Heating

The volumetric force and volumetric heating response of the sample are calculated
from the current and magnetic flux through each element in the computation space.
Both the mechanical response and thermal response of the sample is much slower
than the oscillating current. As a result, a time average over the current oscillations
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is used. The Lorentz force, Fi , and Joule heating, Pi , are calculated according to the
following equations:

Fi =

1X
1Zτ
J × Bdt =
Re{J × B ∗ }
τ
2
0
f >0
f >0

(2.36)

1 Z τ J ·J
1 X
dt =
J · J∗
τ
σ
2σ
0
f >0
f >0

(2.37)

X

P =

2.3

X

Microgravity EML Facilities

Microgravity provides an environment in which metallic melts can be studied
without external influences while minimizing the electromagnetic fields necessary to
support the sample. Terrestrial EML experiments require much larger, nonhomogeneous magnetic fields to support the sample. These large, nonhomogeneous fields
produce heating in the sample, drive rapid turbulent flow, and result in an undefined
non-spherical melt shapes. The aforementioned challenges make it very difficult to
measure thermophysical properties of metallic melts in ground-based EML facilities;
however by processing in microgravity the problems are eliminated. [1]
Very short experiments can be conducted in microgravity in facilities such as
NASA’s 2.2 second drop tower at Glenn Research Center. Longer processing times are
possible during parabolic flight which can achieve around 22 seconds of microgravity.
The European Space Agency operates a series of parabolic flight campaigns, known
as TEMPUS, semi-anually for continued microgravity research. However, longer processing requires a much more stable consistent microgravity environment. Such an
environment is is available on the International Space Station (ISS). The ISS-EML
facility is operated by a long standing collaboration between The National Aeronautics and Space Administration (NASA), the European Space Agency (ESA), the
Deutsches Zentrum für Luft-und Raumfahrt (DLR, the German Center for Aerospace)
and other national and international partners. In this program, experiments investi17

gate solidification and the properties of liquid metals through containerless processing
in an EML field in microgravity.
The ISS-EML facility and the TEMPUS facility utilizes superposition (SUPOS)
levitation to generate the magnetic field for positioning and heating the sample though
superpositioned currents. This allows a single coil set to produce both a quadrapole
and a dipole field. The heating and positioning currents are superposed by independent high-frequency generators acting on a network of inductors and capacitors that
gives two different resonances [1, 16, 17]. This allows the heating and positioning to
be independently controlled [1, 16, 17].

2.4

Applications of Electromagnetic Levitation

Levitation and contactless processing techniques have been applied to measure
range of thermophysical properties in highly reactive, high temperature melts. The
density and thermal expansion has been measured to an accuracy of 370 ppm or
0.037% standard error in ESL. [24] During EML processing, the surface tension,
viscosity, conductivity and resistivity, vapor-pressure, specific heat and total hemispherical emissivity have been measured [25].

2.4.1

Surface Tension and Viscosity Measurements

Surface tension and viscosity have measured using the oscillating drop method in
many studies in both EML and ESL [26, 27, 28, 29, 30, 31, 32, 33, 34, 35]. In the
oscillating drop method, the melt is assumed to be free of force and inviscid. When
oscillations are excited in the sample, it behaves like a mechanical oscillator and can
be closely modeled by a spring and dashpot system. The relations given by Rayleigh
[36] and Lamb [37] use the frequency and damping of the oscillations to calculate the
surface tension and viscosity of the liquid. The following equations are used:
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fl =

l(l − 1)(l + 2)γ
3πm

τl =

!1/2

ρR02
(l − 1)(2l + 1)µ

(2.38)

(2.39)

Equation 2.38 is used to determine the surface tension, γ, as a function of the
mass of the sample, m, the natural frequency of the oscillations, fl , and the mode
of the oscillations, l. In this method the drop oscillates between oblate and prolate
spheroids which is characteristic of mode 2 oscillations [38]. The viscosity of the melt,
µ, is calculated using Equation 2.39 in which the damping coefficient, τ , the density,
ρ, the radius of the sample, R0 , and the model of the oscillations, l are related to the
viscosity.
To ensure that Rayleigh’s assumption of inviscid behavior is satisfied, the quality
factor Q of the mechanical oscillations must be proportional to the following parameter, α2 , defined in Equation 2.40. The α2 parameter was developed to relate the
relative effects of surface tension and viscosity. Reid and Suryanarayana [38, 39] determined that α2 should be greater than 59 to ensure that deviations of the natural
frequency of the drop due to viscous effects are less than 1%.

α2 =

(8γρR0 )1/2
µ

(2.40)

The analyses of Rayleigh and Lamb assume that the amplitude of the oscillations
is infinitesimal. For amplitudes up to about 1% change in polar radius, these assumptions are valid. Xiao, et. al., derived an empirical correction for larger amplitudes
through a review of prior theoretical and experimental work on oscillations of droplets
with finite amplitudes [40].
The oscillating drop method requires that the internal flow of the drop is laminar
and does not cause any energy dissipation to dampen the oscillations. The oscillating
drop method is extremely sensitive to liquid flow within the drop. Energy dissipation
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by the flow, as occurs in turbulence, allows for additional damping of the oscillations.
In this case, damping times are dominated by turbulent dissipation rather than the
inherent viscosity of the melt [41].
It is very difficult to measure and qualitatively analyze flow in metals as liquid metals are opaque and featureless, preventing the direct observation of the flow. In EML,
tracer particles used in particle velocimetry are rarely be seen on the surface of the
sample. In a palladium-silicon sample, such tracer particles were observed to collect
in the stagnation lines of the flow and were observed during quasi-static heating. As
the viscosity of the sample decreased and the flow accelerated, the laminar-turbulent
transition was observed and quantified to occur at a Reynolds number of 600 [42].
When such tracer particles are not present, CFD is used to calculate the flow
pattern and velocity using the thermophysical properties of the melt and the applied
EML field. The flow is then characterized quantitatively using the Reynolds number
to describe the flow as laminar or turbulent. Flow characterization should be assessed
during the design of experiments phase and following experiments to support or refute
experimental results.

2.4.2

Solidification Studies

In solidification, a solid phase grows from a nucleation site. The microstructure
that develops depends on the number of supercritical nuclei and the rate of growth
[43, 44]. During conventional processing, the nucleation sites can originate either
homogeneously in the melt or heterogeneously on a site that reduces the critical
volume required for the nuclei to be on average growing in the melt. As a result,
heterogenous nucleation typically dominates the formation of nuclei because less free
energy is required to reach a supercritical radius [43].
Levitation also provides a unique opportunity to study solidification in an environment where the melt does not interface with a container and therefore has access
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to fewer the heterogeneous nucleation sites. By reducing the available number of heterogenous nucleation sites, EML can access deep undercoolings, often on the order
200-300◦ C or more [12, 13, 14, 15].
This unique processing environments allows for a variety of different solidification
mechanisms to be explored including the coupled-flux nucleation theory [6, 45, 46,
47, 48] and the formation of metastable phases [49, 50, 51]. In addition, a different
mechanism for forming critical nuclei has been proposed. While undercooled melts are
expected to be held at a constant, subcritical undercooling for several hours without
solidification occurring [52, 53, 54], solidification has been observed during a series of
reduced gravity experiments by Hofmeister [14]. The reported anomalous nucleation
events were attributed to dynamic nucleation induced by the collapse of cavities in
the fluid [14] similar to the theory presented by [55] and [56].
In an undercooled liquid, cavitation can induce nucleation when the cavity collapses. The collapse is followed by a pressure spike which is accompanied by a shift
in the melting point. As described by the Clausius-Clapeyron equation:
P1
ln
P2




∆Hvap
=
P



1
1
−
T2 T1



(2.41)

In which P1 and P2 are the pressures at temperatures T1 and T2 , respectively and
∆Hvap is the enthalpy of vaporization. The shift in the melting point results in a
much deeper undercooling and as a result, sufficient driving force for nucleation to
occur [57].
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CHAPTER 3
COMPUTATIONAL FLUID DYNAMICS

In computational fluid dynamics the fundamental governing equations of fluid
dynamics are applied to a geometric mesh and approximated into a series of algebraic
equations. These algebraic equations, along with various assumptions for viscous
forces, heat conduction, and other inputs, are numerically solved to build a predictive
model of flow behavior for the given problem.

3.1

Fluid Dynamics

The dynamic behavior of fluids is primarily described by three fundamental equations: conservation of mass, conservation of momentum, and conservation of energy.
These equations can be modified by adding additional terms and equations to account
for special phenomena, like turbulence.
3.1.1

Conservation of Mass

The first equation governing the behavior of a fluid is the law of conservation of
mass, which is also known as the continuity equation which is given in Equation 3.1.
The law of conservation of mass states that mass cannot be created or destroyed in a
system. In fluid mechanics, the principle of conservation of mass constrains the fluid
density and mass transport within system. [58, 59, 60]
Dρ
+ ∇ · (ρV) = 0
Dt

(3.1)

By assuming a flow to be incompressible, the continuity equation can be further
reduced to a volume continuity equation, given in Equation 3.2. For a fluid to be
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described as incompressible, the density of the fluid must not change. This assumption
approximately applies to all liquids, including molten metals. [58, 59, 60]

∇·V=0
However, when

Dρ
Dt

(3.2)

is non-zero because of changes in pressure or temperature, Equa-

tion 3.1 should be used. [58, 59, 60]

3.1.2

Conservation of Momentum

The second equation governing the motion of a fluid is the law of conservation of
momentum. Newton’s second law of motion states that the change in momentum of
a body is equal to the force acting upon said body. When applied to a fluid-particle,
this principle can be written in the following form, known as Cauchy’s equation of
motion. This provides a relationship between the acceleration of a fluid due to the
body forces applied by gravity ρgi , other body forces such as those applied by the
EML field Fi , and surface stresses

ρ

∂Tij
∂x

on the particle. [58, 59, 60]

∂
DV
= ρgi + Fi +
(Tij )
Dt
∂x

(3.3)

The term Tij is the complete stress tensor used to describe both shear and normal
stresses deforming the element of fluid. The Newtonian stress tensor is used with
the Cauchy momentum equation to define the Navier-Stokes momentum equations in
expanded in Equation 3.4.
∂Vj
∂Vj
ρ
+ Vi
∂t
∂xi

!

"

∂p
∂
∂Vj
∂Vi
= ρgi + Fi −
+
µ
+
∂xj ∂xi
∂xi ∂xj

For incompressible fluids, ∇ · V =

∂Vm
∂xm

!



= 0, which allows the equations to be

reduced to Equation 3.5 in expanded and Equation 3.6 in vector form.
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#

2
∂Vm
+ − µ + µv
δij
3
∂xm
(3.4)


∂Vj
∂Vj
ρ
+ Vi
∂t
∂xi

ρ

!

"

∂p
∂
∂Vj
∂Vi
= ρgi + Fi −
+
µ
+
∂xj ∂xi
∂xi ∂xj

!#

(3.5)

DV
= ρg + Fi − ∇p + µ∇2 V
Dt

(3.6)

In flows with a known constant density or single relationship between density and pressure, the Navier-Stokes momentum equations and the continuity equations provide
a complete description of the behavior of the flow. However, when the relationship
between pressure and density rely on temperature, the thermal energy of the fluid
must also be considered when solving for the behavior of the flow. [58, 59, 60]

3.1.3

Conservation of Energy

The final governing equation is derived from the first law of thermodynamics. The
law of conservation of energy applies to fluids as the change of energy inside a given
fluid element is equal to the sum of the net flux of heat and the work done on the
element. The conservation of energy equation allows a relationship between pressure
and density to rely on the temperature of the system. The conservation of energy
equation is given below for the total energy of the system, accounting for the internal
energy, e, and kinetic energy. The total energy of the system will be equal to the
flux of heat into the fluid, heat conducted into the melt, work done on the fluid by
pressure, work done on the fluid by shear stresses and work done on the fluid by a
body force.
∂
V2
ρ e+
∂t
2
"

3.1.4

!#

V2
+∇· ρ e +
V
2
"

!

#

!

= ρq+∇·(k∇T )−∇·(pV)+τij

DV
+ρf·V
Dt
(3.7)

Boundary Conditions

The number of unknown variables in the fundamental governing equations can
be reduced by choosing appropriate boundary conditions. To solve the equations
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properly, one boundary condition or initial condition per variable per derivative is
needed to avoid unknown constants of integration.
At a wall, the fluid-wall interactions define a set of boundary conditions. In
inviscid systems, fluids are allowed to slip tangentially along a wall, while viscous fluids
require non-slip conditions occur along the same impermeable wall. Other boundaries
include interfaces between two different fluids, surface tension, the pressure of the
system, and a boundary of symmetry. Additionally, initial conditions, such as the
domain behavior at an inlet or outlet can be used to reduce the number of unknowns
in a system. [58, 59, 60]
In levitation experiments, there are no walls. Instead the fluid is held together by
the surface tension on the free surface. This free surface is free of traction and cannot
be crossed by the flow.
Vout = 0

(3.8)

τparallel = 0

(3.9)

Additionally, axial symmetry can be assumed. Symmetry requires that the derivatives be zero along the axis of symmetry and that flow not cross the symmetry boundary.
∂
∂r
3.1.5

=0

(3.10)

r=0

Turbulence

Turbulent flows are characterized by several key features: fluctuations, nonlinearity, vorticity, dissipation and diffusivity; however, despite the chaos, a turbulent
velocity field conserves mass, momentum and energy [58]. While laminar flows are
well described by the fundamental governing equations, turbulent flows require a
much finer mesh to resolve the turbulent eddies and very small time steps to observe
the effects on the flow. This approach is very computationally intensive and often requires impractical lengths of time to solve. When the properties of the turbulent flow
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are known, the Reynolds-Averaged Navier-Stokes (RANS) can be used to calculate
the properties of the flow. In RANS equations, a Reynolds decomposition is applied
to the velocity and pressure to take the time averaged value over a large number
of fluctuations to allow the mean value V̄(x) to be separated from the fluctuations
V’(x, t) [60]:
Z t
¯ = lim 1
V(x)
V(x, t)dt
t→∞ t 0

(3.11)

By applying this to the equations of motion, the continuity becomes:

∇ · V̄ = 0

(3.12)

∇ · V’ = 0

(3.13)

The Navier-Stokes equation becomes the following in which τ̄ (v) is time-smoothed
viscous momentum flux and τ̄ (t) is the turbulent momentum flux tensor, also known
as the Reynolds stress tensor [60]:

ρ

h

i
DV̄
= ρg + Fi − ∇p̄ − ∇ · ρV̄V̄ − ∇ · τ̄ (v) + τ̄ (t)
Dt

(3.14)

These additional terms help to accommodate for the turbulent affects on the flow,
however, additional models are used to account for the effects of turbulent eddies that
are smaller than the grid scale.
A variety of different models have been explored to understand the behavior of high
Reynolds number flow in EML. These models include: different enhanced-viscosity
models, the k- models, and direct numerical simulation. Unfortunately, these models
are unable to sufficiently obtain a realistic velocity field in the sample. [61]
In the k- model, the kinematic turbulent-eddy viscosity is estimated locally using
calculations of the turbulent kinetic energy (k) and turbulent rate of dissipation ().
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Empirical constants are applied to the system using additional transport equations
used to solve for k and . Prior work has used the k- model to estimate the dynamic
viscosity in levitated drops. In this prior work, the reduction in the turbulent eddy
viscosity was correctly shown near the surface of the drop; however, the turbulent
eddy viscosity incorrectly increased near the azimuthal axis and the center of the
drop.[61, 23]. By applying the renormalization group (RNG) method to the k-
turbulence model, the accuracy of the simulations greatly improves. In EML, Berry
determined that the RNG method provides a more realistic result by allowing different
length and time scales to develop the flow [61].
By applying the RNG method to the k- model, the accuracy of the simulation
greatly improves. The renormalization group (RNG) method has become a commonly
used modification and is the turbulent model used by ANSYS Fluent for these simulations [62]. In the RNG method, the dynamic equations for the ensemble-averaged
velocity are derived by averaging over an infinitesimal band of small-scale fluctuations. This allows the small-scale fluctuations to only be used in larger dynamics as
a change in the effective viscosity. The effects of large eddies are incorporated into
the inertial range using a Gaussian forcing function. The effective viscosity is modified and iteratived over until it becomes independent of scale [63] [61]. In ANSYS
Fluent, the RNG k- model improves upon the standard k- model in the following
ways: adding an additional term to the turbulent dissipation equations, including the
effect of swirl, analytically calculating the turbulent Prandtl numbers, and analytically deriving the effective viscosity to make the method more accurate and reliable
for a wider class of flows [64]. This method can be applied to both high and low
Reynolds number flows without requiring wall functions or additional constants in
the governing equations while also allowing for variability in the Reynolds stresses
over the domain [63, 61].
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Berry determined that the RNG k- model is most applicable to the EML because
it is most qualified for Reynolds numbers that are relatively low when compared to
fully developed turbulent flows, characterized by Reynolds numbers on the order of
104 – 105 . Additionally, the RNG k- model provides good qualitative agreement
with the structure of the expected laminar model while also allowing for nonuniform
turbulent eddy viscosities within the drop. [61]
In EML analysis, the comparatively low Reynolds number transitional flows, characterized by Reynolds numbers of several hundred to several thousand are considered
turbulent. At these flow velocities, the flow has been observed to demonstrate the
chaos, mixing, and vorticity characteristic of turbulent flow [42]. However, since the
largest eddies are constrained by the free surface of the drop, the flow cannot reach
fully-developed, isotropic turbulence.

3.2

Discretization

During CFD calculations, the fundamental governing equations of fluid dynamics
are discretized using numerical methods to approximate the solution to fluid dynamics and heat transfer problems. The discretization process approximates the partial
differential equations that define the system using non-linear algebraic equations that
can be solved numerically. There are three key approaches to discretization: finite
element methods, finite volume methods, and the finite difference method.
In the finite element analysis, the domain is divided into cells or elements to
form a grid. These grid elements are either triangular or quadrilateral and are either
rectilinear or curved. Further flexibility is premised by allowing the grid to either
be structured or unstructured. This flexibility allows the finite element method to
handle complex geometries; however, the functional space is determined by varying
the values between nodes and results in a solution are strongly linked to the geometry.
The finite element method solves the integral form of the partial differential equations,
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most generally through the method of weighted residuals, which allows for higher
order methods to be easily constructed. [59]
The finite difference method replaces the partial derivatives with algebraic quotients to develop algebraic equations that can be solved at discrete grid points in the
flow. In the finite difference method, this computational grid covers the solution domain in both time and space. The grid spacing can either be constant or structured
for greater geometric flexibility. At the nodes of the grid calculations are solved using,
partial derivatives approximated between nodes. [60]
The finite volume method directly discretizes the integral form of the equation to
an algebraic equation. In this method, the domain is divided into non-overlapping
cells that are either triangular or quadrilateral. However, curved cell boundaries are
difficult to implement and are often represented as straight with piecewise straight
gridlines. The grid can be either structured or unstructured. Nodes are used to
represent the interpolation structure; however, they are not necessarily placed at the
intersections of the grid but instead are often cell-centered. The conservation laws
are applied to the predetermined nodes in the mesh. These volumes are decoupled
from the cells, permitting additional flexibility in representing the flow field. The
finite volume method combines the geometric flexibility of the finite element method
with the flexibility of discrete flow fields from the finite difference method. However,
the finite volume method has difficulty calculating accurate derivatives because the
computational grid is not necessarily orthogonal nor equally spaced, preventing a
Taylor-series expansion of the derivatives. Typically, the finite volume method is
only second-order accurate and there are not computational mechanisms to reduce
higher-order derivatives.
In time dependent problems or unsteady problems, it is also necessary to consider
whether an explicit or implicit scheme will be used to step through changes in time
and space. In explicit schemes, the dependent variables are obtained from known

29

results and not reliant on the value of other variables. This allows for simple programming but often requires small time and space steps to maintain stability in the
solution. Alternatively, implicit schemes consist of an unknown expression in terms
of both known and unknown variables. As a result, implicit systems create a system
of algebraic equations that are interdependent and must be solved simultaneously.
Implicit systems allow for greater stability and require fewer steps to solve a system; however, each step requires very large matrix manipulation to solve and can be
computationally expensive. Further, the larger time steps result in larger truncation
errors in the solution.

3.3

Fluent for CFD

The CFD analysis for the models has been done using ANSYS Fluent. This CFD
tool uses a finite volume discretization approach to numerically solve the fundamental
governing equations. For modeling liquid metals in EML, the pressure-based solver
is used as this solver is better suited for low-speed, incompressible flows. ANSYS
Fluent solves the governing equations for mass, momentum, and energy conservation
and other necessary scalars with a control volume technique. In the control volume
technique the domain is divided into discrete control volumes. The governing equations are then integrated over the individual control volumes to construct algebraic
equations for discrete dependent variables. The system is then linearized and the
solution of the linear equation system updates the values of the dependent variables
[65].

3.4

The Necessity of Modeling

Internal flow is an important parameter to understand when conducting EML experiments. In some experiments, the flow behavior is a requirement of the experiment
and is an important part of validation [45, 48]. However, in other experiments, the
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properties of the flow, such as velocity and shear-strain rate, are used as experimental
parameters [48].
However, the properties of the flow cannot be measured through conventional
means. A Vives probe, for example, directly measures the velocity within the melt
based on voltage differences due to the flow of a conductor around a permanent
magnet [66]. However, the samples are about the same size as the probe which would
prevent useful flow measurements. Additionally, the melts studied in EML are highly
reactive and would react with the probe. Further, the liquid metal samples processed
in EML are opaque and featureless, preventing Doppler velocimetry which requires
the fluid to be transparent or semitransparent. Additionally, the large EML field
used to control the position and temperature of the sample dominates measurements
taken by electromagnetic sensors preventing useful measurements with this method
[2]. Further, particle imaging velocimetry is very rarely viable, as the sample is
usually featureless without tracer particles available for observation. In rare cases
when tracer particles are present, as was observed in a palladium-silicon sample [42],
the particles collect in the stagnation lines on the surface of the sample and therefore
do not provide the magnitude of the velocity but only insight into the pattern of the
flow [6, 41].
Models can be employed to determine the magnitude and character of the internal
flow of the drop. In experiments that utilize flow velocity as an experimental parameter, the models relate theory to direct observation [6, 67, 68, 45]. Once the flow is
quantified, the Reynolds number can be used to characterize the flow behavior. In the
palladium-silicon sample, the flow was observed during quasi-static heating. During
heating the laminar-turbulent transition occurred. In EML, the flow is characterized
as turbulent when the Reynolds number describing the flow is above 600 [42].
During the design of experiment phase of several different EML experiments, calculating and characterizing the internal flow of the drop is essential to ensure experi-
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mental results reflect the tested hypothesis and not fluid flow effects . The oscillating
drop method, for example, is highly sensitive to the turbulent dissipation of momentum [41]. During experiments using the oscillating drop method to measure the
viscosity of germanium onboard both parabolic flights and ISS-EML, the damping of
the oscillations was dominated by turbulent dissipation resulting in apparent viscosities nearly two orders of magnitude higher than terrestrial measurements [69, 45]. In
solidification experiments, other aspects of the flow, such as shear-strain rate, may
be needed characterize interactions between sub-critical nuclei in the melt [48, 45].

3.5

Model Validation

During the modeling process, it is essential to validate the model against established results before extending it to new conditions. The flow model has been tested
against both recent experiments and prior models.

3.5.1

Experimental Validation

A prior version of the model has been validated against a copper-cobalt system
tested in a ground-based EML facility located at the DLR in Cologne Germany [5].
With sufficient undercooling, the Cu-Co sample experiences a metastable miscibility
gap, resulting in a liquid phase separation. The resulting two phases consist of copperrich liquid and a cobalt-rich liquid which has a higher emissivity. The difference in
the emissivity of the two phases allows the convective velocity to be directly measured
across the surface of the sample optical velocimetry. The model was created using
a mesh based on the detected geometry of the experiment with 987 nodes and 936
2D quadrilateral elements. The properties of molten copper at the test temperature
were used as the properties of the liquid since in the molten state the Co-Cu becomes
primarily 92 at% Cu-rich liquid with Co-rich liquid droplets of similar properties
particles [5]. The model was evaluated in ANSYS Fluent to solve the flow driven by
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the EML forces applied to the drop. The results of the computational model and the
experimentally observed flow velocity were both approximately 30 cm/s with a 7%
discrepancy, which was comparable to the experimental uncertainty. [5]
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CHAPTER 4
STEADY-STATE MODELING

4.1
4.1.1

Model Details
Model Rebuild and Improvement

Part of the preliminary work for this project was to develop an updated version of
the model to improve the meshing, reduce processing times, and account for changes
to newer releases of ANSYS Fluent. Additional options have been added to collect
shear strain data and to plot the EML forces on the drop.
The EML force field is calculated from the coil data, applied current, and sample
geometry as discussed in detail in Chapter 2. The forces from the EML field are
applied as body forces to the sample in ANSYS Fluent. To set-up the model in
ANSYS Fluent, a mesh divides the sample domain into elements in which the CFD
calculations are analyzed. In the previous model, a predefined mesh was rescaled for
any given spherical sample size. A new tool was developed to build a specified mesh
for any given sample size. This new meshing tool allows both the drop size and the
element size to be independently specified. This allows for varying mesh densities to
be used depending on the accuracy required to achieve convergence.
The prior model took the body force data and created a look-up table over the
computational space that was then written into a generated User Defined Function
(UDF). A new tool has been developed to directly read and interpolate the force body
data onto the mesh in ANSYS Fluent. In addition to the more direct calculations,
the new tool is a compiled UDF, which takes the path to the electromagnetic force
data as a variable passed by ANSYS Fluent. This allows the UDF to avoid recom34

piling for each simulation while also simplifying the code and speeding up processing
calculations. This approach reduces the calculation time by compiling the code in
advance and using a function to read the values of the body forces into memory.
Further, the UDF was modified to store the interpolated body forces in Fluent as
a User Defined Memory variable. This allows the force field applied to the drop to
be directly plotted in ANSYS Fluent.
Next, the boundary conditions for the problem are defined. The model uses axial
symmetry to define the computation domain using a 2-D hemisphere mesh. In the
previous model, a single traction free boundary was applied around the full boundary
of the computation space. However, this can allow the derivatives along the axis of
symmetry to be non-zero, especially in turbulent models which voids the assumption
of axisymmetry. A symmetry boundary applied directly to the axis symmetry more
accurately enforces the boundary condition that the derivatives be zero along this
axis. A separate boundary is defined along the surface of the drop as the traction
free surface.
Using the defined conditions, initialization, and material properties for the melt,
the model is iterated over in ANSYS Fluent until convergence is achieved at the
desired convergence criteria.
With the solution for the given set of experimental conditions, the radial velocity,
axial velocity, velocity magnitude, and shear-strain rate magnitude are recorded for
each cell. In a series of models, this allows the maximum velocity and shear-strain
rate to be recorded for each set of conditions and permits the calculated values to be
directly plotted against the said model conditions.

4.1.2

Validation Against Experiment

To prove the usefulness of the model, it was tested against recent published experiments by Lee, et. al. [5]. Lee compared the experimental results of the molten
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Figure 4.1: Co16 Cu84 observed using a high speed camera during terrestrial EML
processing. The Co-rich liquid phase, highlighted with circles, has a higher emissivity
allowing optical velocitmetry to be used to measure the velocity on the surface of the
drop. [5]

Co-Cu against a prior version of the model in which the predicted velocity was within
7% of the experimental results.
The Co-Cu alloy was chosen for this experiment due to the unique properties of the
undercooled melt. When the melt is undercooled, this alloy experiences a metastable
miscibility gap which allows the melt to separate into a two-phase liquid. Each of
the liquid phases have different emissivity values, allowing the different phases to be
visually distinguished and tracked. Small Co-rich phases provide a higher emissivity
than the rest of the sample, appearing as bright spots seen on the sample in Figure
4.1. The motion of these phases can be directly tracked and measured. In Lee’s
terrestrial experiment, a Co16 Cu84 sample was observed using a high speed camera
and an infrared pyrometer. The sample was superheated to +330K and then allowed
to undercool to -180K, when the Co-rich phase was observed. The velocity of the
flow was observed to be 30 cm/s at 1403K using particle-imaging velocimetry.
Lee compared the experimental results to a CFD model similar to those described
in 4.1.1. The mesh was developed using the experimentally observed, axisymmetric
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Figure 4.2: Lee et. al.’s magnetohydrodynamic modeling results for Co-Cu. The EML
force field and turbulent viscosity are plotted on the left and the velocity vector field
is plotted on the right. Additionally the distribution of the velocity on the surface
(black dots) is plotted on the right. [5]

geometry of the drop and consisted of 987 nodes and 936 2D quadrilateral elements.
The density and viscosity of the melt were assumed to approximate the properties of
molten copper at the test temperature since, in the molten state the Co-Cu becomes
primarily 92 at% Cu-rich liquid with suspended Co-rich phases [5]. CFD was used
to evaluate the model. The results are given below in Figure 4.2, where it can be
seen that the maximum velocity within the sample is 38.3 cm/s. However along the
surface of the sample the velocity was measured to be approximately 30 cm/s. The
discrepancy between the maximum surface velocity of the sample and that measured
in the experiment is 7.8%, which was comparable to the experimental uncertainty [5].
The new version of the model was evaluated against this case to determine the
validity of the revised interpolation. Lee provided his code from [5] to compare with
our new model. For comparison, the same mesh was used to assess the updated
interpolation of the EML force field in the CFD software. The model was evaluated
in ANSYS Fluent with the applied EML force field input using the UDF, described
in Section 4.1.1. The same fluid properties were used in the model which yielded
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Figure 4.3: The applied EML force field vectors are plotted on the left. The velocity
vectors for the flow are plotted on the right. The maximum velocity is calculated to
be 38.2 cm/s using the new model analyzed in ANSYS 18.2.

the results in Figure 4.3. In the model published by Lee et. al. [5], the maximum
velocity was 38.3 cm/s, which occurred through the center of the sample. However,
using the new modeling system, the maximum velocity occurs both through the center
of the sample and along the surface. The flow pattern and magnitude showed good
agreement.
In the CoCu experiment, Lee used particle particle image velocimetry to quantify
the velocity of the flow on the surface of the sample to be approximately 30cm/s [5].
Using the results from Lee’s provided model and the revised model, the distribution
of the velocity magnitude is plotted in Figure 4.4. In Lee’s model, the maximum
surface velocity is just over 32 cm/s which is within 7% of the reported flow from
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the experiment. However, in the revised model, the maximum velocity occurs on
the surface of the sample at 38.9 cm/s, which is 21.5% higher than calculated by
Lee’s model but still within the available experimental accuracy. Further the revised
model provides a better estimate of the applied EML forces into the sample than
the previous versions. In the earlier models, the forces calculated by the magnetic
field were interpolated at the cell centers of the CFD mesh which underestimates the
surfaces forces applied to the sample. Alternatively, the revised model interpolates
the points of the CFD mesh into the computational space of the magnetic model and
then calculates the surface forces for a given CFD cell. This allows the revised model
to better resolve the distribution of the magnetic forces and effects like the skin depth,
and to provide a better weighted average force in each computational cell. Thus, it
is expected that the flow rates calculated by the revised model would be faster than
those from the earlier models.
When comparing the new model to the previous version, differences between different versions of ANSYS were observed. These differences are highlighted below in
Figure 4.5a and Figure 4.5b, in which the maximum velocity differs by approximately
4% with the different versions of ANYSYS Fluent being used to evaluate the model.
Variation between models evaluated in different versions of ANSYS Fluent is explored
more thoroughly in Section 4.3.

4.2
4.2.1

Convergence and Grid Sensitivity
Convergence Testing

Convergence testing is used to determine the accuracy of the model and limitations
of a model. It is important to understand the limitations of a models is important
so that conclusions based on the model are limited to the accuracy of the model.
Otherwise, one risks drawing physical conclusions that are not actually supported by
the results.
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Figure 4.4: The modeled velocity magnitudes are plotted as a function of position on
the surface of the sample. The surface velocities provided by Lee’s model are plotted
in orange and the new revised model results are plotted in blue.
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(a) Lee’s magnetohydrodynamic model evaluated in ANSYS Fluent 14.5.

(b) Lee’s magnetohydrodynamic model evaluated in ANSYS Fluent 18.2.

Figure 4.5: The code Lee provided was used to evaluate the model of the Co-Cu
sample in both ANSYS Fluent 14.5 and ANSYS Fluent 18.2. When calculations
were done using ANSYS Fluent 14.5, the maximum velocity was calculated to be
40.4 cm/s. However, when the model was evaluated in ANSYS FLuent 18.2, the
maximum velocity in the sample was 38.9 cm/s.

In ANSYS Fluent, the default convergence is based on the reduction of the scaled
residuals by three orders of magnitude. The residuals are calculated as a function of
the imbalance summed over the P cells in the computation domain, given in Equation
4.1. For a generalized variable, φ, in any given cell with index P will be given as a
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function of the influence coefficient of the neighboring cells, anb , the value of variable
φ in the neighboring cells, φnb , and the contribution of the source term, b.

aP φP ]

X

anb φnb + b

(4.1)

nb

The residuals are then scaled according to a factor representative of the variable φ
over the computational domain according to Equation 4.2.

Rφ

X

|

cellsP

X

and φnb + b − aP φP |

(4.2)

nb

The scaled residuals was used to determine convergence of the simulation, defined
by Equation 4.3:

φ

R =

P

cellsP

|

and φnb + b − aP φP |
cellsP | aP φP |

P

nb

P

(4.3)

Convergence was assessed using the experimental conditions presented in an FeCrNi sample processed in microgravity during a parabolic flight campaign detailed in
[6]. The fluid flow results for this sample were previously published [6], allowing the
new model to also be validated against a prior model. The results of the published
model are given in 4.6. The maximum velocity was reported to be 1.9 cm/s as the
sample cooled through its melting temperature.[6]
4.2.2

Grid Sensitivity of the Magnetic Model

The magnetic forces applied to the sample were first analyzed for convergence.
Calculations were done, as described in Section 2.2 with grid densities given in Table
4.1. The resulting lifting force, radial force, and total power were used as metrics
to evaluate convergence. These are plotted in Figures 4.7, 4.8, and 4.9, respectively.
At a 30x30 grid density, the calculated lifting force, radial force, and total power all
changed by less than 1% compared to the 20x20 grid on the magnetic calculations.
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Figure 4.6: The flow conditions for positioner-dominated flow are driven by the 150 A
positioner current and 0A heater current. At the melting temperature, the maximum
flow velocity in the sample was calculated to be 1.9 cm/s based on a density of 7011
kg/m3 and a viscosity of 5.6 mP a · s[6].
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Figure 4.7: Lifting force calculated by the magnetic model at different numbers of
grid points. The number of radial and angular divisions that correspond to the grid
points are given in Table 4.1.

At a 40x40 grid, the changes are further reduced to a difference of 0.066% in the
calculated lifting force, 0.059% in the calculated radial force, and 0.287% in the
calculated total power total power. Such small changes with increasingly fine meshes,
shows that a grid-independent solution has been found for forces applied by the
magnetic field. At grid densities higher than this, the computation time greatly
increase for very small gains in the accuracy of the calculations on the magnetic field.
Table 4.1: Grid densities used to evaluate convergence of the magnetic model.
Radial Divisions Angular Divisions Grid Points
10
10
100
20
20
400
30
30
900
40
40
1600
50
50
2500
60
60
3600
70
70
4900
80
80
6400
90
90
8100
100
100
10000
110
1100
12100
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Figure 4.8: The radial force calculated by the magnetic model is plotted for the different numbers of grid points calculated. The number of radial and angular divisions
that correspond to the grid points are given in Table 4.1.

Figure 4.9: The total power of as calculated by the magnetic model for the different
number of grid points evaluated. The number of radial and angular divisions that
correspond to the grid points are given in Table 4.1.
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4.2.3

Grid Sensitivity of the CFD Model

The new model was applied to the conditions present during the parabolic flight
experiments on the FeCrNi alloy sample. The model was analyzed with various
mesh densities to a reduction of the scaled residuals by three orders of magnitude.
For consistency in the interpolation, the magnetic model was matched to the mesh
density of the CFD model. The details on the meshes are given in the chart below.
Table 4.2: The grid sensitivity is explored using different grid densities.
Element Size Fluent Cells Magnetic Grid Points
3.50e-4
490
400
2.33e-4
1000
900
1.75e-4
1904
1600
1.40e-4
2890
2500
1.17e-4
4000
3600
1.00e-4
5664
4900
8.75e-5
7290
6400
7.78e-5
9000
8100
7.00e-5
11424
10000
6.36e-5
13690
12100
The largest magnetic model that was possible to run with the current 32-bit
magnetics code was 110x110, limiting analysis using this method. The gird density
was further increased in Fluent; however more refined grids used the 100x100 grid
for the magnetic calculations in the body forces. All of the modeled results displayed
the same qualitative flow pattern featuring four circulation loops. The results of the
mesh convergence is given below in Figures 4.10 and 4.11. At larger element sizes,
down to as small as 7.78x10−5m, the solution appears to start converging as is shown
in Figure 4.10. However, further decreasing the mesh density reveals some instability
in the maximum velocity. Since clear convergence was not achieved, the finest mesh
that was practical for computations was used to evaluate the models. For the work
presented here this is typically 87.5 µm, or about
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1
40

the radius of the drop.

Figure 4.10: Mesh sensitivity is analyzed by applying approximately matching grid
densities from the magnetic model and ANSYS Fluent together. The base case for
this is reported in Figure 4.6 and [6].

Figure 4.11: Mesh sensitivity is further analyzed by continuing to refine the mesh in
ANSYS Fluent beyond the reachable density of the magnetic model. The base case
for this is reported in Figure 4.6 and [6].
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4.3

ANSYS Fluent Version Differences

Though the different versions used over the project, it was observed that ANSYS converged to slightly different solution values across different software versions,
despite identical model set-up, initialization conditions and convergence conditions.
Comparison to a simple analytical test case shows not only that the velocity gradient
calculated by Fluent differs from the analytical solution but that the difference varies
between the different versions.

4.3.1

Observed Variation

CFD analysis to determine the flow in microgravity EML samples has been done
throughout the larger EML project. While older models used different software,
like FIDAP, the current modes uses ANSYS Fluent, which releases software updates
annually. The work presented here uses the following versions of ANSYS Fluent: 14.5,
17.2, 18.2, 19.2, and 20.2. Variations in the solution was observed across different
versions of ANSYS Fluent in the ground-based Co16 Cu84 experimental case reported
in [5] and again in a micro-gravity FeCrNi alloy sample reported in [6], both used as
a basis for model validation.
In the Co16 Cu84 sample, the maximum velocity varies by about 5% between Fluent
20.2 and Fluent 18.2, with Fluent 19.2 close to the result of Fluent 20.2. The variation
in the weighted average velocity of the sample was about 1.4% between the different
versions of ANSYS. The variations in the Co16 Cu84 sample are plotted in Figure 4.12a
and 4.12b. Similarly, the variations in the FeCrNi alloy is plotted in Figure 4.12c and
4.12d. In the FeCrNi alloy sample, the maximum flow velocity varies by about 7.5%.
In this sample, the weighted average velocity varies by more than 9% between the
different versions of ANSYS Fluent.
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(a) Average velocities in CoCu

(b) Maximum velocities in CoCu

(c) Average velocities in FeCrNi

(d) Maximum velocities in FeCrNi

Figure 4.12: The fluid flows in ground-based Co16 Cu84 sample and in a microgravity
FeCrNi alloy sample were used to validate the flow model in ANSYS Fluent. Over
the duration of the project several different versions of the CFD software were used.
The current model was analyzed in several different versions of ANSY Fluent. The
discrepancies in the solutions are plotted in the figures above.
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Figure 4.13: Plane Couette flow consists of a 2D system in which a fluid is between
two infinite parallel plates separated by distance h. The lower plate is held stationary
and the upper plate is moving at velocity U . At steady state the flow is a function
of vertical position in the system according to u(y) = U0 /h ∗ y. [7]

4.3.2

Analytical Test Case

A simplified flow model was used to investigate the differences between versions
of ANSYS Fluent. By using a model with an analytical solution, the accuracy of the
numerical model can be directly analyzed for each version of ANSYS Fluent.
Plane Couette flow has an analytical solution and therefore was used to compare
between numerical results. Plane Couette flow is characterized by fluid between two
infinite parallel plates, shown in Figure 4.13. This allows the solution to be modeled
in 2-D. Additional assumptions are that the flow is steady, incompressible, and with
constant properties. The plates are separated by distance h. The lower plate is fixed
while the upper plate is moving at velocity U . In this system the Navier-Stokes
equations: (continuity and motion) reduce to:
d2 u
dp
=µ 2
dx
dy

(4.4)

The above equation is further reduced by defining the pressure gradient to be equal
to zero, which allows the velocity gradient to be calculated for the domain.
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Figure 4.14: The computation domain used to evaluate plane Couette flow was significantly longer than tall to allow for inlet and outlet effects to occur in the far field
from the center.

d2 u
0= 2
dy
u(y) = U

(4.5)
y
h

(4.6)

In the system modeled, the space between plates is 0.05m and the upper plate is
moving parallel to the lower plate at a rate of 1 m/s. This gives an expected velocity
gradient,

du
,
dy

of 20 1/s and requires the x-velocity to increase from 0 m/s at the

stationary plate to 1 m/s at the moving plate. Additionally, the pressure gradient
across the length of the system is assumed to be 0 Pa/m.
The numerical models below use a density of 1.225kg/m3 . Since this was a noncompressible flow case, the density was held constant. The viscosity in the model was
1.7894P a · s to better resolve the flow effects.

4.3.3

Pressure Inlet and Pressure Outlet Approach

The initial approach to model the problem was to use a domain large that inlet
and outlet effects occurred in the far field from the observation point. This domain
was 1m long and 0.05m tall with a mesh size of 0.0025m allowing for 20 cells across
the height, shown in Figure 4.14. Additionally, surface-lines were defined vertically
near the inlet, on the vertical center line, and near the outlet and horizontally at a
height of 0.0125m, 0.025m, and 0.0375m to observe the flow properties throughout
the computational domain. Both the mesh and the plotting lines are shown below in
the Figure 4.14 and 4.15, respectively.
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Figure 4.15: Surface-lines were defined in ANSYS Fluent to observe the flow behavior
at different locations throughout the computation domain. Vertical observation lines
were defined to observe the effects of vertical position on the flow at the inlet, vertical
center, and the outlet. Horizontal observation lines were defined to observe changes
along the length of the computation domain at 0.25h, 0.5h, and 0.75h.

The boundary conditions were determined using Plane Couette flow with the
upper and lower plates set as a moving wall and a stationary wall. The inlet into the
system was defined using a pressure-inlet with 0 Pa gauge pressure. The outlet was
defined using a pressure-outlet with 0 Pa gauge pressure.
Along the vertical observation points, the x-velocity behaves as expected with a
fairly linear increase approaching the moving plate. This is plotted for the different
versions of fluent near the inlet of the system in Figure 4.16a, far from the inlet or
outlet in Figure 4.16c, and near the outlet in Figure 4.16e. However, the velocity gradient along the y-direction varies from the expected behavior. The velocity gradient
for the different versions of fluent are plotted near the inlet of the system in Figure
4.16b, far from the inlet or outlet in Figure 4.16d, and near the outlet in Figure 4.16f.
The expected velocity gradient is 20 1/s, the gradient was observed varied from approximately 19.6 to 20.4, a difference of about ±2% over the computational domain.
The largest variation from the analytical solution was at the boundaries, where differences between versions of Fluent were most stratified. Fluent 14.5 and 17.2 had the
largest differences, varying by about ±0.5% near the boundary of the model. Variation between the numerical solutions and the analytical solution is smallest near half
the height of the domain.
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Figure 4.16: The velocity and velocity gradients are plotted for each version of ANSYS
Fluent, as a function of the height in the modeled plane Couette flow along the inlet
(a and b), far from the inlet and outlet (c and d), and outlet (e and f). The velocity
gradient is expected to be a constant 20; however, numerical errors result in boundary
effects that are best seen in the velocity gradients (b, d, f).
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The x-velocity of the flow is expected to be constant across the length of the
sample. Shown in Figure 4.17a, Figure 4.17c, and Figure 4.17e, it can be seen that
inlet effects are observed but the flow velocity remains constant through most of the
domain. In addition, it is expected that no pressure gradient is present across the
length of the domain.
However in Figure 4.17b, Figure 4.17d, Figure 4.17f, it is shown that the pressure
consistently increases across the length of the sample across all observed versions
of ANSYS Fluent and in all observation surfaces in the domain. Along the length,
the pressure increases 0.276 Pa along the length of the domain at half the height.
The average dynamic pressure used as a reference pressure for comparison. At half
the height of the computational domain, the average velocity over the length of the
model is 0.469 m/s, which corresponds to an average dynamic pressure for the system
of 0.134 Pa. The pressure rise shown in Figure 4.17d is approximately twice the
dynamic pressure for the same streamline, indicating that this increase in the static
pressure is significant.

4.3.4

Periodic Boundary Conditions Approach

An alternate formulation was implemented to reduce the sensitivity of the model to
the inlet conditions and to alleviate the pressure rise over the computational domain.
The pressure-inlet and pressure-outlet boundaries were changed to periodic boundary
conditions to more accurately demonstrate the conditions of planar Couette flow. This
domain was reduced to 0.25m long and kept at 0.05m tall. Several different meshes
were tested with a with a mesh size of 2.5x10−3 m, 5x10−3 m, and 2.5x10−4 m allowing
for 20, 100, and 200 cells across the height of the computational domain.
The Plane Couette flow model was evaluated using a variety of different mesh densities to better assess the differences between the different ANSYS Fluent versions.
The results for the 2.5x10−3 m mesh is given in 4.18. In Figure 4.18a the velocity in-
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Figure 4.17: The flow velocity from each version of ANSYS Fluent is plotted along
the computational domain at 0.25 the height (a), 0.5 height (c), and 0.75 height (e).
Changes to the static pressure are plotted along the length of the sample for each
version of ANSYS FLUENT at 0.25 the height of the domain (b). 0.5 the height of
the domain (d), and 0.75 the height of the domain (f).
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Figure 4.18: The velocity and velocity gradients are plotted for the plane Couette flow
modeled using periodic boundary conditions for each version of ANSYS Fluent using a
mesh size of 2.5x10−3 m. In Figure 4.18a the velocity increases approximately linearly
as a function of position in the computational domain. While the velocity gradient for
in Figure 4.18b, the solutions vary
each version of ANSYS Fluent approximates 20 m/s
m
by approximately 2% near the boundary conditions. Further the pressure variations,
Figure 4.18 are small relative to the dynamic pressure of the system for all versions
and approximate 0 P a/m in the computational domain.
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creases approximately linearly as a function of position in the computational domain.
The derivative of the x-velocity with respect to changes in the y-coordinates is plotted
in Figure 4.18b. The velocity gradient has been analytically solved to be 20 for all
values of y; however, the plot varies from 19.5 to 20.5, a difference of about ±2.5%.
Across different versions, the largest discrepancies from the analytical solution are
near the model boundaries. At the boundaries the differences between difference versions of Fluent have a difference of approximately 0.6%. In this system the velocity
is expected to be constant across the length of the domain, as shown in Figure 4.18c.
While the velocities behave in the expected constant value across the length of the
domain, the differences between different versions varies by about 0.4%. The pressure gradient across the computation domain is expected to be 0 Pa/m. The pressure
is plotted in Figure 4.18. In this system, the pressure variation in the system was
about 0.01 Pa (Figure 4.18d) which an order of magnitude lower than the dynamic
pressure for this case, 0.1338 Pa which suggests that the total pressure in the system
is dominated by the flow of the fluid.
Differences between velocities in each version of Fluent are highlighted by the
difference of the velocity magnitude is plotted below, in Figure 4.19, against the
result of Fluent 18.2 (which matched the results from Fluent 19.2 and Fluent 20.2)
however, both Fluent 17.2 and Fluent 14.5 vary from the results of Fluent 18.2, Fluent
19.2, and Fluent 20.2. The differences between version results are maximized near
the center of the domain, far from the imposed boundary conditions. This gives a
maximum difference in velocity of about 0.045% in between Fluent 18.2 and Fluent
17.2 and the maximum difference in velocities between Fluent 18.2 and Fluent 14.5
is 0.409%.
Refining the mesh is expected to increase the accuracy of the simulation and should
have reduced variation between models, however this requires tighter convergence
criteria be applied. When identical convergence criteria to the coarser meshes is used,
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Figure 4.19: The flow differences between different versions from Figure 4.18a, which
shows the flow velocity along the vertical center line for plane Couette flow calculated
using periodic boundaries. The calculations of ANSYS Fluent version 18.2, 19.2, and
20.2 are used as the basis of comparison and are not significantly different. Fluent
17.2 has a maximum difference of 0.045% of the flow speed and Fluent 14.5 has a
maximum difference of 0.409% of the flow speed.
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ANSYS Fluent will report a solution that is, in fact, not fully developed flow. For
example, the x-velocities trended away from the expected linear behavior, plotted
in Figure 4.20a and Figure 4.20c. Additionally, the pressure across the length of
the domain displays some interesting variation. Where this system should have a
pressure gradient of 0 Pa, there is some variation in the pressure across the systems
in each version and in each mesh observed. The pressure along the length of the
system is plotted in Figure 4.20b, Figure 4.20d. The average dynamic pressure for
these systems is given in Table 4.3. However, in both cases that were not fully
developed, the pressure variation was larger than 0.2 Pa which is larger than the
dynamic pressure of the system. For these more refined cases, the total pressure
appears to be dominated by the variance in the static pressure which is more than
an order of magnitude larger for the 100 cell mesh and 3 orders of magnitude larger
for the 200 cell mesh.
Table 4.3: Average Dynamic Pressure Calculated for Different Mesh Densities
Mesh Grid Points Average Velocity (m/s) Average Dynamic Pressure (Pa)
20
0.46941
0.1338
100
0.20674
0.0262
200
0.01598
1.564x10−4

In more refined meshes, ANSYS Fluent must iterate to tighter convergence criteria
for a fully developed, steady state solution to be found. This concept is demonstrated
in Figure 4.21. In the velocities of both the 100 Mesh and the 200 Mesh, the flow
trends from developing flow, shown in blue, toward the expected steady state behavior
shown by the increasingly restrictive convergence criteria. Additionally, the pressure
in this system, decreases in variation with further restrictions on the convergence
criteria.
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100 Cells Across the Height of the Domain

200 Cells Across the Height of the Domain

Figure 4.20: At refined meshes, the velocity deviates from the linear increase expected in fully developed flow. This is explained by the convergence criteria being
insufficiently tight to achieve fully developed, steady state flow.
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Figure 4.21: Meshes with finer gird sizes require tighter convergence criteria to accurately solve for steady state solutions. In both the 100 Mesh and 200 Mesh, the
convergence criteria used for the 20 mesh does not provide for the solution to converge
to steady state; however, tighter convergence critera better approach the steady state
solution.
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4.3.5

Conclusions

Comparing different versions of ANSYS Fluent, using identical model set-up has
revealed that differences do exist. For EML cases, this variation has been observed to
be as large as 9%. However, using a simplified case in which an analytical solution is
known also reveals variation between different versions of ANSYS Fluent. This in the
analytical models is much smaller than the observed varitation in the EML models.
Various mesh densities were used to investigate differences between versions of
ANSYS Fluent using the analytical case. As the mesh was further refined, tighter
convergence critera are required for the solution to accurately model fully developed
flow.
Future work may further investigate analytical cases compared to the numerical
cases evaluated in ANSYS Fluent. The case used here was defined by non-slip walls.
However, the EML experiments have traction free walls that do not constrict the
flow. A case that could be investigated in the future would be Marangoni Flow in
Electrostatic Levitation Drops. However, that investigation is out of scope for the
current project.

4.4

Results Modeling Parabolic Flight Experiments on Fe10wt%Si

4.4.1

Fe-10wt%Si Sample Properties

The Fe-10wt%Si sample was processed during the 2018 TEMPUS parabolic flight
campaign. During these experiments, microgravity is achieved as a result of the centrifugal acceleration resulting from a parabolic flight path. The electrical conductivity
of the Fe-10wt%Si sample was measured during the TEMPUS flights and was approximated to be 2.30x106 S/m for the models presented here. The sample is 6.5 mm in
diameter. This alloy was expected to have a liquidus at 1640K.
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Figure 4.22: Varying viscosity fits based on different experiments including the recent
TEMPUS experiments, and literature values by Sato [8].

Density measurements of the melt fit the following trend [31].

ρ(T ) = 6.6 − 0.001(T − 1750)(g/cm3 )

(4.7)

In addition, viscosity measurements taken during the parabolic flight campaign.
However, for the model, viscosity measurements by Sato [8] were used to calculate
the properties of the flow. The viscosity results are plotted in Figure 4.22.

4.4.2

Experimental Conditions

Models were run to analyze the requested cycles during sample cooling to the
recalescence temperature. During parabola 6 the sample was allowed to cool without
pulses. Parabolas 7-10 included pulses to measure the viscosity of the melt at various
temperatures.
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Figure 4.23: Reynolds numbers characterizing the flow in parabola 6 based on the
maximum flow velocity using viscosity models based on Mohr’s fit for Fe10wt%Si,
Sato’s fit for Fe12.5at%Si, and Sato’s fit for Fe25at%Si. The maximum experimental
processing temperature was 862K. Over the experimental range the Reynolds numbers
were below the expected laminar-turbulent transition.

4.4.2.1

Parabola 6

During cycle 6, the sample was cooled with a applied heater voltage of 0.1 V and
positioner of 7.0 V. Using the different models for the liquid properties, the velocity
of the flow was calculated over the range of cooling temperatures and is plotted below
in Figure 4.23. During cooling in parabola 6, the flow is characterized by Reynolds
number lower than 600, the laminar-turbulent transition, indicating that the flow
maintained laminar behavior.

4.4.2.2

Parabolas 7 - 10

During cycles 7-10, the samples were excited to measure the viscosity. Between
and after the applied pulses, the heater was held ON at 0.0 V and the positioner was
at 7.0V to allow the sample to cool. The velocity of the flow was calculated using CFD
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and then the Reynolds numbers characterizing the flow were calculated and plotted
in Figure 4.24. Using both of Sato’s closest viscosity fits, the models predict that
the flow was laminar. Across the full range of cooling, these models calculate flow
below the expected laminar-turbulent transition [42]. At temperatures above about
1950K, the models for Mohr’s viscosity fit predict that the flow would be turbulent,
and therefore, oscillations under these conditions would exhibit additional damping
due to the turbulent dissipation of momentum. The discrepancy between viscosity
measurements taken by Mohr [32] and those taken by Sato [8] cause the model results
to span the laminar-turbulent transition, which is plotted in Figure 4.24. However,
during the TEMPUS campaign, Mohr’s highest temperature measurement of the
viscosity was 1862K, where all viscosity models indicate the flow was laminar, which
satisfies this requirement of the oscillating drop method.

4.4.2.3

Effects of the Pulses on the Flow

The oscillations are excited by a brief spike in the EML field, which as a consequence accelerates the internal flow of the drop. If the pulse were held for an extended
period of time, the flow would have had time to accelerate and develop turbulence.
The Reynolds number corresponding to the flow that would have been present if the
pulse were held for a sufficient period of time are given in Table 4.4.
However, turbulence during the pulse was not observed in the experiment. The
time to transition from turbulent to laminar flow is calculated based on a momentum
analog to the Fourier number, given in Equation 4.8, in which T is an estimate of
the transition time, L is the length scale, and ν is the kinematic viscosity. In this
system, length scale is based on the radius of the sample, 3.25mm, and the kinematic
viscosity of the melt is between 8.19x10−7 m2 /s and 1.45x10−7 m2 /s. Using this, the
time to transition from turbulent flow to laminar flow is calculated to be in the range
of 7.26s to 12.90s.
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Figure 4.24: Reynolds number characterizing flow during parabolas 7-10 in
Fe10wt%Si. Using all the viscosity models the flow was below the laminar-turbulent
transition. The maximum experimental temperature is highlighted by the blue line
at 1862K.

Table 4.4: Steady-state flow velocities corresponding to excitation pulse conditions.
The flow was calculated using the viscosity fit from Sato Fe12.5at%Si. If the excitation
pulses are held for sufficent periods of time, turbulence could develop. However,
the excitation pulses are applied for about 0.1s - not long enough for turbulence to
develop.
Pulse
Parabola
Parabola
Parabola
Parabola
Parabola
Parabola
Parabola

Temperature Viscoisty Velocity Reynolds
(K)
(mPas)
(m/s) Number
7 Pulse 1
1670
8.022
0.212
1150
8 Pulse 1
1786
6.191
0.221
1523
8 Pulse 2
1589
9.831
0.203
907
9 Pulse 1
1763
6.499
0.218
1440
9 Pulse 2
1609
9.333
0.202
948
10 Pulse 1
1862
5.316
0.231
1830
10 Pulse 2
1680
7.834
0.213
1180
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1=

νT
L2

(4.8)

Since the pulses are only applied for approximately 10ms, the accelerated flow
slows and returns to slow, laminar flow. While the turbulence was not observed
during the experiment, a deeper understanding of the response of the flow to the
additional applied forces is necessary to characterize this change.
4.4.3

Conclusions

The conditions present during cooling in the parabolic flight cycles is calculated
to result in laminar flow for all viscosity models in the temperature range of interest.
While the pulses accelerate the flow, the duration of the pulses is much too short to
develop turbulent flow in the drop. As a result, the discrepancy between the observed
measurements in parabolic EML experiments and those taken using ground-based
methods is not well explained by a hypothesis that turbulent flow within the drop
increased the dissipation of the momentum in the oscillations.

4.5

Zirconium

A zirconium sample was originally processed in Batch 1.2 to explore the density,
thermal transport measurements, surface tension, viscosity and undercooling as a
function of cooling rate [70]. During these experiments, the sample unexpectedly
solidified when held at subcritical undercooling. These solidification events confirmed
a phenomena observed during Spacelab Mission MSL-1R experiments Hofmeister et.
al., in which zirconium samples displayed a similar solidification phenomena when
held at undercooled temperatures [14].
4.5.1

Experimental Observations

Further experiments were done in August 2018 as part of ISS-EML Batch 1.3
to observe the effects of different undercooling temperatures on the length of time
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that the samples would hold before solidifying. In this series of 24 experiments,
18 cycles held the sample at sub-critical undercoolings, between 45 degrees and 290
degrees undercooled, until nucleation occurred at isothermal holding. In these 18 of
these cycles, the sample solidified in under 10 minutes. The isothermal holds for the
cycles of interest are given in Table 4.5 in which the cycle number and description are
given with the undercooling and time to solidification. The first several undercoolings
were chosen to replicate results from experiments done on the same sample in 2016.
Additional cycles were done to sample a broader range of undercoolings.
While each target temperature was tested multiple times, the sequence was deliberately randomized to reveal any possible sequence effects. To search for these effects,
cycle hold times are plotted for each separate temperature in Figure 4.25 and against
the overall series of experiments in Figure 4.26. The data was evaluated to determine
if there was a trend relating the time to solidification and the cycle run order. The
correlation coefficient calculated between the cycle number and time to nucleation
was found to be 0.43 for the full experiment. The experiment was processed over two
separate evening, indicated by the vertical break in Figure 4.26. The first night, only,
the correlation coefficient is 0.54 and the second night only, the correlation coefficient
is -0.14. Since the correlation coefficients are all well below unity, they indicate little
support for correlation between the time to solidification and run order. Furthermore,
this lack of correlation indicates that there are no discernible changes in the amount
of heterogeneous nuclei active in the sample during the experiments of interest.
During the isothermal holds, the flow was driven by both the positioner and the
heater, resulting in much higher flow velocities, given in Figure 4.27 and Figure 4.28
in which the maximum velocity in the drop is between 0.137 m/s and 0.209 m/s.
During these cycles, the time to solidification is variable within the range of 1 to 576
s. This variation is larger than any effect of the undercooling or stirring in the sample
over this range of conditions.
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Table 4.5: Experimental cycle overview for processing zirconium onboard ISS MSLEML during Batch 1.3 processing in August 2018.During these experiments, the sample was melted and allowed to cool to a sub-critical undercooling and held until solidification occurred.
Cycle Number
61
62
63
64
65
66
67

Hold
Undercooling Time to Solidification
Isothermal Hold
191.1
8s
Isothermal Hold
178.3
1s
Isothermal Hold
187.7
43s
Isothermal Hold
192.8
152s
Isothermal Hold
188.6
49s
Isothermal Hold
193.3
241s
Held for 227s at ∆T 180,
313.1
Stopped
then free cool**
70
Isothermal Hold
65.7
15s
71
Isothermal Hold
115.8
36s
72
Isothermal Hold
246.5
508s
73
Isothermal Hold
293
576s
74
Isothermal Hold
47.1
137s
75
Isothermal Hold
70.8
189s
76
Isothermal Hold
117.0
305s
77
Free Cooling
324.3
N/A
78
Held for 223s at ∆T 105,
325
Stopped
then free cool**
79
Isothermal Hold
72.0
281s
80
Held for 600s at ∆T 235,
324.3
Runout
then free cool*
81
Isothermal Hold
286.6
30s
82
Isothermal Hold
50.3
212s
83
Isothermal Hold
67.4
387s
84
Isothermal Hold
122.9
180s
*Cycle timed out and the sample was allowed to free cool.
**Cycles were stopped for the safety of the facility.
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Figure 4.25: To explore the experimental results for sequencing effects, the sequence
number was plotted against time to solidify for each targeted undercooling temperature. In absence of a strong pattern, sequencing effects are not supported.
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Figure 4.26: Changes in the sample can be detected by determining if there is a
correlation to any changes in the sample behavior with the sequence order of the
experiments. For these experiments, the correlation coefficient was calculated to be
0.385, which does not support correlation. It should be noted that there was a break
in processing, indicated by the vertical line on the plot.
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Figure 4.27: The velocity vector field calculated using the RNG k- turbulence model
for Zr at ∆T =293K undercooling in an EML field consisting of 3.43 V heater and
7.03 V positioner. Under these conditions the flow manifests with two circulation
loops being driven into the sample along the equator and returns to the surface of
the sample along the poles (the sample has been rotated 90◦ ).

The internal flow of the drop has been quantified using CFD to determine the
Reynolds number and characterize the flow. The flows in all of the experiments
are characterized by Reynolds numbers greater than 600, which is the established
laminar-turbulent transition in EML [42]. The flow was calculated for the cycles with
the smallest undercooling, ∆T =47K, and the largest undercooling, ∆T =293K to
characterize the Reynolds numbers and local pressure within the drops during the
isothermal holds. During the cycles with the largest undercooling, the maximum
velocity within the sample was 0.137 m/s, shown in Figure 4.27, which resulted in
a Reynolds number of approximately 987, which is well above the laminar-turbulent
transition. During the cycles with the smallest undercooling, the maximum velocity
within the sample was 0.209 m/s, shown in Figure 4.28, which resulted in a Reynolds
number of approximately 1906, which is well above the laminar-turbulent transition.
Across all cycles, the flow inside the drop was turbulent.
During four cycles, the samples were free-cooled and achieved much deeper undercoolings than were observed during cycles with an isothermal hold. In these cycles,
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Figure 4.28: The velocity vector field calculated using the RNG k- turbulence model
for Zr at ∆T =47K undercooling in an EML field consisting of 4.92 V heater and 7.03
V positioner. These conditions result in flow with two circulation loops being driven
into the sample along the equator and returns to the surface of the sample along the
poles (the sample has been rotated 90◦ ).

undercoolings between 313 and 325 degrees were observed indicating that the samples
remained quite pure or that any dissolved oxygen has little influence on the nucleation
behavior. In the free cooling cycles, the EML field was dominated by the positioner
field and did not have a strong heating field applied to the sample. As a result, the
flow was much slower than observed in other cycles. The flow was modeled over the
range of cooling to establish the minimum flow in the drop over the experiments at
all temperatures, and is plotted in Figure 4.29, where it can be seen that the laminar model gives Reynolds numbers much larger than the expected laminar-turbulent
transition. As a result, the RNG k- turbulence model is used to characterize the
flow within the drop. The flow at recalescence is plotted in Figure 4.30 where it
can be seen that the maximum velocity in the drop is 0.071 m/s using the RNG k-
turbulence model. In this “low” flow regime, anomalous nucleation events were not
observed in these experiments or in similar free-cooling cycles in other experiments.
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Figure 4.29: The Reynolds numbers are plotted for free cooling cycles of pure zirconium. Note that the high temperatures are on the left side of the plot to reflect
cooling conditions. Using the laminar model, the flow is beyond the laminar-turublent
transition, indicating that the RNG k- model should be used.

Figure 4.30: The velocity vectors calculated for zirconium at 1803K using the RNG
k- turbulence model. These conditions allow the positioner field to dominate the
flow in the system. As a result, there are 4 circulation loops in which flow driven into
the sample at about 45◦ from the equator and returns to the surface of the sample at
the equator and poles.
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4.5.2

Discussion

Several different mechanisms have been proposed to explain the solidification phenomena that have been observed in these pure zirconium samples. These mechanisms
include chemical contamination of the sample, dissolved oxygen, and dust particles
providing for external heterogeneous nucleation. However, none of these mechanisms
are consistent with the observations of the present experiment.
One proposed explanation for the anomalous nucleation is that the sample might
have been contaminated and the behavior being displayed is a result of classic heterogeneous nucleation. However, the sample was observed to undercool deeply during
free cooling cycles before, between, and after the series of experiments investigating
this anomalous nucleation event. Possible chemical contamination does not explain
the anomalous nucleation events observed because of the long time scale. Furthermore, pure zirconium in the stable liquid phase is extremely reactive and would likely
dissolve any contaminants into solution. Also, if such mechanisms were limiting,
deeper undercoolings would not have been observed in subsequent cycles.
Another proposed explanation is that given the high temperature and reactivity of
liquid zirconium, dissolved oxygen in the sample may have provided for heterogenous
nucleation sites, with oxygen as the chemical containment. However, this is a special
case of the previous point. Zirconium does not form a solid oxide phase until very high
oxygen concentration; instead, the oxygen remains in solution in the metallic phase.
While oxygen is known to stabilize the crystalline phase, the inclusion of additional
oxygen would result in a few degrees increase in the melting point of the sample.
However, the undercooling would be affected by the precipitates. The maximum
achievable undercooling would be shallower during both free cool and isothermal hold
cycles. Instead, deep, consistent, undercoolings were observed during free cooling.
It has also been suggested that solid “dust” particles in the sample chamber might
collide with the sample and provide a heterogenous nucleation site for solidification
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to occur. When “dust” forms in EML by condensation of evaporated sample material
in the gas phase, the cloud of solid particles is often dense enough to be visible
to the camera. During the cycles of interest, there was no evidence of such solid
particles. Furthermore, the cycles of interest were processed in vacuum; the gas
necessary for this mechanism is not present. Instead the evaporated material moves
radially away from the sample, until it condenses on a solid surface such as the wall of
the chamber, EML coils, sample holder, etc. Larger “flakes” of material in the sample
could, in theory, also trigger a heterogenous nucleation in the sample. However, larger
“flakes” are rare in EML and therefore unlikely to account for such a large number
of solidification events, even if such “flakes” were present. Also, large flakes were not
observed in the video.
The remaining hypothesis is that a form of dynamic nucleation occurs as suggested
in [14] due to the fluid flow within the sample. Current work is exploring how the
fluid flow may affect nucleation. Magnetohydrodynamic modeling shows that during
the isothermal hold in this zirconium sample, the flow is turbulent with recirculating
loops in the regions of lower EML force fields, shown in Figure 4.27 and Figure 4.28.
The reduced hydrostatic pressure due to the recirculation loops in the main flow and
to the rotation of the turbulent eddies could serve to excite oscillations in any void
in the liquid.
Voids in liquids are very common, collectively accounting for the excess free volume
in the liquid, about 1.6% for molten zirconium [34]. The distribution of these voids has
been studied more in cooperative liquids [71]. These experimentally accessible voids
range from molecular scale to macroscopic scale. When a void in the melt encounters
regions of low pressure —as occurs in the center of turbulent eddies —the void will
expand and then collapse as described in [57, 56, 4]. If the collapse is symmetric,
the resulting impact will cause a small region of very high pressure according to
the Rayleigh-Plesset equation which governs a bubble in an incompressible fluid.
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This higher pressure would elevate the local melting temperature, as is described
by the Clausius-Clapeyron equation and consequently results in a much deeper local
undercooling. The deeper local undercooling, provides sufficient driving force in the
local region of the melt for nucleation [55].
The CFD analysis allows for the calculation of the internal pressure. The required
pressure for voids to homogeneously nucleate in the melt has been calculated in prior
work to be on the order of -4.5 GPa [71]. In the cycles that solidified on an isothermal
hold, the minimum total pressure in the drop was calculated to be between -90 Pa and
-139 Pa, which is insufficient by orders of magnitude to cause homogenous nucleation
of critical voids in the melt. At the center of turbulent eddies, the pressure is further
reduced by only a couple orders of magnitiude. Therefore homogeneous nucleation
of voids by this flow is not possible. However, the excitation of existing voids by
the transient low pressure region due to the flow remains possible. Work on further
quantification of this possible explanation for the observed behavior is ongoing.

4.5.3

Conclusion

Recent work in 2016 and 2018 has been able to replicate anomalous nucleation
events that first occurred during Spacelab Mission MSL-1R in which pure zirconium
samples solidified while being held at sub-critical undercoolings. The solidification
event occurred both before and after cycles that achieved deep undercoolings, supporting the assertion that the samples have not been contaminated. Additionally,
sites for heterogenous nucleation were not observed in the video evidence of these experiments. As a result, these solidification events are not well explained by classical
homogeneous nucleation nor heterogeneous nucleation. The current theory is that
collapsing voids in the melt create a localized pressure disturbance driving nucleation
of the solid.
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CHAPTER 5
TRANSIENT MODELING

5.1

Transient CFD

While the steady-state models assume that the system remains constant in time,
transient models include the effects of changes with time on the system. In ANSYS Fluent, this can be implemented using either explicit or implicit time stepping.
While density-based models provide the option for either implicit or explicit schemes,
pressure-based systems use only implicit temporal discretization. In the implicit computation schemes, the solution is found using both the current state of the system
and a later state of the system. In Equation 5.1, it is the n+1 term that indicates
the value at the next time step and defines the scheme as implicit. The models presented here use 2nd order time stepping. For a given variable φ the the derivative is
discretized by Equation 5.1 in which n indicates the current time step, n-1 indicates
the previous time step, and n+1 indicates the next time step [72].
3φn+1 − 4φn + φn−1
= F (φ)
2∆t

(5.1)

This is applied using an iterative scheme such that all equations are solved for a
given time-step until the convergence criteria are met. Then the system is moved to
the next time step, n + 1, by evaluating F (φn+1 ). This is then repeated for each time
step. [73]
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5.1.1

Unsteady Planar Couette Flow

The transient model was validated in ANSYS Fluent using two different models.
The first is unsteady Planar Couette Flow. This is characterized by fluid between
two infinite, parallel plates separated by distance h with one plate that begins moving
laterally at at velocity U0 in the x-direction. The fluid has a viscosity, υ. This is
illustrated in Figure 5.1. The flow between the plates is driven by the viscous forces
resulting from the motion of the plate. In addition to this the flow is assumed to be
driven by shear forces resulting from the movement of the upper plate, and is therefore
only flowing parallel to the plates. The system is assumed to be incompressible,
therefore motion is governed by the momentum equation which simplifies to:
∂ 2u
du
=υ
dt
∂y

!

(5.2)

Figure 5.1: Flow between two infinite, parallel plates separated by distance h. The
plates are assumed to be infinite into the page and along their length. The lower
plate is held stationary. The upper plate suddenly accelerates in the x direction at a
velocity of U0 used in the calculations and given as u in this figure. At steady state
the flow is a function of vertical position in the system according to u(y) = U0 /h ∗ y
[7].

The system is non-dimensionalized according to Equations 5.3, 5.4, and 5.5.
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u∗ =

u
u0

(5.3)

y
h
υt
t∗ = 2
h
y∗ =

(5.4)
(5.5)

du∗
∂ 2 u∗
=
dt
∂y ∗2

(5.6)

This flow system is better solved using the difference of the velocity from steady
state, U1∗ , defined in Equation 5.7.

U1 = u − U0



y
1−
h



(5.7)

At the upper and lower boundaries, the difference will be zero between the transient case and steady state. The initial condition for the system will then be determined by the difference from the steady state flow.

u∗1 (0, t) = u∗1 (1, t) = 0, f or all t

(5.8)

u∗1 (y ∗ , 0) = −1 + y ∗ , f or 0 ≤ y ∗ ≤ 1

(5.9)

Equation 5.6 is evaluated using separation of variables to isolate y ∗ and t∗ such
that u∗1 = f (y ∗ )g(t∗ ) to become 5.10. This process results in one first- and one secondorder ordinary differential equation whose solutions are given in Equations 5.11 and
5.12.
g0
f 00
=
= −λ2
g
f

(5.10)

f (y ∗ ) = Asin(λy ∗ ) + Bcos(λy ∗ )

(5.11)

g(t∗ ) = Cexp(−λ2 t∗ )

(5.12)
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The boundary conditions are applied to determine the coefficients of the system.
However, a single sine wave does not satisfy the square wave behavior defined by
the boundary conditions, so a Fourier sine series is used to require that u∗1 (y ∗ , 0) =
P

An sin(nπy ∗ ) = −1 + y ∗ . The resulting velocity profile is given in Equation 5.13

[9], [74] and plotted in Figure 5.2 for different dimensionless times.






u
υt
y
2X 1
y
= 1−
−
exp −n2 π 2 2 sin N π
U0
h
π
N
h
h

(5.13)

Figure 5.2: The development of planar Couette flow due to a suddenly accelerated
lower wall at different durations of non-dimensional time [9].

When the lower plate is held stationary, and the upper plate suddenly accelerates
to a velocity of U0 at time 0, the velocity develops according to Equation 5.14 [75].
The evolution of the flow is plotted in Figure 5.3 for various elapsed times.




y
2 X (−1)N
υt
y
u
= +
exp −N 2 π 2 2 sin N π
U0
h π
N
h
h

(5.14)

The time scale, τ ∗ , describes the response of the system to a dynamic change in
the conditions of the system. It is determined using the form of the equation in which
time appears, Equation 5.15.
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g(t∗ ) = exp(−n2 π 2 t∗ ) = exp(

−t∗
)
τ∗

(5.15)

This provides a reference for how large an impact the transient effects have on
the system. When t∗ = τ ∗ , the second term in equation 5.14 has a relevant effect
on the system; however, as time becomes large the exponential term trends toward
zero. Additionally, the higher order terms of the series, N > 1, damp out quickly
as the more negative exponent trends toward zero faster than the N = 1 term. The
dimensionless time scale for this system is 1/π 2 . So at a dimensionless time of t∗ = 0.5,
t∗ /τ ∗ = 4.9, which corresponds to a normalized difference from steady state that is
less than 1%.

Figure 5.3: The dimensionless flow in a plane Couette model is plotted against the
dimensionless position for different elapsed dimensionless times. This shows the trend
toward steady state with increasing dimensionless times.

To further confirm the convergence of the transient planar Couette model to the
analytical steady-state solution velocity changes are plotted in Figure 5.4. This is
calculated by taking the difference of the flow velocity at the current time step from
that of the previous time step. To determine the appropriate physical time step
for the system, the dimensionless time of 0.5 was re-dimensionalized to estimate the
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physical time for the model to approach steady state, 6.986x10−4 s. By allowing for
20 time steps to view the evolution of the flow, 3.5x10−5 s was used as the time step
for these models. At 20 time steps, the largest unscaled residual indicates a change
in velocity of 3.9x10−3 m/s which corresponds to a change of 0.78% of the expected
flow at that location at steady state, which is consistent with the expected variation.

Figure 5.4: Velocity changes at each time step along different positions on the y-axis
in unsteady plane Couette flow. Beyond time step n = 20, the flow changes are
minimal at all positions in the flow.

5.1.2

Viscous Falling Film

Before ANSYS Fluent was used to evaluate the EML model, it was necessary to
evaluate changes to body forces applied to the system. To do this, a viscous film
falling along a non-slip surface was used. Since the body forces applied by gravity are
a direct function of the angle of the non-slip surface, the expected analytical values
were readily calculated. This is illustrated in Figure 5.5. This model assumes the
flow in the film to be steady, laminar flow. Additionally the fluid is assumed to be
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Figure 5.5: The geometry of a falling film problem is shown here. The upper plate
is a non-slip surface and the lower bound is a free surface. The film thickness is
given as υ. Gravity applies a body force onto the film causing the film to slide in the
z-direction at an angle β.

incompressible, have no variation in y and to only have one-dimensional flow. This
system is bounded by a non-slip surface and a free surface.
Given these assumptions the equations of motion for this system reduce to Equation 5.16 and 5.17. The force applied to the system is a body force defined by gravity
as a function of the incline angle, β, defined by Equation 5.18.

0=

0=µ

∂Uz
∂z

∂ 2 Uz
+F
∂x2

F = Fz = ρgcos(β)
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(5.16)

(5.17)

(5.18)

The boundary conditions are then used to solve for the velocity distribution at
steady-state, given in Equation 5.19, in which δ is the thickness of the film.

Uz =

i
i
ρgcos(β) h 2
Fz h 2
δ − x2 =
δ − x2
2µ
2µ

(5.19)

In this model, the free surface is positioned at 0 m on the vertical axis, x, and
the non-slip surface is positioned at 0.05 m on the vertical axis. Using the conditions
from the model, the analytically calculated results are plotted in Figure 5.6 in which
the maximum flow speed is 0.0686 m/s. The results of the CFD model are plotted
in Figure 5.7. The maximum velocity for this model is 0.0672 m/s, a difference from
the analytical solution of 0.0014 m/s or about 2%.

Figure 5.6: The expected velocity profile in a viscous falling film model. The free
surface is at x = 0 and the non-slip surface is at x = 0.05 m.

This model was also used to test effects of changing body forces on the converged
solution. Once at steady state, the applied body force was changed to model a
changing angle of the surface. The model was allowed to run to steady state and it
was observed that the results matched the expected results for the new body force.
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Figure 5.7: The velocity profile of fluid in a falling flim model calculated using ANSYS
Fluent. The free surface is at x = 0 and the non-slip surface is at x = 0.05 m.

5.2

Necessary Changes for the Implementation of Transient
Flow in the ANSYS Fluent EML Model

In EML, the transient effects are driven by changes to the force field. To model
the transient effects of changes to the force field, it was necessary to modify the user
defined function (UDF) and input file to allow different sets of force data to be applied
to the melt.
This was accomplished by defining the path to the force data file as a string variable in the journal file to be passed into the UDF. This allows the UDF to be compiled
independently of the dataset and to change the force field during the simulation using
Fluent commands.

5.3

Time Step Size and Time Scale

Unlike the test cases that have analytical solutions with which the CFD results
can be compared, EML experiments do not have an analytical solution that can be
used to calculate the time scale over which the transient response will be observed.
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Figure 5.8: The evolution of the maximum velocity in the sample is plotted for
different sized time step. At large time steps, like ∆t = 0.05 changes leadling up to
steady state are not well resolved; while smaller time steps provide a more accurate
model of these changes to the flow.

Instead, an EML case was modeled and then a change in the EML force field was
applied. The transient effects on the flow were observed using different time steps
until the system approximated steady state. The maximum velocities for this are
plotted in Figure 5.8. For EML cases, a step size of less than 0.01 s is necessary to
resolve the transient effects. At a time step of 0.005 s, the solutions match the results
of models with step sizes of 0.001 s and finer within less than 0.5%.

5.4
5.4.1

Pulse Induced Nucleation Experiment on Zr64 N i36
Experiment Overview

During IML 2 experiments, on a different ZrNi sample, pulses of the heating
field were applied to excite surface oscillations. The excitation pulses coincided with
nucleation [76]. Experiments were conducted in the ISS-EML facility on Zr64 N i36 to
replicate the solidification phenomena. During the experiment, the Zr64 N i36 sample
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Table 5.1: Details on the Excitation Pulses in which the Pulse Triggered Zr64 N i36 to
Solidify
Cycle ID
2
5
7
8
9
23

Pulse Height (V) Temperature (K)
9
1223
9
1233
9
1223
3
1199
9
1220
9
1223

was levitated and melted using the EML force field. Once molten, the sample was
allowed to cool and excitation pulses, much like those used in the oscillating drop
experiments, were applied to the sample at different points in the cooling curve. This
was done for 35 processing cycles in which up to three pulses were applied per cycle.
An example of the cycle telemetry is given in Figure 5.9, in which the pyrometry
is overlaid with the control data for the heater and positioner fields. The sample
solidified on the pulse during six of the experimental cycles. The details of these
cycles are given in Table 5.1.
The pyrometry data for Zr64 N i36 is plotted over the duration of the experiment
in Figure 5.9. The temperature was collected at a rate of 100 Hz and was adjusted
using a linear correction based on the recalescence temperature. The telemetry for
the EML coils is superposed over the pyrometry in Figure 5.9. This data indicates
the controls into the amplifier for the coils and is reported at a rate of 10Hz.
An enlarged view of the pyrometry and telemetry data at the time of the pulse
on which the sample solidifies is shown in Figure 5.10a. In the figure, it can be seen
that prior to the heater pulse (red) being applied, the pyrometry indicates a sharp
rise in temperature. Investigations were done by the facility manufacturers, Airbus,
and confirmed our discovery that the voltage collected is offset by 0.24 s compared
to the pyrometry data. [10, 77] The corrected times are plotted in Figure 5.10b.
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Figure 5.9: The telemtry data for the EML is shown for Zr64 N i36 , Cycle 9. The
temperature is plotted in black and labeled on the left-hand side in Kelvin. The
heater and positioner controls are plotted in red and blue, respectively, and labeled on
the right hand side in volts. At 01:33.93 the first excitation pulse causes the sample
temperature to increase above the melting point, and the sample remains liquid.
The second pulse occurs at 2:03.97 and is immediately followed by solidification and
recalescence of the sample.
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(a) Uncorrected Telemetry

(b) Corrected Telemetry

Figure 5.10: In Figure 5.10a, an enlarged view of telemetry and pyrometry data at the
solidification pulse shows the temporal offset between the pyrometry and the heater
voltage in the telemetry data. In this view, the sharp rise in the sample temperature
is seen prior to the application of the heater pulse. The manufacturer confirmed this
offset and explained the causes in [10]. The corrected time offset between pyrometry
data and telemetry data is shown in Figure 5.10b. The heater pulse occurs at 2:03.73
and is immediately followed by solidification and recalescence of the sample. The
sharp rise in the sample temperature now follows the heater pulse.

5.4.2

Assumptions to Model Changes in the EML Field

To model the transient effects of changes to the EML field, the UDF was recompiled to allow the function to directly read data output by the EML calculations. An
excitation pulse is shown in Figure 5.10b, which demonstrates the excitation pulse
is a combination of a brief spike in the heater voltage and a longer plateau in the
positioner voltage.
The data is collected at a rate of of 10Hz. For the spike in the heater voltage,
the duration of the pulse is 0.1 s, giving the appearance of a square wave in both the
control voltage to the amplifier in the heater circuit and in the high voltage measured
across the capacitor. Therefore the heater pulse is treated like a square wave.
The elevated pulse of the positoner circuit has a longer rise that is visible in the
10 Hz telemetry data. However, over the changes to the pulse and time, the change in
the positioner can also be treated like a square wave. Figure 5.11 shows the maximum
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velocity in the drop when both the positioner and heater are treated as square waves.
The flow is initialized using the quasi static conditions present during cooling. Then
the positioner is applied to its elevated value for the pulse duration shown in blue as
”Ramp Positioner” in Figure 5.11. Then the heater pulse is applied in its elevated
value with the positioner at the elevated value, shown in green as ”Pulse” in Figure
5.11. Following the duration of the heater pulse, the EML field is reduced to ”Ramp
Positioner” for the duration of the positioner pulse. Lastly, the EML field is reduced to
the cooling conditions, labeled as ”QuasiStatic” in magenta in Figure 5.11. Since the
changes between the ”QuasiStatic” field and the ”Ramp Positioner” field are small,
relative to the heater pulse, and these changes equilibrate well before the heater pulse
is applied, the positioner is modeled as a square wave.

5.4.3

Model Results and Discussion

Models were evaluated for the different solidifying and non-solidifying pulses and
experimental conditions to compare the effects of the excitation pulse on flow conditions. The results of the solidifying cases are given in Table 5.2. Only one solidifying
cycle had a peak Reynolds number below 600, where the laminar-turbulent transition occurs in EML experiments. The five cycles with faster flow speeds experienced
Reynolds numbers above 600 for 0.065s or less. While the Reynolds numbers for this
flow peaks above the laminar-turbulent transition, the flow conditions do not remain
elevated long enough for turbulence to develop.
The heater pulse lasts for only 0.1 s before returning to lower levels. After the
driving forces are removed, the flow quickly returns the speeds displayed before the
pulse, as is shown in Figure 5.11. In the observed solidification cycles, the flow reduced
to pre-pulse levels over 0.1-0.25 s. Similar times are observed when the flow is reduced
from the ”Ramp Positioner” to the ”QuasiStatic” EML fields.
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Figure 5.11: The maximum velocity is plotted as a function of time with changing
applied EML force fields. This example is from cycle 9, which is processed at 1220K.
While the peak flow velocity corresponds to a Reynolds number over 600, the flow is
above this threshold for about 0.055s, which is not long enough for turbulent flow to
develop.

Cycle ID
2
5
7
8
9
23

Undercooling
(K)
60
50
60
84
60
60

Peak Speed
(m/s)
0.513
0.513
0.513
0.096
0.482
0.513

Peak Reynolds
Number
781
836
781
126
629
781

Time above
Re 600 (s)
0.055
0.065
0.055
N/A
0.055
0.055

Table 5.2: Flow Details at Peak Flow in Solidifying Cases of Zr64 N i36 , Tm = 1283K
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During processing, 22 pulses were applied to the sample at undercoolings shallower
than 49◦ K. At these undercoolings, the sample did not solidify on the pulse. Between
50◦ K undercooling and 69◦ K undercooling a total 33 pulses were tested, 5 of which
solidified on the pulse. At undercoolings deeper than 70◦ K, 16 pulses were applied to
the sample. The sample solidified on one of the pulses.
The peak flows in the sample were plotted with the temperature to look for a
trend in in cases that solidified and those that did not. This is shown in Figure 5.12.
Most tested pulses had peak velocities between 0.482m/s and 0.572m/s. Two pulses
with lower heater voltages were applied to the sample and had significantly lower
peak velocities, at less than 0.1m/s.
The peak Reynolds numbers in the pulse-induced nucleation experiments are all
less than 900, of which is above 600, the expected laminar-turbulent transition. During the cycles in which the peak velocity was above 600, the super laminar flow was
sustained for between 0.055s and 0.065s. As a comparison, the period of the circulation loops was calculated to be approximately 0.0225s in the range of flow conditions
in the different experimental cycles. During the time above the laminar-turublent
transition, the flow would travel around the circulation loop less than 2.9 times during which it is not expected that turbulent flow will fully develop.
In the proposal, it was suggested that the effects of turbulence on pressure in
undercooled Zr64 N i36 would be investigated; however, the flow does not develop
turbulence with the application of the pulse. However, both the dynamic pressure
and static pressure of the flow were analyzed to investigate the pulse effects. Dynamic
pressure is calculated as a function of flow speed, given in Equation 5.20. As expected,
the dynamic pressure, Figure 5.13 closely reflects trends in the velocity of the flow.
At the onset of the heater pulse, the dynamic pressure sharply increases. At the
end of the pulse, the dynamic pressure rapidly decreases and returns to the previous
state. Alternatively, the static pressure is solved for using the Navier-Stokes equations
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Figure 5.12: Peak flow speed in solidifying and non-solidifying Zr64 N i36 cases are
shown for the processing cycles tested. The majority of cycles solidified with peak
velocities between 0.48 and 0.52 m/s; however one cycle did solidify at a lower peak
velocity. The melting temperature of the sample is 1283K, higher than any plotted
value.
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Figure 5.13: Upon the application of the heater pulse, the maximum dynamic pressure
sharply increases. After the pulse is released, the dynamic pressure quickly reduces
to pre-pulse levels.

throughout the system. When the pulse is applied, the maximum static pressure
increases by more than two orders of magnitude; however, the minimum pressure of
the system becomes more tensile by 4 orders of magnitude to approximately to -1300
Pa, shown in Figure 5.14.

q=

ρu2
2

(5.20)

It is interesting to compare the hydrostatic tension in the pulse induced flow in
Zr64 N i36 to that in the steady flows in Zr in Section 4.5. In the quasi-static Zirconium
experiments in Section 4.5, the flow is calculated to be beyond the laminar-turbulent
transition. However, the flows in the quasi-static experiments are sustained for 10s
to 100s of seconds allowing turbulence to develop. Further, these pulse induced
nucleation experiments achieve greater hydrostatic tension by 2 orders of magnitude
more negative than the quasi static experiments. However, this is still well short of
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Figure 5.14: The minimum static pressure deeply reduces by 4 orders of magnitude,
more negative on the application of the pulse; however, this is a modest value compared to the pressure required to nucleate voids in the melt.

the -4.5 GPa that was calculated to be required for voids to homogeneously nucleate
in the melt.

5.4.4

Conclusions

A Zr64 N i36 sample on board ISS-EML was used to confirm anomalous solidification events first observed during IML 2 experiments. During these experiments, the
molten sample solidified on the excitation pulse. A transient model was developed to
explore the transient effects of the excitation pulse on the internal flow of the sample.
The transient model was developed in ANSYS Fluent. The transient calculations
were validated against the analytical solution for unsteady plane Couette flow and also
against a viscous falling film model. The model was then applied to the experimental
conditions at which the Zr64 N i36 sample solidified on the excitation pulse. In five
of the six cases in which the sample solidified, the pulse height was large enough to
drive the accelerating flow to a Reynolds number above 600; however, the faster flow
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was sustained for less than 65ms, is not long enough for turbulence to develop. The
acceleration of the flow occurs as a result of a rapid response to the change in the
body forces applied to the system.
Unlike the quasi-static conditions in the pure zirconium sample, pulse induced solidification in Zr64 N i36 occurs immediately following the application of the excitation
pulse. The pulse induced nucleation appears to be a stochastic process with only 12%
of the experiments in the narrow range of temperature and pulse height resulting in
solidification. However, in the Zr64 N i36 sample that did solidify, the solidification
began within a few milliseconds of the pulse, compared to 10s to 100s of seconds
required for the Zr samples under quasitatic conditions.
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CHAPTER 6
CONCLUSIONS

During electromagnetic levitation experiments, the magnetohydrodynamic flow is
driven in the sample by the electromagnetic force field. This flow can have various
effects on the sample, some of which are detrimental to measurements and in other
experiments the internal flow is an experimental variable that is necessary to interpret
the experimental results. While it is not usually possible to quantify the flow directly
from experimental observations, CFD models are used to calculate the flow using the
experimental conditions present at the point of interest for a given experiment.

6.1

Steady-state Models

The flow in the EML drops was modeled using a 2D steady-state model in ANSYS
Fluent. The current model directly reads and interpolates the force data from the
magnetic model to allow for accelerated computation times. Additionally, the the
current model provides additional tools to modify the computation domain and export
the results greatly easing automation and parametric studies. The current model was
validated both against an experimental case and a prior published model.
6.1.1

Exploration of Version Differences in ANSYS Fluent

Variation in the solution to identical models was observed among different versions
of ANSYS Fluent was observed. In EML models, this variation was confirmed to be
as large as 9% in the flow velocity of an FeCrNi alloy. The observed variation was
further explored using planar Couette flow to compare the results of the models to
the analytical solution.
98

The models were tested using several different meth mesh densities. In the highly
refined meshes, the numerical solution calculated in ANSYS Fluent no longer reflected
the expected flow behavior. This suggests that the solution in these refined mesh cases
were affected by truncation error. The differences between the solution in ANSYS
Fluent, with an appropriate mesh, and the analytical solution were small, relative to
the flow conditions, and can be neglected.

6.1.2

Fe 10wt%Si

Models were analyzed for a Fe 10wt%Si sample processed using EML during TEMPUS parabolic flight experiments. In the experiments of interest, the oscillating drop
method was used to measure the viscosity of the melt; however, significant discrepancies were observed between the measurements taken in EML and those taken using
ground based methods. The flow was calculated over the full range of cooling to
explore the hypothesis that turbulence within the drop increased the momentum dissipation in the oscillations. In the conditions present during cooling in the parabolic
flight cycles, the models characterized the flow to be laminar for all viscosity models
in the temperature range of interest. The laminar flow of the drop does not support
the hypothesis that turbulence may have increased damping of the oscillations during
measurements. Additionally, the conditions on the pulse were modeled. While the
pulses accelerate the flow, the duration of the pulses is much too short to develop
turbulent flow in the drop.

6.1.3

Zirconium

The steady-state model was also applied to recent work in 2016 and 2018 on a
pure zirconium sample in the ISS-EML. These experiments were replicating anomalous nucleation events that first occurred during Spacelab Mission MSL-1R in which
a different pure zirconium sample solidified while being held at sub-critical undercoolings. In the recent experiments, the solidification event was observed both before and
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after cycles that achieved deep undercoolings, supporting the assertion that the samples have not been contaminated. Further, sites for heterogeneous nucleation were
not observed in the video evidence of these experiments. Neither classical homogeneous nucleation nor heterogeneous nucleation well explain the sample solidifying
under quasi-static melt conditions at sub-critical undercoolings. The steady-state
model was used to explore the internal conditions of the melt under the quasi-static
conditions. The current theory is that collapsing voids in the melt create a localized
pressure disturbance driving nucleation of the solid.

6.2

Transient Model

While the steady-state model provides key insights into the internal flow of the
drop, it does not provide details on the transient effect of changing experimental
conditions. The transient model, was developed in ANSYS Fluent to explore the
transient effects of the excitation pulse on the flow within the sample. The transient
effects of the excitation pulse are of interest for exploring an anomalous nucleation
event first observed during the IML 2 experiments in which the sample solidified on
the excitation pulse. The model was applied to the experimental conditions during
more recent ISS-EML experiments recreating the previously observed phenomena.
In these experiments the Zr64 N i36 sample solidified on the excitation pulse. During
this series of experiments, the sample solidified on the pulse six times. In five of
the six cases in which the sample solidified, the pulse height was large enough to
drive the accelerating flow to a Reynolds number above 600; however, the faster flow
was sustained for less than 65ms, not long enough for turbulence to develop. The
acceleration of the flow occurs a rapid response to the change in the body forces
applied to the system.
The pulse induced solidification in the Zr64 N i36 sample occurs immediately following the application of the excitation pulse. The solidification mechanism in this
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sample appears to be a stochastic process with only 12% of the experiments in the
narrow range of temperature and pulse height resulting in solidification.
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CHAPTER 7
FUTURE WORK

• Model the development of turbulence in EML experiments using direct numerical simulations.
• Validate the transient model against parabolic flight experiments on NiAl, in
which tracer particles were observed. The tracer particles can be used with
particle velocimetry to measure the flow velocity on the surface of the sample
and allow comparisons to be made against the transient model.
• Explore other hypotheses to explain the anomalous nucleation in quasi-static
zirconium.
• Explore other hypotheses to explain the pulse triggered nucleation events.
• Process additional experiments on cycles for Zirconium samples already scheduled to be uploaded as part of ISS-EML Sample Batch 3 and Batch 4. Current
estimates for processing expect experiments in 2022-2025.
• Evaluate models to support the design of a ground-based EML facility in which
oscillating drop measurements are possible.
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