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Abstract
By applying the direct symmetry method, the symmetry reductions and some new group invariant solutions were
obtained, We have derived some exact solutions by using the relationship between the new solutions and the old
ones, which include Weierstrass periodic solutions, elliptic periodic solutions, triangular function solutions and so
on. Also, in order to reflect the characteristics and properties of this solutions, we give figures of some solutions.
In addition, we give the conservation laws of the extended (2+1)-dimensional Jaulent-Miodek equation. At last,
we draw conclusions and discuss it.
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1. Introduction
The nonlinear evolution equations(NLEEs) are encountered in a variety of scientific fields, such as chemistry,
plasma physics, engineering , etc. In order to solve the problems of the nonlinear evolution equations, so many
effective analytical and semianalytical approaches have been introduced, such as Lie point symmetry method[1–
3], Exp-function method[4], tanh-function method[5, 6], Jacobi-elliptic method[7, 8], F-expansion method[9],
Painleve analysis and the Hirota bilinear method[10, 11]. Especially, to find the Lie point symmetry and reduction
of a given partial differential equation, the classical Lie group approach, the non-classical Lie group approach,the
direct symmetry method have been suggested.
In this paper, we consider the extended (2+1)-dimensional Jaulent-Miodek equation. The Jaulent-Miodek
equation refers to many branches of physics, such as condensed matter physics, fluid dynamics and optics. The
relationship between Jaulent-Miodek equation and Euler-Darboux equation is found by Matsuno[12]. In recent
years, many scientists have used many methods to obtain the exact solutions of Jaulent-Miodek equation, and have
done a lot of work closely related to the spectral problem of Jaulent and Miodek[13, 14]. Fan[15]gives the Jaulent-
Miodek equation with some traveling wave solutions, and Feng[16] gives the display solutions to the problem. For
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example, Exp-function method[4] is used to get the equation with periodic solution, tanh-coth method obtained
the equation of soliton solutions, sign calculation equation is shaped as a cusp like singular soliton solutions, F -
function equation of the traveling wave solutions are obtained[17–20].
The generaliged (2+1)-dimensional Jaulent-Miodek equation reads
uxt − αuxxxx + βu2xuxx − uxxuy + γuxuxy + λuyy + δuxx = 0, (1)
α, β, γ, λ and δ are real constants. The (2+1)-dimensional Jaulent-Miodek equation is generated by the (1+1)-
dimensional Jaulent-Miodek hierarchy were developed[21]. When δ = 0, a variety of solutions of the equation are
obtained, please refer to the literature [22].
By applying the direct symmetry method, we get the symmetry reductions, group invariant solutions and some
new exact solutions of Eq.(1), which include Weierstrass periodic solutions, Elliptic periodic solutions, Triangular
function solutions and so on. This paper is organized in the following sections. In Sec.2. the Lie point symmetry
groups and symmetry are obtain. And the brackets and the single parameter group are obtained, also the invariant
solution of the group is obtained by the single parameter group. In Sec.3. we find the reduction and new solutions
of the Eq.(1). In Sec.4. we give the conservation laws of Eq.(1). At last, we draw conclusions and discuss it.
2. Symmetry groups of the extended (2+1)-dimensional Jaulent-Miodek equation
By applying the classical Lie symmetry method we consider the one-parameter Lie group of infinitesimal
transformations in (x, y, t, u) of Eq.(1) given by
x∗ = x + ǫξ (x, y, t, u) + O
(
ǫ2
)
,
y∗ = y + ǫη (x, y, t, u) + O
(
ǫ2
)
,
t∗ = t + ǫτ (x, y, t, u) + O
(
ǫ2
)
,
u∗ = u + ǫφ (x, y, t, u) + O
(
ǫ2
)
,
where ǫ is a small parameter. Thus, the vector field with the above group of transformations can be expressed as
follows
V = ξ(x, y, t, u) ∂
∂x
+ η(x, y, t, u) ∂
∂y
+ τ(x, y, t, u) ∂
∂t
+ φ(x, y, t, u) ∂
∂u
, (2)
where the coefficient functions ξ, η, τ and φ are to be determined later.
If the vector field Eq.(1) generates a symmetry of Eq.(2) , then must satisfy Lie’s symmetry condition
Pr(4)V(∆)|∆=0 = 0, (3)
where ∆ = uxt −αuxxxx + βu2xuxx − uxxuy + γuxuxy + λuyy + δuxx. Applying the fourth prolongation Pr(4)V to Eq.(1),
we find the following system of symmetry equations, and the invariant condition reads as
2βφxuxu2xx + γφxuxy + φxt − φxxuy + βφxxu2x − φyuxx + γφxyux + λφyy + δφxx − αφxxxx = 0, (4)
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where φx, φxx, φxt, φxy, φy, φyy, φxxxx are given explicitly in terms of ξ, η, τ, φ and the derivatives of φ. Furthermore,
one can get
φx = Dx(φ − uxξ − utτ − uyη) + ξuxx + ηuxy + τuxt,
φy = Dy(φ − uxξ − utτ − uyη) + ξuxy + ηuyy + τuyt,
φxx = Dxx(φ − uxξ − utτ − uyη) + ξuxxx + ηuxxy + τuxxt,
φxt = Dxt(φ − uxξ − utτ − uyη) + ξuxxt + ηuxyt + τuxtt,
φxy = Dxy(φ − uxξ − utτ − uyη) + ξuxxy + ηuxyy + τuxyt,
φyy = Dyy(φ − uxξ − utτ − uyη) + ξuxyy + ηuyyy + τuyyt,
φxxxx = Dxxxx(φ − uxξ − utτ − uyη) + ξuxxxxx + ηuxxxxy + τuxxxxt,
(5)
where Di denotes the total derivative operator and is defined as Di = ∂∂xi + ui
∂
∂u
+ ui j ∂∂x j + · · · , and (x1, x2, x3) =
(t, x, y).
By Lie symmetry analysis, setting the coefficients of the polynomial to zero, yields many differential equations
about the function ξ, η, τ and φ, and solve the corresponding determined equations, one can get
ξ = c13 x − F1(t) + 2c1δt3 + 2βc3y−4βλ+γ2−γ + c5,
η = 2c13 y + c3t + c4,
τ = c1t + c2,
φ =
c3(γ−1)x
−4βλ+γ2−γ + F
′
1(t)y + F2(t),
(6)
where ci(i = 1, 2, 3, 4, 5) are arbitrary constants, F1(t) and F2(t) are arbitrary functions. Therefore, we obtain the
following symmetries of Eq.(1),
σ =
(
c1
3 x − F1 (t) + 2c1δt3 + 2βc3y−4βλ+γ2−γ + c5
)
ux +
(
2c1
3 y + c3t + c4
)
uy + (c1t + c2) ut
−
(
c3(γ−1)x
−4βλ+γ2−γ + F
′
1 (t) y + F2 (t)
)
.
(7)
From the above results, equivalent vector expression of the above symmetry is
V =
(
c1
3 x − F1 (t) + 2c1δt3 + 2βc3y−4βλ+γ2−γ + c5
)
∂
∂x
+ (c1t + c2) ∂∂t +
(
2c1
3 y + c3t + c4
)
∂
∂y
+
(
c3(γ−1)x
−4βλ+γ2−γ + F
′
1 (t) y + F2 (t)
)
∂
∂u
.
(8)
Setting F1(t) = c6t+ c7, F2(t) = c8t2 + c9t+ c10, where ci(i = 6, 7, 8, 9, 10) are arbitrary constants. From Eq.(8),
the corresponding ten-dimensional Lie algebra = {V1,V2,V3,V4,V5,V6,V7,V8,V9,V10} is reached, where
V1 = ( 13 x + 2δt3 ) ∂∂x + 23 y ∂∂y + t ∂∂t ,V2 = ∂∂t ,
V3 = 2βy−4βλ+γ2−γ
∂
∂x
+ t ∂
∂y +
(γ−1)x
−4βλ+γ2−γ
∂
∂u
,
V4 = ∂∂y , V5 =
∂
∂x
, V6 = −t ∂∂x + y ∂∂u ,
V7 = − ∂∂x , V8 = t2 ∂∂u , V9 = t ∂∂u ,
V10 = ∂∂u ,
(9)
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The one-parameter group generated by vi(i = 1, 2, · · · , 10) is given as
g1 :
(
tδeε + (−tδ + x) e ε3 , ye 23 ε, teε, u
)
, g2 : (x, y, t + ε, u) ,
g3 :
∫ ε0 2β(z1t+y)−4βλ+γ2−γdz1 + x, y + tε, t, ∫ ε0 (γ−1)
(∫ z1
0
2β(z1 t+y)
−4βλ+γ2−γ dz1+x
)
−4βλ+γ2−γ dz1 + u
 ,
g4 : (x, y + ε, t, u) , g5 : (ε + x, y, t, u) , g6 : (x − tε, y, t, yε + u) ,
g7 : (−ε + x, y, t, u) , g8 :
(
x, y, t, t2ε + u
)
, g9 : (x, y, t, tε + u) ,
g10 : (x, y, t, ε + u) .
(10)
From the above groups gi(i = 1, 2, · · · , 10) , one can get the following solutions of Eq.(1)
u1 = f
(
− δteε−δte
ε
3 −xeε
e
ε
3 eε
, ye− 23 ε, te−ε
)
, u2 = f (x, y, t − ε) ,
u3 = f
(
x −
∫ ε
0
2β(z1t−tε+y)
−4βλ+γ2−γ dz1, y − tε, t
)
+
∫ ε
0
(γ−1)
(∫ z1
0
2β(z1 t+y)
−4βλ+γ2−γ dz1+x
)
−4βλ+γ2−γ dz1,
u4 = f (x, y − ε, t) , u5 = f (x − ε, y, t) , u6 = f (x + tε, y, t) + yε,
u7 = f (x + ε, y, t) , u8 = f (x, y, t) + t2ε, u9 = f (x, y, t) + tε,
u10 = f (x, y, t) + ε,
(11)
where ǫ is a parameter , f is an arbitrary known solution of Eq.(1).
3. Similarity reductions and new exact solutions of the extended (2+1)-dimensional Jaulent-Miodek equa-
tion
To search for more similarity reductions of (1), one should consider Lie point symmetries of (1).In this section,
we will discuss how to construct similarity reductions and solutions of Eq.(1). The characteristic equations have
been written from Eq.(7) as follows
dx
c1
3 x − F1 (t) + 2c1δt3 + 2βc3y−4βλ+γ2−γ + c5
=
dy
2c1
3 y + c3t + c4
=
dt
c1t + c2
=
du
c3(γ−1)x
−4βλ+γ2−γ + F
′
1 (t) y + F2 (t)
. (12)
Here we discuss the following Cases.
Case 1 Letting c2 = c4 = 1, c1 = c3 = c5 = 0, F1 (t) = 0, F2 (t) , 0 , solving the corresponding characteristic
equations, we have the following invariants ξ, η and the function u
ξ = x, η = t − y, u =
∫
F2 (t) dt + f (ξ, η) , (13)
Substituting Eq.(13) into Eq.(1) , we have
fξη − α fξξξξ + β f 2ξ fξξ + fξξ fη − γ fξ fξη + λ fηη + δ fξξ = 0, (14)
In order to get the exact solution of Eq.(14), we look for the Lie point transformation group of Eq.(14), and the
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corresponding vector field of Eq.(14) as follows
V˜1 =
(
a
2
ξ +
aηβ
4βλ − γ2 + γ + d
)
∂
∂ξ
+(aη + b) ∂
∂η
+
− a (γ − 1) ξ8βλ − 2γ2 + 2γ − a
(
−4βδλ + δγ2 + β − δγ
)
η
−4βλ + γ2 − γ + c
 ∂∂ f , (15)
where a, b, c and d are arbitrary constants.
Furthermore, we can get the characteristic equation of Eq.(14),
dξ
a
2ξ +
aηβ
4βλ−γ2+γ + d
=
dη
aη + b =
d f
− a(γ−1)ξ8βλ−2γ2+2γ −
a(−4βδλ+δγ2+β−δγ)η
−4βλ+γ2−γ + c
, (16)
where a, b, c and d are arbitrary constants.
Case 1.1 a = 0, c = 0, b , 0, d , 0
In this case, we can get the following solution of Eq.(14)
θ = bξ − dη, f = g (θ) , (17)
and g(θ) need satisfy
(
λd2 + δb2 − bd
)
g′′ − αb4g(4) + βb4g′2g′′ +
(
γb2d − b2d
)
g′g′′ = 0, (18)
Integral to Eq.(18) , yields
(
λd2 + δb2 − bd
)
g′ − αb4g′′′ + 13βb
4g′3 +
1
2
(
γb2d − b2d
)
g′2 +C1 = 0, (19)
where D is an arbitrary constant.
Letting k1 = λd2 + δb2 − bd, k2 = 13βb4, k3 = 12
(
γb2d − b2d
)
, k4 = αb4 , Eq.(19) can be reads as
k1g′ + k2g′3 + k3g′2 − k4g′′′ +C1 = 0, (20)
Setting g′ (ξ) = p , Eq.(20) can be further simplified to
k1 p + k2 p3 + k3 p2 − k4 p′′ +C1 = 0, (21)
In order to get the solutions of Eq.(21) , We adopt two methods. The generalized tanh function expansion
method[24] to be adopted in first one . There are explicit solutions to the following form
p =
n∑
i=0
qiY (θ)i +
n∑
i=1
q−iY (θ)−i, (22)
where θ = bξ − dη , and n, qi, q−i are undetermined constants, also Y is the solution of the Riccati equation as
5
follows
Y′ (θ) = A + BY (θ) + CY2 (θ) , (23)
where A, B and C are constants.
Balancing the highest order derivative term and nonlinear term in Eq.(21) , it follows that n = 1. Therefore the
explicit solution of the equation can be expressed as
p = q0 + q1Y (θ) + q−1Y (θ) , (24)
By substituting Eq.(23) and Eq.(24) into Eq.(21) , we can obtain the following solutions
p1 = R +
√
2k4
k2 C [sec (θ) − tan (θ)] +
√
2k4
k2 A [sec (θ) − tan (θ)]
−1 ,
p2 = R +
√
2k4
k2 C
tan θ
1±sec θ +
√
2k4
k2 A
(
tan θ
1±sec θ
)−1
,
p3 = R +
√
2k4
k2 C
exp(Bθ)−A
B +
√
2k4
k2 A
[
exp(Bθ)−A
B
]−1
,
(25)
where θ = bξ − dη and R = −k3+
√
k23−12k2k4AC−3k1k2+3k2k4 B2
3k2 .
The solutions of the original equation are obtained, respectively,
u1 =
∫
F2 (t) dt + Rθ +
√
2k4
k2 C [ln (sec (θ) + tan (θ)) + ln (cos (θ))] −
√
2k4
k2 A ln (sin (θ) − 1) +C2,
u2 =
∫
F2 (t) dt + Rθ −
√
2k4
k2 C [ln (sec (θ) ± 1) − ln (sec (θ))] +
√
2k4
k2 A [ln (sin (θ)) ± ln (csc (θ) − cot (θ))] +C3,
u3 =
∫
F2 (t) dt + Rθ −
√
2k4
k2 C
e(Bθ)
B −Aθ
B −
√
2k4
k2 A
[
ln(−e(Bθ)+A)
A −
ln(e(Bθ))
A
]
+C4,
(26)
where C1,C2,C3 are integral constants. When δ = 0, we get the Painleve II solutions, but we get the other new
exact solutions from this article.
The second, by applying Jacobi-elliptic function expansion method, we look for the solitary wave solutions of
Eq.(21). Suppose the solutions has the following form
G = p (θ) =
n∑
i=0
aisn
i (θ,m) +
n∑
i=0
bisn−i (θ,m) . (27)
Balancing the highest order derivative term and nonlinear term in Eq.(21), it follows that n = 1 . Therefore, the
explicit solution of Eq.(27) can be expressed as
p (θ) = a0 + a1sn (θ,m) + b1sn−1 (θ,m) , (28)
where a0, a1, b1 are undetermined constants. In the same way, we can obtain the following solutions
G1 = p4 =
−k3+
√
k23−18k2k4m−3k1k2−3k2k4−3k2k4m2
3k2 −
√
2k4
k2
[
sn (θ,m) − sn−1 (θ,m)
]
,
G2 = p5 =
−k3+
√
k23−3k2k4−3k1k2−3k2k4m2
3k2 −
√
2k4
k2 msn (θ,m) ,
(29)
where 0 < m < 1 , m is modulus of elliptic functions.
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So we can get the other set of solutions for Eq.(1)
u4 =
∫
F2 (t) dt + −k3+
√
k23−18k2k4m−3k1k2−3k2k4−3k2k4m2
3k2 θ −
√
2k4
k2
[
1
m
ln (dn (θ,m) − mcn (θ,m)) − ln
(
sn(θ,m)
cn(θ,m)+dn(θ,m)
)]
,
u5 =
∫
F2 (t) dt + −k3+
√
k23−3k2k4−3k1k2−3k2k4m2
3k2 θ −
√
2k4
k2 ln (dn (θ,m) − mcn (θ,m)) .
(30)
Case 1.2 a = 0, d , 0, b , 0, c , 0
In this case, we can get the following solution of Eq.(14) ,
ω =
cη
b , θ = ξ, f = ω + h (θ) , (31)
Take Eq.(31) into Eq.(14), we can get
− αh(4) + βh′2h′′ +
(
c
b + δ
)
h′′ = 0, (32)
Setting h′ (ξ) = W , and Eq.(32) can be written as
− αW′′ + β3 W
3
+
(
c
b + δ
)
W + C5 = 0, (33)
Letting A = β3α , B =
c
bα +
δ
α
, r = C5
α
, then Eq.(33) can be written as
W′′ = AW3 + BW + R, (34)
Taking different values of A and B , and Eq.(34) also have the corresponding different solutions,
(1) I f A < 0, B > 0,R = 0,V1 =
√
−B
A sec h
(√
Bθ
)
,
(2) I f A > 0, B < 0,R = 0,V2 =
√
−B
A sec h
(√
−Bθ
)
,
(3) I f A > 0, B > 0,R = B24A ,V3 =
√
B
2A sec h
(√
B/2θ
)
,
(4) I f A = 4
m
, B = −6m − m2 − 1,R = 2m3 + m4 + m2,V4 = mdn(θ,m)cn(θ,m)msn2(θ,m)−1 ,
(5) I f A = −4m1, B = −6m1 − m2 + 2,R = 2 − 2m1 − m2,V5 = −m2 sn(θ,m)cn(θ,m)m1+dn2(θ,m) ,
(6) I f A = m2
(
−1 + m2
)
, B = 2m2 − 1,R = 1,V6 = sd (θ) = sn(θ,m)dn(θ,m) ,
(7) I f A = 1 − m2, B = 2m2 − 1,R = −m2,V7 = nc (θ,m) = 1cn(θ,m) ,
(8) I f A = 1, B = 2 − m2,R = 1,V8 = sn(θ,m)dn(θ,m)cn(θ,m) ,
(9) I f A = 14 , B = m
2−2
2 ,R =
m2
4 ,V9 = ns (θ,m) + ds (θ,m) ,
(10) I f A = 1, B = 2 + m2,R = −2m2 + m4 + 1,V10 = dn(θ,m)cn(θ,m)sn(θ,m) ,
(35)
where m is modulus of elliptic functions.
Applying the above expressions of explicit solutions Wi (i = 1, . . .10) , one can obtain h and f = ω+h (θ) , and
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we can derive the corresponding solutions of Eq.(1). For example
u6 =
cη
b +
√
−1
A arctan
(
sinh
(√
Bθ
))
,
u7 =
cη
b − ln (sn (θ,m)) ,
u8 =
cη
b + ln (ds (θ,m) − cs (θ,m)) + ln (ns (θ,m) − cs (θ,m)) .
(36)
Case 2 Letting c2 = 1, c1 = c3 = c4 = c5 = 0, F1 (t) = 0, F2 (t) , 0 , in the same way, we can get
ξ = x, η = y, u =
∫
F2 (t) dt + f (ξ, η) , (37)
Substituting Eq.(37) into Eq.(1) , we have
− α fξξξξ + β f 2ξ fξξ − fξξ fη + γ fξ fξη + λ fηη + δ fξξ = 0. (38)
Making transformation with f (ξ, η) = f (w) ,w = lξ + kη , we can get
− αl4 f (4) + βl4 f ′2 f ′′ − l2k f ′ f ′′ + γl2k f ′ f ′′ + λk2 f ′′ + δl2 f ′′ = 0. (39)
Integrating twice with respect to f , yields
f ′′2 = β6α f
′4
+
(γ − 1) k
αl2
f ′3 + λk
2
+ δl2
αl4
f ′2 + 2C6
αl4
f ′ + 2C7
αl4
= 0, (40)
where d0, d1 are arbitrary constants. Letting f ′ = H , and Eq.(40) can be written as
H′ = µ
√
h0 + h1H + h2H2 + h3H3 + h4H4, (41)
where f = f (w) , µ = ±1 , and
h0 =
2C7
αl4
, h1 =
2C6
αl4
, h2 =
λk2 + δl2
αl4
, h3 =
(γ − 1) k
αl2
, h4 =
β
6α. (42)
We can get the following solutions through the following discussion. The explicit solution of Eq.(41) have
been given in [22, 23].
Case 2.1 Polynomial solutions
If h0 > 0, h1 = h2 = h3 = h4 = 0, then H = µ
√
h0w +C8, and we obtain
u9 =
∫
F2 (t) dt + 12µ
√
h0w2 +C8w. (43)
If h1 , 0, h2 = h3 = h4 = 0, then H = − h0h1 + µ
2
( h1
4
)
w2 +C9, then the solution of Eq.(1) is expressed by
u10 =
∫
F2 (t) dt + 13µ
2 h1
4
w3 +
(
C9 −
h0
h1
)
w. (44)
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where w = lξ + kη, and ξ, η are arbitrary constants.
Case 2.2 Rational solutions
If h4 > 0, h0 = h1 = h2 = h3 = 0, then H = − 1µ√h4w + C10, then we obtain
u11 =
∫
F2 (t) dt + ln w
µ
√
h4
+C10w. (45)
If h2 > 0, h0 = h1 = h3 = h4 = 0, then H = eµ
√
h2w +C11, and one can derive
u12 =
∫
F2 (t) dt + 2
√
weµ
√
h2w
µ
√
h2
+ C11w. (46)
where w = lξ + kη, and ξ, η are arbitrary constants.
Case 2.3 Triangular function solutions
(1) If h0 = h1 = 0, then we can get
H1 (w) =
4h2C0 sec h2
( √
h2
2 w
)
2µ(1−∆1)+2µ(1+∆1) tanh
( √
h2
2 w
)
−(2h3C0+1−∆1) sec h2
( √
h2
2 w
) ,
H2 (w) =
4h2C0 sec h2
( √
h2
2 w
)
2µΘ−2µ(∆2+C20) tanh
( √
h2
2 w
)
−(2h3C0+Θ) sec h2
( √
h2
2 w
) ,
(47)
where the constants h2 > 0 , C0 = exp
(√
h2C12
)
,∆1 = C20
(
4h2h4 − h23
)
,∆2 = 4h2h4 − h23 and Θ = C20 − ∆2.
Then the solution of Eq.(1) is expressed by
u13 =
∫
F2 (t) dt +
∫ 4h2C0 sec h2( √h22 w)
2µ(1−∆1)+2µ(1+∆1) tanh
( √
h2
2 w
)
−(2h3C0+1−∆1) sec h2
( √
h2
2 w
)dw +C13,
u14 =
∫
F2 (t) dt +
∫ 4h2C0 sec h2( √h22 w)
2µΘ−2µ(∆2+C20) tanh
( √
h2
2 w
)
−(2h3C0+Θ) sec h2
( √
h2
2 w
)dw +C14.
(48)
(2) If h1 = h3 = 0, h0 = h
2
2
4h4 , h2 > 0, h4 > 0, then H = µ
√
h2
h4 tan
(√
h2
2 w
)
, we can get
u15 =
∫
F2 (t) dt + µ
√
1
2h4
ln
1 + tan2 
√
h2
2
w
 +C15. (49)
where w = lξ + kη, and ξ, η are arbitrary constants.
In order to reflect the characteristics and properties of the solution u15, we give the image of the solution u15,
as follows
Case 2.4 Elliptic periodic solutions
If h1 = h3 = 0 , then we can obtain some new Jacobi-elliptic function solutions
(1)
H3 = µ
√
−h2m2
h4
(
2m2 − 1)cn

√
h2
2m2 − 1w,m
 , h4 < 0, h2 > 0, h0 = h22m2
(
1 − m2
)
h4
(
2m2 − 1)2 . (50)
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So Eq.(1) has the following solution
u16 =
∫
F2 (t) dt + µ
√
−h2m2
h4
(
2m2 − 1)
∫
cn

√
h2
2m2 − 1w,m
 dw +C16. (51)
(2)
H4 (w) = µ
√
−h2
h4
(
2 − m2)dn
√ h22 − m2 w,m
 , h4 < 0, h2 > 0, h0 = h22
(
1 − m2
)
h4
(
2 − m2)2 , (52)
And one can derive
u17 =
∫
F2 (t) dt + µ
√
−h2
h4
(
2 − m2)
∫
dn

√
h2
2 − m2 w,m
 dw +C17. (53)
(3)
H5 (w) = µ
√
−h2m2
h4
(
m2 + 1
) sn 
√
− h2
m2 + 1
w,m
 , h4 > 0, h2 < 0, h0 = h22m2h4 (m2 + 1)2 , (54)
And we can obtain
u18 =
∫
F2 (t) dt + µ
√
−h2m2
h4
(
m2 + 1
) ∫ sn √− h2m2 + 1w,m
 dw +C18. (55)
where 0 < m < 1, m is modulus of elliptic functions, w = lξ + kη, and ξ, η are arbitrary constants.
When m → 1 and m → 0The Jacobi elliptic function is degenerated into trigonometric or hyperbolic functionas
follows
m → 1, sn (w,m) → tanh (w) , cn (w,m) → sec h (w) , dn (w,m) → sec h (w) ,
m → 0, sn (w,m) → sin (w) , cn (w,m) → cos (w) , dn (w,m) → 1.
Case 2.5 Weierstrass periodic solutions
If h2 = h4 = 0, then Eq.(41) can get some Weierstrass periodic solutions
H6 (w) = µ℘
( √
h3
2 w, g2, g3
)
, where h3 > 0, g2 = −4 h1h3 , g3 = −4
h0
h3 .
So we can derive solution of Eq.(1)
u19 =
∫
F2 (t) dt + µ
∫
℘
( √
h3
2
w, g2, g3
)
dw +C19. (56)
Case 3 Letting c2 = c4 = 1, c1 = c3 = c5 = 0, F1 (t) = a, F2 (t) = b , solving the corresponding characteristic
equations, we have the following invariants ξ, η and the function u .
ξ = y + x
a
, η = t + x
a
, u = − b
a
x + f (ξ, η) , (57)
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Substituting Eq.(57) into Eq.(1) , we have
(
λa2+δ−bγ
a2
+
b2β
a4
)
fξξ +
(
2a−bγ+2δ
a2
+
2b2β
a4
)
fξη +
(
a+δ
a2
+
b2β
a4
)
fηη +
(
γ−1
a2
− 2bβ
a4
)
fξ fξξ
+
(
γ−2
a2
− 4bβ
a4
)
fξ fξη −
(
1
a2
+
2bβ
a4
)
fξ fηη +
(
γ
a2
− 4bβ
a4
)
fη fξη +
(
γ
a2
− 2bβ
a4
)
fη fξξ − 4bβa4 fη fηη
− α
a4
(
fξξξξ + 4 fξξξη + 6 fξξηη + 4 fξηηη + fηηηη
)
+
β
a4
(
fξ + fη
)2 ( fξξ + fηη + 2 fξη) = 0.
(58)
Making transformation with f (ξ, η) = f (Ω) ,Ω = kξ + lη ,we can get
(
kl(2a−bγ+2δ)+(a+δ)l2+(λa2+δ−bγ)k2
a2
+
b2β(l+k)2
a4
)
f ′′ +
( (γ−1)(k3+2lk2+l2k)
a2
− 2bβ(k+l)3
a4
)
f ′ f ′′
+
β(l+k)4
a4
f ′2 f ′′ − α(l+k)4
a4
f (4) = 0.
(59)
Integrating twice with respect to f ,yields
f ′′2 = β6α f ′4 +
(
a2(γ−1)(k3+2lk2+l2k)
3α(l+k)4 −
2bβ
3α(l+k)
)
f ′3
+
(
a2[kl(2a−bγ+2δ)+(a+δ)l2+(λa2+δ−bγ)k2]
α(l+k)4 +
2b2β
α(l+k)2
)
f ′2
+
2a4e0
α(l+k)4 f ′ +
2a4e1
α(l+k)4 .
(60)
Eq.(40) and Eq.(60) are all elliptic functions, so the solutions of case 3 is reference to case 2 .
Case 4 Letting c4 = 1, c1 = c2 = c3 = c5 = 0, F1 (t) = 0, F2 (t) = t2 , in the same way, one can derive
ξ = x, η = t, u = t2y + f (ξ, η) , (61)
Substituting Eq.(61) into Eq.(1), we get
fξη − α fξξξξ + β f 2ξ fξξ − η2 fξξ + δ fξξ = 0. (62)
Assuming Eq.(62) has the following solution
f = s (η) ξ + z (η) , (63)
where s (η) and z (η) are the functions to be determined. Substituting Eq.(63) into Eq.(62) yields
f = Z1ξ + z (t) . (64)
Combining Eq.(61) and Eq.(64) , then the new exact solution of the Eq.(1)
u20 = t
2y + Z1 x + z (t) . (65)
where Z1 is integral constant.
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4. Conservation laws
In this section, we will study the conservation laws by using the adjoint equation and symmetries of Eq.(1).
For Eq.(1), the adjoint equation has the form
vxt − αvxxxx + βu2xvxx − 2βuxxuxvx − vxxuy + uxxvy − γvxuxy + γuxvxy + λvyy + δvxx = 0. (66)
and the Lagrangian in the symmetrized form
L = v
(
uxt − αuxxxx + βu2xuxx − uxxuy + γuxuxy + λuyy + δuxx
)
. (67)
Theorem 1. Every Lie point, Lie-Ba¨clund and non-local symmetry of Eq.(1) provides a conservation law for
Eq.(1) and the adjoint equation. Then the elements of conservation vector (C1,C2,C3) are defined by the following
expression:
Ci = ξiL +Wα
[
∂L
∂uαi j
− D j
(
∂L
∂uαi j
)
+ D jDk
(
∂L
∂uαi jk
)
− D jDkDr
(
∂L
∂uαi jkr
)
+ · · ·
]
+ D j (W)
[
∂L
∂uαi j
− Dk
(
∂L
∂uαi jk
)
+ · · ·
]
+ D jDk (W)
[
∂L
∂uαi jk
− Dr
(
∂L
∂uαi jkr
)
+ · · ·
]
,
(68)
where W is the Lie characteristic function and
Wα = ηα∗ − ξ juαj . (69)
The conserved vector corresponding to an operator is
v = ξ1
∂
∂t
+ ξ2
∂
∂x
+ ξ3
∂
∂y
+ ξ4
∂
∂u
. (70)
The operator v yields the conservation laws Dt
(
C1
)
+ Dx
(
C2
)
+ Dy
(
C3
)
= 0, where the conserved vector C =(
C1,C2,C3
)
is given by Eq.(68) and has the components
C1 = ξ1L +W
(
∂L
∂ut
− Dx
(
∂L
∂uxt
))
+Wx
(
∂L
∂uxt
)
,
C2 = ξ2L +W
(
∂L
∂ux
− Dx
(
∂L
∂uxx
)
− Dy
(
∂L
∂uxy
)
− Dt
(
∂L
∂uxt
)
− Dxxx
(
∂L
∂uxxxx
))
+Wx
(
∂L
∂uxx
+ Dxx
(
∂L
∂uxxxx
))
+Wxx
(
−Dx
(
∂L
∂uxxxx
))
+Wxxx
(
∂L
∂uxxxx
)
C3 = ξ3L +W
(
∂L
∂uy
− Dx
(
∂L
∂uxy
)
− Dy
(
∂L
∂uyy
))
+Wx
(
∂L
∂uxy
)
+Wy
(
∂L
∂uyy
)
.
(71)
So Eq.(71) defined the corresponding components of non-local conservation law for the system of Eq.(1) and
Eq.(66) corresponding to any operator admitted by Eq.(1).
Let us make conclusions for the operator
V =
(
c1
3 x − F1 (t) + 2c1δt3 + 2βc3y−4βλ+γ2−γ + c5
)
∂
∂x
+ (c1t + c2) ∂∂t +
(
2c1
3 y + c3t + c4
)
∂
∂y
+
(
c3(γ−1)x
−4βλ+γ2−γ + F
′
1 (t) y + F2 (t)
)
∂
∂u
.
(72)
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For this operator, one can get
W = (γ−1)x−4βλ+γ2−γ −
2βy
−4βλ+γ2−γux − tuy. (73)
We can get the conservation vector of Eq.(1)
C1 = −
( (γ−1)x
−4βλ+γ2−γ −
2βy
−4βλ+γ2−γux − tuy
)
vx +
( (γ−1)
−4βλ+γ2−γ −
2βy
−4βλ+γ2−γuxx − tuxy
)
v,
C2 = − 2βy−4βλ+γ2−γv
(
uxt − αuxxxx + βu2xuxx − uxxuy + γuxuxy + λuyy + δuxx
)
+
( (γ−1)x
−4βλ+γ2−γ −
2βy
−4βλ+γ2−γux − tuy
) (
uxyv + βvxu
2
x − vxuy + δvx − γvyux − vt + αvxxx
)
+
( (γ−1)
−4βλ+γ2−γ −
2βy
−4βλ+γ2−γuxx − tuxy
) (
βvu2x − vuy + vδ − αvxx
)
−
( 2βy
−4βλ+γ2−γuxxx + tuxxy
)
αvx +
( 2βy
−4βλ+γ2−γuxxxx + tuxxxy
)
αv,
C3 = −tv
(
uxt − αuxxxx + βu2xuxx − uxxuy + γuxuxy + λuyy + δuxx
)
+
( (γ−1)x
−4βλ+γ2−γ −
2βy
−4βλ+γ2−γux − tuy
) (
−vuxx − γvxux − γvuxx − λvy
)
+
( (γ−1)
−4βλ+γ2−γ −
2βy
−4βλ+γ2−γuxx − tuxy
)
γvux −
( 2β
−4βλ+γ2−γux +
2βy
−4βλ+γ2−γuxy + tuyy
)
λv.
(74)
This vector involves an arbitrary solution v of the adjoint equation Eq.(66) and provides an infinite number of the
conservation laws.
Remark We have checked all the exact solutions satisfy the original Eq.(1) , and the above solutions of the
extended (2+1)-dimensional Jaulent-Miodek equation have not been found in other references. To our knowledge,
the symmetry reductions obtained in this paper are completely new and has not been studied yet in previous papers.
5. conclusion
In this paper, we investigated the extended (2+1)-dimensional Jaulent-Miodek equation via Lie symmetries. By
applying the direct symmetry method ,we obtain the classical Lie point symmetry of the equation. Based on given
Lie symmetry , we reduce the extended (2+1)-dimensional Jaulent-Miodek equation to the (1+1)- dimensional
PDE and ODE. We also have derived some exact solutions of Eq.(1) by using the relationship between the new
solutions and the old ones. In order to reflect the characteristics and properties of this solutions, we give figures
of some solutions. At last, we give the conservation laws of Eq.(1). These conclusions may be useful for the
explanation of some practical physical problems.
The symmetry study plays a very important role in almost all scientific fields, especially in the soliton theory
because of the existence of infinitely many symmetries for integrable system. Furthermore, the symmetry analysis
based on the Lie group method is a very powerful method and is worthy of being studyied further.
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