The accuracy obtainable by two-dimensional Fourier series methods has been studied experi mentally for a hypothetical structure containing twelve atoms in general positions. A n / curve appropriate to average hydrocarbon structures has been employed, and the results should be applicable to a wide range of organic crystals. Errors due to incompleteness in the Fourier series, and to random and systematic errors in the F values have been investigated. It is concluded that in careful determinations with extremely small and symmetric crystal specimens and with reliable photometric or very careful visual estimates of intensities, carried to the limit of copper radiation, the maximum error in a complex structure should not exceed 0*03 A, and the probable error will be about 0-015 A for atom separations of between 1-0 and 1-4 A. If the series is incomplete, or if systematic errors are present (such as might be due to absorption in a crystal specimen of irregular shape or to instrumental faults), then these limits will be exceeded.
I n t r o d u c t i o n
In crystal analysis the distribution of electron density within the unit cell can be expressed by a triple Fourier series, where the coefficients of successive terms are given by the absolute values of the structure factors for the corresponding crystal planes, divided by the volume of the unit cell (W. H. Bragg 1915; Compton 1926; W. L. Bragg 1929) . Direct application of this very elegant method of analysis is limited, however, to a few special cases because in general only the magnitudes of the structure factors can be obtained by experiment. All information about their phase differences is usually lost in making the experiment.
Nevertheless, the Fourier series method is used very widely as a means of refining the atomic positions in crystal analysis, after the main outlines of the structure have been determined by other means. If the structure is approximately known, then the calculated values of the phase constants may be employed together with the experimentally measured structure factors. Evaluation of the Fourier series gives peaks in the density distribution which lead to a better approximation to the true atomic positions than those of the rough initial structure. Repetition of the process with the inclusion of smaller terms will finally lead to a very accurate solution, if various precautions are taken and if the series is reasonably convergent.
We have recently employed this method, using a double Fourier series which gives a projection of the structure, to investigate carbon-carbon bond-length variations in a number of aromatic hydrocarbons (Robertson & White 1945 , 1947 . The range of these variations is extremely small, from 0*01 A to about 0*05 or 0*06 A a t most. I t is therefore very difficult to distinguish between spurious variations, due to experimental and numerical inaccuracies, and genuine variations in the bond lengths. I t is encouraging to find th at the pattern of variations obtained corre sponds in some cases very closely to theoretical calculations of the bond lengths
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(Coulson 1944). However, it is obviously a m atter of importance to try and establish as closely as possible the limits of accuracy which apply when using the Fourier series method of approximation in these structures. This question is examined in some detail in the present paper. The general problem of accuracy has recently received extensive study, par ticularly by Booth (1945 Booth ( , 1946 . His theoretical approach to the problem has led to formulae whereby the probable error in atomic co-ordinates may be calculated from a knowledge of the probable error in the experimental F values. W ith regard to finite summation errors, an accurate treatm ent is possible for the diatomic case. When the structure contains many atoms with varying degrees of resolution, a rigorous treatm ent is hardly feasible.
We have adopted the simple method of direct experimental study for the problem of many atoms. Only two-dimensional methods have been employed, and a hypo thetical structure has been designed to resemble the aromatic hydrocarbon structures for which the question of accuracy is important. Various types of error have been introduced, such as those due to finite summation, and to random and systematic errors in the F values, and their effect on the projections have been studied. This treatm ent also has the advantage of showing what errors may be due to the par ticular numerical methods employed. These are always im portant in extensive calculations of this type where it is impracticable to employ standard mathematical tables. We have used throughout our usual 3-figure methods of calculation (Robert son 1936 a) with graphical interpolation from the arrays of summation totals for the positions of the contour lines. The scale of the working drawings and sections has been kept at 5 cm. to 1A throughout. These methods are the same as have been employed in the analysis of the hydrocarbon structures mentioned above.
The hypothetical structure
The two-dimensional structure shown in figure 1 was set up, where the atoms are supposed to be carbon and are grouped in two rings with projected 'bond distances' varying from 1-00 to 1*40 A. The other pairs of atoms in the corners are closer together, and are used chiefly to test resolution. This hypothetical structure is placed in a triclinic cell, a = 12-00 A, c = 6-00 A, = /? = y 90°, space group C\ (P i). The only element of symmetry is a centre, which is conveniently chosen as the origin of co-ordinates. This is situated a t the corner of the diagram, which shows half a unit cell and contains one completely asymmetric unit compound of 12 atoms (A -L). The structure is supposed to be projected along the third (6) axis. The above constants are chosen to facilitate calculation and provide dimensions comparable to those of real structures.
The co-ordinates assigned to the atoms and the resulting bond distances are given in table 1.
From these co-ordinates the absolute values of the structure factor, F, were calculated for all planes capable of giving a reflexion with copper radiation (up to 
2 sin 6 = 2-000 for A = 1-539 A). The numerical work was carried out by the 3-figure strip and scale method (Robertson 19366 ) and an empirical atomic scattering factor appropriate to average hydrocarbon structures was assumed. The values of this factor in terms of 2 sin# have already been given in detail (Robertson 1935) . The F values ( x 10) are collected in table 2, where the outer line includes all planes up to 2 sin 6= 2-000, and the inner line all planes up to 2 sin 1-500. In general the values are small, owing to the extended distribution of atoms and the rapid decline in the atomic scattering factor. The maximum F is 24-6 for (001), which compares with F (0 00) = 144. At the reflexion limit for copper radiation the values are all greatly reduced, the maximum being 3-2 for (507). The general effect is similar to th at found in the principal zone of most organic structures th at do not involve heavy atoms or extensive hydrogen bridging. A double Fourier series was now set up with the coefficients given in table 2, and evaluated a t 900 points over the asymmetric crystal unit, the axial subdivisions being 0-200 A in each direction. The contour map constructed from these results by the methods already described is shown in figure 2. I t is seen to be reasonably free from spurious diffraction effects, as would be expected from the rapid con vergence of the series employed. All the atoms are clearly resolved except the pairs in the corners of the diagram. Their separations (0-618 and 0-506 A) are near the limit of resolution, which may be taken as 0-6(A/2sin#0) (Bragg & West 1930) . For figure 2, 2 sin 00 = 2-0, and the limit is 0-46 A. The other atoms are all separated by distances of 1A or more, and there is no difficulty in estimating the positions of the centres. These are marked by small crosses, and were obtained by careful inspec tion and measurement without any reference to the list of given co-ordinates.
The results of these estimations are collected in table 3, together with the errors or displacements from the original positions. The average error, in atomic positions or in bond lengths, is only slightly above 0-01 A, and the maximum error is about 0-02 A. When the bond lengths are averaged in groups of six, as is frequently the practice in aromatic structures, then a much greater accuracy, of the order of 0*005 A, is obtained. This test shows the precision which may be expected from a structure of this kind when a completely accurate set of F values is employed and the reflexions are recorded to the limit of copper radiation. I t is possible th a t a still higher accuracy might be obtained from the same data by the use of more precise numerical and graphical methods, but any such extension might well involve a prohibitive amount of labour for a large structure. The methods here used were precisely the same as we have employed in our various investigations of hydrocarbon structures.
E f f e c t o f a l e s s c o m p l e t e s e r i e s
We next proceed to introduce various types of artificial errors into the series, such as might be encountered in the analysis of a real structure. In the first place we retain the completely accurate F values but terminate the series at 2 sin = 1*5 for A = 1*54 A (table 2). The limiting F values are now larger, and there are some notable omissions, such as (705) with F = +12*0. The results of this summation are given in figure 3, which shows very clearly the decreased resolving power as compared with figure 2. The pairs of atoms in the left-hand corners ( ' ) are now definitely closer than the theoretical limit for resolution (0*62 A), and the other pairs ( L L ' ) are just at the limit. Within the 'molecule' there is considerable dis tortion and smearing of the peaks, especially for the shorter bonds. However, the positions of the mean centres can still be estimated without much difficulty, and the results of such an estimation are given in table 4. They are remarkably accurate in spite of the abrupt termination of the series, the average error in position being 0*02 A, and the maximum error 0-034 A. For bond lengths the average error is 0-02 A, and the maximum 0-05 A. 
Effect of random errors
In the next analysis we introduce certain random errors such as might arise in the course of X-ray intensity measurements. These errors are arranged so th at the mean discrepancy in the F values is 10-3 % (which corresponds to mean errors of over 20 % in intensity measurements). In addition, all terms in the original series (table 2) These errors were drawn at random and attached to the values, equal numbers of positive and negative errors being introduced in each range. The resulting F values are shown in table 5, and the contour map obtained from the synthesis of this series is given in figure 4. As might be expected for the case of purely random errors in a series with a large number of terms, this diagram shows very little alteration from th a t of the first synthesis (figure d). Indeed, there is only appreciable alteration in the region of the dotted one-electron line, when the surface is very flat. The best centred for the peaks were estimated as before and the results of these measurements are collected in table 6. The average error in position is about 0-02 A and the maximum error for any atom 0-03 A. For bond-length measurements the figures are similar. In any actual crystal analysis various types of systematic error are liable to arise. These may be due to different kinds of imperfection in the crystal specimen, to the irregular shape of the specimen giving rise to different amounts of absorption for different positions, or to various faults in the measuring instruments. We now consider one of these common sources of error, th at due to differential absorption in a specimen of irregular shape. We assume the crystal to have the rather extreme cross-section (perpendicular to the rotation axis) of T 2 by 0*25 mm., the long direction being the a axis. We assume an absorption coefficient for A = 1*54 A of fi -7*0 per cm., which is about the usual value for hydrocarbons. I t is then possible to calculate the effect of this absorption on the intensity of each reflexion in the zone (hi), and consequently the effect on the structure factors. For this calculation we have used a graphical method which gives approximate values only. The (01) plane, and other planes of similar orientation, are most affected, the reduction in the F values being about 35 %, while for the (10) and similar planes the reduction is a minimum at about 9 % of the original F value. The complete set of F values, with Vol. 1 9 0 . A, allowance for this effect, is given in table 7, where terms in the original series with 10 F less than 15 are again omitted. As all the reflexions experience some reduction due to absorption there is now a general decrease in the scale of the F values, apart from jF(00). The average discrepancy, compared with the original set of F values (table 2) , is 18 %, but if allowance is made for the general reduction in scale, which cannot affect the atomic positions, then the average discrepancy is 7 %. Unlike the random errors, the incidence of these errors is now of course a function of the indices hi for each plane. 
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The summation obtained with this series is shown in figure 5 , and although the main outlines of the structure are perfectly clear, a number of minor distortions are evident as compared with figures 2 and 4. The 'atom s' are not so spherical, and both the peak values and the bridge values fluctuate from place to place. The best positions for the peaks were estimated as previously and the results are collected in table 8.
The errors are now slightly greater than those obtained previously from the synthesis with .random errors (table 6) but not quite so great as in the synthesis terminated at 2 sin00 = 1*5 (table 4).
Conclusions
As the atomic scattering curve used in all these calculations is based upon observed values for aromatic hydrocarbons, the results are only directly applicable to rather similar types of crystal. This includes a very large range of organic compounds. The main feature of these results is in accordance with the conclusions of Booth (1945 Booth ( , 1946 , viz. th at convergence of the Fourier series is of much greater importance than extreme accuracy of intensity measurements. The results obtained in the last section, however, show that if the intensity errors are systematic, as may arise from the use of unsuitable crystal sizes and shapes, then appreciable displacements of the atoms may be obtained. I t is obviously desirable to eliminate these errors as far As possible before beginning structure calculations. Our present results are summarized below in table 9. Although position errors and bond-length errors are obviously related functions, it is convenient to quote both for this particular hypothetical structure. Table 9 accurate I t seems likely th at the base-line for these errors is set by the particular numerical and graphical methods adopted (Robertson 1936a ) rather than by the ultimate limitations of the Fourier series method itself. In the best two-dimensional deter minations by the present methods errors slightly larger than those in the first column but less than those in the third column would be expected, where random errors amounting to about 20 % in terms of intensity measurement are introduced. In the case of extremely small and symmetric crystal specimens and with reliable photometric or very careful visual estimates of intensity, carried to the limit of copper radiation, the maximum error in a complex structure should therefore not exceed 0-03 A, and the probable error should be about 0-015 A. If the series is incomplete, or if systematic errors are present, these limits will be exceeded.
If the bond-length measurements can be averaged in groups, as is frequently possible for aromatic structures, then exceedingly reliable values may be obtained. In the above calculations the errors in the ring averages are all less than 0-01 A, except in the case of the very incomplete series where one value of 0-015 A is obtained.
