ABSTRACT In Brazil, the government has historically given low attention to the planning of telecommunication infrastructure, such as the prediction of the Internet bandwidth in the short and medium term, since this process can be slow and costly. Notably, smart city applications are impaired by this policy, because they depend on cost-benefit technology to support the Internet of Things. This paper presents a method for forecasting the Internet demand based on public data obtained from the International Telecommunication Union, the World Bank, and government agencies, using Brazil as a case study. The information inputs are associated with the population growth, and with social and technological development. The prediction process uses statistic concepts and models to infer the relationship between input variables and the data bandwidth rate. The proposed methodology is not restricted to the prediction of the Internet demand and may also be used to estimate other concerns for developing countries, such as oil, energy, and water consumption. The method is compared with other time series analysis models. The results reveal that factors related to innovation and technology significantly impact the annual projection of the Internet demand.
I. INTRODUCTION
The connectivity revolution initiated by the Internet of Things (IoT) offers a wide variety of business opportunities for telecommunication companies. In order to take advantage of this, companies need to expand the existing infrastructure to create advanced and flexible services in a distributed and interconnected network of sensors, capable of supporting high demands for new intelligent services [1] .
The literature reveals that the IoT environment will interconnect devices, machines, companies, government and people, changing the role of computers [2] . However, in developing countries, these technological changes may be limited by constraints related to a precarious telecommunication infrastructure [3] , such as inefficient systems and the deterioration of physical assets. To overcome these constraints, investments in telecommunication ultra-broadband infrastructure must be accomplished to handle the data flow of billions of sensors simultaneously that will be generated by new business opportunities across different industrial sectors [1] , [4] .
Using Brazil as an example, the significant investment costs of telecommunication infrastructure have been a barrier to encourage companies to establish wider networks as expected [5] , [6] , after the privatization of the telecommunication sector [7] . Usually, telecommunication infrastructure planning focuses on investments and operational costs, neglecting Internet demand behavior, an essential issue for revenue estimation. Therefore, a methodology to evaluate the future behavior of Internet demand should, in an uncertain scenario, minimize risks related to telecommunication infrastructure profitability [8] - [10] . Internet demand forecasting makes telecommunication grid planning more reliable, increasing the confidence in decision making [11] .
Based on this rationale, to contribute to the viability of the telecommunication infrastructure, we propose a model to foresee the Internet demand taking into account the variables that affect this phenomenon prediction.
II. IoT SMART CITY INTERNET DEMAND
The study of the IoT is recent in academia and industry [12] . In general, the IoT is a set of interconnected devices managed by intelligent control centers as part of the Internet [13] . The IoT enables the availability of a wide range of services and applications [14] . These investments in information and communication technologies usually result in smart solutions to improve the economic, social and governmental resource management [15] . For example, the IoT may provide an effective method and an important technique to solve urban problems such as water and energy waste, traffic jam and violence [12] , as well as the planning and construction of applications such as telemetry, tracking, and efficient resource management [16] .
The IoT connects people to everything, anytime and anywhere. Therefore, the first step in the development of a smart city is to introduce sensor solutions based on the IoT infrastructure [12] , in which the IoT infrastructure is presented from three different points of views: network-centric, cloud-centric and data-centric. These correspond to requirements in communication, management, and computation, respectively, to build up the IoT infrastructure for a smart city [17] . The many sensors may be attached to or embedded in objects or devices, such as in street lighting lamps or traffic lights. In the first case, the illumination intensity of a particular street could vary according to the presence of pedestrian or vehicles. Also, traffic lights could change their state according to the presence or absence of traffic flow in each direction.
A. RELATED WORKS
The technological solutions that aim at promoting interaction among private and public clouds require expertise from telecommunication and computer sciences [18] , [19] . Recently, the IoT became an important field of research, able of converting telecommunication suppliers into profitable service providers [20] . However, the nonexistence of telecommunication infrastructure outside the major centers increases the challenge for the implantation of IoT [20] . New network architectures are required to overcome the current limitations as well as the new demand that emerge from the application of smart devices [13] .
Some works focused on the demand estimation of new services and products, using random scenarios, probabilistic techniques [9] and linear time series based on moving average regression models [11] . These works investigated the demand fluctuations in concentration points for a spatial distribution forecast. The short scale of time series restricts the forecasting model to a six-month scenario, revealing the geographical position estimation and neglecting the calculation of demand volume.
Traditional forecasting models show the demand behavior independently from the offer [21] . As illustrated in [22] , the forecasting model does not consider offer constraints in the demand evolution. In Stordahl's time-series forecasting model [23] , the Internet demand is based on categories of user profiles. The forecast aims to determine the maximum Internet demand, considering the capacity of human-machine interaction. Analogously to [23] , the work in [24] presents estimates for the Internet traffic based on the product among the expected number of users, the consumption profile of each application, usage per user in minutes and transmission in KB per minute.
A forecasting model may incorporate several time-based variables. The high number of variables could, however, distort the results [25] . One way to solve this problem is to apply a dimension reduction method to the variable space [26] . As can be found in macroeconomic studies, dimension reduction improves the statistical forecasting results, mainly in a scenario where a large number of uncertain variables coexists [22] .
Although [9] , [11] , and [23] present consistent statistical results, a method based on uncertainty predictors would remove subjective assumptions from the model. The methodology described in [22] , [25] , and [26] incorporates predictors based on innovation and technology to the time series used for the Internet demand forecasting.
This work aggregates mathematical, telecommunication and market knowledge aiming to contribute with a new approach for a known and relevant problem. It presents a step forward to effective success in IoT and smart cities' opportunities. We propose specific concepts and techniques that are used to understand and forecast the complex dynamics of technological demands. It also allows for rational decision making while investing in telecommunication infrastructure based on appropriate planning.
B. TECHNOLOGICAL DEMAND
An ideal Internet demand forecasting model may consider the user's Internet demand for two, five and ten years ahead. However, it is unable to predict their future technological needs as a consequence of the uncertain technological scenario of smart cities. An example of neglecting the potential evolution of technology is the unpredicted Internet demand growth of e-mails.
Among the available demand forecasting models [21] - [23] , a commonly-used model assumes that the past Internet traffic is a good indicator of the future [22] . However, the classical forecasting models cannot capture new emergent behaviors, leading to common forecast errors [11] . When innovation and technology components are added to the model, forecast errors may decrease, as these variables help reduce uncertainty.
The launching of new technologies increases at the same time that the telecommunication infrastructure supply expands. This promotes other cycles of Internet demand, the discovering of new applications and technologies, favoring another growth cycle for the demand. The history of the demand for technology and innovation suggests the VOLUME 6, 2018 existence of a pattern, so that these applications, basic or typical, will boost Internet demand and should be considered in the forecasting model.
C. INTERNET DEMAND CALCULATION TECHNIQUES
The most common forecasting model is the time series pattern analysis. Forecasting by time series uses a large range of historical data and is based on statistical techniques. The number of variables and their coefficients, for example, interfere in the estimated results, the error, the reliability of the parameters and the forecast precision [26] .
The application of dimensional reduction methods converts a high-dimensional model into a simplified one that summarizes the essence of the whole set of variables [27] . The dimensional reduction method has two basic approaches: principal component analysis and cluster analysis. The principal component analysis aims to identify a new set of factors that best represents the data variance. A variation of the method, the factor analysis, is based on the data covariance analysis [28] , [29] . Cluster analysis consists of a set of techniques that aims at grouping variables according to a criterion of similarity. In this work, as in [30] , a hierarchical technique is used to analyze the grouping of variables so that behavioral patterns can be discovered and used to indicate trends for the forecasting models [31] .
The forecasting model that was chosen for this work, the dynamic regression technique, captures the behavioral relationship between the dependent variable, its previous values and some explanatory variables. In order for the technique to be applied, the availability of historical values for the dependent variable is required, as well as a set of reasonably accurate forecasts for the explanatory variables [32] .
Unlike traditional methods, such as exponential smoothing or Box-Jenkins, the construction of dynamic regression models is not automatic. It is composed of an alternated sequence of inclusions and exclusions of variables followed by a set of tests to ensure that the final result can be considered statistically robust [32] .
III. MATERIALS AND METHODS
The experimental method proposed in this paper is detailed in Fig. 1 . At the end of each process, the output represents the Internet demand for an IoT environment in smart cities. The historical data of Internet demand per person (bits per second) were obtained from the International Telecommunication Union (ITU).
A. DATA GATHERING AND PROCESSING
The data gathering and processing, as shown in Fig. 1 , is a three-step process, including data survey, variable selection and variable reduction. The data survey step focuses on mining several official database sources in the period of 2003 to 2016. The variables selection step aims to identify the sets of similar variables according to their time behavior, applying a hierarchical clustering technique [28] . Finally, the variable reduction step aims to reduce the dimensionality of the problem by grouping variables. The principal component method is applied to fit the forecasting model [26] , taking out the excessive number of correlated variables, improving the reliability and the accuracy of the forecast.
B. MODELS FOR INTERNET DEMAND FORECASTING
The model able to forecast the Internet demand for a smart city using the principles of an IoT starts by applying an exponential smoothing technique to forecast the two uncertain factors designed in Section III-A. Then, a dynamic regression technique is applied to forecast both the independent and dependent variables (Internet consumption per person), achieving the Internet demand for an IoT and Smart City context.
IV. EXPERIMENTAL RESULTS
The output of the data survey, the first step of the process described in Section III-A, is a set of variables that can be grouped into two blocks according to their purpose. The first group of variables, x 1 to x 18 is used to create the predictor variables and formulate the forecasting model:
( The second group of variables, P 1 to P 5 , is used as predictors to forecast the Internet demand:
(P 1 ) Gross domestic product, current prices; (P 2 ) Gross domestic product per capita, current prices; (P 3 ) Total investment; (P 4 ) Unemployment rate; (P 5 ) Population. The data were analyzed using the software Ninna Cluster, Ninna PCA, and Forecast Pro XE 6. The result of the hierarchical clustering technique, second step of data gathering and processing, is demonstrated in Fig. 2 , in which the selected variables were gathered into two groups. The groups were determined based on a function that measures, on the x axis, the distance between the variables. Group 16 , and x 18 .
The final step of data gathering and processing, the variable reduction process, reduced each one of the two groups obtained in the previous step to a single factor. Each obtained factor accounted for over 90% of the data variance. The amount of explained variance is shown on the y axis of the plot in Fig. 3 , as a function of the number of factors.
In order to ensure that the models were properly adjusted, a general consistency data test, the Kaiser-MeyerOlkin test (KMO), was used [33] . The adequacy measured for the sample was 79% for the principal component named as technological factor (henceforth, variable T ) and 83% for the component named as innovation factor (henceforth, variable I ). In both cases, the results are close to the desired threshold for the parameter (80%). The dimensionality reduction minimizes the effects of the correlation between the variables and improves the reliability and accuracy of the forecasting model. This step removes external interference in the estimation results, as described by Stock and Watson [26] .
The exponential smoothing technique, the first step of the Internet forecasting process (section III-B), is used to generate the scores of the annual technological and innovation factors until 2022. These scores were used as predictor variables, such as a dependent variable guide. Therefore, the dynamic regression model, which is the second step of Internet forecasting process (section III-B), was performed using time series T and I as predictor variables. In addition to these, the International Monetary Fund forecast time series predictors of variables P 1 to P 5 were used to compose the dynamic regression model. VOLUME 6, 2018 After thorough experimentation, two models that satisfied the statistical parameters were found. In both models, the Internet demand in the current year is more correlated with the values for T and I from one year before (t−1) than with the values from the current year. Thus, the lagged values I (t−1) and T (t−1) from one year before were added to the models. Following this reasoning, the lagged variable P 3 (t−2) from two years before was also added to the models. Also, the lagged I (t−2) variable from two years before and a trend line were included in the first model, while the lagged P 4 (t−1) variable was included in the second one. After all changes, the second model was chosen considering the forecasting parameters. Table 1 shows the variables used in the second forecasting model with their respective coefficients, standard errors, model significance and p-values. The second dynamic regression model is synthesized based on a set of standardized model parameters, such as a sample size of 14, 4 regressors and the 0 lagged errors, that can be used to diagnose the current model, and to compare alternative forecasting approaches. In this case, since the DurbinWatson statistics test [34] detected no auto-correlation from the regression analysis, the Ljung-Box test, widely applied in time series analysis [34] , also ensured the overall randomness based on the number of lags, as the groups of autocorrelation are different from zero. Furthermore, the Bayesian information criterion (BIC) [34] , part of the likelihood function, used as the statistical parameter for forecasting model selection, represents the lowest BIC over ten other model simulations.
The mean absolute deviation (MAD) [34] is a scale estimator that is more robust than the sample variance. This and the standard deviation (MSE) root-mean-square error or rootmean-square deviation (RMSE) and other statistical results can be seen in Table 2 . Briefly, all the results revealed the statistical adequacy of the uncertainty predictors (innovation and the technological factors) in the dynamic regression and the Internet demand forecasting model. The plot in Fig. 4 shows a comparison between the dynamic regression with the uncertainty predictors and the exponential smoothing model. The differences between the results of the Internet demand in 2022 emphasize that forecasting using factors such as technology and innovation might change telecommunication infrastructure investment planning, mostly if considering the context of IoT in smart cities.
The forecasting shows that Internet demand will almost double between 2016 and 2022, jumping from 98.5 kbps/user to 185.7 kbps/user. The traditional forecasting method based on exponential damping gives a demand of 149.8 kbps, which is 23% less than the results predicted by the proposed model.
With a higher confidence scenario, this Internet demand forecast allows for companies to carry out future infrastructure investment plans, fitted to a complex and sophisticated technological and innovative market.
V. CONCLUSION
The telecommunication infrastructure was presented as an indispensable and fundamental key-factor to the IoT and smart cities' environment development. As long as telecommunication infrastructure costs are high, payoff issue becomes critical and the reliability of Internet demand forecasting models takes a main role to minimize economic risks. This paper contributes to the decision making process for telecommunication investments, presenting a method to forecast the Internet demand that incorporates technological and innovation variables to reduce market uncertainties.
The method uses predictor variables, obtained by dimensionality reduction techniques, and selected through hierarchical clustering. Furthermore, it can be easily replicated and updated for any city of the same state by changing the population data, and can also be used for Brazilian cities in other states. In that case, the predictor variables should be calculated applying the cluster and the principal component analysis techniques over the census data.
In the presented case study, an estimated demand of 185.7 kbps per user for 2022 was obtained when incorporating innovation and technology uncertainty into the model, while the traditional method based on exponential damping predicted a demand of 149.8 kbps, a reduction of 19%. This significant difference may drive equivocated investments in telecommunication networks, since Internet demand is intrinsically related to the revenues of the offered services.
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