Abstract
Introduction
In information systems (IS), many phenomena are complex and multidimensional in nature and cannot be properly measured by a simple first-order latent construct (DeLone & McLean, 1992) . Therefore, higher-order models have been proposed to capture these phenomena. Examples include end-user satisfaction (Doll & Torkzadeh, 1991) , information system planning success (Segars & Grover, 1998) , service quality (Jiang, Klein, & Carr, 2002) , information privacy (Stewart & Segars, 2002) , trust (Benbasat & Wang, 2005; McKnight, Choudhury, & Kacmar, 2002) , and perceived justice for information provision (Son & Kim, 2008) . Some of these higher-order models have been questioned for their construct validity. A particular issue of interest is concerning the milieu in which a model may be validated. A higher-order model cannot exist in insularity. It needs to relate to other factors or be placed in a nomological network of consequent and/or antecedent variables to determine if it acts as a better mediator than its underlying first-order factors. Such an aspect of measurement efficacy is called "nomological validity".
Nomological validity is a relatively new concept in organizational research in general and IS in particular; techniques to conduct the tests or criteria to make judgments have not, as yet, been well developed. In the IS literature, Chin (1998) has proposed embedding a second-order latent variable as a mediator between an antecedent variable and a consequent variable; unfortunately, Chin describes neitherthe process nor the criteria. Other studies have discussed nomological validity Salisbury, Chin, Gopal, & Newsted, 2002; Stewart & Segars, 2002) , but no study has provided a formal treatment of the concept. Many studies have used the term for a different concept (e.g., Kappelman, 1995) . Among researchers who have conducted tests, the procedures and criteria have been implicit and inconsistent. There have also been differences even in terms of how nomological validity is defined.
In this paper, we systematically examine the nature of nomological validity and analyze the difficulties associated with the test procedures used in existing IS studies. We then propose a new approach based on the explanatory power of a measurement model. In particular, we propose the notion of "predictive efficiency" to measure how well higher-order factors as a predictor explain the variance in a consequent variable compared to first-order factors as joint predictors. We propose the notion of "mediating efficiency" to measure how well an antecedent explains the total variance in a concept indirectly through the mediating effect of a higher-order factor compared to when it does so directly without the mediating variable. Both efficacy indices should be above certain thresholds to support the nomological validity of a higher-order factor model.
We further apply our method to the test of the nomological validity of a second-order measurement model of trust, which we empirically developed from a controlled experiment involving 173 subjects and three online bookstores. In this model, we conceptualize trust in Internet stores as a second-order factor manifested by four first-order latent factors: inopportunism, privacy, security, and transactional accuracy. We consider a consumer's prior experience as an antecedent to trust and their willingness to buy from an Internet store as a consequent variable. We empirically test the model using usual test procedures with an emphasis on the illustration of our new approach to nomological validity.
The rest of the paper is organized as follows. Section 2 provides a conceptual background on the nomological validity. Section 3 proposes our new approach to testing nomological validity. Section 4 describes the application of our approach to a measurement model of trust. Section 5 concludes our paper with highlights of our contributions and points out the limitations and directions for future research.
Background
Development of a measurement model must be preceded by a sound conceptual specification of the construct to be measured (Churchill, 1979; Netemeyer, Bearden, & Sharma, 2003) . The key is a "well-articulated" theoretical foundation that justifies the relationships between the construct and its underlying dimensions (Chin, 1998) . According to how such relationships are conceptualized, a measurement model can be generally placed into two broad categories (MacKenzie, Podsakoff, & Jarvis, 2005) : formative or reflective.
In a formative model, each dimension taps a unique aspect of and measures a unique portion of the overall construct to be measured, and all the dimensions combine to produce the aggregate construct. In research models, each dimension is a causal node pointing to the aggregate construct (see A in Figure 1 for the formative first-order model). In contrast, in a reflective framework, each dimension is considered to be a manifestation of the construct to be measured (DeVellis, 2003) . All dimensions are highly correlated, which reflects the same construct to be measured (Bollen & Lennox, 1991) , and each dimension samples the "whole" concept or "superordinate construct" (Edwards, 2001; Edwards & Bagozzi, 2000) . In research models, each dimension is shown as an effect node emanating from the superordinate construct (see B in Figure 1 The formative and reflective structures also apply to second-and higher-order constructs. For example, Model A in Figure 2 shows a formative structure between an aggregate second-order construct and its first-order components or dimensions. Such formative structures are seen in studies on organizational trust (Mayer, Davis, & Schoorman, 1995) , data quality (Wang & Strong, 1996) , consumer trust (Lee & Turban, 2001) , attitude towards technology innovation (Taylor & Todd, 1995) , and perceived consequence of behavior (Thompson, Higgins, & Howell, 1991) . Research models often place an aggregate construct as a set of first-order factors in the form of independent components (see Model B in Figure 2 ), and hypothesize its relationship with an antecedent or consequent variable by stipulating multiple relationships between each first-order component and the antecedent/consequent. Sometimes, not all components are stipulated to have the same antecedents or consequents (MacKenzie et al., 2005) . Therefore, in a formative structure, the measurement of a concept as one higher-order construct appears unnecessary. Since there can be either a formative or a reflective structure for either a first-order or a higher-order factor, there is a continuum of structures as measurement models (MacKenzie et al., 2005) . Among them, the standard higher-order factor model is made of a higher-order superordinate reflected by lower-order dimensions, and each dimension is in turn reflected by measureable indicators (Rindskopf & Rose, 1988) . Here, the dimensional factors may refer to narrowly defined phenomena or fine-grained aspects of some broader construct, whereas the higher-order factor is meant to capture a global holistic phenomena (Bagozzi & Edwards, 1998) .
The nomological validity studied here pertains to higher-order reflective models. Because the higherorder factor is the only common covariate of the dimensional factors, it is supposed to capture the covariance among all first-order factors. As such, the higher-order reflective model has two advantages (Bagozzi & Edwards, 1998) . First, it is able to capture the underlying meaning of a concept holistically rather than that of its piecemeal dimensions. Second, it represents the overall concept more parsimoniously when compared to first-order factors; the overall construct appears in a research model as a single latent variable rather than a set of variables. However, the advantages come at a price, and it is likely that a reliable scale can be achieved but be invalid. For example, the construct as measured may be an artificial entity rather than the intended concept (Bagozzi & Edwards, 1998) . Therefore, it is imperative to link a higher-order model to related concepts and check against such possibilities.
The key to a nomological test is to embed a high-order factor model into an extended nomological network that comprises antecedent and/or consequent variables and see how well it behaves relative to its underlying first-order factors. The judgment about nomological validity involves four models (see Figure 3 ).
• Model A is the group-factor model (Rindskopf & Rose, 1988) . It assumes that a group of first-order factors represent a complex concept and account for the covariance among all indicators. The first-order factors may correlate with each other but the correlations are not due to unspecified common causes.
• Model B is the standard second-order model (Rindskopf & Rose, 1988) . It assumes that first-order factors account for the variance in the indicators but that a second-order factor accounts for the variance in the first-order factors. The first-order factors correlate due to a common cause -the second-order factor that represents the concept to be measured.
• Model C extends model A by connecting the group-factor model directly to antecedent and consequent constructs. As Figure 3 illustrates, the antecedent and consequent variables are shown in gray circles with measurable indicators and inserted at the top of the group-factor model. Like the group-factor model, model C assumes that the concept is represented by a group of first-order factors, which correlate due to unspecified common causes. It also hypothesizes each first-order factor as a mediator between the antecedent and the consequent, which the bold links between each gray circle and each of the first-order factors in the group-factor model show.
• Model D extends model B by connecting the standard second-order factor model to antecedent and consequent variables (shown in gray circles). Unlike model C, here we hypothesize the second-order construct rather than individual first-order factors as a mediator between the antecedent and the consequent, which the bold links between the second-order construct with each of the gray circles show. 
Figure 3. Alternative Models for Nomological Validity Testing
Model B is the target whose nomological validity is to be assessed, whereas Model A acts as a benchmark for the assessment. Although a higher-order model is able to explain the covariance of first-order factors, the goodness-of-fit of the higher-order model can never be better than that of the corresponding group-factor model (Marsh & Hocevar, 1985) . Therefore, model A is often chosen as the benchmark to be compared with model B. In structural equation modeling, the one-factor model (see B in Figure 1 ) is often used as the benchmark against group-factor or higher-order factor models (Rindskopf & Rose, 1988) . Prior to assessing the nomological validity of a higher-order factor, it is assumed the higher-order factor model is already identified and comprises multiple dimensions. Therefore, a multifactor or group-factor model should be the benchmark. In addition, without loss of generality, one may treat the one-factor model as a special case of the group-factor model; the concept of and the approach to nomological validity will be the same. The existing approaches make intuitive sense; for example, model D has a simpler structure than Model C and is thus a more viable model according to Occam's razor if it fits the data equally well or better than Model C. However, due to its ad hoc nature, the concept of nomological validity has never been consistent and is sometimes difficult to be generalized.
First, there are exceptions to the relative model-fit criterion. In theory, a simple model, while not as accurate as a complex one, can still be accepted if it fits data well. It is well known that, in linear regression, adding more predictors will lead to increased R2 values and "improved" explanation power. However, one does not simply go with a model by maximizing its R2 value. A structural equation model essentially consists of multiple simultaneous regression models. Therefore, its model selection criterion also entails a tradeoff for structural parsimony.
In practice, there are cases in which model D has better model-fit than model C and vice versa. Therefore, the relative model-fit may not indicate nomological validity properly. One case is when there are no consequent variables, all first-order factors highly correlate with each other, and the second-order construct captures a concept better than any of its first-order factors. In this case, the antecedent predicts the second-order factor better than any first-order factor, and the secondorder construct better predicts first-order variables than the antecedent.Thus, model D has a better model-fit than model C due to its increased prediction powers. The opposite case is when there is no antecedent variable or when there are many first-order factors. If no antecedent exists, model C is more likely to fit data better than model D because the former uses all first-order factors as joint predictors whereas the latter uses the second-order construct -which captures only a portion of the variance in the first-order factors. If there are many first-order factors, there will likely be more parameters 2 estimated in model C than in model D; therefore, one may expect increased model-fit indices for model C relative to model D. Second, it is technically difficult to ensure the invariance of a measurement model to meet the model-fix criterion. In theory, a construct represents a concept with definite semantics and attributes. It must maintain the same measure regardless of whether it stands alone or is embedded into a nomological network of other variables. This entails little or no change of factor loadings in confirmatory factor analysis (i.e., each path coefficient from the construct in question to a dimensional variable must be invariant with or without the presence of external variables). Unfortunately, this model-fix criterion cannot be upheld when a higher-order construct is embedded into a nomological network of consequent variables. Technically, a consequent is a reflective factor of the construct to be measured and is equivalent to a dimensional variable in causality. Thus, in confirmatory factor analysis, connecting a higher-order construct to consequent variables redefines the higher-order construct and expands the original measurement model by practically transforming each consequent variable into a new dimension. As such, the construct, after being connected to its consequents, carries neither the same meaning nor the same measure as when it stands alone. Significant changes in factor loadings will be inevitable as evidenced in existing studies (e.g., Stewart & Segars, 2002) . Our simulations show that the magnitude in loading change depends on the correlations between the construct in question and the consequent variables; the smaller the correlations, the greater the change.
Third, the absolute model-fit criterion has conceptual difficulties. The higher-order is meant to capture the essence of the underlying meaning of its dimensions. However, as Bagozzi and Edwards (1998) point out, the higher-order factor is likely conceptually invalid; it may be an artificial entity rather than the intended concept as reflected by its dimensions. A large correlation guarantees only that the higher-order construct is related to other variables but does not guarantee that it is not an artificial entity. Therefore, it is imperative that we embed antecedent and consequence variables into not only the higher-order factor but also the group-factor model and compare how well the higher-order model performs relative to the group-factor model.
In summary, the model-fix criterion focuses on the stability of a measurement model; however, it is not applicable to a higher-order factor because, when a variable is modeled as a causal consequent of a higher-order factor, it automatically becomes another dimension of the higherorder factor and the model change is inevitable. The two model-fit criteria test whether a higherorder model fits data well after they are embedded into a larger network; however, it does not indicate whether the model is still the same after being related to other variables. In addition, the absolute model-fit criterion does not exclude the possibility that the higher-order construct may be an artificial entity rather than the intended concept.
A New Approach
To overcome difficulties in existing approaches, here we propose a new approach to nomological validity. Our test comprises a two-part power analysis. The first part computes the power of a higherorder variable relative to its first-order factors in predicting a consequent variable. The result is called "predictive efficiency". The second part computes the power of an antecedent in predicting the firstorder factors indirectly through the second-order variable as a mediator compared to when it does so directly without the mediator, which results in "mediating efficiency". Both efficiencies have an upper limit of 100 percent, with higher values supporting nomological validity.
As with other approaches, the first step is carried out to ensure that antecedent and consequent variables are properly sampled from the context, and each factor in the measurement model is properly measured. The usual test procedures and criteria apply here, which include content, convergent, and discriminant validity. Bohrnstedt (1970) defines content validity as the degree to which the scale being used represents the concept about which generalizations are to be made. Psychometrics often appeals to the so-called domain sampling technique to ensure content validity (Nunnally, 1978) . Because of the reflective structure, if multiple scale items measure the same construct, there should be convergent validity -items meant to measure the same construct are highly correlated. The first-order dimensions are also highly correlated, which reflects the same higher-order construct to be measured (Bollen & Lennox, 1991) , and each dimension samples the "whole" concept (Edwards, 2001; Edwards & Bagozzi, 2000) . A popular measure of convergent validity is Cronbach's alpha coefficients. On the other hand, items that measure different constructs must possess discriminant validity -an item should correlate more highly with other items meant to measure the same construct than with items used to measure a different construct (Campbell & Fiske, 1959) . Discriminant validity may be tested using principal components analysis with orthogonal or oblique rotations. It should be applied to all of the first-order constructs that reflect the higher-order construct along with the antecedent and consequent variables to be included in the nomological validity test.
The second step is to freeze the measure of the construct to ensure that it has identical semantics and properties before and after it is embedded into a nomological network of other variables. A measure can be frozen by using factor scores as the proxy observations of the construct. The factor score estimates can then be computed using either exact or coarse methods. Exact methods yield approximately standardized factor score estimates that achieve determinacy (Thurstone, 1935) or correlation-preserving (Anderson & Rubin, 1956) . These methods are implemented in statistical packages, including SPSS and SAS. Coarse methods compute estimates by simply summing the responses of subsets of the factored items (Cattell, 1952) . For example, the score of a first-order factor is the average of the responses to the items reflecting the factor. The score of a second-order factor is the average factor score of those reflecting the second-order factor.
Predictive Efficiency
The objective of using a higher-order factor is to represent a complex concept parsimoniously; that is, using a single construct rather than multiple first-order constructs. Consequently, an important question concerning nomological validity is whether the higher-order construct can sufficiently predict a consequent variable, which supposedly can be predicted jointly by the underlying first-order factors.
To answer this question, we ran two linear regressions as diagrammed in Figure 4 :
(1) The regression of the consequent variable against all first-order variables, and (2) The regression of the consequent against the higher-order construct. 
. Computing Predictive Efficiency
Let R 2 (base) denote the amount of variance in the consequent variable explained by the first-order variables jointly. Let R 2 (target) denote the variance explained by the higher-order factor solely. The ratio of R 2 (target) to R 2 (base) then measures how well the higher-order variable relative to the firstorder variables explains the variance in the consequent variable. We call such a ratio "predictive efficiency". Intuitively, a higher-order factor captures the common portion of the variance in the firstorder variables. Thus, among all the variances in the consequent variable that can be jointly explained by the first-order factors, only a portion may be explained by the higher-order factor. Thus, R 2 (target) is less than or equal to R 2 (base). The higher the predictive efficiency is, the more variance is explained, and therefore the better higher-order factor replaces the role of the first-order factors in predicting a consequent variable. To summarize these results, we state the first nomological validity criterion as follows:
Criterion 1: The predictive efficiency of any higher-order construct is less than or equal to 100 percent with higher values indicating better nomological validity.
Mediating Efficiency
Assume that the domain of a multi-dimensional concept is fully covered by its first-order factors. Then the total variance inherent in the concept is the sum of the variance inherent in these factors. Without a higher-order factor acting as the proxy of the concept, we may use an antecedent to predict the concept directly by regressing each of the first-order factors against the antecedent. However, with a higher-order factor representing the concept, we use the antecedent to predict the concept indirectly first through the regression of the second-order factor against the antecedent and then through the regression of the first-order factors against the second-order factor (see Figure 5 ). The second part of the nomological test considers how well this indirect prediction, relative to the direct prediction, explains total variance in the concept.
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Figure 5. Computing Mediating Efficiency
For direct prediction, we run multiple regressions, one on each first-order variable against the same antecedent. We use the concept of average variance extracted (AVE) proposed by Fornell and Larcker (1981) to account for the total variance explained by the regressions. Note that, when multiple regressions predict different dependent variables using the same predictor, the AVE is not, as its name suggests, a simple average of the variances explained by the individual regression models. Instead, it is the ratio of total explained variance to the total variance including both explained and unexplained variances in the dependent variables 3 . In other words, among the total variance in all the dependent variables, AVE represents the portion that can be explained by the predictor. Applying the concept to the direct prediction of a concept, the corresponding AVE, denoted by AVE (direct), represents the amount of variance in the concept that is explained by the antecedent.
For indirect prediction, the antecedent predicts the higher-order variable and explains a portion of the total variance in the variable. Let AVE 1 (indirect) denote such a portion of the variance. AVE 1 (indirect) is simply the R 2 value of the regression on the higher-order variable against the antecedent. Furthermore, due to its reflective structure, the higher-order factor model has already assumed that the higher-order factor predicts each of its manifested first-order factors. The corresponding AVE represents the reliability of the higher-order factor in the context of testing measurement validity. Now the same number represents the amount of the total variance inherent in the concept that can be explained by the higher-order factor. Let AVE 2 (indirect) denote this portion of the variance. By combining both steps, the antecedent explains the AVE 1 (indirect) percent of the variance in the higher-order variable, which, in turn, predicts the AVE 2 (indirect) percent of the variance in the concept to be measured. Their product, AVE 1 (indirect) × AVE 2 (indirect), is then the percentage of the total variance in the concept that is indirectly explained by the antecedent. In terms of causality, the higher-order factor plays the role of a mediator between an antecedent and each first-order variable. The path coefficient between the antecedent and a first-order variable is greater than the products of the path coefficient between the same antecedent and the higher-order variable, and the path coefficient between the higher-order variable and the first-order variable. Thus, AVE 1 (indirect) × AVE 2 (indirect) ≤ AVE (direct). Of course, the closer the two sides are, the better the higher-order factor replaces the role of the first-order factors in terms of how the underlying concept is predicted by a causal antecedent. Therefore, the second nomological criterion is:
Criterion 2: The mediating efficiency of any higher-order construct is less than or equal to 100 percent, with higher values supporting nomological validity.
To recap, for a measurement model to be nomologically valid, both predictive and mediating efficiencies must have high values. Any index with a low value will indicate a possibility that the higher-order factor is an artificial entity or does not represent the concept as defined by the firstorder dimensions. When this happens, a researcher may have to abandon the higher-order construct; they could either use the group-factor model or redefine the higher-order construct using a different set of dimensions.
The lower the efficacies, the higher the possibility of getting an artificial entity. Determining what is low, high, or acceptable, or whether the threshold should be set at 95 percent, 90 percent, or 70 percent, is a judgmental call. It is like the situation for determining the threshold for marking stars in hypothesis testing; should the significance level be 0.01, 0.05, or 0.1? Note that both predictive and mediating efficiencies are defined as percentages of variance retained; their thresholds cannot go below 50 percent or the higher-order construct loses more explained or captured variance than it retains. The more reasonable threshold may be above 75 percent, which means that the higher-order construct loses no more than a quarter of the variance explained or captured. Again, this is a tentative suggestion.
The Nomological Validity of Trust
The concept of mediating and predictive efficacies applies to reflective higher-order measurement models. Many existing models in the literature lack clear distinctions between formative and reflective structures (MacKenzie et al., 2005) . To properly test our new method, we developed a second-order measurement model of trust from the group up and empirically validated it from a controlled experiment involving 173 subjects and three online bookstores
A Second-Order Measurement of Trust
Trust is a psychological state comprising the intention to accept vulnerability based on positive expectations of the behavior of another (Rousseau, Sitkin, Burt, & Camerer, 1998) . Risk is a necessary condition for trust to arise (Lewis & Weigert, 1985) . In Internet shopping, trust is often an order qualifier for purchase decisions (Doney & Cannon, 1997) . The vulnerability is reflected in four specific dimensions, which includes security, privacy, merchant opportunism, and transaction accuracy. Trust or a lack of it depends on the ability and the responsibility of the Internet store in managing these risks (Barber, 1983) . Therefore, trust in an Internet store is defined as an individual's beliefs or perceptions of security, privacy, opportunism, and transaction accuracy that reflect the merchant's ability and responsibility in managing the concerns. The perceptions are conceptualized as "perceived security" (PS), "perceived privacy" (PP), "perceived inopportunism" (PI), and "perceived accuracy" (PA), respectively.
We should note that this proposed definition of trust differs from that used in some existing studies (Benbasat & Wang, 2005; McKnight & Chervany, 2002) , which define trust as manifested beliefs on a merchant's competence, benevolence, and integrity. However, there are two issues with these studies. First, it is arguable whether dimensions such as benevolence are characteristics of online merchants or agents; merchants are not charities, and consumers do not expect them to be benevolent to gain trust. What is of concern to consumers (or what matters to trust) is whether the merchant follows a set of fair procedures and principles in conducting businesses. Second, a merchant can be competent but may lack benevolence or integrity, or may be benevolent but incompetent; these dimensions do not necessarily correlate. Thus, they do not form the standard reflective structure of higher-order models according to the criteria of MacKenzie et al. (2005) . In fact, Mayer et al. (1995) originally used competence, benevolence, and integrity as formative, rather than reflective, components of organizational trust. The above studies on trust (Benbasat & Wang, 2005; McKnight & Chervany, 2002) , however, adopted the concept from Mayer et al. (1995) but turned around the causality between trust and its dimensions and made the same dimensions reflective.
In contrast, our proposed definition equates trust to a merchant's inherent qualities such as ability and responsibility. In the parlance of the integrative model of Mayer et al. (1995) , trust comprises ability and responsibility. If the store is capable and responsible (i.e., trustable), the buyer's concerns in all the four concerned area will be low. On the other hand, if it is not capable and responsible, the buyer's concerns will increase, which reflects a lack of trust. Therefore, perceived security, privacy, inopportunism, and accuracy are reflective dimensions of trust (see Figure 6 ).
Perceived Security
In the context of e-commerce, communication can be intercepted, tampered with, and falsified. Personal accounts can also be accessed for illegal purposes. Concern with security has become the top reason for not shopping online (Hoffman, Novak, & Peralta, 1999) . To reflect the intention to accept the vulnerability in security, perceived security is conceptualized as the perception that making a transaction with an Internet store is safe. Such a notion of security signals the capability and responsibility of an Internet store to prevent unauthorized data access, illegal data interception, and illegal attacks on customer properties, and protect the interests of its customers. Of course, absolute security does not exist. Thus, perceived security is operationalized in terms of a comparison with traditional means of shopping and whether transmitted data can be intercepted and customer accounts compromised.
Perceived Privacy
Privacy usually refers to personal information and its confidentiality. For example, when customers give out their identification numbers, they expect confidentiality; that is, that the numbers will be known only by the party who has a legitimate need to know them. Similarly, a customer who buys a bulk of marketing research data may not want their competitors to know it, and a customer who buys a good of questionable value does not want to disclose their identity. The violation of privacy includes unauthorized collection, disclosure, or other misuse of personal information as a direct result of ecommerce transactions. Privacy has been identified as one of the most crucial issues in e-commerce. Consumers' fear and distrust for potential loss of personal privacy often makes them unwilling to conduct online transactions (Son & Kim, 2008; Wang, Lee, & Wang, 1998) . To reflect their intention to accept the vulnerability in privacy, we conceptualize perceived privacy as the consumer's perception that their personal data with an Internet store will be kept confidential. The concept signals the degree to which an Internet store is capable of and responsible for observing procedural fairness (Hoffman et al., 1999) and to exert control on its data collection, access, and secondary use (Stewart & Segars, 2002) . It represents a fundamental concern for the loss of proper control on personal data due to improper collection of private information, improper monitoring on Internet activities, and improper transfer of personal information to other businesses. 
Perceived Inopportunism
When making online transactions, customers deal with other parties whose true motives and absolute identity are uncertain (Tygar, 1998). They are concerned about whether the store will take advantage of them and behave opportunistically. For example, they are concerned about not receiving products or services although they have paid for them. They are also concerned about whether the store will deliver the products and services as described or substitute fake or inferior products instead. To reflect such concerns and the intention to accept the vulnerability in opportunism, perceived inopportunism is defined as one's belief that an Internet store is honest in adhering to an acceptable set of principles. This definition involves two related perceptions: (a) perceptions of being procedurally fair (i.e., that a store has a fair procedure and follows it), and (b) perceptions that the store is honest and credible (i.e., that the store keeps promises and acts and says consistently).
Note that this concept of inopportunism is sometimes defined or treated identically in the literature as integrity (Lewis & Weigert, 1985; Smith & Barclay, 1997) . However, integrity generally has a connotation of deceptions rather than fair procedures. In addition, the concept has been established as a formative factor of (or antecedent to) trust (Mayer et al., 1995) . To avoid possible confusion, we coin the word inopportunism as "forbearance from opportunism". Note also that this conception parallels similar discussions of reputation that emphasize behaving in a fair, honest, and consistent manner. For example, Doney and Cannon (1997) define reputation as the extent to which customers in the industry believe that a company is honest and concerned about its customers. Since reputation has a connotation of public opinions or evaluations of a store, it is inappropriate concept to represent a customer's beliefs on opportunism.
Perceived Accuracy
Besides opportunistic behaviors, customers are also concerned about potential transaction errors such as incorrect product brands, sizes, and quantities, as well as incorrect billing statements. Such errors occur due to human or mechanistic mistakes than opportunism. They include computer system irregularities such as lack of transaction atomicity (Tygar, 1998). In physical commerce, such errors can be corrected with a trip or phone call back to the store. However, making corrections with an online store often means extra effort and time and sometimes even extra shipping and handling fees. Therefore, Jarvenpaa, Tractinsky, and Vitale (2000) suggest that, in order to be able to trust an Internet store, a customer must believe that the store has both the ability and the motivation to reliably deliver goods and services of the quality expected. Similarly, Butler (1991) introduces the dimension of transaction accuracy by emphasizing the criteria of trust such as consistency and discreetness. To capture such a dimension of trust, perceived accuracy is conceptualized as the extent to which a customer believes that transactions with an Internet store are error-free. This concept signals the capability and responsibility of an Internet store in performing business functions accurately. Note that the notion of accuracy is related to but narrower than service reliability. We believe it entails two or more shopping instances for reliability measures to be meaningfully rated by the participants. Considering our experimental setting, we settled with the construct of perceived accuracy.
In sum, a customer's trust in an Internet store is reflected by their beliefs about whether their transaction will be carried out securely, confidentially, non-opportunistically, and accurately. To operationalize these beliefs, each unique and meaningful concern is casted in the form of a single sentence that reflects the corresponding theoretical dimension of trust. Following the advice by Churchill (1979) , we utilized the expert panel and a class of undergraduate students to participate in a pre-test and a pilot test respectively. In the pre-test, we provided a formal definition of each construct and a list of measurement items (sentences), which we intended to use to measure the construct. We asked each member to first read each definition carefully and then give a rating for each item on a five-point scale to indicate how well the sentence matched the intended construct. In addition, we asked them to rewrite the sentence in a clearer way or make a suggestion right on or next to an item if they felt it was awkward and ambiguous.
Because our item development at this stage was exploratory in nature and none of the four dimensional constructs had been developed in the literature, we employed the semantics-matching technique to confirm existing items or generate better ones. The pre-test started with 48 items in total. After the pretest, we analyzed the ratings of each item individually. An item was retained if it was consistently rated four or five by all of the experts. An item was dropped if it was consistently rated as poorly matched with the construct. For an item that had inconsistent ratings, we either adopted an alternative provided by one of the experts, rephrased it, or dropped it. The pretest substantially refined some of the items by eliminating their ambiguity. The total number of items was also reduced to 33.
To further validate the items, we conducted a pilot test using 35 undergraduate students. We randomized the 33 items and created a survey that asked each participant to visit an online store and respond to each item by indicating how much they agreed with the item's statement. Then we conducted a content analysis of the items. Under each dimensional construct, we retained items that were highly correlated for internal consistency. Depending on their content, we either dropped or modified items that were not highly correlated,. As a result of the pilot test, we selected 17 items for inclusion in the final instrument (see Appendix A-1).
The final test involved 173 participants selected from graduate and undergraduate students in two large national universities. In survey research, a damaging confound is a lack of knowledge by respondents (Segars & Grover, 1998) . To reduce such a confounding effect, all statements were rephrased using less technical jargon, and terms like encryption and integrity were avoided. Nevertheless, if a participant was not aware of Internet technology and its potential problems, they may not have made perfect sense of some of the statements in Appendix A-1. Therefore, when identifying participants, we required them to have exposure to e-commerce. To be representative of the population actually engaging in Internet commerce activities, we identified participants from students at various educational stages: 24 percent from graduate programs, 38 percent from juniors and seniors, and 38 percent from freshmen and sophomores. The percentages were consistent with the distribution of online student shoppers according to the Internet usage database maintained by Georgia Tech. We also selected participants equally from both rural and urban areas. We primarily selected participants from four graduate and eight undergraduate classes to participate on a voluntary basis. Among those individuals qualified to participate, the response rate was 73 percent.
Note that our sample size is relatively small for applying structural equation modeling. We have, in total, 13 indicators. According to Nunnally and Bernstein (1994) , the rule of thumb requires 10 observations per indicator to set a lower bound for the adequacy of sample sizes (see Marcoulides & Saunders, 2006 , for a discussion about the problems with heuristics and related issues). We recognize that our sample size is only at the lower end of satisfactory zone. To quantify the potential impact of the sample size on the result, we computed the power of hypothesis test of close-fit based on RMSEA (MacCallum, Browne, & Sugawara, 1996) . In particular, we were interested in the likelihood of rejecting the null hypothesis RMSEA ≤ 0.05 if the true value of RMSEA was actually 0.08 or 0.10. Given the significance level α = 0.05, the probabilities we found are respectively 77 percent for alternative hypothesis RMSEA = 0.08 and 99 percent for RMSEA = 0.10. The powers are close to or far above the desired level of 80 percent for typical hypothesis testing, which further indicates that the satisfaction of our sample size is reasonable.
We hypothesized six alternative measurement models based on the substantive nature of the correl ations among the first-order constructs. Among them, the group-factor model (Model A in Figure 3 ) stipulates that PS, PP, PI, and PA account for the variance of all 17 scale items, and that every pair of constructs correlates (although the correlation is not strong enough to justify a merger). The sec ond-order model (Model B in Figure 3) , on the other hand, stipulates that PS, PP, PI, and PA accou nt for the variance of the 17 items and the second-order factor -trust -accounts for the covariance among PS, PP, PI, and PA.
Before testing the hypothesized models, we tested each first-order factor, first in isolation and then in pairs. We removed the items PA4, PA5, PS4, and PP3 (see Appendix A-1) in the process due to their low loadings to the respective factors. Then, using LISREL 8, we tested the hypothesized models based on the remaining 13 items. We found that both the first-and second-order models were strongly supported, whereas other alternatives were rejected based on the most frequently cited model-fit indices. Appendix B-1 shows the structures and estimated parameters of the supported models , Table 1 shows the model fit indices. For the measurement efficacies of the first-order model, we computed the composite reliability (Fornell and Larcker, 1981 ), Cronbach's alpha, AVE, and total variance explained for each of PS, PP, PI, and PA. All indices support the convergent validity of the first-order constructs with one exception: the AVE for PA was 0.45, which is a bit below the recommended 0.5 threshold (Fornell and Larcker, 1981) . To test the discriminant validity of the constructs, we compared the first-order model with six alternative first-order models, each of which merges two of the first-order factors into a new one. We obtained significant χ 2 differences at α = 0.001 in all the comparisons and therefore declared strong support for distinctiveness of PS, PP, PI, and PA.
We then examined the efficacy of the second-order model in terms of target coefficient (Marsh & Hocevar, 1985) , composite reliability, AVE, and observed total coefficient of determination. Here a target coefficient is the ratio of χ 2 (baseline model) to χ 2 (second order model) and composite reliability is the power of the second-order factor in explaining the variance of the first-order factors. We obtained a very high target coefficient value (0.91), which indicates that the introduction of the second-order factor into the baseline model does not significantly increase χ 2 . The path loadings to the four first-order constructs were all above 0.70 (see Figure B in Appendix B-1), which demonstrates a strong convergent validity and reliability of the second-order measurement. The composite reliability and AVE were 0.89 and 0.66, respectively, which exhibits a good overall validity. The observed total coefficient of determination was 0.94, which indicates that a significant amount of the variance and covariance among PS, PP, PI, and PA is explained by the second-order construct and captured by the regression models. All of these indices suggest that the second-order factor model is acceptable as a better representation of the "true" factor structure.
Testing the Nomological Validity of Trust
Studies have shown that prior experience is the basis of trust (Blau, 1964; Hosmer, 1995; Kumar, 1996; Kumar, Scheer, & Steenkamp, 1995; Zucher, 1986) . Trust is created or increased when experience is favorable, and ruined or reduced if it is negative. Accordingly, "prior experience" (PE) with the Internet is defined as a causal antecedent to trust. Using 5-point Likert scale ranging from "very negative" to "very positive", we asked each subject to describe their PE, and hypothesized that the more favorable the experience, the greater the trust.
On the other hand, trust is a prerequisite for behavior (Luhmann, 1979) . It defuses concerns and thus encourages a willingness to take risks (Fukuyama, 1995) . Many studies have empirically found that a consumer's trust in an Internet store impacts their willingness to patronize the store (Gefen, 2000; Jarvenpaa et al., 2000) . Therefore, "purchase willingness" (PW) is defined as the extent to which a customer is willing to buy products or services from an Internet store, and it is measured by three scale items (see Appendix A-1). We hypothesized that a customer is more willing to buy from a store if they place a higher level of trust in the store.
To test the nomological validity of trust, we essentially made a comparison on what is a better mediator between PE and PW: the group-factor model or the second-order factor model? Thus, we embedded the two alternative models into a larger network of antecedent variable PE and consequent variable PW, which resulted in the two research models shown in Figure 7 . Remember that these two models correspond to Model C and Model D respectively in Figure 3 .
To perform the test using the efficiency-based approach, one must first ensure that all constructs are properly measured, including both antecedent and consequent variables. Since PE is observed directly, only PW's reliability whether it is a distinct concept from PS, PP, PI, and PA need to be checked. To this end, we computed Cronbach's alpha coefficient for the items of PW and conducted a factor analysis on 16 items: three items for PW and 13 items for PS, PP, PI, and PA. The alpha value was 0.79, which is above the acceptable threshold 0.7 (Nunnally, 1978) , and which supports the convergent validity of PW. In the principle components analysis, we used the Kaiser eigenvalue criterion and extracted five factors that collectively explained 69.81 percent of the variance in all the items. We used Promax rotation and obtained the rotated factor matrix (see Appendix A-2). The results show that all of the items cleanly loaded onto the correct latent constructs, which therefore supports the factorial or discriminant validity of all the first-order variables.
Remember, as we discussed earlier on the difficulties with existing approaches, without freezing a measurement model, embedding antecedent and consequent variables will change the meaning of the constructs to be measured. For example, in Model B in Figure 7 , if we do not freeze the measurement of trust, PW will become a new dimension of trust. After all, in a causal network, PW is at an identical position as the dimensions PP, PS, PI, and PA. The computer algorithm will treat PW as yet another dimension of trust for identification, which results in the change in the meaning of the concept we intend to measure. To ensure that a measurement model does not change when embedded into a larger network of antecedent and consequent variables, we can fix all the free parameters in the established measurement model and test the larger network using LISREL. Alternatively, we can use factor scores obtained from the established measurement model and conduct ordinary linear regressions to do the same. For illustration, here we show multiple regressions. First, we obtained the factor scores for PP, PS, PI, PA, PW, and trust. We then treated them as proxy observable variables and conducted multiple linear regressions. PW is regressed against trust and compared with the regression of PW against PP, PS, PI, and PA. Figure 8 shows the regression results. As indicated, the R 2 values for the two regressions were 0.442 and 0.478, respectively. This means that the first-order representation of trust -PS, PP, PI, and PA -acting as a joint predictor, explains 47.8 percent of the variance in PW, and the second order representation explains 44.2 percent. Therefore, the predictive efficiency of the second-order representation is the 0.442/0.478 = 92 percent. This implies that, among all of the variance in PW explained by PS, PP, PI, and PA, the second-order factor accounts for 92 percent of it.
We then conducted simple linear regressions using experience as the predictor and trust, PP, PI, PS, and PA, respectively, as the dependent variables. The results, shown in Figure 9 , indicate that the R 2 value for the regression of trust against experience was 0.138. The AVE for the second-order factor was 0.66. Therefore, using the second-order factor as a mediator, the percentage of variance explained was 0.138 × 0.66 = 0.091. On the other hand, based on the loading and standard error estimates in Figure 9 , we computed the AVE of the direct prediction of PP, PI, PS, and PA using the formula of Fornell and Larcker (1981) and obtained AVE (direct) = 0.100. Therefore, the mediating efficiency of the second-order trust was 91 percent. It implies that, among all the variance inherent in the trust concept that PE can explain, the same predictor PE can explain 91 percent when we use the second-order factor to represent the concept. 
Conclusion
Higher-order constructs are widely-used in MIS research. Testing their nomological validity is to ensure that we measure the concepts that we intend to measure rather than artificial entities that are generated by statistics. Yet little research has been devoted to this topic and existing approaches all have difficulties and inconsistencies. To our knowledge, this paper is the first one in the literature providing a thorough treatment on the topic and a new systematic test approach. It also applies the approach to the concept of trust in an online store, one of most complex phenomena in IS.
Our approach is built on the premise that, if a higher-order construct captures the meaning of an intended concept, it should be as good as its first-order dimensions in explaining or predicting other related phenomena, and it should also be nearly equivalent to its first-order dimensions in representing a concept to be explained or predicted by others. Our test includes notions of predictive efficiency and mediating efficiency. Predictive efficiency measures how well a higherorder factor relative to all the first-order factors explains the variance in a consequent variable. Mediating efficiency measures how well a causal antecedent explains the total variance inherent in a concept indirectly through a higher-order factor as a mediator as compared to when it does so directly without the mediator.
To illustrate our approach, we propose a new measurement model of trust. We conceptualize trust as a second-order factor, which is reflected by four first-order dimensions: perceived security, perceived privacy, perceived inopportunism, and perceived accuracy. We then embed trust into a nomological network of prior experience as a causal antecedent, and purchase willingness as a consequent. Using the data we collected from 173 subjects, we validated the measurement model using usual reliability and validity tests. We then found that the predictive efficiency of the second-order trust is 92 percent and the mediating efficiency is 91 percent. The results suggest that the second-order abstraction can explain 92 percent of the variance in purchase willingness that can be explained by the first-order factors. Prior experience can explain 91 percent of the variance in trust when it is modeled as a second-order factor relative to when it is modeled as first-order factors. Therefore, we found strong support for the nomological validity of trust as a second-order factor.
Before discussing the contributions and implications of this study, we should note its limitations. First, our sample size is at lower end of the satisfactory zone, and one statistical power, the probability of rejecting null hypothesis of RMSEA ≤ 0.05 when the true value was 0.08, was relatively low at 77 percent. Second, the use of student participants may affect the external validity of the study (Gordon, Slade, & Schmitt, 1986) . The same concern also affects other similar studies (Gefen, 2000; Jarvenpaa et al., 2000; . To overcome this limit, we carefully simulated and controlled many parameters to enhance the odds that our sample is representative of online consumers. A related concern regarding the use of students is that the participants did not truly make themselves vulnerable by risking their own money on a purchase. For this reason, we measured trust beliefs rather than trustrelated behavior. Nevertheless, a further replication using online customers making actual purchases might be worthwhile. Given that measurement models could vary across samples and research contexts (Doll & Xia, 1997) , such an additional test would have value in its own right.
A third limitation is related to the determination of the threshold for predictive and mediating efficiencies. This study established that both predictive and mediating efficiencies have an upper bound of 100 percent. Subsequent questions may arise regarding what are acceptable threshold values and what a threshold value means to a researcher. Other related questions also need to be addressed. For example, if a researcher performs this analysis and finds that their levels of efficiency are at 65 percent or some other low numbers that may indicate concern, how would they be able to improve the efficacies?
We tentatively suggest a threshold to be above 90 percent for predictive efficacy and 80 percent for mediating efficacy, but acknowledge that that more research, possibly involving computer simulations, is needed to recommend a more convincing or objective specification. Based on the limited data for validating our second-order measurement of trust, we conducted a few simulations by assuming that trust is made of different component dimensions. The result in Appendix C shows high predictive efficacies (> 90 percent) and mediating efficacies (> 80 percent) when the dimensions are sampled from factors PS, PI, PA, and PP, which are truly reflective of trust. For example, assuming trust is made of PS, PA, and PP, the predicative efficacy reaches 99 percent. However, by including Internet experience (NE) as a dimension of trust, which we know it is not, the efficacy values go below 90 percent. For example, assuming trust is made of one PI and NE, the predictive efficacy becomes 72 percent, and mediating efficacy reaches as low as 70 percent.
Note that nomological validity tests whether the construct captures the intended concept as reflected by its dimensions. It does not tell how well the construct is measured. Therefore, by removing some dimensions from a construct, we may end up with a poor measurement model but the construct can still capture the intended concept well. Thus, we see high efficacies even though we removed a dimension from the original model. In fact, we may see even higher efficacies because the measured construct becomes more coherent relative to the one that taps more diverse aspects. On the other hand, by adding a dimension unrelated to the construct, it is nature that the meaning of the concept changes and poor nomological validity results.
In theory, both mediating and predictive efficacies are between 0 and 100 percent. In practice, finding or generating samples that have low efficacy indices is a challenge partially due to the technical limitation of sampling multivariate normal distributions; existing algorithms impose positive definite covariance matrices as limitation, while our simulation design often involves degenerate normal distributions that do not have positive definite covariance matrices. Within this limitation, we have found that predictive efficacies can be as low as 50 percent so far. We are currently developing a simulation design for the specification of probability-based threshold and the generation of lower efficacy values.
A fourth limitation is the applicable scope of our method. Predictive and mediating efficiencies are proposed for reflective higher-order models, including those whose first-order factors may be formative. However, questions remain about whether they can be applied to formative higher-order constructs. A formative construct is considered a mixed bag of independent first-order concepts. Often, researchers who use formative constructs are interested in these first-order constructs instead of the higher-order construct and their nomological network of other variables. Thus, the measurement of the higher-order factor is not an issue. Nevertheless, in cases when the measurement of higher-order formative constructs is important, nomological validity may still be necessary, and it is up to future research to find such tests.
A fifth limitation is with the validation of the measurement model of trust. Existing models in the literature borrowed formative factors such as competence, benevolence, and integrity from Mayer et al. (1995) and use them incorrectly as reflective dimensions. We developed our model from the ground up in order to obtain a reflective structure. Some dimensions may be undesirable or debatable. For example, the notion of perceived reliability came up but is not included as a dimension. We originally considered it in the place of perceived accuracy. However, we realized that it took at least two or more interactions for the participant to meaningfully respond to the questions regarding reliability. Since our participants had only one instance of doing a fake purchase online, we settled with perceived accuracy.
This study has made a few contributions to the MIS literature. First, our approach to nomological tests greatly improves ad hoc ones in the literature. Like the nomological test of first-order constructs by Salisbury et al. (2002) , our test emphasizes freezing a measurement model or the meaning of a concept in nomological tests. However, our two-step execution makes the idea applicable to higherorder models. Like Steward and Segars (2002) , our test uses an extended group-factor model as the benchmark. However, our test has consistent and generalizable criteria and also ensures that the meaning of a concept does not change before and after it is embedded into a larger nomological network. Unlike , our test does not emphasize the absolute correlation between a higher-order construct and a related concept; such a correlation guarantees only that the higherorder construct is related but does not guarantee that it is not an artificial entity.
Second, we applied our new nomological approach to an empirically established second-order measurement model of trust in Internet stores. As demonstrated by our analysis, this model of trust captures the actual meaning of trust rather than that of an artificial entity. Our measurement of trust is the first in the literature that is developed from customers' real concerns about online transactions. It is consistent with the standard second-order reflective structure. Existing models of trust (Benbasat & Wang, 2005; McKnight & Chervany, 2002 ) defined trust as beliefs on a merchant's or agent's competence, benevolence, and integrity. Besides the issue of whether online merchants can be characterized as benevolent or not, these beliefs do not form the standard reflective structure of higher-order models according to the criteria of MacKenzie et al. (2005) , and were originally formative in the integrative model of Mayer et al. (1995) .
Most importantly, this study provides us with a better understanding of the concept of nomological validity -a concept that is applicable not only to trust but also other higher-order measurement models. It has significant implications to theory testing in IS research and practically measuring IS constructs such as system usage (Straub, Limayem, & Karahanna, 1995) and end-user satisfaction (Doll & Torkzadeh, 1991) ; establishing a substantive validity of a construct before testing its construct validity may lead to the accumulation of knowledge that later must be discarded (MacKenzie et al., 2005) . 
