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Abstract 
The purpose of this work is to find out a pattern recognition method, which is suitable for gas 
sensors based on impedance spectroscopy.   
For large amount of data, the pattern recognition method is a combination of feature reduction 
and classification methods. In this work, a novel feature reduction method, adaptive-simulated-
annealing-supported-parameter-estimation (ASA-PE), and a Classifier, committee-machine 
(CM) are developed, which can realize automatic detection of the concentrations of different 
gases.  
In the experiment a homemade conducting poly (3, 4-ethylene-dioxythiophene) (PEDOT) film 
is used as sensor. With help of impedance spectroscopy different concentration of ammonia 
(NH3) and nitrogen dioxide (NO2) gases (carrier gas is nitrogen gas) are tested. The results of 
measurements are used for test of the combinations of several feature reduction methods and 
classifiers. 
The results of ASA-PE are compared with those from complex-principle-component-analysis 
(CPCA) and discriminant-analysis-via-support-vector (SVDA). It revealed that all used 
algorithms are satisfied. However, the ASA-PE can ensure a minimal loss of information and 
the results of ASA-PE can be used for further gas analysis.  
The distance-weighted-k-nearest-neighbor (DW-kNN), multiple-layer-perceptron (MLP), 
support-vector-machine (SVM) and CM are used as classifier for the extracted features. All 
combinations of the above-mentioned feature reduction methods and classifiers have been 
compared with each other.  
If the number of training set is large enough and both concentration and gas are trained, the 
results of gas recognition from all combinations are satisfying.  
In the situation of a low number of training samples, but concentration or gas are both educated, 
ASA-PE with SVM showed the best result.  
However, the combination of the CPCA with CM showed the best performance, if the test gas 
or test gas concentration is not trained.  
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1 Einführung 
1.1 Einleitung 
In den letzten 40 Jahren wurden Systeme zur Gasdetektion in vielen Bereichen des Alltags 
eingeführt. Insbesondere werden diese Systeme in den Bereichen der Sicherheit, des 
Automobils, der Prozesssteuerung oder im Haushalt verwendet [1].  
In unserer Umwelt sind wir ständig Gasen jeglicher Art ausgesetzt. Wegen der Notwendigkeit 
zum Schutz der Umwelt ist die Nachfrage nach Gaserkennungstechniken und 
Gasüberwachungstechniken in den letzten Jahrzehnten stark gestiegen. Gase, wie wir sie in der 
Regel antreffen, bestehen aus einem Gasgemisch. Eine Unterscheidung dieser verschiedenen 
Gasgemische ist sehr wichtig, wobei auch die Mengenanteile der Einzelgase zueinander 
ermittelt werden sollten. Dadurch können Aussagen über die tatsächlichen Auswirkungen bei 
ihrer Einwirkung erstellt werden.  
Messwerten und deren Auswertung
Gas
Gassensor/
Gasssensorarry
Merkmals-
gewinnung
Ergebnisse
Muster-
erkennung
Versorgungseinheiten 
Messmethoden
 
Abbildung 1-1 Das System zur Gasanalyse: Es besteht aus Gassensor / Gassensorarray, 
Merkmalsgewinnungsprozess und Mustererkennungsprozess. 
Zur Identifizierung von Gasen und deren Mengen wird ein System benötigt, welches 
ausfolgenden Komponenten besteht: 
1. Dem zu analysierenden Gas. 
2. Einem Gassensor oder einem Gassensorarray 
3. Passenden Messmethoden 
4. Versorgungseinheiten für die Betriebsspannung und Messspannungsversorgung. 
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5. Messwerten und deren Auswertung, dazu gehört der Messwertermittlungs-, 
Merkmalsgewinnungs- und Mustererkennungsprozess.  
 
1.2 Entwicklungen bei Gassensoren 
Die Sensorik ist mit der technologischen Entwicklung und dem rapiden Fortschritt in der 
Mikroelektronik verknüpft. Sie entstammt ursprünglich dem Teilgebiet der Elektrotechnik und 
ist ein Bestandteil der elektrischen Messtechnik. Weil das Einsatzgebiet mittlerweile sehr 
umfassend ist, gibt es bis heute keine allgemein anerkannte, verbindliche Definition des 
Begriffs „Sensor/Sensorik“ [2]. Aber für den chemischen Sensor gibt es eine offizielle 
Definition nach „International Union of Pure and Applied Chemistry (IUPAC)“:  
 
„Ein chemischer Sensor ist eine Anordnung, die chemische Informationen (diese reichen von 
der Konzentration eines einzelnen Probenbestandteils bis zur Gesamtanalyse der 
Zusammensetzung) in ein analytisch nutzbares Signal umwandelt. Die erwähnten chemischen 
Informationen können von einer chemischen Reaktion der Probe oder von einer physikalischen 
Eigenschaft des untersuchten Systems herrühren. Chemische Sensoren enthalten gewöhnlich 
zwei Basiskomponenten in Serienordnung: Ein chemisches (molekulares) Erkennungssystem 
(Rezeptor) und einen physikochemischen Transduktor.“ [3]  
 
Ein Gassensor wird eingesetzt, wenn es sich bei der zu ermittelnden Messgröße um 
Konzentration von gasförmigen Substanzen handelt. Die unterschiedlichen Wirkprinzipien des 
Gassensors lassen sich einteilen in: 
 Physisorption,  
 Chemisorption,  
 Oberflächenreaktionen,  
 Volumenreaktionen,  
 Korngrenzenreaktionen,  
 Grenzflächen und Dreiphasengrenz-Reaktionen,  
 Reaktionen mit Käfigverbindungen.  
Durch diese Vorgänge werden Änderungen der Eigenschaften sensitiver Materialien 
hervorgerufen. Dabei können sich die Masse (z.B. polymerbeschichtete Mikrowaagen), die 
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Temperatur (z.B. kalorimetrischer Sensor, Pellistor), die elektrischen Parameter, wie 
Widerstand (z.B. Halbleiter Gassensoren, „conducting polymer“ Sensor), Kapazität (z.B. 
Feuchtigkeitssensoren), oder die optischen Eigenschaften (z.B. RIfS Sensor, Fiber-Optik 
Sensor) der sensitiven Schicht ändern.  
Dann werden diese Änderungen durch den physikalischen Wandler in ein elektrisches Signal, 
wie Frequenz, Strom oder Spannung, umgewandelt.  
Die an der weitesten verbreiteten Klassifikation von Gassensoren ist eine Unterteilung von 
IUPAC in die nachfolgenden Wirkprinzipien:  
 optisch  
 elektrochemisch,  
 elektrisch,  
 thermometrisch und 
 radiometrisch Gassensoren.  
Ein großer Teil der Forschung für das System zur Gasanalyse in den letzten 20 Jahren richtete 
sich auf die Entwicklung von miniaturisierten Gassensoren für eine ganze Reihe von 
Anwendungen von der Giftgas-Erkennung bis hin zur Prozessüberwachung. Als Beispiele 
können hier Messungen von Feuchtigkeit, die Qualitätskontrolle für Lebensmittel sowie die 
Detektion von Feuer aufgezeigt werden [4].  
 
1.2.1 Fortschritte bei Material und Messmethode 
Im Bereich der Gassensoren sind in den letzten Jahren Messelemente aus Halbleitermaterialien 
entstanden, die z. B. auf der Verwendung von Titanoxid, Wolframoxid, Zinnoxid und Zinkoxid 
basieren. Tabelle 1-1 zeigt die verwendeten sensitiven Materialien, die in allen erdenklichen 
Bereichen anzutreffen sind. 
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Tabelle 1-1 Sensitive Materialien für Gassensoren 
Sensitives 
Material 
Detektierbares Gas Physikalische 
Parameter 
Literatur 
Al2O3 O2, H2, CO2, Feuchtigkeit Kapazität [5],  [6] und [7] 
Bi2O3 O2, H2, CO2 Leitfähigkeit [7] 
CdO O2, H2, CO2 Leitfähigkeit [7] 
CeO2 O2 Leitfähigkeit [7], [8] und [9] 
Cr2O3 O2, H2, CO2 Leitfähigkeit [7] 
CoOx NH3, CH4, CO, C3H8 Arbeitsfunktion [10] 
CuO O2, H2, CO2, CO Leitfähigkeit [7] und [11] 
In2O3 O3, H2, C3H8, CO Widerstand [12] und [13] 
Fe2O3 O2, H2, CH4, CO2, CO Widerstand [14] und [15] 
MoO3 NH3, NO2 Widerstand [16] und [17] 
NiOx NH3, NO2, O2, H2, CO2, CO, 
SO2 
Leitfähigkeit, 
Arbeitsfunktion 
[7] und [18] 
SnO2 NH3, CH3CHO, CH3SH, H2S, 
NOx, O2, H2, CO2, CO, SO2 
Widerstand [19], [20], [21], [22] 
und [23] 
TiO2 CH4, O2, H2, CO2, CO Widerstand [14], [24] und [25] 
WO3 H2S, CH3CH2OH, NOx, O2, O3, 
NO2, CO 
Widerstand [26], [27] und [28] 
ZnO CH4, C2H5OH, C3H8, H2O, H2, 
CO 
Widerstand [29] und  [30] 
Leitfähige 
Polymere 
NH3, NO, NO2 Widerstand [31], [32] 
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Ein wichtiger Trend bei Metalloxid-Halbleiter-Gassensoren ist die Verwendung von 
Nanotechnologie für die Produktion der sensitiven Schichten. Dadurch kann die Korngröße der 
sensitiven Materialien verkleinert werden. In [33] wird die Auswirkung der Korngröße 
vorgestellt. Für den Fall, dass sie in etwa der oder weniger als 2-mal der Breite der 
Raumladungsschicht entspricht, wird die Sensitivität von SnO2-Gassensoren gegenüber H2 und 
CO sprunghaft ansteigen. Ein Model ist in [33] wie folgt dargestellt: 
 Korngröße >> 2×Tiefe der Raumladungsschicht: In diesem Fall sind die Widerstände 
von Korn/Korn-Grenzen der größte Resistent für Elektronen;  
 Korngröße ≥ 2× Tiefe der Raumladungsschicht: Hier sind die Resistenten von Hals 
(0.8 • Korngröße) der größte Resistent für Elektronen;  
 Korngröße << 2× Tiefe der Raumladungsschicht: Jetzt dominiert das Korn allein den 
Resistenten für Elektronen. So jedenfalls dieses Modell. 
 
Abbildung 1-2 Model für den Korngrößeeffekt, die schattierten Bereiche beziehen sich 
auf die Korngröße, die nicht schattierten Bereiche beziehen sich auf die 
Raumladungszone. [33] 
Korngröße >> 2 x Tiefe der Raumladungsschicht 
Korngröße ≥ 2 x Tiefe der Raumladungsschicht 
Korngröße << 2 x Tiefe der Raumladungsschicht 
Raumladungsschicht 
Korn H
al
s 
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 Eine andere wichtige Technologie für Halbleitergassensoren ist die Temperaturmodulations-
technik. In [34] wird diese Technologie vorgestellt. Dort werden in einer Zinnoxidsensormatrix 
(In diese Matrix werden 16 Zinnoxidgassensoren integriert.) 12000 Gassensoren simuliert. Die 
entsprechende Technik ist in [35] dargestellt. Der integrierte Heizwiderstand ist verantwortlich 
für die Temperaturmodulation. Dadurch wird die Detektion von Feuchtigkeit, Methanol- und 
Ethanol-dämpfen mit einem einzigen Sensor möglich.  
 
Abbildung 1-3 Querschnitt eines Gassensors mit Temperaturmodulationstechnik, durch 
einen Heizwiderstand werden Temperaturschritte möglich. [35] 
Außer den Halbleitergassensoren sind die leitfähigen Polymere eine wichtige 
Entwickelungsrichtung von Gassensoren. Die Sensoren aus leitfähigen Polymeren zeigen hohe 
Empfindlichkeiten, kurze Ansprechzeiten, gute mechanische Eigenschaften und eine hohe 
Ionenleitfähigkeit bei Raumtemperatur. Weiterhin sind leitfähige Polymere einfach durch 
chemische oder elektrochemische Verfahren synthetisierbar und ihre molekulare Kettenstruktur 
kann zweckmäßigerweise durch Ko-Polymerisation oder strukturelle Ableitungen modifiziert 
werden. [36] 
Abbildung 1-4 zeigt einige typische leitfähige Polymere, die als sensitive Schicht verwendet 
werden. 
resistive Elektrode Ruß/Polyvinylpyrrolidon 
SiN/SiO2 
SiN 
Heizwiderstand 
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Abbildung 1-4 Einige typische leitfähige Polymere [36] 
Die Leitfähigkeit der reinen Polymere ist jedoch sehr gering (<10-5Scm-1). Um die 
Leitfähigkeit zu erhöhen, ist ein Dotierprozess notwendig [37]. Die Anzahl der Elektronen, 
die mit dem Polymerrückgrat verbunden sind, wird sich dabei während der p- oder n-Redox-
Dotierung verändern [38]. Dieser Dotierprozess kann sowohl chemisch als auch 
elektrochemisch, sowohl oxidativ als auch reduktiv sein. Dadurch sind die gewünschten 
elektrischen Eigenschaften der leitfähigen Polymere erzielbar und steuerbar [37]. In Tabelle 
1-2 sind Beispiele der Abhängigkeiten der Leitfähigkeit dieser Polymere von Dotand und 
Dotierverfahren gezeigt.  
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Tabelle 1-2 typische Dotanden und -Dotierverfahren  
Polymer Dotand Dotierverfahren Leitfähigkeit in S/cm 
Polyacetylen AsF5, I2, Li,K chem. /elektrochem. 500…150000 [39] 
Polyparaphenylen AsF5, Li,K chem. 500 [39]  
Polypyrrol BF4- elektrochem. 40…100 [40] 
Polypyrrol ClO4- chem. 50 [40] 
Polythiophen BF4- elektrochem. 100 [39] 
Polythiophen [FeCl4] - chem. 50 [41] 
PEDOT PF6- elektrochem. 300 [42] 
Polymethyltiophen SO3CF3- elektrochem. 30…100 [43] 
Polyanilin HCl elektrochem. 30…200 [44] 
 
1.2.2 Fortschritte bei Mustererkennungsmethoden 
Genauso wie sich die Materialien und Messmethoden des Gassensors weiterentwickeln, betrifft 
das auch die Methoden für die Signalverarbeitung, insbesondere die 
Mustererkennungsmethoden.  
Unter der Mustererkennung versteht man die automatische Transformation eines Sensorsignals 
in eine aufgabenspezifische symbolische Beschreibung. Dabei geht es darum Typ und 
Konzentration des Messgases zu bestimmen. 
Beispielsweise wird in [45] und [46] die Hauptkomponentenanalyse (PCA) verwendet, um die 
Merkmale zu reduzieren. Diese Methode wird vorwiegend für ein Gassensorarray eingesetzt.  
Die lineare Diskriminanzanalyse (LDA) wird in [47] eingesetzt, um die Konzentration von CO 
und NH3 zu detektieren.  
In letzter Zeit werden Mustererkennungsmethoden auf der Basis künstlicher neuronaler 
Netzwerke (ANN) sehr häufig für Gassensoren angewendet. Davon ist das mehrlagige 
Perzeptron (MLP) die an der weitesten verbreiteten Methode für praktische Anwendungen von 
ANN. Weitere Methoden sind die k-Nächste-Nachbarn-Klassifikation (kNN) [48], Support 
Vektor Machines (SVM) [49] und die committee machine [50]. Die Details der Methoden 
werden in Kapital 2 erläutert.  
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1.3 Motivation 
Das Institut für Halbleiter und Mikrosystemtechnik der TU Dresden hat bei der Entwicklung 
von neuen Sensormaterialien zur Gasdetektion auf der Basis von Impedanzspektroskopie 
umfangreiche Forschungen durchgeführt.  
Ziel der Arbeit ist die Entwicklung von Musterkennungsmethoden zur automatischen 
Klassifizierung von Gasen mit Hilfe von Gassensoren, die Impedanzspektroskopie als 
Messmethode nutzen. 
In der vorliegenden Arbeit werden sensitive Schichten mittels Impedanzspektroskopie 
vermessen. Die daraus resultierenden Ergebnisse bestehen aus komplexen Zahlen. 
Es wird dabei im Speziellen auf die Herausforderung der Verarbeitung der Ergebnisse in der 
komplexen Zahlenebene eingegangen, da konventionelle Algorithmen oft für realwertige 
Messungen angewendet werden können.  
Dieser Ausgangspunkt führt zu der Frage, welche Algorithmen der Signalanalyse zur 
Mustererkennung des Sensors am besten geeignet sind, da die Leistung der unterschiedlichen 
Mustererkennungsmethoden stark von dem vorliegenden Problem abhängig ist, wie z.B.: 
 der zeitlichen Veränderlichkeit des Messsystems 
 der großen Variabilität von einer Messdatengruppe zu einer anderen Messdatengruppe 
 der geringen Unterscheidbarkeit unterschiedlicher Messdatengruppen 
 sowie die eindeutige Abgrenzung der Messdatengruppen zueinander [51]  
Um die Effizienz der verschiedenen Methoden zu vergleichen muss über diese Kriterien hinweg 
normiert werden. 
Für die Kombination eines „unbekannten Gases“ (wie z.B. NH3, NO2) mit dem dazu benötigten 
Trägergas soll die Gasanalyse eine eindeutige Gasbestimmung liefern. Zusätzlich muss die 
Mengenzugehörigkeit der jeweiligen Gasanteile bestimmt werden können 
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1.4 Struktur der Arbeit 
Zuerst werden in Kapitel 2 die Grundlagen der Messverfahren und der Stand der 
Merkmalsreduktions- und Klassifikationsmethoden, sowie die komplexe Hauptkomponenten-
analyse, die Support Vektor Machines und anderer Verfahren im Detail vorgestellt. 
Kapitel 3 widmet sich der Parameterschätzung mittels Adaptive simulated annealing (ASA-PE) 
mit dem allgemeinen Modell der sensitiven Schicht und einer committee machine zur 
Klassifizierung. 
Anschließend werden die in Kapitel 2 und 3 vorgestellten Methoden anhand eines 
Anwendungsbeispiels miteinander verglichen. Der Sensor- und Messaufbau, die 
experimentelle Durchführung und die Messergebnisse werden vorgestellt. Die Ergebnisse der 
ASA-PE werden mit den Ergebnissen der in Kapitel 2 vorgestellten 
Merkmalsreduktionsmethoden verglichen und diskutiert. Außerdem werden die Ergebnisse aus 
dem Vergleich der unterschiedlichen Kombinationen der Merkmalsreduktions- und 
Klassifikationsmethoden vorgestellt.  
Abschließend wird in Kapitel 5 eine Zusammenfassung der erzielten Ergebnisse sowie ein 
Ausblick aus Verbesserungsmöglichkeiten der vorgestellten Methoden gegeben.  
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2 Verfahren zur Gasanalyse 
Im ersten Teil dieses Kapitels werden die Grundlagen der folgenden Messverfahren zur 
Gasanalyse mit Beispielen dargestellt: 
1. Impedanzspektroskopie 
2. Optische Verfahren 
3. Elektrochemische Verfahren  
Im zweiten Teil werden gängige Mustererkennungsmethoden vorgestellt.  
Das hauptsächliche Ziel der Mustererkennung ist es, die Wahrnehmungsleistung des Menschen 
nachzubilden [52]. Die Mustererkennung bezeichnet die Verfahren, gemessene Signale 
automatisch in Kategorien einzuordnen. Dies ermöglicht die Automatisierung von 
Entscheidungsprozessen. Die Mustererkennung besteht aus zwei Teilen: Merkmalsreduktion 
und Klassifikation, die im Folgenden dargestellt werden. 
 
2.1 Messverfahren  
2.1.1 Impedanzspektroskopie als Detektionsmethode 
Die Impedanzspektroskopie ist eine elektrochemische Methode, die schon seit 200 Jahren 
verwendet wird, um die elektrischen Eigenschaften von Materialien zu bestimmen [53]. Diese 
Technik wird benutzt um die elektrische Impedanz von Materialen in einem ausgewählten 
Frequenzbereich zu messen. Die elektrische Messung der Impedanz ist einfach durchzuführen 
und kann leicht automatisiert werden. Die Ergebnisse der Impedanzspektroskopie korrelierten 
oft mit vielen Eigenschaften der Materialien, wie dem Stofftransport, der chemischen 
Reaktionen, den dielektrischen Eigenschaften, der Mikrostruktur und der Leitfähigkeit von 
Festkörpern [54]. Eine ausführliche Beschreibung der Impedanzspektroskopie findet sich in [54] 
und [55]. 
In dieser Arbeit kommt die Impedanzspektroskopie zur Anwendung. Damit können die 
Eigenschaftsänderungen von sensitive Schichten nach ihrer Reaktion mit unbekannten Gasen 
ermittelt werden.  
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2.1.1.1 Definition der Impedanz 
Die Impedanz, auch Wechselstromwiderstand genannt, ist die Erweiterung des Begriffes des 
ohmschen Widerstandes. Sie beschreibt nicht nur die relative Amplitude von Spannung und 
Strom, sondern auch die Phasenverschiebung zwischen Strom und Spannung aufgrund von 
induktiven und kapazitiven Bauelementen. Die Impedanz Z ist der Quotient aus der 
Anregungsspannung und des Antwortstromes gemäß Gleichung (2.1). Ihr Betrag ist der 
Scheinwiderstand. Der Kehrwert der Impedanz Y = 1/Z heißt Admittanz [56]. Die Impedanz 
enthält dabei die Information über die elektrische Eigenschaft der sensitiven Schicht. 
 𝒁 𝒖 𝒕
𝒊 𝒕
𝒖𝟎𝒆𝒋𝝎𝒕
𝒊𝟎𝒆𝒋 𝝎𝒕 𝝋
|𝒁|𝒆𝒋𝝋 |𝒁| 𝒄𝒐𝒔 𝝋 𝒋 𝒔𝒊𝒏 𝝋   2.1  
 
2.1.1.2 Bauelemente des elektrischen Modells 
Zur Interpretation der Messergebnisse von Impedanzspektroskopie ist es von Vorteil, wenn 
hierzu ein Modell (elektrisches Ersatzschaltbild) erstellt wird. Darin können dann alle 
relevanten Faktoren der Aufbaustruktur einbezogen werden. Das ermöglicht die rechnerische, 
exakte Berücksichtigung aller Faktoren in dieser Messanordnung. In der realen 
Messaufbauschaltung sind aber gewisse Störgrößen (Bauteiltoleranzen. Temperatur, usw.) 
noch vorhanden. Bei der vorliegenden Arbeit ergab sich keine signifikante Abweichung 
zwischen der idealen und der praktischen Messung. Somit kommt in der Arbeit nur das ideale 
Schaltungsprinzip zur Geltung.  
Tabelle 2-1 stellt einige der verwendeten Bauelemente zusammen. 
Tabelle 2-1 Grundbauelemente des elektrischen Modells  
Element Impedanz 
Ohm’scher Widerstand 𝑍 𝑅  
Kondensator, Kapazität 𝑍   
Induktivität, Spule 𝑍 𝑗𝜔𝐿  
Warburg Element 𝑍 𝜎 𝑗𝜔   
Konstante Phasenelement (CPE)  𝑍 𝑗𝜔   
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Das Warburg Element kann verwendet werden, um die Diffusionsprozess zu beschreiben. Die 
Details sind in [57] beschrieben. Der Warburg-Koeffizient σ ist in Gleichung (2.2) 
beschrieben. 
 𝝈  RT
√𝟐𝒏𝟐𝑭𝟐𝑨
𝟏
𝑪𝑶 𝑫𝑶
𝟏
𝑪𝑹 𝑫𝑹
  2.2  
mit: 
DO – Diffusionskoeffizient des oxidierten Partners des Redoxsystems 
DR – Diffusionskoeffizient des reduzierten Partners des Redoxsystems 
C – Bulkkonzentration der diffundierenden Spezies 
Dieser Koeffizient hängt von der Diffusionsfähigkeit der Spezies ab. 
Das konstante Phasenelement (CPE) wird eingeführt um die Inhomogenität der Grenzflächen 
zu beschreiben [53]. In Tabelle 2-1 sind Sonderfälle und deren Folgerungen zum CPE gezeigt, 
falls α Koeffizient sich variiert. 
 
Tabelle 2-2 Sonderfälle und deren Folgerungen zum CPE  
α Koeffizient CPE, Folgerung 
0 𝑍  
1 𝑍  
-1 𝑍  
0,5 𝑍  
Anmerkung: Wenn in den Fällen der Wert von α einen Betrag wie in der oberen Tabelle 
aufweist, kann das CPE mittels Widerstands, Induktivität, Kapazität oder Warburg Element 
realisiert werden. Dieses ist für die Umsetzung der Prüfaufgabe eine Vereinfachung hinsichtlich 
der praktischen Umsetzung. Eine genaue Beschreibung findet man in [53] und [54].  
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2.1.2 Optische Verfahren 
Optische Verfahren basieren auf den Änderungen der optischen Größen wie Lichtabsorption, 
Reflexion, Lumineszenz, Fluoreszenz, Brechungsindex, dem optothermischen Effekt und der 
Lichtstreuung [3].  
Zurzeit gibt es viele optische Methoden zur Detektion von Gas wie Gitterkoppler, 
Spektroskopie (Lumineszenz, Fluoreszenz), Interferometrie und 
Oberflächenplasmonenresonanzspectroskopie (SPR). Die SPR wurde bereits vor 30 Jahren zur 
Gasdetektion verwendet. Unter Oberflächenplasmonen versteht man die 
Ladungsdichteschwingungen, die an der Schnittstelle zwischen einem Dielektrikum und einem 
Leiter auftreten und in senkrechter Richtung zur Grenzfläche exponentiell abklingen. Findet 
nun Adsorption an der dünnen Schicht statt, so verändert sich dadurch der Brechungsindex und 
beeinflusst somit die Ausbildung der Oberflächenplasmonen. Abbildung 2-1 zeigt den Aufbau 
des SPR Gassensors von [58]. 
 
 
Abbildung 2-1 Aufbau der SPR Gassensor [58] 
In [59] wird ein spektrophotometrischer Aufbau vorgestellt. Es handelt sich um ein 
Lichtwellenleiter-System zur Detektion von CH4. In Abbildung 2-2 ist die grafische 
Darstellung des Messaufbaus wiedergegeben. Eine Halogenglühlampe wird als Lichtquelle 
verwendet. Durch einen optischen Chopper wird Licht über zwei Interferenzfilter in eine 
Glasfaser gekoppelt. Die beiden modulierten Lichtstrahlen werden durch einen optischen 
Koppler weiter zu zwei Ausgängen geführt. Das Licht eines der beiden Ausgänge geht dabei 
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zuerst durch eine Messzelle und dann zum optischen Detektor. Das Licht des zweiten Ausgangs 
geht direkt zum optischen Detektor. Zur Messung der Konzentration von CH4 wird das 
elektrische Messsignal nach dem Differenzprinzip ermittelt.  
 
Abbildung 2-2 Lichtwellenleiter-System [59] 
In dieser Abhandlung wird nicht näher auf diesen Typ von Gassensoren eingegangen.  
2.1.3 Elektrochemische Verfahren 
 
Abbildung 2-3 Beispiele eines elektrochemischen Gassensors [60]  
Die elektrochemischen Verfahren basieren auf der elektrochemischen Wechselwirkung 
zwischen dem zu messenden Gas(en) an einer Elektrode. Dabei wird ein elektrisches Signal 
erzeugt [3]. In Abbildung 2-3 ist ein Beispiel eines elektrochemischen Gassensors dargestellt. 
e
-
 
CO2 CO 
 
 
 
Anode 
Elektrolyte 
Kathode Referenzelektrode 
H
+
 
zu messende Gas 
O2(Referenzgas) 
Diffusionsbarriere 
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Die Diffusionsbarrieren des Sensors verhindern das Auslaufen des Elektrolyten und 
ermöglichen die Diffusion des zu messenden Gases an die Anode [60].  
Tabelle 2-3 zeigt einige mögliche Oxidationsreaktionen an der Anode. An der Kathode können 
mehrere Reduktionen auftreten. Durch diese Reaktionen wird ein elektrischer Strom erzeugt. 
Mit der Messung dieses Stroms kann das untersuchte Gas identifiziert werden.  
Eine weiterführende Behandlung dieser Art von Sensoren ist nicht vorgesehen. Hier soll nur 
der grundlegende Aufbau und dessen Funktion dargestellt werden. 
 
Tabelle 2-3 Reaktionen an Anode und Kathode [61] 
Anode Kathode Elektrokatalysator 
𝑪𝑶 𝑯𝟐𝑶 → 𝑪𝑶𝟐 𝟐𝑯 𝟐𝒆   𝑂 4𝐻 4𝑒 → 2𝐻 𝑂 Pt 
𝑺𝑶𝟐 𝑯𝟐𝑶 → 𝑺𝑶𝟒
𝟐 𝟐𝑯
𝟐𝒆  
𝑂 4𝐻 4𝑒 → 2𝐻 𝑂 Au 
𝑯𝟐𝑺 𝟒𝑯𝟐𝑶 → 𝑯𝟐𝑺𝑶𝟒 𝟖𝑯
𝟖𝒆  
𝑂 4𝐻 4𝑒 → 2𝐻 𝑂 Pt 
𝑵𝑶 𝟐𝑯𝟐𝑶 → 𝑯𝑵𝑶𝟑 𝟑𝑯
𝟑𝒆  
𝑂 4𝐻 4𝑒 → 2𝐻 𝑂 Au 
𝑵𝑶𝟐 𝟐𝑯 𝟐𝒆 → 𝑯𝟐𝑶 𝑵𝑶  2𝐻 𝑂 → 𝑂 4𝐻 4𝑒   Au 
𝑪𝒍𝟐 𝟐𝑯 𝟐𝒆 → 𝟐𝑯𝑪𝒍  2𝐻 𝑂 → 𝑂 4𝐻 4𝑒  Pt 
 
2.2 Merkmalerkennung 
Um Typ und Konzentration der zu messenden Gase zu ermitteln, müssen Mustererkennungs-
methoden eingesetzt werden.  
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Das in dieser Arbeit gewählte Messverfahren der Sensoren ist die elektrochemische 
Impedanzspektroskopie. Da die Messergebnisse der Impedanzspektroskopie Z = X + iY eine 
m×n (m ist die Anzahl der gemessenen Punkte einer Messung, n ist die Anzahl der Messungen) 
dimensionale komplexe Matrix bilden, werden hier nur Methoden, die für komplexe Matrizen 
geeignet sind, dargestellt.  
 
2.2.1 Merkmalsreduktion 
Das allgemeine Ziel der Merkmalsreduktion ist es, eine Überanpassung zu vermeiden. Die 
enorme Menge an Datensätzen führt dabei häufig zu Schwierigkeiten bei der Klassifikation. 
Bellman erwähnt das Phänomen als „curse of dimensionality“ erstmals in [61]. 
Durch die Merkmalsreduktion wird die Leistung der Klassifikationsmethode verbessert. 
Insbesondere werden der Berechnungsaufwand und der Speicherbedarf für das Anlernen der 
Klassifikationsmethode und des Voraussageprozesses deutlich reduziert.  
In [62] hat Pang-Ning Tan folgende Vorteile der Merkmalsreduktion dargestellt:  
1. Eine einfache Darstellung und somit ein übersichtlicheres und verständlicheres 
Modell. 
2. Die Anwendung von unterschiedlichen Visualisierungstechniken, bei der 
verschiedene Optionen wählbar sind.  
3. Eine Reduktion der Berechnungsleistung und des Speicherbedarfs der 
Klassifikations-algorithmen. 
Die zwei Merkmalsreduktionsmethoden, die in dieser Arbeit vorgestellt werden, werden 
meistens eingesetzt und sind auch für die komplexen Matrizen der Impedanzspektroskopie 
geeignet: 
- Komplexe Hauptkomponentenanalyse (CPCA) 
- Kernel Diskriminanzanalyse via Support Vektoren (kSVDA)  
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2.2.1.1 Komplexe Hauptkomponentenanalyse (Engl. Complex Principal 
Component Analysis) 
Die Hauptkomponentenanalyse (PCA) ist ein häufig angewandtes Datenanalysewerkzeug, um 
die Dimensionalität von Daten zu reduzieren, um verlustbehaftete Daten zusammenzufassen, 
um Merkmale zu extrahieren und um Daten zu visualisieren [63]. Wallace und Dickinson 
entwickelten gemeinsam aus der Grundlagenanalytik PCA die CPCA, die 2-dimensionale reale 
Daten zusammenzufasst [64]. T. P. Barnett verwendete die Methode CPCA für seine Analyse 
der Störungen von tropischen Wellen und Windsystemen, siehe hierzu auch [65]. Die Methode 
erlaubt zudem die Berechnung der Basis der komplexen Zahlen. Durch die 
Singulärwertzerlegung der Datenmatrix werden die Daten, gemäß Gleichung (2.3), in drei Teile 
zerlegt:   
 𝒁 UΛ𝒓𝑽𝑻  2.3  
Z ist die gemessene komplexe Wertmatrix. 
U ist die m×r orthonormale Basis, deren Spalten die Eigenvektoren von ZZT sind. 
V ist die n×r orthonormale Basis, deren Spalten die Eigenvektoren von ZTZ sind.  
Λr ist eine r×r diagonale Matrix, deren nicht-null-Werten die Eigenwerte von Z sind.  
Diese Methode liefert gleichzeitig die Eigenwerte sowie die Eigenvektoren.  
 𝒁 𝒖𝟏, … , 𝒖𝒎
𝝀𝟏 … 𝟎
𝟎
⋮
⋱
𝟎
⋮
𝝀𝒓
𝟎 … 𝟎
𝒗𝟏𝑻
⋮
𝒗𝒏𝑻
  2.4  
𝑢 , … , 𝑢  sind die Spaltenvektoren von U und 
𝑣
⋮
𝑣
 sind die Zeilenvektoren von VT. 𝜆 sind 
die Eigenwerte. Die Vektoren, die mit dem kleinen Eigenwert übereinstimmen, beinhalten 
geringere Dateninformationsmenge und damit kann bei Merkmalsreduktion vernachlässigt 
werden. Deshalb werden nur die erst k Spalten von U und V, welche mit dem k größten 
Eigenwerten übereinstimmen sind, verwendet, um Z nach neu Matrix Z´: = ZUk umformen.  
Abbildung 2-4 zeigt der Ablauf der Komplexen Hauptkomponentenanalyse. Die Multiplikation 
der reduzierten Eigenvektoren bildet die transformierten, dekorrelierten und reduzierten Daten.  
Die Voraussetzung der Hauptkomponentenanalyse ist, dass die Daten normalverteilt und durch 
Linearkombinationen approximierbar sind. Sollte diese Voraussetzung bei der Anwendung zur 
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CPCA-Wertermittlung nicht erfüllt sein, so sind hier größere Leistungseinschränkungen bei der 
Wertermittlung zu berücksichtigen. Dieses führt dann zu einer ungenügenden CPCA 
Leistungsauswertung. 
Start
Mittelwert 
berechnen
Kovarianzmatrix 
berechnen
Eigenwerte und 
Eigenvektoren 
berechnen
Prozentualen Anteil 
jedes Eigenvektors an 
der Summe aller 
Eigenvektoren 
berechnen
Eigenvektoren, die einen 
geringen prozentualen 
Anteil haben, entfernen
Multiplikation zwischen 
den reduzierten 
Eigenvektoren und den 
Messdaten berechnen
Ende
 
Abbildung 2-4 Ablaufplan der Komplexen Hauptkomponentenanalyse 
Weiterhin können kleinere Eigenwerte während dieser Umformung vernachlässigt werden. 
Dadurch kann eine Reduktion der Datendimensionen erreicht werden.  
Gleichzeitig sollte immer berücksichtigt werden, ob eine Reduzierung mittels Komprimierung 
der Datendimensionen nicht zu unerwünschten Abweichungen von der exakten Werter führt. 
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Ein Vergleich der datenoptimierten Wertermittlung zu einer Wertermittlung mit allen 
möglichen Realwerten sollte bei Unklarheit erwogen werden. 
Die Wiederherstellung von Messergebnissen aus den komprimierten Daten, wie bei der CPCA, 
kann nur eingeschränkt erfolgen. Somit ist eine exakte Messdatenanalyse nach der Reduzierung 
nicht möglich. 
In diese Arbeit werden 3-dimensionale Eigenwerte verwendet.  
 
2.2.1.2 Kernel-Diskriminanzanalyse mittels Support Vektoren (engl. kernel 
Discriminant Analysis via Support Vector) 
Der Ursprung der kSVDA ist die Lineare Diskriminanzanalyse (LDA), die in der Abhandlung 
von R. A. Fischer beschrieben ist [66]. Grundidee ist die Bestimmung einer linearen 
Trennfläche zwischen zweien Gruppen. Für ein zweidimensionales Problem resultiert daraus 
eine gerade Liniendarstellug. Bei mehrdimensionalen Problemen kommt eine Hyperebene zur 
Anwendung. Aber wie bei CPCA basiert auch die LDA auf der Annahme von 
Normalverteilungen, mit identischen Kovarianzmatrizen aller Gruppen.  
Eine verbesserte Version der LDA ist die Diskriminanzanalyse mittels Kernschätzungen (kDA). 
Es erfolgt in den einzelnen Gruppen eine lokale Dichteschätzung, die sich an dem zu 
klassifizierenden Punkt ausrichtet. Anhand der genommenen Stichproben ergeben sich nur 
punktförmige Informationen über die Gruppendichten. In der weiteren 
Informationsverarbeitung findet eine Glättung statt, die sich mit der 
Verteilungshäufungsgleichung verbindet. Resultierend ist daher die Kernfunktion [67] in dem 
jeweiligen Umkreis eines Punktes, in die die jeweils benachbarten Punkte einbezogen werden. 
In dem weiteren Verlauf der kDA ist als Ergebnis die Support Vektoren Maschine (SVM) 
abzuleiten, welche in der kSVDA mündet. An der Universität von Peking haben Suicheng Gu 
und Ying Tan sich mit den Arbeiten zu der kSVDA Aufgabe befasst [68]. In dieser Arbeit ist 
die kSVDA auch mit PCA, LDA, marginal Fisher analysis (MFA), Discriminative locality 
alignment (DLA) und regularized discriminant analysis (RDA) verglichen und bewertet 
worden. Die Ergebnisse zeigen, dass kSVDA eine effizientere Dimensionsreduktion bietet.  
In der Anwendung dieser Methode wird die Dimensionsreduktion in drei Schritten realisiert: 
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1. Die SVM Methode1  wird verwendet, um eine optimale Richtung zur Diskriminierung 
der jeweiligen zwei Gruppen zu finden. 
2. Die Kriterien der Trennbarkeit von Gruppen, bzw. der Gruppenarten wie: Zwischen-
Gruppen Streumatrix Vb und In-Gruppen Streumatrix Vw, werden bestimmt. 
3. Nun kann die Projektions-Matrix aus der Zwischen-Gruppen Streumatrix Vb und In-
Gruppen Streumatrix Vw gebildet werden. 
Mit In-Gruppen Streumatrix (V ) wird festgelegt, wie die Streuung der Proben (𝑥 ) um den 
mittleren Vektor (?̂? ), in ihrer jeweiligen Gruppe verteilt ist. Aus der Gleichung (2.5) ist dieser 
Sachverhalt zu erkennen. Diese Gleichung für die Matrix ist auch für die LDA gültig, und 
entspricht dem gleichen Verfahren.  
 𝑽𝒘 ∑ ∑ 𝒙𝒊 𝝁𝒂 𝒙𝒊 𝝁𝒂 𝑻𝒊∈𝑰𝒂
𝑴
𝒂 𝟏   2.5  
Die LDA–Methode bestimmt aus den in den jeweils ermittelten einzelnen Messwertgruppen 
gebildeten (𝛍𝐚) und dem aus den gesamten Messwerten aller Gruppen gebildeten (𝛍), den 
abweichenden Vektoren-Betrag (𝐕𝐛) der Zwischen-Gruppen Streumatrix. Es ergibt sich somit 
Gleichung (2.6). 
 𝑽𝒃 ∑ 𝑵𝒂 𝝁𝒂 𝝁 𝝁𝒂 𝝁 𝑻
𝑴
𝒂 𝟏   2.6  
Analog zur LDA – Methode ist die kSVDA – Methode. Diese bildet die charakterisierende 
Struktur mit der Streumatrix (𝐕𝐛) nach Gleichung (2.7) über die optimalen Richtungen zweier 
betrachteter Gruppen (w .  
 𝑽𝒃 ∑ 𝒘ij𝒘ij𝑻ij WW𝑻  2.7  
Die optimale Projektionsrichtung ergibt sich gemäß Gleichung (2.8). Dabei kommen beide 
Streumatrizen zur Anwendung.  
 𝒑opti arg𝒎𝒂𝒙𝒑
𝒑𝑻𝑽𝒃𝒑
𝒑𝑻𝑽𝒘𝒑
  2.8  
Mit dem Rayleigh-Quotienten kann man das Problem in ein generalisiertes Eigenwertproblem 
überführen.  
𝑅 𝑝
𝑝 𝑉 𝑝
𝑝 𝑉 𝑝
 
                                                 
1 Details siehe 2.2.2.3, hier wird die SVM mit Kernel Funktionen beschrieben. 
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⇒ 𝒅
𝒅𝒑
𝑹 𝒑
𝟐𝑽𝒃𝒑 𝒑𝑻𝑽𝒘𝒑 𝟐𝑽𝒘𝒑 𝒑𝑻𝑽𝒃𝒑
𝒑𝑻𝑽𝒘𝒑 𝟐
𝟎     
⇒ 𝑽𝒃𝒑
𝒑𝑻𝑽𝒃𝒑
𝒑𝑻𝑽𝒘𝒑
𝑽𝒘𝒑 R 𝒑 𝑽𝒘𝒑       
⇒ 𝑽𝒃𝒑 𝝀𝑽𝒘𝒑  2.9  
Der Eigenwert ( 𝛌 ) kann verwendet werden, um die Messwerte in ein reduziertes 
Koordinatensystem zu projizieren. 
Ein weiteres Kriterium der Optimierung der anwendungsgerechten Gleichung ist die Auswahl 
der sich aus der Matrix (xn) ergebenden bzw. ermittelten Werte. Bei Verwendung einer 
eingeschränkten Auswahl durch den Eigenfaktor (k), lässt sich eine weitere Optimierung in der 
Transformationsmatrix erzielen. 
Weiterhin können kleinere Eigenwerte während dieses Umformens vernachlässigt werden. 
Daraus resultiert eine Reduktion der Datendimensionen. 
Gleichzeitig muss immer berücksichtigt werden, dass eine Reduzierung mittels Komprimierung 
der Datendimensionen unerwünschte Abweichungen von den exakten Werten zur Folge hat. 
Auch hier sollte ein Vergleich der datenoptimierten Wertermittlung mit einer Wertermittlung 
ohne Dimensionsreduktion erwogen werden, sollten Unklarheiten bestehen. 
Die Wiederherstellung von Messergebnissen aus komprimierten Daten, wie auch hier für die 
SVDA, kann nur eingeschränkt erfolgen. Somit ist eine exakte Messdatenanalyse nach der 
Datenreduktion nicht möglich. 
Hier tritt bei der SVDA das gleiche Problem wie bei der CPCA auf. Die real erhaltene 
Information geht nach der Dimensionsreduktion verloren und ist somit nicht wiederherzustellen. 
Aber ein Vorteil der beiden Methoden ist Ihre hohe Berechnungsgeschwindigkeit. 
 
2.2.2 Klassifikationsverfahren 
Das Ziel der Klassifikation besteht darin, Objekte in Klassen oder Gruppen zusammenzufassen, 
so dass 
 zwischen den Elementen derselben Klasse größtmögliche Ähnlichkeit und 
 zwischen den Elementen unterschiedlicher Klassen größtmögliche Verschiedenheit 
erreicht wird. [69] 
Verfahren zur Gasanalyse  Seite 23 
Die in Abschnitt 2.2.1 erörterten Verarbeitungsmethoden erlauben es, die Messergebnisse des 
zu messenden Gases in ein Erkennungsmerkmal zu transformieren. In diesem Abschnitt geht 
es um dieses spezifische Erkennungsmerkmal, das der jeweiligen Klasse ihre Zuordnung gibt. 
Somit ist die Möglichkeit gegeben eine Klassifikation zu erlangen. Drei moderne 
Klassifikationsmethoden werden nachfolgend gegenübergestellt und analysiert.  
 
2.2.2.1 Abstands-gewichtete k-Nächste-Nachbarn-Klassifikation (engl. Distance 
weighted k-Nearest-Neighbor-Algorithms, DW-kNN) 
Die Grundüberlegung zu der DW-kNN Methode ist die k-Nächste-Nachbarn-Klassifikation 
(kNN) [48]. Diese kNN Methode ist die an der häufigsten verwendeten parameterfreien 
Methode zur Schätzung von Wahrscheinlichkeitsdichtefunktionen. Hier kommt die Zuordnung 
der Untersuchungseinheit unter Berücksichtigung der k nächsten vorhandenen Nachbarn zur 
Anwendung.  
Die DW-kNN Methode ist eine Verbesserung der kNN Methode [70]. Der Euklidische Abstand 
zwischen der Untersuchungseinheit und dem Trainingsdatensatz der zu beobachteten Daten 
wird verglichen und zu einer Berechnungsgröße aufgearbeitet. Je näher der Nachbar ist, desto 
stärker ist der Einfluss auf die Untersuchungseinheit. Gleichung (2.10) zeigt diese Eigenschaft. 
 
 𝒇 𝒙𝒖 ← arg max ∑ 𝒘𝒊𝜹 𝒗, 𝒇 𝒙𝒊
𝒌
𝒊 𝟏   2.10  
                                
                                              mit 𝒗als Klasse und 𝒇 𝒙𝒊  als Klassenfunktion.  
Unter der Berücksichtigung: 
𝒘𝒊
𝟏
𝒅 𝒙𝒖, 𝒙𝒊 𝟐
𝑮𝒆𝒘𝒊𝒄𝒉𝒕𝒖𝒏𝒈𝒔𝒇𝒂𝒌𝒕𝒐𝒓 
𝒅 𝒙𝒖, 𝒙𝒊  ist das Euklidische Abstand zwischen  𝒙𝒖 und  𝒙𝒊  
𝜹 𝒂, 𝒃 𝟏 𝒂 𝒃
𝟎 𝒂 𝒃
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𝒇 𝒙𝒖 𝒇 𝒙𝒊  wenn  𝒙𝒖 𝒙𝒊 
   
Abbildung 2-5 Beispiele für DW-kNN 
In Abbildung 2-5 ist in einem einfachen, grundlegenden Beispiel der Zusammenhang der 
einzelnen Messwerte im Bezug zur Gruppen-Klassifikation dargestellt. 
Hier zeigt sich wie die gewählte Eingrenzung die Analyse beeinflusst. Es liegen im festgelegten 
Analysebereich (k) nicht nur die gemessenen Messwerte der gesuchten Gruppen-Klassifikation 
vor, sondern auch ein unerwünschter Messwert einer zweiten Gruppen-Klassifikation. Die sich 
daraus ergebende Auswirkung ist, dass je näher der unerwünschte Messwert zum Mittelpunkt 
(x) des Analysebereiches (k) liegt, eine größere quadratische Störbeeinflussung stattfindet. 
Weiterhin sind auch die unerwünschten Messwerte anderer Gruppen-Klassifikationen zu 
berücksichtigen. Die unerwünschten Messwerte bei der ermittelten Gruppen-Klassifizierung 
werden als Rauschen bezeichnet.  
Daher kommt für die Ermittlung des Analysebereiches (k) das Kreuzvalidierungsverfahren [71] 
zur Anwendung. 
Es ergeben sich somit folgende Nachteile bei der DW-kNN Methode, wie sie auch von der 
ursprünglichen kNN Methode her bekannt sind:  
1. Bei der Gruppen-Klassifikation müssen alle Lerndaten vollständig durchsucht werden; 
Daraus ergeben sich lange Klassifikationszeiten.  
Klasse 1 
Klasse 2 
Klasse 3 
X, ein Messpunkt 
k=4 
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2. Alle Klassifikationsdaten dieser Methode müssen gespeichert werden, was zu einem 
erheblich größeren Speicherplatzbedarf führen kann. 
 
2.2.2.2 Mehrlagiges Perzeptron (MLP) 
Rosenblatt stellte 1958 ein vereinfachtes Neuronen-Modell, das sog. Perzeptron-Modell [72].  
Es wird zwischen einlagigen und mehrlagigen Perzeptronen unterschieden. Ein einlagiges 
Perzeptron besteht aus einer Eingabe- und einer Ausgabeschicht. Die Perzeptronen der 
Ausgabeschicht sind mit allen Perzeptronen der Eingabeschicht über gewichtete Kanten 
verbunden. Das MLP-Modell ist ein sogenanntes Feedforward-Netzwerk mit mindestens einer 
versteckten Schicht. In der versteckten Schicht können die Perzeptronen nicht durch das 
Eingang-/Ausgangs-Verhalten des Netzwerks betrachtet werden.  
Abbildung 2-6 zeigt ein Beispiel von MLP mit mehreren Perzeptronen. 
 
Abbildung 2-6 Mehrlagiges Perzeptron [73] 
Grundlegend bestehen keine relevanten Unterschiede zwischen der Betrachtung des Neurons 
nach dem MLP-Modell und zu der Vorgehensweise eines einlagigen Perzeptron-Modells. In 
konventioneller Weise wird die Schwellenwertfunktion durch eine differentielle nichtlineare 
Funktion ersetzt (Gleichung (2.11)). 
Der Algorithmus ist in den folgenden Gleichungen beschrieben [73]: 
 𝒏𝒆𝒕𝒋
⟨𝟏⟩ ∑ 𝒙𝒊𝒘𝒊𝒋
⟨𝟏⟩𝑵𝑰
𝒊 𝟏   2.11  
𝒚𝒋
⟨𝟏⟩ 𝒇 𝒏𝒆𝒕𝒋
⟨𝟏⟩ 𝟏
𝟏 𝒆 𝒏𝒆𝒕𝒋
⟨𝟏⟩ 
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𝒏𝒆𝒕𝒌
⟨𝟐⟩ 𝒚𝒋
⟨𝟏⟩𝒘𝒋𝒌
⟨𝟐⟩
𝑵𝑯
𝒋 𝟏
 
𝒚𝒌
⟨𝟐⟩ 𝒇 𝒏𝒆𝒕𝒌
⟨𝟐⟩ 𝟏
𝟏 𝒆 𝒏𝒆𝒕𝒌
⟨𝟐⟩ 
𝑥    = Eingangssignal. 
𝑤⟨ ⟩ = Gewichtsfaktor für das i-te Eingangssignal. 
𝑛𝑒𝑡⟨ ⟩ = repräsentiert den Ausgang des Perzeptrons. 
𝑦⟨ ⟩ oder 𝑓 𝑛𝑒𝑡⟨ ⟩  = Schwellenwertfunktion- eine differentielle nichtlineare Funktion.  
Im [74] und [75] wird auf diesen Zustand verwiesen, dass ein 3-Schicht-MLP mit ausreichend 
versteckten Perzeptronen eine beliebige stetige Funktion mit jeder gewünschten Genauigkeit 
approximieren kann.  
Die Nachteile der MLP-Methode sind jedoch folgende: 
1. Ob der Algorithmus das globale Minimum findet, hängt von den initialen Anfangswerten 
der Gewichtsfaktoren ab. 
2. Überanpassung von Model, Es scheint, wenn ein Modell die Details und das Rauschen in 
den Trainingsdaten lernt, soweit es sich negativ auf die Leistung des Modells auf neue 
Daten auswirkt. Das Modell lernt das Rauschen oder die zufälligen Schwankungen in den 
Trainingsdaten und nimmt die als Konzepte. 
3. Zu viele Parameter erzeugen einen messtechnisch erheblich größeren Aufwand in der 
Trainingsphase (z.B. Anzahl der versteckten Schichten, Anzahl der versteckten Neuronen, 
initialisierte Anfangswerte aller Gewichtsfaktoren, etc.). 
 
2.2.2.3 Support Vektor Maschine (SVM) 
Moderne Klassifizierungsmethoden, wie der Bayes-Klassifikator oder Neuronale Netzwerke 
haben ein sogenanntes Overfitting Problem [76]. 
Support Vektor Machines können dieses Problem lösen. In [49] ist dargestellt, dass SVMs 
bessere Verallgemeinerungseigenschaften als das sogenannte Hidden Markov Model und die 
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Methode der neuralen Netzwerke besitzen. Der Algorithmus der Support Vektor Machines 
wurde 1995 von Vladimir Vapnik und Corinna Cortes entwickelt [77].  
Der verwendete Algorithmus zur Realisierung der SVM-Methode ist in der Software LIBSVM-
2.93-Packet [78] implementiert. Anzumerken ist hier, dass eine verbesserte Version der SVM-
Methode zur Anwendung gebracht wurde. 
 
Abbildung 2-7 Hypereben des SVMs 
Die SVM-Methode sucht eine optimale Hyperebene, um zwei Gruppen voneinander zu trennen. 
Die Hyperebene ist über einen optimalen Gewichtsvektor w und einen Schwellwert b definiert. 
Der minimale Abstand ist als Güte der Hyperebene definiert: 
 𝒓 𝒙
⟨𝒘,𝒙⟩ 𝒃
|𝒘|
  2.12  
Gleichzeitig definiert die maximale Güte die optimale Hyperebene. Die Punkte von beiden 
Gruppen, bei denen der minimale Abstand gefunden wird, sind die Support Vektoren (SVs). 
Für die SVs gilt: 
 𝒄⟨𝒘, 𝒙⟩ 𝒃
𝟏: 𝒏𝒆𝒈𝒂𝒕𝒊𝒗𝒆 𝑲𝒍𝒂𝒔𝒔𝒆
𝟏: 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆 𝑲𝒍𝒂𝒔𝒔𝒆   2.13  
das primäre Problem, nach Gleichung (2.14): 
 
 𝒎𝒊𝒏𝒊𝒎𝒊𝒆𝒓𝒆 𝟏
𝟐
‖𝒘‖𝟐   2.14  
mit der Nebenbedingung: 
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 𝒚𝒊 ⟨𝒘, 𝒙⟩ 𝒃 𝟏; ∀𝒊 𝟏, ⋯ , 𝒏  2.15  
In vielen Fällen können einzelne Ausreißer in den Trainingsdaten die Ausprägung der 
Hyperebene stark beeinflussen. Deshalb haben Cortes und Vapnik eine Schlupfvariable ξ ≥ 0 
eingeführt. ξi misst den Abstand eines falsch positionierten Punktes aus einem zuvor erstellten 
Erkennungs-Merkmal.  
 
Das primäre Problem aus der Gleichung (2.14) wird transformiert als: 
 𝒎𝒊𝒏𝒊𝒎𝒊𝒆𝒓𝒆 𝟏
𝟐
‖𝒘‖𝟐 𝑪 ∑ 𝝃𝒊𝒊   2.16  
mit der Nebenbedingung: 
 𝒚𝒊 ⟨𝒘, 𝒙⟩ 𝒃 𝟏 𝝃𝒊;  ∀𝒊 𝟏, ⋯ , 𝒏  2.17  
𝝃𝒊 0  
wobei C als Fehlergewicht interpretiert wird. 
Durch das Einbeziehen der Lagrange-Multiplikatoren (α und β) in das Optimierungsproblem 
folgt: 
 𝑳 𝒘, 𝒃, 𝜶, 𝜷, 𝝃 𝟏
𝟐
‖𝒘‖𝟐 𝑪 ∑ 𝝃𝒊𝒊 ∑ 𝜶𝒊 𝒚𝒊 𝒘, 𝒙 𝒃 𝟏 𝝃𝒊
𝒏
𝒊 𝟏 ∑ 𝜷𝒊𝝃𝒊
𝒏
𝒊 𝟏
 2.18  
Durch Differenzieren der Gleichung (2.18) ergeben sich folgende Gleichungen: 
𝜕𝑳 𝒘, 𝒃, 𝜶, 𝜷, 𝝃
𝜕𝑤
𝑤 𝛼 𝑦 𝒙𝒊 0 
𝜕𝑳 𝒘, 𝒃, 𝜶, 𝜷, 𝝃
𝜕𝑏
𝛼 𝑦 0 
 𝝏𝑳 𝒘,𝒃,𝜶,𝜷,𝝃
𝝏𝝃
𝑪 𝜶𝒊 𝜷𝒊 𝟎  2.19  
Mit dem Einsetzen der Gleichung (2.19) in Gleichung (2.16) und Gleichung (2.17), wird das 
duale Problem von Gleichung (2.19) festgestellt: 
 𝑸 𝜶 𝟏
𝟐
∑ 𝜶𝒊𝜶𝒋𝒚𝒊𝒚𝒋 𝒙𝒊, 𝒙𝒋
𝒏
𝒊,𝒋 𝟏 ∑ 𝜶𝒊
𝒏
𝒊 𝟏   2.20  
mit den Nebenbedingungen: 
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 𝟎 𝜶𝒊 𝑪; ∀𝒊 𝟏, ⋯ , 𝒏 ∑ 𝜶𝒊𝒚𝒊
𝒏
𝒊 𝟏 𝟎  2.21  
In dieser Form werden die Schlupfvariablen eliminiert. Die Konstante C taucht dort nur noch 
als zusätzliche Beschränkung der Lagrange-Multiplikatoren αi auf. Sie kontrolliert die 
Bandbreite. Je breiter die Bandbreite, desto größer der Fehler. 
Die Software LIBSVM-2.93-Packet verwendet das One-Against-One-Verfahren (OAO). Diese 
auf der „Pairwise Classification“ basierende Vorgehensweise wurde von Kreßel vorgestellt 
[79]. Bei dieser Methode werden bei n Gruppen für jedes mögliche Paar eine binäre SVM 
gebildet. Dadurch entstehen  SVMs. In der Klassifikationsphase wird ein unbekanntes 
Objekt in diejenige Gruppe, die die höchste Anzahl an Treffern aufweisen kann, eingeordnet. 
Fälle, bei denen ein Objekt von der gleichen Anzahl an SVMs verschiedenen Gruppen 
zugeordnet wird, müssen getrennt betrachtet werden.  
One-Against-All (OAA) ist ein anderes Multiklassifikationsverfahren, bei dem jede Gruppe für 
sich betrachtet und von den übrigen Gruppen getrennt wird. Das bedeutet, dass für n Gruppen 
n SVMs entstehen. Im Vergleich zu OAO braucht dieses Verfahren nur die gleiche Anzahl an 
Vergleichsrechnungen wie Anzahl der Gruppen bzw. Anzahl der SVMs, um das 
Optimierungsproblem zu lösen. Dieser Vorteil wird allerdings durch die hohe Anzahl an 
benötigten Trainingsbeispielen pro Gruppe wieder ausgeglichen [80]. 
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3 Eigene Mustererkennungsverfahren 
Der große Nachteil, der in dem vorangegangenen Kapitel beschriebenen Methoden zur 
Merkmalsreduktion ist: 
Die physikalische Bedeutung der ermittelten Messwerte der Impedanzspektroskopie 
geht sofort nach dem ersten Anwendungsschritt zur Dimensionsreduktion verloren. Eine 
Rekonstruktion ist nur schwer möglich und setzt grundlegende Kenntnisse der genauen 
Analysestruktur (Messaufbau, Messgeräte, Probenzusammenstellung, Zeitabläufe, 
Temperatur, Druck, etc… und der Toleranzen der jeweiligen Faktoren) voraus.  
Deshalb wird hier ein verbessertes Merkmalreduktionsverfahren, die sog. Parameterschätzung 
mittels Adaptive-Simulated-Annealings (ASA-PE) mit Unterstützung des allgemeinen Modells 
für die Impedanzspektroskopie des Gassensors vorgestellt.  
Der größte Unterschied dieser Methode zu anderen Merkmalsreduktionsmethoden besteht darin, 
dass die aus der Analyse gewonnen Parameter des Gassensor-Modells ihre physikalische 
Bedeutung beibehalten. Die so gewonnenen Parameter können bei anschließenden 
Untersuchungen des untersuchten Gases weiter genutzt werden.  
Zusätzlich wird eine committee machine vorgestellt, welche auf allen Methoden, die im 
Abschnitt 2.2.2 beschrieben sind, basiert. Das Ziel der Arbeit ist es, die Methode hinsichtlich: 
- eindeutigen Entscheidungen, 
- erhöhten Genauigkeiten und 
- einem automatisierbaren Prüfablauf 
zu verbessern. 
 
3.1 Parameterschätzung mittels Adaptive-Simulated-Annealing (ASA-PE) 
3.1.1 Allgemeines Modell für die Impedanzspektroskopie eines Gassensors 
In Abbildung 3-1 ist ein konventioneller Sensor gezeigt. Der konventionelle Sensor besteht aus 
einem sich gegenüberliegenden Elektrodenpaar (Kontakt 1 u. 2), einem Trägermaterial und 
einem Substrat. Das Substrat bildet mit seiner Oberfläche, die mit dem Gas beaufschlagt wird, 
einen Übergangsbereich. Der zweite Übergangsbereich liegt zwischen Substrat und 
Trägermaterial. 
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Nach der Klassifikation von [81] ist der Sensor ein Chemieresistor. Der Widerstand der 
sensitiven Schicht (Substrat) ändert sich aufgrund der chemischen Reaktion mit der Umgebung.  
In [82] und [83] werden die Reaktionen von Polymersensoren bei Wechselspannung dargestellt.  
Kontakt 1 Kontakt 2
Trägermaterial
Übergang: Oberfläche (Substrat Trägermaterial)
Übergang: Oberfläche (Substrat Gas)
Substrat
Gas
 
Abbildung 3-1 Chemieresistor [84], [85] 
Es gibt zwei Typen von Interaktionen zwischen Gas und sensitiver Schicht: 
1. Chemische Reaktionen zwischen Gas und sensitiver Schicht: 
Das Dotierungsniveau bestimmt die Grundkonzentration der freien Elektronen. Diese wird 
durch die Oxidations- oder Redoxreaktion zwischen Gas und sensitiver Schicht beeinflusst. 
Dadurch verändert sich die Leitfähigkeit der sensitiven Schicht.  
2. Schwache Wechselwirkungen zwischen Gas und sensitiver Schicht: 
Bei Raumtemperatur sind viele organische Analyten, wie Benzol, Toluol, usw., nicht 
reaktiv. Aber durch die schwachen physikalischen Wechselwirkungen, wie z.B. Absorption, 
kann die Leitfähigkeit der sensitiven Schicht verändern werden, wodurch diese Gase auch 
erkannt werden können.  
Die gesamte Leitfähigkeit der sensitiven Schicht besteht aus drei Teilen:  
1. Der intermolekularen Leitfähigkeit: Durch unterschiedliche Dotierungs-niveaus wird 
diese Leitfähigkeit geändert. 
2. Der intramolekularen Hopping-Leitfähigkeit: Dieser Teil ändert sich mit der Distanz im 
Ketteninneren. 
3. Der Ionenleitfähigkeit: Sie ergibt sich durch die Wechselwirkung zwischen den freien 
Ionen und Analyten. 
In Abbildung 3-2  ist die Ersatzschaltung eines Gassensors dargestellt. 
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Rcontact1
Ccontact1
Rsurface
Csurface
Rcontact2
Ccontact2
Rbulk
Cbulk
Rinterface
Cinterface  
Abbildung 3-2 Elektrische Ersatzschaltung des Gassensors [84] 
Zu der Ermittlung der Kapazitäten der einzelnen Flächen sowie deren Übergänge, ist der 
jeweilige Körnungsgrad richtungsweisend. Falls die Oberfläche homogen ist, ist das 
Impedanzspektroskopie-Modell der sensitiven Schicht eine Kombination von RC-Elementen, 
Aber, weil die Oberfläche für den Ladungstransfer und die Absorption nicht homogen genug 
ist, wurden die Kapazitäten im Schaltungsprinzip des Gassensors, wie in Abbildung 3-3 gezeigt, 
durch ein konstantes Phasenelement (CPE) ersetzt. 
Rcontact1 Rsurface Rcontact2
Rbulk
Rinterface
CPEcontact1
CPEinterface
CPEbulk
CPEsurface CPEcontact2
 
Abbildung 3-3 mit CPE aktualisierte elektrische Ersatzschaltung des Gassensors  
Anmerkung hierzu: Aufgrund von zufälligen oder statistischen Störungen bei jeder Messung 
kann ein mathematisches Modell immer nur ein unvollkommenes Abbild des realen Prozesses 
sein. 
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3.1.2 Parameterschätzung 
Im Abschnitt 3.1.1 wurde ein allgemeines elektrisches Modell für den Gassensor dargestellt. 
Dazu werden in diesem Abschnitt die gemessenen Daten an das Modell angepasst.  
In diesem Zusammenhang hat J. Ross Macdonald [86] die komplexe, nichtlineare MKQ-
Methode vorgestellt. Die Parameterschätzung erfolgt in den folgenden zwei Schritten: 
 Die geschätzten Parameter werden im Modell (f ω , p ) eingesetzt. Daraus ergibt sich, dass 
bei bestimmter vorgegebener Frequenz (Messfrequenz ω) ein Datensatz für die weitere 
Analyse vorhanden ist. Nach einem Vergleich mit den Messergebnissen 𝑥, wird die Güte G 
der geschätzte Parameter aus der Gütefunktion (Gleichung (3.1)) ermittelt. 
𝑮 ∑ 𝒘𝒊 ⋅ 𝒙 𝒇 𝝎𝒊, 𝒑
𝟐 𝒘𝒊 ⋅ 𝒙 𝒇 𝝎𝒊, 𝒑
𝟐𝒏
𝒊 𝟏   3.1  
Der reale Teil f  und der imaginäre Teil f   ergeben den Impedanzwert für die jeweils 
verwendete Kreisfrequenz ω. Für die Funktion im verwendeten physikalischen Model ist 
noch der Parameter p erforderlich, der sogenannte Proportionalanteil. Dabei sind 
w  und w  die Gewichtsfaktoren mit w  = σ 𝟐  und w  = σ 𝟐  [87]. Im idealen 
Fall sind die Normalabweichungen (σ  und σ ) bekannt.  
In der Praxis sind die Normalabweichungen unbekannt. Durch eine geeignete Auswahl von 
Gewichtsfaktoren können die unvermeidbaren systematischen Fehler minimiert werden. 
Folgende Methoden können zu ihrer Bestimmung verwendet werden [88]: 
1. UWT (unity weighting), wenn 𝑤 ′ 𝑤″ Konstant; 
2. DMWT (Data-modulus weighting), wenn  𝑤 ′ 𝑤 ′′ |𝑥 ′ 𝑥 ′′|; 
3. DPWT (Data-proportional weighting), wenn w 𝑥  und  w  𝑥 ; 
4. FPWT (Function-proportional weighting), wenn w w  |𝐟 ω , p | 
 
 Mittels Vergleiches der Ergebnisse der Optimierungsverfahren werden die besten Parameter 
hierzu, bei denen die Gütefunktion ihr Minimum annimmt, bestimmt.  
Dadurch werden die Parameter der elektrischen Elemente zur Beschreibung des Modells 
gefunden. Eine weitere Analyse des Messgases ist basierend auf diesen Parametern möglich. 
Gleichzeitig findet dabei auch eine Dimensionsreduktion statt. 
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3.1.3 Die Optimierungsverfahren 
Im konventionellen Fall wird der Levenberg-Marquardt-Algorithmus (LM-Algorithmus) 
verwendet [88]. Der LM-Algorithmus ist eine hybride Kombination der Gauss-Newton (GN) 
und der Steepest-Descent (SD) Methode.  
 𝑱𝒇 𝒙𝒌
𝑻
𝑱𝒇 𝒙𝒌 λI 𝑱𝒇 𝒙𝒌
𝑻
𝒇 𝒙   3.2  
Ist λ→0, dann ist die LM Methode identisch zur GN Methode.  
Gilt λ→∞, so ähnelt die LM-Methode der SD Methode.   
Bei der Anwendung der LM Methode wird λ in folgender Weise gewählt: 
 Am Anfang wird λ mit einem großen Wert angesetzt. Dadurch weist der LM-Algorithmus 
die Robustheit der SD Methode auf und die Auswahl der Anfangswerte kann mittels grober 
Schätzung erfolgen.  
 Falls 𝑓 𝑥 𝛥𝑥   𝑓 𝑥 𝛥𝑥 , wird λ nach jeder Schleife um einen 
festgelegten Wert reduziert, um die Konvergenz zu beschleunigen. 
 Ansonsten wird λ erhöht, um das Suchgebiet zu verkleinern. 
Die LM-Methode hat zwei deutliche Nachteile:  
 Die Konvergenz ist nicht gesichert. 
 Die Jacobi-Matrix hängt von den Startwerten im Parameterraum ab. Eine falsche Auswahl 
der Startwerte führt oft zu einer singulären Jacobi-Matrix mit dem Ergebnis, dass die LM-
Methode im nichtdefinierten Bereich stattfindet. Dadurch können keine Ergebnisse erzielt 
werden. 
Diese zwei Nachteile stellen ein Problem für die automatische Gaserkennung dar. 
Resultierend aus dieser Problematik in der Optimierungsmethode ergibt sich folgende 
Erkenntnis, die die Grundlage dieser Arbeit begleitet. Die Suche nach einer globalen 
Optimierungsmethode.  
Eine sehr weit verbreitete globale Optimierungsmethode ist die Methode von Metropolis, das 
sog.  „Simulated Annealing“ (SA) Verfahren. Die grundlegende Idee des Verfahrens kommt 
aus der statistischen Mechanik und basiert auf der Beobachtung, dass man die Eigenschaften 
von Metallen beeinflussen kann, wenn man unterschiedlich schnell von einem heißen Zustand 
aus abkühlt. Durch langsames Auskühlen (Annealing-Zeit) können die Atome einen Platz mit 
einem energieärmeren Zustand einnehmen. Daraus ergibt sich, dass durch schnelles Abkühlen 
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unregelmäßige Strukturen entstehen, während langsames Abkühlen zu einer regelmäßigen 
Struktur führt. Basierend auf der SA-Methode sind hier am Rande noch die prinzipiellen 
gleichen Methoden Boltzmann-Annealing (BA) und Fast-Annealing (FA) aufzuführen. 
Der Nachteil dieser Methoden liegt zum Beispiel an der anwendungsabhängigen 
Temperaturkurve, die bei der Auswertung einen größeren Berechnungsaufwand erfordert.  
Eine verbesserte Version zu der SA-Methode ist die Adaptive Simulated Annealing (ASA). 
Bevor die ASA-Methode mit Messwerten versehen wird, wird eine strukturelle Überlegung zu 
den verwendeten und erwartenden physikalischen Messgrößen mit ihren Parametern in 
Betracht gezogen. Hierzu ist der genau zu betrachtende und zu ermittelnde Analysebereich als 
ausreichend groß zu definieren. Das kann mittels Erfahrungswerte oder mittels einiger 
Probeanalysen erfolgen.  
Resultierend daraus ergeben sich bei unterschiedlichen Empfindlichkeiten der Verfahren 
hinsichtlich der Parameter und des Ansprechverhaltens, unterschiedliche Abfolgen von 
Annealing Schritten (sog. Annealing-Zeitpläne). Da bei der SA-Methode Vorüberlegungen 
einfließen müssen sind Randbedingungen wie Suchbereich und Temperaturverhalten zu 
definieren. Somit ist auch strukturell eine ASA-Methode vorteilhafter. Die exponentielle 
Planung von Abkühltemperaturen kann hier deutlich den Berechnungsaufwand reduzieren [89], 
[90], [91], [92]. Siehe dazu auch der Vergleich in [91]. 
Aus den oben angeführten Gründen in Bezug zu einer praktikablen Umsetzung der 
Analyseverfahren, ist in dieser Arbeit die Entscheidung zu Gunsten der ASA-Methode gefallen.  
Abbildung 3-4 zeigt den strukturierten Programmablaufplan zur Implementierung der ASA-
Methode. 
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Abbildung 3-4 Programmablaufplan der ASA-Methode 
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Die drei wichtigsten Funktionen aus der Abbildung 3-4 : 
1. Die Wahrscheinlichkeitsdichtefunktion g(x) der Parameter bei der Temperatur𝑇 ,gen : 
p ,  ist der i-ten Parameter bei ki-tem Annealing und p , ∈ 𝐴 , 𝐵  nach dem 
Generieren. In dieser Funktion werden neue Parameter 𝑝 ,  generiert. 
 𝒑𝒊,𝒌𝒊 𝟏 𝒑𝒊,𝒌 𝒙𝒊 𝑩𝒊 𝑨𝒊   3.3  
mit 𝑥  als zufällige reale Zahl. Die Dichtefunktion 𝑔 𝑥  ist wie folgt definiert: 
 𝒈 𝒙 ∏ 𝟏
𝟐 |𝒙𝒊| 𝑻𝒊,gen 𝒌𝒊 𝒍𝒏 𝟏
𝟏
𝑻𝒊,gen 𝒌𝒊
𝒏
𝒊 𝟏 ≡ ∏ 𝒈𝒊 𝒙𝒊
𝒏
𝒊 𝟏    3.4  
Die kumulierte Wahrscheinlichkeitsverteilung ist: 
 𝑮 𝒙 ⋯ 𝒅𝒙𝟏 ⋯ 𝒅𝒙𝒏 𝒈 𝒙
𝒙𝒏
𝟏
𝒙𝟏
𝟏 ≡ ∏ 𝑮𝒊 𝒙𝒊
𝒏
𝒊 𝟏   3.5  
Resultierend ist Gleichung (3.6) für den 𝐺 𝑥  -Wert:  
 𝑮𝒊 𝒙𝒊
𝟏
𝟐
sign 𝒙𝒊
𝟐
⋅
𝒍𝒏 𝟏
𝒙𝒊
𝑻𝒊,gen 𝒌𝒊
𝒍𝒏 𝟏 𝟏
𝑻𝒊,gen 𝒌𝒊
   3.6  
𝑇 ,gen 𝑘  ist die Temperatur der Wahrscheinlichkeitsfunktion des i-ten Parameter-
generators nach ki-ter Abkühlung. 
Da 𝐺 𝑥  zwischen [0, 1] gleichverteilt ist, wird [0, 1] in die gleichverteilte Variable 𝜇  
eingesetzt. Es entsteht dadurch: 
 |𝟐𝝁𝒊 𝟏|
𝟏
𝟐
sign 𝒙𝒊
𝟐
⋅
𝒍𝒏 𝟏
𝒙𝒊
𝑻𝒊,gen 𝒌𝒊
𝒍𝒏 𝟏 𝟏
𝑻𝒊,gen 𝒌𝒊
  3.7  
Und somit 
 𝒙𝒊 sign 𝝁𝒊
𝟏
𝟐
𝑻𝒊,gen 𝒌𝒊 𝟏
𝟏
𝑻𝒊,gen 𝒌𝒊
|𝟐𝝁𝒊 𝟏|
𝟏   3.8  
2. Die Annahmewahrscheinlichkeitsfunktion: 
Die Beziehung zwischen der Annahmewahrscheinlichkeitsfunktion und dem 
Adaptationswert ist in Gleichung (3.9) beschrieben. 
 𝑷 𝟏
𝟏 𝒆
𝜟𝑬
𝑻an
  3.9  
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ΔE = Ek+1 − Ek ist die Differenz des derzeitigen Adaptationswerts Ek+1 und des vorigen 
Adaptationswerts Ek. Dieser Funktionsverlauf ist eine Boltzmann-Verteilung, wobei 𝑇an 
als Annahmetemperatur bezeichnet wird. 
3. Die Abkühlungsfunktion: 
Im Gegensatz zum SA werden bei der ASA-Methode zwei Temperaturen verwendet. 
Die Annahmetemperatur Tan und die Temperatur Ti,gen der Wahrscheinlichkeitsfunktion 
des Parametergenerators. 
 𝑻𝒊,gen 𝒌𝒊 𝑻𝒊,gen 𝟎 𝒆 𝒄𝒊𝒌𝒊
𝟏
𝒏  3.10  
 𝑻an 𝒌an 𝑻an 𝟎 𝒆 𝒄𝒊𝒌an
𝟏
𝒏  3.11  
Hier stellen 𝑘  und 𝑘an  die Anzahl der generierten Parameter 𝑥  und die Anzahl der 
akzeptierten Parameter 𝑥an  dar. Bei sehr großen Werten von 𝑇an  ist die 
Annahmewahrscheinlichkeit des neuen Parameters hoch. Somit ist die sogenannte 
“uphill” Bewegung des Adaptationswerts möglich. Deshalb kann dieser Algorithmus 
aus lokalen Minima herauskommen. 𝑇 ,gen 0  kontrolliert den gesamten Abkühlprozess. 
Wenn (3.10) in  (3.6) eingesetzt wird, dann folgt: 
 ∑ 𝒈𝒌𝒌𝟎 ∑ ∏
𝟏
𝟐|𝒙𝒊|𝒄𝒊
𝒏
𝒊 𝟎𝒌𝟎
𝟏
𝒌
∞ 3.12  
Gleichung (3.12) zeigt auf, dass die stark abnehmenden Temperaturen der 
Wahrscheinlichkeitsfunktion des Parametergenerators immer noch zum globale 
Minimum führen können.  
Allerdings sind die Sensitivitäten der Parameter gegenüber der Temperatur nicht gleich. 
Das sog. „Reannealing“ wird durch die Sensitivitäten aller Parameter gegenüber der 
Temperatur justiert. Die Sensitivitäten 𝑆 der Parameter werden mit Gleichung (3.13) 
beschrieben: 
 𝑺𝒊
𝑬 𝒙𝒃𝒆𝒔𝒕 𝟏𝒊𝜹 𝑬 𝒙𝒃𝒆𝒔𝒕
𝜹
  3.13  
𝑥  ist der gespeicherte Parameter mit den besten Adaptionswerten. 𝛿 ist die kleinste 
bzw. geringste Verschiebung des Parameters 𝑥. 
1 ist ein Vektor mit der gleichen Dimension wie𝑥 . Daraus ergibt sich, dass nur die 
Parameterstelle der i-ten Stelle von 1  gleich 1 gesetzt wird, die übereinstimmend mit 
der gleichen Sensitivität sind. Alle weiteren i-ten Stellen haben den Wert null. 
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Die neue Temperatur 𝑇 ,gen 𝑘  der Wahrscheinlichkeitsfunktion des Parameter-
generators und die neue Anzahl 𝑘  der generierten Parameter werden mittels Gleichung 
(3.14) berechnet. 
 𝑻𝒊,gen 𝒌𝒊
𝑺𝒎𝒂𝒙
𝑺𝒊
𝑻𝒊,gen 𝒌𝒊   3.14  
𝒌𝒊
𝟏
𝒄
log
𝑻𝒊,gen 𝒌𝒊
𝑻𝒊,gen 𝟎
𝑫
 
Die Anfangstemperatur 𝑇an 0  der Annahmewahrscheinlichkeitsfunktion wird den 
letzten akzeptierten Adaptionswert annehmen. Die Anzahl der akzeptierten Parameter 
wird mit nachfolgender Gleichung berechnet. 
 𝒌an
𝟏
𝒄
log 𝑻an 𝒌an
𝑻an 𝟎
𝑫
  3.15  
Abbildung 3-5 zeigt den Ablaufplan des Reannealings-Prozesses. 
Aus den Gleichungen (3.3) bis (3.15) wird der deutliche Nachteil der ASA-Methode ersichtlich. 
Der Berechnungsaufwand ist umso aufwendiger, je höher die Anzahl der anzupassenden 
Parameter ist. 
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Abbildung 3-5 Ablaufplan des Reannealing-Prozesses 
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3.2 Committee machine 
Start
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OAA-SVM mit Trainingsdaten 
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Messdaten mit angelernte DW-kNN, 
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Konfidenz(Ci) von jeder Methode 
berechnen
Erwartungswert µ und Varianz σ 
von jedem Typ berechnen
Mittlere Genauigkeit (AAi) von 
jedem Typ für jede Methode 
berechnen
Note (Ni) für jeden Typ 
berechnen
 Abstand (r) von Messdaten zum Erwartungswert  µ 
von dem Typ, die maximalen Note hat, berechnen
r>6*σ
Messdaten-Typ = Typ, die höhsten 
Note hat.
Messdaten-Typ = unbekannt
 
Abbildung 3-6 Ablauf der Committee machine 
Die committee machine ist ein neuartiger Ansatz für das Zusammenwirken der verschiedenen 
Klassifikationsmethoden. In [93] und [94] sind die Struktur und der sich daraus ergebende 
Ablauf der committee machine beschrieben.  
Abbildung 3-6 zeigt den Ablauf der committee machine mit den in Abschnitt 2.2.2 vorgestellten 
vier Methoden.  
In der Anwendung der committee machine, gehen die Ergebnisse der Methoden DW-kNN, 
MLP, OAA-SVM und OAO-SVM (unter der Gleichbehandlung der Methodenwertung) ein. 
Jede der vier grundlegenden Methoden bedingt daher ein eigenes, strukturelles, eigendefiniertes 
Merkmal innerhalb seiner Gruppe. Weiterhin ist hier auch die Wertigkeit der jeweiligen vier 
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Anteilsgrößen berücksichtigt. Hierzu ist die Auswertung nach Anteilen der jeweiligen 
Betragsgröße gewichtet. 
 𝑵  ∑ 𝑪𝒊 𝑨𝒊 𝒓𝒊
𝒏
𝒊 𝟏   3.16  
Mit n als der Anzahl der verwendeten Methoden. In dieser Ausarbeitung und Herleitung der 
optimalen Analysegewinnung von Gasen ist eine Festlegung auf n=4 Methoden erfolgt. Die 
Festlegung auf diese Methoden basiert auf der praxisorientierten Auswertung, die hier mit den 
vier gebräuchlichsten Anwendungsmethoden einhergeht.  
Die sichere Häufung Ci, auch Konfidenz genannt, wird durch Gleichung (3.17) beschrieben. Ci 
wird durch die DW-kNN-Methode errechnet. 
Mit Ci aus den Trainingsdaten gewinnt man den Faktor, mit dem das Messergebnis der zu 
bestimmenden bzw. suchenden Klassifizierung des Messdatensatzes gewichtet wird. Somit 
kann eine gezielte Bewertung der eingehenden Messungen, in Bezug auf die Grundbewertung 
aus den vier Methoden, eine weitaus sichere und effizientere Lösung bieten. 
 𝑪𝒊  
⎝
⎜⎜
⎛
𝒛𝟏
𝒘𝟏𝒌
𝒛𝟐
𝒘𝟐𝒌
⋮
𝒛𝒄𝒏
𝒘𝒄𝒏𝒌⎠
⎟⎟
⎞
  3.17  
Der Faktor k ist die Anzahl der Nachbarn des zu bewertenden Musters.  
Der Faktor cn ist die Anzahl der Gruppen, die als Basis der zur Bewertung einbezogenen Zonen 
aufzubringen sind. 
Der Faktor zcn gibt die Anzahl, der von k Nachbarn zu der Gruppe cn zugeordneten Elemente 
wieder. 
Der Faktor wcn ist der Kehrwert des Abstandes zwischen dem jeweiligen Nachbar und des zu 
bewertenden Musters.  
Der Parameter Ai wird nach Gleichung (3.18) generiert: 
 𝑨𝒊  
𝑨𝑨𝟏
𝑨𝑨𝟐
⋮
𝑨𝑨𝒄𝒏
  3.18  
Die mittlere Genauigkeit (AAi: average accuracy) basiert auf den Ergebnissen aus den 
Trainingsdaten, die dann zur Gleichung (3.19) führen.  
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 𝑨𝑨𝒊  
𝒏𝒖𝒎𝒏𝒊
𝒏𝒖𝒎𝒊
𝟑  3.19  
𝑛𝑢𝑚  ist die Anzahl der richtig ausgewerteten Trainingsdaten für Gruppe i. 
𝑛𝑢𝑚  ist die Anzahl der Trainingsdaten für Gruppe i. 
𝑟  in Gleichung (3.16) ist ein binärer Vektor, der sich aus allen zugehörigen Gruppen einer 
Analyse-Gruppe zusammensetzt. Durch die eindeutige Zuordnung der Gruppen zueinander, 
kann es bei dem binären Vektor nur jeweils eine Zustimmung geben. Das bedeutet, dass alle 
anderen Gruppen den Wert 0 aufweisen müssen. Daraus folgt dann die ausgewählte Methode 
zu diesem selektiven Verfahren einer Gasanalyse. 
Weil die Punkte des Musters im Parameterraum normalerweise um einen zentralen 
Schwerpunkt gruppiert sind, wird der Abstand der ermittelten Parameter zum Schwerpunkt 
berechnet und mit der Standardabweichung der zugeordneten Klasse von Gleichung (3.16) 
verglichen. Ist der Abstand größer als 6-Sigma, ist dieser Parameter als neues Gas zu 
klassifizieren. Anderenfalls gehört dieser Punkt zu der Klasse aus Gleichung (3.16).  
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4  Anwendungsbeispiel 
In diesem Kapital werden die in Kapital 2 und 3 vorgestellte Verfahren auf ein Beispiel 
angewendet.  
Dafür werden als erstes die verwendeten Gassensoren inklusive Sensoraufbau und 
vereinfachtes Sensormodell dargestellt. Sie verwenden aus PEDOT:PSS als sensitive Schicht.  
Anschließend wird der Aufbau des Messplatzes und die Durchführung des Experiments und 
die dazu gehörige Fehlerbetrachtung erläutert. Abschließend werden die Messergebnisse 
diskutiert und ein Vergleich von Merkmalsreduktionsmethoden und Klassifikationsmethoden 
angestellt. 
 
4.1 Experiment mit einem Gassensor aus PEDOT:PSS 
4.1.1 Sensoraufbau und vereinfachtes Sensormodell 
In diese Arbeit werden Sensoren aus PEDOT:PSS verwendet.  
PEDOT-Material wurde durch die Forschungsarbeiten von Heinz, Heywang, Jonas u. a. in der 
zweiten Hälfte der 1980er Jahre entwickelt [95]. Die Stabilität der elektrischen Eigenschaften 
von PEDOT-Material ist relativ gut im Vergleich zu anderen Materialien aus der Gruppe der 
Polythiophene [96]. PEDOT ist aus Monomeren der Ethylendioxythiophe (EDOT) aufgebaut. 
Es oxidiert schnell an der Luft. Bei Anwendungen von PEDOT-Material unter Atmosphäre 
(Luft) findet die in der Abbildung 4-1 beschriebene Polymerisation statt.  
 
  
Abbildung 4-1 Chemische Struktur von PEDOT(oben):PSS(unten) [97] 
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 Die kurzkettigen oligomerartigen PEDOT-Moleküle lagern sich an die PSS-Ketten an, aus 
denen dann Polymer-Gel wie in Abbildung 4-2 entsteht. 
 
Abbildung 4-2 PEDOT:PSS Komplex [98] 
PEDOT liegt im oxidierten Zustand vor und jeder Phenylring des PSS Monomers besetzt eine 
saure SO3H-Gruppe. PSS hat ein viel höheres Molekulargewicht gegenüber PEDOT. Durch 
seine Funktion als Gegenion werden die PEDOT Kettensegmente in dem wässrigen Medium 
dispergiert. Dadurch wird der PEDOT: PSS Komplex in einer gut leitenden, kationischen Form 
gebildet. Resultierend aus den komplexen Eigenschaften in der Materialzusammensetzung 
zeichnen sich günstige Möglichkeiten für die Anwendung ab. Diese beinhalten die Eigenschaft 
der Transparenz, Leitfähigkeit und der möglichen Verarbeitung zu dünnen filmförmigen 
Sensoren. [99]  
Tabelle 4-1 zeigt den Einfluss des PSS-Anteils bezüglich der Leitfähigkeit des PEDOT:PSS. 
Durch Erhöhung des PSS-Anteils bei PEDOT: PSS wird der Feststoffanteil in der Dispersion 
erhöht und die Leitfähigkeit des PEDOT: PSS sinkt. Auch die Löslichkeit des PEDOT: PSS 
erhöht sich, wenn der PSS-Anteil zunimmt. Ein weiterer Parameter, der die Leitfähigkeit des 
PEDOT:PSS beeinflussen kann, ist die Größe der Partikel.  
  
PEDOT PSS
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Tabelle 4-2 Veränderung der Leitfähigkeit in PEDOT:PSS mit steigendem PSS-Anteil 
[98] 
PEDOT:PSS-Verhältnis Feststoffanteil (%) Leitfähigkeit (S/cm) 
1:2.5 1.3 1 
1:6 1.5 10-3 
1:20 3 10-5 
 
 
  
Abbildung 4-3 Aufbau	des	Sensors 
In Abbildung 4-3 ist der verdrahtete PEDOT-Sensor, wie er in den Reihenmessungen 
angewendet wurde, zu sehen. Die Fläche des PEDOT-Sensors hat die Größe von 20 mm x 14 
mm. Die Dicke liegt ohne die Kontaktanschlüsse unterhalb von 1 mm. Für den Grundaufbau 
kommt eine transparente Folie aus dem Material PET (Polyethylenterephthalat) zur 
Anwendung. Der Zuschnitt der Foliengröße richtet sich nach den Örtlichkeiten in der 
Messkammer (siehe Abbildung 4-8). In der weiteren Fertigung wird mittels Plotter die Struktur 
der ineinandergreifenden Leitflächen, die sogenannte Finger-Struktur auf die PET-Folie 
aufgedruckt. Das Material, das in einer tintenartigen Lösung verwendet wird und hier zur 
Anwendung kommt, ist Silberneodekanoat [100]. Dazu ist anzumerken, dass die TU Dresden 
auf diesem Gebiet in der Grundlagenforschung aktiv ist [101].  
Die zweite Schicht, die dann aufgetragen wird, schließt komplett die erste Schicht ein. Diese 
zweite tintenartige Schicht wird flächendeckend mittels Plotterdruck auf der Grundfolie 
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benetzend aufgetragen. Die verwendete tintenartige Lösung ist eine Mischung aus drei 
Substanzen und besteht aus: 
- PEDOT: PSS 
- Propylencarbonat (4-Methyl-1,3-dioxolan-2-on) 
- Dimethylsulfoxid (DMSO) 
Das Mischungsverhältnis der Sensorschichten ist PEDOT:PSS/ Propylencarbonat/DMSO 3:1:1. 
Nach dem Bedrucken der Folie mit den zwei unterschiedlichen Tinten erfolgt eine chemische 
Reaktion mittels Temperaturbehandlung, die dann die gewünschte Reaktion an den Übergängen 
der Substratschichten ermöglicht. Dieser Prozess in der Herstellung verläuft so, dass der 
komplette Sensor für 30 Minuten in einer Wärmekammer bei 180°C getempert wird. 
Nach der Abkühlung auf Raumtemperatur kann dann der letzte Herstellungsschritt, der 
Anschluss der Kontaktpunkte mit Kupferdrähten, durchgeführt werden.  
Aufbau von PEDOT-Sensor
A A
A-A
PEDOT:PSS
Silberneodekanoat 
PET Substrat
Draufsicht der Struktur
Querschnitt der Struktur
an der Schnittkannte A-A
 
Abbildung 4-4 Grafische Darstellung des PEDOT-Sensors: Draufsicht und A-A 
Querschnitt 
Zur weiteren Betrachtung ist in Abbildung 4-4 der PEDOT-Sensor schematisch dargestellt. 
Weil der PEDOT:PSS-Film sehr dünn ist und die Messung für jede Konzentration mit vorläufig 
3 Minuten gemacht wird, werden die Anteile des Substrates und der Übergang zwischen 
Substrat und Trägermatrial in Abbildung 3-1 bei der Anpassung vernachlässigt. Das 
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mathematische Modell gemäß der Ersatzschaltung aus Abbildung 3-2 ist - unter 
Berücksichtigung der Vereinfachung in der Konstruktion- in der Gleichung (4.1) dargestellt: 
 𝒁 𝟏
𝑹𝒌𝟏
𝟏
𝒋𝝎𝑪𝒌𝟏
𝟏
𝑹𝒔
𝟏
𝒋𝝎𝑪𝒔
𝟏
𝑹𝒌𝟐
𝟏
𝒋𝝎𝑪𝒌𝟐
  4.1  
Die Interdigitalstrukturen des Kontakts sind mit dem PEDOT: PSS-Film lückenlos komplett 
bedeckt.  
Die jeweiligen Anschlüsse der Sensorkontakte weisen die gleichen Materialien und auch die 
gleichen räumlichen Dimensionen auf. Daraus ergibt sich für die weitere Betrachtung der 
elektrischen Eigenschaften: 𝑅  = 𝑅  und 𝐶 =𝐶 . 
Damit vereinfacht sich das mathematische Modell für die Ersatzschaltung aus Abbildung 3-2. 
Das Verhalten des PEDOT-Sensors kann damit mit Gleichung (4.2) beschrieben werden. 
 𝒁 𝟏
𝑹𝒌
𝟏
𝒋𝝎𝑪𝒌
𝟏
𝑹𝒔
𝟏
𝒋𝝎𝑪𝒔
  4.2  
Mit 𝑹𝒌  
𝑹𝒌𝟏
𝟐
𝑹𝒌𝟐
𝟐
 
und 𝑪𝒌  
𝑪𝒌𝟏
𝟐
𝑪𝒌𝟐
𝟐
 
Da die Grenzflächen der Elektrodenkontakt und die Sensorschicht die Inhomogenität haben, 
werden 𝐶  und 𝐶  in Gleichung (4.2) durch konstante Phasenelement (CPE), CPE  und CPE   
ersetzen. Daraus resultiert die Kettenschaltung, wie sie in der Abbildung 4-5 zu sehen ist. 
 
Rk Rs
CPEk CPEs
 
Abbildung 4-5 rechnerische Schaltungsprinzip des Gassensors  
Dieses Modell des Gassensors ist bis zu einer Messfrequenz von ungefähr 100 kHz anwendbar. 
In dem Frequenzbereich, in dem die Messfrequenz zwischen 100 kHz und 1 MHz liegt, kann 
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diese Gleichung nur als Näherung eingesetzt werden. Da bei der Gas-Spektral-Analyse nur eine 
genäherte Betrachtung in diesem Frequenzbereich benötigt wird, ist der Fehler vernachlässigbar. 
Somit besteht kein Einfluss auf die Gaserkennung.  
 
4.2 Experimentelle Ergebnisse 
4.2.1 Messaufbau und Versuchsdurchführung 
In Abbildung 4-6  ist der schematische Messaufbau dargestellt.  
 
Trägergas Prüfgas
Messkammer LCR Meter
Parameterschätzung
Klassifikation
Parameter
Typ und 
Konzentration 
des Prüfgases
Parameterdatenbank 
von Prüfgasen
Training
Parameter
IS Daten
Abgas
Gasfluss
Steuersignal
Datenfluss
 
Abbildung 4-6 Messaufbau und Ablauf der Klassifikation 
Er besteht im Wesentlichen aus den Bestandteilen: 
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Tabelle 4-3 Bestandteiler der Prüfgasbestimmung 
Trägergas, N2 (Stickstoff) 
Prüfgas 
Durchflussregler mit -messer 
Gasleitungen 
Messkammer 
Gassensor 
Messgerät (Agilent 4284A, 20 Hz bis 10 MHz) 
Computer 
Software (Agilent VEE und MATLAB) 
Spannungsversorgung 
 
In Abbildung 4-7 ist das für die Impedanzmessung verwendete LCR-Meter (Agilent 4284A, 
Messbereich 20 Hz bis 10 MHz) zu sehen.  
 
Abbildung 4-7 Agilent 4284A, Messbereich 20 Hz bis 10 MHz 
Zur Messung wurde eine geeignete Messkammer entwickelt (Abbildung 4-8). Die oberen und 
unteren Teile der Kammer sind mit PT1000-Temperatursensoren bestückt. 
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Abbildung 4-8 Messkammer mit PEDOT: PSS Sensor 
Ein Maß-Flow-Controller (MFC), dargestellt in Abbildung 4-9, ermöglicht die Zuführung des 
Trägergases (synthetischer Luft) und des Prüfgases in unterschiedlichen Konzentrationen.  
 
Abbildung 4-9 Maß-Flow-Controller (MFC) 
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4.2.2 Vorbereitung zur Messung 
Der Spektrumanalysator 4284A ist zu kalibrieren. Das bedingt eine minimale Vorlaufzeit von 
1 Stunde, erst dann kann der Spektrumanalysator seine Messaufgaben mit internen und externen 
Prüfzyklen erfüllen. 
Bei der Messkammer mit dem innenliegenden Sensor muss die gesamte Einrichtung permanent 
gespült werde. Das bedeutet einen Dauerdurchfluss durch die Gaszuleitungen und die 
Messkammer Von 1 Liter pro Minute mit dem Trägergas N2. Zur sicheren 
Messgrößenerfassung sollte die Vorlaufzeit mehr als 15 Minuten betragen.  
 
4.2.3 Durchführung der Messung  
Beim Spektrumanalysator sind folgende reduzierten Pegel- und Zeitkonstanten einzustellen: 
 Bandbreite (Frequenz): von 100 Hz bis 1 MHz 
 Abtastrate: (5 Messungen/Min, 50 Punkten/Messung) 
 Abstände in der Abtastrate: log. nach Messgerätehersteller 
Die weitere Messdatenauswertung erfolgt über die rückseitig eingebaute Schnittstelle (IEEE 
488.2) am Spektrumanalysator, die mit einem PC verbunden ist. Dort erfolgt mit Hilfe des 
entwickelten Verfahrens die weitere Auswertung. 
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Abbildung 4-10 Gasstrom mit den jeweiligen Durchflussmengen 
Während der gesamten Messzeit durchströmt das Trägergas N2 die Apparatur mit 1l/min.  
Die eigentliche Gasanalyse beginnt nun mit der Zugabe von NO2 und NH3 mit 
unterschiedlichen Mengen zum Trägergas N2. Diese Einleitungen haben folgende 
Mengenzugaben: 
1. Messzyklus NO2(779ppm): sind das 68,6 ml/min, 147,3 ml/min und 238,5 ml/min 
2. Messzyklus NH3 (5080ppm): sind das 20 ml/min, 30 ml/min, 40 ml/min und 50 ml/min. 
In der Abbildung 4-10 sind die jeweiligen Durchflussmengen über den zeitlichen Ablauf 
aufgetragen.  
Weiterhin ist auch hier der optimale Zeitpunkt der Gasmessung zur Analyse der Gase zu 
erkennen. Berücksichtigt sind hier die Übergänge der einzelnen Phasen der Gasbeimischung, 
die jeweils eine Vorlaufzeit zur Stabilisierung benötigen. 
Unter der Berücksichtigung der stabilisierten Gasmischung und der gegebenen Aktivzeit, ist 
der Messwertgewinnung mit dem Spektrumanalysator gegeben. In dieser Zeit kommen die 
ausgegebenen Werte des PEDOT: PSS Sensors zu den Messeingängen am Spektrumanalysator. 
Die digitalisierten Messsignale kommen via IEEE-Schnittstelle zu einem PC, auf dem die 
Software der Fa. Agilent (VEE, Version 6.0) implementiert ist. Die Software zur Messung und 
Steuerung der Ablaufvorgänge dieser Versuchsdurchführung wurden am Lehrstuhl entwickelt. 
Diese Software zur Messwertegewinnung berücksichtigt die optimalen Messzeiten, für den Fall, 
dass sich ein stabiler Zustand eingestellt hat. Weiterhin werden auch die 
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Durchflussmengengeber der Gase während der Messzyklen, zeitlich und quantitativ gesteuert. 
Daraus ergibt sich ein halbautomatisierter Messvorgang.    
 
4.2.4 Fehlerbetrachtung 
In einem idealen Messsystem liegt keine Verfälschung der messbaren Größen vor. Da aber im 
realen Zustand der Messaufbau mit Toleranzen aufweist, ist eine Berücksichtigung hinsichtlich 
ihres Einflusses auf das Messergebnis zu berücksichtigen. Die hier zu erwartenden 
dominantesten Fehler in der Versuchsanordnung, sind folgende: 
a) Die elektrische Verkabelung: 
Durch die von der elektrischen Verkabelung entstehenden Impedanzbeiträge wie z. B. 
Leitungswiderstände, Induktivitäten und Kapazitäten kann der wahre Wert der 
gesuchten Impedanz verfälscht werden. In der Abbildung 4-11 sind vereinfacht hierzu 
die wichtigsten Einflüsse, speziell die Leitungswiderstände und Induktivitäten 
dargestellt.    
 
Abbildung 4-11 Vierpolnetzwerk mit Leitungswiderstand, Induktivität und Kapazität 
Mittels der zu erwartenden Widerstände, kann wie in Abbildung 4-11 dargestellt, ein 
Vierpolnetzwerk zur realen Minimierung der Fehlergröße aufgestellt werden. Eine 
Anmerkung hierzu zum Messgerät Agilent 4284A: Das Messgerät ist in der Lage, 
eigene Fehlergrößen beim Messzubehör im Messergebnis mit zu berücksichtigen. 
Dieser Kalibriervorgang ist am Gerät mit der OPEN-/SHORT-Kompensationsmethode 
möglich.  
b) Eine andere Fehlerquelle sind die Temperaturschwankungen. 
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Sie haben einen exponentiellen Einfluss auf den Widerstand einer sensitiven Schicht 
(Gleichung (4.3)). Daher sollte die Zimmertemperatur konstant gehalten werden. Auch 
Zugluft ist, wenn nötig, konstant zu halten. 
 𝑹 ∝  𝒆𝒙𝒑 𝑬𝜟
𝒌𝑻
  4.3  
c) Ein weiterer negativer Effekt kann auftreten, wenn Verunreinigungen, sowie schlechte 
Kontaktübergänge an den Anschlüssen des PEDOT-Sensors auftreten. 
 
4.2.5 Messergebnisse des Gassensors 
Abbildung 4-12 zeigt das typische Messergebnis des eingesetzten Gassensors.  
 
Abbildung 4-12 Nyquist-Diagramm der typischen Messergebnisse von NH3 und NO2 bei 
Raumtemperatur 
Die Messergebnisse der jeweiligen Messreihen werden für die Auswertung bzw. Bewertung in 
einem sogenannten Nyquist-Diagramm widergegeben. Ein erster Messerdurchlauf ohne 
zusätzliche Beaufschlagung mit einem Prüfgas ergibt die Messreihe für das Trägergas N2 
(Stickstoff). Bei dieser Messreihe entsteht im Diagramm der Abbildung 4-12 die rote Linie. 
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In den Messreihen für die oxidierenden Prüfgase (NO2), ergeben sich Messkurven, die 
unterhalb der Trägergaslinie liegen. Oberhalb der Trägergaslinie liegen der Messkurven die 
Reduktionsgase (NH3) (Abbildung 4-12). 
Somit sind in der Auswertung die Oxidations- oder Reduktionseigenschaften der Prüfgase klar 
zu erkennen. 
Eine weitere Erkenntnis ergibt sich auch bei höherer Konzentration der Gase. Die Differenz zur 
Trägergaslinie ist größer und lässt somit deutlich den Unterschied erkennen.  
 
4.3 Ergebnisse der Merkmalreduktion 
4.3.1 CPCA und SVDA 
Bei Verwendung der Methoden der CPCA oder SVDA zur grafischen Darstellung und 
Auswertung ergeben sich die in Abbildung 4-13 bzw. Abbildung 4-14 dargestellten Grafen.  
Die ermittelten Impedanzwerte der jeweiligen 25 realen und imaginären Werte, werden mit 
CPCA bzw. SVDA reduziert. Um die 2D Darstellung zu erstellen, werden die größten 
Eigenvektoren genommen. In den Abbildung 4-13 und Abbildung 4-14 werden die Real- und 
Imaginärteile der Eigenvektor in entsprechende X- und Y-Achse dargestellt. Zur Gewinnung 
einer genaueren Aussage ist das Messverfahren wiederholt anzuwenden. Bei den Versuchen 
hat sich hierzu eine Folgerate von mindestens 40 bis 50 Messreihen als optimal erwiesen. 
Weiterhin konnte eine größere Auswertegenauigkeit erzielt werden, indem nicht gleich die 
ersten erzielten Messdaten einer Messreihe verwendet werden. Das bedeutete für die 
Auswertung der Messreihen, dass 100 Messreihen erfasst, aber nur die letzten 50 verwendet 
werden. Somit konnte eine erhöhte und dadurch sichere Genauigkeit erzielt werden.  
Das beschriebene Verfahren zur Messwertaggregation und zur Gewinnung der 
Koordinatenschnittpunkte ist für jedes weitere Gas und Gasgemisch bei jeder 
Durchströmungsgeschwindigkeit zu wiederholen. 
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Abbildung 4-13 Merkmalsreduktion der CPCA 
In Abbildung 4-13 und Abbildung 4-14 ergeben sich dann die Bereiche, in denen sich die 
gleichfarbigen Punkte einstellen, die von einer Messreihe stammen. 
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Abbildung 4-14 Merkmalreduktion von SVDA 
Eine Besonderheit ist zwischen dem reinen Trägergas N2 und dem Gasgemisch (NH3 mit 
100ppm und N2) zu erkennen. Beide Gase haben einen Bereich, in dem sich eine gemeinsame 
Häufung einstellt. Dieser Bereich kann zu einer Irritation in der Auswertung führen. 
Insbesondere trifft dieses bei der CPCA-Methode zu, weil sich hier eher ein linearer 
Grundverlauf einstellt. Bei der SVDA-Methode ist dieser etwas schwächer, weil hier eine 
flächenmäßige Ausweitung vorliegt. Dazu ist in den jeweiligen Abbildungen (Abbildung 4-13, 
Abbildung 4-14) eine vergrößerte Darstellung dieses Ausschnittes vorgenommen. Aber beide 
Verfahren können in diesem Bereich nicht zu einer eindeutigen Gaserkennung genutzt werden.  
Eine Lösung hierzu erhält man, indem die Anzahl der verwendeten Eigenvektoren erhöht wird. 
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4.3.2 Parameterschätzung mittels Adaptive-Simulated-Annealing (ASA-PE) 
Bei der Bewertung der vorliegenden Messreihen, wie sie in der Auswertung unter Abschnitt 
4.2.5 beschrieben ist, bedient man sich gern der Software ZView der Firma SAI. Mit ZView, 
es sich an der LM-Methode orientiert (siehe dazu Abschnitt 3.1.3), ist es möglich, spezifische 
Eigenschaften unter der Berücksichtigung der unterschiedlichen Impedanzen zu erkennen und 
zu bewerten. Daher eignet sich die Software ZView (Version 3.1c) als Basis für die 
Gegenüberstellung zu der in dieser Arbeit neu entwickelten Methode ASA-PE.  
Das Ergebnis der Gegenüberstellung der beiden Methoden ist in den Diagrammen von 
Abbildung 4-15, dargestellt. Hier fällt auf, dass die Abweichung der grafischen Darstellung 
sehr gering ist.  
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Abbildung 4-15 Typisches Anpassungsergebnis: oben) Nyquist Diagramm unten) Bode 
Diagramm 
Nach Gleichung (4.4) wird die Güte der Anpassungsergebnisse berechnet: 
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  4.4  
Die Güte der relativen Abweichungen liegen für beide Methoden unter Bereich von 10-6. Somit 
ist die Differenz beider Verfahren zueinander vernachlässigbar.  
Für den Beweis der oben genannten Feststellung zur Güte beider Methoden sind in den 
Abbildung 4-16 und Abbildung 4-17 die jeweils besten und schlechtesten Ergebnisse aller 
Messwerte ins Verhältnis gesetzt. 
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Abbildung 4-16 Güte der Anpassungen: beste Ergebnisse 
 
 
Abbildung 4-17 Güte der Anpassungen: schlechteste Ergebnisse 
Die in ZView verwendete Methode weist einen entscheidenden Nachteil auf.   
Dieser liegt in der Startsequenz mit ihren Startwerten in der Jacobi-Matrix. Eine falsche 
Lageauswahl der komplexen Startwerte führt oft zu einer singulären Jacobi-Matrix mit dem 
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Ergebnis, dass die ZView Methode sich im nichtdefinierten Bereich einfindet. Dadurch können 
keine Ergebnisse entnommen werden.  
Eine sichere automatisierte Methode der Gasanalyse erfordert aber ein Verfahren in dem keine 
nicht-definierten Zustände eintreten können. Diese Sicherheit ist mit der ZView Methode nicht 
gegeben. Wohingegen die in dieser Arbeit neu entwickelte ASA-PE Methode diese 
Anforderung erfüllt. 
Veranschaulicht ist das Ergebnis der ASA-PE Methode in Abbildung 4-18. Hier sind in der 
zweidimensionalen Darstellung die realen Widerstandswerte (Rs und Rc) dargestellt. Beim 
Vergleich von Abbildung 4-18 mit den vorangegangenen Abbildung 4-13 oder Abbildung 4-14 
ergeben sich eindeutigere abgegrenzte und somit besser definierte Areale, die eine sichere 
Abgrenzung der Gasanalyse zulassen.  
 
Abbildung 4-18 Ergebnisse der Merkmalsreduktion der ASA-PE Methode 
Weiterhin ist in der Abbildung 4-18 eine gewisse Streuung jeder Messreihe der Gasanalyse zu 
erkennen. Diese Streuungen treten aufgrund von Störgrößen, die bei der Messung zu 
berücksichtigen sind auf. Dazu zählen Temperaturschwankungen, mechanische sowie 
elektrische Übergangsstellen und Druckschwankungen des Trägergases als auch des Prüfgases. 
(Siehe Kap. 4.2.2) Daher ist der gesamte Prüfaufbau so zu realisieren, dass hier soweit wie 
möglich, Störungen dieser Art vermieden werden. 
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4.4 Ergebnisse der Klassifikationen  
In dem folgenden Abschnitt werden die Ergebnisse der unterschiedlichen Methoden DW-kNN, 
MLP, SVM und CM im Vergleich zu den Resultaten aus CPCA, SVDA und ASA-PE 
untersucht. Hierzu werden geeignete Kombinationen zwischen Klassifikations- und 
Merkmalreduktionsmethode festgelegt. 
Auch hier werden die Ergebnisse in grafischer Form aufgearbeitet, so dass eine einfachere, 
optische Auswertung möglich ist.  
Dazu ist bei der Skalierung der Y-Achse der jeweilige Messbereich auf einen Bereich von -2 
bis +2 normiert. Für die X-Achse ist auch eine Normierung von -2 bis +2 gewählt worden, aber 
mit einer doppelt so großen Auslenkung. Der skalierte Teilungsfaktor liegt bei 0,04. 
Einheitlich mit einem Grauton hinterlegt sind die jeweiligen Cluster der Gasgruppen. Zur 
Anwendung kam hier die Grau-Farbkarte mit blauen Tönen. Um nicht definierte Bereiche von 
definierten Bereichen mit deren Gruppenzuordnung unterscheiden zu können, erhalten diese 
keine Färbung und sind in Weiß gehalten.  
Um die Messergebnisse klassifizieren zu können, benötigt das Klassifizierungsverfahren einen 
fortlaufenden Anlernprozess. Deshalb werden hier alle Ergebnisse der 
Merkmalreduktionsmethoden (CPCA, SVDA und ASA-PE), die in Kapitel 4  erörtert und 
vorgestellt worden sind, in einen Trainingssatz und Testsatz aufgeteilt. Die Trainingssätze 
werden verwendet, um die Klassifikationsverfahren anzulernen. Danach werden die Testsätze 
durch die Klassifikationsverfahren klassifiziert. Die Ergebnisse der Klassifikationsverfahren 
werden in diesem Abschnitt dargestellt. 
Um die mengenmäßigen Auswirkungen der Trainingssätze auf die Erkennungsrate der 
Methoden zu testen, werden Untersuchungen mit einer Anzahl m von 100, 200 und 300 
vorgenommen. Die Auswahl der Trainingssätze wird durch Zufallspermutation mittels 
MATLAB (randperm) realisiert. Die verbleibenden, nicht als Trainingsdaten ausgewählten 
Datensätze, werde als Testdatensätze in das Netzwerk eingespeist, um die Erkennungsrate und 
die anschließende Auswertung zu bewerten. 
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4.4.1 Ergebnisse der Gasbestimmung mittels Trainingssatz und Testsatz  
4.4.1.1 DW-kNN 
Durch das Kreuzvalidierungsverfahren wurde k in der DW-kNN gleich fünf gesetzt.2 
Die Klassifikationsergebnisse des DW-kNN mit den Ergebnissen der CPCA sind in Abbildung 
4-19 dargestellt. 95.95% der Testsätze werden korrekt klassifiziert. Die gesamte Fläche ist in 8 
Zonen fragmentiert. Es gibt keine Punkte, die keiner ausgewerteten Fläche zuzuordnen sind 
und so als Unbekannte zu erkennen wären. 
Mit Ergebnissen des SVDA liegt die Genauigkeit der Bestimmung des DW-kNN bei 95.61%, 
wie in Abbildung 4-21 gezeigt ist. Die gesamte Fläche ist auch in acht Zonen fragmentiert. Es 
gibt ebenfalls keine Punkte, die nicht zugeordnet werden können.  Durch die großen Abstände 
zwischen den Merkmalgruppen ist die Genauigkeit der Erkennung deutlich erhöht.  
                                                 
2 Kreuzvalidierung dient in erster Linie der Überprüfung der Prognosegüte eines Modells. Der Trainingsdatensatz 
wird in mehrere Teile aufgeteilt. Auf Basis eines Teils des Datensatzes wird k in der DW-kNN abgeleitet. Das k-
Wert wird auf den Rest des Datensatzes angewendet und die Abweichung zu den tatsächlichen Werten untersucht. 
[129] 
 
Abbildung 4-19 Klassifikationsergebnisse der DW-kNN mit Resultaten der CPCA 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor 
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DW-kNN mit 104 Trainingsdaten von CPCA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
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Abbildung 4-20 Klassifikationsergebnisse der DW-kNN mit Resultaten  
der ASA-PE 
Normierter Widerstand der sensitiven Schicht 
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DW-kNN mit 104 Trainingsdaten von ASA-PE 
 
Abbildung 4-21 Klassifikationsergebnisse der DW-kNN mit Resultaten der SVDA 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor 
N
or
m
ie
rt
er
 I
m
ag
in
är
te
il
 d
er
 p
ro
ji
zi
er
te
n 
E
rg
eb
ni
ss
e 
m
it
 d
em
 z
w
ei
te
n 
m
ax
im
al
en
 E
ig
en
ve
kt
or
 
DW-kNN mit 104 Trainingsdaten von SVDA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
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Mit ASA-PE erreicht DW-kNN mit 97.97% die höchste Genauigkeit bei der DW-kNN 
Klassifikation (Abbildung 4-20). Die gesamte Fläche ist wiederum in acht Zonen unterteilt.  Da 
die Resultate von ASA-PE eine größere Streuung aufweisen, sind die Kanten der Zonen 
unregelmäßiger als bei den vorherigen Klassifikatoren. Auch bei dieser Kombination sind keine 
Punkte als Unbekannte zu erkennen.  
4.4.1.2 MLP 
Hier sind die schlechtesten Erkennungsraten von MLP gezeigt. Die höchste Genauigkeit, die 
mit MLP erreicht wurde, liegt nur bei 96.96% mit Resultaten der CPCA (Abbildung 4-22). Die 
gesamte Fläche ist in acht wellenförmigen Zonen eingeteilt. Die Zonen sind nicht kontinuierlich. 
Keine Punkte sind als unbekannt gekennzeichnet.  
 
Die Genauigkeit mit Ergebnissen der SVDA liegt bei 92.23%. Die gesamte Fläche ist in acht 
wellenförmigen Zonen geteilt. Die Zonen sind nicht kontinuierlich, ähnlich wie in der 
vorherigen Abbildung sind ebenfalls sind keine Punkte als unbekannt gekennzeichnet. 
 
Abbildung 4-22 Klassifikationsergebnisse der MLP mit Resultaten der CPCA 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor 
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MLP mit 104 Trainingsdaten von CPCA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
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Abbildung 4-23 Klassifikationsergebnisse der MLP mit Resultaten der SVDA 
  
Abbildung 4-24 Klassifikationsergebnisse der MLP mit Resultaten der ASA-PE 
Normierter Widerstand der sensitiven Schicht 
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MLP mit 104 Trainingsdaten von ASA-PE     Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor N
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MLP mit 104 Trainingsdaten von SVDA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
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Mit den Resultaten von ASA-PE erreicht man nur 86,82%, wie in Abbildung 4-24 dargestellt 
ist. Es ist die schlechteste Erkennungsrate aller Kombinationen. In dieser Abbildung sind die 
Messergebnisse von 147.3 ml/min NO2 (1.00 l/min N2) auf drei Gruppen verteilt. Die gesamte 
Fläche aller drei Resultate ist in acht wellenförmige Zonen eingeteilt. Die Zonen sind nicht 
kontinuierlich und keine Punkte sind als unbekannt gekennzeichnet.  
 
4.4.1.3 OAO-SVM 
In Abbildung 4-25 ist zu erkennen, dass OAO-SVM 97.97% der Messergebnisse, die von 
CPCA reduziert wurden, richtig eingeordnet hat. Sieben quasi kreisförmige Zonen schließen 
die dazugehörigen Messergebnisse ein. Die restliche Fläche bildet einen weiteren Typ. Auch 
hierbei sind keine Punkte als unbekannt gekennzeichnet. 
  
 
Abbildung 4-25 Klassifikationsergebnisse der OAO-SVM mit Resultaten  
der CPCA 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor 
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OAO-SVM mit 104 Trainingsdaten von CPCA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
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Abbildung 4-26 Klassifikationsergebnisse der OAO-SVM mit Resultaten  
der ASA-PE 
Normierter Widerstand der sensitiven Schicht 
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OAO-SVM mit 104 Trainingsdaten von ASA-PE 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
 
Abbildung 4-27 Klassifikationsergebnisse der OAO-SVM mit Resultaten  
der SVDA 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor N
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OAO-SVM mit 104 Trainingsdaten von SVDA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
Anwendungsbeispiel  Seite 71 
Die Messergebnisse von SVDA und ASA-PE sind auch mit OAO-SVM mit 97.64% und 98.99% 
Wiedererkennungsrat richtig eingeordnet (Abbildung 4-27, Abbildung 4-26). Auch mit diesen 
zwei Kombinationen sind die Flächen in acht Zonen eingeteilt. Ein Fragment umschließt alle 
anderen Ergebnisse der Zuordnung. Keine Punkte sind als unbekannt gekennzeichnet 
Wegen der großen Streuung der Resultate der ASA-PE sind die Ergebnisse von 238.5 ml/min 
NO2 in zwei kreisförmige Zonen separiert (Abbildung 4-26). 
 
4.4.1.4 OAA-SVM 
Das OAA-SVM hat ähnliche Ergebnisse wie die der OAO-SVM.  
Von CPCA hat die OAA-SVM eine Erkennungsrate von 97,64% erreicht. Das sichelförmige 
Gebiet aus Abbildung 4-28 muss in später Arbeit weitergehender untersucht werden. 
 Mit Resultaten der SVDA und der ASA-PE erzielt die OAA-SVM eine Erkennungsrate von 
97.97% und 99.32%. Abermals sind keine Punkte als unbekannt gekennzeichnet. 
 
Abbildung 4-28 Klassifikationsergebnisse der OAA-SVM mit Resultaten  
der CPCA 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor 
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OAA-SVM mit 104 Trainingsdaten von CPCA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
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Abbildung 4-30 Klassifikationsergebnisse der OAA-SVM mit Resultaten  
der ASA-PE 
Normierter Widerstand der sensitiven Schicht 
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OAA-SVM mit 104 Trainingsdaten von ASA-PE 
 
Abbildung 4-29 Klassifikationsergebnisse der OAA-SVM mit Resultaten der SVDA 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor 
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OAA-SVM mit 104 Trainingsdaten von SVDA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
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4.4.1.5 Committee machine 
Die CM hat die Ergebnisse der CPCA mit 97,30% richtig klassifiziert (Abbildung 4-31). Dieses 
Resultat ist schlechter als das der beiden SVMs aber besser als das der DW-kNN und MLP. Die 
Beeinflussung der DW-kNN und MLP in CM können hier erkannt werden. Statt acht Zonen 
segmentiert die CM neun Zonen (acht bekannte Typen und ein unbekannter Typ). Mit Hilfe 
von 6-Sigma sind die geteilten Gebiete aller acht Typen reduziert. Die restlichen Gebiete sind 
als unbekanntes Gas einzustufen.  
Mit der SVDA hat die CM bessere Ergebnisse erzielt als mit der CPCA. In Abbildung 4-33 
sind 96.28% der Ergebnisse richtig klassifiziert. Auch hier hat die CM mit Hilfe von 6-Sigma 
neun Zonen erkannt. Die negative Beeinflussung der schlechten Erkennungsrate der MLP wird 
durch die anderen drei sehr guten Methoden kompensiert.  
 
Abbildung 4-31 Klassifikationsergebnisse der CM mit Resultaten der CPCA 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor 
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CM mit 104 Trainingsdaten von CPCA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
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Abbildung 4-32 Klassifikationsergebnisse der CM mit Resultaten der ASA-PE 
 
Abbildung 4-33 Klassifikationsergebnisse der CM mit Resultaten der SVDA 
Normierter Widerstand der sensitiven Schicht 
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CM mit 104 Trainingsdaten von ASA-PE 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor 
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CM mit 104 Trainingsdaten von SVDA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
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Die ASA-PE erreicht ähnliche Ergebnisse (97,97% in Abbildung 4-32) wie die CPCA. Hier 
wird die negative Beeinflussung der sehr schlechten Erkennungsrate (nur 86,82%) der MLP 
klar deutlich. Bedingt durch die große Streuung von zwei Typen sind die Zonen mit 
unbekannter Detektion deutlich verkleinert. Was wiederum zu Fehlern bei der Erkennung führt. 
4.4.1.6 CM ohne MLP 
Diese Methode ist eine vereinfachte Committee machine, die auf praktischer Erfahrung 
aufgebaut ist.  
In der Praxis hat die MLP-Methode die schlechtesten Erkennungsraten. Der negative Einfluss 
der schlechten Erkennungsrate durch die MLP ist offensichtlich. Deshalb ist die MLP-Methode 
in diesem Abschnitt aus der CM herausgenommen werden.  
 
Abbildung 4-34 Klassifikationsergebnisse der CM ohne MLP mit Resultaten der CPCA 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor 
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CM ohne MLP mit 104 Trainingsdaten von CPCA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
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Abbildung 4-35 Klassifikationsergebnisse der CM ohne MLP mit Resultaten der ASA-PE 
Normierter Widerstand der sensitiven Schicht 
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CM ohne MLP mit 104 Trainingsdaten von ASA-PE 
 
Abbildung 4-36 Klassifikationsergebnisse der CM ohne MLP mit Resultaten der SVDA 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor 
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CM ohne MLP mit 104 Trainingsdaten von SVDA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
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Die Ergebnisse zeigen, dass es bei der CPCA keine Verbesserung gibt, da bei dieser Methode 
alle vier Erkennungsraten vergleichbar sind. Die Erkennungsergebnisse in Abbildung 4-34 sind 
mit denen in Abbildung 4-31 vergleichbar. Die CM ohne MLP hat ebenfalls neun Zonen mit 
Hilfe von 6-Sigma erkannt. 
Bei der SVDA-Methode gibt es keine Verbesserung, weil hier die CPCA-Methode und beide 
SVM die Entscheidung der CM dominieren. Die Erkennungsergebnisse in Abbildung 4-36 sind 
zu den Ergebnissen in Abbildung 4-33 gleich. Ebenfalls neun Zonen haben die CM ohne MLP 
mit Hilfe von 6-Sigma erkannt.  
Eine Verbesserung kann man bei der ASA-PE erkennen. Bei der Detektion von NO2 (238.5 
ml/min) ist die Erkennungsrate um 3% höher.  
4.4.1.7 CM mit AAi-Filter 
Diese Methode ist eine verbesserte Committee machine, die aufgrund praktischer Erfahrungen 
aufgebaut ist.  
  
 
Abbildung 4-37 Klassifikationsergebnisse der CM mit AAi-Filter mit Resultaten  
der CPCA 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor 
N
or
m
ie
rt
er
 I
m
ag
in
är
te
il
 d
er
 p
ro
ji
zi
er
te
n 
E
rg
eb
ni
ss
e 
m
it
 
de
m
 z
w
ei
te
n 
m
ax
im
al
en
 E
ig
en
ve
kt
or
 
CM mit AAi-Filter mit 104 Trainingsdaten von CPCA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
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Abbildung 4-38 Klassifikationsergebnisse der CM mit AAi-Filter mit Resultaten  
der ASA-PE 
Normierter Widerstand der sensitiven Schicht 
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CM mit AAi-Filter mit 104 Trainingsdaten von ASA-PE 
 
Abbildung 4-39 Klassifikationsergebnisse der CM mit AAi-Filter mit Resultaten  
der SVDA 
Normierter Realteil der projizierten Ergebnisse mit dem maximalen Eigenvektor 
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CM mit AAi-Filter mit 104 Trainingsdaten von SVDA 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
    NH3(5080ppm)=20ml/min 
    NH3(5080ppm)=30ml/min 
    NH3(5080ppm)=40ml/min 
    NH3(5080ppm)=50ml/min 
    Unbekannte Gase 
    Nur Trägergas N2=1l/min 
    NO2(779ppm)=68,6ml/min 
    NO2(779ppm)=147,3ml/min 
    NO2(779ppm)=238,5ml/min 
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In der Gleichung (3.16) sind die Größen der durchschnittlichen Genauigkeit AAi von 
unterschiedlichen Methoden zur Berechnung der Note N gleich betrachtet worden 
Hier wird die AAi für einen Typ verglichen. Wenn der Unterschied von einem AAi zum 
maximalen AAi größer als 20% ist dann wird diese AAi mit dem Quadrat ihres Wertes ersetzt. 
Dadurch wird das Gewicht der Methode weiter reduziert, um den negativen Einfluss von 
Methoden mit einer niedrigen durchschnittlichen Genauigkeit AAi zu reduzieren. 
Die Ergebnisse zeigen beim CPCA eine kleine Verbesserung. Die Erkennungsrate erhöht sich 
von 97.30% auf 97.64%. Die farbigen Zonen in Abbildung 4-37 sind größer als die in 
Abbildung 4-34. Auch hier sind neun Zonen mit Hilfe von 6-Sigma zu erkennen. 
Bei der SVDA gibt es keine Verbesserung der CM, weil hier die beiden SVMs die 
Entscheidung der CM dominieren. Die Erkennungsergebnisse in Abbildung 4-39 sind gleich 
wie die in Abbildung 4-36. Auch hier werden neun Zonen mit Hilfe von 6-Sigma erkannt. 
Auch bei der ASA-PE hat sich die gesamte Erkennungsrate um 0,4% erhöht. 
 
4.4.2 Abhängigkeit der Klassifikationsergebnisse von der Anzahl der 
Trainingsdaten 
Die Klassifikationsergebnisse für 200 und 304 Trainingsdaten sind im Tabelle 4-4 dargestellt. 
Bei 200 Trainingsdaten erhöht sich, wie in Tabelle 4-4 gezeigt ist, die Genauigkeit der 
Klassifikationsergebnisse. 
Bei 304 Trainingsdaten ergibt sich aber eine reduzierte Erkennungsrate. Die Ursache hier 
könnte die geringe Anzahl der Testdaten sein. Die Kombination der ASA-PE mit OAA-SVM 
zeigt überall die besten Ergebnisse. 
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Tabelle 4-4 Genauigkeit der Kombinationen von Merkmalreduktions- und 
Klassifikationsmethoden in Abhängigkeit der Anzahl der Trainingsdaten 
Genauigkeit	von	100	Trainingsdaten	
	 CPCA SVDA ASA-PE 
DW‐kNN	 95.95% 95.61% 97.97% 
MLP	 96.96% 92.23% 86.82% 
OAO‐SVM	 97.97% 97.64% 98.99% 
OAA‐SVM	 97.64% 97.97% 99.32% 
CM	 97.30% 96.28% 97.97% 
CM	ohne	MLP	 97.30% 97.30% 98.31% 
CM	mit	Abstandkontrolle	und	AAi‐
Filter	
97.64% 97.50% 98.37% 
 
Genauigkeit	von	200	Trainingsdaten	
	 CPCA SVDA ASA-PE 
DW‐kNN	 98.00% 97.00% 98.50% 
MLP	 95.00% 96.00% 83.00% 
OAO‐SVM	 99.00% 98.00% 99.50% 
OAA‐SVM	 99.50% 98.00% 99.50% 
CM	 98.50% 97.50% 98.50% 
CM	ohne	MLP	 99.00% 98.00% 99.00% 
CM	mit	Abstandkontrolle	und	AAi‐
Filter	
98.50% 97.50% 98.50% 
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Genauigkeit	von	304	Trainingsdaten	
	 CPCA SVDA ASA-PE 
DW‐kNN	 97.92% 97.92% 96.88% 
MLP	 98.96% 98.96% 95.83% 
OAO‐SVM	 98.96% 98.96% 98.96% 
OAA‐SVM	 98.96% 97.92% 98.96% 
CM	 97.92% 96.88% 97.92% 
CM	ohne	MLP	 97.92% 96.88% 97.92% 
CM	mit	Abstandkontrolle	und	AAi‐
Filter	
97.92% 96.88% 97.92% 
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5 Zusammenfassung und Ausblick 
5.1 Zusammenfassung 
Zielstellung der Arbeit war die Entwicklung von Musterkennungsmethoden zur automatischen 
Klassifizierung von Gasen.  
Um dieses Ziel zu erreichen wurde die Reduktionsmethode ASA-PE und eine Committee 
machine zur Klassifikation entwickelt. Durch PEDOT:PSS-Sensoren wurden mit Hilfe der 
Impedanzspektroskopie NH3 und NO2 in unterschiedlichen Konzentrationen gemessen. Die 
genommenen Messdaten wurden durch ASA-PE, CPCA und SVDA reduziert. Der Vergleich 
der Merkmalsextraktionsmethoden zeigt: 
1. Bei zweidimensionalen Merkmalen gibt es einen Bereich, in dem sich eine gemeinsame 
Häufung einstellt, welche zu einer Irritation in der Auswertung von CPCA und SVDA 
führen kann.  
2. Dieses Problem kann durch eine Erhöhung der Anzahl von Merkmalen gelöst werden.  
3. Die in dieser Arbeit neu entwickelte Methode ASA-PE liefert im Vergleich dazu ein 
sicheres Segmentierungs-Ergebnis.  
4. Die ermittelten Ergebnisse unterliegen einer gewissen Streuung. Diese Streuung hat ihre 
Ursache in der Messanordnung, die mit Störgrößen behaftet ist. Dadurch ergeben sich bei 
der Klassifikation Probleme. Daher müssen die Störungen, die durch den Prüfaufbau und 
Prüfprozess erzeugt werden, so klein wie möglich gehalten werden. 
5. Der Vergleich zwischen ASA-PE und ZView zeigt, dass die ASA-PE eine sichere Methode 
für die automatisierte Gasanalyse ist. 
Es wurden sechs Klassifikationsmethoden, DW-kNN, MLP, OAO-/OAA-SVM, CM, CM ohne 
MLP und CM mit Abstandskontrolle und AAi-Filter, untersucht und miteinander verglichen.  
Um die Klassifikationsmethoden anzulernen wurden alle Merkmalsreduktionsergebnisse der 
CPCA, SVDA und der ASA-PE in Trainings- und Testdaten eingeteilt.  
Erst werden allen Klassifizierungsmethoden mit Trainingsdaten angelernt. Danach werden die 
Testdaten durch DW-kNN, MLP, OAO-/OAA-SVM, CM, CM ohne MLP und CM mit 
Abstandskontrolle und AAi-Filter klassifiziert.  
Die Ergebnisse zeigen, dass die Kombination aus OAA-SVM und ASA-PE die besten 
Erkennungsraten liefert. Bei 200 Trainingsdatensätzen wird eine Erkennungsrate bis zu 99.5% 
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erzielt. Durch diese Kombination können jedoch nur 8 Typen, ohne Identifikation von 
unbekannten Typen, ermittelt werden. 
Wenn das MLP aus CM entfernt wird, werden die Resultate von CM leicht verbessert. Mit Hilfe 
von 6-Sigma zeigt CM ohne MLP eine gute Erkennungsrate für unbekannte Gase und 
gleichzeitig bleibt die Erkennungsrate auf einem befriedigenden Niveau.  
Die Streuung der ASA-PE führt zu einer schlechten Abgrenzung zwischen bekannten und 
unbekannten Gasen. Stattdessen zeigt die Kombination von CM ohne MLP und CPCA in 
diesem Fall eine gute Abgrenzung. 
5.2 Ausblick 
Die in dieser Arbeit getesteten automatischen Gaserkennungsmethoden können für den 
hergestellten PEDOT-Sensor verwendet werden.  
In den folgenden Bereichen können Verbesserungen der hier vorgestellten Methode erreicht 
werden: 
1. Methode, die die Ursache für die Streuung bei ASA-PE reduzieren kann, muss weiter 
verbessert. 
2. Geeignete Kernfunktion für MLP ist erforderlich. Die in diese Arbeit verwendete 
Kernfunktion ist nicht geeignet für das Klassifikationsproblem. 
3. Weitere Klassifikationsmethoden für CM sind nötig. Da die OAO-SVM und OAA-
SVM ähnliche Ergebnisse liefern wird dadurch das Ergebnis der CM durch die beiden 
Methoden dominiert. 
4. Diese Kombinationsmethode ist nicht nur für den hier vorgestellten Gassensor 
anwendbar, es kann ihre Verwendungen bei anderen Typen weiter untersucht werden. 
  
Abbildungsverzeichnis  Seite 85 
Abbildungsverzeichnis 
Abbildung 1-1 Das System zur Gasanalyse: Es besteht aus Gassensor / Gassensorarray, 
Merkmalsgewinnungsprozess und Mustererkennungsprozess. .......................................... 1 
Abbildung 1-2 Model für den Korngrößeeffekt, die schattierten Bereiche beziehen sich auf die 
Korngröße, die nicht schattierten Bereiche beziehen sich auf die Raumladungszone. [33]
 ............................................................................................................................................ 5 
Abbildung 1-3 Querschnitt eines Gassensors mit Temperaturmodulationstechnik, durch einen 
Heizwiderstand werden Temperaturschritte möglich. [35] ............................................... 6 
Abbildung 1-4 Einige typische leitfähige Polymere [36] ........................................................... 7 
Abbildung 2-1 Aufbau der SPR Gassensor [58] ...................................................................... 14 
Abbildung 2-2 Lichtwellenleiter-System [59] .......................................................................... 15 
Abbildung 2-3 Beispiele eines elektrochemischen Gassensors [60] ........................................ 15 
Abbildung 2-4 Ablaufplan der Komplexen Hauptkomponentenanalyse .................................. 19 
Abbildung 2-5 Beispiele für DW-kNN ...................................................................................... 24 
Abbildung 2-6 Mehrlagiges Perzeptron [73] ........................................................................... 25 
Abbildung 2-7 Hypereben des SVMs ........................................................................................ 27 
Abbildung 3-1 Chemieresistor [84], [85] ................................................................................ 32 
Abbildung 3-2 Elektrische Ersatzschaltung des Gassensors [84] ........................................... 33 
Abbildung 3-3 mit CPE aktualisierte elektrische Ersatzschaltung des Gassensors ................ 33 
Abbildung 3-4 Programmablaufplan der ASA-Methode .......................................................... 37 
Abbildung 3-5 Ablaufplan des Reannealing ............................................................................. 41 
Abbildung 3-6 Ablauf der Committee machine ........................................................................ 42 
Abbildung 4-1 Chemische Struktur von PEDOT(oben):PSS(unten) [97] ................................ 45 
Abbildung 4-2 PEDOT:PSS Komplex [98] .............................................................................. 46 
Abbildung 4-3 Aufbau des Sensors ........................................................................................... 47 
Abbildung 4-4 Grafische Darstellung des PEDOT-Sensors: Draufsicht und A-A Querschnitt
 .......................................................................................................................................... 48 
Abbildung 4-5 rechnerische Schaltungsprinzip des Gassensors .............................................. 49 
Abbildung 4-6 Messaufbau und Ablauf der Klassifikation ...................................................... 50 
Abbildung 4-7 Agilent 4284A, Messbereich 20 Hz bis 10 MHz ............................................... 51 
Abbildung 4-8 Messkammer mit PEDOT: PSS Sensor ............................................................ 52 
Abbildung 4-9 Maß-Flow-Controller (MFC) ........................................................................... 52 
Abbildung 4-10 Gasstrom mit den jeweiligen Durchflussmengen ........................................... 54 
Abbildungsverzeichnis  Seite 86 
Abbildung 4-11 Vierpolnetzwerk mit Leitungswiderstand, Induktivität und Kapazität ........... 55 
Abbildung 4-12 Nyquist-Diagramm der typischen Messergebnisse von NH3 und NO2 bei 
Raumtemperatur ............................................................................................................... 56 
Abbildung 4-13 Merkmalsreduktion der CPCA ....................................................................... 58 
Abbildung 4-14 Merkmalreduktion von SVDA ......................................................................... 59 
Abbildung 4-15 Typisches Anpassungsergebnis: oben) Nyquist Diagramm unten) Bode 
Diagramm ......................................................................................................................... 61 
Abbildung 4-16 Güte der Anpassungen: beste Ergebnisse ...................................................... 62 
Abbildung 4-17 Güte der Anpassungen: schlechteste Ergebnisse ........................................... 62 
Abbildung 4-18 Ergebnisse der Merkmalsreduktion der ASA-PE Methode ............................ 63 
Abbildung 4-19 Klassifikationsergebnisse der DW-kNN mit Resultaten der CPCA ............... 65 
Abbildung 4-20 Klassifikationsergebnisse der DW-kNN mit Resultaten der ASA-PE ............. 66 
Abbildung 4-21 Klassifikationsergebnisse der DW-kNN mit Resultaten der SVDA ................ 66 
Abbildung 4-22 Klassifikationsergebnisse der MLP mit Resultaten der CPCA ...................... 67 
Abbildung 4-23 Klassifikationsergebnisse der MLP mit Resultaten der SVDA ....................... 68 
Abbildung 4-24 Klassifikationsergebnisse der MLP mit Resultaten der ASA-PE ................... 68 
Abbildung 4-25 Klassifikationsergebnisse der OAO-SVM mit Resultaten der CPCA ............. 69 
Abbildung 4-26 Klassifikationsergebnisse der OAO-SVM mit Resultaten der SVDA ............. 70 
Abbildung 4-27 Klassifikationsergebnisse der OAO-SVM mit Resultaten der ASA-PE .......... 70 
Abbildung 4-28 Klassifikationsergebnisse der OAA-SVM mit Resultaten der CPCA ............. 71 
Abbildung 4-29 Klassifikationsergebnisse der OAA-SVM mit Resultaten der SVDA .............. 72 
Abbildung 4-30 Klassifikationsergebnisse der OAA-SVM mit Resultaten der ASA-PE .......... 72 
Abbildung 4-31 Klassifikationsergebnisse der CM mit Resultaten der CPCA ........................ 73 
Abbildung 4-32 Klassifikationsergebnisse der CM mit Resultaten der SVDA ......................... 74 
Abbildung 4-33 Klassifikationsergebnisse der CM mit Resultaten der ASA-PE ..................... 74 
Abbildung 4-34 Klassifikationsergebnisse der CM ohne MLP mit Resultaten der CPCA ...... 75 
Abbildung 4-35 Klassifikationsergebnisse der CM ohne MLP mit Resultaten der ASA-PE ... 76 
Abbildung 4-36 Klassifikationsergebnisse der CM ohne MLP mit Resultaten der SVDA ....... 76 
Abbildung 4-37 Klassifikationsergebnisse der CM mit AAi-Filter mit Resultaten der CPCA . 77 
Abbildung 4-38 Klassifikationsergebnisse der CM mit AAi-Filter mit Resultaten der ASA-PE
 .......................................................................................................................................... 78 
Abbildung 4-39 Klassifikationsergebnisse der CM mit AAi-Filter mit Resultaten der SVDA . 78 
   
Formelverzeichnis  Seite 87 
Formelverzeichnis 
DEFINITION DER IMPEDANZ ........................................................................................................ 12 
DER WARBUG-KOEFFIZIENT ....................................................................................................... 13 
SINGULÄRWERTZERLEGUNG ........................................................................................................ 18 
EIGENWERTE UND EIGENVEKTOREN ............................................................................................ 18 
IN-GRUPPEN STREUMATRIX ........................................................................................................ 21 
ZWISCHEN-GRUPPEN STREUMATRIX VON LDA ............................................................................ 21 
ZWISCHEN-GRUPPEN STREUMATRIX VON KSVDA ........................................................................ 21 
DIE OPTIMALE PROJEKTIONSRICHTUNG VON KSVDA ................................................................. 211 
RAYLEIGH-QUOTIENTEN ............................................................................................................. 22 
DW-KNN ................................................................................................................................. 233 
MLP ........................................................................................................................................ 255 
HYPEREBENE VON SVM .............................................................................................................. 27 
SUPPORT VEKTOREN .................................................................................................................. 27 
DAS PRIMÄRE PROBLEM VON SVM .............................................................................................. 28 
LAGRANGE-MULTIPLIKATOREN ................................................................................................... 28 
GÜTEFUNKTION DER KOMPLEXE, NICHTLINEARE MKQ ................................................................ 34 
LEVENBERG-MARQUARDT-ALGORITHMUS ................................................................................. 355 
DIE WAHRSCHEINLICHKEITSDICHTEFUNKTION .......................................................................... 388 
DIE ANNAHMEWAHRSCHEINLICHKEITSFUNKTION ........................................................................ 388 
DIE ABKÜHLUNGSFUNKTION ...................................................................................................... 39 
DIE SENSITIVITÄTEN DER PARAMETER ......................................................................................... 39 
NOTE VON CM ........................................................................................................................... 43 
DIE SICHERE HÄUFUNG .............................................................................................................. 43 
VEKTOR DER MITTLERE GENAUIGKEITEN ..................................................................................... 43 
DAS MATHEMATISCHE MODELL DER ERSATZSCHALTUNG VON PEDOT:PSS-SENSOR .................... 49 
TEMPERATURSCHWANKUNGEN DER SENSITIVEN SCHICHT ............................................................. 56 
GÜTEFUNKTION DER ANPASSUNGSERGEBNISSE ........................................................................... 61 
  
Formelverzeichnis  Seite 88 
   
Literaturverzeichnis  Seite 89 
Literaturverzeichnis 
 
[1]  N. Yamazoe, "Toward innovations of gas sensor technology," SENSORS AND 
ACTUATORS B: Chemical, vol. 108, pp. 2-14, 2005.  
[2]  P. Gründler, Chemische Sensoren: Eine Einführung für Naturwissenschaftler und 
Ingenieur, Springer, 2004.  
[3]  A. Hulanicki, S. Glab und F. Ingman, „Chemical sensors: definitions and 
classification,“ Pure and Applied Chemistry, Bd. 63, Nr. 9, pp. 1247-1250, 1991.  
[4]  Bd. 108.  
[5]  R. K. Nahar und V. K. Khanna, „A Study of Capacitance and Resistance Characteristics 
of an Al2O3 Humidity Sensor,“ International Journal of Electronics, Bd. 52, Nr. 6, p. 
557–567, 1982.  
[6]  G. Sberveglieri, R. Anchisini, R. Murri, C. Ercoli und N. Pinto, „An Al2O3 Sensor for 
Low Humidity Content: Characterization by Impedance Spectroscopy,“ Sensors and 
Actuators B: Chemical, Bd. 32, Nr. 1, pp. 1-5, 1996.  
[7]  T. Seiyama und S. Kagawa, „Study on a Detector for Gaseous Components using 
Semiconductive Thin Films,“ Analytical Chemistry, Bd. 38, Nr. 8, p. 1069–1073, 1966. 
[8]  H. -J. Beie und A. Gnörich, „Oxygen Gas Sensors based on CeO2 Thick and Thin 
Films,“ Sensors and Actuators B: Chemical, Bd. 4, Nr. 3-4, p. 393–399, 1991.  
[9]  S. Matsubara, S. Kaneko, S. Morimoto, S. Shimizu, T. Ishihara und Y. Takita, „A 
Practical Capacitive Type CO2 Sensor using CeO2/BaCO3/CuO Ceramics,“ Sensors 
and Actuators B: Chemical, Bd. 65, Nr. 1-3, pp. 128-132, 2000.  
[10]  D. P. Runthala, R. P. Gupta, P. D. Vyas, G. Eranna, R. Paris und D. Schipanski, „A 
Material for Room Temperature FET Sensor to Detect Ammonia and Hydrocarbon 
Gases,“ Indian Journal of Engineering & Materials Sciences, Bd. 7, pp. 336-339, 2000. 
[11]  M. Frietsch, F. Zudock, J. Goschnick und M. Bruns, „CuO Catalytic Membrane as 
Selectivity Trimmer for Metal Oxide Gas Sensors,“ Sensors and Actuators B: Chemical, 
Bd. 65, Nr. 1-3, pp. 379-381, 2000.  
Literaturverzeichnis  Seite 90 
[12]  A. Fuchs, M. Bögner, T. Doll und I. Eisele, „Room Temperature Ozone Sensing with 
KI Layers Integrated in HSGFET Gas Sensors,“ Sensors and Actuators B: Chemical, 
Bd. 48, Nr. 1, pp. 296-299, 1998.  
[13]  W.-Y. Chung, G. Sakai, K. Shimanoe, N. Miura, D.-D. Lee und N. Yamazoe, 
„Preparation of Indium Oxide Thin Film by Spin-Coating Method and Its Gas-Sensing 
Properties,“ Sensors and Actuators B: Chemical, Bd. 46, Nr. 2, pp. 139-145, 1998.  
[14]  T. Seiyama und S. Kagawa, „Study on a Detector for Gaseous Components using 
Semiconductive Thin Films,“ Analytical Chemistry, Bd. 38, pp. 1069-1073, 1966.  
[15]  R. M. Geatches, A. V. Chadwick und J. D. Wright, „Single Crystal Metal Oxide Gas 
Sensors,“ Sensors and Actuators B: Chemical, Bd. 4, Nr. 3-4, p. 467–472, 1991.  
[16]  D. Mutschall, K. Holzner und E. Obermeier, „Sputtered Molybdenum Oxide Thin Films 
for NH3 Detection,“ Sensors and Actuators B: Chemical, Bd. 36, Nr. 1-3, p. 320–324, 
1996.  
[17]  M. Ferroni, V. Guidi, G. Martinelli, M. Sacerdoti, P. Nelli und G. Sberveglieri, „MoO3-
Based Sputtered Thin Films for Fast NO2 Detection,“ Sensors and Actuators B: 
Chemical, Bd. 48, Nr. 1-3, pp. 285-288, 1998.  
[18]  A. Neubecker, T. Pompl, T. Doll, W. Hansch und I. Eisele, „Ozone-Enhanced Molecular 
Beam Deposition of Nickel Oxide(NiO) for Sensor Applications,“ Thin Solid Films, Bd. 
310, Nr. 1, pp. 19-23, 1997.  
[19]  H. Windischmann und P. Mark, „A Model for the Operation of a Thin-Film SnOx 
Conductance-Modulation Carbon Monoxide Sensor,“ Journal of The Electrochemical 
Society, Bd. 126, Nr. 4, pp. 627-633, 1979.  
[20]  L. N. Yannopoulos, „A p-Type Semiconductor Thick Film Gas Sensor,“ Sensors and 
Actuators, Bd. 12, Nr. 3, pp. 263-273, 1987.  
[21]  C. Fujimoto, Y. Hayakawa und A. Ono, „Evaluation of the Efficiency of Deodorants by 
Semiconductor Gas Sensors,“ Sensors and Actuators B: Chemical, Bd. 32, Nr. 3, pp. 
191-194, 1996.  
Literaturverzeichnis  Seite 91 
[22]  D. Girardin, F. Berger, A. Chambaudet und R. Planade, „Modelling of SO2 Detection 
by Tin Dioxide Gas Sensors,“ Sensors and Actuators B: Chemical, Bd. 43, Nr. 1-3, pp. 
147-153, 1997.  
[23]  N. Yamazoe, J. Fuchigami, M. Kishikawa und T. Seiyama, „Interactions of Tin Oxide 
Surface with O2, H2O and H2,“ Surface Science, Bd. 86, Nr. 2, pp. 335-344, 1979.  
[24]  R. M. Geatches, A. V. Chadwick und D. Wright, „Single Crystal Metal Oxide Gas 
Sensors,“ Sensors and Actuators, Bd. B4, pp. 467-472, 1991.  
[25]  K. D. Schierbaum, U. K. Kirner, J. F. Geiger und W. Gopel, „Schottky-barrier and 
Conductivity Gas Sensors based upon Pd/SnO2 and Pt/TiO2,“ Sensors and Actuators B: 
Chemical, Bd. 4, Nr. 1-2, pp. 87-94, 1991.  
[26]  K. Galatsis, Y. Li, W. Wlodarski, E. Comini, G. Sherveglieri, C. Cantalini, S. Santucci 
und M. Passacantando, „Comparison of Single and Binary Oxide MoO3, TiO2 and WO3 
Sol-gel Gas Sensors,“ Sensors and Actuators B: Chemical, Bd. 83, pp. 276-280, 2002.  
[27]  A. A. Tomchenko, V. V. Khatko und I. L. Emelianov, „WO3 Thick-Film Gas 
Sensors,“ Sensors and Actuators B: Chemical, Bd. 46, Nr. 1, pp. 8-14, 1998.  
[28]  J. Royster, D. Chatterjee, G. R. Paz-Pujalt und C. A. Marrese, „Fabrication and 
Evaluation of Thin-film Solid-state Sensors for Hydrogen Sulfide Detection,“ Sensors 
and Actuators B: Chemical, Bd. 53, Nr. 3, pp. 155-162, 1998.  
[29]  B. Bott, T. A. Jones und B. Mann, „The Detection and Measurement of CO using ZnO 
Single Crystals,“ Sensors and Actuators, Bd. 5, Nr. 1, pp. 65-73, 1984.  
[30]  A. R. Raju und C. N. R. Rao, „Gas-sensing Characteristics ofZnO and Copper-
impregnated ZnO,“ Sensors and Actuators B: Chemical, Bd. 3, Nr. 4, pp. 305-310, 1991. 
[31]  C.-Y. Lin, J.-G. Chen, C.-W. Hu, J. J. Tunney und K.-C. Ho, „Using a PEDOT:PSS 
modified electrode for detecting nitric oxide gas,“ Sensors and Actuators B: Chemical, 
Bd. 140, pp. 402-406, 2009.  
[32]  P. Pacher, A. Lex, S. Eder, G. Trimmel, C. Slugovc, E. J. List und E. Zojer, „A novel 
concept for humidity compensated sub-ppm ammonia detection,“ Sensors and Actuators 
B: Chemical, Bd. 145, pp. 181-184, 2010.  
Literaturverzeichnis  Seite 92 
[33]  C. Xu, J. Tamaki, N. Miura und N. Yamazoe, „Grain size effects on gas sensitivity of 
porous SnO2-based elements,“ Sensors and Actuators B: Chemical, Bd. 3, Nr. 2, pp. 
147-155, 1991.  
[34]  A. B. Far, F. Flitti, B. Guo und A. Bermak, „A BIO-INSPIRED PATTERN 
RECOGNITION SYSTEM FOR TIN-OXIDE GAS SENSOR 
APPLICATIONS.,“ Sensors Journal, Bd. 9, Nr. 6, pp. 713-722, 2009.  
[35]  T. Iwaki, J. A. Covington und J. W. Gardner, „Identification of Different Vapors Using 
a Single Temperature Modulated Polymer Sensor With a Novel Signal Processing 
Technique,“ Sensors Journal, Bd. 9, Nr. 4, pp. 314-328, 2009.  
[36]  H. Bai und G. Shi, „Gas Sensors based on Conducting Polymers,“ Sensors, Bd. 7, pp. 
267-307, 2007.  
[37]  M. AG, „"Synthetic Metals": A Novel Role for Organic Polymers (Nobel 
Lecture),“ Angew Chem Int Ed Engl., Bd. 40(14), pp. 2581-2590, 16 07 2001.  
[38]  M. G. KANATZIDIS, „SPECIAL REPORT Conductive Polymers,“ Chemical & 
Engineering News Archive, Bd. 68, Nr. 49, pp. 36-50, 1990.  
[39]  J. Cowie, Chemie und Physik der synthetischen Polymeren, Berlin, Heidelberg: Springer 
Verlag, 2000.  
[40]  V. Hans-Georg Elias, Neue polymere Werkstoffe für die industrielle Anwendung : 
Struktur, Synthese, Eigenschaften, Verarbeitung. 2. Folge., Wien: Hanser Verlag 
München, 1983.  
[41]  P. P. H. I. H. S. J.-E. Österholm, „Synthesis and properties of FeCl4-doped 
polythiophene,“ Synthetic Metals, Bd. 18, Nr. 1-3, pp. 213-218, 1987.  
[42]  F. J. D. F. H. P. a. R. R. L. Groenendaal1, „Poly(3,4-ethylenedioxythiophene) and Its 
Derivatives: Past, Present, and Future,“ Advanced Materials, Bd. 12, Nr. 7, pp. 481-494, 
2000.  
[43]  „Conjugated poly(thiophenes): synthesis, functionalization, and applications,“ Chemical 
Reviews, Bd. 92, Nr. 4, pp. 711-738, 1992.  
Literaturverzeichnis  Seite 93 
[44]  P. Bäuerle, Von funktionalisierten Polythiophenen zu Oligomeren mit definierter 
Struktur, Stuttgart, 1994.  
[45]  C. Delpha, M. Siadat and M. Lumbreras, "Identification of Forane R134a in an Air-
Conditioned Atmosphere With a TGS Sensor Array," IEEE TRANSACTIONS ON 
INSTRUMENTATION AND MEASUREMENT, vol. 50, pp. 243-247, 10 2001.  
[46]  C. Delpha, M. Siadat und M. Lumbreras, „An electronic nose for the discrimination of 
forane 134a and carbon dioxide in a humidity controlled atmosphere,“ Sensors and 
Actuators B, Bd. 78, pp. 49-56, 2001.  
[47]  L. Chambon, J. P. Germain, A. Pauly, V. Demarne und A. Grisel, „A metallic oxide gas 
sensor array for a selective detection of the CO and NH3 gases,“ Sensors and Actuators 
B: Chemical, Bd. 60, Nr. 2-3, pp. 138-147, 1999.  
[48]  T. Cover und P. Hart, „Nearest neighbor pattern classification,“ Information Theory, Bd. 
13, Nr. 1, pp. 21-27, 1967.  
[49]  S.-H. Chen, T. -K. Truong und Y. Chang, „Audio Classification and Categorization 
Based on Wavelets and Support Vector Machine,“ Speech and Audio Processing, IEEE 
Transactions on, Bd. 13, Nr. 5, pp. 644-651, 2005.  
[50]  M. Shi, „Quantization errors in committee machine for gas sensor applications,“ IEEE 
International Symposium on Circuits and Systems, Bd. 3, pp. 1911-1914, 2005.  
[51]  A. Bermak, S. B. Belhouari, M. Shi und D. Martinez, „Pattern Recognition Techniques 
for Odor Discrimination in Gas Sensor Array,“ The Encyclopedia of Sensor, pp. 1-17, 
2006.  
[52]  P. &. D. R.O.Duda, Pattern Classification, Wiley, 2001.  
[53]  M. E. Orazem und B. Tribollet, Electrochemical Impedance Spectroscopy, Wiley, 2008. 
[54]  E. Barsoukov und J. R. Macdonald, Impedance Spectroscopy: Theory, Experiment, and 
Applications, 2nd Edition, Wiley, 2005.  
[55]  J. R. Macdonald, „Comparison and application of two methods for the least squares 
analysis of immittance data,“ Solid State Ionics, Bd. 58, Nr. 1-2, pp. 97-107, 1992.  
Literaturverzeichnis  Seite 94 
[56]  H. B. Horst Schremser, Elektrotechnik für Fachschulen: Grundwissen, Springer-Verlag, 
2013.  
[57]  A. J. Bard und L. R. Faulkner, Electrochemical Methods: Fundamentals and 
Applications, 2nd Edition, Wiley, 2001.  
[58]  C. Nylander, B. Liedberg und T. Lind, „Gas detection by means of surface plasmon 
resonance,“ Sensors and Actuators, Bd. 3, pp. 79-88, 1982-1983.  
[59]  A. HORDVIK, A. Berg und D. Thingbo, „A Fibre Optic Gas Detection System,“ 1983. 
[60]  S. Strathmann, Sample Conditioning for Multi-Sensor Systems Probenaufbereitung für 
Multisensorsysteme, die Eberhard-Karls-Universität Tübingen, 2001.  
[61]  Z. Cao, W. J. Buttner und J. R. Stetter, „The properties and applications of amperometric 
gas sensors,“ Electroanalysis, Bd. 4, Nr. 3, pp. 253-266, 1992.  
[62]  P.-N. Tan, Introduction to Data Mining, Addison Wesley, 2005.  
[63]  A. Papaioannou, „Principal Component Analysis With Complex Kernel: The Widely 
Linear Model,“ IEEE Transactions on neural networks & learning systems, Bd. 25, Nr. 
9, pp. 1717-1726, 2013.  
[64]  J. M. u. D. R. E. Wallace, „Empirical Orthogonal Representation of Time Series in the 
Frequency Domain. Part I: Theoretical Considerations,“ Journal of Applied 
Meteorology, Bd. 11, pp. 887-892, 1972.  
[65]  W. W. Hsieh, Machine Learning Methods in the Environmental Sciences: Neural 
Networks and Kernels, Cambridge University Press, 2009.  
[66]  R. Fisher, „The use of multiple measurements in taxonomic problems,“ Annals of 
Eugenics, Bd. 7, pp. 179-188, 1936.  
[67]  D. W. Scott, Multivariate Density Estimation: Theory, Practice, and Visualization, John 
Wiley & Sons, Inc., 1992.  
[68]  S. Gu, Y. Tan und X. He, „Discriminant analysis via support vectors,“ Neurocomputing, 
Bd. 73, Nr. 10-12, pp. 1669-1675, 2010.  
Literaturverzeichnis  Seite 95 
[69]  U. B. u. J. Vogel, Datenanalyse und Statistik: Eine Einführung für Ökonomen im 
Bachelor, Gabler Verlag, 2008.  
[70]  S. A. Dudani, „The Distance-Weighted k-Nearest-Neighbor Rule,“ Systems, Man and 
Cybernetics, IEEE Transactions on , Bd. 6, Nr. 4, pp. 325-327, 1976.  
[71]  E. F. u. M. A. H. Ian H. Witten, Data Mining: Practical Machine Learning Tools and 
Techniques, Burlington: Morgan Kaufmann, 2011.  
[72]  F. Rosenblatt, „The Perceptron: A probabilistic model for information storage in the 
brain,“ Psychological review, pp. 386-408, 1985.  
[73]  R. Gutierrez-Osuna, „Introduction to Pattern Analysis,“ [Online]. Available: 
http://www.nada.kth.se/~stefanc/DATORSEENDE_AK/pr_l18.pdf. [Zugriff am 6 
2012]. 
[74]  „Approximation by Superpositions of a Sigmoidal Function,“ Math. Control Signals 
Systems, Bd. 2, pp. 359-366, 1989.  
[75]  V. Devabhaktuni, O. Ottawa, C. Xi, F. Wang und Q.-J. Zhang, „Robust Training of 
Microwave Neural Models,“ Microwave Symposium Digest, pp. 145-148, 13-19 6 1999. 
[76]  T. Podding, Analyse und Prognose von Finanzmärkten.  
[77]  C. Cortes und V. Vapnik, „Support-Vector Networks,“ Machine Learning, Bd. 20, Nr. 
3, pp. 273-297, 1995.  
[78]  L. C.-J. Chang Chih-Chung, „LIBSVM: A LIBRARY FOR SUPPORT VECTOR 
MACHINES,“ 2001. [Online]. Available: 
HTTP://WWW.CSIE.NTU.EDU.TW/~CJLIN/LIBSVM. [Zugriff am 2010]. 
[79]  U. Kreßel, „Pairwise Classification and Support Vector Machines,“ in Advances in 
Kernel Methods — Support Vector Learning, 1999, pp. 255-268. 
[80]  B. Schölkopf und A. J. Smola, Learning with Kernels: Support Vector Machines, 
Regularization, Optimization, and Beyond (Adaptive Computation and Machine 
Learning), 2001.  
[81]  S. G. u. F. I. Adam Hulanicki, „Chemical sensors definitions and classification,“ Pure 
& Appl. Chem., Bd. 63, Nr. 9, pp. 1247-1250, 1991.  
Literaturverzeichnis  Seite 96 
[82]  M. C. F. Fernando Musio, „Low frequency a.c. response of polypyrrole gas 
sensors,“ Sensors and Actuators B: Chemical, Bd. 41, Nr. 1-3, pp. 97-103, 1997.  
[83]  W. A. M. A. ,. A. P. P.D. Harris, „Resistance characteristics of conducting polymer films 
used in gas sensors,“ Sensors and Actuators B: Chemical, Bd. 42, Nr. 3, pp. 177-184, 
1997.  
[84]  H. Chen, M. Josowicz und J. Janata, „Chemical Effects in Organic Electronics,“ Chem. 
Mater., Bd. 16, pp. 4728-4735, 2004.  
[85]  J. Janata, „Electrochemical Microsensors,“ Proceedings of the IEEE, Bd. 91, Nr. 6, pp. 
864-869, 2003.  
[86]  J. R. Macdonald und J. A. Garber, „Analysis of Impedance and Admittance Data for 
Solids and Liquids,“ Journal of The Electrochemical Society, Bd. 124, Nr. 7, pp. 1022-
1030, 1977.  
[87]  J. R. Macdonald, „Comparison and application of two methods for the least squares 
analysis of immittance data,“ Solid State Ionics, Bd. 58, Nr. 1-2, pp. 97-107, 1992.  
[88]  J. R. Macdonald, D. Larry und J. Potter, „A Flexible Procedure for Analyzing Impedance 
Spectroscopy Results: Description and Illustrations,“ Solid State Ionics, Bd. 24, pp. 61-
79, 1987.  
[89]  L. Ingber, „Very fast simulated re-annealing,“ Mathematical and Computer Modelling, 
Bd. 12, pp. 967-973, 1989.  
[90]  L. Ingber, „Simulated annealing: Practice versus theory,“ Mathematical and Computer 
Modelling, Bd. 18, pp. 29-57, 1993.  
[91]  L. Ingber, „Adaptive simulated annealing (ASA): Lessons learned,“ Control and 
Cybernetics, Bd. 25, pp. 33-54, 1996.  
[92]  L. Ingber und B. Rosen, „Genetic Algorithms and Very Fast Simulated Reannealing: A 
comparison,“ Mathematical and Computer Modelling, Bd. 16, pp. 87-100, 1992.  
[93]  J.-J. Guo, „Improving Market Clearing Price Prediction by using a committee machine 
of neural networks,“ IEEE Transactions on power systems, pp. 1867-1876, 4 11 2004.  
Literaturverzeichnis  Seite 97 
[94]  H. Drucker, „Fast Committee Machines for Regression and 
Classification,“ PROCEEDINGS OF THE THIRD INTERNATIONAL CONFERENCE 
ON KNOWLEDGE DISCOVERY AND DATA MINING, pp. 159-162, 1997.  
[95]  S. K. W. L. U. M. K. R. Andreas Elschner, PEDOT: Principles and Applications of an 
Intrinsically Conductive Polymer, CRC Press, 2010.  
[96]  J. R. Terje A. Skotheim, Handbook of Conducting Polymers, Third Edition, CRC Press, 
2007.  
[97]  P. Luc Vanmaele, „Conducting Polymer Materials for Flexible OPV Applications: 
OrgaconTM PEDOT:PSS,“ [Online]. Available: 
http://www.sigmaaldrich.com/materials-science/organic-electronics/agfa-opv.html. 
[Zugriff am 19 01 2015]. 
[98]  K. Fehse, Organische Leuchtdioden mit Polymeranoden, TU Dresden, 2007.  
[99]  M. B. S. I. E. V. P. v. d. W. E. A. M. S. H. P. M. d. W. A. J. G. M. H. J. M. V. C. H. L. 
W. u. V. v. E. M. M. de Kok, „Modification of PEDOT: PSS as Hole Injection Layer in 
Polymer LEDs,“ Bd. 201, pp. 1342-1359, 2004.  
[100] E. u. G. R. Yacoub-George, „Verfahren zum Herstellen einer elektrisch leitenden 
Struktur auf einem temperaturempfindlichen Foliensubstrat“. Germany Patent 
DE102008018939A1 22.10.2009, 15 04 2008. 
[101] Jahresbericht 2011, Dresden: IHM, 2011.  
[102] G. Korotcenkov, „METAL OXIDES FOR SOLID-STATE GAS SENSORS: WHAT 
DETERMINES OUR CHOICE?,“ Materials Science and Engineering B, Bd. 139, Nr. 
1, pp. 1-23, 2007.  
[103] B. Panchapakesan, R. Cavicchi, S. Semancik und D. L. Devoe, „Sensitivity, selectivity 
and stability of tin oxide nanostructures on large area arrays of 
microhotplates,“ Nanotechnology, Bd. 17, Nr. 2, pp. 415-425, 2006.  
[104] A. Rougier, F. Portemer, A. Quede und M. E. Marssi, „Characterization of pulsed laser 
deposited WO3 thin films for electrochromic devices,“ Applied Surface Science, Bd. 
153, Nr. 1, pp. 1-9, 1999.  
Literaturverzeichnis  Seite 98 
[105] T. P. Hülser, H. Wiggers, F. E. Kruis und A. Lorke, „Nanostructured gas sensors and 
electrical characterization of deposited SnO2 nanoparticles in ambient gas 
atmosphere,“ Sensors and Actuators B: Chemical, Bd. 109, Nr. 1, pp. 13-18, 2005.  
[106] M. Schweizer-Berberich, Gas Sensors Based On Stannic Oxide, Shaker, 1998.  
[107] P. M. Woodward, A. W. Sleight und T. Vogt, „Ferroelectric Tungsten 
Trioxide,“ Journal of Solid State Chemistry, Bd. 131, Nr. 1, pp. 9-17, 1997.  
[108] R. Pohle, In-Situ-Untersuchungen gassensitiver Prozesse an Metalloxidoberflächen mit 
infrarotspektroskopischen Methoden, 2000.  
[109] R. K. Nahar und V. K. Khanna, „A study of capacitance and resistance characteristics 
of an Al2O3 humidity sensor,“ International Journal of Electronics, Bd. 52, Nr. 6, pp. 
557-567, 1982.  
[110] S. Seal und S. Shukla, „Nanocrystalline SnO gas sensors in view of surface reactions 
and modifications,“ JOM, Bd. 54, pp. 35-38, 2002.  
[111] U. Tritthart, Wasserstoffdotierte WO3-Filme: Elektrische Transporteigenschaften - 
Metall-Isolator- Übergang, 1999.  
[112] V. K. Sikka und C. J. Rosa, „The oxidation kinetics of tungsten and the determination 
of oxygen diffusion coefficient in tungsten trioxide,“ Corrosion Science, Bd. 20, Nr. 11-
12, pp. 1201-1219, 1980.  
[113] „Datei:Kristallstruktur Wolfram(VI)-oxid.png,“ 16 1 2009. [Online]. Available: 
http://de.wikipedia.org/w/index.php?title=Datei:Kristallstruktur_Wolfram(VI)-
oxid.png&filetimestamp=20090117150306. 
[114] W. Göpel und K. D. Schierbaum, „SnO2 sensors: current status and future 
prospects,“ Sensors and Actuators B: Chemical, Bd. 26, Nr. 1-3, pp. 1-12, 1995.  
[115] G. Strang, Linear Algebra and its applications, Harcourt Brace Jovanovich Publishers, 
1988.  
[116] N. Barsan, D. Koziej und W. Weimar, „Metaloxide-basedgassensor research: How 
to?,“ Sensors and Actuators B: Chemical, Bd. 121, Nr. 1, pp. 18-35, 2007.  
Literaturverzeichnis  Seite 99 
[117] N. Barsan und U. Weimar, „Conduction Model of Metal Oxide Gas Sensors,“ JOURNAL 
OF ELECTROCERAMICS, Bd. 7, Nr. 3, 2001.  
[118] T. Becker, S. Ahlers, C. Braunmühl, g. Müller und O. Kiesewetter, „Gas sensing 
properties of thin- and thick-film tin-oxide materials,“ Sensors and Actuators B: 
Chemical, Bd. 77, Nr. 1-2, pp. 55-61, 2001.  
[119] J. R. Kim, S. W. Choi, S. M. Jo, W. S. Lee und B. C. Kim, „Characterization and 
Properties of P(VdF-HFP)-Based Fibrous Polymer Electrolyte Membrane Prepared bye 
Electrospinning,“ Journal of The Electrochemical Society, Bd. 152(2), pp. A295-A300, 
2005.  
[120] F. T. J. D. N. L. S. R. Marcos A. L. dos Reis, „Development of a Chemiresistor Sensor 
Based on Polymers-Dye Blend for Detection of Ethanol Vapor,“ Sensors, Bd. 10, pp. 
2812-2820, 4 2010.  
[121] Y. S. S. P. A.L. Kukla, „Ammonia sensors based on sensitive polyaniline films,“ Sensors 
and Actuators B: Chemical, Bd. 37, pp. 135-140, 12 1996.  
[122] B. Baharami, A. Khodadadi, M. Kazemeini und Y. Mortazavi, „Enhanced CO sensitivity 
and selectivity of gold nanoparticles-doped SnO2 sensor in presence of propane and 
methane,“ Bd. 133, Nr. 1, p. 352–356, 2008.  
[123] S. Zhang, X. Xia, C. Xie, S. Cai, H. Li und D. Zeng, „A Method of Feature Extraction 
on Recovery Curves for Fast Recognition Application With Metal Oxide Gas Sensor 
Array,“ IEEE Sensors Journal, Bd. 9, Nr. 12, pp. 1705-1710, 2009.  
[124] D. G. H. a. D. F. Jonas, „Poly(alkylenedioxythiophene)s—new, very stable conducting 
polymers,“ Advanced Materials, Bd. 4, Nr. 2, pp. 116-118, 1992.  
[125] W. K. a. B. M. Friedrich Jonas, „Poly(3, 4-ethylenedioxythiophene): Conductive 
coatings, technical applications and properties,“ Macromol. Symp., Bd. 100, Nr. 1, pp. 
169-173, 1995.  
[126] P. Reichel, Development of a chemical gas sensor system, die Eberhard Karls 
Universität Tübingen, 2005.  
[127] C. E. S. Martin Pope, Electronic Processes in Organic Crystals and Polymers, Oxford 
University Press, 1999.  
Literaturverzeichnis  Seite 100 
[128] N. F. M. a. E. A. Davis, Electronic Processes in Non-Crystalline Materials, Oxford: 
Clarendon Press , 1979.  
[129] M. P. a. C. Swenberg, Electronic Processes in Organic Crystals and Polymers, Oxford 
University Press, 1999.  
[130] R. Bellman, Adaptive Control Processes: A Guided Tour., Princeton University, 1961.  
[131] D. Wollschläger, Grundlagen der Datenanalyse mit R, Springer Spektrum, 2017.  
 
 
 
