Abstract. We explore a cost-effective approach to creating environment maps. Unlike other environment map generating systems that use specially designed mirrors or sensing devices, our system uses off-the-shelf digital cameras. This makes our system potentially acquirable by average consumers. In our design, the two digital cameras are displaced vertically with parallel optical axes, and the rotation axis passes through the focal points of the two cameras. This vertical displacement arrangement overcomes the problem of having inconsistent occlusions in two adjacent stereo image sets that happen in a horizontally displaced stereo camera system. To obtain dense spatial images, our system uses color-informationbased algorithms to propagate disparity values from matched feature points to unmatched feature points and featureless areas. Schemes of transforming local 3-D (X,Y,Z) data to a world coordinate system are also devised to smoothly stitch 3-D data from individual frames for virtual reality modeling language graphics display.
Introduction
Since Sutherland implemented the first virtual reality system in 1967 using wire-frame graphics and a head-mounted display ͑HMD͒, 1 it has taken researchers three decades to reach the point of achieving a real virtual reality by combining photographic imaging and computer graphics technologies. With the advances in digital imaging technology, innovative use of real photographs has been emerging in various ways, including creating panoramic views of a scene from multiple images. While conventional panoramic imaging mostly generates a still panorama, new media technology moves the photographic image from the flat, 2-D world into a more immersive experience, 2 complete with 3-D imagery and interactive components. There is a growing number of imaging applications where the viewer has the perception of being able to move about a virtual environment with the help of computer graphics. Examples are pervasive in research. 3,4 -8 One method of developing such a virtual environment is to capture a series of images that can be combined into a panoramic view. Such a view would represent an image captured from a camera with a cylindrical detector ͑rather than a planar one͒. For applications such as virtual reality, a portion of the image is transformed to appear as if the image were captured with a standard photographic system. However, since optical systems are not easily built to capture images on cylindrical photoreceptors, a variety of methods have been developed to provide the functionality.
A direct means for capturing panoramic images uses a rotating vertical slit camera. Such a camera captures the panoramic image by exposing film through a slit that moves at the same rate as the camera is rotated. These systems are rather expensive and are not commonly used. Another means for accomplishing this task is to have multiple synchronized calibrated cameras. The images from these cameras are spliced to form the panoramic view. Using multiple cameras obviates the need to rotate any camera during capture. Such a system was developed by Nalwa. 9 This system uses several cameras and permits the simultaneous capture of a panoramic image. Szeliski 10 uses a single camera to create full view panoramic image mosaics and environment maps. There are no constraints on how the images are captured as long as there is no strong motion parallax. Their system allows the images to be taken with a hand-held camera. The method to stitch the images for their system is quite involved. Recently, another method has been developed where a camera system is mounted on a pivoting tripod and the camera is incrementally rotated as individual images are captured. Then the images are digitized and spliced into a continuous panorama. 11 Portions of the panoramic images are shown to the viewer in such a manner as to give the perception of moving about the virtual environment.
One highly desirable feature of any panoramic system that uses a rotating camera is that the axis of rotation passes through the focal point of the camera optical system. 12 The position of the focal point in the camera optics is used in the design of conventional panoramic camera mounts. Such a design is included in the DC-220VR camera kit produced by Eastman Kodak Company, which may be used with the DC-220 camera to capture panoramic images. Kodak's system also locks the camera into each angular position to eliminate misalignment that might occur with a conventional camera mount system. Positioning the focal point on the axis of rotation assures that the best possible results are obtained.
Because conventional panoramic images do not have depth ͑spatial͒ information associated with the objects in the scene, there are many potential applications of virtual reality that are not accomplished easily. One such application is the ability to introduce objects synthetically into a panoramic image and interact with the image as one might like. For instance, if the objects are a distance d from the camera and a synthetic object is desired to be placed midway and have the zooming property of virtual images to operate in a manner appearing normal, the depth must be known. Whereas if synthetic objects are to interact with real objects in the image, the depth information is critical. Applying panoramic images for virtual reality is very attractive, as it is easily implemented and offers a means of providing real images in a real-time imaging system. However, since the panoramic image capture systems do not acquire images from different vantage points, it is unreasonable to expect the system to estimate the depth of the objects to the image capture point.
Estimating depth ͑spatial͒ information can be accomplished in many ways, and a common and well-known method is stereo correspondence. Systems have been developed using stereo correspondence based on the slit camera technology to obtain depth information. Ishiguro, Yamamoto, and Tsuji 13 use omnidirectional stereo to observe the environment around a robot. The omnidirectional stereo, realized by swiveling a slit camera on the robot precisely, yields a high-resolution omnidirectional view with depth estimates of the world around the observation point. The unique design of the system is that the focal point of the slit camera shifts away from the swiveling point to estimate depth using stereo correspondence. Murray 14 uses a single camera that is rotated in the horizontal plane about a vertical axis that is displaced away from the optic center along the optic axis. Petty, Robinson, and Evans 15 describe a system consisting of two onedimensional line-scan CCD devices for extracting 3-D coordinates from a panoramic view of the workspace surrounding the rotating device platform. The two CCD devices are displaced horizontally with the rotation axis between the two devices. The stereo correspondence problem is solved with a user's interactions. In another design, Southwell et al. 16 uses a single camera and a specially shaped double-lobed mirror to obtain stereo views of the surroundings. The mirror comprises two biconvex lobes a minor lobe embedded in a major lobe. At most elevations, a point in the environment is reflected in both lobes and is thus represented twice on the imaging plane of the camera. Because the object has been effectively imaged from two different positions in space, the essence of binocular imagery is present, and depth can be recovered.
Kawanishi 17 develops a complex sensor system containing two symmetrical sets of camera/hexagonal pyramidal mirror components for omnidirectional imaging. Their system captures a panoramic view of a scene at video rate ͑images are taken at the same time by six cameras͒.
While most of these other techniques can successfully extract 3-D data to some degree, they all involve complicated, costly equipment, and cannot generally be produced with an unmodified, off-the-shelf, consumer digital camera.
It is the intention of this work to explore the potential use of regular consumer digital cameras to generate environment maps that comprise real photographs and reasonably accurate 3-D information of the scene, so that average nontechnical consumers can build their own virtual world for obtaining immersive experience.
There have been systems using regular TV cameras with a ''side-by-side ͑left and right͒'' structure to produce stereo panoramic images. 18 Such side-by-side systems are intended for human viewing; they are not the desirable structure for panoramic depth estimation. One problem of the side-by-side approach is that it is geometrically impossible for the focal points of both cameras to lie on the axis of rotation. As a result, at least one of the panoramic images is suboptimal. It also presents another problem if such a system is used in estimating depth ͑spatial values͒ for objects. The problem is that there is an inconsistent occlusion in the overlap region of two adjacent image sets ͑an image set contains a left image and a right image for the side-by-side structure͒. The illustration of the problem is shown in Fig.  1͑a͒ . ͑Note: the graphs shown in Fig. 1 are the top views of the camera optics for both horizontal displacement and vertical displacement schemes.͒ Point A is in the overlap region as the camera set rotates around the focal point O L from p 1 to p 2 . Observing the projection of point A to the right camera through focal point O R , the view is blocked by object B when the camera set is at position p 1 , while the view is not blocked when the camera set is at position p 2 . The inconsistent occlusion causes inconsistent depth estimation in the overlap region for adjacent two image sets. These problems are overcome by the design revealed in U.S. patent 6,023,588 19 issued to one of the authors of this 20 and Benosman, Maniere, and Devars. 21 For instance, Sarachik uses two Pulnix cameras with 4.8-mm focal length lenses mounted on a robot, side by side on a bar emanating from the center top and titled backward. In their system, the robot rotates, collecting only the middle vertical line of each image and building a composite picture until it has rotated through a space of у360 deg. As stated in Sarachik's work, the roomfinder works by determining the dimensions of the room that it is in using two vertically placed cameras, pointing roughly parallel. The correct working of this module is dependent on the truth of three assumptions: 1. rooms are rectangular; 2. rooms have some feature at the junction of the wall and ceiling that causes a brightness change; and 3. rooms have flat uninclined ceilings, and ceiling height is constant across an entire floor. Sarachik's system generates depth information only at the edges. Since the system uses one line from each captured image, the robot needs many stops to film a 360-deg scene.
We propose a cost-effective approach to creating environment maps with spatial information using two off-theshelf digital cameras that are mounted on top of each other on a tripod and rotate in a constant angular step around a vertical axis. It is clear in the later sections that the vertical displacement arrangement not only eliminates inconsistent occlusions happening in two adjacent depth ͑spatial͒ images, but also simplifies the depth ͑spatial͒ image transformation for graphic manipulation using general graphic display engines with the help of virtual reality modeling language ͑VRML͒ 22 scripts. Figure 2 depicts the flow chart of the environment map generating system using the vertically displaced dual-camera set as the sensing device as shown in the figure. The spatial image refers to both depth image ͑Z image͒ and complete 3-D image (XY Z image͒. In the subsequent sections, the term of depth image ͑Z image͒ or 3-D image (XY Z image͒ is used when there is a need to make a difference.
The remainder of the article is organized as follows: Sec. 2 briefly describes generating spatial images through disparity estimation by using stereo correspondence. Section 3 is devoted to discussing schemes of spatial image transformation, and spatial and intensity image stitching for building an environment map. Section 4 presents simulations as well as experimental results for environment map display using VRML scripts. Conclusions and remarks are made in Sec. 5.
Spatial Image Generation
The extraction of spatial information ͑depth or XY Z) from each of the image sets at a particular angular position is accomplished by employing the well-known stereo correspondence technique. Chen, Cahill, and Ray 23 describe a camera system constructed in such a way that the vertical scan lines are epipolar lines of the upper and lower images. This allows the stereo correspondence search to be conducted in one dimension. Figure 3 shows the flow chart of generating spatial images. A set of upper and lower images is first processed in the feature points correspondence bipartite search network to identify stereo correspondence points in the two images. The disparity, or position difference of the correspondence points in the two images, is required to recover depth ͑Z͒ or spatial (XY Z) values for a point in the environment. In turn, both images serve as a reference image and a candidate image ͑see Fua 24 ͒. The network, therefore, produces two sets of stereo correspon- Fig. 2 Two sequences of intensity images from the rotatable upper and lower cameras are used in generating three sequences of spatial images (X,Y,Z) of the scene. The spatial images are transformed to a world coordinate system and stitched to form three spatial panoramas. One of the sequences of intensity images is also stitched to form an intensity panorama. These spatial and intensity panoramas together represent an environment map and can be displayed using a graphics engine.
Fig. 3
A set of upper and lower intensity images captured by the rotatable camera set is used in a bipartite search network to find two sets of matched feature points in two images. One of the images serves as a reference and the other as a candidate, alternatively. The two sets of matched feature points are further checked for inconsistency. Only those feature points matched in both sets are used in disparity recovery. A step of disparity growing follows to produce a dense disparity image. In a final step, three spatial images (X,Y,Z) are generated.
dence points that are inspected in the consistency check step to eliminate inconsistent pairs. The stereo correspondence search is conducted only on those feature points that represent a small portion of the entire image. To obtain a dense spatial image, we use the disparity region growing step to fill each of the nonfeature points and the unmatched feature points with a proper disparity value. In the rest of this section, major steps for spatial image estimation are presented ͑see Chen, Cahill, and Ray 23 for more information͒.
Feature Points Correspondence Search
The positions of the upper and lower cameras are adjusted so that the search for corresponding points in the upper and lower images is conducted along the same vertical scan line in both images. Moreover, the pixels to be searched are feature points ͑edge points͒ of the upper or lower image. One image is taken as the reference image and the other as the candidate. To explain the search process, we use one scan line as an example. Denote the i'th feature point on a vertical scan line in the reference image k as f k (i) that takes the value of the vertical index with respect to the image plane coordinate system that has an origin at the center of the image plane. Note, kϭ0 for the lower image, and kϭ1 for the upper image. We further define G k (i) to be the vector of pixel intensity values starting at feature point position f k (i) and ending at feature point position f k (iϩ1). Also, denote the length of this vector as n k (i). Now, suppose we use the bottom image as the reference image and the upper image as the candidate. We select a reference segment G 0 (i) in the bottom image. Thus the segment has a length of n 0 (i). The candidate segment G 1 ( j) in the upper image starts at a feature point f 1 ( j), ends at the pixel location f 1 ͓ jϩn 0 (i)͔ to have the same length as G 0 (i). We use a bipartite search network 25, 26 to find the best corresponding feature point pairs in two images. Figure 4 illustrates the network structure and Fig. 5͑a͒ shows the iterative search process. Every pair of G 0 (i) and G 1 ( j) is associated with a match score P i j that can be presented as the element of an NϫM matrix. The initial value of the matrix is computed as P i j ϭ1/͕͓G 0 (i)
,P i j is set to a pre-defined value͒. This matrix is fed into a bipartite network. The match goes through an iteration process using the interaction information contained in the network. The bipartite match network iteratively updates the scores P i j of the correspondence of G 0 (i) to G 1 ( j) by using the interaction information, i.e., if many nodes take G 0 (i) and G 1 ( j) as their best matches, then P i j is decreased. By iterations, the process finally converges to a stabilized score matrix. A pair of G 0 (i) and G 1 ( j) is classified as a matched pair if the final score P i j has the maximum value in both directions ͑column and row wise͒. The survived P i j is indicated by a dot shown in Fig. 5͑b͒ . A matched pair G 0 (i) and G 1 ( j) signifies a pair of stereo correspondence points f 0 (i) and f 1 ( j). The position difference of f 0 (i) and f 1 ( j) in the vertical direction of the image plane is the disparity in the image coordinate system for the corresponding physical object point in the environment. This disparity is assigned to a disparity map ͑same size as the reference image͒ at the same location as the feature point f 0 (i) in the reference image. The disparity map is initialized as infinity. In theory, every node in one side tests every node on the other side to find a best match. In practice, by using the ordering and disparity limit constraints, 27 the number of search is much less than NM . Also, the false match rate is reduced.
Consistency Check
As stated before, both upper and lower images serve in turn as the reference and the candidate images. Thus, we have two final score matrices that are most likely not identical. So, the final matched pair of G 0 (i) and G 1 ( j) is in fact determined by the two final score matrices. If both matrices indicate a match for G 0 (i) and G 1 ( j), then a valid pair of G 0 (i) and G 1 ( j) is established.
To be more specific, let G 0 (i) be one of the segments of pixels on a column in the bottom image, which acts as a reference image in the first round of matching. Let G 1 ( j) be one of the segments of pixels on the same column in the upper image, having the same length as G 0 (i). For each G 0 (i), the match process may find a matched candidate ͑with the maximum score͒ G 1 ( j) in the candidate image. In the end, the first round match process generates a final matched matrix with corresponding maximum scores to indicate pairs of G 1 ( j) and G 0 (i). In the second round of the match process, the upper image acts as a reference image and the lower image acts as a candidate. The second round match process also generates a final matched matrix with corresponding maximum scores to indicate pairs of G 0 (i) and G 1 ( j). In general, these two matrices are not identical in terms of matched pairs. Therefore, a pair of G 0 (i) and G 1 ( j) is established if and only if the pair is found in both rounds of the matching process.
Disparity Region Growing
The obtained disparity map, in general, has very low spatial density, i.e., many locations are filled with infinity. To make disparity estimations for these locations that have no proper values, we apply a color-assisted region growing method to the sparse disparity map.
For convenience, denote the disparity map by D, denote the collection of the elements of D that are assigned with disparity values by DЈ and that with infinity values by DЉ.
The goal here is to estimate disparity values for the elements dЉDЉ based on the points dЈDЈ through a color-assisted length extendable eight-nearest-neighbor least median square ͑LMS͒ interpolation process. For every element dЉDЉ, search and collect its eight-nearestneighbor elements dЈDЈ with similar color properties to dЉ ͑color similarity can be examined through a hue map of the original lower image͒. If the number of collected elements P is less than Q ͑Q is a user selected number, 3 рQр5), increase the eight-nearest-neighbor search distance until the search reaches a predefined distance limit. If PуQ, choose Q elements out of P at a time. So, there are C number of choices, where Cϭ P!/Q!(PϪQ)!. Use each of the C sets of Q elements to compute a linear model ⌿ with parameter vector ␤ c , which best fits a surface patch covering the Q elements of that particular set. Therefore, there are C number of ␤ c vectors ͑C number of different linear models͒, 1рcрC. We need to find the optimal model to estimate dЉDЉ. To do this, for each of the computed ␤ c vectors, we calculate the weighted median of the square of the residual of the P elements ͑see the equation for ␤ min next͒. The weight is a reciprocal of the distance from dЉ to d st Ј . The final choice will be the vector ␤ c that minimizes the weighted median of the square of the residuals:
where
Spatial Image
The spatial image can be a depth ͑Z͒ image or a complete 3-D (XY Z) image depending the applications. The cameras are arranged in such a way that the depth Z can be readily computed as Zϭ f b/d, where b is the baseline ͑the distance between the two focal points of the camera set͒, d is the computed disparity, and f is the focal length. Therefore, a disparity map can be easily converted to a depth image. The conversion of disparity d to X and Y values is shown in Sec. 3.
Spatial and Intensity Image Stitching
In Sec. 2, we describe the estimation of the spatial image for a single image set ͑upper and lower images͒. In this section, we discuss stitching a sequence of images, including spatial and intensity images, for the virtual reality graphics display presented in Sec. 4. Stitching a sequence of intensity images is not novel; however, stitching a sequence of spatial images has its unique properties and considerations that need to be addressed. Depending on the structure of the sensing device, methods of stitching spatial images are different. Next, we first explain in Sec. 3.1 the need of spatial image transformation and introduce the types of transformation developed in this work. Then in Sec. 3.2, we describe the methods used for image stitching.
Spatial Image Transformation
With the proposed camera head, to reconstruct the environment on a 3-D graphics display, multiple spatial images are needed. In operation, the camera set swivels at the focal point as shown in Fig. 2 at a constant angular interval and produces intensity images that are used to generate spatial images. The schematic representation of the top view of the cameras is shown in Fig. 6 . It shows that the camera pair rotates around the vertical axis from position 1, which has a field of view FOV 1 , through position 2, which has a field of view FOV 2 , to position N, which has a field of view FOV N . Note that positions from 3 to NϪ1 are not shown. Also shown are the field of view overlap regions, OVPL 12 and OVPL N1 , between adjacent images. Problems arise when two adjacent spatial images in a sequence are to be merged. For simplicity, we analyze the depth image only. The problem is that an object point in the 3-D space will have different depth values in the overlap region of two adjacent depth images. It should be pointed out that the inconsistent depth happens in both vertically displaced camera head systems and horizontally displaced camera head systems. However, the problem of inconsistent occlusion discussed in Sec. 1 occurs only in systems using a horizontally displaced camera head.
Issues regarding the depth inconsistency in two adjacent depth images is presented in Sec. 3.1.1 and solutions to that problem are addressed in Sec. 3.1.2.
Depth discrepancy
It is known that the depth value of an object point measured by the camera system is defined as the orthogonal distance from the object point of interest to a plane passing through the camera focal point and in parallel with the camera image capture medium, such as silver halide film or an electronic sensor. Thus, the computed depth of an object point in the three-dimensional world space is a function of the orientation of the camera optical axis with respect to the world 3-D coordinate system. The proof is simple: shown in Fig. 7 is a 3-D point P in the environment. In Fig. 7 ) in the upper image when the camera head is at position p 2 . As we stated before, the cameras are arranged in such a way that the vertical lines of the upper and lower cameras are aligned. The computation of depth for point P is simply
when the camera set is at position p 1 . The depth computation for P is Z P ϭ f b/( 2 v 0p Ϫ 2 v 1p ) when the camera set is at position p 2 . The left superscript signifies the position of the camera set. Here, f is the focal length, b is the baseline between the two cameras, v is the vertical coordinate of the image plane, and (v 0p Ϫv 1p ) is the disparity. Obviously, by observing the optical geometry,
We can conclude that there is a depth discrepancy for the same world point P when the camera head rotates. Therefore, distortion appears when a sequence of depth images obtained at different angles is employed to describe the shape of the object of interest. For instance, a smooth surface object in the threedimensional space becomes a piecewise smooth surface object when the object is reconstructed using the depth images generated in the aforementioned manner. Figures 8͑a͒ and 8͑b͒ illustrate this problem. Suppose that initially the camera head is at a position with its image planes being in parallel with the flat surface of the object ͑shown as p 1 ). The camera set is then rotated to the position of p 2 , and again, to p 3 . This scenario is simulated and the resultant depth images are shown with discontinuity in Fig. 8͑b͒ . Clearly, a simple merger of these three depth images will not recover the original shape of the object at all. Therefore, individual spatial ͑depth͒ images must be processed before the stitching takes place. As it is shown in Fig. 2 , the rotation axis passes through the focal points of 
Transformation
Perspective transformation. One transformation that allows adjacent depth maps to be stitched without resulting discontinuities is the perspective transformation. We name the depth obtained through the formula Z P ϭ f b/(v 0p Ϫv 1p ) as the orthographic depth, that is, the perpendicular distance from point P to the plane that is passing through the focal points and is parallel to the camera image planes. We also define the perspective distance as the perpendicular distance from point P to the rotation axis that is passing through the focal points. The perspective transformation maps orthographic depth values to perspective depth values. The relationship between orthographic depth and perspective depth can be seen in Fig. 9͑a͒ . By similar triangles, it follows that perspective depth Z P Ј can be calculated by the following formula:
where Z P is the orthographic depth, f is the focal length, ␦w is the physical width of the image sensor pixel, and u P is the horizontal index of the projection of the point P in the image plane ͑see Fig. 7͒ . Because the upper and lower cameras are aligned, u 0 P ϭu 1 P ϭu P in this case. Under a perspective transformation, the rectangular object in Fig. 8͑b͒ will map to a curvilinear object shown in Fig. 9͑b͒ . By doing this, the depth inconsistency problem in adjacent depth images disappears. Stitching without discontinuity becomes possible. We can stitch all depth images in a sequence and imagine that the result is a long depth image filled with perspective depth values. In reconstructing the environment on a graphics display, the user can arbitrarily select a portion of the depth image and convert it back to the orthographic depth.
Directional transformation. This perspective transformation for depth image stitching is simple and effective. It does require a conversion from the perspective depth to the orthographic depth in the display stage. We now introduce another transformation that does not require real-time conversion, the directional transformation.
Referring now to Fig. 10 , a geometry diagram is shown giving the top view of the 3-D coordinate systems that were shown in Fig. 7 . Figure 10 shows the 3-D coordinate system at two positions: the camera system at p 1 and p 2 . The depth of a point with the camera at p 1 is computed as 1 
where ␦w is the physical width of the camera sensor pixel.
Combining the prior derivations yields
where we use the fact that 1 u 0p ϭ 1 u 1p ϭ 1 u p . In general, transforming the depth of a single 3-D point in coordinate system B to coordinate system A can be generalized as: An object with a flat surface is imaged and its depth is estimated using the perspective distance. The reconstruction of the object using the perspective distance shows a smooth curved shape without discontinuities. where BA is the angle between the Z axes of the coordinate systems B and A, measured in the anticlockwise direction. For a sequence of consecutive depth images represented by z i , iϭ1,..., select the coordinate system associated with image ki as the depth transformation reference system. Then depth values in every image j, ( ji͉ j k), are transformed to the reference coordinate system k. That is,
If the reference coordinate system k is not chosen as any given system i, that is, k i, then for a sequence of consecutive depth images, the transformation is
The last two equations complete the formulation of the directional depth transformation. Although the directional depth transformation does not require display time computation after stitching, it does have a limit on the number of depth images that can be stitched together. Notice that the transformed depth changes sign when approaches 180 deg. Figure 11 shows an example of the result after applying the directional transformation to depth images obtained in Fig. 8͑b͒ .
Complete 3-D transformation. As we can see, the prior two transformations are effective when only depth images are to be stitched. The resultant stitched depth image is displayed like a terrain having a grid of elevation values. For a true environment map display, a complete 3-D image with (X,Y ,Z) components is needed. Adding the X and Y information not only helps to realize three-dimensional visualization of the environment, it also helps us to extend the directional transformation to transforming spatial images captured more than 180 deg away from the reference image. Thus, the whole spatial image sequence can be stitched together as in the perspective transformation case, but without the need of real-time conversion.
Referring to Fig. 7 , in the current camera head structure, the X and Y components of a real world point P can be readily computed as X P ϭbu P /(v 0 P Ϫv 1 P ), and
Now, denote the 3-D components of real world point P estimated when the camera head is at position j by an augmented vector j Pϭ͓ j X P , j Y P , j Z P ,1͔, then the transformation of the 3-D components estimation from position j to position i can be easily represented by i Pϭ͓T j i ͔ i P. Since the current camera system only has a rotation about the Y axis, the transformation matrix is
where ji is the rotation angle from position j to position i around the Y axis. It should be pointed out that all coordinate systems are defined as right-handed. Rotation angle is defined positive if it is counterclockwise when viewed from the positive end of the rotation axis.
In practice, for a sequence of N spatial images formed at N different angles, we arbitrarily select position i as the reference position. Then we transform the rest of the N Ϫ1 spatial images to that position using the matrix discussed before. Each of the spatial images has pixels with three elements (XY Z).
Image Warping, Registration, and Blending

Cylindrical warping
Section 3.2 describes methods that can be used to produce spatial images without inconsistency in the spatial domain. However, there is one more correction to be made before the final stitching process can be made. This is the so-called perspective distortion correction. The distortion can be best explained through a real example. Figure 12 shows two adjacent lower images taken by the vertical camera head at two positions 22.5 deg apart. There is an overlap region between the two images as shown. The noticeable height difference for the same scene in the two images is caused by the perspective projection. This perspective distortion must be corrected before the adjacent images ͑both intensity and spatial͒ can be smoothly merged.
The correction is made by warping all images onto a cylindrical plane to remove the perspective projection distortion caused by the camera optical system. This cylindrical warping is essentially an image pixel coordinate transformation. Refer to Fig. 13 , where a point P in the real world is projected through the focal point O onto the planar image at point AЈ. The same point P is also projected through the same focal point O onto the cylindrical image 
where f is the focal length and ␦w is the sensor pixel size.
Therefore, an image value at original pixel location (uЈ,vЈ) is assigned to a new pixel location (u,v). We use the depth image as an example:
This transformation applies to intensity images as well.
Registration
After the images have been warped, their point of registration must be determined. Whereas the coordinates of the spatial images correspond exactly to those of the intensity images, only the intensity images will be used to find registration points.
A variety of methods exist to solve the image registration problem. Huang and Hung 18 propose an adaptive early jump-out technique, which measures similarity based on mean absolute error. Another common approach is to perform cross-correlation on ͑segments of͒ both images to determine the offset that corresponds to the highest degree of correlation. Even though these ideas are good templatematching approaches in their own right, they suffer when the illumination levels of adjacent images differ. Because most digital cameras automatically determine exposure settings before each capture, adjacent images will almost certainly differ in overall illumination.
Kuglin and Hines 28 describe a phase correlation image alignment method that is appropriate for panoramic stitching. This algorithm performs well under large differences in illumination by recognizing that the phase of the cross power spectrum contains all the information needed to determine the appropriate registration point. Phase correlation also tends to result in a much sharper peak than cross correlation and is not computationally complex.
Derivation of the phase correlation method can be found in Kulin and Hines
28
; implementation is straightforward. Two identically sized regions should be extracted from the gray-scale representations of two adjacent images, one from the right half of the left image, and the other from the left half of the right image. The extracted regions should not contain any of the borders created during the warping procedure. The registration point of the two images can be determined by the following three steps. ͑Note that this step retains only the phase information present in a scene, discarding all intensity information͒. 3. Compute the phase correlation function by taking the inverse Fourier transform of P.
The registration point between the two images is given by the impulse-like peak present in the phase correlation function.
Blending
Once registration points have been determined, the images can be stitched together using a simple blending algorithm. Two overlapping images can be blended together by a linear interpolation method to form a stitched image. In areas where there is no overlap, pixel values in the stitched image are taken directly from the original images. In overlap areas, pixel values are assigned by a weighted average of the pixel values in the two overlapping images as shown in Fig. 14, where the weights are found by computing the normalized distance to the boundaries of the overlap area.
If we take the pixel value at point P to be L( P) on the left image and R( P) on the right image, the pixel value assigned to the stitched image is wL( P)ϩ(1Ϫw)R( P). This technique can be applied to both intensity images and spatial images. 
Multiple images
If more than two sets of images are stitched together, two additional issues may arise: overlapping regions containing contributions from more than two images, and circular panorama requiring wrapping of the first and last images.
A solution to the first problem is to determine the appropriate registration points in each pair of images before any blending is done. The blending can then be done by extracting regions recursively, i.e., blend the first and second images together, then extract the region from the first blended segment to blend with the third image. Continue this process of extracting the region from the stitched image of the first nϪ1 images and blending it with the region from the n'th image.
If a circular panorama is desired, the stitched image must be wrapped, i.e., the first and last images must be stitched together. If the camera taking the pictures was not perfectly aligned, wrapping may not be directly possible. A solution to the wrapping problem is to shear the image in the vertical direction so that wrapping will be continuous. If the right end of the stitched image needs to be offset by a factor of H in the vertical direction to wrap continuously with the left end, the (u,v) coordinates of the stitched image can be transformed into the (x,y) coordinates of the sheared image by the following matrix transformation:
Simulation and Experiment
The complete 3-D transformation designed in Sec. 3 is ideal for a full panorama display using VRML script, because no real-time spatial data coordination conversion is required, as we stated before. To validate the method, a simulation has been implemented. Figure 15 shows the top view of the simulation scene where a virtual camera head is placed in the center of a hexagon-shaped tank. Each of the six faces of the tank has a stick on it. The stick is shifted horizontally and vertically ͑not shown in the top view͒ from face to face. The size of the tank, the optical length of the camera, and the sensor size are simulated in such a way that exactly six equally spaced angular rotations of the camera set are needed to completely film the interior of the Fig. 15 The top view of a simulation scene where a virtual camera head is placed in the center of a hexagon-shaped tank. Fig. 16 . The user can drag the tank using the mouse to see every face from any angle, inside or outside.
We also constructed a camera head and performed some preliminary experiments. The current system utilizes Kodak DC200 series digital cameras as the one shown in Fig. 17 . A specially designed camera mounting fixture is connected to a tripod. The fixture has two parts linked by a shaft. The lower part of the fixture is rigidly clipped to the tripod, and the upper part of the fixture is rotatable around the shaft with 22.5 deg for every stop.
A mechanical click at each stop ensures that the upper part of the fixture stays in a position securely until the next rotation made by the user. The fixture is designed in such a way that the focal point of the camera optical system is on the rotation axis when the camera is attached to the upper part of the fixture.
For the current settings, the base line b is 90 mm, and the focal length is 38 mm. The size of the CCD sensor is 35 mm in diagonal with a width to length ratio of 1.5. The algorithms described in the previous sections are programmed in MFC VCϩϩ6. Figure 18 shows the stitched three intensity images of a portion of a library scene. Figure 19 depicts the VRML display of the partial library scene in the SGI Cosmo player. The spatial structure of the library scene is clearly visualized. Admittedly, spatial details are lost due to the limitation of the spatial value estimation ability of the current system. The intensity image is down sampled before being mapped onto the spatial profile, so texture details are not seen in the display.
To get an idea of the accuracy of the depth acquisition of the current system, which does not utilize a sophisticated calibration process, a small scale evaluation is conducted by carrying out an error analysis of the computed depth data. Table 1 lists six computed depth vales for three points from a flat surface 75 in. away from the camera, and another three points from a flat surface 66 in. away from the camera. The mean error is 0.53% for the first set of computed data and 1.96% for the second set of data.
Conclusions
We propose a design of a practical environment map generating system using consumer digital cameras. The intended emphasis is on the setting up of the camera head and the processing of spatial image estimation and stitching. The vertical structure does not suffer inconsistent occlusions in adjacent images, and therefore, produces better spatial results than the horizontal counterpart, at least theo- Fig. 18 Stitched three intensity images of a library scene. retically. In addition, the vertical design leads to considerably simple spatial image process schemes for stitching. The vertical displacement configuration also has an advantage of requiring less stops in filming a 360-deg scene than its horizontal counterpart. This can be concluded from an analysis on the effective overlapping region of two stereo field of views ͑see Figs. 20 and 21 and their captions͒. For the vertical displacement configuration, the effective overlapping region of two images needed in the search for corresponding points is always equal to the effective field of view of the individual image in a horizontal direction. However, for the horizontal displacement configuration, the effective overlapping region of two images needed in a corresponding points search is less than or equal to the effective field of view of the individual image in a horizontal direction.
To obtain dense spatial images, our system uses colorinformation-based algorithms to propagate disparity values from matched feature points to unmatched feature points, and further to featureless areas. Schemes of transforming local 3-D (X,Y ,Z) data to a world coordinate system are also devised to smoothly stitch 3-D data from individual frames for VRML graphics displays.
Much work remains to be done to improve the performance of depth information estimation, especially dense depth map estimation. Other work includes improving image stitching with better registration and blending, and exploring rendering with changing illumination.
In conclusion, we note that researchers in the image processing/computer vision community are now able to achieve a real virtual reality by combining photographic imaging and computer graphics technologies. There is, however, still a long way to go before true immersive imaging technology itself becomes a reality. By then, the technology will certainly change the way we work and entertain. It can be seen that the efficiency index is always less than one, in a horizontally displaced camera system. It is not difficult to visualize that the effective field of view of the vertical stereo camera set in the horizontal direction is equal to the field of view of individual cameras. So for vertical stereo camera set, there is always hϭg. Therefore, the efficiency index for the vertical stereo camera set is always one, in a horizontal direction.
