Abstract-In a wireless powered communication network, an energy access point (EAP) supplies the energy needs of the network nodes through radio frequency wave transmission, and the nodes store the received energy in their batteries for their future data transmission. In this paper, we propose an online stochastic policy that jointly controls energy transmission from the EAP to the nodes and data transfer among the nodes. Our proposed policy is designed using a quadratic Lyapunov function to capture the limitations on the energy consumption of the nodes imposed by their battery level. The proposed policy is adaptive to different channel statistics of the network. We provide theoretical analysis for the performance of the proposed policy and show that it stabilizes the network. Moreover, the average energy consumption of the network under this policy is within a bounded gap of the minimum energy level required for stabilizing the network.
I. INTRODUCTION
Nowadays, smart electronic devices are increasingly making their way into our daily life. It is predicted that by 2021, there will be around 28 billion connected devices all over the world [1] , a great number of which will be portable and battery-powered. However, in some applications, replacing the batteries or recharging them by cables is impossible, e.g., in biomedical implants inside human bodies [2] or distributed monitoring sensors. As such, the problem of providing the required energy for the portable battery-operated devices has recently gained attentions, both from academia and industry [2] , [3] . Particularly, the idea of charging batteries over the air is considered as a solution which guarantees an uninterrupted connection and reduces the massive battery disposal. Wireless energy transfer (WET) is the key enabling technology for charging over the air. There are various WET methods including electromagnetic radiation [3] , resonant coupling [4] and inductive coupling [5] . Compared to the two latter methods, electromagnetic radiation provides a wider coverage range and is more flexible for transmitter/receiver deployment and movement [2] .
There are numerous studies on energy beamforming as a technique for alleviating the high transmission path loss in a wireless powered communication network (WPCN) [6] - [9] and for the so-called simultaneous wireless information and power transfer method [10] - [12] . Moreover, [13] - [20] study the cooperation among users for increasing the network coverage in two-hop [13] - [18] or multi-hop [19] , [20] WPCNs. Furthermore, [21] and [22] study the reliability of data transmission in WPCNs.
In the networks that support a continuous or regular communication, the nodes are equipped with batteries which enable the nodes to store their harvested energy in one time-slot for possible use in the subsequent time-slots [23] - [25] . In the case of battery-operated nodes, the performance of the network should be analyzed in the long-term since a single time-slot analysis may not be optimal. The authors in [23] and [24] study the long-term network throughput optimization through Markov decision programming (MDP). Moreover, in [25] - [28] , long term energy optimality and fairness in a multiuser downlink WET model are studied through the Lyapunov optimization technique [29] .
In this work, we consider the problem of designing an energy optimal WET policy that schedules power allocation, data routing and energy beamforming in a multi-hop WPCN. The problem is cast in the form of minimizing the average energy consumption in the network subject to the battery level constraint of the nodes and the stability of the network. The battery constraint complicates the problem, since high energy consumption at a time-slot may highly lower down the battery level and cause energy outage in the subsequent time-slots. Therefore, the decision at one time-slot affects the optimal decision in future, as well. This coupling makes finding the optimal policy challenging.
We use the Lyapunov optimization method with a novel Lyapunov function to avoid energy outage. We propose an online policy that is independent of the channel statistics. Under this policy, at each time-slot, the energy beam is focused towards the nodes with lower battery levels, more congested queues and higher energy-link channel gain. Moreover, the data is routed through the nodes with less congested queues and higher battery level. We analyze the performance of our proposed policy and prove that for every arbitrarily chosen value of a parameter V > 0 in our algorithm, the energy consumption is within a bounded gap of the order of O( 1 V ) to the optimal policy, while the average backlog of data queues is upper bounded by O(V ).
Note that different from [6] - [22] , we consider batterypowered nodes and analyze the network performance in longterm instead of single time-slot analysis. In contrast to [6] - [12] , [21] - [28] , we study a multi-hop WPCN where the data should be routed through the nodes. Moreover, different from [6] - [8] , [10] - [24] , [26] - [28] , which analyze the throughput, the delay or the outage probability, we study optimization of the energy consumption. The differences in the system model and the problem formulation makes our results and analysis completely different from those in [6] - [28] .
The rest of the paper is organized as follows. Section II illustrates our system model and problem formulation. Section III presents our proposed policy. The performance of the policy is analyzed in Section IV. Simulation results are presented in Section V, and finally, Section VI concludes the paper.
Notation: We use boldface letters to denote matrices and vectors and, unless otherwise mentioned, vectors are single row-matrices. Also, (.) T , (.) H and (.) * denote the transpose, the conjugate transpose and the element-wise conjugate of a matrix, respectively. Moreover, |.| denotes the absolute value, E{.} represents the expectation and [x] + = max{x, 0}.
II. SYSTEM MODEL
We consider a WPCN consisting of one energy access point (EAP) and N wireless nodes, with S streams of data between distinct endpoints in the network. The nodes are battery-powered, and the batteries are recharged by the energy received from the EAP. There exist N energy-links between the EAP and the nodes, and L data-links between the nodes. For each data-link l ∈ {1, . . . , L}, T (l) and R(l) denote the transmitter and receiver of the l-th link, respectively. Moreover, we define I n and O n to be the sets of the ingoing and outgoing data-links of node n, respectively. The time horizon is divided into time-slots with fixed length, indexed by t. Without loss of generality, we assume that the time-slot duration is normalized to 1. Therefore, we sometimes use the terms "power" and "energy" interchangeably. At the beginning of each time-slot, a small portion of the time-slot is devoted to channel estimation and control signaling. The rest of the time-slot is divided equally for energy and data transmission, respectively. The EAP is equipped with M antennas to focus its transmission beam towards the nodes. Moreover, we assume that the nodes use a single antenna for both energy reception and data transmission/reception.
The channel gains are assumed to be constant during a time-slot but vary randomly and independently in successive time-slots. At each time-slot t, g l (t) and h m n (t) represent the channel gain of the l-th data-link and the gain of the channel between the m-th antenna of the EAP and node n, respectively. Accordingly, we define g(t) (g 1 (t), . . . , g L (t)) and h n (t) (h 1 n (t), . . . , h M n (t)) as the channel vectors for the data-link and the energy-link of node n, respectively.
A. Data and Energy Transmission
Let p(t) (p 1 (t), . . . , p L (t)) denote the data-link power vector, in which the l-th entry specifies the transmission power over the l-th data-link. Moreover, let Π denote the set of all feasible power vectors. We assume that setting any element of a power vector in Π to zero results in a new power vector that also belongs to Π. Furthermore, we assume that the peak transmission power is limited to P m (i.e.,
) denote the ratepower function for link l. Consider two power vectors p(t) and p (t), where p l (t) = p l (t), ∀l = l and p l (t) = 0. We assume that the rate-power function under each of these two power vectors satisfy the following properties
Equation (1) implies that no data can be transmitted through a data-link if no power is assigned to that link. Inequality (2) states that the rate-power function is upper bounded by a linear function, which is the case for differentiable functions with limited first derivative. Finally, inequality (3) holds due to the interference effect among wireless links. Furthermore, we assume that there exists a constant C m > 0, such that C(p(t), g(t)) ≤ C m . For any link l, let C s l (t) denote the transmission rate allocated to stream s over that link. The sum allocated rate over each link should not exceed the capacity of that link. Therefore, a feasible rate allocation scheme satisfies
The EAP performs energy beamforming to concentrate its transmit energy towards the nodes. Vector w(t) (w 1 (t), . . . , w M (t)) denotes the normalized beamforming vector of the EAP and, accordingly, the received power at each node n is given by
Here, P AP (t) is the EAP's transmit power at time t, with its peak power equal to P APm , i.e., P AP (t) ∈ [0, P APm ].
B. Wireless Nodes
Each node includes S data queues and a battery. Let U s n (t) denote the backlog of the data queue allocated to stream s ∈ {1, . . . , S} in node n. The backlog evolves as
where A s n (t) ∈ [0, A m ] denotes the arrival process of data stream s at node n. We assume that A s n (t) is a random variable following an identical and independent distribution in different time-slots. We denote the mean value of A s n (t) by λ s n , and we have λ s n = λ s if node n is the source of stream s and λ s n = 0 otherwise.
The battery of each node is recharged by the energy received from the EAP and is (partially) discharged when the node transmits data. Let E n (t) denote the battery level of node n at beginning of time-slot t. Therefore, the battery level at node n evolves according to
where l∈On p l (t) is the total transmit power of node n at time-slot t.
C. Network Controller
There exists a network controller, located at the EAP that controls over both the data and the energy-links, having access to channel state information, data queue backlogs and the battery levels of all links and nodes in the network. The network controller schedules the energy-links by specifying the EAP transmission power P AP (t) and the beamforming vector w(t). Moreover, it controls the data-links by determining their power vector p(t) and routing of the data streams through determining C s l (t), ∀s, l. In this way, considering the battery level and stability constraints, the energy optimization problem can be formulated as
Constraint (8b) guarantees that the sum power allocated to the outgoing links of a node is not higher than what can be supported by the battery level of the node. Moreover, Constraint (19b) ensures the stability of all queues [29, Chapter 2] . Note that Problem (8) is a stochastic utility optimization problem. This problem could be tackled by the min drift plus penalty (MDPP) algorithm [29, Chapter 4] , if the energy consumption of the nodes was not restricted by the battery constraint. However, the battery constraint complicates our problem and makes it challenging. This is mainly due to the fact that in the battery-operated case, consuming high power in a specific time-slot may drastically lower the battery level down and restrict future transmissions. Therefore, having the battery level constraint, policies with independent decisions at each time-slot are not optimal, which is not acceptable in the MDPP problem formulation. In the sequel, we propose a solution to handle the battery constraint in MDPP problem formulation.
III. THE PROPOSED ONLINE CONTROL POLICY FOR JOINT DATA ROUTING AND ENERGY TRANSFER SCHEDULING
In this section, we present an online control policy for the network controller. This policy is developed based on the Lyapunov optimization method [29] . First, we introduce a quadratic Lyapunov function that is sensitive to the stored energy and data in the nodes. The Lyapunov function is defined as
Here, (9) grows large as the backlog in the data queue increases and the second term grows large as the queue backlog exceeds the normalized battery level. Accordingly, a large L s n (t) is undesirable since it indicates congestion in the data queue for stream s in node n and/or low energy level in the battery of node n. We also define the Lypunov drift function,
where U (t) and E(t) are the sets of all data queues and batteries in the network, respectively. Moreover, we define the drift-plus-penalty
where V > 0 is a control parameter. The following Lemma establishes an upper bound on the drift-plus-penalty (10) . Note that all proofs are omitted due to limited space, and can be found in [30] . Lemma 1. For the drift-plus-penalty function (10), the following inequality always holds
and U 0 = P m (C + αδ). The constant B is defined in [30, Appendix I].
As will be shown in Section IV, a policy that minimizes the right hand side of (11) at each time-slot stabilizes the network and yields an average energy consumption within a bounded gap to the optimal energy consumption. Consequently, we are interested in finding a policy that minimizes the upper bound in (11) . For this purpose, we first rearrange the right hand side in (11) as
where W s l (t) is referred to as the data coefficient of stream s over link l and is defined as
Furthermore, J n (t) is referred to as the energy coefficient for node n and is defined as
In order to minimize the right hand side of (12) , it suffices to minimize the inner terms of the two expectations as the other terms are constant with respect to the control variables p(t), P AP (t), w(t) and C s l (t). To minimize the first expectation, we first allocate the whole capacity of each data-link to the stream with greatest data coefficient over that link, and then we select the minimizing power vector p(t), according to
where W l (t) = max s {W s l (t)}. Furthermore, the optimum beamforming vector and the EAP transmission power that minimize the second expectation in the right hand side of (12) are given in Lemma 2.
Algorithm 1 Data link control policy at each time-slot t.
1: Calculate W s l (t), ∀l, s, and J l (t), ∀l, according to (13) and (14) . g(t) ) . C l (p(t), g(t) ), ∀l. 5: Update data queues according to (6) . Algorithm 2 Energy link control policy at each time-slot t.
1: Calculate J n (t), ∀n, according to (14) . 2: Calculate the sum channel matrix H(t) according to (17) . 3: Derive the eigenvectors of H(t) and set w(t) equal to the conjugate of the principle eigenvector.
P AP (t) ← P APm . 6: else 
is w(t) = v * max (t) and
Here, v max (t) is the principle eigenvector of H(t) defined as
The data-and energy-link control polices are summarized in Algorithms 1 and 2, respectively.
It should be noted that finding the optimal power vector p(t) in (15) requires solving a weighted sum maximization problem in which the terms are coupled due to the interference. This problem is similar to the max weight problem, that is NPhard under certain interference models [31] . However, many efficient approximate and distributed solutions are proposed for the max weight problem [32] - [34] , that can be extended to solve (15) . As an example, [32] introduces a distributed iterative algorithm based on block coordinate descent method for solving a problem similar to (15) .
IV. PERFORMANCE ANALYSIS OF THE PROPOSED
CONTROL POLICIES In this section, we first derive a lower bound on P opt AP , with P opt AP being the solution of Problem (8) . We then use the Lyapunov optimization method [29] to compare the energy consumption under the proposed control policy with the derived lower bound. For this reason, we introduce a constraint on the average energy consumption, that is lim sup
and we defineP opt AP as (18), (4), (6), (7).
Note that Problem (19) is similar to Problem (8) except that the battery constraint (8b) is replaced with a less restrictive constraint on the average energy consumption (18) . Hence, we haveP opt AP ≤ P opt AP . Let λ = (λ 1 , . . . , λ S ) and Λ denote the data arrival rate vector and the set of arrival rate vectors that can be supported by the network, respectively. According to [29, Theorem 4.5] , for every σ > 0 and λ ∈ Λ, there is a stationary policy that is only a function of the instantaneous CSI and the data arrivals. This policy satisfies (4), (6) and (7). Moreover, under the stationary policy in [29, Theorem 4.5] in each time slot we have (20) while it does not derive such policy. However, in the Theorem 1, we use these properties to compare the average energy consumption under our proposed policy to P opt AP . Moreover, Theorem 1 states that the proposed policy stabilizes the network and conforms to the battery constraint. Theorem 1. Suppose that the arrival rates are strictly inside the capacity region, i.e., there is a scalar max > 0 such that ∀ ∈ (0, max ] : λ+ ∈ Λ, where is a vector with all entries equal to . With the proposed policy, 1) At each time-slot t, the transmission power assigned to data-links originated from node n are nonzero only if E n (t) > P m .
2) The time averaged expected EAP energy consumption satisfies lim sup 3) The time averaged expected sum backlog satisfies lim sup
where B = B + max N SU 0 .
Part 1 of Theorem 1 guarantees that our proposed policy does not violate the battery level constraint. Moreover, parts 2 and 3 show the optimality of the energy consumption and the stability of the network under our proposed policy, respectively. Note that the performance bounds in (21) and (22) 
V. SIMULATION RESULTS
In this section, we consider a wireless network consisting of one EAP and nine wireless nodes, as shown in Fig. 1 . There are two streams of data, from node 1 to node 6 and from node 2 to node 9, respectively. The energy-link and data-link CSI follow the Rician fading model [35] , that is,
and
whereh n (t) andḡ l (t) are the deterministic component of the channels, and h w n (t) and g w l (t) represent the scattered components of the channel. Moreover, K is the Rician Kfactor which determines the ratio between the Rician and the scattered components, and β g l and β hn represent the path loss and shadowing effects of the data-links and the energylinks, respectively. The entries of the energy-link scattered component vector h w n (t) and also the data-link scattered component g w l (t) are independent and zero-mean unit variance circularly symmetric complex Gaussian (CSCG) distributed random variables. The deterministic components,h n (t) and 2)] with one deterministic path, and the attenuation factors β hn and β g l are calculated at carrier frequency 2.4 GHz. Moreover, we assume that there is no interference across the data-links and consider the rate-power function
Here, W = 10 kHz and N 0 = −135 dBm/Hz are the channel bandwidth and the noise spectral density, respectively. Finally, the maximum transmission power of the EAP and the nodes are considered to be P m = 1 mW and P APm = 4 W, respectively. Considering, λ 1 = λ 2 = 1 kbps and M = {20, 40}, Fig.  2 shows the average energy consumption of the EAP versus the average backlog in the queues. This figure is plotted for the example topology in Fig. 1 , as well as the two scaled versions of this topology, such that every distance in Fig. 1 is scaled with 1.25 and 1.5, respectively. As it is observed, the average energy consumption reduces significantly as the average backlog increases. This result conforms to the tradeoff introduced in Theorem 1, that is the energy consumption is inversely proportional to the backlog level. Moreover, Fig.  1 demonstrates the effect of the number of EAP antennas on the average energy consumption. The energy consumption decreases by increasing the number of EAP antennas, and this reduction becomes more dominant when the distances of the nodes increase.
Considering P AP m = {3, 4, 5}W and λ 1 = λ 2 = λ, Fig. 3 demonstrates the average backlog in the data queues versus the data arrival rate. We observe in this figure that with our proposed policy the maximum supportable arrival rate is approximately λ = 8, 10 and 11.5 kbps for the cases with P AP m = 3, 4 and 5 W, respectively. According to Theorem 1, the average backlog under our proposed policy remains finite if the arrival rate is inside the capacity region of the network. Hence, there is no alternative policy that supports the data arrival rates that are not supported by our proposed policy. Figure 4 depicts a sample time evolution for the data queue backlog process of stream 1 in node 1 and the battery level process of node 1 with V = 10
11 . This figure implies that with a data buffer and battery of capacity 1.5 MBytes and 8 mJ, respectively, no data or energy overflow will occur. Moreover, we observe that the data backlog and the battery level fluctuate in small intervals around some constant values.
VI. CONCLUSION
In this paper, we focused on a wireless powered communication network with battery-operated nodes and proposed a joint power allocation, data routing and energy beamforming policy to minimize the average power consumption in the network. The proposed policy adapts to general networks with arbitrary channel models, without any knowledge of the channel statistics. By theoretical analysis, we proved that our proposed policy conforms to the battery constraint and stabilizes the network. Moreover, we derived the optimality gap for the average energy consumption under this policy.
As part of our future works we plan to 1) extend our model to consider multiple EAPs, 2) modify the proposed policy for distributed implementation and 3) study the effect of finite capacity data buffers and batteries on the performance of the policy.
