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ABSTRACT
Numerical Solutions to Poisson s Equation Using Radial Basis Functions
by
Michael Ludian
Dr. X in L i, Examination Committee Chair 
Professor o f  Mathematics 
University o f  Nevada, Las Vegas
This thesis addresses the problem o f obtaining solutions to Poisson s equation 
which is encountered in the applied sciences and engineering fields. Two separate 
methods are explained for obtaining particular solutions to this equation. The Method o f 
Fundamental Solutions is then used to solve the remaining homogeneous equation in the 
context o f the Method o f Particular Solutions and Dual Reciprocity Method. Numerous 
examples are given using 2-D and 3-D  domain problems.
The first method is an interpolation method that has resulted in some problems 
w ith ill-conditioning o f the matrix used in the problem solving and a remedy has been 
examined in this paper. The second approximation method is new to this study and has 
revealed to have excellent results thus far for the problems researched in this paper. The 
basic theory behind the development o f  these methods is explained and then examples are 
given. The examples given were obtained using a Gateway PC w ith Visual Fortran 
programming software.
I ll
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CHAPTER 1 
INTRODUCTION TO POISSON’S EQUATION
1.1 Introduction
Poisson’s equation is used in application problems in the Sciences and 
Engineering, such as, internal heat generation for heat conduction problems [1], laminar 
flow  in circular ducts [2], transport phenomena problems [3], and body forces [4], There 
has been a tremendous amount o f  research put into solving Poisson’s equation 
numerically in recent years. There are a variety o f methods that have been developed 
which have produced efficient and accurate results.
Boundary integral methods have been studied extensively in the past few decades 
and have proven to be an efficient method that can be used for solving Poisson’s 
equation. However, it is known that d ifficu lty  can arise in solving the resulting integral 
equation, when the corresponding function under the integral becomes very complex, or 
the domain is complicated, thus numerical methods must be used as a necessary 
alternative for solvability. It can be noted in reference [2] that for certain application 
problems the integral method fails. Some alternative methods can be found in reference 
[4] to be Cell Integration, The Monte Carlo Method, The Galerkin Vector Approach, and 
The M ultip le Reciprocity Method, as well as, other methods. An important issue o f 
discussion into the various methods that are currently being researched is to find an
I
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efficient procedure for solving Poisson’s equation numerically, w ith the most relative 
ease in doing so.
This paper w ill address the solvability o f Poisson’s equation through the use o f 
two different methods which both stem from the sense o f the Dual Reciprocity Method 
(DRM ). The first is an interpolation technique that has been researched extensively by 
Chen &  Goldberg [6.7,8,9,10.11], The other is an approximation method recently 
introduced by Li &  Goldberg [5] and is new to this field o f research.
Both o f these methods can produce efficient and accurate numerical particular 
solutions to Poisson’s equation. The resulting homogeneous equation can then be solved 
using the method o f fundamental solutions (MFS), which w ill be explained in this study. 
It w ill be witnessed that the approximation method does not require a coefficient matrix 
for obtaining an approximation to the forcing term. However, the interpolation method 
does require the use o f a matrix and may lead to complexities in the development o f 
efficient algorithms that need to be implemented on a computer in the programming part 
o f solving the problem. By avoiding this matrix, the construction o f the algorithm is 
made less d ifficu lt.
W ith regards to the interpolation method [6], the matrix, that is a requirement for 
implementation o f the method and is unavoidable, could lead to serious problems. When 
using global basis functions the matrix can become greatly ill-conditioned due to a high 
number o f  interpolation points. Recently. Chen, Goldberg &  Schaback have been 
studying the use o f compactly supported basis functions which have local support. 
Because o f the local support a sparse matrix can be obtained which solves the problem o f 
ill-conditioning with reference to the matrix and global support. The drawbacks o f using 
the compactly supported basis functions is that the error gets too large when the support
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
is scaled down to a minimum, so the support has to be scaled manually, in order to obtain 
a reasonable error, but at the same time not letting the ill-conditioning problem be 
reinstituted and affecting the process.
The approximation method has been found to yield very accurate results. There is 
no matrix used in the implementation o f the problem, thus there is no existence o f any ill-  
conditioning problem. L i &  Goldberg have asserted that error bounds can be found to be 
an important part o f understanding what affects the overall error w ith regards to the 
particular solution being approximated, and can lay the groundwork for further research 
into this field o f study, as well as open greater insight into the theory o f radial basis 
functions.
Basis functions were used by Partridge &  Brebbia [4] during the eighties in order 
to obtain approximations o f particular solutions using an interpolation method, r -  1 was 
the basis function used and in the 90’s Chen &  Goldberg began research into what may 
be a better basis function that can be used [7], Many basis functions exist today and yield 
very different results with regards to accuracy. The accuracy involved with finding 
approximations o f particular solutions is o f  important interest in this field, since it is 
known that the overall error w ill be directly affected by the accuracy in which the source 
term can be approximated.
1.2 The Dual Reciprocity Method (DRM)
In this thesis the DRM for solving Poisson's equation, introduced by Brebbia [1] w ill be 
examined. First, let us consider Poisson’s equation with the D irichlet boundary 
condition.
A u ( . r )  = / ( Y ) ,  A 'e Q  (1.2.1)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4« (A ')  = ^ ( Y ) ,  A 'e c Q  (1.2.2)
This equation can be solved by the fo llow ing integral equation as in refs. [5,7,8]: 
\ ^ C ( X . Y ) f { Y ) d V  (1.13)
where
G (.V .} ')  = : ^ l n | . V - } ' | .  i n (1.2.4)
G ( X . Y ) =  Y  - ini?- (1.2.5)
4/T a  — /
are the fundamental solutions o f Laplace’s equation.
This method utilizes the theory o f radial basis functions to appro.ximate/in equation
(1.2.3) then as in [5.7.8] Green’s theorem is applied to obtain
()■)</!■ (1.2.6) 
where /  is an appro.ximation o ff.
The method o f particular solutions w ill then be applied to obtain a simpler process o f 
solving equation ( 1.2.6).
1.3 The Method o f  Particular Solutions (MPS)
Suppose that is a particular solution o f equation (1.2.1) that is
(1.3.1)
but doesn’t necessarily satisfy the boundary conditions in equation (1.2.2) [5,8]. 
Considering the Dirichlet problem defined in equations (1.2.1-1.2.2), i f  a particular 
solution can be found then the follow ing method outlines a process o f  changing the non- 
homogeneous equation in (1.2.1) into a homogeneous equation which is much easier to
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
solve. Hence, suppose
v(A-) = ) , ( .V ) -u , ( .V )  (1.3.:)
then
A v(A ') = 0. A 'e Q  (1.3.3)
v (A ') = g ( .V ) - u ^ ( Y ) ,  A 'e c Q  (1.3.4)
Let V. be the solution to (1.3.3-1.3.4) then the unique solution o f ( 1.2.1-1.2.2) is 
given by
= + 9 S Ü  (1.3.5)
Since i „  satisfies Av( A') = 0 the method o f fundamental solutions (MFS) can be used
to solve (1.3.3-1.3.4). The solution o f (1.3.3-1.3.4) expressed by the single layer 
potential is[5.8]:
v (A ')=  | , ^ G ( A ' . ) > ( ) > / Q .  X e Q  (1.3.6)
where cr satisfies
r ( .V )=  | , , , G ( A ' . } > ( r ) r / Q  = g ( Y ) - u ^ ( A ') .  .V e c Q  (1.3.7)
and also it follows that a solution can be obtained from
v (.V )=  j - , G ( A ' , } X r ) c / Q .  X s Q  (1.3.8)
where dS  is the surface with domain S containing Q , i.e. Q c  5 . Let .V <5Q thus, 
v (,V )=  | , ,G ( .V . l)£ T ( r ) r fQ  = g ( .V ) - „ ^ ( .V ) .  .V e a n  (t.3.9)
Suppose is a complete set o f functions on ÔS then cr is approximated by
equation (1.3.10)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
6O’, (>') = X ‘^   ^ G (1. 3. 10)
'  =  !
By substituting (1.3.10) into (1.3.9) and collocating a t /; points, {.v,} " on cQ we obtain 
the fo llow ing equation:
| , , G ( A ' , , r ) ( ? 7 , ( } ' ) c / 5  =  g { A \ ) - W p ( . V j ,  e a Q ,  K € c 5 .  1 <  &  <  «  ( 1 . 3 . 1 1 )
■=1
which determines \c \ \( '  } \
l < y < n  (1.3.12)
is calculated numerically.
Since .V, ^ V .  G(A', .} ')  is nonsingular. Thus,
j , , G ( A \ , y ) ^  ( } ’ X ^ = ^ " ,G ( A \ ,y ; ) ( p  ( } ;) .  A \ ecD , K e c S  l< A -< «  (1.3.13)
By substituting ( 1.3.13) into (1.3.11) we find |ê | ". the approximations to }c .as 
the solutions to
.U 
/ = !
( r i
! = i  L  / = !
= g ( A 'J  -  u^ , {. \ \  ), \ \  € cQ, Y.ecS,  l < k <  n 
Let
(1.3.14)
b, ='^c^<p^{Y,), f e d S  (1.3.15)
/ = !
thus equation (1.3.14) becomes the following:
= g { A \ ) - u ^ { . \ \ ) ,  a, = \\)b,, X \ e c Q ,  Y.^edS, l < k < n  (1.3.16)
/  = !
I f  A /=/i then (1.3.16) is equivalent to approximating the solution to (1.3.3-1.3.4) by
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
v ;{.V ) = X « X 7 (-V .} '.) . A '€ Q . y . e c S  (1.3.17)
So what we see here is that (1.2.1-1.2.2) can be solved by first obtaining a particular 
solution, then solving the remaining homogeneous equation using the (MFS). By using 
the (MFS) with both the interpolation and approximation methods separately the 
numerical results from the various examples that w ill be covered should show an idea o f 
how efficient and accurate each o f these two different methods are.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 2
THE M ETH O D OF FUNDAM ENTAL SOLUTIONS FOR LA P LA C E ’S EQUATION
2.1 Explanation o f problem 
This method o f fundamental solutions (MFS), previously known as the source field 
superposition method, is an alternative approach to the boundary element method, finite 
difference method, finite element method, etc., used for solving Laplace’s equation. The 
(MFS) is understood as being an easier process than these other methods [6]. What w ill 
be explained is using the (MFS) to find numerical approximations to Laplace’s equation 
which satisfy the boundary conditions. When the domain o f a particular problem 
encountered is particularly complex an approximation can be found w ith relative ease 
using the (MFS). Recent tests reveal h ighly accurate results which w ill be noted in the 
examples that follow the explanation o f the problem.
Because Laplace’s equation can be solved using the (MFS), the resulting 
homogeneous equation, after the (MPS) is applied to Poisson’s equation, can also be 
solved using the (MFS). This chapter w ill cover the basic formulation o f the problem and 
the efficiency with which the problem can be solved using the (MFS). A general method 
for solving the Laplace equation with the natural and essential boundary conditions w ill 
be explained for R ' and R^, and examples w ill be used to illustrate the efficiency o f this
8
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method.
2.2 The Laplace Equation in R'
Consider Laplace’s equation for domain Qcz R~ :
=0- ( x .y ) e Q  (2.2.1)
» = v). ( -v .y )€ r ,  (2.2.2)
= ( -v ,y )e r ,  (2.2.3)
cn
r, u T ,  =cQ
The fundamental solution for Laplace’s equation is known to be:
; ^ lo g ( r ) ,  in/?-
I jT
Consider a fictitious domain in which Q is completely contained. Denote this domain 
by Q, thus Q  c  Q . It is known that an efficient geometry o f Q that is commonly used 
in practice is a circle whose center is the center o f  Q . However, the center o f  the domain 
and the fictitious boundary do not necessarily need to have the same center. I f  N points
are distributed on the boundary o f Q and N  different points distributed on the boundary 
o f Q  we may construct a system o f equations according to the follow ing equation:
"(-T U ’, ) = S X  log f  where r  = -  x, ) ' + (y, - ) '
/'I (2.2.4)
for ( . v , y )  €  (?Q, ( -V,  r )  e  cQ, /  = 1,2,..., N
thereby obtaining the system o f equations in equation (2.2.5).
A fter solving this matrix an approximation can be obtained at any point w ithin Q 
denoted in equation (2.2.6).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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log r„ log'-,: ••• log 'I, c,
log'': I log r,. log A; c. = A :)
lOg'-n, logr„, ■ • logr^m
A = 1 or 2 (2.2.5)
(2 .2 .6 )
w here r  = ^ { ^ p -x f j  ) ' for { p , q ) e Q .  { x . ÿ ) e ô Q .  / = 1.2.......V
then by distributing enough points w ith in Q and obtaining approximations at each point 
we may compare and find the maximum error between the approximation and a known 
exact solution which w ill yield the information that is needed in order to evaluate how- 
accurate the approximation can be obtained. We may analyze this occurence according 
to:
IK '-» IL (2.2.7)
where i i [p.q)  is the known exact solution, which w ill be a focus o f interest in the
examples, later in the chapter. We w ill also see that the geometry o f Q can affect the 
error in the approximation. What was obtained up to this point is a formulated process 
for approximating the potential. Now, what w ill be explained is the appropriate 
methodology for approximation the potential gradient which w ill reflect a few minor 
changes in the preceding formulation. Since log r  is the fundamental solution used for 
approximating the potential, we may approximate the potential gradient according to:
t / lo g r  ,
 ;--------= /  c , -----------, where
dn ^  dn
(2.2 .8)
d  log /• _ 1 
dn r
dr dr
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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and « is the outward normal to the boundary at (.r. v).
Thus, equation (2.2.6) is changed so that the left hand side is replaced by
1
and the right hand side is replaced by
cu
cn
respectively. Hence, we obtain an approximation at any point w ithin Q according to:
(2.2.9)
on
Thus, approximations can be obtained where the boundary conditions are defined 
according to the potential and the potential gradient w ith regards to the outward normal at 
that point. In order to demonstrate the accuracy o f this method in R~, we w ill now look 
at some particular examples, which have been selected from references [16,4,8].
Example 2.2.1:
Consider the following equation:
"u  =0- (-V -v)eD  
« = e 'cosy, (.r, v )e c Q
where the boundary is defined as
/ /
dQ = \ /cos2/ + V l . 1- s i n '  2t jc o s f ,  \jcos2/ + \ / l . l - s i n ' 2/ sinr
/
Figure 1 on page 50 has a graph o f  the domain Q as in ref. [8]. The radius o f the source 
circle w ill be fixed at 6. The amount o f the maximum error witnessed within Q w ill be 
obtained by distributing 57 test points evenly throughout Q . Table 1, page 17 w ill
reflect the maximum error for different numbers o f nodes distributed on dQ and c Q .
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
12
Notice the improvement o f  the error for the greater number o f nodes distributed on the 
boundaries up to 50 boundary' nodes then very little  improvement and even worse at 100. 
This suggests that for solving the homogeneous solution o f Poisson's equation can 
achieve up to 13 digits o f precision depending upon the accuracy o f the appro.ximation o f 
the particular solution for this geometry o f  the domain and natural boundary condition.
Example 2.2.2;
=0- (-V..v)6Q 
u = x + \ \  { .v . i')e c Q  
cQ = (2cosr.s inr)
For this example we would like to define the boundary o f the domain to be an ellipse as 
shown in Figure 2. page 49 w ith the boundary conditions as in ref. [4]. The information 
w ill be the same as in example 2.2.1 except the number o f test points w ill be 147. The 
graph o f the domain Q is given in Figure 2 on page 18.
Table 2, page 17 has the error information. For this particular example we see very 
high accuracy with no improvement past 30 boundary nodes. This illustrates the 
effectiveness with which the (MFS) can be used to solve the homogeneous type Laplace 
equation in R ' .
2.3 Laplace’s Equation in R^
The three dimensional case is very much the same as the two dimensional case except 
for a few minor changes. However, the way in which the points are distributed on the 
boundary o f the domain are different depending on what type o f domain is being 
analyzed. A number o f points w ill be distributed on the surface boundary o f the domain, 
and instead o f a source circle as the fictitious boundary, a source sphere is used. Sim ilar
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
13
to the 2-D case the boundary o f the domain is completely contained in the source sphere. 
Consider the fo llow ing Laplace’s equation in 3-D:
“cr + “n + “v = 0. c) e Q (2.3.1 )
= r ,  (2.3.2)
CU
^  = (-v .r .r)er, (2.3.3)
r, u  r ,  = cQ.
The fundamental solution for the potential in 3-D is:
1
A/rr
Thus, after the points are distributed with regards to the 3-D case, equation (2.2.4) is 
modified with respect to the change in dimension.
• * j  I  1 1 -,
“ (■y-A,.-- ) -  - -  r  = ^(.v, -.v, ) ' +{y, -  v, ) ' + ( - - f  ) ' (2.3.5)
"I
for ( ,Y. ; .  r  ) e cQ, ( x. y. z ) € cQ, / = 1.2.... ,\'
The system is then constructed the same as in equation (2.2.5) and after the N
unknown constants are found we obtain an approximation similarly to equation (2.2.6) 
w ith regards to the change in dimension.
“ = 2 c, —, where t) = )' + ( q - y j  +{s - z ^  )‘ (2.3.6)
/ = 1
for ecQ , ( .v ,y . f )6  cQ. / = 1.2....X
This explains how to find the approximation to the potential in . The potential
gradient can be found sim ilarly to equation (2.3.5) w ith respect to the change in the 
fundamental solution w ith:
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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c » (.y .y  , r  )
cn dn
, where (2.3.7)
V /• - 1 1 dr dr dr
— r  — n 4 n 4 n.
dn r ' y d x  dy dz
=  + { y - y ) n ^
(2.3.8)
J
Thus, after solving the system we may obtain an approximation at any point inside the 
domain according to:
„ '
cn ~  dn
(2.3.9)
2.4 Least Square with the (MFS) in /?'
Depending upon how the points are distributed on the boundary o f the source sphere 
and the boundary o f the domain, the number o f points on each o f these surfaces could 
\ ery well differ. To remedy this problem we construct the A/ x N  least square system. 
The previously defined equations are then changed by simply substituting M  for N  where 
it is appropriate. The follow ing examples use the least square method.
Example 2.4.1;
Consider Laplace's equation in /?■’ w ith the following boundary conditions: 
u „  u,. = 0. ( .Y. . c ) e Q
n = . Y 4- v4-r. ( . Y . y . r )  € c Q
In this example the domain that w ill be used w ill be the ellipsoid given by the equation
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Y"
^  + . v '+ r '< l .  There w ill be 353 points evenly distributed on the surface o f the
ellipsoid and 305 points evenly distributed on the surface o f the source sphere. The 
center o f each surface is (0,0,0).
Table 3. page 17 w ill show the corresponding maximum error for variable radii o f the 
source sphere labeled in the first column. From Table 3 o f the maximum errors 
witnessed within the ellipsoid we may conclude that the measure o f the radius o f the 
source sphere greatly
effects the approximate solution for this particular problem. Example 2.4.2 w ill have a 
sim ilar table.
Example 2.4.2;
“ u + “ = =0- ( .v .y .c )6 Q  
u  =  e ' c o s \ \  ( . Y , y ,  r ) e c Q
The data used for this example w i l l  be the same as in Example 2.4.1. From Table 4, page 
18 we see that the measure o f the radius o f the source sphere is affecting the solution. 
The two examples show that the measure o f the radius affects the solution and that there 
is no way to predict in what way the solution w ill be affected by the change in the radius, 
since in the first example the solution improves for larger radii, but in the second example 
the solution becomes worse after the measure was 25 at 75.
2.5 Conclusion
The (MFS) can have very accurate results in the 2D case, which implies that it can be 
used efficiently for solving the homogeneous solution after the (MPS) has been applied in 
further chapters. The 3D examples suggest that the (MFS) could contribute to a larger
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error in the final solution after a particular solution has been found using the (MPS) i f  the 
accuracy o f the (MPS) is better than the accuracy o f the (MFS). When the two solutions 
are added together the accuracy shouldn’ t be better than the lesser accurate o f the two 
methods separately.
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Table I: Maximum errors usingN nodes (Example 2.2.
N I I " - " IL II" -"11
10 3.9969x10"' 50 4.1034x10'"
20 1.6307x10"'’ 60 2.7511x10'"
30 6.3202x10'* 80 2.9132x10'"
40 2.7324x10'" 100 1.1655x10'"
Table 2: Maximum errors usine N  nodes (Example 2.2.2)
N I I " - " IL ,v I I " - " IL  !11
10 2.80x10'* 40 4.89x10 '* i
20 1.87x10''° 60 6.33x10''*
30 3.55x10 '* 100 1.27x10''"
1
Table 3; Maximum Error (Example 2.4.1 )
! R I I " - " L
5 6.80x10'-
15 4.53x10'"
25 4.92x10'*
75 5.67x10 ''
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Table 4; Maximum Error (Example 2.4.2)
R I I " - " I L
5 22
15 1.51x10"
2.13x10"'
75 .0858
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CHAPTER 3 
INTERPOLATION METHOD
3.1 Overview o f Problem 
Radial basis functions (basis functions) can be used to interpolate a functional 
surface. This suggests that basis functions can be used to obtain particular solutions, 
also. This chapter illustrates the effectiveness with which basis functions can interpolate 
a known surface with m inimal error.
The methodology o f  this is explained and then there are examples. It is o f great 
interest which basis functions give the most efficient and accurate results. It is also 
known that in application problems in the sciences and engineering the number o f points 
used for interpolation must be kept to a minimum to be acceptable.
When the use o f basis functions are extended to obtaining a particular solution to 
a partial differential equation, it has been found that certain basis functions can produce 
an ill-conditioning effect on the corresponding matrix. This has led to the use o f 
compactly supported basis functions, which is considered to have neutralized the il l-  
conditioning effect [6]. Some examples w ill be given for obtaining approximations to 
Poisson’s equation fo llow ing the explanation o f the methodology used to obtain the 
particular solution.
19
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
20
3.2 Surface Approximation 
Given a surface which has a domain in R '^, an approximation o f this surface can 
be obtained with the use o f a basis function. There are different types o f basis functions 
which are listed in Table’s 5-8 pages 34-35. The amount o f  error that a given basis 
function yields after interpolation is a subject o f research interest in this field, currently 
[17].
Definition 1:
Let ^ ( ||.v - .r  I) be a continuous function on /?. = {.v > 0} such that (/^(O) > 0 we say that 
g is a radial basis function i f  it is o f the form g(.v) = ^(|j.v-.v.||) where
■V* [1]
The indices k represents a number o f points that w ill need to be distributed in a 
desired domain that w ill be used to construct a system o f equations to interpolate a 
surface or function. There has been interest into what the best way is to distribute the 
points in order to produce the most efficient approximation. In this chapter a number o f 
points w ill be uniform ly distributed throughout the domain. A  definition for what is 
known as positive definite basis functions is given next.
Definition 2:
A continuous function (p - .R'^-^R is positive definite i f f  there exists <!);/? ->/? such 
that (p[x) = 0(||.v||), where ||| is the Euclidean distance in and the quadratic form,
 Â,)
1=1 j=\
is strictly positive when the vector A # 0  for all sets o f distinct points in R “^ . Hence, i f  
(p is positive definite then the corresponding matrix used for interpolation w ill be
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
positive definite as well [11].
Furthermore, i f  the system defined by equation (3.3.1) is positive definite then it 
w ill have unique solution and be non-singular. (The matrix w ill be explained after the 
following tables in regards to its role in the surface approximation.) Table 5. page 34 
contains a list o f  basis functions which are positive definite.
Some basis functions require an extra polynomial to be added to the formula so 
that the solution is compatible with the changes in the system, such as the thin plate 
spline. The specific details o f  this added polynomial won’t be discussed here. Table 6. 
page 34 has a list o f semi-positive definite basis functions.
Positive definite basis functions do not require any added polynomial. Recent 
developments in a class o f basis functions known as compactly supported basis functions 
are positive definite basis functions with an added constraint on the interpolation process 
and this is known as a cu t-o ff parameter which can be defined as the following:
U O . . f o < . s i l  
[O. i f / - > l  I
Table 7, page 35 has a list o f Wendland’s basis functions which are defined by 
equation (3.2.1). Another form o f compactly supported basis functions were constructed 
by Buhmann [15]. These have the same property as in equation (3.2.1) and are listed in 
Table 8, page 35.
By adding a cu t-o ff parameter to the compactly supported basis function equation
(3.2.1) is modified according to the following equation:
( ..
(P
<P
CCJ
, i f  0 < /• < or 
0, { { r > a
(3.2J)
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This cut-off parameter can reduce the amount o f computation required for 
interpolation by reducing the number o f non-zero elements to a minimum in the resulting 
matrix and then using a sparse matrix solver to solve the system o f  equations. 
Furthermore. Tables 7-8 are simply modified w ith regards to the change in the 
independent variable.
3.3 Explanation o f Problem 
The matrix .4^  w ill be constructed according to the following formula:
(3.3.1)
where .V € Q c  R‘' andp(A ' )  is a polynomial depending on the choice o f  (p, needed to 
ensure a unique solution. This results in a system o f equations consisting o f  the n 
unknown a ' s  which can be solved after the construction o f the matnx = f .  I f  
is positive definite then we obtain the following system o f equations:
(3.3.2)
«1 / ( • V ,)
• <P{*-Zn) a . =
«n /(•»■ .)
I f  (p{r) is the thin plate spline then we obtain the following:
P = m R -
In R'  the above system has an extra variable w ith regards to the extra dimension 
x,y,z,l, so thus the change in the system is modified according to equation (3.3.3):
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
23
A p a f
0 P 0
(3.3.3)
where ^  =  •
.\fie r the previously explained process is implemented and the unknown 
constants are found we may interpolate the entire surface by generating a grid with a 
number o f test points that w ill be distributed uniform ly throughout the domain. Thus, i f  q 
is a test point w ith in our specified domain Q œ R'  ^ then we obtain the following 
equation;
I = 1
for r/ = 2
P{ ^ )  = + ror,., for (/ = 3
(3.3.4)
(3.3.5)
under the constraints that 
S " -  = = 0. fo r (/ = 2
i = l  1=1 1=1
= '^ a ,x , = = '^ a ,z ,  = 0, f o r = 3
r = l  1 = 1  t = l  < = 1
The thin plate spline p{g)  : (reference [8] for more details concerning the extra 
polynomial), but i f  (p{r) is positive definite then p[q)=0  [6]. We then obtain an error
at each point between the original surface and the approximation. What is o f interest is 
the maximum error which is given by the formula;
7 ( 9 ) - / ( ? ) [  = m a x ^ .n { | / (9 ) - / (9 ) |}  (3.3.6)
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3.4 Numerical Examples
Example 3.4.1;
Consider the following function.
/ ( . r ,  i ) = sin .r sin y  
-5  < .V < 5, -5 < y < 5
For testing purposes we would like to see what the maximum error is for interpolation. 
For this interpolation 100 equally spaced uniform points were implemented within the 
domain which were used to construct the matrix. A fter the matrix was solved 441 
equally spaced test points were used to reconstruct the surface and evaluate the error 
throughout the domain. Table 9, page 36 contains the maximum error associated with the 
multi-quadrics and inverse multi-quadrics basis functions with different values o f the 
constant c is given.
The other basis functions w ill not be tested since the maximum error is much 
greater than the preceding analysis. However, the compact support basis functions w ill 
be tested since the cut-o ff parameter can lower the amount o f computation involved in the 
process and can neutralize the ill-conditioning effect on the matrix. Using the Visual 
Fortran IMSL Library there is a built-in function called a sparse matrix solver which 
takes a sparse two-dimensional matrix and puts the non-zero elements o f the matrix into a 
one-dimensional matrix and only uses these elements in the computation [11].
Table 10, page 36 w ill analyze the maximum error, the number o f elements o f the 
non-zero one-dimensional matrix "nz " and the value o f  the cut-o ff parameter. Notice the 
better approximation w ith the higher order polynomial for larger values o f c in 
Wendland’s. However, in the context o f using compact support basis functions we are
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interested in keeping the maximum error reasonably low, but at the same time obtaining 
the minimal length o f the one-dimensional matrix which involves less computation, 
requires much less time and reduces the risk o f the ill-conditioning problem [6].
3.5 Application to Approximate Particular Solutions and Numerical Solution to
Poisson’s Equation 
Consider Poisson’s equation with the Dirichlet boundary conditions:
= / ( A ' ) ,  A ' e O  (3.5.1)
» = g ( A ' ) ,  .V 6 cQ (3.5.2)
As previously explained in chapter one we would like to obtain an approximate particular 
solution to (3.5.1-3.5.2) with the use o f basis functions. Since we know that basis 
functions can interpolate functions we may obtain particular solutions in a similar manner 
given that Ai<  ^ = / ( -V ). The problem then becomes how to obtain , numerically.
Since we know that
= (3.5.3)
( = 1
as in [8] we have that
"p (A ') = (A  ) = ) (3.5.4)
1=1
where in general
A T ( r )  =  ç j ( r ) . a n d r  =  | | . v ^ - . r j | | ;  k = \,2,...,n
Thus, i f  we obtain a particular solution for say m points where A', € 5Q then by 
subtracting each particular solution from equation (3.5.2) given by:
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(3.5.5)
this equation yields Laplace’s equation as explained in chapter one. Then, the (MFS) is 
applied as explained in chapter two and thus obtaining the approximate solution o f 
Laplaces equation. The entire approximate solution is then given by:
" ( 9 )  = « ;,(9) + '-(9 )
where q e Q .  is a test point any where inside the domain and v is the homogeneous 
solution.
3.6 Derivation o f Particular Solution in R'
It is known that a particular solution o f the Laplacian must satisfy the following 
formula in polar representation o f the Laplacian [7]:
\ (  d dA•^—  r -----
dr dr
= (p[r) (3.6.1)
where (p[r) is a known basis function. W ith this formula we can derive particular
solutions to equations (3.5.1-3.5.2) for the given basis function.
Example 3.6.1
Consider the linear basis function <p[r) = r then from equation (3.6.1 ) we have
r I dr dr
-  r
d  d ^—  r -----
dr dr
= r'
d ^  r '
r  = —  + a
dr 3
hence,
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£
dr h r
HP(r) = — + a\nr->rbV / 9
By letting a=b=0 we have that a particular solution w ith the use o f r as the chosen basis
function is — .
9
Example 3.6.2
Consider the thin plate spline
d  r /Y  
dr dr
= r'  log r
thus, after solving, as in [9] we have,
Y ( r )  = — r"  I n r — —
 ^  ^ 16 32
Example 3.6.3
Consider the multi-quadrics basis function
= \Jr- +c-
V
d  d ^—  r -----
dr dr
thus.
+ c
which is the particular solution for the multi-quadrics basis function.
This explains the general procedure for obtaining particular solutions to equations 
(3.5.1-3.5.2) using basis functions. The following method illustrates the procedure for 
obtaining particular solutions to compact support basis functions, as previously listed in
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Tables 7-8. These can be derived by using the integral formula defined in equation 
(3.6.2) as in [6]:
Y dt ds, r < a (3.6.2)
\
dt ds+ P
H a Y i
ds, r >a
Example 3.6.4 
Consider (p^
f r " / r '
kOc) \ a ,
thus,
I ; K ‘ “ 7 dt
,  f l  1 ,  3 5 " - 8 5 < a r  +  6 o r ' j
ds =  s ' ------------;--------- ds =
•'5 12 a ' 16a-
—  r + — r'  
9a  4
K ' - 7
dt , 13 :ds =  a
144
I f i ) .
^ 1 rds = — a '  In — 
12 a
hence, a particular solution is as follows:
Y
Y
16a' 9a 4
+ — , r < a
y  2 /  r
V a J
^ r'] 13a' 1 r
—    H-------- a  " I n  — , r  >  a
y a  J 144 12 a
For
f r ^
f
1
V a ) \ a  ;
we find that a particular solution follows from equation
(3.6.2) and is as in [6]:
Y ,
4 r ' 5 /  4r* 5r"
+ — r < a
49a* 12a" 5a* 8 a ' 4
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^  r  r  ^ 529a' 1 . ,  r
Y ,  — = ———  + — a ' I n — . r  > a
5880 14 a
Table 11, page 37 contains the particular solutions for Buhmann s compactly 
supported basis functions derived from the integral formula in equation (3.6.2) which are 
newly developed for this method, but quite complicated.
3.7 Numerical Examples in R'
In order to illustrate the efficiency o f this method we would like to look at some 
specific examples taken from reference [4]. We w ill examine the accuracy w ith which 
the method interpolates the forcing term and the final solution for various basis functions. 
Tables 12-15 have the information regarding the maximum errors for each example.
Example 3.7.1
w „+ w „ = -2 . (-v .y )e Q  
M=0, (,V, i )6  5Q
The domain O w ill be the ellipse as in Figure 2. There were 40 points distributed 
uniform ly within Q which were used to interpolate the forcing term, -2 and obtain a 
particular solution. The number o f nodes distributed on the boundary o f Q was 20 
which were used to implement the (MFS) in order to solve the resulting homogeneous 
equation. 148 test points were then uniform ly distributed inside Q  to obtain the 
approximate solution. The analytical solution to the problem is known to be
“ .8 —  4- y  —
v 4  ' y
Table 12, page 37 w ill illustrate the maximum errors, between the exact solution 
and the approximate solution, obtained for the first two o f Wendland’s compactly
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supported basis functions as listed in Table 7, since these basis functions can neutralize 
the ill-conditioning effect [6].
Example 3.7.2
"xr + " n  { x . y ) e Q
u=Q,  (.v ,y )6  5 0
The information for this problem w ill be the same as in example 3.7.1, but with a 
different forcing term and w ith the analytical solution known to be
-1 r  r '  A
— —(50x' - 8 y +33.6) — + y ' - l  . Table 13, page 38 has a list o f  the corresponding 
-46 X 4 y
maximum errors.
Example 3.7.3:
+w,, = 2 e " \  ( .r .y )€ Q  
u = e '"  + e ' cosy, (-v,y) e 5Q
For this example the domain Q was defined as the Oval o f  Cassini as in Figure 1.
57 internal nodes were then evenly distributed within Q to interpolate the forcing term
and obtain a particular solution. Then, 50 boundary points were evenly distributed on
dCl. 16 test points were then evenly distributed within Q in order to obtain the
approximate solution. The exact solution is known to be + e ‘ cosy . Table 14,page
38 contains the maximum errors for different values o f a  and the corresponding length 
o f the one-dimensional matrix used to interpolate the forcing term.
Example 3.7.4:
10' , . _
(-v ,y )e Ü
M = 0, ( .v ,y )e 5 Q
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
31
This example is a benchmark problem explained in reference [4,10]. Q is 
defined in Figure 3 on page 50. There were a total o f 35 internal nodes and 24 boundar) 
nodes evenly distributed. The temperature at the center (0.0) is known to be exactly
310.1 degrees Celcius.
Table 15, page 39 has a list o f temperatures for the two basis functions. From the 
approximate solutions in the table we see that the solution doesn’t always become more 
accurate as a  gets larger which differs somewhat from previously defined tests.
3.8 Derivation o f Particular Solutions in /?*
In R} there are some m inor changes in the methodology. Suppose tp{r) is a
basis function then we obtain a particular solution according to the Laplacian in R' 
which is
Hence, using (p[r) to interpolate the forcing term, then by solving equation (3.8.1) for 
Y ( r )  we find a particular solution. Then, we follow the same process as for the R'  
case.
Example 3.8.1
Consider <p[r) = r , then
( d  ,^ /Y— r ‘ -----
dr dr
= r
■r
dr dr ;
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d r ~ A
^ Y  r  c, 
dr 4 r*
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Y( r )  = — + —+ c,
 ^ '  12 r ■
thus, by letting c, = c, = 0  we find the particular solution to be
As for the case o f the compactly supported basis functions we have that the following 
integral equations need to be solved to obtain a particular solution.
/
(pf i - W ,\ a
ds. r <a
Y - ] =  ] r ( p { - \ i t  r / . v + J - V  p v f -
a )  \ a )  j s -  [ a
dt
(3.8.2)
ds. r >a
E.xample 3.8.2
Consider the first two o f Wendland’s compactly supported basis functions.
/  M X f ^ \-
I -----
r
\ a j V a y
r 1- - ± l + l ' l
a  JV ay
After solving the above integral equation for each, we find that the particular solutions 
are as follows:
hence.
Y,
\ ccj
/•" /•* r' ;--------1---- , r a
20a'  6a 6
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Y .
\CXj
a'  a= ----------- , r > a
12 30r
Y ,
y 2r
\CCj 14a* 14a" 3a* 2a
Y ,
 ^ r \  a '  a*
v a ; 14 42/-
r > a
3.9 Numerical Example in R~
Example 3.9.1
Consider the fo llow ing problem as in refs. [8,9,10].
"xr +"= = 4 - .v ' ,  ( .v .y . r )e Q  
.r"
/ / = - ~  + .v '+ r ' ,  ( .v ,y , r )€cQ
where Q is defined as the ellipsoid in example (2.4.1). The exact solution is known to 
.v"
be / / = i ' + r ' . There were 93 points uniform ly distributed within Q used to
interpolate the forcing term and obtain a particular solution.
There were 75 points uniform ly distributed on the boundary o f Q and 32 points 
uniform ly distributed on the boundary o f the source sphere thus obtaining a least square 
system to solve the remaining Laplace equation with the (MFS). There were 34 test 
points evenly distributed w ith in Q in order to obtain approximate solutions and a 
maximum error. Table 16, page 39 contains the same type o f data as the previous 
examples in R - .
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T ab le  5: Positive D e fin ite  Basis Functions
Guassian <p{r) = e'"' : c> 0
Inverse Multi-Quadrics
Table 6; Semi-Positive Definite Basis Functions
Linear (p[r) = r
1
Cubic (p{r) = r^
Higher Order Splines in /?* (p{r) = « > 0
Higher Order Splines in R' (p[r) = r'" log/-. /; > 1
Multiquadrics
<p{r) = ( r - + c - y
i
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Table 7: W end land ’s Compact Support Basis Functions
R‘ (p{r) = { ] - r ) C"
R' (p{r) = { l - r f  {3r + \) c
■
R' <;3(r) = ( l - r ) y r '  + 5 r  + l) C"
R \R -' C"
R\R -' ^ï?:(/') = ( l - / - ) ' ( 4 / '  + l) C  1
R \ R ^ ç>3(r) = ( l - r ) ' ’ (35 r' + 1 8 r+ 3) c "
R \ R ' ^ ^ ( r )  = (l-/-)*(32 /-* + 25/-'+8/- + l) C" '
Table 8: Buhmann’s Positive Definite Basis Functions
<pAr) = 2r* lo g /'-7 ,- *  + —  ~ 2 r '  + 7
" 2 3 6
/ X 112 , 16 ; _ 4 14 : 1(p. ( r  ) — r * + — — 7 r  r  + —
'  45 3 15 9
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Table 9; Maximum Errors (Example 3.4.1)
i c
i
7 - /  ^
i 1! 1.53x10" 1.69x10"
3 1.83x10'* 3.04x10'*
; 5
!
2.39x10"" 4.17x10""
1 7 1.82x10"" 7.50x10*
9 3.11x10"" 1 1.80x10'*
1
1 11 5.34x10" 4.20x10*
i
Table 10: Maximum Error with Wendland’s and Buhmann’s compact support basis
functions (Example 3.4.1 )
i c nz (
' \ -
! !
<Pz -\ c ) U v ^ 4 7 ]  ! ^ 4 7
j
I 1 442 .172 8.60x10"' .174 7.08x10"' 120
1
' 2 1410 4.03x10"' 3.79x10"' 6.20x10"' 3 . 7 8 x l O " ' i  4.00x10 '
i
3 2868 2.62x10"' 2.11x10"' 1.97x10"' 1.94x10"' 2.33x10"'
4 3 8 8 2 2.91x10"' 1.66x10"' 1 . 2 3 x 1 0 " ' 1.44x10"' 1.89x10"
5 4702 4 .1 9 x1 0 ' 1.40x10"' 8 . 2 4 x 1 0 ' * 1.17x10"' 1.63x10"
6 5004 3 . 5 4 x 1 0 " ' 1.64x10"' 7 . 6 0 x 1 0 * 1.45x10"' 1.58x10"
7 5048 3 .4 7 x1 0 ' 1.91x10"' 8 . 0 9 x 1 0 * 1.69x10"' 1.85x10"
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Table  11: Buhm ann’s Basis Function  Particu lar Solutions
Y
A  , r  25r" 16,*
   In --------------7  -t- r
18a" a  216a" 75a ’
7 7 a ' a '  , r
 H In — . r > a
5400 90 a
r
ï â -
+ — . r< a  
24
448r' I r  64r
! — + ■
7r" r '  ,
T + — . /• i=a
7605a" \  a  363a’ 36a" 120a' 36
15043a' 7 a ' , r
------------- H--------- In —. /■ > a
1472328 858 a
Table 12: Maximum Errors (Example 3.7.1 )
nz II "  II
105
i
.5 .236 .254
306 1 3 .8 5 x1 0 ' 1.43x10"
; 502
1
1.5 1.12x10" 6 .83x10"
625
Î
2 6.80x10" 4 .09x10"
802 3 3.94x10" 1.93x10"
820 4 2.82x10" 1.12x10"
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Table 13: M ax im um  Errors (Exam ple 3.7.2)
' nz ! ^
i !
11“
, 105 ! .5 ! 8.94x10" 9.62x10"
: 306
i
! 1
I
3.27x10" 2.84x10"
1 502
1
1 1.5 2.23x10"
'
i 1.70x10"1
625 2 1.79x10" 1.20x10"
802 : 3
1
1.43x10" 7.40x10"
820 4 1.27x10" 5.63x10"
Table 14: Maximum Errors (Example 3.7.3)
nz or
1!
11“ - “ IL
476 •5 3.75x10" 1.01x10"
1106 I 1 3.32x10" 1.05x10'
1625 i 1.5 2.36x10" 7.80x10"
I 1653 i 2
I
2.99x10" 5.47x10"
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Table 15: Tem perature in Celcius
39
nz
1
i
a ( p ,  \ (p.
! 35 .1 164.03 ;
j
138.64
293
Î
.3 295.39
1
312.59
j 529 .5 303.39 Î
!
313.18
628 .7 312.92 310.70
630 .9 311.50 314.12
Table 16: Maximum Errors (Example 3.9.1 )
: nz a 11“ - “ IL !
!
11“ - “ IL
1 300 .5 .430 ! .538
645
1
.7 .162 i
i
.245
970
1
.9 9.95x10"
i
.113 i
I
I 1832 1.1 .155 i 8.47x10" !
1991 1.3 .207 i
!
.145
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C H A P T E R  4
APPROXIM ATION M E TH O D  FOR POISSON’S EQUATION
4 .1 Overv iew o f Method 
Recently, a new method o f approximation researched and developed by Li and 
M icchelli has been introduced to this field o f  study. The basis functions differ somewhat 
from the basis functions listed in chapter 3, but have the same names. In [5.13] we see 
that the Guassian, Multi-Quadrics, Inverse Multi-Quadrics, Thin Plate Spline and 
Compact Support basis functions are constructed in a different and new manner for the 
approximation purposes.
This new development reveals that a wider variety o f basis functions can be 
developed, so that each particular kind has a number o f different functional 
characteristics. This can be seen in  the following list. This method, as previously 
mentioned, has no matrix implementation thus has no problem with ill-conditioning 
involved with a matrix.
Gaussian R' \
<z)(r) = e " ' ,  M >0
Compactly Supported Radial Basis Functions;
40
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(p{r) =
(2« + 3)ü 
4;r(2n)!! 
0,
( l - r ' f , 0 < r <  
r > 1
in /? '
where,
«!! =
where « > 0 in both cases.
Inverse Multi-Quadrics:
13  5 ... », i f  « is an odd number 
2 4 6 ... », i f  » is an even number 
(» + l)(»  + 2)
2/T
0,
- r ( l - r ' ) ,  0 < r < I  
r  >  1
in/?-
 ^ in/?'
(2» - 2)!!
2 . T ' ( 2 » - 5 ) ! ! ( r ' + l ) "  2
, » = —. for A' > 2 an odd integer in /?’
and the special case in /?*
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4;r(r* + l)
The details o f  the methodology o f the construction o f these basis functions can be 
referenced in [13] as well as the Thin Plate Spline and Multi-Quadrics.
4.2 Formulation o f .Approximation Method 
Denote by Z* the set o f all multi-integers and by Z ] all the non-negative m ulti­
integers in /?*. Define i = ) € Z ]  where |i| = ] ^ 4  • Let IT ' '’ (£)) be the Sobelev
*=i
space consisting o f all distributional functions/on D  w ith  all distributional derivatives
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D‘ f  in  V'{D)  fo r a ll i e Z’ w ith  |i| < /  and
l l / l l .  nm := I
if Id
(4.2.1:
I f  p=2 then H ‘{D) = IV‘ -{D)  is a Hilbert Space. [5]
Choose ^>0. and Q , = Q + J7 where/  = [ - l . l ] \  Suppose we have a function 
/  6 I f ' "" ( Q^,) then we may define a function % e CJ" ( 7C ) such that x  is identical to 
one on the closure Q and vanishes outside o f Q , . Define = / / ,  then f  e I f  [R' )  
and is compactly supported in . Let Ifg' '’ ( ) be the subspace o f functions in
I f"  ) that vanish outside o f Ü , . Given that/  is in 11 '^^  ( Q .) for some t)' > 0  we
may then approxim ate/for integers n > 1 by:
s . / ( . v ) = - / t Z  / J ^ W - V . V 6 f i
fl i=/.(n,i V n /
(4.2.2)
where 0 < r  < 1,
/ . ( d ) : =  i sZ ' : i i+1
n n
n o , # o (4.2.3)
and (Z) is the basis function in / ( / ? ' )  with 1 :=(1.....1)€ Z' and
y ( x ) d x = \
Furthermore, equation (4.2.2) is equivalent to the following [5,13]:
‘± L
n ' " |,.,.)lL|n,) \ n  n j  
I ^
n
\  \  
\
X — , y ~  
n n
. in # -
/ /
- A , -
\ n ' n ' n  J
n x - - , y - ‘- ^ , : -  —
V « n n j j
. i n # '
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This yields an approximation to the forcing term /  in equation (1.1.1-1.1.2) given by 
B„f{X)  anywhere in Q the original domain. Thus, we can establish a maximum error 
between the function and the approximation given by:
4.3 Derivation o f Particular Solution in R'
Since we may approximate the forcing term according to equation (4.2.2) using a 
given basis function we can obtain particular solutions by solving Poisson s equation in 
radial form as in [5]:
d dll/ 
dr dr
(4.3.1
i//{r) can be found by solving the above equation directly, or by the follow ing integral 
equation:
i
t//{r) = - r '  j5 ln5^)(5r)t/y + / l ln r  + 5
0
where A and B are arbitrary constants.
Suppose Aix[r)  = ^{r )  then for any constant a we have that
A ( /(a r )  = a'<p[ar) thus an approximate particular solution can be found with use o f the
following formula:
= ^(7:77 X  fx r i i '\ n '  n ) n ■ ip X - — . } — -n nnV  V i n # - (4.3.3)/ j
This gives us an accurate approximate particular solution. Then we implement the (MFS) 
as previously explained after subtracting the particular solution from the boundary
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conditions, then adding the homogeneous solution to the particular solution. Thus, for 
any point in the domain we obtain an approximate general solution, and a maximum error 
can be obtained according to:
K  ~ “ IL =  ||«„ ( . r ) - » ( A ' ) j
where u { A' ) is the known exact solution.
Example 4.3.1:
Consider the Inverse Multi-Quadrics basis function
<p{r) = — - — -— . with M = 4
thus by direct integration we may obtain the particular solution as follows:
V 3 5 In 5 _ 4 r ' + 2 r ^ ( l n ( / - ' + l ) )  + 4 r ' ( l n ( / - ' + l ) )  + 2 1 n ( r ' - f l )  + 3/-'
o ; r (5 ‘ r ' + l )  ;r [/- ' + l ) '
which is the particular solution that w ill be used in the following examples.
4.4 Numerical Examples in R'
Example 4.4.1
Consider the following as in chapter three:
= - - •  (->^.v)€Q 
w =  0 ,  ( . y , v ) € ( 3 Q
The domain w ill be the ellipse as previously defined in figure 2. Let O , = [-2 .1 .2 .1 ]' 
then/ =  -2 is in / / ‘ ( Q j ) ,  a n d i s  in fVj’' (Q^)-  Thus, we obtain a particular solution
according to equation (4.4.1). By choosing n=IOO and r  = — we find an approximate
4
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particular solution.
1 210 210 
T M  I  S / r
n  /= -2 iO i= - : io
'  L  I
, n ' n y
n "If/
45
(4.4.1)
For the (MFS) to solve the remaining homogeneous solution we choose 30 evenly 
distributed points on the boundary o f  Q and the radius o f the source circle centered at the 
origin is equal to 12. 40 test points were then evenly distributed w ith in Q in order to 
obtain an approximate general solution. The exact solution is given in Example 3.7.1 and 
the results o f the maximum error in the final solution was the follow ing:
=3.65x10'
Example 4.2.2
( . v . y ) e Q  
M=0, (A', r ) 6 c Q
For this example we use the same information as described in Example 4.2.1 except that 
the forcing term is changed to /  = - v ' and the exact solution is given in Example 3.7.2. 
The maximum error was the following:
I K - 4 ,  = 1.00x10"
Example 4.4.3
+ « „  = 2 / ' \  ( .v .y )6Q  
u = cos V, {x, y ) e ôQ
In this example the domain w ill be defined as the Oval o f Cassini as in Figure 1. pg. 18. 
The particular solution w ill be approximated according to the fo llow ing formula:
160 160 f / • \ \
r f I jn If/ n V -  —
[ n '  n, \ I  « n ) 7
where.
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r  = — and « = 100.
4
The radius o f the source circle was equal to 12 and there were 20 boundary nodes equally 
distributed on the boundary o f  Q  for the (MFS). 16 test points were distributed equally 
throughout Q to obtain an approximate general solution. The exact solution is given in 
Example 3.7.3 and the maximum error was the following:
I k - « I I  =1.91x10-'
Example 4.4.4
10' X ,  ^
« = 0 ,  (.v, ;  ) 6 cQ
This is the Benchmark problem w ith domain as in Figure 3 pg. 18. The (MFS) w ill have 
the same information as in Example 3.7.4. the temperature at the origin is 310.1 degrees 
Celcius. The particular solution w ill be obtained according to the fo llow ing formula:
J - -60 1 - \ ^
r  = — and « = 100 
4
t J
-Y  . V -------
n ' n )
The approximate general solution obtained was 310.14 degrees Celcius which differs 
from the known temperature by only 4.42 x I O '  degrees Celcius.
4.5 Particular Solutions in /?'
Similar to the R'  case, the particular solution in # ' can be derived by solving 
directly, the following Laplacian in radial form as in [5]:
d  2 dip  
d r d r
= ( p { r ) m R '  (4.5.1)
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if/[r) can be found by solving (4.5.1) directly or by direct integration according to the 
follow ing integral equation;
A
(Z/(r) = r '  p ( l  -5)(Z)(r5)6/5 +  — + 5 (4.5.2)
where A and B are arbitrary constants. In # ' we find a particular solution with the use o f 
the following formula:
« )€£i
'  ‘ 2 2 r
/ r / , L A l ln if/ n' X -------------------------. -------------
n '  >1 y I I M «  n ) j
(4.5.3)
This yields a particular solution which can then be subtracted from the boundary 
conditions and using the (MFS) to solve the resulting Laplace equation in R'  we obtain 
an approximate general solution at any point within the desired domain.
Example 4.5.1:
Consider the Inverse Multi-Quadrics basis function
( f ) { r )  = ——------ — , fo rn  = 2
4 ; r ( /  +  l ) ' '
we can then find a particular solution by direct integration using equation (4.5.2) as 
follows:
V  35 ( 1- . y )
0 4 ; r ( r / '  + l) ‘
-6  In ( r  +1 ) + 6>/3 arctan + 31n (r ' + +
72Æ
which is the particular solution that w ill be used in the fo llow ing  example.
4.6 Numerical Example in # '
Example 4.6.1:
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= 4 - -ty ( - r . y . r ) e Q
- r '
z f  = - | ^  +  y '  + z \  ( . r , y . r ) 6 c Q
In this example we see that 4 - . v '  is in i r ' " ( Q , . ) and Hy' /Q , ,  ). The domain Q is the
ellipsoid as in Example 2.4.1. We find that an approximate particular solution can be 
obtained by the following formula:
1 :i :i :i
. 3( 1-
2 k ] - 2r
/ /
i  j
\
— n If/ X - - - . y  — . :
n «7 I \ n n n J7
where r  = — and « = 10.
4
To solve the remaining Laplace equation the (MFS) was used used with 93 evenly 
distributed nodes on the boundary o f Q  and 45 evenly distributed nodes on the boundary 
o f the source sphere w ith radius equal to 12 and centered at the origin. The exact solution 
- v '
is + . 34 test points were evenly distributed throughout Q in order to obtain
the approximate general solution and the maximum error was found to be:
l k - z / | |  =7.31x10"
4.7 Conclusion
The interpolation method as described and researched in chapter three shows that 
the matrix used for implementation o f the particular solution needs to be constructed w ith 
the use o f compactly supported basis functions. The cu t-o ff parameter is needed to 
guarantee local support and makes the method somewhat unstable since there is no way 
to know what the optimum value o f this constant needs to be, which leads to a trial and 
error situation. Chen claims that the sparse matrix leads to a less dense system which
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reduces the risk o f encountering an ill-conditioned matrix, however, this has not been 
proven.
There is also evidence that the (MFS) may be causing a larger error for problems 
in R' . The number o f  points that are used on the boundaries o f  the surfaces have great 
effect on the final solution. Also, the distribution o f  the points on the surfaces affect the 
solution, whether the points are distributed uniform ly, randomly, or as Chen suggests 
quasi-randomly according to a pre-set algorithm.
From the previous examples in R'  and /?' the test results reveal that this method 
works efficiently and accurately for the given problems. There is no problem which is 
associated with the ill-conditioning as encountered w ith  the method explained in chapter 
three. This method could be extended to and have positive results for other popular 
partial differential equations that are o f current interest and research in this field, such as, 
time dependent problems, Helmholtz equation, diffusion equations, etc.
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Figure 1; Oval o f Cassini
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