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Reasoning in Attempto Controlled English
Abstract
Attempto Controlled English (ACE) - a subset of English  that can be unambiguously translated into
first-order logic - is a knowledge representation language. To support automatic reasoning in ACE  we
have developed the Attempto Reasoner RACE (Reasoning in ACE).  RACE proves that one ACE text is
the logical consequence of another  one, and gives a justification for the proof in ACE. Variations of the 
basic proof procedure permit query answering and consistency checking.  Reasoning in RACE is
supported by auxiliary first-order axioms and by  evaluable functions. The current implementation of
RACE is based on  the model generator Satchmo. 
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Abstract. Attempto Controlled English (ACE) – a subset of English
that can be unambiguously translated into first-order logic – is a knowl-
edge representation language. To support automatic reasoning in ACE
we have developed the Attempto Reasoner RACE (Reasoning in ACE).
RACE proves that one ACE text is the logical consequence of another
one, and gives a justification for the proof in ACE. Variations of the
basic proof procedure permit query answering and consistency checking.
Reasoning in RACE is supported by auxiliary first-order axioms and by
evaluable functions. The current implementation of RACE is based on
the model generator Satchmo.
1 Reasoning in Natural Language
Knowledge representation requires a language suited to the problem domain
investigated. Traditional candidates for knowledge representation languages are
natural language and formal languages. Discussing the pros and cons of natural
language versus formal languages one could easily overlook that natural language
is not on a par with these other languages, but plays an important and privileged
role. First, it is the prototypical means of human communication, and also offers
itself as a user-friendly means to interact with computers. Second, it serves
as the meta-language for all other languages, informal or formal ones. Third,
natural language effectively serves as its own meta-language, thus supporting
representation, explanation, argumentation, and analysis all in one and the same
notation. Fourth, natural language needs no extra learning effort, and – provided
we exercise some care to avoid vagueness and ambiguity – is easy to use and to
understand.
Some researchers go as far as to consider natural language “the ultimate
knowledge representation language” [18]. Arguably, natural language also has a
great potential for semantic web applications. This potential will be explored by
the EU Network of Excellence “Reasoning on the Web with Rules and Semantics
(REWERSE)”.
Likewise, we use natural language to perform common sense reasoning that
involves logical inference operations like deduction, abduction, and induction.
Knowing that
Every company that buys a machine gets a discount.
Hardware Corporation is a company and buys a machine.
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we deduce that
Hardware Corporation gets a discount.
Natural language and reasoning in natural language have concerned peo-
ple since ancient times. In more recent years researchers have increasingly em-
ployed computers to investigate the potential of natural language for knowledge
representation and its suitability for automated reasoning [9, 20]. The systems
described in these publications usually process unrestricted natural language,
typically do not use first-order logic but richer representations, and try to per-
form “one-step” inferences by introducing a large number of specialised inference
rules that should closely mimic informal human reasoning in natural language.
These approaches have two major drawbacks. First, the large number of in-
ference rules – requiring a combination of forward and backward reasoning –
makes it hard to find an effective and efficient inference strategy, and can lead
to a combinatorial explosion of inferences. Second, each new language construct
can introduce additional inference rules threatening to further aggravate the in-
ference process. Arguably, these objections apply to all approaches that perform
one-step inferences – inferences that in first-order predicate logic would require
several elementary steps.
Here we suggest an alternative approach to using natural language for knowl-
edge representation and reasoning. Our approach differs in three essential aspects
from the approaches mentioned above.
First, realising that we cannot hope to process full natural language on a com-
puter, we use a tractable subset of English called Attempto Controlled English
(ACE) – where tractable refers to both parsing and reasoning.
Second, ACE texts are translated into first-order logic. Our conviction that
first-order logic is the adequate tool for our purposes is precisely expressed by
“. . . besides expressive power, first-order logic has the best-defined, least prob-
lematic model theory and proof theory . . . ” [18] . Further support for the use
of first-order logic in the context of natural language processing can be found
in [8, 2].
Third, to show that a set T of theorems expressed in ACE is the logical
consequence of a set A of ACE axioms we automatically translate A and T into
their equivalent first-order representations LA and LT , try to deduce LT from
LA with the help of a standard first-order theorem prover, and then report the
success or failure of the proof – together with a justification – again on the level
of ACE.
The advantages of our approach are twofold. First, we can rely on the cor-
rectness, completeness and efficiency of first-order theorem provers and model
generators available off-the-shelf. Second, adding language constructs to ACE
will not affect in any way the inference rules and the inference strategy used on
the logical level. However, as will be seen in the sequel some language constructs
of ACE require auxiliary first-order axioms that necessarily enlarge the search
space for inferences.
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In section 2 we briefly describe Attempto Controlled English (ACE) and
its translation into first-order logic. In section 3 we list and motivate our re-
quirements for the Attempto Reasoner RACE (Reasoning in ACE), in section 4
we present our candidate Satchmo as the basis of RACE, and in section 5 we
sketch how we satisfy the requirements for RACE. Section 6 presents RACE’s
basic functionality, while section 7 demonstrates RACE’s application to the no-
toriously difficult processing of plurals using auxiliary first-order axioms and
evaluable functions. In section 8 we briefly discuss the performance of RACE.
Finally, in section 9 we conclude and point to open issues and further research.
2 Attempto Controlled English
Information on the language Attempto Controlled English (ACE) in particular,
and on the project Attempto in general, can be found at the Attempto web-site
[www.ifi.unizh.ch/attempto]. Here, we briefly recall ACE’s main features.
ACE is a controlled subset of standard English that allows users to express
technical texts precisely, and in the terms of the respective application domain.
ACE texts are computer-processable and can be unambiguously translated into
first-order logic. Concretely, ACE is equivalent to the subset of closed sentences of
FOL. ACE appears perfectly natural, but – being a controlled subset of English
– is in fact a formal language with the semantics of the underlying first-order
logic representation. It is exactly this logic underpinning that allows us to reason
in ACE.
The Attempto system and Attempto Controlled English are intended for
domain specialists – e.g. engineers, economists, physicians – who want to use
formal notations and formal methods, but may not be familiar with them. Thus
the Attempto system has been designed in a way that allows users to work
solely on the level of ACE without having to take recourse to its internal logic
representation.
Here is an ACE text from the example domain used in the sequel.
Every company that buys a standard machine gets a discount.
A British company buys a standard machine.
The Attempto Parsing Engine APE translates this ACE text unambiguously
into the following discourse representation structure [10]:
drs([A,B,C,D,E],[drs([F,G,H,I,J],[structure(G,atomic),
quantity(G,cardinality,count_unit,F,eq,1),
object(G,company),structure(I,atomic),
quantity(I,cardinality,count_unit,H,eq,1),
property(I,standard),object(I,machine),
predicate(J,event,buy,G,I)])=>drs([K,L,M],[structure(L,atomic),
quantity(L,cardinality,count_unit,K,eq,1),
object(L,discount),predicate(M,event,get,G,L)]),
structure(B,atomic),quantity(B,cardinality,count_unit,A,eq,1),
property(B,‘British’),object(B,company),
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structure(D,atomic),quantity(D,cardinality,count_unit,C,eq,1),
property(D,standard),object(D,machine),
predicate(E,event,buy,B,D)])
The discourse representation structure drs/2 uses a syntactic variant of the lan-
guage of first-order predicate logic. The first argument of drs/2 is a list of dis-
course referents, i.e. quantified variables naming objects of the domain of dis-
course. In our example the discourse referents A, B, C, D, E, K, L, M are existentially
quantified, and F, G, H, I, J being introduced in the precondition of an implication
are universally quantified. The second argument of drs/2 is a list of simple and
complex conditions for the discourse referents. The list separator ‘,’ stands for
logical conjunction. Simple conditions are logical atoms, while complex condi-
tions are built from other discourse representation structures with the help of
the logical connectors negation ‘-’, disjunction ‘v’, and implication ‘=>’.
Logical atoms are formed from a small set of predefined predicates like
object/2, property/2, or predicate/5. For example, instead of the usual
company(D), we reify the relation company, and write object(D,company). This
‘flat notation’ allows us to quantify over the arguments of the predefined predi-
cates and thus to express general aspects of relations in first-order axioms that
otherwise would require higher-order logic [8].
The discourse representation structure gets a model-theoretic semantics [10]
that assigns an unambiguous meaning to the ACE text from which it was derived.
Thus the Attempto system treats every ACE sentence as unambiguous, even if
people not familiar with ACE would perceive the same sentence as ambiguous
with respect to full English.
3 Requirements for the Attempto Theorem Prover
For the Attempto Reasoner (RACE) we determined a number of requirements
most of which take our decision for granted to base RACE on first-order logic.
Some requirements reflect the particular needs of the typical users of the At-
tempto system, that is to say domain specialists who may be unfamiliar with
logic and theorem proving. Other requirements concern complementing ACE as
RACE’s main input language by alternative notations. Still other requirements
refer to the efficient and flexible implementation of RACE.
Input and output of RACE should be in Attempto Controlled English. To ac-
commodate the needs of the typical user of the Attempto system the input and
output of RACE should be in ACE. Alternative forms of input should be avail-
able for users familiar with first-order logic.
RACE should generate all proofs. If an ACE text is unsatisfiable, RACE should
generate all minimal unsatisfiable subsets of sentences of the text, i.e. sets of
sentences that are unsatisfiable and all of whose strict subsets are satisfiable.
There can be several proofs of ACE theorems from ACE axioms, specifically
several answers to ACE queries. Furthermore, an ACE text can have several
inconsistent subsets. Users should be given the option to get all results.
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RACE should give a justification of a proof. RACE should provide a justifica-
tion of a successful proof, either as a trace of the proof or as a report which
minimal subset of the axioms was used to prove the theorems. Especially the
second alternative is of utmost practical relevance if the ACE text is a software
specification and users want to trace requirements.
RACE should combine theorem proving with model generation. If an ACE text
is satisfiable, RACE should generate a minimal finite model if there is one.
Theorem provers and model generators complement each other. If a problem
is unsatisfiable a theorem prover will find a proof. If, however, the problem
is satisfiable and admits finite models then a model generator will find a finite
model. Finally, if the problem is satisfiable, but does only have infinite models, we
can encounter non-termination for both theorem provers and model generators.
Besides complementing theorem provers, model generators generating (min-
imal) finite models offer additional advantages [3], foremost the possibility to
construct comprehensive answers to queries.
RACE should allow for the definition of auxiliary axioms in first-order logic.
ACE is primarily a language to express domain knowledge. However, deductions
in ACE presuppose domain-independent knowledge, for instance general linguis-
tic knowledge like the relations between plural and singular nouns, or math-
ematical knowledge like comparisons between natural numbers. This domain-
independent knowledge is best expressed in auxiliary axioms using the language
of first-order logic. Users may even prefer to state some domain knowledge, for
instance ontologies, in first-order axioms instead of in ACE. In still other cases
users may want to state something in first-order logic that cannot yet be conve-
niently expressed in ACE.
RACE should have an interface to evaluable functions and predicates. Auxiliary
first-order axioms, but also ACE texts can refer to functions or predicates, for
instance to arithmetic functions or Boolean predicates. Instead of letting users
define these functions and predicates, it is much more convenient and certainly
more efficient to use the evaluable functions and predicates that are provided by
the execution environment.
Using RACE should not presuppose detailed knowledge of its workings. Many
theorem provers allow users to control proofs through options and parameters.
Often these options and parameters presuppose detailed knowledge of the struc-
ture of the problem, of the internal working of a theorem prover, or of theorem
proving in general, that a typical user of the Attempto system may not have.
Thus, RACE should preferably run automatically, and at most expect users to
set familiar parameters like a runtime limit, or the number of solutions found.
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4 A Basis for the Attempto Reasoner
Many first-order theorem provers and model generators are freely available off-
the-shelf. Since these tools have already reached a high level of maturity, we
decided to base RACE on one of them.
Since RACE’s requirements imply extensions and possibly modifications of
the selected tool we wanted to have the tool locally available. This decision pre-
cludes solutions like MathWeb [www.mathweb.org] that farms out an inference
task simultaneously to theorem provers and model generators available on the
internet and then uses the first result returned. However, this competitive par-
allelism that leads to super-linear speed-ups can also be implemented as parallel
processes on one single machine [21].
After an extensive and necessarily subjective evaluation of candidates – in-
volving deduction rules for discourse representation structures [15], leanTAP [1],
EP Tableaux [4, 22], Otter [13] and Mace [14] – we decided to base the imple-
mentation of RACE on the model generator Satchmo [12, 5].
Satchmo accepts first-order clauses in implication form, or Horn clauses in
Prolog notation. Negation is expressed as implication to false.
If the set of clauses admits a finite model, Satchmo will find it. Satchmo is
correct for unsatisfiability if the clauses are range-restricted – which can always
be achieved – and complete for unsatisfiability if used in level-saturation manner
– technically achieved with the help of Prolog’s set predicates [5].
Satchmo is highly efficient since it delegates as much as possible to the un-
derlying Prolog inference engine.
5 Fulfilling the Requirements for the Attempto Reasoner
RACE consists of a set of Prolog programs with an extended version of Satchmo
at its core. Some of RACE’s requirements are already fulfilled by Satchmo, while
others are satisfied by RACE’s Prolog code making use of Satchmo’s basic func-
tionality and of special features of the logical representation of ACE texts.
Input and output of RACE should be in Attempto Controlled English. RACE
proves that ACE theorems T are the logical consequence of ACE axioms A,
translating the ACE texts T and A into Satchmo clauses CT and CA, showing
that CA∪¬CT have no model, and then reporting the result of the proof A ` T
using the original texts T and A.
RACE should generate all proofs. As a model generator Satchmo searches for
a model of a set of clauses. However, if the set is unsatisfiable, Satchmo will
stop immediately once it detected unsatisfiability. The requirement to generate
all proofs amounts to finding not just the first, but all cases of unsatisfiability.
We have extended Satchmo so that it will find all minimal unsatisfiable subsets
of the clauses, and thus all minimal unsatisfiable subsets of the ACE sentences
from which the clauses were derived.
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RACE should give a justification of a proof. RACE generates for each proof a
report which minimal subset of the axioms was used to prove the theorems. The
implementation of this feature relies on an extended internal representation of
an ACE text called a paragraph. The example
Every company that buys a standard machine gets a discount.
A British company buys a standard machine.
of section 2 is actually translated into
paragraph(drs([A,B,C,D,E],[drs([F,G,H,I,J],[structure(G,atomic)-1,
quantity(G,cardinality,count_unit,F,eq,1)-1,object(G,company)-1,
structure(I,atomic)-1,quantity(I,cardinality,H,count_unit,H,eq,1)-1,
property(I,standard)-1,object(I,machine)-1,
predicate(J,event,buy,G,I)-1])=>drs([K,L,M],[structure(L,atomic)-1,
quantity(L,cardinality,count_unit,K,eq,1)-1,object(L,discount)-1,
predicate(M,event,get,G,L)-1]),structure(B,atomic)-2,
quantity(B,cardinality,count_unit,A,eq,1)-2,property(B,‘British’)-2,
object(B,company)-2,structure(D,atomic)-2,
quantity(D,cardinality,count_unit,C,eq,1)-2,property(D,standard)-2,
object(D,machine)-2,predicate(E,event,buy,B,D)-2]),text([‘Every
company that buys a standard machine gets a discount.’,‘A
British company buys a standard machine.’]))
where drs/2 is a slightly extended version of the discourse representation struc-
ture discussed in section 2. The structure text/1 contains a list whose elements
are the input sentences represented as character strings. A logical atom Atom oc-
curring in drs/2 is actually written as Atom-I where the index I refers to the I’th
element of the list in text/1, i.e. to the sentence from which Atom was derived.
The discourse representation structure is translated into Satchmo clauses of
the general form
satchmo_clause(Body,Head,Index)
where Body, respectively Head, are the body and head of the Satchmo clause, and
Index is either axiom(I) or theorem(I) indicating that the clause was derived
from the I’th ACE axiom or from the I’th ACE theorem.
During a proof RACE collects the indices of atoms participating in a proof
in a sorted list. There is one list for each proof. These lists are then used to
generate reports showing which ACE axioms were used to derive which ACE
theorems.
RACE should combine theorem proving with model generation. Satchmo, and
consequently RACE, can be used both as a theorem prover and a model gen-
erator. If a set of Satchmo clauses is satisfiable and admits a finite model then
RACE will generate a minimal finite model that is returned as a list of ground
instances of atoms.
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RACE should allow for the definition of auxiliary axioms in first-order logic.
RACE accepts auxiliary first-order axioms of the form
fol_axiom(Number,Formula,Text)
where Number labels the axiom, Formula is a closed first-order formula, and Text
is a string describing the axiom. All auxiliary axioms are conjoined with the
first-order formula derived from the ACE axioms, and the conjunction is trans-
lated into Satchmo clauses. While an auxiliary axiom is processed the atoms A
of its Formula are changed into A - fol axiom(Number) so that the Text of the
auxiliary axiom becomes accessible to the justification of the proof via the index
fol axiom(Number).
RACE should have an interface to evaluable functions and predicates. Satchmo
accepts and executes any Prolog predicate – be it user defined or built-in.
Using RACE should not presuppose detailed knowledge of its workings. Satchmo
does not offer any options or parameters, nor can users interact with Satchmo.
6 Using the Attempto Reasoner
In its basic form RACE proves that one ACE text – the theorems – follows
logically from another ACE text – the axioms – by showing that the conjunction
of the axioms and the negated theorems leads to a contradiction. Variations of
this basic proof procedure allow users to check the consistency of an ACE text, or
to answer queries expressed in ACE. These two forms of deduction are especially
interesting for the analysis of specifications written in ACE, for instance for their
validation with respect to requirements.
The following examples are deliberately simple to clearly demonstrate the
basic usage of RACE. We will only show the ACE input and output of RACE and
omit the internal logical representation into which the ACE input is transformed
by the Attempto parser before being fed to RACE.
Given the three ACE axioms
Every company that buys a standard machine gets a discount.
A British company buys a standard machine.
A French company buys a special machine.
and the ACE theorem
A company gets a discount.
RACE will prove the theorem and generate the following output
RACE proved that the sentence(s)
A company gets a discount.
can be deduced from the sentence(s)
Every company that buys a standard machine gets a discount.
A British company buys a standard machine.
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Note that since RACE generates minimal unsatisfiable subsets, we only see the
two axioms actually used in the proof.
Given the same three axioms and the ACE query
Who buys a machine?
RACE generates the two answers
RACE proved that the query (-ies)
Who buys a machine?
can be answered on the basis of the sentence(s)
A British company buys a standard machine.
RACE proved that the query (-ies)
Who buys a machine?
can be answered on the basis of the sentence(s)
A French company buys a special machine.
All possible answers are generated, and for each answer we see only the ACE
axiom(s) used to derive that answer.
Similarly we can check the consistency of an ACE text. If the text is incon-
sistent, RACE will identify all minimal unsatisfiable subsets. Given the ACE
text
Every company that buys a standard machine gets a discount.
A British company buys a standard machine.
A French company buys a standard machine.
There is no company that gets a discount.
we get the two results
RACE proved that the sentence(s)
Every company that buys a standard machine gets a discount.
A French company buys a standard machine.
There is no company that gets a discount.
are inconsistent.
RACE proved that the sentence(s)
Every company that buys a standard machine gets a discount.
A British company buys a standard machine.
There is no company that gets a discount.
are inconsistent.
showing that the text contains two inconsistent subsets.
The preceding examples demonstrated the basic usage of RACE. More ad-
vanced applications making use of auxiliary first-order axioms and evaluable
functions will be shown in the next section.
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7 Plural Inferences via Auxiliary First-Order Axioms
Plural constructions in natural language raise hard linguistic and semantic prob-
lems [17], and trigger complex inferences. There are for example plural disam-
biguation processes activated by world-knowledge, inferences induced by linguis-
tic knowledge about the structure and interpretation of plurals, or inferences that
are driven by mathematical knowledge. Linguistic and mathematical inferences
can be modelled by extending RACE with auxiliary domain-independent first-
order axioms for lattice-theory, equality and integer arithmetic. The examples
used in this section may give the impression of being simple, and are in fact
easily solved by human beings. However, as will become apparent, they are not
at all trivial when solved by a computer.
Lattice Theoretic Axioms. The representation and processing of natural
language plurals in first-order logic requires additional axioms describing the
properties of plural entities. For the practical implementation we had to settle
with an axiom system that provides a good trade-off between empirical adequacy
and computational tractability. For conciseness we can only show a selection of
the axioms that were implemented in RACE.
From the two ACE sentences
Every company that buys a machine gets a discount.
Six Swiss companies each buy a machine.
where the second sentence contains a plural construction we want to infer the
singular sentence
A company gets a discount.
To perform this inference we need to deduce from the second sentence the ex-
istence of a company that buys a machine. The logical representation of the
second sentence is
paragraph(
drs([A,B],[structure(B,group)-2,
drs([C],[structure(C,atomic)-2,part_of(C,B)-2])=>
drs([],[object(C,company)-2,property(C,‘Swiss’)-2]),
quantity(B,cardinality,count_unit,A,eq,6)-2,
drs([D],[structure(D,atomic)-2,part_of(D,B)-2])=>
drs([E,F,G],[structure(F,atomic)-2,object(F,machine)-2,
quantity(F,cardinality,count_unit,E,eq,1)-2,
predicate(G,event,buy,D,F)-2])]),
text([‘...’,‘Six Swiss companies each buy a machine.’]))
This representation assumes a lattice-theoretic structure of the domain of dis-
course partially ordered by the relation part of/2. Additionally it is assumed
that for any subset S of the domain there exists a unique least upper bound
(supremum) of the elements of S with respect to part of/2. Thus, apart from
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atomic individuals (atoms) there are complex individuals (groups) formed by the
supremum operation which serve as the denotation of plural nouns. This lattice-
theoretic approach allows for a first-order treatment of plural objects [11]. In
the above representation each object variable is typed according to its position
in the lattice. Lines 2–4 of the structure express that there is a group B the
atomic parts of which are Swiss companies, the fifth line that the cardinality A
of B equals 6, and lines 6–9 express the distributive reading triggered by the cue
word each.
Since from this representation the existence of a company that buys a ma-
chine cannot be directly deduced we add to RACE the following auxiliary first-
order lattice-theoretic axiom stating that each group consists of atomic parts:
fol_axiom(1,forall([X],(structure(X,group) =>
exists([Y],(part_of(Y,X) & structure(Y,atomic))))),
‘Every group consists of atomic parts.’).
Note that the axiom is not domain specific since it models the meaning of plurals
in natural language. Hence the axiom has to be available for each proof in each
domain. Calling RACE with the conjunction of the clauses derived from the
ACE text and from the auxiliary axiom we get the desired deduction and RACE
outputs
RACE proved that the sentence(s)
A company gets a discount.
can be deduced from the sentence(s)
Every company that buys a machine gets a discount.
Six Swiss companies each buy a machine.
using the auxiliary axiom(s)
Every group consists of atomic parts.
RACE includes other lattice-theoretic axioms, e.g. the reflexivity, transitivity
and antisymmetry of the part-of relation, the proper-part-of relation, or an ax-
iom that states that atoms do not have proper parts. Commutativity, associa-
tivity and idempotence of the lattice-theoretic join operation – needed for the
representation of noun phrase coordination – are not directly implemented via
first-order axioms but more efficiently simulated by list processing operations
like permutation.
Equality. Many inferences require the interaction of several auxiliary axioms
whereby equality plays an important role. Asking the query
Who buys machines?
we expect to retrieve the second sentence
Six Swiss companies each buy a machine.
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of the above example since the bare plural machines in the query is indeterminate
as to whether one or more machines are bought. To model this we represent both
the query word who and the bare plural machines as underspecified with respect
to the position in the lattice (structure(V,dom)). The query representation is
paragraph(
drs([A,B,C,D],[structure(A,dom)-1,query(A,who)-1,
structure(C,dom)-1,quantity(C,cardinality,count_unit,B,geq,1)-1,
drs([E],[structure(E,atomic)-1,part_of(E,C)-1])=>
drs([],[object(E,machine)-1]),predicate(D,event,buy,A,C)-1]),
text([‘Who buys machines?’])).
Using the auxiliary axiom 1 introduced above and additionally the following
three auxiliary axioms
fol_axiom(2,forall([X],(structure(X,atomic) => structure(X,dom))),
‘Atom is a subtype of the general type dom.’)
fol_axiom(3,forall([X,Y],(structure(X,atomic) & part_of(Y,X) =>
is_equal(X,Y))), ‘Atoms do not have proper parts.’)
fol_axiom(4,forall([X,Y,P],(is_equal(X,Y) & object(X,P) =>
object(Y,P))), ‘Identical objects have the same properties.’)
will licence the deduction of the query from the second sentence. The relation
is equal/2 models equality and is defined as reflexive, symmetric and transitive
via other auxiliary axioms. Equality substitution axioms like the fourth axiom
can be formalised directly in first-order logic due to our flat notation. Defining
equality in this way may seem na¨ıve, but since Satchmo does not provide methods
like paramodulation or demodulation there is no alternative.
Mathematical Axioms. Assume the slightly modified ACE text
Every company that buys at least three machines gets a discount.
Six Swiss companies each buy one machine.
A German company buys four machines.
Answering the query
Who gets a discount?
needs mathematical knowledge about natural numbers.
In RACE mathematical knowledge about natural numbers can be straight-
forwardly implemented by triggering the execution of Prolog predicates during
the proof. For the current example we need the user-defined predicate
quantity(_A,_Dimension,_Unit,Cardinality,geq,NewNumber):-
number(NewNumber),
quantity(_A,_Dimension,_Unit,Cardinality,eq,GivenNumber),
number(GivenNumber),
NewNumber =< GivenNumber.
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With this predicate it can be proved that an object has a Cardinality greater
or equal to NewNumber (here 3) if that object has a Cardinality that equals
GivenNumber (here 4) and if NewNumber is less or equal than GivenNumber. Instan-
tiation problems – that we encountered when working with the theorem prover
Otter – can be easily avoided by the Prolog predicate number/1.
Domain-Specific Axioms. Even domain-specific knowledge – for instance on-
tologies – could analogously be formalised as auxiliary first-order axioms, al-
though the formulation in ACE is preferable.
8 Performance of RACE
Since RACE is an extended and modified version of Satchmo, we will compare its
performance with that of the original version of Satchmo. To put the performance
figures into the correct perspective, some comments are in order, though.
If a set of clauses is unsatisfiable, Satchmo will stop immediately once it
detects the first inconsistency. Since RACE generates all minimal unsatisfiable
subsets it has to cope with a much larger search space that must be traversed
exhaustively. This affects RACE’s performance negatively.
Satchmo owes much of its efficiency to the underlying Prolog inference engine.
While implementing RACE we have tried to preserve as much as possible of
Satchmo’s original code. However, to implement RACE’s additional functionality
we had to operate on a meta-level that necessarily introduces a performance loss.
Satchmo has one source of inefficiency, though. While trying to find a
model, Satchmo again and again checks the same clauses for (un-) satis-
fiability. RACE eliminates some of this inefficiency by pruning all clauses
satchmo clause(true,Head,Index) from the Prolog data base once they have been
used. Furthermore, RACE uses a simple, but effective algorithm [16] to select
relevant clauses for the (un-) satisfiability check. Other authors have proposed
alternative algorithms to identify relevant clauses. A recent proposal for such an
algorithm, and references to older ones, can be found in [7].
Since the original version of Satchmo used Schubert’s steamroller [19] as
one of its examples, we will report here RACE’s performance figures for the
steamroller.
We compared the original version of Satchmo with two versions of RACE,
one that generates all solutions and a modified version that stops after the first
solution. We used these three versions with the standard representation of the
steamroller and contrasted it to the flat Attempto representation introduced
in section 2. The following times were measured on a Macintosh 500 MHz G4
running under Mac OS X 10.2.6 and using SICStus Prolog 3.10.
Representation Standard Attempto
Satchmo (original) 15 ms 2050 ms
RACE (all) 230 ms 2100 ms
RACE (first only) 70 ms 990 ms
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The runtimes for the Attempto representation may seem excessive when com-
pared to the runtimes of the standard representation of the steamroller. However,
we have to realise that this is a consequence of the much richer first-order lan-
guage necessary to adequately represent aspects of natural language, for instance
verb phrase modification and plural.
Furthermore, the comparison between the original Satchmo and RACE (all)
is not completely fair since Satchmo finds the single solution of the steamroller
and then stops, while RACE – after finding this solution – searches for alternative
solutions. Thus we slightly modified RACE to stop after the first solution, and
got the results listed for RACE (first only).
A more thorough investigation of RACE’s performance remains to be done.
9 Conclusions
The Attempto Reasoner (RACE) proves that one text in Attempto Controlled
English (ACE) can be deduced from another one and gives a justification for
the proof in ACE. Variations of the basic proof procedure permit query answer-
ing and consistency checking. Extending RACE by auxiliary first-order axioms
and evaluable functions and predicates we can perform complex deductions on
sentences with plurals and numbers.
Though small, the examples of this paper already exhibit the practicality
and potential of our approach. Much more remains to be done, though, besides
investigating the scaling up of RACE. To support the analysis of ACE speci-
fications hypothetical reasoning (‘What happens if . . . ?’), abductive reasoning
(‘Under which conditions does . . . occur?’), and the execution of ACE specifica-
tions [6] using ACE scenarios would be helpful. These and other problems will
be investigated within the EU Network of Excellence REWERSE.
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