Since the 1970s, several authors have studied the structure of the set partitioning polytope and proposed adaptations of the simplex algorithm that find an optimal solution via a sequence of basic integer solutions. Balas and Padberg in 1972 proved the existence of such a sequence with nonincreasing costs, but degeneracy makes it difficult to find the terms of the sequence. This paper uses ideas from the improved primal simplex to deal efficiently with degeneracy and find subsequent terms in the sequence. When there is no entering variable that leads to a better integer solution, the algorithm referred to as the integral simplex using decomposition algorithm uses a subproblem to find a group of variables to enter into the basis in order to obtain such a solution. We improve the Balas and Padberg results by introducing a constructive method that finds this sequence by only using normal pivots on positive coefficients. We present results for large-scale problems (with up to 500,000 variables) for which optimal integer solutions are often obtained without any branching.
Introduction
Consider the set partitioning problem (SPP) min cx Ax = e x j binary j ∈ 1 n where A is an m · n binary matrix, c an arbitrary n-vector, and e = 1 1 an m-vector. Let ( ′ ) be the linear program obtained from ( ) by replacing x j binary with x j 0, j ∈ 1 n . We can assume without loss of generality that A is full rank and has no zero rows or columns and does not contain identical columns. We denote by A j the jth column of A. Also, for a given basis B we denoteĀ j = ā ij 1 i m = B −1 A j . This article uses some results of Balas and Padberg (1972) , which are presented in detail in §2.1. We first use their results on the existence of a sequence of basic integer solutions, connected by simplex pivots, from any initial integer solution to a given optimal integer solution. The costs of the solutions in this sequence form a descending staircase. The vertical section of a step corresponds to a basic change leading to a decrease in the cost of the solution. Each step generally contains several basic solutions associated with the same extreme point of the polyhedron of ′ . These solutions are obtained by a sequence of degenerate pivots forming the horizontal section of a step.
We also use the results of Balas and Padberg (1975) on the necessary and sufficient conditions for a set of columns to ensure a transition from one integer solution to another one when they are entered into the basis. A minimal set satisfying these conditions permits to move to an adjacent integer extreme point. The authors also present an enumeration method to find minimal sets that allow the transition from one integer solution to a better adjacent integer solution.
Several other authors have presented enumeration methods that move from one integer solution to a better adjacent integer solution: Haus et al. (2001) , Thompson (2002) , Saxena (2003) , and Rönnberg and Larsson (2009) . However, these enumeration methods, moving from a basis to an adjacent (often degenerate) basis, need in practice computation times growing exponentially with the size of the problem, mainly due to severe degeneracy.
This article also uses results on the improved primal simplex (IPS) algorithm for degenerate linear programs (Elhallaoui et al. 2011 , Raymond et al. 2010 . These results are presented in more detail in §2.2. This algorithm separates the problem into a reduced problem (RP) containing nondegenerate constraints and a complementary problem (CP) containing degenerate constraints. The latter generates combinations of variables that improve the reduced problem solution. These variable combinations are minimal because they do not contain strict subsets that permit the improvement of the solution.
Section 3 starts with a global view of the integral simplex using decomposition algorithm (ISUD) we propose in this paper and contains theoretical results proving its validity. Each subsection explains and justifies a procedure of the algorithm. We discuss the relationships between the combinations of variables generated by the complementary problem of IPS and the minimal sets of Balas and Padberg (1975) . We present the conditions to be added to the complementary problems to obtain combinations of columns that permit us to move from one integer solution to a better one. Interestingly, the generated combinations often satisfy the conditions and are generally small. When the conditions are not satisfied, we can use a branching method for the complementary problem to satisfy them. This leads to an efficient method for obtaining combinations of columns that permit moving from an integer solution to a better one.
Section 4 presents improvements to Padberg's (1972, 1975) theoretical results on the sequence of adjacent integer bases permitting to move from an initial integer solution to an optimal integer solution. We show that ISUD uses ordinary pivots on positive coefficients only.
Section 5 presents ideas permitting to obtain an efficient first implementation of the algorithm. This section contains empirical observations on which some strategies are based to speed up the algorithm.
Section 6 presents numerical results for bus driver and aircrew scheduling problems with up to 500,000 variables and 1,600 constraints. We show that ISUD is able to find (but not necessarily prove) optimal solutions to the hardest instances in less than 20 minutes. CPLEX was not able to find any feasible solution to such difficult instances in 10 hours. Balas and Padberg (1972) established the following results. Two bases for a linear program are called adjacent if they differ in exactly one column. Two basic feasible solutions are called adjacent if they are adjacent vertices of the convex polytope that is the feasible set. This distinction is necessary, since two adjacent bases may be associated with the same solution, and two adjacent (basic) feasible solutions may be associated with two nonadjacent bases.
Preliminaries

Results from Balas and Padberg
The solution associated with a feasible basis B is integer if and only if there exists Q, a subset of columns of B, such that j∈Q A j = e. If A is of full row rank, every feasible integer solution to ′ is basic. For i = 1 2, let x i be a basic feasible integer solution to ′ , B i an associated basis, I i and J i the basic and nonbasic index sets, and Q i = j x j = 1 .
Theorem 3.1 (Balas and Padberg 1972) . If x 2 is an optimal solution to , then there exists a sequence of adjacent bases B 10 B 11 B 12 B 1p such that B 10 = B 1 , B 1p = B 2 , and (a) the associated basic solutions x 1 = x 10 x 11 x 12 x 1p = x 2 are all feasible and integer,
In the proof of this theorem we see that the column pivoted in may have null reduced cost (c j = 0) and pivots on negativeā ij may appear. Balas and Padberg (1975) observed the difficulty of identifying the improving sequence of pivots when the optimal solution x 2 is unknown. The authors stated, "Since set partitioning problems tend to be highly degenerate, the feasible polytope usually contains an enormous number of vertices adjacent to a given vertex. Furthermore, lexicographic or similar techniques are of no avail in coping with degeneracy, since the sequence of pivots required to reach an adjacent vertex may include pivots on a negative entry in a degenerate row" (Balas and Padberg 1975, p. 75) .
The article establishes relationships between two adjacent or nonadjacent integer solutions, and the sets of columns on which we must carry out pivots in order to move from one to the other.
Theorems 1 and 2 (Balas and Padberg 1975) (without the Tucker tableau notation). Let x 1 be a basic integer solution and I 1 , J 1 , and Q 1 the associated index sets.
There exists Q ⊆ J 1 such that
if and only if
is a feasible integer solution obtained from x 1 by performing pivots on Q.
Remark 1. The columns associated with (entering) variables in Q ∪ Q − are disjoint, i.e., not covering the same set partitioning constraints and these entering variables replace those in Q + (the leaving variables).
A set Q ⊆ J 1 for which (1)-(2) hold will be called decomposable if Q can be partitioned into subsets Q * and Q * * such that (1)-(3) hold for both Q * and Q * * . That means that columns with indexes in Q ∪ Q − will replace those with indexes in Q + in x 1 in order to obtain an improved solution x 2 .
Theorem 3 (Balas and Padberg 1975) . Let x 1 and x 2 be two integer solutions to , with Q = J 1 ∩ Q 2 . Then x 2 is adjacent to x 1 if and only if Q is not decomposable.
The paper (Balas and Padberg 1975) 
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given vertex. Unfortunately, the procedures are combinatorial and can not solve large problems.
Corollaries 3.2, 3.3, and 3.5 (Balas and Padberg 1975) . Let x 1 and x 2 be two nonadjacent vertices in the feasible domain of related to each other by pivots on Q = J 1 ∩ Q 2 .
(a) Then there exists a partition of Q Q = h i=1 Q i , such that Q i satisfies (1)-(2) and Q i is not decomposable.
(b) For any H ⊆ 1 h the pivots on i∈H Q i starting from x 1 reach a feasible integer solution to . (c) Any permutation of 1 h defines a path of adjacent vertices from x 1 to x 2 .
Results from the Improved Primal Simplex
We present the results of Elhallaoui et al. (2011) using the notation introduced by Padberg (1972, 1975) , and Raymond et al. (2010) . We discuss these results for ′ , the linear relaxation of the set partitioning problem, although they were developed for a general linear programming problem.
The following notation is used (please note the I and J used in this section for illustrating IPS are different from the I and J used by Padberg 1972, 1975) . If x ∈ R n and I ⊆ 1 n is an index set, x I denotes the subvector of x indexed by I. Similarly for the m · n matrix A A I denotes the m · I matrix whose columns are indexed by I. If J = 1 n \I, x = x I x J is used even though the indices in I and J may not appear in order. In the same way the superior indices denote the subset of rows. The vector of all ones with dimension dictated by the context is denoted e.
The paper defines a reduced problem with nondegenerate constraints. This problem is defined according to a feasible basis B that provides the basic feasible solutionx = B −1 b. Let P be the index set of the p positive components of this solution. Most of the time, a basic solution to a set partitioning problem is degenerate and p < m. Let N be the index set of the zero basic variables. With the partition (P N ) of the constraints and after multiplying by B −1 the linear system Ax = b becomes
′ is said to be compatible with this basis if and only ifĀ N j = 0. Otherwise, it is said to be incompatible.
It is worthy to outline, as observed in Metrane et al. (2010) , that a variable is equivalently said to be compatible with a basis if it is linearly dependent on the positive (nondegenrate) variables (columns) of this basis. Please note that the terms "variable" and its associated "column" are used interchangeably throughout the paper. It is this observation that is used to prove Proposition 6. Let C ⊆ 1 n be the index set of compatible variables and I = 1 n \C the index set of incompatible variables; x C and x I are the subvectors of x of compatible and incompatible variables, respectively. The cost vector is partitioned into c C and c I and the columns of A into A C and A I .
The linear system (4) can be rewritten as follows: • A compatible variable with negative reduced cost enters into the basis with a nondegenerate pivot and a lower cost solution is obtained.
• An optimal solution x * C of RP can easily be obtained with the primal simplex. Each pivot moves from an extreme point to an adjacent extreme point with a lower cost. The set P is reduced if degenerate constraints appear.
• Compared to a previous feasible solution, x = x * C 0 is an improved feasible solution to ′ . In §3 we will discuss the optimization of RP when the starting solutionx is integer. The complementary problem is defined when RP is optimal and P , N , C, and I have been readjusted if necessary. The complementary problem is defined with the degenerate constraints, the incompatible variables, and the reduced cost vectorc I in the following way:
wherec I = c I − c PĀ P I . The one-norm bounding constraint (e · v = 1) also called convexity constraint plays an important role in the efficiency of the proposed algorithm, as will be discussed in §5. It helps finding small combinations of columns that are often disjoint. Lemma 1 (Elhallaoui et al. 2011 Elhallaoui et al. (2010) presented an efficient algorithm for the linear relaxation of the set partitioning problem using compatible variables and a reduced problem RP . This paper contains an interesting result for us.
Proposition 5.6 . If x 1 is a nondegenerate feasible integer solution to RP and if there exists a compatible variable with a negative reduced cost, then the new solution obtained by pivoting on this variable is an improved integer solution.
The Integral Simplex Using
Decomposition Algorithm Balas and Padberg (1972) showed that between two integer solutions there exists a sequence of integer solutions with nonincreasing costs for which the associated bases are adjacent. However, some pivots between adjacent bases must be carried out on negative coefficients. We propose the integral simplex using decomposition, a new algorithm based on the IPS decomposition to find a sequence of adjacent basic solutions of nonincreasing costs leading to optimality. Furthermore, the algorithm carries out simplex pivots only on the positive coefficients. This point is discussed in §4.
ISUD Algorithm (Global View)
Step 0. Start with an initial integer solution.
Step 1.
• Improve the current integer solution with efficient pivots in the reduced problem (see §3.1 for details).
• Each pivot produces a better integer solution by increasing one variable. This creates a step in the staircase with a single basis change to move to a better adjacent extreme point.
• When there is no improvement with Step 1, go to Step 2.
Step 2.
• Improve the current integer solution with a solution to the complementary problem: a group of disjoint variables having (together) a negative reduced cost (see §3.2 for details).
• This step produces a better integer solution by increasing many variables. This creates a step in the staircase with many basis changes by degenerate pivots before a nondegenerate pivot, permitting to move to a better adjacent extreme point, is executed.
• Some branching can be necessary in this step to obtain a column-disjoint solution to CP (see §3.3 for details).
Control step:
Step 2 improves the solution, go to Step 1.
• If there is no more improvement with Step 2, the integer solution is optimal (see §3.4 for details).
We first add a result to the work of Balas and Padberg (1972) . The result is an extension of a basic result of linear programming on the transition between two adjacent basic solutions. When x 2 is obtained from x 1 by a simplex pivot entering x j into the basis at value 1, we know that
where c B is the cost of the basic variables andc j is the reduced cost of variable j. We extend this result to a move from x 1 to x 2 with a sequence of pivots on variables of a set Q. Generally, some reduced costs are modified after each pivot and the cumulative effect can be complex. In our case, the properties of the set Q as explained below permit to prove the following result.
Proposition 4. If x
1 and x 2 are two integer solutions related by a sequence of pivots on the variables of a set Q satisfying (1)- (3), then
Proof. Consider the aggregated variable that is the sum of the (entering) variables in Q ∪ Q − . Its reduced cost is j∈Q∪Q −c j . As outlined in Remark 1, pivoting on variables in Q has the same effect as pivoting on the aggregated variable. So, we have
As the reduced cost of variables in Q − is null because they are basic, we obtain the desired result:
Improvement of the Current Integer Solution by RP
This subsection explains and justifies
Step 1 of the algorithm. The IPS method is here specialized for set partitioning problems starting with an initial integer solution. In this case, we will see that the optimization of the reduced problem involves carrying out pivots on variables that move from one integer solution to a better one. Let x be an integer solution to the set partitioning problem and P the index set of its positive components. Define an associated basis for which the first p variables are those of P and the remaining m − p are artificial variables of cost M; M is sufficiently large to ensure that the artificial variables do not appear in an optimal solution. The constraints are also partitioned into (P N ), where P is the index set of the nondegenerate constraints and N the index set of the degenerate constraints. The same set P is used for variables and constraints because it is the same set after reordering the constraints and variables to obtain A Multiplying by B −1 the system Ax = b becomes
A N j = 0 ∀ j ∈ P because A P P = I, and
By definition, the jth variable x j of is said to be compatible with the basis B if and only ifĀ N j = 0. Using C and I, the index sets of compatible and incompatible variables, x C and x I are a partition of the variables, c C and c I are a partition of the variable costs, and A C and A I are a partition of the columns of A. The reduced problem RP is obtained by imposing
In this case the basis A P P = I,b P = e, and x P = Ix P = e.
Proposition 2. If x is a nonoptimal integer solution to
RP then there exists a compatible variable with negative reduced cost and the new solution obtained by pivoting on this variable is an improved integer solution.
Proof. If x is nonoptimal then there exists a compatible variable with negative reduced cost. Furthermore, if x is integer, feasible, and nondegenerate then by Proposition 5.6 ) the new solution obtained by pivoting on this variable is an improved integer solution.
Proposition 3. If we start with a feasible integer solution to RP , x 1 , and apply the simplex algorithm while eliminating the degenerate constraints and the resulting incompatible columns as they appear, we generate a sequence x 1 x 2 x k of solutions with the following properties:
k is an optimal solution to the linear relaxation of the final RP problem.
Proof. Given x i , let RP i be the associated reduced problem. If there exists a compatible variable with a negative reduced cost, the solution x i+1 after a simplex pivot is integer and cx i > cx i+1 by Proposition 5. RP i+1 is defined by eliminating the degenerate constraints if they exist. The process continues while there is at least one compatible variable with a negative reduced cost.
The solutions x i of the RP i problems are solutions of if we complete them by adding incompatible variables set to zero values. k is an optimal solution to the linear relaxation of the problem RP k because there are no more compatible variables with negative reduced costs.
However, this optimal solution to RP might not be an optimal solution to . In the following subsection, we discuss how to improve it.
Improvement of the Current Integer Solution by CP
This section explains and justifies
Step 2 of the algorithm in the basic case when the branching is not necessary. Section 3.3 discusses the branching procedure called when necessary.
We now suppose that x is an optimal integer solution to RP and RP has been reduced as necessary so that x is nondegenerate, and B is the associated basis after completing P with artificial variables. The optimization of the complementary problem is used to find variables that permit the improvement of the integer solution if they are all entered into the current basis. The complementary problem CP is
In this case, Proof. (x * C 0) is an optimal solution to ′ by Proposition 5 (Elhallaoui et al. 2011 ). Since ′ is a relaxation of , this integer solution is an optimal solution to . Let x * I be an optimal solution to CP and S the set of indices j ∈ I such that x * j > 0. Proposition 5. The convex combination w = j∈S A j x * I is compatible with RP , and the set S is minimal in the sense that no convex combination of a strict subset of S is compatible with RP .
Proof. This follows from Proposition 6 (Elhallaoui et al. 2011) .
We introduce the following definition before establishing the relationship between the sets S of IPS and the sets Q of Padberg (1972, 1975) .
For Propositions 6, 7, 10, and 11, consider the following context: Let x * C be an optimal solution to RP having a set of constraints P , x * I an optimal solution to CP , and S the set of indices j ∈ I such that x * j > 0. Consider the case wherec I · x * I < 0 and S is column disjoint. Proposition 6. The value the nonzero variables x * j , j ∈ S take in an optimal solution to CP is x * j = 1/ S for j ∈ S. Proof. Every solution to CP is compatible. So, we can say that this solution is a linear combination of the positive variables of the basis, i.e., the columns of S. Mathematically speaking, j∈S x j A j = k∈P k A k , where k k∈P are reals. The normalization constraint must be satisfied, meaning that j∈S x j = 1. The optimal solution to CP we are looking for is integer, i.e., its columns are disjoint. We also know that the current solution to RP (and also to the original problem) is integer. So, we can say that the columns of this solution are disjoint too. From all of that, we easily can see that x * j = * k = 1/ S , j ∈ S, k ∈ P is a feasible solution to CP.
We know, as highlighted in §2.2, that every solution to CP is minimal. Using the minimalistic property, and as proven in Elhallaoui et al. (2011) , we can confirm that this solution to CP is unique, in a sense that x * j , j ∈ S must take 1/ S as value.
Proposition 7. S corresponds to a nondecomposable set Q (Balas and Padberg 1975 ) that permits us to obtain x * * , a new lower-cost integer solution to and Q − = .
Proof. We consider j∈SĀ k j to determine the variables that are modified in order to obtain a feasible solution when we set to 1 the variables with indices in S.
For k ∈ P , we haveā kj = a kj by 5 and j∈S a kj is binary because the columns A j , j ∈ S are disjoint. Let
S satisfies the condition (1)- (2) of Theorems 1 and 2 of Balas and Padberg (1975) and
is a feasible integer solution to . We now calculate the cost of solution x * * . By Proposition 4, we have
Thus, we obtain a new lower-cost integer solution.
Remark 2. The sets S generated by the CP are a particularly interesting case of the sets Q of Balas and Padberg (1975) .
Since S − = , we move from the integer solution (x * c 0) to the adjacent integer solution x * * by adding only the set S to the variables equal to 1. We do not set to 1 basic variables that were previously 0. The variables of S + change from 1 to 0 as in Balas and Padberg (1975) .
Branching to Obtain Column-Disjoint
Solutions to CP When the solution to CP is not column disjoint, we use the following branching method. Let V be the columns of S that have a nonempty intersection with another column of S; V = j j ∈ S, there exists i ∈ S such that A i · A j = 0 . V = because S is not column disjoint. We define V + 1 branches, a branch 0 and a branch j for each j ∈ V : Branch 0: x j = 0 for j ∈ S. These constraints are easy to impose. It is sufficient to remove the variables set to zero from CP .
Branch j: x i = 0 for i ∈ I, i = j and A i · A j = 0 and x j free. These constraints are easy to impose. It is sufficient to remove variables set to zero from CP . It would be good to impose x j = 0 in order to have disjoint branches but this is not easy. We can not impose x j = 1 because in any solution to CP we have x j < 1. We can not impose x j = 1/ S because the size of S can change at the next solution of CP .
All these branches eliminate the current solution x j > 0, j ∈ S because we fix to zero at least one variable of S. When exploring the branches, the algorithm gives priority to the zero branch. The idea is that solutions to CP have a high probability of being column disjoint. If a solution is not, we look elsewhere where it probably is. If the solution to CP in branch 0 is not column disjoint, we branch again and explore the next zero branch. This deep search continues as long as the marginal cost of the solution of CP is negative. If we must explore the j branches to obtain a solution, we start with j having minimumc j .
It is not necessary to explore the full branching tree. As soon as a column-disjoint solution with a negative marginal cost is obtained in some branch, it can be added to RP to improve the current integer solution. The current tree is abandoned and a new tree is considered at the subsequent iteration.
Improving the Current Integer Solution by CP Is Sufficient to Reach Optimality
This section justifies the control step of the algorithm. It is sufficient to prove that Step 2 permits to reach optimality. A pivot in Step 1 is a special case of Step 2 where the set Q reduces to a single column.
Step 1 is a faster way to improve the integer solution when it is possible.
The following proposition shows that the sets Q with Q − = are sufficient to move from an integer solution to to an optimal solution to . For i = 1 2, let x i be an integer solution to , I i and J i the basic and nonbasic index sets, and Q i = j x i j = 1 . Proposition 8. If x 1 is a nonoptimal integer solution to and x 2 is a lower-cost integer solution to then there exists Q ⊆ J 1 such that 1.
Ā j = 1 , we first prove the following lemma.
Lemma 2.
1 and x 2 are solutions to . We obtain by subtracting the A j , j ∈ Q 1 ∩ Q 2 :
Multiplying by B −1 , the inverse of the basis B associated with x 1 , we obtain
Proof of 1. We have
A j = e j for j ∈ Q 1 where e j is a column of I Proof of 2. We have
Proof of 3. We have
using the definition of Q and the values of Q − and Q + .
Proof of 4. Q is column disjoint because Q ⊆ Q 2 , which is a basic integer solution of the set partitioning problem.
Let us show that Q of Proposition 11 defines a columndisjoint solution to CP with a negative reduced cost.
Proposition 9. If x
1 is a nonoptimal integer solution to , x 2 a lower-cost integer solution to , and Q the set defined in Proposition 11, thenx j = 1/ Q , j ∈ Q andx j = 0, j Q is a feasible solution, with a negative reduced cost, to the complementary problem defined from x 1 .
Proof. For the solution x 1 , Q 1 is the index set of the nondegenerate constraints and its complement N is the index set of the degenerate constraints:
The last constraint is also satisfied:
The reduced cost of this solution is
This value is calculated from the result of Proposition 4:
using the row partition (P N ), on the column.
In the basis, a column corresponds to each row:
The reduced cost of this solution is thus negative. 
Improvement of Balas and Padberg
Results on the Sequence of Adjacent Bases Leading to Optimality Padberg (1972, 1975) proved the existence of a sequence of adjacent bases of nonincreasing cost from an initial integer solution to a given better integer solution. Their sequence uses some pivots on negativeĀ k j . ISUD is a constructive approach producing a sequence without pivots on negativeĀ k j and does not need to know a better a priori integer solution.
The Type of Pivots Used by the ISUD Algorithm
As discussed in §3, the RP can be solved with the simplex algorithm using regular pivots on positiveĀ k j . The pivots on negativeĀ k j are not necessary with ISUD. In the other algorithms presented in the literature Padberg 1972, 1975; Haus et al. 2001; Rönnberg and Larsson 2009; Thompson 2002) , the basis contains zero variables. Degenerate pivots on negativeĀ k j are used to exchange some zero variables in the basis with nonbasic variables. In ISUD, there are no zero basic variables, and these kinds of pivots are not necessary.
The CP can also be solved with ordinary simplex pivots. It is an ordinary linear programming problem embedded in a branching tree. Because ISUD uses only ordinary simplex pivots the algorithm can be implemented with a regular simplex algorithm program without any internal modification. We implemented it with CPLEX taking advantage of all the know-how embedded in this black box. Padberg (1972, 1975 ) present a bound on the number of primal pivots in their sequences of adjacent bases between two integer solutions but the proof supposes the knowledge of the final solution. ISUD does not use this information and does not have the same strong result. It is possible to prove that ISUD does exactly S pivots when adding a set S to improve the solution of RP (see Propositions EC.1 and EC.2 in the e-companion available at http://dx.doi.org/10.1287/opre.2013.1247). This proof is not for a practical use. Actually, ISUD uses a better and simple solution method to update the current integer solution (see §5).
The Number of Pivots in ISUD
When we solve CP with the primal simplex without knowing the set S in advance, more than S pivots may be necessary to reach the optimal solution when the entry criterion is to choose the variable with the minimum reduced cost. For example, if there are several sets S l defining feasible solutions of CP , we can enter into the basis variables from several S l via degenerate pivots before to reach an optimal solution. Indeed, even if S l * has a minimal mean marginal cost (i.e., j∈S l * cj x j is minimal s.t. j∈S l * x j = 1) this does not imply that thec j of the set S l * are inferior to all thec j of the set I − S l * .
The e-companion translates the sequence of basic solutions generated by ISUD into the original polyhedron and discusses the difference with the sequence of Balas and Padberg.
Implementation Tips
This section presents some efficient methods to solve the reduced problem and the complementary problem. For example, the multi-phase strategy explained below permits a significant speedup of the algorithm. The justifications in this section are based on intuitive discussions, observations, and numerical results presented in §6. Nothing in this section can infirm the validity of the algorithm. The effects are only on its speed.
The RP is a nondegenerate linear program. It can easily be solved with the primal simplex algorithm. Each pivot improves the solution. Furthermore, the pivots are regular pivots on positiveĀ k j . The implementation of ISUD performs better than the simplex algorithm in solving the RP by using the following remark.
Remark 4. In Step 1 and Step 2, modifications to the RP solution can be conducted without using simplex pivots.
Actually, updating the RP solution (that is also solution to the original problem) either by entering into the basis a single compatible variable x j (in Step 1), (say S = j ) or by many incompatible variables x j , j ∈ S (in Step 2), where S is associated with a solution to CP , is done as follows:
• the new solution is obtained by changing from 0 to 1, x j , j ∈ S and by changing from 1 to 0 the variable(s) covering the same constraints,
• the new basis is still I, • the new dual variables are = c B B −1 = c B I = c B . And because CP is severely degenerate primal simplex is not a good algorithm to solve it, the dual simplex is a more appropriate algorithm. The solution that sets to 1 the variable with the most negative reduced cost is a good starting dual feasible solution. Another method that is effective for this problem is the Presolve algorithm of CPLEX. It often reduces the CP problem by more than 90% and the solution to the residual problem with the dual is rapid. In §6, we present numerical experiments on the solution of the complementary problem.
The numerical results show that the set S associated with the optimal solution to CP is not only minimal but generally small. Indeed, for the solutions in the form identified in Proposition 9, the objective value is 1/ S j∈Scj . It is therefore equal to the average cost of thec j in S. This cost is minimal if S contains the smallestc j allowing the constraints to be satisfied. Increasing the set S leads to the addition of largerc j values. We discuss the potential impact of the test problems properties on the size of sets S in the numerical results section ( §6). Another formulation of CP has been considered; it replaces the constraint i∈I x i = 1 by x i 1, i ∈ I. This formulation produces much larger 
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sets S and does not have the same good properties: S is larger and not minimal, the probability of being column disjoint is small, and the values of the positive variables can be different of 1/ S . Small S sets are more likely to be column disjoint. Indeed, we will see in the numerical results that the optimal solutions of CP are often column disjoint even if this constraint is relaxed. The solution of CP is therefore an effective way to identify sets of columns that permit us to move from one integer solution to an adjacent integer solution of a lower cost.
The multi-phase strategy introduced by Elhallaoui et al. (2010) could be used here to accelerate solving CP . This strategy proceeds through a sequence of phases. Each phase corresponds to a different level of partial pricing. The level is defined by the number of incompatibilities that a column j ∈ I can have with respect to the partition defined by the integer solution to RP . Let the cluster of this partition defined by the columns for which
p. This number can be mathematically defined as follows:
p and a column j, the number of incompatibilities of j with respect to W is given by k W j = p l=1 k lj , where k lj is equal to 1 if column j covers some, but not all, of the elements in W l , and 0 otherwise. A column j and its associated variable x j are said to be k-incompatible with respect to W if k W j = k. Compatible columns and variables are also qualified as 0-incompatible variables.
A phase of the ISUD algorithm is defined as follows.
Definition 4. The ISUD algorithm is said to be in phase k when, among the variables x j , only those that are qincompatible with q k are priced out by CP. k is called the phase number.
The sequence of phases that the algorithm goes through is predetermined and, to ensure the exactness of the algorithm, it must terminate with a phase where all variables are priced out. Observe that p is an upper bound on k W j . The advantages of the multi-phase algorithm on the mono-phase algorithm are presented in the experimentation section.
The results in §6 are produced with the implementation tips described above.
Experimentation
We tested the ISUD algorithm on a 2.8 Ghz dual core Linux machine where a single processor is used. The solver used is CPLEX (version 12.0). In our experiments, we run both CPLEX and ISUD on different instances and compared their performances. On the ISUD side, we included results from its mono-phase and multi-phase versions. The monophase version refers to the version of ISUD where we do not use the multi-phase strategy.
This first experimentation presents results from a heuristic branching for CP . The branching is a deep search without backtracking; exploring only the zero branch. The exploration stops when the reduced cost of the solution becomes greater or equal to zero. This partial exploration produces optimal solutions in many cases and near optimal solutions in the majority of the other cases.
Instances
To test the performance of ISUD on problems of different size, we used three problems:
• sppaa01 (small): aircrew scheduling problem from OR-Lib (∼ 800 constraints × 8 000 variables).
• vcs1,200 (medium): randomly generated bus and driver scheduling problem (∼ 1 200 constraints × 130 000 variables).
• vcs1,600 (large): randomly generated bus and driver scheduling problem (∼ 1 600 constraints × 500 000 variables).
The number of nonzeros per column is in average nine in sppaa01 and 40 in vcs1,200 and vcs1,600 instances. These numbers of nonzeros are typical for aircrew and bus driver scheduling problems. They do not increase with the number of constraints. They are related to the number of flights per pairing for aircrews and the number of pieces of work per duty for bus drivers. Thus, these problems become fairly sparse when the number of constraints increases. This should help obtain disjoint columns in CP solutions more frequently. The ISUD is well adapted to real-life large-scale vehicle and crew scheduling problems and probably would work better on larger problems.
ISUD needs an initial solution to start from. So, those problems are first solved using CPLEX for the small problem and GENCOL for the medium and large problems. GENCOL is a commercial software developed at the GERAD research center in Montreal and now owned by AD OPT Technologies, a division of KRONOS. GENCOL supports the column generation method and is widely used to solve vehicle and crew scheduling problems. For the set partitioning problem, a greedy heuristic produces infeasible solutions most of the time. We discuss at the end of §6.2 the results obtained when starting up the ISUD with such greedy poor solutions.
We developed a method to randomly perturb the optimal solution to obtain a feasible initial solution with a certain level of good primal information similar to initial solutions generally available in practice for crew scheduling problems. The columns of the perturbed solution are added to the problem with a high cost. This method permits to obtain many instances (many starting solutions) from an initial problem.
The motivation behind this perturbation method comes from two observations. Firstly, in crew scheduling problems, we observe that crews do not change their vehicles very often; their rotations have thus many parts in common with the vehicle routes. Secondly, for reoptimization of crew or vehicle schedules during their operation we notice that reoptimized solutions deviate slightly from planned ones. Consequently, many consecutive tasks (flights, bus trips) on the initial paths (the vehicle or planned solution paths in aircrew or bus and crew scheduling problems described above) will remain grouped in an optimal solution. The variables are associated with paths (pilot or driver schedules) that are feasible with regards to a set of predefined rules. A path contains an ordered sequence of tasks and possibly other activities (breaks, rests, briefings, ). We can consider as a measure of good primal information the percentage of consecutive pairs of tasks in the initial solution that remain grouped in the optimal solution. An initial solution following the bus route as much as possible has generally 90% or more of good primal information. In fact, in an optimal solution a bus driver stays on the same bus over 90% of the relief points, i.e., locations where driver exchanges can occur. Similarly, an initial crew pairing solution following the aircraft route has a high percentage of good primal information. For the short and medium haul problems, crews operate approximately five flights a day. Generally, more than 50% of them stay on the same aircraft all the day. The others change the aircraft one or two times a day. Less than 5% changes the aircraft two times. At the end of their working day, 20% operate the same aircraft the following day. For a typical day of five flights, we have an average of 1.35 aircraft changes (0 8 × 1 at the end of the day, and 0 5 × 0 + 0 45 × 1 + 0 05 × 2 during the day). From that, we can conclude that an aircrew changes the aircraft (after a flight) 27% (1 35/5) of the time or less. Meaning that an initial solution following the aircraft routes has more that 73% of good primal information.
Below, we present a perturbation process of the optimal solution to create an initial solution with a high percentage of good primal information. The perturbation process of a solution consists in randomly selecting two of its columns and replacing them with two columns covering same tasks as the two original columns. The perturbation process chooses two tasks belonging to two different paths in the solution (set of paths) and connecting them to create a new path.
This process is repeated until the number of unchanged columns (belonging to an initial solution) goes below a certain percentage of the number of columns in the solution. For our tests, we set this number to 50%, 35%, and 20%. Also, the newly generated columns are added to the problem and given the maximum cost of all columns in the problem. The perturbed columns are often selected again for supplementary perturbations and this process can go far from the initial optimal solution. Note that the optimal solution columns are not removed from the problem. The percentage of good primal information in the initial solutions we start from is discussed in the following subsection. Table 1 shows the mono-phase version of ISUD and CPLEX results from a set of 10 executions on different instances of the small problem (perturbed to 50%). We read from left to right: the percentage of the optimal solution columns left in the initial solution, the ISUD execution time, the CPLEX execution time, the time ratio comparing the performance of the two algorithms, the initial ISUD error on the optimal objective value (a percentage expressing how far is the optimal value from the one ISUD starts from), the final ISUD error, the number of CPs solved by ISUD, the number of the ones that had disjoint solutions among them, the maximum size of the disjoint solutions and their average. The bottom line contains column averages.
Results
The mono-phase version was able to find disjoint solutions in 73% (on average) of the cases and succeeds to reach optimality in seven instances over 10. However, CPLEX was faster than the mono-phase version for this small problem. In fact, we include all the incompatible columns in CP . So, the CP time increases significantly and CP may select large sets of nondisjoint columns as candidates to improve the current solution. This means that strategies that help reducing CP time (like the multiphase strategy) are needed to efficiently solve set partitioning problems. In three instances, the mono-phase version failed to reach optimality and the error was high. Actually, since the branching implemented is deep only, columns that would possibly be part of a better disjoint solution could be eliminated. A more sophisticated branching may reduce such errors. Table 2 shows results for the multi-phase version of ISUD and CPLEX on 10 instances of the small problem for each level of perturbation. Two new columns are added to this table: the time ISUD reached its optimal solution (Opt.) and the phase in which ISUD finds its best solution (Phase). In this table, we observe that the multi-phase version is faster than CPLEX in most cases (and obviously largely faster than the mono-phase version). It reaches optimal solutions even faster in nine cases over 10. Actually, it produces solutions with less error on the objective value than the mono-phase version. Interestingly, it presents a higher ratio of disjoint solutions (81%) than the monophase version; which means it, more often, finds disjoint solutions without a need to branch. Observe that the solution time increases with the perturbation level of the initial solutions. Figure 1 shows how fast each algorithm (mono-phase ISUD, multi-phase ISUD, CPLEX) reaches an optimal solution on instance 1 of the small problem perturbed to 50%. The multi-phase version of ISUD is definitely faster than the mono-phase version. Even if it solves more complementary problems than the mono-phase version, those problems are way smaller. In fact, it makes more iterations with small improvements to the initial solution but in a very short time. In this example, CPLEX is the fastest. represents multi-phase ISUD and CPLEX on instance 4 for the small problem perturbed to 50%. The multi-phase version is faster than CPLEX but not optimal because of the partial branching. This version of ISUD finds many integer solutions that are close to each other. This property is good when using heuristic stopping criteria in large-scale problems. Tables 3-4 show the same information collected on executions of the multi-phase version of ISUD, which we refer to hereunder by ISUD (without mentioning that is mutiphase), on the medium and large instances. The tables do not show any CPLEX execution because the latter was not able to find any integer solution in a reasonable time. In fact, we tried CPLEX to solve six samples (three instances of the medium problem and three of the large one). All the tests were aborted after 10 hours of CPLEX runtime. CPLEX showed an average of 69.55 seconds on the LP relaxation solution time for the medium instances and 592.25 seconds for the large ones. Within the time frame of 10 hours, not even a single integer solution was encountered for all the samples. Interestingly, CP produces relatively small convex combinations with size varying between 2 and 13. These convex combinations are often column disjoint (89%). The ISUD results are very good for both medium and large instances. When the initial solution is far from the optimal solution, the quality of ISUD solutions decreases and the computation time increases. Developing smart heuristics to find better initial solution will help reducing ISUD time especially for large instances.
The mutli-phase version of ISUD outperforms CPLEX in most test cases. They behave in the same way for small test instances with a slight advantage for ISUD, but for large instances, ISUD solves in few minutes what the CPLEX cannot solve.
We can say that ISUD is particularly useful when the size of the problem is large. As a whole, we conclude the following:
• ISUD reaches optimal solutions most of the time.
• ISUD is faster than CPLEX.
• ISUD is relatively stable compared to CPLEX.
• The quality of ISUD solutions is better for large problems (smaller error).
• The solution time increases with the perturbation level of the initial solutions. It profits from a good heuristic solution if available. • CP produces relatively small and often disjoint convex combinations with size varying between 2 and 19.
These good results were obtained on airline crew pairing problems and on bus driver scheduling problems. These are two important domains where set partitioning problems are utilized by the industry. In these domains, it is easy to obtain an initial solution containing good primal information. Table 5 presents some information on the initial solution of the first problem of each group. We observe that the percentage good primal information is similar to what is available for real-life crew scheduling problems. The last two columns of Table 5 give the maximum and the average degree of incompatibilities of the columns. These large numbers prove that the same columns were perturbed many times. The number of perturbations grows with the size of the problem. We needed to perturb more before reaching a desirable percentage of unperturbed columns.
We also experiment with a greedy solution for the small problem. This solution has only 29% of good primal information and 37% of the flights are covered with artificial variables. The ISUD improved 46 times the greedy solution, i.e., ISUD found a decreasing sequence of 46 integer solutions, before stopping and reduced to 7% the number of flights covered by artificial variables. The mean cost per column (excluding the artificial ones) was 35% below in the greedy than the mean cost per column in the optimal solution. The greedy solution contains columns good with regards to the dual feasibility but very poor in primal information. It is the opposite of what ISUD likes to exploit.
It is also possible to have good primal information for vehicle, crew, and many other personnel scheduling problems when we reoptimize a planned solution after some perturbations. A large part of the planned solution will remain in the reoptimized solution. A similar situation appears in two-stage stochastic programming solved with the L-shaped method. For each scenario, a subproblem updates the planned solution according to the modified data. A large part of the planned solution remains in the solution of each subproblem.
Even if the conclusion of the experimentation cannot yet be generalized to all set partitioning problems, it is already applicable to a wide class of problems very important in practice. For the other problems, one could see how to Future research on branching strategies and/or cutting plane methods should be able to close the small optimality gap and produce a new optimal solution method. Many good branching/cutting methods have been proposed in the literature for the set partitioning problem. Some of these methods could probably be adapted to the RP − CP decomposition of ISUD. Also, combining ISUD and metaheuristics to find a good initial solution and to well populate CP could reduce significantly the solution time and produce solutions with higher quality.
