Evaluated nuclear data uncertainties reported in the literature or archived in data libraries are often perceived as unrealistic, most often because they are thought to be too small. The impact of this issue in applied nuclear science has been discussed widely in recent years. Commonly suggested causes are: poor estimates of specific error components, neglect of uncertainty correlations, and overlooked known error sources. However, instances have been reported where very careful, objective assessments of all known error sources have been made with realistic error magnitudes and correlations provided, yet the resulting evaluated uncertainties still appear to be inconsistent with observed scatter of predicted mean values. These discrepancies might be attributed to significant unrecognized sources of uncertainty (USU) that limit the accuracy to which these physical quantities can be determined, and in some way they need to be incorporated into the evaluation procedures. The objective of our work has been to develop procedures for revealing and including USU estimates in nuclear data evaluations involving experimental input data. This effort led to our suggesting that the presence of USU indeed may be revealed, and estimates of magnitudes made, through quantitative analyses. This paper identifies several specific clues that can be explored by evaluators in identifying the existence of USU. It then describes some numerical procedures we have introduced to generate quantitative estimates of USU magnitudes. Key requirements for these procedures to be viable are that sufficient numbers of data points be available, for statistical reasons, and that additional supporting information about the measurements be provided by the experimenters. Several realistic examples are described here to illustrate these procedures and demonstrate their outcomes. Limitations of these procedures are also discussed and illustrated by realistic examples. Our work strongly supports the view that USU is an important issue in nuclear data evaluation, with significant consequences for applications, and that this topic warrants further investigation by the nuclear science community.
Evaluated nuclear data uncertainties reported in the literature or archived in data libraries are often perceived as unrealistic, most often because they are thought to be too small. The impact of this issue in applied nuclear science has been discussed widely in recent years. Commonly suggested causes are: poor estimates of specific error components, neglect of uncertainty correlations, and overlooked known error sources. However, instances have been reported where very careful, objective assessments of all known error sources have been made with realistic error magnitudes and correlations provided, yet the resulting evaluated uncertainties still appear to be inconsistent with observed scatter of predicted mean values. These discrepancies might be attributed to significant unrecognized sources of uncertainty (USU) that limit the accuracy to which these physical quantities can be determined, and in some way they need to be incorporated into the evaluation procedures. The objective of our work has been to develop procedures for revealing and including USU estimates in nuclear data evaluations involving experimental input data. This effort led to our suggesting that the presence of USU indeed may be revealed, and estimates of magnitudes made, through quantitative analyses. This paper identifies several specific clues that can be explored by evaluators in identifying the existence of USU. It then describes some numerical procedures we have introduced to generate quantitative estimates of USU magnitudes. Key requirements for these procedures to be viable are that sufficient numbers of data points be available, for statistical reasons, and that additional supporting information about the measurements be provided by the experimenters. Several realistic examples are described here to illustrate these procedures and demonstrate their outcomes. Limitations of these procedures are also discussed and illustrated by realistic examples. Our work strongly supports the view that USU is an important issue in nuclear data evaluation, with significant consequences for applications, and that this topic warrants further investigation by the nuclear science community. I. INTRODUCTION Gathering and analysis of information with the objectives of reaching conclusions and generating recommendations is a characteristically human endeavor. However, flawed outcomes attributable to inadequate or incomplete information, or to distortions arising from biased treatment of the data, unfortunately are far too common.
The Greek philosopher Aristotle (384-322 B.C.E) [1] expressed the view that ... a mark of the educated man is to demand accuracy only to the degree that the subject matter permits ... . Over 2,300 years later, humans still grapple with finding the best objective, practical ways to achieve this goal in various circumstances.
Although in some dispute, C.F. Gauss (1777-1855) [2] supposedly first proposed the concept of un-weighted least-squares estimation as a means to provide the best quantitative value for a single variable from a collection of many representative values. The evolution of quantitative data evaluation (i.e., uncertainty quantification -UQ) methodologies from Gauss's time onward has tracked the development of statistical methods to a considerable degree. The literature is rich with expositions of various proposed methods and applications in many fields, e.g., refer to [3] .
This paper provides a brief overview of contemporary evaluation methodology, including complete UQ. The emphasis is on deficiencies related to frequent insufficiency of required input information, with the possible need for considering unrecognized sources of uncertainties in nuclear data experiments. Some methods for compensating for these deficiencies are suggested and examples are provided in this paper.
II. UNCERTAINTIES IN DATA EVALUATION

A. Parameter Estimation
This section offers a brief overview of the fundamental principles of statistical parameter estimation.
A set of measured observables y with reported measurement uncertainties u is assumed to be described by a model function f (x; θ) of independent variables x and parameters θ. The statistical model that applies for this case can be written as
where ε i and η i are realizations of random variables, uncorrelated between i for ε i , and correlated for η i . The sum ε i + η i is again a random variable, often, but not necessarily, considered to be jointly normally distributed, with mean zero and a combined covariance matrix C, and f (x i ; θ) is the calculated equivalent of the experimental value y i . The likelihood function L(θ|y, C), of the model parameters θ, given the observed data y and the covariance matrix C, is the joint probability density function of ε + η. Multiplied by the prior probability P (θ), and after normalization, it is equivalent to the Bayesian posterior distribution. The maximum of the likelihood L corresponds to those parametersθ that make the data y most probable.
A non-informative prior P (θ) = 1 is often used in adjustment procedures where all data are used simultaneously. Inclusion of prior information is an important aspect of the procedures commonly used in nuclear data evaluation, where datasets are added to a previous adjustment procedure. In such a case the posterior of the previous dataset evaluation can be used as a prior. Then, only the new dataset, in combination with this prior, is employed in forming the new posterior function that defines the revised evaluation..
The maximum likelihood method can be used to estimate any parameter in a model describing the data, including parameters in the covariance matrix. In a frequently used case, we want to estimate only parameters of a model (or proxy) function. Then in the case of Gaussian distributions for ε i and η i , the likelihood function L is proportional to exp(−χ 2 /2), with χ 2 = (y − f (x; θ)) T C −1 (y − f (x; θ)) .
Bold f is a vector generated by model function f . Finding those valuesθ of the parameters θ which maximize the likelihood L is the same as minimizing χ 2 . This minimum is found by solving dχ 2 /dθ = 0, and the lower bound of its variance, if the estimatorθ is unbiased, is given by the expectation value E{− 1 2 (d 2 χ 2 /dθ 2 ) −1 }. If the likelihood function L is a multivariate Gaussian, and in addition the model function f (x; θ) is linear in its parameters θ, the chi-square minimization becomes the method of linear least squares minimization [3] . Equating the first derivatives to zero, as required to find the maximum likelihood solutionθ, results in a solvable set of equations with a unique solution.
Also the second derivatives can be obtained in a way that lends itself readily to straightforward computations, resulting in the covariance matrix C θ of the fitted parameters. Further simplifications are possible if C is a diagonal matrix (uncorrelated uncertainties) since derivation of the inverted covariance matrix C −1 is trivial.
B. Estimation of the Mean, Outliers and Uncertainties
In this section, we forgo the more general treatment of Sect. II A in order to illustrate certain important mathematical features that are encountered in parameter estimation.
A case that is frequently encountered in practice is the estimation of a single physical quantity µ from a collection of measured values y i with reported uncertainties u i . Here the model function does not depend on x and the parameters θ consist of a single parameter µ, i.e., f (x; θ) ≡ µ. Assuming no correlations in the measurement uncertainties, i.e., η i = 0, the statistical model describing the relation between the observations y i and the real true value µ then assumes the following simple form:
If normal distributions N (0, u 2 i ) are assumed for the random variables ε i , we can immediately obtain an estimatê µ for µ by equating the derivative of Eq. (2) to zero. This estimate is the well-known weighted meanμ = yi/u 2
For the variance we obtain var(μ) = . And if all n values of u i are equal to the same single value u, these expressions becomeμ = y i /n, and var(μ) = u 2 /n. Since this estimator is biased, usually the unbiased estimator var(μ) = u 2 /(n − 1) is used.
In both cases the variance of the mean tends to zero if n tends to infinity. For a non-diagonal matrix C, analytical expressions can still be found forμ and var(μ), but solving Eq. (2) by numerical means is often less cumbersome.
When the degree of correlation exceeds a critical value, depending on the data, it may cause the well-known effect that the resulting mean lies outside the data interval and its uncertainty decreases, see for example [4] . In the field of nuclear data this phenomenon is also known as Peelle's Pertinent Puzzle (PPP) [5] . This effect is mainly related to an incorrectly constructed covariance matrix from measurement observables, which may suggest that the used statistical model is not adequate to describe the data [6] [7] [8] [9] . As a practical matter, in nuclear data evaluation physically unreasonable evaluated results may be generated by the least-squares method in certain extreme cases (strong correlations and discrepant input data) if no compensation for PPP is applied.
Several comments are worthwhile mentioning: The expectation value for the χ 2 quantity of Eq. (2) equals the number of degrees of freedom n − 1. Therefore, a strong deviation of χ 2 from n − 1, especially for larger values of n, is a strong indication that either the uncertainties u i are over-(χ 2 /(n − 1) 1) or under-estimated (χ 2 /(n − 1) 1). The expectation value of χ 2 is also the basis of a method suggested in this work to account for unrecognized uncertainties, either by scaling the measurement uncertainties u i by a common factor [10] , or by adding in quadrature a common uncertainty, in such a way that χ 2 /(n − 1) is artificially forced to become 1. A more frequently used approach is to split the distributions ε into groups that can be parameterized by a normal distribution directly from experimental uncertainties u i . As an example we cite Ref. [11] , where such a procedure is used to describe one-parameter discrepant data.
A second point to consider is the fact that the variances of the distributions of ε 2 i and η 2 i , or more generally, the elements of the covariance matrix C, are not known. Commonly the measurement uncertainties u 2 i , which are usually the only available estimates, correspond only to the diagonal elements, but these estimates are biased, as pointed out in, for example Ref. [12] . The unbiased estimate u 2 i (n − 1)/(n − 3) can be used instead, so the difference is sizeable only for small n. Nevertheless, it is important to be aware that in practice the covariance matrix C can serve only to approximate the statistical information of the underlying joint probability distribution since the higher moments of the probability density function are neglected.
But the most important issue to stress is that experimental datasets considered for nuclear data evaluation are often not statistically ideal. The process of UQ is usually not straightforward. Also, not all uncertainties (known or unknown) are reported. In addition u may vary over the years, between laboratories, or with respect to the used experimental methodologies. However, it has been demonstrated that in specially designed interlaboratory comparisons, often for single physical quantities, such conditions can be optimized and mastered [13] [14] [15] [16] [17] .
Before undertaking a nuclear data evaluation, it is of utmost importance that values, uncertainties and correlations are adjusted and corrected where possible and warranted. The identification of outliers is an essential part of such a procedure. For a single quantity, outliers are usually defined by considering a standard score which is a relative difference between y i andμ. The ratio r i = (y i −μ)/ (u 2 i + var(μ)), see for example Ref. [18] and similar definitions [19] [20] [21] , is easy to use. A score beyond this definition for an outlier must be documented if values are discarded. Only when data are still inconsistent after rejecting such outlier data points does it make sense to search for hidden or unrecognized uncertainties.
III. DEFICIENCIES IN CONTEMPORARY DATA EVALUATION
While the mathematical methods (algorithms and formulas) used in conventional metrology for establishing best values and uncertainties are similar to those used for nuclear data evaluation work, e.g., as discussed in Sect. II, and they are both based on discerning properties of underlying probability distributions, the conceptual underpinnings of the work is quite different in these two fields. Conventional metrology, for the most part, assumes that the statistical properties of data sets are to be based entirely on objective observations, in particular on sufficiently many observations, under tightly controlled conditions, so that the populations from which the statistical samples are drawn can be assumed to be stable and the usual rules of statistics to be fully applicable. Adherence to the requirement of fulfilling such conditions is an approach often labeled as Frequentist. On the other hand, nuclear data evaluators rarely have the luxury of enjoying such ideal conditions. They must rely on databases that may involve both observational and theoretical input information as well as limited sample sizes, incompleteness, and indirect information. This real world situation in data evaluation is consistent with a conceptual approach to statistics known as Bayesian, i.e., one where the worth and quality of available information is assessed in terms of perceived degrees of confidence.
Evaluation techniques employed by the nuclear data community tended to be relatively unsophisticated until around the mid-1970's when motivation to improve these methods was stimulated by the need for the nuclear energy and radiation dosimetry data user communities to satisfy emerging stricter quantitative control of cost, reliability, and safety factors. There are two fundamental aspects of contemporary nuclear data evaluation that must be examined in this context: evaluation methods and features of the included input data to be evaluated. Consequences of deficiencies in both areas must be considered. These issues are discussed briefly in this paper.
A. Method Deficiencies
In addition to the discussion in Sect. II, expositions on nuclear data evaluation methodology during preceding decades can be found in a monograph by Smith [3] , in review papers by Capote et al. [22] and by Smith and Otuka [23] , and elsewhere, e.g., as mentioned in a comprehensive report of the NEA WPEC SG-24 [24] .
It was not unusual for evaluated data sets in the early years of nuclear data evaluation (prior to the 1970's) to consist of numbers read visually from smooth eye guides drawn through experimental data points that were hand plotted on graph paper, with limited consideration given to their relative uncertainties (if such information was even available). No statistical analyses were incorporated in producing such subjective results.
The most commonly employed nuclear data evaluation approach in use today is the generalized least-square method, e.g., see [25] [26] [27] [28] [29] . One manifestation of the mathematical formulation of this method is summarized briefly in Sect. II of this paper, so this will not be repeated in this section. A variant of this approach to fitting smooth curves to data that is based on Padé polynomials [31] [32] [33] has also been employed, especially in Russia, e.g., see [34] [35] [36] . This method is described further in Sect. V C 2.
More recently, stochastic evaluation methods that rely on Monte Carlo sampling have been suggested and investigated by several researchers in the nuclear data field, e.g., see UMC-G [37, 38] , BFMC [39] , UMC-B [40] , and BMC [41] . For the reason mentioned above, nowadays, nuclear data evaluation is largely based on Bayesian approaches that enable simultaneous consideration of both model-predicted values (if needed for completeness) and experimental data, as well as correlations among all these data. Many usages of these evaluation techniques have been published, including applications to large amount of data (e.g., see Refs. [42, 43] ). Practical implementation of these sophisticated quantitative evaluation procedures has been facilitated by the rapid growth of readilyaccessible, inexpensive computer power following Moore's Law [44] .
One least-squares approach that appeared in 1981 originated from the work of Poenitz [45, 46] . It was directed primarily towards evaluation of Neutron Cross-section Standards, which is based on a comprehensive experimental database. In addition to introducing a method that R. Capote et al.
relies on weighted least-squares averaging, including correlations, Poenitz developed the original version of computer code GMA to fit all types of cross sections (absolute and shape), their ratios, spectrum-averaged cross sections and thermal constants in one full analysis. The GMA code and its accompanying database of archived experimental values are applicable to evaluation of the Neutron Cross-section Standards. The original code GMA was utilized to generate the ENDF/B-VI Standards [47, 48] . This computational capability has been updated over the ensuing years and it remains in use today. The GMA input database continues to expand steadily as new and updated experimental data become available. A revised version of GMA (denoted by GMAP ) was developed by V.G. Pronyaev [49] at the IAEA. It has been employed in performing the two most recent widely adopted evaluations of the neutron cross-section standards library, the IAEA Standards 2006 [50] (adopted as ENDF/B-VII Standards [50, 51] ) and the IAEA Standards 2017 [52] , which were adopted as ENDF/B-VIII Standards [53] .
An empirical "fix" (algorithm) that compensates for PPP (discussed in Sect. II) in a practical way was suggested by Chiba and Smith [54] . This algorithm was incorporated in code GMAP. Since this revised version has been used exclusively in the Neutron Standards evaluation work since 2003, henceforth in this paper the code and accompanying database will be referred to by the new name GMAP. However, the reader should be aware that the name GMA is still widely used by some individuals in reference to even the revised version. As is evident from the discussion in Sect. II, the least-squares method is an inherently linear formalism that can generate significantly biased results when large input data uncertainties are involved and there exist non-linear relationships between the input data and derived values for observable quantities, e.g., as may happen when ratio data are included [37] . Suggestions for dealing with nonlinear effects within the framework of Bayesian evaluation theory are being explored, but they have been implemented only in a few cases, e.g., see [40] .
In most practical situations, most contemporary evaluation methods yield acceptable results if adequate, reliable input data are available, i.e., when modest uncertainties and mostly non-discrepant data are incorporated. So, deficiencies in evaluation methodology are not the most serious concerns facing contemporary nuclear data evaluators.
B. Data Deficiencies
The most pressing concern faced by contemporary nuclear data evaluators is how to deal with inadequacy of the input data to be evaluated, both with respect to reliability and completeness. This unfortunate situation persists in spite of considerable effort expended by the nuclear science community over many decades to acquire and compile comprehensive databases of experimental values [55] . While this concern encompasses both theoretical and experimental information, the focus in this paper is on experimental data.
Experimental input data used in evaluations need to be statistically consistent (i.e., largely free of problematic outliers), and generated from analyses of measured results that incorporate accurate and inclusive modeling of the relationships between the quantities that actually are measured and those that are sought to be obtained indirectly from the raw data (derived results). Estimated uncertainty magnitudes and reported correlations need to be reasonable as well as comprehensive. Data provided by experimenters, and archived in original form in publications or computer-accessible data repositories, e.g., in EXFOR [55] , are considered to be raw data. Raw data usually need to be adjusted to be consistent with contemporary standards and fundamental nuclear properties such as decay parameters [56] [57] [58] (half lives and branching ratios, etc.). Additionally, a comprehensive UQ exercise should be undertaken. This is a point that will be stressed in the whole paper. As mentioned in Sect. II, rarely can experimental data published by original authors be accepted by evaluators directly as reported, especially if many years have transpired since the measurements were performed. Consequently, it is the responsibility of evaluators to revise the input data used in their evaluations, as needed, and to insure that the information is comprehensive. Otherwise, the results of these evaluations are likely to be flawed and misleading.
While evaluators are limited in what they can do if they consider only reported experimental data uncertainties, which often are incomplete, progress can be made if they are able to supplement this information with estimates of required uncertainties and correlations obtained from templates of suggested values generated through the collective experiences of other experimenters and evaluators in the field, e.g., see [59] [60] [61] [62] [63] . This may lead to an evaluator choosing either to alter the uncertainties provided in the literature for certain data or to outright reject those data that, in their opinion, are of such poor quality (e.g., seriously discrepant) that their inclusion in the evaluation process would lead to unacceptable distortions in the evaluated results (e.g., see the case of Staples data [64] in 239 Pu(n,f) Prompt Fission Neutron Spectra (PFNS) evaluation [65] ).
In evaluating the IAEA Standards (2009) [50, 51] , a reasonable value for the evaluated solution chi square per degree of freedom was obtained by including outlying uncertainties with medium energy range correlation and increasing the uncertainties of apparent outlier data points based on the observed differences between the actual data points and the prior (assumed to be the previously evaluated mean value). These adjustments to the uncertainty values were made whenever the differences from the evaluation were more than two sigma for a single point or more than one sigma for two or more consecutive energy points. The changes in the cross-section mean values resulting from this procedure were small because the discrepant points usually exhibited large uncertainties and therefore had limited influence on the evaluated mean values.
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C. Consequences of Deficiencies
A specific concern that emerged a while ago (for Neutron Standards this issue was raised at CSWEG in 1991) relates to the topic of unrealistically low evaluated uncertainties. Strong reduction of uncertainties was observed for R-matrix model fits, especially for cross-section data fitted with small numbers of parameters (uncertainties as small as 0.02% were observed for 6 Li(n,t) in the 1/v energy range). Expert assessment based on assumed normal probability population statistics (the so called "2/3 rule") was used to increase uncertainties. This issue was addressed explicitly in papers by Gai [66, 67] and by Badikov and Gai [68] . Of particular concern is the impact of this phenomenon on the standards evaluations [50] [51] [52] [53] . Pronyaev [69] has explored the matter of too-low uncertainties that appears to arise when model fitting is used in evaluating data rather than basing evaluations solely on experimental data. The concern for too-low uncertainties has also been raised in several papers presented at four workshops during the past decade that were devoted to nuclear data covariances [70] [71] [72] [73] , as well as being discussed in numerous additional reports, theses, conference proceedings, and published papers. While it remains an open area of research, an emerging consensus view in the nuclear data community is that this effect is primarily related to deficiencies in the input data rather than to evaluation methods, provided that evaluators incorporate the available capabilities provided by these methods properly. This phenomenon can be attributed to under-estimation of experimental data uncertainties (for various reasons) and, in many instances, also to inadequate consideration of uncertainty data correlations [74, 75] .
What harm can be done if evaluations generate small uncertainties? Of course there is no harm, only benefits, as long as these predicted uncertainties are realistic and truly reflect the quality of the underlying data being evaluated. Otherwise, if the estimated uncertainties are indeed too small, there is a danger that users of these evaluated data will be misled into thinking that the quality of the provided information is better than it really is. This can have serious consequences for analyses of cost, reliability, and safety when these data are employed in modeling nuclear systems and/or in making predictions. Of course, if the evaluated uncertainties are too large relative to the uncertainties of the underlying data, this too can have important implications. Then, it may happen that costly and time consuming effort might be devoted to improving the quality of the underlying data when it would not be warranted if the evaluation had produced results that represented the data properly. Clearly, the goal of proper data evaluation is to produce realistic results that represent the available underlying data well. As mentioned above, we should be reminded of Aristotle's observation that was expressed long ago [1] .
IV. UNRECOGNIZED SOURCES OF UNCERTAINTIES (USU )
It can happen that no matter how hard evaluators attempt to apply rigorous evaluation procedures faithfully, and to track down, adjust, and include all the different sources of uncertainty known to them (including their correlations) for the various experiments considered, the resulting evaluated uncertainties may still appear to be inconsistent with the input data, and thus will be perceived as unacceptable by data users. Most often, these evaluated uncertainties are perceived as being too small, as mentioned above.
The present investigation focuses on scenarios where concerns for too-small uncertainties arise. Then, additional, non-specific sources of uncertainty may need to be postulated, and values estimated and introduced into the evaluation process, in order to address such perceived deficiencies in these evaluations. In this paper they are referred to by the term Unrecognized Sources of Uncertainties (USU ), e.g., see [53] . It is important to understand that when the term USU is mentioned by itself in this paper, it refers to the concept rather than to a specific uncertainty value. If it is the value that is being discussed, then it should be stated that it is the "magnitude of the USU contribution". Also, note that we prefer to use "(S)ources" rather than "(S)ystematic" in the acronym USU, since both correlated or uncorrelated unrecognized sources of uncertainty have been identified as elaborated below, although the reader needs to be aware that the term USU frequently has been used by other authors solely in the context of systematic uncertainties. This issue will arise if an evaluator can think of no known sources of uncertainty that could be included to remedy the problem of too-small evaluated mean-value uncertainties, or when an evaluator concludes that other possible known sources of uncertainty are simply too difficult to estimate objectively in the given circumstances. Here, we should mention another insightful observation from Aristotle [1] : ... Only the man on the spot can decide whether the bread is properly cooked ... . So, USU are those which must be added to the uncertainty budget of an evaluation when no other practical options seem to be available to the evaluator to permit reasonable evaluated uncertainties to be generated based on consideration of known uncertainty sources. Of course, the challenge is to determine how this should be accomplished in a reasonable and consistent manner.
A. USU Historical Background
As mentioned before, there has been a long history of criticism of nuclear data evaluated uncertainties, in particular of the Neutron Standards' uncertainties as being underestimated. The main problem in the case of evaluations based on primarily experimental data (as is the case of Neutron Standards) remains in the realm of properly estimating correlations between the input experimental data. The proposed unrecognized uncertainty-estimation method [66, 68] addresses this problem, and it is equiv-alent to the determination of hidden uncertainties. The method has been applied to cross-section evaluations in the Neutron Cross Section Standards project [50] [51] [52] , and it has been also used to evaluate the uncertainties of the latest release of the Russian evaluated nuclear data library BROND-3 [76, 77] .
In Ref. [36] it was written: This method allows the determination of experimental systematic uncertainties that have been underestimated by their authors, and some implicit correlations of the data can also be obtained. Additional systematic and statistical uncertainties of each experimental study are determined in accordance with the observed distribution of the data around the calculated mean value [66] . Application of the method is based on the iterative procedure of minimizing the mean squares deviations with the assessed statistical and systematic uncertainties.
The unrecognized uncertainty-estimation method [66, 68] inspired the introduction of USU in the latest Neutron Data Standards [52] . In the Neutron Standards publication we have defined the unrecognized (or unknown) systematic uncertainty as a practical minimum uncertainty that can be achieved using a given measuring method (or measuring tool). No matter how many times the measurements are repeated, if we use the same method, we cannot get a result with lower uncertainty [52] .
For the Neutron Standards evaluation, each of the cross sections evaluated had the normalization for absolute measurements analyzed statistically (considering weights) to obtain the standard deviation of that distribution. Derived standard deviation was regarded as an additional component of the unrecognized systematic uncertainty.
The assumption was made [52] that the unrecognized systematic uncertainty is not energy dependent. While this approximation was valid for data partially evaluated by the R-matrix theory 1 , where the normalization of experimental data relied on the unitarity of the formalism, the situation is different for other cross sections of neutroninduced reactions on heavy elements. In the latter case the approximation of USU as an energy independent quantity may be questionable, but it was introduced in the standards evaluation as a first approximation toward deriving more realistic uncertainty estimates.
Even though it has been demonstrated that inclusion of energy dependent USU values results in an added need to iterate the generalized least-squares (GLS) procedure in performing an evaluation [78] , it is worth noting that the increased uncertainties derived for quantities like the 239 Pu fission cross sections generally have been justified by using independent methods (e.g., the PUBs estimate [74] ).
B. USU Definition and Characteristics
It is important that a clear definition of USU be provided as the basis for further discussions in this paper:
1 Eventually all data are combined in the GLS fit.
Definition: USU are those uncertainties for which one has no or only limited idea of their cause (at present), and that limit the accuracy and precision of quantifying an observable.
We should keep in mind that it's meaningless to discuss a systematic USU if only one experimental data point is available for a particular physical process. Furthermore, there is no possibility to identify a systematic USU effect if all the available data correspond to just one experiment, no matter the number of data points within it.
Taking into account the existence of USU, the relationship between the measured values y i associated with potentially different observables and the underlying true value µ for one experiment, leads us to write down the following equation which is an extension of Eq. (3):
This formulation could be easily generalized to multiple measurements K by introducing an additional index (k). This will be omitted for clarity in the ensuing discussion. The difference between the measured values y i and the true value µ is given as the sum of various errors. The error due to a finite counting statistics is denoted as ε i and the error due to recognized systematic effects, such as the detector efficiency, as η i . The error due to USU is denoted as δ i . These quantities are all considered as random variables. The errors η i and δ i of different measurements can be correlated, e.g., if the measurements were performed using the same detector or the same sample. It is noteworthy that only the measured values y i are known and the values of all other variables are uncertain and therefore have to be estimated using statistical assumptions. For instance, if the y i represent the measured values corrected for recognized systematic errors, a reasonable and common assumption is that the most likely η i is zero. Even though it is not necessary to do so from a statistical point of view, it is usually assumed that the random variables η i , ε i , and δ i are governed by normal distributions, which leads to a simplified mathematical treatment. Depending on the case, this choice may be motivated either by the central limit theorem, the principle of maximum entropy, or the fact that the normal distribution is the limit of several distributions, such as the Poisson distribution, e.g., see Refs. [3, 23] . Report JCGM 100:2008 [79] from the Bureau International des Poids et Mesures is a well-known guide to uncertainty quantification (UQ) for experimental measurements in the field of metrology and, while it is a useful reference for present purposes, its recommendations do not always apply in the case of nuclear data evaluation. As mentioned earlier in this paper, the latter often involves employing Bayesian prescriptions that combine available data, which may consist of both experimental and theoretically derived information, while in conventional metrology the data are assumed to be entirely observational in nature and sufficiently comprehensive to enable reliable probabilistic treatments of particular measurement processes without having to resort to prior assumptions, e.g., see [3] .
Report JCGM 100:2008 [79] categorizes uncertainty sources as belonging to one or the other of two basic R. Capote et al.
types: One type consists of those uncertainties that potentially can be estimated objectively by analyses of experiments performed under controlled conditions (sometimes referred to as Type A). The other type consists of uncertainties that are more subjective and are NOT readily determined by objective procedures (sometimes referred to as Type B). Uncertainties belonging to both of these categories are characterized by underlying probability distributions [79] , according to the Bayesian interpretation of probability [3] . It should be understood that these two categories refer to the methods by which these uncertainties are determined and NOT by how they are actually involved in specific UQ situations.
USU are experimental uncertainty sources whose estimated magnitudes must be determined based on the experience of experimenters and evaluators. It should be noted that Report JCGM 100:2008 [79] clearly indicates that what it considers to be USU are completely indeterminable (unknowable). As mentioned earlier, nuclear data evaluators, motivated by practical necessities, must proceed, albeit cautiously, beyond this STOP sign! This observation is fully consistent with the discussion in Sect. II that points out differences in how uncertainties are approached in traditional metrology and in nuclear data evaluation work.
With respect to their influence, USU can be either correlated or uncorrelated, depending on the circumstances. Fully correlated USU will determine the lowest possible accuracy to which it is possible to determine a certain physical quantity by a particular experimental technique due to unknown bias-inducing effects. Uncorrelated USU may contribute in a quasi-random way to unexplained scatter in measured data when it is assumed by the experimenter that the measurement procedures are well understood and under control. This may occur because of unrecognized instabilities in the experimental apparatus. Uncorrelated USU will certainly limit achievable precision, and possibly the attainable accuracy as well.
C. Clues of USU in Experimental Data
Let us assume that after performing the evaluation procedures discussed in the preceding paragraphs of this section, an evaluator arrives subjectively at the conclusion that evaluated uncertainties generated without consideration of USU are unrealistically small, and that additional USU contributions should be included. Clues that will support objectively an evaluator's intuitive view regarding the need to consider including USU contributions are discussed below.
Before examining these clues, it should be pointed out that if there exists a correlated bias (referred to traditionally as a systematic bias) that extends in the same manner across all available and included physics input data sets relevant to a particular evaluation (e.g., as a multiplicative shift of all these data), it will be impossible for an evaluator to suspect the presence of this bias (and, thus, a need to consider sources of USU ) solely on an examination of these physics input data. Only when the evaluated data are employed in particular application simulations, where calculated and measured derived system observables are compared (C/E), might the existence of such a bias in the input data likely become evident, e.g., see [80] . An additional indication of bias could emerge from the comparison of a completely different type of experiments that measure the same physical quantity (e.g., capture cross section measured by TOF vs AMS, see Sect. V E 4).
For example, suppose hypothetically that the evaluated physics data applicable to calculation of the criticality parameter k eff for a particular nuclear reactor are very well known, with a single exception being the neutron multiplicity ν, and that the computational model and simulation procedures also are assumed to be precise and accurate, e.g., see [78, 81, 82] . Furthermore, let's postulate that a significant discrepancy does exist between the currently accepted value of ν and its true value. Then, the calculated criticality parameter k eff will differ from the measured one, and existence of the ν data discrepancy may be revealed. Unfortunately, such sources of uncertainty that produce biases in application simulations rarely manifest themselves with such transparency in realistic situations.
Additionally, we should mention that ideally before looking for USU related effects an evaluator is expected to:
1. remove outliers, 2. undertake a full UQ estimation exercise using available experimental information, and including the guidance of a template to estimate potentially missing uncertainties.
Here are some well-defined clues that point to the need for an evaluator to consider USU contributions in an evaluation: Clue 1: If the spread of input data values is such that limited overlap of the uncertainty bars is observed in the plotted data points, this is a qualitative clue that additional unaccounted-for uncertainty sources, i.e., USU, may need to be included in the evaluation process.
Clue 2:
A quantitative clue that USU need to be considered is manifested when a calculated global chi-square-perdegree-of-freedom parameter (χ 2 /df ) that exceeds 1 significantly is generated in an evaluation without consideration of an USU contribution. This is the case especially if care has been taken by an evaluator to eliminate clearly discrepant experimental data, and to consider all known sources of uncertainty (as well as their correlations) in a realistic manner. Unfortunately, it is common practice for evaluators to simply multiply all the input data uncertainties by the factor χ 2 /df when this happens, and thus artificially force χ 2 /df to be exactly 1, e.g., see [3, 23, 25] . This is not considered to be good evaluation practice because it treats all input data points equally, e.g., see [79] . Doing so may lead to biases owing to the excessive influence of those data points that contribute to the large chi square per degree of freedom. So, it is a poor substitute for actually uncovering the specific origin of the problem (e.g., discrepant data points, overlooked known sources of uncertainty, failure to consider correlations, etc.), or for performing a detailed examination of the individual terms that contribute to the calculated global value of χ 2 /df , and only then introducing a targeted USU contribution when no other options for eliminating the problem are envisioned.
Clue 3:
It should be investigated whether the input data points tend to scatter such that the number of these data points seen to lie significantly outside the uncertainty bands defined by the population standard deviation (irrespective of the uncertainties assigned by the original experimenters) is larger (or smaller) than should be expected from applicable statistical criteria. For example, if the data are assumed to be normally distributed, as is generally the default assumption, then (as mentioned earlier) approximately two-thirds of the points should lie within the above-mentioned uncertainty bands. Excessive numbers of data points (or too few of them) seen to lie outside these limits would suggest that a problem exists with the assumption that these data are normally distributed. Then, evaluation by conventional methods, e.g., the least squares method, that assume normally distributed data could generate misleading results. Some of the rogue data points actually may be discrepant for physical reasons that transcend statistics, and this could lead to inappropriate reliance on statistical interpretation. Furthermore, most statistical rules become meaningful only when fairly large numbers of data points are involved.
Clue 4:
If the population standard deviation of the input data points (without regard to assigned uncertainties) is noticeably different from the average of the magnitudes of uncertainties assigned to these data, then either the assigned uncertainties are over-estimated or under-estimated. In the latter case, the difference may be attributable to USU. This clue is related to Clue 1.
Clue 5:
If a collection of experimental data to be evaluated can be organized into two or more groups, based on distinct experimental techniques employed in the measurements, and if evaluation of these data groups separately, according to the various group characteristic experimental techniques, produces noticeable differences in both the evaluated mean values and uncertainties for the distinct groups, this is strong evidence for the existence of a method-related bias attributable to USU that must be taken into consideration by an increase in the evaluated uncertainties.
While there are statistical algorithms for identifying the tendency of collections of data to exhibit grouping, without regard to considering experimental technique, grouping data points based on measurement techniques, when this information is known by the evaluator, should be preferred to grouping them based solely on statistical analysis for purposes of establishing the need to consider introducing USU contributions.
Clue 6:
If the preceding clues indicate that evaluated uncertainties are likely under-or over-estimated, the "Physical Uncertainty Bounds" (PUBs) method developed by Vaughan et al. [83] can be applied to investigate quantitatively whether the evaluated uncertainties are realistic given the input quantities and pertinent known physics information. One of the first nuclear-data-specific examples is shown in Ref. [74] . It investigates whether the 239 Pu(n,f) cross-section uncertainties that were produced in the Neutron Data Standards evaluation increased with USU or without consideration of USU are more realistic. To this end, the evaluated quantity was separated into its physics sub-processes which are related to independent sources of uncertainties of the evaluated quantity 2 . Physics-based conservative and optimistic uncertainties and functional forms were assessed for each of these subprocesses. A total minimum realistic and PUBs conservative uncertainty is obtained by adding up uncertainties of all independent sub-processes in quadrature. If the original evaluated uncertainties are below the minimum realistic bound, they are likely underestimated given all known uncertainties. If they are above the conservative bound, they are likely over-estimated given all known uncertainty sources. For the case of 239 Pu fission, this two-fold PUBs procedure clearly indicated that the experimental uncertainties were inadequately estimated, and that a more detailed UQ effort should be undertaken before estimating an USU contribution. If the minimum realistic and PUBs conservative uncertainties bracket the evaluated uncertainties, then the latter uncertainties are realistic given all known uncertainties. However, if the evaluated uncertainties do not fall within the PUBs boundary values and, in particular, if the evaluated results fall below the minimum realistic PUBs bound, and no further objective uncertainty source can be identified, then an USU component needs to be estimated and included in the evaluation process to remedy the situation. It should be stressed here that the PUBs methodology assesses whether uncertainties are realistic given all known uncertainties rather than looking for USU. However, consideration of the clues of above allows us to quantify if an USU contribution is really needed or whether more realistic uncertainties might be obtained by a further detailed uncertainty analysis. An example to illustrate this approach and the application of PUBs is given in Appendix VI C for the 252 Cf(sf) ν tot .
The possibilities of being able to quantify USU contributions in a reasonable way by pursuing these clues will depend on the specific conditions encountered by the evaluators.
Statistically speaking, the larger the databases to be evaluated for particular observable quantities, the better the chances are that reasonable estimates of USU uncertainty contributions can be generated to include in the evaluations. If a particular input database is sparse, the possibility of estimating USU contributions reliably is likely to be marginal.
It may be surmised from the preceding discussion that uncovering the existence of USU, and developing procedures by which these uncertainties can be taken into consideration, requires evaluators to examine features of the data points themselves, including both their mean values and assigned uncertainties, and not simply to accept the author-provided mean values and uncertainties as a matter of faith. Failure to consider the possible existence of USU, if the contributions are significant, will result in the very deficiencies that manifest themselves in the aforementioned clues.
USU are additional uncertainties that need to be included in the input database in order to be able to perform a reliable evaluation. Introduction of USU contributions after an evaluation has been performed is not comparable to introducing them in the input data prior to an evaluation, with the sole exception being the evaluation of a single physical quantity [78] . When USU contributions are included in the input data, their impact will be reflected in the output evaluated results. This is the proper way that USU should be treated in an evaluation.
Finally, it should be stressed that the more robust the clues are, the better the chance of generating reasonably reliable estimates of USU contributions by means of one or more of the methods described in the following section.
D. USU Estimation Techniques
Acknowledging existence of a need to identify USU involves considerable subjectivity, since it must be established whether adequate steps have been taken to avoid the necessity of introducing USU by seeking to uncover and incorporate any objectively understood sources of uncertainty that might have been overlooked or improperly quantified in an evaluation conducted without consideration of possible USU contributions. Consequently, there will be differences of opinion among evaluators on how to approach the matter of dealing with the issue of USU in specific evaluation scenarios. Evaluated outcomes may differ noticeably depending on choices made by individual evaluators. As a general principle, it should be understood by evaluators that simply enhancing uncertainties to cover data discrepancies that may reflect failure to apply needed corrections is not a viable option unless these corrections are judged to be relatively small and so difficult to estimate objectively that common sense suggests that attempts to determine them would be impractical.
Regardless of which methods are applied, the following basic approach ought to be followed in dealing with USU in nuclear data evaluations: As few arbitrary assumptions as possible should be involved in estimating USU contributions, in accordance with the principle of Occam's Razor [84] . Well-defined, transparent mathematical algorithms should be employed so that they can be implemented in a straightforward manner and adequately documented as part of the evaluation process. The assumptions and procedures involved should deliver results that could be replicated by a future evaluator who might wish to apply them to the same input data set.
The following are some suggested methods that may be considered by evaluators in estimating the magnitudes of USU contributions for inclusion in an evaluation. An evaluator may choose to use just one of these methods, or more than one (if feasible) and then compare the outcomes in reaching a decision of how to incorporate USU estimates in a particular evaluation.
Grouping Datasets by Experimental Method
This method may be used when the available experimental data can be grouped into two or more distinct sets according to the experimental methods employed in the measurements, as mentioned above in discussing Clue 5. The USU contribution, when evaluating a single physical quantity, can be determined from the standard deviation of the various evaluated mean values obtained by analyzing the several data sets separately, according to the distinct measurement techniques (without regard for USU ). However, if there are only two groups of data to consider, based on the measurement techniques, the best estimate of the USU contribution probably should be the actual difference in the evaluated mean values for the two groups (see, e.g., Sect. V E 4). If more than one physical quantity is evaluated, similar procedures can be applied separately when considering each of the individual quantities being evaluated.
Population Standard Deviation σP in the Normalization Factors
When ranges of data are involved, e.g., as characterized by particle energy, then USU contributions can be estimated as population standard deviations σ P in the average normalization factors of absolute data sets that span the whole energy range. This method was used in estimating USU contributions for R-matrix data in performing the ENDF/B-VIII standards evaluation [52] .
Difference Between σP and Average of Reported Uncertainties
USU can be determined from the difference between the population standard deviation of the experimental data and the average value of their reported uncertainties. This method might be appropriate if there is no clear evidence of data-set grouping based on experimental methodology.
Statistical Estimation
If the mathematical relationship in Eq. (4) between the measurements, the truth and the various errors and biases is complemented with additional distribution assumptions, the maximum likelihood approach [3] (see the Appendix VI B) can be used to infer the most likely uncertainty and potential correlations connected to USU. For the following, it is pertinent to write Eq. (4) in vector form y = µ + ε + η + δ. The vector µ is the result of a model function. In the case of a single quantity it may be just a constant. If y contains measurements of the same reaction cross section at different incident energies, the model function can be given by a Padé approximant. As a last example, in the case of a linear model with a parameter vector θ, we would have µ = Sθ, being S a constant scaling factor. The dependence on the model parameters can be made explicit by writing µ(θ).
We assume that the covariance matrices C ε and C η are known. The former covariance matrix reflects the uncertainty in the errors ε due to counting statistics and the latter the uncertainty in the systematic errors η. The covariance matrix C δ associated with USU contribution is unknown.
In order to estimate both µ(θ) and C δ , we need to make assumptions about the distributions. Assuming multivariate normal distributions and using the abbreviation C known = C ε + C η , the likelihood L for y is given by
The maximum likelihood principle states that µ and C δ should be chosen to maximize the likelihood. This is an optimization problem. There are usually not enough measured data available to estimate C δ without additional structural assumptions. Therefore known distinguishing factors, such as the measurement method, can be used to define the structure of the covariance matrix. This is the same underlying idea as employed in Method 1 (see IV D 1) and Method 2 (see IV D 2).
As an example for a structural assumption, we may assume that two USU errors δ i and δ j have the same value (are fully correlated) if the i th and j th experimental data points have been measured with the same technique. In mathematical terms, elements in the USU covariance matrix are given as C δ,ij = ∆ if both y i and y exp,j have been measured with the same technique and C δ,ij = 0 otherwise. In effect, the covariance matrix C δ can be considered as a function of ∆.
Given all the mentioned assumptions above, it means to choose ∆ and θ so that the value of det C + z T C −1 z with z = y − µ(θ) and C = C known + C δ is minimized. This expression is obtained by taking the logarithm of Eq. (5) and dropping constants as they do not change the location of the maximum. This task can be solved by a numerical optimization algorithm. See the Appendix VI B for further details on the maximum likelihood method.
V. EXAMPLES RELATED TO NUCLEAR DATA EVALUATION WITH USU
In the following discussion, it is assumed that the evaluation methods employed are based on the least-squares approach, e.g., as embodied in code GMAP [49] . The estimated USU contributions, when significant, need to be introduced as components of augmented covariance matrices associated with all the input experimental data. It has been shown by Capote and Neudecker [78] that when more than a one-dimensional quantity is to be evaluated (e.g., energy-dependent cross sections), the evaluated mean values, as well as the derived covariances, will be altered by the use of augmented covariance matrices that include the USU contributions. This is intuitively evident because a change in the inclusive data covariance matrix changes the effective weighings of the input data points and this will alter the evaluated mean values. Therefore, a-priori determined USU contribution (e.g., as done for a one-dimensional quantity 252 Cf(sf) ν tot , see Sect. V A below) cannot be added a-posteriori to evaluated uncertainties while keeping the originally evaluated mean values. Instead, the evaluations need to be repeated including these augmented covariance matrices that contain an USU component in the experimental covariance matrix.
This section presents several specific examples where the possibility of identifying the need for and an estimate of USU contributions is explored. These examples are all based on situations that incorporate actual nuclear data rather than artificial data. However, they sometimes treat isolated and/or truncated data sets for reactions that normally would be linked to several other reactions through measured ratios in an actual comprehensive, simultaneous evaluation. By this means, the examples introduced here have been simplified and reduced in scope in such a way as to make discussions of USU more transparent than generally would be the case for actual evaluations. In no instance should the results generated in these examples be interpreted as substituting for the results provided in existing evaluations.
In addition to presenting examples that illustrate how the need for USU might be established, and quantitative estimates of these uncertainties produced, a few additional cases are mentioned as representative of situations where it would be either impossible, or at best inconclusive, to try to identify and quantify USU, due simply to a lack of adequate information. We choose to label such situations as "unmanageable" ones.
Clearly, an investigator needs to assess whether making an effort to identify and quantify USU contributions would be a waste of time for very practical reasons.
The 15-point data set of the neutron multiplicity ν tot experimental values for 252 Cf(sf) as compiled by Axton [82] had been used for the Thermal Neutron Constants (TNC) fit [80] that involved more than 100 experimental points of various thermal quantities [93] within the IAEA Neutron Data Standards 2017 [52] . The IAEA Neutron Data Standards were adopted for the ENDF/B-VIII.0 library [53] .
Due to the small uncertainty of measured 252 Cf(sf) ν tot , it is well established that this quantity is practically independent of other TNC datasets and its evaluation can be undertaken independently. A simple least-square fit assuming all 15 experiments to be independent gives an uncertainty of 0.13% [78] , which is practically identical to the one quoted by Axton as well as what was derived in a recent comprehensive evaluation [80] . This uncertainty was also obtained in the previous Neutron Standards evaluation [50, 51] . A more conservative uncertainty was adopted in the IAEA Standards 2017 using previously discussed USU concept [52] , which raised the estimated uncertainty to 0.42% (see Ref. [78] for discussion).
Note that the selected fifteen experimental values do not include any outliers and their evaluation generated a χ 2 /df that is very close to one. Dividing the data points into three groups, according to the measurement technique, gives statistically coherent results in spite of the fact that large differences between mean values derived using different methods were observed [81, 82] .
Under these circumstances, and without further knowledge, the evaluated weighted mean and its variance are expected to be acceptable. However, the estimated uncertainty of 0.13% is practically equal to the value that would be obtained if we neglect all correlations between experiments, which could be an indicator of missing inter-experiment correlations. In addition an uncertainty boundary quantification of the same experiments using the PUBs methodology [74, 83] summarized in Appendix VI C clearly shows that the 0.13% uncertainty is significantly lower than the estimated minimum realistic uncertainty bound of 0.23%. Such a difference also indicates that it is very likely that there are missing uncertainties of single experiments and correlations between several measurements. At the same time the estimated conservative PUBs uncertainty of 0.38% was smaller than the Neutron Standards value of 0.42%.
Therefore, a reevaluation of the 252 Cf(sf) ν tot with a better uncertainty quantification is needed, as this quantity is critically important in neutron applications. A careful study of this dataset in a comparison with EXFOR revealed sometimes sizeable differences [93] in the values of their uncertainties. While we will not attempt here to re-evaluate the 252 Cf(sf) ν tot , we will use this dataset as an example and observe the influence of using the generalized least-squares approach of Eq. (2) with correlations. We employed the values and uncertainties as stated in Ref. [78] . When introducing correlations, the total uncertainties are considered preserved. From these data we then constructed the covariance matrix and estimated the weighted mean valuê µ ≡ν tot and its variance, without introducing prior information. The act of constructing the covariance matrix artificially from a correlation matrix is carried out here for illustration purposes. Of course, we realize that this is not the recommended way to undertake uncertainty propagation. As an example we set all off-diagonal elements of the correlation matrix to the same value k. For k = 0 we get a weighted mean value ofμ = 3.765 with an an uncertainty of 0.11%. If k increases, the weighted mean value slowly increases, and its uncertainty increases to a maximum of 0.18% for k ≈ 0.3, and then decreases to a smaller value of 0.03% when k → 1, as illustrated in Fig. 1 . The covariance matrix remained positive definite as k increased, except for k = 1 (as expected). This is a straightforward demonstration of the PPP effect resulting from employing this artificially constructed covariance matrix in the present least-squares evaluation process. A more realistic case would include an improved UQ leading to a realistic estimation of the covariance matrix, possibly using correlations, for example, based on the PUBs approach [74] . It is also clear that for an actual evaluation of 252 Cf(sf) ν tot , not only the covariances must be carefully analyzed and quantified, but also the original mean values, and in particular the quoted uncertainties, must be reassessed. It is beyond the scope of this paper to undertake this work. However, the analysis performed in the present example clearly suggests that consideration of correlations between the experimental data used in the evaluation process, as well as introduction of more realistic uncertainties for the individual data points, and perhaps inclusion of an USU component, will certainly lead to a larger, and probably more realistic, evaluated uncertainty for this physical quantity than the one recently obtained in Ref. [127] .
B. USU in a Counting Experiment USU contributions typically have been associated with correlated uncertainties that may originate from common detection methods with unknown uncertainties/biases [52] . However, the USU concept could be extended to include unrecognized (hidden) experimental uncertainties of unknown origin which may be partially correlated or even uncorrelated. In this section we illustrate how certain uncertainty components, including unrecognized (hidden) uncertainties which we are referring to as USU, can be estimated by dedicated measurements and analysis procedures. These could then be viewed as Type A uncertainties, as described in Sect. IV of this paper.
Experimental results that are used to evaluate a physics quantity include ideally an assessment of the main uncertainty components involved in the measurement process. A detailed evaluation of these components should reduce the need to consider USU. However, doing this requires dedicated experiments and analysis procedures which rely on statistical inference and variance hypothesis testing as well as a detailed UQ by the evaluator across all measurements used as input data for the evaluation. For example, Borella et al. [95] assessed the impact of the sample properties on capture cross section data that are derived from total energy detection measurements combined with the pulse height weighting technique. From a series of measurements using samples with different characteristics, they concluded that the minimum uncertainty is about 1.7% in case an external normalization based on a saturated resonance is applied [95, 96] . Massimi et al. [97] demonstrated experimentally that this uncertainty can be reduced to less than 1.0% when an internal normalization is applied. These conclusions are valid provided that the procedures described by Borella et al. [95] and Massimi et al. [97] are applied, as discussed in [96] .
The uncertainty of a radioactivity measurement using a low-geometry alpha counting system is investigated in Ref. [98] . An experimental procedure was defined to verify if the uncertainty due to counting statistics has to be combined with an USU component, and to estimate the variance of its distribution. The procedure is based on a one-way ANOVA (ANalysis Of VAriance) model combined with hypothesis testing [94] . Therefore, a series of repetitive (replicate) measurements was undertaken. The measurement time was set to yield a total number of counts such that the Poisson distribution approaches a Gaussian distribution. Before the start of a series of repetitive measurements the vacuum of the chamber was eliminated, the sample was placed at its appointed position, the sample-detector distance was measured, the diaphragms were placed and the vacuum pump was again activated.
A data set for one sample and sample-detector distance consists of a total of N = K i=1 n i counts consisting of K groups (i = 1, ..., K) of n replicate measurement results (j = 1, ..., n i ). Each measurement result y ij can be represented by an error structure (or model):
It is the sum of the true value µ, an unrecognized error δ i due to the group in which the observation occurs, and a random error ij representing the variation from the mean value of the i th group. It is supposed that the measurements in the same group have error components ij from the same distribution with zero mean and standard deviation σ and the error components δ i are identically distributed coming from a distribution with zero mean and standard deviation σ δ (USU ). A set of sum of squares reported in Table I are calculated from the experimental data. These values are used to quantify the degree to which the δ i values of different groups are different or alternatively what is the variance σ 2 δ of the values across different groups. For each group i the variance s 2 i is calculated: withμ i the mean value for group i:
where x ij are the raw measured data. In the homoscedastic case 3 , these values are pooled to provide an estimator σ 2 of the variance of the random error,
where relevant definitions are given in Table I . Using this estimator of σ 2 , the USU variance σ 2 δ is calculated as:
with the between group sum of squares S 2 g defined in Table I , and the overall meanμ or estimate of the true value by:
The homoscedascity of the K variances s 2 i is verified by the Bartlett test [94] . The quantity χ 2 B : is computed, which follows a χ 2 -distribution with (K − 1) degrees of freedom. The hypothesis that the variance of the random error is due only to counting statistics, i.e., based on a Poisson distribution, is tested by the quantity:
with the best estimate of the true valueμ used as an estimator of the variance. The variable χ 2 σ 2 follows the χ 2 -distribution with (N − K) degrees of freedom. Finally, the hypothesis of the absence of USU, or the hypothesis that σ 2 δ = 0, is tested by the ratio:
which follows the F -distribution with (K − 1) degrees of freedom in the numerator and (N −K) degrees of freedom in the denominator. The one-way ANOVA model together with the Bartlett and χ 2 -tests were applied to identify and quantify the USU using the results of the α-counting experiments for different samples and different sample-detector distances. A detailed description of the exercise is reported in Ref. [98] . The data of the measurement for one sample and sample-detector distance are shown in Fig. 2 . The results of a statistical analysis of these repetitive measurements are summarised in Table II . The data in Table II reveal that the variance of the random component can be derived from the estimated mean, provided that the counting statistics is enough to approximate the Poisson distribution by a normal distribution. The F -test suggests the presence of a USU with a varianceσ 2 δ = 1365, estimated from the sum of squares S 2 g and S 2 r . The USU variance σ 2 δ can also be estimated starting from grouped data (y i , u i ) based on a maximum likelihood estimation as in e.g., Ref. [19] . The mixed errorcomponent model is similar to the one in Eq. (4), however, without any correlated error component:
It is assumed that the error components i and δ i have a normal statistical distribution with mean zero, i.e., N (0, u 2 i ) and N (0, σ 2 δ ) N (0,σ 2 δ ), that they are mutually independent, and that the unrecognized effect is independently sampled from a single distribution. The USU variance σ 2 δ of this distribution is estimated by maximizing the likelihood:
The likelihood L, which is represented in Fig. 3 , results in Maximum Likelihood Estimates (MLE)σ 2 δ = 955 and 970 using s 2 i andμ, respectively, for the uncertainties u 2 i . These estimates are fully consistent with the one derived from S 2 g and S 2 r . To evaluate the full measurement uncertainty of the result of an activity measurement the USU variance needs to be determined as a function of count rate and the impact of the correction for the solid angle needs to be investigated. The result of these studies will be reported in [98] .
C. USU in 238 U/ 235 U Fission Cross-section Ratio Measurements
The IAEA Neutron Standards evaluations [50] [51] [52] offer an example when energy-dependent cross sections, their ratios and other energy-dependent combinations are used in a non-model combined evaluation of data on a common energy grid. The data reduction to the GMAP energy nodes (grouping) is undertaken using a GMAP auxiliary code prior to the least-squares fit, and this is not discussed in the present paper 4 .
Both 235 U(n,f) and 238 U(n,f) cross sections are Neutron Standards in a broad energy region that includes neutron energies from 7.5 MeV up to 15 MeV. One of the most-often measured quantities is the ratio of the neutroninduced fission cross sections of 238 U to 235 U. Such ratio data in the region of interest, which will be denoted by R 8/5 , are weakly energy-dependent quantities. Their uncertainties, including possible components due to USU, are also expected to depend on energy. In this section the presence of USU for fission cross-section ratio data is investigated for neutron energies from 7.5 MeV up to 15 MeV. The data were taken from the Neutron Standards database, i.e., from the GMAP input database, covering the energy range of interest. The eleven data sets 5 that were considered are listed in Table XI of Appendix VI A, and are shown in Fig. 4 . Note that for the exercise presented in this work all data sets were assumed to result from absolute ratio measurements.
The data shown in Fig. 4 were used to evaluate the cross section ratio R 8/5 at 9 MeV and 10 MeV from an independent analysis of the data in the energy regions (8.5 MeV ≤ E n < 9. Table XI . The latter is derived by averaging the combined variance of all the correlated components listed in Table XI , assuming full correlation. The fully correlated contribution is equivalent to applying for each data set a correction (or normalization) N = 1 with an uncertainty u N,i . The uncertainties u N,i for the different data sets are specified in Table III . It is assumed that there are no correlations between different datasets over the whole energy region. The analysis is done in two different ways. In a first analysis a weighted average, considering only the uncorrelated uncertainty component, was calculated for each data set within each energy interval. This weighted averageμ i , combined with the total correlated uncertainty u N,i , provides an estimate of the ratio R 8/5 together with its uncertainty uμ i for each data set i. These estimates are shown in Figs. 5 and 6 and listed in Table III . A weighted average of these data results in evaluated values for the ratio R 8/5 at 9 MeV and 10 MeV, respectively, which are also listed in Table III . The correction (N, u N ) is applied by iteration based on the overall estimate. This procedure avoids a bias (underestimation) due to the PPP effect when the uncertainties u N,i are propagated, as discussed in Refs. [7, 8] .
In the second approach the different data sets are not treated separately in each energy interval but analyzed simultaneously. One covariance matrix for the whole data set is constructed by adding the correlated and uncorrelated components. A GLS method is applied, assuming an energy dependence of the cross-section ratio as a function of incident neutron energy in a given energy region. The energy dependence of the cross-section ratio is approximated by a polynomial function of order m with a maximum order of M :
and E n is the incident neutron energy.
In each energy region the parameters a m and covari- ance matrix C a are derived from a fit to the whole data set within that region. To avoid any PPP effect, the correlated contribution of the covariance matrix of the input data is derived iteratively based on the model function f (E n , a, M ). From the parameters a m and covariance matrix C a , the best estimate at the central energy of each interval is calculated. The results, which are summarized in Table IV as a function of M , suggest a weak energydependence of the fission cross-section ratio. Since the data do not cover a broad energy region, the best estimate will not depend strongly on the model to express the energy dependence. This is confirmed by the results listed in Table IV for different order polynomials up to M = 3. The χ 2 /df corresponding to the different results do not suggest the presence of USU components or outliers as already observed for the 252 Cf(sf) ν tot evaluation that is discussed earlier in this section (see Sect. V A). This can also be concluded from the z-scores for each data set that are defined by:
and whose values are listed in Table III . They are all smaller in magnitude than 2 with a maximum absolute value of 1.66. However, the existence of USU cannot be excluded by our analysis. The low probability for the presence of USU in this situation is confirmed by a maximum likelihood analysis using Eq. (16) similar to the analysis described in Sect. V B. The likelihoods as a function of USU variance (= σ 2 δ ) for the data at 9 MeV and 10 MeV are presented in Fig. 7 . They are relatively flat, ranging in value between σ 2 δ = 0 and σ 2 δ ≈ 10 −5 , and then declining rapidly as seen in Fig. 7 . The maxima at σ 2 δ = 0.000018 ≈ 0.0042 2 (USU ≈ 0.7%) and σ 2 δ = 0.0000036 ≈ 0.0018 2 (USU ≈ 0.3%) for the data at 9 MeV and 10 MeV, respectively, are not pronounced, especially the maximum corresponding to the 10 MeV data.
TABLE III. Estimatesμi of the cross-section ratio R 8/5 and corresponding uncertainty uμ i at 9 MeV and 10 MeV derived from the data specified in the first column. Both absolute and relative uncertainties (in %) are listed. The uncertainties are the total uncertainties resulting from a propagation of the reported correlated and uncorrelated components. The correlated uncertainty is specified in the column uN,i. The individual USU contribution of each dataset i, derived by Eq. (19) , is reported in the columnσ δ,i and as a percent in the last column. The group USUσ δ averaged over all datasets for each energy bin (derived by Eq. (20)) is reported in the last row of the Table III . The likelihoods are normalized to unity at the maxima located at σ 2 δ ≈ 0.002 2 (USU ≈ 0.2%) and at σ 2 δ ≈ 0.004 2 (USU ≈ 0.3%) for 9 MeV and 10 MeV, respectively.
By introducing an USU component, a GLS estimated mean value will change, as discussed in Ref. [78] . This is illustrated in Fig. 8 where the estimated values ofμ for 9 MeV and 10 MeV are plotted as a function of σ 2 δ . For σ 2 δ = 0 we obtain for the energy group [8.5, 9.5 ) the evaluated ratioμ = 0.5731(28) (0.5%) and for the energy group [9.5, 10.5) the evaluated ratioμ = 0.5783(29) (0.5%). The estimates practically do not change for the Table III. most probable USU values, and becomeμ = 0.5724(34) (0.6%) andμ = 0.5782(30) (0.52%) for the ratio at 9 MeV and 10 MeV, respectively. Only for unrealistically large USU values, when the USU value is much larger than the reported uncertainties, the evaluated ratios converge to the unweighed average of the dataμ i and becomeŝ µ = 0.5705(59) (1%) andμ = 0.5765(58) (1%) for 9 MeV and 10 MeV, correspondingly. The probability of the largest USU value can be considered to be very small, therefore the latter estimate would be the most conservative one.
For completeness of the present analysis, we have also studied how the estimated mean values, using the polynomial model given by Eq. (17), depends on the USU variance for two different typical cases compared to the case of no assumed USU : σ δ = 0 (no USU ), σ δ = 0.0031 (USU ≈ 0.3%), and σ δ = 0.0042 (USU ≈ 0.7%) at 9 MeV, and similarly σ δ = 0 (no USU ), σ δ = 0.0018 (USU ≈ 0.3%), and σ δ = 0.0031 (USU ≈ 0.5%) at 10 MeV. Estimatesμ depend very weakly on the "reasonable" USU variances, as shown in Table IV , and practically do not depend on the assumed polynomial model.
Inconsistencies between data sets are often due to an underestimation of the (uncertainties of) normalization factors, in the present example of the uncertainty (u N ). An alternative method to identify an underestimation of the uncertainty is to compare the magnitude of the estimated absolute uncertainty component uμ i and the difference between the observed valueμ i for each set i and the best estimateμ. Applying this method the USU varianceσ 2 δ,i , is calculated using Eq. (19) for each data set i:
This quantity, which can be interpreted as being an individual USU value for a specific data set, is listed in Table III . A similarly defined additional uncertainty 6 has been applied to outliers in Neutron Standards evaluations [51, 52] before carrying out the GMAP GLS fit. The group USU contribution for a given energy can be defined as the averaged USU variance over all evaluated datasets at that energy bin, as given by:
The data in Table III From the data in Table III we estimateσ 2 δ ≈ 0.0035 2 (0.6%) andσ 2 δ ≈ 0.0069 2 (1.2%) for the USU contribution at 9 MeV and 10 MeV, respectively. These values are only in the first approximation consistent with those derived from a Maximum Likelihood Estimate (MLE) approach, being the agreement better for the 9 MeV group. Note that both the MLE approach, e.g., see Eq. (31) in Appendix VI B and Eqs. (19) and (20) are founded on the basic assumption that the USU contribution for each data set is sampled independently from a distribution with the same variance.
GMAP Least-squares Estimation
The application of the GMAP code to generate the Neutron Standards [51, 52] creates a need to estimate USU contributions and to include those additional unrecognized uncertainties within the least-squares fit procedure performed by GMAP. Those uncertainties may include correlated and uncorrelated USU contributions. In the Neutron Standards' fit it is assumed that the firstpass posterior resultμ is a very good approximation of the searched true value, therefore the USU component can be determined relative to this value.
The GMAP code used as input the 11 selected experimental data sets listed in Table XI of Appendix VI A. The starting individual USU componentσ m δ,i is defined as an additional uncertainty for a dataset i at each energy node with index m, and it is similar to the quantity given by Eq. (19) with an additional energy index m. It is also assumed that this additional USU uncertainty is fully correlated over all energies for a given dataset i in the GLS fit. For the following GLS iterations the individual USU components for each dataset i are recalculated by Eq. Table V. The estimated cross-section ratio values R 8/5 for 9 and 10 MeV are in very good agreement with those obtained in the previous section (within quoted uncertainties). Estimated USU contributions of 0.52% and 1.16% at 9 MeV and 10 MeV (highlighted in bold) are also in fairly good agreement with those listed in Table III , derived by a similar method (0.6% and 1.2% at 9 MeV and 10 MeV, respectively), but the value at 10 MeV is larger than the MLE estimate. The introduction of individual USU components was found to increase only slightly the uncertainty of the evaluation (see small differences between u m µ and u m µ+ in Table V) , but the group USU componentσ m δ makes a larger contribution.
Estimation of Average USU by Padé Approximants
A statistical model to identify averaged (over energy groups) contributions of unrecognized uncertainty components, both correlated and uncorrelated, was proposed by Badikov et al. [35] . The method is based on a variance analysis and it can be applied when experimental data are reported without uncertainties or with unreliable uncertainties. At present, reported uncertainties are ignored, but estimated uncertainties can be compared with reported ones to assess their quality. A Bayesian procedure that takes into account reported uncertainties was discussed in Ref. [30] . A procedure that takes into account reported uncertainties in the GLS adjustment procedure using Padé approximants is in preparation. The error model in Eq. (4) can be applied using any model function. Padé polynomials [31] [32] [33] have been used as a model function in nuclear data evaluations [34-36, 51, 68] , and it can be expressed as a pole expansion [35] 
with the following definitions for the parameters: I -the number of real poles of the Padé approximant. Diagonal L 1 = L 2 , or near diagonal L 1 = L 2 −1, Padé approximants are used, and J can be determined from the equation L 1 + L 2 + 1 = 2I + 4J + 1. The algorithm for the construction of Padé polynomials was described in Ref. [35] .
The error model assumes that data within a given data set (given experiment) and energy group share the same unknown uncorrelated uncertainty. Each data set suffers from a systematic error with a variance that can be energy dependent and with covariance terms between energy groups. This unknown systematic error is not common between data sets, however, it is supposed that they have the same covariance matrix for each energy grouped data set.
The parameters of the Padé approximants together with the estimated covariance matrix, including correlated and uncorrelated uncertainties, are derived from the experimental data using an iterative GLS method.
The data base consists of a total of N data points resulting from K different experiments or data sets (i = 1, ..., K). Each data set i contains n i results of different measurements (j = 1, ..., n i ). In the present example the TABLE VII. Estimates of the fission cross-section ratio resulting from an analysis of the experimental data sets specified in Table XI of Appendix VI A. The results are obtained by applying the variance analysis method proposed by Badikov et al. [35, 68] , using Padé approximants as a model function and considering three different energy groups. The best estimates together with the final covariance matrix are given for 11 incident neutron energies. The covariance matrix is represented by the tabulated uncertainties and a correlation matrix.
Energy Ratio,μ
Lower-triangle of the correlation matrix, ρ 8.0 0.5670 (28) 1.000 8.5 0.5705 (28) 0.995 1.000 9.0 0.5740 (28) results within a data set are obtained from measurements at a different incident neutron energy.
For each data set i and energy group m a systematic errorη i,m is estimated by:
where y ij,m are the data belonging to the data set i with energies E j belonging to the energy group m. These values are used to provide estimates of the systematic error η m for each energy group m:
together with its covariance matrix C η . The diagonal and off-diagonal terms of this matrix, which are denoted by C η,mm and C η,m1m2 , respectively, are given by:
and
with a constraint that:
The variance of the distribution of the random error for a given data set i and energy group m is estimated from the formulâ
These values form a covariance matrix D with only diagonal terms reflecting the contribution of random effects due to, e.g., counting statistics.
The total covariance matrix, i.e., the sum of the covariance matrices C η and D due to systematic and random effects, respectively, is used in a GLS analysis to derive new estimates of the parameters θ and their covariance matrix C θ of the Padé approximants. These new estimates are then introduced to start a new iteration sequence. The process is repeated until convergence is reached. From the final values (θ,C θ ) the estimates of the ratio R 8/5 together with its covariance matrix are derived.
This method was applied using the 11 fission cross section ratio data sets specified in Table III Table VI reports for each data set i the average relative uncertainties derived from the ratio of the uncertainty and the best estimate for each of the three energy groups. The average values derived from the reported total uncertainties, and the uncertainties due to systematic and random effects are compared with the values derived from the statistical analysis method proposed by Badikov et al. [35] . The results in Table VI confirm the conclusions based on Eqs. (19) and (20) that the uncertainties due to systematic effects reported by Toveson et al. [85] , Behrens et al. [87] , Cierjacks et al. [89] and Lisowski et al. [92] might be underestimated. In addition, there is an indication that the uncertainties due to random effects reported for the n TOF data (2) [86] and the data of Cierjacks et al. [89] are overestimated, while those of Difilippo et al. [88] and Tovesson et al. [85] are underestimated.
The covariance matrix due to systematic effects for the three energy groups is given in Table VIII . The data in Table VIII reveal a relatively strong energy dependence for the uncertainty due to systematic effects. Such an energy dependence is difficult to explain from an experimental point of view, considering the relatively small energy region covered by the data points included in the analysis. The values in Table VIII are not consistent with those derived from a MLE analysis.
The final estimate of the cross section ratio, together with its covariance matrix, is reported in Table VII. The uncertainties for the ratio at 9 MeV and 10 MeV are very close to those derived from a GLS analysis using only the reported uncertainties without consideration of contributions from USU. This is most probably due to the NUCLEAR DATA SHEETS R. Capote et al.
fact that the additional systematic effect is not treated as a common source of uncertainty between the data sets. Therefore, its impact will be reduced by increasing the number of data points. 
Discussion of Results Using Different Evaluation Methods
We have offered results to demonstrate that if data are analyzed in a consistent way there is almost no difference in the results that can be attributed to: the interpolation scheme (proxy function); treatment of correlated uncertainty component; almost no PPP effect, etc. So one can easily avoid such a source of discrepancies. Indeed, all our analyses show similarly underestimated correlated uncertainties for four datasets, independently of the method used. However, there is a difference in treating the regions individually or together in accounting for the correlated uncertainty component.
With the assumption that the error model contains an USU component, a rather consistent value of 0.6% at 9 MeV was obtained by the various methods. The estimated USU value at 10 MeV increases from 0.3% up to 1.6%, showing a larger variability within the methods. However this must be interpreted with caution, as several datasets are consistent with an error model without USU.
Evidently, uncorrelated (not systematic) uncertainty components (USU ) do not have a strong impact when a large data base is available. However, it is difficult to identify if data suffer from a common systematic USU component, and even more difficult to quantify the magnitude of that uncertainty if it exists. Undoubtedly, such a hidden systematic uncertainty component will lead to USU correlations that will have an impact and increase the evaluated uncertainties.
D. USU in Highly-Enriched Uranium (HEU) Criticality Experiments
Since the earliest years of applied nuclear technology, integral systems of less complexity than full-scale systems like nuclear power reactors, and commonly referred to as benchmarks, have been used to validate or adjust differential nuclear data and to test simulation computational procedures. This integral approach was the only practical one decades ago 7 when many fundamental nuclear data needed for simulation computations often were either unknown or insufficiently reliable. It was also perceived that experiments on these integral systems, especially those measuring criticality, were capable of generating far more accurate and precise results than those involved in measuring fundamental physics observables. Furthermore, due to existing computational limitations, the attainable accuracy of numerical simulations was lacking. Many such integral experiments were performed and their results documented in the literature over a period of many decades. Since most of these experiments cannot be repeated for a variety of reasons, the importance of preserving these data and accompanying information about the experiments cannot be overemphasized.
Several years ago the OECD Nuclear Energy Agency (NEA) organized, and it continues to coordinate, an international project aimed at collecting and making readily available detailed and verified information about benchmark experiments performed in different laboratories worldwide since the earliest days of nuclear technology. The main focus of this effort is on criticality safety matters. This information resource continues to be used for validation and/or adjustment of nuclear data, among other applications. The Handbook of International Criticality Safety Benchmarks Evaluation Project (ICSBEP) [99] contains a very large number of evaluations 8 including critical, near-critical, and subcritical configurations.
More recently, the improved quality and scope of evaluated differential data, such as cross sections, as well as the burgeoning power of computers and use of highly sophisticated nuclear system models and simulation software, have led to a narrowing of the agreement and accuracy gaps between measured integral data (denoted in this section as E) and corresponding calculation results (denoted here as C). In fact, achievement of system C/E ratio values approaching unity to within better than 1% (= 1000 pcm) is now the expected norm for criticality parameters such as neutron multiplication factor k eff .
The large international effort devoted to the project of evaluating, documenting, and cataloging integral data in readily accessible, machine-usable formats is usually justified on the grounds that system simulations are likely to continue to play an ever increasing role in future nuclear technology development. Additionally, it is assumed that integral data, which still tend to be considered as more accurate, on average, than differential data, will continue to be used to guide differential data development or to adjust differential data to specific applications.
Is the broad general assumption that integral criticality benchmark data are inherently more accurate than differential data universally valid? Since quoted accuracies that approach 0.1% for certain experimental criticality integral data are fairly common, this would appear to be a rather bold assumption. Could it be that instances of USU may exist in some data from integral measurements, [99] . The first five configurations are spherical. The remaining thirteen are cylindrical assemblies with different height to radius ratios. Caliban a a discarded, see text especially since all criticality measurements involve using almost exactly the same technique? If so, this would cause one to doubt that integral data are always the most accurate. This is a valid question that merits further exploration. In this section, we examine this possibility of USU existing in integral benchmark data by exploring a relatively simple situation. It is well understood that it is difficult to identify sources of discrepancies and estimate uncertainties in ∆k eff ≡ C−E comparisons for complicated integral benchmarks that incorporate many types of materials and reaction processes. Therefore, we have selected eighteen bare, HEU criticality benchmarks from the ICSBEP catalog that were found to be suitable for this exercise, owing to their relative simplicity and very limited number of materials involved. Being ICSBEP benchmarks for critical assemblies, the experimental values are usually given as a k eff close to unity with an uncertainty u. The given benchmark uncertainty includes both experimental uncertainty as well approximations of the computational model of the benchmark. The selected list, using identification codes from the ICSBEP catalog, is given in Table IX , and ∆k eff comparison results are shown in Fig. 9 .
No. ICSBEP Label
Of these benchmarks, one of them (Caliban -HMF-080) is excluded in Fig. 9 . The model of the French Caliban cylindrical assembly corresponds by far to the highest calculated k eff of all the benchmarks considered here, differing by nearly +1% (+1000 pcm ≡ parts per 100,000) from the measured benchmark value of 1. A quick review of the benchmark model and benchmark input data undertaken by Oscar Cabellos 9 revealed that the fissile material mass calculated from the volumes and the densities in the computational model is 0.5% higher than specified in the 9 Private communication, December 2016. benchmark documentation. This would account for about 400 pcm of the discrepancy, which is therefore not to be treated as an USU. However, this would still leave an additional discrepancy of about 500 pcm which could possibly originate from an USU contribution. Further investigation of this benchmark and correction of its input data are certainly merited before undertaking an USU analysis.
Differences ∆k eff between the calculated k eff and the 17 remaining benchmark values are shown in Fig. 9 for IAEA CIELO [103, 104] (=ENDF/B-VIII.0 [53] ), JEFF-3.2 [105] and ENDF/B-VII.1 [102] nuclear data evaluations.
Specific comments on the individual benchmark experiments listed in Table IX have been discussed in Ref. [104] . Some additional comments on sources of ∆k eff discrepancies in these benchmarks, as well as a more general discussion of discrepancies and the possibility of encountering USU, appear below: The first five benchmarks listed in the Table ( with indexes 1-5) are highly enriched 235 U spheres (HEU). The benchmarks with indexes 6-17 are cylinders with different geometries (ratios of the heights to the diameters) consisting of two separated parts.
The ∆k eff results for spherical benchmarks obtained using different nuclear data libraries coincide practically within the limits of statistical uncertainty of the Monte Carlo simulation calculations, therefore discrepancies cannot be assigned to nuclear data; those discrepancies are clearly related to differences between the experimental measurements and the computational models. We may conclude that uncertainties estimated for the group of spherical metal fast benchmarks 1-5 contain contributions from USU ; being that the spread of ∆k eff of about 450 pcm (from ≈ −300 pcm for HMF-008 to ≈ +150 pcm for HMF-100 benchmark). Note that the observed spread should be compared with the average estimated experimental uncertainty of about 100 pcm. The spread is a factor of 4 larger than the declared (recognized) uncertainty! This is less obvious for a group of cylindrical benchmarks (indexes 6-17), which shows a smaller spread than the spherical ones. On average, all cylindrical benchmarks exhibit lower calculated values by about 250 pcm than the spherical benchmarks. At the same time, the estimated experimental uncertainties given in the specifications for the cylindrical benchmarks 12 to 17 are considered to be unusually small.
As discussed above, the observed biases in ∆k eff of spherical metallic fast benchmarks cannot be removed by any adjustments of the evaluated nuclear data used in the analyses. This conclusion also does not depend on the particular method or code used for the calculations of k eff (Monte Carlo, deterministic, etc.), provided that the same code is used for all the benchmark calculations. Therefore, additional factors that influence the ∆k eff outcomes need to be considered.
The most significant quantity in all these criticality experiments is the mass of the assembled fissile material in the benchmark assembly when it is close to the criticality point (critical mass). Measured physical parameters (other than nuclear data) that influence determination of the critical mass are the geometry of the fissile material, its isotopic composition and density, the geometry and material composition of the support structure, and characteristics of the surrounding environment. The neutron leakage from cylinders with various geometries is rather sensitive to the energy-angular distribution of neutrons scattered in the benchmark fissile material and less sensitive for geometrically similar spheres. Uncertainties of the physical parameters (e.g., dimensions) for manufactured cylinders of fissile material are much smaller than those for comparable spheres. Criticality measurements are very sensitive to fissile material geometries. Errors in determining benchmark physical parameters, underestimation of their uncertainties, failure to apply required corrections, and deficiencies or simplifications in the models used in simulations can affect the ∆k eff comparisons significantly. The excessive impact of these benchmarks on data validation and/or data adjustment could be mitigated by considering USU.
Numerical mistakes by an integral data evaluator in cataloging the benchmark facility physical parameters for the ICSBEP documentation could also occur. While this might affect one or more experiments randomly (outliers), it is unlikely to affect a collection of experiments of the same type systematically, as observed here, unless all of them were evaluated by the same individual. It should be possible to resolve some of these sources of discrepancy provided that adequate records were generated and well maintained, and access to other important experimental information (say from the original experimenter or evaluator) could be obtained (see such an example below). Also, some discrepancies could be removed by repeating measurements or by rechecking some of the facility parameters (dimensions, etc.). However, it would be difficult or even impossible to do this for many of these benchmarks since, for most of these experiments, the apparatus is no longer assembled or operational. Thus, discrepancies that might seem to be removable in principle might, for practical reasons, be not amenable to correction.
Determination as to whether ∆k eff discrepancies, such as those mentioned in this section, can be resolved, or whether USU components should be introduced, depends on the individual situation. Owing to their importance, it is imperative to examine the matter of possible USU contributions for all 235 U benchmarks with significant ∆k eff discrepancies. Doing so may lead to identifying additional benchmark uncertainties, and that could be important for those cases where unreasonably low-declared uncertainties are reported. An action should be taken to encourage the ICSBEP project curators to assign experienced benchmark evaluators to re-examine the afflicted benchmarks, with the objective being to identify possible reasons for such large discrepancies and, if located, to revise, as needed, the benchmark specifications, quoted benchmark uncertainties, or the corresponding MCNP computational models.
Finally, we offer an example where an existing integral benchmark discrepancy has been resolved. This followed from the re-examination of a particular set of ORNL sphere benchmarks that was performed in 2002 by Mihalczo et al. [106] . The revised k eff obtained from this work (0.9994 ± 0.0004), after converting the 235 U abundance of these benchmarks to conform to the density of the Godiva I benchmark, is consistent with the Godiva I experimental value (1.0000 ± 0.001). Poenitz (1970) [107] . The more recent evaluations are not shown to improve visibility. They are generally slightly higher than the Poenitz evaluation.
E. Resolving USU and Unmanageable Situations
This section includes four examples that illustrate situations where it would be either impossible, or at best inconclusive or impractical, to try to identify and quantify USU, due simply to circumstances or a lack of adequate information. Often, such impossibility is linked to experimental data that have been improperly corrected (or not corrected at all) for a particular physical effect.
The 235 U(n,f ) Cross Section as a Function of Time
The first example that we discuss here involves the anomalous behavior of measured 235 U(n,f) cross sections as a function of time over the period 1940 to mid 1980. Fig. 10 shows these results. The data in this plot are the average deviations from a 1970 evaluation reported by Poenitz [107] of various measurements and evaluations of the 235 U(n,f) cross section in the 20 keV to 1 MeV energy range. These 235 U(n,f) cross section data were particularly high in value for the first measurements that were made compared to the Poenitz evaluation [107] . Even up to the early 1960s the cross-section values still appear to be abnormally high. Apparently, for these earliest works the experimental conditions were not the best for such measurements to be made, thus leading to a distinct bias which, if it had been suspected in those times, could have been considered as due to an USU effect.
It has been conjectured that difficulties in quantifying and correcting for backgrounds accurately may be a large factor in this discrepant trend. Since 235 U(n,f) is a nonthreshold reaction, with large cross sections at low energy, it is particularly vulnerable to the effects of scattered neutrons which are inevitably lower in energy than primary neutrons. Often a determination of the background effects will be underestimated. Thus the reaction-rate measurement will contain some background contributions that, if underestimated, will lead to a larger cross section. This argument seems reasonable since more modern experiments are designed with improved determination and reduction of backgrounds. Attention to this effect has led to lower cross-section value determinations in more recent times. So, in general, the later investigations appear to have learned from the problems and difficulties of the earlier work, thus leading to more reliable data. While it is not known for certain that above-mentioned background problems can explain all the differences noted for the oldest experiments, where the effect is quite large, or if the experimental conditions of these older measurements could be better established so that corrections could be made now and the possibility of quantifiable USU sought, it is probably more practical to simply reject the older results, especially in those cases where the work is poorly documented, than to try and rescue these data, or to arbitrarily try to increase their uncertainties.
Particle Leakage Effect with Ionization Chambers
The second example we consider here illustrates that unforeseen problems can arise from the introduction of new and presumed more sophisticated measurement techniques if initially they are not completely understood.
Many measurements of the 10 B(n,α) 7 Li and 6 Li(n,t) 4 He standard cross sections with chargedparticle detection performed using ionization chambers have problems with separation of the reaction-product detector signals, especially at neutron energies in the high-MeV energy range. The use of multi-grid Frisch ionization chambers, with digitalization of the signals and full kinematic analysis, was introduced to enable better separation of events from the different reaction products, e.g., see [108] . However, it was discovered that there exists a problem when both reaction products are emitted in the same (or nearly the same) direction in the chamber. An analysis of the resulting signal would determine that it does not possess the proper characteristics for one of the reaction products and it would be rejected. This effect has been called particle leaking. It leads to a loss of events and thus a systematically lower cross section.
An example of this effect is seen in the measurements of 10 B(n,α) 7 Li performed on two separate occasions at the same laboratory using the same multi-grid fission chamber, by Zhang et al. in 2002 [109] and by Zhang et al. in 2011 [110] . For the earlier measurements, it was not known that particle leaking had occurred. Thus, the measured cross sections were significantly lower than other measurements, as is seen in Fig. 11 . Initially these data could have been considered to have had an USU component. For the later measurements it was understood that particle leaking can occur in such experiments, and a more complete kinematic analysis was carried out to remove its effect. Those data agree with recent measurements, such as those of Giorginis and Khryachkov [108] who understood the particle leaking problem, as is shown in Fig. 11 .
Thus measurements with ionization chambers that do not take particle leakage into account, and for which the particle leaking effect cannot be corrected, should not be considered as containing a correctable USU contribution. A component of uncertainty should not be added to these data to compensate for a deficient correction of raw experimental data. In most cases it would be best to discard such data when it is known or assumed that such a correction was not made. The third example is illustrative of the influence that a sample-related impurity that is difficult to identify and quantify, and that can lead to measured cross-section results that cannot be easily corrected, can have on the experimental results.
Neutron capture cross-section measurements made using the activation technique are sometimes performed using rather thick samples, thereby requiring corrections for neutron multiple scattering and interfering reactions. The scattering of incident neutrons in these samples reduces the average neutron energy. In some cases, when the sample is a hygroscopic chemical compound that can absorb a substantial amount of water impurity, the effect can be large. This results from scattering on hydrogen and oxygen in the sample that also will significantly reduce the average neutron energy (due to light hydrogen and oxygen atoms assuming considerable recoil energy). Furthermore, due to the increase of capture cross sections at lower neutron energy, this will effectively increase the sample activation and the cross section derived from the data if left uncorrected. However, while correction for this effect is possible in principle, it requires knowledge of the exact amount of water in each sample. This is usually very difficult, if not impossible, to determine. Also, for obvious reasons it could be variable during the course of the experiment.
Early neutron capture activation measurements by Stavisskii and Tolstikov [111] and Tolstikovet al. [112] with sealed 232 Th oxide samples are shown in Fig. 12 . As later measurements were made of this cross section with metal samples, it became clear that cross sections derived from these earlier data were significantly larger than those obtained with metal samples. Not all measured experimental data sets are shown in Fig. 12 . Although the authors tried to avoid water absorption in their samples, it was found later that the increase of the capture cross section could be explained qualitatively by the presence of water in those samples. Initially this difference might have been considered to be due to an USU effect. However, in this case, the physical origin of the discrepancy became known but no correction for the neutron multiple scattering due to hydrogen and subsequent capture in 232 Th, could be made. Therefore, a large uncertainty (not an USU component) should be assigned to these data if they are to be considered for evaluation purposes. An equivalent (and perhaps best) alternative is to discard these uncorrected data and not use them for data evaluation.
Later measurements were made by Wisshak et al. [113] using the time-of-flight technique and direct detection of gammas with a total absorption detector. A thorough analysis of all corrections with different components of uncertainty was performed. Results from this work also show some increase of the capture cross section below 12 keV, as is shown in Fig. 12 . This increase in the cross section cannot be explained by any physical effects considered in model calculations. Two new independent mea-R. Capote et al.
surements by Borella et al. [114] and Aerts et al. [115] , that also are shown in Fig. 12 , are very consistent and do not exhibit this energy dependence. The origin of this deviation in the Wisshak et al. data is not clear, and an USU component should be assigned to these data below 12 keV. Aerts et al. [115] also came to the following conclusion: ... that many of the discrepancies with previous experiments, when exceeding the reported systematic uncertainties, could be explained by unrecognized errors in the normalization procedures, affecting the whole data set in the same way, or by insufficient corrections to background estimations, applied weighting functions, or flux determinations .... This conclusion conforms well with the present conceptualization of USU.
The fourth example illustrates large systematic differences between two methods of measurement of the same physical quantity that may suggest the need for yet unidentified corrections and additional uncertainty of an USU nature. AMS and TOF represent two independent and complementary techniques, e.g., for cross section measurements. Fig. 13 shows results for four neutron capture reactions for the specific case of 30 keV Maxwellian-Averaged Cross Sections (MACS). For these reactions both AMS and TOF measurements had been performed recently as they are of particular interest to nuclear astrophysics. AMS measurements are independent of the half-lives of the reaction products. The combination of activation and subsequent AMS measurement of the same quantities was applied for a range of measurements. The AMS method is a two-step process: the first step is the irradiation of a sample (based on the standard activation technique). The second step is the subsequent AMS detection of the reaction product. The experimental cross section is calculated from two quantities, the isotope ratio (conversion ratio), which is directly measured by AMS, and the neutron flu- ence. The fluence is usually determined independently, e.g., in case of the neutron irradiations from gold monitor foils simultaneously irradiated with the samples 10 . The particular advantage of the AMS method is that the cross section is determined by the measured isotope ratio only, completely independent of the sample mass and the decay properties of the product nucleus.
In a series of irradiations at Karlsruhe Intitute of Technology (KIT), neutron capture reactions for a 25-keV Maxwell-Boltzmann neutron energy distribution were studied, mainly for reactions that are relevant for s-process nucleosynthesis. AMS data obtained from such identical activations are used here, but they were converted into 30-keV MACS values for a direct comparison with TOF data. TOF measurement techniques have been well-established for several decades. In TOF, usually the prompt signature from the de-excitation of the reaction product is measured and used to generate a cross-section value. This approach involves different and also more sophisticated data processing procedures compared to AMS. The TOF data plotted here are based on measurements at ORELA ( 35 Cl, 40 Ca and 58 Ni) and n TOF/CERN ( 54 Fe and 58 Ni). In the activation reaction studies for AMS, the irradiation setup was designed such that the integrated neutron energy distribution resembled closely a Maxwellian distribution. Thus the measured cross section approximated an energy-averaged value. In TOF the energy-dependent cross sections are folded with the respective neutron flux energy-distribution for the MACS. There are no correlations between these two techniques. We find a systematic deviation between the two methods as seen in Table X . AMS data are systematically lower by about 11% compared to TOF data for these four reactions. In general, AMS measurements are normalized to reference materials which are independent from each other, and thus there is no correlation in AMS between different reactions. AMS and TOF data were both acquired at two different laboratories (Univ. of Vienna and TU Munich, and ORELA and n TOF, respectively). Currently, it is not known what the cause for this systematic deviation could be. The uncertainties of these ratios are generally lower than the observed deviation, leading to a potential estimate of an USU value. For instance, a numerical value for an USU contribution could be assumed to be the minimum deviation that make all measured data statistically consistent. If so, this could be estimated to be 5-7%.
VI. SUMMARY AND RECOMMENDATIONS
This paper explores the problem of identifying and estimating "Unrecognized Sources of Uncertainties" (USU ). These were formally defined in Sect. IV B as those uncertainties for which one has at present no or only very limited understanding of their cause. USU contributions adversely impact the accuracy and precision of quantifying an observable. When we speak here of an observable, it is understood as an evaluated quantity, specifically, in the field of nuclear data evaluation. But the recommendations presented here might apply beyond this narrow field.
The USU component is assumed here to become evident by comparing several experimental data sets used as input for evaluating the desired nuclear physics quantities, or derived from specially designed experiments and analysis procedures. The latter option is preferred, but it is often not available. If USU contributions are apparent for these data, the resulting evaluated data and uncertainties may be biased and the uncertainties incorrectly estimated. In many cases, the latter will be underestimated. As nuclear data are the input for computational simulations of nuclear application systems, these simulations can be hampered by USU contributions that affect evaluated mean values. Moreover, if the evaluated uncertainties are distinctly underestimated, so will be the simulated safety, economic and operational margins of these systems computed from flawed estimates of the uncertainties. Hence, it is of importance to identify and estimate the effect of these USU.
It should be emphasized that USU refers to "unrecognized" sources of uncertainties as the term implies. That means that before considering the possibility of USU effects, all known sources of biases and uncertainties should be addressed, estimated, and corrected for to the best of our knowledge. A detailed analysis of uncertainty evaluation by the experimentalists may hopefully reduce the need for hidden errors or unrecognized sources of uncertainty (USU ). More specifically, clearly wrong data should be rejected as they have the potential to bias the resulting mean values as well as significantly affecting the evaluated uncertainties. Known biases should be corrected, e.g., by updating to the newest standard reference cross-section or half-life values. A detailed uncertainty quantification (UQ) exercise should be undertaken using the literature that is pertinent to the respective data set. Furthermore, it should be investigated whether known sources of uncertainties for this particular measurement type are missing and should be added. Templates of expected uncertainties [59] [60] [61] [62] [63] for specific measurement types can help identify and estimate these missing covariances. Once all these steps have been completed for all input data of an evaluation, and still an unexplained scatter in the data considering their standard deviations is observed, one should take recourse to identifying whether USU components are present and estimate them.
In Sect. IV C, methods are given concerning how to search for clues to identify that USU effects need to be quantified. Several approaches to estimating USU effects are presented in Sect. IV D. These identification meth-ods and estimation approaches were illustrated by several examples in Section V.
The 252 Cf(sf) ν tot evaluation was chosen as a first example since USU estimation techniques were applied for the recent Neutron Standards evaluation [52] . However, this example highlights that what was perceived as a possible contribution from USU for this evaluation could be traced back to incomplete UQ steps mentioned in the paragraph above before undertaking to quantify USU. Consideration of many of the USU clues indicated that there is no need to quantify USU for this specific example. However, one considered clue highlighted the point that uncertainties of single experiments and correlations between them might be missing. This emphasizes again the importance of an adequate uncertainty quantification based on known physics considerations for experimental data rather than using USU contributions as a cover-up for avoiding the hard work of seeking to identify all possible objective (non-USU ) sources of uncertainty.
An example of dealing with α-counting experiments illustrated how the clues can be used to identifying noncorrelated USU effects and approaches to estimating them. Another example explored the large scatter in calculated versus experimental criticality values of metal, fast neutron spectrum, highly enriched uranium criticality benchmarks. It was discussed in detail that in all but one case no obvious physics reason for the spread in the data nor missing uncertainties of the size of the scatter could be identified. Hence, it was recommended that USU effects could account for the unknown spread in these data until it is resolved.
In the same vein, an example was shown where the (n,γ) cross sections of several isotopes experimentally determined by the TOF flight technique differed systematically from those obtained via the AMS approach. While an uncorrected bias in one or both measurement techniques is evident from just looking at the data, no physics explanation exists to date to resolve this difference. These two latter cases are typical ones where USU is the last resort providing realistic uncertainties quantifying the limited present-day knowledge for a combination of data.
Also, examples of resolved USU cases were shown in order to highlight how they were turned into a known sources of uncertainty in the past. For instance, three examples were given ( 235 U(n,f) cross sections as a function of time, particle leakage effects in ionization chambers, and 232 Th(n,γ) measurements adversely impacted by water in the sample) where the need to introduce an USU component could be avoided by understanding the physics effect causing the scatter in the data. In these cases, it was recommended to reject data that cannot be corrected for this effect rather than increasing uncertainties of the data with an introduced uncertainty contribution attributed to USU. This recommendation is based on the fact that the evaluated mean values might be biased by clearly wrong data from a physics point of view if the uncertainties are just increased rather than the mean values corrected. These examples also showcase that USU effects can be reduced or even eliminated by studying the physics cause for the discrepancy in the data by dedicated experiments that are designed to investigate the possible effects.
One example of USU effects, formulated by considering measurements of neutron-induced fission cross-section ratios of 238 U/ 235 U, highlighted the point that different USU estimation approaches result in slightly different but yet consistent evaluated mean values and uncertainties. Under/overestimation of reported uncertainties have been found. This example illustrated the subjective nature of estimating the effect of USU. However, this subjectivity does not apply only to estimating USU effects but also holds true for evaluating mean values and covariances in general. After all, these derived values depend on the evaluation techniques utilized, input data selected and subjective choices made on the parameters of models, corrections of experimental data and on methods for estimating covariances of both, model and experiment. Hence, our evaluated results are always subjective-with and without consideration of USU. However, if one neglects adding obviously necessary contributions from USU to uncertainties of input data, the evaluated mean values might be more biased and the evaluated uncertainties will be underestimated, in turn, adversely impacting application calculations.
Methods were suggested during the course of the present investigation on how to update the Neutron Data Standards evaluation with an improved formulation of contributions from USU. These approaches will be applied in the future for this particular evaluation effort. is the cross-section ratio. u , uη, unorm, and utot are the cross-section ratio uncorrelated, correlated, normalization, and total uncertainty components, correspondingly. u1, u2, u3, u4, and u5 are additional MERC (Medium Energy Range Correlations) uncertainty components as used in GMAP. All uncertainties are given in %. 
En
B. Maximum Likelihood Estimation
Maximum likelihood estimation is an established method in statistics that is used to infer unknown parameters of a probability distribution from data. Assume a probability distribution L(D | θ) that gives the likelihood for the realization of any potential measurement D under a specific choice of values for the distribution parameters θ. In maximum likelihood estimation, the values of θ are chosen to maximize the likelihood for the actually observed data D obs . This estimation technique is general and not bound to a specific choice of probability distribution.
In nuclear data evaluation, the most commonly employed distribution is the multivariate normal distribution whose functional form is given by N (y | µ(θ), C) = 1 (2π) N det C × exp − 1 2 (y − µ(θ)) T C −1 (y − µ(θ)) , (28) where N denotes the number of elements in y. This distribution is characterized by the the covariance matrix C, and the center vector µ(θ) ≡ f (x; θ), which is derived from the model function f (x; θ).
To illustrate the maximum likelihood approach in combination with the multivariate normal distribution, let us consider the case of a known diagonal covariance matrix C with all elements C ii = u 2 i and an unknown center vector µ. Additionally, we impose the requirement that all elements in µ are the same, i.e., µ i = µ. Given the actually observed y obs , the task is to find a vectorμ so that N (y obs |μ, C) yields the maximal value among all possible choices for µ. In this particular case, the solution can be obtained analytically. First, we take the natural logarithm of Eq. Using the fact that C is diagonal, and the other structural assumptions, the right hand side can be rewritten as
Finally, to maximize this expression we calculate the derivative with respect to µ and see for which value of µ it vanishes. It turns out that the arithmetic mean µ = 1/N N i=1 y obs,i maximizes N (y obs | µ, C). This example illustrated that in certain scenarios analytical formulas exist to perform maximum likelihood estimation.
However, when the unknown distribution parameters appear in the covariance matrix, usually no analytical formulas exist and a numerical optimization routine is needed. We discuss this case here in the context of the determination of a covariance matrix associated with consideration of contributions from USU. We assume the relationship y = µ + ε + δ between the measurements and the true values, and that all random vectors on the righthand side are multivariate normal and independent, i.e., µ ∼ N (µ prior , C prior ), ε ∼ N (0, C ε ), and δ ∼ N (0, C δ ). The specification of a distribution for µ is equivalent to imposing prior knowledge in the Bayesian framework.
The sum of independent random vectors governed by multivariate normal distributions is also multivariate normal y ∼ N (µ, C tot ) and its center vector and covariance matrix are given as the sum of the individual center vectors and covariance matrices, respectively, µ = µ prior and C tot = C prior + C ε + C δ .
If all variables are known except some elements in C δ , we can again use the maximum likelihood approach to estimate them. If the vector y contains the measurements, the unknown elements in C δ have to be chosen in order to maximize N (y, | µ prior , C tot ). Because the probability distribution converted to logarithmic form has the maximum at the same location as the original one and the removal of constants and common factors does not change the location either, this maximization problem is equivalent to minimizing log det C tot + (y − µ prior ) T C −1 tot (y − µ prior ) ,
which can be done using a numerical optimization routine, such as the BFGS algorithm [30] . It is noteworthy that the first term on the right hand side is within a constant factor proportional to the differential entropy of a multivariate normal distribution, and the second term is the generalized χ 2 value. As entropy can be regarded as a measure of model complexity and the generalized χ 2 value as a measure for goodness of fit, the minimization of Eq. (32) aims to find a model that strikes a balance between simplicity and goodness of fit to the data.
C. Applying the PUBs Methodology to Estimate 252 Cf(sf ) νtot Uncertainty Bounds
The Physical Uncertainty Bounds (PUBs) Method by Vaughan and Preston [83] was applied to investigate whether the previous (0.13%) or current (0.42%) Standard 252 Cf(sf) ν tot uncertainties are more realistic given all known uncertainties of the sub-processes applying to the 15 252 Cf(sf) ν tot measurements used for the evaluation.
Implicitly this analysis can answer the question as to whether the previous Standard uncertainties were truly underestimated given the information available on the measurements. It was already discussed above that statistical methods indicate that the 252 Cf(sf) ν tot measurements are statistically coherent and, hence, no USU should apply in the traditional sense (i.e., unknown sources of uncertainties). However, it was suspected that the uncertainties were underestimated and therefore USU components were added to the current Neutron Standard uncertainties to account for that. The PUBs analysis here will investigate whether this suspicion is well-founded and if the added USU contribution (the only difference between previous and current standard uncertainties) accounted for that adequately.
To this end, we apply the PUBs methodology as outlined in Ref. [74] for estimating bounds on the 239 Pu(n,f) cross-sections as evaluated within the Neutron Standards project. The only difference between the work here and Ref. [74] is that 252 Cf(sf) ν tot is a scalar quantity and hence no functional form and correlation matrices need to be estimated. In the first step, the physics sub-processes governing the 252 Cf(sf) ν tot measurements are identified. The physics sub-processes depend distinctly on the measurement type (boron-pile versus scintillators versus Mn bath), as is highlighted in Table XII . For instance, a manganese versus sulfur ratio reaction process does not apply to boron pile or scintillator measurements.
In the second step, minimum realistic and conservative bounds are quantified for each sub-process by taking into account whether an uncertainty applies to all measurements (e.g., PFNS uncertainty) or is reduced because it is not fully correlated between measurements (e.g., statistical uncertainties). Also, uncertainties applying to all types or only two out of three types of measurements are quantified. A total minimum realistic and a conservative upper PUBs bound for each measurement type is quantified and shown in Fig. 14. It is noteworthy that the conservative upper PUBs bound encloses at least 66% of the mid-points of the experimental data indicating that these bounds are realistic within their respective group, consistent with Clue 3.
The total minimum realistic (0.23%) and conservative PUBs uncertainty (0.38%), δ m and δ c , respectively, are TABLE XII. The conservative PUBs and minimal realistic uncertainties, δ c l and δ m l , respectively, are listed for each subprocess relevant to a particular measurement type or across different measurement types. These values were extracted from Refs. [127] [128] [129] and EXFOR entries of the respective 252 Cf(sf) νtot measurements [130] [131] [132] [133] [134] [135] [136] [137] [138] [139] [140] [141] [142] 
with a covariance matrix C m/c populated by the conservative and minimal realistic variances var k and covariances between uncertainties associated with the methods k (manganese baths, scintillator and boron pile). It is evident from Fig. 15 that the previous Neutron Standards estimated uncertainty value of 0.13% is clearly under-estimated, indicating that uncertainties of single experimental data sets and correlations between experi- FIG. 15. (Color online) The total minimal realistic and conservative PUBs uncertainties of 252 Cf(sf) νtot are compared to those of the previous and current Standards. The previous Standards uncertainty [51] is indicated to be underestimated while the current uncertainty [52] is likely slightly overestimated.
ments are missing. However, the current Neutron Standards uncertainty of 0.42% lies above the conservative PUBs bound. Therefore, it is likely slightly over-estimated. Given these results, it is obvious that a detailed uncertainty quantification of the 252 Cf(sf) ν tot and all pertinent correlations between uncertainties of different experiments is needed. The work of Croft [127] already took important steps into this direction. However, questions were raised regarding whether missing uncertainties for single data sets were added and inter-experiment correlations were accounted for.
