Abstract. In this paper we complete the Brauer trees for the sporadic simple Lyons group Ly in characteristics 37 and 67. The results are obtained using tools from computational representation theory, in particular a new condensation technique, and with the assistance of the computer algebra systems MeatAxe and GAP.
1. Introduction 1.1. In this paper we complete the Brauer trees for the sporadic simple Lyons group Ly in characteristics 37 and 67. The results are stated in Section 2, and will also be made accessible in the character table library of the computer algebra system GAP and electronically in [1] . The shape of the Brauer trees as well as the labelling of nodes up to algebraic conjugacy of irreducible ordinary characters had already been found in [8, Section 6.19 .], while here we complete the trees by determining the labelling of the nodes on their real stems and their planar embedding; proofs are given in Section 4. Together with the results in [8, Section 6.19.] for the other primes dividing the group order, this completes all the Brauer trees for Ly. Our main computational workhorse is fixed point condensation, which originally was invented for permutation modules in [20] , but has been applied to different types of modules as well. To our knowledge, the permutation module we have condensed is the largest one for which this has been accomplished so far. The theoretical background of the idea of condensation is described in Section 3. Details of the particular condensation technique used, and of some other computational tricks, are given in Section 5. For the heavy part of our computations we have built upon and modified the implementation described in [11] . In all parts of our work, we have made substantial use of the computer algebra systems MeatAxe [18] and GAP [6] . Due to our standard setting, see Section 1.2, to write down the set of Brauer characters in the case p = 67 we have to know the 67-modular reduction of √ 37 ∈ R + . The latter depends on the Conway polynomial C 67, 18 , which at our request was computed in [12] . As again some tricks and heavy computation are involved in finding C 67, 18 , we indicate in Section 2.2 what would be known without having C 67,18 at hand. We remark that a method similar to the one described here has also been used to solve similar, admittedly much smaller sized, problems for the sporadic simple Thompson group T h [4] , for the sporadic simple Rudvalis group Ru and its double cover 2.Ru [19] , as well as for the sporadic simple O'Nan group ON and its triple cover 3.ON [15] . The latter results completed all the Brauer character tables for 3.ON and 2.Ru in all characteristics dividing the respective group order.
1.2. The standard setting. We assume the reader is familiar with block theory and decomposition theory of finite groups as well as with the Brauer-Dade theory of blocks of cyclic defect, see e.g. [5, Sections IV. and VII.] . Throughout we use the standard choice of p-modular systems (L, R, F ) as described in [9, Introduction] . Here, L is an algebraic number field, R is a discrete valuation ring in L, with maximal ideal m R and residue class field F := R/m of characteristic p. Let : R → F denote the natural epimorphism. Assume ζ p,n := exp(2πi/(p n − 1)) ∈ R ⊂ L ⊂ C for some n ∈ N. Then the minimum polynomial of ζ p,n ∈ F over F p is the n-th Conway polynomial C p,n ∈ F p [X], where again we assume the reader is familiar with the compatibility properties of the C p,n , when n varies.
Results
In this section, we state the Brauer trees for Ly for the cases p = 37 and p = 67. In both cases, the principal p-block has defect 1 and is the only block of positive defect. The nodes of the Brauer tree are labelled by 1, 2, . . ., where for each case we indicate the corresponding irreducible ordinary characters of Ly according to the numbering given in [3, p.174 The exceptional node 9 has multiplicity 2. The sets of algebraically conjugate ordinary characters are: {2, 3} and {5, 6} consisting of pairs of complex conjugate characters; and {11, . . . , 15} and {16, 17} consisting of real characters. The Brauer tree is given in Table 1 . The exceptional node 12 has multiplicity 3. The sets of algebraically conjugate ordinary characters are: {2, 3} and {4, 5} consisting of pairs of complex conjugate characters; and {8, 9}, {10, 11}, {13, 14}, {15, 16}, and {17, . . . , 21} consisting of real characters. We remark that there is a mistake in [8, p.271] concerning the relative position of the characters {8, 9} and {13, 14} on the Brauer tree. The Brauer tree is given in Table 2 , where only the value of y ∈ {10, 11} depends on the Conway polynomial C 67,18 , see Section 1. As
we have √ 37 = 38 ∈ F 67 or √ 37 = 29 ∈ F 67 anyway. The former case leads to y = 10, while the latter leads to y = 11. Using the Conway polynomial
computed in [12] , we find √ 37 = 38 ∈ F 67 , hence y = 10, for our standard choice of 67-modular system.
3. Condensation 3.1. Let θ be a principal ideal domain or a field, and A be a θ-algebra, which is a finitely generated θ-free θ-module. Let mod θ -A be the category of finitely generated and θ-free right A-modules, where for V, W ∈ mod θ -A the homomorphism set is the set of all α ∈ Hom A (V, W ) such that im(α) ≤ W is a θ-pure submodule. Let e ∈ A be an idempotent, i.e. 0 = e = e 2 . Then the additive exact functor ? ⊗ A Ae ∼ = Hom A (eA, ?) from mod θ -A to mod θ -eAe is called the condensation functor with respect to e, see [7, Section 6.2.] . The image V e ∈ mod θ -eAe of some V ∈ mod θ -A under this functor is called the condensed module of V . Note that under this functor an A-homomorphism defined on V is simply mapped to its restriction to V e.
3.2. Let θ be a field and S ∈ mod θ -A simple, then either Se = {0} or Se ∈ mod θ -eAe is also simple, since for 0 = v, v ∈ Se we have v · eae = v for some a ∈ A. The following Lemma shows that we can distinguish non-isomorphic simple modules in mod θ -A by their condensed modules, if the latter are different from {0}. Note that we do not assume that Se = {0} holds for all S ∈ mod θ -A.
Lemma. Let θ be a field and let S, S ∈ mod θ -A be simple, such that Se = {0} = S e. Then S ∼ = S in mod θ -A if and only if Se ∼ = S e in mod θ -eAe.
Proof. We only need to show the 'if' part. Assume that Se ∼ = S e in mod θ -eAe and choose a decomposition of e as a sum of pairwise orthogonal primitive idempotents in A. As Hom A (eA, S) ∼ = Se = {0}, there is a summand, e S say, such that e S A is a projective indecomposable module with e S A/rad(e S A) ∼ = S. Applying the condensation functor with respect to the idempotent e S ∈ eAe, we obtain Se S ∼ = S e S in mod θ -e S Ae S . Hence we have {0} = S e S ∼ = Hom A (e S A, S ), thus S ∼ = S in mod θ -A. 
Let
This means that, givenV ∈ mod L -A L with R-form V ∈ mod R -A, the p-modular reduction Vê of the condensed module of V can be identified with the condensed module V e of the p-modular reduction of V . In this sense we speak of the condensed module in mod F -eA F e of a representation of A L .
Fixed point condensation.
We are going to apply a particular condensation functor, so-called fixed point condensation. Keeping the notation from Section 3.3, let A = R[G] be the group algebra of a finite group G and e = e K :=ê
, where in turn K is a subgroup of G whose order |K| is not divisible by the characteristic p of F . Let Ω be a finite set acted on by G, and 
and where we consider a ij (g) and |Ω j | as elements of F . Hence to find the action of ege, we have to find the K-orbits {Ω i }, their lengths |Ω i |, and the a ij (g) ∈ Z. Note that this does not depend on the particular choice of F , and that an analogous description holds for F replaced by R or L and e replaced byê. We are going to apply a new variant of fixed point condensation of permutation modules, the so-called direct condensation technique, whose basic idea has been invented in [17] . It has subsequently been modified, extending its range of applicability, in [11] . Here, we have built upon and modified the latter implementation, see Sections 4.4 and 5.2.
and ϕ V be its Brauer character, viewed as an L-valued class function on the p -classes of G. Then ϕ V can be extended to a class functioñ ϕ V on the whole of G as follows. For g ∈ G let g p , g p ∈ G denote its p-part and p -part, respectively, and letφ
and χ W be its ordinary character. In view of the remarks in Section 3.3, we have dim
Writing ϕ V is a Z-linear combination of ordinary characters restricted to the pclasses of G, the dimension dim F (V e) can be computed in terms of ordinary characters. As the blocks under consideration here are described by Brauer trees, these linear combinations can directly be read off from the trees.
3.6. The trace formula. To solve the algebraic conjugacy problems, we apply the following idea. Let V ∈ mod F -F [G] and ϕ V be its Brauer character. If t V and t V e are the usual F -valued trace functions, we have
If V e is explicitly given, the trace t V e (ege) can be evaluated explicitly as well. On the other hand, t V e (ege) can be computed, if ϕ V is known and if it is known to which conjugacy classes of G the elements of the coset gK belong.
Proofs

4.1.
A permutation representation. Let G = Ly for short. We are looking for a permutation representation of G, such that its permutation character has sufficiently many constituents belonging to the principal p-blocks, for both cases p = 37 and p = 67. Let 5 It was constructed in [14] and is accessible electronically in [22] as representing matrices for a pair G = {g 1 , g 2 } of standard generators, in the sense of [21] . In [22] we also find words in G yielding a subgroup conjugate to H. These were obtained by a random search among subgroups generated by an involution and an element of class 3A, see [3, p.174] . We find the submodule structure of the restriction V H of V to H, using the algorithms in [13] implemented in the MeatAxe. In particular, it turns out that V H has a simple socle S of dimension 10. As H < G is a maximal subgroup and G acts irreducibly on V , we conclude that H is the stabilizer in G of S. Thus the action of G on the set S G of subspaces of V is equivalent to its action on Ω, and we may identify Ω with S G .
4.2.
A condensation subgroup. As we are going to condense the permutation module F [Ω] of dimension ∼10 9 , we need a condensation subgroup of order at least ∼ 10
5 to obtain a condensed module of a dimension small enough, such that its structure can be analysed using the MeatAxe. Here a subgroup 2.A 9 ∼ = K < G, having order 362 880, springs to mind. In particular, K is contained in a maximal subgoup 2.A 11 ∼ = L < G, for which we also find a generating set as words in G in [22] . Such words are found e.g. using the method described in [2] for finding involution centralizers. We then find standard generators for L, which are preimages of standard generators of A 11 . The latter are A 11 -conjugate to the pair {(1, 2, 3), (3, 4, 5, 6, 7, 8, 9, 10, 11) } in the natural permutation representation of A 11 . From that generators {k 1 , k 2 } for K are found as words in G. Using the ordinary character tables of H, K and G, accessible in GAP, and its library functions dealing with conjugacy class fusions and scalar products between characters, the fusions of the conjugacy classes of H and K into those of G are determined, as well as the multiplicities m of the irreducible ordinary characters χ of G in χ Ω . Taking the remarks in Section 3.5 into account, the dimensions d of the condensed modules of the irreducible ordinary representations of G, with respect to the condensation subgroup K, can also be computed as scalar products. The results are given in Table 3 . In particular, the condensed module F [Ω]e, where e = e K , has dimension 3207, independent of the particular choice of F .
4.3.
A class distribution. We are going to apply the formula given in Section 3.6 to the element g 3 := (g 1 g 2 ) 3 g 2 ∈ G, which has order 67. We have to find the distribution of the elements in the coset g 3 K into the conjugacy classes of G. The conjugacy classes of cyclic subgroups of G are defined by group theoretic data, i.e. by element orders, centralizer orders, and normalizer orders, as can be checked in [3, p.174] . Words in G giving representatives for the conjugacy classes of cyclic subgroups are accessible in [22] . For our purposes, we have to distinguish algebraically conjugate classes. To do this we use traces and ranks of certain elements of Z[G] on V as well as on the absolutely irreducible 651-dimensional representation W over F 3 , which was constructed in [10] and is accessible in [22] , and on one of the algebraically conjugate 2480-dimensional absolutely irreducible representations X, X over F 5 , which are 5-modular reductions of ordinary representations. The latter have been constructed on occasion of this paper, using the MeatAxe, as constituents of the exterior square of V ; they are also accessible in [22] . To distinguish X and X, we define the conjugacy class 22A of G to be the class containing the particular element of order 22 given in [22] as a word in G. Using this, X is the 5-modular reduction of the representation affording the ordinary character χ 2 . Details are given in Table 4 , where t and r denote trace and rank, respectively, and where we also give the values of the corresponding extended Brauer characters, see Section 3.5, using the notation of [3] . We find the numbers of elements belonging to the different conjugacy classes as shown in Table 5 ; for details of the computations see Section 5.1.
Applying condensation.
We condense the elements g 1 , g 2 and g 3 , where G = {g 1 , g 2 } is as in Section 4.1, and g 3 = (g 1 g 2 ) 3 g 2 ∈ G is as in Section 4.3; Table 4 . Definition of the conjugacy classes of Ly. 1) 2 ) = 426 Table 6 , where {x, x } = {2, 3}, and {a, a , a , a , a } = {11, . . . , 15}, and {b, b } = {16, 17}. Hence there are 480 possible cases left. We also give labels to the edges of the Brauer tree, for future reference. The dimensions d of the condensed modules of the irreducible modular representations of G can be computed from this information; for those in the principal block they are given in Table 7 , where the numbering is as given in the Brauer tree in Table 6 . We also give the multiplicities m of the corresponding Brauer characters in the principal block component of the permutation character χ Ω . The dimensions of the condensed modules of the representations not in the principal block and the multiplicities of the corresponding ordinary irreducible characters are already given in Table 3 . We now specify F := F 37 . Using the MeatAxe, the condensed module F [Ω]e, acted on by the F -algebra F [E] generated by E := {eg 1 e, eg 2 e, eg 3 e}, turns out to have the following constituents, where we denote the constituents by their dimension and a trailing letter, and their multiplicities by exponents: Tables 7 and 3 . These considerations show that for all S ϕ e = {0} the restriction (S ϕ e)| F [E] is simple as well, and that this indeed gives a bijection from the set of irreducible Brauer characters ϕ occurring in χ Ω , such that S ϕ e = {0}, and the constituents found by the MeatAxe. Furthermore this bijection is uniquely determined, up to the fact that it maps {ϕ 16 , ϕ 17 } to {7a, 7b}.
Recall that F [Ω] is a projective F [G]-module. By decomposing
χ Ω into projective indecomposable characters and using the multiplicities given in Table 7 This gives the left hand side of the trace formula in Section 3.6 for the condensed modules corresponding to the ϕ i . Using the class distribution found in Section 4.3, we compute the right hand side of the formula for the 480 cases left. It turns out that there are precisely two cases consistent with the actual traces found by the MeatAxe; these are the Brauer tree printed in Section 2.1, for which we have x = 2, and the tree obtained by reflecting the latter one at its real stem, for which we have x = 3. Hence it remains to determine the planar embedding of the Brauer tree. In particular, we find that S ϕ16ẽ , S ϕ17ẽ and S ϕ18ẽ have dimension 16, 20 and 477, respectively, and that S χ7ẽ and S χ8ẽ both have dimension 1, where χ 7 and χ 8 denote the 37-modular reductions of the ordinary characters χ 7 and χ 8 , see Section 3.3. Furthermore,ẽg 3ẽ acts by multiplication with 21 ∈ F and 26 ∈ F on S χ7ẽ and S χ8ẽ , respectively. In a given decomposition of F [Ω] into projective indecomposable summands P 17 occurs with multiplicity 1, and all the other projective indecomposable summands do not have χ 7 and χ 8 as constituents. Hence the constituents S χ7ẽ and S χ8ẽ of F [Ω]ẽ occur with multiplicity 1 and even are constituents of thẽ
By the submodule structure of projective indecomposable modules in blocks of cyclic defect, there is a unique minimal submodule U ≤ P 17ẽ having both S χ7ẽ and S χ8ẽ as constituents. Furthermore U has dimension 499, and is uniserial with ascending composition series S ϕ17ẽ , S ϕ5ẽ , S ϕ18ẽ , S ϕ4ẽ .
We consider F [Ω]ẽ as a module for the F -algebra F [Ẽ] being generated byẼ := {ẽg 1ẽ ,ẽg 3ẽ }, and let N := ker
and that it is uniserial with ascending composition series 20a, 1a, 477a, 1b, wherẽ eg 3ẽ acts by multiplication with 26 ∈ F and 21 ∈ F on 1a and 1b, respectively. Furthermore, the MeatAxe finds ker
is a peakword on F [Ω]ẽ for the constituent 1b, see [13] . From that we conclude thatÑ is contained in U , and henceÑ = U is anẽF [G]ẽ-submodule of P 17ẽ . Thus we have (
4.7. The case p = 67. The partial information on the Brauer tree known from [8, p.271 ] is shown in Table 8 , where {x, x } = {2, 3}, and {b, b } = {8, 9}, and {y, y } = {10, 11}, and {c, c } = {13, 14}, and {d, d } = {15, 16}, and {a, a , a , a , a } = {17, . . . , 21}. Hence there are 3840 possible cases left. We find the Brauer tree by analysing F [Ω]e, where we now specify F = F 67 , using similar techniques as described in Sections 4.5 and 4.6, and again spare the details here.
Comments on the computations
In this section we give some details of how the computations were done. We concentrate on the calculations for the condensation subgroup K, see Sections 4.3 and 4.4. The condensation subgroupK, see Section 4.6, has been treated similarly.
5.1. Finding the class distribution. As described in Section 4.3, we have to determine how the elements of the coset g 3 K distribute into the conjugacy classes of G. To do this we have to compute representing matrices for the |K| = 362 880 elements in the coset g 3 K on the modules V , W and X, and then to compute some traces or ranks. But to keep |K| many (2480 × 2480)-matrices over F 5 in memory, ∼ 7.5 × 10 11 Bytes would be necessary. Hence we want to obtain a reasonable number of matrices which have to be stored simultaneously. Let K = {k 1 , . . . , k t } be a fixed generating set for K. In a precomputation we use an orbit algorithm to enumerate the elements of K, starting with 1 ∈ K. This yields a Schreier tree for K with respect to K, whose shape depends on the particular strategy employed in the orbit algorithm. Given a Schreier tree, we define a valuation v on its vertices as follows. If the vertex g is a leaf, we let v(g) = 1. Otherwise, if g 1 , . . . , g s are the immediate successors of g in the Schreier tree, we let v(g) = max{v(g i ); 1 ≤ i ≤ s} if this maximum is assumed exactly once, and v(g) = 1 + max{v(g i ); 1 ≤ i ≤ s} if it is assumed more than once. In the recursive run through the Schreier tree, which is used to find the class distribution, at each vertex we are now able to work through the most expensive subtree last. Hence for each matrix representation considered, besides representing matrices for K we have to store no more than v(1) matrices at the same time. Hence our aim is to find a Schreier tree such that v(1) is reasonably small. To find a suitable Schreier tree, we enumerate a regular K-orbit in V , as its elements are in bijection with the elements of K. The algorithm we use is a modification of the PubCrawl algorithm presented in [16, Section 5.] , see Table 9 . Note that T is a list which collects the orbit during the algorithm. New vectors are appended to T within the loop that runs through T . Of course, the loop must also run through these new vectors. The idea is to use a standard breadth-first orbit algorithm as an outer loop to run through the whole orbit, but each time we find a new element of the orbit, i.e. a new vertex of the Schreier tree, before going on with the standard algorithm, we try to attach a 'thread', i.e. a lengthy path without branching points, to the corresponding vertex in the Schreier tree. We choose the generating set K as follows. We fix a 2-Sylow subgroupŨ of K as a helper subgroup, hence |Ũ | = 2 7 , and let K be the union of the generating set {k 1 , k 2 } of K, see Section 4.2, and a set of generators ofŨ . Thus we end up with a Schreier tree such that v(1) = 3. As |Ũ | is coprime to the characteristics of V , W and X, we choose bases exhibiting the semisimplicity of V |Ũ , W |Ũ and X|Ũ . As the constituents of these modules have dimension at most 8, this considerably reduces the amount of time needed for a matrix multiplication with one of the generators ofŨ . Furthermore, using the MeatAxe and the algorithms in [13] , X| K turns out to be a direct sum of 14 indecomposable modules, the largest of which has dimension 560. Hence we adapt the basis of X, such that it also exhibits a direct sum decomposition of X| K . Building the Schreier tree, running through the elements of g 3 K, and computing representing matrices, traces and ranks is easily done using the new fast finite field Table 9 . Modified orbit algorithm.
T
arithmetic of GAP, which is based on the ideas of the arithmetic of the MeatAxe. Using a Pentium III 800 processor, this needed ∼60 hours of CPU time.
5.2. Applying condensation. As described in Section 4.4, we want to compute the action of the elements {eg 1 e, eg 2 e, eg 3 e} on the condensed module F [Ω]e, where the permutation module F [Ω] is given by the action of {g 1 , g 2 } on the set Ω = S G of subspaces of V of dimension 10, see Section 4.1. As Ω is not yet known, it has to be enumerated first, and subsequently we have to compute the integers a ij (g), see 3.4, for all ω ∈ Ω and g ∈ {g 1 , g 2 , g 3 }. But to store a subspace of V of dimension 10 we need 370 Bytes, thus to store the whole orbit Ω of length [G : H] we would need ∼4 × 10 11 Bytes. Hence we can only afford to store ∼1/400, say, of the elements of Ω, which fit into ∼10 9 Bytes. We use a modification of the ideas invented in [11] .
We choose a helper subgroup U ≤ K ≤ G, such that its elements can be enumerated, and objects representing their action on Ω can be kept in memory. The basic idea now is to modify the standard breadth-first orbit algorithm for G, such that Ω is enumerated piecewise, namely K-orbit by K-orbit, where these in turn are enumerated U -orbit by U -orbit, keeping track of how the U -orbits fall into K-orbits.
Hence for ω ∈ Ω we are reduced to finding out whether we have already encountered its orbit ω U , and if this is the case, which of the orbits already encountered it is.
To do this, we choose a helper U -set Θ, such that there is a homomorphism q : Ω| U → Θ of U -sets. Furthermore we assume that the elements of Θ can be enumerated completely. Let {Θ i ; 1 ≤ i ≤ s} be the U -orbits on Θ. For each 1 ≤ i ≤ s we choose a minimal element ϑ i ∈ Θ i , e.g. by using an injective function on Θ into a totally ordered set, which is quickly evaluated on the elements of Θ. An element ω ∈ Ω is called q-minimal, if q(ω) is minimal. It is exactly the q-minimal elements which are stored in a table during the enumeration of the whole of Ω; to recover elements quickly, we of course use a hashing technique. If we are able to find a homomorphism q such that most of the {Θ i } as above are regular U -orbits, then ∼1/|U | of the elements of Ω will be q-minimal. Hence in this case we will be content with a subgroup U of order |U | ∼400. Furthermore, let κ : Θ → P(U ), where P(U ) denotes the power set of U , be defined as follows. For ϑ ∈ Θ i , we let κ(ϑ) = {u ∈ U ; ϑ · u = ϑ i }, which therefore is a left coset of Stab U (ϑ i ) in U . Since we assume that the elements of U and those of Θ can be enumerated, we are able to compute all the sets κ(ϑ) explicitly. If we want to check whether for some ω ∈ Ω the orbit ω U has been encountered before, we try to look up ω · u, for an arbitrary u ∈ κ(q(ω)), in the table. If it is there we have encountered ω U before, if it is not we store all of the elements {ω · u; u ∈ κ(q(ω))} in the table.
Having fixed the subgroup U , we try to find a suitable U -set Θ. We look for Umodules X 1 and X 2 , each of dimension 11, such that there are epimorphisms of U -modules q i : V U → X i and ker(q 1 ) ∩ ker(q 2 ) < V is of codimension 22. Let Θ i be the set all subspaces of X i of codimension 1, and Θ 2 be the set of all proper subspaces of X 2 of codimension at least 2. As Ω consists of subspaces of V of dimension 10, there is a homomorphism of U -sets q : Ω → Θ := Θ 1 ∪ Θ 2 ∪ Θ 2 , defined by q(ω) = q 1 (ω), if q 1 (ω) ∈ Θ 1 , and q(ω) = q 2 (ω) otherwise. A simple calculation shows the reason for this choice. As X i has dimension 11 over 12 subspaces of X i of codimension 1 and 2, respectively, and even more of higher codimension. Thus it is only possible to enumerate the subspaces of X i of codimension 1, and hence the above mentioned preprocessing is only done for Θ 1 ∪ Θ 2 . By going over to the dual space X * i = Hom F5 (X i , F 5 ), we need 4 Bytes to store one of these subspaces of X i , which still means ∼9.8 × 10
7 Bytes for the whole of Θ 1 ∪ Θ 2 . This means that all subspaces of V mapped by q into Θ 1 ∪ Θ 2 are dealt with as explained above, but those mapped into Θ 2 simply have to be stored, hence for these we do not save memory at all. The memory requirements are estimated as follows. There are 7 subspaces. To store this many subspaces, at the cost of 370 Bytes each, we would need ∼2 × 10 10 Bytes. This shows the need for a second map q 2 . Then only ∼1/400 of the elements of Ω are expected to be mapped by q into Θ 2 , which means ∼ 2.7 × 10 6 elements or ∼ 10 9 Bytes, which still means that we need as much memory for these elements of Ω as for its q-minimal elements. We remark that indeed the memory requirements in the actual computations fitted well into this picture. Despite these serious constraints, we were lucky to find a suitable maximal subgroup 3 2 :2A 4 ∼ = U < A 9 ∼ = K/Z(K) of order 216. It is uniquely defined up to conjugacy in A 9 , see [3, p.37] . We let Z(K) × U ∼ = U < K be the preimage of U with respect to the natural epimorphism K → A 9 , hence |U | = 432. Again we choose a basis for V exhibiting the semisimplicity of V | U . As the constituents of V | U have dimension at most 16, this considerably reduces the amount of time needed for a matrix multiplication with one of the elements of U . Using the MeatAxe, together with the algorithms in [13] , we find epimorphic images X 1 and X 2 of V U , where X 1 ∼ = 1 − ⊕ 2 ⊕ 8 and X 2 ∼ = 3 ⊕ 8 − . Here Z(K) acts non-trivially on the constituents 1 − and 8 − , and trivially on the others. Hence U acts faithfully on both X 1 and X 2 , and Z(K) acts non-trivially on subspaces of X 1 and X 2 of codimension 1. The average orbit length of U on subspaces of codimension 1 turned out to be ∼405 for X 1 , and ∼415 for X 2 .
With these preparations, we adjusted the implementation described in [11] , which allows for massive parallelization, accordingly. We are grateful to the University of St. Andrews for allowing us to use their PC cluster to run these computations. Using 50 Pentium II 450 processors, the computations needed ∼13 hours of elapsed time, hence ∼650 hours of CPU time.
