Abstract-This paper presents a use of M/G/1 queuing theory to study the impact of fading, and also the benefits of link layer re-transmission mechanisms on the performance of the TCP protocol. Our results show that both TCP throughput and buffer occupancy are varying as a function of a speed of a mobile host, and TCP performance improves with higher vehicle speed. We also show that when the propagation delay in the wireline network is large, link layer re-transmissions can significantly improve the TCP performance, though it also increases the buffer occupancy.
I. INTRODUCTION
The widespread use of TCP in the Internet motivates us to study its performance over a wireless link. TCP was designed for an environment where packets are lost mostly due to congestion in the wire-line network. When the connection extends over wireless links, packet losses occurs primarily due to the fading effect of the channel. Therefore, it is important to have some insight into the impact of fading on the performance of TCP over such connections.
It is difficult to analyze TCP; due to the feedback mechanism, standard queueing theory cannot be applied. The present paper presents preliminary work, in which insights from previous works on TCP are coupled with a simple M/G/1 queueing model of the base station buffer, which captures the wireless channel and link layer characteristics.
The feedback dynamics of TCP over a wireless link have received recent treatment. These works have indicated that the "average" congestion window size is related to the loss probability of a packet via the ½ ¾¾ Ô È law [1] , where È is the loss probability of a packet. This assumes that losses are independent from packet to packet. We will assume that this law holds in the present paper. Since we assume that the RLP (Radio Link Protocol) link layer will retransmit lost frames, we believe that the independence assumption will hold [2] .
The situation we are modelling is depicted in Fig. 1 . The round trip time of TCP (RTT) includes the propagation delay in the wire-line network (Ì ), the (random) transmission delay in the wireless link, Ì , and the (random) queuing delay (Ì ÕÙ Ù ) in the buffer at the base station. Assume that the propagation delay is unchanged during the connection, and the transmission time for acknowledgements over the wireless link is negligible 
In the next section, we study the transmission delay variable, Ì , under particular assumptions about the wireless channel, and the link layer. In particular, we derive the first two moments of the transmission delay variable. We also characterize the TCP loss probability, È , from the wireless characteristics.
In Section III, we will then apply these variables, to a simple M/G/1 model of the queue depicted in Fig. 1 .
II. THE WIRELESS TRANSMISSION DELAY, AND THE

WIRELESS LOSS PROBABILITY
In this section we assume that the channel provides two states, "good" and "bad", which evolve as a two-state Markov chain. This models the scenario in which there is a fixed-rate coding system, and the "bad" state corresponds to failure at the link layer (a frame error) [3] . This model is then applied to the link layer which also performs the retransmission of link frames if necessary [2] , [4] . Depending on the characteristics of the channel (i.e. the Markov chain) and the mechanism used at the link layer (e.g. re-transmission), the probability of TCP packet loss, È , and the first two moments of the transmission delay variable can be calculated.
A. Markov Chain
The Markov transition matrix between the two channel states can be described as follows.
The steady state properties of the chain are then given by and which symbolize the steady state probability that the channel is in a good state and bad state, respectively. These are given by
where also is the steady state probability that a link frame error occurs (È ). The transition diagram for the Markov chain is shown in Fig. 2 .
B. TCP Loss Probability
In RLP, a frame can be retransmitted a number of times, in the hope of hiding frame errors from TCP. Let N denote the maximum number of transmissions at the link layer (one trans- We assume for simplicity that the channel does not change its state during the time duration (time slot) of transmitting of one link frame. Between time slots the channel changes its condition according to the probabilities shown in Fig. 2 .
The loss probability of a packet at TCP level can be deter- 
The above equation can be extended in general, by induction, as
C. Average Service Time
To calculate the average number of link frames sent for each TCP packet, we use a similar idea as used in the paper of Kumar et al. [4] to determine the number of link frames per TCP packet.
Clearly that, if Ä ½ and the channel is good when the link frame is being transmitted, then the conditional average number of link frames sent for one TCP packet is 1. Denote this average number by Ò Ä Ò ½ ½ . Similarly when Ä ½ and the first link frame finds the channel in a good state, then Ò Ä can be determined as follows.
where Ñ Ä is the conditional average number of link frames sent for one TCP packet conditional on the first link frame finding the channel in a bad state. The calculation of Ñ Ä is discussed in more details in the following.
... In Fig. 3 we depict the case when the link frame finds the channel initially in a bad state. In the next time slot, the channel becomes good with probability ¬ or stays in a bad state with probability´½ ¬µ, respectively. These two states form the second level of the tree. If the channel is good, then the link frame will be received successfully after one re-transmission and the binary tree for this frame is ended. If the channel is bad again, then the process continues until the link frame is successfully received or there is no re-transmission attempt left. The later case happens at the bottom level of the tree. We can think of the transmission of the frame as making a path from the root of the tree, to a leaf node.
In general, the packet transmission is not over when the bottom of the tree is reached. Rather, the next frame of the packet must be attempted. However, in the Ä ½ case, the last attempt is also the last attempt for the TCP packet. In this case, we can then easily set up a recursion to calculate the conditional expected number of transmissions from the initial bad state (the root node) by calculating the conditional expected number of transmissions from each bad state in the tree. Let Ð Ð ½ ¾ AE ½ be these numbers, and note that AE ½ ¾, and Ð ½ · ¬ · ½ ¬µ Ð·½ for Ð ½ ¾ AE ¾. The value for Ñ ½ is then given by ½ . To treat the general case (Ä ½), we note that again, induction can be used. Presuming both Ñ Ä ½ and Ò Ä ½ are known, we can solve for Ñ Ä by noting that the same recursion can be used, except that we set
Together with (6), the average number of link frames that have been sent for each TCP packet is then calculated by
D. Second Moment of Service Time
In the following we describe the algorithm to calculate the second moment of the service time. First we study the case when Ä ½ and the first link frame finds the channel in a bad state. In this case we have the same tree as depicted in Fig. 3 . As before, a transmission of frames takes a random path down the tree, dictated by the random success or failure of each frame. The packet is finished when a leaf node is reached, which corresponds to the last transmitted frame. Thus in Fig.   3 , there are´AE ½µ good state leaves, and one bad state leaf, which corresponds to the failure of the packet. The conditional second moment, conditioned on channel starts in a bad state, is given by the following equation ¾ ´½µ ª ¬ Ü´ µ´½ ¬µ Ý´ µ´½ · Ü´ µ · Ý´ µµ ¾ (9) where ª is the number of leaf nodes, Ü´ µ is the number of good transmissions, and Ý´ µ is the number of bad transmissions, to get to leaf node .
If Ä ½ the tree in Fig. 3 becomes much bigger, and this means that the number of computations required to compute the conditional second moment grows exponentially with Ä.
Below we describe an algorithm that at least takes advantage of the special self-similar structure of the tree, to obtain a simple recursive procedure to calculate the desired value, although we note that the computational complexity is exponential in Ä.
This self-similar structure means that we can define the family of trees, indexed by Ä, in an inductive manner. We have defined the tree for Ä ½ above. Suppose we have defined the tree for Ð ½ ¾ Ä ½. We can then define the tree for Ð Ä as depicted in Fig. 4 .
To create a recursive procedure for calculating the conditional second moment, suppose that Ä is given as in Fig. 4 . Note that this large tree contains subtrees indexed by Ð ½ ¾ Ä ½. Any path from the root node to a leaf in any subtree, consists of the concatenation of two paths; firstly, a "root path" from the root to the node from which the subtree branches, and secondly, a "subtree path' from the branching node to the leaf of the subtree. Suppose that the length of the "root path" is Ò. Suppose also that we have a procedure
´Ð Òµ
to calculate the conditional second moment of a tree of index Ð for Ð ½ ¾ Ä ½, with the proviso that all paths from the root to the leaf have their length incremented by Ò. It is then clear that these procedures can be called, once for each subtree of the large tree, to calculate ´Ä ¼µ, which is what we need.
It is also clear that this involves recursion, since the above procedure is just calling itself, with the recursion terminating with the case Ð ½ . In the previous section, we have shown how to calculate È , the TCP loss probability over the wireless link. We will assume that the wireless link is the dominant cause of TCP loss. It follows from [1] , that the long-term packet arrival rate to the buffer in Fig. 1 is given by:
where RTT is the round trip time of a TCP packet, as given in (1). Let us assume that the arrival process of packets to the queue is a Poisson process of rate packets/sec. This provides us with a M/G/1 model of the queue.
To obtain the expected RTT, we use the Pollaczek-Khinchin formula [6] , to obtain the expected queueing delay:
But we have computed the first two moments of the wireless service time distribution in the previous section. Note that the values calculated in that section, , and ¾ , were measured in terms of time-slots, each time-slot being the time it takes to send one frame at the link layer. Suppose that the link-layer frame lasts for Ì × seconds. We therefore plug in the values Ì × and ¾ Ì ¾ × into (12) to obtain the expected queueing delay, Ì Õ .
We can also plug in these values to (1) to obtain the expected RTT.
It is important to note that the expected RTT is defined in terms of , the arrival rate at the queue. This implies that (11) is a fixed point equation, and it is necessary to justify that it has a unique solution. Combining (11) with (12) we obtain ´ µ ¼ 
¾´½ Ì×µ
Now observe that ´¼µ ¼, ´½ ´ Ì × µµ ¼, and ¼ for ¼ ½ Ì× . It follows that there is a unique solution to (13). We remark that similar fix point methods to calculate TCP throughput in wire-line network have been studied in [8] , [9] .
IV. NUMERICAL RESULTS AND DISCUSSION
In this section we first presents numerical and simulation results, we then discuss the effect of fading on TCP performance and buffer occupancy.
To obtain « and ¬ in (2), we use the model developed in [5] , in which these parameters are related to the doppler bandwidth of the channel, and in turn to the vehicle speed. In this model, the fading process has a Rayleigh distribution with a fading margin , from which the average frame error rate in (3) can be found as [5] È ½ ½ (14)
The Gaussian correlation coefficient between two successive slots is taken to be To capture these effects in our discrete-time model, we need to relate the above parameters to the « and ¬ parameters in our model, which govern how long (on average) the channel stays in the good and bad states. This relationship is given in [5] by the equations:
where É is the Marcum Q-function. Note that as tends to zero, ¬ tends to zero, and there are long bursts of frame errors, when they occur. As tends to infinity, ¬ tends to ½, and frame errors become i.i.d [5] . Thus, we have a way to vary vehicle speed, and see the impact of this on our model, and the TCP throughput. In our numerical evaluation and simulation, the TCP packet length is 600 bytes, the one-way propagation delay in the core network is Ì ¼ ¼¾ sec, and the transmission rate in the wireless channel is 960Kbps (i.e. 200 TCP packets/sec). The fading margin is chosen to be 30dB, i.e. the average probability packet error at the link layer is approximately È ¼ ¼¼½ in (14). The carrier frequency is 900MHz, each TCP packet is divided into Ä frames, and there are AE ¾ or AE transmissions at the link layer. Based on these parameters the frame transmission time is Ì × ¼ ¼¼½sec.
In Fig. 5 , we plot the throughput, buffer occupancy and loss probability at TCP layer for different vehicle speeds (i.e. different fading environments). Note that, the solid and dashed line are analysis results for AE ¾ , respectively. Furthermore, the circle and crosse points are simulation results using the Network Simulator (NS) [7] with modification to simulate the re-transmission at the link layer, for AE ¾ , respectively.
It can be seen from Fig. 5 that TCP throughput has the general trend that it increases with vehicle speed, which can be explained by noting that the extreme case of i.i.d. frame errors (very large vehicle speed) is the best for the link layer trying to correct the errors. Indeed, there is a corresponding general trend for the TCP loss probability to decrease with increasing vehicle speed.
From Fig. 5 , with increasing number of re-transmissions at the link layer (AE ), we have similar results for TCP throughput, but significantly higher buffer occupancy. This is expected since the throughput of TCP already almost reaches the channel rate with only one re-transmission at the link layeŕ AE ¾µ. It is perhaps not worth increasing the number of re-transmissions in this case.
The results are different when the propagation delay in the core network is increased. In this example, changing the number of link-layer retransmissions makes a significant difference to TCP throughput. Using the same parameters as above but with Ì 0.15sec, we have the following results in Fig. 6 . The figure shows that the TCP throughput is significantly improved at medium and high vehicle speed when we increase AE from 2 to 4, but at the same time many more packets are queued at the buffer due to re-transmission at the link layer. Note that the interaction between the two layers (TCP and link layer) is a critical feature of the model.
From Fig. 6 , it is worth noting that at low speeds (AE ¾ case), the TCP throughput is actually getting higher with decreasing vehicle speed. This may be due to the fact that at these low speeds, the link layer (with one re-transmission) is unable to correct the frame errors, since they occur in bursts, and it is possible that TCP actually benefits from the corresponding longer "bursts" of good channel states. Indeed, we note that throughput is seen to decrease with vehicle speed when there is no link layer [5] . From Fig. 5 and Fig. 6 , the TCP loss probability reduces if we increase the number of re-transmissions at the link layer. Furthermore, both the throughput and buffer occupancy increase as the loss probability (È ) at TCP layer decrease with vehicle speed. The fact that the buffer occupancy decreases as È increases is slightly surprising. The reason for this appears to be due to the fact that when È increases, the throughput (i.e. input rate) decreases quite dramatically, due to TCP's congestion control mechanism.
V. CONCLUSIONS
In this paper we study the impact of a fading wireless channel on TCP throughput and buffer occupancy using the M/G/1 queuing model. We considered a scenario where a large data file is to be transferred from the source to a mobile host over a wireless channel, which is a bottleneck link with fading and small transmission rate compare to the wire-line network.
Below the TCP level, at the link layer, the wireless link is modelled as a two-state Markov chain. Depending on the characteristics of the channel (i.e. the Markov chain) and the mechanism used at the link layer (e.g. re-transmission), the probability of TCP packet loss, the characteristic of service rate, and hence TCP throughput can be determined.
We show that both throughput and buffer occupancy decrease as the TCP loss probability increase. We further show that in general, TCP throughput increases with vehicle speed, due to the way higher speeds decorrelate the channel, making frame errors i.i.d. in the limit of increasing vehicle speed. We also observe that increasing the number of link layer retransmissions can significantly improve the TCP throughput when the propagation delay in the wire-line network is large at medium and high vehicle speed.
