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Assessing rules with interestingness measures is the pillar of successful application of association rules
discovery. However, association rules discovered are normally large in number, some of which are not
considered as interesting or significant for the application at hand. In this paper, we present a systematic
approach to ascertain the discovered rules, and provide a precise statistical approach supporting this
framework. The proposed strategy combines data mining and statistical measurement techniques,
including redundancy analysis, sampling and multivariate statistical analysis, to discard the non- signif-
icant rules. Moreover, we consider real world datasets which are characterized by the uniform and non-
uniform data/items distribution with a mixture of measurement levels throughout the data/items. The
proposed unified framework is applied on these datasets to demonstrate its effectiveness in discarding
many of the redundant or non-significant rules, while still preserving the high accuracy of the rule set
as a whole.
 2010 Elsevier B.V. All rights reserved.1. Introduction
Data mining or knowledge discovery from data (KDD) is known
for its capabilities in offering systematic ways of acquiring useful
rules and patterns from large quantities of data. The rules derived
from data mining application are considered interesting and useful
if they are comprehensible, valid on tests and new unseen data
with an appropriate degree of certainty, potentially useful, action-
able, and novel [17]. McGarry [24] claims that the majority of data
mining/machine learning type patterns are rule based in nature
with a well defined structure, such as rules derived from decision
trees and association rules. The most common patterns that can
be evaluated by interestingness measures include association
rules, classification rules, and summaries [14]. Association rule
mining is one of the most popular data mining techniques widely
used for discovering interesting associations and correlations be-
tween data elements in a diverse range of applications [34]. The
association rule mining techniques may differ from one another,
but a common feature is that all the frequent patterns are first ex-
tracted and then association rule are formed from such patterns.
Frequent pattern extraction plays an important part in generating
good and interesting rules, and is considered as the most difficult
and complex task.
Our work in the area of rules interestingness measures is moti-
vated by the objective interestingness measures which are basedll rights reserved.
+61 8 9266 7548.
d.curtin.edu.au (Izwan Nizal
dzic), tharam.dillon@cbs.cur-on probability theory, statistics and information theory. Various
objective interestingness criteria have been used to limit the nat-
ure of rules extracted, as explained in [14]. A number of research-
ers have anticipated an assessment of pattern discovery by
applying a statistical significance test as discussed in [16,19,20,
29,30,32].
Assessing whether a rule satisfies a particular constraint is
accompanied by a risk that the rule will satisfy the constraint with
respect to the sample data but not with respect to the whole data
distribution [30]. As such, the rules may not reflect the ‘‘real’’ asso-
ciation between the underlying attributes. The hypotheses re-
flected in the generated rules must be validated by a statistical
methodology in order for them to be useful in practice, because
the nature of data mining techniques is data driven [15]. However,
even if the rules satisfy appropriate statistical tests, the underlying
association may nevertheless be caused purely by a statistical coin-
cidence [5].
The contribution of the work presented in this paper, is the
development of systematic ways to verify the usefulness of rules
obtained from association rules mining using statistical analysis.
A unified framework is proposed that combines several techniques
to access the quality of rules, and removes any redundant and
unnecessary rules. Initial ideas and preliminary results were pre-
sented earlier in [26,27]. Several extensions and refinements were
made so that the method could be applied to more realistic data-
sets including complex data types, infrequent items and uneven
attribute value distribution. Furthermore, a comparison of the sta-
tistical measure used in our framework with the popular Mutual
Information measure is included. The rest of the paper is organized
as follows. Section 2, briefly overviews the problem of ascertaining
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tion 4, we describe our proposed framework and its formal defini-
tion. The framework is evaluated using real world datasets and
several experimental findings and an explanation are given in Sec-
tion 5. Section 6 concludes the paper and describes our ongoing
work in this field of study.2. Problem definitions
Association rule mining in its most fundamental structure is
used to discover interesting relationships among items in a given
dataset under minimum support and confidence conditions. A
commonly used example is in market basket analysis, where an
association rule X ? Y means if a consumer buys the set of items
X, then he/she probably also buys items Y. These items are typically
referred to as itemsets. The problem of finding association rules
X ? Y was first introduced in [1,2] as a data mining task of finding
frequently co-occurring items in a large Boolean transaction data-
base. Let I = {i1, i2, . . . , im} be a set of items. Each transaction T is a set
of items, such that T # I. An association rule is a condition of the
form of X ? Y where X # I and Y # I are two sets of items. The
support of a rule X ? Y is the number of transactions that contain
both X and Y, while the confidence of a rule X ? Y is the number of
transactions containing X, that also contain Y.
Bing et al. [9], Freitas [13] and Yun et al. [33] argue that for a
real large database that is often comprised of either relatively fre-
quent/infrequent items, using multiple and relative support should
be considered. The rules satisfying the standard support and confi-
dence constraints are often too numerous to be utilized efficiently
and effectively for the application at hand [21]. Many patterns
from the frequent pattern set are often redundant and unrelated
[31]. Webb [30] defines redundant rules as those rules that include
items in the antecedent that are entailed by the other elements of
the antecedents. Redundant rule constraints discard rule x ? y for
which $z 2 x : support x ? y = support (x ? z ? y) [30]. Further-
more, Bayardo et al. [8] define a more dominant minimum
improvement constraint in order to discard the redundant rules.
The improvement of rule x ? y is defined as improvement
(x ? y) = confidence ðx! yÞ maxzxðconfidenceðx! yÞÞ. In the
datasets where there is a predefined class label (i.e. classification
tasks), frequent pattern mining can contribute to discovering
strong associations between occurring attribute and class values
[22]. In [11] the potential usage of frequent pattern mining for clas-
sification problems was investigated and successfully applied to
the problem. Their approach discovered classification rules by di-
rectly discovering the frequent patterns from the datasets with
predefined class labels. The results reported were promising since
the discovered knowledge model had high accuracy and efficiency
for the classification problem.
In the work presented in this paper, we focus on ascertaining
the frequent patterns that have been extracted from a relational
database, and that satisfy the minimum transaction-based support
and confidence thresholds.
Let us denote the set of these frequent patterns as FP. One of the
attributes from the data is considered as a class to be predicted for
classification task purposes. Hence, we consider only consider
those patterns from FP that contain this class attribute, as they will
represent the set of values that frequently occur together when a
particular class value is present. Hence, as such these patterns
can be seen to have predictive power and can be evaluated for their
accuracy on correctly predicting the class value from the trained
data (classification accuracy), and unseen data (predictive
accuracy).
In addition to predictive accuracy, simple rules are preferred as
they are easier to comprehend and are expected to perform betteron unseen data since they are more general. Hence, during the pro-
cess of optimizing a rule set, a trade-off needs to be made between
several factors, the common ones are:
– Misclassification rate (MR)-number of incorrectly classified
instances
– Coverage rate(CR)-number of captured instances
– Generalization power (GP)-capability of correctly classifying
future instances.
When optimizing the rule set, the MR should be minimized
while the CR should be maximized. Good GP is achieved by simpli-
fying the rules in terms of overall rule set size and the number of
attribute constraints in the rule. The trade-off occurs especially
when the dataset is characterized by continuous attributes where
a valid attribute range constraint needs to be determined for a par-
ticular rule. Increasing the range constraint usually leads to the in-
crease in CR of that rule but at the cost of an increase in MR of that
rule. Similarly, if the rules are too general, they may lack the spec-
ificity to distinguish some domain characteristics and hence the
MR would increase. Generally speaking, an optimized rule set
should be either more accurate than the original rule set and/or
the balance between the trade-off factors should be much greater.
For example, if there are many rules with small CR but very low
MR, a rule set with a significantly smaller number of rules may
be preferred even at the cost of an increase in MR.
Since the number of patterns/association rules generated
through association rule mining can be quite large, their usefulness
for a classification/prediction task may be limited unless they are
significantly reduced in size and number. While their MR may be
small, their GP is likely to be poor as all frequent patterns are con-
sidered, and these can be insignificant, redundant and unnecessar-
ily complex. Hence in this paper, we aim to apply a variety of
statistical/heuristic methods to reduce the pattern/rule set size
and simplify individual rules.
Let us denote the patterns from the frequent set FP that have a
class label (value), as FPC. The problem can be stated as: given FPC
with accuracy ac, reduce FPC into FPC’ such that FPC’ has accuracy
P(ac  e), where e is an arbitrary user defined small value (e is
used to reflect the noise that is often present in real world data).3. Related work
Measuring interestingness of knowledge patterns is an active
and important area of data mining research. Different methods
have been proposed for discovering interesting rules from data
and these can be generally categorized into three main classes,
namely objective, subjective and semantic measures [6,14,17,24].
However, the measures usually reflect just the usefulness of rules
with respect to the specific database being observed [30]. The data
mining approaches consider the whole search space to find all pos-
sible pattern/rules satisfying specific criteria (i.e. association rules).
While these criteria, impose some constraints on the discovery of
strong patterns/rules, many spurious, misleading, uninteresting
and insignificant rules in those domains may still be produced
[17]. This problem arises because some association rules are dis-
covered due to pure coincidence resulting from a certain random-
ness in the particular dataset being analyzed. This is further
supported by Lallich et al. [20] who asserts that the patterns dis-
covered using the traditional association rule mining framework
can be either a true discovery or merely an artefact of random
selection.
Statistics have previously addressed the issue of how to sepa-
rate out the random effects to determine whether the measured
association (or difference in other areas) is significant [4,18].
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understood and remains one of the challenging data mining prob-
lems to solve [19].
To date, works proposed by Hämäläinen and Nykänen [16],
Kirsch et al. [19], Lallich et al. [20], Webb [29,30] and Weiß [32]
recognized the need for a statistically significant pattern. Webb
[29,30] demonstrate the capabilities of their approach by per-
forming two techniques namely, the holdout and direct adjust-
ment, to check for a productive and significant rule. This
approach was motivated to extend the works done by Bay and
Pazzani [7], Meggido and Srikant [25] to strictly control the false
discovery, which is the error of rejecting a null hypothesis and
thus falsely accepting a pattern. The initial work on avoiding false
discovery has been successfully addressed by Meggido and Srikant
[25], but the method applied is valid only when applied to sparse
data transactions. [19] have successfully developed a novel meth-
odology to identify a meaningful support threshold for a given
dataset, in order to control the false discovery rate. This technique
differentiates the significant itemsets with a small false discovery
rate as those itemsets that deviate substantially from the ex-
pected random dataset. Moreover, Lallich et al. [20] proposed
and utilized a bootstrap-based method to control the multiple
risks and avoid the risk of false discovery. While another work
proposed by Wei et al. [31] namely the support-match framework,
was considered capable of mining effective rules and also pruning
the low relation rules. Furthermore, AydIn and Güvenir [6] pro-
posed an association rule set stream in generating and measuring
the interestingness of steam data that vary in size and change
over time.
Weiß [32] proposed a measure to express the trustworthiness
of the association rule based on precision values which rely on
the estimator of confidence interval. Both precision measures pro-
vided sufficient, reliable and highly predictive rules. Another nota-
ble work was proposed in [16], who implemented the StatApriori
algorithm which searches statistically significant and non-redun-
dant rules. This algorithm was developed to control the existence
of false negatives and false positives discovered in association rule
mining.
Thus, additional measures based on statistical independence
and correlation analysis are often required to ensure that the re-
sults have a sound statistical basis and are not purely the result
of random coincidence. The statistical approach offers a reliable
way of identifying significant rules that are statistically valid.
4. Proposed method
The motivation behind our proposed method is to investigate
how data mining and statistical measurement techniques can be
combined to arrive at a more reliable and interesting set of rules.
Generally speaking, we interpret interesting rules as those rules
that have a sound statistical basis and are not redundant. Such
an approach requires a sampling process, hypothesis development,
model building and finally a measurement using statistical analysis
techniques to verify and ascertain the usefulness and quality of the
rules discovered. This will filter out the redundant, misleading,
random and coincidentally occurring rules, while at the same time
ensuring the accuracy of the rule set.
4.1. Conceptual framework
Fig. 1 shows the proposed framework. The formal definition of
the conceptual framework is defined as follows:
Definition 1 (Relational database). Given a relational database D,
I = {i1, i2, . . . , ik} the set of distinct items in D, and C = {c1,c2, . . . ,ck}
the set of class labels in D. Assume that D contains a set of ninstances D ¼ xi; yif g
n
i¼1, where xi # I is a set of items and yi 2 C is a
class label. The training dataset Dtr # D and the testing dataset
Dts # D.STEP 1. The preprocessing is applied to each xi in Dtr in order to
obtain clean and consistent data. These preprocessing
techniques include the removal of missing values and dis-
cretization of attributes with continuous values.
STEP 2. We determine the relevance of input attributes xi by
ascertaining their importance in predicting the class label
yi in Dtr using a statistical-heuristic measure. Any irrele-
vant attributes are removed from the dataset, and we rep-
resent the filtered database as fDtr ;eI # I.
A powerful technique for this purpose is the Symmetrical s [35]
which is a statistical-heuristic feature selection criterion. It mea-
sures the capability of an attribute to predict the class of another
attribute. Let there be R rows and C columns in the contingency
table for two attributes xi and y. The probability that an individual
belongs to row category r and column category c is represented as
P(rc), and P(r+) and P(+c) are the marginal probabilities in row
category r and column category c, respectively. The measure is
based on the probabilities of one attribute value occurring together
with the value of the second attribute. In this sense, the y attribute
can be seen as a representative of the class attribute, and the
Symmetrical s measure for the capability of input attribute in



























The higher values of the Symmetrical s measure would indicate bet-
ter discriminating criteria (features) for the class that is to be pre-
dicted in the domain. Symmetrical s has many more desirable
properties in comparison with other feature selection techniques,
as reported in [35].
In Section 5.1, we evaluate the capabilities of Symmetrical s as
the determinant of the relevance of attributes by comparing it with
an information-theoretic measure. The information-theoretic mea-
sures are principally comprehensible and useful since they can be
interpreted in terms of information. For a rule interestingness
measure, the relation is interesting when the antecedent provides
a great deal of information about the consequent [10]. Although
several information-theoretic measures exist, we compared only
Symmetrical s with Mutual Information measurement technique
which is the most well known of the techniques. The Mutual
Information is based on information theory to evaluate rules. This
approach describes how much information one random variable
imparts about another one [23]. The definition of Mutual Infor-














The information that y tells us about xi is the reduction in
uncertainty about xi due to knowledge of y. The greater the values
of M, the more information xi and y contain about each other [23].
The Symmetrical Tau features selection technique is utilized in our
approach to provide the relative usefulness of attributes in predict-
ing the value of the class attribute, and discard any of the attributes
whose relevance value is fairly low. This would prevent the gener-
ation of rules which then would need to be discarded anyway once





































Fig. 1. Proposed framework for rule interestingness analysis.
Table 1
Comparison between ST and MI for Adult dataset (initial data proportion).
# of Values Variables ST values # of Values Variables MI values
7 Marital status 0.1448 6 Relationships 0.1662
6 Relationship 0.1206 7 Marital status 0.1575
6 Capital gain 0.0706 16 Education 0.0934
8 Education number 0.0688 14 Occupation 0.0932
16 Education 0.0528 8 Education number 0.0900
2 Sex 0.0470 10 Age 0.0894
14 Occupation 0.0469 10 Hours per week 0.0545
10 Age 0.0432 6 Capital gain 0.0475
5 Capital loss 0.0361 2 Sex 0.0374
10 Hours per week 0.0354 5 Capital loss 0.0238
7 Work class 0.0166 7 Work class 0.0171
5 Race 0.0085 41 Native country 0.0093
41 Native country 0.0077 5 Race 0.0083
10 FNLWGT 0.0002 10 FNLWGT 0.0002
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minimumsupportand minimumconfidence Apriori frame-
work. Since we are dealing with a classification problem,
we consider only those rules that contain a class label,
and hence we formulize rules as follows:Definition 2 (Frequent rule). A rule is defined by xi ? yi where xi is
the antecedent and yi the consequent. An initial frequent rule F is a
subset of a record from the filtered database fDtr that satisfy both
minimumsupport and minimumconfidence threshold.STEP 4a. For a given fDtr , the occurrence of xi is independent of
the occurrence of y if P(xi [ y) = P(xi)P(y); otherwise xi
and y are dependent and correlated [17]. We measure
the correlation between xi and y as follows:corrðxi; yÞ ¼
Pðxi [ yÞ
PðxiÞPðyÞ
ð3ÞFor a given correlation value based on Eq. (3), we use the
v2 statistic value to determine if the correlation is statis-
tically significant [17].
STEP 4b. For a given fDtr , we develop several logistic regression
models. We select the model that fits the data well
and the model with the highest predictive capabilities.
We denote the selected model as glnðyÞ.Definition 3 (Logistic regression model).
ln (y) = b0 + b1x1 + b2x2 +   bixi + e,
where;
ln (y) = Natural logarithm of the odds ratio,
b0 + b1 +    bi = Coefficients of the input variables,
e = Error variable,
y = Dichotomous class attribute,
xi = Input attributes.
We calculate the log likelihood value based on Eq. (4) to esti-
mate the attribute’s coefficient. We then use the statistical hypoth-
esis to determine whether the input attributes are significantly




yi ln pðxiÞ½  þ 1 yið Þ ln 1 p xið Þ½ f g ð4ÞSTEP 5. Let F be a set of initial frequent rules generated from
Step 3. We check the significance of F generated fromfDtr by verifying F with statistical analysis in Steps 4a,
4b and redundancy check (refer to Section 2).
Definition 4 (Significant rules). Let F denote the set of rules with
an associated target, Fiðxi ! yiÞ 2 fDtr
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9xi 2 fDtr : v2 value is not significant.
(4b) Logistic regression glnðyÞ discards rules Fi(xi ? yi) for which
9xi 2 fDtr : bixi, value is not significant. We denote the Fre-
quent rules based on Statistical Analysis in 4a and 4b as FSA.
(4c) Minimum improvement redundant rule constraints discard
rule FSAiðxi ! yiÞ ¼ confidence xi ! yi maxzixi confidence
ðzi ! yiÞ) [8].
We denote the frequent rules based on minimum improve-
ment redundant rule constraints as eF .
STEP 6. For each F, FSA and eF , we calculate the rule’s accuracy
by verifying with Dtr and Dts. The process as a whole
is summarized in Tables 2 and 3.
The accuracy of rules is calculated with respect to the
correctly classified instances from both Dtr (i.e. classifi-
cation accuracy) and Dts (i.e. predictive accuracy).
The combination of these rule ascertaining strategies will facil-
itate the association rule mining framework to determine the right
and high quality rules. These rules will have a sound statistical ba-
sis and we can be more confident that they reflect the real world
situation.
Algorithm 1: Significant association rule mining
Input: database D with class attribute, minimum support and
minimum confidence values
Output: A set of significant rule ðeFÞ
1. Divide the database D into Dtr and Dts,
2. Calculate and rank the importance of input attributes xi
toward the class attribute in Dtr based on Symmetrical s.
Discard xi which are less relevant and denote the filtered
database as fDtr .
3. Identify the non-significant xi in fDtr based on statistical
analysis.3.1 Calculate the v2 for each xi in fDtr and identify xi
which are not significantly correlatesd with class
attribute,
3.2 Develop and fit several Logistic regression mod-
els from fDtr . Choose a model that fits the data
and has the highest predictive capabilities,
denote the selected model as ( glnðyÞÞ. Estimate
the coefficient of xi in glnðyÞ and identify xi which
are not significantly correlated to class attribute.4. Generate a frequent rule set F from fDtr based on minimum-
support and minimumconfidence Apriori framework.
For each xi in F 2 fDtr ,
for each v2 value in xi 2 fDtr ,
ifv2 is not significant, then discard any F that contains
xi else for each bixi value in glnðyÞ
where xi 2 fDtr
if bixi not significant then discard any F that contains
xi denote this as FSA,
if any FSA, failed the Minimum Improvement
Redundant Check
(Definition 4c) then discard FSA, else retain FSA.
Return a set of retained FSA, denoted as eF .5. Experimental results
The evaluation of the unification framework is performed using
the Adult, Iris and Wine dataset, which are real world datasets of
varying complexity obtained from the UCI Machine LearningRepository. We employed an efficient breadth-first Apriori based
algorithm [3] for generating candidate association rules. Since all
the datasets used are supervised which reflects a classification
problem, we have chosen the target variable as the right hand
side/consequence of the association rules discovered during associ-
ation rule mining analysis. In Section 5.1, we first compare two
established measures for feature selection, namely Symmetrical s
and Mutual Information to measure the capability of attributes in
predicting the values of the target attribute. We then discuss the
effect that the occurrence of rare target data (Section 5.2) and uni-
fied target data (Section 5.3) in a dataset can have on the proposed
framework. Finally, in Section 5.4 we discuss the performance of
the framework as a whole when evaluated on all three datasets.
As for many real world problems, the forms of the input and tar-
get attributes emerge from a wide range of measurement levels. In
handling these types of attributes, we apply the binning approach
to improve the boundary of the continuous variables. These
bounds are created to reflect the upper and lower values for the in-
put variables [12]. For all continuous attributes in Adult, Iris and
Wine, we apply equal depth binning approach methods. This
approach ensures that we have a manageable data size by reducing
the number of distinct values per attributes [17]. Other discrete
attributes in the Adult dataset were preserved in their original
state. In order to gauge the effect of rules accuracy on different sets
of partitioning for each dataset, k-fold cross validation approach
was utilized, to ensure that we obtained relatively low bias and
variance [17].
5.1. Comparing Symmetrical s (ST) with Mutual Information (MI)
ST and MI are capable of defining irrelevant attributes, but they
are different from each other in terms of their approach as afore-
mentioned in Section 4.1. We apply both ST and MI to the Adults,
Wine and Iris dataset.
Throughout the experiments, we found that the MI approach
favors variables with more values. This observation is in accord
with [10]. Conversely, the procedure based on ST produces a more
stable selection of variables which does not favor any specific vari-
ables criterion. This is in agreement with the claim in [35], that ST
is fair in handling multi-valued variables.
The comparison results for the Adult dataset is shown in Table 1,
where the capabilities of attributes in predicting the values of attri-
bute ‘Income’ ( <=50 K and >50 K) are measured. In Section 5.4, we
discuss in detail the selection of relevant attributes within the
framework as a whole.
5.2. Rare target data problems
Table 2 shows 3 experiments performed for the Adult dataset.
For the Adult dataset, we have limited the consequent of the rules
to be either Income <=50 K or Income >50 K, as these reflect the
possible values for the chosen target attribute (i.e. Income). The
initial proportion of these target values is unbalanced, producing
an infrequent target value in the data for the Adult dataset (i.e.
>50 K) (rare target data).
Initially, we apply the Apriori algorithm to discover association
rules based on the initial data proportion of the training dataset,
and the results are shown in the second row of Table 2. We then
attempted to balance the dataset so that the number of records
occurring with target value ‘ >50’ is equal to the number of records
occurring with the target value ‘ <=50 K’. The third row shows the
results when we have reduced the training dataset by removing
some of the records with the more frequent target value (i.e.
<=50 K).
Finally, we replicated several records in the training dataset
(row 4 of Table 2). This replication process generated additional
Table 2
Rules accuracy for Adult data.
Experimental approaches Dataset description Rule # Type of analysis Accuracy
Classification (%) Prediction (%)
Initial proportion
Training: 30,162 records <¼ 50K : 22;654
> 50K : 7508
 
164 Initial rules 86.75 86.87
53 Statistical analysis 87.73 87.92
42 Redundancy check 87.99 88.13
Test: 15,060 records
Balance data
Training: 15,016 records <¼ 50K : 22;654  7508
> 50K : 7508) 7508
 
421 Initial rules 71.55 60.56
51 Statistical analysis 73.87 58.28
30 Redundancy check 74.00 63.80
Test: 15,060 records
Replication data
Training: 45,178 records <¼ 50K : 22;654) 22;654
> 50K : 7508  7508 3 ¼ 22;524
 
255 Initial rules 71.65 59.86
51 Statistical analysis 73.64 58.28
32 Redundancy check 73.61 61.70
Test: 15,060 records
Table 3
Rules accuracy for Wine and Iris data.
Dataset name Dataset description Rule# Type of analysis Accuracy
Classification (%) Prediction (%)
Wine Train: 107 records 195 Initial rules 87.53 79.44
Test: 71 records 17 Statistical analysis 85.07 81.98
16 Redundancy check 85.07 81.98
Iris Train: 90 records 52 Initial rules 92.86 90.99
Test: 60 records 22 Redundancy check 88.15 85.29
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values has a more similar frequency of occurrence in the training
dataset and this will represent a similar proportion between each
target item/value. By applying the Apriori algorithm on both bal-
anced and replicated training data, a large volume of rules has been
generated in comparison with the initial data proportion of Adult
dataset. Yet, with a proper statistical analysis and redundancy
check within all designed experiments, we managed to reduce
the initial rule set by at least 75%.
5.3. Unified target data
Table 3 shows the results of applying the proposed framework
on the Iris and Wine dataset, which represent unified target data.
For both datasets, the generation of rules was based on an Apriori
algorithm. The initial rules for Wine dataset were 195. Based on the
statistical analysis, we managed to reduce the rule set to contain
only 17 rules, and finally, with the application of redundancy
check, we found that only 8% (16 rules) of 195 rules were
significant.
For the Iris dataset, the initial rule set was 52 and we reduced it
to 22 significant rules based on the redundancy check (as the sta-
tistical analysis did not consider any attributes as irrelevant).
Through the statistical analysis and redundancy check, we man-
aged to discard a high number of spurious and insignificant associ-
ation rules generated from both Wine and Iris datasets.
5.4. Overall framework performance
Using the whole dataset as input would produce a large num-
ber of rules, many of which are created by the presence of irrele-
vant attributes. Since the ST has more advantageous properties in
comparison to MI, the ST feature selection criterion was used ear-
lier in the process to remove any irrelevant attributes. This would
prevent the generation of rules that include any irrelevant attri-
butes. Hence, in this experiment it is not necessary to use ST to
further verify the rules as the rules were created from the attri-
bute subset considered as relevant according to the measure, aswas done in [26,27]. The attributes were ranked according to their
decreasing ST and a relevance cut-off point was chosen. In this
experiment, the cut off value was selected based on the significant
difference between the ST values in decreasing order. The signifi-
cant difference was considered to occur in the ranking at the
position where that attribute’s ST value is less than half of the pre-
vious attribute’s ST value in the ranking. At this point and below
in the ranking, all attributes are considered as irrelevant. For
example, for the Adult dataset results presented in Table 1, the
relevance cutoff value is 0.0166. This is due to the ST value of
attribute ‘Hours per week’ being more than double of the ST value
for attribute ‘Work class’. Thus, the subset of data now consists of
10 attributes: Marital status, Relationship, Capital gain, Education
number, Education, Sex, Occupation, Age, Capital loss and Hours
per week.
We proceed with the application of the association rule mining
algorithm and verification of the extracted rules through statistical
analysis. On the right hand side of Tables 2 and 3, we show the pro-
gressive difference in the number of rules generated as statistical
analysis and redundancy checks are being utilized. We also show
the respective classification (% of correctly classified instances
from the training set) and predictive accuracy (% of correctly clas-
sified instances from the training set) of those rule sets. For most of
the discovered rules, the classification accuracy was consistently
higher than for the predictive accuracy. This is due to the fact that
the discovered rules were generated from the training set, and as a
consequence, the rules would have fitted well with all the criteria
that exist predominantly in the training set.
By analyzing the results of the application of the proposed
method (rightmost column of Tables 2 and 3), we can see that
the combination of statistical significance analysis and redundancy
analysis provided an effective means of discarding non-significant
rules, Furthermore, this was not always at a the cost of a significant
reduction in the accuracy as is discussed next.
For the Adult dataset, more than 75% of the rules have been dis-
carded. On average, the rule’s accuracy either is in balance or the
replication based approach is lower compared to their initial data
proportion. Thus, for this dataset, balancing and replicating the
392 Izwan Nizal Mohd. Shaharanee et al. / Knowledge-Based Systems 24 (2011) 386–392records will decrease the classification and predictive accuracy.
When evaluating the difference in accuracy of the rule set due to
the application of the proposed method, the following can be ob-
served. When the rule set was reduced based upon the statistical
analysis and the redundancy check, the predictive accuracy actu-
ally increased in comparison to the predictive accuracy of the
whole rule set.
As for the Wine and Iris dataset, at least 60% of rules have been
discarded from the original discovered rules set. However, to some
extent, the rule’s accuracy of each of these two datasets has some
interesting differences. We noted that none of the input attributes
in the Iris dataset was discarded based on the statistical analysis
approach either by the Chi squared or Logistic regression. Each of
the four input attributes in the Iris dataset were statistically signif-
icant in predicting the target attributes. Due to this, there is some
deterioration in rules accuracy for the Iris data compared to the
Wine dataset. For the Iris dataset, 30 rules were removed but
the accuracy was reduced by about 4–5%. On the other hand, for
the Wine dataset, 179 rules were removed and while there was a
slight decrease in classification accuracy, the predictive accuracy
has actually increased. This demonstrates the importance of ascer-
taining the association rules by statistical means, as in contrast to
the Iris dataset, the simplified rule set for the Wine dataset is more
general and performs better on unseen data. The reduction in clas-
sification accuracy could have been caused, by the fact that many
of the extracted rules reflect the associations found in the sample
data and not with respect to the whole data distribution.
Overall, the results highlight the importance of ascertaining the
association rules by both statistical analysis and redundancy check,
as for both Adult and Wine datasets, the simplified rule set is more
general and has higher predictive accuracy than the more specific
initial rule set.6. Conclusions and future works
This paper has presented a framework which integrates a num-
ber of ways for ascertaining the extracted data mining rules. The
aim was to ascertain the quality of the rules discovered from asso-
ciation rule mining which has a huge amount of rules and complex
attributes measurement levels with an integrated statistical and
heuristic measurement technique. The experimental results show
that this framework managed to reduce a large number of
non-significant and redundant rules while at the same time pre-
serving relatively high accuracy. This indicates the potential of
the framework to provide significant rules when applied to the
structured or relational data. As part of our ongoing work, we
intend to use the proposed framework to ascertain more complex
rules which are discovered from semi-structured data.References
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