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Abstract
Let 0 < r1 < r2 < r1 + r2 <R. It is given a necessary and sufficient condition so that the null function is
the unique solution f ∈ C∞(]−R,+R[) of the system
+ri∫
0
Txf (y)A(y)dy = 0, |x| <R − ri , i = 1,2, (1)
where A(y)dy is the Haar measure and Tx is the x-translation operator on the Chébli–Trimèche hypergroup.
The result obtained is especially available for Bessel–Kingmann and Jacobi hypergroups.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let 0 < r1 < r2 < r1 + r2 < R. For x ∈ Rn we denote by B(x, ri) (where i = 1,2) the open
ball of radius ri about x and by mri the Lebesgue measure on B(0, ri). We say that a function
f ∈ C∞(B(0,R)) is locally mean periodic with respect to mri if
mri ∗ f (x) = 0, for all x ∈ B(0,R − ri), (2)
where ∗ is the usual convolution product on Rn.
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mri ∗ f (x) =
∫
B(x,ri )
f (y) dy, for all x ∈ B(0,R − ri). (3)
The local two radii theorem version given in [3, p. 275], on the Euclidian space Rn states that
there is no non null function f ∈ C∞(B(0,R)) locally mean periodic with respect to both mr1
and mr2 if and only if
r1
r2
is not the quotient of two zeros of the Bessel function Jn
2
of first kind
and order n2 .
Remark that this theorem deals with a local version of the well-known Pompeiu problem
which is related to the question of whether a function is uniquely characterized by its integrals
over a given family of measurable sets [25, p. 247]. Many variants of this problem have been
studied by several authors (see [1–8,10,14,25]).
Note that similar conditions as in the above theorem on r1, r2 > 0 are given in [25] to prove
analogous results of a global character. For example it is shown a theorem of Morera type which
states that if a function f defined on C satisfies∫
Cr1 (z)
f =
∫
Cr2 (z)
f = 0, for all z ∈ C,
where Cri (z) is the circle of radius ri about z, then f must be entire unless
r1
r2
is the quotient of
two positive zeros of the Bessel function J1 of first kind and order 1.
In this work our purpose is to establish an analogous with the local version of the two radii
theorem given in [3, p. 275] on the Chébli–Trimèche hypergroup (R+,∗A) (see [22, p. 148],
[24,26,27]) and particularly on the hypergroups of Bessel–Kingmann (see [9, p. 199], [22, p. 49])
and Jacobi (see [16, pp. 49–50], [9, pp. 235–236], [22, p. 49]).
We recall that the Haar measure on the Chébli–Trimèche hypergroup is of A(x)dx type,
where A is a non negative function on R+ satisfying some suitable conditions.
The Fourier transform on this hypergroup of an even Radon measure μ with compact support
on R is the entire function denoted by μˆ and defined by
μˆ = 〈μ,ϕλ〉, λ ∈ C,
ϕλ being the unique solution of the system{
LAu = −
(
λ2 + ρ2)u,
u(0) = 1, u′(0) = 0, (4)
where ρ = limt→∞ A′(t)A(t) , LA being the differential operator defined on ]0,+∞[ by
LA = 1
A(t)
d
dt
(
A(t)
d
dt
)
= d
2
dt2
+ A
′(t)
A(t)
d
dt
.
For r > 0 we denote by μr the positive Radon measure on R defined by
dμr(x) = 1[−r,+r](x) A(x)dx2 ∫ r0 A(t) dt ,
where 1[−r,+r] is the characteristic function of the interval [−r,+r].
Let 0 < r1 < r2 < r1 + r2 < R. We say that an even f ∈ C∞(]−R,+R[) is locally LA-mean
periodic with respect to μri (where i = 1,2) if
μri ∗A f (x) = 0, for all x ∈ ]−R + ri ,R − ri[, (5)
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μri ∗A f (x) =
ri∫
0
Txf (y)A(y)dy = 0, for all x ∈ ]−R + ri ,R − ri[, (6)
where Tx , x ∈ ]−R,+R[, are the local translation operators defined on the space of even func-
tions f ∈ C∞(]−R,+R[) by T0f = f and for x 	= 0,
Txf (y) =
{∫
[||x|−|y||,|x|+|y|] W(|x|, |y|, t)f (t)A(t) dt, if 0 < |y| <R − |x|,
f (x), if y = 0, (7)
where W(|x|, |y|, .) is a positive measurable function on R+ with support contained in the inter-
val [||x| − |y||, |x| + |y|].
We note that the most important results we need for this work on the Chébli–Trimèche hyper-
group (R+,∗A) are given in Section 2.
Our main theorem consists in proving that there is no non null even and infinitely differen-
tiable function f on R which is locally LA-mean periodic with respect to both μr1 and μr2 if
and only if μˆr1 and μˆr2 have no common zero in C.
This theorem is clearly still true for R = +∞ in which case we establish here a more general
global theorem of the Pompeiu type which states that given two even distributions with compact
support T1,T2 on R then a necessary and sufficient condition so that there is no non null even
and infinitely differentiable function f on R satisfying
T1 ∗A f = T2 ∗A f = 0
is that the entire functions Tˆ1 and Tˆ2 have no common zero.
The technique we use in this work is based on the Harmonic analysis on the Chébli–Trimèche
hypergroup and as in [3] on the following two new results:
(1) For all r > 0 the measure μr is LA-invertible, i.e., there exists M > 0 such that
∀ξ ∈ R, sup{∣∣μˆr (ξ + η)∣∣, η ∈ C, |η| < min(1,M log(2 + |ξ |))} (M + |ξ |)−M.
(8)
(2) A local approximation theorem which shows that each even function f ∈ C∞(]−R,+R[)
which is LA-mean periodic with respect to a given LA-invertible Radon measure μ with
compact support contained in ]−R,+R[ can be approximated in the space of even functions
f ∈ C∞(]−R,+R[) by a sequence of linear combinations of elementary LA-mean periodic
functions which are of the type ψ(x) = ∂2k
∂λ2k
ϕλ(x)|λ=λ0 , where k ∈ N and λ0 is a zero of the
analytic function μˆ.
This paper is organized as follows.
In Section 2 we recall the most important Harmonic analysis results on the Chébli–Trimèche
hypergroup.
In Section 3 we establish a supports theorem which we use to prove the local approximation
theorem.
In the last section we first study the asymptotic behaviors of the functions μˆr , μˆ′r and of the
zeros sequence (λk)k of μˆr . Using the results obtained we deduce the invertibility of the measure
μr and a decomposition theorem for measures. Next, we establish our main theorem and finally
we deal with the special cases of Bessel–Kingmann and Jacobi hypergroups.
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2.1. Convolution product. Generalized translation operators
Notations. We denote by
• E∗(R) the space of even and C∞-functions f :R → C.
• D∗(R) the space of even and C∞-functions f :R → C, with compact support.
• D′∗(R) the space of even distributions on R.• E ′∗(R) the space of even distributions on R, with compact support.• M∗(R) the space of even Radon measures on R, with compact support.
• H∗(C) the space of even entire functions ψ :C → C, rapidly decreasing and of exponential
type, i.e., there exists a  0 such that for all m ∈ N,
sup
λ∈C
(
1 + |λ|2)m∣∣ψ(λ)∣∣e−a|λ| < ∞.
• H∗(C) the space of even entire functions on C, slowly increasing and of exponential type,
i.e., there exist a  0 and m ∈ N such that
sup
λ∈C
(
1 + |λ|2)−m∣∣ψ(λ)∣∣e−a|λ| < ∞.
We consider the differential operator LA on ]0,∞[ given by
LA = 1
A(t)
d
dt
(
A(t)
d
dt
)
,
where A is a real function on R+ satisfying
A(t) = t2α+1C(t),
where α > − 12 and C a positive, even and C∞-function on R. We suppose in addition that the
function A satisfies the following conditions:
(i) A is increasing and unbounded.
(ii) A′
A
is decreasing on ]0,∞[ and limt→∞ A′(t)A(t) = 2ρ  0.(iii) The function
x → q(x) = −(2α + 1) C
′(x)
2xC(x)
− 1
2
(
C′(x)
C(x)
)′
− 1
4
(
C′(x)
C(x)
)2
is analytic.
For all λ ∈ C, the eigenfunction system{
LAu = −
(
λ2 + ρ2)u,
u(0) = 1, u′(0) = 0 (9)
admits (see [22, pp. 147–177], [20, p. 56]) a unique solution ϕλ which satisfies the following
product formula:
ϕλ(x)ϕλ(y) =
∞∫
ϕλ(t)W(x, y, t)A(t) dt, for every x, y > 0, (10)0
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[|x − y|, x + y], satisfying
(1) ∫∞0 W(x,y, t)A(t) dt = 1.
(2) W(x,y, t) = W(y,x, t) = W(x, t, y), for all t  0.
The convolution product of two Dirac measures δx and δy (where x, y ∈ R+) is defined on the
Chébli–Trimèche hypergroup (see [22, p. 48]) by{
δx ∗A δy = W(x,y, t)A(t) dt, if x, y > 0,
δx ∗A δ0 = δ0 ∗A δx = δx, for all x  0. (11)
The involution and the Haar measure on the Chébli–Trimèche hypergroup are respectively the
identity and the positive measure dm(x) = A(x)dx.
As examples of such hypergroups we have the Bessel–Kingmann (see [9, p. 199], [22, p. 49])
and Jacobi hypergroups (see [16, pp. 49–50], [9, pp. 235–236], [22, p. 49]) which correspond
respectively to
• A(t) = t2α+1; ρ = 0.
• A(t) = 22(α+β+1)(sinh t)2α+1(cosh t)2β+1; ρ = α + β + 1.
The generalized translation operators Tx (x ∈ R+) on the Chébli–Trimèche hypergroup are
defined (see [22, p. 177], [20, pp. 89–94]) by
Txf (y) = 〈δx ∗A δy, f 〉, y ∈ R+, (12)
where f is a smooth function on R+.
For f ∈ E∗(R) we extend the relation (12) for x, y ∈ R as follows:
Txf (y) = 〈δ|x| ∗A δ|y|, f 〉 = T|x|f
(|y|). (13)
Proposition 2.1. The operators Tx (x ∈ R) satisfy the following properties:
(1) For all x ∈ R, the operator Tx is linear and continuous from E∗(R) into itself.
(2) Let f in E∗(R) then for all x, y ∈ R we have
Txf (y) = Tyf (x), (14)
T0f (y) = f (y), (15)
LATxf = TxLAf, (16)
TxTyf = TyTxf. (17)
(3) For all x, y ∈ R and λ ∈ C we have
Txϕλ(y) = ϕλ(x)ϕλ(y). (18)
(See [22, p. 175], [20, p. 90], [21, p. 9].)
Finally, we recall that the convolution product of two measures μ,ν ∈M∗(R) is given by
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∞∫
0
∞∫
0
Txf (y) dμ(x)dν(y)
=
∞∫
0
∞∫
0
〈δx ∗A δy, f 〉dμ(x)dν(y), f ∈ E∗(R). (19)
2.2. Mehler formula. Generalized Riemann–Liouville and Weyl integral transforms
Proposition 2.2. For all λ ∈ C the function ϕλ satisfies the following Mehler-type integral repre-
sentation
∀x > 0, ϕλ(x) =
x∫
0
K(x,y) cos(λy)dy, (20)
where K(x, .) is an even positive continuous function on ]−x, x[ with support in [−x, x].
(See [22, p. 151], [11, pp. 36–37], [20, p. 69].)
The operator χ defined on E∗(R) by
χ(f )(0) = f (0) and χ(f )(x) =
x∫
0
K(x,y)f (y) dy, for x > 0, (21)
is called the generalized Riemann–Liouville transform.
We remark that for all λ ∈ C we clearly have ϕλ(x) = χ(cosλ.)(x), for all x  0.
Proposition 2.3. The generalized Riemann–Liouville transform χ is a topological isomorphism
from E∗(R) onto itself. Moreover, it transmutes d2dx2 into LA on E∗(R), i.e.,
χ
(
d2f
dx2
)
= LA
(
χ(f )
)
, for all f ∈ E∗(R). (22)
(See [20, p. 75].)
The operator tχ defined on D∗(R) by
tχ(f )(x) =
∞∫
x
K(y, x)f (y) dy, for x ∈ R, (23)
is called the generalized Weyl transform.
Proposition 2.4. The generalized Weyl transform tχ is a topological isomorphism from D∗(R)
onto itself. Moreover, it transmutes LA into d2dx2 on D∗(R), i.e.,
tχLA(f ) = d
2(tχf )
dx2
, for all f ∈D∗(R). (24)
(See [20, p. 84].)
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ution in E ′∗(R) given by〈
tχ(τ ),ψ
〉= 〈τ,χ(ψ)〉, ψ ∈ E∗(R). (25)
Proposition 2.5. The generalized Weyl transform tχ is a topological isomorphism from E ′∗(R)
onto itself and we have
∀f ∈D∗(R), tχ(τAf ) = τtχ(f ), (26)
where τAf (respectively τtχ(f )) is the distribution in E ′∗(R) given by the function Af (respectively
tχ(f )).
(See [20, pp. 82–84].)
The convolution product of two distributions τ, S ∈ E ′∗(R) is the distribution τ ∗A S in E ′∗(R)
defined by
〈τ ∗A S,ψ〉 =
〈
τx,
〈
Sy,Txψ(y)
〉〉
, ψ ∈ E∗(R). (27)
The convolution product of a distributions τ ∈ E ′∗(R) and a function f ∈ E∗(R) is the function
τ ∗A f ∈ E∗(R) defined by
τ ∗A f (x) =
〈
τy, Txf (y)
〉
. (28)
Proposition 2.6. For all τ, S ∈ E ′∗(R) and f ∈ E∗(R) we have the relations
(τ ∗A S) ∗A f = τ ∗A (S ∗A f ), (29)
tχ(τ ∗A S) = tχ(τ ) ∗0 tχ(S), (30)
χ(τ ∗0 f ) = tχ−1(τ ) ∗A χ(f ), (31)
where ∗0 is the even convolution product defined by
τ ∗0 f (x) =
〈
τy, σxf (y)
〉
, σxf (y) = 12
(
f (x + y)+ f (x − y)). (32)
(See [21, p. 10].)
2.3. Fourier transform and Paley–Wiener theorem
The generalized Fourier transform F on the Chébli–Trimèche hypergroup (see [21, p. 8],
[22, p. 148]) is defined by
F(τ )(λ) = 〈τ,ϕλ〉, τ ∈ E ′∗(R) and λ ∈ C,
and
F(f )(λ) =
∞∫
0
f (t)ϕλ(t)A(t) dt, f ∈D∗(R) and λ ∈ C.
Proposition 2.7. Let τ ∈ E ′∗(R) and f ∈D∗(R). Then for all λ ∈ C we have
F(τ )(λ) =F0
(
tχ(τ )
)
(λ), (33)
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(
tχ(f )
)
(λ), (34)
where F0 is the even Fourier transform defined by
F0(S)(λ) = 〈S, cosλ.〉, S ∈ E ′∗(R),
and
F0(g)(λ) =
∞∫
0
g(t) cosλt dt, g ∈D∗(R).
Furthermore we have the relations
F(τ ∗A S) =F(τ )F(S), (35)
F(τ ∗A f ) =F(τ )F(f ), (36)
F(LAf ) = −
(
λ2 + ρ2)F(f ), (37)
F(LAτ) = −
(
λ2 + ρ2)F(τ ), (38)
where LAτ is the distribution in E ′∗(R) defined by
〈LAτ,ψ〉 = 〈τ,LAψ〉, ψ ∈ E∗(R).
(See [21, p. 10], [20, p. 87].)
Theorem 2.1 (Paley–Wiener theorem). The generalized Fourier transform F is a topological
isomorphism
(1) from D∗(R) onto H∗(C),
(2) from E ′∗(R) onto H∗(C).
More precisely, for a  0 we have
f ∈D∗,a(R) ⇔ F(f ) ∈ H∗,a(C),
and
τ ∈ E ′∗,a(R) ⇔ F(τ ) ∈H∗,a(C),
where
• D∗,a(R) is the subspace of D∗(R) consisting of functions with support contained in
[−a,+a].
• E ′∗,a(R) is the subspace of E ′∗(R) consisting of distributions with support contained in
[−a,+a].
• H∗,a(C) is the subspace of H∗(C) consisting of even entire functions on C such that for
all m ∈ N,
sup
λ∈C
(
1 + |λ|2)m∣∣ψ(λ)∣∣e−a|λ| < ∞.
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exists m ∈ N satisfying
sup
λ∈C
(
1 + |λ|2)−m∣∣ψ(λ)∣∣e−a|λ| < ∞.
(See [12], [22, p. 166], [20, p. 86], [22, p. 187].)
N.B.: In the sequel we will use the notation fˆ = F(f ) (respectively τˆ = F(τ )) for f ∈D∗(R)
(respectively τ ∈ E ′∗(R)).
3. The local approximation theorem
We fix a positive number R and we denote by
• X = ]−R,+R[.
• E∗(X) the space of even and C∞ functions f :X → C.
• E ′∗(X) = E ′∗,R(R).• M∗(X) the space of even Radon measures on R with support contained in X.
3.1. Local translation
Definition 3.1. The local translation operators (Tx)x∈X, are defined on E∗(X) by
Txf (y) = 〈δ|x| ∗A δ|y|, f 〉, y ∈
]−R + |x|,R − |x|[. (39)
More precisely
• T0f = f , i.e., T0 is the identity on E∗(X).
• For x 	= 0,
Txf (y) =
{∫
[||x|−|y||,|x|+|y|] W(x,y, t)f (t)A(t) dt, if 0 < |y| <R − |x|,
f (x), if y = 0. (40)
Remark 3.1. For all x ∈ X and y ∈ ]−R + |x|,R − |x|[ we have |x| + |y| <R so that[∣∣|x| − |y|∣∣, |x| + |y|]⊂ X.
The relations (39) and (40) are then well defined.
Lemma 3.1. Let 0 < r, ε < r + ε < R and Xε = ]−R + ε2 ,R − ε2 [, then for all fε ∈ E∗(R) such
that fε = f on Xε we have
Txf (y) = Txfε(y), (41)
for every x ∈ ]−R + r + ε,R − r − ε[ and y ∈ ]−r − ε2 , r + ε2 [.
Proof. A simple calculation gives[∣∣|x| − |y|∣∣, |x| + |y|]⊂ Xε  X, (42)
for all x ∈ ]−R + r + ε,R − r − ε[ and y ∈ ]−r − ε2 , r + ε2 [.
This gives the result since the support of W(x,y, .) is contained in [||x| − |y||, |x| + |y|]. 
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(1) Txf (y) = Tyf (x), for all x, y ∈ ]−R,R[; |x| + |y| <R.
(2) T0f (y) = f (y), for all y ∈ X.
(3) Txf (0) = f (x), for all x ∈ X.
(4) Let r, ε > 0; r + ε < R, then for all x ∈ ]−R + r + ε,R − r − ε[ we have
Txf ∈ E∗
(]
−r − ε
2
, r + ε
2
[)
. (43)
Proof. The properties (1)–(3) follow directly from Definition 3.1.
We obtain the property (4) from Lemma 3.1 together with Proposition 2.1. 
3.2. Local convolution
Definition 3.2. Let μ ∈ E ′∗(X) such that Cv suppμ = [−r, r] where r ∈ [0,R[ (Cv suppμ being
the hull convex support of μ). The local convolution product of μ and a function f ∈ E∗(X) is
defined by
μ ∗A f (x) = 〈μ,Txf 〉, x ∈ Iμ, (44)
where Iμ = {x ∈ R: x − Cv suppμ ⊂ X} = ]−R + r,R − r[.
Remark 3.2. Let μ ∈ E ′∗(X) such that Cv suppμ = [−r, r] where r ∈ [0,R[. It is clear that for
all x ∈ Iμ there exists ε > 0 satisfying r + ε < R and x ∈ ]−R + r + ε,R − r − ε[ so that
Txf ∈ E∗(]−r − ε2 , r + ε2 [) for all f ∈ E∗(X), by virtue of Proposition 3.1.
This shows that for all x ∈ Iμ, the convolution product (μ ∗A f )(x) is well defined by the
relation (44).
Theorem 3.1 (Supports theorem). For every μ,ν ∈ E ′∗(R) we have
Cv supp(μ ∗A ν) = Cv suppμ+ Cv suppν. (45)
Proof. Let σ ∈ E ′∗(R) and a > 0. From [20, p. 9] we have the equivalence
suppσ ⊂ [−a,+a] ⇐⇒ supp tχ(σ ) ⊂ [−a,+a], (46)
where tχ is the generalized Weyl integral transform. This implies
∀σ ∈ E ′∗(R), Cv suppσ = Cv supp tχ(σ ). (47)
On the other hand, from the relation (30) we have
∀μ,ν ∈ E ′∗(R), tχ(μ ∗A ν) = tχ(μ) ∗0 tχ(ν), (48)
where ∗0 is the even convolution product on R. By application of the usual supports theorem on
R (see [17, Theorem 4.3.3]) we obtain the result. 
Remark 3.3. Let μ,ν ∈ E ′∗(X) such that Cv suppμ = [−r, r] and Cv suppν = [−a, a] with r +
a < R. Using supports Theorem 3.1 we obtain Cv supp(μ ∗A ν) = [−r − a, r + a] so that
Iμ∗Aν = ]−R + r + a,R − r − a[. (49)
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Definition 3.3. A function f ∈ E∗(R)is said to be LA-mean periodic if there exists a non zero
distribution μ ∈ E ′ ∗(R) such that
∀x ∈ R, μ ∗A f (x) = 0. (50)
We say also that f is LA-mean periodic with respect to μ.
(See [21, p. 13].)
Proposition 3.2. Let μ ∈ E∗(R) and λ0 a zero of order 2p of μˆ. Then for all k  p, the function
x → ∂2k
∂λ2k
ϕλ(x)|λ=λ0 is LA-mean periodic with respect to μ.
A function of such a kind is said to be an elementary LA-mean periodic function with respect
to μ.
Proof. We have
μ ∗A ∂
2kϕλ(.)
∂λ2k
(x) =
〈
μ,
∂2kTxϕλ(.)
∂λ2k
〉
.
Using the product formula Txϕλ(y) = ϕλ(x)ϕλ(y) we obtain
μ ∗A ∂
2kϕλ(.)
∂λ2k
(x) = ∂
2k
∂λ2k
(
ϕλ(x)μˆ(λ)
)
. (51)
This gives the result. 
Notations. Let μ ∈M∗(R). We denote by
• Eμ the subspace of E∗(R) spanned by the elementary LA-mean periodic functions with
respect to μ.
• Eμ(X) the subspace of E∗(X) formed by the restrictions to X of Eμ elements.
• Nμ(X) the subspace of E∗(X) formed by the functions ϕ ∈ E∗(X) satisfying
μ ∗A ϕ(x) = 0, for all x ∈ Iμ. (52)
Proposition 3.3. Let μ ∈M∗(R); μ 	= 0. A distribution ν ∈ E ′∗(R) is orthogonal to Eμ, i.e.,
〈ν,ϕ〉 = 0 for all ϕ ∈ Eμ, if and only if the function ξ → νˆ(ξ)μˆ(ξ) is analytic over C.
Proof. Let ν ∈ E ′∗(R). For all k ∈ N and λ ∈ C we have
〈
ν,
∂2kϕλ(.)
∂λ2k
〉
= d
2k
dλ2k
νˆ(λ). (53)
This gives the result. 
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ing if there exists M > 0 such that
∀ξ ∈ R, sup{∣∣μˆ(ξ + η)∣∣, η ∈ C, |η| < min(1,M log(2 + |ξ |))} (M + |ξ |)−M. (54)
Proposition 3.4. A non zero distribution μ ∈ E ′∗(R) is LA-invertible if and only if, for all
ν ∈ E ′∗(R) such that νˆμˆ is analytic there exists σ ∈ E ′∗(R) satisfying νˆμˆ = σˆ .
Proof. The relation (33) gives μˆ =F0(tχ(μ)) where F0 is the even Fourier transform on R. We
deduce the result from [17, Theorem 16.3.10]. 
Theorem 3.2 (Local approximation theorem). Let μ be a non null LA-invertible distribution in
E ′∗(X) then Eμ(X) is dense in Nμ(X).
Proof. Nμ(X) is clearly closed in E∗(X) and Eμ(X) ⊂ Nμ(X) by virtue of Proposition 3.2. Then
by Hahn–Banach theorem it suffices to show that E⊥μ (X) ⊂ N⊥μ (X) in E ′∗(X).
Let so ν ∈ E ′∗(X);ν⊥Eμ(X). From Proposition 3.3 the function νˆμˆ is analytic on C, but μ is
LA-invertible then by Proposition 3.4 there exists σ ∈ E ′∗(R) satisfying νˆμˆ = σˆ so that
ν = μ ∗A σ, (55)
and by supports theorem
Cv suppν = Cv suppμ+ Cv suppσ. (56)
Since Cv suppν ⊂ X this implies
Cv suppσ ⊂ Iμ. (57)
Therefore
〈σ,μ ∗A ϕ〉 = 0, for all ϕ ∈ Nμ(X). (58)
But we have
〈ν,ϕ〉 = 〈σ ∗A μ,ϕ〉 = 〈σ,μ ∗A ϕ〉, for all ϕ ∈ E∗(X). (59)
This shows that ν⊥Nμ(X) which finishes the proof. 
4. The local two radii theorem
For all r > 0 we denote by μr the Radon measure on R defined by
dμr(x) = 1[−r,+r](x)A˜(r, x) dx, (60)
where A˜(r, x) = A(x)2∫ r0 A(t) dt .
4.1. Asymptotic behavior of the function λ → μˆr (λ)
From [15, p. 1623] and [13, p. 793] we obtain the following theorem.
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xα+
1
2
√
C(x)
C(0)
ϕλ(x) =
∞∑
0
xp+
1
2 Bp(x)
Jα+p(λx)
λα+p
, x > 0, (61)
Jα+p (p ∈ N) being the Bessel function of first kind and order α + p [23] and (Bp)p∈N the
sequence of even and C∞ functions defined on R+ by the inductive formula
B ′0 = 0, Bp+1(x) = −
1
2xp+1
x∫
o
tp
(
B ′′p(t)+
1 − 2α
t
B ′p(t)+ q(t)Bp(t)
)
dt. (62)
Moreover, the function ϕλ admits the following Sonine type integral representation
xα+
1
2
√
C(x)
C(0)
ϕλ(x) = √x Jα(λx)
λα
+
x∫
0
S(x,u)
√
u
Jα(λu)
λα
du, (63)
where
S(x,u) = u
α+ 12
xα− 12
∞∑
1
Bp(x)
2p−1Γ (p)
(
x2 − u2)p. (64)
These series converge uniformly on every compact interval I ⊂ ]0,+∞[.
Remark. The relation (63) can be written√
C(x)
C(0)
ϕλ(x) = 12αΓ (α + 1)jα(λx)+
1
2αΓ (α + 1)
1∫
0
S1(x,u)jα(λxu)u
2α+1 du, (65)
where
S1(x,u) = x2(p+1)
∞∑
1
Bp(xu)
2p−1Γ (p)
(
1 − u2)p (66)
and
jα(x) = 2αΓ (α + 1)Jα(x)
xα
. (67)
Lemma 4.1. The Fourier transform of the measure μr satisfies
∀λ ∈ C, (λ2 + ρ2)μˆr (λ) = −2A˜(r, r)ϕ′λ(r). (68)
Proof. Using the fact that ϕλ is a solution of the system (9) we get
−(λ2 + ρ2)μˆr (λ) = 1∫ r
0 A(t) dt
r∫
0
[−(λ2 + ρ2)]ϕλ(t)A(t) dt
= 1∫ r
0 A(t) dt
r∫
0
(
Aϕ′λ
)′
(t) dt
= 2A˜(r, r)ϕ′λ(r).  (69)
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jα(x) = 2
α+ 12 Γ (α + 1)√
π
cos(x − (2α + 1)π4 )
(r|λ|)α+ 12
+ O(1)
xα+ 32
, x > 0, (70)
and satisfies
∀x ∈ R, j ′α(x) = −
x
2α + 2jα+1(x). (71)
Proof. We deduce (70) from the asymptotic behavior of Jα given by [19].
Now from [20, p. 68] the function Jα satisfies the Mehler type integral representation
∀x ∈ R, jα(x) = 2Γ (α + 1)√
πΓ (α + 12 )
1∫
0
(
1 − t2)α− 12 cos tx dt. (72)
So
∀x ∈ R, j ′α(x) =
Γ (α + 1)√
πΓ (α + 12 )
1∫
0
(−2t)(1 − t2)α− 12 sin tx dt. (73)
Integrating by parts the last integral we obtain the formula (71). 
Theorem 4.2. For any r > 0 the function λ → μˆr (λ) admits the following asymptotic behavior:
μˆr (λ) = −Cα(r)cos(λr − (2α + 3)
π
4 )
(rλ)α+ 32
+ O(1)
(rλ)α+ 52
(λ > 0), (74)
where Cα(r) is a positive constant depending only on r.
Proof. The relation (65) can be written
ϕλ(x) = a(x)jα(λx)+
1∫
0
H(x,u)jα(λxu)u
2α+1 du, (75)
where
a(x) = 1
2αΓ (α + 1)
√
C(0)
C(x)
and H(x,u) = 1
2αΓ (α + 1)
√
C(0)
C(x)
S1(x,u).
By using the relations (68) and (71) we obtain
μˆr (λ) = −2A˜(r, r)
λ2 + ρ2 Ur(λ)−
rA˜(r, r)
α + 1
(
1 − ρ
2
λ2 + ρ2
)
Vr(λ), (76)
where
Ur(λ) = −a′(r)jα(λr)+
1∫
0
∂H
∂r
(r, u)jα(λru)u
2α+1 du, (77)
Vr(λ) = a(r)jα+1(λr)−
1∫
H(r,u)jα+1(λru)u2α+3 du. (78)0
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μˆr (λ) = −Cα(r)cos(λr − (2α + 3)
π
4 )
(rλ)α+ 32
+ O(1)
(rλ)α+ 52
(λ > 0), (79)
where Cα(r) = 2α+1Γ (α + 1)ra(r)A˜(r, r). 
4.2. Invertibility of the measure μr
Lemma 4.3. Let r > 0 and a > π2r Log 2 . Then
∀ξ ∈ R∗, ∃λ ∈ [0,1[:
∣∣∣∣cos
(
r
(
ξ + λaξ Log(2 + |ξ |)|ξ |
)
− (2α + 3)π
4
)∣∣∣∣ 14e . (80)
Proof. The Cosine function satisfies the Lojasiewicz inequality
∀λ ∈ R, |cosλ| ∂˜(λ,V )
πe
, (81)
where ∂˜(λ,V ) = min(1, ∂(λ,V )) and V = {(2k + 1)π2 ; k ∈ Z} is the set of the cosine function
zeros.
To obtain the result it suffices to show the relation
∀ξ ∈ R∗, ∃λ ∈ [0,1[: ∂
(
r
(
ξ + λaξ Log(2 + |ξ |)|ξ |
)
− (2α + 3)π
4
,V
)
 π
4
, (82)
which is equivalent to the following:
∀ξ ∈ R∗, ∃λ ∈ [0,1[: min
(∣∣∣∣r
(
ξ + λaξ Log(2 + |ξ |)|ξ |
)
− xk
∣∣∣∣; k ∈ Z
)
 π
4
, (83)
where
xk = (2α + 3)π4 + (2k + 1)
π
2
, k ∈ Z. (84)
The sequence ([xk, xk+1[)k∈Z forms a partition of R and xk+1 − xk = π for all k ∈ Z, so
∀ξ ∈ R, ∃!k ∈ Z: r|ξ | ∈ [xk;xk+1[. (85)
Then it suffices to choose
λ =
{
0, if r|ξ | ∈ [xk + π4 , xk+1 − π4 ], k ∈ Z,
π
2ra Log(2+|ξ |) , if r|ξ | ∈ [xk, xk + π4 [∪[xk+1 − π4 , xk+1[, k ∈ Z,
(86)
and the relation (83 ) is proved. 
Proposition 4.1. Let a > 1 + max( 2α+32 + 1, π2r Log 2 ). There exists M > 0 such that
∀|ξ |M, ∃λ ∈ [0,1[: (a + |ξ |)a∣∣∣∣μˆr
(
ξ + λ(a − 1)ξ Log(2 + |ξ |)|ξ |
)∣∣∣∣ 1. (87)
Proof. From the relation (79) we deduce∣∣μˆr (ξ + η)∣∣ Cα(r) | cos(r(ξ + η)− (2α + 3)π4 )|
α+ 32
− |O(1)|
α+ 52
. (88)(r|ξ + η|) (r|ξ + η|)
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∀ξ ∈ R∗, ∃λ ∈ [0,1[: ∣∣μˆr (ξ + ηλ)∣∣ 1
(r|ξ + ηλ|)α+ 32
(
Cα(r)
4e
− |O(1)|
r|ξ + ηλ|
)
. (89)
But we have
1
a(|ξ | + a − 1) 
1
|ξ + ηλ| 
1
|ξ | , (90)
so
∀ξ ∈ R∗, ∃λ ∈ [0,1[: ∣∣μˆr (ξ + ηλ)∣∣ 1
(ra(|ξ | + a − 1))α+ 32
(
Cα(r)
4e
− |O(1)|
r|ξ |
)
. (91)
Let now M1 > 1 such that(
Cα(r)
4e
− |O(1)|
r|ξ |
)
 Cα(r)
8e
, for all |ξ |M1.
Hence
∀|ξ |M1, ∃λ ∈ [0,1[:
∣∣μˆr (ξ + ηλ)∣∣ Cα(r)
8e(ra(|ξ | + a − 1))α+ 32
, (92)
so that
∀|ξ |M1, ∃λ ∈ [0,1[:
(|ξ | + a − 1)α+ 32 ∣∣μˆr (ξ + ηλ)∣∣ Cα(r)
8e(ra)α+ 32
. (93)
Therefore
∀|ξ |M1, ∃λ ∈ [0,1[:
(|ξ | + a)a∣∣μˆr (ξ + ηλ)∣∣ (|ξ | + a − 1)α+ 52 ∣∣μˆr (ξ + ηλ)∣∣
 (|ξ | + a − 1)Cα(r)
8e(ra)α+ 32
. (94)
We deduce the result for M M1 such that
(|ξ | + a − 1)Cα(r)
8e(ra)α+ 32
 1, for all |ξ |M. 
Lemma 4.4. μˆr (0) > 0, for all r > 0.
Proof. Using Mehler formula (20) we deduce clearly that ϕ0(x) > 0 for all x > 0 since the
kernel K(x, .) is positive and continuous in the interval [0, x[. This gives the result since ϕ0 is
continuous and μˆr (0) =
∫ r
0 ϕ0(x)A˜(r, x) dx, A˜(r, x) being also positive and continuous in the
interval ]0, r[. 
Proposition 4.2. For all M > 0 there exists a > 0 such that
∀ξ ∈ ]−M,+M[ \ {0}, ∃λ ∈ [0,1[: (a + |ξ |)a∣∣∣∣μˆr
(
ξ + λaξ Log(2 + |ξ |)|ξ |
)∣∣∣∣ 1. (95)
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∀a > 0, ∃ξ ∈ ]−M,+M[ \ {0}: ∀λ ∈ [0,1[,(
a + |ξ |)a∣∣∣∣μˆr
(
ξ + λaξ Log(2 + |ξ |)|ξ |
)∣∣∣∣< 1. (96)
But for all a > 0, ξ ∈ R and λ ∈ [0,1[ we have
r
∣∣∣∣ξ + λaξ Log(2 + |ξ |)|ξ |
∣∣∣∣= r|ξ | + rλa Log(2 + |ξ |),
so the function
[0,1[ −→ [r|ξ |, r|ξ | + ra Log(2 + |ξ |)[,
λ −→ r|ξ + ηλ|
is a bijection. The relation (96) becomes
∀a > 0, ∃ξ ∈ ]−M,+M[\{0}: ∀t ∈ [r|ξ |, r|ξ | + ra Log(2 + |ξ |)[,∣∣μˆr (t)∣∣< 1
(a + |ξ |)a . (97)
It follows that∣∣μˆr (t)∣∣< 1
aa
, for all a >
M + 1
Log 2
and t ∈ [rM, r(M + 1)[. (98)
Hence
∀t ∈ [rM, r(M + 1)[, μˆr (t) = 0. (99)
Since the function t → μˆr (t) is analytic, we get μˆr (t) = 0 for all t ∈ R. This is impossible by
virtue of Lemma 4.4. 
Proposition 4.3. For all a > 0 such that μˆr (0) > 1aa there exists λ ∈ [0,1[ satisfying
aa
∣∣μˆr (λa Log 2)∣∣ 1. (100)
Proof. Since μˆr (0) > 1aa then by the continuity of μˆr at 0 there exists b > 0 such that∣∣μˆr (λa Log 2)∣∣> 1
aa
, for all |λ| < b
a Log 2
. (101)
This gives the result. 
Theorem 4.3. The measure μr is LA-invertible.
Proof. Let a > max( 2α+12 + 1, π2r Log 2 ). From Proposition 4.1, there exists M > 0 such that
∀|ξ |M, ∃|η| < a Log(2 + |ξ |): (a + |ξ |)a∣∣μˆr (ξ + η)∣∣ 1. (102)
Now by virtue of Proposition 4.2 there exists a1 > 0 such that
∀ξ ∈ ]−M,+M[ \ {0}, ∃|η| < a1 Log
(
2 + |ξ |): (a1 + |ξ |)a1 ∣∣μˆr (ξ + η)∣∣ 1. (103)
Let a2 > max{1, a, a1}; a2a2 > 1μˆr (0) . Using the relations (100), (102) and (103) we obtain
∀ξ ∈ R, ∃|η| < a2 Log
(
2 + |ξ |): (a2 + |ξ |)a2 ∣∣μˆr (ξ + η)∣∣ 1. (104)
This gives the result. 
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Theorem 4.4. For any r > 0 the function λ → μˆ′r (λ) admits the following asymptotic behavior:
μˆ′r (λ) = Dα(r)
cos(λr − (2α + 5)π4 )
(rλ)α+ 32
+O
(
1
(rλ)α+ 52
)
, λ > 0, (105)
where Dα(r) is a positive constant depending only on r .
Proof. We obtain the result by the same reasoning as in Theorem 4.2. 
4.4. Asymptotic behavior of the zeros of the function μˆr
Proposition 4.4. Let (λp)p∈I (where I ⊂ N) the sequence of zeros in C of the function μˆr , then
we have:
(1) For any p ∈ I, λp ∈ (R ∪ ]−iρ, iρ[) \ {0}.
(2) For any p ∈ I, λp is a simple zero of μˆr , i.e., μˆr (λp) = 0 and μˆ′r (λp) 	= 0.
(3) If the sequence (λp)p is infinite, i.e., I = N then we have the following asymptotic behavior:
|λp|r = (2α + 3)π4 + (2kp + 1)
π
2
+ εp, (106)
where (kp)p is a sequence of integers and (εp)p a sequence of real numbers satisfying re-
spectively limp→∞ |kp| = +∞ and limp→∞ εp = 0.
Moreover, for this case we have
lim
p→∞
(
r|λp|
)α+ 32 ∣∣μˆ′r (λp)∣∣= 1. (107)
Proof. (1) Let p ∈ I. Integrating by parts and using relation (68) we obtain
(
λ2p + ρ2
) r∫
0
∣∣ϕλp(x)∣∣2A(x)dx =
r∫
0
∣∣∣∣ ∂∂x
(
ϕλp(x)
)∣∣∣∣
2
A(x)dx. (108)
This implies (λ2p + ρ2) > 0 so that λp ∈ R ∪ ]−iρ, iρ[. By using Lemma 4.4 we deduce that
λp ∈ (R ∪ ]−iρ, iρ[) \ {0}.
(2) Let p ∈ I. From [21, p. 34] we have
r∫
0
ϕ2λp (x)A(x)dx =
A(r)
2λp
(
∂
∂x
(
ϕλp(x)
)∣∣∣∣
x=r
)(
∂
∂λ
(
ϕλ(x)
)∣∣∣∣
λ=λp
)
− A(r)
2λp
ϕλp(r)
∂
∂λ
(
∂
∂x
(
ϕλ(x)
)∣∣∣∣
x=r
)∣∣∣∣
λ=λp
. (109)
Using relation (68) we obtain
r∫
ϕ2λp (x)A(x)dx =
(λ2p + ρ2)ϕλp (r)
4λp
∫ r
0 A(x)dx
μˆ′r (λp). (110)
0
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and p ∈ I. Since ϕλp is continuous and ϕλp(0) = 1 it follows that
r∫
0
ϕ2λp (x)A(x)dx > 0.
Thanks to the relation (110) we get
(λ2p + ρ2)ϕλp (r)
4λp
∫ r
0 A(x)dx
μˆ′r (λp) > 0. (111)
This relation shows that λp is a simple zero of μˆr .
(3) Suppose that the sequence (λp)p is infinite. Since the function λ → μˆr (λ) is entire then
necessarily we have limp→∞ |λp| = +∞.
From property (1) we deduce that there exists p0 ∈ N such that λp ∈ R, for all p  p0.
Since μˆr is even, using the relation (79) we obtain
cos
(
|λp|r − (2α + 3)π4
)
= O
(
1
|λp|r
)
, p  p0, (112)
so that
lim
p→∞ cos
(
|λp|r − (2α + 3)π4
)
= 0. (113)
On the other hand, we have
∀p  p0, ∃kp ∈ Z:
|λp|r − (2α + 3)π4 − kpπ = arccos
(
cos
(
|λp|r − (2α + 3)π4
))
. (114)
Hence
∀p  p0, |λp|r − (2α + 3)π4 − kpπ =
π
2
+ εp, (115)
where (εp)pp0 is a sequence of real numbers satisfying limp→∞ εp = 0. The relation (106) is
then proved.
The relation (107) can be easily deduced from (105) and (106). 
Corollary 4.1. For l ∈ N; l > α + 52 , the series
∑
p
1
|λp |l |μˆ′r (λp)| converge.
Proof. If the sequence (λp)p is finite the result is trivial. Suppose now that (λp)p is infinite then
from relation (107) there exists p1 ∈ N such that(
r|λp|
)α+ 32 ∣∣μˆ′r (λp)∣∣ 12 , for all p  p1.
Using the relation (106) we deduce
1
|rλp|l |μˆ′r (λp)|
 cte 1
|kp|l−(α+ 32 )
, for all p  p1.
The result follows. 
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For all k ∈ N and r > 0 we denote by Fr,k the function defined by
Fr,k(λ) =
{ 2λk
μˆ′r (λk)
(
μˆr (λ)
λ2−λ2k
), if λ 	= λk,
1, if λ = λk,
where (λk)k is the sequence of μˆr zeros.
By using Paley–Wiener theorem 2.1 and Corollary 4.1 we obtain the following proposition.
Proposition 4.5. For all k ∈ N and r > 0 the function Fr,k belongs to H∗(C) and there exists a
distribution Tr,k ∈ E ′∗(R) satisfying
(1) Tˆr,k = Fr,k.
(2) Cv suppTr,k = [−r,+r].
(3) For any σ ∈ E ′∗(R) there exists an integer p ∈ N such that the series
F(λ) = (λ2 + ρ2)p ∞∑
k=0
σˆ (λk)
Fr,k(λ)
(λ2k + ρ2)p
(116)
converge uniformly in every compact of C and define a function in H∗(C) such that
∃σ˜ ∈ E ′∗(R): ˆ˜σ = F and Cv supp σ˜ ⊂ [−r,+r].
Proposition 4.6. Let σ ∈ E ′∗(R) such that Cv suppσ ⊂ [−a,+a] then there exists ν ∈ E ′∗(R)
satisfying
σ = σ˜ +μr ∗A ν, (117)
and
Cv suppν ⊂ [−max(r, a)+ r,max(r, a)− r], (118)
where σ˜ is the measure given by ˆ˜σ(λ) = (λ2 + ρ2)p∑∞k=0 σˆ (λk) Fr,k(λ)(λ2k+ρ2)p .
Proof. For all k ∈ N and r > 0 we clearly have
Fr,k(λp) =
{1, if p = k,
0, if p 	= k, (119)
so that
∀k ∈ N, ˆ˜σ(λk)− σˆ (λk) = 0. (120)
This shows that the function
λ −→ h(λ) =
ˆ˜σ(λ)− σˆ (λ)
μˆr (λ)
is entire, but μr is LA-invertible then by Proposition 3.4 there exists ν ∈ E ′∗(R) such that νˆ = h.
It follows that
σ˜ − σ = μr ∗A ν, (121)
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Cv supp(σ˜ − σ) = Cv suppμr + Cv suppν. (122)
On the other hand, one has
Cv supp(σ˜ − σ) ⊂ Cv supp σ˜ ∪ Cv suppσ
⊂ [−max(r, a),+max(r, a)]. (123)
So
[−r,+r] + Cv suppν ⊂ [−max(r, a),+max(r, a)], (124)
or equivalently
Cv suppν ⊂ [−max(r, a)+ r,+max(r, a)− r]. (125)
This achieves the proof. 
Proposition 4.7. Let 0 < r < R, then there is no non zero function f ∈ E∗(X) such that for all
a ∈ [0, r[ and σ ∈ E ′∗(X), Cv suppσ = [−a, a], we have
σ ∗A f (x) = 0, for every x ∈ [−R + r,R − r]. (126)
Proof. Let f ∈ E∗(X) satisfying (126) for all a ∈ [0, r[ and σ ∈ E ′∗(X), Cv suppσ = [−a, a].
Since δ0 ∗A f = T0f = f , where δ0 is the Dirac measure at 0, we deduce
f (x) = 0, for every x ∈ [−R + r,R − r]. (127)
Let now a ∈ ]0, r[ and let fa ∈ E∗(R) such that
fa(x) = f (x), for all x ∈ [−Ra,Ra], (128)
where Ra = R − (r − a). We remark that
0 <R − 2r < R − r < Ra < R, for all a ∈ [0, r[. (129)
A simple calculation shows that for any x ∈ [−R + r,R − r] and y ∈ [−a, a] we have[∣∣|x| − |y|∣∣, |x| + |y|]⊂ [0,Ra].
It follows that for any x ∈ [−R + r,R − r] and σ ∈ E ′∗(X), Cv suppσ = [−a, a], we have
σ ∗A fa(x) =
∫
[−a,a]
Txfa(y)A(y)dσ (y)
=
∫
[−a,a]
( ∫
[||x|−|y||,|x|+|y|]
fa(t)W(x, y, t)A(t) dt
)
dσ(y)
=
∫
[−a,a]
( ∫
[||x|−|y||,|x|+|y|]
f (t)W(x, y, t)A(t) dt
)
dσ(y)
= σ ∗A f (x)
= 0. (130)
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χ−1(σ ∗A fa) = tχ(σ ) ∗0 χ−1(fa). (131)
Thanks to [20, Theorem 5.3] we deduce from the relations (127)–(131) that
χ−1(fa)(x) = 0, for every x ∈ [−R + r,R − r], (132)
and
tχ(σ ) ∗0 χ−1(fa) = 0, for every x ∈ [−R + r,R − r]. (133)
Now, by [21, p. 9] we have
∀τ ∈ E ′∗(R) and ∀a > 0, Supp τ ⊂ [−a,+a] ⇔ Supp tχ(τ ) ⊂ [−a,+a].
From Proposition 2.5 we deduce that for any ω ∈ E ′∗(X) such that Cv suppω = [−a, a] we
have
ω ∗0 χ−1(fa)(x) = 0, for every x ∈ [−R + r,R − r]. (134)
In particular, for ω = δa + δ−a we get
χ−1(fa)(x + a)+ χ−1(fa)(x − a) = 0, for every x ∈ [−R + r,R − r]. (135)
But
x − a ∈ [−R + r,R − r], for every x ∈ [0,R − r], (136)
so by combining (132), (135) and (136) we obtain
χ−1(fa)(x ± a) = 0, for every x ∈ [0,R − r]. (137)
Since χ−1(fa) is even we deduce
χ−1(fa)(y) = 0, for every y ∈ [−Ra,Ra], (138)
which implies by virtue of [20, Theorem 5.3] that
f (y) = 0, for every y ∈ [−Ra,Ra]. (139)
Remarking that
]−R,R[ =
⋃
a∈[0,r[
[−Ra,Ra],
we get
f (y) = 0, for every y ∈ ]−R,R[. (140)
This finishes the proof. 
Theorem 4.5 (The local two radii theorem). Let 0 < r1 < r2 < r1 + r2 <R.
A necessary and sufficient condition so that there is no non null solution f ∈ E∗(X) of the
system{
μ1 ∗A f (x) = 0, x ∈ Iμ1 = ]−R + r1,R − r1[,
μ2 ∗A f (x) = 0, x ∈ Iμ2 = ]−R + r2,R − r2[,
(141)
is that Z(μˆ1)∩Z(μˆ2) = ∅, where μi = μri and Z(μˆi) = {λ ∈ C: μˆi(λ) = 0}, i = 1,2.
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Theorem 3.2 there exists a sequence (Pk)k in Eμ1(X) converging to f in E∗(X).
Each (Pk)k can be written as
Pk(x) =
∑
finite
l∈N
ak,lϕλl (x),
where (λl)l is the sequence of μˆ1 zeros and (ak,l)l a sequence of complex numbers.
Let now (tp)p be the sequence in E ′∗(R) defined by
tˆp(λ) = Tˆr1,p(λ) =
{ 2λp
μˆ′1(λp)
(
μˆ1(λ)
λ2−λ2p ), if λ 	= λp,
1, if λ = λp.
(142)
For any p ∈ N we clearly have
∀|x| <R − r1, tp ∗A ϕλl (x) = ϕλl (x)tˆp(λl) =
{0, if l 	= p,
ϕλp(x), if l = p, (143)
so that
tp ∗A f = lim
k→∞ tp ∗A Pk in E∗(Iμ1)
= lim
k→∞ak,pϕλp . (144)
On the other hand, for any p ∈ N one has
∀|x| <R − (r1 + r2), μ2 ∗A (tp ∗A f )(x) = tp ∗A (μ2 ∗A f )(x) = 0. (145)
It follows that for any p ∈ N we have
lim
k→∞ak,p(μ2 ∗A ϕλp) = 0
(
in E∗
(]−R + (r1 + r2),R − (r1 + r2)[)). (146)
Using the fact that (μ2 ∗A ϕλp)(x) = ϕλp(x)μˆ2(λp) we obtain
∀p ∈ N, lim
k→∞ak,pϕλp (x)μˆ2(λp) = 0 in E∗
(]−R + (r1 + r2),R − (r1 + r2)[). (147)
But ϕλp(0) = 1 and μˆ2(λp) 	= 0 by the hypothesis Z(μˆ1)∩Z(μˆ2) = ∅, then necessarily we have
∀p ∈ N, lim
k→∞ak,p = 0. (148)
Thanks to the relation (144) we deduce
∀p ∈ N, tp ∗A f = 0 in E∗(Iμ1). (149)
Let now σ ∈ E ′∗(R) such that Cv supp(σ ) = [−a, a]; a ∈ [0, r1[. Using Proposition 4.6 there
exists ν ∈ E ′∗(R) such that
σ = σ˜ +μ1 ∗A ν, (150)
and
Cv suppν ⊂ {0}, (151)
where σ˜ is the measure given by ˆ˜σ(λ) = (λ2 + ρ2)m∑∞p=0 σˆ (λp) tˆp(λ)(λ2p+ρ2)2m , m being an integer
sufficiently large in order to have the series uniformly convergent.
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Cv supp(μ1 ∗A ν) ⊂ [−r1, r1] so that
(μ1 ∗A ν) ∗A f (x) = ν ∗A (μ1 ∗A f )(x) = 0; x ∈ Iμ1 = [−R + r1,R − r1]. (152)
Using the relation (150) we deduce
σ ∗A f (x) = σ˜ ∗A f (x), for all x ∈ Iμ1 = [−R + r1,R − r1]. (153)
On the other hand, from the relation (38) we have
λ2mtˆp(λ) = ̂(−LA)2mtp(λ) and (−LA)2mtp = (−LA)2mδ0 ∗A tp.
Using the injectivity of the Fourier transform we get
σ˜ (λ) = (−LA)2mδ0 ∗A
∞∑
p=0
σˆ (λp)
(λ2p + ρ2)2m
tp. (154)
Combining the relations (149) and (153) we deduce finally that for any a ∈ [0, r1[ and σ ∈ E ′∗(R),
Cv suppσ = [−a, a], one has
σ ∗A f (x) = 0, for all x ∈ [−R + r1,R − r1]. (155)
It follows by Proposition 4.7 that
f (x) = 0, for all x ∈ X. (156)
Suppose now that Z(μˆ1)∩Z(μˆ2) 	= ∅ then there exists λ ∈ C such that
μˆ1(λ) = μˆ2(λ) = 0.
Using the Proposition 3.2 we deduce that the function ϕλ is LA-mean periodic with respect to
both μ1 and μ2. This implies that ϕλ is a solution of the system (141) and the theorem is proved
since ϕλ(0) = 1. 
Remark 4.1. It is clear that the latter theorem remains available for R = +∞ in which case we
have the following more generally result which we can see as a solution of a particular version
for the Pompeiu problem on the Chébli–Trimèche hypergroup.
Theorem 4.6. Let T1,T2 ∈ E ′∗(R) and f ∈ E∗(R) satisfying
T1 ∗A f = T2 ∗A f = 0. (157)
Then f is the null function, if and only if Tˆ1 and Tˆ2 have no common zero.
Proof. From Proposition 2.6, the relation (157) is equivalent to the following:
tχ(T1) ∗0 χ−1(f ) = tχ(T2) ∗0 χ−1(f ) = 0. (158)
On the other hand, by Proposition 2.7 we have Tˆ1 = F0(tχ(T1)) and Tˆ2 = F0(tχ(T2)). Hence,
the result can be directly deduced from the spectral analysis theorem in [6, p. 206]. 
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For the case of Bessel–Kingmann hypergroup (see [9, p. 199], [22, p. 49]) we have
(1) A(x) = Aα(x) = x2α+1, x > 0 with α > − 12 .(2) The solutions of the system (9) are in this case given by
ϕλ(x) = jα(λx),
where jα is the function given by the relation (67).
(3) The translation operators are given by
T αx f (y) =
Γ (α + 1)√
πΓ (α + 12 )
π∫
0
f
(√
x2 + y2 − 2xy cos θ ) sin2α θ dθ, x, y  0,
or equivalently
T αx f (y) =
Γ (α + 1)
2α−1
√
πΓ (α + 12 )
∫
R+
Wα(x, y, z)Aα(z)f (z) dz, x, y  0,
with
Wα(x, y, z) =
{
[(x+y)2−z2]α− 12 [z2−(x+y)2]α− 12
(xyz)2α
, if |x − y| < z < x + y,
0, otherwise.
Lemma 4.5. For all λ ∈ C and r > 0 we have
μˆα,r (λ) = jα+1(λr),
where μα,r is the positive measure on R given by
dμα,r (x) = (α + 1)|x|
2α+11[−r,+r](x)
r2α+2
dx.
Proof. From (71) we deduce
∂
∂t
jα(λt) = λj ′α(λt) = −
λ2t
2α + 2jα+1(λt).
Taking into account ρ = 0 in this case we deduce the result from the relation (68). 
From Theorem 4.5 together with the preceding lemma we obtain the following local radii
theorem on Bessel–Kingmann hypergroup.
Theorem 4.7. Let 0 < r1 < r2 < r1 + r2 < R. Then there is no non null function f ∈ E∗(X)
satisfying
r1∫
0
T αx f (y)Aα(y) dy = 0, |x| <R − ri (i = 1,2), (159)
if and only if r1 is not the quotient of two zeros of jα+1.r2
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For the case of Jacobi hypergroup (see [16, pp. 49–50], [9, pp. 235–236], [22, p. 49]) we have
(1) A(x) = Aα,β(x) = 2α+β+1 sinh2α+1 x cosh2β+1 x, with α  β − 12 .(2) The solutions of the system (9) are given in this case by
ϕλ(x) = ϕ(α,β)λ (x) = 2F1
(
1
2
(ρ + iλ), 1
2
(ρ − iλ);α + 1;− sinh2 x
)
,
where ρ = α + β + 1 and 2F1 is the Gaussian hypergeometric function.
(3) The translation operators are given by
T α,βx f (y) =
Γ (α + 1)
22ρ+ 12
√
πΓ (α + 12 )
∫
R+
Wα,β(x, y, z)Aα,β(z)f (z) dz, x, y  0,
where
Wα,β(x, y, z) =
{
W˜α,β(x, y, z)Fα,β(u(x, y, z)) dz, if z ∈ ]|x − y|, x + y[,
0, otherwise.
with
Fα,β(X) = 2F1
(
α + β,α − β;α + 1
2
;X
)
,
u(x, y, z) = 1
2
− cosh
2 x + cosh2 y + cosh2 z − 1
4 coshx coshy cosh z
,
W˜α,β(x, y, z) =
(
2u(x, y, z)
)α− 12 (coshx coshy cosh z)α−β−1
(sinhx sinhy sinh z)2α
.
Lemma 4.6. For all λ ∈ C and r > 0 we have
μˆα,β,r (λ) = Cα,β(r)ϕα+1,β+1λ (r), (160)
where
Cα,β(r) = 2
2ρ sinh2(α+1) r cosh2(β+1) r
(α + 1) ∫ r0 Aα,β(z) dz ,
μα,β,r being the positive measure on R given by
dμα,β,r (x) = 1[−r,+r](x)Aα,β(|x|)2 ∫ r0 Aα,β(z) dz dx.
Proof. The result can be deduced from the following relation (see [18, p. 148]):
∂
∂x
(
Aα+1,β+1(x)
sinh 2x
ϕ
α+1,β+1
λ (x)
)
= 16(α + 1)Aα,β(x)ϕα,βλ (x). 
From Theorem 4.5 together with the preceding lemma we obtain the following local radii
theorem on Jacobi hypergroup.
B. Selmi, M.M. Nessibi / J. Math. Anal. Appl. 329 (2007) 163–190 189Theorem 4.8. Let 0 < r1 < r2 < r1 + r2 < R. Then there is no non null function f ∈ E∗(X)
satisfying
ri∫
0
T α,βx f (y)Aα,β(y) dy = 0, |x| <R − ri (i = 1,2), (161)
if and only if the entire functions λ → ϕα+1,β+1λ (r1) and λ → ϕα+1,β+1λ (r2) have no common
zero.
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