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Abstract
Machine learning approaches for prediction play an integral role in modern-day decision
supports system. An integral part of the process is extracting interest variables or features to
describe the input data. Then, the variables are utilized for training machine-learning algorithms
to map from the variables to the target output. After the training, the model is validated with
either validation or testing data before making predictions with a new dataset. Despite the
straightforward workflow, the process relies heavily on good feature representation of data.
Engineering suitable representation eases the subsequent actions and copes with many practical
issues that potentially prevent the workflow from being effective. Modern approaches
alternatively create learning algorithms to derive representing features. The goal is to learn a set
of vector components with helpful characteristics. Once obtained, the data are projected to the
vectors and utilized as the feature. This dissertation explores the utility of supervised
representation learning and addresses critical issues integrating the learning techniques into the
workflow to improve prediction performance.
This dissertation aims to address the difficulty of feature engineering using supervised
representation learning. This dissertation argues that the method is useful for developing
machine learning prediction in the domain where expert knowledge into the gathered data is
limited such that expert-define features do not lead to well-perform prediction. In defense of this
merit, the dissertation demonstrates the advantages through four developments of the predictions
in Neuroscience and Medical research, namely cortical regions mapping, identifying errors in
radiotherapy, Sarcoma survival prediction and risk stratification of Sarcoma patients.
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1. Introduction
Making predictions from experience is a cornerstone supporting decision-making and
planning activities. For a system, the predictive capability translates to learning from previously
monitored data to estimate an operation outcome. Various domains adopt the capability in their
information systems as part of predictive analytics efforts to improve critical operations from
research[1], to business[2], to healthcare[3]. The capability is valuable for modern-day
businesses and operations such that “Predictive analytics (90%) was the most commonly utilized
type of analytics.” [4] and worth billions of dollars [5].
At the core of the development, Machine Learning (ML) is an algorithmic approach to
the development which plays an integral role in role in present-day decision supports.
Fundamentally, the goal is to develop a function that maps from the input data to the target
variable. The development workflow operates sequences of identifying input data and target
variables, extracting feature variables, training machine-learning algorithms and models, and
validating with data. The trained models are deployed for actual use once the validation
performances are acceptable. The workflow organizations allow different experts to collaborate
and streamline the development for various prediction tasks.
Despite the straightforward workflow, the performance of the typical process relies
heavily on good feature variables to represent the data. Suitable features ease subsequence
training and validation, leading to effective prediction. Nevertheless, engineering appropriate
representation is generally not an easy task. Typical feature engineering requires domain experts
to derive the feature meticulously. Although the effort often produces feature variables with
sensible semantics, the workflow becomes tedious and time-consuming such that the process
relies on experts who research a specific problem for a sufficiently long period. Moreover, the
1

produced features often become task-specific such that prediction performances tend to
deteriorate when the features are employed for other related targets in similar domains. This
difficulty causes significant inefficiency for the model development if it does not ultimately
prevent them from making a successful prediction. The shortcomings are especially the cases in
many fields such as Neuroscience and Medical research, where the crucial understanding of the
problem is an ongoing investigation.
Modern approaches alternatively employ learning algorithms to derive representing
features. Representation learning [6] is an emerging algorithmic approach to fill the gap between
input data and ML algorithms with less reliance on the knowledge from domain experts. Early
attempts along this line include different kinds of component analysis [7]. The goal is to learn a
set of feature components with helpful characteristics for the subsequence training. Once
obtained, the extracted data components are utilized as features. However, the methods often fall
short when the data are not standardized in non-traditional vector format (e.g., 2d Images, 3dvolumetric scans, or combinations of non-tabular data.) A Recent approach referred to as deep
learning utilizes various deep parameterized network architectures to cope with organizations of
data [8]. The critical utility behind the deep parameterized network is its ability to approximate
any continuous functions and automate feature engineering. The networks are trained under a
surrogate objective such that the network outputs are suitable features to the target prediction.
Like general ML algorithms, representation learning can be further categorized into unsupervised
and supervised. In a rough summary, the unsupervised approach extracts the features without
utilizing the information from the target label. On the contrary, the supervised approach allows
the information to be part of the feature learning process.

2

This dissertation demonstrates the utility of supervised representation learning through
applications for prediction problems in medical and neuroscience domains, and presents ideas to
address critical issues of integrating representation learning techniques into the workflow. The
rest of this chapter establishes the scope and background framework in which this dissertation
conducts the investigation. The chapter explains the prediction workflow and how ML
algorithms and techniques fit in the framework. It also introduces literature reviews related to the
problem domains under investigation as to why the prediction developments are relevant.
Chapter 2 and Chapter 3 discuss some motivational success on how representation learning
techniques overcome technical issues which hinder predictions for cortical surface mapping and
error detection in radiation therapy delivery. Chapter 4 and Chapter 5 discuss theorems and
practical challenges of ensuring performance improvement after integrating the representation
learning into the workflow. Chapter 4 demonstrates the issues focusing on problems framed as
classifications tasks, whereas chapter 5 focuses on problems framed as survival analysis.
1.1

Machine Learning in the Prediction Development Workflow

Figure 1.1. the Prediction Workflow from identifying data to model deployment.
This dissertation focus on improving ease using Machine Learning in making the
prediction. The fundamental description of ML approach is to model initially unknown function
𝑓: 𝑋 → 𝑌 where 𝑋 is a set of processed training data and 𝑌 is a target variable [9]. The derived
3

function 𝑓 is to be used to predict 𝑌 when new data are processed. However, developing a
prediction function using machine algorithms requires broader data operations which affect the
prediction performance. Figure 1.1 depicts the typical prediction workflow. The development of
the prediction model is an iterative process. When a prediction problem is identified, the work
begins by organizing raw data pairing with concern outcome (𝐼, 𝑌). This stage requires domain
experts to justify what kind of data is relevant and could affect the outcome. Notice that 𝑌 is an
abstraction of the outcome of interest, which may be any events worthy of considerations for the
prediction problem in concern. 𝑌 is usually simplified as a clearly defined random variable
reflecting the interested outcome for subsequent prediction effectiveness. The feature extraction
stage extracts 𝑋 from 𝐼, where 𝑋 is processed and standardized data that describe 𝐼. Some
disciplines may refer to 𝑋 as interested variables, metrics, analytics, descriptors, features, or
simply the representation of data to be analyze. The ultimate goal of this stage is to derive 𝑋 that
significantly affects 𝑌 such that a relationship can be effectively modeled as 𝑌 ≈ 𝑓(𝑋). To make
it more likely that such ties, the extracting procedure 𝑔: 𝐼 → 𝑋, is often engineered and
handcrafted by domain experts who are familiar with 𝐼 and 𝑌. After the extraction, 𝑋 instances
are often organized as vectors of random variables. The training process uses machine learning
algorithms to learn 𝑓(𝑋) from the pairing (𝐼, 𝑌) or (𝑋, 𝑌). The result is 𝑌̂ = 𝑓(𝑋) a close
estimation 𝑌 from the trained 𝑓(𝑋). After the training, the trained model 𝑓(𝑋) performance is
evaluated by comparing 𝑌̂ with actual 𝑌 in an error measure 𝑒(𝑌̂, 𝑌). After each validation, the
process restarts with modifications in some parts of the process for performance improvement.
The model is deployed after the performance reaches an acceptably low 𝑒(𝑌̂, 𝑌) value.
This typical framework often relies on domain experts, especially at the first two steps.
Latter steps depend more on Machine Learning experts to design and train the appropriate 𝑓(𝑋).
4

Notice that the workflow here describes abstractly such that prediction in different domains may
have various tweaks in the implementation details. An example from healthcare is the Radiomics
framework for lung nodules classification [10]. The purpose is to develop predictions from
patient CT scans. In this workflow, the experts perform image acquisition and manually
delineate image subvolume for regions of interest to organize data and prediction target. 𝐼 is
Computed Tomography (CT) volumetric scans of patients’ lungs diagnosed for lung cancer. 𝑌 is
the binary class label of whether a patient has a benign or malignant tumor from the diagnosis. 𝑋
is the radiomics features describing the textural appearance of the interested region extract using
PORTs library as 𝑔(𝑋) procedure. Various machine learning (ML) algorithms are employed as
𝑓(𝑋) at ML-based rule building. The retrospective classification accuracy is used to evaluate
different algorithms.
1.2 Evaluating Machine Learning Prediction
The framework's goal is to develop a prediction model that minimizes the expected error.
The goal can be expressed as
min𝑓 E[𝑒(𝑌, 𝑌̂)] = min𝑓 E[𝑒(𝑌, 𝑓(𝑋))]
or equivalently,
min𝑓,𝑔 E[𝑒(𝑌, 𝑌̂)] = min𝑓,𝑔 E[𝑒(𝑌, 𝑓(𝑔(𝐼)))]
where functions 𝑓(𝑋) and 𝑔(𝐼) are the main parts of the concerned prediction procedure. Notice
that the error function is not necessarily the same as the training loss criteria for training. For
example, a decision tree model uses the information gain metric [11], and a neural network
model uses a cross-entropy metric [12] as the training losses, although both models may be
evaluated with a miss-classification error. Nevertheless, any model needs to be assessed in terms
of the error before deployment to aid the decision-making.
5

In many settings, it is challenging to estimate min E[𝑒(𝑌, 𝑌̂)] precisely as the underlying
distribution of 𝑌, 𝑌̂, 𝑋, and 𝐼 are either unknown or not well-defined. A standard solution to the
problem is to gather a set of real-world data samples 𝐈𝒔 as the dataset to train and approximate
the error value. It is commonly assumed that the collected dataset 𝐈𝒔 is composed of independent
and identically distributed (iid) samples of 𝐼. 𝐈𝒔 is further split into 𝐈𝑡𝑟𝑎𝑖𝑛 , 𝐈𝑣𝑎𝑙 , 𝐈𝑡𝑒𝑠𝑡 as training,
validation, and testing set. The actual evaluation is done with 𝐈𝑡𝑒𝑠𝑡 . Let 𝑦 denotes an individual
ground-truth value of 𝑌. 𝑦̂ is an individual predicted outcome. 𝑒(𝑦, 𝑦̂) is an error calculated from
the ground truth and predicted values. With the iid assumption, E[𝑒(𝑌, 𝑌̂)] are approximated
using the law of large number as
𝑛(𝐈𝑡𝑒𝑠𝑡 )

1
E[𝑒(𝑌, 𝑌̂)] =
∑ 𝑒(𝑦𝑖 , 𝑓(𝑋𝑖 ))
𝑛(𝐈𝑡𝑒𝑠𝑡 )
𝑖=1

where 𝑋𝑖 is feature extracted from instance 𝐼𝑖 where 𝐼𝑖 ∈ 𝐈𝑡𝑒𝑠𝑡 . Equivalent expression is
𝑛(𝐈𝑡𝑒𝑠𝑡 )

1
E[𝑒(𝑌, 𝑌̂)] =
∑ 𝑒(𝑦𝑖 , 𝑓(𝑔(𝐼𝑖 )))
𝑛(𝐈𝑡𝑒𝑠𝑡 )
𝑖=1

In many machine learning algorithms, 𝑓(𝑋) is often parameterized as 𝑓(𝑋 ; 𝜃, 𝛼) where
𝜃 is a set of parameters, and 𝛼 is set a of hyperparameters. Tuning 𝑓(𝑋 ; 𝜃, 𝛼) to minimize
objective value introduces the risk of having 𝑓(𝑋 ; 𝜃, 𝛼) overfit distribution of the available data
instead of a general distribution of 𝐈. To address the problem, 𝐈𝒕𝒓𝒂𝒊𝒏 and 𝐈𝒗𝒂𝒍𝒊𝒅 are used for
adjusting 𝜃 and 𝛼, respectively. It may be difficult to ensure iid 𝐈𝒕𝒆𝒔𝒕 , 𝐈𝒕𝒓𝒂𝒊𝒏 and 𝐈𝒗𝒂𝒍𝒊𝒅 when 𝐈𝒔 is
available in a small number. In such a situation, the framework employs a cross-validation
strategy [13] to evaluate performance instead of 𝐈𝒕𝒆𝒔𝒕 .
In practice, the potential designs of 𝑓(𝑋 ; 𝜃, 𝛼) are often mapped to either classification
or regression models depends on the nature of 𝑦. 𝑓(𝑋 ; 𝜃, 𝛼) is a classification model if 𝑦 is
6

discrete and its values represent sets of mutually exclusive outcomes. On the contrary, modeling
𝑓(𝑋 ; 𝜃, 𝛼) is a regression model if 𝑦 is continuous or ordinal valued.
1.2.1 Evaluating Classification Model
The aim of 𝑓(𝑋 ; 𝜃, 𝛼) as the classification model is to map an instance of 𝑋 to a class
label. Thus, the objective of modeling 𝑓(𝑋 ; 𝜃, 𝛼) is to minimize the error where and 𝑒(𝑦𝑖 , 𝑦̂𝑖 ) is
often defined as miss-classification.
𝑒(𝑦𝑖 , 𝑦̂𝑖 ) = 𝟙(𝑦𝑖 ≠ 𝑦̂𝑖 ) 𝑐𝑖
𝑐𝑖 is a penalty cost of misclassification of instance 𝑖. When 𝑐𝑖 = 1 for any 𝑖, the values of
E[𝑒(𝑦, 𝑦̂)] and 1 − E[𝑒(𝑦, 𝑦̂)] refers to an error rate and accuracy respectively.
As mentioned earlier, there are various ways to produce X. Each model is suitable for
different distributions and assumptions of inputs and prediction targets. Thus, the model needs to
consider the suitability of available data and distributions of underlying features. For instance,
decision trees and random forests perform well when rules from individual feature variables are
capable of indicating the class label. Logistic regression and Naïve Bayes are appropriate when
feature variables are independent. Support Vector Machine (SVM) performs well when feature
space is linearly separable. The nearest neighbor (NN) is suitable if features of each class
instance are distributed close to each other. Multi-layer Perceptron (MLP) or neural networks
often perform well when feature space is highly non-linear, and a large-scale training set is
available.
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1.2.2 Evaluating Regression Model
The objective of 𝑓(𝑋 ; 𝜃, 𝛼) in regression is to map 𝑋 to continuous 𝑦 value.
Specifically, the objective as a regression model is to minimize the error where and 𝑒(𝑦𝑖 , 𝑦̂𝑖 ) is
often defined as
𝑒(𝑦𝑖 , 𝑦̂𝑖 ) = 𝑐𝑖 ‖𝑦𝑖 − 𝑦̂𝑖 ‖𝑝
or alternatively
𝑒(𝑦𝑖 , 𝑦̂𝑖 ) = 𝟙(𝑜𝑟𝑑𝑒𝑟𝑖𝑛𝑔 𝑟𝑎𝑛𝑘 𝑜𝑓 𝑦𝑖 = 𝑜𝑟𝑑𝑒𝑟𝑖𝑛𝑔 𝑟𝑎𝑛𝑘 𝑜𝑓 𝑦̂𝑖 )
where 𝑐𝑖 is the penalty for making an error for specific 𝑦𝑖 and 𝑝 is the value indicating the norm
distance used for error calculation. The outcomes 𝑦𝑖 and 𝑦̂𝑖 are usually referred to as the groundtruth and predicted responses respectively. According to the error functions, prediction
performance is determined by how well the predicted response is close to that of the ground truth
or how well the ordinal relationship between instances is maintained.
Similar to the classification models, regression models are associated with different
distributions and assumptions. For example, regression tree and nearest neighbor regression
perform well when training instances are available and densely distributed across a possible
range of responses. Linear regression and its variations are appropriate when feature variables
are independent. Multi-layer Perceptron (MLP) or neural networks regression performs well
when the relationship of feature and the corresponding response is highly non-linear, and largescale training samples are available.
1.3 Early Representation Learning approaches
As mentioned previously, deriving suitable feature extraction 𝑋 = 𝑔(𝐼) is non-trivial as
the required experts and domain knowledge may be insufficient or unavailable in many
8

problems. Therefore, easing the feature engineering efforts with a set of applicable learning
algorithms instead of expert-define 𝑔(𝐼).
Early attempts toward replacing the manual effort include applying unsupervised and
supervised component analysis to induce some desirable characteristics. The goal is to find a set
of vector components such that the data dimensions can be decomposed by projecting into
smaller dimensions corresponding to each of the components. Afterward, the reduced data
components are used as the feature variables. Principle components analysis (PCA) [14] and
independent component analysis (ICA) [15] are examples of unsupervised approaches. PCA’s
objective is to find orthogonal eigenvector components such that the projected data in all
dimensions have maximized variance and decorrelated. ICA’s objective strives to find
components such that the projected data components are likely to be from independent sources.
Various versions of discriminant analysis, such as linear discriminant analysis (LDA)
[16], are early supervise representation learning approaches that use class-relationship to
formulate 𝑋 = 𝑔(𝐼). The goal is to find vector components such that the projected data tend to
be well-separated if they belong to different classes. Different variations of discriminant analysis
lies on the separation criteria and assumption on class distributions such as assuming non-equal
covariances from different classes [17] or using Bayesian Discriminant rules [18]. For LDA, the
objective is to maximize an inter-class and intra-class variance ratio with the assumption that
data covariances from different classes are equal.
Some component analysis, such as canonical component analysis (CCA) [19], is
applicable for both supervised and unsupervised learning. For CCA, the goal is to find
components such that overall correlation between two sets of data are maximized when
projected. The use of CCA is supervised if the two sets of data are the input data and target
9

variables. Otherwise, the application of the method is unsupervised. Most of these component
analysis approaches apply projection onto linear components. However, there are also kernel
versions of these analyze that seek to overcome the limitation of the linear procedure by applying
kernel tricks to map the data [20][21][22][23]. After the vector components are specified, a new
feature representation 𝑋 can be created by using project onto some of the components as 𝑔(𝐼).
Prediction algorithm such as classifier or regressor then applied to the feature 𝑋 after the
reduction.
A major drawback of most early approaches is assumptions on data distributions. For
examples, PCA and LDA usually assume that input data follows Gaussian distributions. ICA
assumes that the input data is combination of independent sources. CCA assumes that the input
data have little co-linearity. In reality, it is not easy to justify such assumptions, especially when
data takes many forms gathered from many sources at the beginning of the workflow.
1.4 Deep Learning Models as Representation Learning Strategies
Recent representation learning approaches utilize some forms of parameterized deep
neural network networks trained with related data or surrogate tasks. Neural network models
have been widely described as an abstraction of a biological network of neurons that can be
adjusted to perform an end-to-end mapping from raw input to output signal. In data analytics
context, however, it is more useful to define the networks as parameterized function expressed as
𝑦̂𝑖 = 𝐷(𝑋 ; 𝜃, 𝛼) = 𝐷(ℎ𝜃,𝛼 (𝐼); 𝜃, 𝛼)
where 𝐷(𝑋 | 𝜃, 𝛼) represents last layer of the network model and ℎ𝜃,𝛼 (𝐼) represents series of
hidden layers under parameters and hyperparameter 𝜃 and 𝛼. Theoretical works in the literature
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have argued that the network can approximate a wide range of continuous functions [24]. Thus,
it is the prediction model of choice in many complex classification and regression problems.
Intuitively, the last layers in neural network model 𝐷(𝑋) and ℎ𝜃,𝛼 (𝐼) are similar to 𝑓(𝑋)
and 𝑔(𝐼) from our workflow. The significant difference is that ℎ𝜃,𝛼 (𝐼) is parameterized and
adjusted for specific prediction outcomes, whereas 𝑔(𝐼) is typically fixed and defined to extract
aspects of data. In other words, it is easier to readjust feature 𝑋 = ℎ𝜃,𝛼 (𝐼) to improve
performance in our iterative workflow compared to having experts tediously re-engineer the
feature.
Three deep neural network (“deep learning”) approaches are commonly used for the
representation transfer: end-to-end transfer training, autoencoders (AE), and metric learning.
Figure 1.2 illustrates a conceptual difference between the architectures of the three commonly
used representation learning strategies. It has been demonstrated that using the representation
leads to effective prediction performance in many complicate domains [25][26][27].

Figure 1.2 Three Commonly Used Deep Learning Architectures as the embedding network for
the two-stage multi-view representation learning strategy. From left to right: end-to-end
classification network, autoencoder network, and triplet network for metric learning. This figure
has been modified previously published work [129]

11

Other than the three common approaches, there are other deep representations strategies.
Most of the techniques, intuitions, and principles that constitute useful representations in
machine learning were compiled in [6]. We focus on successful mapping from 𝐼 to 𝑌 which align
well with the idea stated in, “the goal [of representation learning] is to remove sensitivity of the
representation to directions of variance in the data that are uninformative to the task at hand.” In
this work, the success in applying representation learning is either simplifying computational
complexity or achieving higher performance compared to commonly used expert-define features.
1.4.1 End-to-end Training Network
The end-to-end transfer learning organizes the feature extraction as a by-product of an
end-to-end training (e.g., using output from the penultimate layer as features). Specifically, the
strategy uses 𝑔(𝐼) = ℎ𝜃,𝛼 (𝐼) where 𝜃 is a set of parameters and ℎ𝜃,𝛼 (𝐼; 𝜃) is from the end-to-end
network 𝑓𝑐 (ℎ𝜃,𝛼 (𝐼); 𝜃) tuned for the surrogate task. To train for the second stage, 𝑓𝑐 (𝑋; 𝜃) is
subsequently fine-tuned (e.g., soft-max) or replaced by other classifiers. The end-to-end strategy
is common in many domains, especially for Computer Vision where pre-trained networks from
large-scale image datasets [28][29] are available for surrogate learning. There are also some
adaptations to the feature fusion problems in the medical domain [30][31][32].
1.4.2 Unsupervised Training Network and Autoencoders
The Autoencoder (AE), or encoder-decoder, approach trains an architecture for a latent
representation using an unsupervised self-reconstruction as the surrogate task. An intermediate
layer of the trained network is used as the low-dimensional representation extractor. The main
intuition for using the layer is to capture a manifold of compressed patterns with reduced
complexity to ease the second-stage training. Specifically, an AE network is trained to
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reconstruct input 𝐼 = 𝑓𝑎𝑒 (ℎ𝜃,𝛼 (𝐼; 𝜃)). After the training, 𝑓𝑎𝑒 (𝑋; 𝜃) for the reconstruction is
removed. Then the latent representation extractor 𝑔(𝐼) = ℎ𝜃,𝛼 (𝐼; 𝜃) is designated from its hidden
layer ℎ𝑎𝑒 (𝐼; 𝜃) to extract features from the multi-format 𝐼 for the second-stage classification task.
The approach has found some success in signal processing and classification in the medical
domain [33][34][35]. However, training the AE networks to reduce the reconstruction loss can
be less effective with diverse forms of input (e.g., more loss from larger inputs).
1.4.3 Metric Learning and Triplet Network
In contrast to the first two approaches, the metric learning approach trains the feature
extraction architecture to satisfy a suitability metric (e.g., loss function) such that the extracted
features can ease the subsequent tasks. Triplet network is an example of this approach that trains
for general class-separation within the feature space. The class-separability distance metric was
introduced in [36][37]. The distance function 𝑑(ℎ𝜃,𝛼 (𝐼𝑖 ; 𝜃), ℎ𝜃,𝛼 (𝐼𝑗 ; 𝜃)) is maximized if 𝐼𝑖 and 𝐼𝑗
belong to the different classes and is minimized if 𝐼𝑖 and 𝐼𝑗 belong to the same class. After
training, 𝑔(𝐼) = ℎ𝜃,𝛼 (𝐼; 𝜃) is used for the subsequent tasks. The approach has been applied
generally to image retrieval [38][39] and adapted for medical classification [40].
Triplet network is an architecture under the metric learning approach. Originally, it was
proposed [36] to improve Siamese neural network to learn feature embedding 𝑋 = ℎ𝜃,𝛼 (𝐼) such
that features of the same class are clustered together, and features of different-class are well
separated in 𝑋 space. The network is commonly used to learn features for classification
problems. However, it can be modified for other kinds of predictions as well. After training the
network, the features can be transferred to related predictions.
Training of the network is done using an expanded dataset of triplet samples. Given
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𝐼1 , 𝐼2 … 𝐼𝑛 ∈ 𝐈𝑠 and corresponding class labels 𝑦1 , 𝑦2 , … , 𝑦𝑛 , the Triplet training dataset can be
constructed as the dataset of triplet 𝑇 = (𝐼𝑜 , 𝐼+ , 𝐼− ) where 𝐼0 is a sample from the 𝐈. 𝐼+ and 𝐼− are
same-class and different-class samples respectively correspond to 𝐼𝑜 . The total number of
different triplets for network training is substantially larger than the size original dataset due to
the large number of sample combinations.
The network architecture can be conceptualized as an organization of extractor and
comparator networks [41]. The role of extractor networks is to digest an instance of input data
into a feature vector. Appropriate architecture is applied as the extractor depends on the types of
input. Typically, three identical extractors with the same weight parameters 𝜃 simultaneously
create corresponding feature vectors. Then, the comparator network evaluates similarity
distances between the features and some loss criteria [37]. The loss that has been widely used is
Max-margin loss defined as
𝐿𝑚 = max (0, 𝑑𝑠𝑎𝑚𝑒 − 𝑑𝑑𝑖𝑓𝑓 + 𝑀)

(1.1)

Where 𝐿𝑚 is the max-margin loss value 𝑑𝑠𝑎𝑚𝑒 is the distance between features correspond to 𝐼𝑜
and 𝐼+ , 𝑑𝑑𝑖𝑓𝑓 is distance between features corresponds to 𝐼𝑜 and 𝐼− , and 𝑀 is a margin constant.
Intuitively, reducing 𝐿𝑚 also decrease the difference between same-class feature instances such
that 𝑑𝑠𝑎𝑚𝑒 is decreased while 𝑑𝑑𝑖𝑓𝑓 is increased at least as large as specified margin 𝑀.
Minimized the loss results in feature 𝑋 = ℎ𝜃,𝛼 (𝐼) that has class distribution well separated.
After loss calculation, the comparator backpropagates the error signal to adjust ℎ𝜃,𝛼 (𝐼).
After training, the comparator network is discarded. A single extractor is then designated for the
embedding function ℎ𝜃,𝛼 (𝐼). The architecture is an alternative to the typical neural network model
when the prediction problem doesn’t have to be end-to-end, and the available training dataset is
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small compared to that required of the end-to-end model. The network has been applied to multiple
prediction tasks [10][42][43].
1.5 Other Relevant Learning Algorithms
1.5.1 Nearest Neighbor Estimation
Nearest Neighbor (NN) is a classical approach to estimate the local distribution of the
relevant value 𝑝(𝑉|𝑋), where 𝑉 is either a discrete class label 𝐶 for classification or a continuous
response 𝑅 for regression. Given known features-value pairs {(𝑋1 , 𝑉1 ), (𝑋2 , 𝑉2 ), … } and a query
with unknown value (𝑋𝑞 , 𝑉𝑞 ), 𝑝(𝑉𝑞 |𝑋𝑞 ) can be estimated as
𝑝(𝑉𝑞 = 𝑣|𝑋𝑞 ) = ∑
𝑖∈𝒩𝑞,𝑟𝑞

𝕝(𝑉𝑖 = 𝑣)
|𝒩𝑞,𝑟𝑞 |

.

Once 𝑝(𝑉𝑞 = 𝑣|𝑋𝑞 ) is estimated, 𝑉𝑞 can be decided for a classification task in which 𝑉𝑞 = 𝐶𝑞 and
𝐶𝑞 = argmax 𝑝(𝐶𝑞 = 𝑣|𝑋𝑞 ),
𝑣

or for a regression task in which 𝑉𝑞 = 𝑅𝑞 and
𝑅𝑞 = ∑ 𝑣𝑖 𝑝(𝑉𝑖 |𝑋𝑞 ),
𝑖∈𝒩𝑞,𝑟𝑞

where 𝑟𝑞 and 𝒩𝑞,𝑟 are a radius and a set of sample indices belonging to the neighborhood in the
estimation such that any known sample 𝑋𝑖 located within the distance 𝑟𝑞 away from 𝑋𝑞 is
considered a neighbor of 𝑋𝑞 . 𝑖 belong to the set of indices 𝒩𝑞,𝑟 . 𝑟𝑞 is also a hyperparameter that
defines the neighborhood boundary and indirectly determines the number of neighbors for the
estimation. Notice that 𝑟𝑞 can also be set as 𝑑𝑞,𝑘 or the distance to 𝑘-th nearest neighbor of 𝑋𝑞 .
The estimation under the setting is called k-nearest-neighbor (KNN) estimation. In theory,
increasing value of 𝑘 for 𝑟𝑞 = 𝑑𝑞,𝑘 leads to more confidence in the estimation as the upper-bound
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estimation error decreases according to the law of large number [44]. In practice, however, it also
detrimentally increases the chance of including samples that do not belong to 𝑝(𝑉𝑞 |𝑋𝑞 ). Setting
𝑘 = 1, result in retrieval of 𝑋𝑖 closest to 𝑋𝑞 . Such setting is also call 1-NN or NN retrieval.
Deciding the label for 1-NN can be expressed analytically as
argmax 𝑝(𝑉𝑞 |𝑋𝑞 ) = argmin 𝑑(𝑋𝑞 , 𝑋𝑖 )
𝑉∈(𝑋𝑖 ,𝑉𝑖 )

𝑉

and the value is decided as 𝑉𝑞 ≈ 𝑉𝑖 where 𝑉𝑖 corresponds to the retrieved nearest neighbor 𝑋𝑖 .
Determining the best value of 𝑟𝑞 or 𝑘 remains largely open research. The typical ways involve
cross-validation or separate optimization [45][46][47][48]. The NN is also a suitable
nonparametric tool for non-linear analysis of deep learning features [40][49].
1.5.2 Average Linkage Agglomerative Hierarchical Clustering
Many works proposed to reduce the data or feature size by applying clustering analysis,
such as hierarchical clustering [50][51]. Let a data instance or a feature vector instance be an
assignment of indices into a group set. Each of the clusters has its levels of dissimilarity reflected
by distance measure to all the other clusters. Given 𝑔(𝐼𝑖 ) that represents each cluster, the
distance measure between two clusters is 𝑑(𝑔(𝐼𝑖 ), 𝑔(𝐼𝑗 )). The merging of two clusters is a union
of two smaller sets into a new cluster. Let 𝐂𝑛 and 𝐂′𝑛 denote the newly formed cluster and any
existing cluster that is not part of the newly formed.
The Fundamental of agglomerative or the bottom-up clustering approach is to form the
new grouping by repeated merging process. The process starts by treating all nodes as individual
clusters. In each iteration, the process chooses a cluster pair with the minimum distance to form a
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bigger cluster. Then, new distances to all the other clusters are calculated for the newly formed
cluster as

𝑑(𝐂𝑛 , 𝐂′𝑛 ) =

1
∑
|𝐂𝑛 ||𝐂′𝑛 |

∑ 𝑑(𝑔(𝐼𝑖 ), 𝑔(𝐼𝑗 ))

𝑉𝑖 ∈𝐂𝑛 𝑉𝑗 ∈𝐂′𝑛

Notice that the distance of two clusters is calculated as the average of all pair-wise distances
between two nodes from each group. The average distance for the cluster is referred to as an
average linkage between two clusters. After the calculation, all the linkages are used in further
iterations.
The process continues until all the nodes are merged into one cluster. Each iteration
results in a partitioning that summarizes and reduces the data. Deciding on the appropriate level
of clustering involves heavy considerations on the trade-off between detail resolution of the data
and computational resources.
1.5.3 Survival Analysis
Survival analysis, also known as time-to-event analysis, is a crucial task in medical
prognosis and risk assessment. Fundamentally, the objective is to create a predictive function
mapping from relevant input data to time until event occurrence, or “hitting time.” A wide range
of medical applications is enabled once the hitting times are predicted [52]. Unlike the typical
regression tasks, the model has to account for right-censored outcomes (e.g., unknown time-todeath due to patients dropping out of studies.) The problem has been widely investigated in the
Statistics community [53].
Let {(𝐼1 , 𝛿1 , 𝑡1 ), (𝐼2 , 𝛿2 , 𝑡2 ), … , (𝐼𝑁 , 𝛿𝑁 , 𝑡𝑁 )} be the dataset for survival analysis where 𝐼𝑖 is
input data for case 𝑖, 𝑡𝑖 is the latest elapsed time recorded for the case, and 𝑁 is the total number
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of data cases. 𝛿𝑖 indicates whether the outcome event of case 𝑖 is observed where 𝛿𝑖 = 0 means
that the case outcome is censored after 𝑡𝑖 , and 𝛿𝑖 = 1 means that the event takes place at time 𝑡𝑖 .
The general goal is to model survival function 𝑆(𝑡) = 𝑃(𝑇 ≥ 𝑡) where 𝑆(𝑡) value is the
probability of hitting time happening after time 𝑡. The model can be parameterized such that
adjusting parameters gives flexibility in learning to predict new cases.
Recent approaches utilize deep learning architectures for the prediction (“deep survival”).
The introduction of deep survival networks not only opens opportunities for developing nonlinear prediction models but also allows prediction using other data forms instead of handcrafted
features, such as medical 3D-MRI scans, and sequence data for survival tasks [54][55][56].
Without the tedious work of defining relevant features, recent emphases of many works have
shifted toward identifying relevant data and developments of suitable deep survival network
architectures.
1.5.3.1 Cox Proportional Hazard Regression.
One of the earliest methods for the parametric approach is Cox proportional hazard
regression. Cox proportional hazard (CPH) model define 𝑆(𝑡) as
𝑆(𝑡) = exp (− 𝐻0 (𝑡)exp (𝑋 ∙ 𝛽))

(1.2),

where 𝑋 is a vector of input covariates or features extracted from 𝐼, and 𝛽 is the vector of CPH
regression parameters. ℎ0 (𝑡) and 𝐻0 (𝑡) are baseline hazard function and cumulative baseline
hazard function. ℎ0 (𝑡) is often constructed using the Breslow estimator [57]. The cumulative
hazard function is defined as
𝑡

𝐻0 (𝑡) = ∫ ℎ0 (𝑢)𝑑𝑢
0
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(1.3)

Along with 𝑆(𝑡), the method also defines hazard function ℎ(𝑡, 𝑋) as
ℎ(𝑡, 𝑋) = ℎ0 (𝑡) exp(𝑋 ∙ 𝛽)

(1.4)

Notice that taking a ratio between ℎ(𝑡, 𝑋1 ) and ℎ(𝑡, 𝑋2 ) cancels out ℎ0 (𝑡), resulting in
𝑒𝑥𝑝((𝑋𝑖 − 𝑋𝑗 ) ∙ 𝛽). This built-in model property without ℎ0 (𝑡) is referred to as the proportional
hazard assumption.
Without hitting time censoring, 𝛽 can be obtained with a least-squares approach explored
in [58] by rearranging the target variable as a linear function with an 𝑋 ∙ 𝛽 term. With the
censoring, however, the regression exploits the proportional hazard assumption and be solved by
minimizing the negative log-partial-likelihood (NLPL) loss objective formed by all comparable
pairs of 𝑋𝑖 and 𝑋𝑗 . The NLPL loss is defined as
𝑁

ℒ𝑁𝐿𝑃𝐿 (𝛽) = − ∑ 𝛿𝑖 {𝑋𝑖 ⋅ 𝛽 − log ( ∑ 𝑒𝑥𝑝(𝑋𝑗 ⋅ 𝛽))}
𝑖=1

(1.5)

𝑗∈ℛ𝑖

, where ℛ𝑗 = {∀𝑖, 𝑡𝑖 > 𝑡𝑗 } is a set of data case indices that are still at risk at time 𝑡𝑗 . Even though
the loss itself is convex, it has no lower bound and causes ‖𝛽‖ to be unnecessarily large or difficult
to obtain after optimization runs, especially when the amount of data is less than that of
parameters. Therefore, the training often reduces the loss with norm-based regularizations, such as
Ridge, Lasso, or their variations and combinations [59], to avoid the degenerate solution and to
select suitable features for improving performance.
Regardless of regularization methods, 𝛽̂ is a 𝛽 estimate obtain from minimizing the loss.
The loss prefers that the score term 𝑋𝑖 ⋅ 𝛽̂ should be higher than 𝑋𝑗 ⋅ 𝛽̂ corresponding to an event
at the time later than 𝑡𝑖 . Minimizing the loss is the attempt to make all pairwise comparisons of
𝑋 ∙ 𝛽̂ as concordant with the risk ordering as possible. Specifically, the goal is to make 𝑋𝑖 ∙ 𝛽̂ >
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𝑋𝑗 ∙ 𝛽̂ if 𝑡𝑖 < 𝑡𝑗 when case 𝑗 is not censored. 𝑋 ∙ 𝛽̂ is often referred to as hazard score or risk
value and used instead of ℎ(𝑡, 𝑋) for performance evaluation. One performance measure of
survival regression is the concordance index [60] or C-Index. For CPH, the measure can be
calculated using 𝑋 ∙ 𝛽̂ as
1.5.3.2 Deepsurv Network.
Deepsurv network uses a similar formulation for 𝑆(𝑡) as the CPH model. However, the
approach replaces 𝑋 ∙ 𝛽 with the output from the deep neural network. Specifically, the Deepsurv
define the hazard score or risk score value as 𝑔(𝐼|𝜃, 𝛽𝑛𝑒𝑡 ) = 𝑓(𝐼|𝜃) ∙ 𝛽𝑛𝑒𝑡 or 𝑋𝑛𝑒𝑡 ∙ 𝛽𝑛𝑒𝑡 and the
loss in Equation (1.5) become
𝑁

ℒ𝑁𝐿𝑃𝐿 (𝜃, 𝛽𝑛𝑒𝑡 ) = − ∑ 𝛿𝑖 {𝑔(𝐼𝑖 |𝜃, 𝛽𝑛𝑒𝑡 ) − log (∑ 𝑒𝑥𝑝 (𝑔(𝐼𝑗 |𝜃, 𝛽𝑛𝑒𝑡 )))}
𝑖=1

𝑗∈𝑅𝑖

𝑁

= − ∑ 𝛿𝑖 {𝑓(𝐼𝑖 |𝜃) ∙ 𝛽𝑛𝑒𝑡 − log (∑ 𝑒𝑥𝑝(𝑓(𝐼𝑗 |𝜃) ∙ 𝛽𝑛𝑒𝑡 ))}
𝑖=1

(1.6)

𝑗∈𝑅𝑖

where 𝜃 is a parameter set for Deepsurv network until the penultimate layer 𝑓(𝐼|𝜃), and 𝛽𝑛𝑒𝑡 is
the last layer’s parameter of the network. Notice that the output 𝑓(𝐼|𝜃) is a feature vector from
the network. Its linear combination with 𝛽𝑛𝑒𝑡 is the risk score 𝑔(𝐼|𝜃, 𝛽𝑛𝑒𝑡 ). From the perspective
of deep representation learning, the network simultaneously digests a new set of covariates
𝑋𝑛𝑒𝑡 = 𝑓(𝐼|𝜃) and regression parameters 𝛽𝑛𝑒𝑡 as they are tuned in an end-to-end manner with a
gradient-based backpropagation. Adjusting 𝑓(𝐼|𝜃) as opposed to a manually defined 𝑋 gives
flexibility in lowering NLPL.
Despite the network being relatively dated since its first conception compared to other
deep learning alternatives, the major advantage of the approach is its ability to cope with wide
ranges of outcome value without increasing network parameters while allowing flexibility of
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adjusting the neural network architectures with modern mechanisms (e.g., batch-normalization)
to improve prediction performance [61]. Moreover, network variations can be created by
changing to accommodate other forms of input data, such as a convolutional neural network for
images input [56], and a recurrent neural network [55] or similar mechanism for time-dependent
data [62]. With the benefits, Deepsurv remains widely employed recently to make survival
predictions under small-sample medical and health-related contexts [63][64][65][66].
1.5.3.3 Other Survival Regression Approaches.
There are also many other approaches to the problem. Survival Support Vector Machine
(SVM) [67] are formulated from linear-based regressors, which allow applications of classical
regularization and analysis, such as L-1 and L-2 norm, into the learning. Survival Tree [68] and
Survival Forest [69] are early attempts to utilize non-linear regressors for the survival task.
A prominent trend in developing deep survival approaches is discretizing possible survival
outcomes for classification architecture in modeling hitting time distribution. The strategy trains
deep networks to classify or maximize likelihoods corresponding to pre-defined intervals of
discretized hitting time. Variations of the networks are differently characterized based on
assumptions and outcomes about censored data. For example, partial-logistic regression [70] and
NNet-survival [71] are feed-forward classification networks trained by increasing likelihood over
output nodes corresponding to the period after censoring with the assumption that the unobserved
event is likely to occur after the censored time point. The survival probability mass function (PMF)
network [72] is trained to output a discretized cumulative density function of survival time instead
of the likelihood of occurrence. DeepHit [73] is the state-of-the-art method that combines the
discretized density training similar to that of the PMF with a multi-task network for the prediction.
Notice that these discrete-time network can adapt to new input forms by simply changing the input
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layer architecture (e.g., Convolutional Neural Network [54][74].) The drawback of this approach is
the requirement of hitting time discretization, which inconveniently introduces a trade-off between
the number of parameters and the granularity of output time. Specifically, fine-grain discretization
helps the network distinguish cases with slight differences in hitting time at the price of more
network parameters. Optimally discretizing the data for the deep-learning approach is non-trivial
and requires consensus between engineers and medical experts. On the broader picture, the medical
context often involves the lack of gold-standard outcomes and several difficulties in data
acquisition, including privacy laws, lack of patient enrollment on research studies, and low
frequency of events. Training a large-scale neural network under these data circumstances often
causes overfitting and poor prediction performance. Unlike some other domains, solving the
insufficient data using data augmentation is also limited as the learning from invalid data
introduces risk in subsequent medical practice. The discretization leads to more difficulties in
network design and training.
In Contrast to the discretization strategy, regression-based networks avoid unnecessary
difficulties by modeling the hitting time density with continuous hazard output. By mapping the
input to a single-dimension hazard value instead of a discrete outcome, the architecture
development allows more flexible control over the number of parameters regardless of the
survival outcome range, which is favorable in the small-data medical context. Variations of the
regression networks are defined on how the output values relate to survival likelihood. The Coxtime network [75] improves the deepsurv by dropping the CPH’s proportionality assumption.
Many survival prediction works adapted the regression approach for various health-related data
[55][56]. There are also hybrid regression approaches, such as Survival-net [54], that train the
network to classify censored and uncensored data before using the features from penultimate
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layers for survival regressions. However, the regression-based and the hybrid networks have
inferior performance to many discretized networks, as reported in [71][72][73].
1.6 Predictions Tasks in Medical Domains
This section gives introduction to the problem domains that this dissertation explores.
General descriptions are provided along with brief collection of previous solutions. Most of the
problem has common problems of insufficient domain knowledge and lack of large-scale
training data sources preventing successful prediction. Solutions using representation learning
approach will be discussed in next chapters.
1.6.1 Cortical Surface Mapping Using FMRI Connectivity Matrix
Parcellating the brain surface into biologically and functionally meaningful, contiguous
cortical areas is a widely studied and very important topic in neuroscience [76][77]. Several
parcellation schemes and segmentation methods have been proposed [78][79]. These studies
conceptualize the brain as being comprised of large-scale networks of localized cortical
components signaling to each other as they function. From this perspective, two distinct research
frameworks that utilize machine learning algorithms emerge in the literature. The first framework
focuses on connectivity-based parcellation, which seeks to compartmentalize networks based on
the signal strength in order to discover the inherent structure of the brain. The grouping is often
done such that segments of the same parcel have coherent connections among each other, which
can be viewed as an unsupervised approach [80][81]. The second framework employs supervised
approaches that map existing cortical atlases to cortical segmentations of new subjects. The
objective is to map the fine-grain segments to a set of already-known regions defined in a cortical
atlas [82][83].
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Enabled by recent advances in high-performance computing, modern approaches
increasingly incorporate machine learning models to identify and classify cortical areas. Yet,
mapping a new brain surface data to an existing label set [84] remains an unsolved challenge.
The computing technology requires supervised learning approaches to adapt to the increasingly
large and granular input [85][86].
1.6.2 Error Detection in Radiotherapy Delivery Using Gamma Images
Radiation therapy is a process of beaming radiation to specific human body parts
containing malignant cells. The process requires high precision in planning and performance of
the delivery. Thus, the operations are tightly coupled with a quality assurance policy involving
inspection and maintenance. Patient-specific quality assurance (QA) for intensity-modulated
radiation therapy (IMRT) is a ubiquitous procedure in which a radiotherapy treatment plan is
verified to be clinically acceptable before patient treatment. Most commonly, the treatment plan
is delivered to a measurement device (such as a diode or ion chamber array, electronic portal
imaging device (EPID), or film) and compared to the expected dose from the treatment planning
system. The quantitative comparison of delivered vs expected dose is usually done with gamma
analysis, which compares quantitative agreement and distance-to-agreement between planned
and delivered doses [87]. Clinical verification of radiotherapy plans is important. However,
despite its near universal prevalence in the clinical environment, IMRT QA is often criticized as
being insensitive to errors or less effective than other common physics checks.
There has been considerable interest in the application of radiomics, the quantitative data
mining of characteristics such as intensity, frequency, shape, and texture from medical images
[88]. While most of the work in radiomics has been in the field of radiology, radiation oncology
is rich in quantitative spatial information, including initial diagnostic imaging and patient
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simulation, treatment planning systems with detailed image annotation and volumetric dose
maps, and sophisticated onboard systems capable of verification imaging in a variety of ways.
Most reports to date have used image features such as the so called texture features, which
consist of features derived from intensity histograms, co-occurrence matrices, neighborhood
differences matrices, zone size matrices, and other prior applications in the literature
[89][90][91]. The first reports of applying radiomics to radiotherapy QA have begun to appear,
including analysis of cone-beam CT images to detect image quality changes and analysis of
patient-specific QA images to predict simulated radiotherapy errors and correlate to gamma pass
rates.
At the same time, the groundbreaking performance of convolutional neural networks in
computer vision such as ImageNet [92] has led to a rapid ascent of interest in the application of
deep learning to medical imaging [93][94]. In cases where the sample size is small, deep learning
can be used for representation learning. The key idea is to use the CNN to infer suitable feature
representation for an objective task (e.g., classification) rather than to perform an end-to-end
classification. While the general architecture of the network is usually designed in advance (or
borrowed from another application in the case of transfer learning), the specific image
characteristics learned by the network are done without human intervention. This is in contrast to
most radiomic studies to date, which have used handcrafted approaches which select a group of
image features a priori that are believed to extract meaningful information, such as the
previously described texture features.
1.6.3 Survival Prediction of Cancer Patients
Cancer constitutes malignant diseases which often exhibited as tumor is human organs.
Cancer patients often has high mortality rate despite recent advances in treatment strategies,
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including combinations of surgeries and therapies. This highlights the importance of predict
outcomes following combination cancer therapies [95], enabling patient risk stratification for
individualized treatment techniques. The clinical question of this problem is to estimate the
length of time patients diagnosed with cancer would survive. Risk stratification studies include
early detection and nodules classification [96][97][98], histologic subtype classification [99],
post-treatment prognosis [100][101][102], and prediction of response, utilizing a variety of
survival prediction modeling [103][104][105]. According to our workflow, the diverse
approaches mostly formulated either as classification or regression problems using survival
analysis approach.
The risk stratification as well as inspection and diagnosis of the decease use data ranged
from various medical imaging scans, such as Positron Emission Tomography/Computed
tomography (PET/CT) and Magnetic Resonance Imaging (MRI), to Clinical and pathologic
factors, such as tumor size, grade, and structure (eg, tumor boundary heterogeneity) [106][107].
Expert-defined procedure are also used to extract features for the prediction task.
Radiomics refers to the process of extracting multiple quantitative imaging biomarkers (features)
for outcome modeling and clinical decision support [88]. Radiomics models have primarily
utilized CT images, ranging from extracted features with conventional Cox proportional-hazard
modeling of disease-free survival [108] and logistic regression modeling of chemotherapy
response [103], to transfer learning of convolutional neural networks (CNN) to predict overall
survival [105].
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2. Applying Representation Learning Medical Predictions
This dissertation investigates prediction problems where expert knowledge or typical is
generally insufficient to define practical features. This chapter explores two problems, namely
cortical regions mapping and identifying errors in radiation treatment delivery. The prediction
typical workflow encounter difficulties due to either computational issue or lack of training data.
In each problem, brief summary of the workflow components is provided followed by problem
overview of the typical workflow shortcoming based on expert-define feature. The proposed
solutions based on supervised representation learning method is provided along with comparison
in experiments results.
2.1

Cortical Regions Mapping

Problem statement: classify row entries from brain connectivity matrix to known region in a
brain atlas for each newly brain subject. Each row corresponds to a regions of brain capture from
resting-state fMRI image;
𝐼 data: resting-state fMRI images of brain subject captured over a period of time.
𝑔(𝐼) preprocessing: Calculation of Pearson correlation of sample signals correlation between
each voxel regions.
𝑋 features: connectivity matrix whose entries is the calculated correlation value. Each row and
column represent the regions segment from fMRI signal.
𝑌 target variables: class labels representing known regions in another brain atlas.
𝑓(𝑋) prediction algorithm: typically use random forest classifier or other multi-class classifiers.
𝑒(𝑌, 𝑌̂) error function: Accuracy measure
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Major difficulty: 𝑓(𝑋) must handle large dimensions of 𝑋 and become computationally
prohibitive as finer resolution of fMRI scans increase.
2.1.1 Problem Overview
The cortical mapping task is a classification task to assign labels surface regions in a
brain subject input. Brain surfaces are represented by a row entry in a connectivity matrix created
from brain signal capture by Functional magnetic resonance imaging (fMRI) scans of a brain
subject. Functional magnetic resonance imaging (fMRI) characterizes brain activity through the
coupling of neuronal metabolism and blood flow oxygenation changes in the brain. Resting-state
fMRI yields measures of functional connectivity, i.e. functional relationships inferred from
synchronization of the fMRI signal across brain regions. In this paradigm, signal is collected
when the human participant is at rest, as opposed to performance of an experimental task.
Functional connectivity analyses can be utilized to characterize the relationships between signals
of brain regions [109].
The cortical surface can be segmented based on various signals, including cortical folding
patterns [110][111], histological and morphological properties [112], and brain connectivity
features computed using functional and diffusion MRI [113]. In our study, we utilize functional
connectivity to learn parcellated cortical maps [111]. We treat the cortex as a graph network 𝐆 =
(𝐕, 𝐄). Semantically, vertices 𝐕 = {𝑉1 , 𝑉2 , … , 𝑉𝑛 } represent individual cortical regions, and edges
𝐄 = {𝐸11 , 𝐸12 , … , 𝐸𝑛1 , 𝐸𝑛2 , … , 𝐸𝑛𝑛 } represent the functional connectivity strength between pairs of
cortical regions. 𝑛 = |𝐕| is the total number of vertices. The signal strength entry of each pair in
our work 𝐸𝑖𝑗 = 𝜌𝑖𝑗 is computed using the Pearson correlation between their respective signals,
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although our method is also applicable to |𝜌𝑖𝑗 | in place of 𝜌𝑖𝑗 . In our analysis, we utilize data
collected by the Human Connectome Project [114][115].
Let 𝐓 = {𝑡1 , 𝑡2 , … , 𝑡𝑚 } be the set of target labels corresponding to unique and discrete
cortical regions to which the vertices are mapped to, where 𝑚 = |𝐓| is the total number of
cortical regions in a cortical atlas. 𝐓 is also the set of possible 𝑌 value in our framework. The
goal of cortical mapping is to derive an assignment function 𝑔: 𝐕 → 𝐓. It is noteworthy that |𝐓|
is much smaller than |𝐕|, typically by two orders of magnitude, as cortical vertices are more finegrained than regions from a known atlas. The mapping varies across subjects, such that there a
vertex 𝑉𝑖 may be assigned to 𝑡1 in one subject and to 𝑡2 in another subject. For such subjectspecific assignments, a machine learning (ML) algorithm often represents 𝑉𝑖 with a feature
vector 𝑋𝑖 derived from subject data (e.g. 𝑋𝑖 = [𝜌𝑖1 , 𝜌𝑖2 , … , 𝜌𝑖𝑛 ]). The ML approach then learns
𝑓: 𝑋 → 𝐓 that flexibly adapts its decision based on the extracted feature to minimize the error
rates across subjects.
The data of each patients is a very large matrix growing in an magnitude of 𝑂(𝑛2 ) manner where

𝑛 = |𝐕|. The details in the next section give an example that 𝑛 can reach scale of ten thousands
of vertices. Moreover, many of typical representation learning approaches, such as PCA, operate
in time-complexity of 𝑂(𝑛3 ) making processing the data become computationally prohibitive.
Research in [33] eases the process by training multiple classification models for subsets of data
labels. The classification results are aggregated to decide the output label. Nevertheless, this
“divide-and-conquer” ensemble approach has several drawbacks, and requires fine-tuning of
multiple classifiers. This makes an ensemble approach less efficient as the variation in data
increases. Alternatively, information from clustering approaches may be applied to reduce the
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computational workload. Connection-based clusters can be used as a template to summarize the
input segmentation data.
We herein propose a new technique that integrates representation learning to predict the
cortical parcellation of new unmapped data. The new technique employs hierarchical clustering
to reduce the dimensionality of brain connectivity data and subsequently applies a nonparametric nearest-neighbor method on the transformed label templates. The proposed technique
is tested on 40 subjects in the Human Connectome Project (HCP), and its performance is
compared with an ensemble baseline method in terms of computational time and prediction
accuracy.
2.1.2 Dataset
We utilize 40 subjects from the Human Connectome Project (HCP) [114]. Each subject
data was separated into left-brain and right-brain hemispheres. In this study, we treated the
different brain hemispheres as two independent cases. Thus, the total number of subjects is 80
cases.
The HCP collected resting-state fMRI data for each subject during four independent
scanning sessions with the following parameters: TR=0.720s, TE=33ms, MB-factor=8, FA=52,
FOV=208mmx180mm, matrix=104x90x72, and voxel size=2x2x2mm. Each session is
composed of 1200 time samples (roughly 15 minutes in length). We utilize the first scanning
session, REST1_LR. For each subject, the HCP also collected and preprocessed a structural
MPRAGE image using FreeSurfer to generate cortical surface meshes with two vertex
resolutions: 32492 (32k) and 163842 (164k) vertices [111]. In this analysis, we utilize the 32k
mesh. The volumetric rfMRI signal was interpolated onto the surface mesh using a barycentric
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averaging approach, such that each surface mesh vertex is characterized by a time-series signal
of length 1200. FreeSurfer also generates two cortical parcellations distributed over the 32k
surface based on the Desikan-Killiany [116] and Destrieux [110] atlases. In this analysis, we
utilize the Desikan-Killiany atlas with 35 discrete cortical areas. This parcellation assigns each
cortical vertex to a unique region in the Desikan-Killiany atlas. The mapping between an input
Pearson correlation matrix and the Desikan Killany atlas, such that, for each vertex, we predict a
label value in {1..35}.
2.1.3

Proposed Solutions
We use the concepts of hierarchical clustering and nearest neighbor retrieval in our

framework for cortical mapping using the resting-state structural connectome data. The overall
steps are summarized in Figure 2.1. First, the training connectome networks undergo data
reduction through hierarchical clustering to reduce dimension and decide the level of abstraction
of the model. While there are many representations of the connectome network, we focus on the
Pearson correlation matrix as the primary data. After the reduction, the nearest-neighbor labeling
model is created based on the reduced data and our novel label transformation scheme. The
unknown query data undergoes a similar process and uses the created model for segment-level
label prediction.
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Figure 2.1 Overview of the Proposed Cortical Mapping. The upper and lower parts are the
training and the testing operations respectively. Major operations are organized in 2 phases,
namely data reduction and parcel labeling parts. The framework takes functional connectome
networks and ground truth labels as training inputs. This figure is part of our work currently
submitted in IEEE Access journal.
The first step for the prediction process is to create a hierarchical structure for data
reduction in both training and testing data through the hierarchical clustering process. We consider
the entry 𝐸𝑖𝑗 = 𝜌𝑖𝑗 as a populational measure for the correlational strength of a node pair (𝑉𝑖 , 𝑉𝑗 ),
and consider the correlational strength calculated from an individual brain subject as 𝑟𝑖𝑗 , a sample
of 𝜌𝑖𝑗 . To get 𝜌𝑖𝑗 , we apply Fisher z- transform [117] as preprocessing for all the correlational
entries in the training set. The transformation has been widely applied on cortical signal analysis
[118][119] as a variance-stabilizing method that transforms the distribution of Pearson correlation
measure to standard normal distribution. We then average the transformed 𝑟𝑖𝑗 across training brain
subjects and perform the inverse transformation. The result is a single connectome matrix whose
entries are 𝜌𝑖𝑗 . Our framework employs Fisher averaging - the sequence of z-transforming,
averaging, and inverse z-transforming whenever there is the need to calculate average Pearson
correlation values.
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We apply the balanced agglomerative hierarchical cluster in a similar way to [120] on the
𝜌𝑖𝑗 connectivity matrix. Specifically, we employ the following criteria to ensure the balanced result
hierarchy.
• Each merging is done with similar-size clusters pair first.
•

Merging pairs are decided in an order from highest to lowest inter-cluster correlation values.

We refer to these criteria as the greedy balance rules. See Algorithm 1 in Appendix A for more
details.

We utilize the balanced hierarchy output as a template for cortical regions abstraction. In
𝑘 𝑘
𝑘
our framework, we define the representation 𝑋𝑖𝑘 = [𝑟𝑖1
, 𝑟𝑖2 , … , 𝑟𝑖𝑛
] as 𝑋𝑖𝑘 = 𝑓(𝑉𝑖𝑘 ) the feature of

node 𝑉𝑖 from subject 𝑘. The features describe correlation to the other nodes. Once an appropriate
𝑘
𝑘
𝑘
level for the abstraction has been decided, the features are reduced into 𝑋𝑖𝑘 = [𝜌𝑖𝑐1
, 𝜌𝑖𝑐2
, … , 𝜌𝑖|𝐜|
]

where each entry is the mean correlation 𝑟𝑖𝑗𝑘 across 𝑗 ∈ 𝐶𝑗 and 𝐶𝑗 is a specific cluster at the
designated level in the hierarchy. The reductions are applied to all node entries in both training and
testing datasets.
After the dimensional reduction process with the clustering hierarchy, each vertex (training
or testing) is represented by a reduced-dimension feature vectors 𝑋𝑖𝑝 . The labeling problem now
consists of deciding the best label for a query vertex q with feature vector 𝑋𝑖𝑞 . Our approach
alternatively transforms the label into a feature domain then performs nearest neighbor retrieval to
cope with the challenge. Specifically, we represent each label t f as the following feature vector
𝑍𝑓 = ℎ𝑓 (𝐕) =

1
[𝑓𝑟𝑒𝑞(𝑉𝑖 → 𝑡𝑓 ) ∀𝑉𝑖 ϵ𝐕]
S
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where 𝑓 is an index of possible label value, ℎ𝑓 is a function that constructs the feature vector from
input nodes to represent 𝑡𝑓 , S is the number of subjects in the training set. Each element of the 𝑍𝑓
vector is a normalized frequency or empirical probability of 𝑉𝑖 mapped to 𝑡𝑓 across training
subjects such that 𝐿𝑝𝑖 = 𝑡𝑓 .
𝑍𝑓 is applicable to the same reduction as 𝑋𝑖𝑘 . In our framework, the frequencies are
simply summarized by summation of the values which belong to the same cluster. Specifically,
the reduced feature 𝑍𝑓 is

𝑍𝑓 =

1
[∑ 𝑓𝑟𝑒𝑞(𝑉𝑖 → 𝑡𝑓 ) ∀𝐶𝑗 ϵ𝐂]
S
𝑖∈𝑐𝑗

Where 𝐂 is the set of clusters from the decided hierarchical level used in the reduction of 𝑋𝑖𝑘 .
Once 𝑍𝑓 is obtained for all 𝑡𝑓 , NN labeling is done by using all 𝑍𝑓 instead of 𝑋𝑖𝑝 . The
nearest neighbor is decided using cosine distance defined as
𝑑(𝑋𝑖𝑞 , 𝑍𝑓 ) = 1 − cos_sim(𝑋𝑖𝑞 , 𝑍𝑓 )
𝑞

𝑋 ∙𝑍𝑓
‖𝑍𝑓 ‖
𝑖

𝑑(𝑋𝑖𝑞 , 𝑍𝑓 ) = 1 − ‖𝑋 𝑞‖𝑖

2

.

2

Once the nearest neighbor is retrieved the label is decided by setting 𝐿𝑞𝑖 = 𝑡𝑓 corresponding to
the nearest 𝑍𝑓 .
To further increase the labeling performance, we impose an additional rule to eliminate
unlikely samples. For example, an input surface region in the frontal lobe area should not have to
be considered for mapping to the Cerebellum region at the back of the cortex. At the creation of 𝑍𝑓 ,
the empirical probability of mapping 𝑉𝑖 → 𝑡𝑓 is calculated. We use the probability as prior
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knowledge to eliminate unlikely labels from the retrieval such that 𝑍𝑓 corresponding to the label
with a probability below a certain threshold (e.g., 𝑝𝑟𝑜𝑏 ≤ 0.1) will not be included in the nearest
neighbor search.
Therefore, the significant advantage of the proposed transformation and labeling is the
reduction in both numbers of data and label for the nearest neighbor search. The label
transformation also further helps reduce the memory requirement of the NN label retrieval. The
space complexity of our NN retrieval is 𝑂(𝑚), where 𝑚 is the number of target labels. On the
other hand, 𝑂(𝑆. 𝑛) is the complexity of the typical nearest neighbor method as each node in the
connectome corresponds to one feature vector, and the feature has to be acquired from 𝑆 number
of subjects.
2.1.4 Experiment
2.1.4.1

Setup

We set up two experiments to evaluate our proposed method. The first experiment aims
to determine the effect of the proposed dimensional reduction. We performed a 60%-20%-20%
random split on the 80 data cases such that there are 48 training subjects, 16 validation subjects,
and 16 testing subjects at each experiment run. We ran our mapping framework with increasing
levels of reduction through the proposed hierarchical clustering. The clustering was performed
on all the training subjects. After the clustering, the reduction and label mapping was applied for
the reduced features. At each level, we recorded the running time of the retrieval and testing
accuracy rate defined as a fraction of correctly mapped region out of all the regions in one
subject. At each hierarchical level, we collected the accuracy performance both with and without
the elimination. For the label elimination mode, a label with zero empirical 𝑓𝑟𝑒𝑞(𝑉𝑖 → 𝑡𝑓 ) was
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eliminated from the retrieval of 𝑉𝑖 . We recorded the running time and accuracies in each setting
to observe the effect of the hierarchical reduction and the label elimination. In addition to each
setting, we attempted to compare the accuracy and the running time performance with the typical
1-Nearest Neighbor (1-NN) classification with Euclidian distance, which retrieves an instance of
the feature 𝑋 instead of the surrogate label 𝑍 for the classification. However, we encountered an
insufficient memory issue in our implementation in the first five settings (no reduction +
reduction level 1-4.) We discuss the problem and performance of the typical nearest neighbor
approach in the Results section.
The second experiment compares the proposed framework with typical k-NearestNeighbor (k-NN) classification and existing baselines. Notice that the typical nearest neighbor
baseline retrieves feature samples with known ground truth then decides the label based on the
majority vote without our proposed label scheme. We tried out many values of 𝑘 and decided to
set 𝑘 = 5 using Euclidean distance. Another baseline was the ensemble aggregation proposed in
[121]. We followed the processing pipeline and trained multiple classifiers for label subsets with
the probability weights applied to the candidate labels as proposed. Instead of the expert-defined
feature, we used our reduced feature to strive for a fair comparison. The work proposed in [121]
experimented with 3 classifiers for the labeling. We tried all the classifiers and selected random
forests for its best performance among the choices. We used the same setting as originally
described in this experiment. The same data splitting from experiment 1 was applied. We also
encountered difficulty in training the aggregated models with large numbers of feature
dimensions. All region mapping baselines were trained and tested using our reduced feature at
hierarchy level 5, which reduced the feature down to 1016 dimensions. Given our computational
resources, we decided to use the level as it led to the best performance in most of the baselines
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without the insufficient memory issue. We implemented all baseline using python and the Scikitlearn package. All experiments were run using 24 core Intel(R) Xeon(R) Silver 4116 CPU
2.10GHz processor with 100 GB of RAM.
2.1.4.2

Results

Figure 2.2 summarized the results of the first experiment on average mapping accuracies
and running times. Overall, the label elimination was a major part that drove performance as it
improved both accuracies and running time in most of the settings. As the hierarchical level
increased, the accuracies dropped. Nevertheless, the dimensional reduction improved the running
performance of the mapping. Thus, the label elimination with the empirical probability increases
overall performance while the dimensional reduction presents a trade-off between the accuracy
and running time.

Figure 2.2. Performance of the Proposed Framework with different configurations on the
level of reduction at the data reduction phase and the label elimination at the parcel labeling
phase. Hierarchy level 0 refers to settings in which no reduction is applied. Left: testing accuracy
performance. Right: run-time performance in minutes. This figure is part of our work currently
submitted in IEEE Access journal.
The best accuracy was 79.73% achieved by the setting with no dimensional reduction with
label elimination. The operation took about 93.81 seconds (~1.5 mins) per case on average for the
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mapping. Compared to a similar setting with no label elimination, the no-elimination accuracy rate
was only 51.39% at 260.40 seconds (~4.5 mins), which is also the worst running time complexity.
It is noteworthy that the proposed label retrieval method is a lot faster and more accurate than the
typical 1-NN classification. Even though we could not measure NN performances at the same
setting due to the limited computational resources, the achievable performance for 1-NN at
reduction level 5 is only 8.82% and decrease as label reduction decrease. It also takes a few hours
on average to finish classifying for a single case. Due to the long running time and low accuracy,
we disregard performances of 1-NN on Figure. 2.2 for ease of visualization.
Table 2.1 compare the testing performance of our proposed framework with other
baselines. The proposed framework had superior performance compared to the other baselines.
The best accuracy of 64.05% was from the proposed approach using the level-5 feature. Notice
that better accuracy rate can be obtained using no feature reduction which is also shown in table
2.1. Nevertheless, the outperformance at the current feature reduction shows the utility of our
label transformation. It allowed effective mapping with the nearest-neighbor retrieval procedure.
Table 2.1 Comparison of Mapping Performance proposed method with typical k-nearestneighbor classification and aggregated model.
Method

Accuracy
(%)

Proposed – label elim lv0

79.73

Proposed – label elim lv5

64.05

KNN – feature lv5

10.17

Aggregated model (random forest) [121]
– feature lv5

53.42
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The underperformance of the typical k-nearest neighbor approach and the aggregate model
shows the difficulty of the mapping task under the current feature data. Without label
transformation for the retrieval, the typical NN approach performed worse than the proposed
method and became unsuitable for large-scale brain mapping.
Interestingly, the poor performance of the aggregated random forests implies two
disadvantages of the aggregation approach. First, it shows that dedicating multiple models for
subsets of inputs is not necessarily an effective strategy for the mapping. Our simpler lightweight
models based on the unsupervised clustering information outperformed the approach. Arguably,
the representation used in these experiments is not the same as the experts feature proposed in
[121]. Nevertheless, results on the current setting showed that our method has less reliance on extra
knowledge and feature engineering. Second, it shows that the aggregation approach is not scalable
with the current computational resource. It should be emphasized that the reduction level is chosen
because the current memory is insufficient for training the random forest at larger feature
dimensions. The ability to run at the maximum size of the network data without reduction
highlights better scalability of our approach, which also outperformed the aggregated random
forest and the other baseline by large margins.
2.1.5

Conclusion
Computational complexity is the major issue that prevent successful prediction for

cortical mapping. To overcome the problem, we successfully propose a simple framework for
supervised cortical mapping that combines both advantages of representation clustering with
supervised label mapping. This framework incorporates dimensionality reduction based on
balanced hierarchical clustering and modifications to the nearest neighbor method that simplified
the label search by mapping target labels to the feature space. In the broader scope, the reduction
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the computational complexity nearest-neighbor classification from 𝑂(𝑆. 𝑛) to 𝑂(𝑚) is a
considerable advantage for the continuation of the mapping studies. Specifically, there is no limit
to the increase of 𝑆 as more subjects can join the study, whereas the number of 𝑚 is restricted to
the established cortical atlas. Outperformance over the typical nearest neighbor and ensemble
training with label subsets demonstrate the better utility of our proposed method for cortical
mapping in massive connectomes data.
2.2 Identifying Errors in Radiation Treatment Delivery
Problem statement: classify gamma image entries to known class of error occurred after radiation
dose delivery
𝐼 data: 2-d gamma images calculated from comparison with intended radiation delivery plan.
𝑔(𝐼) preprocessing: radiomics feature extraction from gamma images.
𝑋 features: vectors of radiomics feature describing textural appearance of gamma images
𝑌 target variables: class labels representing known no-error, random mis-positioning error, and
systematic mis-positioning error.
𝑓(𝑋) prediction algorithm: typically use SVM, KNN, Decision tree, multi-layer perceptron
𝑒(𝑌, 𝑌̂) error function: Accuracy measure
Major difficulty: insufficient predictive power of radiomics features, 𝑓(𝑋) must be trained with
small number of data samples.
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2.2.1 Problem Overview
Identifying the treatment errors is a classification task to assign labels of radiation
residual images after gamma transformation with the intended radiation delivery plan. The task is
part of quality assurance for radiation oncology, such that maintenance should be performed if a
significant portion of residual images indicate errors. The intent is to detect the presence or
absence of simulated errors in QA measurements.
The following detail is part of a published work. In this work, we show that deep
representation learning using the triplet network is able to extract high-performance feature
representation for classifying radiotherapy delivery errors based on EPID-based images data.
This supports the development of decision supports for radiomic QA in radiation oncology.
Please refer to the [41] for more details.
In the typical task setting, expert-defined features, such as textural radiomics features, are
extracted as the representation of each input image. In the study that preceded this work, [122]
demonstrated that texture features could be applied to gamma images from IMRT QA
measurements with an EPID device, and that gamma-radiomic models were more accurate at
detecting simulated errors than commonly used percent passing threshold criteria. Similarly,
Valdes et al. used texture features to identify image quality problems during QA of linac-based
cone beam computed tomography systems [123]. In a deep learning approach, identifying the
ideal discriminative predictors is accomplished using machine learning instead of expert input.
The Triplet network design used in this work avoids the pitfalls of small datasets. We
used deep triplet learning only in the image feature engineering stage, as opposed to traditional
end-to-end classification, to reduce the risk of overfitting. By creating a new objective function
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that uses the concept of intraclass and interclass comparisons to separate the data, triplet
networks expand available training instances while keeping the same number of free parameters.
Generally, if the size of a training dataset is 𝑛, the number of triplets available for training is on
the order of 𝑛2 .
2.2.2 Dataset
Data is acquired through generating planar dose maps from clinical radiotherapy plan
simulations. The methods for error modeling in the treatment planning system have been
previously described [122]. Briefly, the linear accelerator models used were Elekta Synergy
linear accelerators with Agility multileaf collimators (MLC) and treatment planning was done in
Pinnacle 9.10. There were 23 treatment plans with 186 IMRT beams used for patient treatments
from a variety of anatomic sites, including head and neck cancer, lung cancer, rectal cancer,
sarcoma, and glioblastoma.
The introduced errors involved the MLC, which shapes the beam throughout IMRT
delivery. The two errors were random MLC misalignment, in which each leaf was offset by a
distance determined from a Gaussian distribution of width 2 mm, and systematic MLC
misalignment, in which all leaves were offset by 2 mm in the same direction. Each plan was
transferred to a CT dataset that consisted of a uniform cylindrical phantom for QA. For each
beam, three sets of planar doses were exported which corresponded to: (a) the error-free case, (b)
the random MLC error case, and (c) the systematic MLC error case. 186 IMRT beams were
delivered to the iView EPID. Gamma images demonstrating agreement between the planned and
delivered dose were constructed with the measured data and the three sets of treatment planning
data (no error, random MLC error, systematic MLC error), yielding a final dataset of 558 gamma
images (Figure. 2.3). The gamma images were generated in pdose, an EPID dosimetry software
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package [124][125][126], and a global 3%/3 mm gamma criteria was used. In Figure. 2.3,
distinct visual patterns are not intuitively clear of which class labels the images belong to for
non-expert inspections.

Figure 2.3 3-class EPID Gamma Sample Images in the experiment in which MLC
mispositioning errors can be observed. From left to right, the EPID gamma images are
categorized as no-error, systematic error, and random error. The high image intensity indicates a
larger deviation from the radiation therapy plan. This figure has been previously published in
[41].
Training and testing sets were allocated from the data such that the divided sets does not
have overlapping beams belonging to a single plan. Following this sorting, 303 images were used
for model training and 255 images were used for model testing from the total pool of 558 gamma
images.
2.2.3 Proposed Solution
The solution was structured into two steps: representation learning and classifier training.
In this study, we used a Triplet Network similar to [36], but with a two-dimensional (2D) CNN
extractor, to extract and evaluate image features for representation learning. The specific design
of the Triplet Network with a CNN extractor used in this study is illustrated in Figure 2.4. The
overall network consists of extractor and comparator networks [41]. Each of the three identical
extractor networks is constructed from 4 consecutive convolutional and pooling layers, followed
by one hidden layer of a fully connected network. There are repeated layers of extractor
networks because the network should be deep enough so it has power to extract important
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information, whereas the number of parameters is sufficiently limited to not exceed the training
data. In total, the network consists 77,728 parameters in Convolutional layers and 8,520,832
parameters on fully connected layers, while the model is trained on 6,120,600 data points from
the triplet comparison. The output units of the extractor networks were sent to the comparator to
train using max-margin loss in Euclidian distance (with a margin set to 1000). By reducing maxmargin loss, the comparator network learns to cluster same-class feature instances together and
separate different-class instances by the given margin. The use of the margin improves the
performance of the classifier as it is easier for many classifiers to draw decision boundaries in the
hyperplane of feature representation. After the training, the trained extractor network extracts the
images into feature representation for the classifier training phase. More details on classifiers
used are presented in the next section.

Figure 2.4 Triplet Network Architecture Overview. In a triplet network, a unique combination
of two images of same class and one image of different class are input into the convolutional neural
network to compute and reduce max-margin loss. After training, a single extractor is used as
feature extractor for classification.
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Figure 2.4 Cont. In the extractor network, each convolutional layer used 32 channels of 5 x 5
filters. After convolution, the computed values undergo nonlinear activation using rectifying linear
units (ReLU) before being sent to pooling. Each pooling layer performs max-pooling in a 2 x 2
neighborhood to reduce the width and height of each image by half. The final fully connected
hidden layer took in 8192 values which were processed into 1024 values. The values were then
adjusted with 1024 ReLU activation. The final output layer repeated the same operation with 128
ReLU resulting in a 128-dimensional feature vector. This figure has been previously published in
[41].
2.2.4 Experiment
2.2.4.1 Setup
The deep triplet learning approach was compared to an approach using human-designed
image features. These features were chosen based on our prior experience with radiomic analysis
of gamma images [122]. Briefly, 17 texture features from intensity histograms, which quantify
global trends in the distribution of gamma values, and size zone matrices [91], which classify
spatial groupings of similarly valued pixels, were chosen a priori and extracted from the gamma
maps using the PORTS software [127]. Images were discretized into 64 gray levels prior to
analysis and no other preprocessing was applied. On the deep network approach, the network
was trained for 1000 epochs using the online Adam optimizer [128] with the learning rate set to
0.0001. After training, the comparator network was removed from the workflow, and only the
extractor network was used for deep learning feature generation/extraction. The output of the
representation learning step was 128 features for each image. To investigate the sensitivity of the
network to feature reduction, principal component analysis was used to reduce the resulting 128
deep learning features to one-half (64) and one-third (42) of the original set.
For each image, the output of both the deep learning approach and the handcrafted
approach with texture features was a feature vector. The dimension of the feature vector was
equal to the number of image features extracted and each element of the feature vector
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corresponding to a single image feature that has either been learned (deep learning approach) or
specified a priori (handcrafted approach). Both sets of feature vectors were input into machine
learning classification algorithms in order to classify gamma images as containing error or no
error.
Four commonly used classifiers were used, including support vector machines (SVM)
with linear kernels, multi-layer perceptrons (MLP) with 1 hidden layer of 24 and output of 3
nodes, decision trees (DT), and k-nearest neighbors (KNN) with k = 3 with a weight-distance
tiebreaker. Broadly speaking, these classifiers perform best if the data are linearly separable
(linear SVM), if complex nonlinear decision boundaries are needed for classification on the data
(MLP), if classification can be achieved by using a collective set of independent variables (DT),
or if data from the same class are clustered together in a high-dimensional space (KNN).
Two experiments were carried out. Experiment 1 was to classify gamma images into two
groups: no error vs any MLC error. In this experiment, the two competing approaches were also
compared to a percent pixels-passing approach, which mimics the most common approach in
clinical QA. Here, pixels with gamma values less than or equal to 1 were considered passing, and
a 90%-ofpixels-passing criteria and 95%-of-pixels-passing criteria were evaluated. Images that
met the threshold criteria were classified as no error and images that failed the threshold criteria
were classified as any MLC error. Experiment 2 was to classify into three groups: no error vs
random MLC error vs systematic MLC error. Models were trained on the training set and
validated on the testing set. Accuracy, defined as the number of correct classifications divided by
the total number of classifications, was the primary method to rank performance of the classifiers
for both the deep learning approach and the texture feature approach.
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2.2.4.2 Result
The computational result is illustrated in Tables 2.2 and 2.3. In the two-class experiment
(classifying images as errorfree or containing any MLC error), the highest classification accuracy
for the deep learning approach was 77.3%, with a range in the accuracy of 71.8–77.3% among
classifiers. On the other hand, the handcrafted approach with texture features had lower
performances with the maximum accuracy of 66.3% using KNN, and a performance range
between 58.8–66.3%. The accuracy of the threshold approach was 42.0% for the 90% pixels
passing criteria and 49.0% for the 95% pixels passing criteria, which was comparable to random
guessing.
A similar trend could be found on the three-class problem (classifying images as
errorfree, containing random MLC errors, or containing systematic MLC errors). The
performance was a maximum accuracy of 64.3% for the deep learning approach with a
performance range between 58.8–64.3%. For the handcrafted approach, the performance was a
maximum accuracy of 53.7% a performance range between 41.6–53.7%.
Table 2.2. Results of Two-Class Classification (Error-Free vs Any MLC Error) for the deep
learning approach, handcrafted approach with texture features, and threshold criteria approach.
Abbreviation: SVM: support vector machines, KNN: k-nearest neighbors, DT: decision trees,
MLP: multilayer perceptrons, MLC: multileaf collimator.
Accuracy (%)
Deep learning features
(feature dim = 128)
Deep learning features
(feature dim = 64)
Deep learning features
(feature dim = 42)
Texture features
Threshold-based

SVM
77.3

KNN
72.2

DT
71.8

MLP
71.8

77.3

69.4

77.3

72.6

76.9

72.9

77.3

75.7

63.5
66.3
90% pixels passing
42.0
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61.2
58.8
95% pixels passing
49.0

Table 2.3. Results of Three-Class Classification (Error-Free vs Random MLC Error vs
Systematic MLC Error) for the four investigated machine learning classifiers. Models with
highest accuracy for the deep learning approach and texture feature approach are bolded.
Abbreviation: SVM: support vector machines, KNN: k-nearest neighbors, DT: decision trees,
MLP: multilayer perceptrons, MLC: multileaf collimator.
Accuracy (%)
Deep learning features
(feature dim = 128)
Deep learning features
(feature dim = 64)
Deep learning features
(feature dim = 42)
Texture features

SVM
63.5

KNN
60.4

DT
58.8

MLP
59.2

64.3

58.8

62.0

62.4

63.4

60.4

62.8

63.1

41.6

44.3

45.1

53.7

2.2.5 Conclusion
Deep triplet learning can be used to learn discriminative features for classifying the
presence of treatment delivery errors from patient-specific IMRT QA gamma images. The
performance of the deep learning network was superior to a handcrafted approach with texture
features as well as threshold analysis. In the broader workflow perspective, the representation
uses information from class labels to ease the process of feature engineering with less reliance on
expert knowledge. Superior features from triplet network learning potentially replace the expert
as the 𝑔(𝐼) process for classification tasks. The results suggest that the approach eases the
development for better prediction performance on the radiomic QA application.
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3. Integrating Representation Learning for Classification Tasks
Example predictions in the previous chapter demonstrated utilities supervised
representation learning in the workload reduction of domain experts in specifying features and
improvements in the end performance of the model. Using label information eases the
complexity of designating 𝑔(𝐼) and 𝑓(𝑋). Modern deep representation learning also allows 𝐼 to
be in non-standard vector forms, expanding the freedom for the experts on specifying the data for
the prediction task in focus. Thus, previous task-specific examples reveal the opportunity to
streamline further and generalize the improvements across classification tasks. The workflow
should not only support simple mapping from 𝐼 to 𝑌 but should also address the following issues.
First, the prediction must support multiple forms of input. Second, the representation learning for
𝑔(𝐼) should guarantee better performance at the model evaluation. This chapter explores these
issues of making the workflow more generalizable across medical prediction tasks that are
framed as classifications. To formulate our solution to these issues, we frame the learning
process from 𝑔(𝐼) to 𝑓(𝑋) in the context of transfer learning. Then, we discuss combining deep
representation learning approaches with Multiview learning, and theory on making metric
learning guarantee better for 𝑓(𝑋). The majority of this chapter has been published in [129].
Please see the reference for more information.
3.1 Multiview Learning
Clinician often consider medical information from all data sources available (e.g., blood
tests, patient history, clinical physiology) before making clinical decisions. Similarly, machine
learning (ML) systems designed for medical decision support also need to incorporate data from
various clinical sources. The sources range from medical scans of different modalities [130] to a
list of expert-defined variables [131] in combination with other patient data and profiles. In ML
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research, the context of using such diverse information from complex sources and data
definitions is commonly studied under the topic of multi-view learning [132][133]. An
increasing number of widely used approaches lie in the utilization of deep learning architectures
to engineer and enrich fusional features. A major difficulty for the approaches under the clinical
settings is a lack of the available training samples due to several factors such as restrictive patient
privacy laws and procedures in data acquisition/access, extreme heterogeneity of clinical settings
across institutions and patient cohorts, high medical imaging study costs, and low numbers of
patient enrollment in the study. Moreover, traditional data augmentation and generation
techniques are ineffective because the distributions of the patient data are often unknown or hard
to verify. Under such scarcity, transfer learning via representation is an alternative strategy to
train the architecture for an actual prediction task.
Given multi-source raw input data 𝐼 = (𝐼1 , 𝐼 2 , … , 𝐼 𝑠 ) where 𝑠 is the number of
information sources, the purpose of representation learning is to extract a fusional feature
embedding 𝑋 = 𝑔(𝐼) for subsequent prediction tasks. In the past, the features were often
obtained through time-consuming feature engineering. Recent approaches, however, utilize some
forms of parameterized deep networks trained with related data or surrogate tasks. Training and
utilizing the networks are often organized as two-stage operations. Intuitively, the first stage
trains the network for the surrogate tasks or the helper tasks. Through the surrogate training, the
network learns to extract 𝑋 with some inductive bias [134] useful for solving the target tasks in
the second stage. Refer to Figure 1.2 for illustration of the conceptual difference between the
architectures of the three commonly used representation learning strategies.
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3.2 Metric Learning in the Prediction Workflow
Three approaches are commonly used for the representation transfer: end-to-end transfer
training, autoencoders (AE), and metric learning. Previous studies suggested that metric learning
has potential for the small sample problem [41][135] which is the common scenario in the
medical research context. The triplet network is an applicable architecture under the metric
approach trained for extracting class-separable features. End-to-end transfer and metric learning
are the strategies that can integrate information from the response variable 𝑌. However, the
mechanism of the end-to-end approach allows little control over the result representation 𝑋,
implying difficulties in deriving theoretical assurance on the subsequence process. In this work,
hence, we explore a strategy along the metric learning approach using the triplet network for
classification.
Similar to the application of the triplet network in previous chapter, the network is
adapted to the two-stage process. The first stage operations train the triplet network for feature
extractor 𝑋 = 𝑔(𝐼). The features 𝑋 are used in the classification in the second stage. While the
typical metric loss roughly reflects the degree of class separation, the difficulty in translating the
first-stage loss to classification performance leads to an ambiguity in the training. Specifically, it
becomes unclear whether improvements should be emphasized on the representation learning on
𝑔(𝐼) or the classifier training 𝑓(𝑋). Due to the need for the translation, we introduce a new
adaptive nearest neighbor criteria as the validation in the triplet network training. The proposed
strategy can be used for a comparison of candidate features prior to the second stage.
In order that the triplet network to satisfies our requirements for general classifications,
the network need to be about to extract feature that ensures better performance of 𝑓(𝑋).
Although the training for the class-separable features is generally sensible, there is a lack of
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effective strategies to translate the metric loss to an achievable classification result such that
similar losses among the training epochs may provide features with drastically different
classification performances. One needs to exhaustively tune and compare all possible featureclassifier combinations to decide the best classification architecture. Consequently, it is also
difficult to determine whether underperformance was caused by the trained features, the
classifier, or both.
3.3 Nearest Neighbor Performance as Metric Loss in Triplet Training
The key idea of the strategy is using the empirical performance of NN classification with
an appropriate hyper-parameter as a quality measure of the features and an achievable baseline.
NN classification has close ties with Bayes error rate 𝐸𝑏𝑎𝑦𝑒𝑠 or the minimum error possible for a
distribution of input [44]. With a sizable K in KNN, it can be established that
𝐸𝑏𝑎𝑦𝑒𝑠 ≤ 𝐸̂𝐾𝑁𝑁 ≤ 𝐸𝐾𝑁𝑁 ≤ 𝐸𝑁𝑁 ≤ 2𝐸𝑏𝑎𝑦𝑒𝑠 ,

(3.1)

𝐴𝑁𝑁 ≤ 𝐴𝐾𝑁𝑁 ≤ 𝐴̂𝐾𝑁𝑁 ≤ 𝐴𝑏𝑎𝑦𝑒𝑠 ,

(3.2)

or equivalently

where 𝐸𝐾𝑁𝑁 is the upper bound of KNN error, 𝐸𝑁𝑁 is the upper bound for 1-NN, 𝐴 = 1 − 𝐸 is
the lower bound of accuracy rate, and 𝐸̂𝐾𝑁𝑁 and 𝐴̂𝐾𝑁𝑁 are the empirical error and accuracy.
Asserting 𝐴̂ ≈ 𝐴𝑏𝑎𝑦𝑒𝑠 using the validation dataset, the empirical measure suggests that the
features with better 𝐴̂ may perform better when optimally classified. Asserting 𝐴̂ ≤ 𝐴𝑏𝑎𝑦𝑒𝑠
using the testing dataset, the empirical measure suggests that there is some room for improving
the classification result with an appropriate subsequent process. Thus, the measure can select
features from a first-stage training epoch that attains the best 𝐴̂. Then, the subsequent classifiers
should be trained with the selected features for the end performance. The second-stage classifier
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and the validated features with the best performance can then be designated for the final
classification framework. These validation steps can replace the training with exhaustive
combinations of feature-classifier candidates.
The quality of the empirical estimation 𝐴̂ depends on the appropriate number of
neighbors. However, setting such a hyper-parameter is often done by repeated tuning processes
which we try to avoid. The issue can be alleviated by setting the hyper-parameter according to
information from the representation learning step.
To overcome this challenge, we propose a new adaptive neighborhood scope to
determine the radius 𝑟𝑞 for each query point using a closed-form evaluation on the first-stage
metrics. After completing the representation training, our approach calculates an adaptive
neighbor radius for each represented 𝑋𝑎 in the training set. Then, each radius is used to
approximate the radius for each query. The key idea for finding the radius on each 𝑋𝑎 is to start
the NN estimation from a large radius then reduce the search radius based on class distribution
within the larger neighborhood. The reduction of search scope is done such that the new
neighborhood is more homogenous. All steps of the proposed strategy are summarized in
Algorithm 1.
The first step is to record an arbitrarily large value for an initial search radius 𝑟𝑎 of each
𝑋𝑎 . We set 𝑟𝑎 = 𝑑𝑎,𝑘 where 𝑘 is a sizable value such that the initial neighborhood area contains
sufficient samples. The second step is to use the radius to find all positive and negative samples
within the neighborhood of 𝑋𝑎 in the validation set. The third step is to collect local statistics
̅𝑎,𝑝 and 𝐷
̅𝑎,𝑛 , which are the means of distances to the positive samples and the negative
𝐷
samples within the neighborhood defined by 𝒩𝑎,𝑟𝑎 . The fourth step is to use the statistics to
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suggest a better boundary distance 𝑟 ∗ as

∗

̅𝑎,𝑝 + √(𝐷
̅𝑎,𝑝 )2 + 8𝐷
̅𝑎,𝑝 𝐷
̅𝑎,𝑛
𝐷

𝑟 =

4

(3.3)

Details on deriving 𝑟 ∗ will be discussed in the next section. The fifth step is to compare the
neighborhoods of the old and new radius values. If the probability of having the same-class
sample within the new radius 𝑝(𝐶𝑎 = 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟 ∗ ) is greater or equal to that of the old
𝑝𝑠𝑎𝑚𝑒 = 𝑝(𝐶𝑎 = 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ), then 𝑟𝑎 = 𝑟 ∗ such that the new radius is accepted. Both
probability terms are calculated empirically. Notice that the term of the new radius
𝑝(𝐶𝑎 = 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟 ∗ ) and that of the old radius 𝑝𝑠𝑎𝑚𝑒 are calculated with the training data
whereas the radius 𝑟 ∗ are calculated with local statistics from the validation data to avoid
diverging too much from the actual distribution. The process repeats until no new 𝑟 ∗ can be
calculated (e.g., no samples within new 𝒩𝑎,𝑟 ∗ , only samples of the same class or different classes
̅𝑎,𝑝 > 𝐷
̅𝑎,𝑛 , 𝑟 ∗ is equal to previous 𝑟𝑎 , etc.) It is
are present in the validation neighborhood, 𝐷
worth noting that every new 𝑟 ∗ is smaller or equal to the previous candidates. Also, every
replaced radius 𝑟𝑎 is not discarded but recorded and utilized in the query step.
After the search radius values are prepared for all 𝑋𝑎 , they are utilized for the
classification of the query dataset. Notice that, the query dataset can be either a validation dataset
for treating the proposed method as the validation step to gauge the potential performance, or a
testing dataset when considering the proposed method as the classifier for a performance
baseline. To do the inference, 1NN is applied for a query sample first to find the training nearest
neighbor with pre-recorded radius values. The goal of 1NN is to estimate the best neighbor
radius for a query point such that 𝑟𝑞 ≈ 𝑟𝑎 . Then, the smallest 𝑟𝑞 is used to estimate the class label
from the training set. In the case of no neighbors attained from the radius, the larger radius
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recorded for the same training sample is used instead. A default KNN search is applied when the
recorded values yield no neighbor.

Algorithm 1: Adaptive neighbor scope for the NN validation
Input: 𝜃 trained triplet network parameter set,
𝑅𝑎 list of 𝑟𝑎 the radius distances for 𝑋𝑎 ,
𝐼𝑖 𝜖 ℐ training inputs from the training dataset,
𝐼𝑣 𝜖 𝒱 validating inputs from the validation dataset,
𝐼𝑡 𝜖 𝒯 validating inputs from the query dataset
𝑘 initial number of neighbors for setting the initial radius
Begin:
\\ extracting the features and nearest neighbor search model
𝒳𝑖 ← 𝑓(ℐ; 𝜃), ℳ𝑖 ←NN model from the training features 𝒳𝑖
𝒳𝑣 ← 𝑓(𝒱; 𝜃), ℳ𝑣 ←NN model from the validation features 𝒳𝑣
𝒳𝑡 ← 𝑓(𝒯; 𝜃)
For each 𝑋𝑎 ∈ 𝒳𝑖 do:
\\ setting the initial search radius
𝑟𝑎 ← ℳ𝑣 . 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝑡𝑜_𝑘𝑡ℎ_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟(𝑋𝑎 , 𝑘)
𝑅𝑎 . 𝑎𝑝𝑝𝑒𝑛𝑑(𝑟𝑎 )
\\ calculate 𝑝𝑠𝑎𝑚𝑒 with the training set
𝒩𝑎,𝑟𝑎 ← ℳ𝑖 . 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑋𝑎 , 𝑟𝑎 )
𝑝𝑠𝑎𝑚𝑒 ← 𝑠𝑎𝑚𝑒𝐶𝑙𝑎𝑠𝑠𝑃𝑟𝑜𝑏(𝒩𝑎,𝑟𝑎 , 𝒳𝑖 )
Repeat:
\\ find the positive and the negative for radius suggestion
𝑟𝑎 ← 𝑅𝑎 . 𝑔𝑒𝑡_𝑙𝑎𝑠𝑡_𝑒𝑙𝑒𝑚𝑒𝑛𝑡()
𝒩𝑎,𝑟 ← ℳ𝑣 . 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑋𝑎 , 𝑟𝑎 )
If 𝒩𝑎,𝑟 contains both positive and negative samples
then:
̅𝑎,𝑝 , 𝐷
̅𝑎,𝑛 ← 𝑙𝑜𝑐𝑎𝑙_𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠(𝒩𝑎,𝑟 ) \\ get the local statistics
𝐷
̅𝑎,𝑝 , 𝐷
̅𝑎,𝑛 ) \\ calculated the new radius
𝑟 ← 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒_𝑟 ∗ (𝐷
\\ calculate and compare the current 𝑝𝑠𝑎𝑚𝑒 of the training set
𝒩𝑎,𝑟𝑎 ← ℳ𝑖 . 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑋𝑎 , 𝑟)
If 𝑝𝑠𝑎𝑚𝑒 ≤ 𝑠𝑎𝑚𝑒𝐶𝑙𝑎𝑠𝑠𝑃𝑟𝑜𝑏(𝒩𝑎,𝑟𝑎 , 𝒳𝑖 ) then:
𝑝𝑠𝑎𝑚𝑒 ← 𝑠𝑎𝑚𝑒𝐶𝑙𝑎𝑠𝑠𝑃𝑟𝑜𝑏(𝒩𝑎,𝑟𝑎 , 𝒳𝑖 )
𝑅𝑎 . 𝑎𝑝𝑝𝑒𝑛𝑑(𝑟)
End if
End if
Until no new 𝑟 ∗ candidate
End for
\\ end of training phase
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Algorithm 1 Cont.
For each 𝑋𝑞 ∈ 𝒳𝑡 do:
𝑋𝑎 ← ℳ𝑖 . 𝑔𝑒𝑡_𝑛𝑒𝑎𝑟𝑒𝑠𝑡_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟(𝑋𝑞 )
Repeat:
𝑟 ← 𝑅𝑎 . 𝑟𝑒𝑚𝑜𝑣𝑒_𝑙𝑎𝑠𝑡_𝑒𝑙𝑒𝑚𝑒𝑛𝑡()
𝒩𝑞,𝑟 ← ℳ𝑖 . 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑋𝑞 , 𝑟)
If 𝒩𝑞,𝑟 is not ∅ then:
𝐶𝑞 ← 𝑁𝑁𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑦(𝒩𝑞,𝑟 , 𝒳𝑖 )
End if
Until 𝒩𝑞,𝑟 is not ∅ or 𝑅𝑎 is ∅
\\ apply default KNN classification if no neighbors
If 𝐶𝑞 is undetermined then:
𝐶𝑞 ← 𝐾𝑁𝑁𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑦(𝒳𝑖 , 𝑘)
End if
End for
End
Return all 𝐶𝑞

The importance of the proposed method is that the triplet loss metric provides a guideline
̅𝑎,𝑝 and 𝐷
̅𝑎,𝑛
on how to adaptively tune a hyperparameter for NN classification. Specifically, 𝐷
can be simply calculated from the comparator part of the network for each available 𝑋𝑎 . Thus,
the NN classification lower bound can be quantified prior to the second stage. We assert that the
NN performance is the translation result from the suitability metric such that the class-separable
features from the metric learning step push the lower bound up to that performance. Thus, a more
sophisticated classifier should be able to utilize the features to achieve better performance.
3.4 Theoretical Insights for Adaptive Neighbor Scope
To obtain theoretical insights from the proposed adaptive neighbor scope, we make three
following assumptions.
•

In the NN step, each feature vector 𝑋𝑞 in the query set is independent and identically

distributed (iid) to the feature vector 𝑋𝑎 of the training and validation sets. This assumption is
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very common in ML research as it is often assumed that data samples in training, validation, and
testing sets are iid. It also suggests that an outlier query of sparse or null neighborhoods is rather
rare. Thus, the frequency of the null neighborhood is negligible if it is not present in the training
set. We exclude outlier cases out of the scope of our study.
•

The correct classification of 𝑋𝑞 is more probable if the neighborhood of 𝑋𝑞 has a larger

probability of having samples from the same-class than that of having samples from the
different-class. This assumption is intuitively an extension of the first assumption such that the
neighborhood with a more homogenous distribution is less susceptible to the NN errors.
•

The best radius for 𝑋𝑞 is 𝑟𝑞∗ ≈ 𝑟𝑎∗ for 𝑋𝑎 that is closest to 𝑋𝑞 . This assumption presumes

that the neighbor distribution surrounding Xq is very similar to that of its nearest neighbor Xa .
This is in line with other known literature of the NN estimation.
Based on the second assumption, 𝑟𝑞 should be set to retrieve samples from the
neighborhood containing one-class majority. To search for the best 𝑟𝑞 , the following propositions
and theorems lay the foundation for our method.
Proposition 3.1: Given 𝑋𝑎 , 𝒩𝑎,𝑟𝑎 , and 𝒩𝑎,𝑟𝑎 containing indices of both the same-class and the
different-class samples, there exist 𝐿𝑠𝑎,𝑟𝑎 and 𝐿𝑑𝑎,𝑟𝑎 , which are random variables of distances to a
same-class sample and a different-class sample within the neighborhood radius 𝑟𝑎 from 𝑋𝑎 .
The proposition expresses the existence of the samples in terms of the distances to the
same-class and the different-class samples from an anchor point. Specifically, any 𝑋𝑖 in the
neighborhood can be used to calculate 𝐿𝑠𝑎,𝑟𝑎 = 𝐷𝑎,𝑖 |𝑋𝑎 , 𝒩𝑎,𝑟𝑎 if 𝐶𝑎 = 𝐶𝑖 , or 𝐿𝑑𝑎,𝑟𝑎 = 𝐷𝑎,𝑖 |𝑋𝑎 ,
𝒩𝑎,𝑟𝑎 if 𝐶𝑎 ≠ 𝐶𝑖 .
Proposition 3.2: Given an alternative radius 𝑟 ≤ 𝑟𝑎 , the lower bound of
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𝑝(𝑖 ∈ 𝒩𝑎,𝑟 , 𝐶𝑎 = 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) can be defined by

𝑠
𝑆(𝑟; 𝜇𝑎,𝑟
)={
𝑎
𝑠
where 𝜇𝑎,𝑟
= E[𝐿𝑠𝑎,𝑟𝑎 ].
𝑎

(1 −

𝑠
𝜇𝑎,𝑟
𝑎
𝑠
) 𝑝(𝐶𝑎 = 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) 𝑖𝑓 𝑟 > 𝜇𝑎,𝑟
𝑎
𝑟
,
𝑠
0 𝑖𝑓 𝑟 ≤ 𝜇𝑎,𝑟𝑎

(3.4)

Proposition 3.3: Given a radius distance 𝑟 ≤ 𝑟𝑎 , the upper bound of
𝑝(𝑖 ∈ 𝒩𝑎,𝑟 , 𝐶𝑎 ≠ 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) is defined by
𝑑
(𝜎𝑎,𝑟
)2
𝑎
𝑑
𝑑
𝑄(𝑟; 𝜇𝑎,𝑟
, 𝜎𝑎,𝑟
)
𝑎
𝑎

𝑑
− 𝑟)2
= {(𝜇𝑎,𝑟
𝑎

𝑑
𝑑
𝑝(𝐶𝑎 ≠ 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) 𝑖𝑓 𝜇𝑎,𝑟
− 𝑟 > 𝜎𝑎,𝑟
𝑎
𝑎

𝑝(𝐶𝑎 ≠ 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) 𝑖𝑓

𝑑
𝜇𝑎,𝑟
𝑎

−𝑟 ≤

(3.5)

𝑑
𝜎𝑎,𝑟
𝑎

𝑑
𝑑
𝑑
,where 𝑟 < 𝜇𝑎,𝑟
, 𝜇𝑎,𝑟
= E[𝐿𝑑𝑎,𝑟𝑎 ], (𝜎𝑎,𝑟
)2 is variance of 𝐿𝑑𝑎,𝑟𝑎 .
𝑎
𝑎
𝑎

Propositions 3.2 and 3.3 define limits on the local distributions of the same-class and the
different-class samples as functions of the radius distance 𝑟 from 𝑋𝑎 . If a new neighborhood of
𝑋𝑎 is to be re-defined using 𝑟 instead of 𝑟𝑎 , then the limits can provide information on the portion
of same-class and different-class samples within the new neighborhood.
𝑑
𝑠
Theorem 3.4: Given 𝑋𝑎 , 𝑟𝑎 , and 𝜇𝑎,𝑟
≥ 𝜇𝑎,𝑟
, according to the local distributions in 𝒩𝑎,𝑟𝑎 , there
𝑎
𝑎

exists 𝑟𝑎∗ that results in the highest lower bound on probability of having same-class samples
when 𝒩𝑎,𝑟 ∗ define a new neighborhood where

𝑟𝑎∗ =

𝑠
𝑠
𝑠
𝜇𝑎,𝑟
+ √(𝜇𝑎,𝑟
)2 + 8𝜇𝑎,𝑟
𝜇𝑑
𝑎
𝑎
𝑎 𝑎,𝑟𝑎

4

,

(3.6)

and
𝑠
𝑑
𝜇𝑎,𝑟
≤ 𝑟𝑎∗ ≤ 𝜇𝑎,𝑟
,
𝑎
𝑎

𝑟𝑎∗ ≤ 𝑟𝑎

(3.7)
(3.8)

The implication of Theorem 3.4 is that, for any neighborhood defined by 𝒩𝑎,𝑟𝑎 in which
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𝑠
𝑑
𝜇𝑎,𝑟
≤ 𝜇𝑎,𝑟
is true, there exists a better neighborhood 𝒩𝑎,𝑟𝑎∗ formed as a subset of 𝒩𝑎,𝑟𝑎 . The
𝑎
𝑎

formulation of 𝒩𝑎,𝑟𝑎∗ from 𝒩𝑎,𝑟𝑎 is useful for defining a new neighborhood for the NN
classification. It is also noteworthy that the calculation of 𝑟𝑎∗ is also applicable even if ℒ𝑡𝑟𝑖 is not
𝑠
𝑑
completely minimized. As long as the conditions 𝐸[𝐷𝑎,𝑛 ] ≥ 𝐸[𝐷𝑎,𝑝 ] or 𝜇𝑎,𝑟
≤ 𝜇𝑎,𝑟
in the
𝑎
𝑎

neighborhood hold, then 𝑟𝑎∗ can still be derived. Using Theorem 3.4, the value of 𝑟𝑎∗ can be
estimated with local statistics calculated using samples within a neighborhood area. Replacing
𝑠
𝑑
̅𝑎,𝑝 and 𝐷
̅𝑎,𝑛 in Equation (3.6), 𝑟𝑎∗ calculation is the same as in Equation
𝜇𝑎,𝑟
and 𝜇𝑎,𝑟
with 𝐷
𝑎
𝑎

(3.3).

𝑠
𝑑
Corollary 3.5: Given 𝑟𝑎∗ , the value of 𝜆(𝑟𝑎∗ ) is larger when of 𝜇𝑎,𝑟
∗ and 𝜎𝑎,𝑟 ∗ are smaller, and
𝑎
𝑎
𝑑
𝜇𝑎,𝑟
∗ is bigger.
𝑎
𝑠
According to the definition of 𝜆(𝑟𝑎∗ ), a smaller 𝜇𝑎,𝑟
∗ leads to a larger value of
𝑎
𝑠
𝑑
𝑑
𝑑
∗ 𝑑
𝑆(𝑟𝑎∗ ; 𝜇𝑎,𝑟
∗ ). A smaller 𝜎𝑎,𝑟 ∗ and a bigger 𝜇𝑎,𝑟 ∗ results in a decrease of 𝑄(𝑟𝑎 ; 𝜇𝑎,𝑟 ∗ , 𝜎𝑎,𝑟 ∗ ).
𝑎
𝑎
𝑎
𝑎
𝑎
𝑠
𝑑
𝑑
∗
However, 𝜇𝑎,𝑟
∗ , 𝜇𝑎,𝑟 ∗ , 𝜎𝑎,𝑟 ∗ , and 𝜆(𝑟𝑎 ) are constants calculated from the features once the
𝑎
𝑎
𝑎

training iteration end. This corollary encourages controls over the values of these constants
during the training. A simple way is to follow the regularization with the global loss as proposed
in [136]. Thus, the triplet loss with the regularization is expressed as
ℒ𝑡𝑟𝑖 = 𝑤𝑓𝑚 ∑ ∑ ∑ max(0, 𝐷𝑎,𝑝 − 𝐷𝑎,𝑛 + 𝑚) + 𝑤𝑚𝑠 𝜇 𝑠 − 𝑤𝑚𝑑 𝜇 𝑑 + 𝑤𝑠𝑑 (𝜎 𝑑 )2 ,
𝑎

𝑝

(3.9)

𝑛

where 𝑤𝑓𝑚 is the weight value for the triplet loss, 𝜇 𝑠 and 𝜇 𝑑 are the average distances to sameclass and different-class samples, (𝜎 𝑑 )2 is the variance of the distance to different-class samples,
𝑤𝑚𝑠 𝑤𝑚𝑑 𝑤𝑠𝑑 are the weights for the corresponding means and variances. The result in this
corollary provides a theoretical motivation to apply the regularization terms in the Triplet
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network training that is used in this study.
3.5 Computational Complexity
Let 𝐹 and 𝑛 be the number of maximum training epochs for the triplet network and the
total number of the training data respectively. Without the strategy, the training has to go back
and forth between the feature candidates and classifiers tuning. Normally, there are 𝑂(𝐹) feature
candidates from the first-stage training as each epoch produces one candidate. Let 𝑍 be the
worst-case number of operations taken to train and test the second-stage classifiers, then the total
operations for the typical two-stage training are at most 𝑂(𝐹 × 𝑍).
With the proposed validation strategy, the number of candidates is reduced to 𝑂(1), or
one to a few candidates with the best lower-bound performance, as opposed to 𝑂(𝐹) from the
first stage. The method takes overall 𝑛 × 𝑂(𝑛) × (𝑘 − 1) = 𝑂(𝑛2 ) worst-case operations for
each of the validation round. In other words, the calculation for each of the 𝑛 samples needs
𝑂(𝑛) initial KNN search and computes at most 𝑘 − 1 times before the stopping when at most 1
sample is in the new radius. Thus, the overall complexity is 𝑂(𝐹) × 𝑂(𝑛2 ) + 𝑂(1) × 𝑂(𝑍)
where 𝑂(𝐹) × 𝑂(𝑛2 ) is the first-stage validation on the 𝑂(𝐹) candidates and 𝑂(1) × 𝑂(𝑍) =
𝑂(𝑍) is the second-stage training after the selection for the best feature epoch.
Generally, the strategy suits our setting where large 𝐹 and 𝑍 are desirable. As 𝐹 is often
set according to the number of data definitions or the problem difficulty, it is often the case for
any deep learning approach that 𝐹 > 𝑛2 in our small-sample setting. Comparatively, 𝑛2 is
approximately the size of the expanded triplet dataset. While the larger 𝐹 improves the loss
minimization, the larger 𝑍 implies that more classifiers may be tuned for the best performance.
Not only does 𝑍 grow according to the data and the difficulty, but it also depends on the number
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and complexity of the end classifiers. The real advantage is the decoupling of 𝐹 and 𝑍 on the
complexity terms. The validation allows the flexibility for the end classification without
incurring too much overall complexity.
3.6 Experiment
We applied the proposed strategy to two real-world datasets with the small sample size
problem to observe the generality of our enhanced prediction framework across prediction tasks.
Both datasets were acquired for clinical imaging research in which medical imaging data, expertdefined features, and clinical factors were captured as the medical information. In both
experiments, we compared the testing performance of the proposed method against four baseline
approaches, namely, triplet network with triplet loss validation, AE, end-to-end softmax, and
expert-defined features. The chosen deep learning baselines are widely applied transfer learning
approaches capable of solving medical imaging tasks using multiple data domains [134], which
is in-line with our problem where the available data include but are not limited to visual images.
All the baselines were evaluated in 3 settings: (1) 3-class classification (no error vs. systematic
error vs. random error) on EPID data, (2) 2-class classification (no error vs. error) on EPID data,
and (3) 2-class classification (survive vs. not survive after 1096 days) on Sarcoma data.
3.6.1 Datasets, Clinical Problems, and Multi-View Features
EPID Gamma images: The goal of the classification task is to classify whether patientspecific quality assurance images of radiotherapy treatments contain errors. The clinical
motivation is described in [41][122]. Briefly, in radiation therapy delivery, the electronic portal
imaging device (EPID) is used to capture the radiation beam to form 2D images. The images of
the patient treatment are compared to the intended treatment to ensure the safety and quality of
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the radiation treatment delivery by trained personnel. The decision on whether the plans are
clinically suitable is based on gamma maps derived from the images.
The dataset consisted of 558 2D Gamma maps (256x256 pixels) collected for radiation
therapy quality assurance. The data were simulated as in [41] from 23 patient treatment plans
using 186 intensity-modulated radiation therapy (IMRT) beams. For the gamma maps, one-third
of the images had no introduced errors, one-third had a random mechanical error (random
mispositioning of the multileaf collimator (MLC)), and one-third had a systematic mechanical
error (systematic misplacement of the MLC). See Figure 2.3 of previous chapter for sample
visualizations of each error class. To keep the semantics, no scaling was applied similar to [41].
Two types of image features were extracted from the gamma maps. The first type was a
set of radiomic features extracted using the PORTS software [127], which have been widely used
as expert-engineered features for medical imaging tasks including our problem
[41][88][131][137]. A total of 17 radiomic features were calculated as per [122]. The radiomic
features that were selected in this study are shown in Table 3.1. The second type was from deep
networks pre-trained with the ImageNet dataset for large-scale image recognition. The
InceptResnetv2 architecture [129] was utilized for the extraction of the features after resampling
the gamma image to 224x224, which resulted in a 1536-dimensional feature vector for each
image.
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Table 3.1: List of the Radiomics Features Included in the EPID Dataset.
Histogram Mean, Variance, Skewness, Kurtosis,
Energy, Entropy
Zone Size Small Zone Size Emphasis, Large
Zone Size Emphasis, Low Gray Level
Zone Emphasis, High Gray Level
Zone Emphasis, Small Zone Low
Gray Level, Small Zone High Gray
Level, Large Zone Low Gray Level,
Large Zone High Gray Level, Gray
Level Nonuniformity, Zone Size
Nonuniformity, Zone Size Percentage

The total 558 images along with their extracted data were randomly divided into two sets
of 303 and 255 cases. 30 image cases were selected randomly from the former set for validation
leaving 273 cases for training. The latter set became the out-of-sample images for testing.
3D MR Images of Sarcoma: The clinical question of this dataset is to determine whether
patients with soft-tissue sarcoma would survive longer than 1096 days (~3 years). Soft tissue
sarcoma is a malignancy that represents about 1% of all cancers and presents many challenges
for clinical management. The clinical motivation is further described in [137][138][139].
This dataset included a set of magnetic resonance imaging (MRI) scans of patients with
sarcoma soft-tissue cancer. We acquired pre-treatment contrast-enhanced T1-weighted 3D MRI
scans from two independent cohorts of patients diagnosed with biopsy-proven soft tissue
sarcoma (STS) from two different institutes of the University of Washington (UW cohort) and
the Technische Universität München (Munich cohort). Images were accessed from the
institutional picture archiving and communication system (PACS). All patients that were less
than 18 years old or were diagnosed with Kaposi or primary bone sarcomas were excluded. The
included patients had sarcomas of various histologies of the extremity, trunk, or retroperitoneum.
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This study focused on American Joint Committee on Cancer (AJCC) version 7 stage II-III
patients only, which encompasses non-metastatic patients with large (i.e., >5 cm) and/or higher
grade (i.e., >1) tumors. The patients with image artifacts due to multiple MRI acquisitions were
also excluded. The total patients in the two cohorts were 200 and 72 for UW and Munich cohorts
respectively.
In both sarcoma cohorts, radiologist and radiation oncologist experts evaluated each
image for quality and manually segmented the gross tumor as the region of interest (ROI), which
was defined as all enhancing tumor on contrast-enhanced T1 MRI. This was completed using
MIM software (version 6.6, MIM Software Inc, Cleveland, OH) for the UW cohort and iPlan RT
(version 4.1.2, Brainlab, Munich, Germany) for the Munich cohort. Figure 3.1 visualizes some
samples in the dataset.

Figure 3.1 Visualization of Samples in the Sarcoma MRI Dataset with the tumor volume
region of interest (ROI) defined by the experts. The gray-scale regions are the content of
volumetric MRI scan. The color regions are the ROI delineated by experts. Top: samples from
the UW cohort patients. Bottom: samples from the Munich cohort patients. This figure has been
previously published in [129].
Each scan contained one ROI which was resampled to the fixed resolution of 1x1x1
𝑚𝑚3 . All the image ROIs were then resampled again into fixed-size bounding rectangles of
64x64x64 voxels. The bounded data were normalized with the simple strategy as in [140]
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because the tumor data were already contained within expert-delineated ROIs. Specifically, the
voxels intensity values were clipped at the 99th percentile value before subtraction with
minimum intensity values and scaled to the range of [0-1].
As before, the features were extracted using the PORTS software package. In this case,
45 features were used. Additionally, clinical variables such as whether the patient received
chemotherapy were defined by experts as additional inputs. The complete list of the variables is
provided in Table 3.2. The variables were preprocessed into 27-dimensional features where each
ordinal feature value was transformed into a binary level indicator and each continuous value
was z-normalized. In this study, the UW cohort patients were used in the training and the
validation steps. Out of the 200 cases, 180 cases were included in training and 20 cases were
randomly sampled to be included in the validation. The 72 data cases from the Munich cohort
were used as the testing set.
Table 3.2 List of Clinical Variables Included in the Sarcoma Dataset. The variables are later
pre-processed into a 27-dimensional feature vector.
Binary variables

Ordinal variables

Continuous variable

- Receive chemotherapy
- Size (>5cm)
- sex
- Histology (10 levels)
- FNCLCC grade (3 levels)
- AJCC clinical stage
(5 levels)
- Margin (2 levels)
- locations (3 levels)
Age (z-normalized)

3.6.2 Effect of the Training in the Validation Step
In this experiment, the features chosen from our validation are evaluated both
qualitatively and quantitatively with the expectation that the features have better class-separation
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and yield better end performance. We trained the triplet network and employed our adaptive
neighbor scope. The epoch with the best validation performance was chosen for the evaluation
with the other state-of-the-art baselines, namely, the typical triplet network validated with the
triplet loss, AE validated using reconstruction loss, and the end-to-end network validated using
softmax cross-entropy loss.
For the qualitative evaluation, we visually compared the homogeneity of the validated
features with that of the other baselines. Prior to the visualization, we employed t-SNE [141] for
dimensional reduction due to its widely regarded advantage in preserving local proximity
between the feature points after reduction from high dimensions. The reduction is useful for
inspecting local class distribution. All the features were reduced using T-SNE to 2 dimensions
with the perplexity parameter set to 5 for the EPID and 10 for the Sarcoma datasets. Then, scatter
plots of the features from the testing set were created. To capture regions relevant to decision
boundaries, the lower and upper limits on both the horizontal and the vertical axes were set to the
minimum and maximum values of the features of each baseline. Homogenous regions were
overlaid onto the plots of features from all the baselines. We define the homogenous region as
the area whose two-thirds majority of KNN within the plot belong to the same class. As the
homogeneity implies less difficulty for classification, better features should result in larger
overlays for all classes. Similar plots and overlays were created for the radiomic features in both
datasets for comparison such that the feature plots of successful baselines should be more
homogenous than that of the existing features.
Visualization of the features from the proposed method and the other baselines are
presented in Figure 3.2. The plot overlays reflect the degree of difficulty in demarcating the
decision boundary. Overall, the triplet network created more separable features for all classes.
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The figure illustrates larger homogenous regions formed by triplet-based features compared to
the smaller regions formed by those of the AE, softmax, and radiomics features. Some baseline
plots were also overly dominated by a single class. The plots of the radiomic features largely
presented non-homogeneous areas without the overlay suggesting that classification can be done
more easily with the deep representation approaches. However, the difference between the
proposed and the typical validation was not clearly observed without quantitative evaluation.
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Figure 3.2 Visualization of Features in the Classification Experiment after reduced by T-SNE to 2 dimensions along with
additional plots of the expert-defined radiomics features reduced in the same manner. From top to bottom, the visualizations in each
row are the plots from the EPID 3-class, EPID 2-class, and Sarcoma experiments. From left to right, the plots are from the triplet
features validated with the adaptive Scope, the triplet features validated with the triplet loss, the AE features, and the features from the
end-to-end softmax network. For the EPID, ‘x’ (red), ‘+’ (blue), ‘∇’ (black), and ‘*’(blue 2nd row) denote the feature points from the
no-error, random-error, systematic-error, and combined error classes respectively. For the Sarcoma, ‘x’ (red) and ‘+’ (blue) denote
feature points for the survive and non-survive classes respectively. The scatter plots are overlayed with a class-based neighborhood
such that the space in the neighborhood has the two-thirds majority of KNN from the same plot belong to one class. The larger
neighborhoods imply a more homogenous space and suitability for classification. Whereas the larger white space implies less
homogeneity and difficulty in classification. Overall, the triplet-based features have more homogeneous regions compared to that of
the AE, softmax, and radiomics features. The larger regions with different colors also imply the better separation and ease of
classification for the triplet-based features. This figure has been previously published in [129].

For quantitative evaluation, the representation baselines were compared using the
classification performance. To further cope with the small medical datasets, these features were
reduced using principal component analysis (PCA) retaining 99% of the original variance.
Compare to t-SNE, PCA does not try to preserve the local neighborhood structure. However, it is
widely used for its ability to retain large variance in the original feature space using projection to
a few principal components (PCs). It also presents the possibility of producing independent
features after the projection as all the PCs are orthogonal. Low-dimensional independent features
are desirable for the subsequent classifiers.
After the reduction, we employed 4 commonly used ML algorithms as the final classifiers
in the testing step to classify the medical datasets. All the algorithms, including support vector
machine (SVM) with linear kernel, decision tree (DT), k-nearest neighbor (KNN), and multilayer perceptron (MLP) with a 24-dimension hidden layer, were implemented using Scikit-learn
package [142] with python. The reduced features from all the baselines were subsequently fed
into the four ML classifiers for the comparison of the medical prediction results. We also
compared the performance with the strategy from our previous study, which used repetitive
tuning [41].
The quantitative results of this experiment were summarized in Table 3.3-3.5. For the
EPID data, the features that were trained, validated, and selected by the proposed approach
outperformed the other baseline algorithms in almost all settings. The proposed strategy achieved
the best testing accuracy of 78.04% and 69.02% on the 2-class and 3-class settings of the EPID
data using SVM as the final classifier. Similarly, our strategy achieved the best testing accuracy
of 66.67% using a simple KNN on the sarcoma data. When compared to the current state-of-the69

art approach by our group [41], the strategy proposed in this paper outperformed our previous
strategy which involved careful manual tuning with repetitive selection. Most of the featureclassifier combinations from the softmax and AE baselines underperformed compared to the
triplet-based approach. Nevertheless, the performances among the four classifiers in different
strategies are consistent with the qualitative results as the better-separated features from the
proposed method achieved better results than that of the softmax and AE with less homogeneity.
Table 3.3 Comparison of the 2-class Accuracy (%) on the EPID Data using the proposed
method against the different feature-validation configurations. The features were reduced with
PCA retaining 99% variance and fed into different ML algorithms as the final classifier.
Configurations (# of features)
Training
Validation
Adaptive Scope (26)
Fixed Margin Triplet
Triplet Loss (32)
AE (78)
Softmax (65)
Radiomics Features (10)
Best Repetitive Tuning [41]

End Classifier in Testing
SVM KNN
DT
MLP
78.04 73.73 74.12 65.88
77.65 73.73 72.94 73.33
54.17 69.80 69.80 61.18
52.78 70.59 74.12 62.75
66.27 66.27 65.88 66.67
74.51

Table 3.4 Comparison of the 3-class Accuracy (%) on the EPID Data using the proposed
method against the different feature-validation configurations. The features were reduced with
PCA retaining 99% variance and fed into different ML algorithms as the final classifier.
Configurations (# of features)
Training
Validation
Adaptive Scope (26)
Fixed Margin Triplet
Triplet Loss (32)
AE (78)
Softmax (65)
Radiomics Features (10)
Best Repetitive Tuning [41]
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End Classifier in Testing
SVM KNN
DT
MLP
69.02 66.27 63.53 52.94
67.06 63.92 61.18 59.61
54.17 61.57 54.12 45.49
52.78 52.55 54.51 41.57
66.27 47.84 42.75 54.90
67.78

Table 3.5 Comparison of the 2-class Accuracy (%) on the Sarcoma Data using the proposed
method against the different feature-validation configurations. The features were reduced with
PCA retaining 99% variance and fed into different ML algorithms as the final classifier.
Configuration (# of features)
Training
Validation
Adaptive Scope (19)
Fixed Margin Triplet
Triplet Loss (17)
AE (65)
Softmax (49)
Radiomics Features (20)

End Classifier in Testing
SVM KNN
DT
MLP
59.72 66.67 63.89 65.28
61.11 61.11 63.89 62.50
54.17 56.94 51.39 54.17
52.78 55.55 47.22 59.72
51.39 54.17 52.78 44.44

3.6.3 Utility as an End Classifier
Previous experiments raise questions on whether follow-classifier are needed when the
proposed strategy can gauge classification performance. In this experiment, we evaluated the
performance of our adaptive scope strategy as the final classifier in the testing step as 𝑓(𝑋). We
compared its effectiveness with a standard KNN as the final classifier. We employed two
transfer learning approaches for features in the training and validation steps: the fixed-margin
triplet network validated with triplet loss in Equation (1.1) and the adaptive scope, and the AE
network validated Mean-squared-error (MSE) reconstruction loss. We also compared the result
with an end-to-end softmax classifier validated with an accuracy measure. The classification
accuracies of all the approaches were obtained from the testing dataset for the performance
evaluation.
The results of comparing classification models on both datasets were presented in Table
3.6. Using the proposed adaptive scope on both the validation and testing outperformed all the
other configurations using representation learned from fixed margin triplet loss, autoencoder, and
softmax trained with the same architecture. The proposed method achieves the best accuracies of
73.73% and 67.45% on the 2-class and 3-class settings of the EPID data, and 65.28% on the
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Sarcoma data. However, experiments showed varying results when the proposed approach was
used only as the final classifier in the testing step. It can be observed that the proposed approach,
as a classifier, gave only minor improvements for the representation from the fixed margin
approach validated with the triplet loss, while performance of the representation from the AE
network declined, possibly due to overfitting. The results suggested that the approach has the
capability to select good features among many training epochs and yields good end performance.
However, it performs similarly to a simple KNN and may overfit when it plays no role in the
feature validation.
Overall, the proposed validation strategy performs well as in the feature validation step.
Although our strategy does not directly affect typical fixed margin training, it helps increase the
performance of the classification without having to perform repeated validation and testing steps.
Thus, our strategy may be best applied to the triplet network, whose metric loss can tune the NN
hyperparameter. In general, the features from the fixed-margin triplet network achieved better
performance compared to the other baselines in our small multi-view datasets. However, the
results showed some limitations of our strategy on the feature embedding of AE and end-to-end
softmax. We speculate that the underperformance of the AE was due to the complexity of the
heterogeneous forms of inputs. Such inferior results compared to that of the class-based triplet
training suggested that the encoded patterns represented by the latent features were not
simplified enough to aid the classifier. It is also worth noting that the end-to-end softmax overfit
our small datasets and underperformed compared to the triplet-based models; despite utilizing
the label data such that it had a quick convergence during training, testing performance was poor.
Nevertheless, the poor results (~50%) in some settings does not mean the AE and softmax
approaches learned nothing and gave random results. For the EPID data, the performances were
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comparable to the traditional threshold-based approach done by the experts in the clinical setting
(~42-49% [41]). For the Sarcoma data, softmax with end-to-end training result outperformed AE
and was close to the typical Triplet approach with KNN in Table 3.6. The results suggested that
the softmax approach may learn better with end-to-end training. However, it may not be suitable
for transfer learning in the multi-view sarcoma problem with the small sample size.
Our strategy is designed to investigate whether overall classification improvement should
be emphasized on the better representation or the better subsequent classifier. Comparing the
proposed measure against a baseline (e.g. the end-to-end softmax or the radiomic feature),
outperformance means the features are suitable and can achieve better performance at the second
stage. Otherwise, superior performance is uncertain. The representation network should then be
re-evaluated for improvement. For example, In the Table 3.6 scenario, the second-stage tuning
was worth pursuing due to the superior lower-bound performance than that of end-to-end
softmax. The achievable lower bound in Table 3.6 can then judge the second-stage classifiers
such that the best classifiers from Table 3.3-3.5 results should outperform the baseline
performances in Table 3.6. Otherwise, more effort should be put into the classification stage
rather than the feature stage.
The triplet results also present the drawback of triplet loss as a validation measure. In
Table 3.6, the achievable lower bound results of features selected with triplet loss were inferior
to that of the proposed method in the 3-class EPID and Sarcoma tasks. The conclusion was also
supported by the same trends of the second stage in Table 3.3-3.5.
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Table 3.6 Comparison of Accuracy (%) on the EPID Data Using the Proposed Validation
and adaptive scope classification against the other validation-classification configurations. The
feature underwent no reduction prior to KNN or our adaptive scope classification.
Training

Algorithm Configurations
Validation

Adaptive Scope
Triplet Loss
Triplet Loss
Reconstruction loss
AE
Reconstruction loss
End-to-end Softmax
Fixed Margin
Triplet

Testing

Adaptive Scope
Adaptive Scope
KNN
Adaptive Scope
KNN

EPID
3-Class 2-Class
Acc (%) Acc (%)
67.45
73.73
64.31
73.73
63.92
73.73
45.49
70.59
54.50
70.59
50.98
72.54

Sarcoma
2-Class
Acc (%)
65.28
62.50
61.11
43.06
56.94
59.72

3.7 Conclusion
We successfully developed a novel nearest neighbor-based strategy for evaluating the
unified features from the triplet-based classification training of multi-view medical data. The
strategy provides a theoretical lower bound on classification performance of the features to aid
training for the final classification. By comparing the lower bound, the strategy can be used to
validate whether which training epoch generates the features with better potential for
classification prior to the classification stage. The lower bound also determines whether the
classifier drives better performance which reduces the burden of the repetitive tuning between
the feature networks and the classifier for end performance. Our experimental results show that
the triplet network has the potential to outperform the end-to-end softmax and AE networks in
the classification tasks while retaining similar utility for transferring to other related tasks, such
as survival regression. Our strategy may be useful in a setting where a limited sample size is
available and data augmentation is limited or infeasible.
The ability to transfer the representation for other related tasks is particularly in-line with
modern medical research of which the patient’s data along with the features are recorded and
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processed in a common workflow (e.g., radiomic workflow [10][88]) such that the information
can be archived for future study. In the bigger picture, our proposed strategy also suggests that
the feature development for classification is neither data-specific nor dependent on available
expert knowledge. Our multi-view experiments demonstrated that relevant data sources could be
utilized integrally in a unified framework. Thus, experts should focus on defining and curating
the relevant data rather than tedious feature engineering.
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4. Integrating Representation Learning for Survival Regression Tasks
The previous chapter show success of using supervised deep learning approaches to
ensure the quality of prediction results at the end of the workflow. This chapter shows that the
perspective can also benefit the workflow for survival regression tasks using the Deepsurv
model.
Modern survival regression approaches, as described in section 1.5.3.3, utilize end-to-end
deep learning to predict regression responses. From the perspective of the prediction workflow,
the regression networks encompass the processes involving 𝑔(𝐼) and 𝑓(𝑋). Figure 4.1 illustrates
the role of a regression network in our prediction workflow. Unlike the previous chapter, the
regression network designates the prediction as 𝑌 = 𝑓(𝑔(𝐼)) instead of separating processes for
𝑋 = 𝑔(𝐼) and 𝑌 = 𝑓(𝑋).

Figure 4.1 Deep regression network roles in the prediction workflow. The network training
and operations combine and encompasses the features of and prediction phase of the workflow.
Nevertheless, the workflow must ensure the quality of end results through feature tuning.
Most of the state-of-the-art deep survival approaches emphasize less on learning good
representation. On the other hand, they focus more on expanding network parameters to
accommodate performance over a fine discretization of output time to improve the performances.
This leads to difficulty in the network’s training, especially for medical applications where data
are limited. Under this context, the regression-based Deepsurv approach is more advantageous
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and widely adopted because its continuous output design limits unnecessary network parameters.
Despite the practical advantage, the typical network lacks control over the feature distribution
causing the network to be more prone to noisy information and occasional poor prediction
performance.
We investigate the lack of feature distribution control during the regular Deepsurv training
that exposes the network to suboptimal performance. Our contributions in this chapter are threefold.
• Theoretical foundation to enhance network on the perspective of representation learning without
scaling the number of network parameters.
• The projection loss regularization based on the theory. The regularization loss is applicable to
survival prediction on various input forms implying that the proposed improvements are
applicable to the other networks with similar organizations to Deepsurv, such as DeepConvSurv
[56] networks, which we used in our experiments.
• Demonstration of the improvement generality through experiments on many expert-defined
medical prognosis datasets derived from clinical outcomes, histology, cellularity, immune
markers, and volumetric imaging.
The Content of this chapter has been published in [143]. Please see the reference for more
information.
4.1 Development of Quality Measure for Deepsurv Feature
Our regularization objective is to ensure that the Deepsurv learns suitable feature
distribution for 𝑋𝑛𝑒𝑡 = 𝑓(𝐼|𝜃) during the optimization of pairwise concordance. Intuitively, a
good set of features lead to well-perform 𝛽 estimation and a higher C-Index. For the typical CPH
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model, poor feature quality is the most likely cause of underperformance because optimizing 𝛽 is
simpler with the convex loss. For Deepsurv, however, the loss function provides no explicit goal
on improving the feature. Consequently, it is unclear during training whether 𝑋𝑛𝑒𝑡 , 𝛽, or the other
aspects of the network architecture cause poor performance in models with inferior C-index. To
clarify such questions, we seek to include the suitability of 𝑋𝑛𝑒𝑡 into the objective function to
ensure that the best 𝛽 for 𝑋𝑛𝑒𝑡 is easier to obtain, and efforts could be put elsewhere to improve
the performance.
Despite the Deepsurv network being a non-linear regression approach, the risk score output
𝑋𝑛𝑒𝑡 ∙ 𝛽𝑛𝑒𝑡 at the last layer is linear in nature. For linear predictions in general, the multiplecorrelation coefficient 𝑅 is a suitability measure for the feature. However, the typical calculation of
𝑅 requires knowing the exact values of the target prediction variable, which are not available in our
case due to censoring. We propose an alternative measure Λ as the substitute measure 𝑅 for the
feature quality goal. Λ is defined as

Λ=√

𝑉𝑎𝑟(𝑋𝑛𝑒𝑡 ∙ 𝛽⃑𝑛𝑒𝑡 )
𝑉𝑎𝑟(𝑋𝑛𝑒𝑡 )

(4.1)

𝛽⃑𝑛𝑒𝑡 is a directional unit vector calculated from normalizing the 𝛽𝑛𝑒𝑡 vector of parameters. 𝑉𝑎𝑟 is
variance calculated from random variables in the parenthesis. We further simplify the calculation
in Equation (4.1) with principal component analysis (PCA), resulting in the following

Λ=√

⃑⃑⃑⃑⃑𝑖 ∙ 𝛽⃑𝑛𝑒𝑡 )
∑𝑝𝑖=1 𝜆𝑖 (𝑊
∑𝑝𝑖=1 𝜆𝑖

+

(4.2)

Where each ⃑⃑⃑⃑⃑
𝑊𝑖 and 𝜆𝑖 are eigen vector of the principal components (PCs) and its corresponding
eigenvalue. The PCs are the result of applying PCA to the interested data of which 𝑝 is the total
number of dimensions. ⃑⃑⃑⃑⃑
𝑊𝑖 is a directional unit vector calculated from normalizing 𝑊𝑖 . The
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numerator is the summation of variance captured in the direction of 𝛽⃑𝑛𝑒𝑡 proportional to the
directional similarity between the PCs and 𝛽𝑛𝑒𝑡 . The operator (_)+ is the element-wise absolute
value to prevent any negative cosine value. The measure is bounded in the range of [0, 1].
According to Equation (4.1), the Λ value close to 0 means the network captures only a minor
fraction of the total data variance for the prediction, which could entail more noises and
ungeneralizable data trends. On the other hand, the value close to 1 implies utilizing a significant
part of the variance for the prediction. Even though the fraction of variance does not directly lead
to poor C-index performance, it semantically hints at the magnitude of feature information that
supports 𝛽⃑𝑛𝑒𝑡 and the efficiency of the prediction.
The purpose of Λ is two-fold. The first purpose is to establish that maximizing Λ increases
the multiple-correlation coefficient and decreases the discordance probability. We provide
theoretical discussions on the derivation of measure Λ in section 4.3. In brief summary, the theory
1

reveals that Λ ∝ ⌊𝑅⌋ and Λ2 ∝ ⌈P(disc)⌉ where ⌊𝑅⌋ is the lower bound on the multiple-correlation
coefficient and ⌈P(disc)⌉ is the upper bound on discordant pairs occurring probability. These
properties are the foundation of our loss formulation. The second purpose is to gauge relative
changes in the relevant feature distribution across many regularization strategies. Even though Λ is
relative to a lower bound measure and does not imply poor prediction quality, it is calculated from
distributional variance measures, directly reflecting the feature distribution changes. It is
surmisable that different regularization strategies alter the network’s features, although the effect is
unclear and difficult to gauge through C-index performance. Thus, we use Λ to observe whether
there is feature training emphasis among regularization strategies and to inspect whether the
feature change improves C-index performances.
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4.2 the Proposed Regularization Objective
To increase 𝜦, we propose the following regularization term in addition to the NLPL loss
𝑁

1
ℒ𝑁𝐿𝑃𝐿_𝑟𝑒𝑔 (𝜃, 𝛽𝑛𝑒𝑡 ) = ℒ𝑁𝐿𝑃𝐿 (𝜃, 𝛽𝑛𝑒𝑡 ) + 𝑤𝑟𝑒𝑔 ∑{(‖𝑓(𝐼𝑖 |𝜃)‖2 ∙ ‖𝛽𝑛𝑒𝑡 ‖2 )2 − (𝑓(𝐼𝑖 |𝜃) ∙ 𝛽𝑛𝑒𝑡 )2 }
𝑁
𝑖=1

(4.3)
where 𝑤𝑟𝑒𝑔 is the weight of our proposed regularization term and ℒ𝑁𝐿𝑃𝐿 (𝜃, 𝛽𝑛𝑒𝑡 ) is the NLPL
loss in Equation (1.6). The loss in Equation (4.3) is the primary objective function for our
regularized Deepsurv network. With geometrical consideration, the loss is equivalent to the
following rearrangement
𝑁

1
ℒ𝑁𝐿𝑃𝐿𝑟𝑒𝑔 (𝜃, 𝛽𝑛𝑒𝑡 ) = ℒ𝑁𝐿𝑃𝐿 (𝜃, 𝛽𝑛𝑒𝑡 ) + 𝑤𝑟𝑒𝑔 ∑{(‖𝑓(𝐼𝑖 |𝜃)‖2 ∙ ‖𝛽𝑛𝑒𝑡 ‖2 )2 ∙ (1 − cos2 𝛼)}
𝑁
𝑖=1
𝑁

1
ℒ𝑁𝐿𝑃𝐿𝑟𝑒𝑔 (𝜃, 𝛽𝑛𝑒𝑡 ) = ℒ𝑁𝐿𝑃𝐿 (𝜃, 𝛽𝑛𝑒𝑡 ) + 𝑤𝑟𝑒𝑔 ∑{(‖𝑓(𝐼𝑖 |𝜃)‖2 ∙ ‖𝛽𝑛𝑒𝑡 ‖2 ∙ 𝑠𝑖𝑛 𝛼)2 }
𝑁

(4.4)

𝑖=1

where 𝛼 is an angle formed by 𝛽𝑛𝑒𝑡 and a features vector 𝑓𝑖 = 𝑓(𝐼𝑖 |𝜃). The ‖𝑓(𝐼𝑖 |𝜃)‖2 ∙ ‖𝛽𝑛𝑒𝑡 ‖2 ∙
𝑠𝑖𝑛 𝛼 is the magnitude of an 𝑓𝑖 component that is perpendicular to the 𝛽𝑛𝑒𝑡 .
The regularization aims to simultaneously control both the distribution of 𝑓𝑖 and the 𝛽𝑛𝑒𝑡 .
By decreasing (‖𝑓(𝐼𝑖 |𝜃)‖2 ∙ ‖𝛽𝑛𝑒𝑡 ‖2 )2 and increasing (𝑓(𝐼𝑖 |𝜃) ∙ 𝛽𝑛𝑒𝑡 )2, the loss reduces the
perpendicular components, which has a similar effect to geometrical projection and makes 𝑓(𝐼𝑖 |𝜃)
or 𝑋𝑛𝑒𝑡 more distributed along the direction of 𝛽𝑛𝑒𝑡 . The effect is illustrated graphically in Figure
4.2. In other words, the regularization reduces feature variance that does not contribute to the
hazard score and improves the 𝑉𝑎𝑟(𝑋 ∙ 𝛽⃑ )/𝑉𝑎𝑟(𝑋) term value on Λ.
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Figure 4.2 Geometric View of Cox/Deepsurv Representation Space. 𝑓𝑖 is the penultimate-layer
features 𝑓(𝐼𝑖 |𝜃) from the Deepsurv network. Projection loss regularization prevents the diverging
by anchoring the feature toward linear 𝛽𝑛𝑒𝑡 plain. This figure has been previously published in
[143].
The proposed loss force of the Deepsurv network training to filter out the irrelevant
information from the input 𝐼, and effectively predict with information in 𝛽𝑛𝑒𝑡 and 𝑋𝑛𝑒𝑡 that
matter to the hazard score. It is noteworthy that the loss does not limit its applicability to only the
typical Deepsurv network. The proposed method applies to any network designs with outputs
with 𝛽𝑛𝑒𝑡 and 𝑋𝑛𝑒𝑡 , especially network with variations of 𝑓(𝐼𝑖 |𝜃) explained in section II-B
trained with NLPL. However, the proposed loss is not without a drawback. If the loss value is
reduced to 0, then that potentially makes ‖𝛽𝑛𝑒𝑡 ‖ = 0 and renders the prediction useless. Thus,
the strength of the regularization 𝑤𝑟𝑒𝑔 must not overwhelm the main objective of minimizing
ℒNLPL . The projection loss is proposed as a complementary objective such that it means to be
reduced but not entirely minimized.
4.3 Theoretical Insight for Deepsurv Regularization
Our development strategy is to simply find the lower bound on the coefficient 𝑅 or
measure 𝑅 2 then seek to maximize them as the secondary learning objective for the Deepsurv
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network. However, we discover that maximizing the lower bound also lowers the upper bound of
the discordance pair occurrence likelihood.
Consider a simplified survival regression problem in which all survival outcomes are
available. Without the censoring, the simplified problem is to derive suitable hazard values and
regress for the prediction model. [144] explored the problem by deriving desired hazard value 𝑑
and the linear prediction model where 𝑑 = 𝑙𝑜𝑔(𝐻0 (𝑡)) = 𝑋 ∙ 𝛽 ∗ + 𝑒. The formulation converts
the problem into a least-square estimation of 𝛽 using 𝑋-𝑑 covariance. Notice that 𝑑 can be recentered and re-scaled to eliminate the intercept and derive a valid estimation of 𝛽 ∗ . The
evaluation with the C-Index mostly concerns 𝛽⃑ ∗ and the ordering of 𝑋 ∙ 𝛽 ∗ such that estimates of
𝛽 ∗ in different magnitudes result in the same performance level. In survival prediction, it is
common to assume that probability distributions of the outcome and the censoring are
independent. If the model can capture the general trends and distribution of patient survival, the
model from uncensored data can still be used to predict the censored cases. The relationship
between the features and survival outcome would then apply to the censored cases as well.
We then made the following assumptions.
• First, we assume that 𝛽⃑ ∗ ≈ 𝛽⃑̂ such that the NLPL solution 𝛽̂ is a valid answer for the leastsquare 𝛽 ∗ formulations that capture the underlying patient survival trend.
• Second, magnitudes of 𝑑 and 𝛽 ∗ are small such that 𝑉𝑎𝑟(𝑋) ≥ 𝑉𝑎𝑟(𝑑) ≥ ‖𝛽 ∗ ‖2 where
𝑉𝑎𝑟(𝑋) is total variance in the features. This assumption is in-line with many regularizations
approach for survival prediction [59] and regression in general, which try to keep parameters
small and simple for better generalization. It also implies that 𝑑 can be rescaled (e.g., znormalization) such that 𝑉𝑎𝑟(𝑋) ≥ 𝑉𝑎𝑟(𝑑) even if the variance is originally more significant
than that of input features.
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•

Third, the noise term in 𝑑 ≈ 𝑋 ∙ 𝛽 ∗ + 𝑒 is a zero-mean error term independent of the covariates
𝑋. This assumption is a general assumption of linear prediction, implying that the prediction
error is the primary source of discordance.
With the assumptions, we state the following statements and propositions.

−1
−1
Statement 4.1: 𝛽 ∗ = 𝛴𝑋𝑋
∙ 𝐶𝑋𝑑 where 𝛴𝑋𝑋
is the inverse of covariance matrix from covariates 𝑋,

and 𝐶𝑋𝑑 is a vector of 𝐶𝑜𝑣(𝑋, 𝑑).
𝑇
−1
Statement 4.2: Multiple correlation coefficient is the square root of 𝑅 2 = 𝜌𝑋𝑑
𝑃𝑋𝑋
𝜌𝑋𝑑 where
𝐶

−1
𝑃𝑋𝑋
is the inverse of the 𝐶𝑜𝑟𝑟(𝑋, 𝑋) correlation matrix, and 𝜌𝑋𝑑 = 𝐶𝑜𝑟𝑟(𝑋, 𝑑) = 𝜎 𝑋𝑑
.
𝜎
𝑋 𝑑

Statement 4.1 is the standard closed-form solution for the least-square regression, which
can be done when all the desired values are known. In statistical literature, Statement 4.2 defines
the calculation of 𝑅. We use these statements to posit the following propositions.
Proposition 4.3: Given 𝔼[𝑑] = 0, 𝔼[𝑒] = 0, and z-normalized 𝑋, the coefficient
𝑉𝑎𝑟(𝑋 𝑇 ∙𝑑)

𝑅 2 = 𝑉𝑎𝑟(𝑋 𝑇 ∙𝑑)+𝑉𝑎𝑟(𝑒).

Proposition 4.4: Given zero-centered rescaled 𝑑 such that 𝑉𝑎𝑟(𝑋) ≥ 𝑉𝑎𝑟(𝑑), then
𝑉𝑎𝑟(𝑋)

𝑉𝑎𝑟(𝑒)

𝑉𝑎𝑟(𝑋∙𝛽 ∗ )

≥ 𝑉𝑎𝑟(𝑋∙𝛽∗) + 1.

These statements and propositions give some clues on how to grasp the value of 𝑅 from the
available data. The apparent difficulty is 𝑑 is not entirely available due to censoring. Therefore, we
⃑⃑∗ ,
derive a corollary to proposition 4.3 and the theorem 4.6 to establish relationships between X, β
and the lower bound on 𝑅.
Corollary 4.5: Given 𝔼[𝑑] = 0, 𝔼[𝑒] = 0, and z-normalized 𝑋, then
𝔼[(𝑋∙𝛽 ∗ )2 ]

𝑅 ≥ 𝑅 2 ≥ 𝔼[(‖𝑋‖

2 ‖𝛽

.

∗ ‖ )2 ]+𝔼[𝑒 2 ]
2
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Theorem 4.6: Given z-normalized 𝑋, 𝑅 ≥ ‖𝛽 ∗ ‖2 √

⃑⃑⃑ ∗ )
𝑉𝑎𝑟(𝑋∙𝛽
𝑉𝑎𝑟(𝑋)

Both Corollary 4.5 and Theorem 4.6 give helpful information about the lower bound of 𝑅
related to 𝑋 ∙ 𝛽 ∗ , in which we use them to derive Λ and the projection loss. We substitute the
direction 𝛽⃑ ∗ with 𝛽⃑̂ from the NLPL formulation due to the first assumption. The Deepsurv
⃑⃑∗ with X𝑛𝑒𝑡 and 𝛽⃑𝑛𝑒𝑡 . Therefore, the fraction of variance term can be
formulation substitute X and β
substitute with Λ defined in Equation (4.1). This theorem establish the lower bound ⌊𝑅⌋ that
⌊𝑅⌋ = 𝑐 Λ
⌊𝑅⌋ ∝ Λ

(4.5)

Λ ∝ ⌊𝑅⌋

(4.6)

and vice versa,

where 𝑐 = ‖β∗ ‖2 is from by solving for 𝛽 ∗ using 𝑑 or its scaled version according to the second
assumption. The purpose of this relationship between ⌊𝑅⌋ and Λ is not to measure the exact value
of ⌊𝑅⌋ via Λ because ‖𝛽 ∗ ‖2 is unknown due to the 𝑑 censoring. The property shows that
maximizing Λ is equivalent to maximizing the lower bound ⌊𝑅⌋ and encourages using Λ as the
feature quality measure. Corollary 1 offers a simpler way to increase ⌊𝑅⌋. It suggests a
simultaneous decrease in 𝔼[(‖𝑋‖2 ‖𝛽 ∗ ‖2 )2 ] and increase in 𝔼[(𝑋 ∙ 𝛽 ∗ )2 ], which we use in the
projection loss formulation in Equation (4.3). For the formulation, we substitute the constant 𝛽 ∗
with 𝛽𝑛𝑒𝑡 to control the variance direction and magnitude of 𝛽𝑛𝑒𝑡 at the same time. Technically,
the proposed regularization improves Λ by increasing 𝑉𝑎𝑟(𝑋𝑛𝑒𝑡 ∙ 𝛽⃑𝑛𝑒𝑡 ) and reduce 𝑉𝑎𝑟(𝑋𝑛𝑒𝑡 ) that
does not contribute to hazard score.
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There are valuable interpretations on improving 𝑅 and 𝑅 2 through the proposed projection
loss. Achieving good C-index performance with 𝛽𝑛𝑒𝑡 at a higher value of 𝑅 means that the network
finds concrete 𝑋𝑛𝑒𝑡 that correlated well with the desire hazard score even if complete knowledge of
the exact score 𝑑 is not available. The higher value of 𝑅 2 means the 𝛽𝑛𝑒𝑡 trend line has smaller
fraction of unexplained variance, which implies that the network efficiently filters out the
irrelevant information from the input 𝐼 and effectively predicts with information in 𝑋𝑛𝑒𝑡 that really
matters.
The minimizing projection loss not only forces the Deepsurv network to digest better
information from the input 𝐼. We discover that it also reduces the discordance rate caused by noise
and improves C-index performance. Consider that the desired hazard score variable 𝑑 = 𝑋 ∙ 𝛽 + 𝑒
is the variable that strictly follows the ordering. In other words, the linear model inherently
establishes that the error or noise term 𝑒 causes the discordance of some 𝑋 ∙ 𝛽 pair comparisons
such that 𝑋 ∙ 𝛽 = 𝑑 − 𝑒 and 𝑑 − 𝑒 diverge from the ordering of 𝑑, which follows the third
assumption.
We establish the following proposition and corollary to show the foundation of our upper
bound on discordance probability.
Proposition 4.7: Given 𝛽 ∗ , and (𝑋𝑖 , 𝑋𝑗 ) which are two samples of random variables 𝑋, then the
2

∗

∗ 2

upper bound 𝑃 ((𝑒𝑖 − 𝑒𝑗 ) ≥ (𝑋𝑖 ∙ 𝛽 − 𝑋𝑗 ∙ 𝛽 ) ) ≤

2

𝔼[(𝑒𝑖 −𝑒𝑗 ) ]
(𝑋𝑖 ∙𝛽∗ −𝑋𝑗 ∙𝛽 ∗ )

2

.

Corollary 4.8: Given zero-centered rescaled 𝑑 such that 𝑉𝑎𝑟(𝑋) ≥ 𝑉𝑎𝑟(𝑑), then
𝑉𝑎𝑟(𝑒)

𝑉𝑎𝑟(𝑋)

𝑉𝑎𝑟(𝑋∙𝛽 ∗ )

≤ 𝑉𝑎𝑟(𝑋∙𝛽∗) − 1.

The stated propositions and corollary provide information about the error term.
Specifically, proposition 4.7 provide a probability bound of events that the error difference exceeds
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that of the hazard score. Corollary 4.8 suggests a worse-case quantity of error variance relative to
variance in input data and the predicted score. Then, we derive the discordance probability in the
predicted score as in the following theorem.
Theorem 4.9: Given 𝛽 ∗ and z-normalized 𝑋, then 𝑃(𝑑𝑖𝑠𝑐𝑜𝑟𝑑𝑎𝑛𝑡 𝑖𝑛 𝑋 ⋅ 𝛽 ∗ ) ≤

𝑉𝑎𝑟(𝑋)
⃑⃑⃑ ∗ )
‖𝛽 ∗ ‖22 𝑉𝑎𝑟(𝑋∙𝛽

−1

From theorem 4.9, we establish that the upper bound of the discordance probability
⌈𝑃(𝑑𝑖𝑠𝑐𝑑)⌉ is inversely proportional to the fraction of the 𝑋 ∙ 𝛽⃑ ∗ variance and the total variance
⃑⃑∗ is substituted with 𝛽⃑𝑛𝑒𝑡 according to the
in 𝑋. For the Deepsurv network, 𝑋 is 𝑋𝑛𝑒𝑡 , and β
second assumption. This theorem establish the upper bound that

⌈𝑃(𝑑𝑖𝑠𝑐𝑑)⌉ = 𝑐

1
−1
Λ2

1
Λ2

(4.7)

1
⌈P(discd)⌉

(4.8)

⌈𝑃(𝑑𝑖𝑠𝑐𝑑)⌉ ∝

and vice versa,
Λ2 ∝

where 𝑐 = 1/‖𝛽 ∗ ‖22 . The relationship further expands the merit of increasing Λ such that
maximizing Λ2 is equivalent to minimizing the upper bound of the probability of discordance
pair in the predicted score. The theorem reveals that our proposed regularization improves Cindex performance by increasing Λ2, which we investigate further in our experiments.
4.4 Experiment
Our investigations through the experiments aim to address the following aspect under the
medical context with limited sample size.
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• Impact of the regularization on C-index performance.
• Effect of the regularization on the Deepsurv’s feature.
• Performance of the regularized model relative to that of the State-of-the-art.
4.4.1 Dataset
Table 4.1 gives an overview of the survival datasets on the number of features and
censoring. Our experiments employed five public datasets and four in-house developed datasets.
We use two criteria in selecting the current public datasets in our experiments. First, the survival
datasets should be related to healthcare, have limited sample sizes, and are highly censored. In
this study, we posit that each dataset should have less than 8,000 cases, and more than 40% are
censored. Second, the selected datasets have been previously used to demonstrate the
performance of the included baselines (e.g., when the included baselines were proposed).
Intuitively, we ensure fair comparisons such that all baselines are expected to perform well on
some datasets.
In brief details, Wisconsin Breast Cancer prognosis (Wisconsin) is a dataset for breast
cancer diagnosis which analyzes digital images of cells taken from breast lumps to time
recurrence of cancer. Expert-defined features were extracted from cellular nuclei images. Each
record represents follow-up data for a cancer case. The censored case is defined by no recurrence
during the follow-up period. The Molecular Taxonomy of Breast Cancer International
Consortium (METABRIC) is a breast cancer survival prediction dataset based on gene
expressions and clinical features. The target variable is the number of months until observed
death. Rotterdam and German Breast Cancer Study Group (GBSG) dataset contains records of
node-positive breast cancer patients with features related to effects from chemotherapy and
hormone treatments. The recorded survival times are in the number of months. National Wilm’s
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Tumor Study (NWTCO) [145] is a dataset to study the relationship between tumor histology on
embryonal kidney cancer and treatment outcome. The features are clinical and histological
variables. All the cases are associated with the time-to-death or survival time of patients. Patients
who survived over the follow-up period are censored. Assay of Serum Free Light chain
(FLCHAIN) is a dataset for studying the prevalence of the monoclonal gammopathy of
undetermined significance (MGUS), an immune disregulation condition. We employ the same
pre-processing as in [75]. Notably, the censored patients either survived or dropped out of the
study during follow-up. The extracted variables are conditions related to the ailment. Wisconsin
data is available at the UCI repository. METABRIC, GBSG, NWTCO, and FLCHAIN datasets
are available either in the R Survival package or Pycox package.
Table 4.1 Summary of datasets in experiments
Dataset

# Feature

# Cases

Event Time

Total

Censored

Min

Max

Mean

Median

Wisconsin

35

198

151 (76.26%)

1

125

46.73

39.5

METABRIC

9

1904

801 (42.07%)

0

355.20

125.03

114.90

GBSG

7

2232

965 (43.23%)

0.26

87.36

44.49

40.22

NWTCO

8

4028

3457 (85.82%)

4

6209

2276.98

1939.0

FLCHAIN

10

6524

4562 (69.93%)

0

5166

3647.50

4303.0

Sarcoma-Rad-UW

45

200

157 (78.5%)

43

6139

1261.77

1111.0

Sarcoma-RadMunich

45

72

51 (70.83%)

69

2486

1136.47

1031.5

Sarcoma-3DMRIUW

3D-MRIScans
(64x64x64)

200

157 (78.5%)

43

6139

1261.77

1111.0

Sarcoma-3DMRIMunich

3D-MRIScans
(64x64x64)

72

51 (70.83%)

69

2486

1136.47

1031.5
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We developed Sarcoma datasets from magnetic resonance imaging (MRI) scans of
patients with sarcoma soft-tissue cancer. Soft tissue sarcoma is a heterogeneous cancer with
severe outcomes for many patients. Pre-treatment contrast-enhanced T1-weighted 3D MRI scans
were acquired from two independent cohorts of patients diagnosed with biopsy-proven soft tissue
Sarcoma (STS) from the University of Washington (UW cohort) and the Technical University of
Munich (Munich cohort). The acquisition was done with the institutional picture archiving and
communication system (PACS) standard using a similar image matrix and resolutions to [138].
Using the similar protocol to [138], the selected patients had high-risk STS of various histologies
of the extremity, trunk, or retroperitoneum. In both cohorts of Sarcoma datasets, radiologist and
radiation oncologist experts manually segmented the gross tumor as ROI at the fixed resolution
of 1 𝑚𝑚3, which later resampled into the size of 64x64x64 voxels. The segmentation and
resampling were completed using MIM software (version 6.6, MIM Software Inc, Cleveland,
OH) for the UW cohort and iPlan RT (version 4.1.2, Brainlab, Munich, Germany) for the
Munich cohort. Figure. 3.1 in chapter 3 visualizes some samples in our datasets.
Sarcoma-Rad-UW and Sarcoma-Rad-Munich are radiomics features derived from the
MRI scans describing the tumor’s textural appearances from each cohort. The relationship of
these empirical image features sets to patient survival, pathologic response, and tumor grade has
been described previously [137][138][139][146]. The features are extracted using the PORTS
software package and extraction protocol as in [138]. Sarcoma-3DMRI-UW and Sarcoma3DMRI-Munich data are bounded MRI scans from each corresponding institute. The scans were
normalized as in [54]. Sarcoma-3DMRI is not in the typical feature vector format. There have
been many successful explorations in predicting severity and patient risk directly from 3D cancer
scans [54][56][147]. We use these datasets to demonstrate our regularization applicable on
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DeepConvSurv network [56] and to perform comparisons with many other deep survival
baselines for end-to-end prediction. More details are provided in experiment Section IV-D test
scenario three.
4.4.2 Effect on C-index Performance
The first experiment demonstrated effects on the Deepsurv network C-Index performance
given different weights 𝑤𝑟𝑒𝑔 settings on Wisconsin, METABRIC, GBSG, NWTCO, and
FLCHAIN datasets. In all datasets, all features were z-normalized before the experiments except
for binary features. We randomly split each dataset into 60% training, 20% validation, and 20%
testing. Our Deepsurv network architecture was (#feature-128-64) network which consisted of 2
hidden layers of size 128 and 64 nodes followed by a 1-nodes hazard output. Each of the hidden
layers used Leaky-Rectified Linear unit (L-ReLU), defined as 𝑚𝑎𝑥(0.01𝑋, 𝑋), followed by
batch-normalization. In prior experiments, we tried multiple activation functions and designated
L-ReLU for its performance. We set 𝑤𝑟𝑒𝑔 as 1 × 10𝑚 where integer 𝑚 ∈ [−5, 5]. All the results
were compared with no regularization and norm-based Ridge and Lasso regularization on 𝛽𝑛𝑒𝑡
with the same regularization weight range. We set Adam optimizer with a 0.01 learning rate in
all trainings. The networks were trained under loss function in Equation (1.6) until no
improvement on validation performance after 10 patience epochs from the best validation round.
The experiments were repeated 1000 times with different random data splits. The estimated Cindex from the testing set was averaged across all the repetitions. Then, the averaged C-index
estimates were used to compare the performances of different regularization strategies. Notice
that the splitting and result measurement reflect the scenario where the training, validation, and
testing set belong to the identical distributions from well-explored datasets. We applied the same
network architecture and the grid search on regularization weights of all the compared strategies.
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Figure. 4.3 summarizes the results. Improvement in C-index performance under our
regularization method can be observed in different magnitudes across the five datasets. In the
smaller Wisconsin, METABRIC, and GBSG datasets (< 3000 cases), all the regularization
strategies with appropriate weight led to better performance. For the larger datasets (approximately
4000-6000 cases), however, we observe that the norm-based method performances were
marginally worse than that of no regularization, whereas our method was improved from the no
regularization baseline to a certain extent. It is also noteworthy that the appropriate weight for our
approach tends to be more stable such that the peak C-Index performances were from 𝑤𝑟𝑒𝑔 values
around [0.01, 1], whereas the suitable range for other strategies varied depending on the dataset.
Applying too large 𝑤𝑟𝑒𝑔 values can lead to poor performance worse than that of no regularization.
Nevertheless, the performance trends show the potential of our proposed regularization on
improving the C-index.
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Figure 4.3 C-Index Performances on 5 Datasets using different regularization strategies. From left to right: Wisconsin, Metabric,
GBSG, NWTCO, and FLCHAIN datasets, respectively. Square (blue), triangle (red), and star (black) markers denote entries from the
proposed, Ridge, and Lasso strategies, respectively. The dash lines represent performance from no regularization. The Horizontal axis
represents value of 𝑤𝑟𝑒𝑔 1 × 10𝑚 where integer 𝑚 ∈ [−5, 5]. The vertical axis represents average C-Index value. This figure has been
previously published in [143].

4.4.3 Effect on the Feature Distribution
The improved performance warranted deeper investigations on the suitability between the
learned feature and the hazard direction, along with the effect of regularization on the feature
distribution. The second experiment repeated previous settings with the highest performance
from each regularization strategy 1000 times in all datasets. In each run, 𝜦 measures were
calculated to inspect whether there are increases from any regularization strategies. The values
were averaged and then compared to observe the learned information from the trained network in
each setting. In addition to the measure, testing 𝑿 = 𝒇(𝑰|𝜽) and 𝜷𝒏𝒆𝒕 of each strategy were
extracted from a data split with the highest C-Index. Then PCA dimensional reduction was
applied to reduce the dimension of 𝑿𝒏𝒆𝒕 to 2 for visual comparison.
Table 4.2 presents average 𝜦 and C-index measures. Due to slight differences in C-index
performances between some strategies, 95% confidence interval halfwidths are provided for all
C-Index results. The unregularized Deepsurv resulted in poor 𝜦 and learned 𝜷𝒏𝒆𝒕 such that a tiny
fraction of the variance contributed to the prediction. Even though low 𝜦 does not necessarily
result in a poor C-index, the network could have done better optimization to digest input 𝑰 for
relevant information. Otherwise, the network would predict using less suitable 𝑿𝒏𝒆𝒕 and more
likely to capture noise information. The results opened opportunity for the feature control and
selection.
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Table 4.2 C-index Performances Comparison and the Amount of the Projected Variance Λ
contribute to the hazard prediction as the results of different regularization strategies. 95%
confidence interval halfwidths are provided to illustrate significant differences in performances.
Dataset

Wisconsin
METABRIC
GBSG
NWTCO
FLCHAIN

Proposed
Regularization
C-Index
Λ
0.9434
0.639
(±0.006)
0.9026
0.640
(±0.001)
0.6426
0.668
(±0.001)
0.8779
0.716
(±0.002)
0.7871
0.797
(±0.001)

Ridge
(L-2 norm penalty)
C-Index
Λ
0.6541
0.619
(±0.006)
0.2284
0.635
(±0.001)
0.2577
0.665
(±0.001)
0.3680
0.709
(±0.002)
0.4964
0.793
(±0.001)

Lasso
(L-1 norm penalty)
C-Index
Λ
0.4911
0.617
(±0.006)
0.1480
0.635
(±0.001)
0.1264
0.665
(±0.001)
0.4061
0.709
(±0.002)
0.3499
0.793
(±0.001)

No Regularization
Λ
0.3591
0.1332
0.1488
0.3437
0.4538

C-Index
0.591
(±0.006)
0.623
(±0.001)
0.660
(±0.001)
0.710
(±0.002)
0.793
(±0.001)

Norm-based regularization had varying effects on 𝜦 and C-index performances. We
observe increases in both 𝜦 and C-index performance on Wisconsin, METABRIC, and GBSG
data. On the other hand, the norm-based strategies somewhat altered the 𝜦 in NWTCO and
FLCHAIN datasets, which means the regularizations have some influence over features
distribution, not just the 𝜷𝒏𝒆𝒕 parameter. However, they offered no significant change on Cindex, suggesting failure to select well-perform features information on both 𝑿𝒏𝒆𝒕 and 𝜷𝒏𝒆𝒕 .
Thus, norm-based strategies are less effective for the Deepsurv network.
The proposed regularization remedies the problem by allowing more control on the
distribution of the learned feature. Larger 𝜦 values mean that the network learned to encode
more information from 𝑿𝒏𝒆𝒕 that the 𝜷𝒏𝒆𝒕 line can capture. Figure. 4.4 also elaborates our
observations from Table 4.2. The useful information that drives the prediction is the data
projected toward the 𝜷𝒏𝒆𝒕 line, with less variation in the other direction. Thus, network trainings
with less effective control cause more data to be distributed more perpendicular to the line
instead of the trend of increasing or decreasing hazards. From this perspective, the proposed
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regularization showed a more linearly oriented distribution toward the hazard prediction. Better
C-index performance across all the datasets also supported the utility of our proposed method.
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Figure 4.4 Scatterplots of the extracted feature across 5 datasets. 𝑋 = 𝑓(𝐼|𝜃) reduced with PCA to 2 dimensions. The horizontal
and vertical axes are coordinate values of first and second PCs with standardized axes ranges respectively. The data markers are noncensored cases color-coded in heatmap style according to decreasing value of non-censored event time. High-risk cases mark in red
are data points closer to the minimum event time record. Low-risk cases marked in dark blue are data points that occurred near the
maximum of the record time. Red lines are projected 𝛽𝑛𝑒𝑡 of each setting. From Left to Right: Wisconsin, METABRIC, GBSG,
NWTCO, and FLCHAIN datasets respectively. From Top to bottom: Proposed regularization, Ridge, Lasso, and no regularization
strategies. This figure has been previously published in [143].

4.4.4 Performance Comparison with State-of-the-Art Approaches
In the third experiment, we evaluate our proposed method against other state-of-the-art
approaches. The tests are under 3 increasingly difficult data scenarios relevant to the prediction
model development for medical prognosis and decision making. We design experiments to
inspect whether the proposed method’s performance can generalize.
The first scenario is when expert-defined variables are available, and distributions of
training and testing datasets are almost identical. This scenario is expected at the early-stage
model development to confirm that the prediction approach holds sufficient predictive power
under the available data. The test is constructed to satisfy iid data environments such that errors
are mainly caused by prediction approaches rather than the discrepancy between training and
testing distributions. We use well-established public datasets to further ensure that tested models
learn to predict only from the relevant feature information. We employ 5 datasets from previous
experiments with the same training/validation/testing splits. For our proposed strategy, we tried
various values of 𝑤𝑟𝑒𝑔 for each dataset among the [0.1, 1.0] interval. Then, we select
configurations with the best validation performance and compare them with those of 6 deep
learning and 4 non-deep learning approaches. The deep learning baselines were unregularized
Deepsurv [144], Cox-time network [75], Survival Net [54] with CPH model regression, NNet
[71], PMF network [72], and Deep Hit network [73]. All baselines used the same core network
as in experiment 1 with different last layers and losses depends on their respective training
strategies. The non-deep learning baselines were a typical CPH model, survival SVM with linear
kernel [67], Survival Regression Tree [68], and survival regression Forest [69]. For all baselines
which require discretization of output time (NNet, PMF, Deep Hit), we tried varying coarse
discretization by doubly increasing the grouping of survival time from 1 day, 2 days, 4 days, 8,
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days, and etc. After trials, we set the finest discretization defined as max(time) - min(time) + 1
because it consistently outputted the best C-Index across many of the discretization baselines.
We designate the time data in the unit of days for Wisconsin, NWTCO, and FLCHAIN datasets,
and in the unit of months for METABRIC and GBSG datasets. Intuitively, the fine-grain
discretization assumed no prior expert knowledge on time-to-event distribution such that the
discretization should not destroy comparability between cases. Similar to the proposed strategy,
all the deep learning baselines were repeatedly trained using Adam Optimizer with the same
learning rate and early stopping criteria. The repeated evaluations compared average testing CIndex with 95% confidence interval (CI) under 1000 runs. Notice that all networks had their
number of parameters greater than the number of data cases (>>8000). The large numbers reflect
the usual scenario of limited data in survival analysis under the medical setting.
Table 4.3 summarizes the result comparisons of the proposed regularization with all the
baselines. We observe that the proposed method performed on par or better than state-of-the-art
methods and non-deep learning baselines in 4 out of 5 datasets. The outperformance
demonstrates that our regularization applies well when data distributions are similar across
training, validation, and testing sets. It also shows the utility of the proposed method that does
not require discretization of output time, which can be difficult to define without expert
knowledge. In larger GBSG NWTCO and FLCHAIN datasets, inferior performances of NNet,
PMF, and Deep hit may be due to the simpler core network, unlike bigger networks in their
original works that greatly increase the number of parameters in the networks. In a separate
experiment, we experienced increased performance using larger networks with more timeconsuming training. However, the larger network performed poorly on the small Wisconsin
dataset. Interestingly, Deephit outperformed all other baselines in the METABRIC dataset
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despite being trained with a relatively small amount of data and underperformances of other
discrete-time approaches. This discrepancy is a good reminder that the approach is not a bad
survival baseline and should be considered in our following scenarios. Nevertheless,
unregularized regression-based networks (Cox-time and Deepsurv) mostly performed on par or
better than many discretization approaches at the current core network setting. The
underperformance demonstrates limitations of the discretization approach under the current
network setting and scenario.
Table 4.3 C-Index Results Comparison with States-of-the-Art Method in 5 Datasets
Methods

Performances
Wisconsin Metabric GBSG NWTCO FLCHAIN
Proposed
0.649
0.640
0.668
0.716
0.797
(±0.006) (±0.001) (±0.001) (±0.002) (±0.001)
CPH
0.606
0.590
0.655
0.708
0.696
(±0.006) (±0.001) (±0.001) (±0.002) (±0.005)
SVM
0.603
0.587
0.645
0.710
0.793
(±0.006) (±0.001) (±0.001) (±0.002) (±0.001)
Survival
0.526
0.576
0.588
0.613
0.703
Tree
(±0.006) (±0.001) (±0.001) (±0.002) (±0.001)
Survival
0.615
0.640
0.664
0.681
0.783
Forest
(±0.006) (±0.001) (±0.001) (±0.002) (±0.001)
Deepsurv
0.597
0.623
0.660
0.708
0.791
(±0.006) (±0.001) (±0.001) (±0.002) (±0.001)
Cox-Time
0.629
0.637
0.667
0.709
0.792
(±0.006) (±0.001) (±0.001) (±0.002) (±0.001)
NNet
0.561
0.528
0.606
0.599
0.643
(±0.006) (±0.001) (±0.001) (±0.005) (±0.003)
PMF
0.601
0.604
0.657
0.693
0.773
(±0.006) (±0.001) (±0.001) (±0.002) (±0.001)
DeepHit
0.619
0.668
0.655
0.703
0.784
(±0.006) (±0.001) (±0.001) (±0.002) (±0.001)
SurvivalNet
0.561
0.628
0.661
0.692
0.790
(±0.007) (±0.001) (±0.001) (±0.002) (±0.001)

The second scenario is when distributions of training and testing sets are not necessarily
identical. However, the features that encoded some expert knowledge are available. Under
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practical circumstances, information learned from the expert-provided features must be
applicable for predicting various new cases. This expectation is necessary and realistic,
especially when the survival model undergoes external validation between different cohorts of
patients (e.g., due to differences in patient or tumor characteristics) from different institutions.
The test is designed to mimic the validation to ensure that medical-decision making is based on
generalizable predictions. The proposed method and baselines were trained and validated using
Sarcoma-Rad-UW with random 80% training and 20% validation data split. Instead of the same
dataset, we tested the trained models on Sarcoma-Rad-Munich data. The experiment repeated
1000 times with different train-validate splits. All baselines from the first scenario were also
subject to this experiment with the same architectural settings as in the first scenario. We then
compared C-Index performances with 95% CI on the testing set across survival prediction
models.
Table 4.4 and Table 4.5 illustrate performances comparisons using Sarcoma-Rad
datasets, whose expert features guide the prediction when training and testing datasets are not the
same. The proposed method outperformed both deep learning and non-deep learning baselines,
achieving the average C-Index of 0.657. In this small dataset, NNet, PMF, and Survival Net
failed to outperformance many non-deep learning baselines, suggesting that this approach could
not learn generalizable information for the prediction under such a data scenario. DeepHit,
Deepsurv, Cox-time, and the proposed networks outperformed the non-deep learning baseline in
this scenario. Most of these well-perform networks are from the regression-based approach.
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Table 4.4 Projection Loss Regularized Network with Non-Deep Learning Survival
Prediction Approaches in Sarcoma-Rad Dataset
Proposed

CPH

SVM

0.657
(±0.006)

0.592
(±0.007)

0.599
(±0.006)

Survival
Tree
0.526
(±0.006)

Survival
Forest
0.5900
(±0.006)

Table 4.5 Projection Loss Regularized Network Comparison with States-of-the-Art Deep
Survival Baselines in Sarcoma-Rad Dataset
Proposed
0.657
(±0.006)

Deepsurv
0.631
(±0.006)

Cox-Time
0.628
(±0.007)

NNet
0.568
(±0.007)

PMF
0.573
(±0.007)

DeepHit
0.640
(±0.006)

SurvivalNet
0.558
(±0.007)

The third scenario is when training and testing data distributions are not identical, and
expert-defined features are unavailable. Unlike the second scenario, this scenario is more
difficult as there is no expert guidance on specific information to capture from the raw data. The
test is conducted to demonstrate the proposed method’s applicability and to observe the
generalizability of various deep survival approaches under non-typical input instead of the
handcrafted feature vector. The proposed method and baselines were trained and validated using
the Sarcoma-3DMRI-UW dataset and tested on the Sarcoma-3DMRI-Munich dataset. Similar to
the second scenario, the UW cohort cases were randomly split into 80% train and 20% validate
data. The experiment repeated 100 times with different train-validate splits. Due to no expertdefined feature variables, non-deep learning baselines were excluded for Sarcoma-3DMRI
experiments. We used the same deep learning baselines as the first and second scenarios with the
core network replaced with a convolutional neural network (CNN). CNN version of Deepsurv is
also called Deepconvsurv, which has been explored in [56]. The CNN architecture setting was
(img-conv16 conv32-conv64-conv128-flatten-512-128) consisted of 4 convolution layers with an
increasing number of filters from 16-128 followed by a feed-forward network with 2 hidden
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layers of size 512 and 128. All convolutional filters have a size of 3x3x3. All convolutions and
feed-forward layers used the L-ReLU activations function and followed by batch normalization.
Random flipping augmentation was tried but later dropped due to validity concerns and no
significant improvement in all baselines. All training used Adam optimizer with a learning rate
set to 0.0001. C-Index performances with 95% CI on the testing set were compared.
Similar performance trends in previous scenario also exist in experiments with more
difficult Sarcoma-3DMRI in which the training and testing dataset may not have the same data
distribution and no expert variable to guide the prediction. In Table 4.6, all the deep learning
approaches had lower performances without the expert information, especially DeepHit network
whose performance dropped the most from the previous scenario. All the discrete-time baselines
performed significantly poorly compared to the regression-based networks. Despite the weaker
performance, the proposed method outperformed the baselines with the average C-Index of
0.630.
Table 4.6 Projection Loss Regularized Network Comparison with States-of-the-Art Deep
Survival Baselines in Sarcoma-3DMRI Dataset
Proposed
0.630
(±0.008)

Deepsurv
0.573
(±0.009)

Cox-Time
0.584
(±0.009)

NNet
0.532
(±0.007)

PMF
0.555
(±0.009)

DeepHit
0.549
(±0.014)

SurvivalNet
0.522
(±0.013)

Performance across all the scenarios show the utility of our approach under small-data
cross-cohort environments. Even though it is arguable that improved performances under the
first scenario in Table 4.3 were marginal, the regularization prevented significant performance
drops due to data changes in Table 4.5 and Table 4.6. The minor performance decrease means
that our regularized network was successful in learning more generalizable predictions. The
compatibility between training data and network parameters sizes is the primary factor in the
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failed generalization of unregularized deep learning baselines. Unlike public datasets in previous
experiments, many real-world medical datasets such as our Sarcoma datasets are small and
highly censored, which is detrimental to highly parameterized neural network training. In such a
scenario, it is more likely for larger discrete-time networks to fail to generalize and capture
proper information for the cross-cohort prediction. On the other hand, regression-based networks
with fewer parameters outperformed the discretized alternatives, demonstrating the flexibility
and robustness of our regularization to generalize across different data scenarios. It can be
concluded that our regularized Deepsurv model further improves the regression-based survival
prediction performance, especially for small datasets.
4.5

Conclusion
We successfully developed a novel regularization strategy that theoretically upgrades

features quality and practically improves the robust performance of the Deepsurv network for
survival prediction. The experiment results demonstrate the advantage of deep survival
regression approaches over discrete-time networks and the generalizability of our method across
datasets in medical applications. In the broader workflow scope, the Deepsurv regularization
shows that we can improve the end performance by focusing on 𝑔(𝐼). We develop the measure
and make sure that the prediction training maximizes the quality as well as prediction
performance, leading to mutual improvement. The success of our work demonstrates that deep
survival regression performance can be further improved with applied insight from
representation space instead of more parameterization and expansion of deep neural network
architectures.
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5. Conclusion and Future works
Throughout this dissertation, we discuss the development of a prediction system. The
capability is analogous to what humans do every day to predict from learned experience. In the
bigger picture, the action is part of predictive analytics efforts seeking to predict the future such
that planning and decision-making can be done in a data-driven manner. The prediction system
development is streamlined into a straightforward workflow, which can be done iteratively
regardless of the problem for continual improvement and effectiveness. Experts' knowledge in
identifying relevant data and Machine learning algorithms in mapping data to response are
essential to the workflow. Successful improvement to mapping from data to prediction response
is valuable as there are substantial economic incentives for predictive analytics.
Despite the workflow’s simplicity, many issues prevent the system from developing the
prediction model effectively. On the one hand, some difficulties can be concrete, such as the high
computational complexity of data processing. On the other hand, some other challenges may be
abstract such as insufficient training data and lack of expert knowledge that characterize the
predictive exploration in the medical domain. Chapter 2 shows that some problems can be
alleviated with appropriate feature representation of data enhanced with supervised label
information. For the cortical mapping problem, the supervised representation significantly
reduced the complexity of the nearest neighbor search for cortical mapping data. For the error
detection with gamma image, the supervised feature improves the performance of simple
classifiers.
Motivated by the task-specific successes, we design general prediction frameworks for
two classes of problems, namely classification and survival regression. The key feature behind
the general framework is to use deep representation learning as an intermediary transfer learning
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process between the relevant data 𝐼 and the prediction algorithms 𝑓(𝑥). Deep representation
learning is utilized to learn supervised representation from various types of data, which include
but not be limited to vectorized variables, 2-D and 3-D images. The advantage is the reduction of
human workload on feature engineering such that experts' effort should be more emphasized on
specifying relevant data. However, some modifications to deep learning models should be done
to ensure the improvement of the subsequent process. This dissertation provides some
approaches to ensure the improvements for two major problem classes in the medical domain,
namely classification, and survival regression. Chapter 3 provides a modified nearest neighbor
approach to feature validation during triplet training to gauge potential performance for
subsequent classification. Chapter 4 introduces a helper objective function that aids the survival
regression network that improves the quality of representation even if the network is end-to-end.
Successes in these two chapters signify that deep supervised representation learning further ease
the iterative workflow without repetitive trial-and-error efforts to find the best procedure for
𝑔(𝐼).
This dissertation is merely an effort toward the solution applicable to general prediction.
Nevertheless, we have to acknowledge some limits to the scope of our work. This work
emphasized on improvement of prediction performance. However, works in predictive analytics
encompass extra capabilities than just the most likely outcome. For example, finding what pieces
of information are indicative or driving factors behind an outcome is another valuable capability
to the prediction system that we didn't cover. Even though classification and survival regression
problems are relevant, most of our research explores only single-target predictions. In reality, it
is difficult to reduce the predicted scenario to only a single response variable. More efforts
should explore whether our supervised learning techniques could benefit multi-target prediction
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tasks. In taking no assumptions of underlying data distribution, our methods should be applicable
to all problem domains, although it remains to be seen whether well-perform predictions can be
guaranteed. Explorations to address these issues will be major subjects of our future works
toward our developments of the prediction system.
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Appendices
Appendix A Balanced Hierarchical Clustering as dimensional reduction
Steps in our balance approach are described in Algorithm 1. All 𝜌𝑖𝑗 entries are put into a minpriority queue. The merging is decided by selecting, for each cluster at a given level, a second
cluster corresponding to the minimum distance from the query cluster. If the pair is valid
according to the balance rules, they will be merged in the order priority queue output. After this
step, the number of clusters remaining at the next higher level is half of the number of clusters at
the current level.. Notice that there would occasionally be one odd cluster without any pair to
merge. The odd cluster is consider merged with an empty set ∅ and included as another
candidate at the next clustering round. At the end of each clustering round, the algorithm
recalculates the linkage entries of the newly formed clusters. The merged clusters from the
previous step are now considered as new clustering candidates. We define the linkage distance
function 𝑑(𝐂𝑖 , 𝐂𝑗 ) = 1 − 𝑚𝑒𝑎𝑛(𝜌𝑎𝑏 ) for 𝑎 𝜖 𝐶𝑖 and 𝑏 𝜖 𝐶𝑗 , and we apply Fisher averaging at
each level. The distances are put into the min-priority queue. The process repeats until all the
nodes are merged into one single cluster, and more merging is not possible.
The algorithm forces the agglomerative clustering results in our framework to form a
balanced hierarchy resulting in a dendrogram where each level has approximately half the
number of clusters of the next lower level. Figure. A.1 illustrates an example of the balance
dendrogram. With each higher hierarchy level, the number of clusters in each increasing level
decreases by approximately one-half. Additionally, each of the clusters at a given level contains
similar numbers of vertices. Considering that each cluster is a grouping of brain segments,
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applying the balance rule ensures that same-level brain parcels cover similar region sizes, which
we will use in our data reduction.
Algorithm: Proposed Balance Agglomerative Clustering
Input:
𝑆 ← number of training subject for the clustering.
𝑘
𝜌𝑖𝑗
← Pearson correlation entry of node i and j from subject k’s connectome
PQ ← Min priority queue for correlation entries
AllClusters ← ∅ // cluster in all hierarchical level initialize as empty set
Begin:
// find average correlation from all subjects
For each unique (𝑖, 𝑗) pair in the connectome where 𝑖 ≠ 𝑗
1
𝑘
𝑘
𝑘
𝑧𝑖𝑗
← Fisher Z-transform (𝜌𝑖𝑗
), 𝑍𝑖𝑗 ← 𝑆 ∑𝑆𝑘=1 𝑧𝑖𝑗
𝜌𝑖𝑗 ← invert Fisher Z-transform (𝑍𝑖𝑗 ), PQ.insert (1 − 𝜌𝑖𝑗 ) // distance measure
End For
// merging cluster based on greedy rule
𝑪𝒎𝒆𝒓𝒈𝒆𝒅 ← ∅, 𝑪𝒄𝒂𝒏𝒅𝒊𝒅𝒂𝒕𝒆 ← single-node cluster correspond to the connectome matrix
Repeat
Repeat
𝒅𝒊𝒋 ← PQ.remove_min ()
If 𝑖 ∉ 𝐶 and 𝑗 ∉ 𝐶 for any 𝐶 ∈ 𝑪𝒎𝒆𝒓𝒈𝒆𝒅
// merging new cluster
𝐶𝑛 ← all indices element in 𝐶𝑖 ∪ 𝐶𝑗
𝑪𝒎𝒆𝒓𝒈𝒆𝒅 ← 𝑪𝒎𝒆𝒓𝒈𝒆𝒅 ∪ 𝐶𝑛
End If
Until PQ is empty
𝐶𝑛𝑜𝑝𝑎𝑖𝑟 ← any member of 𝑪𝒄𝒂𝒏𝒅𝒊𝒅𝒂𝒕𝒆 that has no pair to merge with
𝑪𝒎𝒆𝒓𝒈𝒆𝒅 ← 𝑪𝒎𝒆𝒓𝒈𝒆𝒅 ∪ 𝐶𝑛𝑜𝑝𝑎𝑖𝑟
// complete one level in balance hierarchy
AllClusters ←AllClusters ∪ 𝑪𝒎𝒆𝒓𝒈𝒆𝒅
// calculate average linkage for all new cluster
For each unique (𝑖, 𝑗) pair in 𝑪𝒎𝒆𝒓𝒈𝒆𝒅 clusters and 𝑖 ≠ 𝑗
𝑧𝑎𝑏 ← Fisher Z-transform (𝜌𝑎𝑏 ) for any 𝑎 ∈ 𝐶𝑖 and 𝑏 ∈ 𝐶𝑗
𝑍𝑖𝑗 ←

1
∑
∑
𝑧
|𝑪𝑖 ||𝑪𝑗 | 𝑎∈𝑪𝑖 𝑏∈𝑪𝑗 𝑎𝑏

𝜌𝑖𝑗 ← invert Fisher Z-transform (𝑍𝑖𝑗 ), PQ.insert (1 − 𝜌𝑖𝑗 )
End For
𝑪𝒄𝒂𝒏𝒅𝒊𝒅𝒂𝒕𝒆 ← 𝑪𝒎𝒆𝒓𝒈𝒆𝒅
𝑪𝒎𝒆𝒓𝒈𝒆𝒅 ← ∅
Until only 1 cluster in 𝑪𝒄𝒂𝒏𝒅𝒊𝒅𝒂𝒕𝒆 . End Return AllClusters
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Figure A.1 Example Dendrogram of the Greedy Balance Hierarchical Clustering according
to Algorithm 1. This figure has been previously submitted to IEEE Access journal.
Our running time operations are more simplified than the typical approaches on both the
data reduction and the NN labeling. Normally, average-linkage hierarchical clustering takes 𝑂(𝑛3 )
operations where 𝑛 is a node in the connectome network. Balance clustering with maximized or
minimized intra-linkage is 𝑂(2𝑛 ) as it requires an exhaustive pairwise search. Our framework
avoids such complexity by using the greedy ordering criterion to merge clusters of the same level.
In more detail, the tedious part of the typical 𝑂(𝑛3 ) procedure is the mandatory linkage calculation
on all remaining clusters after each merging. With the greedy-balance policy, the algorithm
postpones the calculation of linkages until all the same-level cluster candidates are merged. Thus,
the overall number of linkage calculation complexity is the same as the sum of all node pair values
only at each merging level which takes 𝑛2 ∗ 𝑂(𝑙𝑜𝑔2 𝑛) as there are at most 𝑛2 node pairs and
𝑂(𝑙𝑜𝑔2 𝑛) merging round repetition where each round the number of clusters reduces by half.
After the clustering is finished, the feature reduction of the input and transformed label can be
performed by simply average through the assigned index in each cluster. As one node in the
connectome can only be assigned to 1 cluster with no repetition, the reduction through the
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averaging is 𝑂(𝑛). Thus, the overall complexity for the reduction process is 𝑂(𝑛2 𝑙𝑜𝑔2 𝑛) + 𝑂(𝑛)
or 𝑂(𝑛2 𝑙𝑜𝑔2 𝑛). The proposed method is comparatively faster and simpler than many common
covariance-based reductions such as Principal Component Analysis (PCA) and Linear
Discriminant Analysis, which run at 𝑂(𝑛3 ) given that the dimensions and number of regions are
the same in our case.
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Appendix B Proofs
Proposition 3.2: Given an alternative radius 𝑟 ≤ 𝑟𝑎 , the lower bound of
𝑝(𝑖 ∈ 𝒩𝑎,𝑟 , 𝐶𝑎 = 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) can be defined by

𝑠
where 𝜇𝑎,𝑟
𝑎

𝑠
𝜇𝑎,𝑟
𝑎
𝑠
(1
−
) 𝑝(𝐶𝑎 = 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) 𝑖𝑓 𝑟 > 𝜇𝑎,𝑟
𝑠
𝑎
𝑟
𝑆(𝑟; 𝜇𝑎,𝑟
)
=
{
,
𝑎
𝑠
0 𝑖𝑓 𝑟 ≤ 𝜇𝑎,𝑟𝑎
𝑠
= E[𝐿𝑎,𝑟𝑎 ].

(B. 1)

Proof: Consider that 𝑝(𝑖 ∈ 𝒩𝑎,𝑟 , 𝐶𝑎 = 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) is equal to
𝑝(𝐷𝑎,𝑖 ≤ 𝑟, 𝐶𝑎 = 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) = 𝑝(𝐷𝑎,𝑖 ≤ 𝑟|𝐶𝑎 = 𝐶𝑖 , 𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 )𝑝(𝐶𝑎 = 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 )
= 𝑝(𝐿𝑠𝑎,𝑟𝑎 ≤ 𝑟)𝑝(𝐶𝑎 = 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ),
Then, consider Markov inequality for random variable 𝐿𝑠𝑎,𝑟𝑎
𝑝(𝐿𝑠𝑎,𝑟𝑎

𝑠
𝜇𝑎,𝑟
𝑎
≥ 𝑟) ≤
.
𝑟

(B. 2)

𝑝(𝐿𝑠𝑎,𝑟𝑎

𝑠
𝜇𝑎,𝑟
𝑎
≤ 𝑟) ≥ 1 −
.
𝑟

(B. 3)

Equation (A.2) can be rearranged as

Regardless of the 𝑟 value, 𝑝(𝐿𝑠𝑎,𝑟𝑎 ≤ 𝑟) must be nonnegative and upper-bounded at 1. Thus,
𝑠
𝑝(𝐿𝑠𝑎,𝑟𝑎 ≤ 𝑟) ≥ 0 if ≤ 𝜇𝑎,𝑟
. From Equation (B.3) the lower bound from Markov equality leads
𝑎

to
𝑝(𝐿𝑠𝑎,𝑟𝑎 ≤ 𝑟)𝑝(𝐶𝑎 = 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) ≥ (1 −

𝑠
𝜇𝑎,𝑟
𝑎

𝑟

) 𝑝(𝐶𝑎 = 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 )

(B. 4).

𝑠
Therefore, the term on the right-hand side becomes the lower bound probability 𝑆(𝑟; 𝜇𝑎,𝑟
) in the
𝑎

proposition.∎
Proposition 3.3: Given a radius distance 𝑟 ≤ 𝑟𝑎 , the upper bound of
𝑝(𝑖 ∈ 𝒩𝑎,𝑟 , 𝐶𝑎 ≠ 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) is defined by
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𝑑 )2
(𝜎𝑎,𝑟
𝑎

𝑑
𝑑
𝑝(𝐶𝑎 ≠ 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) 𝑖𝑓 𝜇𝑎,𝑟
− 𝑟 > 𝜎𝑎,𝑟
𝑑
𝑎
𝑎
𝑑
𝑑
(𝜇𝑎,𝑟
−𝑟)2
𝑄(𝑟; 𝜇𝑎,𝑟
,
𝜎
)
=
{
𝑎
𝑎,𝑟𝑎
𝑎
𝑑
𝑑
𝑝(𝐶𝑎 ≠ 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) 𝑖𝑓 𝜇𝑎,𝑟
− 𝑟 ≤ 𝜎𝑎,𝑟
𝑎
𝑎

(B. 5),

𝑑
𝑑
𝑑
where 𝑟 < 𝜇𝑎,𝑟
, 𝜇𝑎,𝑟
= E[𝐿𝑑𝑎,𝑟𝑎 ], (𝜎𝑎,𝑟
)2 is variance of 𝐿𝑑𝑎,𝑟𝑎 .
𝑎
𝑎
𝑎

Proof: Similar to Proposition 3.2, consider that probability
𝑝(𝑖 ∈ 𝒩𝑎,𝑟 , 𝐶𝑎 ≠ 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) is equal to 𝑝(𝐷𝑎,𝑖 ≤ 𝑟, 𝐶𝑎 ≠ 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 )
= 𝑝(𝐷𝑎,𝑖 ≤ 𝑟|𝐶𝑎 ≠ 𝐶𝑖 , 𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 )𝑝(𝐶𝑎 ≠ 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 )
= 𝑝(𝐿𝑑𝑎,𝑟𝑎 ≤ 𝑟)𝑝(𝐶𝑎 ≠ 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ),
Then, the Chebyshev inequality for random variable 𝐿𝑑𝑎,𝑟𝑎 is
𝑑
𝑑
𝑝(|𝐿𝑑𝑎,𝑟𝑎 − 𝜇𝑎,𝑟
| ≥ 𝑘𝜎𝑎,𝑟
)≤
𝑎
𝑎

Let =

𝑑
𝜇𝑎,𝑟
𝑎 −𝑟
𝑑
𝜎𝑎,𝑟
𝑎

1
.
𝑘2

(B. 6)

. Then the inequality can be expressed as

𝑑
𝑑
𝑝(|𝐿𝑑𝑎,𝑟𝑎 − 𝜇𝑎,𝑟
| ≥ 𝜇𝑎,𝑟
− 𝑟) ≤
𝑎
𝑎

𝑑
(𝜎𝑎,𝑟
)
𝑎

2

𝑑
(𝜇𝑎,𝑟
− 𝑟)
𝑎

2

.

(B. 7)

Figure B.1 Example of the Distributions of the Distances to the Same-Class and the DifferentClass samples from 𝑿𝒂 . Setting the value of 𝒓 determines which portions of the samples are
included in the neighborhood defined by 𝓝𝒂,𝒓 . This figure has been previously published in [129].
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𝑑
Figure B.1 depicts the line distance from 𝑋𝑎 to 𝜇𝑎,𝑟
according to Equation (B.7). Any
𝑎
𝑑
𝑑
𝐿𝑑𝑎,𝑟𝑎 < 𝑟 must have its difference from 𝜇𝑎,𝑟
larger than 𝜇𝑎,𝑟
− 𝑟. Thus, the left-side probability
𝑎
𝑎
𝑑
𝑑
term 𝑝(|𝐿𝑑𝑎,𝑟𝑎 − 𝜇𝑎,𝑟
| ≥ 𝜇𝑎,𝑟
− 𝑟) covers a fraction of 𝐿𝑑𝑎,𝑟𝑎 population that is less than 𝑟. Then,
𝑎
𝑎

we can posit that
𝑑
𝑑
𝑝(𝐿𝑑𝑎,𝑟𝑎 ≤ 𝑟) ≤ 𝑝(|𝐿𝑑𝑎,𝑟𝑎 − 𝜇𝑎,𝑟
| ≥ 𝜇𝑎,𝑟
− 𝑟)
𝑎
𝑎

(B. 8)

and
𝑝(𝐿𝑑𝑎,𝑟𝑎

≤ 𝑟) ≤

𝑑
(𝜎𝑎,𝑟
)
𝑎

2

𝑑
(𝜇𝑎,𝑟
− 𝑟)
𝑎

2

.

(B. 9)

Regardless of the 𝑟 value, 𝑝(𝐿𝑑𝑎,𝑟𝑎 ≤ 𝑟) must not exceed 1. Thus,
𝑑
𝑑
𝑝(𝐿𝑑𝑎,𝑟𝑎 ≤ 𝑟) ≤ 1 if 𝜇𝑎,𝑟
− 𝑟 ≤ 𝜎𝑎,𝑟
. Then the upper bound from Chebyshev inequality leads to
𝑎
𝑎
(𝜎𝑑

)2

𝑝(𝐿𝑑𝑎,𝑟𝑎 ≤ 𝑟)𝑝(𝐶𝑎 ≠ 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ) ≤ (𝜇𝑑𝑎,𝑟𝑎−𝑟)2 𝑝(𝐶𝑎 ≠ 𝐶𝑖 |𝑋𝑎 , 𝑖 ∈ 𝒩𝑎,𝑟𝑎 ).

(B.10)

𝑎,𝑟𝑎

Consequently, the term on the right-hand side becomes the upper bound probability
𝑑
𝑑
𝑄(𝑟; 𝜇𝑎,𝑟
, 𝜎𝑎,𝑟
) in the proposition. ∎
𝑎
𝑎

𝑑
𝑠
Theorem 3.4: Given 𝑋𝑎 , 𝑟𝑎 , and 𝜇𝑎,𝑟
≥ 𝜇𝑎,𝑟
, according to the local distributions in 𝒩𝑎,𝑟𝑎 ,
𝑎
𝑎

there exists 𝑟𝑎∗ that results in the highest lower bound on probability of having same-class
samples when 𝒩𝑎,𝑟 ∗ define a new neighborhood where

𝑟𝑎∗ =

𝑠
𝑠
𝑠
𝜇𝑎,𝑟
+ √(𝜇𝑎,𝑟
)2 + 8𝜇𝑎,𝑟
𝜇𝑑
𝑎
𝑎
𝑎 𝑎,𝑟𝑎

4

,

(B. 11)

and
𝑠
𝑑
𝜇𝑎,𝑟
≤ 𝑟𝑎∗ ≤ 𝜇𝑎,𝑟
,
𝑎
𝑎

𝑟𝑎∗ ≤ 𝑟𝑎

(B. 12)
(B. 13)

Proof: Consider using the radius 𝑟 to define 𝒩𝑎,𝑟 ⊆ 𝒩𝑎,𝑟𝑎 where 𝑟 ≤ 𝑟𝑎 . Fractions of the
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same-class and the different-class populations would be contained in the new neighborhood.
Then the lower bound on probability of having the same-class samples in the new neighborhood
is 𝜆(𝑟) defined as
𝜆(𝑟) =

𝑠
𝑆(𝑟; 𝜇𝑎,𝑟
)
𝑎
𝑠
𝑑
𝑑
𝑆(𝑟; 𝜇𝑎,𝑟
) + 𝑄(𝑟; 𝜇𝑎,𝑟
, 𝜎𝑎,𝑟
)
𝑎
𝑎
𝑎

.

(B. 14)

Equation (A.14) implies the worst case that the least amount same-class population and the
𝑠
𝑑
𝑑
largest amount different-class population specified by 𝑆(𝑟; 𝜇𝑎,𝑟
) and 𝑄(𝑟; 𝜇𝑎,𝑟
, 𝜎𝑎,𝑟
) are
𝑎
𝑎
𝑎

included in the new neighborhood of 𝒩𝑎,𝑟 . To find 𝑟𝑎∗ with the largest value of 𝜆(𝑟), we arrange
a derivative

𝜕𝜆(𝑟)
𝜕𝑟

= 0 to solve for 𝑟𝑎∗ , which results in

𝑟𝑎∗ =

𝑠
𝑠
𝑠
𝜇𝑎,𝑟
± √(𝜇𝑎,𝑟
)2 + 8𝜇𝑎,𝑟
𝜇𝑑
𝑎
𝑎
𝑎 𝑎,𝑟𝑎

4

.

(B. 15)

𝑠
The derivative suggests two values of 𝑟𝑎∗ candidates. However, any value of 𝑟 ≤ 𝜇𝑎,𝑟
would
𝑎
𝑠
𝑠
result in 𝑆(𝑟; 𝜇𝑎,𝑟
) = 0. Thus, 𝑟𝑎∗ value in Equation (B.11) is true. Proving that 𝜇𝑎,𝑟
≤ 𝑟𝑎∗ ≤
𝑎
𝑎
𝑑
𝜇𝑎,𝑟
in Equation (B.12) and 𝑟𝑎∗ ≤ 𝑟𝑎 in Equation (B.13) can be done by careful consideration of
𝑎
𝑑
𝑠
𝑠
𝑠
𝑑
𝑟𝑎∗ , 𝐿𝑠𝑎,𝑟𝑎 , and 𝐿𝑑𝑎,𝑟𝑎 values. Considering 𝜇𝑎,𝑟
≥ 𝜇𝑎,𝑟
, 𝜇𝑎,𝑟
can be rewritten as 𝜇𝑎,𝑟
= 𝜇𝑎,𝑟
−𝜏
𝑎
𝑎
𝑎
𝑎
𝑎

where 𝜏 is a non-negative constant. Then, 𝑟 ∗ can be expressed as
𝑟𝑎∗ ≤

𝑟𝑎∗

𝑟𝑎∗

≤

≤

𝑑
𝑑
𝑑
𝑑
2
𝜇𝑎,𝑟
𝑎 +√(𝜇𝑎,𝑟𝑎 ) +8𝜇𝑎,𝑟𝑎 (𝜇𝑎,𝑟𝑎 −𝜏)

4
𝑑
𝑑
𝑑
2
𝜇𝑎,𝑟
𝑎 +√9(𝜇𝑎,𝑟𝑎 ) −8𝜇𝑎,𝑟𝑎 𝜏

,

4
𝑑
𝑑
𝜇𝑎,𝑟
+ √9(𝜇𝑎,𝑟
)2
𝑎
𝑎

4

≤

𝑑
𝑑
𝜇𝑎,𝑟
+ 3𝜇𝑎,𝑟
𝑎
𝑎
𝑑
≤ 𝜇𝑎,𝑟
𝑎
4

𝑑
Given that 𝑟𝑎∗ ≤ 𝜇𝑎,𝑟
, then 𝑟𝑎∗ ≤ E[𝐿𝑑𝑎,𝑟𝑎 ] ≤ max(𝐿𝑑𝑎,𝑟𝑎 ) ≤ 𝑟𝑎 . It is easy to see that
𝑎
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,

.

𝑠
𝑑
𝜇𝑎,𝑟
≤ 𝑟𝑎∗ ≤ 𝜇𝑎,𝑟
and 𝑟𝑎∗ ≤ 𝑟𝑎 . ∎
𝑎
𝑎

Proposition 4.3: Given 𝔼[𝑑] = 0, 𝔼[𝑒] = 0, and z-normalized 𝑋, the coefficient
𝑉𝑎𝑟(𝑋 𝑇 ∙𝑑)

𝑅 2 = 𝑉𝑎𝑟(𝑋 𝑇 ∙𝑑)+𝑉𝑎𝑟(𝑒).
Proof: With z-normalization, we can consider all elements of 𝜎𝑋 vector equal to 1 and
−1
−1
𝛴𝑋𝑋
= 𝑃𝑋𝑋
. 𝑅 2 can then be rearranged according to the above statements as

𝐶𝑋𝑑 𝑇 −1 𝐶𝑋𝑑
𝑅 =[
] 𝛴𝑋𝑋 [
]
𝜎𝑑
𝜎𝑑
2

𝑇
𝐶𝑋𝑑
∙ 𝛽∗
=[
]
𝜎𝑑2

(𝔼[𝑋 𝑇 ∙ 𝑑] − 𝔼[𝑋 𝑇 ]𝔼[𝑑]) ∙ 𝛽 ∗
=
𝔼[𝑑 2 ] − (𝔼[𝑑])2

(B. 16)

Consider the following facts. 𝔼[𝑑] = 0. Each element of vector 𝔼[𝑋] is 0 due to the znormalization. Also, the linear formulation states that 𝑑 = 𝑋 ∙ 𝛽 ∗ + 𝑒. Then,
𝔼[𝑋 𝑇 ∙ (𝑋 ∙ 𝛽 ∗ + 𝑒)] ∙ 𝛽 ∗
𝑅 =
𝔼[(𝑋 ∙ 𝛽 ∗ + 𝑒)2 ]
2

𝔼[(𝑋 ∙ 𝛽 ∗ )2 ] + 𝔼[𝑋 ∙ 𝑒] ∙ 𝛽 ∗
=
𝔼[(𝑋 ∙ 𝛽 ∗ )2 ] + 2𝔼[(𝑋 ∙ 𝛽 ∗ )]𝔼[𝑒] + 𝔼[𝑒 2 ]

(B. 17)

According to the third assumption, the noise term 𝑒 is independent of 𝑋. Thus, 𝔼[𝑋 ∙ 𝑒] =
𝔼[𝑋]𝔼[𝑒] and 𝔼[𝑒] = 0. Then,
𝑅2 =

𝔼[(𝑋 ∙ 𝛽 ∗ )2 ] + 𝔼[𝑋]𝔼[𝑒] ∙ 𝛽 ∗
𝔼[(𝑋 ∙ 𝛽 ∗ )2 ] + 2𝔼[(𝑋 ∙ 𝛽 ∗ )]𝔼[𝑒] + 𝔼[𝑒 2 ]

𝔼[(𝑋 ∙ 𝛽 ∗ )2 ]
=
𝔼[(𝑋 ∙ 𝛽 ∗ )𝟐 ] + 𝔼[𝑒 2 ]

127

(B. 18)

Given that 𝔼[𝑋] = 0 and 𝔼[𝑒] = 0. Then,
𝑅2 =

𝔼[(𝑋 ∙ 𝛽 ∗ )2 ] − (𝔼[(𝑋 ∙ 𝛽 ∗ )])2
𝔼[(𝑋 ∙ 𝛽 ∗ )2 ] − (𝔼[(𝑋 ∙ 𝛽 ∗ )])2 + 𝔼[𝑒 2 ] − (𝔼[𝑒])2

𝑅2 =

𝑉𝑎𝑟(𝑋 ∙ 𝛽 ∗ )
𝑉𝑎𝑟(𝑋 ∙ 𝛽 ∗ ) + 𝑉𝑎𝑟(𝑒)

(B. 19)

Thus, the equality above proves the proposition.∎
Proposition 4.4: Given zero-centered rescaled 𝑑 such that 𝑉𝑎𝑟(𝑋) ≥ 𝑉𝑎𝑟(𝑑), then
𝑉𝑎𝑟(𝑋)
𝑉𝑎𝑟(𝑋∙𝛽 ∗ )

𝑉𝑎𝑟(𝑒)

≥ 𝑉𝑎𝑟(𝑋∙𝛽∗) + 1.

Proof: consider the formulation 𝑑 = 𝑋 ∙ 𝛽 ∗ + 𝑒. As 𝑑 is a random variable. The variance
of 𝑑 can be calculated as
𝑉𝑎𝑟(𝑑) = 𝑉𝑎𝑟(𝑋 ∙ 𝛽 ∗ + 𝑒)
𝑉𝑎𝑟(𝑑) = 𝑉𝑎𝑟(𝑋 ∙ 𝛽 ∗ ) + 𝑉𝑎𝑟(𝑒) + 2𝐶𝑜𝑣(𝑋 ∙ 𝛽 ∗ , 𝑒)

(𝐵. 20)

Consider 𝑉𝑎𝑟(𝑋) ≥ 𝑉𝑎𝑟(𝑑) and 𝐶𝑜𝑣(𝑋 ∙ 𝛽 ∗ , 𝑒) = 0 from the second and the third assumptions
respectively. Then,
𝑉𝑎𝑟(𝑑) = 𝑉𝑎𝑟(𝑋 ∙ 𝛽 ∗ ) + 𝑉𝑎𝑟(𝑒)
𝑉𝑎𝑟(𝑋) ≥ 𝑉𝑎𝑟(𝑋 ∙ 𝛽 ∗ ) + 𝑉𝑎𝑟(𝑒)
𝑉𝑎𝑟(𝑋)
𝑉𝑎𝑟(𝑒)
≥
+1
∗
𝑉𝑎𝑟(𝑋 ∙ 𝛽 ) 𝑉𝑎𝑟(𝑋 ∙ 𝛽 ∗ )
Thus, the equality above proves the proposition.∎
Corollary 4.5: Given 𝔼[𝑑] = 0, 𝔼[𝑒] = 0, and z-normalized 𝑋, then
𝔼[(𝑋∙𝛽 ∗ )2 ]

𝑅 ≥ 𝑅 2 ≥ 𝔼[(‖𝑋‖

2 ‖𝛽

.

∗ ‖ )2 ]+𝔼[𝑒 2 ]
2
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(𝐵. 21)

The corollary is merely a derivation from Equation (B.18) with Cauchy-schwarz
inequality in the denominator. Specifically, the dot product (𝑋 ∙ 𝛽 ∗ )2 ≤ ‖𝑋‖22 ‖𝛽 ∗ ‖22. As 𝑅 is
bounded in range [0,1], then 𝑅 ≥ 𝑅 2 .

Theorem 4.6: Given z-normalized 𝑋, 𝑅 ≥ ‖𝛽 ∗ ‖2 √

⃑⃑⃑ ∗ )
𝑉𝑎𝑟(𝑋∙𝛽
𝑉𝑎𝑟(𝑋)

Proof: consider Equation (B.19) in proposition 4.3. The equation can be re-arranged as
1
𝑉𝑎𝑟(𝑋 ∙ 𝛽 ∗ ) + 𝑉𝑎𝑟(𝑒)
=
𝑅2
𝑉𝑎𝑟(𝑋 ∙ 𝛽 ∗ )
1
𝑉𝑎𝑟(𝑒)
=1+
2
𝑅
𝑉𝑎𝑟(𝑋 ∙ 𝛽 ∗ )
𝑉𝑎𝑟(𝑒)
1
= 2−1
∗
𝑉𝑎𝑟(𝑋 ∙ 𝛽 ) 𝑅

(B. 22)

Plugging in the value in Equation (B.22) into Equation (B.21) in proposition 4.4 leads to the
following.
𝑉𝑎𝑟(𝑋)
1
≥ 2+1−1
∗
𝑉𝑎𝑟(𝑋 ∙ 𝛽 ) 𝑅
𝑉𝑎𝑟(𝑋)
1
≥ 2
∗
𝑉𝑎𝑟(𝑋 ∙ 𝛽 ) 𝑅
𝑅2 ≥

𝑉𝑎𝑟(𝑋 ∙ 𝛽 ∗ )
𝑉𝑎𝑟(𝑋)

Let 𝛽⃑ ∗ be a unit vector representing the direction of 𝛽 ∗ . Then,
𝑉𝑎𝑟(𝑋 ∙ 𝛽⃑ ∗ ‖𝛽 ∗ ‖2 )
𝑅 ≥
𝑉𝑎𝑟(𝑋)
2
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(B. 23)

𝑅2 ≥

𝑉𝑎𝑟(𝑋 ∙ 𝛽⃑ ∗ )‖𝛽 ∗ ‖22
𝑉𝑎𝑟(𝑋)

𝑅 ≥ ‖𝛽 ∗ ‖2 √

𝑉𝑎𝑟(𝑋 ∙ 𝛽⃑ ∗ )
𝑉𝑎𝑟(𝑋)

(B. 24)

Thus, the equality above proves the theorem.∎
Proposition 4.7: Given 𝛽 ∗ , and (𝑋𝑖 , 𝑋𝑗 ) which are two samples of random variables 𝑋, then the
2

2

2

upper bound 𝑃 ((𝑒𝑖 − 𝑒𝑗 ) ≤ (𝑋𝑖 ∙ 𝛽 ∗ − 𝑋𝑗 ∙ 𝛽 ∗ ) ) ≤

𝔼[(𝑒𝑖 −𝑒𝑗 ) ]
(𝑋𝑖 ∙𝛽∗ −𝑋𝑗 ∙𝛽 ∗ )

2

.

2

Proof: Consider a random variable ∆𝑒 = (𝑒𝑖 − 𝑒𝑗 ) . From the definition, ∆𝑒 is nonnegative. Then, the Markov inequality defines an upper-bound probability related to the quantity
of ∆𝑒 as
𝑃(∆𝑒 ≥ 𝑘) ≤

𝔼[∆𝑒 ]
𝑘

(𝐵. 25)

where 𝑘 is a non-negative constant. As values of 𝛽 ∗ , 𝑋𝑖 , and 𝑋𝑗 are given, let
2

𝑘 = (𝑋𝑖 ∙ 𝛽 ∗ − 𝑋𝑗 ∙ 𝛽 ∗ ) . Then,
2

𝑃 (∆𝑒 ≥ (𝑋𝑖 ∙ 𝛽 ∗ − 𝑋𝑗 ∙ 𝛽 ∗ ) ) ≤

𝔼[∆𝑒 ]
(𝑋𝑖 ∙ 𝛽 ∗ − 𝑋𝑗 ∙ 𝛽 ∗ )

2

2

2

∗ 2

𝑃 ((𝑒𝑖 − 𝑒𝑗 ) ≥ (𝑋𝑖 ∙ 𝛽 ∗ − 𝑋𝑗 ∙ 𝛽 ) ) ≤

𝔼 [(𝑒𝑖 − 𝑒𝑗 ) ]
(𝑋𝑖 ∙ 𝛽 ∗ − 𝑋𝑗 ∙ 𝛽 ∗ )

2

Thus, the derivation of Equation (B.26) proves the proposition. ∎
Corollary 4.8: Given zero-centered rescaled 𝑑 such that 𝑉𝑎𝑟(𝑋) ≥ 𝑉𝑎𝑟(𝑑), then
𝑉𝑎𝑟(𝑒)
𝑉𝑎𝑟(𝑋∙𝛽 ∗ )

𝑉𝑎𝑟(𝑋)

≤ 𝑉𝑎𝑟(𝑋∙𝛽∗) − 1.
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(𝐵. 26)

The corollary is a rearrangement of Equation (B.21) in proposition 4.4. The equation
focuses on the upper bound of noise variance.
Theorem 4.9: Given 𝛽 ∗ and z-normalized 𝑋, then 𝑃(𝑑𝑖𝑠𝑐𝑜𝑟𝑑𝑎𝑛𝑡 𝑖𝑛 𝑋 ⋅ 𝛽 ∗ ) ≤

𝑉𝑎𝑟(𝑋)
⃑⃑⃑ ∗ )
‖𝛽 ∗ ‖22 𝑉𝑎𝑟(𝑋∙𝛽

−1

Proof: Let 𝑋𝑖 , 𝑋𝑗 and 𝑒𝑖 , 𝑒𝑗 be two random samples of features 𝑋 and the error noise 𝑒,
respectively. We define discordance events caused by the noise term as events where the
ordering of 𝑑 = 𝑋 ⋅ 𝛽 ∗ + 𝑒 differs from that of the predicted score 𝑋 ⋅ 𝛽 ∗ for any two pair of
samples 𝑖, 𝑗. In other words, orders for 𝑑 and 𝑋 ⋅ 𝛽 ∗ should be equivalent if the magnitude of the
error term does not change the results of any pairwise comparison. Consider the formulation of
discordance events as the following joint cases.
#(𝑑𝑖𝑠𝑐𝑑) = # ((𝑠𝑖𝑔𝑛(𝑋𝑖 ⋅ 𝛽 ∗ − 𝑋𝑗 ⋅ 𝛽 ∗ ) ≠ 𝑠𝑖𝑔𝑛(𝑒𝑖 − 𝑒𝑗 )) ∧ (|𝑒𝑖 − 𝑒𝑗 | ≥ |𝑋𝑖 ⋅ 𝛽 ∗ − 𝑋𝑗 ⋅ 𝛽 ∗ |))

(B. 27)

where #(𝑑𝑖𝑠𝑐𝑑) is the number of discordant events. The function 𝑠𝑖𝑔𝑛(𝑘) = 1 if 𝑘 ≥ 0, and
𝑠𝑖𝑔𝑛(𝑘) = −1 otherwise. From the above definition, discordant pair occurs when pairwise the
comparison of signs between 𝑋𝑖 ⋅ 𝛽 ∗ , 𝑋𝑗 ⋅ 𝛽 ∗ pair is not the same as that of 𝑒𝑖 , 𝑒𝑗 pair and the
noise pair magnitude difference is significant enough to interfere with the order. Otherwise, the
comparison of 𝑋𝑖 ⋅ 𝛽 ∗ + 𝑒𝑖 and 𝑋𝑗 ⋅ 𝛽 ∗ + 𝑒𝑗 is the same as that of 𝑋𝑖 ⋅ 𝛽 ∗ and 𝑋𝑗 ⋅ 𝛽 ∗ . Equation
(24) further establishes that
𝑃(𝑑𝑖𝑠𝑐𝑑) = 𝑃(𝑠𝑖𝑔𝑛(∆𝑋⋅𝛽∗ ) ≠ 𝑠𝑖𝑔𝑛(∆𝑒 ), |∆𝑒 | ≥ |∆𝑋⋅𝛽∗ |)
𝑃(𝑑𝑖𝑠𝑐𝑑) ≤ 𝑃(|∆𝑒 | ≥ |∆𝑋⋅𝛽∗ |)
2

𝑃(𝑑𝑖𝑠𝑐𝑑) ≤ 𝑃 ((∆𝑒 )2 ≥ (∆𝑋⋅𝛽∗ ) )
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(B. 28)

2

where ∆𝑋⋅𝛽∗ = 𝑋𝑖 ⋅ 𝛽 ∗ − 𝑋𝑗 ⋅ 𝛽 ∗ , and ∆𝑒 = 𝑒𝑖 − 𝑒𝑗 . The probability of (∆𝑒 )2 ≥ (∆𝑋⋅𝛽∗ ) is a
𝑃(𝑑𝑖𝑠𝑐𝑑) upper bound. Using proposition 4.7, Equation (B.28) can be elaborated as
2

𝑃(𝑑𝑖𝑠𝑐𝑑) ≤

𝔼 [(𝑒𝑖 − 𝑒𝑗 ) ]
(𝑋𝑖 ∙ 𝛽 ∗ − 𝑋𝑗 ∙ 𝛽 ∗ )

2

2

∗ 2

∗

(𝑋𝑖 ∙ 𝛽 − 𝑋𝑗 ∙ 𝛽 ) ≤

𝔼 [(𝑒𝑖 − 𝑒𝑗 ) ]

(B. 29)

𝑃(𝑑𝑖𝑠𝑐𝑑)

We seek to gauge overall quantity for any pair comparison. Thus, we apply expectation on both
sides of the inequality.
2

∗ 2

𝔼 [(𝑋𝑖 ∙ 𝛽 ∗ − 𝑋𝑗 ∙ 𝛽 ) ] ≤ 𝔼 [

𝔼 [(𝑒𝑖 − 𝑒𝑗 ) ]
𝑃(𝑑𝑖𝑠𝑐𝑑)

]

(B. 30)

As 𝑃(𝑑𝑖𝑠𝑐𝑑) is an intrinsic constant on the population, the expectation operator does not change
2

its value. Likewise, 𝔼 [(𝑒𝑖 − 𝑒𝑗 ) ] is a constant. Then,
2

∗ 2

𝔼 [(𝑋𝑖 ∙ 𝛽 ∗ − 𝑋𝑗 ∙ 𝛽 ) ] ≤

𝔼 [(𝑒𝑖 − 𝑒𝑗 ) ]
𝑃(𝑑𝑖𝑠𝑐𝑑)
2

𝑃(𝑑𝑖𝑠𝑐𝑑) ≤

≤

𝔼 [(𝑒𝑖 − 𝑒𝑗 ) ]
2

𝔼 [(𝑋𝑖 ∙ 𝛽 ∗ − 𝑋𝑗 ∙ 𝛽 ∗ ) ]
𝔼[𝑒𝒊 2 + 𝑒𝑗 2 − 2𝑒𝑖 𝑒𝑗 ]
2

𝔼 [(𝑋𝑖 ∙ 𝛽 ∗ )2 + (𝑋𝑗 ∙ 𝛽 ∗ ) − 2(𝑋𝑖 ∙ 𝛽 ∗ )(𝑋𝑗 ∙ 𝛽 ∗ )]

(B. 31)

Consider that 𝑋𝑖 , 𝑋𝑗 and 𝑒𝑖 , 𝑒𝑗 are randomly sampled from same variables 𝑋 and 𝑒, respectively.
Therefore, 𝑋𝑖 , 𝑋𝑗 and 𝑒𝑖 , 𝑒𝑗 are independent and identically distributed (iid). With zero-mean
noise according to the third assumption and z-normalization 𝑋 centered at zero means, then
132

𝔼[𝑒] = 𝔼[𝑒𝑖 ] = 𝔼[𝑒𝑗 ] = 0, 𝔼[𝑋 ∙ 𝛽 ∗ ] = 𝔼[𝑋𝑖 ∙ 𝛽 ∗ ] = 𝔼[𝑋𝑗 ∙ 𝛽 ∗ ] = 0, 𝔼[𝑒𝑖 𝑒𝑗 ] = 𝔼[𝑒𝑖 ]𝔼[𝑒𝑗 ] = 0,
and 𝔼[(𝑋𝒊 ∙ 𝛽 ∗ )(𝑋𝑗 ∙ 𝛽 ∗ )] = 𝔼[(𝑋𝑖 ∙ 𝛽 ∗ )]𝔼[(𝑋𝑗 ∙ 𝛽 ∗ )] = 0. With these facts, Equation (B.31) can
be simplified as

𝔼[𝑒𝑖 2 ] + 𝔼[𝑒𝑗 2 ] − 2𝔼[𝑒𝑖 ]𝔼[𝑒𝑗 ]

𝑃(𝑑𝑖𝑠𝑐𝑑) ≤

2

𝔼[(𝑋𝑖 ∙ 𝛽 ∗ )2 ] + 𝔼 [(𝑋𝑗 ∙ 𝛽 ∗ ) ] + 2𝔼[(𝑋𝑖 ∙ 𝛽 ∗ )]𝔼[𝑋𝑗 ∙ 𝛽 ∗ ]

𝑃(𝑑𝑖𝑠𝑐𝑑) ≤

2𝔼[𝑒 2 ]
2𝔼[(𝑋 ∙ 𝛽 ∗ )2 ]

𝑃(𝑑𝑖𝑠𝑐𝑑) ≤

𝔼[𝑒 2 ] − (𝔼[𝑒])2
𝔼[(𝑋 ∙ 𝛽 ∗ )2 ] − (𝔼[𝑋 ∙ 𝛽 ∗ ])2

𝑃(𝑑𝑖𝑠𝑐𝑑) ≤

𝑉𝑎𝑟(𝑒)
𝑉𝑎𝑟(𝑋 ∙ 𝛽 ∗ )

(B. 32)

Consider the upper bound in Corollary 4.8, Equation (B.32) can be re-arranged as
𝑃(𝑑𝑖𝑠𝑐𝑑) ≤

𝑉𝑎𝑟(𝑋)
−1
𝑉𝑎𝑟(𝑋 ∙ 𝛽 ∗ )

𝑃(𝑑𝑖𝑠𝑐𝑑) ≤

𝑉𝑎𝑟(𝑋)
−1
𝑉𝑎𝑟(𝑋 ∙ 𝛽⃑ ∗ ‖𝛽 ∗ ‖2 )

𝑃(𝑑𝑖𝑠𝑐𝑑) ≤
𝑃(𝑑𝑖𝑠𝑐𝑑) ≤

𝔼[(𝑋 ∙

𝛽 ∗ ‖𝛽 ∗ ‖

𝑉𝑎𝑟(𝑋)
−1
2
∗
∗
2
2 ) ] − (𝔼[𝑋 ∙ 𝛽 ‖𝛽 ‖2 ])

𝑉𝑎𝑟(𝑋)
‖𝛽 ∗ ‖22 𝑉𝑎𝑟(𝑋 ∙ 𝛽⃑ ∗ )

Therefore, Equation (B.33) prove the theorem. ∎
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