Abstract This article details the implementation and application of the glass-specific computational constitutive model by Holmquist and Johnson (J Appl Mech 78:051003, 2011) to simulate the dynamic response of soda-lime glass under high rate and high pressure shock conditions. The predictive capabilities of this model are assessed through comparison of experimental data with numerical results from computations using the CTH shock physics code. The formulation of this glass model is reviewed in the context of its implementation within CTH. Using a variety of experimental data compiled from the open literature, a complete parameterization of the model describing the observed behavior of soda-lime glass is developed. Simulation results using the calibrated soda-lime glass model are compared to flyer plate and Taylor rod impact experimental data covering a range of impact and failure conditions spanning an order of magnitude in velocity and pressure. The complex behavior observed in the experimental testing is captured well in the computations, demonstrating the capability of the glass model within CTH.
Introduction
Soda-lime glass is a commercially available plate (float) glass material utilized in a wide variety of commercial and military applications. Used primarily as a transparent window material, it is often used as a lower-cost surrogate for more expensive types of glass. Due to its widespread application, soda-lime glass may be subjected to a variety of dynamic conditions for which its performance is of interest.
Currently, there is a large research interest in glass, with the majority of efforts focused on borosilicate glass [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . As a result of this extensive body of research, a large array of experimental data exists and computational models have been developed for borosilicate glass. A particular example is the new glass-specific constitutive model developed by Holmquist and Johnson [1] . While borosilicate and sodalime glass share many similarities in constitutive behavior, they have a number of significant differences as well. Most notably, soda-lime glass has a higher density and shock impedance but a lower dynamic strength [13] [14] [15] . Sodalime glass also exhibits a generally lower compressibility and permanent densification due to its partially filled structure. A complete loss of strength at the Hugoniot elastic limit (HEL) has also been observed, in contrast to borosilicate. Also, while borosilicate behaves similar to fused silica (pure SiO 2 glass) in many ways, soda-lime exhibits more pronounced differences likely due to its lower SiO 2 content and resultant changes to the glass structure [15] .
The complex behavior of soda-lime glass and its widespread application favors the use of physics-based modeling to better understand experimentally observed phenomena. Design and application efforts similarly benefit from modeling as a more cost effective means of & Joshua E. Gorfain jgorfain@aphysci.com attaining novel and optimized products versus purely experimental trial-and-error approaches. Critical to realization of these benefits, a computational model must have a demonstrated accuracy providing confidence in the predicted results. Thus, the primary objective of this work is to assess the ability of the Holmquist and Johnson model, with properly calibrated parameters, to describe the dynamic response of soda-lime glass under high rate and high pressure conditions. In this work, computational results will be compared to experimental data in order to evaluate the predictive capability of the model. First, the implementation of the glass model into the CTH shock physics code is described. Next, parameterization of the model characterizing the behavior of soda-lime glass is developed from a variety of experimental data compiled from the open literature. Finally, simulation results using the soda-lime glass model are compared to measured data from experiments covering a range of impact and failure conditions.
Glass Model Description
The glass model developed by Holmquist and Johnson of Southwest Research Institute [1] , hereafter referred to as the SWRIG model, was recently implemented in the CTH shock physics code [16] developed by Sandia National Laboratories. CTH is a hydrocode designed for modeling complex multi-dimensional, multi-material problems characterized by large deformations and/or strong shocks. CTH utilizes an Eulerian framework to solve the finite volume approximations of the mass, momentum, and energy conservation equations.
Although presented in detail by Holmquist and Johnson, a brief description of the SWRIG model is repeated here with particular attention paid to the specifics of its implementation into CTH. It is important to note that all of the computations using the SWRIG model (by Holmquist and Johnson and other researchers) in the open literature to date were performed using EPIC; a Lagrangian finite element/particle code [17] . This work is the first reported use of this model in an Eulerian framework such as that of CTH.
SWRIG Model in CTH
The SWRIG model consists of three primary components: strength, damage, and an equation of state (EOS). The CTH implementation adds a fourth component, tensile fracture, which communicates with the other three components and is necessary to introduce voids properly within the Eulerian framework. The strength and damage components are used to compute the deviatoric stress tensor for the glass, while the EOS describes the hydrodynamic behavior and provides the necessary thermodynamic relationships. Plastic deformation in the model is treated using traditional J2 flow theory, while damage is characterized through an internal state variable, D, where a value of zero corresponds to an intact (virgin) material and a value of unity indicates material that is completely failed. In the model, the failed glass state is assumed as an effective continuum of fractured and comminuted material. Failure waves, previously observed in shock loaded glass, are thus modeled by propagating regions of failed glass. Damage provides a coupling between the strength and EOS associated with dilatancy (bulking) upon failure. Finally, strength (flow stress or the ability to support shear stress) is dependent on the condition of the material (intact or failed), its location (interior, surface, or adjacent to failed material), and the temperature, pressure, and strain rate.
Strength Model
The strength component of the SWRIG model provides a separate description of the intact strength (flow stress) of the glass depending on its location within the physical geometry. Graphical depiction of the strength is shown in Fig. 1 . The reference strength corresponds to that of intact material adjacent to failed material (or material with a very rough finish) having a high defect density. Thus the reference strength is generally considered the weakest of the intact material locations and serves as the basis for which the strength of the remaining locations is determined. The intact strength of interior and surface materials are described separately such that increased interior strength and the effect of surface finish may be considered.
The CTH implementation automatically determines the appropriate location-dependent strength description from the model geometry and its evolution during the course of a computation. The location assignment for cells containing intact material are specified on input at the start of the computation. Unless specified differently by the user, all cells containing glass material is assumed to be initially intact. The exterior surface of the glass body is assigned the surface location as determined from the glass material volume fractions within the mesh, resulting in a surface material layer approximately one cell thick. The initially intact assumption precludes the presence of any reference (adjacent to failed) material, thus all glass not on the surface is interior, and is assigned this strength accordingly. At the end of each time-step, a searching algorithm looks at cells adjacent (in all directions) to those containing glass material to see if any have failed. If adjacent failed cells are found, then the location assigned to the current cell containing glass material is updated to adjacent to failed (reference). If no adjacent to failed cells are found, then the current intact location assignment is retained. These location assignments are tracked using integer-valued history variables which are advected with the material as it fluxes through the Eulerian grid. The algorithm includes logic designed to minimize and correct advection errors, taking advantage of the integer nature of these history variables before they are used by the SWRIG model to determine the material response.
The reference strength (for a strain rate of _ e = 1 s -1 ) varies linearly between zero at a tensile pressure of -T and a strength of r i at a pressure of P i . At pressures greater than P i , the strength is given by,
This strength form is a function of the current pressure, P, and asymptotically approaches a maximum compressive strength of r max at high pressures. The intact strength of surface and interior material is determined by factors D surf and D int , which augment the reference strength [Eq. (1) ] such that greater strength may be provided in the lower pressure/tensile regime (P B *P i ) while the high pressure strength limit (r max ) for all three material locations are identical. The relationship between the interior and surface strength curves and the D surf and D int factors is shown in Fig. 1 , which is based upon the angle between the linear pressure-dependent (P B P i ) and (high) pressure-independent maximum strength (r max ) regions of the strength curves.
The strength of failed material takes a form similar to that of the intact material, where the failed strength (at a strain rate of _ e = 1 s -1 ) varies linearly between zero at zero pressure and a strength of r f at a pressure of P f . At pressures greater than P f , the failed strength increases with pressure up to a maximum strength of r f max according to the following equation;
where
The reduced effective strength of fractured material under compression (and shear) is thus modeled by Eq. (3). The primary difference between the intact and failed strength is related to the behavior under tension. Intact material can resist plastic deformation under tensile pressures, while failed material has no strength under hydrostatic tension.
Strain rate-dependency is also included in the SWRIG model for both intact and failed material by scaling the strengths defined at _ e = 1 s
where C is a material constant and _ e Ã is the normalized strain rate, defined as the current strain rate divided by a reference strain rate of 1 s -1 . Thus, Eq. (5) characterizes rate effects as the ratio of the strength at the current rate normalized by the strength at the reference rate.
Thermal softening of the strength (intact and failed) is also possible, where the above described strengths can be scaled by a thermal softening factor given by:
In Eq. (6), M is a material constant and T is the homologous temperature given by;
where Temp is the current temperature, T r and T mlt are the room (ambient) and melting temperatures, respectively. Additionally, a dependence on the third invariant (J 3 ) is possible, which has the effect of reducing the strength for stress states in the tensile meridian. The third invariant dependence is applied to both intact and failed strengths defined above in Eqs. (1)-(4), which are assumed to correspond to stress states on the compressive meridian. Although this feature was not utilized for the current work, the interested reader may find further details regarding this capability in [1] .
Damage
Damage (D) within the SWRIG model evolves according to the accumulation of plastic strain relative to the instantaneous failure strain:
where De p is the current increment of equivalent plastic strain and e f p is the current plastic strain-to-failure defined as
In Eq. (9), P* = P/r max and T* = T/r max , where P is the current pressure and T is the intact tensile strength of the reference material defined previously. The material constants D 1 and N control the pressure dependence on the failure strain while C f controls the rate dependence analogous to the constant C with the strength curves.
If failure is predicted to occur (D = 1), the material strength is reduced from that described by the intact curve to that of the failed curve (see Fig. 1 ). The transition from intact to failed strength is controlled by the choice of damage softening or time-dependent failure. Damage softening reduces the strength according to a user-specified constant related to the level of damage at which the onset of softening begins. Time-dependent failure alternatively reduces the strength over a user-specified time.
Equation of State
The SWRIG model utilizes a pressure versus volumetric strain (l = q/q 0 -1, where q and q 0 are current and initial densities) relationship that accounts for the possibility of permanent densification (increase in density) under high pressures and bulking (increase in volume) that occurs when glass fails and comminutes. In the model, permanent densification is assumed to begin when l [ l elastic and is complete when l = l lock . If no damage has occurred, the pressure under loading is given by,
The unloading path depends on the magnitude of permanent densification and the maximum volumetric strain reached, l max . Unloading prior to any permanent densification (l max \ l elastic ) follows the path given by Eq. (10), hence the response is elastic. After densification is complete (l max C l lock ), unloading follows the fully densified path that results in permanent densification of l perm at complete unloading. This fully densified path is determined by interpolation between the paths given by Eqs. (10) and (11) when extrapolated down to zero pressure. Unloading following incomplete densification (l elastic \ l max \ l lock ) is along a path interpolated between that of Eq. (10) and the completely densified path according to the fraction of densification attained. It is noted that this behavior is almost entirely mechanical; aside from bulking energy discussed below, it contains no temperature or energy dependence as traditional shock EOSs do.
Additional glass behavior handled by the EOS is the dilatancy (bulking), which occurs upon failure. This effect is modeled during the progression of failure (damage) by adding an additional pressure increment to Eqs. (10) and (11) determined from the internal deviatoric energy lost as the strength is reduced from intact to failed. The fraction of this energy loss that is converted to hydrostatic potential energy (bulking) is 0 B b B 1, which is specified as an input to the model.
Tensile Fracture
The capability to model location dependent tensile strength and its effect on fracture is a key feature of the SWRIG model. Properly including this behavior requires special consideration in terms of implementation within CTH, therefore a discussion and demonstration of this feature is provided here. Fracture in this context is distinct from other possible types of failure. It corresponds to the creation of new free surfaces associated with a crack and not simply a reduction (or elimination) of strength. This is a complicated phenomenon to handle computationally, as such its treatment tends to be very code specific. For example, some Lagrangian codes handle fracture by erosion (deletion) of elements to create new crack surfaces. This approach may have some adverse properties unless handled with care, and is not applicable to an Eulerian framework. Alternatively, the EPIC Lagrangian code has the capability to handle fracture by converting finite elements to meshless particles. In contrast to both of these approaches, fracture is modeled within CTH by the insertion of void volume within a cell (for which fracture was detected).
Void insertion increases the pressure of the material (reduces its volume) in the cell to a less tensile state. Some advantages with this approach, aside from compatibility with the Eulerian framework, are that it does not violate conservation laws and allows for the possibility of fracture by void growth and fragmentation. Note that this is the standard fracture treatment in CTH and is not specific to only the SWRIG model.
The approach taken in the implementation of the SWRIG model was to provide a communication mechanism between the model and the standard CTH fracture treatment. This coupling mechanism is the threshold value used in the criterion to detect fracture, triggering void insertion. The maximum hydrostatic tension strengths are used to define this threshold, depending on the condition and location of the material within a cell. The condition (intact or failed) and location (adjacent to failed material, surface, or interior) of glass material within a cell can vary in space and time during the course of a computation, and so the fracture thresholds vary likewise. The fracture threshold of intact material is set as T, T surf , or T int depending on the appropriate strength location as described above in ''Strength Model'' section. Failed material has no ability to support tension according to its strength description [see Eq. (3)] and so its fracture threshold is zero.
The use of the hydrostatic tension strengths in this manner is consistent with Holmquist and Johnson's [1] definition and provides the correct tensile fracture behavior according to their original formulation. This is most easily demonstrated by considering the spall plate impact configuration described in [1] . This setup consists of a glass flyer plate impacting a glass target at a velocity of 200 m/s. Setup dimensions and the generic glass model parameters used here are identical to those provided in [1] . Following initial shock compression, subsequent wave reflections and interactions produce a tensile stress within the target, thereby probing the tensile strength of interior material. The generic glass model parameters used correspond to hydrostatic tension strengths of T = T surf = 100 MPa and T int = 790 MPa. Computational results for multiple values of the failure time, t fail , are also shown in Fig. 2 to demonstrate its effect on spall fracture.
The loading sequence of target material is as follows. The initial impact produces elastic longitudinal compression, where subsequent wave interactions unload interior material to zero stress and then load along the same uniaxial strain elastic load path in the tensile portion of pressure space. The material strength in this region is defined by the linear portion of the strength curve (P \ P i , see Fig. 1 ). Once the stress state along this path reaches the interior strength, plastic strain is generated as a result of yielding. The material at this state is inelastic, while its condition is intact, and failure (and the associated loss of strength) has not yet occurred. The stress state at this intersection consists of equal pressure and interior strength contributions of approximately 270 MPa, corresponding to a longitudinal tensile (spall) stress of approximately 450 MPa. As the yield surface is just reached, the stress state is still elastic and tensile fracture is not yet triggered since this tensile pressure is significantly lower than T int . The strain to failure in the damage model [Eq. (9) ] is zero for any tensile pressures larger than T = 100 MPa; therefore, any plastic strain immediately triggers the onset of failure (D = 1). Once the onset of failure is triggered, the material strength is gradually reduced from intact to failed material over a time duration of t fail . Note the material is not considered to be (fully) failed until this strength transition is complete. Once complete, the strength of any adjacent intact material is also reduced to that of reference material. At this point, the material is completely failed but has not yet fractured (no void insertion). The fracture threshold for failed material is zero, hence void is inserted under any amount of hydrostatic tension. Therefore, continued tensile loading of this failed material exceeds the current fracture threshold (zero), and the standard CTH fracture model inserts void volume causing fracture.
Results from spall experiments typically consist of the velocity profile recorded at the target rear surface. Velocity profiles from the example spall computations are shown in Fig. 2 . The ring-up and plateau to 200 m/s corresponds to the initial elastic compression. Unloading into tension is seen as the drop in velocity at approximately 9 ls. Spall fracture is indicated in these profiles by the pull-back signal produced when the target fractures into two pieces (creating new free surfaces) at the interior location of peak longitudinal tensile stress that was sustained by the material. The height of the pull-back is proportional to the magnitude of the spall strength. The pull-back signal height for t fail = 0.4 ls indicates the expected spall strength of 450 MPa determined from the material properties, while the width of the pull-back corresponds to the specified Velocity (km/s) failure time which delays failure. The expected spall strength is also indicated by the height of the pull-back for t fail = 0.2 ls, but the reduced failure time causes the duration of the pull-back to be shorter as the failure transition occurs faster. A reduced spall strength is indicated for the t fail = 0.02 ls pull-back because the very short failure time duration prevents the pull-back from being maintained by the time it reaches the target rear surface.
Comparing the CTH computed profiles in Fig. 2 with the sample results originally provided by Holmquist and Johnson [1] show nearly identical profiles, thus demonstrating correct CTH implementation of location-dependent strength, tensile fracture, and time-dependent failure features of the SWRIG model. The current implementation of the SWRIG model within CTH also handles fracture under pure triaxial tension. Pure triaxial loading produces zero deviatoric stresses, thus failure cannot be triggered by damage accumulation since no plastic strain is produced. In this case tensile fracture would be triggered once the hydrostatic tension exceeded the corresponding fracture threshold. Without this tensile fracture, the material would continue to expand unrealistically, eventually attaining very low-density thermodynamic states, leading to likely numerical instabilities.
Soda-Lime Glass Model Parameters
A critical component to any predictive simulation is the parameterization of required constitutive models, ideally based on experimental data. To the author's knowledge, soda-lime glass parameters for the SWRIG model have not been previously published in the open literature. A variety of experimental data was used as the basis for SWRIG model parameter development for soda-lime glass. The approach used was similar to that of Holmquist and Johnson [18] in their development for borosilicate glass and draws on data in the open literature covering a broad range of test techniques and loading conditions. While it was desired to estimate the model parameters solely from experimental data, supporting data was not always available. Therefore, an engineering approximation was necessary for the development of some material parameters, which is discussed were applicable.
The soda-lime glass parameter set provided here was developed first before any simulations were performed and were never modified later to improve predicted results. This ''blind'' approach was taken to present the material model results in a truly predictive manner. A compilation of the experimental data and the procedure used to arrive at the current SWRIG model parameters for soda-lime glass is presented in what follows.
A compilation of elastic properties of soda-lime glass are presented in Table 1 . As shown in Table 1 , the elastic properties from each of the references are in good agreement with one another. For the SWRIG material parameter set used herein, the values given by Holmquist et al. [19, 20] for the initial density (q 0 ), shear modulus (G), and the initial linear bulk modulus (K 1 = K) are used. Other properties shown for reference are the longitudinal (c L ) and shear (c S ) elastic wave velocities, Poisson's ratio (m), and the HEL.
Strength and Damage Properties
The next step in the SWRIG model development for sodalime glass was to determine the parameters for each of the functional forms describing the strength and damage. The intact strength was first developed as this foundational aspect of the model includes parameters used elsewhere in the model. Parameters describing the failed strength are then determined to complete the strength model development. Finally, fitting of the damage model is presented at the end of this section.
Experimental data describing the intact strength of sodalime was compiled from a variety of references using different types of tests. This collection was used to calculate the measured strength (equivalent stress) and is plotted as a function of pressure in Fig. 3 . The inset of this figure shows the data near the zero pressure intercept. For reference, the gray dashed and dashed-dot lines indicate the uniaxial (1D) stress and (1D) strain trajectories for elastic response, respectively. The reader is referred to each publication individually for a complete description of the experimental techniques used to obtain the data in Fig. 3 . Here a brief description of each body of work and associated data is provided.
• Dannemann et al. [22] preformed quasi-static compression testing of unconfined (uniaxial stress) and confined (using hydraulic confinement) intact soda-lime (Starphire Ò ).
• Holmquist et al. [19] performed quasi-static and moderate rate uniaxial compression testing of sodalime float glass at strain rates of 0.001 s -1 (quasi-static) and 250 s -1 (split-Hopkinson pressure bar), in addition to quasi-static tension tests using the ''Brazilian'' configuration. These tests provide data on the intact strength in both the tensile and compressive regimes.
• Sundaram and Clifton [23] performed pressure-shear plate impact (PSPI) experiments using a very thin layer of soda-lime sandwiched between two hard steel plates. Data from these PSPI tests where no loss of shear strength was observed corresponds to intact material, which is included in Fig. 3 .
• Clifton et al. [24] performed PSPI experiments on thick soda-lime specimens. Data from Clifton et al. shown in Fig. 3 corresponds to tests where no loss of shear strength/resistance was observed, thus characterizing intact material.
• Espinosa et al. [25] measured the longitudinal and lateral stress profiles during plate impact experiments on soda-lime. These tests were intended to study shear strength during shock compression, where measurement of lateral and longitudinal stresses provides a direct measure of the strength. Strength data recorded before the failure wave during shock compression is shown in Fig. 3 .
• Lateral and longitudinal stress profiles were also measured during plate impact tests performed by Simha and Gupta [26] , Bourne et al. [27] , and Bless et al. [28] , where strength recorded for intact material ahead of the failure wave is shown.
• Rosenberg et al. [29] and Espinosa et al. [25] measured the spall strength of soda-lime using Manganin stress gauges during plate impact (release wave) experiments. These experiments resulted in a spall plane located ahead of the failure wave such that the measured strength was assumed to correspond to intact material.
Determination of a clear HEL for soda-lime glass is complicated due to ramp loading, a pseudo-elastic response, and a complete loss of shear resistance, as observed by Alexander et al. [21] . Time scale, dimensional, and thus strain rate dependencies further complicate the clear determination of an HEL in glasses. These characteristics are likely the source of the large spread in HEL shown in Table 1 and found throughout the literature. The HEL value of r x = 5.95 GPa given by Holmquist et al. is close to the average of the elastic and pseudo-elastic limits (3.5 and 7.5 GPa, respectively) discussed by Alexander et al. This value corresponds to a net longitudinal stress which includes both hydrostatic and strength contributions. For the uniaxial strain load condition under which the HEL was measured, these contributions are related according to
where P and r correspond to the pressure and strength at the HEL. The strength and pressure at the HEL determined from this relationship using the data from Holmquist et al. [19] is shown in Fig. 3 using an ''X'' symbol.
Using the collected data, the intact strength of the reference material was estimated and is indicated as r ref at _ e = 1.0 s -1 in Fig. 3 . This reference curve was estimated by first determining the maximum hydrostatic tensile strength for intact reference material (T) by extrapolating a linear curve fit of the static test data from Holmquist et al. [19] to zero strength. The resulting tensile strength value of 0.153 GPa was nearly identical to the average of the tensile strengths measured for the Brazilian tests by Holmquist et al. The maximum strength for reference material is identical to that for surface and interior material according to the model (see Fig. 1 , P ) P i ); this upper limit is given by a single parameter (r max ) in the model. Therefore, the maximum strength r max = 4.3 GPa was estimated from all of the compressive data, focusing on the data from plate impact experiments [25, 27, 28] seen in Fig. 3 in particular. The remaining parameters describing the reference intact strength [Eqs. (1) and (2); P i , r i ] were estimated to follow the various data along the uniaxial stress path and the confined static data from Dannemann et al. [22] , as these experiments corresponded to the lowest available strength data for intact material.
It is noted that the maximum strength determined in this way does not agree with the data from Bless et al. [28] at higher pressures. Experimental data points at pressures below approximately 3 GPa generally follow the uniaxial strain elastic load path as one would expect for data below the HEL. Data from Bless et al. above this pressure corresponds to peak Hugoniot stress states above the HEL. It is therefore possible that some damage and/or failure may have occurred at these states as inelastic deformation is expected to have occurred. These samples were initially intact, but it is unclear if these stress states were measured in intact or failed material. Data above the HEL but below pressures of approximately 7 GPa are seen to indicate significant strength, thus these points are considered to be representative of intact material and so were considered in estimating r max . The data at higher pressures (above 8 GPa) show a considerably lower strength as compared to the data at lower pressures, therefore there is an increased likelihood that these stress states corresponded to failed material.
This interpretation is further supported by the observation that the strength at these high pressures appears to approach the failed strength indicated in measurements behind the failure wave shown in Fig. 4 discussed later. Although the model provides separate parameterizations for the strength of fully intact and failed glass, the progression of failure and associated softening as the strength transitions from intact to failed is intended to provide for this apparent strength degradation that is evident in the data from Bless et al. [28] .
The estimated intact strength of surface material is shown in Fig. 3 indicated as r surf at _ e = 1.0 s -1 . Wereszczak et al. [30, 31] performed static equibiaxial flexure (ring-on-ring) and Hertzian ring crack initiation tests of a soda-lime-silicate float glass (Starphire Ò ). These experiments measured the tensile failure stress for each of the tinside and air-side surfaces of the specimens. This data was used to roughly estimate the tensile strength of intact surface material (T surf ) as approximately 0.3 GPa, with the value of D surf determined following the relationships shown in Fig. 1 .
The intact interior strength of soda-lime glass is indicated as r int in Fig. 3 at _ e = 1.0 s -1 . This curve was estimated using the experimental data of Rosenberg et al. [29] and Espinosa et al. [25] who found that the spall strength of soda-lime glass exceeded 3 GPa for intact material. The tensile strength of interior material (T int ) was selected such that the resulting interior strength curve in the hydrostatic tensile regime nominally follows/envelopes spall strength data from Rosenberg et al. and Espinosa et al. The chosen value of T int = 3.8 GPa, yields a reasonable representation of this spall data in strength-pressure space, corresponding to a spall strength (net longitudinal stress) of approximately 3 GPa. The corresponding value of D int was then determined from the relationships shown in Fig. 1 . This parameterization is regarded as a reasonable first estimate given the limited data currently available. It is acknowledged that this part of the model parameterization is one of the most uncertain due to the general lack of supporting experimental data.
Some of the tests performed by Holmquist et al. [19] included identical loading conditions performed at different rates, these provided a direct dataset to determine the strain rate effect on the strength (C). Holmquist et al. used this soda-lime data with the JH-2 model [19] to characterize the observed rate-dependence. Since the form of the rate-dependency in the JH-2 and SWRIG models are identical, the value for C originally determined by Holmquist et al. was used directly here. This estimated ratedependence is illustrated with the interior strength curves in Fig. 3 at _ e = 1 s -1 (solid curve) and _ e = 10 5 s -1
(dashed curve). Consistency of the maximum strength represented by the SWRIG model at the nominal plate impact strain rate of _ e = 10 5 s -1 with the measured strength at the HEL (shown as the ''X'') is seen in Fig. 3 .
Parameter development describing the failed strength is similar to that outlined above for intact material. Experimental measurements on the strength of failed soda-lime were compiled from the literature and are shown in Fig. 4 as a function of pressure. Brief descriptions of each work providing failed strength data are given here. The reader is referred to each publication individually for a complete description of the experiments.
• In addition to data on intact material, Dannemann et al.
[22] also presented data from quasi-static confined compression tests on pre-damaged (from a thermal shock technique) soda-lime (Starphire Ò ) using both mechanical (sleeve) and hydraulic (bomb) confinement. A simple bilinear curve fit to this data provided by Dannemann et al. is also shown in Fig. 4 , where the dashed red line segment corresponds to extrapolation of this fit to high pressure.
• Lateral and longitudinal stresses measured behind the failure wave during the plate impact experiments by Bourne et al. [27] , Simha and Gupta [26] , and Espinosa et al. [25] provided data on the strength of damaged/failed soda-lime during shock compression.
• Data from the PSPI experiments by Clifton et al. [24] and Sundaram and Clifton [23] , where a loss of shearing resistance was observed, provides additional measurements on the strength of damaged/failed glass under large shear strains and strain rates simultaneously at high pressures.
Using the data in Fig. 4 , the failed material strength curve was determined by first estimating the maximum failed strength (r f max ) from the failed material test data (static, plate impact, and PSPI) in the high pressure plateau region. The maximum strength indicated by the plate impact, PSPI, and static data was approximately 2, 0.4, and 1.6 GPa, respectively. This large spread in the data indicates that the apparent strength of failed glass may be dependent on the mode of deformation as well as the pressure, that is, the failed strength appears to be significantly less under combined pressure-shear as compared to under longitudinal compression alone. The lower failed strength indicated by the PSPI data may also be a consequence of the very large shear strains (*2.0) attained and the possibility of localization occurring under this mode of deformation. These observations complicate the determination of a single maximum (compressive) failed strength value as required by the model, which does not otherwise depend on the state of stress or strain. Therefore all existing data was averaged to provide the best available first estimate from multiple test conditions. This yielded an average maximum failed strength of 1.35 GPa. The values for P f and r f [Eqs. (3) and (4)] govern the slope and curvature of the failed strength at lower pressures. These parameters were estimated to reproduce the pressure-sensitivity of the low-pressure (static) data from Dannemann et al. The resulting failed strength of the SWRIG model for soda-lime is shown as the solid black line at a strain rate of 1.0 s -1 in Fig. 4 , while the dashed black line shows the corresponding failed strength at _ e = 10 5 s -1 . Each of the intact and failed strength curves estimated for soda-lime glass with the SWRIG model are illustrated together in Fig. 5 at strain rates of _ e = 1 and 10 5 s -1 . For this work, the time-dependent damage softening option was specified and calibrated based on data in the literature which indicated that soda-lime glass demonstrates time-dependent inelastic behavior. This data included the PSPI experiments by Sundaram and Clifton, and Clifton et al., as well as the plate impact experiments by Simha and Gupta, and Espinosa et al. Using this data, the average time to failure under shock loading, t fail , was estimated to be approximately 0.6 ls.
No experimental data was found to support the remaining features of the SWRIG model. Soda-lime glass data characterizing thermal softening (M) and the effect of the third invariant (J 3fact ) was not found; therefore these features were deactivated in the current work. All of the deviatoric internal energy lost upon failure was assumed to go into bulking (b = 1). This was chosen as it conserves energy, is consistent with the setting used for soda-lime glass by Holmquist et al. [19] with the JH-2 model, and because there is no direct way to measure this to determine otherwise.
No experimental data was found to directly calibrate the parameters of the failure strain [Eq. (9); D 1 , N, and C f ] used in the SWRIG damage model. Noticing that the form of the failure strain in the SWRIG model is identical to that of the JH-2 model [19] , the functional dependence determined previously by Holmquist et al. for soda-lime glass with JH-2 was assumed here. The SWRIG failure strain parameters were thus determined to recover this assumed functional dependence. This is regarded as a reasonable first estimate give the lack of data; it is acknowledged that the parameterization of this model feature is one of the less well established and potentially requires some refinement.
Equation of State Properties
The volumetric response of soda-lime glass with the SWRIG model EOS is developed primarily from Hugoniot data obtained from plate impact experiments by Alexander et al. [15] , Grady and Chhabildas [32] , Dandekar [33] , and Dandekar and Beaulieu [34] . This collection of data is shown in Fig. 6 and corresponds to measurements of longitudinal stress versus compressive volumetric strain. The inset of this figure shows the lower-pressure data at a reduced scale to more easily view lower-pressure data near the HEL. The hydrostatic pressure was estimated from longitudinal stress measurements below the HEL, where the deviatoric stress contribution could be easily computed and subtracted from the longitudinal stress using Eq. (12) . These estimated pressure-compression data points are shown as open black diamonds in Fig. 6 . As the stress increases, well above the HEL in particular, strength effects become less pronounced and thus the Hugoniot data is assumed to be a reasonable representation of the hydrostat.
In studying this experimental data it was observed that the hydrostat of soda-lime glass determined previously by A maximum permanent densification of 6.3 % was measured by Ji et al. [35] for soda-lime glass after complete unloading from static compression to approximately 25 GPa. These measurements showed a saturation in permanent densification above a pressure of approximately 20 GPa. No additional experimental data was found for sodalime at pressures higher than those tested in this work. Therefore, the value at saturation measured by Ji et al. was assumed for the current model. This value was input directly into the model (l perm ) and is shown in Fig. 6 as a thin yellow X on the horizontal axis. The onset of permanent densification (l elastic ) was assumed to occur at the HEL (shown as a black X in Fig. 6) ; consistent with its definition and within the range indicated by Ji's experiments.
The resulting hydrostat of the SWRIG model for sodalime glass is shown in Fig. 6 as a solid black line with arrows indicating the hydrostatic load path (P) for a load- unload sequence in which complete permanent densification occurs. The predicted hydrostat is seen to follow the pressure estimated from the low pressure Hugoniot data in addition to matching the Hugoniot data points near 6 GPa (l & 0.21), consistent with a complete loss of strength as observed in [21] over a similar stress range. Test data above approximately 12 GPa is also seen to be represented well by the SWRIG model hydrostat consistent with a loss of strength in the material at these pressures. Also shown in Fig. 6 is the longitudinal stress (r x ) computed from a uniaxial (1D) strain compression load path at _ e = 10 5 s -1 . The computed longitudinal stress is seen to match the Hugoniot data well in the elastic region, verifying the assumption of a constant shear modulus. The loss of strength seen in the Hugoniot data just above the HEL to approximately 12 GPa is reasonably represented by the model as well.
Soda-Lime Properties Summary
The SWRIG model parameters estimated for soda-lime glass are summarized in Table 2 . In addition to the parameters detailed in ''Strength and Damage Properties'' and ''Equation of State Properties'' sections, the specific heat (C V ) and melting temperature (T mlt ) of soda-lime glass are also required. Values for these constants were taken from a material datasheet for soda-lime-silica float glass [36] .
Computational Evaluation
In this section we compare numerical results from the SWRIG model within CTH to flyer plate and Taylor rod impact experiments on soda-lime glass. These two test methods were chosen as they subject the sample material to very different load conditions and stress-deformation states while providing insightful diagnostics on constitutive response. The plate impact experiments were performed by Alexander et al. [15] to study the shock response of sodalime glass under uniaxial strain conditions at high rates and stresses. The Taylor impact experiments were performed by Willmott and Radford [14] to study the deformation and failure of soda-lime glass at lower rates and stresses. In these Taylor tests, the rod specimens are subjected to uniaxial strain compression upon impact, which is quickly released to a state of uniaxial stress thereafter. Simulation of this combination of experiments provides an initial evaluation of the predictive capabilities of the SWRIG model and the suitability of the derived model parameters for soda-lime glass.
Flyer Plate Impacts
Flyer plate impact experiments conducted on soda-lime glass by Alexander et al. [15] utilized two different configurations as shown schematically in Fig. 7 . The plate reverberation configuration in Fig. 7a was used primarily to measure the release response of the glass. The transmitted wave configuration in Fig. 7b was designed to measure shock wave transmission through the glass target. Details of Alexander's experiments considered here are repeated in Table 3 . These experiments resulted in peak stresses in the range of approximately 4-41 GPa. Each transmitted wave experiment incorporated a lithium fluoride (LiF) window at the back surface of the glass target.
No windows were used in the plate reverberation tests. The velocity of the target rear face was measured during the each experiment using VISAR [37] . Numerical simulations of each configuration listed in Table 3 were carried out using CTH with the SWRIG model and the soda-lime glass parameters in Table 2 . The remaining components of each configuration (Lexan, LiF, sapphire, tantalum, and copper) were modeled with EOSs and strength models based on data in [38] [39] [40] . The target rear surface velocity was output during each computation at a location corresponding to the VISAR probe points in the experiments.
A comparison between the CTH simulation results and the test data from the reverberation experiments (SODA-2-4) are shown in Fig. 8 . For each of these simulations, the number and timing of reverberations, as well as the magnitude of the steady state velocity is predicted reasonably well relative to the experimental data. While the timing of each reverberation is predicted reasonably well, all of the numerical results for SODA-3 and SODA-4 appear slightly earlier than the experimental data. This uniform time shift may be due to some systematic differences in the simulated configurations relative to the experiments, such as a discrepancy in the assumed constitutive behavior of tantalum or sapphire. Modification to the pressure-dependence on the glass sound speed at high pressures may also improve the timing correlation. The timing of the SODA-2 prediction starts out nearly identical to the experimental data, but a progressively larger delay in the timing of subsequent reverberations indicates a possible discrepancy in the glass model release at low stress. The predicted step heights of SODA-2 are in reasonable agreement with the measurement, although the relatively small discrepancies seen point to a slight deviation from the experimental release states. Finally, the minor differences in the late-time velocity plateau level for SODA-3 and SODA-4 may indicate slight discrepancies in the way in which permanent densification was modeled, the combined effects of release with damage, or in the assumed constitutive behavior of the target material. The data measured during the transmitted wave profile experiments performed at lower stress levels (SODA-7, SODA-8, and AT-9) are compared to computational results in Fig. 9 . The numerical prediction of the lowest stress shot (AT-9) captures the initial plateau level well but not the slight relaxation seen shortly thereafter. Simulation results of the release portion of this profile matches the experiment in terms of timing and final level, but the release is much more abrupt, possibly due to a relaxation response that is not captured by the computation.
At increasing stress levels, the measured profiles for SODA-7 and SODA-8, respectively show smooth curvature to the plateau levels, which likely indicates time-dependent or more gradual inelastic behavior. The corresponding profiles from the computations instead display a two-wave structure indicative of a more abrupt elastic-plastic transition due to the lack of kinetics in this model. While the transitions are not well captured, the plateau levels are comparable to the measured profiles. SODA-7 again is missing some slight relaxation. The release portion of SODA-7 is reasonably captured by the simulation.
The results for the simulation of SODA-8 differ from the other lower stress experiments. The very gradual rise to the plateau in the experimental data is contrasted by distinct multiple-wave structure in the simulation results. The initial elastic wave in the simulation (up to *0.35 km/s) matches the experimental data well. The steep front of the second wave in the predicted result is due to the elasticplastic transition, while the dip in the profile immediately following this plastic wave is due to the failure wavefront approaching the rear surface of the glass target (at the LiF window interface). Subsequent smooth curvature to the plateau value predicted shows some similarities to the experimental profile. This smooth transition in the computation is due to time-dependent failure (strength transition from intact to failed) and is a consequence of the glass completely failing near the rear surface. Finally, the predicted peak plateau level matches the experiment well, as does the release.
The simulations of SODA-7 and SODA-8 exhibit a sharp elastic-plastic transition which occurs at the same stress level and thus indicate a constant, rather than timedependent threshold elastic limit in the model. Examining the SWRIG strength curves for soda-lime glass in Fig. 3 , it is clear that the flow stress under these high pressure conditions corresponds to the plateau region (r max at the applied strain rate) and so this threshold is constant according to the model. A more pronounced time-dependence in the strength model is needed to reproduce the smoother transition in the wave profiles observed experimentally. A potential SWRIG model parameter change which could mimic this behavior might be to extend the pressure-sensitive (linear) region of the intact strength to higher pressures. The data measured during the transmitted wave profile experiments performed at higher stress levels (AT-4-6) are compared to results from the computations in Fig. 10 . AT-4 is shocked to a moderate level such that a more appreciable elastic-plastic wave structure is evident in the measured profile. The experimental profile for this test again illustrates a gradual elastic-plastic transition attributed to transition kinetics, but the computation displays a distinct two-wave structure, as was observed in the previous comparisons for SODA-7 and SODA-8. This is to be expected as transition kinetics are not included in the current model. The timing of the release in AT-4 is predicted reasonably well. The quasi-elastic release due to strength is more pronounced in the simulation and the bulk release is shallower, but the transition to bulk unloading occurs at approximately the correct time.
Looking at the profile for the next higher shock stress, AT-5, the gradual elastic-plastic response is closer to being overdriven. The computation matches the timing and level of both the elastic and plastic shocks very well. The lack of a smooth transition between the elastic and plastic waves as in the experiment is again a result of the roughly constant (time-independent) strength given by the SWRIG model at high pressures, as described previously. For this configuration, a failure wave is predicted to form shortly after the plastic shock, where the delay (related to the failure time, t fail ) of this trailing wave is believed to be the reason for the slightly increased plateau width as compared to the observed profile. The release is captured reasonably in the computation although the predicted signal levels off later (at approximately 0.3 ls/mm), which may also be a consequence of the failure time.
The elastic response is nearly overdriven at the highest stress shot (AT-6); therefore, the discrepancies in the elastic-plastic transition seen in the lower stress predictions, while still apparent, are less prevalent here. The dispersed (ramped) elastic wavefront and nearly immediate plastic wave are predicted well aside from the modest time shift (ahead) of the prediction relative to the measurement. As seen in the simulation results for AT-4 and AT-5, the width of the plateau at peak shock stress predicted for AT-6 is somewhat larger than in the measured profile. This trend indicates modification to the pressure-dependence on the glass sound speed at high pressures may be needed, which is similar to the conclusion for the reverberation shots (SODA-3 and SODA-4) which were shocked to comparable stress levels. The release in the computation is in fair agreement with the experiment in terms of the release slope, but the predicted result is seen to level off later and maintain a somewhat lower level similar to AT-5. Correlation with the release portion of the profiles for these higher stress configurations (AT-4-6) are not as good as for the lower stress shots (AT-9, SODA-7, and SODA-8). This particular discrepancy points to issues with the unloading wave speed upon release from these higher stress states. In the model, permanent densification dictates how the unloading path deviates from the loading path, and thus significantly affects the unloading wave speed. The loading wave speed appears to match the experimental results much better than unloading speed at these stress levels; this suggests some modification to the assumed permanent densification may be needed. Such modifications might also resolve the potential wave speed discrepancies seen in the comparisons with reverberation shots SODA-3 and SODA-4. Recall that the permanent densification model was estimated from limited data corresponding to static compression-decompression experiments. This data simply provided a maximum permanent densification at zero pressure and so did not provide any information on the unloading path traversed.
Taylor Rod Impact
The Taylor impact experiments by Willmott and Radford [14] studied the dynamic deformation and failure behavior of soda-lime glass rods at moderate impact velocities. In their work, they utilized both classic and symmetric Taylor rod configurations. For the classic configuration, cylindrical glass rods impacted a hardened steel anvil. The symmetric configuration consisted of one glass rod impacting an identical, stationary glass rod. The rods measured 10 mm in diameter and 100 mm in length (L/D = 10) for all cases. Fourteen experiments were performed in total, covering impact velocities of 161-485 m/s. A summary of each of the experiments is listed in Table 4 .
Willmott and Radford used high-speed photography as the primary diagnostic during their experiments, which allowed for visual identification of deformation and failure during impact. The use of back lighting with the initially transparent (virgin) rods allowed for failed glass to be identified as opaque regions due to cracks within the fractured material which prevented light transmission. Based on the available data, there is no way to know with any certainty whether the failure observed in a given image is located on the rod surface, the interior, or both.
For the work presented herein, attention was focused on specimens SL5 (classic) and SL8 (symmetric) as complete photographic sequences of these impact events were available for direct comparison to simulation results. Predicted failure front velocities were derived from simulation results in a manner analogous to the experiments; through visual measurement of the front position through time.
Simulations were also performed for each configuration at the highest impact velocity/pressure tested; specimen SL6 (classic) and SL9 (symmetric). For these two specimens, comparison of computational and experimental results was limited to failure front velocities since corresponding high speed imagery was not provided by Willmott and Radford. All CTH computations were conducted in 3D utilizing two planes of symmetry orthogonal to the impact face. Uniform computational grids of 0.1 mm cubic cells provided a 50 cell resolution of the rod radius. This mesh resolution was found to resolve gradients and failure propagation well, although complete evaluation of mesh convergence was not performed as increased refinement led to prohibitive computational runtimes on the systems available for this work. It is noted that the cell size utilized in these computations are consistent with the level of refinement commonly used to solve practical problems of interest.
The anvil in the classic configuration was modeled as a rigid structure, where the impact interface was modeled as frictionless since the local tangential velocity component at these material interfaces are unimpeded. In CTH it is not straightforward to model such a condition for the symmetric configuration, which is a particular difficulty common among Eulerian codes. The local velocity components along deformable material interfaces are equated, thus an infinite friction interface condition was modeled in the symmetric configurations. For both classic and symmetric configurations, the soda-lime glass rods were modeled using the SWRIG model with constants given in Table 2 .
The following procedure was used in order to compare the experimental and computational images. The high speed photographs from the experiments show an envelope of the failed glass through the entire cross-section of the rod due to the transparency of glass. The images from the simulations correspond to isosurfaces of failure. These isosurfaces similarly show both internal and surface failure. It is noted that the possibility of shadows artificially appearing as damage in the experimental images is not possible in the computational results.
Classic Configuration
Sequential images during impact of specimen SL5 at a velocity of 370 m/s in the classic configuration for both the experiment and simulation are shown in Fig. 11 . Computational results are directly compared to high speed imaging using contours that indicate failed material as black, Fig. 11 Comparison of SL5 failure sequence: a high-speed photographs [14] and computational results for b baseline and c reduced interior strength simulations. Labels indicate time (ls) after impact while intact glass is shown in white. In these images, the glass rod is initially traveling from left-to-right at the specified impact velocity and the anvil is seen as the thin black vertical strip on the right. Figure 11a are high speed photographs taken during the test by Willmott and Radford, while Fig. 11b are corresponding CTH simulation results using the soda-lime glass model and parameters described previously. To study the effect that over-estimating the glass strength would have on the predictions, an additional simulation was performed with a reduced strength of interior material. Specifically, the interior strength was set equal to that of surface material (D int = D surf ) to bound the interior strength. The originally estimated interior strength represents an upper bound based on the available experimental data, while this assumed reduced strength likely represents a lower bound. The results from this reduced interior strength computation are shown in Fig. 11c . The number labels in the photographs indicate the time (ls) after impact for each set (experimental and computational) of images. The time after impact, orientation, and scale of the numerical and experimental images are approximately identical.
The failure front is seen to have traveled a short distance from the impact plane in both the photograph (Fig. 11a ) and the baseline computation (Fig. 11b) at 2 ls. The onset of very slight flaring of the specimen at the impact plane is also evident in both results at this time. Propagation of the failure front down the length of the rod, from right to left, is seen in the photographs at 4, 6, and 8 ls. The corresponding sequence from the baseline simulation shows the predicted position, and hence velocity, of the failure wave matches the experiment well. Finally, it is noted that the failure front has traveled beyond the field of view in the photographs and baseline simulation at 8 ls.
The radial expansion and flaring seen at the impact plane for these experiments is due to comminuted material being forced radially outwards rather than plastic deformation of intact material as is typically observed with metals under these conditions. This radial flaring is seen to increase during the progression of impact in both the experimental and baseline computation results. However, the extent of expansion seen in the experiment is significantly larger than was predicted. Additionally, the formation of discrete jets of comminuted material are seen in the photographs but not in the baseline simulation. These differences may indicate a limitation of the deterministic continuum model in capturing such a discrete and stochastic process that has been observed for glass [30, 31] . Mesh dependency is another possible contributing factor. Experimentally observed asymmetric failure front and expansion characteristics in addition to the small failure site seen ahead of the coherent front at 4 ls (and partially visible at 6 ls) are additional examples of the stochastic nature of the observed failure process that are not captured by the current glass model.
Willmott and Radford observed this localized failure in only a few frames during a limited number of their experiments. They postulated that this recurrence suggests a relatively high stress concentration due to coalescence of lateral release waves along the rod centerline or a high concentration of large flaws. The current glass model is parametrized assuming the rod initially contains some flaws concentrated on its surface (hence the reduced strength) and effectively zero interior flaws. The presence of significant internal flaws could be simulated by introducing localized regions of void or material having a reduced strength (such as that of reference or surface material). This would require the size, shape, and distribution of such flaws be known or assumed along with the assignment of an appropriate strength. Experimental data similar to that of Wereszczak et al. [31] might be used to estimate some of this type of initial flaw information.
The localized region of unfailed glass predicted along the centerline of the rod in the baseline computation (Fig. 11b) is likely a numerical artifact of the symmetry planes utilized in the computation. The texture of the predicted failure front that is evident in this baseline result and to a much lesser extent in the reduced strength computation (Fig. 11c) is presumably due the combination of numerical errors associated with the geometrical resolution of the deforming rod within the rectangular computational grid, advection artifacts, and wave interactions within the quarter-symmetric cylindrical geometry.
The reduced flaring and expansion in the baseline simulation results potentially indicates excessive strength for the soda-lime glass model. The excessive strength may be in-part due to the averaging procedure used in the estimation of the failed strength (r f max ) described previously (see Fig. 4 ). Uncertainties in the estimated surface (D surf ) and interior (D int ) strengths could result in excessive strength as well. The reduced interior strength computation in Fig. 11c displays increased radial expansion that reflects the experimentally observed phenomena somewhat better than the baseline result. Prediction of the failure front position in the reduced strength computation appears slightly low in the first frame and slightly high in later frames, but is otherwise similar to the original simulation and experimental results. This apparent delay in initial failure propagation might indicate a more appropriate strength somewhere between the two limiting cases assumed, but could also suggest the failure time (t fail ) should be shorter than the estimated value of 0.6 ls. This latter possibility could also improve upon the prediction of the final transition to peak velocity in the plate impact wave profiles shown in Figs. 9 and 10 . The observed flaw sensitivity discussed above could also play a role here, where the presence of more significant flaws would be expected to increase incremental rates of failure propagation. Although a more coherent failure front without symmetry plane artifacts is also seen in the reduced strength computation, the experimentally observed formation of discrete radial jets is still not predicted. Figure 12 shows the observed and predicted state of the glass rod at the final frame of the image sequence at 11 ls after impact for two nearly identical experimental cases. An image of specimen SL4 (Fig. 12a) is shown in addition to specimen SL5 (Fig. 12b) to illustrate some of the variability observed among experiments (impact velocities of 379 and 370 m/s, respectively) due in part to the aforementioned stochastic characteristics. The photographs of these two specimens are generally similar except for some differences in jets and radial expansion. Specifically, larger radial expansion is seen in SL5 than SL4 in terms of radial extent at the impact plane as well as along the rod length. Also, specimen SL4 displays more extensive discrete jets.
The baseline simulation result for SL5 at 11 ls is shown in Fig. 12c , where an under-prediction of radial expansion is seen without evidence of the jets observed in the photographs. Progressively increasing flaring at the impact plane is evident when one compares the baseline prediction at 8 ls (Fig. 11b ) and 11 ls (Fig. 12c) , which is roughly consistent with the progression observed in the photographs.
The result from the reduced interior strength simulation at 11 ls is shown Fig. 12d . The primary difference between the reduced strength and the baseline simulation is the amount of radial expansion. Slightly more flaring localized at the impact plane is seen in the baseline result while the reduced strength result shows more expansion along the length of the rod, with some slight bulging a small distance from the impact plane that resembles the general shape of SL5 in the photograph. The interior strength reduction demonstrates the change in predicted response that may be achieved with a reasonable modification to a relatively uncertain SWRIG parameter estimated for soda-lime.
Symmetric Configuration
Sequential images during symmetric impact of specimen SL8 at a velocity of 391 m/s are shown in Fig. 13 . In this figure, the stationary rod is on the right and the impacting rod is traveling left-to-right. As with the classic configuration presented previously, Fig. 13a shows high speed photographs taken during the test by Willmott and Radford, while Fig. 13b shows the corresponding baseline CTH simulations results. At 3 ls, failure fronts originating from the plane of impact (the contact interface between the two rods) are seen to have traveled a short distance along each of the glass rods in both the photograph (Fig. 13a) and the baseline computational result (Fig. 13b ). Significant propagation of the failure front down the length of the rods has occurred at 6 ls. At this time, the failure front has reached or exceeded the field of view for the impacting (left) rod while the failure front in the stationary (right) rod has roughly doubled in axial extent as compared to the image at 3 ls. The baseline predicted failure front shows some increased coherence and propagation later in time, but much less than that of the experiment. The same discrepancy is evident when the baseline computational and experimental results are compared at 9 ls. A possible explanation for this discrepancy is excessive glass strength (intact and failed), as was also indicated in the simulation results for the classic configuration.
The validity of this explanation is again examined through the impact sequence predicted from the reduced interior strength computation shown (Fig. 13c) . A highly coherent failure front is seen in the reduced strength sequence, which is a significant improvement over the baseline result. Prediction of the failure front position in the reduced strength computation appears slightly overpredicted throughout the entire event. Thus, the reduced Significant radial expansion of comminuted glass initiates from the impact plane and is observed to develop during the course of the impact event in the experiments. The observed expansion is highly irregular and appears to display a less extensive and more discrete form in contrast to observations from the classic configuration. Reduced radial expansion in this configuration versus the classic configuration is seen in the baseline simulation, but the observed extent is under-predicted here as with the classic simulations. The axial distribution of radial expansion seen in the reduced strength result appears to yield only minor improvement, but the more discrete expansion at the impact plane in the experiment is not captured here. This suggests that the assumed strength of failed material may also be too high, as was noted above relative to the classic configuration. Both the baseline and reduced strength computations produced axially symmetric fracture that differs from the asymmetries observed experimentally. While the propagation of failure equally in all directions is promoted by the softening of neighboring material strength from surface or interior to reference (adjacent to failed), further propagation must be driven by continued inelastic loading. The load conditions (impact shock and wave interactions) and CTH model are axisymmetric for all cases, and lack the necessary asymmetries to produce the irregular structure seen in the experimental failure patterns. In the absence of continued yielding no additional plastic strain accumulates and thus failure stagnates. It may also be possible that too much energy is going into void insertion for tensile fracture instead of driving momentum transfer. Finally, the infinite friction rod interface condition modeled would be expected to impede radial expansion and flaring along the plane of impact. Figure 14 shows the observed and predicted state of the glass rods (SL8) at the final frame of the image sequence for the symmetric configuration, 27 ls after impact. Comparison of the photographs at 18 ls (Fig. 13a ) and 27 ls (Fig. 14a ) reveals a progressive increase in the radial extent of expansion/jets. The baseline computation at 27 ls is shown in Fig. 14b , where failure is seen to have exceeded the field of view. Similar to the comparison at 18 ls, significant flaring of the rods at the impact plane is predicted well, but extensive discrete radial jets are not captured in the baseline simulation (Fig. 14b) .
The results of the reduced interior strength SL8 simulation 27 ls after impact are shown in Fig. 14c . The general observations of the reduced strength computation for SL5 also apply here for SL8; reduced interior strength yields increased radial expansion, however correlation to the experimental results are not as improved here as was observed for SL5. The extent of (maximum) radial expansion at the impact plane is about the same between the baseline (Fig. 14b ) and reduced strength (Fig. 14c) computations. But, the reduced strength result shows much more expansion along the length of the rod, along with some more discrete features roughly comparable to those seen in the photograph. The maximum extent of expansion at the impact plane appears slightly under-predicted in the reduced strength computation, while expansion farther along the rod length appears over-predicted. While the interior strength reduction assumed here does not appear to resolve all of the observed discrepancies in this symmetric configuration, the potential for improvement with the SWRIG is indicated by the range in behavior possible with a reasonable modification to an estimated strength parameter for soda-lime.
Failure Front Velocities
Willmott and Radford calculated average failure front velocities from the front positions measured between sequential high-speed photographs during the first 7 ls after impact; over distances up to 40 mm (4 rod diameters) from the impact plane. The error estimated in the calculated failure velocities from the experiments is a consequence of uncertainties in the measurements from the photographs and the stochastic nature of fracture.
This same method was also used to determine the predicted failure front velocities from the computations, which are shown in Table 5 along with the experimental results. Tolerances on the predicted failure velocities are due to sequential variations during the course of the impact event as well as uncertainties in the estimated front position. Predicted failure front velocities were calculated from each of the simulations presented (SL5 and SL8) in addition to simulations of the high velocity experiments (SL6 and SL9). Failure front velocities derived from the computations of SL5 and SL8 using reduced interior strength are shown in Table 5 in addition to those from the baseline computational results.
Predicted failure front velocities in the classic configuration are consistent with the experimentally determined values. The average velocities from the baseline computations are within approximately 10 % of the experimentally determined values, with a consistent over-prediction indicated.
The average predicted velocities for the symmetric configuration are significantly lower than the experimental values. Large tolerances on these computational values are related to the prediction of a less coherent failure front and the associated difficulty in the determination of its position, as seen in Fig. 13 . Including the leading edge of the incoherent failure streaks in the determination of failure velocity (the upper bounds of the indicated tolerances) yields predicted velocities in better agreement with the experiments.
The experimental data show higher failure front velocities in the symmetric configuration as compared to the classic, while the baseline computational results indicate the opposite trend. The variation in predicted failure front velocity during the course of the impact event is quite large for the symmetric computations (SL8 in particular). If the leading streaks of predicted failure are considered the actual failure front, the trend of higher velocities for the symmetric versus classic configurations is correctly predicted and this large variation is reduced to values consistent with the classic configuration computations.
It is expected that the infinite interface friction condition in the simulations of the symmetric configuration plays a role in the failure wave velocity predictions. This frictional condition contrasts the frictionless anvil interface in the classic simulations. This computational difference could in part explain the degraded symmetric configuration correlations and increased failure velocity uncertainty. The velocities derived from the reduced interior strength computations are an improvement, in that a higher failure velocity is predicted with the symmetric configuration. A lower strength could allow more shear deformation to occur at the material interface, thereby representing lower effective interface friction. Average velocities from the reduced strength computations are Table 5 are shown graphically in Fig. 15 with all of the data from Willmott and Radford (Table 4 ). The longitudinal (1D stress) and shear wave velocities of soda-lime glass, c L and c S , are also shown in Fig. 15 for reference. The average failure front velocities predicted in the baseline computations are in good overall agreement with the experimental data as a whole, with the exception of the under-prediction of the SL8 value. The computations assuming a reduced interior strength of soda-lime appear to significantly improve the consistency of the SL8 prediction with the test data, while having minimal adverse effect on the correlation for SL5. Failure front velocity appears to be approximately invariant with impact pressure and configuration (classic vs. symmetric) according to the experimental results. This invariance is roughly seen in the computational results as well. Overall, the computational results appear quite good when the correlation is viewed as a whole and considering the scatter seen in the experimental results.
Conclusions
A complete set of parameters for the glass model (SWRIG) by Holmquist and Johnson was developed characterizing commercially available soda-lime glass based primarily on experimental material characterization data available in open literature. The SWRIG model and developed parameters were used to model soda-lime glass under two different stress-deformation conditions where pressures and velocities span an order of magnitude (2.8-41 GPa, 370-3220 m/s). These configurations specifically exercised key features of the glass model; the EOS, strength in both compression and tension, and damage/failure.
Computational results were overall found to be in good agreement throughout. Simulations of transmitted wave profile and reverberation experiments were found to capture much of the observed elastic and plastic shock and release response of soda-lime glass. Some of the more intricate aspects of the measured response, such as timedependent inelastic deformation, were not predicted particularly well. However, these unique characteristics of glass were not a primary focus in the development of the model parameters estimated for soda-lime glass. Simulation of failure during Taylor rod impact were also in generally good agreement with experimental results. The development of failure waves with reasonable propagation velocities were captured despite clear difficulties reproducing the observed radial expansion and discrete jet phenomena.
To the author's knowledge, this work represents the first application of this model to soda-lime glass. The highly complex behavior exhibited by glass and the uncertainties in many of the estimated model parameters pose significant challenges in realizing a true predictive capability for this material that is accurate under such a broad range of conditions. As such, improvements in computational results are expected to be possible with more work.
Experimental data characterizing the strength of glass from the uniaxial stress compression load path through the hydrostatic tensile regime is clearly lacking, hence the current model description of this behavior should be considered preliminary. The strong dependence of expansion characteristics of comminuted glass on the SWRIG model representation of soda-lime glass behavior was demonstrated in the Taylor impacts. Therefore, improvement upon the current results may be possible with some refinement of the soda-lime glass strength parameters better representing time-dependent loss of strength, modification to the assumed failed strength, and refinement of the failure strain in the damage model.
One aspect of glass response not directly addressed is the observed sensitivity to flaws and the statistical nature of fracture. Very high strengths have been observed in the absence of flaws while dramatic weakening has been seen in their presence. Specification of high internal tensile strength with lower strength of material on the surface and adjacent to failure is meant to loosely account for this flaw sensitivity. These provisions may be insufficient in the current description of soda-lime glass, however flaw-sensitivity is also a known difficulty with deterministic modeling of such stochastic processes. Fig. 15 Comparison of measured [14] and predicted pressuredependence of failure wave velocity
