Randomization is a fundamental tool used in many theoretical and practical areas of computer science. We study here the role of randomization in the area of submodular function maximization. In this area, most algorithms are randomized, and in almost all cases the approximation ratios obtained by current randomized algorithms are superior to the best results obtained by known deterministic algorithms. Derandomization of algorithms for general submodular function maximization seems hard since the access to the function is done via a value oracle. This makes it hard, for example, to apply standard derandomization techniques such as conditional expectations. Therefore, an interesting fundamental problem in this area is whether randomization is inherently necessary for obtaining good approximation ratios.
INTRODUCTION
Randomization is a fundamental tool used in many theoretical and practical areas of computer science (Alon and Spencer 2000; Mitzenmacher and Upfal 2005) . It is widely used, for example, and then choosing an update step that corresponds on an (optimal) extreme point of the linear program. We then use the fact that an extreme point for our formulations does not have many non-integral variables to control the increase in the size of the support of the distribution. This allows us to maintain the distribution explicitly throughout the execution. We are not aware of any previous results that obtain derandomization via such an approach, and we believe that this idea may be applicable for other settings as well.
We demonstrate our technique on two recent algorithms. The first of them is a randomized 1/2-approximation algorithm presented by Buchbinder et al. (2015) for the problem of unconstrained submodular maximization. It is known that the approximation ratio of the last algorithm is tight in the sense that no polynomial time algorithm can achieve an approximation ratio of 1/2 + ε for any positive constant ε (Feige et al. 2011) . Using our technique, we obtain the following result. In this result, and throughout the rest of the article, we use n to denote the size of the ground set N . Theorem 1.1. Let f be a non-negative submodular function. There exists a deterministic algorithm with an approximation ratio of 1/2 for the problem max S ⊆N { f (S )}. The algorithm makes O (n 2 ) value oracle queries.
Notice that this result shows that randomization is not necessary for obtaining the best possible approximation ratio for the problem. However, this comes at a cost, as the number of oracle queries made by our deterministic algorithm is O (n 2 ), while the randomized algorithm only needs O (n) oracle queries. In Appendix B, we show that it is possible to reduce the total number of oracle queries at the expense of the guaranteed approximation ratio. Specifically, we show the following. Theorem 1.2. Let f be a non-negative submodular function. There exists a deterministic algorithm with an approximation ratio of 1/2 − ϵ for the problem max S ⊆N { f (S )}. The algorithm makes O (n/ϵ ) value oracle queries. Remark 1.3. Independently of our work Dobzinski and Mor (2015) have obtained a deterministic 2/5-approximation for the problem max S ⊆N { f (S )}. Their algorithm uses a different approach based on a previous local search algorithm of Feige et al. (2011) .
Our second main result is for maximizing a (non-monotone) submodular function subject to a cardinality constraint. Following a long series of works (Lee et al. 2010; Vondrák 2013; Gharan and Vondrák 2011; Feldman et al. 2011b; Buchbinder et al. 2014; Ene and Nguyen 2016) , the currently best-known randomized algorithm for this problem has an approximation guarantee of 0.385 (Buchbinder and Feldman 2016a) . Unfortunately, many of the algorithms suggested by these works are quite involved, and thus, we concentrate here on an elegant randomized greedy algorithm due to Buchbinder et al. (2014) that has a slightly worse approximation ratio of 1/e. We show that one can obtain an equivalent deterministic algorithm. 1 Theorem 1.4. Let f be a non-negative submodular function. There exists a deterministic algorithm that has an approximation ratio of 1/e for the problem of max |S | ≤k { f (S )}. The algorithm makes O (k 3 n) value oracle queries. 1 Many of the works mentioned for the problem of maximizing a (non-monotone) submodular function subject to a cardinality constraint actually apply to a general matroid constraint rather than to a cardinality constraint. In particular, the works of Ene and Nguyen (2016) and Buchbinder and Feldman (2016a) , which currently achieve the two best-known approximation ratios, have this property. Targeting a general matroid constraint requires these works to use the measured continuous greedy algorithm of Feldman et al. (2011b) . However, if one wants to handle only cardinality constraints, then the measured continuous greedy algorithm can be replaced with the randomized greedy algorithm, as demonstrated by Buchbinder et al. (2014) . Thus, derandomizing the randomized greedy algorithm is an important step toward derandomizing the above-mentioned more-advanced algorithms in the special case of a cardinality constraint (in fact, we believe no additional ideas are necessary for such derandomization, but that was never verified in details).
32:4 N. Buchbinder and M. Feldman Again, note that our deterministic algorithm makes O (k 3 n) oracle queries, while the randomized algorithm only needs O (kn) queries. It should also be mentioned that the theorem corresponding to Theorem 1.4 in the conference version of this article (Buchbinder and Feldman 2016b) stated incorrectly that the number of value oracle queries used by the deterministic algorithm is O (k 2 n).
Previous Results
The literature on submodular maximization problems is very large, and therefore, we mention below only a few of the most relevant works. Randomization is widely used in submodular maximization. In particular, many of the recent algorithms use an extension of submodular functions to fractional vectors known as the multilinear extension (see, e.g., Calinescu et al. (2011 ), Gharan and Vondrák (2011 ), Feldman et al. (2011b , Kulik et al. (2013) , and Buchbinder et al. (2014) ). Any algorithm using this extension must be randomized, since the only known way to (approximately) evaluate this extension is via random sampling. A few examples of randomized algorithms for submodular maximization that do not use the multilinear extension can be found in Dobzinski and Schapira (2006) , Azar et al. (2011 ), Buchbinder et al. (2015 , and Filmus and Ward (2014) .
The first provable approximation algorithms for unconstrained submodular maximization were described by Feige et al. (2011) . Their best algorithms for the problem achieve a randomized approximation ratio of 0.4 − o(1) and a deterministic approximation ratio of 1/3 − ε (where ε is an arbitrarily small positive constant). On the negative side, Feige et al. (2011) showed that no algorithm has an approximation ratio of 1/2 + ε for the problem. The randomized approximation ratio was improved gradually (Gharan and Vondrák 2011; Feldman et al. 2011a) , eventually leading to an optimal linear time 1/2-approximation randomized algorithm given by Buchbinder et al. (2015) . However, the deterministic approximation ratio has not been improved since the work of Feige et al. (2011) (until our current work and the work of Dobzinski and Mor (2015) ). Interestingly, Buchbinder et al. (2015) described a different 1/3-approximation deterministic algorithm for the problem, which led some to conjecture that no deterministic algorithm can do better. Huang and Borodin (2014) strengthened this conjecture by showing that a large class of deterministic algorithms resembling the optimal 1/2-approximation randomized algorithm of Buchbinder et al. (2015) cannot achieve 1/2-approximation for unconstrained submodular maximization.
The problem of maximizing a (non-monotone) submodular function subject to a matroid independence constraint (which generalizes a cardinality constraint) was given a deterministic (1/4 − ε)-approximation algorithm by Lee et al. (2010) and a randomized 0.309-approximation algorithm by Vondrák (2013) . Later, the randomized approximation ratio was improved to 0.325 using a simulated annealing technique (Gharan and Vondrák 2011), and then to 1/e − o(1) (Feldman et al. 2011b ) via an extension of the continuous greedy algorithm of Calinescu et al. (2011) . Motivated by the above works, Buchbinder et al. (2014) showed that 1/e is not the correct approximation ratio for the case of a cardinality constraint by describing a (1/e + 0.004)-approximation algorithm for this case, which was later improved to 0.372-approximation and extended to a general matroid constraint by Ene and Nguyen (2016) . Finally, Buchbinder and Feldman (2016a) described a 0.385-approximation algorithm for a general matroid constraint, which is currently the state of the art result. All of the above mentioned randomized results are based on the multilinear extension and, thus, are quite inefficient. Buchbinder et al. (2014) described a simple randomized greedy algorithm designed specifically for a cardinality constraint, and they used this algorithm to achieve a clean approximation ratio of 1/e with a significantly better time complexity. On the hardness side, Gharan and Vondrák (2011) showed that no polynomial time algorithm can have an approximation ratio better than 0.478 for the problem of maximizing a (non-monotone) submodular function subject to a general matroid constraint, and even for the special case of a cardinality constraint, no such algorithm can have an approximation ratio better than 0.491. Recent works consider online and streaming variants of the above problems (Buchbinder et al. 2015a; Chekuri et al. 2015) as well as faster algorithms (Buchbinder et al. 2015b ).
ADDITIONAL NOTATION
For every set T and element u, we denote the union T ∪ {u} by T + u, and the expression T \ {u} by T − u. Given a submodular function f : 2 N → R, the marginal contribution of u to T is denoted by f (u | T ) = f (T + u) − f (T ). Our algorithms explicitly maintain in each iteration i a (finite) distribution D i over possible states of the algorithm. Each distribution is represented as a multiset of tuples {(p, S )}, where S is a state and p is the probability of this state. Naturally, we require all the p-values to be positive and to add up to 1. We denote by |D i | the number of tuples in the distribution D i , and by supp(D i ) the set of states represented by these tuples (which is also the set of states having a positive probability).
To simplify the presentation of our algorithms, we allow our distributions to contain multiple tuples with the same state. Moreover, there might even be multiple identical tuples (this is why the distributions have to be multisets). Whenever this happens, the meaning is that the probability of a state S is the sum of the p-values of tuples containing it. An implementation of our algorithm can either keep identical state tuples separate or unify them. Our proofs are independent of such details. The pseudocode of our algorithms uses the first option, which requires us to assume the following semantic rules regarding multisets:
-Given multisets A and B of tuples, the multiplicity of a tuple in the union A ∪ B is the sum of its multiplicities in the original sets. -Given an expression of the form {(p(x ), S (x )) | x ∈ A}, where A is a set and (p(x ), S (x )) is a tuple that is a function of an element x ∈ A, if there are multiple x values resulting in the same tuple (p, S ), then we assume that the multiplicity of this tuple is equal to the number of such x values in A.
UNCONSTRAINED SUBMODULAR MAXIMIZATION
In this section, we present a deterministic 1/2-approximation algorithm for the problem max{ f (S ) : S ⊆ N }, whose formal description is given as Algorithm 1. This algorithm maintains a distribution D i over states, where each state is a pair (X , Y ) of sets. To avoid visual cluttering, we write
For completeness, we also state as Algorithm 2 (without proof) the randomized 1/2-approximation algorithm of Buchbinder et al. (2015) using our notation. This algorithm maintains a single, but random, state (X , Y ) along its execution. The size of the support of its distribution may be doubled in each iteration, and hence, it may be exponential in n. Our deterministic algorithm mimics these random choices but with a smaller increase in the size of the support. In particular, note when reading the analysis of our algorithm that the feasible solution of the linear formulation guaranteed by Observation 3.1 (item 3) is exactly the probabilities used by the randomized algorithm. Using these probabilities as a solution to the linear formulation yields a 1/2 approximation, but unfortunately it results in a large support size. Using an extreme point solution instead, our algorithm manages to get the same quality of approximation but with a much smaller support.
We begin now the analysis of Algorithm 1 with the following simple observations.
Observation 3.1. The following holds for every iteration 1 ≤ i ≤ n of Algorithm 1:
The total sum of the probabilities in D i is 1, and thus, D i is a valid distribution.
Denote the elements of N by u 1 , u 2 , . . . ,u n , in an arbitrary order (recall that n = |N |).
Find an extreme point solution of the following linear formulation:
Construct a new distribution:
with probability
// with the remaining probability
, then we assume the probability is 1.
(3) The formulation (P ) is feasible. In particular, one feasible solution assigns for every state
and
(4) For any extreme point of (P ), there are at most 2
Remark. Item 4 of Observation 3.1 is the only place in the analysis of Algorithm 1, where we use the fact that the algorithm finds an extreme point solution of (P ). Claim A.1 shows that one can in fact compute a solution for (P ) having at most 1 + |D i−1 | non-zero variables. Moreover, it is possible to compute such a solution in near linear time without employing an LP solver, which allows for a fast implementation of Algorithm 1.
Proof. The proof of the observation is by induction on i. Assume the observation holds for every 1 ≤ i < i, and let us prove it for i. Observe that item (1) holds for i − 1 either by the induction hypothesis or (for i = 1) by the fact that D 0 trivially obeys it. Additionally, it is easy to see that every state of D i is obtained from a state of D i−1 by either adding u i to X or removing u i from Y . Hence, item (1) To see why item (3) holds, observe first that by
, and therefore, by submodularity,
Next, we prove that the first constraint of (P ) is satisfied by the assignment suggested by item (3). Proving that the second constraint of (P ) is satisfied by the assignment can be done similarly.
If
does not contribute to either side of the first constraint of (P ), and we may ignore it. Thus, we may assume that either a i (X ) or b i (Y ) is strictly non-zero for every state. Plugging the assignment suggested by item (3) under this assumption into the first constraint in (P ), we get
The final inequality holds even without the expectation due to the following argument: if either 
, which clearly holds. Item (4) follows immediately by the properties of an extreme point. Since (P ) has 2 + |D i−1 | constraints, an extreme point of (P ) has at most 2 + |D i−1 | non-zero variables. Since a single tuple is added to D i for every non-zero variable, the size of D i is upper bounded by 2 + |D i−1 |.
Let OPT ⊆ N be the optimal solution for the problem { f (S ) : S ⊆ N } that we want to approximate, and let OPT (X , Y ) be a shorthand for the set ((OPT ∪ X ) ∩ Y ). The following is the main lemma we need to analyze Algorithm 1.
Proof. Observe that whenever u i OPT :
where the inequality follows by submodularity, since
A similar argument can be used to show that whenever u i ∈ OPT :
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The lemma now follows by combining the above observations with the following inequality:
where the inequality follows by the constraints of (P ).
We can now prove the following theorem, which implies Theorem 1.1. 
The single state in the support of the distribution D 0 is (∅, N ). Hence, we have
we have X n = Y n by Observation 3.1, and thus, OPT (X n , Y n ) = X n = Y n . Plugging all these observations into the last inequality gives
Using an averaging argument and the non-negativity of f , we now get arg max
Observation 3.1 shows that |D i | ≤ 2i + 1 for every 1 ≤ i ≤ n. Since Algorithm 1 performs 2 oracle queries for every state in supp(D i−1 ), the number of such queries done during the ith iteration is at most 4i − 2. Adding up the last bound over all iterations, we get a bound O (n 2 ) on the total number of oracle queries made by the algorithm.
CARDINALITY CONSTRAINTS
In this section, we present a deterministic 1/e-approximation algorithm for the problem max{ f (S ) : |S | ≤ k }, whose formal description is given as Algorithm 3. Each state in the distribution maintained by our algorithm is a set S.
We first make the following simple observations. Observation 4.1. The following holds for every iteration i = 1, . . . , k of Algorithm 3:
is a feasible assignment for the formulation (P ). (2) The total sum of the probabilities in D i is 1, and thus, D i is a valid distribution. (3) |D
Proof. The proof of the observation is by induction on i. Assume the observation holds for every 1 ≤ i < i, and let us prove it for i. It is easy to verify that item (1) holds given that D i−1 is a valid distribution. To see why item (2) holds, observe that the sum of the probabilities in D i is
Finally, to prove item (3) notice that the number of constraints in (P ) at iteration i is at most
By the properties of extreme point solutions the total number of
Find an optimal extreme point solution of the following linear formulation:
variables that are strictly greater than zero is upper bounded by the number of (tight) constraints. Since a single set is added to D i for every non-zero x (u, S ) or (S ) variable, the size of D i is also upper bounded by k
The following lemma upper bounds the probability of an item to be in a set chosen according to the distributions defined by Algorithm 3.
Lemma 4.2. For every element u ∈ N and 0 ≤ i ≤ k,
Proof. The proof of the lemma is by induction on i. The distribution D 0 gives a probability 1 to the empty set, and thus, Pr S ∼D 0 [u S] = 1 for every u ∈ N , i.e., the base case i = 0 holds. Next, assume the lemma holds for 0 ≤ i − 1, and let us prove it for i.
For simplicity of notation, let us define x (u, S ) to be 0 for every u M i . A set S ∈ supp(D i ) contains the element u in two cases: if it is constructed from a set in the support of D i−1 that contains u, or if it is constructed by adding u to a set in the support of D i−1 . Using this observation, we get the bound
where the second equality holds by the second constraint of (P ), the second inequality holds by the first constraint of (P ) and the last inequality holds by the induction hypothesis.
The following lemma is an immediate implication of Lemma 2.2 of Buchbinder et al. (2014) . For completeness, we give an independent proof of it. 
Proof. Let u 1 , u 2 , . . . ,u n denote the elements of N sorted by a non-decreasing order of the probability Pr S ∼D [u S]. Additionally, let N i = {u 1 , u 2 , . . . ,u i } be the set of the first i elements in this order (for every 0 ≤ i ≤ n). Then,
where the first inequality holds by submodularity and the second inequality is based on the fact that Pr S ∼D [u i ∈ S] is a non-increasing function of i. 
Proof. One can view the construction of D i in the following way: The probability of every set S ∈ supp(D i−1 ) is split. A fraction of (S ) of this probability is kept for S, and for every u ∈ M i , a fraction of x (u, S ) of this probability is transferred to S + u. Using this view, we get
where the first inequality holds, since the solution found by Algorithm 3 must be at least as good as the feasible solution given by Observation 4.1, the second inequality holds by the definition of M i and the last inequality holds by submodularity.
We can now prove the following theorem, which implies Theorem 1.4 (note that Theorem 1.4 is trivial for k = 1).
Theorem 4.5. For k ≥ 2, the approximation ratio of Algorithm 3 is at least (1 − 1 k ) k−1 ≥ 1/e, and it performs O (k 3 n) oracle queries.
Proof. By combining Lemmata 4.2, 4.3, and 4.4, we get
Next, we prove by induction that
. Assume now that the claim holds for every i < i, let us prove it for i > 0.
where the first inequality follows by inequality Equation (1), and the second inequality follows by the induction hypothesis. The approximation ratio guaranteed by the theorem follows immediately by plugging k into the induction hypothesis. Finally, Observation 4.1 implies |D i | ≤ ik + 1, and thus, in the ith iteration Algorithm 3 makes at most n · supp(D i−1 ) ≤ n · |D i−1 | ≤ nik oracle queries. Thus, the total number of oracle queries in all the iterations is at most O (k 3 n).
A Tight Example for Algorithm 3
In this section, we give an example of a "bad" instance for which Algorithm 3 has an approximation ratio of at most e −1 + O ( 1 k ). Specifically, the optimal solution for the instance we describe has a value of at least 1, while Algorithm 3 may produce a set of value at most e −1 + O ( 1 k ). In the rest of this section, we assume k is larger than some arbitrary constant (to be determined later).
The ground set N of our bad instance is the union of two sets O and Y , both of size k (if one wishes to have n > 2k, it is possible to add an arbitrary number of elements that do not affect the objective function). The objective function of the instance is the function f : 2 N → R + defined as follows,
] is a function given by the following formula:
Observe that д(x ) is a continuous function. Additionally, we note that
Observe that д is always non-negative and д is always non-positive. Thus, д is a non-decreasing continuous concave function with д(0) = 0 and д(1) = e −1 . It is useful to find expressions for the marginal contribution of an element u ∈ N to a set S ⊆ N given the objective f . Let
Observation 4.6. The function f is a submodular function.
Proof. The marginal Equation (2) of an element u ∈ Y is a decreasing function of x, since д is non-decreasing, and of y, since д is concave. However, the marginal Equation (3) of an element u ∈ O is independent of x and a decreasing function of y, since д is non-decreasing.
We now analyze one possible execution of Algorithm 3 given the above bad instance. Let us denote the elements of Y by u 1 , u 2 , . . . ,u k . For notational convenience, given an index i > k, we denote by u i the element u j having i ≡ j (mod k ). Given a value z ∈ [0, 1], let us characterize a distribution D (z) as follows. The support of the distribution D (z) contains at most 2k states:
has a probability of z − kz /k.
has a probability of kz + 1 /k − z.
It can be verified that all the above probabilities add up to 1, and thus, D (z) is a valid distribution. Technically, the above definition of D (z) sometimes defines multiple identical states (for example, the states S S i are identical when z < 1/k). Whenever this happens, we formally unify these states and give the unified state a probability equal to the sum of the probabilities of the unified states. In the rest of the proof, we ignore that possibility for simplicity.
Intuitively, D (z) is a distribution over two types of subsets of Y : cyclically continuous states of size 1 + kz and cyclically continuous states of size kz . The distribution is symmetrical in the sense that all the cyclically continuous states of a given length have equal probabilities. Observation 4.7. For every z ∈ [0, 1] and element u ∈ N ,
Proof. It is clear that elements of O never appear in a set distributed like D (z), thus, we consider only an element u ∈ Y . By symmetry u appears in kz + 1 cyclically continuous states of size kz + 1 and kz cyclically continuous states of size kz . Thus,
Proof. We prove the lemma by induction. Notice that D (z 0 ) puts all the probability on the empty set, thus, it is identical to D 0 . This completes the proof of the base case. 
However, consider an element u y ∈ Y . A random set from D i−1 contains u y with probability z i−1 , in which case the marginal contribution of u y is 0. Every other set S in the distribution contains either kz i−1 or kz i−1 + 1 elements of Y , and thus, by submodularity, we can lower bound the expected marginal contribution of u y to such a set with its marginal contribution to a set containing kz i−1 + 1 elements of y. By Equation (2), we now get
where Inequality (4) follows by the concavity of д. Using the two inequalities, we get
where Inequality (5) follows for a large enough (≥ 4e), since k ≥ by our assumption and 0 ≤ z i−1 ≤ 1 − e −1 . Inequality (6) follows by the inequality ln(1 − y) ≥ − y 1−y , which holds for y ∈ [0, 1). Finally, Inequality (7) and the last inequality both follow by considering a large enough (≥ 6e) and recalling that k ≥ .
Since the last inequality holds for every pair of elements u o ∈ O and u y ∈ Y , it implies that the set M i chosen by the algorithm is exactly Y . Given this observation, the formulation (P ) of Algorithm 3 in iteration i becomes
We need to show that there exists an optimal extreme point solution for this formulation that makes the algorithm set D i = D (z i ). There are two cases to consider. If D (z i−1 ) and D (z i ) have the same states (i.e., kz i−1 = kz i ), then Algorithm 3 can come up with a solution x * for (P )
for every 1 ≤ j ≤ k and the value 0 to the other x variables (the values of the variables are induced by the values of the x variables, and thus, we do not state their assignment). The solution x * is feasible, since for every 1 ≤ j ≤ k:
Next, let us verify that x * indeed leads Algorithm 3 to set D i = D (z i ). To do so, it is enough to prove that the probability of a set S S j (notice that the choice of j does not affect the probability) according to D i agrees with what it should be according to D (z i ). Since the sum of all the probabilities in a distribution always add up to 1, this will imply that the probability of a set S L j according to D i also agrees with what it should be according to D (z i ), and thus, the two distributions are identical. Thus, let us calculate
where the penultimate equality holds due to the assumption of the case. To see that x * is optimal, notice that it adds elements only to the smaller sets (which results in a larger marginal gain by submodularity), and it adds every element to the maximal extent allowed by the first type of constraints. Finally, to see that x * is an extreme point solution notice that it is the only solution maximizing the objective function c · x, where c is a vector taking the value 1 exactly in the coordinates for which x * is non-zero.
The second case we need to consider is when D (z i−1 ) and D (z i ) have different states (i.e., 1 + kz i−1 = kz i ). In this case, Algorithm 3 can come up with a solution x * for (P ) assigning x (u j+ kz i −1 , S S j ) = 1 and
for every 1 ≤ j ≤ k and the value 0 to the other x variables (it might not be obvious that the value chosen for x (u j+ kz i , S L j ) is non-negative; however, one can verify that this follows from the assumption of the case and from the equality kz i = (k − 1)z i−1 + 1, which holds by the definitions of z i−1 and z i ). The solution x * is feasible, since for every 1 ≤ j ≤ k,
Next, let us verify that x * indeed leads Algorithm 3 to set D i = D (z i ). To do so, it is enough to prove that the probability of a set S L j (again, the choice of j does not affect the probability) according to D i agrees with what it should be according to D (z i ). Since the sum of all the probabilities in a distribution always add up to 1, this will imply that the probability of a set S S j according to D i also agrees with what it should be according to D (z i ), and thus, the two distributions are identical. Thus, let us calculate where the third equality holds due to the equality kz i = (k − 1)z i−1 + 1 and the penultimate equality holds due to the assumption of the case. To see that x * is optimal, notice that it adds as much as possible elements to the smaller sets (which results in a larger marginal gain by submodularity), and only the remaining capacity given by the first type of constraints is used to add elements to the larger sets. Finally, to see that x * is an extreme point solution, notice that it is the only solution maximizing the objective function c · x, where c is a vector taking the value 2 in the coordinates for which x * is 1 and the value 1 in the other coordinates for which x * is non-zero (2 is an arbitrary choice here, any number larger than 1 would have do).
To complete the analysis of our bad instance, notice that O is a feasible solution and f (O ) = 1. However, Lemma 4.8 shows that Algorithm 3 may terminate with a distribution over subsets of Y . The value of f for any such subset S ⊆ Y is at most
CONCLUSIONS
In this article, we proposed a new technique for derandomization of algorithms in the area of submodular function maximization. For unconstrained submodular maximization, we showed that randomization is not necessary for obtaining the best possible approximation ratio. For submodular maximization with a cardinality constraint, we obtained nearly the best known result.
The main interesting open question is whether algorithms that are based on the multilinear extension can be derandomized. In particular, it is interesting whether the continuous greedy approach (Calinescu et al. 2011; Feldman et al. 2011b) used to obtain optimal results for maximizing a monotone submodular function subject to a matroid independence constraint can be derandomized. One possible direction is to try to approximate the multilinear extension function deterministically using its special properties. Proof. To get the desired solution of (P ), we need make a few simple manipulations to (P ). First, we replace the first constraint of (P ) with an objective function to be maximized:
APPENDIXES
Since (P ) is feasible by Observation 3.1, any optimal solution for the new formulation is a feasible solution for (P ). We can simplify the new objective of (P ) by removing constants and using the fact that w (X , Y ) is fully determined by z(X , Y ) due to the equality z(X , Y ) + w (X , Y ) = 1. This yields
Similarly, by exchanging terms, the second constraint of (P ) can be replaced with the equivalent form:
The resulting linear program, for which we need to find an optimal solution, is a variant of the fractional knapsack problem of the following form (where the number m of items is
The only changes compared to a standard (fractional) knapsack problem is that v j and s j may have negative values (such values can be interpreted as an option to buy additional knapsack space) and that the given budget B can be negative. Despite these changes, a simple modification of the, so called, density rule can be used to solve the problem optimally. First, take to the solution all items with v j ≥ 0 and s j ≤ 0. Also, omit all items of v j < 0 and s j ≥ 0. This leaves us with two types of items: "positive" items having v j ≥ 0 and s j > 0 and "negative" items having v j ≤ 0 and s j < 0. We sort the positive items in non-increasing order of v j /s j (intuitively, the value that we can earn per unit of the knapsack). Similarly, we sort the negative items non-decreasingly by v j /s j (intuitively, the price we need to pay to buy a unit of the knapsack). 2 If the remaining budget is positive, then the algorithm starts by (fractionally) taking the first positive items until the remaining budget reduces to 0 (or we are out of positive items). Similarly, if the remaining budget is negative, the algorithm starts by (fractionally) taking the first negative items until the remaining budget increases to 0 (we cannot run out of negative items before this happens, because (P ) is known to have a feasible solution). Once the remaining budget becomes 0, we start (fractionally) taking positive items and negative items in parallel in such a way that the remaining budget stays 0, and we continue to do so as long as the value per unit gained by the positive item is at least equal to the price per unit paid for the negative item. It is easy to see that this algorithm produces an optimal solution for the above fractional knapsack problem, and whenever it terminates there is only a single (positive or negative) item taken fractionally.
To complete the proof of the claim, observe that when translating a solution for the fractional knapsack problem into a solution for the original formulation (P ), we get two non-zero variables for every item taken fractionally, and one non-zero variable for every other item.
B A FASTER ALGORITHM FOR UNCONSTRAINED SUBMODULAR MAXIMIZATION
In this section, we present a deterministic (1/2 − ε)-approximation algorithm for the problem max{ f (S ) : S ⊆ N }, which performs only O (n/ε) oracle queries. We assume for simplicity that 1/ε is an integer. If that is not the case, then one can replace ε with a value ε/2 ≤ ε ≤ ε for which 1/ε is integral.
Our suggested algorithm maintains k = 1/ε pairs (X j , Y j ), which evolve through n iterations. We denote by We next analyze the approximation ratio of the algorithm. The analysis goes along similar lines to the analysis of Algorithm 1. Let OPT ⊆ N be the optimal solution for the problem { f (S ) : S ⊆ N }, and let OPT (X , Y ) be a shorthand for the set (OPT ∪ X ) ∩ Y . We first prove a lemma similar to Lemma 3.2 but with a small additional loss. For every 0
Proof. Let (z, w ) be the solution for the LP-formulation, which is computed by the above algorithm at its ith iteration. Additionally, let (z , w ) be the solution obtained by modifying (z, w ) to agree with the decision made by the algorithm for theĵth pair. 
Next, let us explain why Equation (8) The lemma now follows by combining this inequality with the previous two inequalities and rearranging.
Theorem B.3. The above algorithm has an approximation ratio of at least 1/2 − ε.
Proof. Adding up Lemma B.2 over 1 ≤ i ≤ n, and observing that OPT (X n j , Y n j ) = X n j = Y n j for every 1 ≤ j ≤ k, we get 
