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Abstract. In this paper, I consider estimation of the identiﬁed set and inference on a par-
tially identiﬁed parameter when the number of moment inequalities is large relative to sample
size. Many applications in the recent literature on set estimation have this feature - exam-
ples discussed in this paper include set-identiﬁed instrumental variables models, inference under
conditional moment inequalities, and dynamic games. I analyze weak (set) identiﬁcation from
a large number of moment inequalities and show that GMM-type test statistics will often be
poorly centered in this setting. This paper establishes consistency of the set estimator based
on a Wald-type criterion, and gives conditions for uniformly valid inference under many weak
moment asymptotics for both plug-in and subsampling procedures. I show asymptotic normal-
ity of the QLR statistic under many moment asymptotics, and demonstrate that subsampling
procedures remain valid only under much slower growth rates for the number of moments than
those permissible for plug-in methods. Furthermore, I compare the performance of a test based
on an Anderson-Rubin (AR) type statistic which has been widely recommended in the literature,
to a modiﬁed Lagrange Multiplier (LM) test proposed in this paper. In simulations with weak
moment inequalities, inference using the LM statistic appears to have greater power against local
alternatives than the AR-type test in most settings.
JEL Classiﬁcation: C12, C13, C14, C15
Keywords: Moment Inequalities, Many Weak Moments, Partial Identiﬁcation, Conditional Mo-
ment Inequalities, Set Estimation, Conﬁdence Sets, Conditional Inference
1. Introduction
In this paper, I consider estimation of the identiﬁed set and inference on a partially identiﬁed
parameter when the number of moment inequalities is large relative to sample size. This situ-
ation is commonly found in applications in the fast-growing literature on partial identiﬁcation.
Prominent examples include estimation with conditional moment inequalities, instrumental vari-
ables models with missing or interval measured data, and estimation of games with rich strategy
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spaces. For instance Bajari, Benkard, and Levin (2007)’s procedure for the estimation of a dy-
namic oligopoly model uses up to 500 moment restrictions with a sample size of no more than
1,200 observations. Also, in point-identiﬁed problems, restricting attention to a subset of the
available moment restrictions primarily aﬀects only the eﬃciency of the estimator. However,
in set estimation, omitting relevant constraints will also alter the shape of the identiﬁcation
region. Therefore in partially identiﬁed problems, estimation using a large number of moment
restrictions is even more common than in the standard GMM framework.
In order to characterize the ﬁnite-sample properties of econometric procedures, I consider
limits of sequences of experiments for which the number of moment inequalities grows at some
rate as the sample size increases. In addition, the framework allows the combined strength of the
moment conditions to change with sample size. The standard large-n asymptotic framework used
in the previous literature implicitly constrains the number of moment conditions to be negligibly
small and the identifying power of the moments to be proportional to sample size. The many
weak moment approximations considered in this paper nest the standard setup as a special case,
but also allow us to model more realistic settings in which identiﬁcation is weak and the number
of econometric restrictions is large.
This modiﬁcation of the asymptotic experiment changes the conclusions of the previous liter-
ature in three main aspects:
(1) The distribution of the criterion used for estimation or inference need not degenerate on
the interior of identiﬁcation region, and standard test statistics need not be centered or
attain their minimum in the identiﬁcation region
(2) Standard approximations to the distribution of a vector of moment functions (subsam-
pling, bootstrap, Gaussian) may be poor if its dimension is large, so that the true null
rejection probabilities of hypothesis tests using critical values based on these approxima-
tions may exceed nominal size.
(3) Anderson-Rubin (AR)-type tests which are frequently used in the literature - including the
Quasi-Likelihood Ratio (QLR) Statistic (Kudo (1963), Rosen (2008)) and the Empirical
Likelihood Ratio (ELR) Statistic (Canay (2007)) - have many degrees of freedom. For
moment equalities, the power of chi-square tests is known to decrease to size as the
number of restriction goes to inﬁnity, and furthermore for the one-sided testing problem,
inference has to be conservative over high-dimensional nuisance parameter. Therefore
tests based on these statistics should be expected to have low power if the number of
moment restrictions is large.
The ﬁrst point mainly concerns set estimation from lower contour sets of a GMM-type criterion,
and will lead to inconsistency of the estimator unless severe restrictions on the dimension of the
moment vector relative to the identifying power of the restrictions are imposed. The second
aspect of the problem is relevant for construction of critical values for hypothesis tests and
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the choice of a test statistic and suggests that in many cases it will be possible to improve
considerably over standard procedures by reducing the dimensionality of the parameter that is
tested implicitly. As I will argue below, these three features of standard procedures will alter
many of the recommendations put forward in the literature on set inference based on standard
“large-n” asymptotics.
For point-identiﬁed problems, it has long been known that a large degree of over-identiﬁcation
often leads to signiﬁcant ﬁnite-sample bias in GMM estimators and may render classical inference
procedures invalid. GMM under weak identiﬁcation with a ﬁxed number of moments was con-
sidered in Stock and Wright (2000), and Han and Phillips (2006) analyze GMM with many weak
moment conditions and give rates on the number of moments and their combined explanatory
strength under which the GMM estimator is consistent and the GMM objective function con-
verges to a non-stochastic limit. Newey and Windmeijer (2008) give conditions for consistency
and derive the asymptotic theory for GMM, the Continuous Updating Estimator (CUE), and
standard testing procedures under many weak moments sequences.
In this paper, I will argue that issues with ﬁnite-sample bias and bad size properties and power
loss of common testing procedures typically associated with estimation with over-identiﬁcation
also arise in set-identiﬁed problems using many moment inequalities, which are in fact strictly
under-identiﬁed according to conventional terminology. In many applications of set-identiﬁed
models the relevant test statistic turns out to be minimized at a single point of the parameter
space even if the parameter is only set-identiﬁed (e.g. Pakes, Porter, Ho, and Ishii (2006) and
Bajari, Benkard, and Levin (2007)), and simulation studies often show substantial bias in the set
estimator. This happens particularly often if the moment vector used for inference and estimation
has a high dimension relative to sample size.
The problems of standard inference procedures are not necessarily limited to cases with a
extremely large number of moments, but from the GMM literature it is known that ﬁnite-
sample bias can be severe, even for a moderate degree of over-identiﬁcation and especially if
the identifying power of the moments is low. For example, Hansen, Heaton, and Yaron (1996)
document signiﬁcant bias of the 2-step GMM estimator for the CAPM for as few as 6 over-
identifying restrictions with a sample of 400 observations.
In the literature on set-identiﬁed problems, consistency of criterion-based set estimators and
validity of uniform conﬁdence regions for the identiﬁed set based on the supremum of a GMM-
type statistic on the identiﬁed set has been shown by Chernozhukov, Hong, and Tamer (2007)
under standard “large-n” asymptotics. Inference on the true population parameter has been
considered by Imbens and Manski (2004), Chernozhukov, Hong, and Tamer (2007), and Andrews
and Guggenberger (2007b).
In the theoretical literature, set inference subject to inﬁnitely many moment restrictions has
only been considered systematically by Chernozhukov, Lee, and Rosen (2008), Kim (2008), and
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valid inference for a ﬁxed number of moment conditions under local parameter sequences which
include cases in which some moment inequalities are close to binding. This covers in particular
the set-identiﬁed analogue of the problem of weak identiﬁcation.
1.1. Contribution. The primary contribution of this paper is to analyze commonly used proce-
dures for set estimation and inference under many moment asymptotics. I derive conditions on
the number of moment restrictions used for estimation and the combined explanatory power of
those restrictions under which diﬀerent estimators of the identiﬁed set are consistent. I discuss
these conditions for a number of practically relevant examples. I also ﬁnd that for a slow to
intermediate growth rate mn for the number of moments, critical values for GMM-type statistics
based on a normal approximation yield uniformly valid inference, whereas subsampling critical
values are valid only for slow rates in mn. The reason for the poor performance of subsampling is
that subsampling will in general fail to approximate distributional features of the moment vector
other than only the ﬁrst two moments. In situations in which the number of moments is large
relative to sample size, the resulting critical values need not even be conservative, but fail to
guarantee the desired conﬁdence level altogether.
Finally, I propose an LM-type statistic that is based on lower-dimensional linear combinations
of the original moment vector. This is an alternative to the Anderson-Rubin-type test statistic
which has frequently been recommended for use in the recent literature (see e.g. Rosen (2008),
Canay (2007), and Andrews and Jia (2008)). I will show that reducing the number of dimensions
of the moment vector can potentially enhance power for two reasons: For one, it is known that
there is a loss in power for the AR statistic for testing equality constraints as the number of
restrictions increases. The LM-type statistic proposed in this paper addresses this issue by con-
ditioning on the estimated Jacobian of the moment vector, which is an ancillary statistic in this
setting. In addition, inference procedures for moment inequalities have to be conservative in that
a nuisance parameter of the dimension of the moment vector cannot be estimated consistently,
but critical values have to be constructed under the least favorable joint null hypothesis over the
nuisance parameter and the parameter of interest. Under reasonable conditions, a reduction in
the dimension of the moment vector will make it easier to control the size of the testing procedure
more accurately, leading to less conservative inference.
As an example, I develop an inference procedure for conditional moment inequalities based
on series approximations. For the case of a one-dimensional conditioning set, I show that if the
number of unconditional moments is chosen as to achieve the fastest possible rate of convergence
for the corresponding set estimator, Gaussian asymptotic approximations to the distribution of
any of the commonly used test statistics discussed in section 4 continue to be valid.
This paper proceeds as follows: In section 2, I will outline the problem and give basic notation.
Section 3 analyzes the behavior of GMM-type criterion functions under many weak moments
asymptotics and gives conditions for consistency of set estimators deﬁned as lower contour sets
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sequences with drifting parameters. Section 5 gives results for the LM-type statistic proposed in
this paper, and compares the power of (conservative) inference based on LM-type and AR-type
test statistics. Section 6 concludes.
2. Setup
Suppose we observe an i.i.d. sample Y1,...,Y n from a distribution P ∈M .I nt h i sp a p e r ,I
consider inference on a k-dimensional parameter θ b a s e do na nmn-dimensional vector of moment
functions ginm(θ)=gmn(Yi,θ), which are assumed to be twice diﬀerentiable in θ. For most of the
paper, we will allow mn to increase at a certain rate as the sample size grows. The k-dimensional
parameter of interest θ0 satisﬁes
EP[gin(θ0)] ≥ 0
It is possible to relax the i.i.d. assumption and include moment equalities in this setup, but for
expositional purposes, I will only consider the leading case of i.i.d. observations in this paper.
2.1. Notation. Denote ˆ gn(θ): = 1
n
 n
i=1 gi(θ), and Ω(θ)=V a r (
√
nˆ gn(θ)). Following Han and
Phillips (2006), I will write the moment functions as the sum
gn(Yi,θ)=¯ gn(θ)+ξn(Yi,θ)
where ¯ gmn(θ)=EP0[gmn(Yi,θ)] is the population expectation, and ξmn(Yi,θ)=ˆ gmn(Yi,θ) −
¯ gmn(θ)) the noise component of the mth component of the moment vector for sample size n.
Also deﬁne
ζmn(θ)=
1
√
n
n  
i=1
ξmn(Yi,θ)
The partial derivatives of the moment functions Gij(θ)=
∂
∂θjg(Yi,θ) are stacked into the matrix
Gi(θ)=[ Gi1(θ),...,G ik(θ)]. The average Jacobian is given by ˆ G(θ)= 1
n
 n
i=1 Gi(θ), and we
denote the expected Jacobian by ¯ G(θ): =EP0[Gi(θ)].
The most commonly used test statistic for inference and criterion-based set estimation with
moment inequalities is the GMM/Wald-statistic, as in Chernozhukov, Hong, and Tamer (2007)
and Rosen (2008)
n ˆ Qn(θ)=m i n
ν≥0
(ˆ gn(θ) − ν)
 Wn(θ)(ˆ gn(θ) − ν)
With the weighting matrix Wn(θ)=ˆ Ωn(θ)−1, ˆ Qn(θ) becomes the Quasi-Likelihood Ratio statis-
tic (Kudo (1963)), which is also the one-sided analogue of the Anderson-Rubin (AR) statistic,
which plays an important role in the literature on GMM under weak identiﬁcation (e.g. Stock
and Wright (2000), Kleibergen (2005), Andrews, Moreira, and Stock (2006)). The General-
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inequality case, is given by
ˆ T
GELR
n (θ): =i n f
ν≥0
sup
λ∈ˆ Λ(θ,ν)
n  
i=1
 (λ
 gin(θ)) − n (0)
where  (v) is a strictly concave function of v,a n dˆ Λn(θ,ν)={λ ∈ l2 :  λ,gin(θ) − ν ∈dom  }.
Under the appropriate normalizations on  (v), the GELR statistic is asymptotically equivalent
to the QLR statistic to ﬁrst order.
2.2. Examples. There are many econometric problems in which the number of moment in-
equalities can be very large. As a ﬁrst example, we consider a linear model which allows for a
large number of unconditional moment restrictions, and which is similar in spirit to Manski and
Pepper (2000)’s “Monotone Instrumental Variable” (MIV) setting.
Example 1. Linear “One-Sided” Instrumental Variables Suppose we have variables Zi which do
not satisfy a proper exclusion restriction in a regression of Yi on Xi, but we know sign of bias.
The moment restrictions are of the form
E[Zi(Yi − Xiθ)] ≥ 0
so that we can form sample moments ˆ gn(θ): =Z (Y − Xβ). An estimation problem with this
structure can arise in many situations, e.g.
• diﬀerential sample attrition
• with heterogeneity in parameters, want to bound one particular average treatment eﬀect
with local average eﬀects
• Manski and Pepper (2000)’s Monotone IV assumption
• identiﬁcation from discrete variation (Chesher (2005))
Generally, the number of instruments in this setting can be large for the same reasons as in
point-identiﬁed settings.
A variation of this example would be IV regression with interval-measured data, which is re-
lated to the problem analyzed by Manski and Tamer (2002) and has been analyzed by Bontemps,
Magnac, and Maurin (2007).
Another important case in which the number of moment functions is potentially inﬁnite is
that of conditional moment restrictions. This arises frequently, for example in structural estima-
tion with instrumental variables. Examples include Manski and Tamer (2002)’s framework for
estimation of bounds for linear models with interval-measured data or Khan and Tamer (2008)’s
estimation of censored regression models. Also in the setup of Pakes, Porter, Ho, and Ishii
(2006) in the estimation of games with incomplete information, any quantities that are common
knowledge among all players and observed by the econometrician can be used as instrumental
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Example 2. Conditional Moment Restrictions Suppose we have a moment restriction of the
form
u(z,θ0): =E[ (Yi,θ 0)|Zi = z] ≥ 0 for all z ∈Z:= suppG(z)
where Zi ∼ G(z) is a vector of instrumental variables with a continuous distribution, and we as-
sume for simplicity that Z is bounded and the density of Zi is bounded away from zero uniformly
on Z. The residual  (Yi,θ) is a real-valued function of the data Wi and a parameter vector θ.1
If u(z,θ) is continuous in z for any value of θ, we can approximate the function using B-splines
(see e.g. N¨ urnberger (1989)) which are essentially linear combinations of nonnegative basis
functions with bounded support. Given a matrix Hm := {hm
l (Zi)}
i=n,l=m
i=1,l=1 of m basis functions
hm(z): =( hm
1 (z),...,h m
m(z)) , we have
u(z,θ)=
m  
l=1
h
m
l (z)ν
m
l (θ)+Rm(z,θ)=h
m(z)
 ν
m(θ)+Rm(z,θ)
for some remainder term Rm(z,θ) such that
 
Rm(z,θ)2dG(z) is minimized, i.e. results from a
projection of u(z,θ) onto the spline space generated by pm(z) with respect to the weighted L2 norm,
where the weights are given by the distribution of Zi. It is known that any nonnegative function
can be approximated by B-splines with nonnegative coeﬃcients (see De Boor and Daniel (1974)),
so that we can consider a (possibly data-dependent) restricted projection of u(z,θ) onto the spline
space with positive coeﬃcients. E.g. if we seek to minimize the length of PHm(u(Zn,θ) − Hmν),
where PHm = Hm(H 
mHm)−1Hm is the linear projector onto the column space of Hm,t h i sa m o u n t s
to solving
min
ν≥0
 PH(rn − Hmν)  =m i n
ν≥0
(ˆ νm − ν)
 (H
 
mHm)(ˆ ν − ν)
where rn(θ): =(  (Y1,θ),..., (Yn,θ))  and ˆ νm := (H 
mHm)−1H 
mrn are the least-squares coeﬃ-
cients from the unrestricted projection of rn onto the basis functions of the spline space. We
can therefore test whether the conditional moment restriction holds at a particular parameter θ
based on the restricted minimum of the optimization problem stated above. This translates into
an inference problem based on the moment functions of the form
ˆ gn(θ): =ˆ ν
m := (H
 
mHm)
−1H
 
mrn(θ)
and the restriction that E[ˆ gn(θ)] ≥ 0. A test of this form clearly has power against any alternative
θA because if u(z,θA) < 0 at some value of z, at least in the limit at least one spline coeﬃcient
has to be negative.2
1This can be generalized easily to a vector valued residual function, but for notational simplicity, we will stick to
the one-dimensional case.
2This idea extends to the general case of a continuum of moment conditions in a straightforward manner. For
example in the oligopoly model in Bajari, Benkard, and Levin (2007), investment σ is a continuous strategy, so
it would be possible to replace the vector rn with simulated payoﬀ diﬀerentials for appropriately chosen values of
σ and let Hm be a matrix of B-spline basis functions in σ. This method would aggregate the information from a8 KONRAD MENZEL
Conditional moment inequalities are a special case of set estimation subject to a continuum of
inequality constraints, which has been analyzed by Chernozhukov, Lee, and Rosen (2008) who
propose both kernel and series based methods to construct implied bounds on the parameter.
More recent work by Kim (2008) and Andrews and Shi (2008) constructs unconditional moments
by taking cell averages of  (θ,z) over hypercubes or other VC classes of subsets in Z.
Finally, we consider moment inequalities from economic models of optimization behavior and
estimation of discrete games:
Example 3. Estimation of Discrete Games Suppose a group of n agents can make a choice s ∈ S,
where S = {s1,...,s m} is a ﬁnite set of pure strategies common to all agents (where strategies
can be conditional on states Zi). The information set of the agent is given by the variables Zi,
and we observe the agent’s choice Si as well as her opponents’ strategy proﬁle S−i. Therefore for
the population parameter θ0 we have
EP[π(Yi,S i,S −i,θ 0)|Zi] ≥ EP[π(Yi,s
 ,S −i,θ 0)|Zi] ∀s
  ∈ S
Hence for each s S, we can form moment conditions
gi(θ)=h(Zi) ⊗
⎡
⎢
⎣
π(Yi,S i,S −iθ) − π(Yi,s 1,S −i,θ)
. . .
π(Yi,S i,S −iθ) − π(Yi,s m,S −i,θ)
⎤
⎥
⎦
where h(z) is a vector-valued positive function of the conditioning variable. The dimension of
the moment vector gi(θ) can be large if either the strategy space S or the information set is very
rich.
Symmetry and discreteness of the game are imposed only for notational convenience, and
Pakes, Porter, Ho, and Ishii (2006) also discuss extensions if the information set is not common
knowledge among the agents and the econometrician. In the estimation of a Dynamic Oligopoly
Model, Bajari, Benkard, and Levin (2007), ﬁrms’ strategies are assumed to be stationary but
depend on a rich state space and entail both discrete entry/exit and continuous investment
decisions, so that there is a large number of alternative strategies. In their example, for a sample
of at most n = 1600 observations Bajari, Benkard, and Levin (2007) draw as many as m = 500
alternative strategies at random and construct moments from diﬀerences in instantaneous proﬁts
and simulated value functions.
3. Consistency of the Set Estimator
In this section, I will consider set estimators obtained from inverting a criterion function at a
possibly data-dependent cutoﬀ value that depends on sample size but is ﬁxed across parameter
values. This type of set estimators correspond to ﬁxed critical value conﬁdence sets for the
large number of values for σ to a moment vector whose dimension is lower by an order of magnitude and should
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identiﬁed set as those proposed by Chernozhukov, Hong, and Tamer (2007) or Romano and
Shaikh (2006) where I let the conﬁdence size shrink to zero at some rate as the sample size
increases.
In order to deﬁne set identiﬁcation when the number of moment restrictions increases in sample
size, I start from the identiﬁed set for a ﬁnite subset of the moment restrictions, and then take
the limit as I let the number of restrictions used for inference go to inﬁnity. I therefore ﬁrst have
to introduce the notion of Painlev´ e-Kuratowski set convergence (see also Molchanov (2005) or
Rockafellar and Wets (1998)):
Deﬁnition 1. For a sequence An of sets, the inner limit liminf An is the collection of the
limit points x for which I can construct a converging sequence xn → x such that xn ∈ An for
all n.T h e outer limit limsupAn is the set of points x for which I can construct a converg-
ing subsequence xn(k) → x. I say that An PK-converges to A,i ns y m b o l slimn An
PK → A,i f
liminfn An = limsupn An = A.
Alternatively, the inner limit contains all points which are attainable through a sequence such
that xn ∈ An for all except ﬁnitely many values of n ≥ 1, whereas the outer limit consists of
the limit points of sequences for which xn ∈ An for inﬁnitely many n ≥ 1. In this paper, I will
only consider the case in which the parameter space Θ is a bounded subset of Rk. Under this
assumption, PK set convergence for nonempty closed sets is metrized by the Hausdorﬀ distance
of two sets A and B,
dH(A,B)=m a x
 
sup
a∈A
d(a,B),sup
b∈B
(A,b)
 
see e.g. Rockafellar and Wets (1998) Exercise 4.40.
Condition 1. Identiﬁed Set (a) The parameter space Θ ⊂ Rk is nonempty and compact. (b)
The identiﬁed set is given by ΘI,n = {θ ∈ Θ:EP0[gin(θ)] ≥ 0},a n dΘI =Θ I,∞ := limn ΘI,n in
the sense of Painlev´ e-Kuratowski set convergence.
Note also that if ¯ gn(θ) is continuous in θ and the sign of ¯ gn(θ) doesn’t change in n for any
value of θ, PK convergence Condition 1 (b) is satisﬁed, and we have
ΘI =
 
n≥0
ΘI,n
since by deﬁnition, the sequence ΘI,n is nonincreasing in n with respect to the partial ordering
induced by set inclusion, ⊂ so that by e.g. Rockafellar and Wets (1998) Exercise 4.1
liminf
n ΘI,n =l i ms u p
n
ΘI,n =
 
n≥0
clΘI,n
Furthermore, by Assumption 3 (a), so that indeed clΘI,n =Θ I,n. Note however that ΘI,n need
not necessarily be nonincreasing in n, as example 4 below illustrates.
For some deterministic sequence µ1n(θ),...,µ kn(θ) of appropriately chosen constants and some10 KONRAD MENZEL
positive number r>0 (all of which will be determined by Condition 4 below) I specify a
parameter-dependent diagonal matrix
Sn,θ =d i a g ( µ1n(θ)
1/r,...,µ kn(θ)
1/r)( 1 )
In the following, I am going to use the properly renormalized Hausdorﬀ-metric
 n(A,B): =m i n
 
sup
θ∈A
d(Sn,θθ,Sn,θB),sup
θ∈B
d(Sn,θA,Sn,θθ)
 
(2)
which diﬀers from the usual Hausdorﬀ distance in that the scaling of the local parameter space
inside the supremum depends on the order of arguments. In a slight abuse of notation, I will
also denote the pseudo-distance of a point from a set by  n(θ,A): = n({θ},A).
The criterion function n ˆ Qn(θ) can be decomposed into
n ˆ Qn(θ)=µnγn(θ)+mnδn(θ)+Rn(θ)
where γn(θ)a n dδn(θ) are non-stochastic functions. I will also deﬁne αn :=
mn
µn ,a n di na l lc a s e s
I will investigate, αn → α ∈ [0,∞)a n dµn →∞as n →∞ .
It is now useful to indicate the speed at which the identiﬁed set at sample size n converges to its
limit under the renormalized Hausdorﬀ metric:
Condition 2. There is a non-increasing sequence τn of non-negative constants such that
µ
−1/r
n  n(ΘI,n,ΘI)=O(τn)
Example 4. Consider the setting of Example 2. Suppose z is scalar, and un(z,θ) has bounded
second derivatives in (z,θ) at all values of z ∈Z , where for now I assume that Z is a compact
subset of R.A l s ol e tDn(z,θ): =
∂
∂θun(z,θ), and suppose that there is a sequence an of constants
such that a
−1/r
n n1/2 Dn(Zi,θ)  is bounded away from zero. Also assume that for some sequence
pm → 0, supz∈Z |[u(z,θ)∨(−κ)]−[P mπm ∨(−κ)]| = O(cm) for some κ>0 and any θ ∈ Θ (e.g.
by Proposition 2.8 in De Boor and Daniel (1974), for B-splines with nonnegative coeﬃcients of
ﬁxed order k with m evenly spaced knots, cm = m−2). Then it can be shown3 that Condition 2
holds with τn =
cmnn1/2
a
1/r
n
.
In order to allow the strength of identiﬁcation in terms of asymptotic rates to diﬀer over
the parameter space, I have to scale the criterion in a way which may potentially result in
it or its components taking inﬁnite values, a case which has been considered in the literature
on constrained M-estimation among others by Geyer (1994) and Knight (1999). Under these
conditions, we can typically not achieve uniform convergence, but I will rely on the weaker
notion of epi-convergence (see e.g. Rockafellar and Wets (1998)): Recall that a function f(θ)i s
lower semi-continuous (l.s.c.) if for any sequence θn → θ0, liminfn f(θn) ≥ f(θ0). We then say
that a sequence fn(θ) of l.s.c. functions epi-converges to a l.s.c. function f(θ), fn(θ)
epi
→ f(θ), if
3See appendix.ESTIMATION AND INFERENCE WITH MANY MOMENT INEQUALITIES (JOB MARKET PAPER) 11
for every sequence θn → θ0 one has liminfn fn(θn) ≥ f(θ0), and there is some sequence θn → θ0
such that limsupn fn(θn) ≤ f(θ0).4
We can now state our main conditions on the criterion function:
Condition 3. Criterion The criterion function n ˆ Qn(θ) is nonnegative and lower semi-continuous
and
(a) The rescaled population criterion function γn(θ) is nonnegative and lower semi-continuous,
arginfθ γn(θ)=Θ I,n ⊂ Θ,a n dinfθ γn(θ)=0 .
(b) γn(θ)
epi
→ γ(θ).
(c) For some constant 0 <K<∞,
sup
θ∈Θ
 
 
 min{K,µ
−1
n n ˆ Qn(θ) − αnδn(θ)}−min{K,γn(θ)}
 
 
 
p
→ 0
(d) δn(θ) is uniformly bounded in θ ∈ Θ
Part (a) is mainly needed to ensure that the identiﬁcation region as deﬁned through the popu-
lation criterion function is closed, and that the limit in part (b) yields a well-deﬁned minimization
problem whose solution will correspond to the sharp identiﬁcation region. Part (c) requires uni-
form convergence in probability, where the truncation at a ﬁxed level K avoids problems in cases
for which γn(θ) diverges to inﬁnity in some parts of the parameter space.
The following condition quantiﬁes the “strength” of identiﬁcation of the entire identiﬁed set
and modiﬁes the standard condition for consistency in the point identiﬁes case (see e.g. van der
Vaart (1998), Theorem 5.52) or condition C.2 in Chernozhukov, Hong, and Tamer (2007) for the
set-identiﬁed case.
Condition 4. Polynomial Minorant There exist positive constants (δ,κ1,r) such that for every
ε>0, there exists κε > 0 such that for n large enough,
inf
θ∈Θ: n({θ},ΘI,n)≥(
κε
n )
r
µ−1
n n ˆ Qn(θ)
 
µ
−1/r
n  n({θ},ΘI,n) ∧ δ
 r ≥ κ1
with probability greater than 1 − ε.
Informally, we can read Condition 4 as putting a lower bound on the subgradients of the
suitably normalized population criterion function over all points on the boundary of the identiﬁed
set.5 This is a direct analogue of the rank condition for identiﬁcation in the point-identiﬁed case,
as e.g. in Assumption 1 of Newey and Windmeijer (2008). Essentially this condition requires
4Note that this condition is equivalent to convergence of the epi-graphs epifn := {(θ,y):y ≥ fn(θ),θ ∈ Θ} to
epif with respect to PK set convergence, see Rockafellar and Wets (1998) Proposition 7.2.
5Since the population criterion function γn(θ) is typically not smooth on the boundary of the identiﬁed set, the
gradient is not deﬁned, so instead we have to consider the subgradient set ∂Q(θ), which is typically a convex
cone, see Rockafellar and Wets (1998).12 KONRAD MENZEL
the rescaled signal part γn(θ) of the criterion to be bounded from below by a polynomial in the
Euclidean distance of θ from the identiﬁcation region.
In order to analyze the convergence rate of the set estimator, we can now deﬁne the rate of
“global” strength of identiﬁcation
µn := lim
ε↓0
inf
θ∈Θε
I,n
min
j≤k
µjn(θ)( 3 )
where Aε := {θ ∈ Θ:d(θ,A) ≤ ε} denotes the closed ε-blowup of a set A. In the case of the linear
IV model with a scalar endogenous regressor, µn corresponds to the rate of the concentration
parameter.
To ﬁx ideas, consider the most important special cases of this setup
(1) the “classical” case of strong identiﬁcation, which corresponds to µn = n and mn = m.
In the case of identiﬁcation regions with a non-degenerate interior, Chernozhukov, Hong,
and Tamer (2007) show that the set estimator deﬁned below is
√
n-consistent with respect
to the Hausdorﬀ distance.
(2) the set-identiﬁed version of weak identiﬁcation with a ﬁxed number of moment conditions,
which is given by mn = m constant, and constant strength of moments, µn = µ.O u r
results will show that for this case, the rescaled criterion has a non-deterministic limit,
and the set estimator is inconsistent for any choice of critical values.
(3) the many weak moments scenario corresponds to µn →∞and mn →. I will establish
that if we have in addition that
mn
µn → 0, there is a consistent set estimator.
Note also that I allow the strength of identiﬁcation can vary across the identiﬁed set. In order
to see how this can happen in realistic applications, consider the following stylized example in
the spirit of Manski and Pepper (2000)’s Monotone IV assumption:
Example 5. (Bounds on the ATE in the Presence of Attrition) Suppose we want to evaluate
the eﬀect of a binary treatment, Ti ∈{ 0,1} on a random variable with potential outcomes Yit =
αi + βit under treatment t =0and 1, respectively. Suppose now that we have three diﬀerent
assignment mechanisms: Zi =1corresponds to voluntary participation, Zi =2to full compliance,
and under Zi =0 , all subjects are precluded from taking up the treatment, where we assume that
the usual monotonicity condition holds, i.e. P(Di0 ≤ Di1 ≤ Di2)=1 ,w h e r eDik denotes
the counterfactual treatment status under the treatment regime Zi = zk. To make the problem
interesting, assume that there is also a problem with diﬀerential attrition, or some other violation
of the exclusion restriction, such that E[Yit|Zik = z] is increasing in z ∈{ 0,1,2} for t =0 ,1.
The eﬀect of treatment on the outcome for individual i is given by βi = Y ∗
i1 − Y ∗
i0,a n ds a yw e
are interested in estimating the average treatment eﬀect (ATE) for the non-attriting population
under Zi =1given by β0 := E[βi|Zi =1 ] .
Assuming that the average eﬀect on the treated under voluntary participation is greater than the
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the model are E[(Yi−α)1 l{Zi =0 }] ≤ 0, E[(Yi−α−Tiβ)1 l{Zi =1 }] ≤ 0,a n dE[(Yi−α−β)1 l{Zi =
2}] ≥ 0 where we can use the sample analogs to estimate the bounds.
Now, if under the voluntary treatment regime, take-up is very low, the upper bound on the ATE
is only identiﬁed oﬀ a rather small group of “compliers” vis-` a-vis the regime under which no
subject receives treatment. On the other hand, the complier group corresponding to a change
from voluntary participation to full compliance is then relatively large, so that identiﬁcation of
the upper bound is much weaker than that of the lower bound.
This example is of course very stylized and only uses the minimal number of moments needed
to obtain a bounded identiﬁed set, however we can’t rule out that more complex estimation
problems involving a large number of moments have similar features. For example, a conditional
moment inequality may be violated for a given value θ/ ∈ ΘI in the population only at values of
the conditioning variable z which occur with relatively small probability.
3.1. Construction of the Set Estimator. For a critical value c, we can deﬁne a set estimator
as
ˆ Cn(c)={θ ∈ Θ:nQn(θ) ≤ c}
In order to ensure consistency, the critical value cn should increase in sample size, and has to be
chosen in a way such that ˆ Cn(c) covers the identiﬁed set ˆ ΘI,n with probability approaching 1.
Condition 5. Cutoﬀ Value There is a sequence ˆ cn, which may depend on the data, such that (i)
ˆ cn
µn
p
→ 0 and (ii) P
 
supθ∈ΘI,n nQn(θ) > ˆ cn
 
→ 0
The ﬁrst part of Condition 5 requires the cut-oﬀ value to grow at a smaller rate than the rate
of the signal component of the criterion function which, in conjunction with Condition 4, will
force the set estimator to shrink towards the identiﬁed set from the outside. On the other hand,
the second part of Condition 5 implies that the cut-oﬀ has to grow suﬃciently fast as the noise
component grows. In general, there is no guarantee that such a sequence ˆ cn exists, butI am going
to give primitive suﬃcient conditions below in this section.
3.2. Main Result. I can now state the general consistency result for the set estimator ˆ Cn:
Theorem 1. (i) Suppose αn → 0 and Conditions 1, 3, and 5 hold. Then dH(ˆ Cn,ΘI,n)
p
→ 0 so
that ˆ Cn is consistent. (ii) Suppose Conditions 1, 4, and 5 hold. Then ˆ Cn is a consistent estimator
for ΘI,n,a n d
ˆ c
−1/r
n  n(ˆ Cn(ˆ cn),ΘI,n)=OP(1)
From Condition 2 and the second part of Theorem 1 we can now give the convergence rate of
the set estimator with respect to the limiting identiﬁed set ΘI.14 KONRAD MENZEL
Corollary 1. Suppose Conditions 1, 2, 4, and 5 hold. Then
µ
−1/r
n  n(ˆ Cn(ˆ cn),ΘI)=OP
  
ˆ cn
µn
 1/r
∨ τn
 
Example 6. (Conditional Moment Restrictions, continued) Under the choice of basis functions
discussed in Example 4, and noting that in this example µn = a2
n and r =2 , the set estimator
under a conditional moment restriction satisﬁes
µ
−1/2
n  n(ˆ Cn(ˆ cn),ΘI)=OP
 
ˆ cn ∨ nm−4
n
µn
 1/2
If mn →∞and mn
µn → 0, we can ﬁnd a critical value for which ˆ cn
mn →∞satisﬁes Condition 5
and obtain a consistent estimator for the sharp identiﬁcation region. In close analogy to more
familiar problems in nonparametric estimation, we can interpret m−2
n as the rate of the “bias”
due to approximation error, and ˆ cn
n as the rate of the “variance” contribution to the squared
Hausdorﬀ distance between the set estimator and the identiﬁcation region, where relative to the
standard setting, both parts are inﬂated by the factor n
µ2
n accounting for “weaker than strong”
identiﬁcation.
If the distribution of the criterion does not degenerate in the interior of the sharp identiﬁcation
region, we can only bound the optimal rate for m∗
n by m∗
n = o
 
n1/5 ∨ µn
 
since ˆ cn
mn → 0 (note also
that in this example, the sequence µn doesn’t depend on the number of moments). This bound
depends on the rate of ˆ cn, and following Chernozhukov, Hong, and Tamer (2007) a feasible choice
would be ˆ cn = mn logn, implying that m∗
n = O
 
n
logn
 1/5
. For strong identiﬁcation, i.e. µn = n,
we can therefore bound the rate at which the set estimator converges in Hausdorﬀ distance by
dH( ˆ Cn,ΘI) ≥ O
 
n−2/5 
. If the dimension of z is greater than 1, the “bias” term will vanish at
a slower rate, so that the optimal number of moments will typically be greater than in the scalar
case.6
The previous example illustrates that in realistic cases, the information about the parameter
(in this example the rate of the approximation error) from additional constraints can be quite
small compared to their “cost” from adding noise to the estimation problem, so that keeping
6It is interesting that this bias-variance trade-oﬀ takes a very diﬀerent form in estimation of parameters deﬁned
by moment equalities as considered by Dom´ ınguez and Lobato (2004): they achieve
√
n-consistency of the point
estimator which minimizes a quadratic form of n moment conditions. In their approach, the “noise” component
vanishes at a faster rate, because in large samples, moments with a “signal-to-noise ratio” that is high relative to
sample size receive almost no weight. The approach in Dom´ ınguez and Lobato (2004) only uses information on the
integrated moment function H(x,θ)=
  x
−∞ u(t,θ)dPZ(t) which can be estimated at a parametric rate. However,
as pointed out by Kim (2008), the integrated moment function does not contain all information about the sharp
identiﬁcation region, but instead inference has to be based directly on u(x,θ) which can only be estimated at a
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the number of moments small in small samples may in fact result in smaller set estimates or
conﬁdence regions.
3.3. Moment Inequality Model. I will now give primitive assumptions for the moment in-
equality model that are suﬃcient for the conditions for consistency of ˆ Cn.
Assumption 1. Set Identiﬁcation (a) There are constants δ,C > 0 such that for n large enough
n ¯ gn(θ) W,− ≥ C( n(θ,ΘI,n) ∧ δ)
r
for all θ ∈ Θ,w h e r e n(·,·) is as deﬁned in 2. (b) There is a sequence of constants µn →∞
which is deﬁned as
µn := lim
ε↓0
inf
θ∈Θε
I,n
min
j≤k
µjn(θ)
Note that if ¯ gn(θ) has uniformly continuous Jacobians ¯ Gn(θ), Assumption 1 holds if the smallest
eigenvalue of H(θ) = limn nS
−1
n,θ ¯ Gn(θ) ¯ G(θ) S
−1
n,θ is bounded away from zero uniformly over ∂ΘI,n
and minj≤mn infθ∈∂ΘI,n µjn(θ) →∞ . Note that for the point-identiﬁed case ∂ΘI,n =Θ I = θ0,
say, this corresponds to Assumption 1 in Newey and Windmeijer (2008).
We now state the main regularity assumptions on the signal component of the moment functions:
Assumption 2. Moment Signal
(a) The expectation of the moment functions ¯ gn(θ)=EP0[gin(θ)] is continuous in θ ∈ Θ for
all n.
(b) The population criterion function
γn(θ): =
n
µn
min
ν≥0
(¯ gn(θ) − ν)
 W(θ)(¯ gn(θ) − ν)
is nonnegative and lower semi-continuous,
If the weighting matrix is diagonal, the “signal” γn(θ) from the moment restrictions is a
weighted sum of the squared negative parts of the moment vector at θ. Note also that part (b)
of Assumption 2 does not require γn(θ) to be ﬁnite in the limit. This is particularly important
in the case in which the strength of identiﬁcation varies across dimensions of the parameter
space and diﬀerent regions of the boundary of the identiﬁcation region. We now state our main
conditions on the noise component of the moment vector:
Assumption 3. Moment Noise
(a) For the rate of the number of moments, mn, we have
δn(θ)=m
−1
n (n ˆ Qn(θ) − µnγn(θ)) = Op(1)
(b) δn(θ)
d → δ(θ) uniformly in θ.
(c) The ﬁrst four moments of ζmn(θ) are bounded uniformly in θ.
(d) maxm≤mn |ξimn(θ)| is tight.16 KONRAD MENZEL
(e) The distribution of supθ∈ΘI,n n ˆ Qn(θ) is continuous.
All parts of Assumption 3 are fairly standard. I also impose a high-level assumption on the
convergence of the weighting matrix in order to include the practically relevant case of a data-
dependent choice for Wn(θ):
Assumption 4. The weighting matrix Wn(θ) converges in probability to W(θ) in the sense that
max
l,m≤mn
|wlm,n(θ) − wlm(θ)|
p
→ 0
uniformly in θ,w h e r ewlm,n(θ) and wlm(θ) are the (l,m) elements of Wn(θ) and W(θ), respec-
tively.
In most standard settings, a necessary condition for 4 to hold is that
m2
n
n → 0. If Wn(θ)i st h e
inverse of the variance-covariance matrix of the moment functions, we would have to require in
addition that the fourth moments of ξin(θ) are bounded uniformly in θ ∈ Θ.7
I will now give the main condition on the relative rates of number and strength of moments:
Assumption 5. µn →∞and αn := mn
µn → 0 as n →∞ .
For the classical linear instrumental variables problem Chao and Swanson (2005) showed that
2SLS is consistent under the rate satisfying Assumption 5, whereas LIML is consistent as long
as
m2
n
µn → 0. As we will see below, in set-identiﬁed settings, inverse variance weighting will
typically not achieve this improvement in rates because the “noise” component of the criterion
will depend on the parameter θ not only through the variance of ξin(θ), but also through the
slackness [¯ gn(θ)]+ of the moment restrictions.
3.4. Criterion and Decomposition. We will now analyze consistency for the set estimator
based on the Wald statistic
n ˆ Qn(θ): =nmin
ν≥0
 ˆ gn(θ) − ν 
2
Wn(θ) =m i n
ν≥0
 
√
n(¯ gn(θ) − ν)+ζn(θ) 
2
Wn(θ)
for the moment inequality problem. Denoting the projection of a vector x onto a convex cone
C with Π(x|C,W): =a r g m i n ν∈C  x − ν W, we deﬁne
√
nν0n(θ): =Π (
√
n¯ gn(θ)|R
mn
+ ,W n,θ)a n d √
nˆ νn(θ): =Π (
√
n¯ gn(θ)+ζn(θ)|R
mn
+ ,W n,θ). Note that the projection Π(x|C,W) is well-deﬁned
and unique (see e.g. Theorem 1 in section 3.12 of Luenberger (1969)).
The following proposition states that under the assumptions made above, after proper rescaling,
the criterion function converges uniformly to the decomposition into a signal and a deterministic
noise component:
7Typically, in a setting with many moment conditions we would also care about higher-order eﬃciency of the
estimated inverse variance matrix, as delivered by Empirical Likelihood (see e.g. Newey and Smith (2004)).
However, in estimation using moment inequalities, the bias from estimating the slackness parameters is of the
same order as that from estimating the Jacobian and the weighting matrix. Since no GEL criterion function
appears to address the former problem, eﬃcient weighting does not lead to an improvement in the rates for the
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Proposition 1. Under Assumptions 2-4, and αn =
mn
µn → α<∞,
sup
θ∈Θ
(µn,θhn(θ))
−1 |nQn(θ) − µn,θ (γn(θ)+αnδn(θ))|
p
→ 0
where hn(θ)=1∨ γn(θ),a n d
δn(θ)=E ζn(θ) −
√
n(ˆ νn(θ) − ν0n(θ)) 
2
Wn,θ − 2n(¯ gn(θ) − ν0n(θ))
 Wn,θ(E[ˆ νn(θ)] − ν0n(θ))
The ﬁrst term of the noise component δn(θ) is the expectation of a quadratic form of the
projection residuals, which in the case of moment equalities8 collapses to tr(Wn,θΩn(θ)), the bias
term of the standard GMM objective function (see e.g. Donald and Newey (2000)). Since a
given moment only contributes to this bias term when it is binding, the bias on the criterion
function is in a loose sense less severe than in the case of moment equalities. This discussion also
suggests that we should expect ﬁnite sample bias to be more of a problem if the identiﬁcation
region is small or identiﬁcation is weak in the sense that at all points of the identiﬁcation region
a large number of moment restrictions is close to binding. Note also that in the identiﬁed set,
¯ gn(θ) − ν0n(θ) = 0, so that the second term in δn is nonzero only outside of the identiﬁed set
ΘI,n.
Lemma 1. Suppose Assumptions 1-3 hold, and that there is a (possibly random) sequence ˆ cn
such that ˆ cn
µn
p
→ 0 and mn
ˆ cn
p
→ 0.T h e nˆ cn satisﬁes condition 5, and we have
P
 
sup
θ∈ΘI,n
ˆ Qn(θ) > ˆ cn
 
→ 0
Proof: By Assumption 1 (a), γn(θ)=0f o rθ ∈ ΘI,n. Hence, by Proposition 1, supθ∈ΘI,n µ−1
n |n ˆ Qn(θ)−
mnδn(θ)|
p
→ 0, and supθ∈ΘI,1 |δn(θ)|≤B for some B<∞ by Assumption 3. Therefore, for any
η,ε > 0a n dn large enough,
P(s u p
θ∈ΘI,n
µ
−1
n n ˆ Qn(θ) − η ≤ µ
−1
n ˆ cn) ≥ P(s u p
θ∈ΘI,n
µ
−1
n mnδn(θ) ≤ µ
−1
n ˆ cn)
≥ P(mnB ≤ ˆ cn) > 1 − ε
where the last step follows from
mn
ˆ cn
p
→ 0, and supθ∈ΘI,n δn(θ) ≤ supθ∈ΘI,1 δn(θ) <Bwhere we
used ΘI,n ⊂ ΘI,n from Assumption 1. Since the choice of η>0 was arbitrary, the result follows
from Assumption 3 (b) 
Since Assumption 5 ensures that a critical value ˆ cn satisfying the assumptions of Lemma 1
exists, we can now state our main consistency result for the moment inequality model:
Theorem 2. The Moment Inequality model given in Assumptions 1-5 satisﬁes Conditions 3-5.
Hence Theorem 1 applies, and the set estimator ˆ Cn is consistent.
8recall that we can represent any equality as a combination of two deterministically related inequalities18 KONRAD MENZEL
Example 7. Linear “One-Sided” Instrumental Variables, continued For simplicity, assume that
errors are independent of Zi with Var(Yi − Xiθ|Zi)=σ2(θ). Then it can be seen that for
a weighting matrix of the form Wn(θ)=sn(θ)2  
1
nZ Z
 −1, the noise component converges to
δ(θ)=
σ2(θ)
sn(θ)2H(θ) for some function H(θ) which by inspection is minimized at some point in
the identiﬁcation region ΘI (in the case of classical linear IV, H(θ)=1 ). Note that the latter
depends crucially on the variance of the moment functions being a scalar multiple of 1
nZ Z at
any value of θ. By deﬁnition, σ(θ)2 is minimized at the probability limit of the OLS estimator, so
that for sn(θ)=¯ s, a constant, µ−1
n Q(θ)=γ(θ)+α
σ(θ)2
¯ s2 H(θ) is minimized at a point which is “bi-
ased towards OLS” unless α =0 . On the other hand, for continuously updated inverse variance
weighting, sn(θ)2 = σ(θ)2, the limiting criterion is minimized at some point in the identiﬁed set.
However, in contrast to the point-identiﬁed case, this feature does not lead to an improvement in
the fastest permissible rate for mn as in Chao and Swanson (2005), but only guarantees that the
limit of the set estimator has a nonempty intersection with the sharp identiﬁcation region.
4. Confidence Regions
In this section, I will show uniform validity of inference procedures using critical values obtained
from “plug-in asymptotics” (henceforth PA) and subsampling. More speciﬁcally, we will consider
the asymptotic conﬁdence size of a nominal 1 − α conﬁdence set ˆ Cn := {θ ∈ Θ: ˆ Qn(θ) ≤
c(θ,1−α)} for some (possibly parameter-dependent) critical value c(θ,1−α). Following Andrews
and Guggenberger (2007b), deﬁne the asymptotic conﬁdence size of ˆ Cn as
AsyCS := liminf
n inf
(θ,F)∈M
PF
 
ˆ Qn ≤ c(θ,1 − α)
 
In particular, this deﬁnition requires that the test underlying the construction of the conﬁdence
set has size less than or equal to α uniformly in both the parameter of interest and nuisance
parameters of the distribution of the data. Uniform validity of Gaussian asymptotic and sub-
sampling procedures has been shown by Andrews and Guggenberger (2007b) for inference with
a ﬁnite number of moment conditions, and I am going to show how to extend their argument to
situations with a growing number of moment inequalities.
4.1. Test Statistics. I now give a general framework of test functions S(g,W) which depend
on the (inﬁnite-dimensional) moment vector g and a weighting operator W. The test function
may depend on g or a suitable nondecreasing transformation ϕ(g,m,n)o fg which may vary
with sample size n and the number of elements of g used for inference. This will make it possible
to introduce a proper normalization of the moment functions as well as incorporate generalized
moment selection procedures as in Andrews and Soares (2007) into our framework.ESTIMATION AND INFERENCE WITH MANY MOMENT INEQUALITIES (JOB MARKET PAPER) 19
In order to account for the fact that only m moment conditions are used for inference, I will
consider the component-wise transformation
ϕ
(1)(g,m,n): =
 
1
√
m
gl1l {l ≤ m}
 
l≥1
where m is the number of moments used for inference.
The weighting operator W : l2 ×l2 → R is a positive deﬁnite bilinear mapping on the space of
square-summable sequences in R (a bilinear map is said to be positive deﬁnite if for any x ∈ l2,
W(x,x) ≥ 0, where the inequality is strict if x  = 0). In the Hilbert space l2 endowed with the
norm induced by the usual scalar product,
W(x,y)= x,y W =  x,Wy  =
 
i,j≥1
xiwijyj (4)
so that the weighting function can be represented by the linear operator W. In order to opera-
tionalize convergence of bilinear forms, we will use the metric induced by the operator norm for
W in l2,
d(W1,W 2): = s u p
 x ≤1
 (W1 − W2)x 
The weighting operator W is a member of Ψ ⊂{ B : l2 → R such that q(x)= x,Wx  positive deﬁnite}
⊂ B(l2), the space of bounded, self-adjoint linear operators on l2.9
Since in ﬁnite samples only a ﬁnite-dimensional subvector of g is used for inference, in some
cases, the weighting matrix is replaced by ψ1(Wn,m,n): =
  
wkl1l {k,l ≤ m}
 
k,l≥1
 −1
,w h e r e
wkl is the (k,l)th element of the inverse of W. This mainly concerns the case Wn(θ)=Ω ( θ)−1,
and since this transformation preserves continuity in nuisance parameters and positive semi-
deﬁniteness, I will suppress the function ψ(·) in the subsequent discussion.
The test functions considered in the following are deﬁned by nonlinear operators S on elements
of a Hilbert space which depend on the weighting operator W, and with some abuse of notation,
we write
S(g,W)=SWg
Given a choice of S(·,·), we will consider inference based on the statistic
n
m
ˆ Qnm(θ)=S(ϕ
(1)(ˆ gn(θ),m,n),W n(θ))
9Note that below, W will only operate on diﬀerences (g − ν) for some nonnegative sequence ν. Even though
the moment vector g need not be square-summable, for the value of ν solving the optimization problem implicit
in the computation of each of the statistics below, we will have (g − ν) ∈ l2 with probability 1 under the null
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where m is the number of moment conditions used for inference. For block size b<n , we will
also deﬁne the jth subsample statistic corresponding to S,
b
m
ˆ Qnmbj(θ)=S(ϕ
(1)(ˆ gbj(θ),m,b),W n(θ))
where the subscript j indicates that the moment function is evaluated at the jth subsample of
size b.
4.2. Examples for Test Functions. A commonly used test function penalizes the one-sided
deviations of the sample moment functions (see e.g. Manski and Tamer (2002)) and can be
extended to
S1(g,W)=
 
l≥1
 
gl
ˆ σll
 2
−
where σll(θ)=
 
Var(gil(θ)) so that the corresponding test statistic takes the form
n
m
ˆ Tnm,1(θ)=S1(ϕ
(1)(ˆ gn(θ),m,n),W n(θ)) =
n
m
m  
l=1
   
 
 
ˆ gln(θ)
ˆ σll,n(θ)
   
 
 
2
−
For a ﬁxed value of m, this statistic coincides with that deﬁned by the function S1(·,·) in Andrews
and Guggenberger (2007b).
The second statistic of interest is an extension of the quasi-likelihood ratio statistic (QLR, see
Silvapulle and Sen (2005)), which has also been applied to the problem of set inference based on
moment inequalities, see Rosen (2008). I consider a modiﬁcation which allows for a sequence of
moment functions,
S2(g,W)=m i n
ν≥0
 g − ν 
2
W
so that the corresponding test statistic takes the form
ˆ Tnm,2(θ)=S2(ϕ
(1)(ˆ gn(θ),m,n),W n(θ)) =
n
m
min
ν≥0
(ˆ gm,n(θ) − ν)
 Wm,n(θ)(ˆ gm,n(θ) − ν)
where ˆ gm,n denotes the subvector consisting of the ﬁrst m components of ˆ gn,a n dWm,n denotes
the corresponding m × m submatrix of Wn.
Note that in principle, evaluating the test function S2 involves a minimization over an inﬁnite-
dimensional parameter (see e.g. Luenberger (1969) or Rockafellar and Wets (1998)), but in ﬁnite
samples we will only have to deal with the ﬁnite-dimensional version of this problem, since for
each n we use only a ﬁnite number of moments for inference. Either statistic can be combined
with a moment selection procedure like the one suggested by Andrews and Soares (2007) to
improve power in cases for which some moment constraints are very slack for some parameter
values θ.
Variations of this statistic with diﬀerent choices for the weighting matrix and the cone for ν
have been analyzed frequently in the literature, e.g. if we replace the maximization over ν ∈ R∞
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with ν ∈C W := W(θ)−1/2R∞
+ , we obtain the weighted GMM statistic considered in e.g. Pakes,
Porter, Ho, and Ishii (2006) or Chernozhukov, Hong, and Tamer (2007). S2(ˆ gn(θ),Ωn(θ)−1 is the
QLR statistic.
Furthermore, I consider the Generalized Empirical Likelihood Ratio (GELR) statistic which
for point-identiﬁed problems deﬁnes the class of GEL estimators analyzed by Newey and Smith
(2004). One of the most prominent subcases is the Empirical Likelihood Ratio (ELR) statistic
for which Canay (2007) showed large-deviation optimality for tests under moment inequalities.
The GELR statistic is given by
ˆ T
GELR
n (θ): =i n f
ν≥0
sup
λ∈ˆ Λ(θ,ν)
n ˆ P(λ,θ,ν)=i n f
ν≥0
sup
λ∈ˆ Λ(θ,ν)
n  
i=1
 ( λ,gin(θ) − ν ) − n (0)
where  (v) is a strictly concave function of v, ˆ P(λ,θ,ν)=1
n
 n
i=1  ( λ,gin(θ) − ν ) −  (0),
and ˆ Λn(θ,ν)={λ ∈ l2 :  λ,gin(θ) − ν ∈dom  }.F o r  (v)=l o g ( 1+v), the GELR statistic
corresponds to the Empirical Likelihood Ratio statistic, and if the data are i.i.d. and  (v)=
−
(1+v)2
2 , this becomes a feasible QLR statistic with Wn(θ)=ˆ Ωn(θ), see e.g. Newey and Smith
(2004). Even though the GELR statistic can’t be expressed directly in terms of a test function of
the average moment vector ˆ gn and a weighting matrix, in section 4 we will give conditions under
which the GELR statistic is asymptotically equivalent to S2(g,Ω(θ)−1) under many moments
asymptotics.
Another test function of potential interest is
S3(g,W)= s u p
a∈A⊂C
W1/2
  a,W
1/2g  
2
−
where we take the supremum over certain positive linear combinations of the moment functions.
E.g. for W = I and A = {e1,e 2,...}, this statistic simply penalizes the largest violation in the
set of constraints. The Cram´ er van Mises type statistic for countable intersection bounds arising
from the conditional moment inequality model in Chernozhukov, Lee, and Rosen (2008) using
series approximations falls into this class.
4.3. Main Assumptions. I will now state basic conditions on the test functions used for the
construction of conﬁdence sets. Below, we will show that all test functions discussed in Section
2 satisfy these requirements.
Condition 6. The statistic of interest can be expressed as n
m
ˆ Tnm(θ)=S (˜ gnm(θ),W n(θ))+oP(1),
where
(a) The statistic S(g,W) is nonincreasing in g.
(b) S(g,W) is continuous at g ∈ l2 and W ∈ Ψ.
(c) S(∆g,∆−1W∆−1)=S(g,W) for all g ∈ l2, W ∈ Ψ and p.d. diagonal ∆.
(d) S(g,W) ≥ 0 for all g and W positive deﬁnite.
(e) S(g,W) is quasi-convex in g for W positive deﬁnite.22 KONRAD MENZEL
Note that for any continuous nondecreasing function ϕ : l2 → l2, S(ϕ(g),W) inherits properties
(a),(b),(d) and (e) from S(g,W).
For the following condition, let ϕ(g) be the subvector obtained from g by eliminating all
components m with h1m = ∞,a n dl e tψ(W) be either the sub-matrix of W corresponding to
the elements in ϕ(g), or the inverse of the corresponding sub-matrix of W −1 if W =Ω −1.
Condition 7. For all positive sequences (with some elements potentially being inﬁnite) h1 ∈
R∞
+,∞,a l lW ∈ Ψ, and Gaussian sequence Z with mean zero and covariance operator Ω,t h e
distribution function of S(Z + h1,W) at t ∈ R is
(a) continuous for t>0
(b) strictly increasing for t>0 unless h1m = ∞ for all m =1 ,2,...
(c) less than or equal to 1
2 at t =0whenever h1m =0for all m =1 ,2,....
(d) For the selection functions ϕ(·) and ψ(·) deﬁned above, S(ϕ(g),ψ(W)) = S(g,W).
Note that part (a) and (b) require that the statistic is normalized properly thus ensuring that
its distribution doesn’t degenerate at any point on the positive real axis, except potentially at
zero.
The “noise” components of the moment function will be required to have uniformly bounded
fourth moments in order to allow for a Gaussian approximation and consistent estimation of the
covariance matrix under the restrictions on the rate for the number of moments given below.
The latter is necessary for the calculation of PA critical values, and in some cases the weighting
operator may also depend on estimated components of the covariance operator.
Condition 8. There exists a constant C such that for all m and n E|gimn(θ) − ¯ gmn(θ)|4 <C
uniformly in θ.
The rate at which we can allow the number of moments to grow has to be slow enough to
ensure that we can approximate the distribution of the moment vector by a Gaussian is given
by the following condition.
Condition 9. The growth rate of the number of moments satisﬁes mn →∞and
m7
n
n2 → 0.
Note that this rate condition is much more restrictive than that needed for a normal approxi-
mation in the point-identiﬁed case, e.g. Newey and Windmeijer (2008) show that if the moment
functions are uniformly bounded, the AR statistic can be approximated under the null hypothesis
by a chi-squared with mn degrees of freedom as long as
mn
n → 0. For moment inequalities, the
chi-bar square approximation is a weighted average of chi-squared random variables with degrees
of freedom less than or equal to mn (see e.g. Silvapulle and Sen (2005)). However, this approxi-
mation relies heavily on the rotational symmetry of the distribution of Gaussian random vectors
and therefore only valid if the moment vector is centered at the origin and not approximated well
enough by a multivariate normal distribution. For the more general case, the distribution of the
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which does not rule out that the rate stated in the previous condition may be improved upon
for many instances of the test function S(·,·).
Example 8. (Conditional Moment Restrictions, continued) The rate condition need not be re-
strictive if we are mainly interested in inference on the sharp identiﬁcation region. The optimal
rate for consistency derived for set estimation under a conditional moment inequality in Example
6, mn = o
 
n1/5 
, satisﬁes Condition 9. Hence, according to our main results on inference with
moment inequalities below, the rate needed for the Gaussian approximation to be valid does not
impose any additional restrictions if the number of unconditional moments is chosen as to ensure
the fastest possible rate of convergence for the set estimator discussed in Section 3. However, if
the conditioning variable has dimension greater than 1, the curse of dimensionality in the ap-
proximation error for the function u(z,θ) may make Condition 9 the binding constraint on the
number of moments.
We will parameterize the distributions given by (θ,F) ∈Mby a vector h which can be
split into three components h1, h2,a n dh3,w h e r eh1 contains the slackness parameters of the
moment inequalities, h1 = limn
√
nE[gim(θ)], where the some constraints may be close to binding
at θ, so that this limit may be ﬁnite. The vector h2 contains the parameter value θ at which
we evaluate the test statistic, and auxiliary parameters that have to be estimated to obtain the
weighting operator W, and we will assume throughout that all components of h2 can be estimated
consistently. h3 captures other features of the underlying population distribution F and may
be inﬁnite-dimensional. This distinction is important when we analyze subsampling procedures
since in many instances, the subsampling distribution gives a poor approximation to features
of the population distribution which are best modeled by local parameters (see e.g. Mikusheva
(2007) and Andrews and Guggenberger (2007a)).
Due to the “liminf” in the deﬁnition of asymptotic conﬁdence size, it is not suﬃcient to consider
pointwise limits at the parameter h of interest, but limits along subsequences wn of sample size
and all parameter sequences which converge to h. For this argument we will use the following
notation from Andrews and Guggenberger (2007b):
Notation 1. As in Andrews and Guggenberger (2007b), given r>0, g =( g1,g 2), h =( h1,h 2),
g,h ∈ R∞
∞ × Ψ where g2 = h2, we deﬁne {ηwn,g,h =( η1n,η 2n,η 3n)}n≥1 as a sequence such that
wr
nη1,wn,g,h → h1, br
wnη1,wn,g,h → g1,a n dη2n → h2. We will also denote the space of values (g,h)
such that (g,h) is attained by a sequence of this type with GH.
Convergence along all subsequences ensures that the limsup and the liminf of ﬁnite-sample
conﬁdence sizes coincide and determine the asymptotic conﬁdence size as deﬁned above. We will
now consider two diﬀerent procedures to obtain critical values for the construction of conﬁdence
intervals:
4.4. “Plug-In Asymptotic” Critical Values. The PA critical value cF(θ,1−α) is computed
using a consistent estimator ˆ h2 for the nuisance parameters h2 and replacing the component24 KONRAD MENZEL
of the nuisance parameter vector h1 which cannot be estimated consistently with the values
corresponding to the least favorable hypothesis, usually h1 = 0. In practice, one obtains cF(θ,1−
α)a st h e1−α quantile of a simulated sample of S(Zn,Ωn, ˆ h2) based on Gaussian random draws
Zn.
In order for the procedure based on PA critical values to be similar on the boundary of the
null hypothesis, we need the following condition to hold:
Condition 10. For some (θ,F) ∈Mwith h1(θ,F)=0 , the distribution function of S(Z,W(θ,F))
is continuous at its 1 − α quantile, where Z is a mean zero Gaussian sequence with covariance
operator Ω(θ,F).
This condition requires that the postulated least favorable value of h1 is in fact attained by at
least one member in the family of probability measures M.
4.5. Subsampling Critical Values. The subsample size has to satisfy the following require-
ments:
Condition 11. The subsample size bn satisﬁes bn →∞ ,
bn
n → 0,a n d
m7
n
b2
n → 0.
Note that for estimation of ﬁrst and second moments of a ﬁnite-dimensional distribution, the
optimal rate for bn is typically of the order n1/3 (see e.g. Politis, Romano, and Wolf (1999) and
references therein), for which the rate of the number of moments would have to satisfy
m21
n
n2 → 0,
a third of the rate needed for inference based on plug-in asymptotics.
Condition 12. For some (θ,F) ∈F , the distribution function of S(Z + h1(θ,F),W(θ,F)) is
continuous at its 1 − α quantile, where Z is a mean zero Gaussian sequence with covariance
operator Ω(θ,F).
We will denote the c.d.f. of the statistic ˆ Tnm under a parameter sequence ηn with
Jnmηn(θ,t)=Pηn
 
ˆ Tnm(θ) ≤ t
 
and the subsampling approximation to the distribution will be given by
Lnmb(θ,t): =N
−1
n
Nn  
j=1
1l
 
ˆ Tnmbj(θ) ≤ t
 
where in the case of independent samples, Nn =
 n
b
 
is the number of subsets of W1,...,W n of
size b.
4.6. Main Results. We will ﬁrst state a preliminary result which will both be used for the
proof of the main theorems, but also justiﬁes the use of a particular instance of the generalized
moment selection procedure proposed by Andrews and Soares (2007). Let  n be a sequence such
that
limsup
n
 n
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Deﬁne ϕ(g)a n dψ(W) as in Condition 7 (d), and let ϕn(g) be the vector obtained from g by
deleting all components m such that gm >  n,a n dψn(W) the components of W corresponding
to the elements of ϕn(g). Then we can state the following result:
Proposition 2. Under Conditions 6, 7 and
limsup
n
P(S(ϕn(ˆ gn),ψ n(Wn)) >S (ˆ gn,W n)) = limsup
n
P(S(ϕn(ˆ gn),ψ n(Wn)) <S (ˆ gn,W n)) = 0
The following is the main coverage result for plug-in critical values under many moment asymp-
totics:
Theorem 3. Suppose Conditions 6-9, and 13 hold. Then for 0 <α<1
2, the nominal level 1−α
conﬁdence set based on Tn(θ) and critical values ˆ cn(θ,1 − α) obtained from plug-in asymptotics
satisﬁes
liminf
n
inf
(θ,F)
PF(Tn(θ) ≤ ˆ cn(θ,1 − α)) ≥ 1 − α
If in addition Condition 10 holds,
liminf
n
inf
(θ,F)
PF(Tn(θ) ≤ ˆ cn(θ,1 − α)) = 1 − α
The proof of this result is similar to that of Theorem 2 in Andrews and Guggenberger
(2007b), however for veriﬁcation of the convergence condition 15 we can no longer rely on ﬁnite-
dimensional convergence of the moment functions. We also have to renormalize the sequences
and use a truncation argument in order to ensure that the statistic is properly deﬁned for an
increasing number of moments.
Under additional regularity conditions, we can also give a uniform coverage result for subsam-
pling critical values:
Theorem 4. Suppose Conditions 6-9, and 11 hold. Then for 0 <α<1
2, the nominal level 1−α
conﬁdence set based on Tn(θ) and critical values ˆ cn(θ,1 − α) obtained from plug-in asymptotics
satisﬁes
liminf
n
inf
(θ,F)
PF(Tn(θ) ≤ ˆ cn(θ,1 − α)) ≥ 1 − α
If in addition Condition 12 holds,
liminf
n
inf
(θ,F)
PF(Tn(θ) ≤ ˆ cn(θ,1 − α)) = 1 − α
The rate condition on mn needed for Theorem 4 is much stronger than that for Theorem
3. This is a direct result of the fact that the distribution of the statistic also depends on the
nuisance parameters h3 characterizing distributional features of the moment functions other than
the ﬁrst and second moments. Unlike in the case of ﬁnitely many moments, the corresponding
parameters of the sample distribution do not necessarily converge to the values corresponding
to a Gaussian limiting distribution, but the Gaussian approximation will generally only be valid
under the rate restrictions on mn relative to sample size n or subsample size bn, respectively.26 KONRAD MENZEL
If the corresponding components of the nuisance parameter vector converge to diﬀerent limits
for the sample and the subsampling distributions, there is no guarantee that the critical values
obtained from subsampling will be conservative.
It should also be noted that the rate conditions for Theorem 3 and Theorem 4 are suﬃcient
but not sharp. Below in Proposition 4 we will give sharp rates for two important subcases which
considerably weaker than in the general case, but still restrict the growth rates in mn relative
to n and bn, respectively. Hence, there is a range of growth rates in the number of moment
conditions for which the Gaussian approximation works, but subsampling does not.
As a ﬁnal remark on the general inference result, I should point out that the theoretical
argument justifying the Generalized Moment Selection (GMS) procedure suggested by Andrews
and Soares (2007) and Bugni (2008) can also be extended to many moment asymptotics along
the lines of the previous argument.10 This insight is of great practical importance because the
power advantage of moment selection procedures should be expected to play out particulary
strongly in testing problems involving a very large number of constraints.
4.7. Results for Commonly Used Statistics. We will now turn to the statistics given by the
test functions S1−S3 and the GELR statistic, and show how they ﬁt into the general framework
for which we derived the general inference results above.
Lemma 2. The test statistics S1,S 2 and S3 satisfy Conditions 6 and 7.
We will now give conditions under which the GELR statistic satisﬁes Conditions 6 and 7:
Assumption 6. (a) The variance of ξimn(θ) is bounded away from zero and from above uni-
formly for all m,n, and Condition 13 holds, and (b) ˆ νn := arginfν≥0  ˆ gn(θ) − ν 2
ˆ Ω(θ)−1 and
ˆ ν∗
n := arginfν≥0 supλ∈ˆ Λn(θ,ν) ˆ Pn(λ,θ,ν) are deﬁned for all distributions in M,a n dm−1
n  ˆ νn 2 and
m−1
n  ˆ ν∗
n 2 are uniformly bounded for all n with probability 1.
Lemma 3. Under Assumption 6, we can approximate
ˆ T
GELR
n (θ)=S2(ˆ gn(θ),Ωn(θ)
−1)+OP
 mn
n
 
In particular, if
m2
n
n → 0, by Lemma 2 for S2, the GELR statistic satisﬁes conditions 6 and 7.
The proof of this Lemma follows exactly the same logic as the argument in section 10.3 Andrews
and Guggenberger (2007b) and will therefore be omitted. The only modiﬁcations needed for many
moment asymptotics are that  ˆ gn(θ) − ˆ νn  = OP
 
mn
n
 
,  ˆ νn − ν0  = OP
 
mn
n
 
, and that we need
m2
n
n → 0 for consistency of the weighting matrix. This establishes ˆ T GELR
n (θ)−S2(ˆ gn(θ), ˆ Ωn(θ)−1)=
10More speciﬁcally, under quasi-convexity of the test function and imposing the rate condition needed for the
Berry-Ess´ een bounds, the proof of their Theorem 1 on asymptotically correct coverage of GMS conﬁdence sets
goes through using the same truncation and approximation arguments as in the proof of Theorem 3 in this paper.
In order to avoid unnecessary additional notation, I will not reproduce the proof, but refer the reader to the
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OP
 
mn
n
 
= oP(1) by the assumptions of the Lemma. Hence we can apply Lemma 2 to establish
Conditions 6-7 for the GEL statistic.
We now state conditions under which it is possible to implement feasible inverse variance
weighting for statistics based on the test functions S1 and S2. This requires that the top left
mn × mn submatrix of the covariance operator Ωn(θ) can be estimated consistently.
Condition 13. (a) n{E[ˆ gn(θ)ˆ gn(θ) ] − E[ˆ gn(θ)]E[ˆ gn(θ) ]} =Ω ( θ)
(b) There exists a consistent estimator ˆ Ωm,n(θ), i.e.
ˆ Ωmn,n(θ) − Ωmn(θ)
p
→ 0
(c) The eigenvalues of Ωm(θ) are bounded from below uniformly in m and θ.
(d) The elements of Ωm(θ) are bounded in absolute value uniformly in m and θ.
Under condition 13 and
m2
n
n → 0, the weighting matrix ψ(Ωn(θ),m,n) can be estimated con-
sistently, and using the results from Proposition 2 and Lemma 3, we can give a coverage result
for some of the most instances of the general framework for inference set out above.
Corollary 2. Suppose Wn(θ)=Ω n(θ)−1. For the test statistics ˆ Tn,1(θ) and ˆ Tn,2(θ) based on
the test functions S1(g,W) and S2(g,W), respectively, and the GELR test statistic ˆ Tn,3(θ): =
m−1
n ˆ T GELR
n (θ) , we have
(a) Under Conditions 6, 7, 13, 8, and 9, for critical values ˆ cn(θ,1−α) obtained from plug-in
asymptotics, the asymptotic size of the test based on ˆ Tn,j(θ), j =1 ,2,3 satisﬁes
liminf
n
inf
(θ,F)
PF(Tn(θ) ≤ ˆ cn(θ,1 − α)) ≥ 1 − α
(b) Under assumptions 6-7, 8, 9, and 11, for critical values ˆ cn,b(θ,1 − α) obtained from
subsampling, the asymptotic size of the test based on ˆ Tn,j(θ), j =1 ,2,3 satisﬁes
liminf
n
inf
(θ,F)
PF(Tn(θ) ≤ ˆ cn,b(θ,1 − α)) ≥ 1 − α
4.8. Primitive Conditions for the Wald/GMM Statistic. We will now state diﬀerent sets
of conditions under which the quadratic forms corresponding to the test functions S1 and S2
converge in distribution to a normal random variable under the least favorable hypothesis. The
limiting distribution of the test statistics under any value of the nuisance parameter pertaining
to the null hypothesis will therefore be dominated by a normal experiment.
We will ﬁrst discuss the case in which the joint ﬁnite-sample distribution of the sample moment
functions is Gaussian. Under the conditions for Theorem 3, the distribution of the statistic for
non-Gaussian data will be approximated by that for a Gaussian experiment, so that the limiting
argument will continue to hold.
For the asymptotic normality result, we will apply a central limit theorem for heterogeneous
strong mixing sequences to the distribution of chi-bar square weights for the QLR statistic.
Recall that the chi-bar square weight for j degrees of freedom is equal to the probability that28 KONRAD MENZEL
exactly j constraints are binding (see Kudo (1963)). For the mth moment condition, deﬁne
DmM(θ): =1 l {Zm − Πm(Z|RM
+ ,ΩnM(θ)) < 0}. Then the number of binding constraints is given
by
 M
m=1 DmM(θ). If the moment functions are Gaussian, by a result from Kolmogorov and
Rozanov (1960), we can give suﬃcient conditions for strong mixing of DmM(θ)i nt e r m so ft h e
second moments of ζ(θ): =ˆ gn(θ) − ¯ gn(θ):
Condition 14. (i) ζ =( ζ1,...,ζ M) is an M-dimensional random vector with E[ζm]=0for
m =1 ,...,M, E[ζζ ]=Ω nM(θ), (ii) the eigenvalues of supm eigΩnM(θ) <Bfor some B<∞,
and (iii) for ωlm,t h e(l,m)th element of Ω we have ωlm = o(|l − m|−1).
Geometrically, this condition also implies that neither the cone CΩ−1 corresponding to the null
hypothesis nor its polar cone become “too small” as we add more moment conditions, so the
distribution of chi-bar square weights does not degenerate.
Now let
¯ σM(θ)
2 := Var
 
M
−1/2
M  
m=1
DmM(θ)
 
(5)
Now we can show the following limiting result for the QLR statistic as the number M of moment
restrictions goes to inﬁnity:
Proposition 3. Suppose Condition 14 holds and ζ is Gaussian, then the QLR statistic under
the least favorable hypothesis, nˆ TnM(θ)=m i n ν≥0(ζn(θ) − ν) ΩnM(θ)−1(ζn(θ) − ν) converges in
distribution to
ˆ TnM(θ) − M
2  
M(1 + ¯ σM(θ)2)
d → N(0,1)
Example 9. (Diagonal Covariance Matrix) Suppose under the least favorable hypothesis ˆ gn(θ) ∼
N(0,Ωn(θ)),w h e r eΩn(θ) = diag(ω1n(θ),ω 2n(θ),...) is diagonal. Then the ﬁnite-sample distri-
bution of ˆ Tn(θ) is chi-bar squared with c.d.f.
P(nˆ Tn(θ) ≥ t)=
mn  
j=1
wj(θ)P(χ
2
j ≥ c)=
mn  
j=1
2
−mn
 
mn
j
 
P(χ
2
j ≥ c)
where χ2
j is a chi-squared random variable with j degrees of freedom.
In our example, ˆ Tn(θ) can be represented as a mixture of chi-squared random variables with
diﬀerent degrees of freedom,
¯ µSmn(θ)=E[ˆ Tn(θ)] =
mn  
j=1
2
−mn
 
mn
j
 
Eχ
2
j =
mn
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Since for the chi-squared distribution with j degrees of freedom E
 
(χ2
j)2 
=
 
E[χ2
j]
 2+V ar(χ2
j)=
j2 +2 j, we can now calculate the second moment by11
E[ˆ Tn(θ)
2]=
mn  
j=1
2
−mn
 
mn
j
 
E(χ
2
j)
2 =
mn  
j=1
2
−mn
 
mn
j
 
(j
2 +2 j)=
1
4
mn(mn +1 )+mn
Hence,
Var( ˆ Tn(θ)) =
1
4
mn(mn +5 )−
1
4
m
2
n =
5
4
mn
so that the ratio
¯ µmn(θ)
¯ σ2
J(θ) = 2
5 ≤∞ . Dykstra (1991) shows that for any mixture of chi-squared
distributions Wn = χ2
Jn where Jn is a integer-valued random variable satisfying
E[Wn]
Var(Wn) ≤ B ≤∞ ,
the standardization of Wn converges to a standard normal if and only if the distribution of degrees
of freedom Jn converges to a normal. In this example, SM ∼ B
 
M, 1
2
 
, so that asymptotic
normality follows from the deMoivre-Laplace theorem, and hence,
2nˆ Tn(θ) − mn √
mn
d → N (0,5)
From Theorem 3, we can approximate the distribution of the QLR statistic arbitrarily well by a
chi-bar square random variable, so that we can extend Proposition 3 to the case of non-Gaussian
errors:
Corollary 3. Suppose Condition 14 and the Assumptions of Theorem 3 hold, then the QLR
statistic under the least favorable hypothesis, nˆ TnM(θ)=m i n ν≥0(ζn(θ) − ν) ΩnM(θ)−1(ζn(θ) − ν)
converges in distribution to
ˆ TnM(θ) − M
2  
M(1 + ¯ σM(θ)2)
d → N(0,1)
Recall that Theorem 3 requires that
m7
n
n2 → 0 which seems overly restrictive for deriving the
distributions of quadratic forms of the type given by test functions S1 and S2. We will now
give an asymptotic normality result under the assumption that Ω is diagonal which sidesteps the
argument from Theorem 3 and delivers a sharp restriction on the rate of mn.
11We can prove the summation formula
 m
j=1
 m
j
 
j2 = m(m +1 ) 2 m−2 for the last step by induction over m:
Clearly the expression is true for m =0 ,s of o rm+1, we have by the inductive hypothesis and standard binomial
identities
m+1  
j=1
 
m +1
j
 
j
2 =( m +1 )
2 +
m  
j=1
  
m
j − 1
 
−
 
m
j
  
j
2 =( m +1 )
2 +
m  
j=1
 
m
j
 
j
2 +
m  
j=0
 
m
j − 1
 
(j
2 +2 j +1 )
= m(m +1 ) 2 m−1 + m2m +2 m =( m + 1)((m +1 )+1 ) 2 (m+1)−2
proving the claim.30 KONRAD MENZEL
Deﬁne
µn(θ)=1+
1
mn
mn  
m=1
 
n¯ gmn(θ)
2Φ
 
−
√
n¯ gmn(θ)
σmn(θ)
 
+
  −
√
n
¯ gmn(θ)
σmn(θ)
√
n
¯ gmn(θ)
σmn(θ)
z
2ϕ(z)dz
 
where ϕ(·) is the p.d.f. of a standard normal, and let
¯ σmn(θ)
2 =V a r
 
1
√
mn
mn  
m=1
 
ζmn
σmn
 2
1l {ζmn ≤ ¯ gmn}
 
Note that under the least favorable hypothesis, ¯ gmn(θ) = 0 for all m =1 ,2,...,w eh a v eµn(θ)=
1. As shown in the proof of the following proposition, the leading term of the approximation
error depends mainly on the skewness of the distribution of ξin(θ). We will now state our last
distributional result:
Proposition 4. Suppose Condition 8 holds.
(i) If mn →∞and mn
n → 0,a n dζmn are strong α mixing with size − r
r−2, then for S1(g,Ω−1)
we have
√
mn
2S1(ϕ(1)(ˆ gn,m n,n),Ω−1
n ) − µn
2
 
1+¯ σmn(θ)2
d → N(0,1)
.
(ii) If mn →∞and mn
n → 0 and Ωn(θ) is diagonal, then the QLR statistic satisﬁes
√
mn
2S2(ϕ(1)(ˆ gn,m n,n),Ω−1
n ) − µn  
1+¯ σmn(θ)2
d → N(0,1)
where under the least favorable hypothesis 1+¯ σ2
mn =5
where the rate condition mn
n → 0 is necessary for the conclusions.
This last result is interesting because it shows that for a special case of interest, we can
state a sharp rate on the number of moment conditions. Since for the subsample size, we have
bn
n → 0, this rate result implies that for a range of rates mn, subsampling fails whereas plug-in
asymptotics remain valid. It is interesting to note that for this special case of the QLR statistic,
the approximation error enters only through the mean of the censored censored moments, and,
as one can see from the proof of Proposition 4, its magnitude depends mainly on the third
cumulants of the marginal distributions of the components of ξin(θ).
If Ωn(θ) is not diagonal, the contributions of the individual components of the moment vector
become interrelated through the projection implicit in the multivariate censoring problem, so
the analogous argument would be more involved, and I leave this for future research. Also, this
argument is speciﬁc to the quasi-likelihood ratio test, and does not extend to other convex test
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5. Dimension Reduction: An LM-Type Statistic
Whereas in a k-dimensional parameter space, at any point of the boundary of the identiﬁed
set, typically at most k population moment inequalities will be binding, an AR-type test will
typically use a much larger number of moments than that, even after applying a moment-selection
procedure as in Andrews and Soares (2007).
The Anderson-Rubin (AR) type statistic for this estimation problem is given by the concen-
trated CUE objective function
AR(θ)=nmin
ν≥0
(¯ g(θ) − ν)
 ˆ Ω(θ)
−1(¯ g(θ) − ν)
which, under regularity conditions, converges in distribution to a chi-bar squared distribution
with m degrees of freedom, AR(θ)
d → ¯ χ2(γ(θ),Ω(θ),CΩ(θ)−1). In the case of moment equalities,
inference based on the AR statistic may yield empty conﬁdence intervals (see Kleibergen (2002)
and Kleibergen (2005)), and furthermore for a large number of degrees of freedom, the test may
have low power. In fact, for the point-identiﬁed linear IV model, which is a special case of our
model up to the restrictions on the growth rate of the number of moments, Andrews and Stock
(2006) showed that under many weak moment asymptotics, the AR test has asymptotic power
equal to size.
In addition, since for partially identiﬁed problems, the parameter γ(θ) can only be estimated
conservatively either by a moment selection procedure as suggested by Chernozhukov, Hong, and
Tamer (2007) and Andrews and Soares (2007) in the discrete set of moment inequalities, or by
preliminary estimation of a contact set if there is a continuum of conditions as in Chernozhukov,
Lee, and Rosen (2008). Hence, inference has to be conservative regardless of the procedure used
to obtain critical values. For the AR-type statistic, the dimension of the nuisance parameter
equals the number of moments used for estimation. Therefore the problem of inference with
moment inequalities exhibits an additional ”curse of dimensionality” in that the critical values
correspond to the least favorable value of a high-dimensional object.
Since as long as the number of moment restrictions doesn’t grow too fast, the GELR class
of test statistics is asymptotically equivalent to the QLR/AR test statistic, any test from that
class should also be expected to inherit the same drawbacks. It should be pointed out that this
can be reconciled with Canay (2007)’s large deviations optimality result for the ELR statistic
as follows: large-deviations optimality only means that for any choice of a critical value, an
ELR hypothesis test solves the trade-oﬀ between type-I and type-II error optimally in the limit.
Since the asymptotic distribution of the ELR test for moment inequalities depends on a nuisance
parameter which can’t be estimated consistently, estimated critical values are conservative - i.e.
it is in general not possible to control size precisely. Therefore, large-deviations optimality does
not imply that a feasible size α test based on the ELR statistic is more powerful than alternative
procedures. Furthermore, the arguments behind Kleibergen (2005)’s LM statistic and Moreira32 KONRAD MENZEL
(2003)’s CLR test involve a conditioning argument whereas the large-deviations optimality result
is on unconditional inference.
5.1. Dimension Reduction. In the presence of a large number of moment restrictions, there
are two factors which reduce the power of inference procedures: as in the case of moment equal-
ities, the power of a chi-squared type test decreases in the number of degrees of freedom for an
Anderson-Rubin type statistics for a ﬁxed noncentrality parameter (see e.g. Lehmann and Ro-
mano (2005), ch.14). On the other hand, if the slackness parameters of the moment restrictions
can’t be estimated consistently (as e.g. under weak identiﬁcation), conservative inference has to
be based on the least favorable null distribution, which assumes that all moments considered are
exactly binding.
In the weak instruments literature, there are two main approaches to eliminating variation in
directions orthogonal to the parameter: Kleibergen (2002)’s LM test is based on the score of the
concentrated objective function, whereas Moreira (2003)’s Conditional Likelihood Ratio (CLR)
test conditions on a suﬃcent statistic for the nuisance parameter. The idea behind the LM test
seems to adapt more easily to the GMM set-up Kleibergen (2005), but tests based on the LM
statistic turn out to be dominated the conditional likelihood ratio test in power comparisons
(Andrews, Moreira, and Stock (2006)). Also, the score may have multiple roots under weak
identiﬁcation.
In order to adapt Kleibergen’s LM-statistic to the moment inequality framework, the central
question is how to treat the m-dimensional nuisance parameter corresponding to the slackness
of each of the m constraints.
For a ﬁxed value of ν, the ﬁrst-order conditions for a maximum of the AR statistic Q(θ)a r e
given by the score
0=
∂
∂θ
Q(˜ θ)= ˆ G(˜ θ)Ω(˜ θ)
−1¯ g(˜ θ,ν)
where the kth component of ˆ G(θ)i sg i v e nb y
ˆ Gk(θ)= ¯ Gk(θ) − ˆ Ck(θ)ˆ Ω(θ)
−1¯ g(θ)
and ˆ C(θ)= 1
n
 n
i=1
∂
∂θkgi(θ) gi(θ). Denote
CW =
 
x ∈ R
m :  x,y W ≥ 0 for all y ∈ R
m
+
 
C
◦
W =
 
x ∈ R
m :  x,y W ≤ 0 for all y ∈ R
m
+
 
the dual and the polar cone, respectively, of the positive orthant with respect to the metric W.
Then for the inverse variance transformation  ·,· ˆ Ω(θ)−1,s e t
ˆ D(θ)=
⎡
⎣
Π
 
ˆ G(θ)
 
 
 Cˆ Ω(θ)−1, ˆ Ω(θ)−1
 
−Π
 
ˆ G(θ)
   
 C◦
ˆ Ω(θ)−1, ˆ Ω(θ)−1
 
⎤
⎦
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where Π(x|CW,W) denotes the projection of a vector x onto the cone CW with respect to the
inner product  ·,· W.
Assumption 7. (i) ˆ Ω(θ)
p
→ Ω(θ)
(ii) ˆ Ck(θ)
p
→ Ck(θ)=E[Gik(θ)gi(θ)]
(iii) Ω(θ) is nonsingular for each θ ∈ Θ.
(iv) {(g(W, θ),G(W, θ))|θ ∈ Θ} is P-Donsker.
The ﬁrst two parts of 7 require that the covariance matrix of the moment functions and Jaco-
bians can be estimated consistently, which is true under commonly imposed regularity conditions
(e.g. existence of fourth moments). Assumption 7 (iv) can be replaced by relatively standard
lower-level assumptions - e.g. the moment functions and their Jacobian being bounded Lipschitz
- for a summary see e.g. van der Vaart (1998) or van der Vaart and Wellner (1996).
Lemma 4. Under Assumption 7
√
n( ˆ G(θ) − G0(θ))  Γ(θ)
√
n(ˆ g(θ) − E[ˆ g(θ)])  ∆(θ)
where Γ(θ) and ∆(θ) are independent for every θ ∈ Θ.
The most important conclusion of the Lemma is that the estimated Jacobian ˆ G(θ), and there-
fore any function of the estimated Jacobian, is stochastically independent of the moment vector.
This argument relies on the joint asymptotical normality of ˆ G and ˆ g, and we will therefore
only consider the case in which the dimension of the moment vector is ﬁnite, so we can rely on
standard central limit results.
Proposition 5. Under Assumption 7,
Sn(θ): =
√
n( ˆ D(θ)
 ˆ Ω(θ)
−1 ˆ D(θ))
−1/2 ˆ D(θ)
 ˆ Ω(θ)
−1¯ g(θ)  ψ(θ)
where conditional on ˆ D(θ), ψ(θ) ∼ N(cθ,I) and cθ =( D(θ) Ω(θ)−1D(θ))−1/2D(θ) Ω(θ)−1γ(θ),
Proof: Since by Lemma 4, Γ(θ) is independent of ∆(θ), the estimated Jacobian is asymp-
totically independent of the sample mean of the moment functions ¯ g(β), and the variance matrix
Ω(β) is estimated consistently, the Jacobian projected onto Cˆ Ω(β)−1 is also independent of ¯ g(β).
Furthermore, the mapping from the Jacobian ˆ Dn(θ) to its projections onto a convex cone and its
polar is one-to-one from Rm×k to Cˆ Ω(β)−1 ×C 0
ˆ Ω(β)−1, so that the distribution of ψ(θ) conditional
on ˆ D(θ) is the same as the distribution of ψ(θ) conditional on ˆ Gn(θ).
Therefore, the limiting distribution of ¯ g(θ) conditional on ˆ D(θ) coincides with the marginal
distribution, so that
ˆ D(θ)
 ˆ Ω(θ)
−1¯ g(θ)| ˆ D(θ)
d → N(0, ˆ D(θ)
 Ω(θ)
−1 ˆ D(θ))
which completes the argument 34 KONRAD MENZEL
Note that, by construction, D(θ) Ω(θ)−1γ(θ) ≥ 0 whenever γ(θ) ≥ 0, and therefore cθ ∈
C(D(β) Ω(β)−1D(β))−1. Therefore, the non-negativity restrictions on the slackness parameters im-
ply non-trivial restrictions on the linear combinations of slackness parameters in the modiﬁed
score.
It follows that we can construct a LM-type statistic based on the random variable Sn(θ):
Corollary 4. The asymptotic distribution for the modiﬁed LM statistic is given by
LM(θ)=m i n
ν≥0
( ˆ D(θ)
 ˆ Ω(θ)
−1¯ g(θ) − ν)
 ( ˆ D(θ)
 ˆ Ω(θ)
−1 ˆ D(θ)
 ) ( ˆ D(θ)
 ˆ Ω(θ)
−1¯ g(θ) − ν)
d → ¯ χ
2(γ, ˆ V (θ),Cˆ V (θ))
conditional on ˆ D(θ),w h e r eˆ V (θ)= ˆ D(θ) Ω(θ)−1 ˆ D(θ),a n d¯ χ2(µ,Ω,CW)=m i n ν≥0(Z −ν) W(Z −
ν) for Z ∼ N(µ,Ω).
Hence, inference based on the pseudo-LM statistic again reduces to a chi-bar-square testing
problem. By the conditioning argument we can use the sample analog of the projected Jacobians
instead of the population parameters without having to adjust the asymptotic distribution for
the fact that they are estimated from the same data as the sample moments. It should be pointed
out that this argument is only for the case of a ﬁnite-dimensional moment vector.
Note also that basing inference on the score of the CUE objective function reduces the com-
putational cost of simulating critical values for the statistic since the quadratic optimization
problem we have to solve is over a parameter with dimension equal to that of the moment vector
used for inference.
Another favorable property of Kleibergen (2005)’s test statistic is that if the parameter space
is Θ = Rk, misspeciﬁcation from moment conditions which are not satisﬁed at the true parameter
does not lead to a spurious increase in power, which is a drawback of the AR statistic: since
Kleibergen’s LM test implicitly tests a k-dimensional linear combination of the m moments in
a k-dimensional parameter space, there will always be a value of θ which solves the k score
equations. This property is not inherited by the pseudo-LM test even in the linear case because
in Rk, the intersection of 2k half-spaces can be empty.
5.2. Comparing Power of LM and AR tests. The relative power of AR-type tests (including
the QLR statistic, and the class of Generalized Empirical Likelihood Ratio statistics) and the
LM-type statistics should depend on the following factors:
• taking linear combinations of moments may reduce power by reducing the non-centrality
parameter
• conditioning inference on an ancillary statistic in a test based on the LM-type test in-
creases power
• for a ﬁxed non-centrality parameter, power decreases in the number of degrees of freedom
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• since the asymptotic distribution under the null depends on the slackness parameters γ(θ)
which vary within the identiﬁed set and aren’t estimable, we have to use conservative
critical values for inference. Typically, inference will be more conservative the larger the
dimension of this nuisance parameter.
The ﬁrst problem is in part reﬂected by the lack of ”global” power of the Kleibergen test against
”irrelevant alternatives”, i.e. roots of the score which do not correspond to a minimum of the
CUE objective function. In the case of moment inequalities, this will also become a problem for
local power since under the null hypothesis, some parameters will also be slack. That means that
even though under a given alternative θA / ∈ Θ0 some moments will be violated, i.e. γ(θA) ≥/0,
the linear combination ˆ D(θA) ˆ Ω(θA)−1γ(θA)m a ys t i l lb e .
In GMM inference with moment equalities, a generalization of Moreira (2003)s Conditional
Likelihood Ratio (CLR) test can be represented as a weighted combination of the AR and the
LM statistic, using a test statistic for the rank of the average Jacobian of the moment functions
as weights. Analogous to Kleibergen (2005), we can deﬁne the pseudo-CLR statistic
2PCLR n(θ)=ARn(θ) − Jn(θ)+
 
(ARn(θ) − Jn(θ))2 − 4Jn(θ)LM(θ)
where Jn(θ): = ˆ Dn(θ) ˆ Ω−1 ˆ Dn(θ) is a statistic for the signed rank condition. While in the case
of moment equalities, Kleibergen (2005) showed that this modiﬁcation removes the extraneous
roots of the score equation for the CUE estimator. Extending the argument from Kleibergen
(2005), it is possible to simulate critical values for the CLR-type test statistic conditional on
the value of Jn(θ) using independent draws from ¯ χ2 distributions with the appropriate variance
matrices and degrees of freedom en lieu of the components ARn(θ)a n dLMn(θ) in the expression
above.
In classical GMM problems, the CLR test outperforms the AR test in part because it conditions
on a suﬃcient statistic for the Jacobians of the moment functions, which are a potentially high-
dimensional nuisance parameter for inference on the parameter of interest. However, for one-sided
GMM-type testing problems, the slackness parameters of the moment inequalities introduce an
additional nuisance parameter which can’t be eliminated in a similar fashion. Therefore, it
looks promising to combine the use of a pseudo-CLR or Kleibergen-type statistic with a moment
selection procedure as in Andrews and Jia (2008) using a tuning parameter which remains ﬁnite.
Working out this connection properly is beyond the scope of this paper and will be left for future
research.
5.3. Simulation Results for AR and LM-type Tests. In this subsection, we compare the
power functions of tests based on the AR-type and LM-type statistic for the linear model. More
speciﬁcally, we generate data from
y
∗
i = xiβ + ε
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Figure 1. Power Comparison between AR and LM Type Test
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where (ε,ν) ∼ N
 
0,σ 2
 
1  
  1
  
and zi is an M-dimensional nonnegative random vector with
unit variance which is independent of (ε,ν). For estimation, we assume that we do not observe
y∗
i, but bounds such that yil ≤ y∗
i ≤ yiu with probability one, and E[yu − yl|z]=h for some
positive constant h. We then form moment functions
g1i(β)=zi(yiu − xiβ),g 2(β)=−zi(yil − xiβ)
The graphs show the simulated rejection probabilities of the AR and LM type tests at a nominal
5% signiﬁcance level for diﬀerent values of β using critical values obtained by simulation from
a Gaussian distribution under the least favorable hypothesis. The data was generated under
β0 = 1, and the boundaries of the population identiﬁcation region for a particular choice of
parameters are plotted as vertical dotted lines.
The ”ﬁrst stage” parameter π was chosen to be small in all scenarios so that generalized moment
selection would not have been likely to detect any slack moments for the range of hypotheses on
β considered in the simulation study. From the power functions, it is clear that either test has
size far below the nominal 5% level indicated by the horizontal dotted line, but both procedures
appear to be appropriately ”centered” around the identiﬁcation region marked by the vertical
dotted lines. Most notably, in a neighborhood around the identiﬁcation region, the pseudo-LM
test dominates the AR test in terms of power, also suggesting that conﬁdence regions based
on the LM statistic would be considerably smaller than those constructed by inverting the AR
statistic.
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Figure 2. Power Comparison between AR and LM Type Tests with and without
Very Slack Constraints
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AR test at some more distant alternatives. This may be a result of the known problem of
Kleibergen’s statistic with extraneous roots of the CUE score in the usual GMM setting.
Also, from the theory, we would expect the pseudo-LM test to lose power in the presence of some
very slack constraints under the alternative. We explore this in the simulation experiments in
ﬁgure 5.3 where, in order to visualize the power loss, we plot the power functions for the test
including slack constraints next to those for the ”uncompromised” set of moment restrictions. In
the case of a single problematic constraint, we ﬁnd a marked deterioration in the performance of
the pseudo-LM test, even though it should be noted that the average slackness of the constraint
in question on the boundary of the identiﬁcation region was chosen to be 35 times its standard
deviation, so that even a very conservative pre-test would have detected that moment restriction38 KONRAD MENZEL
as non-binding with probability close to one.
The second experiment suggests that the pseudo-LM test does considerably worse if a signiﬁcant
proportion of moments (one third in the example in ﬁgure 5.3) is very slack everywhere in a
neighborhood of the identiﬁcation region. Now the neighborhood of the identiﬁcation region in
which the pseudo-LM procedure dominates the AR-type test shrinks considerably, and for distant
alternatives, the advantage for the AR-type test is overwhelmingly greater. Tentative simulations
for the pseudo-CLR test (not in this paper) suggests that it overcomes the weaknesses of the
LM test for distant alternatives in the absence of very slack moments, but suﬀers from the same
problems as the pseudo-LM test in the presence of constraints that do not bind anywhere near
the identiﬁcation region. It therefore seems promising to combine the pseudo-CLR test with a
moment selection procedure which may overcome the main weaknesses of both the pseudo-LM
and pseudo-CLR statistics discussed in this section, but we will leave this for future research.
6. Discussion
In this paper I show how important insights from the literature on weak identiﬁcation apply
to set-identiﬁed problems. However, settings with moment inequalities diﬀer from the standard
GMM setup in that the shape of the identiﬁcation region, which is the main object of interest, de-
pends on which constraints are used for inference or estimation. In this sense, there are typically
few or no “over-identifying” restrictions, and the sharp identiﬁed region can only be obtained
if all available moment restrictions are used for estimation. Also, estimation and inference has
to account for the presence of the slackness parameter which has the same dimension as the
moment vector and can only be estimated conservatively as suggested by Chernozhukov, Hong,
and Tamer (2007) and Andrews and Soares (2007).
My results on the rate of consistency also indicate that even though in many cases any ﬁnite
number of constraints does not determine the sharp identiﬁcation region, a set estimator using
only a relatively small subset of moment inequalities may in fact be superior to a procedure based
on a larger number of restrictions. In particular for the conditional moment inequality example,
the approximation error discussed in Sections 2 and 3 decreases very fast even for small numbers
of moment conditions, whereas the noise contribution is proportional to mn. It would clearly be
desirable to have a data-driven method to resolve this trade-oﬀ in practice, but this is beyond
the scope of this paper.
The conditions needed for consistency of the set estimator may in practice be quite demanding,
and we saw that unlike in some point-identiﬁed settings, inverse variance weighting does not lead
to a weaker condition on the rates mn and µn for the set estimator. In part, this is a result of the
set estimator using a ﬁxed critical value whereas the distribution of the criterion function is not
asymptotically pivotal, but will typically vary across the parameter space. This suggests that
for inference, parameter-dependent critical values should be used, especially in weakly identiﬁed
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The general inference result is also relatively demanding on the maximal number of moments
compared to sample size. In particular, I show that we should expect approximations of the
distribution using subsampling to be poor in particular if the distribution of the moment vector
is asymmetric. If the number of moments is small relative to sample size, this leads only to
a bias in the slackness parameters towards zero which makes inference conservative. However
if m is large, subsampling also fails to approximate other features of the distribution, so that
asymptotic size of the resulting conﬁdence region may exceed the nominal level.
The power comparisons between AR-type and the pseudo-LM statistic in section 5 indicate
that especially under weak identiﬁcation, aiming directly at the sharp identiﬁcation region need
not necessarily give the smallest conﬁdence sets, but taking suitable linear combinations of mo-
ments together with a conditioning argument can enhance the power of inference procedures
under reasonable assumptions. The combination of a conditioning argument with moment se-
lection as in the deﬁnition of the pseudo-CLR statistic looks very promising, but ﬁnding the
optimal combination of these two aspects and systematic power comparisons with alternative
procedures are beyond the scope of this paper and will be left for future research. However
not all recommendations are as clear-cut due to the inherent “second-best” nature of one-sided
testing problems that has long been known in the literature.
Appendix A. Proofs for Section 3
Derivation of the Rate in Example 4: Denote by ˆ umn
n (z,θ) the projection of un(z,θ)o n t ot h es p a c e
of B-splines with nonnegative coeﬃcients with basis functions pmn(z). Suppose there is θ0 ∈ ΘI\ΘI,n,
so that for all z ∈Zun(z,θ0) ≥ 0, but ˆ umn
n (¯ z,θ0) < 0f o rs o m e¯ z ∈Z . By uniform approximation
through splines |ˆ umn
n (¯ z,θ0) − un(¯ z,θ0)| = O(cm). Let θ1 be the point closest to θ0 with respect to the
Euclidean metric for which ˆ umn
n (¯ z,θ0) ≥ 0. By standard arguments,
(θ0 − θ1) ≈ Dn(z,θ0)(Dn(z,θ0) Dn(z,θ0))−1[ˆ umn
n (¯ z,θ0) − un(¯ z,θ0)]
so that by our assumptions on the rate of Dn, θ0 − θ1 = O
 
cm
a
1/r
n
 
.F o rθA ∈ ΘI,n\ΘI, the analogous
argument goes through with only slight modiﬁcations since eventually κ<τ m, so that taking both steps
together, we can establish the rate stated above 
P r o o fo fT h e o r e m1 :For part (i), we will show that with probability approaching 1, ΘI,n ⊂ ˆ Cn and
ˆ Cn ⊂ ΘK
I,n for any K>0, where ΘK
I,n denotes the K blow-up of ΘI,n with respect to the renormalized
Hausdorﬀ distance ΘK
I,n := {θ ∈ Θ:µ
−1/r
n  n(θ,ΘI,n) ≤ K}.
First note that by Condition 5, ˆ cn ≥ supθ∈ΘI,n n ˆ Qn(θ) with probability converging to one, so that
ΘI,n ⊂ ˆ Cn, implying d(Snθθ,Snθ ˆ Cn) = 0 for all θ ∈ ΘI,n with probability approaching 1.
In order to prove that the set estimator approaches ΘI,n from the outside, we have to show that
for any K>0, ˆ Cn ⊂ ΘK
I,n with probability approaching 1. By construction, µ−1
n supθ∈ˆ Cn n ˆ Qn(θ)= ˆ cn
µn
which is op(1) by assumption 5. On the other hand, by uniform convergence from Condition 3 (c), for40 KONRAD MENZEL
any choice of η>0a n dn large enough,
µ−1
n inf
θ∈Θ\ΘK
I,n
n ˆ Qn(θ) ≥ inf
θ∈Θ\ΘK
I,n
(γn(θ)+αnδn(θ))(1 − η) − η ≥ inf
θ∈Θ\ΘK
I,n
γ(θ)(1 − 3η) − 3η
where the last step uses Condition 3 (b) and αn → 0a n dδn(θ) is uniformly bounded on ˜ Θδ
n.
By epi-convergence from Condition 3 (b), arginfθ∈Θ γ(θ)=Θ I,s ot h a tγ(θ) > 0 for any θ ∈ Θ\ΘI.
Since ΘI ⊂ ΘI,n, and by compactness of Θ\ΘK
I,n,i n f θ∈Θ\ΘK
I,n γ(θ) >εfor some ε>0. Hence choosing
e.g. η = ε
4(1+ε), we have that with probability converging to 1, ˆ Cn ⊂ ΘK
I,n, implying d(Snθθ,SnθΘK
I,n)=0
for all θ ∈ ˆ Cn.S i n c eK was arbitrary, this establishes part (i).
We will now prove part (ii). By the same argument as above, ΘI,n ⊂ ˆ Cn with probability converging
to 1. Now, let Kn =
 
ˆ cn
κ1µn
 r
which converges to zero in probability by Condition 5 so that for any
ε>0a n dn large enough, P(Kn ≥ δ) <ε . Then by Condition 4,
inf
θ∈Θ\Θ
Kn
I,n
n ˆ Qn(θ) ≥ κ1µn(Kn ∧ δ)1/r =ˆ cn
with probability approaching 1. On the other hand, by deﬁnition of the set estimator, supθ∈ ˆ Cn n ˆ Qn(θ)=
ˆ cn so that P( ˆ Cn ⊂ Θ
Kn
I,n) → 1. Hence, µ
−1/r
n  n( ˆ Cn,ΘI,n)=OP
 
ˆ cn
µn
 1/r
, which completes the proof 
Proof of Proposition 1: In order to show uniform convergence for the criterion function, we will ﬁrst
prove the following Lemmas:
Lemma 5. The orthogonal projection of
√
n¯ g+ζ onto a cone C with respect to the scalar product  ·,· W
is a contraction, i.e. for any ζ,˜ ζ,
 Π(
√
n¯ g + ζ|C,W) − Π(
√
n¯ g + ˜ ζ|C,W) 2
W ≤  ζ − ˜ ζ 2
W
Proof: By an orthogonal projection result for convex cones (e.g. Lemma 2.7.5 in Stoer and Witzgall
(1970)), we can write for any ζ
Π(
√
n¯ g + ζ|C,W)=ζ − Π(
√
n¯ g + ζ|C◦,W)
where C◦ denotes the polar cone to C with respect to the scalar product  ·,· W induced by W,a n d
 Π(
√
n¯ g + ζ|C,W),Π(
√
n¯ g + ζ|C◦,W) W =0 ( 6 )
Now, instead of calculating the moments of ζ and Π(
√
n¯ g + ζ|C,W), we will look at the diﬀerences
between two independent draws ζ,˜ ζ from the same distribution, which have mean zero by construction.ESTIMATION AND INFERENCE WITH MANY MOMENT INEQUALITIES (JOB MARKET PAPER) 41
For any pair ζ,˜ ζ we have
 Π(
√
n¯ g + ζ|C,W) − Π(
√
n¯ g + ˜ ζ|C,W) 2
W =  ζ − ˜ ζ 2
W +  Π(
√
n¯ g + ζ|C◦,W) − Π(
√
n¯ g + ˜ ζ|C◦,W) 2
W
−2(Π(
√
n¯ g + ζ|C◦,W) − Π(
√
n¯ g + ˜ ζ|C◦,W)) W(ζ − ˜ ζ)
=  ζ − ˜ ζ 2
W +  Π(
√
n¯ g + ζ|C◦,W) − Π(
√
n¯ g + ˜ ζ|C◦,W) 2
W
+2Π(
√
n¯ g + ζ|C◦,W) WΠ(
√
n¯ g + ˜ ζ|C,W)
+2Π(
√
n¯ g + ˜ ζ|C◦,W) WΠ(
√
n¯ g + ζ|C,W)
≤  ζ − ˜ ζ 2
W +  Π(
√
n¯ g + ζ|C◦,W) − Π(
√
n¯ g + ˜ ζ|C◦,W) 2
W
≤  ζ − ˜ ζ 2
W
where the second equality holds by 6, and the ﬁrst inequality uses that by deﬁnition, any vector in C
forms an obtuse angle with respect to  ·,· W with any vector in the corresponding polar cone C◦

Lemma 6. We can bound the expectation of the norm of the projection by
E Π(
√
n¯ g + ζ|C,W) − E[Π(
√
n¯ g + ζ|C,W)] 2 ≤ E ζ 2
W
Proof: Noting that for two independent draws X1,X 2 from the same distribution, E X1 −X2 2 =
2Var(X1), by Lemma 5,
E Π(
√
n¯ g + ζ|C,W) − E[Π(
√
n¯ g + ζ|C,W)] 2 =
1
2
E Π(
√
n¯ g + ζ|C,W) − Π(
√
n¯ g + ˜ ζ|C,W) 2
=
1
2
E ζ − ˜ ζ 2
W = E ζ 2
W
since the expectation of ζ equals zero 
Lemma 7. If the fourth moments of ζn(θ) are bounded uniformly in θ, then the fourth moments of
Π(
√
n¯ g + ζ|C,W) are also uniformly bounded.
Proof: As in the preceding Lemma, and noting that for two i.i.d. draws X1,X 2, E X1 − X2 4 =
2E X1 − E[X1] 4 +2
 
E X1 − E[X1] 2 2. we can produce a very generous (but ﬁnite) bound using
Lemma 5 for independent draws ζ,˜ ζ:
E Π(
√
n¯ g + ζ|C,W) − E[Π(
√
n¯ g + ζ|C,W)] 4 =
1
2
E Π(
√
n¯ g + ζ|C,W) − Π(
√
n¯ g + ˜ ζ|C,W) 4
−
 
E Π(
√
n¯ g + ζ|C,W) 
 2
≤
1
2
E ζ − ˜ ζ 4
W ≤ E ζ 4
W +
 
E ζ 2
W
 2
where both terms on the right-hand side of the last inequality were assumed to be ﬁnite 
Lemma 8. Under Condition 3,
Var
 
Wn(θ)1/2√
nˆ νn(θ)
 
≤ Var
 
Wn(θ)1/2ζn(θ)
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in the positive deﬁnite matrix sense.
Proof: Note that ˆ νn is the projection of
√
n¯ gn(θ)+ζn(θ) onto a polyhedral cone. Hence, for each
value of the vector and the corresponding set of constraints Jn ⊂{ 1,...,m n} deﬁning the face of the
cone
√
n
√
n¯ gn(θ)+ζn(θ) is projected onto,
√
nˆ νn constitutes an orthogonal projection with respect to
the distance weighted by Wn(θ) onto the linear subspace L =s p a n ( {ej : j ∈J } ), where ej denotes
the jth unit vector. For projections onto linear spaces, it is known (see e.g. Malinvaud (1980), sec-
tion 6.4) that Var(
√
n¯ gn(θ)+ζn(θ)|Jn) − Var(
√
nˆ νn|Jn) is positive deﬁnite. By a similar argument,
Var(E[ζn(θ)|Jn]) ≥ Var(E[ˆ νn|Jn]), so that the desired conclusion follows from the conditional variance
identity Jn 
Lemma 9. Deﬁne
T1n(θ): =
√
n
µn(θ)
 ¯ gn(θ) − ν0n(θ),ζ n(θ) W
and
T2n(θ): =
√
n
µn(θ)
 ¯ gn(θ) − ν0n(θ), ˆ νn(θ) − E[ˆ νn(θ)] W
Then, under the conditions of Proposition 1, supθ∈Θ h(θ)−1|T1n(θ)|
p
→ 0 and supθ∈Θ h(θ)−1|T2n(θ)|
p
→ 0.
Proof: We will ﬁrst show pointwise convergence, and then show that the sequence is asymptotically
tight, so that uniformity follows e.g. from Theorem 7.1 in Billingsley (1999). For the argument based
on Prohorov’s Theorem we can in fact dispense of measurability conditions via the Hoﬀmann-Jørgensen
approach using convergence in outer measure, see e.g. van der Vaart and Wellner (1996).
By inspection, T1n has mean zero, and we can bound the variance by
E[T2
1]=µn(θ)−2E[
 
  
√
n(¯ gn(θ) − ν0n),ζ n(θ) W
 
 2]
≤ nµn(θ)−2(¯ gn(θ) − ν0n) Wn(θ)1/2E[Wn(θ)1/2ζn(θ)ζn(θ) Wn(θ)1/2]Wn(θ)1/2(¯ gn(θ) − ν0n)
  nµn(θ)−2(¯ gn(θ) − ν0n) Wn(θ)(¯ gn(θ) − ν0n)=µn(θ)−1γn(θ)
where ” ” means ”less than or equal up to a multiplicative constant,” and since by Condition 3 (b),
the maximal eigenvalue of E[Wn(θ)1/2ζn(θ)ζn(θ) Wn(θ)1/2] is uniformly bounded. Now note that by
construction hn(θ)−1γn(θ) is uniformly bounded over θ ∈ Θ. Since µn →∞by Assumption 5, the
variance of hn(θ)−1T1n(θ) goes to zero for all θ ∈ Θ so that, by Chebyshev’s inequality, for all θ ∈ Θ
hn(θ)−1T1n(θ)
p
→ 0. Using the same argument and Lemma 8, we also have pointwise convergence for
hn(θ)−1T2n(θ).
In order to prove tightness, note that we can use the Cauchy-Schwarz Inequality to bound
|T1n(θ)| =
 
T1n(θ)2 =
1
µn(θ)
  
  
√
n(¯ gn(θ) − ν0n(θ)),ζ n(θ) W
 
 2
≤
√
nmn
µn(θ)
 ¯ gn(θ) − ν0n(θ) Wm−1/2
n  ζn(θ) W ≤ α1/2
n γn(θ)1/2m−1/2
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Since hn(θ)−1γn(θ) is uniformly bounded in Θ, it suﬃces show that 1 √
mn  ζn(θ) W is tight, which follows
from Condition 3, part(d) by
m−1
n  ζn(θ) W ≤ C∗
W max
m≤mn
ζmn(θ)2 ≤
 
max
m≤mn
|ζmn(θ)|
 2
where C∗
W := max eig(W) is the largest eigenvalue of W. Therefore, hn(θ)−1T1 is concentrated on a
compact. Using Lemma 6, we get the analogous result for T2 
Lemma 10. Under the conditions of Proposition 1,
T3n := µ−1
n
 
 ζn −
√
n(ˆ νn − ν0n) 2
W − E
 
 ζn −
√
n(ˆ νn − ν0n) 2
W
   p
→ 0
uniformly in θ ∈ ˜ Θδ
n.
Proof: Denote ∆ := Π(¯ g + ζ|C,W) − E[Π(¯ g + ζ|C,W)] By Lemma 7 and Assumption 3 (b),
the fourth moment of ∆ is bounded, and hence by the triangle inequality and Chebyshev’s Inequality,
m−1
n ( ∆ 2
W − E ∆ 2
W)
p
→ 0. Notice also that by the triangle inequality
m−1
n | ∆ 2
W − E ∆ 2
W|≤m−1
n  ∆ 2
W + m−1
n E ∆ 2
W
where m−1
n  ∆ 2
W is tight by the same argument as in the previous lemma, and m−1
n E ∆ 2
W is uniformly
bounded by Condition 3 (b). Since mn
µn = αn → 0, T3n = αnm−1
n ( ∆ 2
W −E ∆ 2
W) converges to zero in
probability uniformly in θ 
Proof of Proposition 1: The proof of uniform convergence is similar to that for GMM in Han
and Phillips (2006), except that we have to bound terms using the contraction argument at several
steps since there is no closed-form expression for projections of the noise part. By Assumption 4 and
Assumption 3 (d),
n ˆ gn − ν∗(θ) 2
Wn − n ˆ gn(θ) − ν∗(θ) 2
W
p
→ 0
uniformly in θ, so that in the following we can hold Wn(θ)ﬁ x e da tW(θ). I will also suppress subscripts
and arguments wherever possible with the understanding that all quantities are evaluated at sample
size n and the parameter θ ∈ ˜ Θδ
n.W ec a nt h e nr e w r i t e
nQn =  
√
n(¯ g − ν∗)+ζ 2
W
=  
√
n(¯ g − ν0)+(
√
n(¯ g − ν∗)+ζ) −
√
n(¯ g − ν0) 2
W
= n ¯ g − ν0 2
W +  ζ −
√
n(ν∗ − ν0) 2
W +2
√
n ¯ g − ν0,ζ−
√
n(ν∗ − ν0) W
= µnγn(θ)+mnδn(θ)+2 T1n − 2T2n + T3n
where by Lemmas 9 and 10 the terms
T1n :=
√
n ¯ g − ν0,ζ W
T2n :=
√
n ¯ g − ν0,ν∗ − E[ˆ νn] W
T3n :=  ζn −
√
n(ˆ νn − ν0n) 2
W − E
 
 ζn −
√
n(ˆ νn − ν0n) 2
W
 
converge to zero uniformly in θ ∈ Θ after normalizing with hn(θ)−1
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P r o o fo fT h e o r e m2 :Note ﬁrst that Conditions 3 (a) and (b) are clearly satisﬁed. Now, denote
ˆ γn := µ−1
n (n ˆ Qn − αnδn). In order to verify (c), note that we have for any ε>0a n dη>0a n dτ ∈ R
and n large enough, by Assumption 5 and Proposition 1
1 − ε<P
 
sup
θ∈Θ
   
   
ˆ γn
ˆ γn ∨ 1
ˆ γn ∨ 1
γn ∨ 1
−
γn
γn ∨ 1
   
    <η
 
= P
 
sup
θ∈Θ
   
   (ˆ γn ∨ 1)
(γn + τ(γn ∨ 1)) ∨ 1
γn ∨ 1
− (γn ∨ 1)
   
    <η
 
≤ P
 
sup
θ∈Θ
|(ˆ γn ∨ 1) − (γn ∨ 1)| <η+ τ
 
Since we can choose ε, η,a n dτ arbitrarily close to zero, so that Condition 3 (c) holds for K =1 ,a n d
part (d) follows from Assumption 3 part (c). Condition 4 is satisﬁed by Assumption 1 and Proposition
1w i t hδ = 1. Finally, Condition 5 has already been shown to hold in Lemma 1 
Appendix B. Proofs for Section 4
Veriﬁcation of Assumption 6 for the Statistics S1-S3: We will ﬁrst provide results on quadratic
forms as auxiliary lemmas, which will then be used to show Assumption 6 for the statistic S2.
Lemma 11. Let C1 ⊂C 2 ⊂ l2 be closed convex cones. If g ∈C 2, then for any γ ∈ l2,
S(γ,W1)= (id − PC1)γ 2
W ≥  (id − PC2)(γ + g) 2
W = S(γ + g,W2)
where PCx denotes the projection of x onto C under the norm  ·  W.
Proof: By deﬁnition,
ν∗ = PC1γ =a r gi n f
ν∈C1
 γ − ν 2
W
Since C1 is a closed convex subset of a Hilbert space, the inﬁmum is attained and the arginf is unique
(see e.g. section 3.12, Theorem 1 in Luenberger (1969)).
Since g ∈C 2,( ν∗ + g) ∈C 2. Therefore,
 (id − PC1)γ 2
W =  (γ + g) − (g + ν∗) 2
W ≥ min
ν∈C2
 (γ + g) − ν 2
W =  (id − PC2)(γ + g) 2
W
proving the claim 
Lemma 12. Let C⊂l2 be a closed convex cone. Then for any positive deﬁnite W ∈ Ψ,
S2(γ,W)=m i n
ν∈C
 γ − ν 2
W =  (id − P)γ W
is convex in γ.
Proof: Let γ1,γ 2 ∈ l2 and deﬁne
ν∗
1 := arg inf
ν∈C
 γ1 − ν W, and ν∗
2 := arg inf
ν∈C
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Then for any λ ∈ [0,1], λν∗
1 +( 1− λ)ν∗
2 ∈Csince C is a convex cone. Therefore,
S(λγ1 +( 1− λ)γ2,W)=i n f
ν∈C
 λγ1 +( 1− λ)γ2 − ν 2
W
≤  λ(γ1 − ν∗
1)+( 1− λ)(γ2 − ν∗
2) 2
W
≤ λ2 γ1 − ν∗
1 2
W +( 1− λ)2 γ2 − ν∗
2 2
W +2 λ(1 − λ) γ1 − ν∗
1 W γ2 − ν∗
2 W
≤ λS(γ1,W)+( 1− λ)S(γ2,W)
where the ﬁrst inequality follows from the fact that λν∗
1+(1−λ)ν∗
2 ∈C , and the second from the triangle
inequality since  ·  W is a norm on l2 
Lemma 13. Let ˆ g = γ + Z. Then for any positive deﬁnite W,Ω ∈ Ψ, the critical value c1−α(γ,W,Ω)
of S(ˆ g,W) is a convex function in γ.
Proof: Since S(g,W)i sc o n v e xi ng, we have for every realization of Z
S(λγ1 +( 1− λ)γ2 + Z,W) ≤ λS(γ1 + Z,W)+S(γ2 + Z,W)
Therefore,
λS(γ1 + Z,W)+( 1− λ)S(γ1 + Z,W)  FOSD S(λγ1 +( 1− λ)γ2 + Z,W)
implying that
λc1−α(γ1,W,Ω) + (1 − λ)c1−α(γ2,W,Ω) ≥ c1−α(λγ1 +( 1− λ)γ2,W,Ω)
proving the claim 
Lemma 14. Let C⊂l2 be a closed convex cone. Then for any bounded, positive deﬁnite W ∈ Ψ,
S2(γ,W)=m i n
ν∈C
 γ − ν 2
W =  (id − P)γ W
is continuous in (γ,W).
Proof: Let δ>0a n dl e t( γ1,γ 2)a n d( W1,W 2) be such that
max{ γ1 − γ2 , γ1 − γ2 W1, γ1 − γ2 W2} <δ
and  W1 − W2  <δ .A l s of o ri =1 ,2, let ν∗
i =a r gi n f ν∈C  γi − ν Wi.T h e n
S2(γ1,W 1) − S2(γ2,W 2)= γ1 − ν∗
1 2
W1 −  γ2 − ν2 2
W2
≤  γ1 − ν∗
2 2
W1 −  γ2 − ν∗
2 2
W1 +  γ2 − ν∗
2 2
W1 −  γ2 − ν∗
2 2
W2
≤  γ1 − γ2 2
W1 + | γ2 − ν∗
2,(W1 − W2)(γ2 − ν∗
2) |
≤  γ1 − γ2 2
W1 +  γ2 − ν∗
2 2 W1 − W2 
≤ δ(1 +  γ2 − ν∗
2 2)
where the ﬁrst inequality uses optimality of ν∗
1, the second inequality follows from the negative triangle
inequality, the next line follows from the Cauchy-Schwarz inequality and the deﬁnition of the operator46 KONRAD MENZEL
norm. Since γ2,ν∗
2 are in l2, the norm in the last expression is ﬁnite. By symmetry, we also have
S2(γ2,W 2)−S2(γ1,W 1) ≤ δ(1+ γ1−ν∗
1 2), so that |S2(γ2,W 2)−S2(γ1,W 1)|≤δ(1+maxi=1,2  γi−ν∗
i  2)|.
From the same argument, we also get that
| γ1 − ν∗
1 2 −  γ2 − ν∗
2 2| = |S2(γ1,id) − S2(γ2,id)|≤δ
so that for ε>0 and ﬁxed ¯ γ,w ec a np i c kδ(ε, ¯ γ): =1∧ ε
2+ ¯ γ 2 so that |S2(¯ γ,W2) − S2(γ,W1)| <εfor
all γ with max{ γ − ¯ γ , γ − ¯ γ  ¯ W} <δand all W with  W − ¯ W  <δ , which establishes continuity 
Proof of Lemma 2: For S1, the proof of Condition 6 (a)-(d) is immediate, and property (e) follows
directly from Lemma 12 using W =i d .F o rS2, property (a) follows directly from Lemma 11, property
(b) was shown in Lemma 14, and (c) is immediate. Property (d) follows from the fact that S2 is a norm,
and part (e) follows from Lemma 12.
For S3 note that by restricting the vector a to be in the cone deﬁned by the square root of the weighting
operator W, we ensure that all linear combinations will be positive, so that the test function is indeed
non-increasing in g. Continuity is immediate from the deﬁnition of the test statistic and the fact that
the respective norms on the vector and operator spaces of interest derive from the scalar product. Next,
since for any p.d. diagonal ∆, we can always pick the matrix square root (∆−1W∆−1)1/2 = W1/2∆−1,s o
that  a,(∆−1W∆−1)1/2∆g  =  a,W1/2∆−1∆g , so that part (c) is also satisﬁed. Part (d) is immediate,
and for (e), note that for any two vectors g1,g 2 and λ ∈ [0,1], we have by the triangle inequality for
 ·  2
−
S(λg1 +( 1− λ)g2,W)=s u p
a∈A
  a,W1/2(λg1 +( 1− λ)g2)  2
−
≤ sup
a∈A
 
λ2  a,W1/2g1  2
− +( 1− λ)2  a,W1/2g2  2
−
 
≤ λ2 sup
a∈A
  a,W1/2g1  2
− +( 1− λ)2 sup
a∈A
  a,W1/2g2  2
−
≤ λS(g1,W)+( 1− λ)S(g2,W)
Condition 7 can be veriﬁed using the same reasoning as in Andrews and Guggenberger (2007b): If
hm = ∞ for all m, all three statistics are equal to zero with probability one, so that part (a) is trivially
satisﬁed. On the other hand, if hm  = ∞ for some m we can, w.l.o.g. assume that  h  < ∞ since for all
components m with hm = ∞,w ec a ns e thm+Zm−ν∗
m equal to zero. Then, Si(h+Z,Ω) has full support
on the positive real numbers, and continuity follows from quasi-convexity of Si(·,·) and Theorem 11.1
from Davydov, Lifshits, and Smorodina (1998) (note that their Proposition 11.3 extends from convex
to quasi-convex functionals), which establishes parts (a) and (b) of Condition 7. For part (c) notice
that we have Si(g,W) = 0 if and only if g ≥ 0f o ri =1 ,2,3. Hence for any Gaussian sequence Z with
mean zero, we have P(Si(Z,W) ≤ 0) ≤ P(Z1 ≥ 0) = 1
2. Part (d) clearly holds for all three statistics 
Proofs of Main Results. Following Andrews and Guggenberger (2007b), we will consider drifting
sequences of parameters (η1n,η 2n,η 3n), where η1n gives the slackness of the moment inequalities, η2n =
(θn,w 11,w 12,w 21,...), and η3n is a possibly inﬁnite-dimensional parameter capturing features of theESTIMATION AND INFERENCE WITH MANY MOMENT INEQUALITIES (JOB MARKET PAPER) 47
population distribution, F. Since we let the number of moments grow to inﬁnity as the sample size
increases, η1n,η 2n ∈  ∞ = {{xm}m≥1 :s u p m≥1 |xm| <M } are elements of the space of bounded
sequences which is a complete metric space under the norm  {{xm}m≥1  ∞ =s u p m≥1 |xm|.
The mth component of the slackness parameter η1n ∈ R∞ for the mth moment inequality is given by
η1n,m =¯ gnm(θ)=E[ginm(θ)]
We will now state the conditions of Theorem 3 from Andrews and Guggenberger (2007b), which will
be veriﬁed for the moment inequality model in the proofs of Theorems 3 and 4.
Condition 15. For some r>0,a l lh ∈ H, all subsequences {wn}n≥1 ⊂ N and all sequences
{ηwn,h}wn≥1, and some distributions Jh, ˆ Twn(θwn,h)
d → Jh under {ηwn,h}wn≥1.
Condition 16. Under any η ∈ H, ˆ Tnmbj(θ) has the same distribution as ˆ Tbm(θ),a n dˆ Tnmbj(θ) are i.i.d.
across subsamples j.
Condition 17. For all subsequences {wn}⊂N and all sequences {ηwn,g,h}n≥0,
Uwnbwn(θwn,x) − Eηwn,g,h
 
Uwn,bwn(θwn,x)
  p
→ 0
under ηwn,g,h for all x ∈ R.
Condition 18. For all ε>0 and h ∈ H, Jh(ch(1 − α)+ε) > 1 − α,w h e r ech(1 − α) is the 1 − α
quantile of Jh.
Condition 19. For all h =( h1,h 2) ∈ H, all subsequences {wn}⊂N, and continuity points t of Jg(t)
if under all sequences {ηwn,g,h}n≥0 we have Uwn,mwn,bwn(θwn,g,h,t)
p
→ Jg(t),t h e n
Lwn,mwn,bwn(θwn,g,h,t) − Uwn,mwn,bwn(θwn,g,h,t)
p
→ 0
at all continuity points t of Jg(t).
Condition 20. The sequences η1n and g are such that b
1/2
n η∗
n − g∗
n → 0 as n →∞ .
Condition 21. (i) The limiting distribution of Sn(ˆ gn(θ),W n(θ)) is continuous in η, i.e. for every
sequence ηn → η0 we have that
lim
n
Pηn(Sn(ˆ gn(θ), ˆ Ω(θ)) ≤ s) → Pη0(Sn(ˆ gn(θ), ˆ Ω(θ)) ≤ s)
For the proof of uniform coverage, we use Theorem 3 from Andrews and Guggenberger (2007b), a
weakened version of which we will restate here:
Theorem 5. (Andrews and Guggenberger (2007b), Theorem 3)
(a) Suppose Condition 15 holds. Then a FCV conﬁdence set satisﬁes
AsyCS ∈
 
inf
h∈H
Jh(cF(1 − α)−), inf
h∈H
Jh(cF(1 − α))
 
(b) Suppose Assumptions 11 and 15- 19 hold. Then a subsampling conﬁdence set satisﬁes
AsyCS ∈
 
inf
(g,h)∈GH
Jh(cg(1 − α)−), inf
(g,h)∈GH
Jh(cg(1 − α))
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Note that since Assumption D(ii) in Andrews and Guggenberger (2007b) required for part (b) does
not hold for a growing number of moment conditions, but their argument still goes through when we
replace it with the second part of our Assumption 16, where the statistic Tn,mn(θ) is indexed by both
t h es a m p l es i z ea n dt h en u m b e ro fm o m e n t s .
Proof of Proposition 2: By Condition 6 (c), we can w.l.o.g. assume that each component of ζn has
unit variance. By Condition 7 (d), we have
limsup
n
P(S(ˆ gn,W n) >S (ϕn(ˆ gn),ψ n(Wn))) = limsup
n
P(S(ϕ(ˆ gn),ψ(Wn)) >S (ϕn(ˆ gn),ψ n(Wn)))
≤ limsup
n
P(ϕ(ˆ gn)  = ϕn(ˆ gn)) = 0
since by a Hilbert space version of Strassen’s Law of the Iterated Logarithm (HLIL, e.g. Theorem 8.5
in Ledoux and Talagrand (1991) or Theorem 3.1 in Kuelbs and Kurtz (1974)) applied to ˆ gn − h1,
limsup
n
P (ˆ gmn >  n for some m such that h1m < ∞)
≤ limsup
n
P
 
nrγ1n,h + ζmn √
2loglogn
> 1f o rs o m em such that h1m < ∞
 
≤ P
 
limsup
n
nrγ1n,h + ζmn √
2loglogn
> 1f o rs o m em such that h1m < ∞
 
=0
By the same argument, limsupn P(S(ˆ gn,W n) >S (ϕn(ˆ gn),ψ n(Wn))) = 0 
Proof of Theorem 3. We now show that Condition 15 holds, so that Theorem 5 part (a) applies.
Let Zn be a Gaussian vector with mean zero and covariance operator Ωn,η2. By Condition 6 (c) we can
w.l.o.g. assume that each component of ζn has unit variance, since under mn
n → 0 we can always pre-
multiply the moment vector with a diagonal matrix containing consistent estimators of the (marginal)
standard deviations for each element. Since some of the elements in h1 may be equal to inﬁnity, h1 +ζn
need not be a proper random vector so that we can’t apply the Berry-Ess´ een bounds directly to the
sequences wr
nη1n + ζn. We will therefore use the following truncation argument:
Deﬁne h∗
mn := min{hm,  n} and η∗
mn := min{η∗
1n,m,2w−r
n  n}. Clearly, for every n, the sequences
{h∗
mn}m≥1 and {wr
nη∗
mn}m≥1 are in  ∞, the space of boundedsequences. Also, supm |wr
nη∗
mn−h∗
mn|
n→∞ −→ 0
if and only if wr
nη1n,m
n→∞ −→ hm for all m =1 ,2,....
By the deﬁnition of the truncated parameter sequences η∗
n, and the argument from the proof of Propo-
sition 2, we have for any subsequence wn
limsup
n
P (S(wr
nη1n + ζn,W n)  = S(wr
nη∗
n + ζn,W n))
≤ limsup
n
P(S(wr
nη1n + ζn,W n)  = S(ϕn(wr
nη1n + ζn),W n))
+limsup
n
P(S(ϕn(wr
nη1n + ζn),W n)  = S(wr
nη∗
n + ζn,W n))
= limsup
n
P(S(ϕ(wr
nη1n + ζn),W n)  = S(ϕn(wr
nη1n + ζn),W n))
+limsup
n
P(S(ϕn(wr
nη∗
n + ζn),W n)  = S(ϕ(wr
nη∗
n + ζn),W n))
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for any x ∈ R. Hence it is suﬃcient to consider the truncated sequences wr
nη∗
n − h∗
1n → 0.
Since the dimension mwn of the moment vector increases in the subsequence wn, we will use dimension-
dependent Berry-Ess´ een bounds to justify the approximation of the distribution of ζn by a Gaussian
vector. Since by Condition 6 (d) S(γ+Z,W)i sq u a s i - c o n v e xi nZ, the lower contour sets con≤tS(·,W): =
{g ∈ l2 : S(g,W) ≤ t} are convex for every t ∈ R. In particular, if only the ﬁrst m components of g are
nonzero, the projection of con≤tS onto the ﬁrst m coordinates is convex.
For the class Cm of convex sets in Rm, it follows from Theorem 1.1 in Bentkus (2003) that for an
orthonormal Gaussian sequence Z in l2,
sup
A∈Cm
 
    P(πm(ξn(θ)) ∈ A) − P(πm(Ω(θ)1/2Z) ∈ A)
 
    ≤
400m1/4E ξ(θ) 3
√
n
where πm(x) denotes the projection of x onto its ﬁrst m components. Hence by assumption 8,
sup
t∈R
   
  Pwn,wr
nη∗
n(S(˜ gnm,W) ≤ t) − P(S(wr
nηn +Ω ( θ)1/2Z,W) ≤ t)
   
  ≤
400C
3/2
2 m7/4
n1/2
This bound depends only on dimension and sample size, the second moment of the distribution of gin(θ)
and an absolute constant, and therefore holds uniformly in the parameter space.
For any subsequence wn, we now have from the above argument that for a Gaussian vector Zn with
mean zero and covariance operator Ωn,η2n,
Pη∗
n,h( ˆ Tn(θ) ≤ t)=P
 
S(ϕ(wr
nη∗
wn + ζwn,m wn,w n),ψ(Wwn,η2wn,m wn,w n)) + oP(1) ≤ t
 
= P
 
S(ϕ(wr
nη∗
wn + Zwn,m wn,w n),ψ(Wwn,η2wn,m wn,w n)) ≤ t + oP(1)
 
+ O
 
m7
wn
w2
n
 
→ P(Jh∗
n ≤ t)+O
 
m7
wn
w2
n
 
= P(Jh ≤ t)+o(1)
where the ﬁrst equality uses Condition 6 (a), the second step uses continuity from Condition 6 (b) and
continuity of the distribution of S(h + Z,W) from Condition 7 (a). The last step follows from the
truncation argument made above and the rate condition from Condition 9. This establishes Condition
15, so that by Theorem 5 and Condition 7 (a), AsyCS =i n f h∈H Jh(cF(1−α)) ≥ 1−α. The inequality
follows from the following argument: since under the null hypothesis H, h ≥ 0, Condition 6 (a) implies
cF(1 − α) ≥ ch(1 − α), the 1 − α quantile of Jh, so that for every h ∈ H, Jh(cF(1 − α)) ≥ 1 − α.
To prove the second part of the theorem, notice that if Condition 10 holds, there is a probability
distribution in M which attains h1 =0 ,s ot h a tJh(cF(1 − α)) = 1 − α, so that by continuity of the
c.d.f. at its 1 − α quantile, AsyCS =1− α 
P r o o fo fT h e o r e m4 .We prove the ﬁrst result by showing that the conditions for Theorem 5, part
(b) hold: Condition 11 is assumed in the statement of 4. 15 has already been shown in the proof of
Theorem 3.
Since the number of moments increases in sample size, Condition 16 is not immediate, but can be veriﬁed
under Condition 11 following exactly the same steps as for Condition 15, except that the number of
moment conditions grows at rate mwn whereas the subsample size only grows at rate bwn. Hence for50 KONRAD MENZEL
the subsampling distribution of ˆ Tbwn(θ), we have by deﬁnition of the parameter sequences
Pη∗
wn,h(ˆ Tbn(θ) ≤ t)=P(S(ϕ(br
wnη∗
wn + ζbwn,m wn,b wn),ψ(Wwn,η2wn,m wn,w n)) + oP(1) ≤ t)
→ P(Jg ≤ t)+O
 
m7
wn
b2
wn
 
along any subsequence {wn}n≥1, where by Condition 11,
m7
wn
b2
wn
= o(1), so that Condition 16 holds.
Condition 17 hold by standard arguments for the i.i.d. case, and can be extended to stationary strong
mixing sequences by the same arguments as in ??. Condition 18 can be veriﬁed following exactly the
same line of reasoning as in the proof of Theorem 1 of Andrews and Guggenberger (2007b). Hence we
have by 5 and Condition 7 (a) that AsyCS = Jh(cg(1−α)). Since for every h1 ∈ H1, the set of param-
eters under the null hypothesis, 0 ≤ g1 ≤ h1, we have from Condition 6 (a) that Jh(cg(1 − α)) ≥ 1 − α.
Finally note that if the ﬁrst part of Theorem 4 applies and if in addition Condition 12 holds, we can
show the second part of the Theorem following exactly the same steps as in Theorem 1 (b) of Andrews
and Guggenberger (2007b) 
Proof of Proposition 3: Before we prove Proposition 3, we will show that Condition 14 implies that
the sequence Z1,Z 2,... is strong α-mixing. Recall that the mixing coeﬃcients of a random sequence
are deﬁned as
αh ≡ sup
m
sup
A1∈Am
0 ,A2∈A∞
m+h
|P(A1 ∩ A2) − P(A1)P(A2)|
where Av
u is the σ-algebra generated by the sequence Zu+1,...,Z v.
Lemma 15. Condition 14 implies that {Zm}m≥1 is a strong mixing sequence, where αh has size −1.
Proof: From the deﬁnition of the mixing coeﬃcients αh, it follows directly that αh ≤  h :=
supYm,Ym+h E[YmYm+h]w h e r eYm and Ym+h are mean zero random variables with unit variance which are
measurable with respect to Am
0 and A∞
m+h, respectively. From Theorem 1 in Kolmogorov and Rozanov
(1960) it follows that for Gaussian sequences,  h coincides with the supremum of correlation coeﬃcients
of linear combinations of Z1,...,Z m and Zm+h,..., respectively. Denote Ω
c,d
a,b := {ωkl}a<k≤bc≤l<d.
Then,
α2
h ≤  2
h =s u p
 x 
Ω0,m
0,m
=1 y 
Ωm+h,∞
m+h,∞
=1
 x,Ω
m+h,∞
0,m y 2 ≤ sup
 x 
Ω0,m
0,m
=1 y 
Ωm+h,∞
m+h,∞
=1
 x,Ω
m+h,∞
m+h,2m+hy 2o
 
h−1 
by Condition 14 (ii) since we can reorder the rows of Ω
mh,∞
0,m in a way such that for all pairs of new indices
(k ,l) and the old indices (k,l), |k  − l|≥| k + m+ h − l| + h. Now deﬁne ˜ x := (x1,...,x m,0,0,...), so
that for  y Ω
m+h,∞
m+h,∞
= 1, by the Cauchy-Schwarz inequality we have
 x,Ω
m+h,∞
m+h,2m+hy 2 =  ˜ x,Ω
m+h,∞
m+h,∞y 2 ≤  ˜ x 2
Ω
m+h,∞
m+h,∞
 y 2
Ω
m+h,∞
m+h,∞
=  x 2
Ω
m+h,2m+h
m+h,2m+h
· 1 ≤ B2
Hence, αh ≤  h ≤ Bo
 
h−1 
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Proof of Proposition 3: Deﬁne SM :=
 M
m=1 Dm.S i n c ef o re a c hm, Zm is a mean zero Gaussian,
E[Dm] = 0, so that ESM = M/2.
By Lemma 15 and the deﬁnition of Dm, the sequence D1,D 2,... is strong α mixing with size −1. Note
that a Gaussian random variable has moments to any order, so that by Corollary 3.1 from Wooldridge
and White (1988)
M−1/2
 
SM −
M
2
 
d → N(0, ¯ σ2
M)
where σ2
M := Var(M−1/2SM).
Now note that from standard arguments for the chi-bar square distribution (see e.g. Silvapulle and Sen
(2005)), ˆ TnM(θ) ∼ χ2
SM.S i n c eEχ2
j = j and Var(χ2
j)=2 j, by the law of iterated expectations,
Var(χ2
SM)=E
 
E[χ2
j|j = SM]2 +V a r ( χ2
j|j = SM)
 
− E[χ2
SM]
= E[S2
M +2 SM] − E[SM]2 =
M2
4
+V a r ( SM)+M −
M2
4
= M(1 + ¯ σ2
M)
Since D1,D 2,... are bounded and strong mixing, we have supM ¯ σ2
M < ∞,s ot h a t
Eχ2
SM
Var(χ2
SM
) = 1
1+¯ σ2
M
<
∞. Hence, the conclusion follows from Corollary 2.2 in Dykstra (1991) 
Proof of Proposition 4: For part (i), we can write
√
mnS1(ϕ1(ˆ gn,m n,n), ˆ Ω−1
n )=
n
√
mn
mn  
m=1
 
¯ gmn(θ)+ζmn(θ)
ˆ σmn(θ)
 2
−
Now, note that since for any random variable Z with ﬁnite second moments,
Var(Z)=E[Z21l {Z<0}]+E[Z21l {Z ≥ 0}] − E[Z]2
we have
Emin{Z,0}2
VarZ
=
E[Z21l {Z<0}]
Var(Z)
=
1
2
−
E[Z21l {Z ≥ 0}] − E[Z21l {Z<0}]
2Var(Z)
+
E[Z]2
2Var(Z)
which is equal to 1
2 if Z is distributed symmetrically about zero. Hence,
Emin{ˆ gn,0}2
σ2
mn
=
1
2
+
n¯ g2
nP(ˆ gn < 0)
2σmn(θ)2 +
E[ζ2
mn1l {ˆ gn < 0}] − E[ζ2
mn1l {ˆ gn ≥ 0}]
2σmn(θ)2
Deﬁning Zmn =
ζmn
ˆ σmn,w eh a v eb yi n t e g r a t i n gb yp a r t s
E
 
Z2
mn1l {Zmn < 0}
 
=
  0
−∞
z2dP(Zmn ≤ z)=−2
  0
−∞
zP(Zmn ≤ z)dz
=2
  ∞
0
z
 
Φ(z)+n−1/21
6
E[Z3
mn]ϕ(z)+o(n−1/2)
 
dz
by an Edgeworth expansion for the studentized mean (see e.g. Hall (1992) section 2), where Φ(z)
denotes the standard normal c.d.f. and ϕ(z) the standard normal density. By an analogous argument
for E
 
Z2
mn1l {Zmn < 0}
 
and using that the normal distribution is symmetric about zero, we therefore52 KONRAD MENZEL
have
E
 
ζ2
mn
σ2
mn
1l {ζmn < 0}
 
− E
 
ζ2
mn
σ2
mn
1l {ζmn ≥ 0}
 
= n−1/22E[ζ3
mn]
3σ3
mn
ϕ(0) + o(n−1/2)=O(n−1/2)
where the ﬁrst equality follows from a standard result for the censored normal mean. For ¯ gmn  =0 ,w e
get by the same line of reasoning that
E
 
ζ2
mn
σ2
mn
1l {ζmn < −
√
n¯ gmn}
 
− E
 
ζ2
mn
σ2
mn
1l {ζmn ≥−
√
n¯ gmn}
 
=
  −
√
n¯ gmn
√
n¯ gmn
z2ϕ(z)dz + O(n−1/2)
Hence,
mnµn(θ)=E
 
mn  
m=1
min{
√
n¯ gmn + ζmn,0}2
σ2
mn
 
=
mn
2
+
1
2
mn  
m=1
 
n¯ g2
mnΦ
 
−
√
n¯ gmn
σmn
 
+
  −
√
n¯ gmn
√
n¯ gmn
z2ϕ(z)dz
 
+ O
 mn
n
 1/2
where O
 mn
n
 
= o(1) by assumption. By the same reasoning as in the proof of Proposition 3, we get
the expression of the asymptotic variance up to a term of order
 mn
n . We can now use Corollary 3.1
from Wooldridge and White (1988) to show that
√
mn
n
mn
 mn
m=1
min{
√
n¯ gmn+ζmn,0}2
σ2
mn − µn
 
1+¯ σ2
n
d → N(0,1)
For part (ii), note that if the variance operator is diagonal, the minimization problem in (ii) simpliﬁes
to
mnS2(ϕ1(ˆ gn,m n,n),Ω−1
n )=nmin
ν≥0
(ˆ gn(θ) − ν) Ωn(θ)−1(ˆ gn(θ) − ν)=
mn  
m=1
min{
√
n¯ gn(θ)+ζn(θ),0}2
σmn(θ)2
Hence, the proof is identical to that for part (i). In order to see why under the least favorable hypothesis
¯ σmn = 2, note that by an argument completely analogous to that for the expectation, we can show that
for a standard normal random variable Z,
Var
 
ζ2
mn
σ2
mn
1l {ζmn < 0}
 
=V a r
 
Z21l {Z<0}
 
+ O(n−1/2)
=
1
2
Var(Z2|Z<0) +
1
2
 
E[Z21l {Z<0}|Z ≥ 0] − E[Z21l {Z<0}]
 2
+
1
2
 
E[Z21l {Z<0}|Z<0] − E[Z21l {Z<0}]
 2 + O(n−1/2)
=1 +
1
8
+
1
8
+ O(n−1/2)=
5
4
+ O(n−1/2)
using the conditional variance identity. Hence if Ωn is diagonal, Var
 
1 √
mn
 mn
m=1 min
 
ζmn
σmn,0
 2 
=
5
4 + O
 mn
n
 1/2, and the conclusion follows from a martingale CLT ESTIMATION AND INFERENCE WITH MANY MOMENT INEQUALITIES (JOB MARKET PAPER) 53
Appendix C. Proofs for Section 5
C.1. Proofs of Results on the LM Statistic. Proof of Lemma 4 Following the same steps as in
Kleibergen (2005), by a central limit theorem,
√
n
 
¯ g(θ) − E[¯ g(θ)]
¯ G(θ) − E[ ¯ G(θ)]
 
d → N
 
0,
 
Ω(θ) C(θ)
C(θ)  Σ(θ)
  
so that
√
n
 
¯ g(θ) − E[¯ g(θ)]
˜ G(θ) − E[ ¯ G(θ)]
 
=
 
Im 0
− ˆ C(θ)ˆ Ω(θ)−1 Ik
 
√
n
 
¯ g(θ) − E[¯ g(θ)]
¯ G(θ) − E[ ¯ G(θ)]
 
d → N
 
0,
 
Ω(θ)0
0Σ ( θ) − C(θ) Ω(θ)−1C(θ)
  
by consistency of ˆ Ω(θ)a n d ˆ C(θ) and the Slutsky theorem. Therefore, ¯ g(θ)a n d ˜ G(θ) are asymptotically
independent. Condition 7 (iii) gives uniform convergence to the Gaussian process (∆(θ),Γ(θ)) in θ ∈ Θ 
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