Missing data is universal and methods to deal with it far ranging from simply ignoring it to using complex modelling strategies such as multiple imputation and maximum likelihood estimation.Missing data has only been effectively imputed by machines via statistical/machine learning models. In this paper we set to answer an important question "Can humans perform reasonably well to fill in missing data, given information about the dataset?". We do so in a crowdsourcing framework, where we first translate our missing data problem to a survey question, which then can be easily completed by crowdworkers. We address challenges that are inherent to crowdsourcing in our context and present the evaluation on a real dataset. We compare human powered multiple imputation outcomes with state-of-the-art model based imputation.
INTRODUCTION
Missing data is a universal phenomenon. Practitioners working with data face this issue one way or another. Data can be missing due to a number of reasons, including but not limited to a faulty apparatus, error prone manual data entry, non response etc. No matter the cause, missing data is always undesirable and problematic, especially during analysis. Even small proportions of missing data can seriously bias inference. Most work on missing data is attributed to Little and Rubin [8, 9] , including proposal of different missing data categories and different imputation and inference methods. Here we briefly introduce different missing data mechanisms Missing completely at random(MCAR) Data is said to be missing completely at random if there * Work done for CPMT884 ACM ISBN .
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are no systematic differences between missing and observed values. Or put more simply, missing values appear to be completely random. Example: A weather station skips the temperature reading outputs randomly throughout the day.
Missing at random(MAR) Data is missing at random(MAR) if missingness depends on some observed variables but not on the variable of interest or the variable under study. Example: A weather station skips temperature reading outputs when meteorologist turns TV on.
Missing not at random(MNAR) Third and most malignant type of missing data, a data is known to be missing not at random (MNAR) if missingness depends on variable of interest or the dependent variable in statistical terms. Example: A weather station skips temperature reading outputs when temperature is below "0".
It is known that if data is MCAR or MAR, it can be ignored as observed data can be used to account for missingness. However, in real life MCAR is not probable as it is very rare for the data to be "just" missing. So most of the statistical and machine learning models are based on an assumption of it missing at random. It has also been shown that if proportion of missing data is large [13] , irrespective of it being MAR, it can bias inference. However, it not not easy to distinguish between MAR and MNAR using only the observed data. Hence, irrespective of missing data generating mechanism, we need to pay careful attention to missing data and model it appropriately.
Until now missing data has been dealt with the most advocated method of imputation, where we replace the missing values with most probable ones. Most often using some modelling strategies such as regression, maximum likelihood etc. It is preferred to impute multiple values creating multiple versions of complete dataset, this is done to induce variability in imputation process which accounts for some imputation error [10, 11] . This process is known as multiple imputation. Imputed datasets are then analyzed separately and inference combined in the end using pre-specified methods.
Recently crowdsourcing has emerged as an efficient platform for collecting data that is otherwise not available [4] . It has been promising, with success attributed to human intuitive reasoning and a good design. In this paper we have set out to use human computation for imputing missing values, replicating a multiple imputation scenario. To best of our knowledge, this is first time using crowdsourcing for systematic missing data imputation. Our other novel contributions in this study are the feasibility analysis of using human computation for multiple imputation, formulation of missing data imputation as a survey questionnaire, studying the impact of different levels of prior knowledge provided to crowdworkers on imputation quality. We compare imputation by crowdworkers with state-of-the-art in multiple imputation. Next section describes some related work followed by introduction and empirical validation of our proposed method on real data. We finish with some conclusions and our directions for further work.
This study has been approved by Office of research Ethics at Simon Fraser University (IRB Approval Number: 2016s0579).
RELATED WORK
There has been number of studies in statistics and machine learning [12, 3, 19, 7, 1] that deal with missing data in one way or another. Most common and easiest to use method is complete case analysis in which any instance with missing data is ignored or deleted from final analysis. Filling in plausible values using mean or most frequent label from observed data is common as well. More advanced methods based on statistical or machine learning models generally perform better.
Some studies in crowdsourcing have tried to answer the missing data question, but from a different perspective. CrowdDB [4] used crowdsourcing queries, which can include searching and filling in missing values such as an address or email for a person. Ye et al. [18] proposed a human-machine hybrid approach, that involves a model imputing mulitple missing values and an oracle(human) selecting the best fit. This study is limiting in the sense that humans are not given freedom to choose most appropriate missing values, but from pre-defined imputations, which may very well end up being worse than analyzing all imputations as a machine based multiple imputation scenario.
HUMAN POWERED MULTIPLE IMPU-TATION
In this section we introduce our human based multiple imputation. First challenge we face is to present available data to a presumably data naive crowdworker and ask them to fill in the missing values. It is understood that presenting rows of data without proper context to such audience will not be fruitful, instead it might inflate the total time needed to complete the job and job costs. Surveys are known to be one of the best methods to extract human knowledge [2, 17] . We choose the same route, a survey questionnaire was designed that presented some preliminary information about data and then each row as easily interpretable survey question. In a basic format, our process can be represented as Figure 1 and Algorithm 1 .
Algorithm 1 Human powered multiple imputation
Require: n:total missing observations, k:number of imputations 1: procedure HPMI(n, k) 2:
while i < k do 3:
while n = 0 do 4: select a row from n 5:
convert it into survey question 6:
collect answers as a 7:
return a Figure 1 : Human powered missing data imputation mechanism of action: Missing data rows are extracted from dataset and are converted into a survey question that provides details about the dataset and available information (varying degrees), it is then answered by human participants using a crowdsourcing framework, answers are treated as imputed values and dataset is updated
We start with taking a row with missing data and translate it into a survey question, which is then passed to crowdsourcing platform and can be completed as a standard survey. This approach can be demonstrated using simple data tuples shown in Table 1 . A simple context around dataset can be given as an introduction to the survey. In this case, lets assume that the tuples belong to Galton's height data [5] . A sample survey description can be something like the one given below: "This dataset represents relationship between heights of parents and their adult children. It is seen that there a positive relationship between parents and their off-springs height, in other words taller parents tend to have taller children. It is also observed that on average males are taller than females."
Additional details such as variable distribution or relationship between different variables can be added if needed. Then a survey question can be formed as below:
Q: We have a record for which height of a child is missing, given that the gender is male, height of father is 78.5 inch and mother is 67 inch, what do you think is the most probable height for the child? A:
Same question will then be asked to k participants to complete one iteration of our multiple imputation model for a single data row. Multiple rows of missing data can be combined as part of single survey, called a batch and several batches can be combined into a single job.
One might think, "How many imputation iterations are needed?" i.e what value of k should we use. Our main goal being to draw imputations at random from posterior predictive distribution of missing data, given observed data. There is no set rule of thumb for this decision, however statistical simulations have shown [6, 15] that imputations ranging from 5-100 can be needed depending on proportion of missing data. However, about 10 imputations are sufficient for good results.
EXPERIMENTS
We start with an introduction to the dataset used. We use a freely available dataset [14] that explores the relationship between respiratory function(measured using Forced Expiratory Volume(FEV)) and smoking. FEV is the amount of air an individual can exhale in first second of forceful breath. Data includes measurements on FEV(litres), age(years), height(inches), gender(male/female) and smoke(yes/no). First few rows of dataset are shown in Table 2 for better understanding: 
Experimental setup
As it should be clear from Section 4, we are using a dataset of clinical nature. It does not have a simple and intuitive explanation like our height-weight dataset in section 3. We chose it on purpose, we do assume that most of our crowdworkers are data naive, or naive enough to not understand the mechanics of FEV. This is the perfect set-up for this novel study, as if we get good results on this dataset, we can assume better performance on relatively easy datasets.
We start our experiment with setting some values to be missing at random and pose the imputation problem as a survey question to crowdworkers. We used different variables/attributes to get an idea of imputation process with varying data types. CrowdFlower was used as a crowdsourcing platform in our experiments. Further details are given in the following sections with screen captures of administered surveys provided at the end of this paper.
Challenges
Our first challenge was to calibrate our imputation model, that is to get an idea of what type of responses do we get and how much attention does crowdworkers pay to the survey details. So for our first job, we created a simple questionnaire with a basic data description "In a data set we have people with age from 3 to 19 years, with half over 10 years of age. We also have about 51% males and 49% females. We have a case that has age and gender missing, based on information provided please fill in the values you think are most probable."
Then we gave radio buttons to select gender and an open text field to enter values for age. Under the open text field we had a help text that stated the valid range for age. We also had a section for crowdworkers to enter their crowdFlower ID, in order to enforce a feeling of valid data entry as is suggested by crowdFlower itself. We ran this survey with 100 judgements, where a judgement is defined by crowdFlower as a valid answer. Each judgement had to be completed by a unique user to prevent users from completing our survey multiple times. We set no constraints over user ability, that is all types of users were able to complete this initial survey. We gave initial compensation of $0.1 per judgement. We would expect to get a uniform distribution for age within our age limit and get gender distribution similar to the one described in initial dataset description.
Results were disappointing, returned age distribution was out of our pre-defined age limit and gender distribution was skewed in favor of males. Initial results of this survey are shown in Figure 2 and Table 3 . It is clear that crowdworkers don't adhere to guidelines or suggestions and try to complete the task as soon as possible. Also, it might be due to a pool of workers without any constraints on experience having a negative impact on overall outcome.
We re-ran the same experiment, but this time using a conditional constraint where users were only allowed to enter age from 3 to 19 years, forcing them to stay within the limits of our age distribution. Results were better compared to last run, with most frequency(>20%) centered around the max age value. Imputation proportion for "female" gender increased by 7%.
To measure the effect of using crowdworkers with most experience, we re-ran same experiment with additional constraint where only crowdworkers at highest experience level were allowed to complete the survey. Results were better using this approach, age distribution was more closer to empirical distribution with 34% less than or equal to 10. Gender distribution was improved as well, with 32% imputed as females. Moving forward with rest of our experiments, we decided to use most experienced crowd with compensation fixed at $0.15 per judgement.
Using the results from default survey administered by crowdFlower to gather crowd responses for quality and ease of work and compensation. Our surveys ranged from "easy" to "average" for question difficulty, compensation was deemed "fair" by crowdworkers and instructions for survey completion were reported as "clear". Even though we used most experienced crowd with some difficult to answer questions, we had a net "positive" response with over 90% judgements received within first 3 hours.
Evaluation
In this section we present our imputation results that are representative of real life missing data scenario. We set 10 rows to have missing values for age at random and presented crowdworkers with a survey that described the data as following:
"This data concerns FEV (Forced Expiratory Volume), a measure of lung functionality in participants 3 to 19 years of age. We know that:
• FEV increases with age and height
• Minimum and maximum FEV in our case is 0.79 and 5.79
• For a 5 year old, average FEV is 1.6 and average FEV is 2.7 for a 10 year old.
• A participant between heights of 55 and 60 inch have average FEV of 2.0 and participants taller than 70 inches have average FEV of 4.3
• Females have slightly lower FEV than males which averages at 2.5 in females compared to 2.8 in males."
Supplemental information was provided as form of two scatter plots, shown here as Figure 3 and Figure 4 Questions were presented to crowdworkers that followed similar to one given below:
"What is the age given that FEV is 1.7 and height is 51, gender is female".
For these surveys, we restricted judgements for each question to be 30, which means 300 total judgements for 10 missing values.
Imputation results and original values are shown in Table  4 Almost all human powered imputations covered missing data distribution with some median imputed values exactly same as missing observations. We compared crowdimputed results with machine imputation, for which we used state-ofthe-art in imputation, predictive mean matching using multiple imputations via chained equations framework [16] , total of 30 imputations were used so that the results can be compared to crowd imputations. Human imputations were more impressive and less variable as compared to machine imputations, which sometimes didn't cover missing value between 25th and 75th percentile of all imputations.
We were curious to see if provided plots were of any help to crowdsorkers, so we administered the same survey again, but that an effective visualization of data can play a vital role in a good design of human powered imputation framework.
Encouraged by previous results, we decided to create a little more complicated scenario. We randomly set 10 values of gender to be missing while keeping rest of the information same, we addded another plot for empirical gender distribution and FEV in dataset, which is shown as Figure 5 We would like to point out that imputing a categorical variable is more error prone compared to a continuous value as there is no definition of an error margin or an acceptable range. We again administered the survey for 10 questions with 30 judgements each. Being a random sample from dataset, we expect the imputations to return similar gender distribution as complete data, i.e. proportion of males and females in imputations should be similar to proportion of males and females in full data. To get a sense of imputation quality and to compare our results with another method, we decided again to impute values using multiple imputation via chained equations. Using predictive mean matching, we imputed the dataset 30 times. Results of both are shown in Figure 7 and 8.
It might not be very clear from looking at the plots. But the imputation distribution of gender is very similar in crowd imputed dataset and the dataset imputed using state-of-theart mice. Complete dataset has gender distribution with 51.4% males and 49.6% females. Dataset imputed from crowd sourcing had an overall distribution of 52.3% males compared to 51.7% in imputation visa mice. Statistical comparison of both imputations yields a p-value of 0.93, testifying to degree of similarity between both imputation processes.
Our next step is to evaluate crowd imputation for hypothetical data from similar distribution. We perturbed some data values, so that resulting survey is not a complete copy of first survey, but also not completely different. We ran the survey again for 30 imputations. This time imputation resulted in an overall male imputation proportion of 57%, this increase in male imputation can be attributed to perturbation where some questions had age decreased from original value, keeping height the same, which weighs the decision of crowdworkers towards selecting "male". Detailed results are given in Figure 9 . This again adds to our claim of good imputation quality where crowdworkers pay careful attention to details.
We also tried to evaluate if given extra information not contained in the dataset, if we can influence crowd decision. This is similar to Bayesian methods where we use prior knowledge to update posterior probabilities. In order to do this, we added this little blurb at end of our questionnaire "However, in addition to the information contained in our dataset, we also know that in general population related to this study, females account for about 65% of total."
Results were not significantly different from last run, but Figure 9 : Imputation results from crowdworkers on perturbed data, along x-axis are number of imputations and y-axis are the number of votes for each gender at each imputation there was a noticeable shift, with males imputation proportion at 54%. We do think that this can be further influenced by placing this extra information at start of the questionnaire, as most crowdworkers might not pay full attention to the text below the rest of description.
CONCLUSION
We have presented a novel idea of imputing missing data using crowdsourcing, where crowdworkers are not constrained to choose from a set of predefined values, hence giving them freedom of choice and abling them to use their intuition and knowledge to fill in required values. We have shown that translating missing data to a survey questionnaire is one of the best ways to accomplish this task as humans naturally find it easier when questions are presented in a familiar user friendly format. We have also demonstrated that providing a brief overview of dataset being used and some context around attribute relationships can be helpful, with results comparable or better than state-of-the-art modelling based imputation methods. Results can be further improved by using efficient data visualization techniques.
We would like to continue our research in same direction and explore different survey strategies and design to maximize imputation quality. We would also like to combine active learning and missing data imputation in a context that both can leverage each other to full extent.
