We prove that, for 1 ≤ p < 2, if a W 1,p -quasiconvex integrand f : R N×n → R has linear growth from above on the rank-one cone, then it must satisfy this growth for all matrices in R
Introduction
Consider the variational integral
where Ω is a bounded, open subset of R n , u : Ω → R N is a vector-valued function, ∇u denotes the Jacobian matrix of u and f is a Borel measurable function defined on the space R N ×n of all real N × n matrices, with N , n ≥ 2.
The notion of quasiconvexity, introduced by Morrey in [14] , is of central importance in the modern theory of the Calculus of Variations. Recall that f : R N ×n → R is said to be quasiconvex if it is locally bounded, and for some nonempty bounded, open set Ω ⊂ R n with L n (∂Ω) = 0 we havê
for all ξ ∈ R N ×n and all test functions φ ∈ W
1,∞ 0
(Ω; R N ). Moreover, it is well-known that if property (1.1) holds for some suitable set Ω then it holds for all bounded open sets D ⊂ R n with L n (∂D) = 0. The classical lower semicontinuity result for quasiconvex integrands states that if the integrand f : R N ×n → R is quasiconvex and satisfies the growth condition
for all ξ ∈ R N ×n , for some constant L > 0, and some exponent 1 ≤ p < ∞, then F (·, Ω) is sequentially weakly lower semicontinuous in W 1,p (Ω; R N ). Note that here and throughout this paper we may take any norm we wish on the space R N ×n . For example, we can set |ξ| := 2 . This theorem is essentially due to Morrey [14, 15] , who proved sequential weak* lower semicontinuity of F in W 1,∞ (Ω; R N ) in the case where the quasiconvex integrand f need only be locally bounded. Refinements were made most notably by Meyers [13] , Acerbi and Fusco [1] , and Marcellini [12] . In fact, it has been shown that lower semicontinuity obtains even if f takes on negative values, provided it satisfies the lower bound f (ξ) ≥ −l(1 + |ξ| q ) for some fixed constant l > 0 where (if p > 1) 1 ≤ q < p, or q = p = 1. Now let us recall the notion of W 1,p -quasiconvexity, introduced and studied in a well-known paper by Ball and Murat [5] , which generalises in a natural way the quasiconvexity condition of Morrey. Definition 1.1. Let f : R N ×n → R ∪ {+∞} be Borel-mesurable and bounded below, and fix 1 ≤ p ≤ ∞ and ξ ∈ R N ×n . Then f is said to be W 1,p -quasiconvex at ξ if and only if for some nonempty bounded, open set Ω ⊂ R n with L n (∂Ω) = 0 we haveˆΩ
for all φ ∈ W 1,p 0 (Ω; R N ). f is said to be W 1,p -quasiconvex if this inequality holds for all ξ ∈ R N ×n .
From this definition, we can easily see that if f is W 1,p -quasiconvex, then it is also W 1,q -quasiconvex for all p ≤ q ≤ ∞. Thus W 1,1 -quasiconvexity is the strongest condition and W 1,∞ -quasiconvexity is the weakest. In their paper, Ball and Murat demonstrate, similarly to Morrey, that W 1,p -quasiconvexity is a necessary condition for sequential weak lower semicontinuity in W 1,p (Ω; R N ) (weak* if p = ∞). Again, if property (1.3) holds for some suitable set Ω then it holds for all bounded, open sets D ⊂ R n with L n (∂D) = 0.
Note that in their definition, Ball and Murat require slightly different pre-conditions on f : that it is Borel measurable and bounded below, and moreover is permitted to take the value +∞. In light of these discrepancies, the definitions of W 1,∞ -quasiconvexity and Morrey's classical definition of quasiconvexity given above (which is also the one given in, for example, [7] ) may not precisely coincide. Therefore, for ease of exposition, let us from now on assume that f : R N ×n → R is -continuous (hence locally bounded), and -bounded below (i.e. f ≥ −l for some fixed constant l > 0).
In this case, these two notions are equivalent, and will henceforth just be called "quasiconvexity". Indeed, as is well known, (the classical definition of) quasiconvexity implies rank-one convexity, which implies separate convexity, which implies (local Lipschitz) continuity. Moreover, the focus of this paper is on growth conditions from above. We remark that by modifying these conditions, some slight generalisations and alternative statements of the results we give are possible: please refer to the end of this section for a brief discussion of these. Under these assumptions, the following well-known fact relates this property to Morrey's classical definition of quasiconvexity, and is straightforward to prove.
Lemma 1.2. Let f : R
N ×n → R be a continuous function satisfying the growth condition
for some exponent 1 ≤ p < ∞, fixed constants l, L > 0, and all ξ ∈ R N ×n . Then f is quasiconvex if and only if it is W 1,p -quasiconvex.
The other implication follows from the fact that if f satisfies the given growth condition, then F is strongly continuous in W 1,p . Let Ω ⊂ R n be open and bounded, with L n (∂Ω) = 0, and let φ ∈ W
) almost everywhere too, and hence (since L n (Ω) < ∞) in measure. By Vitali's convergence theorem, (|φ j k | p ) is equi-integrable, and so by the growth condition (1.4), so is (f (∇φ j k )). Thus by Vitali f (∇φ j k ) converges strongly in L 1 (Ω) to f (φ). This holds for any subsequence of (φ j ), so in fact the full sequence f (∇ψ j ) converges to f (∇φ) in L 1 (Ω). Hence we conclude, since f is quasiconvex, thatˆΩ
We now state the main theorems proved in this paper.
whenever rank(ξ) ≤ 1. Then in fact f satisfies (1.5) for all matrices ξ ∈ R N ×n (for perhaps a larger constant L), and hence is W 1,1 -quasiconvex.
This result was first proved in the simpler case n = N = 2 in [17] : here, we are able to include all n, N ≥ 2. Morover, the proof we provide allows us to further generalise the theorem as follows.
for some exponent 1 ≤ q < k, for all matrices ξ ∈ R N ×n such that rank(ξ) ≤ k − 1. Then in fact f satisfies (1.6) for all matrices ξ ∈ R N ×n (for perhaps a larger constant L), and hence is W 1,q -quasiconvex.
As a consequence of Lemma 1.2, the following results immediately follow. In this context, when we say that an integrand f : R N ×n → R has genuinely growth of order p (from above), we mean that it satisfies (1.4) for such an exponent 1 ≤ p < ∞, and moreover there exists ξ 0 ∈ R N ×n such that
so, in particular, no exponent q, 1 ≤ q < p, would be large enough to bound f in (1.4). In this connection we refer also to [19] , where it was shown that there do indeed exist quasiconvex function of subquadratic growth that are not polyconvex (and hence not convex); the example provided here is in fact isotropic (it has the same growth in all directions). Corollary 1.5 generalises to: Corollary 1.6. Let 2 ≤ k ≤ min{n, N }, and 1 ≤ q < p < k. There can be no quasiconvex function f : R N ×n → R that has genuinely p-growth, but only q-growth from above -i.e. (1.6) -on matrices ξ ∈ R N ×n such that rank(ξ) ≤ k − 1.
In light of the discussion below concerning the integrands involving the determinant, the following result may also be of interest. 
The key ingredient in the proof of Theorem 1.3 is a map w defined on the cube Q = (−1, 1) n , that maps this cube onto a one-dimensional frame and preserves boundary values. Moreover, this w belongs to W 1,p (Q; R n ), for any 1 ≤ p < 2, and rank(∇w(x)) = 1 for almost all x ∈ Q.
The construction of w is an inductive process on the dimension n. For n = 2 the construction is straightforward, and was also given in [17] : it is the mapping to the boundary of the square. To obtain w for higher dimensions, we assume as an inductive hypothesis that a suitable map w n−1 has been constructed for dimension n − 1. We then construct a map u which maps points in Q to its boundary (one of 2n faces), and then apply the map w n−1 to each (n − 1)-dimensional face. We then take a Whitney decomposition of Q, and apply such a map u (appropriately scaled, and slightly modified) on each cube of the decomposition, resulting in a map that is the identity on the boundary. This construction is described in detail, with all required properties proved, in the subsequent section. The proof of Theorem 1.4 involves a straightforward generalisation of such a construction.
Some background and motivation
The determinant enables us to readily produce examples of W 1,p -quasiconvex functions for integer exponent p: for example, if n = N , and f (ξ) = | det ξ| , then f is a quasiconvex (in fact polyconvex -see [4] ) function that satisfies (1.4) for p = n, and hence by Lemma 1.2 it is W 1,n -quasiconvex. More generally, if 1 ≤ k ≤ min{n, N }, then by considering the determinant of some k × k minor we can also provide an example of a W 1,k -quasiconvex function. It is interesting to note that such a function f also has the property that
For example, taking the case k = 2, any W 1,2 -quasiconvex function given by the determinant of a 2 × 2 minor will vanish on all matrices of rank one or below. This observation may lead us to ask whether a similar such property might hold for non-integer p. That is, for instance, if 1 ≤ p < 2 and f is W 1,p -quasiconvex, then can we expect any different behaviour, such as growth, on matrices of rank one compared to other matrices? The results contained in this paper establish that, contrary to the determinant, the growth conditions (from above) for such a function f on rank one matrices, in fact in some sense determine growth contitions for all general matrices.
In a similar vein, it is interesting to note that Corollary 1.7 immediately implies that if n = N , 0 < α < 1, and
is identically zero. More generally, if f is the modulus of the determinant of a minor to the power α, then (Qf ) ≡ 0. This result is already well-known, and more usually proved using properties of the rank-one convex envelope.
Another motivation for such a property might be found in [17] : this paper considers the "Lebesgue-Serrin Extension"
where u is a function of Bounded Variation, for some exponent 1 ≤ p < ∞. It was proved by Ambrosio and Dal Maso in [3] , and Fonseca and Müller in [9] , that if f is quasiconvex and satisfies (1.2) for p = 1, then the extension has the integral representation
where ∇u is the density of the absolutely continuous part of the measure Du with respect to Lebesgue measure, D s u is the singular part of Du,
|D s u| is the Radon-Nikodým derivative of the measure D s u with respect to its total variation |D s u|, and f ∞ denotes the recession function of f , defined as
This integral representation in the convex case was proved earlier by Goffman and Serrin in [10] : in this setting, no growth assumptions on the integrand are required. Focusing on the quasiconvex case, there have been some more recent results obtained in the non-standard growth setting: that is, f satisfies (1.2) for some p > 1, but we still consider semicontinuity properties with respect to weak* convergence in BV. Such problems where the space of the convergence is below the growth exponent of the integrand were considered in the Sobolev Space setting by, among many others, Bouchitté, Fonseca and Malý in [6, 8] . In [11] , Kristensen shows that when f is quasiconvex and satisfies the growth condition (1.2) for 1 ≤< n n−1 , F loc satisfies the lower bound
whenever u ∈ BV(Ω; R N ). In [16] , a lower semicontinuity result in the sequential weak* topology of BV is obtained for 1 < p < 2. This result requires us to assume additionally that the maps (u j ) are bounded uniformly in L q loc for q suitably large, and that the limit map u is sufficiently regular. However, neither of these results incorporate the singular part of the measure Du for a map u ∈ BV(Ω; R N ). One particular problem arising here is that if f has superlinear growth in all directions (for example, if it is isotropic), then the recession function f ∞ , which is crucial for describing the behaviour of the Lebesgue-Serrin extension on the singular part, will just be infinity. Hence, one might wish to somehow ensure that f satisfies
Due to Alberti's famous rank-one theorem in [2] , the term
is rank-one for |D s u|-almost all x ∈ Ω. Therefore, a natural additional assumption one might make is that the integrand f , whilst it may enjoy superlinear growth in general, should satisfy
This is equivalent to saying that f should have at most linear growth in rank-one directions. In [17] , it was proved that if f is continuous (not necessarily) quasiconvex, satisfies (1.2) for 1 ≤ p < 2, but has linear growth in rank-one directions, then, for general u ∈ BV(Ω; R N ), the extension satisfies the upper bound
However this result, combined with the lower bound of Kristensen (1.8), implies that if f is additionally quasiconvex and 1 ≤ p < n n−1 , then it cannot have genuinely superlinear growth in any direction. This can be seen by considering the linear map u(x) = ξx for any ξ ∈ R N ×n , which yields, for any bounded open set Ω ⊂ R n ,
which shows that f has linear growth in all directions. Consequently, linearity on the rank-one cone is in fact not a good assumption. This observation (which is in fact a weaker form of Corollary 1.5) provided the first motivation for this paper.
Remarks on the conditions imposed on the integrand
In the statements of the results above, we have assumed that the integrand f is continuous, real-valued (so the values ±∞ are excluded), and bounded below. Here, we shall provide a short discussion of how these conditions may be modified to obtain slightly different conclusions, all of which may be easily obtained using the methods in this paper.
We first note that the conclusions regarding growth in Theorem 1.3 and Theorem 1.4 remain unchanged if we just adopt the definition of W 1,p -quasiconvexity from [5] as stated in Definition 1.1. However, in order to conclude that the integrands are W 1,1 -and W 1,q -quasiconvex respectively, we make use of the fact that f is upper semicontinuous.
This is due to a variant of Lemma 1.2 that is proved in [5] , which states that if f is upper semicontinuous and satisfies the growth condition (1.4) for some exponent 1 ≤ p < ∞ (and hence cannot be +∞), then it is W 1,p -quasiconvex if and only if it is W 1,∞ -quasiconvex. The proof is similar the one above, and involves a straightforward application of Fatou's Lemma.
Moreover, in the subsequent corollaries stated above, we may remove the requirement that the integrand be bounded below. Note that the proof of Lemma 1.2 also tells us that if f is quasiconvex and satisfies, for some
(so it is not necessarily bounded below), then it also satisfies the quasiconvexity inequality (1.1) for all ξ ∈ R N ×n and all test functions φ ∈ W 1,p 0 (Ω; R N ). Thus, in the statement of Corollary 1.5, for example, we may say that if a quasiconvex function satisfies (1.9) for some 1 < p < 2, but only has linear growth from above on rank-one matrices, then it must have linear growth from above on all matrices (but the possibility of having superlinear, subquadratic growth from below is not ruled out). Similarly, a generalised type of statement can be formulated for Corollary 1.6.
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Proofs of the main results
As indicated above, the proof of Theorem 1.3 depends on the following Lemma. 
The majority of this section is devoted to proving this result, which we shall do in several steps. The proof of Theorem 1.4 depends on the following, generalised version of this lemma.
Let us first show how the theorems follow from these lemmas.
Proof of Theorem 1.3. Let ξ be a general matrix in R N ×n . Now define the map w ξ : Q → R N by
where w : Q → R n is the map in Lemma 2.1. Then we have
so certainly w ξ ∈ W 1,p (Q; R N ). Moreover, for x ∈ ∂Q, we have (where I n denotes the n × n identity matrix)
In addition, rank(∇w ξ (x)) ≤ rank∇w(x) = 1 for almost all x ∈ Q. Hence by the assumption in the theorem, we haveˆQ
Since the L 1 -norm of ∇w is a finite constant, we combine the estimates (2.1) and (2.2) to get
The proofs of Theorem 1.4 and Corollary 1.7 follow in exactly the same way, by using the mapw from Lemma 2.2 instead of w from Lemma 2.1.
For clarity of exposition, we shall focus on proving Lemma 2.1, since this provides us with more concrete assumptions and parameters. We shall then indicate how the proof of Lemma 2.2 just involves a straightforward generalisation of the technique contained here.
Proof of the main lemma
As stated earlier, the construction of w is an inductive process on the dimension n. The base case n = 2 is straightforward. To construct w (= w n ) for higher n, we first construct a map u ∈ W 1,p (Q (n) ; R n ), such that u first maps Q (n) onto ∂Q (n) , and then we "apply w n−1 " to each of the 2n faces of ∂Q (n) . Then we have, using an induction hypothesis, that rank(∇u(x)) = 1 for L n -almost all x ∈ Q (n) . This map u will form a key "building-block" for w as stated in the Lemma. We define, for x = (x 1 , . . . x m ) ∈ R m ,
(so · is just the infinity norm in R m ). We shall allow the m to vary during this proof, but in an unambiguous way. Here is a brief outline of the steps used:
Step 1: Here we construct w = w 2 in the base case n = 2. This was also shown in [17] , and is simply the mapping of all points in the square (apart from (0, 0)) to its boundary.
Step 2: We suppose that for 2 ≤ d < n we have constructed a map w d on Q (d) := (−1, 1) d that satisfies the properties of Lemma 2.1 for dimension d. We use this hypothesis to construct the building block map u. This first maps points in (−1, 1) n onto the (n − 1)-dimensional "faces", followed by the map w n−1 applied to each face. We observe that for n = 3, u just maps the cube Q (3) to its one-dimensional edges.
Step 3: The map u as it has been constructed is still not exactly what we will need in the construction of w n . Namely, on at least on one of the 2n faces of Q (n) , we do not just apply w n−1 but in fact split this face into 2 n−1
"subfaces", and apply (an appropriately scaled) w n−1 individually to each of these. Here we describe this modification, which will be called v.
Step 4: We now describe a standard Whitney decomposition of the larger cube D = (−3, 3) n , containing the smaller cube (−1, 1) n .
Step 5: We use this Whitney decomposition to construct the map w n on D (and hence, by appropriate scaling, on Q). It essentially involves a translation, dilation, and rotation of the (modified) map u applied to individual cubes within the Whitney decomposition described in Step 4. We show that the map w n satisfies all the required properties.
Step 6: We indicate how this construction may be generalised to establish Lemma 2.2.
Step 1: Construction of w in the base case n = 2
For n = 2 the construction of w is straightforward. Write Q (2) = (−1, 1) 2 and define the map w 2 :
Then it is well known that w 2 ∈ W 1,p (Q (2) ; R 2 ) for any 1 ≤ p < 2 (for example, see [5] ). Since w 2 maps
where
It is easy to establish, using the Gauss-Green Theorem, that this is in fact a weak derivative of w 2 on all of Q (2) , and that it is p-integrable. Moreover, for any x = (x 1 , x 2 ) ∈ Q (2) with |x 1 | = |x 2 |, the ith column, where (x 1 , x 2 ) = |x i |, has zero entries. Hence w 2 satisfies the required properties for Lemma 2.1 in the case n = 2.
Step 2: Inductive step and construction of u for higher dimensions We now deal with higher dimensions inductively. Suppose Lemma 2.1 holds for every dimension 2 ≤ d < n. That is, for every such d there exists a map w d :
. We now construct the building block map u on Q (n) as follows. Note that Q (n) has 2n "(n − 1)-faces", F 1 , . . . F 2n , say, where each F k is a set of the form
where {i 1 , . . . , i n } = {1, . . . , n}. So every such face is isometrically isomorphic to Q (n−1) . We define the map u to be first the map
which maps points in Q (n) \ {0} to one of the faces F k , followed by the map w n−1 "applied to the face". That is,
where x/ x ∈ F k and Φ k : F k → Q (n−1) is the isomorphism identifying that face with (the closure of)
We shall now show that u ∈ W 1,p (Q (n) ; R n ). First note that Q (n) may be expressed as the union of the closure of 2n cones, each cone corresponding to the face mapped-to by the expression in (2.3). We first consider the cone
and show u ∈ W 1,p (C 1 ; R n ). Elements in this cone first get mapped to the face F 1 from (2.3), and then w n−1 is "applied to the face". Hence, for x ∈ C 1 \ {(x 2 , . . . x n ) = (0, . . . , 0)} we have, using x = x 1 =: r,
We verify, using the induction hypothesis that w n−1 is weakly differentiable, that u is also weakly differentiable on C 1 with weak derivative
Moreover, using the inductive hypothesis that
. Again using our inductive hypothesis and (2.7), we establish that for L n -almost all x ∈ C 1 , rank(∇u(x)) ≤ 1 (in fact, even H n−1 -almost everywhere). By arguing similarly on all cones, we obtain u ∈ W 1,p (C k ; R n ) for k = 1, . . . 2n, and rank∇u = 1 almost everywhere. Now suppose x ∈ ∂C k for some cone C k . Then it is also on the boundary of some other cone, and so there exist i, j ∈ {1, . . . , n} with i = j such that |x j | = |x i | = x . Suppose without loss of generality that one cone is C 1 from (2.5) and we have x 1 = x 2 = x , so the other cone is
Then, using the inductive hypothesis that w n−1 is the identity on ∂Q (n−1 ) (in the sense of traces), we see that if we consider x as being on the boundary of C 1 , we have, using (2.6),
the right hand side being the value of u(x) if x were considered to be on the boundary of C 2 . Hence there are no discontinuities on the boundaries of the cones. Therefore, dealing with the zero point in the centre in the standard way using Gauss-Green, we can conclude that u is weakly differentiable on all of Q (n) with derivative given by the expression in (2.7) (up to a permutation of coordinates), so
Remark on the case n = 3 For illustrative purposes, let us consider in particular the case d = 3. Moreover, since in this case we are only using the simpler map w 2 from Step 1, things are more straightforward: the resulting map u maps points in the cube to the one-dimensional edges. Note that the cube Q (3) = (−1, 1) 3 has 6 (2-dimensional) faces, F 1 , . . . F 6 , say, where each face F k is isometrically isomorphic to Q (2) . We define the map u as in the general case above, first applying the map x/ x for x ∈ Q (3) , and then w 2 (i.e. x/ x in dimension 2) to each face. So if we consider the cone
Just as in the general case, it is straightforward to verify that u is weakly differentiable on C 1 with weak derivative given by the expression in (2.7). In fact, this is even a strong derivative for x / ∈ {(x 2 , x 3 ) = (0, 0)}. Then, using the fact that w 2 ∈ W 1,p (Q (2) ; R 2 ) in Step 1, and applying the same argument as in the general inductive step, we can show that u ∈ W 1,p (C 1 ; R 3 ). Again, by (2.7) and Step 1, we can see that for L 3 -almost all x ∈ C 1 , rank(∇u(x)) ≤ 1 (in fact, this holds even H 2 -almost everywhere). By arguing in the same way on all other cones, we obtain u ∈ W 1,p (C k ; R 3 ) for each k = 1, . . . 6, and rank∇u = 1 L 3 -almost everywhere. Since u is continuous on
(i.e. off the axes of R 3 ), there are no discontinuities along the boundaries of these cones. We deal with the singularity at the centre of the cube with Gauss-Green, and conclude that u weakly differentiable on all of Q (3) . Hence we can conclude that
. Moreover, for each point (x 1 , x 2 , x 3 ) in the set described in (2.9), if we take an index {i 1 
e. all but one coordinate of u(x) is ±1, as u maps x onto a one-dimensional edge of (−1, 1) 3 ). So if, for instance, x 1 > x 2 > x 3 > 0, then the map u acts on x as follows:
In light of this particular case, one might think that we could apply such a simpler construction for higher dimensions as well. That is, our building block map u could just be the map that maps points in the general cube Q (n) to its one-dimensional frame. So we apply the map "x/ x " to points in the n-cube, and then again (in one dimension less) to the (n − 1)-faces, then again to each of the (n − 2)-faces of these, and so on (n − 1 times in total). So, for example, if x 1 > x 2 > . . . > x n > 0, then such a map would act on x as follows:
If this were our u, we can also verify that u ∈ W 1,p (Q (n) ; R n ) and rank∇u(x) ≤ 1 for L n -almost all x ∈ Q (n) . However, the reason we do not use this map in general is because we cannot successfully apply the next step in our construction of w: see the remark following the step.
Step 3: Modification of u in some cones of Q (n)
In our eventual construction of w n , our "building-block" map will not in fact just apply w n−1 to each face of an n-cube. In (at least) one cone, we will want to split its corresponding (n − 1)-face into 2 n−1 "subfaces", and apply w n−1 on each subface instead. Consider Q (n−1) = (−1, 1) n−1 and note that it can be split up into 2 n−1 quadrants. That is,
where each P l is of the form
where j ∈ {0, 1, . . . , n − 1} and {i 1 , . . . i n−1 } = {1, . . . , n − 1}. So in fact
where 10) for each of the 2 n−1 cubes P l . Note by the inductive hypothesis on w n−1 , v n−1 (x) = x (in the sense of traces) whenever x belongs to the boundary ∂P l for any subface P l . Hence v n−1 has no discontinuities on each of the boundaries ∂P l , and so is weakly differentiable on Q (n−1) , witĥ
We now modify the map u as follows. Let F k be an (n − 1)-face of Q (n) , and let C k be the cone corresponding to points in Q (n) that are mapped to F k by x → x/ x . Suppose we wish to modify u in this cone. Then we split the face F k into 2 n−1 subfaces P 1 , . . . P 2 n−1 and define, for
where, as in Step 2, Φ k is the isomorphism identifying that face with Q (n−1) . We now argue in entirely the same way as above to show that v ∈ W 1,p (C k ; R n ), and rank∇v(x) = 1 for almost all x ∈ C k . In particular, note that
for any 1 ≤ l ≤ 2 n−1 . Hence there are no discontinuities along the boundaries of the 2 n−1 "sub-cones" (C l k ) of C k , where C l k := {x ∈ C k : x/ x ∈ P l } . Clearly, by considering a rotation of the domain, it does not matter what specific cone of Q (n) we apply this modification to. In the remaining cones of Q (n) , we may either not modify u (so v = u off C k ), or we modify it just as described. In fact, as will be described in Step 5, in our eventual construction of w n we either modify u in this way on only one cone, or on all cones.
We now verify that v ∈ W 1,p (Q (n) ; R n ). As in Step 2, it suffices to establish that there are no discontinuities on the boundaries of the 2n cones that comprise Q (n) . Suppose without loss of generality that the cone C 1 as described in (2.5) is the cone where we have modified u as above, with corresponding face F 1 as in (2.3) . Suppose x ∈ ∂C 1 . Then also x ∈ ∂P l for some l, so by (2.12) v(x) = u(x), where u is the unmodified map from Step 2.
Since from that step we also know that u has no discontinuities on ∂C 1 , neither does v.
The following diagram roughly illustrates how the map u is modified on the cone C 1 after the map x/ x has been applied (but of course in 2 dimensions we do not use this construction). Remark on possible simplification of u As was noted in the remark to Step 2, one might intitially wish to construct u as simply the mapping of elements in the cube Q (n) to its one-dimensional edges. However, for n ≥ 4, the modification of u described in Step 3 fails. For example, consider the point x = ( 4) . Then x = x 1 = x 2 , so x belongs to the boundary of the cones C 1 and C 2 in (2.5) and (2.8) respectively. Note that x/ x = (1, 1, 1 2 , 0); if we were to use this simple map u, we note (1, 1 2 , 0) is already on the boundary of Q (3) , so we finally map ( 1 2 , 0) to ∂Q (2) to obtain u(x) = (1, 1, 1, 0) . Suppose we wish to modify u on C 1 only. In this case we split the cube Q (3) into 8 subcubes with side length 1 and centres (± Step 4: Whitney Decomposition of D Equipped with this map v, we are now almost in a position to define the map w n on D = (−3, 3) n . We take the standard Whitney Decomposition of D into dyadic cubes whose side length is proportional to the distance from the boundary. We first start with the cube Q 1 = Q (n) = (−1, 1) n . Now consider the larger cube Q 2 := (−2, 2) n and note that Q 2 \ Q can be written as the union of the closure of 4 n − 2 n cubes with side-length 1. Each (n − 1)-face of Q 1 will have 2 n−1 smaller cubes adjacent to it. Each smaller cube will share one face with (the subset of) a face of the larger cube Q 1 , and all other faces (but one) will be shared with a cube of the same size. Call the set of these smaller cubes Q 2 Now let
2 ) n . Note Q 3 \ Q 2 can be written as the union of (the closure of) 2 n (5 n − 4 n ) cubes of side-length 1 2 . Each cube of side length 1 in the previous step will have its remaining exposed face touching the face of 2 n−1 of these smaller cubes. Call the set of these cubes Q 3
We continue inductively in this way. For each integer k ≥ 2, let
Then Q k \ Q k−1 can be written as the union of (the closure of) 2
For illustrative purposes, we provide a diagram of this decomposition below in the case where n = 2, D = (−3, 3) 2 . However, recall that in dimension two we do not actually need to use this construction. Step 5: Construction of w
We now define our map w = w n as follows. We shall define it on D instead of Q (n) (then we may just takē
n where x is the centre of the cube, and 2r is the side length. Then note that in all but 2 opposite faces, a face of Q is shared with other cubes in Q k . One of the remaining faces is shared with (part of) a face of a larger cube with side length 4r from Q k−1 , and the other opposite face is shared with the faces of 2 n−1 smaller cubes of length r in Q k+1 . We apply the map v from step 4, appropriately scaled, to map points in Q to a one-dimensional frame of Q, where the modification of u occurs on the cone corresponding to this latter face, which is split into a finer subframe. That is, for y ∈ Q, w(y) := x + r v y − x r , where v = u on all cones of (−1, 1) n where
x + r y − x y − x lies on a face of Q that is shared with a cube of the same or larger size. Otherwise, if this expression lies on the one face that is shared with 2 n−1 faces of cubes in Q k+1 , we use the definition of v as given in (2.10) and (2.11). Now note thatˆQ |∇w(y)| p dy =ˆQ ∇v y − x r p dy −→ 0 as h → ∞ .
Hence w h → w strongly in W 1,p (D; R n ), so we have w ∈ W 1,p ι (D; R n ) as required. We have shown that if w n−1 satisfies all required properties of Lemma 2.1, then so does w = w n . Thus, by
Step 1 and induction, the lemma is proved.
Step 6: Proof of Lemma 2.2
The proof of this lemma follows almost exactly the same steps as Lemma 2.1. The only difference is that the base case is n = k, and we start by defining the mapw k (x) := x/ x on Q (k) . By an entirely similar arguement as in Step 1 (see also [5] ), we establish thatw k satisfies the required properties of the lemma when n = k. For larger n, we then apply the inductive hypothesis that for all k ≤ d < n, we have constructed a mapw d satisfying the lemma in dimension d. We defineũ on Q (n) precisely as in Step 2, usingw n−1 instead of w n−1 and modify it on cones as in Step 3. The Whitney Decomposition of Q (n) in Step 4 remains the same, and in Step 5 we definew =w n using this decomposition and the modified mapũ.
Remark on generalising the above construction
Recall that a general Whitney Decomposition allows us to partition a general open, bounded subset Ω ⊂ R n into closed diadic cubes (Q j ) j∈N with pairwise disjoint interior, satisfying diam(Q j ) ≤ dist(Q j ; ∂Ω) ≤ 4diam(Q j ) for all j .
In this connection, we refer to, for example [20, 18] . Hence we can refine the statements of Lemma 2.1 and Lemma 2.2 respectively so that they satisfy the requisite properties on such general Ω. For example, we have the following corollary. It can either be proved by an easy modification of the above proof, taking care of the cones in each individual cube where the map u from Step 2 needs to be modified, or by simply using the results in these lemmas. We proceed using the latter method. Proof. Take a general Whitney Decomposition of Ω as described above, where the cubes have sides parallel to the coordinate axes. First define v : Ω → R n as follows: for a given cube Q j = x + r(−1, 1) n in this decomposition, let v(y) = x + rw y − x r , (2.13) where w is the map from Lemma 2.1. Do this for every cube in the decomposition. Writing g(y) = z + ξy for some z ∈ R N , ξ ∈ R N ×n , let u(y) = z + ξv(y) . Then it is straightforward to verify that u satisfies the required properties in (first statement of) the corollary (see the proof of Theorem 1.3 above). For the general statement, usẽ w from Lemma 2.2 instead of w in (2.13).
