We analyze the existence of solution for the neutral fractional integro-differential equation (FDE) of order in the interval (1, 2] with impulsive and integral boundary conditions (IBCs). The key approach for outcomes are based on the non-compactness measures and fixed point techniques. We obtain some sufficient conditions on the existence of solutions for the proposed system. Moreover, some applications are studies to demonstrate the proficiency and utility of the main results.
Introduction
Several fields of applied science and engineering such as chemical kinetics, thermoelasticity, fluid dynamics, biological models, chemical engineering, underground water flow, cellular systems, consist integrodifferential equations (IDEs). This literature studied by T. A. Burton [5] , in which author explained the types and applications of IDEs and their solutions via using the Laplace Method. Now a days, IDEs of fractional order are frequently used in various real world problem and scientific phenomena such as heat conduction in different materials, combine conduction, convection and radiation problems. Various numerical techniques are developed to solve such kind of models, see the work of R. C. Mittal et al. [20] and E. A. Rawashdeh [21] . Moreover, a significant study has been done on this topic, look into the papers [8, 9, 18, 23, 24] and references therein.
The class of neutral type fractional differential equations (FDEs) have been receiving a great deal of attraction from many mathematicians and scientists during the past decades due to the fact that it arises in many areas and sub-areas of applied mathematics and modelling of dynamical systems. For example: A model of rigid heat conduction with finite wave spaces can be demonstrated in the form of the neutral IDE with bounded delay. For more study about the neutral functional differential equations with finite delay, we refer to the book written by J. K. Hale et al. [10] .
In subsequent study on the topic of neutral (FDEs), Akiladevi et al. [1] established the existence and uniqueness results for the following system
C D q [x(t) − g(t, x(t))] = f (t, x(t))
, t ∈ [0, 1], q ∈ (0, 1], (1.1)
x(0) = αI p x(η), α ∈ R, p ∈ (0, 1), η ∈ (0, 1), ( 
k(t, s, x(s))ds).
The main outcomes of that paper are obtained by using classical fixed point techniques.
In [15] Liang et al. discussed the following nonlocal problem in Banach space From the last few decades, we can observe that there has been a significant development on the topic of neutral FDEs. In the following, we will extend such results for BVPs. To the best of our knowledge, no paper can be seen in the literature for the solvability of the neutral fractional-order IDEs with fractional impulsive conditions. Therefore, we study the following nonlinear fractional IDE on a Banach space X in Caputo's sense supplemented with four points nonlocal integral BCs given as
C D q [u(t) − h(t, u(t))] + Au(t) = f (t, u(t)
2 } are such that cos 1 tan 0 + cos 1 + sin 1 ≠ 0 and η, ξ ∈ (0, 1). The function
represent the right and left-hand limits of u(t) at t = t k , respectively with u(t
Such type of problems arise in many mathematical models that are braced with the heat flow in materials memory and viscoelastic problems; see the contribution of Rashid and Qaderi [22] .
Meanwhile, if we take β = δ = 1 in (1.12)-(1.13), it reduces to the general form of nonlocal integral BCs:
Observe that if we replace the right side of BCs (1.12)-(1.13) with
gives the Riemann Stieltjes integral BVP with respect to α and β, respectively. Such type of BVP is studied by of Liu et al. [16] , in which authors established the solution of the considered problem by using the characteristics of the Green's functions and main results are obtained by topological degree theory.
For more discussion on the definition and formula of solution for fractional BVP with impulses one can see the paper of Ahmad et al. [3] . Meanwhile, for further improvement and modified version of the definition of solutions for such systems see the contributions in the papers [14, 19, 25, 26] . In the present study, we are motivated with the technique presented in [25] . The main results are obtained by using Banach contraction principle, Schauder and Darbo-Sadovskii fixed point theorems.
The remaining part of the paper is divided into four sections. In Section 2, we recall some important definitions of fractional calculus. In Section 3, we discuss the main outcomes of the system (1.9)-(1.13) by using some classical fixed point theorems under some weak conditions. In Section 4, we study two applications to verify our results of fractional-order logistic models and also present sufficient conditions for the existence. At last, in Section 5, the summary concludes the study.
Preliminary
Let X be a Banach space with a norm || · || X . To treat the impulsive conditions, let the following space 
The basic definitions of (Riemann-Liouville's, generalized Caputo's) fractional derivatives and (RiemannLiouville's) fractional integral are taken from the paper [25] so we may skip to write up here. All other notations are used in the paper have their usual meanings.
Lemma 2.1. [6] A set F ⊂ PC is relatively compact if and only if each set
Let X, Y be Banach spaces and f : X → Y, and we say that f is a compact if the image of each bounded set in X under f is relatively compact. Next, we recall that the Hausdorff measure of noncompactness χ(.) on each bounded subset Ω of Banach space Y is defined by χ(Ω) = inf{ε > 0, Ω has a finite ε net inY}.
To set the framework for our main existence results, we need to introduce the following lemma. 
χ(U)
, where U and convU mean the closure and convex hull of U, respectively. 
Proposition 2.6. [17]: For an integrable, integrable bounded multifunction
We state the following definition of the solution for the corresponding nonlinear system (1.9)-(1.13) motivated by the steps presented in [25] . 
(2.1)
Existence result
In this section, we introduce the following assumptions to show gradually the existence results: (H 1 )The function f is continuous and satisfying (i) there exists a positive constant L 1 such that
(ii) there exists a positive constant M 1 such that
(ii) There exist a continuous function : [0, 1] → [0, ∞) and a continuous nondecreasing function
(iii) There exists a constant M * > 0 such that Proof. We transform the system (1.9)-(1.13) into a fixed point problem. Define an operator N : PC → PC, expressed by
Existence result via Contraction Principal
Clearly, the fixed point of N is the solution of the system (1.9)-(1.13) as N is well defined. To show that N has fixed point on PC, consider u 1 , u 2 ∈ PC. For t ∈ (t k , t k+1 ], we obtain
By using an assumption (H 1 )(i), and (H ′ 1 ) we find
which implies that
Since Θ < 1, via Banach fixed point theorem, it follows that the BVP (1.9)-(1.13) has a unique solution. This concludes the proof of the theorem.
Existence result via Schauder fixed point theorem
Theorem 3.2. Let dim X < ∞. Assume that (H 1 )(ii), (H 2 ) hold and in addition
Then the fractional BVP (1.9)-(1.13) has at least one solution.
Proof. Consider N : PC → PC be an operator defined as in equation (3.1). It is obvious that N is well defined. The complete proof of the Theorem 3.2 is divided into the following steps:
Step 1. We show that operator N is continuous. Let un be a sequence such that un → u in PC then for each t ∈ (t k , t k+1 ], we have
Since f , G, g, I k , Z k as k = 1, 2, · · · , m, are continuous functions. It follows from Lebesgue's dominated convergence theorem that ||N(un) − N(u)|| PC → 0 as n → ∞. Hence, the mapping N is continuous on PC.
Step 2. We prove that N : Br 0 → Br 0 for
where Br = {u ∈ PC : ||u|| PC ≤ r}. To show this, for any r > 0 and u ∈ Br, by assumptions (H 1 )(ii) and (H 2 ), we have for all t ∈ (t k , t k+1 ],
By using (3.3), it clear that
is the unique fixed point of A. This proves N : Br 0 → Br 0 .
Step 3. We show that N maps bounded sets into equicontinuous sets on Br . Let l 1 , l 2 ∈ (t k , t k+1 ] with l 1 < l 2 , 1 ≤ k ≤ m, then for each t ∈ (t k , t k+1 ], we have
Using the hypothesis (H 1 )(ii) and (H 2 ), we get
Therefore, N is equicontinuous on Br as l 2 → l 1 represents the right-hand side of above inequality tends to zero. Summarizing, from Step 1 − 3 together with the Arzela-Ascoli theorem [17] , we found that N : Br 0 → Br 0 is continuous and compact. Hence by employing Schauder fixed point theorem [11] , we derive that N has at least one fixed point which is a solution of the system (1.9)-(1.13). 
Existence result via Darbo-Sadovskii fixed point theorem
Proof. Consider N : PC → PC be an operator defined by equation (3.1). Clearly, N is well defined and the fixed point of N is the solution of problem (1.9)-(1.13). The operator N can be rewritten in the form of
where
and
Let {un} be a sequence such that un → u in PC as n → ∞. Since f satisfies (H 3 )(i), for almost every t ∈ (t k , t k+1 ], we get
as n → ∞. It follows from Lebesgue's dominated convergence theorem that
Which implies that N is continuous. Secondly, we show that N(Br) ⊂ Br for some r > 0. For all t ∈ (t k , t k+1 ], we have
Since lim sup r→∞ B(r) r = Υ < 1, we get N(Br) ⊂ Br for any r > 0 sufficiently large. Now, we show that N(Br) is equicontinuous on t ∈ (t k , t k+1 ]. Let l 1 , l 2 ∈ [0, 1] with l 1 > l 2 , and let u ∈ Br , then
From the hypothesis (H 2 ) and (H 3 )(ii)(iii), we get
By the assumptions (H 2 ) − (H 3 ), we obtain that ||N(u)(
Next, we show that N is χ−contraction. For this first we have to show that N 2 is Lipschitzian with a Lipschitz constant Ψ . Let u 1 , u 2 ∈ Br then for t ∈ (t k , t k+1 ], we have
From the assumption (H ′ 1 ), we find
On the other hand, if W ′ ⊂ PC is bounded and equicontiuous on each
then we can consider the measure of noncompactness χ PC (W ′ ) on the space PC in the following way:
Let W ⊂ PC be bounded. Since N 1 (W) is equicontinuous, for any t ∈ [0, 1], we have
By Proposition 7.3 of [7] and according to the inequality (3.7), we have
Moreover, by (3.6), it follows from lemma 2.2 that
Therefore, from (3.8) and (3.9), we get
Hence, N is a χ− contraction on Br by Definition 2.3. According to the Theorem 2.4, the operator N has at least one fixed point u in Br , which is the solution of problem (1.9)-(1.13). This ends the proof. Hence, by the conclusion of Theorem 3.1, the FBVP (4.1)-(4.5) has a unique solution.
Examples

Example
Consider the following impulsive 
Conclusion
Neutral fractional differential equation with fractional impulsive conditions associated with the four point nonlocal BCs has been studied. A better concept of variable type boundary conditions and definition of solution for such kind of problem is also introduced. Apart from that, various existence results are derived for the problem (1.9)-(1.13) under the appropriate assumptions: the first Theorem 3.1 deals with the existence and uniqueness result for unique fixed point and is obtained by Banach fixed point technique. Subsequently, the second existence Theorem 3.2 is proved by using the Schauder's fixed point theorem under some weak conditions. At last, the third result (Theorem 3.3) involves the theory of measure of noncompactness and is obtained by using the technique of Darbo Sadovskii fixed point theorem. We highlight that our outcomes are new, and various special results can be found by fixing the parameters ξ , η, δ, β involved in the problems at all.
