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VARIATION OF LOEWNER CHAINS, EXTREME AND SUPPORT
POINTS IN THE CLASS S0 IN HIGHER DIMENSIONS
FILIPPO BRACCI†, IAN GRAHAM‡, HIDETAKA HAMADA⋆, AND GABRIELA KOHR⋆⋆
Abstract. We introduce a family of natural normalized Loewner chains in the unit ball,
which we call “gera¨umig”—spacious—which allow to construct, by means of suitable
variations, other normalized Loewner chains which coincide with the given ones from a
certain time on. We apply our construction to the study of support points, extreme points
and time-logM -reachable functions in the class S0 of mappings admitting parametric
representation.
1. Introduction
Let Bn := {z ∈ Cn : ‖z‖2 < 1} denote the Euclidean unit ball of Cn. Let
S := {f : Bn → Cn : f(0) = 0, df0 = id, f univalent}
be the class of normalized univalent mappings in Bn. For n = 1 the class S is compact,
and a great variety of extremal problems have been studied (see e.g. [8], [21], [24], [29],
[32]). Also, in the case of one complex variable every f ∈ S can be embedded into a
normalized Loewner chain (see [24]). Much is known about the structure of extreme
points and support points of linear problems, in particular they are single-slit mappings
(see e.g. [8, pp. 286-288 and pp. 306-307]).
In higher dimensions, the class S is not compact, there are no single-slit mappings, and
it is not known whether every element in S can be embedded into a normalized Loewner
chain. Partial results concerning the latter question can be found in [4], [12], [19].
For n > 1 the compact subclass S0 of S of mappings admitting parametric represen-
tation was introduced in [12]; it was first considered by Poreda (see [25], [26]) on the
polydisc. As in the case of one complex variable, the class S0 does not have a linear
structure, so it natural to consider both linear and nonlinear extremal problems in the
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class S0. In this paper we will focus on linear problems where some recent progress has
been made in identifying mappings which are or which are not support points or extreme
points (see [5], [16], [17], [31], [33]). However, we point out that our method works for
non-linear problems as well, and we give an account of it in Proposition 4.4.
In his 1998 thesis, Roth [29] developed a control-theoretic variational method which
gives a version of Pontryagin maximum principle for families of holomorphic functions on
the unit disc. Recently, he obtained similar results in higher dimensions for mappings on
the unit ball Bn in Cn (see [31]).
A variational method for linear invariant families in Hol(Bn,Cn) may be found in [23].
One of the main difficulties when dealing with univalent mappings in higher dimensions
is that the lack of an uniformization theorem does not allow to construct easily variations
of a given normalized Loewner chain.
The aim of the present paper is to define a natural class of normalized Loewner chains,
which we call gera¨umig, which allow to construct other normalized Loewner chains having
the property that from a certain time on, they coincide with the initial gera¨umig Loewner
chain. This variational method seems to be completely new and seems to adapt well to
the case of bounded univalent mappings of the ball having some regular extension up to
the boundary.
We refer the reader to Section 2 for the definition of “gera¨umig” Loewner chains and
Theorem 3.1 for the result on variation of “gera¨umig” Loewner chains. For the time being,
we content ourselves to give the following definition. A normalized Loewner chain (ft)t≥0
on Bn is called exponentially squeezing in [T1, T2) for some 0 ≤ T1 < T2 ≤ ∞ provided
there exists a ∈ (0, 1] such that for all T1 ≤ s < t < T2 it follows ‖f−1t (fs(z))‖ ≤ ea(s−t)‖z‖,
for all z ∈ Bn. In particular we have the following result (whose proof is in Section 4):
Proposition 1.1. Let (ft)t≥0 be a normal Loewner chain which is exponentially squeezing
in [T1, T2) for some 0 ≤ T1 < T2 ≤ +∞. Then f0 is not a support point of S0. Also, f0
is not an extreme point of S0.
A similar result holds in case of Fre´chet differentiable functionals, see Proposition 4.4.
In fact, an exponentially squeezing normal Loewner chain can be suitably re-paramete-
rized in time in order to construct a gera¨umig Loewner chain (see Theorem 2.20). It is
interesting to note that all bounded normalized functions in the unit disc can be embedded
into an exponentially squeezing chain (and in fact gera¨umig Loewner chain) from a certain
time on—which, geometrically, amounts to evolve the image of the mapping into a disc in
finite time and consider then the natural radial dilatation of such a disc. While, in higher
dimensions, this is no longer the case (see Example 3.2).
Proposition 1.1 allows to prove directly the following result (precise definitions and the
proof are contained in Section 4):
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Theorem 1.2. Let f ∈ S0. Assume that there exist g ∈ S0 and r ∈ (0, 1) such that
f(z) = 1
r
g(rz), for all z ∈ Bn. Then f is not a support point of the class S0. Also, f is
not an extreme point of S0.
Finally, in Section 5 we apply our results to study time-logM-reachable mappings and
their geometric counterparts, the mappings that can be evolved in finite time to a ball. As
a result, and in neat contrast to the one-dimensional case, we find an example of a family
of mappings ΦN ∈ S0, N > 2, which are bounded by a constant M > 1, are not support
points, nor extreme points of S0 but cannot be reached in time logR for all 2 < R < N .
Those mappings ΦN are however reachable in time logN and are in fact support points
of the set of time logN -reachable mappings (see Theorem 5.9).
2. Gera¨umig Loewner chains
2.1. Subordination chains, Loewner chains and parametric representation. In
what follows we denote by R+ the semigroup of nonnegative real numbers, and by N the
semigroup of nonnegative integer numbers.
Let
M := {h ∈ Hol(Bn,Cn) : h(0) = 0, dh0 = id,Re 〈h(z), z〉 > 0, ∀z ∈ Bn \ {0}},
where 〈·, ·〉 denotes the Euclidean inner product in Cn. Applications of this family in
the study of biholomorphic mappings on Bn and the Loewner theory in higher dimensions
may be found in [1], [4], [6], [9], [10], [12], [18, Chapter 8], [22], [34], [35]. A new geometric
approach of Loewner theory on the unit disc and complete hyperbolic manifolds may be
found in [6] and [7].
Remark 2.1. If h ∈ Hol(Bn,Cn) is such that h(0) = 0, dh0 = id, Re 〈h(z), z〉 ≥ 0 for all
z ∈ Bn, then, in fact, h ∈M, by the minimum principle for harmonic functions.
Definition 2.2. A Herglotz vector field associated with the class M on Bn is a mapping
G : Bn × R+ → Cn with the following properties:
(i) The mapping G(z, ·) is measurable on R+ for all z ∈ Bn.
(ii) −G(·, t) ∈M for a.e. t ∈ [0,+∞).
Definition 2.3. For a given Herglotz vector field G(z, t) associated with the class M on
Bn, a normalized solution to the Loewner-Kufarev PDE associated with G(z, t) consists
of a family (ft)t≥0 of holomorphic mappings from Bn to Cn such that ft(0) = 0 and
d(ft)0 = e
tid for all t ≥ 0, the mapping t 7→ ft is continuous with respect to the topology
in Hol(Bn,Cn) induced by the uniform convergence on compacta in Bn, and the following
equation is satisfied for a.e. t ≥ 0 and for all z ∈ Bn
(2.1)
∂ft
∂t
(z) = −d(ft)z ·G(z, t).
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Definition 2.4. A normalized subordination chain (ft)t≥0 is a family of holomorphic
mappings ft : B
n → Cn, such that ft(0) = 0, d(ft)0 = etid for all t ≥ 0, and for every
0 ≤ s ≤ t there exists ϕs,t : Bn → Bn holomorphic such that ϕs,t(0) = 0 and fs = ft ◦ϕs,t.
A normalized subordination chain (ft)t≥0 is called a normalized Loewner chain if for all
t ≥ 0 the mapping ft is univalent.
Definition 2.5. A normalized Loewner chain (ft)t≥0 on Bn is called a normal Loewner
chain if the family {e−tft(·)}t≥0 is normal.
Putting together [18, Chapter 8], [20], [3, Proposition 2.6] (see also [2], [9]), we have
the following result:
Theorem 2.6. (1) If (ft)t≥0 is any normalized Loewner chain on Bn, then it is a
normalized solution to a Loewner-Kufarev PDE (2.1) for some Herglotz vector
field G(z, t) associated with the class M in Bn.
(2) Let G(z, t) be a Herglotz vector field associated with the class M on Bn. Then
there exists a unique normal Loewner chain (gt)t≥0—called the canonical solution—
which is a normalized solution to (2.1). Moreover,
⋃
t≥0 gt(B
n) = Cn.
(3) If (ft)t≥0 is a normalized solution to (2.1), then (ft)t≥0 is a normalized subordi-
nation chain on Bn. Moreover, there exists a holomorphic mapping Φ : Cn →⋃
t≥0 ft(B
n), with Φ(0) = 0 and dΦ0 = id such that ft = Φ◦ gt, where (gt)t≥0 is the
canonical solution to (2.1). In particular, (ft)t≥0 is a normalized Loewner chain if
and only if Φ is univalent.
We close this section with the notion of parametric representation on Bn (see [12]; cf.
[25], [26], on the unit polydisc in Cn).
Definition 2.7. Let f ∈ S. We say that f admits parametric representation if
f(z) = lim
t→∞
etϕ(z, t)
locally uniformly on Bn, where ϕ(z, 0) = z and
(2.2)
∂ϕ
∂t
(z, t) = G(ϕ(z, t), t), a.e. t ≥ 0, ∀ z ∈ Bn,
for some Herglotz vector field G associated with the class M on Bn.
We denote by S0 the subset of S consisting of mappings which admit parametric rep-
resentation.
Remark 2.8. (i) It was shown in [19] (see also [12]; cf. [25], [26]) that f ∈ S has parametric
representation if and only if there exists a normal Loewner chain (ft)t≥0 on Bn such that
f0 = f .
(ii) It is known that S0 is compact in the topology of uniform convergence on compacta,
and that S0 6= S for n ≥ 2 (see [19]; see also [12] and [18]).
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2.2. Exponentially squeezing and gera¨umig Loewner chains. We start with a
proposition.
Proposition 2.9. Let (ft)t≥0 be a normalized Loewner chain on Bn. Let 0 ≤ T1 < T2 ≤ ∞
and a ∈ (0, 1]. The following conditions are equivalent:
(1) For a.e. t ∈ [T1, T2) and for all z ∈ Bn \ {0} it holds
(2.3) Re
〈
[d(ft)z]
−1∂ft
∂t
(z),
z
‖z‖2
〉
≥ a.
(2) For all T1 ≤ s < t < T2 it holds
(2.4) ‖f−1t (fs(z))‖ ≤ ea(s−t)‖z‖, for all z ∈ Bn.
Moreover, if one of the previous conditions—and hence both—is satisfied then ft is bounded
for all t ∈ [0, T2) and fs(Bn) ⊂ ft(Bn) for all T1 ≤ s < t < T2.
Proof. Let (ϕs,t := f
−1
t ◦fs)0≤s≤t be the evolution family associated with (ft)t≥0 (see, e.g.,
[6], [18]) and let G(z, t) = −[d(ft)z]−1 ∂ft∂t (z) be the associated Herglotz vector field. Then
(ϕs,t) is the unique solution to the Loewner ODE
(2.5)
∂ϕs,t
∂t
(z) = G(ϕs,t(z), t), a.e. t ≥ s, ∀z ∈ Bn,
such that ϕs,s(z) = z. Assume first that (2.4) holds. Let T1 ≤ s < t < T2. Fix η > 0 and
let w = ϕs,t(z). We have
(2.6)
ϕs,t+η(z)− ϕs,t(z)
η
=
ϕt,t+η(w)− w
η
, z ∈ Bn, t ∈ (s, T2).
Since the limit on the left-hand side of (2.6) exists for η → 0+ and is equal to ∂ϕs,t
∂t
(z) for
a.e. t ≥ s, the limit of the right-hand side of (2.6) also exists for η → 0+. Using (2.5) and
(2.6), we conclude that
lim
η→0+
ϕt,t+η(w)− w
η
= G(ϕs,t(z), t), ∀z ∈ Bn, a.e. t ∈ (s, T2).
On the other hand, since ‖ϕt,t+η(w)‖ ≤ e−aη‖w‖, in view of the above relation,
(2.7) Re 〈G(ϕs,t(z), t), ϕs,t(z)〉 ≤ −a‖ϕs,t(z)‖2, ∀z ∈ Bn, a.e. t ∈ (s, T2).
Let Q+ be the set of nonnegative rational numbers and let λ be the usual Lebesgue
measure in R. Then for each sk ∈ Q+ ∩ (T1, T2), there exists Nk ⊂ (sk, T2) such that
λ(Nk) = 0 and
(2.8) Re 〈G(ϕsk,t(z), t), ϕsk,t(z)〉 ≤ −a‖ϕsk,t(z)‖2, ∀t ∈ (sk, T2) \Nk,
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by (2.7). Let N =
⋃
k∈N
Nk. Then λ(N) = 0 and if t ∈ (T1, T2) \N is fixed, we deduce in
view of (2.8) that
Re 〈G(ϕsk,t(z), t), ϕsk,t(z)〉 ≤ −a‖ϕsk,t(z)‖2, z ∈ Bn, sk ∈ Q+ ∩ (T1, T2), sk < t, k ∈ N.
Further, letting {sν(k)}k∈N ⊂ Q+ ∩ (T1, T2), be an increasing sequence which converges
to t in the above relation and using the fact that s 7→ ϕs,t(z) is continuous on [0, t], we
conclude that Re 〈G(z, t), z〉 ≤ −a‖z‖2, z ∈ Bn for all t ∈ (T1, T2) \N . Thus, (2.3) holds.
Conversely, assume that (ft)t≥0 satisfies (2.3). Fix z ∈ Bn \ {0}. Let t0 ∈ (T1, T2). Let
s ∈ [T1, t0). Note that for a.e. t ≥ s we have
(2.9)
∂‖ϕs,t(z)‖2
∂t
= 2Re
〈
∂ϕs,t
∂t
(z), ϕs,t(z)
〉
= 2Re 〈G(ϕs,t(z), t), ϕs,t(z)〉.
Then for a.e. t ∈ [s, t0] by (2.3) and (2.9), we have ∂‖ϕs,t(z)‖
2
∂t
/‖ϕs,t(z)‖2 ≤ −2a. Integrating
in t between s and t0, we obtain ‖ϕs,t0(z)‖2 ≤ e2a(s−t0)‖z‖2. Therefore, ‖ϕs,t0(z)‖ ≤
ea(s−t0)‖z‖ for all s ∈ [T1, t0]. This implies (2.4).
Finally note that for T1 ≤ s < t < T2,
fs(Bn) = ft(ϕs,t(Bn)) ⊂ ft(ea(s−t)Bn) = ft(ea(s−t)Bn).
Hence fs(Bn) ⊂ ft(Bn) for all T1 ≤ s < t < T2. Moreover, since ft(Bn) ⊆ fT1(Bn) for all
t ∈ [0, T1], it follows also that ft(Bn) is bounded for all t ∈ [0, T2). 
Remark 2.10. Let (ft)t≥0 be a normalized Loewner chain on Bn. Let a > 0 and 0 ≤ T1 <
T2 ≤ +∞. Suppose that for all T1 ≤ s < t < T2 equation (2.4) holds. Taking into account
that ft(0) = 0 and d(ft)0 = e
tid, multiplying by ‖z‖ both sides of (2.4) and taking the
limit for z → 0 we immediately obtain a ≤ 1.
Definition 2.11. Let (ft)t≥0 be a normalized Loewner chain in Bn. We say that (ft)t≥0 is
exponentially squeezing in [T1, T2), for 0 ≤ T1 < T2 ≤ +∞ (with squeezing ratio a ∈ (0, 1])
if condition (2.3)—or equivalently (2.4)—holds.
Example 2.12. Given 0 ≤ T1 < T2 ≤ +∞, examples of normal Loewner chains which
are exponentially squeezing in [T1, T2) can be constructed as follows. Let G1(z) = −z and
let G2(z) = −(z1p1(z1), . . . , znpn(zn)) where pj : D → C are holomorphic functions such
that Re pj > 0 for j = 1, . . . , n. Let θ : R
+ → [0, 1] be any measurable function such that
θ(t) ≡ 1 for all t ∈ [T1, T2). For instance one can take θ(t) = 0 for t ∈ R+ \ [T1, T2), or,
if T1 > 0, one can take θ to be a C
∞ function with compact support in (T1 − ǫ, T2 + ǫ)
for ǫ > 0 very small. Then define G(z, t) := θ(t)G1(z) + (1− θ(t))G2(z). It is easy to see
that G is a Herglotz vector field associated with the class M. Then by construction, the
canonical solution (gt) to (2.1) is a normal Loewner chain which is exponentially squeezing
in [T1, T2). Notice also that (gt) might not be exponentially squeezing in R
+ \ [T1, T2), as
is the case if p1 is the Cayley transform and θ(t) = 0 for t ∈ R+ \ [T1, T2).
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In order to properly introduce gera¨umig Loewner chains, we need some preliminaries
of linear algebra.
Definition 2.13. Let A be an n× n matrix. We let
µ(A) := min
‖v‖=1
‖A(v)‖.
Lemma 2.14. Let A be an invertible n× n matrix. Then
µ(A) =
1
‖A−1‖ .
The proof of the above result is elementary and we omit it.
Definition 2.15. Let (ft)t≥0 be a normalized Loewner chain on Bn. We say that (ft)t≥0
is gera¨umig1 in [T1, T2), for some 0 ≤ T1 < T2 ≤ +∞, if there exist a, b > 0 such that
(1) for all t ∈ [T1, T2) and for all z ∈ Bn it holds µ(d(ft)z) ≥ a,
(2) for a.e. t ∈ [T1, T2) and for all z ∈ Bn it holds
∥∥∂ft
∂t
(z)
∥∥ ≤ b,
(3) (ft)t≥0 is exponentially squeezing in [T1, T2).
We say that (ft)t≥0 is gera¨umig if it is gera¨umig in [0,+∞).
Remark 2.16. Let a, b be as in Definition 2.15 and assume that the squeezing ratio of
(ft)t≥0 is c ∈ (0, 1]. Then
c ≤ Re
〈
[d(ft)z]
−1∂ft
∂t
(z),
z
‖z‖2
〉
≤ ‖[d(ft)z]−1‖
∥∥∥∥∂ft∂t (z)
∥∥∥∥ 1‖z‖ ≤ ba.
Remark 2.17. Let (ft)t≥0 be a normalized Loewner chain which satisfies the Loewner-
Kufarev PDE (2.1). If (ft)t≥0 satisfies conditions (1) and (3) of Definition 2.15 and
moreover there exists c > 0 such that
(2’) for a.e. t ∈ [T1, T2) and for all z ∈ Bn it holds ‖d(ft)z‖ ≤ c and ‖G(z, t)‖ ≤ c,
then by the Loewner-Kufarev PDE it is easy to see that (ft)t≥0 satisfies also (2) of Defi-
nition 2.15 and it is therefore gera¨umig in [T1, T2).
Remark 2.18. Suppose (ft)t≥0 is a normalized Loewner chain, respectively a normal Loewner
chain, on Bn, which is gera¨umig in [T1, T2) for some 0 < T1 < T2 ≤ +∞. Let f˜t(z) :=
e−T1fT1+t(z) for z ∈ Bn. Then it is easy to check that (f˜t)t≥0 is a normalized Loewner
chain, respectively a normal Loewner chain, on Bn, which is gera¨umig in [0, T2−T1) (where,
if T2 = +∞, we set T2 − T1 = +∞) and f˜0 = e−T1fT1 .
Example 2.19. Let 0 < T1 < T2 < +∞ and let 0 < ǫ < T2 − T1. We construct a normal
Loewner chain on B2 which is gera¨umig in [T1, T2−ǫ) but it is not gera¨umig in R+\[T1, T2).
Let θ : R+ → [0, 1] be such that θ(t) = 1 for t ∈ [T1, T2] and θ(t) = 0 in R+ \ [T1, T2].
Define G(z, t) = (−θ(t)z1 − (1 − θ(t))(z1 − z21),−z2). Then G(z, t) is a Herglotz vector
1“gera¨umig” is a German word which means “spacious”
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field associated with the class M. From the Loewner ODE ∂ϕs,t
∂t
(z) = G(ϕs,t(z), t), we
find that for s ∈ [T1, T2] it holds ϕs,T2(z) = es−T2z, while, for t > T2
ϕT2,t(z) = e
T2−t
(
z1
1 + (eT2−t − 1)z1 , z2
)
.
Therefore for s ∈ [T1, T2] and t > T2
ϕs,t(z) = ϕT2,t ◦ ϕs,T2(z) = es−t
(
z1
1 + (es−t − es−T2)z1 , z2
)
.
By [18, Theorem 8.1.5], the canonical solution to the Loewner PDE associated with G(z, t)
is given by (fs)s≥0 with fs = limt→∞ etϕs,t. Hence, for s ∈ [T1, T2],
fs(z) = lim
t→∞
etϕs,t(z) = e
s
(
z1
1− es−T2z1 , z2
)
.
From this it follows easily that there exist a, c > 0 such that a ≤ µ(d(fs)z) and ‖(dfs)z‖ ≤ c
for all z ∈ B2 and for all s ∈ [T1, T2 − ǫ]. Since ‖G(z, t)‖ ≤ 2 for all t ∈ R+ and z ∈ B2,
by the Loewner PDE and Remark 2.17, it follows that (fs)s≥0 is gera¨umig in [T1, T2 − ǫ).
However, since limz→(1,0) Re 〈G(z, t), z〉 = 0 for all t ∈ R+ \ [T1, T2], the normal Loewner
chain (fs)s≥0 is not exponentially squeezing in R+ \ [T1, T2), hence it is not gera¨umig in
R+ \ [T1, T2).
Theorem 2.20. Assume that (ft)t≥0 is a normalized Loewner chain, respectively a normal
Loewner chain, on Bn. If (ft)t≥0 is exponentially squeezing in [T1, T2) for some 0 ≤ T1 <
T2 < ∞, then there exists a normalized Loewner chain, respectively a normal Loewner
chain, (gt)t≥0 on Bn with gt = ft for t ∈ [0,+∞) \ (T1, T2) (in particular, g0 = f0) and
such that it is gera¨umig in [T ′1, T
′
2) for every T1 < T
′
1 < T
′
2 < T2.
Proof. Let a ∈ (0, 1] be the squeezing ratio of (ft)t≥0 in [T1, T2). Let A ∈ (0, a). Let
α : R+ → [−(T2 − T1)/2, 0] be an absolutely continuous function such that α(t) = 0 for
t ∈ [0, T1]∪ [T2,+∞), α(t) = −A(t−T1) for t ∈ (T1, T1+(T2−T1)/2) and α(t) = A(t−T2)
for t ∈ [T1 + (T2 − T1)/2, T2). Let
gt(z) := ft−α(t)(e
α(t)z), z ∈ Bn, t ≥ 0.
Then (gt)t≥0 is a family of holomorphic mappings on Bn such that gt(0) = 0, d(gt)0 = etid,
t 7→ gt is a continuous mapping with respect to the topology in Hol(Bn,Cn) induced by
the uniform convergence on compacta in Bn, and g0 = f0. Moreover, notice that gt = ft
for t ∈ [0,+∞) \ (T1, T2). Let T1 < T ′1 < T ′2 < T2 be fixed. By a direct computation, we
have for all z ∈ Bn and a.e. t ≥ 0
(2.10) [d(gt)z]
−1∂gt
∂t
(z) = e−α(t)(1− α′(t)) [dft−α(t)]−1 ∂ft−α(t)
∂t
(eα(t)z) + α′(t)z
Notice that A < 1 implies t − α(t) ∈ [T1, T2) for t ∈ [T1, T2). Therefore, setting a(t) = 0
for t ∈ [0,+∞) \ [T1, T2) and a(t) = a for t ∈ [T1, T2) and taking into account that (ft)t≥0
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is exponentially squeezing in [T1, T2) (with squeezing ratio a ∈ (0, 1]), we obtain from
(2.10) that
Re
〈
[d(gt)z]
−1∂gt
∂t
(z),
z
‖z‖2
〉
≥ (1− α′(t))a(t) + α′(t) ≥ 0, ∀z ∈ Bn, a.e. t ≥ 0.
By Theorem 2.6.(3) and the fact that gt is univalent for all t ≥ 0, (gt)t≥0 is a normalized
Loewner chain. Since A < a, it follows easily that (gt)t≥0 is exponentially squeezing in
[T ′1, T
′
2).
Since α(t) ≤ c < 0 for all t ∈ [T ′1, T ′2], it follows easily that (gt)t≥0 satisfies (1) of
Definition 2.15 for all t ∈ [T ′1, T ′2]. From the definition of gt, there exists a constant c1 > 0
such that ‖d(gt)z‖ ≤ c1 for z ∈ Bn, a.e. t ∈ [T ′1, T ′2]. Since M is compact, using (2.10)
and the fact that [d(ft)z]
−1 ∂ft
∂t
(z) ∈ M, we conclude that there exists a constant c2 > 0
such that
∥∥[d(gt)z]−1 ∂gt∂t (z)∥∥ ≤ c2 for z ∈ Bn, a.e. t ∈ [T ′1, T ′2]. Then, by Remark 2.17,
(gt)t≥0 also satisfies (2) of Definition 2.15 and it is therefore gera¨umig in [T ′1, T
′
2).
Finally, if (ft)t≥0 is a normal Loewner chain, then (gt) is a normal Loewner chain as
well, because gt = ft for t ≥ T2. 
Remark 2.21. If (ft) is a normalized/normal Loewner chain which is exponentially squeez-
ing in [T1,∞) for some T1 ≥ 0, then for every m > T1 the previous result allows to con-
struct a normalized/normal Loewner chain (gmt ) which coincides with (ft) on R
+ \ (T1, m)
and it is gera¨umig in (T ′1, T
′
2) for all T1 < T
′
1 < T
′
2 < m.
3. Variation of gera¨umig Loewner chains
Theorem 3.1. Assume that (ft)t≥0 is a normalized Loewner chain, respectively a normal
Loewner chain, on Bn. If (ft)t≥0 is gera¨umig in [0, T ) for some T > 0, then there exists
ǫ0 > 0 such that for all ǫ ∈ (0, ǫ0], setting
α(t) :=
{
ǫ
(
1− t
T
)
, t ∈ [0, T )
0, t ∈ [T,+∞)
the family (ft(z) + α(t)h(z))t≥0 is a normalized Loewner chain, respectively a normal
Loewner chain, on Bn for every h : Bn → Cn holomorphic with h(0) = dh0 = 0 and
supz∈Bn ‖h(z)‖ ≤ 1, supz∈Bn ‖dhz‖ ≤ 1.
Proof. Let c ∈ (0, 1] be the squeezing ratio of (ft)t≥0 and let a, b > 0 be given by
Definition 2.15. Up to replacing a and c with min{a, c}, we can suppose a = c. Set
ǫ0 = min
{
a
2
, a
3T
2(a+bT )
}
.
First of all, notice that (ft+α(t)h)t≥0 is a family of holomorphic mappings on Bn such
that (ft+αh)(0) = 0, d(ft+αh)0 = e
tid, and the mapping t 7→ ft+αh is continuous with
respect to the topology in Hol(Bn,Cn) induced by the uniform convergence on compacta
in Bn.
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Let E ⊂ [0+∞) be a set of full measure for which all conditions in the hypotheses hold
and such that ∂ft
∂t
exists for all t ∈ E. First, we notice that d(ft)z + α(t)dhz is invertible
for all t ∈ E and all z ∈ Bn. Indeed, it is so if t ≥ T . If t ∈ E ∩ [0, T ) then fix z ∈ Bn
and let v ∈ Cn, ‖v‖ = 1, be such that µ(d(ft)z + α(t)dhz) = ‖[d(ft)z + α(t)dhz](v)‖. It
follows by (1) of Definition 2.15
µ(d(ft)z + α(t)dhz) = ‖[d(ft)z + α(t)dhz](v)‖ ≥ ‖d(ft)z(v)‖ − α(t)‖dhz(v)‖
≥ µ(d(ft)z)− α(t)‖dhz‖ ≥ a− α(t) > 0.
Hence, we can well define a vector field G(z, t), holomorphic in z ∈ Bn and measurable in
t ∈ [0,+∞) in the following way
G(z, t) :=
{
−[d(ft)z + α(t)dhz]−1
(
∂ft
∂t
(z) + α′(t)h(z)
)
, t ∈ E
0 t ∈ [0,+∞) \ E.
If t ∈ E, then G(z, t) = −z +∑k≥2Qk(z, t) where Qk is a polynomial mapping in z of
order k. Hence G(0, t) ≡ 0 and dG0 = −id. We want to show that −G(·, t) ∈ M for
all t ∈ E. For t ≥ T it is true because (ft)t≥0 is a normalized Loewner chain, so we
have to check the condition for t ∈ E ∩ [0, T ). To this aim, we first note that by Lemma
2.14, ‖α(t)(d(ft)z)−1dhz‖ ≤ α(t)/a ≤ α(0)/a ≤ 1/2 for all t ∈ E ∩ [0, T ). Therefore, for
t ∈ E ∩ [0, T ),
[d(ft)z + α(t)dhz]
−1 = [id+ α(t)(d(ft)z)−1dhz]−1[d(ft)z]−1
=
∞∑
j=0
(−1)jα(t)j[(d(ft)z)−1dhz]j[d(ft)z]−1,
and
‖[d(ft)z + α(t)dhz]−1‖ ≤
∞∑
j=0
α(t)j‖(d(ft)z)−1‖j+1‖dhz‖j
≤
∞∑
j=0
α(t)j
aj+1
≤ 2
a
.
(3.1)
While,
‖[d(ft)z + α(t)dhz]−1 − [d(ft)z]−1‖ ≤
∞∑
j=1
α(t)j
aj+1
=
α(t)
a2
1
1− α(t)
a
≤ 2α(t)
a2
≤ 2 ǫ0
a2
.
(3.2)
Now, since ∂ft(0)
∂t
= 0 for all t ∈ E, by the Schwarz lemma and (2) of Definition 2.15
it holds
∥∥∥∂ft(z)∂t ∥∥∥ ≤ b‖z‖. Also, by the Schwarz lemma, ‖h(z)‖ ≤ ‖z‖. Hence, for all
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t ∈ E ∩ [0, T )
Re
〈
[d(ft)z + α(t)dhz]
−1
(
∂ft
∂t
(z) + α′(t)h(z)
)
,
z
‖z‖2
〉
= Re
〈
[d(ft)z]
−1∂ft
∂t
(z),
z
‖z‖2
〉
+ Re
〈
([d(ft)z + α(t)dhz]
−1 − [d(ft)z]−1)∂ft
∂t
(z),
z
‖z‖2
〉
+ Re
〈
[d(ft)z + α(t)dhz]
−1α′(t)h(z),
z
‖z‖2
〉
≥ a− ‖[d(ft)z + α(t)dhz]−1 − [d(ft)z]−1‖
∥∥∥∥∂ft∂t (z)
∥∥∥∥ 1‖z‖
− |α′(t)|‖[d(ft)z + α(t)dhz]−1‖‖h(z)‖ 1‖z‖ ≥ a−
2bǫ0
a2
− 2ǫ0
aT
≥ 0,
which proves that Re
〈
G(z, t), z‖z‖2
〉
≤ 0 for all t ∈ E and z ∈ Bn \ {0} and by Remark
2.1, −G(·, t) ∈M for all t ∈ E.
Hence, G(z, t) is a Herglotz vector field associated with the class M in Bn and (ft +
α(t)h)t≥0 is a normalized solution to the Loewner-Kufarev PDE associated with G(z, t).
In particular, it is a subordination chain by Theorem 2.6. In order to prove that it is a
normalized Loewner chain, we only need to show that ft+α(t)h is univalent for all t ≥ 0.
Let (gt)t≥0 be the canonical solution associated with G(z, t). By Theorem 2.6, there
exists a holomorphic mapping Φ : Cn → ∪t≥0(ft+α(t)h)(Bn) such that ft(z)+α(t)h(z) =
Φ(gt(z)) for all t ≥ 0 and z ∈ Bn. Note that, for t ≥ T , α(t) ≡ 0, hence ft(z) = Φ(gt(z))
for all t ≥ T . Taking into account that ∪t≥T gt(Bn) = Cn and ft is univalent for all t ≥ 0,
it is easy to see that Φ is univalent. Therefore, (ft + α(t)h)t≥0 is a normalized Loewner
chain.
Finally, note that {e−t(ft+α(t)h)}t≥0 is a normal family if and only if {e−tft}t≥0 is. 
Not all “nice” mappings in the class S0 can be embedded into a normal Loewner chain
which is gera¨umig in [0, T ) for some T > 0, as the following example shows:
Example 3.2. Let a ∈ C and let fa(z1, z2) := (z1 + az22 , z2). Note that fa is an automor-
phism of C2. Let ga := fa|B2. It is known that ga ∈ S0 for |a| ≤ 3
√
3/2 (see [34, Example
3]), while ga 6∈ S0 for |a| > 2
√
15 (see [15, Remark 3.5]). Let r0 := sup{r ≥ 0 : gr ∈ S0}.
Then 3
√
3/2 ≤ r0 ≤ 2
√
15. Since S0 is compact, gr0 ∈ S0. If gr0 were embeddable in
a normal Loewner chain which is gera¨umig in [0, T ) for some T > 0, then by Theorem
3.1 there would exist ǫ > 0 such that gr0+ǫ ∈ S0, contradicting the definition of r0. Note
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however that gr0 is embeddable into a normalized Loewner chain (which is not a nor-
mal Loewner chain) which is gera¨umig in [T1, T2) for any 0 ≤ T1 < T2 < ∞ given by
gt(z) := fr0(e
tz).
In a recent paper [5], the first named author proved that, in fact, r0 =
3
√
3
2
and gr0
is a support point of the class S0, so that, according to Proposition 1.1, gr0 cannot
be embedded into any normal Loewner chain which is exponentially squeezing in some
interval of R+.
4. support points and extreme points
Definition 4.1. (i) A mapping f ∈ S0 is called a support point if there exists a lin-
ear operator L : Hol(Bn,Cn) → C which is continuous with respect to the topology
of uniform convergence on compacta of Hol(Bn,Cn) and not constant on S0 such that
maxg∈S0 ReL(g) = ReL(f). We denote by Supp(S0) the set of support points of S0.
(ii) A mapping f ∈ S0 is called an extreme point if f = tg + (1− t)h, where t ∈ (0, 1),
g, h ∈ S0, implies f = g = h. We denote by Ex(S0) the set of extreme points of S0.
Lemma 4.2. Let L be a bounded linear operator on Hol(Bn,Cn) which is not constant on
S0. Then there exists a polynomial mapping h : Bn → Cn, h(0) = 0, dh0 = 0, such that
supz∈Bn ‖h(z)‖ ≤ 1, supz∈Bn ‖dhz‖ ≤ 1 and ReL(h) > 0.
Proof. Since L is not constant, there exists f ∈ S0 such that L(z) 6= L(f(z)). If f =
z +
∑
j≥2 Pj(z) is the power series expansion of f at 0, then
∑
j≥2L(Pj(z)) 6= 0, hence
there exists Pj such that L(Pj) 6= 0. Up to multiplication by a suitable complex number
λ, we obtain the result. 
Although our variational method in Theorem 3.1 works only for normalized Loewner
chains which are gera¨umig in an interval [0, T ), T > 0, it allows to prove the following
result:
Lemma 4.3. Let (ft)t≥0 be a normal Loewner chain which is gera¨umig in [T1, T2) for
some 0 ≤ T1 < T2 ≤ +∞. Then f0 6∈ Supp(S0) ∪ Ex(S0).
Proof. By [16, Theorem 2.1] and [33, Theorem 1.1], if f0 is an extreme point or a support
point, then so is e−T1fT1. Thus, it is enough to prove that e
−T1fT1 6∈ Supp(S0) ∪ Ex(S0).
By Remark 2.18, e−T1fT1 is embeddable into a normal Loewner chain which is gera¨umig
in [0, T2 − T1), therefore, we can assume with no loss of generality that T1 = 0.
Let L be a bounded linear operator on Hol(Bn,Cn) which is not constant on S0 and let
h be given by Lemma 4.2. By Theorem 3.1, there exists ǫ > 0 such that f0 ± ǫh ∈ S0.
But ReL(f0 + ǫh) = ReL(f0) + ǫReL(h) > ReL(f0), and f0 is not a support point for L.
Also, since
f0 =
1
2
(f0 + ǫh) +
1
2
(f0 − ǫh),
f0 is not an extreme point of S
0. 
VARIATION, EXTREME AND SUPPORT POINTS 13
Proposition 1.1 follows then at once from Theorem 2.20 and Lemma 4.3.
As we mentioned in the Introduction, our variational method can be applied also to
non-linear problem. As an example we prove the following result:
Proposition 4.4. Let (ft)t≥0 be a normal Loewner chain which is exponentially squeezing
in [T1, T2) for some 0 ≤ T1 < T2 ≤ +∞. Let Φ : Hol(Bn,Cn) → C be a Fre´chet
differentiable functional such that the Fre´chet differential L(f0; ·) of Φ at f0 ∈ S0 is not
constant on S0. Then f0 is not a maximum of ReΦ in S
0.
Proof. Arguing as in the proof of [33, Theorem 1.1], one can show that if f = f0 is a
maximum in S0 for some Fre´chet differentiable functional Φ, then so is e−T1fT1 for the
Fre´chet differentiable functional Ψ, where
Ψ(g) = Φ(eT1g ◦ vT1), g ∈ Hol(Bn,Cn),
vt = v0,t, and (vs,t)0≤s≤t is the evolution family associated with (ft)t≥0. Since
Ψ(e−T1fT1 + g) = Φ(f + e
T1g ◦ vT1)
= Ψ(e−T1fT1) + L(f ; e
T1g ◦ vT1) + o(‖eT1g ◦ vT1‖),
the Fre´chet differential L(e−T1fT1 ; ·) of Ψ at e−T1fT1 is
L(e−T1fT1 ; g) = L(f ; e
T1g ◦ vT1), g ∈ Hol(Bn,Cn).
Since L(f ; ·) : Hol(Bn,Cn) → C is a linear operator which is continuous with respect to
the topology of uniform convergence on compacta of Hol(Bn,Cn) and is not constant on
S0, arguing as in the proof of [33, Proposition 2.6], one can show that L(e−T1fT1 ; ·) is not
constant on S0. Thus, by Theorem 2.20 and Remark 2.18, we can assume with no loss of
generality that f is embeddable into a normal Loewner chain which is gera¨umig in [0, T )
for some T > 0.
Then, let ǫ0 > 0 be given by Theorem 3.1. Hence, for every h : B
n → Cn holomorphic
with h(0) = dh0 = 0 and supz∈Bn ‖h(z)‖ ≤ 1, supz∈Bn ‖dhz‖ ≤ 1 it follows that f+ǫh ∈ S0
for all ǫ ∈ [0, ǫ0). Let h be given by Lemma 4.2. Then
1
ǫ
Re [Φ(f + ǫh)− Φ(f)] = ReL(f ; h) + Re o(ǫ‖h‖)
ǫ
.
Therefore, for ǫ sufficiently small, it follows that ReΦ(f + ǫh) > ReΦ(f). 
We give some applications of Proposition 1.1.
Proposition 4.5. Let g ∈ S0 and let r ∈ (0, 1). Also, let f(z) := 1
r
g(rz). Then f ∈ S0
and f 6∈ Supp(S0) ∪ Ex(S0).
Proof. Let (gt)t≥0 be a normal Loewner chain such that g0 = g. Set ft(z) := 1rgt(rz).
Then (ft)t≥0 is a normal Loewner chain such that f0 = f , which thus belongs to S0.
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Next, recall that {gt}t≥0 satisfies the Loewner PDE
(4.1)
∂gt
∂t
(z) = −d(gt)zG(z, t), a.e. t ≥ 0, ∀z ∈ Bn,
where G(z, t) is a Herglotz vector field in Bn associated with the class M.
Finally, since −G(z, t) is in the class M, for a.e. t ≥ 0, it follows from (4.1) that there
exists c > 0 (depending only on r) such that for all ‖z‖ ≤ r and a.e. t ≥ 0
(4.2) Re
〈
[d(gt)z]
−1∂gt
∂t
(z),
z
‖z‖2
〉
≥ c.
Indeed, let E ⊂ [0,+∞) be a set of full measure such that G(z, t) is a Herglotz vector
field associated with the classM, namely, Re
〈
G(z, t), z‖z‖2
〉
< 0 for all z ∈ Bn and t ∈ E.
Suppose by contradiction (4.2) does not hold for some sequence {tk}k∈N ⊂ E. Then by
(4.1) there exists a sequence {zk}k∈N ⊂ B(0, r), which we may suppose convergent to
some z0, with ‖z0‖ ≤ r such that Re
〈
G(zk, tk),
zk
‖zk‖2
〉
> −1/k. Since G(0, tk) = 0 and
dG(0, tk) = −id, clearly z0 6= 0. Let vk := zk/‖zk‖ and consider the holomorphic functions
gk : D→ C defined by
gk(ζ) := 〈G(ζvk, tk), vk〉.
Then gk(ζ) = −ζpk(ζ) where Re pk(ζ) > 0 for all ζ ∈ D and pk(0) = 1, for all k ∈ N. Then
{pk}k∈N is a sequence of functions in the Carathe´odory class. In particular, since such a
class is compact, we can assume that pk → p for some holomorphic function p : D → C
with p(0) = 1 and Re p(ζ) > 0 for all ζ ∈ D. But Re pk(‖zk‖) → Re p(‖z0‖), which forces
Re p(‖z0‖) = 0, a contradiction. Hence (4.2) holds.
Now, since [d(ft)z]
−1 ∂ft
∂t
(z) = 1
r
[d(gt)rz]
−1 ∂gt
∂t
(rz), it follows from (4.2) that for all z ∈
Bn \ {0} and a.e. t ≥ 0, it holds
Re
〈
[d(ft)z]
−1∂ft
∂t
(z),
z
‖z‖2
〉
= Re
〈
[d(gt)rz]
−1∂gt
∂t
(rz),
rz
‖rz‖2
〉
≥ c.
Hence (ft)t≥0 is exponentially squeezing in [0,+∞). By Proposition 1.1, it follows that
f 6∈ Supp(S0) ∪ Ex(S0). 
A class of mappings in S0 which are not extreme/support points of S0 may be obtained
in the following way:
Proposition 4.6. Let (ft)t≥0 be a normal Loewner chain and let G(z, t) be the corre-
sponding Herglotz vector field associated with the class M. Assume that
G(z, t) = −[id−E(z, t)]−1[id + E(z, t)](z), z ∈ Bn, t ≥ 0,
where E(z, t) is an (n×n)-matrix which is holomorphic with respect to z ∈ Bn, E(0, t) = 0,
for t ≥ 0, and E(z, t) is measurable with respect to t ∈ [0,∞), for z ∈ Bn. If ‖E(z, t)‖ ≤
c < 1 for z ∈ Bn and t ≥ 0, then f0 6∈ Supp(S0) ∪ Ex(S0).
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Proof. Since ‖E(z, t)‖ ≤ c and E(0, t) = 0, it follows that ‖E(z, t)‖ ≤ c‖z‖, by the
Schwarz lemma. Let
h(z, t) := [d(ft)z]
−1∂ft
∂t
(z) = [id− E(z, t)]−1[id+ E(z, t)](z).
Then it easily seen that
‖h(z, t)− z‖2 ≤ c2‖z‖2‖h(z, t) + z‖2, z ∈ Bn, t ≥ 0.
Now, elementary computations yield that
‖z‖21− c‖z‖
1 + c‖z‖ ≤ Re 〈h(z, t), z〉 ≤ ‖z‖
2 1 + c‖z‖
1− c‖z‖ , z ∈ B
n, t ≥ 0,
and thus (ft)t≥0 is exponentially squeezing in [0,+∞). The result follows from Proposition
1.1. This completes the proof. 
Corollary 4.7. Let f ∈ S be such that ‖dfz − id‖ ≤ c for some c ∈ (0, 1) and for all
z ∈ Bn. Then f ∈ S0 and f 6∈ Supp(S0) ∪ Ex(S0).
Proof. A normal Loewner chain with initial element f is given by (ft)t≥0 with ft(z) =
f(e−tz) + (et − e−t)z (see [13, Proof of Lemma 2.2]). A direct computation shows that
h(z, t) := [d(ft)z]
−1∂ft
∂t
(z) = [id− E(z, t)]−1[id+ E(z, t)](z),
where E(z, t) = e−2t[id− dfe−tz]. In view of the hypothesis, we deduce that ‖E(z, t)‖ ≤ c,
for all z ∈ Bn and t ≥ 0, and thus the result follows from Proposition 4.6. 
Remark 4.8. Corollary 4.7 can be proved directly without inspecting the natural normal
Loewner chain. Indeed, if L is a bounded linear functional not constant on S0 and h is
given by Lemma 4.2, it is easy to see that there exists ǫ > 0 such that ‖dfz±ǫdhz− id‖ < 1
for all z ∈ Bn. Hence by [13, Lemma 2.2], f ± ǫh ∈ S0 and then f 6∈ Supp(S0) ∪ Ex(S0).
5. Mappings that can be evolved in finite time to a ball and time-logM
reachable mappings
A natural class of mappings in S0 where our construction applies is that of mappings
whose image can be evolved to a ball:
Definition 5.1. Let f be a normalized univalent mapping in Bn. We say that f can be
evolved in finite time N > 0 to a ball if there exists a family (ft : B
n → Cn) for t ∈ [0, N ]
such that ft is univalent for all t ∈ [0, N ], fs(Bn) ⊂ ft(Bn) for all 0 ≤ s ≤ t ≤ N ,
ft(0) = 0, d(ft)0 = e
tid, f = f0 and fN(B
n) = eN · Bn. We denote by EN the set of
normalized univalent mappings in Bn that can be evolved in finite time N > 0 to a ball.
Remark 5.2. Let f be a normalized univalent mapping in Bn. Then it is easily seen that f
can be evolved in finite time N > 0 to a ball if and only if there exists a normal Loewner
chain (ft)t≥0 which is gera¨umig for t > N such that f = f0 and fN = eN id.
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Proof. Indeed, if f can be evolved in finite time N > 0 to a ball by means of the family
(ft)t∈[0,N ], then setting ft(z) = etz for t ≥ N and z ∈ Bn, it is easy to see that the family
(ft)t≥0 is a normal Loewner chain which is gera¨umig for t > N . The converse statement
is obvious. 
Moreover, let M > 1 and denote by
S0(M) := {f ∈ S0 : sup
z∈Bn
‖f(z)‖ ≤ M}.
Then ElogM ⊂ S0(M), and also
EM ⊂ EM ′, ∀M < M ′.
Remark 5.3. (i) If n = 1, then it is clear that S0(M) = S(M), where
S(M) = {f ∈ S : |f(z)| < M, z ∈ D}.
(ii) In the case n = 1, the family ElogM coincides with the family S(M) (see [24, Exercise
2, Chapter 6]; see also [11] and [27]).
The geometric notion of mappings that can be evolved in finite time to a ball has a
counterpart in control theory. To see this, we first recall the following notion (see e.g.
[27], [28], [29], [30], [16]):
Definition 5.4. Let f be a normalized univalent mapping in Bn. We say that f is time-
logM-reachable for some M > 1 if there exists a Herglotz vector field G(z, t) associated
with the class M in Bn such that f = Mϕ(·, logM) where (ϕ(z, t))t≥0 is the solution to
the Loewner ODE (2.2) such that ϕ(z, 0) = z. The set of time-logM-reachable mappings
generated by M is denoted by R˜logM(idBn ,M).
By [16, Theorem 3.7], f ∈ R˜logM(idBn ,M) for some M > 1 if and only if f can be
evolved in time logM to a ball, i.e.,
(5.1) R˜logM(idBn ,M) = ElogM .
Thus, by [16, Corollary 3.8], for every N > 0, the set EN is compact.
Remark 5.5. According to [14, Corollary 7],
(5.2) R˜logM(idBn ,M) ⊂ S0(M) \ (Supp(S0) ∪ Ex(S0)).
The geometrical counterpart of (5.2) follows at once either from (5.1) or directly from
Remark 5.2 and Proposition 1.1:
Corollary 5.6. Let f be a normalized univalent mapping in Bn which can be evolved in
finite time logM to a ball, for some M > 1. Then f ∈ S0(M) \ (Supp(S0) ∪ Ex(S0)).
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Remark 5.7. Let f ∈ ElogM , where M > 1, and let Φ : Hol(Bn,Cn) → C be a Fre´chet
differentiable functional such that the Fre´chet differential L(f ; ·) of Φ at f is not constant
on S0. Taking into account Proposition 4.4 and Remark 5.2, we deduce that f is not a
maximum of ReΦ in S0.
As we already remarked, in dimension one S0(M) = ElogM = R˜logM(idD,M) for all
M > 1. In higher dimensions this is no longer the case. In order to properly state our
result, we need a preliminary result (see [16, Example 3.5 and Theorem 3.12]).
Lemma 5.8. Assume that F ∈ S0 is starlike. For each N > 1, define
(5.3) FN(z) = NF−1
(
F (z)
N
)
, z ∈ Bn.
Then FN ∈ ElogN . Moreover, if F maximizes on S0 a continuous functional λ : S0 → R
then FN maximizes on ElogN the functional λN : ElogN → R, defined by
λN(g) = λ(NF (N−1g(·))), g ∈ ElogN .
In addition, λN(FN) = λ(F ).
Let Φ(z1, z2) :=
(
z1 +
3
√
3
2
z22 , z2
)
, z = (z1, z2) ∈ B2. Let M := 2 supz∈B2 ‖Φ(z)‖ < +∞.
As we already remarked in Example 3.2, Φ ∈ S0(M) is a support point for S0 and,
in fact, it maximizes the functional ReL10,2 : S
0 → R given by L10,2(f) = 12 ∂
2f1
∂z2
2
(0) for
f = (f1, f2) : B
2 → C2 holomorphic mapping (see [5]). Such a mapping is starlike (see
[34], [5]). Let N > 1. Then
(5.4) ΦN(z) =
(
z1 +
3
√
3
2
(
1− 1
N
)
z22 , z2
)
, z = (z1, z2) ∈ B2.
Now we are ready to state and prove our result:
Theorem 5.9. For any N > 1 the mapping ΦN is a support point in ElogN which maxi-
mizes the linear functional ReL10,2. In particular, for all f = (f1, f2) ∈ ElogN it follows
(5.5)
∣∣∣∣∂2f1∂z22 (0)
∣∣∣∣ ≤ 3√3
(
1− 1
N
)
,
and this estimate is sharp. Moreover, for any 2 < R < N ,
ΦN ∈ S0(M) ∪ ElogN \ (ElogR ∪ Supp(S0) ∪ Ex(S0)).
Proof. In view of Lemma 5.8, ΦN ∈ ElogN maximizes the functional (ReL10,2)N : ElogN →
R. A direct computation shows that, given f = (f1, f2) ∈ ElogN ,
(ReL10,2)
N (f) = Re
1
2
∂2f1
∂z22
(0) +
3
√
3
2N
= ReL10,2(f) +
3
√
3
2N
.
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Hence, ΦN maximizes ReL10,2 on ElogN and (5.5) follows at once.
In order to prove the last statement, we notice that, given 1 < R < N , setting r =
(1 − 1/N), it follows that ΦN (z) = 1
r
Φ(rz) for all z ∈ B2. Hence, if r ∈ (1/2, 1)—which
amounts to R > 2—we have
sup
z∈B2
‖ΦN(z)‖ ≤ 2 sup
z∈B2
‖Φ(z)‖ = M.
Therefore, ΦN ∈ S0(M) ∪ ElogN . Also, by Proposition 4.5, ΦN 6∈ (Supp(S0) ∪ Ex(S0)).
Finally, ΦN 6∈ ElogR for all R < N because otherwise it would contradict (5.5). 
Note that the mapping Φ is a bounded support point in S0 which, by Corollary 5.6,
cannot be evolved in finite time to a ball, and hence it is not time-logM-reachable.
Therefore, such a mapping gives also a counterexample to Conjecture 3.9 in [16].
Moreover, and more interesting, Theorem 5.9 shows that, in contrast to the one-
dimensional case, in general
R˜logM(idBn,M) 6= S0(M) \ (Supp(S0) ∪ Ex(S0)).
It is also interesting to note that for every R > N ,
ΦN ∈ ElogR \ (Supp(ElogR) ∪ Ex(ElogR)).
Indeed, in view of Theorem 5.9, ΦN ∈ ElogN ⊂ ElogR. Moreover, given any bounded linear
functional L on Hol(Bn,Cn), it holds by linearity that L(ΦN ) = L(id) + cL · L10,2(ΦN ) for
some cL. Hence, again by Theorem 5.9, Φ
N 6∈ Supp(ElogR). Moreover, let g(z1, z2) =
(δz22 , 0) for some δ > 0. Note that Φ
N ± g = ΦN± for some N± > 1. If δ << 1 then
ΦN+g,ΦN−g ∈ ElogR. Since ΦN = 12 [(ΦN−g)+(ΦN+g)], it follows that ΦN 6∈ Ex(ElogR)
Remark 5.10. It is not known whether Φ, (respectively ΦN ), is an extreme point for S0
(respectively for ElogN ). However, since the hyperplane {g ∈ Hol(B2,C2) : ReL10,2(g) =
3
√
3/2} intersects S0 and it is a separating hyperplane (see e.g. [21, Theorem 4.6]), there
exists f ∈ Ex(S0) such that ReL10,2(f) = 3
√
3/2. Similarly, for every M > 1 there exists
f ∈ Ex(ElogM) such that ReL10,2(f) = 3
√
3
2
(1− 1/M).
The previous considerations make natural to ask the following questions:
Question 5.11. Let M > 1 and let f ∈ S0(M) \ (Supp(S0) ∪ Ex(S0)).
(1) Is it true that there exists R ≥M such that f ∈ ElogR?
(2) Is it true that f can be embedded into an exponentially squeezing Loewner chain?
Clearly, an affirmative answer to Question 5.11 (1) would imply an affirmative answer
to Question 5.11 (2).
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