Abstract-This paper proposes an affine projection algorithm (APA) with evolving order using variable step-size. The proposed algorithm has not only a variable projection order with an evolutionary method but also changeable step-size in a certain condition. The step-size varies only when the projection order is not changed by the evolutionary method. The experimental results show that the proposed algorithm achieves faster convergence rate and smaller steady-state estimation errors than the existing algorithms.
I. INTRODUCTION
The affine projection algorithm (APA) has fast convergence rate of correlated input data compared to the normalized least-mean-square (NLMS) algorithm, because it uses multiple input vectors rather than a single input vector [1] - [3] . However, APA causes high computational complexity and large steady-state estimation errors. A high projection order and large step-size lead to achieve a fast convergence rate but a large estimation error. Meanwhile, a low projection order and small step-size give rise to a slow convergence rate but a small estimation error. Therefore, the adjustment of the projection orders and step-sizes simultaneously is worth considering for satisfying fast convergence rate and small steady-state estimation error [4] .
Recently, there are several papers related to the projection orders and variable step-size to upgrade the performance of APA [5] - [7] . Among them, an APA with evolving order (E-APA) [5] and a variable step-size APA (VS-APA) [6] - [7] are the representative algorithms. The E-APA chooses its projection order by an evolutionary order comparing the output error with a threshold. The VS-APA changes the step-size using a criterion to determine how close to optimum performance. Although these algorithms have faster convergence rate and lower estimation error than the conventional APA, there remains room for improvement by adjusting the projection orders and step-sizes at the same time [4] . This paper proposes an APA with evolving order using variable step-size to control both the projection orders and step-sizes to satisfy fast convergence, small steady-state error, and low computational complexity. Although the proposed algorithm basically uses the evolutionary method in E-APA for varying the projection orders, it also changes the step-sizes when the projection order is not changed. The proposed algorithm has fast convergence rate and small steady-state estimation error compared to both E-APA and VS-APA. This paper is organized as follows. Section II proposes a novel APA with evolving order using variable step-size. Section III provides the experimental results, and Section IV presents the conclusion. 
,
is the step-size parameter, and M is the projection order which is the number of input vector.
B. Evolving Order using Variable Step-Size (EVS-APA)
The update equation of the proposed EVS-APA is given as follows:
where
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The proposed algorithm dynamically chooses the number of input vectors like E-APA [5] . Because large number of input vectors gives rise to the large steady-state errors, varying the number of input vectors is effective to reduce the steady-state estimation errors. Moreover, the proposed EVS-APA varies step-sizes with changing the number of input vectors to achieve the lower steady-state errors than E-APA. The principle of the proposed EVS-APA is described in Table I.   TABLE I: THE EVOLUTIONARY METHOD USING VARIABLE STEP-SIZE IN THE PROPOSED EVS-APA.
Condition
The number of input vectors
Step-size
As can be seen in Table I , the proposed EVS-APA adjusts the number of input vectors and step-sizes simultaneously. The step-size varies when the projection order is not changed by the evolutionary method. On the other hand, the algorithm uses the previous step-size when the projection order is changed. The thresholds in Table I are determined as:
The thresholds are determined by the evolutionary method in E-APA, which is derived from the steady-state mean-square error (MSE) [8] . However, the proposed EVS-APA calculates the thresholds at every iteration, because the step-size varies. Since varying the thresholds leads to reduce the number of input vectors, the computational complexity of the proposed EVS-APA is smaller than that of E-APA.
III. EXPERIMENTAL RESULTS
We illustrate the performance of the proposed algorithm by performing computer experiments in channel estimation. The channel of the unknown system is generated by a moving average model with 32 taps (n=32). We assume that the adaptive filter and the unknown channel have the same number of taps. We also assume that the noise variance, σ v 2 , is known a priory, because it is easy to be estimated. The input signal u i is generated by filtering a white, zero-mean, Gaussian random sequence through G 1 (z) = 1/(1 − 0.9z
) . The SNR is set to 30dB which is defined by SNR = 10log 10 Fig. 1 . Mean-square deviation of APA, VS-APA, E-APA, and the proposed EVS-APA (the input signal is generated by G1, SNR=30dB, n=32). Fig. 2 . Mean-square deviation of APA, VS-APA, E-APA, and the proposed EVS-APA (the input signal is generated by G1, SNR=30dB, n=32). Fig. 3 . Number of input vectors of the proposed EVS-APA over 1 trial (the input signal is generated by G1, SNR=30dB, n=32, M max =8, M min =1). Fig. 1 and 2 show the MSD of the conventional APA, VS-APA, E-APA, and proposed EVS-APA when the input vector is generated by G1 and G2. As can be seen, these simulation results verify that the proposed EVS-APA has faster convergence rate and smaller steady-state estimation error than the conventional APA, VS-APA, E-APA. Fig. 3 shows the number of input vectors of the proposed EVS-APA over 1 trial when the input signal is generated by G1. In the proposed EVS-APA, the maximum number of input vectors, M max , is 8, and the minimum number of input vectors, M min , is 1. The proposed EVS-APA determines the projection order by the evolutionary method in E-APA. As can be seen, the number of input vectors varies dynamically, which is similar with the number of input vector in E-APA. However, since EVS-APA chooses the thresholds at every iteration, its average number of input vectors is smaller than E-APA. Fig. 4 . Variable step-size in the proposed EVS-APA (the input signal is generated by G1, SNR=30dB, n=32). Fig. 4 shows the variable step-size µ in the proposed EVS-APA algorithm. The result confirms that step-size µ decreases gradually. Decreasing step-size µ leads to reduce steady-state estimation errors. Table II shows the computational complexity of the conventional APA, VS-APA, E-APA, the proposed EVS-APA at every iteration. As can be seen, the dominant term of complexity is the number of input vectors, not constant term. Fig. 5 . Accumulated sum of multiplications in the conventional APA, VS-APA, E-APA, and the proposed EVS-APA (the input signal is generated by G1, SNR=30Db, n=32).
Fig . 5 shows the accumulated sum of multiplications in the conventional APA, VS-APA, E-APA, and the proposed EVS-APA. Due to adjust the number of input vectors, it is reasonable that the accumulated sum of multiplications in the proposed EVS is smaller than those of the conventional APA and VS-APA, which have the fixed number of input vectors (M=8). Since the average number of input vectors in the proposed EVS-APA is smaller than that in E-APA, the computational complexity of the proposed EVS-APA is lower than that of E-APA.
IV. CONCLUSION
This paper has proposed an affine projection algorithm with evolving order using variable step-size. The proposed algorithm automatically determines the projection orders at every iteration by an evolutionary method like E-APA. Moreover, this algorithm varies the step-sizes when the projection order is not changed. In order to improve the performance of APA, it adjusts the projection orders and step-sizes at the same time. The experimental results showed that the proposed algorithm accomplished faster convergence rate, smaller steady-state estimation errors, and lower computational complexity than the existing algorithms.
