This paper discusses mechanisms to measure the inherent complexity of the formative stages of the software development process. The techniques presented concentrate on two major specification and design modelling techniques, namely hierarchy and network diagrams, which may be found in many current structured development methods. The measurement of hierarchy models considers the level of nesting or inherited complexity of processing activity. The measurement of network models considers the implicit complexity of the information flows terminating at and emanating from processes.
INTRODUCTION
The advent of system development methods was hailed as the way forward to the production of quality, reliable software systems. However, tllroughout the past two decades it has become increasingly obvious that this has not always been the case. In fact there is now a major crisis facing the software development community. Increasing amounts of development resources are being devoted to the maintenance of existing systems. It has been estimated that by the mid 1990s nearly 90% of the system development resources will be consumed by the maintenance of existing systems [I] . A major area of concern, therefore, is the ability to control and monitor the development process, the assumption being that this will reduce the costs of quality software production. This raises a major issue, how does one monitor and control the development of quality software?
To this end there are many active research areas. One such avenue of research, suggests that the utilisation of complexity assessment techniques will aid in the reduction of the problem, by guiding the developers towards the reduction of the inherent complexity of systems under development. This, then is the subject of this paper.
The crisis in the software community can be summarised as the product of poor quality software [2, 3] . As a result, software quality quantitative estimation has become a major issue. Most studies have concentrated on the measurement of the later stages of the development lifecycle, such as the count of lines of code. However, it is also important to direct attention to the earlier stages of the software lifecycle since many of the software quality problems have been considered as originating in these early phases [4] . Incorrect deciSiOns at this stage can result in the most costly of problems and have a major impact on software quality. Attempts to correct errors at the implementation stage is considerably more expensive than rectification of errors during the earlier stages of the lifecycle [5] and so measurement at the initial deSign stage enables an assessment of quality before committing to code. 'A key factor in the enhancement of quality, in these early stages of the development cycle, is the ability to keep the complexity of the models as simple as possible. Thus the concept of complexity is vital to this study. Complexity can be defined as the degree of difficulty in analysis. design. testing and implementation of software [6] . Quantitative software metrics, when defined and used correctly. have been shown to be useful indicators of software complexity [71. and malntainability [8] .
In many design methods the modelling of individual processing units precedes the modelling of the communication of these units with each other and the outside world. The modelling of processes is frequently concerned with the representation of the sequential time-ordering of individual process actions. Later, consideration is given to how these processes communicate with each other in terms of information flow. Consideration, will therefore be given flrst to the measurement of sequential time-ordered models and then how this measurement can be applied to network models.
THE MEASUREMENT OF HIERARCHY DIAGRAMS
A hierarchy diagram is a sequential time-ordered model of a processing unit (for an example refer to figure 1 ). This consists of four structural component types -iteration, selection. sequence and the atomic elementary. The diagram is always read from left to right. it may be considered as an inverted tree with the top most node being the root component· of the tree, and the elementary components being the leaf nodes.
In order to evaluate the design complexity of hierarchical models it is necessary to consider each individual path through the diagram. To derive an overall complexity rating for hierarchy diagrams a measurement is obtained based upon the number of linearly independent paths through a process. This value has to take into account the complexity that occurs as we traverse up the hierarchical tree from the leaf component. This is known as the nesting level or embedded complexity.
The hierarchy metrics assign gradings to branches in a structure. these grades are drawn from the theories of control flow metrics [9. 10) . These metries are concerned with the flow of control through the structure of a program. The control structure, thus defined, is modelled by the utilisation of directed graphs where the nodes correspond to pr()gram statements and an arc from one node to another represents a flow of control between statements. This measure is useful because. assuming that the graph is strongly connected. it indicates the number of basic paths (or linearly independent Circuits) which, when combined. generate all possible paths throughout the program.
Hierarchy Complexity Metrics
The hierarchy metrics presented below have their foundation in the 'classical' complexity metric as defined by McCabe [11] . Empirical studies have suggested that there is a relationship between McCabe's cyclomatic complexity measure, which measures the basic paths through a given process. and the future reliability and maintainability of that process [7; 121. The mechanism for the measurement of hierarchy diagrams is as follows:
Because elementary components are the simplest component type they are assigned an initial design complexity grade of 1. Elementary components have an implicit complexity as they represent sequential processing. this complexity must be considered.
Sequential components within the body of the diagram are not graded, since they do not increase the processing complexity in terms of path structure. Sequential components are essential to the decomposition of a structure. Any such sequential decomposition requires the sub-dlvision of the model into logical processing tasks. The theoretical and practical basis of McCabe's metric has been heavily criticised [13, 14] . However, the application presented in this paper avoids the more contentious aspects of his work.
It considers embedded complexity that results from the nesting of structures, and also allows for distinct measurement of subsets of a program, rather than offering a single definitive value. Most metrics quantify the complexity of a process or program by means of a single global value. The use of a single-value number tends to conceal important internal aspects of the module, and thus degrades its usefulness. The metrics presented in this paper define a measurement technique that will integrate the embedded structural complexity of a process or program. This enables appreciation of every aspect of the hierarchy model and its contribution to complexity, rather than evaluating complexity as a whole.
THE MEASUREMENT OF NETWORK DIAGRAMS
A network diagram is a set of connected nodes, where the nodes represent processes (modules, functions or procedures, i.e. processing elements) and the connections represent the passage of data. To evaluate the complexity of network diagrams the connectivity of processes is examined. In order to achieve this the number of inter-process connections, along with their impliCit structural complexity, is assessed. No distinction is made between local and global information flows, since complexity values are only based on an individual process' connectivity. The metric for individual processes therefore, reflects both the connectivity of the process and the implicit complexity of the structure of the data flowing into and out of that process.
Network Complexity Metrics
The network metrics presented here are loosely based on information flow metrics [15, 16] which measure the number of distinct information processing paths through a given process. To assess the complexity of process coupling, the total number of linearly independent paths through a process may be calculated. This is achieved by multiplying the number of information flows terminating at a process (known as fan-in) by the number of information flows emanating from a process (known as fan-out). Empirical studies have concluded that the level of information flow is closely correlated with development time [17) . These metrics are relevant to am: system developed using a structured design technique which can be represented in terms of a network diagram (for example [18, 19, 20) ).
The mechanism by which a total network complexity value for a given process node is achieved is as follows::
Each information flow terminating at and emanating from the specified process is given a Hierarchy Complexity Total figure. This is based on the specified information floW'S implicit data structure. For example, if a single parameter was being passed this would be 1.
To calculate a weighting for the overall complexity of information terminating at (or emanating from) the process the individual input (or output) Hierarchy Complexity Total figures are accumulated. The metric for the total complexity of information fanning-in to the process is therefore: 
Finally, to gain an assessment of the overall complexity for a given process the Fan-In Multiplicity Complexity Total is multiplied by the Fan-Out Multiplicity Complexity Total. Multiplication is used in deriving this value to reflect the total number of possible information processing paths through a given process. A problem would arise if either the number of fan-In's or fan-out's for a process is zero, since this would result in an instance of zero complexity. The solution proposed in such specialised cases is to assign a value of 1 whenever a zero fan-in or fan-out is encountered. The metric for arriving at a value for individual processes may be summarised as follows:
The metrics presented assess the complexity of the information entering and leaving the process and an overall information flow complexity measure is attained for each process. An example of the application of these metrics can be seen by considering figure 2. Traditional information flow metrics suffer from the inability to distinguish differing levels of complexity inherent within information flows. This deficiency would mean that the two processes illustrated in figure 2 would result in the same measure of complexity. Such traditional metries would only distinguish three fan-in's and three fan-out's for each process. But this clearly is not so. It has already been shown in the discussion regarding hierarchy memes that individual data models necessarily have differing values of complexity. It follows therefore that the complexity of the individual information flows must also be variable. Any measurement of process and network complexity must take this into account. To this end, the network metrics presented here, permit a more meaningful measurement to be given to process and network complexity.
CONCLUSION
This paper has illustrated how two key complexity measurement techniques can be applied to two major forms of design specification. Enhanced quality may be brought about by attempting to maintain low levels of complexity. In order to achieve this the development process must be controlled. An essential part of this process is the ability to obtain meaningful measurements for complexity. This paper has attempted to show how the adaptation and modification of accepted metries may be refined and thus applied.
The work presented in this paper has developed from a long-standing research project at UMIST into the construction of IPSE's and CASE tools. The latest CASE tool being developed is centred on the concept of method-configurable tools. This tool is being built incorporating the quantitative complexity measurement aids presented above. The research has shown, by the application of reverse engineering, a significant correlation between high values of complexity and error prone software. Consequently, the inclusion of such measurements is seen as an essential aid to the successful development of quality software products.
