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ABSTRACT
Recommender systems play a crucial role in our daily lives. Feed
streaming mechanism has been widely used in the recommender
system, especially on the mobile Apps. The feed streaming set-
ting provides users the interactive manner of recommendation in
never-ending feeds. In such amanner, a good recommender system
should pay more attention to user stickiness, which is far beyond
classical instant metrics and typicallymeasured by long-termuser
engagement. Directly optimizing long-term user engagement is a
non-trivial problem, as the learning target is usually not available
for conventional supervised learning methods. Though reinforce-
ment learning (RL) naturally fits the problem of maximizing the
long term rewards, applying RL to optimize long-term user en-
gagement is still facing challenges: user behaviors are versatile
to model, which typically consists of both instant feedback (e.g.,
clicks) and delayed feedback (e.g., dwell time, revisit); in addition,
performing effective off-policy learning is still immature, especially
when combining bootstrapping and function approximation.
To address these issues, in this work, we introduce a RL frame-
work — FeedRec to optimize the long-term user engagement. Fee-
dRec includes two components: 1) a Q-Network which designed in
hierarchical LSTM takes charge of modeling complex user behav-
iors, and 2) a S-Network, which simulates the environment, assists
the Q-Network and voids the instability of convergence in policy
learning. Extensive experiments on synthetic data and a real-world
large scale data show that FeedRec effectively optimizes the long-
term user engagement and outperforms state-of-the-arts.
CCS CONCEPTS
• Information systems → Recommender systems; Personal-
ization; • Theory of computation→ Sequential decision making.
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1 INTRODUCTION
Recommender systems assist user in information-seeking tasks by
suggesting goods (e.g., products, news, services) that best match
users’ needs and preferences. In recent feed streaming scenarios,
users are able to constantly browse items generated by the never-
ending feeds, such as the news streams in Yahoo News1, the so-
cial streams in Facebook2, and the product streams in Amazon3.
Specifically, interacting with the product streams, the users could
click on the items and view the details of the items. Meanwhile,
(s)he could also skip unattractive items and scroll down, and even
leave the recommender system due to the appearance of many re-
dundant or uninterested items. Under such circumstance, optimiz-
ing clicks will not be the only golden rule anymore. It is critical
to maximizing the users’ satisfaction of interactions with the feed
streams, which falls in two folds: instant engagement, e.g., click,
purchase; long-term engagement, say stickiness, typically repre-
senting users’ desire to stay with the streams longer and open the
streams repeatedly [11].
However, most traditional recommender systems only focus on
optimizing instant metrics (e.g., click through rate [12], conver-
sion rate[19]). Moving more deeply with interaction, a good feed
streaming recommender system should be able to not only bring
about higher click through rate but also keep users actively inter-
acting with the system, which typically is measured by long-term
delayed metrics. Delayed metrics usually are more complicated, in-
cluding dwell time on the Apps, depth of the page-viewing, the
internal time between two visits, and so on. Unfortunately, due
to the difficulty of modeling delayed metrics, directly optimizing
1https://ca.news.yahoo.com/
2https://www.facebook.com/
3https://www.amazon.com/
the delayed metrics is very challenging. While only a few prelimi-
nary work[28] starts investigating the optimization of some long-
term/delayed metrics, a systematical solution to optimize the over-
all engagement metrics is wanted.
Intuitively, reinforcement learning (RL), which was born tomax-
imize long-term rewards, could be a unified framework to opti-
mize the instant and long-term user engagement. Applying RL to
optimize long-term user engagement itself is a non-trivial prob-
lem. As mentioned, the long-term user engagement is very compli-
cated (i.e.,measured in versatile behaviors, e.g., dwell time, revisit),
and would require a very large number of environment interac-
tions to model such long term behaviors and build a recommenda-
tion agent effectively. As a result, building a recommender agent
from scratch through real online systems would be prohibitively
expensive, since numerous interactions with immature recommen-
dation agent will harm user experiences, even annoy the users. An
alternative is to build a recommender agent offline through mak-
ing use of the logged data, where the off-policy learning meth-
ods can mitigate the cost of the trial-and-error search. Unfortu-
nately, current methods includingMonte Carlo (MC) and temporal-
difference (TD) have limitations for offline policy learning in re-
alistic recommender systems: MC-based methods suffer from the
problem of high variance, especially when facing enormous ac-
tion space (e.g., billions of candidate items) in real-world appli-
cations; TD-based methods improve the efficiency by using boot-
strapping techniques in estimation, which, however, is confronted
with another notorious problem called Deadly Triad (i.e., the prob-
lem of instability and divergence arises whenever combining func-
tion approximation, bootstrapping, and offline training [24]). Un-
fortunately, state-of-the-art methods [33, 34] in recommender sys-
tems, which are designed with neural architectures, will encounter
inevitably the Deadly Triad problem in offline policy learning.
To overcome the aforementioned issues of complex behaviors
and offline policy learning, we here propose an RL-based frame-
work, named FeedRec, to improve long-term user engagement in
recommender systems. Specifically, we formalize the feed stream-
ing recommendation as a Markov decision process (MDP), and de-
sign a Q-Network to directly optimize the metrics of user engage-
ment. To avoid the problem of instability of convergence in offline
Q-Learning, we further introduce a S-Network, which simulates
the environments, to assist the policy learning. In Q-Network, to
capture the information of versatile user long term behaviors, a
fine user behavior chain is modeled by LSTM, which consists of all
rough behaviors, e.g., click, skip, browse, ordering, dwell, revisit,
etc. When modeling such fine-grained user behaviors, two prob-
lems emerges: the numbers for specific user actions is extremely
imbalanced (i.e., clicks is much fewer than skips)[37]; and long-
term user behavior is more complicated to represent. We hence
further integrated hierarchical LSTM with temporal cell into Q-
Network to characterize fine-grained user behaviors.
On the other hand, in order to make effective use of the histor-
ical logged data and avoid the Deadly Triad problem in offline Q-
Learning, we introduce an environment model, called S-network,
to simulate the environment and generate simulated user experi-
ences, assisting offline policy learning. We conduct extensive ex-
periments on both the synthetic dataset and a real-world E-commerce
dataset. The experimental results show the effectiveness of the pro-
posed algorithm over the state-of-the-art baselines for optimizing
long user engagement.
Contributions can be summarized as follow:
(1) We propose a reinforcement learning model — FeedRec to di-
rectly optimize the user engagement (both instant and long
term user engagement) in feed streaming recommendation.
(2) Tomodel versatile user behaviors, which typically includes both
instant engagement (e.g., click and order) and long term en-
gagement (e.g., dwell time, revisit, etc), Q-Network with hierar-
chical LSTM architecture is presented.
(3) To ensure convergence in off-policy learning, an effective and
safe training framework is designed.
(4) The experimental results show that our proposed algorithms
outperform the state-of-the-art baseline.
2 RELATED WORK
2.1 Traditional recommender system
Most of the existing recommender systems try to balance the in-
stant metrics and factors, i.e., the diversity, the novelty in recom-
mendations. From the perspective of the instant metrics, there are
numerous works focusing on improving the users’ implicit feed-
back clicks [10, 12, 27], explicit ratings [3, 17, 21], and dwell time
on recommended items [30]. In fact, the instant metrics have been
criticized to be insufficient to measure and represent real engage-
ment of users. As the supplementary, methods [1, 2, 4] intended to
enhance user’s satisfaction through recommending diverse items
have been proposed. However, all of these works can not model
the iterative interactions with users. Furthermore, none of these
works could directly optimize delayed metrics of long-term user
engagement.
2.2 Reinforcement learning based
recommender system
Contextual bandit solutions are proposed to model the interaction
with users and handle the notorious explore/exploit dilemma in
online recommendation [8, 13, 20, 26, 31]. On one hand, these con-
textual bandit settings assume that the user’s interests remain the
same or smoothly drift which can not hold under the feed stream-
ing mechanism. On the other hand, although Wu et al. [28] pro-
posed to optimize the delayed revisiting time, there is no system-
atical solution to optimizing delayed metrics for user engagement.
Apart from contextual bandits, a series of MDP basedmodels [5, 14,
15, 23, 32, 35, 39] are proposed in recommendation task. Arnold et
al. [5] proposed a modified DDPG model to deal with the problem
of large discrete action spaces. Recently, Zhao et al. combined page-
wise, pairwise ranking technologies with reinforcement learning[33,
34]. Since only the instant metrics are considered, the above meth-
ods fail to optimize delayed metrics of user engagement. In this
paper, we proposed a systematically MDP-based solution to track
user’s interests shift and directly optimize both instant metrics and
delayed metrics of user engagement.
3 PROBLEM FORMULATION
3.1 Feed Streaming Recommendation
In the feed streaming recommendation, the recommender system
interacts with a user u ∈ U at discrete time steps. At each time
step t , the agent feeds an item it and receives a feedback ft from
the user, where it ∈ I is from the recommendable item set and
ft ∈ F is user’s feedback/bevahior on it , including clicking, pur-
chasing, or skipping, leaving, etc. The interaction process forms a
sequence Xt = {u, (i1, f1,d1), . . . , (it , ft ,dt )} with dt as the dwell
time on the recommendation, which indicates user’s preferences
on the recommendation. Given Xt , the agent needs to generate the
it+1 for next-time step with the goal of maximizing long term user
engagement, e.g., the total clicks or browsing depth. In this work,
we focus on how to improving the expected quality of all items in
feed streaming scenario.
3.2 MDP Formulation of Feed Streams
A MDP is defined byM = 〈S,A,P ,R,γ 〉, where S is the state space,
A is the action space, P : S ×A × S → R is the transition function,
R : S × A → R is the mean reward function with r (s,a) being the
immediate goodness of (s,a), and γ ∈ [0, 1] is the discount factor.
A (stationary) policy π : S × A → [0, 1] assigns each state s ∈ S
a distribution over actions, where a ∈ A has probability π (a |s). In
feed streaming recommendation, 〈S,A, P〉 are set as follow:
• State S is a set of states. We design the state at time step t as
the browsing sequence st = Xt−1. At the beginning, s1 = {u}
just contains user’s information. At time step t , st = st−1 ⊕
{(it−1, ft−1,dt−1)} is updated with the old state st−1 concen-
trated with the tuple of recommended item, feedback and dwell
time (it−1, ft−1,dt−1).
• ActionA is a finite set of actions. The actions available depends
on the state s , denoted asA(s). TheA(s1) is initialized with all re-
called items. A(st ) is updated by removing recommended items
from A(st−1) and action at is the recommending item it .
• Transition P is the transition function with p (st+1 |st , it ) being
the probability of seeing state st+1 after taking action it at st . In
our case, the uncertainty comes from user’s feedback ft w.r.t. it
and st .
3.3 User Engagement and Reward Function
As aforementioned, unlike traditional recommendation, instant met-
rics (click, purchase, etc) are not the only measurements of the user
engagement/satisfactory, and long term engagement is even more
important, which is often measured in delayed metrics, e.g., brows-
ing depth, user revisits and dwells time on the system. Reinforce-
ment learning provides a way to directly optimize both instant and
delayed metrics through the designs of reward functions.
The reward function R : S ×A→ R can be designed in different
forms.We here instantiate it linearly by assuming that user engage-
ment reward rt (mt ) at each step t is in the form of weighted sum
of different metrics:
rt = ω
⊤mt , (1)
wheremt is a column vector consisted of different metrics,ω is the
weight vector. Next, we give some instantiations of reward func-
tion w.r.t. both instant metrics and delayed metrics.
Instant metrics. In the instant user engagement, we can have
clicks, purchase (in e-commerce), etc. The shared characteristics
of instant metrics are that these metrics are triggered instantly by
the current action. We here take click as an example, the number
of clicks in t-th feedback is defined as the metric for clickmct ,
mct = #clicks(ft ).
Delayed metrics. The delayed metrics include browsing depth,
dwell time on the system, user revisit, etc. Such metrics are usually
adopted for measuring long-term user engagement. The delayed
metrics are triggered by previous behaviors, some of which even
hold long-term dependency. We here provide two example reward
functions for delayed metrics:
Depth metric. The depth of browsing is a special indicator that
the feed streaming scenario differs from other types of recommen-
dation due to the infinite scroll mechanism. After viewing the t-th
feed, the system should reward this feed if the user remained in
the system and scrolled down. Intuitively, the metric of depthmdt
can be defined as:
mdt = #scans(ft )
where #scans(ft ) is the number of scans in the t-th feedback.
Return time metric. The user will use the system more often
when (s)he is satisfied with the recommended items. Thus, the in-
terval time between two visits can reflect the user’s satisfaction
with the system. The return timemrt can be designed as the recip-
rocal of time:
mrt =
β
vr
,
wherevr represents the time between two visits and β is the hyper-
parameter.
From the above examples—click metric, depthmetric and return
time metric, we can clearly seemt = [m
c
t ,m
d
t ,m
r
t ]
⊤. Note that in
MDP setting, cumulative rewards will bemaximized, that is, we are
actually optimizing total browsing depth, and frequency of visiting
in the future, which typically are long term user engagement.
4 POLICY LEARNING FOR RECOMMENDER
SYSTEMS
To estimate the future reward (i.e., the future user stickiness), the
expected long-term user engagement for recommendation it is pre-
sented with the Q-value as,
Qπ (st , it ) = Eik∼π [ rt︸︷︷︸
current rewards
+
T−t∑
k=1
γ k rt+k
︸        ︷︷        ︸
future rewards
], (2)
where γ is the discount factor to balance the importance of the
current rewards and future rewards. The optimalQ∗(st , it ), having
the maximum expected reward achievable by the optimal policy,
should follow the optimal Bellman equation [24] as,
Q ∗(st , it ) = Est+1
[
rt + γ max
i′
Q ∗
(
st+1, i
′) |st , it ] . (3)
Given theQ∗, the recommendation it is chosenwith themaximum
Q∗(st , it ). Nevertheless, in real-world recommender systems, with
enormous users and items, estimating the action-value function
Q∗(st , it ) for each state-action pairs is infeasible. Hence, it is more
feedbacks
{fj}
dwell time
{dj}
items
{ij}
Fj
×
⊕
⊕
MLP
Q(st, it)
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u
h3,t
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State-action embeddingQ-network st
i
′
j
dj
T ime-LSTM
hr,t
Pipeline 2
Pipeline 1
Pipeline 3
Figure 1: The architecture of Q-Network.
flexible and practical to use function approximation, e.g., neural
networks, to estimate the action-value function, i.e., Q∗(st , it ) ≈
Q(st , it ;θq ). In practice, neural networks are excellent to track user’s
interests in recommendation [10, 12, 36]. In this paper, we refer
to a neural network function approximator with parameter θq as
a Q-Network. The Q-Network can be trained by minimizing the
mean-squared loss function, defined as follows:
ℓ(θq ) = E(st ,it ,rt ,st+1)∼M
[
(yt −Q (st , it ; θq ))
2
]
(4)
yt = rt + γ max
it+1∈I
Q (st+1, it+1; θq ),
where M = {(st , it , rt , st+1)} is a large replay buffer storing the
past feeds, from which samples are taken in mini-batch training.
By differentiating the loss function with respect to θq , we arrive at
the following gradient:
∇θq ℓ
(
θq
)
= E(st ,it ,rt ,st+1)∼M
[
(r + γ max
it+1
Q
(
st+1, it+1; θq
)
−Q
(
st , it ;θq
) )
∇θqQ
(
st , it ; θq
) ]
(5)
In practice, it is often computationally efficient to optimize the
loss function by stochastic gradient descent, rather than comput-
ing the full expectations in the above gradient.
4.1 The Q-Network
The design of Q-Network is critical to the performances. In long
term user engagement optimization, the user interactive behaviors
is versatile (e.g., not only click but also dwell time, revisit, skip,
etc), which makes modeling non-trivial. To effective optimize such
engagement, we have to first harvest previous information from
such behaviors into Q-Network.
4.1.1 Raw Behavior Embedding Layer. The purpose of this layer
is to take all raw behavior information, related to long term en-
gagement, to distill users’ state for further optimization. Given the
observation st = {u, (i1, f1,d1) . . . , (it−1, ft−1,dt−1)}, we let ft be
all possible types of user behaviors on it , including clicking, pur-
chasing, or skipping, leaving etc, while dt for the dwell time of the
behavior. The entire set of {it } are first converted into embedding
vectors {it }. To represent the feedback information into the item
feedbacks
{fj}
dwell time
{dj}
items
{ij}
State-action
Embedding
dewell time revisiting time
(st, it)
MLP MLP
fˆt lˆtSoftmax
Sigmoid
dˆt vˆ
rS-network
Figure 2: The architecture of S-Network.
embedding, we project {it } into a feedback-dependent space by
multiplying the embedding with a projection matrix as follow:
i ′t = Fft it ,
where Fft ∈ R
H×H is a projectionmatrix for a specific feedback ft .
To futher model time information, in our work, a time-LSTM[38]
is used to track the user state over time as:
hr ,t = T ime-LSTM (i
′
t , dt ), (6)
where Time-LSTM models the dwell time by inducing a time gate
controlled by dt as follow:
дt = σ
(
i ′tWiд + σ
(
dtWдд
)
+ bд
)
ct = pt ⊙ ct−1 + et ⊙ дt ⊙ σ
(
i ′tWic + ht−1Whc + bc
)
ot = σ (i
′
tWio + dtWdo + ht−1Who +wco ⊙ ct + bo ),
where ct is the memory cell. дt is the time dependent gate influ-
encing the memory cell and output gate. pt is the forget gate. et is
the input gate. ot is the output gate.W∗ and b∗ are the weight and
bias term. ⊙ is the element-wise product,σ is the sigmoid function.
Given the ct and ot , the hidden state hr ,t is modeled as
hr ,t = ot ⊙ σ (ct ).
4.1.2 Hierarchical Behavior Layer. To capture the information of
versatile user behaviors, all rough behaviors are sequentially fed
into raw Behavior Embedding Layer indiscriminate. In realistic,
the numbers for specific user actions is extremely imbalanced (e.g.,
clicks are fewer than skips). As a result, directly utilizing the output
of raw Behavior Embedding Layer will cause the Q-Network los-
ing the information from the sparse user behaviors, e.g., purchase
information will be buried by skips information. Moreover, each
type of user behaviors has its own characteristics: click on an item
usually represents the users’ current preferences, purchase on an
item may imply the shifting of user interest, and causality of skip-
ping is a little complex, which could be casual browsing, neutral,
or annoyed, etc.
To better represent the user state, as shown in Figure 1, we pro-
pose a hierarchical behavior layer added to the raw behaviors em-
bedding layers, that the major user behaviors, such as click, skip,
purchase are tracked separately with different LSTM pipelines as
hk,t = LSTM-k(hr ,t ) if ft is the k-th behavior,
where different user’s behaviors (e.g., the k-th behavior) is cap-
tured by the corresponding LSTM layer to avoid intensive behavior
dominance and capture specific characteristics. Finally, the state-
action embedding is formed by concatenating different user’s be-
havior layer and user profile as:
st = concat[hr ,t , h1,t , h·,t , hk,t , u],
where u is the embedding vector for a specific user.
4.1.3 Q-value Layer. The approximation of Q-value is accomplished
by MLP with the input of the dense state embedding and the item
embedding as follow:
Q (st , it ; θq ) = MLP (st , it ).
The value of θq is updated by SGD with gradient calculated as
Equation (5).
4.2 Off-Policy Learning Task
With the proposed Q-Learning based framework, we can train the
parameters in themodel through trial and error search before learn-
ing a stable recommendation policy. However, due to the cost and
risk of deploying unsatisfactory policies, it is nearly impossible for
training the policy online. An alternative way is to train a reason-
able policy using the logged dataD, collecting by a logging policy
πb , before deploying. Unfortunately, the Q-Learning framework
in Equation (4) suffers from the problem of Deadly Trial[24], the
problem of instability and divergence arises whenever combining
function approximation, bootstrapping and offline training.
To avoid the problem of instability and divergence in offline
Q-Learning, we further introduce a user simulator (refers to as S-
Network), which simulates the environment and assists the policy
learning. Specifically, in each round of recommendation, aligning
with real user feedback, the S-Network need to generate user’s
response ft , the dwell time dt , the revisited time v
r , and a bi-
nary variable lt , which indicates whether the user leaves the plat-
form. As shown in Figure 2, the generation of simulated user’s
feedback is accomplished using the S-Network S(θs ), which is a
multi-head neural network. State-action embedding is designed in
the same architecture as it in Q-Network, but has separate param-
eters. The layer (st , it ) are shared across all tasks, while the other
layers (above (st , it ) in Figure 2) are task-specific. As dwell time
and user’s feedback are inner-session behaviors, the prediction of
fˆt and dˆt is calculated as follow,
fˆt = Softmax(Wf xf + bf )
dˆt = Wdxf + bd
xf = tanh(Wxf [st , it ] + bxf )
whereW∗ andb∗ are theweight and bias term. [st , it ] is the concen-
tration of state action feature. The generation of revisiting time and
leaving the platform (inter-session behaviors) are accomplished as
lˆt = Sigmoid(x
⊤
f wl + bl )
vˆr = Wvxl + bd
xl = tanh(Wxl [st , it ] + bxl ).
4.3 Simulator Learning
In this process, S(st , it ;θs ) is refined via mini-batch SGD using
logged data in the D. As the logged data is collected via a logging
policy πb , directly using such logged data to build the simulator
Algorithm 1: Offline training of FeedRec.
Input: D , ϵ ,L,K
Output: θq , θs
1 Randomly initialize parameters θq, θs ← Uniform(−0.1, 0.1);
2 #Pretraining the S-Network.
3 for j = 1 : K do
4 Sample random mini-batches of (st , it , rt , st+1) from D;
5 Set ft , dt , v
r , lt according to st , rt , st+1 ;
6 Update θs via mini-batch SGD w.r.t. the loss in Equation (7);
7 end
8 # Iterative training of S-Network and Q-Network.;
9 repeat
10 for j = 1 : N do
11 # Sampling training samples from logged data.
12 Sampling (s, i, r , s ′) from D , and storing in buffer M;
13 # Sampling training samples by interacting with the
S-Network.
14 l = False;
15 sample a initial user u from user set;
16 initial s = {u };
17 while l is False do
18 sample a recommendation i w.r.t ϵ -greedy Q-value;
19 execute i ;
20 S-Network responds with f , d , l ,vr ;
21 set r according to f , d , l ,vr ;
22 set s ′ = s ⊕ {i, r , d };
23 store (s, i, r , s ′) in buffer M;
24 update s ← s ′;
25 end
26 # Updating the Q-Network.
27 for j = 1 : L do
28 Sample random mini-batches of training (st , it , rt , st+1) from
M;
29 Update θq via mini-batch SGD w.r.t. Equation (5);
30 end
31 # Updating the S-Network.
32 for j = 1 : K do
33 Sample mini-batches of (st , it , rt , st+1) from M;
34 Set f , d , l ,vr according to rt , st+1 ;
35 Update θs via mini-batch SGD w.r.t. the loss in Equation (7);
36 end
37 end
38 until convergence;
will cause the selection base. To debias the effects of loggind pol-
icy πb [22], an importance weighted loss is minimized as follow:
ℓ(θs ) =
T−1∑
t=0
γ t
1
n
n∑
k=1
{ω0:t , c }δt (θs ) (7)
δt (θs ) = λf · Ψ(ft , fˆt ) + λd · (dt − dˆt )
2
+
λl · Ψ(lt , lˆt ) + λv · (v
r − vˆr )2,
where n is the total number of trajectories in the logged data.
ω0:t =
∏t
k=0
π (ik |sk )
πb (ik |sk )
is the importance ratio to reduce the dispar-
ity between π (the policy derived from Q-Network, e.g., ϵ-greedy)
and πb , Ψ(·, ·) is the cross-entropy loss function, and c is a hyper-
parameter to avoid too large importance ratio.δt (θs ) is amulti-task
loss function that combines two classification loss and two regres-
sion loss, λ∗ is the hyper-parameter controling the importance of
different task.
As π derived from Q-Network is constantly changed with the
update of θq , to keep adaptive to the intermediate policies, the S-
Network also keep updated in accordance with π to obtain the
customized optimal accuracy. Finally, we implement an interactive
training procedure, as shown in Algorithm 1, where we specify the
order in which they occur within each iteration.
5 SIMULATION STUDY
We demonstrate the ability of FeedRec to fit the user’s interests by
directly optimizing user engagement metrics through simulation.
We use the synthetic datasets so that we know the “ground truth”
mechanism tomaximize user engagement, and we can easily check
whether the algorithm can indeed learn the optimal policy to max-
imize delayed user engagement.
5.1 Setting
Formally, we generateM users and N items, each of which is asso-
ciated with a d-dimensional topic parameter vector ϑ ∈ Rd . ForM
users (U = {ϑ
(1)
u , . . . ,ϑ
(M)
u }) and N items (I = {ϑ
(1)
i , . . . ,ϑ
(N )
i }),
the topic vectors are initialized as
ϑ =
ϑ˜
| |ϑ˜ | |
, where ϑ˜ =
{
ϑ˜k = 1 − κ, the primary topic k,
ϑ˜k′ ∼ U (0, κ), k
′
, k,
(8)
whereκ controls howmuch attentionwould be paid onnon-primary
topics. Specifically, we set the dimension of user vectors and item
vectors to 10. Once the item vector ϑi is initialized, it will keep
the same for the simulation. At each time step t , the agent feeds
one item ϑi from I to one user ϑu . The user checks the feed and
gives feedback, e.g., click/skip, leave/stay (depth metric), and re-
visit (return time metric), based on the “satisfaction”. Specifically,
the probability of click is determined by the cosine similarity as
p(click|ϑu ,ϑi ) =
ϑ⊤i ϑu
‖ϑi ‖ ‖ϑu ‖
. For leave/stay or revisit, these feed-
back are related to all the feeds. In the simulation, we assume these
feedback are determined by the mean entropy of recommendation
list because many existing works[1, 2, 4] assume the diversity is
able to improve the user’s satisfactory on the recommendation re-
sults. Also, diversity is also delayed metrics [29, 39], which can
verify whether FeedRec could optimize the delayed metrics or not.
5.2 Simulation Results
Some existing works [1, 2, 4] assume the diversity is able to im-
prove the user’s satisfactory on the recommendation results. Ac-
tually, it is an indirect method to optimize user engagement, and
diversity here play an instrumental role to achieve this goal. We
now verify that the proposed FeedRec framework has the ability
to directly optimize user engagement through different forms of
diversity. To generate the simulation data, we follow the popular
diversity assumption[1, 2, 4]. These works tried to enhance diver-
sity to achieve better user engagement. However, it is unclear that
to what extent the diversity will lead to the best user engagement.
Therefore, the pursuit of diversity may not lead to the improve-
ment of user satisfaction.
We assume that there are two types of relationship between user
engagement and diversity of recommendation list.
1) Linear style. In the linear relationship, higher entropy brings
more satisfaction, that is, higher entropy attracts user to browse
more items and use the system more often. The probability of user
Figure 3: Different distributions of user’s interests and browsing
depth. The dashed line represents the distribution of scrolling down
and entropy (linear in (a) and quadratic in (b)). The color bar shows
the interaction iteration in training phrase, from blue to red. The
average browsing depth over all users are shown as dots.
Figure 4: Different distributions of user’s interests and interval
days between two visits. The dashed line represents the distribution
of return time and entropy (linear in (a) and quadratic in (b)). The
color bar shows the interaction iteration in training phrase, from
blue to red. The average return time over all users are shownas dots.
staying with the system after checking the fed items is set as:
p(stay |ϑ1, . . . , ϑt ) = aE(ϑ1, . . . , ϑt ) + b, a > 0
E(ϑ1, . . . , ϑt ) =
1
t × (t − 1)
∑
m,n∈{1, . . .,t }
m,n
ϑm log
ϑm
ϑn
where {ϑ1, . . . ,ϑt } is the list of recommended items,E(ϑ1, . . . ,ϑt )
is the mean entropy of the items. a and b are used to scale into
range (0,1). The interval days of two visit is set as:
vr = V − d ∗ E(ϑi,1, . . . , ϑi,t ), V > 0, d > 0,
where V and d are constants to make vr positive.
2) Quadratic style. In the quadratic relationship, moderate en-
tropy makes the best satisfaction. The probability of user staying
with the system after checking the fed items is set as:
p(stay |ϑ1, . . . , ϑt ) = exp{−
(E(ϑ1, . . . , ϑt ) − µ)
2
σ
},
where µ and σ are constants. Similarly, the interval days of two
visit is set as:
vr = V (1 − exp{−
(E(ϑi,1, . . . , ϑi,t ) − µ)
2
σ
}), V > 0.
Following the above process of interaction between “user” and sys-
tem agent, we generate 1,000 users, 5,000 items, and 2M episodes
for training.
We here report the average browsing depth and return timew.r.t.
different relationship—linear or quadratic—of each training step,
where the blue points are at earlier training steps and the red point
is at the later training steps. From the results shown in Figure 3 and
Table 1: Summary statistics of dataset.
Statistics Numerical Value
The number of trajectories 633,345
The number of items 456,805
The number of users 471,822
Average/max/min clicks 2.04/99/0
Average/max/min dwell time(minutes) 2.4/5.3/0.5
Average/max/min browsing depth 13.34/149/1
Average/max/min return time (days) 5.18/17/0
Figure 4, we can see that no matter what diversity assumptions are,
FeedRec is able to converge to the best diversity by directly opti-
mizing delay metrics. In (a) of Figure 3 (and also Figure 4), FeedRec
discloses that the distribution of entropy of recommendation list
and browsing depth (and also return time) is linear. As the number
of rounds of interaction increases, the user’s satisfaction gradually
increases, therefore more items are browsed (and internal time be-
tween two visits is shorter). In (b), user engagement is highest in a
certain entropy, higher or lower entropy can cause user’s dissatis-
faction. Therefore, moderate entropy of recommendation list will
attract the user to browse more items and use the recommender
system more often. The results indicate that FeedRec has the abil-
ity to fit different types of distribution between user engagement
and the entropy of the recommendation list.
6 EXPERIMENTS ON REAL-WORLD
E-COMMERCE DATASET
6.1 Dataset
We collected 17 days users’ accessing logs in July 2018 from an e-
commerce platform. Each accessing log contains: timestamp, user
id u , user’s profile (up ∈ R
20), recommended item’s id it , behav-
ior policy’s ranking score for the item πb (it |st ), and user’s feed-
back ft , dwell time dt . Due to the sparsity of the dataset, we ini-
tialized the items’ embedding (i ∈ R20) with pretrained vectors,
which is learned through modeling users’ clicking streams with
skip-gram [16]. The user’s embedding u is initialized with user’s
profile up . The returning gap was computed as the interval days
of the consecutive user visits. Table 1 shows the statistics of the
dataset.
6.2 Evaluation Setting
off-line A/B testing. To perform evaluation of RL methods on
ground-truth, a straightforward way is to evaluate the learned pol-
icy through online A/B test, which, however, could be prohibitively
expensive and may hurt user experiences. Suggested by [6, 7], a
specific off-policy estimator NCIS [25] is employed to evaluate the
performance of different recommender agents. The step-wise vari-
ant of NCIS is defined as
Rˆπstep−NCIS =
∑
ξk ∈T
T−1∑
t=0
ρ¯i0:t r
k
t∑K
j=1 ρ¯
j
0:t
(9)
ρ¯t1 :t2 = min{c,
t2∏
t=t1
π (at |st )
πb (at |st )
},
where ρ¯t1 :t2 is the max capping of importance ratio, T = {ξk } is
the set of trajectory ξk for evaluation, K is the total testing tra-
jectory. The numerator of Equation (9) is the capped importance
weighted reward and the denominator is the normalized factor.
Setting the rt with different metrics, we can evaluate the policy
from different perspective. To make the experimental results trust-
ful and solid, we use the first 15 days logging as training samples,
the last 2 days as testing data, the test data is kept isolated. The
training samples are used for policy learning. The testing data are
used for policy evaluation. To ensure small variance and control
the bias, we set c as 5 in experiment.
The metrics. Setting the reward in Equation (9) with different
user engagement metrics, we could estimate a comprehensive set
of evaluation metrics. Formally, these metrics are defined as fol-
lows,
• Average Clicks per Session: the average cumulative number of
clicks over a user visit.
• Average Depth per Session: the average browsing depth that the
users interact with the recommender agent.
• Average ReturnTime: the average revisiting days between a user’s
consecutive visits up till a particular time point.
The baselines. We compare our model with state-of-the-art
baselines, including both supervised learning based methods and
reinforcement learning based methods.
• FM: Factorization Machines [21] is a strong factoring model,
which can be easily implemented with factorization machine li-
brary (libFM)4.
• NCF: Neural network-based Collaborative Filtering [9] replaces
the inner product in factoring model with a neural architecture
to support arbitrary function from data.
• GRU4Rec: This is a representative approach that utilizes RNN
to learn the dynamic representation of customers and items in
recommender systems [10].
• NARM: This is a state-of-the-art approach in personalized trajectory-
based recommendation with RNN models [12]. It uses the atten-
tion mechanism to determine the relatedness of the past pur-
chases in the trajectory for the next purchase.
• DQN: Deep Q-Networks [18] combined Q-learning with Deep
Neural Networks. We use the same function approximation as
FeedRec and train the neural network with naive Q-learning us-
ing the logged dataset.
• DEERs: DEERs [34] is a DQN based approach for maximizing
users’ clicks with pairwise training, which considers user’s neg-
ative behaviors.
• DDPG-KNN: Deep Deterministic Policy Gradient with KNN [5]
is a discrete version of DDPG for dealing with large action space,
which has been deployed for Pagewise recommendation in [33].
• FeedRec: To verify the effect of different components, experi-
ments are conducted on the degenerated models as follow: 1) S-
Network is purely based on our proposed S-Network, which
makes recommendations based on the ranking of next possi-
ble clicking item. 2) FeedRec(C),FeedRec(D),FeedRec(R) and
FeedRec(All) are our proposed methods with different metrics
as reward. Specifically, they use the clicks, depth, return time
4http://www.libfm.org
Table 2: Performance comparison of different agents on JD dataset.
Agents
Average Clicks
per Session
Average Depth
per Session
Average
Return Time
FM 1.9829 11.2977 16.5349
NCF 1.9425 11.1973 18.2746
GRU4Rec 2.1154 13.8060 14.0268
NARM 2.3030 15.3913 11.0332
DQN 1.8211 15.2508 6.2307
DEER 2.2773 18.0602 5.7363
DDPG-KNN(k=1) 0.6659 9.8127 15.4012
DDPG-KNN(k=0.1N) 2.5569 16.0936 7.3918
DDPG-KNN(k=N) 2.5090 14.6689 14.1648
S-Network 2.5124 16.1745 10.1846
FeedRec(C) 2.6194 18.1204 6.9640
FeedRec(D) 2.8217 21.8328 4.8756
FeedRec(R) 3.7194 23.4582 3.9280
FeedRec(All) 4.0321∗ 25.5652∗ 3.9010∗
“ ∗ ” indicates the statistically significant improvements (i.e., two-sided
t -test with p < 0.01) over the best baseline.
and the weighted sum of instant and delayed metrics as the re-
ward function respectively.
Experimental Setting. The weight ω for different metrics is
set to [1.0, 0.005, 0.005]⊤. The hidden units for LSTM is set as 50
for both Q-Network and S-Network. All the baseline models share
the same layer and hidden nodes configuration for the neural net-
works. The buffer size for Q-Learning is set 10,000, the batch size
is set to 256. ϵ-greedy is always applied for exploration in learn-
ing, but discounted with increasing training epoch. The value c for
clipping importance sampling is set 5. We set the discount factor
γ = 0.9. The networks are trained with SGD with learning rate of
0.005. We used Tensorflow to implement the pipelines and trained
networks with a Nvidia GTX 1080 ti GPU cards. All the experi-
ments are obtained by an average of 5 repeat runs.
6.3 Experimental Results
Comparison against baselines. We compared FeedRec with
state-of-the-art methods. The results of all methods over the real-
world dataset in terms of three metrics are shown in Table 2. From
the results, we can see that FeedRec outperformed all of the base-
line methods on all metrics. We conducted significance testing (t-
test) on the improvements of our approaches over all baselines. “∗”
denotes strong significant divergence with p-value<0.01. The re-
sults indicate that the improvements are significant, in terms of all
of the evaluation measures.
The influence of weight ω. The weight ω controls the rela-
tive importance of different user engagement metrics in reward
function. We examined the effects of the weights ω. (a) and (b)
of Figure 5 shows the parameter sensitivity of ω w.r.t. depth met-
ric and return time metric respectively. In Figure 5, w.r.t. the in-
crease of the weight of ω for depth and return time metrics, the
user browses more items and revisit the application more often
(the blue line). Meanwhile, in both (a) and (b), the model achieves
best results in the cumulative clicks metric (the orange line) when
Figure 5: The influence of ω on performance.
Figure 6: Comparison between FeedRec and baselines under of-
fline learning.
the ω is set to 0.005. Too much weight on these metrics will over-
whelm the importance of clicks on the rewards, which indicates
that moderate value of weights on depth and return time can in-
deed improve the performance on cumulative clicks.
The effect of S-Network. The notorious deadly triad problem
causes the danger of instability and divergence of most off-policy
learning methods, even the robust Q-Learning. To examine the ad-
vantage of our proposed interactive training framework, we com-
pared our proposed model FeedRec with DQN, DDPG-KNN under
the same configuration. In Figure 6, we show different metrics vs
the training iteration. We find that DQN, DDPG-KNN achieves a
performance peak around 40 iterations and the performances are
degraded rapidly with increasing iterations (the orange line and
blue line). On the contrary, FeedRec achieves better performances
on these three metrics and the performances are stable at the high-
est value (the green line). These observations indicate that FeedRec
is stable and suitable through avoiding the deadly triad problem for
off-policy learning of recommendation policies.
The relationship between user engagement and diversity.
Some existing works [1, 2, 4] assume user engagement and diver-
sity are related and intent to increase user engagement by increas-
ing diversity. Actually, it is an indirect method to optimize the user
engagement, and the assumption has not been verified. Here, we
conducted experiments to see whether FeedRec, which direct op-
timize user engagement, has the ability to improve the recommen-
dation diversity. For each policy, we sample 300 state-action pairs
with importance ratio ρ¯ > 0.01 (the larger value of ρ¯ in Equation
(9) implies that the policy more favors such actions) and plot these
state-action pairs, which are shown in Figure 7. The horizontal
axis indicates the diversity between recommendation items, and
the vertical axis indicates different types of user engagement (e.g.,
browsing depth, return time). We can see that the FeedRec policy,
Figure 7: The relationship between user engagement and diversity.
learned by directly optimizing user engagement, favors for recom-
mending more diverse items. The results verifies that optimization
of user satisfaction can increase the recommendation diversity and
enhancing diversity is also a means of improving user satisfaction.
7 CONCLUSION
It is critical to optimize long-term user engagement in the recom-
mender system, especially in feed streaming setting. Though RL
naturally fits the problem of maximizing the long-term rewards,
there exist several challenges for applying RL in optimizing long-
term user engagement: difficult tomodel the omnifarious user feed-
backs (e.g., clicks, dwell time, revisit, etc) and effective off-policy
learning in recommender system. To address these issues, in this
work, we introduce a RL-based framework — FeedRec to optimize
the long-term user engagement. First, FeedRec leverage hierarchi-
cal RNNs to model complex user behaviors, refer to as Q-Network.
Then to avoid the instability of convergence in policy learning, an
S-Network is designed to simulate the environment and assist the
Q-Network. Extensive experiments on both synthetic datasets and
real-world e-commerce dataset have demonstrated effectiveness of
FeedRec for feed streaming recommendation.
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