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Abst rac t - -We obtain explicit radial solutions of the nonlinear problem 
,~Nu+~lxl2°'e u=O, in~2, u----0, on0F~, 
whenf~CR N is the unit ball, N>2,2ap-N,A*  >A>0,  A*-=(2a+N)N/N. ©2000 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION AND PREL IMINARS 
Let N > 2 and f~ be the unit ball in R N, ~2 = {x e ~g \ IX I < 1}. We are concerned with the 
radial, i.e., spherically symmetric, solutions of the nonlinear eigenvalue problem 
P)~(a,N)=ANu+Alxl2aeU=O, i n~,  u=0,  on0f~, 
where A > O, 2a > -N,  ANU = div (['~u[N-2~Tu), and [. [ is the Euclidean norm of ~N. 
When N -- 2, we have the classical Laplacian operator whereas the case N > 2 corresponds to 
the quasilinear degenerate N-Laplacian operator. Notice that when -N  < 2a < 0, we have a 
singular case. Problems of the type P),(a, N), as well as some generalizations of it, have been 
extensively studied in the literature. We refer to [1] (N > 2, a > -g ) ,  [2] (N > 2, a -- 0), [3] 
(N = 2, a > -N) ,  [4,5] (N = 2, a _> 0), [6] (g  = 2, a = 1), and [7] (N = 2, a = 0), among 
many others. When fl c R g is a ball, explicit radial solutions are available in two cases, both 
linear, (a, N)  = (1, 2) [6] and (a, N) = (0, 2) [7]. An explicit formula for A*, the critical value 
beyond which the problem P~(a, 2) has no radial solution, can be found in [4], Va > 0. In this 
paper, we solve explicitly the problem P),(a, N) when f~ C R y is the unit ball, N > 2, 2a > -N ,  
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and A* _> A > 0, where A* = cN/N, and cs = 2c~ + N. Throughout the paper, we shall assume 
the following hypothesis on N and the parameters in P~(a, N): 
H~,,  := {N > 2, ~ > 0, 2~ > -N} ,  (~  c~ > 0). 
We introduce radial coordinates defined by r = Ix I = ~/)-'~1 x~, Vx = (x l , . . . , xg)  E f~ = 
{X/IX] < 1} and a real function j3g : R --+ ]~ defined by ~N(s) = [s]N-2s. It is easily seen 
that the following properties hold: fiN(0) = 0, fin is a strictly monotone increasing function 
on ~, flNI(S) = N1/(N-1)sgn(s), Vs • •, sgn(f~N(S)) = sgn(s) = sgn(~3NI(S)), Vs • R, and 
~N(rS) = ~g(r)~N(8), Vr, 8 • ~. Moreover, if u = u(r) is any radial solution of P~(a, N), then 
it satisfies the ODE problem 
RP~(~, N) = (~N(u'(r))) '+ N - l~N(u,(r))+Ar2~e~ = O, in (0,1), 
r 
u=0,  onr=l ,  (1) 
where the symbol ' denotes d .  
DEFINITION 1.1. We say that u - u(r), for r E [0, 1] is a regular solution of the radial problem 
RPA ( (~, N), if u E C°[0, 1] NC2(0, 1) satisfies the equation and the boundary condition in (1) and 
verifies 
lim /~N(ru'(r)) = O. (2) 
r---*0+ 
Moreover, we shah say that a regular solution is of Type I, II, or III if 
Type (I) 
Type (II) 
Type (III) 
lim u'(r) = O, 
r - - - ,0  + 
lim u'(r) = 1 E R-, 
v-~0 + 
lira u'tr j '"  --* -~ .  
r - - ,0 + 
It is easy to see that regular solutions (of all types) have a maximum at the origin. In fact, we 
have the following. 
LEMMA 1.1. Let u = u(r) be a regular solution of problem RP~(a, N). Then 
u'(T) <o ,  vr  e (0,1) ~d Ilulloo--u(0). 
PROOF. We write the equation in RP~(a, N) in the form 
(f~N(ru'(r)))' + ~r 2"+N-1 e ~ = 0. (3) 
Integrating in (0, r), using (2), the monotonieity of f~N, and the fact that sgn (~N l(s)) = sgn (s), 
we get that 
) Ut( r )  = - -  fin 1 )~ S 2a+N-1  e ~(s) ds < 0, Vr e (0, 1), 
hence, a regular solution cannot have a minimum value in the interior (0, 1) because it is monotone 
decreasing function. The maximum value is located at the origin. 
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2. EXACT RADIAL  SOLUTIONS IN  THE UNIT  BALL  
Our result states as follows. 
THEOREM 2.1. Let ~ = {x /[x[ < 1} be the unit ball o f~ N and N, A, a, and cs be fixed pa- 
rameters verifying the hypothesis H~,~. Then the problem P~ (a, N) admits exactly two radially 
symmetric regular solutions for any A < A*, only one solution for A = A* and no solution for 
A > A*, where the critical value is 
A* cN 
= ~- .  (4) 
Such exact solutions are explicitly given by 
u±(r ) : ln  cN+'NNKT: N ln [ (N- I ) r~" / (N- ' )+csNK~: ] ,  VA E (O,A*), (5) 
A 
where the constants K~= E g{+, with 0 < K_ < K+, axe the two real positive roots of polynomial 
N 
r~O 
When A = A* -- cN /N,  we have that K_ = K+ = K* = 1/(csN) and the (unique) radial solution 
of P~. (a ,N)  is 
u*(r) = N lnN-  Nln [ (N-  1)r c~/(N-1) + 1]. (7) 
Finally, the regular solutions given in (5) and (7) are of the following types: 
2a > -1 ~ Type I, 2a = -1  ~ Type II, -N  < 2a < -1 ~ Type III. (8) 
We prove Theorem 2.1 in the next section. To this end, we shall now introduce the following 
change of variables. As before, let A > 0 and c~ = 2a + N > 0. We define 
r = e t, u ( r )  = v ( t ) ,  (9) 
and introduce the functions 
P(t) = Ae v(t)+c't, Q(t) =/3N(vt(t)), Vt E (--(x),0). (10) 
Using the changes of variables (9) and (10), we can write 
P(t) = ArC"e ~(r), Q(t) = /~N(rut ( r ) )  = rN- l [u ' ( r ) [N -2ut ( r ) .  (11) 
Writing (1) in terms of (10) gives the 2D-dynamical system 
P'(t) = P(t) [/3~l(Q(t)) + c~], 
S~(c~) = Q'(t) -P ( t ) .  (12) 
We have the following. 
LEMMA 2.1. Let u = u(r) be a (radial) solution of problem RPa(a, N) in the unit ball of]~ N 
and the pair (P(t),Q(t)),  Vt E (-oc, O) be the corresponding orbit in the phase plane (P,Q). 
Then u is a regulax solution of the problem RPx (a, N) if and only if 
Q( t )<O<P( t ) ,  YtE( -oo ,% P0=P( t=0)=A>0,  
3 lim e-C.'tp(t) E It( +, 3 lim Q(t) = O. 
t--~--OO t---~-- OO 
(13) 
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PROOF. Let u be a regular solution of RP~(a,N) in the sense of Definition 1.1. Then u E 
C°[0, 1] A C2(0, 1), u(1) = 0, and it satisfies condition (2). Using (9)-(11) and the regularity of 
u(r), the conditions in (13) hold. On the other hand, let us assume that the pair (P(t), Q(t)) 
is a solution of the dynamical system (12) verifying the conditions in (13). Then, by (11) and 
the second equation in (12), we have that u is a solution of the equation in (1). Moreover, 
P0 = ~ implies that also the Dirichlet homogeneous boundary condition in (1) holds. Then, 
u(r) is a radial solution of RP~(a, N). The boundedness of u(r) when r --* 0 + is easily deduced 
by using (9)-(11) and the limit behaviour of e-c~tP(t) when t --~ -oo. The Q-limit in (13) is 
equivalent, by (9)-(11), to condition (2). Finally, it follows from standard ODE theory that 
P(t), Q(t) E Cl ( -co,0) ,  hence, u = u(r) is a regular solution of RP~(a,N) in the sense of 
Definition 1.1. 
3. A PROOF OF  THE THEOREM 
The idea is to convert problem S),(c8) into a Bernoulli equation which can be solved explicitly. 
In fact, substitution of the second equation in (12) into the first one leads to 
P(t) = -(~(t) [~N 1 (Q(t)) + cs], V t E (-oo, 0), 
which can be written as O,(t)[Q(t)iW(N-1)sgn Q(t) = -P(t)  - GQ(t), Vt E (-oo, 0). Integrating 
on (-oo, t), and using the limit conditions in (13), we obtain the fundamental equation 
N-1  
N IQ(t)IN/(N-I) = -P(t)  - csQ(t), Vt E (-oo,0). (14) 
Using the second equation in (12) together with (14), we get 
N - 1 IQ(t)IN/(N_I) + c~Q(t), Vt E (-oo, 0), (15) Q'(t) = N 
which is a first-order nonlinear ODE. Define Z(t) = -Q(t),  Vt E (-oc,0); hence, by Lemma 1.1 
and the changes of variables (9)-(11), Z(t) is a strictly positive function for t E (-oc, 0). More- 
over, by (15), we see that Z(t) verifies the Bernoulli equation 
N 1Z(t)N/(N-1), Vt E (--oo,0) (16) z ' ( t )  = c ,z ( t )  N 
I 
complemented with l imt~_~Z(t) = 0. As usual, let W(t) = Z(t)-U(N-1), Vt E (--oo, O). 
Rewriting (16) in terms of W(t), we obtain the linear equation 
W'(t) + cs W(t) 1 N-  1 = -~, k/t E (-oc, O) 
complemented with limt-.-oo W(t) = +co. The general solution is 
W(t) = Ke -c~/(N-1)t + --,N - 1 VK E ~+, Vt E (-c~,O). 
Ncs 
We return to the original dynamical variables introduced in (10) in order to get 
P(t)=KNNcNs+lee~t[KNcs+(N-1)e(C'/(N-1))t] -N,  VKER +, tE(--oO,0), (17) 
and 
Q(t) = - -NN- lcN- le  c~t • [KNcs + (N-  1)e(C~/(N-1))t] 1-N , VKEI~ +, te(-~,O),  
(is) 
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where Q(t) < 0 < P(t), Vt c ( -co,0) ,  K e •+, and A, N, and a verify the hypothesis H~,~. By 
using (9)-(11) and (17), we obtain the exact solutions formula 
u+(r)----ln csN+INNK~= Nln[(N-1)rC'~/(N-1)+csNK~=], FA E (0, A*), 
which is (5). The initial conditions for (12) read 
P(O) = gNg c N+' [KYcs + (N - 1)] -N , Q(0) = --NN-lcN-1 [ggcs + (g  - 1)] 1 -y  
It is readily seen that the pair (P(t), Q(t)) given in (17),(18), satisfies the limit conditions in (13); 
moreover, by (11), P(0) is known, fixed and positive: P(0) = ,~. Then, using (9)-(11), the 
homogeneous Dirichlet boundary condition in (1) provides an implicit relationship between K 
and )~ given by 
A(K, )~) = ,~ [KNc~ + (Y  - 1)] g - / (yNc  N+I =- 0. (19) 
For ,k > 0 fixed, equation (19) has to be satisfied for certain values of K E R +. Thus, we consider 
A(K, ,~) as a polynomial in K. Using Newton's binomial coefficients formula, we can write 
N 
A(K) : ~E  (N)  (N-1)N-r(KNcs) r-KcN÷lgNs , V)k C (0 ,~*) ,  
r=0 
which is (6). We shall prove now the statements about multiplicity of positive radial solutions of 
problem Px(a, N). First, we see that for A < A* = cN/N, there are exactly two radial solutions. 
This result is a by-product of the previous analysis and of the hypothesis A > 0, Cs > 0. In fact, 
passing to the limit in (14) when t --* 0-,  we get 
N-1  
N [Q(o)]N/(N-1) = -P(O) - csQ(O). (20) 
Moreover, let X = ]u'(1)[. Then X = -u ' (1)  > 0 by Lemma 1.1. Using (9), (11), and the 
assumptions A, c~ > 0, we have that P0 = A > 0, Q0 = fly(u'(1)) < 0 and (20) can be rewritten 
in the form 
B(X) - N - 1xN _ CsXN_I -[- .~ : 0. (21) 
N 
The original problem about multiplicity of radial solutions of Px (a, N) is now equivalent to the 
problem of establishing the exact number of positive roots of the polynomial B(X),  number 
that depends on A. Each solution of system Sx(cs) corresponds to a pair of initial conditions 
(Po,Qo) = (A, JbN(-X)), X being a positive real root of the polynomial B(X) given in (21). 
Then the critical value A* is determined by the value of X such that a null minimum of B(X) 
is attained. We compute B' and B" to deduce that the polynomial B(X) has critical points 
X = 0, X = cs. Since B"(c~) > 0, the polynomial B(X) attains its minimum value at X = c~: 
B(cs) = A - cN/N. To get a negative minimum, we must have that A < cg /g  = A* and in 
such a case there exist exactly two positive roots of polynomial B(X),  say X1 and X2, such that 
0 < X1 < c, < X2 < +co (this is because B(0) = A > 0, B(cs) < O, B'(cs) = O, B"(cs) > O, 
and limx--.+oo B(X) = +co). Then the corresponding initial conditions in the dynamical system 
S~(cs) are 
(Pol,Qm) = (~,~N(--X1)) , (P02, Qo2) = (A,/~N(--X2)), 
where X1 and X2 are computed from (21). When ~ = A* = cN/N (which is (4)) we have 
B(O) = A* > O, B(cs) = O, B'(cs) = O, B" (cs) > 0, limx-.+oo B(X) = +co hence, 0 < X1 = 
)(2 = X* = c, < +co (the two positive roots coalesce) and there exists a unique positive radial 
solution of problem RPa(a, N) corresponding to the pair (P0, Q0) = (A, ~y(--c,)) = (~,--cN-1). 
Moreover, if we substitute A = cN/N into (19), we see that A(K*, A*) = 0 for K* = 1/(csN) 
and is then trivial to obtain, from (5), the assertion in (7). Finally, the statements in (8) about 
the local behaviour of the above solutions (see formulas (5) and (7)) can be easily obtained by 
taking the derivative of u(r) and u*(r) in (5) and (7), respectively, and the proof is completed. 
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