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The Razumov–Stroganov conjecture relates the ground-state co-
eﬃcients in the periodic even-length dense O (1) loop model to
the enumeration of fully-packed loop conﬁgurations on the square,
with alternating boundary conditions, reﬁned according to the link
pattern for the boundary points.
Here we prove this conjecture, by means of purely combinatorial
methods. The main ingredient is a generalization of the Wieland
proof technique for the dihedral symmetry of these classes, based
on the ‘gyration’ operation, whose full strength we will investigate
in a companion paper.
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1. Introduction
The study of Alternating Sign Matrices (ASM), i.e. matrices with entries +1, −1 and 0 such that
each row and column sums to 1, and +1 and −1 alternate along rows and columns, has a long
tradition [4].
These objects were introduced by Mills, Robbins and Rumsey [14,15], motivated by the study of
λ-determinants [24]. It has soon been recognized (at the time, conjecturally) that the resulting enu-
meration is ‘round’, involving a simple product of factorials, and that it is related with the ones
of several other combinatorial problems. The ﬁrst of these problems concerns Descending Plane Parti-
tions (DPP), a family of arrays of integer numbers satisfying certain monotonicity conditions (monotone
arrays), analysed by Andrews a few years before [1]. The second problem concerns Totally Symmetric
Self-Complementary Plane Partitions (TSSCPP), a different family of monotone arrays, for which the rela-
tion with ASMs has been conjectured slightly later, again by Mills, Robbins and Rumsey [16].
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that the enumeration formula for TSSCPPs had the proposed simple form [2]. Then Zeilberger [28],
in a sort of tour de force, proved that ASMs are equinumerous with TSSCPPs. The latter proof is not
of bijective nature (it involves manipulations of constant-term identities), and has a high degree of
complexity.
Slightly later, Kuperberg [13] found a simpler and direct proof which exploited the bijection be-
tween ASMs and conﬁgurations of the six-vertex model with domain wall boundary conditions, a
Yang–Baxter integrable system in statistical mechanics [3]. It was the integrability of the latter that
allowed physicists to come up with an explicit determinantal formula for its partition function [12],
which was used in Kuperberg’s proof. It is worth mentioning that, although not used in this proof,
the specialization of the six-vertex model pertinent to the uniform measure over all ASMs leads to an
even stronger symmetry, and a formula for the partition function that involves a Schur function, for a
certain “triangular” Young diagram [25,20].
Another incarnation of the ASMs are the fully-packed loop conﬁgurations (FPL) on regions of the
square lattice. A FPL is a colouring, in two colours (say, black and white), of the edges of the domain,
such that each vertex is incident to two edges of each colour. When the region is a square, and the
colouring of the edges of the boundary is ﬁxed in an alternating fashion, then FPLs are in bijection
with ASMs. The reformulation of ASMs in terms of FPLs leads naturally to consider enumerations of
families of ASMs, whose lines of given colour, in the FPL formulation, present a given connectivity
pattern (called link pattern). The ﬁrst striking property of these enumerations, noted by Bosley and
Fidkowski and proven by Wieland [27], is that, for a square of side n, they are symmetric under
the dihedral symmetry group with 2 × 2n elements, quite larger than the obvious symmetry group
determined by the square geometry.
A much stronger fact was pushed forward by Razumov and Stroganov [22], who conjectured that
the enumerations of FPLs with a given link pattern appear as components of the ground-state wave-
function in the dense O (1) loop model on a semi-inﬁnite cylinder (a different Yang–Baxter integrable
model), i.e., the steady state w.r.t. the Markov Chain associated to the transfer matrix of the model.
Besides the striking numerical evidence in favour of the conjecture, several particular cases have been
solved positively in the literature. Among these, the sum rule was proven by Di Francesco and Zinn-
Justin [10], and, for some inﬁnite families of link patterns, it is possible to compare explicit formulae
for FPL enumerations [11] with exact results on the O (1) loop model side [30]. More generally, up
to now, promising research lines for proving the conjecture have mainly relied on the attempt of
“computing” the FPL enumerations [34,6], and comparing the result with the components of the loop
model ground state [26,33], a strategy that, interestingly, has seen the emergence of the combinatorics
of Littlewood–Richardson coeﬃcients [19].
In the present paper we give a purely combinatorial proof of the Razumov–Stroganov conjecture.
The main idea is to recognize the fundamental role of gyration, an operation that can be performed on
FPLs, which was already introduced by Mills, Robbins and Rumsey [15] and was the key in Wieland’s
proof of the dihedral symmetry [27].
A more striking evidence of the role of gyration is in a fact that we noticed before performing the
present work, and plan to illustrate in a longer companion paper [5]: the Razumov–Stroganov conjec-
ture remains true, apart for a global multiplicative factor, on a large family of more general domains,
as long as these domains are such that the gyration operation induces dihedral symmetry (see Fig. 15,
left, on page 1573, for an illustration). As a result, we have a family of Razumov–Stroganov conjec-
tures, parametrized by a set of integers, besides the size n. Interestingly, the proof outline presented
in this paper extends immediately to this family of domains, thus providing a uniﬁed understanding
of the generalized conjecture (this is discussed to a larger extent in the conclusion section, and will
be analysed in a companion paper [5]).
The paper is organized as follows. In Section 2 we give a precise deﬁnition of fully-packed loops
and link patterns, we introduce the Temperley–Lieb algebra, and formulate the Razumov–Stroganov
conjecture. In Section 3 we recall the main ingredients in the Wieland proof of dihedral symmetry.
Contextually, we analyse the subject in a slightly more general perspective, that is suitable to our
purposes. In Section 4 we prove the conjecture, by showing that it is a consequence of two separate
statements, Lemma 4.1 and Proposition 4.1. Lemma 4.1 is another striking enumeration symmetry of
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at page 1564). The proof of Proposition 4.1 crucially relies on certain “gyration relations”, that are
obtained within the generalized formalism developed in Section 3.
2. Statement of the conjecture
2.1. Fully-packed loops on the square lattice
Consider the square lattice, as a two-dimensional cell complex, with vertices, edges and faces (that
we also call plaquettes). Planar duality determines a dual graph, isomorphic to the square lattice, in
which the role of vertices and faces is interchanged. A simple (i.e., non-intersecting) cycle on the dual
lattice determines a simply-connected2 region Λ, that we will call a domain. This region has a set
of vertices, V (Λ), “internal” edges, E0(Λ) (the edges with both endpoints within Λ), and “external”
edges E1(Λ), (the edges with a single endpoint within Λ). Call E = E0 ∪ E1 and 2N the cardinality
of E1 (every cycle on the square lattice has even length). An example of a domain is given in Fig. 1,
top left.
We are interested in ensembles of conﬁgurations φ : E → {b,w}E (black and white) of edge-
colourations, satisfying the ice rule: each vertex v ∈ V is incident to two black and two white edges.
We call such a conﬁguration a fully-packed loop conﬁguration (FPL), and denote the set of all these
conﬁgurations by Fpl (Λ). An example of a FPL is shown in Fig. 1, bottom left.
Consider the partition of Fpl (Λ) into sub-ensembles according to the boundary conditions τ for
φ, encoded as binary sequences in {b,w}E1 . We denote by Fpl (Λ;τ ) the ensemble of FPLs φ whose
restriction to E1 is τ . An example of a domain with a prescribed boundary condition is shown in
Fig. 1, top right.
A given τ has certain sets Eb(τ ), Ew(τ ) ⊆ E1 of black and white entries. It is easily seen that, if
their cardinalities are odd, then Fpl (Λ;τ ) = ∅. So we can write |Eb(τ )| = 2n and |Ew(τ )| = 2(N −n).
Because of the ice rule, a conﬁguration φ ∈ Fpl (Λ;τ ) causes the set E(Λ) to decompose into black
and white cycles, and black and white open paths, with endpoints respectively in Eb and Ew .3 Black
paths among themselves, and white paths among themselves, are non-crossing, while black and white
paths may cross with each other. Label with indices from 1 to 2n the points of Eb , in cyclic order. To
a certain FPL φ we can thus associate a pairing π(φ) ∈ LP (n) of the endpoints, where LP (n) is the
set of link patterns, i.e. non-crossing matchings on the disk, for 2n points on the border. The pairing is
non-crossing, as the lattice is planar and the endpoints are on the boundary of the domain. We call
ΨΛ;τ (π) the number of conﬁgurations in Fpl (Λ;τ ) with link pattern π . In Fig. 1, bottom right, we
show the link pattern deduced from a given FPL. All along this paper, we use cyclic counter-clockwise
labelling of endpoints.
As we anticipated, a simple bijection relates FPL conﬁgurations to conﬁgurations in the statistical
ensemble of the Six-Vertex Model. The common use in this model (see e.g. [32, pp. 33–34]) is to
denote by the letters a, b and c the six possible conﬁgurations of φ in a neighbourhood of a vertex,
according to the following rule
(1)
For sets A ⊆ B , and x ∈ {b,w}B , x|A denotes the restriction of x to the space {b,w}A . Also, for se-
quences x ∈ {b,w}A , a bar denotes the complementation operation, that exchanges black and white
(i.e. x¯ is the sequence such that x¯i = b iff xi = w). This operation is clearly an involution. Note that, if
φ ∈ Fpl (Λ,τ ), then φ¯ ∈ Fpl (Λ, τ¯ ).
2 The “homotopic” property, of being simply connected, is the one pertinent to two-dimensional cell complexes, that is, w.r.t.
deformations of lattice paths involving elementary plaquettes.
3 In this paper, given a graph G , an open path of length n is a subgraph of G isomorphic to the chain graph with n edges (i.e.
V = [n + 1], E = {(12), (23), . . . , (n n + 1)}); a cycle of length n is a subgraph of G isomorphic to the cycle graph with n edges
(i.e. V = [n], E = {(12), (23), . . . , (n 1)}). In particular, paths and cycles are simple, i.e. without self-intersections, and the cycles
are unoriented.
1552 L. Cantini, A. Sportiello / Journal of Combinatorial Theory, Series A 118 (2011) 1549–1574Fig. 1. Top left: an example of domain Λ. Top right: an example of domain with given boundary condition, (Λ,τ ). Bottom left:
an example of FPL φ ∈ Fpl (Λ,τ ). Bottom right: the associated link pattern π(φ) ∈ LP (n); a small arrow matches the labelling
of the endpoints in the two pictures.
Fig. 2. Right: the square domain with boundary conditions τ+ and τ− . Left: an example of FPL with boundary condition τ+ .
An especially interesting case of domain, and the one mostly considered in this paper, is the one in
which Λ is a square of side length n, and τ = τ+ = (bwbw . . .bw), or the complementary choice τ− =
τ¯+ = (wbwb . . .wb) (so that |Eb| = |Ew | = 2n). The corresponding domains, together with an example
of conﬁguration, are shown in Fig. 2. A complete discussion of this situation, in the framework of
interest for this work, can be found in [8,32]. We denote by Fpl (n,±) the corresponding ensembles,
and Ψn;±(π) the corresponding cardinalities of the reﬁned classes.
In this case, a bijection exists with Alternating Sign Matrices, and remarkable combinatorial re-
lations arise, some of which are proven, others having striking numerical evidence. Some examples
are
• A large dihedral symmetry (proven in [27]), stating that Ψn;±(π) is invariant under cyclic per-
mutations acting on π , and also that Ψn;+(π) = Ψn;−(π) (we can thus drop the index ± in the
following).
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whole set, An = |Fpl (n)| =∏n−1j=0 (3 j+1)!(n+ j)! (conjectured in [14] and proven in [28,13]).
• Identities for special conﬁgurations. Propp and Wilson (see [21,27]) conjectured that, for the link
pattern π = ((12), (34), (56), . . .), Ψn(π) = An−1. This relation is proven by combining the results
in [31] and [29]. Various other conjectures appear in [21,27,34,17,18].
• Polynomiality in k of quantities Ψn+k(π k), where π k ∈ LP (n + k) denotes a link pattern
π ∈ LP (n), contiguous to a “rainbow” of arcs connecting 2n+ i with 2n+2k+1− i, for i = 1, . . . ,k
(conjectured in [34] and proven in [7]).
This is the framework of the Razumov–Stroganov conjecture [22]. More precisely, the conjecture states
the identity (up to a single normalization overall) between the reﬁned enumerations Ψn(π), and
a certain set of integers Ψ˜n(π) arising as components of the ground state of the O (1) Dense Loop
Model, for a cylindric geometry with 2n sites per row.
This is a problem arising in the physics of integrable quantum one-dimensional systems, which
started from the context of the XXZ Quantum Spin Chain, at anisotropy parameter  = −1/2, and it
would take us a long detour to give here an appropriate introduction (we refer the reader to [8,32]).
Nonetheless, it is relatively easy to give a purely combinatorial formulation of the “dense loop model
side” of the conjecture, at the only price of introducing a simple diagram algebra acting on the
space LP (n). This algebra is a representation of the “aﬃne Temperley–Lieb Algebra with 2n gen-
erators, and parameter q = e 2iπ3 (i.e. at a cubic root of unity)”, and, with some sloppiness, we just call
it Temperley–Lieb Algebra in the present context.
2.2. Temperley–Lieb algebra
For π a link pattern in LP (n), and 1  i  2n, deﬁne π(i) as the index matched to i. Use cyclic
notation for the indices (i ≡ i + 2n).
We deﬁne a set of maps that generate a monoid acting on LP (n). Call R the map that rotates
a link pattern π one step clockwise:
π = ((i1, j1), (i2, j2), . . .) ←→ Rπ = ((i1 − 1, j1 − 1), (i2 − 1, j2 − 1), . . .). (2)
Clearly, R2n = 1, and R is invertible. Deﬁne the 2n maps {e j}1 j2n acting on LP (n):
e j(π) =
⎧⎨
⎩
π, π( j) = j + 1;
π \ {( j,π( j)), ( j + 1,π( j + 1))}
∪{( j, j + 1), (π( j),π( j + 1))}, otherwise.
(3)
In words, e j does nothing on π if ( j, j + 1) ∈ π , otherwise it connects j to j + 1, and the indices
previously matched to j and j + 1 with each other.
These maps are easily seen to satisfy the following rules
ei = Rei+1R−1; (4a)
e2i = ei; (4b)
eie j = e jei, |i − j| = 1; (4c)
eiei±1ei = ei . (4d)
These rules are deduced by recognizing that, if the link patterns in LP (n) are graphically represented
as, e.g.,
π = ((1,6), (2,3), (4,5), (7,10), (8,9)):
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R: (5)
e j: (6)
Eq. (2) is illustrated on the example of link pattern above:
Rπ : (7)
Similarly, the two cases of Eq. (3) are illustrated by the action of e1 and e2 on our example of link
pattern
e1π : (8)
e2π : (9)
2.3. A remark on vector notation
We will adopt all along the paper a “vector” notation. Indeed, various facts we deal with here take
the form
∀π ∈ LP (n), A(π) = B(π) (10)
for A(π) and B(π) “numbers” associated to link-pattern conﬁgurations π .
Such a statement can be phrased in terms of formal vectors |π〉, taken as the canonical basis of
a linear space on the ﬁeld C (or any other ﬁeld in which A(π) and B(π) take their values, such as
R or Q). The dimension of this linear space is |LP (n)| = 1n+1
(2n
n
)=: Cn , the n-th Catalan number, and
we will denote the space as CLP (n) . Calling 0 the zero vector in this space, the relation above reads∑
π∈LP (n)
(
A(π) − B(π))|π〉 = 0. (11)
If it is understood that |A〉 =∑π A(π)|π〉 and |B〉 =∑π B(π)|π〉, then the identity (10) is just the
fact that |A〉 = |B〉 as vectors in this space.
The maps R and e j deﬁned in Section 2.2 can be extended to linear operators on CLP (n) . An
example of this notation is the statement of the rotational symmetry. If R is the rotation in (2), we
have
∀π ∈ LP (n), Ψn(π) = Ψn(Rπ) (12)
4 In this notation, a product of operators acting on a link pattern, A1 A2 · · · Akπ , is represented as a vertical sequence of layers
glued together, with A1 at the bottom, glued to A2, and so on, up to Ak and ﬁnally to π , which is on top.
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π∈LP (n)
(
Ψn(π) − Ψn(Rπ)
)|π〉 = 0, (13)
or also as∑
π∈LP (n)
Ψn(π)
(|π〉 − ∣∣R−1π 〉)= 0. (14)
If it is understood that a certain map X acts on LP (n), its action X on CLP (n) is deﬁned as
X |π〉 = |Xπ〉, and we do not need to write sums all the time. For statements concerning the reﬁned
enumerations of FPLs, we will just deﬁne, once and for all, the state
|sn〉 :=
∑
φ∈Fpl (n,+)
∣∣π(φ)〉= ∑
π∈LP (n)
Ψn(π)|π〉, (15)
and, for example, the rotational symmetry then reads in these notations
(R − 1)|sn〉 = 0. (16)
Also the Temperley–Lieb operators e j , deﬁned in the previous section, act on LP (n), and thus expres-
sions such as e j|sn〉 make sense in this notational framework:
e j|sn〉 = e j
( ∑
π∈LP (n)
Ψn(π)|π〉
)
=
∑
π∈LP (n)
Ψn(π)|e jπ〉. (17)
Similarly, we may have maps X˜ acting on Fpl (Λ,τ ). For dealing with these cases, we will introduce
a vector space whose basis vectors are all the valid FPL conﬁgurations, ‖φ〉〉 ∈ Fpl (Λ,τ ).5 This space
is thus isomorphic to CFpl (Λ,τ ) , and the action on the basis vectors is just
X˜‖φ〉〉 = ∥∥ X˜(φ)〉〉. (18)
We have natural maps from Fpl (Λ,τ ) to LP (n). In particular, we have the operator Π : CFpl (n,+) →
CLP (n) , deﬁned as Π‖φ〉〉 = |π(φ)〉. Then we have a natural deﬁnition of the state enumerating all
FPLs in Fpl (n,+)
‖sn〉〉 :=
∑
φ∈Fpl (n,+)
‖φ〉〉 (19)
such that, in particular, according to our deﬁnition (15) of the state |sn〉,
|sn〉 = Π‖sn〉〉, (20)
and, for a given operator X˜ , we could be interested, e.g., in the vector
Π X˜‖sn〉〉 = Π
∑
φ∈Fpl (n,+)
∥∥ X˜(φ)〉〉= ∑
φ∈Fpl (n,+)
∣∣π( X˜(φ))〉, (21)
which is in the linear space CLP (n) , and thus, for example, is comparable to |sn〉, our vector of interest.
5 In order to improve readability, we use double brackets for vectors in this new space.
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Consider FPL conﬁgurations in the ensemble Fpl (n;+), and the Temperley–Lieb Algebra with 2n
generators. Adopt the notation |sn〉 as in (15). Deﬁne the Hamiltonian (a term motivated by the XXZ
Spin Chain)
Hn =
2n∑
k=1
ek. (22)
The Razumov–Stroganov conjecture reads as follows [22]
Conjecture 2.1 (Razumov–Stroganov).
Hn|sn〉 = 2n|sn〉. (23)
In order to have simple notations, we deﬁne
RSn := (Hn − 2n)|sn〉, (24)
and the conjecture just states that RSn = 0 as a vector in the linear space CLP (n) .
3. Dihedral symmetry and gyration
3.1. The gyration operator: a summary of results
In [27], Wieland proves the dihedral symmetry in the enumeration of FPL classes with given link
pattern π , in the square n × n domain with alternating boundary conditions (a fact previously con-
jectured by Bosley and Fidkowski, and unpublished). He proves a more general fact, for a three-time
reﬁned enumeration of FPLs, according to the link pattern πb for the black open paths, the link pattern
πw for the white open paths, and the overall number of black and white cycles, 
 (a fact previously
conjectured by Cohn and Propp, also unpublished).
Call Ψn;±(πb,πw ;
) the number of FPLs φ, in the square domain with τ± boundary conditions,
having a given triple (πb,πw ;
) (extending the deﬁnition of Ψn;±(π) given in Section 2.1). Wieland
proves that
Ψn;±(πb,πw;
) = Ψn;±
(
Rπb, R
−1πw;

)
, (25)
which, neglecting the reﬁnement with respect to πw and 
, reduces to
Ψn;±(π) = Ψn;±(Rπ). (26)
He reaches this result through a bijection G , called gyration, between the conﬁgurations in the perti-
nent reﬁned classes. This bijection operates locally on the elementary plaquettes of the square lattice,
and has the special property of deforming only locally monochromatic paths over the graph, keeping
ﬁxed the endpoints of the intersection between the path and the plaquette.
The gyration operates in two steps, i.e., G is the composition of two bijections H+ and H− , each
map involving the plaquettes with a given parity (we give precise deﬁnitions in Section 3.3 below).
While G is a bijection from Fpl (n,±) to itself, the two maps H+ and H− are bijections mapping
Fpl (n,+) to Fpl (n,−) and vice versa, and are involutions. Then G is deﬁned as the composition
G = H−H+ , and thus G−1 = H+H− . Then, (25) is derived from
Ψn;+(πb,πw;
) = Ψn;−(πb,πw ;
); (27a)
Ψn;−(πb,πw;
) = Ψn;+
(
Rπb, R
−1πw;

); (27b)
which again, neglecting the reﬁnement on πw and 
, reduce to
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Ψn;−(π) = Ψn;+(Rπ). (28b)
For π a link pattern, deﬁne the reﬂected pattern πV as the unique pattern such that, if (i, j) is an arc
of π , (2n + 1− i,2n + 1− j) is an arc of πV .
The discrete reﬂection symmetry of the square along a diagonal implies trivially Ψn;+(π,π ′;
) =
Ψn;−(πV ,π ′V ;
). This fact, combined with Eq. (28a), proves that Ψn;+(π) = Ψn;+(πV ), completing
the statement on the dihedral symmetry of the enumerations.
The unpleasant use of two different ensembles, Fpl (n,+) and Fpl (n,−), can be avoided by
deﬁning the complementation operator C , that maps Fpl (n,+) to Fpl (n,−) and vice versa, by just in-
terchanging black and white (i.e., Cφ = φ¯). It can be seen that CH± = H±C , so the maps H˜± = CH± ,
that are involutions on Fpl (n,+) and Fpl (n,−) separately, are such that G = H˜− H˜+ . Then, the sym-
metry
Ψn;+(πb,πw;
) = Ψn;−(πw ,πb;
), (29)
induced by the bijection C , allows us to restate Eqs. (27) in terms of Ψn,+ ’s only, at the price of
exchanging the πw and πb arguments. The two Eqs. (27) also follow directly from the analysis of the
maps H˜+ and H˜− , respectively.
3.2. Wieland’s proof revisited
Here we review Wieland’s proof in detail, in a slightly broader setting, more suitable to the gen-
eralizations we aim at. We do this in two main steps: ﬁrst, we concentrate on a single map HΓ ,
inverting the boundary conditions, and then, we analyse how the construction of a pair of distinct
bijections is fruitfully exploited.
A minimalistic approach could be to deﬁne one given map, and then prove that it has the desired
property on link patterns. Our approach is slightly different: we ﬁrst give a list of more basic graphical
conditions, then we prove that they imply the desired property on link patterns. At this point, these
conditions are easily tested on any given map, including gyration. A systematic classiﬁcation of all the
maps satisfying the conditions would be achievable, but not essential for the aims of this paper (a full
analysis will be performed in [5]).
For a graph G = (V , E), and a vertex v ∈ V (G), we deﬁne deg(v), the degree of vertex v , as
the number of incident edges. For a graph G and a colouring of the edges in black and white,
φ ∈ {b,w}E(G) , we use degb(v) and degw(v) for the number of incident black and white edges re-
spectively.
We consider a connected graph G = (V , E), not necessarily planar, and with no given embedding
on a surface. We require all vertices to have degree 4 or 2. Call V ′ ⊆ V the set of degree-2 vertices,
and E ′ ⊆ E the set of edges incident to V ′ . (The presence of degree-2 vertices in G , and absence of
degree-1 vertices, apparently seems in difference with the setting described in Section 2, where we
have degree-1 vertices on the boundary and degree-4 vertices inside the domain Λ: we will see later
on how this case is recovered.)
We deﬁne the set of valid FPL conﬁgurations on this graph, Fpl (G), as the set of maps φ ∈ {b,w}E
(black and white), satisfying the ice-type constraint at all degree-4 vertices, i.e. such that degb(v) =
degw(v) = 2 for each v ∈ V \ V ′ . We also deﬁne the subsets Fpl (G;τ ), of valid FPL conﬁgurations
φ ∈ Fpl (G), whose restriction to E ′ is the string τ ∈ {b,w}E ′ . Call V ′′(τ ) ⊆ V ′ the set of vertices v
with degb(v) = degw(v) = 1, and 2n its cardinality (it is easily seen that Fpl (G;τ ) = ∅ if |V ′′| is
odd). Label the vertices of V ′′(τ ) with indices from 1 to 2n.
In such a domain, a conﬁguration φ is composed of monochromatic cycles, visiting only vertices in
V \ V ′′ , and monochromatic open paths, having vertices in V \ V ′′ as interior points, and vertices in
V ′′ as endpoints. Given the labelling of V ′′ , φ determines a “black” matching πb of these 2n points,
through the black open paths, and a “white” matching πw , through the white open paths. It also
determines numbers 
b , 
w of black and white cycles, and 
 = 
b + 
w . So, in particular it determines
a triple (πb,πw ;
), and we have reﬁned enumerations ΨG;τ (πb,πw ;
) for the cardinalities of these
classes inside Fpl (G;τ ).
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polygons). Bottom left: an example of FPL φ ∈ Fpl (G). Bottom right: the FPL HΓ (φ), for HΓ as deﬁned in Proposition 3.2. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
For a generic graph G , the matchings π run over the whole set of matchings over 2n points, of
cardinality (2n− 1)!!, while, if G has a planar embedding with all the vertices of V ′′ contained in the
same face (say, the external one), then we can restrict to link patterns π ∈ LP (n) (as is the case in
Fig. 3, top-left).
Now take a partition of E into a collection Γ = {γi} of disjoint cycles. By this we mean that Γ is
a partition of E as a set, and each block γi of Γ , seen as a collection of edges of the graph, is in fact
a cycle. Fig. 3, top, shows an example of a graph G , and an example of a partition Γ for E(G), where
cycles are drawn as yellow polygons.6
We say that a map HΓ : Fpl (G;τ ) → Fpl (G; τ¯ ), is valid for Γ , if for each φ ∈ Fpl (G, τ ), calling
φ′ = HΓ (φ), the two following conditions are satisﬁed:
degree condition: for each γ ∈ Γ , and v ∈ γ , consider the two edges in γ incident to v: among them,
there are as many of them black in φ as there are white in φ′ . Furthermore, for a vertex
v ∈ V ′′(τ ), the colour in φ of an edge incident to v is the opposite of the colour of the edge
in φ′ .
connectivity condition: for each γ ∈ Γ , and v, v ′ ∈ γ , if φ|γ has v and v ′ as endpoints of an open
black path, then this happens also in φ′ , and vice versa, and similarly for white.
Note that, because of the symmetry of these conditions, (among which, the fact that they depend
on τ only through V ′′(τ ), and V ′′(τ ) = V ′′(τ¯ )), if HΓ (φ) is deﬁned on the domain Fpl (G, τ ) and is
valid, also the map CHΓ C on the domain Fpl (G, τ¯ ) is valid, and if HΓ (φ) is a bijection, also CHΓ C
is a bijection. The role of these conditions is described by the following
6 Note that such a graphical representation makes use of the planarity of our example graph G , but the deﬁnition does not
require it.
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Proof. Call φ′ = HΓ (φ). The ﬁrst part of the degree condition ensures that φ′ ∈ Fpl (G), and the sec-
ond part also ensures that φ′ ∈ Fpl (G, τ¯ ). Take a monochromatic open path (m.o.p.) p determined
by φ, say a black one. It is composed of an “open” concatenation of m.o.p.’s7 contained in cycles
γi1 , γi2 , . . . of Γ (this sequence may allow for non-consecutive repetitions, i.e. it is allowed ia = ib as
long as |b − a| = 1). By the connectivity condition, m.o.p.’s within cycles are sent to m.o.p.’s within
cycles, with the same endpoints, which thus still concatenate, leading overall to a m.o.p. p′ with the
same endpoints. This proves that πb(φ) = πb(φ′), and analogously πw(φ) = πw(φ′). Now consider
monochromatic cycles of φ. Take a cycle c, say black. Either it coincides with a cycle of Γ , in which
case, by the degree condition, we see that c is a white cycle in φ′ , or it is composed of a “closed”
concatenation of m.o.p.’s8 contained in cycles γi1 , γi2 , . . . of Γ (at least two of them), in which case
a reasoning analogous to the one above for open paths allows one to conclude that the endpoints
of the m.o.p.’s will be crossed in φ′ by a monochromatic black cycle c′ . This proves that 
 cannot
decrease. But the two conditions are symmetric w.r.t. φ and φ′ , so the reasoning above can be re-
peated verbatim, starting with a cycle c′ in φ′ , leading to the conclusion that 
 cannot increase, thus
it remains invariant. 
We could now analyse under which circumstances, for a triple (G,Γ, τ ), one can construct a valid
bijection HΓ , by restating the degree and connectivity conditions above in terms of properties involv-
ing (G,Γ, τ ) only. As the conditions “factorize” over the cycles γi , it suﬃces to consider single cycles
of length L, and this makes feasible an analysis for all graphs G .
As we mentioned earlier, we do not perform a full classiﬁcation here. We limit ourselves to state
suﬃcient conditions on (G,Γ, τ ), and, if these are satisﬁed, provide a speciﬁc construction procedure
for HΓ . Say that a cycle γ is alternating on φ, if its edges are alternating black and white w.r.t. the
colouring φ. We then claim the following.
Proposition 3.2. A triple (G,Γ, τ ) allows the construction of a valid HΓ if
• all the cycles of Γ have length at most 4;
• all the cycles of Γ incident to a vertex in V ′′(τ ) have length at most 3.
In this case the map HΓ : Fpl (Λ,τ ) → Fpl (Λ, τ¯ ) is deﬁned as HΓ = C H˜Γ , and H˜Γ is the map that reverses
the colouring in alternating length-4 cycles, and does nothing elsewhere. The same deﬁnition also induces
a map from Fpl (Λ, τ¯ ) to Fpl (Λ,τ ). The maps HΓ and H˜Γ are involutions, and CHΓ = HΓ C.
An example of a triple (G,Γ, τ ) with the properties in Proposition 3.2, and of the action of HΓ on
a FPL φ ∈ Fpl (G, τ ), is given in Fig. 3.
This explicit construction is easily seen to satisfy the degree and connectivity conditions, just by
a case analysis for cycle lengths up to 4, and their possible colourings. Conversely, it is easy and
instructive to see that no valid map can be constructed if Γ contains cycles of length larger than 4
not incident to V ′ .9
7 I.e., a concatenation of paths such that the resulting path has distinct endpoints.
8 I.e., a concatenation of paths such that the resulting path is a cycle of the graph.
9 Take a conﬁguration φ whose edges in γ are respectively (b,w,b,

−3︷ ︸︸ ︷
w,w, . . . ,w). Then, if 
 > 4, the degree condition on
the 
 − 4 > 0 vertices internal to the white path of length 
 − 3 forces, for φ′ , (?,?,?,b,b, . . . ,b), but this already breaks the
connectivity condition, as we have two points that are connected by a black arc in φ′ , and are not connected in φ.
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The statement of Proposition 3.1 clearly goes in the direction of constructing a generalized Wieland
gyration. In particular, it would lead to any of the two Eqs. (27), if specialized to an appropriate square
domain.
However, note how a fundamental ingredient is still missing: even in the generality of Proposi-
tion 3.1, the deﬁned operation is an involution. Thus, it cannot generate by itself a large cyclic group
(subgroup of the dihedral group). A natural way of generating a non-involutive group is to have at
least two distinct involutive operations, i.e., in the case of Wieland gyration, to have both Eqs. (27).
Thus, in this section we explain how to produce two distinct maps H+ and H− , of the form de-
scribed in Proposition 3.2, for a class of domains Λ of the form described in Section 2.1. In particular,
we explain how to recover the original Wieland maps on the square domain of side n.
In this domain, we have 4n vertices of degree 1 and n2 vertices of degree 4. Label the degree-1
vertices from 1 to 4n in cyclic order. Colour the edges incident to these vertices according to the
alternating boundary condition τ+ .
In order to have graphs G± with the required properties, we join together pairs of consecutive
degree-1 vertices. For G+ , we glue together (1,2), (3,4), and so on, and for G− , we glue together
(4n,1), (2,3), and so on. Vice versa, in order to reinterpret conﬁgurations in Fpl (G±, τ ) as conﬁgu-
rations in Fpl (Λ,τ ), it suﬃces to split these vertices.
The choice of Γ in the two cases G+ and G− is to take all the faces at the boundary, of length
up to 3, induced by the pairing of the external edges, and then, in the interior of the domain, all the
plaquettes having the appropriate parity, in a checkerboard fashion (see Fig. 4, top-right and bottom-
right corners, where cycles of Γ are represented as yellow polygons). This rule, together with the
deﬁnition of HΓ in Proposition 3.2, uniquely determines the gyration map.
The action of H+ and H− leads to an important “switch” among black and white endpoints, w.r.t.
their cyclic ordering along the boundary of the Λ domain: we glue together the i-th endpoint, black,
and the (i±1)-th, white, into a single auxiliary vertex v; then we apply H± , which swaps the colour-
ing of the two edges incident to v (because of the degree condition): when we split v into the two
original endpoints, the i-th endpoint is now white, and the (i ± 1)-th is black. This is what is respon-
sible for the rotation of the link patterns arising in (27b). An example of this procedure is shown in
Fig. 4.
This construction can be repeated verbatim for an arbitrary pair (Λ,τ ) of domain and boundary
conditions. Proposition 3.1 holds provided that the conditions of Proposition 3.2 are satisﬁed for both
pairings of endpoints, and this allows to draw consequences on the reﬁned enumerations.
Given that Λ is a portion of the square lattice, as in the setting of Section 2.1, the natural planar
construction of Γ , pairing endpoints which are consecutive in the cyclic ordering, gives only cycles
of length at most 4. Thus, of the two conditions in Proposition 3.2, the ﬁrst one is automatically
satisﬁed. The second condition has a simpler rephrasing, involving only the perimeter of Λ, and only
at its obtuse (namely, 3π/2) angles: if the external edges e′ , e′′ on the two sides of an obtuse angle
are paired, they must have the same colour, τe′ = τe′′ (otherwise, the vertex produced by pairing these
two external edges would be in the set V ′′(τ ), and contained in a cycle of length 4). In the following,
we will encounter domains Λ with one obtuse angle. In these cases, when Proposition 3.2 is to be
applied, it will suﬃce to check explicitly the condition on obtuse angles stated above.
The action of the maps H+ and H− , deﬁned on the graphs G+ and G− constructed from the
“domain with boundary” Λ, is easily translated directly on Λ. We can equivalently describe the maps
H˜± = CH± . For the two parities ±, there are two sets of plaquettes on the square lattice completely
contained in Λ. H˜± , acting on φ, swap the colouring in the plaquettes of the given parity which are
coloured alternating in φ, (b,w,b,w) ↔ (w,b,w,b), and do nothing elsewhere (in particular, they
do nothing on the colouring of external edges). In formulas, for γ a plaquette of parity  ∈ {+,−},
H˜(φ)|γ =
{
φ¯|γ if φ|γ = ,
φ|γ otherwise (30)
and the gyration map is
G = H˜− H˜+. (31)
L. Cantini, A. Sportiello / Journal of Combinatorial Theory, Series A 118 (2011) 1549–1574 1561Fig. 4. Example of gyration on the square domain. In clockwise order starting from top-left: (1) a conﬁguration on (Λ,τ+); (2)
the construction of G+ (the plaquettes of Γ+ are in yellow, the length-4 alternating cycles are marked in red); (3) the result of
the map H+; (4) recovering the (Λ,τ−) geometry; (5) the construction of G− (length-4 alternating cycles are marked in blue);
(6) the result of the map H−; (7) recovering the (Λ,τ+) geometry; . . .
In pictures (1), (4) and (7) we number the endpoints (using bold and italic respectively for black and white) for illustrating
the action of maps H± on the link patterns, Eqs. (27). For example, the 5–15 black path in (1) corresponds to the 6–16 in
(4), and to the 7–17 in (7), while the 14–40 white path in (1) corresponds to the 13–39 in (4), and to the 12–38 in (7). (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Note at this point an important feature. The analysis of maps of type HΓ implies that the reﬁned enu-
merations (according to (πb,πw ;
)) on pairs (G, τ ), (G, τ¯ ) are identical. However, the construction of
graphs G from domains Λ, when external edges of equal colour are paired, implies a relation among
the reﬁned enumerations in the two regions involving a quotient of link-pattern spaces LP . Consider
for example the case in which Λ has 2n black external edges, and the two ones with label 2n − 1
and 2n are to be connected. For π1,π2 ∈ LP (n), we say π1 ∼ π2 if e2n−1π1 = e2n−1π2. The classes
of LP (n) w.r.t. this equivalence are in natural bijection with link patterns in LP (n− 1): to determine
the class ρ(π) ∈ LP (n − 1) associated to π it suﬃces to consider the pairing of {1,2, . . . ,2n − 2}
resulting from connecting 2n − 1 and 2n in π . Then, the enumeration on G reﬁned over (ρb,πw ;
)
is equal to a sum of enumerations on Λ, reﬁned over (πb,πw ;
):
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rightmost part is left undetermined, in order to treat in an unitary way the case of even and odd n.
ΨG(ρb,πw ;
) =
∑
πb
ρ(πb)=ρb
ΨΛ(πb,πw;
). (32)
Due to the fact that these equivalence relations can be deﬁned in terms of Temperley–Lieb opera-
tors, we will see in Section 4 how, for certain pairs (Λ,τ ) which are “small modiﬁcations” of the
square domain with alternating boundary conditions, we can write a gyration relation involving both
a rotation operator R , and a Temperley–Lieb operator e j .
4. Proof of the conjecture
4.1. A rewriting of the vector H|s〉
In a sequence of sections, we analyse the Razumov–Stroganov conjecture for the periodic O (1)
loop model with 2n sites, corresponding to FPL conﬁgurations over a square domain of side n. Sub-
scripts n, such as in Eqs. (15) and (22)–(24), will be dropped from now on, in order to lighten notation.
Choose to ﬁx the boundary conditions, and the labels of the black external edges, in such a way
that the vertical external edge at the bottom-left corner is black and has label 1, and the labels are
given cyclically in counter-clockwise order (see Fig. 5).
The property (4a) allows one to rewrite the Hamiltonian (22) as
H =
2n−1∑
k=0
Rke j R
−k, (33)
for any index 1 j  2n. Recall that the Wieland Theorem on dihedral symmetry gives
R|s〉 = |s〉 (34)
which, combined with (33), gives
H|s〉 = (1+ R + R2 + · · · + R2n−1)e j|s〉. (35)
Call Sym the operator
Sym=
2n−1∑
k=0
Rk, (36)
which has the simple property
Sym R = R Sym = Sym. (37)
This gives a rewriting of the vector RS deﬁned in (24)
RS = Sym(e j − 1)|s〉, (38)
for an arbitrary 1 j  2n.
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For a given plaquette α within our domain Λ, deﬁne the operator Nα(φ) as
Nα(φ) =
⎧⎨
⎩
+1, φ|α = ,
−1, φ|α = ,
0, otherwise.
(39)
By “φ|α = ” we mean that the plaquette α is composed of two black horizontal edges, and two
white vertical edges, while by “φ|α = ” we mean the analogous statement with black and white
interchanged.
Then, deﬁne the operator N˜α , acting diagonally on CFpl (Λ,τ ) as N˜α‖φ〉〉 = Nα(φ)‖φ〉〉. As Nα(φ) ∈
{−1,0,+1}, the operator N˜α is the difference of two orthogonal projectors, more precisely, for the
state ‖s〉〉 ∈ CFpl (Λ,τ ) , the state N˜α‖s〉〉 takes the form
‖s〉〉 = N˜α‖s〉〉 = (40)
In Section 3.3, we deﬁne the maps H˜± for a generic pair (Λ,τ ) of domain and boundary conditions
(Eq. (30)). These maps are involutions on Fpl (Λ,τ ). In (31) we also deﬁne G as the combination
H˜− H˜+ .
For a conﬁguration φ ∈ Fpl (Λ,τ ), call Fpl (Λ,τ ;O(φ)) the orbit of φ under the action of G . We
have the following lemma.
Lemma 4.1.With the deﬁnitions above, for every plaquette α ∈ Λ, and every φ ∈ Fpl (Λ,τ ), we have∑
φ′∈Fpl (Λ,τ ;O(φ))
Nα(φ′) = 0. (41)
We present the proof of this lemma at the end of this subsection, while we draw immediately
its consequences on the n × n square domain with alternating boundary conditions, relevant for the
Razumov–Stroganov conjecture.
Call LP ∗(n) the set of equivalence classes [π ] of link patterns in LP (n), under cyclic rotations.
Call Fpl (n; [π ]) the reﬁned subsets of Fpl (n,+) w.r.t. the quantities [π(φ)]. Since, in a domain with
alternating boundary conditions, the gyration operator sends a FPL with link pattern π to a FPL
with link pattern Rπ , and it is invertible, the sets Fpl (n; [π ]) are a disjoint union of full orbits
Fpl (n,+;O(φ)), so we get the following corollary of Lemma 4.1.
Corollary 4.1. For any [π ] ∈ LP ∗(n), and any plaquette α∑
φ∈Fpl (n,+;[π ])
Nα(φ) = 0. (42)
In vector notation, (42) is equivalent to
SymΠN˜α‖s〉〉 = 0. (43)
Indeed,
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3–5 and the last row) correspond to the three classes [π ] in LP ∗(4). We have blue diamonds and red crosses for conﬁgurations
corresponding to the two non-trivial cases of Eq. (39), for the plaquette at coordinate (3,2). As claimed, separately in each of
the three blocks, there are as many blue diamonds as red crosses. (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this article.)
SymΠN˜α‖s〉〉 = SymΠ
∑
φ∈Fpl (n,+)
N˜α‖φ〉〉 = SymΠ
∑
φ∈Fpl (n,+)
Nα(φ)‖φ〉〉
= Sym
∑
φ∈Fpl (n,+)
Nα(φ)
∣∣π(φ)〉
=
∑
π∈LP (n)
∣∣Aut(π)∣∣( ∑
φ∈Fpl (n,+;[π ])
Nα(φ)
)
|π〉, (44)
where |Aut(π)| is the cardinality of the subgroup of rotations that stabilize π . This corollary is picto-
rially illustrated through an example in Fig. 6.
Lemma 4.1 and Corollary 4.1 are interesting by themselves. However, at this point we prefer to
emphasize immediately what will show up to be their crucial property:
Proposition 4.1. For the n × n square, call α j the plaquette located in the (2 j − 1)-th column-position along
the bottom row. The vector in the Razumov–Stroganov conjecture, deﬁned in (24), is equal to
RSn =
n/2∑
j=1
SymΠN˜α j‖sn〉〉. (45)
Clearly, the Razumov–Stroganov conjecture, Eq. (23), is proven if both Lemma 4.1 and Proposition 4.1
are proven, as the right-hand side of (45) is a sum of quantities as in (43), that vanish as a result of
Corollary 4.1.
In the remaining part of this subsection, we give the proof of Lemma 4.1, which is relatively short
and simple, and devote the rest of the paper to the more elaborate proof of Proposition 4.1.
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any φ ∈ Fpl (Λ,τ ), deﬁne the inﬁnite string in the alphabet {−1,0,+1}
ν(φ) = (Nα(φ),Nα(Gφ),Nα(G2φ),Nα(G3φ), . . .). (46)
As the string of {Gkφ}k∈N is periodic on the orbit O(φ), also the values Nα(Gkφ) are a periodic
sequence, with period |O(φ)| (or a divisor). We claim that ν(φ) is composed of alternating +1’s
and −1’s, separated by intervals of zeroes (possibly empty). From this statement, the proposition
specialized to plaquettes on the border would follow.
The analysis of ν(φ) is performed through the analysis of an auxiliary string. Assume that α is
adjacent to the border of the square through a horizontal edge e, and that it undergoes gyration in
the ﬁrst of the two parity rounds, H˜+ .10 Deﬁne the string in the alphabet {b,w}
μ(φ) = (φe, (Gφ)e, (G2φ)e, (G3φ)e, . . .). (47)
We claim that if (μk,μk+1) = (b,w), then νk = +1; if (μk,μk+1) = (w,b), then νk = −1; if
(μk,μk+1) = (b,b) or (w,w), then νk = 0. Indeed, the edge e can change colour under gyration
only if the plaquette α is inverted by the gyration, and this can occur only in the ﬁrst of the two
parity rounds. In fact it does occur at stage k, if and only if νk = 0. So, the sequence ν(φ) collects
the positions of the reversions (of the sign) in the binary sequence μ(φ), and thus has the claimed
structure of an alternating sequence of +1’s and −1’s, separated by intervals of zeroes. This completes
the proof for boundary plaquettes.
Now consider two neighbouring plaquettes α and β , sharing a common edge e. We claim that∑
φ′∈Fpl (Λ,τ ;O(φ))
Nα
(
φ′
)+ ∑
φ′∈Fpl (Λ,τ ;O(H˜+(φ)))
Nβ
(
φ′
)= 0. (48)
From this statement, the whole lemma would follow recursively for any plaquette α, by considering
a path on the dual lattice with one endpoint on α, and the other on a boundary plaquette.
The reasoning is analogous to the previous one, but now we consider a string μ˜ deﬁned under the
separate applications of H˜+ and H˜−:
μ˜(φ) = (φe, (H˜+φ)e, (Gφ)e, (H˜+Gφ)e, (G2φ)e, (H˜+G2φ)e, . . .). (49)
We also consider the strings
να(φ) =
(Nα(φ),Nα(Gφ),Nα(G2φ),Nα(G3φ), . . .); (50)
νβ(φ) =
(Nβ(H˜+φ),Nβ(H˜+Gφ),Nβ(H˜+G2φ),Nβ(H˜+G3φ), . . .). (51)
A typical example, for e a horizontal edge and α, β undergoing gyration in the + and − parity rounds,
respectively, is given in Fig. 7.
An argument completely analogous to the one exploited in the border-plaquette case shows that
the inversions in the string μ˜ (b → w and w → b) are in correspondence with the positions of +1
and −1 along the strings να and νβ (+1 for b → w , −1 for w → b, and along the α or β string
depending on the parity of the position of the inversion along μ˜).
While the string να is just following the orbit of φ under the action of G , the string νβ is following
the orbit of H˜+(φ) under the action of H˜+ H˜− , which is not G . However, it is G−1 (because both H˜+
and H˜− are involutions), i.e., for φ˜ = H˜+φ, (51) reads
νβ(φ) =
(Nβ(φ˜),Nβ(G−1φ˜),Nβ(G−2φ˜),Nβ(G−3φ˜), . . .). (52)
As G−1 has the same orbits as G (followed in reverse order), and the orbit O(φ) has the same
cardinality as O(H˜+(φ)) (because H˜+ is a bijection), we get our claim (48) and complete the proof of
the lemma. 
10 In the other cases the reasoning would be modiﬁed in a minor way. However, curiously, within Proposition 4.1 we only
need this case, and only in the easier case of plaquettes on the border.
1566 L. Cantini, A. Sportiello / Journal of Combinatorial Theory, Series A 118 (2011) 1549–1574Fig. 7. A complete orbit for the alternating application of the maps H˜+ (green arrows) and H˜− (violet arrows), for FPLs on the
square of side 4. The content of the lemma is illustrated on the two plaquettes in the center of the domain (labeled as α), and
in the middle of the bottom row (labeled as β). The orbit visits twice each conﬁguration on the list, because the two left-most
conﬁgurations are ﬁxed by the application of H˜+ . The table corresponds to a full period for the strings να , νβ and μ˜. The
sequence να ∪ νβ , interlaced as in the table, corresponds to the sequence of Nα , Nβ for the marked plaquettes along the curly
trajectory in the drawing, starting from its top-left corner (identiﬁed by a small black arrow), and is composed of alternating
+1 and −1, separated by zeroes (on the trajectory, alternating blue diamonds and red crosses, separated by gray dots). (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
4.3. Deﬁnition of auxiliary combinations
Call n• = n/2 and n◦ = n/2. For 1  j  n• , call |sa•, j〉, |sb•, j〉 and |sc•, j〉 the state on the n × n
square, with enumerations of FPLs in the ensemble Fpl (n;+), such that the (2 j − 1)-th vertex of
the bottom row is an a, b or c conﬁguration, respectively, (w.r.t. the deﬁnition in Eq. (1)). For 1 
j  n◦ , similarly call |sa◦, j〉, |sb◦, j〉 and |sc◦, j〉 the state with enumerations of FPLs in the ensemble
Fpl (n;+), such that the (2 j)-th node of the last row is an a, b or c conﬁguration, respectively.11
These deﬁnitions are illustrated in the top row of Figs. 8–10.
In general, setting the colouring in the neighbourhood of a single vertex on the boundary implies
some “frozen regions”, i.e., edges of the domain that take the same colouring in all FPLs. As a result,
we can read the states above as states on smaller domains.
In particular, states |sc•, j〉 and |sc◦, j〉 force restriction on the full last row.12 States |sb•, j〉 and |sb◦, j〉
force restriction on the part of the last row which is on the left of the ﬁxed vertex, while states |sa•, j〉
and |sa◦, j〉 force restriction on the part of the last row which is on the right.
In particular, we have
∣∣sa•,1〉= ∣∣sb◦,n◦ 〉= 0 n even; (53a)∣∣sa•,1〉= ∣∣sb•,n• 〉= 0 n odd; (53b)
as these choices of colouring on the corner vertices are inconsistent with the boundary conditions.
The resulting frozen regions and reduced domains are illustrated in the middle and bottom row of
Figs. 8–10.
11 The choice of indices |s•, j〉 and |s◦, j〉 for the states comes from the fact that, in our domain, the (2 j − 1)-th vertex of the
bottom row is incident to the j-th black external edge, and the (2 j)-th vertex is incident to the j-th white external edge.
12 Furthermore, for n even, |sc•,1〉 and |sc◦,n◦ 〉 also force restriction on the ﬁrst and last column, respectively, leading to FPL
conﬁgurations on the smaller (n − 1) × (n − 1) square domain. Similarly, for n odd, we have this property for |sc•,1〉 and |sc•,n• 〉.
However, in what follows we shall not need these last properties (and our proof is not inductive).
L. Cantini, A. Sportiello / Journal of Combinatorial Theory, Series A 118 (2011) 1549–1574 1567Fig. 8. The states |sa•, j〉 and |sa◦, j〉, here represented three times: top, as their basic deﬁnition in the n × n square, with a ﬁxed
vertex; middle: showing the vertices in the square that are frozen by the constraint; bottom: the resulting geometry obtained
removing the frozen part (that we call reduced domain).
Fig. 9. The states |sb•, j〉 and |sb◦, j〉, here represented three times, with the same notations as in Fig. 8.
Fig. 10. The states |sc•, j〉 and |sc◦, j〉, here represented three times, with the same notations as in Fig. 8.
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Any valid FPL conﬁguration has exactly one c entry in the last row. More precisely, the ordered list
of the entries in the last row has the form
(b,b, . . . ,b,
i-th
c ,a,a, . . . ,a)
for some 1 i  n. This leads to the following reﬁnement of the states.
Proposition 4.2 (Last-row decomposition).
|s〉 =
n•∑
j=1
∣∣sc•, j 〉+ n◦∑
j=1
∣∣sc◦, j 〉. (54)
Furthermore, we can reﬁne the states w.r.t. the three choices among a, b, c for any single vertex
in the last row.
Proposition 4.3 (One-vertex expansion).
|s〉 = ∣∣sa•, j 〉+ ∣∣sb•, j 〉+ ∣∣sc•, j 〉 ∀1 j  n•; (55)
|s〉 = ∣∣sa◦, j 〉+ ∣∣sb◦, j 〉+ ∣∣sc◦, j 〉 ∀1 j  n◦. (56)
We have the simple fact
e j
∣∣sc◦, j 〉= ∣∣sc◦, j 〉 (57)
as the corresponding restriction forces an arc between j and j+1, already within the last row, which
is frozen (see Fig. 10, right column).
We have simple recursion relations for the states |sa◦, j〉, |sb◦, j〉, |sa•, j〉 and |sb•, j〉, obtained by further
reﬁning the conﬁgurations at another vertex. For example, the state |sa◦, j〉 is already restricted to be
an a at the (2 j)-th vertex of the last row, thus, from the (2 j + 1)-th vertex on, the row is frozen to
be ﬁlled with a’s, and at the (2 j − 1)-th vertex we can only ﬁnd either an a or a c, corresponding to
the vectors |sa•, j〉 and |sc•, j〉 respectively. Reasonings along these lines lead to the set of equations∣∣sa•, j 〉= ∣∣sc◦, j−1〉+ ∣∣sa◦, j−1〉; (58a)∣∣sb•, j 〉= ∣∣sc◦, j 〉+ ∣∣sb◦, j 〉; (58b)∣∣sa◦, j 〉= ∣∣sc•, j 〉+ ∣∣sa•, j 〉; (58c)∣∣sb◦, j 〉= ∣∣sc•, j+1〉+ ∣∣sb•, j+1〉. (58d)
In Section 3, we generalized the gyration operation, introduced by Wieland in [27], to arbitrary
domains in the square lattice, and arbitrary boundary conditions, provided that the conditions of
Proposition 3.2 are satisﬁed for the construction described in Section 3.3. This analysis, specialized to
our states |saj〉, |sbj 〉 and |scj〉, leads to relations that will have a crucial role in what follows.
Proposition 4.4 (Gyration relations).
e j
∣∣sa•, j 〉= R−1e j−1∣∣sa•, j 〉; (59)
e j
∣∣sb•, j 〉= R−1e j−1∣∣sb•, j 〉; (60)
e j
∣∣sc•, j 〉= R−1e j−1∣∣sc•, j 〉; (61)
e j
∣∣sa◦, j 〉= R−1e j−1∣∣sa◦, j 〉; (62)
e j
∣∣sb◦, j 〉= Re j+1∣∣sb◦, j 〉. (63)
L. Cantini, A. Sportiello / Journal of Combinatorial Theory, Series A 118 (2011) 1549–1574 1569Fig. 11. Top: the states e j |sc•, j〉 and e j−1|sc•, j〉. As the monochromatic pairs are glued together by the Temperley–Lieb operators,
we can apply the generalized gyration, H+ on e j |sc•, j〉 and H− on e j−1|sc•, j〉. The result is shown in the bottom. These domains
are identical, up to an overall rotation of the indices.
We do not have a relation for |sc◦, j〉, as we have instead the stronger and simpler fact (57).
Proof. We start with the proof of Eq. (61), concerning a state |sc•, j〉. We analyse the consequences of
gyration on the corresponding reduced domain, i.e. the restricted domain resulting from the determi-
nation of the frozen region (see Fig. 10, bottom left). This domain is an (n − 1) × n rectangle with
alternating boundary conditions except for three consecutive black external edges, with indices j − 1,
j and j + 1.
As the perimeter of the rectangle has no obtuse angles, the construction of Section 3.3 is automat-
ically valid. Consider the two graphs G± associated to our rectangular domain. For the two parities,
the set V ′′ (i.e., the endpoints of the monochromatic open paths) includes all the vertices originating
from the glueing of endpoints, except for the glueing of black external edges with index j and j + 1,
for G+ , and the ones with index j − 1 and j, for G− , for which the two external edges have the same
colour (black). So, the connectivity arguments of Proposition 3.1 hold for the graphs G± in which
these pairs of external edges are replaced with a single internal edge, which is drawn “∪-shaped” in
the top row of Fig. 11. This ﬁgure illustrates the procedure above, except for the presence of the extra
“∩-shaped” arc detached from the domain, that we now motivate. Indeed, at this point we have, for
graphs G+ and G− , only 2n − 2 black external edges, with labels {1,2, . . . , j − 1, j + 2, . . . ,2n} and
{1,2, . . . , j − 2, j + 1, . . . ,2n}, respectively. The labels are cyclically ordered. Adding the extra arc as
in the top row of Fig. 11 is an operation that leaves the FPL substantially unchanged (in particular, it
does not change the reﬁned enumerations), but reintroduces all the original 2n black external edges,
with labels {1,2, . . . ,2n}, in cyclic ordered.
The introduction of a pair of arcs (one, ∪-shaped, from the pairing in the G± construction, the
other one, ∩-shaped, from the procedure above), at the level of reﬁned enumerations as vectors in
the linear space CLP (n) , corresponds to the action of the Temperley–Lieb operators e j and e j−1 to
the state |sc•, j〉, for G+ and G− , respectively (see the top row of Fig. 11). Said otherwise, the use of
Temperley–Lieb operators and vector notation implements the linear relation in (32), for the quotient
of patterns on Λ, w.r.t. patterns on G+ and G− .
The result of the application of H+ and H− , on e j|sc•, j〉 and e j−1|sc•, j〉 respectively, is shown in
the bottom row of Fig. 11. Recognize at this point that the resulting domains are identical, up to an
overall rotation of the indices, which is exactly the content of Eq. (61).
We now prove Eq. (59), concerning a state |sa•, j〉. Again, we analyse the reduced domain, which
now is the n × n square, with part of the bottom row removed (to be precise, all the vertices on the
right of the ﬁxed one, see Fig. 8, bottom left). This domain has a single obtuse angle in the perimeter,
neighbouring an acute (π/2) angle.
The boundary conditions are alternating. However, at the obtuse angle we have two incident ex-
ternal edges with opposite colouring, and apparently we are outside the framework described in
Section 3.3. At this point we can exploit an ambiguity: if we swap the colouring of the two external
edges incident to an acute angle of the perimeter, the state does not change. If we do this in |sa•, j〉, for
1570 L. Cantini, A. Sportiello / Journal of Combinatorial Theory, Series A 118 (2011) 1549–1574Fig. 12. Two different manipulations of the state |sa•, j〉. Left column: before applying H+ we need to swap the two external
edges on the acute angle neighbouring the obtuse one. Then, we can glue the external edges in monochromatic pairs (a black
and a white one), and perform gyration. Right column: we can perform gyration immediately. In order to compare with the
resulting domain on the left column, we have the possibility of swapping the two external edges, and glueing the adjacent
monochromatic pairs. A rotation overall of the indices has resulted. (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this article.)
the acute angle neighbouring the obtuse angle, we fall within the requirements of Section 3.3, at the
price of introducing a “defect” in the alternating boundary conditions (two consecutive black external
edges, followed by two consecutive white ones). This procedure is depicted in Fig. 12, top-left and
middle-left. As the black external edges with indices j − 1 and j are now consecutive, and paired
in G+ , in order to implement the quotient of Eq. (32), we should analyse the consequences of the
associated map H+ on the state e j−1|sa•, j〉. The result of the application of H+ is shown in Fig. 12,
bottom-left.
For the map H− , associated to G− , we do not need to interchange the external edges incident
to the acute angle. The result of the application of H− is shown in Fig. 12, middle-right. However, in
order to compare the output of the two maps, we need identical domains and boundary conditions. So
we interchange the external edges after the application of H− , and then we join the two consecutive
black endpoints by applying the operator e j . This leads to the domain in Fig. 12, bottom-right, that
coincides with the one on bottom-left, up to a rotation of the indices, which leads to Eq. (59).
The proof for the other three equations in Proposition 4.4 is analogous to the one for Eq. (59), and
we omit it. 
4.5. Proof of the equivalence statement
Now we have all the ingredients for proving the equivalence statement, Proposition 4.1, and we can
start studying the quantity RS in its form (38). We thus analyse e j|s〉, for an arbitrary 1 j  n• .13
Do the j-th one-vertex expansion (55) (this coincidence of indices is a key point)
e j|s〉 = e j
(∣∣sa•, j 〉+ ∣∣sb•, j 〉+ ∣∣sc•, j 〉)
= ∣∣sc◦, j 〉+ e j∣∣sa•, j 〉+ e j∣∣sb◦, j 〉+ e j∣∣sc•, j 〉, (64)
where we used (57) and (58b). We could have similarly done the j-th one-vertex expansion (56), and
obtained the same result, by using (57) and (58c).
13 We choose this range because, for simplicity, we only introduced auxiliary states, |saj 〉 and so on, for reﬁnements along the
bottom line. The proof could be done with minor modiﬁcations for any 1 j 2n.
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We can use the recursions (58d) and (58a) in order to push the |sa•, j〉 and |sb◦, j〉 states towards
their values at the left corner and right corner, respectively, that are zero by (53). In order to preserve
the coincidence of indices in the combinations e j|saj〉 and similar, we will use the gyration relations
of Proposition 4.4. Indeed we have
e j
∣∣sa•, j 〉= R−1e j−1∣∣sa•, j 〉= R−1e j−1(∣∣sc◦, j−1〉+ ∣∣sc•, j−1〉+ ∣∣sa•, j−1〉)
= R−1(∣∣sc◦, j−1〉+ e j−1∣∣sc•, j−1〉+ e j−1∣∣sa•, j−1〉); (65)
e j
∣∣sb◦, j 〉= Re j+1∣∣sb◦, j 〉= Re j+1(∣∣sc◦, j+1〉+ ∣∣sc•, j+1〉+ ∣∣sb◦, j+1〉)
= R(∣∣sc◦, j+1〉+ e j+1∣∣sc•, j+1〉+ e j+1∣∣sb◦, j+1〉). (66)
At each step, this procedure yields vectors |sc◦,
〉 and |sc•,
〉, that we can easily collect. The result is
e j|s〉 =
n•∑

=1
R
− je

∣∣sc•,
〉+ n◦∑

=1
R
− j
∣∣sc◦,
〉; (67)
and thus
Sym e j|s〉 = Sym
(
n•∑

=1
e

∣∣sc•,
〉+ n◦∑

=1
∣∣sc◦,
〉
)
; (68)
independent of the choice of j, as expected. We have thus one of the two summands in the right-
hand side of (38), the other one being just Sym |s〉. For this vector, using the last-row decomposition,
Proposition 4.2, we have
Sym |s〉 = Sym
(
n•∑

=1
∣∣sc•,
〉+ n◦∑

=1
∣∣sc◦,
〉
)
. (69)
This leads to an equivalent formulation of the vector RS:
RS = Sym
n•∑
j=1
(e j − 1)
∣∣sc•, j 〉. (70)
We investigate these summands, concentrating on the vector
(e j − 1)
∣∣sc•, j 〉. (71)
Consider the state |sc•, j〉, and analyse the black path with endpoint on the j-th black external edge.
We already know that this path goes straight at the ﬁrst vertex it visits (this is exactly the deﬁnition
of the |sc•, j〉 state). At the following vertex, it can either turn right, determining a vertex conﬁguration
b, or not, determining a conﬁguration a or c. We call respectively |scb•, j〉 and |x j〉 the two states cor-
responding to this decomposition, which is illustrated in Fig. 13. So we have |sc•, j〉 = |scb•, j〉 + |x j〉. As
1572 L. Cantini, A. Sportiello / Journal of Combinatorial Theory, Series A 118 (2011) 1549–1574Fig. 14. The states |x j〉 and e j |x j〉, here represented twice. Top, in the full square domain, and showing all the frozen edges.
On the left, the state |x j〉 results from the deﬁnition |sc•, j〉 = |scb•, j〉 + |x j〉. On the right, e j |x j〉 results from an elementary local
manipulation on |x j〉. Bottom, still in the full square domain, but only a subset of the frozen edges is shown. This makes evident
the connection with the projector N˜α , in the form described in Eq. (40).
in state |scb•, j〉 we have a black path connecting the external edges with index j and j + 1, we have
e j|scb•, j〉 = |scb•, j〉. This implies
(e j − 1)
∣∣sc•, j 〉= (e j − 1)|x j〉. (72)
The FPL conﬁgurations in the domain corresponding to the state |x j〉, reproduced in the top-left part
of Fig. 14, are in natural bijection with the ones in the domain reproduced in the top-right part of
Fig. 14, as the frozen part of the domain determines the same black and white degrees in the interior
vertices. A FPL φ′ in the ﬁrst domain, such that π(φ′) = π ′ , is in bijection with a FPL φ′′ in the second
domain, such that π(φ′′) = π ′′ = e jπ ′ . This proves that the vector determined by the domain in the
top-right part of Fig. 14 is exactly e j|x j〉.
In the light of the deﬁnition of the operator Nα in Section 4.2, these two domains are completely
characterized as the sets of FPLs in Fpl (n,+), such that, for the plaquette α j in the bottom row
and column 2 j − 1, we have Nα j (φ) = −1 and +1, respectively, i.e. the two domains depicted in the
bottom row of Fig. 14 (indeed, the colouring of further edges in comparison of the top and bottom
rows of the ﬁgure is frozen).
In formulas, the arguments above are rephrased as
e j|x j〉 − |x j〉 = ΠN˜α j‖s〉〉. (73)
Collecting (70), (72) and (73), we conclude that
RS =
n•∑
j=1
SymΠN˜α j‖s〉〉. (74)
This completes the proof of Proposition 4.1, and thus, for the reasonings in Section 4.2, of the
Razumov–Stroganov Conjecture 2.1.
5. Perspectives of generalization
In this paper, from the very beginning in Section 2.1, we deﬁned FPL conﬁgurations on portions of
the square lattice. However, the reader may have noticed that there is much space for generalizations.
This is clearly the case for our approach to gyration, in Section 3, and also for a crucial step of the
proof, constituted by Lemma 4.1 and Corollary 4.1.
Consider for example an ensemble of FPLs illustrated by the conﬁguration in Fig. 15, left. This
domain has FPL enumerations with dihedral symmetry, and these enumerations are proportional to
the very same set of integers for the square of side n = 10, and thus, also for the O (1) loop model
with 2n sites (however, note that there is a non-trivial integer proportionality factor).
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that shows both dihedral symmetry in the reﬁned enumeration, and Razumov–Stroganov correspondence with the ground-state
wavefunction of the periodic O (1) loop model. Right: a domain that shows dihedral symmetry, and has an involutive symmetry.
If we restrict to vertically-symmetric FPLs (as the one shown in ﬁgure), we conjecture Razumov–Stroganov correspondence with
the ground-state wavefunction of the closed O (1) loop model.
It would not be hard to show that the very same line of proof presented in this paper works for
proving that (Hn −2n)|sΛ〉 = 0 also for this domain Λ. However, we postpone this analysis to a differ-
ent paper [5], where we also undertake the more ambitious task of exhausting the classiﬁcation of the
possible structures for which the gyration mechanism works, i.e. all the graphs for which the reﬁned
FPL enumerations have dihedral symmetry. This includes as special cases the conjectures in [23] for
Half–Turn and Quarter–Turn Symmetric FPLs (also with a reﬁnement corresponding to “punctured”
link patterns, that emerges naturally in the treatment of gyration).
There are at least two directions for future reseach that appear natural in the context of our proof
technique.
A ﬁrst direction is the variant of the Razumov–Stroganov conjecture for VSASMs [23] (see also [17]
for further variants in this direction), relating enumerations Ψ (π) of Vertically–Symmetric FPLs to
the ground-state wavefunction of the closed or open O (1) Dense Loop Model (instead of the periodic
case, at hand in this paper). A hint towards this generalization, along the lines of our proof, is given
by the broader family of domains depicted above. Indeed, this family contains subfamilies with an
involutive symmetry (it may be a reﬂection, or a rotation by 180 degrees, possibly combined with
a complementation), and indeed, analogously to what is proven for the periodic case, we conjecture
that a generalized Razumov–Stroganov correspondence for VSASMs can be formulated for these broad
subfamilies. An example of such a domain is given in Fig. 15, right.
Another natural line of research is, for the periodic system, the study of the groundstate of the
monodromy matrix, instead of the Hamiltonian, a reﬁnement illustrated in [9]. For certain aspects,
this conjecture seems to arise very naturally along the lines of our proof: as in [9], we consider
reﬁnements on the bottom row of the FPL, states |scj〉, and equivalence classes [π ] ∈ LP (n)∗ of link
patterns under rotations.
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