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Enhancing the dissolution of poorly soluble drugs has always been a challenge to 
researchers.  It was known that the solubility of this class of drugs was affected by 
particle size and shape of the drugs, and common industrial unit processes affected 
these two morphological features.  In view of this, two industrial unit processes, 
namely milling and particle classification were studied.  For the milling process, a 
fluidised bed (FB) hammer mill (50 ZPS, Hosokawa Micron Corporation) and a 
fluidised bed opposed (FBO) jet mill (100 AFG, Hosokawa Micron Corporation) were 
chosen whereas for particle classification, an air classifying system (50 ATP, 
Hosokawa Micron Alpine) was selected for investigation.  The effects of process 
variables such as beater rotational speed, classifier wheel rotational speed, airflow rate 
and length of grinding zone of the FB hammer mill and the particle size and 
flowability of starting materials on the particle size and size distribution of the milled 
products were investigated.  All the milled batches of products could be described by 
the Rosin-Rammler distribution (RRD) function.  The characterising parameters of the 
RRD function, De and n, together with the value at 99th percentile of the cumulative 
undersize distribution (D99), were used to correlate the process variables and 
characteristics of the starting materials to the products.  Increasing milling energy 
input as indicated by the increasing rotational speed of the beater system resulted in 
the production of finer products with narrower particle size distributions.  Beater 
rotational speed also exerted a strong influence on the other process variables.  At 
high beater rotational speeds of 18000 and 21000 rpm, the influence of starting 
materials and length of grinding zone would be reduced; particles with D99 value less 
than 22.73 µm could be produced with high classifier wheel rotational speed of 15000 
rpm; and slightly coarser particles could be produced at higher airflow rate of  
 x
Summary 
90 m3 / h.  Low beater rotational speeds 12000 and 15000 rpm, caused a loss of 
classifier wheel efficiency, resulting in milled products with large particle sizes and 
broad particle size distributions. 
 
For FBO jet mill, the process variables investigated were the rotational speed of the 
classifier wheel, levels of feed load and micronising air pressure.  The micronised 
products produced by FBO jet mill could not be described by the RRD function, log-
normal, Weibull and gamma functions.  Span and values at 5th (D5), 50th (D50) and the 
99th (D99) percentile cumulative undersize of the products were employed for 
correlation study between the process variables and micronised batches of particles.  
Increasing classifier wheel rotational speed from 5000 rpm to 15000 rpm, was found 
to produce products with finer particle sizes and narrower particle size distributions.  
The operation of classifier wheel was not affected by the operations of the other two 
process variables.  A low feed load of 250 g with high micronising air pressure of 0.5 
MPa brought about a start-up loss of classifier wheel efficiency because of the rapid 
fluidisation of the feed load.  The same process conditions did not bring about gross 
variation in particle shape.  However a high feed load of 450 g brought about a loss in 
classifier wheel efficiency producing particles bigger in size with broader particle size 
distribution, and less uniform in shape.  It was found that particle shape and size were 
not correlated, thus conditions that caused the start-up loss of classifier wheel 
efficiency with respect to particle size, were not applicable to particle shape.  
Depending on the morphological characteristics needed, the relevant characterising 




In the air classifying system, increasing classifier wheel rotational speed resulted in 
larger particles with broader particle size distribution being collected in the fine 
fraction.  This was attributed to the higher vibration experienced when the classifier 
wheel was rotated at higher speeds and forced entry of large particles due to rebounds 
off the classifying chamber wall brought about by high centrifugal force of the 
rotating classifier wheel.  Starting material with bigger particle size and good 
flowability would further confound this.  The employment of smaller particle size and 
poorer flowability starting material would result in the production of slightly coarser 
particles at a high airflow rate of 90 m3 / h. 
 
Sieving, FB hammer mill and FBO jet mill were selected to produce nifedipine with 
four different particle sizes.  Successful enhancement of nifedipine dissolution could 
be achieved when the different batches of nifedipine were formulated into interactive 
mixtures or solid dispersions with polyethylene glycol 3550 (PEG 3350), as a soluble 
carrier, as compared to the unformulated states.  The dissolution mechanism for 
nifedipine solid dispersions followed the drug-controlled model as proposed by Craig 
and Newton (1992).  The mechanisms of dissolution of interactive mixtures and solid 
dispersions were found to be essentially the same.  The dissolution mechanisms of the 
two systems were dependent on the final nifedipine particle size, degree of wetting, 
degree of deaggregation of the nifedipine particles and the crystallinity of nifedipine 
and PEG 3350. 
 xii
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I.  Introduction 
 
I.  INTRODUCTION 
A.  Dissolution 
A1.  Poorly Soluble Drug 
Dissolution is defined as a process whereby the constituent of a solid substance enters 
into solvent to yield a solution.  In other words, it is a process by which a solid 
substance dissolves and this is governed by the affinity between the solid substance 
and the solvent (Banakar, 1992a).  Similarly, before a drug can exert its therapeutic 
effect, it has to dissolve in the gastrointestinal (GI) fluid and be absorbed into the 
systemic circulation.  Figure 1 depicts the possible events that can take place upon 
administration of pharmaceutical products and it is obvious there are many factors that 
can affect the absorption of drug.  These factors are disintegration of the tablets and 
capsules, deaggregation of granules and fine aggregates and the dissolution of the 
drug in the GI fluid.  Other factors not depicted in Figure 1 include the slow release of 
drug versus transit time of the pharmaceutical product in the GI tract, especially so in 
controlled release products, instability of the drug in GI fluid (Fincher, 1968), first-
pass metabolism in the GI wall and / or liver and many others (Dressman, 2000).  
Assuming that the effects of these factors are negligible, two dominant rate-limiting 
steps can determine the rate of drug appearance in the blood circulation.  They are the 
dissolution and absorption rates, which are partially dependant on drug solubility and 
permeability through the GI mucosa respectively.  On the basis of drug solubility and 
permeability, Amidon et al. (1995) proposed the Biopharmaceutics Classification 
Scheme (Table 1), consisting of four classes of drugs.  For Class I and III drugs, the 
high solubility will mean that the rate of drug appearance in the blood is determined 
by the absorption rate of the drug whereas for Class II drugs, the rate of dissolution 
plays a greater role.  In the case of Class IV drugs, both rates are equally important.  
  1
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With the recent advent of high throughput screening for potential therapeutic agents, 
the number of Class II type of drug candidates has risen sharply and there is a need to 
enhance the dissolution rate of these drugs so as to improve bioavailability.  This need 
is a challenge to formulation scientists. 
 
Table 1.  Biopharmaceutics classification scheme (Amidon et al., 1995). 
 
Class Solubility Permeability 
   
I High High 
   
II Low High 
   
III High Low 
   
IV Low Low 
   
 
A2.  Strategies in Enhancing Dissolution Rate 
The implied improvement in bioavailability due to the enhancement of dissolution rate 
has prompted many researchers to explore numerous strategies.  The dissolution rate 
process can be described by the modified Noyes-Whitney equation (Noyes and 






dC s −=       (Equation 1) 
 
where dC/dt is the dissolution rate, A is the surface area available for dissolution, D is 
the diffusion coefficient of the compound, Cs is the solubility of the compound in the 
dissolution medium, C is the concentration of drug in the dissolution medium at time t 
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and h is the thickness of the diffusion boundary layer adjacent to the surface of the 
dissolving compound. 
 
The most common approach for improving the dissolution rate (dC/dt) is to increase 
the surface area (A) available for dissolution and this is often achieved by decreasing 
the particle size of the drug.  The particle size may be reduced to micrometer or 
nanometer range and if the particles are in the nanometer range, they are termed 
nanoparticles (Liversidge and Cundy, 1995; Müller et al., 2001).  Size reduction had 
been also shown to decrease the diffusion boundary layer (h) of sparingly soluble 
drugs (Anderberg et al., 1988; Bisrat et al., 1988, 1992).  Griseofulvin represents a 
classical example of a drug where improvement in rate of absorption could be brought 
about by increasing the surface area (A) by size reduction.  This drug, which was 
initially marketed as coarse particles, resulted in many cases of therapeutic failures 
due to low bioavailability.  Kraml et al. (1962) demonstrated that 0.5 g of micronised 
griseofulvin produced the same serum level as 1.0 g of the unmicronised form.  
Subsequently, the use of micronised griseofulvin permitted a dosage reduction and 
this contributed not only to lower cost to the patient, but more importantly, a decrease 
in therapeutic failures caused by poor absorption (Levy, 1963).  However, size 
reduction has its practical limits as micronised particles tend to aggregate due to the 
high surface energy per unit mass.  Aggregation reduced the surface area (A) available 
for dissolution and lowered the drug dissolution rate (Lin et al., 1968).  Wetting effect 
is particularly important under such a situation as it increases the effective surface 
area (Banakar, 1992b; Craig, 1990) 
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Other strategies that can increase the drug dissolution rate include the maintenance of 
sink conditions by ensuring that Cs - C remains as large as possible and improvement 
of the solubility of the compound (Cs) by complexation, solubilisation, using various 
salt forms, changing to different solvates or metastable polymorphs (Aulton, 2000).  
Recently, particle shape of sparingly soluble drugs was shown to affect the dissolution 
rate by influencing the hydrodynamic boundary layer thickness (h) (Mosharraf and 
Nyström, 1995).  Table 2 summarises some of these strategies that could be applied by 
the pharmaceutical scientists to enhance drug dissolution rate.  A thorough 
understanding of various strategies will aid the pharmaceutical scientist to select the 
best possible option to formulate a potential candidate arising from the high 
throughput screening programme. 
 
A3.  Particle Shape and Dissolution 
Most dissolution theories assume that the particles are spherical (Kitamori and Iga, 
1978).  Particles of the same compound might be in various shapes depending on the 
nature of solvents and method of crystallisation (Udupa, 1990).  Mathematical 
equations were derived showing that the starting shapes of particles could dictate the 
dissolution profiles obtained (Kitamori and Iga, 1978; Núñez et al., 1994).  However, 
these equations were not substantiated with experimental data.  Dali and Carstensen 
(1996) managed to experimentally relate the initial shape factor of crystal and the 
intrinsic dissolution rate constant.  Fini et al. (1995) reported a linear relationship 
between the efficiency of dissolution and the shape factor of dissolving diclofenac 
salt.  Dali and Carstensen (1996) were also able to show that the particle shape 
changed with dissolution.  Particle shape changes as dissolution proceeds because of 
the difference in dissolution rates from the various crystal surfaces of a particle
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Table 2.  Possible strategies in enhancing the dissolution rate of a poorly soluble drug. 
 
 
I.  Physical Modification
 






Amorphous or glassy state 




II.  Chemical Modification
 





 (Schoonen et al., 1979).  Lu and co-workers (1993) found that the fit of experimental 
data to their proposed dissolution model improved by assuming particle shape of a 
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B.  Particle Shape 
B1.  Concept of Particle Shape 
Shape is the recognised pattern of relationships among all of the points which 
constitute the external surface of a particle (Meloy, 1977).  In other words, the 
complete description of shape entails the description of a closed curve in space, giving 
rise to a three-dimensional shape factor.  An example of such a system was proposed 
by Heywood (1954).  Most three-dimensional shape factors involve complex 
mathematics.  In most situations, the shape is determined by the projection of a three-
dimensional particle onto a plane to obtain an enclosed two-dimensional curve to 
describe the particle shape.  Based on the two-dimensional curve, the particle can be 
classified as analytic (holomorphic) or non-analytic (non-homorphic).  An analytic 
particle is defined as one where a given vector from its centre of gravity intersects the 
particle surface only once whereas a non-analytic particle has at least one vector 
showing multiple intersections with the particle surface (Figure 2).  The particle shape 
determined by available methods can be broadly classified into static or dynamic 
shape factors (Hickey and Concessio, 1997).  The former is also known as shape index 
and the latter is a factor of equivalent shape giving the same physical property as that 
of the reference particle (Gotoh, 1997). 
 
B2.  Shape Factors 
B2.1  Static Shape Factors 
Historically, shape factors were developed to describe deviations from ideal geometry, 
such as that of a sphere.  In recent years, this was surpassed by interests in the ability 
to regenerate the particle shape with sufficient accuracy. 
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Figure 2.  (a) Analytic particle and (b) non-analytic particle, illustrating the
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B2.1.1  Geometric Shape Factors 
The British Standard 2955 (1993) came out with a series of terms such as, acicular, 
angular and dentritic in an attempt to standardise particle shape description.  This 
system did not have any quantification value and the shape of most particles could not 
be precisely described by these terms.  The use of length, breadth and thickness by 
Heywood (1937) was probably one of the earliest attempts to quantify shape.  He 
defined breadth (B), length (L) and thickness (T) as follows.  Breadth is defined as the 
minimum distance between two parallel lines tangential to the projected outline of the 
particle when placed in the most stable position.  The length of the particle is the 
distance between two tangents to the projected outline of the particle drawn 
perpendicularly to the tangents defining the breadth.  Thickness is the distance 
between two planes tangential to the surface of the particle and parallel to the plane of 
the projected image.  He further defined flatness (m) and length (n) ratios according to 
Equations (2) and (3), respectively. 
T
Bm =         (Equation 2) 
B
Ln =         (Equation 3) 
Heywood’s length ratio is slightly different from the elongation ratio as defined by 
Tsubaki and Jimbo (1979a, b), which is the ratio between the smallest Feret diameter 
and its perpendicular Feret diameter.  Another variation of the length and elongation 
ratios is the aspect ratio, which is defined as the ratio of the longest distance of a 
particle to its perpendicular dimension (Schneiderhöhn, 1954).  Another popular shape 
factor is circularity defined by Cox (1927).  The reciprocal of circularity is defined by 
Hausner (1966) as surface factor.  Thus, various geometric shape factors are employed 
to describe particle shape, some of which are just variants of each other.  There is no 
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agreement to a universal system of describing particle shape.  The major drawback of 
most of the geometric shape factors is that the numerical value of the factor is not 
unique to a particular shape and many a times, a few different shapes can be assigned 
to a single value.  Thus, they are also known as gross shape factors as insufficient 
particle details could be described. 
 
The concept of geometric signature waveform was conceived, in order to better 
describe the structure of a two-dimensional particle profile (Singh and Ramakrishnan, 
1996) (Figure 3).  Essentially, the magnitude of R vector was plotted against θ, as the 
vector was rotated about the pivot point (P).  The magnitude of R vector at a particular 
θ value [R(θ)], is normalised with respect to largest R vector denoted by RL (Figure 3).  
However, this concept is highly dependent on the location of the pivot point as 
illustrated in Figures 4a and 4b, where a shift of the pivot point within a hypothetical 
rectangular particle results in the generation of two completely different geometric 
signature waveforms.  This system of describing particle shape is also unsuitable for 
non-analytic particle where multiple R vectors exist for certain θ values giving rise to 
geometric signature waveform with multiple plots.  Staniforth and Rees (1981b) came 
up with the shah shape factor, which is able to quantify non-analytic particles.
 10











ure 3.  Geometric signature waveform of a particle.  (P, Pivot Point;








Figure 4.  Different geometric signature waveforms generated from a
shift of pivot point from (a) the centre to (b) the side of a hypothetical
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B2.1.2  Fourier Series in Shape Generation 
The Fourier analytical technique of shape generation involves the analysis of a large 
number of Fourier coefficients.  These coefficients capture the details of the particle 
profile, which enable accurate regeneration of the particle shape.  There are three 
different methods of Fourier analysis depending on the nature of the particle profile 
and the information required for characterisation.  They are the (R, θ), (φ, l) and (R, S) 
methods. 
 
The (R, θ) method involves digitisation of the particle profile into a set of (x, y) 
coordinates with reference to the pivot point instead of plotting into geometric 
signature waveform (Schwarcz and Shane, 1969; Ehrlich and Weinberg, 1970).  The 
(x, y) coordinates are subsequently transformed to polar coordinates and the Fourier 
series represent R as a function of θ is as follows: 





nno nbnaaR )sin   cos ()( θθθ
where, 








d sin  )(1 θθθ nRbn      (Equation 7) 
  3,...... 2, 1,=n
ao, an and bn are the zeroth and nth order Fourier coefficients containing information 
on the particle size and shape (Ehrlich and Weinberg, 1970).  Thus, Equation 4 
contains all the information to regenerate the particle shape.  However, the problems 
associated with describing particle shape with the geometric signature waveform 
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concept also exist for the (R, θ) method, since this method is a variation of the 
geometric signature waveform concept.  The Fourier coefficients are not unique as 
they are affected by the location of the pivot point and non-analytic nature of the 
particle.  The (φ, l) method is more appropriate for non-analytic particles (Fong et al., 
1979; Paramanand and Ramakrishnan, 1988). 
 
In the (φ, l) method, the (x, y) coordinates are not transformed into polar coordinates 
but parameterised by its arc length (l) and the change of slope from the pivot point 
[φ(l)].  For a better comparison between particles of different sizes, the arc length is 





lt        (Equation 8) 
Thus, the Fourier series can be expressed as: 








 ( ) tto d *2
1 2
0∫ ππ= φµ       (Equation 10) 
 ( ) tkttAk d  cos *2
1 2
0∫ ππ= φ      (Equation 11) 
 ( ) tkttBk d sin  *2
1 2
0∫ ππ= φ      (Equation 12) 




⎛ π= 2* φφ       (Equation 13) 
 3,...... 2, 1,=k  
The main difference between Equations 4 and 9, is the manner which the particle 
profile is being parameterised.  However, the regenerated (x, y) coordinates from the 
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(φ, l) method cannot be used to evaluate important geometrical quantities, such as 
area, because of the normalisation by L (Equation 8).  This was overcome by 
employing two Fourier series in the (R, S) method (Luerkens et al., 1982a).  A major 
disadvantage of the (R, S) method is the use of two Fourier series, where a lot of data 
is generated for one particle.  On the one hand, it is possible to distinguish the 
individual particles, but on the other hand, such high level of differentiation will result 
in an infinite variety, which will be useless and requires the manipulation of vast 
amount of data (Beddow, 1980; Paramanand and Ramakrishnan, 1988). 
 
B2.1.3  Fractal Analysis 
Detailed particle shape analysis will no doubt encompass surface texture, since 
particle shape and surface texture are closely linked and a dilemma arises as to degree 
of particle magnification where the particle shape analysis ends and surface texture 
analysis begins (Hawkins, 1993).  Carstensen and co-worker (1993a) suggested that 
shape could be mathematically described by a limited number of parameters whereas 
surface texture requires more.  The good sensitivity of the two- and three-dimensional 
shape factors proposed by Newton and co-workers (Podczeck and Newton, 1994, 
1995; Eriksson et al., 1997) for pellet shape analysis could be attributed to the fact 
that these factors considered the relationship between pellet shape and surface texture.  
As for particle shape, there are numerous methods for determining surface texture but 
fractal analysis is probably one of the best as it is able to distinguish between different 
surfaces (Rhodes, 1990). 
 
Fractal analysis was first employed by Louis Fry Richardson to measure the coastline 
of Great Britain as noted by Mandelbrot (1967).  This method was later applied in the 
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field of powder technology by Kaye (1978, 1989a, b).  The concept of fractal analysis 
relies on the fact that the perimeter [L(s)] of a silhouette edge is dependent on the step 
length (s) with which it is measured.  The relationship can be written as: 
 sDsL log)1(log)(log −+= λ     (Equation 14) 
where log λ is the y-intercept of the plot of log L(s) versus log s and (1-D) is the slope 
of the plot.  D is the fractal dimension of a particular particle.  This value is unity for a 
smooth curve and approaches 2 for an extremely wiggly line, where the curve 
becomes a plane-filling curve (Figure 5).  Even though fractal dimensional work is 
very meaningful, it is a time consuming method with relatively few particles studied 
per powder sample (Carstensen and Franchini, 1993a). 
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Figure 5.  Fractal dimensions of various contours (Carstensen and Franchini,
1993a). 
D = 2 
1 < D < 2 
D = 1 
I.  Introduction 
 
B2.2  Dynamic Shape Factors 
The most notable dynamic shape factor is derived from the expression for terminal 












t == 18      (Equation 15) 
where g is the acceleration due to gravity, η  is the viscosity of air, De and Dae are the 
equivalent volume spherical diameter and aerodynamic equivalent diameter, Ce and 
Cae are the appropriate slip correction factors for the respective diameters, ρ and ρ* 
are the particle density and unit density, which is (1 g / cm3), and κ is the dynamic 









V =       (Equation 16) 
refers to a nonspherical particle having the same settling velocity to a spherical 








t   =       (Equation 17) 





DC 2ρκ =       (Equation 18) 
Thus, Equation 18 defines a shape factor to account for the difference in resistance 
force exerted on a nonspherical particle to that of a same volume spherical particle 
having unit density. 
 
 18
I.  Introduction 
 
C.  Particle Size 
C1.  Concept of Particle Size 
The concept of size is related to the bulk or dimensions of any material (Beddow, 
1980).  The size of a spherical homogeneous particle is defined by its diameter.  For a 
regular and compact particle such as a cube or regular tetrahedral, a single dimension 
is adequate to define size whereas for other types of less regular particles, it may be 
necessary to specify more than one dimension (Allen, 1997a).  In the case of an 
irregularly shaped particle, it is obvious that size can be very difficult to define.  As a 
result, the particle size obtained is dependent on the principles of measurement 
employed by the instruments.  The different principles involved in measuring size 
often lead to the generation of dissimilar values for the same set of particles.  The 
difference in values between the various methods had been attributed to shape (Kaye 
et al., 1997b), size fraction (Nathier-Dufour et al., 1993) and sample preparation 
(Jimbo et al., 1992).  In fact, the use of the same measuring technique but employing 
different brands of laser diffraction instruments produced considerable differences in 
particle size for the same sample (Etzler and Deanne, 1997).  This was attributed to 
differences in the propriety mathematical algorithms employed by the different 
manufacturers.  In summary, there is no unique size parameter that can accurately 
describe an irregularly shaped particle. 
 
C2.  Particle Size Measurement 
There are a number of techniques for measuring particle size.  Every particle size 
analytical method is associated with errors that may be systemic or random.  Systemic 
errors are inherent in the technique employed and can be minimised by 
standardisation.  Random errors can be evaluated by repeated measurements 
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(Millers and Lines, 1988).  Staniforth (2002) recommended that as a general guide, it 
is most appropriate to determine the particle size distribution of a powder in an 
environment that most closely resembles the conditions in which the powder will be 
processed or handled.  Figure 6 shows the classification of various sizing techniques.  
Sizing techniques not classified under “Scanning Methods” are arbitrary grouped 
under “Other Methods”.  Sieving is a technique that enjoys widespread usage in the 
industry as compared to the other techniques listed under “Other Methods”, which are 
mainly for research interest. 
 
“Scanning Methods” are further divided into stream and field scanning.  In stream 
scanning, particles are examined singly and its interaction with the measuring property 
of the instrument is taken as a measure of size, whereas in field scanning, the 
collective interactions of a group of particles with the measuring property is 
interpreted as size of the powder being measured.  Stream scanning can be further 
categorised into electrical and optical sensing zone methods, depending on the manner 
in which the electrical signals are collected.  The former method is employed by the 
Coulter Counter and the latter method includes light blockage and time of flight.  The 
basic principles of some of these sizing techniques are summarised in Table 3. 
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C2.1  Image Analysis and Microscopy 
Optical method for size analysis has been employed for many years because it is the 
only method that allows direct viewing of particles.  With the advent of 
computerisation, image analysis was developed, permitting the capturing of particle 
images followed by derivation of measured parameters from these images.  Automatic 
sizing became a reality with even more powerful computers resulting in the 
replacement of manual or semi-automatic methods of image analysis.  The greatest 
benefit conferred by image analysis is the ability to study particle morphology which 
consists of three components namely, particle size, shape and surface texture, as 
demonstrated by a study by Houghton and Amidon (1992). 
 
Precautions have to be exercised to minimise errors when an automated mode of 
image analysis is used.  Sample dispersion is probably the largest source of error as 
incomplete dispersion or high concentration of particles will result in particles lying 
on top of each other.  It may sometimes be difficult to distinguish between individual 
particles from the aggregates.  Hence, aggregates instead of individual particles are 
measured, resulting in larger particle size determined.  Furthermore, if the particles are 
very small, high magnification is needed and this severely limits the optical depth of 
field to allow clear perimeters to be drawn.  Thus, particles below 5 µm in size cannot 
be measured with great accuracy (Rhodes, 1998).  Under such circumstances, electron 
microscopy is preferred.  Zingerman et al. (1992) carried out a study on the validation 
of an image analysis system for routine monitoring in the manufacturing environment 
and found that magnification alone can induce up to a 20 % error in the reported mean 
particle size.  Another possible error can arise from adjustment of the brightness and 
contrast levels for analysis of the digitised images.  If this is done improperly or 
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inconsistently, the particles will appear smaller or larger than their actual size and 
errors exceeding 10 % had been reported (Iacocca and German, 1997). 
 
C2.2  Diffraction 
Diffraction is a popular technique for particle sizing.  It is gaining importance in on-
line processes, where real-time quality-control data can be collected.  This facilitates 
better control and monitoring of industrial processes such as crystallisation and 
milling.  The popularity of laser diffraction probably stems from the ease and speed of 
obtaining the data.  As a consequence of its popularity, it is still a subject of research 
to many companies producing laser diffraction sizers.  Recently, Ma et al. (2000) 
reported success in using laser diffraction to measure particle shape and particle size 
of a small number of large particles in a powder sample consisting mainly of fine 
particles. 
 
The basic principle of measurement involves Fraunhofer diffraction, which is also 
known as far-field diffraction.  The particles to be measured are suspended in a fluid, 
which is illuminated with a laser beam.  When the laser falls onto a particle, a certain 
amount of light will be diffracted.  The diffracted light creates a three-dimensional 
shell of light and the shape of this shell is dependent on the size and the shape of the 
particle (Xu and Guida, 2003).  The diffracted light is focused by a lens on a detector 
placed at the focal point of the lens.  The light will be imaged as concentric light rings 
with radii dependent on the particle diameter.  Larger particles will give rise to 
concentric light rings with shorter radii and vice versa.  The intensity of the light rings 
indicates the number of particles in the sample having a particular size range.  The 
positions and the state of motion of the individual particles do not affect the position 
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of the concentric light rings.  The wavelength of light must be significantly smaller 
than the particle size, otherwise significant Mie scattering will occur and the 
diffraction pattern becomes mathematically complicated.  This can be overcome by 
taking into account the reflective indices of the particles and suspending fluid.  Care 
must be taken during sample preparation to ensure that the sample is sufficiently well-
dispersed and free from contamination of foreign particles.  The number of particles 
per unit volume of fluid has to be adjusted since too few particles will lead to 
inaccurate results because a low number of particles sized may not produce 
statistically accurate output due to optical noise.  However, too many particles will 
lead to intense secondary diffractions, thereby causing inaccuracies in the size 
distribution obtained.  The presence of density gradients arising from temperature or 
concentration gradients within the suspending fluid will also result in deflection of the 
laser beam, giving rise to inaccuracy (Miller and Lines, 1988). 
 
C3.  Size Reduction 
Particle development to enhance dissolution rate need not always be carried out by 
milling though it is probably the most direct and commonly employed method in the 
industry.  Other unit processes are equally capable of producing fine particles and they 
are listed in Table 4.  The judicious choice of unit process to develop particles is 
particularly crucial under certain circumstances.  An example is the particle 
development of 5-iodo-2’-deoxyuridine, an anticancer drug, by milling or spray 
drying in order to improve the encapsulation efficiency of the drug using poly(lactide-
co-glycolide) for sustained release.  The spray dried particles had a higher amorphous 
content that led to an initial burst effect which was undesirable because of the 
potential toxicity of a high drug concentration.  This problem was alleviated by the 
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use of the milling process to produce the fine drug particles for encapsulation (Gèze et 
al., 1999).  Another reported example is the recrystallisation of amorphous spray dried 
disodium cromoglycate stored under moist conditions.  Performance of the 
recrystallised disodium cromoglycate in dry powder inhaler differed considerably 
from that of the amorphous form.  In addition, when the micronised drug produced by 
milling was used, the dosage form was much more stable (Vidgren et al., 1989).  
Hence, depending on the requirements of the final dosage form, judicious choice of 
unit process to be used for particle development is very important. 
 
Table 4.  Particle development by various unit processes. 
 
Unit Process Principle of Operation 
  
Classification See Section I, C4. 
  
Comminution See Section I, C3. 
  
Crystallisation Production of a solid, single-component and crystalline 
phase from a multicomponent fluid phase, which may be 
a vapour, melt or solution.  Fine crystals are obtainable 
from a controlled nucleation and crystal growth in a 
supersaturated solution (Hickey and Ganderton, 2001a).  




Fluid as a Solvent 
This is also known as rapid expansion of supercritical 
solution (RESS) recrystallisation.  The drug is solubilised 
in the supercritical fluid.  Subsequent expansion of the 
fluid leads to supersaturation of the drug in the 
supercritical fluid and recrystallisation of very fine drug 
(Matson et al., 1987; Charoenchaitrakool et al., 2000; 
Türk et al., 2002). 
 
 To be continued on the following page…
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…continued from previous page. 





Fluid as an 
Antisolvent 
 
The drug is dissolved in a conventional solvent.  It is 
insoluble in the supercritical fluid which is completely 
miscible with the conventional solvent.  The ternary 
mixture of drug, solvent and supercritical fluid is 
expanded, forcing the drug to recrystallise out (Yeo et al., 
1993; Subramaniam et al., 1997).  This process is known 
as gas antisolvent (GAS) recrystallisation. 
 
Alternatively, the drug solution can be sprayed directly 
into the supercritical fluid resulting in the precipitation of 
fine drug due to the extraction of the conventional solvent 
by the supercritical fluid (Subramaniam et al., 1997; 
Reverchon and Della Porta, 1999).  This is known as 
reverse-addition supercritical antisolvent recrystallisation 
to distinguish it from GAS recrystallisation (Sacchetti and 
Van Oort, 1996).  It is also called by other names, such as 
supercritical antisolvent (SAS) process or aerosol spray 
extraction system (ASES) method. 
  
Spray Drying This involves transformation of a feed liquid into a 
powder.  The spray drying process encompasses four 
stages, namely feed atomisation, spray-air contact, drying 
and separation of the dried product from the drying air 
(Broadhead et al., 1992).  Spray congealing, desolvation 
and polycondensation are variations of spray drying 
(Giunchedi and Conte, 1995). 
  
Spray Congealing Drug is dissolved or dispersed in a molten solid and 
atomised into a cool air stream to form particles (Robinson 
and Swintosky, 1959; Akiyama et al., 1993). 
  
Spray Desolvation A solution of the drug and carrier is sprayed onto a 





The feed comprises a solution or dispersion of drug, 
monomer and the catalyst.  Polymerisation occurs during 
the spray-drying process to form polymeric particles 
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C3.1  Milling 
Grinding, disintegration, pulverisation and comminution are terms used synonymously 
for milling.  The immediate objective of milling is to meet the desired size 
specifications, which may be expressed as a size or frequency range.  Parrott (1974) 
introduced an arbitrary size classification for pharmaceutical milling.  He classified 
the process of generating particles larger than 20 mesh (850 µm) as coarse milling, 
while intermediate milling produced particles from 200 mesh (75 µm) to 20 mesh 
(850 µm), fine milling produced particles smaller than 200 mesh (75 µm) and ultrafine 
milling produced particles approaching 1 µm in size.  Ultrafine milling is more 
commonly known as micronisation. 
 
C3.1.1  Theory of Milling 
Solids under stress are strained and undergo deformation.  Mechanical behaviour can 
be illustrated by the stress-strain curve shown in Figure 7.  The initial linear portion of 
the curve (AB) is defined by Hooke’s law, which states that the stress is proportional 
to strain and Young’s modulus, which is the ratio of stress to strain, indicates the 
softness or stiffness of the solid.  B refers to the elastic limit and C is the yield point of 
the solid.  Complete recovery of the strain is possible if the stress does not exceed B.  
The region AB represents the distortion of the crystal lattice by relative displacement 
of its components without a change in structure.  Beyond the yield point (C), complete 
recovery of the strain is not possible and this region (CD) is termed as plastic 
deformation.  Sliding along the natural plane of the crystal occurs in this region and 
plastic deformation is terminated by failure or fracture at point D, which is termed as 
the fracture point.  The stress at point D is a measure of the strength of the material.  
The total area under the curve represents the energy of fracture.  Extensive plastic 
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Figure 7.  Stress-strain profile of a substance. 
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deformation is observed for ductile material whereas for brittle material, little plastic 
deformation is observed and C and D may be located closely together.  The strength of 
materials is found to be many times smaller than the theoretical value because of flaws 
existing in the crystal lattice.  Stress concentrates at the vicinities of the flaws and thus 
failure occurs at a much lower value than predicted.  The material strength approaches 
the theoretical value as the particle size decreases because of a reduction in the 
probability of having an effective flaw for fracture is reduced.  This concept explains 
why material becomes progressively more difficult to comminute.  Hence, the 
material strength approaches the theoretical value.  At 1 µm, the force needed for size 
reduction is very high as crystal fracture across cleavage planes involved valence type 
of force.  However, in practice, this cannot be achieved because of aggregation due to 
Van der Waals’ and other forces which start to operate at particle size of about 30 µm 
(Weinekötter and Gericke, 2000) and this severely reduces effective comminution.  
Hence, continuous milling is futile and ceases at some practical limit (Hickey and 
Ganderton, 2001b). 
 
C3.1.1.1  Fracture Mechanism 
Deformation and subsequent failure of a solid is not only dependent on the stress but 
also the rate of stress application.  If a force, perpendicular to the surface of the solid, 
is applied at a high speed resulting in the formation of two or more fragments, the 
fracture is said to occur by impact.  If the force is slowly applied, the fracture occurs 
by compression.  Cutting refers to the application of force over a small area as 
exemplified by the cutting edge of a blade.  Attrition refers to the application of a 
force parallel to the surface of the solid, resulting in extremely fine particles (Parrott, 
1974).  In any milling equipment, one type of fracture mechanism usually 
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predominates and the selection of the appropriate equipment for milling is highly 
dependent on the fracture mechanism and nature of the material to be milled.  For 
example, fibrous materials cannot be crushed by pressure of impact.  They must be cut 
whereas friable materials tend to fracture along well-defined planes and may be milled 
by attrition, impact or compression (Table 5). 
 
Upon selection of the appropriate milling equipment based on the fracture mechanism, 
the degree of comminution achievable with a particular material is best and most 
reliably assessed by carrying out experimental tests (Hickey and Ganderton, 2001b).  
This is because there is no easy method to relate the coefficients describing the 
physical properties of a solid to the process that occurs during milling (Parrott, 1974).  
Thus, empirical correlations are needed before scaling up can be done. 
 
Table 5.  General characteristics of various types of mills commonly employed for 
pharmaceutical milling (Modified from Parrott, 1970). 
 
Type of Mill Fracture 
Mechanism 
Suitable Material Unsuitable Material 
    





    




    
Hammer Mill Impact Friable material Abrasive material 
    
Fluid Energy Mill Attrition and 
Impact 
Friable material Soft and sticky 
material 
    
Pin Mill Impact Friable material Abrasive material 
    
Roller Mill Compression Soft material Abrasive material 
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C3.1.1.2  Circuit Design 
Open-circuit milling refers to a milling operation in which the starting material is 
passed through the mill only once.  Over-grinding does not occur and excessive fines 
will not be generated.  Open-circuit milling is relatively inefficient at producing fine 
particles because it does not carry out size separation unlike in closed-circuit milling, 
where the oversize particles are returned to the grinding chamber for further 
comminution and only particles below a cut-off size are discharged.  The separation of 
particles will lead to lesser milling energy being wasted on interparticulate friction and 
more energy for generating successful fractures.  Thus, the ability of closed-circuit 
milling to produce fine particles of narrow size distribution resulted in a rising 
popularity of this form of circuit design in modern milling equipment (Askew and 
Brown, 1991). 
 
C3.1.1.3  Energy Consideration 
Mills utilise less than one per cent of the energy input to fracture particles and create 
new surfaces.  The bulk of the energy is expended on elastic deformation of 
unfractured particles, material transport within milling chamber, counteracting friction 
between the particles and mill wall and between particles.  Energy is also lost in the 
form of heat, vibration and noise among others (Parrott 1970).  The relationship of 
energy input to accomplished comminution is an important economical consideration 
in many industries.  However, in the pharmaceutical industry, the outcome of particle 
comminution such as influence of size on the efficacy or physical stability of a drug 
compound often far outweighs the importance of energy consumption.  Moreover, the 
quantities of drug being milled are usually relatively small.  Drugs fall under the class 
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of expensive materials and thus, the choice of equipment is usually based more on 
technology advantage rather than economics. 
 
C3.1.2  Milling Equipment 
There are many types of milling equipment as listed in Table 5.  Out of these, only the 
ball mill, the new generation of hammer mill and fluid energy mill are capable of 
ultrafine grinding, which is of particular interest in the current work as ultrafine 
grinding is able to promote dissolution of poorly soluble drugs.  Hence, these milling 
operations will be described in greater depth in the subsequent sections (Sections 1, 
C3.1.2.1 - C3.1.2.3). 
 
C3.1.2.1  Ball Mill 
Ball mill, also known as tumbling mill, consists of a cylindrical or conical shell, 
rotating on a horizontal axis.  The mill is usually filled with 50 % of grinding medium, 
such as ceramic or steel balls, for optimum results.  The rotation of the shell causes the 
load nearest to the wall to break free, followed closely by other parts, such that the top 
layers of balls travel at a faster speed than the lower layers, causing attrition to 
material between them giving rise to a cascading effect.  Simultaneously, balls falling 
through the air from the portion of the load that is highest on the wall onto the lower 
part of the load bring about size reduction by impact to the larger particles present and 
this motion is known as cataracting effect.  Smaller balls tend to exhibit cascading 
effect whereas cataracting effect is associated with larger balls.  Ball mills are usually 
operated at speeds ranging from 60 to 85 % of the critical speed to achieve the 
cascading and cataracting effects.  Critical speed is defined as the speed when there is 
minimal ball movement with respect to the wall of the shell, as the centrifugal force 
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on the balls is equal to the gravitational force.  Thus, with minimal ball movement, 
cascading and cataracting effects do not occur and hence, no milling takes place.  
Under certain circumstances, the critical speed may not be present because of 
extensive slippage between balls and material due to low coefficient of friction 
(Hickey and Ganderton, 2001b).  Thus, milling could be carried out at higher 
rotational speeds for such cases, shortening the milling time. 
 
The ball mill is capable of ultrafine milling by attrition with the employment of denser 
and smaller balls but milling time may be protracted, with excessive heat generated.  
Hence, a cooling system is usually needed.  Ball milling can be used for hard and 
abrasive materials.  The mill can be tightly closed so that dust and associated 
contamination risks to employees are controlled.  Unstable drugs may be sealed with 
an inert gas and milled.  The mill can be sterilised and sealed for milling sterile 
ophthalmic or parenteral products.  Wet grinding operation was suggested to increase 
milling capacity, reduce power consumption and eliminate dust formation (Frances et 
al., 1996, 1998).  However, this may not be an attractive alternative, as the possible 
inclusion of an additional drying stage has to be considered, as well as the increased 
wear and tear in the grinding medium. 
 
The grinding energy in a ball mill is derived from the acceleration of the balls under 
gravitational field, which actually limits the rate of energy input, hence prolonging 
milling time.  The vibrating ball mill was designed to overcome this limitation.  It uses 
a horizontal or vertical eccentric driven mechanism to vibrate the mill, hence 
developing acceleration much greater than the gravitational field thus increasing the 
energy input and shortening the grinding time (Hickey and Ganderton, 2001b). 
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C3.1.2.2  Hammer Mill 
Comminution in a hammer mill is based on high velocity impact of the blunt hammer 
onto brittle solids, shattering them to smaller particles.  Fibrous and resilient materials 
are best reduced in size by the cutting edge of a hammer where cutting force 
predominates.  For a given hammer mill, the size of the milled product is affected by 
rotor speed, screen size and the rate of introduction of material.  The size of 
comminuted material has to be smaller than the openings of the screen because the 
particle passes through the opening on a path approximately tangential to the rotor.  A 
minimum rotor speed must be set for comminution otherwise only blending action 
rather than milling occurs.  This will only result in overloading with possible 
temperature rise and, in extreme situation, failure of the mill because of severe 
clogging (Parrott, 1970).  The usual lower size range produced using this mill is about 
50 µm.  Large heavy-duty hammer mill can bring this size further down to typically 
20 µm (Carstensen, 1993b, 2001c).  The hammer mill can be adapted for milling 
thermolabile, volatile and low melting materials by passing refrigerated air or dry ice 
through the hammer mill with the material.  Cryogenic techniques chill the material to 
a low temperature at which it is generally more brittle.  For avoidance of oxidation, 
the mill may be equipped with a cover manifold so that milling can be carried out in 
an inert gas such as carbon dioxide or nitrogen (Parrott, 1974). 
 
C3.1.2.3  Fluid Energy Mill 
Fluid energy mills, also known as jet mills, are typically used for micronisation to 
produce particles less than 5 µm.  In the fluid energy mill, the air is introduced at high 
velocity, sometimes at supersonic velocity, so that most of the pressure is converted to 
kinetic energy.  Gaseous fluid suspends the feed material and conveys them through a 
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region of extreme turbulence, bringing about size reduction through interparticulate 
impact and attrition.  Compressed air is employed because most drugs have relatively 
low melting points or are thermolabile.  The expansion of air brings about a cooling 
effect avoiding temperature rise due to the size reduction procedure.  An inert gas may 
be used if the compound to be milled is susceptible to atmospheric oxidation.  Fluid 
energy mill is classified as a close-circuit milling system because oversize particles 
are retained for further micronisation whereas the undersize particles are discharged.  
Conventional fluid energy mills use the energy of the fluid stream to effect a 
centrifugal classification (Nair and Ramanujam, 1991; Alfano et al., 1996).  The 
coarser particles are centrifuged to the periphery and subjected to further size 
reduction by re-entering the turbulent zone.  The fine particles spiral inward by the 
entrainment effect with the effluent gas and pass through a central outlet to a collector.  
Besides pulverisation, fluid energy mills may be used to blend, dry or remove the 
water of hydration.  The fluid energy mill can be sterilised easily and operated under 
sterile conditions.  Agglomeration and packing of material may present problems after 
ultrafine grinding because of the increase in bulk density (Parrott, 1974) and poor 
settling potential once fluidised. 
 
C3.1.3  Effects of Milling on Crystallinity 
Technological and processing operations such as milling can bring about mechanical 
activation of the processed materials (Hüttenrauch et al., 1985).  Activation occurs 
because of the significant amount of energy that is involved when the material is being 
milled (Florence and Salole, 1976; Otsuka et al., 1991; Elamin et. al., 1994; Ward and 
Schultz; 1995) particularly so when ball milling is employed (Carstensen, 1993b; 
Williams III et al., 1999).  Manifestations of mechanical activation can range from 
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total amorphous nature to limited surface disorder on the crystals.  A high amorphous 
level is easily detected by standard analytical tools such as differential scanning 
calorimetry (DSC), powder x-ray diffraction (PXRD), infrared spectroscopy and many 
others whereas more specialised techniques such as isothermal microcalorimetry and 
water vapour sorption measurements were reported to be able to detect surface 
disorder level of as low as 1 %. (Saleki-Gerhardt et al., 1994; Sebhatu et al., 1994; 
Buckton et al., 1995a, b; Ahmed et al., 1996; Phillips, 1997).  The usefulness of 
isothermal microcalorimetry was also demonstrated by Briggner et al. (1994) who 
correlated the level of amorphous content of a powder to the intensity of the 
micronisation process. 
 
The regions of disorder in crystals are areas of higher energy states.  These metastable 
states display a higher rate of dissolution as compared to the crystalline state because 
less activation energy is required for dissolution at these regions.  On the one hand, 
this is an advantage for poorly soluble drugs (Florence and Salole, 1976; Vidgrén et 
al., 1987; Elamin et. al., 1994) where the rate of dissolution affects drug 
bioavailability.  On the other hand, these regions are unstable as greater physical and 
chemical reactivities are present especially so when moisture is available (Ahlneck 
and Zografi, 1990).  Water will accumulate in these regions acting as a plasticiser 
bringing about greater molecular mobility and decreasing the energy barrier for 
change of physical states.  Greater reactivity had been reported to adversely affect the 
stability of revatropate hydrobromide (Ticehurst, et al., 2000).  The rate and extent of 
aggregation were found to be correlated with the intensity of the micronisation process 
providing direct evidence that higher micronisation energy resulted in the generation 
of higher level of disorder in the crystalline drug.  Subsequent recrystallisation of 
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these amorphous regions formed solid bridges between particles encouraging 
aggregation.  These regions of high physical and chemical reactivities may also 
transform into a crystal structure that is different from the original and polymorphic 
transformation is deemed to have taken place (Otsuka et al., 1991).  Documented 
examples of milling induced polymorphic changes for small drug molecules include 
chloramphenicol palmitate, indomethacin and phenylbutazone (Otsuka et al., 1986a; 
1986b; Matsumoto et al., 1988; Villiers et al., 1991; Otsuka et al., 1994). 
 
C3.1.4  Effects of Milling on Particle Shape 
There is growing evidence that particle shape may play a role in drug dissolution as 
outlined in Section I, A3.  Hence, there is a need to understand the milling process so 
that the control and manipulation of particle shape can be achieved.  Limited studies 
were done in this area because of the difficulty in measuring the shape of milled 
particles (Holt, 1981).  From these small number of studies, it was revealed that the 
workers in this field were equally divided over the importance of different factors on 
the evolution of particle shape in grinding processes.  Bond (1954) reported that the 
nature of the material being comminuted had more influence on the particle shape of 
the product rather than the milling equipment, while the reverse was observed by 
Gaudin (1926).  He found that jaw crusher and crushing rolls produced similar angular 
particles whereas in ball milling the size of the ball affected the shape of the particles 
produced.  The rate of feeding the material to the jaw crusher also played a role in 
affecting the shape of the milled particle (Durney and Meloy, 1986).  Tsubaki and 
Jimbo (1979b) found that the shape of the crushed glass particles was dependent on 
particle size.  Kaya et al. (2002) observed that the particle shape of quartz and coal 
was related to the nature of the material, milling equipment, duration of milling and 
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energy input.  Thus, multiple factors affect the particle shape during the milling 
process and a thorough understanding of the effects of these factors is needed to 
produce particles of the preferred shape for dissolution. 
 
C4.  Size Classification 
Size classification is a process where particles are being separated according to their 
sizes.  Classification is usually achieved by either screening or fluid force.  Fluid force 
classification is usually subcategorised into dry or wet classification depending on 
whether air or liquid is employed in the classification.  Dry classification is more 
popular than wet classification because of greater ease of handling, higher production 
rates and greater cost saving (Ishito, 1993).  Moreover, wet classification cannot 
process materials that are soluble or sensitive to the liquid employed. 
 
C4.1  Screening 
Screening, which is also known as sieving under laboratory scale, employs a screen 
surface to physically separate particles into various sizes depending on the ability of 
the particles to pass through the perforations of the screen.  Generally, screening is 
most suitable for > 100 µm classification.  There are five main types of screening 
machines, namely grizzlies, revolving screens, vibrating screens, sifters and air-
assisted screens.  Grizzlies are used primarily for separating particles larger than 50 
mm by scalping, whereas revolving screens are used for separating particles larger 
than 1 mm.  The revolving screen consists of a cylindrical frame supporting the wire 
cloth or perforated plate, which rotates at a low speed of 15 to 20 rpm.  The particles 
are continuously fed into the cylinder through an opening at the upper end of the 
cylindrical frame and particles that manage to pass through the perforations are 
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collected as fine fraction, whereas the coarse fraction is discharged at the other end.  
Vibrating screens vibrate perpendicular to the screen surface at various amplitudes 
and frequencies.  The levels of amplitude and frequency are of great importance to 
prevent the wedging of particles into the screen perforations thereby reducing the 
capacity of the screen.  Unlike vibrating screens, sifters vibrate in the parallel 
direction to the screen and they are used for sizing powders in the range of 30 to 400 
µm.  Most sifters have an auxiliary vibration brought about by balls bouncing against 
the lower surface of the screen.  Figure 8 shows a diagram of an air-assisted screening 
equipment, which has been used for the separation of fine powders.  The streams of 
air from the nozzles aid in the passage of fine particles through the screen and prevent 
the particles from clogging the screen (Hidaka, 1997). 
 
C4.2  Fluid Force Classification 
C4.2.1  Dry Classification 
Air classification is usually employed for dry classification of small particles in the 
range of a sub-micrometer to 150 µm where screening usually fails.  There are two 
common separation mechanisms, one of which is based on the balance between 
settling velocity of particles due to gravitational or centrifugal force and velocity of 
the airflow, while the other is based on the displacement of particles while 
transversing the airflow (Figure 9).  These mechanisms are highly dependent on the 
particle size, shape, density and the forces acting on the particles.  In the case of the 
first mechanism, centrifugal force is usually applied instead of gravitational force 
because centrifugal force of a few hundred times of gravitational force can be attained 
to separate particles up to sub-micrometer level.  Centrifugal force is categorised into 
free and forced vortex types.  Free vortex type uses airflow to generate the centrifugal 
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Figure 8.  Air-assisted screening equipment (Hidaka, 1997). 
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Figure 9.  Displacement of coarse, medium and fine particles while transversing
airflow.  The directions of gravity and airflow are (a) perpendicular and (b) parallel to
each other (Iinoya and Tanaka, 1997). 
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force as depicted in cyclone-type classifiers (Figure 10), whereas forced vortex type 
employs a mechanical rotating component, such as a rotor, for the generation of 
centrifugal force.  For each particle, there is a balance point where the outward radial 
settling velocity equals the inward airflow velocity.  Thus, bigger particles move 
outward and separate as the coarse fraction while smaller particles are collected as the 
fine fraction (Iinoya and Tanaka, 1997). 
 
C4.2.2  Wet Classification 
Wet classification has the same principle of operation as dry classification, except that 
a liquid, usually water is the fluid employed, instead of air.  The viscosity of water is 
higher than that of air, thereby reducing the inter-particulate forces of adhesion, which 
constitute a major cause of inaccuracy in air classification.  The latter can be 
overcome by feeding an extremely low volumetric concentration of particles but this 
will reduce the output from air classification.  There is also a lower level of repulsion 
of coarse particles from the surface of the wet classifier wall as compared to that of 
the air classifier.  The lower viscosity of air does have an advantage as it can achieve 
higher orders of magnitude in separation, which is unattainable by wet classification 
(Inoue, 1997). 
 
Gravity settling tank is an example of the simplest type of wet classifiers used for 
separation of particles in the size range of about 100 to 1000 µm (Figure 11a).  They 
are unsuitable for accurate and fine size range classification.  This type of classifiers 
utilises the different sedimentation speeds of coarse and fine particles to classify 
powders.  Classification of particles in the lower size range of about 50 to 200 µm can 
be achieved with mechanical classifiers such as the rake classifier.  This classifier has 
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Figure 10.  Diagram of a cyclone illustrating the separation of coarse from fine particles. 
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a rake, attached with multiple blades, which is partly submerged in a rectangular tank 
containing sandy sediments in water (Figure 11b).  These blades release the entrained 
fine particles in sandy sediments to be separated as the rake undergoes a cyclical 
motion.  The coarse particles settle out and discharged by the blades while the fine 
particles overflow from the lip of the tank.  Hydraulic classifiers are useful for cut-size 
of 80 to 300 µm.  Their operation is based on the counter current upward flow of 
water, where the fine particles are carried upwards with the flow while the coarse 
particles settle to the bottom of the tank where they are discharged.  Fine classification 
of 3 to 200 µm can be achieved by applying high acceleration forces as in the case of 
hydrocylones, which operate using the same principle as that of air-operated cyclones.  
The water enters the cyclone at high velocity and swirls along the wall of the cyclone 
towards the coarse particle outlet (Figure 10).  Part of the flow will leave the cyclone 
through this outlet whereas the majority of the flow will form a secondary vortex 
going up the cyclone and leave via the fine particle outlet.  Particles will be separated 
by virtue of their size, since larger particles swirl with bigger radii to achieve their 
balance points, thus, hitting the cyclone wall and falling through the coarse particle 
outlet whereas fine particles swirling near the central part of the cone will be carried 
along by the secondary vortex to the fine particle outlet. 
 
D.  Ordered / Interactive Mixtures 
D1.  Definition 
The concept of ordered mixing was first introduced by Hersey (1975) to describe the 
mixing of fine and cohesive particles.  This form of mixing is different from random 
mixing because of the adhesion of fines to the coarser particles (Hersey, 1977).  The 
adhesion may be due to many factors such as humidity, adsorption, chemisorption, 
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surface tension, friction and electrostatic forces, unlike random mixing where 
gravitational force predominates over the other types of adhesion forces.  The forces 
of adhesion can be so great that it is able to resist the fluidisation force in a fluid bed, 
thus facilitating the granulation of interactive mixtures (Stephenson and Thiel, 1980; 
Thiel et al., 1983).  Staniforth (1981a) reported that binary mixtures of particles 
having diameters of 100 µm and above behave like cohesionless mixtures whereas 
particles having diameters of 40 µm or less tend to be cohesive because the effect of 
inter-particulate forces becomes a decisive factor below this size.  Partially ordered 
random mixing was subsequently proposed (Thiel, 1982; Staniforth, 1982) to describe 
mixing where both ordered mixing and random mixing are in operation.  Egermann 
and Orr (1983) coined the term interactive mixture instead of ordered mixture as the 
mixing operations are processes of disorder which tend to result in a disordered, 
random distribution of fines on coarse particles.  The term ordered mixture implies the 
formation of a regular, ordered pattern of adherent fines on the surface of coarser 
particles, which is highly improbable and only possible in molecular arrangement of 
the crystal structure (Egermann and Orr, 1991).  This was proven by 
photomicrographs which showed random accumulation of micronised drugs on the 
surface indentations of coarser particles rather than an ordered arrangement of fine 
drug particles on the surface of coarse particles (Sallam et al., 1986).  Interactive 
mixing and non-interactive mixing were further proposed to replace “partially ordered 
random” mixing and “random” mixing respectively.  This is to differentiate between 
mixing of cohesive powder with free flowing powder or mixing of free flowing 
powder with another free flowing powder.  In this study, the term interactive mixtures 
will be adopted instead of ordered mixtures. 
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D2.  Factors Affecting Dissolution Rates 
The basic mechanism behind the dissolution rate enhancement of a poorly soluble 
drug in an interactive mixture is by breaking down of the drug aggregates by mixing 
with highly soluble and coarse carrier particles.  By adding carrier particles, fine drug 
particles will adhere onto the coarser carrier particles, thereby increasing the exposed 
surface area for drug dissolution upon rapid concommitant dissolution of the carrier 
into the dissolution medium (McGinity et al., 1985; Nyström and Westerberg, 1986; 
Ibrahim et al., 1988).  Thus, the solubility of the coarse carrier particles plays an 
important role in the dissolution of the adhered drug.  Highly soluble carriers enhance 
the dissolution rate of drugs.  Less soluble carriers improve the dissolution rate to a 
limited extent whereas insoluble carriers decrease the dissolution rate (Westerberg et 
al., 1986; Ibrahim et al., 1988; Supabphol and Stewart, 1996).  The lower drug 
dissolution rate is due to the inability of the carrier to dissolve in the dissolution 
medium, resulting in a thicker diffusion boundary layer, as opposed to a thinner layer 
when the fine drug particles exist individually.  The reduction in drug dissolution rate 
is also attributed to the decrease in surface area of the drug since part of the drug 
surface is in contact with the insoluble carrier (Westerberg et al., 1986).  Based on the 
concept of interactive mixtures, the use of soluble carriers is imperative in the 
promotion of dissolution of poorly soluble drugs.  The use of carriers having surface-
active properties will further improve the dissolution rate of the drugs by 
solubilisation effect during dissolution.  Judicious choice of carrier can negate the 
retarding effect of the hydrophobic lubricant, magnesium stearate on drug dissolution 
(Westerberg and Nyström, 1991).  Soebagyo and Stewart (1985, 1990) demonstrated 
that the benefits derived from interactive mixtures might be adversely affected by 
inappropriate selection of the ternary excipient because of possible redistribution of 
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the drug between the carrier and the ternary excipient, resulting in potential drug 
segregation.  Furthermore, if the ternary excipient is insoluble, it could behave as an 
insoluble carrier and retard drug dissolution.  Thus, the adsorption affinity of each of 
the excipients in a particular formulation has to be assessed in order to enhance the 
dissolution rate of poorly soluble drugs (Soebagyo and Stewart, 1985). 
 
Ibrahim et al. (1988) reported that a soluble carrier of lower particle size improved the 
dissolution rate of griseofulvin.  A possible reason provided was that the carrier 
possessed a larger specific surface area for the drug particles to adhere, thus reducing 
aggregation of drug particles.  Hence, surface coverage of the soluble carrier by the 
drug plays an important role and this can be maximised by determining the optimal 
ratio of carrier to drug particles.  A low ratio of carrier to drug particles will result in 
the coverage of the carrier surface by a layer of drug.  This poorly soluble layer of 
drug would retard the dissolution of the carrier, which is crucial for the dispersion of 
the drug particles, leading to poor drug dissolution.  The poor drug dissolution is also 
partially attributed to poor wettability of the powder mixture due to the presence of a 
high proportion of insoluble drug (Nilsson et al., 1988). 
 
The surface morphology of carriers also plays an important role.  Carriers having 
highly indented surfaces were shown to trap drug particles and aggregates thereby 
giving rise to a poorer dispersion of drug on carrier surface as compared to smooth 
surface carriers.  Hence, the use of highly indented surface carriers produces 
interactive mixtures with poorer dissolution rate (Sallam et al., 1986; 1988).  Filling of 
these entrapment sites with additives was shown to improve the drug dissolution rate 
(Sallam et al., 1991).  Even though, smooth surface carriers perform much better in 
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terms of enhancing the drug dissolution, drug segregation occurs to a greater extent 
for interactive mixtures employing these carriers (Swaminathan and Kildsig, 2000). 
 
Further studies demonstrated that carrier materials could still quickly dissolve even 
with a high degree of surface coverage by hydrophobic drugs.  The drug was proposed 
to exist in small aggregates instead of discrete particles on the surface of the carrier, so 
that the carrier surface was not entirely covered by a layer of hydrophobic drug.  This 
enabled accessibility of water for dissolution of the carrier (Westerberg and Nyström, 
1993a).  Other researchers provided evidence of dissolution from a mixture of discrete 
and aggregated drug particles through obtaining multi-modal drug particle size 
distribution in a suspending fluid and conformance of the dissolution profiles to a 
multiexponential equation (Villers et al., 1993; Alway et al., 1996; Liu and Stewart, 
1998).  The degree of aggregation was found to increase with higher drug content and 
with the use of carriers with poorer solubility (Stewart and Alway, 1995).  The 
number and size of stable drug aggregates during the entire dissolution were 
speculated to be important factors governing the drug dissolution rate (Zhao and 
Stewart, 2003).  Studies in this area indicate significant difficulties in attaining 
complete deaggregation of drug particles even with the use of surface-active agents as 
the ternary component in the interactive mixture (Egermann and Orr, 1983; 
Westerberg and Nyström, 1993b; Liu and Stewart, 1998; Stewart and Liu, 2002).  
Thus, the challenge in maximising the dissolution of the drug lies in the attainment of 
discrete drug particles in an interactive mixture and this is one of the major goals in 
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E.  Solid Dispersions 
E1.  Definition 
The term, solid dispersion, refers to a composite solid of one or more drugs in an inert 
carrier or matrix prepared by melt (fusion), solvent, or melt-solvent method (Chiou 
and Riegelman, 1971).  Solid dispersions have been traditionally employed to enhance 
the dissolution rate of drug, with a view to improve bioavailability.  The common 
approach to achieve rapid drug dissolution is to use inert but water-soluble carriers 
such as polyethylene glycol (PEG) or polyvinylpyrrolidone (PVP).  On the other hand, 
water insoluble carriers are employed in the development of sustained release drug 
delivery devices. 
 
E2.  Preparation Methods 
E2.1  Melt / Fusion Method 
Early pioneers in the field of solid dispersions were Sekiguchi and Obi (1961) who 
utilised the melt or fusion method to produce dispersion systems.  Essentially, a 
physical mixture of a drug and a water-soluble carrier was heated directly until 
melting took place.  The molten mixture was subsequently solidified in an ice bath.  
The cooled mass was milled and sieved.  Administration of the product obtained was 
found to improve absorption of the drug.  Subsequent workers proposed variations to 
this method.  The rate of cooling was found to affect the dissolution rate of the drug 
(Sjökvist Saers et al., 1993).  Rapid cooling resulted in the formation of fine drug 
crystals and under certain conditions, the drug was entrapped in the carrier matrix 
without undergoing recrystallisation to form an amorphous solid solution.  The drug 
particles in solid dispersions were released as fine and / or amorphous colloidal 
entities upon dissolution of the matrix, enhancing drug dissolution rate.  Thus, solid 
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dispersions were able to increase drug absorption and bioavailability of poorly water-
soluble drugs. 
 
A major drawback of the fusion method is the use of relatively high temperatures 
necessary for melting the components in the process of forming a solid dispersion.  
Besides evaporation, the drug and / or carrier may be degraded by oxidation at high 
temperature.  Oxidation can be prevented by carrying out the melting process under an 
inert gas or vacuum.  Evaporative loss can be reduced considerably by processing in a 
closed chamber. 
 
E2.2  Solvent Method 
Tachibana and Nakumara (1965) introduced the concept of solid dispersion 
preparation by a solvent method.  The proposed method involved dissolving the drug 
and carrier in a common solvent and subsequent evaporation of the solvent under 
vacuum.  Solid dispersions produced by this manner are commonly known as co-
precipitates, a term coined by Bates (1969).  This term is a misnomer and should be 
appropriately renamed as co-evaporates.  In a strict sense, co-precipitates are formed 
by the addition of a second solvent to the original solution, which decreases the 
solubilities of the drug and carrier in the resultant solutions, thus co-precipitating 
them. 
 
Solvent method overcame the drawback of fusion method because heating is not 
necessary.  Using the solvent method, polymers with high melting points, such as 
polyvinylpyrrolidone, can be considered as potential carriers.  Thermolabile drugs can 
also be formulated as solid dispersions without degradation.  However, the use of 
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solvents introduces new problems because the choice of suitable organic solvents is 
limited.  Concerns regarding residual solvent have to be addressed and thorough 
removal of the organic solvent is often necessary.  This is further complicated by the 
effect of solvents on the polymorphic forms of the drug, which may exhibit different 
solubilities (Udupa, 1990).  Moreover, a large amount of organic solvent is needed to 
completely dissolve the components, since the drug is usually hydrophobic and the 
carrier is hydrophilic in nature (Ford, 1986b; Serajuddin, 1999). 
 
E2.3  Melt-Solvent Method 
This is a hybrid of the two methods discussed.  The drug is dissolved in a suitable 
organic solvent and the solution is incorporated directly into a molten carrier.  
Subsequently, the organic solvent is evaporated off (Chiou and Riegelman, 1971).  
The benefits conferred by this method over the previous two include less heat and 
smaller amount of organic solvent needed. 
 
E3.  Types of Physicochemical Structure of Solid Dispersions 
E3.1  Theoretical Physicochemical Structures 
The physicochemical structures of solid dispersions were theoretically divided into 
five main types, namely, eutectic systems, solid solutions, monotectic systems, 
amorphous solid solutions and complex systems.  However, the actual structures are 
not clearly delineated and these will be discussed in greater depth in the subsequent 
sections (Sections I, E3.1.1-E3.2). 
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E3.1.1  Eutectic Systems 
A simple eutectic system comprises two compounds, X and Y, which are completely 
miscible in the molten liquid state but have limited miscibility in the solid state 
(Figure 12a).  When a mixture of X and Y is cooled from A to B, solid X will start to 
crystallise out when line AB meets the liquidus line, which is viewed as the freezing 
curve of the liquid.  Upon further cooling, more X will crystallise out, leaving the 
remaining liquid richer in Y until the eutectic temperature is reached.  Then, X and Y 
will crystallise out all at once, as a fine eutectic mixture.  Eutectic temperature lies on 
the solidus line, which is viewed as the melting curve of the solid.  Cooling from C to 
D will only result in the eutectic mixture solidifying at the eutectic temperature.  
Eutectic mixtures consist of fine crystals because crystallisation occurs below the 
melting points of the two components and at this temperature, supersaturation of both 
the components leads to the precipitation of fine crystals (Carstensen, 2001a).  Upon 
contact with an aqueous medium, the soluble carrier will dissolve leaving behind the 
insoluble drug as fine crystals.  The large surface area and low aggregation of the fine 
crystals enhance the dissolution rate of the drug. 
 
E3.1.2  Solid Solutions 
A solid solution is made up of a solid solute dissolved in a solid solvent.  Golberg et 
al. (1965, 1966a, b, c) suggested that a solid solution of a poorly soluble drug in a 
soluble carrier dissolves much quicker than a eutectic mixture because the particle size 
of the drug in a solid solution is reduced to molecular dimension.  However, it was 
emphasised by Chiou and Riegelman (1971) that the advantage of solid solution might 
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Liquid Figure 12.  Phase diagrams of (a) eutectic system, (b) discontinuous solid
solution and (c) monotectic system. 57
I.  Introduction 
not be significant at supersaturation level of the drug, where the solubility limit of the 
drug in the dissolution medium was exceeded resulting in the precipitation of the drug 
during dissolution.  Solid solutions are generally classified into two categories.  The 
first category involves the classification according to the miscibility of the 
components, leading to the formation of a continuous or discontinuous solid solution.  
The second category classifies solid solutions as substitutional crystalline or 
interstitial crystalline, according to the manner in which the solute molecules are 
distributed in the solvent.  These terms will be discussed in the following sections 
(Sections I, E3.1.2.1-E3.1.2.4). 
 
E3.1.2.1  Continuous Solid Solutions 
A continuous solid solution is formed if the components are miscible in all 
proportions.  A typical phase diagram of a continuous solid solution of a binary 
system is shown in Figure 13.  The molecular bonds between the components, X and 
Y, are stronger than the bonds between the respective molecules.  This type of solid 
solution had not been encountered in the pharmaceutical literature (Leuner and 
Dressman, 2000). 
 
E3.1.2.2  Discontinuous Solid Solutions 
Figure 12b illustrates the phase diagram of a discontinuous solid solution.  Miscibility 
between X and Y is only possible at the extreme ends of the phase diagram, denoted 
by α and β, where one component is present in a low amount in the other component.  
Potent drugs which are employed therapeutically at low concentrations may be 
formulated, if they display physicochemical structure of such a nature. 
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Figure 13.  Phase diagram of a continuous solid solution of a binary system. 
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E3.1.2.3  Substitutional Crystalline Solid Solutions 
Solute molecules replace the solvent molecules in a substitutional crystalline solid 
solution.  This is shown in Figure 14a and for this type of substitution to occur, the 
size of the solute and solvent molecules must be very similar.  According to the 
Hume-Rothery rule, solid solution can be formed if the solute and solvent molecular 
diameters do not differ by more than 15 % as larger solute molecules will lead to the 
distortion of the solvent lattice (Hume-Rothery et al., 1969). 
 
E3.1.2.4  Interstitial Crystalline Solid Solutions 
The solute molecules occupy the interstitial spaces of the solvent lattice of interstitial 
solid solutions.  This is depicted in Figures 14b and 14c.  The diameter of the solute 
molecule should be less than 0.59 of the solvent molecule while the volume of solute 
molecule should be less than 20 % of the solvent (Reed-Hill, 1973). 
 
E3.1.3  Monotectic Systems 
A typical phase diagram of a monotectic system is presented in Figure 12c.  A 
monotectic system reflects the situation of a completely non-interacting binary 
mixture.  The drug is present as a separate phase within the carrier.  The lowering of 
the melting point of the drug is due to the presence of the carrier, which is a 
colligative property of molten solution (Devoe, 2001).  This system was suggested for 
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E3.1.4  Amorphous / Glassy Solid Solutions 
In an amorphous solid solution, the solute molecules are dispersed molecularly but 
irregularly within the amorphous solvent (Figure 14d).  Chiou and Riegelman (1969) 
were the first to report the formation of this type of solid solutions, which are also 
described as existing in a glassy or vitreous state.  They are usually obtained by 
quench cooling of the melt such that the solute and solvent molecules do not have 
sufficient time to recrystallise.  In other words, the molecules are literally frozen in 
place.  This feature distinguishes this form of solid solution from the rest, since the 
solute is not dissolved in a regular crystal lattice of the solvent, unlike the other solid 
solutions that were described earlier.  Thus, it is metastable and pulverisation normally 
results in the recrystallisation.  The amorphous solid solution is transparent and brittle 
in nature and it has a glass transition temperature where it softens without displaying a 
sharp melting point.  Amorphous solid solutions undergo faster dissolution than the 
other types of solid solutions because the solute and solvent molecules do not possess 
lattice bond energy.  However, precipitation to a more stable form of the solute with 
lower solubility may occur because of supersaturation of the drug in the aqueous 
medium (Simonelli et al., 1976) or during storage, particularly so if the solid solute 
exceeds the solubility limit in the solid solvent. 
 
E3.1.5  Complex Systems 
During the preparation of solid dispersions, complexation may occur between drug 
and carrier, which may enhance the dissolution of the drug (Corrigan, 1986).  The 
bioavailability of the drug is dependent on the solubility, dissociation constant and 
absorption rate of the resultant complex. 
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E3.2  Actual Physicochemical Structures 
Physicochemical structures of the solid dispersions are quite difficult to quantify 
according to the five proposed theoretical structures, as combinations of these 
structures may exist in reality, in a given system.  Other quantification difficulties 
include the ability to accurately elucidate the eutectic composition and to determine 
the multiple melting points of certain carriers, such as polyethylene glycol (Lang and 
Noël, 1977), which may be mistaken as the solidus and liquidus temperatures.  The 
relatively poor sensitivity of differential scanning calorimetry (DSC) and powder x-
ray diffraction (PXRD) to low level of solutes in the solid dispersions, also lead to 
inaccurate conclusions on the presence of solid solution, where none exists 
(Craig, 2002).  Uncertainties will remain with regard to the actual state of amorphous 
solid solutions, whether the drug is dispersed molecularly amongst the carrier 
molecules, the drug and carrier molecules are in separate amorphous phases or a 
combination of the two described states.  The natures of monotectic and eutectic 
systems might not be distinguished.  This is because in a true monotectic system, the 
molten liquid state is miscible but there is negligible interaction in the solid state.  
Hence, the bond energies between the drug and polymer in the molten liquid state 
(UDP) should be the same as that between the drug molecules (UDD).  If UDP > UDD, a 
eutectic system would be formed, while if UDD > UDP, regions of liquid-liquid 
immiscibility should be seen during the molten state.  The possibility of UDP ≈ UDD is 
highly unlikely.  Similarly, in a true eutectic system, no solid solubility should occur 
in the solid state, which is again unlikely (Craig and Newton, 1991b).  Thus, further 
research with more sensitive analytical tools will probably unravel the answers to the 
actual physicochemical structures of solid dispersions. 
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E4.  Factors Affecting Dissolution Rates 
There are many factors that can affect the dissolution rate of a drug from a solid 
dispersion.  The major factors are discussed in this section. 
 
E4.1  Nature of Drug and Carrier 
In the formulation of solid dispersions, the primary factor to be considered is probably 
the nature of the drug of interest.  The therapeutic dose of the drug dictates the amount 
of drug to be incorporated in a particular dosage form.  The compatibility of the drug 
with various types of carriers will form the basis of preformulation studies before the 
choice of a suitable carrier for the actual dosage form can be considered.  
Compatibility screening is best depicted by a study carried out by Suzuki and Sunada 
(1997), where they prepared solid dispersions of nifedipine using three polymers, 
namely, nicotinamide, urea and polyethylene glycol and found that nicotinamide was 
more applicable than the other two for the preparation of nifedipine solid dispersion.  
Greenhalgh et al. (1999) proposed the use of solubility parameters as predictors to 
screen for compatibility between drug and carrier.  Early identification of 
incompatibility will prevent possible instability problems that may arise with the 
developed dosage form. 
 
The soft and waxy nature of the carriers in solid dispersions will sometimes result in 
slower drug dissolution, especially when it is being formulated into tablets.  This is 
attributed to the lack of tablet disintegration or to the formation of a drug rich layer on 
the surface of the tablet resulting in the slow erosion of the tablet surface during 
dissolution.  In such a case, the use of surface-active carrier has an advantage, as 
disintegration problems will be minimised when the solid dispersions are formulated 
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into dosage forms.  However, a large amount of surface-active carrier cannot be used 
because of potential toxic effects on the mucosal surfaces.  Besides aiding in the 
disintegration, the surface-active component also enhanced drug solubility in the 
dissolution medium by encouraging the formation of solid solution instead of eutectic 
system or monotectic system (Sjökvist et al., 1991, 1992a).  Thus, surface-active 
carriers forming the third component in solid dispersions at low concentrations are 
increasingly being investigated. 
 
E4.2  Concentration of Carrier 
High concentrations of carrier have often been used to improve the dissolution rate of 
poorly soluble drugs (Corrigan et al., 1979).  The rationale for this is clearly explained 
in Figure 15, which shows the effect of drug concentration in solid dispersion on the 
drug dissolution rate measured from constant surface area discs (Ford, 1986b).  
Theoretically, the release rate profile can be divided into five sections designated as A 
to E although in practice, these zones may not be discrete.  Region A corresponds to 
the unimpeded dissolution where the solid dispersion rapidly dissolves.  Transient 
precipitation of the drug may occur and it is assumed that the crystals formed will 
dissolve immediately.  Thus, the dissolution rate is directly proportional to the drug 
concentration.  The maximum drug dissolution rate is obtained at the demarcation of 
regions A and B.  Craig and co-workers (Craig and Newton, 1992; Sjökvist Saers and 
Craig, 1992b; Craig, 2002) proposed two mechanisms of drug release in region A.  
The two mechanisms operate simultaneously and the dominant one will dictate the 
overall drug dissolution rate.  The first mechanism is termed carrier-controlled release 
and this was supported by the work of Corrigan (1985) who measured the dissolution 
rate of the polymer and found it to be equivalent to that of the drug.  
 65
I.  Introduction 
 66
Figure 15.  Diagram showing the effect of drug concentration in solid
dispersion on the drug dissolution rate, as measured from constant surface
area discs (Ford, 1986b). 
0 20 40 60 80 10













D E B CA 
0
I.  Introduction 
Dubois and Ford (1985) presented further evidence by showing that the dissolution 
rates of a wide range of drugs were similar.  The second mechanism is termed drug-
controlled release.  Sjökvist et al. (1988) suggested this when it was found that the 
particle size of griseofulvin released from the dispersions was directly related to the 
dissolution rates. 
 
As the concentration of drug increases (region B), it becomes difficult for more drug 
to dissolve.  This suggests that supersaturation state of the drug in the diffusion 
boundary layer is approached, resulting in poorer drug diffusion from the disc surface.  
It may also mean that there is inefficient removal of drug from the disc surface.  The 
rapid dissolution of the carrier leaves behind drug particles, and their high surface 
energy is directed to particle cohesion resulting in the formation of drug-rich 
aggregates on disc surface.  In region C, the situation worsens with the drug-rich 
aggregates forming a layer that further retards the dissolution of drug.  Occasionally, 
the drug-rich aggregates break away from the surface of the disc, producing temporary 
turbulence and cause an increase in drug dissolution.  This causes a momentary 
increase in drug dissolution rate.  Thus, the dissolution rates in this region are erratic.  
Detachment of drug-rich aggregates does not occur in region D.  This is because a 
major proportion of the solid dispersion consists of the drug and only leaching of the 
carrier from the disc occurs in this region, producing a drug-rich layer at the surface.  
Pure drug controls the dissolution rate in region E.  Hence, the dissolution rate 
approximates that of pure drug.  Recrystallisation of the drug occurs at the surface of 
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E4.3  Molecular Weight of Carrier 
The solubility of polymer carriers, such as polyethylene glycol (PEG) and 
polyvinylpyrrolidone (PVP), is very dependent on the molecular weight of the 
polymer.  Higher molecular weight carriers will dissolve at slower rates than lower 
molecular weight carriers.  Dissolution of the drug will be dependent on the molecular 
weight of the carrier used provided that the dissolution is carrier-controlled (Simonelli 
et al., 1969; Lloyd et al., 1999).  A comprehensive study by Ford et al. (1986a) 
indicated that drug dissolution was carrier-controlled at low concentrations of drug, 
with dissolution rates ranked in the following order: PEG 1500 > 4000 > 6000 > 
20000.  However, this trend was not observed at high drug concentrations.  Ford 
(1986b) provided several reasons for the greater enhancement of drug dissolution by 
higher molecular weight carriers at high drug concentrations.  Higher molecular 
weight carriers formed more viscous solid dispersions, which decreased 
recrystallisation of drug, forming amorphous solid solutions.  If the dissolution rate is 
drug-controlled, the molecular weight of the carrier will not affect the dissolution rate 
of the drug.  This could explain the results obtained by Mura et al. (1999), which 
showed that naproxen solid dispersions made with PEG 4000, 6000 or 20000 
exhibited similar drug release rates. 
 
E4.4  Process Variables 
Various investigators observed that the heating rate, maximum temperature applied, 
holding time at high temperature, cooling method and rate, and method of 
pulverisation influenced the properties of solid dispersions formed by melt or fusion 
method (Serajuddin, 1999).  Ginés et al. (1996) found that the fusion temperature 
affected the physical structure of oxazepam-PEG 4000 solid dispersions.  At 100 °C, 
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crystalline oxazepam and spherulitic form of PEG 4000 were present in solid 
dispersions whereas amorphous forms of the drug and hedritic form of PEG 4000 
were found at 150 °C.  The rate of cooling is critical to the production of solid 
dispersions.  Quench cooling, as opposed to slow cooling, is usually employed so that 
amorphous or fine crystals of drug are formed (McGinity et al., 1984; Sjökvist Saers 
et al., 1993).  This will ensure high drug dissolution rates. 
 
For the solvent method of forming solid dispersions, the method and rate of solvent 
removal may significantly influence the physicochemical properties of the solid 
dispersions formed.  It is also proposed that the nature of solvent used, drug-to-solvent 
and carrier-to-solvent ratios affect the drug dissolution rate. 
 
E5.  Stability of Solid Dispersions 
The physical stability of solid dispersions has been the subject of many investigations.  
Factors contributing to instability include drug recrystallisation, coarsening of drug 
particles and structural changes of carrier.  For solid dispersions prepared by the melt 
method, a small fraction of the drug will be molecularly dispersed in the carrier 
matrix, forming a solid solution with the carrier and this is highly dependent on the 
solubility of drug in the carrier.  An excess amount of drug may remain in a 
supersaturated state within the carrier and subsequently recrystallise out upon storage 
especially at high humidities.  Moreover, carriers used are usually hygroscopic in 
nature, and any absorbed water serves as a plasticiser lowering the glass transition 
temperature of the carrier thereby facilitating drug recrystallisation or state change 
(Ahlneck and Zografi, 1990).  This was observed by Suzuki and Sunada (1998b) in 
the study of nifedipine-nicotinamide-hydroxypropylmethylcellulose ternary solid 
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dispersion.  The drug dissolution rate will be reduced once recrystallisation occurs 
(Ford and Rubinstein, 1980).  Greater instability due to recrystallisation is expected 
for solid dispersions containing a high proportion of the drug in amorphous form 
whereas stability problems may be less for solid solution systems as they are 
thermodynamically more stable.  It has been reported that crystallinity of drug is less 
affected upon storage if slow cooling rate is used during preparation because 
thermodynamically more stable systems are produced (Sjökvist Saers et al., 1993).  It 
is imperative to study the stability of the solid dispersions as illustrated by the 
withdrawal of ritonavir capsule from sale (Norvir, Abbott) because of recrystallised 
ritonavir from the supersaturated amorphous solid solution (Serajuddin, 1999). 
 
E6.  Scale Up of Solid Dispersion Production 
Most of the investigations on solid dispersions reported in the literature are conducted 
using dispersions produced at laboratory scale.  The only two products manufactured 
on a large scale for commercial sale are griseofulvin in polyethylene glycol (Gris-
PEG, Novartis) and nabilone in povidone (Cesamet, Lily).  This is partly due to the 
difficulties in scaling up production using either the melt or solvent method.  Strict 
moisture protection is necessary during production as the stability of the solid 
dispersion is affected by water.  High heat application and quench cooling may not be 
easily scalable for the production of solid dispersions by the melt method.  Scale up of 
production using the solvent method is equally challenging and cost prohibitive, as a 
large quantity of solvent has to be evaporated and recovered to produce a relatively 
small batch of solid dispersion. 
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The conversion of solid dispersions into stable and marketable dosage forms may 
present a formidable challenge to any company wishing to scale up, optimise and 
validate the process.  This is because the solid dispersions are usually soft and sticky 
due to the nature of the carrier, thus may not be easily processed by high-speed 
capsule filling or tabletting machines.  Nonetheless, ongoing investigations have led to 
considerable progress in this area, which is summarised in Table 6.  It is noted that 
most of these techniques avoided the use of organic solvents because of potential 
environmental and residual solvent issues. 
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Table 6.  Summary of the scale up solid dispersion production techniques being 
reported in the literature. 
 
Preparation Method Scaling Up Technique Investigators 
   
Melt Method Compression Moulding Broman et al., 2001 
   
 Direct Capsule Filling Francois and Jones, 1978; 
Walker et al., 1980 
   
 Extrusion / Spheronisation Vervaet and Remon, 1997 
   
 Hot Melt Extrusion El-Egakey et al., 1971; 
Hülsmann et al., 2000 
   
 Hot-Spin Melting Dittgen et al., 1995 
   
 In situ Granulation Ford and Rubinstein, 1980; 
Kinget and Kemel, 1985; 
Passerini et al., 2002a; 
Gupta et al., 2002 
   
 Roll Mixing Nozawa et al., 1985, 1986 
   
 Ultrasound Assisted 
Compaction 
Fini et al., 2002 
   
 Ultrasound Assisted Spray 
Congealing 
Passerini et al., 2002b; 
Fini et al., 2002 
   
Solvent Method Solvent Deposition in a 
Fluidised Bed 
Kim and Jarowski, 1977 
   
 Spray Drying Corrigan and Holohan, 
1984 
   
 Supercritical Carbon Dioxide Senčar-Božič et al., 1997; 
Moneghini et al., 2001; 
Corrigan and Crean, 2002 
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II.  OBJECTIVES 
The morphological characteristics, such as shape and size, of a drug particle are 
known to affect the dissolution of the drug.  Hence, these properties may be employed 
to control drug release, which has an important influence on the therapeutic outcome.  
This study has the following objectives: 
 
A.  Particle Development 
Particle development to obtain the desired morphological characteristics would be 
carried out by three processes, using the fluidised bed (FB) hammer mill, fluidised bed 
opposed (FBO) jet mill and air classifying system.  These unit processes were selected 
because of the ease of production scale up, so that the study has industrial relevance.  
Studies would be conducted with the aim of understanding the processes and 
identifying the characteristics of the starting materials and process variables that have 
significant influence on the morphological characteristics of the particles developed.  
Lactose was chosen as the model crystalline material to be developed.  The results 
obtained would be applied to the development of drug particles with the desired 
morphological characteristics with respect to particle size. 
 
B.  Dissolution Enhancement of a Practically Insoluble Drug 
The concepts of interactive mixtures and solid dispersions would be employed to 
enhance the dissolution rate of a model drug, which is practically insoluble in water.  
The influence of particle size, on drug dissolution from interactive mixtures and solid 
dispersions would be studied.  New insights into the mechanisms of drug dissolution 
from such systems would be elucidated. 
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A.  Materials 
A1.  Model Crystalline Material 
Lactose monohydrate was chosen as the model crystalline substance for the 
development of particles with suitable morphological characteristics.  Different grades 
of lactose monohydrate were used as supplied.  Depending on the grades, the lactose 
monohydrate (Pharmatose 100 M, 150 M and 200 M, De Melkindutrie Veghel, The 
Netherlands) consisted of white to off-white crystalline particles of varying mean 
particle sizes. 
 
A2. Practically Insoluble Model Drug 
Nifedipine USP (Shilpa Antibiotics, India) was selected as the practically insoluble 
model drug.  Nifedipine [4-(2-nitrophenyl)-2,6-dimethyl-3,5-dicarbomethoxy-1,4-
dihydropyridine] is a calcium channel blocking agent that is used to treat a variety of 
cardiovascular disorders, such as angina pectoris and hypertension.  It is a lightly 
yellow, crystalline powder that is practically insoluble in water.  When the drug in 
solution is exposed to daylight or to artificial light with a wavelength of less than 420 
nm, it readily converts to a nitrosophenylpyridine derivative (Martindale, 2002).  The 
maximas of ultraviolet absorption in 0.1 N HCl are at wavelengths 238 nm and 340 
nm (Merck Index, 1989). 
 
The melting range of nifedipine, determined by differential scanning calorimetry 
(DSC) according to the procedure described in Section III, B4.3.6, was 169.63 to 
169.78 °C.  The melting point indicated that the nifedipine used was mainly composed 
of form I polymorph, which is the most stable nifedipine polymorph 
  74
III.  Experimental 
(Burger and Koller, 1996; Vippagunta et al., 2002).  It is desirable to choose the most 
stable polymorph for drug development to minimise the potential complications that 
might arise during results interpretation (Vippagunta et al., 2001).   
 
The median particle size of the drug, determined according to the procedure in Section 
III, B.4.3.4, was 104.34 µm.  The equilibrium solubility of nifedipine in water at 37 
°C was approximately 11 mg / litre (Sugimoto et al., 1980). 
 
A3.  Model Carrier 
Polyethylene glycol 3350 USP (PEG 3350, Clariant GmbH, Germany) was chosen as 
the model water-soluble carrier.  It consists of repeating units of oxyethylene 
(-OCH2CH2-), with either end of the chain comprising a hydroxyl group.  PEG 3350 
is freely soluble in water forming a solution with kinematic viscosity of 
76-110 mm2 / s (US Pharmacopeia, 2002) at 98.9 ± 0.3 °C.  It is a white waxy powder 
with no characteristic surface-active properties (Clariant Product Information).  Its 
median particle size, determined by the method in Section III, B1.2.1, was 170.77 µm.  
The melting range of PEG 3350, determined by the method in Section III, B4.3.6, was 
55.18 to 55.37 °C.  PEG 3350 was selected because it is not as hygroscopic as PEGs 
of lower molecular weight and it has higher solubility than the PEGs of higher 
molecular weight.  Lower molecular weight PEGs will also give rise to stickiness 
causing difficulties in handling. 
 
A4.  Reagents 
Hydrochloric acid (HCl, Merck, USA) was used to prepare the acidic medium for 
drug dissolution study.  Ethylparaben (Tokyo Kasei Kogyo Co. Ltd., Japan), 
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methanol, acetonitrile (EM Science, Germany), anhydrous sodium acetate (BDH 
Laboratory Supplies, UK) and glacial acetic acid (Merck, USA) were chemicals 
employed in the analysis of nifedipine using high performance liquid chromatography 
(HPLC).  Other chemical included sodium lauryl sulphate (BDH Laboratory Supplies, 
UK) for particle sizing. 
 
B.  Methods 
B1.  Fluidised Bed (FB) Hammer Mill 
B1.1  Milling Process 
A lactose feed of 1 kg was loaded into the feeder of the FB hammer mill (50 ZPS, 
Hosokawa Micron Corporation, Germany) (Figure 16: A).  The mill was operated on 
an automatic mode.  The twin-screw feeder conveyed unmilled lactose into the milling 
chamber where the rotating beater system was located.  Size reduction was brought 
about by particle impact against the rotating beater (Figure 16: D) and grinding track 
(Figure 16: E).  The grinding track could be orientated with short or long grinding 
zones for direct impact by oncoming particles (Figures 17a and 17b).  The airflow 
from underneath the beater system fluidised the particles and carried them towards the 
rotating classifier wheel (Figure 16: C), which exerted a centrifugal force to classify 
the milled particles according to size.  Lactose particles below a certain cut-off size 
would be carried by the exhausting air through the rotating vanes of the classifier 
wheel into a cyclone (Figure 16: G).  A blower (Figure 16: K) at the outlet of the 
equipment maintained a constant pressure to enable through airflow, resulting in the 
collection of milled lactose particles in the product collection bin (Figure 16: J).  
Superfine milled lactose particles would be trapped at the filter unit (Figure 16: H) and 
subsequently collected in the superfine collection bin as waste (Figure 16: I). 
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Figure 16.  Schematic diagram of the major components of a FB hammer mill.  (A,
Feeder; B, Milling Chamber; C, Classifier Wheel; D, Beater System; E, Grinding
Track; F, Fluidisation Air Inlet; G, Cyclone; H, Filter; I, Superfine Collection Bin; J,
Product Collection Bin; K, Blower) 
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Direction of Rotation 
Short Zone 
Figure 17.  Schematic diagrams illustrating impact of an oncoming particle
onto the (a) short and (b) long grinding zones.  (A, Grinding Track; B, Beater
System) 
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B1.1.1  Influence of Beater Rotational Speed 
The rotational speed of the beater system could be varied from 12000 to 24000 rpm.  
Since 12000 rpm was the recommended minimum operating speed, this speed was set 
as the lowest limit in this study.  A regular interval of 3000 rpm was arbitrarily 
chosen, thus giving rise to four operating speed levels of 12000, 15000, 18000 and 
21000 rpm.  A speed above 21000 rpm was avoided as 24000 rpm is the maximum 
possible speed and it is inadvisable to run at very high speeds for routine 
manufacturing as there will be no allowance for adjustment of the milling conditions 
when the need arises.  Moreover, operating at very high speeds will result in a high 
level of wear and tear, thereby reducing the lifespan of the equipment. 
 
B1.1.2  Influence of Classifier Wheel Rotational Speed 
The rotational speed of the classifier wheel could be varied from 2000 to 24000 rpm.  
Rotational speeds of 5000 and 15000 rpm were arbitrarily chosen to represent low and 
high speed levels respectively.  Influence of the centrifugal force exerted by the 
rotating classifier wheel on the potential of the milled lactose particles leaving the 
milling chamber (Figure 16: B) was studied. 
 
B1.1.3  Influence of Airflow Rate 
The airflow rate indicates the amount of kinetic energy supplied to the milled particles 
to overcome the centrifugal force of the classifier wheel.  The airflow rates could be 
adjusted by varying the rotational speed of the blower (Figure 16: K).  Airflow rates of 
80 and 90 m3 / h were employed because airflow rates within this range are most 
commonly employed in routine manufacturing.   
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B1.1.4  Influence of the Length of Grinding Zone 
The length of the grinding zone was adjusted by placing the grinding track (Figure 16: 
E) in the milling chamber (Figure 16: B) in such a manner, so that either the long or 
the short grinding zone would be facing the oncoming particles (Figure 17).  The 
influence of the length of grinding zone on the size of the milled lactose was 
investigated. 
 
B1.1.5  Influence of Starting Material 
Lactose 100 M, 150 M and 200 M were employed to study the effects of particle size 
and flow property of starting materials on size reduction by the FB hammer mill. 
 
B1.1.6  Combinations of Process Variables 
In order to better understand the operation of the FB hammer mill, forty-eight batches 
involving lactose 100 M, 150 M and 200 M with different combinations of process 
variables were studied.  The conditions used are tabulated in Tables 7a-7c.  Each batch 
was coded for ready identification of the process conditions employed, with the letters 
“ZPS” indicating that the FB hammer mill was used for milling.  The forty-eight 
batches of lactose were milled in a random manner to prevent systemic errors.  The 
particle size and size distribution of the milled lactose batches were determined 
according to Section III, B1.2. 
 
B1.2  Particle Characterisation 
B1.2.1  Size Analysis by Laser Diffraction 
The particle size distributions of the unmilled and milled lactose batches were 
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powder module was employed for the sizing of unmilled lactose whereas a liquid-
based small volume module was employed for the milled lactose.  2-propanol was 
employed as the dispersion medium in the liquid-based small volume module.  For 
each milled lactose batch, three powder samples were withdrawn for sizing.  The size 
distribution of each sample was modelled according to the Rosin-Rammler 
distribution (RRD) function (Rosin and Rammler, 1933). 
 
B1.2.1.1  Rosin-Rammler Distribution (RRD) Function 
The function is expressed by the following equation: 
 
 R(D) = 100 exp [-(D/De)n]     (Equation 19) 
 
where R(D) is the percentage weight of particles larger than a particular size denoted 
by D, De is the characteristic particle size of the distribution and n is the uniform 
coefficient.  According to Equation 19, when D = De, R(D) = 36.8 %.  In other words, 
63.2 % by weight of the sample has particle size less than or equal to De.  De is used to 
represent the degree of fineness of the sample, with a lower De value indicating a 
sample with finer particles.  On the other hand, n represents the width of the size 
distribution, where a larger n value indicates a narrower particle size distribution. 
 
Mathematically, Equation 19 can be expanded to: 
 
 ln{ln[100 / R(D)]} = nlnD - nlnDe    (Equation 20) 
 
 84
III.  Experimental 
Sizes at percentile values of 5, 10, 25, 50, 75, 90, 97, 98 and 99 from the cumulative 
undersize distribution obtained from the laser diffraction were plotted according to 
Equation 20 and linear regression analysis of ln{ln[100 / R(D)]} versus lnD was 
carried out in triplicates for each batch.  Appendix 1 shows a typical linear regression 
analysis for batch ZPSB16.  The values of n and nlnDe were obtained from the 
gradient and y-intercept of the best straight line.  The mean values of n and De from 
triplicate determinations were subsequently calculated for each batch. 
 
B1.2.1.2  Size at 99th Percentile of the Cumulative Undersize Distribution (D99) 
Besides the two RRD function parameters, the size at 99th percentile of the cumulative 
undersize distribution (D99) was also employed to characterise the particle size 
distribution of the milled lactose batches.  D99 complemented De and n as it indicates 
the upper limit of the particle size distribution of the milled powder mass.  In fact, D99 
is directly related to the efficiency of the classifier wheel since the classifier wheel is 
supposed to dictate the cut-off size of the powder, which itself is the upper limit of the 
powder mass.  The size at 100th percentile of the cumulative undersize distribution 
(D100) was not considered because preliminary studies had indicated that fine powders 
from different batches of milled lactose resulted in same D100 values.  This was due to 
the 116 logarithmically spaced detectors found in the instrument, each representing a 
particular size range.  Since the detectors are logarithmically spaced, there are more 
detectors representing smaller particle size range, resulting in instances where 
different size distributions powder samples having the same D100 values.  D100 value 
will be invariant, as this value happens to be the upper limit of the size range of the 
logarithmic detector where the laser signal just manages to illuminate.  Thus, D100 will 
assume certain values as predetermined by the number and manner the detectors are 
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assigned.  D99 is less dependent on the spacing of the detectors because the particle 
size distribution is calculated with respect to the overall percentage particle size 
distribution collected over the entire duration of measurement.  Hence, the calculated 
D99 will be less dependent on the number and positioning of the detectors.  Therefore, 
it was selected to be used to characterise the upper cut-off size of each sample batch 
analysed. 
 
B2.  Fluidised Bed Opposed (FBO) Jet Mill 
B2.1  Micronisation Process 
Figure 18 is a schematic diagram of a FBO jet mill (100 AFG, Hosokawa Micron 
Corporation, Japan).  The FB hammer mill can be converted to a FBO jet mill by 
replacing the beater system and the grinding track (Figure 16: D and E) with base and 
side nozzles (Figure 18: I, J and K).  Lactose 100 M was loaded directly into the 
micronising chamber (Figure 18: B) and the FBO jet mill was activated on automatic 
mode.  The grinding air entered the micronising chamber via three nozzles from two 
sides (Figure 18: J and K) and the base respectively (Figure 18: I).  The air from the 
base was used to produce the fluidised bed condition whereas the air from the two side 
nozzles propelled the lactose particles towards one another for micronisation by 
impact and attrition. 
 
The air from the base nozzle sent the micronised particles towards the rotating 
classifier wheel (Figure 18: C).  Particles that managed to overcome the centrifugal 
force generated by the rotating classifier wheel would pass through the vanes of the 
classifier wheel with the exhausting air, while rejected particles were returned to the 
micronising zone.  A blower (Figure 18: F) at the outlet of the equipment maintained a 
 86














Figure 18.  Schematic diagram of the major components of a FBO jet mill.  (A,
Feeder; B, Micronising Chamber; C, Classifier Wheel; D, Cyclone; E, Filter; F,
Blower; G, Product Collection Bin; H, Superfine Collection Bin; I, Base Nozzle; J and
K, Side Nozzles) 
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negative pressure to ensure a constant airflow, bringing the particles that managed to 
pass through the rotating classifier wheel towards a cyclone (Figure 18: D) where the 
fine particles would be collected.  The micronised product fell by gravitational force 
into the product collection bin (Figure 18: G) at the base of the cyclone.  A small 
amount of entrained particles was removed by the filtering system (Figure 18: E) 
before the air was exhausted.  The filtered particles were collected in a superfine 
collection bin (Figure 18: H) and removed as waste. 
 
B2.1.1  Influence of Classifier Wheel Rotational Speed 
Classifier wheel rotational speeds of 5000 and 15000 rpm employed in FB the 
hammer mill (Section III, B1.1.2) were also included in this part of the study.  
Rotational speeds of 9000 and 13000 rpm were added to provide a more 
comprehensive understanding of the operation of the classifier wheel as the wheel 
rotational speed dictates the centrifugal force exerted on micronised particles 
transversing the vanes of the classifier wheel and thus, controls their exit from the 
micronising chamber. 
 
B2.1.2  Influence of Feed Load 
The reason for loading lactose 100 M directly into the micronising chamber (Figure 
18: B) instead of using the feeder (Figure 18: A) was to control the load condition in 
the micronising chamber.  It was hoped that this measure would offer better insights to 
the micronisation process without any complications arising from the operation of the 
feeder.  450 g of lactose 100 M was found to fill half of the micronising chamber 
(Figure 18: B).  This was set as the upper limit of the feed load to avoid obstruction of 
the classifier wheel.  The latter could potentially happen upon the introduction of 
 88
III.  Experimental 
micronising air via the three nozzles, compromising classifying efficiency (Figure 18: 
I, J and K,).  Other feed loads of 350 and 250 g were also studied.  The lowest feed 
load of 250 g just covered the side nozzles of the micronising chamber (Figure 18: J 
and K). 
 
B2.1.3  Influence of Micronising Air Pressure 
Three levels of micronising air pressure were selected based on the recommended 
working range provided by the equipment manufacturer.  They were 0.3, 0.4 and 0.5 
MPa.  The maximum air pressure attainable by the FBO jet mill was 0.5 MPa.  As 0.5 
MPa was fixed as the upper limit, intervals decreasing in steps of 0.1 MPa were 
arbitrary assigned.  The micronising air pressure of 0.2 MPa was not investigated as 
the pressure was too low for effective operation of the FBO jet mill.  The micronising 
air pressure used is an indication of the micronising energy supplied to the lactose 100 
M powder for micronisation. 
 
B2.1.4  Combinations of Process Variables 
Thirty-six sets of possible combinations of the process conditions were studied (Table 
8).  “AFG” indicates that the FBO jet mill was employed.  Process conditions with 
similar feed loads and micronising air pressures were grouped into nine series, 
denoted by letters A-I, after “AFG”.  The thirty-six sets of process conditions were 
carried out in a random manner to avoid systemic errors.  The FBO jet mill did not 
offer a means of adjusting airflow rate, probably because of constant pumping of 
micronising air into the micronising chamber, instead of passive suction of air as in 
the case of FB hammer mill. 
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Table 8.  Process conditions of the thirty-six runs conducted using the FBO jet mill. 
















AFGA2 9000 250 0.3 
AFGA3 13000 250 0.3 
AFGA4 
 
15000 250 0.3 
AFGB1 5000 250 0.4 
AFGB2 9000 250 0.4 
AFGB3 13000 250 0.4 
AFGB4 
 
15000 250 0.4 
AFGC1 5000 250 0.5 
AFGC2 9000 250 0.5 
AFGC3 13000 250 0.5 
AFGC4 
 
15000 250 0.5 
AFGD1 5000 350 0.3 
AFGD2 9000 350 0.3 
AFGD3 13000 350 0.3 
AFGD4 
 
15000 350 0.3 
AFGE1 5000 350 0.4 
AFGE2 9000 350 0.4 
AFGE3 13000 350 0.4 
AFGE4 
 
15000 350 0.4 
AFGF1 5000 350 0.5 
AFGF2 9000 350 0.5 
AFGF3 13000 350 0.5 
AFGF4 
 
15000 350 0.5 
AFGG1 5000 450 0.3 
AFGG2 9000 450 0.3 
AFGG3 13000 450 0.3 
AFGG4 
 
15000 450 0.3 
AFGH1 5000 450 0.4 
AFGH2 9000 450 0.4 
AFGH3 13000 450 0.4 
AFGH4 
 
15000 450 0.4 
AFGI1 5000 450 0.5 
AFGI2 9000 450 0.5 
AFGI3 13000 450 0.5 
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B2.2  Particle Characterisation 
Samples were randomly taken from each batch of micronised lactose, gold sputter-
coated under an argon atmosphere (Bio-Rad, SC502, United Kingdom) and 
subsequently examined under the scanning electron microscope (JEOL, JSM-5200, 
Japan).  A size analysis by number, instead of mass, was performed.  The statistical 
reliability depends solely on the number of particles measured.  In sizing methods 
based on mass, the large particles measured contributed more significantly to 
statistical reliability since an error in omitting a single 10 µm particle is equivalent to 
the exclusion of one thousand 1 µm particles (Allen, 1997b). 
 
B2.2.1  Size Analysis by SEM 
Parallel lines were drawn on each photomicrograph to divide it into eight equal 
portions.  To avoid biased selection of particles for measurement, only those lying on 
the lines were sized.  The breadth and length of each particle were measured with the 
aid of a pair of digital vernier calipers (Mitutoyo, CD-6’’BS, Japan).  The size of the 
particle was determined by averaging these two values.  Preliminary studies indicated 
that 400 particles were sufficient to characterise each batch.  This number was 
determined by measuring the individual size of 620 particles and computing the 
coefficient variations by progressive summation of every 10 particles measured.  The 
plot of coefficient of variation versus number of particles measured showed that the 
coefficient of variation plateau at about 300 particles (Appendix 2).  For a more 
conservative estimate, an additional 100 particles were measured.  Thus, 400 particles 
were sized and the values at 5th (D5), 50th (D50) and 99th (D99) percentiles of the 
cumulative undersize plot and the span value were obtained.  The span value is the 
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difference between the values at 90th and 10th percentile divided by the value at 50th 
percentile (Phadke and Eichorst, 1991). 
 
Size analysis data was not fitted into the RRD function because the diameters derived 
were number-based.  Allen (1997b) cautioned against the direct conversion of 
number-based to volume-based diameter, unless mass analysis by microscopy had 
been carried out.  Since RRD function was derived using sieves (Rosin and Rammler, 
1933), which is a mass-based diameter, the size data of the thirty-six batches was not 
fitted into the RRD function.  Size data obtained from the laser diffraction could be 
fitted into the RRD function, because it is a volume-based diameter, which is related 
to the mass-based diameter by the material density parameter. 
 
B2.2.2  Shape Determination by Image Analysis 
Scanning electron photomicrographs of the particles were digitised using a video 
camera (CCD-IRIS, Sony, Japan) and parameters such as area, perimeter, length, 
breadth and maximum Feret diameter (Fmax) of each particle were determined by 
image analysis (PC Image, version 2.2.01, Foster Findlay, UK).  The area was 
measured by determining the number of square pixels within the image, including the 
boundary, and converting measurements into scaled units using a pre-calibrated factor 
(Table 9).  Perimeter was the cumulative distance between calibrated pixels lining the 
smoothened outline of the digitised image.  Length was the maximum chord length of 
the image regardless of orientation and breadth was the width perpendicular to the 
length (Figure 19).  Fmax was the maximum distance out of sixty-four Feret diameters 
measured at a regular interval of 2.8125°. 
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Table 9.  Pre-calibrated factors and sizes at 50th percentile of the batches of lactose 
100 M and micronised lactose. 
 
Batch Code Pre-calibrated Factor 
(µm / pixel) 
Size at 50 Percentilea 
(µm) 
Lactose 100 M 2.215 ± 0.087 123.72 
AFGC1 0.138 ± 0.005 4.12 
AFGC2 0.074 ± 0.001 2.12 
AFGC4 0.031 ± 0.001 1.06 
AFGF1 0.093 ± 0.018 1.61 
AFGF2 0.057 ± 0.000 1.04 
AFGF4 0.032 ± 0.000 0.74 
AFGI1 0.112 ± 0.002 1.92 
AFGI2 0.057 ± 0.001 1.39 
AFGI4 0.033 ± 0.001 0.70 
 
a Values obtained using the procedure in Section III, B2.2.1. 
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Figure 19.  Pictorial representation of area, perimeter, length and breadth. 
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Various shape factors for the micronised particles were calculated from the measured 
parameters according to the following equations: 
 
 Circularity = (4 • π • area) / perimeter2   (Equation 21) 
 (Cox, 1927) 
 
 Aspect ratio = length / breadth    (Equation 22) 
 (Schneiderhöhn, 1954) 
 
 Modelx = (perimeter • Fmax) / (4 • area)   (Equation 23) 
 (Hellèn and Yliruusi, 1993a; Hellèn et al., 1993b) 
 
 Pellips = perimeter / (π • Fmax)     (Equation 24) 
 (Hellèn and Yliruusi, 1993a; Hellèn et al., 1993b) 
 
The minimum number of particles to be measured was determined according to the 
method outlined for particle size analysis (Section III, B2.2.1).  In this case, the 
number was determined by the shape factor having the largest number of particles 
before reaching coefficient variation stabilisation.  Appendix 3 indicates that the 
coefficient of variation of aspect ratio reached a plateau when 100 to 150 particles 
were measured.  Thus, a conservative approach was adopted in this study, where 300 
particles from each batch were measured in the determination of particle shape.  Nine 
batches produced at micronising air pressure of 0.5 MPa were chosen to undergo 
shape analysis.  The reasons for the selection of these batches were given under 
Section IV, B4.3.  Particle sizing was not carried out using image analysis because of 
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the difficulty in collecting the data.  Each particle was manually outlined before the 
parameters were measured by the computer.  This was done because the software 
functions such as thresholding, where the particles were chosen by selecting the 
appropriated brightness and contrast levels; erosion, which was a function to remove 
peripheral pixels; and dilation, which was another function to create peripheral pixels; 
did not adequately delineate the boundary of the particle of interest. 
 
The shape factors illustrate the spherical (circularity), elongated (aspect ratio, modelx) 
and elliptical (pellips) nature of the micronised particles.  A value of unity for all the 
four shape factors indicates a perfectly spherical particle.  Values <1 for circularity 
and pellips mean that the particles are less spherical and more elliptical respectively.  
As for aspect ratio and modelx, values >1 mean that the particles are more elongated.  
The span and median values of the shape factors were also determined.  Median is the 
value at the 50th percentile point of the cumulative distribution of increasing shape 
factor value whereas span value is calculated from the difference between the 90th and 
10th percentile points divided by median. 
 
B3.  Air Classifying System 
B3.1  Air Classifying Process 
The FB hammer mill or FBO jet mill was converted into an air classifying system by 
removing the milling or micronising attachments and replacing them with the air 
classifying module (50 ATP, Hosokawa Alpine AG, Germany) (Figure 20: D and F).  
The micronising chamber was thus converted to a classifying chamber.  A powder 
feed of 2 kg was loaded into the feeder (Figure 20: A) of the air classifying system, 
operated on an automatic mode.  The twin-screw feeder conveyed the feed powder 
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Figure 20.  Schematic diagram of the major components of an air classifying system.
(A, Feeder; B, Classifying Chamber; C, Classifier Wheel; D, Vane Ring; E, Coarse
Product Collection Bin; F, Air Inlet; G, Cyclone; H, Fine Product Collection Bin; I,
Filter; J, Superfine Collection Bin; and K, Blower) 
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into the classifying chamber, where it was separated into fine and coarse fractions.  
The fractionation of powder was brought about by air vortex formed due to redirection 
of the air from the air inlet (Figure 20: F) by the vane ring (Figure 20: D; Figure 21).  
A turbulent region was formed with the creation of this air vortex.  The coarser 
particles would fall by gravity into the coarse product collection bin (Figure 20: E) 
directly below the air classifying module.  The fine particles would be carried by the 
exhausting air and subjected to the centrifugal forces of the rotating classifier wheel 
(Figure 20: C).  Only particles below a certain size could pass through the rotating 
vanes of the classifier wheel into a cyclone (Figure 20: G).  A blower (Figure 20: K) at 
the outlet of the equipment maintained a constant through airflow, resulting in the 
collection of particles in the fine product collection bin (Figure 20: H).  Superfine 
particles were trapped at the filter unit (Figure 20: I) and subsequently collected in the 
superfine collection bin as waste (Figure 20: J). 
 
B3.1.1  Influence of Classifier Wheel Rotational Speed 
The effect of varying rotational speeds of the classifier wheel (5000, 9000, 13000, 
15000 and 18000 rpm) on the classification process was studied.  The speeds chosen 
for study included those employed in the FB hammer mill and FBO jet mill. 
 
B3.1.2  Influence of Starting Material 
Lactose 100 M, 150 M and 200 M were employed to study the effects of particle size 
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Figure 21.  (a) Side view and (b) planar view of the vane ring illustrating redirection
of air to form the vortex for air classification. 
: Direction of Airflow 
(b) 
(a) 
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B3.1.3  Influence of Airflow Rate 
Inlet airflow rates of 80 and 90 m3 / h were investigated.  The reasons for choosing 
these airflow rates were the same as those for FB hammer mill (Section III, B1.1.3). 
 
B3.1.4  Combinations of Process Variables 
Table 10 summarises the various process variables and starting batches of lactose 
employed in this set of experiments.  The code “ATP” indicates the use of the air 
classifying system. 
 
B3.2  Particle Characterisation 
B3.2.1  Size Analysis by Laser Diffraction 
The particle size distributions of the fine and coarse fractions were determined using 
laser diffraction (LS 230, Coulter Corporation, USA).  The dry powder module was 
employed for sizing of the coarse fraction whereas the small volume module was 
employed for the fine fraction as the latter was highly cohesive (Section III, B1.2.1).  
For each fraction, three samples were sized and the results averaged.  The average 
cumulative oversize of the fine fraction was plotted over the average cumulative 
undersize of the coarse fraction.  The size where the two plots intercepted was termed 
as the intersection cut size (Bond, 1950).  The percentage of the fine fraction 
cumulative curve overlapping with the coarse fraction cumulative curve indicates the 
efficiency of the air classifying system (Figure 22).  A large percentage overlap would 
mean that the air classifying ability of the system is poor whereas a small percentage 
overlap would mean otherwise.  Besides the intersection cut size and percentage 
overlap, the D50, D99 and span values of the fine fraction were also determined. 
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Table 10.  Process conditions employed together with a 2 kg feed load for the 
investigation of the air classifying system. 




(m3 / h) 










ATPA2 9000 80 100 M 
ATPA3 13000 80 100 M 
ATPA4 15000 80 100 M 
ATPA5 18000 80 100 M 
    
ATPA6 5000 90 100 M 
ATPA7 9000 90 100 M 
ATPA8 13000 90 100 M 
ATPA9 15000 90 100 M 
ATPA10 18000 90 100 M 
    
ATPB1 5000 80 150 M 
ATPB2 9000 80 150 M 
ATPB3 13000 80 150 M 
ATPB4 15000 80 150 M 
ATPB5 18000 80 150 M 
    
ATPB6 5000 90 150 M 
ATPB7 9000 90 150 M 
ATPB8 13000 90 150 M 
ATPB9 15000 90 150 M 
ATPB10 18000 90 150 M 
    
ATPC1 5000 80 200 M 
ATPC2 9000 80 200 M 
ATPC3 13000 80 200 M 
ATPC4 15000 80 200 M 
ATPC5 18000 80 200 M 
    
ATPC6 5000 90 200 M 
ATPC7 9000 90 200 M 
ATPC8 13000 90 200 M 
ATPC9 15000 90 200 M 
ATPC10 
 
18000 90 200 M 
 101
III.  Experimental 
 102
Figure 22.  A typical plot of particle size distributions of fine and coarse fractions
illustrating intersection cut size and percentage overlap.  (Cumulative oversize of fine
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B4.  Dissolution Enhancement of Nifedipine 
B4.1 Nifedipine 
Nifedipine is a light-sensitive drug.  All experiments were carried out under subdued 
light to avoid the degradation of nifedipine in solution.  Solutions were prepared 
immediately before use and protected from light. 
 
B4.2.  Preparation of Nifedipine, Interactive Mixtures and Solid Dispersions 
B4.2.1  Processing of Nifedipine to Obtain Different Size Fractions 
Different size fractions of nifedipine were employed to prepare the interactive 
mixtures and solid dispersions.  The coarsest fraction nifedipine was prepared by 
sieving with a 125 µm aperture size sieve.  This aperture size was also used for 
preparing the solid dispersions (Section III, B4.2.3).  The FB hammer mill and the 
FBO jet mill were employed to produce the other size fractions according to the 
process conditions stated in Table 11.  The choice of unit processes and conditions are 
discussed in Section IV, D1.  Since the majority of the particles in N2, N3 and N4 
were found to be below 40 µm in size, inter-particulate forces was expected to play a 
greater role in mixing, giving rise to interactive mixtures, upon the addition of pre-
sieved PEG 3350 (Staniforth, 1981a; Fan et al., 1990).  Non-interactive mixing was 
expected when N1 was employed since a small percentage of the particles was below 
40 µm. 
 
B4.2.2  Preparation of Interactive Mixtures 
PEG 3350 was pre-sieved through a 125 µm aperture size sieve to ensure a 
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interactive mixtures and solid dispersions.  Ten grams of powder composed of 10 % 
or 30 % w/w of nifedipine, expressed as the percent weight of the interactive mixture, 
and required amounts of pre-seived PEG 3350, were weighed into a 60 ml amber 
container and subsequently mixed in a vertical shaker at 1800 oscillations per minute 
(IKA®, Labotechnik, Germany).  The total duration of mixing was 22 min.  After 
every 5 min of mixing, the contents of the container were emptied through a 180 µm 
aperture size sieve to break up the aggregates so as to improve the homogeneity of the 
powder mixture.  After the fourth cycle of mixing and screening, the powder was 
further shaken for another 2 min before sampling.  Five samples, each containing 
about 10 mg of nifedipine, were taken from different locations of the powder mixture 
and assayed using high performance liquid chromatography (HPLC) (Section III, 
B4.3.1).  The sample size was set at an equivalence of 10 mg nifedipine because this 
was the amount of drug used for the dissolution study.  Only mixtures with intra-
sample variation of drug content below 5 % were used in subsequent tests.  Similar 
mixing procedure was also carried out for the control, containing only pre-sieved PEG 
3350 (IM0). 
 
B4.2.3  Preparation of Solid Dispersions 
PEG 3350 was melted at 80 ± 5 °C, which was the temperature employed by two 
reported studies (Save and Venkitachalam, 1992; Lin and Cham, 1996).  A weighed 
amount of nifedipine, equivalent to 10 % w/w of the solid dispersion, was dissolved in 
the molten PEG 3350 to form a clear yellow solution at 80 °C.  The molten solution 
was poured into a 10 cm diameter glass petri dish and placed immediately in a 
desiccator, where it solidified by slow cooling to room temperature of 25 ± 1 °C.  The 
duration of time from the addition of nifedipine into the molten PEG 3350 to pouring 
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of solid dispersion into the petri dish was fixed at 20 minutes.  Standardisation of time 
was carried out to ensure that if degradation of nifedipine occurred, the level of 
degradation would be consistent for all the solid dispersions.  The solid mass formed 
was conditioned in the desiccator for 24 h before it was pulverised with the aid of a 
small blender (Type 4041, Braun, Mexico) and passed through a sieve of aperture size 
125 µm.  Solid dispersion containing 30 % w/w of nifedipine was similarly prepared.  
A suspension of nifedipine particles in molten PEG 3350 was obtained instead of a 
clear yellow solution.  A control containing only PEG 3350 was also similarly 
prepared (SD0). 
 
B4.2.4  Codes Employed 
The codes for all the interactive mixtures and solid dispersions are shown in Table 12.  
IM and SD represent interactive mixture and solid dispersion respectively, 10 and 30 
denote the percent by weight of nifedipine in interactive mixture and solid dispersion, 
and N1, N2, N3 and N4 are codes for the nifedipine batch used (Table 11). 
 
Table 12.  Formula codes for interactive mixtures and solid dispersions of nifedipine. 
 
Percentage of Nifedipine (% w/w) 
Interactive Mixture Solid Dispersion 
Batch of 
Nifedipine 
















IM10 N4 IM30 N4 SD10 N4 SD30 N4 
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B4.3  Characterisation of Interactive Mixtures and Solid Dispersions 
B4.3.1  Dissolution Studies 
The pure nifedipine powders, interactive mixtures and solid dispersions were 
subjected to drug dissolution study, using the paddle method (VanKel Ind. Inc., USA) 
(US Pharmacopeia, 2002).  The pure nifedipine powder, interactive mixture or solid 
dispersion containing an amount of drug equivalent to 10 mg of nifedipine was added 
to 900 ml of 0.1 M HCl solution, which served as the dissolution medium, previously 
equilibrated to 37 ± 0.5 °C and stirred at a constant speed of 100 rpm.  Aliquots were 
withdrawn at specified time intervals for a 30 min dissolution run and the amounts of 
dissolved drug were determined using high performance liquid chromatography 
(HPLC).  The HPLC column used was a Zorbax® Bonus RP analytical column (5 µm 
beads, 4.6 mm ID × 150 mm L, Hewlett® Packard, USA) together with guard column 
(5 µm beads, 4.6 mm ID × 12.5 mm L, Hewlett® Packard, USA).  A composite 
mixture of methanol, acetonitrile and acetate buffer pH 4.85 at a volume ratio of 2:1:2 
was employed as the mobile phase.  The flow rate of mobile phase was kept at 1.0 ml / 
min.  Ethylparaben was used as the internal standard.  Standard solutions of nifedipine 
and ethylparaben were freshly prepared by dissolving the required amounts of 
materials in 2 ml of acetonitrile and made up to 20 ml in volumetric flasks with the 
mobile phase.  The content of nifedipine was assayed spectrophotometrically at 238 
nm (Spectra Monitor® 5000, Thermo Separation Products, USA). 
 
In the dissolution study of pure nifedipine powders, PEG 3350 was incorporated in 0.1 
M HCl solution.  The effect of pre-dissolved PEG 3350 on the dissolution of pure 
nifedipine powders was investigated at two PEG 3350 concentrations, 0.0026 and 0.01 
% w/v, since these were the concentrations of PEG 3350 attainable upon complete 
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dissolution of PEG 3350 from the interactive mixtures or solid dispersions containing 
30 % and 10 % w/w of nifedipine respectively.  All experiments were carried out in 
triplicates and the results averaged.  The dissolution T30 min values were determined. 
 
B4.3.2  Determination of Equilibrium Solubility of Nifedipine 
0.5 g of either N1 or N4 was added to 5 ml of 0.1 M HCl solution without or with 
varying dissolved amounts of PEG 3350.  The amount of nifedipine used exceeded the 
solubility of the drug in the medium.  The sample was equilibrated in a shaker water 
bath with an oscillation speed of 40 cycles / min (M20S, Lauda, Germany) at 37 ± 
0.5°C.  The equilibrium content of drug dissolved after 24 h was measured by HPLC 
with UV detector as previously described (Section III, B4.3.1).  However, the volume 
ratio of acetonitrile and acetate buffer pH 4.85 was 58:42 and the flow rate was 
decreased to 0.7 ml / min.  This was done to ensure that the nifedipine peak was eluted 
at a retention time that was away from other peaks, possibly brought about by 
degradation in 0.1 M HCl.  Degradation was not observed for the dissolution studies 
because of short 30 min dissolution time (Section III, B4.3.1).  This also indicated that 
a 20 min heating duration during solid dispersion preparation did not bring about 
much degradation of nifedipine (Section III, B4.2.3).  A duration of 24 h for 
nifedipine equilibrium study was sufficient to achieve a steady state where no further 
change in equilibrium solubility of nifedipine was seen.  All experiments were carried 
out in triplicates and the results averaged.   
 
B4.3.3  Surface Tension Study 
Surface tension of 0.1 M HCl solution without and with varying amounts of dissolved 
PEG 3350 was measured using a surface tensiometer (Rosano™, Biolar, USA), based 
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on the Wilhelmy plate principle, at 37 ± 0.5 °C.  A blade, previously cleaned by 
flaming, was slowly lowered onto the surface of the test liquid.  The blade was pulled 
into the bulk of the test liquid upon touching its surface.  The surface tension of the 
test liquid was taken as the force required to remove the blade from the liquid.  All 
experiments were carried out in triplicates and the results averaged. 
 
B4.3.4  Size Analysis by Laser Diffraction 
About 1 g of nifedipine was added to 2 l of aqueous solution containing 0.02 % w/v of 
sodium lauryl sulphate.  The dispersion was agitated using a magnetic stirrer and left 
to stand for 24 h at room temperature (25 ± 1 °C) before passing through a membrane 
filter (pore size = 0.45 µm, Sartorius, Germany).  The filtrate served as a dispersion 
medium for sizing of pure nifedipine powders, interactive mixtures and solid 
dispersions.  The filtrate was saturated with nifedipine to avoid further dissolution of 
nifedipine particles during particle sizing.  Sodium lauryl sulphate, a surfactant, was 
added to the dispersion medium to prevent aggregation of particles. 
 
An appropriate amount of sample was suspended in the dispersion medium and 
subjected to ultrasonication for two consecutive periods of 15 min with a resting 
interval of 10 min to ensure complete dissolution of PEG 3350 and deaggregation of 
nifedipine particles, which was confirmed by microscopic examination before sizing.  
A 10 min interval was included to prevent any rise in temperature, which would affect 
the equilibrium solubility of nifedipine and the accuracy of the size analysis.  
Ultrasonication was not conducted for N1 and interactive mixtures prepared from N1 
as low levels of particle aggregation was observed in these systems.  More 
importantly, ultrasonication was avoided because microscopic examination showed 
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that it caused fragmentation of the relatively larger nifedipine particles.  The particle 
size of nifedipine was measured using a laser diffraction particle size analyser 
(Coulter® LS  230, Coulter Corporation, USA).  All experiments were carried out in 
triplicates and the results averaged. 
 
B4.3.5  Crystallinity Determination by Powder X-Ray Diffraction (PXRD) 
The crystallinity values of PEG 3350 in pre-sieved PEG 3350, interactive mixtures 
and solid dispersions as well as crystallinity of nifedipine in pure nifedipine powders, 
interactive mixtures and solid dispersions were determined with the aid of a PXDR 
(XRD-6000, Shimadzu, Japan) using nickel filtered Cu-Kα radiation, at 40 kV and 30 
mA.  The x-ray diffraction 2θ scanning interval was 0.02° from 8 to 32°.  The duration 
of x-ray irradiation was set at 5 s / 0.02° 2θ, which was slightly longer than normal, so 
as to detect nifedipine peaks in interactive mixtures and solid dispersions containing 
10 % w/w nifedipine.  This could be done because increasing the count time could 
reduce the statistical variation of x-ray.  The relative amounts of each phases in 
crystalline form could be determined by x-ray powder diffraction by calculating the 
quotient of the peak intensity of nifedipine phase at 2θ value of 11.76° (IN) divided by 
the peak intensity of the PEG 3350 phase at 2θ value of 23.22° (IPEG) (Sjökvist et al., 
1991, 1992a, 1993; Mura, 1999).  The IN, IPEG and IN / IPEG values were reported.  All 
experiments were carried out in triplicates and the results averaged. 
 
B4.3.6  Phase Study Using Differential Scanning Calorimetry (DSC) 
DSC thermograms were obtained using a differential scanning calorimeter (DSC-50, 
Shidmazu, Japan).  Samples of 4 – 5 mg, accurately weighed, were crimped in 
standard aluminum pans and heated from 25 – 200 °C at a heating rate of 1 °C / min 
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under constant purging of nitrogen at 40 ml / min.  Indium was used as the calibration 
standard.  The specific heats and melting temperatures of the characteristic peaks were 
recorded.  Slow heating rate was employed because it had been shown that higher 
heating rate would lead to an increase in specific heats and melting points, especially 
for lower molecular weight PEG fractions (Craig and Newton, 1991a). 
 
Theoretical specific heat of PEG 3350 in each of the interactive mixture or solid 
dispersion was normalised by weight basis of PEG 3350 with respect to the 
experimentally derived specific heat of PEG 3350 obtained from the respective 
control, IM0 or SD0 (Sjökvist et al., 1989; Morris et al., 1992).  The percent deviation 
of the calculated theoretical specific heat of PEG 3350 in interactive mixtures from 
the specific heat of PEG 3350 of IM0 was computed.  For solid dispersions, the 
specific heat of PEG 3350 of SD0 was employed in the calculation, instead of IM0.  
This calculation assumed that there was no interaction between nifedipine and PEG 
3350 molecules.  All experiments were carried out in triplicates and the results 
averaged. 
 
B4.4  Statistical Analysis 
The statistical software, SPSS v11.5 was used for parametric statistical computation 
whereas SAS v6.12 was employed to analyse non-parametric data (Friendly, 1989; 
SAS/QC, 1989; SAS/STAT, 1990). 
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IV. RESULTS AND DISCUSSION 
A.  FB Hammer Mill 
A1.  Rationale for the Choice of Equipment and Method Employed 
A1.1  Rationale for Choosing FB Hammer Mill 
According to the literature, hammer milling was able to produce particles between 20-
40 µm in size (Parott, 1974).  Hence, hammer milling was selected to comminute the 
model drug, nifedipine for formulation into interactive mixtures and solid dispersions.  
FB hammer mill, instead of the conventional hammer mill, was employed because the 
former was equipped with a rotating classifier wheel, which allows active 
classification of the milled particles during the milling process.  The classifier will 
ensure that particles leaving the milling chamber are below a certain cut-off size.  
Particles above the cut-off size, which is dictated by the centrifugal force of the 
spinning classifier wheel, are rejected and returned to the grinding zone for further 
milling.  Thus, adjustment of the rotational speed of the classifier wheel provides a 
means of adjusting the centrifugal force to control the upper size limit of particles 
exiting the milling chamber.  In a conventional hammer mill, particles are passively 
classified with the aid of a screen situated at the outlet of the milling chamber.  Milled 
particles usually pass through a path approximately tangential to the rotor, resulting in 
the size of particles collected being much smaller than the screen aperture size 
(Hickey and Ganderton, 2001b).  The usefulness of the conventional hammer mill is 
limited by the screen aperture size that can be employed.  If a very fine aperture size 
screen is used, clogging may occur and prematurely halt the milling process.  Hence, 
the smallest aperture size screen used in the limited number of studies conducted in 
this field was around 0.5 mm and the milled powders obtained were relatively coarse 
(Hajratwala, 1982; Zhang and Johnson, 1997).  Screen clogging is eliminated in FB 
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hammer mill by replacing the screen with a rotating classifier wheel.  The classifier 
wheel is claimed to be able to produce fine powders with narrower particle size 
distribution at an acceptable production rate.  Another advantage of FB hammer mill 
over the conventional hammer mill is the presence of a fluidised bed which improves 
milling as the majority of the particles are individually suspended in the air.  In the 
conventional hammer mill, the particles move together in masses or plugs.  The 
individual particles in the plugs are cushioned from the full impact force of the 
hammer. 
 
A1.2.  Rationale for Choosing Laser Diffraction for Particle Sizing 
Size analysis by laser diffraction is increasingly employed in the industries because of 
its ease and speed of operation.  Thus, it was the method of choice for particle sizing 
in the study of FB hammer mill so that the present study has industrial relevance.  A 
dry powder module was employed for the sizing of unmilled lactose whereas a liquid-
based small volume module was employed for the milled lactose as the latter was 
highly cohesive and existed as aggregates.  Suspending cohesive particles in a liquid 
medium helped to deaggregate the particles for accurate size analysis (Merkku et al., 
1992; Villiers, 1995; Holger et al., 1996; Iacocca and German, 1997).  A good 
dispersion is paramount as accuracy and reproducibility of the sizing data is highly 
dependent on this (Merkku et al., 1992; Iacocca and German, 1997).  The dispersion 
medium used was 2-propanol because Holger et al. (1996) had reported that 2-
propanol was able to deaggregate micronised lactose and lactose had very low 
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A1.3  Rationale for Using RRD Function 
Particle size of powder is usually presented as a distribution because the constituent 
particles are rarely identical.  The distribution may be tabulated, presented graphically 
or mathematically.  If the data follows a mathematical model closely, the expression 
of size distribution mathematically is preferred as it allows the particle size 
distribution to be conveniently presented by parameters of the mathematical model.  
Furthermore, interpolation and comparison between different powders could be made.  
Correlations between the mathematical parameters and milling process variables of 
the FB hammer mill are highly desirable to enable better process control and 
ultimately, assuring higher quality products to be manufactured.  Hence, the RRD 
function was employed to characterise the milled lactose batches because it is suitable 
for the characterisation of skewed particle size distribution produced by the milling 
process.  The function had been successfully applied to crushing and atomisation 
operations (Scanlon and Lamb, 1993; Frances et al., 1996; Djamarani and Clark, 
1997; Wang et al., 1997).  Characterisation of the milled lactose batches by the RRD 
function was found to be appropriate, as the correlation coefficient values for all the 
forty-eight batches were at least more than 0.9636 (Tables 13a-13c).  The starting 
materials were also successfully characterised by the RRD function (Table 14). 
 
A2.  Characteristic of Starting Materials 
Lactose batch of higher mesh number consisted of smaller particles, as shown by its 
lower De and D99 values (Table 14).  It was also more cohesive, as shown by its larger 
angle of repose.  The smaller particles had a larger specific surface area for interaction 
and they gave rise to greater attractive forces between the particles.  According to 
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Table 13a.  Characteristics of milled lactose 100 M produced by different process 
variables of the FB hammer mill. 
 










17.38 ± 1.01 
 
76.94 ± 16.50 
 
1.164 ± 0.048 
 
0.9792 ± 0.0015 
ZPSA2 13.56 ± 0.41 35.07 ± 2.90 1.300 ± 0.005 0.9636 ± 0.0056 
ZPSA3 12.09 ± 0.08 30.98 ± 0.10 1.331 ± 0.007 0.9770 ± 0.0016 
ZPSA4 11.36 ± 0.06 29.26 ± 0.21 1.332 ± 0.006 0.9797 ± 0.0010 
     
ZPSA5 17.89 ± 0.72 163.48 ± 14.68 0.769 ± 0.014 0.9698 ± 0.0030 
ZPSA6 8.14 ± 1.43 36.01 ± 25.59 1.326 ± 0.163 0.9859 ± 0.0241 
ZPSA7 5.32 ± 0.04 15.01 ± 0.04 1.479 ± 0.010 0.9967 ± 0.0006 
ZPSA8 5.79 ± 0.03 14.61 ± 0.19 1.577 ± 0.013 0.9993 ± 0.0002 
     
ZPSA9 14.17 ± 0.05 38.88 ± 0.11 1.271 ± 0.004 0.9821 ± 0.0002 
ZPSA10 13.12 ± 0.29 35.32 ± 0.54 1.315 ± 0.012 0.9905 ± 0.0025 
ZPSA11 14.16 ± 0.02 36.28 ± 0.09 1.289 ± 0.006 0.9675 ± 0.0006 
ZPSA12 13.94 ± 0.10 35.16 ± 0.27 1.314 ± 0.008 0.9679 ± 0.0003 
     
ZPSA13 14.73 ± 1.55 50.17 ± 9.82 1.236 ± 0.055 0.9755 ± 0.0043 
ZPSA14 14.38 ± 0.77 43.26 ± 13.21 1.270 ± 0.038 0.9669 ± 0.0048 
ZPSA15 13.39 ± 0.11 33.90 ± 0.10 1.303 ± 0.009 0.9658 ± 0.0012 
ZPSA16 
 
12.17 ± 0.11 30.78 ± 0.33 1.354 ± 0.006 0.9790 ± 0.0009 
 
a Values determined with the aid of laser diffraction (Dry Powder Module LS 230, 
Coulter Corporation, USA), according to the sizing procedure in Section III, B1.2.1. 













Table 13b.  Characteristics of milled lactose 150 M produced by different process 
variables of the FB hammer mill. 
 









12.28 ± 0.13 
 
33.67 ± 0.07 
 
1.289 ± 0.007 
 
0.9845 ± 0.0010 
ZPSB2 11.07 ± 0.04 30.28 ± 0.09 1.304 ± 0.000 0.9892 ± 0.0002 
ZPSB3 11.55 ± 0.01 29.78 ± 0.26 1.348 ± 0.018 0.9838 ± 0.0007 
ZPSB4 11.15 ± 0.06 28.71 ± 0.19 1.347 ± 0.003 0.9827 ± 0.0004 
     
ZPSB5 9.61 ± 0.77 56.01 ± 10.74 1.128 ± 0.073 0.9676 ± 0.0116 
ZPSB6 7.77 ± 0.83 30.98 ± 14.76 1.314 ± 0.133 0.9891 ± 0.0166 
ZPSB7 5.75 ± 0.23 14.48 ± 0.24 1.558 ± 0.011 0.9985 ± 0.0010 
ZPSB8 5.99 ± 0.08 14.84 ± 0.17 1.558 ± 0.003 0.9974 ± 0.0005 
     
ZPSB9 13.36 ± 0.01 38.12 ± 0.04 1.267 ± 0.003 0.9883 ± 0.0006 
ZPSB10 13.25 ± 0.16 35.72 ± 0.12 1.287 ± 0.007 0.9814 ± 0.0013 
ZPSB11 12.53 ± 0.03 32.91 ± 0.07 1.305 ± 0.004 0.9805 ± 0.0005 
ZPSB12 12.40 ± 0.07 32.23 ± 0.05 1.310 ± 0.014 0.9767 ± 0.0010 
     
ZPSB13 12.62 ± 0.08 32.79 ± 0.21 1.300 ± 0.019 0.9742 ± 0.0024 
ZPSB14 10.80 ± 0.11 29.41 ± 0.08 1.314 ± 0.024 0.9887 ± 0.0014 
ZPSB15 11.67 ± 0.02 30.00 ± 0.05 1.312 ± 0.009 0.9753 ± 0.0008 
ZPSB16 
 
















Table 13c.  Characteristics of milled lactose 200 M produced by different process 
variables of the FB hammer mill. 
 









13.12 ± 1.01 
 
32.55 ± 16.50 
 
1.285 ± 0.000 
 
0.9810 ± 0.0009 
ZPSC2 11.68 ± 0.41 30.71 ± 2.90 1.317 ± 0.006 0.9824 ± 0.0013 
ZPSC3 11.82 ± 0.08 29.90 ± 0.10 1.331 ± 0.005 0.9754 ± 0.0004 
ZPSC4 10.90 ± 0.06 28.46 ± 0.21 1.329 ± 0.009 0.9827 ± 0.0007 
     
ZPSC5 7.41 ± 0.72 23.18 ± 14.68 1.409 ± 0.008 0.9975 ± 0.0001 
ZPSC6 7.03 ± 1.43 22.66 ± 25.59 1.419 ± 0.012 0.9975 ± 0.0004 
ZPSC7 6.39 ± 0.04 19.29 ± 0.04 1.494 ± 0.059 0.9962 ± 0.0007 
ZPSC8 7.09 ± 0.03 22.73 ± 0.19 1.427 ± 0.003 0.9974 ± 0.0004 
     
ZPSC9 14.00 ± 0.05 36.70 ± 0.11 1.258 ± 0.004 0.9869 ± 0.0020 
ZPSC10 13.45 ± 0.29 34.08 ± 0.54 1.275 ± 0.010 0.9841 ± 0.0007 
ZPSC11 12.43 ± 0.02 33.36 ± 0.09 1.286 ± 0.017 0.9826 ± 0.0004 
ZPSC12 12.15 ± 0.10 31.58 ± 0.27 1.319 ± 0.013 0.9799 ± 0.0016 
     
ZPSC13 11.80 ± 1.55 32.13 ± 9.82 1.295 ± 0.006 0.9851 ± 0.0011 
ZPSC14 11.59 ± 0.77 30.77 ± 13.21 1.306 ± 0.008 0.9822 ± 0.0005 
ZPSC15 13.02 ± 0.11 30.75 ± 0.10 1.322 ± 0.016 0.9757 ± 0.0012 
ZPSC16 
 
11.56 ± 0.11 28.48 ± 0.33 1.339 ± 0.008 0.9873 ± 0.0004 
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Carr’s classification (Carr, 1965), the angle of repose reflects the flow properties of 
powders.  A more cohesive powder has a larger angle of repose and poorer flow.  The 
angle of repose values of lactose 100 M, 150 M and 200 M were in the range of 
passable, poor and very poor flow, respectively.  From the n values, lactose 150 M 
and 200 M had rather similar size distributions, which were significantly broader than 
that of lactose 100 M. 
 
A3.  Factors Affecting the FB Hammer Milling Process 
A3.1  Influence of Beater Rotational Speed and Starting Materials 
Comparisons of the De and D99 values of the milled and unmilled lactose batches 
(Tables 13a-13c, 14) showed that all the 3 types of lactose batches (100 M, 150 M and 
200 M) were successfully reduced in particle size, albeit to different extents, under the 
various operation conditions.  For the three grades of lactose studied, an increase in 
beater rotational speed from 12000 to 21000 rpm resulted in decreasing values of D99 
for 8 of the 12 sets of milled lactose batches produced (Tables 13a-13c: ZPSA1-
ZPSA4; ZPSA5-ZPSA8; ZPSA13-ZPSA16; ZPSB1-ZPSB4; ZPSB9-ZPSB12; 
ZPSC1-ZPSC4; ZPSC9-ZPSC12; ZPSC13-ZPSC16).  The remaining 4 sets (Tables 
13a-13c: ZPSA9-ZPSA12; ZPSB5-ZPSB8; ZPSB13-ZPSB16; ZPSC5-ZPSC8) 
exhibited a general decrease in D99 values as illustrated by line plots in Figure 23.  
Similarly, the increase in beater rotational speed was accompanied by concomitant 
direct increase in n values in 6 out of 12 sets (Tables 13a-13c: ZPSA1-ZPSA4; 
ZPSA5-ZPSA8; ZPSA13-ZPSA16; ZPSB9-ZPSB12; ZPSC9-ZPSC12; ZPSC13-
ZPSC16), with the remaining 6 sets (Tables 13a-13c: ZPSA9-ZPSA12; ZPSB1-
ZPSB4; ZPSB5-ZPSB8; ZPSB13-ZPSB16; ZPSC1-ZPSC4; ZPSC5-ZPSC8) 
displaying general increase as indicated by line plots in Figure 24.  Decreasing De 
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values was observed for only 4 out of the 12 sets of milled lactose batches (Tables 
13a-13c: ZPSA1-ZPSA4; ZPSA13-ZPSA16; ZPSB9-ZPSB12; ZPSC9-ZPSC12).  No 
particular trend was noted for batches ZPSA9-ZPSA12 and ZPSC13-ZPSC16 (Tables 
13a and 13c), indicated by the dotted line plots in Figure 25.  General decrease in De 
values was observed for the remaining 6 sets (Tables 13a-13c: ZPSA5-ZPSA8; 
ZPSB1-ZPSB4; ZPSB5-ZPSB8; ZPSB13-ZPSB16; ZPSC1-ZPSC4; ZPSC5-ZPSC8), 
plotted as line plots in Figure 25.  The results showed the influence of the beater 
rotational speed on the outcome of the milling process.  The decreasing particle size 
and size distribution of the milled lactose indicated a higher milling efficiency by 
increasing the rotational speed of the beater system.  This could be ascribed to an 
increase in milling energy supplied by a higher beater rotational speed to break down 
the starting materials.  This led to the decrease in particle size and size distribution of 
the milled lactose batches as the rotational speed of the beater system was increased. 
 
Within their respective sets, ZPSA1, ZPSA5 and ZPSB5 showed markedly higher D99 
values and appreciably lower n values of at least a difference of 0.1 from the rest.  The 
high D99 and low n values of ZPSA1 powder were attributed to the combined effects 
of low beater rotational speed with starting material of relatively large particle size 
and good flowability.  From ZPSB1 and ZPSC1, it was observed that the employment 
of lactose 150 M and 200 M, which had smaller particle size and poorer flowability, 
resulted in markedly lower De and D99 values but significantly higher n values (Tables 
13a-13c: ZPSA1, ZPSB1, ZPSC1).  Unlike ZPSA1, the low n values of ZPSA5 and 
ZPSB5 were also partly affected by the high rotational speed of the classifier wheel.  
This is discussed in Section IV, A3.2. 
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The effect of different starting materials could be clearly seen when a low beater 
rotational speed of 12000 rpm was employed.  Among the 3 types of lactose, lactose 
100 M always produced the highest D99 values (Tables 13a-13c: ZPSA1, ZPSB1, 
ZPSC1; ZPSA5, ZPSB5, ZPSC5; ZPSA9, ZPSB9, ZPSC9; ZPSA13, ZPSB13, 
ZPSC13) (One-Way ANOVA, P < 0.05; LSD Post Hoc Multiple Comparisons Test).  
These values decreased in the following order: lactose 100 M > lactose 150 M > 
lactose 200 M, regardless of the levels of the different operation variables.  Similar 
trend was not observed for the De values.  Nevertheless, the De values were always the 
highest for lactose 100 M.  Thus, these findings clearly demonstrated the importance 
of the beater system and starting materials on the efficiency and outcome of the 
milling process.  As mentioned previously, the energy for size reduction was supplied 
by the rotating beater.  A lower beater rotational speed provided correspondingly less 
energy and consequently reduced the rate and extent of size reduction.  From the 
perspective of the starting material, larger particles require more energy than smaller 
particles to be reduced to the same size.  The particle size of the lactose decreased in 
the following order: lactose 100 M > lactose 150 M > lactose 200 M.  Hence, lactose 
100 M resulted in greater abundance of larger particles in the milling chamber and 
contributed to the propensity for these particles to leave the milling chamber through 
the vanes of the classifier wheel.  It was also noted that the flowability of the lactose 
powder increased in the same order as the particle size.  The reduced milling 
efficiency for lactose 100 M could be explained by its high flowability, which 
aggravated the above situation.  The high flowability of the powder facilitated its 
passage from the feeder to the milling chamber through the gap between the twin 
screw feeder and the wall of the pipe, due to the suction of the blower (Figure 16: K), 
ultimately causing congestion of the milling zone and hindrance to size reduction by 
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impact.  The results clearly showed that the particle size and flow property of the 
starting material played an important role in dictating the size of the milled products, 
especially when low milling energy was supplied, as indicated by a beater rotational 
speed of 12000 rpm. 
 
Despite employing higher beater speed of 15000, 18000 or 21000 rpm to provide 
more milling energy to bring about a greater rate and extent of size reduction, lactose 
100 M still produced the highest De and D99 values in 9 of the 12 sets of processing 
conditions studied (Tables 13a-13c: ZPSA2, ZPSB2, ZPSC2; ZPSA3, ZPSB3, 
ZPSC3; ZPSA4, ZPSB4, ZPSC4; ZPSA6, ZPSB6, ZPSC6; ZPSA11, ZPSB11, 
ZPSC11; ZPSA12, ZPSB12, ZPSC12; ZSPA14, ZPSB14, ZPSC14; ZSPA15, 
ZPSB15, ZPSC15; ZPSA16, ZPSB16, ZPSC16).  Exceptions were observed for the 
other three sets of process variables (Tables 13a-13c: ZPSA7, ZPSB7, ZPSC7; 
ZPSA8, ZPSB8, ZPSC8; ZPSA10, ZPSB10, ZPSC10).  In these cases, the influence 
of starting material was not the major factor governing the particle size of the milled 
products.  Furthermore, lactose 150 M which had intermediate particle size and 
flowability produced lower De and D99 values than lactose 200 M under some of the 
above processing conditions.  This clearly showed the decreasing influence of the 
starting material with increasing amount of milling energy supplied.  The inverse 
relationship exhibited by lactose 150 M showed the greater influence of other process 
variables, such as classifier wheel rotational speed and airflow rate over that of the 
starting materials.  This will be discussed in the subsequent sections. 
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A3.2  Influence of Classifier Wheel Rotational Speed and Starting Materials 
Regardless of the beater rotational speed, the De and D99 values of milled lactose 200 
M produced at the higher classifier wheel rotational speed of 15000 rpm were always 
smaller than those produced at a lower rotational speed of 5000 rpm (Table 13c: 
ZPSC1 vs. ZPSC5; ZPSC2 vs. ZPSC6; ZPSC3 vs. ZPSC7; ZPSC4 vs. ZPSC8).  A 
higher rotational speed of the classifier wheel is expected to exert a greater centrifugal 
force.  Hence, under a controlled milling environment, only smaller lactose particles, 
which were lighter in weight, could be entrained by the airflow against the centrifugal 
effect, to pass through the vanes of the classifier wheel into the product collection bin 
or filter system.  This explained the lower De and D99 values obtained using a higher 
classifier wheel speed.  Since larger particles could not escape into the collection bin, 
the size distribution of milled product was consequently narrower, as indicated by the 
larger n values.  The results clearly showed that the efficiency of the classifier wheel 
was increased by employing a higher rotational speed of 15000 rpm. 
 
The  above  findings  were not fully applicable to lactose 100 M and 150 M.  For 
these grades of lactose, the efficiency of the classifier wheel was also affected by the 
beater rotational speed employed.  When a rotational speed of 12000 rpm was used for 
the beater system, the higher classifier rotational speed resulted in larger particle sizes 
and broader size distributions than the lower classifier wheel speed (Tables 13a and 
13b: ZPSA1 vs. ZPSA5; ZPSB1 vs. ZPSB5) (Independent Student T-Test, P < 0.05).  
As noted earlier (Section IV, A3.1), the D99 values of ZPSA5 and ZPSB5 were 
markedly larger while the n values were appreciably lower than the rest within the 
group (Tables 13a and 13b: ZPSA5, ZPSA6, ZPSA7, ZPSA8; ZPSB5, ZPSB6, 
ZPSB7, ZPSB8).  This suggested that the milling process, which was highly 
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dependent on the function of the classifier wheel, was adversely affected by a low 
beater rotational speed. 
 
The reduced milling energy supplied by a low beater rotational speed was inadequate 
for reducing the size of the larger lactose 100 M and 150 M particles and, in turn, 
limited their passage through the vanes of the classifier wheel.  The large lactose 
particles were initially prevented from leaving the milling chamber by the strong 
centrifugal force exerted by the high classifier wheel rotational speed of 15000 rpm.  
They were repeatedly returned to the grinding zone of the beater system for further 
milling action.  Meanwhile, lactose powder continued to be fed into the milling 
chamber, leading to a gradual build up of the material in the chamber.  At a critical 
level, the build up in powder mass would compromise the classifier wheel efficiency, 
resulting in larger particles passing through the vanes of the classifier wheel into the 
product collection bin.  This undesirable phenomenon was greater for lactose 100 M 
than lactose 150 M and not observed for lactose 200 M, since the De value of ZPSA5 
was larger than that of ZPSA1 unlike the lower De values of ZPSB5 and ZPSC5 when 
compared to those of ZPSB2 and ZPSC2, respectively (Tables 13a-13c: ZPSA1 vs. 
ZPSA5; ZPSB1 vs. ZPSB5; ZPSC1 vs. ZPSC5).  At a higher beater rotational speed 
of 15000 rpm, the influence of starting material was lesser but not completely 
overcome because the De values of ZPSA6 and ZPSB6 were lower than those of 
ZPSA2 and ZPSB2 but the reverse was still observed for the D99 values of ZPSA6 and 
ZPSB6 (Tables 13a and 13b: ZPSA2 vs. ZPSA6; ZPSB2 vs. ZPSB6).  This was unlike 
ZPSC6 where both the De and D99 values were lower than ZPSC2 indicating 
controlled milling environment (Table 13c: ZPSC2 vs. ZPSC6).  A comparison of De, 
D99 and n values of ZPSA5, ZPSB5 and ZPSC5 and those of ZPSA6, ZPSB6 and 
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ZPSC6 (Tables 13a-13c: ZPSA5, ZPSB5, ZPSC5; ZPSA6, ZPSB6, ZPSC6), shows 
that the difference in magnitudes decreased as the beater rotational speed increased 
from 12000 rpm to 15000 rpm.  This again indicates that the influence of particle size 
and flowability of starting materials was lesser at higher milling energy.  From the 
results, it could be inferred that at low and intermediate levels of milling energy as 
represented by beater rotational speeds of 12000 and 15000 rpm, starting materials of 
larger particle size, and possibly higher flowability, were more likely to cause a 
compromise of the classifier wheel efficiency. 
 
However, when a high beater rotational speed of 18000 rpm or 21000 rpm was 
employed for lactose 100 M and 150 M at classifier wheel rotational speed of 15000 
rpm significantly lower De and D99 values and higher n values were obtained (Tables 
13a and 13b: ZPSA3 vs. ZPSA7; ZPSA4 vs. ZPSA8; ZPSB3 vs. ZPSB7; ZPSB4 vs. 
ZPSB8) (Independent Student’s T-Test, P < 0.05).  The same trend was observed for 
lactose 200 M, irrespective of the beater rotational speed employed (Table 13c: 
ZPSC1 vs. ZPSC5; ZPSC2 vs. ZPSC6; ZPSC3 vs. ZPSC7; ZPSC4 vs. ZPSC8).  This 
illustrated that the classification selectivity provided by a high classifier wheel 
rotational speed of 15000 rpm could be compromised if insufficient milling energy 
was provided by the beater system.  Like the milled lactose 200 M batches, ZPSA7, 
ZPSA8, ZPSB7 and ZPSB8 had high n values of at least 1.479 (Tables 13a and 13b: 
ZPSA7; ZPSA8; ZPSB7; ZPSB8).  The difference in the De and D99 values among the 
three grades of lactose was less than that obtained at low milling energy supplied by 
beater rotational speed of 12000 rpm.  This further showed that when sufficient energy 
was supplied, the influence of the starting material was reduced (Tables 13a-13c: 
ZPSA5, ZPSB5, ZPSC5; ZPSA7, ZPSB7, ZPSC7; ZPSA8, ZPSB8, ZPSC8).  Hence, 
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when there was sufficient milling energy, the classifier wheel would operate 
efficiently, leading to the production of milled lactose with small particle size and 
narrow size distribution.  The milled powder produced in the current study using the 
FB hammer mill was much finer than the powders produced by conventional hammer 
mills employed by Hajratwala (1982) and Zhang and Johnson (1997), who 
respectively produced powders with an arithmetic mean size of about 220 µm and an 
approximate upper size limit of 100 µm.  It should however be pointed out that direct 
comparison between the results should be interpreted with caution due to the use of 
different process variables and equipment among the studies. 
 
A3.3  Influence of Airflow Rate and Starting Materials 
When lactose 150 M and 200 M powders were used, the higher airflow rate of 
90 m3 / h consistently produced milled lactose batches with larger De and D99 values 
and lower n values, as compared to those produced at the lower airflow rate of 80 m3 / 
h (Tables 13b and 13c: ZPSB1 vs. ZPSB9; ZPSB2 vs. ZPSB10; ZPSB3 vs. ZPSB11; 
ZPSB4 vs. ZPSB12; ZPSC1 vs. ZPSC9; ZPSC2 vs. ZPSC10; ZPSC3 vs. ZPSC11; 
ZPSC4 vs. ZPSC12).  This could be explained by the greater airflow rate carrying the 
milled particles through the vanes of the classifier wheel.  With a greater air velocity, 
the particles in the milling chamber would have increased kinetic energy.  This 
enabled the larger particles to overcome the centrifugal force imparted by the spinning 
classifier wheel that prevented the particles from leaving the milling chamber.  
Consequently, larger particles were collected in the product collection bin, resulting in 
higher De and D99 values and lower n values. 
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However, the above trends for lactose 150 M and 200 M were not observed for lactose 
100 M, particularly at beater rotational speeds of 12000 and 15000 rpm.  A combined 
low beater rotational speed of 12000 rpm and a high airflow rate of 90 m3 / h, resulted 
in markedly lower De and D99 but higher n values for ZPSA9 when compared to 
ZPSA1 (Table 13a: ZPSA1 vs. ZPSA9).  The lower energy provided by a low beater 
rotational speed was inadequate to mill down the large particles of lactose 100 M.  
Thus, the larger particles remained in the milling chamber.  As the lactose continued 
to be fed from the feeder, the milling chamber gradually became congested, affecting 
the efficiency of the classifier wheel as discussed in Section VI, A3.2.  This gave rise 
to larger De and D99 values and lower n value for ZPSA1.  In the case of ZPSA9, the 
increase in kinetic energy by a higher airflow rate probably encouraged the passage of 
some particles through the vanes of the rotating classifier wheel, reducing the 
probability of having a congested environment from arising.  This explained the 
relatively low De and D99 but high n values of ZPSA9 when compared to ZPSA1.  At 
a higher beater speed of 15000 rpm, lower D99 value was observed for ZPSA2 when 
compared to ZPSA10 (Table 13a: ZPSA2 vs. ZPSA10).  The difference in D99 values 
for ZPSA2 and ZPSA10 was less marked than the difference in D99 values of ZPSA1 
and ZPSA9 (Table 13a: ZPSA1 vs. ZPSA9; ZPSA2 vs. ZPSA10).  However, higher 
De and lower n values were still maintained for ZPSA2 versus ZPSA10.  This 
indicated that the level of milling energy supplied by the beater system, although 
higher, was still insufficient for lactose 100 M, such that the De value for milled 
lactose batch produced by ZPSA2 conditions, to be lower than De value of ZPSA10.  
This set of process variables as represented by ZPSA2, probably represented a 
transitional phase where the milling energy was insufficient to totally overcome the 
effects associated with the larger particle size and better flowability of lactose 100 M.  
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Hence, the effect of an increase in kinetic energy associated with the use of higher 
airflow rate cannot be demonstrated.  When the beater speed was further increased to 
18000 or 21000 rpm, the amount of milling energy supplied was adequate and the 
problem of congestion in the milling chamber was avoided.  Therefore, at an airflow 
rate of 90 m3 / h, higher De and D99 but lower n values were obtained for ZPSA11 and 
ZPSA12 when compared to ZPSA3 and ZPSA4 respectively (Table 13a: ZPSA3 vs. 
ZPSA11; ZPSA4 vs. ZPSA12) (Independent Student’s T-Test, P < 0.05), just like the 
effects on lactose 150 M and 200 M as mentioned earlier.  The results showed that the 
influence of the airflow rate was affected by the starting material and beater rotational 
speed. 
 
A3.4  Influence of the Length of Grinding Zone and Starting Materials 
Replacing the long grinding zone with a short one resulted in varying effects as the De, 
D99 and n values of the milled product did not show any particular trend (Tables 13a-
13c: ZPSA1 vs. ZPSA13; ZPSA2 vs. ZPSA14; ZPSA3 vs. ZPSA15; ZPSA4 vs. 
ZPSA16; ZPSB1 vs. ZPSB13; ZPSB2 vs. ZPSB14; ZPSB3 vs. ZPSB15; ZPSB4 vs. 
ZPSB16; ZPSC1 vs. ZPSC13; ZPSC2 vs. ZPSC14; ZPSC3 vs. ZPSC15; ZPSC4 vs. 
ZPSC16).  For ease of comparison, the differences between the De values (De long - De 
short) and between the D99 values (D99 long - D99 short), when the grinding zone was 
changed from long to short, were plotted (Figure 26).  Difference with a positive value 
indicated decrease in De or D99 value when the long grinding zone was changed to a 
short one.  The length of the grinding zone did not have any significant influence on 
the D99 values of milled lactose 150 M and 200 M as shown in Figure 26.  However, 
its effect on lactose 100 M was dependent on the beater rotational speed employed.  
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At a low beater rotational speed of 12000 rpm, the use of a short grinding zone 
resulted in lower D99 value.  The trend was reversed when higher beater rotational 
speeds were employed, with the difference in magnitude between D99 values 
decreasing with increasing beater rotational speed. 
 
The above results further supported the critical role of the beater system, which 
provided the milling energy for particle size reduction.  Only when milling energy was 
inadequate, the influence of grinding zone became more apparent.  At low beater 
rotational speed, where inadequate milling energy was provided, the long grinding 
zone resulted in less efficient size reduction as compared to the short grinding zone.  
This suggested a more orderly flow of particles as they glided along the surface of the 
long grinding zone after impact.  As size reduction was brought about by impact of 
particles on the grinding surfaces, this would effectively decrease size reduction by 
impact.  At a higher beater speed of 15000 rpm, the larger amount of energy provided 
enabled the particles to deflect from the surface upon impact.  As a longer grinding 
zone would provide a larger area for impact of particles, this probably explained the 
lower D99 values obtained.  However, as the beater rotational speed continued to 
increase, the effect of the long grinding zone was reduced as the highly energised 
particles struck the grinding surface at exceedingly high speed.  The same trend was 
observed for the De values, which illustrated that the effect of the grinding zone varied 
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A3.5  Relative Importance of the Process Variables and Starting Materials 
The results obtained (Sections IV, A3.1-A3.4) had clearly shown that interactions 
existed between the process variables and the particle size and flowability of the 
starting material.  These factors were not mutually exclusive because the effect of one 
process variable was dependent on the other process variables.  The beater rotational 
speed, which provided the milling energy, exerted an important influence on the 
outcome of the milling process.  Increase in beater speed resulted in the production of 
finer milled products with narrower particle size distribution.  At low beater rotational 
speed, the particle size and flowability of the starting material played important roles 
in determining the particle size and size distribution of the milled products.  A starting 
material containing larger particles and with better flow property had a tendency to 
cause overloading of the milling chamber, which adversely affected the efficiency of 
the classifier wheel.  Hence, the operation of the FB hammer mill required ample 
amount of milling energy to be supplied in order to have a controlled milling process.  
Under a controlled milling environment provided by beater rotational speeds of 18000 
rpm and 21000 rpm, a higher classifier wheel rotational speed resulted in the 
production of milled products with smaller particles and narrower particle size 
distributions whereas the reverse was observed with a higher airflow rate.  The length 
of the grinding zone exerted minimal effect.  Classifier wheel rotational speed played 
a relatively more important role than the other two process variables since an increase 
of classifier wheel speed from 5000 rpm to 15000 rpm caused a marked decrease in De 
and D99 values and a significant increase in n values (Tables 13a-13c: ZPSA3 vs. 
ZPSA7; ZPSA4 vs. ZPSA8; ZPSB3 vs. ZPSB7; ZPSB4 vs. ZPSB8; ZPSC3 vs. 
ZPSC7; ZPSC4 vs. ZPSC8).  Unlike classifier wheel rotational speed, the effects of 
the other two process variables were less marked (Tables 13a-13c: ZPSA3 vs. 
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ZPSA11; ZPSA4 vs. ZPSA12; ZPSA3 vs. ZPSA15; ZPSA4 vs. ZPSA16; ZPSB3 vs. 
ZPSB11; ZPSB4 vs. ZPSB12; ZPSB3 vs. ZPSB15; ZPSB4 vs. ZPSB16; ZPSC3 vs. 
ZPSC11; ZPSC4 vs. ZPSC12; ZPSC3 vs. ZPSC15; ZPSC4 vs. ZPSC16). 
 
A4.  Complementary Roles of De and D99
From the above discussion, it is apparent that D99 values were more sensitive than De 
values for indicating the loss of efficiency of the classifier wheel brought about by a 
congested environment in the milling chamber.  This is because the classifier wheel 
restricts the top size of the milled powder from leaving the milling chamber and since 
D99 value is the value at the 99th percentile cumulative undersize distribution, it would 
aptly indicate the cut-off precision of the classifier wheel. 
 
De value was a less sensitive indicator of efficiency of the classifier wheel as it was 
relatively close to the median of the particle size distribution and a change in process 
variable was not expected to affect the median particle size as much as the size at the 
99th percentile.  However, when De and D99 values were employed together, they were 
able to indicate transitional phases when insufficient milling energy was supplied as 
illustrated by ZPSA2, ZPSA6, ZPSB5 and ZPSB6 (Tables 13a and 13b).  Thus, these 
two parameters complemented each other in the characterisation of the milling process 
of the FB hammer mill.  Also, the absolute dependence on D99 as a single 
characterising parameter would be inadvisable since this parameter lies near the end of 
the particle size distribution and thus, not representative of the particle size of the 
product.  Hence, the choice of another parameter, such as De, was necessary. 
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B.  FBO Jet Mill 
B1.  Rationale for the Choice of Equipment and Method Employed 
B1.1  Rationale for Choosing FBO Jet Mill 
From the results given in Section IV, A, it was seen that FB hammer mill was more 
for fine grinding than ultrafine grinding.  Ultrafine grinding, i.e., grinding to produce 
particle size approaching 1 µm, is commonly achieved using the fluid energy mill or 
the ball mill.  Ultrafine grinding using the ball mill is usually associated with long 
milling time and rise in product temperature, which may be overcome by employing 
the vibrating ball mill with a cooling element.  The single biggest disadvantage of 
using the ball mill is the likelihood of erosion of the grinding surfaces, contaminating 
the micronised product (Hickey and Ganderton, 2001b).  Use of the fluid energy mill 
will eliminate this problem and the expansion of compressed air will cool the 
micronisation process substantially, hence, the fluid energy mill is preferred to the ball 
mill for pharmaceutical particle development purposes. 
 
FBO jet mill was selected for the present study instead of the conventional fluid 
energy mill or earlier versions of the opposed jet mill because it has a number of 
features that were not present in the older models.  FBO jet mill employs a fluidised 
bed and opposing jet streams to provide head-on impact of particles.  The fluidised 
bed confers many advantages.  It increases the frequency of impact between particles 
because of the high particle concentration in the vicinity of the micronising zone due 
to the formation of the fluidised bed.  Thus, the energy consumption of this class of jet 
mill is lower (Vogel, 1991).  The fluidised bed also acts as a sound absorber, reducing 
the level of noise emission. 
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The FBO jet mill uses a high-speed classifier wheel system for particle exit 
classification, thus forming a closed-circuit grinding environment.  This is unlike the 
earlier versions of the opposed jet mill, which used a cyclone as the internal classifier 
to bring about closed-circuit operation.  This form of classification did not manage to 
produce particles below 10 µm (Dobson and Rothwell, 1969/70).  It is suggested that 
the use of the FBO jet mill will ensure better control over the particle size and size 
distribution of the micronised particles as the upper cut-off size is defined by the 
classifier wheel rotational speed.  Particles that are larger than the cut-off size will not 
get pass the classifier stage and will be returned to the micronising zone.  The batch 
and continuous micronising kinetics of this relatively new FBO jet mill were recently 
investigated with hydrargillite as the model grinding material, to better characterise 
the operation of this type of jet mill (Berthiaux et al., 1999a, 1999b).  The usefulness 
of the classifier wheel system has led to the design of an air classification system, 
termed as the MikroCut MC, for classifying particles of size below 10 µm (Galk et al., 
1999). 
 
B1.2  Rationale for Choosing SEM for Particle Sizing 
SEM was selected for characterising the micronised lactose batches because the 
particles could be magnified, allowing the size and shape (Section III, B2.2.2) of the 
particles to be measured with greater accuracy.  It is often used as an absolute method 
for particle analysis because it allows direct viewing and measurement (Allen, 1997b).  
The lower resolution limit of the SEM is about 20 nm, making it appropriate for sizing 
the micronised lactose batches, which were expected to be fine. 
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B1.3  Choice of Characterising Parameters 
Lactose 100 M was employed to study the micronisation process using the FBO jet 
mill.  Table 15 shows the descriptive statistics of the unmilled lactose 100 M and the 
micronised products obtained using different process conditions.  Size frequency 
distributions of all the micronised products were plotted and examined.  Figure 27 
shows a typical plot of the micronised products.  The size distributions of the all the 
batches were positively skewed as a larger proportion of the micronised particles was 
in the smaller size range, with a trailing portion of larger particles at the opposite end 
of the particle size distribution (Table 15). 
 
Shapiro-Wilk test (Pett, 1997) for normality was carried out to determine whether the 
size distribution data conformed to the normal distribution.  This was carried out by 
SAS v6.12 using the capability procedure (Friendly, 1989; SAS/QC, 1989).  The 
probability values were less than 0.05 for all the micronised batches, indicating that 
the size distributions were not gaussian.  Since the RRD function (Rosin and 
Rammler, 1933) could not be considered for this part of the investigation as explained 
earlier (Section III, B2.2.1), thus, De and n values, which are the characterisation 
parameters of the RRD function, were not employed in this part of the study.  In order 
to obtain a mathematical function to describe the micronised lactose, the data was 
fitted into three theoretical functions, namely the log-normal, Weibull and gamma 
functions.  These functions are common mathematical functions that had been used to 
describe particle size distribution in powder processing (Yu and Standish, 1990).   
 
The purpose of fitting particle size distributions into mathematical models was to 
characterise the micronised products for the studying of the FBO jet mill process 
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Table 15.  Descriptive statistics and output rates of lactose 100 M processed using the 
FBO jet mill under different conditions. 
 
Size (µm) 
 Percentilec  
Batch Code Spana Skewnessb
5th 50th 99th
Output Rated
(g / min) 
       
Lactose 100 M 1.21 0.53 45.15 123.72 277.45 Not 
Applicable 
       
AFGA1 3.11 1.68 1.28 2.84 16.65 9.42 
AFGA2 1.99 1.83 0.74 1.58 6.88 5.07 
AFGA3 2.41 1.84 0.44 0.91 4.82 3.39 
AFGA4 1.93 1.89 0.42 0.99 4.06 2.26 
       
AFGB1 3.57 2.67 0.81 1.90 17.34 19.34 
AFGB2 3.11 2.02 0.54 1.27 8.77 8.62 
AFGB3 2.25 1.91 0.42 0.94 4.54 4.84 
AFGB4 2.34 2.04 0.33 0.76 4.17 3.79 
       
AFGC1 2.81 1.63 1.79 4.12 22.84 29.63 
AFGC2 2.50 1.47 0.87 2.12 10.21 11.38 
AFGC3 2.18 1.54 0.53 1.34 5.71 5.88 
AFGC4 1.97 1.62 0.48 1.06 4.49 4.59 
       
AFGD1 4.02 2.01 1.05 2.09 16.49 14.42 
AFGD2 2.82 2.31 0.57 1.25 9.28 9.66 
AFGD3 2.25 2.31 0.38 0.87 4.28 5.36 
AFGD4 2.07 1.99 0.41 0.89 4.06 4.04 
       
AFGE1 3.83 2.43 0.87  1.92 16.39 26.88 
AFGE2 2.49 2.54 0.50 1.14 7.19 12.48 
AFGE3 2.34 1.74 0.39 0.89 4.26 9.40 
AFGE4 2.23 1.90 0.37 0.78 4.19 8.07 
       
AFGF1 3.96 2.77 0.76 1.61 19.38 28.62 
AFGF2 3.25 2.13 0.52 1.04 7.48 19.32 
AFGF3 2.51 2.34 0.41 0.82 5.05 10.03 
AFGF4 
 
2.49 2.01 0.36 0.74 4.03 10.55 
To be continued on the following page… 
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…continued from previous page. 
Size (µm) 
 Percentilec  
Batch Code Spana Skewnessb
5th 50th 99th
Output Rated
(g / min) 
       
AFGG1 3.56 2.28 0.93 2.14 19.07 18.45 
AFGG2 2.89 1.88 0.54 1.24 7.29 7.51 
AFGG3 2.43 1.90 0.38 0.84 4.66 5.20 
AFGG4 2.81 1.86 0.35 0.75 4.53 4.36 
       
AFGH1 4.42 2.03 0.88 1.98 19.71 34.21 
AFGH2 3.73 1.71 0.54 1.20 8.66 18.71 
AFGH3 1.86 2.09 0.39 0.88 4.05 8.99 
AFGH4 2.05 1.81 0.42 0.91 4.05 7.99 
       
AFGI1 4.42 2.12 0.85 1.92 17.73 38.68 
AFGI2 2.83 1.88 0.58 1.39 8.47 21.75 
AFGI3 2.54 2.14 0.39 0.84 4.28 12.36 
AFGI4 2.67 1.71 0.35 0.70 3.87 11.97 
       
 
a Difference between the 90th and 10th percentile points divided by median (Phadke 
and Eichorst, 1991). 
b Degree of distortion from symmetry of the distribution. 
c Percentile values obtained from cumulative undersize distribution. 
d Output Rate = Amount of micronised product in the product collection bin, 
expressed in grams per min. 
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variables as demonstrated in the study of FB Hammer mill (Section IV, A3).  
However, attempts to fit the particle sizing data into the log-normal, Weibull and 
gamma functions did not produce satisfactory results.  The Chi-square goodness of fit 
values for the unmilled and micronised lactose batches were computed for the three 
models.  It was found that the gamma distribution fitted the unmilled lactose 100 M (P 
= 0.217).  The values for log-normal function for all the micronised products were the
lowest with the exception of the unmilled lactose and AFGH1 (Appendix 4).  
Although the data best fitted the log-normal function, the latter was unacceptable for 
most of the fits (P < 0.05).  Thus, it can be concluded that the above three models 
were unsuitable for characterising the micronised products. 
 
Since the particle size distribution data could not be adequately described by the 
normal distribution, the analysis of variance associated with parametric statistics could 
not be calculated.  For the parametric statistics to be applicable, the assumption that 
each product batch is normally distributed with equal variance must not be violated 
(Wayne, 1995).  If the calculations of the variances were computed with disregard to 
the assumption, it may lead to erroneous conclusion.  The data was not normalised for 
the application of parametric statistics because log-normal function could not be fitted 
to the data, eventhough for positively skewed data, log transformation was frequently 
employed (Pett, 1997).  Thus, nonparametric statistics was selected to analyse the 
data.  With the employment of nonparametric statistics, the median particle size (D50) 
of the batch was employed, together with D99 value, to characterise the micronised 
product since comparison of medians is the basis of nonparametric statistics. 
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B2.  Factors Affecting the Micronisation Process with Respect to Particle Size 
B2.1  Influence of Classifier Wheel Rotational Speed 
From Table 15, it can be seen that micronisation brought about a change in the 
descriptive statistics of the starting material, lactose 100 M.  The gamma distribution 
of lactose 100 M was no longer retained after micronisation (Appendix 4).  The span 
value of unmilled lactose 100 M was 1.21 and it was the lowest value when compared 
to the span values of the micronised products.  The increase in span values of the 
micronised products indicates that the size distribution of lactose 100M increased 
upon micronisation using the FBO jet mill.  This is not surprising as micronisation 
widens the sample size distribution because of the generation of a large proportion of 
fines and a portion of relatively less well-micronised particles.  The skewness of size 
distribution of the micronised lactose 100 M increased from 0.53 to at least 1.47. 
 
It could be seen that the span values within each of the nine sets (series AFGA to 
AFGI) generally decreased as rotational speed of the classifier wheel increased (Table 
15; Figure 28).  This indicates that the size distributions of the micronised products 
became narrower as the rotational speed of the classifier wheel was increased from 
5000 rpm to 15000 rpm.  This could be partly explained by the rates of decrease in 
particle size at 5th, 50th and 99th percentiles of the cumulative percent undersize 
distribution.  The decrease of the upper limit of the particle size distribution as 
represented by the 99th percentile, was more drastic as compared to the lower limit of 
the distribution, as denoted by the 5th percentile.  This contributed to the observed 
corresponding fall in span values within each series. 
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The size classification mechanism of the FBO jet mill appeared to play an important 
role in the micronisation process and it influenced the size distribution of the 
micronised product.  The rotational speed of the classifier wheel created a centrifugal 
force preventing the large particles, entrained by the continuous air current, from 
transversing the classifier wheel.  Consequently, large particles were continuously 
recycled for micronisation to the size below the classifier wheel cut-off size.  The 
classifier wheel would, in effect, dictate the upper cut-size limit of particles that could 
pass through the wheel to the product collection bin.  At the lower end of the size 
distribution, the rate of decrease in particle size at the 5th percentile as the classifier 
wheel rotational speed was increased, was less drastic because of two possible 
reasons.  Firstly, the micronising energy supplied by the FBO jet mill was just 
sufficient to fragment the particles to a certain lower limit.  The lower limit that can be 
attained may be product dependent.  This is supported by the comparable 5th percentile 
values of micronised products obtained when the classifier wheel was rotating at 
13000 rpm and 15000 rpm within each set (Table 15).  Secondly, the 5th percentile 
values were also affected by the classifying effect of the cyclone (Figure 18: D).  
Entrained superfine particles escaped from the cyclone with the airflow and were lost 
to the filtering system.  Although the actual amount of entrained particles lost was 
minimal, it could partially contribute to the lower limit cut-off size of particles in the 
micronised products as this portion of the particles was not accounted for in the total 
amount collected. 
 
The decrease in span values indirectly caused the median particle sizes, the 50th 
percentile values of the particle size distributions, of the micronised lactose to shift 
accordingly.  The median particle sizes were selected for studying the effects of 
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process parameters because of the employment of the nonparametric statistics 
Kruskal-Wallis, which is a one-way analysis of variance by ranks to determine 
whether the sampled batches, produced by increasing the rotational speed from 5000 
to 15000 rpm, came from a population with a common median (Pett, 1997).  This 
statistical test was computed using a statistical programme (SAS/STAT, 1990) for all 
the batches listed in Table 15.  All the Chi-square values obtained were at least 1000 
and the P values were very low.  Thus, the test indicated that increasing the rotational 
speed of classifier wheel was a significant event, resulting in the decrease of the 
median values within all the series.  The three plots in Figure 29 represent a series of 
runs carried out at three different micronising air pressures with a feed load of 350 g.  
The median particle size of the micronised products decreased as the rotational speed 
of the classifier increased.  Similar plots were also obtained when 250 or 450 g feed 
loads were used.  Dunn Multiple Comparisons procedure (Pett, 1997) was performed 
to examine which product batch contributed to the observed significance within each 
series.  All the four micronised product batches within each series were significantly 
different from each other except for those in the AFGA series (Table 15: AFGA1 to 
AFGA4).  The median particle size values of batches AFGA3 and AFGA4 were not 
significantly different from each other.  The procedure was computed with α = 0.1, 
adjusted for inflated Type I error by using Bonferroni’s inequality (Pett, 1997).  It 
could be concluded that the rotational speed of the classifier wheel was an important 
process variable, which dictated the size of the micronised product.  Similar 
conclusion was made by Berthiaux et al. (1999b). 
 
The classifier wheel is an important component of the FBO jet mill because alteration 
of this process variable enabled the preparation of products of different particle sizes.  
IV.  Results and Discussion 
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Figure 29.  Effect of classifier wheel rotational speed on median particle
size of micronised product at feed load of 350 g.  (0.3 MPa, c; 0.4 MPa, ;
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By plotting the median particle size against the rotational speed of the classifier wheel 
(Figure 29), a calibration plot can be prepared for determining the size reduction 
capability of the FBO jet mill.  However, the relationship between the median particle 
size and rotational speed of classifier wheel may be product specific but trends are 
expected to be similar. 
 
As the values of the median particle size decreased, the product output rates from the 
mill were also reduced with the exception of AFGF1 to AFGF4 (Table 15).  The fall 
in product output rate was expected as particles had to remain in constant reflux in the 
micronising chamber of the FBO jet mill to be sufficiently reduced in size before 
being able to pass through the vanes of the classifier wheel.  Longer reflux time 
required for particles undergoing micronisation would be translated to lower product 
output rate. 
 
B2.2  Influence of Feed Load 
The micronised products were divided into different series to study the effects of feed 
load (Table 16) and micronising air pressure (Table 17) on the micronisation process.  
The effect of feed load on product median particle sizes was investigated at 
micronising air pressures of 0.3, 0.4 and 0.5 MPa.  Figure 30 shows the empirical 
distribution functions (EDFs) for feed loads of 250, 350 and 450 g (representing 
batches AFGC3, AFGF3 and AFGI3 respectively) at classifier wheel rotational speed 
of 13000 rpm and micronising air pressure of 0.5 MPa.  It could be seen that the EDF 
for feed load of 250 g (Figure 30: AFGC3) is on the right side of the other two plots 
(Figure 30: AFGF3 and AFGI3), giving rise to larger values of D50 and D99 
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Figure 30.  Empirical distribution functions for varying feed loads at
micronising air pressure of 0.5 MPa and classifier wheel rotational speed of
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(Table15: AFGC3, AFGF3, AFGI3).  Thus, the feed load of 250 g gave rise to 
micronised product with a larger fraction of particles in the higher size range when 
compared to feed loads of 350 and 450 g at a grinding pressure of 0.5 MPa.  This 
trend in EDFs and larger D50 and D99 values for lower feed loads were also observed 
when the classifier wheel was set at rotational speeds of 5000, 9000 and 15000 rpm 
(Table 15: AFGC1, AFGF1, AFGI1; AFGC2, AFGF2, AFGI2; AFGC4, AFGF4, 
AFGI4).  However, the above trends in EDFs, D50 and D99 values were not always 
observed when the micronising air pressure was reduced to 0.3 and 0.4 MPa (Table 
15: AFGA1, AFGD1, AFGG1; AFGA2, AFGD2, AFGG2; AFGA3, AFGD3, 
AFGG3; AFGA4, AFGD4, AFGG4; AFGB1, AFGE1, AFGH1; AFGB2, AFGE2, 
AFGH2; AFGB3, AFGE3, AFGH3; AFGB4, AFGE4, AFGH4).  The results obtained, 
particularly for micronising air pressure of 0.5 MPa, was unexpected as a lower feed 
load would require less energy for particle size reduction and thus would be 
micronised to a greater extent.  Moreover, a high feed load of 450 g was expected to 
result in a higher probability of large particles getting through the classifier wheel as 
more particles were thrown against the classifier wheel. 
 
The apparently poor efficiency of micronisation with lower feed load was probably 
due to the method employed for varying the feed load runs.  The desired load was 
placed directly into the micronising chamber at the start of micronisation (Figure 18: 
B).  This was done to ensure that a known load was in micronising chamber for the 
better understanding of the micronisation process.  With a feeder, it was extremely 
difficult to estimate the actual load in the micronising chamber because continuous 
feeding would alter the load during micronisation.  A lighter load of 250 g was more 
IV.  Results and Discussion 
easily fluidised when the micronising air enters the micronising chamber.  On the 
contrary, heavier loads of 350 and 450 g, required more time to overcome their inertia 
and become fluidised.  For the 250 g load of powder, fluidisation was rapid when the 
micronising air was introduced.  This rapid fluidisation caused the lactose particles to 
impinge en masse on the classifier wheel, resulting in a temporary fall in the 
classifying efficiency of the wheel.  Thus, an increase in the particle size distribution 
was obtained when load of 250 g was employed.  This phenomenon would best be 
described as start-up loss of efficiency of the classifier wheel.  For higher loads, the 
operational efficiencies were consistent.  Thus, the plots for batches AFGF3 and 
AFGI3 are close together (Figure 30).  This observation was evident only when the 
mill was operating at a relatively high micronising air pressure of 0.5 MPa.  At 
micronising air pressures of 0.3 and 0.4 MPa, no start-up loss of efficiency was 
observed because the micronising air pressures were not sufficiently high to rapidly 
fluidise the powder masses.  This observation was further confirmed by using the 
Kruskal-Wallis test which showed that at least one of the micronised batch was 
significantly different from the other two (Table 16: AFGC1, AFGF1, AFGI1; 
AFGC2, AFGF2, AFGI2; AFGC3, AFGF3, AFGI3; AFGC4, AFGF4, AFGI4).  Dunn 
Multiple Comparisons procedure was subsequently employed to identify the batch that 
was significantly different.  It was found that when 0.5 MPa was used with various 
rotational classifier wheel speeds studied, the product batches obtained when feed 
loads were 250 g were statistically different those obtained with feed loads of 350 and 
450 g.  Figures 31a-31d clearly show that the batches of low feed load and high 
micronising air pressure had the highest median particle sizes.  When 0.4 MPa was 
employed with rotational speed of 5000 or 13000 rpm, the effect of feed load was 
insignificant (Table 16). 
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When the powder feed was placed directly in the micronising chamber, the start-up 
loss of efficiency of the classifier wheel was only observed at low feed load.  This 
phenomenon would likely to occur when the feeder was utilised (Figure 18: A).  At 
the start-up of the machine, the micronising chamber is empty.  The particles that 
gradually enter the micronising chamber from the feeder will instantly be thrown 
against the classifier wheel.  The loss in efficiency of the classifier wheel will 
diminish with time as the fluidised bed builds up in the micronising chamber.  This
potential problem could be overcome by filling the micronising chamber with an 
optimised load before the micronisation process is started.  The alternative solution 
could be to discard the initial fraction of the micronised product. 
 
B2.3  Influence of Micronising Air Pressure 
With the exception of 15000 rpm, the micronised products obtained at the same 
rotational speed of the classifier wheel were not significantly different when a powder 
feed load of 450 g was used with different micronising air pressures of 0.3, 0.4 and 0.5 
MPa (Table 17, Figure 31).  The effect of varying micronising air pressures did not 
bring about any significant difference between the batches because of the relatively 
high feed load used.  A feed load of 450 g could create a “congested” environment of 
particles in the vicinity of the classifier wheel and caused the selectivity of the 
classifier wheel to decrease.  However, at 15000 rpm, the high centrifugal force 
brought about by the high rotational speed would be more effective in repelling 
particles and reducing the congestion of particles in the vicinity of the classifier wheel.  
This enabled the effect of varying micronising air pressures to be manifested as the 
loss of selectivity by the classifier wheel was less severe.  This was supported by the 
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Kruskal-Wallis which showed insignificant difference between the most of the 
micronised batches (Table 17: AFGG1, AFGH1, AFGI1; AFGG2, AFGH2, AFGI2; 
AFGG3, AFGH3, AFGI3).  A feed load of 450 g, although high, was insufficiently 
critical to cause a total loss of control in the micronisation process because the median 
particle sizes of these products where not larger in values when compared to the 
median particle sizes of batches produced with feed loads of 250 g and micronising air 
pressure of 0.5 MPa (Figure 31). 
 
B2.4  Relative Importance of the Process Variables 
The findings of this part of the investigation revealed that interactions existed between 
the micronising air pressure and the feed load employed.  This would mean that the 
effect of one process variable was highly dependent on the level of operation of the 
other process variable.  Thus, they were not mutually exclusive and in order to obtain 
micronised batch with the smallest median particle size, a combination of an 
intermediate feed load of 350 g and grinding pressure of 0.5 MPa was found to be 
appropriate (Figure 31).  The interactions between the two brought about difficulties 
in predicting micronisation process outcomes, which was unlike the classifier wheel 
rotational speed.  The effect of classifier wheel rotational speed was unaffected by the 
other two variables.  The importance of this process variable over the other two in the 
operation of the FBO jet mill was demonstrated by the general decrease in median 
particle size, D99 and span values of the products obtained when the rotational speed 
of the classifier wheel was increased independent of the levels set by the other two 
process variables (Table 15).  Thus, micronised batches of varying size could be 
obtained by simply changing this process variable. 
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B3.  Complementary Roles of D50 and D99
The complementary roles of D50 and D99 were shown in only one instance under 
Section IV, B2.2, where the start-up loss in classifier wheel efficiency was detected by 
the consistently higher values of D50 and D99 for a low feed load of 250 g when 0.5 
MPa micronising air pressure was used (Table 15: AFGC1, AFGF1, AFGI1; AFGC2, 
AFGF2, AFGI2; AFGC3, AFGF3, AFGI3; AFGC4, AFGF4, AFGI4).  D99 did not 
appear to be very useful in FBO jet mill study as compared to its role in the FB 
hammer mill study (Section IV, A4).  This is partly attributed to the manner in which 
the FBO jet mill study was conducted, where direct loading of the feed load into the 
micronising chamber was carried out instead of using the feeder (Figure 18: A).  
Therefore, the probability of a gross loss of micronisation process control because of 
the continuous feeding of materials into the micronising chamber leading to a mark 
increase in D99 value was unlikely.  Hence, the sole usage of D50 value seemed to be 
sufficient under the current investigation. 
 
B4.  Shape Determination By Image Analysis 
B4.1  Rationale for Studying Particle Shape 
Shape was also characterised because Mosharraf and Nyström (1995) found that 
solvation of sparingly soluble drugs could be affected by particle shape of the drug.  
For particles of the same size, the dissolution rate decreased as the level of flakiness 
and irregularity increased because of the increase in the hydrodynamic boundary layer 
thickness.  Furthermore, Thibert et al. (1988b) suggested that manufacturing processes 
could change the particle shape and showed that micronisation did alter the shape of 
salbutamol sulphate particles (Akbarieh and Tawashi, 1987; Thibert et al., 1988a).  It 
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was therefore of interest to understand the effect of FBO jet milling on particle shape 
in addition to size. 
 
B4.2  Rationale for the Choice of Method 
The shape factors employed in this study were gross in nature, neglecting finer details 
of the particles (Section I, B2.1.1).  They could be measured using any standard image 
analysis package.  Simplicity was the main attractive feature encouraging the 
utilisation of these shape factors over complex factors determined by Fourier analysis 
(Section I, B2.1.2).  The latter would generate a huge data set with high level of 
discrimination for each particle, which might not be useful (Beddow, 1980; Singh and 
Ramakrishnan, 1996).  Thus, a more practical method is to use shape factors which 
are manageable yet sufficiently discriminatory.  It was also of interest to determine 
how the shape factors chosen performed against more complicated shape systems 
employed by earlier investigators (Akbarieh and Tawashi, 1987; Thibert et al., 
1988a). 
 
Scanning electron photomicrographs of particles were employed for particle shape 
analysis so that the shape of the smaller particles could be magnified, viewed and 
measured with greater accuracy.  Plots of the shape factors versus length, breadth and 
Fmax did not reveal any size-dependent shape factors for the original and micronised 
lactose batches, indicating that the magnifications employed for SEM and the setting 




IV.  Results and Discussion 
B4.3  Rationale for the Choice of Process Conditions 
Nine sets of process conditions were chosen to investigate the effects of classifier 
wheel rotational speed and feed load on the shape of the micronised particle produced 
(Table 9).  Micronising air pressure of 0.5 MPa was selected to study the effects of 
start-up loss of classifier wheel efficiency and high feed load on the shape of the 
micronised particles produced. 
 
B4.4  Rationale for Employing Nonparametric Statistics 
Nonparametric statistics was used to analyse the data because the Shapiro-Wilk 
statistical test for normality had indicated that out of the forty distributions of shape 
factors, comprising four distributions for the unmilled lactose and thirty-six for 
micronised lactose, thirty-two did not conform to the normal distribution (Table 18).  
Thus, the median of the cumulative distribution of increasing shape factor value was 
employed for discussion in this part of the study.  The value at the 99th percentile of 
the cumulative distribution of increasing shape factor was not employed in this study 
because there was an upper limit of 1 for circularity and pellips shape factors and the 
employment of D99 value would not be of any value. 
 
B5.  Influences of Process Variables on Particle Shape 
B5.1  Influence of Classifier Wheel Rotational Speed 
The unmilled lactose was found to have the lowest circularity and highest aspect ratio 
and modelx median values, indicating that they were less spherical and more 
elongated than the micronised particles (Table 19).  Micronised particles are rounder 
than unmilled particles because the irregularities of the particles would have been 
abraded under the harsh condition of micronisation (Akbarieh and Tawashi, 1987;
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Table 18.  Results of the Shapiro-Wilk statistical test on the distributions of particle 
shape factors. 
 
Conformance of Shape Factor to Normal Distribution: 
Shape Factor 
Unmilled Lactose Micronised Lactosea
Circularity Yes 0 
Aspect ratio No 0 
Modelx No 0 
Pellips Yes 6 
 
a For each shape factor, 9 batches of micronised lactose obtained using different 
operation parameters were analysed. 
 
Thibert et al., 1988a).  These observations were verified statistically with the aid of 
the Kruskal-Wallis test.  This statistical test was performed for each shape factor using 
the following batches of lactose: unmilled lactose, AFGC1, AFGC2, AFGC4; 
unmilled lactose, AFGF1, AFGF2, AFGF4; and unmilled lactose, AFGI1, AFGI2, 
AFGI4.  The batches within each set were found to be significantly different 
indicating that varying rotational speed of the classifier wheel resulted in the 
production of at least one batch of lactose that was different from the other three 
within the same set.  The Dunn Multiple-Comparisons procedure was subsequently 
carried out to identify the batch or batches that contributed to the observed significant 
difference in the Kruskal-Wallis test.  The procedure was also computed with α = 0.1, 
adjusted for inflated Type 1 error by using Bonferroni’s inequality (Pett, 1997).  The 
results of the Dunn Multiple-Comparisons procedure for the effects of varying 
rotational speeds of the classifier wheel are summarised in Table 20. 
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Table 20 indicates that as the rotational speed of the classifier wheel increased, at feed 
loads of 250 g (unmilled lactose, AFGC1, AFGC2, AFGC4) and 350 g (unmilled 
lactose, AFGF1, AFGF2, AFGF4), all the shape factors except pellips showed 
significant differences between the unmilled and micronised lactose.  This confirms 
earlier observations (Table 19) that the micronised particles were more rounded and 
less elongated than the unmilled lactose.  The insignificant difference between the 
pellips values of the unmilled and micronised lactose suggested that pellips was not as 
sensitive as the other indicators in detecting changes in shape.  The above findings 
were in agreement with those found by other investigators (Akbarieh and Tawashi, 
1987; Thibert et al., 1988a).  The previous groups employed a more complex shape 
system involving Fourier descriptors for comparing the shapes of micronised and 
control salbutamol particles but they did not study the effects of the micronisation 
process variables on the shape of particles produced. 
 
The results displayed in Table 20 also show that there was no significant difference 
between batches AFGC2, AFGC4; AFGF1, AFGF2; AFGI1, AFGI2; AFGI1, AFGI4; 
and AFGI2, AFGI4.  Hence, if a feed load of 250 g was used (AFGC2, AFGC4), it 
was sufficient to employ a classifier wheel rotational speed of 9000 rpm instead of 
15000 rpm as both speeds produced micronised particles of similar shape.  It is always 
advantageous to operate the micronisation process at a lower classifier wheel 
rotational speed as less energy is consumed and this also reduces wear and tear, 
thereby, prolonging the life span of the classifier wheel assembly.  For feed load of 
350 g (AFGF1, AFGF2), it was sufficient to employ a classifier wheel rotational 
speed of 5000 rpm.  A feed load of 450 g (AFGI1, AFGI2; AFGI1, AFGI4; and 
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AFGI2, AFGI4) resulted in the loss of efficiency of the classifier wheel and the shapes 
of the micronised particles obtained were similar, unaffected by the classifier wheel 
rotational speed employed. 
 
It was also observed that an increase in the rotational speed of the classifier wheel 
from 5000 to 15000 rpm was accompanied by a general decrease in the span values of 
the four shape factors for feed loads of 250 and 350 g (Table 19: AFGC1, AFGC2, 
AFGC4; AFGF1, AFGF2, AFGF4).  In the case of feed load of 450 g, with the 
exception of aspect ratio, the other three shape factors did not display a reduction in 
span values despite increasing the rotational speed of the classifier wheel.  A lower 
span value indicates less variation in the shape of the micronised particles whereas a 
higher span value would mean that the particles produced by the micronisation 
process varied greatly in shape and this would only occur when the selectivity of the 
classifier wheel to shape was compromised.  Micronised lactose batches low span 
values in the four shape descriptors were produced at higher classifier wheel speed 
when feed loads of 250 or 350 g were used, indicating that the particles were less 
variable in shape, whereas the shape of the particles produced from feed load of 450 g 
was more variable.  At high feed load of 450 g, more particles were thrown against the 
rotating classifier wheel.  This affected the efficiency of the classifier wheel, enabling 
particles with varying shape to escape from the micronising chamber.  The 
micronisation process was not well-controlled as a result of the adverse effect of a 
high feed load on the classifying efficiency of the classifier wheel.  Consequently, a 
clear reduction in the span values of the shape factors was not observed when the 
rotational speed of the classifier wheel was increased.  The same conclusion was 
reached when size was employed to characterise the micronisation process (Section 
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IV, B2.3).  The two characterising parameters, shape and size, showed similar results, 
strongly indicating that a high feed load of 450 g was undesirable and should be 
avoided.  Thus, it could be concluded that the variation in shape decreased with 
increasing rotational speed of the classifier wheel, from 5000 to 15000 rpm, for feed 
load less than 450 g. 
 
B5.2  Influence of Feed Load 
As the feed load was increased from 250 to 450 g for rotational speeds of 5000 rpm 
(AFGC1, AFGF1, AFGI1), 9000 rpm (AFGC2, AFGF2, AFGI2) and 15000 rpm 
(AFGC4, AFGF4, AFGI4), a general increase in the span values was observed for all 
the four shape factors (Table 19).  This increase in span values indicates higher 
variation in the shape of the micronised particles produced.  As the feed load 
increased, more particles were thrown against the rotating classifier wheel, resulting in 
a lowering of the classifier wheel efficiency as already discussed (Section IV, B5.1).  
The use of size to characterise the FBO jet mill indicated that there was marked loss of 
classifier wheel efficiency when a feed load of 250 g was employed because of the 
start-up loss of efficiency.  The loss in efficiency was found to be more severe than 
when feed load of 450 g was used (Section IV, B2.2).  The shape system did not 
discriminate this loss in classifier wheel efficiency.  The difference in the observation 
could be attributed to the different characterisation schemes employed. 
 
The pellips median value of unmilled lactose was larger than those of micronised 
lactose when feed load of 450 g was used (Table 19: unmilled lactose, AFGI1, 
AFGI2, AFGI4).  This would mean that the unmilled lactose was less elliptical than 
these batches of micronised lactose.  According to previous investigators, micronised 
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particles are rounder and smoother than unmilled particles (Akbarieh and Tawashi, 
1987; Thibert et al., 1988a).  Since the micronised particles in batches AFGI1, AFGI2 
and AFGI4 were more elliptical than the unmilled lactose, it could be inferred that the 
micronisation process with a high feed load was less well-controlled.  The influence of 
varying feed loads on particle shape was similarly investigated with the aid of the 
Kruskal-Wallis test.  For each shape factor, the three sets tested were unmilled lactose, 
AFGC1, AFGF1, AFGI1; unmilled lactose, AFGC2, AFGF2, AFGI2; and unmilled 
lactose, AFGC4, AFGF4, AFGI4.  All the shape factors in the three sets were 
significantly different and the results of the Dunn Multiple-Comparisons procedure 
were subsequently calculated and tabulated in Table 21.  When a higher feed load of 
450 g (AFGI1, AFGI2, AFGI4) was applied, the circularity, pellips and modelx 
median values of the micronised particles were significantly different from those of 
the unmilled lactose (Table 21), confirming earlier observations (Table 19) that these 
micronised particles were more spherical and elliptical and less elongated in nature.  
Eventhough the aspect ratio median values of these three batches were lower than that 
of unmilled lactose, the statistical tests showed that only batch AFGI2 was 
significantly different from the unmilled lactose (Tables 19 and 21).  It could be 
deduced that aspect ratio was not as sensitive as pellips for these less well-micronised 
particles.  There was no significant difference observed between batches AFGC1, 
AFGF1; AFGC2, AFGF2; and AFGC4, AFGF4, indicating that feed loads of 250 and 
350 g consistently produced micronised particles of similar shape at the same 
classifier wheel rotational speed (Table 21).  Thus, this further verified that feed loads 
of 250 and 350 g were within the processing capability of the FBO jet mill. 
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B6.  Potential Monitoring Indicators for the Micronisation Process 
Tables 20 and 21 show that circularity and modelx were able to distinguish 
micronised lactose from unmilled lactose.  However, other studies had shown that 
these two shape factors were not sensitive to changes in shape analysis of pellets 
(Hellén et al., 1993b; Podczeck and Newton, 1995).  The pelletisation process 
generally produces spherical pellets and highly sensitive shape factors are needed to 
detect very small differences between the batches of spheroids obtained.  In the 
present study, the unmilled lactose particles were significantly different in shape as 
compared to the micronised lactose particles.  Thus, these gross quantitative shape 
factors are adequate to distinguish their difference and indicate whether the particles 
had undergone the micronisation process. 
 
From Tables 20 and 21, pellips appeared to be a more sensitive shape factor for 
particles produced using a classifier wheel of reduced efficiency whereas aspect ratio 
was more sensitive when there was no loss in efficiency of the classifier wheel.  This 
demonstrates that the two shape factors are useful as indicators for monitoring the 
micronisation process since they indicate the performance of the classifying wheel.  
The observed differences in sensitivity of shape factors between the batches of 
micronised lactose also shows that the SEM magnification and pre-calibrated factors 
employed in this study were sufficient and the shape factors were accurately measured 
without sacrificing shape details (Table 9). 
 
B7.  Difference Between Size and Shape Characterising Systems 
The particles processed by FBO jet mill had been successfully characterised by size 
and shape.  This had enabled the influence of various process variables to be studied, 
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permitting a better understanding and control of the micronisation process.  However, 
it was noted that there was a discrepancy in the findings obtained using these two 
characterising systems regarding the start-up loss of classifier wheel efficiency at low 
feed load of 250 g and high micronising air pressure of 0.5 MPa.  Using the size 
system, it was found that a low feed load brought about a more severe loss of 
classifier wheel efficiency as compared to a high feed load of 450 g, whereas the 
shape system indicated no loss of classifier wheel efficiency.  This is not surprising 
since the characterising systems employ different properties, namely size and shape, 
which have no correlation (Appendices 5-8).  Thus, depending on the requirements 
needed for the particles processed by FBO jet mill, the appropriate characterisation 
system should be employed. 
 
C.  Air Classifying System 
C1.  Rationale for Studying the Air Classifying System 
There is growing evidence that milling affects the crystallinity of materials (Florence 
and Salole, 1976; Elamin et al., 1994; Ticehurst, et al., 2000; Vippagunta et al., 2001).  
The impact of this effect is unpredictable and the quality of the product is at times 
affected (Section I, C3.1.3).  In view of this, the air classifying system was included as 
the third unit process to be studied.  The influence of various factors on the operation 
of the air classifying system was also investigated. 
 
C2.  Factors Affecting the Air Classification Process 
C2.1  Influence of Classifier Wheel Rotational Speed 
The earlier studies on FB hammer mill and FBO jet mill had indicated that classifier 
wheel rotational speed was an important process variable affecting the particle size of 
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the milled or micronised product.  Thus, an additional classifier wheel speed of 18000 
rpm was introduced in this study on the air classifying system.  When rotational speed 
of the classifier wheel was increased from 5000 to 18000 rpm, the D99 values of the 
fine fractions produced would initially decrease to a minimum followed by a 
subsequent increase, regardless of the type of starting lactose and airflow rates 
employed (Tables 22a-22c: ATPA1-ATPA5; ATPA6-ATPA10; ATPB1-ATPB5; 
ATPB6-ATPB10; ATPC1-ATPC5; ATPC6-ATPC10).  The “U-shape” trends 
observed could be attributed to the increase feeding of the starting material into the 
classifying chamber at higher classifier wheel rotational speed, resulting in higher 
output rates of the fine fractions in four of the six cases at higher classifier wheel 
speed (Tables 22a-22c: ATPA6-ATPA10; ATPB1-ATPB5; ATPB6-ATPB10; 
ATPC6-ATPC10).  This observation was ascribed to an increase in mechanical 
vibration detected when the classifier wheel was operated at high speed.  Mechanical 
vibration and suction effect brought about by the operation of the blower (Figure 20: 
K) caused an influx of starting material into the classifying chamber.  Since the inlet 
of the feeder into the classifying chamber was located at the top of the classifier 
wheel, this would inevitably result in reduced ability of the classifier wheel to cope, 
resulting in larger particles being collected in the fine product collection bin giving 
rise to larger D99 values.  In other words, enhanced feeding at higher classifier wheel 
rotational speed led to a decrease in the classifier wheel efficiency.  Another possible 
reason could be the high classifier wheel rotational speed throwing particles against 
the wall, causing rebounds and forced entry of larger particles into the fine fraction.  
Rebounding of coarse particles after collision with a surface is prevalent in dry 
classification where a suspending liquid, such as water, is not present to minimise 
collision of particles (Inoue, 1997). 
 171












IV.  Results and Discussion 
Similar observations were made for D50 values for only four of the six sets of process 
conditions (Figures 32a-32c, Tables 22a-22c: ATPA6-ATPA10; ATPB1-ATPB5; 
ATPB6-ATPB10; ATPC6-ATPC10).  “U-shape” trend was not observed for all the 
six sets of process conditions because of the central locality of this parameter in the 
particle size distribution and hence, it was less susceptible to changes in process 
conditions unlike D99 values.  The “U-shape” trend caused a corresponding change in 
the span values as the classifier wheel speed was increased (Figures 32a-32c), with the 
exception of ATPA10 and ATPB10 which displayed lower span values than compared 
to ATPA9 and ATPB9 respectively (Tables 22a and 22b).  This could be explained by 
the slight reduction in efficiency of the classifier wheel under the process conditions 
employed in the production of ATPA9 and ATPB9, resulting in the passage of small
amount of large particles into the fine fraction, greatly affecting the D99 values without 
much change in D50 values (Figures 32a and 32b, Tables 22a and 22b).  Further 
aggravation of this condition, by the use of higher classifier wheel rotational speed of 
18000 rpm, substantially affected the D50 values of the classified batches, bringing 
about the observed decrease in span values for ATPA10 and ATPB10 as compared to 
ATPA9 and ATPB9 respectively.  Larger particles that managed to pass through the 
rotating classifier wheel at higher classifier wheel rotational speed resulted in “U-
shape” trends being observed for the intersection cut size and percentage overlap 
values as well (Tables 22a-22c: ATPA1-ATPA5; ATPA6-ATPA10; ATPB1-ATPB5; 
ATPB6-ATPB10; ATPC1-ATPC5; ATPC6-ATPC10).  Thus, the vibrations and 
strong centrifugal force created by the high-speed rotation of the classifier wheel 
affected the quality of classification.  Hence, it could be concluded that the 
classification process was poor at higher classifier wheel rotational speed. 
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Figure 32a.  Plots of span and D50 values versus classifier wheel rotational speed of
air classifying system at airflow rates of (i) 80 m3 / h and (ii) 90 m3 / h, using lactose
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Figure 32b.  Plots of span and D50 values versus classifier wheel rotational speed
of air classifying system at airflow rates of (i) 80 m3 / h and (ii) 90 m3 / h, using














Figure 32c.  Plots of span and D50 values versus classifier wheel rotational speed of
air classifying system at airflow rates of (i) 80 m3 / h and (ii) 90 m3 / h, using lactose
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C2.2  Influence of Starting Material 
Lactose batches of different mesh numbers were employed to study the effects of 
particle size and flowability of the starting material on the classifying process.  Under 
controlled classification process, the fine fractions produced are expected to have 
similar span, D50, D99, values and intersection cut sizes with the same set of process 
conditions notwithstanding the use of different types of starting material.  This was 
found to be true when low classifier wheel rotational speeds of 5000 and 9000 rpm 
were used to classify lactose 150 M and 200 M (Tables 22b and 22c: ATPB1 vs. 
ATPC1; ATPB2 vs. ATPC2; ATPB6 vs. ATPC6; ATPB7 vs. ATPC7).  At higher 
classifier wheel rotational speeds of 13000, 15000 and 18000 rpm, under which the 
classifier wheel efficiency was reduced, the span, D50 and D99 values of the fine 
fractions and the intersection cut sizes were dictated by the starting material (Tables 
22b and 22c: ATPB3 vs. ATPC3; ATPB4 vs. ATPC4; ATPB5 vs. ATPC5; ATPB8 vs. 
ATPC8; ATPB9 vs. ATPC9; ATPB10 vs. ATPC10).  Lactose 150 M generally 
produced classified batches of lactose with larger span, D50, D99 values and 
intersection cut sizes than lactose 200 M (Tables 22b and 22c).  These values were 
least affected by the starting material when classifier wheel rotational speed of 9000 
rpm or less was employed.  At higher classifier wheel rotational speeds, the 
characteristics of the starting materials exerted marked influence. 
 
Except for the span of ATPA10 and the D99 value of ATPA9, lactose 100 M as the 
starting material always resulted in higher span, D99 values and intersection cut sizes 
than lactose 150 M and 200 M (Tables 22a-22c: ATPA1, ATPB1, ATPC1; ATPA2, 
ATPB2, ATPC2; ATPA3, ATPB3, ATPC3; ATPA4, ATPB4, ATPC4; ATPA5, 
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ATPB8, ATPC8; ATPA9, ATPB9, ATPC9; ATPA10, ATPB10, ATPC10).  Out of 
the three types of lactose studied, lactose 100 M fed much better into the classifying 
chamber even at low classifier wheel rotational speed because it had good flowability.  
The flow was further aided by the suction of the blower (Figure 20: K, Table 14), 
causing the powder to compromise the efficiency of the classifier wheel and resulting 
in the fine fraction having large particles.  The severity of the compromise as 
compared to lactose batches of 150 M and 200 M was worse when lactose 100 M was 
employed, resulting in a low span value of ATPA10 as already discussed in Section 
IV, C2.1.  No trend was observed for D50 values of the classified fine fractions.  From 
the above discussion, it would seem that starting material with large particle size and 
good flowability should best be avoided in the air classifying system.  
 
C2.3  Influence of Airflow Rate 
When lactose 150 M and 200 M were employed as starting materials, higher airflow 
rate of 90m3 / h generally resulted in the production of fine fractions with larger span, 
D50, D99 values and intersection cut sizes (Tables 22b and 22c: ATPB1 vs. ATPB6; 
ATPB2 vs. ATPB7; ATPB3 vs. ATPB8; ATPB4 vs. ATPB9; ATPB5 vs. ATPB10; 
ATPC1 vs. ATPC6; ATPC2 vs. ATPC7; ATPC3 vs. ATPC8; ATPC4 vs. ATPC9; 
ATPC5 vs. ATPC10).  This was not obvious when lactose 100 M was used (Table 
22a: ATPA1 vs. ATPA6; ATPA2 vs. ATPA7; ATPA3 vs. ATPA8; ATPA4 vs. 
ATPA9; ATPA5 vs. ATPA10).  Higher airflow rate of 90 m3 / h provided greater 
kinetic energy for the particles to pass through the vanes of the rotating classifier 
wheel.  Thus, larger particles were collected in the fine product collection bin.  This 
did not happen for lactose 100 M because the particles were too large for the increased 
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might have contributed to the lack of clear cut increase in particle size accompanying 
the change in airflow rate at all levels of classifier wheel rotational speed.  The study 
of the influence of the airflow rate further reinforced the unsuitability of starting 
material with large particle size and good flowability. 
 
C3.  Complementary Roles of D50 and D99
Eventhough, the sole usage of D99 parameter to indicate the classifying efficiency of 
the classifier wheel was sufficient, its sole application was undesirable because it 
could not detect slight decrease in the efficiency of the classifier wheel.  A slight 
decrease in classifier wheel efficiency would result in a small amount of large 
particles collected in the fine fractions, causing an observed large increase in the D99 
values but insufficient to cause an increase in the D50 values (Tables 22a and 22b: 
ATPA9; ATPB9).  Only when there was a severe compromised of the classifier wheel 
efficiency would there be a large increase in the D50 values (Tables 22a and 22b: 
ATPA10; ATPB10).  Thus, the sole usage of D99 value might lead to the 
misinterpretation of a severe compromise of the classifier wheel efficiency when only 
a marginal drop in efficiency had occurred.  This served to reaffirm the 
complementary nature of both D50 and D99, for characterisation of powder, especially 
when the feeder was employed. 
 
D.  Nifedipine Dissolution Enhancement 
D1.  Preparation of Nifedipine with Different Particle Sizes 
The aim of this section was to produce four batches of nifedipine of different particle 
sizes for the preparation of interactive mixtures and solid dispersions.  Nifedipine with 
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µm aperture size sieve.  This was also carried out in the preparation of interactive 
mixtures and solid dispersions (Sections III, B4.2.2 and B4.2.3).  This was carried out 
to standardise the particle size of N1 with interactive mixtures and solid dispersions 
for better comparison.  The D50 and D99 values of N1 are reported in Table 11 (Page 
104). 
 
Out of the three unit processes studied, the air classifying system was not selected to 
process nifedipine because of the “U-shape” trend obtained with varying classifier 
wheel rotational speeds.  Low classifier wheel rotational speeds would have to be 
applied, since higher rotational speeds could lead to a loss in classifier wheel 
efficiency.  It would also be difficult to predict the exact classifier wheel rotational 
speed where the minima of the “U-shape” trend occurs, as the operations of the air 
classifying system is product specific.  Furthermore, the output of this unit process is 
highly dependent on the starting material.  If the material to be classified has a small 
amount of the desired fraction, it may be uneconomical to use this unit process since a 
large part of the material would go into waste as coarse fraction of the powder.  
Nonetheless, this unit process has an advantage over FB hammer milling and FBO jet 
milling as it is suitable for materials which may undergo extensive polymorphic or 
crystallinity change when subjected to milling. 
 
The production of ZPSA7, ZPSA8, ZPSB7, ZPSB8, ZPSC5, ZPSC6, ZPSC7 and 
ZPSC8 (Tables 13a-13c) indicated that ultrafine grinding was possible with the aid of 
FB hammer mill.  However, FB hammer mill was not employed for ultrafine grinding 
of nifedipine because the beater rotational speed employed was highly dependent on 
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rotational speed of at least 18000 rpm was needed for controlled milling of lactose 100 
M and 150 M, at classifier wheel rotational speed of 15000 rpm.  Due to interaction 
between the two process variables, it may be difficult to predict the beater rotational 
speed to be employed to produce nifedipine having D99 value of less than 10 µm.  This 
is further complicated by the significant influence of the starting material on the 
process.  There is also the possibility that the beater system may not be able to supply 
enough milling energy at higher classifier wheel rotational speed, as the maximum 
beater rotational speed achievable is 24000 rpm.  Since the data obtained indicates that 
FBO jet mill produces very fine particles (Section IV, B2.), FB hammer mill was 
selected to produce nifedipine batch N2 having particle size between those of N1 and 
N3.  The conditions employed are listed in Table 11.  Earlier part of this investigation 
had indicated that this set of conditions would lead to a possible loss of control over 
the milling of lactose (Section IV, A3.3).  However, even if this were to occur, it 
would still be acceptable since the primary purpose was to mill the nifedipine particles 
to a size smaller than N1.  FB hammer mill was found to successfully produce 
nifedipine of the desired particle size. 
 
FBO jet mill was employed to produce two additional batches of nifedipine, N3 and 
N4, having D50 and D99 values less than those of N2.  N3 was produced with classifier 
wheel rotational speed set at 5000 rpm together with micronising air pressure of 0.5 
MPa.  This set of process conditions was able to produce nifedipine that was finer than 
N2 (Table 11: N2 vs. N3).  The next batch of nifedipine, N4, was designed to have 
D99 value below 10 µm.  Initial attempt to obtain this batch of nifedipine using 
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the classifier wheel rotational speed was raised to 14000 rpm, the desired particle size 
was successfully produced (Table 11: N4). 
 
In the subsequent sections, D99 was employed for discussion.  The use of two 
characterising parameters was necessary to understand and characterise the milling 
and classification processes to produce nifedipine powders of the desired particle size, 
with minimal wastage, especially so when the feeder was used (Sections IV, A4. and 
C3.).  D99 was chosen instead of D50 to represent particle size because the dissolution 
rate of poorly soluble drug is dictated by the largest drug particle in the sample as 
smaller particles dissolve much faster (Carstensen, 2001b). 
 
D2.  Rationale Behind the Preparation of Solid Dispersion 
D2.1  Choice of Temperature 
Many studies used temperatures of more than 100 °C to ensure that the drugs and 
carriers were well mixed before cooling (Sekiguchi and Obi, 1961; Goldberg et al., 
1966a, c; Suzuki and Sunada, 1998a, 1998b).  High temperature might bring about 
thermal degradation of the drug.  A temperature of 80 ± 5 °C was employed in this 
study because at this temperature nifedipine did not undergo thermal degradation as 
shown by Save and Venkitachalam (1992).  Another reason for employing a low 
temperature was to avoid the use of high temperature during production scale up 
which might necessitate a number of safety features to be in placed.  Rapid cooling 
such as plunging the molten drug and carrier into an ice bath (Sekiguchi and Obi, 
1961) was not carried out in this study.  Slow cooling was carried out because earlier 
studies indicated that slow cooling of solid dispersions resulted in thermodynamically 
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D2.2  Choice of Solid Dispersion Particle Size Employed 
Solid dispersions with particle size less than 125 µm were chosen for the following 
reasons.  Firstly, Lin and Cham (1996) reported that nifedipine dissolution profiles 
were affected by the particle size of the solid dispersions.  They investigated four size 
fractions of nifedipine-PEG 6000 solid dispersions: 90-150; 150-250; 250-425 and 
425-600 µm.  Size fraction did not affect the dissolution rate of solid dispersions 
containing less than 20 % w/w of nifedipine.  For solid dispersions containing at least 
20 % w/w of nifedipine, smaller size fractions resulted in faster drug dissolution, 
which was one of the objectives of this study.  Secondly, a 125 µm aperture size sieve 
was the smallest screen mesh suitable for preparing sufficient amount of solid 
dispersions with intra-sample variation less than 5 %.  Thirdly, the small particle size 
would have minimal influence on the results of differential scanning calorimetry, an 
analytical method employed in this study (Craig and Newton, 1991a; Section III, 
B4.3.6). 
 
D3.  Equilibrium Solubility of Nifedipine 
The equilibrium solubility experiments were carried out on N1 and N4 (Table 11).  In 
spite of the considerable disparity in particle size of about 31 times, which was 
calculated based on the division of D99 value of N1 by D99 value of N4, the 
equilibrium solubility of N1 was not significantly different from that of N4 in five out 
of the six pre-dissolved concentrations of PEG 3350 studied (Figure 33) (Independent 
Student’s T-Test, P > 0.05).  Steady state was achieved after 24 h despite the 
difference in particle size.  The equilibrium solubility of pure nifedipine in 0.1 M HCl 
was approximately 0.0011 % w/v, which is equivalent to about 10 mg of nifedipine in 
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Figure 33.  Equilibrium solubility of nifedipine and surface tension of 0.1 M HCl
solution as a function of the pre-dissolved amount of PEG 3350 in the dissolution
medium.  (Equilibrium solubility: N1,    U    ; N4,    c   ; Surface tension,        ) 
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employed in the subsequent investigation of drug dissolution characteristics of pure 
nifedipine powders, interactive mixtures and solid dispersions.  Incidentally, 10 mg is 
the therapeutic dose used for oral administration.  The equilibrium solubility data 
indicated that nifedipine solubility in 0.1 M HCl was not enhanced in the presence of 
PEG 3350.  This confirmed that co-solvency effect did not play significant roles in the 
range of PEG 3350 concentrations studied. 
 
Yalkowsky et al. (1972) had reported that drug solubility associated with co-solvent 
systems showed the following empirical relationship, 
fSS w σ+= loglog      (Equation 25) 
where S is the solute solubility in a mixed binary aqueous solvent consisting of 
volume fraction f of non-aqueous co-solvent.  Sw denotes the solute solubility in the 
solvent without any co-solvent added and σ is a characteristics constant of the system 
under study.  However, the plot between the log molar solubility of nifedipine versus 
the concentration of PEG 3350 in 0.1 M HCl (Figure 34) did not display the linear 
empirical relationship as proposed by Yalkowsky et al. (1972).  This further indicated 
that co-solvency effect of PEG 3350 and 0.1 M HCl was insignificant in the present 
systems of investigation. 
 
D4.  Dissolution Profiles of Nifedipine 
D4.1  Pure Nifedipine Powders 
The dissolution profiles of N1, N2, N3 and N4 in 0.1 M HCl solution are shown in 
Figure 35(a).  Dissolution T30 min values of pure nifedipine powders increased from 
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Figure 34.  Relationship between log molar solubility of nifedipine and
concentration of PEG 3350 in 0.1 M HCl. 
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nifedipine powders from 233.23 to 36.79 µm (Table 11: N1, N2) because of the 
greater particulate surface area participating in the dissolution process, which is in 
accordance with the modified Noyes-Whitney equation (Section I, A2.: Equation 1).  
Nonetheless, a further decrease in D99 value of nifedipine from 36.79 µm (N2) to 
29.94 (N3) decreased the T30 min value from 23.05 to 18.81 %.  The dissolution T30 min 
value of N4 was unexpectedly the lowest among the four batches of nifedipine studied 
(Tables 11 and 23: N1; N2; N3; N4).  The smaller nifedipine particles had a higher 
propensity to aggregate due to Van der Waals’ forces (Parrott, 1974; 
Hickey and Ganderton, 2001b), thus increasing the diffusion boundary layer thickness 
and decreasing the effective particulate surface area exposed for dissolution (Lin et 
al., 1968; Westerberg and Nyström, 1993a).  Moreover, the trapped air in the 
aggregates was not easily displaced by the dissolution medium.  Hence, micronisation 
by itself, could not enhance but resulted in poorer nifedipine dissolution. 
 
It could be disputed that the aggregation of nifedipine particles might be brought 
about by the recrystallisation of amorphous nifedipine, which was generated during 
processing, forming inter-particulate bridges between the nifedipine particles.  In view 
of this, DSC and PXRD tests were done within the same day after the FB hammer 
milling or FBO jet milling, to quantify any amorphous nifedipine that might be 
generated during the processing.  However none was detected (Figure 36; Table 24).  
Furthermore, the DSC data suggested that the crystals of the four batches of nifedipine 
were form I, which is the most stable nifedipine polymorph, as all the four nifedipine 
batches had similar melting points, which ranged from 169.63 to 169.78 °C.  Their 
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amorphous regions were present (Table 24: N1, N2, N3, N4) (One-way ANOVA, P > 
0.05).  X-ray diffractograms of the batches did not show any additional peaks and 
matched with the x-ray diffractogram of type I polymorph reported in the literature 
(Vippagunta et al., 2002).  Thus, the aggregation of nifedipine particles driven by 
recrystallisation from amorphous nifedipine could not be verified by DSC and PXRD 
and this could either be due to almost instantaneous recrystallisation or minimal 
amount of amorphous nifedipine was generated by the milling processes.  Evidence of 
minimal amount of amorphous matter generated was provided by York et al. (1998), 
who showed that the bulk of jet milled dl-propranolol hydrochloride was crystalline
with the aid of inverse gas chromatograph technique.  Brittain and Fiese (1999) also 
mentioned that most studies associated with vast changes in crystal forms were 
usually brought about by ball milling, where there is an unusual high input of milling 
energy into the system. 
 
Aggregation driven by nifedipine recrystallisation seemed highly improbable as the 
dissolution profiles of N3 and N4 were not significantly different from that of N2 
(One-Way ANOVA, P > 0.05) but these batches showed faster dissolution than N1 
(Figure 35b-35c), in the presence of pre-dissolved PEG 3350.  If aggregation were 
driven by recrystallisation, the dissolution enhancement of nifedipine by pre-dissolved 
PEG 3350 would not have occurred, as aggregates formed by recrystallisation are 
physically stronger than aggregates held together by attractive forces.  The 
enhancement of nifedipine dissolution by pre-dissolved PEG 3350 in the dissolution 
medium, indicates indirectly that the nifedipine aggregates were held together by 
weaker attractive forces and the aggregation propensity was reduced by lowering the 




IV.  Results and Discussion 
the nifedipine particles (Kim and Jarowski, 1977) (Figure 33).  Thus, it could be 
concluded that the aggregation was most likely caused by attractive forces. 
 
Viscosity of the dissolution medium played a minor role in explaining these results 
because pre-dissolved PEG 3350 would lead to viscosity increase and the depression 
of drug dissolution (Wurster and Taylor, 1965; Bisrat et al., 1992).  This could be 
readily explained by the Stokes-Einstein equation, which states that: 
 
r
kTD ηπ= 6        (Equation 26) 
where D is the diffusion coefficient, k is the Boltzmann’s constant, T is the absolute 
temperature, η is the viscosity of the medium and r is the radius of the diffusing 
molecule.  An increase in η will lead to a decrease in D, causing the dissolution of 
drug to slow down.  In the present study, an increase in the dissolution medium 
viscosity was more than compensated by the increase in the surface area A (Section I, 
A2.: Equation 1) of nifedipine brought about by deaggregation due to the lowering of 
surface tension by pre-dissolved PEG 3350.  Nonetheless, the extent of drug 
dissolution enhanced by the pre-dissolved PEG 3350 was marginal when compared to 
that of nifedipine-PEG 3350 formulated as interactive mixtures or solid dispersions 
(Figures 37a-37d). 
 
D4.2  Interactive Mixtures 
An interactive mixture is a solid blend of nifedipine-PEG 3350 prepared without the 
application of heat.  The percentage of nifedipine dissolvable from the interactive 
mixture was significantly higher than that of the pure drug throughout the entire 
period of dissolution with the exception of IM30 N1 at 2nd minute of dissolution 












preparation, the nifedipine particles were deposited onto the surfaces of PEG 3350, 
which acted as soluble polymeric carriers.  The aggregation propensity of the drug 
particles was reduced, thereby decreasing the thickness of the diffusion boundary 
layer and promoting drug dissolution (Nyström and Westerberg, 1986; Westerberg et 
al., 1986; Nilsson et al., 1988; Westerberg and Nyström, 1991, 1993a).  The 
dissolution T30 min value was greater with a reduction in the initial particle size of the 
drug employed in the interactive mixture (Table 23) (One-Way ANOVA, P < 0.05).  
The extent of drug deposition onto PEG 3350 was dependent on the relative particle 
size of nifedipine and PEG 3350 (IM0: D99 = 177.03 ± 0.95).  Smaller drug particles 
were able to adhere to the surfaces of PEG 3350 to a greater extent than the larger 
counterparts, thus aiding in the dispersion of drug aggregates.  As smaller drug 
particles had a larger specific surface area exposed for dissolution, the net effect was 
the promotion of drug dissolution with decreasing initial particle size of the drug.  It 
was noted that the extent of N1 dissolution was not greatly enhanced by mixing the 
drug particles with PEG 3350 (Figure 37a), since the extent of interactive mixing was 
minimal.  This was because majority of the particles were larger than 40 µm and 
therefore low inter-particulate forces were expected to be in operation (Staniforth, 
1981a; Fan et al., 1990). 
 
Theoretically, the addition of a larger amount of PEG 3350 would bring about a 
higher level of drug deposition onto the polymeric carrier.  This should in turn result 
in a further reduction of drug-drug aggregation and subsequent increase in the 
percentage of nifedipine dissolved.  In the case of the present investigation, this was 
found to be true for only N2, IM10 N2 and IM30 N2 (Figure 37b).  The dissolution 
profiles of N1, N3 and N4 were not substantially affected by the proportion of PEG 




3350 in the interactive mixtures (Figure 37a, 37c and 37d).  The extent of N1 
deposited onto the surfaces of PEG 3350 in IM10 N1 and IM30 N1 was likely to be 
low, since there was numerically lower amount of fine N1 particles in the sample.  
This was because N1 having the largest nifedipine particle size would mean that there 
would be fewer fine particles when compared on an equivalent weight basis to N3 or 
N4.  Thus, majority of N1 particles were large and would contribute minimally to the 
aggregation problem.  The larger particle size of the drug (D99 = 233.23 µm) as 
compared to the polymeric carrier (IM0, D99 = 179.73 µm), did not encourage much 
deposition of the drug on the carrier.  Size reduction of N1 occurred during the intense 
tumbling experienced in the mixing process.  The size of N1 particles was 
significantly reduced from 233.23 µm to 147.27 and 142.43 µm in interactive 
mixtures containing 10 and 30 % w/w N1 respectively (Table 25) (Independent 
Student’s T-Test, P < 0.05).  The formation of interactive mixtures was not favoured 
and accounted for the small difference between the dissolution profiles of N1, 
IM10N1 and IM30N1.  Unlike N1, particle size reduction did not occur readily for 
N2, N3 and N4, as their initial particle sizes were small and this conferred strength to 
resist further size reduction brought about by the turbulent mixing forces (Table 25) 
(Parrott, 1974; Hickey and Ganderton, 2001b).  The dissolution profiles of the 
interactive mixtures containing 10 % and 30 % of N3 or N4 were similar, indicating 
that all the available surface of PEG 3350 were deposited with nifedipine particles 
during the interactive mixture preparation, regardless of the relative content of 
nifedipine, owing to the vast difference in the particle size between PEG 3350 and 
nifedipine.  Hence, the extent of drug deposition and deaggregation was insufficiently 
affected by the concentration of polymeric carrier employed.  Thus, the resultant drug 
dissolution profiles of these interactive mixtures were not substantially changed. 





A plot of dissolution T30 min value (Table 23) versus D99 of nifedipine in the interactive 
mixtures (Table 25) showed that the dissolution T30 min value was well correlated to 
the final particle size of nifedipine (Figure 38) (Pearson Correlation, r = -0.929, 
P < 0.05).  This implied that the size of nifedipine particles in interactive mixtures had 
a strong influence on the nifedipine dissolution from interactive mixtures and size 
reduction of nifedipine particles prior to the preparation of interactive mixtures 
promoted drug dissolution.  Hence, the selection of drug with appropriate particle size 
could achieve enhancement in drug dissolution.  The role and relative importance of 
nifedipine crystallinity with respect to the particle size of nifedipine in the interactive 
mixtures is discussed under Section IV, D4.4. 
 
Table 25.  Particle size of nifedipine crystals in pure nifedipine powders, interactive 
mixtures and solid dispersions. 
 
D99 (µm) 




Powder 10 % w/w Nifedipine 
30 % w/w 
Nifedipine 
10 % w/w 
Nifedipine 
30 % w/w 
Nifedipine 
      
N1 233.23 ± 18.82 147.27 ± 5.92 142.43 ± 4.84 8.25 ± 0.97 61.76 ± 4.06 
      
N2 36.79 ± 1.32 35.48 ± 0.51 34.04 ± 0.61 5.00 ± 0.01 29.70 ± 1.12 
      
N3 29.94 ± 4.70 25.70 ± 1.01 26.08 ± 1.09 8.83 ± 0.39 24.35 ± 0.27 
      
N4 7.51 ± 0.05 7.33 ± 0.27 7.69 ± 0.36 6.76 ± 0.07 10.87 ± 1.26 
      
 




Figure 38.  Relationship between dissolution T30 min and D99 values of nifedipine.
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IV.  Results and Discussion 
D4.3  Solid Dispersions 
A solid dispersion is a solidified molten mixture of nifedipine and PEG 3350.  The 
percentage of nifedipine dissolvable from solid dispersion was significantly higher 
than that of the pure drug throughout the entire period of dissolution, again indicating 
that PEG 3350 functioned better as a blend with nifedipine than pre-dissolving it in 
the dissolution medium (Figures 35 and 37) (One-Way ANOVA, P < 0.05).  Table 25 
shows that the size of nifedipine particles embedded in the solid dispersions were 
generally smaller than those of pure drug powders and interactive mixtures.  The 
reduction in nifedipine particle size could readily explain the enhancement in drug 
dissolution from solid dispersions over pure nifedipine powder.  In the preparation of 
solid dispersions, the nifedipine particles were either completely or partially dissolved 
in molten PEG 3350 depending on the amount of nifedipine incorporated.  On 
cooling, the dissolved drug recrystallised out.  The net effect was a reduction in the 
particle size of nifedipine in solid dispersion, with N1 affected to a much greater 
extent than N2, N3 and N4.  With the exception of N4, particle size reduction was 
greater at lower drug: PEG 3350 ratio.  This was expected because at 10 % w/w 
nifedipine, the drug particles were completely dissolved in the molten polymeric 
carrier as the solubility constant of nifedipine in molten PEG 3350 was not exceeded.  
Small drug nuclei were formed through recrystallisation of dissolved drug upon 
cooling.  The drug dissolution from solid dispersion was promoted by the formation of 
small nifedipine particles in association with an increase in specific surface area for 
drug dissolution (Figure 37; Tables 23 and 25) (One-Way ANOVA, P < 0.05).  
Despite using nifedipine batches of significantly different particle sizes in the 
preparation of solid dispersions with 10 % w/w nifedipine, the dissolution profiles 
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preparation of solid dispersions, where almost all the drug dissolved in the molten 
PEG 3350 and then recrystallised on cooling.  Hence, the final particle size of the drug 
in the solid dispersion was not affected by its initial particle size.  At the same drug 
concentration of 10 % w/w, the solid dispersions would be expected to have 
comparable particle size and dissolution profiles.  Overall, dissolution T30 min values 
were higher with solid dispersions prepared using higher PEG 3350:nifedipine ratios 
(Table 23) since smaller nifedipine particles could be formed. 
 
With 30 % w/w nifedipine, eventhough the drug particles were not completely 
dissolved in the molten polymeric carrier, the size of drug particles embedded in the 
solid dispersion was also reduced with the exception of N4.  The coarsening of 
particles could be attributed to the initial particle size of nifedipine being employed to 
produce solid dispersions containing 30 % w/w of nifedipine.  N4 had the smallest 
particle size out of the four batches of nifedipine employed (Table 11).  Hence, for a 
given weight of nifedipine, N4 would have the largest number of particles.  During the 
process of cooling, a large number of undissolved N4 nuclei was available as seeds in 
molten PEG 3350 for recrystallisation.  In other words, the nifedipine crystals in SD30 
N4 were actually a combination of recrystallised nuclei and the remaining original 
drug particles, serving as seeds.  Eventhough, for N1, N2 and N3 there were also 
undissolved nifedipine particles available to serve as seeds, the initial particles were 
larger and hence, fewer in numbers.  Thus, the lower amount of surface area available 
for recrystallisation of dissolved nifedipine would result in higher amount crystallising 
out of molten PEG 3350 by itself during the cooling phase.  Thus, coarsening effect 





IV.  Results and Discussion 
The particle size enlargement for SD30 N4 is also in accordance with the Freundlich 














    (Equation 27) 
where S1 and S2 are the solubilities of particles with size d1 and d2, respectively; σ is 
the surface energy; M is the molecular weight; T is the absolute temperature; ρ is the 
density; and R is the gas constant (Parrott, 1985).  Thus, a greater degree of particle 
size reduction would result in higher solubility.  This would mean that N4 being the 
smallest in size would dissolve the fastest among the four batches of nifedipine.  In a 
drug-saturated molten medium, the smaller nifedipine particles were preferentially 
dissolved and recrystallised on the larger particles in order to maintain the dynamic 
equilibrium of nifedipine saturation in molten PEG 3350.  This led to the coarsening 
of particles as observed for SD30 N4. 
 
Equation 27 implies that if given an infinite amount of time, the nifedipine particle 
will reach a steady particle size and this should be achievable with different initial 
particle sizes (Table 11: N1; N2; N3).  If coarsening were to occur for 30 % w/w 
nifedipine solid dispersions containing N1, N2 and N3, longer amount of time would 
be needed as compared to N4, because of the lower degree of solubility by virtue of 
their larger particle size.  The 20 min suspension of nifedipine particles during the 
preparation of solid dispersions, probably was not long enough for coarsening of 
particles to take place for SD30 N1, SD30 N2 and SD30 N3 (Section III, B4.2.3).  








dispersion was critically dependent on the duration of heating, the relative content of 
PEG 3350 and the initial particle size of nifedipine. 
 
Upon contact with the dissolution medium, PEG 3350 dissolved, leaving behind the 
fine drug particles, which dictated the drug dissolution rate of the solid dispersion.  
PEG 3350 also lowered the aggregation of nifedipine particles as demonstrated by the 
enhanced dissolution profile and higher T30 min value of SD30 N4 (Figure 37d; Table 
23) when compared to pure N4 dissolution, eventhough pure N4 had a greater specific 
surface area due to the smaller size of the particles (Table 25).  Plot of dissolution 
T30 min values (Table 23) versus final particle size of nifedipine in the solid dispersions 
(Table 25) confirmed the important influence of drug particle size on its dissolution 
(Figure 38) (Pearson Correlation, r = -0.824, P < 0.05).  The relative importance of 
particle size and crystallinity of nifedipine in solid dispersion dissolution is discussed 
in the subsequent section (Section IV, D4.4). 
 
D4.4  PXRD and DSC Phase Analysis 
Figure 39 presents the x-ray diffractograms of pure PEG 3350, pure N4 powder, 
interactive mixtures and solid dispersions containing 10 and 30 % w/w of N4 
respectively.  Similar diffractograms were also obtained for N1, N2 and N3.  The x-
ray diffractograms of interactive mixtures and solid dispersions suggest that nifedipine 
and PEG 3350 phases were present in crystalline forms since the individual nifedipine 
and PEG 3350 peaks, as indicated respectively by the arrows and ticks in Figure 39, 
were present when compared to the x-ray diffractograms of the pure compounds.  
Nifedipine intensity at 2θ of 11.76° (IN), PEG 3350 intensity at 2θ of 23.22° (IPEG) and 
IN / IPEG values were tabulated in Table 26. 








IV.  Results and Discussion 
Figure 40 shows the DSC thermograms of pure PEG 3350, pure N4 powder, 
interactive mixtures and solid dispersions containing 10 and 30 % w/w of N4 
respectively.  Pure PEG 3350 melted at 55.18 °C whereas pure N4 powder melted at 
169.65 °C (Table 24).  Despite the large difference in melting temperatures, blends of 
N4 and PEG 3350 gave rise to a melting endotherm of PEG 3350 at about 53.5°C.  
The melting endotherm of nifedipine disappeared because of the dissolution of solid 
nifedipine in molten PEG 3350.  This was being confirmed with the aid of a melting 
point apparatus and also observed in solid dispersion systems consisting of nifedipine 
in Pluronic F68 and Gelucire 50/13 (Vippgunta et al., 2002).  Similar thermograms 
were also found in the case of N1, N2 and N3 at 10 % and 30 % w/w of nifedipine.  
The lack of drug endotherm did not mean that solid solution or amorphous solid 
dispersion was formed since PXRD showed the presence of crystalline nifedipine.  
The characteristics of melting endotherms of all the batches of nifedipine powders, 
PEG 3350, interactive mixtures and solid dispersions are summarised in Table 24. 
 
PEG 3350, IM0 and SD0 showed similar specific heats and melting temperatures, 
indicating that the thermal characteristics of the polymeric carrier were not affected by 
the methods of preparing the interactive mixtures and solid dispersions (Table 24).  
The melting temperatures of PEG 3350 in interactive mixtures and solid dispersions 
with nifedipine were lower than those of PEG 3350, IM0 and SD0 (Table 24) (One-
Way ANOVA, P < 0.05).  The lowering of melting temperature was attributed to the 
depression of temperature brought about by the colligative properties of solution 
(Devoe, 2001).  More energy, expressed by percent deviation of specific heat, was 








IV.  Results and Discussion 
polymeric carrier, IM0 (Table 24).  On the contrary, a lower amount of specific heat 
was needed to melt PEG 3350 in the solid dispersion in comparison with SD0.  The 
latter suggested that molecularly dispersed drug was present within the PEG 3350 
crystal lattice and this promoted the melting of solid PEG 3350 upon heating because 
of the disruption of the crystalline lattice of the polymeric carrier by molecular 
nifedipine.  However, the amount of molecularly dispersed nifedipine in PEG 3350 
crystals was expected to be very little since PEG 3350 specific heat was being lowered 
at most by 3.09 % (Table 24).  A study carried out by Vippagunta et al. (2002) with 
nifedipine in pluronic F68 and gelucire 50/13 also indicated that molecular nifedipine 
existed at 2.1-3.0 % w/w.  Aso et al. (2000) found that nifedipine had a higher 
molecular mobility as compared to phenobarbital and flopropione and this might 
account for the low level of molecularly dispersed nifedipine in the current solid 
dispersions as most of the nifedipine had recrystallised. 
 
From the PXRD results, the IPEG of interactive mixture was consistently higher than 
that of the corresponding solid dispersion, indicating a slightly disordered PEG 3350 
in the solid dispersion (Table 26).  The crystallinity level of nifedipine (IN) was 
generally lower in solid dispersion than in interactive mixture but the IN / IPEG values 
of interactive mixtures and solid dispersions were similar.  This could only be possible 
if the nifedipine crystallinity in the solid dispersions decreased by the same amount as 
PEG 3350 as indicated by the DSC results, such that the ratio of IN / IPEG remained 
approximately similar to that of interactive mixtures.  Thus, it could only be inferred 
that if there were molecular nifedipine present in solid dispersion, it would not be 
more that 3.09 %.  Hence, it appears that the crystallinity of nifedipine and PEG 3350 








in nifedipine and PEG 3350 phases occurred in solid dispersions.  In view of this, it 
could be concluded that the nifedipine in the interactive mixtures and solid dispersions 
investigated was highly crystalline and the contribution of molecular nifedipine to the 
dissolution of these systems was minimal as indicated by the poor correlation plot 
between dissolution T30 min values and nifedipine crystallinity in interactive mixtures 
and solid dispersions (Figure 41) (Pearson Correlation, r = 0.349, P > 0.05). 
 
D4.5 Mechanism of Drug Dissolution from Interactive Mixtures and Solid 
Dispersions 
From the above discussion, it appears that the final particle size of nifedipine could 
explain the dissolution profiles obtained for interactive mixtures and solid dispersions.  
When N1 was employed in the formulation of interactive mixtures and solid 
dispersions, the dissolution profiles of the solid dispersions performed better than the 
interactive mixtures (Figure 37a) (One-Way ANOVA, P < 0.05).  The dissolution 
T30 min values of IM10 N1 and IM30 N1 were also lower than those of SD10 N1 and 
SD30 N1 (Table 23) (One-Way ANOVA, P < 0.05) due to the smaller final particle 
size of nifedipine in the solid dispersion (Table 25).  Thus, solid dispersions appeared 
to be more effective as rapid drug release, at least for nifedipine with large initial 
particle size.  The advantage of employing solid dispersions seemed to diminish as the 
initial particle size of nifedipine decreased as illustrated by N2 and N3.  The 
differences in dissolution profiles and dissolution T30 min values between the 
interactive mixtures and solid dispersions formulated from N2 and N3 were not as 
marked as those made from N1 (Figure 37b-37c; Table 23). 
 































Figure 41.  Relationship between dissolution T30 min value and IN of nifedipine.  
(Interactive mixtures, U; Solid dispersions, c) 
IV.  Results and Discussion 
At a critical initial particle size of nifedipine, the dissolution T30 min values were higher 
for interactive mixtures than solid dispersions, as shown by IM10 N4, IM30 N4 and 
SD30 N4 (Figure 37d; Table 23) (One-Way ANOVA, P < 0.05).  Particle size of drug 
ultimately increased in the preparation of solid dispersions when the drug used was of 
a very fine state as explained in Section IV, D4.3 (Table 25). 
 
The dissolution profiles of the interactive mixtures and solid dispersions seemed to 
suggest that they were strongly dependent on the resultant crystal size of nifedipine 
(Figure 37).  A plot of dissolution T30 min values versus the final particle sizes of 
interactive mixtures and solid dispersions confirmed this (Figure 38) (Pearson 
Correlation, r = -0.910, P < 0.05).  This correlation provided direct evidence that the 
dissolution of solid dispersions is governed by a drug-controlled mechanism as 
proposed by Craig (2002).  Until now, this mechanism was only supported by a study 
carried out by Sjökvist and Nyström (1988). 
 
Recent studies on dissolution enhancement by interactive mixtures had indicated that 
a mixture of discrete and aggregated drug particles was involved in drug dissolution as 
it was very difficult to avoid drug aggregation completely (Egermann and Orr, 1983; 
Westerberg and Nyström, 1993b; Alway et al., 1996; Liu and Stewart, 1998; Stewart 
and Liu, 2002).  The ability of interactive mixtures to match the dissolution profiles of 
solid dispersions in this study implied that the state of nifedipine particles aggregation 
in solid dispersions also played a controlling part in the dissolution of solid 
dispersions as observed earlier (Section IV, D4.1).  Aggregation in solid dispersions 
had also been observed by other workers (Summers and Enever, 1977; Ford and 




IV.  Results and Discussion 
particle size, degree of aggregation, level of wetting and high degree of crystallinity 
were important factors in the dissolution mechanisms of both interactive mixtures and 
solid dispersions.  The results in this study indicated that the dissolution mechanisms 
for both systems were essentially the same. 
 
D5.  Dissolution Mechanism and Implications 
The understanding of the dissolution mechanism allows the optimisation of nifedipine 
dissolution using either interactive mixture or solid dispersion techniques, as both 
were found to be equally effective. The selection of the appropriate technique depends 
on the initial particle size of nifedipine.  When initial size of nifedipine particles was 
large as represented by N1, the solid dispersion technique had an advantage over 
interactive mixture, especially at concentration of 10 % w/w since a greater extent of 
size reduction could be achieved.  The reverse was observed when the initial particle 
size of nifedipine was small.  An added advantage of utilising interactive mixture as 
rapid drug release system for poorly water-soluble drug is that the drug is not 
subjected to heat treatment commonly encountered in the preparation of solid 
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V.  CONCLUSION 
 
A.  Particle Development 
 
Particle of various morphological characteristics could be produced as a result of the 
understanding gained through the study of FB hammer mill, FBO jet mill and air 
classifying system.  RRD function was able to describe all the milled lactose batches 
produced by the FB hammer mill.  Hence, De and n, which are characterising 
parameters of the RRD function and D99, which is the 99th percentile of the cumulative 
undersize distribution, were employed to describe the milled lactose batches.  It was 
found that the beater rotational speed, which indicated the input of milling energy, 
exerted an important influence on the outcome of the milling process.  Increasing the 
beater rotational speed from 12000 rpm to 21000 rpm resulted in the formation of 
finer particles with narrower particle size distribution.  The particle size and flow 
property of the starting material played important roles in determining the particle 
sizes and size distributions of the milled products at low beater rotational speed of less 
than or equal to 15000 rpm.  Starting material containing larger particle size and better 
flowability had a tendency to cause overloading of the milling chamber adversely 
affecting the efficiency of the classifier wheel resulting in the production of larger 
particle size products with wider particle size distributions.  Under a controlled 
milling environment, especially when high milling energy was supplied, a higher 
classifier wheel rotational speed of 15000 rpm would result in the production of 
milled products with fine particles and narrow particle size distributions whereas the 
reverse was observed with a higher airflow rate of 90m3 / h.  The use of long grinding 
zone at low milling energy input resulted in insufficient milling producing larger 
particle size products as compared to short grinding zone.  This was attributed to the 
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flow of particles along the long zone of the grinding track.  At higher level of milling 
energy, the type of grinding zone exerted minimal effect on the product produced. 
 
RRD function, log-normal, Weibull and gamma functions could not be employed to 
describe the micronised lactose batches produced by the FBO jet mill.  Hence, 
nonparametric statistics were employed for analysis.  With the employment of 
nonparametric statistics, the median value (D50) of the cumulative undersize 
distribution, together with D5, D99 and span values were employed to describe the 
micronised lactose batches.  Interactions existed between the micronising air pressure 
and the feed load in the micronising chamber.  When a light feed load of 250 g of 
lactose was employed with high micronising air pressure of 0.5 MPa, it resulted in the 
start-up loss of efficiency of the classifier wheel because of the rapid fluidisation of 
the feed load, which impinged en masse on the rotating classifier wheel, causing a the 
loss of control in the micronisation process.  This resulted in the production of 
products with larger particle sizes and wider particle distributions.  A high feed load 
would lead to a congested situation, which would also cause a loss of efficiency of the 
classifier wheel.  The operation of the classifier wheel rotational speed was unaffected 
by the micronising air pressure and feed load.  Therefore, increasing the rotational 
speed of classifier wheel would lead to a predictable general decrease in the median 
particle sizes and span values of the micronised products.  When the micronisation 
process was well controlled, the particles produced were more spherical and less 
elongated as compared to the unmilled lactose.  Increasing the rotational speed of the 
classifier wheel resulted in the production of particles that were more homogeneous in 
shape provided the feed load employed was not high.  A high feed load of 450 g, 
caused congestion and resulted in the production of elliptical particles.  Changes in the 
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shape of particles could be used to assess the efficiency of the milling process.  
However, particle shape and size systems differed slightly with respect to the ability to 
indicate start-up loss of classifier wheel efficiency because there was no correlation 
between the two variables. 
 
The operation of air classifying system at higher classifier wheel rotational speed 
resulted in poorer classifying capability and fine fractions containing large particles 
were produced.  This was due to the higher vibration experienced due to the rotation 
of the rotor of the classifier wheel as well as the forced entry of large particles being 
rebounded off the chamber wall due to the high centrifugal force experienced.  This 
would be worsened if the material to be classified contained large particles and good 
flowability.  An increase in airflow rate resulted in the production of products that 
were slightly coarser in size due to the increase in escape potential brought about by 
the higher kinetic energy imparted by the airflow.  The influence of higher airflow rate 
would not be demonstrated if starting material, with large particle size and good 
flowability, was employed. 
 
The use of a second parameter, which was either De or D50, together with D99 was 
found to be very useful in indicating the efficiency of the classifier wheel, especially 
so when the powder feeder was employed.  This was due to the central locality of 
either De or D50 in the particle size distribution resulting in the ability to characterise 
products where there was a slight compromise of the classifier wheel, resulting in 
small number of large particles being collected, thus grossly inflating the D99 value 
without affecting the De or D50 value. 
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B.  Dissolution Enhancement of a Practically Insoluble Drug 
The understanding gained from studying the three processes resulted in the successful 
production of nifedipine powders with different particle sizes by sieving, FB hammer 
mill and FBO jet mill.  The incorporation of nifedipine into interactive mixtures and 
solid dispersions managed to enhance the dissolution of this practically insoluble drug 
as compared to pure nifedipine powder dissolution.  The dissolution of nifedipine 
solid dispersions followed the drug-controlled model as proposed by Craig and 
Newton (1992).  The dissolution mechanisms of the interactive mixtures and solid 
dispersions were essentially the same and they were dictated by the final nifedipine 
particle size, amount of wetting, degree of deaggregation and the levels of nifedipine 
and PEG 3350 crystallinity in the systems.  The choice of either technique of drug 
enhancement was dependent on the initial particle size of nifedipine.  Solid 
dispersions with high ratios of polymer to drug should be employed when processing 
nifedipine having a large initial particle size, whereas interactive mixtures were 
suitable for nifedipine with small initial particle size. 
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Appendix 1.  Linear regression for the (a) first, (b) second and (c) third
determinations of size analysis for batch ZPSB16. 
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Appendix 2.  Correlation between coefficient of variation
and number of particles measured. 
VII.  Appendices 
 253
Appendix 3.  Correlation between coefficient of variation of various
shape factors and number of particles measured.  (Shape factors:
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VII.  Appendices 
Appendix 4.  Fitting of particle size distributions into log-normal, Weibull and gamma 
models. 
       
Batch Numbera Log-normala P(Log-normal)b Weibulla P(Weibull)b Gammaa P(Gamma)b
       
Lactose 100M 24.143 0.004 15.263 0.084 11.930 0.217 
AFGA1 62.949 0.000 92.763 0.000 98.438 0.000 
AFGA2 31.073 0.000 111.566 0.000 78.016 0.000 
AFGA3 38.270 0.000 73.147 0.000 75.650 0.000 
AFGA4 8.939 0.348 138.913 0.000 51.520 0.000 
AFGB1 52.251 0.000 84.580 0.000 145.750 0.000 
AFGB2 57.262 0.000 103.860 0.000 113.549 0.000 
AFGB3 18.155 0.052 90.489 0.000 63.782 0.000 
AFGB4 38.429 0.000 95.855 0.000 98.476 0.000 
AFGC1 31.708 0.000 54.063 0.000 50.456 0.000 
AFGC2 22.717 0.007 65.302 0.000 49.284 0.000 
AFGC3 11.005 0.275 37.824 0.000 28.590 0.001 
AFGC4 36.339 0.000 93.691 0.000 73.824 0.000 
AFGD1 59.777 0.000 79.243 0.000 98.794 0.000 
AFGD2 60.154 0.000 130.543 0.000 160.597 0.000 
AFGD3 17.391 0.026 98.242 0.000 85.392 0.000 
AFGD4 14.917 0.061 148.853 0.000 70.729 0.000 
AFGE1 58.473 0.000 81.345 0.000 126.231 0.000 
AFGE2 43.490 0.000 133.691 0.000 159.860 0.000 
AFGE3 23.736 0.008 56.347 0.000 52.676 0.000 
AFGE4 29.051 0.001 115.969 0.000 89.089 0.000 
AFGF1 104.632 0.000 117.738 0.000 210.131 0.000 
AFGF2 63.544 0.000 90.653 0.000 109.527 0.000 
AFGF3 32.594 0.000 92.657 0.000 104.665 0.000 
AFGF4 24.366 0.004 66.271 0.000 60.818 0.000 
AFGG1 47.583 0.000 138.527 0.000 142.623 0.000 
AFGG2 41.058 0.000 83.680 0.000 76.862 0.000 
AFGG3 30.127 0.000 73.924 0.000 70.923 0.000 
AFGG4 44.906 0.000 87.544 0.000 94.023 0.000 
AFGH1 66.020 0.000 61.973 0.000 89.020 0.000 
AFGH2 56.016 0.000 75.224 0.000 79.104 0.000 
AFGH3 38.665 0.000 165.457 0.000 125.054 0.000 
AFGH4 14.943 0.060 58.177 0.000 45.787 0.000 
AFGI1 79.138 0.000 79.327 0.000 114.404 0.000 
AFGI2 27.865 0.001 57.528 0.000 57.680 0.000 
AFGI3 31.361 0.001 192.249 0.000 128.553 0.000 
AFGI4 65.932 0.000 147.579 0.000 123.834 0.000 
             
aCalculated Chi-square goodness of fit of the three functions.   
bCalculated probabilities of the three functions.    
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(a) Appendix 5.  Plots of circularity against (a) length, (b) breadth and (c) Fmax
illustrating the lack of relationship between spherical nature and size of
particle. 255


















































Appendix 6.  Plots of aspect ratio against (a) length, (b) breadth and (c)
Fmax illustrating the lack of relationship between elongated nature and size
of particle. 









































Appendix 7.  Plots of modelx against (a) length, (b) breadth and (c) Fmax
illustrating the lack of relationship between elongated nature and size of
particle. 
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Appendix 8.  Plots of pellips against (a) length, (b) breadth and (c) Fmax
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