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DE´DICACE
« Quand on remporte le tour, a` Sloubi, on a quatorze solutions possibles :
Soit on annule le tour, soit on passe, soit on change de sens, soit on recalcule les points,
soit on compte, soit on divise par six, soit on jette les bouts de bois de quinze pouces – c¸a,
c’est quand on joue avec les bouts de bois –, soit on se couche, soit on joue sans atouts,
et apre`s, il y a les appels : plus un, plus deux, attrape l’oiseau, rigodon ou “chante Sloubi”.
Nous, on va faire que “chante Sloubi”. »
Perceval dans Kaamelott, Livre III e´pisode 17
iv
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vRE´SUME´
Le nombre croissant d’utilisateurs d’Internet et le de´veloppement de la technologie des
communications s’accompagnent par l’e´mergence de comportements ille´gaux sur le re´seau.
Notons par exemple le partage de fichiers prote´ge´s par le droit d’auteur, comme des films ou
de la musique, mais aussi le trafic d’images et de films a` contenu pe´do-pornographique ille´gal
lui aussi. Il se forme alors le besoin de pouvoir efficacement cibler et de´tecter le transfert de
ces fichiers connus sur un lien re´seau.
Le fonctionnement des communications sur le re´seau Internet pre´sente de multiples pro-
ble´matiques. Les fichiers sont segmente´s en paquets et ceux-ci empruntent des routes possible-
ment inde´pendantes pour atteindre la meˆme destination. D’autre part, ces paquets suspicieux
peuvent eˆtre noye´s dans les flux de donne´es (le´gaux) de millions d’autres utilisateurs rendant
donc la reconstitution du fichier original depuis les paquets observe´s tre`s improbable. Dans
ce cas, on peut conside´rer que deux paquets successifs sont inde´pendants. Nous sommes donc
contraints de travailler au niveau des paquets et, pris individuellement les uns des autres, il
nous faudrait de´terminer avec le maximum de certitude si ceux-ci contiennent un segment de
fichier connu ou si ils appartiennent a` un flux de paquets connu. Enfin, les grands re´seaux
utilisant des liens a` 10, 40 voire 100 Gb/s, ces de´tections doivent pouvoir eˆtre applique´es sur
des millions de paquets par seconde.
On peut simplement de´terminer le flux auquel appartient un paquet en se basant sur les
donne´es de son enteˆte. Le processus se complique lorsque l’on cherche a` analyser le contenu des
paquets. On est alors face a` une grande quantite´ de donne´es, tre`s segmente´e, dans laquelle on
cherche des correspondances a` des sche´mas (ou re`gles) connu(e)s. Dans ce domaine particulier,
les expressions re´gulie`res sont tre`s utilise´es notamment graˆce a` leur versatilite´. On note en
revanche que les performances de celles-ci se de´gradent avec le nombre de re`gles qu’on leur
soumet. Les fonctions de hachage n’ont ge´ne´ralement pas ce de´savantage puisque le temps
d’acce`s a` un e´le´ment d’une table est constant quelque soit l’e´tat de remplissage de cette
dernie`re. Elles ont, d’autre part, l’avantage de ge´ne´rer des empreintes de taille fixe a` partir
desquelles on ne peut pas reconstituer le fichier original (injectivite´). Nous avons choisis
de baser notre syste`me sur l’algorithme de max-Hashing du fait de sa capacite´ a` pouvoir
de´tecter des segments de fichiers. Cette caracte´ristique n’est, en effet, pas partage´e par tous
les algorithmes de hachage et est cruciale dans le contexte que nous visons : la de´tection de
fragments de fichiers connus, pre´alablement re´fe´rence´s, contenus dans des paquets re´seau.
Le re´fe´rencement de fichiers informatiques avec l’algorithme de max-Hashing natif, ou
“brut”, a tendance a` ge´ne´rer des empreintes peu originales : celles-ci peuvent eˆtre retrou-
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ve´es lors du re´fe´rencement d’autres fichiers (diffe´rents) ou, pire, lors de l’analyse de paquets
transportant des donne´es inconnues. On parlera de redondances lors du re´fe´rencement et de
faux-positifs lors de la de´tection. Ces cas de figure sont particulie`rement courants avec des fi-
chiers de meˆme format. Le formatage introduit en ge´ne´ral des champs de donne´es qui peuvent
se retrouver tre`s similairement voire identiquement d’un fichier a` l’autre. Par extension, cer-
tains champs de donne´es sont plus originaux : il sera tre`s peu probable de les retrouver dans
d’autres fichiers. Ces segments nous donnant beaucoup plus d’information sur l’identite´ du
fichier dont ils ont e´te´ extraits, on parle de segments a` “haute-entropie”.
On propose donc une me´thode d’extraction de ces zones a`“haute-entropie”dans les fichiers
vide´o utilisant le format MP4 et l’encodeur H.264 (les plus utilise´s aujourd’hui) dans le but
de ge´ne´rer des empreintes originales. Avec l’utilisation d’une base de donne´es de 8073 fichiers
vide´o, nous montrons que notre me´thode permet de nullifier la probabilite´ de ge´ne´rer des
empreintes redondantes, lors du re´fe´rencement, ou de voir apparaitre un faux-positif lors de
la de´tection.
Les taˆches de de´tection des fichiers et des flux connus sont re´alise´es sur un GPU, situe´ sur
une carte connecte´e au bus PCIe 2.0 du syste`me. Ce genre de plateforme est particulie`rement
optimise´ pour le traitement de grandes quantite´s de donne´es en paralle`le, comme nos paquets
par exemple. Les contraintes principales lors du codage d’un programme pour le GPU se
trouvent dans son architecture. Il faut en effet prendre en conside´ration tous les niveaux de
me´moire qui sont disponibles sur la carte ainsi que la manie`re dont est exe´cute´ le code dans le
GPU. Tous les fils d’exe´cution (ou threads en anglais) doivent, par exemple, suivre les meˆmes
instructions pour pouvoir eˆtre exe´cute´s en paralle`les. En cas de divergences dans le code,
les performances du GPU chutent conside´rablement et les be´ne´fices d’une telle plateforme
disparaissent.
Notre syste`me de de´tection est constitue´ de plusieurs fonctions ou noyaux (kernels), terme
spe´cifique au GPU. Dans le premier d’entre eux, on re´alise l’analyse des enteˆtes des paquets
en paralle`le. On en extrait les informations importantes telles que les adresses IP, les ports et
les positions des champs de donne´es. Le second noyau hache les donne´es selon l’algorithme
de max-Hashing et ge´ne`re des empreintes depuis celles-ci. Enfin, lors du troisie`me et du
quatrie`me noyau respectivement, on compare les empreintes calcule´es et les informations de
l’enteˆte aux re´fe´rences enregistre´es dans la base de donne´es. Notre imple´mentation de ces
noyaux permet de traiter pre`s de 52 Gb/s, malheureusement le bus PCIe 2.0, par lequel on
achemine les paquets a` la me´moire du GPU, limite le syste`me complet a` 50 Gb/s.
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ABSTRACT
The increasing number of Internet users and the development in communication technol-
ogy are followed by the emergence of illegal behaviours on the network. For instance, we
can mention the sharing of files that are protected by copyrights, such as films or music, and
additionally the traffic of illegal images and video-clips related to child-pornography. There
is, therefore, a need for a system that can efficiently detect the transfer of known illegal files
over the Internet.
Such a system is not trivial: the protocols used on the networks imply some difficulties.
Files are fragmented into packets and these may follow different path through the network
to eventually reach the same destination. Moreover, the suspicious packets may get mixed
with legit data streams coming from millions of other users. Hence, the reconstruction of
the original file from the packets we can capture from a node is very unlikely. In this case,
we have to consider that two successive packets are independent. Focusing on each packet
individually and yet with the maximum certainty, we must be able to determine whether or
not this packet contains parts of a known file or belongs to a known packet flow. Finally, as
the technology used in large networks, such as Internet Service Providers (ISP) or Internet
backbones, reaches 10, 40 and 100 Gbps bandwidths, the ability for our system to treat such
bandwidth is mandatory.
One can simply determine the flow to which a packet belongs from the data embedded
in its header. The process usually becomes much more complicated when trying to analyze
the content of a packet. Then, we face large amount of data, very segmented, in which we
try to locate the parts that match given patterns (or rules). Regular expressions are widely
used for such problems thanks to their versatility but, on the other hand, their performances
are bound to the number of patterns (rules) they try to locate: the more you add rules the
less you can expect good performance from the system. Hashing methods usually do not
have this disadvantage since the time to access an item in a hash-table is constant regardless
of the its filling. Furthermore, they have the advantage of generating fixed size footprints
from which we cannot reconstruct the original file (due to their injectivity property). We
chose to base our system on the Max-Hashing algorithm due to its ability to detect segments
of known files. This feature is not common to all hashing algorithms and is crucial for the
purpose we seek: the detection of fragments of known files, previously referenced, contained
in the payload of network packets.
Basically referencing computer files with the max-Hashing algorithm leads to the gen-
eration of non-original fingerprints. These may be generated again while referencing other
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files (we call them redundancies) or, worse, while analyzing packet carrying unknown ones
(we will call them false-positives). This kind of event can become particularly common when
dealing with files that have the same format. Indeed, formatting introduces fields of data
and flags that can be found in various files with little or no difference at all. By extension,
some fields are more original : the kind of segment of data that is very unlikely to find in
any other file. These segments give many information on the identity of the file from which
they were extracted. We therefore call them “high-entropy” segments.
Thus, we propose a method for the extraction of “high-entropy” segments in video files
using the MP4 format and the H.264 encoder (the most used). Once located, we can focus on
these zones in order to generate original fingerprints. Using a database counting 8073 video
files, we measure that our method can nullify, both, the probability of generating redundant
fingerprints while referencing, and the false-positive rate while detecting.
The detection tasks for known files and known flows are performed with a GPU. The chip
is deported on a card and connected to the rest of the system by a PCIe 2.0 bus. This kind
of platform is particularly optimized for the processing of large amounts of data in parallel,
like our network packets. But the main constraints in coding a program for the GPU lie in
its architecture: there are several levels of memories on the card itself and the instructions
are executed in a peculiar way. For instance, all threads must follow the same execution path
in order for them to be executed in parallel. In case of divergences in the code, the GPU
performances drop considerably and the benefits of such a platform disappear.
Our detection system consists of several functions or “kernels”, as we call functions that
are designed to be executed on a GPU. In the first kernel, the packet headers are parsed in
parallel. Information such as IP addresses, TCP/UDP ports and payload offset and length
are extracted and stored for further use. The second kernel hashes the payload according to
the max-Hashing algorithm and generates fingerprints from them. Finally, in the third and
fourth kernels, the computed fingerprints and the TCP/UDP-IP data are compared with the
reference database. Our implementation of these four kernels can treat up to 52 Gbps of
network packets. Unfortunately the PCIe 2.0 bus, which forwards the packets to the GPU
memory, caps the system to 50 Gbps.
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1CHAPITRE 1
INTRODUCTION
1.1 De l’e´volution des re´seaux
Durant toute l’anne´e 2013, Cisco [9] estime que 2,5 milliards d’eˆtres humains se sont
connecte´s a` Internet. Cela signifie donc que plus d’un tiers de l’humanite´ est utilisateur du
re´seau de re´seaux. On estime qu’a` l’horizon de 2018, ce sera plus de la moitie´ de l’humanite´
avec 3,9 milliards d’utilisateurs de par le monde. Cet e´largissement du re´seau vers de nou-
veaux utilisateurs s’accompagne aussi par l’ame´lioration des bandes passantes des branches
de´ja` existantes. Par exemple, la socie´te´ e´tasunienne Verizon, en charge de la gestion d’une
partie des dorsales Internet (Internet backbone) et posse´dant un re´seau de plus de 1.287.000 ki-
lome`tres utilise les dernie`res technologies disponibles lors de l’installation de nouveaux caˆbles
soit 40 Gbps pour ses liens sous-marins et 100 Gbps pour ses liens terrestres [62]. Tous ces
facteurs ont pour conse´quence une croissance remarquable des quantite´s de donne´es e´chan-
ge´es : passant de 51,2 Exaoctets (Exa = 1018) par mois en 2013 a` probablement 131,6 Eo en
2018, toujours selon Cisco [9].
Notre utilisation du re´seau Internet a conside´rablement e´volue´ avec les capacite´s de celui-
ci. Les particuliers comme les entreprises se convertissent aux cloud computing permettant,
par exemple, de de´le´guer les taˆches de stockage ou de calcul a` d’autres entite´s sur le re´seau.
De la meˆme manie`re, il faut noter l’utilisation croissante de plateformes de´die´es au stockage
et a` la distribution de fichiers vide´o. Le trafic lie´ a` la plateforme Youtube, par exemple,
repre´senterait a` lui seul plus de 5% de la bande passante mondiale en 2011 [14]. La base de
donne´es de ce ge´ant de l’Internet augmente de 100 heures chaque minute et dans le meˆme
intervalle de temps l’e´quivalent de 100.000 heures de vide´o est consulte´ [67]. Cisco [9] estime
que la vide´o repre´sentait 57% du trafic Internet en 2013 et que ce nombre passera a` 75% en
2018 avec l’accroissement du nombre d’utilisateurs et l’augmentation de la taille des fichiers
vide´o utilise´s.
Dans ce me´moire, nous pre´senterons une me´thode de re´fe´rencement de´die´e aux fichiers
vide´o ainsi qu’un syste`me de de´tection a` grande vitesse de fichiers et de flux connus sur un
re´seau. Le re´fe´rencement permet de de´terminer les informations a` extraire d’un fichier pour
que celui-ci puisse eˆtre de´tecte´ plus tard. Le syste`me pourra analyser les donne´es circulant
sur un lien re´seau afin de de´terminer s’il s’agit de contenus connus ou si ces messages font
partie d’une discussion a` surveiller.
21.2 Analyse des e´changes sur le re´seau : raisons et me´thodes
Comme nous l’avons mentionne´ ci-dessus, les progre`s de la technologie profitent aux
bandes passantes des connexions des utilisateurs de l’Internet. La capacite´ moyenne de celles-
ci s’e´levait a` 16 Mb/s en 2013 et devrait passer a` 42 Mb/s en 2018 [9]. La loi de Nielsen
(nomme´e apre`s Jakob Nielsen) illustre cette e´volution : elle stipule que la bande-passante
maximale des particuliers croit de 50% par anne´e. Paralle`lement, les syste`mes de stockage
informatiques voient eux aussi leurs capacite´s de´cuple´es (suivant la loi de Kryder, Mark).
Cette croissance se traduit notamment par une re´duction conside´rable du prix moyen par
unite´ de stockage. Malheureusement, ces progre`s ne servent pas toujours de nobles desseins.
1.2.1 Exemples de pratiques et de comportements illicites sur Internet
Mentionnons dans un premier temps la diffusion ille´gale de contenus prote´ge´s par le droit
d’auteur sur Internet, aussi appele´e “piratage”. En 2011, il a e´te´ estime´ que l’e´change de ce
genre de contenu constituait 23,76% du trafic Internet mondial [14]. En analysant les fichiers
e´change´s, on remarque que les secteurs du divertissement sont particulie`rement touche´s. La
Motion Pictures Association of America, par exemple, a annonce´ que le manque a` gagner
pour l’industrie e´tasunienne du film s’e´levait a` 20,5 milliards de dollars par anne´e soit 140.000
emplois “perdus” [3]. La Recording Industry Association of America estime quant a` elle que
l’impact du “piratage” sur l’industrie de la musique aux E´tats-Unis s’e´le`ve a` une perte de
12,5 milliards de dollars par anne´e soit 70.000 emplois [45].
D’autres contenus et comportements, plus malveillants ceux-la`, circulent eux aussi sur les
re´seaux. Ils peuvent eˆtre simplement inde´sirables, comme les pourriels (ou spam en anglais)
mais d’autres, comme les virus informatiques, peuvent aller jusqu’a` mettre a` mal l’inte´grite´
de syste`mes. Mentionnons aussi l’intrusion dans un syste`me informatique connecte´ a` Internet
en vue d’en obtenir des informations confidentielles qui constitue e´videmment un de´lit dans
de nombreux pays. Ces “cyber-attaques”, pour certaines tre`s me´diatise´es, peuvent prendre
une ampleur titanesque voire meˆme bousculer la ge´opolitique internationale [7].
Enfin, le partage et la possession de fichiers a` contenu pe´do-pornographique sont presque
unanimement conside´re´s comme ille´gaux. Or, le de´veloppement d’Internet (nombre d’inter-
nautes et qualite´ des e´quipements) a rendu ce genre de contenu plus courant et plus accessible
que jamais [65]. L’ampleur du proble`me est telle que de nombreux pays ont constitue´ des bri-
gades de police spe´cialise´es dans la lutte contre la prolife´ration de la pe´do-pornographie sur
Internet [16, 38]. Elles traquent les personnes a` l’origine des fichiers, les fournisseurs (sites) et
3les consommateurs (internautes) et parviennent a` re´cupe´rer, sur des e´quipements saisis lors
d’enqueˆtes, les objets du de´lit. Ces bases de donne´es de fichiers illicites peuvent eˆtre utilise´es
par les forces de police pour de futures enqueˆtes.
1.2.2 De´tection de contenus potentiellement ille´gaux
Sur un nœud du re´seau
Internet est un re´seau de re´seaux interconnecte´s base´ sur la commutation de paquets.
Chaque nœud peut eˆtre connecte´ a` de nombreux autres et les paquets peuvent potentielle-
ment emprunter des chemins diffe´rents pour atteindre un meˆme point. Cette dernie`re carac-
te´ristique constitue un inconve´nient pour la de´tection du contenu de ces paquets mais il ne
s’agit pas du seul. Nous aurons l’occasion de revenir plus en de´tail sur les principaux proto-
coles re´seaux par la suite mais, pour l’heure, on peut mentionner quelques caracte´ristiques
des re´seaux affectant le transfert d’un fichier entre deux points et qui ne faciliteront pas notre
travail :
– Le fichier peut eˆtre segmente´ en paquets de tailles non-de´finies.
– Les paquets peuvent eˆtre transmis dans n’importe quel ordre.
– L’ordre dans lequel ils sont rec¸us peut diffe´rer de l’ordre dans lequel ils ont e´te´ transmis.
– Tous les paquets ne transitent pas ne´cessairement par les meˆmes nœuds.
– Des paquets peuvent eˆtre perdus.
Ce genre de contraintes sugge`re que la reconstitution comple`te des fichiers a` partir des
paquets capture´s depuis un seul point du re´seau est peu probable. C’est d’autant plus impro-
bable si l’on conside`re que les flux de millions d’internautes transitent et se me´langent sur les
meˆmes nœuds. D’autre part, notons que la reconstitution de tels fichiers, meˆme temporaire,
peut eˆtre ille´gale.
En observant les enteˆtes des paquets transitant par un point du re´seau, on peut simplement
extraire leurs adresses de source et de destination. Un filtrage simple consiste a` comparer ces
adresses a` celle des sites (point du re´seau) dont l’acce`s doit eˆtre bloque´. Cette pratique est tre`s
courante, notamment dans le cadre de sites diffusant du contenu pe´do-pornographique [35].
En revanche, la me´thode est limite´e puisqu’elle ne´cessite de connaitre a` l’avance l’adresse
de ces sites. Il est, de plus, relativement aise´ pour un internaute de contourner le nœud du
re´seau qui applique de tels filtrages ou, pour le site, d’ope´rer sous diffe´rentes adresses.
Une me´thode plus avance´e consiste a` analyser les donne´es incluses dans le paquet afin
de de´terminer si ceux-ci doivent eˆtre signale´s, re´oriente´s, ou simplement supprime´s. On parle
alors de DPI (Deep Packet Inspection). Cela ne´cessite d’avoir une base de donne´es de re´fe´-
4rences auxquelles sont compare´es les donne´es des paquets. On distingue alors le re´fe´rencement,
la taˆche qui consiste a` analyser les fichiers qui devront eˆtre identifie´s a` nouveau lors de la
de´tection, e´tape a` laquelle on compare le contenu des paquets a` notre base de donne´es de
re´fe´rences. Nous reviendrons sur cette me´thode plus tard dans ce me´moire.
Avec acce`s total
La situation change lorsque l’on peut, le´galement et techniquement, avoir acce`s a` la tota-
lite´ du flux ou du fichier. La socie´te´ e´tasunienne Google, par exemple, lutte contre la diffusion
de contenus prote´ge´s par le droit d’auteur sur ses services (transitant donc par ses serveurs).
Ainsi le syste`me ContentID [21] analyse les flux vide´os de la plateforme de partage de vide´os
Youtube et du service Hangout. Il est annonce´ que plus de 25 millions de fichiers sont re´fe´-
rence´s et que le syste`me traite l’e´quivalent de 400 anne´es de vide´os par jour pour plus de
5000 ayant-droits [67].
Enfin, la situation se simplifie aussi lorsque l’on souhaite de´tecter la pre´sence de fichiers ou
de segments de fichiers sur un support de stockage. Dans le domaine judiciaire, par exemple,
les disques-durs saisis lors d’enqueˆtes sont inte´gralement analyse´s pour y retrouver certains
fichiers (connus ou non). Le processus de tri dans les fichiers peut eˆtre grandement acce´le´re´
graˆce au hachage, sur lequel nous reviendrons, et graˆce a` la base de donne´es du NIST [41] qui
re´fe´rence une collection de fichiers courants et le´gaux (donc ininte´ressants pour un enqueˆteur).
1.3 Cahier des charges de notre syste`me et objectifs de recherche
Des observations pre´ce´dentes on de´termine quelques crite`res que doit suivre un syste`me de
de´tection de fichiers connus en un point du re´seau pour eˆtre efficace. Tout d’abord, concernant
le re´fe´rencement, notre syste`me doit eˆtre capable d’analyser des fichiers afin d’en extraire les
informations ade´quates pour pouvoir, plus tard, de´tecter des segments de ces fichiers disse´-
mine´s dans des paquets re´seau. D’autre part, les transferts de fichiers vide´o pouvant eˆtre lie´s
a` la distribution ille´gale de contenus prote´ge´s par le droit d’auteur ou de contenus a` caracte`re
pe´do-pornographique, il conviendrait aussi de proposer une me´thode de re´fe´rencement de´die´e
a` ce type de fichier. On note donc le premier objectif de recherche :
Objectif 1 : Proposer une me´thode d’extraction d’empreintes de fichiers vide´o qui
garantisse l’originalite´ de ces empreintes et qui faciliterait la de´tection de segments de ces
fichiers disse´mine´s dans des paquets re´seau.
5Concernant la taˆche de de´tection, notre syste`me se baserait sur les travaux de Jonas
Lerebours [29] qui propose un syste`me de de´tection de fichiers connus a` grande vitesse sur
GPU. Ce syste`me devra eˆtre capable de prendre en charge les empreintes pre´alablement
calcule´es lors du re´fe´rencement. Nous souhaiterions pouvoir de´tecter, en plus des paquets
ayant du contenu connu, ceux qui appartiendraient a` un flux de paquets qui auraient de´ja`
leve´ des alertes ou qui comporteraient une adresse a` surveiller. Enfin, notre syste`me devra
pouvoir eˆtre utilise´ par des gestionnaires de larges re´seaux (bandes passantes importantes et
nombreux usagers) tels que les grandes entreprises, les Fournisseurs d’Acce`s a` Internet (FAI)
ou encore les gestionnaires des dorsales Internet. Cela reviendrait donc a` pouvoir analyser les
flux provenant de liens a` 40 Gb/s voire 100 Gb/s. On note donc :
Objectif 2 : Proposer un syste`me de de´tection de segments de fichiers connus et de flux
re´seaux connus capable de traiter les paquets circulant sur des liens re´seaux a` tre`s haute
vitesse (40 Gb/s et plus).
1.4 Plan du me´moire
Le pre´sent me´moire sera de´coupe´ comme suit. Dans un premier temps, nous de´taillerons
le contexte des re´seaux et signalerons les diffe´rentes solutions existant dans le domaine de
la de´tection de donne´es connues afin de valider les me´thodes que nous emploierons dans
notre syste`me. Lors du troisie`me chapitre, nous pre´senterons notre de´marche pour remplir le
premier objectif de recherche : le re´fe´rencement de´die´ aux fichiers vide´o. Nous prendrons pour
exemple un des formats vide´os les plus utilise´s aujourd’hui : le MP4 avec l’encodeur H.264. Le
quatrie`me chapitre sera de´die´ au second objectif de recherche. Nous y mentionnerons d’abord
les choix effectue´s pour la conception du syste`me de de´tection, principalement imple´mente´
sur GPU, puis nous pre´senterons les re´sultats et les performances mesure´es de celui-ci. Enfin,
le chapitre cinq cloˆturera ce me´moire et proposera des pistes pour la poursuite des travaux
qui auront e´te´ pre´sente´s.
6CHAPITRE 2
REVUE DE LITTE´RATURE
Ce me´moire vise a` proposer un syste`me de de´tection de fragments de fichiers connus et
de flux suspects sur un lien 40 Gb/s. De plus, nous nous concentrerons sur le re´fe´rencement
de fichiers vide´o. Ce chapitre de revue de litte´rature a pour but de pre´senter les diffe´rents
syste`mes, algorithmes et mate´riels de´ja` existants ce qui nous permettra de justifier les choix
de conception que nous ferons par la suite.
2.1 Les protocoles des re´seaux informatiques
Il convient dans un premier temps de pre´senter et de de´tailler les protocoles auxquels
il sera fait re´fe´rence dans ce me´moire. Ceux-ci peuvent tout d’abord eˆtre introduits comme
faisant partie du mode`le OSI (Open Systems Interconnection) repre´sente´ au tableau 2.1. Cette
vision en couches des fonctions de communication met en e´vidence les notions d’abstraction et
d’encapsulation qui existent entre celles-ci. A` titre d’exemple, deux protocoles sont indique´s
pour chaque couche. Il ne s’agit pas d’une liste exhaustive. Nous allons porter une attention
particulie`re a` ceux figurant en caracte`res gras, les plus utilise´s pour les couches 2, 3 et 4. Pour
cela, nous proce`derons dans l’ordre de de´sencapsulation, c’est a` dire de la couche Liaison (2)
a` la couche Transport (4).
2.1.1 Couche Liaison : Ethernet
Ethernet est un protocole pour les re´seaux locaux filaires (LAN) occupant les couches
Physique et Liaison du mode`le OSI. Il permet d’acheminer des donne´es entre deux points
qui partagent un meˆme canal. Ces deux points sont identifie´s par leurs adresses MAC (Media
Tableau 2.1 Mode`le OSI
No Nom Exemples de protocole
7 Application HTTP, FTP
6 Pre´sentation MPEG, JPEG
5 Session SCP, SQL
4 Transport TCP, UDP




7Access Control), de six octets chacune. Il s’agit en ge´ne´ral d’adresses mate´rielles fixe´es par
le fabricant de l’interface re´seau, et elles sont conside´re´es comme uniques. Les donne´es sont
transmises sous la forme d’une trame Ethernet, sche´matise´e par la figure 2.1.
On peut voir que les paquets Ethernet consistent d’un enteˆte de 14 octets suivi par un
champ de taille variable contenant les donne´es. On notera aussi la pre´sence d’une signature
apre`s les donne´es. Dans l’en-teˆte, on distingue trois champs :
– L’adresse MAC de l’expe´diteur occupant six octets.
– L’adresse MAC du destinataire, six octets elle aussi.
– Le champ “Taille ou type”, aussi appele´ “Ethertype”, a un roˆle double en fonction de sa
valeur (code´e sur deux octets) :
– Si sa valeur est infe´rieure ou e´gale a` 1500 alors il s’agit bel et bien de la taille en
octets de la trame courante (les trames Ethernet I, n’e´tant plus utilise´es aujourd’hui).
– Si supe´rieure a` 1500, alors la valeur permet de spe´cifier le protocole de la couche
Re´seau inclus dans le champ de donne´es (voir tableau 2.2).
Le champ de donne´es occupe entre 46 et 1500 octets. Dans le cas ou` les informations
a` transmettre sont plus larges, elles devront eˆtre fragmente´es en plusieurs trames distinctes
avant de pouvoir eˆtre transmises sur le canal. Ce champ pourra lui-meˆme contenir les donne´es
propres aux protocoles utilise´s dans les couches supe´rieures du mode`le OSI.
Enfin, le champ CRC-32 contient la signature, sur quatre octets, de l’en-teˆte et des don-
ne´es. Cette signature permet de ve´rifier l’inte´grite´ du paquet : si la signature ne correspond
pas au paquet celui-ci est inte´gralement jete´. Nous reviendrons plus tard sur la manie`re dont
est ge´ne´re´e cette signature lorsque nous aborderons le hachage a` la section 2.3.2. La taille
d’un paquet Ethernet est donc comprise entre 64 et 1518 octets.
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Figure 2.1 Trame Ethernet







2.1.2 Couche Re´seau : le protocole IP
Internet Protocol (IP) permet de palier a` certaines limitations de Ethernet : les deux
interlocuteurs n’ont pas ne´cessairement a` faire partie du meˆme (sous-)re´seau. La source et
le destinataire du message sont, cette fois-ci, de´finis par des adresses logicielles. Les valeurs
de ces adresses de´termineront le routage du message qui n’est pas fixe´ a` l’avance : on dit
que IP n’est pas “oriente´ connexion”, contrairement par exemple au re´seau te´le´phonique. Par
conse´quent, des paquets IP e´mis dans un certain ordre ne sont pas assure´s d’arriver dans
cet ordre, ni meˆme d’arriver tout court. Ces inconve´nients seront adresse´s dans la couche
Transport, notamment par le protocole TCP (section 2.1.3).
Nous nous concentrerons dans ce me´moire sur la version 4 de IP. Elle est en effet la plus
re´pandue aujourd’hui mais est limite´e par le nombre d’adresses qu’elle peut supporter. E´tant
donne´ qu’une adresse IPv4 est code´e sur 4 octets, on peut de´terminer un maximum de 24×8
adresses, soit un peu plus de 4 milliards. La version 4 de IP sera par conse´quent peu a` peu
abandonne´e et remplace´e par la version 6 qui utilise, quant a` elle, des adresses de 16 octets
(soient 3, 4× 1038 adresses possibles).
La configuration d’une trame IPv4 est pre´sente´e dans la figure 2.2. On notera quelques
champs importants dans son enteˆte :
– La version de IP utilise´e.
– La taille de l’enteˆte et la taille totale de l’enteˆte et des donne´es.
– Le protocole inclus dans le champs de donne´es. Par exemple, si la valeur contenue dans
le champ vaut 6 ou 17, cela indique respectivement TCP ou UDP.
– Les adresses IP de la source et du destinataire, code´e sur 4 octets chacune.
2.1.3 Couche Transport : protocoles TCP et UDP
Ces deux protocoles de la couche Transport utilisent la notion de “port” logiciel. Sur de-
mande au du syste`me d’exploitation, une application peut se voir attribuer un port au travers
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Identification Flags Offset du fragment





Figure 2.2 Trame IPv4
duquel elle pourra acce´der aux interfaces re´seau pour envoyer ou recevoir des donne´es. E´tant
code´ sur 2 octets, on a donc the´oriquement 22×8 = 65536 ports a` notre disposition. Dans les
faits, certains ports sont re´serve´s.
TCP et UDP ont donc en commun le fait de spe´cifier deux ports : un port pour la source
et un port pour le destinataire du message. Ne´anmoins, les deux protocoles ne sont pas re-
dondants et offrent des services bien diffe´rents. TCP est “oriente´ connexion” : deux machines
doivent proce´der a` une “poigne´e de main” avant de s’envoyer des messages qui seront scru-
puleusement acquitte´s. Ce protocole permet donc de palier a` certaines limitations de IP et
de Ethernet qui, jusque la`, ne permettaient pas de s’assurer de la bonne de´livrance des mes-
sages. UDP, en revanche, ne propose rien de plus que IP si ce n’est bien suˆr de spe´cifier des
ports logiciels. Les messages ne sont pas assure´s d’arriver dans l’ordre, ni meˆme d’arriver
a` destination. Ce qui pourrait apparaitre comme un de´faut peut eˆtre pre´fe´rable pour cer-
tains cas d’utilisation dans lesquels on ne peut se permettre le temps d’e´tablir les connexions
(“poigne´es de main”) ou d’acquitter chacun des messages (voix sur IP, streaming vide´o et
jeux-vide´os par exemple).
Les enteˆtes TCP et UDP sont repre´sente´s sur les figures 2.3 et 2.4. Compte-tenu des
services offerts par TCP, il n’est pas e´tonnant de constater que son enteˆte occupe pre`s de
quatre fois l’espace de UDP. Pour ce dernier, on remarquera notamment les champs suivants :
– Ports source et destination, occupant deux octets chacun.
– Taille totale de l’enteˆte et des donne´es (la taille de l’enteˆte e´tant fixe).
Quant a` TCP, on notera en particulier :
– Les ports source et destination.
– La taille de l’enteˆte, variable du fait des options facultatives (comme pour IPv4).
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Port source Port destination
Nume´ro de se´quence
Nume´ro d’acquittement
Taille en-teˆte Flags Feneˆtre
Signature Pointeur de donne´es urgentes
Options (facultatives) Remplissage (si options)
Donne´es
Figure 2.3 Trame TCP
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Port source Port destination
Taille totale Signature
Donne´es
Figure 2.4 Trame UDP
2.2 Syste`mes de de´tection d’intrusion
2.2.1 Principe
Maintenant que nous savons ce a` quoi ressemble un message circulant sur un re´seau, nous
pouvons traiter des syste`mes qui les analysent a` des fins de se´curite´. Certains messages (ou
certaines suites de messages) peuvent en effet mettre en pe´ril l’inte´grite´ de syste`mes informa-
tiques ou encore re´ve´ler des donne´es confidentielles. Ces “attaques” ou “intrusions” peuvent
eˆtre identifie´es voire bloque´es par ce que nous appelons des IDS (Intrusion Detection System)
et des IPS (Intrusion Prevention System). Cette identification peut eˆtre base´e sur la lecture
des enteˆtes des paquets, on parle alors de SPI (Stateful Packet Inspection), ou sur le contenu
de leur champ de donne´es, il s’agit la` de DPI (Deep Packet Inspection).
Ces syste`mes existent sous diffe´rentes cate´gories. On peut par exemple distinguer les sys-
te`mes base´s sur le re´seau de ceux base´s sur l’hoˆte [17]. Les premiers ont acce`s a` tous les
messages circulant dans un re´seau, les seconds n’acce`dent qu’aux donne´es concernant l’hoˆte
sur lequel ils sont installe´s. Ces deux cate´gories ont chacune des avantages et des inconve´-
nients qui leurs sont propres, si bien qu’on trouve aujourd’hui beaucoup de syste`mes situe´s a`
la fois au niveau du re´seau et a` celui de l’hoˆte.
Nous allons sommairement pre´senter les deux types de de´tection qui existent : la de´tection
d’anomalies et la de´tection d’abus [25]. Ici encore, les solutions commerciales ont tendance a`
concilier les deux me´thodes pour profiter des avantages de chacune.
11
2.2.2 De´tection d’anomalies
Les “anomalies”, dont nous parlons ici, sont des e´carts par rapport a` un comportement
conside´re´ comme habituel. Cela sous-entend e´videmment d’avoir de´fini ce qu’est un profil
“normal” d’activite´. Un comportement inhabituel peut alors ge´ne´rer une alerte et le sys-
te`me pourra e´ventuellement s’en prote´ger. Ce type de de´tection a recours a` des me´thodes
d’apprentissage artificiel. Sans entrer plus dans les de´tails, on mentionnera que diffe´rentes
approches existent comme les apprentissages “supervise´s” et “non-supervise´s”, respectivement
illustre´s dans le domaine de la de´tection d’intrusions par [20] et [43].
L’avantage principal de la de´tection d’anomalies est le fait de pouvoir de´tecter des attaques
jusqu’alors inconnues. Le taux de faux-positifs (conside´rer a` tort qu’un comportement anodin
repre´sente une attaque) lors de la de´tection est en revanche ge´ne´ralement assez e´leve´.
2.2.3 De´tection d’abus
Un abus est l’occurrence d’un comportement ou d’un e´ve`nement pre´alablement de´termine´
comme une attaque. Il s’agit de de´tecter un motif, pattern en anglais, qui est la “signature”
d’un type d’attaque connu. Le syste`me comporte donc une base de donne´es de signatures,
de motifs, qu’il essaye de retrouver parmi les messages visibles sur le re´seau. Snort [48] est
l’exemple typique dans le domaine des IDS base´s sur les signatures (abus) meˆme si aujour-
d’hui, comme mentionne´ plus haut, celui-ci s’e´tend aussi a` la de´tection d’anomalies.
Ce genre de de´tection est tre`s fiable : une attaque dont on connait une signature pre´cise
pourra eˆtre de´tecte´e et les taux de faux-positifs et de faux-ne´gatifs sont en ge´ne´ral tre`s faibles.
Ne´anmoins, on ne peut se pre´munir contre un nouveau type d’attaque dont la signature est
encore inconnue. Dans la section suivante, nous pre´senterons les diffe´rentes approches pour la
de´tection de donne´es connues ou de leur signature. Certaines d’entre elles sont fre´quemment
employe´es dans des IDS/IPS base´s sur la de´tection d’abus.
2.3 De´tection de donne´es connues
Il existe de nombreuses me´thodes pour la reconnaissance de fichiers, de morceaux de
fichiers, ou de motifs. Nous allons proce´der de l’approche la plus na¨ıve pour en arriver a`
l’algorithme de max-Hashing, l’un des piliers du syste`me propose´ dans ce me´moire.
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2.3.1 Comparaison de chaˆınes de caracte`res
Nous parlerons en effet ici de chaˆınes de caracte`res du fait que les algorithmes pre´sente´s
ci-apre`s sont utilise´s notamment pour la de´tection de plagiat, de pourriel (spam en anglais),
de se´quences de ge`nes d’ADN, voire meˆme dans le domaine des moteurs de recherche. Cela
rendra aussi la lecture plus agre´able puisque l’on peut substituer les valeurs hexade´cimales
d’octets par leur repre´sentation dans l’alphabet latin selon le codage ASCII.
Nous souhaitons trouver dans un texte repre´sente´ par une chaˆıne de caracte`res S1 de taille
k1, un mot ou une phrase S2 de taille k2. On cherche donc les m occurrences de S2 dans S1
avec e´videmment k1 ≥ k2. Pour l’illustration, on conside´rera que S1 = “ababaabcabdabcac”
et S2 = “abcac”. On note que S2 se retrouve une seule fois a` la fin de S1 (m = 1).
Comparaison exacte, na¨ıve et ame´liore´e
La premie`re approche, dite na¨ıve, consiste a` comparer S2 a` toutes les sous-chaˆınes de k2
caracte`res de S1. On commence par aligner le premier caracte`re de S2 au premier caracte`re
de S1. A` la premie`re diffe´rence on “de´cale” S2 : on la compare a` S1 a` partir de son second
caracte`re comme le montre la figure 2.5. Cette me´thode simple et facile a` imple´menter est
ne´anmoins tre`s peu optimise´e (voir tableau 2.3). On ne garde en effet aucune information
sur les comparaisons qui ont de´ja` eu lieu aux ite´rations pre´ce´dentes. Sur la figure 2.5 par
exemple, a` l’ite´ration 2, on compare le premier caracte`re de S2 (“a”) au premier de S1 (“b”).
Or ce dernier a de´ja` e´te´ lu pre´ce´demment, lors de l’ite´ration 1, mais aucune information sur
cette lecture et cette comparaison n’a e´te´ conserve´e.
Ite´rations a b a b a a b c a b d a b c a c
1
a b c a c
= = 6=
2
a b c a c
6=
3
a b c a c
= = 6=
4
a b c a c
6=
. . . . . .
12
a b c a c
= = = = =
Figure 2.5 Approche na¨ıve pour la comparaison de chaˆınes de caracte`res
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La premie`re ame´lioration, propose´e par Knuth, Pratt et Morris [26] en 1977, consiste a`
re´aliser un pre´-traitement sur S2 avant meˆme de lire S1. Il s’agit de tirer parti de la confi-
guration des caracte`res de S2 voire meˆme de leurs redondances. Dans S2 = “abcac”, il y a
un “a” en premie`re et en quatrie`me position. Or, dans le cas ou` une comparaison e´chouerais
seulement pour le cinquie`me caracte`re de S2, “c”, on sait que le dernier caracte`re commun
de S1 et S2 e´tait un “a” et qu’il y en a un au de´but de S2 suivi d’un caracte`re diffe´rent de
“c”. Par conse´quent, on peut directement de´caler S2 afin de repartir du “a” de S1 sans pour
autant le ve´rifier a` nouveau (ite´rations 4 et 5 de la figure 2.6).
L’approche propose´e par Boyer et Moore [5], et qui sera plus tard ame´liore´e par Horspool
[19], permet entre autres de prendre en compte l’occurrence, dans S1, de caracte`res n’appar-
tenant pas a` l’alphabet du motif S2. Dans notre exemple, le caracte`re “d” apparait dans S1
(onzie`me position) mais pas dans S2. On peut donc, une fois qu’il a e´te´ lu (c’est-a`-dire com-
pare´ a` un caracte`re de S2), l’ignorer comple`tement par la suite en faisant glisser S2 jusqu’a`
le de´passer. Sur la figure 2.6, cela reviendrait a` ne pas effectuer l’ite´ration 6. Ne´anmoins si la
taille a1 du dictionnaire de S1 est importante, cela alourdi le pre´-traitement.
Enfin, l’algorithme Rabin-Karp [24] diffe`re enorme´ment de ceux pre´sente´s pre´ce´demment
en cela qu’il utilise une fonction de hachage. Une empreinte est ge´ne´re´e a` partir du motif
a` rechercher S2 et sera compare´e a` celles ge´ne´re´es sur S1. A chaque ite´ration, il n’y a donc
qu’une seule comparaison a` effectuer mais qui ne´cessite la ge´ne´ration de l’empreinte sur S2.
Une illustration est donne´e sur la figure 2.7 ou` E = F (S2[0; k2 − 1]) est l’empreinte de S2
ge´ne´re´e par la fonction de hachage F et en = F (S1[n;n + k2 − 1]) l’empreinte ge´ne´re´e a`
partir du nie`me caracte`re de S1. Plus d’informations sont fournies concernant les fonctions de
hachage a` la section 4.4.4.
Expressions rationnelles (re´gulie`res)
Les expressions rationnelles pre´sentent une the´orie ge´ne´rale pour la recherche de motifs.
Elle inclut la recherche exacte de motifs, comme pre´ce´demment illustre´e, mais aussi plus
largement la recherche de motifs complexes. Ces derniers peuvent repre´senter une multitude,
voire une infinite´, de motifs “exacts”. Par exemple, selon la syntaxe ge´ne´ralement employe´e,
l’expression rationnelle “[ab]+cac” englobe S2 = “abcac” mais aussi “ababcac”, “abababcac”,
“ababababcac”, et une infinite´ d’autres motifs ayant la meˆme construction (le motif “ab” peut
eˆtre re´pe´te´ n fois, avec n > 0).
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Ite´rations a b a b a a b c a b d a b c a c
1
a b c a c
= = 6=
2
a b c a c
= = 6=
3
a b c a c
= 6=
4
a b c a c
= = = = 6=
5
a b c a c
= 6=
6
a b c a c
6=
7
a b c a c
= = = = =
Figure 2.6 Application de l’algorithme de Knuth-Pratt-Morris
Ite´rations a b a b a a b c a b d a b c a c
1 e0 6= E
2 e1 6= E
3 e2 6= E
4 e3 6= E
. . . . . .
12 e11 = E
Figure 2.7 Application de l’algorithme de Rabin-Karp
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C’est notamment a` Rabin et Scott, en 1959 [44], que l’on attribue l’adaptation des ex-
pressions rationnelles en machines a` e´tats (automates) finis. Ces dernie`res, de´terministes ou
non, peuvent eˆtre construites selon une multitude de me´thodes comme par exemple celle de
Thompson imple´mente´e dans le logiciel pour Unix grep [58], et qui inclura aussi la me´thode
de Aho et Corasick [2]. Cette dernie`re est la plus fre´quemment utilise´e dans les IDS (comme
Snort [48]) et les logiciels antivirus (comme ClamAV [10]) notamment en raison de sa vitesse
d’exe´cution (voir 2.3).
Reconnaissance approximative
Pour comple´ter notre rapide tour d’horizon, il faut mentionner le domaine de la reconnais-
sance approximative des chaines de caracte`res. Des algorithmes permettent de de´tecter toute
occurrence d’une chaine de caracte`re juge´e suffisamment “proche” du motif a` rechercher ; la
distance entre deux chaines se mesurant au nombre de diffe´rences qui existent entre elles.
Il peut s’agir d’une insertion (rajout d’un caracte`re), d’une suppression, ou d’une substitu-
tion (remplacement d’un caracte`re par un autre). Navarro [36] dresse un e´tat de l’art des
tendances dans le domaine, le lecteur inte´resse´ pourra s’y re´fe´rer.
Bilan sur la reconnaissance de chaines de caracte`res
Afin de conclure sur la reconnaissance de chaˆınes de caracte`res, il convient d’indiquer la
raison pour laquelle, malgre´ les avantages et la puissances de certains algorithmes, ceux-ci ne
conviendraient pas pour la de´tection de millions d’objets. Tout d’abord, il faut mentionner que
chaque nouvelle re`gle et nouvelle signature a` de´tecter alourdit conside´rablement le processus
de de´tection. D’autre part, la possession et le stockage de ces objets peuvent eˆtre ille´gaux, et
ce, qu’ils soient complets ou non. Or, les algorithmes pre´sente´s plus haut requie`rent le stockage
du fichier a` de´tecter ou d’une partie de celui-ci. Ne´anmoins, l’algorithme de Rabin-Karp [24]
indique une piste inte´ressante : le recours aux fonctions de hachage qui permettent de cacher
le fichier original, graˆce a` l’injectivite´ de celles-ci, et de re´duire la taille de sa signature.
Tableau 2.3 Complexite´ des algorithmes de comparaison de chaˆınes de caracte`res
Algorithme Pre´-traitement Pire cas Meilleur cas
Approche na¨ıve aucun O(k1 × k2) O(k1)
Knuth-Pratt-Morris O(k2) O(k1 × k2) O(k1)
Boyer-Moore O(k2 + a1) O(k1 × k2) O(k1/k2)
Rabin-Karp O(k2) O(k1 × k2) O(k1 + k2)
Aho-Corasick O(k2) O(k1 +m) O(k1)
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2.3.2 Hacher pour repre´senter les donne´es
Le recours a` une fonction de hachage peut avoir plusieurs inte´reˆts : encoder un message
afin de le rendre illisible et/ou le re´duire afin d’obtenir son empreinte ou sa signature. Ces
caracte´ristiques sont inte´ressantes lorsqu’on ne peut pas stocker des millions de fichiers de
manie`re lisible, techniquement de par leur taille et le´galement de par leur nature. On notera,
avec F la fonction de hachage et A et B deux champs de donne´es, que A = B → F (A) =
F (B). Re´ciproquement, on veut que F (A) = F (B) indique avec le maximum de probabilite´
que A = B. L’incertitude sur ce dernier point est due a` la taille des empreintes qui sont
ge´ne´ralement plus petites que les donne´es sur lesquelles elles ont e´te´ calcule´es. Cette section
pre´sente une bre`ve revue des me´thodes de hachage.
Empreinte nume´rique de fichier/message
Une des premie`res applications des fonctions de hachage mentionne´es dans ce me´moire
fut la ve´rification de l’inte´grite´ d’un message Ethernet a` la section 2.1.1 avec le CRC-32.
Le principe ici est de calculer une empreinte de taille fixe (32 bits) a` partir du message
que l’on souhaite envoyer et de joindre cette empreinte au paquet. Le re´cepteur du paquet
peut alors ve´rifier si le message qu’il a rec¸u ge´ne`re bien la meˆme empreinte. Si ce n’est pas le
cas, alors il est certain que le message a e´te´ alte´re´ lors de sa transmission et doit donc eˆtre jete´.
Dans l’algorithme MD5 (Message Digest 5, [47]), l’empreinte ge´ne´re´e par la fonction de
hachage compte 128 bits. MD5 est ge´ne´ralement utilise´ pour ve´rifier le transfert de fichiers de
grande taille. L’empreinte est ge´ne´re´e puis fournie par la source du fichier afin que le destina-
taire puisse ve´rifier que le transfert du fichier s’est bien de´roule´. La` encore, si une diffe´rence
est observe´e entre l’empreinte fournie par la source est celle calcule´e par le destinataire, il
convient de transfe´rer a` nouveau le fichier. Cet algorithme a aussi e´te´ employe´ afin de stocker
les mots de passe de manie`re plus se´curitaire. Ne´anmoins, MD5 a tre`s rapidement montre´
ses limitations : il est devenu tre`s facile et rapide a` “attaquer” [66]. C’est ce qui a motive´ son
remplacement par SHA-1 (Secure Hash Algorithm-1, [13]) dont les empreintes sont code´es
sur 160 bits, meˆme si ce dernier a de´ja` montre´ quelques signes de faiblesse [64].
Hachage apre`s fragmentation
Dans le sce´nario de transfert de fichier pre´sente´ ci-dessus, si la signature indique´e par la
source est diffe´rente de celle ge´ne´re´e par le re´cepteur, tout le fichier est jete´ et devra eˆtre
transfe´re´ a` nouveau. Ce de´faut devient particulie`rement pe´nalisant dans le cas de fichiers
volumineux et, par conse´quent, longs a` e´changer. Afin de parer a` ce proble`me, Merkle [34]
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propose de fragmenter le fichier en plusieurs segments et de hacher ceux-ci inde´pendamment
les uns des autres. Les empreintes ainsi ge´ne´re´es sont ensuite elles-meˆmes hache´es deux-a`-deux
afin de constituer un arbre d’empreintes. Un arbre de Merkle a` partir de quatre fragments est
illustre´ a` la figure 2.8. Si l’empreinte finale E1,2,3,4 n’est pas reconnue, on peut alors remon-
ter dans les empreintes afin de de´terminer quelle(s) partie(s) du fichier ne´cessite(nt) d’eˆtre
transfe´re´e(s) a` nouveau.
Il est a` noter que le hachage de segments de fichiers est aussi tre`s fortement utilise´ dans
le domaine judiciaire afin de retrouver, sur du mate´riel saisi lors d’enqueˆtes, des traces de
fichiers ille´gaux. Harbour a pre´sente´ le logiciel dcfldd [18] pour ce genre d’utilisation. Le
logiciel calcule les signatures des secteurs du disque dur et les compare a` sa propre base de
donne´es de signatures. Lorsque stocke´ sur un disque dur, un fichier est en effet segmente´ puis
place´ dans des secteurs de 4 ko. L’un des avantages de cette me´thode est d’eˆtre capable de
retrouver des fragments de fichiers meˆme quand ceux-ci ont e´te´ supprime´s par le syste`me
d’exploitation mais que les secteurs n’ont pas encore e´te´ re´-e´cris.
En revanche, ces me´thodes sont beaucoup moins performantes lorsqu’on les applique sur
les donne´es contenues dans un paquet Ethernet. Celles-ci sont en effet segmente´es de manie`re
a` priori impre´visible et l’on ne peut pas stocker les empreintes pour toutes les combinaisons
de segmentation possibles. Par extension, ces me´thodes sont aussi tre`s sensibles a` toute
modification des donne´es : des substitutions affecteront les empreintes des segments dans
lesquels elles sont applique´es et une simple insertion/suppression aura un impact sur toutes
les empreintes calcule´es a` partir de celle-ci. Sur l’exemple de la figure 2.8, si un simple bit est
inverse´ sur la partie p2 du fichier, il est tre`s probable que l’empreinte E2 en soit modifie´e (et
par conse´quent les empreintes E1,2 et E1,2,3,4 aussi). Si en revanche on inse`re un nouvel octet
sur la partie p2, alors seule E1 restera intacte.
Hachage de feneˆtres de´limite´es par le contexte
Une solution au proble`me de de´calage des donne´es consisterait a` ge´ne´rer les empreintes
d’un fichier sur des parties dont les limites sont de´finies par le contexte meˆme du fichier. Par
exemple, dans le cas d’un fichier texte, les feneˆtres peuvent eˆtre de´limite´es par un caracte`re
particulier : le point “.”. Une phrase connue pourra donc eˆtre identifie´e meˆme si sa position
diffe`re de celle dans le fichier original. Kornblum [27] pre´senta cette me´thode sous le terme de
Context-Triggered Piecewise Hashing ou CTPH en ge´ne´ralisant la de´termination des bornes































Figure 2.8 Illustration d’un arbre de Merkle sur 4 segments
Il utilise en effet une feneˆtre glissant sur les donne´es, tre`s similairement a` l’algorithme de
Karp-Rabin (section 2.3.1). Pour le CTPH, une feneˆtre de taille fixe glisse sur les donne´es
octet par octet et ge´ne`re une cle´ a` chaque ite´ration. Si la cle´ respecte un certain crite`re alors
on conside`re cette position comme e´tant le de´but (ou la fin) d’un segment inte´ressant du
fichier. Une empreinte pourra ensuite eˆtre calcule´e sur ce segment. Kornblum a imple´mente´
son algorithme dans le logiciel ssdeep [28] en se basant sur Spamsum de Tridgell [59]. Dans le
domaine judiciaire, Roussev a de´taille´ l’utilisation de cette me´thode et d’autres [49, 50, 51].
Algorithme de winnowing
Cet algorithme de´veloppe´ par Schleimer et al. [53] se base lui aussi sur celui de Rabin-
Karp (section 2.3.1). Avec une feneˆtre W , de taille fixe SW , et glissant sur les Sf octets du
fichier, on ge´ne`re Sf − SW + 1 empreintes. L’algorithme sugge`re alors, pour chaque groupe
de n empreintes conse´cutives, de se´lectionner celle qui a la valeur minimale. En cas d’e´galite´
on choisira l’empreinte la plus a` droite dans le groupe. Enfin, on constitue la signature du
fichier en rassemblant les empreintes se´lectionne´es pre´ce´demment. Si la meˆme empreinte a
e´te´ choisie dans plusieurs groupes on ne gardera que sa premie`re occurrence. La figure 2.9
illustre l’algorithme de winnowing avec SW = 16 octets et n = 4.
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Fichier : “ u n e f o i s s u r l e m i n u i t l u g u b . . . ”
W0 : SW = 16 octets → F(W0) = 54
W1 → F(W1) = 18
W2 → F(W2) = 65
W3 → F(W3) = 20
W4 → F(W4) = 44
W5 → F(W5) = 20
W6 → F(W6) = 75
W7 → F(W7) = 1
. . . . . .
(54, 18, 65, 20)
(18, 65, 20, 44)
(65, 20, 44, 20)
(20, 44, 20, 75)
(44, 20, 75, 1)
. . .

Signature = (18, 20, 1, . . .)
Figure 2.9 Illustration de l’algorithme de winnowing
2.3.3 Max-Hashing
L’algorithme de max-Hashing a e´te´ de´veloppe´ par David [11], dans le but de de´tecter des
fragments de fichiers connus contenus dans des paquets circulant sur un lien re´seau a` haute
vitesse. Comme tous les algorithmes de de´tection de donne´es connues, il est compose´ de deux
phases distinctes : en amont, le re´fe´rencement des fichiers ; puis, en aval, la de´tection des
fragments de ceux-ci.
On retrouve un fonctionnement similaire a` l’algorithme de winnowing, il est illustre´ a` la
Figure 2.10. On conside`re d’abord le fichier segmente´ en une multitude de blocs. Lors du
re´fe´rencement, les blocs ont une taille fixe choisie de SB octets. Lors de la de´tection, la taille
est inconnue : on prend le contenu du champ de donne´es des paquets. Pour chaque bloc, on
applique une fonction de hachage F sur toutes les feneˆtres W de SW octets. L’empreinte qui
a la valeur la plus grande (le maximum local) est conserve´e pour repre´senter ce bloc. L’em-
preinte est donc calcule´e sur une petite portion de ce bloc, ce qui constitue un avantage, e´tant
donne´ que, plus cette portion est petite, plus la probabilite´ qu’elle soit sectionne´e, modifie´e
ou alte´re´e est faible. La proprie´te´, pour une feneˆtre, de ge´ne´rer une empreinte qui a la valeur
maximale localement se retrouvera lors de la de´tection meˆme sans connaitre a` l’avance la
configuration de la segmentation du fichier en paquets re´seau. Tant que la feneˆtre elle-meˆme
n’est pas tronque´e, et on a vu que la probabilite´ que cela arrive est faible, soit elle conserve
la proprie´te´ de ge´ne´rer le maximum local soit cette proprie´te´ passe a` une autre feneˆtre, elle
aussi re´fe´rence´e comme ge´ne´rant un maximum local.
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W0 : SW = 16 octets → F(W0)
W1 → F(W1)
W2 . . . → F(W2)
W3 . . . → F(W3)
. . . . . .
. . . WN−1 → F(WN−1)
. . . WN → F(WN )
Empreintefinale : E = max
0≤n≤N
(F(Wn)) avec N = SB − SW
Figure 2.10 Illustration de l’algorithme de max-Hashing
Dans le cas du re´fe´rencement cette empreinte pourra eˆtre sauvegarde´e dans une base de
donne´es et dans le cas de la de´tection cette empreinte sera compare´e a` celles contenues dans
la base de donne´es. David [11] sugge`re l’utilisation d’une table de hachage comme base de
donne´es, l’empreinte calcule´e servant d’index dans cette table. Cela procure un avantage tre`s
inte´ressant : une fois la taille de la base de donne´es fixe´e, rajouter de nouvelles signatures a`
de´tecter ne ralentit pas directement le processus de de´tection contrairement aux expressions
rationnelles. Si l’empreinte est bel et bien retrouve´e, on peut conside´rer qu’il est tre`s probable
que le paquet contienne un fragment de fichier connu.
2.4 Mate´riels utilise´s dans le domaine d’analyse des flux re´seaux
La vitesse des re´seaux et la capacite´ de stockage de nos supports augmentant sans cesse,
il devient primordial de proposer des imple´mentations qui permettent de supporter ces e´vo-
lutions. Or, les solutions logicielles sur CPU montrent des limitations dans les domaines de la
de´tection de donne´es connues. La tendance actuelle consiste donc a` de´porter les traitements
lourds sur du mate´riel spe´cialise´.
Dans ces domaines, on pre´sente ge´ne´ralement quatre types de mate´riel spe´cialise´ : les
processeurs re´seau, les ASIC, les FPGA et les GPU. Une comparaison entre ces e´quipements
et les CPU a e´te´ re´alise´e par Smith et al. [54] dans laquelle ils pre´sentent les GPU comme une
plateforme particulie`rement approprie´e pour le calcul de signatures sur des paquets re´seau.
Des observations similaires ont e´te´ faites par Vasiliadis et al. pour l’adaptation de l’IDS
Snort [48] sur GPU, Gnort [60], et pour celle de l’antivirus ClamAV [10], GrAVity [61], avec
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des vitesses de traitement entre 2× et 100× supe´rieures (compare´es aux versions purement
CPU). Le traitement des expressions re´gulie`res profite aussi de grandes acce´le´rations sur ces
mate´riels. Des algorithmes inspire´s de la me´thode d’Aho et Corasick [2] et imple´mente´s sur
GPU permettent, par exemple, de traiter jusqu’a` 143 Gb/s [8] et sont 15× plus performantes
que sur CPU [37]. Enfin, le domaine judiciaire n’est pas en reste, puisque ses outils sont eux
aussi transpose´s sur GPU afin de profiter de son architecture [33].
Il est a` noter que l’algorithme de max-Hashing a e´te´ imple´mente´ sur FPGA par David [11]
et sur GPU par Lerebours [29], les deux imple´mentations ne permettant pas de supporter
des de´bits supe´rieurs a` 10 Gb/s. De plus, le processus de re´fe´rencement mentionne´ dans ces
documents est ge´ne´rique pour tous les types de fichiers et ne traitent, pour la de´tection, que
du DPI (Deep Packet Inspection, analyse des champs de donne´es). En revanche, il y est fait
mention de la ne´cessite´ d’extraire, lors du re´fe´rencement, des empreintes originales depuis les
segments qui sont propres au fichier.
2.5 Algorithmes de re´fe´rencement et de de´tection de´die´s aux fichiers vide´o
Plusieurs me´thodes existent spe´cifiquement pour le re´fe´rencement et la de´tection de fi-
chiers multime´dias connus. Mentionnons, notamment, le tatouage nume´rique [1] et la de´-
tection par le contenu [30]. Le tatouage nume´rique consiste en l’insertion d’informations
supple´mentaires dans la ou les images du fichier. Si ces informations sont visibles a` l’œil hu-
main alors cela s’apparente a` l’ajout d’un filigrane. En revanche si ces informations doivent
rester invisibles on parle alors de ste´ganographie. La de´tection des images marque´es consiste
donc a` retrouver les informations qui y ont e´te´ ajoute´es. La de´tection par le contenu consiste,
quant a` elle, a` re´fe´rencer puis de´tecter des informations visuelles natives du fichier comme
par exemple la chrominance, la luminance, l’histogramme d’une image ou d’une partie de
celle-ci etc. Il existe de nombreux algorithmes pour ces deux approches [1, 30]. Ils ont, en
ge´ne´ral, l’avantage d’eˆtre tre`s permissifs aux modifications des images originales : le contenu
d’un fichier peut, dans une certaine mesure, toujours eˆtre de´tecte´ malgre´ les re´-encodages, les
retouches, les insertions et suppressions d’images par exemple [4, 42]. L’algorithme de max-
Hashing e´tant, lui, concentre´ sur la repre´sentation binaire des fichiers, de telles modifications
visuelles affecteraient conside´rablement notre capacite´ a` reconnaitre les fichiers originaux re´-
fe´rence´s. En revanche, le tatouage nume´rique et la de´tection par le contenu requie`rent la
reconstitution d’au moins une partie du flux vide´o afin de pouvoir identifier si les images sont
connues ou non. On le rappelle, cette reconstitution est de´licate, voire impossible, lorsque
l’information est disse´mine´e dans un flux de paquets non-ordonne´s, incomplets et provenant
de nombreux utilisateurs.
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2.6 Conclusion du chapitre
Dans ce chapitre, nous avons pre´sente´ diffe´rents algorithmes permettant la de´tection de
fichiers connus ainsi que les mate´riels exploite´s pour les imple´menter. Nous avons identifie´
que les me´thodes de hachage sont pre´fe´rables aux me´thodes de comparaison de chaˆınes de
caracte`res dans le cadre de notre proble´matique, c.a`.d la de´tection de millions de fichiers
connus ille´gaux. Parmi les algorithmes de hachage, le max-Hashing semble le plus adapte´
a` la de´tection de segments de fichiers connus disse´mine´s dans des paquets re´seau de taille
inconnue. Ne´anmoins, comme indique´ par David [11] et Lerebours [29] et comme nous aurons
l’occasion de le montrer, il convient de proposer une me´thode de re´fe´rencement qui ge´ne`re des
empreintes originales, qui ne se retrouvent pas dans d’autres fichiers. Enfin, nous pre´senterons
la poursuite des travaux de Lerebours sur l’imple´mentation de l’algorithme de max-Hashing
sur GPU pour la de´tection de segments de fichiers connus et de flux TCP/UDP-IP connus
pour des de´bits de 40 Gb/s et plus.
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CHAPITRE 3
RE´FE´RENCEMENT DE FICHIERS VIDE´O
Le re´fe´rencement consiste en la ge´ne´ration des empreintes de re´fe´rence. Celles-ci pourront
eˆtre, par la suite, compare´es aux empreintes qui seront ge´ne´re´es sur les paquets re´seau. Une
empreinte est dite de qualite´, ou originale, lorsque celle-ci ne peut eˆtre ge´ne´re´e que depuis
un segment de donne´es tre`s particulier. La qualite´ des empreintes a donc un impact direct
sur les performances de la de´tection en re´duisant notamment la probabilite´ d’apparition de
faux-positifs. Il est, par ailleurs, important de souligner que le processus de re´fe´rencement
n’est pas particulie`rement restreint dans son temps d’exe´cution : on peut se permettre de
complexifier cette taˆche si cela permet de ge´ne´rer des empreintes de meilleure qualite´.
Dans ce chapitre, nous discuterons dans un premier temps de la notion d’“entropie” dans
un fichier. On dira d’un segment de donne´es qu’il est original ou a` “haute-entropie” lorsqu’il
est tre`s peu probable de retrouver ce segment dans d’autres fichiers. A l’inverse, on dira d’un
segment qu’il est peu original, commun ou a` ”faible-entropie” lorsqu’il est tre`s probable de
le retrouver dans plusieurs fichiers. Puis nous nous concentrerons sur un type de fichier en
particulier : les fichiers vide´o sous format MP4 et utilisant l’encodeur H.264. Cette e´tude de
l’“entropie”dans les fichiers vide´o nous permettra de concevoir une me´thode de re´fe´rencement
de´die´e a` ces fichiers. Enfin, nous pre´senterons les performances de cette nouvelle me´thode en
les comparant a` celles de la me´thode ge´ne´rale.
3.1 Originalite´ des segments de donne´es dans un fichier
La qualite´ d’une empreinte refle`te l’originalite´ du segment d’information depuis lequel elle
a e´te´ ge´ne´re´e. Si ce segment se retrouve dans d’autres fichiers, alors la meˆme empreinte en
sera probablement extraite : on peut donc dire qu’il ne s’agit pas d’un segment propre au
fichier. E´tant donne´ que ce segment, seul, ne nous donne pas suffisamment d’information pour
pouvoir de´terminer d’ou` il est extrait, on dira alors que son “entropie” est faible. Illustrons
ce concept d’originalite´ pour diffe´rents types de fichiers et d’informations.
3.1.1 Fichiers textuels, analogie avec le langage
A travers l’histoire, chaque mot de notre langue a de´ja` e´te´ employe´. Cependant, en as-
semblant plusieurs mots, on peut constituer une phrase qui, elle, n’aura peut eˆtre jamais e´te´
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formule´e auparavant. Ainsi, si l’on devait rechercher dans un corpus de textes le poe`me Le
Corbeau de Edgar Allan Poe (traduit par Charles Baudelaire) il serait plus judicieux de ve´-
rifier les occurrences de la phrase « Que cette parole soit le signal de notre se´paration, oiseau
ou de´mon ! » plutoˆt que celles du mot « oiseau » que nous retrouverons tre`s certainement
dans d’autres textes.
Ne´anmoins, comme nous l’avons vu dans le chapitre pre´ce´dent, se baser sur des frag-
ments d’information trop longs peut poser plusieurs proble`mes, la probabilite´ que ceux-ci
se retrouvent segmente´s ou alte´re´s augmentant avec leur taille. Ide´alement, il faudrait se´-
lectionner une feneˆtre plus petite mais tout aussi unique : un nombre relativement faible
de caracte`res contigus qu’il serait peu probable de retrouver dans d’autre textes. Dans ce
cadre pre´cis, notre connaissance de la langue franc¸aise, et de son utilisation, nous permettent
d’avancer que la chaine de caracte`res “sur le minuit lugubre” formerait une feneˆtre originale.
3.1.2 Fichiers HTML, le cas des balises
Le langage HTML est utilise´ pour structurer les pages web. Cette structure consiste
principalement en l’insertion de balises et de me´ta-donne´es afin de de´limiter chaque section
de la page, comme les titres ou les paragraphes. On pre´sente un exemple de fichier HTML
e´le´mentaire a` la figure 3.1. On repe`re les dites balises graˆce aux caracte`res “<” et “>”. Dans
ce cadre la`, une connaissance accrue du langage HTML et des spe´cifications de´livre´es par le
W3C [63] nous permet de localiser et de filtrer les feneˆtres qui ne seraient pas propres a` ce
fichier la` en particulier. Typiquement, les balises de l’exemple peuvent se retrouver dans des
millions d’autres fichiers : ce sont des secteurs a` “faible-entropie” qu’il vaudrait mieux e´viter




4 <meta charset="utf -8">
5 <title>Bonjour Monde !</title>
6 </head>
7 <body>
8 <h1>Un gros titre !</h1>
9 <p>Voici un premier paragraphe.</p>
10 </body>
11 </html>
Figure 3.1 Exemple de code HTML5
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3.1.3 Formats de fichiers et encapsulation
On peut ge´ne´raliser les observations pre´ce´dentes a` tous les formats de fichiers. Ces der-
niers posse`dent, pour la quasi-totalite´, des parties distinctes structure´es et de´limite´es par
des balises, des enteˆtes (headers) et des fins de sections/fichiers (footers). Ces champs e´tant
ge´ne´riques on les retrouvera dans plusieurs fichiers de meˆme format. Un proble`me persiste
encore pour les donne´es inclues entre ces balises : pouvons-nous conside´rer que celles-ci sont
propres au fichier dans lequel elles sont stocke´es ?
Roussev et Garfinkel [52] re´pondent en partie a` cette question avec l’exemple du format
PDF. Ce format, notamment utilise´ pour la description de pages, contient typiquement des
donne´es de texte et d’images dans ses descriptions. Mais ces donne´es sont, de fait, compresse´es
en utilisant des formats tels que zlib ou deflate concernant le texte, et JPEG ou JPEG2000
pour les images. Par conse´quent, ces champs de donne´es vont eux aussi eˆtre structure´s et
probablement inclure des zones a` “faible-entropie”. Nous nous attardons sur un type de for-
mat dont la fonction premie`re est de contenir des informations dans d’autres formats : un
conteneur.
3.2 Fichiers vide´o : e´tude du format MP4 avec H.264
Un fichier vide´o est, comme son nom l’indique, un fichier informatique qui contient des
donne´es repre´sentant des informations visuelles, auditives et e´ventuellement textuelles (sous-
titres, annotations). Ces informations sont ge´ne´ralement encode´es et compresse´es. Elles ne´-
cessitent donc un traitement avant de pouvoir eˆtre pre´sente´es. On entend par “pre´sentation”
le fait d’afficher une succession d’images, pour l’information visuelle, ou d’e´mettre un son,
pour l’information auditive. Un fichier vide´o est donc caracte´rise´ par sa pre´sentation : les
images et les sons qu’il permet de ge´ne´rer. Si cette pre´sentation est unique (diffe´rente de
celles ge´ne´re´es par d’autres fichiers) alors on peut conside´rer qu’elle est propre au fichier qui
la contient. Par extension, les informations encode´es et compresse´es, qui ont permis de ge´-
ne´rer cette pre´sentation, seraient donc elles aussi propres au fichier dans lesquelles elles sont
stocke´es.
MP4, ou MPEG-4 part 14, est un format conteneur multime´dia qui peut inclure des flux
vide´o(s) et audio(s) ainsi que des sous-titres et des me´ta-donne´es. Il e´tend les spe´cifications
du standard MPEG-4 part 12, lui-meˆme base´ sur le format de fichier QuickTime. Les in-
formations audio et visuelles peuvent eˆtre encode´es dans les diffe´rents formats compatibles
avec MP4, parmi lesquels on notera H.264. Aussi appele´ MPEG-4 Part 10 ou MPEG-4 AVC
(Advanced Video Coding), il s’agit du format d’encodage de l’information visuelle de´die´ a`
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la vide´o le plus utilise´ a` l’heure actuelle. Par la suite, nous allons de´tailler les structures de
ce conteneur et de cet encodeur afin de de´terminer l’emplacement des segments a` “haute-
entropie” dans un fichier MP4 avec H.264. Nous nous baserons sur les documents des normes
correspondantes [55, 56].
3.2.1 Conteneur vide´o MP4
Dans un fichier MP4, les informations sont divise´es dans des blocs aussi appele´s atomes.
Un atome est ge´ne´ralement constitue´ d’un champ indiquant sa taille, d’un champ d’enteˆte
et d’un champ de donne´es qui peut lui aussi contenir d’autres atomes. C’est la succession
d’atomes et leur encapsulation qui forment la structure, le squelette, du fichier MP4. La
structure minimale d’un fichier MP4 est pre´sente´e a` la figure 3.2. Les champs ftyp, moov,
trak et mdat sont des atomes et ont chacun une fonction bien spe´cifique :
ftyp
Les donne´es inclues dans cet atome permettent de spe´cifier le type et la version du fichier
pre´sentement manipule´. Ces donne´es doivent donc eˆtre compatibles avec les diffe´rentes
spe´cifications implique´es par le type (structure, encodage etc.). C’est ici que l’on pourra
signaler qu’il s’agit bien d’un fichier MP4.
moov
Ce champ est le conteneur pour de nombreuses me´ta-donne´es concernant le fichier et
les flux (vide´os, audios ou textuels) qui y sont inclus.
trak
Cet atome doit ne´cessairement eˆtre inclus dans l’atome moov. Il contient les me´ta-
donne´es concernant un flux en particulier. On y indiquera, par exemple, le nombre





trak : flux 3
mdat : données des flux, compressées et ordonnées
flux 1 : morceau 1 flux 2 : morceau 1 
flux 3 : morceau 1 flux 1 : morceau 2 
...
ftyp 
Figure 3.2 Structure d’un fichier MP4 e´le´mentaire
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mdat
C’est dans cet atome que l’on trouvera les donne´es encode´es et compresse´es relatives
aux diffe´rents flux. Les donne´es sont agre´ge´es en ”morceaux” (chunks en anglais) qui
regroupent un nombre variable d’e´chantillons. Les morceaux sont ordonne´es pour faci-
liter la de´compression et la pre´sentation de ceux-ci.
A` la lecture des pre´ce´dentes descriptions, on peut de´terminer que les informations conte-
nues dans les atomes ftyp, moov et trak ne sont pas, a priori, propres au fichier dans lequel
on les trouverait. Les fichiers de meˆme type et ayant des flux code´s de manie`re similaire ne
seraient pas clairement diffe´rentiables a` partir des informations contenues dans ces champs-la`.
En revanche, les donne´es contenues dans l’atome mdat semblent eˆtre de meilleures candidates
pour repre´senter le fichier. E´tudions le cas de donne´es contenues dans un tel atome et utilisant
le codeur H.264.
3.2.2 Codage et compression vide´o avec H.264
Avant d’observer l’organisation de l’information avec H.264, il convient de pre´senter som-
mairement le fonctionnement de cet encodeur afin d’en mieux comprendre la structure. La
compression d’un flux vide´o se base sur les fortes redondances observables dans une meˆme
image (un motif qui se re´pe`te, par exemple) et d’une image a` l’autre dans le flux. Deux images
conse´cutives sont, en ge´ne´ral, tre`s similaires : les tintes changent peu, voire pas du tout, et
les e´le´ments restent immobiles ou se de´placent a` l’inte´rieur du cadre. On peut donc utiliser
ces re´pe´titions pour re´duire la taille des informations a` transmettre/enregistrer.
Avec H.264, on divise l’image en petites portions ou blocs aussi appele´s Macro-Blocs
(MB). Ils comportent les informations visuelles de chrominance et de luminance compres-
se´es (par l’application de la transforme´e en cosinus discre`te puis quantification vectorielle)
et, e´ventuellement, une information de de´placement. Une image de´ja` reconstruite peut eˆtre
utilise´e pour la construction d’autres images : les informations contenues dans les MB in-
diquent alors les changements de tinte et les de´placements par rapport a` l’image de re´fe´rence.
L’information visuelle, propre au fichier, est donc principalement contenue dans les donne´es
porte´es par les Macro-Blocs. Ces derniers feraient donc des feneˆtres ide´ales pour le calcul
d’empreintes originales.
L’encapsulation des donne´es des Macro-Blocs, avec H.264, est re´alise´e de la manie`re sui-
vante (voir la Figure 3.3 pour une illustration visuelle de cette encapsulation) :
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– Les donne´es des Macro-Blocs (variations de chrominance/luminance et vecteurs de
de´placement) sont accompagne´es d’un enteˆte permettant de spe´cifier la configuration
du MB et, e´ventuellement, l’image de re´fe´rence a` laquelle il se rapporte.
– Les MB sont ensuite groupe´s en tranches (ou slices) elles-meˆmes dote´es d’un enteˆte.
Toutes les donne´es d’une tranche peuvent ensuite eˆtre compresse´es en utilisant un
codeur entropique de type CABAC, CAVLC ou exponentiel-Golomb [32, 46].
– Apre`s l’e´tape de compression, il est probable que la tranche occupe un nombre de bits
non-multiple de 8. Afin de maintenir un alignement au niveau de l’octet, on rajoute des
bits nuls (0) a` la fin de la tranche pour comple´ter un octet entame´. Le tout forme alors
ce qui est appele´ une Raw Byte Sequence Payload (RBSP).
– La dernie`re encapsulation forme une Network Abstraction Layer (NAL) unit a` partir
du RBSP et d’un enteˆte. Cet enteˆte comporte notamment le type de NAL unit, et un
grand nombre de drapeaux (flags) indiquant la configuration des informations inclues
et des instructions pour un de´codage approprie´ de celles-ci.
3.3 Utilisation du logiciel FFmpeg pour le calcul des signatures
FFmpeg [15] est un logiciel de traitement de flux multime´dias. Il est sous licence libre, et
ses fichiers sources, e´crits en langage C, sont ouverts. De plus, il se base sur les bibliothe`ques
Libav [31] inte´grant de nombreux codeurs/de´codeurs (“codecs”). Nous avons choisi d’utiliser
ce logiciel et ces bibliothe`ques afin, d’une part, de limiter le temps de de´veloppement et,




MB 0MB 0 MB 1MB 1 MB 2MB 2 MB nMB n
E.E. DonnéesDonnées
...
Figure 3.3 Encapsulation des donne´es avec H.264
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3.3.1 Modification des fichiers sources de FFmpeg
Nous souhaiterions donc filtrer les zones a` “faible-entropie”du fichier pour nous concentrer
sur les donne´es inclues au niveau Macro-Bloc de H.264. Le recours aux fonctions inclues dans
les bibliothe`ques de FFmpeg nous permet de filtrer les champs du conteneur (MP4) ainsi que
les me´ta-donne´es n’influant pas sur la reconstruction des images. Les fonctions utilise´es, dont
les prototypes sont pre´sente´es a` la figure 3.4, donnent en effet directement acce`s aux donne´es
ne´cessaires au de´codage de chaque image. Par la suite, on se concentre sur le code source du
de´codage H.264. Sa lecture et sa compre´hension sont grandement facilite´es par la lecture des
recommandations de la International Telecommunication Union (ITU-T) pour H.264 [22]. La
position, la taille et la fonction de chaque champ, chaque donne´e et chaque drapeau (flag)
y sont clairement re´fe´rence´s. Dans le code source de FFmpeg, nous pouvons donc suivre le
traitement de tous ces champs jusqu’aux segments que nous avons pre´alablement choisis : les
donne´es des Macro-Blocs.
On ajoute de nouvelles lignes dans le code original afin de pouvoir enregistrer, au fil du
de´codage du fichier par les bibliothe`ques, les informations permettant de de´duire la position
des donne´es des Macro-Blocs. Ces informations sont enregistre´es dans un espace me´moire
tampon qui sera lu une fois le de´codage termine´. On ajoute au code C de FFmpeg, tout
d’abord, les ressources permettant l’e´change de donne´es entre la bibliothe`que, qui e´crira dans
la me´moire, et un autre programme lie´ a` cette bibliothe`que qui lira et compilera toutes les
informations contenues dans la me´moire tampon. On peut lire, a` la Figure 3.5, une partie du
code ajoute´ au code source original de FFmpeg dans lequel on de´clare les variables enregistrant
l’emplacement de l’espace de me´moire tampon et indiquant la position du premier octet libre
dans celui-ci (un index). On y joint aussi des fonctions permettant au programme exte´rieur a`
ces bibliothe`ques de modifier et lire ces variables. Les autres ajouts de code, non reporte´s dans
ce document, re´alisent l’enregistrement dans la me´moire tampon des informations de de´calage
(offset) et de position des Macro-Blocs. Enfin, le programme utilisant cette bibliothe`que
re´cupe`re toutes les informations inscrites dans la me´moire, et les compile pour eˆtre utilisables
lors du re´fe´rencement : pour chaque zone a` “haute-entropie” on indique la position de son
premier octet dans le fichier, la taille de la zone et l’horodatage (timestamp en anglais) de
l’image du flux vide´o concerne´e par ce segment de donne´es.
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1 /* Ouverture du fichier */
2 int avformat_open_input(AVFormatContext ** ps,
3 const char * fichier ,
4 AVInputFormat * fmt ,
5 AVDictionary ** options);
6
7 /* Obtention des informations sur les flux */
8 int avformat_find_stream_info(AVFormatContext * ic,
9 AVDictionary ** options);
10
11 /* Initialisation d’un codec */
12 int avcodec_open2( AVCodecContext * avctx ,
13 const AVCodec * codec ,
14 AVDictionary ** options);
15
16 /* Copie des donnees d’une image */
17 int av_read_frame(AVFormatContext * s,
18 AVPacket * pkt);
19
20 /* Decodage des donnees */
21 int avcodec_decode_video2(AVCodecContext * avctx ,
22 AVFrame * image ,
23 int * got_image_ptr ,
24 const AVPacket * avpkt);
Figure 3.4 Prototypes des fonctions de FFmpeg (Libav) utilise´es
1 /* Pointeur vers memoire tampon et index dans ce tampon */
2 void * ExtractorBuffer = NULL;
3 long long ExtractorIndex = 0;
4
5 /* Modification de la valeur de l’index */
6 void attribute_align_arg avcodec_setExtractorIndex(long long val){




11 /* Lecture de la valeur de l’index */




16 /* Modification de la valeur du pointeur */
17 void attribute_align_arg avcodec_setExtractorBuffer(void * p){
18 ExtractorBuffer = p;
19 return;
20 }
Figure 3.5 Ressources ajoute´es a` la bibliothe`que de FFmpeg
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3.3.2 Calcul des signatures
Une fois les zones a` “haute-entropie” localise´es dans le fichier vide´o, le processus de calcul
de signature diffe`re tre`s peu de la me´thode “brute”. Le fichier doit donc eˆtre divise´ en blocs
et les empreintes ayant la valeur maximale dans chaque bloc sont retenues. On ne conserve
que les empreintes qui ont e´te´ calcule´es a` partir des zones a` “haute-entropie” de´termine´es
pre´ce´demment, les autres empreintes ne sont pas conserve´es : elles ne sont plus probablement
communes a` d’autres fichiers. L’approche consistant a` calculer les empreintes directement
sur les zones a` “haute-entropie” en ne´gligeant les autres segments, bien que simple, fut tout
de suite e´limine´e. En effet, dans un tel cas il est probable que des empreintes de valeurs
supe´rieures puissent eˆtre calcule´es dans le voisinage de nos zones a` “haute-entropie”. Lors
de la de´tection, ces empreintes occulteraient celles que nous aurions sauvegarde´. La taux de
faux-ne´gatif (ne pas reconnaitre un segment pourtant re´fe´rence´) augmenterait alors signifi-
cativement.
3.4 Me´thodologie pour la mesure des redondances et des faux-positifs
Nous souhaitons a` pre´sent mesurer et comparer la qualite´ des empreintes ge´ne´re´es depuis
des fichiers vide´o lors des re´fe´rencements “brut” et ame´liore´. Dans ce but, nous utiliserons la
banque de vide´os CCV [23] qui contient 8073 fichiers MP4 uniques. Elle compte 182,4 heures
d’informations vide´o et audio varie´es. Nous proce´derons a` deux tests pour chacun des re´fe´-
rencements.
Le re´fe´rencement d’un fichier n’est, en ge´ne´ral, re´alise´ qu’une seule fois. Les empreintes
qui repre´sentent ce fichier et leur nombre sont donc de´termine´es lors de ce processus. Or,
si une empreinte est commune a` au moins deux fichiers (on parle alors de redondance) et
qu’on ne peut pas, techniquement, enregistrer et diffe´rencier ses deux occurrences alors elles
ne pourront pas eˆtre prises en compte lors de la de´tection. Les fichiers “perdraient” donc une
empreinte pour les repre´senter. Dans le cas de figure ou` ces redondances seraient fre´quentes,
un fichier verrait son capital d’empreintes s’amoindrir au fur et a` mesure que de nouveaux
fichiers seraient ajoute´s a` la base de donne´es de re´fe´rences. Cela re´duirait donc la probabilite´
de de´tecter les fichiers re´fe´rence´s (faux-ne´gatifs). Notre premier test permettra de mesurer
les apparitions des redondances en comparant toutes les empreintes calcule´es lors du re´fe´ren-
cement des fichiers de la base de donne´es.
Lors du deuxie`me test, on sauvegardera les empreintes calcule´es sur une moitie´ de la base
de donne´es de fichiers vide´o. Ces empreintes serviront lors de l’analyse du transfert de la
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deuxie`me moitie´ de la BDD sur un lien Ethernet. Nous utilisons ici le syste`me de de´tection
complet dont les caracte´ristiques et les performances sont mesure´es au chapitre 4. Il est a`
noter que dans le cadre de ce test, nous garderons les empreintes redondantes afin de mesurer
le taux de faux-positifs que celles-ci engendreraient.
3.4.1 Me´thode de re´fe´rencement “brute”
Le re´fe´rencement“brut”consiste a` diviser les fichiers en blocs, a` les hacher, et a` en extraire
les 4 maxima locaux (pour les 4 combinaisons des deux bits de poids fort “00”, “01”, “10” et
“11”). Pour chaque fichier nous fixons le nombre de blocs a` 512 soit 512×4 = 2048 empreintes
ge´ne´re´es par fichier. Les re´sultats sont pre´sente´s au Tableau 3.1 et sont de´taille´s ci-dessous.
Redondance et originalite´ des signatures
Sur la totalite´ de la base de donne´es CCV, nous calculons 4 × 512 × 8073 = 16.533.504
empreintes. En les comparant les unes aux autres, nous de´terminons que 243 fichiers ge´ne`rent
371 empreintes redondantes (communes a` au moins deux fichiers). Une analyse approfondie de
la position de ces empreintes dans les fichiers indique tout d’abord que 357 d’entre elles sont
calcule´es sur les donne´es audio communes a` 7 fichiers qui posse`dent la meˆme bande sonore.
D’autre part, nous observons que les 14 empreintes restantes sont hautement redondantes
puisqu’elles sont communes a` pre`s de 143 fichiers. Celles-ci sont calcule´es dans l’atome moov
(voir section 3.2.1), sur les me´ta-donne´es du flux vide´o.
De´tection et taux de faux-positifs observe´s
Lors du transfert de la deuxie`me moitie´ de la base de donne´es, pre`s de 500 millions
d’empreintes sont calcule´es sur les paquets Ethernet. Parmi celles-ci, 18000 empreintes sont
signale´es comme ayant e´te´ re´fe´rence´es (au moins une fois). E´tant donne´ qu’aucun des fichiers
re´fe´rence´s n’est analyse´ ici, il s’agit donc de 18000 faux-positifs. Cela e´quivaut a` un taux
de faux-positifs observe´s de l’ordre de 3,8
100.000
. Il convient de garder a` l’esprit que lorsqu’une
empreinte ge´ne´re´e depuis les paquets Ethernet est commune a` plus d’un fichier re´fe´rence´,
celle-ci ne ge´ne`re qu’un seul faux-positif.
Tableau 3.1 Re´sultats des deux me´thodes de re´fe´rencement
Redondance(s) Faux-positif(s)
Me´thode “brute” : 357 18000
Me´thode ame´liore´e : 0 0
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3.4.2 Me´thode ame´liore´e du re´fe´rencement
La me´thode ame´liore´e consiste a` ne conserver que les maxima qui ont e´te´ calcule´s sur des
zones a` “haute-entropie”. Comme pre´ce´demment, nous conserverons 4 empreintes sur les 512
blocs de chaque fichier.
Redondance et originalite´ des signatures
Les re´sultats pour l’algorithme brut ont montre´ que les redondances e´taient principale-
ment calcule´es depuis les donne´es audio et les me´ta-donne´es. Or, notre me´thode ame´liore´e
fut conc¸ue pour pre´cise´ment e´viter ces champs-la`. Avec notre nouvelle me´thode, nous ne
retrouvons aucune redondance lors du re´fe´rencement des 8073 fichiers : toutes les empreintes
calcule´es semblent eˆtre propres a` leurs fichier d’origine. Il s’agit en tout cas de nos observa-
tions dans le cadre de notre base de donne´es. Il pourrait eˆtre inte´ressant de constituer une
base de donne´es de fichiers vide´o plus importantes afin de confirmer nos observations.
De´tection et taux de faux-positifs observe´s
Nous n’observons aucun faux-positif lors de ce test : aucune des 500 millions d’empreintes
n’est commune a` celles re´fe´rence´es avec notre me´thode de´die´e aux fichiers vide´o et a` l’extrac-
tion de leurs zones a` “haute-entropie”. Ici encore, l’utilisation d’une banque de vide´os plus
importante permettrait de mesurer les limites de notre me´thode.
3.5 Discussion
On pourra remarquer que le processus d’analyse des fichiers est relativement lent puisque
le code de FFmpeg qui a e´te´ modifie´ re´alise plus qu’une recherche des donne´es a` “haute-
entropie” : il de´code le fichier afin de ge´ne´rer le flux d’images. Ne´anmoins, comme mentionne´
auparavant, l’e´tape de re´fe´rencement des fichiers n’a pas de contrainte de temps a` respecter.
Cette lenteur est l’inconve´nient principal de l’utilisation des bibliothe`ques de FFmpeg qui ont
e´te´, en revanche, tre`s simples a` modifier et a` exploiter.
3.6 Conclusion du chapitre
Au cours de ce chapitre, nous avons d’abord pre´sente´ la notion d’“entropie” dans un
document puis, on a montre´ qu’une approche simple du re´fe´rencement avec l’algorithme
de max-Hashing, sans prise en compte de l’“entropie”, ne permettait pas de ge´ne´rer des
empreintes originales. Nous constatons en effet un nombre conse´quent de redondances et de
faux-positifs avec cette approche native du re´fe´rencement. Il a donc e´te´ propose´ de s’inte´resser
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de plus pre`s a` la structure des fichiers re´fe´rence´s (MP4 avec H.264) afin de localiser les zones a`
“haute-entropie” qui permettraient de ge´ne´rer des empreintes originales. Les positions de ces
zones a` “haute-entropie”, confine´es dans les donne´es des Macro-Blocs, sont extraites graˆce aux
bibliothe`ques modifie´es de FFmpeg. Le re´fe´rencement ame´liore´ consiste alors a` ne conserver
que les empreintes maximales calcule´es sur les zones a` “haute-entropie”. Avec ces nouvelles
empreintes, et sur nos 8073 fichiers vide´o, nous ne constatons plus aucune redondance ni
aucun faux-positif. On dispose donc d’empreintes de qualite´ qui pourront eˆtre inte´gre´es a`




Nous pouvons a` pre´sent nous consacrer au syste`me de de´tection de segments de fichiers
connus (re´fe´rence´s) dans des paquets re´seau. Pour le syste`me, nous disposons d’une inter-
face re´seau 40 GbE de Mellanox, de deux CPU Intel Xeon E5-2609 accompagne´s de 16 Go
de me´moire centrale (DDR3) et d’une carte GPU NVIDIA K20c. Sachant que nous souhai-
tons de´le´guer les taˆches d’analyse au GPU, on peut anticiper que de multiples copies seront
ne´cessaires pour apporter les paquets rec¸us a` la carte graphique. La figure 4.1 pre´sente l’archi-
tecture globale du syste`me, ainsi que les interconnexions et une partie des copies ne´cessaires
pour transfe´rer un paquet de l’interface re´seau au GPU.
Toutes les taˆches du syste`me seront passe´es en revue avant de pre´senter leurs perfor-
mances. Nous commencerons par traiter celles en amont de toutes les autres : le re´ception
des paquets Ethernet et leur copie vers la me´moire embarque´e du GPU. Enfin, une architec-
ture comple`te du syste`me sera pre´sente´e suivie des re´sultats de nos tests sur celle-ci.
4.1 Re´ception et copies des paquets Ethernet
4.1.1 Interface re´seau et CPU
L’interface re´seau rec¸oit les paquets au travers des ports physiques qu’elle posse`de. Apre`s
avoir ve´rifie´ leur inte´grite´, un signal (interruption) est envoye´ au syste`me d’exploitation (SE)
indiquant que des paquets sont preˆts a` eˆtre transfe´re´s au CPU (me´moire centrale). Le SE
stockera ces paquets une premie`re fois dans un espace re´serve´ (non-accessible par les appli-











Figure 4.1 Copies des paquets au travers du syste`me
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s’agit d’un des proble`mes mentionne´s par Lerebours [29] : les multiples copies re´alise´es par
le syste`me d’exploitation dans la me´moire centrale de l’ordinateur ainsi que les temps de
traitement des interruptions ne permettraient pas de supporter des de´bits e´leve´s (10 Gb/s et
plus).
Notre objectif consistant a` traiter des de´bits pouvant atteindre 40 Gb/s, nous avons tente´
de traiter ce proble`me avec l’utilisation de PF_RING. De´veloppe´ par NTOP [39], PF_RING
est un module qui se substitue au syste`me d’exploitation dans le processus de re´ception des
paquets et de leur mise a` disposition aupre`s des applications. Les multiples copies pre´ce´dem-
ment e´voque´es sont e´vite´es en autorisant les applications a` acce´der aux paquets le plus toˆt
possible. Un autre avantage de PF_RING est son support de la bibliothe`que pcap [57] : il n’est
pas ne´cessaire de modifier un code utilisant pcap pour qu’il puisse profiter de PF_RING.
4.1.2 Agre´gation des paquets puis envoi vers le GPU
L’inte´reˆt de l’utilisation du GPU re´side dans son architecture hautement paralle`le qui
permet de re´aliser le meˆme traitement sur des donne´es diffe´rentes simultane´ment. Afin de
tirer parti de sa puissance pour le traitement de paquets, il convient par conse´quent de lui
fournir une quantite´ de donne´es suffisante. Cela permet, d’autre part, de re´duire le surcouˆt des
transactions a` effectuer via le bus PCIe. On note que les transferts sont nativement re´alise´s
en DMA (Direct Memory Access) par les pilotes fournis par NVIDIA.
Strate´gie de stockage
Chaque fois qu’un paquet est rec¸u, une fonction de´die´e de notre application est appele´e
(fonction de callback). Celle-ci aura pour roˆle de stocker temporairement le paquet dans un
espace me´moire tampon aux coˆte´s d’autres paquets. Une fois cette espace plein, ou apre`s
un temps donne´, il est inte´gralement copie´ sur la me´moire embarque´e de la carte GPU afin
d’en traiter le contenu. Ce traitement est massivement paralle`le : les fils d’exe´cution (threads
en anglais) ope`reront en paralle`le sur les donne´es qui leur seront attribue´es. Sachant que la
taille des paquets Ethernet rec¸us est variable (entre 64 et 1518 octets), certains fils auraient
un travail bien plus court que d’autres (rapport de 1 a` 24). Cela pourrait potentiellement se
solder par une sous-utilisation des ressources sur GPU et donc un ralentissement global de
l’application.
Pour contourner ce proble`me, on choisit de confier a` chaque fil une part de taille fixe
d’un paquet. Lors du stockage temporaire, avant le transfert vers le GPU, on prendra donc
soin d’aligner le de´but de chaque paquet sur une adresse multiple de la taille des parts. Des
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octets nuls (0) seront inse´re´s entre la fin de chaque paquet et le de´but du suivant en me´moire
(zone de bourrage). Ainsi, au prix du transfert d’octets“inutiles”, on s’assure d’une utilisation
optimale des ressources du GPU.
Me´moire non-pagine´e
Usuellement, les ressources en me´moire utilise´es par les programmes sont pagine´es. Cela si-
gnifie que ces espaces sont divise´s en pages qui peuvent eˆtre de´place´es en dehors de la me´moire
centrale par le CPU. Elles pourront par la suite eˆtre ramene´es lorsqu’elles sont de nouveau
requises. Cela permet aux programmes de demander des espaces de me´moire e´ventuellement
plus larges que la me´moire centrale elle-meˆme. En revanche, lorsqu’une page a quitte´ la
me´moire centrale, le temps pour y acce´der augmente drastiquement. Dans le cas de notre ap-
plication, stocker temporairement les paquets rec¸us dans une me´moire tampon non-pagine´e
permettrait donc d’obtenir de meilleurs re´sultats lors des transferts re´alise´s par DMA. Les bi-
bliothe`ques CUDA fournies par NVIDIA proposent une fonction (figure 4.2) pour l’allocation
de telles me´moires dans le cadre de transferts vers le GPU. Elles permettent, par ailleurs,
de profiter des fonctionnalite´s asynchrones de celui-ci (voir section 4.3.5). En revanche, il
faut veiller a` laisser suffisamment de me´moire centrale libre pour le bon fonctionnement du
syste`me d’exploitation et des autres programmes.
4.2 Processeurs graphiques (GPU) et programmation
Les processeurs graphiques, comme leur nom l’indique, e´taient a` l’origine purement de´die´s
aux calculs graphiques en trois dimensions. Il fut tre`s rapidement remarque´ que leur archi-
tecture e´tait tout aussi efficace pour d’autres types de calculs : ainsi naquˆıt le principe de
GPGPU (General-purpose Processing on Graphics Processing Unit). Ce “de´tournement” de
leur usage original est aujourd’hui si re´pandu que les constructeurs conc¸oivent des gammes de
GPU purement de´die´es pour ces nouvelles utilisations. Les GPU sont des plateformes privile´-
gie´es pour le calcul de signatures sur des paquets re´seau comme nous avons pu le montrer a` la
section 2.4. On les pre´fe`re aux CPU notamment graˆce a` leurs performances (voir tableau 4.1).
Faces aux FPGA, c’est a` la fois le couˆt et la facilite´ de programmation qui profitent aux GPU.
1 /* Allocation de memoire */
2 cudaError_t cudaHostAlloc(void ** ptrHote ,
3 size_t taille ,
4 unsigned int drapeau); // cudaHostAllocPortable
Figure 4.2 Prototype de la fonction d’allocation de me´moire de CUDA
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Les processeurs graphiques sont en ge´ne´ral de´porte´s sur une carte pe´riphe´rique, dote´e
de sa propre me´moire DRAM et connecte´e au reste du syste`me via un bus PCIe. Dans
cette section, nous pre´senterons les spe´cificite´s de l’architecture CUDA pour les processeurs
graphiques ainsi que la programmation logicielle associe´e. Nous utiliserons autant que possible
la nomenclature anglaise utilise´e par NVIDIA [40].
4.2.1 Architecture du processeur graphique Kepler GK110
Les processeurs graphiques sont base´s sur une architecture paralle`le SIMD (Single Ins-
truction Multiple Data). Cela signifie qu’une meˆme instruction est exe´cute´e en paralle`le sur
des donne´es diffe´rentes, a` la diffe´rence du CPU sur lequel, en ge´ne´ral, chaque instruction
est exe´cute´e sur une seule donne´e. Le GPU se montre donc particulie`rement efficace pour
les taˆches lors desquelles on effectue des calculs identiques sur des donne´es inde´pendantes
comme la multiplication de matrices ou le traitement de paquets re´seau par exemple.
Le GPU Kepler GK110 a e´te´ de´veloppe´ et est fabrique´ par la socie´te´ NVIDIA. Il imple´-
mente une architecture CUDA (compute capability 3.5) de´die´e au GPGPU. Il est constitue´ de
pre`s de 7,1 milliards de transistors pour 15 Multi-Processeurs (MP) dans sa version comple`te.
Ces derniers sont les cœurs ope´ratifs du GPU. Ils sont inde´pendants les uns des autres et
peuvent par conse´quent exe´cuter des taˆches diffe´rentes. En revanche, au sein de chaque MP, la
meˆme instruction est exe´cute´e jusqu’a` 32 fois en paralle`le. Ces groupes de 32 fils d’exe´cution,
ou threads, sont appele´s chaˆınes, ou warps. Un MP peut ge´rer jusqu’a` 64 chaˆınes soit 2048
fils. Au moyen d’un ordonnanceur interne, le MP peut donc mettre en attente des chaˆınes
lorsque celles-ci ne disposent pas encore de toutes les ressources ne´cessaires pour s’exe´cuter
(apre`s une requeˆte de lecture en me´moire par exemple).
Tableau 4.1 Comparaison des performances (pre´cision simple) entre CPU et GPU






Radeon HD 8970 4,30 Tflops
Radeon HD 7970 4,09 Tflops
CPU
Intel
Xeon E5-2697 v2 518 Gflops
Xeon E5-2690 371 Gflops
AMD
Opteron 6284 SE 346 Gflops









Mém. partagée    Mémoire L1  
Mémoire globale
Figure 4.3 Me´moires GPU
Au sein des Multi-Processeurs, du GPU et de la carte de´die´e, on trouve diffe´rents types
de me´moire comme illustre´ par la figure 4.3. Proce´dons a` une revue de celles-ci :
Registres
Il s’agit de registres de 32 bits alloue´s aux fils et utilise´s pour stocker les donne´es au
plus proche des cœurs de calcul. Seulement une dizaine de cycles sont ne´cessaires pour
y acce´der. En revanche, les registres sont en nombre limite´s (65536 pour le GK110) et
ils doivent donc eˆtre utilise´s avec parcimonie.
Me´moire cache L1
Cette me´moire cache de 64 Ko est utilise´e pour enregistrer temporairement des don-
ne´es. Il s’agit en ge´ne´ral de donne´es acce´de´es re´cemment ou contigu¨es a` celles-ci. Cette
me´moire reste tre`s rapide puisque quelques dizaines de cycles seulement sont requis.
Me´moire partage´e
La taille de cette me´moire est variable. Elle est en effet installe´e sur la meˆme me´moire
que la cache L1. En fonction de nos besoins, on peut choisir de privile´gier soit la L1 soit
la me´moire partage´e. Les fils d’exe´cution peuvent utiliser cette espace pour partager des
donne´es mais aussi pour s’assurer que celles-ci restent “proches” des cœurs sans pour
autant occuper de registres (en nombre limite´).
Me´moire cache en lecture seule
Cette me´moire de 48 Ko a une fonction similaire a` celle de la cache L1, a` ceci pre`s
qu’on ne peut qu’y lire des donne´es : pas d’e´criture ici.
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Me´moire cache L2
Cette me´moire cache, de 768 Ko cette fois-ci, est situe´e en dehors des Multi-Processeurs.
Elle est donc partage´e entre ceux-ci. Les lignes de cache mesurent ici 128 octets. Cela
signifie que lorsqu’une donne´e, aussi petite soit-elle, est lue 128 octets seront transfe´re´s
a` la L1 (usage habituel). En revanche, en contournant cette dernie`re les transferts
seront re´duis a` 32 octets. Lorsque les fils d’une chaˆıne tentent d’acce´der a` des donne´es
contigu¨es (sur la meˆme ligne de cache), leurs acce`s seront automatiquement groupe´s afin
de minimiser le nombre de transferts. Cette fonctions est tre`s inte´ressante puisqu’elle
permet de profiter au maximum de chaque lecture dont la latence est plutoˆt e´leve´e.
Me´moire globale
Il s’agit de la me´moire embarque´e sur la carte, aux coˆte´s du GPU. Sa taille varie
d’un mode`le a` l’autre mais compte en ge´ne´ral quelques Gigaoctets (Go). Les acce`s
sont relativement lents : 200 a` 400 cycles. Son usage est incontournable puisque c’est
dans cette me´moire que sont stocke´es toutes les donne´es transfe´re´es depuis le CPU (les
paquets re´seau dans notre cas).
Me´moire locale
C’est un espace particulier de la me´moire globale dans lequel sont stocke´es les donne´es
qui ne peuvent pas eˆtre place´es dans les registres ou dans la me´moire partage´e. Par le
jeu des caches, une donne´e sera d’abord place´e en L1 mais pourra potentiellement eˆtre
transfe´re´e en L2, voire sur la me´moire globale (me´moire locale), re´sultant en un acce`s
particulie`rement lent.
4.2.2 Programmation logicielle avec CUDA C/C++
Conjointement a` son architecture mate´rielle CUDA, NVIDIA propose une suite logicielle
incluant une interface de programmation (API) et des outils pour programmer, compiler,
de´verminer et profiler des applications pour ses GPU. Les langages de programmation sup-
porte´s sont le Fortran et le CUDA C/C++ se´mantiquement tre`s proche du C/C++.
Le CUDA C/C++ ajoute a` la notion de fonction, de´ja` pre´sente en C/C++, les noyaux qui
sont des fonctions exe´cute´es sur GPU. On pre´sente sur la figure 4.4 un exemple de fonction ba-
sique et d’un noyau e´quivalent, ainsi que leurs appels respectifs. La boucle “for” pour l’appel
de la fonction indique que les N appels se feront se´quentiellement. En revanche, concernant
le noyau, ses N fils seront traite´s avec un paralle´lisme maximal qui de´pend de l’architecture
et de la charge du GPU. Notons ne´anmoins que les ope´randes devront avoir e´te´ copie´es vers
la me´moire du GPU avant l’appel du noyau. Les pre´fixes “h_” et “d_” des pointeurs signifient,
par convention, que ceux-ci pointent sur une zone me´moire situe´e respectivement sur l’hoˆte
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(host) ou sur la carte GPU (device).
Les diffe´rents fils d’exe´cution sont groupe´s en “blocs” eux-meˆmes rassemble´s dans une
“grille”. Une grille est cre´e´e a` chaque appel d’un noyau et les arguments de cet appel de´fi-
nissent la configuration des blocs et de la grille. Dans l’exemple de la figure 4.4, on a spe´cifie´
lors de l’appel “<<<1, N>>>” ce qui signifie que l’on aura N fils dans 1 bloc. Les fils s’identi-
fient graˆce a` leur index “threadIdx.x” dans le bloc. Ces configurations de blocs et de fils ne
sont pas restreintes a` une seule dimension : on peut les de´clarer en trois dimensions comme
illustre´ a` la Figure 4.5 sur laquelle, par exemple, la grille est compose´e de 2×2×3 = 12 blocs
chacun compose´ de 4×4×2 = 32 fils d’exe´cution. Un fil s’identifie donc par sa position dans
le bloc et la position de celui-ci dans la grille. Lors de l’appel du noyau, le pilote de la carte
GPU assignera chaque bloc a` un Multi-Processeur qui se chargera alors de son exe´cution par
chaˆınes (groupes de 32 fils). Il est donc primordial de bien e´tudier la configuration des grilles
et des blocs d’un programme pour occuper au mieux les MP du GPU et d’en maximiser ainsi
les performances.
L’appel d’un noyau peut inclure deux autres arguments en plus de ceux configurant la
grille et les blocs. Ces nouveaux arguments indiquent le flux auquel appartient l’appel et
1 /* Fonction retournant l’addition de deux entiers */
2 void fonction_Addition(int *opA , int *opB , int *resultat , int id){
3 int i = id;
4 resultat[i] = opA[i] + opB[i];
5 }
6
7 /* Noyau equivalent */
8 __global__ void kernel_Addition(int *opA , int *opB , int *resultat){
9 int i = threadIdx.x;





15 //Appel de la fonction pour N additions
16 for(int i=0; i<N; i++)
17 fonction_Addition(h_opA , h_opB , h_resultat , i);
18
19 //Appel du noyau pour N additions
20 kernel_Addition <<<1, N>>>(d_opA , d_opB , d_resultat);
21 //...
22 }




(0,3,1) (1,3,1) (2,3,1) (3,3,1)
(0,2,1) (1,2,1) (2,2,1) (3,2,1)
(0,1,1) (1,1,1) (2,1,1) (3,1,1)
(0,0,1) (1,0,1) (2,0,1) (3,0,1)
(0,3,0) (1,3,0) (2,3,0) (3,3,0)
(0,2,0) (1,2,0) (2,2,0) (3,2,0)
(0,1,0) (1,1,0) (2,1,0) (3,1,0)













Figure 4.5 Organisation des fils d’exe´cution, des blocs et de la grille
la taille de me´moire partage´e requise pour chaque bloc (en octets). Les flux, ou streams en
anglais, permettent d’exe´cuter plusieurs noyaux et de transfe´rer des donne´es depuis et vers le
GPU simultane´ment. On peut donc assigner les taˆches (les noyaux et les copies de donne´es)
a` des flux particuliers afin d’optimiser les traitements et les transferts du GPU. Des taˆches
appartenant au meˆme flux s’exe´cuteront se´quentiellement tandis que celles appartenant a` des
flux distincts pourront potentiellement eˆtre traite´es en paralle`le (de´pendamment, encore une
fois, de l’occupation du GPU). Cet asynchronisme dans le traitement des taˆches de diffe´rents
flux peut eˆtre, au besoin, contourne´ par l’usage des “e´ve`nements” (events). Un e´ve`nement
permet de signaler la fin de toutes les taˆches dans un flux. Cette information peut alors eˆtre
utilise´e pour lancer des taˆches dans d’autres flux ou pour mesurer leurs temps d’exe´cution.
Les fils d’exe´cution appartenant a` la meˆme chaˆıne sont traite´s en paralle`le par le MP :
ils exe´cutent la meˆme instruction sur des donne´es potentiellement diffe´rentes. Or, dans un
programme informatique, il est tre`s courant de recourir aux branchements conditionnels c.a`.d
quand le chemin d’exe´cution de´pend du re´sultat d’un test (sur une variable par exemple). Ce
chemin peut donc eˆtre diffe´rent d’un fil a` l’autre. Dans un cas pareil, le MP traitera les deux
issues possibles du test se´quentiellement. Si un grand nombre de divergences sont pre´sentes
dans le code alors on peut arriver a` une situation dans laquelle les fils sont traite´s les uns
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apre`s les autres sans aucun paralle´lisme. Dans ce cas extreˆme, les performances du GPU ne
seraient pas meilleures que celles d’un CPU, voire bien moindre. Les divergences sont par
conse´quent a` e´viter lors de la re´daction du code d’un noyau.
4.3 Noyaux imple´mente´s
Maintenant que nous avons pre´sente´ l’architecture GPU et sa programmation nous allons
pouvoir de´tailler les fonctionnalite´s des noyaux que nous avons imple´mente´s dans notre sys-
te`me de de´tection de fichiers et de flux connus. Ces taˆches seront appele´es apre`s avoir rec¸u
puis copie´ les paquets Ethernet vers la me´moire globale (embarque´e) du GPU.
4.3.1 Analyse des enteˆtes Ethernet, IP et TCP/UDP
Le roˆle de ce noyau est d’analyser les enteˆtes des paquets stocke´s dans la me´moire du GPU
afin d’en extraire les informations ne´cessaires lors des taˆches suivantes. Il s’agit de de´terminer
la position et la taille du champ de donne´es (pour le hachage) et d’extraire les adresses IP et
les ports TCP/UDP (pour la recherche de flux connu).
Comme nous l’avons indique´ auparavant (section 4.1.2), afin d’optimiser les traitements
sur les paquets, ceux-ci sont aligne´s en me´moire sur des adresses multiples de la taille de
“parts” (des octets nuls e´tant ajoute´s comme bourrage). Ces parts seront notamment utiles
pour la taˆche de hachage. En revanche, pour le noyau actuel cela signifie qu’il faut d’abord
identifier sur quelles parts se situent les enteˆtes des paquets. Lancer un fil d’exe´cution pour
chaque part re´sulterait, en effet, en une sous-utilisation des Multi-Processeurs puisque seuls
quelques fils seraient finalement affecte´s a` un enteˆte. Par conse´quent, les positions des en-
teˆtes des paquets sont fournies par le CPU qui aura sauvegarde´ cette information lorsqu’ils
stockera les paquets dans sa me´moire tampon.
Lorsque le noyau re´alise une lecture des donne´es stocke´es sur le GPU, des lignes entie`res de
cache sont copie´es depuis la me´moire globale vers la L2 puis la L1. Afin de tirer au maximum
profit de ces transferts on re´alise des lectures aussi grandes que possible (c.a`.d de 16 octets).
Or, stocker ces 16 octets n’est pas trivial. Les donne´es aussi larges sont, en ge´ne´ral, pla-
ce´es en me´moire locale ce qui peut conside´rablement re´duire les performances comme nous
l’avons e´voque´ a` la section 4.2.1. On peut en revanche forcer le fait de garder ces donne´es
au plus pre`s du processeur en utilisant la me´moire partage´e. Chaque fil dispose donc dans
cette me´moire d’un espace de 16 octets qui lui est de´die´ et dans lequel il enregistre ses lectures.
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Chaque fil d’exe´cution assigne´ a` un paquet re´alisera les actions suivantes :
– Re´cupe´rer la position de l’enteˆte du paquet a` traiter.
– Ve´rifier le champ Ethertype de l’enteˆte Ethernet afin de d’assurer que les donne´es
encapsule´es utilisent le protocole IPv4.
– Lire le champ “Taille enteˆte” de IPv4 pour de´terminer la position de l’enteˆte de la
couche transport.
– S’il s’agit bien de TCP ou UDP (champ “Protocole inclus” de IPv4), enregistrer dans
la me´moire du GPU la paire d’adresses IPv4 et de ports TCP/UDP pour les noyaux
futurs.
– Afin d’e´viter que ne soient inutilement hache´es une partie de l’enteˆte ou des octets de
bourrage, indiquer les zones a` hacher pour chaque part qu’occupe le paquet analyse´.
Une fois ce noyau termine´, on dispose des informations ne´cessaires dans la me´moire du
GPU pour hacher les donne´es et pour pouvoir identifier si le contexte TCP/UDP-IP du
paquet est connu. Ces deux taˆches peuvent donc potentiellement eˆtre re´alise´es en paralle`le.
4.3.2 Hachage des donne´es des paquets
Ce noyau imple´mente l’algorithme de max-Hashing (voir section 2.3.3). Il consiste en
l’extraction d’empreintes a` partir des champs de donne´es de chaque paquet. Ces empreintes
pourront, dans un autre noyau, eˆtre compare´es aux empreintes de re´fe´rence stocke´es en
me´moire. Notre imple´mentation est semblable a` celle re´alise´e par Lerebours [29] comme nous
allons pouvoir le de´tailler.
Le max-Hashing sur GPU
Afin de garantir une originalite´ suffisante des empreintes, tout en gardant une taille re-
lativement re´duite pour celles-ci, la taille de la feneˆtre glissant sur les donne´es est fixe´e a`
16 octets (128 bits) et ge´ne`re des empreintes de 8 octets (64 bits). Le calcul de l’empreinte
est donc effectue´ sur 16 octets et la feneˆtre se de´calera d’un octet pour l’empreinte suivante :
un octet “entre” et un autre “sort” de la feneˆtre. Une me´thode optimise´e permet, pour le
calcul d’une nouvelle empreinte, de n’utiliser que les valeurs de l’empreinte pre´ce´dente et des
octets “entrants” et “sortants”. Cela permet de ne pas re´-acce´der aux 14 autres octets dont
les influences sur l’empreinte ont de´ja` e´te´ calcule´es. Avec hi l’empreinte calcule´e a` l’e´tape i,
oentrant et osortant respectivement la valeur des octets entrant et sortant de la feneˆtre et la
fonction f calculant l’influence de ces octets sur l’empreinte, on peut de´crire le calcul optimise´
d’une empreinte par l’e´quation 4.1.
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hi+1 = (hi≪ 8)⊕ f(oentrant)⊕ f(osortant) (4.1)
Notre feneˆtre mesure 16 octets, ce qui signifie que l’influence d’un octet donne´ doit eˆtre




= 2 rotations comple`tes de l’empreinte (et par conse´quent de l’influence de
notre octet). Enfin, l’utilisation de l’ope´rateur xor ⊕ involutif ((a⊕ b)⊕ b = a) nous permet
de retirer cette influence de l’empreinte courante.
Les noyaux de calculs d’entiers des GPU actuels e´tant base´s sur une architecture 32 bits,
les calculs sont adapte´s pour repre´senter l’empreinte sur deux entiers de 32 bits : hh et hb.
Ceci revient aux calculs suivants :
hhi+1 = [(h
h
i  4) + (hbi  28)]⊕ fh(oentrant)⊕ fh(osortant) (4.2)
hbi+1 = [(h
b
i  4) + (hhi  28)]⊕ f b(oentrant)⊕ f b(osortant) (4.3)
Enfin, sur un segment donne´, l’empreinte qui a la valeur maximale est conserve´e afin
d’eˆtre compare´e a` la base de donne´es. Nous choisissons de garder 4 empreintes : les maxima
pour les 4 valeurs possibles des deux bits de poids fort (“00”, “01”, “10” et “11”).
Taˆches des fils d’exe´cution
Chaque paquet occupant un nombre entier de parts et connaissant la taille totale des
donne´es transfe´re´es au GPU, on est capable de de´terminer le nombre total de parts occupe´es
et par conse´quent le nombre de fils a` lancer. Le noyau pre´ce´dent ayant de´ja` analyse´ l’enteˆte
de chaque paquet, il a indique´, pour chaque fil, la portion a` hacher sur la part assigne´e. Cela
exclut donc les enteˆtes et les zones de bourrage. Les “frontie`res” des parts doivent aussi faire
l’objet d’une attention toute particulie`re. En effet, puisqu’un meˆme champ de donne´es peut
eˆtre divise´ en plusieurs parts traite´es en paralle`le, certains fils devront hacher les 15 premiers
octets de la part suivante. Toutes les feneˆtres possibles auront donc e´te´ conside´re´es avec ce
recouvrement (figure 4.6).
Les fils sauvegardent en me´moire les 4 empreintes maximales qu’ils auront calcule´s sur
la part qui leur aura e´te´ assigne´e. Ces empreintes pourront alors eˆtre utilise´es par le noyau
suivant c.a`.d la comparaison des empreintes calcule´es sur les donne´es des paquets avec celles
pre´alablement re´fe´rence´es et enregistre´es dans la base de donne´es.
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EntêteEntête Données Données Bourr.Bourr.
Fil 1
Part 1
Fil 2 Fil 3 Fil 5Fil 4
Part 2 Part 3 Part 4 Part 5
Figure 4.6 Hachage d’un paquet par parts avec recouvrement
4.3.3 Comparaison des empreintes avec la base de donne´es
La base d’empreintes de re´fe´rence est une table de hachage (voir section 2.3.3). Cette
table est constitue´e de p1 lignes et c1 colonnes et chaque cellule peut eˆtre occupe´e par une
empreinte (8 octets). Les log2(p1) bits de poids faible de l’empreinte constituent l’index de
la ligne dans laquelle elle doit eˆtre stocke´e (re´fe´rencement) ou dans laquelle sont stocke´es
les empreintes de re´fe´rence auxquelles elle doit eˆtre compare´e (de´tection). Les colonnes per-
mettent de stocker dans la meˆme ligne plusieurs empreintes qui ont les meˆmes log2(p1) bits
de poids faible. Nous ne pre´senterons pas ici le noyau qui initialise la BDD puis ajoute les
empreintes dans celle-ci e´tant donne´ qu’il ne rentre pas dans le processus de de´tection a` pro-
prement parler. En revanche, il faut mentionner qu’un second tableau est utilise´ en paralle`le
de la table des empreintes. Il est lui aussi constitue´ de p1 lignes et c1 colonnes et permet
d’enregistrer un code (sur 32 bits) identifiant le fichier re´fe´rence´ qui a ge´ne´re´ chacune des
empreintes enregistre´es.
Notre noyau devra acce´der aux empreintes calcule´es par le noyau“hacheur” (section 4.3.2)
puis les comparer a` celles de´ja` stocke´es en me´moire. S’il y a e´galite´ entre une empreinte
calcule´e et une empreinte enregistre´e dans la table, l’identifiant associe´ a` cette dernie`re (situe´
a` la meˆme ligne et a` la meˆme colonne du second tableau) devra eˆtre renvoye´ au CPU. On
choisit de lancer c1 fils par empreinte calcule´e par le hacheur. On peut ainsi profiter des
optimisations natives de l’architecture qui groupe les acce`s a` des espaces me´moire adjacents.
De plus, on utilise la me´moire partage´e pour stocker l’empreinte a` comparer, commune a` c1
fils. Cela permet de limiter l’utilisation des registres et de la me´moire locale.
4.3.4 Reconnaissance des flux TCP/UDP-IP
Le but de ce noyau est ici de ve´rifier si un paquet appartient a` un flux a` surveiller. On
de´finit un flux a` surveiller par une paire d’adresses IP et deux paires de valeurs “limites”
pour les ports. Si un paquet posse`de des adresses IP sauvegarde´es et que les valeurs de ses
ports sont comprises dans les bornes spe´cifie´es alors le paquet doit eˆtre signale´ au CPU.
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L’imple´mentation de cette fonctionnalite´ est tre`s proche de celle du noyau de´taille´ ci-dessus :
on dispose d’une table de hachage, de p2 lignes et c2 colonnes, et l’index est calcule´ a` partir des
deux adresses IP. De la meˆme manie`re, on lance c2 fils pour chaque paquet. Par conse´quent,
pour chaque contexte TCP/UDP-IP extrait il y a un fil assigne´ a` chaque colonne. Ces fils
d’exe´cution se re´fe`rent donc aux meˆmes adresses IP et aux meˆmes ports. On notera ne´anmoins
qu’afin de ne pas effectuer c2 fois le calcul de l’index celui-ci sera effectue´ par le noyau
d’analyse de l’enteˆte (section 4.3.1).
4.3.5 Synthe`se
Pour conclure sur les taˆches a` effectuer pour l’analyse des paquets re´seau rec¸us on note :
– Le transfert des paquets et de leurs positions depuis la me´moire centrale de l’ordinateur
vers la me´moire globale du GPU via le bus PCIe.
– L’analyse des enteˆtes avec l’extraction des informations du flux TCP/UDP-IP (dont
calcul de l’index) et le transfert d’indications pour le hachages des parts de chaque
paquet.
– Le lancement, en paralle`le, des taˆches de hachage et de comparaisons avec la base de
donne´es de flux TCP/UDP-IP connus.
– La comparaison des empreintes calcule´es avec celles contenues dans la base de donne´es
de re´fe´rence.
– Le transfert des re´sultats (concernant les empreintes et les flux) vers la me´moire cen-
trale via le bus PCIe.
Le paralle´lisme des taˆches de hachage et de recherche dans la banque de flux sugge`re
l’utilisation de deux streams (voir section 4.2.2). L’un pourra eˆtre associe´ aux transferts,
a` l’analyse des enteˆtes, au hachage des paquets et a` la recherche dans la base de donne´es
d’empreintes, et l’autre sera purement de´die´ a` la recherche des flux TCP/UDP-IP. Un event
de´clenche´ a` la fin de la taˆche d’analyse des enteˆtes permettra de synchroniser le lancement
de la taˆche du second stream.
L’utilisation des bibliothe`ques de NVIDIA et d’espaces de me´moire non-pagine´e nous
permet simultane´ment de transfe´rer des donne´es vers et depuis le GPU et d’exe´cuter des
noyaux sur celui-ci. Ainsi, a` un temps donne´, on pourrait envoyer au GPU les paquets Pn+1
tout en traitant les paquets Pn et en transfe´rant les re´sultats pour les paquets Pn−1. Le de´bit
total de cette application “pipeline´e” serait alors fixe´ par le de´bit le plus faible : soit celui du
PCIe, soit celui du traitement des paquets.
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4.4 Re´sultats pour les transferts sur le PCIe et les noyaux du GPU
Les mesures de temps sont effectue´es graˆce aux events CUDA. Ils sont utilise´s pour
enregistrer l’occurrence des e´ve`nements apparaissant sur le stream auquel ils sont rattache´s.
Pour mesurer le temps ne´cessaire a` l’accomplissement d’une taˆche, il suffit simplement de
mesurer le temps avant et apre`s celle-ci et de regarder la diffe´rence. La figure 4.7 pre´sente
un exemple de mesure du temps ne´cessaire a` un transfert et un noyau (rattache´s au meˆme
stream) avec les events.
4.4.1 Copie vers et depuis la me´moire embarque´e du GPU
Des configurations diffe´rentes de transfert ont e´te´ teste´es. Lors du banc de test, on re´alise
des transferts de taille variable depuis le CPU vers le GPU (H→D). Pour une taille donne´e,
on effectue plusieurs mesures afin de pouvoir pre´senter une moyenne repre´sentative. Nos
re´sultats pour le transfert depuis le CPU vers le GPU (H→D) par DMA sont repre´sente´s a`
la figure 4.8 (notez l’e´chelle logarithmique sur l’axe des abscisses).
Pour tous les transferts infe´rieurs a` 4096 octets (32768 bits), nous avons syste´matique-
ment mesure´ des temps de l’ordre de 7 µs, et ce, meˆme pour les transferts d’un seul octet.
Ce temps repre´senterait donc la latence des transactions que nous pouvons effectuer sur le
bus PCIe-2.0 avec les outils fournis par NVIDIA. La latence ayant peu d’importance dans
le cadre de notre syste`me de de´tection, on peut passer a` un point plus critique : la bande
passante. On peut voir que l’on de´passe 40 Gb/s a` partir de 2× 106 bits et que l’asymptote,
soit 50 Gb/s, est atteinte a` partir de 107 bits a` transfe´rer.
1 /* Mesure avant les taches */
2 cudaEventRecord(eventAvant , monStream);
3
4 /* Copie de donnees puis appel d’un noyau */
5 cudaMemcpyAsync(d_memoire , h_memoire , taille , cudaMemcpyHostToDevice ,
monStream);
6 kernel <<< i, j, 0, monStream >>>(d_memoire);
7
8 /* Mesure apres les taches et synchronisation */
9 cudaEventRecord(eventApres , monStream);
10 cudaEventSynchronize(eventFin);
11
12 /* Calcul du temps entre les deux evenements */
13 float temps;
14 cudaEventElapsedTime (&temps , eventAvant , eventApres);













































Figure 4.8 Bande passante observe´e en fonction de la taille des donne´es (H→D)
Le bus PCIe 2.0 peut donc eˆtre utilise´ dans le cadre d’un syste`me de de´tection a` 40 Gb/s.
Nous devrons veiller a` ce que la taille de l’espace me´moire tampon soit supe´rieure a` 2×106 bits,
voire, ide´alement, 107 bits pour une utilisation optimale du bus. Le syste`me de de´tection finale
utilise un espace me´moire de 64 Mo (' 537 Mbits).
4.4.2 Analyse des enteˆtes
Nous soumettons un nombre variable de paquets Ethernet au noyau. Il est important de
mentionner que les paquets soumis sont complets (enteˆte et champ de donne´es) et qu’ils sont
aligne´s sur des adresses multiples de 256 octets (taille des parts). Par conse´quent, les enteˆtes
des paquets ne se trouvent pas sur la meˆme ligne de cache L2 (128 octets), dont on ne peut
donc pas tirer parti. Les re´sultats sont pre´sente´s a` la figure 4.9.
Nous observons cependant des performances tout a` fait satisfaisantes : pre`s de 580 mil-
lions d’enteˆtes peuvent eˆtre analyse´s par le noyau chaque seconde. Dans le pire cas de figure
ou` les paquets Ethernet seraient de taille minimale (64 octets), nous pourrions supporter un
flux de 580× 106× 64× 8 = 296, 96 Gb/s. Cependant, dans un espace de 64 Mo (comme de´-
termine´ pre´ce´demment) le nombre maximal de paquets que l’on pourrait soumettre au noyau
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Figure 4.9 Analyse des enteˆtes
serait alors de l’ordre de 105. Pour cette quantite´ d’enteˆtes, le noyau est moins performant
(seulement 5 × 108 enteˆtes/seconde) mais ne devrait pas pour autant constituer un goulot
d’e´tranglement. Les performances des autres noyaux et des autres taˆches le de´termineront.
4.4.3 Recherches dans les bases de donne´es
Les base de donne´es d’empreintes et de flux TCP/UDP-IP connus sont toutes les deux
imple´mente´es sous la forme de tables de hachage. E´tant donne´e cette similarite´, nous allons
pre´senter les performances de ces deux taˆches de recherche conjointement. Dans le cadre de
ces mesures, les donne´es fournies a` ces noyaux sont ge´ne´re´es de manie`re ale´atoire et ne sont
pas trie´es. Les acce`s en me´moire seront donc les plus ale´atoires possibles. Nous ferons varier
le nombre de colonnes dans les bases de donne´es ce qui devrait avoir une influence directe sur
les performances. Le nombre de lignes devrait, quant a` lui, n’avoir aucune influence (avantage
de la table de hachage). D’autre part, deux cas ont e´te´ teste´s : lorsque des correspondances
sont trouve´es (empreinte ou flux connus) et lorsque les recherches sont infructueuses. Aucune
diffe´rence notable n’a e´te´ observe´e pour ces diffe´rentes issues. Les re´sultats sont pre´sente´s a`
la figure 4.10.
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Recherche de flux TCP/UDP-IP
Recherche d'empreintes
Figure 4.10 Recherche des empreintes et des flux dans les tables
Nous observons la meˆme tendance pour les deux noyaux : le nombre de fils d’exe´cu-
tion lance´s e´tant proportionnel au nombre de colonnes c, les performances sont inversement
proportionnelles a` c. Toutefois on remarquera que, pour un nombre de colonnes donne´, la re-
cherche d’empreintes connues est presque 10 fois plus rapide que celle des flux TCP/UDP-IP.
Cela s’explique notamment par la taille des donne´es requises par chacune des taˆches et par
la complexite´ de ces dernie`res. Pour la recherche d’empreintes connues, chaque fil ne´cessite
en effet deux empreintes soit 2× 64 = 128 bits de donne´es et effectue une seule comparaison.
Lors de la recherche de flux connus, en revanche, un fil a besoin des informations TCP/UDP-
IP d’un paquet (deux adresses IP et deux ports), de l’index correspondant (ici 16 bits), et de
la description d’un flux surveille´ (deux adresses IP et deux paires de ports). Ceci correspond
a` un total de 2 × 32 + 2 × 16 + 16 + 2 × 32 + 4 × 16 = 240 bits a` transfe´rer suivis de 6
comparaisons a` effectuer (deux pour les adresses IP et 4 pour les ports).
Sachant qu’a` chaque paquet correspond un contexte TCP/UDP-IP a` analyser, la taˆche
de recherche de flux connus pre´sente des performances tout aussi satisfaisantes que celles de
l’analyse des enteˆtes. Par conse´quent, celle-ci ne devrait pas non plus constituer un goulot
d’e´tranglement pour notre application (avec c < 64 en tout cas).
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En ce qui concerne la recherche d’empreintes connues, on ge´ne`re 4 empreintes par “part”
de paquet. La taille de ces parts est donc importante puisqu’elle influe directement sur le
nombre total d’empreintes qui seront ge´ne´re´es. Une grande taille re´duit le nombre d’em-
preintes ge´ne´re´es et, par conse´quent, limite le temps requis par la taˆche de recherche dans la
base de donne´es. En revanche, puisqu’une feneˆtre ge´ne´rant l’empreinte maximale localement
garde cette proprie´te´ meˆme pour un voisinage plus re´duit mais peut perdre cette proprie´te´
pour un voisinage plus grand, alors plus le nombre d’empreintes a` ge´ne´rer est grand (plus la
taille des voisinages conside´re´s est petite), plus le taux de faux-ne´gatif est re´duit.
4.4.4 Hachage des champs de donne´es
Notre banc de test consiste a` calculer des empreintes sur des donne´es ge´ne´re´es ale´atoire-
ment. On fait varier le nombre de fils d’exe´cution a` lancer en soumettant un nombre croissant
de donne´es. La taille des parts est ici fixe´e a` 256 octets ce qui signifie, en conside´rant le recou-
vrement, que chaque fil hache 256 + 15 = 271 octets et en extrait 4 empreintes. Il s’agit donc
de 15 octets qui seront lus deux fois (re´utilise´s). La taille des parts a la` encore une influence
puisque le taux de re´utilisation des donne´es diminue lorsque la taille des parts augmente.
On conside`re dans un premier temps l’imple´mentation de l’algorithme tel que spe´cifie´ a` la
section 4.3.2, c.a`.d avec une fonction de hachage ope´rant sur des donne´es repre´sente´es sur 32
bits. Dans ce cas-ci, les octets sont lus et hache´s les uns apre`s les autres tout en ve´rifiant, a`
chaque ite´ration, si l’empreinte ge´ne´re´e est un maximum. L’issue de cette ve´rification n’e´tant
probablement pas la meˆme pour tous les fils cela introduira de la divergence dans le chemin
d’exe´cution de nos fils. Il s’agit la` du principal de´faut de l’imple´mentation de l’algorithme de
max-Hashing sur GPU. On parvient ne´anmoins a` atteindre 94 Gb/s (figure 4.13, trace´ bleu
continu intitule´ “Sans filtrage”).
1 if( a == CARAC_0 || a == CARAC_1 || a == CARAC_2 ||
2 a == CARAC_3 || a == CARAC_4 || a == b){
3 ... // Octet a filtrer , passons a l’octet suivant
4 }
5 else{
6 ... // Octet correct , calculons l’empreinte avec celui -ci
7 }
Figure 4.11 Filtre sommaire de caracte`res (octets)
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Nous introduisons a` pre´sent un filtrage des octets lus. Celui-ci a pour objectif de ne pas
conside´rer, lors de la ge´ne´ration des empreintes, les octets ayant une valeur e´gale a` certains
caracte`res de controˆle ASCII et les octets conse´cutifs de meˆme valeur. Notons “a” la valeur de
l’octet entrant et “b” la valeur de l’octet lu pre´ce´demment. Sachant que l’on souhaite filtrer
certains caracte`res et les re´pe´titions de caracte`re identiques, la premie`re mise en place de
notre filtre est semblable au code repre´sente´ a` la figure 4.11 (les valeurs des 5 caracte`res sont
note´es“CARAC_0” a` “CARAC_4”). Ce genre de filtre ajoute ine´vitablement de la divergence dans
l’exe´cution. Certains fils liront un octet qui devra eˆtre filtre´ et d’autres liront un octet qui
devra, celui-ci, eˆtre hache´. L’inconve´nient de cette premie`re imple´mentation du filtre c’est la
manie`re dont il sera compile´. Une divergence sera introduite pour chaque controˆle soit donc
7 chemins d’exe´cution en tout : une pour chaque caracte`re a` filtrer et une pour les caracte`res
non filtre´s. Ces multiples divergences re´duisent les performances du hacheur de pre`s de 50%,
comme on peut le voir sur la figure 4.13 (courbe rouge a` tirets intitule´e “Avec filtrage basi-
que”) soit 48 Gb/s.
Une nouvelle imple´mentation de ce filtre est envisage´e afin de retrouver de meilleures per-
formances. Nous choisissons d’ajouter de nouvelles instructions afin de re´duire les divergences
induites par le filtre. Le code de la nouvelle imple´mentation est visible a` la figure 4.12. On se
sert simplement de la proprie´te´ de la multiplication qui veut que si au moins un des facteurs
est nul alors le produit de tous les facteurs est nul. Les performances atteintes avec cette
imple´mentation sont observables sur la figure 4.13 (courbe verte en pointille´s intitule´e “Avec
filtrage ame´liore´”). On obtient une vitesse de traitement capable de supporter 71 Gb/s soit
24% de moins que le hacheur sans filtrage.
1 float f_a = (float)a;
2
3 f_a = (f_a - CARAC_0) * (f_a - CARAC_1) * (f_a - CARAC_2) *
4 (f_a - CARAC_3) * (f_a - CARAC_4) * (f_a - ((float)b));
5
6 if(f_a == 0){
7 ... // Passons a l’octet suivant
8 }
9 else{
10 ... // Calculons l’empreinte avec cet octet
11 }
Figure 4.12 Filtre ame´liore´ de caracte`res (octets)
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Figure 4.13 Performances du hacheur dans 3 configurations diffe´rentes
4.5 Syste`me complet et pipeline
Maintenant que les performances de chaque noyau ont e´te´ mesure´es inde´pendamment, on
souhaite observer le comportement du syste`me complet. On mesure donc le temps ne´cessaire
pour le traitement complet de paquets Ethernet re´els. Ce traitement consiste tout d’abord
en la re´initialisation des zones de stockage des re´sultats dans la me´moire du GPU (taˆche
non discute´e dans ce document), en l’analyse des enteˆtes des paquets, puis en paralle`le le
hachage des champs de donne´es et la recherche des flux TCP/UDP-IP connus et enfin, en
la recherche des empreintes connues dans la base de donne´es. L’enchainement de toutes les
taˆches effectue´es sur le GPU est sche´matise´ sur la figure 4.14.
Nous conservons le hacheur dote´ du filtre ame´liore´ et fixons la largeur des bases de don-
ne´es a` 8 colonnes pour celle concernant les flux et 16 colonnes pour celle des empreintes.
Les performances mesure´es en fonction de la taille des donne´es soumises sont pre´sente´es a` la
figure 4.15. On observe que l’on parvient a` atteindre une vitesse de traitement de 52 Gb/s
(courbe continue bleue), que l’on peut comparer aux 50 Gb/s atteints par le transfert des
paquets sur le bus PCIe 2.0 (courbe rouge en pointille´s). Avec au moins 64 Mo de donne´es

















Figure 4.14 Enchainement des noyaux





































Traitement des paquets par le GPU
Transfert des paquets (via PCIe 2.0)
Figure 4.15 Performances de toute la partie de traitement (noyaux)
Ne´anmoins, sans paralle´lisme des transferts et des traitement on ne peut supporter qu’un
flux de donne´es d’environ 25 Gb/s. Or, comme nous l’avons vu auparavant, en utilisant un
espace de me´moire non-pagine´e on peut simultane´ment utiliser le bus PCIe 2.0 dans les deux
sens (CPU vers GPU et GPU vers CPU) et re´aliser des traitements sur le GPU et sur le CPU.
En conside´rant le bus PCIe comme le goulot d’e´tranglement de notre syste`me, ce dernier ne
pourra, par conse´quent, jamais supporter un de´bit supe´rieur a` 50 Gb/s. Nous souhaiterions
56
donc qu’a` chaque instant les paquets Pn+1 soient envoye´s a` la me´moire du GPU, que les
paquets Pn soient traite´s sur le GPU, et que les re´sultats des paquets Pn−1 soient envoye´s
au CPU puis traite´s par celui-ci. Les paquets passent donc par trois grandes e´tapes dans le
syste`me.
Sur la figure 4.16, nous pre´sentons le principe du “pipelinage” de notre syste`me. Trois
contextes diffe´rents sont ne´cessaires (streams 13-14, 15-16 et 17-18) pour, d’une part, utiliser
le bus PCIe au maximum et, d’autre part, pour laisser le temps au CPU de traiter les re´sultats
renvoye´s par le GPU. Chaque contexte passe bien par trois grandes e´tapes : le transfert des
paquets (“Memcpy”) vers la me´moire du embarque´e sur GPU, le traitement des paquets par
les diffe´rents noyaux puis enfin le transfert vers le CPU et le temps “libre” pour le traitement
des re´sultats sur celui-ci. L’outil de profilage nous permet de grouper toutes ces actions en
fonction des ressources qu’elles utilisent (PCIe ou GPU), on pre´sente une telle vue sur la
Figure 4.17. Nous observons que le bus PCIe, dans le sens du CPU vers le GPU (“Memcpy
(HtoD)”), est utilise´ pre`s de 100% du temps. Quant au GPU, il dispose de moments de re´pit
mettant en avant la marge entre les performances du transferts et celles des traitements.
Figure 4.16 Copie d’e´cran du profileur NVIDIA (1) : e´tages du pipeline
Figure 4.17 Copie d’e´cran du profileur NVIDIA (2) : occupations du bus et du GPU
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4.5.1 Conclusion du chapitre
Au cours de ce chapitre, nous avons pre´sente´ notre syste`me de de´tection de fragments de
fichiers connus et de flux TCP/UDP-IP connus. Nous avons d’abord effectue´ une bre`ve pre´-
sentation des subtilite´s de l’architecture et de la programmation des processeurs graphique
(GPU), notamment les diffe´rents niveaux de me´moire et le paralle´lisme des fils d’exe´cution
(non-divergence) au sein d’une meˆme chaˆıne. Partant de ces remarques, les taˆches de chaque
noyau exe´cute´ sur GPU ont e´te´ pre´sente´es ainsi que les performances de nos imple´mentations.
Ces noyaux analysent le contenu de l’enteˆte des paquets, hachent les champs de donne´es et
recherchent dans une base de donne´es embarque´e dans la me´moire du GPU une correspon-
dance avec des empreintes connues et des flux TCP/UDP-IP connus. L’exe´cution de nos
noyaux sur GPU nous permettent de traiter jusqu’a` 52 Gb/s de paquets re´seau tandis que le
bus PCIe 2.0, lui, limite notre syste`me a` 50 Gb/s. Le syste`me complet pipeline´ permet donc
de traiter jusqu’a` 50 Gb/s pour la recherche de fragments de fichiers connus et de paquets




5.1 Synthe`se des travaux
Au cours de ce me´moire, nous avons pre´sente´ un syste`me complet de re´fe´rencement de
fichiers vide´o et de de´tection de fichiers connus et de flux connus sur un lien re´seau. Pour
le re´fe´rencement, une e´tude approfondie des spe´cifications des formats MP4 et H.264 nous a
permis de localiser les zones a` “haute-entropie” dans les fichiers vide´o utilisant ces standards.
La taˆche de de´tection de fichiers et de flux connus est principalement de´porte´e sur GPU afin
de profiter de la puissance de calcul de ces plateformes et dans la continuation des travaux
de Lerebours [29].
Nous avons pu observer que le re´fe´rencement brut de fichiers vide´o avec l’algorithme de
max-Hashing ge´ne`re de nombreuses redondances dans les empreintes calcule´es. L’impact de
ces redondances se retrouve notamment dans l’apparition de faux-positifs dans l’e´tape de
de´tection. En nous concentrant sur les zones dites a` “haute-entropie” des fichiers vide´o, nous
sommes parvenus a` pre´venir tre`s efficacement l’apparition de telles redondances ne ge´ne´rant
donc plus aucun faux-positif dans le cadre de nos tests et remplissant ainsi notre premier
objectif de recherche.
Concernant la partie de´tection, et notre second objectif de recherche, les traitements des
paquets consistent en l’analyse de leurs enteˆtes, la recherche des flux TCP/UDP-IP dans une
base de donne´es (BDD), le calcul d’empreintes sur leurs champs de donne´es (avec l’algorithme
de max-hashing) et la recherche de ces empreintes dans une BDD. Les performances de ces
taˆches imple´mente´es sur le GPU permettraient de supporter un de´bit total de 52 Gb/s. Mais,
au regard des 50 Gb/s qu’atteignent les transferts via le bus PCIe-2.0, nous avons mis en
place un syste`me pipeline´ limite´ uniquement par les transactions sur le bus et permettant de
traiter jusqu’a` 50 Gb/s de paquets Ethernet.
Outre la puissance de traitement obtenue graˆce au GPU, nous profitons aussi des avan-
tages inhe´rents a` l’algorithme de max-Hashing. Citons tout d’abord que, avec l’utilisation
d’une table de hachage et une fois la taille de celle-ci fixe´e, les performances du syste`me ne
seront pas amoindries lors de l’ajout de nouvelles “re`gles” (l’ajout de nouvelles empreintes
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ou de nouveaux flux a` de´tecter). Il s’agit d’un avantage sur les algorithmes d’expressions
re´gulie`res qui voient leurs performances diminuer avec l’accroissement du nombre de re`gles.
D’autre part, les empreintes de 8 octets ge´ne´re´es a` partir de feneˆtres de 16 octets repre´sentent
une section de fichier sans pour autant divulguer celle-ci. On peut ainsi distribuer les em-
preintes a` de´tecter (repre´sentant par exemple des fichiers ille´gaux) sans distribuer ces fichiers
ou une partie de ceux-ci.
Les outils de re´fe´rencement de´die´s aux fichiers vide´o pre´sente´s dans ce me´moire peuvent
eˆtre utilise´s par toute personne ou organisme ayant acce`s a` des donne´es sensibles dont la
propagation n’est pas souhaite´e ou constitue un de´lit. Citons par exemple les forces de police,
les ayant-droits d’œuvres prote´ge´es par le droit d’auteur ou encore les entreprises soucieuses
de ne pas voir certains fichiers eˆtre diffuse´s en dehors de leurs re´seaux. Les performances
atteintes par le syste`me de de´tection sur GPU, soit 50 Gb/s, nous permettent de cibler les
re´seaux de grandes entreprises, ceux de fournisseurs d’acce`s a` Internet voir meˆme les dorsales
Internet.
5.2 Limitation de la solution propose´e
La limitation principale du syste`me complet de´crit dans ce me´moire se situe a` l’e´tape
de transfert des paquets entre l’interface re´seau et la me´moire de notre application CPU
(voir 4.1.1). Lerebours [29] avait de´ja` de´termine´ que les performances de la bibliothe`que
Pcap [57] avec un syste`me d’exploitation GNU/Linux natif ne permettait pas de capturer
plus de 7,3 Gb/s. Le recours a` la bibliothe`que PF_RING [39], tel que sugge´re´ par Lerebours,
permit de capturer pre`s de 15 Gb/s de donne´es sur 35 Gb/s qui ont pu eˆtre envoye´s. Meˆme si
ces re´sultats constituent une progression, notre imple´mentation ne permet pas de fournir au
reste du syste`me ni les 50 Gb/s de donne´es qu’il est capable de traiter, ni meˆme les 40 Gb/s
que notre interface re´seau peut recevoir.
5.3 Ame´liorations futures
5.3.1 Capture des paquets
Notre imple´mentation de PF_RING n’ayant pas eu des performances suffisantes, nous pour-
rions nous re´-orienter vers d’autres bibliothe`ques de traitement rapide des paquets re´seau.
Dans cette cate´gorie, la bibliothe`que DPDK [12] pourrait s’ave´rer prometteuse pour notre sys-
te`me compte-tenu du support des processeurs Intel Xeon et des interfaces re´seaux Mellanox
que nous posse´dons de´ja`. D’autre part, nous pourrions imaginer remplacer la carte re´seau
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que nous utilisons actuellement par une carte FPGA dote´e d’une interface re´seau. Certains
constructeurs annoncent en effet que de telles configurations permettent de capturer et de
transmettre des paquets aux applications a` un de´bit de 10, 40 et 100 Gbps [6].
5.3.2 Extension du re´fe´rencement de´die´
La me´thode pre´sente´e pour de´terminer et extraire les zones a` “haute-entropie” des fichiers
MP4 avec H.264 peut eˆtre e´tendue a` d’autres formats. Il serait notamment inte´ressant de
conside´rer les flux audios utilisant le codec populaire AAC (Advanced Audio Coding, souvent
utilise´ conjointement a` H.264). La prise en charge d’autres formats vide´os, audios et d’autres
conteneurs pourraient aussi eˆtre mise en place. Par exemple, le conteneur WEBM utilisant le
codeur vide´o VP8 est quelques fois pre´sente´ comme le futur format “standard” pour HTML5.
Enfin, notre me´thode pourrait eˆtre e´tendue aux fichiers non-multime´dia qui comportent, eux
aussi, des zones a` “entropie” variable.
5.3.3 Bus PCIe 3.0
Les performances du syste`me de de´tection pre´sente´ dans ce me´moire sont d’abord limite´es
par la bande passante du bus PCIe 2.0. Celle-ci est the´oriquement de 64 Gb/s, mais nous
n’avons pu observer de de´bits supe´rieurs a` 50 Gb/s. En nous re´orientant vers une carte
me`re comportant un bus PCIe 3.0 et une carte GPU compatible avec celui-ci, nous pourrions
atteindre une bande passante supe´rieure a` 100 Gb/s pour les transferts entre le CPU et le GPU
(128 Gb/s the´oriques). Toutes choses e´tant par ailleurs e´gales, les traitements constitueraient
alors le goulot d’e´tranglement avec une capacite´ de 52 Gb/s seulement.
5.3.4 Autres GPU
Plusieurs solutions s’offrent a` nous pour l’ame´lioration des performances du traitement
des paquets. La premie`re, et la plus simple, consisterait a` tester d’autres GPU. Ide´alement,
nous devrions rester avec le meˆme fabricant, NVIDIA, afin de conserver les codes en CUDA
C/C++ de´ja` re´dige´s (seule l’e´tape de compilation devra eˆtre adapte´e). Nous pourrions alors
nous diriger vers une version plus re´cente et plus performante de notre GPU de´die´ aux calculs
ge´ne´ralistes (ex : K40, voir tableau 4.1). Nous avons aussi la possibilite´ de changer de gamme
de GPU et de nous orienter vers les produits de´die´s a` la 3D et aux jeux-vide´o. Outre leurs
prix plus abordables, ces GPU disposent en ge´ne´ral d’acce`s en me´moire plus rapides et de
performances de calcul, en simple pre´cision, plus importantes : 4,29 Tflops pour le Tesla K40
(GPGPU) contre 5 Tflops pour le Geforce GTX980 (GPU de´die´ a` la 3D et aux jeux-vide´o).
Ces avantages sont a` conside´rer au regard d’une durabilite´ ge´ne´ralement moindre.
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5.3.5 Solution a` multiple GPU
En dotant notre syste`me de plusieurs GPU, nous pourrions re´partir les taˆches de traite-
ment entre ceux-ci. Le hachage, notamment, pourrait be´ne´ficier de ces multiples pe´riphe´riques
e´tant la taˆche la plus longue de notre syste`me pour une quantite´ de paquets donne´e. Sa len-
teur est principalement cause´e par la quantite´ de donne´es a` transfe´rer et a` traiter. La capacite´
totale de stockage serait, de surcroit, de´cuple´e et permettrait de conserver plus d’empreintes
de re´fe´rence et plus d’informations de flux TCP/UDP-IP a` surveiller. En revanche, la latence
totale du syste`me augmentera notablement puisqu’il faudra alors conside´rer les transferts de
GPU a` GPU.
Une imple´mentation plus simple et plus directe consisterait a` diviser les paquets Ethernet
rec¸us en autant de groupes qu’il y a de GPU a` disposition. Tous les GPU lanceraient alors
les meˆmes noyaux pour traiter leurs paquets. Un de´savantage re´sidera dans le stockage des
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