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Abstract
Quantum games represent the really 21st century branch of game theory, tightly
linked to the modern development of quantum computing and quantum technolo-
gies. The main accent in these developments so far was made on stationary or
repeated games. In this paper we aim at initiating the truly dynamic theory with
strategies chosen by players in real time. Since direct continuous observations are
known to destroy quantum evolutions (so-called quantum Zeno paradox) the neces-
sary new ingredient for quantum dynamic games must be the theory of non-direct
observations and the corresponding quantum filtering. Apart from the technical
problems in organising feedback quantum control in real time, the difficulty in ap-
plying this theory for obtaining mathematically amenable control systems is due
partially to the fact that it leads usually to rather nontrivial jump-type Markov
processes and/or degenerate diffusions on manifolds, for which the corresponding
control is very difficult to handle. The starting point for the present research is the
remarkable discovery (quite unexpected, at least to the author) that there exists
a very natural class of homodyne detections such that the diffusion processes on
projective spaces resulting by filtering under such arrangements coincide exactly
with the standard Brownian motions (BM) on these spaces. In some cases one can
even reduce the process to the plain BM on Euclidean spaces or tori. The theory
of such motions is well studied making it possible to develop a tractable theory of
related control and games, which can be at the same time practically implemented
on quantum optical devices.
Key words: quantum dynamic games, quantum control, quantum filtering, Belavkin
equation, stochastic Schro¨dinger equation, output process and innovation process, Brow-
nian motion on sphere and complex projective spaces, controlled diffusion on Riemannian
manifolds, Hamilton-Jacobi-Bellman-Isaacs equation on manifolds, classical and mild so-
lutions, Ito’s formula.
1 Introduction
Quantum games represent the really 21st century branch of game theory, tightly linked
to the modern development of quantum computing and quantum technologies. Initiated
by Meyer [30], Eisert, Wilkens and Lewenstein [14], and Marinatto and Weber [28], the
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theory now boasts of many beautiful results obtained by various authors in numerous pub-
lications, see e.g. surveys [19], [16], and a mathematically oriented survey [24]. However,
the main accent in these developments was made on stationary or repeated games. In this
paper we aim at initiating the truly dynamic theory with strategies chosen by players in
real time. Since direct continuous observations are known to destroy quantum evolutions
(so-called quantum Zeno paradox) the necessary new ingredient for quantum dynamic
games must be the theory of non-direct observations and the corresponding quantum fil-
tering. This theory was essentially developed by Belavkin in the 80s of the last century,
in [5], [6], [7], see [10] for a readable modern account. There is an important work under
way on the technical side of organising feedback quantum control in real time, see e.g.
[2], [11] and [33]. The difficulty in applying this theory for obtaining mathematically
amenable control systems is due partially to the fact that it leads usually to rather non-
trivial jump-type Markov processes and/or degenerate diffusions on manifolds, for which
the corresponding control (an even more so games) is very difficult to handle.
The starting point for the present research was the remarkable discovery (quite un-
expected, at least to the author) that there exists a very natural class of homodyne
detections such that the diffusion processes on spheres or projective spaces resulting by
filtering under such arrangements coincide exactly with the standard Brownian motions
(BM) on these Riemannian manifolds, that is, the processes generated by the invariant
Laplace -Beltrami operator. For qubits the basic example of such special arrangements
is the choice of the three Pauli matrices as the coupling operators governing the interac-
tion with the optical measuring devices. For qudits the corresponding matrices can be
chosen as the generalized Pauli or Gell-Mann matrices. Another unexpected feature of
these special arrangements is that the corresponding diffusions written with respect to the
output process coincide exactly with the diffusions written with respect to the so-called
innovation process that plays the key role in the theory of quantum feedback control. The
theory of the BM on compact Riemannian manifolds is well studied in stochastic analysis
and operator theory on manifolds, making it possible to develop a tractable theory of
related control and games, which can be at the same time practically implemented on
quantum optical devices. This theory is based on the ability to build classical or mild so-
lutions to the corresponding Hamilton-Jacobi-Bellman-Isaacs (HJB-Isaacs) equations on
compact Riemannian manifolds, which makes it more elementary than the approach to
stochastic control based on the viscosity solutions, for which we refer to [35] and references
therein. Moreover, in some cases (essentially when all controlled Hamiltonian operators
commute) the filtered dynamics turns out to be govern by the standard Brownian motion
on Euclidean spaces and tori, that is by the diffusion processes generated by the standard
plain Laplacian in Rd or a torus.
The content of the paper is as follows. In the next section we briefly explain the
necessary tools from the theory of continuous quantum measurement and filtering. In
the following two sections we introduce our main homodyne detection schemes (first for
qubits and then for qudits) that allow one to turn the problems of dynamic quantum
filtering, control and games into the problems of the drift control of the standard Brownian
motions on the complex projective spaces. In Sections 5 and 6 we build the theory of
classical and mild solutions of the HJB-Isaacs equations on Riemannian manifolds leading
to the theory of dynamic control and games on compact Riemannian manifolds and thus
automatically to the theory of quantum dynamic control and games under the special
homodyne detection schemes. In Section 7 we introduce yet another homodyne detection
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scheme that leads to the simpler drift controls on tori, which works however only in case
when all controlled Hamiltonian operators commute. In Section 8 an exactly solvable
model is presented, which can be considered as a kind of dynamic extension of the initial
quantum coin flipping game of Meyer. In Section 9 yet another detection scheme is
developed that turns the problem of quantum dynamic control to the drift control of
the standard BM in Euclidean spaces. In Sections 10 and 11 a version of the theory is
developed for players acting on different atoms, thus for the dynamic games set in the
spirit of papers [14] and [28]. Some conclusions and perspectives are drawn and open
questions posed in Section 12.
2 Prerequisites: nondemolition observation and quan-
tum filtering
The general theory of quantum non-demolition observation, filtering and resulting feed-
back control was built essentially in papers [5], [6], [7]. A very good readable introduction
is given in [10]. We shall describe briefly the main result of this theory.
The non-demolition measurement of quantum systems can be organised in two ver-
sions: photon counting and homodyne detection. One of the first mathematical results
on the control with photon counting measurement was given in [21], which can be used
to develop the corresponding game theoretical version. But here we fully concentrate
on the homodyne (mathematically speaking, diffusive type) detection. Under this type
of measurement the output process Yt is a usual Brownian motion (under appropriate
probability distribution). There are several (by now standard) ways of writing down the
quantum filtering equation for states resulting from the outcome of such process. The
one which is the most convenient to our purposes is the following linear Belavkin filtering
equation (which is a particular version of the stochastic Schro¨dinger equation) describing
the a posteriori (pure but not normalized) state:
dχ = −[iHχ + 1
2
L∗Lχ] dt+ LχdYt, (1)
where the unknown vector χ is from the Hilbert space of the observed quantum system,
which we shall loosely referred to everywhere as the atom, the self-adjoint operator H
is the Hamiltonian of the corresponding initial (non-observed) quantum evolution and
the operator L is the coupling operator of the atom to the optical measurement device
specifying the chosen version of the homodyne detection. Very often the operator L is
chosen to be self-adjoint, in which case equation (1) reduces to the simper form
dχ = −[iHχ + 1
2
L2χ] dt+ LχdYt. (2)
An important part in the theory is played by the so-called innovation process
dBt = dYt − 〈L+ L∗〉χ dt, (3)
where for an operator A and a vector v in a Hilbert space we use the (more or less
standard) notation for the average value of A in v:
〈A〉v = (v, Av)
(v, v)
.
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The innovation process is in some sense a more natural driving noise to deal with,
because it turns out to be the standard Brownian motion (or the Wiener process) with
respect to the fixed (initial vacuum) state of the homodyne detector, while the output
process Yt is a Brownian motion with respect to the states transformed by the (quite
complicated) interaction of the quantum system and optical device, which can also be
obtained by the Girsanov transformation from the innovation process Bt. Therefore an-
other well used version of equation (1) is the nonlinear equation on the normalized vector
φ = χ/|χ|, which can be obtained directly from (1) by the classical Ito formula (using the
classical Ito rule for the differentials of the Wiener processes, dYtdYt = dt), but written
in terms of the innovation process Bt.
The theory extends naturally to the case of several, say N , coupling operators {Lj},
where the quantum filtering is described by the following direct extension of equation (1):
dχ = −[iHχ + 1
2
∑
j
L∗jLjχ] dt+
∑
j
LjχdY
j
t , (4)
with the N -dimensional output process Yt = {Y jt }. The corresponding innovation process
is the standard N -dimensional Wiener process with the coordinate differentials
dW jt = dY
j
t − 〈Lj + L∗j〉χ dt.
The theory of quantum filtering reduces the analysis of quantum dynamic control and
games to the controlled version of evolutions (4). The simplest situation concerns the case
when the homodyne device is fixed, that is the operators Lj are fixed, and the players
can control the Hamiltonian H , say, by applying appropriate electric or magnetic fields
to the atom. Thus equation (4) becomes modified by allowing H to depend on one or
several control parameters. One can even prove a rigorous mathematical result, the so-
called separation principle (see [9]), that shows that the effective control of an observed
quantum system (that can be based in principle on the whole history of the interaction
of the atom and optical devices) can be reduced to the Markovian feedback control of
the quantum filtering equation, with the feedback at each moment depending only on the
current (filtered) state of the atom.
Remark 1. The filtering equation (1) was initially derived from the interaction of the
atom and optic devices described by the unitary evolution solving the quantum stochastic
equation
dUt = (LdA
∗
t − L∗ dAt −
1
2
L∗Ldt− iH dt)Ut,
where At, A
∗
t are the Hudson-Partasarathy differentials of the quantum stochastic Wiener
noise (built from the annihilation and creation operators). It can be shown (see e.g. [1])
that this evolution represents the Markovian approximation to the more realistic quantum
dynamics
U˙t = [−iH + La∗(t, 0)− L∗a(t, 0)]Ut,
driven by a stationary Gaussian wide-band noise of the annihilation operators a(t, r).
More elementary derivations of the main filtering equation (bypassing heavy use of quan-
tum stochastic calculus) are also available. It can be obtained from an appropriate limit of
sequential discrete observation scheme, see e.g. [8] or [31]. A derivation from the theory
of instruments was given in [3] and [18].
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3 Special homodyne detection leading to the Laplace-
Beltrami operator on a sphere (for qubits)
For a qubit the Hilbert space of an atom is C2. Since the pure state of a quantum system
is specified by a vector in the Hilbert space up to a multiplier, the actual state space is
the one-dimensional complex projective space or a two-dimensional sphere, often referred
to as the Bloch sphere. Hence as the natural coordinate outside the state vector (0, 1)
one can take the complex number w = χ1/χ0. It is straightforward to rewrite evolution
(4) in C2 in terms of w. Namely, from the equation for the first coordinate χ0 (and Ito’s
rule for the function 1/x) we find the equation for χ−10 :
dχ−10 =
1
χ20
[iHχ+
1
2
∑
j
L∗jLjχ]0 dt−
1
χ20
∑
j
(Ljχ)0 dY
j
t +
1
χ30
∑
j
(Ljχ)
2
0 dt
and then using the Ito product rule for the product χ1χ
−1
0 we find that
dw =
w
χ0
[i(Hχ)0 +
1
2
(
∑
j
L∗jLjχ)0] dt−
w
χ0
∑
j
(Ljχ)0 dY
j
t +
w
χ20
∑
j
(Ljχ)
2
0 dt
− 1
χ0
[i(Hχ)1 +
1
2
(
∑
j
L∗jLjχ)1] dt+
1
χ0
∑
j
(Ljχ)1 dY
j
t −
1
χ20
∑
j
(Ljχ)0(Ljχ)1 dt,
and finally the quantum filtering equation in terms of the projective coordinates w:
dw = i[w(HW )0 − (HW )1] dt+ 1
2
[
∑
j
w(L∗jLjW )0 − (L∗jLjW )1] dt
+
∑
j
[w(LjW )
2
0 − (LjW )0(LjW )1] dt+
∑
j
[(LjW )1 − w(LjW )0] dY jt , (5)
where, for convenience, we have introduced the vector W = (1, w) = χ/χ0. Equivalently
it can be rewritten in terms of the innovation processes expressed in terms of w as
dBjt = dY
j
t − 〈Lj + L∗j〉W dt. (6)
Remark 2. Though this is not of use for us, let us mention that coordinates w can be
obtained by the stereographic projection from the Stokes parameters (x1, x2, x3) (or a polar
vector) describing in the most common way the Bloch sphere of the pure quantum states
of a qubit.
We are interested in choosing {Lj} in a way to make the diffusion on the Bloch sphere
defined by equation (5) as simple as possible, at least to make it nondegenerate, that is,
with the second order part of the diffusion operator being elliptic.
The Hamiltonian operator does not enter the noise term, and consequently it does not
play role in this question. If L consists of just one operator, the diffusion is definitely
degenerate, though it may be hypoelliptic (see [22]). If there are two operators Lj , one
usually gets diffusions that are elliptic almost everywhere (see Sections 9 and 12). Turning
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to the case of three operators Lj it is natural to try the simplest three operators on qubits,
namely the three Pauli operators
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 − i
i 0
)
, σ3 =
(
1 0
0 − 1
)
.
Since σj are self-adjoint and σ
2
j = 1, the second term in equation in this case is seen
directly to vanish. Moreover, explicit calculation of the third term shows that it vanishes
as well, so that the filtering equation (5) simplifies to
dw = i[w(HW )0 − (HW )1] dt+
∑
j
[(σjW )1 − w(σjW )0] dY jt
= i[(h00 + h01w)w − (h10 + h11w)] dt+ (1− w2) dY 1t + i(1 + w2) dY 2t − 2w dY 3t , (7)
where hjk denote the entries of the 2× 2-matrix H .
With this equation two remarkable effects occur.
Proposition 3.1. (i) Writing equation (7) in terms of the innovation process dBj =
dY j − 2〈σj〉W dt, it takes exactly the same form (7) with Bj instead of Y j (all new terms
with the differential dt cancel).
(ii) The diffusion operator D corresponding to equation (7) with vanishing H takes
the form
DS(x, y) =
1
2
(1 + x2 + y2)2
(
∂2S
∂x2
+
∂2S
∂y2
)
, (8)
in terms of the real coordinates x, y, where w = x + iy, so that D = 2∆sp, where ∆sp is
the Laplace-Beltrami operator on the 2-dimensional sphere written in stereographic coor-
dinates.
Proof. This is done by direct inspection. For instance, to prove (ii), we can write the
equation (7) with vanishing H in terms of the real and imaginary parts of w as
dx = (1− x2 + y2) dY 1t − 2xy dY 2t − 2x dY 3t
dy = −2xy dY 1t + (1 + x2 − y2) dY 2t − 2y dY 3t .
By Ito’s formula, the corresponding second order operator is found to be
1
2
∂2S
∂x2
[(1− x2 + y2)2 + 4x2y2 + 4x2] + 1
2
∂2S
∂y2
[(1 + x2 − y2)2 + 4x2y2 + 4y2]
+
∂2S
∂x∂y
[−2xy(1− x2 + y2)2 − 2xy(1 + x2 − y2) + 4xy] = 1
2
(1 + x2 + y2)2
(
∂2S
∂x2
+
∂2S
∂y2
)
,
as was claimed.
Remark 3. Thus equation (7) gives a method to express the curvilinear 2-dimensional
Brownian motion on a sphere in terms of the 3-dimensional standard (plain) Brownian
motion.
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It is natural to ask what is the general class of the triples of operators L1, L2, L3, where
the same effects hold.
Reducing the attention to the case of self-adjoint matrices Lj let us write them as
Lj =
(
l00j l
01
j
l¯01j l
11
j
)
, j = 1, 2, 3,
with l00j , l
11
j ∈ R, l01j ∈ C. Let us introduce the 3-dimensional real vectors L0, L1, Lδ, LRj , LI
defined by their coordinates
L0j = l
00
j , L
1
j = l
11
j , L
δ
j = (l
11
j − l00j )/2, LRj = Re l01j , LIj = Im l01j .
Proposition 3.2. (i) The second order part of the diffusion operator arising from the
stochastic equation (5) is isothermic, that is, it has the form
ω(x, y)
(
∂2S
∂x2
+
∂2S
∂y2
)
with some positive function ω(x, y) if and only if the vectors Lδ, LRj , L
I form an orthonor-
mal basis in R3, up to a common constant multiplier. If this is the case, then this operator
actually coincides with the Laplace-Beltrami operator (8) (again of course up to a constant
multiplier).
(ii) The whole diffusion operator arising from the stochastic equation (5) with van-
ishing H is isothermic (that is, additionally to (i), all the first order terms cancel as in
the case of the Pauli matrices) if and only if the vectors Lδ, LRj , L
I form an orthonormal
basis in R3 (up to a common constant multiplier) and L0 = −L1. Moreover, under these
conditions the diffusion operator of stochastic equation (5) coincides with the diffusion
operator arising from equation (5) rewritten in terms of the innovation process.
Proof. This is done by lengthy explicit calculations, which we omit.
Since the transpose of an orthogonal matrix (in our case the matrix with the columns
built from the vectors L0, LRj , L
I) is also orthogonal, Proposition 3.2 can be formulated
in the following more transparent way.
Proposition 3.3. The diffusion operator arising from equation (5) with the 3 self-adjoint
matrices Lj coincides with the Laplacian on a sphere (up to a multiplier), if and only if
three matrices Lj form a basis in the space of traceless self-adjoint matrices, which is
orthogonal in the sense that
tr(LjLk) = 2(l
00
j l
00
k +Re l
01
j Rel
01
k + Im l
01
j Iml
01
k ) = aδjk
with a constant a. In the case of the Pauli matrices a = 2. The exact Laplacian arises
from a = 1.
4 Special homodyne detections leading to the Laplace-
Beltrami operator on projective spaces (for qudits)
In this section we extend the previous results to quantum systems in Cn+1 with arbitrary
n (a qudit with d = n + 1).
7
As in the case of qubit, let us start by writing the corresponding filtering equation (4)
in terms of the vector W = (1, w1, · · · , wn) = χ/χ0, that is, in the projective coordinates
w1, · · · , wn. We have
dχk = −[iHχ + 1
2
∑
j
L∗jLjχ]k dt+
∑
j
(Ljχ)kdY
j
t , k = 0, · · · , n. (9)
Hence by the Ito formula
dχ−10 =
1
χ20
[i(Hχ)0 +
1
2
∑
j
(L∗jLjχ)0] dt−
1
χ20
∑
j
(Ljχ)0 dY
j
t +
1
χ30
∑
j
(Ljχ)
2
0 dt.
Consequently, by the Ito product rule, we find for k > 0 that
dwk = wk[i(HW )0 +
1
2
∑
j
(L∗jLjW )0] dt− wk
∑
j
(LjW )0 dY
j
t + wk
∑
j
(LjW )
2
0 dt
−[i(HW )k + 1
2
∑
j
(L∗jLjW )k] dt+
∑
j
(LjW )kdY
j
t −
∑
j
(LjW )0(LjW )k dt,
and thus the quantum filtering equation for qudits (with d = n + 1) in terms of the
projective coordinate W :
dwk = i[wk(HW )0 − (HW )k] dt+ 1
2
[
∑
j
wk(L
∗
jLjW )0 − (L∗jLjW )k] dt
+
∑
j
[wk(LjW )
2
0 − (LjW )0(LjW )k] dt+
∑
j
[(LjW )k − wk(LjW )0] dY jt . (10)
To reduce complexity, let us discuss in more detail the case of a three-dimensional
Hilbert space (a qutrit) of the vectors χ = (χ0, χ1, χ2) (the general case being quite
similar). Extending the case of qubit it is natural to choose Lj to be the 8 generalized
Pauli or Gell-Mann matrices: 3 symmetric σsjk (with 1 on places jk and kj and zero
otherwise ), 0 ≤ j < k ≤ 2, 3 antisymmetric σajk (with −i on the place jk and i on the
place kj, and zero othersise), 0 ≤ j < k ≤ 2, and 2 diagonal matrices σdk:
σd1 =


1 0 0
0 − 1 0
0 0 0

 , σd2 = 1√
3


1 0 0
0 1 0
0 0 − 2

 .
Thus
σs01χ =


χ1
χ0
0

 , σs02χ =


χ2
0
χ0

 , σs12χ =


0
χ2
χ1

 , σa01χ =


− iχ1
iχ0
0

 ,
σa02χ =


− iχ2
0
iχ0

 , σa12χ =


0
− iχ2
iχ1

 , σd1χ =


χ0
− χ1
0

 , σd2χ = 1√
3


χ0
χ1
− 2χ2

 .
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In arbitrary dimension it is more convenient to work directly in complex coordinates
wk, w¯k (rather than playing with their real and imaginary parts). Again direct substitution
of the above Gell-Mann matrices into the equation (10) (we omit the lengthy by direct
calculations) shows the following analog of Proposition 3.1.
Proposition 4.1. Equation (10) with Lj chosen as the 8 Gell-Mann matrices and written
for vanishing H takes the form
dw1 = (1− w21) dY 01,st − w1w2 dY 02,st + w2 dY 12,st
+ i(1 + w21) dY
01,s
t + iw1w2 dY
02,a
t − iw2 dY 12,at − 2w1 dY 1,dt
dw2 = −w1w2 dY 01,st + (1− w22) dY 02,st + w1 dY 12,st
+ iw1w2 dY
01,s
t + i(1 + w
2
2) dY
02,a
t + iw1 dY
12,a
t − w2 dY 1,dt −
√
3w2 dY
2,d
t .
(11)
(with all terms with dt vanishing), and exactly the same form has this equation when
rewritten in terms of the innovation process, which is now an 8-dimensional standard
Wiener process with the coordinates
dBjk,st = dY
jk,s
t −2〈σsjk〉W dt, dBjk,at = dY jk,at −2〈σajk〉W dt, dBk,dt = dY k,dt −2〈σdk〉W dt.
Finally the diffusion operator D arising from the stochastic differential equation (11) has
the form D = 2∆pro, where ∆pro is the major (second order) part of the Laplace-Beltrami
operator on the complex projective space PC2:
∆proS(w1, w2) = (1 +
∑
j
|wj|2)
[
(1 + |w1|2) ∂
2S
∂w1∂w¯1
+ (1 + |w2|2)) ∂
2S
∂w2∂w¯2
+ w1w¯2
∂2S
∂w1∂w¯2
+ w¯1w2
∂2S
∂w¯1∂w2
]
. (12)
Of course there exists a characterization of all collections of Lj with the same property,
analogous to Proposition 3.3.
For a quantum system in Cn+1 there are (n2+2n) generalized Pauli matrices. Choos-
ing these matrices as the coupling operators in a homodyne detection scheme will lead
analogously to the invariant BM on the complex projective space PCn.
5 Theory of drift control and games on Riemannian
manifolds
Now we shall develop the theory of the classical or mild solutions to the Hamilton-Jacobi-
Bellman-Isaacs equations arising in the stochastic control and differential games on com-
pact Riemannian manifolds with a controlled drift and the fixed underlying Markov pro-
cess being the standard Brownian motion on M . In the next section it will be used to
build the theory of dynamic quantum games that can be reduced to such stochastic games
under the special arrangement homodyne detection as shown in previous sections. Let
∆LBφ = div (∇φ) = 1√
det g
∑
j,k
∂
∂xj
(√
det g gjk
∂
∂xk
)
(13)
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denote the Laplace-Beltrami operator on a compact Riemannian manifold (M, g) of di-
mension N , with the Riemannian metric given by the matrix g = (gjk) and its inverse
matrix G = (gjk). Let K(t, x, y) be the corresponding heat kernel, that is, K(t, x, y)
is the solution of the corresponding heat equation (∂K/∂t) = ∆LBK as a function of
(t > 0, x ∈ M) and has the Dirac initial condition K(0, x, y) = δy(x). It is well known
that the Cauchy problem for this heat equation is well posed in M and the resolving
operators
Stf(x) =
∫
M
K(t, x, y)f(y) dv(y), (14)
where dv(y) is the Remannian volume on M , form a strongly continuous semigroup of
contractions (the Markovian semigroup of the Brownian motion inM) in the space C(M)
of bounded continuous functions on M , equipped with the sup-norm. Let C1(M) denote
the space of continuously differentiable functions on M equipped with the norm
‖f‖C1(M) = sup
x
|f(x)|+ sup
x
‖∇f(x)‖M ,
where in local coordinates
‖∇f(x)‖2M = (∇f(x), G(x)∇f(x)) =
∑
jk
gjk
∂f
∂xj
∂f
∂xk
.
The key properties of this semigroup needed for our theory are the following smoothing
and smoothness preservation properties.
Proposition 5.1. (i) The operators St are smoothing:
‖Stf‖C1(M) ≤ Ct−1/2‖f‖C(M) (15)
with a constant C, uniformly for any compact interval of time.
(ii) The operators St are smoothness preserving:
‖Stf‖C1(M) ≤ C‖f‖C1(M) (16)
with a constant C, uniformly for any compact interval of time.
Remark 4. This result is possibly known, but the author did not find any precise reference.
It is standard for diffusions in Rd, but seemingly not so standard for manifolds. We
sketch a proof briefly. An alternative proof of (ii) (by-passing estimates from (i)) and its
extension to higher derivatives can be built on the theory of SDEs on (M, g).
Proof. (i) This is a consequence of the well known estimate for the derivatives of the heat
kernel on a compact Riemannian manifold (see Theorem 6 in [12]):
‖∇K(t, x, y)‖M ≤ C(δ, N)t−N/2t−1/2 exp
{
−d
2(x, y)
(4 + δ)t
}
, (17)
with any δ > 0 and a constant C(δ, N), where the derivative ∇ is taken with respect to
x, and where d is the Riemannian distance in M . In fact, differentiating (14) and using
(17) yields (15).
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(ii) This follows from (17) and the method of parametrix (frozen coefficients) approx-
imation. This method (see e.g. formula (5.60) in [23]) starts by representing K in terms
of its asymptotics Kas and the integral correction as
K(t, x, y) = Kas(t, x, y) +
∫ t
0
K(t− s, x, z)F (s, z, y) ds, (18)
where F is the error term in the equation for Kas, that is
∂Kas
∂t
(t, x, y)−∆LBKas(t, x, y) = −F (t, x, y).
From (17) it follows that the derivative of the second term in (18) is bounded and thus the
estimate for the derivative reduces to the derivatives arising fromKas, and these estimates
are standard and are performed as in the case of heat equations in Rd.
For the stochastic control of diffusions on (M, g) with the second order part being
fixed as ∆LB, and where control is carried out via the drift only, the corresponding HJB
equation is the equation
∂f
∂t
= ∆LBf +H(x,∇f(x)), (19)
where the Hamiltonian function is of the form
H(x, p) = sup
u∈U
[g(x, u)p+ J(x, u)], (20)
where U is the set of possible controls and g, J are some continuous functions. In case of
zero-sum stochastic two-player games with the so-called Isaac’s condition the Hamiltonian
function takes the form
H(x, p) = sup
u∈U
inf
v∈V
[g(x, u, v)p+ J(x, u, v)] = inf
v∈V
sup
u∈U
[g(x, u, v)p+ J(x, u, v)]. (21)
The possibility to exchange sup and inf here is called Isaac’s condition. It is fulfilled,
in particular, when the control of two players can be separated in the sense that the
Hamiltonian becomes
H(x, p) = sup
u∈U
[g1(x, u)p+ J1(x, u)] + inf
v∈V
[g2(x, v)p+ J2(x, v)] + J0(x). (22)
It is worth recalling here that though the theory of HJB is often built (for simplicity)
for the Cauchy problem of equation (19) in forward time, in the control theory it appears
more naturally as the backward Cauchy problem for the equation
∂f
∂t
+∆LBf +H(x,∇f(x)) = 0, t ∈ [0, T ], (23)
with a given terminal condition fT at some time T . This way of writing the HJB equation
becomes unavoidable whenever any of the parameters of the problem are explicitly time
dependent.
Let us now consider the general Hamilton-Jacobi-Bellman -Isaacs equation (19) with
H being a Lipschitz continuous function of its two variables. It is well known (and easy
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to see) that if f is a classical solution of (19) with the initial condition Y , then f solves
also the following integral equation
ft = e
t∆LBY +
∫ t
0
e(t−s)∆LBH
(
.,
∂fs
∂x
(.)
)
ds, (24)
referred to as the mild form of (19). Solutions to the mild equation (24) (which may
not solve (19), because of the lack of sufficient smoothness) are often referred to as mild
solutions to (19).
The following result gives the well-posedness of the HJB-Isaacs equation (19) with
explicit estimates for the growth of solutions and their continuous dependence on initial
data.
Theorem 5.1. Let H(x, p) be a continuous function on the cotangent bundle T ∗M to the
compact Riemannian manifold (M, g) such that
|H(x, p1)−H(x, p2)| ≤ LH‖p1 − p2‖M (25)
with a constant LH . Then for any Y ∈ C1(M) there exists a unique solution f. ∈
C([0, T ], C1(M)) of equation (24). Moreover, for all t ≤ T ,
‖ft(Y )− Y ‖C1(M) ≤ E1/2(CLHΓ(1/2)t1/2)
× (2t1/2C(h+ LH‖Y ‖C1(M)) + ‖(et∆LB − 1)Y ‖C1(M)) , (26)
where h = supx |H(x, 0)| and C is from Proposition 5.1. and the solutions ft(Y1) and
ft(Y2) with different initial data Y1, Y2 enjoy the estimate
‖ft(Y1)− ft(Y2)‖C1(M) ≤ C‖Y1 − Y2‖C1(M)E1/2(CLHΓ(1/2)t1/2), (27)
where E1/2 denotes the Mittag-Leffler function.
The proof of the theorem is identical to the corresponding proof given for the equations
in Rd in [23] (Section 6.1) and it follows essentially from the fixed point argument and
Proposition 5.1.
Assuming additionally that H is Lipshitz continuous in the first argument so that
|H(x1, p)−H(x2, p)| ≤ LHd(x1, x2) ‖p‖M , (28)
one can improve the result of Theorem 5.1 by showing (in exactly the same way as for Rd,
see again [23]) that with the initial condition Y from C2(M) the solution ft will belong
to C2(M) for all t and hence will be a (unique) classical solution to the Cauchy problem
of the HJB-Isaacs equation (19).
Finally, the standard result of the stochastic control theory (called the verification
theorem, see e.g. [15]) states that a classical solution to the HJB-Isaacs equation yields
in fact the optimal cost for the corresponding stochastic control problem or the minimax
solution in case of zero-sum games.
12
6 Towards the theory of dynamic games under the
special homodyne detections
Applying the results of the previous section in conjunction with the detection schemes of
Sections 3, 4 leads automatically to the theory of dynamic quantum games under these
detetion schemes.
In fact, assume that the hamiltonian operator H decomposes into the three parts
H = H0 + uH1 + vH2, where H0 is the Hamiltonian operator of the ”free” motion of an
atom and the strength u and v of the application of the operators H1 and H2 can be
chosen strategically by the two players I and II respectively. To simplify the formulas let
us assume that allowed values of the control parameters lie in certain symmetric intervals:
u ∈ [−U, U ], v ∈ [−V, V ] with some constants U, V ≥ 0, The case of a pure control (not a
game) corresponds to the choice V = 0 and is thus automatically included. Assume that
players I and II play a standard dynamic zero-sum game with a finite time horizon T
meaning that the objective of I is to maximize the payoff
P (t,W ; u(.), v(.)) = E
∫ T
t
〈J〉W (s) ds+ 〈F 〉W (T ), (29)
where J and F are some operators expressing the current and the terminal costs of the
game (they may depend on u and v, but we exclude this case just for simplicity) and
E denotes the expectation with respect to the random trajectories W (s) arising from
dynamic (10) under the strategic choice of the controls u and v by the players.
The Isaacs condition (21) is fulfilled under our assumptions. Assuming {Lj} are
chosen with our special detection scheme such that the corresponding diffusion operator
with vanishing H coincides with the second order part of the Laplace-Beltrami operator
on the complex projective space, the HJB-Isaacs equation (23) for the minimax value
S(t,W ) = max
u(.)
min
v(.)
P (t,W ; u(.), v(.)) = min
v(.)
max
u(.)
P (t,W ; u(.), v(.)) (30)
of the game takes the form
0 =
∂S
∂t
+ (α(W ),∇S) + ∆LBS + 〈J〉W
+ sup
u
{
u
∑
k
[
Re[iwk(H1W )0 − i(H1W )k] ∂S
∂xk
+ Im[iwk(H1W )0 − i(H1W )k] ∂S
∂yk
]}
+ inf
v
{
v
∑
k
[
Re[iwk(H2W )0 − i(H2W )k] ∂S
∂xk
+ Im[iwk(H2W )0 − i(H2W )k] ∂S
∂yk
]}
,
(31)
where α includes the contributions arising from H0 and from the 1st order terms of the
Laplace-Beltrami operator (if any). Equivalently, it can be rewritten as
0 =
∂S
∂t
+ (α(W ),∇S) + ∆LBS + 〈J〉W
+U
∣∣∣∣∣
∑
k
[
Re[iwk(H1W )0 − i(H1W )k] ∂S
∂xk
+ Im[iwk(H1W )0 − i(H1W )k] ∂S
∂yk
]∣∣∣∣∣
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− V
∣∣∣∣∣
∑
k
[
Re[iwk(H2W )0 − i(H2W )k] ∂S
∂xk
+ Im[iwk(H2W )0 − i(H2W )k] ∂S
∂yk
]∣∣∣∣∣ . (32)
According to the theory from the previous section, under, the backward Cauchy prob-
lem for this equation with the terminal condition 〈F 〉W has the unique classical solution
that yields the minimax value of our zero-sum game.
7 Special homodyne detections leading to standard
BM on tori
An alternative approach to simplify (10) is to choose Lj in a way allowing for invariant
manifolds and thus reducing the complexity (the dimension) of resulting controlled pro-
cess. Suppose we choose the coordinates χ, where H is diagonal, that is hkm = 0 for
k 6= m. It turns out (which seen by direct inspection) that if one chooses n operators Lj ,
j = 1, · · · , n, as anti-Hermitian diagonal operators with only one non-vanishing elements,
namely, with the entries
(Lj)
km = irjδ
j
kδ
j
m
with some real numbers rj , then (10) decomposes into the system of uncoupled equations
dwk = iwk(h00 − hkk) dt− 1
2
r2kwk dt+ irkwk dY
k
t , k = 1, · · · , n, (33)
from which it follows that d(wkw¯k) = 0 for all k, and thus the whole process lives on
the n-dimensional torus TCn = {(w1, · · · , wn) : |wk| = Ck}, where the vector C = {cm} is
specified by the initial condition.
Moreover, since all Lj are anti-Hermitian, the innovation process Bt = (B
k
t ) coincides
with the output process Yt, both forming the standard Brownian motion.
Remark 5. Therefore, in case of a qubit, only one operator L (with an element ir in the
right low corner and zeros otherwise) is sufficient to get d(ww¯) = 0. It is not difficult to
see that for a qubit any operator leading to this effect has the form L+α1 with a constant
α ∈ C.
Writing wk = |wk| exp{iφk} we can rewrite (33) (using Ito’s formula, of course) in
terms of the angles as follows
dφk = (h00 − hkk) dt+ rk dY kt , k = 1, · · · , n, (34)
which is the BM on the torus TCn with a constant drift.
This is of course simpler, than the invariant BM on the projective space PCn obtained
by choosing (n2 + 2n) generalized Pauli operators. However, from the point of the ap-
plication to control and games, this homodyne detection can be used only in case when
under any choice of control parameters u ∈ U the resulting family of possible Hamiltoni-
ans H(u) is a commuting family. Only in this case we can choose a basis where all H(u)
are diagonal and thus treat them all with a single choice of anti-Hermitian operators Lj
above. The general theory of games is then exactly the same as in Section 6, with the
projective spaces substituted by the tori. An exactly solvable example of such case will
be given below.
14
8 Example of exactly solvable model
In the case of a qubit, equation (34) reduces to the equation
dφ = (h0 − h1) dt+ r dBt, (35)
with real constants h1, h2, r and the standard one-dimensional BM Bt, thus describing the
BM on a circle with a drift.
Let us now choose r = 1 and assume that two players I and II can control the strength
and direction of the field yielding the first and the second entries h0 and h1 respectively.
Assume further that the goal of player I is to maximize the integral cost∫ T
t
〈J〉W (s) ds+ 〈F 〉W (T )
with W (t) = Ceiφ(t) and some Hermitian operators J = (Jjk) and F = (Fjk), so that
〈J〉W = J00 + J01w + J¯01w¯ + J11|w|
2
1 + |w|2 =
J00 + 2C Re(J01Ce
iφ) + J11C
2
1 + C2
.
Ignoring irrelevant constants the current cost function 〈J〉W rewrites as (a cosφ+ b sin φ),
or, by shifting φ, even simpler as just cos φ. Hence the corresponding HJB-Isaacs equation
for this game becomes
∂S
∂t
+
1
2
∂2S
∂φ2
+ cos φ+max
u
[uh0
∂S
∂φ
]−max
v
[vh1
∂S
∂φ
] = 0.
Assuming as above that u and v can be chosen from some intervals, this equation rewrites
as
∂S
∂t
+
1
2
∂2S
∂φ2
+ cosφ+ α
∣∣∣∣∂S∂φ
∣∣∣∣ = 0, (36)
with a real constant α.
Remark 6. Player I has an advantage if α > 0.
Instead of the fixed time horizon problem, let us consider the corresponding stationary
problem, when one looks for the average payoff per unit time for a long lasting game.
Analytically this means searching for a solution to equation (36) with S linearly dependent
on t: S(t, φ) = λ(T − t)+S(φ) with some function S(φ). Here λ is the average payoff per
unit time and S(φ) solves the stationary HJB equation
1
2
S ′′ + α|S ′|+ cos φ− λ = 0. (37)
From the symmetry of the problem it is clear that S(φ) is an even periodic function of
φ, and thus it has the boundary conditions S ′(0) = S ′(pi) = 0. Moreover, S is decreasing
in φ on the interval φ ∈ [0, pi] (since cosφ has maximum at φ = 0), so that on this interval
equation (37) turns to the equation
1
2
S ′′ − αS ′ + cos φ− λ = 0. (38)
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Hence for the function f = S ′ we get the problem
f ′ − αf + cosφ− λ = 0, f(0) = f(pi) = 0. (39)
The stationary solution S itself is defined up to a constant, as it should be, since what
one is looking for is actually the average cost λ.
The solution to equation in (39) with the initial condition f(0) = 0 is
f(φ) =
∫ αφ
0
eα(φ−s)(λ− cos s) ds. (40)
Hence, from f(pi) = 0 one finds
λ =
∫ pi
0
eα(pi−s) cos s ds∫ pi
0
eα(pi−s) ds
=
α2
α2 + 1
eαpi + 1
eαpi − 1 . (41)
Similarly one can solve the infinite horizon problem with discount, for which one
searches for S of the form S(t, φ) = e−tδS(φ), with a fixed discount factor δ > 0, and the
stationary HJB equation writes down as
1
2
S ′′ + α|S ′|+ cos φ− δS = 0. (42)
The same monotonicity and evenness conditions as above lead now to the problem
1
2
S ′′ − αS ′ + cosφ− δS = 0, S ′(0) = S ′(pi) = 0 (43)
on the interval [0, pi]. This linear problem is easy to solve. First one finds the general
solution of the equation in the form
S = Aea1φ +Bea2φ + a cosφ+ b sin φ
with
a1,2 = α±
√
α2 + 2δ, b =
4α
4α2 + (1 + 2δ)2
, a = b
1 + 2δ
2α
,
and then the boundary condition gives the linear system
Aa1 +Ba2 + b = 0, Aa1e
a1pi +Ba2e
a2pi − b = 0,
from which A and B are found.
9 Special homodyne detections leading to the stan-
dard BM on Euclidean spaces
As the third model of special homodyne detections we introduce the arrangements, under
which the resulting filtering process is the standard BM in Rn, that is a process govern
by the plain Laplacian, though perturbed by a drift with unbounded coefficients. We
need here 2n operators Lj for a quantum system in C
n+1 (unlike (n2+2n) Pauli matrices
leading to the invariant BM and n matrices leading to the tori). We shall take n operators
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Lj1 = (l
kl
j1) and n operators Lj2 = (l
kl
j2) j = 1, · · · , n, such that the only non-vanishing
entries of their matrices are the elements of the first column lk0j1 and l
k0
j2 with k = 1, · · · , n.
More concretely, let
lk0j1 = δ
j
k, l
k0
j2 = iδ
j
k. (44)
Under this choice (Lj1χ)0 = (Lj2χ)0 = 0 and
L∗j1Lj1 = L
∗
j1Lj1 =


1 0 · · · 0
0 0 · · · 0
· · ·
0 0 · · · 0


for all j, and equation (10) takes the form
dwk = i[wk(h00 +
∑
l
h0lwl)− hk0 −
∑
l
hklwl] dt+ nwk dt+ dY
k1
t + i dY
k1
t . (45)
The corresponding diffusion operator for vanishing H gets the form
DS(x, y) = n
∑
k
(
xk
∂S
∂xk
+ yk
∂S
∂yk
)
+
∑
k
(
∂2S
∂x2k
+
∂2S
∂y2k
)
(46)
in the real coordinates xk, yk such that wk = xk + iyk, that is, it defines a Gaussian
(Ornstein-Uhlenbeck) diffusion inR2n and its major second order part is just the standard
Laplacian in R2n.
From the first sight this third homodyne arrangement seems to be the simplest one.
However, the catch is that, unlike the cases of compact spaces above (projective spaces and
tori), where all coefficients are automatically bounded, here the Hamiltonian controlled
part has unbounded drift (generally speaking of quadratic growth), which complicates
the investigation of the corresponding HJB equations in R2n. In the case of a commuting
set of controlled Hamiltonians, when all matrices H has only diagonal coefficients, the
quadratic term disappears and the controlled drift coefficient grows linearly, which makes
it amenable to analysis, see e.g. [17]. In this paper we avoid dealing systematically with
unbounded coefficients and will not develop a theory of control in this case.
Remark 7. Unlike the previous cases with the projective spaces and tori, in the scheme
leading to (46) the diffusion operator written in terms of the innovation processes will be
different from (46) leading to another complication of the theory, and even to possibly two
different formulations of the control problems.
10 Zero-sum games on two coupled atoms
The examples above can be looked at the dynamic extensions of the initial game of Meyer
[30] in the sense that two players are acting on the same atom. In the popular EWL
protocol [14] and the MW protocol [28] the players act simultaneously on two different
qubits, with the interaction between the qubits taken into account by choosing entangled
initial states and taking appropriate measurement.
The theory of Section 6 is general enough to accommodate games of two players
on different atoms, moreover with the genuine interaction of atoms taken into account.
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Namely, suppose the atoms of players I and II, playing a zero-sum game, are two quantum
systems, inCn+1 each. The combined Hilbert space is thus Cn+1⊗Cn+1, so that its vectors
can be written as χ =
∑
χjkej⊗ ek with {ek} the standard basis in Cn+1. Suppose player
I (respectively II) can act on the first (resp. second) atom by the controlled Hamiltonian
operators HI(u) = (h
I
jk(u)) (resp. HII(v) = (h
II
jk(v))), and the interaction between the
atoms is given by an operator A = (Ajk,pq).
Remark 8. The standard physics choice of the interaction is the operator arising from
possible exchange of photons, A = a∗1a2 + a
∗
2a1, with the annihilation operators a1 and a2
of the two atoms.
The filtering equation (4) takes the form
dχjk = −i
∑
p
(hIjp(u)χpk + h
II
pk(v)χjp) dt− i
∑
p,q
Ajk,pqχpq dt+ · · · , (47)
where by · · · we denoted the terms arising from the coupling with optical devices or
from the uncontrolled Hamiltonian operators of the atoms. As previously, we rewrite
this equation in terms of the projective coordinates wjk = χjk/χ00 as follows (where it is
understood that w00 = 1):
dwjk = i
∑
p
[wjk(h
I
0p(u)wp0 + h
II
p0(v)w0p)− (hIjp(u)wpk + hIIpk(v)wjp)] dt
+ i
∑
p,q
(wjkA00,pq − Ajk,pq)wpq dt+ · · · , j + k > 0. (48)
Choosing for observation our special homodyne detection scheme from Section 4 (with
(2n + 1)2 + 2(2n + 1) generalized Pauli operators) we get the HJB-Isaacs equation (31)
in the form
0 =
∂S
∂t
+ (α(W ),∇S) + ∆LBS + 〈J〉W
+
∑
j,k,p,q
Re[i(wjkA00,pq − Ajk,pq)wpq] ∂S
∂xjk
+
∑
j,k,p,q
Im[i(wjkA00,pq − Ajk,pq)wpq] ∂S
∂yjk
+ sup
u
{∑
j,k,p
[
Re[iwjkh
I
0p(u)wp0 − ihIjp(u)wpk]
∂S
∂xjk
+ Im[iwjkh
I
0p(u)wp0 − ihIjp(u)wpk]
∂S
∂yjk
]}
+inf
v
{∑
j,k,p
[
Re[iwjkh
II
p0(v)w0p − ihIIpk(v)wjp]
∂S
∂xjk
+ Im[iwjkh
II
p0(v)w0p − ihIIpk(v)wjp]
∂S
∂yjk
]}
,
(49)
where α includes the contributions arising from the uncontrolled Hamiltonian operators (if
any) and from the 1st order terms of the Laplace-Beltrami operator ∆LB on the projective
space PC2n+1 (if any; there are no such terms for n = 1). We are fully in the setting
of Section 6 implying the well-posedness of the backward Cauchy problem for the HJB-
Isaacs equation (49) in classical and mild solutions that yield the minimax value of the
corresponding zero-sum game.
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11 Non-zero-sum games
In the previous section zero-sum games of two players were analyzed. However, the initial
EWL and MW protocols are dealing with more general, non-zero-sum games. These
games can be also accommodated in our setting with continuous observations. Let us
consider for simplicity the case of two players playing on two coupled atoms. N players
on N atoms can be looked at analogously.
As in the previous section, assume that players I and II can act on two atoms with
the combined Hilbert space Cn+1 ⊗ Cn+1. To simplify the story, we shall assume that
the Hamiltonian operators HI(u) and HII(v) depend linearly on their control parameters
u ∈ [−U, U ] and v ∈ [−V, V ]. Suppose player I (respectively II) can act on the 1st (resp.
second) atom by the controlled Hamiltonian operators HI(u) = (h
I
jk(u)) (resp. HII(v) =
(hIIjk(v))), and the interaction between the atoms is given by an operator A = (Ajk,pq).
Hence the controlled filtering equation (48) will be written as
dwjk = i
∑
p
[wjk(uh
I
0pwp0 + vh
II
p0w0p)− (uhIjpwpk + vhIIpkwjp)] dt
+ i
∑
p,q
(wjkA00,pq − Ajk,pq)wpq dt+ · · · , j + k > 0. (50)
Unlike the previous section with a single cost function we assume now that the players
have different cost functions, namely that players I and II aims at maximizing the costs
P I(t,W ; u(.), v(.)) = E
∫ T
t
〈JI〉W (s) ds+ 〈F I〉W (T ), (51)
P II(t,W ; u(.), v(.)) = E
∫ T
t
〈JII〉W (s) ds+ 〈F II〉W (T ), (52)
respectively. We again assume for simplicity that the current costs JI,II do not depend
on control, though this is really not essential.
If player I acts according to some strategy u = u(t,W ), the optimal payoff of player
II can be defined from the backward Cauchy problem for the HJB equation
0 =
∂SII
∂t
+ (α(W ),∇SII) + ∆LBSII + 〈JII〉W
+
∑
j,k,p,q
Re[i(wjkA00,pq − Ajk,pq)wpq]∂S
II
∂xjk
+
∑
j,k,p,q
Im[i(wjkA00,pq − Ajk,pq)wpq]∂S
II
∂yjk
+
{
u
∑
j,k,p
[
Re[iwjkh
I
0pwp0 − ihIjpwpk]
∂SII
∂xjk
+ Im[iwjkh
I
0pwp0 − ihIjpwpk]
∂SII
∂yjk
]}
+ sup
v
{
v
∑
j,k,p
[
Re[iwjkh
II
p0w0p − ihIIpkwjp]
∂SII
∂xjk
+ Im[iwjkh
II
p0w0p − ihIIpkwjp]
∂SII
∂yjk
]}
, (53)
where α includes the contributions arising from the uncontrolled Hamiltonian operators (if
any) and from the 1st order terms of the Laplace-Beltrami operator ∆LB on the projective
space PC2n+1. Similarly for player I. Since supv and supu depend only on the signs (sgn)
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of the corresponding sums, the pair of costs functions SI and SII satisfy the coupled
system of two equations (a vector-valued HJB):
0 =
∂SI,II
∂t
+ (α(W ),∇SI,II) + ∆LBSI,II + 〈JI,II〉W
+
∑
j,k,p,q
Re[i(wjkA00,pq − Ajk,pq)wpq]∂S
I,II
∂xjk
+
∑
j,k,p,q
Im[i(wjkA00,pq − Ajk,pq)wpq]∂S
I,II
∂yjk
+
{
u
∑
j,k,p
[
Re[iwjkh
I
0pwp0 − ihIjpwpk]
∂SI,II
∂xjk
+ Im[iwjkh
I
0pwp0 − ihIjpwpk]
∂SI,II
∂yjk
]}
+
{
v
∑
j,k,p
[
Re[iwjkh
II
p0w0p − ihIIpkwjp]
∂SI,II
∂xjk
+ Im[iwjkh
II
p0w0p − ihIIpkwjp]
∂SII
∂yjk
]}
, (54)
with
u = Usgn
{∑
j,k,p
[
Re[iwjkh
I
0pwp0 − ihIjpwpk]
∂SI,II
∂xjk
+ Im[iwjkh
I
0pwp0 − ihIjpwpk]
∂SI,II
∂yjk
]}
v = V sgn
{∑
j,k,p
[
Re[iwjkh
II
p0w0p − ihIIpkwjp]
∂SI,II
∂xjk
+ Im[iwjkh
II
p0w0p − ihIIpkwjp]
∂SII
∂yjk
]}
.
(55)
Since u, v depend Lipschitz continuously on the gradients of SI,II and are uniformly
bounded, Theorem 5.1 applies (more exactly, its straightforward vector-valued extension)
leading to the well-posedness of system (54)-(55) in the sense of mild and/or classical solu-
tions. By the verification theorem (see e.g. [15]; note that for checking the Nash condition
one has to verify the optimality for each single player, that is the verification theorem of
the standard control theory is applicable) the solution of the backward Cauchy problem
for system (54)-(55) yields the subgame-perfect Nash equilibrium for the corresponding
game. For the recent results on general non-zero-sum differential games we refer to [27]
and references therein.
12 Conclusions
We introduced the special homodyne detection schemes that turn the problems of dynamic
quantum filtering, control and games into the problems of the drift control of the standard
Brownian motions on the complex projective spaces, tori and Euclidean spaces allowing for
the effective theory of quantum dynamic games based on the classical and mild solutions
of the HJB-Isaacs equations on Riemannian manifolds. An explicitly solved example is
presented.
This approach opens the road to the effective application of the recent advanced nu-
meric approaches to solving HJB equations, see [32], [29] and references therein, as well
as to the methods of finding explicit solutions from [13]. Of course, additional work is
required for the concrete applications of these methods to the present setting.
An interesting question arises from our construction. What is the minimal number N
of the operators Lj (physically, of optical measuring devices) for a quantum system inC
n+1
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that can ensure that the resulting diffusion on PCn is everywhere nondegenerate (and
hence the theory of Section 5 applies)? From Section 4 it follows that 2n ≤ N ≤ n2+2n.
In particular 2 ≤ N ≤ 3 for a qubit. Notice that the scheme of Section 9 does not solve
the problem (as may be thought superficially), as it constructs the scheme with N = 2n,
which is nondegenerate everywhere on the chart specified by finite W , but not outside it
(in particular, with the exception of one point for a qubit).
Additionally, one can look at unbounded coefficients control problems arising from the
homodyne schemes of Section 9.
Of interest is also a proper investigation of the long time behavior of controlled quan-
tum processes, which can lead to some kind of turnpike behavior (see [26]) of stationary
solutions. Some steps in this direction were made in [21] and [22], [4] for the jump-type
and diffusive filtering respectively. Some application of these ideas can be found in [34].
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