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a b s t r a c t
TheMerrifield–Simmons index of a graph is defined as the total number of its independent
sets, including the empty set. Denote by G(n, k) the set of connected graphs with n vertices
and k cut vertices. In this paper, we characterize the graphs with the maximum and
minimum Merrifield–Simmons index, respectively, among all graphs in G(n, k) for all
possible k values.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we consider only simple graphs without loops andmultiple edges. We use [2] for terminology and notation
not defined here.
Let G be a graph. A subset S of V (G) is called an independent set of G if the subgraph induced by S has no edges. The
Merrifield–Simmons index of G is defined as
i(G) =
−
k≥0
i(G; k),
where i(G; k) denotes the number of k-membered independent sets of G for k ≥ 1 and i(G; 0) = 1.
Since, for the n-vertex path Pn, i(Pn) is exactly equal to the Fibonacci number Fn+1 the Merrifield–Simmons index
of a graph is also called its Fibonacci number (see [1,17,19]). In mathematical chemistry, the Merrifield–Simmons index
originated from [17]. This index is one of the most popular topological indices in chemistry. It has been extensively studied,
as can be seen in themonograph [14]. During the past decades,many results on theMerrifield–Simmons index of graphs have
been obtained. The characterization of graphs with the extremal Merrifield–Simmons index within given classes of graphs
has been one of themost popular tendencies. For instance, see [10,19] for trees, [5,12,16] for treeswith a given diameter, [18]
for trees with a given number of pendent vertices, [3] for trees with a given stability number, [15] for unicyclic graphs, [13]
for unicyclic graphs with a given diameter, [11] for cacti, [9] for quasi-tree graphs, [4] for general graphs and connected
graphs with a given stability number, [8] for connected graphs, [1] for maximal outerplanar graphs, and so on.
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Fig. 1. The graph SPn, t .
Fig. 2. The graph KPn, k .
More recently, Hua [7] characterized the graphs having maximum Merrifield–Simmons index among all connected
graphs with k cut edges for all possible k values. In this paper we continue this study by characterizing graphs with the
maximum and minimumMerrifield–Simmons index, respectively, among all graphs in G(n, k), the set of connected graphs
with n vertices and k cut vertices, for all possible k values.
Before proceeding, we introduce some notation and terminology. For any v ∈ V (G), we let NG(v) be the set of neighbors
of v, and let NG[v] = NG(v) ∪ {v}. The degree of a vertex v in G, denoted by dG(v), or simply d(v), is the number of vertices
in NG(v). If d(v) = 1 for a vertex v, then v is said to be a pendent vertex. A cut vertex of a graph is any vertex that when
removed increases the number of connected components of this graph. By the definition of cut vertex, if a graph G has k cut
vertices, then 0 ≤ k ≤ n − 2. Denote, as usual, by Pn, Sn, Cn and Kn the path, star, cycle and complete graph on n vertices,
respectively. Let Ks, t denote a complete bipartite graph with one partition set having s vertices and the other one having t
vertices. We usemG to denote the union ofm copies of a graph G. A block is a connected graph that has no cut vertices, and
a block of a graph G is a subgraph of G that is itself a block and maximal with respect to this property. A clique of graph G
is a subset S of V (G) such that G[S], the subgraph induced by S, is a complete graph (in some cases, the term clique may
also refer to the subgraph). Suppose P = v1v2 · · · vk (k ≥ 2) is a path lying within a graph G. If d(v1) ≥ 3, d(vk) = 1 and
d(vj) = 2(1 < j < k), we call P a pendant path of G. Let SPn, t be a tree obtained from the path Pn−t+1 by attaching to one
of its end-vertices t − 1 pendent vertices and KPn, k denote a graph obtained by connecting an edge between one pendent
vertex of Pk and one vertex of the complete graph Kn−k, respectively. For the sake of brevity, we shall, in the following, write
G− [x] instead of G− NG[x].
2. Main results
In this section, we present our main results of this paper. More precisely, we have the following two results.
Theorem 1. Let G be a graph in G(n, k) with n ≥ 4. Then
i(G) ≤

2n−2 + 3, k = 0; (1)
2n−k−1Fk+1 + Fk, k ≥ 1. (2)
Equality holds in (1) if and only if G ∼= K2, n−2 or C5, and in (2) if and only if G ∼= SPn, n−k, respectively (see Fig. 1 for SPn, n−k
by setting t = n− k).
Theorem 2. Let G be a graph in G(n, k) with n ≥ 4. Then i(G) ≥ (n − k)Fk+1 + Fk, with equality if and only if G ∼= KPn, k
(see Fig. 2 for KPn, k).
Note 1. When k = 0, if n = 2, then G(n, k) contains only P2, and if n = 3, then G(n, k) contains only K3; When k ≥ 1, we
must have n ≥ 3. Also, if k ≥ 1 and n = 3, then G(n, k) contains only P3. So we have assumed that n ≥ 4 in the above two
theorems.
3. Some preliminary results
We first give some lemmas that will be used in the proof of our main results.
Lemma 1 ([6]). Let G be a graph with m components G1,G2, . . . ,Gm. Then
i(G) =
m∏
i=1
i(Gi).
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Lemma 2. Let G be a graph.
(i) [6] If u is a vertex in G, then i(G) = i(G− u)+ i(G− [u]);
(ii) [6] If vw is an edge in G, then i(G) = i(G− vw)− i(G− {[v] ∪ [w]});
(iii) If vw is an edge in G, then i(G) = i(G− v − w)+ i(G− [v])+ i(G− [w]).
In fact, (iii) follows from (i). Lemma 2(ii) implies the following result.
Lemma 3. Let G1 and G2 be two graphs. If G1 can be obtained from G2 by deleting some edges, then i(G2) < i(G1).
Prodinger and Tichy [17] gave an upper bound for the Merrifield–Simmons index of trees, and later Lin and Lin [10]
characterized the unique tree attaining this upper bound. Their result is summarized as follows:
Theorem 3. Let T be a tree on n vertices. Then i(T ) ≤ 2n−1 + 1, with equality if and only if T ∼= Sn.
In fact, the upper bound in Theorem 3 applies to any connected graph.
Corollary 1. Let G be a connected graph on n vertices. Then i(G) ≤ 2n−1 + 1, with equality if and only if G ∼= Sn.
Proof. Let G be a connected graph on n vertices and T (G) denote a spanning tree of G. By Lemma 3 and Theorem 3, we obtain
i(G) ≤ i(T (G)) ≤ 2n−1 + 1,
with the equality if and only if G ∼= Sn. 
Recall that Fn = Fn−1 + Fn−2 with initial conditions F0 = F1 = 1. Thus for n ≥ 1,
i(Pn) = Fn+1 =
√
5
5
1+√5
2
n+2
−

1−√5
2
n+2 ,
while for n < 0, it is conventional and convenient to set i(Pn) = i(∅) = 1.
Yu and Lv proved the following result.
Theorem 4 ([18]). Let T be a tree with n vertices and k pendent vertices. Then i(T ) ≤ 2k−1Fn−k+1 + Fn−k, with equality if and
only if T ∼= SPn, k (see Fig. 1).
More recently, Hua obtained the following result.
Theorem 5 ([7]). Let G be a connected graph with n ≥ 4 vertices and without cut edges. Then i(G) ≤ 2n−2 + 3, with equality if
and only if G ∼= K2, n−2 or C5.
4. The proof of main results
Let C(G) be the set of cut vertices in G, and let dG(x, y) be the distance between two vertices x and y in G. At first, we give
some useful definitions used later in the proof of our main results.
Definition 1. Let G be a graph with at least two distinct cut vertices. Two cut vertices u and v of G are said to be close cut
vertices, if there exists no cut vertex x ∈ C(G) \ {u, v} such that dG(u, x) < dG(u, v) and dG(v, x) < dG(u, v).
Definition 2. Let G be a graph with at least two distinct cut vertices, say u and v. The subgraph induced by two close cut
vertices u and v of G, denoted by CCVS(G; u, v), is the subgraph of G with vertex set consisting of the vertices u, v, and all
verticesw ∈ V (G) \ C(G)with
dG−v(w, u) < dG−v(w, x)
and
dG−u(w, v) < dG−u(w, x)
for all x ∈ C(G) \ {u, v}; and with edge set consisting of the edges z1z2 ∈ E(G) where both z1 and z2 are vertices of
CCVS(G; u, v).
Definition 3. Let G be a graph with at least two distinct cut vertices. The close cut vertex graph of G, denoted by CCVG(G), is
the graph with the set of cut vertices of G being its vertex set, and two vertices x and y of CCVG(G) are connected by an edge
only if x and y are close cut vertices of G.
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Fig. 3. (a) A connected graph G with three cut vertices; (b–c). Two subgraphs induced by close cut vertices of G; (d–e). Two terminal blocks of G; (f). A
close cut vertex graph of G.
Fig. 4. Operation I: H1 ⇒ H2 .
Definition 4. Let G be a graph with at least one cut vertex. Suppose that v is a cut vertex of G, and that G − v = mj=1 Gj
(m ≥ 2). If some Gj has no cut vertices, then we say that G[V (Gj) ∪ {v}] is a terminal block of Gwith respect to v, or, simply,
the terminal block of G.
From the above definition about the terminal block, we know that a graph G may have more than one terminal block
with respect to a given cut vertex.
About the cut vertex, we have the following observation.
Observation 1. If v is a cut vertex of a graph G, H is a component of G− v, andw ∈ V (H) is a cut vertex of G, thenw is also
a cut vertex of H .
In the following, we give an example to illustrate these new concepts, please see Fig. 3.
4.1. The proof of Theorem 1
Before we give the proof of Theorem 1, we first introduce two kinds of graph transformations that will increase the
Merrifield–Simmons index of the graphs under consideration.
Lemma 4. Given a graph H1, a vertex u of H1 and a {u}-component H0 − u of H1, let H2 denote the graph obtained from
H1− (H0−u) by adding |H0|−1 fresh vertices and joining each fresh vertex by an edge to u. Then i(H2) > i(H1), unless H2 ∼= H1
(see Fig. 4).
Proof. According to Lemmas 1 and 2(i), we have
i(H1) = i(H0 − u)i(G0 − u)+ i(H0 − [u])i(G0 − [u])
and
i(H2) = 2|H0|−1i(G0 − u)+ i(G0 − [u]).
If H2  H1, then
i(H2)− i(H1) =

2|H0|−1 − i(H0 − u)

i(G0 − u)+ (1− i(H0 − [u])) i(G0 − [u])
>

2|H0|−1 − i(H0 − u)− i(H0 − [u])+ 1
 · i(G0 − [u])
= (2|H0|−1 + 1− i(H0))i(G0 − [u]) ≥ 0,
where 2|H0|−1 + 1 ≥ i(H0) holds due to Corollary 1. Therefore, we are done. 
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Fig. 5. Operation II: H3 ⇒ H4 , or H3 ⇒ H5; Operation II′: H6 ⇒ H7 , or H6 ⇒ H8 .
Let G be a connected graph with at least two cut vertices. Suppose that u and v are two close cut vertices of G and that
Y = CCVS(G; u, v). Let X − u denote the union of {u}-components of G not containing v and Z − v denote the union of
{v}-components of G not containing u. Then |X | ≥ 2 and |Z | ≥ 2, since X contains u and Z contains v.
If there exist other cut vertices, apart from u and v, in G and they belong neither to X − u nor to Z − v, then each
of these cut vertices must lie on a cycle, containing u and v, of the close cut vertex graph of G. If not so, then we can
always choose a cut vertex w ∈ C(G) \ ((X − u) ∪ (Z − v)) such that w is the close cut vertex of u (or v) and the path
connecting v (or u) and w in G passing through u (or v). But then, we conclude that w belongs to a {u}-component of G not
containing v (or, {v}-component of G not containing u), that is, w ∈ X − u (or w ∈ Z − v), a contradiction. Now, we write
H = G[(V (G) \ (V (X)∪ V (Y )∪ V (Z)))∪ {u, v}] − uv (here, we mean that if uv ∈ E(G), then uv ∈ E(Y ), that is, Y and H are
edge-disjoint subgraphs of G). Thus, G can be viewed the graph H3 as shown in Fig. 5.
Now, we delete all edges of E(Y ) in G, connect u and v by an edge, and add edges between u (or v) and each of the
remaining |Y | − 2 isolated vertices. Then we obtain the graph H4 (or H5). We call the graph transformation from H3 to H4
(or H5) Operation II.
If all other cut vertices, apart from u and v, in G belong either to X − u or to Z − v, then G can be viewed the graph H6 as
shown in Fig. 5. Now, we delete all edges of E(Y ) in G, connect u and v by an edge, and add edges between u (or v) and each
of the remaining |Y | − 2 isolated vertices. Then we obtain the graph H7 (or H8). We call the graph transformation from H6
to H7 (or H8) Operation II ′.
When |Y | = 2, it is easy to see that uv ∈ E(Hj) (j = 3 or 6), as u and v are close cut vertices. But then, we have
H3 = H4 = H5 and H6 = H7 = H8. So we will assume that |Y | ≥ 3 in the following lemma.
Lemma 5. Let H3, H4, H5, H6, H7, H8 be graphs as shown in Fig. 5 with u and v being two close cut vertices.
(i) If H3  H4,H5, then i(H4) > i(H3), or i(H5) > i(H3);
(ii) If H6  H7,H8, then i(H7) > i(H6), or i(H8) > i(H6).
Proof. Here, we only prove (i). By a similar way, we can prove (ii) holds.
Note that H3  H4,H5; then |Y | ≥ 3 by our previous analysis. Also, |X | ≥ 2 and |Z | ≥ 2.
We first assume that uv ∉ E(Y ).
Let
A = i(X − u)i(Z − v)i(H − u− v),
Av = i(X − u)i(Z − [v])i(H − u− [v]),
Au = i(X − [u])i(Z − v)i(H − [u] − v),
Auv = i(X − [u])i(Z − [v])i(H − {[u] ∪ [v]}).
According to Lemmas 1 and 2(i), we have
i(H3) = i(Y − u− v)A+ i(Y − u− [v])Av + i(Y − [u] − v)Au + i(Y − {[u] ∪ [v]})Auv
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and
i(H4) = 2|Y |−2A+ 2|Y |−2Av + Au + Auv.
Then
i(H4)− i(H3) =

2|Y |−2 − i(Y − u− v) A+ (2|Y |−2 − i(Y − u− [v]))Av
+ (1− i(Y − [u] − v)) Au + (1− i(Y − {[u] ∪ [v]})) Auv.
Note that H − [u] − v = H − v − [u], H − [v] − u = H − u− [v]. By symmetry, we obtain
i(H5)− i(H3) =

2|Y |−2 − i(Y − v − u) A+ (2|Y |−2 − i(Y − v − [u]))Au
+ (1− i(Y − [v] − u)) Av + (1− i(Y − {[v] ∪ [u]})) Auv.
Since
2|Y |−2 − i(Y − u− [v]) > 2|Y |−2 − i(Y − u− v),
1− i(Y − {[u] ∪ [v]}) > 1− i(Y − [u] − v),
2|Y |−2 − i(Y − v − [u]) > 2|Y |−2 − i(Y − v − u),
1− i(Y − {[v] ∪ [u]}) > 1− i(Y − [v] − u),
we have
i(H4)− i(H3) >

2|Y |−2 − i(Y − u− v) (A+ Av)+ (1− i(Y − [u] − v))(Au + Auv)
and
i(H5)− i(H3) >

2|Y |−2 − i(Y − v − u) (A+ Au)+ (1− i(Y − [v] − u))(Av + Auv).
By the definitions of A, Au, Av, Auv and Lemma 2, we have
A+ Av > i(X − u)i(Z − [v])i(H − u),
A+ Au > i(Z − v)i(X − [u])i(H − v),
Au + Auv < i(X − [u])i(Z − v)i(H − [u]),
Av + Auv < i(Z − [v])i(X − u)i(H − [v]).
If
i(X − u)
i(X − [u]) ≥
i(Z − v)
i(Z − [v]) ,
then
A+ Av > i(X − u)i(Z − [v])i(H − u)
> i(X − [u])i(Z − v)i(H − [u])
> Au + Auv,
since i(H − u) > i(H − [u]).
Otherwise, we have
i(X − u)
i(X − [u]) <
i(Z − v)
i(Z − [v]) .
Thus
A+ Au > i(Z − v)i(X − [u])i(H − v)
> i(Z − [v])i(X − u)i(H − [v])
> Av + Auv,
since i(H − v) > i(H − [v]).
Since uv ∉ E(Y ), we have
i(Y − u− v)+ i(Y − [u] − v) = i(Y − v − u)+ i(Y − v − [u]) = i(Y − v).
We claim that Y − v is connected for |Y | ≥ 3. Note that Y is the subgraph of H3 induced by close cut vertices u and v;
then by our definition of close cut vertices, every vertex in Y − {u, v} is connected by a path to the vertex u in Y − v. When
|Y | = 3, Y − v is already connected by the statement above. When |Y | ≥ 4, for any two vertices x and y in Y − {u, v}, there
exists a path connecting x and y in Y − v. So Y − v is connected for |Y | ≥ 3.
H. Hua, S. Zhang / Discrete Applied Mathematics 159 (2011) 971–980 977
Similarly, we can prove that Y − u is connected for |Y | ≥ 3.
Because Y − v is a connected graph having |Y | − 1 vertices, by Corollary 1, we get
(2|Y |−2 − i(Y − u− v))− (i(Y − [u] − v)− 1) = 2|Y |−2 + 1− i(Y − v) ≥ 0.
Similarly, we have
(2|Y |−2 − i(Y − v − u))− (i(Y − [v] − u)− 1) = 2|Y |−2 + 1− i(Y − u) ≥ 0.
By the above arguments, if
i(X − u)
i(X − [u]) ≥
i(Z − v)
i(Z − [v]) ,
then i(H4) > i(H3); if
i(X − u)
i(X − [u]) <
i(Z − v)
i(Z − [v]) ,
then i(H5) > i(H3).
When uv ∈ E(Y ), the result can be obtained by the same reasoning.
This completes the proof. 
Remark 1. It can be concluded from Fig. 5 that C(H3) = C(H4) = C(H5) and C(H6) = C(H7) = C(H8). If it is not so, we
may suppose without loss of generality that C(H3) ≠ C(H4), that is, C(H3) − C(H4) ≠ ∅ or C(H4) − C(H3) ≠ ∅. Assume
without loss of generality that C(H3) − C(H4) ≠ ∅ and x ∈ C(H3) − C(H4). Clearly, x ≠ u, v. Thus, x ∈ X − u (or Z − v,
or H − u − v). By Observation 1, x is also a cut vertex of X − u (or Z − v, or H − u − v). But then, x is a cut vertex of H4,
a contradiction. So, C(H3) = C(H4) = C(H5) and C(H6) = C(H7) = C(H8), that is, |C(H3)| = |C(H4)| = |C(H5)| and
|C(H6)| = |C(H7)| = |C(H8)|. Hence, both Operation II and Operation II′ will not change the number of cut vertices of the
graphs under consideration. This property also holds for Operation III and Operation IV introduced in the next subsection of
this paper.
Now, we turn to the proof of Theorem 1.
Proof. IfG contains no cut vertices, i.e., k = 0, thenG contains no cut edges, and thus by Theorem5,we have i(G) ≤ 2n−2+3,
with equality if and only if G ∼= K2, n−2 or C5.
If G contains precisely one cut vertex, then by Corollary 1, we have i(G) ≤ i(Sn) = 2n−1+ 1 = 2n−2F2+ F1, with equality
if and only if G ∼= Sn = SPn, n−1. So, we may suppose that k ≥ 2 in the following.
Now, let Gmax be the graph chosen from G(n, k) such that i(Gmax) ≥ i(G) for any G in G(n, k)\ {Gmax}. Next, we shall prove
that Gmax ∼= SPn, n−k.
If Gmax is a tree, the statement of the theorem is evident from Theorem 4, since Gmax has n − k pendent vertices. So we
may suppose that Gmax is a connected graph with at least one cycle and at least two cut vertices.
Assume first that the close cut vertex graph of Gmax, CCVG(Gmax), contains a cycle, and let C denote such a cycle. Suppose
that C = wj1wj2 · · ·wjswj1(s ≥ 3). If |V (CCVS(Gmax;wjt , wjt+1))| ≥ 3 for some edge wjtwjt+1 in C, then by using Operation
II on Gmax, we shall obtain a new graph G′ with precisely k cut vertices (by Remark 1), and thus i(Gmax) < i(G′) by Lemma 5,
a contradiction. Thus, |V (CCVS(Gmax;wjt , wjt+1))| = 2 for any wjtwjt+1 (if jt > s, we let jt ≡ jt( mod s)), and then C is also
a cycle in Gmax. But then, the removal of any edge from C will result in a new graph G′′, which has the same number of cut
vertices as those of Gmax, but i(Gmax) < i(G′′) by Lemma 3, a contradiction. Hence the close cut vertex graph of Gmax contains
no cycles.
Since the close cut vertex graph of Gmax contains no cycles, we must have |V (CCVS(Gmax; u, v))| = 2 for any two close
cut vertices u and v in Gmax, for otherwise, we can use Operation II′ on Gmax and obtain a contradiction. Now, we let w be
a vertex in Gmax. Suppose that w is not a cut vertex. Since |V (CCVS(Gmax; u, v))| = 2 for any two close cut vertices u and
v, then w cannot belong to any subgraph induced by close cut vertices. So, w must be a vertex in a terminal block of Gmax.
Thus, Gmax contain only two types of vertices: cut vertices and those vertices contained in terminal blocks.
Clearly, no terminal block of Gmax contains a cycle. Suppose to the contrary thatH0 is a terminal block of Gmax with respect
to a cut vertex u andH0 contains a cycle. Thus,Gmax can be viewed the graphH1 as shown in Fig. 4. Now,we can use Operation
I onGmax and obtain a newgraphH2, with k cut vertices, as shown in Fig. 4. SinceH0 contains a cycle,wehaveH2  H1 = Gmax.
So i(Gmax) = i(H1) < i(H2) by Lemma 4, a contradiction.
By our definition of a terminal block, we know that there exists no edge connecting a vertex (not being cut vertex) in a
terminal block of Gmax to a vertex not belonging to this terminal block, no matter whether this vertex is a cut vertex or not.
Thus, if Gmax contains a cycle, then this cycle cannot be composed of both cut vertices and vertices in terminal blocks. Also,
the cycle in Gmax cannot be composed of cut vertices, since CCVG(Gmax) contains no cycles. Therefore, Gmax contains no cycle.
This contradiction leads to the desired result. 
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Fig. 6. Operation III: G1 ⇒ G2 .
Fig. 7. Operation IV: G3 ⇒ G4 .
4.2. The proof of Theorem 2
Before proceeding, we first introduce two kinds of graph transformations that will decrease the Merrifield–Simmons
index of the graphs under consideration.
Let H0 be a connected graph with at least two vertices and there exist two distinct vertices u and v in H0 satisfying
NH0 [u] = NH0 [v]. We attach to the vertex u a path of length s ≥ 1 (the unique vertex in Ps+1 adjacent to u is denoted by
w and another end-vertex of this path is denoted by z for s ≥ 2; when s = 1, we let z = w) and the vertex v a nontrivial
connected graph H1. Then the resulting graph can be viewed the graph G1 as shown in Fig. 6. First, we delete the edge uw
and the edges in H1 incident to v. Second, we add edges betweenw and each vertex in NH1(v) and connect the vertex v and
z by an edge. Thenwe obtain the graph G2 as shown in Fig. 6. By Observation 1, we conclude that G1 and G2 possess the same
number of cut vertices.We call the graph transformation from G1 to G2 Operation III. Concerning this graph transformation,
we have the following result.
Lemma 6. Let G1 and G2 be graphs as shown in Fig. 6. Then i(G1) > i(G2), unless G1 ∼= G2.
Proof. Clearly, we have s ≥ 1 and |Hj| ≥ 2 (j = 0, 1). Since NH0 [u] = NH0 [v], we have uv ∈ E(G). According to Lemmas 1
and 2(iii), we obtain
i(G1) = i(H0 − u− v)i(H1 − v)i(Ps)+ i(H0 − [u])i(H1 − v)i(Ps−1)+ i(H0 − [v])i(H1 − [v])i(Ps)
and
i(G2) = i(H0 − u− v) (i(H1 − w)i(Ps−1)+ i(H1 − [w])i(Ps−2))
+ i(H0 − [u]) (i(H1 − w)i(Ps−1)+ i(H1 − [w])i(Ps−2))
+ i(H0 − [v]) (i(H1 − w)i(Ps−2)+ i(H1 − [w])i(Ps−3)) .
Since H0 − [u] = H0 − [v], H1 − [w] = H1 − [v] and H1 − w = H1 − v, we obtain
i(G1)− i(G2) = i(H0 − u− v)i(H1 − v)i(Ps−2)− i(H0 − u− v)i(H1 − [v])i(Ps−2)
− i(H0 − [u])i(H1 − [v])i(Ps−2)+ 2i(H0 − [u])i(H1 − [v])i(Ps−2)
− i(H0 − [u])i(H1 − v)i(Ps−2)
= i(Ps−2) (i(H0 − u− v)− i(H0 − [u])) (i(H1 − v)− i(H1 − [v])) .
Obviously, i(Ps−2) ≥ 1 with equality only if s = 1 or 2, i(H0 − u− v) ≥ i(H0 − [u]) and i(H1 − v) > i(H1 − [v]).
So i(G1) ≥ i(G2), with equality if and only if i(H0−u−v) = i(H0−[u]), that is,H0 ∼= P2 and then G1 ∼= G2. This completes
the proof. 
Let H denote a connected graph with at least one vertex, and let u and v be vertices in H (u and v may be a same vertex).
For s, t ≥ 3, we identify any vertex of Ks with the vertex u and identify any vertex of Kt with the vertex v. Then the resulting
graph can be viewed the graph G3 as shown in Fig. 7. Now, we replace in G3 the clique Ks by Ks+t−2 and the clique Kt by K2,
and we obtain a new graph G4, as shown in Fig. 7. By Observation 1, we conclude that G3 and G4 possess the same number of
cut vertices. We call the graph transformation from G3 to G4 Operation IV. Concerning this graph transformation, we have
the following result.
Lemma 7. Let G3 and G4 be graphs as shown in Fig. 7 with s, t ≥ 3. Then i(G3) > i(G4).
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Proof. First, we consider the case of v ≠ u. If uv ∉ E(G), then by Lemmas 1 and 2(i), we have
i(G3) = s (ti(H − u− v)+ i(H − u− [v]))+ ti(H − [u] − v)+ i(H − [u] − [v])
and
i(G4) = (s+ t − 2) (2i(H − u− v)+ i(H − u− [v]))+ 2i(H − [u] − v)+ i(H − [u] − [v]).
Thus,
i(G3)− i(G4) = (st − 2s− 2t + 4)i(H − u− v)− (t − 2)i(H − u− [v])+ (t − 2)i(H − [u] − v)
> (t − 2) [(s− 2)i(H − u− v)− i(H − u− [v])]
≥ (t − 2)(i(H − u− v)− i(H − u− [v])).
Note that i(H − u− v) > i(H − u− [v]) and t ≥ 3; thus i(G3) > i(G4).
Suppose now that uv ∈ E(G). By Lemmas 1 and 2(i), we have
i(G3) = s (ti(H − u− v)+ i(H − u− [v]))+ ti(H − [u])
and
i(G4) = (s+ t − 2) (2i(H − u− v)+ i(H − u− [v]))+ 2i(H − [u]).
Similar to the case of uv ∉ E(G), we can obtain i(G3) > i(G4).
Now, we consider the case of v = u. In view of Lemmas 1 and 2(i), we obtain
i(G3) = sti(H − u)+ i(H − [u])
and
i(G4) = 2(s+ t − 2)i(H − u)+ i(H − [u]).
Since i(H − u) > 0, we have
i(G3)− i(G4) = (st − 2s− 2t + 4)i(H − u) = (s− 2)(t − 2)i(H − u) > 0.
This completes the proof. 
A block of G is said to be an internal block, if it is not a terminal block. If a block of G is a clique of order not less than
3, we call this block nontrivial clique of G. A nontrivial terminal clique of G is a terminal block of G which is also a nontrivial
clique. A nontrivial internal clique of G is an internal block of Gwhich is also a nontrivial clique. If G contains a vertex induced
subgraph isomorphic to K1, t (t ≥ 3), we say that G contains an induced K1, t (t ≥ 3).
Now, we turn to the proof of Theorem 2.
Proof. Let Gmin be the graph chosen from G(n, k) such that i(G) ≥ i(Gmin) for any G ∈ G(n, k) \ {Gmin}. Next, we shall verify
that Gmin ∼= KPn, k.
If k = 0, we clearly have Gmin ∼= Kn = KPn, k, since adding edges to a graph will decrease its Merrifield–Simmons index
by Lemma 3.
If k = n− 2, we also have Gmin = Pn = KPn, n−2. So we may suppose that 1 ≤ k ≤ n− 3 in the following.
Clearly, any block of Gmin is a clique, for otherwise, the addition of edges to this block will lead to a new graph with k cut
vertices and a smaller Merrifield–Simmons index than that of Gmin by Lemma 3. By the same reason, we conclude that if Gmin
has terminal cliques with respect to a cut vertex, then Gmin has exactly one terminal clique with respect to this cut vertex.
When 1 ≤ k ≤ n− 3, Gmin is evidently not a tree. Suppose to the contrary that Gmin is a tree. Then Gmin has a vertex, say
v0, of degree greater than or equal to 3. Suppose that N(v0) = {v1, . . . , vs} (s ≥ 3). Now, let G′ = Gmin + v1v2. Clearly, G′
has k cut vertices, but i(G′) < i(Gmin) by Lemma 3, a contradiction to our choice of Gmin. Thus, Gmin has at least one nontrivial
clique.
We first claim that Gmin has at most one nontrivial terminal clique, for otherwise, Gmin can be viewed the graph G3 as
shown in Fig. 7. Thus, we can use Operation IV on it and obtain a new graph G4. It is easy to conclude from Fig. 7 that all cut
vertices of G3 lie within H . So, G4 has exactly k cut vertices, too. Then G4 has a strictly smaller Merrifield–Simmons index
than that of Gmin by Lemma 7. It is a contradiction.
Also, Gmin cannot contain an induced K1, t (t ≥ 3), for otherwise, adding one edge between any two pendent vertices of
K1, t will lead to a new graph with k cut vertices and a smaller Merrifield–Simmons index than that of Gmin. Thus, all vertices
in Gmin of degree≥3 must lie in nontrivial cliques of Gmin.
IfGmin contains no nontrivial terminal clique, thenGmin contains at least one nontrivial internal clique. SinceGmin contains
no nontrivial terminal clique and all vertices in Gmin of degree≥3 lie in nontrivial cliques of Gmin, it contains pendent paths.
It is obvious that no two pendent paths are attached to the same vertex of a nontrivial internal clique of Gmin, for otherwise,
Gmin contains an induced K1, t (t ≥ 3). Since Gmin is a finite graph, there must exist a nontrivial internal clique which is
attached to either two pendent paths at distinct vertices, or to a pendent path at one vertex, say u, and to another subgraph
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of Gmin at another vertex, say v. But then, we can employ Operation III on Gmin and obtain a new graph with k cut vertices
and a smaller Merrifield–Simmons index than that of Gmin by Lemma 6.
Now, Gmin contains exactly one nontrivial terminal clique. Suppose that Gmin contains nontrivial internal cliques. Then
there exists one nontrivial internal clique which is attached to either two pendent paths at distinct vertices, or to a pendent
path at one vertex, say u, and to another subgraph of Gmin at another vertex, say v, for otherwise, Gmin has at least two
nontrivial terminal cliques, or Gmin contains an induced K1, t (t ≥ 3), a contradiction. Similar to above, we can use Operation
III on Gmin and obtain a contradiction once again. Thus, Gmin contains no nontrivial internal cliques, and all vertices not in
the unique nontrivial terminal clique have degree 1 or 2. So, Gmin ∼= KPn, k. This completes the proof. 
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