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Abstract
Single photons are a natural platform for quantum technologies as they support entan-
glement in many degrees of freedom and are inherently well protected from a detrimental
type of noise called decoherence. In order to fully exploit photons for quantum technolo-
gies, it will be necessary to be able to shape, control, and measure their properties in all
degrees of freedom: space, time, frequency, and polarization.
The time-frequency degree of freedom of light is of particular interest for quantum in-
formation tasks as it supports various encodings, including frequency bins and time bins,
and is intrinsically robust for propagation through long-distance fibre links. Applications
which harness quantum correlations in this degree of freedom, referred to as energy-time
entanglement, include dispersion cancellation and high-dimensional quantum key distri-
bution. However, detection of this entanglement and observation of these effects requires
time resolution beyond the capabilities of current photon detectors. Thus, for operations
on ultrafast time scales, more powerful and complex methods are required.
In this thesis, we use a nonlinear technique known as optical gating to surpass the
limitations in current detectors and measure single photon pairs, improving the time res-
olution by two orders of magnitude. When a single photon enters a nonlinear medium
at the same time as a strong laser pulse, it may upconvert to a higher energy photon.
The strong laser pulse effectively acts as an ultrafast shutter or gate and this creates a
high resolution snapshot of the photon in time. Optical gating in conjunction with single
photon spectrometers then allow us to measure both the spectral and temporal features of
photons on subpicosecond time scales.
These high resolution measurements enable us to explore a host of quantum effects
which remained previously inaccessible. First, we directly observe energy-time entan-
glement, analogous to Einstein-Rosen-Podolsky correlations but in frequency and time.
Then, with full control over the dispersion of each photon, we observe nonlocal dispersion
cancellation on femtosecond time scales. We also explore ultrafast interferometry in the
quantum domain by temporally resolving two-photon interference from a Franson interfer-
ometer and observe a violation of the CHSH-Bell inequality. Finally, we show that, using
these measurements, it is possible to reconstruct a two-photon energy-time entangled state.
Such measurement capabilities will be essential to precisely control both the spectral and
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“The strongest arguments prove
nothing so long as the
conclusions are not verified by
experience. Experimental
science is the queen of sciences
and the goal of all speculation.”
Roger Bacon
“Quantum phenomena do not
occur in a Hilbert space. They
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The exotic features of quantum mechanics have the potential to revolutionize informa-
tion technologies in computing, communication, and precision measurement. Quantum
computers could tackle problems exponentially faster than conventional computers while
entanglement could provide intrinsically secure communications across the globe. Finding
suitable physical systems that will allow the development of quantum information and
quantum communication technologies is a long-standing grand challenge of experimental
science.
Since my introduction to the field of quantum information and quantum computing in
the fall of 2013, this venture has grown far beyond solely an academic endeavour and into a
multi-billion dollar enterprise involving massive companies like Google, IBM, and Intel, as
well as multiple startups racing towards finding the best platform for quantum computing.
Research teams have demonstrated 50-qubit quantum simulators using trapped ions [1, 2],
IBM has placed a 20-qubit quantum computer based on a superconducting architecture
“in the cloud” and is working towards a 50-qubit one [3, 4], and Google has a blueprint to
go beyond 50 [5]. Such machines are by no means sufficient for traditional applications of
quantum computing such as running Shor’s algorithm to factor large numbers or running
Grover’s search algorithm on large configuration spaces [6]. Nonetheless, these devices
have reached a new frontier referred to as Noisy Intermediate-Scale Quantum (NISQ)
1
technologies [7], and may be sufficient to run small simulations of, for example, the Dirac
equation [8].
Other physical implementations for computing and information technologies are also
actively being explored using nuclear magnetic resonance, atom, cavity quantum electrody-
namics, and solid state systems. One approach which has been pursued since the beginning
is photonics. In classical computing, the dream of an optical computer has been around
since at least the invention of the transistor and has resurfaced time and time again as
new optical and optoelectronic technologies became available [9]. Today, the dominant
physical quantity limiting current classical computation is energy. Power dissipation limits
the performance of silicon chips and battery life is a constant issue for mobile devices. Op-
tical interconnects on-chip or between chips could significantly reduce the energy loss and
increase the transmission speed of signals compared with current metallic wires used in clas-
sical computing [10]. For quantum computing, an optical transistor at the single-photon
level could allow truly quantum operations required for quantum logic and information
processing.
In order to perform logic and computation, any physical object, such as a photon, re-
quires the ability to interact or change state based on the state of another such object.
Unfortunately with light, since Maxwell’s equations are linear in vacuum, photons don’t
interact, or at least very weakly. A medium is needed to mediate interactions between pho-
tons. One example of where such interactions can occur is in nonlinear optics. A strong
laser field can displace bound electrons in a crystal. The response of these bound electrons
can be nonlinear in the applied field [11] and is extremely fast, on the order of 1 to 2 fs [12].
However, the induced nonlinearities are weak and, at single-photon levels, almost negli-
gible. Proposals for quantum computing with Kerr nonlinearties have nonetheless been
considered [13], but it was found that the non-instantaneous response of the Kerr nonlin-
earity prevents high-fidelity operations required for quantum computing [14]. Many other
methods to mediate photon-photon interactions are actively being explored in strongly in-
teracting systems which have very high nonlinearities at the single photon level. Examples
of these include electromagnetically induced transparency (EIT) in hollow-core fibres [15],
cavity-QED systems [16, 17], and strongly interacting Rydberg atoms [18, 19, 20].
In 2001, the quantum computing scheme proposed by Knill, Laflamme, and Milburn
changed the rules of the game [21]. Quantum interference at beam splitters, linear optics,
and single-photon detectors became sufficient to produce effective photon-photon interac-
tions. Shortly afterwards, entangling gates required for quantum computation with light
were demonstrated [22]. Experimental one-way computing [23] shifted the problem from
obtaining two-photon interactions to producing large cluster states which were experimen-
tally demonstrated with frequency combs [24] and temporal multiplexing [25]. Using such
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techniques, the field of integrated silicon photonics has recently attracted lots of attention
for quantum computing with light due to the ability to employ CMOS compatible tech-
nologies perfected by the silicon industry to scale photonic qubits on a chip [26, 27, 28].
It’s even been argued that photonic-based quantum computing may in fact be the platform
of choice to achieve fault tolerance [26].
Quantum communication
Regardless of which physical platform succeeds in the computing race, photons remain
natural carriers of information, and have emerged as the only viable platform for quantum
communication applications. They travel at nature’s speed limit, their polarization modes
are robust to decoherence, and they are well isolated from their environment, with some es-
timates on their lifetime from the cosmic microwave background radiation going as far back
as the Big Bang [29, 30]. The possibility to encode information in light’s different degrees
of freedom also makes it a versatile platform. Polarization, space, time, and frequency
are each suited for different types of applications. Time and frequency are of particular
interest as they are robust to long distance propagation in both fibre and free space, and
are used by the telecommunication industry as a multiplexing degree of freedom.
Quantum communication with light requires precise control over three basic tools:
single- or entangled-photon sources, transmission channels, and detectors. Since the first
demonstration of quantum teleportation in a lab in 1997 [31], much of the effort in quan-
tum optics over the last two decades has been in building, designing and improving these
three aspects of quantum communication. Developments in these areas has enabled recent
demonstrations of long-distance quantum key distribution on Earth [32] and in space [33].
Moreover, photonic states with one to two qubits can be controlled with high precision,
and for this reason, they have been an ideal platform for foundational tests of quantum
mechanics. From the first violation of Bell’s inequality [34] to the more recent loophole
free violations [35, 36, 37], photons have also been employed to test noncontextuality [38]
and to explore the role of quantum mechanics in understanding causality [39, 40, 41].
The most well-controlled source of entangled photons is spontaneous parametric down-
conversion (SPDC), which produces two lower-energy photons from a higher-energy pump
photon. Parametric downconversion has been the workhorse of quantum optics, with the
first experimental observations dating back to just over 50 years ago [42, 43, 44]. Its use
as a photon source remains so far unchallenged with the ability to produce heralded single
photons [45, 46], as well as entangled photons in many degrees of freedom including polar-
ization [47], orbital angular momentum [48], and energy-time degrees of freedom [49, 50].
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Parametric downconversion, while extremely useful for many proof-of-principle demon-
strations, remains an inherently probabilistic process, rendering large scale on-demand
multi-photon states infeasible. Overcoming this limitation will require either developing
high-efficiency and high-purity on-demand single-photon sources [51], using multiplexing
schemes [52], or using quantum memories.
A quantum memory is a device that acts as a buffer for photonic states. It can be
used to synchronize quantum optical states of light [53] or to distribute of entanglement
between remote locations [54]. Many different platforms for quantum memories exist,
ranging from EIT [55], atomic frequency combs [56], to Raman memories [57]. Within
the Raman memories, different implementations exist including caesium vapour [57], bulk
diamond [58], and molecular hydrogen [59].
As an example, in the diamond quantum memory, photons are stored as optical phonons,
or vibrations of the diamond lattice. The memory works at room temperature and we
showed that it can store high-bandwidth photons directly from downconversion [58], as
well as one half of an entangled Bell state [60]. The Raman transition in diamond can
be used to change the frequency and bandwidth of photons [61] and interfere photons
and phonons [62]. However, the short 3.5 ps lifetime of the diamond memory circumvents
applications requiring long storage times. Nonetheless, it remains a proof of principle
demonstration for other Raman-type memories which promise longer storage times [53, 63].
Transmission channels are primarily based on fibre-optic networks which work in the
telecommunication band. However, propagation in fibre is limited to 300–400 km due to
loss [64, 65]. Whereas classical telecommunication signals can be reamplified with erbium-
doped fibre amplifiers, the no-cloning theorem prevents the amplification of quantum states
of light. As a result, extending communication links to a global quantum network will
likely require a combination of fibre optics, quantum repeaters, and space-based commu-
nication [66].
Single-photon detector technology has significantly improved in the past decade. Ava-
lanche photodiodes (APDs) can achieve 65% efficiency and 40 ps timing resolution in the
near-infrared (NIR) and at room temperature [67]. However, their efficiency drops to 10%
for telecommunication wavelengths, which limits their use to the NIR. With the advent of
superconducting nanowire single photon detectors (SNSPDs), the landscape of possibilities
has changed drastically. SNSPDs can achieve over 90% efficiency in the NIR [68] and close
to 60% efficiency at telecom wavelengths [69], opening up a vast array of experiments not
previously possible. Moreover, the timing jitter for SNPDs is continually being reduced,
and current state of the art detectors have a timing jitter below 5 ps [70], approaching the
coveted subpicosecond regime in ultrafast optics. The work in this thesis is related to this
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third tool: that of state detection on ultrafast time scales.
The need for speed
Quantum correlations in time and frequency, referred to as energy-time entanglement, can
be produced with parametric downconversion. These types of correlations can be advanta-
geous for applications requiring high-dimensional and high-capacity communication [71, 72]
or for multiplexing schemes [73]. However, the photons required for such applications have
features on subpicosecond time scales. Thus, universal control and characterization in time
and frequency requires fast manipulation and fast detection. Manipulating quantum cor-
relations on ultrafast time scales has been achieved using nonlinear optical techniques [74].
However, certifying the presence of energy-time entanglement remains a challenge as, on
these time scales, photon counting detectors are simply too slow [67, 75]. Consequently, a
different approach is required.
How do you measure a short event in time? You need a shorter event in time. This idea,
which has been around for centuries, was elegantly demonstrated by Edward Muybridge
and Harold Edgerton, both pioneers in imaging short events in time in the 19th and 20th
centuries [76, 77]. To build a fast detector from a slow detector, you need a fast shutter to
gate the detector. In ultrafast optics, the fastest shutter available is the light pulse itself,
and this has led to the adoption of nonlinear processes to gate one light pulse with another
pulse, or with the pulse itself.
Nonlinear optical techniques will also be required for fast manipulation and character-
ization of single photons. However, the low power levels of single photons and the weak
nonlinearities in crystals, coupled with the fact that the photons may be entangled, cre-
ates new challenges for the field of ultrafast quantum optics. Nonetheless, the development
of optimized single photon sources [78, 79, 80] and the continual improvement of waveg-
uide technologies [81] are rapidly opening the door to exploring and exploiting nonlinear
effects at the single-photon level, important for applications such as quantum frequency
conversion and waveform conversion [82, 83, 84].
In this thesis, I present our work on developing fast detectors by combining a nonlinear
optical technique called optical gating with a slow detector. I first discuss the classical
and quantum theory of optical gating in Chapter 2, followed by the different experimental
techniques used to manipulate and measure ultrafast pulses in Chapter 3, many of which
can be used with ultrafast quantum states of light. Fast detectors in the quantum regime
enable us to directly characterize energy-time entanglement in Chapter 4, explore ultrafast
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quantum interferometry in Chapter 5, and reconstruct an energy-time entangled state in
Chapter 6.
1.2 Chapter Overview
For the remainder of this chapter, I present some of the important concepts and tools in
quantum optics used in the remainder of the thesis. I start with the quantum description
of light in order to discuss different ways in which it’s possible to encode information into
light’s degrees of freedom. Both the polarization and the time-frequency degree of freedom
are considered in Sec. 1.4. This leads to a comparison of two forms of entanglement in
these two degrees of freedom in Sec. 1.5. Finally, I address the different ways to distinguish
quantum and classical light which are used in this thesis in Sec. 1.6. In particular, I look
at second-order coherence functions, time-bandwidth inequalities, and fringe visibilities in
interference phenomena.
1.3 A quantum description of light
Light is a propagating of electromagnetic waves. For a quantum description of light, the
field must be quantized. The canonical quantization of the electromagnetic field can be
obtained inside a cavity, where the allowed electromagnetic modes are the solutions to
Maxwell’s equations which satisfy the boundary conditions of the cavity [85, 86, 87]. In
the quantum description, each mode is converted into a quantum harmonic oscillator. This
leads to an operator for the quantized electric field, which is,














The field operator is a sum of optical modes, which are solutions to Maxwell’s equations,
with wave vector ~k, frequency ωk, and polarization indicated by ε̂k, inside a cavity of volume
V . Each mode k has a creation, a†k, and annihilation, ak, ladder operator associated with it,
which creates or destroys an excitation of the mode. These operators obey the commutation
relation [a†k, ak′ ] = δk,k′ of the quantum harmonic oscillator. We can therefore think of a
photon as a single excitation of an optical mode. The spatial and temporal properties
of these modes are the same for the quantized and non-quantized field, since they obey
the same differential equations. As a result, many phenomena in quantum optics are
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identical to their classical counterparts, especially with regards to first-order interference
or propagation effects such as dispersion and diffraction. However, stark distinctions arise
due to the operator structure of the ladder operators.
Most experiments, and all the ones in this thesis, have no identifiable cavity. Instead,
the intensity of light flows from the source to the detector. For experiments of this type,
the electric field can be quantized in free space with a set of electromagnetic modes char-
acterized by a continuous wave vector [88, 85]. The quantized electric field operator for a
single spatial mode, with finite cross-sectional area A, but a continuum of spectral modes
in the z direction is then,










= E(+)(z, t) + E(−)(z, t), (1.3)
where the a†(ω) and a(ω) are, respectively, the continuous-mode creation and annihila-
tion operators, obeying the commutation relation [a†(ω), a(ω′)] = δ(ω − ω′). In Eq. 1.3,
the electric field is separated into two parts, which are referred to as the (quite unintu-
itively) positive E(+) and negative E(−) frequency components, and take the role of photon
annihilation and creation operators.
In order to have finite energy, a continuous mode state with a finite number of photons
must take the form of a pulse. The photon wave packet,
|ψ〉 =
∫
dω F (ω)a†(ω) |0〉 , (1.4)
describes a superposition of frequency modes a†(ω) weighted by the spectral amplitude
F (ω). For a normalized quantum state of light, ∫ dω|F (ω)|2 = 1. The probability of
finding the photon in a specific frequency ω is then,
〈n̂ω〉 = 〈ψ| a†(ω)a(ω) |ψ〉 = |〈0| a(ω) |ψ〉|2
=
∣∣∣∣〈0| a(ω)∫ dω′F (ω′)a†(ω′) |0〉∣∣∣∣2
=
∣∣∣∣∫ dω′F (ω′) 〈0| a(ω)a†(ω′) |0〉∣∣∣∣2
=
∣∣∣∣∫ dω′F (ω′)δ(ω − ω′)∣∣∣∣2
= |F (ω)|2 .
(1.5)
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then we can also calculate the probability of finding the photon at a specific time t,















where f(t) is the temporal amplitude function which is defined as the Fourier transform
of F (ω). This is the same relationship that relates the spectral and temporal profiles of a
classical pulse, and as a result, this formalism is very convenient for capturing many of the
essential features of ultrafast quantum states of light. We will use these continuous-mode
states when discussing nonlinear optical processes with quantum states of light.
Of course, in quantum mechanics and in the lab, we often work with mixed states.
The density operator formalism of quantum mechanics is useful for characterizing mixed
states. An operator ρ̂ acting on the Hilbert Space H is a state or density operator if it has
trace 1, is Hermitian and is positive semidefinite. Geometrically, these density operators
form a convex set. Given two states ρ̂1 and ρ̂2, this implies the convex combination ρ̂ =
pρ̂1 + (1− p)ρ̂2 is also a state.
One notable example is heralded single photons produced in downconversion. If there
are any time-frequency correlations between the two photons, then ignoring one photon
will leave the photon on the other side in a mixed state. In such a scenario, the probability
of detecting the photon at a specific frequency 〈n̂ω〉 and at a specific time 〈n̂t〉, which for
the pure state were given by |F (ω)|2 and |f(t)|2, respectively, will not be related by Fourier




pi |ψi〉 〈ψi| , (1.9)
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where 〈· · · 〉i is the expectation value with respect to the pure state |ψi〉. The expectation
value of the frequency for the state ρ̂ is simply the convex sum of the expectation values of






1.4 Encoding quantum information into light
Classical computation is built around the concept of the bit, a unit of information com-
monly represented as a 0 or 1. Any physical system that can be in two possible distinct
states, for example, an electrical switch or two distinct voltage levels, can represent a bit of
information. By extension, quantum computation and quantum communication are built
upon quantum bits, or “qubits”. In the computational basis, the state of a qubit can be
either |0〉 or |1〉, or any coherent superposition of the two, α |0〉+β |1〉, with |α|2 + |β|2 = 1
to enforce normalization. To represent a qubit, a physical system must also be able to
realize all these possible superpositions.
To encode qubits or qudits, their higher-dimensional counterparts, into a photon, we
use the different physical states of light’s degrees of freedom. These can be the horizontal
and vertical polarization modes, the different frequencies of electromagnetic waves, or the
different spatial distributions a photon can take such as the orbital angular momentum of
light [89]. The work in this thesis primarily uses the frequency and time degrees of freedom
of light, which we compare to the polarization degree of freedom below.
1.4.1 Polarization
Polarization is convenient to work with due to the wide availability of high-efficiency polar-
ization control elements and the relatively low changes in birefringence induced by thermal
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drifts. The horizontal, |H〉 = a†H |0〉, and vertical, |V 〉 = a
†
V |0〉, polarizations, where |0〉
here is the vacuum state, are defined as the directions of oscillations of the electromagnetic
field in the horizontal or vertical direction with respect to a reference, such as an optical
table. To encode a qubit into the polarization degree of freedom, it’s often convenient to
















(|H〉+ |V 〉) |A〉 = 1√
2
(|H〉 − |V 〉) (1.13)
as well as the right- and left-circular polarization states,
|R〉 = 1√
2
(|H〉+ i |V 〉) |L〉 = 1√
2
(|H〉 − i |V 〉) . (1.14)
The H/V states are eigenstates of the Pauli-Z operator, whereas the D/A and R/L states

















The polarization state of a photon is straightforward to control and measure using
combinations of wave plates and polarizing beam splitters. A quarter-wave plate and a
half-wave plate can rotate the horizontal polarization, |H〉 to an arbitrary polarization,
|H〉 + eiφ |V 〉, or vice-versa, and a polarizing beam splitter acts as a projective measure-
ment transmitting the horizontal polarization and reflecting the vertical polarization. A
polarization qubit can be characterized using these optical elements and quantum state
tomography by means of maximum likelihood reconstruction [90, 91].
1.4.2 Time-frequency degree of freedom
Polarization is extremely useful as a degree of freedom since it’s easy to control and mea-
sure. However, polarization states are inherently limited to a two-dimensional Hilbert
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Figure 1.1: Time-frequency degree of freedom. Three different possible ways of encod-
ing information into photons using the time-frequency degree of freedom. (a) Information
in time-bin states is encoded in the time of arrival of the photon, either early |e〉 or late |l〉.
(b) With frequency bins, the different frequencies of light represent the different computa-
tional states, |0〉 or |1〉. (c) Temporal modes are broadband overlapping states in frequency
and time which are orthogonal to each other. Example temporal modes represented by the
first three Hermite-Gauss states.
space. For long distance high capacity communication, other degrees of freedom must be
used. The time-frequency degree of freedom offers different types of encoding, such as time
bins, frequency bins, and temporal modes. It is extremely robust for propagation through
long-distance fibre links, and is already being used extensively by the telecommunication
industry as a multiplexing degree of freedom [92, 93].
Time-bin states can be prepared by an unbalanced interferometer, where the photons
that take the short path and arrive early are denoted |e〉 and the photons that take the
long path and arrive late are denoted |l〉 [94]. By controlling the beam splitter reflectivity
and phase, a coherent superposition of the two, α |e〉 + β |l〉, is created. They can also be
measured with an unbalanced interferometer. The separation between time-bins must be
larger than the coherence time of the photons to avoid crosstalk between bins. Separations
on the order of nanoseconds can be distinguished with fast electronics [95], and nonlinear
optical transformations can reduce the separation to picosecond time scales near the co-
herence time of the photons [96]. Time-bin states are robust against mode distortions, and
polarization effects from optical elements [97], and they can be used for differential-phase-
shift keying [98], an encoding scheme used in classical telecommunications [99]. They can
be converted to frequency bins using sum-frequency generation with chirped pulses [100].
Frequency bins use the different frequencies of light as their basis states [101]. They have
been produced using four-wave mixing in ring resonators with 200 GHz frequency separa-
tion [102, 103]. Phase modulators are used to interfere different bins and electro-optic beam
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splitters and tritters have been demonstrated in this way [104]. The use of monochromatic
frequency bins as a basis for communication and computation has a number of advan-
tages including the availability of straightforward high-resolution measurements, reduced
constraints on timing jitter from detectors, and the possibility to simultaneously process
multiple modes with telecommunication components. Linear optics quantum computing
schemes have been explored with both frequency bin [105] and time bin [106] qubits.
Temporal modes provide another flexible and high-dimensional basis for the time-
frequency degree of freedom that can be used for linear optics quantum computing and
cluster state quantum computing [107]. These are field-orthogonal broadband wave-packet
states which are superpositions of time and frequency, such as the Hermite-Gauss modes.
They are analogous to the Hermite-Gauss spatial modes in that they overlap in time
and frequency but each mode is mutually orthogonal. Temporal modes can be gener-
ated in parametric downconversion and manipulated and measured using a quantum pulse
gate [108, 109, 110, 110].
1.5 Photonic Entanglement
Entanglement is the hallmark of quantum information. Since the first convincing experi-
ment in favour of Bell’s theorem by Aspect, Grangier, and Roger in 1981 [34] and the first
demonstration of quantum teleportation by the Zeilinger group in 1997 [31], much of the
efforts in quantum information and quantum optics have been towards trying to find novel
ways to generate, characterize, and utilize this resource.
Entanglement is related to strong correlations between different parties. These corre-
lations will be made explicit with polarization entanglement in Sec. 1.5.1. For now, we
abstract away the physical degree of freedom and describe the correlations with a density
operator ρ̂ in a Hilbert space H. Let’s start with the correlations between two parties,
labelled as A and B. The joint Hilbert space of two subsystems, with Hilbert spaces HA
and HB, is represented with a tensor product, H = HA⊗HB. For a bipartite system, with
ρA ∈ HA, ρB ∈ HB, a state is called separable if it can be written as a convex sum with




i ⊗ ρBi . (1.16)
Formally, a state is entangled if it is not separable1. The definition distinguishes between
three scenarios: completely uncorrelated, separable, and entangled states. Separable states
1While it’s usually bad practice to define something by what it isn’t, here, this seems to be fine.
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are classically correlated states that can be produced using only local operations and clas-
sical communication (LOCC) [112]. Inseparable or entangled states cannot be produced
locally and cannot be written as a convex sum of product states as in Eq. 1.16.
For systems involving multiple parties, describing entanglement becomes notoriously
tricky. For example, in a three qubit state, the qubits can be fully separable, have bipartite
entanglement between any two qubits, or exhibit genuine tripartite entanglement between
all three qubits. The work in this thesis concerns itself with bipartite entanglement that
is potentially high-dimensional. In such a case, one tool of great value is the Schmidt
decomposition. The Schmidt decomposition says that if we have a pure state |ψ〉 for a
composite system AB, then there exists an orthonormal basis of states |uk〉 for system A




λk |uk〉 |vk〉 , (1.17)




k = 1. The number N of non-
negative eigenvalues λk is the Schmidt rank of the state, and it is preserved under unitary
operations [111].
One way to characterize entanglement is by looking at one subsystem when the other
is ignored. We keep one system and trace the other one out using the partial trace. If we


















We find that when the state is factorizable, or separable, then N = 1, λk = 1 and the purity
of the partial trace is 1, whereas if N > 1, then the purity of the partial trace will be less
than one. For systems with dimensions greater than or equal to two, a useful quantity to










as this will be “roughly speaking” related to the number of orthonormal modes in the
system; if N = 1 then K = 1, and if N > 1 then K > 1. Since λ2k = p(k) is the
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k is the probability of mode
k being occupied, average over k. If there are more modes this number will necessarily be
lower, and consequently, the inverse will be larger. For example, suppose each mode had





k = 1/N , and as a result, the inverse would be exactly the number of modes
contributing to the entangled state. This quantity will be especially useful when working
with continuous-variable systems such as energy and time.
1.5.1 Polarization entanglement
Conceptually, the simplest forms of entanglement produced with light are the polarization-
entangled Bell states.∣∣Φ±〉 = 1√
2
(|HH〉 ± |V V 〉) ,
∣∣Ψ±〉 = 1√
2
(|HV 〉 ± |V H〉) . (1.20)
These are superpositions of two polarization states. For example, in the |Φ+〉 state, both
photons are horizontally polarized and both photons are vertically polarized. If we measure
the first photon in the horizontal (vertical) polarization, the second photon will also be
in the horizontal (vertical) polarization; the two photons are perfectly correlated in the
horizontal/vertical basis. However, strong correlations in one basis aren’t sufficient to
signal the presence of entanglement. A mixed state, such as, |HH〉 〈HH| + |V V 〉 〈V V |,
will produce these same correlations. Instead, one feature of entanglement is the ability to
produce strong correlations in different bases. Using the example of the |Φ+〉 state, it can
be expressed in three different ways,∣∣Φ+〉 = 1√
2
(|HH〉+ |V V 〉) = 1√
2
(|DD〉+ |AA〉) = i√
2
(|RL〉+ |LR〉) , (1.21)
and we see that it exhibits strong correlations in the H/V basis, the D/A basis, and strong
anti-correlations in the L/R basis.
Extensions of the Bell states to multiple photons are called GHZ states. For example,
the maximally entangled three-qubit state is,∣∣GHZ±〉 = 1√
2
(|HHH〉 ± |V V V 〉) . (1.22)
GHZ states can be used to herald Bell states [113], an important characteristic when
working with probabilistic sources. Optical quantum computing architectures with GHZ
states have also been proposed [114].
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(a)     Type-I (b)        Type-II   (c)   Orthogonal Type-I 
Figure 1.2: Types of downconverison. (a) In type-I downconversion both photons are
produced in the opposite polarization of the pump. (b) In type-II downconverison, one
photon will have the same polarization and the other photon will have the opposite po-
larization of the pump. For type-II downconverion, photons can always be separated via
their polarization. For type-I downconversion, other degrees of freedom such as frequency
or space must be used. When the pairs are nondegenerate, they can be separated with
a dichroic mirror, whereas when they are degenerate, they must be produced in differ-
ent spatial modes [117]. Polarization entanglement can be produced with a (b) type-II
configuration or (c) with two orthogonally oriented crystals in a type-I configuration.
Sources of polarization-entangled photons
There exist a few standard ways to produce polarization entanglement, and historically,
these were achieved later than in other degrees of freedom [115, 47]. The first source of
polarization-entangled photons was constructed using a continuous wave (CW) pump and
type-II parametric downconverison (see Fig. 1.2). Here, photons are created in two cones of
orthogonal polarization [47]. At the intersections of the two cones, correlated photons are
produced in the |Ψ+〉 state. However, since only a small fraction of the photons produced
is collected, the number of entangled pairs collected per input pump power, or brightness,
is low. A second method to produce polarization entanglement uses two crystals with type-
I parametric downconversion. There, the two crystals are oriented with their optic axis
aligned perpendicularly. The downconversion can occur in either crystal: one crystal can
produce two horizontally polarized photons, |HH〉, and the other two vertically polarized
photons, |V V 〉. By using a pump along the diagonal axis, the two possible downconversions
can be made coherent and can’t be distinguished. The state |HH〉 + eiφ |V V 〉 is created
[see Fig. 1.2(c)]. The phase φ can be adjusted with another birefringent crystal. This type
of photon source allows the collection of all pairs of a given colour that are entangled,
thereby increasing the brightness compared to type-II [116].
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The two examples above employed a continuous-wave laser to pump the downconver-
sion. Parametric downconversion sources pumped by pulsed lasers are also particularly
useful because the times of emission of the photons occur at well-defined intervals given
by the repetition rate of the pulsed laser. In entanglement-based quantum key distribu-
tion, this allows both receivers to synchronize their detection events to a common clock
pulse [118]. They are crucial in quantum teleportation [31], entanglement distillation [119],
and the generation of multiphoton GHZ states [120, 121], where time-synchronized entan-
gled photons must be available.
Following the development of CW sources, pulsed entangled photon sources were ini-
tially tried with type-II downconversion. However, the entangled states produced were
shown to have low visibility quantum interference [122, 123]. Type-II downconversion
has more stringent phase matching constraints, and for the larger bandwidths of a pulsed
laser, this creates correlations between polarization and the frequencies of the photons. As
a result, the photon pairs produced can be to some degree spectrally distinguishable, re-
ducing the visibility of two-photon polarization interference. Inteferometric schemes were
proposed to overcome this limitation [124]. Nevertheless, for pulsed sources, type-I config-
urations are preferable since the phase-matching restrictions for type-I downconversion are
less restrictive. Highly entangled polarization states with a large flux can be achieved with
a pulsed pump using two type-I crystals in orthogonal orientations [125, 126]. In this case,
compensation crystals are required to make the downconversion in the first and second
crystal indistinguishable [118].
Interferometric techniques also exist to produce polarization entangled photons, the
most successful being the Sagnac interferometer as it provides a phase stable configuration
without the need for active stabilization. There, the downconversion crystal is placed inside
a Sagnac interferometer. Pump light is sent through both the clockwise and counterclock-
wise paths of the interferometer and downconverted pairs are produced in both directions
and collected at the output of the interferometer. Sagnac sources work best with CW
type-II downconversion [127] but have also been demonstrated with pulsed type-I [128]
downconversion. They can achieve very high fidelity with the Bell states in Eq. 1.20 [129].
Methods to produce multipartite entanglement in polarization are particularly challeng-
ing. The first methods to produce GHZ states combined photons from different sources
and required outcome post-selection, where only a subset of the measured outcomes are
considered to compose the final state [120]. This was used to produce four- [121], eight-
[130], and ten- [131] photon GHZ states. Such techniques can be used for linear optics
quantum computing, but cannot be used to herald the presence of Bell states, as observing
the GHZ state requires detecting the photons which simultaneously destroys it. The first
direct generation of GHZ states to demonstrate heralded Bell states was performed using
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cascaded downconversion [132], i.e. downconverting a downconverted photon.
1.5.2 Energy-time entanglement
Polarization entanglement is conceptually intuitive and easy to measure, but entanglement
in polarization cannot be extended to higher dimensional qudits and it is difficult to scale
to multiple particles. On the other hand, entanglement in the frequency and time degree of
freedom of light can be potentially high-dimensional, and one particular form, energy-time
entanglement is produced naturally in parametric downconversion. Since the measurement
of energy-time entangled two-photon states is central to this thesis, we introduce it briefly
here.
Energy-time entanglement was initially proposed by Franson via the cascaded decay of
an atom [49], and was very quickly adapted to parametric downconversion [133, 134, 115].
In parametric downconversion, by energy conservation, the energies of the two photons
must sum up to the energy of the pump, ωp = ω1+ω2. Moreover, the process is spontaneous
and therefore the photons are typically produced in a small time window, such that t2−t1 ≈
0. The state is analogous to the original Einstein-Podoslky-Rosen (EPR) correlations
introduced for position and momentum, where in this case, x2−x1 = 0 and p1+p2 = 0 [135].
One way to represent energy-time entanglement, to which we will refer often in this







2(ω2) |0〉 . (1.23)
Here, instead of having a superposition of two polarization modes as in the case of the
polarization entangled states in Eq. 1.20, the energy-time entangled state in Eq. 1.23 is
a superposition of the continuous frequency creation operators, a†1(ω1) and a
†
2(ω2), acting
on the vacuum and weighted by the distribution F (ω1, ω2). The properties of the function
F (ω1, ω2), referred to as the joint spectral amplitude, will determine whether the state |ψ〉
is entangled or not. If the photons exhibit strong correlations in both frequency and time,
as in Fig. 1.3, the spectral distribution F (ω1, ω2) will not be factorizable into a product
of states, F (ω1, ω2) 6= F1(ω1)F2(ω2), and will be entangled. The joint spectral amplitude
F (ω1, ω2) is fundamental to this thesis, as most of the important spectral and temporal








Figure 1.3: An example energy-time entangled state. The probability of measuring
both photons (a) with frequency ω1 and ω2 and (b) at time t1 and t2. The strong anti-
correlations between the frequencies of the two photons and the strong positive correlations
between the time of arrival of the two photons is an indication of energy-time entanglement.
Both the joint spectral amplitude function F (ω1, ω2) and its analogue, the joint temporal
amplitude function f(t1, t2), in the example are not separable.
There exists an equivalent description using discrete variables which highlights the
high dimensionality of the energy-time entangled state in Eq. 1.23. Using the Schmidt
decomposition, we can write the joint-spectral amplitude as [136, 137, 138],




which is a sum of two orthonormal bases of spectral amplitude functions {ϕk(ωs)} and



















where |ϕk〉 = ∫ dω1ϕk(ω1)a†1(ω1) |0〉1 and |φk〉 = ∫ dω2φk(ω2)a
†
2(ω2) |0〉2 are the Schmidt
modes of the two photons. We see that the photons appear only in pairs of Schmidt
modes. The decomposition identifies exactly which modes are produced in pairs: if one
photon is found in the state |ϕk〉, then the other must be in the state |φk〉. Moreover,
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although there are infinitely many modes k, it usually happens that only a few λk’s are
significant, in which case Eq. 1.25 tells us the effective dimensionality of the Hilbert space.
The Schmidt modes of a model of downconversion are illustrated in Sec. 2.3.5.
The most common way of detecting energy-time entanglement is by projecting the
continuous-variable entanglement into a two-valued projector [139] using two unbalanced
interferometers as originally proposed by Franson [49]. This method is described in detail
in Sec. 5.3. Using this method, high-visibility quantum interference and Bell inequality
violations can be observed [50], and it is robust over long distance fibre propagation [95].
While it has been extended to qutrits [140], it remains an indirect way of detecting the po-
tentially higher dimensional entanglement present in Eq. 1.23. The challenge is in directly
detecting energy-time entanglement from the correlations in Fig. 1.3. Depending on the
photonic system being explored, measuring either the frequency distribution in Fig. 1.3(a)
or the temporal distribution in Fig. 1.3(b) will be difficult. We address this challenge with
SPDC photons in Chap. 4.
While the work in this thesis focuses on energy-time entanglement as presented in
Eq. 1.23, other forms of entanglement are possible with the time and frequency degrees of
freedom. Time-bin entanglement [94, 141], which involves superpositions of photon pairs at
early and late times, has been demonstrated using pulsed sources and unbalanced interfer-
ometers. These have also been found to be robust to decoherence in fibre [142, 64] and have
been used for long-distance teleportation at telecommunication wavelengths [143]. High
dimensional frequency-bin entanglement has been realized by downconverting frequency
combs in bulk [144] and using four-wave mixing in a chip-based ring resonator [145].
1.6 Signatures of classical and quantum states of light
In an experimental setting, it is not possible to create a perfectly pure state due to im-
perfections in the physical system and decoherence with the environment. If the amount
of decoherence with the environment becomes too large, quantum correlations and entan-
glement can be lost. As a result, if we wish to take advantage of the quantum properties
of light, it is important to find ways in which we can distinguish quantum and classical
light or certify the presence of entanglement. The methods presented below are all used in
subsequent chapters to distinguish classical and quantum states of light.
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1.6.1 Second-order coherence function
The first question to ask2 when assessing the quantum properties of a light source is “what’s
the second-order coherence function at zero time delay?” or, for short, “what’s the g2?”
Quantum and classical states of light have different statistical properties, and if we measure
these statistics, we obtain information on the types of states we’ve produced in the lab.
In fact, the first conclusive demonstration that single photons existed was done using the
g(2)(0) [146]. So what is it? The second order temporal coherence function for a classical









Equation 1.27 measures the average correlation between the intensity of a field at two-
different times. The second order coherence function has a special restriction for classical
light which doesn’t hold for quantum states of light. Two measurements of the intensity
at times t1 and t2 must satisfy, [I(t1)− I(t2)]2 ≥ 0, and this implies by Cauchy’s inequality






Therefore, the degree of second order coherence for zero time delay must be greater than
or equal to one,
g(2)(0) ≥ 1. (1.29)
With quantum states of light, the second-order coherence function takes the same form as
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Figure 1.4: Measuring the second-order coherence. Two different measurements of
the second-order coherence function. (a) The (unheralded) g(2)(0) is obtained by measuring
the ratio of the probability of getting coincidences between detectors 1 and 2, and the
probability of getting a single click at each detector. (b) The heralded g(2)(0) is obtained
by only collecting data when detector 3 also fires. It is obtained by taking the ratio of
the probability of getting threefold coincidences between detectors 1,2, and 3 to two-fold
coincidences between detectors 1 and 2, and, 2 and 3.
The normal ordering, E(+) to the right of E(−), ensures that light is not created out of the
vacuum. With quantum states of light there is no restriction as in Eq. 1.29 and all we can
say is g(2) ≥ 0. As a result, if we find a state that has a g(2)(0) < 1, then this is a signature
of a non-classical state.
For example, the second-order coherence of a single-mode state, obtained by inserting










A genuine single photon, which is a single excitation of an electromagnetic field mode,
represented by the Fock state |1〉k = a
†
k |0〉 will have a g(2)(0) = 0, as the numerator in
Eq. 1.31 destroys two excitation of the field. Other quantum states will exhibit different
statistics. Coherent states |α〉, which are eigenstates of the lowering operator, âk |α〉k =
αk |α〉k, have a g(2)(0) = 1 and thermal states have a g(2)(0) = 2. I refer the reader to
Refs. [85, 87] for an in-depth overview of the statistics of quantum states of light.
How can we measure these statistics? Eq. 1.31 can give us some insight. We need
to measure the probability that there exists two excitations, or photons, at the same
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instant in time, normalized by the probability of finding one excitation at that time. This
can be measured using a non-polarizing beam splitter and two detectors. This is known
as a Hanbury-Brown Twiss interferometer, shown in Fig. 1.4. Interestingly, this type of
interferometer was initially invented to estimate the diameter of a star [147]. In Fig. 1.4(a),
the second order coherence is given by the probability of measuring a coincidence between
detectors 1 and 2, divided by the probability of measuring single clicks at each detector.
The probability is given by the number of measured counts N divided by the number of
trials performed. For pulsed lasers, the number of trials is given by the repetition rate of








Many experiments are performed in a heralded manner, i.e., a photon is only measured
heralded on the presence of the other. The number of trials is then given by the number








Experimentally, the bottom line is that a single photon cannot be separated into two parts
by a beam splitter. As a result, for a single photon state, detectors 1 and 2 will never fire
at the same time resulting in a g(2)(0) = 0.
1.6.2 Inseparability criterion for continuous variable states
How can we certify the presence of entanglement? In discrete variable systems, if the
quantum state is known, the positive partial transpose (PPT) criteria provides a sufficient
condition for detecting entanglement [148] and a necessary and sufficient condition for
quantum states with dimensions, 2x2 and 2x3. The PPT requires the density matrix of the
state which, in an experimental context, must be first reconstructed using quantum state
tomography. Since the number of measurement settings required to completely reconstruct
a state increases exponentially with the number of qubits, this becomes challenging for
multipartite states. Entanglement witnesses have been shown to be exponentially more
efficient at detecting multipartite entanglement. For example, there exists an entanglement
witness that can detect genuine multipartite entanglement of GHZ states with only two
measurement settings, independently of the number of qubits [112].
With continuous variable states, Duan et al. found that, for all separable states, there
is a lower bound to the total variance of a pair of EPR type operators [149]. These types of
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inequalities based on variances can be generalized for multipartite entanglement [150, 151].
Following these ideas, an uncertainty relation is derived in this section which places a
bound on the product of correlations in the frequency and in the time of arrival of photon
pairs. This will be used to detect energy-time entanglement. Note that there also exists
entanglement witnesses involving only two measurements for certifying continuous-variable
entanglement [152].
Time-bandwidth product for classical pulses
For a classical pulse of light E(t), it is well known that the product of the spectral band-
width and the duration of the pulse, referred to as the time-bandwidth product, cannot
be less than a certain value. There is a limit to how sharp a distribution in time and
frequency can simultaneously be. One can, for example, specify an arbitrary pulse shape
in frequency or an arbitrary shape in time, but not in both. To characterize the time-
bandwidth product, we’ll define the width of the pulse in frequency and in time using the














dt (t− t0)2 |E(t)|2, (1.35)
where 〈· · · 〉 denotes the average over the electric field, ω0 = 〈ω〉, and t0 = 〈t〉. Using
these definitions, we can calculate the time-bandwidth product for a Gaussian pulse with
no spectral phase, E(ω) = exp [−(ω − ω0)2/(4σ2ω)]. In this case, the standard deviation
in frequency is ∆(ω) = σω and the corresponding standard deviation in time is ∆(t) =
1/(2σω). As a result, the time-bandwidth product is ∆(ω)∆(t) = 1/2. Had we used another
definition, the time-bandwidth product would be different. For example, another common
way to define the width of a pulse is to use the full width at half maximum (FWHM),




Using the FWHM for the same Gaussian pulse, we’d find a time-bandwidth product of
FWHM(ω)× FWHM(t) = 4 ln(2).
Different pulse shapes can have a different time-bandwidth product, however, it’s pos-
sible to place a lower bound on the time-bandwidth product independently of the pulse
23
shape. This interdependence between time and frequency is often referred to as an uncer-
tainty relation or time-bandwidth inequality,
∆(ω)∆(t) ≥ 1/2. (1.37)
Similar to other uncertainty relations, it places a bound on the product of the variance of
two conjugate variables. Importantly, it is derived simply from the fact that the frequency
and temporal representations of the pulse are Fourier transforms of each other [153]. It
is thus an inherent property of all conjugate variables in wavelike systems. A pulse that
satisfies the equality in Eq. 1.37, is referred to as “transform-limited”, since its standard
deviation in frequency and in time is limited by the Fourier transform.
The time-bandwidth inequality can also be cast into an uncertainty relation based on
sums of uncertainties rather than products [149]. Since this will become very useful to
derive an inseparability criterion for continuous variable entanglement, I mention it here.












where the second line is obtained by minimizing the RHS with respect to a, achieved by
setting a = 1/(2∆ω2). A similar uncertainty relation can be derived in an analogous way
for the Heisenberg uncertainty relation. For example, using the position x̂ and momentum




∆(p̂)2 ≥ |[x̂, p̂]|. (1.39)
Time-bandwidth product of a mixed state
In the previous section, we found a time-bandwidth inequality, Eq. 1.38, that holds for
classical coherent pulses. As mentioned already, in quantum optics, we work with pure
and mixed states. For pure states, the spectral and temporal amplitude functions, F (ω) in
Eq. 1.5 and f(t) in Eq. 1.8 are related by the Fourier transform. We therefore expect them
to also obey the same time-bandwidth product, ∆(n̂ω)∆(n̂t) ≥ 1/2. As will be shown, the
time-bandwidth product also holds for mixed states.
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where ∆(ω)2i is the variance with respect to the pure state |ψi〉. Using the Cauchy-Schwarz
inequality, 〈X2〉 〈Y 2〉 ≥ | 〈XY 〉 |2, lettingX = 〈ωi〉 and Y = 1, we find (
∑








2. The last two terms in the last line of Eq. 1.40 are thus bounded from







The variance of the state ρ has to be at least as large as the convex combination of the









































and by the result of Eq. 1.38, each term in the sum of the second line must be greater than




∆(t)2ρ ≥ 1. (1.44)
Thus, the result of Eq. 1.38 also holds for mixed states. It relies only on the fact that each
pure state is coherent, and since mixed states are convex combination of pure states, we
expect the total variance to be at least as large.
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Time-bandwidth inequality for a separable state
We’ll consider a general separable state, which is a convex combination of density matrices




piρi1 ⊗ ρi2, (1.45)
where we assume ρi1 and ρi2 to be normalized states, pi ≥ 0 and
∑
i pi = 1. We can


























































pi 〈ω1 + ω2〉2i −
(∑
i




where here, 〈· · · 〉i denotes the average of the product of density operators ρi1⊗ρi2, and we
used the fact that the state was separable to write 〈ω1ω2〉i = 〈ω1〉i 〈ω2〉i. Now, as before,



















































































The inequality holds for any value of a and places a bound on the total variance of a
separable state. It is more practical to turn this inequality into a product inequality, which
removes the arbitrary constant a. To do so, we find the value of a that minimizes the
left-hand side. We do this in the usual way by setting the derivative with respect to a to
0 and solving for a, for which we find a = ∆(t2 − t1)ρ/∆(ω1 + ω2)ρ. By substituting this








∆(t2 − t1)2ρ ≥ 2 (1.50)
which simplifies to
∆(ω1 + ω2)ρ ∆(t2 − t1)ρ ≥ 1. (1.51)
This is the product form of Eq. 1.49. It provides a sufficient condition for the insepara-
bility of a continuous variable two-mode state; a state which violates the inequality is not
separable. For all Gaussian continuous variable states, Eq. 1.51 provides a necessary and
sufficient inseparability criterion [149].
1.6.3 Visibility in stochastic and quantum descriptions of light
Nonclassical interference between photon pairs in parametric downconversion is often used
to witness the presence of entanglement. This occurs when the visibility of interference
in the coincidences between two detectors is above some threshold that is not possible
to achieve with a classical description of light. While the interference visibility required
to claim nonclassicality has been largely discussed [154, 155, 50], there exists an inequal-
ity which bounds the visibility of interference of experiments with classical fields [156].
Furthermore, and importantly, if it is known that the light is coincident within a small
time interval, then this inequality limits the interference visibility of classical light to 50%.
Quantum light can violate the inequality allowing for high-visibility interference. Since a
great deal of struggle occurs in experimental quantum optics to overcome this 50% bound,
its origins are discussed in this section.
Consider a classical electric field that passes through an unbalanced interferometer.
The field that travels through the short arm is not delayed whereas the field that travels
through the long arm acquires a time delay τ and a phase φ. The total field after going
through the interferometer is,
ET (t) = E(t) + E(t− τ)eiφ, (1.52)
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where E(t) and E(t− τ) describe the fields that have taken the short or long path in the
interferometer, respectively. The instantaneous intensity for the total field is,
IT (t) = ET (t)ET (t)
∗
= I(t) + I(t− τ) + E(t)∗E(t− τ)eiφ + E(t)E(t− τ)∗e−iφ,
(1.53)
where I(t) = E(t)E(t)∗. In a stochastic description of light, E(t) and E(t− τ) are random
variables described by a classical distribution. The output of the detector is averaged over
the different statistical realizations of the field, which is approximated as a time average
over the field,
〈IT (t)〉 = 〈I(t)〉+ 〈I(t− τ)〉+
〈
E(t)∗E(t− τ)eiφ + c.c.
〉
, (1.54)
where the brackets 〈· · · 〉 denote an average over a long time interval. As the phase φ is
changed, interference between the fields from the two paths can occur and the measured





The visibility is proportional to the overlap, 〈E(t)E(t− τ)∗〉, of the field at different times.
In order to observe a difference between a classical and quantum descriptions of light, we
measure the intensity correlations between the output of two unbalanced interferometers.
This can be observed with the coincidence rate, which will be given by,
C(φ1, φ2) = 〈IT1(t)IT2(t)〉
=
〈 [








Equation 1.56 has 16 terms. If the experiment is performed to measure the average coin-
cidence rate as a function of the phase sum φ+ = φ1 + φ2, any terms which oscillate as
φ1, φ2, or φ1 − φ2 will be averaged out. As a result, any interference in the coincidences
that could arise from interference in the singles rates will be removed. The resulting phase
averaged coincidence rate is given by,
C̄(φ+) =
∫
dφ1dφ2C(φ1, φ2)δ(φ+ − φ1 − φ2)
= 〈I1(t)I2(t)〉+ 〈I1(t− τ)I2(t− τ)〉+ 〈I1(t)I2(t− τ)〉+ 〈I1(t− τ)I2(t)〉
+ 〈E1(t)∗E1(t− τ)E2(t)∗E2(t− τ)〉 eiφ+ + c.c.
(1.57)
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2 〈Re[E1(t)∗E1(t− τ)E2(t)∗E2(t− τ)]〉
〈I1(t)I2(t)〉+ 〈I1(t− τ)I2(t− τ)〉+ 〈I1(t)I2(t− τ)〉+ 〈I1(t− τ)I2(t)〉
. (1.59)
The numerator in Eq. 1.59 can be bounded, first by its absolute value, Re[·] ≤ | · |, then,
by using a generalization of the Cauchy Schwarz inequality, |ab| ≤ 1
2
(|a|2 + |b|2). If we set
a = E1(t)
∗E2(t− τ) and b = E1(t− τ)E2(t)∗, we obtain the inequality [156],






〈I1(t− τ)I2(t)〉 . (1.60)
The interference modulation on the left-hand side must be less than or equal to the right-
hand side, which is the average intensity correlation between a field on one side and the
time-delayed field on the other. The inequality in Eq. 1.60 must hold for all classical
fields, and can therefore be used to limit the amount of modulation that can be observed
between classical fields. Inserting Eq. 1.60 into Eq. 1.59, we obtain a bound which limits




〈I1(t)I2(t)〉+ 〈I1(t− τ)I2(t− τ)〉
〈I1(t)I2(t− τ)〉+ 〈I1(t− τ)I2(t)〉
)−1
. (1.61)
In order to observe interference in the coincidences in Eq. 1.61, the correlations, 〈I1(t)I2(t− τ)〉,
between I1(t) and the time-delayed I2(t − τ) (or vice versa) must be larger than the cor-
relations, 〈I1(t)I2(t)〉, between I1(t) and I2(t).
It’s possible to simplify Eq. 1.61 further with a few assumptions. For sufficiently long
time intervals, a constant offset can’t affect the intensity cross-correlation, and
〈I1(t)I2(t)〉 = 〈I1(t− τ)I2(t− τ)〉 . (1.62)
Furthermore, if we assume the two beams are symmetric, we can set,
〈I1(t)I2(t− τ)〉 = 〈I1(t− τ)I2(t)〉 . (1.63)
In downconversion, the photons pairs produced are coincident within a small time window,
which can be made smaller than τ . These timing correlations will be measured explicitly
in Chap. 4. As a result, we are much more likely to measure two coincident detector clicks
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at the same time than two coincident detector clicks separated by a time interval τ , and
therefore,
〈I1(t)I2(t− τ)〉 ≤ 〈I1(t)I2(t)〉 . (1.64)
A valid classical model of the experiment should then also exhibit tight timing correlations
and be consistent with Eq. 1.64. Inserting the assumptions of Eq. 1.62, Eq. 1.63, and the







≤ (1 + 1)−1 = 1
2
. (1.65)
We find the interference visibility cannot be greater than 50%. In other words, a classical
stochastic model of light cannot exhibit tight timing correlations satisfying the inequality
of Eq. 1.64, and have interference visibilities which are greater than 50%. As will be shown





In this chapter I introduce, both from a classical and quantum perspective, one of the
primary tools used in this thesis to produce and measure photons: three-wave mixing. I
develop the classical model and intuition in Sec. 2.2, by first discussing how a strong laser
field changes the polarization of a material and how the polarization response modifies
the original field. This leads to the nonlinear process of sum-frequency generation (SFG)
in Sec. 2.2.3 which we use in optical gating. The “classical” intuition developed for sum-
frequency generation carries over naturally to single photons as they also support the
same electromagnetic modes. The classical picture is followed by the quantum picture
in Sec. 2.3, where I introduce the three-wave mixing Hamiltonian, discuss spontaneous
parametric downconversion starting in Sec. 2.3.3, and quantum sum-frequency generation
in Sec. 2.3.8.
2.2 Classical nonlinear optics
The goal of this section is to arrive at an equation that describes the propagation of elec-
tromagnetic fields in a material with a nonlinear response. In particular, I want to arrive
at a differential equation that captures the important behaviour and evolution of the fre-
quency modes involved in sum-frequency generation. This will be useful for understanding
the optical techniques employed in the experiments presented in Chap. 4, Chap. 5, and
Chap. 6.
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2.2.1 The linear and nonlinear polarization: how light changes
matter
In general, to describe the interactions between the electric field E and magnetic field H
inside a medium, we must consider the charge density ρ, current density J , polarization
density P and magnetic density M of the medium as well as the electric and magnetic flux
densities D and B. These considerations lead to Maxwell’s equations in matter,
∇ ·D = ρ
∇ ·B = 0






For our purposes, and following the standard treatment in nonlinear optics, we are in-
terested in solutions to these equations in a dielectric material where there are no free
charges, ρ = 0, no free currents J = 0, and the material is non-magnetic, M = 0, such that
the magnetic field and magnetic flux density are proportional, B = µ0H, where µ0 is the
vacuum permeability. The material response to the electric field E is taken into account
by the polarization P . The electric field causes the displacement of bound charges in the
dielectric which creates a dipole moment. The induced dipole moment per unit volume is
the polarization of the material,
P (~r, t) = P (1)(~r, t) + PNL(~r, t), (2.2)
which can be both linear P (1)(~r, t) and nonlinear PNL(~r, t) in the electric field E(~r, t). The
contributions from the electric field and the polarization will modify the displacement field
in Maxwell’s Eq. 2.1,
D(~r, t) = ε0E(~r, t) + P (~r, t)
= ε0E(~r, t) + P
(1)(~r, t) + PNL(~r, t),
(2.3)
which accounts for the effects of both the field and the induced polarization. Both the
linear and nonlinear polarization have important effects on the propagation of pulses in
material and much of this thesis is about exploring ways in which these can be exploited
for controlling quantum effects with light.
The optical susceptibility
We like to work with electric fields. As such, rather than keep the polarization term
around, it’s much more convenient to describe the effect of the polarization in terms of
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how it couples to the electric field. A fairly general way to relate the polarization to the
electric field is via a response function. For the linear polarization, this is given by,
P
(1)





ij (~r, τ)Ej(~r, t− τ), (2.4)
where the permittivity, ε0, which has units Farads per metre, is the measure of capacitance
that is encountered when forming an electric field in vacuum, and Rij is the response
function of the material. The Roman indices are for labelling different spatial directions
which are summed over according to the Einstein summation notation. The integration
limits ensure that the polarization can only depend on the electric field in the past. It’s
often more convenient to work in the frequency domain, in which case Eq. 2.4 becomes,
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The third line is obtained from the second by inserting the Fourier transform of Ej(~r, t)










is the linear susceptibility that describes how the electric field drives the frequency com-
ponent ω of the polarization, such that,
P
(1)
i (~r, ω) = ε0χ
(1)
ij (ω)Ej(~r, ω). (2.7)
Here, the linear susceptibility, χ
(1)
ij (ω), is a frequency dependent tensor that determines the
strength of the coupling for each frequency and spatial direction. For the nonlinear polar-
ization, an analogous treatment yields higher order nonlinear susceptibilities. In particular,




i (~r, ω1 + ω2) = ε0χ
(2)




i at frequency ω1 + ω2 depends on how both fields Ej at frequency ω1
and Ek at frequency ω2 combine in the crystal or medium.
A full treatment of nonlinear optics must consider both the fields and polarization as
vectors and the susceptibilities as tensors. As a result, the expressions for the susceptibility
in Eq. 2.8 can become rather complicated. Luckily, these can be greatly simplified by
considering the symmetries of the susceptibility [11]. A quantum mechanical derivation of
the susceptibility can justify these simplifications. Moreover, it relates the susceptibilities
to the material dipole transition moments and atomic energy levels allowing predictions
of the numerical values of the susceptibilities [11]. In this work, we will approximate
the susceptibility as a scalar quantity. We will employ Kleinman’s symmetry condition,
which is valid when the material is lossless and transparent. In this limit, the nonlinear
susceptibility in Eq. 2.8 has no frequency dependence [87]. The frequency dependence of the
linear susceptibility in Eq. 2.7 will nonetheless be retained as it has important implications
in ultrafast optics.
The induced polarization of the material will modify the propagating electromagnetic
field. However, to observe this, we must solve Maxwell’s equations. As we will see in
Sec. 2.2.2, the effect of the linear susceptibility χ(1) is to modify the propagation of light
caused by the presence of the medium, whereas the effect of the nonlinear susceptibility
χ(2), is to introduce new frequency components to the field. As a simple example, in
a linear medium which is lossless, and dispersionless, the linear susceptibility will be a
frequency-independent constant, such that,
P
(1)
i (~r, t) = ε0χ
(1)
ij Ej(~r, t). (2.9)
In Eq. 2.9, the material polarization responds instantaneously to the electric field. If the
strength of the driving field is increased, we have to consider the additional nonlinear
terms,




ijkEj(~r, t)Ek(~r, t) + χ
(3)
ijklEj(~r, t)Ek(~r, t)El(~r, t) + · · ·
)
. (2.10)
In the case where all fields are identical, they are proportional to E2 and E3 and so
on. If the field E has a frequency component at ω0, then the nonlinear polarization will
introduce frequencies at 2ω0 and 3ω0, leading to a rich set of nonlinear phenomena such as
three- and four-wave mixing, respectively. All the materials used in this thesis exhibit χ(2)
nonlinearities where the dominant nonlinear susceptibility is second-order in the electric
field. Its effect on a propagating electric field will be discussed in the next section, Sec. 2.2.2.
34
2.2.2 The forced wave equation: how matter changes light
The evolution of the electromagnetic field as a result of its coupling to the polarization is
obtained by solving Maxwell’s equations. For a uniform, source free, and non-magnetic
material, Maxwell’s equations in Eq. 2.1 can be simplified,
−∂(∇×B)
∂t




and with the further assumption that ∇ · E ≈ 0, which is a good approximation when












where D(1)(~r, t) = ε0E(~r, t)+P
(1)(~r, t) is the linear part of the displacement field. Inserting
Eq. 2.9 into Eq. 2.12 leads to a driven inhomogeneous wave equation where the nonlinear
polarization of the medium, which appears on the right-hand side of the equation, responds
instantaneously to the field and acts as a source term for the wave equation.
The instantaneous response of the polarization to the electric field, however, remains
unphysical for any material. Instead, the dielectric material that we work with are dis-
persive and, as a result, the polarization of the material induced by the electric field
depends on the frequency. Therefore, it is the polarization induced at each frequency
that is directly related to the electric field via the frequency-dependent susceptibility,
P (1)(~r, ω) = ε0χ
(1)(ω)E(~r, ω). We must therefore consider the coupling between fields for
each frequency component separately. This is obtained by expressing the field quantities

















If the material is transparent, then dissipation in the material can be neglected. In such
cases, the relationship between D(1)(~r, ω) and E(~r, ω) can be expressed via a real frequency-
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dependent linear susceptibility,
D(1)(~r, ω) = ε0E(~r, ω) + P
(1)(~r, ω)







1 + χ(1)(ω) is the index of refraction. This usually remains a good ap-
proximation since most dielectric material we work with are transparent at the frequencies
of interest. Inserting Eqs. 2.13 – 2.15, into Eq. 2.12, we obtain the forced nonlinear wave
equation in the frequency domain,
∇2E(~r, ω) + n
2(ω)ω2
c2




The nonlinear polarization PNL(~r, ω) can oscillate at many different frequencies, and
Eq. 2.17 must hold for each frequency. The frequency component ω of the nonlinear
polarization will drive the linear wave equation on the left-hand side at the same frequency
ω.
The nonlinear wave equation therefore captures the evolution of a forward travelling
laser pulse through a nonlinear material. Our physical picture at this stage is the following.
An oscillating electromagnetic wave creates an oscillating dipole moment or polarization
in the material. The linear part of the oscillating polarization creates a lag on the electric
field and this is manifested via the index of refraction. On the other hand, the nonlinear
part of the polarization can cause new frequencies to develop in the dielectric material not
initially present in the incident field. These new frequency components act as a source
term which drives the propagation of new electromagnetic fields in the wave equation.
2.2.3 Weak coupling regime
Without the nonlinear polarization driving the field, PNL = 0, one solution to the wave
equation (Eq. 2.17) is given in terms of the spectral amplitude function,
E(ω, z) = A(ω − ω0)e−ik(ω)z + A∗(−ω − ω0)eik(ω)z, (2.18)
where,
k(ω) = n(ω)ω/c, (2.19)
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is the propagation constant or wave vector in the absence of a nonlinearity, and the spec-
tral amplitude A(ω) is constant in z. The solution describes plane waves with a carrier
frequency ω0 travelling in the z direction. The spectral amplitude of the field |A(ω)| is un-
modified as it travels forward, but the field picks up a phase φ(ω) = k(ω)z, leading to the
propagation of ultrafast pulses in a linear regime. The effect of the frequency dependent
wave vector k(ω) has important consequences on the propagation of ultrafast pulses and
broadband quantum states of light and these effects will be discussed Sec. 3.2.
In the presence of a weak nonlinearity, we assume the nonlinear polarization can only
slowly modify the envelope of the forward-travelling pulse on the length scale of one wave-
length. We thus look for solutions to the wave equation in terms of the slowly varying
complex spectral field amplitude, A(~r, ω), as it travels through the material along the z
direction,
E(~r, ω) = A(~r, ω − ω0)e−ik(ω)z + A∗(~r,−ω − ω0)eik(ω)z (2.20)
≈ A(~r, ω − ω0)e−ik(ω)z. (2.21)
The approximation in the second line is made by noting that for a slowly varying field,
A(~r, ω), should not have significant component at 2ω0. Inserting this into 2.17, and sepa-
rating ∇2 = ∇2⊥ + ∂
2
∂z2


















The fourth term in the square brackets can be directly eliminated using Eq. 2.19. In
addition, under the slowly varying envelope approximation, the fractional change of the
amplitude during a period of one wavelength should be small, 1|A|
∂|A|
∂z
λ  1. The relation









in Eq. 2.22. As a result, we find that the Fourier components of the electric
field and the nonlinear polarization are related by,









This is the frequency-domain forced wave equation in the slowly varying field approxima-
tion used widely in nonlinear optics. Equation 2.23 has three components: ∇2⊥A(~r, ω) in
the first term accounts for spatial diffraction, the nonlinear polarization PNL(~r, ω) acts as
a source term that modifies the spectral amplitude of the electric field, and the full effect











(a)             SHG (b)             SFG (c)              DFG
Figure 2.1: Three-wave mixing. Different ways in which three-fields can couple in a
χ(2) material. (a) In second-harmonic generation (SHG), one low-frequency field centred
at ω1 drives the second harmonic frequency, ω2 = ω1 +ω1, (b) in sum-frequency generation
(SFG), two low-frequency fields at ω1 and ω2 drive a third sum frequency at ω3 = ω1 +ω2,
and (c) in difference frequency generation (DFG), two frequencies at ω3 and ω1 drive the
difference frequency ω1 = ω3 − ω2.
2.2.4 Sum-Frequency Generation
The relation for nonlinear wave propagation in Eq. 2.23 is valid in the slowly varying
envelope approximation, which holds for almost all nonlinear processes including three-
and four-wave mixing. Here, I will consider three-wave mixing, which includes, second-
harmonic generation (SHG), sum-frequency generation (SFG), and difference-frequency
generation (DFG) as illustrated in Fig. 2.1. These processes can be used for many ap-
plications including frequency conversion, parametric amplification, and bandwidth com-
pression. I’ll focus on sum-frequency generation as this is the process we use for optical
gating.
Three wave-mixing is a nonlinear process which can occur in a χ(2) material. The
process describes the interaction of three travelling fields with components at three distinct













where E1, E2, and E3 are the fields with central carrier frequencies at ω10, ω20, and ω30,
respectively, and c.c. is the complex conjugate. If we assume an effective frequency in-
dependent nonlinear susceptibility, χ
(2)
eff , then the nonlinear polarization induced by these
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fields is,




E2 has 12 distinct frequency components and can therefore induce an oscillating polar-
ization field PNL at all 12 frequencies. Inserting the total field Eq. 2.24 into Eq. 2.25, we
could calculate the nonlinear polarization for each frequency component, however, typically
one nonlinear process will be dominant. What leads to only certain processes occurring?
Microscopically, all non-zero tensor elements of the nonlinear susceptibility in Eq. 2.8 will
create an oscillating dipole moment. However, as we will see, macroscopically, only those
that add up in phase or coherently across the length of the crystal will build up signifi-
cant power to be observed. In sum-frequency generation, for example, two incident fields
ω1 and ω2 drive a third polarization field ω3 = ω1 + ω2, which then acts as a source of
electromagnetic waves at this higher frequency. It is therefore sufficient to calculate the
nonlinear polarization for the three frequencies of interest, ω1, ω2, and ω3. The nonlinear
polarization at the third frequency ω3 = ω1 + ω2 will be,










































dω1E1(z, ω1)E2(z, ω3 − ω1), (2.26)
and we find, as expected, that the input frequencies ω1 and ω2 = ω3 − ω1 combine in
various pairs to drive the frequency component ω3 of the nonlinear polarization. Energy
conservation is thus satisfied automatically. Inserting the slowly varying fields of Eq. 2.21
into Eq. 2.26, and defining the translated frequencies, ω̃i = ωi − ωi0, we obtain,






dω1A1(z, ω̃1)A2(z, ω̃3 − ω̃1)e−ik1(ω1)z−ik2(ω3−ω1)z, (2.27)
where k1 and k2 are the wave vectors of the two incident fields A1 and A2, respectively.
Repeating a similar process, we can find the component of the nonlinear polarization at
ω1 and ω2,








2(z, ω̃3 − ω̃1)e−ik3(ω3)z+ik2(ω3−ω1)z (2.28)








1(z, ω̃3 − ω̃2)e−ik3(ω3)z+ik1(ω3−ω2)z. (2.29)
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The component of the nonlinear polarization at each frequency will drive the linear wave
equation at the corresponding frequency. We can insert Eq. 2.27, Eq. 2.28, and Eq. 2.29
into the nonlinear wave equation, Eq. 2.23, to determine the evolution of the three fields.
In order to obtain an intuitive picture of sum-frequency generation, we assume plane-wave
inputs and neglect the effects of diffraction by setting ∇2⊥A = 0. We obtain a set of three
coupled field equations which describe the propagation of the three spectral amplitude




























2(z, ω̃3 − ω̃1)e−i(k3(ω3)z−k1(ω3−ω2)z−k2(ω2)z).
(2.32)
Low-efficiency sum frequency generation
In general, a complete solution to the sum-frequency generation process requires solving
all three coupled field equations simultaneously. Luckily for us, our experiments operate
in the low efficiency regime, which simplifies the problem considerably. In optical gating,
a strong gate pulse A2 interacts with a weak input pulse A1 to produce a third field A3.
We can assume the strong gate pulse A2 is undepleted during the process and remains
unchanged during the interaction and, moreover, that the initial field A3 is empty. As a
result, the three coupled field equations reduce to only one differential equation, Eq. 2.30,
and we can solve for the Fourier component of the upconverted field, A3, directly.
The interaction medium has length L, and therefore we can integrate Eq. 2.30 over the











The terms in the argument of the exponential are the phases of the upconverted frequency
ω3 and the two incident fields, ω1 and ω2, at a point z in the crystal. The integral over
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the length of the crystal is the accumulated phase difference between the fields. It can be
evaluated directly and this leads to the phase-matching function,


















where the phase mismatch is a function of all three frequencies,
∆k(ω1, ω3 − ω1, ω3) = k3(ω3)− k2(ω3 − ω1)− k1(ω1). (2.35)
The phase-matching function in Eq. 2.34 effectively captures the interaction between the
material polarization and the propagating fields. As the two incident fields A1 and A2
propagate through the material, they create oscillating dipoles at each instant in the crystal
which radiate at the sum frequency of the fields. For efficient conversion, the radiation
from the dipoles at each length of the crystal must add up coherently or in phase, and
this occurs when there is no mismatch between the momentum wave vectors of the three
travelling fields, ∆k = 0. When this condition is fulfilled, the generated wave maintains a
fixed phase relation with respect to the nonlinear polarization and is able to extract energy
from the medium. Reducing the phase mismatch between the fields is therefore crucial to
efficiently realize any nonlinear process in the lab, and we will revisit it in Section 2.2.5.
The spectral amplitude of the upconverted field after propagation through length L of






dω1A1(ω̃1)A2(ω̃3 − ω̃1)Φ(ω1, ω3 − ω1, ω3). (2.36)
We find that the upconverted spectral field A3 is a convolution of the two input fields A1
and A2 with a transfer function given by the phase-matching function Φ. Equation 2.36
is the equation of interest in this section and it will be used to determine many of the
important features related to sum-frequency generation. Moreover, it accounts for the
effects of dispersion as the phase-matching function and phase mismatch in Eq. 2.34 and
Eq. 2.35 are valid for arbitrary variations of k(ω).











dω1A1(ω̃1)A2(ω̃3 − ω̃1)Φ(ω1, ω3 − ω1, ω3)
∣∣∣∣2 . (2.37)
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In the limit where the phase-matching function is broad, Φ(ω1, ω3 − ω1, ω3) ≈ 1, Eq. 2.36
becomes a convolution of the spectra of the two input fields, corresponding to a medium
which is dispersionless over the bandwidths of interest. The upconversion efficiency is
proportional to L2 and thus scales quadratically in the length of the interaction. In the
time domain, the upconverted intensity for the broad phase-matching limit is simply a





corresponding to the idealized scenario where the polarization of the medium responds
instantaneously to the propagating electric field.
2.2.5 Phase matching in sum-frequency generation
Phase-matching bandwidth
Phase mismatch in sum-frequency generation arises from the variations of the refractive
index with frequency. If the refractive index were constant for all frequencies, perfect mo-
mentum conservation would be possible with no phase mismatch. The phase-matching
function tells us how far from perfect momentum conservation we can be before the up-
conversion efficiency is significantly reduced. As we will see in Sec. 3.3.5, it also plays
an important role in the measurement of pulses using sum-frequency generation. We
can gain some intuition about the effects of phase-matching on sum-frequency generation
by calculating the effective acceptance bandwidth for sum-frequency generation from the
phase-matching function.
The full phase-matching function for type-I SHG in BiBO is shown in Fig. 2.2(a). We
perform the first-order Taylor expansion of the phase mismatch ∆k in Eq. 2.35, and assume
the zero order is phase-matched such that k3(ω30) = k2(ω20)+k1(ω10). The phase mismatch
∆k is then given by,


























= η32(ω3 − ω30) + η21(ω1 − ω10), (2.39)
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Figure 2.2: Example sum-frequency generation phase-matching function. (a)
Phase-matching function for type-I sum-frequency generation of NIR 800 nm light in 1 mm
of bismuth borate (BiBO) calculated from the Sellmeier equations with a crystal angle of
151.24 degrees. We observe the phase-matching function depends only on the upconverted
wavelength λ3 over approximately a 20 nm range from 790 nm to 810 nm. (b) Comparaison
of the full phase-matching function with λ1=800 nm and centred at λ3=400 nm with
the first-order Gaussian approximation in Eq. 2.41 of the same bandwidth. We find an
acceptance bandwidth of 1 nm (12.5 ps−1) FWHM .
where ηij = dki/dω − dkj/dω = v−1i − v−1j is the difference in the inverse group velocities
vi = (dki/dω)
−1 (see Eq. 3.12 in Sec. 3.2.1). In type-I sum-frequency generation, the wave
vectors k1 and k2 for the two incident fields are the same. If in addition the frequencies
of these fields are similar, ω1 ≈ ω2, then the group velocities will also be similar, v1 ≈ v2,
and η21 ≈ 0. Within the limits of the first-order expansion, the second term Eq. 2.39
drops out and the phase-matching function only depends on the upconverted frequency,






















The phase-matching function, |Φ(ω3)|, acts as a spectral filter on the upconverted frequen-
cies ω3. Frequencies that lie outside the phase-matching bandwidth will be significantly
suppressed. We can calculate the acceptance bandwidth of the filter by approximating the
phase-matching function with a Gaussian, sinc(x/2) = exp(−γx2) with γ = 0.0482, such
that both functions have the same FWHM [157],
|φ(ω3)|2 = sinc(∆kL/2)2 ≈ exp(−2γ∆k2L2) = exp(−2γη231L2(ω3 − ω30)2). (2.41)




2, that is inversely proportional to the group-velocity mismatch and the length
of the crystal. This can tell us how large the input bandwidths can be before the upcon-
verted field is affected by the phase-matching. For example, if the two-input fields are
bandwidth limited Gaussian pulses with bandwidth σω1 and σω2 , then the upconverted
field, which is the convolution of the two input fields, will also be a Gaussian function.
















When working with ultrafast pulses, the input pulse bandwidths can be large, requiring
large phase-matching acceptance bandwidths. One way to achieve this is to use short crys-
tals. Fig. 2.3(a) shows the phase-matching acceptance bandwidth for two crystals, BiBO
and BBO as a function of the crystal length. For example, the upconversion bandwidth
of two transform-limited 40 fs laser pulses is about 18 ps−1, which corresponds to about
1.5 nm at a wavelength of 400 nm. Matching the phase-matching bandwidth to the up-
conversion bandwidth, based on Fig. 2.3(a), would require less than 700 µm of BBO or
300 µm of BiBO.
Efficiency scaling of low-efficiency regime
Thin crystals reduce the upconversion efficiency, which is generally not a problem for high-
power applications but must be taken into consideration for quantum applications. As
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Figure 2.3: Phase-matching bandwidth and relative upconversion intensity for
sum-frequency generation. (a) In type-I sum-frequency generation, the acceptance
bandwidth of the crystal is inversely proportional to the length of the crystal and the
group-velocity mismatch between the incident and upconverted fields. In the NIR, BBO
has a lower group-velocity mismatch then BiBO and will therefore have a larger acceptance
bandwidth for the same crystal length. (b) Relative strength of the upconversion intensity
as a function of crystal length normalized to 1 mm of BiBO. The strength of the nonlinearity
χ(2) is about twice as large in BiBO then in BBO. We observe a quadratic to linear change in
the intensity as the crystal length increases and the phase-matching bandwidth decreases.
a result, we would like to get an idea of how the upconversion efficiency scales with the
crystal length. In the low efficiency regime for which Eq. 2.37 is valid, we can obtain the
upconversion efficiency scaling by integrating over the upconverted frequencies ω3. From
Eq. 2.37, we naively expect the efficiency to scale as L2. However, this is only true when
phase-matching is broad or flat, |φ(ω3)| ≈ 1, such that we can ignore its contribution to the
integral. The situation is slightly more interesting when this is not the case. For simplicity,
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we’ll assume the incident fields A1 and A2 are normalized transform-limited Gaussian
pulses, and that the central frequency ω30 is much larger than the bandwidth, such that


















































and the phase-matching bandwidth σPM = 1/(2γ
1/2η31L). When the phase-matching












, the factor of L in the denominator remains and I3 ∝ L. As the
crystal becomes shorter, the upconversion intensity is reduced but the phase-matching
bandwidth also increases. This allows more frequencies to be upconverted, and partially
compensates for the reduction in crystal length. A comparison of these benchmarks for
two different crystals is shown in Fig. 2.3(b). The phase-matching bandwidth and the
upconversion efficiency are important to consider when deciding on the types and lengths
of crystals to use for sum-frequency generation.
2.3 Quantum nonlinear optics
As we’ve seen in the previous section, three-wave mixing is a nonlinear process whereby en-
ergy is exchanged between the modes of three electromagnetic fields. It is used extensively
as a source of single photons, via the process of spontaneous parametric downconversion,
but also to optically gate photons via sum-frequency generation. In this section, I’ll treat
it from a quantum perspective.
2.3.1 Three-wave mixing Hamiltonian
For a quantum mechanical approach to three-wave mixing, we need a Hamiltonian. This
can be achieved via a lengthy derivation which requires first writing down the Langragian
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whose equations yield Maxwell’s equations, obtaining the Hamiltonian, and then quantizing
the electric field in the medium [158, 87]. The result in the interaction picture for the







ijkÊi(~r, t)Êj(~r, t)Êk(~r, t), (2.43)
which is a product of three fields coupled by the nonlinear susceptibility χ
(2)
ijk. Some in-
tuition for the form of the Hamiltonian in Eq. 2.43 can be obtained from the classical
energy density of the field. In Sec. 2.2.1, we found that light induces a polarization in
the medium creating a displacement field D. The displacement field modifies the classical
energy density of the field according to,
u = D(~r, t) · E(~r, t)/2
=
(
ε0E(~r, t) + P




where the displacement field from Eq. 2.3 has the linear and second order contributions
to the polarization included. The second-order nonlinear polarization in Eq. 2.44, adds a







i (~r, t)Ej(~r, t)Ek(~r, t). (2.45)
Working in the interaction picture, the classical Hamiltonian is the total energy of the








i (~r, t)Ej(~r, t)Ek(~r, t). (2.46)
The Hamiltonian in Eq. 2.46 captures the energy correction of the three fields due to the
presence of the medium. Comparing Eq. 2.46 with Eq. 2.43, we find a very similar form.
Returning to Eq. 2.43, if we substitute each field with its positive and negative frequency
contributions Ê → Ê(+)+Ê(−), this leads to 8 different combinations of lowering and raising
operators, consisting of the 8 ways to add and subtract photons from the different modes.
For a given process, only two of these terms will conserve energy. As a result, we only
keep those energy conserving terms as the others will drop out naturally. Furthermore,
































Figure 2.4: Three-wave mixing Hamiltonian. Two terms in the three-wave mixing
Hamiltonian corresponding to (a) spontaneous parametric downconversion (SPDC) and
(b) sum-frequency generation (SFG). Energy-level diagram for the semi-classical picture
of SPDC and SFG are shown. In SPDC, one higher energy photon ω3 is destroyed and
two lower energy photons are simultaneously produced at ω1 + ω2 = ω3. In SFG, two
photons at frequencies ω1 and ω2 are destroyed and a photon of frequency ω3 = ω1 + ω2 is
simultaneously created. The solid and dashed lines represent the ground state and virtual
excited states of the atom, respectively.
where we have chosen mode 3 to be the higher energy mode. The first term corresponds
to SPDC, where a high-energy photon is destroyed and two-lower energy photons are
produced, whereas the second term corresponds to sum-frequency generation, where two
low-energy photons are combined to produce a higher energy one. These two processes are
illustrated in Fig. 2.4.
When working only with time-frequency degree of freedom, we can directly insert the
electric field operators of Eq. 1.3, setting ε to n(ω)2ε0, into the three-wave mixing Hamil-
































We can immediately perform the integral in space,

















where we have defined Φ(ω1, ω2, ω3) as the phase-matching function with the phase mis-
match, ∆k = k3 − k2 − k1, and where k is implicitly frequency dependent, ki = n(ωi)ωi/c.
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The phase-matching function is of considerable importance for both SPDC and SFG with
broadband fields. Its effect on SPDC will be considered in Sec. 2.3.3.
If we assume the photon bandwidths are small compared to their central frequency,
then we can replace the frequency variables in the square root with constants, ωk → ωk0,




















2.3.2 Three-wave mixing unitary
The evolution of a state under this Hamiltonian will depend on the nature of the Hamilto-
nian. For a time dependent Hamiltonian that commutes with itself at different times, the









which is calculated by a Taylor expansion. Unfortunately, the Hamiltonian in Eq. 2.50
does not generally commute with itself [161], and therefore a general solution requires
consideration of time-ordering using a Dyson series. However, it was shown that if the
phase-matching function is flat, Φ ≈ 1, then a Taylor series expansion of Eq. 2.51 remains
valid [162, 163]. Furthermore, the experimental work in this thesis takes place in a low-
efficiency regime where the probability of two conversions is very low and, consequently,
the first-order expansion is sufficient. At this order, the series expansions are the same
with or without time-ordering. As a result, the unitary operator for three-wave mixing in



























We can perform the integral in time which enforces energy conservation,∫
dte−i(ω3−ω2−ω1)t = 2πδ(ω3 − ω2 − ω1), (2.53)
and we see that any process where ω3 6= ω1 + ω2 would be eliminated. Finally, collecting
all constants, the unitary for three-wave mixing to first order is,
U
(1)











2(ω2)a3(ω1 + ω2)Φ(ω1, ω2, ω1 + ω2) + h.c.
(2.54)
2.3.3 Spontaneous parametric downconversion
This section provides the foundations to understand the spectral correlations [164, 157,
165] of the photons produced in parametric downconversion, whereby a high energy-pump
photon is converted into pairs of lower energy photons. I will show that energy-time
entanglement is naturally produced in the process. In general, an analysis of parametric
downconversion must take into consideration both the spatial and the spectral correlations
of the three modes involved. Entanglement between the space and frequency degrees of
freedom is important to consider for source design and otherwise can lead to low heralding
efficiencies [166]. In experiments in this thesis, light is collected in a small cone by coupling
into single-mode fibre, thereby removing any transversal correlations.
We can model the downconversion interaction as a strong pump downconverting into
two lower energy photons, which are referred to as the signal and the idler, such that
ωp = ωs + ωi, where s, i, and p label the signal, idler, and pump, respectively. The initial
state is,
|ψ0〉 = |0〉s |0〉i |ψ〉p , (2.55)
where the pump is modelled by a coherent state, which is an eigenstate of the lowering
operator, â(ω) |α(ω)〉 = α(ω) |α(ω)〉, with a spectral shape given by α(ωp),
|ψ〉p =
∫
dωp |α(ωp)〉 . (2.56)
It’s assumed that no signal or idler fields are initially present. To first order, the evolution
of the initial state |ψ0〉 will be
∣∣ψ(1)〉 = U (1)3WM |ψ0〉. Since the signal and idler are initially
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in a vacuum state, the h.c. term in Eq. 2.54 corresponding to sum-frequency generation, is
immediately eliminated as it has a lowering operator on both those modes. Furthermore,
if we post-select on the final two-photon state, this removes the constant term in Eq. 2.54.








i (ωi) |0〉s |0〉i . (2.57)
The SPDC wavefunction in Eq. 2.57 describes a state which is a superposition of signal
and idler frequency modes, a†s(ωs) and a
†
i (ωi), with amplitudes weighted by the product of
the pump amplitude, α(ωs + ωi), and the phase-matching function Φ(ωs, ωi, ωs + ωi). We
refer to this weighting function as the joint spectral amplitude (JSA),
F (ωs, ωi) = α(ωs + ωi)Φ(ωs, ωi, ωs + ωi), (2.58)
and it characterizes the spectral correlations of the photons produced in SPDC. In gen-
eral, the joint spectral amplitude function in Eq. 2.58 will not be separable, F (ωs, ωi) 6=
Fs(ωs)Fi(ωi). As a result, the photons produced in downconversion will be energy-time
entangled.
An example joint-spectral amplitude function for SPDC is shown in Fig. 2.5. The
contribution from the pump in Fig. 2.5(a) is always at 45 degrees. Due to energy conser-
vation, if the signal photon has a higher energy, then the idler photon must have a lower
energy such that they both add up to the same pump energy. The contribution from the
phase-matching function, which is related to momentum conservation, will depend on the
particular wavelengths and crystals being used. Typical crystals and wavelengths will also
produce anti-correlations in the phase-matching (see Sec. 2.3.4), as in Fig. 2.5(b) [164].
As a result, the photons from downconversion are typically anti-correlated in frequency, as
illustrated in Fig. 2.5(c). Nonetheless, it is possible to tailor the phase-matching function
by choosing the appropriate crystals and wavelengths to manipulate the joint spectral am-
plitude in order to create both uncorrelated and correlated states [157, 167, 168, 169, 170].
Spectral filters are often used on each photon with two main roles: to define spectral
properties and remove noise or background light from the pump. Spectral filtering can also
be used to improve the purity of single photon state, at the cost of a reduced heralding
efficiency [171]. If spectral filters are included, then the JSA in Eq. 2.58 becomes,
F (ωs, ωi) = α(ωs + ωi)Φ(ωs, ωi, ωs + ωi)Hs(ωs)Hi(ωi), (2.59)























Pump Phase matching Joint spectrum(a) (b) (c)
Figure 2.5: Joint spectrum of parametric downconversion. The spectral correlations
of the photons produced in downconversion are a product of the (a) pump shape and the
(b) phase-matching function. Energy conservation enforces the pump contribution to the
joint spectral amplitude to always be at 45 degrees. The phase-matching function, however,
depends on the wavelengths of the photons involved and the specific crystals being used.
For the BiBO crystals and wavelengths used in this thesis, the phase-matching function
is slightly off the 45 degree axis, giving a (c) joint spectral amplitude function, F (ωs, ωi),
with strong frequency anti-correlations. Different phase-matching conditions will lead to a
different joint spectral amplitude function.
2.3.4 A Gaussian model of downconversion
To first order, in order to capture the spectral correlations of downconversion, and in







i (ωi) |0〉 . (2.60)
We can obtain intuition on the form of the JSA and the spectral correlations in downcon-
version by modelling the functions in Eq. 2.59 as Gaussian functions. Since the product
of two Gaussian functions is also a Gaussian function, then the JSA will also be Gaussian.
This model is used extensively in subsequent chapters, and as a result we mention its
origins here. Note that it will not account for higher-order terms in the downconversion
Hamiltonian, in particular related to double-pair emission.
We take the pump spectral amplitude function, α(ωp), to be a Gaussian with central











As before, we Taylor expand the phase mismatch ∆k to first order assuming the 0th order
is phase-matched,

























= ηpi(ωi − ωi0) + ηps(ωs − ωs0), (2.62)
where ηij = dki/dω − dkj/dω is the difference in the inverse group velocities of photons in
mode i and mode j, as they travel through the downconversion crystal. We approximate
the phase-matching function as a Gaussian, such that,
φ(ω1, ω2, ω1 + ω2) = exp(−i∆kL/2)sinc(∆kL/2) ≈ exp(−i∆kL/2) exp(−γ∆k2L2),
(2.63)







Combining the approximations for the pump bandwidth and the phase-matching function,
we have a JSA approximated to first order by,
























(ωs − ωs0) (ωi − ωi0)
]
.
The exponent in Eq. 2.65 consists of three terms: the first two are applied to only the
signal and only the idler, respectively, and the third term is related to the correlations
between the signal and idler photons.
Rather than keep track of all the parameters in Eq. 2.65, a convenient way of expressing
two-dimensional correlated Gaussian functions is in the form [172],





















where σs, and σi, are the standard deviations of the marginals for the signal and idler,
respectively, and ρω is the statistical correlations. A list of properties and a visual repre-
sentation of 2D Gaussian functions such as in Eq. 2.66 are detailed in Appendix B. These
parameters can be measured experimentally (see Table 4.1), and can be subsequently used
to predict properties of the state.
In this representation, we can explicitly write out the marginal bandwidths, σs, σi, and




2 (1 + 4L2γηpi2σp2)
]
σp2 + Πs












2 (1 + 4L2γηps2σp2)
]
σp2 + Πs


























We consider the statistical correlation ρ. We can see that the numerator consists of two
terms, one which contains the pump bandwidth, σp, and the other which contains ηpiηps,
the product of the difference in group delays of the pump and the downconverted photons.
For most materials, the pump travels slower than the downconverted photons, and as a
result, ηps = τp − τs > 0 and ηpi = τp − τi > 0, are both positive. This makes ρω negative,
and the photons anti-correlated in frequency as in Fig. 2.5. To change the sign of the
correlation directly from the source, the phase-matching function must be engineered such
that either the signal travels slower than the pump, ηps < 0, or the idler travels slower
than the pump, ηpi < 0, but not both such that ηpsηpi < 0.
In the limit of flat phase-matching, which we approximate with L→ 0, the parameters

























The spectral marginals, σs (Eq. 2.68) and σi (Eq. 2.69), are heavily influenced by the band-
width of spectral filters, Πs and Πi, respectively. The spectral correlations, ρω (Eq 2.70),
between the photons are always negative, as one would expect with no phase matching,
and depend on the ratio of the pump bandwidth to the filters.
2.3.5 Schmidt modes of downconversion
The spectral amplitude function provides a complete description of the two-photon state
in a continuous time-frequency space, and the work in Chapter 6 consists in developing
techniques to reconstruct it. If the JSA is known, then a Schmidt decomposition from
Eq. 1.25, |ψ〉 =
∑
k λk |ϕk〉 |φk〉, can be applied directly. The resulting Schmidt modes of
downconversion (|ϕk〉 and |φk〉), have been studied both theoretically [173, 174, 175, 176,
177, 178] and experimentally [109, 179].
We can calculate the Schmidt modes of the Gaussian model above using a singular
value decomposition. The transform-limited Gaussian state F (ωs, ωi) in Eq. 2.66 is first
discretized into a 2-d array, and the singular value decomposition is then applied directly
to the array. The decomposition gives a series of orthogonal states, |ϕk〉 and |φk〉 (see
Eq. 1.24 and Eq. 1.25), which are shown in Fig. 2.6 for a frequency anti-correlated state with
ρ = −0.995. These can be shown to be exactly the Hermite-Gauss modes [180]. We observe
by comparing Fig. 2.6(b) and Fig. 2.6(c), that the odd signal and idler Schmidt modes are
anti-correlated in frequency. In Fig. 2.6(d), the joint spectral intensity is illustrated for
the Schmidt decomposition when the first k = {0, 1, 2, 3} terms in the series are included.
These will constructively or destructively interfere depending on the value of the weighting
coefficient λk. We observe, from left to right, that the JSA becomes more anti-correlated
as successive terms in the series are added.













The larger the spectral correlations, the larger the entanglement, and the larger the number
of Schmidt modes which are required to describe the state. A straightforward way to
experimentally assess the effective number of spectral modes produced in downconversion
is with a measurement of the unheralded g(2)(0). In the low-gain regime, the unheralded



































Figure 2.6: Schmidt modes of the SPDC state. A singular value decomposition is
applied to the joint spectral amplitude of the SPDC state in the downconversion, |ψ〉 =∑
k λk |ϕk〉 |φk〉. (a) The probability λ2k of each mode is illustrated along with the first
few eigenmodes of the decomposition for the (b) idler and (c) signal. The state has an
effective mode number of K ≈ 10. (d) The downconversion state when the first k terms
are included in the series expansion. As successive terms in the series are added, the JSA
becoming more and more anti-correlated.
which can be calculated explicitly by applying the Schmidt decomposition directly to the
Hamiltonian in Eq. 2.50 and considering each spectral mode k in the sum as a two-mode
squeezed state. When one mode of a two-mode squeezed state is traced out, the reduced
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state is a thermal state, which has a g(2)(0) = 2. However, when the two-mode state
is composed of multiple two-mode squeezers, this reduces the g(2)(0). In the limit of an
infinite number of modes (K →∞), the reduced state has the same statistics as a coherent
state, which has a g(2)(0) = 1. Therefore, the unheralded g(2)(0) will have a value between
1 and 2 depending on the number of spectral modes composing the state.
2.3.6 Heralded single photons
As was discussed in Chap. 1, heralded sources of single photons are important for quantum
communication and linear optics quantum computing. Using our model of photon pairs
in Eq. 2.60, we can predict the spectral properties of these heralded photons. A heralded
signal photon is obtained by triggering on a detection of the idler photon. Mathematically,
we take the partial trace of the idler in Eq. 2.60, leaving the reduced density matrix of the
signal,







†(ωs) |0〉 〈0|s a(ω
′
s). (2.73)
Equation 2.73 is the mixed state describing a heralded single photon composed of a mixture



















where φk(ωs) are orthonormal spectral amplitude functions and λk are weighting coefficients
as in Eq. 1.24. We see that Eq. 2.75 is just the two-time correlation function of the mixed
state in Eq. 2.73, C(ωs, ω
′








s), where the weighted






















If ρω = 0, then Eq. 2.76 is factorizable and ρ̂s = |ψs〉 〈ψs| in Eq. 2.73 is pure, whereas, if
ρω 6= 0, ρ̂ is not pure and the heralded single-photon will be in a mixed state.
For a more quantitative analysis, we can calculate the purity of the heralded photon
state, which is equivalent to the purity of the partial trace over the idler photon. For the

























The purity of the partial trace can also be used to indicate the presence of entangle-
ment [111]. When ρω = 0, the purity of the partial trace is P = 1, indicating a pure single
photon state and a factorizable two-photon state. On the other hand, as the magnitude
of ρω gets larger, the purity decreases and the entanglement in the two-photon state in-
creases. Therefore, from Eq. 2.78, we see that the statistical correlation ρω between the two
photons is directly related to whether entanglement is present in the system or not. Con-
sequently, photon pairs which would be useful for applications requiring high-dimensional
energy-time entanglement, and therefore strong spectral correlations, would not be useful
for linear optics quantum computing, which requires spectrally pure states [21].
2.3.7 Coherence times of downconversion
Coherence is an extremely important to both classical and quantum optics as it sets the
important length scales or time scales of any interference phenomena. It is the subject
of entire textbooks [184] and central to the development of quantum optics [185, 186]. In
Sec. 5.3.1, we will experimentally revisit the concepts of single-photon and two-photon
coherence times in the context of Franson interferometry. For now we simply distinguish
the one-photon and two-photon coherence times in parametric downconversion.
Classical light sources are often characterized by their coherence time. In parametric
downconversion, photons are created in pairs and can be entangled. As a result, there
are two time scales of interest: the time scales over which the photons on either side can
interfere with themselves, for example as in the case of heralded single photons, and the















Figure 2.7: Coherence times in downconversion. We distinguish the (a) single-photon
coherence time and the (b) two-photon coherence time as the time scales over which in-
terference in the singles rates and the coincidence rate can occur. This is represented
with the joint-temporal intensity for an example two-photon state produced in parametric
downconversion (a) which is shifted in one direction, corresponding to a time delay applied
to only one photon and (b) which is shifted along both directions, corresponding to a time
delay applied to both photons. Interference will be observed when there is overlap between
the two distributions.
track down in any experiment involving SPDC sources as they set the size of interferometers
that we can use in the lab. They can be quickly estimated by considering the following
quantity [156],
Q ≡
∣∣∣〈Ê(−)1 (t) Ê(−)2 (t) Ê(+)2 (t− τ2) Ê(+)1 (t− τ1)〉∣∣∣ , (2.79)
which was seen previously in Sec. 1.6.3 when considering the interference visibility of
stochastic fields. Equation 2.79 describes the average overlap between two electric field
modes, E
(+)
1 (t− τ1) and E
(+)
2 (t− τ2) displaced by a time delay τ1 and τ2, with two undis-
placed electric field modes, E
(−)
1 (t) and E
(−)
2 (t).
For the two-photon wavefunction in Eq. 2.60, with the modes 1 and 2 replaced by the
signal and idler modes, Eq. 2.79 is,
Q =
∣∣∣∣∫ dωsdωiF (ωs, ωi)F ∗(ωs, ωi)eiωsτseiωiτi∣∣∣∣ (2.80)
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(σsτs − σiτi)2 − (1 + ρ)σsσiτsτi
]
(2.81)
We learn two things from Eq. 2.81. First, if one of the delays is set to zero, τi = 0, then Q is
the average overlap between a heralded single photon and its delayed copy, as in Fig. 2.7(a),








. There is a characteristic time scale, 1/σs = 1/∆ωs, which is the
inverse marginal bandwidth (see Appendix B). When the applied delay is much greater
than this time scale, τs  1/σs, Q = 0 and interference of a heralded single photon is no
longer visible. This is the single-photon coherence time, and is identical to the classical
coherence time. Second, when τi = τs and σi = σs, then equal time delays are applied to
both copies, as in Fig. 2.7(b), and Q = exp [−(1 + ρ)σ2τ 2]. We find a second characteristic
time scale 1/
√
2(1 + ρ)σ = 1/∆(ωs + ωi) , which is related to the two-photon bandwidth
(see Appendix B). When the delays are larger than this time scale, τ  1/
√
2(1 + ρ)σ,
interference in the coincidences no longer occurs. This is the two-photon coherence time.
Both time scales are important in interferometry experiments with photons produced in
downconversion as will be seen in Chap. 5.
2.3.8 Quantum sum-frequency generation
We briefly revisit sum-frequency generation but from a quantum point of view. Since sum-
frequency generation is a completely classical process, we expect its quantum analogue to
be similar. In this section, we calculate the sum-frequency generation unitary and show
that this is indeed the case for the low-efficiency regime. With the quantum description,
however, it is straightforward to calculate the evolution of a mixed state or a partially
entangled state under sum-frequency generation, something not possible with the classical
model of sum-frequency generation. We calculate the state after upconverting both photons
from a downconversion pair.
Starting with the three-wave mixing Hamiltonian in Eq. 2.52, making the substitution,
ω2 = ω3 − ω1, and emphasizing the h.c. term in Eq. 2.52 instead, the unitary for sum-
frequency generation in the low-efficiency regime is,
U
(1)









3(ω3)a2(ω3 − ω1)a1(ω1)Φ(ω1, ω3 − ω1, ω3) + h.c.
(2.82)
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The term in the unitary describes the destruction of two low-energy modes 1 and 2 and
the creation of a higher energy mode 3. We label the signal, s, and the gate, g, as the
two low energy modes and the upconverted signal mode us, such that ωs + ωg = ωus . The
initial state is,
|ψ0〉 = |0〉us |α〉g |ψ〉s , (2.83)
where the strong gate pulse, |α〉g =
∫
dωg |α(ωg)〉, is modelled as a coherent state with




modelled as a pure state with spectral amplitude F (ωs). Applying the sum-frequency
generation unitary to the initial state, U
(1)
SFG |ψ0〉, the h.c. term in Eq. 2.82 drops out as
the initial upconverted mode is the vacuum. Keeping the term of interest, we find the final
state to be,∣∣ψ(1)〉 ∝ χ(2)L
12
∫
dωsdωusα(ωus − ωs)Φ(ωs, ωus − ωs, ωus)F (ωs)a†us(ωus) |0〉us , (2.84)
which is a convolution of the spectral amplitude of the gate pulse α(ωus − ωs) and the
spectral amplitude of the input signal photon F (ωs) with the phase-matching function
Φ(ωs, ωus − ωs, ωus) of the process. The upconverted state in Eq. 2.84 has exactly the
structure as the classical upconverted field found in Eq. 2.36. This is expected since the
starting signal mode is in a spectrally pure state.
Now, however, it’s possible to extend the calculation to upconverted photon pairs from
an entangled state. Figure 2.8 provides an example of such a scenario. We start with a
signal and idler pair in a potentially entangled state |ψsi〉 of the form of Eq. 2.60. Both
photons are individually upconverted by strong gate pulses |α〉gi and |α〉gs to upconverted
modes us and ui. The initial state is thus,
|ψ0〉 = |0〉us |α〉gs |0〉ui |α〉gi |ψ〉si . (2.85)
Assuming the same crystal configurations and upconversion efficiencies, the final state after






dωsdωidωuidωusα(ωus − ωs)Φ(ωs, ωus − ωs, ωus)
× α(ωui − ωi)Φ(ωi, ωui − ωi, ωui)













Figure 2.8: Model for double upconversion. Photon pairs produced in parametric
downconversion are upconverted with two strong gate pulses.
The resulting wavefunction describes an energy-time entangled state in which both photons
are upconverted. It holds in the low-efficiency regime. High-efficiency and high-fidelity
conversion may also be achieved in principle with Gaussian waveforms on both single and
energy-time entangled photons [163, 161]. In Chap. 6, the result obtained in Eq. 2.86 will be
used to numerically model the expected measured intensity correlations when upconverting
two photons with realistic nonlinear crystals.
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Chapter 3
Ultrafast pulse manipulation and
measurement
3.1 Chapter Overview
Femtosecond lasers provide excellent tools for pulse generation. Such pulses can be used as
a measurement tools for physical [187], chemical [188], and biological processes [189], but
others require precise control over the waveform of light [190] which can be achieved with
pulse-shaping [191]. With the development and increased control over ultrafast pulses of
light comes the problem of pulse measurement [192, 182]. Pulses in the several picoseconds
or longer can be measured with standard photodetectors. With knowledge of the spec-
trum, this can provide a reasonable characterization of the laser pulse. However, many
phenomena require the ability to measure events with subpicosecond resolution.
In this chapter, I focus on the techniques used to manipulate and measure ultrafast
classical pulses of light. Since both classical and quantum states of light support the same
electromagnetic time-frequency modes, the models for describing the manipulation and
measurement of classical light extend naturally to ultrafast quantum states of light. Many
can thus be tailored for quantum applications with light. The concepts of dispersion and
chirp are first established in Sec. 3.2. Then, a few standard techniques used to measure
ultrafast pulses are presented in Sec. 3.3. These employ the fast nonlinearities of χ(2)
materials to make a fast detector out of a fast gate and a slow detector. In particular,
I describe optical gating in Sec. 3.3.1 and frequency resolved optical gating (FROG) in
Sec. 3.3.4. These discussions bring us to the topic of phase retrieval and its connection to
the full reconstruction of the electric field in Sec. 3.4.
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3.2 Ultrafast pulse manipulation
When a light pulse travels through a medium, different electromagnetic modes will interact
differently with the dipoles in the medium, and as a result these modes will travel at
different speeds. The power will be dispersed and the pulse is stretched out in time.
This can be due to a variety of effects, including modal dispersion, polarization dispersion,
nonlinear dispersion, and chromatic dispersion, and each will have important consequences
on optical communications. In this work, chromatic dispersion plays an important role in
manipulating the temporal shape of entangled photons. Chromatic dispersion occurs when
the group velocity changes as a function of the frequency. For short pulses composed of
many frequencies, a small amount of chromatic dispersion can very rapidly distort the pulse.
This can be a problem for long-distance communication through passive optical systems
such as fibres but can also be exploited for controlling, manipulating, and measuring light
pulses [182]. In this section, the concepts of chirp and chromatic dispersion are introduced
via the pulse propagation equation.
3.2.1 Pulse propagation through dispersive media
In the absence of a nonlinearity, pulses propagate according to Eq. 2.18 and the spectral
amplitude is constant. The spectrum in Eq. 2.18 contains both positive and negative
frequency components. However, since the field in time is real, the two regions contain
the same information. Therefore, we’ll ignore the negative-frequency region [192, 11] and
just work with the complex amplitude of the wave. The frequency components of the
propagating complex field are thus given by,
Ẽ(ω, z) = |Ẽ(ω, z)|e−iφ(ω,z). (3.1)
If a pulse is composed of many frequencies, each frequency component in the pulse will
pick up a spectral phase,
φ(ω, z) = k(ω)z. (3.2)
The relative phase of each frequency will change as the pulse propagates and this will







= |Ẽ(t, z)|e−iψ(t,z), (3.4)
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where ψ(t, z) is the temporal phase of the pulse. Since we are typically concerned with
signals centred around a central frequency ω0, the wave vector can be expanded around
ω0,
k(ω) = k(ω0) +
dk
dω










(ω − ω0)3 + · · ·
= k0 + k1(ω − ω0) +
1
2
k2(ω − ω0)2 +
1
6
k3(ω − ω0)3 + · · · ,
(3.5)
where kn is the nth derivative of k(ω) evaluated at ω0. Inserting the expansion of Eq. 3.5
into Eq. 3.2, we see that the derivatives of the propagation constant, k0, k1, k2, k3 also
correspond to the constant, linear, quadratic, and cubic terms of the spectral phase. The
nice thing about this expansion is that up to the quadratic spectral phase, each of these
terms has a very physical meaning in terms of the pulse propagation. For example, a



































By inspecting Eq. 3.6, we see that the pulse remains Gaussian with modified parameters.
The first coefficient k0 in the expansion shows up in the first term of Eq. 3.6 and is related
to the phase velocity vφ = ω0/k0. The first derivative k1 appears in the second term, and
is the inverse group velocity vg = 1/k1 of the pulse. The decreased velocity in the medium
makes the wave packet arrive with a group delay τg = z/vg.
Higher order derivatives will modify the shape of the pulse. In particular, chromatic
dispersion occurs when the quadratic spectral phase is nonzero, k2z 6= 0. This can be
observed by evaluating frequency-dependent time delay, which is the derivative of the




= k1z + k2(ω − ω0)z
= τg + 2A× (ω − ω0).
(3.7)
The relative time delay of each frequency depends on the chirp parameter, A = k2z/2,
and the separation to the centre frequency ω0. Different frequencies travelling at different
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velocities walk off from each other in time, and as a result, the pulse is stretched in time






















duration will be a factor
√
2 larger than the transform limited pulse duration. The presence
of a spectral or temporal phase will increase the time-bandwidth product from Eq. 1.37. A
spectral phase will not modify the spectral content of the pulse, and therefore the spectral
bandwidth ∆(ω) = σω remains the same. From Eq. 3.8, it will increase the time duration
of the pulse, ∆(t) = σt, and therefore for any value |A| > 0, the time-bandwidth product
∆(ω)∆(t) will increase. It is therefore also a useful metric to characterize the degree of
chirp [12].

















with both linear and quadratic terms in time. The quadratic term in the temporal phase
leads to an instantaneous frequency that changes with time t. The instantaneous frequency

















and it changes linearly with time t, i.e., the pulse is chirped. In addition, the frequency
ωinst will increase or decrease as a function of time depending on the sign of the chirp
parameter, A.
In summary, a quadratic spectral phase φ(ω) shifts the different frequency components












Figure 3.1: The effect of spectral chirp on temporal profile of a pulse. (a) A
transform limited Gaussian pulse has no spectral phase, φ(ω) = 0, and all frequency
components arrive at the same time. (b) A light pulse with chirp A has a frequency that
changes with time. The derivative of the spectral phase dφ/dω has units of time and
corresponds to the time delay of each frequency, which depends on the distance to the
centre frequency. Lower frequencies arrive before or after higher frequencies depending on
the sign of A.
travels, and this can be summarized as follows:





















A quadratic temporal phase ψ(t) shifts the instantaneous frequency at a specific time. Con-
trol over both quadratic spectral and temporal phases enable the shaping and measurement
of pulses in frequency and in time [182].
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3.2.2 Controlling and manipulating chirp
The three main sources of dispersion in optics arise from material dispersion, angular
dispersion from refraction and diffraction, and interferometric effects. A variety of methods
exist in each of these categories to control the spectral phase of light using tools and
optical components readily available in most ultrafast labs. In this work, we distinguish
two different types of dispersion. The first is normal dispersion, which corresponds to a
positive chirp, A > 0, where low frequencies travel faster than high frequencies. Normal
dispersion occurs when light travels through most material including nonlinear crystals and
fibres, due to the variation of the refractive index with frequency. The second is negative
or anomalous dispersion, which corresponds to negative chirp, A < 0, when high frequency
components travel faster than low frequencies. Negative dispersion can be engineered
in dispersion-compensating fibre in the telecom using waveguide dispersion [193]. In the
NIR, geometric techniques using angular dispersion are widely used to implement negative
dispersion [194]. The idea is to use the frequency dependent deflection angle of light at
certain optical interfaces to create different path lengths for different wavelengths through
an optical system. This has provided powerful methods to engineer negative dispersion
using prism compressors [195] and diffraction gratings [196]. Pulse shapers with spatial
light modulators [197, 198] can also be used to provide more control over the spectral
phase.
Prism compressors provide low-loss negative dispersion making them advantageous for
applications in mode-locked lasers or near single-photon level [199]. Prism compressors
can provide fine tuned dispersion compensation, however, for large amounts of disper-
sion they require large inter-prism distances which can introduce spatio-temporal distor-
tions [200, 201]. Folded geometries have been employed to overcome these effects [201, 199]
with the ability to introduce on the order of -50 fs2/mm. Grating compressors use the
diffraction of light between two gratings to provide angular dispersion. They can introduce
larger amounts of dispersion but also come with higher loss. However, with the correct ge-
ometry, the energy scattered into the first-order diffracted beam can be 90% of the incident
beam [202], making them still amenable for single-photon applications [161]. Diffraction
gratings cannot however easily provide dispersion control through a zero value [195]. In
this work, we overcome this limitation using a dispersion control system consisting of ma-
terial dispersion in fibre and grating compressors, providing large tunable control of the
quadratic spectral phase of photons. Both components of the dispersion control system
are detailed below. Such a technique, however, is not practical for high-intensity pulses
due to the possibility of self-phase modulation in fibre [11].
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Material dispersion
The dispersive properties of material arise from the frequency dependent index of refraction
n(ω). In fibre, both the material dispersion and waveguide dispersion need to be considered.
Only the effect of material dispersion is considered here. Using Eq. 2.19, the group velocity















































Therefore, if we know n(ω) then we can predict how a pulse will propagate through the
material. For optically transparent materials and wavelengths far from resonance, the
susceptibility, and therefore the wavelength dependent index of refraction, is well described
by the Sellmeier equation [202, 11],







which has the form of the Lorentz model of the atom but for multiple resonances [202].
The different terms in the expansion account for different resonances at λk with coefficient
ck, which can be found in tables [193].
Since the Sellmeier equations are usually given in terms of wavelength, we express

















































In optical and quantum communication, fibres made from silicon dioxide (SiO2) are the
channels that connect sources and detectors. In quantum optics experiments, they are
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Table 3.1: Sellmeier Equations. Wavelength dependence of the index of refraction for
fused silica (SiO2) used in fibre optics, barium borate (BBO), and bismuth borate (BiBO),
two common nonlinear crystals for ultrafast applications. BBO is uniaxial and has two
axes, an ordinary axis, no, and extraordinary axis, ne, whereas BiBO is a bi-axial crystal
and all three axes must be specified. Values obtained from Ref. [193, 203].
Material Sellmeier Equation (λ in µm) Wavelength Region (µm)
SiO2 n





























often used to decouple the source from the experiment allowing independent optimization
of each. In the NIR, fibres always produce positive chirp. For ultrafast applications, it’s
important to know how much chirp this will create. We can estimate the chirp produced
by a fibre neglecting waveguide dispersion. Inserting the Sellmeier equation for SiO2 from
Table 3.1 into Eq. 3.18 and Eq. 3.19, we find at 800 nm a group velocity about 2/3 the
speed of light, vg = 0.68 c, and a chirp parameter A = 180 fs
2/cm. In such a fibre, a 120 fs
(rms) pulse will broaden to
√
2 times its size after 80 cm of fibre.
Grating based compressors
The bending of light due to diffraction leads to ways of engineering group-velocity dis-
persion [196]. This is achieved by using a pair of parallel gratings where the separation
between the gratings determines the amount of spectral chirp applied to the input light.
A schematic of a grating compressor is shown in Fig. 3.2. An input broadband beam is
incident on the first grating with an incident angle θin. The diffracted angle at the first
grating θD is a function of the wavelength λ, and is given by the grating equation [12],









Figure 3.2: Grating compressor. A pair of gratings can be used to produce anomalous
dispersion or negative chirp. A broadband beam is incident on the first grating at angle θin.
The diffracted angle θD is a function of frequency, measured with respect to the grating
normal.
where Λ is the period of the grating often quoted in lines per mm (l/mm) and m is the
diffraction order. The longer wavelengths (red) are diffracted at a larger angle than shorter
wavelengths (blue), as in Fig. 3.2.
After the second diffraction, different frequencies are parallel and separated in space.
The angular dispersion created by the first grating is converted to spatial dispersion. To
remove the spatial dispersion, the light can be passed through the optical system a second
time. A mirror placed perpendicularly to the output rays will reflect the rays back onto
themselves and back through the compressor. At the output, all frequencies end up in the
same spatial mode, with higher frequencies (blue) having travelled less distance than lower
frequencies (red) in the compressor, such that the higher frequencies leave the compressor
ahead of the lower frequencies.
The diffraction order, m = −1, is the order normally used for pulse compression and
spectrometers. Commercial gratings are most efficient when the light is diffracted back
along the incident ray, sin(θD) = − sin(θi) such that θD = arcsin(mλΛ/2). This condition
is known as the Littrow configuration [202]. With this order and configuration, an efficiency
above 90% at 800 nm can be achieved for a single reflection, with the total compressor
efficiency after 4 grating reflections of 65%. However, the efficiency is wavelength dependent
and can drop rapidly for smaller wavelength. For example, the same grating at 725 nm
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will have an 80% efficiency at each reflection, corresponding to a total efficiency of 40%.
As a result, the wavelength range must be kept in mind when buying gratings.











Passage through the compressor always leads to negative dispersion, which is linear in
the separation D between the gratings. By adjusting this separation, it is possible to
control the amount of negative chirp applied. This can be used to compress a positively
chirped pulse or stretch a transform-limited pulse. Since fibres in the visible apply positive
dispersion and a compressor applies negative dispersion, a grating compressor can be used
to compensate for the material dispersion introduced by the fibre. As a result, it’s possible
to control the quadratic spectral phase with a fibre and a compressor. At a wavelength of
λ=800 nm, a periodicity of Λ=1200 lines/mm, and a diffraction angle close to the Littrow
condition, θD ≈ 29◦, a quadratic of chirp of A ≈ −1700 fs2/mm is attained, approximately
100 times more spectral chirp than in fibre. It is possible to make the dispersion of a
grating compressor positive by inserting two convex lenses between the gratings, which
effectively makes the distance D in Eq. 3.22 between the gratings negative [204].
For large bandwidths, the third-order dispersion becomes important to consider. The



























The third-order dispersion in Eq. 3.23 always has the opposite sign of the second-order
dispersion in Eq. 3.22. Since gratings always apply negative second-order dispersion, the
third-order dispersion will be positive. This is the same sign as the material dispersion
introduced by fibres in the visible. As a result, while compressors can cancel second-order
dispersion, the third-order dispersion of a fibre and compressor system will add. Using a
combination of grating compressor and prism compressor can compensate for second- and
third-order dispersion [205, 206].
3.3 Ultrafast pulse measurement techniques
In this section, I will introduce a few standard pulse measurement techniques employed
in the ultrafast and nonlinear optics communities, including optical gating, the intensity
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cross-correlation and auto-correlation, as well as frequency resolved optical gating (FROG).
For an excellent review of ultrashort electromagnetic pulse characterization see the review
by Walmsley and Dorrer [182].
3.3.1 Optical gating
In ultrafast optics, nonlinear processes are often used to provide a gate in time. The
extremely fast response time of the polarization to an electric field provides the neces-
sary interaction to create an optical gate on very short time scales. We can estimate





= F [n2(ω)− 1], where the index of refraction is obtained by the Sellmeier
equations in Eq. 3.17. Using the values for BBO found in Table. 3.1, this leads to a
response time of about 2 fs. Thus, in principal optical gating with ultrafast pulses can
resolve processes down to this time scale. In practice, however, ultrafast pulses near 2 fs
are extremely challenging to produce as this time scale is close to a single-cycle of the
electric field. Other techniques such as attosecond generation are used to get below one
femtosecond [207].
Common approaches for optical gating use second harmonic generation of an input field
or sum-frequency generation of two fields in a nonlinear crystal, as shown in Fig. 3.3. The
delay between the two pulses is varied such that only when the two input fields overlap in
time inside the crystal, a higher energy upconverted field will be produced which can be
measured on a slow detector. From Eq. 3.24, the intensity of the upconverted field,
Iu(t) ∝ Is(t)Ig(t− τ), (3.24)
is proportional to the product of the signal intensity, Is(t) = |Es(t)|2, and gate pulse
intensity, Ig(t) = |Eg(t)|2, and also depends on the time delay τ between the two fields.
If the separation in time τ between the two pulses is larger than their width in time, the
upconverted intensity goes to zero. As a result, one laser pulse, mediated by the interaction
in the crystal, provides a fast gate in time for the other pulse. Moreover, the time resolution
of the measurement is no longer limited by the response time of the detector but by the
classical pulse duration of the gate, which for an ultrafast laser pulse can easily be on the
order of 100 fs. Equation 3.24 remains valid in the low-efficiency regime, such that the
gate power depletion can be ignored, and for broad phase-matching bandwidths. Phase
matching has a considerable effect on optical gating and its effects on pulse measurement










Figure 3.3: Noncollinear sum-frequency generation for optical gating. An ultrafast
laser pulse mediated by a nonlinear crystal acts as a fast gate for another signal field.
(a) When the gate pulse and input field arrive at different times in the crystal, nothing
is observed. (b) However, when the gate and signal overlap in time in the crystal, an
upconverted signal can be observed on a slow photodetector.
Common experimental arrangements for measurements involving optical gating include
collinear and noncollinear geometries. In a noncollinear geometry as shown in Fig. 3.3, the
sum frequency generated signal is emitted in a different direction than the second harmonic
of the individual signal and gate pulses. This has the advantage that the constant SHG
background can be spatially filtered from the SFG signal. In addition, if the signal and gate
have different wavelengths, it’s possible to further spectrally filter the SHG background.
A combination of these techniques has proven useful for single-photon applications where
noise rejection is critical [208, 84, 100, 209].
3.3.2 Intensity correlation measurements
Cross-correlation
Optical gating is used extensively in this thesis to obtain information on the temporal
profile of laser pulses or photons. The simplest measurements to perform is the intensity
cross-correlation of two fields or intensity auto-correlation of one input field. Here, a
signal and a gate field are mixed in a nonlinear crystal and the average power of the
upconverted light is measured as function of the time delays between the two pulses. The
time-integrated power of the upconverted light at each time delay τ is proportional to the





The intensity cross-correlation, by definition, is insensitive to any temporal phase, but can
nonetheless be used to recover the intensity trace of the signal. When the gate pulse Ig
is much shorter than the signal pulse Is, the cross-correlation yields the intensity Is(t)
of the signal pulse. Replacing Ig(t) with a delta function δ(t) gives Is(t) exactly. More
realistically, the signal pulse is convolved with a gate pulse of finite width and this has a
tendency to make measured cross-correlation broader. For example, the intensity cross-










Inferring the width of the signal pulse from the cross-correlation thus requires deconvolving
the broadening effect due to the gate. With knowledge of the spectrum of the signal, the
width of the signal pulse can be used to determine the proximity of the signal to a transform
limited pulse duration and estimate the amount of chirp present.
Auto-correlation
If a reference pulse is unavailable, and the same pulse is used as the signal and the gate,
Is = Ig, Equation 3.25 becomes the intensity auto-correlation. This can give an idea
of the temporal extent, but it cannot provide details of the pulse shape. Assuming a
Gaussian pulse, the intensity auto-correlation will be
√
2 broader than the input signal,
and as a result, the signal width can be estimated from the auto-correlation. The factor
will vary, however, depending on the assumed functional form, e.g., whether it is Gaussian,
Lorentzian, or any other shape. Therefore, the intensity auto-correlation can only provide
an estimate of the temporal width. In general however, the intensity auto-correlation
cannot be used to recover the temporal intensity of the input signal. From the Wiener-
Khinchin theorem [184] but applied to the intensity instead, the Fourier transform of the










dtI∗s (t)Is(t− τ)e−iωτ = |Ĩ(ω)|2, (3.26)
where Ĩ(ω) is the Fourier transform of I(t). Equation 3.26 doesn’t provide the phase of
Ĩ(ω), which is necessary in general to completely recover the temporal intensity I(t). The
temporal profile of the intensity auto-correlation is necessarily symmetric and in general
not unique. Therefore caution must be taken when estimating the intensity pulse shape
from the auto-correlation.
As in optical gating, noncollinear upconversion geometries are advantageous for inten-
sity correlation measurements as they allow the signal to be isolated from the constant
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background. In such configurations, geometrical smearing can lead to a slight tempo-
ral broadening of the measured correlation [210]. For small opening angles, the effect at
800 nm is negligible [12]. With large opening angles, the effect has been used for single-shot
auto-correlation of pulses [211].
3.3.3 Spectrography
Instead of measuring only the integrated power for each time delay, resolving the spectrum
of the upconverted field provides more information than the auto-correlation or cross-
correlation alone. Such a measurement consists in a form of spectrography, whereby the
spectral and temporal intensities are measured in series and aim at measuring simultane-
ously the arrival time and frequency of a pulse.
The measurement of the frequency distribution of a pulse at different temporal slices
is known as a spectrogram,
S(τ,Ω) =
∣∣∣∣∫ dtE(t)g(t− τ)e−iΩt∣∣∣∣2 , (3.27)
where g(t) is the time gating function. The measurement of the temporal intensity profile
of different spectral slices is known as a sonogram,
S(Ω, τ) =
∣∣∣∣∫ dwE(ω)H(Ω− ω)e−iωτ ∣∣∣∣2 , (3.28)
where H(ω) is the spectral filter. The spectrogram and the sonogram in Eq. 3.27 and
Eq. 3.28 are mathematically equivalent ways of representing a time-frequency map of the
pulse and allow the full recovery of the instantaneous frequency. The spectrogram can
be measured via frequency-resolved optical gating (FROG) whereas a sonogram can be
measured with a streak camera [212]. A major breakthrough in spectrography occurred
when it was realized that the knowledge of the spectrogram was sufficient to completely
determine the amplitude and phase of the field E(t), using methods developed in image
processing. This will be discussed further in Sec. 3.4 and will lead to the FROG algorithm
in Sec. 3.4.4 for phase retrieval.
3.3.4 Frequency-resolved optical gating
One of the most widely used techniques in ultrafast optics to measure a spectrogram is








Figure 3.4: Pulse measurement techniques. In frequency resolved optical gating
(FROG), the spectrum of the second harmonic or the sum-frequency generation is resolved
at each delay τ . A spectrogram of the signal pulse can be measured for the (a) second
harmonic generation FROG (SHG-FROG) or (b) cross-correlation FROG (XFROG) with
a known reference gate pulse. The measured spectrogram enables the complete retrieval
of the amplitude and phase of pulse using an iterative algorithm. Replacing the spec-
trometer with a photodetector yields the (a) intensity auto-correlation and (b) intensity
cross-correlation.
field E2(t) via a nonlinear interaction and the resulting signal is spectrally resolved. In the
case of χ(2) nonlinearity, the two-dimensional trace is given by,
IFROG(τ, ω) =
∣∣∣∣∫ dtE1(t)E2(t− τ)e−iωt∣∣∣∣2 (3.29)
=
∣∣∣∣∫ dω′E1(ω′)E2(ω − ω′)ei(ω−ω′)τ ∣∣∣∣2 . (3.30)
The ultrafast gate function can be the pulse itself as in second-harmonic generation FROG
(SHG-FROG) or another pulse as in cross-correlation FROG (XFROG), as shown in
Fig. 3.4(c) and Fig. 3.4(d), respectively. It’s possible to obtain an intuitive understanding
of the spectrogram, especially in the case of XFROG, and to visualize the effect of spectral

















with spectral bandwidth σs and σg and spectral chirp parameters As and Ag, respectively.
The spectrogram can be calculated by inserting Eq. 3.31 and Eq. 3.32 into Eq. 3.30 and
the result can be written as a correlated two-dimensional Gaussian (see Appendix B),
















where the centre upconverted frequency ωu0 = ωs0 + ωg0 is the sum of the signal and gate

























The spectrogram takes the form of an ellipse whose inclination depends on the amount of
chirp on the signal and the gate. A quadratic spectral phase on the signal As or the gate Ag
adds a frequency dependent delay which induces correlations in the measured spectrogram
as seen in Eq. 3.36. The spectral chirp on the signal or the gate also increases the length of
the pulses in time, which increases the marginal in time (Eq. 3.35), but leaves the frequency
marginal (Eq. 3.34) unchanged. This is visualized in Fig. 3.5 which shows the XFROG
spectrogram between a Gaussian signal, with and without chirp, and a transform-limited
Gaussian gate.



























will vary as a function of the time delay between the gate and the signal in the presence of
chirp. For a negative spectral phase (As < 0, Ag = 0) as in Fig. 3.5(b), lower frequencies
arrive later and the upconverted field will have lower frequencies for larger delays, as
reflected in Eq. 3.37. Similarily, for a positive spectral phase (As > 0, Ag = 0) as in
Fig. 3.5(c), higher frequencies arrive later than lower frequencies and the upconverted field
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Figure 3.5: Example spectrograms with XFROG. (Top) Spectral intensity (solid
line) and phase (dashed line) with (bottom) corresponding spectrograms for (a) transform
limited, (b) negative, and (c) positive spectral chirp applied to a Gaussian pulse centred
at 2.35 fs−1 (800 nm) with a bandwidth of 0.4 ps−1 (1.4 nm) and using a transform limited
Gaussian gate pulse of the same bandwidth.
In SHG-FROG, as in the intensity auto-correlation, the spectrogram is necessarily
symmetric. It is therefore not possible to distinguish between a positive and negative
spectral phase without further information, making the SHG-FROG spectrograms less
intuitive than in XFROG. Experimentally this is usually not a problem, however, as it’s
relatively easy to determine the sign of the spectral phase by adding dispersion on one
side with a piece of glass and comparing the FROG trace with and without the added
dispersion.
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3.3.5 The effect of phase matching on the measurement of pulses
Nonlinear effects play an important role in ultrashort pulse measurements. As we’ve seen
in Sec. 2.2.5, the phase mismatch in the SHG or SFG narrows the spectral bandwidth
of the upconverted light and broadens it in time. These effects will also have important
consequences on the measurement of ultrashort pulses.
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Figure 3.6: Effect of phase-matching on XFROG Spectrogram. Example of a
XFROG spectrogram for a pulse with chirp for a phase-matching function Φ(ω) (dashed
line) which is (a) a flat and (b) a sinc function. The marginal in time I(τ) (solid line) is
shown below. The phase matching function acts as a frequency filter which reduces the
bandwidth of the upconverted frequencies, and also reduces the measured marginal in time
I(τ).
For type-I phase matching, we include the effect of the group velocity mismatch through
the effective frequency filter as in Eq. 2.40. Since the spectrogram measurements like FROG
and XFROG explicitly measure the upconverted frequencies ω3, the effect of group velocity
mismatch appears directly in the spectrogram, as,
IFROG(τ, ω3) =
∣∣∣∣∫ dω1E1(ω1)E2(ω3 − ω1)ei(ω3−ω1)τΦ(ω1, ω3)∣∣∣∣2 (3.38)
≈ |Φ(ω3)|2
∣∣∣∣∫ dω1E1(ω1)E2(ω3 − ω1)ei(ω3−ω1)τ ∣∣∣∣2 , (3.39)
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where we’ve made the assumption that Φ(ω1, ω3) ≈ Φ(ω3). As one would expect, the
FROG trace is narrowed along the upconverted frequency axis. This is demonstrated in
Fig. 3.6 which compares the XFROG spectrogram of a pulse with a flat [Fig. 3.6(a)] and
a sinc [Fig. 3.6] phase matching function.
The more surprising aspect is the effect this has on the intensity cross-correlation,
which is related to the FROG spectrogram delay marginal, as shown in Fig. 3.6. We can
calculate the effect of group velocity mismatch on the auto-correlation by integrating the







∣∣∣∣∫ dω1E1(ω1)E2(ω3 − ω1)ei(ω3−ω1)τ ∣∣∣∣2 . (3.40)
The effect on the time delay marginal is also shown in Fig. 3.6. Since chirp causes dif-
ferent frequencies to arrive at different times, it sheers the XFROG spectrogram. If these
frequencies lie outside the phase matching bandwidth, they are suppressed. This reduces
the delay marginal in time, as seen by comparing Fig. 3.6(a) and Fig. 3.6(b) making the
pulse appear shorter than it actually is.
As a general principle, when nonlinear effects are used to measure ultrafast pulses,
the phase matching bandwidth needs to be broad for the experimental auto-correlation
and FROG spectrograms to be identical to the ideal values. However, in spectrogram
measurements such as FROG, it is possible to correct for the effect of phase mismatch if
the cross-correlation of the spectrums of the two pulses is known, and this has been used
for reconstructing ultra-broadband 10 fs pulses [210].
3.4 Phase retrieval and electric field reconstruction
The techniques to measure ultrafast pulses presented in this chapter so far attempt to
extract information about a laser pulse that cannot be obtained from the spectrum alone.
The additional measurements in time described above can often provide an indication as
to the structure of the spectral phase of a pulse, but ideally, we would like to completely
retrieve the phase information. One goal of the work in this thesis is to try and adapt these
techniques to measure ultrafast quantum states of light. In particular, we initially set out
to develop a quantum analogue of FROG for reconstructing two-photon states of light. In
this section, I introduce the developments with respect to the phase retrieval problem that
enable us to do so in Chap. 6.
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The phase retrieval problem was initially posed by Pauli [213], and is related to the
following question as formulated by Saxton [214], that is,“how far do the modulus of the
Fourier transform of a function and the modulus of the function itself define the phase
of that function?” It is fundamental in the realm of science; direct phase measurements
present difficulties in wave systems in the electromagnetic spectrum, from X-rays to infrared
light, but also in high-frequency sound waves and electrical circuits. Often, only the
modulus of a function or the intensity of a field can be measured, but the phase is required
for a full description of the signal. The value of a potential solution is therefore apparent,
with ramifications in fields from astronomy to material science [215].
A few practical solutions have been proposed and developed for different formulations
of the problem. In 1972, while studying electron diffraction, Gerchberg and Saxton in-
troduced an iterative algorithm for rapidly determining the complete wave function of an
electron beam from intensity recordings in the image and diffraction planes [216]. Their
iterative algorithm, known as the Gerchberg-Saxton (GS) algorithm, was invented to re-
cover the phase of a signal from two intensity measurements and could be applied to optical
systems [217]. In 1978, a few years after the GS algorithm, Fienup put forward a modified
GS algorithm known as the error-reduction algorithm for obtaining a two-dimensional im-
age from one intensity measurement of its Fourier transform and weaker constraints on the
image such as non-negativity or known support [218, 219, 220]. This type of phase-retrieval
problem has been extensively studied in crystallography [221], astronomy [215], due to the
wide availability of charged-couple devices (CCD) and the ease with which it is possible to
measure the intensity of a field in space. It has also been instrumental in of X-ray imaging
for developing a technique known as coherent X-ray diffraction [222, 223].
In ultrafast optics, the problem of phase retrieval has also been extensively studied.
Knowing the pulse duration remains critical, both in terms of diagnostics and applications,
and many different techniques have been explored involving tomography, spectrography,
and interferometry [182]. A major breakthrough occurred when it was realized that it
was possible to invert the spectrogram of a pulse to obtain its amplitude and phase using
an iterative algorithm very similar to the error-reduction algorithm introduced by Fienup.
Ultrafast pulses don’t satisfy the finite support constraint in the error-reduction algorithm,
and therefore the error-reduction algorithm can’t be applied directly. However, in 1993,
Trebino showed that if the support constraint in the error-reduction algorithm were re-
placed with another type of constraint, called a mathematical form constraint, it became
possible to recover the amplitude and phase of the signal from its spectrogram [224, 225].
This forms the basis of one of the most popular nonlinear measurement techniques used to-
day known as frequency-resolved optical gating (FROG) and the related FROG algorithm
to recover the pulse.
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3.4.1 Phase retrieval from two intensity measurements
For the problem of recovering phase from two-intensity measurements as in electron mi-
croscopy or wavefront sensing, one has access to the intensity in two domains which are
related by the Fourier transform,











and wishes to recover the phase φ(kx, ky) or ψ(x, y) from measurements of the intensities
I(x, y) = |f(x, y)|2 and I(kx, ky) = |F (kx, ky)|2. The general problem is highly non-trivial,
not unique, and with no closed solution. Yet, the reliability of modern computers has
enabled the growth and popularity of the iterative GS algorithm, which converges on a
solution in many practical scenarios.
There are a few ambiguities in the phase solution that should be mentioned before
describing the algorithm itself. If f(x, y) is a solution, then the following are also solutions
to the problem:
1. an absolute phase factor: eiψ0f(x, y)
2. a translation: f(x− x0, y − y0)
3. inversion: f(−x,−y)∗.
These arise because of the modulus of the Fourier transform is insensitive to a constant
phase factor, a translation, and an inversion. For most imaging problems, these typically
don’t pose a problem and are therefore referred to as to as “trivial” ambiguities [215].
The third ambiguity can arise if the intensity distribution in one plane is centrosym-
metric. Then, the complex conjugate of any solution will also be a solution, leading
to a two-fold ambiguity. To see why this is the case, consider a function F (kx, ky) =∫
dxdyf(x, y)eikxx+ikyy. Its modulus squared is,







and, by construction, we can think of f(x, y) as a solution satisfying the constraint I(kx, ky) =
|F (kx, ky)|2. If the modulus is centrosymmetric, |F (kx, ky)|2 = |F (−kx,−ky)|2, then we can
replace (kx, ky)→ (−kx,−ky) in Eq. 3.43. After swapping the two terms, we obtain,






and, comparing with Eq. 3.43, we see that the conjugate f(x, y)∗ is also a solution to
|F (kx, ky)|2. If the intensity distribution in both planes is centrosymmetric, then the com-
plex conjugate in either plane will also be a solution. This ambiguity will show up in the
context of two-photon state reconstruction.
3.4.2 Gerchberg-Saxton Algorithm
The GS algorithm is based on a method of alternate projections. It employs the Fast
Fourier Transform (FFT) to switch between the object domain and the Fourier domain,
imposing the measured intensity constraints at each step, but preserving the phase from
the previous step.
The algorithm consists of the following four steps which are illustrated in Fig. 3.7:






2. Inverse Fourier transform F ′(kx, ky) to obtain an estimate of f(x, y).
3. Replace the magnitude of f(x, y) with the measured values f ′(x, y) = f(x,y)|f(x,y)|
√
I(x, y).
4. Fourier transform f ′(x, y) to obtain an estimate of F ′(kx, ky).
The algorithm can be seeded with an initial guess containing the sampled image ampli-
tudes accompanied with a random phase. In the first iteration, we make a projection onto
the constraint set that satisfies the measured intensities in the object domain. We then
project onto the other set that satisfies the measured intensities in the Fourier domain. At
each step, an error is calculated between the measured and reconstructed intensities. This













Figure 3.7: Block diagram of the Gerchberg-Saxton algorithm. At every iteration,
the Fast Fourier Transform is applied to one axis of the state after which the magnitude
of state is replaced with the measured data while the phase of the state is preserved. This
is repeated until the error between the measured and recovered intensities converges.


















where the sum is over all the pixels in the image. More sophisticated error models exist
that are invariant under a linear phase term, which shouldn’t be included in the error
model as they correspond to translations of the image [226]. Importantly, Gerchberg and
Saxton showed using Parseval’s theorem that at each iteration, the measured error must
decrease or remain constant [216, 214]. Thus, while the algorithm can “lock”, such that
the error remains the same at each iteration, the error will not diverge.
As a simple example, suppose we had an initial distribution in momentum space given
by the Gaussian function shown in Fig. 3.8(a). We could ask what phase profile to use to
create the spatial distribution in Fig. 3.8(d). This is the analogous synthesis problems with
applications in wavefront shaping [227]. Feeding these two images into the GS algorithm,
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and normalizing their intensities to satisfy Parseval’s theorem, after 1000 iterations, we find
the phase distribution in Fig. 3.8(c) produces the intensity pattern in Fig. 3.8(e) with an
error ef = 0.36. The reconstructed intensity in Fig. 3.8(e) is not a perfect reconstruction of
Figure 3.8: Example GS algorithm applied to image synthesis. The GS algorithm
is applied to the measured intensity profiles in (a) momentum and in (d) space. After 1000
iterations the reconstructed intensities in (b) momentum and (e) space are found with
corresponding reconstructed phase profiles (c) and (f), respectively.
the measured intensity in Fig. 3.8(d), nonetheless, it’s remarkable that such a simple algo-
rithm can return an image resembling the desired output. Due to its simplicity and ease to
code on a computer, the GS algorithm remains a very popular phase-retrieval method used
today [228] with applications in pulse-shaping [229], holography [227], spectroscopy [230],
mode reconstruction [231], neutron tomography [232], and imaging exoplanets [233].
86
3.4.3 Phase retrieval from one intensity measurement
It’s not always possible to obtain the intensity in both domains. In various fields of
science including electron microscopy, crystallography, astronomy, optical imaging, and
laser physics, sometimes only the intensity measurement or the phase in the Fourier domain
is available. The problem then consists in recovering the function f(~x) from the magnitude
of its Fourier transform |F (~k)| and potentially some additional constraints.
This problem has been of considerable interest for many decades. In one dimension,
it was shown that there is an infinite number of functions f(x) that satisfy the modulus
of the Fourier transform |F (k)| [234, 235]. Moreover, even if, in addition, the support
of f(x) were known, i.e., where f(x) goes to zero, this is still insufficient to uniquely
determine f(x) [192]. Most interestingly, it was found that this was not the case for the
two-dimensional problem. The phase retrieval problem from one intensity measurement
has an essentially unique solution in two dimensions as long as additional information
on where the function goes to zero is available [215]. After the success of the iterative
GS algorithm, Fienup showed that if in addition to the Fourier modulus, |F (kx, ky)|, the
support of |f(x, y)| was known, this was enough to recover the object f(x, y) [218, 220, 236].
He introduced an error-reduction algorithm that only required one intensity measurement,
unlike the GS algorithm which required two.
The error-reduction algorithm is an iterative algorithm which has a very similar struc-
ture to the GS algorithm, except that the magnitude constraint in step (3) in Sec. 3.4.2 is
replaced with a domain or support constraint,
3. f ′(x, y) =
{
f(x, y) {x, y} /∈ γ
0 {x, y} ∈ γ,
where γ is the set of points where f(x, y) violates the domain constraint, such that f ′(x, y)
is set to 0 at these points. Importantly, Fienup showed that his form of the error-reduction
algorithm was equivalent to a gradient-descent algorithm providing a partial intuition as
to why it worked at all [220]. Since then, different versions of the original algorithm have
been explored, and in particular the more successful hybrid input-output algorithm which
has a higher rate of convergence [236, 223].
3.4.4 FROG Algorithm
The problem of phase retrieval is prevalent in ultrafast optics since the spectrum of a pulse
can easily be measured but not the pulse temporal profile. Recovering the phase from
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the spectrum alone is a phase-retrieval problem from one intensity measurement in one
dimension and, as detailed earlier, it’s bad news for anyone trying to solve it. Therefore,
more sophisticated methods are required.
The FROG algorithm is an iterative algorithm that recovers the amplitude and phase
of a pulse from the FROG spectrogram, and which is widely used in ultrafast optics as it
is relatively straightforward to measure spectrograms in the lab using nonlinear techniques
(see Sec. 3.3.4). The algorithm is a type of spectrogram inversion that falls into the
same category as the phase retrieval problem from one intensity measurement but in two
dimensions. In fact, the innovation of the FROG algorithm is to transform the one-
dimensional phase-retrieval problem in ultrafast optics, which is a priori not solvable, into
a two-dimensional phase retrieval problem that can be solved using an algorithm similar to
the error-reduction algorithm [192]. A comprehensive description of the FROG technique
and reconstruction algorithm can be found in Rick Trebino’s book [192]. It is definitely
worth picking up for anyone trying to implement FROG in the lab and apply the FROG
algorithm to measured spectrograms. Note that phase retrieval can also be performed
using the sonogram of an ultrafast pulse [237].
The measured spectrogram in FROG has the general form,
IFROG(τ, ω) =
∣∣∣∣∫ dt Esig(τ, t)e−iωt∣∣∣∣2 , (3.47)
where Esig(τ, t) is the signal field which will depend on the particular FROG geometry
being used. For the case of XFROG, the signal field is Esig(τ, t) = E1(t)E2(t − τ), and
in SHG-FROG, the signal and the gate are the same, Esig(τ, t) = E1(t)E1(t − τ). If the
Fourier transform is taken with respect to τ , then the spectrogram becomes,
IFROG(τ, ω) =
∣∣∣∣∫ ∫ dtdΩ Esig(Ω, t)e−iωt−iΩτ ∣∣∣∣2 . (3.48)
Expressing the FROG trace in this form may seem arbitrary at first but this is exactly the
form of a two-dimensional phase-retrieval problem, i.e., find Esig(Ω, t) given the modulus
of its Fourier transform, IFROG(τ, ω). Note that knowing Esig(Ω, t) is sufficient to recover
the original field E(t) as detailed below.
Thus, one could try to apply Fienup’s error-reduction algorithm directly. Unfortu-
nately, unlike image recovery, the representation of the electric fields as a pulse doesn’t
have finite support. If the electric field in time is finite, the field in frequency won’t be.
Consequently, the typical constraint of finite support doesn’t apply. There is a stronger
constraint, however, that is available. We know the mathematical structure of the signal
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field Esig(τ, t) from the FROG geometry. For example, in SHG-FROG, the upconverted sig-
nal field is constrained to be the product of the two input fields, Esig(τ, t) = E1(t)E1(t−τ).
Therefore, by replacing the finite support constraint in the error-reduction algorithm with
















Figure 3.9: Block diagram for a generic FROG Algorithm
Its steps are the following:
1. Generate the signal field Esig(τ, t) from E(t) using the known FROG geometry.
2. Fourier transform Esig(τ, t) to obtain an estimate of Esig(τ, ω).







4. Inverse Fourier transform E ′sig(τ, ω) to obtain an estimate of E
′
sig(τ, t).
5. Generate a new estimate of E(t) from E ′sig(τ, t).
The first step (1) is a straightforward calculation of the signal field Esig(t, τ) from the
current estimate of the electric field E1(t) and the gate E2(t), and based on the particular
FROG geometry. The following three steps (2-4) are identical to other alternate projection
algorithms, where the current estimate is projected onto the set that satisfies the measured
data.
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The last step (5) requires generating the next estimate of E(t) from the signal field
E ′sig(t, τ). This is the mathematical form constraint. There are a number of different ways of
approaching this problem, which lead to the different versions of the FROG algorithm [192].
The initial proposal, known as the “Vanilla” FROG algorithm, calculates the next estimate
by integrating the signal field [224],
E(t) =
∫
dτE ′sig(τ, t). (3.49)
This method is fast and works well for SHG-FROG but cannot be applied to XFROG.
Improvements over the “Vanilla” FROG algorithm led to the Generalized Projections al-
gorithm [238]. Here, the next guess is obtained by finding the field E(t) that minimizes




∣∣E ′sig(t, τ)− E1(t)E2(t− τ)∣∣2 . (3.50)
This method works and solves certain convergence issues of the “Vanilla” FROG algorithm
but can be rather slow and difficult to implement. Another approach involves representing
the field E ′sig(t, τ) as an outer product using array manipulation and keeping only the
principal component of a singular value decomposition (SVD) as the next estimate for E(t).
The idea being that if the spectrogram field is correct, the outer product of the signal field
should only have one eigenvalue and one eigenvector. Keeping the eigenvector associated
to the largest eigenvalue in the SVD is then the next best guess for the field. This version,
called the Principle Component Generalized Projections Algorithm (PCGPA) [239], is very
fast allowing real-time reconstructions of electric fields and also turns out to be easier to
implement in software than the Generalized Projections algorithm.










∣∣∣E(k)sig (ωi, τi)∣∣∣2)2 (3.51)
where IFROG is the measured spectrogram, |E(k)sig (ωi, τi)|2 is the intensity at the kth itera-
tion, and µ is a real normalization constant that minimizes the error. If measured trace
IFROG(ωi, τj) is normalized to 1 before inserting it into Eq. 3.51, then the FROG error can
be thought of as the average percentage error between the measured and recovered trace.
As in other phase-retrieval algorithms, the FROG algorithm assumes that the field in
frequency and time are related by the Fourier transforms. As a result, FROG also suffers
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from the usual “trivial” ambiguities: global phase, translations, and inversions. This is
usually not a problem, except in the case of SHG-FROG where the field and its conjugate
give the same trace. In addition, the use of the Fourier transform implies that the pulse to
be retrieved is assumed to be coherent or in a pure state. Therefore, the FROG algorithm as
it stands will not work for an incoherent field or by extension a mixed state. Modifications
to the PCGP FROG algorithm have been explored to handle incoherent states [240].
Measurements in the lab are always noisy. Luckily, the FROG algorithm is fairly robust
to noise. There is nonetheless a certain amount of post-processing that must be applied to
the data prior to feeding it into the algorithm. Techniques such as background subtraction,
corner suppression, and low-pass filtering are often required to make the FROG algorithm
converge [241, 192]. Furthermore, the use of discrete FFT enforces a constraint on the
relationship between the binning of the frequency and time axes. Since the signal field
Esig(τ, t) in step 1 is generated from E(t), the time bins for the axes t and τ are necessarily
the same. The use of the FFT in step 2 forces the bins in frequency to be related to those in
time. As a result, before applying the FROG algorithm, the measured FROG spectrogram
must be binned such that the frequency and time axes are scaled appropriately to that
required by the discrete FFT. Other iterative techniques have been devised that forgo this
need for binning, such as time-domain ptychography [242]. The FROG reconstruction
technique will be revisited in Ch. 6 where it will be used as a benchmark for the algorithm
we developed to reconstruct two-photon entangled states.
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Direct Characterization of Ultrafast
Energy-Time Entangled Photon Pairs
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4.1 Chapter Overview
Energy-time entangled photons are critical in many quantum optical phenomena and have
emerged as important elements in quantum information protocols. Entanglement in this
degree of freedom often manifests itself on ultrafast time scales making it very difficult
to detect, whether one employs direct or interferometric techniques, as photon-counting
detectors have insufficient time resolution. Here, we implement ultrafast photon counters
based on nonlinear interactions and strong femtosecond laser pulses to probe energy-time
entanglement in this important regime. Using this technique and single-photon spectrom-
eters, we characterize all the spectral and temporal correlations of two entangled photons
with femtosecond resolution. This enables the witnessing of energy-time entanglement
using uncertainty relations and the direct observation of nonlocal dispersion cancellation
on ultrafast time scales. These techniques are essential to understand and control the
energy-time degree of freedom of light for ultrafast quantum optics.
4.2 Context
The energy-time degree of freedom of nonclassical light is of great interest for quantum in-
formation as it supports various encodings, including frequency bins [243], time bins [141],
and broadband temporal modes [107], and is intrinsically robust for propagation through
long-distance fiber links [244]. Applications which harness quantum correlations in this de-
gree of freedom, referred to as energy-time entanglement [49], include dispersion cancella-
tion [245, 246], high-dimensional quantum key distribution [71, 72], and quantum-enhanced
clock synchronization [247]. In ultrafast optics and attosecond physics, the ability to mea-
sure both frequency and temporal features has led to important innovations in electric
field reconstruction techniques [225, 182] and pulse characterization on very short time
scales, enabling advances in spectroscopy [188], laser physics [248], nonlinear optics [249],
and imaging [189]. In order to characterize and control energy-time entangled photons
and advance biphoton pulse shaping, similar measurement capabilities are essential in the
quantum regime.
Experimental signatures of entanglement can arise in correlation measurements of com-
plementary variables [250], or through nonlocal quantum effects [49, 245]. With the energy-
time degree of freedom, one complementary set consists of measuring the intensity corre-
lations as a function of the photon frequencies and as a function of their time of arrival.
These have been individually realized for different photonic systems with measurements in
frequency [170, 251] or in time [252, 151, 253]. Certifying the presence of entanglement with
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direct measurements requires both spectral and temporal correlations, since acquiring only
one remains insufficient to uniquely specify the other due to the ambiguity of the spectral
phase. Depending on the platform, this can be challenging. Narrow-band photons from
atomic systems can be readily measured in time but are difficult to spectrally resolve [253].
THz-bandwidth photons produced in spontaneous parametric down-conversion (SPDC)
are often characterized spectrally, but they can have features on femtosecond time scales
below current detector resolution [75].
Other techniques can be employed to infer the presence of energy-time entanglement.
High-order interference effects with Franson interferometers have been used to illustrate
entanglement between two [50] and three photons [254]. Nonlocal dispersion cancella-
tion [245], whereby the temporal spread in coincidences remains unchanged when equal
and opposite dispersion is applied to each photon, can also be used to witness entangle-
ment [255, 256]. For either method to be effective, the detector resolution must be shorter
than the time scales of the correlations. Strong energy-time entanglement can nonethe-
less exist when the time scales of the correlations are shorter. Certain observations have
pointed to nonlocal dispersion cancellation in this regime, but they either required intro-
ducing a very large amount of dispersion such that temporal resolution could be achieved
with standard detectors [257], or used sum-frequency generation (SFG) between the pho-
ton pairs [258], which, unlike measurements with fast and independent detectors, has a
close classical analogue [259]. Directly measuring ultrafast quantum effects requires new
methods to control and analyze single photons in the time domain.
In nonlinear optics and laser physics, optical gating is widely used to overcome limita-
tions with detectors which are too slow to observe features on subpicosecond time scales.
The gating is achieved by combining the signal with a short gate pulse in a nonlinear
medium and measuring the up-conversion signal on the detector. With fast gates and
slow detectors, an effective fast detector can be engineered to temporally resolve single
photons [208, 260] and photon pairs [252].
In this chapter, we develop fast optical gating to achieve subpicosecond timing resolu-
tion for spatially separated pairs of single photons. We use this technique in conjunction
with single-photon spectrometers to explicitly measure both the spectral and temporal
correlations of broadband photons, as well as the cross-correlations between the frequency
of one photon and the time of arrival of the other. Furthermore, by controlling the disper-
sion of each photon, our high-resolution joint temporal measurements make it possible to











Figure 4.1: Measuring frequency-entangled photons in frequency and time.
Frequency-entangled photon pairs are created through spontaneous parametric down-
conversion of an ultrafast pump pulse. Signatures of energy-time entanglement can arise
through correlation measurements in the frequency and time of arrival of the photons or by
observing nonlocal dispersion cancellation. However, for THz-bandwidth SPDC photons,
both methods require fast coincidence detectors.
4.3 Concept and Theory
Through spectral and temporal measurements, energy-time entanglement can be witnessed
by violating uncertainty relations [261, 262]. Two separable photons or classical pulses must
satisfy the following inequality [250, 151],
∆(ωs + ωi)∆(ts − ti) ≥ 1, (4.1)
where each photon, labeled signal, and idler is described by its frequency ω and its time of
arrival t, and ∆ represents the standard deviation in the joint spectrum or joint temporal
intensity. In other words, there is a nontrivial limit to the strength of the product of
correlations between the sum of the frequencies and the difference in time of arrival if the
photons are separable. However, this is not the case for energy-time entangled photons
where the right side of Eq. (4.1) can approach zero. Thus, the uncertainty relation is an
entanglement witness.
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Two-photon states produced via SPDC are usually energy-time entangled. In down-
conversion, energy conservation tends to lead to entangled states with frequency anti-
correlations, although dispersion engineered SPDC sources have been explored to pro-
duce photon pairs with uncorrelated [167, 263] or even positively correlated frequen-
cies [164, 157, 138, 80, 74]. For a pure state with no spectral phase, strong frequency
correlations imply strong correlations in the time of arrival of the photons. Under these
conditions, Eq. (4.1) can be violated provided one has sufficient resolution in the measure-
ments.
4.3.1 Signatures of energy-time entanglement
In this section, we calculate the joint-uncertainty product ∆(ωs + ωi)∆(ts − ti) using a
model for a two-photon state with variable energy-time entanglement [259, 74]. We show
that entangled quantum states can violate the inequality of Eq. 4.1 and describe the time-
bandwidth products (TBP) of this state. This requires calculating both the joint spectral
intensity and the joint temporal intensity.









with the normalized joint-spectral amplitude expressed in Gaussian form as,




















In the two-mode state of Eq. 4.3, there are two relevant length scales for the signal and idler,
which we refer to as the marginal width, ∆ω(m) , and the heralded or coincident width,
∆ω(h), and where, here, ∆x =
√
〈x2〉 − 〈x〉2 refers to the intensity standard deviation
or 1/
√
e width of the variable x. The marginal widths in the equation are obtained by
taking the marginal over one photon, while the heralded widths are obtained by fixing the
frequency of either the signal or idler to its central frequency (ωs → ωs0 or ωi → ωi0) and
varying the other. Using Eq. 4.3 above, we find,
∆ω
(m)







The correlation parameter ρω = ∆(ωsωi)/∆ωs∆ωi describes the statistical correlations
between the frequency of the signal and idler modes and is related to the purity of the
partial trace, P =
√
1− ρ2ω. When ρω = 0, the joint-spectral amplitude F (ωs, ωi) factorizes
and the state is separable, whereas when ρω → −1, the photons are perfectly anticorrelated
in frequency and when ρω → 1, they are perfectly correlated.
The joint temporal amplitude is obtained by taking the Fourier transform of the joint
spectral amplitude,
f (ts, ti) =
∫

















Equation 4.6 can be recast as a two-dimensional Gaussian in the form of Eq. 4.3 and in
doing so, we obtain expressions for the marginal pulse width ∆t(m) and the heralded pulse
width ∆t(h) for the signal and idler, as well as the statistical correlations ρt between the















ρt = −ρω. (4.9)
We observe that the marginal pulse width ∆t(m) is inversely proportional to the heralded
bandwidth
√
1− ρ2ωσω and heralded pulse widths ∆t(h) is inversely proportional to the
marginal bandwidth σω. In addition, the statistical correlations in the temporal intensity,
ρt, are reversed from those in the spectral intensity, ρω.
Joint-uncertainty product
Using both joint amplitude functions of Eq. 4.3 and Eq. 4.6, we can calculate the variance
in the sum of the frequencies of the signal and idler,
∆(ωs + ωi)





and variance in the difference in time of arrival,
∆(ts − ti)2 =





in order to obtain the joint uncertainty product,
∆(ωs + ωi)∆(ts − ti) =
√(






If the bandwidths σωs = σωi are equal, then for the state above, the joint uncertainty
product is ∆(ωs + ωi)∆(ts − ti) =
√
(1 + ρω)/(1− ρω). In this case, the joint uncertainty
product for the transform limited two-photon state depends entirely on the frequency
correlation parameter ρω. When ρω < 0, the state clearly violates Eq. 4.1; the simultaneous
correlations in frequency and time are stronger than those achievable with classical pulses
and the state is energy-time entangled. When ρω = 0, the state satisfies the equality as
it is separable. The presence of dispersion on either photon increases the overall product.
Spectral phase stretches the temporal profile of the photons and increases the uncertainty
∆(ts−ti) in their arrival time without affecting the uncertainty in the bandwidth ∆(ωs+ωi).
If the photons are positively correlated ρω > 0, a different joint-uncertainty product can
be used to verify entanglement, namely ∆(ωs − ωi)∆(ts + ti) which is also always greater
than or equal to one for separable states.
Time-bandwidth products
From the joint spectral and joint temporal amplitude functions, we can also obtain a set of
time-bandwidth products (TBP) for the individual modes. For a classical pulse, the TBP
must satisfy the uncertainty relation,
∆ω∆t ≥ 1/2. (4.13)
On the other hand, for correlated photons, there are four possible time-bandwidth products.
The first two time-bandwidth products of the individual photons compare the marginal
(heralded) bandwidth to the heralded (marginal) temporal pulse width. For the Fourier
limited two-photon state presented above, using Eqs. 4.4, 4.5, 4.7, and 4.8, they are,
∆ω(m)∆t(h) = 1/2 (4.14)
∆ω(h)∆t(m) = 1/2. (4.15)
98
These TBPs take place of the classical time-bandwidth products, and hold regardless of
the amount of entanglement in the system. In the presence of a nonzero spectral phase,
the temporal widths will increase whereas the frequency widths will remain the same, and
the TBP will only get larger. The value 1/2 is thus a minimum which is attained when
there is no spectral phase.













These TBPs depend on the strength of the frequency correlations ρω. Both reduce to 1/2
when there are no spectral correlation, ρω = 0, and the state is pure. The marginal TBP,
∆ω(m)∆t(m), will increase for a correlated state 0 < |ρω| < 1, whereas the heralded TBP,
∆ω(h)∆t(h), will decrease. Energy-time entangled states can have a heralded TBP much
smaller than 1/2 when ρω < 0. Since this is forbidden for classical pulses, it can also
be used as a measure of entanglement, and has been shown to be directly related to the
spectral purity of the state [264]. Similarly to the two previous TBPs, both the marginal
TBP and the heralded TBP will increase in the presence of nonzero spectral phase.
4.3.2 Energy-time entanglement with dispersion
We next analyze the effect of dispersion on the energy-time entangled state in order to
determine its effect on the joint-uncertainty product and the conditions under which non-
local dispersion cancellation can be observed. Starting with the joint spectral amplitude
in Eq. 4.3, we apply dispersion to both photons,
F (ωs, ωi)→ F (ωs, ωi)eiφ(ωs,ωi), (4.18)
and assume spectral phase has the separable form, φ(ωs, ωi) = Ai(ωi−ωi0)2 +As(ωs−ωs0)2,
with chirp parameters Ai and As. The presence of spectral phase will not affect any of the
spectral intensity measurements. It will, however, stretch the temporal marginal of the










The marginal width in time with dispersion has two terms. The first term is the Fourier
limited marginal width found in Eq. 4.7. When the chirp parameter is nonzero, As,i 6= 0,
for the signal or the idler, we see an increase in the corresponding marginal due to the
second term 4A2s,iσ
2
s,i, regardless of the sign of As,i. Moreover, the dispersion A is applied
to the entire marginal frequency bandwidth σω. On the other hand, the joint temporal
properties of the photons do depend on the relative sign of Ai and As, and we can observe
this in the heralded pulse width ∆ts
(h) or in the variance of the difference in time of arrival
















i (1− ρ2)σ4i )
, (4.20)
the idler heralded pulse width ∆t
(h)
i is obtained from Eq. 4.20 by exchanging all subscripts
s with subscripts i, and the variance ∆(ts − ti)2 is,
∆(ts − ti)2 =
σ2s + 2ρωσiσs + σ
2
i
4 (1− ρ2ω)σ2i σ2s
+ 4(Asσs + Aiσi)
2 − 8AiAs (1 + ρω)σiσs. (4.21)
We focus on the variance, ∆(ts − ti)2, in Eq. 4.21 as the other two heralded pulse widths
have a similar structure. We find that it consists of three distinct terms: the first is
the Fourier-limited variance when no chirp is applied as in Eq. 4.11, the second is the
origin of the nonlocal dispersion cancellation as it goes to 0 when Asσs = −Aiσi, and the
third results from the finite correlations in the model and also goes to zero for perfect
anticorrelations ρω → −1. The variance in Eq. 4.21 can only increase in the presence of
dispersion, and therefore, the same holds for the joint-uncertainty product of Eq. 4.1.
In order to observe complete nonlocal dispersion cancellation for frequency anticorre-
lated photons, two conditions must be met: the dispersion must be opposite in sign with
ratios given by Asσs = −Aiσi, and the photons must be perfectly anticorrelated in fre-
quency, ρω = −1. In the present experiment, the first condition is satisfied by setting the
signal chirp As and finding the idler chirp Ai that minimizes the uncertainty in arrival
time. However, since we apply dispersion to photons with finite correlations, ρω > −1, the
second condition isn’t met exactly, and this contributes to increasing the spread in arrival
times ∆(ts − ti) as observed in the imperfect cancellation of Fig. 4.5(d).
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4.4 Experimental Setup
Our experimental setup is shown in Fig. 4.2. The experiment uses a titanium-sapphire
(Ti:Sapph) laser with an 80 MHz repetition rate which produces femtosecond laser pulses
12.5 ns apart centred at 775 nm with a 1/
√
e bandwidth of 2.25 nm. These are frequency-
doubled through second harmonic generation in 2 mm of type-I phasematched bismuth
borate (BiBO) generating pulsed pump light centred at 387.5 nm with a 1/
√
e bandwidth
of 0.6 nm and an average power of 900 mW. The resulting pump light is spectrally narrowed
using a 0.085 nm (1/
√
e) bandpass filter, from which we estimate a pump coherence length
of approximately 470 fs (1/
√
e). The remaining 300 mW of filtered pump is focussed in
5 mm of type-I BiBO for spontaneous parametric down conversion (SPDC). Signal-idler
photon pairs are created with central wavelengths of 728.6 nm and 827.3 nm, respectively,
and split with dichroic mirrors. These wavelengths are chosen such that the up-converted
photon is spectrally far from the laser second-harmonic generation (SHG) background.
The spectral bandwidths of the photons are controlled using a pair of shortpass and long-
pass edge filters on each side. Each photon is then coupled into single-mode fiber, which
allow for easy switching between spectral measurement, temporal measurement, and direct
detection. The dispersion of the fiber links is then compensated with grating-based pulse
compressors.
Spectral measurements are performed with two grating-based scanning monochroma-
tors (1200 lines/mm), one for each of the two near-infrared (NIR) SPDC photons. See
Ref. [74] for further details. The resolutions of the spectrometers, obtained from the emit-
ted spectra of a Ne-Ar calibration lamp, are 0.081 nm and 0.135 nm for the signal and
idler, respectively, the difference arising from slightly different slit widths in each monochro-
mater. Temporal measurements are performed through sum-frequency generation in 1 mm
of type-I BiBO with a strong gate laser pulse with an intensity temporal width of 120 fs
(1/
√
e), measured using an auto-correlation and assuming a Gaussian spectrum. The
up-converted photons are detected after passing through spectral bandpass filters which
remove the second harmonic background of the gate pulse.
For the temporal measurements, signal and idler photons are sent through 16.2 m and
21.2 m of fiber respectively. Grating-based compressors compensate for this chirp and allow
variable control over the dispersion. A polarizing beam splitter separates the Ti:Sapph
fundamental into two gates pulses. Due to the added propagation in fiber, the signal and
idler photons originate respectively 7 and 9 pulses behind the gate pulses. Each photon
then co-propagates with a gate pulse from the respective side with a spatial separation
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Figure 4.2: Experimental setup. Frequency-entangled photons are created through
spontaneous parametric down-conversion of an ultrafast pulse from a frequency doubled
Ti:sapphire laser. Measurements of either the frequency or the time of arrival of each
photon can be performed in coincidence. Spectral measurements are made with dual
single-photon monochromators. Temporal measurements are performed using optically
gated single-photon detection. The gating is implemented via noncollinear sum-frequency
generation between a strong gate pulse from the Ti:Sapph laser and the signal or idler.
The dispersion of the signal and idler photons is controlled with a combination of single
mode fibers and grating compressors before the up-conversion. The up-converted signal
is filtered with bandpass filters which remove the background second harmonic generation
from the gate pulse. Temporal and frequency measurements are performed in coincidence
to observe the spectral and temporal features of the photons.
for sum-frequency generation (SFG). The up-converted light, with central wavelengths of
375 nm and 400 nm for the signal and idler sides, respectively, is recollimated, spectrally
filtered with bandpass filters to remove second-harmonic background, and then coupled
into multimode fiber. The SHG background was approximately 10 times higher for the
idler SFG compared to the signal SFG and therefore, different gate powers were used to
maximize the signal-to-noise ratios in each arm, with 500 mW for the signal gate pulse
and 200 mW for the idler gate pulse. Both up-converted photons are detected with silicon
avalanche photodiodes with quantum efficiencies of approximately 30% near 400nm. The
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coincidence window for detection events was set to 3 ns.
The SFG employed in the temporal measurements can approach unit efficiency when
the temporal duration of the photon is approximately the same length in time or shorter
than the gate pulse [265]. However, in the present experiment, the photons are much
longer than the gate, and consequently, we estimate a maximum up-conversion efficiency
of approximately 30% [163]. The absolute efficiency of the temporal measurement ap-
paratus at the cross-correlation peak, including fiber coupling, chirp compensation, and
up-conversion, is found to be approximately 2% of this maximum.
The relative separation of the gratings in each compressor is initially scanned to cancel
the chirp from the fibers. This is achieved by minimizing the up-conversion width as a
function of the grating separation. The location of the minimum defines the centre position
of the gratings in the compressor where zero dispersion is applied. The amount of dispersion
provided by each compressor is then determined from the displacement of the gratings from
their centre position and their angle with respect to the incident and reflected light. The
compressors on the signal and idler arm are thus found to give 1315 fs2 and 1925 fs2 per
mm of displacement, respectively, due to the cubic dependence on wavelength [196].
Photons were produced at the source at a rate of 673,000 coincidence counts per sec-
ond with 3.4 × 106 and 3.5 × 106 single-detection events per second for the signal and
idler, respectively. The heralded second-order coherence of the source, measured with a
Hanbury Brown-Twiss interferometer [147], was g(2)(0) = 0.416± 0.004 for the signal and
g(2)(0) = 0.415± 0.003 for the idler. In general, double pair emission will lead to a broad
background in the joint spectrum and joint temporal intensity. However, due to the tight
temporal filtering on both sides, we estimate that double pairs contribute to less than 1% of
the measured up-converted signal. After the up-conversion on each side, approximately 30
coincidence counts (10, 000 up-converted signal singles and 16, 000 up-converted idler sin-
gles per second) per second were measured at the peak, from which about 0.6 coincidence
counts (360 and 3,000 singles) per second were background from the second harmonic of
the gate pulse.
4.5 Experimental Results
Detection events for the signal and idler are measured in coincidence after they have passed
through either both spectrometers, both temporal gates, or one of each. The corresponding
measured joint spectrum, joint temporal intensity, and time-frequency plots, which measure
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the frequency of one photon in coincidence with the arrival time of the other, are shown








Figure 4.3: Spectral and temporal characterization of ultrafast photons. A com-
bination of spectral and temporal measurements are made in coincidence in order to mea-
sure (a) the joint spectrum, (d) the joint temporal intensity, as well as the (b),(c) cross-
correlations between the time (frequency) of the idler and frequency (time) of the signal.
(a) Frequency anticorrelations with statistical correlation −0.9951 ± 0.0001 are accom-
panied with (d) positive correlations 0.987 ± 0.004 in the signal-idler arrival times. The
time-frequency plots (b),(c) show little correlation — (0.111±0.008) and (−0.106±0.008),
respectively— indicating low dispersion in the signal and idler photons. White lines on all
plots correspond to 1σ and 2σ contours of two-dimensional Gaussian fits.
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Table 4.1: Ultrafast two-photon state parameters. Measured marginals, heralded
widths, and correlations of the joint spectrum and joint temporal intensity presented
Figs. 4.3(a) and 4.3(d). All values are deconvolved to account for the finite resolution
of the spectrometers and the temporal gate. Measured properties are widths in standard





Signal marginal width (10.56± 0.04) ps−1 (0.537± 0.009) ps
Signal heralded width (1.02± 0.05) ps−1 (0.066± 0.018) ps
Idler marginal width (9.69± 0.03) ps−1 (0.587± 0.015) ps
Idler heralded width (0.94± 0.04) ps−1 (0.070± 0.019) ps
Correlation ρ −0.9951± 0.0001 0.987± 0.004
For each joint measurement of Fig. 4.3, the marginal width is obtained by fitting the
marginals to a one-dimensional Gaussian, while the heralded width is obtained taking
the average of several slices of the data when the frequency or time of one photon is
fixed. The statistical correlation, ρ, is obtained by finding the value that best fits a two-
dimensional Gaussian with the measured marginals. Since the finite resolution of both
spectral and temporal measurements are of the same order of magnitude as the spectral
and temporal distributions, the measured features will be broadened. To account for this,
the fit parameters are deconvolved assuming a Gaussian response function [74], and these
values for the joint spectrum and joint temporal distribution of Figs. 4.3(a) and 4.3(d) are
presented in Table 4.1.
The measured joint spectrum shown in Fig. 4.3(a) exhibits strong anticorrelation (−0.9951±
0.0001) in the signal and idler frequencies, while the joint temporal intensity of Fig. 4.3(d)
shows strong positive correlations (0.987± 0.004) in the arrival times of the photons. We
can witness the effect of the spectral phase in Figs. 4.3(b) and 4.3(c), which show weak
correlations between the frequency of one photon and the time of arrival of the other. Low
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Figure 4.4: Histograms of the frequency and time of arrival correlations between
signal and idler photons. Coincidences are confined to a small region in (a) with
∆(ωs+ωi) = (1.429±0.006) ps−1 (1.329±0.007 ps−1 when corrected for the finite resolution
of the gate) compared to (b) with ∆(ωs − ωi) = (18.16 ± 0.05) ps−1 (18.16 ± 0.05 ps−1)
indicating strong anticorrelations in frequency. Likewise, coincidences are localized in (d)
with ∆(ts − ti) = 0.203 ± 0.005 ps (0.110 ± 0.010 ps) compared to (c) with ∆(ts + ti) =
1.066 ± 0.016 ps (1.052 ± 0.016 ps) corresponding to strong correlations in the time of
arrival. From these values, we find a joint uncertainty product ∆(ωs + ωi)∆(ts − ti) =
0.290± 0.007 (0.15± 0.01).
4.5.1 Energy-time uncertainty relation
The spectral and timing correlations are further analyzed by binning the data presented in
Figs. 4.3(a) and 4.3(d) into histograms based on ω1 +ω2 and ts− ti, as well as ωs−ωi and
ts+ti for comparison, as shown in Fig. 4.4. The bin size was selected to match the step size
of the measurement apparatus. Gaussian fits to the histograms give a joint uncertainty
product ∆(ωs + ωi)∆(ts − ti) = (1.429 ± 0.006 ps−1)(0.203 ± 0.005 ps) = 0.290 ± 0.007,
which violates the inequality of Eq. (4.1) by about 100 standard deviations. Error bars
are obtained via Monte Carlo simulations assuming Poissonian noise. When deconvolved,
we find ∆(ωs + ωi)∆(ts − ti) = (1.329± 0.007 ps−1)(0.110± 0.010 ps) = 0.15± 0.01. The
measured uncertainty products thus provide a clear witness of energy-time entanglement
on ultrafast time scales.
The small fringes observed in the histogram in Fig. 4.4(b) could arise from photon
interference in α-barium borate (α-BBO) crystals 2 mm in length which were placed in
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both the signal and idler arms of the photon source, after the interference filters but before
the couplers in Fig. 4.2(b). A slight angle of less than one degree between the polarization
of the photons and the axis of the α-BBO crystals could result in interference between two
modes causing the observed fringes.
4.5.2 Nonlocal dispersion cancellation
We now turn to the problem of measuring the impact of dispersion on our energy-time
entangled state. We directly observe the effect of applied dispersion on the temporal
correlations, as presented in the joint temporal intensities of Fig. 4.5. We control the
spectral phase of the photons, φ(ωs, ωi) ≈ As(ωs − ωs0)2 +Ai(ωi − ωi0)2, with two grating
compressors where the chirp parameters As and Ai are for the signal and idler fields,
respectively. We estimate the magnitude of the applied dispersion from the geometry of
the compressor and the relative position of the gratings [196], and measure the standard
deviation ∆(ts − ti) of a Gaussian fit from histograms of ts − ti.
Starting from the case with no dispersion [Fig. 4.5(a)], we apply positive dispersion
As = (0.0373 ± 0.0015) ps2 to only the signal [Fig. 4.5(b)] and negative dispersion Ai =
−(0.0359 ± 0.0014) ps2 to only the idler [Fig. 4.5(c)]. In these two cases, we observe a
large increase in the timing uncertainty ∆(ts− ti) and a vertical or horizontal shear of the
joint-temporal intensity along the corresponding axis. We then apply the same amount of
positive and negative dispersion to the signal and idler as before [Fig. 4.5(d)], where the
dispersion applied to the idler is set to minimize the timing uncertainty between the two
photons. Here, the timing uncertainty in arrival time ∆(ts− ti) is almost unchanged. This
is the signature of nonlocal dispersion cancellation, limited by the finite correlations of the
initial two-photon state. The temporal marginals in Fig. 4.5(d) still increase since each
side remains exposed to a significant amount of dispersion.
For classical pulses, the effect of dispersion on the correlations in arrival times can
be expressed as an inequality [255], ∆(ts − ti)2F ≥ ∆(ts − ti)20 + 4A2/∆(ts − ti)20, where
∆(ts− ti)0 is the initial difference in detection times, and ∆(ts− ti)F is the final difference
with equal and opposite dispersion A applied on each side. Under the assumption that the
initial state is unchirped, taking the measured initial value from Fig. 4.5(a), ∆(ts − ti)0 =
0.235 ps (0.162 ps when corrected for the gate resolution), and using the average magnitude
of the applied dispersion A = 0.0366 ps2, we calculate that the standard deviation in arrival
times for classical pulses has to be at least ∆(ts − ti)F ≥ 0.390 ps (0.480 ps). However,








Figure 4.5: Nonlocal dispersion cancellation. Joint temporal intensity for the signal
and idler pair: (a) without dispersion, (b) with a positive dispersion of As = (0.0373 ±
0.0015) ps2 on the signal, (c) with a negative dispersion of Ai = (−0.0359 ± 0.0014) ps2
on the idler, and (d) with both a positive dispersion of As = (0.0373± 0.0015) ps2 on the
signal and a negative dispersion of Ai = (−0.0359± 0.0014) ps2 on the idler. For each, we
measure the uncertainty in the difference in arrival times of the signal and idler ∆(ts − ti)
and find: (a) 0.235± 0.003 ps (0.162± 0.005 ps when corrected for the finite resolution of
the gate), (b) 0.708± 0.013 ps (0.688± 0.013 ps), (c) 0.714± 0.010 ps (0.693± 0.011 ps),
(d) 0.245± 0.004 ps (0.175± 0.006 ps). We witness nonlocal dispersion cancellation in the
timing uncertainty ts − ti in (d) as the width ∆(ts − ti) remains almost unchanged with
the one measured in (a).
significantly smaller. The experimental apparatus thus provides a direct way to detect this
inherently quantum effect in a regime inaccessible to current detectors.
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4.6 Additional Experimental Details
The deconvolution of each parameter is performed by assuming that the measured state can
be described by a two-dimensional Gaussian function and assuming a Gaussian response
function for the spectral and temporal measurements. A two-dimensional Gaussian func-
tion of variables x and y can be specified by its marginals, σx and σy, and the correlation
ρ between the two variables,














If the measurement apparatuses used to measure the marginals σx and σy and the statistical
correlation ρ have a resolution of Πx and Πy, respectively, then the deconvolved marginals
σ′x and σ
′
y and the deconvolved statistical correlation ρ
′ are given by,
σ′x =
√
σ2x − Π2x (4.23)
σ′y =
√







For measurements of the heralded widths, the deconvolutions must be modified since these
widths depend on the measurements of both the signal and the idler photon. As such, the
deconvolved heralded widths σ′hx and σ′hy are given in terms of the measured heralded




σ2hy − (1− ρ2) Π2y




σ2hx − (1− ρ2) Π2x
σ2hy − Π2y. (4.27)
The deconvolved uncertainty in the sum or difference ∆(x ± y)′ is given in terms of the
measured value ∆(x± y) by,
∆(x± y)′ =
√
∆(x± y)2 − Π2x − Π2y. (4.28)
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Table 4.2: Fit parameters for source joint plots. Selected properties of the fits to the
joint spectrum, joint temporal intensity, and joint time frequency plots seen in Fig. 4.3.
Values in parentheses are deconvolved from a Gaussian response function.
Property
Joint-spectrum
Joint-temporal Signal frequency Signal time
(Deconvolved) intensity Idler time Idler frequency
Signal
Frequency (ω) 2586.9± 0.4 ps−1 - - -
Marginal 10.57± 0.04 ps−1 0.550± 0.009 ps 9.43± 0.05 ps−1 0.533± 0.003 ps
width (10.56± 0.04 ps−1) (0.537± 0.009 ps) (9.42± 0.05 ps−1) (0.519± 0.003 ps)
Heralded 1.16± 0.04 ps−1 0.176± 0.008 ps 9.4± 0.2 ps−1 0.514± 0.017 ps
width (1.02± 0.05 ps−1) (0.066± 0.018 ps) (9.3± 0.2 ps−1) (0.501± 0.018 ps)
Idler
Frequency (ω) 2276.9± 0.3 ps−1 - - -
Marginal 9.69± 0.03 ps−1 0.600± 0.015 ps 0.589± 0.006 ps 8.03± 0.05 ps−1
width (9.69± 0.03 ps−1) (0.587± 0.015 ps) (0.576± 0.006 ps) (8.02± 0.05 ps−1)
Heralded 1.06± 0.04 ps−1 0.185± 0.009 ps 0.588± 0.022 ps 7.7± 0.6 ps−1
width (0.94± 0.04 ps−1) (0.070± 0.019 ps) (0.576± 0.022 ps) (7.7± 0.6 ps−1)
Statistical −0.9939± 0.0001 0.944± 0.003 0.109± 0.008 −0.103± 0.008
Correlation (−0.9951± 0.0001) (0.987± 0.004) (0.111± 0.008) (−0.106± 0.008)
See Table 4.2 for a list of parameters from the joint spectrum, joint temporal intensity,
and frequency-time plots in Fig. 4.3. See Table 4.3 for a collection of parameters for plots
of the joint temporal intensity in Fig. 4.5. Raw measurements and deconvolved values are
presented in both tables.
Table 4.3: Fit parameters for the nonlocal dispersion cancellation. Selected prop-
erties of the fits to the joint temporal intensity plots seen in Fig. 4.5. Values in parentheses
are deconvolved from a Gaussian response function.
Property No dispersion Positive dispersion Negative dispersion Opposite
(Deconvolved) on the signal on the idler dispersion
Signal
Marginal 0.536± 0.004 ps 0.797± 0.009 ps 0.518± 0.004 ps 0.764± 0.007 ps
width (0.523± 0.004 ps) (0.788± 0.009) ps (0.504± 0.004) ps (0.754± 0.007) ps
Heralded 0.206± 0.010 ps 0.619± 0.040 ps 0.405± 0.020 ps 0.230± 0.030 ps
width (0.132± 0.012 ps) (0.599± 0.040) ps (0.384± 0.021) ps (0.160± 0.030) ps
Idler
Marginal 0.592± 0.006 ps 0.585± 0.005 ps 0.795± 0.010 ps 0.820± 0.010 ps
width (0.580± 0.006) ps (0.572± 0.005) ps (0.786± 0.010) ps (0.811± 0.010) ps
Heralded 0.223± 0.012 ps 0.448± 0.013 ps 0.613± 0.004 ps 0.231± 0.015 ps
width (0.143± 0.014) ps (0.428± 0.014) ps (0.592± 0.004) ps (0.160± 0.020) ps
Statistical 0.912± 0.003 0.589± 0.009 0.56± 0.01 0.951± 0.002
Correlation (0.956± 0.003) (0.609± 0.009) (0.58± 0.01) (0.973± 0.002)
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4.7 Additional Experimental Results
The four additional measured TBPs are presented in Table 4.4. We find that the first two
TBPs approach the value of 1/2 obtained for a Fourier limited two-dimensional Gaussian
pulse. The difference between the measured values and the value of 1/2 could be due to
a few reasons. Uncompensated dispersion will increase both TBPs. The time-frequency
plots do exhibit small correlations in Fig. 4.3, which would also arise from a nonzero
spectral phase. In addition, bandwidth filtering will increase the heralded width ∆t(h) as
it depends directly on the marginal spectrum and thus further increase ∆ω(m)∆t(h). We
observe a small amount of spectral clipping from the edge filters in the source which will
reduce the spectral bandwidth of the photons. Any bandwidth filtering from the grating
compressors would have the same effect. Moreover, since the heralded width depends on
the measurements on both the signal and idler side, errors associated with it tend to be
larger. This error translates to the deconvolved value, and the measured error on the TBPs
involving ∆t(h).
When observing the other two TBPs, we find that the marginal TBP ∆ω(m)∆t(m) is
much larger than the minimum of 1/2. This is consistent with either a mixed state or a
spectrally correlated state. The heralded TBP ∆ω(h)∆t(h) is smaller than the classically
allowed value of 1/2, providing yet another confirmation that the photons exhibit energy-
time entanglement.
Table 4.4: Time-bandwidth products. The four time-bandwidth products of the signal
and idler photons from SPDC are obtained from the marginal and heralded widths of




1.64± 0.07 1.64± 0.09
(0.62± 0.15) (0.62± 0.16)
∆ω(h)∆t(m)
0.63± 0.03 0.64± 0.03
(0.55± 0.03) (0.55± 0.03)
∆ω(m)∆t(m)
5.16± 0.07 5.3± 0.1
(5.03± 0.07) (5.2± 0.1)
∆ω(h)∆t(h)
0.20± 0.01 0.20± 0.01
(0.07± 0.02) (0.07± 0.02)
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4.8 Conclusion
We have directly measured both the temporal and frequency correlations of an ultrafast
biphoton pulse. Optical gating employed here was critical for realizing ultrafast coinci-
dence detection and correspondingly high-resolution temporal measurements. We observe
energy-time entanglement via a joint time-bandwidth inequality and demonstrate ultrafast
nonlocal dispersion cancellation of the biphotons with direct and independent detection.
This work can be extended to quantum interference measurements on ultrafast time scales,
and can be combined with temporal imaging to greatly increase the versatility of energy-
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5.1 Chapter Overview
Many quantum advantages in metrology and communication arise from interferometric phe-
nomena. Such phenomena can occur on ultrafast time scales, particularly when energy-
time entangled photons are employed. These have been relatively unexplored as their
observation necessitates time resolution much shorter than conventional photon counters.
Integrating nonlinear optical gating with conventional photon counters can overcome this
limitation and enable subpicosecond time resolution. Here, using this technique and a
Franson interferometer, we demonstrate high-visibility quantum interference with two en-
tangled photons, where the one- and two-photon coherence times are both subpicosecond.
We directly observe the spectral and temporal interference patterns, measure a visibility
in the two-photon coincidence rate of (85.3 ± 0.4)%, and report a CHSH-Bell parameter
of 2.42 ± 0.02, violating the local-hidden variable bound by 21 standard deviations. The
demonstration of energy-time entanglement with ultrafast interferometry provides oppor-
tunities for examining and exploiting entanglement in previously inaccessible regimes.
5.2 Context
Interferometry based on entangled quantum states is essential for enhanced metrology
and quantum communication. Quantum correlations can enable interferometric measure-
ments with improved sensitivity [267] and resolution [268], and quantum advantages have
been found for interferometric applications involving optical coherence tomography [269],
precise measurements of optical properties [246, 270], and the detection of gravitational
waves [271]. In laser physics, the development of ultrafast light sources has led to innova-
tions in atomic spectroscopy, time-resolved measurements for quantum chemistry, nonlinear
optics, X-ray sources, with applications in health sciences and industrial machining [272].
For quantum light, energy-time entangled photons can also be produced with temporal
features on ultrafast time scales [273, 274, 275] and the wide availability of pulsed lasers
has made this regime accessible for quantum state engineering [157, 167, 74]. However,
quantum interferometry with these states is challenging as the interference time scales are
below the resolution of standard photon detectors [67, 75]. To overcome detector limi-
tations, optical techniques have been developed to directly observe energy-time entangled
quantum states on ultrafast time scales [209, 276] by building effective fast photon counters
using ultrafast optical gating in conjunction with standard photon counters [208, 252, 260].
Extending the measurement of quantum interference to subpicosecond time scales will be
essential for developing new applications with ultrafast energy-time states of light.
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An important class of interferometers that has been used to observe quantum interfer-
ence effects with energy-time entangled photons was developed by Franson in 1989 [49].
Photon pairs are sent through two unbalanced interferometers creating interference in
the coincidence rate but not in the single-photon detection rates. High-visibility interfer-
ence was observed in such an interferometer using spontaneous parametric downconversion
(SPDC) [50, 277]. Franson interferometers with energy-time entangled states have since
become important for applications in long-distance quantum key distribution [95], mea-
suring entanglement in high-dimensional [140] and multiphoton states [103, 254], scaling
quantum information tasks to larger dimensions [278, 279], and improving molecular spec-
troscopy [280]. However, when both the single-photon and two-photon coherence times
are ultrafast, as is often the case for SPDC photons produced with pulsed lasers, observ-
ing quantum interference effects with a Franson interferometer requires new techniques to
overcome detector limitations and the original interferometer concept can be adapted to
provide delays on shorter time scales.
In this work, we temporally resolve two-photon interference with subpicosecond timing
resolution. The detectors are implemented by optically gating the photons in a nonlinear
medium via noncollinear sum-frequency generation (SFG) with a short gate pulse [208,
252, 260, 209]. Using this technique and single-photon spectrometers, we measure both
the joint temporal and joint spectral features of a spatially separated two-photon state at
the output of a Franson interferometer.
5.3 Concept and Theory
We produce energy-time entangled photon pairs with parametric downconversion pumped
by a broadband laser pulse. The photons are produced with strong anti-correlations
between the signal, ωs, and idler, ωi, frequencies leading to a narrow joint uncertainty
∆(ωs+ωi) set by the bandwidth of the pump in broadly phasematched materials [281, 209].
For a two-photon state with no spectral phase, the photon pairs will also exhibit strong
correlations between the time of arrival of the signal, ts, and the idler, ti, leading to
smaller joint uncertainty than their individual widths in time, ∆(ts − ti) < ∆ts,i [209].
A Franson interferometer, shown schematically in Fig. 5.1, separates the photons on each
side into a short and long path, with a time delay τ , resulting in four possible combi-
nations of paths. The single-photon detection rates, which vary with the phase in each







Figure 5.1: Franson interferometer composed of two unbalanced interferometers.
Quantum interference can be seen by sending each photon of a two-photon energy-time
entangled pair through an unbalanced interferometer. Each photon is split into early
and late time bins and recombined with a phase applied to one bin. Interference in the




cs,i = 1/∆ωs,i, whereas the coincidence rate, which varies with φs + φi, has a
two-photon coherence time inversely proportional to the two-photon spectral bandwidth,
τ
(2)
c = 1/∆(ωs + ωi) (see Section 5.3.1). A visual representation of the single-photon and
two-photon spectral bandwidths is presented in Fig. 5.2. When the time delay τ is set to be
much larger than the single-photon coherence time but less than the two-photon coherence
time, τ
(1)
cs,i  τ < τ
(2)
c , interference in the coincidence rate can be observed without any
present in the single detection rates.
The interference in the coincidences results from the indistinguishability between the
cases where both of the photons take the short path in the interferometer and where
both take the long path. Meanwhile, the cases where they take opposite paths, labeled
short-long and long-short, do not exhibit interference, thus limiting the visibility to 50%
without temporal resolution. This, however, is the same maximum visibility that can be
obtained in coincidence measurements with classically correlated light when zero visibility
is observed in the single-photon rates [155]. To observe higher visibility interference with
energy-time entangled photons, sufficient time resolution is needed to resolve the arrival
times of the early and late photons. This condition is typically met using continuous-
wave-pumped downconversion sources whose two-photon coherence times are much longer.
They can therefore support interferometer delays in the range of 10 cm to 1 m [94, 282,


































































Figure 5.2: Spectral bandwidths and temporal widths for a frequency anti-
correlated two-photon state. (a) The single-photon spectral bandwidth, ∆ω, is given
by the marginal distribution obtained by projecting the joint spectral intensity onto either
the signal or idler axes. The single-photon coherence time, the time scale over which inter-
ference in the single-photon rates can occur, is related to the inverse of the single-photon
spectral bandwidth, τ
(1)
c = 1/∆ω. (b) The heralded spectral bandwidths, ∆ωh, are the
spectral bandwidths of the signal or idler photon when the frequency of the other is fixed.
(c) The two-photon spectral bandwidths for the semi-minor, ∆(ωs + ωi), and semi-major
axes, ∆(ωs − ωi), are obtained by projecting the joint spectral intensity along the corre-
sponding diagonal axes ωs±ωi. The two-photon coherence time, the time scale over which
interference in the coincidences can occur, is related to the inverse of the two-photon spec-
tral bandwidth, τ
(2)
c = 1/∆(ωs+ωi). (d-f) The marginal temporal widths, ∆t, the heralded
temporal widths, ∆th, as well as the two-photon temporal widths, ∆(ts ± ti) are obtained
from the joint temporal intensity in the same way as their spectral analogues.
between early and late photons (30 µs to 3 ns) remains much larger than standard detector
resolution.
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5.3.1 Franson interferometry with finite correlations
In this section, we first calculate the overall coincident and single-photon detection rates of
an energy-time entangled two-photon state after the Franson interferometer. We will show
that this leads to two distinct time scales of interference for the single-photon detection
rates and the coincidence detection rate. We then describe the need for temporal selection
to improve the visibility of the interference in the coincidence rate after the Franson inter-
ferometer, and describe the effect of spectral or temporal selection by calculating the joint
spectrum and joint temporal intensity for the two-photon state after the Franson interfer-
ometer. Finally, we discuss the parameters for optimizing the visibility of the two-photon
interference.









At the source, the joint spectral amplitude F (ωs, ωi) of a pure two-mode state with no
spectral phase can be described in Gaussian form as,




















where σωs and σωi are the marginal bandwidths of the signal and idler, respectively, and
where the correlation parameter ρω = ∆(ωsωi)/∆ωs∆ωi describes the statistical correla-
tions between the frequency of the signal and idler modes, and can be related to the purity
of the partial trace, P =
√
1− ρ2ω. For frequency anti-correlated photons, as shown in
Fig. 5.5(a), the frequency correlations are negative and ρω < 0.
The Franson interferometer introduces delays τs and τi between the short and long arms
of each unbalanced interferometer with a phase φs and φi on the signal and idler sides,
respectively. The joint spectral amplitude after the Franson interferometer takes the form,










The overall coincidence rate directly after the interferometer is,






















2 − (1 + ρω)σωsσωiτsτi
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2 − (1− ρω)σωsσωiτsτi
)
cos [(ωs0τs − φs)− (ωi0τi − φi)] .
(5.4)
For frequency anti-correlated photons, ρ → −1, we expect interference which depends
on the phase sum φs+φi, whereas for frequency correlated photons ρ→ 1, the interference
depends on the phase difference φs − φi. Considering the idealized case of frequency anti-
correlations (ρ→ −1), assuming the signal and idler photon bandwidths σω are the same,
and the interferometer delays τ are equal, Eq. 5.4 simplifies to,
















− (1 + ρω)σ2ωτ 2
)
cos [(ωs0τ − φs) + (ωi0τ − φi)] .
(5.5)
On the other hand, single-photon detection events have interference fringes described by,








cos (ωj0τj − φj) . (5.6)
where j ∈ {s, i}. Comparing Eq. 5.5 and Eq. 5.6, we find that there are two time scales for
interference for the two-photon state from downconversion. The single-photon interference
in Eq. 5.6 varies with φj and has a coherence time that depends on the inverse bandwidth
of the photons, τ
(1)
c = 1/σω = 1/∆ω, whereas the two-photon interference in Eq. 5.5 varies









= 1/∆(ωs+ωi). The Franson interferometer can thus
be used to separate these two time scales by setting the delay 1/∆ω  τ ≤ 1/∆(ωs + ωi)
between the single-photon and two-photon coherence times. Thus, with the appropriately
chosen delay settings, we find the singles detection rates are constant whereas the coincident
detection rate has oscillating fringes which depends on φs+φi with an interference visibility
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. The visibility V ≤ 1
2
without temporal selection is
limited by the non-interfering background contributions from the short-long and long-
short paths of the interferometer. In order to improve the measured visibility, these non-
interfering background terms must be temporally filtered.
5.3.2 Franson interferometry with spectral or temporal filtering
We now discuss the spectral and temporal features of the downconverted state after the
Franson interferometer. We will show that visibilities in the coincident rates greater than
50% can be achieved with temporal filtering. This is achieved by calculating the joint
spectrum and joint temporal intensity. The joint spectrum is obtained from the modulus









It consists of the original source spectrum |Fsource(ωs, ωi)|2, which is intensity modulated.
When φi + φs = 0, the oscillations for the anti-correlated frequencies remain in phase, as
in Fig. 5.5(b), whereas when φs + φi = π, they will be out of phase, as in Fig. 5.5(c).
The joint temporal amplitude is obtained by taking the Fourier transform of the joint
spectral amplitude,
ffranson (ts, ti) =
∫
dωidωsFfranson (ωi, ωs) e
iωitieiωsts (5.8)
from which we can obtain the joint temporal intensity,
|ffranson (ts, ti)|2 ∝ f 2ss (ts, ti) + f 2ls (ts, ti) + f 2sl (ts, ti) + f 2ll (ts, ti)
+ 2 [fss (ts, ti) fls (ts, ti) + fsl (ts, ti) fll (ts, ti)] cos (ωs0τs − φs)
+ 2 [fss (ts, ti) fsl (ts, ti) + fls (ts, ti) fll (ts, ti)] cos (ωi0τi − φi)
+ 2fsl (ts, ti) fls (ts, ti) cos [(ωs0τs − φs)− (ωi0τi − φi)]
+ 2fss (ts, ti) fll (ts, ti) cos [(ωs0τs − φs) + (ωi0τi − φi)] ,
(5.9)
where
fss (ts, ti) = exp
[
− (σωsts − σωiti)
2 − 2(1 + ρ)σωsσωitsti
]
(5.10)
fls (ts, ti) = exp
[
− (σωs(ts + τs)− σωiti)
2 − 2(1 + ρ)σωsσωi(ts + τs)ti
]
(5.11)
fsl (ts, ti) = exp
[
− (σωsts − σωi(ti + τi))
2 − 2(1 + ρ)σωsσωits(ti + τi)
]
(5.12)
fll (ts, ti) = exp
[
− (σωs(ts + τs)− σωi(ti + τi))




are the four terms that represent the different combinations of paths the photons can take
in the Franson interferometer, either short-short (fss), long-short (fls), short-long (fsl), or
long-long (fll). These are two-dimensional correlated Gaussian functions that are shifted
with respect to the origin by the applied delays τi and τs. Different types of interference can
occur between these paths. The first line in Eq. 5.9 contains the non-interference terms, the
second and third lines accounts for single-photon interference, while the fourth and fifth
lines account for nonlocal two-photon interference, which depends on the overlap between
fls and fsl and between fss and fll, respectively. For anti-correlated photons (ρ→-1), the
short-long fsl and long-short fls terms do not overlap and the fourth line goes to zero since






































cos (τω0 − φ) .
(5.14)
Comparing Eq. 5.9 and Eq. 5.14, we find, as before, two different timescale for two-photon
and single-photon interference. The interference term which varies as φs + φi depends on
the overlap between fss and fll, whereas the single-photon interference has a coherence
time that depends on the inverse bandwidth (1/σω = 1/∆ω) of the downconverted light.
In order to calculate the expected coincidence and single-photon rates with temporal
selection, we consider the limiting case where we temporally select only the photon arrival
times halfway between the short and long paths. This is equivalent to setting ts = −τs/2
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cos (ω0τ − φ) (5.16)
The visibility of the two-photon interference term in Eq.5.15 is then maximized under
two conditions: the ratio of the delays is proportional to the ratio of the marginal band-
widths, σωsτs = σωiτi, and the delays are less than the two-photon coherence time, τsτi 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1/ [2(1 + ρ)σωsσωi ]. Under these conditions, assuming the photon bandwidths are equal,
and substituting the expressions for the single- and two-photon spectral bandwidths, the
coincidence rate and single-photon rates of photon detections with temporal selection at
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cos (ω0τ − φj)
(5.18)
As before, single-photon interference is removed by making the delays larger than the
single-photon coherence time, τ  1/∆ω. However now, with temporal selection, the non-
interfering terms have been filtered and 100% interference visibility can be achieved in the
two-photon coincidence rate.
5.4 Experimental Setup
5.4.1 The unbalanced interferometer for ultrafast photons
The experimental implementation of the Franson interferometer presented in Fig. 5.3 was
chosen to provide a stable and compact method of creating time bin states with subpi-
cosecond temporal separations. We construct the ultrafast Franson interferometer using
birefringent crystals where the long and short paths arise due to the different refractive
indices, and hence different optical path lengths, for horizontally and vertically polarized
light [96], as seen in Fig. 5.3(b). Two millimeters of α-BBO creates an interferometer with
relative delays below one picosecond and does not require any active phase stabilization. In
this section, we analyze the transformations applied to the polarization state of the photon
by the unbalanced interferometer in Fig. 5.3(b), composed of a birefringent crystal, wave
plates, and a polarizing beam splitter.
We denote the eigenstates of the Pauli operators σz as |H〉 and |V 〉, representing the
horizontal and vertical polarization states of light. After downconversion, the polarization
state of each photon is vertical, |ψ〉pol = |V 〉. The α-barium borate (α-BBO) birefringent




α-BBO QWP HWP PBS
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b)
Figure 5.3: The unbalanced interferometer for ultrafast states. (a) Each photon is
split into early and late time bins and recombined with a phase applied to one bin. (b)
The delays and phases are implemented through birefringent material and wave plates,
creating a path difference on subpicosecond time scales between the short and long paths.
A birefringent crystal (α-BBO) splits a horizontally polarized photon into a diagonal and
a delayed anti-diagonal mode. A quarter-wave plate (QWP) converts diagonal and anti-
diagonal to left- and right-circularly polarized light. A half-wave plate (HWP) introduces a
phase between the circularly polarized photons. Both polarizations are then projected into
the horizontal state with a polarizing beam splitter (PBS). See Section 5.4.1 for further
details.
bins with a temporal separation of τs = 0.820 ps and τi = 0.910 ps, for the signal and
idler, respectively. The two time bins have orthogonal polarizations, which we denote as
diagonal, |D〉 = 1√
2
(|H〉+ |V 〉) and anti-diagonal, |A〉 = 1√
2
(|H〉 − |V 〉). As a result, the
polarization state is transformed to, |ψ〉pol →
1√
2
(|D〉 |e〉+ |A〉 |l〉). The phase difference
φ between the two time bins can be controlled by manipulating the polarization of the
two modes after the α-BBO crystals with two wave plates and a PBS. A quarter-wave
plate (QWP) first converts the two orthogonal polarization modes into left-circular, |L〉 =
1√
2
(|H〉 − i |V 〉), and right-circular polarizations, |R〉 = 1√
2
(|H〉+ i |V 〉), resulting in the
state 1√
2





cos 2θ sin 2θ
sin 2θ − cos 2θ
)
, (5.19)
next applies the following transformations on the left- and right-circular polarizations of
light,
UHWP(θ) |R〉 = iei2θ |L〉 (5.20)
UHWP(θ) |L〉 = ie−i2θ |R〉 , (5.21)




ei2θ |R〉 |e〉+ e−i2θ |L〉 |l〉
)
. The PBS then erases the polar-
ization information by projecting both circular polarizations into the horizontal mode |H〉,




e−i2θ |e〉+ ei2θ |l〉
)
. As a result of these transformations,
the photon at the output of the unbalanced interferometer is in a time bin state with a
phase difference between the early and late bins that can be set by the angle of the HWP
through the parameterization φ = 4θ.
5.4.2 Experimental setup and details
The experimental setup is shown in Fig. 5.4. Signal-idler photon pairs are produced using
SPDC with center wavelengths of 730 nm and 827 nm, respectively. A pair of tunable
edge filters in the source control the single-photon spectral bandwidths by making effec-
tive bandpass filters of 3.0 nm (s.d.) and 3.5 nm, for the signal and idler respectively.
The photon pairs are coupled into fiber, allowing for direct detection, spectral, or tem-
poral measurements in coincidence, with or without the Franson interferometer. Spectral
measurements are performed using two grating-based single-photon monochromators with
a resolution of approximately 0.1 nm, while temporal measurements are implemented by
optically gating the single-photons using SFG with femtosecond laser pulses which have
an intensity pulse width of 0.120 ps (s.d.) [209].
Photons from the source were detected at a rate of 626,000 coincidence counts per
second with 3.6 × 106 and 3.3 × 106 single-detection events per second for the signal and
idler, respectively. The heralded second-order coherence of the source, measured with
a Hanbury Brown-Twiss interferometer, was g(2)(0) = 0.391 ± 0.004 for the signal and
g(2)(0) = 0.395± 0.006 for the idler. In general, double-pair emission will lead to a broad











































Figure 5.4: Experimental setup. (a)A Ti:sapphire laser pulse (775nm, 3.8W average
power, 0.120 ps (s.d.) pulse-width), is frequency doubled in 2 mm of β-bismuth borate
(BiBO). After spectral filtering with a 0.2 nm FHWM bandpass filter, the second harmonic
(387.6 nm, 300 mW average power, approximately 0.940 ps (s.d.) coherence time) pumps a
5 mm BiBO crystal for type-I spontaneous parametric downconversion (SPDC) generating
frequency entangled photons centered at 730 nm and 827 nm. The photons are separated
by a dichroic mirror and their bandwidth is controlled using tunable edge filters. Each
photon passes through an unbalanced interferometer consisting of α-BBO, QWP, HWP,
and PBS. We use 2.00 mm and 2.25 mm of α-BBO to create a difference between the short
and long paths of τs = 0.820 ps and τi = 0.910 ps on the signal and idler side, respectively.
The output of the Franson interferometer is coupled into single-mode fibers. (b) Spectral
measurements are made with single-photon spectrometers. (c) Temporal measurements are
performed using ultrafast gating with a strong laser pulse. A pair of grating compressors
compensates for the dispersion introduced by the fibers.
temporal filtering on both sides, we estimate that double pairs contribute to less than 1%
of the measured up-converted signal. After the up-conversion on each side (without the
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Franson interferometer), approximately 44 coincidence counts (12, 000 up-converted signal
singles and 21, 000 up-converted idler singles per second) per second were measured at
the peak, from which about 0.8 coincidence counts (400 signal and 2,500 idler singles) per
second were background from the second harmonic of the gate pulse.
5.5 Experimental Results
5.5.1 Franson interferometry with fast detectors
Joint spectral and temporal characterization
The joint spectral intensity and joint temporal intensity of the state before the Franson in-
terferometer were measured and the data is shown in Figs. 5.5(a) and 5.5(d), respectively.
We observe strong anti-correlations between the photon frequencies and strong positive
correlations between their arrival times. In Table 5.1, we present the fit parameters for
the measured widths of the joint spectral intensity in Fig. 5.5(a) and the joint temporal
intensity in Fig. 5.5(d). The marginal widths are obtained by fitting the marginals of
Figs. 5.5(a) and 5.5(d) to a one-dimensional Gaussian, while the heralded widths are ob-
tained taking the average of several slices of the data when the frequency or time of one
photon is fixed. The statistical correlation, ρ, is obtained by finding the value that best fits
a two-dimensional Gaussian with the measured marginals. To account for the finite resolu-
tion of the spectrometers and temporal gates, the fit parameters are deconvolved assuming
a Gaussian response function, and these values are presented in parentheses alongside the
values obtained from the raw measurements in Table 5.1.
Measurements of the spectral widths in these plots allow us to estimate the one- and
two-photon coherence times. The deconvolved frequency marginals are found to be ∆ωs =
10.65 ps−1 and ∆ωi = 9.57 ps
−1, from which we estimate single-photon coherence times of
τ
(1)
cs = 0.094 ps and τ
(1)
ci = 0.105 ps for the signal and idler respectively. Gaussian fits to
histograms of the spectral semi-minor and semi-major axes yield deconvolved two-photon
spectral bandwidths of ∆(ωs + ωi) = 1.531 ps
−1 and ∆(ωs − ωi) = 17.81 ps−1. From
the former, we estimate a two-photon coherence time of τ
(2)
c = 0.653 ps. The temporal
measurements yield deconvolved temporal marginal widths of ∆ts = 0.455 ps and ∆ti =
0.488 ps and deconvolved temporal widths of the semi-minor and semi-major axes of ∆(ts+




Figure 5.5: Spectral and temporal characterization of two-photon states. The
joint spectral intensity and joint temporal intensity of the two-photon state shown (a,d)
before and (b,c,e,f) after the Franson interferometer. After the interferometer, different
fringe patterns are observed in the joint spectrum for (b) constructive and (c) destructive
interference. The interferometer shifts the temporal profile in (d) creating four different
combinations of paths: short-short, short-long, long-short, and long-long. We observe (e)
constructive and (f) destructive interference in the central peak between the cases where
the photons both take the short path and both take the long path. These correspond to
two-photon states where the signal and idler phases sum to (b,e) φi + φs = 0, and (c,f)
φi + φs = π.
The joint spectral intensity and joint temporal intensity of the state after the Franson
interferometer are shown in Figs. 5.5(b, c, e, f) for two different combinations of phase
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Table 5.1: Fit parameters for source joint plots. Fit parameters for the joint spectral
intensity and the joint temporal intensity as seen in Fig. 5.5(a) and 5.5(d). All measured







Frequency (ω0) 2584.6± 0.4 ps−1 -
Marginal 10.65± 0.04 ps−1 0.471± 0.004 ps
width (10.63± 0.04 ps−1) (0.455± 0.004 ps)
Heralded 1.25± 0.04 ps−1 0.171± 0.009 ps
width (1.13± 0.05 ps−1) (0.059± 0.022 ps)
Idler
Frequency (ω0) 2276.7± 0.4 ps−1 -
Marginal 9.57± 0.04 ps−1 0.502± 0.005 ps
width (9.56± 0.04 ps−1) (0.488± 0.005 ps)
Heralded 1.13± 0.02 ps−1 0.183± 0.010 ps
width (1.02± 0.02 ps−1) (0.063± 0.023 ps)
Statistical −0.9929± 0.0001 0.920± 0.003
Correlation (−0.9942± 0.0001) (0.979± 0.004)
settings which provide the highest contrast between the constructive and destructive inter-
ference in the central peak of the temporal plots. In Fig. 5.5(b), we observe a joint spectral
intensity similar to the one found in Fig. 5.5(a) but with a periodic amplitude modulation.
The joint spectral intensity in Fig. 5.5(c) is also modulated by two sinusoidal functions,
but shifted with respect to the ones in Fig. 5.5(b). These patterns correspond to the ex-
pected fringes for unbalanced interferometers applied to both the signal and idler, with
phases φs + φi = 0 and φs + φi = π, respectively. In the corresponding temporal plots, we
observe constructive interference in Fig. 5.5(e) and destructive interference in Fig. 5.5(f),
presenting, respectively, a strong peak and trough in the center of the distribution, while
the two side peaks on either side of the central peak exhibit no interference. Through these
measurements, we are able to observe the effect of the interferometer in both spectral and
temporal domains.
Optically gated Franson interference
We then measure the phase-dependent interference fringes of the Franson interferometer.




















































Figure 5.6: Two-photon interference fringes. Franson interference between the up-
converted signal and idler pair is measured by varying the signal and idler phases while
setting the idler gate delay and signal gate delay halfway between the short and long paths
of each side of the Franson interferometer. (a) We observe high-visibility interference with
fringe oscillations along the diagonal which depend on the sum of the two phases φs + φi.
(b) Weighted average of the coincidences and weighted average of the singles for the signal
and idler pair as viewed as a function of their phase sum. Interference fringes display
oscillations of (85.3± 0.4)% visibility, while the singles detection events show no apparent
oscillations.
only the photons in the center of the joint temporal intensity where the highest contrast
interference is observed, and corresponding to one pixel in Figs. 5.5(e) and 5.5(f). The
measured coincidences as a function of the signal and idler phases, φs, φi, are presented in
Fig. 5.6. We observe high-visibility interference fringes along one diagonal in Fig. 5.6(a)
which corresponds to interference in the correlated phase setting, φs + φi, as expected
for frequency anti-correlated photons (see Section 5.3.2 for further details). From the
same data set, we plot the integrated single and coincidence rates as a function of the
phase sum, φs + φi, in Fig. 5.6(b). The coincidence rate exhibits fringes with (85.4 ±
0.4)% visibility without background subtraction, whereas the single-photon rates exhibit
no visible interference. Error bars are obtained from a weighted average of the data points
assuming Poissonian noise.
To maximize the visibility of the Franson interference, we found that the interferometer
delays need to shift the joint-temporal intensity in Fig. 5.5(d) along its semi-major axis,
such that a maximum overlap is obtained between the cases where both photons take the
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long path and where both photons take the short path. This can be achieved by matching
the ratio of the applied interferometer delays τ to the ratio of the marginal temporal
widths ∆t, such that τi/τs = ∆ti/∆ts. The measured ratio was ∆ti/∆ts = 1.07, differing
from unity due to the particular phase-matching conditions which can change the angle
of the joint spectral amplitude function [164]. We found that using different lengths of
α-BBO crystals, 2.00 mm and 2.25 mm, created the appropriate temporal separations of
approximately τs = 0.820 ps and τi = 0.910 ps, for the signal and idler, respectively, in
order to approach this ratio and satisfy the conditions for two-photon interference. We
repeated the measurement when both crystal lengths were chosen to be 2.00 mm and
observed a reduction of 10% in the visibility.
5.5.2 Bell inequality violation
The measured detector counts for each phase setting φ in the unbalanced interferome-
ters can be viewed as one binary outcome of a projective measurement, which we assign
the value (+1). The corresponding outcome (−1) could be obtained by placing a second
detector to measure the photon events at the second output port of the unbalanced in-
terferometer, however, here the second outcome (−1) is instead obtained by measuring
the photon events from the same detector but with an additional π phase shift introduced
in the interferometer using the HWPs in Fig. 5.4. Given measurement outcomes ±1 for
two measurement choices labeled a, a′ for the signal and b, b′ for the idler, we measure
the coincidence rates for the four outcomes of each joint projective measurement, denoted
Ri,j(a, b), (i, j = ±1), and evaluate the correlation coefficient [95],
E(a, b) =
R++(a, b) +R−−(a, b)−R+−(a, b)−R−+(a, b)
R++(a, b) +R−−(a, b) +R+−(a, b) +R−+(a, b)
.
(5.22)
Assuming a local-hidden variable model, the CHSH inequality [284] provides an upper limit
to the combination of four correlation coefficients, which can be written as,
S = |E(a, b) + E(a, b′) + E(a′, b)− E(a′, b′)| ≤ 2. (5.23)
Thus, we can look for a violation of the CHSH inequality from 16 combinations of signal-
idler phases, 4 outcomes for each of the 4 joint projective measurements in the inequal-
ity [95] (see Section 5.5.2). In Table 5.2, we provide a table of raw coincidence counts for
a particular combination of two projective measurements in the x − z plane of the Bloch
sphere on both the signal and idler sides. We count for 200 seconds for each outcome,
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Table 5.2: Measured coincidence counts for the CHSH-Bell inequality. The opti-
cal gate delays are set to upconvert photons in the center of the joint-temporal intensity.
Upconverted coincidence counts are measured over 200 seconds for 16 combinations of
signal-idler phases in the Franson interferometer. These correspond to projective measure-
ments performed on the signal and idler sides respectively labeled a, a′ and b, b′ with binary
outcomes (±1) assigned for each phase setting.
Signal Phase (φs)
7π/4 3π/4 π/4 5π/4
a a′
(+1) (−1) (+1) (−1)
0
b
(+1) 1292 367 1419 336
Idler Phase π (−1) 315 1331 329 1394
(φi) π/2 b′
(+1) 1423 294 358 1333
3π/2 (−1) 301 1469 1401 335
and obtain from these counts a CHSH-Bell parameter of 2.42 ± 0.02, a violation of the
local-hidden variable bound of 2 by 21 standard deviations [284]. This is a consequence
of the entanglement in our system and shows the high quality of the interference and the
general performance of our measurement device.
The visibility of the Franson interference and Bell violation could be further improved by
reducing the second-harmonic generation (SHG) background from the laser in the optical
gating. From the measured upconversion rates after the source, we obtain a coincidence
rate of about 44 Hz from which about 0.8 Hz can be attributed to the SHG background
of the laser. This corresponds to a signal-to-noise ratio (SNR) of 54. After the Franson
interferometer, the measured coincidence rate at the peak is reduced by a factor of 4 but the
SHG background remains the same, giving a SNR of 13.5. This translates to a reduction
in visibility of 13%, which accounts for most of the observed visibility loss. The SHG
background source could be reduced by utilizing a type-II process which would allow for
additional polarization filtering.
5.6 Conclusion
We have experimentally observed two-photon quantum interference on ultrafast time scales.
The optical gating detection mechanism enables the direct measurement of the joint tempo-
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ral intensity as well as the observation of quantum interference phenomena and the violation
of a CHSH-Bell inequality in a previously inaccessible regime. The Franson interferometer
is stable and compact and could thus support future integration on chip. In addition to
interferometry, access to both spectral and temporal features will provide new tools for
creating and characterizing two-photon states and will be essential for new applications in
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6.1 Chapter Overview
The generation of ultrafast laser pulses and the reconstruction of their electric fields is
essential for many applications in modern optics. Quantum optical fields can also be
generated on ultrafast time scales, however, the tools and methods available for strong
laser pulses are not appropriate for measuring the properties of weak, possibly entangled
pulses. Here, we demonstrate a method to reconstruct the joint-spectral amplitude of a two-
photon energy-time entangled state from joint measurements of the frequencies and arrival
times of the photons, and the correlations between them. Our reconstruction method is
based on a modified Gerchberg-Saxton algorithm. Such techniques are essential to measure
and control the shape of ultrafast entangled photon pulses.
6.2 Context
The generation, control, and measurement of high-dimensional entangled quantum states
of light are important for optical computing and communication [286, 145, 287, 28]. One
form of this entanglement, in the energy-time degree of freedom, can exhibit strong cor-
relations in frequency and time [150, 151], nonlocal interference phenomena [49, 50], and
dispersion cancellation [245, 255], with applications in high-capacity quantum key distribu-
tion [71, 278], enhanced spectroscopy [280], sensing [288], and two-photon absorption [273].
The generation and control of energy-time entanglement has been realized in both bulk
crystals and waveguide structures [289, 74, 290, 291, 110], however, it remains an important
challenge to reconstruct the quantum state of the photons produced. The performance of
any quantum optical technology using time and frequency depends on being able to both
shape and measure such photonic states.
In ultrafast optics and laser physics, the ability to measure the amplitude and phase of
laser pulses on ultrafast time scales is essential for nonlinear optics and spectroscopy. In
this context, the problem of electric field reconstruction has been extensively studied [182].
Optical pulses can be produced on time scales much shorter than any photodetector re-
sponse time [292], and consequently, the only thing fast enough to measure an ultrafast
laser pulse is another ultrafast pulse. Techniques such as FROG [224] and SPIDER [293]
make use of nonlinear optical processes to measure and reconstruct ultrafast pulses. How-
ever, adapting them to quantum states of light is challenging due to the low power levels
of single photons. In addition, the algorithms developed for laser pulses do not account
for the possibility that photons can be entangled. New innovations are therefore needed
to reconstruct the joint state of entangled ultrafast photon pulses.
134
Approaches for characterizing the optical modes of photons have been explored us-
ing homodyne measurements [294, 45, 295, 296, 297, 298], or two-photon interference ef-
fects [299, 300, 301]. The increased interest in time-frequency modes has also led to nonlin-
ear ultrafast approaches for characterization [109, 179, 302]. To measure both the frequency
and time intensity correlations of energy-time entangled states, optical methods based on
optical gating and frequency resolved measurements have recently been developed. These
have been used to observe nonlocal dispersion cancellation [209] and two-photon quantum
interferometry [266] on time scales inaccessible to standard photodetectors. For complete
characterization, however, the joint spectral phase is also required.
Recovering the phase of a field from intensity measurements in Fourier-related do-
mains is known as a phase-retrieval problem. In 1972, Gerchberg and Saxton provided
a practical solution to this problem. They introduced an iterative algorithm, referred
to as the Gerchberg-Saxton algorithm (GS), to extract the complete wavefunction of an
electron beam, including its phase, from intensity recordings in the image and diffrac-
tion planes [216]. Their algorithm can be applied to problems involving electromagnetic
waves [236, 223] including optical wavelengths [217].
In this chapter, we implement a technique to recover the phase of ultrafast energy-time
entangled two-photon pulses based on intensity measurements of the frequency and the
arrival time. Inspired by the conventional phase retrieval problem, we develop an algo-
rithm based on a method of alternate projections [216, 218, 220] that iterates between
the frequency and time domains imposing the measured intensity constraints at each it-
eration. Measurements in frequency are performed with single-photon spectrometers and
measurements in time are implemented via optical gating with an ultrafast optical laser
pulse.
6.3 Reconstruction of two-photon states of light







i (ωi) |0〉 , (6.1)
corresponding to a superposition of frequency modes for the signal a†s(ωs) and the idler
a†i (ωi) weighted by the joint spectral amplitude (JSA) function Fωω(ωs, ωi). The joint
spectral amplitude, Fωω(ωs, ωi) = |Fωω(ωs, ωi)| exp [iφ(ωs, ωi)], describes the amplitude,
|Fωω(ωs, ωi)|, and phase, φ(ωs, ωi), of the state. For downconversion, it is related to the
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pump properties and the phase matching conditions of the nonlinear material [167]. In
this form, the joint-spectral intensity I(ωs, ωi) = |Fωω(ωs, ωi)|2 characterizes the frequency
correlations and the joint temporal intensity (JTI), I(ts, ti) = |Ftt(ts, ti)|2, obtained from
the modulus of the Fourier transform, characterizes the temporal correlations. The inten-
sity time-frequency correlations, I(ωs, ti) = |Fωt(ωs, ti)|2 and I(ts, ωi) = |Ftω(ts, ωi)|2, can
provide additional information on the spectral phase for entangled states [209].
6.3.1 Phase retrieval algorithm
Ftω(ts, ωi) Fωω(ωs, ωi)


















Figure 6.1: Block diagram of the phase retrieval algorithm. The algorithm is seeded
with an initial guess of the state. At every iteration, the Fast Fourier Transform (FFT) is
applied along one dimension of the state after which the magnitude of the state is replaced
with the measured data while the phase of the state is preserved. At each iteration the
error between the measured and recovered intensities either remains the same or is reduced.
The phase retrieval algorithm is shown in Fig. 6.1. Four time-frequency intensity cor-
relation measurements are performed, I(ωs, ωi), I(ts, ωi), I(ωs, ti), I(ts, ti) [209]. The effect
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of the limited instrument resolution for each measured intensity is deconvolved using a
Wiener Filter [303]. The algorithm is seeded with an initial guess accompanied with a
random phase. In the first iteration, we project the state onto the constraint set that
satisfies the measured intensities in frequency. This is achieved by replacing the spectral
amplitudes |Fωω(ωs, ωi)| with the measured spectral amplitudes
√







We then apply the Fast Fourier Transform algorithm (FFT) to obtain an estimate of
Ftω(ts, ωi) and again replace the amplitudes |Ftω(ti, ωs)| with the measured amplitudes√
I(ti, ωs). This is repeated two more times, as in Fig. 6.1, completing one iteration of the
algorithm.



















∣∣∣F (k)tt (ti, tj)∣∣∣2)2, (6.4)
where I(ωi, ωj) and I(ti, tj) are the measured intensity of the i, jth bin, |F (k)ωω (ωi, ωj)|2 and
|F (k)tt (ti, tj)|2 are the reconstructed states at the kth iteration, µ is a real normalization
constant that minimizes the error, and N2 is the total number of data points. If the
measured intensities are normalized to one before inserting them into Eq. 6.3 and Eq. 6.4,
then the reconstruction error can be thought of as the average percentage error between
the measured and recovered trace. An important feature of these types of algorithms is
that the measured error will always decrease or remain constant at each iteration, and will
not diverge [216, 214]. More sophisticated error models exist which can remove the effects
of global or linear phase terms (translations) which should not be included as part of the
error in the time-time plots [226].
Phase retrieval algorithms have a well-known ambiguity. If the intensity distribution in
the Fourier plane is centrosymmetric, then the complex conjugate of any given solution in
the object plane is also a solution [226]. For the energy-time degree of freedom, this implies
a time-reversal ambiguity, i.e., it is not possible to distinguish between positive and negative
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dispersion from the intensity measurements in frequency and time alone. Measurements
of the time-frequency correlations can distinguish between these two cases and break the
time-reversal ambiguity. We find a significant improvement of the algorithm’s performance
when these are included in the constraint set.
6.3.2 Measurements of time-frequency correlations as an indica-
tion of dispersion
We illustrate how the measurements of the correlation in the frequency of one photon and
time of arrival of the other, as illustrated in Fig. 6.2, provide information on dispersion.
A temporal measurement is applied to the signal photon ωs and a spectral measurement
is applied to the idler photon ωi. The temporal measurement is modelled as a convolution
of the input signal photon spectra with the gate pulse,










+ iτ (ωg − ωg0)
)
, (6.5)
which has centre frequency ωg, marginal bandwidth σg, and delay τ . The up-converted sig-
nal photon at frequency ωus = ωs+ωg, is then measured in coincidence with the spectrally
filtered idler photon ωi. The probability of measuring a coincidence is,
I (τs, ωi) =
∫
dωus
∣∣∣∣∫ dωsG (ωus − ωs, τs) ΦSFG (ωs, ωus − ωs, ωus) Fωω (ωs, ωi)∣∣∣∣2, (6.6)
where ΦSFG is the phase matching function of the sum-frequency generation process in
the temporal measurement and Fωω(ωs, ωi) is the joint spectral amplitude. For now, we
assume the phase matching is flat, i.e., ΦSFG ≈ 1. This assumption is valid for thin crystals
which have a broad phase-matching bandwidth, and does not hold for the crystals used in
the previous experiments. The effect of thick crystals on the measurement in time will be
considered in Sec. 6.6.
Since the convolution of two Gaussian functions is a Gaussian, we can re-express
















Figure 6.2: Time-frequency intensity correlation measurements. The measure-
ments of time and frequency are similar to the two-stage measurement in FROG, but the
second-stage frequency measurement is performed on the other photon. (a) For energy-time
entangled photons in these experiments, the temporal modes are correlated in time. (b)
The first measurement in time projects the second photon into the same temporal mode.
The second-stage measurement then resolves the frequency of this mode. By repeating this
for different measurements in time, it’s possible to build up a nonlocal spectrogram of the
first photon.
bandwidth ∆ωi
(m), marginal pulse width ∆t
(m)
s , and statistical correlation ρf as follows,
∆ωi















(1− ρ2ω)σs2 + σg2 (1 + 16A2s (1− ρ2ω)σs4)
. (6.9)
We see that the marginal bandwidth of the idler ∆ωi
(m) in Eq. 6.7 is independent of the
chirp Ai on the idler as the spectral measurements are insensitive to spectral phase. In
the limit of zero chirp on the signal, As = 0, the marginal pulse width ∆ts
(m) in Eq. 6.8




1− ρ2ωσs) from Eq. 4.7. The frequency of the idler and time of arrival of the signal
are also uncorrelated, ρf = 0, as can be seen in Eq. 6.9. When As 6= 0, the signal marginal
is stretched by the presence of the extra term 4A2sσ
4
s in Eq. 6.8 and the correlations increase
with As in Eq. 6.9. Moroever, for frequency anti-correlated photons ρω < 0, positive chirp
(As > 0) leads to positive correlations (ρf > 0) in time and frequency, and negative chirp
(As < 0) leads to negative correlations (ρf < 0). The sign of the correlations ρf is thus















Figure 6.3: Experimental setup for two-photon state reconstruction. Energy-time
entangled photons are produced through spontaneous parametric downconversion (SPDC).
Each photon can be measured in frequency using a scanning monochromoter or in time
by optically gating the single photon using sum-frequency generation (SFG) in a nonlinear
medium with a strong gate pulse. The delays τs and τi are between the gate pulse and
the photon on the signal and idler side, respectively. The quadratic spectral phases, As,
on the signal photon and, Ai, on the idler photon, are controlled using a fibre and grating
compressor on each side. Measurements in coincidence of all four combinations of the
frequency and time of arrival of the photons allow the reconstruction of the joint spectral
amplitude function using a phase retrieval algorithm.
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The setup is schematically depicted in Fig. 6.3 and described in detail in Refs. [209,
266]. We produce pairs of energy-time entangled photons at 823 nm and 732 nm using
spontaneous parametric downconversion. These are coupled in single mode fibres allowing
for direct, spectrally resolved, or temporally resolved measurements. Spectral measurement
are performed via monochrometers with a resolution of 0.1 nm. Temporal measurements
are implemented via optical gating, i.e., via noncollinear sum-frequency generation (SFG)
with femtosecond laser pulses in 1 mm of bismuth borate (BiBO) crystal. The electric field
of the gate pulse is characterized using an SHG-FROG measurement, as shown in Fig. 6.4.
We find an intensity pulse width of 130 fs (s.d.). The instrument resolutions set the filter
functions used in the numerical deconvolution of the measured intensities.
6.4.1 Spectral phase calibration using XFROG
The quadratic spectral phase on the photons, φ(ωs, ωi) ≈ As (ωs − ωs0)2 + Ai (ωi − ωi0)2,
is controlled with a combination of normally dispersive single-mode fibre and adjustable
grating compressor for anomalous dispersion [209], where As and Ai are the chirp param-
eters for the signal and idler, respectively. The relative position of the gratings inside
the compressor sets the magnitude and sign of the overall dispersion. We calibrate both
grating compressors using (cross-correlation FROG) XFROG spectrogram measurements
between the strong gate pulse from Fig. 6.4 and a weak laser pulse with the same centre
wavelength and path through the fibre-compressor system as the photons on each side. The
phase at each relative grating separation is reconstructed using the Principal Component
Generalized Projection (PCGP) FROG algorithm [239, 192].
An example measured and reconstructed XFROG spectrogram with corresponding fre-
quency and time marginals is presented in Fig. 6.5. An 822 nm laser pulse (130 fs rms)
with a Gaussian spectral profile is separated at a beam splitter into two copies. One copy
acting as the signal pulse (30 mW avg. power) is sent through 21.2 m of fibre followed by
a grating compressor to compensate for the fibre dispersion. It is subsequently overlapped
with the other copy (15mW avg. power), acting as the gate pulse, in 1 mm of BiBO for
type-I noncollinear sum-frequency generation. The resulting upconverted light is spectrally
resolved on a spectrometer.
The measured background subtracted spectrogram is shown in Fig. 6.5(a). The fork
shape observed in the spectrogram is likely the result of self-phase modulation occurring
in the fibre. This feature disappears as the signal power is reduced before the fibre. The
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Figure 6.4: SHG-FROG reconstruction of the gate pulse. The optical gate pulse used
in the experiment is characterized using SHG-FROG. (a) Measured and (b) reconstructed
SHG-FROG spectrogram of the optical gate set at 775 nm. (c) Reconstructed electric field
intensity (solid) and phase (dashed) in frequency and in time of the gate pulse. We find a
gate pulse with a spectral bandwidth of 5.7 ps−1, a quadratic spectral phase of 8, 600 fs2,
and a pulse duration of 130 fs.
measured spectrogram is processed using a low-pass filter, corner-suppression method [192],
and is binned for the FROG algorithm. The post-processed spectrogram is shown in
Fig. 6.5(b). The PCGP algorithm is then run for 500 iterations and the reconstructed
spectrogram is shown in Fig. 6.5(c). The measured FROG error between the reconstructed
and post-processed spectrograms at each iteration is shown in Fig. 6.6(c). The algorithm
converges in approximately in the first 20-50 iterations and stays constant afterwards with
a final error of EFROG = 0.0104.











































































Figure 6.5: Example measured and reconstructed XFROG spectrograms. (a)
Measured, (b) post-processed and binned, and (c) reconstructed XFROG spectrograms
between an unknown signal and a known Gaussian gate pulse using the PCGP FROG
algorithm. The signal is sent through a fibre and grating compressor. The marginal in
frequency and in time are displayed to the right of each spectrogram. The FROG Error
between the (b) post-processed and (c) reconstructed spectrograms is EFROG = 0.0104
.
frequency E(ω) and in time E(t) are shown in Fig. 6.6(a) and Fig. 6.6(b) respectively.
More evidence of self-phase modulation is observed in the jagged peaks on the spectrum in
Fig. 6.6(a). The effect of uncompensated third order dispersion is observed in the repeated
oscillations trailing the pulse in time. A polynomial fit to the spectral phase in Fig. 6.6(a)
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Figure 6.6: Reconstructed field from measured XFROG spectrogram. Recon-
structed intensity (solid line) and phase (dashed line) in (a) frequency and in (b) time of a
pulse for the measured XFROG spectrogram in Fig. 6.5. The spectrum shows evidence of
self-phase modulation whereas the oscillations trailing the pulse result from uncompensated
third-order dispersion. (c) FROG error at the end of each iteration. The error converges
rapidly in the first 20-50 iterations and stays constant afterwards.
confirms this. We find a quadratic spectral phase of A(2) = 1800 fs2 and a cubic spectral
phase of A(3) = 436, 000 fs3. As a result, the quadratic spectral phase imparted by the
fibre is mostly compensated by the grating compressor, but the cubic spectral phase of the
fibre and compressor is additive.
We reconstruct the quadratic spectral phase of the weak pulse from the XFROG spec-
trograms in a similar way for different grating separations in the compressors used on both
the signal (732 nm) and idler (823 nm) sides. The results are plotted in Fig. 6.7. We find a
quadratic phase that depends linearly on the grating separation of −1360± 60 fs2/mm for
the signal [Fig. 6.7(a)] and −2190 ± 70 fs2/mm [Fig. 6.7(b)] for the idler. The difference
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Figure 6.7: Spectral phase calibration of the grating compressors. We show the
quadratic spectral phase for different relative grating separations of the reconstructed field
from XFROG spectrograms on the (a) signal and (b) idler sides. Linear fits to the data
have slopes of (−1360 ± 60) fs2/mm and (−2190 ± 70) fs2/mm, for the signal and idler
respectively.
between the two is attributed to the cubic dependence of dispersion on the wavelength in
a grating compressor [196].
6.5 Experimental Results
6.5.1 Time-frequency correlations
We first compare the time-frequency plots with and without dispersion, as shown in Fig. 6.8,
to illustrate how these provide additional information on the sign of the chirp. In Fig. 6.8(a)
and Fig. 6.8(c), we measure the correlations between the time of arrival of the idler and
the frequency of the signal for the cases with no additional dispersion and with 0.022 ps−2
of applied positive dispersion to the idler, respectively. We observe negative correlations of
ρf = −0.61 in Fig. 6.8(c) which is contrasted to the observed correlations of ρf = 0.11 in
Fig. 6.8(a). In Fig. 6.8(b) and Fig. 6.8(d), we measure the correlations between the time
of arrival of the signal and the idler frequency with no additional dispersion on the signal
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Figure 6.8: Nonlocal spectrograms as an indication of dispersion. Measured cor-
relations between the time of arrival of one photon and the frequency of the other for
different amounts of applied dispersion. (a,b) We observe very little correlations between
the time and frequency axes indicating little to no dispersion applied to the idler and sig-
nal, respectively. (c) With negative dispersion of Ai = −0.022 ps−2 applied to the idler, we
observe negative correlations of ρf = −0.61 between the time and frequency axes, whereas
with positive dispersion of As = 0.022 ps
−2 applied to the signal, we observe positive
correlations of ρf = 0.58. White lines correspond to 1σ and 2σ contours of Gaussian fits.
positive correlations of ρf = 0.58 in Fig. 6.8(d) which is again contrasted to the observed
correlation of ρf = 0.10 in Fig. 6.8(b). We thus find that the sign of the correlations
depends on the sign of the chirp. The time-frequency plots can distinguish between a
positive and a negative spectral phase of the same magnitude, a feature not possible with
only the joint spectral intensity and joint temporal intensity.
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Figure 6.9: Example deconvolved measured data for two-photon state recon-
struction. Combinations of spectral and temporal measurements are made in coincidence
to obtain the (a) joint spectral intensity, (d) joint temporal intensity, and (b,c) correla-
tions between the time and frequency of the photon pair for an SPDC state. We observe
strong anti-correlations between the measured quantities in (a), (b), (c) and very little
correlations in (d), indicating the presence of negative dispersion on both photons. After
post-processing, the measured intensities are used as data constraints for the phase-retrieval
algorithm.
6.5.2 Phase reconstructions
We compare the phase retrieval algorithm on measured data for two-photon states with
different amounts of dispersion. We set the grating compressors on the signal and idler
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Figure 6.10: Two-photon state reconstruction. Reconstructed distributions for the (a)
the joint spectral intensity, (d) the joint temporal intensity, as well the (b,c) time-frequency
correlations of the measured state in Fig. 6.9 after 1000 iterations of the phase retrieval
algorithm. We observe qualitatively similar features and correlations as in Fig. 6.9
side to study four cases: no additional dispersion, with extra positive dispersion applied
to the idler, with extra negative dispersion applied to the signal, and with extra negative
dispersion applied on both sides. For the case of a two-photon energy-time entangled state
with negative dispersion applied to both photons, an example of the four combinations of
time and frequency measurements is shown in Fig. 6.9. Background subtraction, a Wiener
Filter, and low-pass filters are applied in Fig. 6.9 and prior to the reconstruction [241]. We
observe strong anti-correlations in the joint spectral intensity [Fig. 6.9(a)], however, the
joint temporal intensity [Fig. 6.9(d)] is uncorrelated due to the presence of dispersion on
both photons. The observed shears in both the time-frequency intensity plots [Fig. 6.9(b-c)]
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Figure 6.11: Reconstruction error of the phase retrieval algorithm. For the example
in Fig. 6.10, we calculate at each iteration the error (Eq. 6.3 and Eq. 6.4) between the
reconstructed states and the measured intensity in frequency and in time. The error drops
rapidly in the first hundred iterations and stabilizes after about 600 iterations.
also illustrate the presence of negative dispersion.
We input these intensity constraints into the phase retrieval algorithm and run the
algorithm for 1000 iterations, a number found heuristically after which no reduction in
the FROG-trace error is observed. The intensity of the reconstructed wavefunction in
frequency and time are shown in Fig. 6.10. The reconstructed intensities are compared
to the measured data from Fig. 6.9(a) and Fig. 6.9(d). We find a FROG-trace error
between the post-processed and reconstructed spectral intensities after 1000 iterations to
be (3.64± 0.07)% for the joint spectral intensity and (7.01± 0.35)% for the joint temporal
intensity.
Note that the marginal bandwidths of the joint spectral intensity in the reconstruction
[Fig. 6.10(a)] are shorter than in the original data [Fig. 6.9(a)]. Numerical simulations
suggest this arises as a result of the phase-matching bandwidth in the optical gating. The
effect of the phase mismatch on the reconstruction of two-photon states with optical gating
is modeled in Sec. 6.6.
Figure 6.12 shows the reconstructed joint spectral phase for the four different cases.
Starting with the case where we attempted to minimize the unbalanced dispersion [Fig. 6.12(a)],
we observe a relatively flat spectral phase. We then apply As = (0.026± 0.002) ps2 of dis-
persion on the signal photon [Fig. 6.12(b)], and we observe a positive quadratic variation in
the phase along the signal (y) axis, modulo 2π, with little variations along the idler (x) axis.
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Figure 6.12: Phase reconstruction of energy-time entangled states. Reconstructed
joint spectral phase for energy-time entangled photon pairs with (a) no added dispersion,
(b) positive dispersion on the signal, (c) negative dispersion on the idler, (d) negative
dispersion on both the signal and idler. Phase points outside the 2σ contours are removed
for clarity. We observe (a) a relatively flat phase variation, (b) a positive quadratic phase
variation along the signal axis, (c) a negative quadratic phase variation along the idler
axis, (d) and a negative quadratic phase variation along both axes.
When we apply Ai = (−0.025± 0.002) ps2 of dispersion to the idler photon [Fig. 6.12(c)],
we observe a negative quadratic variation in the spectral phase along the idler (x) axis, with
again little variations along the signal (y) axis. When we apply As = (−0.036± 0.003) ps2
and Ai = (−0.043±0.002) ps2 of dispersion to the signal and idler [Fig. 6.12(d)], we observe
a negative quadratic variation along the diagonal x-y axis.
For the three cases where dispersion is applied, we fit the reconstructed quadratic
spectral phase in Fig. 6.12(b-d). For each, we unwrap the 2D phase and perform a poly-
nomial fit to the phase distribution. For the reconstruction in Fig. 6.12(b) we obtain a
quadratic spectral phase on the signal of As = (0.024 ± 0.003) ps2 and for the one in
Fig. 6.12(c), we obtain a quadratic phase on the idler of Ai = (−0.026 ± 0.003) ps2. For
the reconstruction in Fig. 6.12(d), we obtain a quadratic phase on the signal and idler of
As = (−0.036±0.004) ps2 and Ai = (−0.028±0.003) ps2, respectively. The corresponding
uncertainties are obtained from the variance in the fitted spectral phase after performing
Monte Carlo simulations assuming Poissonian noise. When dispersion is applied to only
one photon, Fig. 6.12(b) and Fig. 6.12(c), the phase obtained using the phase-retrieval
algorithm corresponds to the reconstructed phases measured using the XFROG algorithm.
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In the last case, Fig. 6.12(d), we find a discrepancy between the two. This, again, is
likely due to the effect of the phase mismatch on the temporal measurements and on the
subsequent reconstruction of two-photon states, which will be more pronounced for the
photons which have much larger bandwidth than for the weak pulse used for the XFROG
reconstructions (see Sec. 6.6).
6.6 Effects of phase matching on the measurement of
two-photon states
The effect of phase matching on the measurement of photons in time is now considered.
In the SFG process used for optical gating, a photon and a strong gate pulse in the near-
infrared (NIR) are up-converted to produce a higher energy photon in the ultraviolet. In
the presence of phase matching, photons of different frequencies walk off from each other
inside the crystal. When the up-converted photon walks off from the signal and the gate,
we expect the up-conversion to become partially mode selective and no longer sensitive
to all input frequencies [107]. This has the effect of filtering the upconverted frequencies
which lie outside the phase matching bandwidth.
We’ll consider the effect of phase matching in optical gating on the measurement of
two-photon states that are transform-limited and that have dispersion. We construct an
analytical model, which is valid only up to first-order dispersion, as well as a numerical
model, which is valid for all orders of dispersion. We show that in the presence of phase
mismatch, the measured intensity correlations in time and frequency are modified, and no
longer related by the Fourier Transform, as required for the phase-retrieval algorithm to
work. We propose solutions to reduce this effect.
6.6.1 Analytical model for optical gating with transform limited
states
When the photons are energy-time entangled, the effective frequency filtering on one side
as a result of the phase mismatch also reduces the measured spectral bandwidth of the
photon on the other side. This effect can be observed analytically in the time-frequency
correlations using Eq. 6.6. We use an analytical model to observe this for a photon and
a gate pulse initially with no dispersion. The frequency of the idler photon is measured
in coincidences with the optically gated signal photon. As before, we assume a crystal of
length L and first-order phase mismatching such that ∆k = ηug(ωu − ωu0) + ηgi(ωi − ωi0)
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where the parameter ηij corresponds to the difference in the inverse group velocities between
frequency modes i and j. We insert this into the phase mismatch function Φ(ωi, ωg, ωui) in
Eq. 6.6, and after performing the integral, we find the time-frequency correlations can be
described by a correlated Gaussian function with frequency and time marginals given by,
∆ωi
2 =















We find that both marginals in frequency and in time are modified by imperfect phase
matching of the upconversion as characterized by the length of the crystal L and the group
velocity mismatch η. The marginal in time in Eq. 6.11 depends on ηgi, the group velocity
mismatch between the idler and the gate. If the idler and gate have similar wavelengths, this
mismatch will be small, and the marginal in time will remain unmodified. However, when
energy-time entanglement is present (ρω 6= 0) the marginal in frequency in Eq. 6.10 depends
on both ηgu and ηiu, the group velocity mismatch between the upconverted photon in the
ultraviolet and the gate or idler in the infrared. The group velocity mismatch between
these frequencies will not be negligible, and this will reduce the measured marginal in
frequency. We observe this reduction when comparing the marginal bandwidth in the joint
spectrum and time-frequency plots in the experimental data presented in Table 4.2. For
the case where the initial state has dispersion, we numerically model the optical gating as
detailed below.
6.6.2 Numerical model for optical gating
If the photons are chirped before the optical gating, high and low frequencies components
will arrive at different times in the nonlinear medium. In the presence of phase mismatch,
these may be upconverted via the gate pulse to frequencies which lie outside the phase
matching filter. As a result, for the same frequency bandwidth and spectral phase, the
effective measured length of the photon in time will be reduced.
To study this effect, we construct a numerical model of optical gating for a two-
photon state. The initial state is a two-photon energy-time entangled state with a joint-
spectral amplitude Fωω(ωs, ωi) for the signal ωs and idler ωi frequencies modelled as a
two-dimensional correlated Gaussian function, as in Eq. 2.66. The marginal frequency
bandwidths and statistical correlations of the state are set to the values measured exper-
imentally. We consider states with and without spectral chirp applied to both the signal
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and the idler. We calculate all four combinations of joint measurements in frequency and
in time. We model the optical gating as sum-frequency generation process in the low-
efficiency regime between the photons on each side and a gate pulse with centre frequency
ωg and a pulse duration of 0.130 ps, leading to upconverted frequencies ωus = ωs + ωg and
ωui = ωi + ωg on the signal and idler side, respectively. The three intensity measurements
involving optical gating are calculated via the following,
I (τs, ωi) =
∫
dωus
∣∣∣∣∫ dωsG (ωus − ωs, τs) ΦSFG (ωs, ωus − ωs, ωus) Fωω (ωs, ωi)∣∣∣∣2, (6.12)
I (ωs, τi) =
∫
dωui
∣∣∣∣∫ dωiG (ωui − ωi, τi) ΦSFG (ωi, ωui − ωi, ωui) Fωω (ωs, ωi)∣∣∣∣2, (6.13)





dωsdωiG (ωus − ωs, τs) ΦSFG(ωs, ωus − ωs, ωus) (6.14)




where the gate pulse G is the same on both sides but with delays τi and τs introduced.
The phase matching function is,











with the phase mismatch,










calculated for type-I SFG with 1 mm of BiBO and the experimentally measured wave-
lengths. For the cases, where phase matching of the upconversion is not included, the
phase matching function ΦSFG = 1 is set to unity, corresponding to an infinitely small
crystal.
To evaluate the integrals, first, we note that the integrals over the upconverted fre-
quencies can be performed ahead of time by expanding the absolute values in Eq. 6.6 and
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Eq. 6.14. This leads to two transfer functions for optical gating on the signal and idler
sides, which are, respectively,
T (ωs, ω
′
s, τs) = (6.17)∫
dωusG (ωus − ωs, τs)G∗ (ωus − ω′s, τs) ΦSFG(ωs, ωus − ωs, ωus)Φ∗SFG(ω′s, ωus − ω′s, ωus),
T (ωi, ω
′
i, τi) = (6.18)∫
dωuiG (ωui − ωi, τi)G∗ (ωui − ω′i, τi) ΦSFG(ωi, ωui − ωi, ωui)Φ∗SFG(ω′i, ωui − ω′i, ωui).
Then, the intensity distributions involving optical gating can be obtained by applying the








































To evaluate these expressions numerically, we write each function as a tensor. All integrals
are approximated as discrete sums and performed using the numpy einsum routine in





















and the measured intensities for the different correlation measurements in Eqs. [6.19-6.21]
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Figure 6.13: Effect of phase matching on joint time and frequency measurements
for a transform-limited two-photon state. We construct a numerical model of the
joint-frequency and time measurements for a two-photon energy-time entangled state sim-
ilar to the one measured experimentally. We model the optical gating of photons in the
low-efficiency regime in 1 mm of BiBO with a 0.130 ps gate pulse (a) without and (b) with
phase matching included. In the presence of phase matching, the marginal bandwidths of
the time-frequency plots are reduced but the photon marginals in time remain unaffected,
as in the analytical model.
We first study the effect of phase matching on the upconversion for the same case as in
the analytical model, a two photon transform limited state with no dispersion applied to
the signal and idler. The modelled time-frequency measurements are shown in Fig. 6.13.
We compare the cases without phase matching in Fig. 6.12(a) and with phase matching
in 1 mm of BiBO in Fig. 6.13(b). When the idler photon is optically gated, we find that
the frequency bandwidth of the signal, σy, is reduced in the time-frequency plots from
12.8 ps−1 to 6.4 ps−1. Likewise, when the signal photon is optically gate, we find that
the idler photon frequency bandwidth, σx, is reduced from 11.7 ps
−1 to 5.5 ps−1. In both
cases, however, and in the joint temporal intensity, the photon marginals in time remain
the same. This is the same behaviour predicted using the analytical model in Sec. 6.6.1.
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Figure 6.14: Effect of phase matching on the joint time and frequency measure-
ments for a two-photon state with dispersion. We begin with an initial energy-time
entangled two-photon state with chirp As = Ai =0.025ps
2 applied to the signal and idler
photons. We use the same numerical model as in Fig. 6.13 for optical gating (a) without
and (b) with phase matching included. We find that reduction in the marginal bandwidths
of the time-frequency plots is the same as in the previous case where no dispersion was
applied. In addition, all marginals in time are reduced by presence of phase matching.
plied to both the signal and idler. We consider the same initial state as before with the
addition of the chirp parameters which are set to As = Ai = 0.025 ps
2. The resulting
frequency and time measurements are shown in Fig. 6.14 for the case with and without
phase matching included in the upconverison. We find that the reduction in the frequency
marginal bandwidths to be the same as in previous case where no dispersion was applied
[Fig. 6.13], 12.8 ps−1 to 6.4 ps−1 and 11.7 ps−1 to 5.5 ps−1. However, now, all the marginals
in time are significantly reduced when comparing the measurements without [Fig. 6.14(a)]
and with phase matching included [Fig. 6.14(b)]. In the time-frequency plots, when only
the idler is gated, its marginal σx is reduced from 765 fs to 587 fs, and when the signal
is gated, its marginal σy is reduced from 784 fs to 560 fs. The effect is more pronounced
in the joint temporal intensity where the marginals are reduced from 781 fs to 518 fs and
from 760 fs to 542 fs for the signal and idler, respectively. The reduction of the marginals
in time also has the effect of significantly changing observed statistical correlations, ρ, as
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shown when comparing Fig. 6.14(a) and Fig. 6.14(b).
6.6.3 Effect of phase matching on two-photon state reconstruc-
tion
We’ve seen that phase matching in optical gating changes the observed time-frequency
correlations as well as the joint-temporal intensity. How will this affect the phase retrieval
algorithm? Phase mismatch in the optical gating changes the measured intensity corre-
lations and, therefore, it changes the intensity constraints that are applied in the phase
retrieval algorithm. Since the phase mismatch affects the time-frequency intensity mea-
surement and joint temporal intensity measurements differently, the applied constraints
will no longer correspond to the modulus of the Fourier transform of a physical state,
thereby affecting the reconstruction.
We quantify this effect using the numerical model developed above. We model all the
steps in the phase-retrieval process. We numerically create frequency anti-correlated states,
with the same centre wavelength and bandwidth as those measured experimentally, but
with different amounts of applied spectral phases, given by the chirp parameters As and
Ai. We calculate the four joint correlations in frequency and time, using different lengths of
BiBO for optical gating, apply the numerical deconvolution to each intensity measurement,
and insert these as constraints for the phase retrieval algorithm. After reconstruction, we
unwrap the 2D spectral phase of the reconstructed joint spectral amplitude function and
fit it to a third-order 2D polynomial.
The reconstructed spectral phases are compared to the applied spectral phases in
Fig. 6.15 for different lengths of BiBO used in optical gating and for different applied
spectral phases. In Fig. 6.15(a) and Fig. 6.15(b), the signal chirp parameter As is kept
fixed while the idler chirp parameter is varied, whereas in Fig. 6.15(c) and Fig. 6.15(d),
the idler chirp parameter Ai is kept fixed while the signal chirp parameter As is varied.
When the length of the crystal is set to zero (L = 0 µm), the reconstructed phase cor-
responds exactly to the applied phase, and the line at L = 0 µm appears at 45 degrees
with a slope of one. As the length of the crystal increases, we find that the slope remains
fairly constant at 45 degrees, but the offset depends on the configuration. For example,
comparing Fig. 6.15(a) and Fig. 6.15(b), we find the values of the reconstructed idler chirp
parameter Ai depend on whether the signal chirp parameter has a value of As = 5, 000 fs
2
[Fig. 6.15(a)] or As = 40, 000 fs
2 [Fig. 6.15]. The difference between the reconstructed and
applied phase in Fig. 6.15 also becomes larger for longer crystals where the phase matching
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Figure 6.15: Effect of crystal length on the reconstructed spectral phase. We
model the effect of optical gating with different lengths L of BiBO on the reconstructed
phase. The reconstructed phase is compared to the applied phase for four different cases.
The signal chirp parameter is fixed to the values of (a) As = 5, 000 fs
2 and (b) As = 40, 000
fs2 while the idler chirp parameter Ai is varied. The idler chirp parameter is fixed to the
values of (c) Ai = 5, 000 fs
2 and (d) Ai = 40, 000 fs
2 while the signal chirp parameter As
is varied. At L = 0 µm, the reconstructed phase is the same as the applied phase. As L
is increased, phase mismatch becomes more important and this changes the value of the
reconstructed phase.
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function is more restrictive.
Figure 6.15 thus makes it clear that one solution to reduce the effect of phase matching
is to reduce the length of the crystal. This increases the phase-matching bandwidth and
reduces its effect on the measurement of photons in time, at the cost of a decrease in con-
version efficiency. The requirement for thin crystals for multi-shot experiments turns out
to be overly restrictive. It is the phase-matching bandwidth integrated over the measure-
ment time that needs to exceed the pulse bandwidth. Since the range of frequencies that
are phase-matched depends on the crystal angle, the effective phase-matching bandwidth
can be increased by changing the angle of a thick crystal during the measurement period.
Techniques have been developed to increase the effective phase-matching bandwidth of
otherwise too narrowband crystals by rapidly dithering the crystal angle [304, 305].
6.7 Conclusion
We have demonstrated a method to recover ultrafast two-photon energy-time entangled
pulses. Our technique is based on a method of alternate projections that iterates be-
tween the frequency and time domains imposing the measured intensity constraints at
each iteration. The use of nonlinear phenomena, i.e., optical gating, to measure the timing
correlations is an artifact of the time scales at play and is not a fundamental require-
ment. For sufficiently long pulses, there may exist photodetectors that can measure the
temporal intensity directly [70]. For subpicosecond resolution involving optical gating, the
effect of phase-matching in the upconversion could be reduced using shorter crystals or
angle-dithering [304]. Moreover, extensions of this algorithm to characterize two-photon
mixed states may be possible based on techniques used to reconstruct partially coherent
light [306, 240], removing assumptions about the purity of the quantum states. Mea-
surement and reconstruction capabilities similar to those available in ultrafast optics will
be essential for developing new applications in quantum state engineering and ultrafast
shaping of entangled photons, paving the way to characterizing and manipulating high-
dimensional quantum states of light.
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Correlated two-dimensional gaussian functions often come up in this thesis as they are very
useful for obtaining intuition on the properties of entangled two-photon states of light. This
appendix provides a useful model for describing two-dimensional Gaussian functions and
a list of some of its properties [184].
Two-dimensional correlated gaussian function


































Figure B.1: Two-dimensional correlated Gaussian function(a) A two-dimensional
correlated Gaussian function with mean (x0, y0), standard deviation σx and σy, statistical
correlation ρ, and marginal distribution Fx(x) and Fy(y). The sign of ρ determines whether
the variables x and y are positively correlated (ρ > 0), uncorrelated (ρ = 0), or negatively




dxdy x|F (x, y)|2 = x0 (B.3)
〈y〉 =
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〈(x± y)2〉 − 〈x± y〉2 =
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σ2x ± 2ρσxσy + σ2y, (B.7)
Satistical correlation
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Fy(y)
∫






dy yF (y|x) = 1
Fx(x)
∫















−σxk2x − σyk2y − 2kxkyρσxσy − i(kyy0 + kxx0)
] (B.13)











ρk = −ρ (B.16)
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