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Dynamics of Dense Cores in the Perseus Molecular Cloud
Helen Kirk1,2, Doug Johnstone1,2, and Mario Tafalla3
ABSTRACT
We survey the kinematics of over one hundred and fifty candidate (and potentially star-
forming) dense cores in the Perseus molecular cloud with pointed N2H
+(1-0) and simultaneous
C18O(2-1) observations. Our detection rate of N2H
+ is 62%, rising to 84% for JCMT SCUBA-
selected targets. In agreement with previous observations, we find that the dense N2H
+ targets
tend to display nearly thermal linewidths, particularly those which appear to be starless (using
Spitzer data), indicating turbulent support on the small scales of molecular clouds is minimal.
For those N2H
+ targets which have an associated SCUBA dense core, we find their internal
motions are more than sufficient to provide support against the gravitational force on the cores.
Comparison of the N2H
+ integrated intensity and SCUBA flux reveals fractional N2H
+ abun-
dances between 10−10 and 10−9. We demonstrate that the relative motion of the dense N2H
+ gas
and the surrounding C18O gas is less than the sound speed in the vast majority of cases (∼90%).
The point-to-point motions we observe within larger extinction regions appear to be insufficient
to provide support against gravity, although we sparsely sample these regions.
Subject headings: infrared: ISM: continuum – ISM: individual (Perseus) – ISM: structure – stars: for-
mation – submillimetre
1. INTRODUCTION
Stars form in the densest regions of a hierar-
chy of structures that exist within a molecular
cloud. Supersonic motions dominate on the largest
scales (e.g., Larson 1981) but appear to be much
reduced on the smallest scale, that of a prepro-
tostellar core (e.g., Benson & Myers 1989). Un-
derstanding what physical processes are at play at
each scale ranging from the largest to the small-
est is a challenge that both observers and theorists
face. The challenge is complicated by the fact that
each molecular cloud possesses different proper-
ties – local environment has a strong effect on the
star formation process. Some molecular clouds,
such as Taurus, display isolated star-forming cores
which are quiescent and have a low star forma-
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tion efficiency, while others such as Orion display
clustered star-forming cores and have more tur-
bulent motions and a higher star formation effi-
ciency (e.g., Cohen & Kuhi 1979). While clus-
tering increases the complexity of a region and
hence the difficulty in understanding what pro-
cesses are at play, the majority of stars appear
to form in environments which are clustered to
some degree, and hence it is important to study
such regions to understand the impact of cluster-
ing. In this paper, we examine the Perseus molec-
ular cloud – a cloud which is less clustered and
confused than structure in the Orion molecular
cloud, but is not as isolated and quiescent as the
Taurus molecular cloud. The Perseus molecular
cloud consists of a chain of distinct, well-known
small clustered environments in which stars are
forming – e.g., NGC1333 and IC348 (Bally et al.
in prep). There is a wealth of data uniformly span-
ning this cloud, courtesy of the Spitzer ‘c2d’ Sur-
vey (Evans et al. 2003) and the COMPLETE (Co-
Ordinated Molecular Probe Line, Extinction, and
Thermal Emission) Survey (see Ridge et al. 2006,
for a summary of the publicly available data). The
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continuum data from the latter survey (SCUBA
thermal dust emission and 2MASS near-IR extinc-
tion) allow for the determination of the (column)
density structure of the cloud. In particular, we
(Kirk, Johnstone, & Di Francesco 2006, hereafter
Paper I) characterized the environments in which
dense cores (which could eventually evolve to form
a star) were themselves able to form. In doing so,
we determined a set of constraints on the column
density structure of the cloud which simulations
should match. The goal of the present work is to
extend that set of density constraints to a set of
dynamical constraints.
To sample the behaviour of the dense gas in
cores across the molecular cloud, we performed
pointed N2H
+ observations on a set of locations
including candidate dense cores from submillime-
tre data, points of high visual extinction from
the Palomar plates, and peaks of large-scale ex-
tinction from 2MASS data. With the addition
of the Spitzer data (Jørgensen et al. 2007), we
are able to differentiate between unevolved dense
starless cores and their more evolved protostel-
lar bretheren. We couple these data with the
existing continuum data discussed above in or-
der to determine the dynamical behaviour of
the dense gas within the cloud on a variety of
scales. Our data do not provide the resolution or
full sampling of some other recent surveys (e.g.,
Walsh et al. 2007), but have the advantage of pro-
viding (sparse) sampling across a much larger area,
and are thus complimentary to these other works.
2. SOURCE CATALOG
2.1. SCUBA submillimetre
The Perseus molecular cloud has been mapped
over roughly ∼ 3.5 square degrees in the sub-
millimetre (sensitive to thermal radiation by dust
grains) at 850 µm with the Submillimetre Com-
mon User Bolometer Array (SCUBA) at the James
Clerk Maxwell Telescope in Hawaii. In Paper I, we
identified approximately fifty cores in the SCUBA
data using a 6′′ sampled map of all existing data
in the cloud. The majority of these data were
archival (see Hatchell et al. 2005), but also in-
cluded some ‘fast scan’ maps (with insufficient in-
tegration time to allow for the typical 3′′ sam-
pling) taken as part of the COMPLETE project
(Ridge et al. 2006). Paper I compared the prop-
erties of the SCUBA cores to the environment they
inhabit through comparison to near IR extinction
data with 2.5′ resolution (see discussion of these
data below), hence the consistent areal coverage
was of greater importance than resolution. All
of the submillimetre cores were found in regions
of previously identified star-formation (e.g., B1,
NGC1333), and none were found in the fast-scan
mapped regions. For our current project, we uti-
lize maps created with a finer 3′′ sampling which
allows for better separation of close cores and de-
termination of core properties such as radius. Ap-
pendix A discusses the re-reduction of the data
we performed, and presents a full source catalog.
We identify seventy two submillimetre cores above
our usual S/N level (these cores are also used in
Jørgensen et al. 2007), as well as 15 additional po-
tential submillimetre cores which do not satisfy
our S/N criteria.
The original 6′′ sampled map formed the ba-
sis of our target list of dense cores to observe in
N2H
+(1-0). We supplemented this with a list of
potential SCUBA cores which fell below the detec-
tion threshold of our core-identification procedure
in order to have as complete a list as possible.
This resulted in 89 dense core targets. These tar-
get positions are listed in Table 1 along with the
associated better-defined SCUBA core from this
paper.
2.1.1. Spitzer & young protostars
The Perseus molecular cloud was also one of
the clouds surveyed by the Spitzer ‘c2d’ project
(Evans et al. 2003). While the submillimetre
wavelengths covered by SCUBA are sensitive to
the dusty envelopes of both starless cores and en-
shrouded protostars, the IR wavelengths probed
by Spitzer, particularly the shorter wavelengths,
are sensitive to the central accreting object and
hence young protostars. Thus Spitzer observa-
tions are ideal in distinguishing between starless
cores and their more evolved bretheren. The full
Spitzer dataset is described in Jørgensen et al.
(2006) and Rebull et al. (in press), while a cat-
alogue identifying young protostellar candidates
using a combination of Spitzer and SCUBA data
is presented in Jørgensen et al. (2007). Note that
the work of Jørgensen et al. (2007) utilizes the 3′′
sampled SCUBA core list included in Appendix A.
Table 1 also shows whether the targets are asso-
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ciated with a young protostar as detected with
Spitzer.
A second comprehensive catalog listing the pro-
tostellar and starless cores in Perseus has also
recently been published by Hatchell et al. (2007)
where the sources were classified using SEDs fit
to IRAS, Spitzer, SCUBA, and Bolocam obser-
vations. A significant difference between the two
catalogs is that the Hatchell catalog used only the
shorter wavelength Spitzer IRAC data, while the
Jørgensen catalog relied primarily on the longer
wavelength Spitzer MIPS data. The bulk of the
two protostellar catalogs agree, but the Jørgensen
catalog contains five protostars not in the Hatchell
catalog and the Hatchell catalog contains seven-
teen protostars not in the Jørgensen catalog.
Of the five sources only in the Jørgensen cat-
alog, one was outside the region included in the
Hatchell catalog, two were classified as starless
cores in the Hatchell catalog, and the remaining
two had submillimetre emission below the thresh-
old for identification. The Jørgensen catalog had
three criteria for classification as a protostar – a
set of colour criteria for a source across the IRAC
(3.6, 4.5, 5.8 µm) and MIPS (24 µm) bands, spa-
tial coincidence of a MIPS 24 µm source with a
SCUBA core, or detection of a SCUBA core with
a high central concentration (see Appendix A for
the definition of concentration). None of the sev-
enteen protostars only identified in the Hatchell
catalog are associated with a high submillime-
tre central concentration, therefore inclusion in
the Jørgensen catalog would require a detection
in the MIPS 24 µm band plus fulfilment of ei-
ther the colour criteria or SCUBA core associa-
tion. We searched the Spitzer data (Rebull et al.
in press; Jørgensen et al. 2006; Evans et al. 2003)
around each of the seventeen protostars only in
the Hatchell catalog. Twelve of the seventeen did
not have MIPS detections with a signal to noise
above five (seven of these had close SCUBA cores
while five did not). Of the remaining five, none
had close SCUBA cores or colours satisfying the
colour criteria of the Jørgensen catalog. Of the
sources only in the Jørgensen catalog, we observed
four of the five and all had detections (our sources
#21, 22, 74, and 95). Of the sources only in the
Hatchell catalog, we observed ten of the seventeen
and had detections for seven (our sources #92, 94,
101, 109, 110, 121, and 150).
A range of linewidths, centroid velocities, and
peak intensities were found for these sources,
therefore any potential mis-classification is un-
likely to bias our results.
2.2. Extinction - 2MASS
From the COMPLETE Survey, we also have a
map of the total column density created from ex-
tinction measures derived using the NICER tech-
nique (Lombardi & Alves 2001) on the 2MASS
dataset (Ridge et al. 2006; Alves & Lombardi
2007). This technique utilizes near infrared red-
dening of background stars in three wavelength
bands (two colour indices) in order to determine
the total column density of dust. The resolution
of this map is 2.5′ and spans the range of AV =3
- 11 within the region mapped by SCUBA (Fig-
ures 2 and 3 of Paper I). Paper I analyzed these
extinction data and identified structures in the
column density on two scales. We utilized the
maxima in the smaller-scale structures (the ‘ex-
tinction cores’ of Paper I) to identify a further 24
targets for our N2H
+ survey. In later sections of
this paper, we utilize the larger-scale structures
(‘extinction supercores’ of Paper I) to define the
environments in which the dense cores inhabit.
The extinction target positions, along with the
associated information from the extinction and
submillimetre maps are given in Table 1.
2.3. Palomar Plates
The final extension to the dense core candidate
target list was taken from visually-selected targets
in the red POSS-II Palomar plates. We focussed
on plates in regions devoid of SCUBA cores in or-
der to maximize the extent of our coverage of en-
vironments within the cloud. This provided an
additional 44 targets. The information on these
targets is given in Table 1.
Figure 1 shows all of the targets we selected
overlaid on the extinction map of the Perseus
molecular cloud.
3. OBSERVATIONS AND DATA RE-
DUCTION
We made pointed observations of the 157 tar-
gets using the 30 m IRAM telescope in Pico Veleta,
Spain. We observed N2H
+(1-0) in both polar-
izations using the (AB) 100 GHz receivers and
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simultaneously observed C18O(2-1) in both po-
larizations using the (CD) 230 GHz receivers, in
both cases utilizing frequency switching. We used
the VESPA correlator and smoothed to 0.05 km/s
channels. The beamsize is ∼25′′ for N2H+ and
∼11′′ for C18O. Each observation was made for 2
minutes and had an rms of T∗A ∼0.1 K. We made
multiple pointings on some of the cores to better
resolve spectral features or search for a signal to a
higher sensitivity. We made four-point maps (off-
sets of 25′′ in RA and dec around the central point-
ing) around some of the targets in order to distin-
guish extended structures and search for cores off-
set from the assumed position. In the interests of
minimizing observing time, this was done for only
a subsample (62) of the cores.
We detected signal in N2H
+ in 62% of our tar-
gets at the central position, with the rate rising
to 84% for the SCUBA-selected targets. Since
N2H
+ is a ‘late time’ molecular ion, not attain-
ing significant abundance until after ∼ 105 yrs
(Aikawa et al. 2003), this implies most of the
SCUBA sources are at least this old.
Virtually every target had a C18O detection
(96%). All but one of the spectra with signal
in N2H
+ had a corresponding detection in C18O.
Examination of the one rogue case revealed that
higher than average noise in the C18O spectrum
was likely responsible for the lack of a detection.
Table 2 shows the full break-down of the detec-
tion rates and numbers for the various target se-
lection methods. There are several factors which
likely go into the vast difference in success rates for
the different selection criteria. Both the 2MASS
and Palomar plate-selected targets have greater
uncertainties attached to a potential core’s posi-
tion than the SCUBA-selected cores. The 2MASS
map has a resolution of 2.5′ and thus is insen-
sitive to the small density peak of an individual
core, rather, it represents a smoothed average of
any large- plus small-scale dense structures along
the line of sight. The Palomar plates have bet-
ter resolution (1′′) but are only sensitive to a few
magnitudes of visual extinction. Our detection ef-
ficiency for this portion of the survey is similar to
the NH3 survey of Benson & Myers (1989) which
used the original Palomar plates to identify can-
didate cores.
N2H
+ has a critical density of ∼ 105 cm−3
(Tafalla et al. 2002) and thus is sensitive to only
the densest gas within molecular clouds. The
SCUBA-selected and Palomar-selected targets
were all chosen on the basis of apparent (col-
umn) density enhancements which would indicate
the site of a dense core. While this was not the
case for the 2MASS-selected targets (the resolu-
tion allowed only for the identification of peaks in
the large-scale structure), those 2MASS-selected
targets which had detections all lie on or close
to structure visible in the SCUBA observations.
Hence all of the targets where we detected N2H
+
are likely to be dense cores rather than less dense
gas unassociated with any small-scale structure.
3.1. Fitting the Spectra
We reduced the N2H
+ and C18O data from
IRAM using CLASS 1. First, we fit a baseline to
each spectrum individually using a 4th order poly-
nomial. The resultant spectra were then folded
and summed where multiple pointings existed.
To fit the seven components of the N2H
+(1-
0) spectra, we used CLASS’s HyperFine Split fit-
ting routine, with the relative frequencies and op-
tical depths for N2H
+ taken from Caselli et al.
(1995) and a frequency of 93176.258 MHz for
the N2H
+(JF1F=101-012) ‘isolated’ component
(Lee, Myers & Tafalla 2001).
In some cases (20 N2H
+ spectra), two separate
components were clearly required for a good fit.
We interpret these spectra as belonging to two
separate entities, rather than a central dip caused
by self-absorption. Appendix B discusses the evi-
dence for this interpretation of these cores.
Table 3 shows the best-fit line parameters found
using CLASS for the N2H
+ spectra – the centroid
velocity, velocity dispersion (measured in terms
of FWHM), the total optical depth, the baseline
level (alternatively, the standard deviation in re-
gions with no line emission), and the line rms (al-
ternatively the standard deviation in the fitting
residuals where there is line emission). All fits
were visually inspected; those of poor reliability
due to low S/N are noted in the final column –
these have reasonable centroid velocities but poor
dispersions since noise limits the determination of
the extent of the line. We include the less secure
fits only in the analysis of centroid velocities. The
1See http://www.iram.fr/IRAMFR/GILDAS .
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integrated intensities were also measured for each
spectrum using the tdv function2 in CLASS. We
integrated over a range of -9 to +8 km/s around
the centroid velocity fit (in order to include all
hyperfine components), and take the error in the
integrated intensity to be B × δV/
√
N , where B
is the spectrum’s rms (baseline level), δV is the
velocity range (17 km s−1) and N the number of
spectral channels summed over (541).
To fit the single-line C18O(2-1) spectra, we used
CLASS’s Gaussian fitting routine, and assumed a
rest frequency of 219560.354 MHz (Mu¨ller et al.
2001). These spectra often had complex shapes
not well approximated by a single Gaussian. C18O
traces less dense gas than N2H
+ and thus could be
expected to more often trace multiple structures
along the line of sight. The Gaussian profile, how-
ever, is a simple approximation for the lines and
provides a rough estimate on relevant properties.
In cases where fitting a second Gaussian made a
marked improvement to the fit, we did so (66 spec-
tra). We fit a third component in only one case
(a cross position) where three distinct and sepa-
rate features were visible. Figure 2 shows three
C18O spectra as an example of some of the types
of profiles observed – the first displays an obvious
single Gaussian profile, the second a clear double-
Gaussian profile and the third a more complicated
structure which we fit with a single Gaussian.
Table 4 shows the best-fit parameters found by
CLASS for the C18O spectra - the centroid ve-
locity, velocity dispersion (measured in FWHM
units), integrated intensity, peak intensity, base-
line (the standard deviation where there is no line
emission), and line rms (the standard deviation of
the fitting residuals where there is line emission).
Similarly to our procedure for the N2H
+ lines, we
take the error in the integrated intensity (not in-
cluded in the table) to be B × δV/√N where B
is the baseline, δV is twice the FWHM and N the
number of spectral channels summed over (each
spectral channel is 0.0267 km s−1).
2The tdv function, a part of the spectral cube package, cal-
culates the integrated intensity of individual spectra be-
tween two user-specified velocities, similar to the print area
command.
3.2. Other Considerations – Pointing Ac-
curacy
In the analysis below, we utilize only the mea-
surements from the central pointing and ignore the
offset cross pointings that we have on a subsample
of the targets in order to treat the entire sample
consistently. The observations of cross-positions
are useful in allowing us to determine how accu-
rately we determined the N2H
+ core centres dur-
ing target selection and how much error or bias
might be introduced to our results from using only
a single pointing. We leave a full discussion of
these issues for Appendix C, but note the result
that we find little evidence our results are affected
by any errors or bias introduced by using a single
pointing.
4. NON-THERMALMOTIONSWITHIN
DENSE N2H
+ CORES
The one-dimensional thermal velocity disper-
sion expected for N2H
+ is given by
σT,n =
√
kB T
µn mH
(1)
where kB is the Boltzmann constant, T is the tem-
perature, µn is the molecular weight of N2H
+ in
atomic units (29) and mH the mass of a hydrogen
atom. We assume a temperature of 15 K, which
lies within the range of temperatures we derived
from Bonnor-Ebert modelling of SCUBA cores in
the Perseus molecular cloud (Paper I). This corre-
sponds to a sound speed of 0.065 km/s for N2H
+.
The non-thermal component of the velocity dis-
persion is then given by
σNT,n =
√
σ2obs,n − σ2T,n (2)
where σobs,n is the observed velocity dispersion.
The level of internal turbulence, the ratio of non-
thermal velocity dispersion to the mean thermal
velocity dispersion of the gas, is then :
fturb =
σNT,n
cs
(3)
where we take a mean molecular weight of 2.33,
which yields a sound speed of 0.23 km/s in the
mean gas.
We use the same procedure to calculate the
level of non-thermal motions observed in our C18O
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data, with µC = 30 and a corresponding sound
speed of 0.064 km/s.
The error in fturb is small for either line since
the linewidths are determined to better than 5%
in most cases.
Recent ammonia observations (Rosolowsky et
al, in prep), which include all of our targets, show a
spread in temperatures between 10 and 15 K, with
the mean near 12 K. The non-thermal motions we
measure would only become ∼10% larger and the
turbulent fraction ∼10 - 35% larger with the adop-
tion of the ammonia temperatures. We maintain
our use of 15 K for consistency with Paper I.
Maps of dense cores show that they are sur-
rounded by a less dense envelope. In targets where
we detected an N2H
+ signal, we expect a sur-
rounding envelope to also exist. Due to chem-
ical effects, C18O is expected to trace a larger
scale than N2H
+ even with its smaller beam-
size due to the higher frequency of the transi-
tion – C18O (with critical density ∼ 103 cm−3,
e.g., Ungerechts et al. 1997) freezes out at densi-
ties of 105 cm−3 where N2H
+ is detectable (e.g.,
Tafalla et al. 2002). Therefore, in a dense core,
C18O measures are weighted to the outer parts
while N2H
+ measures are weighted to the denser
inner parts. Hence in targets where we detect
both N2H
+ and C18O, the C18O can be thought
of as tracing the envelope of the dense N2H
+ core.
From our single pointing observations, we are un-
able to determine whether this surrounding less
dense gas is found distinctly around each dense
core (each core has a unique envelope) or on a
larger scale (several cores sharing a common enve-
lope). We therefore use the term envelope broadly
in our discussion of results. In targets where we
only detect C18O, we do not have sufficient in-
formation to determine if the emission originates
from an envelope-like region.
Previous observations of dense cores and their
surroundings have shown that the dense gas (ob-
served in N2H
+ or NH3) traces a ‘coherent core’
with a close-to-constant velocity dispersion of
slightly above the thermal value (Benson & Myers
1989; Barranco & Goodman 1998; Goodman et al.
1998; Jijina et al. 1999; Caselli et al. 2002). Addi-
tionally, the dense core appears kinematically dis-
tinct from the surrounding less dense gas (traced
by OH or C18O) which displays an increasing ve-
locity dispersion with size (Barranco & Goodman
1998; Goodman et al. 1998). We therefore expect
that the velocity dispersion we measure in our
N2H
+ pointed observations represents the value
that would be present across the entire coherence
length of the core (∼0.1 pc for low-mass isolated
cores in Goodman et al. 1998). Figure 3 which
plots the distribution of the level of internal tur-
bulence (fturb) measured in N2H
+, shows that
indeed most of the dense cores have little non-
thermal motion.
Any dense cores which have evolved to the pro-
tostellar phase might be expected to display a
greater fraction of non-thermal motions – either
infall our outflow motion would be expected to
broaden the line width observed. We analyze the
subset of dense N2H
+ cores which are not associ-
ated with protostars from the Spitzer catalog (also
plotted in Figure 3) and find that, as expected,
this subset does tend to display even less turbulent
motions. The mean and standard deviation of the
turbulent fraction is 0.6±0.3 and 1.0±0.4 for the
starless cores and protostellar cores respectively.
The turbulent fractions we find for starless
cores and protostars are consistent with previ-
ous dense core surveys (e.g. Benson & Myers 1989;
Jijina et al. 1999). While Jijina et al. (1999) do
observe higher turbulent fractions in cores be-
longing to more massive and turbulent molecular
clouds such as Orion, the turbulent fractions we
observe are consistent with the range Jijina et al.
(1999) find in cores in molecular clouds with prop-
erties similar to Perseus.
The results are in contrast, however, to the
simulation of Klessen et al. (2005) who find that
their large-scale-driven turbulence model only has
∼50% of the cores with fturb ≤ 1; the small-
scale-driven simulation has a much smaller frac-
tion again. The distribution of cores in the
Klessen et al. (2005) simulation are also plotted
in Figure 3, displaying a significant tail to the
distribution of fturb of cores not found in our ob-
servations.
The turbulent fraction is also affected by associ-
ation with young stellar clusters. Caselli & Myers
(1995) analyzed ammonia cores in the Orion B
molecular cloud and found an inverse relationship
between core linewidth and distance to the near-
est stellar cluster. There are three young star
clusters near the Perseus molecular cloud – in
NGC1333, IC348, and the Perseus OB association
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(e.g. Hatchell et al. 2005). We note our observa-
tions are consistent with a similar trend – the most
turbulent cores are found in NGC1333 and IC348
(the Perseus OB association lies farther from the
cores we observed).
We can perform a similar turbulent fraction
analysis with the C18O observations (adapting
the velocity dispersion equations above). The
C18O observations are sensitive to a lower density
regime and so trace larger structures which dis-
play a higher level of turbulent motion than the
densest parts of the core displays (see Figure 4).
This is also consistent with previous observations
(e.g., Benson & Myers 1989). The results from the
Klessen et al. (2005) model are also plotted for
reference. Although the model is a much closer
match to these observations, the model ‘observa-
tions’ were designed to match to a dense-gas tracer
such as N2H
+. The core boundaries used to de-
fine the ‘observable area’ of the cores in the simu-
lation, the half-maximum column density contour
(Klessen et al. 2005) better match the extent of
densities traced by N2H
+ than by C18O. It is in-
teresting to note that our C18O targets show much
less variation in their distribution of fturb between
those which are and are not associated with a pro-
tostar than the dense N2H
+ cores do. The mean
and standard deviation are 1.2±0.6 and 1.8±0.7
for pointings not associated and associated with
protostars respectively. This may indicate that at
the early stages of protostellar evolution, proto-
stars do not affect the bulk of their envelopes in a
significant manner!
5. CORE VERSUS ENVELOPE MO-
TIONS
As discussed earlier, for the pointings which
have both N2H
+ and C18O detections, the N2H
+
traces the dynamics of the dense core, while the
C18O traces the dynamics of the surrounding less
dense gas.
Previous studies using maps of N2H
+ and C18O
have shown that cores do not move ballistically
within their envelopes (i.e. centroid velocity dif-
ferences between N2H
+ and C18O are smaller
than the C18O linewidth) and most have subsonic
core-to-envelope motions (e.g., Walsh et al. 2004,
2007). The Walsh et al. (2004) survey examined
mostly single isolated cores, rather than those in
clustered regions, while the Walsh et al. (2007)
survey spanned a clustered region of dense cores
(NGC1333, which is included in our larger-area
sample although at lower resolution). Unfortu-
nately, the Walsh et al. (2007) results are less cer-
tain since their C18O beamsize was significantly
larger than their N2H
+ beamsize. Thus our sur-
vey is ideal in providing a large statistical measure
of core-envelope motions within a clustered envi-
ronment.
We separately analyze the relative core to enve-
lope motions of the starless and protostellar cores.
In starless cores, the relative motions should be
induced by the molecular cloud and the core for-
mation process. In protostellar cores, the relative
motions between core and envelope could be com-
plicated by outflows or processes which decouple
the core from its envelope. Figure 5 shows our
results for the starless cores and protostars sepa-
rately – both have a high fraction of relative ve-
locities which are less than the sound speed.
Ayliffe et al. (2007) has argued that the pre-
vious analyses of Walsh et al. (2004, 2007) biases
results towards small velocity differences due to
the method of analysis. In instances where mul-
tiple CO velocities were found along the line of
sight, the velocity component closest to the N2H
+
core velocity was assumed to be the one associ-
ated with the core. Here, we demonstrate that
taking the closest CO velocity component is rea-
sonable and does not introduce significant bias.
Most of the cores in our observations had only a
single velocity component fit. For these, we com-
pared the difference in centroid velocity between
the N2H
+ and C18O, as shown in Figure 5. This
figure demonstrates that the vast majority of cores
(nearly 90%) have differences less than the sound
speed of the ambient medium (dotted lines), and
the remaining cores have differences which are not
much larger. Note that some of the N2H
+ cores in
this plot were fit to two velocity components; we
considered these two velocity components as sep-
arate entities (i.e., plotted as two distinct cores).
The velocity differences found for the two N2H
+
velocity cores versus the surrounding C18O tend
to be larger than for the other cores (since both
N2H
+ velocities are compared to the same C18O
velocity). The CO linewidth for the two velocity
N2H
+ cores also tends to be broader than average.
All of the cores have an error in the centroid ve-
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locity of around several hundredths of a km s−1,
indicating that the majority of the differences in
velocities observed are real.
Figure 6 shows the absolute difference in N2H
+
to C18O centroid velocity in dense cores where
two C18O velocity components were fit, again split
into starless cores and protostars. The veloc-
ity differences here are ordered in terms of the
largest-difference component (squares), while the
smallest-difference component is denoted by dia-
monds or asterisks. Clearly the two CO veloc-
ity components are not correlated, as is expected
since the second CO component merely lies along
the same line of sight. The cores which happen
to have a second C18O velocity component along
the same line of sight should possess a similar dis-
tribution of core-to-envelope relative velocities as
along lines of sight where only a single C18O ve-
locity component was observed – i.e., velocity dif-
ferences smaller than the sound speed in the vast
majority of cases. As can be seen from Figure 6,
in almost every case this implies the closer CO
velocity component is the only sensible one to as-
sociate with the dense core; in the rare instance
of ambiguity, the resultant number of cores with
each velocity difference will be little affected.
Assuming in all cases that the closest velocity
C18O component is the one associated with the
N2H
+ profile peak, we find that in the majority
of dense cores, the core-to-envelope velocity tends
to be smaller than thermal, (88% and 83% for
the starless and protostellar cores respectively).
In the Walsh et al. (2004) survey of mostly iso-
lated cores, they find only one out of 35 cores (or
3%) with a core-to-envelope velocity exceeding the
sound speed. The Walsh et al. (2007) survey of
cores in NGC1333 found an rms core-to-envelope
velocity of 0.53 km/s; nearly half of their cores
have differences greater than the sound speed of
the medium. Our survey includes the NGC1333
cores but finds much lower differences (we have
rms velocity differences of 0.16 km/s for the star-
less cores and 0.18 km/s for the protostars when
both the one- and two- velocity component CO
spectra are included). This may indicate that the
Walsh et al. (2007) survey results were biased by
the much larger beamsize for C18O (50′′) than
N2H
+ (10′′) which could have sampled a large frac-
tion of material not associated with the individual
dense core’s envelope.
As discussed in Walsh et al. (2004), small rel-
ative motions between cores and envelopes could
be interpreted as an indication of quiescence on
small scales, and as such would appear to ar-
gue against a competitive accretion scenario for
star formation, where dense cores gain most of
their mass by sweeping up material as they move
through the cloud. Recent analysis of simulations
by Ayliffe et al. (2007), however, show that the
competitive accretion scenario is not necessarily
incompatible with the observations. Ayliffe et al.
(2007) analyzed the competitive accretion sim-
ulations of Bate et al. (2003) and demonstrated
that the simulated observations also show core to
envelope motions are not ballistic. There were,
however, differences between the simulated ob-
servations and the Walsh et al. (2004) results
at later times in the simulation (such as the
N2H
+ linewidth becoming larger than the C18O
linewidth), which were attributed to the clus-
tered environment of the simulation, versus the
isolated cores observed. Since our observations
probe cores forming in a clustered environment
(and include protostars), we can make a stronger
comparison with the Ayliffe et al. (2007) results
at later times. Ayliffe et al. (2007) do find the
majority of their sources have velocity differences
less than the sound speed at all time steps, how-
ever, they have a more significant tail out to large
velocity differences (around 0.5 km/s or higher).
They find the dispersion in the velocity differ-
ence ranges from 0.25 to 0.27 km/s, or 0.18 to
0.24 km/s after smoothing to the Walsh et al.
(2004) resolution. It should also be noted that the
N2H
+ linewidth becomes equal to or larger than
the C18O linewidth at 1.1 times the free-fall time
and beyond, contradicting our observations (§4)
and that of many previous studies. Thus while
the simulation of competitive accretion analyzed
by Ayliffe et al. (2007) has promise in reproducing
core-to-envelope dynamics it does not simultane-
ously reproduce all observations.
Our results show no indication that the core-
to-envelope motions significantly change between
the starless and protostellar stages of evolution.
On an even smaller scale, Jørgensen et al.
(2007) examined the location of YSOs within
SCUBA cores and showed that they lie within
15′′of the SCUBA core centre. These small sepa-
rations imply that the YSOs have motions smaller
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than the thermal velocity relative to the SCUBA
core they were born in. The picture that emerges
from the combination of these results is that the
central source, core, and envelope are quiescent.
6. CORE-TO-CORE MOTIONS
We next examine how the N2H
+ cores move
with respect to each other to gain an understand-
ing of the dynamics on larger scales within the
cloud.
We can use our extinction map of the Perseus
molecular cloud to define the larger regions in
which the dense N2H
+ cores inhabit. In Paper I,
we identify large-scale structure in the extinction
map which we will term ‘extinction regions’ here
to prevent confusion (the regions are referred to as
‘extinction super cores’ in Paper I). Starless cores
within each extinction region should be coupled to
the surrounding gas in the region, and hence the
motion of the starless cores should reflect the mo-
tion of the ambient material. Protostellar cores
may have become decoupled from their parental
material, and hence are a less reliable tracer of
the dynamics occuring in the region.
We analyze the motions within each extinction
region and determine whether the regions appear
to have sufficient velocity dispersion to provide
support against gravity. We adopt the commonly
used formulation of
σgrav =
√
GMext/5Rext (4)
as the velocity dispersion required in 1-D to pre-
vent collapse (see for example Bertoldi & McKee
1992). We estimate the total mass and size of
each region from the extinction data (Paper I);
these data are provided in Table 5. The above
formula technically only applies to a uniform den-
sity sphere, but different density structures and
object shapes change the required velocity disper-
sion by factors of order unity (Walsh et al. 2007;
Bertoldi & McKee 1992). Regions which display
σobs = σgrav are often said to be in approximate
virial equilibrium, although to have true virial
equilibrium, the ‘surface terms’ of the virial equa-
tion must be included (e.g., Dib et al. 2007).
Motions providing support for the extinction re-
gion could originate on either the small or large
scale. The former would be measurable through
internal core motions, while the latter through
core-to-core motions. In the case of the densest
material probed by N2H
+, the internal core mo-
tions are of order the thermal motions of a gas at
∼15 K. If the extinction regions were in virial equi-
librium, they would require effective temperatures
of up to several hundred Kelvin to prevent gravita-
tional collapse (Paper I); therefore, internal ther-
mal motions cannot provide the bulk of the sup-
port required and hence most of the support must
originate in large scale motions. We measure the
dispersion in centroid velocities of the N2H
+ star-
less cores within each extinction region to deter-
mine the amount of support that can be provided
by large scale motions traced by the cores. We
add the contribution of thermal motions (which
has little effect except for the smallest core-to-core
velocity dispersions). This total support is plotted
in Figure 7 in terms of the ratio of observed veloc-
ity dispersion to that which is required for virial
equilibrium. The horizontal axis plots the mass
within each extinction region.
In the case of the material probed by C18O,
small-scale motions could provide a larger contri-
bution to overall support, since the internal veloc-
ity dispersions are often several times larger than
the sound speed and are closer in magnitude to
the point-to-point velocity differences. In order to
account for both of these contributions and also to
decrease potential errors from the difficulty in fit-
ting each C18O spectrum, we sum all of the spectra
within an extinction region and fit the sum with
a single Gaussian thus measuring the total veloc-
ity dispersion within each region. We correct the
thermal component of the velocity dispersion to be
that of the mean gas, rather than C18O. These re-
sults are shown in the plot as blue open diamonds.
Table 5 also summarizes the relevant informa-
tion for each extinction region – the number of
non-protostellar cores detected in N2H
+ and C18O
in each region and the velocity dispersions mea-
sured with both molecules.
Variations by a factor on the order of one could
be expected between the estimated and true veloc-
ity dispersion required for gravitational support
– the extinction regions do not have a spherical
geometry, several extinction regions have a small
number of cores to calculate the velocity disper-
sion from, the cores do not span the entire extent
of the extinction regions, and the conversion be-
tween extinction and mass has some uncertainty.
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It should also be noted that there is a velocity gra-
dient across the Perseus molecular cloud – we leave
a detailed analysis of the core motions relative to
the overall cloud gradient for a future paper, and
do not attempt to correct for it when calculat-
ing the velocity dispersions used here. With these
considerations in mind, we find that the extinc-
tion regions tend to display velocity dispersions
lower than required for ‘virial equilibrium’, with
the starless cores possessing lower dispersions in
N2H
+ than in C18O, but the measurements do not
rule out ‘virial equilibrium’.
7. ENVIRONMENTAL EFFECTON DENSE
CORES
Most (84%) of the SCUBA cores have asso-
ciated N2H
+. For these cores, we can examine
whether the SCUBA core properties have an ef-
fect on their internal dynamics. Since N2H
+ re-
quires ∼ 105 years to form (Aikawa et al. 2003),
the SCUBA cores must be at least this old, and
hence are at an advanced stage of evolution, con-
sistent with the results of Jørgensen et al. (2007).
7.1. Concentration
The ‘peakiness’ or central concentration of a
core gives an indication of the importance of self-
gravity of the core. The concentration is de-
fined in terms of observable measures in equa-
tion (A1). Concentration can be thought of as
an approximate proxy for evolutionary state with
high concentration objects being more evolved
(Walawender et al. 2005, 2006; Johnstone & Bally
2006; Jørgensen et al. 2007) – in the framework
of a Bonnor Ebert sphere model, any object with
concentration above 0.72 is unstable to gravita-
tional collapse, furthermore, heating from a cen-
tral source also leads to an increase in concentra-
tion. Figure 8 shows the variation in observed
core velocity dispersion with SCUBA concentra-
tion for both protostellar and starless cores. The
mean concentration and velocity dispersion are
lower in the starless cores than the protostars,
with protostars of higher velocity dispersion also
possessing high concentrations. The mean and
standard deviation of the concentration is C =
0.4±0.1 and C = 0.6±0.2 for the starless and pro-
tostellar cores respectively. The velocity disper-
sion observed for cores associated with a SCUBA
source is 0.20±0.08 km/s for the starless cores and
0.25±0.09 km/s for the protostars. The scatter
in the velocity dispersion of the starless cores is
mostly due to two starless cores with unusually
high internal turbulence levels (> 1.5); exclud-
ing these two cores, the velocity dispersion be-
comes 0.18±0.04 km/s. These two starless cores
are in NGC1333 where the region is highly clus-
tered, making it more difficult to determine accu-
rate core properties as well as determine if there
is an associated protostar. The velocity disper-
sion for those cores which are not associated with
a SCUBA source (primarily targets selected from
the Palomar plates) tend to be even lower – the
mean and standard deviation is 0.14±0.04 km/s.
7.2. Total Flux
We next examine the relationship between in-
ternal turbulence level with the total flux of the
SCUBA core. Figure 9 shows SCUBA core to-
tal flux versus the velocity dispersion for both the
starless and protostellar cores. No trend is appar-
ent for the starless cores (diamonds), while there
appears to be a weak trend of higher flux corre-
sponding to higher velocity dispersion in the pro-
tostars (asterisks). If we split the protostars into
those with fluxes greater than 5 Jy and less than
5 Jy, we find the mean and standard deviation
are 0.31±0.10 km/s and 0.23±0.07 km/s respec-
tively. The symbols intersected by crosses show
the mean and standard deviation for the proto-
stars and starless cores, indicating that the pro-
tostars tend to have higher flux than the starless
cores. This could be the result of slightly higher
central temperatures in the protostellar cores.
If we assume a constant temperature of 15 K,
a dust opacity of 0.02 g−1cm2 at 850 µm and a
distance to the Perseus molecular cloud of 250 pc
(e.g., C˘ernis 1993), we can convert the observed
SCUBA flux into mass as 1 Jy = 0.48 M⊙ (see
Paper I). Note that due to the non-negligible un-
certainties in all of the above quantities, the mass
is only accurate to a factor of roughly 6. Even
with the large uncertainty, we can use the mass
and radius measured for each SCUBA core to es-
timate the internal velocity dispersion required to
provide support against gravity, which we again
take to be σgrav =
√
GMC/5RC (c.f. eq. [4]).
The velocity dispersion of the mean gas can be
calculated by correcting for a thermal component
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with a molecular weight of 2.33 rather than 29 for
N2H
+. We can then compare the total gas velocity
dispersion to that predicted for virial equilibrium
(from the SCUBA observations). Figure 10 shows
the square of the ratio of the observed velocity dis-
persion to the virial velocity versus SCUBA flux
for the starless cores and protostars. ‘Virial equi-
librium’ would occur for a ratio of 1 (dotted line).
All of the N2H
+ cores have higher velocity disper-
sions than predicted by the virial equation, with
those at small SCUBA fluxes displaying the largest
difference. The cores farthest from ‘virial equilib-
rium’ would require the SCUBA mass to be under-
estimated by a factor of ten or more if they were
truly in virial equilibrium, far larger than our un-
certainties allow. Many of the cores would be far
from virial equilibrium even if their observed ve-
locity dispersion were purely thermal – the dashed
and dot-dashed lines show the relationships for a
15 K thermal core velocity dispersion and assum-
ing core radii of 10′′ and 60′′ respectively (bound-
ing the observed range of SCUBA core radii).
The above analysis ignores the contribution of
external pressure in the virial equilbrium calcula-
tion which for sub-Jeans mass objects keeps the in-
ternal motions thermal even though gravity alone
does not require internal motions of this mag-
nitude. In Paper I, we find that the SCUBA
cores in Perseus are well fit by Bonnor-Ebert
spheres with external pressures in the range of
5.5 ≤ log10Pext/kB ≤ 6.0. For a ‘typical’ core of
roughly one solar mass and 50′′ in extent, when the
external pressure is included in calculating virial
equilibrium, the square of the virial velocity rises
by a factor of approximately 1.3 to 2 of what it was
without considering the external pressure, which
would make most of the higher flux cores in ap-
proximate virial equilibrium. Similarly, a critical
BE sphere, which has Rcrit=0.41
GM
c2s
(Hartmann
1998), requires
√
5× 0.41, or roughly 1.4, times
the velocity dispersion one would naively assume.
Note that observing a line width and converting to
mass using the virial equation without accounting
for surface pressure will overestimate the enclosed
mass of an equilibrium core. See also Dib et al.
(2007).
Our results thus show that while we observe
velocity dispersions that are several times larger
than what is predicted by the traditional ‘virial
equilibrium’ measures, when the external pressure
on the dense cores from the ambient cloud is ac-
counted for, the agreement is reasonable for the
higher flux cores. This is in contrast with some
previous observations which tend to find velocity
dispersions which are consistent with ‘virial equi-
librium’ without accounting for any external pres-
sure – for example, the low mass dense core sur-
vey of Caselli et al. (2002). Some previous studies,
however, have shown that external pressure is re-
quired for virial equilibrium, e.g., in the Horsehead
nebula (Ward-Thompson et al. 2006).
The turbulent simulations of Klessen et al.
(2005) predict a relationship between virial and
observed mass – their large-scale-driven simula-
tion (which more closely matches our other obser-
vations) shows that the starless cores have virial
masses which are greater by up to a factor of thirty
than the actual mass. Unlike our observations,
however, the simulation shows that protostars
have virial masses which are several times less
than the actual mass. Klessen et al. (2005) points
out that the virial mass estimates for protostars
are underestimated due to the lack of velocity res-
olution of the gas in the central sink cell, but that
this will have a small effect on the measured ve-
locity dispersion since a small fraction of the core
mass is contained within the sink cell.
7.3. Variation of Line Intensity
N2H
+ and C18O observations can also serve as
a probe of the chemistry of the dense cores. N2H
+
is only able to form in significant amounts after
C18O freezeout has occurred, as the two molecules
form via competing reactions. While N2H
+ is ob-
served to be a good dense gas tracer for densi-
ties of 105−106 cm−3 (Tafalla et al. 2002), it may
freeze out onto dust grains at densities above this
(Crapsi et al. 2005). C18O on the other hand,
should be depleted at high densities. At later
stages of evolution once a central protostar has
formed, the situation is expected to reverse, with
the central region heating, causing the liberation
of CO and destruction of N2H
+. Our SCUBA ob-
servations allow us to estimate the (column) den-
sity of the dense cores independently of our IRAM
observations which may be affected by chemistry.
Using the same flux to mass conversion factors dis-
cussed above, we can convert the SCUBA flux into
a column density – 1 Jy beam−1 corresponds to
0.24 g cm−2 or ∼ 1022 cm−2. Making the further
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assumption that the cores are roughly spherical
and have a diameter of ∼ 50′′ in the plane of the
sky, this corresponds to a density of ∼ 106 cm−3.
Figure 11 shows the total SCUBA flux within
the IRAM beam for each observation versus the
integrated intensity measured in both N2H
+ and
C18O. The N2H
+ integrated intensity shows some
correlation with the total SCUBA flux for both
the starless and protostellar cores. The C18O in-
tegrated intensity possibly shows a very weak cor-
relation with SCUBA flux below ∼1Jy and no cor-
relation above this. This is consistent with denser
cores being dominated by central freeze out (i.e.,
even with increasing column density, the C18O in-
tegrated intensity remains constant).
We also examine the ratio between the C18O
and N2H
+ integrated intensities – a low ratio, for
example, would be indicative of freezeout. Fig-
ure 12 shows the total SCUBA flux observed in
each IRAM beam versus the ratio of integrated in-
tensity measured in C18O and N2H
+. This figure
shows that high C18O to N2H
+ ratios mostly oc-
cur for starless cores, and only at smaller SCUBA
fluxes, i.e., where the density is lowest and hence
there is little to no freeze out. All high flux
SCUBA cores have low C18O to N2H
+ ratios. Due
to the large relative error in the N2H
+ integrated
intensity for these cores, the error in the ratio is
often greater than 100%. Note that following the
results of §5, in the few cases where two C18O com-
ponents were associated with an N2H
+ dense core,
the integrated intensity of the component with the
closest velocity is plotted.
We can also calculate the N2H
+ column density
from the integrated intensity, assuming an excita-
tion temperature of 15 K and correcting for the
optical depth. We use eq. (10) of Shirley et al.
(2005), and find a column density of
NN2H+ = 1.47×107
〈τ〉
1− e−〈τ〉
∫
T ∗AdV×
Feff
Beff
cm−2
(5)
where 〈τ〉 is the mean optical depth of the hyper-
fine transitions (CLASS’s hfs fitting routine fits
τtot = 7〈τ〉),
∫
T ∗AdV is the integrated intensity
in K m s−1, and Feff = 0.95 and Beff = 0.77
are beam efficiency parameters available from the
IRAM 30m website. Our minimum observable col-
umn density is ∼ 1011 cm−2.
Figure 13 shows the N2H
+ column density de-
rived versus the total column density derived from
the total SCUBA flux measured in the IRAM
beam. The relative error in the total column den-
sities is ∼30% (the calibration error of SCUBA
data), with an absolute error close to a factor of
six due to uncertainties in constants used to con-
vert flux to mass. The errors in the N2H
+ col-
umn density vary substantially, mostly due to er-
rors in the optical depth determined; the median
error is 30%. The noise in the SCUBA map is
∼10 mJy beam−1, which translates to a minimum
observable total column density of ∼ 1021 cm−2.
Overplotted on Figure 13 are lines of constant
N2H
+ abundance. The cores lie between approx-
imately NN2H+ / NH2 = 10
−9 and 10−10, consis-
tent with what has been more accurately derived
from detailed mapping and analysis of single cores
(e.g., Shirley et al. 2005; Tafalla et al. 2004).
8. CONCLUSIONS
We present results from a survey of N2H
+(1-
0) and C18O(2-1) of 157 dense core candidates in
the Perseus molecular cloud. We detect N2H
+
in 62% of our targets, and 84% of our SCUBA-
selected targets. N2H
+ is a ‘late-time’ molecu-
lar ion which does not become abundant until
∼ 105 years (Aikawa et al. 2003). Since we detect
N2H
+ in the vast majority of SCUBA cores, this
argues that objects which attain sufficient density
to be detectable with SCUBA are not short-lived,
transient objects. This is in agreement with the
findings of Jørgensen et al. (2007) who argue that
starless SCUBA cores have roughly equal lifetimes
to that of deeply embedded protostars, which is
on the order of 105 years (Ward-Thompson et al.
2007).
We differentiated between starless cores and
protostars on the basis of Spitzer data (Jørgensen et al.
2007). In N2H
+, the starless cores have linewidths
which are dominated by thermal broadening, while
the protostars have slightly larger linewidths,
consistent with many previous surveys including
Benson & Myers (1989) and Jijina et al. (1999).
We find fewer N2H
+ cores dominated by non-
thermal motions than predicted by the turbu-
lent simulations of Klessen et al. (2005). For the
starless cores, the mean ratio of non-thermal to
thermal motions (fturb ∼ 0.6) implies the ratio
of non-thermal to thermal pressure, f2turb, is less
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than 40%. Naively, this runs counter to turbulent
models where cores as well as transient density
peaks form at the convergence of supersonic flows.
Simulations must therefore demonstrate that tur-
bulent pressure does not dominate in the high
density regime probed by N2H
+.
The C18O observations, sensitive to lower den-
sity material, reveal much more non-thermal mo-
tions as previous surveys have also shown. There
is less difference in non-thermal motions between
those targets associated with protostars and those
which are not associated with protostars which
may imply that protostars have little effect on the
dynamics of bulk of their envelopes at the earlier
stages of evolution.
We find the relative motions of the dense N2H
+
cores and their envelopes (measured in C18O)
tends to be less than thermal in the majority of
cases, confirming and strengthening the results of
Walsh et al. (2004, 2007) for clustered star form-
ing environments.
Within large scale structure, defined through
2MASS extinction observations, the core-to-core
motions of starless cores are not sufficient to pro-
vide support against gravity, however, the sparse
sampling of each extinction region leads to large
errors associated with the core-to-core velocity dis-
persions we measure. The total velocity dispersion
tends to be smaller when measured in N2H
+ than
C18O due to the smaller linewidths seen in N2H
+.
The N2H
+ cores which have an associated sub-
millimetre source detected with SCUBA have in-
ternal motions several times larger than is required
to provide support against gravity. Inclusion of
external pressure shows the cores to be in approx-
imate virial equilibrium. The protostars tended
to have higher SCUBA concentrations, and total
fluxes. High ratios of C18O to N2H
+ integrated in-
tensity, possibly indicating chemically young gas,
were found for some cores which had a low flux
measured with SCUBA. At higher SCUBA fluxes,
only low ratios of C18O to N2H
+ integrated in-
tensity were observed. Column densities derived
for N2H
+ were consistent with abundance ratios
between 10−9 and 10−10, in agreement with what
has been previously derived for cores with more
accurate observations.
Our survey utilized single pointings on most of
our dense core candidates, rather than using the
traditional route of mapping. We show that the
lack of a full map around each source has a min-
imal effect on our dynamical analysis. High res-
olution maps are, however, quite helpful in dis-
entagling the motions in complex regions such as
NGC1333 where multiple objects along the line of
sight could otherwise lead to confusion in inter-
pretation of results. Our method is an efficient
and effective way to survey the dynamics of dense
cores over the full extent of a molecular cloud. In
the future, this method can be applied to other
molecular clouds in order to determine whether
the dynamical properties of the cores observed in
the Perseus molecular cloud are universal or are
dependent on the cloud environment.
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A. SCUBA OBSERVATIONS
In this paper, we utilize newly created 850 µm SCUBA maps with a finer sampling size of 3′′ to better
determine SCUBA source properties. We used our full 6′′ sampled map of Paper I to define regions in
which to create 3′′ sampled maps. As in Paper I, we combined all of the scan- and jiggle- map data in
the JCMT archive4 and used the same reduction procedure as in Paper I, making modifications only for
the smaller sampling size. We first use the normal SCUBA software (Holland et al. 1999) to flat-field and
atmospheric-extinction correct the raw data. We then used the matrix inversion technique of Johnstone et al.
(2000) to produce the images. The matrix inversion techniqe has been shown to produce better images
than the standard procedure used at the JCMT, particularly when combining data of different qualities
(Johnstone et al. 2000), as is the case for the archival data used here. In order to correct for atmospheric
fluctuations and other effects, SCUBA data is in the form of a series of difference measures (chops). Any
image-reconstruction technique is thus insensitive to real structures which have sizes several times larger than
the chop throw (Johnstone et al. 2000). We remove this structure by subtracting a large-scale smoothed
version of the map from the original (we smooth with a Gaussian of σ =90′′). In order to prevent the
introduction of negative ‘bowls’ around bright sources (and similarly diffuse positive regions around deep
compact ‘holes’), we first create a map where all values outside of ±0.1 Jy beam−1 per pixel were replaced
with those values before smoothing to create the large-scale smoothed map (0.1 Jy beam−1 corresponds to
roughly five times the rms value). We also smoothed pixel-to-pixel noise using a Gaussian with σ = 3′′.
Figure 14 shows our map of B1 as an example of the 3′′ SCUBA maps.
To identify SCUBA cores in the maps, we utilized the object-identifying algorithm ofWilliams, de Geus, & Blitz
(1994), ‘Clumpfind 2D’. In this algorithm, objects are identified as peaks at 2 ‘σC ’ intervals and extended
until they either encounter another object or the lowest allowed ‘σC ’ level. Normally, σC is the noise level in
the map, however, in order to have a consistent core-identification threshold in all of the 3′′ mapped regions,
we used σC = 0.03 Jy beam
−1 per pixel, which corresponds to approximately the same level in which we
identified SCUBA cores in our previous work Paper I. Accurate noise levels for each 3′′ sampled map were
difficult to determine in some cases due to the small map sizes.
In addition, several regions had no cores identified but displayed hints of structures with peaks below the
object-identification theshold of 5σC . In order to put some constraints / upper limits on the submillimetre
properties of potential cores in these regions, we ran clumpfind to a lower identification threshold (σC =
0.01 Jy beam−1 per pixel) in these regions only. It should be noted that properties derived for these objects
are not as reliable as the originally identified cores. We term these objects as having ‘less secure fits’
throughout the paper and do not include these in our quantitative analysis. Table 6 below denotes the
properties of the SCUBA cores identified.
Finally, as discussed in Appendix C, SCUBA observations in the region of NGC1333 appear to have a
shift of 6′′ in RA relative to data at other wavelengths, apparently due to an unusually large pointing error
at the JCMT. Here, we apply a global shift of 6′′ to the NGC1333 observations to compensate for this.
A.1. Comparison to Previous Results
While Clumpfind does a reasonable job of identifying structures in two dimensional maps where the filling
factor is low, the cores identified in the 3′′ sampled maps used here are different from the set we identified
previously in the 6′′ sampled map of Paper I, even though the same data are used and the reduction procedure
is almost identical, albeit with a different smoothing scale. This is because Clumpfind relies on contours for
determining object edges, so that slight variations in flux per pixel can change the size of core boundaries,
which then affects the measured size and total flux, although the peak flux would be unchanged. In clustered
regions, the slight variation in flux per pixel can also change where or when cores are either separated from or
4Based on observations obtained with the James Clerk Maxwell Telescope, which is operated by the Joint Astronomy Centre in
Hilo, Hawaii on behalf of the parent organizations PPARC in the United Kingdom, the National Research Council of Canada
and The Netherlands Organization for Scientific Research.
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merged with close neighbours. Clumpfind identifies distinct clumps where two regions are isolated at a given
search contour (every 2σC). For example, a peak at 6.9σC surrounded by pixels at 6.1σC and near a peak
at 11σC would be identified as a single object (at the 7 and 5σC contours, all of the flux is connected). If
the 6.9σC peak were instead a peak at 7.1σC , it would be identified as a separate object from the 11σC peak
(the flux is in two unconnected regions at the 7σC contour). Thus individual core properties are difficult
to compare between maps reduced under even slightly different schemes or resolutions. We do not show a
comparison of the cores identified here with those identified in the 6′′ sampled map of Paper I, but note
that given variations in core boundaries and potential merging of cores, the list of cores we identify in the
3′′ sampled map spans the cores identified in the 6′′ sampled map and also includes an additional four cores
(#4, 28, 72, 73).
A.2. Core Properties
The properties of the cores identified in the 3′′ sampled map are shown in Table 6. The core radius, peak
flux, and total flux are found with Clumpfind. We also calculate the concentration of each core – previous
work has shown this to be an indicator of the evolutionary state of the core, with higher concentrations
corresponding to later stages of evolution (Walawender et al. 2005, 2006; Johnstone & Bally 2006). Following
Johnstone et al. (2001), the concentration can be calculated from observational quantities as:
C = 1− 1.13B
2S850
(piR2obs)f0
(A1)
where B is the beamsize, S850 the total flux, Robs the radius, and f0 the peak flux. As in Paper I, we
can also model the cores as Bonnor Ebert (BE) spheres – spherically symmetric isothermal objects where
thermal pressure balances gravity and an external pressure. The best fit BE sphere model properties are
also included in Table 6.
B. TWO-COMPONENT N2H
+ CORES
In this section we discuss the N2H
+ spectra which we found required two velocity components for a
good model fit. We treated these two velocity components as originating from independent objects along
the line of sight, rather that a single core whose spectrum shows self-absorption. The optimal method for
distinguishing between self-absorption and two distinct cores would be to observe the region with an optically
thinner tracer. Since this is not available to us, we instead examine the data we do have for these cores (e.g.
spectra at cross positions, SCUBA observations, and other N2H
+ survey data) and discuss how well they
support our interpretation.
Most of the cores for which we fit to two components lie in regions where complex motions are seen
on smaller scales, such as NGC1333, where it is not unsurprising to find two cores along the line of sight.
In instances where we found a common velocity component between two close pointings, we excluded this
common velocity component from the second source in our subsequent analysis in order to avoid counting
the same core twice.
In NGC1333, we found six cores with two velocity components – #99, 103, 106, 107, 111, and 118. All
of these except #99 fall within the survey region of Walsh et al. (2007) which in every instance identifies a
distinct object at each velocity which we fit to our data. Source #99, which falls outside of the Walsh et al.
(2007) survey region, was observed at cross positions (see Figure 15). The two components show varying
relative intensities across the five positions mapped, supporting the hypothesis of two distinct cores.
In IC348, we fit two cores with two velocity components, #22 and 27. While there is no high resolution
N2H
+ map of IC348, Tafalla et al. (2006) provide a 50′′ resolution map. Our core #22 corresponds to
Tafalla et al. (2006)’s source C in IC348-SW1 which they show appears to be related to outflow structure
seen in CO. Tafalla et al. (2006) identify two velocity components in N2H
+ which correspond to the velocities
we found. Our core #27 corresponds to source A in IC348-SW1 which Tafalla et al. (2006) associate with
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a single broad (∼1.6 km/s) velocity component. Our observations (Figure 16) clearly show two distinct
velocity components, perhaps resolvable due to the smaller beamsize of our observations.
In L1544, one core (#136) was fit with two velocity components. Cross positions were also observed, and
where the S/N is high enough, the two components are clearly quite separate (see Figure 17).
North of B1, one core (#76) was fit with two velocity components at one cross position only. This
observation has low S/N and is designated as being of poor quality, and therefore was not used in any of the
analysis.
The core with the poorest two velocity component fit is #148 in L1448. In this instance, the model
does not well fit the data in several places (see Figure 18), making the interpretation of two distinct cores
uncertain. The SCUBA map suggests the core is isolated – the nearest SCUBA core is roughly an arcminute
away. Without additional observations, no firm interpretation can be made.
C. EFFECT OF UTILIZING SINGLE POINTINGS
For the analysis in the paper, we utilized only the data from the central pointing on each target in order
to have a consistent dataset. Since we have four-point cross data around some of our targets, we can ask two
additional questions – how accurate were the target centre positions that we used and does our utilization
of only the central point bias or change any of our results. Here we address these questions in turn.
C.1. Accuracy of Dense Core Pointings
We first note one occurence that led to small offsets between some positions in the SCUBA catalog we
used for determining our target positions and the catalog of Appendix A. After the publication of Paper I,
we discovered an offset of ∼6′′ in RA in the region of NGC1333 in the SCUBA data compared with data at
other wavelengths. This is intrinsic to the data (not caused by an analysis error) and is apparently caused by
an unusually large pointing error with SCUBA. This offset is further discussed in Di Francesco et al. (2007).
This offset was not known at the time of our IRAM observations, hence was not accounted for when the
SCUBA target list was created. This 6′′ offset is much smaller than the IRAM beamsize (25′′) and hence
should not have a large effect on the results, but is noted here for completeness.
We expect the N2H
+ cores to have extents of order one or two IRAM beams (25′′) in N2H
+, the typical
size of the SCUBA cores. SCUBA is sensitive to a similar range of densities, ∼ 104 − 106 cm−3 using the
approximation in §7. If we chose our target positions well, we expect the central position to show more
signal than offset positions, although the cores should extend past the central pointing.
Figure 19 shows the fractional difference between the integrated intensity at the central position and
largest value at an offset position (pluses) as well as the difference with the average value of all offset positions
(squares). The vertical lines indicate the error in the difference measure for the maximum difference. Nearly
half of the cores plotted have highest integrated intensities at the central pointing, while another third have
integrated intensities which are slightly larger at a single cross position. Only about one fifth of the cores
show significantly larger integrated intensities at a single offset position. An additional thirteen positions
where offset observations were made are not plotted due to a lack of a good central detection. Of these, ten
also had no detections at any offset positions.
It should be noted that we utilized two different set of criteria to determine which targets to map crosses
around. Approximately half (thirty of sixty-two) of the cross targets had strong central detections – we
observed at offsets to search for extended structure. The remaining half of the targets were chosen based
on a very weak or non-existent central detection in order to search for a stronger signal nearby (2MASS
or Palomar plate - selected targets). The first of these cross-map criteria biases towards targets where the
centre was well chosen, while the second biases towards poorly chosen centres. The former set of cross
maps were mostly based on SCUBA cores where we had a high detection probability and it was easiest
to determine precise core centres. Nearly all of the SCUBA-selected cores with crosses are consistent with
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having their strongest integrated intensity at the central position. The latter-chosen cross targets account
for the largest integrated intensity differences at cross positions as well as the targets with insufficient signal
to noise to obtain a fit and thus be included in the plot. Not surprisingly, our position selection was less
accurate for these latter targets – many of the detections are not consistent with the central position having
the highest integrated intensity. Since these latter crossed observations are biased to the worst-determined
centre positions, we expect that our overall determination of centres was more successful.
We can therefore conclude that the pointings were quite accurate for the SCUBA-selected targets and
reasonably accurate for the targets selected using the other methods, especially given the difficulties in
determining precise centres in the latter case. As we shall see in the following section, the question of
accuracy of the centre positions does not play an important role in the kinematical results presented earlier
– these change very little between centre and cross positions.
C.2. Impact on Results
Now we examine whether our utilization of a single pointing of each dense N2H
+ core introduces significant
bias or error in the core properties measured.
C.2.1. Line Widths
We calculated the difference in N2H
+ linewidth between each centre position and the surrounding cross
and found this difference to be very small. Most (93%) of the N2H
+ cores have mean differences less than
one or two spectral channels (0.05 km/s in FWHM units), i.e., consistent with measuring the same value.
The mean absolute difference of the entire sample was 0.018 km/s and none had differences close to the
sound speed (FWHM of 0.15 km/s for N2H
+) and the mean difference was approximately zero. Therefore,
we expect that our analysis utilizing only central pointings does not introduce significant error or bias to our
measurement of core linewidth.
C.2.2. Centroid Velocities
The difference in centroid velocity for the N2H
+ cores at centre and cross positions is also small, as shown
in Figure 20. In Figure 20, the vertical lines indicate the range in differences over the four cross positions.
Note that the six sources with two velocity components fit at either centre or cross position have not been
included in this plot. All but one of the N2H
+ cores have a difference between the central and average
cross velocity of less than the thermal velocity dispersion; the mean difference is approximately zero and the
standard deviation is 0.04 km s−1. The N2H
+ cores which have the largest centroid velocity differences have
less secure fits where there is greater uncertainty in the centroid velocity determined. On the other hand,
in the majority of cases the difference in velocities between cross and central positions are larger than the
the fitting errors of those velocities, indicating that there is real variation in the centroid velocity between
locations. This variation is much smaller than the core-to-core variations analyzed in the §6, however, where
extinction regions require support against gravity with core-to-core motions many times larger than the
sound speed. We thus find that little error or bias is introduced into our results by using data from a central
pointing only.
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Table 1
Target Properties
Number RA Dec Sel. a Cross? b SCUBA c SCUBA d Spitzer e Ext. f Mean Ext. g
(J2000.0) (J2000.0) Method core flux (Jy) protostar Region (AV )
1 3:48:31.1 32:38:21.0 P no .. 0 .. ... 1.9
2 3:48:29.1 32:54:33.0 P no .. 0 .. 1 4.2
3 3:47:42.3 32:52:28.1 E yes .. 0.88 .. 1 8.1
4 3:47:41.8 32:51:40.3 S no 1 1.74 49 1 8.0
5 3:47:40.4 32:54:39.0 P yes .. 0.28 .. 1 8.2
6 3:47:39.0 32:52:11.2 S no 3 1.46 .. 1 8.1
7 3:47:37.0 32:52:03.0 P yes .. 0.28 .. 1 7.8
8 3:47:36.1 32:50:11.0 P yes .. 0 .. 1 7.1
9 3:47:28.1 32:50:13.0 P no .. 0.32 .. 1 6.0
10 3:47:27.2 32:57:56.0 P no .. 1.18 .. 1 5.1
11 3:47:27.1 32:38:08.0 P no .. 0 .. 1 3.3
12 3:47:17.7 32:45:26.0 P yes .. 0 .. 1 5.3
13 3:47:05.6 32:43:12.0 P yes .. 0 .. 1 6.0
14 3:44:49.0 31:41:20.2 E no .. 0.08 .. 2 7.2
15 3:44:48.9 32:00:31.8 S no 4 1.32 .. 2 6.5
16 3:44:44.2 32:01:26.9 S yes 5 2.50 48 2 6.6
17 3:44:37.3 32:14:04.3 E no .. 0 .. 2 6.0
18 3:44:36.9 31:58:40.7 S yes 6 1.42 .. 2 7.2
19 3:44:06.6 32:02:05.6 S no 8 1.76 .. 2 9.5
20 3:44:03.3 32:02:24.3 S no 9 2.62 47 2 9.5
21 3:44:01.8 32:01:54.6 S no 10 2.44 47 2 9.9
22 3:43:58.9 32:00:37.3 E yes .. 1.58 46 2 10.4
23 3:43:58.2 32:04:01.4 S no 11 2.08 .. 2 8.0
24 3:43:57.2 32:03:01.6 S no 12 4.90 43 2 9.3
25 3:43:57.0 32:00:49.7 S no 13 6.40 44 2 10.5
26 3:43:51.1 32:03:20.9 S no 15 3.08 41 2 9.1
27 3:43:44.0 32:02:46.4 S no .. 1.50 .. 2 9.3
28 3:43:38.3 32:03:05.6 S no 16 1.50 .. 2 8.3
29 3:43:26.5 31:43:14.3 E no .. 0 .. 2 8.5
30 3:42:48.1 31:58:51.0 S yes .. 1.04 .. 2 5.7
31 3:42:06.4 31:47:41.0 S no .. 1.08 .. 2 9.5
32 3:41:57.9 31:47:48.1 E no .. 0 .. 2 9.6
33 3:41:57.1 31:58:27.0 P yes .. 0.38 .. 2 8.1
34 3:41:46.2 31:48:14.0 S yes 18 0.56 .. 2 9.1
35 3:41:44.3 31:56:08.1 E no .. 0.04 .. 2 8.8
36 3:41:43.8 31:57:22.0 P yes .. 0.36 .. 2 8.9
37 3:41:36.2 31:53:48.0 P no .. 0 .. 2 7.4
38 3:41:32.0 31:59:46.0 P no .. 0.20 .. 2 6.5
39 3:41:24.5 31:56:04.0 P no .. 0 .. 2 8.1
40 3:41:17.2 31:53:07.0 P no .. 0.18 .. 2 6.4
41 3:40:49.7 31:48:34.0 S yes 22 0.78 .. 2 8.3
42 3:40:49.6 31:36:35.0 P yes .. 0.38 .. 3 3.4
43 3:40:42.7 31:54:05.0 P no .. 0.36 .. 2 7.7
44 3:40:36.4 31:31:08.0 P yes .. 0.34 .. 3 4.5
45 3:40:28.6 31:14:42.3 E no .. 0 .. 3 5.6
46 3:40:22.0 31:59:29.0 P yes .. 0.16 .. 2 7.9
47 3:40:20.9 31:35:50.0 P no .. 0.38 .. 3 5.1
48 3:40:08.7 31:24:57.0 P no .. 0.14 .. 3 4.1
49 3:40:06.3 32:01:33.0 P yes .. 0.42 .. 2 5.7
50 3:40:02.0 31:32:24.0 P no .. 0 .. 3 5.9
51 3:39:58.3 31:27:34.0 P yes .. 0.44 .. 3 4.7
52 3:39:52.6 32:03:52.0 P yes .. 0 .. 2 5.7
53 3:39:47.7 31:35:16.0 P no 23 0.40 .. 3 3.6
54 3:39:42.6 31:43:11.0 P no .. 0.12 .. 3 3.4
55 3:39:38.0 31:31:42.0 P yes 25 0.42 .. 3 5.7
56 3:39:28.5 31:22:36.2 E no .. 0 .. 3 6.4
57 3:38:49.0 31:17:31.0 S no .. 0 .. 3 4.0
58 3:37:53.4 31:23:29.9 E no .. 0.38 .. 3 6.0
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Table 1—Continued
Number RA Dec Sel. a Cross? b SCUBA c SCUBA d Spitzer e Ext. f Mean Ext. g
(J2000.0) (J2000.0) Method core flux (Jy) protostar Region (AV )
59 3:36:39.3 31:11:49.0 S no .. 0.52 .. 4 8.5
60 3:36:23.9 31:11:13.2 E no .. 0.02 .. 4 9.5
61 3:35:55.7 31:10:28.0 P yes .. 0 .. 4 7.1
62 3:35:51.2 31:13:21.0 P yes .. 0 .. 4 5.9
63 3:35:20.8 31:07:05.0 P yes .. 0.54 .. 4 4.4
64 3:34:47.8 31:21:25.0 P yes .. 0.36 .. 5 4.6
65 3:34:02.4 31:21:08.0 S yes .. 0.76 .. 5 7.3
66 3:33:55.0 31:19:25.0 S no .. 0.64 .. 5 7.3
67 3:33:29.2 31:20:11.0 S yes .. 0.82 .. 5 9.2
68 3:33:27.3 31:06:58.7 S no 28 1.02 40 5 7.5
69 3:33:24.1 31:04:10.4 E no .. 0 .. 5 9.4
70 3:33:22.7 31:18:34.2 E no .. 0 .. 5 9.2
71 3:33:21.7 31:07:22.2 S no 29 7.16 39 5 7.8
72 3:33:17.9 31:09:27.8 S yes 30 7.26 38 5 7.6
73 3:33:16.1 31:06:51.6 S no 32 4.74 36 5 8.4
74 3:33:13.8 31:19:51.3 S yes 33 1.54 34 5 8.9
75 3:33:05.9 31:04:56.6 S yes 34 1.84 .. 5 7.6
76 3:33:00.6 31:20:50.0 S yes .. 1.00 .. 5 6.4
77 3:32:58.0 31:03:44.0 S yes .. 1.64 .. 5 7.0
78 3:32:52.5 31:01:49.0 S yes .. 0.96 .. 5 9.0
79 3:32:43.2 30:59:60.0 S yes .. 1.50 .. 5 10.8
80 3:32:38.2 30:57:53.0 S yes .. 0.60 .. 5 8.8
81 3:32:33.6 30:52:59.0 S no .. 0.28 .. 5 5.8
82 3:32:31.2 30:57:52.9 E no .. 0 .. 5 10.7
83 3:32:31.0 30:50:29.0 S yes .. 0.50 .. 5 5.0
84 3:32:28.6 31:02:35.0 S yes .. 0.74 .. 5 7.2
85 3:32:27.4 30:59:22.0 S yes .. 1.44 .. 5 11.0
86 3:32:18.0 30:49:45.4 S yes 37 5.94 33 5 7.2
87 3:32:14.5 30:54:45.0 S yes .. 0.92 .. 5 6.9
88 3:31:57.7 30:47:01.0 S no .. 0.90 .. 5 4.0
89 3:31:31.3 30:43:27.2 S no .. 0.92 .. 6 4.9
90 3:31:21.0 30:45:25.6 S yes 38 2.72 32 6 4.0
91 3:30:46.1 30:52:44.0 S yes .. 0.88 .. ... 3.5
92 3:30:32.0 30:26:24.0 S yes .. 0.66 .. 6 6.6
93 3:30:26.9 30:26:25.2 E no .. 0 .. 6 7.1
94 3:30:15.0 30:23:45.0 S yes 39 0.90 .. 6 6.0
95 3:29:52.0 31:39:03.4 S yes 40 1.60 31 7 5.9
96 3:29:25.1 31:28:16.1 S no 41 1.00 .. 7 5.1
97 3:29:23.4 31:33:15.7 S yes 42 1.22 30 7 6.1
98 3:29:18.5 31:23:08.8 S no 44 1.36 28 7 7.9
99 3:29:18.4 31:25:02.7 S yes 45 2.02 .. 7 7.0
100 3:29:17.2 31:27:44.4 S no 46 1.30 27 7 5.8
101 3:29:15.0 31:20:32.1 S no 47 1.56 .. 7 9.0
102 3:29:13.2 31:13:55.8 S no 48 5.62 26 7 6.7
103 3:29:11.3 31:13:07.4 S no 49 15.88 25 7 6.6
104 3:29:10.5 31:18:25.1 S no 50 6.40 23 7 9.4
105 3:29:10.2 31:21:43.0 S no 51 4.14 .. 7 10.0
106 3:29:09.9 31:13:31.1 S yes 52 27.86 22 7 7.0
107 3:29:08.8 31:15:12.8 S no 53 5.08 .. 7 8.1
108 3:29:07.4 31:21:48.4 S no 55 3.90 .. 7 10.5
109 3:29:06.8 31:17:18.3 S no 56 1.98 .. 7 9.2
110 3:29:06.5 31:15:36.3 S no 57 6.24 .. 7 8.6
111 3:29:03.7 31:14:47.7 S no 60 2.96 21 7 8.5
112 3:29:03.2 31:15:53.6 S no 61 14.68 20 7 9.0
113 3:29:01.4 31:20:23.1 S no 62 6.32 19 7 10.3
114 3:29:00.8 31:22:34.9 E no .. 0 .. 7 11.5
115 3:29:00.2 31:11:53.0 S no 64 0.36 18 7 8.2
116 3:28:59.5 31:21:28.7 S no 65 4.58 17 7 10.7
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Table 1—Continued
Number RA Dec Sel. a Cross? b SCUBA c SCUBA d Spitzer e Ext. f Mean Ext. g
(J2000.0) (J2000.0) Method core flux (Jy) protostar Region (AV )
117 3:28:57.3 30:44:28.9 E no .. 0.48 .. 8 5.9
118 3:28:55.3 31:14:27.9 S yes 66 7.78 15 7 8.8
119 3:28:51.4 31:10:57.0 E no .. 0 .. 7 10.1
120 3:28:47.6 30:33:21.1 E no .. 0 .. 8 5.6
121 3:28:42.5 31:06:13.1 S no 67 1.62 .. 7 5.8
122 3:28:40.1 31:17:48.4 S no 68 2.86 13 7 8.1
123 3:28:39.1 31:18:24.1 S no 69 3.22 .. 7 8.1
124 3:28:38.8 31:05:54.3 S no 70 1.56 12 7 5.4
125 3:28:36.7 31:13:23.6 S yes 71 2.28 11 7 8.0
126 3:28:34.5 31:06:59.3 S no 72 0.42 10 7 5.2
127 3:28:34.4 30:18:59.9 E yes .. 0.18 .. 9 6.3
128 3:28:32.3 31:10:58.7 S yes 73 1.16 9 7 6.3
129 3:28:08.4 30:05:37.0 P yes .. 0 .. 9 4.5
130 3:27:57.1 30:07:57.0 P yes .. 0.36 .. 9 6.6
131 3:27:55.6 30:05:40.0 P yes .. 0 .. 9 4.9
132 3:27:51.7 30:11:06.0 P yes .. 0.18 .. 9 7.0
133 3:27:48.3 30:12:08.0 S yes 75 2.30 8 9 7.7
134 3:27:42.7 30:12:24.5 S no 76 2.82 7 9 9.3
135 3:27:39.0 30:12:53.6 S no 78 2.80 6 9 10.1
136 3:27:37.9 30:13:53.2 S yes 79 1.20 5 9 9.5
137 3:27:36.8 30:11:17.1 E no .. 0 .. 9 9.9
138 3:27:35.6 30:10:12.0 P yes .. 0 .. 9 8.5
139 3:27:29.5 30:15:09.0 S no .. 0.84 .. 9 7.9
140 3:27:27.6 29:58:54.0 P yes .. 0 .. 9 3.3
141 3:27:18.7 30:17:12.0 S no .. 0.86 .. 9 4.1
142 3:27:00.4 30:24:01.0 S no .. 0.82 .. ... 2.0
143 3:26:37.2 30:15:18.7 S yes 80 1.08 4 9 3.0
144 3:26:12.9 30:30:34.8 E no .. 0.16 .. 10 5.2
145 3:26:02.5 30:37:58.0 P no .. 0.20 .. 10 3.7
146 3:25:49.3 30:42:15.1 S no 82 2.58 .. 10 5.4
147 3:25:46.3 30:44:14.1 S no .. 0.66 .. 10 5.0
148 3:25:38.9 30:43:59.8 S no 83 5.12 3 10 5.4
149 3:25:36.0 30:45:10.8 S no 84 11.16 2 10 5.4
150 3:25:25.7 30:45:01.6 S no 85 3.34 .. 10 5.8
151 3:25:23.7 30:21:07.0 P no .. 0 .. 11 6.1
152 3:25:22.5 30:45:06.5 S no 86 4.88 1 10 5.9
153 3:25:20.2 30:32:31.0 P yes .. 0 .. ... 2.2
154 3:25:17.1 30:43:20.7 E no .. 0 .. 10 5.9
155 3:25:05.4 30:24:13.0 P no .. 0 .. 11 4.2
156 3:24:51.0 30:21:57.3 E no .. 0 .. 11 6.2
157 3:24:33.7 30:22:07.0 P no .. 0.10 .. 11 5.1
aTarget selection was based on SCUBA cores (S), potential SCUBA cores (SA), Palomar plate candidates (P), and
2MASS extinction structures (E).
bWere offset positions observed?
cSCUBA core reference number (see Appendix)
dTotal SCUBA flux within the IRAM beam (derived from the 6′′ map of Kirk, Johnstone, & Di Francesco 2006).
eSpitzer reference number (from Jørgensen et al. 2007)
fExtinction region number (from Kirk, Johnstone, & Di Francesco 2006)
gMean extinction within the IRAM beam.
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Table 2
Detection rates for the target selection methods.
Tracer SCUBA Palomar 2MASS Totala
N2H
+ (1-0) 84% (75/89) 42% (18/43) 14% (3/22) 62% (96/154)
C18O (2-1) 98% (87/89) 93% (40/43) 95% (21/22) 96% (148/154)
aSeveral targets in the Palomar- and 2MASS- selected lists lie close to a
SCUBA-selected target and appear to sample the same object (one and two
targets respectively). We only count these targets once for both these statistics
and the subsequent analysis.
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Table 3
Parameters of Spectral Fitting for N2H
+
#a RAb decb VC
c,d ∆V c errorc opticalc errorc rmsc rmsc
R
I e securef
offset offset (km s−1) (km s−1) (m s−1) depth base(K) fit(K) (K km s−1) fit ?
1 0 0 ... ... ... ... ... 0.15 ... ... ...
2 0 0 ... ... ... ... ... 0.15 ... ... ...
3 0 0 10.22 0.25 5 6.53 0.64 0.08 0.10 2.38 yes
3 0 -1 10.26 0.40 6 5.41 0.48 0.12 0.15 5.54 yes
3 0 1 10.21 0.28 12 1.75 1.19 0.12 0.11 1.40 yes
3 -1 0 10.23 0.36 7 5.29 0.60 0.12 0.17 3.71 yes
3 1 0 10.22 0.28 8 0.88 0.50 0.12 0.11 0.98 yes
4 0 0 10.24 0.45 5 6.30 0.33 0.10 0.18 7.39 yes
5 0 0 10.20 0.26 11 4.28 1.24 0.15 0.17 1.94 yes
5 0 -1 10.10 0.31 12 2.86 1.20 0.14 0.13 1.64 yes
5 0 1 10.22 0.23 5 6.27 0.75 0.13 0.16 2.11 yes
5 -1 0 10.10 0.27 23 7.97 3.62 0.13 0.14 0.64 yes
5 1 0 10.25 0.25 7 4.34 0.98 0.14 0.14 2.11 yes
6 0 0 10.37 0.41 7 6.19 0.55 0.10 0.11 4.38 yes
7 0 0 10.43 0.38 30 3.69 2.20 0.14 0.15 1.08 no
7 0 -1 ... ... ... ... ... 0.14 ... ... ...
7 0 1 10.34 0.42 48 7.78 3.81 0.13 0.12 0.68 no
7 -1 0 ... ... ... ... ... 0.13 ... ... ...
7 1 0 10.35 0.42 11 6.21 0.93 0.14 0.14 3.35 yes
8 0 0 10.07 0.27 14 0.38 0.04 0.14 0.14 1.07 yes
8 0 -1 ... ... ... ... ... 0.14 ... ... ...
8 0 1 10.07 0.23 8 3.96 1.07 0.13 0.14 1.66 yes
8 -1 0 ... ... ... ... ... 0.14 ... ... ...
8 1 0 10.01 0.18 5 2.29 0.86 0.14 0.15 1.39 yes
9 0 0 ... ... ... ... ... 0.23 ... ... ...
10 0 0 ... ... ... ... ... 0.14 ... ... ...
11 0 0 ... ... ... ... ... 0.15 ... ... ...
12 0 0 10.76 0.21 10 0.58 1.08 0.14 0.14 1.10 yes
12 0 -1 10.81 0.18 8 1.80 1.30 0.11 0.11 0.89 yes
12 0 1 10.72 0.20 9 0.16 2.77 0.11 0.12 0.81 yes
12 -1 0 ... ... ... ... ... 0.11 ... ... ...
12 1 0 10.72 0.19 8 3.63 1.27 0.12 0.10 1.05 yes
13 0 0 10.99 0.29 9 4.08 0.93 0.14 0.16 2.43 yes
13 0 -1 10.83 0.26 5 3.67 0.54 0.11 0.16 3.14 yes
13 0 1 11.05 0.20 13 4.82 2.16 0.11 0.11 0.67 yes
13 -1 0 10.84 0.25 19 1.25 0.77 0.11 0.10 0.54 yes
13 1 0 11.00 0.31 9 0.10 0.61 0.11 0.13 1.60 yes
14 0 0 ... ... ... ... ... 0.12 ... ... ...
15 0 0 8.94 0.29 6 4.87 0.67 0.11 0.12 2.96 yes
16 0 0 9.87 0.74 32 1.56 0.65 0.11 0.13 3.15 yes
16 0 -1 9.57 0.39 22 0.32 1.64 0.12 0.13 1.62 yes
16 0 1 ... ... ... ... ... 0.13 ... ... ...
16 -1 0 ... ... ... ... ... 0.13 ... ... ...
16 1 0 9.67 0.49 53 3.47 2.07 0.12 0.13 1.18 no
17 0 0 ... ... ... ... ... 0.11 ... ... ...
18 0 0 9.92 0.52 13 3.96 0.63 0.10 0.15 3.01 yes
18 0 -1 9.99 0.37 17 2.03 1.12 0.13 0.14 1.89 yes
18 0 1 9.87 0.46 23 3.05 1.36 0.13 0.13 1.83 yes
18 -1 0 9.61 0.66 48 0.10 1.56 0.13 0.12 1.22 yes
18 1 0 9.74 0.59 105 0.25 0.10 0.12 0.13 0.93 no
19 0 0 8.55 0.35 4 4.11 0.36 0.10 0.13 4.79 yes
20 0 0 8.57 0.68 19 2.19 0.40 0.11 0.27 5.48 yes
21 0 0 9.02 0.65 9 2.05 0.29 0.10 0.13 6.41 yes
22 0 0 8.88 0.65 53 6.69 1.74 0.08 0.08 1.15 no
22 0 0 8.11 0.24 23 3.45 1.13 0.08 0.08 1.15 no
22 0 -1 8.16 0.28 8 0.54 0.01 0.12 0.14 1.97 yes
22 0 1 9.28 0.24 14 3.88 1.71 0.12 0.13 1.42 yes
22 -1 0 8.95 0.57 12 2.26 0.52 0.14 0.19 5.21 yes
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Table 3—Continued
#a RAb decb VC
c,d ∆V c errorc opticalc errorc rmsc rmsc
R
I e securef
offset offset (km s−1) (km s−1) (m s−1) depth base(K) fit(K) (K km s−1) fit ?
22 1 0 ... ... ... ... ... 0.12 ... ... ...
23 0 0 8.27 0.41 0 0.23 0.00 0.10 0.15 3.99 yes
24 0 0 8.74 0.46 8 3.02 0.48 0.10 0.11 4.06 yes
25 0 0 9.06 0.48 6 5.13 0.38 0.11 0.13 6.90 yes
26 0 0 8.56 0.42 4 4.24 0.26 0.10 0.14 7.29 yes
27 0 0 8.24 0.34 12 1.27 0.01 0.10 0.11 3.23 yes
27 0 0 8.70 0.27 6 2.97 0.36 0.10 0.11 3.23 yes
28 0 0 8.46 0.58 15 6.07 0.91 0.11 0.16 3.33 yes
29 0 0 ... ... ... ... ... 0.12 ... ... ...
30 0 0 8.84 0.22 14 2.92 1.86 0.13 0.13 0.78 yes
30 0 -1 ... ... ... ... ... 0.13 ... ... ...
30 0 1 ... ... ... ... ... 0.13 ... ... ...
30 -1 0 8.86 0.19 13 3.37 1.77 0.12 0.11 0.82 yes
30 1 0 ... ... ... ... ... 0.12 ... ... ...
31 0 0 ... ... ... ... ... 0.12 ... ... ...
32 0 0 ... ... ... ... ... 0.08 ... ... ...
33 0 0 9.45 0.35 105 0.79 0.10 0.14 0.15 0.60 no
33 0 -1 ... ... ... ... ... 0.12 ... ... ...
33 0 1 9.40 0.21 11 12.04 2.87 0.11 0.10 0.79 yes
33 -1 0 9.41 0.23 25 0.24 19.08 0.11 0.10 0.28 no
33 1 0 9.40 0.35 2 1.17 1.28 0.11 0.13 0.64 yes
34 0 0 8.21 0.25 5 0.81 0.00 0.12 0.12 0.52 no
34 0 -1 8.19 0.22 21 0.10 1.10 0.12 0.12 0.36 no
34 0 1 ... ... ... ... ... 0.12 ... ... ...
34 -1 0 ... ... ... ... ... 0.12 ... ... ...
34 1 0 8.24 0.20 11 3.44 1.62 0.12 0.10 0.77 no
35 0 0 ... ... ... ... ... 0.11 ... ... ...
36 0 0 9.39 0.20 5 4.32 0.76 0.14 0.15 2.59 yes
36 0 -1 9.39 0.18 10 2.19 1.55 0.12 0.13 0.68 yes
36 0 1 9.43 0.19 5 4.21 0.75 0.11 0.12 1.95 yes
36 -1 0 9.42 0.19 6 3.91 0.98 0.12 0.14 1.49 yes
36 1 0 9.41 0.22 4 6.70 0.66 0.11 0.12 2.80 yes
37 0 0 ... ... ... ... ... 0.14 ... ... ...
38 0 0 ... ... ... ... ... 0.15 ... ... ...
39 0 0 ... ... ... ... ... 0.14 ... ... ...
40 0 0 ... ... ... ... ... 0.14 ... ... ...
41 0 0 8.45 0.23 9 4.71 1.16 0.12 0.16 1.47 yes
41 0 -1 ... ... ... ... ... 0.15 ... ... ...
41 0 1 8.40 0.28 18 4.62 2.09 0.14 0.14 1.18 yes
41 -1 0 ... ... ... ... ... 0.14 ... ... ...
41 1 0 8.39 0.20 12 1.17 1.60 0.13 0.16 1.01 yes
42 0 0 ... ... ... ... ... 0.14 ... ... ...
42 0 -1 ... ... ... ... ... 0.11 ... ... ...
42 0 1 ... ... ... ... ... 0.13 ... ... ...
42 -1 0 ... ... ... ... ... 0.12 ... ... ...
42 1 0 ... ... ... ... ... 0.12 ... ... ...
43 0 0 ... ... ... ... ... 0.14 ... ... ...
44 0 0 ... ... ... ... ... 0.14 ... ... ...
44 0 -1 ... ... ... ... ... 0.12 ... ... ...
44 0 1 ... ... ... ... ... 0.13 ... ... ...
44 -1 0 ... ... ... ... ... 0.12 ... ... ...
44 1 0 ... ... ... ... ... 0.13 ... ... ...
45 0 0 ... ... ... ... ... 0.12 ... ... ...
46 0 0 ... ... ... ... ... 0.07 ... ... ...
46 0 -1 ... ... ... ... ... 0.07 ... ... ...
46 0 1 ... ... ... ... ... 0.07 ... ... ...
46 -1 0 ... ... ... ... ... 0.08 ... ... ...
46 1 0 ... ... ... ... ... 0.07 ... ... ...
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Table 3—Continued
#a RAb decb VC
c,d ∆V c errorc opticalc errorc rmsc rmsc
R
I e securef
offset offset (km s−1) (km s−1) (m s−1) depth base(K) fit(K) (K km s−1) fit ?
47 0 0 ... ... ... ... ... 0.13 ... ... ...
48 0 0 ... ... ... ... ... 0.13 ... ... ...
49 0 0 ... ... ... ... ... 0.14 ... ... ...
49 0 -1 ... ... ... ... ... 0.12 ... ... ...
49 0 1 7.90 0.22 10 5.13 1.47 0.11 0.11 1.14 yes
49 -1 0 ... ... ... ... ... 0.12 ... ... ...
49 1 0 7.87 0.20 17 0.74 0.78 0.12 0.10 0.68 no
50 0 0 ... ... ... ... ... 0.13 ... ... ...
51 0 0 ... ... ... ... ... 0.09 ... ... ...
51 0 -1 ... ... ... ... ... 0.08 ... ... ...
51 0 1 ... ... ... ... ... 0.08 ... ... ...
51 -1 0 ... ... ... ... ... 0.08 ... ... ...
51 1 0 ... ... ... ... ... 0.08 ... ... ...
52 0 0 ... ... ... ... ... 0.14 ... ... ...
52 0 -1 ... ... ... ... ... 0.12 ... ... ...
52 0 1 ... ... ... ... ... 0.12 ... ... ...
52 -1 0 ... ... ... ... ... 0.12 ... ... ...
52 1 0 ... ... ... ... ... 0.12 ... ... ...
53 0 0 10.05 0.34 39 0.10 1.93 0.13 0.13 0.59 no
54 0 0 ... ... ... ... ... 0.12 ... ... ...
55 0 0 9.77 0.34 21 0.10 1.25 0.09 0.09 0.45 yes
55 0 -1 9.79 0.37 29 0.10 1.55 0.09 0.07 0.39 no
55 0 1 9.82 0.28 16 0.41 1.43 0.08 0.08 0.66 yes
55 -1 0 ... ... ... ... ... 0.09 ... ... ...
55 1 0 9.81 0.35 19 1.52 1.49 0.09 0.09 0.83 yes
56 0 0 ... ... ... ... ... 0.12 ... ... ...
57 0 0 ... ... ... ... ... 0.13 ... ... ...
58 0 0 ... ... ... ... ... 0.11 ... ... ...
59 0 0 ... ... ... ... ... 0.13 ... ... ...
60 0 0 ... ... ... ... ... 0.08 ... ... ...
61 0 0 ... ... ... ... ... 0.14 ... ... ...
61 0 -1 ... ... ... ... ... 0.12 ... ... ...
61 0 1 ... ... ... ... ... 0.12 ... ... ...
61 -1 0 ... ... ... ... ... 0.12 ... ... ...
61 1 0 ... ... ... ... ... 0.13 ... ... ...
62 0 0 ... ... ... ... ... 0.13 ... ... ...
62 0 -1 ... ... ... ... ... 0.12 ... ... ...
62 0 1 ... ... ... ... ... 0.12 ... ... ...
62 -1 0 ... ... ... ... ... 0.12 ... ... ...
62 1 0 ... ... ... ... ... 0.12 ... ... ...
63 0 0 7.01 0.33 29 0.10 20.01 0.06 0.06 0.29 no
63 0 -1 6.99 0.25 18 0.10 4.71 0.06 0.06 0.40 yes
63 0 1 7.07 0.26 22 3.36 2.18 0.06 0.06 0.35 no
63 -1 0 ... ... ... ... ... 0.06 ... ... ...
63 1 0 ... ... ... ... ... 0.07 ... ... ...
64 0 0 ... ... ... ... ... 0.13 ... ... ...
64 0 -1 ... ... ... ... ... 0.11 ... ... ...
64 0 1 ... ... ... ... ... 0.12 ... ... ...
64 -1 0 ... ... ... ... ... 0.11 ... ... ...
64 1 0 ... ... ... ... ... 0.06 ... ... ...
65 0 0 ... ... ... ... ... 0.13 ... ... ...
65 0 -1 ... ... ... ... ... 0.12 ... ... ...
65 0 1 ... ... ... ... ... 0.13 ... ... ...
65 -1 0 ... ... ... ... ... 0.13 ... ... ...
65 1 0 ... ... ... ... ... 0.13 ... ... ...
66 0 0 ... ... ... ... ... 0.13 ... ... ...
67 0 0 6.23 0.37 24 0.10 0.52 0.13 0.11 0.84 yes
67 0 -1 ... ... ... ... ... 0.15 ... ... ...
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Table 3—Continued
#a RAb decb VC
c,d ∆V c errorc opticalc errorc rmsc rmsc
R
I e securef
offset offset (km s−1) (km s−1) (m s−1) depth base(K) fit(K) (K km s−1) fit ?
67 0 1 6.32 0.27 13 0.10 1.78 0.13 0.12 1.15 yes
67 -1 0 6.39 0.42 52 0.10 2.66 0.14 0.13 0.85 no
67 1 0 6.22 0.34 17 1.22 1.26 0.14 0.13 1.82 yes
68 0 0 6.92 0.55 8 0.19 0.01 0.11 0.15 4.25 yes
69 0 0 ... ... ... ... ... 0.12 ... ... ...
70 0 0 ... ... ... ... ... 0.09 ... ... ...
71 0 0 6.66 0.87 8 8.07 0.23 0.11 0.19 14.06 yes
72 0 0 6.27 0.76 6 5.93 0.20 0.11 0.21 13.39 yes
72 0 -1 6.55 0.56 8 8.79 0.50 0.12 0.16 7.32 yes
72 0 1 6.05 0.63 9 5.34 0.35 0.13 0.16 8.00 yes
72 -1 0 6.29 0.77 15 1.75 0.39 0.12 0.14 5.79 yes
72 1 0 6.21 0.72 14 4.70 0.44 0.12 0.19 6.51 yes
73 0 0 6.43 0.56 3 13.04 0.09 0.11 0.19 10.68 yes
74 0 0 6.84 0.32 4 9.10 0.46 0.10 0.17 4.53 yes
74 0 -1 6.77 0.34 7 0.26 0.01 0.12 0.17 2.92 yes
74 0 1 6.88 0.38 8 4.99 0.73 0.12 0.16 3.47 yes
74 -1 0 6.79 0.35 7 4.71 0.64 0.12 0.15 3.74 yes
74 1 0 6.76 0.33 30 4.14 3.06 0.13 0.13 1.01 no
75 0 0 6.63 0.44 5 12.25 0.68 0.10 0.20 6.17 yes
75 0 -1 6.65 0.35 9 4.97 0.81 0.12 0.12 2.91 yes
75 0 1 6.57 0.49 9 7.39 0.73 0.12 0.22 4.88 yes
75 -1 0 6.59 0.42 4 13.48 0.18 0.12 0.20 5.90 yes
75 1 0 6.64 0.32 5 6.12 0.59 0.12 0.18 4.69 yes
76 0 0 6.51 0.49 37 9.05 3.49 0.13 0.14 1.58 yes
76 0 -1 6.74 0.28 19 0.10 0.17 0.13 0.15 1.63 no
76 0 -1 6.22 0.34 35 1.89 0.82 0.13 0.15 1.63 no
76 0 1 ... ... ... ... ... 0.14 ... ... ...
76 -1 0 6.50 0.67 65 0.10 1.08 0.13 0.12 0.80 no
76 1 0 6.66 0.44 25 2.43 1.39 0.13 0.13 1.70 yes
77 0 0 6.64 0.32 6 7.72 0.72 0.13 0.20 4.30 yes
77 0 -1 6.65 0.31 7 10.65 1.02 0.13 0.18 3.36 yes
77 0 1 6.62 0.28 6 4.98 0.72 0.13 0.14 2.89 yes
77 -1 0 6.68 0.26 6 9.73 1.05 0.13 0.13 2.91 yes
77 1 0 6.62 0.39 8 9.22 0.91 0.13 0.16 4.03 yes
78 0 0 6.67 0.27 22 4.31 1.73 0.13 0.13 0.99 no
78 0 -1 6.70 0.25 26 0.10 3.48 0.13 0.15 0.81 no
78 0 1 6.58 0.32 105 1.03 0.10 0.12 0.13 1.46 yes
78 -1 0 6.57 0.43 24 2.72 1.23 0.12 0.13 1.39 yes
78 1 0 ... ... ... ... ... 0.14 ... ... ...
79 0 0 6.82 0.38 9 9.65 1.05 0.13 0.17 4.04 yes
79 0 -1 6.84 0.41 8 13.79 1.29 0.09 0.13 2.93 yes
79 0 1 6.79 0.34 9 6.16 0.94 0.10 0.12 2.45 yes
79 -1 0 6.59 0.42 14 5.08 0.92 0.09 0.09 1.11 yes
79 1 0 6.80 0.29 5 9.17 0.74 0.10 0.13 3.23 yes
80 0 0 ... ... ... ... ... 0.14 ... ... ...
80 0 -1 6.10 0.32 24 0.10 1.09 0.13 0.14 0.88 no
80 0 1 ... ... ... ... ... 0.13 ... ... ...
80 -1 0 6.24 0.33 33 4.86 2.88 0.12 0.12 0.99 yes
80 1 0 6.99 0.31 26 0.95 2.13 0.13 0.13 1.08 no
81 0 0 ... ... ... ... ... 0.14 ... ... ...
82 0 0 ... ... ... ... ... 0.08 ... ... ...
83 0 0 ... ... ... ... ... 0.14 ... ... ...
83 0 -1 ... ... ... ... ... 0.12 ... ... ...
83 0 1 6.60 0.32 105 0.87 0.10 0.13 0.12 0.42 no
83 -1 0 ... ... ... ... ... 0.13 ... ... ...
83 1 0 6.56 0.31 15 0.10 2.79 0.13 0.12 1.17 yes
84 0 0 6.61 0.30 6 0.10 0.45 0.13 0.11 1.57 yes
84 0 -1 6.65 0.27 7 4.61 0.72 0.14 0.19 3.11 yes
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Table 3—Continued
#a RAb decb VC
c,d ∆V c errorc opticalc errorc rmsc rmsc
R
I e securef
offset offset (km s−1) (km s−1) (m s−1) depth base(K) fit(K) (K km s−1) fit ?
84 0 1 ... ... ... ... ... 0.12 ... ... ...
84 -1 0 ... ... ... ... ... 0.13 ... ... ...
84 1 0 ... ... ... ... ... 0.14 ... ... ...
85 0 0 6.41 0.41 6 14.60 0.32 0.12 0.15 3.37 yes
85 0 -1 6.43 0.39 8 13.14 0.39 0.13 0.15 2.67 yes
85 0 1 6.33 0.51 47 5.89 3.33 0.13 0.14 0.71 no
85 -1 0 6.43 0.39 20 3.82 1.67 0.13 0.14 1.29 yes
85 1 0 6.44 0.39 5 15.56 0.35 0.13 0.18 3.91 yes
86 0 0 6.90 0.60 5 5.35 0.25 0.11 0.16 9.62 yes
86 0 -1 6.89 0.44 8 5.08 0.51 0.12 0.17 5.05 yes
86 0 1 7.01 0.56 16 3.27 0.76 0.13 0.14 3.72 yes
86 -1 0 6.78 0.52 5 8.14 0.37 0.12 0.18 9.05 yes
86 1 0 6.91 0.58 21 1.76 0.85 0.13 0.13 2.91 yes
87 0 0 5.90 0.31 24 7.13 2.86 0.13 0.14 1.10 no
87 0 -1 5.77 0.34 26 0.10 0.94 0.12 0.13 0.68 no
87 0 1 ... ... ... ... ... 0.13 ... ... ...
87 -1 0 ... ... ... ... ... 0.14 ... ... ...
87 1 0 5.88 0.21 13 8.10 2.35 0.12 0.12 0.94 yes
88 0 0 ... ... ... ... ... 0.14 ... ... ...
89 0 0 ... ... ... ... ... 0.11 ... ... ...
90 0 0 6.93 0.38 4 5.65 0.31 0.11 0.18 7.75 yes
90 0 -1 6.76 0.42 2 0.26 0.07 0.12 0.12 3.17 yes
90 0 1 6.96 0.44 8 4.06 0.47 0.12 0.16 5.94 yes
90 -1 0 7.01 0.60 12 2.06 0.45 0.12 0.16 4.60 yes
90 1 0 6.97 0.31 14 3.78 1.29 0.12 0.12 1.64 yes
91 0 0 7.83 0.37 11 8.17 1.17 0.14 0.15 3.19 yes
91 0 -1 7.72 0.47 15 0.29 0.13 0.12 0.13 2.15 yes
91 0 1 7.84 0.37 1 0.12 0.00 0.13 0.13 1.70 yes
91 -1 0 7.72 0.44 16 4.72 1.17 0.12 0.13 2.44 yes
91 1 0 7.86 0.37 22 2.63 1.46 0.12 0.11 1.54 yes
92 0 0 6.08 0.37 3 13.96 0.17 0.13 0.21 6.05 yes
92 0 -1 6.00 0.36 7 3.60 0.62 0.12 0.18 3.57 yes
92 0 1 6.06 0.37 8 4.67 0.71 0.13 0.14 3.71 yes
92 -1 0 5.95 0.46 8 5.79 0.69 0.12 0.18 4.10 yes
92 1 0 6.13 0.31 6 9.53 0.85 0.13 0.19 4.46 yes
93 0 0 5.94 0.57 48 0.10 0.81 0.08 0.08 0.44 no
94 0 0 5.90 0.38 8 2.51 0.50 0.13 0.20 4.71 yes
94 0 -1 5.79 0.30 5 5.11 0.51 0.13 0.16 4.60 yes
94 0 1 5.94 0.25 6 2.21 0.60 0.13 0.15 3.21 yes
94 -1 0 5.76 0.34 15 1.50 1.23 0.12 0.12 1.46 yes
94 1 0 5.95 0.33 6 3.03 0.48 0.13 0.18 4.26 yes
95 0 0 8.15 0.35 4 7.30 0.43 0.11 0.24 6.28 yes
95 0 -1 8.17 0.24 4 5.25 0.57 0.12 0.17 3.35 yes
95 0 1 8.23 0.27 5 3.26 0.52 0.12 0.14 3.86 yes
95 -1 0 8.16 0.38 8 3.57 0.59 0.12 0.21 4.25 yes
95 1 0 8.16 0.32 0 0.12 0.00 0.12 0.16 3.63 yes
96 0 0 7.54 0.49 6 7.27 0.50 0.10 0.22 5.62 yes
97 0 0 7.50 0.30 3 7.27 0.41 0.11 0.15 5.92 yes
97 0 -1 7.51 0.30 13 5.69 1.38 0.12 0.13 1.79 yes
97 0 1 7.54 0.30 4 3.04 0.38 0.12 0.16 3.36 yes
97 -1 0 7.49 0.29 5 4.46 0.50 0.12 0.13 3.53 yes
97 1 0 7.45 0.31 5 7.32 0.63 0.12 0.14 4.20 yes
98 0 0 7.47 0.40 9 3.78 0.62 0.10 0.14 2.73 yes
99 0 0 7.54 0.17 16 10.79 4.34 0.10 0.12 3.36 yes
99 0 0 6.91 0.42 6 3.22 0.18 0.10 0.12 3.36 yes
99 0 -1 ... ... ... ... ... 0.13 ... ... ...
99 0 1 7.12 0.50 25 3.21 0.40 0.12 0.11 4.01 yes
99 0 1 7.50 0.24 7 0.10 3.18 0.12 0.11 4.01 yes
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#a RAb decb VC
c,d ∆V c errorc opticalc errorc rmsc rmsc
R
I e securef
offset offset (km s−1) (km s−1) (m s−1) depth base(K) fit(K) (K km s−1) fit ?
99 -1 0 7.01 0.30 18 1.58 1.51 0.11 0.13 1.21 yes
99 1 0 7.23 1.22 165 0.10 1.41 0.12 0.11 1.02 no
100 0 0 7.52 0.32 4 4.40 0.38 0.11 0.13 5.33 yes
101 0 0 8.21 0.86 21 0.10 0.15 0.09 0.11 2.47 yes
102 0 0 7.84 0.60 5 5.44 0.25 0.11 0.15 10.15 yes
103 0 0 7.15 1.25 36 2.27 0.37 0.11 0.12 7.93 yes
103 0 0 6.79 0.54 32 1.37 0.01 0.11 0.12 7.93 yes
104 0 0 8.59 0.53 5 4.34 0.24 0.11 0.21 10.40 yes
105 0 0 ... ... ... ... ... 0.11 ... ... ...
106 0 0 7.49 0.97 4 5.59 0.01 0.05 0.09 11.37 yes
106 0 0 6.73 0.70 8 1.82 0.20 0.05 0.09 11.37 yes
106 0 -1 7.59 0.92 105 0.19 0.10 0.12 0.13 3.84 yes
106 0 -1 6.73 0.55 105 1.70 0.10 0.12 0.13 3.84 yes
106 0 1 7.81 0.60 12 8.71 0.50 0.13 0.17 12.99 yes
106 0 1 6.94 0.70 18 3.56 0.52 0.13 0.17 12.99 yes
106 -1 0 7.71 0.52 7 5.28 0.01 0.12 0.14 5.80 yes
106 -1 0 6.55 0.51 1 0.10 0.00 0.12 0.14 5.80 yes
106 1 0 6.93 0.75 105 1.97 0.10 0.12 0.15 12.49 yes
106 1 0 7.75 0.59 105 6.98 0.10 0.12 0.15 12.49 yes
107 0 0 7.93 0.74 6 5.11 0.07 0.11 0.20 16.10 yes
107 0 0 7.24 0.31 7 19.08 1.05 0.11 0.20 16.10 yes
108 0 0 ... ... ... ... ... 0.11 ... ... ...
109 0 0 8.48 0.53 7 2.97 0.31 0.11 0.18 6.48 yes
110 0 0 7.97 0.91 7 2.40 0.13 0.12 0.22 16.60 yes
111 0 0 6.82 0.80 105 2.28 0.10 0.10 0.16 17.67 yes
111 0 0 7.74 0.86 105 5.10 0.10 0.10 0.16 17.67 yes
112 0 0 8.40 0.68 4 4.66 0.14 0.12 0.17 18.46 yes
113 0 0 7.97 0.60 5 4.87 0.20 0.11 0.18 11.84 yes
114 0 0 ... ... ... ... ... 0.09 ... ... ...
115 0 0 7.16 0.64 7 3.54 0.26 0.11 0.19 8.50 yes
116 0 0 7.83 0.77 9 2.18 0.23 0.12 0.14 9.89 yes
117 0 0 ... ... ... ... ... 0.12 ... ... ...
118 0 0 7.34 0.58 9 4.26 0.36 0.11 0.15 12.37 yes
118 0 0 7.74 1.06 17 6.49 0.18 0.11 0.15 12.37 yes
118 0 -1 7.22 0.39 3 3.93 0.24 0.13 0.26 9.29 yes
118 0 1 7.39 0.74 11 5.74 0.23 0.12 0.16 12.16 yes
118 0 1 8.20 0.74 37 7.43 0.41 0.12 0.16 12.16 yes
118 -1 0 7.66 0.78 14 5.10 0.38 0.12 0.15 8.37 yes
118 1 0 7.17 0.58 17 3.77 0.39 0.12 0.12 5.02 yes
118 1 0 8.11 0.58 31 8.42 1.53 0.12 0.12 5.02 yes
119 0 0 ... ... ... ... ... 0.08 ... ... ...
120 0 0 ... ... ... ... ... 0.11 ... ... ...
121 0 0 7.22 0.38 4 6.22 0.36 0.10 0.14 6.03 yes
122 0 0 7.98 0.53 4 7.49 0.27 0.10 0.18 10.32 yes
123 0 0 8.19 0.48 4 10.59 0.37 0.10 0.19 9.12 yes
124 0 0 7.04 0.34 4 7.05 0.40 0.11 0.17 6.34 yes
125 0 0 7.28 0.50 105 0.10 0.10 0.10 0.21 5.76 yes
125 0 -1 7.29 0.46 19 0.62 1.03 0.11 0.13 1.80 yes
125 0 1 7.25 0.44 9 0.10 0.63 0.12 0.12 1.91 yes
125 -1 0 7.39 0.47 7 9.14 0.63 0.12 0.17 6.26 yes
125 1 0 7.36 0.39 40 1.04 2.45 0.12 0.12 0.67 no
126 0 0 6.84 0.31 7 3.37 0.57 0.11 0.12 3.53 yes
127 0 0 5.54 0.32 11 1.89 0.95 0.12 0.12 1.77 yes
127 0 -1 5.47 0.26 13 0.10 1.27 0.12 0.11 0.84 yes
127 0 1 5.51 0.37 10 0.97 0.79 0.12 0.14 2.31 yes
127 -1 0 5.57 0.22 19 3.51 2.84 0.17 0.16 0.92 no
127 1 0 5.44 0.29 12 3.67 1.23 0.12 0.13 1.42 yes
128 0 0 7.21 0.38 5 6.69 0.51 0.11 0.14 4.79 yes
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#a RAb decb VC
c,d ∆V c errorc opticalc errorc rmsc rmsc
R
I e securef
offset offset (km s−1) (km s−1) (m s−1) depth base(K) fit(K) (K km s−1) fit ?
128 0 -1 7.23 0.44 26 2.57 1.42 0.11 0.12 1.38 yes
128 0 1 7.25 0.39 7 5.61 0.69 0.11 0.14 3.79 yes
128 -1 0 7.26 0.29 5 5.09 0.52 0.11 0.17 3.73 yes
128 1 0 7.13 0.31 6 2.99 0.58 0.12 0.14 3.15 yes
129 0 0 4.56 0.30 16 3.94 1.66 0.13 0.12 1.31 yes
129 0 -1 4.78 0.40 7 0.11 0.00 0.11 0.15 2.07 yes
129 0 1 4.63 0.28 14 1.77 1.42 0.12 0.12 1.13 yes
129 -1 0 4.86 0.45 11 4.33 0.81 0.12 0.14 3.13 yes
129 1 0 4.50 0.30 31 1.32 2.30 0.12 0.12 0.61 no
130 0 0 4.85 0.39 26 2.77 1.73 0.13 0.12 1.39 yes
130 0 -1 ... ... ... ... ... 0.14 ... ... ...
130 0 1 4.77 0.54 68 2.05 2.26 0.13 0.15 0.83 no
130 -1 0 4.60 0.31 33 1.86 3.11 0.13 0.14 0.41 no
130 1 0 4.90 0.28 7 4.26 0.79 0.15 0.14 2.78 yes
131 0 0 4.78 0.25 10 0.10 0.44 0.13 0.12 1.24 yes
131 0 -1 4.90 0.29 12 0.52 0.99 0.11 0.12 1.20 yes
131 0 1 4.72 0.19 5 3.73 0.78 0.12 0.13 1.81 yes
131 -1 0 4.85 0.21 8 2.66 1.04 0.11 0.11 1.33 yes
131 1 0 4.78 0.31 15 0.10 2.50 0.12 0.11 0.99 yes
132 0 0 4.77 0.67 9 1.91 0.54 0.12 0.13 3.55 yes
132 0 -1 4.77 0.52 0 0.12 0.00 0.13 0.16 2.01 yes
132 0 1 4.88 0.71 7 0.20 0.00 0.13 0.14 4.12 yes
132 -1 0 4.74 0.58 13 0.26 0.51 0.13 0.16 3.73 yes
132 1 0 5.00 0.61 25 0.98 0.96 0.14 0.15 2.11 yes
133 0 0 5.06 0.55 7 4.64 0.35 0.11 0.15 6.80 yes
133 0 -1 4.81 0.61 10 3.15 0.39 0.12 0.14 6.38 yes
133 0 1 5.11 0.73 49 4.39 1.38 0.12 0.14 2.19 yes
133 -1 0 4.85 0.64 9 4.07 0.36 0.12 0.14 7.32 yes
133 1 0 5.11 0.57 8 4.11 0.42 0.12 0.17 6.26 yes
134 0 0 4.87 0.48 3 5.96 0.08 0.13 0.36 9.53 yes
135 0 0 4.72 0.62 5 6.61 0.28 0.11 0.24 9.41 yes
136 0 0 5.94 0.51 105 6.92 0.10 0.11 0.16 6.56 yes
136 0 0 4.64 0.56 105 1.91 0.10 0.11 0.16 6.56 yes
136 0 -1 4.87 0.64 46 5.38 1.79 0.11 0.12 2.29 yes
136 0 -1 5.98 0.19 23 9.67 4.46 0.11 0.12 2.29 yes
136 0 1 4.59 0.65 19 2.75 0.62 0.12 0.14 3.75 yes
136 -1 0 4.65 0.37 11 1.84 0.69 0.12 0.15 3.00 yes
136 1 0 5.96 0.39 42 2.65 2.70 0.12 0.13 2.86 yes
136 1 0 4.70 0.60 33 2.60 1.26 0.12 0.13 2.86 yes
137 0 0 ... ... ... ... ... 0.09 ... ... ...
138 0 0 5.07 0.30 11 2.75 1.10 0.12 0.14 1.75 yes
138 0 -1 5.10 0.32 17 0.71 1.28 0.12 0.12 1.06 yes
138 0 1 5.09 0.30 15 0.10 2.16 0.11 0.12 0.76 yes
138 -1 0 5.04 0.26 9 3.10 1.02 0.12 0.10 1.47 yes
138 1 0 5.16 0.30 20 0.10 1.75 0.11 0.11 0.79 yes
139 0 0 5.09 0.40 17 2.48 0.98 0.14 0.18 2.61 yes
140 0 0 5.34 0.25 10 3.35 1.20 0.13 0.14 1.53 yes
140 0 -1 5.41 0.28 2 0.82 0.00 0.11 0.13 1.13 yes
140 0 1 5.34 0.21 22 1.81 2.91 0.11 0.11 0.22 no
140 -1 0 5.45 0.22 20 1.20 2.31 0.11 0.12 0.48 no
140 1 0 5.30 0.21 5 2.61 0.43 0.11 0.14 1.72 yes
141 0 0 ... ... ... ... ... 0.14 ... ... ...
142 0 0 ... ... ... ... ... 0.14 ... ... ...
143 0 0 5.09 0.29 5 8.88 0.67 0.11 0.20 4.31 yes
143 0 -1 5.07 0.31 19 1.53 1.65 0.12 0.11 1.10 yes
143 0 1 5.23 0.37 8 19.48 0.65 0.11 0.14 1.89 yes
143 -1 0 5.10 0.28 11 3.06 1.14 0.11 0.14 1.72 yes
143 1 0 5.08 0.33 15 8.26 1.71 0.12 0.11 1.84 yes
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#a RAb decb VC
c,d ∆V c errorc opticalc errorc rmsc rmsc
R
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offset offset (km s−1) (km s−1) (m s−1) depth base(K) fit(K) (K km s−1) fit ?
144 0 0 ... ... ... ... ... 0.12 ... ... ...
145 0 0 3.42 0.24 28 0.10 4.57 0.12 0.12 0.74 no
146 0 0 4.49 0.37 6 9.10 0.56 0.12 0.28 6.18 yes
147 0 0 4.64 0.47 8 4.61 0.52 0.10 0.14 4.27 yes
148 0 0 5.03 0.90 105 17.34 0.10 0.11 0.20 13.00 yes
148 0 0 5.11 0.58 105 0.11 0.10 0.11 0.20 13.00 yes
149 0 0 4.51 0.82 5 6.40 0.14 0.12 0.21 20.20 yes
150 0 0 4.05 0.49 3 12.99 0.11 0.12 0.20 9.41 yes
151 0 0 4.52 0.34 1 0.44 0.00 0.12 0.14 1.80 yes
152 0 0 4.08 0.50 5 12.75 0.44 0.12 0.18 10.85 yes
153 0 0 ... ... ... ... ... 0.13 ... ... ...
153 0 -1 ... ... ... ... ... 0.14 ... ... ...
153 0 1 ... ... ... ... ... 0.14 ... ... ...
153 -1 0 ... ... ... ... ... 0.14 ... ... ...
153 1 0 ... ... ... ... ... 0.14 ... ... ...
154 0 0 ... ... ... ... ... 0.12 ... ... ...
155 0 0 4.15 0.33 11 4.47 1.05 0.12 0.11 2.16 yes
156 0 0 ... ... ... ... ... 0.12 ... ... ...
157 0 0 ... ... ... ... ... 0.13 ... ... ...
aSee Table 1 for the locations of the targets.
bmeasured in units of the beam (25′′)
cCentroid velocity, velocity dispersion (FWHM), optical depth, baseline rms, model rms, and the corresponding errors
where appropriate determined using CLASS
dThe error was similar in all cases with a mean and standard deviation of 8±8 m/s.
eIntegrated intensity computed using the tdv function in CLASS.
fWas the fit judged to be good?
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Table 4
Parameters of Spectral Fitting for C18O
#a RAb decb VC
c,d ∆V c errorc T∗A,peak
c
R
I c rmsc rmsc securee
offset offset (km s−1) (km s−1) (m s−1) (K) (K km s−1) base(K) fit(K) fit ?
1 0 0 ... ... ... ... ... 0.47 ... ...
2 0 0 10.42 0.46 51 2.32 1.14 0.42 0.36 yes
2 0 0 9.61 0.72 103 1.50 1.15 0.42 0.36 yes
3 0 0 10.20 0.53 11 3.92 2.21 0.18 0.35 yes
3 0 -1 10.13 0.84 19 3.00 2.68 0.23 0.46 yes
3 0 1 10.16 0.50 10 4.68 2.49 0.25 0.27 yes
3 0 1 9.21 0.40 38 1.54 0.65 0.25 0.27 yes
3 -1 0 10.21 0.58 12 4.86 3.02 0.27 0.38 yes
3 1 0 10.17 0.61 30 2.38 1.54 0.26 0.35 yes
4 0 0 10.11 0.91 8 4.05 3.92 0.15 0.28 yes
5 0 0 10.19 1.00 39 2.73 2.92 0.42 0.49 yes
5 0 -1 10.06 0.81 30 3.03 2.61 0.36 0.55 yes
5 0 1 9.97 1.25 32 2.64 3.50 0.34 0.56 yes
5 -1 0 10.07 1.12 33 3.14 3.74 0.37 0.45 yes
5 1 0 10.16 0.96 36 3.00 3.05 0.37 0.40 yes
6 0 0 10.18 0.86 13 3.53 3.23 0.19 0.31 yes
7 0 0 10.10 0.82 31 3.21 2.78 0.43 0.47 yes
7 0 -1 9.93 0.83 28 3.10 2.75 0.36 0.38 yes
7 0 1 9.98 1.11 40 2.83 3.34 0.38 0.46 yes
7 -1 0 9.98 0.91 30 3.07 2.96 0.36 0.50 yes
7 1 0 10.11 0.92 30 3.28 3.20 0.38 0.42 yes
8 0 0 10.20 0.53 27 3.11 1.76 0.40 0.37 yes
8 0 -1 10.29 0.65 25 3.02 2.08 0.40 0.55 yes
8 0 1 10.12 0.52 22 3.45 1.89 0.37 0.38 yes
8 -1 0 10.22 0.51 20 3.93 2.14 0.37 0.36 yes
8 1 0 9.99 0.23 25 2.85 0.70 0.38 0.36 yes
8 1 0 10.48 0.65 97 1.82 1.26 0.38 0.36 yes
9 0 0 10.16 0.60 36 2.74 1.74 0.37 0.53 yes
10 0 0 9.61 0.52 36 2.79 1.55 0.37 0.40 yes
11 0 0 ... ... ... ... ... 0.38 ... ...
12 0 0 10.86 0.40 20 3.54 1.52 0.43 0.38 yes
12 0 -1 10.88 0.23 5 4.35 1.07 0.22 0.24 yes
12 0 -1 10.14 0.39 32 1.49 0.62 0.22 0.24 yes
12 0 1 10.78 0.34 14 3.43 1.24 0.27 0.28 yes
12 -1 0 10.75 0.26 25 1.57 0.44 0.25 0.20 yes
12 1 0 10.19 0.92 26 1.00 0.98 0.23 0.34 yes
12 1 0 10.74 0.31 26 2.83 0.93 0.23 0.34 yes
13 0 0 10.98 0.41 20 3.26 1.44 0.37 0.44 yes
13 0 -1 10.84 0.38 16 3.23 1.31 0.27 0.36 yes
13 0 1 11.01 0.32 18 2.82 0.95 0.28 0.29 yes
13 -1 0 10.88 0.32 12 3.99 1.35 0.27 0.33 yes
13 1 0 11.05 0.49 22 2.86 1.50 0.25 0.49 yes
14 0 0 8.10 1.06 81 0.76 0.86 0.20 0.19 yes
15 0 0 9.11 0.86 11 4.12 3.77 0.21 0.36 yes
16 0 0 9.81 1.36 13 4.10 5.95 0.17 0.18 yes
16 0 -1 9.48 0.69 16 4.69 3.43 0.30 0.30 yes
16 0 1 9.70 0.89 20 4.14 3.93 0.29 0.38 yes
16 -1 0 9.36 0.85 23 5.28 4.80 0.38 0.52 yes
16 1 0 9.38 0.89 17 4.59 4.35 0.29 0.44 yes
17 0 0 7.73 0.48 21 1.62 0.82 0.20 0.23 yes
18 0 0 9.59 1.23 17 2.91 3.82 0.17 0.29 yes
18 0 -1 8.72 1.02 140 1.46 1.59 0.29 0.35 yes
18 0 -1 9.91 0.91 61 3.10 2.98 0.29 0.35 yes
18 0 1 9.40 1.07 17 4.09 4.66 0.26 0.41 yes
18 -1 0 9.36 0.80 15 4.44 3.80 0.26 0.24 yes
18 -1 0 8.31 0.52 54 1.18 0.65 0.26 0.24 yes
18 1 0 9.52 0.62 18 4.02 2.65 0.30 0.36 yes
19 0 0 8.56 0.67 6 7.03 5.03 0.19 0.33 yes
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20 0 0 8.55 0.62 8 6.17 4.04 0.21 0.52 yes
21 0 0 8.82 1.00 10 4.95 5.26 0.17 0.28 yes
22 0 0 8.60 1.13 8 4.35 5.23 0.15 0.44 yes
22 0 -1 8.37 0.94 18 4.08 4.08 0.25 0.66 yes
22 0 1 8.82 0.92 12 4.96 4.83 0.23 0.37 yes
22 -1 0 8.87 0.60 26 5.17 3.29 0.22 0.32 yes
22 -1 0 8.18 0.51 26 2.98 1.63 0.22 0.32 yes
22 1 0 8.28 0.63 17 5.18 3.46 0.33 0.47 yes
23 0 0 8.25 0.75 11 7.93 6.33 0.32 0.80 yes
24 0 0 8.76 0.85 8 5.91 5.38 0.18 0.31 yes
25 0 0 8.94 0.81 6 7.59 6.53 0.18 0.58 yes
26 0 0 8.52 0.57 26 4.73 2.89 0.18 0.29 yes
26 0 0 9.14 0.55 26 2.46 1.44 0.18 0.29 yes
27 0 0 8.72 0.57 5 7.31 4.46 0.19 0.51 yes
28 0 0 8.67 0.98 10 4.40 4.61 0.18 0.30 yes
29 0 0 9.59 0.38 31 1.48 0.60 0.23 0.24 yes
30 0 0 8.74 0.44 8 7.32 3.46 0.29 0.56 yes
30 0 -1 8.67 0.50 8 7.13 3.77 0.31 0.47 yes
30 0 1 8.80 0.44 9 6.74 3.18 0.34 0.49 yes
30 -1 0 8.78 0.46 8 7.61 3.73 0.32 0.74 yes
30 1 0 8.72 0.51 8 6.84 3.68 0.30 0.53 yes
31 0 0 8.42 0.69 13 4.92 3.62 0.29 0.29 yes
32 0 0 8.31 1.04 57 0.69 0.76 0.13 0.13 yes
33 0 0 9.34 0.50 28 2.60 1.39 0.32 0.27 yes
33 0 0 8.39 0.62 89 0.91 0.60 0.32 0.27 yes
33 0 -1 8.31 0.63 73 0.65 0.43 0.23 0.24 yes
33 0 -1 9.29 0.34 12 3.32 1.20 0.23 0.24 yes
33 0 1 9.38 0.41 16 2.90 1.28 0.25 0.30 yes
33 -1 0 9.38 0.39 15 3.14 1.31 0.28 0.28 yes
33 1 0 9.29 0.56 18 3.03 1.81 0.27 0.25 yes
34 0 0 8.24 0.58 7 7.11 4.39 0.27 0.72 yes
34 0 -1 8.65 0.51 64 1.83 1.00 0.31 0.29 yes
34 0 -1 8.13 0.39 18 5.12 2.12 0.31 0.29 yes
34 0 1 8.36 0.68 20 3.27 2.38 0.34 0.65 yes
34 -1 0 8.17 0.44 8 6.99 3.30 0.31 0.48 yes
34 1 0 8.28 0.61 12 6.07 3.92 0.33 0.71 yes
35 0 0 8.80 0.51 95 0.72 0.39 0.22 0.21 yes
35 0 0 9.32 0.25 13 2.88 0.77 0.22 0.21 yes
36 0 0 9.36 0.35 20 3.34 1.25 0.41 0.28 yes
36 0 -1 9.35 0.31 15 3.30 1.10 0.27 0.36 yes
36 0 1 9.44 0.36 14 2.93 1.13 0.21 0.24 yes
36 0 1 8.72 0.70 135 0.62 0.47 0.21 0.24 yes
36 -1 0 9.40 0.38 28 2.85 1.17 0.29 0.45 yes
36 1 0 9.36 0.33 13 3.00 1.06 0.22 0.17 yes
36 1 0 8.64 0.57 64 0.75 0.45 0.22 0.17 yes
37 0 0 9.20 0.25 37 1.52 0.40 0.35 0.30 yes
37 0 0 9.70 0.37 53 1.28 0.50 0.35 0.30 yes
38 0 0 9.50 0.48 50 1.92 0.97 0.38 0.33 yes
39 0 0 9.30 0.31 27 2.60 0.85 0.38 0.37 yes
40 0 0 8.99 0.55 27 2.75 1.61 0.34 0.46 yes
41 0 0 8.39 0.39 7 6.89 2.83 0.29 0.27 yes
41 0 0 7.40 0.54 28 2.38 1.37 0.29 0.27 yes
41 0 -1 7.44 0.58 35 2.93 1.80 0.41 0.53 yes
41 0 -1 8.26 0.47 12 6.35 3.17 0.41 0.53 yes
41 0 1 8.41 0.48 8 8.71 4.42 0.43 0.65 yes
41 0 1 7.47 0.50 50 1.92 1.03 0.43 0.65 yes
41 -1 0 7.32 0.64 48 2.48 1.70 0.47 0.46 yes
41 -1 0 8.38 0.36 9 8.83 3.42 0.47 0.46 yes
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#a RAb decb VC
c,d ∆V c errorc T∗A,peak
c
R
I c rmsc rmsc securee
offset offset (km s−1) (km s−1) (m s−1) (K) (K km s−1) base(K) fit(K) fit ?
41 1 0 8.37 0.32 7 9.44 3.17 0.42 0.46 yes
41 1 0 7.46 0.64 46 2.16 1.48 0.42 0.46 yes
42 0 0 8.89 0.74 38 1.92 1.50 0.33 0.38 yes
42 0 -1 8.86 0.78 44 1.85 1.55 0.28 0.33 yes
42 0 1 8.98 0.60 18 2.97 1.88 0.27 0.30 yes
42 -1 0 9.00 0.65 56 1.27 0.89 0.29 0.32 yes
42 1 0 8.98 0.55 48 1.30 0.76 0.29 0.22 yes
43 0 0 8.70 0.53 25 2.47 1.38 0.35 0.43 yes
44 0 0 9.16 0.71 59 0.89 0.68 0.32 0.35 no
44 0 -1 ... ... ... ... ... 0.37 ... ...
44 0 1 8.98 0.44 61 1.13 0.53 0.30 0.31 yes
44 0 1 9.62 0.39 24 3.01 1.26 0.30 0.31 yes
44 -1 0 ... ... ... ... ... 0.32 ... ...
44 1 0 9.32 0.92 54 1.16 1.13 0.27 0.34 yes
45 0 0 ... ... ... ... ... 0.22 ... ...
46 0 0 8.35 0.61 13 3.00 1.95 0.19 0.19 yes
46 0 -1 8.29 0.59 11 3.01 1.90 0.17 0.25 yes
46 0 1 8.34 0.49 9 3.61 1.89 0.17 0.17 yes
46 -1 0 8.28 0.47 9 3.01 1.50 0.16 0.17 yes
46 1 0 8.41 0.61 12 2.97 1.92 0.18 0.17 yes
47 0 0 10.09 0.57 15 3.53 2.15 0.28 0.30 yes
48 0 0 9.15 0.30 11 3.40 1.10 0.29 0.29 yes
49 0 0 7.88 0.39 23 3.14 1.30 0.37 0.31 yes
49 0 -1 8.02 0.83 38 1.75 1.55 0.26 0.28 yes
49 0 1 7.91 0.56 28 2.51 1.49 0.27 0.35 yes
49 -1 0 7.95 0.42 17 2.99 1.35 0.26 0.26 yes
49 1 0 7.93 0.56 19 2.94 1.76 0.24 0.36 yes
50 0 0 9.49 0.46 47 1.42 0.70 0.34 0.26 yes
51 0 0 9.40 0.41 17 2.46 1.08 0.22 0.24 yes
51 0 -1 9.35 0.35 21 2.16 0.79 0.26 0.20 yes
51 0 1 9.71 0.54 33 2.56 1.47 0.30 0.33 yes
51 -1 0 9.51 0.37 22 2.03 0.79 0.26 0.23 yes
51 1 0 9.37 0.39 15 3.18 1.32 0.25 0.29 yes
52 0 0 8.22 0.69 50 1.62 1.19 0.35 0.32 yes
52 0 -1 8.11 0.43 17 2.75 1.26 0.27 0.35 yes
52 0 1 8.34 0.57 42 1.65 1.01 0.30 0.27 yes
52 -1 0 7.98 0.44 20 3.59 1.70 0.33 0.40 yes
52 1 0 8.27 0.59 39 1.71 1.07 0.29 0.27 yes
53 0 0 9.95 0.50 15 4.20 2.26 0.33 0.34 yes
54 0 0 9.63 0.52 20 3.01 1.67 0.32 0.28 yes
55 0 0 9.71 0.50 13 3.60 1.93 0.24 0.24 yes
55 0 0 8.32 0.47 64 0.96 0.48 0.24 0.24 yes
55 0 -1 9.65 0.46 8 3.53 1.72 0.17 0.18 yes
55 0 -1 8.42 0.60 59 0.59 0.37 0.17 0.18 yes
55 0 1 8.32 0.41 36 0.92 0.40 0.20 0.23 yes
55 0 1 9.72 0.48 10 3.80 1.95 0.20 0.23 yes
55 -1 0 9.66 0.42 10 3.23 1.46 0.18 0.19 yes
55 1 0 9.72 0.45 10 3.37 1.62 0.20 0.22 yes
56 0 0 9.59 0.52 30 1.55 0.86 0.21 0.32 yes
57 0 0 ... ... ... ... ... 0.31 ... ...
58 0 0 4.78 0.67 99 0.40 0.28 0.21 0.16 no
59 0 0 7.67 0.95 38 2.18 2.20 0.31 0.28 yes
60 0 0 8.17 0.31 38 0.61 0.20 0.15 0.13 yes
60 0 0 7.13 0.90 45 0.87 0.83 0.15 0.13 yes
61 0 0 7.36 1.00 77 1.21 1.29 0.29 0.32 yes
61 0 -1 7.28 0.90 54 1.35 1.29 0.28 0.30 yes
61 0 1 7.38 0.64 53 1.15 0.79 0.25 0.25 yes
61 -1 0 7.39 0.79 45 1.46 1.23 0.28 0.34 yes
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61 1 0 7.34 1.07 88 1.02 1.16 0.30 0.33 yes
62 0 0 7.53 0.79 44 1.81 1.51 0.29 0.31 yes
62 0 -1 7.81 0.75 36 2.16 1.74 0.28 0.37 yes
62 0 1 7.49 1.14 63 1.62 1.98 0.28 0.34 yes
62 -1 0 7.47 0.73 61 1.53 1.19 0.31 0.30 yes
62 1 0 7.44 1.02 40 1.67 1.81 0.26 0.36 yes
63 0 0 7.07 0.64 16 2.31 1.58 0.17 0.13 yes
63 0 -1 7.02 0.60 26 1.48 0.95 0.15 0.17 yes
63 0 1 7.12 0.46 8 3.26 1.59 0.15 0.16 yes
63 -1 0 7.03 0.86 61 0.77 0.70 0.16 0.17 yes
63 1 0 7.13 0.43 7 3.48 1.58 0.14 0.19 yes
64 0 0 7.28 1.22 158 0.48 0.62 0.29 0.25 no
64 0 -1 ... ... ... ... ... 0.32 ... ...
64 0 1 7.47 1.03 151 0.61 0.67 0.30 0.24 no
64 -1 0 ... ... ... ... ... 0.31 ... ...
64 1 0 7.42 1.62 139 0.44 0.76 0.15 0.13 yes
65 0 0 6.91 0.34 17 3.32 1.20 0.34 0.26 yes
65 0 -1 6.77 0.44 22 3.15 1.48 0.34 0.31 yes
65 0 1 7.09 0.88 61 1.59 1.48 0.30 0.36 yes
65 -1 0 6.78 0.52 41 1.85 1.02 0.34 0.32 yes
65 1 0 7.34 1.38 122 0.78 1.16 0.29 0.31 yes
65 1 0 6.90 0.23 17 2.19 0.54 0.29 0.31 yes
66 0 0 6.61 0.54 35 2.07 1.20 0.30 0.38 yes
67 0 0 6.63 1.00 21 3.43 3.64 0.30 0.44 yes
67 0 -1 6.69 0.97 35 3.44 3.55 0.38 0.47 yes
67 0 1 6.58 1.22 53 1.97 2.57 0.37 0.52 yes
67 -1 0 6.36 0.40 31 3.40 1.45 0.40 0.43 yes
67 -1 0 6.95 0.54 40 3.88 2.21 0.40 0.43 yes
67 1 0 6.29 0.54 40 3.08 1.78 0.41 0.30 yes
67 1 0 6.95 0.47 34 3.33 1.68 0.41 0.30 yes
68 0 0 6.81 1.04 12 5.35 5.91 0.20 0.47 yes
69 0 0 6.65 1.09 55 1.06 1.23 0.23 0.22 yes
70 0 0 6.61 0.92 19 2.16 2.11 0.14 0.27 yes
71 0 0 6.41 0.85 16 4.60 4.15 0.18 0.20 yes
71 0 0 7.30 0.67 14 4.60 3.27 0.18 0.20 yes
72 0 0 6.47 1.20 8 5.64 7.18 0.17 0.22 yes
72 0 -1 6.68 1.02 19 4.63 5.02 0.29 0.43 yes
72 0 1 6.43 1.01 12 5.51 5.90 0.25 0.32 yes
72 -1 0 6.54 1.27 20 3.67 4.94 0.25 0.31 yes
72 1 0 6.41 1.09 11 6.93 8.01 0.27 0.38 yes
73 0 0 6.65 0.95 6 5.41 5.47 0.16 0.23 yes
74 0 0 6.93 0.86 18 2.33 2.14 0.17 0.22 yes
74 0 -1 6.99 0.93 25 2.69 2.67 0.26 0.26 yes
74 0 1 6.92 0.59 18 2.84 1.79 0.25 0.29 yes
74 -1 0 6.82 0.67 25 2.45 1.74 0.25 0.28 yes
74 1 0 6.78 0.87 53 2.17 2.01 0.27 0.26 yes
74 1 0 7.46 0.29 25 1.84 0.57 0.27 0.26 yes
75 0 0 6.70 0.89 15 3.57 3.38 0.20 0.40 yes
75 0 -1 6.71 0.69 17 4.10 3.00 0.29 0.47 yes
75 0 1 6.69 0.82 17 3.54 3.11 0.25 0.29 yes
75 -1 0 6.68 0.81 18 3.88 3.33 0.27 0.32 yes
75 1 0 6.77 0.83 12 4.49 3.95 0.24 0.37 yes
76 0 0 6.63 0.73 17 4.04 3.13 0.31 0.37 yes
76 0 -1 6.79 0.54 26 3.96 2.28 0.38 0.44 yes
76 0 -1 6.09 0.33 47 2.06 0.72 0.38 0.44 yes
76 0 1 6.61 0.65 25 3.23 2.22 0.38 0.37 yes
76 -1 0 6.49 0.67 24 3.67 2.60 0.39 0.42 yes
76 1 0 6.71 0.54 16 4.68 2.67 0.37 0.40 yes
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77 0 0 6.68 0.79 26 3.37 2.82 0.34 0.32 yes
77 0 -1 6.70 0.56 22 4.34 2.61 0.42 0.29 yes
77 0 1 6.62 0.74 43 3.48 2.73 0.45 0.53 yes
77 -1 0 6.63 0.73 27 3.53 2.74 0.35 0.35 yes
77 1 0 6.71 0.67 22 4.15 2.94 0.38 0.37 yes
78 0 0 6.68 1.09 33 3.98 4.61 0.36 0.54 yes
78 0 -1 6.66 0.83 21 4.24 3.76 0.34 0.42 yes
78 0 1 6.72 0.98 33 3.07 3.21 0.33 0.38 yes
78 -1 0 6.65 0.75 20 4.03 3.22 0.33 0.36 yes
78 1 0 6.89 0.86 20 4.14 3.80 0.32 0.46 yes
79 0 0 6.57 1.02 30 3.46 3.76 0.35 0.33 yes
79 0 -1 6.50 0.94 18 3.78 3.80 0.26 0.28 yes
79 0 1 6.68 0.77 24 4.09 3.36 0.36 0.30 yes
79 -1 0 6.47 0.72 15 4.42 3.41 0.29 0.38 yes
79 1 0 6.62 0.82 18 3.85 3.35 0.28 0.32 yes
80 0 0 6.74 0.63 42 2.91 1.94 0.33 0.33 yes
80 0 0 5.93 0.72 55 2.74 2.10 0.33 0.33 yes
80 0 -1 6.87 0.46 45 2.36 1.16 0.38 0.27 yes
80 0 -1 6.20 0.69 46 3.30 2.44 0.38 0.27 yes
80 0 1 6.59 0.62 47 3.19 2.10 0.34 0.26 yes
80 0 1 5.89 0.60 66 2.26 1.45 0.34 0.26 yes
80 -1 0 6.39 0.88 26 3.12 2.93 0.34 0.37 yes
80 1 0 6.03 0.61 17 2.93 1.89 0.36 0.46 yes
80 1 0 6.82 0.90 9 1.91 1.84 0.36 0.46 yes
81 0 0 6.67 1.26 133 0.84 1.12 0.34 0.30 no
82 0 0 6.47 1.01 27 1.38 1.48 0.15 0.15 yes
83 0 0 6.72 0.65 31 2.39 1.66 0.32 0.38 yes
83 0 -1 6.72 0.51 33 1.85 1.01 0.32 0.35 yes
83 0 1 6.71 0.58 25 2.56 1.57 0.31 0.45 yes
83 -1 0 6.63 0.56 36 1.57 0.94 0.31 0.32 yes
83 1 0 6.52 0.39 16 3.33 1.37 0.31 0.34 yes
84 0 0 6.82 0.79 29 3.01 2.53 0.35 0.42 yes
84 0 -1 6.77 0.68 23 2.97 2.13 0.31 0.43 yes
84 0 1 6.47 0.56 67 1.51 0.90 0.34 0.28 yes
84 -1 0 6.75 0.64 80 1.28 0.87 0.34 0.32 yes
84 1 0 6.77 0.75 24 3.02 2.40 0.33 0.53 yes
85 0 0 6.50 0.98 32 2.60 2.72 0.30 0.40 yes
85 0 -1 6.43 0.67 21 3.20 2.30 0.32 0.35 yes
85 0 1 6.30 0.74 45 1.90 1.51 0.32 0.36 yes
85 -1 0 6.43 0.71 31 2.77 2.09 0.35 0.34 yes
85 1 0 6.49 0.77 23 2.90 2.39 0.31 0.34 yes
86 0 0 6.89 0.96 13 3.73 3.82 0.18 0.28 yes
86 0 -1 6.90 0.75 22 2.72 2.16 0.25 0.25 yes
86 0 1 6.98 0.83 26 2.09 1.85 0.23 0.27 yes
86 -1 0 6.78 0.61 20 2.84 1.85 0.26 0.23 yes
86 1 0 6.78 0.54 13 3.93 2.26 0.26 0.28 yes
87 0 0 5.90 0.41 19 3.60 1.56 0.37 0.27 yes
87 0 -1 5.83 0.41 17 3.41 1.50 0.33 0.31 yes
87 0 1 5.96 0.56 18 3.56 2.12 0.31 0.37 yes
87 -1 0 5.92 0.39 25 2.69 1.12 0.35 0.26 yes
87 1 0 5.94 0.45 23 3.03 1.46 0.34 0.45 yes
88 0 0 6.95 0.66 26 3.14 2.22 0.34 0.35 yes
89 0 0 7.26 1.23 197 0.56 0.73 0.19 0.20 no
90 0 0 7.00 1.08 27 1.98 2.28 0.16 0.25 yes
90 0 -1 7.55 0.80 52 1.62 1.38 0.26 0.23 yes
90 0 -1 6.68 0.51 56 1.27 0.69 0.26 0.23 yes
90 0 1 7.17 1.19 62 1.01 1.28 0.23 0.25 yes
90 -1 0 7.08 1.57 79 1.19 1.99 0.25 0.21 yes
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90 1 0 7.11 1.14 104 0.86 1.04 0.25 0.26 yes
91 0 0 7.78 0.56 30 2.98 1.78 0.36 0.53 yes
91 0 -1 7.63 0.59 20 3.08 1.94 0.32 0.32 yes
91 0 1 7.70 0.51 25 2.49 1.36 0.34 0.47 yes
91 -1 0 7.80 0.43 24 2.28 1.04 0.31 0.36 yes
91 1 0 7.53 0.78 31 2.16 1.79 0.33 0.44 yes
92 0 0 6.06 0.57 54 1.88 1.14 0.39 0.49 yes
92 0 -1 6.02 0.42 26 2.24 1.01 0.30 0.34 yes
92 0 1 6.02 0.46 29 2.08 1.02 0.30 0.28 yes
92 -1 0 6.06 0.65 63 1.20 0.83 0.33 0.23 yes
92 1 0 5.98 0.58 27 2.33 1.44 0.32 0.47 yes
93 0 0 6.17 0.60 20 1.51 0.96 0.14 0.15 yes
94 0 0 5.98 0.67 37 2.20 1.56 0.38 0.35 yes
94 0 -1 5.90 0.58 47 1.33 0.83 0.31 0.32 yes
94 0 1 5.87 0.64 59 1.31 0.90 0.29 0.26 yes
94 -1 0 5.66 0.42 47 1.11 0.50 0.31 0.29 yes
94 1 0 5.99 0.65 42 1.69 1.17 0.29 0.29 yes
95 0 0 8.10 0.52 8 4.27 2.37 0.18 0.25 yes
95 0 -1 8.18 0.35 14 2.99 1.10 0.25 0.38 yes
95 0 1 8.21 0.39 25 1.86 0.77 0.23 0.22 yes
95 -1 0 8.20 0.37 32 1.73 0.68 0.28 0.25 yes
95 1 0 8.10 0.39 13 3.47 1.45 0.26 0.28 yes
96 0 0 7.53 0.71 16 2.35 1.78 0.19 0.30 yes
97 0 0 7.51 0.49 7 3.82 2.00 0.16 0.19 yes
97 0 -1 7.51 0.42 11 3.73 1.67 0.23 0.27 yes
97 0 1 7.48 0.49 21 2.74 1.42 0.26 0.35 yes
97 -1 0 7.41 0.53 20 2.43 1.36 0.25 0.29 yes
97 1 0 7.49 0.39 10 4.57 1.89 0.26 0.32 yes
98 0 0 7.39 1.05 8 6.00 6.68 0.19 0.40 yes
99 0 0 7.53 0.39 5 9.76 4.04 0.21 0.35 yes
99 0 0 6.91 0.46 9 4.07 2.01 0.21 0.35 yes
99 0 -1 7.56 0.51 7 10.40 5.59 0.35 0.70 yes
99 0 1 7.41 0.58 8 9.40 5.80 0.36 1.04 yes
99 -1 0 7.30 0.82 16 3.96 3.46 0.27 0.46 yes
99 1 0 7.44 0.52 7 7.96 4.41 0.27 0.51 yes
100 0 0 7.55 0.71 6 7.01 5.27 0.19 0.29 yes
101 0 0 8.35 1.42 9 7.09 10.70 0.20 0.73 yes
102 0 0 7.72 1.11 10 5.40 6.38 0.19 0.25 yes
103 0 0 6.60 0.86 28 2.19 2.00 0.18 0.20 yes
103 0 0 7.83 1.06 31 2.71 3.06 0.18 0.20 yes
104 0 0 8.54 1.41 28 4.66 6.98 0.33 0.51 yes
105 0 0 8.49 0.88 18 3.61 3.40 0.17 0.26 yes
105 0 0 7.43 0.85 6 10.30 9.27 0.17 0.26 yes
106 0 0 7.30 1.92 10 3.42 7.01 0.11 0.28 yes
106 0 -1 6.48 0.78 36 2.17 1.80 0.29 0.31 yes
106 0 -1 7.84 1.18 40 2.84 3.57 0.29 0.31 yes
106 0 1 6.69 0.44 21 2.85 1.35 0.29 0.31 yes
106 0 1 7.70 1.00 27 4.03 4.30 0.29 0.31 yes
106 -1 0 7.81 0.83 19 4.52 3.98 0.29 0.39 yes
106 -1 0 6.45 0.78 49 1.59 1.32 0.29 0.39 yes
106 1 0 6.79 0.74 85 1.28 1.01 0.30 0.34 yes
106 1 0 7.69 0.98 40 4.58 4.80 0.30 0.34 yes
107 0 0 7.75 1.59 35 2.75 4.65 0.18 0.23 yes
107 0 0 6.99 0.41 23 1.58 0.70 0.18 0.23 yes
108 0 0 7.46 1.06 6 9.74 10.99 0.17 0.25 yes
108 0 0 8.79 0.78 16 3.24 2.70 0.17 0.25 yes
109 0 0 8.52 1.49 25 3.98 6.31 0.26 0.40 yes
110 0 0 7.56 1.88 18 4.13 8.26 0.19 0.27 yes
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111 0 0 6.68 1.59 0 1.78 3.01 0.18 0.37 yes
111 0 0 7.39 2.13 1 2.24 5.09 0.18 0.37 yes
112 0 0 8.18 1.51 14 6.44 10.32 0.24 0.45 yes
113 0 0 7.73 1.46 8 8.83 13.70 0.22 0.64 yes
114 0 0 7.89 1.66 14 4.54 8.02 0.14 0.23 yes
114 0 0 7.15 0.45 10 3.14 1.49 0.14 0.23 yes
115 0 0 7.46 1.53 30 2.03 3.30 0.17 0.23 yes
116 0 0 8.00 1.53 26 5.38 8.77 0.16 0.48 yes
116 0 0 6.82 1.49 26 0.58 0.92 0.16 0.48 yes
117 0 0 5.75 0.42 13 3.25 1.46 0.24 0.20 yes
118 0 0 7.62 1.31 16 5.22 7.27 0.23 0.35 yes
118 0 -1 7.67 1.71 25 3.40 6.18 0.25 0.43 yes
118 0 1 7.62 1.23 15 5.70 7.46 0.28 0.35 yes
118 -1 0 7.72 1.16 28 3.26 4.04 0.26 0.32 yes
118 1 0 7.64 2.07 24 4.06 8.94 0.27 0.38 yes
119 0 0 6.82 1.15 74 1.24 1.51 0.15 0.23 yes
119 0 0 8.08 0.87 31 1.58 1.47 0.15 0.23 yes
120 0 0 5.37 0.44 17 2.47 1.16 0.22 0.30 yes
121 0 0 7.28 0.92 26 2.46 2.40 0.20 0.22 yes
121 0 0 6.24 0.36 23 1.81 0.70 0.20 0.22 yes
122 0 0 8.06 0.96 24 2.43 2.48 0.18 0.28 yes
123 0 0 8.34 0.94 12 3.61 3.60 0.17 0.24 yes
124 0 0 6.91 1.57 27 2.29 3.81 0.19 0.36 yes
125 0 0 7.35 0.70 15 4.07 3.03 0.22 0.41 yes
125 0 -1 7.34 0.52 19 3.06 1.68 0.29 0.26 yes
125 0 1 7.98 1.46 97 1.25 1.95 0.23 0.21 yes
125 0 1 7.36 0.50 29 2.39 1.27 0.23 0.21 yes
125 -1 0 7.67 1.45 106 0.79 1.21 0.24 0.25 yes
125 -1 0 7.36 0.39 18 2.82 1.16 0.24 0.25 yes
125 1 0 7.56 1.17 42 2.12 2.63 0.26 0.40 yes
126 0 0 6.86 1.64 112 0.59 1.03 0.19 0.19 yes
127 0 0 5.50 0.43 20 1.92 0.87 0.22 0.28 yes
127 0 -1 5.43 0.41 31 1.29 0.56 0.26 0.29 yes
127 0 1 5.52 0.46 20 2.24 1.10 0.25 0.39 yes
127 -1 0 5.46 0.55 47 1.30 0.76 0.34 0.22 yes
127 1 0 5.47 0.40 24 1.49 0.63 0.26 0.17 yes
128 0 0 7.14 1.40 75 1.16 1.73 0.21 0.19 yes
128 0 0 8.53 0.46 45 0.97 0.47 0.21 0.19 yes
128 0 -1 8.48 0.50 82 1.00 0.53 0.25 0.28 yes
128 0 -1 7.12 1.37 88 1.29 1.89 0.25 0.28 yes
128 0 1 8.36 0.74 137 0.90 0.71 0.26 0.29 no
128 0 1 7.38 0.51 53 1.52 0.83 0.26 0.29 no
128 -1 0 7.30 0.76 155 0.75 0.61 0.23 0.20 yes
128 -1 0 8.29 0.66 78 0.83 0.58 0.23 0.20 yes
128 1 0 8.22 0.62 44 1.15 0.76 0.23 0.25 yes
128 1 0 6.58 0.57 39 1.73 1.04 0.23 0.25 yes
128 1 0 7.24 0.44 39 1.40 0.66 0.23 0.25 yes
129 0 0 4.55 0.23 28 1.15 0.28 0.28 0.21 yes
129 0 -1 4.75 0.41 42 0.96 0.42 0.23 0.23 yes
129 0 1 4.65 0.38 35 1.04 0.43 0.23 0.18 yes
129 -1 0 4.91 0.46 38 0.95 0.47 0.21 0.21 yes
129 1 0 4.57 0.53 95 0.72 0.41 0.25 0.22 yes
130 0 0 4.86 0.67 101 0.51 0.36 0.27 0.21 no
130 0 -1 ... ... ... ... ... 0.40 ... ...
130 0 1 5.20 2.10 252 0.61 1.37 0.36 0.36 no
130 -1 0 ... ... ... ... ... 0.39 ... ...
130 1 0 4.90 0.57 56 1.62 0.98 0.37 0.35 yes
131 0 0 4.73 0.38 58 0.93 0.37 0.28 0.16 yes
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131 0 -1 4.81 0.54 55 1.02 0.58 0.25 0.23 yes
131 0 1 4.89 0.78 87 0.54 0.45 0.23 0.23 yes
131 -1 0 4.93 0.83 119 0.52 0.46 0.27 0.17 no
131 1 0 4.74 0.61 233 0.65 0.42 0.24 0.29 no
132 0 0 5.14 1.01 99 0.79 0.86 0.26 0.30 yes
132 0 -1 5.05 1.09 224 0.64 0.74 0.37 0.32 no
132 0 1 5.07 1.10 151 0.79 0.92 0.37 0.36 no
132 -1 0 5.01 1.54 204 0.67 1.10 0.35 0.29 no
132 1 0 5.17 1.16 104 1.00 1.23 0.34 0.32 no
133 0 0 5.22 1.07 48 1.07 1.22 0.17 0.14 yes
133 0 -1 5.01 0.94 44 1.35 1.35 0.21 0.26 yes
133 0 1 5.15 2.49 307 0.41 1.09 0.26 0.25 no
133 -1 0 4.94 1.57 110 0.69 1.15 0.24 0.25 no
133 1 0 5.24 0.72 39 1.57 1.20 0.23 0.20 yes
134 0 0 5.75 0.43 21 1.64 0.74 0.17 0.15 yes
134 0 0 4.91 0.70 20 2.25 1.68 0.17 0.15 yes
135 0 0 4.68 0.70 35 1.53 1.14 0.17 0.14 yes
135 0 0 5.73 1.14 124 0.80 0.98 0.17 0.14 yes
136 0 0 5.90 0.45 19 1.93 0.92 0.18 0.17 yes
136 0 0 4.40 1.34 75 0.86 1.23 0.18 0.17 yes
136 0 -1 5.94 0.90 55 1.70 1.64 0.27 0.31 yes
136 0 1 5.96 0.39 28 1.56 0.65 0.24 0.20 yes
136 0 1 4.48 1.38 126 0.65 0.96 0.24 0.20 yes
136 -1 0 4.58 1.02 149 0.69 0.75 0.24 0.26 no
136 -1 0 5.80 0.52 48 1.26 0.70 0.24 0.26 no
136 1 0 5.93 1.00 26 0.83 0.88 0.24 0.29 yes
136 1 0 4.27 1.14 26 0.67 0.82 0.24 0.29 yes
137 0 0 5.73 0.68 68 1.20 0.87 0.15 0.16 yes
137 0 0 4.70 0.93 112 0.79 0.78 0.15 0.16 yes
138 0 0 5.24 0.90 68 0.99 0.95 0.27 0.27 yes
138 0 -1 5.34 0.92 76 0.93 0.90 0.23 0.26 yes
138 0 1 5.34 0.67 52 0.94 0.67 0.24 0.28 yes
138 -1 0 5.14 0.91 110 0.67 0.65 0.24 0.22 no
138 1 0 5.59 0.56 34 1.80 1.07 0.25 0.25 yes
139 0 0 4.92 0.97 123 0.76 0.78 0.39 0.47 no
140 0 0 5.34 0.27 19 1.85 0.54 0.25 0.21 yes
140 0 -1 5.43 0.36 28 2.07 0.79 0.24 0.33 yes
140 0 1 5.37 0.27 12 2.58 0.74 0.22 0.17 yes
140 -1 0 5.42 0.36 24 1.42 0.54 0.25 0.28 yes
140 1 0 5.27 0.34 19 2.25 0.82 0.25 0.15 yes
141 0 0 4.76 1.34 160 0.83 1.19 0.33 0.27 yes
142 0 0 ... ... ... ... ... 0.39 ... ...
143 0 0 5.09 0.46 18 1.85 0.90 0.18 0.18 yes
143 0 -1 5.09 0.46 64 0.96 0.47 0.26 0.21 yes
143 0 1 5.28 0.49 30 1.57 0.82 0.26 0.23 yes
143 -1 0 5.12 0.34 23 1.58 0.58 0.26 0.14 yes
143 1 0 5.00 0.58 55 0.89 0.55 0.25 0.28 yes
144 0 0 3.85 0.67 35 1.00 0.71 0.20 0.22 yes
145 0 0 3.60 1.31 264 1.12 1.56 0.25 0.44 yes
146 0 0 4.34 0.88 11 3.37 3.14 0.16 0.24 yes
147 0 0 4.55 0.86 10 4.01 3.68 0.18 0.32 yes
148 0 0 5.36 0.53 7 3.03 1.71 0.20 0.27 yes
148 0 0 4.81 1.02 15 3.67 3.98 0.20 0.27 yes
149 0 0 4.35 1.07 8 6.52 7.40 0.19 0.30 yes
150 0 0 4.09 0.68 10 4.00 2.90 0.19 0.21 yes
151 0 0 4.41 0.56 49 1.04 0.62 0.25 0.25 yes
152 0 0 4.05 0.74 7 5.32 4.19 0.16 0.21 yes
153 0 0 ... ... ... ... ... 0.27 ... ...
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Table 4—Continued
#a RAb decb VC
c,d ∆V c errorc T∗A,peak
c
R
I c rmsc rmsc securee
offset offset (km s−1) (km s−1) (m s−1) (K) (K km s−1) base(K) fit(K) fit ?
153 0 -1 ... ... ... ... ... 0.53 ... ...
153 0 1 ... ... ... ... ... 0.36 ... ...
153 -1 0 ... ... ... ... ... 0.41 ... ...
153 1 0 ... ... ... ... ... 0.39 ... ...
154 0 0 3.95 0.51 14 3.21 1.75 0.21 0.28 yes
155 0 0 4.11 0.49 25 1.80 0.94 0.24 0.26 yes
156 0 0 4.45 1.12 122 0.38 0.45 0.23 0.25 yes
157 0 0 4.26 0.64 28 1.91 1.31 0.24 0.28 yes
aSee Table 1 for the locations of the targets.
bmeasured in units of the beam (25′′)
cCentroid velocity, velocity dispersion (FWHM), peak intensity, integrated intensity, baseline rms, model rms, and
the corresponding errors where appropriate determined using CLASS
dThe error was similar in all cases with a mean and standard deviation of 16±15 m/s.
eWas the fit judged to be good?
Table 5
Properties of Extinction Regions.
Number a RAa Deca Massa Radiusa σVgrav
b NN
c σVN
d NC
e σVC
f Notes g
(J2000.0) (J2000.0) (M⊙) (
′′) (km s−1) (km s−1) (km s−1)
1 3:47:45.3 32:52:43.4 859.6 776 0.89 7 0.39 9 0.46 B5
2 3:43:57.1 31:59:28.7 1938.9 1119 1.11 11 0.55 25 0.51 IC348
3 3:39:27.4 31:21:08.6 780.6 737 0.87 2 0.20 11 0.41 SW of IC348
4 3:36:28.9 31:11:13.1 560.5 670 0.77 1 0 5 0.42 E of B1
5 3:32:35.6 30:58:27.7 441.1 579 0.73 9 0.28 19 0.43 B1
6 3:30:28.7 30:26:30.2 257.6 454 0.63 3 0.09 4 0.30 SW of B1
7 3:28:56.0 31:22:36.4 973.3 889 0.88 8 0.54 12 0.78 NGC1333
8 3:28:53.3 30:44:00.5 246.2 453 0.62 0 0 2 0.30 S of NGC1333
9 3:27:36.6 30:12:32.8 240.1 448 0.62 8 0.32 10 0.58 L1455
10 3:25:22.8 30:43:19.2 173.7 386 0.56 4 0.55 6 0.44 L1448
11 3:24:50.3 30:23:10.1 107.4 309 0.50 2 0.26 4 0.30 S of L1448
aExtinction region information from Paper I
bVelocity dispersion required to support the region
cNumber of starless cores detected in N2H
+ within the extinction region
dVelocity dispersion of the N2H
+ starless cores in the region (uncorrected for the thermal motion of the mean gas)
eNumber of non-protostars detected in C18O within the extinction region
fVelocity dispersion of the non-protostellar C18O detections in the extinction region (uncorrected for the thermal motion of
the mean gas)
gDescriptive location of extinction region
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Table 6
Properties of the submillimetre cores identified in the Perseus SCUBA map with 3′′ pixels.
Name a # b RA c Dec c f0
d S850
d Reff
d Conc e TBE
e log ncent
e Pext/k
e Secure f Assoc g
(SMM J) (J2000.0) (J2000.0) (Jy/bm) (Jy) (′′) (K) (cm−3) (cm3 K−1) Fit? Protostar
034769+32517 1 3:47:41.5 32:51:46.5 0.4 1.07 22.9 0.59 11. 5.68 6.00 yes 49
034765+32530 2 3:47:39.2 32:53:01.5 0.2 0.26 13.7 0.20 15. 5.14 6.20 yes –
034765+32522 3 3:47:39.2 32:52:16.5 0.4 0.74 18.9 0.49 12. 5.54 6.20 yes –
034481+32005 4 3:44:48.8 32:00:30.5 0.2 0.40 17.2 0.29 16. 4.99 6.10 yes –
034473+32015 5 3:44:43.9 32:01:33.7 0.6 1.08 20.8 0.62 12. 5.88 6.10 yes 48
034461+31588 6 3:44:36.8 31:58:48.8 0.2 0.49 18.1 0.39 14. 5.11 6.10 yes –
034438+32100 7 3:44:23.1 32:10:01.3 0.1 0.30 18.6 0.32 14. 4.85 5.90 no –
034410+32022 8 3:44:06.1 32:02:16.4 0.2 1.30 28.0 0.38 18. 4.79 5.90 yes –
034404+32024 9 3:44:02.8 32:02:25.4 0.3 1.87 30.3 0.40 19. 4.85 6.00 yes –
034401+32019 10 3:44:01.2 32:01:55.4 0.3 1.65 28.3 0.44 16. 5.10 6.00 yes –
034396+32040 11 3:43:58.1 32:04:04.5 0.3 0.87 21.5 0.41 16. 5.12 6.10 yes –
034395+32030 12 3:43:57.2 32:03:04.5 1.3 4.20 37.1 0.79 15. 5.77 5.80 yes 43
034394+32008 13 3:43:56.7 32:00:49.5 1.4 5.35 38.9 0.78 16. 5.76 5.80 yes 44
034394+32038 14 3:43:56.7 32:03:52.5 0.2 0.87 23.2 0.35 19. 4.80 6.00 yes –
034384+32034 15 3:43:50.8 32:03:25.5 0.5 5.53 54.8 0.65 14. 5.22 5.50 yes 41
034363+32031 16 3:43:38.0 32:03:07.5 0.2 1.48 32.4 0.43 15. 4.89 5.80 yes –
034180+31574 17 3:41:48.0 31:57:27.3 0.1 0.08 10.8 0.34 11. 5.21 6.10 no –
034178+31482 18 3:41:46.8 31:48:15.4 0.1 0.29 20.9 0.34 13. 4.73 5.80 no –
034176+31574 19 3:41:46.2 31:57:24.4 0.1 0.18 15.6 0.44 9. 5.37 6.00 no –
034167+31503 20 3:41:40.5 31:50:21.4 0.1 0.21 18.4 0.32 12. 4.81 5.80 no –
034160+31499 21 3:41:36.2 31:49:54.4 0.1 0.20 18.2 0.34 12. 4.81 5.80 no –
034081+31488 22 3:40:49.2 31:48:48.2 0.1 0.79 32.9 0.35 16. 4.43 5.50 no –
033979+31349 23 3:39:47.5 31:34:59.5 0.1 0.07 8.8 0.23 11. 5.39 6.30 no –
033966+31320 24 3:39:39.9 31:32:05.5 0.1 0.07 9.9 0.27 11. 5.29 6.20 no –
033965+31318 25 3:39:39.0 31:31:53.5 0.1 0.11 12.9 0.29 11. 5.07 6.00 no –
033963+31312 26 3:39:38.1 31:31:17.5 0.1 0.09 11.9 0.31 11. 5.13 6.10 no –
033960+31320 27 3:39:36.4 31:32:02.5 0.1 0.06 9.7 0.26 10. 5.28 6.20 no –
033345+31071 28 3:33:27.3 31:07:09.0 0.2 0.19 11.7 0.32 14. 5.26 6.30 yes 40
033335+31074 29 3:33:21.3 31:07:27.2 1.5 7.30 40.7 0.74 18. 5.77 5.90 yes 39
033330+31095 30 3:33:18.0 31:09:33.2 1.8 5.97 43.7 0.84 16. 5.66 5.70 yes 38
033327+31078 31 3:33:16.6 31:07:51.2 0.3 2.27 33.9 0.38 23. 4.62 5.90 yes 37
033327+31069 32 3:33:16.3 31:06:54.2 0.6 5.73 44.1 0.55 17. 5.17 5.80 yes 36
033321+31198 33 3:33:13.2 31:19:53.5 0.2 0.65 20.5 0.31 18. 4.88 6.00 yes 34
033309+31050 34 3:33:05.6 31:05:00.4 0.2 1.04 26.6 0.35 20. 4.69 5.90 yes –
033307+31047 35 3:33:04.7 31:04:45.4 0.2 0.46 18.0 0.16 17. 4.96 6.10 yes –
033303+31043 36 3:33:01.9 31:04:18.4 0.2 1.83 36.9 0.34 22. 4.45 5.70 yes –
033229+30498 37 3:32:17.8 30:49:48.3 1.8 3.41 30.6 0.82 14. 5.94 6.00 yes 33
033134+30454 38 3:31:20.8 30:45:29.4 0.8 1.62 24.5 0.71 12. 6.02 6.00 yes 32
033025+30237 39 3:30:15.3 30:23:43.5 0.2 0.23 13.9 0.34 14. 5.11 6.20 no –
032986+31391 40 3:29:51.9 31:39:07.0 0.3 0.74 20.5 0.53 11. 5.56 6.10 yes 31
032942+31282 41 3:29:25.6 31:28:16.4 0.2 0.42 15.6 0.38 15. 5.19 6.30 yes –
032939+31333 42 3:29:24.0 31:33:19.4 0.3 0.69 18.8 0.43 14. 5.29 6.20 yes 30
032935+31255 43 3:29:21.4 31:25:34.4 0.2 1.59 35.0 0.36 21. 4.48 5.70 yes –
032931+31232 44 3:29:19.0 31:23:13.5 0.4 1.89 30.6 0.55 13. 5.37 5.90 yes 29
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Table 6—Continued
Name a # b RA c Dec c f0
d S850
d Reff
d Conc e TBE
e log ncent
e Pext/k
e Secure f Assoc g
(SMM J) (J2000.0) (J2000.0) (Jy/bm) (Jy) (′′) (K) (cm−3) (cm3 K−1) Fit? Protostar
032930+31251 45 3:29:18.5 31:25:10.5 0.4 2.19 34.3 0.54 13. 5.25 5.80 yes –
032929+31278 46 3:29:17.6 31:27:49.5 0.3 1.07 25.8 0.54 12. 5.42 5.90 yes 27
032925+31205 47 3:29:15.5 31:20:31.5 0.2 0.81 22.7 0.40 16. 5.00 6.00 yes –
032922+31139 48 3:29:13.6 31:13:55.5 0.7 2.04 24.8 0.58 14. 5.67 6.20 yes 26
032920+31131 49 3:29:12.2 31:13:07.5 3.7 8.33 37.3 0.86 19. 5.88 6.00 yes 25
032918+31184 50 3:29:11.3 31:18:28.5 1.1 5.33 39.9 0.74 16. 5.74 5.80 yes 24
032918+31217 51 3:29:10.8 31:21:43.5 0.5 2.77 32.8 0.51 16. 5.22 6.00 yes –
032917+31135 52 3:29:10.6 31:13:31.5 8.0 13.16 32.2 0.86 24. 6.11 6.40 yes 22
032914+31152 53 3:29:08.9 31:15:16.5 0.6 3.08 32.5 0.60 15. 5.50 6.00 yes –
032914+31170 54 3:29:08.7 31:17:04.5 0.3 0.73 19.0 0.36 19. 4.98 6.20 yes –
032913+31219 55 3:29:08.0 31:21:55.5 0.5 1.99 28.1 0.54 14. 5.42 6.00 yes –
032912+31173 56 3:29:07.3 31:17:22.5 0.3 0.71 17.5 0.40 16. 5.25 6.30 yes –
032911+31156 57 3:29:06.8 31:15:37.5 0.7 2.81 27.3 0.52 16. 5.47 6.20 yes –
032909+31221 58 3:29:05.4 31:22:07.5 0.3 1.66 28.6 0.36 23. 4.70 6.00 yes –
032908+31187 59 3:29:05.2 31:18:43.5 0.2 0.22 12.8 0.26 14. 5.19 6.30 yes –
032906+31148 60 3:29:04.0 31:14:52.5 0.6 4.01 34.7 0.53 17. 5.31 6.00 yes 21
032905+31159 61 3:29:03.3 31:15:55.5 3.0 10.46 36.5 0.77 21. 5.94 6.10 yes 20
032902+31204 62 3:29:01.7 31:20:28.5 1.1 8.82 46.3 0.67 18. 5.52 5.80 yes 19
032901+31143 63 3:29:01.0 31:14:22.5 0.2 0.79 24.2 0.37 18. 4.75 5.90 yes –
032901+31119 64 3:29:00.7 31:11:58.5 0.3 0.47 17.2 0.48 11. 5.54 6.20 yes 18
032900+31215 65 3:29:00.0 31:21:34.5 0.8 3.92 37.4 0.67 14. 5.60 5.80 yes 17
032892+31146 66 3:28:55.6 31:14:37.5 2.5 8.61 48.6 0.87 17. 5.61 5.70 yes 15
032871+31062 67 3:28:43.0 31:06:13.4 0.2 0.97 27.8 0.30 19. 4.64 5.80 yes –
032867+31178 68 3:28:40.4 31:17:52.3 0.4 2.18 32.1 0.51 14. 5.21 5.90 yes 13
032866+31184 69 3:28:39.7 31:18:25.3 0.4 2.57 36.6 0.53 14. 5.17 5.80 yes –
032865+31059 70 3:28:39.5 31:05:55.3 0.2 1.06 27.7 0.32 19. 4.65 5.90 yes 12
032861+31134 71 3:28:37.1 31:13:28.3 0.6 1.92 29.5 0.66 12. 5.70 5.90 yes 11
032858+31070 72 3:28:35.0 31:07:04.3 0.2 0.16 10.0 0.30 14. 5.39 6.40 yes 10
032854+31110 73 3:28:32.7 31:11:04.2 0.2 0.36 16.4 0.27 16. 5.02 6.10 yes 9
032785+30241 74 3:27:51.5 30:24:09.3 0.1 0.24 15.6 0.27 14. 5.00 6.00 no –
032780+30121 75 3:27:48.2 30:12:10.5 0.3 1.50 30.2 0.48 13. 5.13 5.90 yes 8
032771+30124 76 3:27:42.9 30:12:28.5 0.4 1.51 28.4 0.57 12. 5.47 5.90 yes 7
032766+30122 77 3:27:39.7 30:12:13.5 0.2 1.00 23.3 0.35 20. 4.82 6.00 yes –
032765+30130 78 3:27:39.2 30:13:01.5 0.6 1.20 21.1 0.59 12. 5.79 6.20 yes 6
032763+30139 79 3:27:38.3 30:13:55.5 0.2 0.40 16.0 0.31 16. 5.06 6.20 yes 5
032662+30154 80 3:26:37.6 30:15:24.7 0.2 0.35 14.2 0.39 14. 5.32 6.30 yes 4
032584+30419 81 3:25:51.0 30:41:55.5 0.5 4.03 36.3 0.44 20. 4.95 6.00 yes –
032581+30423 82 3:25:48.9 30:42:19.5 0.5 4.56 44.3 0.55 16. 5.13 5.80 yes –
032564+30440 83 3:25:38.9 30:44:04.5 1.7 4.72 37.6 0.83 15. 5.78 5.80 yes 3
032560+30452 84 3:25:36.3 30:45:16.5 4.1 12.81 45.9 0.87 21. 5.74 5.90 yes 2
032543+30450 85 3:25:25.8 30:45:04.4 0.2 1.21 27.4 0.41 16. 4.91 5.90 yes –
032537+30452 86 3:25:22.4 30:45:13.4 1.0 1.70 22.4 0.70 13. 6.08 6.10 yes 1
032516+30238 87 3:25:10.2 30:23:51.0 0.2 0.17 11.1 0.28 14. 5.30 6.30 no –
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aName formed from J2000 positions (hhmm.mmddddmm.m)
bReference number used in the text of this paper
cPosition of peak flux within core (accurate to 3′′).
dPeak flux, total flux, and radius derived from clfind (Williams, de Geus, & Blitz 1994). The beamsize is 15.7′′ for the peak flux.
eConcentration, temperature, central number density, and external pressure derived from Bonnor-Ebert modelling (see text).
fSee text for description of which submillimetre core identificationsare considered to be secure.
gThe reference number of any associated Spitzer protostar from the catalog of Jørgensen et al. (2007). Note that if more than one protostar is
considered to be associated (within 15′′), only the closest one is listed.
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Fig. 1.— 2MASS-derived extinction map of the
Perseus molecular cloud overlaid with the posi-
tions of our IRAM survey targets. Red circles indi-
cate the SCUBA-selected targets, green triangles
indicate the Palomar plate-selected targets, and
blue squares indicate the 2MASS-selected targets.
Well-known star-formation regions are labelled.
44
Fig. 2.— Three example C18O spectra showing
differing spectral profiles. Black indicates the data
while the red indicates the model fit. Blue and
green indicate the components of a two Gaussian
model. The vertical axis is in units of T∗A.
Fig. 3.— Relative level of non-thermal motions
within the dense N2H
+ cores. The top horizon-
tal axis shows the observed FWHM linewidth in
km/s while the bottom axis shows the turbulent
fraction fturb assuming a temperature of 15 K. The
top panel shows the protostars (solid green line)
and starless cores (dashed green line). The bottom
panel shows the starless cores (dashed green line)
versus the prediction from a gravoturbulent sim-
ulation by Klessen et al. (2005) for starless cores
(dotted red line). Note that the final histogram
bin for the Klessen et al. (2005) model includes
all objects above this turbulent fraction (which ex-
tends to 4.3 in their model).
Fig. 4.— Relative level of non-thermal motions
measured in C18O. The top horizontal axis shows
the observed FWHM linewidth in km/s while the
bottom axis shows the turbulent fraction fturb as-
suming a temperature of 15 K. The top panel
shows the targets associated with protostars (solid
blue line) and those not associated with proto-
stars (dashed blue line). The bottom panel shows
the targets not associated with protostars (dashed
blue line) versus the prediction from a gravotur-
bulent simulation by Klessen et al. (2005) (dotted
red line). Note that the final histogram bin for
the Klessen et al. (2005) model includes all objects
above this turbulent fraction (which extends to 4.3
in their model).
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Fig. 5.— Difference in centroid veloicites of N2H
+
to C18O for the starless cores (left) and protostars
(right). The dotted lines indicate the sound speed
of the ambient medium. The dashed lines indi-
cate Gaussian fits to the distributions – the star-
less cores have σ = 0.17 km/s while the protostars
have σ = 0.16 km/s.
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Fig. 6.— Difference in centroid velocities of N2H
+
and C18O for starless cores (top) and protostars
(bottom). The closest C18O velocity components
are denoted by diamonds or asterisks while the
farther C18O velocity components are denoted by
squares. In each instance, the cores are ordered
from largest to smallest difference in velocity using
the farther C18O velocity component. The dot-
ted line indicates the sound speed in the ambient
medium.
Fig. 7.— Ratio of the measured velocity dis-
persion to that required to counteract gravity
(
√
GMext/5Rext) versus the mass in the extinc-
tion region. The dotted line shows the expected
relationship for virial equilibrium. The green filled
diamonds denote the dispersion in centroid veloc-
ity for N2H
+ starless cores. The blue open dia-
monds denote the dispersion of the summed C18O
spectra for all starless cores in the extinction re-
gion. Two extinction regions have no N2H
+ dis-
persion measured since less than two N2H
+ cores
were detected.
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Fig. 8.— Variation of observed velocity dis-
persion in N2H
+ cores versus concentration for
starless cores (diamonds) and protostellar cores
(asterisks). The large bold crosses indicate the
mean and standard deviation for each of the two
samples. The smaller symbols indicate SCUBA
sources for which the properties derived from
clumpfind are less secure (see discussion in Ap-
pendix A). These sources were not used in any of
the calcuations.
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Fig. 9.— Variation of core velocity dispersion with
the total flux within a SCUBA core for both pro-
tostars and starless cores. The same plotting con-
vention is used as in Figure 8.
46
0 2 4 6 8 10 12
Total SCUBA Flux (Jy)
0
1
2
3
4
σ
o
bs
,to
t/σ
v
ir
starless
protostars
Fig. 10.— Ratio of the mean gas velocity disper-
sion to the virial velocity dispersion (calculated
from SCUBA core flux and radius) squared, versus
the observed SCUBA flux. The same plotting con-
ventions are used as in Figure 8. The dotted line
shows the expected relationship for virial equilib-
rium. The dashed and dot-dashed lines show the
relationship for thermal 15 K cores assuming core
radii of 10′′ and 60′′ respectively.
Fig. 11.— Variation in integrated intensity for
C18O and N2H
+ with total SCUBA flux over the
region observed by IRAM. Note that cores associ-
ated with total SCUBA fluxes of over 8 Jy were
included in the plot as having SCUBA fluxes of
8 Jy beam−1. The same plotting conventions are
used as in Figure 8. The squares with vertical
lines indicate the mean size of the error in the
integrated intensity. The error bar for the C18O
integrated intensity has been enlarged by a factor
of two.
Fig. 12.— Ratio in C18O to N2H
+ integrated in-
tensity versus total SCUBA flux over the IRAM
beam. Note that all cores associated with SCUBA
fluxes of over 8 Jy have been included in the plot
as having values of 8 Jy. The diamonds denote
starless cores while the asterisks denote the proto-
stars.
Fig. 13.— Column density of N2H
+ versus the
total column density (calculated using the SCUBA
flux within the IRAM beam). The diagonal lines
indicate fractional abundances of N2H
+. Starless
cores are diamonds while protostars are asterisks.
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Fig. 14.— The 3′′ SCUBA map of the B1 star
forming region. The image is scaled such that
white corresponds to ∼0 Jy beam−1and black to
∼0.25 Jy beam−1.
Fig. 15.— Spectrum for source #99 in NGC1333.
The vertical axis is in units of T∗A. Red indicates
the summed fit while blue and green indicate the
two different components fit (where applicable).
Fig. 16.— Spectrum for source #27 in IC348. The
same plotting convention is used as in Figure 15.
Fig. 17.— Spectrum for source #136 in L1544.
The same plotting convention is used as in Fig-
ure 15.
Fig. 18.— Spectrum of source #148, the two ve-
locity component core in L1448. The same plot-
ting convention is used as in Figure 15.
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Fig. 19.— Fractional difference in integrated
intensity between centre and offset positions in
dense N2H
+ cores. The pluses denote the max-
imum difference with the vertical lines indicating
the error in this measurement. The squares denote
the average difference for all four offset positions
versus the centre. The cores are ordered according
to the maximum difference.
0 10 20 30 40
Core
0.0
0.1
0.2
0.3
0.4
A
bs
ol
ut
e 
D
iff
er
en
ce
 in
 V
C 
(km
 s-1
)
Fig. 20.— Difference in centroid velocity between
the cross and central positions, with N2H
+ cores
ordered in increasing average difference. The di-
amonds indicate the average cross velocity differ-
ence while the vertical lines indicate the range in
centroid velocity difference at all cross positions.
Cores with two velocity components fit have not
been included. The dotted line indicates the sound
speed.
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