Abstract. We generalize several inequalities involving powers of the numerical radius for product of two operators acting on a Hilbert space. For any A, B, X ∈ B(H ) such that A, B are positive, we establish some numerical radius inequalities for A α XB α and A α XB 1−α (0 ≤ α ≤ 1) and Heinz means under mild conditions.
Introduction

Let (H ,
It is well known that w(·) defines a norm on B(H ), which is equivalent to the usual operator norm · . In fact, for any A ∈ B(H ),
Also if A ∈ B(H ) is self-adjoint, then w(A) = A .
An important inequality for w(A) is the power inequality stating that
for n = 1, 2, . . .
Several numerical radius inequalities improving the inequalities in (1.1) have been
recently given in [2, 3, 9] .
For instance, Dragomir proved that for any A, B ∈ B(H ), for all r ≥ 1. The above inequalities can be found in [3, 1] , respectively. Some other interesting inequalities for numerical radius can be found in [9, 10, 11] .
In section 2 of this paper, we first generalize inequalities (1.2) and (1.3).
Our generalization of inequality (1.3) in a particular case is sharper than this inequality.
In section 3 we obtain numerical radius inequalities for Hilbert space operators A α XB α and A α XB 1−α under conditions A, B ≥ 0 and 0 ≤ α ≤ 1. We also find a numerical radius inequality for Heinz means.
Numerical radius inequalities for products of Two operators
To prove our generalized numerical radius inequalities, we need several wellknown lemmas. The first lemma is a simple consequence of the classical Jensen and Young inequalities (see [5] ).
Lemma 2.1. For a, b ≥ 0, 0 ≤ α ≤ 1 and p, q > 1 such that
The second lemma follows from the spectral theorem for positive operators and Jensen's inequality (see [8] ).
Lemma 2.2 (McCarty inequality)
. Let A ∈ B(H ), A ≥ 0 and let x ∈ H be any unit vector. Then
The third lemma is known as the generalized mixed Schwarz inequality (see [8] ).
Lemma 2.3. Let A ∈ B(H ) and x, y ∈ H be any vector.
Now we are in a position to state the main result of this section. First of all, we generalize inequality (1.2) for any r ≥ 1. We use some strategies used in [3] to prove it.
for any r ≥ 1.
Proof. We recall the following refinement of the Cauchy-Schwarz inequality obtained by Dragomir in [4] , see also . It says that
where a, b, e are vectors in H and e = 1.
From inequality (2.2) we deduce that
Put e = x with x = 1, a = Ax and b = A * x in the above inequality and use Lemma 2.1 (a) to get
Taking the supremum over x ∈ H with x = 1 in inequality (2.3) we obtain the desired inequality.
The next result reads as follows.
Proposition 2.5. Let A ∈ B(H ) and f, g be nonnegative continuous functions
for all r ≥ 1, p ≥ q > 1 with
Proof. Let x ∈ H be a unit vector. We have
(by Lemma 2.1 (b))
It follows from inequality (2.3) that
Taking the supremum over x ∈ H with x = 1 in the above inequality we deduce the desired inequality (2.4).
Inequality (2.4) induces several numerical radius inequalities as special cases.
For example the following result may be stated as well.
Corollary 2.6. If we take f (t) = t α , g(t) = t 1−α and p = q = 2 in inequality
for any r ≥ 1 and 0 ≤ α ≤ 1.
In addition, by choosing α = 1 2 we get w 2r (A) ≤ A 2r for any r ≥ 1, which is a generalization of the second inequality in (1.1).
An operator A on a Hilbert space H is said to be a paranormal operator if
for any unit vector x ∈ H .
Therefore if A ∈ B(H ) be a paranormal, then we get
On making use of above inequality and power inequality for numerical radius, we have the next result.
Corollary 2.7. If A ∈ B(H ) is paranormal and f, g be as in Proposition 2.5,
for
4).
The next result is an extension of (1.3) and is a kind of Young's inequality for operators. In fact in [10] , the authors proved the following proposition:
Proposition 2.8. Suppose A, B, X ∈ B(H ) and f, g are nonnegative continuous
for all r ≥ 0 and p, q > 1 with Proposition 2.9 is given by putting X = I and f (t) = g(t) = √ t in Proposition 2.8. Now we show that Propositions 2.8 and 2.9 are equivalent. To see this, we have only to prove Proposition 2.8 from Proposition 2.9.
Proof of Proposition 2.8. Let X = U|X| be the polar decomposition of X. Put S = f (|X|)U * A * and T = g(|X|)B. Then by Proposition 2.9, we have
The following theorem gives an upper bound for w(B * A).
Theorem 2.10. Let A, B ∈ B(H ). Then
for all r ≥ 1.
By Theorem 2.10 and inequality (1.3), we have
Hence if both A and B are normal operators, then Theorem 2.10 is a sharper inequality than (1.3). To prove Theorem 2.10, we use the famous polarization identity as follows:
holds for all x, y ∈ H .
Proof of Theorem 2.10. First of all, we note that
where ReX means the real part of an operator X, i.e., ReX = 
Hence Theorem 2.10 is proven.
The next corollary is an extension of an inequality shown in [11, Theorem 2.1].
Corollary 2.11. Let T ∈ B(H) and T = U|T | be the polar decomposition of T , and letT (α) = |T | α U|T | 1−α be the generalized Aluthge transformation of T .
Then we have
holds for r ≥ 1.
Proof. Put A = |T | α and B = |T | 1−α U * in Theorem 2.10. Then we have
Numerical Radius Inequalities for Product of operators
The main purpose of this section is to find upper bounds for A α XB α and A α XB 1−α for the case when 0 ≤ α ≤ 1. Also we find a numerical radius inequality for Heinz means.
The following theorem gives us a new bound for powers of the numerical radius. Proof. For any unit vector x ∈ H and by the Cauchy-Schwarz inequality we
Now by taking the supremum over x ∈ H with x = 1 in the above inequality we infer that Theorem 3.1. 
Our next result is to find an upper bound for power of the numerical radius of 
for all r ≥ 2 and 0 ≤ α ≤ 1.
Proof. Let x ∈ H be a unit vector. Then
Taking the supremum over x ∈ H with x = 1 in the above inequality we deduce the desired inequality.
Noting that our inequality in previous theorem is a generalization of the second inequality (1.1) when we set A = B = I. Now assume that A, B, X ∈ B(H ). the Heinz means for matrices are defined by
α 2 in which 0 ≤ α ≤ 1 and A, B ≥ 0, see [6] .
Our final result in this section is to find a numerical radius inequality for Heinz means. For this purpose, we use Theorem 3.3 and the convexity of function f (t) = t r (r ≥ 1). for all r ≥ 2 and 0 ≤ α ≤ 1.
To prove Theorem 3.4, we need the following lemma. Proof. First of all, we shall show the case A = B and X is self-adjoint. Let λ ∈ σ(X). Then λ ∈ σ(X) = σ(AXA −1 ) ⊆ W (AXA −1 ).
Since λ ∈ R, we have λ = Reλ ∈ ReW (AXA −1 ) = W (Re(AXA −1 )).
So we obtain w(X) = r(X) ≤ w(Re(AXA −1 )) = w AXA −1 + A −1 XA 2 .
Next we shall show this lemma for arbitrary X ∈ B(H ) and invertible self- Therefore we obtain the desired inequality.
