If A is a finite-dimensional commutative associative real algebra with norm · then we say that the rth submultiplicative constant of A is the smallest constant m r (A) for which
Introduction
Suppose V 1 , . . . , V r are finite-dimensional spaces over either R or C, and X is a normed space. It is known that any bounded multilinear map T : V 1 × V 2 × · · · × V r → X is continuous. Furthermore, finite-dimensional V 1 , . . . , V r have compact unit ball whose Cartesian products are likewise compact. Therefore, the extreme value theorem yields that the norm T op = sup{ T(v 1 , v 2 , . . . , v r ) : v i ≤ 1, 1 ≤ i ≤ r} is attained by evaluation of T at some point in the Cartesian product of the unit-balls of V 1 , . . . , V r . Since r-fold multiplication on an algebra A provides an A-valued r-linear map over A, we have the following result: Theorem 1.1 If A is a finite-dimensional unital associative algebra (with multiplication denoted as ) over R or C with a norm · then there exists a smallest constant m r (A) ∈ R for each r ∈ N, r ≤ 2 such that x 1 x 2 · · · x r ≤ m r (A) x 1 x 2 · · · x r for all x 1 , x 2 , . . . , x r ∈ A. Furthermore, there exist y 1 , . . . , y r ∈ A for which equality is attained; y 1 y 2 · · · y r = m r (A) y 1 y 2 · · · y r .
We call m r (A) the rth submultiplicative constant of A (with respect to the norm · ). Usually, we denote m 2 (A) = m A and name it the submultiplicative constant. This improves the less sharp use of m A in [1] . Proof If x y ≤ m A x y for all x, y ∈ A then by repeated application of the inequality for the norm of the product of x 1 , x 2 , . . . , x r we find From these constants, we denote another constant related to the normed algebra A
Proposition 1.2 If m
Observe that ρ A exists since m r (A) ≤ m r-1
For a finite-dimensional associative real algebra A, the radius of convergence for the geometric series 1 + z + z 2 + · · · is shown to be at least 1/m A in Theorem 4.5 of [2] . We offer an improved radius in what follows:
Thus lim sup n→∞ n c n (z -z 0 ) n < 1, and we find ∞ n=0 c n (z -z 0 ) n converges absolutely by applying the Root Test for a series over an algebra (Theorem 4.2 of [2] ).
The theorem above shows that convergence of a power series c n (z -z o ) n over an algebra A is governed both by the usual Cauchy-Hadamard criterion involving lim sup n→∞ n √ c n and the constant ρ A . We note ρ A depends on both A and the norm which A is given. In the remaining sections of this paper, we endeavor to calculate both m r (A) and ρ A for several interesting algebras. 
Transfer principle
From the above we derive
Let k be an index between 1 and s such that 
is an isomorphism which is also a dilation then the proof given suggests a calculational method for finding an element x ∈ B for which
In particular, select the element y k,j e k for r = 2 as in the proof and set x = ϕ -1 (y k,j e k ). In this construction we will find that x is a zero-divisor. However, if we consider algebras which are not product algebras then the situation is different. For example, in Theorem 5.1(1) we find that the unit x = √ 2 + ε gives x = m A x 2 .
Submultiplicative constants for cyclic group algebra
The n-hyperbolic numbers are the algebra
where we identify j with x + x n -1 and 1 with 1 + x n -1 . One may note that H n is the real group algebra of the cyclic group of order n. In this section we derive the submultiplicative constants for hyperbolic numbers provided that H n is given the norm
H n for even n
Notice that if n = 2m then we have the following factorization of x n -1:
The Chinese remainder theorem and the factorization above suggests we form the isomorphism ϕ :
Observe ϕ :
is an isomorphism of real associative algebras. Our goal is to use Theorem 2.1 by assigning B = R × R × C m-1 the appropriate weighted norm as to make (10) a dilation. After some experimentation, one finds that 
H n for odd n
Notice that if n = 2m + 1 then we have the following factorization of x n -1:
x -e -2π ki 2m+1 .
As in (10) we define an isomorphism ϕ :
Let 
It is interesting to note that the inequality xy ≤ √ n x y is sharp for x = y = 1 + j + j 2 + · · · + j n-1 since x = √ n and as
Thus xy = n x = n √ n = √ n x y . The same x has x(x -n) = 0, which shows x and x -n are zero-divisors. This illustrates Remark 2.3.
Submultiplicative constant of the complicated numbers
We follow [3] and say C n = {a 0 + a 1 k + · · · + a n-1 k n-1 |a i ∈ R, k n = -1} is the set of complicated numbers. Let us assume the norm on C n is given by
throughout this section.
Theorem 4.1 The submultiplicative constant
Extending Ψ to arbitrary elements,
n-1 then using the norm before discussed for H n observe Ψ (z) = z . Therefore, from Theorem 2.1 we find m C n = m H n .
Consider C n for n = 2m with m ≥ 1. Let θ j = π n (2j + 1) and x j = exp(iθ j ) for j = 0, 1, . . . , n/2 -1. Define ϕ :
Observe that, much for the same reasons as given for Lemma 3.1,
Notice (21) and (22) yield
Consequently, ϕ is a dilation with ν = √ n/2, and Theorem 2.1 provides
In the special case n = 2, we note C 2 has a multiplicative norm. However, for other n > 2 the norm is not multiplicative. Furthermore, xy = m C n x y only for select x, y. In particular, if n is odd then
In contrast, for even n = 2 notice x = n-1
Once again, Remark 2.3 is illustrated.
Submultiplicative constant of the dual numbers
The n-dual number is defined as an element of n = R[x]/ x n , or equivalently, a 0 + a 1 ε + · · · + a n-1 ε n-1 where ε n = 0. We study the norm on n defined by
Theorem 5. 1 The submultiplicative constant for n is (1) for n = 2, m 2 ( 2 ) = It is interesting to note that in both cases (n = 2, 3) we find equality occurs when
Assuming the above trend continues, we conjecture that: (2) for n = 5, the closed form expression is too lengthy for us to display here, however, an approximation of the constant is m 2 ( 5 ) ≈ 1.64748. Equality in xy ≤ m 2 ( 5 ) x y is attained when x = y ≈ 1 -1.14862ε + 1.03046ε 2 -0.700308ε 3 + 0.304849ε 4 .
(3) for n = 6, the submultiplicative constant is m 2 ( 6 ) ≈ 1.78611 and equality in xy ≤ m 2 ( 6 ) x y is attained at x = y ≈ 1 -1.16152ε + 1.12963ε 2 -0.915093ε 3 + 0.589126ε 4 -0.253601ε 5 .
Theorem 5.2 For r
Let g 2 be the smallest constant such that the inequality below holds for arbitrary a i , b i ,
Substituting a i = 1 and b i = 0, we have g 2 ≥ 1. If there is at least one a i = 0 then, without loss of generality, we may suppose a r = 0, and thus for all a i ,
Thus (29) holds trivially. Therefore, let us suppose all a i are non-zero. Then we can normalize the above inequality to (setting
Define and note by construction g 2 ≥ f (x 1 , . . . , x r ) for all x 1 , . . . , x r .
We seek solutions to ∇f = 0 in the interest of finding the global maximum of f . Set S = x 1 + x 2 + · · · + x n and calculate
Hence, ∇f = 0 if and only if (S -
and we find solution
Let n have p-norm defined for p < ∞ by where xy = m A x y if we set x = y = (3 -√ 17)q + 2q 3 .
Convergence of geometric series over some algebras
In this section we use Theorem 1.3 in conjunction with the results of the previous sections to study the geometric series over an algebra.
Example 7.1 Consider the geometric series 
We see the radius of convergence 1/ √ N is maximal. 
