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Abstract
Alan Turing teaches that cognition is symbol processing. Norbert Wiener
teaches that intelligence rests on feedback control. Thus, there are discrete
symbols and continuous sensory-motor signals. Sensorimotor dynamics are well-
represented by nonlinear diﬀerential equations of the form x˙ = a(x), where a( · )
is a vector of nonlinear functions. A possible construction of symbols could be
based on equilibria, where x˙ = 0. Language is a symbol system and is one of
the highest expressions of cognition. Much of this comes from spatial reason-
ing, which requires embodied cognition. Spatial reasoning derives from motor
function. This thesis introduces a novel generalized non-heuristic method of
linearizing nonlinear diﬀerential equations over a ﬁnite domain. It is used to
engineer optimal convergence to target sets, a general form of spatial reasoning.
Ordinary diﬀerential equations are ubiquitous models in physics and engi-
neering that describe a wide range of phenomena including electromechanical
systems. This thesis considers ordinary diﬀerential equations expressed in state-
space form. For a given initial state, these equations generate signals that are
continuous in both time and state. The control engineering objective is to ﬁnd
input functions that steer these states to desired target sets using only the mea-
sured output of the system. The state-space domain containing the target set,
along with its cost, can be thought of as a symbol for high-level planning.
Consider a vector of nonlinear basis functions computed with x¯(t) = f(x(t)),
where x(t) is generated from a multivariate nonlinear dynamic system x˙ = a(x).
The basis state derivative is
˙¯x = A¯f + fx(x)a(x)− A¯f(x)︸ ︷︷ ︸
ε¯(x)
.
This thesis describes radial basis functions that minimize the error ‖ε¯(x)‖2L2(X )
with ‖f(x)‖22 = 0 if and only if x ∈ X ◦ (a desired target set). This gives the ap-
proximate linear-dynamic system ˙¯x(t) ≈ A¯x¯(t), with the property x¯→ 0 implies
x → x◦ ∈ X ◦. This form of linear approximation is global over the domain of
X . Careful selection of the basis gives a fully generalizable relationship between
linear stability and nonlinear stability. This form of linearization can be applied
to optimal state feedback and state estimation problems.
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This thesis carefully introduces optimal state feedback control with an em-
phasis on optimal inﬁnite horizon solutions to linear-dynamic systems that have
quadratic cost. A thorough introduction is also given to the optimal output feed-
back of linear-dynamics systems. The detectable and stabilizable subspaces of
a linear-dynamic system are expressed in a generalized closed form. After intro-
ducing optimal control for linear systems, this thesis explores adaptive control
from several diﬀerent perspectives including: tuning, system identiﬁcation, and
reinforcement learning. Each of these approaches can be characterized as an
optimal nonlinear output feedback problem. In each case, generalized repre-
sentations can be found using a single layer of appropriately chosen nonlinear
basis functions with linear parameterization. The primary focus of this thesis
is to select these basis functions, in a fully generalized way, so that they have
linear-dynamics. When this can be achieved, inﬁnite horizon state feedback and
state estimation can be computed using well-known closed-form solutions.
This thesis demonstrates how multivariate nonlinear dynamic systems de-
ﬁned on a ﬁnite domain can be approximated by computationally equivalent
high-dimensional linear-dynamic systems using a generalized basis state. This
basis state is computed with a single layer of biologically inspired radial basis
functions. The method of linearization is described as "global domain lineariza-
tion" because it holds over a speciﬁed domain, and therefore provides a global
linear approximation with respect to that domain. Any optimal state estimation
or state feedback is globally optimal over the domain of linearization.
The tools of optimal linear control theory can be applied. In particular, con-
trol and estimation problems involving under-actuated under-measured nonlin-
ear systems with generalized nonlinear reward can be solved with closed-form
inﬁnite horizon linear-quadratic control and estimation. The controllable, un-
controllable, stabilizable, observable, unobservable, and detectable subspaces
can all be described in a meaningful generalized way. State estimation and state
feedback can then be implemented in computationally eﬃcient low-dimensional
highly nonlinear form.
Generalized optimal state estimation and state feedback for continuous-time
continuous-state systems is necessary machinery for any high-level symbolic
planning that might involve unstable electromechanical systems. Symbols nat-
urally form in the presence of more than one target state. This could provide
a natural method of language acquisition. Given a state, all symbolic domains
that intersect the state would have equilibrium and cost. These intersections
deﬁne the legal grammar of symbol transition. An engineer or agent can design
these symbols for high-level planning. Generalized inﬁnite horizon state feed-
back and state estimation can then be computed for the continuous system that
each symbol represents using traditional linear tools with domain linearization.
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CHAPTER 1
Introduction
1.1 Motivation
Embodied cognition emphasizes the formative role the environment plays in
the development of cognitive processes [1]. A primary research objective is to
characterize this phenomenon in a rigorous mathematical setting by proposing
optimization methods to highly generalized dynamic models. Engineered enti-
ties that make decisions are often called intelligent agents [2, p. 4] or just agents
for short. The ultimate goal is to create a generalized agent that self-optimizes
its output actions in response to its sensory input from the environment. An
engineer would specify some number of internal states and a reward system,
rewarding signals with desirable characteristics. The agent must maximize this
reward without any prior knowledge of the nature of these signals. Ideally, the
engineer should not need to apply any heuristics for this to work, i.e., the agent
must be highly general to a large class of phenomena.
An agent of suﬃcient complexity, with experiences built from the principles of
embodied cognition, may be capable of making the same abstract connections
that humans make. Stephen E. Levinson [3] often makes the comparison to
notions of "balance" in low-level ﬁne motor control (like standing on one leg
or keeping a rod upright in the palm of one's hand) and abstract high-level
"balance" (like balance of work and play). Language is a symbol system and is
considered to be one of the highest expressions of cognition [4]. It is the hope
of many researchers that language will naturally form as a consequence of self-
optimization to the environment. This language may be expressed in a myriad
of diﬀerent ways.
Much of language comes from spatial reasoning, which requires embodied cog-
nition. Spatial reasoning is derived from motor function. Sensorimotor dynam-
ics are well-represented by nonlinear ordinary diﬀerential equations, which are
inherently continuous. Many dynamic systems are computationally equivalent
from the perspective of diﬀerential equations, e.g., second-order linear systems
are pervasive in classical engineering [5]. This further justiﬁes the notion that
high-level abstractions exist. A meaningful connection must be found between
continuous signals and high-level symbolic representation.
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Early notions of artiﬁcial intelligence came from Turing's idea that cognition
is symbol processing. These ideas were certainly fruitful, as they brought about
the invention of modern digital computers. Digital computers can store and ma-
nipulate an enormous number of symbols, far exceeding human capacity. Many
problems are intractable to solve without the aid of higher mathematical anal-
ysis. Early attempts at artiﬁcial intelligence involved programming heuristic
human-level knowledge. In many cases, quantifying these heuristics over con-
tinuous domains was exceedingly diﬃcult. It was apparent that ﬁrst-order logic
was not suﬃcient. Predicate calculus attempted to extend ﬁrst-order logic to
the continuous world by adding quantiﬁers and existential statements. Again,
this was not suﬃcient.
New math was needed for computers to interact with the continuous world.
The formal machinery of probability provided a path to solving this problem,
but it often omitted useful underlying dynamic structure. Thousands of lines
of code could be replaced by a carefully chosen recursive function, but under-
standing and engineering the convergent properties of such functions requires
sophisticated mathematics, like the analysis of random processes. Weiner pop-
ularized the notion that cognition came from the feedback loops studied in
estimation and control theory. The formal mathematics of control theory has
yielded the invention of many impressive autonomous agents, but these agents
still require domain speciﬁc heuristics, and their performance rarely generalizes
enough to successfully interact in an open world setting.
It is likely that both symbolic and continuous mathematical representations
are necessary to achieve generalized cognition. This thesis provides a method of
computing generalized nonlinear state estimation and state feedback with the
state domain and state equilibrium intimately incorporated into the analysis.
Sub-domains containing engineered equilibria can then be used for high-level
symbolic planning over the entire domain of a continuous system.
1.2 Humans Adapt and Deﬁne Intelligence
The word intelligence is always poorly deﬁned. Humans "know it when they see
it", but what is it really? One form of intelligence that humans recognize quickly
is socialized intelligence. This motivated Alan Turing to design a test [6] that
depended crucially on social interactions, e.g., the ability to communicate in
forms native to human thought and even replicate human form and expression.
Intelligence clearly extends beyond these limited deﬁnitions though.
Any agent that is capable of sensing its environment and making a decision
about how to inﬂuence it has some measure of intelligence. This measure should
be deﬁned based on the performance of such an agent under constraints on what
it can sense and what it can inﬂuence. It should be deﬁned based on the agents
ability to adapt to completely new objectives and new environments.
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The agents and their environments can be real or virtual. The environment
can be complex and uncertain. At some level there must be dynamic laws that
can be exploited. Otherwise, an agent can only achieve its goals through blind
luck. Goals can be motivated by simple reward systems. The complexity of the
actions produced by any agent are then the result of optimizing that reward to
a constrained dynamic environment.
What insight comes from biological systems? In general, biological input is
composed of a vast array of sensors with narrow range and resolution. The
output to the environment is also composed of a vast array of actuators with
narrow range and resolution. In-between these is a massive state-space com-
posed of neurons. The importance of any one sensor or actuator is not high.
There is an over representation of the sensory input, state-space and motor
output that allows for uncertainty, asynchrony, delay and even failure at the
cellular level without drastically altering the co-operative group dynamic. One
possible research direction is to search for mathematics that captures biological
function, hoping to discover the mechanisms that bring high-level behavior.
Biological systems inspire the design of artiﬁcial intelligent systems, but bi-
ological solutions are far from global optimal solution. The speed and power
available to a machine far exceeds biological upper bounds. As stated in [2, p. 3],
engineers did not learn how to ﬂy until they stopped trying to mimic birds and
started focusing on aerodynamics. Therefore, researchers should also focus on
the fundamental dynamics of intelligence rather than the speciﬁcs of biological
implementation. From these dynamics, it seems reasonable to assert the follow-
ing assumptions. Bounded and rate-limited signals provide local continuity in
state and time that is critical to learning. The agent must minimize the energy
of its internal signals in concert with its external goals. The agent must perform
highly generalized optimizations that utilize high-dimensional structure.
1.3 Fine Motor Control and Problem Segmentation
Continuity of experience in both space and time appears to play a critical role
in learning. There are certainly discontinuous events both observed from and
caused by an agent's actions, but there are also continuous phenomena in-
between these events that the agent must learn from. Indeed, many of the
fundamental laws of physics are expressed as continuous diﬀerential equations.
In many levels of abstracted artiﬁcial intelligence, the details of ﬁne motor
control are left out, but in biological systems, this is the most fundamental level
of intelligence that everything else is built on. Consider the task of typing a
sequence of letters on a keyboard. Each new event in the sequence is a target
set of states that properly depresses a key within a desired amount of time and
duration. The motion of the hands and ﬁngers is in context to the current state,
the location of the new desired target key, and all dynamic constraints applied
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through the transition. Constraints give the agent partial measurement and
inﬂuence of the state. There is a continuous stream, a ﬂow from key to key with
clearly quantiﬁable discrete transition from set to set. In only reasoning about
the sequence of letters, all of this detail is omitted.
Is it truly necessary to include this level of detail, and will the attempt to
do so result in complete intractability? The high-dimensional structure of the
brain allows for representations of many diﬀerent dynamic systems within the
same neural architecture. There is also apparent redundancy in functionality,
which is evident by the plasticity observed when recovering from major trauma.
The obvious conclusion is, every unique task can be built from smaller simpler
reusable tasks. If any complete solution is forgotten or lost, only simple low-
level tasks need to be recovered and linked back together. These tasks and their
dynamic solutions could be very abstract in nature. Their utility comes from
how often they can be called upon in generating solutions to complex problems.
These functions likely exist in the mind at a level below conscious awareness.
Modular problem solving is essential. Divide and conquer. The agent should
attempt to accomplish its goal by breaking down a problem domain into sub-
domains with sub-goals. This is an important step in ﬁnding computationally
tractable solutions to complex problems. For example, consider the task of
waking up and going outside. This task is broken up into many sub-tasks like
getting out of bed, changing clothing, navigating from doorway to doorway, ﬁnd-
ing things, etc. Solutions are found for each of these sub-tasks. Any high-level
goal that requires waking up and going outside will call upon these solutions.
Planning at higher more abstract levels likely builds upon the same machinery
as ﬁne motor control. For example, consider the task of a humanoid robot
leaving a room. First, the agent must consider its current state in relation
to static and dynamic obstacles within the room. The agent must call upon
solutions for walking that include balance, acceleration, turning, and collision
avoidance. More advanced solutions may even make use of hands for leverage
and stability. If there are multiple exit points within a room, the agent must
weigh the cost of selecting an exit based on its own state, the obstacles, estimated
execution time, and energy expenditure. Each of these sub-tasks consists of
dynamic interactions that are constrained by physics and the laws of motion.
It is important to reiterate that an engineer could never hope to explicitly
enumerate solutions for every imaginable scenario. Somehow the agent must
generate and use redundant low-level abstract representations on its own. Dif-
ferential equations are likely candidates for representation. These small dynamic
equations can generate complex solution trajectories to large families of phenom-
ena. Methods that can estimate and inﬂuence such phenomena will then have
high reusability and, hence, high utility to the agent.
Problem segmentation is still done primarily by engineers. An important di-
rection of research is to ﬁnd a way for agents to automate problem segmentation,
and this likely has an intimate relationship to language acquisition.
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1.4 Deﬁning Adaptive Control
An open-loop control [7, p. 7] is characterized by a decision that is made from
measurement of the state at a single instant in time. The state is all of the
information necessary to make future decisions. The state is usually thought of
as just the dynamic signals internal to the system, but a model for the dynamic
relationships needs to be determined as well. This model, its parameters, and
any special properties it possesses must all be determined. In a more generalized
abstraction, these things can also be thought of as state variables.
In open-loop control, if the model used to generate the control matches a
physical system perfectly, the system can be steered to a goal with only one
initial measurement of the state. However, any discrepancies will result in un-
predictable deviation from the goal over time. Occasional remeasurement of
the state and recalculation of the control action will allow for improved perfor-
mance. In the limit, continual measurement and calculation provides the best
performance. This is feedback control (also known as closed-loop control).
Now, consider when the state can only be partially measured at each instant
in time. Some of the necessary dynamic signals, model parameters, or even
model structure might not be known. At any instant in time the partial state
measurement alone is not, in general, suﬃcient to achieve the original system
goals. An additional internal model is necessary to compress the observed his-
tory into a meaningful appended state that actions can be chosen from. This
signal could be a full estimate of the state (including unknown static parameters
or even model structure), or it may be some intrinsic lower-dimensional signal
that "tunes" the control. The controlling agent then seeks to regulate both the
internal and external systems to some desired performance. Feedback control
with the model structure and model parameters incorporated into the state will
be referred to as adaptive control.
In practice, there are additional dynamic constraints that every physical sys-
tem and controlling agent must obey. Agents rarely have direct inﬂuence over
the states they seek to control and typically need to steer some portion of the
states in an indirect manner. Similarly, agents do not have full measurement of
the state, and must build estimates of the states and models over time through
the observed history. In most settings, it is easier to ﬁnd feedback control and
adaptive control that approach goal states as time goes to inﬁnity, where a
reasonably small neighborhood of the goal state will be reached in ﬁnite time.
Computer vision, natural language acquisition, and motor control are all in-
timately related to each other. They involve continuous streams of input and
output that are combined in high-dimensional state-spaces. The measurable sig-
nal from speech is continuous, but it also has clearly distinct symbols. Classical
control problems couple a mental system with a physical system (ﬁgure 1.1).
The constraints of this interaction involve what can be seen and estimated from
the physical environment, as well as what can be inﬂuenced and controlled.
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The complexity of interaction increases when there are multiple interacting
agents. Figure 1.2 depicts two mental agents interacting through a shared dy-
namic physical environment. The agents may possess very large dynamic inter-
nal states. Assuming they are working in a co-operative way, they still may not
be able to estimate or inﬂuence each other's states. This highly constrained en-
vironment requires the development of natural languages that can alter mental
states as optimally as possible and achieve goals in the physical environment.
 
Mental  
System 
Physical  
System 
Figure 1.1: Traditional control can be thought of as dynamic mental agent
interacting with a dynamic physical environment. In most cases, the dynamic
states of the mental agent are fully visible to the agent. The blue arrows depict a
ﬂow of signal which could be energy, material, information, force, etc. The signal
contains both inputs and outputs from an agent, and the signals that originate
at the agent and return to the agent provide self actuation and dynamic history.
 
Mental  
System 1 
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Figure 1.2: The representation of control in ﬁgure 1.1 can be extended to
multiple dynamic mental agents interacting through a shared dynamic physical
environment. This motivates language and more complex interaction since the
full state of each mental agent is not visible to the other agent. The agents can
only measure and aﬀect each other indirectly through the physical environment
subject to whatever constraints it imposes.
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1.5 The Uncontrollable and Unobservable
Every real-world environment is composed of physical systems and other agents
that will have partially uncontrollable and unobservable inﬂuence. Optimal
adaptive solutions must be robust to the unknowable. Solutions must exist be-
cause humans deal with these situations on a daily basis. It seems reasonable
to assume that some of the more eccentric behavior observed in humans is ac-
tually rational within the framework of adaptive control and would be observed
in these designed agents as a consequence.
Consider the extreme case where there is random reward with no structure
or order relating the actions applied to the environment and the measured re-
sponse of the environment. This means that regardless of the number of internal
states or the complexity of the control action, the agent has no inﬂuence on the
reward signal that it receives. No amount of observed history can ever provide
an optimal state estimate or action. How much of the history needs to be ob-
served before this can be known? There are certainly situations where failure
to estimate the state or inﬂuence the reward is due to oversimpliﬁed models. So
the agent will be driven to construct models and behavior with ever increasing
complexity. At some point, there is an expense associated with the model or
the behavior itself that will limit this complexity.
Examples of this can be seen in Nature. Consider B. F. Skinner's superstitious
pigeons [8]. In his experiment, Skinner ﬁrst demonstrated pigeons were capable
of quickly learning complex tasks by rewarding them with food every time they
did something he wanted, e.g., move a right wing, walk counterclockwise, or bob
up and down. In the next stage of the experiment, the pigeon was given rewards
at completely random intervals that in no way correlated to what it was doing.
Regardless, it continued its initial rewarded behavior, every time reinforcing the
belief that it was receiving reward for continuing to do it.
1.6 Parameters and Internal Models
All signals in time can be equivalently expressed as solutions to a diﬀerential
equation, but they may require an inﬁnite number of states. Under some reg-
ularizing assumptions like continuity, bounded state derivative and bounded
domain, the number of states can be made ﬁnite. For the purposes of adaptive
control, every measurable signal will be treated as if it were generated from a
known dynamic model with a ﬁnite number of states the agent can identify and
interact with. This is the internal model principle [7, p. 508]. For example,
dynamic models can be applied to constant, polynomial, and sinusoidal distur-
bances using linear systems. The necessary dimension of the internal model
will be equal to or less than the number of states corresponding to the external
system.
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The engineer can choose to parameterize diﬀerent aspects of the system and
its performance. The engineer must ﬁrst propose a generalizing parameterized
structure. Then, the objective is to determine the parameters or the most
salient features within them from the observed interaction history. This will
result in diﬀerent strategies. For example, the engineer may parameterize the
initial conditions of an internal model, parameterize the state derivative and
output gains, parameterize the action space gains, or parameterize the expected
lifetime reward of the agent.
With models that are too simple, underﬁtting may occur. The model fails to
capture the observed complexity. With models that are too complex, overﬁtting
may occur, and any generalization made by the model may be erroneous. In
practice this is very diﬃcult to determine without knowing anything about the
system. It is possible to use models with high complexity, provided some form
of parameter regularization is done, i.e., the parameter search space is restricted
or penalized in some way. This is analogous to the metabolic cost of making
and maintaining new connections in the brain.
Almost all dynamic linear models hold over a restricted domain. Any physical
linear system will deform or break outside of this domain. Nonlinear models
are used to extend the range of dynamic description, but even these models are
typically approximations over ﬁnite domains. Nonlinear dynamics are often the
artifact of a poorly chosen coordinate system. In the early days of engineering,
coordinate systems were chosen for their simplicity. They must be easy to draw
and easy to engineer. Most of nature does not ﬁt into this idealized format.
In adaptive control, dynamic models will often become arbitrarily nonlinear
when states are chosen to generalize the coordinates. This requires an extremely
comprehensive toolbox of mathematical results for every imaginable form of
nonlinearity. Some general purpose tools exist, but application of these tools
requires case by case expert knowledge, which is exceedingly diﬃcult to imple-
ment in a procedural way. A complete body of results for nonlinear systems
does not and probably never will exist. It is is possible to ﬁnd generalizable
ways of transforming nonlinear representations into linear representations.
1.7 Optimization
Whenever a solution is sought in an inﬁnite space, characterize the space in
a rigorous mathematical sense with the lowest possible complexity, and ﬁnd a
quantiﬁable metric that expresses performance goals. Find necessary conditions
of optimality that reduce the search to a ﬁnite space. Never attempt to search
an inﬁnite space in an unprincipled way. Selection of the mathematical repre-
sentation is critical. Some representations lend themselves to simple analysis
and closed-form solutions, while others can become intractably diﬃcult to op-
timize. The measure of performance that is chosen must also be suitable for
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the representation. It is important to note that the measure of performance
is always arbitrary. The measure of performance is the axiom that motivates
behavior and is usually not derived from a deeper principle.
It is diﬃcult to select a general model with an appropriate optimization
method. One of the most important aspects of this decision is how multi-
variate structure is organized. An engineer must weigh the complexity of a
mathematical representation over its versatility in real-world application. The
word emergence [2, p. 931], [9] describes the potential computational represen-
tations obtained from systems interacting in great numbers. Just like deﬁning
intelligence, emergence does not have an exact meaning, but it can be used to
describe relative comparisons of computational complexity. Qualitative mea-
sures of emergence may help characterize necessary environmental or structural
conditions for generalized optimization.
For example, consider a signal entering a dynamic system that is transmitted
by a long series of dynamic nodes to an output terminal. If the nodes are too
exponentially unstable (hot), signals will saturate out, but if the nodes are too
exponentially stable (cold), signals will decay to zero. Somewhere in-between
hot and cold there is a critical temperature that provides maximum emergence
of signal transmission [10], [11].
Another example comes from considering a single layer of radial basis func-
tions. For a ﬁxed number of basis centers that are uniformly distributed through-
out a domain, selecting extremely small variance (hot) or extremely large vari-
ance (cold) will result in a basis that provides poor representation of general
function classes. Somewhere in-between hot and cold there is a critical temper-
ature that provides maximum emergence of representation for a given class.
Many computational systems do not have formal mathematical measures of
comparison. The notion of emergence is aimed at providing a heuristic com-
parison. Consider methods of classiﬁcation that use decision trees optimized
with minimum entropy. The same task can be performed using nonlinear diﬀer-
ential equations, arriving at diﬀerent equilibrium points, from diﬀerent initial
conditions, designed with optimal control. This motivates a connection between
nonlinear dynamic systems and high-level symbolic planning. Therefore, this is
a more emergent representation.
In summary, there are two types of optimization that must be done. First, a
model structure must be selected with maximum emergence. Second, represen-
tations must be optimized onto that structure. In biology, emergent structures
are found through generational optimization, and representations are then opti-
mized onto these structure throughout the lifetime of an agent with behavioral
conditioning from environmental and internal rewards. This thesis explores dif-
ferent methods of adaptive control and seeks the most emergent generalized
structures they produce. Representations of control strategies are then opti-
mized onto these structures using a new linearization method.
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1.8 Origin of Symbols and Connections to Language
Whence do the symbols come? The states of a nonlinear-dynamic system are
ﬁnite and enumerable, and basis functions are also ﬁnite and enumerable. In
most cases, applying indexed symbols to the states does not provide high enough
representation for useful symbolic reasoning. There have been many attempts
to reconcile the diﬀerences between symbolic and continuous representation [12].
This thesis seeks to ﬁnd an intimate connection to state-space control theory.
Whenever there exists more than one contiguous equilibrium target set in the
domain, there must be unstable boundaries separating the attraction from one
equilibrium to another as shown in ﬁgures 1.3 and 1.4. This is analogous to
typing on a keyboard or choosing which door to go through to leave a room.
The sets that are outlined by these boundaries are enumerable and are the
best candidates for labeling in a meaningful way. These domains of attraction
characterize both location and the resulting actions of that location.
From the perspective of nonlinear dynamics, symbols naturally form whenever
there are two or more disjoint stable target sets in the state-space or whenever
the state-space is discontiguous. Environmental cost deﬁnes which target set
is more optimal. For example, if a box is placed in front of an agent, there
may be two paths, to the "left" or "right" of the box. Each path will have a
corresponding environmental cost.
Figure 1.3: If there are two or more stable attractors, decision boundaries
must exist that act as unstable equilibria. For a ﬁnite number of attractors,
these decision boundaries partition continuous spaces into ﬁnite sets.
 
𝒳1
∘ 
𝒳2 𝒳1 
𝒳2
∘ 
Figure 1.4: The domain has two equilibrium target sets X ◦1 and X ◦2 . There is
a decision boundary partitioning the sub-domains of attraction X1 and X2.
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The domains that are partitioned by the decision boundary provide natural
symbols. These symbols contain the domain of deﬁnition, the target set, the
dynamic model, and any rewards or costs that will inﬂuence the agent, i.e.,
symbol(i) = {Xi,X ◦i ,dynamics(i), cost(i)}.
The actions and internal models of the agent are implicitly generated by the
dynamic constraints of the environment and the optimal state feedback and
state estimation computed using domain linearization. The cost associated with
moving from one target state to another can be used to plan movement through
the state-space using a ﬁnite symbol list. The legal grammar of this symbol list
corresponds to which target sets have shared domain, i.e., to move from one
target set X ◦i to the next X ◦i′ , there must be overlap with Xi ∩ Xi′ 6= ∅ and
X ◦i ∈ Xi′ .
Modern video games use high-level planning with sequences of symbols from a
small set of inputs, e.g., {4,©,X,, ↑,→, ↓,←}. Game developers have found
ways for players to use these symbols to execute complex dynamic choreography.
Some of the most interesting examples are games with climbing mechanics. The
agents the player is controlling are doing more than just executing prerecorded
trajectories. They are performing local state-dependent control. That is, the
agent will perform a diﬀerent sequence of actions depending on its current state
in relation to the target state the symbol represents. In a simulated environment,
the agent is less bound to physical constraints, but in the real world, problems
involving balance and energy conservation have immutable physical constraints.
Figure 1.5 shows a system domain X = X1 ∪4i=1 X2i ∪ X3, with goal states
X ◦ = X ◦1 ∪4i=1 X ◦2i ∪ X ◦3 at the orange points and decision boundaries along
the dashed orange lines. Assume the agent will be driven to the goal state
belonging to the domain the system is initialized on. Each domain will have
its own linearization analysis. Boundaries can be heavily penalized to keep the
state within the domain. The dashed orange lines that partition X2 are decision
boundaries, which are, by their very nature, unstable. If the state is initialized
on a decision boundary, tiny perturbations should make it fall into the interior
of one of the X2i with asymptotic stability to X ◦2i . A separate linearization
analysis must be done on each sub-partition of X2.
Decision boundaries also arise when there are holes in the domain, e.g., X1
in ﬁgure 1.5. A circular domain like this is discussed in [13, p. 78]. It is argued
that state feedback alone is not capable of providing global asymptotic stability.
With domain linearization, the dashed boundary line must be omitted from
the linearization because it will be unstable. It is possible to append another
dynamic system, and using the output from that system, in conjunction with
the state in X1, global asymptotic stability can be achieved with state feedback.
For example, a state that simply oscillates positive and negative could be used
to push the system left or right of the unstable equilibrium.
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Figure 1.5: The achievable complexity of the sub-domains, boundaries and
equilibrium target sets depends on the resolution of the radial basis functions.
This ﬁgure shows three separate sub-domains created within X . The ﬁrst sub-
domain has a single equilibrium point, but there is a hole, which creates a
decision boundary. The second sub-domain has multiple equilibrium points,
which force decision boundaries that break the system into sub-sub-domains.
The third sub-domain illustrates the possibility of creating narrow channels
through a domain.
The domain could also be broken up into overlapping sub-domains. Figure
1.6 illustrates two overlapping sub-domains. Target states can be placed at the
boundaries of these sub-domains and exponential stability to these targets can
be found with linearization over just one sub-domain at a time. Once the state
enters a speciﬁed neighborhood of the target state, the control switches to the
overlapping domain. This way solutions can be stitched together without global
linearization. Figure 1.7 depicts an example sequence of symbols generating a
continuous state trajectory. The target states must be reachable.
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As the number of overlapping symbols increases, the number of potential
symbol transition increases. Depending on the coverage, this may provide more
optimal sequences of symbols. If the symbol coverage is sparse, the possible
trajectories any sequence of symbols can generate is more limited. This likely
means the resulting trajectories will be less optimal.
Automating this process would be an interesting research direction. At this
level, the agent is performing symbolic processing. For the current domain the
agent is in, it has a set of reachable target sets with overlapping sub-domains.
If there is a known cost associated with transitioning to any of these target sets,
dynamic programming can be applied to a ﬁnite list of target sets with well-
deﬁned transition rules. The target sets and their sub-domains may either be a
consequence of the natural environment, or they may be speciﬁcally engineered
for a desired behavior.
Starting from the target state x◦1, let X1 be a subset of X deﬁned by a tree
branching out from x◦1. Let the branches of this tree have volume in the same
dimension as X so that they can act as conduits. Computing a domain lin-
earization with radial basis centers along these branches deﬁnes a state-space
just in X1. If these branches act as a conduit back to x◦1, then the domain X
can be divided into sub-domains X2i , with x◦2i ∈ X2i ∩ X1. There can only be
one target set in each X2i . If the states in X2i are drawn to x◦2i , then they will
follow the conduit solution of X1. This is a generalization of sliding manifolds.
The branching should look like an expanding space ﬁlling fractal with multiple
paths to X ◦. Figure 1.8 shows a depiction of this idea. This method can be
applied recursively with branching at smaller and smaller sub-domains. There is
one foreseeable challenge. There must be a stabilizable path down each branch
of the tree to its root. This is certainly not something that is guaranteed by the
geometry of an arbitrarily constructed random tree.
 
𝒳1 𝒳2 
𝒳1
∘ 𝒳2
∘ 
Figure 1.6: The domain X is divided into two separate sub-domains X1 and
X2 with X = X1 ∪ X2 and X1 ∩ X2 6= ∅. Linearization over the sub-domain X1
has given exponentially stable attraction to the set X ◦1 ∈ X2. The agent can
regulate the system to X ◦1 and wait an arbitrary amount of time to activate
a secondary control that produces exponential stability to X ◦2 . This control
can also be activated whenever x ∈ X1 ∩ X2. If the features have been chosen
carefully, this may provide a considerable reduction in calculation.
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 𝒳1
∘ 
𝑥(𝑡0) 
𝒳1 
𝒳2 𝒳3 
𝒳4 
𝒳2
∘ 
𝒳3
∘ 
𝒳4
∘ 
Figure 1.7: Using overlapping sub-domains Xi with shared target sets X ◦i , the
cost from target set to target set could be computed. This would allow high-
level symbolic planning over continuous domains, e.g., dynamic programming
over ﬁnite symbolic state transitions. Each symbol would then correspond to
the optimal low-level continuous state estimation and state feedback necessary
to converge to the corresponding target set of that symbol.
 
𝒳1 
𝑥1
∘ 
𝒳2𝑖 
𝑥2𝑖
∘  
Figure 1.8: This ﬁgure shows space ﬁlling paths that provide a conduit to x◦1.
Sub-domains X2i of X are then computed with x◦2i used as null spaces. The
system ﬁrst exponentially converges to one of these null spaces, and then follows
the conduit path to x◦1. This is an extension of the idea in ﬁgure 1.6. Any of
the sets X2i may also branch into smaller trees and connect to smaller subsets
X3i . This can be continued to any desired depth.
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1.9 Thesis Outline
1.9.1 Background Material
An eﬀort was made to make this thesis accessible and self-contained. All
acronyms have been expanded, and all notation has been deﬁned. Before reading
the thesis, it may be beneﬁcial to review the linear algebra results in Appendix
A. Singular value decomposition sub-functions are deﬁned in section A.31. The
pseudoinverse matrix is deﬁned in section A.33.
This thesis focuses on optimal inﬁnite horizon state feedback and output
feedback. Chapter 2 deﬁnes system notation. Chapter 3 introduces optimal
control. The most important result is the inﬁnite horizon linear-quadratic regu-
lator of section 3.13 and its pseudo-solution in section 3.14. Chapter 4 discusses
output control and deﬁnes under-actuation and under-measurement. This chap-
ter also contains deﬁnitions of controllability, stabilizability, observability, and
detectability. These deﬁnitions are expressed in terms of singular value decom-
position sub-functions. Sections 4.11 and 4.13 discuss optimal control with es-
timated state feedback. Sections 4.22 and 4.23 discuss pole placement with just
output feedback (no additional integrators). The remaining sections describe
design considerations like modeling and rejecting disturbance.
Chapters 57 explore diﬀerent approaches to adaptive control. Chapter 5
discuses tuning. This method requires restrictive assumptions about the system.
Some of the more interesting results of this chapter include the adaptive block
backstepping in section 5.6 and the multivariate sign adaptation in section 5.8.
Chapter 6 describes recursive online model identiﬁcation. All the results of
this chapter can be derived with minimum least mean square error over the
system history. Chapter 7 introduces reinforcement learning. This method
ﬁnds optimal control strategies through exploration, without a known dynamic
model. Sections 5.7, 6.2 and 7.3 show these approaches can be generalized
with a single layer of radial basis functions using linear parameterization. Each
approach motivates a diﬀerent optimization method for the parameterization.
1.9.2 Main Results
The main results are in chapter 8. The objective of this thesis is to ﬁnd a
generalizable method of computing optimal state estimation and state feedback
for nonlinear systems, with nonlinear cost functions, using a single layer of
radial basis functions. If the basis is chosen carefully, the dynamics of the basis
become linear, and traditional linear control tools can be used. Section 8.6
and 8.12 introduces linearization and nonlinearization of the basis derivative
using projection. The most important results are the state estimation results
in section 8.23 and the state feedback results in section 8.25. These results are
applied to an iCub experiment in chapter 9 with a generalized nonlinear reward.
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CHAPTER 2
Dynamic System
2.1 Signals and Parameters
General functions will be denoted by f(·), and θ will be used to represent general
parameters. The notation ( · | · ) will be used to separate dynamic variables
from conditional variables or structure, e.g., f(t) = f(x(t)|θ). Estimates will be
denoted by (̂ · ) e.g., fˆ(t) = f(x(t)|θˆ). Error vectors will be designated with ε(t),
e.g., ε(t) = fˆ(t) − f(t). Mapping to a nonlinear basis will be denoted by ( · ).
Transformed variables and new variables will be denoted by ( · )′. Objectives,
references, targets, and goals will be indicated by ( · )◦. Optimal quantities will
be denoted ( · )∗. Random variables, from density ρ, are designated by (˜ · ) ∼ ρ.
Deﬁnition 2.1.1. Dynamic signals are parameterized by time t ∈ T ⊂ R.
All signals can be categorized as one of the following:
 u(t) := input to a system deﬁned over the set U ,
 x(t) := state of a system deﬁned over the set X ,
 y(t) := output from a system deﬁned over the set Y.
Deﬁnition 2.1.2. Constant parameters are categorized as one of the following:
 A := state-derivative state-gain. These are parameters that cause drift in
the state derivative and are not multiplied by the input in any way.
 B := state-derivative control-gain. These are parameters that multiply by
the input and inﬂuence the state derivative.
 C := output state-gain. These are parameters that inﬂuence the output
and are not multiplied by the input in any way.
 D := output control-gain. These are parameters that multiply by the input
and inﬂuence the output.
 K := feedback gain. These parameters relate the system input to the
system output (L will be used for observers).
Deﬁnition 2.1.3. The system history is H = {u(t) : t ∈ T } ∪ {y(t) : t ∈ T }.
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Any system with explicit solutions can be described with the state-space model:
x˙(t) = x˙(x(t), u(t)|θ), (2.1)
y(t) = y(x(t), u(t)|θ), (2.2)
u(t) = u(y(t)|θ). (2.3)
Signals and parameters can be scalars, vectors, matrices, or higher-order tensors.
The meaning of any indexing should be obvious from the context of its use.
Time will typically be treated as a continuous variable. There are inﬁnitely
many sampled-time approximations to continuous time systems [14], but their
limit as sample time goes to zero will always be the same. For this reason,
analysis of continuous representation is more general.
Explicit dependence on time will be prohibited. This does not impair gen-
eralization in any way, as time varying signal can be generated from diﬀeren-
tial systems and, therefore, expressed in state-space from. In particular, linear
time varying systems become nonlinear systems with state-space representation.
Time can also be directly added with x′ := {t, x}, x˙′ = {1, x˙}, and X ′ := {T ,X}.
In many cases time is treated as a state that is revised, e.g., time of day, month,
or year, rather than as a state that is never encountered again.
2.2 Vectorized Systems
All systems can be vectorized with ~x(t) → x(t), ~y(t) → y(t), and ~u(t) → u(t).
Vectorization is well-deﬁned, in section A.8, for tensors of any order. A general
system can be expressed as
x˙ = a(x) + b(x, u), (2.4)
y = c(x) + d(x, u), (2.5)
with the length function `( · ) from deﬁnition A.3.7, X ⊆ R`(x), U ⊆ R`(u), and
a(x) : X → R`(x),
b(x, u) : X × U → R`(x),
c(x) : X → R`(y),
d(x, u) : X × U → R`(y).
For all x ∈ X , let zero input give
b(x, 0) = 0`(x),
d(x, 0) = 0`(y).
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2.3 Aﬃne Systems
A vectorized system is called aﬃne [15, p. 36] if it is linear in input, i.e.,
x˙ = a(x|A) + b(x|B)u, (2.6)
y = c(x|C) + d(x|D)u, (2.7)
where X ⊆ R`(x), and
a(x) : X → R`(x),
b(x) : X → R`(x)×`(u),
c(x) : X → R`(y),
d(x) : X → R`(y)×`(u).
Any system can be expressed in aﬃne form. There are several ways to ac-
complish this. A general system could be rewritten as
x˙ =: a(x) + u′(x), u′(x) ∈ {b(x, u) : u ∈ U}, (2.8)
where the reachable space of this mapping is very complex and may even depend
on the immediate state. In some cases, it may be possible to ﬁnd a well-behaved
algebraic inverse, but in general this will not be the case.
One way to implicitly deal with the complicated mapping of b(x, u) is to add
integral states. Deﬁne a new state and input with x′ := u and u′ := u˙, so that
x′(t) = u(t) =
∫ t
t0
u′dt. The domain of the new state is X ′ = U with[
x˙
x˙′
]
=
[
a(x) + b(x, x′)
0`(u)
]
+
[
0`(x)×`(u)
I`(u)
]
u′ =: a′ + b′u′. (2.9)
The control action becomes the output of an integral state, and the constraints
become implicitly deﬁned by its trajectory. Note that u′ depends on u, so
u˙ = u′(x, u) is actually a diﬀerential equation in u that can be initialized at
any u(t0) ∈ U . This diﬀerential equation must remain stable in the presence of
small discrepancies between the model and the real system.
The nonlinear terms of u can be removed as a vector with x˙ = a(x)+b′(x)f(u).
If f(u) is diﬀerentiable in u, compute f˙ = fuu˙. In this case, let x
′ := f and
u′ := u˙. There is an aﬃne integral chain from x′ to x given by
x˙ = a(x) + b′(x)x′, (2.10)
x˙′ = fuu˙. (2.11)
The mapping of u˙ to x˙′ is nonlinear in u.
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Example 2.3.1. Consider the system
x˙ = x+ (u+ 1)2 − 1, (2.12)
deﬁned over X = R and U = R. The drift term is a(x) = x, which is unstable.
The control term is b(u) = (u+ 1)2−1, which equals zero when u = 0. This can
be expressed as the aﬃne system x˙ =: a(x) + u′ with U ′ := {u′ ∈ R : u′ ≥ −1}.
The system is not controllable in the set {x ∈ X : x ≥ +1}. Let the goal be to
regulate x to zero. This can be accomplished by solving x+ (u+ 1)2− 1 = −Kx,
with {K ∈ R : K > 0}. This gives the closed-loop systems x˙ = −Kx for
{x ∈ R : x ≤ 1/(K + 1)}. The prime input is u′ = −(1 +K)x, which gives
u = −1−
√
1− (K + 1)x.
For K = 1, this control could be approached using a sliding manifold with
u˙ = −2(x+ b(u))− x. (2.13)
This input is derived with
ε = ((x+ b(u))− (−x))2,
ε˙ = 2(2x+ b(u))(x+ b(u) + u˙).
Another alternative is to let b(u) := (u+1)2−1, with b(0) = 0 and bu = 2(u+1).
The system can then be expressed as[
x˙
b˙
]
=
[
1 1
0 0
][
x
b
]
+
[
0
2(u+ 1)
]
u˙.
Selecting
u˙ = −(K1x+K2b)/(2(u+ 1)),
gives [
x˙
b˙
]
=
[
1 1
−K1 −K2
][
x
b
]
, ∀u > −1.
Selecting K1 = 4 and K2 = 3 gives a double eigenvalue at λ = −1. Therefore,
u˙ = −(4x+ 3b(u))/(2(u+ 1)), (2.14)
with u(t0) ∈ {u ∈ R : u > −1}. Additional analysis must be done to describe
the set of initial conditions that regulate x → 0. Any solution path that enters
{{x, u} ∈ X × U : x ≥ 1 or u ≤ −1} will fail. Figures 2.1a2.1b compare the
solution trajectories of (2.13) and (2.14) using vector ﬁeld plots.
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-1 1
-1
1
-1 1
-1
1
x
u
 x , u 
(a)
-1 1
-1
1
-1 1
-1
1
x
u
 x , u 
(b)
Figure 2.1: This ﬁgure shows system response of the nonaﬃne system (2.12)
using a derivative input. Figure (a) shows the response to control (2.13), and
ﬁgure (b) shows the response to control (2.14), where u = −1 divides by zero.
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2.4 Linear Parametric Aﬃne Systems
Some systems have parameters that can be pulled out and left multiplied. These
systems are linear with respect to their parameters and look like
x˙ = Aa(x) +Bb(x)u, (2.15)
y = Cc(x) +Dd(x)u, (2.16)
where X ⊆ R`(x),
a(x) : X → R`(a),
b(x) : X → R`1(b)×`(u),
c(x) : X → R`(c),
d(x) : X → R`1(d)×`(u),
and
A ∈ R`(x)×`(a),
B ∈ R`(x)×`1(b),
C ∈ R`(y)×`(c),
D ∈ R`(y)×`1(d).
2.5 Linear Systems
For x ∈ Rn and x′ ∈ Rn, if f( · ) : Rn → Rn is a linear function, then
f(Tx+ T ′x′) = Tf(x) + T ′f(x′), ∀T ∈ Rn×n, ∀T ′ ∈ Rn×n.
If a system is linear in state and input, it can be expressed as
x˙ = Ax+Bu, (2.17)
y = Cx+Du, (2.18)
where
A ∈ R`(x)×`(x),
B ∈ R`(x)×`(u),
C ∈ R`(y)×`(x),
D ∈ R`(y)×`(u).
A lower-dimensional parameterization may be available if the structure of the
system is known, e.g., A = A(θ) with θ = ~θ and `(θ) < `2(x).
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2.6 Constrained Sub-Systems
Each system can measure and inﬂuence itself. They can also measure and
inﬂuence surrounding systems and, in turn, be measured and inﬂuenced by
other systems. One system may have more measurement or inﬂuence than the
others. In general, if there are m ∈ N systems, there will be 2m2 multivariate
signals of measurement and inﬂuence. Let the measurement made from system
i2 to system i1 and the inﬂuence from system i2 to system i1 be given by
yi1,i2 : = to i1, from i2,
ui1,i2 : = to i1, from i2.
If the destination of the measurement is not relevant, the ﬁrst index can be
dropped from y, and if the origin of the inﬂuence is not relevant, the second
index can be dropped from u, i.e.,
yi2 = yi1,i2 , ∀i1 if the destination is irelevant,
ui1 = ui1,i2 , ∀i2 if the origin is irelevant.
Consider two constrained systems that are dynamically coupled. Figure 2.2
shows two coupled systems. The states will be organized as{
x˙1
x˙2
}
=
{
x˙1 (x1, u1,•)
x˙2 (x2, u2,•)
}
,
where ( · )• represents index enumeration (section A.2). The outputs will be{
y1,1 y1,2
y2,1 y2,2
}
=
{
y1,1 (x1, u1,•) y1,2 (x2, u2,•)
y2,1 (x1, u1,•) y2,2 (x2, u2,•)
}
.
The inputs will be organized as{
u1,1 u1,2
u2,1 u2,2
}
=
{
u1,1 (y1,•) u1,2 (y2,•)
u2,1 (y1,•) u2,2 (y2,•)
}
.
In some cases it may be more convenient to express the state, output, or input
as a matrix or higher-order tensor. The curly brackets are used to denote a table
of objects that may have diﬀerent tensor order as well as diﬀerent dimension.
Any multivariate object can be vectorized, but it may be more convenient to
leave it in its tensor form.
Modular system design is an important concept. With modular design, the
engineer focuses on the performance of each subsystem individually while spec-
ifying appropriate ranges for the input and output. The subsystems must still
come together and achieve a global objective, but the analysis and design is
distributed passively. This approach is less optimal than a global analysis.
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 𝑥ሶ1 
𝑥ሶ2 
𝑢1,1 
𝑢2,2 
𝑢1,2 
𝑢2,1 
𝑦1,2 
𝑦2,1 
𝑦2,2 
𝑦1,1 
Figure 2.2: This is a depiction of two coupled multivariate dynamic systems
x˙1 and x˙2, with multivariate channels of input ui1,i2 and output yi1,i2 .
2.7 Sub-Systems, Sub-Sub-Systems, etc.
In many instances, it is advantageous to further enumerate systems inside of sys-
tems at ever deeper levels. A sub index notation can be employed recursively,
e.g., x(i1)(i2) . This notation is supported in Wolfram Mathematica
®. An alter-
native address notation that can be used is xi1.i2 . This notation is supported
by structures in MATLAB®. For the most part, only sub-systems and sub-sub-
systems will be considered, so the sub index notation will be used. If the sub
indexing becomes too messy, a [ ] bracket can be used, e.g. x(i1)(i2)
= [xi1 ]i2 .
The state x is a list of nested lists, and the entries inside the lists can be scalars,
vectors, matrices, or more generally tensors of any order. Figure 2.3 shows an
example of two sub-systems with the ﬁrst sub-system partitioned into two sub-
sub-systems. Figures 2.42.4 show examples of further sub-system partitioning.
2.8 Biological Systems
This thesis will not delve into speciﬁc biological mechanisms that create signals.
The most important aspect of the dynamics within biological systems are the
dimensions and constraints that aﬀect signal generation. A very large number
of signals are involved, and these signals have limited range and rate of change.
These constraints inherently produce nonlinear-dynamic equations that can be
modeled with either radial basis functions or semi-linear saturation functions
depending on how they are represented. Describing these signals as input, state
or output depends on somewhat arbitrarily drawn boundaries shown in ﬁgures
2.6, 2.7, and 2.8. Signal entering the body can be thought of as input, and signal
leaving the body can be thought of as output. There are also internal inputs
and outputs that self-regulate the body. Lastly, communication delay within
the neural network produces a stored history that acts as a dynamic state [16].
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 𝑥 11 𝑥 12 𝑥 2 
Figure 2.3: Sub-Sub-System: x˙ = {{x˙11 , x˙12} , x˙2}.
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Figure 2.4: Sub-Sub-System: x˙ = {{x˙11 , x˙12 , x˙13} , x˙2}.
 
 
12 111 112 2 
Figure 2.5: Sub-Sub-Sub-System: x˙ =
{{{
x˙111 , x˙112
}
, x˙12
}
, x˙2
}
.
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 𝒴𝑖 
 
      
Figure 2.6: The input domain of a biological system can be separated into two
groups. The proprioceptive signal is given by yi,i, which is stimuli produced and
perceived within an organism, e.g., sensation of hunger, kinematic awareness,
internal pain, etc. The environmental signal is given by yi,i′ with i
′ 6= i, which
comes from the outside world through eyes, ears, skin, etc. Even though the
sensor arrays are high dimensional, there is local topology that provides low-
dimensional mapping and association, e.g., sensors on a two-dimensional surface.
 
𝒰𝑖 
Figure 2.7: The output domain can also be separated into two groups. The
autonomic signals are given by ui,i and regulate breathing, heartbeat and inter-
nal actuation. The physical output to the world is given by ui,i′ with i
′ 6= i and
inﬂuences the environment with signals like force generated by muscle ﬁber and
acoustic waves generated by vocal tracts. Again, even though the actuation is
high dimensional, there is local association to groups of actuators.
 
  
 
𝒳𝑖 
Figure 2.8: Neurons add delay and, as a consequence, intrinsically carry a
dynamic state storing the input and output history and generating new signals.
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2.9 Measures of System Performance
There are many ways to measure performance. Systems are composed of many
inputs, outputs, states and goals. For the purposes of optimization, these need
be expressed as a single number that gives clear measure of improvement.
Deﬁnition 2.9.1. The value is a function that maps the immediate state and
action to a real number that can be positive or negative,
v(t) = v(x(t), u(t)), v : X × U → R. (2.19)
This number can be a reward or cost, with reward as the opposite sign of cost.
The sign depends on whether the agent is minimizing or maximizing the value.
The value is bounded, |v| <∞, for all measurable intervals.
Deﬁnition 2.9.2. The derivative value is a function that calculates how the
value changes with respect to the state and action. If the value is diﬀerentiable,
this is given by
v˙(t) =
∂v(x, u(x))
∂x
x˙ (x, u(x)) , v˙ : X → R. (2.20)
A typical application is to use an energy function that equals zero only when
x = 0. If an input can be found such that v˙ < 0, the state will converge to zero
asymptotically. Additional conditions can enumerate stronger and weaker cases
such as exponential convergence or partial asymptotic convergence. A strictly
negative derivative value may not be the most optimal solution as it cannot weigh
the beneﬁts of higher short-term cost over long-term reward.
Deﬁnition 2.9.3. The integral value calculates how the value accumulates over
time,
V˙ = v ⇒ V (t2) = V (t1) +
∫ t2
t1
v(x(t), u(t))dt, V : Cm(T )→ R, (2.21)
where T = {t ∈ R : t1 ≤ t ≤ t2}. Typical values will have quadratic terms in x
and u analogous to signal energy with x∗ ∈ L2(T ) and u∗ ∈ L2(T ).
Deﬁnition 2.9.4. The discounted integral value may be used to discount reward
in the far-oﬀ future and is important when constant future cost will make the
integral value unbounded. For {λ ∈ R : λ > 0},
V˙ = v − λV ⇒ V (t2|λ) = V (t1|λ) +
∫ t2
t1
e−λ(t−t1)v(x(t), u(t))dt. (2.22)
More generally, the value function can be ﬁltered with a stable system, and the
new ﬁltered integral value will be bounded so long as the value is bounded.
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2.10 Deﬁnitions of Stability
The following deﬁnitions of stability are modiﬁed from [17, p. 449].
Deﬁnition 2.10.1. A state x◦ is said to be an equilibrium point if x˙(x◦) = 0.
For the purposes of analysis, the system can always be recentered so that x◦ = 0.
Deﬁnition 2.10.2. A Lyapunov candidate function satisﬁes v(x) > 0 for x 6= 0
and v(0) = 0. It must be radially unbounded, which means v(x) → ∞ as
‖x‖ → ∞.
Deﬁnition 2.10.3. A system x˙(x) is said to be stable if for any positive scalar
{ ∈ R : 0 <  < ∞}, there exists {δ ∈ R : δ > 0}, such that initializing the
system with ‖x(t0)‖ < δ guarantees ‖x(t)‖ < (δ) for all t > t0 as depicted
in ﬁgures 2.9 and 2.10. This can be established with a Lyapunov candidate
satisfying v˙ ≤ 0 for all ‖x‖ < δ. If δ =∞, the system is globally stable.
Deﬁnition 2.10.4. A target set X ◦ is positive invariant if x(t0) ∈ X ◦ implies
x(t) ∈ X ◦ for all t > t0. This can be established with a Lyapunov candidate
satisfying v˙ ≡ 0 for all x ∈ X ◦.
Deﬁnition 2.10.5. A system x˙(x) is asymptotically stable if x(t) is stable and
there exists some {δ ∈ R : δ > 0} such that ‖x(t0)‖ < δ implies ‖x(t)‖ → 0 as
t→∞. This can be established with a Lyapunov candidate satisfying v˙ < 0 for
all ‖x‖ < δ. If δ =∞, the system is globally asymptotically stable.
Deﬁnition 2.10.6. A system x˙(x) is globally exponentially stable if there exists
{α0 ∈ R : α0 > 0} and {λ ∈ R : λ > 0} such that ‖x(t)‖ ≤ α0e−λt‖x(t0)‖ for
all x(t0). This can be established using a Lyapunov candidate that satisﬁes
α1‖x‖22 ≤ v(x) ≤ α2‖x‖22 and v˙(x) ≤ −α3‖x‖22, where {αi ∈ R : αi > 0} for
i ∈ {1, 2, 3}. Figure 2.11 depicts this form of stability.
A comparison of these diﬀerent types of stability is depicted in ﬁgure 2.12.
 
𝑥1 
𝛿 
𝑥ሺ𝑡0ሻ 
𝑥2 
𝜖 
𝑥ሺ𝑡ሻ 
Figure 2.9: This is a depiction of stability as described in deﬁnition 2.10.3.
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 𝑡 2𝛿 
𝑥ሺ𝑡0ሻ 
2𝜖 
𝑥 
Figure 2.10: This is a depiction of stability from deﬁnition 2.10.3.
 
𝑡 
𝑥ሺ𝑡0ሻ 
𝑥 
Figure 2.11: This is a depiction of exponential stability from deﬁnition 2.10.6.
 
 
𝑥1
∘ 𝑥2
∘ 𝑥3
∘ 𝑥4
∘ 
𝑥 
𝑓 
Figure 2.12: [18, p. 343] provides an illustrative description of diﬀerent types
of stability. This ﬁgure depicts some of those examples. Imagine a ball rolling
down a hill with frictional forces dissipating its energy. The point x◦1 is locally
unstable. If the ball were placed exactly at x◦1, it would remain there for all time,
but the smallest perturbation would cause the ball to fall to the left or right.
The points x◦2 is stable. There is a neighborhood about x
◦
2 that is a positive
invariant set. If the ball enters this set, it remains in this set for all time. The
point x◦3 is metastable like the top of a table. Small perturbations will not result
in instability, but if the ball has enough kinetic energy, it could roll oﬀ the table.
The point x◦4 is exponentially stable about a small neighborhood. In the absence
of damping (friction) the state will oscillate back and forth indeﬁnitely in this
neighborhood. If friction is present, the state will oscillate back and forth with
decreasing amplitude until coming to rest at x◦4.
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2.11 Representation of Adaptation
The method of adaptation is determined by selecting what aspect of the system
will be parameterized. The engineer could parameterize the following:
1. action space
u(t) = u(y(t)|θ), (2.23)
2. derivative model
x˙(t) = x˙(x(t), u(t)|θ), (2.24)
3. integral value
V (t) = V (x(t), u(t)|θ). (2.25)
There are a variety of diﬀerent ways to combine these representations. The
adaptation is referred to as direct adaptation [19, p. 8] if a search for stabilizing
parameters is done over the action space, i.e., searches for u∗ = u(y|θ∗) such
that y(t) → 0 as t → ∞. The adaptation is referred to as indirect adaptation
if the stabilizing action is computed from the model after searching for model
parameters, i.e., search for x˙∗ = x˙(x, u|θ∗) and compute an optimal u∗ = u(y|x˙∗)
such that y(t)→ 0 as t→∞.
A reference model is used to track nonzero trajectories. The agent will com-
pare its input and output to the reference model and search for parameters that
drive any discrepancies to zero. The reference model must be chosen carefully so
that this goal is actually attainable. For example, see section 5.9. Direct model
reference adaptive control searches for u∗ = u(y, y◦|θ∗) such that y(t) → y◦(t)
as t→∞. Indirect model reference adaptive control searches for x˙∗ = x˙(x, u|θ∗)
and computes an optimal u∗ = u(y, y◦|x˙∗) such that y(t)→ y◦(t) as t→∞.
When searching for parameters, there are two possible goals. The ﬁrst goal is
to produce a faithful estimate of the parameters with as little error as possible.
This places additional burden on the agent to actively explore the system, which
is a counter objective to stability. Chapter 6 explores this method. The second
possible goal is to search for parameters that are suﬃcient for stability, which is
a more relaxed objective. This method is referred to as tuning, and it exploits
more general structure in the system. Chapter 5 explores this approach.
If the state is directly measurable, or if the output implicitly contains the
state, model-free solutions can be found using reinforcement learning. Given
a reward system v(x, u), search for V ∗ = V (x∗, u∗(x)|θ∗). This method simul-
taneously searches for u∗ and θ∗, where u∗ = u(x|V ∗) is computed from V ∗
and might not have parametric representation. This method generates optimal
action sets u∗(x|V ∗) ∈ U∗(x). See chapter 7 for details on this approach.
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A primary consideration is the basis chosen for adaptation. The basis is
deﬁned by the transformation x¯(x) : R`(x) → R`(x¯). For a general represen-
tation, the basis is typically expressed as a vector of nonlinear functions with
`(x¯)  `(x). If it is known that the system is linear, then x¯ = x. The basis
is any collection of functions that, when properly parameterized, represents a
function class of interest. If multivariate polynomials are used, higher order
generalizes lower order, e.g., quadratic generalizes linear. The parameterization
may be linear or nonlinear.
Parameter representation aﬀects how the agent adapts. The system x˙ = θx
can be equally well-represented by x˙ = θ exp(θ2)x for constant θ ∈ R, or a
single parameter could be expressed in terms of two separate parameters, e.g.,
x˙ = θ1 10
θ2x, where |θ1 10θ2 | < 1011 comes from {θ1 ∈ R : −10 ≤ θ1 ≤ +10}
and {θ2 ∈ R : −10 ≤ θ2 ≤ +10}. For multivariate systems, the ability to
assign known value to some of the parameters greatly reduces the parameter
search space, but adding redundant structure with over parameterization allows
for increased generalization. Increasing the number of parameters typically
increases the initial model error and decreases the rate of convergence. The
performance of a specialized model will typically be better. Binary parameters
like θi ∈ {0, 1} may activate and deactivate structure or dimension.
Selection of a basis is typically a heuristic endeavor conducted by the engineer.
In some instances, the dynamic structure is known beforehand, e.g., general
parameterized equations of motion. However, if the engineer hopes to apply
any adaptive methodology to more exotic and unfamiliar settings, fully general
bases must be used. The resulting performance of an agent after this selection
informs the engineer if this basis was appropriate. It may be possible to remove
the engineer from this loop by automating changes in basis complexity.
The methodologies available for optimization are determined by the basis
and parameter structure chosen, e.g., gradient based or gradient free. Some
representations provide global optimality while others give only limited local
optimality. An agent must thoroughly explore its environment to learn suﬃ-
cient representation. Exploitation applies the best current understanding of the
environment to execute goals. Exploration is typically a contradictory goal to
exploitation. Optimization can be conducted both online with a physical system
and oine with a simulated model. Reaching an objective on the ﬁrst try may
not be possible. If failure is allowed, the system can be reset, and parameter
optimization can continue with trial and error learning.
A holistic approach is to consider parameterizing everything. The same basis
can be applied across all three cases, and if the basis is chosen carefully, it can
even be treated as a state. These are the ideas that led to the results of chapter
8. For example, consider the integral value V = x¯ᵀ(x)Px¯(x) parameterized by
P  0 and the policy u = −Kx¯(x) parameterized by K. If ˙¯x is a linear system
with reward v = 12 x¯
ᵀQ¯x¯+ 12u
ᵀRu, then P and K can be found with the solution
to the linear-quadratic regulator.
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CHAPTER 3
Intro to Optimal Control
3.1 Inception
Consider a deterministic state derivative model
x˙(t) = q(t, x(t), u(t)), (3.1)
where a ﬁxed point x(ti) determines a speciﬁc trajectory. Consider the cost
V (u) =
∫ t2
t1
v(t, x(t), u(t))dt. (3.2)
The problem formulation is to optimize (3.2) subject to (3.1) with speciﬁed
boundary conditions. This can be accomplished with a ﬁrst-order necessary
condition that provides a ﬁnite collection of parametric solutions from an inﬁnite
set of possible solutions. A minimal or maximal solution can be characterized by
an appropriate selection of v, e.g., positive deﬁnite v are used for minimization,
and negative deﬁnite v are used for maximization.
This is an optimization problem over `(x)× `(u) continuous functions. These
functions could be represented by an inﬁnite number of parameters. Consider
an inﬁnite vector of basis functions that represent a desired function space. The
optimal solutions, given by x∗(t) = x(t|θ∗) and u∗(t) = u(t|θ∗), have inﬁnite
parameterization.
Example 3.1.1. Let `(x) = `(u) = 1, θ ∈ C2×∞, and j := √−1.
A complex exponential basis could be used with
x(t|θ) =
∑+∞
i=−∞ θ1,i exp (2piijt/(t2 − t1)) ,
u(t|θ) =
∑+∞
i=−∞ θ2,i exp (2piijt/(t2 − t1)) .
Example 3.1.2. Let `(x) = `(u) = 1 and θ ∈ R2×∞.
A polynomial basis could be used with
x(t|θ) =
∑∞
i=0
θ1,i(t− t1)i/i!,
u(t|θ) =
∑∞
i=0
θ2,i(t− t1)i/i!.
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With ~θ ∈ F∞, the problem is expressed as an inﬁnite-dimensional optimization
min
θ
V (θ) =
∫ t2
t1
v(t, x(t|θ), u(t|θ))dt, (3.3)
such that x˙(t|θ) = q(t, x(t|θ), u(t|θ)), (3.4)
One possible solution is to truncate the parameters to a ﬁnite approximation.
This solution is computationally expensive and inelegant. There are several
ways to reformulate this problem into a ﬁnite-dimensional optimization, e.g.,
the calculus of variations, Hilbert space methods, dynamic programming, and
dual space methods. All of these methods are intimately related to each other.
3.2 The Calculus of Variations
Consider the optimal curve x∗(t) shown in ﬁgure 3.1 connecting the speciﬁed
points {t1, x(t1)} and {t2, x(t2)}. Now, consider the family of perturbed curves
x(t|θ) parameterized by the scalar θ ∈ R with x(t|0) = x∗(t). This perturbed
curve can be expressed as a Taylor expansion about θ = 0 at a ﬁxed time t with
x(t|θ) = x∗(t) +
∑∞
i=1
(θi/i!)
(
Diθ(x(t|θ))
)
θ→0 . (3.5)
With θ ∈ R, the problem statement of (3.3)(3.4) can be expressed as a one-
dimensional optimization problem. By construction, the minimum is at θ = 0.
Deﬁnition 3.2.1. With δ1 = δ and δ0 = 1 (identity), deﬁne the variation
operator [20]
δi( · ) := (Diθ( · ))θ→0, (3.6)
 
 
𝑥ሺ𝑡1ሻ  
𝑥ሺ𝑡2ሻ 
𝑡1 𝑡2 
𝑥∗ሺ𝑡ሻ 
𝑥ሺ𝑡|𝜃ሻ 
Figure 3.1: This ﬁgure depicts perturbation of an optimal solution trajectory.
The optimal trajectory is x∗(t) = x(t|0), and the sub-optimal trajectory is given
by x(t|θ) with θ 6= 0. The boundary conditions are given by ﬁxed initial and
terminal time {t1, t2} as well as ﬁxed initial and terminal state {x(t1), x(t2)}.
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Using the variation operator, (3.5) can be written more compactly as
x(t|θ) = x∗(t) +
∞∑
i=1
θi
i!
δix. (3.7)
Result 3.2.1. The ﬁrst-order necessary condition of optimality [21, p. 13]
comes from the Taylor expansion of V (θ), which is given by
V (θ) = V (0) + θδV +
∞∑
i=2
(
δiV
i!
)
θi, θ > 0,
where V (0) = V ∗. For V ∗ to be a minimum, it must be true that
V ∗ ≤ V (θ), ∀θ > 0.
Subtract V ∗ from both sides, divide by θ, and solve for δV to get
δV ≥ −
∞∑
i=2
(
δiV
i!
)
θi−1, ∀θ > 0.
Taking θ → 0 gives δV ≥ 0 (depicted in ﬁgure 3.2). Repeating this with θ < 0
gives δV ≤ 0. If θ can be positive or negative, δV = 0 (depicted in ﬁgure 3.3).
 
𝜃 
𝑉ሺ𝜃ሻ 
𝑉∗ 
  
Figure 3.2: The ﬁrst-order necessary condition for θ ∈ R, θ ≥ 0 is δV ≥ 0.
 
  
𝜃 
𝑉ሺ𝜃ሻ 
𝑉∗ + 𝜃𝛿𝑉 
Figure 3.3: The ﬁrst-order necessary condition of V (θ) for θ ∈ R is δV = 0.
Result 3.2.2. Consider the optimization problem
min
θ∈R
v(θ) (3.8)
such that f(θ) = 0. (3.9)
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This is equivalent to (ﬁgure 3.4)
min
θ∈R
v′(θ) = v(θ) + pᵀf(θ), (3.10)
such that f(θ) = 0, (3.11)
where p is a Lagrange multiplier [22, p. 53]. If the optimum value occurs at
θ = 0, and v and f are both diﬀerentiable in θ, the problem further reduces to
δv + pᵀδf = 0, (3.12)
f(0) = 0. (3.13)
Equation (3.12) requires a regularity condition that δv can be constructed from
a linear combination of δf .
 
𝑣ሺ𝜃ሻ 
𝑓ሺ𝜃ሻ 
𝑣∗ 
𝑣′  
Figure 3.4: Minimizing v(θ) with constraint f(θ) = 0 is equivalent to min-
imizing the line v′(θ) − pᵀf(θ) at f(θ) = 0, which is the same as minimizing
v′(θ) at f(θ) = 0.
Result 3.2.3. The ﬁrst-order necessary condition is δV = 0 (see result 3.2.1)
subject to the constraint (3.4), which can be rewritten as
f(t|θ) := x˙(t|θ)− q(t, x(t|θ), u(t|θ)) = 0`(x). (3.14)
For any ﬁxed time t, (3.3)(3.4) is a Lagrange multiplier problem in θ (see re-
sult 3.2.2). Therefore, the constraint equation f(t|θ) can be combined with (3.3)
(at ﬁxed time t) to get the augmented Lagrange equation v(t|θ) + pᵀ(t)f(t|θ),
where p(t) ∈ R`(x) is a Lagrange multiplier that will also be referred to as the
costate. The ﬁrst-order variation, subject to constraint (3.14), becomes
δV = δ
∫ t2
t1
v(t|θ) + pᵀ(t)f(t|θ)dt
=
∫ t2
t1
(δv(t, x(t|θ), u(t|θ)) + δ (pᵀ(t) (q (t, x(t|θ), u(t|θ)))− x˙(t|θ))) dt
=
∫ t2
t1
(vxδx+ vuδu+ p
ᵀqxδx+ pᵀquδu− pᵀδx˙) dt. (3.15)
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The variation of x˙(t|θ) is
δx˙ = (Dθ (Dt(x(t|θ))))θ→0
= Dt(δx).
Now, pᵀδx˙ can be rewritten with the product rule
Dt(p
ᵀδx) = p˙ᵀδx+ pᵀDt(δx).
Putting this back under the integral gives∫ t2
t1
−pᵀδx˙ dt =
∫ t2
t1
p˙ᵀδx dt− ((pᵀ(t)δx(t))t→t2 − (pᵀ(t)δx(t))t→t1) . (3.16)
Looking at (3.7), the only way that x(t1|θ) and x(t2|θ) can be equal to x∗(t1)
and x∗(t2) for all possible θ is
δix(t1|θ) = δix(t2|θ) = 0`(x), ∀i ∈ N. (3.17)
Combining (3.16) and (3.17) gives∫ t2
t1
−pᵀδx˙ dt =
∫ t2
t1
p˙ᵀδx dt.
When combined with (3.15), this gives
δV =
∫ t2
t1
((v + pᵀq)x + p˙
ᵀ) δx dt+
∫ t2
t1
(v + pᵀq)u δu dt. (3.18)
Deﬁnition 3.2.2. A function f(t) is identically equal to zero if it equals zero
over a speciﬁed interval of t. This is denoted f(t) ≡ 0 for t ∈ T and implies
Ditf = 0, ∀i ∈ N.
Result 3.2.4. The perturbations δx and δu are both arbitrary functions of time.
Therefore, for T = {t ∈ R : t1 ≤ t ≤ t2}, setting (3.18) equal to zero gives
(v + pᵀq)x + p˙
ᵀ≡ 01×`(x), (3.19)
(v + pᵀq)u≡ 01×`(u). (3.20)
3.3 The Minimum Principle
Deﬁnition 3.3.1. Deﬁne the Hamiltonian [23, p. 48]
h := v + pᵀq. (3.21)
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Equation (3.18) becomes
δV (θ) =
∫ t2
t1
((hx + p˙
ᵀ) δx+ huδu) dt. (3.22)
To obtain δV = 0, the argument inside the integral must be identically equal to
zero. The term factored in front of δx vanishes with the selection of
p˙∗(t) = − (hᵀx)∗, (3.23)
where ( ·)∗ denotes optimal evaluation, i.e., h∗(t) := h(t, x∗(t), p∗(t), u∗(t)). The
optimal state derivative can also be computed from h with
x˙∗(t) = +
(
hᵀp
)∗
. (3.24)
In (3.22), the term hu in front of δu vanishes everywhere h is continuous and
optimal in u. This motivates the following principle.
Result 3.3.1. The minimum principle claims
u∗(t) = argmin
u
h (t, x∗(t), p∗(t), u), (3.25)
where x˙∗ is computed with (3.23) and p˙∗ is computed with (3.24). This result
holds without requiring diﬀerentiation of h with respect to u [22, ch. 4].
It is possible to reduce the set of candidate solutions by solving δ2V (θ) ≥ 0.
In general, the second variation is harder to compute because it is no longer
possible to integrate by parts. If h is twice diﬀerentiable, a necessary but not
suﬃcient condition is
(
∂2uh
)∗ ≥ 0. (3.26)
 
 
𝑥ሺ𝑡1ሻ 
𝑡1 𝑡2 
𝑥∗ሺ𝑡ሻ 
𝑥ሺ𝑡|𝜃ሻ 
 
𝑥ሺ𝑡2|𝜃ሻ 
𝑥∗ሺ𝑡2ሻ 
Figure 3.5: Perturbation can be computed with free terminal state.
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3.4 Free Boundary Conditions
The boundary conditions in the previous formulation were speciﬁed to be x∗(t1)
and x∗(t2). Now, consider unspeciﬁed boundary conditions (depicted in ﬁgure
3.5). Extension of the main result above is very straightforward. Return to
(3.16). For every value xi1(t1) and xi2(t2) that is not speciﬁed, it is no longer
true that δxi1(t1) and δxi2(t2) are zero. In fact, they can now take on arbitrary
values. Thus, the ﬁrst variation becomes
δV (θ) =
∫ t2
t1
((hx + p˙
ᵀ) δx+ huδu) dt
+
∑
i1
pᵀi1(t1)δxi1(t1)1(xi1(t1) is free)
−
∑
i2
pᵀi2(t2)δxi2(t2)1(xi2(t2) is free),
and the corresponding value of pi1(t1) or pi2(t2) must be zero.
Result 3.4.1. The costate boundary conditions are
pi1(t1)= 0 if xi1(t1) free, (3.27)
pi2(t2)= 0 if xi2(t2) free. (3.28)
3.5 Free Initial and Terminal Time
 
𝑥ሺ𝑡1ሻ 
𝑡1 𝑡2
∗ 
𝑥∗ሺ𝑡ሻ 
𝑥ሺ𝑡|𝜃ሻ 
𝑡2ሺ𝜃ሻ
+ 𝜏ሺΘሻ 
 
 
Figure 3.6: Perturbation can be computed with free terminal time.
Consider the case when the terminal time is not speciﬁed [24, p. 296] and
must be optimized along with x(t|θ) as shown in ﬁgure 3.6. A perturbation of
the temporal limit is given by
τi(θ) := ti(θ)− t∗i =
∞∑
i′=1
(
δi
′
ti(θ)
i′!
)
θi
′
. (3.29)
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Returning to (3.15), and using the deﬁnition of h, the perturbed temporal
model becomes
δV = δ
(∫ t2(θ)
t1(θ)
h(t|θ)dt
)
= δ
(∫ t∗2
t∗1
h(t|θ)dt
)
+ δ
(∫ t∗2+τ2(θ)
t∗2
h(t|θ)dt
)
− δ
(∫ t∗1+τ1(θ)
t∗1
h(t|θ)dt
)
≈ δ
(∫ t∗2
t∗1
h(t|θ)dt
)
+ δ (τ2(θ)h (t
∗
2|θ))− δ (τ1(θ)h (t∗1|θ))
= δ
(∫ t∗2
t∗1
h(t|θ)dt
)
+ δt2h
∗(t∗2)1(t2 is free)− δt1h∗(t∗1)1(t1 is free), (3.30)
where
δ (τi(θ)h (t
∗
i |θ)) = h (t∗i |0) δτi(θ) + τi(0)δh (t∗i |θ) ,
τi(0) = 0 by construction, and δti = δτi(θ).
Result 3.5.1. The variation δti can take on arbitrary values. Therefore,
h∗ (t∗i ) = 0 if ti free. (3.31)
The sign in (3.30) will be important in the following sections.
3.6 Initial and Terminal Cost
Consider adding a terminal cost to the free initial and terminal time problem,
V (θ) =
∫ t2(θ)
t1(θ)
h(t, x(t|θ), u(t|θ))dt
+ v′ (t1(θ), x(t1(θ)|θ), t2(θ), x(t2(θ)|θ)) . (3.32)
The variation on this terminal cost will be
δv′ =
(
∂v′
∂t1
δt1 +
∂v′
∂x(t1)
δx(t1) +
∂v′
∂t2
δt2 +
∂v′
∂x(t2)
δx(t2)
)∗
,
where (·)∗ denotes evaluation at optimal boundary values {t∗1, x∗(t∗1), t∗2, x∗ (t∗2)}.
Again δxi1(t
∗
1) and δxi2(t
∗
2) takes on arbitrary values whenever xi1(t
∗
1) and
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xi2(t
∗
2) are not speciﬁed. Thus, the ﬁrst variation is given by
δV (θ) =
∫ t2
t1
((hx + p˙
ᵀ) δx+ huδu) dt (3.33)
+ (∂t1v
′ − h(t1))∗ δt11(t1 is free)
+ (∂t2v
′ + h(t2))
∗
δt21(t2 is free)
+
∑
i1
(
∂v′
∂xi1(t1)
+ pi1(t1)
)∗
δxi1(t
∗
1)1(xi1(t
∗
1) is free)
+
∑
i2
(
∂v′
∂xi2(t2)
− pi2(t2)
)∗
δxi2(t
∗
2)1(xi2(t
∗
2) is free).
Result 3.6.1. The boundary conditions with terminal cost are given by
0 = (∂t1v
′ − h(t1))∗ if t1 free, (3.34)
0 = (∂t2v
′ + h(t2))
∗
if t2 free, (3.35)
0 =
(
∂v′
∂xi1(t1)
+ pi1(t1)
)∗
if xi1(t1) free, (3.36)
0 =
(
∂v′
∂xi2(t2)
− pi2(t2)
)∗
if xi2(t2) free. (3.37)
3.7 Generalized Boundary Conditions
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∗ 𝑡2ሺ𝜃ሻ 
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𝑥∗ሺ𝑡ሻ 
𝑡1
∗ 
𝑓′ = 0  
 
𝑡1ሺ𝜃ሻ 
 
Figure 3.7: Perturbation can be computed with initial and terminal boundary
conditions constrained by a target set given by f ′ = 0.
It is possible to provide algebraic constraints on the initial time and state,
as well as terminal time and state with a moving target set [24, p. 297]. This
scenario is depicted in ﬁgure 3.7. Constrained target sets will require the use of
additional Lagrange multipliers. Consider the algebraic constraint equation
f ′(t1(θ), x(t1(θ)|θ), t2(θ), x(t2(θ)|θ)) = 0`(f ′).
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The constraints are added to the terminal cost with Lagrange multipliers of
p′ ∈ R`(f ′). The cost function given by (3.32) becomes
V (θ) =
∫ t2(θ)
t1(θ)
h(θ)dt+ (v′(θ) + p′ᵀf ′(θ)) . (3.38)
The ﬁrst variation of f ′ is given by
δf ′ =
(
∂f ′
∂t2
δt2 +
∂f ′
∂x(t1)
δx(t1) +
∂f ′
∂t2
δt2 +
∂f ′
∂x(t2)
δx(t2)
)∗
,
where ( · )∗ denotes evaluation at optimal boundary values {t∗1, x∗(t1), t∗2, x∗ (t∗2)}.
The constraint equations boundary values must be consistent. There is also a
regularity condition that δf ′ produces `(f ′) linearly independent equations.
Consider the Hamiltonian h = v + pᵀq, with unspeciﬁed initial and terminal
states xi1(t1) or xi2(t2), variable initial and terminal times t1 or t2, initial and
terminal penalty v′, and initial and terminal boundary constraints f ′. The ﬁrst
variation is given by
δV (θ) =
∫ t2
t1
((hx + p˙) δx+ huδu) dt
+ (∂t1 (v
′ + pᵀf ′)− h(t1))∗ δt11(t1 is free)
+ (∂t2 (v
′ + pᵀf ′) + h(t2))
∗
δt21(t2 is free)
+
∑
i1
(
∂xi1 (t1) (v
′ + pᵀf ′) + pi1(t1)
)∗
δxi1(t
∗
1)1(xi1(t
∗
1) is free)
+
∑
i2
(
∂xi2 (t2) (v
′ + pᵀf ′)− pi2(t2)
)∗
δxi2(t
∗
2)1(xi2(t
∗
2) is free).
Result 3.7.1. With p∗(t) given by (3.23), x∗(t) given by (3.24), and u∗(t) given
by (3.25), the optimal boundary conditions become
0 = (∂t1 (v
′ + pᵀf ′)− h(t1))∗ if t1 free, (3.39)
0 = (∂t2 (v
′ + pᵀf ′) + h(t2))
∗
if t2 free, (3.40)
0 =
(
∂xi1 (t1) (v
′ + pᵀf ′) + pi1(t1)
)∗
if xi1(t1) free, (3.41)
0 =
(
∂xi2 (t2) (v
′ + pᵀf ′)− pi2(t2)
)∗
if xi2(t2) free, (3.42)
0 = f ′(t∗1, x
∗(t∗1), t
∗
2, x
∗(t∗2)). (3.43)
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3.8 The Euler-Lagrange Equation
The Euler-Lagrange equation [25, p. 211] provides the ﬁrst-order necessary con-
dition of optimality for
V ∗ = min
y∈C1(T )
(∫ t2
t1
v (t, y(t), y˙(t)) dt
)
, y(t) ∈ R1. (3.44)
Result 3.8.1. The ﬁrst-order necessary condition of (3.44) is Dtvy˙ = vy.
Proof. This is easily shown with integration by parts using
δV =
∫ t2
t1
(vyδy + vy˙δy˙)dt
=
∫ t2
t1
((vy − Dtvy˙)δy)dt+ (vy˙(τ)δy(τ))τ→t2 − (vy˙(τ)δy(τ))τ→t1 .
If δV = 0, the argument inside the integral implies vy − Dtvy˙ ≡ 0.
Problem (3.44) can be restated in the form of (3.3)(3.4) by setting x(t) = y(t)
and u(t) = y˙(t). This gives
x˙ : = u(t),
h : = v(t, x(t), u(t)) + pᵀ(t)u(t).
Problem (3.44) can now be solved with the minimum principle. It is important
to note that, if the minimum principle is used, continuity of u is not required.
This reformulation could produce a stronger minimum by allowing y˙(t) to be
discontinuous. However, y ∈ C1(T ) may have been a desired constraint.
It is also possible to solve the Euler-Lagrange equation for i piecewise dis-
continuities using the Weierstrass-Erdmann corner conditions [22, p. 75], sifting
through i ≥ 1 until a minimum is found. There is, however, no upper bound on
i, which means there may be countably inﬁnite discontinuities.
Higher-order forms of the Euler-Lagrange equation exist, and they can be
solved using the same tools. The mth order Euler-Lagrange equation ﬁnds an
optimal y(t) to the cost
V =
∫ t2
t1
v
(
t, {Dity}mi=0
)
dt, m > 1. (3.45)
This can be reformulated with u(t) = Dmt y and x ∈ Rnm, with n = `(y), using
xᵀ(t) :=
[
D0ty
ᵀ D1ty
ᵀ D2ty
ᵀ · · · Dm−1t yᵀ
]
. (3.46)
The solution can be found with the minimum principle, or it can be directly
obtained through repeated integration by parts.
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3.9 Dynamic Programming
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Figure 3.8: An optimal path on the interval {t ∈ R : t1 ≤ t ≤ t2} can be split
into two optimal paths, one shown in orange on {t ∈ R : t1 ≤ t ≤ t1 + ∆t} and
the other shown in blue on {t ∈ R : t1 + ∆t ≤ t ≤ t2}.
The principle of dynamic programming [26] states that all sub-paths of an op-
timal path are optimal. This is depicted in ﬁgure 3.8. For the time interval
T = {t ∈ R : t1 ≤ t ≤ t2}, optimality is given with
V ∗ (t1, x(t1)) =min
u
(∫ t2
t1
v (t, x∗(t), u(t)) dt
)
, (3.47)
such that x˙∗(t) = q (t, x∗(t), u(t)) ,
and the optimal value is given by v∗(t) := v (t, x∗(t), u∗(t)). Select the sub-path
on T ′ = {t ∈ R : t1 ≤ t ≤ t1 + ∆t}. The integral value can be partitioned into
two separate paths with
V ∗ (t1, x(t1)) =
∫ t2
t1
v∗(t)dt
=
∫ t1+∆t
t1
v∗(t)dt+
∫ t2
t1+∆t
v∗(t)dt. (3.48)
For small ∆t the ﬁrst term becomes∫ t1+∆t
t∗1
v∗(t)dt ≈ v∗ (t1) ∆t.
The second term is∫ t2
t1+∆t
v∗(t)dt = V ∗ (t1 + ∆t, x∗ (t1 + ∆t)) .
The ﬁrst-order Taylor expansion of this term is
V ∗ (t1 + ∆t, x∗ (t1 + ∆t)) ≈ V ∗ (t1, x(t1)) + (V ∗t )t→t1 ∆t
+ (Vx)
∗
t→t1 (x
∗ (t1 + ∆t)− x∗ (t1)) .
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Putting this all together, (3.48) becomes
V ∗ (t1, x(t1)) ≈ V ∗ (t1, x(t1))
+ v∗ (t1) ∆t+ (V ∗t )t→t1 ∆t+ (Vx)
∗
t→t1 (x
∗ (t1 + ∆t)− x∗ (t1)) .
Subtracting V ∗ (t1, x(t1)) from both sides, dividing by ∆t, and taking the limit
as ∆t→ 0 gives
0 = v∗ (t1) + (V ∗t )t→t1 + (Vx)
∗
t→t1 lim∆t→0
(
x∗ (t1 + ∆t)− x∗ (t1)
∆t
)
.
The limit converges to x˙∗(t1). Thus,
− (V ∗t )t→t1 = v∗ (t1, x∗ (t1) , u∗ (t1)) + (Vx)
∗
t→t1 q (t1, x
∗ (t1) , u∗ (t1))
= min
u
(
v (u|t1, x∗ (t1)) + (Vx)∗ q (u|t1, x∗ (t1))
)
t→t1 . (3.49)
Result 3.9.1. This limit of (3.49) holds for any arbitrary t1 and x(t1).
Therefore, for each ﬁxed t ∈ T and x(t),
−V ∗t = min
u
(v + V ∗x q). (3.50)
This is the Hamilton-Jacobi-Bellman equation [22, p. 162].
Result 3.9.2. The right hand side of (3.50) looks similar to the Hamiltonian
(3.21) found from the calculus of variations, thus motivating the relationship
p∗ᵀ(t) = V ∗x . (3.51)
Result 3.9.3. With (3.51), (3.50) becomes
−V ∗t = min
u
h(u) = h∗. (3.52)
Taking the derivative of (3.51) gives
p˙∗ᵀ(t) = DtV ∗x (3.53)
= −∂x (−V ∗t ) (3.54)
= −h∗x∗ , (3.55)
which gives the same result as (3.23) found with the calculus of variations.
Solving (3.50) will give
u∗(t) = u∗ (t, x∗, V ∗x (t, x
∗)),
which now has explicit dependence on x∗. This is the major trade-oﬀ to dynamic
programming. The control u is now solved as a function of both time and state,
making it more robust to discrepancies between the model and reality.
43
Calculating control with explicit state dependence comes at a computational
cost. The calculus of variations approach produces ordinary diﬀerential equa-
tions while the dynamic programming approach produces partial diﬀerential
equations. It is important to note that the optimal boundary conditions given
in (3.39)(3.43) still apply.
3.10 The Linear-Quadratic Regulator
The linear-quadratic regulator is a speciﬁc dynamic programming solution to a
commonly encountered class of problems. Consider the quadratic cost
v =
1
2
xᵀQx+
1
2
uᵀRu, (3.56)
with Q  0 and R  0, and consider the linear system x˙ = Ax + Bu with
x ∈ R`(x) and u ∈ R`(u). The Hamiltonian (3.21) is given by
h =
1
2
xᵀQx+
1
2
uᵀRu+ pᵀ(Ax+Bu). (3.57)
Equation (3.25) gives
h∗u = (Ru
∗ +Bᵀp∗)ᵀ = 01×`(u), (3.58)
which gives
u∗ = −R−1Bᵀp∗. (3.59)
Result 3.10.1. Suppose the solution to h∗ = 0 is a linear state feedback control
of the form u∗ = K∗(t)x∗. Using the dynamic programming formulation, this
would give an integral cost function of the form
V ∗ (t, x∗) =
1
2
x∗ᵀP (t)x∗. (3.60)
Result 3.10.2. From the assumption of (3.60)
p∗= V ∗ᵀx (3.61)
= P (t)x∗, (3.62)
and
p˙∗ = DtV ∗ᵀx (3.63)
= P˙ (t)x∗ + P (t)x˙∗. (3.64)
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Equation (3.23) gives
p˙∗ = −h∗ᵀx (3.65)
= −Qx∗ −Aᵀp∗. (3.66)
Combining (3.63) and (3.66) gives
−P˙ (t)x∗ = Qx∗ +Aᵀp∗ + P (t)x˙∗
= Qx∗ +Aᵀp∗ + P (t) (Ax∗ +Bu∗)
= Qx∗ +Aᵀp∗ + P (t)
(
Ax∗ −BR−1Bᵀp∗)
= Qx∗ +AᵀP (t)x∗ + P (t)Ax∗ − P (t)BR−1BᵀP (t)x∗.
This equation must hold for all x∗.
Result 3.10.3. Plugging p∗ back into (3.59), the control input is given by
u∗ = −K∗(t)x∗, (3.67)
with
K∗(t) = R−1BᵀP (t), (3.68)
where P (t) solves the Riccati diﬀerential equation
−P˙ (t) = Q+AᵀP (t) + P (t)A− P (t)BR−1BᵀP (t). (3.69)
Result 3.10.4. Transposing (3.69) shows P = P ᵀ since Q = Qᵀ and R = Rᵀ.
3.11 The Hamiltonian Solution
To solve (3.69), consider the matrix product
P (t) = f2(t)f
−1
1 (t), (3.70)
and compute
Dt(f2f
−1
1 ) = f˙2f
−1
1 + f2Dt(f
−1
1 ),
where (A.93) gives
Dt(f
−1
1 ) = −f−11 f˙1f−11 .
Therefore,
Dt(f2f
−1
1 ) = f˙2f
−1
1 − f2f−11 f˙1f−11 . (3.71)
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Postulate that f2(t) and f1(t) are generated from the linear system[
f˙1
f˙2
]
=
[
H1,1 H1,2
H2,1 H2,2
][
f1
f2
]
. (3.72)
Substituting the Hamiltonian matrix [22, p. 182],
H :=
[
+A −BR−1Bᵀ
−Q −Aᵀ
]
, (3.73)
into (3.72) and (3.71) gives
−P˙ = −Dt(f2f−11 )
= −(H2,1f1 +H2,2f2)f−11 + f2f−11 (H1,1f1 +H1,2f2)f−11
= − (−Qf1 −Aᵀf2) f−11 + f2f−11
(
Af1 −BR−1Bᵀf2
)
f−11
= Q+AᵀP + PA− PBR−1BᵀP,
which matches (3.69). The problem has been reduced to solving an ordinary
diﬀerential equation. The solution to (3.72) can now be found with the terminal
boundary conditions of section 3.7.
3.12 Symmetry of the Hamiltonian Matrix
Consider the full-rank matrix
T =
[
0 +In
−In 0
]
⇔ T−1 =
[
0 −In
+In 0
]
.
The Hamiltonian matrix can be transformed with
THT−1 = −Hᵀ,
which establishes the eigenvalue relationships [27, p. 200]
det(λI2n −H) = det(T (λI2n −H)T−1)
= det(λI2n +H
ᵀ)
= det((−1)(−λI2n −Hᵀ))
= (−1)2n det((−λ)I2n −H).
Result 3.12.1. The eigenvalues of the Hamiltonian matrix are symmetric about
the imaginary axis. Further, since H ∈ R2n×2n, every complex eigenvalue will
have a conjugate. Therefore, if λi ∈ eig(H), then {−λi,+λci ,−λci} ∈ eig(H).
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3.13 Inﬁnite Horizon Linear-Quadratic Regulator
The inﬁnite horizon linear-quadratic cost is given by
V = lim
t2→∞
1
2
∫ t2
t1
(xᵀQx+ uᵀRu)dt. (3.74)
For a linear time invariant system, computing the inﬁnite horizon solution gives
optimal control with no explicit dependence on time. This results in closed-loop
state feedback, which is preferred to optimal open-loop solutions.
The inﬁnite horizon costate matrix is given by P (∞) = f2(∞)f−11 (∞), where
f1(∞) and f2(∞) are generated from (3.72) using the Hamiltonian matrix (3.73).
If there are no eigenvalues on the imaginary axis, section 3.12 shows the Hamil-
tonian matrix will have half of its eigenvalues in the left half-plane and half of its
eigenvalues in the right half-plane. With n = `(x) and H ∈ R2n×2n, eigenvalue
decomposition gives {T,Λ} = eig(H). This is a solution to the block product[
+A −BR−1Bᵀ
−Q −Aᵀ
][
T1,1 T1,2
T2,1 T2,2
]
=
[
T1,1 T1,2
T2,1 T2,2
][
−Λ 0
0 +Λ
]
, (3.75)
where re(Λ)  0, Λ = diag(λ), and λ is sorted from largest real component to
smallest real component. The eigenvectors corresponding to the left half-plane
are stacked column-wise into T•,1 ∈ C2n×n with T1,1 ∈ Cn×n and T2,1 ∈ Cn×n.
The top-left block product and bottom-left block product in (3.75) give
AT1,1 −BR−1BᵀT2,1 = −T1,1Λ, (3.76)
−QT1,1 −AᵀT2,1 = −T2,1Λ. (3.77)
Result 3.13.1. If T−11,1 exists, then (3.76) gives
(A−BR−1BᵀT2,1T−11,1︸ ︷︷ ︸
K
)T1,1 = −T1,1Λ, (3.78)
with
K = R−1Bᵀ T2,1T−11,1︸ ︷︷ ︸
P
. (3.79)
From (3.78), the eigenvalues and eigenvectors of the closed-loop system are
{−Λ, T1,1} = eig(A−BK). (3.80)
Result 3.13.2. Let K be computed with (3.79).
If λmax(A−BK) < 0, then λmax(A− αBK) < 0 for α > 1/2 [18, p. 527].
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Result 3.13.3. Equations (3.68) and (3.79) give
P = T2,1T
−1
1,1 . (3.81)
The inﬁnite horizon costate matrix is constant. Therefore, P˙ → 0 as t → ∞,
and (3.69) becomes the algebraic Riccati equation
0 = Q+AᵀP + PA− PBR−1BᵀP . (3.82)
Result 3.13.4. If T−12,1 exists, then (3.77) can be expressed as
(−QT1,1T−12,1 −Aᵀ)T2,1 = −T2,1Λ, (3.83)
where T1,1T
−1
2,1 = P
−1. This gives
{−Λ, T2,1} = eig(−QP−1 −Aᵀ). (3.84)
Note thatQ can be replaced byQ = CᵀΣ−1y C, or {C,Σy} = {rrs(Q),psv−1(Q)}
can be computed from Q. Detectability of {A,C} is equivalent to detectability
of {A,Q}. As long as {A, lrs(B)} is stabilizable and {A, rrs(C)} is detectable,
an optimal solution exists [27, p. 201].
Deﬁnition 3.13.1. The lqr function computes the solution to the inﬁnite hori-
zon linear-quadratic regulator
{K,P} = lqr(A,B,Q,R). (3.85)
The costate matrix solves (3.82) and is computed with P = T2,1T
−1
1,1 using the
block eigenvectors of (3.75). If {A,B} is stabilizable and {A,Q} is detectable,
the optimal linear state feedback is given by u = −Kx, where K = R−1BᵀP .
The lqr function is deﬁned in MATLAB.
MATLAB
function [K,P]=lqr(A,B,Q,R)
n=length(A);
H=[A,-B*R^-1*B';-Q,-A'];
[V,D]=eig(H);
[values,index]=sort(real(diag(D)));
T11=V(1:n,index(1:n));
T21=V(n+1:2*n,index(1:n));
P=real(T21*T11^-1);
K=R^-1*B'*P;
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3.14 Pseudo-Solution
If any of the eigenvalues of H have a real component on the imaginary axis,
then an inverse may not exist for T1,1 or T2,1. This can cause (3.81) to become
singular. A pseudoinverse can be used to compute a projection that recovers
the negative eigenvalues. See [28], [29], [18, p. 533] and section 4.23 for detailed
discussions on isolating desired eigenvalues with projection. Systems with sinu-
soidal or constant disturbance will have bounded closed-loop feedback.
Result 3.14.1. Using T1,1, T2,1, and Λ from 3.75, choose K
′ := R−1BᵀT2,1T+1,1,
and P ′ := T2,1T+1,1. The resulting closed-loop eigenvalues are given by
eig(A−BK ′) = eig (−rrscᵀ(T1,1)Λ rrs(T1,1)) ∪ eig (lnscᵀ(T1,1)A lns(T1,1)) .
Proof. Multiply T+1,1 to the right side of (3.76) and add and subtract A to get
A−BK ′ = A−BR−1BᵀT2,1T+1,1 (3.86)
= −T1,1ΛT+1,1 +A(I− T1,1T+1,1). (3.87)
Left multiply (3.87) by lscᵀ(T1,1) and right multiply by ls(T1,1) to get
eig(A−BK ′) = eig(lscᵀ(T1,1)(A−BK ′)ls(T1,1))
= eig
([
T ′1,1 T
′
1,2
T ′2,1 T
′
2,2
])
,
where
T ′1,1 = lrs
cᵀ(T1,1)(−T1,1ΛT+1,1 +A lns(T1,1)lnscᵀ(T1,1))lrs(T1,1)
= −psv(T1,1)rrscᵀ(T1,1)Λ rrs(T1,1)psv−1(T1,1),
T ′2,1 = lns
cᵀ(T1,1)(−T1,1ΛT+1,1 +A lns(T1,1)lnscᵀ(T1,1))lrs(T1,1)= 0,
T ′2,2 = lns
cᵀ(T1,1)(−T1,1ΛT+1,1 +A lns(T1,1)lnscᵀ(T1,1))lns(T1,1)
= lnscᵀ(T1,1)A lns(T1,1).
Deﬁnition 3.14.1. The plqr function computes the pseudo-solution for the
inﬁnite horizon linear-quadratic regulator
{K ′, P ′} = plqr(A,B,Q,R), (3.88)
where P ′ = T2,1 T+1,1 and K
′ = R−1BᵀP ′. This equation projects the optimal
feedback along the stabilizable and detectable subspace and can be applied to
systems with uncontrollable or unobservable eigenvalues on the imaginary axis.
See section A.33 for deﬁnitions of ( ·)+. The pseudoinverse is deﬁned in MATLAB
with the function handle pinv [30].
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MATLAB
function [K,P]=plqr(A,B,Q,R)
n=length(A);
H=[A,-B*R^-1*B';-Q,-A'];
[V,D]=eig(H);
[values,index]=sort(real(diag(D)));
T11=V(1:n,index(1:n));
T21=V(n+1:2*n,index(1:n));
P=real(T21*pinv(T11));
K=R^-1*B'*P;
3.15 Reciprocal Algebraic Riccati Equation
If P is full rank, (3.82) can be pre and post multiplied by P−1 to get
P−1(Q+AᵀP + PA− PBR−1BᵀP )P−1 = 0.
Multiplying by −1 gives
(BR−1Bᵀ)︸ ︷︷ ︸
Q′
+P−1︸︷︷︸
P ′
(−Aᵀ)︸ ︷︷ ︸
A′
+ (−Aᵀ)ᵀ︸ ︷︷ ︸
A′ᵀ
P−1︸︷︷︸
P ′
−P−1︸︷︷︸
P ′
Q︷ ︸︸ ︷
(lrs(Q)︸ ︷︷ ︸
B′
psv(Q)︸ ︷︷ ︸
R′−1
lrsᵀ(Q)︸ ︷︷ ︸
B′ᵀ
)P−1︸︷︷︸
P ′
= 0.
(3.89)
Result 3.15.1. The solution to (3.89) is {K ′, P ′} = lqr(A′, B′, Q′, R′), where
K ′:= psv(Q)lrsᵀ(Q)P−1, (3.90)
P ′:= P−1, (3.91)
A′:= −Aᵀ, (3.92)
B′:= lrs(Q), (3.93)
Q′:= BR−1Bᵀ, (3.94)
R′:= psv−1(Q). (3.95)
Result 3.15.2. The resulting closed-loop system matrix is
A′ −B′K ′ = −(Aᵀ +QP−1). (3.96)
From the minimum principle, the costate is generated with (3.23) giving
p˙ = −∂ᵀx
(
1
2
xᵀQx+
1
2
uᵀRu+ pᵀ(Ax+Bu)
)
= − (Aᵀ +QP−1) p
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where p(t) = Px(t) gives x(t) = P−1p(t). This is precisely the closed-loop sys-
tem found by the reciprocal algebraic Riccati equation. If x→ 0 exponentially
and P is full rank, then p = Px → 0 exponentially. Looking at the feedback
gain, the costate system can be expressed as
p˙ = −Aᵀp+ lrs(Q)u′, (3.97)
y′ := Bᵀp, (3.98)
u′ := −psv(Q)lrsᵀ(Q)P−1p. (3.99)
where P ′ = P−1 is found from optimizing
V ′ :=
1
2
∫ ∞
t1
(y′ᵀRy′ + u′ᵀpsv−1(Q)u′)dt. (3.100)
If Q = CᵀΣ−1y C, then B
′ = Cᵀ, R′ = Σy, and
p˙ = −Aᵀp+ Cᵀu′,
u′ = −Σ−1y CP−1p.
This shows why detectability of {A,C} is also required. Combining the expres-
sion for x˙∗ and p˙∗ gives the Hamilton matrix with[
x˙∗(t)
p˙∗(t)
]
= H
[
x∗(t)
p∗(t)
]
. (3.101)
Result 3.15.3. The eigenvalues of x˙(x) and p˙(p) are equal with p˙(t) = Px˙(t),
i.e.,
eig(A−BK) = eig(P (A−BK)P−1)
= eig(−Aᵀ −QP−1)
= eig(−A− P−1Q).
Proof. The eigenvalue relationship holds if
P (A−BK)P−1 = −(Aᵀ +QP−1)⇒ Q+AᵀP + PA− PBR−1BᵀP︸ ︷︷ ︸
K
= 0.
Result 3.15.4. Using (A.93), pre and post multiplying P−1(t) to the Riccati
diﬀerential equation of (3.69) gives
P−1P˙P−1 = −Dt(P−1).
This result provides a connection to the optimal state estimator in section 4.10
and the dual system form described in section 4.12.
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3.16 Adding Semi-Quadratic Cost
Semi-quadratic cost can be added with N ∈ R`(x)×`(u) and
v =
1
2
xᵀQx+
1
2
uᵀRu+xᵀNu. (3.102)
Result 3.16.1. Adding this semi-quadratic term to the Hamiltonian in (3.57)
and solving for hu = 0 gives u
∗ = −Kx with
K = R−1(BᵀP+Nᵀ) (3.103)
= R−1BᵀP︸ ︷︷ ︸
K′
+R−1Nᵀ. (3.104)
Evaluating the Hamiltonian at u∗ gives [27, p. 195]
0 = Q+AᵀP + PA− (PB+N)R−1(BᵀP+Nᵀ)
= Q−NR−1Nᵀ︸ ︷︷ ︸
Q′
+ (Aᵀ−NR−1Bᵀ)︸ ︷︷ ︸
A′ᵀ
P + P (A−BR−1Nᵀ)︸ ︷︷ ︸
A′
−PBR−1BᵀP.
The inﬁnite horizon solution can be found with the Hamiltonian matrix
H =
[
+A′ −BR−1Bᵀ
−Q′ −A′ᵀ
]
.
Therefore, Q′  0 implies Q−NR−1Nᵀ  0. The closed-loop system matrix is
A−BK = A−BR−1Nᵀ︸ ︷︷ ︸
A′
+BK ′. (3.105)
Result 3.16.2. Detectability of {A′, Q′} requires detectability of
{A−BR−1Nᵀ, Q−NR−1Nᵀ}.
MATLAB
function [K,P]=plqr(A,B,Q,R,N)
n=length(A);
H=[(A-B*R^-1*N'),-B*R^-1*B';
-(Q-N*R^-1*N'),-(A-B*R^-1*N')'];
[V,D]=eig(H);
[values,index]=sort(real(diag(D)));
T1=V(1:n,index(1:n));
T2=V(n+1:2*n,index(1:n));
P=real(T2*pim(T1));
K=R^-1*(B'*P+N');
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3.17 Linear-Quadratic Regulator Design
The value is an axiom that motivates behavior. Select Q  0 and R  0 that
capture this desired performance. A common choice is something simple like
Q = I`(x) and R = I`(u). It is also useful to reduce the cost function to a single
design variable {α ∈ R : α > 0} with Q′ = αQ. The optimal cost is given by
V ∗ = min
(∫ ∞
t1
αxᵀQx+ uᵀRu dt
)
= α
∥∥∥Q1/2x∗∥∥∥2
L2(T )
+
∥∥∥R1/2u∗∥∥∥2
L2(T )
. (3.106)
For ﬁxed Q and R matrices, increasing α penalizes the states more heavily,
and decreasing it penalizes control action more heavily. This provides a very
intuitive way to tune desired performance within a closed-loop system. Both
[27, p. 204] and [7, p. 457] discuss root locus design of single-input single-output
systems with `(u) = `(y) = 1. If y = Cx, select Q = αCᵀC and R = 1 to
optimize V ∗ = α‖y∗‖2L2(T ) + ‖u∗‖2L2(T ). The open-loop transfer function is
G(s) = C
adj(sI−A)
det(sI−A)B.
The root-locus plots the closed-loop poles as a function of α. The closed-loop
poles are given by solutions to G(−s)G(+s) = −1/α. There are 2`(x) solutions.
The stable poles will be given in the left half-plane, and their reﬂection will be
given in the right half-plane. The optimal feedback gain is then K∗(α).
It is also common to make Q and R diagonal matrices with Q−1i,i = ‖x2i ‖L∞(T )
and R−1i,i = ‖u2i ‖L∞(T ). This is known as Bryson's rule [27, p. 196]. The optimal
cost is then tuned with α to get
V ∗ = α
`(x)∑
i=1
∥∥∥Q1/2i,i x∗i ∥∥∥2
L2(T )
+
`(u)∑
i=1
∥∥∥R1/2i,i u∗i ∥∥∥2
L2(T )
. (3.107)
More advanced design considerations are discussed in chapter 4, e.g., model
based disturbance rejection and frequency ﬁlter design. Many additional con-
cerns about robustness and sensitivity can be found in references like [22], [31],
and [18]. Consider x˙ = Ax+Bu+B′u′ with disturbance input u′ and exogenous
output y′ = C ′x. A common design objective is to supress the exogenous out-
put caused by the input disturbance while maintaining closed-loop stability with
u = −K∗x. Typically, the disturbance cannot be completely suppressed, and a
compromise must be found. The L2(T ) gain from this disturbance is computed
with ‖y′‖L2(T )/‖u′‖L2(T ) if u′ 6≡ 0. This gain is upperbound by the closed-
loop norm computed with supω∈R σmax(C
′(jωI− (A−BK∗))−1B′). This norm
provies a measure of the maximum frequency response due to the disturbance.
With a small modiﬁcation to the alrgebraic Riccati equation, a clear relationship
can be found between this bound and the selection of K∗ [22, p. 216], [32].
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3.18 Dual Space Methods
There is another method of inﬁnite vector space optimization that will not be
explored within this thesis but should be mentioned for the sake of completeness.
Minimization over a Banach space [33, p. 106], a complete normed space, can
be recast as maximization over the dual of that space (if a dual exists). The
geometric interpretation is depicted in ﬁgure 3.9 where the minimum distance
from a point to a convex set is equal to the maximum of the distances from the
point to a hyperplane separating the point from the convex set. For example,
[33, p. 124] shows how minimization problems over the space L1(T ) can be recast
as maximization problems over the dual space L∞(T ). Again, this transforms an
optimization over an inﬁnite-dimensional space to an optimization over a ﬁnite-
dimensional space. In addition to equality constraints, convex inequalities can
be added, like the one depicted in ﬁgure 3.10. A solution can be found with the
global theory of optimization [33, p. 213]. It is then possible to ﬁnd optimal
solutions with saturated states and inputs. This method requires a signiﬁcant
amount of mathematical expertise that is diﬃcult to implement in an automated
way. Solutions are also typically open-loop and less robust.
 
Figure 3.9: Finding the closest point to a convex set produces a line perpen-
dicular to the boundary of that set. The problem can be recast as that of ﬁnding
a plane tangent to the convex set with maximum perpendicular distance. This
is the geometric interpretation of duality [33, p. 9].
 
𝑥1 
𝑥2 
𝑡1 𝑡2 
𝑥∗ሺ𝑡ሻ 
𝑥ሺ𝑡|𝜃ሻ 
max 
Figure 3.10: Perturbation with a saturated state prevents solution beyond a
speciﬁed minimum or maximum. The upper bound and lower bound inequality
constraints can be multivariate and may depend on both state and input in
complex ways.
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CHAPTER 4
Intro to Linear Output Feedback
4.1 State Feedback vs. Output Feedback
Applying linear state feedback u = −Kx to a linear system x˙ = Ax+Bu gives
x˙ = (A− BK)x. If the pair {A,B} is controllable, the eigenvalues of A− BK
can be placed arbitrarily as a function of K.
Consider the output y = Cx. Arbitrary eigenvalue assignment can be achieved
with linear output feedback if, in addition to a controllable pair {A,B}, the sys-
tem also has an observable pair {A,C}. The conventional design requires an
additional dynamic system, with matching dimension, that fully estimates the
state. The eigenvalues of the combined system can be placed arbitrarily. The
design can be relaxed to a reduced order estimation of `(x)− rank(C) states.
Every linear system can be broken down into four distinct sub-spaces: con-
trollable and observable, controllable but unobservable, uncontrollable but ob-
servable, and uncontrollable and unobservable. The last three of these must be
exponentially stable for stabilizability and detectability. Figure 4.1 depicts this
decomposition.
 
𝑥ሶ1
′′ 
 
𝑥ሶ2
′′ 
𝑥ሶ3
′′ 
𝑥ሶ4
′′ 
𝑢 𝑦  
Figure 4.1: Kalman decomposition [31, p. 149] shows which states are con-
trollable from the input and observable from the output. The state-space is
decomposed into controllable and observable x′′1 , controllable but unobservable
x′′2 , uncontrollable but observable x
′′
3 , and uncontrollable and unobservable x
′′
4 .
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4.2 Classiﬁcation by Dimension and Rank
The system, x˙ = Ax+Bu, with output, y = Cx, has several diﬀerent classiﬁca-
tions based on the dimensions of its input, state and output, as well as the ranks
of their mapping. If B is directly invertible from the right, the state derivative
can be arbitrarily assigned. Likewise, if C is directly invertible from the left, the
state can be determined directly from y. With `1(B) = `(x) and `2(B) = `(u)
there are three possible classiﬁcations based on the shape of the control gain,
and with `1(C) = `(y) and `2(C) = `(x) there are three possible classiﬁcations
based on the shape of the output gain.
Deﬁnition 4.2.1. If `2(B) > `1(B), then the control gain is referred to as wide.
If rank(B) = `(x), then the system is referred to as over-actuated. There are
more control inputs than necessary to independently drive each state. Only `(x)
independent input channels are necessary and can be found by deﬁning u′ such
that u = (BᵀB)−1Bᵀ(u′ − Ax). This gives x˙ = Ax + Bu = u′, and the state
derivative can be assigned arbitrarily.
Deﬁnition 4.2.2. If `2(B) = `1(B), then the control gain is referred to as
square. If rank(B) = `(x), then the system is referred to as fully actuated.
Again, deﬁning u′ such that u = B−1(u′ − Ax) gives x˙ = Ax + Bu = u′, and
the state derivative can be assigned arbitrarily.
Deﬁnition 4.2.3. If `2(B) < `1(B), then the control gain is referred to as tall.
If rank(B) = `(u), then the system is referred to as under-actuated. The state
derivative cannot be arbitrarily assigned.
If the control gain is wide or square with rank(B) < `(x), or tall with
rank(B) < `(u), then the system is also under-actuated and has more in-
puts than necessary. A new input u′ can reduce the number of inputs with
`(u′) < `(u), using
u =: rrs(B)psv−1(B)u′. (4.1)
This gives Bu = lrs(B)u′ with `(u′) = rank(B) and new gain B′ := lrs(B).
These diﬀerent cases are illustrated below assuming rank(B) = min(`(B)):
x˙ = · x+ · u (over-actuated),
x˙ = · x+ · u (fully actuated),
x˙ = · x+ · u (under-actuated).
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Deﬁnition 4.2.4. If `1(C) > `2(C), then the output gain is referred to as tall.
If rank(C) = `(x), then the system is referred to as over-measured. There are
more measurements than necessary to determine the state. The state can be
determined directly from the output with x = (CᵀC)−1Cᵀy.
Deﬁnition 4.2.5. If `1(C) = `2(C), then the output gain is referred to as
square. If rank(C) = `(x), then the system is referred to as fully measured.
The state can be determined by simply inverting, x = C−1y.
Deﬁnition 4.2.6. If `1(C) < `2(C), then the output gain is referred to as wide.
If rank(C) = `(y), then the system is referred to as under-measured. The state
cannot be solved for in one instantaneous measurement.
If the output gain is tall or square with rank(C) < `(x), or wide with
rank(C) < `(y), it has more outputs than necessary, and only a subspace of
rank(C) needs to be measured. The observable output must be in the left range
space of C. Left multiply psv−1(C)lrsᵀ(C) to both sides of y = Cx gives
y′ := psv−1(C)lrsᵀ(C)y, (4.2)
with `(y′) = rank(C) and new gain C ′ := rrsᵀ(C). These diﬀerent cases are
illustrated below assuming rank(C) = min(`(C)):
y = · x (over-measured),
y = · x (fully measured),
y = · x (under-measured).
4.3 Canonical Forms
State-space representations are not unique. There is an inﬁnite number of diﬀer-
ent expressions for the system matrices that will produce the same input-output
behavior. The transfer function computed from a state-space model is always
unique after pole-zero cancellation. A state-space model computed from the
transfer function is always minimal. If the original state-space is minimal, then
a linear transformation can be found relating one state-space to another with
rank(T ) = `1(T ) = `2(T ). Let the transformed state be x
′ = Tx. The deriva-
tive is given by x˙′ = T x˙, and an inverse can be computed with x = T−1x′. If
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x˙ = Ax+Bu and y = Cx, then x˙′ = A′x′ +B′u and y = C ′x′ gives
A′ := TAT−1, (4.3)
B′ := TB, (4.4)
C ′ := CT−1. (4.5)
Result 4.3.1. The transfer function is invariant to full-rank transformations,
Y (s) = C ′(sI−A′)−1B′U(s)
= CT−1(T (sI−A)T−1)−1TBU(s)
= C(sI−A)−1BU(s).
Manipulation of the transfer function provides many useful representations that
can be computed from the desired structure.
Example 4.3.1. The transfer function of a single-input single-output system,
Y (s)
U(s)
=
βn−1sn−1 + βn−2sn−2 + · · ·+ β0
sn + αn−1sn−1 + αn−2sn−2 + · · ·+ α0 ,
can be expressed in
 control canonical form
A =
[
−αn−1 −αn−2 · · · −α0
In−1 0n−1
]
, B =
[
1
0n−1
]
,
C =
[
βn−1 βn−2 · · ·β0
]
,
 observable canonical form
A =
[
−αn−1 −αn−2 · · · −α0
In−1 0n−1
]ᵀ
, C =
[
1
0n−1
]ᵀ
,
B =
[
βn−1 βn−2 · · ·β0
]ᵀ
.
Example 4.3.2. Given {A,B,C}, modal form is found with A′ = Λ, which is
computed with {T ′,Λ} = eig(A) and T = T ′−1.
Example 4.3.3. Given {A,B,C}, unity control gain is found with B′ = [ I 0 ]ᵀ,
which is computed with input (4.1) and T = lsᵀ(B).
Example 4.3.4. Given {A,B,C}, unity output gain is found with C ′ = [ I 0 ],
which is computed with output (4.2) and T = rsᵀ(C).
Example 4.3.5. Given {A,B,C}, dual form is given by A′ = Aᵀ, B′ = Cᵀ,
and C ′ = Bᵀ. See section 4.12 for computation of T .
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4.4 Controllable Subspace and Stabilizability
Diﬀerentiating x˙ = Ax+Bu with respect to time gives x¨ = A2x+ ABu+Bu˙.
Diﬀerentiating n = `(x) times gives
Dn(x) = AnD0(x) +
[
B AB · · · An−1B
]
︸ ︷︷ ︸
C

Dn−1(u)
Dn−2(u)
...
D0(u)

︸ ︷︷ ︸
u′
(4.6)
= Anx+ lrs(C)psv(C)rrsᵀ(C)u′. (4.7)
Further diﬀerentiation gives An+m−1 with m ∈ N. According to the Cayley-
Hamilton theorem of section A.24, An+m−1 can be written as a linear combina-
tion of {Ai}n−1i=0 . This means
rank
([
B AB · · · An−1B
])
= rank
([
B AB · · · An+m−1B
])
.
Result 4.4.1. Choosing
u′ = rrs(C)psv−1(C)(f(t)− lrsᵀ(C)Anx), (4.8)
the subspace Dn(x′1) := lrs
ᵀ(C)Dn(x) is equal to
Dn(lrsᵀ(C)x) = lrsᵀ(C)Anx+ psv(C)rrsᵀ(C)u′.
This subspace can be steered arbitrarily with
Dn(x′1) := f(t).
The nth-order derivative of u can be arbitrarily assigned, and, with a proper
selection of initial conditions, the vector u′ can be assigned arbitrarily. This
result still holds after integrating n times. Therefore, diﬀerentiability of u is
unnecessary. See section 4.5 for an alternative justiﬁcation of this claim.
Deﬁnition 4.4.1. The ctrb [34] function computes the controllability matrix
C : = ctrb(A,B) (4.9)
=
[
B AB · · · An−1B
]
(4.10)
=
[
In A · · · An−1
]
(In ⊗B). (4.11)
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Deﬁnition 4.4.2. A dynamic system is controllable if all states can be steered
arbitrarily by the input. In the case of a linear system, this requires lns(C) = ∅.
There are several other ways to determine this including rank(C) = `(x) and
det(CCᵀ) > 0 with
CCᵀ =
[
In A · · · An−1
]
(In ⊗BBᵀ)
[
In A · · · An−1
]ᵀ
. (4.12)
The subspace
lnsᵀ(C)Dnx = Dn(lnsᵀ(C)x)
=: Dnx′2
cannot be altered by u′. Deﬁne the transformation
T =
[
T1 T2
]
=
[
lrs(C) lns(C)
]
. (4.13)
With x = Tx′ and x˙′ = T ᵀx˙, the transformed system matrices are given by[
A′1,1 A
′
1,2
A′2,1 A
′
2,2
]
: =
[
lrsᵀ(C)
lnsᵀ(C)
]
A
[
lrs(C) lns(C)
]
=
[
lrsᵀ(C)A lrs(C) lrsᵀ(C)A lns(C)
lnsᵀ(C)A lrs(C) lnsᵀ(C)A lns(C)
]
,
and [
B′1
B′2
]
: =
[
lrsᵀ(C)B
lnsᵀ(C)B
]
.
The resulting system is[
x˙′1
x˙′2
]
=
[
A′1,1 A
′
1,2
A′2,1 A
′
2,2
][
x′1
x′2
]
+
[
B′1
B′2
]
u. (4.14)
The state x′2 = lns
ᵀ(C)x cannot be inﬂuenced by u. Since x′1 = lrs
ᵀ(C)x can
be steered arbitrarily by u, this must means A′2,1 = 0 and B
′
2 = 0 giving
A′ =
[
lrsᵀ(C)A lrs(C) lrsᵀ(C)A lns(C)
0 lnsᵀ(C)A lns(C)
]
, (4.15)
B′ =
[
lrsᵀ(C)B
0
]
. (4.16)
For x′2 to not have an adverse eﬀect on x
′
1, it must exponentially decay to
zero. This is possible with an exponentially stable A′2,2 matrix. The system
x˙′1 = A
′
1,1x
′
1 +B
′
1u can then be driven to any desired trajectory.
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Deﬁnition 4.4.3. A system is stabilizable if uncontrollable subspaces are ex-
ponentially stable, i.e.,
λmax(lnsᵀ(C)A lns(C)) < 0. (4.17)
Result 4.4.2. Computing feedback just on the controllable subspace gives
u = −K ′1,1lrsᵀ(C)x, (4.18)
where
K ′1,1 = lqr(A
′
1,1, B
′
1,1, Q
′
1,1, R
′
1,1). (4.19)
Result 4.4.3. The uncontrollable subspace can be decomposed into exponen-
tially stable, meta-stable, and exponentially unstable subspaces with Jordan form
decomposition
A′2,2
[
T ′1 T
′
2 T
′
3
]
=
[
T ′1 T
′
2 T
′
2
] J
′
1 0 0
0 J ′2 0
0 0 J ′3
 ,
where λ′i = invdiag(J
′
i) is given by the diagonal elements of J
′
i sorted by
λmax(J ′1) < 0, ‖re(λ′2)‖ = 0, λmin(J ′3) > 0.
The subspace giving J ′1 is exponentially stable and can be included in the lqr
calculation. Taking this subspace into account may result in lower control eﬀort
when optimizing V . If `(λ′2) = `(λ
′
3) = 0, the system is stabilizable.
If J ′2 = diag(λ
′
2), then the subspace giving J
′
2 will converge to bounded con-
stants and oscillations. Constant disturbance will be present if there are any
imaginary components of λ′2 equal to zero. Sinusoidal disturbance will be present
if there are nonzero imaginary conjugate pairs in λ′2. If J
′
2 6= diag(λ′2), then
Jordan blocks are present, and polynomial growth can occur. The order of the
polynomials corresponds to the multiplicity of the Jordan blocks. Jordan block
exponents can be computed with (A.36).
Conjecture 4.4.1. If {A,Q} is observable, computing feedback gain on the
controllable subspace with lqr gives the same eigenvalues as plqr, i.e., if
K = plqr(A,B,Q,R), (4.20)
K ′ = lqr(lrsᵀ(C)A lrs(C)︸ ︷︷ ︸
A′1,1
, lrsᵀ(C)B︸ ︷︷ ︸
B′1
, lrsᵀ(C)Q lrs(C)︸ ︷︷ ︸
Q′1,1
, R)lrsᵀ(C), (4.21)
then, eig(A−BK) = eig(A−BK ′).
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4.5 Variation of Constants and Control Gramian
A linear-dynamic system can be expressed in closed form. First, compute
Dt
(
e−Atx(t)
)
= −e−AtAx(t) + e−Atx˙(t)
= −e−AtAx(t) + e−AtAx(t)︸ ︷︷ ︸
0
+e−AtBu(t).
Integrate these equations gives
e−At2x(t2)− e−At1x(t1) =
∫ t2
t1
e−AtBu(t)dt.
Result 4.5.1. Solving for x(t2) gives the variation of constants formula
x(t2) = e
A(t2−t1)x(t1) +
∫ t2
t1
eA(t2−t)Bu(t)dt. (4.22)
The controllability Gramian is given by
G(t2|t1) :=
∫ t2
t1
eA(t2−t)BBᵀeA
ᵀ(t2−t)dt. (4.23)
Result 4.5.2. Choose
u(t) = −BᵀeAᵀ(t2−t)G+eA(t2−t1)x(t1),
which gives
x(t2) = e
A(t2−t1)x(t1)−
∫ t2
t1
eA(t2−t)BBᵀeA
ᵀ(t2−t)dtG+x(t1)
= (I−GG+)eA(t2−t1)x(t1)
=
{
lns(G)lnsᵀ(G)eA(t2−t1)x(t1) if det(G) = 0
0`(x) if det(G) > 0
. (4.24)
Therefore, u(t) = u(t|x(t1)) can steer the system from an arbitrary state x(t1)
to an arbitrary state x(t2) if det(G) > 0 using an open-loop control and only
one measurement of the state at time t1. When det(G) = 0, only the subspace
lrsᵀ(G)x(t2) can be driven to zero. If det(G) = 0, then ∃α ∈ Rn such that
αᵀGα =
∫ t2
t1
∥∥∥αᵀeA(t2−t)B∥∥∥2
2
dt = 0.
This holds true if and only if αᵀe−AtB ≡ 01×n. Using the Cayley-Hamilton
theorem from section A.24 and the series deﬁnition of the matrix exponent, the
condition det (G) = 0 is equivalent to det(CCᵀ) = 0 without diﬀerentiating u
[27, p. 102]. If λmax(A) < 0, then AG(∞|0)+G(∞|0)Aᵀ = −BBᵀ [35, p. 145].
Balanced form, G′ = sv(G′), is obtained with x′ = Tx using T = rsᵀ(G).
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4.6 Observable Subspace and Detectability
Assuming the input u is known, it can either be set to zero or subtracted from
the output to get
D0(y)
D1(y)
...
Dn−1(y)

︸ ︷︷ ︸
y′
=

C
CA
...
CAn−1

︸ ︷︷ ︸
O
x = lrs(O)psv(O)rrsᵀ(O)x. (4.25)
Deﬁnition 4.6.1. The obsv [36] function computes the observability matrix
O : = obsv(A,C) (4.26)
=

C
CA
...
CAn−1
 (4.27)
= (In ⊗ C)

In
A
...
An−1
 , (4.28)
where
obsv(A,C) = ctrbᵀ(Aᵀ, Cᵀ). (4.29)
Result 4.6.1. The subspace x′1 := rrs
ᵀ(O)x can be solved from y′ with
psv−1(O)lrsᵀ(O)y′ = rrsᵀ(O)x = x′1.
Deﬁnition 4.6.2. A system is observable if the state can be determined from
the measurement history, {y(t) : t ∈ T }. In the case of a linear system, this
requires rns(O) = ∅. There are several other ways to determine this including
rank(O) = `(x) and det(OᵀO) > 0.
The subspace x′2 := rns
ᵀ(O)x cannot be determined from the measurement
history. Deﬁne a transformation
T =
[
T1 T2
]
=
[
rrs(O) rns(O)
]
, (4.30)
and compute x˙′ with x = Tx′ and x˙′ = T ᵀx˙. The transformed system matrices
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are given by[
A′1,1 A
′
1,2
A′2,1 A
′
2,2
]
: =
[
rrsᵀ(O)
rnsᵀ(O)
]
A
[
rrs(O) rns(O)
]
=
[
rrsᵀ(O)A rrs(O) rrsᵀ(O)A rns(O)
rnsᵀ(O)A rrs(O) rnsᵀ(O)A rns(O)
]
,
and [
C ′1 C
′
2
]
: = C
[
rrs(O) rns(O)
]
=
[
C rrs(O) C rns(O)
]
.
The resulting system is[
x˙′1
x˙′2
]
=
[
A′1,1 A
′
1,2
A′2,1 A
′
2,2
][
x′1
x′2
]
, (4.31)
y =
[
C ′1 C
′
2
] [ x′1
x′2
]
. (4.32)
The state x′2 cannot be seen from y, nor can it be determined by the dynamic
history. Therefore, A′1,2 = 0 and C
′
2 = 0 giving
A′ =
[
rrsᵀ(O)A rrs(O) 0
rnsᵀ(O)A rrs(O) rnsᵀ(O)A rns(O)
]
, (4.33)
C ′ =
[
C rrs(O) 0
]
. (4.34)
Let xˆ′1 be an estimate for x
′
1 computed with the observed history {y(t) : t ∈ T }
and the pair {A′1,1, C ′1}. The state is given by
x = Tx′
=
[
rrs(O) rns(O)
] [ x′1
x′2
]
= rrs(O)x′1 + rns(O)x
′
2. (4.35)
Result 4.6.2. If x′2 decays to zero exponentially, then
rrs(O)xˆ′1 → xˆ as t→∞. (4.36)
Deﬁnition 4.6.3. A system is detectable if unobservable subspaces are expo-
nentially stable, i.e.,
λmax(rnsᵀ(O)A rns(O)) < 0. (4.37)
64
4.7 Linear Transformations and Markov Parameters
Consider two diﬀerent state-space models {A,B,C} and {A′, B′, C ′} that de-
scribe the same system. The states are related by the linear transformation
x′ = Tx. This transformation can be computed using the controllability and
observability matrices. Compute C = ctrb(A,B) and C′ = ctrb(A′, B′) to get
C′ =
[
B′ A′B′ A′2B′ · · ·
]
=
[
TB TAT−1TB TAT−1TAT−1TB · · ·
]
=
[
TB TAB TA2B · · ·
]
= TC.
Result 4.7.1. If rank(C) = n, then
T = C′C+. (4.38)
Compute O = ctrb(A,C) and O′ = ctrb(A′, C ′) to get
O′ =

C ′
C ′A′
...

=

CT−1
CT−1TAT−1
...

=

CT−1
CAT−1
...

= OT−1.
Result 4.7.2. If rank(O) = n, then
T−1 = O+O′. (4.39)
Result 4.7.3. If rank(C) = rank(O) = n, computing I = TT−1 = T−1T gives
OC = O′C′. (4.40)
This product generates the Markov parameters [27, p. 159], {CAiB}n−1i=0 , which
are invariant to linear transformation since
C ′A′iB′ = C T−1T︸ ︷︷ ︸
I
Ai T−1T︸ ︷︷ ︸
I
B.
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4.8 Kalman Decomposition
A system can be decomposed into its controllable subspace and then decomposed
into its observable subspaces. Compute C = ctrb(A,B). Apply transformation
(4.13) to A′ = T ᵀAT , B′ = T ᵀB, and C ′ = CT . In component form this gives[
A′1,1 A
′
1,2
A′2,1 A
′
2,2
]
=
[
lrsᵀ(C)A lrs(C) lrsᵀ(C)A lns(C)
0 lnsᵀ(C)A lns(C)
]
,[
B′1
B′2
]
=
[
lrsᵀ(C)B
0
]
,[
C ′1 C
′
2
]
=
[
C lrs(C) C lns(C)
]
.
Compute O′1 = obsv(A
′
1,1, C
′
1) and O
′
2 = obsv(A
′
2,2, C
′
2). Using
T ′ =
[
rrs(O′1) rns(O
′
1) 0 0
0 0 rrs(O′2) rns(O
′
2)
]
, (4.41)
compute A′′ = T ′ᵀA′T ′, B′′ = T ′ᵀB′, and C ′′ = C ′T ′. This gives
A′′ =

A′′1,1 0 A
′′
1,3 A
′′
1,4
A′′2,1 A
′′
2,2 A
′′
2,3 A
′′
2,4
0 0 A′′3,3 0
0 0 A′′4,3 A
′′
4,4
 , (4.42)
B′′ =

B′′1
B′′2
0
0
 (4.43)
C ′′ =
[
C ′′1 0 C
′′
3 0
]
. (4.44)
The system is decomposed into controllable and observable x′′1 , controllable
but unobservable x′′2 , uncontrollable but observable x
′′
3 , and uncontrollable and
unobservable x′′4 . This decomposition is depicted in ﬁgure 4.1. The system
could also be decomposed into its observable subspace ﬁrst and then into its
controllable subspace. Note that
det(A′′ − sI) =
∏4
i=1
det(A′′i,i − sI).
The system is stabilizable and detectable if the matrices A′′2,2, A
′′
3,3, and A
′′
4,4
have negative real eigenvalues. A system has minimal realization [15, p. 408]
if the state trajectories cannot be generated from a lower-order system. Any
system that is fully observable and controllable has minimal realization [27,
p. 157]. In the context of Kalman decomposition, if `(x′′2) = `(x
′′
3) = `(x
′′
4) = 0,
then the state-space model has minimal realization.
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4.9 Stabilizable and Detectable Hamiltonian Matrix
Result 4.9.1. The Hamiltonian matrix (3.73) has eigenvalues on the imaginary
axis if {A,B} has uncontrollable eigenvalues on the imaginary axis or {A,C}
has unobservable eigenvalues on the imaginary axis, where Q = CᵀΣ−1y C.
Proof. Transform the Hamiltonian matrix (3.73) into
H ′ =
[
T−11 0
0 T−12
][
+A −BR−1Bᵀ
−CᵀΣ−1y C −Aᵀ
][
T1 0
0 T2
]
=
[
T−11 0
0 T−12
][
+AT1 −BR−1BᵀT2
−CᵀΣ−1y CT1 −AᵀT2
]
=
[
+T−11 AT1 −T−11 BR−1BᵀT2
−T−12 CᵀΣ−1y CT1 −T−12 AᵀT2
]
,
using full-rank T1 ∈ Rn×n and T2 ∈ Rn×n. Choose
T1 =
[
rns(O) rrs(O)
]
⇒ T−11 =
[
rnsᵀ(O)
rrsᵀ(O)
]
,
where O = obsv(A,C). The transformed Hamiltonian matrix becomes
H ′ =
 rns
ᵀ(O)A rns(O) rnsᵀ(O)A rrs(O) −rnsᵀ(O)BR−1BᵀT2
0 rrsᵀ(O)A rrs(O) −rrsᵀ(O)BR−1BᵀT2
0 −T−12 CᵀΣ−1y C rrs(O) −T−12 AᵀT2
 .
The ﬁrst column block shows eig(H) has eigenvalues on the imaginary axis if
0 ∈ re(eig(rnsᵀ(O)A rns(O))).
Choose
T2 =
[
lrs(C) lns(C)
]
⇒ T−12 =
[
lrsᵀ(C)
lnsᵀ(C)
]
,
where C = ctrb(A,B). The transformed Hamiltonian matrix becomes
H ′ =
 +T
−1
1 AT1 −T−11 BR−1Bᵀlrs(C) 0
−lrsᵀ(C)CᵀΣ−1y CT1 −lrsᵀ(C)Aᵀlrs(C) 0
−lnsᵀ(C)CᵀΣ−1y CT1 −lnsᵀ(C)Aᵀlrs(C) −lnsᵀ(C)Aᵀlns(C)
 .
The last column block shows eig(H) has eigenvalues on the imaginary axis if
0 ∈ re(eig((lnsᵀ(C)A lns(C))).
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4.10 State Estimation
Consider the cost function
v˙(t) = −λv(t) + 1
2
∥∥∥Σ−1/2y(τ) (y(τ)− CeA(τ−t0)xˆ(t0|H, λ))∥∥∥2
2
. (4.45)
Compute the optimal estimate of xˆ(t|H, λ), where H = {y(τ) : t0 ≤ τ ≤ t}
is the measurement history. This estimate can be computed online with the
recursive least mean square calculations of (6.9)(6.10). To use these equations,
transpose (6.10). Substitute fᵀ → Σ−1/2y(t) y and y¯ᵀ → Σ−1/2y(t) CeA(t−t0). Let
θˆᵀ(t)→ xˆ(t0|H, λ). With λ > 0, this gives
˙ˆ
θᵀ = P y¯(fᵀ − y¯ᵀθˆᵀ)
= PeA
ᵀ(t−t0)CᵀΣ−1y(t)(y − CeA(t−t0)xˆ(t0)), (4.46)
P˙ = λP − P y¯y¯ᵀP
= λP − PeAᵀ(t−t0)CᵀΣ−1y(t)CeA(t−t0)P, P (t0)  0. (4.47)
Multiplying the left and right sides of (4.47) by eA(t−t0) and eA
ᵀ(t−t0) gives
eA(t−t0)P˙ eA
ᵀ(t−t0) = λeA(t−t0)PeA
ᵀ(t−t0)
− eA(t−t0)PeAᵀ(t−t0)CᵀΣ−1y(t)CeA(t−t0)PeA
ᵀ(t−t0). (4.48)
Result 4.10.1. Deﬁne Σ := eA(t−t0)PeA
ᵀ(t−t0), with P = e−A(t−t0)Σe−A
ᵀ(t−t0).
Computing Σ˙, and substituting (4.48) gives
Σ˙ = AΣ + ΣAᵀ + eA(t−t0)P˙ eA
ᵀ(t−t0)
= AΣ + ΣAᵀ + λΣ− ΣCᵀΣ−1y(t)CΣ. (4.49)
The state and output can be estimated with
xˆ(t) = eA(t−t0)θˆᵀ(t), (4.50)
yˆ(t) = Cxˆ(t). (4.51)
Computing the derivative of (4.50) gives
˙ˆx(t) = AeA(t−t0)θˆᵀ + eA(t−t0) ˙ˆθᵀ.
Solving this equation for
˙ˆ
θᵀ and substituting into (4.46) gives
e−A(t−t0)
(
˙ˆx(t)−AeA(t−t0)θˆᵀ
)
= PeA
ᵀ(t−t0)CᵀΣ−1y(t)(y − CeA(t−t0)xˆ(t0)).
(4.52)
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Solving (4.52) for ˙ˆx gives
˙ˆx(t) = AeA(t−t0)θˆᵀ + eA(t−t0)PeA
ᵀ(t−t0)CᵀΣ−1y(t)(y − CeA(t−t0)xˆ(t0))
= Axˆ(t) + ΣCᵀΣ−1y(t)(y(t)− Cxˆ(t)). (4.53)
A stochastic version of this derivation [23, p. 396] adds Σx(t) to (4.49).
Result 4.10.2. Deﬁne the optimal observer gain L∗(t) := Σ(t)CᵀΣ−1y .
With Σ(t0)  0 and λ = 0, the state estimate is computed with
˙ˆx(t)= Axˆ(t) + L∗(t)(y(t)− Cxˆ(t)), (4.54)
Σ˙(t)= AΣ(t) + Σ(t)Aᵀ − Σ(t)CᵀΣ−1y(t)CΣ(t) + Σx(t). (4.55)
This is the celebrated Kalman ﬁlter. The inﬁnite horizon solution can be com-
puted with (3.73) by substituting A → Aᵀ, B → Cᵀ, Q → Σx, R → Σy, and
K → Lᵀ.
4.11 Estimated State Feedback from Optimal Observers
Consider the system
x˙ = Ax+Bu, (4.56)
y = Cx. (4.57)
Let the state estimate xˆ be driven by
˙ˆx = Axˆ+Bu+ L(y − yˆ), (4.58)
yˆ = Cxˆ. (4.59)
Consider the error ε := xˆ− x. The derivative of this error is
ε˙ = Axˆ+Bu+ L(y − yˆ)− (Ax+Bu)
= (A− LC)ε.
Let u = −Kxˆ, then
x˙ = Ax−BKxˆ+BKx−BKx︸ ︷︷ ︸
0
= (A−BK)x−BKε.
The closed-loop system is given by[
x˙
ε˙
]
=
[
A−BK −BK
0 A− LC
][
x
ε
]
. (4.60)
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Result 4.11.1. The eigenvalues are then given by
0 = det
([
A−BK − λIn −BK
0 A− LC − λIn
])
= det(A−BK − λIn) det(A− LC − λIn). (4.61)
This property of the determinant demonstrates the eigenvalues of A−BK and
A − LC can be placed separately. This is commonly known as the separation
principle [27, p. 156]. The n = `(x) eigenvalues from the ﬁrst determinant
depend on stabilizability of {A,B} and the choice of K = lqr(A,B,Q,R). The
eigenvalues of the second determinant can be found with
det(A− LC − λIn) = det((A− LC − λIn)ᵀ)
= det(Aᵀ − CᵀLᵀ − λIn) (4.62)
=: det(A′ −B′K ′ − λIn).
These n eigenvalues are determined by stabilizability of {A′, B′} = {Aᵀ, Cᵀ}
and the choice of K ′ = Lᵀ. The L gain can be calculated using the inﬁntie
horizon linear-quadratic regulator with
K ′ := R′−1B′ᵀP ′,
where Q′ := Σx˙  0 weighs certainty in the model x˙, and R′ := Σy  0 weights
certainty in the measured output y. The costate matrix P ′ solves
0 = P ′A′ +A′ᵀP ′ − P ′B′R′−1B′ᵀP ′ +Q′.
Result 4.11.2. Making these substitutions with Σ =: P ′ gives
L∗= lqrᵀ(Aᵀ, Cᵀ,Σx,Σy) (4.63)
= ΣCᵀΣ−1y , (4.64)
where
0 = ΣAᵀ +AΣ− ΣCᵀΣ−1y CΣ + Σx. (4.65)
Result 4.11.3. The optimal inﬁnite horizon estimator is
˙ˆx = Axˆ+Bu+ L∗(y − Cxˆ), (4.66)
where L∗ is computed with (4.63).
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4.12 Dual System Form
The matrix A ∈ Rn×n has the same eigenvalues as Aᵀ since the determinant
gives det(sI − A) = det(sI − Aᵀ). The system x˙′ = Aᵀx′ is known as the dual
of x˙ = Ax. A linear transformation can be found with x′ = Tx using the
singular value decomposition A = ls(A)sv(A)rsᵀ(A). Choose T = rs(A)lsᵀ(A)
with T−1 = ls(A)rsᵀ(A). Then,
x˙′ = TAT−1x′
= rs(A)lsᵀ(A)ls(A)sv(A)rsᵀ(A)(rs(A)lsᵀ(A))ᵀx′
= rs(A)sv(A)lsᵀ(A)x′
= Aᵀx′.
If `(y) = `(u) = 1, then
(
C(sI−A)−1B)ᵀ = Bᵀ(sI − Aᵀ)−1Cᵀ = Y (s)/U(s).
Consider {A′, B′, C ′} = {Aᵀ, Cᵀ, Bᵀ}. If C = ctrb(A,B) is stabilizable, then
O′ = obsv(A′, C ′) = ctrbᵀ(A,B) is detectable. If O = obsv(A,C) is detectable,
then C′ = ctrb(A′, B′) = obsvᵀ(A,C) is stabilizable. Consider the system and
its dual given by{
x˙ = Ax+Bu
y = Cx
⇔
{
x˙′ = Aᵀx′ + Cᵀu′
y′ = Bᵀx′
.
The optimal dual feedback gain is
K ′ = lqr(A′, B′, Q′, R′)
= lqr(Aᵀ, Cᵀ, Q′, R′), (4.67)
and the optimal dual observer gain is
L′ = lqrᵀ(A′ᵀ, C ′ᵀ,Σx′ ,Σy′)
= lqrᵀ(A,B,Σx′ ,Σy′). (4.68)
The transformation T = rs(A)lsᵀ(A) no longer gives the dual, i.e.,
T (A−BK)T−1 = Aᵀ − rs(A)lsᵀ(A)BKls(A)rsᵀ(A)
6= Aᵀ − CᵀK ′.
Result 4.12.1. If `(u) = `(y) and the system representation is minimal, i.e.,
rank(C) = n and rank(O) = n, then a transformation relating the system to its
dual is computed with (4.38)(4.39) using
T = OᵀC+.
If `(u) 6= `(y), rank preserving matrices can be used to satisfy constraints.
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4.13 Reduced Order Observer
A reduced order observer can provide a full state estimate with fewer integrators
[7, p. 472]. Continuing the results from section 4.11, reduce the input to y′ = C ′x
with C ′ = rrsᵀ(C) as described in section 4.2 so that rank(C ′) = min(`(C ′)).
This can be done with
y′ := psv−1(C)lrsᵀ(C)y. (4.69)
Let
x =: rrs(C)x′1 + rns(C)x
′
2,
then y′ = C ′x gives
y′ = rrsᵀ(C)x
= rrsᵀ(C)(rrs(C)x′1 + rns(C)x
′
2)
= x′1.
Only x′2 needs to be estimated with `(x
′
2) = `(x)− rank(C ′). This is the part of
the state that cannot be calculated from inversion of the C ′ matrix. The system
can now be expressed as
x˙ = Ax+Bu
= A(rrs(C)y′ + rns(C)x′2) +Bu
= rrs(C)y˙′ + rns(C)x˙′2.
These equations can be combined into
[
rrs(C) rns(C)
] [ y˙′
x˙′2
]
=
[
A rrs(C) A rns(C)
] [ y′
x′2
]
+Bu,
and rewritten as[
y˙′
x˙′2
]
=
[
A′1,1 A
′
1,2
A′2,1 A
′
2,2
][
y′
x′2
]
+
[
B′1
B′2
]
u,
with [
A′1,1 A
′
1,2
A′2,1 A
′
2,2
]
: =
[
rrsᵀ(C)A rrs(C) rrsᵀ(C)A rns(C)
rnsᵀ(C)A rrs(C) rnsᵀ(C)A rns(C)
]
, (4.70)[
B′1
B′2
]
: =
[
rrsᵀ(C)B
rnsᵀ(C)B
]
. (4.71)
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This gives two equations
y˙′ −A′1,1y′ −B′1u︸ ︷︷ ︸
measurable output
= A′1,2x
′
2, and x˙
′
2 = A2,2x2 + A
′
2,1y
′ +B′2u︸ ︷︷ ︸
measurable input
.
Result 4.13.1. An estimator for x′2 can be found with
˙ˆx′2 = A
′
2,2xˆ
′
2 + A
′
2,1y
′ +B′2u︸ ︷︷ ︸
measurable input
+L′(y˙′ −A′1,1y′ −B′1u︸ ︷︷ ︸
measurable output
−A′1,2xˆ′2),
where
L′ = lqrᵀ(A′ᵀ2,2, A
′ᵀ
1,2,Σx′2 ,Σy′), (4.72)
which requires detectability of the pair {A′2,2, A′1,2}. Note that y does not need
to be diﬀerentiated since integration can be applied to both sides giving
∆xˆ′2 = L
′∆y′ +
(
A′2,2xˆ
′
2 +A
′
2,1y
′ +B′2u− L′(A′1,1y′ +B′1u+A′1,2xˆ′2)
)
∆t.
(4.73)
This reduced order estimator is more robust in that it relies less on the model
and more on the immediate measurement. The full state estimate is given by
xˆ =: rrs(C)y′ + rns(C)xˆ′2. (4.74)
In conclusion, arbitrary pole placement is possible if {A,B} is controllable,
{A,C} is observable, and `(x) − rank(C) integrators are used. The internal
model will never need more than `(x) integrators.
4.14 Integrator States for Enhanced Performance
Before building an observer, it may be desirable to include integrator states for
enhanced performance [7, p. 502], [7, p. 516]. Deﬁne x˙′ = A′1y+A
′
2x
′+B′1u+B
′
2u
′
with measurable output y′ = C ′1y + C
′
2x
′ + D′1u + D
′
2u
′. The input u′ can be
freely chosen independent of u. The resulting augmented system is[
x˙
x˙′
]
=
[
A 0
A′1C A
′
2
][
x
x′
]
+
[
B 0
B′1 +A
′
1D B
′
2
][
u
u′
]
, (4.75)[
y
y′
]
=
[
C 0
C ′1C C
′
2
][
x
x′
]
+
[
D 0
D′1 + C
′
1D D
′
2
][
u
u′
]
. (4.76)
Result 4.14.1. A′1 = I, A
′
2 = 0, B
′
1 = 0, B
′
2 = 0 gives x
′(t2) = x′(t1)+
∫ t2
t1
ydt.
Result 4.14.2. A′1 = 0, A
′
2 = 0, B
′
1 = 0, B
′
2 = I gives x
′(t2) = x′(t1)+
∫ t2
t1
udt.
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4.15 The Internal Model Principle
Additional objective like reference tracking and disturbance rejection often in-
volve time varying signals. If these signal can be generalized with diﬀerential
equations in state-space form, appending these states to the original system al-
lows for purely state-dependent analysis. In particular, if the resulting system
is linear, optimal state observers can estimate the unseen disturbances, and op-
timal state feedback can track reference error and remove disturbances. This
approach is referred to as the internal model principle [37, p. 694], [7, p. 508].
Finite linear systems have a limited collection of functions they can generate
in time. To be speciﬁc, they can generate polynomials (including constants),
trigonometric functions, and exponential functions. Any multiplicative combi-
nation of these three can be constructed. Fortunately, these are all common basis
functions for characterizing more complex signals, and with suﬃcient dimension,
they can represent any Lipschitz signal over a small enough time window.
The signals of interest in reference tracking and disturbance rejection typically
only have eigenvalues on the imaginary axis. Polynomial signals of degreem can
be generated using m integrations, which forms a Jordan block of multiplicity
m with an eigenvalue at zero.
Example 4.15.1. Trigonometric signals can be generated with λ = ±ωj using
Ai =
[
0 +ωi
−ωi 0
]
⇒ exp(Ait)θ =
[
cos(tωi)θ1 + sin(tωi)θ2
− sin(tωi)θ1 + cos(tωi)θ2
]
.
Example 4.15.2. Constant signals can be constructed with
A = 0m×m ⇒ exp(At)θ =
[
θ1 · · · θm
]ᵀ
.
Example 4.15.3. Linear signals can be constructed with
A =
[
0 1
0 0
]
⇒ exp(At)θ =
[
θ2t+ θ1
θ2
]
.
Example 4.15.4. Quadratic signals can be constructed with
A =
 0 1 00 0 1
0 0 0
 ⇒ exp(At)θ =
 θ3
1
2 t
2 + θ2t+ θ1
θ3t+ θ2
θ3
 .
The speciﬁc parameters θi are determined by the initial condition of the system
and can be estimated using a reduced order observer. The internal model prin-
ciple can generalize over all polynomials of order m or all sinusoids oscillating
at rates ω ∈ {ωi}mi=1. A reference x◦(t) has an internal model denoted A◦.
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4.16 Random Variables vs. Deterministic Variables
Deterministic systems can generate approximate random variables. In particular
linear-dynamic systems of reasonably low-dimension can produce Gaussian-like
statistics. Consider a system composed of decoupled deterministic oscillators,
x˙ = diag
({
1
τ
[
0 +ωi
−ωi 0
]}n
i=1
)
x, τ > 0, (4.77)
where ωi′ 6= ωi for all i′ 6= i. Let y = Cx and x(t0) give the output
y(t) =
1
n
n∑
i=1
cos
(ωi
τ
t+ θi
)
. (4.78)
Consider a ﬁxed sample rate τ and sample the output yi = y(iτ) over the
sample time interval T = {t ∈ R : 0 ≤ t ≤ 1} with sample index interval
I = {i ∈ N : i ≤ m}.
Example 4.16.1. Figure 4.2 shows an example of y(t) with sampled yi.
Result 4.16.1. Compute m samples with iτ ∈ T ⇔ i ∈ I. The mean and
variance of the sampled output is µy = avg({yi}mi=1) and σ2y = var({yi}mi=1).
Compute the probability density function and cumulative density function of the
sampled output. Select aperiodic {ωi ∈ R : 0 ≤ ωi ≤ 2pi} from a uniform random
distribution so that ωi/ωi′ /∈ Z for any {i, i′} pair. As n increases, the statistics
sampled over {t ∈ R : 0 ≤ t ≤ 1} become approximately Gaussian.
Example 4.16.2. Figure 4.3 shows n = 2 frequencies sampled at τ = 10−5.
Example 4.16.3. Figure 4.4 shows n = 10 frequencies sampled at τ = 10−5.
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Figure 4.2: An output with n = 5 frequencies sampled at τ = 10−2 is shown.
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Figure 4.3: From example 4.16.2, this ﬁgure shows an output with n = 2
frequencies from the set {ωi ∈ R : 0 ≤ ωi ≤ 2pi} sampled at τ = 10−5 over
{t ∈ R : 0 ≤ t ≤ 1}. The resulting density functions are compared to a
Gaussian distribution with the same mean and variance.
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Figure 4.4: From example 4.16.3, this ﬁgure shows an output with n = 10
frequencies from the set {ωi ∈ R : 0 ≤ ωi ≤ 2pi} sampled at τ = 10−5 over
{t ∈ R : 0 ≤ t ≤ 1}. Note that n has increased from ﬁgure 4.3 by a factor of 5.
The resulting density functions are compared to a Gaussian distribution with
the same mean and variance. The density approximates a Gaussian distribution.
These samples are not independent random variables though.
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4.17 Disturbance Rejection
Uncontrollable disturbance signals may appear in the state derivative and the
observed output. It is assumed these disturbances are not directly measured but
are detectable. If these disturbance signals can be generated by a linear system,
the internal model principle is to incorporate this system into the feedback and
observer design. Consider a system with x1 ∈ Rn1 . Adding disturbance states
x2 ∈ Rn2 generated from A2,2, the system becomes[
x˙1
x˙2
]
=
[
A1,1 A1,2
0 A2,2
][
x1
x2
]
+
[
B1
0
]
u, (4.79)
[
y
]
=
[
C1,1 C1,2
] [ x1
x2
]
. (4.80)
Assuming {A,C} is detectable, both the original states and the disturbance
states can be optimally estimated from y. This will require an observer with
at most n1 + n2 internal states. A reduced order observer can also be used
for improved performance and fewer internal states. A clean output without
disturbance can be estimated using yˆ′ = C1,1xˆ1 (section 4.13).
If λmin(A2,2) = λmax(A2,2) = 0, then x2(t) may have constant, polynomial
or sinusoidal disturbance signals. The objective is to subtract the estimated
eﬀects of these disturbances and apply optimal control on the remaining ideal
system. If x2 were known, solving A1,2x2 +B1u
′ = 0 would give
u′ = −B+1 A1,2x2 if lnsᵀ(B1)A1,2x2 = 0.
Result 4.17.1. Given the estimated states, the optimal feedback is
u∗ = −
[
lqr(A1,1, B1, Q,R) B
+
1 A1,2
] [ xˆ1
xˆ2
]
. (4.81)
If lnsᵀ(B1)A1,2 = 0 and {A1,1, B1} is stabilizable, then x1 → 0. Otherwise, once
xˆ2 has converged to x2, there is an unremovable disturbance in x˙1 from
(A2,2 −B1B+1 A1,2)x2 = lns(B1)lnsᵀ(B1)A1,2x2︸ ︷︷ ︸
unremovable disturbance
. (4.82)
Conjecture 4.17.1. For any pair {A,B}, if {A,Q} is observable, computing
(4.81) on the controllable subspace will result in the same closed-loop eigenvalues
found with plqr. Let the feedback gains be computed with
K = lqr(lrsᵀ(C)A lrs(C), lrsᵀ(C)B, lrsᵀ(C)Q lrs(C), R)lrsᵀ(C), (4.83)
K ′ = K + pim(lrsᵀ(C)B)lrsᵀ(C)Alns(C)lnsᵀ(C). (4.84)
Then, eig(A−BK) = eig(A−BK ′) = eig(A−B plqr(A,B,Q,R)).
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4.18 Derivative States and Reference Tracking
Any desired control or observation can be found without the use of diﬀerential
states. However, in the applications of referencing tracking, it is often advan-
tageous to have access to higher-order derivative estimates so that tracking can
be implemented using feedback error computed from the reference derivatives.
Consider a vector of the output derivative errors up to order m is given by
ε := {Dity◦}mi=0 − {Dity}mi=0 =

y◦ − y
...
Dmt y
◦ − Dmt y
 , (4.85)
where Dt{Dity}mi=0 = {Dity}m+1i=1 . The ith derivative can be computed with
Dity = CA
ix+
[
CAi−1B CAi−2B · · · CB D
]
{Di′t u}ii′=0. (4.86)
Let x′1 := {Dity}mi=0, x′2 := {Ditu}mi=0, and u′ := Dm+1t u. This gives
x˙ = Ax+B
[
I`(u) 0
]
x′2,
y = Cx,
with the additional states
x˙′1 = A
′x+B′x′2,
x˙′2 =
[
0 Im`(u),
0`(u) 0
]
x′2 +
[
0
I`(u)
]
u′,
where
A′ =

CA1
CA2
...
CAm
CAm+1

, B′ =

CB D · · · 0 0
CAB CB · · · 0 0
...
...
. . .
...
...
CAm−1B CAm−2B · · · D 0
CAmB CAm−1B · · · CB D

.
Additional measurable outputs are given by
y′1 :=
[
I`(y) 0
]
x′1,
y′2 :=
[
I`(u) 0
]
x′2.
The input u′ is deﬁned at the top of an integrator chain that the agent has direct
access to. Therefore, even though u is at the bottom of the integrator chain,
it is directly measurable. A reduced order estimator can be used to provide
instantaneous access to u. The objective is to compute ε˙ and drive ε→ 0.
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4.19 Frequency Design
In some cases, there may be a desired frequency response in the states or inputs.
Frequency ﬁlter design can be accomplished by optimizing the cost [18, p. 536]
V =
1
4pi
∫ ∞
−∞
(‖G2(jω)X1(jω)‖22 + ‖G3(jω)U1(jω)‖22) dω, (4.87)
such that{
x˙i = Axi +Bui
yi = Cxi +Dui
}
⇔ Yi(s) = (Ci(sI−Ai)−1Bi +Di)︸ ︷︷ ︸
Gi(s)
Ui(s), (4.88)
where Xi(s), Ui(s), and Yi(s) are multivariate Laplace transforms.
The transfer functions penalize speciﬁc frequencies with
Y2(jω) = G2(jω)U2(jω), U2(jω) = X1(jω),
Y3(jω) = G3(jω)U3(jω), U3(jω) = U1(jω).
If G2(jω) and G3(jω) are proper transfer functions, then Y2 and Y3 can be
expressed in the time domain. The resulting augmented system is x˙1x˙2
x˙3
 =
 A1 0 0B2 A2 0
0 0 A3

︸ ︷︷ ︸
A′
 x1x2
x3
+
 B10
B3

︸ ︷︷ ︸
B′
u1, (4.89)
 y1y2
y3
 =
 C1 0 0D2 C2 0
0 0 C3

︸ ︷︷ ︸
C′
 x1x2
x3
+
 D10
D3

︸ ︷︷ ︸
D′
u1. (4.90)
Result 4.19.1. Using Parseval's theorem [38, p. 241], the cost function is
V =
1
4pi
∫ ∞
−∞
(‖Y2(jω)‖22 + ‖Y3(jω)‖22) dω
=
1
2
∫ ∞
−∞
(yᵀ2 (t)y2(t) + y
ᵀ
3 (t)y3(t)) dt
=
1
2
∫ ∞
−∞
(xᵀQx+ uᵀ1Ru1 + 2x
ᵀNu1) dt, (4.91)
where G3(s) is selected so that D
ᵀ
3D3  0, and [18, p. 537]
Q =
 D
ᵀ
2D2 D
ᵀ
2C2 0
Cᵀ2D2 C
ᵀ
2C2 0
0 0 Cᵀ3C3
 , R = Dᵀ3D3, N =
 00
Cᵀ3D3
 .
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4.20 Constrained Linear Systems
System-observer pairs can be represented with two coupled systems,[
x˙1
x˙2
]
=
[
A1,1 0
0 A2,2
][
x1
x2
]
+
[
B1,1 0
0 B2,2
][
u1
u2
]
,[
y1
y2
]
=
[
C1,1 0
0 C2,2
][
x1
x2
]
,
using only linear output feedback,[
u1
u2
]
=
[
K1,1 K1,2
K2,1 K2,2
][
y1
y2
]
, (4.92)
which gives[
x˙1
x˙2
]
=
([
A1,1 0
0 A2,2
]
+
[
B1,1 0
0 B2,2
]
K
[
C1,1 0
0 C2,2
])[
x1
x2
]
.
The states in x1 can only interact with the states in x2 through the K1,2 and
K2,1 gains. In the case of observer design, let system two be the estimator
with `(x2) = `(x1). If the observer was implemented on a physical system,
the system might have its own transient dynamics with input and output gains
{A2,2, B2,2, C2,2}. If rank(B2,2) = `1(B2,2) and rank(C2,2) = `2(C2,2), then with
K ′ := lqr(A1,1, B1,1, Q,R) (4.93)
L′ := lqrᵀ(Aᵀ1,1, C
ᵀ
1,1,Σx1 ,Σy1), (4.94)
the inputs u1 and u2 become
u1 = −K ′C+2,2y2,
u2 = B
+
2,2(A1,1 −B1,1K ′)C+2,2y2
−B+2,2L′(C1,1C+2,2y2 − y1)−B+2,2A2,2C+2,2y2.
Result 4.20.1. The output feedback gain is computed with
K1,1 = 0, (4.95)
K1,2 = −K ′C+2,2, (4.96)
K2,1 = B
+
2,2L
′, (4.97)
K2,2 = B
+
2,2(A1,1 −A2,2 −B1,1K ′ − L′C1,1)C+2,2, (4.98)
and the resulting closed-loop eigenvalues are
eig(A−BKC) = sort ( eig(A1,1 −B1,1K ′), eig(A1,1 − L′C1,1) ) .
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4.21 Stable Output vs. Stable State
Consider x˙ = Ax + Bu and y = Cx with rank(C) = `1(C) < `2(C). Then,
C+C = rrs(C)rrsᵀ(C) and CC+ = I`(y). The state can be factored with
x = rrs(C) (rrsᵀ(C)x)︸ ︷︷ ︸
x′1
+rns(C) (rnsᵀ(C)x)︸ ︷︷ ︸
x′2
.
Deﬁne the transformed state x′ = Tx with
T =
[
rrsᵀ(C)
rnsᵀ(C)
]
⇒ T−1 =
[
rrs(C) rns(C)
]
.
This gives the transformed system[
x˙′1
x˙′2
]
=
[
rrsᵀ(C)A rrs(C) rrsᵀ(C)A rns(C)
rnsᵀ(C)A rrs(C) rnsᵀ(C)A rns(C)
][
x′1
x′2
]
+
[
rrsᵀ(C)B
rnsᵀ(C)B
]
u,
with y = lrs(C)psv(C)x′1 and x
′
1 := psv
−1lrsᵀ(C)y. The output derivative is
y˙ = Cx˙
= CA(C+C + I− C+C)x+ CBu
=: CAC+y + CA rns(C)x′2 + CBu,
with y → 0⇒ x′1 → 0 since tr(yᵀy) = tr(x′ᵀ1 psv2(C)x′1).
Result 4.21.1. y → 0 with observable {A,C} does not guarantee x→ 0.
Example 4.21.1. If lnsᵀ(CB)CA rns(C) = 0, then
u = −Ky − (CB)+CA rns(C)x′2
gives y˙ = (CAC+ − CBK)y. Choosing K = lqr(CAC+, CB,Q,R) gives y → 0
if {CAC+, CB} is stabilizable and {CAC+, Q} is detectable. Then y → 0 gives
x˙′2 → rnsᵀ(C)
(
I−B(CB)+C)A rns(C)x′2.
If λmax (rnsᵀ(C) (I−B(CB)+C)A rns(C)) > 0, then x′2 is unstable.
Consider
x˙ =
[
1 1
0 1
]
x+
[
2
1
]
u, y =
[
1 0
]
x.
Note {A,B} is controllable and {A,C} is observable. Choosing K = 1 gives
u = −y−x2/2, y˙ = −y and x˙2 = −y+x2/2. Therefore, y → 0 and x˙2 → +x2/2,
which means ‖x‖ → ∞ even though y → 0.
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4.22 Pole Placement with Linear Output Feedback
Closed-loop linear output feedback is given by
x˙ = (A−BKC)x. (4.99)
A relationship can be found between poles and output feedback gain [18, p. 458].
There exists n = `(x) vectors T•,i and n scalars λi such that
(A−BKC)T•,i = λiT•,i. (4.100)
Rearranging this expression gives
0n = (A−BKC − λiIn)T•,i
=
[
A− λiIn −B
] [ T•,i
T ′•,i
]
, (4.101)
where
T ′•,i := KCT•,i. (4.102)
The matrices T ∈ Rn×n and T ′ ∈ R`(u)×n are in the right null space of (4.101).
Result 4.22.1. Equation (4.102) is solved with
K = T ′(CT )+ if T ′rns(CT ) = 0. (4.103)
It is possible no choice ofK will give the desired eigenvalues. It is still possible
to specify r eigenvalues, {λi}ri=1, with r = rank(C) if rank(C) = `1(C). This
gives T ∈ Rn×r, T ′ ∈ R`(u)×r, and CT ∈ Rr×r. If rank(CT ) = r, then (4.103)
is automatically satisﬁed and K = T ′(CT )−1.
4.23 Partial Pole Placement from Full State Feedback
Consider the eigenvalues λ = eig(A − BK ′) produced by full state feedback.
The K ′ matrix could come from K ′ = lqr(A,B,Q,R), or it could be computed
for speciﬁc eigenvalues using the method in section 4.22 with C = I.
If r = rank(C) = `1(C), then m ≤ r eigenvalues from λ can be recovered
using output feedback rather than state feedback [28], [29]. Choose the desired
eigenvalues to be preserved, and partition them into λ1 ∈ Cm, taking care to
not separate any complex conjugate pairs. If there are uncontrollable stable
eigenvalues, they are unaﬀected by input and should be put in λ2 ∈ Cn−m.
Example 4.23.1. If the system is fully controllable with n = 3, r = 2 and
λ = {−1,−1± j}, then choose λ1 = −1 with m = 1 or λ1 = −1± j with m = 2.
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Eigenvalue decomposition gives
[
T1 T2
] [ J1 0
0 J2
]
= (A−BK ′)
[
T1 T2
]
,
where λ1 := eig(J1) and T1 ∈ Cn×m is the partitioned eigenvector matrix. The
left block product is given by
T1J1 = (A−BK ′)T1.
The eigenvectors T1 are linearly independent. Therefore, T
+
1 T1 = Im, and
J1 = T
+
1 (A−BK ′)T1, (4.104)
0 = lnscᵀ(T1) (A−BK ′)T1. (4.105)
Result 4.23.1. λ1 ∈ eig(A−BKC) is given [18, p. 533] using output feedback
u = −K ′T1(CT1)+︸ ︷︷ ︸
K
y. (4.106)
Using (A.83), T1(CT1)
+ = T1T
+
1
(
CT1T
+
1
)+
if C+C = I. Note T1T
+
1 is real if
all conjugate pairs are present in the partition. Therefore, K is real.
Proof. The ﬁrst block product is unaﬀected by this choice of K since
(A−BKC)T1 = AT1 −BK ′T1(CT1)+CT1
= (A−BK ′)T1.
Consider the complex transformation matrix
T ′ =
[
T1 lns(T1)
]
⇔ T ′−1 =
[
T+1
lnscᵀ(T1)
]
,
since rrs(T1)rrs
cᵀ(T1) = Im. A transformed expression for the closed-loop is
A′ = T ′−1 (A−BKC)T ′
=
[
J1 A
′
1,2
0 A′2,2
]
.
The ﬁrst m eigenvalues from λ1 = eig(J1) are preserved, and the remaining
n−m eigenvalues will be given by λ′2 := eig(A′2,2) with
λ′2 = eig(lns
cᵀ(T1) (A−BKC) lns(T1)). (4.107)
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4.24 Algebraic Recursion of Linear Output Feedback
When the input is algebraically present in the output, algebraic recursion will
occur. If the algebraic input is subtracted from the output, this new modiﬁed
output can be used for feedback. Consider the outputs y = Cx + Du and
y′ := y −Du. A feedback u = Ky and u = K ′y′ will have the exact same
performance provided Ky = K ′y′. Consider the contraction of y = y′ +DKy,
yi+1 = y
′ +DKyi
=
(
i∑
i′=0
(+DK)i
′
)
y′ + (+DK)i+1y0.
From the geometric series, this converges to
y = (I−DK)−1y′ ⇒ y′ = (I−DK)y, (4.108)
if the eigenvalues of DK are interior to the unit circle. Likewise, the recursion
y′i+1 = y −DK ′y′i
=
(
i∑
i′=0
(−DK ′)
)
y + (−DK ′)i+1y′0,
converges to
y′ = (I +DK ′)−1y ⇒ y = (I +DK ′)y′, (4.109)
if the eigenvalues of DK ′ are interior to the unit circle. Combining (4.108) and
(4.109), these two expressions give
Iy′ = (I−DK)(I +DK ′)y′
= (I +DK ′ −DK −DKDK ′)y′,
which holds for all y′ and D. Therefore,
I = I +D(K ′ −K −KDK ′) ⇒ K ′ = K +KDK ′,
Result 4.24.1. Equation (4.110) has the solutions [15, p. 457]
K = K ′(I +DK ′)−1, (4.110)
K ′= (I−KD)−1K. (4.111)
These equations can be directly established with matrix inversion using equa-
tions (I − DK)y = y′ and y = (I + DK ′)y′. The inverses exist as long as
det(I−DK) 6= 0 and det(I +DK ′) 6= 0, i.e., KD and DK ′ cannot have eigen-
values on the unit circle. This is a more relaxed restriction.
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4.25 Inverse Systems
Consider the system x˙ = Ax + Bu with output y = Cx + Du. If `(u) ≥ `(y)
and rank(D) = `(u), then D+D = I`(u) and u = D
+(y − Cx). This gives the
inverse system depicted in ﬁgure 4.5 with x′ := x, y′ := u, u′ := y and
A′ := A−BD+C, (4.112)
B′ := BD+, (4.113)
C ′ := −D+C, (4.114)
D′ := D+. (4.115)
Result 4.25.1. If x′(t0) 6= x(t0) but λmax(A′) < 0, then y′ → u as t→∞.
Example 4.25.1. Figure 4.6 shows input estimation with x′(t0) 6= x(t0). A
random system was generated with λmax(A) < 0 and λmax(A − BD+C) < 0.
The ﬁgure show y′ → u exponentially as t→∞, even though u is not smooth.
 
𝑢 𝑦 𝑥ሶ = 𝐴𝑥 + 𝐵𝑢 
𝑦 = 𝐶𝑥 + 𝐷𝑢 
𝑥ሶ ′ = 𝐴′𝑥′ + 𝐵′𝑢′ 
𝑦′ = 𝐶′𝑥′ + 𝐷′𝑢′ 
𝑦′ 
Figure 4.5: In this ﬁgure, {A′, B′, C ′, D′} are given by (4.113)(4.115). If
x′(t0) = x(t0), then y′ = u.
t
y
Measured Output
t
Input and Input Estimation
u
y0
t
y0
!
u
Input Estimation Error
Figure 4.6: Simulation of input estimation with `(x) = 5, `(y) = 1,
`(u) = 1, and randomly generated system matrices satisfying λmax(A) < 0
and λmax(A′) < 0. The input is a random binary sequence from U = {−1,+1}.
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4.26 Tensor Forms of Linear Output Feedback
The output feedback loop can be written as the quadrad product
x˙ =
A+ `(u)∑
i1=1
`(y)∑
i2=1
BKi1,i21
`(u)×`(y)
i1,i2
C
x
=:
A+ `(u)∑
i1=1
`(y)∑
i2=1
B′′•,•,i2,i1Ki1,i2
x,
= (A+B′′ · ·K)x, B′′ ∈ R4, K ∈ R2. (4.116)
The quadrad can be ﬂattened into a matrix in a variety of diﬀerent ways.
For example, it could be written as the block matrix
B′′•,•,1,1 B
′′
•,•,1,2 · · · B′′•,•,1,`(u)
B′′•,•,2,1 B
′′
•,•,2,2 · · · B′′•,•,2,`(u)
...
...
. . .
...
B′′•,•,`(y),1 B
′′
•,•,`(y),2 · · · B′′•,•,`(y),`(u)
 .
The output feedback can also be written as a triad product
x˙ = (A+BKC)x
=:
A+ `( ~K)∑
i=1
B′•,•,i ~Ki
x,
=
(
A+B′ · ~K
)
x, B′ ∈ R3, ~K ∈ R1. (4.117)
The triad can be written as the block matrix[
B′•,•,1 B
′
•,•,2 · · · B′•,•,`(u)`(y)
]
.
The triad product can be rewritten as a matrix product in a variety of ways,
e.g.,
`(u)`(y)∑
i=1
B′•,•,i ~Ki
x =: ( ~Kᵀ ⊗ In)︸ ︷︷ ︸
L′

B′•,•,1
B′•,•,2
...
B′•,•,`(u)`(y)
x
=:
[
B′•,•,1 B
′
•,•,2 · · · B′•,•,`(u)`(y)
] (
~K ⊗ In
)
︸ ︷︷ ︸
K′
x.
It is not diﬃcult to show that the quadrad double product B′′ ··K, with B′′ ∈ R4
and the triad single product B′ · ~K, with B′ ∈ R3, cannot be expressed as a
matrix product BKC without requiring some additional constraint.
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Let B′ ∈ R3, with K ′ ∈ R1, and vectorize the triad product B′ ·K ′ to get
vec(B′ ·K ′) = vec
`(K′)∑
i=1
B′•,•,iK
′
i

=
`(K′)∑
i=1
vec(B′•,•,i)K
′
i
=
[
vec(B′•,•,1) · · · vec(B′•,•,`(K′))
]
︸ ︷︷ ︸
T
K ′• (4.118)
=: TK ′, T ∈ Rn2×`(K′).
The objective is to ﬁnd B and C such that, n = `1(B) = `2(C),
B′ ·K ′ = BKC, (4.119)
and no additional constraints are applied to K. Then, a stabilizing K can be
found for {A,B,C}, and K ′ can be found from K. The vector form of BKC is
vec(BKC) = (B ⊗ Cᵀ) ~K.
Equation (4.119) can be vectorized with (4.118) to get
TK ′ = vec (BKC) .
If det(TT ᵀ) > 0, then K ′ can be solved with
K ′ = T ᵀ(TT ᵀ)−1vec (BKC) .
This imposes no constraint on B or C, and the simplest solution is to set them
both to In. If det(TT
ᵀ) = 0, then K ′ can be solved with
K ′ = T+vec (BKC) .
There is a constraint that vec (BKC) must be in the left range space of T , i.e.,
lnsᵀ(T )vec (BKC) = 0. (4.120)
Result 4.26.1. If (4.120) zero for all ~K, no constraint is applied directly on
K. This gives a constraint on B and C with
lnsᵀ(T )(B ⊗ Cᵀ) = 0. (4.121)
In general, solutions may not exist for an arbitrary B′.
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CHAPTER 5
Intro to Tuning Regulators
The design of tuning regulators is inspired by the parameter gradient descent
of stable systems shown in section 5.1. The objective of a tuning regulator is to
ﬁnd parameters, states or structure that produce stabilizing feedback. This can
be thought of as a search over a set of stabilizing controllers. Proofs of stability
hold over a given system class, which means stabilizing feedback will be found
on the ﬁrst try for a system belonging to that class.
When solutions can be found, they are truly universal to the system class
for which have been designed. They provide computationally eﬃcient real-time
integration methods capable of stabilizing the system on the ﬁrst try, and they
demonstrate that stability is not dependent on full model identiﬁcation.
At present, the most general solution available requires nested block positive
structure, which is still fairly restrictive. When backstepping is utilized, every
backstepping state must enter the nested system in an aﬃne way. There is still
no clear extension into fully unknown under-actuated systems. While the block
adaptive regulator guarantees stability, its performance is unpredictable.
The performance of sign adaptation is also wildly unpredictable, sometimes
producing smooth tame responses and sometimes producing extremely violent
near impulse like responses. Quadratic growth can result in unstable sampled
time numerical implementations.
Tuning regulators are designed using gradient value. The strictly negative
descent in value requires greedy short-term decision making that is not capable
of considering the beneﬁts of short-term high cost over long-term high reward.
The cost also depends on the unknown parameters and therefore, cannot be
provided to the agent as a reward signal.
The major disadvantage of tuning regulators is that there is no concern at all
for the maximum allowable range of state or input in the design. The regulator
only cares that the state remains bounded. For a given system, this could mean
‖x(t)‖ < 1 or ‖x(t)‖ < 10100, and there is no way to know beforehand without
system identiﬁcation. In all tuning cases considered, the dynamic external state
was considered fully measurable. This is typically not the case.
This is an all or nothing approach to adaptive control. If the system is allowed
to fail, it is desirable to preserve some meaningful information from previous
experience. In this case, failure indicates the assumed system class was wrong.
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Result 5.0.1. Consider a Lyapunov candidate v(x) and a uniformly continuous
function f(x), with f > 0 for all x 6= 0, such that
v˙ ≤ −f(x) < 0, ∀x 6= 0. (5.1)
For every solution x(t) that remains bounded, f(x(t))→ 0 as t→∞ [39, p. 11].
This result depends on Barb lat's lemma [19, p. 76], [40]. Starting with an
external state ~x1 ∈ Rn1 , the objective of the Lyapunov redesign method is to
ﬁnd an internal state ~x2 ∈ Rn2 , and a Lyapunov candidate value v(x1, x2) > 0,
such that output feedback gives strictly decreasing value with v˙ ≤ −f(x1). The
function f is chosen so that f(x1) > 0 for all {~x1 ∈ Rn1 : x1 /∈ X ◦1 } and
f(x1) = 0 for x1 ∈ X ◦1 . This drives the external state to {~x1 ∈ Rn1 : f(x1) = 0}
at v∗ = 0, which gives x1(∞) ∈ X ◦1 .
This design method can be thought of as a gradient descent. Design of the
internal state is based on the unknown constant parameters of the external
system (using similar design methods as section 5.1), but full estimation of the
unknown parameters is no longer necessary. The internal state that is generated
characterize a suﬃcient feature of the external system to ﬁnd a stabilizing control
input, e.g., the largest eigenvalue of an unknown A matrix, or the sign of an
unknown B matrix. The internal model can be constructed without any physical
constraint and will be given as a pure integrator system x˙2 = u2 with fully
measured output y2 = x2.
Aﬃne systems with positive deﬁnite control gain are particularly easy to
work with. The direction of inﬂuence on the states is known. If the system is
moving away from a goal in a particular direction, supplying a control action
with suﬃcient magnitude in the countering direction will return the system to
equilibrium. These systems will be described as having positive control gain.
Some portion of the states may not be directly inﬂuenced by the actions of
the control. However, the states that are directly inﬂuenced by the control can
then inﬂuence the states that do not have direct inﬂuence through a positive
gain. To obtain equilibrium some portion of the state needs to be regulated to
a stabilizing input for the rest of the state. These systems will be described as
having nested positive control gain.
Every state may be directly inﬂuenced, but with unknown sign. With a
destabilizing drift in the system, it is not possible to tell whether the control
is being applied in the correct direction with insuﬃcient magnitude or if it is
being applied in the wrong direction altogether. Therefore, the agent can never
be sure it is acting in the correct direction and must continually change its mind
about which direction might be correct.
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5.1 Gradient Descent for Stable Systems
Consider the system x˙′ = Ax′+Bu′ with unknown A and B. Assume the state
is fully measurable with y′ = x′, and the drift matrix is exponentially stable
with λmax(A) < 0. This system can be recast as
x˙11 = x12x11 + x13u1, x11 ∈ Rn, (5.2)
x˙12 = 0, x12 ∈ Rn×n, (5.3)
x˙13 = 0, x13 ∈ Rn×n, (5.4)
with x12(t1) exponentially stable, and y1 = x11 . Consider the objective of
estimating xˆ12 = Aˆ and xˆ13 = Bˆ with Aˆ → A and Bˆ → B. To achieve this
task, construct the internal system
x˙21 = u21 , y21 = x21 , (5.5)
x˙22 = u22 , y21 = x22 , (5.6)
x˙23 = u23 , y21 = x23 , (5.7)
with inputs
u21 = y22y11 + y23u1 − (y21 − y11) , (5.8)
u22 = −K−11 (y21 − y11) yᵀ11K2, (5.9)
u23 = −K−11 (y21 − y11)uᵀ1K3. (5.10)
With appropriately chosen u1, estimates for all states can be found. These
estimates are found with Lyapunov based methods [19, p. 156] that act like a
gradient descent algorithm.
The input must have persistent excitation [19, p. 150]. This means that
the input must be selected such that the magnitude of the parameter error
is always strictly decreasing. In some cases, an explicit formula can be found
providing necessary conditions for the input. These requirements depend on the
system and the method of estimation. For stable systems, this can typically be
accomplished using an input with suﬃcient aperiodic frequency [19, p. 259], e.g.
[u1(t)]i1 =
mi1∑
i2=1
Ai1,i2 sin(ωi1,i2t+ θi1,i2), {i1 ∈ N : i1 ≤ `(u)}, (5.11)
where |Ai1,i2 | > 0 and ωi1,i2 6= ωi′1,i′2 for all i′1 6= i1 and i′2 6= i2.
Result 5.1.1. Connecting the system (5.5)(5.10) to an exponentially stable
linear system with bounded input will generate monotonically decreasing estima-
tion error, i.e., the estimation error is nonincreasing from the initial estimate
error.
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Proof. Consider the Lyapunov candidate
v(x) =
1
2
3∑
i=1
tr
(
(x2i − x1i)K−1i (x2i − x1i)ᵀ
)
, Ki  0.
The derivative is given by
v˙ = tr
(
(x21 − x11)K−11 (x˙21 − x˙11)ᵀ
)
+ tr
(
(x22 − x12)K−12 (x˙22 − x˙12)ᵀ
)
+ tr
(
(x23 − x13)K−13 (x˙23 − x˙13)ᵀ
)
= tr
(
(x21 − x11)ᵀK−ᵀ1 (x˙21 − (x12x11 + x13u1))
)
+ tr
(
(x22 − x12)K−12 x˙ᵀ22
)
+ tr
(
(x23 − x13)K−13 x˙ᵀ23
)
= tr
(
(x˙21 − x12x11 − x13u1) (x21 − x11)ᵀK−11
)
+ tr
(
x22K
−1
2 x˙
ᵀ
22
)
+ tr
(−x12K−12 x˙ᵀ22)
+ tr
(
x23K
−1
3 x˙
ᵀ
23
)
+ tr
(−x13K−13 x˙ᵀ23)
= tr
(
x˙21 (x21 − x11)ᵀK−11
)
− tr (x12x11 (x21 − x11)ᵀK−11 )− tr (x13u1 (x21 − x11)ᵀK−11 )
+ tr
(
x22K
−1
2 x˙
ᵀ
22
)− tr (x12K−12 x˙ᵀ22)+ tr (x23K−13 x˙ᵀ23)− tr (x13K−13 x˙ᵀ23)
= tr
(
x˙21 (x21 − x11)ᵀK−11
)− tr (x12 (x11 (x21 − x11)ᵀK−11 +K−12 x˙ᵀ22))
− tr (x13 (u1 (x21 − x11)ᵀK−11 +K−13 x˙ᵀ23))
+ tr
(
x22K
−1
2 x˙
ᵀ
22
)
+ tr
(
x23K
−1
3 x˙
ᵀ
23
)
.
Choose
x˙ᵀ22 = −K2x11 (x21 − x11)
ᵀ
K−11 ⇒ x˙22 = −K−11 (x21 − x11)xᵀ11K2,
x˙ᵀ23 = −K3u1 (x21 − x11)
ᵀ
K−11 ⇒ x˙23 = −K−11 (x21 − x11)uᵀ1K3.
The derivative is given by
v˙ = tr
(
x˙21 (x21 − x11)ᵀK−11
)
+ tr
(
x22K
−1
2 x˙
ᵀ
22
)
+ tr
(
x23K
−1
3 x˙
ᵀ
23
)
= tr
(
x˙21 (x21 − x11)ᵀK−11
)
+ tr
(−x22x11 (x21 − x11)ᵀK−11 )
+ tr
(−x23u1 (x21 − x11)ᵀK−11 )
= tr
(
(x21 − x11)ᵀK−11 (x˙21 − x22x11 − x23u1)
)
.
Choose x˙21 = x22x11 + x23u1 − (x21 − x11), which gives
v˙ = − (x21 − x11)ᵀK−11 (x21 − x11) < 0 ∀x21 6= x11 .
Example 5.1.1. Figure 5.1 shows gradient parameter estimation at n = 2,
which requires n + 2n2 = 10 internal states. Two persistently exciting inputs
were generated using 25 frequencies from the interval {ωi ∈ R : 0 ≤ ωi ≤ 2pi}.
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Figure 5.1: This is a simulation of parameter estimation for a stable state-
space model x˙′ = Ax′ +Bu′ where A ≺ 0 is randomly generated and unknown.
The control gain B is also randomly generated, but the pair {A,B} must be
controllable so that u can provide persistently exciting signal to all the states.
Convergence of x2i to x1i gives x21 = x
′, x22 = A and x23 = B. The rate of
convergence can be seen in the monotonically declining value with its strictly
negative derivative value. The persistently exciting input was constructed by
adding cosines with aperiodic frequencies.
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Consider the objective of regulating a fully actuated linear-dynamic system with,
x˙1 = A1x1 +B1u1, {B1 ∈ Rn×n : B1  0}, (5.12)
y1 = x1, (5.13)
where x1 ∈ Rn and u ∈ Rn. Both A1 ∈ Rn×n and B1 ∈ Rn×n are unknown,
but the sign of B is known. There are several ways this can be done, each with
diﬀerent performance characteristics. Some of the important considerations are
how well the control behaves to perturbation of the model structure, i.e, with
the addition of unknown disturbances like constants and high-frequency noise.
5.2 Tuning with Output Outer Product
Result 5.2.1. Consider the system given by (5.12) with an internal system
x˙2 = u2,
y2 = x2,
where x2 ∈ Rn×n. An asymptotically stabilizing control can be found with the
outer product output feedback
u1 = −K1,1y1 − y2y1, {K1,1 ∈ Rn×n : K1,1  0}, (5.14)
u2 = +y1y
ᵀ
1K2,1, {K2,1 ∈ Rn×n : K2,1  0}. (5.15)
This closed-loop system drives x1 to zero exponentially and bounds x2.
Proof. Start with the positive deﬁnite Lyapunov candidate value function,
v(x) =
1
2
xᵀ1B
−1
1 x1 +
1
2
tr
((
x2 −B−11 A1
)
K−12,1
(
x2 −B−11 A1
)ᵀ)
, K2,1  0.
(5.16)
This candidate is radially unbounded in all directions. The derivative value is
v˙ = xᵀ1B
−1
1 x˙1 + tr
((
x2 −B−11 A1
)
K−12,1 x˙
ᵀ
2
)
= yᵀ1B
−1
1 (A1x1 +B1u1) + tr
(
x2K
−1
2,1 x˙
ᵀ
2
)
+ tr
(−B−11 A1K−12,1 x˙ᵀ2)
= tr
(
yᵀ1B
−1
1 A1y1
)
+ tr (yᵀ1u1) + tr
(
x2K
−1
2,1 x˙
ᵀ
2
)
+ tr
(
B−11 A1
(−K−12,1 x˙ᵀ2))
= tr
(
B−11 A1y1y
ᵀ
1
)
+ tr (u1y
ᵀ
1 ) + tr
(
x2K
−1
2,1 x˙
ᵀ
2
)
+ tr
(
B−11 A1
(−K−12,1 x˙ᵀ2))
= tr
(
B−11 A1
(
y1y
ᵀ
1 −K−12,1 x˙ᵀ2
))
+ tr (u1y
ᵀ
1 ) + tr
(
x2K
−1
2,1 x˙
ᵀ
2
)
.
Choose the internal state to be
x˙ᵀ2 = +K2,1y1y
ᵀ
1 ⇒ x˙2 = y1yᵀ2K2,1.
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This removes the unknown parameters from the derivative value, giving
v˙ = tr (u1y
ᵀ
1 ) + tr
(
x2K
−1
2,1 x˙
ᵀ
2
)
= tr (u1y
ᵀ
1 ) + tr (x2y1y
ᵀ
1 )
= tr ((u1 + y2y1) y
ᵀ
1 ) .
Choose the control action on system one to be
u1 = −K1,1y1 − y2y1.
The derivative value is then given by
v˙ = tr (−K1,1y1yᵀ1 )
= −yᵀ1K1,1y1 < 0, ∀y1 6= 0,
which guarantees exponential convergence of y1 and boundedness of x2.
Example 5.2.1. Figure 5.2 shows an example of scalar tuning, and ﬁgure 5.3
show examples of outer product tuning.
If zero mean noise is generated from a stable system that never converges to
zero, and this noise is added to the measurable output y1, the internal states
will become unbounded.
Result 5.2.2. A damping term K2,2 can be added to (5.14)(5.15) with
u2 = + (K2,1y1y
ᵀ
1 )
ᵀ −K2,2y2, {K2,2 ∈ Rn×n : K2,2  0}, (5.17)
= y1y
ᵀ
1K2,1 −K2,2y2. (5.18)
This dissipates the internal signal energy if it gets too large. The resulting
closed-loop behavior keeps both the external and internal states stable, but
does not regulate either to zero. A compromise is made between stabilizing
the external states and maintaining stability within the internal states. The
stable output y1 will converge to a bounded neighborhood about zero. This
neighborhood will shrink as the damping gain decreases. The gain K2,1 can
be thought of as a learning parameter. Likewise, K2,2 can be thought of as a
forgetting factor.
Example 5.2.2. Figure 5.4 and ﬁgure 5.5 show tuning with damping.
Example 5.2.3. Figure 5.6 shows the eﬀect noise has on a tuning system, and
ﬁgure 5.7 shows the eﬀect of adding damping to noisy tuning.
With V˙ = v given by (5.16), V is an L2(T )-norm. Alternative adaptation
methods can be derived using normalized projection. These methods result in
L1(T )-norms [41]. The transient performance may improve in some applications.
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Figure 5.2: From example 5.2.1, this ﬁgure shows simulation of outer product
output feedback (5.14)(5.15) to an unknown linear system (5.12)(5.13) with
`(x1) = 1, A1  0, and B1  0. Note that the derivative value is strictly neg-
ative, and the value is asymptotically stable. The integral value grows linearly
after convergence.
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Figure 5.3: From example 5.2.1, this ﬁgure shows simulation of outer product
output feedback (5.14)(5.15) to an unknown linear system (5.12)(5.13) with
`(x1) = 3, A1  0, and B1  0. The derivative value is strictly negative, causing
the value to converge asymptotically to a constant. The integral value then
grows linearly, and the average value converges asymptotically to a constant.
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Figure 5.4: From example 5.2.2, this ﬁgure shows simulation of outer prod-
uct output feedback with damping (5.17)(5.18) to an unknown linear system
(5.12)(5.13) with `(x1) = 1, A1  0, and B1  0. Note that the state does not
asymptotically go to zero, and the derivative value is no longer strictly negative.
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Figure 5.5: From example 5.2.2, this ﬁgure shows simulation of outer prod-
uct output feedback with damping (5.17)(5.18) to an unknown linear system
(5.12)(5.13) with `(x1) = 3, A1  0, and B1  0. The derivative value is no
longer strictly negative, but the value remains bounded, and the average value
asymptotically converges to a constant.
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Figure 5.6: From example 5.2.3, this ﬁgure shows simulation of outer product
output feedback (5.14)(5.15) to an unknown linear system (5.12)(5.13) with
`(x1) = 3, A1  0, B1  0, and zero mean noise added to y1. The noise
prevents the internal state from converging to a constant, and this causes the
internal states to grow unbounded. Now, both the value and the average value
are growing unbounded.
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Figure 5.7: From example 5.2.3, this ﬁgure shows simulation of outer prod-
uct output feedback with damping (5.17)(5.18) to an unknown linear system
(5.12)(5.13) with `(x1) = 3, A1  0, B1  0, and zero mean noise added to y2.
Comparing this to ﬁgure 5.6 the value is now bounded with an average value
asymptotically converging to a constant.
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5.3 Tuning with Output Inner Product
Outer product adaptation works well, but it requires `(~x2) = n
2 internal states.
Due to symmetry, only the upper-right triangle and diagonal need to be calcu-
lated so the number of unique elements is actually n + (n2 − n)/2, which still
grows quadratically in n.
This motivates several important questions. What is the minimum number of
internal states required for exponential convergence? How does the performance
of an agent with fewer internal states compare? As it turns out, only one internal
state is necessary. Adaptation of a positive system can be done with a single
internal state that expresses the energy of the external state.
Result 5.3.1. Consider the system (5.12)(5.13). This time use only a scalar
internal state
x˙2 = u2, x2 ∈ R,
y2 = x2,
with inner product output feedback
u1 = −K1,1y1 − y2y1, {K1,1 ∈ Rn×n : K1,1  0}, (5.19)
u2 = +K2,1y
ᵀ
1y1, {K2,1 ∈ R : K2,1 > 0}. (5.20)
Again, this closed-loop system exponentially drives x1 to zero and bounds x2.
Proof. Start with the positive deﬁnite Lyapunov candidate value function
v(x) =
1
2
xᵀ1B
−1
1 x1 +
1
2
K−12,1 (x2 − σ∗)2 , K2,1 > 0,
that is radially unbounded in all directions. The derivative value is given by
v˙ = xᵀ1B
−1
1 x˙1 +K
−1
2,1 (x2 − σ∗) x˙2
= yᵀ1B
−1
1 A1y1 + y
ᵀ
1u1 +K
−1
2,1y2x˙2 −K−12,1σ∗x˙2.
Let
σ∗ := σmax(B−11 A1).
This gives the upper bound
yᵀ1B
−1
1 A1y1 ≤ σ∗yᵀ1y1.
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The derivative value is then upper bound by
v˙ ≤ σ∗yᵀ1y1 + yᵀ1u1 +K−12,1y2x˙2 −K−12,1σ∗x˙2
= σ∗
(
yᵀ1y1 −K−12,1 x˙2
)
+ yᵀ1u1 +K
−1
2,1y2x˙2.
Choose the internal state to be
x˙2 = +K2,1y
ᵀ
1y1.
This removes the unknown parameters from the derivative value, giving
v˙ ≤ yᵀ1u1 +K−12,1y2x˙2
= yᵀ1u1 + y2y
ᵀ
1y1.
Choose the control action on system 1 to be
u1 = −K1,1y1 − y2y1.
The derivative value is then upper bound by
v˙ ≤ −yᵀ1K1,1y1 < 0, ∀y1 6= 0,
which guarantees exponential convergence of y1 and boundedness of x2.
The performance is comparably the same as outer product output feedback.
Again, noise will make the internal model grow unbounded. Damping will keep
the internal model bounded but will prevent the external states from going to
zero. Again, a damping term K2,2 can be added to the internal input with
u2 = +K2,1y
ᵀ
1y1 −K2,2y2, {K2,2 ∈ R : K2,2 > 0}, (5.21)
which dissipates the internal state if it gets too large. If something is known
about the noise entering the system, nonlinear forms of damping can be used.
Result 5.3.2. If the noise is zero mean with a known variances, then the damp-
ing should activate only when ‖y1‖2 < var(y˜1). This can be accomplished with
u2 = +K2,1y
ᵀ
1y1 −K2,2y2 exp
(−yᵀ1 Σ−1y1), (5.22)
or
u2 =
{
+K2,1y
ᵀ
1y1 −K2,2y2 if yᵀ1 Σ−1y1 < 1
+K2,1y
ᵀ
1y1 else
. (5.23)
Example 5.3.1. Figure 5.8 and 5.9 show inner product tuning and dampened
inner product tuning. Figure 5.10 and 5.11 show inner product tuning with
noise and dampened inner product tuning with noise.
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Figure 5.8: This ﬁgure shows simulation of inner product output feedback
(5.19)(5.20) to an unknown linear system (5.12)(5.13) with `(x1) = 3, A1  0,
and B1  0.
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Figure 5.9: This ﬁgure shows simulation of inner product output feedback
(5.19) with a dampened internal model (5.21) applied to an unknown linear
system (5.12)(5.13) with `(x1) = 3, A1  0, and B1  0. The internal and
external outputs no longer converge to constants, but they do remain bounded.
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Figure 5.10: This ﬁgure shows simulation of inner product output feedback
(5.19)(5.20) to an unknown linear system (5.12)(5.13) with `(x1) = 3, A1  0,
and B1  0, and noise added to the external output. Note that the internal
model is not asymptotically converging. Therefore, the value is growing un-
bounded.
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Figure 5.11: This ﬁgure shows simulation of inner product output feedback
(5.19) with a dampened internal model (5.21) applied to an unknown linear
system (5.12)(5.13) with `(x1) = 3, A1  0, B1  0, and noise added to the
external output. Note that the value remains bounded, and the average value
asymptotically converges to a constant.
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5.4 Tuning with Adaptive Block Backstepping
Consider the under-actuated, linear system given by[
x˙11
x˙12
]
=
[
A1,1 A1,2
A2,1 A2,2
][
x11
x12
]
+
[
0
B2
]
u1, (5.24)
with, n = ` (x11) = ` (x12) = `(u1). Both A and B are unknown, but it is known
that B2  0 and A1,2  0. Assume the state xᵀ1 =
[
xᵀ11 x
ᵀ
12
]
is measurable.
The goal of stability can be expressed as that of driving x12 → f(t)x11 (an
adaptive stabilizing input for x11). This is known as a sliding mode [42, p. 551].
If x11 → 0, then x12 → 0 (provided f(t) is well-behaved). The internal model
and input are found with integral backstepping [42, p.589], [39, p. 45].
Result 5.4.1. System (5.24) is asymptotically stabilized using
x˙ᵀ20 = K20x11x
ᵀ
11
−K10xᵀ20 , K20  0, x20 ∈ Rn×n, (5.25)
x˙ᵀ21 = K21x11(x12 + f x11)
ᵀ, K21  0, x21 ∈ Rn×n, (5.26)
x˙ᵀ22 = K22x12(x12 + f x11)
ᵀ, K22  0, x22 ∈ Rn×n, (5.27)
x˙ᵀ23 = K23 f˙(t)x11(x12 + f x11)
ᵀ, K23  0, x23 ∈ Rn×n, (5.28)
x˙ᵀ24 = K24vec(f ⊗ xᵀ11)(x12 + f x11)ᵀ, K24  0, x24 ∈ Rn×n
3
, (5.29)
x˙ᵀ25 = K25vec(f ⊗ xᵀ12)(x12 + f x11)ᵀ, K25  0, x25 ∈ Rn×n
3
, (5.30)
u1 = −

xᵀ21
xᵀ22
xᵀ23
xᵀ24
xᵀ25

ᵀ 
x11
x12
f˙x11
vec(f ⊗ xᵀ11)
vec(f ⊗ xᵀ12)
−K12(x12 + f x11), K12  0, (5.31)
f(t) = K11 + x20 , K11  0, (5.32)
f˙(t) =
(
K20x11x
ᵀ
11
−K10xᵀ20
)ᵀ
, K10  0. (5.33)
Proof. Start with the Lyapunov candidate
v′ =
1
2
(x12 + f(t)x11)
ᵀB−12 (x12 + f(t)x11),
which has the derivative
v˙′ = (x12 + f(t)x11)
ᵀB−12 (A2,1x11 +A2,2x12 +B2u1
+ f˙(t)x11 + f(t)A1,1x11 + f(t)A1,2x12).
The f(t) matrix has unknown parameters multiplying it on the left and right.
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These parameters can be collected on the left with
B−12 f(t)A1,1x11(t) = B
−1
2 (f(t)⊗ xᵀ11(t))vec(A1,1)
= (B−12 ⊗ vecᵀ(A1,1))︸ ︷︷ ︸
Unkown Paramaters
vec(f(t)⊗ xᵀ11(t)).
The derivative can then be written as
v˙′ = (x12 + f(t)x11)
ᵀ
(
+ u1
+B−12 A2,1x11 +B
−1
2 A2,2x12 +B
−1
2 f˙(t)x11
+B−12 f(t)A1,1x11
+B−12 f(t)A1,2x12
)
= (x12 + f(t)x11)
ᵀ
(
+ u1
+B−12 A2,1x11
+B−12 A2,2x12
+B−12 f˙(t)x11
+ (B−12 ⊗ vecᵀ(A1,1))vec(f(t)⊗ xᵀ11)
+ (B−12 ⊗ vecᵀ(A1,2))vec(f(t)⊗ xᵀ12)
)
= (x12 + f(t)x11)
ᵀu1
+ tr
(
B−12 A2,1x11(x12 + f(t)x11)
ᵀ)
+ tr
(
B−12 A2,2x12(x12 + f(t)x11)
ᵀ)
+ tr
(
B−12 f˙(t)x11(x12 + f(t)x11)
ᵀ
)
+ tr
(
(B−12 ⊗ vecᵀ(A1,1))vec(f(t)⊗ xᵀ11)(x12 + f(t)x11)ᵀ
)
+ tr
(
(B−12 ⊗ vecᵀ(A1,2))vec(f(t)⊗ xᵀ12(x12 + f(t)x11)ᵀ
)
=: (x12 + f(t)x11)
ᵀu1
+ tr (θ1x11(x12 + f(t)x11)
ᵀ) θ1 ∈ Rn×n
+ tr (θ2x12(x12 + f(t)x11)
ᵀ) θ2 ∈ Rn×n
+ tr
(
θ3f˙(t)x11(x12 + f(t)x11)
ᵀ
)
θ3 ∈ Rn×n
+ tr
(
θ4vec(f(t)⊗ xᵀ11)(x12 + f(t)x11)ᵀ
)
θ4 ∈ Rn×n3
+ tr
(
θ5vec(f(t)⊗ xᵀ12)(x12 + f(t)x11)ᵀ
)
. θ5 ∈ Rn×n3
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Add an internal model with
v′′ =
1
2
5∑
i=1
tr
(
(x2i − θi)K−12i (x2i − θi)
ᵀ)
, K2i  0,
v˙′′ =
5∑
i=1
tr
(
(x2i − θi)K−12i x˙ᵀ2i
)
=
5∑
i=1
tr
(
x2iK
−1
2i
x˙ᵀ2i
)− 5∑
i=1
tr
(
θiK
−1
2i
x˙ᵀ2i
)
.
Choose
x˙ᵀ21 = K21x11(x12 + f(t)x11)
ᵀ, K21 ∈ Rn×n, x21 ∈ Rn×n,
x˙ᵀ22 = K22x12(x12 + f(t)x11)
ᵀ, K22 ∈ Rn×n, x22 ∈ Rn×n,
x˙ᵀ23 = K23 f˙(t)x11(x12 + f(t)x11)
ᵀ, K23 ∈ Rn×n, x23 ∈ Rn×n,
x˙ᵀ24 = K24vec(f(t)⊗ xᵀ11)(x12 + f(t)x11)ᵀ, K24 ∈ Rn
3×n3 , x24 ∈ Rn×n
3
,
x˙ᵀ25 = K25vec(f(t)⊗ xᵀ12)(x12 + f(t)x11)ᵀ, K25 ∈ Rn
3×n3 , x25 ∈ Rn×n
3
.
The combined derivatives are then
v˙′ + v˙′′ : = (x12 + f(t)x11)
ᵀ(u1 + x21x11 + x22x12 + x23 f˙(t)x11
+ x24vec(f(t)⊗ xᵀ11) + x25vec(f(t)⊗ xᵀ12)).
Choosing
u1 = −K12(x12 + f(t)x11)− x21x11 − x22x12 − x23 f˙(t)x11
− x24vec(f(t)⊗ xᵀ11)− x25vec(f(t)⊗ xᵀ12), K12  0,
gives
v˙′ + v˙′′ = −(x12 + f(t)x11)ᵀK12(x12 + f(t)x11) < 0 ∀x12 6= f(t)x11 .
Let the candidate for x11 be given by
v′′′ =
1
2
xᵀ11A
−1
1,2x11
v˙′′′ = xᵀ11A
−1
1,2x˙11 ,
= xᵀ11A
−1
1,2 (A1,1x11 +A1,2x12)
=: xᵀ11 (θ0x11 + x12) .
Add an internal model with
v′′′′ =
1
2
tr
(
(x20 − θ0)K−120 (x20 − θ0)
ᵀ)
, K20  0,
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with
v˙′′′′ = tr
(
(x20 − θ0)K−120 x˙ᵀ20
)
= tr
(
x20K
−1
20
x˙ᵀ2i
)− tr (θ0K−120 x˙ᵀ20) .
For `(x11) = `(x12), choose:
x˙ᵀ20 = K20x11x
ᵀ
11
,
and
x12 = −(K11 + x20)x11 , K11  0
=: −f(t)x11 ,
which gives
f(t) = K11 + x20 ,
f˙(t) =
(
K20x11x
ᵀ
11
)ᵀ
,
and
v˙′′′ + v˙′′′′ = −xᵀ11K11x11 .
Damping could be added with K10 using
x˙ᵀ20 = K20x11x
ᵀ
11
−K10xᵀ20 ,
giving
x12 = −(K11 + x20)x11 , K11  0
=: −f(t)x11 .
Therefore, f(t) could be chosen as
f(t) = K11 + x20 ,
f˙(t) =
(
K20x11x
ᵀ
11
−K10xᵀ20
)ᵀ
.
It is fairly easy to extend these results to block positive nonlinear functions
with linear parameterization. Another sliding mode can be used if {A1,1, A1,2}
has nested block positive structure. The method in this section can be applied
recursively at whatever depth is necessary.
Example 5.4.1. Figure 5.12 shows block positive adaptation with
`(x11) = `(x12) = 2. Figure 5.13 shows block positive adaptation with damping.
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tx1
x12 and x11
t
x2
x21 , x22 , x23 , x24 , x25 and x20
t
u1
Figure 5.12: This is a simulation of block positive adaptation using (5.25)
(5.33) on system (5.24) with unknown A and B satisfying A1,2  0, B2  0,
and `(x11) = `(x12) = 2. The damping on x20 is turned oﬀ with K10 = 0.
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tx1
x12 and x11
t
x2
x21 , x22 , x23 , x24 , x25 and x20
t
u1
Figure 5.13: This is a simulation of block positive adaptation using (5.25)
(5.33) on system (5.24) with unknown A and B satisfying A1,2  0, B2  0,
and `(x11) = `(x12) = 2. The damping on x20 is turned on with K10  0, and
stability is no longer guaranteed.
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5.5 Nonlinear Positive Gain with Known Basis
The results of section 5.2 can be extended to nonlinear systems with linear
parameterization. Consider the system
x˙1 = A1a1(x1) +B1b1(x1)u1, B1  0, b1  0, (5.34)
with x1 ∈ Rn, u1 ∈ Rn, unknown A1 ∈ Rn×`(a1), unknown B1 ∈ Rn×n, known
a1(x1) ∈ R1, and known b1(x1) ∈ Rn×n.
Result 5.5.1. System (5.34) can be asymptotically stabilized with x˙2 = u2,
y2 = x2, and inputs
u1 = −b−11 (y1) (y2a1(y1) +K1,1y1) , K1,1  0, (5.35)
u2 = +y1a
ᵀ
1(y1)K2,1, K2,1  0. (5.36)
Proof. Choose a Lyapunov candidate
v =
1
2
xᵀ1B
−1
1 x1 +
1
2
tr
((
x2 −B−11 A1
)
K−12,1
(
x2 −B−11 A1
)ᵀ)
.
Its derivative is given by
v˙ = xᵀ1B
−1
1 x˙1 + tr
((
x2 −B−11 A1
)
K−12,1 x˙
ᵀ
2
)
= tr
(
yᵀ1B
−1
1 (A1a1(y1) +B1b1(y1)u1)
)
+ tr
((
y2 −B−11 A1
)
K−12,1 x˙
ᵀ
2
)
= tr
(
B−11 A1
(
a1(y1)y
ᵀ
1 −K−12,1 x˙ᵀ2
))
+ tr
(
yᵀ1B
−1
1 B1b1(y1)u1
)
+ tr
(
y2K
−1
2,1 x˙
ᵀ
2
)
.
Choose
x˙ᵀ2 = K2,1a1(y1)y
ᵀ
1 ⇒ x˙2 = y1aᵀ1(y1)K2,1.
This gives
v˙ = tr (yᵀ1 b1(y1)u1) + tr
(
y2K
−1
2,1 x˙
ᵀ
2
)
= tr (yᵀ1 b1(y1)u1) + tr (y2a1(y1)y
ᵀ
1 )
= yᵀ1 (b1(y1)u1 + y2a1(y1)) .
Choose
u1 = −b−11 (y1) (y2a1(y1) +K1,1y1) ,
to get v˙ = −yᵀ1K1,1y1 < 0 ∀y1 6= 0.
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5.6 Nonlinear Block Positive Gain with Known Basis
The results of section 5.4 can be extended to nonlinear systems with linear
parameterization. Consider the system
[
x˙11
x˙12
]
=
[
A1,1 A1,2 0
0 0 A2,3
] a1(x11)a2(x11)x12
a3(x11 , x12)
+ [ 0
B2
]
b2(x11 , x12)u1,
with n = `1(A1,1) = `1(a2) = `1(B1) = `1(b1), A1,2  0, a2  0, B2  0, and
b2  0. Choose the internal model
x˙ᵀ20 = K20a1x
ᵀ
11
, K20  0,
x˙ᵀ21 = K21a3(x12 + f)
ᵀ, K21  0,
x˙ᵀ22 = K22ft(x12 + f)
ᵀ, K22  0,
x˙ᵀ23 = K23vec(fx11 ⊗ a
ᵀ
1)(x12 + f)
ᵀ, K23  0,
x˙ᵀ24 = K24vec(fx11 ⊗ x
ᵀ
12
aᵀ2)(x12 + f)
ᵀ, K24  0,
with output feedback
u1 = −b−12

xᵀ21
xᵀ22
xᵀ23
xᵀ24

ᵀ 
a3
ft
vec(fx11 ⊗ a
ᵀ
1)
vec(fx11 ⊗ x
ᵀ
12
aᵀ2)
− b−12 K12(x12 − f)),
where f comes from section 5.5 and is given by
f = −a−12 (x20a1 +K11x11) ,
f˙ = fx20 x˙20︸ ︷︷ ︸
ft
+fx11 x˙11 .
The proof is constructed in the exact same way as section 5.4, except with non-
linear functions. The initial Lyapunov candidate and its derivative are
v =
1
2
(x12 − f(t, x11))ᵀB−12 (x12 − f(t, x11)),
v˙ = (x12 − f)ᵀ(B−12 A2,3a3 + b2u1
−B−12 ft −B−12 fx11A1,1a1 −B−12 fx11A1,2a2x12)
= (x12 − f)ᵀ(B−12 A2,3a3 + b2u1 −B−12 ft
− (B−12 ⊗ ~Aᵀ1,1)vec(fx11 ⊗ a
ᵀ
1)− (B−12 ⊗ ~Aᵀ1,2)vec(fx11 ⊗ x
ᵀ
12
aᵀ2))
=: (x12 − f)ᵀ(θ1a3 + b2u1 + θ2ft + θ3vec(fx11 ⊗ a
ᵀ
1) + θ4vec(fx11 ⊗ x
ᵀ
12
aᵀ2)).
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5.7 Nonlinear Positive Gain with Unknown Basis
Consider the system with linear parameterization
x˙1 = a1(x1) +B1b1(x1)u1, B1  0, b1  0,
with x1 ∈ X1 ⊆ Rn, u1 ∈ Rn, unknown positive B1 ∈ Rn×n, unknown structure
a1(x1) ∈ Rn, and known functions b1(x1) ∈ Rn×n. A generalized basis, x¯(x),
can be guessed, e.g., radial basis functions. The solution found for system
(5.34) can then be applied to x˙1 ≈ A1x¯1(x1) + B1b1(x1)u1 with x1 ∈ X1. The
adaptive solution will work provided the states of x1 remain in X1. This radial
bsis method can be applied to adaptive block backstepping as well [43].
Example 5.7.1. Consider the scalar system given by ﬁgure 5.14 with domain
X1 = {x1 ∈ R : −1 ≤ x1 ≤ +1} and a Cauchy basis of
[x¯1(x)]i ∝ (1 + σ−2i (x− µi)2)−1.
Figure 5.14 shows the resulting output feedback using (5.35)(5.36).
-1 1 x
a(x)
-1 1 x
1
b(x)
-1 1 x
1
x(x)
t
u1
t
-1
1
y1
t
y2
Figure 5.14: This is an example of a scalar unknown nonlinear system being
tuned to a Cauchy mixture model as described in section 5.7.
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5.8 Tuning with Control Sign Adaptation
If the control gain is full rank, but input sign is unknown, the tuning methods
discussed up to this point need to be modiﬁed. If trial and error is allowed, it
would be possible to guess the control sign and multiply this sign by the input.
Failure would imply the wrong control sign was used, and a new guess should
be made. For a system of n states, there are a total of 2n sign conﬁgurations.
Alternatively, it is possible to construct sign indeﬁnite regulators that stabilize
the system with only one trial. To do this, gains must be added to the inputs
that continue to cycle through all sign conﬁgurations until stability is found.
Deﬁnition 5.8.1. A scalar Nussbaum gain [39, p. 22], [19, p. 215], f : R→ R,
satisﬁes
lim
α→∞ sup
(
1
α
∫ α
0
α′f(α′)dα′
)
= +∞,
lim
α→∞ inf
(
1
α
∫ α
0
α′f(α′)dα′
)
= −∞,
e.g., f(α) = cos(ωα)α with {ω ∈ R : ω > 0}.
Result 5.8.1. Consider the scalar linear system
x˙1 = A1x1 +B1u1,
y1 = x1,
with x1 ∈ R, u1 ∈ R, unknown A1 ∈ R, and unknown B1 ∈ R with unknown
sign. Let x˙2 = u2 and y2 = x2 with inputs
u1 = −f(y2) (K1,1y1 + y2y1) , K1,1 > 0, (5.37)
u2 = +K2,1y
2
1 −K2,2y2, K2,1 > 0, K2,2 ≥ 0. (5.38)
If K2,2 = 0 and f is a Nussbaum gain, then (5.37)(5.37) will drive y1 to zero.
Proof. This proof comes from [39, p. 23]. For K2,2 = 0 consider the Lyapunov
candidate
v =
1
2
u2 =
1
2
K2,1y
2
1 =
1
2
y˙2,
which has the derivative
v˙ = x1(A1x1 +B1f(x2)(K1,1x1 + x2x1))
= (A1 +B1f(x2)(K1,1 + x2))K2,1x
2
1︸ ︷︷ ︸
y˙2
.
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Integrating gives
1
2
u2
∣∣∣∣t2
t1
=
∫ y2(t2)
y2(t1)
(A1 +B1f(y2)(K1,1 + y2))dy2.
Initialize the internal state with x2(t1) = 0.
K2,1
2
(y21(t2)− y21(t1)) =
∫ y2(t2)
0
(A1 +B1f(y2)(K1,1 + y2))dy2
= A1y2(t2) +B1
∫ y2(t2)
0
f(y2) (K1,1 + y2)︸ ︷︷ ︸
>0
dy2. (5.39)
If y21(t2) > y
2
1(t1), then the right-hand side of (5.39) must be positive. If y2(t2)
grows unbounded, then the right-hand side of (5.39) will become negative with
large enough t2 since f is a Nussbaum gain. This is a contradiction. Therefore,
y2 must be bounded implying y1 must converge to zero.
Result 5.8.2. For the multivariate case of `(u1) > 1, the Nussbaum gain must
cycle through all possible sign combinations. This can be accomplished with
f(t) = diag ({cos (ωiy2)}ni=1) y2, (5.40)
where ωi′ 6= ωi for all i′ 6= i, and y2 comes from (5.21) with x˙2 = u2, y2 = x2,
u1 = −f(t)(K1,1y1 − y2y1), K1,1  0, (5.41)
u2 = +K2,1y
ᵀ
1y1 −K2,2y2, K2,1 > 0, K2,2 ≥ 0. (5.42)
Example 5.8.1. Figure 5.15 shows an example of the sign ﬂipping in (5.40).
sign(f1,1)sign(f2,2)
sign(f3,3)sign(f4,4)
sign(f1,1)
sign(f2,2)
sign(f3,3)
sign(f4,4)
1
y2
Figure 5.15: For y2  0, this ﬁgure shows an example of the diagonal elements
of the multivariate Nussbaum gain in (5.40) cycling through all the possible 2n
sign combinations as internal signal energy grows with ωi = 2pii and n = 5.
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Example 5.8.2. Figure 5.16 show the phase portrait of scalar sign adaptation
when B1 > 0. The closed-loop system is
x˙1 = A1x1 +B1u1, A1 > 0, B1 > 0,
y1 = x1,
u1 = −y2 cos(y2) (K1,1y1 + y2y1) , K1,1 > 0,
x˙2 = u2,
y2 = x2,
u2 = +K2,1y
2
1 −K2,2y2, K2,1 > 0, K2,2 = 0.
Figure 5.17 shows the the orange sample trajectory in ﬁgure 5.16.
Example 5.8.3. Figure 5.18 show the phase portrait of scalar sign adaptation
when B1 < 0. Note that this is the same system as ﬁgure 5.16, except the
control sign has been ﬂipped. Figure 5.19 shows the resulting signals of the
orange sample trajectory in ﬁgure 5.18.
Example 5.8.4. Figure 5.20 show the phase portrait of scalar sign adaptation
with damping, K2,2 > 0, when B1 > 0. Figure 5.21 shows the resulting signals
of the orange sample trajectory in ﬁgure 5.20.
Example 5.8.5. Figure 5.22 show the phase portrait of scalar sign adaptation
with damping, K2,2 > 0, when B1 < 0. Note that this is the same system
as ﬁgure 5.20, except the control sign has been ﬂipped. Figure 5.23 shows the
resulting signals of the orange sample trajectory in ﬁgure 5.22.
Example 5.8.6. Figure 5.24 shows dampened sign adaptation, K2,2 > 0, with
noise added to the measured output y′1 = y1 + y˜1. Both the inputs and internal
signals require an exceptionally high bandwidth to maintain stability.
Example 5.8.7. Figure 5.26 shows multivariate sign adaptation. Given a full-
rank input gain, rank(B1) = `(x), the closed-loop system is
x˙1 = A1x1 +B1u1, A1  0,
y1 = x1,
u1 = −y2 diag ({cos (ωiy2)}ni=1) (K1,1y1 + y2y1) , K1,1  0,
x˙2 = u2,
y2 = x2,
u2 = +K2,1‖y1‖22 −K2,2y2, K2,1 > 0, K2,2 = 0.
Example 5.8.8. Figure 5.27 shows multivariate sign adaptation with damping,
K2,2 > 0. Note that the performance has improved, but the steady-state output
is no longer zero.
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x1
x2
B > 0
Figure 5.16: From example 5.8.2, this ﬁgure shows the vector ﬁeld plot of sign
adaptation (5.37)(5.38) applied to an unknown linear system (5.12)(5.13) with
`(x1) = 1, A1 > 0, B1 > 0, and no internal damping, K2,2 = 0.
t
y1
External Output
t
y2
Internal Output
t
u1
External Input
t
u2
Internal Input
B > 0
Figure 5.17: From example 5.8.2, this ﬁgure shows the orange sample trajec-
tory from ﬁgure 5.16 where B1 > 0 and K2,2 = 0.
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x1
x2
B < 0
Figure 5.18: From example 5.8.3, this ﬁgure shows the vector ﬁeld plot of the
same system in ﬁgure 5.16 with a sign ﬂip giving B1 < 0. Internal damping is
still oﬀ with K2,2 = 0.
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External Output
t
y2
Internal Output
t
u1
External Input
t
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B < 0
Figure 5.19: From example 5.8.3, this ﬁgure shows the orange sample trajec-
tory from ﬁgure 5.18 where B1 < 0 and K2,2 = 0.
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x2
B > 0
Figure 5.20: From example 5.8.4, this ﬁgure shows the vector ﬁeld plot of sign
adaptation (5.37)(5.38) applied to an unknown linear system (5.12)(5.13) with
`(x1) = 1, A1 > 0, B1 > 0, and internal damping, K2,2 > 0.
t
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External Output
t
y2
Internal Output
t
u1
External Input
t
u2
Internal Input
B > 0
Figure 5.21: From example 5.8.4, this ﬁgure shows the orange sample trajec-
tory from ﬁgure 5.20 where B1 > 0 and K2,2 > 0.
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x1
x2
B < 0
Figure 5.22: From example 5.8.5, this ﬁgure shows the vector ﬁeld plot of the
same system in ﬁgure 5.20 with a sign ﬂip giving B1 < 0. Internal damping is
still on with K2,2 > 0.
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External Output
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t
u1
External Input
t
u2
Internal Input
B < 0
Figure 5.23: From example 5.8.5, this ﬁgure shows the orange sample trajec-
tory from ﬁgure 5.22 where B1 < 0 and K2,2 > 0.
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x1
x2
Figure 5.24: From example 5.8.6, this ﬁgure shows simulation of sign adap-
tation (5.37)(5.38) applied to an unknown linear system (5.12)(5.13) with
`(x1) = 1, A1 > 0, B1 < 0, internal damping, K2,2 > 0, and noise added to the
external output. The noise is constructed from ten aperiodic sinusoids. Note
that x1 now passes back and forth across zero.
t
y1
External Output
t
y2
Internal Output
t
u1
External Input
t
u2
Internal Input
Figure 5.25: This ﬁgure shows the orange sample trajectory from ﬁgure 5.24.
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Figure 5.26: From example 5.8.7, this ﬁgure shows simulation of Nussbaum
gain (5.40) multiplied to inner product output feedback (5.19)(5.21) and ap-
plied to an unknown linear system (5.12)(5.13) with `(x1) = 4, A1  0,
rank(B1) = 4 with indeﬁnite sign, and no internal damping, K2,2 = 0. Note the
internal state is one-dimensional.
t
x1
External State
t
x2
Internal State
t
u1
External Input
t
u2
Internal Input
Figure 5.27: From example 5.8.8, this ﬁgure shows simulation of Nussbaum
gain (5.40) multiplied to inner product output feedback (5.19) with a dampened
internal model (5.21) and applied to an unknown linear system (5.12)(5.13)
with `(x1) = 4, A1  0, rank(B1) = 4 with indeﬁnite sign, and internal damping,
K2,2 > 0. Note the external states no longer converge to zero.
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5.9 Direct Model Reference Adaptive Control
Direct model reference adaptive control diﬀers from the previously discussed
tuning regulators in that it treats the ideal unknown stabilizing feedback gain
as the parameter to be tuned. A derivation for the vector model reference
adaptive control is given in [19, p. 325]. Consider an external system given by
x˙1 = A1x1 +B1u1, (5.43)
and an internal system given by
x˙2 = A2x2 +B2u2, , (5.44)
with `(x1) = `(x2) and `(u1) = `(u2). If (5.43) was known, an input of
u1 = −K1x1 +K2u2
could be found so that x˙1 matches (5.44) with
A2 : = A1 −B1K1, (5.45)
B2 : = B1K2. (5.46)
The design goal is to propose {A2, B2} with λmax(A2) < 0 such that gains K1
and K2 satisfy (5.46)(5.46). The entries of A2 and B2 must be selected without
knowing speciﬁc entry values in A1 and B1. The only thing known about the
entries of {A1, B1} will be zero or identity values and possibly parameter signs.
Result 5.9.1. Assume {A2, B2} is selected such that (5.45)(5.46) exists with
λmax(A2) < 0. If K2  0, then (5.43) can be asymptotically stabilized with the
input
u1 = −f1(t)x1 + f2(t)u2, (5.47)
using the reference model
x˙2 = A2x2 +B2u2, (5.48)
and internal adaptive states
f˙1 = +B
ᵀ
2P2(x1 − x2)xᵀ1 , (5.49)
f˙2 = −Bᵀ2P2(x1 − x2)uᵀ2 , (5.50)
where Aᵀ2P2 + P2A2 = −Q2 with Q2  0.
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Proof. The external system can be expressed as
x˙1 = A1x1 +B1u1 +B1(−K1x1 +K2u2)−B1(−K1x1 +K2u2)︸ ︷︷ ︸
0
= (A1 −B1K1)︸ ︷︷ ︸
A2
x1 +B1K2︸ ︷︷ ︸
B2
u2 −B1(−K1x1 +K2u2 − u1),
which gives
x˙1 − x˙2 = A2x1 +B2u2 −B1(−K1x1 +K2u2 − u1)−A2x2 −B2u2
= A2(x1 − x2) +B1(u1 +K1x1 −K2u2).
Propose
u1 = −f1(t)x1 + f2(t)u2,
and deﬁne
x′0 : = x1 − x2,
x′1 : = f1 −K1,
x′2 : = f2 −K2.
The derivatives are given by
x˙′0 = A2x
′
0 +B1(−x′1x1 + x′2u2),
x˙′1 = f˙1,
x˙′2 = f˙2.
If B2 rns(K2) = 0, then B1 = B2K
+
2 , and
x˙′0 = A2x
′
0 +B2K
+
2︸ ︷︷ ︸
B1
(−x′1x1 + x′2u2).
Consider the Lyapunov candidate
v =
1
2
2∑
i=0
tr
(
x′ᵀi K
′
ix
′
i
)
, K ′i  0.
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The derivative is given by
v˙ =
2∑
i=0
tr
(
x˙′ᵀi K
′
ix
′
i
)
= tr
(
(A2x
′
0 +B2K
+
2 (−x′1x1 + x′2u2))ᵀK ′0x′0
)
+ tr
(
x′ᵀ1 K
′
1f˙1
)
+ tr
(
x′ᵀ2 K
′
2f˙2
)
= x′ᵀ0
(
Aᵀ2K
′
1 +K
′
1A2
2
)
x′0
+ tr
(
(−x′1x1)ᵀK+ᵀ2 Bᵀ2K ′0x′0
)
+ tr
(
(x′2u2)
ᵀK+ᵀ2 B
ᵀ
2K
′
0x
′
0
)
+ tr
(
x′ᵀ1 K
′
1f˙1
)
+ tr
(
x′ᵀ2 K
′
2f˙2
)
,
where
tr
(−xᵀ1x′ᵀ1 K+ᵀ2 Bᵀ2K ′0x′0) = −tr (x′ᵀ1 K+ᵀ2 Bᵀ2K ′0x′0xᵀ1) ,
and
tr
(
(x′2u2)
ᵀK+ᵀ2 B
ᵀ
2K
′
0x
′
0
)
= +tr
(
x′ᵀ2 K
+ᵀ
2 B
ᵀ
2K
′
0x
′
0u
ᵀ
2
)
.
Let K ′0 = P2 be the solution to the Lyapunov equation A
ᵀ
2P2 + P2A2 = −Q2
where Q2  0. If K ′1 = K ′2 = K+ᵀ2 , then K2 must be positive deﬁnite. If
K2  0, then `1(K2) = `2(K2) and `(B1) = `(B2). In particular, this requires
`(u1) = `(u2). Making these substitutions gives
v˙ = −x′ᵀ0 Q2x′0
+ tr
(
x′ᵀ1 K
+ᵀ
2 (−Bᵀ2K ′0x′0xᵀ1 + f˙1)
)
+ tr
(
x′ᵀ2 K
+ᵀ
2 (B
ᵀ
2K
′
0x
′
0u
ᵀ
2 + f˙2)
)
.
Choose
f˙1 = +B
ᵀ
2K
′
0x
′
0x
ᵀ
1 ,
f˙2 = −Bᵀ2K ′0x′0uᵀ2 .
Then v˙ < −σmax(Q2)‖x1− x2‖22 for all x1 6= x2 implies x1 → x2 exponentially.
Note that x1 → x2 may converge faster than fi → Ki. Therefore, the steady-
state values of fi will most likely not be the ideal closed-loop gains. Systems
with positive control gain automatically satisfy (5.45)(5.46) because they are
full rank, but for B with unknown sign or lower rank, this requires speciﬁc
structure. This approach appears to have many of the same limitations as the
previously discussed tuning.
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CHAPTER 6
Intro to Online Model Identification
6.1 Overview
If a dynamic system is linear, there are a variety of ways to estimate the param-
eters from just input and output using the frequency domain [19, p. 192]. Many
of the same tools can be applied to nonlinear systems if the parameterization is
linear. State estimates can either be computed simultaneously with parameter
estimates or after parameter estimation. Parameter estimation can be done on
unstable systems with the use of normalizing terms [19, p. 182]. It is possible the
system will go outside of a reasonable operational range before good parameter
estimates for feedback can be found. If the agent is not expected to stabilize the
system on the ﬁrst try, trial and error learning can be conducted. If θ ∈ Θ is a
convex set, then a projective gradient can be used to keep θˆ ∈ Θ [19, p. 788].
6.2 Least Mean Square Parameter Estimation
Consider a measurable output given by the vector y(t) with the domain Y and
a basis vector y¯(t) = y¯(y(t)). Extending the results from [19, p. 193], let
f(t) = θy¯(t), (6.1)
where f ∈ F consist of a vector of measurable features with linear parameteri-
zation θ ∈ R`(f)×`(y¯). Consider the approximation error
V (θˆ(t)) =
1
2
‖f(t|θ)− f(t|θˆ(t))‖2L2(T )
=
1
2
∫ t
t0
‖f(τ)− θˆ(t)y¯(τ)‖22dτ. (6.2)
Result 6.2.1. The minimum of (6.2) is achieved with the optimal projection
θˆ∗(t) = f ~ y¯
=
(∫ t
t0
f(τ)y¯ᵀ(τ)dτ
)(∫ t
t0
y¯(τ)y¯ᵀ(τ)dτ
)+
. (6.3)
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Proof. Apply result 8.4.1 to the domain T = {τ ∈ R : t0 ≤ τ ≤ t}.
Consider when noise f˜ is added to f . The optimal projection becomes
(f + f˜)~ y¯ = θˆ∗(t) +
(∫ t
t0
f˜(τ)y¯ᵀ(τ)dτ
)(∫ t
t0
y¯(τ)y¯ᵀ(τ)dτ
)+
︸ ︷︷ ︸
˜ˆ
θ∗(t)
.
Result 6.2.2. If f˜ is zero mean and uncorrelated with y¯, then
˜ˆ
θ∗(t) → 0 as
t→∞, which implies (f + f˜)~ y¯ → θˆ∗(t) as t→∞.
6.3 Discounted Least Mean Square Estimation
Consider the discounted value
v˙(t) = −λv(t) + 1
2
‖f(t)− θˆ(t)y¯(t)‖22
σ2(t)
, (6.4)
where σ2(t) > 0 is a normalizing factor and {λ ∈ R : λ > 0} is a discounting
factor. If there is bounded nonzero modeling error, discounting prevents the
integral value from becoming unbounded. Discounting also allows for adapta-
tion to slow changes in the parameter values over long periods of time. The
discounted integral value is computed with
V (θˆ(t)|λ) = e−λ(t−t0)V (θˆ(t0)|λ) + 1
2
∫ t
t0
e−λ(t−τ)
‖f(τ)− θˆ(τ)y¯(τ)‖22
σ2(τ)
dτ
= e−λ(t−t0)V (θˆ(t0)|λ) + 1
2
∫ t
t0
‖f ′(τ)− θˆ(τ)y¯′(τ)‖22dτ, (6.5)
where
f ′(τ) :=
e−
1
2λ(t−τ)
|σ(τ)| f(τ), (6.6)
y¯′(τ) :=
e−
1
2λ(t−τ)
|σ(τ)| y¯(τ). (6.7)
It is possible to put f and y¯ through a stable ﬁlter bank of any desired order.
The ﬁlter may need to be reset if the system travels outside a valid model space.
Result 6.3.1. If V (θˆ(t0)|λ) = 0, the optimal solution to (6.5) is given by
θˆ∗ = f ′ ~ y¯′
=
(∫ t
t0
e−λ(t−τ)
f(τ)y¯ᵀ(τ)
σ2(τ)
dτ
)(∫ t
t0
e−λ(t−τ)
y¯(τ)y¯ᵀ(τ)
σ2(τ)
dτ
)+
.
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Result 6.3.2. Let θˆ(t0) = θˆ0 and P0  0. Consider
V (θˆ0|λ) = 1
2
tr((θˆ(t)− θˆ0)ᵀP−10 (θˆ(t)− θˆ0)).
The optimal solution to (6.5) becomes
θˆ∗(t) =
(
e−λtθˆ0P−10 +
∫ t
t0
e−λ(t−τ)
fy¯ᵀ
σ2
dτ
)(
e−λtP−10 +
∫ t
t0
e−λ(t−τ)
y¯y¯ᵀ
σ2
dτ
)+
.
(6.8)
Result 6.3.3. The solution (6.8) can be computed online with [19, p. 194]
P˙= λP − P y¯y¯ᵀP/σ2, (6.9)
˙ˆ
θ= (f − θˆy¯)y¯ᵀP/σ2, (6.10)
with P (t0)  0. This calculation assumes P+(t) = P−1(t), i.e., σmin(P ) > 0.
Proof. Equation (6.8) is non-recursive. To compute recursively, deﬁne
P (t) := eλt
(
P−10 +
∫ t
t0
eλτ
y¯y¯ᵀ
σ2
dτ
)−1
, P (t0) = P0  0. (6.11)
Using P˙ = −PDt(P−1)P , the normalizing matrix can be computed online with
P˙ (t) = −PDt(P−1)P
= −PDt
(
e−λt
(
P−10 +
∫ t
t0
eλτ
y¯y¯ᵀ
σ2
dτ
))
P
= −P
(
−λe−λt
(
P−10 +
∫ t
t0
eλτ
y¯y¯ᵀ
σ2
dτ
)
+
(
e−λ(t−τ)
y¯y¯ᵀ
σ2
)
τ→t
)
P
= λP − P y¯y¯
ᵀ
σ2
P. (6.12)
Likewise, diﬀerentiating (6.8), the parameter estimate is updated online with
˙ˆ
θ∗(t) = Dt
(
e−λt
(
θˆ0P
−1
0 +
∫ t
t0
eλτ
fy¯ᵀ
σ2
dτ
))
P
+
(
e−λt
(
θˆ0P
−1
0 +
∫ t
t0
eλτ
fy¯ᵀ
σ2
dτ
))
P˙
=
(
−λe−λt
(
θˆ0P
−1
0 +
∫ t
t0
eλτ
fy¯ᵀ
σ2
dτ
)
+ e−λt
(
eλτ
fy¯ᵀ
σ2
)
τ→t
)
P
+
(
e−λt
(
θˆ0P
−1
0 +
∫ t
t0
eλτ
fy¯ᵀ
σ2
dτ
))(
λP − P y¯y¯
ᵀ
σ2
P
)
=
fy¯ᵀ
σ2
P − e−λt
(
θˆ0P
−1
0 +
∫ t
t0
eλτ
fy¯ᵀ
σ2
dτ
)
P
y¯y¯ᵀ
σ2
P.
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6.4 Persistent Excitation
The parameter error is computed with
ε(t) := θˆ(t)− θ. (6.13)
Substituting f = θy¯ into (6.10) with ε˙ =
˙ˆ
θ gives
ε˙ = −εy¯y¯ᵀP/σ2. (6.14)
Deﬁnition 6.4.1. A measured signal vector y¯ : T → R1, with `(y¯) < ∞, is
persistently exciting, with a level of excitation α > 0, if
σmin (y¯  y¯) ≥ α(t2 − t1), (6.15)
σmax (y¯  y¯) <∞, (6.16)
where y¯  y¯ = ∫ t2
t1
y¯(τ)y¯ᵀ(τ)dτ and T = {t ∈ R : t1 ≤ t ≤ t2}.
Result 6.4.1. If y¯ is persistently exciting with y¯ ∈ L∞(T ) and 0 < σ2 < ∞,
then (6.9)(6.10) computes θˆ → θ with exponential convergence [19, p. 199].
Proof. Consider the Lyapunov candidate
v = tr(εP−1εᵀ)/2. (6.17)
The derivative of this candidate function is
v˙ = tr(εDt
(
P−1
)
εᵀ)/2 + tr(εP−1ε˙ᵀ)
= −tr(εP−1P˙P−1εᵀ)/2− tr(εy¯y¯ᵀεᵀ)/σ2
= −λv − tr(εy¯y¯ᵀεᵀ)/(2σ2). (6.18)
Multiplying the left and right side of (6.9) by P−1 gives
Dt(P
−1) = −λP−1 + y¯y¯ᵀ/σ2, (6.19)
which has the closed-form solution
P−1(t) = e−λ(t−t0)P−1(t0) +
∫ t
t0
(
e−λ(t−τ)
σ2(τ)
)
y¯(τ)y¯ᵀ(τ)dτ, (6.20)
with P−1(t0)  0. If y¯ is persistently exciting, then (6.20) has the bounds
σmin(P−1(t)) > 0 and σmax(P−1(t)) <∞ [19, p. 241]. Returning to (6.18),
v˙ ≤ −λv gives v → 0 exponentially. With tr(εP−1εᵀ)/2 ≥ σmax−1(P )tr(εεᵀ)/2,
the estimation error is bounded by tr(εεᵀ) ≤ 2σmax(P (t))v. This gives ε → 0
exponentially. Therefore, θˆ → θ exponentially.
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6.5 Dynamic Discounting
The forgetting factor can vary with time. Consider the value
v˙ = −λ(t)v + 1
2
‖f(t)− θˆ(t)y¯(t)‖22
σ2(t)
.
The resulting integral value is given by
V (t) = e
− ∫ t
t0
λ(τ)dτ
V (t0) +
1
2
∫ t
t0
e−
∫ t
τ
λ(τ ′)dτ ′ ‖f(τ)− θˆ(τ)y¯(τ)‖22
σ2(τ)
dτ
= e
− ∫ t
t0
λ(τ)dτ
V (t0) +
1
2
∫ t
t0
‖f ′(τ)− θˆ(τ)y¯′(τ)‖22dτ, (6.21)
where
f ′(τ) :=
e−
1
2
∫ t
τ
λ(τ ′)dτ ′
|σ(τ)| f(τ), (6.22)
y¯′(τ) :=
e−
1
2
∫ t
τ
λ(τ ′)dτ ′
|σ(τ)| y¯(τ). (6.23)
Result 6.5.1. If V (t0) = 0, the optimal solution to (6.21) is given by
θˆ(t) = f ′ ~ y¯′
=
(∫ t
t0
e−
∫ t
τ
λ(τ ′)dτ ′ f(τ)y¯
ᵀ(τ)
σ2(τ)
dτ
)(∫ t
t0
e−
∫ t
τ
λ(τ ′)dτ ′ y¯(τ)y¯
ᵀ(τ)
σ2(τ)
dτ
)+
.
A recursive calculation can be found by diﬀerentiating θˆ(t).
6.6 Selection of a Normalizing Term
The normalizing term is selected to penalize measurements that do not represent
the model. This can occur when the signal or feature goes outside of the valid
model domain. The normalization can deactivate parameter updates when there
are transient dynamics that are unaccounted for. The discounting factor should
also be deactivated, i.e., λ = 0 if σ−2 = 0. Rather than use a simple binary
normalization, it may be desirable to provide a variable range of normalization
that provides higher penalty where the model is less accurate. This can be
accomplished by penalize signals that deviate from a nominal modeling point.
Example 6.6.1. A simple way to penalize signals outside the model domain is
σ−2(t) = 1(y(t) ∈ Y).
This is depicted in ﬁgure 6.1.
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Example 6.6.2. For features outside the model domain, use
σ−2(t) = 1(f(t) ∈ F).
Example 6.6.3. The normalizing term may penalize measurements that have
transient dynamics not represented by the model. Let T ′ ⊂ T be the set of time
when transient dynamics are negligible. A normalizing term could be
σ−2(t) = 1(t ∈ T ′).
Example 6.6.4. Combining concerns for signal and feature domain with tran-
sient behavior, the normalizing term could be
σ−2(t) = 1 (t ∈ T ′)1 (y(t) ∈ Y)1 (f(t) ∈ F) .
Example 6.6.5. The normalizing term could be Gaussian, e.g., with Σ  0,
σ−2(t) = exp
(
−1
2
(y¯(t)− µ)ᵀΣ−2 (y¯(t)− µ)
)
.
Example 6.6.6. The normalizing term could be piecewise polynomial, e.g.,
 
2(t) = (y¯(t)− µ)ᵀΣ−2 (y¯(t)− µ) , Σ  0,
σ−2(t) = (1−  2(t))31( 2(t) < 1).
 
𝑥ሺ𝑡0ሻ 
𝑥ሺ𝑡1ሻ 
𝑥ሺ𝑡2ሻ 
𝑦 ∉ 𝒴 
𝑦 ∈ 𝒴 
𝜎−2 = 0 
𝜎−2 > 0 
 
Figure 6.1: The blue trajectory is within the valid dynamic model range. An
appropriate nonzero σ−2 is chosen so that parameter learning will occur. The
orange segments of the trajectory show when the system is operating outside of
the speciﬁed model. In this case, σ−2 = 0 essentially turns oﬀ the parameter
estimation until the system returns to the speciﬁed model.
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6.7 Trial and Error Learning for Unstable Systems
If an unstable system approaches the boundary of X , turn oﬀ estimation until
the system either returns to the interior of X or is physically reset by an external
agent. It is important that the estimation be turned oﬀ when external dynamics
are acting on the system that are not being modeled. For example, if an inverted
pendulum falls over, and an engineer picks it up to reinitialize it in a vertical
equilibrium, this dynamic is not included in the system model and should not
be incorporated in the ﬁt.
Example 6.7.1. Consider the scalar system
x˙ = θ1a(x) + θ2b(x)u,
y = x,
with a(x) = x3, b(x) = 1 + x2, and X = {x ∈ R : −1 ≤ x ≤ +1}. If θ1 > 0, this
system is unstable. Select a forgetting factor of λ = 1 and an initial variance of
P0 = 100I. Pass y˙ = x˙ and y¯ =
[
a(y) b(y)u
]ᵀ
through a stable ﬁlter with a
pole at s = −1 with α = 1 to get
f˙ ′ = −αf ′ + y˙,
˙¯y′ = −αy¯′ + y¯.
With the product rule Dτ (e
−α(t−τ)y) = αe−α(t−τ)y + e−α(t−τ) dydτ , the variation
of constants formula gives
f ′(t) = e−α(t−t0)f ′(t0) +
∫ t
t0
e−α(t−τ)
dy
dτ
dτ
= e−α(t−t0)f ′(t0) +
∫ t
t0
(
Dτ (e
−α(t−τ)y)− αe−α(t−τ)y
)
dτ
= e−α(t−t0)(f ′(t0)− y(t0))︸ ︷︷ ︸
transient
+y(t)−
∫ t
t0
(
αe−α(t−τ)y
)
dτ.
Use a normalizing factor of σ−2 = (1 + y¯′ᵀy¯′)−1 1(|y| < 1). The parameter
error can be driven to zero with the u =
∑10
i=1 sin(2pi(it + i)/10). Parameter
convergence is shown in ﬁgure 6.2. The individual trials are shown in ﬁgure
6.3. Once convergence is observed, the stabilizing feedback
u = − θˆ1y
3 +Ky
θˆ2(1 + y2)
, {K ∈ R : K > 0},
gives x˙ = −Kx, where K > 0 can be freely chosen based on the desired system
performance. The agent can periodically switch back to a persistently exciting
input to re-estimate the system parameters and compute a new control function.
This way, neither the system model nor the action policy are static.
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Figure 6.2: The unstable system is reset to an interior point of X whenever the
output goes outside of ±1. These reset events are indicated by orange points.
During the reset, σ−2(t) = 0, and the input and measured time are paused.
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Figure 6.3: This ﬁgure shows the parameter estimate convergence during the
trial and error learning in ﬁgure 6.2.
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6.8 Identiﬁcation of Stable Linear Systems
Parameters can be directly computed from input and output without estimating
internal dynamic states. Parameter estimators in the frequency domain have
minimal representation. Consider a single-input single-output system. In state-
space there are `1(A) + `2(A) + `1(B) + `2(C) = n
2 + 2n parameters. In the
frequency domain, there are at most 2n parameters. Even then, there is likely
pole-zero cancellation that further reduces this number. Computing the Laplace
transform, the system x˙ = Ax+Bu, with y = Cx+Du, can be represented in
the complex frequency domain as
sX(s)− x(t0) = AX(s) +BU(s), (6.24)
Y (s) = CX(s) +DU(s). (6.25)
Solving out X(s) gives
Y (s) =
(
C
adj(sI−A)
det(sI−A) +D
)
U(s) + C
adj(sI−A)
det(sI−A)x(t0)︸ ︷︷ ︸
transient
. (6.26)
If the system is exponentially stable, the x(t0) term will decay to zero.
Design a stable ﬁlter G(s) such that G′(s) = G(s) det(sI − A) is a proper
stable transfer function, i.e., the denominator of G′(s) has equal or higher order
than the numerator of G′(s), and the poles of G′(s) are all in the left half-plane.
Example 6.8.1. G(s) = (s+ λ)−n with {λ ∈ R : λ > 0} and det(λI−A) 6= 0.
Multiply this ﬁlter to the left and right side to get
G(s) det(sI−A)Y (s) = G(s) (Cadj(sI−A) +D)U(s). (6.27)
The left side of (6.27) can be expanded into
G(s) det(sI −A)Y (s) = snG(s)Y (s) +
∑n−1
i=0
αis
iG(s)Y (s).
The right side of (6.27) can be expanded into
G(s)(C adj(sI −A)B +D)U(s) =
∑n
i=0
βis
iG(s)U(s).
For {i ∈ Z : 0 ≤ i ≤ n}, deﬁne the ﬁltered output vector components
Y ′i (s) := s
iG(s)Y (s). (6.28)
For {i ∈ Z : 0 ≤ i ≤ n}, deﬁne the ﬁltered input vector components
U ′i(s) := s
iG(s)U(s). (6.29)
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Result 6.8.1. Let the inverse Laplace transform of Y ′i (s) be given by y
′
i(t) and
the inverse Laplace transform of U ′i(s) be given by u
′
i(t). The measured feature
is given by f(t) = y′n(t), and the linear parameter basis is given by the vector
y¯(t) := {{−y′i(t)}n−1i=0 , {+u′i(t)}ni=0} (6.30)
with the parameter vector
θᵀ := {{αi(t)}n−1i=0 , {βi(t)}ni=0}. (6.31)
The resulting linear parameter model is then
y′n(t) = θy¯(t). (6.32)
Using this model, an online least mean square estimate of θ can be computed,
provided the input to the system is persistently exciting [19, p. 255]. If the
parameters are not converging despite persistent excitation, this could mean
the system is over-parameterized. For example, if there is pole-zero cancellation,
the canceling poles and zeros can arbitrarily move around without aﬀecting the
input-output behavior. One possible way to address this problem is to reduce
the order of the model until parameter convergence is observed.
Example 6.8.2. Consider a single-input single-output system with n = 2. Use
the stable ﬁlter from example 6.8.1. The ﬁltered basis of y is then computed with
Y ′i (s) =
si
(s+ λ)2
Y (s) ⇒ (s2 + 2λs+ λ2)Y ′i (x) = siY (s),
where {i ∈ Z : 0 ≤ i ≤ 2}. Let the initial conditions of Y ′i (s) be set to zero.
Then, y′i(t) is given by the solution to the diﬀerential equations
y¨′0 = y(t)− 2λy˙′0 − λ2y′0, y′0(t0) = 0,
y¨′1 = y˙(t)− 2λy˙′1 − λ2y′1, y′1(t0) = 0,
y¨′2 = y¨(t)− 2λy˙′2 − λ2y′2, y′2(t0) = 0.
Integrating both sides of these equations removes the deleterious eﬀects caused
by diﬀerentiating a noisy measurement of y. The initial conditions to (Dity)t→t0
will have multiplying terms that decay to zero. The inverse Laplace transforms
for U ′i(s) can be computed the same way. The resulting linear model is given by
y′2(t) =
[
α1 α0 β2 β1 β0
]
︸ ︷︷ ︸
θ

−y′1
−y′0
+u′2
+u′1
+u′0
 .
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6.9 Gain Scheduling
Consider the system
x˙ = a(x) + b(x)u, (6.33)
y = c(x) + d(x)u, (6.34)
linearized about an operational point x◦i like ﬁgure 6.4. This gives
x˙ ≈ a(x◦i ) + (ax)x→x◦i (x− x◦i ) + b(x◦i )u, (6.35)
y ≈ c(x◦i ) + ( cx)x→x◦i (x− x◦i ) + d(x◦i )u. (6.36)
If lnsᵀ(b(x◦i ))(a(x
◦
i )− (ax)x→x◦i x◦i ) = 0, then select
u =: u′ − b+(x◦i )(a(x◦i )− (ax)x→x◦i x◦i ), (6.37)
y′ := y − c(x◦i ) + ( cx)x→x◦i x◦i − d(x◦i )u. (6.38)
This gives the linear system
x˙ ≈ (ax)x→x◦i x+ b(x◦i )u′, (6.39)
y′ ≈ ( cx)x→x◦i x. (6.40)
Find stabilizing output feedback such that ‖x(t)−x◦i ‖ < i if ‖x(ti)−x◦i ‖ < δi,
where t > ti and an i is found that ensures the linear approximation holds.
Once x(t) is suﬃciently close to the goal of x◦i , the goal can be moved to x
◦
i+1 at
time ti+1. These goals must be placed at points of equilibrium, and the sequence
of goals must be close enough that the linear approximation holds.
Result 6.9.1. Using a full state observer, the output feedback is computed with
˙ˆx = (ax)x→x◦i xˆ+ b(x
◦
i )u
′ + Li(y′ − (cx)x→x◦i xˆ), (6.41)
u′ = −Kixˆ. (6.42)
A sequence of gains are computed and stored for each x◦i with
Ki = lqr((ax)x→x◦i , b(x
◦
i ), Qi, Ri),
Li = lqr
ᵀ((ax)
ᵀ
x→x◦i , (cx)
ᵀ
x→x◦i ,Σx(i),Σy(i)).
This method is referred to as gain scheduling. It requires both a ∈ C1(X )
and c ∈ C1(X ). In general, global guarantees of stability are not given.
It is also possible to express the target state as a continuous function of
time with x◦(t). The gains must be chosen carefully so that convergence of the
estimator and state feedback occur faster than the reference change. This is done
to ensure ‖x(t) − x◦(t)‖ < (x◦(t)). See [42, p. 494] for examples. Stabilizing
gains can be computed online in a variety of ways.
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Figure 6.4: This is a depiction of local linearization where the Jacobian is
used to calculate a tangential plane at a point (shown in orange) on a smooth
curving surface.
6.10 Adaptation with Local Linearization
Consider the system,
x˙ = a(x) + b(x, u),
y = c(x),
linearized about x◦ = 0 with a(0) = 0, b(0) = 0, and c(0) = 0. Let the input be
given by u = −Kxˆ, where xˆ is the state estimate of x near 0 given by
˙ˆx = Aˆxˆ+ Bˆu+ L(y − Cˆxˆ).
The matrices {Aˆ, Bˆ, Cˆ} are calculated using local linearization
Aˆ(t) := (∂xa)x→xˆ,
Bˆ(t) := (∂ub)x→xˆ,
Cˆ(t) := (∂xc)x→xˆ.
If the local linearization is stabilizable and detectable, the inﬁnite horizon feed-
back gain and observer gain can be calculated at each instant in time with
K(t) = lqr(Aˆ, Bˆ, Q,R),
L(t) = lqrᵀ(Aˆᵀ, Cˆᵀ,Σx,Σy).
More generally, plqr can be used if stabilizable and detectable matrices are not
guaranteed, or online Kalman decomposition can be performed. Both of these
options are computationally expensive.
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Using the extended Kalman ﬁlter [44] and extended linear-quadratic regulator,
K(t) = R−1BˆᵀP (t),
L(t) = Σ(t)CˆᵀΣ−1y ,
where K(t) and L(t) are generated online using the diﬀerential equations
P˙ /α = AˆᵀP + PAˆ− PBˆR−1BˆᵀP +Q,
Σ˙/α = AˆΣ + ΣAˆᵀ − ΣCˆᵀΣ−1y CˆΣ + Σx.
Choose {α ∈ R : α > 0} to adjust the rate of convergence. For constant
Aˆ, Bˆ, and Cˆ, the Riccati diﬀerential equations will converge to the inﬁnite
horizon solution, regardless of initialization, as long as P and Σ are initially
positive deﬁnite. In general, when Aˆ, Bˆ, and Cˆ are changing, convergence is
not guaranteed. Some of the convergence properties of gain scheduled systems
are addressed in [42, p. 485]. Qualitatively, as the system moves through the
manifold it must be driven to nearby target equilibrium with fast convergence.
 
𝑦2 
𝑢 𝑦1 
 
 
Figure 6.5: This is an inverted pendulum on a cart. It is under-actuated and
under-measured with four states, two outputs, and one input. The input is
given by translation force at the base. The output is given by the position on
the track and the angle of the pendulum. The objective is to keep the pendulum
upright at its unstable equilibrium point. A more advanced goal is to swing it
to the vertical equilibrium starting at rest in its stable downward position. An
even more advanced goal is to do this without knowing the system parameters,
like inertia. Is it possible to do all of the above on the ﬁrst try without knowing
anything about the system beyond the number of inputs and outputs?
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Example 6.10.1. The parametric local linear equation for the pendulum on a
cart (shown in ﬁgure 6.5) in its inverted conﬁguration is given by
x˙1
x˙2
x˙3
x˙4
 =

0 1 0 0
0 −θ1 θ2 0
0 0 0 1
0 −θ3 θ4 0


x1
x2
x3
x4
+

0
θ5
0
θ6
u =: A(θ)x+B(θ)u,
[
y1
y2
]
=
[
1 0 0 0
0 0 1 0
]
x1
x2
x3
x4
 =: C(θ)x.
Let x′i =: xi for {i ∈ N : i ≤ 4}. Treat the parameters as states, θi =: x′i+4 > 0
with {i ∈ N : i ≤ 6}. The system becomes nonlinear with x′ ∈ R10,
x˙′ =

0 1 0 0
0 −x′5 x′6 0
0 0 0 1
0 −x′7 x′8 0
04×5
05×4 05×5
x
′ +

0
x′9
0
x′10
05×1
u =: a
′(x′) + b′(x′)u,
y =
[
1 0 0 0
0 0 1 0
02×5
]
x′ =: c′(x′).
In [45], it was shown that local linear optimal control was capable of both es-
timating unknown dynamic state, and static parameters, while simultaneously
stabilizing the pendulum in its inverted position all on the ﬁrst try. All ten states
can be estimated, but only the ﬁrst four states can be controlled since the remain-
ing states are constant. This introduces an important consideration. Separate
subspaces of the system may be observable and controllable. Let the input be
u = −Kxˆ+ u˜,
where u˜ ∼ ρ is a zero mean noise selected for persistent excitation. The state
and parameter estimates are given by
˙ˆx′ = Aˆ′xˆ′ + Bˆ′u+ L′(y − Cˆ ′xˆ′), xˆ =

xˆ′1
xˆ′2
xˆ′3
xˆ′4
 , θˆ =

xˆ′5
xˆ′6
xˆ′7
xˆ′8
xˆ′9
xˆ′10

,
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with
Aˆ′(t) = (∂xa′)x→xˆ′ ,
Bˆ′(t) = (∂ub′)x→xˆ′ ,
Cˆ ′(t) = (∂xc′)x→xˆ′ .
The feedback and observer gains are given by
K = lqr(A(θˆ), B(θˆ), Q,R),
L′ = lqrᵀ(Aˆ′ᵀ, Cˆ ′ᵀ,Σx′ ,Σy).
Figures 6.66.7 show a sample simulation with,
A =

0 1 0 0
0 −1 2 0
0 0 0 1
0 −3 4 0
 , B =

0
5
0
6
 , eig(A) ≈

0.00
−2.73
0.73
1.00
 ,
and det(CCᵀ) ≈ 106. The system is unstable but controllable. This simulation
demonstrates an agent can stabilize under-actuated under-measured noisy sys-
tems with unknown parameters while simultaneously fully identifying the system
in one online iteration.
Example 6.10.2. If x˙ = a(x|A) and a(x|A) = Ax¯(x), then a(x|A) = (I⊗ x¯ᵀ) ~A.
The Jacobians are ∂a/∂x = Ax¯x and ∂a/∂ ~A = I ⊗ x¯ᵀ. With A˙ = 0, the local
linear model about {x◦, A◦} can be written as[
x˙
~˙A
]
≈ a(x◦|A◦) +
[
Ax¯x I⊗ x¯ᵀ
0 0
]
{x→x◦,A→A◦}
[
x− x◦
~A− ~A◦
]
.
Unfortunately, the control performance of gain scheduling is unpredictable.
As the system is being identiﬁed, it is possible for the estimator to predict an
uncontrollable or unobservable system, which will result in a singular feedback
gain when using lqr. Singularities can be avoided by computing plqr or Kalman
decomposition at each instant in time, but these calculations require online svd
computation. The construction is complex and the structure must be known to
some extent (including sparsity). No global claims of stability are made.
It is unclear if the separation principle still holds. In traditional linear esti-
mation the separation principle allows for the estimation of the dynamic state
and the stabilization of that state to be done independently. However, now the
estimation of the dynamic state depends on the determination of the model,
which cannot be done unless the system is being persistently excited. These are
conﬂicting goals if treated independently [46, p. 75]. An optimal simultaneous
blend of exploration and exploitation needs to be found.
142
 𝜃, 𝜃  
𝑡 
Figure 6.6: Online parameter estimation of an inverted pendulum on a cart.
 
𝑢 
𝑡 
𝑦1 
𝑡 
𝑦2 
𝑡 
Figure 6.7: Input force u, measured output position y1, and angle y2 of the
inverted pendulum on a cart. The initial spike in the control is the result of
parameter estimation producing an estimate with near singular controllability.
This sort of performance makes implementation on a real physical system im-
practical.
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CHAPTER 7
Intro to Reinforcement Learning
7.1 Parametric Discounted Integral Value
The performance of an agent that is expected to reach a goal on the ﬁrst try
is unpredictable. Proofs of the existence of bounds on state range and state
derivative may be provided for certain system classes, but the upper limits can-
not be known without system identiﬁcation. For this reason, the bandwidth and
range of an adaptive system may easily exceed reasonable saturation limits of a
physically implementable design. If failure is allowable, is there any information
that can be stored for trial-based adaptation?
One method of adaptation comes from paramaterizing a discounted integral
value. These parameters can be learned over time with value iteration algo-
rithms that approximate dynamic programming. An adaptive model can be
proposed and optimized oine in simulation. If all of the states and rewards
are measured at each instant in time, an online model-free trial and error opti-
mization is also possible. This method is known as reinforcement learning [47],
[48], [49]. Finding solutions online in an implementable amount of real time
depends heavily on the basis chosen for V (x, u(x)|θ). Typically, selection of the
basis explicitly accounts for the domain of the states. Therefore, it is very easy
to construct domain speciﬁc reward with high boundary penalties and complex
reward paths.
7.2 From Discounted Integral Value to Quality
Discretize time with a ﬁxed time step {∆t ∈ R : ∆t > 0}, and indexed time
with ti = i∆t+ t0, {i ∈ Z, i ≥ 0}. Consider the discounted integral value from
(2.22). The inﬁnite horizon value can be approximated with
V (x(t0)) =
∫ ∞
t0
e−λ
′(t−t0)v′ (x(t), u(t)) dt, {λ ∈ R : λ > 0} (7.1)
≈
∞∑
i=0
e−λ
′i∆tv′ (x(ti), u(ti)) ∆t (7.2)
= λ0v0 + λ
1v1 + · · ·+ λivi + · · · , (7.3)
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where
λ : = e−λ
′∆t ⇒ {λ ∈ R : 0 ≤ λ < 1}, (7.4)
vi : = v
′ (x(ti), u(ti)) ∆t, (7.5)
xi : = x(ti), (7.6)
ui : = u(ti). (7.7)
The parameter λ is the discount factor and aﬀects how far ahead reward will
show up in the integral value. Normally u0 = u(x0) is a function of the input
policy, but consider the case when u0 is treated as a free variable to be optimized.
Deﬁnition 7.2.1. Deﬁne the action quality of (7.3) to be the discounted integral
value calculated at state x0 after applying action u0 and then following the state
feedback policy ui = u(xi) for all future time steps i > 0. The quality is then
Q(x0, u0) =
∞∑
i=0
λiv (xi, ui) , (7.8)
where u0 ∈ U(x0) is freely chosen.
Expanding this summation gives
Q(x0, u0) = v (x0, u0) + λ
∞∑
i=1
λi−1v (xi, ui)
= v (x0, u0) + λ
∞∑
i=0
λiv (xi+1, ui+1) ,
where xi+1 = xi + ∆xi, ui+1 = u (xi + ∆xi). Making these substitutions,
Q(x0, u0) = v (x0, u0) + λ
∞∑
i=0
λiv (xi+1, ui+1)
= v (x0, u0) + λQ(x1, u1)
= v (x0, u0) + λQ (x0 + ∆x0, u (x0 + ∆x0)) .
When this is optimal,
Q∗(x0, u0) = v (x0, u0) + λ Q∗ (x0 + ∆x0, u∗ (x0 + ∆x0))
= v (x0, u0) + λ min
u′∈U(x0)
Q∗ (x0 + ∆x0, u′) .
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The state x0 can now be exchanged with any xi and ∆x(ti) ≈ x˙(xi, ui)∆t giving
Q∗(xi, ui) = v (xi, ui) + λ min
u′∈U(xi)
Q∗ (xi + x˙(xi, ui)∆t, u′) . (7.9)
Once the optimal Q function is found, the optimal action at each xi is
u∗(xi) ∈ argmin
u′∈U(xi)
Q∗(xi, u′). (7.10)
Multiple actions may be equally optimal. The integral value of this action is
V ∗(xi) = min
u′∈U(xi)
Q∗(xi, u′) = Q∗(xi, u∗(xi)). (7.11)
If a model for x˙ is not known, (7.9) can also be written as
Q∗(xi, ui) = v (xi, ui) + λ min
u′∈U(xi)
Q∗ (xi+1, u′). (7.12)
If the full state-space is measurable, apply an action ui while in state xi to
obtain a measurable reward vi and a new state xi+1. This is referred to as
state-action-reward-state-action learning, and it does not require a model.
Deﬁnition 7.2.2. If {λ ∈ R : 0 ≤ λ < 1} and |v| <∞, the Bellman update is
bell (Q|xi, ui, xi+1, vi) : = v (xi, ui)︸ ︷︷ ︸
vi
+λ min
u′∈U(xi)
Q (xi+1, u
′) .
Result 7.2.1. The Bellman update is a contraction mapping under the inﬁnity
norm with
‖bell(Q)− bell (Q′) ‖∞ ≤ λ‖Q−Q′‖∞. (7.13)
Proof. This proof comes from [50, p. 18]. Let Q(x, u) ≤ Q′(x, u) ∀x, u. The bell
function is monotonic. Therefore, bell(Q) ≤ bell(Q′). Let
ε := ‖Q−Q′‖∞ = sup
x,u
|Q(x, u)−Q′(x, u)|.
Note that for {ε ∈ R : ε > 0}, bell(Q+ ε) = bell(Q) + λε. Therefore,
 Q′ ≤ Q+ ε⇒ bell(Q′) ≤ bell(Q) + λε⇒ bell(Q′)− bell(Q) ≤ λε,
 Q− ε ≤ Q′ ⇒ bell(Q)− λε ≤ bell(Q′)⇒ bell(Q)− bell(Q′) ≤ λε.
Combining these results gives ‖bell(Q)−bell(Q′)‖∞ ≤ λ‖Q−Q′‖∞. Therefore,
there exists a unique Q∗(x, u) for {λ ∈ R : 0 ≤ λ < 1}.
Equation (7.13) guarantees the existence of a unique ﬁxed point Q∗ with the
relation Q∗ = bell(Q∗). By deﬁnition, this is the optimal quality function. More
importantly, the sequence deﬁned by Qi+1 = bell (Qi) converges to Q
∗ in the
limit that i goes to inﬁnity, regardless of its initial value.
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7.3 Function Approximation and Basis Selection
The Q surfaces need to be represented somehow. The easiest method is to
discretize the action space, which creates an indexed list of Q surfaces given by
Q(x, u) = Qi1(x) if u ∈ Ui1 .
Then, discretize the state-space so that the state maps to an index with
Qi1(x) = θi1,•f(x), [f(x)]i2 = 1(x ∈ Xi2),
where f : R`(x) → R`2(θ). For u ∈ Ui1 and x ∈ Xi2 , the Q function gives
Q(x, u) = θi1,i2 . Discretizing the action space makes (7.10) easy to compute.
If the Xi2 are equal sized mutually exclusive partitions of X , then `(f) will
grow exponentially with `(x). This is known as the curse of dimensionality
[47, p. 16]. If the states, actions, and reward are all continuous, then so is the
Q surface. Generalizing functions can describe the structure of Q with a lower
dimension `(f). The actions are decided entirely from f . Therefore, x¯(x) = f(x)
can be thought of as an alternative state representation. If x¯ is suﬃcient for
state feedback, then ˙¯x(t) must only depend on x¯(t) and u(t). There are two
considerations in choosing f . It should generalize the Q function with the
lowest possible `(f), and the Bellman update must still contract. Contraction
can be accomplished with any membership function [51, p. 127].
Deﬁnition 7.3.1. A membership function [51, p. 119] is any x¯i(x) : X → X ′i
with output X ′i = {x¯i ∈ R : 0 ≤ x¯i ≤ 1} that has a single maximum point for
each x¯i, and all other x¯i′ are equal to zero at this point for all i
′ 6= i.
A collection of triangular partitions can satisfy these requirements [51, p. 120].
Example 7.3.1. Truncated polynomials can also satisfy these requirements
while generating smoother linear combinations, e.g., with x′i := Σ
−1
i (x− µi),
x¯i(x) =
n∏
i′=1
(1− [x′i]2i′)31([x′i]2i′ ≤ 1). (7.14)
There are many approximate membership functions, e.g., Gaussian distribu-
tions. Nonlinear parameterizations are also possible with Qi = f(x|θ). The
optimization of f(x|θ) to a target value Q◦i may no longer be convex, and a
gradient descent method will be required to ﬁnd local minima. For large pa-
rameter spaces, no guarantee can be provided as to how close these extremum
are to global minima.
Example 7.3.2. Some interesting choices for f included neural network models,
e.g., hidden perceptrons [4, p. 44], [52], [53],
x¯i = logsig(αix+ βi). (7.15)
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7.4 Temporal Diﬀerence
Experimentally it has been found that ﬁltering the Bellman update gives more
control over the learning rate. This is typically done with a convex combination
of the previous update and the new update,
Q◦i+1 = α bell(Q
◦
i ) + (1− α)Q◦i
= Q◦i + α (bell(Q
◦
i )−Q◦i ) ,
where {α ∈ R : 0 ≤ α ≤ 1} is referred to as the learning rate. Choosing α = 1
gives maximum learning with Q◦i+1 = bell(Q
◦
i ), and choosing α = 0 produces no
learning with Q◦i+1 = Q
◦
i . Applying convex combinations along a sampled path
also provides credit assignment. This is known as eligibility trace [47, p. 173].
7.5 Exploration
Exploration is a critical consideration in ﬁnding Q∗. The state action pairs must
be visited inﬁnitely often to guarantee suﬃcient exposure to all the possible
rewarded transitions. The contemporary way to accomplish this is to engineer a
persistently excited input that randomly switches between the current optimal
policy (often referred to as the greedy policy) and a policy from a random
distribution. These two objectives can be mixed into a single policy distribution
conditioned on the state, action, and reward history.
Example 7.5.1. The Boltzmann distribution [51, p. 29],
prb(u|xi, i) = exp(Q(xi, u|θi))∑
u′ exp(Q(xi, u
′
i|θi)/i)
, (7.16)
can be used with a temperature parameter {i ∈ R : i ≥ 0} that drives up
exploration when high and exploitation when low.
To implement a switching method, let the probability of exploration at time
ti be given by {i ∈ R : 0 < i < 1}. The probability of exploitation at time
ti is then 1 − i. This is known as the -greedy method [47, p. 122]. The
Borel-Cantelli lemma [54, p. 357] guarantees exploration will occur inﬁnitely
often if
∑∞
i=0 i = ∞. When exploring, the random action is given by u˜i ∼ ρi,
where any number of distributions can be employed that include information
about previously visited states and actions or convergence of Q. The simplest
distribution to use is a uniform random distribution over U .
Example 7.5.2. Let i = 1/i, compute ˜i ∼ UniformRandom(0, 1) and let
ui =
{
u˜i ∼ UniformRandom(Ui) if ˜i ≤ i
u∗i else
. (7.17)
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7.6 Q-Learning
Let Q = θᵀf(x, u). ALGORITHM 3.3 [51, p. 61] pseudo code is given below.
Initialize:
 Measure state x0.
 Initialize the parameter vector θ0 ∈ R`(θ).
 Select discount factor {λ ∈ R : 0 ≤ λ < 1}.
 Select basis functions f(x, u) : R`(x) × R`(u) → R`(θ).
 Select exploration {i ∈ R : 0 < i < 1} with
∑∞
i=1 i =∞.
 Select a learning rate {αi ∈ R : 0 ≤ αi ≤ 1} with
∑∞
i=1 α
2
i <∞.
Loop:
 Choose: ui =
 argmaxu′∈Ui (θ
ᵀf(xi, u′)) with probability 1− i
u˜ ∼ ρi with probability i
.
 Apply ui. Measure xi+1 and reward vi+1.
 θi+1 = θi + αi
(
vi+1 + λ max
u′∈U(xi)
(θᵀi f(xi+1, u
′))− θᵀi f(xi, ui)
)
f(xi, ui).
This algorithm randomly switches between exploration and exploitation using
the -greedy approach, computes the Bellman update, computes the temporal
diﬀerence, and then locally projects the function approximation onto the target
Q value. The last step in this loop is found by combining the temporal diﬀerence
Bellman update Q◦ with a least mean square ﬁt to Q◦ = θᵀf(x, u). In this form
it is clear that the learning rate αi is the parameter gradient step size.
The parameter θi is being updated over time. Therefore, it can be thought
of as the internal dynamic state of an agent. Convergence is guaranteed if f
is a membership function. If convergence occurs too quickly or f does not
have enough resolution, the policy will be sub-optimal and may even produce
instability. If the actions are discrete, then f(xi, ui) = fi′(xi) with ui ∈ Ui′ ⇒ i′,
and there will be a list of parameter matrices for each action at each instant
in time given by {θ•,i,i′}i′ . This makes computing the maximum over u′ an
argmax search over a ﬁnite list.
Many variations of this algorithm exist. Some methods explore gradient free
ﬁtting methods or nonlinear parameterization, e.g., it is possible to assign a
ﬁxed number of membership functions and optimize their centers and widths
[51, p. 205]. This nonlinear optimization can produce a higher concentration
of basis functions where the quality function has more features. Consequently,
fewer membership functions need to be used. Optimally deciding when to add
or remove membership functions is another interesting direction of research.
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Example 7.6.1. The ball and beam system discussed in [55] is shown in ﬁgure
7.1. Near equilibrium, this dynamic is y¨ ≈ −θ1y˙ + θ2u. The discretized basis
from section 7.3 was used with ∆y = 0.25 cm, ∆y˙ = 0.5 cm/s and ∆u = 0.02◦.
An optimal policy was found to regulate the ball using λ = 0.9. The tilt angle was
restricted to ±5◦. Whenever the time exceeded ten seconds or the ball traveled
past ±15 cm or ±10 cm/s, the system was reinitialized within ±15 cm at a small
random speed within ±10 cm/s. A cost of v = −2(x21 + x1x2) − x22 − u2 was
used. Convergence of the Q function can be seen in ﬁgure 7.2, and simulated
trajectories are shown in ﬁgures 7.3 and 7.4. Note the number of trials it takes
to obtain convergence is on the order of 104 where each trial takes up to ten
seconds. This would require over a day of real-time learning.
 
𝑦 
𝑢 
Figure 7.1: This is a diagram of a ball and beam system. The input is a tilt
angle that causes the ball to roll under projected gravity proportional to inertia.
The observed output is the displacement of the ball from the center of the beam.
 
12⋅ 103 
‖𝑄‖ 
0 
Trials 
Figure 7.2: This ﬁgure shows the convergence of the Q function. Convergence
requires a large number of trials. Each trail can run for up to 10 seconds before
resetting. Ignoring reset time, this experiment would take roughly 30 hours to
complete on a physical system. This is not an issue for simulated systems where
trials take just a few seconds, but it makes real-time learning impractical unless
a better basis is chosen to reduce the parameter space.
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 𝑡 
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𝑥1 
𝑥2 
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0 
0 
0 
−15 
+5 
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10 
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Figure 7.3: This is a sample solution of the learned policy for the ball and
plate. Here x1 is the ball position and x2 is the ball velocity.
 
𝑡 
𝑦 
0 
+15 
−15 
3 
Figure 7.4: This shows multiple sample solutions applying the optimal learned
policy where the ball is initialized at rest at diﬀerent points along the beam.
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CHAPTER 8
A New Linear Domain Method
8.1 Introduction
Nonlinear-dynamic systems fail to satisfy linearity, i.e., for x ∈ Rn and x′ ∈ Rn,
a(Tx+ T ′x′) 6= Ta(x) + T ′a(x′), for some or all T ∈ Rn×n and T ′ ∈ Rn×n.
It is diﬃcult to do any form of generalized analysis on such systems. In en-
gineering, and many other applications, linearity is sought because it comes
with an extensive toolbox. However, in many settings, nonlinear dynamics are
desirable because they can be computationally eﬃcient and are capable of pro-
ducing extremely complex behavior. Examples of nonlinear adaptive systems
are considered in chapters 5, 6, and 7. Many of these adaptive systems require
development of specialized tools that only apply to their speciﬁc nonlinear form.
The results of this chapter introduce a method of transforming nonlinear
systems into computationally equivalent high-dimensional linear systems with
a clear relationship between performance in the high-dimensional state-space
and performance in the original state-space. The linearization is computed by
ﬁnding a ﬁnite basis with a self projecting gradient, i.e., the gradient of the basis
projects back onto the basis with low error. The projection is an approximation,
but arbitrarily low error can be achieved with a well-chosen basis. The details
of selecting such a basis are explored experimentally within this chapter.
This method of linearization is aimed at providing a fully generalized analysis
of nonlinear systems. Some restrictions will be imposed to make the problem
tractable. The systems that will be considered must have ﬁnite domain and
must have piecewise bounded slope on the surface of x˙ = a(x|θ) so that it can
be expressed as a ﬁnite linear combination of functions with bounded piecewise
slope. This restriction is captured by the Lipschitz condition [42, p. 87]
‖a(x|θ)− a(x′|θ)‖22 ≤ σ2(θ)‖x− x′‖22 ∀ x ∈ X , x′ ∈ X , θ ∈ Θ, (8.1)
where {σ ∈ R : 0 < σ <∞}, and X and Θ are compact sets. These requirements
encompass a large class of well-behaved systems that can be approximated by
single-layer radial bases or hidden perceptrons with arbitrarily low error [56].
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Result 8.1.1. Systems satisfying (8.1) that remain in a compact subset of X
have unique solutions [42, p. 94].
Example 8.1.1. Consider system x˙ =
√
x with X = {x ∈ R : 0 ≤ x < ∞}.
The domain is ﬁnite, but the slope is inﬁnite at x = 0. Therefore, (8.1) is not
satisﬁed. The solution is
x(t|x(t0)) =

(√
x(t0) + (t− t0)/2
)2
if x(t0) > 0
0 if x(t0) = 0
.
The two solutions are not parametrically related since the limit does not match,
i.e., lim
x0→0
x(t|x0) = (t− t0)2/4 6= 0 for all t > t0.
Example 8.1.2. Consider the system x˙ = x2 with X = {x ∈ R : x ≥ 0}. The
slope is inﬁnite as x → ∞. Therefore, (8.1) is not satisﬁed. The solution is
x(t) = x(t0)/(1− x(t0)(t− t0)). The solution goes to inﬁnity in ﬁnite time with
x(t)→∞ as t→ 1/x(t0) + t0.
8.2 Limitations of Traditional Linearization Methods
There are several common methods of linearizing nonlinear systems. The pre-
dominant method is to linearize about a point of operation with a ﬁrst-order
Taylor expansion. This approximation holds only in a local neighborhood. Some
forms of analysis can make use of this local linearity, but in general, it is not
suﬃcient for global assertions. Sections 6.9 and 6.10 discuss this method.
Another method is to transform nonlinear systems into linear time varying
systems through Picard iteration [57]. This method is less attractive because
the input will explicitly depend on time, making the feedback less robust.
Example 8.2.1. In some instances, a partial solution can be computed to obtain
a linear time varying system, e.g.,[
x˙1
x˙2
]
=
[
f(x2)x1 + b1(x2)u
a2(x2)
]
⇒ x˙1 =: A1(t|x2(t0))x1 +B1(t|x2(t0))u.
The methods that produce some of the strongest global assertions come from
geometric control with feedback linearization. The Lie derivative is deﬁned
by deﬁnition A.13.6. Using Lie derivatives, a nonlinear transformation can be
found that gives linear control canonical form [17, ch. 10]. Consider the system
x˙ = a(x) + b(x)u with `(u) = 1, and consider f(x) with `(f) = 1 such that
Ditf = L
i
af for {i ∈ N : i < r}. This means LbLi−1a f = 0 for i < r. Let
the input appear at the relative degree r with Drtf = (L
r
af) + (LbL
r−1
a f)u.
Choose u =: (LbL
r−1
a f)
−1(u′−Lraf). This input is well-deﬁned over the domain
X = {x ∈ R : |LbLr−1a f | ≥ } for some  > 0. The domain X must contain zero
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and be contiguous about zero. Deﬁning x˙′i := D
i
tf gives
x˙′ =
[
0r−1 Ir−1
0 01×(r−1)
]
x′ +
[
0r−1
1
]
u′.
The goal is to ﬁnd f(x) that gives x′ → 0 ⇒ x → 0 for x ∈ X . This method
requires a ∈ Cr−1(X ). Only a partial linearization exist if r < `(x). A portion
of the mapping that satisﬁes a set of partial diﬀerential equations must ﬁrst be
proposed with speculative intuition. Theorems in [42, p. 516] describe conditions
on {a, b} that are necessary for r = `(x). Even if control of the linear system is
optimal, the performance in the original state-space can be horriﬁc.
Example 8.2.2. Consider {xi ∈ R : −1 ≤ xi ≤ 1} with
x˙1 = sin(pix2), x˙2 = u,
modiﬁed from [17, p. 348]. With a change of variables given by x′1 := x1 and
x′2 := sin(pix2) = x˙1, the transformed system gives {x′i ∈ R : −1 ≤ x′i ≤ 1} and
x˙′1 = x
′
2, x˙
′
2 = pi cos(pix2)u.
This can be rewritten as x˙′1 = x
′
2 and x˙
′
2 = u
′ with u = u′/ (pi cos(pix2)). This is
now a controllable linear system over the domain X = {x ∈ R : − 12 < x2 < + 12}.
Linear-quadratic regulation in x′ does not translate to good performance in x
since the control divides by zero at x2 = ±1/2.
8.3 Scalar Nonlinear Derivative to Inﬁnite Linear
Any nonlinear system x˙(x) can be written as a projection into a Hilbert space
[33, p. 46], [58, p. 80] using linear combinations of an inﬁnite vector of basis
functions that completes the space. The derivative of the basis functions can
be expressed as a linear diﬀerential equation with respect to the basis. These
diﬀerential equations are not ﬁnite, which means they rarely lend themselves to
any computationally tractable analytic applications.
Example 8.3.1. Consider x(t) : R→ R generated from an inﬁnite polynomial
basis, x˙ =
∑∞
i=0Aix
i. The basis is given by x¯i(x) := x
i with {i ∈ Z : i ≥ 0} and
has the derivative ˙¯xi = ix
i−1x˙. Therefore, the derivative of x¯ = {x¯i}∞i=0 can be
written as ˙¯x(t) = A¯x¯(t) with A¯ ∈ R∞×∞.
Example 8.3.2. Consider x(t) : R→ R generated from a complex exponential
basis, x˙ =
∑∞
i=−∞Aie
jix where j :=
√−1 and Ai = Ac−i. Deﬁne a complex
nonlinear state x¯i := e
jix with i ∈ Z. The basis derivative is given by
˙¯xi = jie
jixx˙, which can be written in vector form as ˙¯x = A¯x¯ with A¯ ∈ C∞×∞.
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8.4 Projecting Nonlinear Functions onto a Finite Basis
When looking for a function approximation, a ﬁnite basis of nonlinear functions
needs to be found that is appropriate for the domain of the problem and for the
functions being approximated. There are an inﬁnite number of bases to choose
from. For the sake of optimization, if the parameterization is linear, optimum
parameter values can be expressed as closed-form equations using ﬁrst-order
necessary conditions. Any optimum found is automatically a global optimum
for the basis chosen. It is, however, possible that the basis chosen is not appro-
priate for the function being approximated. This is generally a diﬃcult problem
to resolve, especially if the function is not known and ﬁtting is done on a sparse
sampling of the function's output. For the purposes of adaptive control, some
model structure is assumed, which automatically gives a sense of the appropri-
ate function approximations over a predeﬁned domain.
Consider x ∈ X , where X ⊂ Rn, and a nonlinear function a(x) given by
a(x) : X → Rn.
Choose nonlinear functions capable of representing a(x) with linear combination
over the domain X . Let these functions be given by
x¯(x) : X → X¯ ,
where X¯ ⊂ Rn¯, n  n¯ < ∞, e.g., {x¯i(x)}n¯i=1 = {exp(− 12‖Σ−1i (x − µi)‖22)}n¯i=1.
The objective is to ﬁnd a constant matrix A ∈ Rn×n¯ that best approximates
a(x) ≈ A∗x¯(x). (8.2)
The L2(X )-norm of the approximation error is given by
‖a(x)−Ax¯(x)‖2L2(X ) =
∫
X
tr ((a(x)−Ax¯(x))(a(x)−Ax¯(x))ᵀ) dx
=
∫
X
tr (aaᵀ − ax¯ᵀAᵀ −Ax¯aᵀ +Ax¯x¯ᵀAᵀ) dx
= tr
((∫
X
aaᵀdx
)
−
(∫
X
ax¯ᵀdx
)
Aᵀ
−A
(∫
X
x¯aᵀdx
)
+A
(∫
X
x¯x¯ᵀdx
)
Aᵀ
)
.
The optimal A is computed with
A∗ := argmin
A∈Rn×n¯
(
‖a(x)−Ax¯(x)‖2L2(X )
)
. (8.3)
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Deﬁnition A.16.6 uses  for a compact notation of the L2(X ) outer product.
Using this notation, ∫
X
a(x)aᵀ(x)dx = a a,∫
X
a(x)x¯ᵀ(x)dx = a x¯,∫
X
x¯(x)aᵀ(x)dx = x¯ a = (a x¯)ᵀ,∫
X
x¯(x)x¯ᵀ(x)dx = x¯ x¯.
Applying deﬁnition A.16.8, the L2(X )-norm can be written more compactly with
traces of L2(X ) outer products. The approximation error becomes
‖a(x)−Ax¯(x)‖2L2(X ) = tr ((a a)− (a x¯)Aᵀ −A (x¯ a) +A (x¯ x¯)Aᵀ) .
Result 8.4.1. The optimal solution to (8.3) is given by the projection matrix
A∗= (a x¯) (x¯ x¯)+ (8.4)
=
(∫
X
a(x)x¯ᵀ(x)dx
)(∫
X
x¯(x)x¯ᵀ(x)dx
)+
,
where ( · )+ is the pseudoinverse matrix given by deﬁnition A.33.1. Note that
x¯ x¯ = (x¯ x¯)ᵀ. Therefore, lrs(x¯ x¯) = rrs(x¯ x¯). The residual error is
‖a(x)−A∗x¯(x)‖2L2(X ) = tr (a a)− tr
(
(a x¯) (x¯ x¯)+ (x¯ a)) . (8.5)
Proof. Note that (8.4) can be vectorized with
~A∗ = vec
(
(a x¯) (x¯ x¯)+)
= (I⊗ (x¯ x¯)+)vec(a x¯). (8.6)
The error can be calculated in terms of ~A with
‖a(x)−Ax¯(x)‖2L2(X ) =
∫
X
(a(x)−Ax¯(x))ᵀ(a(x)−Ax¯(x))dx
=
∫
X
(a− vec(Ax¯))ᵀ(a− vec(Ax¯))dx
=
∫
X
(a− (I⊗ x¯ᵀ) ~A)ᵀ(a− (I⊗ x¯ᵀ) ~A)dx
=
(∫
X
aᵀa dx
)
−
(∫
X
aᵀ(I⊗ x¯ᵀ)dx
)
~A
− ~Aᵀ
(∫
X
(I⊗ x¯)a dx
)
+ ~Aᵀ
(∫
X
I⊗ x¯x¯ᵀdx
)
~A.
156
Setting the gradient equal to zero gives
∂ᵀ~A ‖a(x)−Ax¯(x)‖
2
L2(X ) = −2
(∫
X
(I⊗ x¯)a dx
)
+ 2
(
I⊗
∫
X
x¯x¯ᵀdx
)
~A = 0.
From (A.76), the optimal solution is given by
~A∗ =
(
I⊗
∫
X
x¯x¯ᵀdx
)+(∫
X
(I⊗ x¯)a dx
)
+ rns
(
I⊗
∫
X
x¯x¯ᵀdx
)
θ
=
(
I⊗ (x¯ x¯)+) vec(a x¯) + rns(I⊗ (x¯ x¯))θ,
where θ is a free vector that can be set to zero to minimize ‖A‖22.
With θ = 0, this matches (8.6).
8.5 Deﬁning a Binary Projection Operator
It is notationally convenient to deﬁne a projection operator.
Deﬁnition 8.5.1. The projection operator computes the projection matrix with
f ′(x)~f(x) : =
(∫
X
f ′fᵀdx
)
︸ ︷︷ ︸
f ′f
(∫
X
ffᵀdx
)
︸ ︷︷ ︸
ff
+
. (8.7)
A basis vector can represent itself with x¯ = Ix¯. However, there may be redun-
dancy in the basis that does not require a full-rank linear combination.
Result 8.5.1. Computing the self projection matrix gives the range space with
x¯ = (x¯~ x¯)x¯
= (x¯ x¯)(x¯ x¯)+x¯
= lrs(x¯ x¯)lrsᵀ(x¯ x¯)x¯.
Result 8.5.2. If rank(x¯ x¯) < `(x¯), there is some amount of functional redun-
dancy in x¯(x). The projection matrix for any vector f(x) is given by
f ~ x¯ = (f  x¯)(x¯ x¯)+
= f  (x¯ x¯)+x¯.
Result 8.5.3. If the basis provides suﬃcient representation of f , then
f(x) ≈ (f  (x¯ x¯)+x¯)x¯
= (f  (x¯ x¯)+x¯+ θ lnsᵀ(x¯ x¯))lrs(x¯ x¯)lrsᵀ(x¯ x¯)x¯,
where θ ∈ R`(f)×`(x¯) is a free matrix that can be set to zero.
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8.6 Domain Linearization:
Nonlinear Derivative to a Finite Linear Basis Derivative
Let the nonlinear derivative function be given by
x˙ = a(x),
where a : X → Rn and X ⊂ Rn. Choose a vector of basis functions
x¯(x) : X → X¯ ,
where X¯ ⊂ Rn¯ and n¯ n. The derivative of the basis can be calculated with
˙¯x = x¯xx˙
= x¯xa(x)
=: a¯(x), (8.8)
where x¯x is the partial derivative of x¯ with respect to x, i.e., x¯x = ∂x¯/∂x. The
objective is to ﬁnd A¯ ∈ Rn¯×n¯ that best approximates ˙¯x with A¯x¯(x) over x ∈ X .
Result 8.6.1. Using (8.8), the minimum argument of
∥∥a¯(x)− A¯x¯(x)∥∥2
L2(X )
is given by (8.4), replacing a with (8.8). Using deﬁnition 8.5.1, this solution is
A¯∗ := a¯~ x¯, (8.9)
with
˙¯x ≈ A¯∗x¯. (8.10)
The residual error gives a measure of how close this linear representation is with
‖a¯(x)− A¯∗x¯(x)‖2L2(X )
‖x¯(x)‖2L2(X )
=
tr (a¯ a¯)− tr ((a¯ x¯) (x¯ x¯)+ (x¯ a¯))
tr(x¯ x¯) . (8.11)
The gradient of the basis needs to project back onto itself with
vec(x¯x) ≈ (vec(x¯x)~ x¯)x¯. (8.12)
This chapter explores radial basis functions as candidates that satisfy (8.12).
Properly selected single-layer hidden perceptrons also satisfy this requirement.
If the outer L2(X ) product of the basis is singular, then det (x¯ x¯) = 0, where
[x¯  x¯]i1,i2 =
∫
X x¯i1 x¯i2dx. If the basis is singular, some of the basis functions
are too similar. Linear combinations can be found for overdetermined basis
functions, and a reduced basis can be computed with
x¯′ := rrsᵀ(x¯ x¯)x¯. (8.13)
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This reduced basis has a diagonal outer L2(X ) product since x¯′x¯′ = psv(x¯x¯).
The rrs and psv functions are deﬁned in section A.31.
Result 8.6.2. Let A¯′ := rrsᵀ(A¯)A¯ rrs(A¯) and x¯′(x) := rrsᵀ(A¯)x¯(x), where
A¯ is computed with (8.9). Consider x¯(x) with one-to-one mapping. Let P¯ ′
solve P¯ ′A¯′ + A¯′ᵀP¯ ′ + Ir¯ = 0r¯, where r¯ = rank(A¯). If λmax(A¯′) < 0 and
‖rrsᵀ(A¯)(a¯(x) − A¯x¯(x))‖2 ≤ α‖x¯′(x)‖2 with α ≤ 1/σmax(P¯ ′), then x¯′ → 0 as
t→∞. Choosing x¯, with ‖x¯′(x)‖2 = 0 if and only if ‖x‖2 = 0, gives x→ 0.
Proof. Since x¯(x) is assumed to be one-to-one, there exists invx¯( · ) such that
x = invx¯(x¯). Consider the basis derivative given by
˙¯x = a¯(x) + A¯x¯(x)− A¯x¯(x)︸ ︷︷ ︸
0
= A¯x¯(x) + a¯(x)− A¯x¯(x)︸ ︷︷ ︸
ε¯(x)
.
Removing the right null space, deﬁne
rrsᵀ(A¯) ˙¯x︸ ︷︷ ︸
˙¯x′
= rrsᵀ(A¯)A¯rrs(A¯)rrsᵀ(A¯)︸ ︷︷ ︸
A¯′
x¯(x)︸︷︷︸
x¯′
+ rrsᵀ(A¯)
(
a¯(x)− A¯x¯(x))︸ ︷︷ ︸
ε¯′(x)
. (8.14)
Let Q¯′  0, and solve the Lyapunov equation
P¯ ′A¯′ + A¯′ᵀP¯ ′ = −Q¯′.
With λmax(A¯′) < 0, P¯ ′  0. Select the Lyapunov equation v(x¯′) = 12 x¯′ ᵀ P¯ ′x¯′.
This candidate is bounded by σmin(P¯ ′)‖x¯′‖22 ≤ v(x¯′) ≤ σmax(P¯ ′)‖x¯′‖22. With
vx¯′A¯
′x¯′ = − x¯′ ᵀ Q¯′x¯′
≤ −σmin(Q¯′)‖x¯′‖22, (8.15)
‖vx¯′‖2 = ‖ x¯′ ᵀ P¯ ′‖2 ≤ 2‖P¯ ′‖2‖x¯′‖2
= λmax(P¯ ′)‖x¯′‖2, (8.16)
the candidate derivative is given by
v˙ = vx¯′(A¯
′x¯′ + ε¯′)
≤ −σmax(Q¯′)‖x¯′‖22 + λmax(P¯ ′)‖x¯′‖2 · α‖x¯′‖2. (8.17)
Equation (8.17) is negative for all x¯′ 6= 0 if
α ≤ σmin(Q¯′)/σmax(P¯ ′).
This ratio is maximized with Q¯′ = Ir¯ [42, p. 342].
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8.7 Basis Derivative with Singularity
If the singularity described in section 8.6 is present, the basis can be reduced to
x¯ =: rrs(x¯ x¯)x¯′1 + rns(x¯ x¯)x¯′2, (8.18)
with
x¯′1:= rrs
ᵀ(x¯ x¯)x¯, (8.19)
x¯′2:= rns
ᵀ(x¯ x¯)x¯. (8.20)
Diﬀerentiating (8.18), the basis derivative becomes
˙¯x = rrs(x¯ x¯) ˙¯x′1 + rrs(x¯ x¯) ˙¯x′2,
and substituting (8.18) into (8.9) gives
˙¯x ≈ (x¯xa x¯) (x¯ x¯)+rrs(x¯ x¯)︸ ︷︷ ︸
rrs(x¯x¯)psv−1(x¯x¯)
x¯′1
+ (x¯xa x¯) (x¯ x¯)+rns(x¯ x¯)︸ ︷︷ ︸
0
x¯′2. (8.21)
Result 8.7.1. Left multiplying (8.21) by rrsᵀ(x¯ x¯) and rnsᵀ(x¯ x¯) gives[
˙¯x′1
˙¯x′2
]
≈
[
A′1,1 0
r¯×n¯−r¯
A′2,1 0n¯−r¯
][
x¯′1
x¯′2
]
, (8.22)
where r¯ = rank(x¯ x¯), n¯ = `(x¯), and
A′1,1:= rrs
ᵀ(x¯ x¯) (x¯xa x¯) rrs(x¯ x¯)psv−1(x¯ x¯), (8.23)
A′2,1:= rns
ᵀ(x¯ x¯) (x¯xa x¯) rrs(x¯ x¯)psv−1(x¯ x¯). (8.24)
Therefore, x¯′2 is an integrator of x¯
′
1 with x¯
′
2(t) = x¯
′
2(t0) +
∫ t
t0
A′2,1x¯
′
1(t
′)dt′.
There will always be `(x¯) − r¯ eigenvalues of zero, regardless of a(x). Equation
(8.22) does not depend on x¯′2 at all. Therefore, it makes sense to reduce the basis
to x¯′1. For numerical application, it may even be desirable to specify a singular
value tolerance or a desired rank. Only the A′1,1 matrix will aﬀect stability, and
the projective range space matrices can be brought inside of the integral. This
reduces the number of integrations to r¯2 = `2(x¯′1) with r¯ < `(x¯).
These reduced basis may have higher spacial frequency in x, which would
require higher sampling when computing numerical integration. Even though
there are fewer integrals being computed, the integrals themselves may become
more computationally expensive.
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Result 8.7.2. The reduced dynamics of (8.21) are given by
A′1,1 = rrs
ᵀ(x¯ x¯)︸ ︷︷ ︸
constant
(∫
X
x¯xax¯
ᵀdx
)
rrs(x¯ x¯)psv−1(x¯ x¯)︸ ︷︷ ︸
constant
(8.25)
=
(∫
X
rrsᵀ(x¯ x¯)x¯xax¯ᵀrrs(x¯ x¯)dx
)
psv−1(x¯ x¯) (8.26)
= (rrsᵀ(x¯ x¯)x¯xa rrsᵀ(x¯ x¯)x¯) psv−1(x¯ x¯) (8.27)
= (∂x(x¯
′
1)a x¯′1)︸ ︷︷ ︸
Rr×r
psv−1(x¯ x¯). (8.28)
8.8 Weighted Basis Radius
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Figure 8.1: This ﬁgure depicts the distance vectors from radial basis centers
µi to the current state x ∈ X at time t.
Deﬁnition 8.8.1. Let the ith weighted basis radius (ﬁgure 8.1) be given by
 i(x) :=
√
(x− µi)ᵀΣ−2i (x− µi), µi ∈ Rn, {Σi ∈ Rn×n : Σi  0}, (8.29)
where µi parameterizes the center, and Σi weights the radial distance.
Result 8.8.1. Computing the square radius in terms of Σi gives
 
2
i = ‖Σ−1i (x− µi) ‖22
= (x− µi)ᵀΣ−2i (x− µi)
= (x− µi)ᵀrrs(Σi)psv(Σi)rrsᵀ(Σi)rrs(Σi)psv(Σi)rrsᵀ(Σi)(x− µi)
= (x− µi)ᵀrrs(Σi)psv−2(Σi)rrsᵀ(Σi)(x− µi)
= ‖psv−1(Σi)rrsᵀ(Σi) (x− µi) ‖22. (8.30)
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This is an ellipse centered at µi, aligned with rrs
ᵀ(Σi) and scaled by psv−1(Σi).
Consider Ti ∈ R2 with rank(Ti) = `(x). This matrix can be square or tall.
Result 8.8.2. The basis radius can also be computed with
 
2
i (x) = ‖Ti (x− µi) ‖22
= (x− µi)T ᵀi Ti (x− µi)
= (x− µi) rrs(Ti)psv(Ti)lrsᵀ(Ti)lrs(Ti)psv(Ti)rrsᵀ(Ti) (x− µi)
= (x− µi) rrs(Ti)psv2(Ti)rrsᵀ(Ti) (x− µi)
= ‖psv(Ti)rrsᵀ(Ti) (x− µi) ‖22. (8.31)
This is an ellipse centered at µi, aligned with rrs
ᵀ(Ti) and scaled by psv(Ti)
where rrs(Ti) = rrs(Σi) and psv(Ti) = psv
−1(Σi).
8.9 Radial Basis Functions
Result 8.9.1. The ith element of a radial basis gives x¯i(x) : Rn → R, which
can be written in terms of the weighted basis radius computed with (8.29) using
x¯i(x|µi,Σi) =: f ( i(x)),
where f : {  ∈ R :   ≥ 0} → {f ∈ R : 0 ≤ f ≤ 1} has a bounded maximum at
argmax
{ i∈R: i≥0}
f( i) = 0 ⇒ argmax
x∈X
f( i(x)) = µi,
and limits of
lim
 i→∞
f( i) = 0 ⇒ lim‖x‖→∞ f( i(x)) = 0.
The function f should have upper and lower bounds that monotonically go
to zero as x moves away from µi [59, p. 299]. Additionally, for the purposes of
projection, it is required that x¯i(x) ∈ L2(X ). To avoid discontinuity, choose a
continuous basis with (∂ if) i→0 = 0. The matrix Σ
−1 maps the n-dimensional
unit circle to an n-dimensional ellipse. If a more complex mapping is desired, a
more general basis function can be used that does not necessarily have any kind
of radial symmetry. This function can be written as x¯i(x) = x¯i (x|µi, θi), where
θi parameterizes the shape such that µi = argmax(x¯i(x)), and |x¯i(x)| decreases
with some upper bound as ‖x− µi‖ grows. One such example is the triangular
fuzzy partition used in [51, p. 119].
There are inﬁnitely many basis functions to choose from. Some common
choices are shown in ﬁgures 8.28.6. To choose the basis, select the lowest
number of basis functions necessary to compute (8.9) accurately. The individual
basis terms must also be computationally cheap for online calculations.
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Figure 8.2: The Gaussian basis is explored in section 8.9.2.
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Figure 8.3: The Cauchy basis is explored in section 8.9.3.
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Figure 8.4: The exponential basis is explored in section 8.9.4.
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Figure 8.5: A piecewise polynomial basis is explored in section 8.9.6.
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Figure 8.6: A piecewise linear basis is explored in section 8.9.7.
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8.9.1 Student's Basis
Deﬁnition 8.9.1. The Student's basis [60, p. 216] is a generalized distribution
given by
x¯i(x|µi,Σi, αi) ∝
(
1 +
 
2
i
αi
)−n+αi2
, (8.32)
where {i ∈ N : i ≤ n¯} indexes the basis, and {αi ∈ R : αi ≥ 1} is the degree
of freedom. The proportionality is used to signify that the scaling factors are
irrelevant as long as n¯ is ﬁnite. This is a computational advantage if machine
precision is ever an issue. Figure 8.7 shows αi → ∞ when n = 2. Figures 8.8
and 8.9 shows all the limiting cases of αi when n = 1.
The name of this basis originates from a statistical distribution published by
William Gosset in 1908. "His employer, Guinness Breweries, required him to
publish under a pseudonym, so he chose Student" [61].
Figure 8.7: This ﬁgure shows an element of the basis when n = 2 at αi →∞.
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The radial basis vector maps x → { i}n¯i=1 → x¯ with n = `(x) and n¯ = `(x¯).
An element of the basis vector then maps x¯i : Rn → R → R. The gradient of
this element can be calculated with
∂xx¯i =
∂x¯i
∂ 2i
∂ 2i
∂x
, (8.33)
where ∂ 2i x¯i is a scalar and
∂ 2i
∂x
= ∂x′(x
′ − µi)ᵀΣ−2i (x− µi) + ∂x′
(
(x− µi)ᵀΣ−2i (x′ − µi)
)ᵀ
= 2(x− µi)ᵀΣ−2i , (8.34)
which is a row in R1×n. Enumerating i gives the Jacobian ∂xx¯ ∈ Rn¯×n.
Result 8.9.2. The rows of the gradient of the Student's basis are
∂xx¯i =
(
−n+ αi
2
)(
1 +
 
2
i
αi
)−n+αi2 −1( 1
αi
)
2(x− µi)ᵀΣ−2i
= −n+ αi
αi
(
1 +
 
2
i
αi
)− (n+αi2 )
(n+αi2 )
(n+αi2 +1)
(x− µi)ᵀΣ−2i
= −
(
n+ αi
αi
x¯
(
1+ 2αi+n
)
i
)
(x− µi)ᵀΣ−2i . (8.35)
Result 8.9.3. When αi → 1, the Cauchy basis gradient is given by
∂xx¯i = −(n+ 1)
(
1 +  2i
)− (n+12 )(n+12 ) (n+12 +1) (x− µi)ᵀΣ−2i
= −
(
(n+ 1)x¯
( 2+n1+n )
i
)
(x− µi)ᵀΣ−2i . (8.36)
Result 8.9.4. When αi →∞, the Gaussian basis gradient is given by
∂xx¯i = − exp
(
− 
2
i
2
)
(x− µi)ᵀΣ−2i
= − (x¯i) (x− µi)ᵀΣ−2i . (8.37)
The gradient of the Gaussian basis is the least expensive to compute since it
reuses the basis calculation.
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Figure 8.8: This ﬁgure shows the Student's basis over a range of α values with
the Gaussian limit (α→∞) and the Cauchy limit (α→ 1).
x
xx
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Cauchy Limit
Figure 8.9: This ﬁgure shows the scalar gradient of the Student's distribution
for a range of α values with the Gaussian limit (α→∞) and the Cauchy limit
(α→ 1).
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8.9.2 Gaussian Basis
Deﬁnition 8.9.2. The Gaussian basis is given by the Student's basis when
α→∞, which gives
x¯i(x|µi,Σi) ∝ exp
(
− 
2
i
2
)
, (8.38)
When α → ∞, multiplication of two Gaussians produces another Gaussian.
For any α < ∞ the product will always produce a diﬀerent α′. Empirically,
it is clear that the gradient projection error computed from (8.12) can become
arbitrarily small. There is an important balance between the number of basis
functions and their variance. Smaller variance produces higher slope, but pro-
vides poor coverage requiring more basis functions to project onto the gradient.
The slope can also be made arbitrarily high for any ﬁxed variance by increasing
the number of basis functions.
Example 8.9.1. Consider x¯(x) : X → Rn¯ with X = {x ∈ R : −1 ≤ x ≤ +1}.
Set the basis centers maximally spaced from each other. Choose n¯ = 5. Figure
8.10 shows the gradient projection with variance at σ = 1/5. The square error
given by the L2(X )-norm is high. If the variance is chosen to be ten times larger
with σ =
√
2/5, then the ﬁt is almost exact, and the square error is many
orders of magnitude lower, as seen in ﬁgure 8.11. It is important to note that n¯
remains the same in both cases. Hold the variance to be σ =
√
2/5 and double
n¯ so that the spacing between µi and µi+1 is decreased. Figure 8.12 shows that
the square error goes down again by many orders of magnitude. This can also
be accomplished by placing basis centers outside of the projection domain.
8.9.3 Cauchy Basis
Deﬁnition 8.9.3. The Cauchy basis is given by the Student's basis when α→ 1,
x¯i(x|µi,Σi) ∝
(
1 +  2i
)−n+12 . (8.39)
The normalization term does not eﬀect ﬁtting. The Cauchy basis is computed
with an inner product and scalar division. If it projects as well as the Gaussian,
it would be the clear choice in application for its computational simplicity.
Example 8.9.2. Figures 8.138.14 show how the Cauchy basis performs under
the same parameters as ﬁgures 8.118.13 of the Gaussian. It is clear the Cauchy
basis does work, but will require higher dimensions to match the performance of
the Gaussian basis. The mean and variance of the Cauchy basis are not deﬁned
as it does not belong to L2(Rn) curves. As long as X is compact, this will not
be an issue.
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Figure 8.10: This ﬁgure shows a Gaussian basis with its gradient projection,
θ∗ = vec(x¯x) ~ x¯, and corresponding projection error using n = 1, n¯ = 5,
X = {x ∈ R : −1 ≤ x ≤ +1}, and σ = 1/5. Note the projection error is on the
order of 101.
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Figure 8.11: This ﬁgure shows a Gaussian basis with its gradient projection,
θ∗ = vec(x¯x) ~ x¯, and corresponding projection error using n = 1, n¯ = 5,
X = {x ∈ R : −1 ≤ x ≤ +1}, and σ = √2/5. This is the same basis as ﬁgure
8.10, except the variance has been increased. Note the projection error is on
the order of 10−4.
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Figure 8.12: This ﬁgure shows a Gaussian basis with its gradient projection,
θ∗ = vec(x¯x) ~ x¯, and corresponding projection error using n = 1, n¯ = 10,
X = {x ∈ R : −1 ≤ x ≤ +1}, and σ = √2/5. This is the same basis as ﬁgure
8.11, except the basis dimension has increased. Note the projection error is on
the order of 10−9.
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Figure 8.13: This ﬁgure shows a Cauchy basis with its gradient projection,
θ∗ = vec(x¯x) ~ x¯, and corresponding projection error using n = 1, n¯ = 5,
X = {x ∈ R : −1 ≤ x ≤ +1}, and σ = 1/5. Note the projection error is on the
order of 101.
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Figure 8.14: This ﬁgure shows a Cauchy basis with its gradient projection,
θ∗ = vec(x¯x) ~ x¯, and corresponding projection error using n = 1, n¯ = 5,
X = {x ∈ R : −1 ≤ x ≤ +1}, and σ = √2/5. This is the same basis as ﬁgure
8.13, except the variance has been increased. Note the projection error is on
the order of 10−1.
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Figure 8.15: This ﬁgure shows a Cauchy basis with its gradient projection,
θ∗ = vec(x¯x) ~ x¯, and corresponding projection error using n = 1, n¯ = 10,
X = {x ∈ R : −1 ≤ x ≤ +1}, and σ = √2/5. This is the same basis as ﬁgure
8.14, except the basis dimension has increased. Note the projection error is on
the order of 10−4.
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8.9.4 Exponential Basis
The only curve that is truly proportional to its gradient is the exponential curve.
However, as a radial basis function, it will have a discontinuous gradient.
Deﬁnition 8.9.4. The exponential basis is given by
x¯i(x|µi,Σi) ∝ exp (− i) ,
as seen in ﬁgure 8.16.
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Figure 8.16: This ﬁgure shows an exponential basis with its gradient gradient
at µ = 0 and σ = 1. The gradient at µ is deﬁned to be zero.
8.9.5 Sinc Squared Basis
The radial basis function does not need to be strictly monotonically decreasing
with respect to the radius. Any basis function with a decreasing envelope can
be considered. The only concern might be resonant cancellation. One possible
candidate is the sinc function deﬁned by sin(α)/α for α ∈ R (this is the most
common deﬁnition, but some deﬁnitions include a scaling factor of pi).
Deﬁnition 8.9.5. The sinc2 basis is given by
x¯i(x|µi,Σi) ∝ sinc2 (pi i) ,
and can be seen in ﬁgure 8.17.
In some applications, e.g., recursion and inﬁnite sums, it may be critical to
have a basis that truncates to zero outside of a well-deﬁned ﬁnite boundary.
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Figure 8.17: This ﬁgure shows the sinc2 basis and its gradient at µ = 0 and
σ = 1.
With such truncation, it is not diﬃcult to ﬁnd basis functions that still have
continuous gradients that project onto the basis.
Deﬁnition 8.9.6. A truncated sinc2 basis (ﬁgure 8.18) can be deﬁned with
x¯i(x|µi,Σi) ∝ sinc2
(
pi 2i
)
1( 2i < 1) =
{
sinc2
(
pi 2i
)
if  2i < 1
0 else
.
8.9.6 Piecewise Polynomial Basis
Deﬁnition 8.9.7. Any number of piecewise polynomial basis functions can be
chosen that have continuous slope at the truncation boundary. For example, one
possible candidate is the 6th-order polynomial
x¯i(x|µi,Σi) ∝ (1−  2i )31( 2i < 1) =
{
(1−  2i )3 if  2i < 1
0 else
.
as seen in ﬁgures 8.198.20. Note the similarity to the truncated sinc2 basis.
Result 8.9.5. The gradient of this 6th-order piecewise polynomial basis is
∂xx¯i =

−6(1−  2i )2(x− µi)ᵀΣ−2i if 0 <  i < 1
01×n else
. (8.40)
Example 8.9.3. Figure 8.21 shows an example of gradient projection with a
piecewise polynomial basis.
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Figure 8.18: This ﬁgure shows the truncated sinc2 basis and its gradient at
µ = 0 and σ = 1. Note the location of extremum is indicated on the axes.
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Figure 8.19: This ﬁgure shows a piecewise 6th order polynomial basis and its
gradient with µ = 0 and σ = 1. The location of extreme are indicated on the
axis. Note how similar this is to the truncated sinc2 basis of ﬁgure 8.18.
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Figure 8.20: This ﬁgure shows a piecewise polynomial basis at n = 2 with
Σ = I and µ = 0.
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Figure 8.21: This ﬁgure shows a basis constructed form the 6th-order piece-
wise polynomial of (8.40) with its gradient projection, θ∗ = vec(x¯x) ~ x¯, and
projection error. This basis has n = 1, n¯ = 10, X = {x ∈ R : −1 ≤ x ≤ +1},
σ = 2, and centers uniformly spaced at {µi ∈ R : −2 ≤ µi ≤ 2}. Note, for this
selection of parameters, the gradient projection error is on the order of 10−4.
178
8.9.7 Piecewise Linear Basis
Deﬁnition 8.9.8. The piecewise linear basis functions are given by
x¯i(x|µi,Σi) ∝ (1−  i)1( i < 1) =
{
1−  i if  i < 1
0 else
.
as seen in ﬁgures 8.228.23. Note that the basis gradient is discontinuous.
This basis is computationally inexpensive. It may also accelerate the outer
product calculations with explicit piecewise solutions to the domain integration,
or at the very least provide fast Riemann sums. Unfortunately, the discontinuity
in the gradient gives a poor projection unless there are considerably more basis
terms. Computation grows with basis dimension. A careful analysis needs to
be done to determine if the trade-oﬀ is beneﬁcial.
Result 8.9.6. With
 i =
√
(x− µi)ᵀΣ−2i (x− µi),
the gradient in x is calculated as
∂xx¯i =
{
− −1i (x− µi)ᵀΣ−2i if 0 <  i < 1
01×n else
. (8.41)
In the scalar case, x¯x = −sign(x)1(0 < |x| < 1).
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Figure 8.22: This ﬁgure shows the piecewise linear basis. Note that x¯x(µi) is
deﬁned to be zero.
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Figure 8.23: This ﬁgure shows a piecewise linear basis at n = 2 with Σ = I
and µ = 0.
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8.10 Decoupled Rectangular Basis Construction
Consider radial basis vectors computed along individual axes. The Kronecker
product of these vectors generates the basis
x¯(x) =
n⊗
i=1
{f( i,i′)}mii′=1 , (8.42)
where  2i,i′ = (xi − µi,i′)2/σ2i,i′ and f is a scalar radial basis function from one
of the ﬁgures 8.28.6.
Example 8.10.1. Figure 8.5 shows construction of a decoupled rectangular
basis using f(α) = (1− α2)31(α2 ≤ 1).
Using mi uniformly spaced basis centers along each xi generates n¯ =
∏n
i=1mi
basis functions. This is a volume ﬁlling basis, but expressing it in product
form will decouple projection calculations and gradient calculations. Figure
8.24 shows an example element of this basis.
Figure 8.24: This ﬁgure shows x¯i = (1− x21)31(x21 ≤ 1) · (1− x22)31(x22 ≤ 1).
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8.11 Relationships to Perceptron Basis Functions
Radial basis functions can be characterized as gradients of saturated functions.
Example 8.11.1. The Gaussian basis is a gradient of the erf function. With
x¯(x) = e−x
2/2, the normalized integral is
1√
2pi
∫ x′
−∞
e−
1
2x
2
dx =
1
2
(
1 + erf
(
x′√
2
))
. (8.43)
Example 8.11.2. The Cauchy basis is the gradient of the arctan function.
With x¯ = (1 + x2)−1, the normalized integral is
1
pi
∫ x′
−∞
dx
1 + x2
=
1
2
(
1 +
2
pi
arctan(x′)
)
. (8.44)
Example 8.11.3. Another common integral basis is the logsig function
logsig(x′) =
1
1 + e−x′
⇒ x¯(x) = e
−x
(1 + e−x)2
. (8.45)
Note that when considering how f(x′) =
∫ x′
−∞ x¯(x)dx evolves with time, the
derivative is given by f˙ = fx′ x˙
′, which is a radial basis function multiplying the
derivative of x′.
Result 8.11.1. Derivatives of nested integrals are products of radial bases.
Deﬁnition 8.11.1. The linear saturation function is deﬁned as
sat(α) :=

−1 if α < −1
α if −1 ≤ α < +1
+1 else
.
Result 8.11.2. The linear saturation function has a discontinuous gradient,
and the Hessian has impulse functions. Gradient projection cannot be computed.
Therefore, domain linearization cannot be applied.
-10 10 x′
1
Normalized Integration of Gaussian and Cauchy basis functions
Figure 8.25: This ﬁgure shows the integrals (8.43) and (8.44).
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8.12 Domain Nonlinearization:
Linear to Nonlinear Dimension Compression
A pseudoinverse can be used to recover x˙ from ˙¯x. Consider the chain rule
˙¯x = x¯xx˙. (8.46)
A left pseudoinverse can be computed with x¯+x = (∂xx¯)
+, where
x¯+x = (x¯
ᵀ
xx¯x)
−1
x¯ᵀx, (8.47)
if det (x¯ᵀxx¯x) 6= 0 for all x ∈ X . This usually holds when mapping from low-
dimension to high-dimension.
Result 8.12.1. If the left pseudoinverse of x¯x exists, then
x¯+x ˙¯x = x˙, (8.48)
since (x¯ᵀxx¯x)
−1
x¯ᵀx ˙¯x = (x¯
ᵀ
xx¯x)
−1
x¯ᵀxx¯xx˙.
Result 8.12.2. The n¯-dimension linear approximation,
˙¯x ≈ A¯∗x¯, A¯∗ = x¯xa~ x¯,
can be collapsed back into the n-dimension nonlinear system
x˙ ≈ x¯+x A¯∗x¯. (8.49)
Result 8.12.3. The compression can be linearized again with
A∗∗:= x¯+x A¯
∗x¯~ x¯, (8.50)
giving x˙ ≈ A∗∗x¯(x). This may produce a diﬀerent matrix than A∗ = a~ x¯.
Consider the desired bounds {i ∈ R : i > 0} with
‖a−A∗x¯‖2L2(X )
‖x¯‖2L2(X )
< 21,
‖x¯xa− A¯∗x¯‖2L2(X )
‖x¯‖2L2(X )
< 22,
‖a−A∗∗x¯‖2L2(X )
‖x¯‖2L2(X )
< 23.
These requirements can be used as a judgment of how well the basis represents
the system. As the tolerances become smaller, less structure is lost in the
transformation from low-dimension to high-dimension and then back down to
low-dimension. The design requirements, provided by the i bounds, indirectly
specify the necessary {µi}n¯i=1 and {Σi}n¯i=1. Diﬀerent nonlinear optimization
techniques could be explored to satisfy these requirements. The easiest way to
achieve them is by increasing n¯ with uniformly spaced µi ∈ X and ﬁxed Σi = σI.
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Example 8.12.1. Even if a basis is chosen that projects well onto itself, resolu-
tion selection depends critically on the derivative function being analyzed. Con-
sider linearizing the scalar system x˙ = a(x) over X = {x ∈ R : −1 ≤ x ≤ +1}.
Figure 8.26 shows basis projection of the nonlinearized linearization of
a(x) = (x− 1) (x− 1/2)x (x+ 1/2) (x+ 1). (8.51)
using a Cauchy basis. The resulting ﬁt in both directions (into the high-dimensional
linear domain and back down into the low-dimensional nonlinear domain) is
nearly exact. The Cauchy basis does not exclusively have this property. Figure
8.27 shows the same projections computed on a piecewise polynomial basis.
8.13 Similarities to Spiking Neurons
The space X¯ is considerably larger than X . For this reason, it is actually
possible to embed many dynamic signals x(t) at once so long as their manifolds
do not intersect at the same time. The radial nature of the basis functions
also produces dominant activation on the closest basis function. This causes
spiking in x¯(t) analogous to what is seen in neurons [62] (although somewhat
smoother). Similar results are seen in stochatic models [63]. From observing ˙¯x,
the nonlinear derivative a(x), may be found with some form of manifold learning
[64]. The basis centers provide a sense of spacial location.
More importantly, x¯(t) can provide universal computation by describing a
lower-dimensional nonlinear diﬀerential equation with a manifold given by A¯. If
x¯ is thought of as a collection of n¯ neurons, then their spiking time evolution is
determined by A¯, and the same collection of n¯ neurons is capable of representing
any number of lower-dimensional nonlinear mappings a(x) with diﬀerent choices
of A¯. These manifolds may even have diﬀerent dimensions with selection of `(x).
Example 8.13.1. Figures 8.288.29 illustrate radial basis spiking. In ﬁgure
8.28, two helix trajectories occupy the same three-dimensional space. One tra-
jectory is traveling down and the other is traveling up. The trajectories do not
occupy the same domain at the same time. Figure 8.29 shows the resulting ac-
tivation of some of the basis function as the trajectories move past them. The
basis trajectory superimposes both helix trajectories. If the relative trajectory
distances are large and basis centers are known, it is possible to identify which
trajectory the radial basis activation belongs to.
Example 8.13.2. Figure 8.30 illustrates sensitivity to noise. The trajectory be-
tween two radial basis functions is considered. It is noted that, if there are signal
characteristics with high spacial frequency, these characteristics will be lost in
the radial basis activation. If these signal characteristics represent noise, then
selection of the basis resolution will eﬀectively suppress noise above a speciﬁed
spacial frequency.
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-1 1 x
1
Cauchy x
-1 1 x
x
 and A* x
-1 1 x
x
 and A** x
Figure 8.26: This ﬁgure shows optimal ﬁts to x˙ = a(x) from (8.51) using
(8.4), A∗ = a ~ x¯, and (8.50), A∗∗ = x¯+x A¯∗x¯ ~ x¯, A¯∗ = x¯xa ~ x¯. The basis
is Cauchy with parameters n¯ = 10, σ =
√
6/5, basis centers µi evenly spaced
across X = {x ∈ R : −1 ≤ x ≤ +1}. Both approximations match with high
accuracy.
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-1 1 x
1
Piecewise Polynomial x
-1 1 x
x
 and A* x
-1 1 x
x
 and A** x
Figure 8.27: This ﬁgure shows optimal ﬁts to x˙ = a(x) from (8.51) using (8.4),
A∗ = a ~ x¯, and (8.50), A∗∗ = x¯+x A¯∗x¯ ~ x¯, A¯∗ = x¯xa ~ x¯. The basis is the
piecewise polynomial given by (8.40) with parameters n¯ = 10, σ = 1, and basis
centers µi uniformly spaced across {x ∈ R : −2 ≤ x ≤ +2}. Note the centers
extend outside of X . Both approximations match with high accuracy.
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x1
x2
x3
x(t) and x′(t)
Figure 8.28: This ﬁgure shows two separate trajectories of x(t) moving through
a grid of basis functions centered at µi indicated by black points. The derivative
of the radial basis in response to x(t) is given by x¯xx˙ ≈ A¯x. The derivative of
the radial basis in response to x′(t) is given by x¯xx˙′ ≈ A¯′x. For the initialization
depicted below, the trajectories never occupy the same space at the same time.
1
t0
x92
1
t0
x58
1
t0
x115
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t0
x107
1
t0
x39
1
t0
x10
1
t0
x66
1
t0
x54
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x79
Figure 8.29: The two separate trajectories never occupy the same space at
the same time, which can be seen in the spiking of the radial basis functions as
x(t) passes µi. There are 5
3 = 125 basis functions in ﬁgure 8.28. This output
of a few of those basis are shown below, with the responses from signal x shown
in blue and the responses from x′ shown in orange.
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Figure 8.30: An additional consideration is the ﬁltering characteristics of
radial basis functions. Incoming signal with slope greater than the basis will be
ﬁltered out. This ﬁgure shows a high-frequency x(t) traveling between two radial
basis centers. The resolution of this interaction is lost from the perspective
of x¯(t). Therefore, the density of basis centers µi and radius of inﬂuence Σi
eﬀectively ﬁlters the incoming signal frequency and suppresses noise.
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8.14 Linear Equilibrium
The nonlinear system x˙ = a(x) can have multiple equilibrium points over the
domain X . The equilibrium points can be stable or unstable. Let the lineariza-
tion be given by ˙¯ˆx = A¯ˆ¯x with A¯ = x¯xa ~ x¯. The linearization must exhibit
the same equilibrium properties as a(x), but the null space of a linear system is
either a single equilibrium point or a linear subspace.
Result 8.14.1. If ˙¯x(x◦) = 0, then A¯x¯(x◦) = 0. Therefore, rrsᵀ(A¯)x¯(x◦) = 0
gives the linear null space, and x¯(x◦) = rns(A¯)rnsᵀ(A¯)x¯(x◦) for all x◦ ∈ X ◦.
From section 8.7, if det(x¯ x¯) = 0, the basis has functional redundancy, and
a right null space will exist that has no relationship to a(x). If r¯ = rank(A¯),
then r¯ ≤ rank(x¯ x¯). The linearization can be transformed with[
rrsᵀ(A¯)
rnsᵀ(A¯)
]
A¯
[
rrs(A¯) rns(A¯)
]
=
[
rrsᵀ(A¯)A¯ rrs(A¯) 0r¯×n¯−r¯
rnsᵀ(A¯)A¯ rrs(A¯) 0n¯−r¯
]
.
This shows the eigenvalues are given by {eig(rrsᵀ(A¯)A¯ rrs(A¯)), 0n¯−r¯}.
Result 8.14.2. The linear model is stable if λmax(rrsᵀ(A¯)A¯ rrs(A¯)) < 0, and
when this condition is satisﬁed, the basis exponentially converge to a vector in
X¯ ◦ = {x¯ ∈ Rn¯ : rrsᵀ(A¯)x¯ = 0}.
If the linearization faithfully captures the dynamics of the nonlinear system,
then the equilibrium behaviors must be present. For comparison between the
nonlinear model and the linearized model, let the open-loop solution to the
linearized model be given by ˙¯ˆx(t) = A¯ˆ¯x(t) with ˆ¯x(t0) = x¯(x(t0)). This open-
loop approximation has the closed-form solution
ˆ¯x(t) = exp
(
A¯ (t− t0)
)
x¯(x(t0)). (8.52)
Approximation (8.52) converges to diﬀerent subspaces depending on the initial
condition of x. After some period of time, the linearized model may begin
to diverge, due to meta-stable equilibrium. Very subtle numerical error from
the projection approximation may cause eigenvalues on the imaginary axis to
have small real components. These errors cause exponential growth or decay
in subspaces that should be constant. A single equilibrium can be selected and
subtracted with x¯′(x) := x¯(x) − x¯(x◦). This gives ˙¯x′ = Dt(x¯(x) − x¯(x◦)) = ˙¯x.
The resulting linearization is ˙¯ˆx′(t) = A¯′ ˆ¯x′(t), which has the closed-form solution
ˆ¯x′(t) = exp
(
A¯′ (t− t0)
)
x¯′(x(t0)), (8.53)
where
A¯′ = x¯xa~ (x¯(x)− x¯(x◦)). (8.54)
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Example 8.14.1. Figure 8.31 shows an example of x¯′ for `(x) = 1, and ﬁgures
8.328.33 show an example of x¯ and x¯′ for `(x) = 2.
Result 8.14.3. If (8.54) is computed over a subset of X that contains only
one equilibrium point, then λmax(rrsᵀ(A¯′)A¯′ rrs(A¯′)) < 0 gives rrsᵀ(A¯′)x¯′ → 0,
which gives x→ x◦ if {x /∈ X ◦ : rrsᵀ(A¯′)(x¯(x)− x¯(x◦)) = 0} = ∅.
Example 8.14.2. Consider example 8.12.1 with
x˙ = (x− 1) (x− 1/2)x (x+ 1/2) (x+ 1),
and X = {x ∈ R : −1 ≤ x ≤ 1}. There are unstable equilibrium points at
{−1, 0,+1} and stable equilibrium points at {−1/2,+1/2}. This system is il-
lustrated in ﬁgure 8.34 with several sample trajectories showing repulsion from
unstable equilibrium and attraction to stable equilibrium. Figure 8.34 also shows
a candidate basis with a steady-state equilibrium vector x¯◦ = x¯(x◦) at x◦ = 1/2.
Figure 8.31 shows an example modiﬁcation that subtracts this equilibrium.
Example 8.14.3. Figure 8.35 shows a comparison of the x¯(x(t)) and ˆ¯x(t) com-
puted with (8.52) using the basis from ﬁgure 8.34. The linear model is initially
drawn to the correct steady-state vector but then rapidly diverges.
Example 8.14.4. Figure 8.36 shows a comparison of the x¯′(x(t)) and ˆ¯x′(t)
computed with (8.53) using the basis from ﬁgure 8.31. The two models now both
converge to zero and follow approximately identical trajectories. This modiﬁca-
tion makes small discrepancies in the projection approximation irrelevant.
0.1 0.5 0.9
x
x
′(x) and x′(+0.5)
Figure 8.31: Modify the basis from ﬁgure 8.34 by subtracting the equilibrium
point at 0.5 and deﬁning a new basis x¯′(x) = x¯(x)− x¯(0.5). Now, x¯′ = 0 if and
only if x = 0.5. Restrict the domain of the basis to contain just one equilibrium
with X = {x ∈ R : 0.1 ≤ x ≤ 0.9}, and extend the basis centers beyond this
domain with uniformly spaced {µi ∈ R : −0.1 ≤ µi ≤ 1.1}.
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Figure 8.32: This ﬁgure shows x¯ : R2 → R62 .
Figure 8.33: This ﬁgure shows x¯′ : R2 → R62 with x¯′(0) = 0.
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-1 0.5 1 x
1
x(x) and x(+0.5)
Figure 8.34: This ﬁgure shows (8.51) with multiple equilibrium points. The
resulting trajectories at diﬀerent initial conditions are shown beneath, and a
proposed basis with indicated equilibrium is shown below this.
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1
x(t) x(t) and x(t0) = +0.8
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t
1
x(x(t)) and x(t)
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1
x(x(t)) and x(t)
Figure 8.35: With ‖x¯(x(∞))‖ > 0, A¯ must have eigenvalues at zero or on the
imaginary axis. Placing eigenvalues on the imaginary axis using an approximate
ﬁt will result in small perturbations about the real axis. Any tiny positive
eigenvalues will amplify the model discrepancy exponentially as time increases.
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10
t
0.5
x(t) x(t) and x(t0) = +0.8
10
t
x
′(x(t)) and x′(t)
10 100
t
x
′(x(t)) and x′(t)
Figure 8.36: Using the basis from ﬁgure 8.31 with x¯′(0.5) = 0, the open-loop
response of ˆ¯x′(t) now matches the open-loop response of x¯′(x(t)). Linearization
is now done on X = {x ∈ R : 0.1 ≤ x ≤ 0.9} so that only one equilibrium is
present. The eigenvalues are all negative because x¯′(t)→ 0, and this eﬀectively
suppresses the small variations in the model that made ﬁgure 8.35 unstable.
The open-loop approximation matches with high accuracy.
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If x¯′(x) truncates to zero, more then one equilibrium point can be present.
The speciﬁc value of x◦i that the state is drawn to depends on the path taken
to x¯ = 0. The paths are on a constrained manifold. Diﬀerent groups of paths
will go to diﬀerent equilibrium points. Since the system is deterministic, the
terminal equilibrium point only depends on where x(t0) is initialized in X .
Result 8.14.4. Let X ◦ = {x◦i }mi=1, x¯′(x◦i ) = 0, and {x /∈ X ◦ : x¯′(x) = 0} = ∅.
If λmax(rrsᵀ(A¯′)A¯′ rrs(A¯′)) < 0, then rrsᵀ(A¯′)x¯(t)→ 0 as t→∞ gives x→ x◦i
if {x /∈ X ◦ : rrsᵀ(A¯′)(x¯(x)− x¯(x◦i )) = 0} = ∅ for all {i ∈ N : i ≤ m}.
When there are multiple attractive equilibrium points, a boundary must exist
that separates them. The boundary will be unstable by deﬁnition. If there are
m stable equilibrium points, there will be m sub-domains Xi of X that satisfy
∪mi=1Xi = X with {Interior(Xi′) ∩ Interior(Xi)} = ∅ for i′ 6= i. The unstable
boundaries are given by Boundary(Xi). If x(t0) ∈ Interior(Xi), then x→ x◦i .
8.15 Basis Inversion
The inverse transformation invx¯( · ) is a multivariate nonlinear function that
computes x = invx¯(x¯). This function may not be one-to-one, and a closed-form
expression will typically not exist. Given x¯(t) = f(x(t)), numerical methods
can be used to ﬁnd an estimate of x(t), denoted xˆ(t), at each instant in time.
Result 8.15.1. Consider the error ε(t) := f(x(t)) − x¯(t) with f(x) := x¯(x).
Replace x(t) with x′. The estimate xˆ can be computed from the minimum
xˆ(t|x¯(t)) = argmin
x′∈X
‖f(x′)− x¯(t)‖22 . (8.55)
If ε(t) ≡ 0 and x¯ is one-to-one, then xˆ = x.
This minimum can be found with local gradient descent techniques. The
estimated state should be continuous, i.e., ‖xˆ(ti+1) − xˆ(ti)‖22 ≤ , where  → 0
as ∆t→ 0. If xˆ(ti) is known, a search for xˆ(ti+1) should begin at xˆ(ti). If x¯ is a
radial basis vector with argmax(x¯i(x)) = µi, an initial guess of x can be made
with xˆ(t0) = µi∗ where i
∗ = argmax
i∈I
([x¯(t0)]i).
Example 8.15.1. Consider x˙ = (x − 1) (x− 1/2)x (x+ 1/2) (x + 1) from ex-
ample 8.14.2 with X = {x ∈ R : −1 ≤ x ≤ 1}. There are unstable equilibrium
points at {−1, 0,+1} and stable equilibrium points at {−1/2,+1/2}. Consider
the open-loop trajectories of ˆ¯x(t) given by (8.52). The resulting open-loop xˆ(t)
can be estimated with (8.55) by replacing x¯(t) with ˆ¯x(t), i.e., the error is given
by ε(t) = x¯(x(t)) − ˆ¯x(t). Figure 8.37 shows contour plots of ε(t, xˆ) when the
system is initialized near diﬀerent equilibrium points. The contour ﬂows to sta-
ble equilibrium and away from unstable equilibrium. Note that this is a global
approximation over all possible initializations x(t0) ∈ X .
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Figure 8.37: Using the derivative x˙ and the basis x¯ from ﬁgure 8.34, the stable
and unstable equilibrium points of (8.55) show clear inﬂuence on xˆ(t).
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8.16 Visualizing Solution Manifolds
It is very diﬃcult to have an intuitive sense of how the solution trajectories x¯(t)
might evolve along the high-dimensional manifold {x¯(x) : x ∈ X}. The mapping
from X to X¯ can only be directly visualized if n ≤ 2 and n¯ ≤ 3.
Example 8.16.1. Figures 8.388.39 show some examples of x¯(x) : X → X¯ .
Example 8.16.2. Consider x¯(x) : X → X¯ , where X ⊂ Rn and X¯ ⊂ Rn¯. Let
n = 1 and n¯ = 2. Picture the vector ﬁeld of ˙¯x = A¯x¯ with its null space. Assume
the equilibrium point of x˙ is given at x◦ = 0. The intersection of the null space
of A¯ with the manifold x¯(x) corresponds to the equilibrium point x◦. Figure 8.40
illustrates this.
Example 8.16.3. An unbiased basis will produce a null sub-space in A¯. This
null space depends on solutions following the manifold precisely. Small numeri-
cal variation in A¯ may result in instability. To avoid this issue, deﬁne the basis
so that x¯′ = 0 at x = x◦. For example, let n = 1 and n¯ = 2. If rns(A¯′) = ∅ and
λmax(A¯′) < 0, there is a stable equilibrium point at x = 0. This is illustrated
in ﬁgure 8.41.
Figure 8.38: Visualize the basis manifold with (a) x¯ : R2 → R2, (b) X¯ ⊂ R2.
Figure 8.39: Visualize the basis manifold with (a) x¯ : R2 → R3, (b) X¯ ⊂ R3.
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x(x) and null space
Figure 8.40: The basis x¯(x) shown below is equal to zero at ‖x‖ → ∞. If
x → 0 is the desired point of exponential attraction, then x¯ → x¯(0) where
‖x¯(0)‖ 6= 0. The equilibrium is given by ˙¯x(0) = 0 with ˙¯x(t) = A¯x¯(t). Therefore,
A¯ must have a right null space. The second ﬁgure shows how the null space
acts as an exponentially attractive subspace along the manifold x¯(x). This gives
x¯→ x¯(0) with λmax(rrsᵀ(A)A rrs(A)) < 0.
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Figure 8.41: Looking at ﬁgure 8.40, it is clear that a simple subtraction of
x¯(0) from x¯(x) will provide x¯′(x) = 0⇔ x = 0. If the eigenvalues are in the left
half-plane, small numerical errors in ﬁtting will not cause exponential instability.
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8.17 Engineering Null Space and Positive Invariant Sets
The complexity of the positive invariant sets that can be engineered depends on
the basis chosen. Consider X = {x ∈ R2 : −1 ≤ xi ≤ +1}. Select m2 uniformly
distributed basis centers with m ∈ N and x¯ given by
x¯(x) = vec
({
exp
(
−‖x− µi1,i2‖
2
2
2σ2
)}n¯,n¯
i1=1,i2=1
)
, µi1,i2 =

2
(
i1−1
m−1
)
− 1
2
(
i2−1
m−1
)
− 1
 .
If the target set is X ◦, a new basis can be found by subtracting the original
basis evaluated at x ∈ X ◦. This new basis has a null space for all x ∈ X ◦ giving
x¯′(x) = 0⇒ x ∈ X ◦.
Example 8.17.1. If the target set is x◦ = 0, a new basis can be computed with
x¯′
([
x1
x2
])
= x¯
([
x1
x2
])
−x¯
([
0
0
])
.
An example of this type of null space construction can be seen in ﬁgure 8.42.
Example 8.17.2. If the target set is just x1 = 0 where x2 is free to take on
any value, the target null space is given by X ◦ = {x ∈ X : x1 = 0}, and a basis
with this null space can be computed with
x¯′
([
x1
x2
])
= x¯
([
x1
x2
])
−x¯
([
0
x2
])
.
An example of this type of null space construction can be seen in ﬁgure 8.43.
Example 8.17.3. More complex target sets can be constructed as well, e.g.,
x¯′
([
x1
x2
])
= x¯
([
x1
x2
])
−x¯
([
x1
1
2 sin(2pix1)
])
,
has a null space along the line x2 = sin(2pix1)/2 with x1 free to take on any
value. This subtracted term is no longer constant. An example of this type of
null space construction can be seen in ﬁgure 8.44.
Result 8.17.1. If x¯′ := x¯(x)− x¯(f(x)), then the basis derivative is
˙¯x′ = (x¯′x − x¯ffx)x˙.
The original basis and its desired null space needs to be chosen carefully so
that gradient projection can still occur. Only one positive invariant set can be
used at a time, and the set must be contiguous so that unstable equilibrium
manifolds are not present.
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Figure 8.42: This ﬁgure shows the point null space of x¯′(x) from example
8.17.1 by computing contour plots of ‖x¯′(x)‖22.
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Figure 8.43: This ﬁgure shows the line null space of x¯′(x) from example 8.17.2
by computing contour plots of ‖x¯′(x)‖22.
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Figure 8.44: This ﬁgure shows the sine null space of x¯′(x) from example 8.17.3
by computing contour plots of ‖x¯′(x)‖22.
Example 8.17.4. Consider x˙1 = sin(pix2) and x˙2 = u. Select x¯
′(x) with a
null space along sin(2pix1)/2, seen in ﬁgure 8.44. Select u = −K¯ ′x¯′ such that
linearization of the closed-loop system satisﬁes λmax(rrsᵀ(A¯′)A¯′rrs(A¯′)) < 0.
Figures 8.45a8.45b shows an example where {K¯ ′i1,i2 ∈ R : −10 ≤ K¯ ′i1,i2 ≤ +10}
is found using a uniform random search that minimizes λmax while maximizing
the singularity tolerance (ensuring the eigenvalues are clustered).
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Figure 8.45: Consider x˙1 = sin(pix2), x˙2 = u with a basis x¯
′(x) that has a
null space along sin(2pix1)/2. Figure (a) shows the input u = −K¯ ′x¯′ that gives
negative nonzero eigenvalues, which resulted in attraction to the null space.
Figure (b) shows the resulting closed-loop x˙.
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8.18 Fast Sampling Projection Approximations
Equations (8.4) and (8.9) can be approximated with
f ~ x¯ ≈
∑
ξi∈X
f(ξi)x¯
ᵀ(ξi)
∑
ξi∈X
x¯(ξi)x¯
ᵀ(ξi)
+, (8.56)
where m points, {ξi}mi=1, are sampled from the domain X . If a(x) is suﬃciently
smooth, the set of sampling points can come from the set of radial basis centers
in X , i.e., ξi ∈ {µi ∈ Rn : µi ∈ X}, where n = `(x). Sampling could be done at
diﬀerent points than the basis centers and at higher resolution if necessary. An
easy way to sample over a complicated domain is to generate uniform random
variables ξ˜i. It may also be desirable to use higher sampling density in regions
of the domain with larger local Lipschitz bounds.
Example 8.18.1. Figure 8.46 shows a basis with centers extending beyond X .
Figures 8.478.51 show step by step construction of this basis. If the Gaussian
basis is used, extension is typically restricted to be at most ±3σ. If the piecewise
polynomial is used, extension is restricted to ±σ.
Example 8.18.2. Figure 8.52 shows an application of this sampling method.
8.18.1 Radial Basis Adjacency Graph
Each basis center has a list of centers within its square radius that produces
nonzero values in the basis. Let I := {i ∈ N : µi ∈ X}. For the piecewise
basis functions that are identical to zero outside of a radius of one, these sets
are given by I ′i1 := {i2 ∈ I :  2i1(µi2) < 1}, i1 ∈ I, where
 
2
i1(µi2) := (µi2 − µi1)ᵀΣ−2i1 (µi2 − µi1). (8.57)
If a function is multiplied by x¯i1 , the resulting product will be zero for all
x = µi2 when i2 /∈ I ′i1 . These calculations can, therefore, be omitted. The
number of centers within the radius of a basis is sparse. Computation over the
set {µi2}i2∈I′i1 will be considerably faster. For example, the i1 column of the
ﬁrst matrix in the projection calculation becomes[∑
i2∈I
f(µi2)x¯
ᵀ(µi2)
]
•,i1
=
∑
i2∈Ii1
f(µi2)x¯i1(µi2).
The Gaussian basis does not equal zero within a ﬁnite radius, but an appropriate
maximum radius can be selected based on the desired order of magnitude that
its multiplication can aﬀect. Typically,   < 3 is suﬃcient. The orders are{
e− 
2/2
}9
 =2
≈ {10−1, 10−2, 10−4, 10−6, 10−8, 10−11, 10−14, 10−18}.
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Figure 8.46: This ﬁgure shows x¯(x) with X = {x ∈ R : −1 ≤ x ≤ 1}
constructed from a Gaussian basis of σ = 1 with uniformly spaced basis centers
{µi ∈ R : −2 ≤ x ≤ 2} extending beyond X . Figures 8.478.51 show the step
by step construction.
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Figure 8.47: This ﬁgure shows the addition of µ1.
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Figure 8.48: This ﬁgure shows the addition of µ2 to ﬁgure 8.47.
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Figure 8.49: This ﬁgure shows the addition of µ3 to ﬁgure 8.48.
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Figure 8.50: This ﬁgure shows the addition of µ4 to ﬁgure 8.49.
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Figure 8.51: This ﬁgure shows the addition of µ5 to ﬁgure 8.50.
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8.18.2 Look up Tables
It is advantageous to store reusable calculations and avoid redundant calcula-
tions. When computing sampled projection over the basis centers, ﬁrst compute
the radii between all centers and store them in T1 :=
{
 
2
i1
(µi2)
}n¯,n¯
i1=1,i2=1
where
 
2
i1
(µi2) is given by (8.57). If Σi1 = Σi2 , then T1 = T
ᵀ
1 implies only the upper
triangular matrix needs to be calculated, i.e.,
[T1]i1≥i2,i2 =  
2
i1(µi2), [T1]i1<i2,i2 = [T1]i2,i1 .
This reduces the number of computed radii from n¯2 to (n¯2 + n¯)/2. If Σ2i = σ
2I,
then  2i1(µi2) = σ
−2‖µi2 − µi1‖22. The basis table is computed from T1 with
T2(T1) := {x¯(µi2}n¯i2=1 = {x¯i1( i1(µi2))}n¯,n¯i1=1,i2=1.
If Σi1 = Σi2 and the basis function are all the same, then T2 = T
ᵀ
2 , and only the
upper triangular matrix needs to be calculated with [T2]i1<i2,i2 = [T2]i2,i1 . The
adjacency graph described in section 8.18.1 can be computed from the nonzero
entries of T2.
●
● ● ● ●
-1. -0.5 0.5 1. x
-1
1
a(x), a(μi) and A x
● ● ● ● ●●
● ● ● ●●
● ● ● ●
●
● ● ● ●
●
● ● ● ●-1 1 x
-0.4
-0.2
0.2
xx(x) a(x), xx(μi) a(μi) and A x
Figure 8.52: This ﬁgure shows the performance of fast projection sampling on
a(x) = x3 − x2 + cos(x) using a Gaussian basis with n¯ = 5 and σ = √10. The
approximations are nearly on top of the original curves using only ﬁve samples.
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8.19 Recursive Projection
Consider a reduced basis computed from the radial basis x¯(x) : Rn → Rn¯ with
x¯′(x) := psv−1/2(x¯ x¯)lrsᵀ(x¯ x¯)x¯(x). (8.58)
See section 8.7 for details on basis reduction. This new basis has length `(x¯′) = r¯
where r¯ = rank(x¯ x¯). The reduction in (8.58) has an additional scaling matrix
psv−1/2(x¯ x¯) so that the positive singular values of x¯′ x¯′ are normalized with
x¯′  x¯′ = (psv−1/2(x¯ x¯)lrsᵀ(x¯ x¯)x¯) (psv−1/2(x¯ x¯)lrsᵀ(x¯ x¯)x¯)
= psv−1/2(x¯ x¯)lrsᵀ(x¯ x¯)(x¯ x¯)lrs(x¯ x¯)psv−1/2(x¯ x¯)
= Ir¯.
Therefore, x¯′ is orthonormal and the projection equation simpliﬁes to
θ = f ~ x¯′1
= (f  x¯′)(x¯′  x¯′)+
= f  x¯′,
with
f(x) ≈ (f ~ x¯′)x¯′
=
[
θ•,1 · · · θ•,n¯
]
x¯′1
...
x¯′n¯
 .
The columns of θ can now be computed recursively starting with
θ•,1 = f ~ x¯′1,
θ•,2 = (f − θ•,1x¯′1)~ x¯′2,
...
θ•,i+1=
(
f −
i∑
i′=1
θ•,ix¯′i
)
~ x¯′i+1, {i ∈ N : i < n¯}. (8.59)
The ﬁrst projection is calculated with
f ~ x¯′1 = (f  x¯′1)(x¯′1  x¯′1)+
=
∫
X f(x)x¯
′
i(x)dx∫
X x¯
′2
i dx
=
∫
X
f(x)x¯′i(x)dx,
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since
∫
X x¯
′2
i dx = 1 from x¯
′  x¯′ = Ir¯. This normalizing factor might not hold
if sampling over ξi ∈ X is done instead of integration. Therefore, the divisor is
kept in the sampling approximation with
f ~ x¯′1 ≈
∑
i∈I f(ξi)x¯
′
1(ξi)∑
i∈I x¯
′2
1 (ξi)
, (8.60)
where I = {i ∈ N : ξi ∈ X}. Equation (8.59) can then be used to compute
the remaining columns of θ using the same method as (8.60). Spacial sampling
should increase with higher-order terms. The scaling done by psv−1/2(x¯  x¯)
may cause issues with numerical stability. If this scaling is omitted from the
calculation of x¯′, the reduced basis will still be orthogonal. It just won't be
orthonormal. The normalizing divisor can be multiplied after,∫
X
x¯′2i dx = [psv(x¯ x¯)]i,i. (8.61)
Depending on the selection of x¯ and X , the orthonormal reduced basis x¯′ may
resemble familiar well-known orthonormal functions [65, p. 21].
Example 8.19.1. A reduced orthonormal basis x¯′(x) was computed with (8.58)
using ten evenly spaced Gaussians on the interval {x ∈ R : −1 ≤ x ≤ +1} with
variance σ = 1, i.e., x¯′(x) = psv−1/2(x¯ x¯)lrsᵀ(x¯ x¯)x¯(x) with
x¯(x) =
{
exp
(
−1
2
(x− µi)2
)}10
i=1
, µi = 2
(
i− 1
10− 1
)
− 1. (8.62)
The calculation r¯ = rank(x¯  x¯) gives r¯ = 7, which is three fewer basis states.
The resulting basis x¯′ resembles a common orthonormal polynomial basis. Figure
8.53 shows a comparison of the ﬁrst r¯ normalized terms of a Legendre polyno-
mial basis [66, p. 598]. It appears, for this particular selection of parameters,
the orthonormal reduced basis is well-approximated by Legendre polynomials. In-
creasing σ decreases r¯ with an even closer match. Figures 8.54a8.54d show an
example of recursive projection using (8.59) and this reduced orthonormal basis.
-1 1 x-1
1
x
′ and x′′
Figure 8.53: This ﬁgure shows the orthonormal reduced basis x¯′ computed
from the Gaussian basis x¯ in (8.62). Note how similar x¯′ is to the normalized
Legendre polynomials given by x¯′′.
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-1 1 x
-1
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(a) Step 1: f(x) and fˆ1(x) = θ1x¯
′
1
-1 1 x
-1
1
(b) Step 2: f(x) and fˆ2(x) = fˆ1(x) + θ2x¯
′
2
-1 1 x
-1
1
(c) Step 3: f(x) and fˆ3(x) = fˆ2(x) + θ3x¯
′
3
-1 1 x
-1
1
(d) Step 4: f(x) and fˆ4(x) = fˆ3(x) + θ4x¯
′
4
Figure 8.54: This ﬁgure shows recursive projection of f(x) = x3−x2 +cos(x).
(a) θ1 = f ~ x¯′1.
(b) θ2 = (f − θ1x¯′1)~ x¯′2.
(c) θ3 = (f − θ1x¯′1 − θ2x¯′2)~ x¯′3.
(d) θ4 = (f − θ1x¯′1 − θ2x¯′2 − θ3x¯′3)~ x¯′4.
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8.20 Exploiting Kronecker Properties
If Σ = σI with σ > 0, a volume ﬁlling Gaussian mixture can be factored with
x¯′(x) = {exp(−(x− µ′i1,...,im)ᵀΣ−2(x− µ′i1,...,im))/2}m1,...,m2i1=1,...,im=1
=
n⊗
i=1
{
exp
(
−1
2
(
xi − µi′
σ2
)2)}mi
i′=1
=:
⊗n
i=1
x¯i(xi), x¯i : R→ Rmi , (8.63)
where µ′ is generated from µ. Expressing the basis in terms of a Kronecker prod-
uct introduces many useful computational properties. Consider scalar functions
constructed from linear combinations of x¯i,
θᵀi x¯i(xi), `(xi) = 1, `(θi) = `(x¯i) = mi.
Using Kronecker product properties, the product of these functions becomes∏m
i=1
θᵀi x¯i =
⊗m
i=1
θᵀi x¯i = (θ
ᵀ
1 x¯1) · · · (θmx¯ᵀm)
=
(⊗m
i=1
θᵀi
)(⊗m
i=1
x¯i
)
= (θᵀ1 ⊗ · · · ⊗ θᵀm)(x¯1 ⊗ · · · ⊗ x¯m)
=
(⊗m
i=1
θi
)ᵀ (⊗m
i=1
x¯i
)
= (θ1 ⊗ · · · ⊗ θm)ᵀ(x¯1 ⊗ · · · ⊗ x¯m).
This provides a large number of ways to express the same product, e.g.,
(θᵀ1 x¯1)(θ
ᵀ
2 x¯2) = x¯
ᵀ
1θ1θ
ᵀ
2 x¯2
= θᵀ1 x¯1x¯
ᵀ
2θ2
= (θᵀ1 ⊗ θᵀ2 )vec(x¯1x¯ᵀ2)
= (θᵀ1 ⊗ θᵀ2 )(x¯1 ⊗ x¯2)
= (θ1 ⊗ θ2)ᵀ(x¯1 ⊗ x¯2)
= (x¯1 ⊗ x¯2)ᵀ(θ1 ⊗ θ2)
= (x¯2 ⊗ x¯1)ᵀ(θ2 ⊗ θ1)
= x¯ᵀ2θ2θ
ᵀ
1 x¯1
= θᵀ2 x¯2x¯
ᵀ
1θ1
= (θᵀ2 ⊗ θᵀ1 )vec(x¯2x¯ᵀ1)
= (θᵀ2 ⊗ θᵀ1 )(x¯2 ⊗ x¯1)
= (θ2 ⊗ θ1)ᵀ(x¯2 ⊗ x¯1)
= (x¯2 ⊗ x¯1)ᵀ(θ2 ⊗ θ1)
= (x¯1 ⊗ x¯2)ᵀ(θ1 ⊗ θ2),
where vec( · ) = ( · ) can be used to manipulate scalars and vectors, e.g.,
x¯1 ⊗ x¯2 = (x¯1 ⊗ (x¯ᵀ2)ᵀ)vec(1)
= vec(x¯1x¯
ᵀ
2).
Result 8.20.1. Factoring can be done with
~Aᵀ(x¯1 ⊗ x¯2) = x¯ᵀ1Ax¯2. (8.64)
If A ∈ R2 and rank(A) = 1, then psv(A) = σmax(A) is a scalar. Deﬁne
θ1 := psv
1/2(A)lrs(A) and θ2 := psv
1/2(A)rrs(A). This gives A = θ1θ
ᵀ
2 and
~A = θ1 ⊗ θ2. In general, rank(A) > 1. Let σi = [psv(A)]i,i and r = rank(A).
Then ~Aᵀ(x¯1(x1)⊗ x¯2(x2)) =
∑r
i=1 σ
1/2
i [lrs(A)]
ᵀ
•,ix¯1(x1)⊗ σ1/2i [rrs(A)]ᵀ•,ix¯2(x2).
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Result 8.20.2. The derivative of x¯′(x1, x2) = x¯1(x1)⊗ x¯2(x2) is factored into
˙¯x′ = ˙¯x1 ⊗ x¯2 + x¯1 ⊗ ˙¯x2
≈
((
∂x¯1
∂x1
~ x¯1
)
x¯1 ⊗ x¯2
)
x˙1 +
(
x¯1 ⊗
(
∂x¯2
∂x2
~ x¯2
)
x¯2
)
x˙2.
Result 8.20.3. Let x¯′(x) =:
⊗n
i=1 x¯i(xi). If the integration domains are inde-
pendent (deﬁnition A.14.1), then the L2(X )-norm can be computed with∫
X
(⊗n
i=1
x¯i(xi)
)ᵀ (⊗n
i=1
x¯i(xi)
)
dx =
⊗n
i=1
∫
Xi
x¯ᵀi (xi)x¯i(xi)dxi,
which means
‖x¯′‖2L2(X ) =
∏n
i=1
‖x¯i‖2L2(Xi) if X is independent. (8.65)
Proof. The inner product can be computed with
x¯′ᵀx¯′ = (x¯ᵀ1 ⊗ x¯ᵀ2)(x¯1 ⊗ x¯2)
= (x¯ᵀ1 x¯1)(x¯
ᵀ
2 x¯2).
Result 8.20.4. Let x¯′(x) =:
⊗n
i=1 x¯i(xi). If the integration domains are inde-
pendent (deﬁnition A.14.1), then the L2(X ) outer product can be computed with
Kronecker products using
∫
X
(
n⊗
i=1
x¯i(xi)
)(
n⊗
i=1
x¯i(xi)
)ᵀ
dx =
n⊗
i=1
∫
Xi
x¯i(xi)x¯
ᵀ
i (xi)dxi,
which means
(x¯′  x¯′)+ =
n⊗
i=1
(x¯i  x¯i)+ if X is independent. (8.66)
Proof. The outer product can be computed with
x¯′x¯′ᵀ = (x¯1 ⊗ x¯2)(x¯ᵀ1 ⊗ x¯ᵀ2)
= (x¯1x¯
ᵀ
1)⊗ (x¯2x¯ᵀ2).
Equation (A.3) gives the pseudoinverse.
These results provide considerable reduction of computation whenever normal-
izing factors are needed for projection. The results of this section can be applied
to any basis constructed using the method discussed in section 8.10.
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Result 8.20.5. If f ′(x) can be factored into
f ′(x) =: F
⊗n
i=1
fi(xi) (8.67)
and the basis can be factored into (8.63), then
f ′ ~ x¯′ = F
⊗n
i=1
fi(xi)~ x¯i(xi) if X = X1 × · · · × Xn. (8.68)
Proof. Substituting (8.67) and (8.63) into f ′ ~ x¯′ gives
f ′ ~ x¯′ =
(∫
X
f ′x¯′ᵀdx
)(∫
X
x¯′x¯′ᵀdx
)+
=
(∫
X
F
⊗n
i=1
fi
⊗n
i=1
x¯ᵀi dx
)(∫
X
⊗n
i=1
x¯i
⊗n
i=1
x¯ᵀi dx
)+
= F
(∫
X
⊗n
i=1
fi(xi)x¯
ᵀ
i (xi)dx
)(∫
X
⊗n
i=1
x¯i(xi)x¯
ᵀ
i (xi)dx
)+
= F
⊗n
i=1
(∫
Xi
fi(xi)x¯
ᵀ
i (xi)dxi
)(∫
Xi
x¯i(xi)x¯
ᵀ
i (xi)dxi
)+
= F
⊗n
i=1
fi(xi)~ x¯i(xi).
If `(x¯i) = m, this reduces the projection from `(f
′)mn + m2n, n-dimensional
multivariate integrations, to m
∑n
i=1 `(fi) +nm
2, one-dimensional integrations.
Example 8.20.1. If x˙ = a′(x) is factored and the basis is factored with (8.63),
then
x¯′x(x)a
′(x) =
(⊗n
i=1
∂xi x¯i(xi)
)(⊗n
i=1
ai(xi)
)
=
⊗n
i=1
∂xi(x¯i)ai(xi).
Example 8.20.2. Consider f ′(x) = 1 + x1x2. This function is factored with
f ′(x) = F
([
1
x1
]
⊗
[
1
x2
])
= F

1
x1
x2
x1x2
 .
Therefore,
f1 =
[
1
x2
]
, f2 =
[
1
x2
]
, F =
[
1 0 0 1
]
.
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8.21 Generalized Value Functions
Nonlinear state cost can be represented with 2v(x) ≈ x¯ᵀ(x)Q¯x¯(x). If there is
additive nonlinearity in v(x), it can be expressed as
2v(x) = c¯21(x) + c¯
2
2(x) + · · ·+ c¯2m(x)
= c¯ᵀ(x)c¯(x).
Result 8.21.1. The vector c¯(x) can be approximated with C¯x¯ using
C¯ = c¯(x)~ x¯(x). (8.69)
Therefore,
Q¯ = C¯ᵀC¯. (8.70)
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Figure 8.55: This ﬁgure shows an example contour plot of nonlinear state-
space value with a high boundary penalty, an obstacle penalty on the left, and
goal on the right. This value function can be captured by the scalar function
x¯ᵀ(x)Q¯x¯(x). The basis centers µi are represented by the orange dots.
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8.22 Basis Estimation with Domain Linearization
Given a nonlinear system x˙ = a(x) with nonlinear output y = c(x), a linearized
system ˙¯x ≈ A¯x¯ can be computed with A¯ = a¯ ~ x¯, where a¯ = x¯xa and x¯ ∈ Rn¯
is a radial basis. Figure 8.56 illustrates the relationships between linearization
and nonlinearization of the state derivative. Estimation of the basis x¯(t) ∈ Rn¯
can either be computed from the output y(t) = c(x(t)) or from a vector of radial
basis output functions, y¯(t) = c¯(y(t)).
Example 8.22.1. Radial basis output functions could be computed with
c¯(y) =
{
exp
(
−1
2
‖Σ′−1/2i (y − µ′i)‖22
)}`(y¯)
i=1
.
The measurement of y¯ is more interesting because it is analogous to the
sensory input of biological systems like those depicted in ﬁgure 2.6. Radial
basis output is also an interesting signal for feedback since u = K¯y¯(y) constructs
generalized nonlinear functions of y with diﬀerent selections of K ∈ R`(u)×`(y¯).
Output linearization can be computed with y ≈ (y ~ x¯)x¯ or y¯ ≈ (y¯ ~ x¯)x¯.
These approximations will be used in the construction of observers and will
be denoted C = c(x) ~ x¯(x) and C¯ = c¯(x) ~ x¯(x). Figure 8.57 illustrates
the relationship to all of these representations. An inverse relationship exists
between y¯ and y, with y = invy¯(y¯), and this relationship can be approximated
with projection over x ∈ X using
invy¯(y¯) ≈ (y ~ y¯)y¯. (8.71)
The goal of basis estimation is to determine the optimal prediction of x¯(t),
denoted ˆ¯x(t), given the observation history. It is desirable to make this calcu-
lation recursive so that estimation only depends on the previous estimate and
the next immediate measurement. This estimation can be obtained with the
optimal observer of section 4.11 or the reduced order observer of section 4.13.
Result 8.22.1. The optimal basis estimate for x¯ given {y¯(t) : t1 ≤ t ≤ t2} is
˙¯ˆx = A¯ˆ¯x+ L¯(y¯ − C¯ ˆ¯x), (8.72)
where L¯ = plqrᵀ(A¯ᵀ, C¯ᵀ,Σx¯,Σy¯), A¯ = a¯~ x¯, and C¯ = c¯~ x¯.
The simplest way to design this estimator is with a symmetric root locus,
where Σx¯ = αIn¯, {α ∈ R : α > 0} and Σy¯ = I`(y¯). Selecting small α treats the
measured output as more accurate than the model. If the model and output
variance are known, they can be substituted directly. The plqr function is used
to ﬁnd the optimal solution in the stabilizable subspace.
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8.23 Globally Optimal Nonlinear State Estimation
Given ˆ¯x(t), another objective is to ﬁnd an estimate of the nonlinear state x(t),
denoted by xˆ(t). This estimate can be obtained by minimizing ˆ¯x(t) = x¯(xˆ(t)),
using the basis inversions method of section 8.15, where
xˆ(t|ˆ¯x(t)) = argmin
x∈X
∥∥x¯(x)− ˆ¯x(t)∥∥2
2
. (8.73)
This can be solved with numerical optimization methods. Note that the estimate
of ˆ¯x(t) is not strictly conﬁned to the manifold of X¯ . It is possible that a local
gradient may become trapped at a poorly chosen starting point. This method
is computationally expensive and unreliable. An alternative method is to use
projection to obtain the approximation
invx¯(x¯) ≈ (x~ x¯)x¯, (8.74)
which is a linear equation mapping x¯ to x. The update of ˙ˆx can be computed
directly from ˙¯ˆx with ˙¯x = x¯xx˙ using ˆ¯x = (x¯)x→xˆ and ˆ¯xxˆ = (x¯x)x→xˆ [67], [68].
Restricting the update to satisfy the relationship ˙¯ˆx = ˆ¯xxˆ ˙ˆx, the update for ˙ˆx can
be computed with ˙ˆx = ˆ¯x+xˆ
˙¯ˆx. Note that ˆ¯x+xˆ A¯ˆ¯x ≈ a(xˆ).
Result 8.23.1. Nonlinear state estimation can be computed with yˆ = c(xˆ) and
˙ˆx = a(xˆ) + ˆ¯x+xˆ L¯(y¯ − c¯(yˆ)), (8.75)
where L¯ = plqrᵀ(A¯ᵀ, C¯ᵀ,Σx¯,Σy¯), A¯ = a¯~ x¯, C¯ = c¯~ x¯, and ˆ¯x+xˆ = (ˆ¯x
ᵀ
xˆ
ˆ¯xxˆ)
−1 ˆ¯xᵀxˆ.
With O¯ = obsv(A¯, C¯), the observable and unobservable subspaces are given by
x¯′1 := rrs
ᵀ(O¯)x¯ and x¯′2 := rns
ᵀ(O¯)x¯. Projecting, A′i := a~ x¯′i and C ′i := c~ x¯′i,
and the nonlinear state derivative is partitioned by
a(x) ≈ A′1x¯′1(x)︸ ︷︷ ︸
observable
+A′2x¯
′
2(x), (8.76)
c(x) ≈ C ′1x¯′1(x)︸ ︷︷ ︸
observable
+C ′2x¯
′
2(x). (8.77)
Noise can be added to the linear model with ˙¯x ≈ A¯x¯+ ˜¯˙x and y¯ ≈ C¯x¯+ ˜¯y. The
optimal estimator is the same for all zero mean noise with the constant variance.
With x˙ = x¯+x ˙¯x, noise in the nonlinear system is introduced with x˙ ≈ a(x) + ˜˙x
and y ≈ c(x) + (y ~ y¯)˜¯y, where ˜˙x = x¯+x ˜¯˙x. Note that the noise in the output
remains linear, but the state derivative noise has nonlinear dependence on x.
Result 8.23.2. The estimator has the form ˙ˆx = f•,0(xˆ) +
∑`(y)
i=1 yi(t)f•,i(xˆ).
If the basis supports projection, this can be reduced to the bilinear expression
˙ˆx =
(
θ•,0 +
∑`(y)
i=1
θ•,iyi(t)
)
x¯(xˆ), θ•,i := f•,i ~ x¯. (8.78)
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Figure 8.56: This ﬁgure illustrates the domain linearization and nonlineariza-
tion mappings described in the section 8.6 and section 8.12.
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Figure 8.57: This ﬁgure illustrates the diﬀerent output representations and
relationships described in section 8.22.
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8.24 Engineering Stabilizing Input
Consider the aﬃne system x˙ = a(x) + b(x)u(t). Let u(t) =: u′(t)−b+(x◦)a(x◦),
giving x˙ = a′(x) + b(x)u′(t) with a′(x) = a(x)−b(x)b+(x◦)a(x◦). Consider a
radial basis vector x¯(x). Construct a biased radial basis vector
x¯′(x|x◦) := x¯(x)−x¯(x◦). (8.79)
The basis and oﬀset are selected to satisfy x¯′(x) = 0 ⇔ x = x◦. Note x¯′x = x¯x.
Let a¯′(x) := x¯xa′(x) and b¯(x) := x¯xb(x). Consider a radial basis vector y¯(x).
Construct a biased radial basis vector
y¯′(x|x◦) := y¯(x)−y¯(x◦). (8.80)
With y = c(x), deﬁne c¯(x) = y¯(y(x)) and c¯′(x) = y¯′(y(x)|x◦). Note c¯′(x◦) = 0.
Result 8.24.1. The controlled equilibrium point can be selected from the set
{x◦ ∈ X : lnsᵀ(b(x◦))a(x◦) = 0}, by subtracting b+(x◦)a(x◦) from the input.
Proof. Consider u′(x◦) = 0. The derivative at equilibrium is given by
x˙(x◦) = (I− b(x◦)b+(x◦))a(x◦), where I− b(x◦)b+(x◦) = lns(b(x◦))lnsᵀ(b(x◦)).
If lnsᵀ(b(x◦))a(x◦) = 0, then x˙(x◦) = 0 implies x◦ is an equilibrium point.
The control objective is to steer the controllable subspace of x¯′(t) to zero. This
could be accomplished with an open-loop control u(t) if the initial conditions are
known precisely and the model error is zero (in practice, this is never attainable).
If the state is fully measurable at each instant in time, state feedback control
could be used with u(t) = u(x(t)). Otherwise, output feedback, u(t) = u(y(t)),
must be used, where additional output can be generated with integrators.
Result 8.24.2. The basis derivative can be linearized leaving u′(t) unspeciﬁed.
This gives
˙¯x′ = a¯′ + b¯u′
= a¯′ + (I⊗ u′ᵀ)~¯b
≈ (A¯′ + (I⊗ u′ᵀ)B¯)x¯′, (8.81)
where A¯′ := a¯′ ~ x¯′, and B¯ := ~¯b~ x¯′.
This bilinear form is suitable for switch control [13]. An open-loop control
may be found with the minimum principle, and a state feedback control may be
found with dynamic programming. General closed-form solutions do not exist.
The existence of stabilizing feedback from quantized state is shown in [69].
Multiplying y¯(y) by a control parameter matrix K allows for the construction
of general Lipchitz functions of y. The range of functions that can be expressed
depends on the number, spacing, and width of radial basis function in y¯.
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Result 8.24.3. Consider the output feedback u′(y) = −Ky¯′. The closed-loop
system is given by ˙¯x′ = a¯′(x) − b¯(x)Kc¯′(x), where bKc¯′ ≈ (bKc¯′ ~ x¯′)x¯′. The
projection matrix can be computed leaving K unspeciﬁed. This gives
vec(b¯Kc¯′ ~ x¯) = vec
((
b¯Kc¯′  x¯) (x¯ x¯)+)
=
(
In¯ ⊗ (x¯ x¯)+
)
vec
(∫
X
b¯Kc¯′x¯ᵀdx
)
=:
(
In¯ ⊗ (x¯ x¯)+
)(∫
X
b¯⊗ (x¯c¯′ᵀ)dx
)
︸ ︷︷ ︸
B¯
~K. (8.82)
This is a diﬀerent B¯ from result 8.24.2. With B¯′ =
{
mat
(
B¯•,i
)}`( ~K)
i=1
and
B¯′ ∈ Rn¯×n¯×`( ~K), the closed-loop system can be written as the triad product
˙¯x′ ≈ (A¯′ − B¯′ · ~K)x¯′ (8.83)
=
(
A¯′ −
∑`( ~K)
i=1
mat
(
B¯•,i
)
~Ki
)
x¯′.
To obtain x¯′ → 0, select K such that T (K) = A¯′ − B¯′ · ~K satisﬁes
λmax(rrsᵀ(T ) T rrs(T )) < 0, (8.84)
with low modeling error,
‖a¯′ − b¯Kc¯′ − (A¯′ − B¯′ · ~K)x¯′‖2L2(X ) < , { ∈ R :  > 0}. (8.85)
Example 8.24.1. Consider a scalar nonlinear system given by the functions
a(x) = −(x − 1)(x + 1) sin(pix) and b(x) = −(x − 1)(x + 1) (1− 12 cos(2pix)).
Select the equilibrium point to be located at x◦ = 0, which gives a′ = a and
u′ = u. Note that x˙ = a(x) is unstable. Therefore, a nonzero input must be
found to stabilize the system.
Construct the radial basis vector x¯(x) =
{
exp
(− (x−µiσ2 ))}mi=−m with basis
centers µi = 2i/m and variance σ = 1. Choosing m = 3 gives n¯ = 2m+ 1 = 7.
Subtract the origin to get x¯′(x) = x¯(x)− x¯(0) with x¯′ = 0⇔ x = 0. The system
and basis can be seen in ﬁgure 8.58.
Let y = x and compute the input with u = −Kx¯′(x). To ﬁnd K, per-
form a uniform random search over {Ki ∈ R : −10 ≤ Ki ≤ 10}. Minimize
(8.84) subject to the constraint (8.85) while maximizing the singularity toler-
ances σr(T )/σ1(T ). This ensures the nonzero eigenvalues have negative real
components and are clustered close to each other.
Using this search, a K was found that gave negative real eigenvalue com-
ponents in the linear model. The input, u = −Kx¯′(x), and closed-loop system,
x˙ = a(x)−b(x)Kx¯′(x), can be seen in ﬁgure 8.59. This ﬁgure also shows sample
solution paths for diﬀerent {x(t0) ∈ R : −1 ≤ x(t0) ≤ 1}.
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Figure 8.58: This ﬁgure shows a scalar nonlinear system given by the functions
a(x) = −(x − 1)(x + 1) sin(pix) and b(x) = −(x − 1)(x + 1) (1− 12 cos(2pix)).
The biased radial basis function is computed with x¯′(x) = x¯(x) − x¯(0), where
x¯(x) = {exp (− (x−µiσ2 ))}mi=−m, µi = 2i/m, σ = 1 and m = 3.
-1 1 x-10
10
u(x)
-1 1 x-10
10
x
 (x)
0.2
t
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1
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Figure 8.59: This ﬁgure shows the input, u = −Kx¯′(x), and closed-loop
system, x˙ = a(x) − b(x)Kx¯′(x), where {a, b} and x¯′(x) come from ﬁgure 8.58.
Sample solution paths are shown for diﬀerent {x(t0) ∈ R : −1 ≤ x(t0) ≤ 1}.
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8.25 Globally Optimal Nonlinear State Feedback
Without loss of generality, any system can be expressed in aﬃne form using the
methods of section 2.3. Consider an aﬃne nonlinear system x˙ = a(x) + b(x)u,
with a(x◦) = 0 and x◦ = 0. Consider a radial basis function x¯′(x), and construct
a biased radial basis with x¯(x) := x¯′(x)− x¯′(0), e.g.,
x¯(x) =
{
exp
(−‖x− µi‖22/(2σ2))− exp (−‖µi‖22) /(2σ2)}n¯i=1 . (8.86)
Note ˙¯x = ˙¯x′, and x¯x = x¯′x. Deﬁne
a¯(x) := x¯xa(x),
b¯(x) := x¯xb(x).
Consider the inﬁnite horizon integral value
V =
1
2
∫ ∞
t0
(x¯ᵀQ¯x¯+ uᵀRu)dt, (8.87)
where Q¯ can be computed using section 8.21. The basis derivative is given by
˙¯x = a¯+ b¯u. With A¯ = a¯~ x¯, the approximate derivative is
˙¯x ≈ A¯x¯+ b¯(x)u. (8.88)
The Hamiltonian, computed from (8.87)(8.88), gives
h¯ : =
1
2
c¯ᵀ(x)c¯(x) +
1
2
uᵀRu+ p¯ᵀ(a¯+ b¯u)
≈ 1
2
x¯ᵀQ¯x¯+
1
2
uᵀRu+ p¯ᵀ(A¯x¯+ b¯(x)u). (8.89)
Postulate there exists f(x) : Rn → Rn¯×n¯ such that
p¯ := f(x)x¯(x). (8.90)
Further, postulate that (8.90) can be approximated by p¯ ≈ P¯ x¯, where P¯ := p¯~x¯.
Solving h¯u = 0 gives the optimal input
u = −R−1b¯ᵀ(x)f(x)x¯. (8.91)
The inﬁnite horizon solution comes from h¯∗ = minu(h¯) = 0, which gives
x¯ᵀQ¯x¯+ x¯ᵀf(x)A¯x¯+ x¯ᵀA¯ᵀf(x)x¯− x¯ᵀf(x)b¯(x)R−1b¯ᵀ(x)f(x)x¯ ≈ 0. (8.92)
If (8.92) holds for all x¯ with low projection error, then
Q¯+ f(x)A¯+ A¯ᵀf(x)− f(x)b¯(x)R−1b¯ᵀ(x)f(x) ≈ 0n¯. (8.93)
220
Result 8.25.1. The pseudo-optimal solution to (8.93) can be computed as a
function of x ∈ X with
{ · , f(x)} = plqr(A¯, b¯(x), Q¯, R | tol = ). (8.94)
The parameter  speciﬁes the singularity tolerance. The singularity tolerance
determines the stabilizable-detectable subspace. Higher control eﬀort will be ap-
plied as the tolerance shrinks, resulting in input with higher spacial frequency
over the state-space. Increasing  and R should make the input more smooth.
Result 8.25.2. If the input is suﬃciently smooth, then (8.91) becomes
u(x) ≈ −K¯x¯(x), (8.95)
where (8.94) is used to compute
K¯ := R−1b¯ᵀ(x)f(x)x¯(x)~ x¯. (8.96)
Result 8.25.3. The optimal integral cost can be computed with
V (x) = x¯ᵀP¯ x¯, (8.97)
where (8.94) is used to compute
P¯ = f(x)x¯~ x¯. (8.98)
The plqr function must be computed numerically.
Result 8.25.4. Consider the sample index I = {i ∈ N : ξi ∈ X}, where each ξi
is a sample point. The pseudo-optimal sampled solutions are given by
{ · , f(ξi)} = plqr(A¯, b¯(ξi), Q¯, R | tol = ). (8.99)
Equations (8.96) and (8.98) can then be approximated with
K¯ ≈
(∑
i∈I R
−1b¯ᵀ(ξi)f(ξi)x¯(ξi)x¯ᵀ(ξi)
)(∑
i∈I x¯(ξi)x¯
ᵀ(ξi)
)+
, (8.100)
and
P¯ ≈
(∑
i∈I f(ξi)x¯(ξi)x¯
ᵀ(ξi)
)(∑
i∈I x¯(ξi)x¯
ᵀ(ξi)
)+
. (8.101)
The accuracy of this approximation depends on the resolution of x¯ and the
complexity of the cost function and model {a, b}.
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8.26 Summary of Results
8.26.1 Projecting
Given a well-chosen radial basis x¯(x) and Lipchitz f(x), projection computes
 f ~ x¯ := (
∫
X fx¯
ᵀdx)(
∫
X x¯x¯
ᵀdx)+,
 f(x) ≈ (f ~ x¯)x¯(x).
8.26.2 Generalized Optimal Nonlinear State Estimation
Given a well-chosen radial basis x¯(x) and model
 x˙ = a(x),
 y = c(x),
compute the optimal state estimate with
 a¯ := x¯xa,
 y¯ := c¯(y),
 A¯ := a¯~ x¯,
 C¯ := c¯~ x¯,
 L¯ := plqrᵀ(A¯ᵀ, C¯ᵀ,Σx¯,Σy¯),
 ˙ˆx = a(xˆ) + ˆ¯x+xˆ L¯(y¯ − c¯(xˆ)).
8.26.3 Generalized Optimal Nonlinear State Feedback
Given a well-chosen radial basis x¯(x) and model
 x˙ = a(x) + b(x)u,
 v = 12 c¯
ᵀ(x)c¯(x) + 12u
ᵀRu,
compute the optimal state feedback with
 a¯ := x¯xa,
 b¯ := x¯xb,
 A¯ := a¯~ x¯,
 C¯ := c¯~ x¯,
 Q¯ := C¯ᵀC¯,
 K¯ := plqr(A¯, b¯(x), Q¯, R)x¯~ x¯,
 u = −K¯x¯(x).
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8.27 Optimal Estimation and Feedback Examples
Example 8.27.1. Consider the objective of designing a basis with n¯ < 25 for
additive nonlinearity, i.e. a(x) = a′1(x1) + a
′
2(x2). A basis can be constructed
with centers along only the ordinates, e.g., x¯ᵀ(x) =
[
x¯′ᵀ1 (x1) x¯
′ᵀ
2 (x2)
]
. With
m centers along an ordinate, this gives m`(x) = 2m basis functions, which scales
linearly with `(x). Using m = 5 gives n¯ = 10 radial basis functions. Let the
basis be constructed with
x¯ = vec
({{exp (−(xi1 − µi2)2/(2σ2))}2mi2=0}2i1=1) , (8.102)
where µi2 = σ(i2 −m)/m. Figure 8.60 shows x¯.
Consider the classic two state Van der Pol oscillator from [70, p. 108]. Rescal-
ing the stable limit cycle to be within ±1 in both the x1 and x2 direction, the
system x˙ = a(x) is given by[
x˙1
x˙2
]
=
[
4x1 − 12x31 − 2x2,
x1/4
]
, (8.103)
where x ∈ X1 × X2 and Xi = {xi ∈ R : −1 ≤ xi ≤ +1}. Picking an interesting
nonlinear measurement, y = c(x), choose y = x31 + x
3
2. Figure 8.61a8.61b
shows a vector ﬁeld plot of a(x) and a contour plot of c(x).
Figure 8.62 shows the approximation errors from linearization with x¯. A
variance of σ = 0.8 was found experimentally to produce the best ﬁt for the
desired value of m. Note that the expected region of operation is within ±1 in
both the x1 direction and the x2 direction, but the basis centers are extended
beyond this between ±σ.
The observer is computed with (8.75) using L¯ = plqrᵀ(A¯ᵀ, Cᵀ, αIn¯, 1) and
α = 10−6. This weighting was selected empirically to provide the best estimate.
Figures 8.638.64 show a simulation of the Van der Pol oscillator and observer.
The estimated states track the nonlinear trajectories as expected.
Figure 8.60: This ﬁgure shows the basis selected for linearization.
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Figure 8.61: Figure (a) shows a vector ﬁeld of x˙ given by (8.103), and ﬁgure
(b) shows a contour of y.
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Figure 8.62: This ﬁgure shows the approximation error of a′ = (x¯ᵀxx¯x)
−1x¯ᵀxA¯x¯
and c′ = Cx¯. The approximation error appears suﬃciently low.
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Figure 8.63: These ﬁgures shows a simulation of the Van der Pol system
(8.103). The top ﬁgure shows the measured nonlinear output y = x31 + x
3
2. The
bottom ﬁgure shows the states x and state estimates xˆ computed with (8.75).
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Figure 8.64: This ﬁgure shows the individual state estimates xˆ1 and xˆ2 from
ﬁgure 8.63.
227
Example 8.27.2. Consider the linear system[
x˙1
x˙2
]
=
[
1 0
0 0
]
︸ ︷︷ ︸
A
[
x1
x2
]
+
[
0
1
]
︸ ︷︷ ︸
B
u, (8.104)
with a quadratic cost function, 2v(x, u) = xᵀx + u2. Verify that the optimal
state feedback u = −K¯x¯(x), computed with (8.99)(8.101), matches the linear-
quadratic regulator solution u = −Kx, computed with K = lqr(A,B, I, 1). Fig-
ure 8.65 shows the selected Gaussian basis with σ = 2, n¯ = 102, and uniformly
spaced basis centers over {µi ∈ R2 : −(1 + 3σ)12×1 ≤ µi ≤ (1 + 3σ)12×1}.
Let A¯ = a¯ ~ x¯ and C¯ = x ~ x¯. Then, Q¯ = C¯ᵀC¯. A sampled control was
computed with 302 uniformly spaced points {ξi ∈ R2 : −12×1 ≤ ξi ≤ 12×1}
with a singularity tolerances of  = 10−3. Figures 8.66a8.66b compare the true
quadratic cost to the approximate quadratic cost. Figures 8.67a8.67b compare
the sampled closed-loop to the projected sampled closed-loop. Figures 8.68a
8.68b compare the true optimal state feedback to the approximate optimal state
feedback. Figures 8.69a8.69b compare the true optimal closed-loop to the ap-
proximate optimal closed-loop. Figures 8.70a8.70b compare the true integral
value to the approximate integral value. Note that the domain linearization
method gives a solution that matches the known closed-form solution.
Figure 8.65: This ﬁgure shows a Gaussian basis with wide variance and
centers extended beyond ±1. This basis is used in example 8.27.2 and example
8.27.3.
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(a) Contour plot of xᵀQx.
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(b) Contour plot of x¯(x)ᵀQ¯x¯(x).
Figure 8.66: From example 8.27.2, this ﬁgure compares the quadratic cost to
the approximate quadratic cost computed using the method discussed in section
8.21. They are the same, as expected.
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(a) Quiver plot of x˙(ξi) = a(ξi) + b(ξi)K¯
′(ξi)x¯(ξi).
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(b) Quiver plot of x˙(ξi) = a(ξi) + b(ξi)K¯x¯(ξi).
Figure 8.67: From example 8.27.2, this ﬁgure shows the sampled optimal
closed-loop computed in (a) with (8.99), and the optimal projected feedback
in (b) computed with (8.100). Note that the projected vectorﬁeld appears the
same as the sampled vectorﬁeld.
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(a) Contour plot of u(x) = −Kx.
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(b) Contour plot of u(x) = −K¯x¯(x).
Figure 8.68: From example 8.27.2, this ﬁgure compares the optimal input
computed using the linear-quadratic regulator solution in (a) to the globally
optimal domain linearization solution in (b). They are the same, as expected.
231
-1.0 -0.5 0.0 0.5 1.0
-1.0
-0.5
0.0
0.5
1.0
x1
x
2
(a) Stream plot of x˙ = (A+BK)x.
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(b) Stream plot of x˙ = Ax+BK¯x¯(x).
Figure 8.69: From example 8.27.2, this ﬁgure compares the optimal closed-
loop computed using the linear-quadratic regulator solution in (a) to the globally
optimal domain linearization solution in (b). They are the same, as expected.
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(a) Contour plot of V = xᵀPx.
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(b) Contour plot of V = x¯ᵀ(x)P¯ x¯(x).
Figure 8.70: From example 8.27.2, this ﬁgure compares the optimal integral
value using the linear-quadratic regulator solution in (a) to the globally optimal
domain linearization solution in (b). They are the same, as expected.
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Example 8.27.3. Consider a = [ sin(pix2) 0 ]
ᵀ
and b = [ 0 1 ]
ᵀ
. Choose a
cost of 2v(x, u) = x41 + x
4
2 + u
2. Use a Gaussian basis with σ = 2, n¯ = 102,
and uniformly spaced centers {µi ∈ R2 : −(1 + 3σ)12×1 ≤ µi ≤ (1 + 3σ)12×1}.
Compute A¯ = a¯~x¯ and C¯ = [ x21 x22 ]ᵀ~x¯ using sampled projection. Calculate
the optimal solution with (8.99)(8.101) using ξi = µi, Q¯ = C¯
ᵀC¯, R = 1, and a
singularity tolerance of  = 10−6. Figures 8.71a8.71b show this solution. Note
that this is the same system in section 8.2 that encountered singularities.
-2 -1.5
-1
-1-0.5
0
0.5
1 1
1.5 2-1.0 -0.5 0.0 0.5 1.0-1.0
-0.5
0.0
0.5
1.0
x1
x
2
(a) Contour plot of u(x) = −K¯x¯(x).
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(b) Stream plot of x˙ = Ax+BK¯x¯(x).
Figure 8.71: From example 8.27.3, ﬁgure (a) shows the closed-loop vector ﬁeld,
and ﬁgure (b) shows the optimal closed-loop state feedback. This is the same
system discussed in section 8.2 that encountered singularities with feedback
linearization when x2 approached ±1/2 (indicated by orange lines).
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Example 8.27.4. Consider the pendulum, from [51, p. 157], with[
x˙1
x˙2
]
=
[
x2
sin(2pix1)
]
+
[
0
10
]
u.
Select 2v = x41 +u
2/10, which gives c = x21, C = c~x¯, Q¯ = CᵀC, and R = 1/10.
Use a Gaussian basis with σ = 3 and n¯ = 102 uniformly spaced basis centers
{µi ∈ R2 : −(1 + 3σ)12×1 ≤ µi ≤ (1 + 3σ)12×1}. Compute an optimal control
with 302 uniformly spaced samples {ξi ∈ R2 : −12×1 ≤ ξi ≤ 12×1}, using a
singularity tolerance of  = 10−6. Figures 8.72a8.72b show the solution. The
minimum eigenvalue is −45.3, and the maximum nonzero eigenvalue is −1.61.
For the goal |10u| < α, let u = α10x3, x˙3 = u′, and X3 = {x3 ∈ R : −1 ≤ x3 ≤ 1}.
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Figure 8.72: From example 8.27.4, ﬁgure (a) shows the optimal input and
ﬁgure(b) shows the optimal closed-loop state derivative.
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Example 8.27.5. Consider the system[
x˙1
x˙2
]
=
[
sin(pix1)
sin(pix2)
]
u,
Use a Gaussian basis with σ = 3 and n¯ = 102 uniformly spaced basis centers
{µi ∈ R2 : −(1 + 3σ)12×1 ≤ µi ≤ (1 + 3σ)12×1}. Select a cost function of
2v(x, u) = x21 + x
2
2 + u
2, which gives C = [ x1 x2 ]
ᵀ ~ x¯, Q¯ = CᵀC, and
R = 1. Compute an optimal control with (8.99)(8.101) using 102 uniformly
spaced samples {ξi ∈ R2 : −12×1 ≤ ξi ≤ 12×1} and a singularity tolerance of
 = 10−6. Figure 8.73a8.73b show the optimal input and closed-loop derivative.
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Figure 8.73: From example 8.27.5, ﬁgure (a) shows the optimal input and
ﬁgure(b) shows the optimal closed-loop state derivative.
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Example 8.27.6. Consider an adaptive system,[
x˙
θ˙
]
=
[
θx
0
]
+
[
1
0
]
u,
Use the same basis from example 8.27.5. Select a cost of 2v(x, u) = x2 + u2,
which gives c(x) = x, C = c ~ x¯, Q¯ = CᵀC, and R = 1. Compute an optimal
control with 102 uniformly spaced samples {ξi ∈ R2 : −12×1 ≤ ξi ≤ 12×1}, using
a singularity tolerance of  = 10−3. Figure 8.74a show the calculated optimal
input as a function of θ. Figures 8.75a8.75c show sample trajectories of the
optimal closed-loop system with {θ ∈ R : −1 ≤ θ ≤ 1}. Figure 8.74a matches
the closed-form analytic solution u∗ = −(θ +√1 + θ2)x.
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Figure 8.74: From example 8.27.10, ﬁgure (a) shows the optimal input and
ﬁgure (b) shows the optimal closed-loop state derivative.
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Figure 8.75: From example 8.27.6, these ﬁgures shows sample trajectories
from the optimal closed-loop system for diﬀerent {θ(t0) ∈ R : −1 ≤ θ ≤ 1}.
Note the optimal state trajectory, initialized at x(t0) = 1, is the same for each
choice of θ.
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Example 8.27.7. Consider a nonlinear parameterization,[
x˙
θ˙
]
=
[
10θx
0
]
+
[
1
0
]
u.
Use a Gaussian basis with σ = 3 and n¯ = 102 uniformly spaced basis centers
{µi ∈ R2 : −(1 + 3σ)12×1 ≤ µi ≤ (1 + 3σ)12×1}. Select a cost function of
2v(x, u) = x2 + u2, which gives C = x ~ x¯, Q¯ = CᵀC, and R = 1. Compute
an optimal closed-loop control with (8.99)(8.101) using 102 uniformly spaced
samples {ξi ∈ R2 : −12×1 ≤ ξi ≤ 12×1} and a singularity tolerance of  = 10−3.
Figure 8.76a8.76b show the optimal input and closed-loop derivative. Figure
8.76a approximates the analytic solution u∗ = −(10θ +√1 + 102θ)x.
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Figure 8.76: From example 8.27.7, ﬁgure (a) shows the optimal input and
ﬁgure (b) shows the optimal closed-loop state derivative.
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Example 8.27.8. Consider an adaptive control gain with[
x˙
θ˙
]
=
[
θ
0
]
u.
Use the same basis from 8.27.7. Select a cost of 2v(x, u) = x2 + u2, which
gives c(x) = x, C = c ~ x¯, Q¯ = CᵀC, and R = 1. Compute an optimal
control with 102 uniformly spaced samples {ξi ∈ R2 : −12×1 ≤ ξi ≤ 12×1}, using
a singularity tolerance of  = 10−6. Figure 8.77 show the calculated optimal
input as a function of θ. Figures 8.78a8.78b show sample trajectories of the
optimal closed-loop system with {θ ∈ R : −1 ≤ θ ≤ 1}. Figure 8.77 is a smooth
approximation of the analytic solution u∗ = −sign(θ)x, which is discontinuous.
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Figure 8.77: From example 8.27.8, this ﬁgure shows the optimal input. Note
that as θ approaches zero, u approaches zero, but it should approach ±x.
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Figure 8.78: From example 8.27.8, these ﬁgures shows sample trajectories. As
θ approaches zero, the trajectories of x(t) converge at a much slower rate.
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Example 8.27.9. Consider the system from example 2.3.1,[
x˙
u˙
]
=
[
x+ (u+ 1)2 − 1
0
]
+
[
0
1
]
u˙.
Use the same basis as 8.27.8. Select a cost of 2v(x, u˙) = x4 + 10u˙2, which gives
c(x) = x2, C = c~ x¯, Q¯ = CᵀC, and R = 10. Compute an optimal control with
302 uniformly spaced samples {ξi ∈ R2 : −12×1 ≤ ξi ≤ 12×1}, using a singularity
tolerance of  = 10−6. Figures 8.79a8.79b show the calculated optimal closed-
loop system. Figures 8.80a8.80c show sample trajectories of the optimal-closed-
loop system. The minimum eigenvalue is −25.3, and the maximum nonzero
eigenvalue is −0.91. This is similar to solutions from example 2.3.1.
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Figure 8.79: From example 8.27.9, ﬁgure (a) shows the optimal input deriva-
tive and ﬁgure (b) shows the optimal closed-loop state derivative. This solution
can be compared to ﬁgures 2.1a2.1b. The dashed orange line indicates the
controllable boundary.
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Figure 8.80: From example 8.27.10, these ﬁgures shows sample trajectories of
the optimal closed-loop system shown in ﬁgures 8.79a8.79b.
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Example 8.27.10. Consider the car on a hill problem [51, p. 160], [71, p. 1019]
y¨ =
1
1 + f2y
(
u′ − 9.81fy − y˙2fyfy,y
)
.
Consider the height function depicted in ﬁgure 8.81 with
f(y) = (y2 + y)1(y < 0) + y/(5y2 + 1)1/21(y ≥ 0),
where
fy = (2y + 1)1(y < 0) + 1/
(
5y2 + 1
)3/2
1(y > 0),
fy,y = 21(y < 0)− 15y/
(
5y2 + 1
)5/2
1(y > 0).
Let x1 = y and x2 = y˙ with the domain X = {x ∈ R2 : −12×1 ≤ x ≤ 12×1}. This
system is aﬃne. Let the goal be x◦ = [ 0.5 0 ]ᵀ (indicated by the orange point
in ﬁgure 8.81). Solving y¨(x◦, u′) = 0 gives u′(x◦) = −b′+(x◦)a′(x◦) ≈ 2.9067.
Let u′ ≈ u+ 2.91. The aﬃne state-space model about the equilibrium is[
x˙1
x˙2
]
=
[
x2(
1 + f2x1
)−1 (
2.91− 9.81fx1 − x22fx1fx1,x1
) ]︸ ︷︷ ︸
a
+
[
0(
1 + f2x1
)−1
]
︸ ︷︷ ︸
b
u.
Choose a basis of n¯ = 102 with σ = 3 and uniformly spaced basis centers over
the domain {µi ∈ R2 : −(1 + 3σ)12×1 ≤ µi ≤ (1 + 3σ)12×1}. Choose a state
cost Q¯ = In¯, input cost R = 10
6, and singularity tolerance  = 10−6. Compute
the optimal sampled state feedback with m = 102 uniformly spaced sample points
ξi = µi. Figures 8.82a8.82b show the optimal input and closed-loop derivative
ﬁeld. Figures 8.83a8.83c show sample output and input trajectories. For an
added goal of |u| < 1, deﬁne u = x3, x˙3 = u′, and X3 = {x3 ∈ R : −1 ≤ x3 ≤ 1}.
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Figure 8.81: This ﬁgure illustrates the car on a hill problem from [51, p. 160].
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Figure 8.82: From the car on a hill problem in example 8.27.10, ﬁgure (a)
shows the optimal input and ﬁgure (b) shows the optimal closed-loop state
derivative.
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Figure 8.83: From the car on a hill problem in example 8.27.10, these ﬁgures
shows sample trajectories of the optimal closed-loop system in ﬁgures 8.82a
8.82b. Figure (a) shows sample input, and ﬁgures (b)(c) shows sample output.
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CHAPTER 9
iCub Experiment
Figure 9.1: iCub holding the ball and plate.
Figure 9.2: iCub grasping the plate handle.
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9.1 The Ball and Plate
The ball and plate experiment was proposed as a way to explore traditional
dynamic control without circumventing the servo tracking of the iCub. The iCub
is shown holding the ball and plate in ﬁgures 9.19.2. There have been many
renditions of the ball and plate experiment. When operating near equilibrium,
it is one of the simplest dynamics systems to work with. The purpose of this
experiment is to explore the concept of embodied cognition, with the results
of chapter 8, by using a well characterized generalized basis and a closed-form
method of optimization. This is in the spirit of tabula rasa architecture. An
eﬀort is also made to connect these generalized results to classical state-space
control theory with an emphasis on global properties.
The ball and plate system has been used to explore many interesting control
concepts. In [72], local linearization of fuzzy control is used with quadratic
regulation. The authors use surprisingly similar notation. The fuzzy partitions
are membership functions (deﬁnition 7.3.1). It is important to note that the
fuzzy partitions do not support the gradient projection described by (8.12).
Membership functions do not have suﬃcient overlap for gradient projection.
The optimization is only local. Despite this, their approach allows them to
produce interesting obstacle avoidance trajectories with local set point tracking.
The ball and plate system has block positive control gain, which makes the
construction of gradient following tuning laws very straightforward. The results
of section 5.4 can be used, as well as its nonlinear equivalent. There are many
variats of adaptation that can be applied. In [73], sliding mode control is ex-
plored. In [74], adaptive hierarchical fuzzy control is explored. The majority
of these adaptive systems use a camera mounted above the plate and do not
directly address the dynamic projective distortion. In [75], a touch sensitive
screen is used to provide a more faithful measurement of the ball trajectory.
Model-free methods of controling the ball and plate have also been researched
with policy search and value function learning. For policy search, a parameter-
ized control structure is assumed, and some form of optimization criterion guides
the selection of these parameters. In [76], genetic algorithms are used to op-
timize proportional-integral-derivative control. In [77], reinforcement learning
is used with sparse kernels. The learning rate of this method is signiﬁcantly
boosted with a specialized basis, learning a policy on the order of 102 trials.
Early experiments conducted by Silver and Wendt [78] reduced the problem to
one dimension with a ball and beam. The noise and delay of the motor tracking
on the iCub where carefully studied. Incorporating computer vision, the max-
imum system bandwidth was 30 Hz, which constrained closed-loop bandwidth.
The noise from the color threshold and centroid computation depended on light-
ing conditions and marker colors. A linear-quadratic regulator was implemented
that successfully stabilized the system. These early experiments established fea-
sibility of machine learning control on the iCub.
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Silver explored simulated Q-Learning [55] with a single layer of unit basis
functions given by (7.14). This basis suﬀered from the curse of dimensionality.
In his simulations he terminated at 2 · 103 trials. The trials were terminated
without a clear measure of convergence. Wendt conducted similar simulations
and observed the convergence occurred around 6·103 (see ﬁgure 7.2). This would
require an impractical amount of real time to obtain convergence in an online
experiment. It was technically feasible to leave the robot running overnight and
obtain a solution, but this is not a practical method of learning new motor skills.
Wendt then began searching for highly generalizable forms of optimal estima-
tion and control, for practical real-time learning, that could be applied to a large
class of problems. Three alternatives were found: generalized tuning (chapter
5), model identiﬁcation (chapter 6), and reinforcement learning (chapter 7).
Each approach came with insights and limitations.
At ﬁrst, the most promising generalized approach used the extended Kalman
ﬁlter with estimated state feedback, computed using an inﬁnite horizon linear-
quadratic regulator. This idea was expanded on in [45] and is brieﬂy discussed in
section 6.10. This method has the potential to identify both model parameters
and unmeasured dynamic states while simultaneously regulating the system.
Local optimal control gave no assertions about global stability though, and the
performance was unpredictable. There were many issues with singularity in
the feedback gains as the model parameters were being estimated. It is also
unreasonable to demand system identiﬁcation and stabilization in one online
trial. Unfortunately, if the system does fail, no portion of the estimation can be
reused. This is because the error vector included an estimate of the dynamic
state, which will be diﬀerent after each initialization.
Function approximate reinforcement learning was explored next. This form
of learning takes advantage of continuity in the integral value and uses trials.
Continuous functions reduce the basis dimenson, and the Bellman contraction
occurs at a much faster rate. Replacing the basis with a deep layer architecture
has produced solutions to previously unsolveable problems [79]. Despite the
success of this approach, it was unappealing to Wendt because the mathematics
lacked transparency.
While exploring function approximate reinforcement learning, Wendt discov-
ered a domain linearization method using a single layer of radial basis functions.
If generalized aﬃne models can be identiﬁed quickly with persistent excitation,
then generalized optimal control could be computed. This is an indirect method
of adaptation. Further, using domain linearization, it would be possible to com-
pute control with classical closed-form methods, rather than sample based dy-
namic programming. This lead to the results of chapter 8, which have been
applied to the ball and plate in this chapter. The majority of time invested in
this work went into understanding the nature of singularities in the projection
and control calculation.
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9.2 Control on the iCub
The iCub has a dual core 2.16 MHz central processing unit in its head that
communicates to local digital signal processors through a communication bus.
Additional computers are connected to the iCub using YARP server [80] and a
1 Gbit/s Ethernet port. The iCub is servo controlled. Reference joint angles are
passed from the computer to local motor controllers on the robot. These con-
trollers track smooth interpolating polynomials with single-input single-output
proportional-derivative-integral control computed from the local joint error. The
control gains are adjustable parameters. Before the joint angles are passed to
the controller, the conﬁguration can be checked for collisions using an inverse
kinematics package. It is possible that large jumps in reference could produce
an interpolating polynomial that would cause a collision, even though the initial
and terminal conﬁguration are collision free.
The polynomials are ﬁfth order and have zero velocity and acceleration at the
beginning and ending of each trajectory. The tracking velocity parameter gives
the diﬀerence between the initial reference and the updated reference divided
by the time it takes to arrive at that reference. If reference commands are
passed before arriving at the previous target reference, the previous polynomial
is stopped and a new polynomial is generated. In particular, the rate at which
the joint angles on the robot can change is limited by the tracking velocity. If
the tracking velocity is set too high, noise and overshoot will become a problem.
If it is set too low, the system will perform with too much lag. In [55, p. 10]
various tracking velocities were tested on the wrist pitch and roll while holding
the plate, and it was determined that 30 deg/s was the fastest available tracking
without deleterious noise or lag. Figures 9.3a9.3b depict tracking at this speed.
Operating at 60 Hz, the largest allowed diﬀerence in reference is 0.5 deg.
It is possible, but highly discouraged, to replace the iCub's servo control
scheme with a custom local motor voltage control. Unfortunately, for traditional
mechanical control problems, it is desirable to have direct control of the torques
and forces acting on an agent. This would require direct control of the motor
voltage. In the absence of friction, the control would be applied at the top of
a well-modeled integral chain. Some of the iCub's joints are directly controlled
with a motor coupling, but many of the joints are controlled with geared down
brushed DC motors connected to spools that draw on tendons. Motor hysteresis,
mechanical backlash, and locking friction are all extremely diﬃcult to model and
cancel out. To produce a desired torque, it is ideal to have a direct measurement
of the joint torque and control the motor voltage directly. Systems that are
engineered with control in mind have a signiﬁcant advantage over systems that
do not. As a comparison, if a physical spring is introduced between the motor
and the mechanical linkage, then performing servo position control on the spring
displacement eﬀectively generates torque control on the joint. The available
iCub version only has torque measurements in the hips, shoulders, and waist.
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Figure 9.3: This ﬁgure depicts reference polynomials generated with the ve-
locity set to 30 deg/s. The orange points indicate joint reference updates. There
are two possible scenarios. Figure (a) shows the reference jump of 10 deg at a
desired target time of t = 0.5 sec. At 30 deg/s, the joint arrives at the reference
early at t = 0.33 sec. Figure (b) shows the same initial reference as ﬁgure (a),
but at t = 0.2 sec, a new reference is sent. The trajectory is abruptly interrupted
and no longer smooth.
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9.3 Experimental Setup
A dense ball with high inertia was needed for slow dynamics and low sensitivity
to environmental noise. A homogeneous metal ball was selected. The diameter
of the ball was 1.897 cm, and the mass of the ball was 28.3 g. The density and
rotational inertia where computed to be 7.91 g/cm3 and 10.2 g · cm2.
The square plate was constructed from a lightweight foam board. The ma-
terial was selected to be rigid with low inertia. The dimensions of the plate
are 25.6 cm× 25.6 cm. A soft foam-coated handle was attached directly in the
middle of the plate for the iCub to grasp. The iCub grasps the handle with
a preprogrammed conﬁguration (see ﬁgure 9.2) that uses the thumb, middle
ﬁnger and index ﬁnger. The grip on the handle is very loose, which introduces
disturbance and causes the level oﬀsets to constantly change. The plate sits on
top of the hand, approximately 5 cm above the axis of rotation. Colored feature
markers, 1.6 cm × 1.6 cm, are placed in the corners of the plate as references
for the camera. The ball and markers have the same color, and this color was
selected to be easily separated from the background.
The normalized inputs {ui ∈ R : −1 ≤ ui ≤ 1} are joints four and six of the
iCub's wrist [81] with oﬀsets added to make u = 0 correspond to a level plate.
The signs are adjusted so that positive input ui results in positive travel in the
corresponding yi direction. Each joint is restricted to move within ±5◦ from
the oﬀset. This corresponds to ±1 in the normalized input. See ﬁgure 9.4 for
labeled coordinates.
The normalized displacement of the ball relative to the center of the plate is
given by {yi ∈ R : −1 ≤ yi ≤ 1}, where y1 is the horizontal direction pointing
right relative to the iCub's perspective, and y2 is the vertical direction pointing
out from the iCub's perspective. See ﬁgure 9.5c for labeled coordinates.
 
𝑢1 
𝑢2 
Figure 9.4: This ﬁgure shows the iCub wrist with roll and pitch.
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 𝑦2
′′ 
𝑦1
′′ 
(a)
 
(b)
 
ሼ−1,+1ሽ ሼ+1,+1ሽ 
ሼ−1,−1ሽ ሼ+1,−1ሽ 
ሼ𝑦1, 𝑦2ሽ 
(c)
Figure 9.5: These ﬁgures show how the normalized coordinates of the ball are
computed from the iCub's right camera. A transformation is applied to make
the coordinates invariant to the motion of the plate. Figure (a) shows what the
plate looks like from the iCub's vantage point. The blue points indicate the
centers of the ﬁve largest blobs after thresholding. The iCub elusively labels
each blob as one of the four corners or the ball. Figure (b) shows the inverse
homography computed to make the coordinate system square. Figure (c) shows
the ﬁnal normalized coordinate system. Note that the ball was placed directly
in the center of the plate, but the normalized coordinate is slightly above center
due to the height of the ball.
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9.4 Color Threshold and Blob Detection
The iCub uses two Dragonﬂy color cameras [82]. Each camera has a resolution
of 640× 480 pixels. Each pixel gives {α′i ∈ Z : 0 ≤ α′i ≤ 255} with i ∈ {1, 2, 3}
corresponding to the red-green-blue color coordinate system. The pixels were
transformed to α given by the hue-saturation-value color coordinate system [83].
This is a nonlinear mapping that provides more robust thresholding. The hue
is given as an angle from {α1 ∈ Z : 0 ≤ α1 ≤ 179}, and the saturation and value
are given by {αi ∈ Z : 0 ≤ αi ≤ 255} for i ∈ {2, 3}. Several diﬀerent colors
have been used in this experiment including neon pink, neon green, and red.
The ﬁnal experiment used red. A threshold of {0, 60, 50} ≤ α ≤ {10, 200, 160}
was experimentally selected based on the lighting of the room. This threshold
isolated the markers from the plate and the white background.
After color thresholding, a blob detector was used, similar to raster scan [17,
p. 395]. Contiguous groups of pixels where labeled and sorted by group size.
The ﬁve largest groups are assumed to be the four corners and the ball. Some
heuristic logic is applied to label these groups appropriately. When the ball is
in one of the corners, it may be labeled as part of the corner. If this happens,
the next largest red object would be labeled, and it could come from anywhere
in the scene. This is easily ﬁxed by applying a diﬀerent color to the ball.
9.5 Inverse Homography
Consider an image plane with points {y′′1,i, y′′2,i}mi=1 corresponding to normalized
points {y1,i, y2,i}mi=1. Express these points as homogeneous coordinates with the
approximate mapping [84]
(θ3,1y
′′
1,i + θ3,2y
′′
2,i + θ3,3)
 y1,iy2,i
1
 ≈
 θ1,1 θ1,2 θ1,3θ2,1 θ2,2 θ2,3
θ3,1 θ3,2 θ3,3

 y
′′
1,i
y′′2,i
1
 .
This can be written as y1,iy2,i
1
[ y′′1,i y′′2,i 1 ]
 θ3,1θ3,2
θ3,3
 ≈ [ θ1,1 θ1,2 θ1,3
θ2,1 θ2,2 θ2,3
] y
′′
1,i
y′′2,i
1
 .
For m points, these equations can be expressed linearly with respect to the
unknown values of ~θ ∈ R3·3. This relationship can be written as
T~θ ≈ 02m, (9.1)
where T = [ T1 T2 T3 ],
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and
T1 =

y′′1,1 y
′′
2,1 1
0 0 0
...
...
...
y′′1,m y
′′
2,m 1
0 0 0

, (9.2)
T2 =

0 0 0
y′′1,1 y
′′
2,1 1
...
...
...
0 0 0
y′′1,m y
′′
2,m 1

, (9.3)
T3 =

−y1,1y′′1,1 −y1,1y′′2,1 −y1,1
−y2,1y′′1,1 −y2,1y′′2,1 −y2,1
...
...
...
−y1,my′′1,m −y1,my′′2,m −y1,m
−y2,my′′1,m −y2,my′′2,m −y2,m

. (9.4)
From (9.1), ‖T~θ‖22 ≈ 0. The best approximation for ~θ can be found with
θ∗ = argmin
θ∈R3×3
(
~θᵀT ᵀT~θ
)
.
The eigenvector with the smallest eigenvalue is the optimal choice for ~θ.
MATLAB
[ls,sv,rs]=svd(T'*T);
theta=mat(rs(:,end));
Use m = 4 points marked by the corners of the plate. Once θ is found, all
points in the image plane can be mapped to the normalized coordinate plane.
In particular, if the ball is located at {y′′1 , y′′2} in the image plane, then its
normalized coordinates are given by
[
y1
y2
]
≈ 1
θ3,1y′′1 + θ3,2y
′′
2 + θ3,3
[
θ1,1 θ1,2 θ1,3
θ2,1 θ2,2 θ2,3
] y
′′
1
y′′2
1
 . (9.5)
Figures 9.5a9.5c illustrate this approach. Note this approach requires eigen-
value decomposition at each time step.
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9.6 Dynamic Model
For small angles, the dynamics of the position of the ball are decoupled in the
horizontal and vertical direction. For a homogeneous sphere with no friction,
the dynamics are approximately linear and can be expressed as [78], [85]
7
5
y¨′i +
(
7
5
θ1 + θ2
)
u¨′i ≈ θ3u′i, i ∈ {1, 2}, (9.6)
where
 u′i := joint angle (in radians),
 y′i := ball displacement (in centimeters),
 θ1 := radius of ball (θ1 ≈ 0.949 cm),
 θ2 := height of plate from axis of rotation (θ2 ≈ 5 cm),
 θ3 := acceleration from gravity (θ3 ≈ 981 cm/s2).
The dynamics are invariant to the weight of the ball, but they are aﬀected by
the distribution of mass. The 7/5 term comes from the parallel axis theorem,
adding the inertia ratio of 5/2 (for a solid sphere) to the inertia of a point mass.
Substituting the parameter values into (9.6) gives
y¨′i ≈ 700 u′i − 4.5 u¨′i. (9.7)
For small u¨′i, (9.7) can be approximated by the double integrator
y¨′i ≈ B′iu′i,
where
B′i ≈ 700 cm/s2/rad.
The normalized inputs and outputs are computed with
ui := u
′
i/(5
◦(pi/180◦)),
yi := y
′
i/(25.6 cm/2).
Therefore,
y¨i ≈ Biui (9.8)
with
Bi := (5pi/180)B
′
i/(25.6/2)
= 4.8. (9.9)
255
9.7 System Identiﬁcation
To verify (9.9), a system identiﬁcation experiment was conducted. A persistently
exciting input, similar to (5.11), was constructed with 2m = 40 unique frequen-
cies selected from a uniform random distribution, {ωi,i′ ∈ R : 0 ≤ ωi,i′ ≤ 4pi}
with i ∈ {1, 2} and {i′ ∈ N : i′ ≤ m}. The input was computed with the
normalized sinusoidal sum
ui =
1
m
∑m
i′=1
sin(ωi,i′t).
The mode sample time was ∆t ≈ 0.0165 ms with a rate of 1/∆t ≈ 60.6 Hz (seen
in ﬁgure 9.6). The ﬁrst 10 seconds of this input can be seen in ﬁgures 9.7a9.7b.
When the ball left the model domain {yi ∈ R : −0.8 ≤ yi ≤ +0.8}, the plate was
tilted slightly to bring it back into the center. Figures 9.8a9.8b show example
data from the model domain. The numerical second derivative was computed
from the sampled output. The optimal control gains where computed using
Bˆi = argmin
Bi
(∥∥{∆2tyi(ti′)}i′ − {ui(ti′)}i′Bi∥∥22)
= {ui(ti′)}+i′ {∆2tyi(ti′)}i′ , (9.10)
where ∆2t ( · ) = ∆t(∆t( · )) is deﬁned by (A.8). Figures 9.9a9.9b shows the
output of this calculation with each new measurement. The horizontal control
gain estimation converges to
Bˆ1 → 4.9.
Both the vertical and horizontal control gains should limit to 4.8 from (9.9), but
the vertical gain does not appear to converge over the sampled time domain.
The inverse homography has a slight distortion in the vertical direction due to
the height of the ball. A nonlinear model may be required to properly model
this distortion. The error statistics can be seen in ﬁgures 9.10a9.10b.
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Figure 9.6: This ﬁgure shows a histogram of the sample frequency during
system identiﬁcation. The sources of delay are unknown.
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Figure 9.7: This ﬁgure shows a segment of the persistently exciting input that
was used for model identiﬁcation when y1 and y2 were interior to the model
domain. Figure (a) shows each input independently plotted with respect to
time. Figure (b) shows the inputs parametrically plotted together. Note the
frequencies were selected to be non-integer multiples of each other, and the
frequencies in u1 do not match the frequencies in u2.
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Figure 9.8: This ﬁgure shows the ball acceleration ∆2tyi in response to per-
sistently exciting input ui. Figure (a) shows sample data from the horizontal
direction, and ﬁgure (b) shows sample data from the vertical direction.
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Figure 9.9: This ﬁgure shows the control gain estimate computed with (9.10).
Every one hundredth update is shown. The theoretical is 4.8. Figure (a) shows
the horizontal estimate, and ﬁgure (b) shows the vertical estimate.
259
-3 -2 -1 0 1 2 3
"1
0
0.1
0.2
0.3
0.4
0.5
;(
" 1
)
Estimate Error Probability Density Function
(a)
-3 -2 -1 0 1 2 3
"2
0
0.1
0.2
0.3
0.4
0.5
;(
" 2
)
Estimate Error Probability Density Function
(b)
Figure 9.10: This ﬁgure shows the probability density function of the normal-
ized error εi(ti′) = ε
′
i(ti′)/
√
var(ε′i), where ε
′
i(ti′) = ∆
2
tyi(ti′)−Bˆi∆2tui(ti′). The
horizontal and vertical directions correspond to i = 1 and i = 2, respectively.
The histogram is compared to a normalized Gaussian distribution (orange) with
µ = 0 and σ = 1. The bins where generated with the automatic binning al-
gorithm of MATLAB's histogram function [86]. Figure (a) shows the horizontal
error using Bˆ1 = 4.9, and ﬁgure (b) shows the vertical error using Bˆ2 = 7.1.
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9.8 Generalized Optimal State Feedback
The state-space model along the horizontal or vertical is[
x˙1
x˙2
]
≈
[
0 1
0 0
][
x1
x2
]
+
[
0
5
]
u, (9.11)
where y = x1 and y˙ = x2. Consider the quartic cost
2v(x, u) = (x1 + x2/10)
4
+ 5u2. (9.12)
This cost was designed to penalize high ball velocity when the ball is far from
the center. It was also selected to produce an interesting nonlinear control. The
input penalty was increased until the control was in {ui ∈ R : −1 ≤ ui ≤ 1}.
Figure 9.11 shows the selected Gaussian basis,
x¯(x) =
{
exp
(−‖x− µi‖22/(2σ2))− exp (−‖µi‖22) /(2σ2)}n¯i=1 , (9.13)
with σ = 3, n¯ = 102, and uniformly spaced basis centers over the domain
{µi ∈ R2 : −(1 + 3σ)12×1 ≤ µi ≤ (1 + 3σ)12×1}. The optimal state feedback
u = −K¯∗x¯(x) was computed with (8.99)(8.101) using a¯ = x¯xAx, b¯ = x¯xB,
A¯ = a¯~ x¯, R = 5 and Q¯ = CᵀC, where C = c~ x¯ with
c(x) = (x1 + x2/10)
2
. (9.14)
The projection and sampled control were computed with 202 uniformly spaced
points over the domain {ξi ∈ R2 : −12×1 ≤ ξi ≤ 12×1}. A singularity tolerance
of  = 10−6 was used (see section 9.9).
Figure 9.11: This ﬁgure shows a Gaussian basis with wide variance and centers
extended beyond ±1. This basis was used to compute the optimal feedback.
261
The closed-loop system matrix can be computed with T := (a¯ + b¯u∗) ~ x¯.
Computing the eigenvalues of this matrix gives
eig(rrsᵀ(T ) T rrs(T )) =

−14.1484 + 0.0000j
−11.7664 + 0.0000j
−5.4337 + 4.4591j
−5.4337 − 4.4591j
−4.6447 + 0.0000j
−2.9614 + 1.3727j
−2.9614 − 1.3727j
−1.3078 + 1.3266j
−1.3078 − 1.3266j
−2.0220 + 0.0000j

.
The real components of these eigenvalues are all negative, which means the linear
approximation is exponentially stable. Figure 9.12 shows that rrsᵀ(T )x¯(x) is
equal to zero only when x is equal to zero, which means rrsᵀ(T )x¯(x)→ 0 implies
x→ 0. The resulting optimal control is shown in ﬁgure 9.13a, and the optimal
closed-loop state derivative is shown in ﬁgure 9.13b. Figures 9.14a9.14d show
simulated closed-loop trajectories.
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Figure 9.12: This ﬁgure shows a plot of ‖rrsᵀ(T )x¯‖22 = x¯ᵀrrs(T )rrsᵀ(T )x¯,
which is equal to zero only at x = 0.
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(a) Contour plot u = −K¯∗x¯(x).
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(b) Stream plot of x˙∗ = Ax∗ −BK¯∗x¯(x∗).
Figure 9.13: This ﬁgure shows the optimal state feedback control of system
(9.11) in sub-ﬁgure (a) subject to the non-quadratic cost (9.12). The resulting
optimal closed-loop is shown in sub-ﬁgure (b).
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Figure 9.14: This ﬁgure shows simulated state trajectories and inputs when
the system in ﬁgure 9.13b is initialized at the extreme corners of its domain
boundary.
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9.9 Choosing the Singularity Tolerance
The optimal state feedback calculations of section 8.25 contain matrix inver-
sion. The inverses occur in two locations, when the linear-quadratic regulator
is sampled and when the normalization (x¯ x¯)+ is computed for projection. In
both cases, chapter 8 justiﬁed the use of a pseudoinverse matrix. For the linear-
quadratic regulator, this corresponds to computing the optimal solution on the
stabilizable and detectable subspace (section 3.13). For the basis normalization,
this corresponds to reducing the basis to an orthogonal set of functions sorted
by singularity weighting (section 8.19). In both cases, the pseudoinverse matrix
is computed using the matrix rank.
By default the rank of a matrix is computed with the singularity tolerance set
to machine precision [87]. Due to the nature of approximation with projection,
this tolerances may be too low. Small numerical error from the projection
may result in weekly controllable or observable subspaces that are not actually
present in the system. To circumvent this issues, a singularity tolerances of
{i ∈ R : 0 ≤ i ≤ 1} (deﬁnition A.31.9) can be manually speciﬁed with
(·)+ = pim(·|tol = 1) and K¯ = plqr(·|tol = 2). Diﬀerent singularity tolerances
can be used. It should be prefaced that by specifying the singularity tolerance,
the solution becomes pseudo-optimal. Selection of the singularity tolerance is
based on the number of basis functions used and the spacial frequency of the
functions being projected.
Using the same state-space model, basis, and value function as section 9.8,
consider just the aﬀect of selecting diﬀerent tolerances. The solution presented
in section 9.8 used tol = 10−6. Figures 9.15a9.16f show the optimal control
computed with tol ∈ {10−i : i ∈ N, i ≤ 12}. Figures 9.17a9.18f show the
closed-loop state derivative for this same range of tolerances. When the toler-
ances is too small, the spacial frequency of the sampled control becomes too
large, and the projection fails.
Deﬁne the closed-loop matrix T := (a¯ + b¯u∗) ~ x¯ with u = −K¯∗x¯ computed
using sampled pseudo linear-quadratic regulator design. Then, ˙¯x ≈ T x¯. The
nonzero eigenvalues of this closed-loop system are λ = eig(rrsᵀ(T )T rrs(T )).
With a suﬃciently low ﬁtting error, these negative eigenvalues justify asserting
rrsᵀ(T )x¯(x(t))→ 0 as t→∞. Figures 9.19a9.20f show plots of these eigenval-
ues with singularity tolerances tol ∈ {10−i : i ∈ N, i ≤ 12}. Note that positive
eigenvalues can occur when the tolerance is too large (seen at 10−2) and when
the singularity tolerance is too small (seen at 10−9 to 10−12).
The control cost R must be selected so that the resulting sampled optimal
state feedback can be projected onto the basis. If R is too small, then u may
not project well. Selection of the singularity tolerances throws out the subspace
of u that is failing to project but at the expense of losing a weekly controllable
subspace. At present, the selection of these variables is heuristic. A more formal
method of tolerance selection should be explored.
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Figure 9.15: This ﬁgure shows the optimal control from section 9.8 computed
with diﬀerent singularity tolerances.
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Figure 9.16: This ﬁgure shows the optimal control from section 9.8 computed
with diﬀerent singularity tolerances.
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Figure 9.17: This ﬁgure shows the optimal closed-loop state derivative from
section 9.8 computed with diﬀerent singularity tolerances.
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Figure 9.18: This ﬁgure shows the optimal closed-loop state derivative from
section 9.8 computed with diﬀerent singularity tolerances.
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Figure 9.19: This ﬁgure shows the optimal closed-loop eigenvalues of the basis
derivative from section 9.8 computed with diﬀerent singularity tolerances. The
orange eigenvalues have positive real components.
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Figure 9.20: This ﬁgure shows the optimal closed-loop eigenvalues of the basis
derivative from section 9.8 computed with diﬀerent singularity tolerances. The
orange eigenvalues have positive real components.
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9.10 Comparison of Alternative Non-Quadratic Rewards
The quartic cost in section 9.8 was selected somewhat arbitrarily to apply high
penalty to position and speed near the system domain boundary. Non-quadratic
objective functions could be implemented. Consider 2v = c2(x1) + Ru
2. With
c2(x1) ≈ x¯ᵀQ¯x¯, the quadratic basis penalty matrix is computed with Q¯ = CᵀC,
where C = c~ x¯. Using the same state-space model, radial basis, and sampling
method from section 9.8 (with tol = 10−6), the following examples compare the
optimal feedback computed for diﬀerent nonlinear objectives. Figures 9.219.22
show alternative cost functions that could be used.
Example 9.10.1. Figure 9.21 shows
c(x1) = (12x
2
1 − 48x41 + 64x61)1(|x1| < 1/2) + 1(|x ≥ 1/2|).
This objective function uniformly penalizes the ball position outside of ±1/2 and
has a quartic cost inside. Selecting R = 2, so that {u ∈ R :,−1 ≤ u ≤ +1},
gives the solution in ﬁgures 9.23a9.23b.
Example 9.10.2. Figure 9.22 shows
c(x1) = ((445x
2
1)/27− (391x41)/9 + (373x61)/9− (364x81)/27)2/(209/50).
This objective function applies high penalty when the ball is between the boundary
and the goal, with nonzero penalty at the boundary. Selecting R = 1/10, so that
{u ∈ R :,−1 ≤ u ≤ +1}, gives the solution in ﬁgures 9.24a9.24b.
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Figure 9.21: This ﬁgure shows c(x1) given in example 9.10.1.
-1 -0.5 0 0.5 1
x1
0
0.5
1
c(
x 1
)
Figure 9.22: This ﬁgure shows c(x1) given in example 9.10.2.
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(a) Contour plot of u = −K¯∗x¯(x).
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(b) Stream plot of x˙∗ = Ax∗ −BK¯∗x¯(x∗).
Figure 9.23: This ﬁgure shows the optimal state feedback solution to the
nonlinear objective function of example 9.10.1.
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(a) Contour plot of u = −K¯∗x¯(x).
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(b) Sream plot of x˙∗ = Ax∗ −BK¯∗x¯(x∗).
Figure 9.24: This ﬁgure shows the optimal state feedback solution to the
nonlinear objective function of example 9.10.2.
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9.11 Experiment Results
Aaron F. Silver and Felix Wang were both critical to the implementation of all
system level programming on the iCub. The early version of the ball and plate
code was developed with Silver. Silver implemented the inverse homography
described in ﬁgures 9.5a9.5c. A simple color threshold is computed, followed by
a blob detector that labels the ﬁve largest objects of the marker color. The ball
and corners are labeled with some logic, and an inverse homography transforms
the image so that the iCub is eﬀectively seeing the plate as square from an
overhead vantage point. Wendt derived the model and optimal control. The
control loop operated between 15 to 30 Hz. Results are presented in [78].
A new version of the experiment was constructed for a National Geographic
demo [88]. By optimizing the code, Wang was able to double the closed-loop
frequency near a maximum of 60 Hz. A video from this demo can be seen
here [89]. Implementation of the optimal state feedback control, in ﬁgure 9.13a,
reuses most of this legacy code. The velocity of the ball is calculated with a
two sample average. Low gain integrator feedback is used to trim out the plate.
The following C++ [90] pseudocode outlines the major changes that were made.
Initialize:
double sigma;
double Kbar[100];
double mu[100][2];
double xbar0[100];
double y1, y2, Dy1, Dy2;
Loop:
// measure ball position and compute normalized y1 and y2
// compute derivatives Dy1 = dy1 / dt and Dy2 = dy2 / dt
double u1=0, u2=0;
for (int i = 0; i <100; i++)
{
u1 -= Kbar[i] * (exp(-(pow(y1-mu[i][0],2) +
pow(Dy1-mu[i][1],2))/2.0/pow(sigma,2))-xbar0[i]);
u2 -= Kbar[i] * (exp(-(pow(y2-mu[i][0],2) +
pow(Dy2-mu[i][1],2))/2.0/pow(sigma,2))-xbar0[i]);
}
// scale u1 and u2, add offsets, and set joint references
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A video of the the system identiﬁcation and closed-loop feedback response
can be seen here [91]. This video shows implementation of the state feedback
computed in section 9.8. Sample ball trajectories can be seen in ﬁgures 9.25a
9.25b. The corresponding input is shown in ﬁgures 9.26a9.26b.
The velocity was computed with a numerical derivative. The sampling rate
was 60 Hz for approximately 70% of the time and 30 Hz for approximately 30%
of the time. The origin of this occasional drop in frequency is unknown. A
two sample average was used to reduce the derivative noise. This still gives
a substantially noisy estimate of velocity. Further ﬁltering adds delay. The
best alternative would be to estimate the velocity with a reduced order observer
(section 4.13).
If the feature markers are not labeled properly, it is possible to introduce
division by zero. This causes catastrophic failure for any integrators or ﬁltered
derivatives that carry the NaN into the next pass through the loop. The loop
needs to be broken and reinitialized when this occurs. An isnan function could
be used to detect these occurrences and reinitialize without breaking the loop.
The iCub's grip of the handle is very loose. Twist ties were used to secure
the handle more ﬁrmly to the base of the palm. Even with this addition, the
plate requires constant oﬀset correction to remain level at zero input. A very
small integrator was introduced to accomplish this. This is why the ball does
not return to center in some of the system responses of [91].
Even though the system has a simpliﬁed linear model, if the plate is allowed
to move at larger angles, nonlinear terms begin to appear. A generalized aﬃne
model could be computed from the persistently excited input of section 9.7.
This may require more than the thirteen minutes of data that was recorded
in this experiment. An optimal control could then be computed with domain
linearization using a generalized aﬃne model. This would be an indirect method
of adaptive control.
At present, there is only one symbol "center", but more symbols could be
added using the same domain Xi = X with new target sets X ◦i and costs vi.
For example, a Cartesian grid of x◦i could be added with vi(x
◦
i , 0) = 0 and
high penalty at the plate boarder. Transitions from one location on the grid to
another could be computed symbolically with the calculated cost between each
target set. Each new control in the sequence would be activated once the ball
was within some small neighborhood of the previous target set.
There are practical challenges to applying domain linearization. The method-
ology requires every signal to be expressed in state-space form, generated from
a diﬀerential equation. This was motivated by the ability to track and reject
linear-dynamic references and disturbances (section 4.17 and 4.18). The original
goal was to experiment with generalized adaptive control in state-space form,
but this would require a prohibitively large number of continuous states. At
present, domain linearization does not scale well. The conclusion and future
work chapter addresses some potential paths of research.
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Figure 9.25: This ﬁgure shows a sample of the position and velocity response
of the ball on the plate. Figure (a) shows the horizontal position, and ﬁgure (b)
shows the vertical position.
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Figure 9.26: This ﬁgure shows a sample of the joint reference commands (in
blue) and measured joint angles (in orange). Figure (a) shows the wrist roll and
ﬁgure (b) shows the wrist pitch. The tracking error is also presented for both
joints. The joint angles are presented without normalization or subtraction of
oﬀsets.
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CHAPTER 10
Conclusions
Sections 8.6 and 8.12 introduced linearization and nonlinearization of basis
derivatives using projection. In summary, consider a vector of nonlinear ba-
sis functions computed with x¯(t) = f(x(t)), where x(t) is generated from a
nonlinear dynamic system x˙(t) = a(x(t)). The basis state derivative is
˙¯x = A¯f + fx(x)a(x)− A¯f(x)︸ ︷︷ ︸
ε¯(x)
.
Chapter 8 explored selection of f(x), using radial basis functions, such that
‖ε¯(x)‖2L2(X ) was minimized with ‖f(x)‖ = 0 if and only if x ∈ X ◦. This gave
the approximate linear-dynamic system
˙¯x(t) ≈ A¯x¯(t)
with the property x¯→ 0 implies x→ x◦ ∈ X ◦. This form of linear approxima-
tion is global over the domain of X . Careful selection of the basis gave a fully
generalizable relationship between linear stability and nonlinear stability.
Section 8.23 described a method of computing generalized nonlinear state
observers using this domain linearization. Section 8.25 described a method of
computing generalized nonlinear state feedback using this domain linearization
with several interesting examples. Each of the examples used the same gen-
eralized basis. There were many successes. Generalized solutions were found.
Known closed-form solutions matched those found with domain linearization.
Stabilizing performance was found with minimal heuristics and simple rewards.
Even though the linearization is fully generalized, there are many subtle de-
tails required to use it for control and estimation. The primary result of this
thesis consists of experimentally veriﬁed methods. There are several aspects of
these methods that would beneﬁt from further analysis. The selection of the
singularity tolerance (discussed in section 9.9) requires more rigorous guidelines.
If the tolerances is too large, the control will fail from over simplicity, and if the
tolerance is too small, the control will fail from ampliﬁed numerical error. The
projection error might be used to select the singularity tolerance.
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To solve nonlinear adaptive control problems with domain linearization, a
solution must be found that uses output feedback. It remains unclear how the
separation principle can be recovered. Replacing the state with an estimated
state no longer produces stable convergence.
Section 8.18 explored eﬃcient sample based methods of computing projection.
Assuming the state-space domain can be expressed as a Cartesian product with
X = X1× · · · ×Xn, and assuming x¯(x) can be expressed as Kronecker products
of vector functions fi(xi) of length mi, section 8.20 provided a method of com-
puting projection along each scalar direction xi independently. The projection
matrix is then computed with n Kronecker products of mi×mi matrices. Using
this method, computing the linear matrices for n > 2 becomes computationally
tractable (especially if sampled scalar projection is used).
The bases used in domain linearization have a single-layer architecture that
is not yet scalable. If there are m basis centers per free direction in x with
n = `(x), then a volume ﬁlling basis has n¯ = `(f(x)) with n¯ = mn terms. Most
estimates [92] put the number of neurons in an adult brain at 8.6×1010. A ten-
dimensional system with ten basis centers per dimension would have n¯ = 1010.
Alternatives to volume ﬁlling basis functions must be found.
Domain linearization can be thought of as a stronger form of gain schedul-
ing (section 6.9). With gain scheduling, local linearization is computed from
a target state within the equilibrium set. The model holds within some local
neighborhood. Estimation and control are only valid if the state remains within
that neighborhood, and the model error typically increases with the state dis-
tance to target. Optimal solutions do not factor in the model domain, unlike
domain linearization. High-level symbolic planning could be done with gain
scheduling, but the target states would need to be within small neighborhoods
of each other. This would require a higher resolution in the symbols. Domain
linearization allows for a much lower resolution in the symbols, which results in
more meaningful high-level abstractions over the domain.
For the domain X , the costate matrix P¯ gives the optimal integral value
for any x ∈ X with V (x) = x¯ᵀP¯ x¯. Symbolic processing can be done when
there are multiple overlapping domains with shared target sets. The cost of
moving from one target set to the next can then be computed using these costate
matrices, corresponding to each domain. For example, the cost of moving from
X ◦i−1 ∈ Xi−1 ∩ Xi to X ◦i ∈ Xi ∩ Xi+1 (ﬁgure 1.7) can be computed with
Vi,i−1 := x¯ᵀ(x◦i−1)P¯i x¯(x
◦
i−1).
A legal grammar of symbol transitions would consist of all domains with a
shared target set. This would generate a ﬁnite directed graph with explicit cost
on the edges, where the nodes correspond to the target sets. From this graph,
high-level symbolic planning can be done. For example, dynamic programming
could be used to ﬁnd the lowest cost path from one target set to another.
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CHAPTER 11
Future Work
11.1 Closed-Form Control with Costate Projection
Currently, the only way to compute optimal state feedback is with sampling
(section 8.25). A more elegant and computationally eﬃcient solution is desired.
Consider computing a costate basis p¯(p), where p ∈ P is the costate of x. If a
projectable relationship exists between p(x) and x(p), then
p¯(p(x)) ≈ P¯ x¯(x),
where
P¯ = p¯~ x¯.
Consider A¯ = a¯~ x¯ and C¯ = c¯~ x¯. The optimal state feedback is given by
u ≈ −R−1B¯ᵀp¯,
where
B¯ᵀ := b¯ᵀp¯~ p¯.
From section 3.15, the Hamiltonian system can be expressed as[
˙¯x
˙¯p
]
=
[
A¯ 0
0 −A¯ᵀ
][
x¯
p¯
]
+
[
B¯ 0
0 C¯ᵀ
][
u
u′
]
, (11.1)[
u
u′
]
=
[
0 −R−1B¯ᵀ
−Σ−1y C¯ 0
][
x¯
p¯
]
, (11.2)[
y
y′
]
=
[
C¯ 0
0 B¯ᵀ
][
x¯
p¯
]
. (11.3)
It is unclear if this is useful since B¯ must be projected before solving for P¯
with (3.82), and (3.82) must be solved before projecting B¯. It is possible that
B¯ and P¯ could be computed using an iterative approach.
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11.2 Recovering the Separation Principle
To combine nonlinear estimation with nonlinear state feedback, some variant of
the separation principle must be found. Consider the estimated basis derivative
˙¯ˆx = ˆ¯a+ ˆ¯bu+ L¯(y¯ − ˆ¯c),
where
ˆ¯x = x¯(xˆ),
ˆ¯a ≈ A¯ˆ¯x,
ˆ¯b = (x¯xb)x→xˆ,
ˆ¯c ≈ C¯ ˆ¯x,
u = −K¯ ˆ¯x.
The true basis derivative is
˙¯x = a¯+ b¯u,
where a¯(x) ≈ A¯x¯, and b¯(x) = x¯xb. The estimation error is
ε¯ := ˆ¯x− x¯.
The derivative of this error is
˙¯ε ≈ (A¯− L¯C¯)ε¯−(ˆ¯b− b¯)K¯ ˆ¯x.
The ˆ¯x term does not go to zero since ˆ¯b 6= b¯. These terms will always have
explicit dependence on x and xˆ since they are multiplied by x¯x and (x¯x)x→xˆ.
One option is to vectorize and project with
(I⊗ ˆ¯xᵀK¯ᵀ)(vec(ˆ¯b)− vec(b¯)) ≈ (I⊗ ˆ¯xᵀK¯ᵀ)B¯ε¯,
where
B¯ := ~¯b~ x¯.
This gives the bilinear form
˙¯ε ≈ (A¯− L¯C¯−(I⊗ ˆ¯xᵀK¯ᵀ)B¯)ε¯.
No generalized solutions exist for bilinear systems. It is preferable to ﬁnd rep-
resentations that recover the separation principle with minimal assumption.
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11.3 Using Local Models and Modularity
With only a few of the basis functions active at a time, the unactivated columns
can be deleted as the system moves through the domain, i.e.,
˙¯x ≈ A¯x¯(x)
≈ A¯′ix¯′i if x ∈ X ′i ⊂ X ,
where
x¯′i ∈ X ′i ,
X ′i ⊂ Rn¯
′
i ,
A¯′i ∈ Rn¯×n¯
′
i ,
n¯′i ≤ n¯.
Section 8.18.2 examined some of the ways this can be used to reduce compu-
tation. Figure 11.1 depicts the state trajectory moving through three separate
sub-domains X ′i . The radial basis functions in the third sub-domain have no
inﬂuence on the radial basis functions of the ﬁrst sub-domain.
Figure 11.1: Three diﬀerent points along the trajectory of x(t) provide sub-
domains {X ′1,X ′2,X ′3} of X that have suﬃcient resolution to characterize x(t) as
it passes by. Reducing the domains of integration accelerates calculation of A¯.
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11.4 Investigating Nested Architecture
A single layer of radial basis functions (depicted in ﬁgure 11.2) can represent
any function with ﬁnite domain and slope. If the structure of a(x) is known, a
dense radial basis with uniformly spaced basis centers can be used to achieve
any desired approximation accuracy. However, as the slope and domain grow,
the dimension of the basis will grow in proportion, and as the dimension of a(x)
grows, the dimension of the basis will grow exponentially (ﬁlling in volume).
One option is to build nested networks (depicted in ﬁgure 11.3) capable of
producing high-resolution function approximation with fewer basis functions.
The problem as formulated is not convex in the parameter space, but dynamic
linearization can be applied at each layer. Consider the nested basis functions,
x¯(t) = x¯′m (. . . x¯
′
4 (x¯
′
3 (x¯
′
2 (x¯
′
1 (x)))) . . .) .
This basis could be found using cascade-correlation [93], [71, p. 141] with an
objective enforcing projection of the gradient. The derivatives at each level are
˙¯x′1 = (x¯
′
1)x x˙,
...
˙¯x′m = (x¯
′
m)x¯′m−1
· · · (x¯′4)x¯′3 (x¯
′
3)x¯′2
(x¯′2)x¯′1 (x¯
′
1)x x˙.
The projection matrix of each layer can be calculated with
A¯′1,1 · · · A¯′1,m
...
. . .
...
A¯′m,1 · · · A¯′m,m
 =

˙¯x′1
...
˙¯x′m
~

x¯′1(x)
...
x¯′m(x)
 .
If the projection error is low, then the derivative of each layer is given by
˙¯x′1
...
˙¯x′m
 ≈

A¯′1,1 · · · A¯′1,m
...
. . .
...
A¯′m,1 · · · A¯′m,m


x¯′1
...
x¯′m
 ,

x¯′1(t0)
...
x¯′m(t0)
 =

x¯′1(x(t0))
...
x¯′m(x(t0))
 .
Layers can be generalized with
x¯′i = αif(x¯
′
i−1) + βi, x¯
′
0 = x, {i ∈ N : i ≤ m}.
For example, αi ∈ Rn¯′i×n¯′i could make the basis orthogonal or orthonormal,
and βi ∈ Rn¯′i could adjust the location of the null space. As seen in section
8.11, radial basis products also describe the derivative of neural basis functions.
Therefore, these tools might provide additional analytic insight into recurrent
neural networks including the long short-term memory models [94], which have
had many powerful results [95] and many analytic challenges [96], [97].
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Figure 11.2: A single layer of basis functions maps Rn → Rn¯. This is an
algebraic mapping with no temporal delay. Optimization is convex for ﬁxed
centers and widths. This is the architecture used in chapter 8.
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Figure 11.3: A nested layer of basis functions maps one layer into the next
with R`(x) → Rn¯′1 → Rn¯′2 → · · · → Rn¯′m . These are algebraic mappings with
no temporal delay on the layers. Optimization is not convex for any of the
parameters unless some transformation can be found. There are a ﬁnite number
of layers, but m may be very large. The basis needs to be chosen carefully so
that contraction does not suppress the signal as the depth increases.
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Figure 11.4: This ﬁgure depicts cascaded architecture. Each term in the
basis maps x¯i : R`(x)+i−1 → R with x¯ = {x¯i}mi=1. Cascaded optimization
schemes perform nonlinear parameter optimization on each x¯i+1( · |θi+1) with
the parameters of each {x¯i′( · |θi′)}ii′=1 held constant. This is analogous to
recursive projection. Each new basis term should give a monotonic decrease in
ﬁtting error.
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11.5 Generating Generalized Basis Structures
The centers of a single layer do not need to be evenly spaced. The basis functions
do not need to be radially symmetric nor do they need to have the same widths
of inﬂuence. Since the model is known, it is entirely possible to determine where
resolution is necessary and where it is not. For a predetermined resolution it is
possible to ﬁnd the appropriate centers and radial structure of a chosen basis.
One proposed method is given in the following steps:
 Create a cost function that penalizes close proximity of basis centers and
proximity of basis centers near a domain boundary. Reward basis centers
wherever the local Lipchitz bound of a(x) is high. Compute the optimal
location of the basis centers with a swarm equilibrium [98].
 Computing the Voronoi [99] dual points to the basis centers will provide
the appropriate boundary of each basis function. Figure 11.5 shows an
illustrative example of this step.
 Find smooth truncated basis functions that use the Voronoi cells as a
shape template. The basis functions must overlap for gradient projection.
Figure 11.5: The orange dots represent basis centers µi and the Voronoi cells
represent a shape template for basis functions in R2.
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APPENDIX A
Linear Algebra
A.1 Fields
Deﬁnition A.1.1. A ﬁeld F is a set with the following properties, for all
{α, α′, α′′} ∈ {F,F,F},
associativity:
(α+ α′) + α′′ = α+ (α′ + α′′),
(αα′)α′′ = α(α′α′′),
commutativity:
α+ α′ = α′ + α,
αα′ = α′α,
distributivity:
α(α′ + α′′) = αα′ + αα′′,
(α+ α′)α′′ = αα′′ + α′α′′,
identity:
∃0 ∈ F, α+ 0 = α = 0 + α,
∃1 ∈ F, α1 = α = 1α,
inverse:
α+ (−α) = 0 = (−α) + α,
∃α−1 ∈ F, αα−1 = 1 = α−1α, ∀α 6= 0.
The set of natural numbers, {1, 2, 3, . . .}, is denoted by N and is not a ﬁeld
because it does not have a zero element and fails both inverse conditions. The
set of integers is denoted by Z and is not a ﬁeld because it does not satisfy the
multiplicative inverse condition. The rational numbers Q, real numbers R, and
complex numbers C are all ﬁelds. These sets are related by
N ⊂ Z ⊂ Q ⊂ R ⊂ C.
The magnitude | · | of an element α ∈ F removes any sense of direction and is
deﬁned for each ﬁeld. For α ∈ Z and α ∈ R, |α| = max (−α,+α). For α ∈ C,
|α|2 = αcα = ααc, where α = re(α) + im(α)j, and αc = re(α) − im(α)j is the
complex conjugate. Note, if α ∈ C and α′ ∈ C, then (αα′)c = αcα′c = α′cαc.
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A.2 Indexed Lists
Indexed lists are denoted by
{itemi}ni=1 = {item1, item2, . . . , itemn}, i ∈ N.
The entries of a list can be any mathematical object, including lists. Lists can
also be written in the tabular form where {{itemi1,i2}n1i1=1}n2i2=1 becomes
{itemi1,i2}n1,n2i1=1,i2=1 =

item1,1 item1,2 . . . item1,n2
item2,1 item2,2 . . . item2,n2
...
...
. . .
...
itemn1,1 itemn1,2 . . . itemn1,n2
 .
An enumerated index can also be denoted by a bullet subscript. For example,
itemi1,• =
{
itemi1,1 itemi1,2 . . . itemi1,n2
}
.
This notation will be used for tensors as well.
Deﬁnition A.2.1. An empty set is denoted by ∅ and occurs if any of the indices
have length zero.
A.3 Tensors
 
𝑖1 𝑖1 
𝑖2 
𝑖1 
𝑖2 𝑖3 
𝔽0 
scalar vector 
𝔽1 unad 
matrix 
𝔽2 dyad 
𝔽3 triad 
Figure A.1: This ﬁgure shows tensor visualization.
Deﬁnition A.3.1. A tensor is an indexed collection of ﬁelds, depicted in ﬁgure
A.1. A tensor with m indices is said to be of tensor order m and belongs to Fm.
Each index can have ﬁnite enumeration or inﬁnite enumeration. Uppercase and
lowercase symbols will not be used to distinguish diﬀerent order tensors.
Deﬁnition A.3.2. A scalar has no index and belongs to F0, e.g.,
T ∈ R⇒ T ∈ R0.
Deﬁnition A.3.3. A vector has one index and belongs to F1, e.g.,
T ∈ Rn1 ⇒ T ∈ R1.
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A vector T ∈ F1 expressed in a Cartesian basis will look like
T =

T1
T2
...
Tn1
 = T1

1
0
...
0
+ T2

0
1
...
0
+ · · ·+ Tn1

0
0
...
1

=
n1∑
i1=1
Ti11
n1
i1
,
where Ti1 ∈ F0 are the elements of T , and 1n1i1 is a Cartesian element vector of
length n1. A list of scalar ﬁeld entries, Ti1 ∈ F0, will be treated as a vector, i.e.,
{Ti1}n1i1=1 = {T1, . . . , Tn1} =

T1
...
Tn1
 .
Deﬁnition A.3.4. A matrix has two indices and belongs to F2, e.g.,
T ∈ Rn1×n2 ⇒ T ∈ R2. Matrices are sometimes referred to as dyads.
Dyads can uniquely map vectors.
A matrix T ∈ F2, expressed in a Cartesian basis, will look like
T =

T1,1 T1,2 · · · T1,n2
T2,1 T2,2 T2,n2
...
. . .
...
Tn1,1 Tn1,2 · · · Tn1,n2

= T1,1

1 0 · · · 0
0 0 0
...
. . .
...
0 0 · · · 0
+ T1,2

0 1 · · · 0
0 0 0
...
. . .
...
0 0 · · · 0
+ · · ·
+ T2,1

0 0 · · · 0
1 0 0
...
. . .
...
0 0 · · · 0
+ T2,2

0 0 · · · 0
0 1 0
...
. . .
...
0 0 · · · 0
+ · · ·
=
n1∑
i1=1
n2∑
i2=1
Ti1,i2 1
n1×n2
i1,i2
,
where Ti1,i2 ∈ F0 are the elements of T , and 1n1×n2i1,i2 is a n1 by n2 Cartesian
element matrix. A list of lists with the same length, containing scalar ﬁeld
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entries Ti1,i2 ∈ F0, will be treated as a matrix, i.e., {Ti1,i2}n1,n2i1=1,i2=1 becomes
{{T1,1, . . . , Tn1,1}, . . . , {T1,n2 , . . . , Tn1,n2}}︸ ︷︷ ︸
list of vectors
=

T1,1 · · · T1,n2
...
. . .
...
Tn1,1 · · · Tn1,n2
 .
The Cartesian element matrices can be factored giving
T = T1,1

1
0
...
0

[
1 0 · · · 0
]
+ T1,2

1
0
...
0

[
0 1 · · · 0
]
+ · · ·
+ T2,1

0
1
...
0

[
1 0 · · · 0
]
+ T2,2

0
1
...
0

[
0 1 · · · 0
]
+ · · · ,
which can be written as
T =
n1∑
i1=1
n2∑
i2=1
Ti1,i2 1
n1
i1
(1n2i2 )
ᵀ (section A.4)
=
n1∑
i1=1
n2∑
i2=1
Ti1,i2 1
n1
i1
 1n2i2 (section A.5).
Deﬁnition A.3.5. A tensor with three indices is a triad, e.g.,
T ∈ Rn1×n2×n3 ⇒ T ∈ R3.
A triad would actually need to be written in a three-dimensional space. To
write it on paper, the matrix of each slice can be put in a list, e.g.,
T =


T1,1,1 · · · T1,n2,1
...
. . .
...
Tn1,1,1 · · · Tn1,n2,1
 , . . . ,

T1,1,n3 · · · T1,n2,n3
...
. . .
...
Tn1,1,n3 · · · Tn1,n2,n3

 .
Alternatively, each block of matrices can be stacked by row or by column into
a matrix, e.g.,
[
T•,•,1 · · · T•,•,n3
]
∈ Rn1×n2n3 , or

T•,•,1
...
T•,•,n3
 ∈ Rn1n3×n2 .
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A triad expressed in a Cartesian basis, will look like
T =
n1∑
i1=1
n2∑
i2=1
n3∑
i3=1
Ti1,i2,i3 1
n1×n2×n3
i1,i2,i3
=
n1∑
i1=1
n2∑
i2=1
n3∑
i3=1
Ti1,i2,i3 1
n1
i1
 1n2i2  1
n3
i3
.
Deﬁnition A.3.6. A tensor with four indices is referred to as a quadrad, e.g.,
T ∈ Rn1×n2×n3×n4 . Quadrads can uniquely map matrices.
Quadrads can be expressed as a list of triads, or they can be written in block
matrix form, e.g.,
T•,•,1,1 T•,•,1,2 · · · T•,•,1,n4
T•,•,2,1 T•,•,2,2 · · · T•,•,2,n4
...
...
. . .
...
T•,•,n3,1 T•,•,n3,2 · · · T•,•,n3,n4
 ∈ Rn1n3×n2n4 .
Just as matrices transform vectors, tensors can transform matrices, and in
general higher-order tensors transform lower-order tensors. There are many
applications when a multivariate structure is more naturally expressed as a
tensor, and collapsing it into a matrix or vector results in a loss of this structure.
Generalized analytic results for higher-order tensors are less available though.
A general tensor T ∈ Fm, expressed with respect to a Cartesian basis, will look
like
T =
n1∑
i1=1
n2∑
i2=1
· · ·
nm∑
im=1
Ti1,i2,...,im 1
n1×n2×···×nm
i1,i2,...,im
=
n1∑
i1=1
n2∑
i2=1
· · ·
nm∑
im=1
Ti1,i2,...,im 1
n1
i1
 1n2i2  · · · 1nmim .
Deﬁnition A.3.7. The length of a tensor will be given by the function
`( · ) : Fm → N1.
For a tensor T ∈ Fn1×n2×···×nm , the dimensions will be given by
`(T ) =

n1
n2
...
nm
 .
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A subscript will be used to express the length of each index independently, e.g.,
`1(T ) = ` (T•,i2,··· ,im) = n1
...
`m(T ) = ` (Ti1,i2,··· ,•) = nm,
and the tensor order is given by ` (`(T )) = m. Therefore,
T ∈ F`1(T )×`2(T )×···×`m(T ) ⇒ T ∈ F`(`(T )).
The function ` will be used in place of deﬁning a diﬀerent symbol for each
dimension of each multivariate quantity. Speciﬁc values will be declared only
when necessary. The length of an empty set is zero, i.e., `(∅) = 0.
A.4 Transpose
Deﬁnition A.4.1. The superscript ( · )ᵀ will denote the transpose of a matrix
T ∈ F2 which interchanges rows and columns by swapping the ﬁrst and second
index, i.e., T ᵀi1,i2 = Ti2,i1 . When the transpose is applied to a vector x ∈ Fn, the
vector is ﬁrst converted into a one column matrix x ∈ Fn×1 so that xᵀ ∈ F1×n.
Applying the transpose to a block matrix gives[
T1,1 T1,2
T2,1 T2,2
]ᵀ
=
[
T ᵀ1,1 T
ᵀ
2,1
T ᵀ1,2 T
ᵀ
2,2
]
,
and a matrix product gives
(T1T2)
ᵀ
= T ᵀ2 T
ᵀ
1 .
The conjugate transpose is computed with ( · )cᵀ, e.g., for T ∈ C2,
T cᵀ = reᵀ(T )− imᵀ(T )j.
Deﬁnition A.4.2. A general transposition operator for Fm can be deﬁned as
TensorTranspose(T, {i1 ↔ i′1, i2 ↔ i′2, . . . , im ↔ i′m}).
Example A.4.1. The transpose of T ∈ F2 would be given by
T ᵀ = TensorTranspose(T, {i1 ↔ i2}).
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A.5 Tensor Products
This appendix entry is based on [100] with modiﬁed notation to be more explicit.
The most noteworthy diﬀerence is the Einstein summation notation has been
dropped to beneﬁt readers unfamiliar with tensors. The notation ( · )⊥ will
indicate the reciprocal or dual vector. Vector components expressed in relation
to a basis are called covariant components, and vector components expressed
in relation to the dual of that basis are called contravariant components. In
Einstein notation the index of the contravariant components are expressed as a
superscript, and any matching subscript and superscript are summed out.
A tensor of order m can be written with respect to a collection of basis ma-
trices {ξ1, ξ2, . . . , ξm} corresponding to each index. Their meaning will become
clear when products between tensors are applied. Tensors are constructed using
the tensor product , which acts as a place holder for the basis matrices. With
the tensor product, a tensor can be written as
T =
n1∑
i1=1
n2∑
i2=1
· · ·
nm∑
im=1
T ′i1,i2,...,im [ξ1]•,i1  [ξ2]•,i2  · · · [ξm]•,im ,
where T ′i1,i2,...,im are the elements of T expressed with respect to the basis ξ.
Let ξ1 ∈ Fn1×n1 and ξ2 ∈ Fn2×n2 be full-rank matrices. Then, [ξ1]•,i1 ∈ Fn1 ,
[ξ2]•,i2 ∈ Fn2 . The product [ξ1]
ᵀ
•,i1 [ξ2]•,i2 = [ξ
ᵀ
1 ξ2]i1,i2 ∈ F is only meaningful if
n1 = n2 = n
′ and [ξᵀ1 ξ2]i1,i2 =
∑n′
i′=1 [ξ1]
ᵀ
i′,i1 [ξ2]i′,i2 . Deﬁne the metric tensor
Ξ1,2 := ξ
ᵀ
1 ξ2 ∈ Fn
′×n′ .
If Ξ1,2 = In′ , then ξ2 is the dual of ξ1, which is written as ξ2 = ξ
⊥
1 . Expressing
each index with respect to a generalized ξ can provide properties of the product
that are invariant to coordinate change such as singular values and eigenvalues.
Example A.5.1. Singular value decomposition (section A.30) of T ∈ Rn1×n2
gives T = U ′SUᵀ where U ′ = ls(T ) and U = rs(T ) are unitary and S = sv(T )
is a non-negative diagonal. In tensor product form, this can be expressed as
T =
∑min(n1,n2)
i=1
Si,iU
′
•,iU
ᵀ
•,i
=
n1∑
i1=1
n2∑
i2=1
T ′i1,i2 [ξ1]•,i1  [ξ2]•,i2 ,
with
[ξ1]•,i1 = U
′
•,i1 , [ξ2]•,i1 = U•,i2 , T
′
i1,i2 =
{
σi′ if i
′ = i1 = i2
0 else
.
Similar decomposition for tensors of higher order may be of interest [101], [102].
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Let
1(i1 = i2) =
{
1 if i1 = i2
0 else
.
If ξ2 is dual to ξ1, then the elements of Ξ1,2 are given by [Ξ1,2]i1,i2 = 1(i1 = i2),
which acts as a reassignment, setting i1 = i2 = i
′.
A.6 Dot Products
Example A.6.1. A single dot product of a scalar and a scalar is a scalar, i.e.,
the dot product can be used to denote scalar multiplication.
Example A.6.2. A single dot product of two dyads is a dyad.
This single dot product of two dyads maps F2 × F2 → F2 with
A · x =
(
n1∑
i1=1
n2∑
i2=1
A′i1,i2 [ξ1]•,i1  [ξ2]•,i2
)
·
(
n3∑
i3=1
n4∑
i4=1
x′i3,i4 [ξ3]•,i3  [ξ4]•,i4
)
=
n1∑
i1=1
n4∑
i4=1
(
n2∑
i2=1
n3∑
i3=1
A′i1,i2x
′
i3,i4 [ξ2]
ᵀ
•,i2 [ξ3]•,i3
)
[ξ1]•,i1  [ξ4]•,i4
=
n1∑
i1=1
n4∑
i4=1
(
n2∑
i2=1
n3∑
i3=1
A′i1,i2x
′
i3,i4 [Ξ2,3]i2,i3
)
[ξ1]•,i1  [ξ4]•,i4 .
This gives n2 = n3 = n
′
1. If [ξ2]•,i2 = [ξ3]
⊥
•,i3 , then [Ξ2,3]i2,i3 = 1(i3 = i4), and
A · x =
n1∑
i1=1
n4∑
i4=1
 n′1∑
i′1=1
A′i1,i′1x
′
i′1,i4
 [ξ1]•,i1  [ξ4]•,i4
=
n1∑
i1=1
n4∑
i4=1
A′i1,•x
′
•,i4 [ξ1]•,i1  [ξ4]•,i4 ,
where A′i1,•x
′
•,i4 ∈ F is a row times a column. If the basis is Cartesian, then
A · x =
n1∑
i1=1
n4∑
i4=1
Ai1,•x•,i4 1
n1
i1
 1n4i4
=

A1,•x•,1 A1,•x•,2 · · · A1,•x•,m
A2,•x•,1 A2,•x•,2 · · · A2,•x•,m
...
...
. . .
...
Am,•x•,1 Am,•x•,2 · · · Am,•x•,m
 .
This is the standard deﬁnition of a matrix product.
With matrix products, the dot is typically omitted, i.e., A · x = Ax.
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Deﬁnition A.6.1. Matrices A and A′ commute if
A ·A′ = A′ ·A, A ∈ Rn×n, A′ ∈ Rn×n.
Example A.6.3. The double dot product of two dyads is a scalar.
The double dot product of two dyad maps F2 × F2 → F0 with
A · · x =
n1∑
i1=1
n2∑
i2=1
n3∑
i3=1
n4∑
i4=1
A′i1,i2x
′
i3,i4 [ξ2]
ᵀ
•,i2 [ξ3]•,i3 [ξ1]
ᵀ
•,i1 [ξ4]•,i4
=
n1∑
i1=1
n2∑
i2=1
n3∑
i3=1
n4∑
i4=1
A′i1,i2x
′
i3,i4 [Ξ2,3]i2,i3 [Ξ1,4]i1,i4 .
If ξ2 is dual to ξ3 and ξ1 is dual to ξ4, then the metric tensors are identities and
the product becomes
A · · x =
n′1∑
i′1=1
n′2∑
i′2=1
A′i′2,i′1x
′
i′1,i
′
2
,
where A′ and x′ are expressed with respect to {ξ1, ξ2, ξ3, ξ4}. If the basis is
Cartesian, then
A · · x =
n′1∑
i′1=1
n′2∑
i′2=1
Ai′2,i′1xi′1,i′2 .
Example A.6.4. A single dot product of a triad and a vector is a dyad.
The dot product of triad and a vector maps F3 × F1 → F2 with
A · x =
(
n1∑
i1=1
n2∑
i2=1
n3∑
i3=1
A′i1,i2,i3 [ξ1]•,i1  [ξ2]•,i2  [ξ3]•,i3
)
·
(
n4∑
i4=1
x′i4 [ξ4]•,i4
)
=
n1∑
i1=1
n2∑
i2=1
(
n3∑
i3=1
n4∑
i4=1
A′i1,i2,i3x
′
i4 [ξ3]
ᵀ
•,i3 [ξ4]•,i4
)
[ξ1]•,i1  [ξ2]•,i2
=
n1∑
i1=1
n2∑
i2=1
(
n3∑
i3=1
n4∑
i4=1
A′i1,i2,i3x
′
i4 [Ξ3,4]i3,i4
)
[ξ1]•,i1  [ξ2]•,i2 .
This gives n3 = n4 = n
′
1. If [ξ3]•,i3 = [ξ4]
⊥
•,i4 , then [Ξ3,4]i3,i4 = 1(i3 = i4), and
A · x =
n1∑
i1=1
n2∑
i2=1
 n′1∑
i′1=1
A′i1,i2,i′1x
′
i′1
 [ξ1]•,i1  [ξ2]•,i2
=
n1∑
i1=1
n2∑
i2=1
A′i1,i2,•x
′
• [ξ1]•,i1  [ξ2]•,i2 ,
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where A′i1,•x
′
•,i4 ∈ F is a row times a column. If the basis is Cartesian, then
A · x =
n1∑
i1=1
n2∑
i2=1
Ai1,i2,•x• 1
n1
i1
 1n2i2
=
∑n′1
i′1=1
A•,•,i′1xi′1 .
Example A.6.5. A double dot product of a quadrad and a dyad is a dyad.
The double dot product of a quadrad and a dyad maps F4 × F2 → F2 with
A · · x =
(
n1∑
i1=1
n2∑
i1=2
n3∑
i3=1
n4∑
i4=1
A′i1,i2,i3,i4 [ξ1]•,i1  [ξ2]•,i2  [ξ3]•,i3  [ξ4]•,i4
)
· ·
(
n5∑
i5=1
n6∑
i6=1
xi5,i6 [ξ5]•,i5  [ξ6]•,i6
)
=
n1∑
i1=1
n2∑
i1=2
Ti1,i2 [ξ1]•,i1  [ξ2]•,i2 ,
where
Ti1,i2 =
n3∑
i3=1
n4∑
i4=1
n5∑
i5=1
n6∑
i6=1
A′i1,i2,i3,i4xi5,i6 [Ξ4,5]i4,i5 [Ξ3,6]i3,i6 .
If the basis is Cartesian, then
A · · x =
n1∑
i1=1
n2∑
i1=2
 n′1∑
i′1=1
n′2∑
i′2=1
Ai1,i2,i′2,i′1xi′1,i′2
 1n1×n2i1,i2 .
A.7 The Kronecker Product
Deﬁnition A.7.1. For A ∈ Fn1×n2 and A′ ∈ Fn′1×n′2 the Kronecker product is
deﬁned as
A⊗A′ =

A1,1A
′ A1,2A′ · · · A1,n2A′
A2,1A
′ A2,2A′ · · · A2,n2A′
...
...
. . .
...
An1,1A
′ An1,2A
′ · · · An1,n2A′
 , (A.1)
where A ⊗ A′ ∈ Fn1n′1×n2n′2 . The Kronecker product of a sequence of tensors
Ti ∈ F2 is computed with
m⊗
i=1
Ti = T1 ⊗ T2 ⊗ · · · ⊗ Tm. (A.2)
If xi ∈ F, then
⊗m
i=1 xi =
∏m
i=1 xi.
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Example A.7.1. Augmenting a vector with 1, Kronecker products can generate
multivariate polynomials, but there will be many redundant terms, e.g.,
 1x′1
x′2
⊗
 1x1
x2
 =

1
 1x1
x2

x′1
 1x1
x2

x′2
 1x1
x2


=

1
x1
x2
x′1
x′1x1
x′1x2
x′2
x′2x1
x′2x2

=

1
x1
x2
x1
x21
x1x2
x2
x2x1
x22

if x′ = x.
The Kronecker product shows up whenever higher-order tensors are forced into
lower-order forms. It has some interesting algebraic properties [103, p. 60]:
 A⊗A′ 6= A′ ⊗A,
 (A⊗A′)cᵀ = Acᵀ ⊗A′cᵀ,
 (A⊗A′)n = An ⊗A′n if n ∈ N,
 A⊗ (A′ ⊗A′′) = (A⊗A′)⊗A′′,
 rank(A⊗A′) = rank(A)rank(A′),
 A⊗ (A′ +A′′) = A⊗A′ +A⊗A′′,
 (αA)⊗ (α′A′) = αα′(A⊗A′) if α, α′ ∈ F,
 ∃{T, T ′} such that A⊗A′ = T ′(A′ ⊗A)T ,
 (A⊗A′)(A′′ ⊗A′′′) = AA′′ ⊗A′A′′′ if the dimensions match,
 σ(A⊗A′) = sort(σ(A)⊗ σ(A′)).
Result A.7.1. The pseudoinverse of a Kronecker product equals the Kronecker
product of the pseudoinverses,
(A⊗A′)+ = A+ ⊗A′+. (A.3)
Proof. If A′ = T ′AT , then T ′+A′T+ = A, provided A′ is in the left range space
of T ′ and the right range space of T . Vectorizing gives
~A′ = (T ′ ⊗ T ᵀ) ~A ⇒ ~A = (T ′ ⊗ T ᵀ)+ ~A′ = (T ′+ ⊗ T+ᵀ) ~A′.
If these relationships hold for all ~A and ~A′, then
(T ′ ⊗ T ᵀ)+ = T ′+ ⊗ T+ᵀ.
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Result A.7.2. The norm of a Kronecker product equals a product of norms,
‖A⊗A′‖22 = ‖A‖22‖A′‖22. (A.4)
Proof. The norm is given by
‖A⊗A′‖22 = tr ((A⊗A′)(A⊗A′)cᵀ)
= tr ((A⊗A′)(Acᵀ ⊗A′cᵀ))
= tr (AAcᵀ ⊗A′A′cᵀ)
= tr (AAcᵀ) tr (A′A′cᵀ) .
If A and A′ are square, then
 (A⊗A′)−1 = A−1 ⊗A′−1 if A and A′ are invertible,
 tr(A⊗A′) = tr(A)tr(A′) = tr(Λ⊗ Λ′) = ∑i[λ⊗ λ′]i,
 det(A⊗A′) = det(A)rank(A′) det(A′)rank(A),
 eig(A⊗A′) = sort(eig(A)⊗ eig(A′)).
Result A.7.3. For f ′(t) : R→ Fn′ and f(t) : R→ Fn, the derivative is
Dt(f
′ ⊗ f) = f˙ ′ ⊗ f + f ′ ⊗ f˙ .
Result A.7.4. For f ′(x) : R`(x) → Fn′ and f(x) : R`(x) → Fn, the partial is
∂x(f
′ ⊗ f) = f ′x ⊗ f + f ′ ⊗ fx.
A.8 Vectorization
Deﬁnition A.8.1. A tensor of any order can be collapsed with a vector function
vec( · ) : Fm → F1.
An alternative over-vector notation can be used,
~T := vec(T ). (A.5)
The vector function replaces  with the Kronecker product resulting in
~T = vec
(
n1∑
i1=1
n2∑
i2=1
· · ·
nm∑
im=1
Ti1,i2,...,im 1
n1
i1
 1n2i2  · · · 1nmim
)
=
n1∑
i1=1
n2∑
i2=1
· · ·
nm∑
im=1
Ti1,i2,...,im 1
n1
i1
⊗ 1n2i2 ⊗ · · · ⊗ 1nmim .
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For a matrix, this will read out the rows from left to right and top to bottom.
There are alternative deﬁnitions, e.g., reading the rows top to bottom and left
to right. The deﬁnition stated here was preferred for its clear relationship to the
tensor product, which allows for a generalized reading of an mth order tensor.
Example A.8.1. Consider T ∈ F2. The vector form is given by
vec (T ) =
n1∑
i1=1
n2∑
i2=1
Ti1,i21
n1
i1
⊗ 1n2i2
=
n1∑
i1=1
n2∑
i2=1
Ti1,i2

[
1n1i1
]
1
1n2i2
...[
1n1i1
]
i1
1n2i2
...[
1n1i1
]
n2
1n2i2

=
n1∑
i1=1
n2∑
i2=1
Ti1,i2

1(1 = i1)1
n2
i2
...
1(i1 = i1)1
n2
i2
...
1(n1 = i1)1
n2
i2

,
which reads out the rows from left to right starting at the top row and ending at
the bottom row.
Example A.8.2. If T ∈ F2×2, then n1 = n2 = 2, and
~T = vec
([
T1,1 T1,2
T2,1 T2,2
])
=
2∑
i1=1
2∑
i2=1
Ti1,i21
2
i1 ⊗ 12i2
=
2∑
i1=1
2∑
i2=1
Ti1,i2
[
1(1 = i1)1
2
i2
1(2 = i1)1
2
i2
]
,
which gives
~T = T1,1
[
1(1 = 1)121
1(2 = 1)121
]
+ T1,2
[
1(1 = 1)122
1(2 = 1)122
]
+ T2,1
[
1(1 = 2)121
1(2 = 2)121
]
+ T2,2
[
1(1 = 2)122
1(2 = 2)122
]
= T1,1

1
0
0
0
+ T1,2

0
1
0
0
+ T2,1

0
0
1
0
+ T2,2

0
0
0
1
 =

T1,1
T1,2
T2,1
T2,2
 .
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The vector function is linear, i.e., for scalars α and α′,
vec(αA+ αA′) = α vec(A) + α′ vec(A′).
Some useful vector properties are
 for A ∈ Fn′×n,
• vec (T ′AT ) = (T ′ ⊗ T ᵀ) ~A,
• vec (T ′A) = vec (T ′AIn) = (T ′ ⊗ In) ~A,
• vec (AT ) = vec (In′AT ) = (In′ ⊗ T ᵀ) ~A,
• T ′A+AT = A′ has the solution [18, p. 229]
A = mat
(
(T ′ ⊗ In + In′ ⊗ T ᵀ)+ vec(A′), `(A)
)
,
 vec(T ⊗ xᵀ) = ~T ⊗ x if T ∈ F2 and x ∈ F1,
 T ′ATx =
(
T ′ ⊗ ~T ᵀ
)
vec (A⊗ xᵀ) if x ∈ F1,
 ~Aᵀ = vecᵀ(A) 6= vec(Aᵀ) unless A = Aᵀ,
 vec(x′xᵀ) = x′ ⊗ x if x′ ∈ F1 and x ∈ F1.
Example A.8.3. If T ′ ∈ F2×2, A ∈ F2×2, and T ∈ F2×2, then
vec (T ′AT ) = vec
([
T ′1,1 T
′
1,2
T ′2,1 T
′
2,2
][
A1,1 A1,2
A2,1 A2,2
][
T1,1 T1,2
T2,1 T2,2
])
=

T ′1,1T1,1A1,1 + T
′
1,1T2,1A1,2 + T
′
1,2T1,1A2,1 + T
′
1,2T2,1A2,2
T ′1,1T1,2A1,1 + T
′
1,1T2,2A1,2 + T
′
1,2T1,2A2,1 + T
′
1,2T2,2A2,2
T ′2,1T1,1A1,1 + T
′
2,1T2,1A1,2 + T
′
2,2T1,1A2,1 + T
′
2,2T2,1A2,2
T ′2,1T1,2A1,1 + T
′
2,1T2,2A1,2 + T
′
2,2T1,2A2,1 + T
′
2,2T2,2A2,2

=

T ′1,1
[
T1,1 T2,1
T1,2 T2,2
]
T ′1,2
[
T1,1 T2,1
T1,2 T2,2
]
T ′3,1
[
T1,1 T2,1
T1,2 T2,2
]
T ′2,2
[
T1,1 T2,1
T1,2 T2,2
]


A1,1
A1,2
A2,1
A2,2

= (T ′ ⊗ T ᵀ) ~A.
A.9 Tensorization
Any tensor dot product can be expressed as a matrix product with a vectorized
input and output. A TensorFlatten( · ) function could be used in conjunction
with a TensorTranspose( · ) function to ﬂatten any subset of the indices. If the
index map is known, it is fairly straightforward to convert the vector form back
to a tensor form.
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Deﬁnition A.9.1. If T ∈ Fn1×n2×···×nm , the tensor form function restores a
vectorized tensor with
T = TensorForm
(
~T , `(T )
)
= TensorForm
(
~T , {n1, n2, . . . , nm}
)
.
Deﬁnition A.9.2. When the tensor is a dyad, the matrix function can be used
mat(~T , `(T )) := TensorForm
(
~T , {n1, n2}
)
,
and writing just mat(~T ) assumes the tensor is square.
Deﬁnition A.9.3. The tensor index function recovers the m index values from
the ith vector index,
{i1, i2, . . . , im} = TensorIndex (i, {n1, n2, . . . , nm}) .
The inverse tensor index function gives the vector index
i = invTensorIndex ({i1, i2, . . . , im}, {n1, n2, . . . , nm}) .
A.10 Vector Space
Deﬁnition A.10.1. For all {α, α′} ∈ {F,F} and {x, x′, x′′} ∈ {X ,X ,X}, all
vector spaces obey the following seven axioms:
1. x+ x′ = x′ + x,
2. (x+ x′) + x′′ = x+ (x′ + x′′),
3. ∃0′ ∈ X s.t. x+ 0′ = x, ∀x ∈ X ,
4. α(x+ x′) = αx+ αx′,
5. (α+ α′)x = αx+ α′x,
6. (αα′)x = α(α′x),
7. 0x = 0′, 1x = x,
where 0′ is the zero element of the vector space X . It is possible to deﬁne an
alternative set of seven axioms. These axioms come from [33, p. 12].
Deﬁnition A.10.2. A subspace of a vector space is any subset of a vector space
that satisﬁes the axioms of a vector space.
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Example A.10.1. Many useful properties can be derived from the vector space
axioms, e.g.,
 if x+ x′ = x+ x′′, then x′ = x′′,
 if αx = αx′ and α 6= 0, then x = x′,
 if αx = α′x and x 6= 0′, then α = α′.
These deﬁnitions are not speciﬁc about what X might be. Any ﬁeld F auto-
matically satisﬁes the axioms of a vector space as well as any tensor ﬁeld Fm.
The dimension of each index does not need to be ﬁnite. Therefore, inﬁnite se-
quences, inﬁnite bounded sequences, and inﬁnite sequences that converge to zero
are all vector spaces. Another important vector space is the collection of real
valuedm diﬀerentiable scalar functions on the interval T = {t ∈ R : t1 ≤ t ≤ t2}
denoted Cm(T ), and the collection of real valued m partial diﬀerentiable tensor
functions on the set X = {x ∈ Rn : f(x) ≤ 0} denoted Cm(X ).
A.11 Sets
Sets are deﬁned using set = {variable ∈ vector space : variable constraints}.
Deﬁnition A.11.1. The Cartesian product of X1 and X2, denoted X1 × X2,
consists of the order pairs {x1, x2} with x1 ∈ X1 and x2 ∈ X2, and n Cartesian
products of the same set X is denoted Xn. Addition and scalar multiplication are
deﬁned by {x1, x2}+{x′1, x′2} = {x1 +x′1, x2 +x′2}, and α{x1, x2} = {αx1, αx2}.
The Cartesian product of vector spaces is a vector space [33, p. 14].
Deﬁnition A.11.2. A set X is said to be a compact set [104, p. 66] if the
boundary of the set belongs to the set. More formally, consider all sequence
{xi}∞i=1 with xi ∈ X that have a limiting point x∞. If the limiting point is in
the set, then the set is compact.
Deﬁnition A.11.3. A set X is said to be a convex set [15, p. 23] if, for any
two points in the set, the line connecting them is also in the set, i.e., for x1 ∈ X ,
x2 ∈ X , and {α ∈ R : 0 ≤ α ≤ 1}, αx1 + (1− α)x2 ∈ X .
Deﬁnition A.11.4. A set is contiguous if any points in the set can be connected
by a curve interior to the set. A set is discontiguous if it is not contiguous.
Example A.11.1. What is a straight line? The answer to this question depends
on the coordinate system. A non-convex set can be transformed into a convex
set with a nonlinear mapping to a new coordinate system. Figures A.2 and A.3
shows examples of how such a transformation can occur. Convexity plays an
important role in establishing global extremum. One of the largest challenges in
optimization is ﬁnding transformations that produce convexity.
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x1
x2
x1
x2
Figure A.2: A straight-line connecting two points in the set is shown in or-
ange. The set is deﬁned by the dashed blue boundary, and the orange line has
values outside of it. With the nonlinear map x¯(x) : R2 → R2, the set is now
convex. The blue line, which was nonlinear in the original coordinate system,
now connects the two points with a straight line, and the straight orange line
becomes nonlinear in the new coordinate system.
x1
x2
○ x1
x2
Figure A.3: With the nonlinear map x¯(x) : R2 → R2, the set is now convex,
but the mapping passes through a singularity. This singularity corresponds to a
point with non-unique mapping, and it will have an unbounded neighborhood.
The overlay of the new coordinate system on the original Euclidean coordi-
nates can be interpreted as a twisted sheet in three dimensions projected onto
a two-dimensional plane. Going into a higher-dimensional space can remove
singularity with the assumption of path continuity.
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A.12 Functions
A function f( · ) : X → X ′ maps input elements from a domain X to output
elements in a co-domain X ′. The subset of elements in the co-domain that the
function can reach, {f(x) : x ∈ X}, is referred to as the image of the function.
Functions that are less frequently used will be not be abbreviated. The func-
tion name will be as descriptive as possible with uppercase letters separating
each word. Functions that have common abbreviation will always be given in
lowercase, e.g., MatrixTrace( · ) = tr( · ). For notation simplicity, it is convenient
to employ the following:
(FunctionName ( · ))SuperScript = FunctionNameSuperScript ( · ) .
Superscripts can be combined if ordering is irrelevant. This notation will not
be applied to operators.
Example A.12.1. Some examples are
 (f( · ))2 = f2( · ),
 (f( · ))−1 = f−1( · ),
 (f( · ))ᵀ = fᵀ( · ),
 ((((f( · ))2)−1)c)ᵀ = f−2cᵀ( · ).
Deﬁnition A.12.1. The Boole function converts logical true and false state-
ments to binary statements with
1(condition) :=
{
1 if condition = true
0 if condition = false
. (A.6)
Example A.12.2. The unit step function can be computed with 1(t ≥ t0).
Example A.12.3. A unit window function that steps up at time t1 and then
steps down at time t2 > t1 can be calculated with
1(t1 ≤ t < t2) = 1(t ≥ t1)− 1(t ≥ t2).
Deﬁnition A.12.2. A function is said to have continuity if for any x′ arbi-
trarily close to x, the function values of f(x) and f(x′) become arbitrarily close.
More formally, for { ∈ R :  > 0}, and ‖x−x′‖ ≤ , there exists {δ ∈ R : δ > 0}
such that ‖f(x)− f(x′)‖ ≤ δ, and δ → 0 as → 0.
Deﬁnition A.12.3. A function is said to be a convex function [15, p. 67] on
the set X , if for x1 ∈ X , x2 ∈ X , and {α ∈ R : 0 ≤ α ≤ 1} the function satisﬁes
the inequality
f(αx1 + (1− α)x2) ≤ αf(x1) + (1− α)f(x2).
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A.13 Derivatives
Deﬁnition A.13.1. The diﬀerence operator ∆( · ) on an indexed list {xi}mi=1
with i ∈ N is given by
∆x = xi+1 − xi, {i ∈ N : i ≤ m− 1}. (A.7)
Applying this operator n times is denoted by ∆n( · ), e.g., ∆2( · ) = ∆(∆( · )).
For indexed time ti ∈ R the slope between two points from x(t) is given by
∆tx :=
∆x
∆t
=
xi+1 − xi
ti+1 − ti . (A.8)
Deﬁnition A.13.2. The nth-order derivative is given by the operator
Dnα( · ) =
dn( · )
dαn
:= (∆nα)∆α→0 ( · ), (A.9)
where n ∈ Z. This operator can be applied to tensor of any order. When n = 0,
D0α( · ) = ( · ). For n = 1 the superscript will be dropped, i.e., D1α( · ) = Dα( · ).
Integration is deﬁned for n < 0 [66, p. 269]. Transpose gives Dᵀt f = (Dtf)
ᵀ.
Deﬁnition A.13.3. The ﬁrst and second derivatives in time are encountered
frequently. A shorthand is given by x˙ := D1tx(t), and x¨ := D
2
tx(t).
Deﬁnition A.13.4. The partial derivative operator has many equivalent nota-
tions, e.g.,
∂x( · ) = ∂( · )
∂x
= ( · )x. (A.10)
The selection of notation depends on what x looks like. If it is something
simple, then the subscript form will be preferred. The exception to this notation
is µx and Σx, which denote avg(x˜) and var(x˜). A transpose superscript will be
used for ∂ᵀxf = (∂xf)
ᵀ. If f is scalar, then ∂xf is a row matrix, and fᵀx = ∂
ᵀ
xf
is a vector. If f ∈ Fm′ and x ∈ Fm, then fx ∈ Fm′+m is given by
[fx]i′1,...,i′m′ ,i1,...,im =
∂fi′1,...,i′m′
∂xi1,...,im
.
In general, partial diﬀerentiation will produce tensors of higher order unless f
or x are scalar implying m′ = 0 or m = 0.
Deﬁnition A.13.5. Any tensor partial can be expressed as a matrix with the
vector partial operator ~∂ deﬁned as ~∂xf := ∂~x ~f .
The nth-order partial will be denoted by
∂nx ( · ) =
∂n( · )
∂xn
. (A.11)
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Example A.13.1. The chain rule [105, p. 214] of vectors {f, f ′, f ′′} is
Dt (f (f
′ (f ′′))) = ff ′f ′f ′′ f˙
′′.
Example A.13.2. The product rule [105, p. 187] of vectors {f, f ′, f ′′} is
Dt (f (f
′, f ′′)) = ff ′ f˙ ′ + ff ′′ f˙ ′′.
Example A.13.3. A tensor derivative can be computed with
Dt(f(x(t))) = TensorForm(~∂x(f)~˙x, `(f)).
Example A.13.4. The partial of the scalar quadratic function x′ᵀTx ∈ R will
be encountered frequently. Assuming x′ ∈ Rn′ , x ∈ Rn, and T ∈ Fn′×n, the
partials are given by (x′ᵀTx)x′ = x
ᵀT ᵀ ∈ R1×n′ and (x′ᵀTx)x = x′ᵀT ∈ R1×n.
In particular, if n′ = n and x ∈ Rn, then (xᵀTx)x = xᵀ(T + T ᵀ). If T is
transpose symmetric, then (xᵀTx)x = 2x
ᵀT .
Deﬁnition A.13.6. Consider f(x) : R`(x) → R`(f) and f ′(x) : R`(x) → R`(x).
The Lie derivative [42, p. 510] is a directional derivative that computes
Lf ′f :=
∂f
∂x
f ′. (A.12)
Recursive Lie derivatives are computed with
Li+1f ′ f = Lf ′L
i
f ′f, L
0
f ′f = f. (A.13)
Example A.13.5. A Lie derivative along f ′ then f ′′ is computed with
Lf ′′Lf ′f = ∂x (fxf
′) f ′′.
A.14 Integration
The domain X ⊂ Rn is integrated with the notation∫
X
f(x)dx =
∫ +∞
−∞
· · ·
∫ +∞
−∞
∫ +∞
−∞
f(x1, x2, . . . , xn)1(x ∈ X )dx1dx2 · · · dxn.
Deﬁnition A.14.1. With X ⊂ Rn and Xi ⊂ R, a domain is independent if
1(x ∈ X ) =
∏n
i=1
1(xi ∈ Xi). (A.14)
Result A.14.1. If X is an independent domain, then multivariate integration
can be computed along one Xi at a time in any order. An independent domain
can be expressed as X = X1 × · · · × Xn, where each Xi could be discontiguous.
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Example A.14.1. Consider an independent domain X ⊂ R2 that can be ex-
pressed as X = X1×X2 with 1(x ∈ X ) = 1(x1 ∈ X1)1(x2 ∈ X2). The integration
order can be interchanged with∫
X
f(x)dx =
∫ +∞
−∞
(∫ +∞
−∞
f(x1, x2)1(x1 ∈ X1)dx1
)
1(x2 ∈ X2)dx2︸ ︷︷ ︸∫
X2
(∫
X1 f(x1,x2)dx1
)
dx2
=
∫ +∞
−∞
(∫ +∞
−∞
f(x1, x2)1(x2 ∈ X2)dx2
)
1(x1 ∈ X1)dx1︸ ︷︷ ︸∫
X1
(∫
X2 f(x1,x2)dx2
)
dx1
.
A.15 Inverse Functions
Common functions have deﬁned inverse function names, e.g. exp( · ) and log( · ),
or tan( · ) and arctan( · ). For those function that do not have a deﬁned inverse
function name, a preﬁx of "inv" will be attached. Consider f : X → X ′. The
inverse function, invf : X ′ → X , is computed with
invf(x′) = solve( x′ = f(x) for x ), (A.15)
where x ∈ X and x′ ∈ X ′. If the inverse exists, then x = invf(f(x)).
Result A.15.1. The inverse function of f(x) exists in a neighborhood of x if
det(fx) 6= 0 in a neighborhood of x.
Proof. [70, p. 53] Let x′ = f(x). Then, wherever an inverse exists, x = invf(x′).
The determinant of the Jacobian of invf gives
det (∂x (invf (f(x)))) = det (∂xx)
= det (In) = 1,
and
det (∂x (invf (f(x)))) = det (∂f (invf)fx)
= det (∂f (invf)) det (fx) .
Therefore,
det (∂f (invf)) = 1/ det (fx) ,
which implies invf can be expressed as a linear combination of f locally in x if
det(fx) 6= 0. Therefore, a unique mapping exists between invf and f .
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A.16 Norms
Deﬁnition A.16.1. The norm ‖ · ‖ provides a measure of distance in a vector
space. All norms satisfy the following three axioms:
1. ‖x‖ ≥ 0 ∀x ∈ X , and ‖x‖ = 0 if and only if x = 0′,
2. ‖x+ x′‖ ≤ ‖x‖+ ‖x′‖ for each x ∈ X and x′ ∈ X ,
3. ‖αx‖ = |α|‖x‖ for all α ∈ F and x ∈ X .
Deﬁnition A.16.2. The p-norm of a tensor x ∈ Fm is given by
‖x‖p : =
(
n1∑
i1=1
n2∑
i2=1
· · ·
nm∑
im=1
|xi1,i2,...,im |p
)1/p
, {p ∈ R : p ≥ 1} (A.16)
=
(∑n1n2···nm
i=1
|~xi|p
)1/p
.
In the limiting case of p→∞,
‖x‖∞ = max
i1,i2,...,im
|xi1,i2,...,im |
= max
1≤i≤n1n2···nm
|~xi| .
Note that any ﬁnite tensor can be collapsed into a vector, and this does not
change the measure of distance, e.g., let x ∈ Fn1×n2 and stack every element
of x into a vector ~x ∈ Fn1n2×1, then ‖x‖p = ‖~x‖p. Two of the most common
norms are the square Euclidean norm of vector x ∈ Rn which is given by
‖x‖22 =
n∑
i=1
x2i (A.17)
= xᵀx, (A.18)
and the square Frobenius norm of a matrix x ∈ Rn1×n2 , which is given by
‖x‖22 =
n1∑
i1=1
n2∑
i2=1
x2i1,i2 (A.19)
= tr (xxᵀ) (A.20)
= ~xᵀ~x. (A.21)
Deﬁnition A.16.3. The Frobenius inner product of x′ ∈ Rn′×m and x ∈ Rn×m
is deﬁned as
〈x′, x〉 = tr(x′xᵀ). (A.22)
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If x ∈ Cn, the square Euclidean norm is
‖x‖22 =
n∑
i=1
xcixi
=
n∑
i=1
re2(xi) +
n∑
i=1
im2(xi)
= xcᵀx
= tr(xxcᵀ).
If x ∈ Cn1×n2 , the square Frobenius norm is
‖x‖22 =
n1∑
i1=1
n2∑
i2=1
xci1,i2xi1,i2
= tr(xxcᵀ)
= ~xcᵀ~x.
Example A.16.1. If T ∈ Cn′×n and x ∈ Cn, then there are several ways to
compute the norm of x′ = Tx, e.g.,
‖Tx‖22 = (Tx)cᵀ(Tx)
= xcᵀT cᵀTx
= ~T cᵀ(I⊗ xc)(I⊗ xᵀ)~T
= ~T cᵀ(I⊗ xcxᵀ)~T
= (~T cᵀ ⊗ ~T ᵀ)vec(I⊗ xcxᵀ)
= tr(T cᵀTxxcᵀ)
= veccᵀ(T cᵀT )vec(xxcᵀ).
Deﬁnition A.16.4. The Lp(T )-norm of a scalar function f(t) : R→ F is
‖f‖Lp(T ) :=
(∫
T
|f(t)|pdt
)1/p
, (A.23)
where T is the interval of integration, e.g., T = {t ∈ R : t1 ≤ t ≤ t2}.
In the limiting case of p→∞,
‖f‖L∞(T ) = max
t∈T
|f(t)| .
Deﬁnition A.16.5. The Lp(X )-norm of a vector function f : X → Fm′ with
X ⊆ Rm is given by
‖f‖Lp(X ) :=
(∫
X
‖f(x)‖pp dx
)1/p
. (A.24)
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Deﬁnition A.16.6. The L2(X ) outer product is deﬁned by
f ′  f :=
∫
X
f ′(x)f cᵀ(x)dx, (A.25)
where f ′ : X → C2, f : X → C2, and `2(f ′) = `2(f). If `1(f ′) 6= `1(f), then the
outer product will not be square.
Note (f ′  f)cᵀ = f  f ′.
Example A.16.2. If f ′ : X → Cn′ and f : X → Cn are vector functions over
X , then the resulting product is a matrix in Cn′×n given by
f ′  f =
∫
X

f ′1f
c
1 · · · f ′1f cn
...
. . .
...
f ′n′f
c
1 · · · f ′n′f cn
 dx.
The addition properties of the outer product are given by
(f ′1 + f
′
2) (f1 + f2) = f ′1  f1 + f ′1  f2 + f ′2  f1 + f ′2  f2.
The product of two outer products is
(f ′1  f ′2) (f1  f2) = f ′1  (f1  f2)cᵀf ′2 = (f ′1  f ′2)f1  f2.
For constant {α, α′} ∈ {C,C}, and {T, T ′} ∈ {Cm′×n′ ,Cm×n}, multiplication
gives
(α′T ′f ′(x) αTf(x)) = α′αcT ′(f ′  f)T cᵀ.
Deﬁnition A.16.7. The L2(X ) inner product of a function f(x) : X → Cn×m
and a function f ′(x) : X → Cn′×m is given by
〈f ′, f〉 := tr (f ′  f) . (A.26)
Deﬁnition A.16.8. The L2(X )-norm of a function f(x) : X → C2 is given by
‖f‖2L2(X ) = 〈f, f〉
= tr (f  f) (A.27)
=
∫
X
tr (f(x)f cᵀ(x)) dx.
If f is a vector function f(x) : X → C1 then
‖f‖2L2(X ) =
∫
X
f cᵀ(x)f(x)dx.
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A.17 Diagonal Matrices
Deﬁnition A.17.1. The diagonal function,
diag ( · ) : Fn1×n1 × Fn2×n2 × · · · × Fnm×nm → F(n1+n2+···+nm)×(n1+n2+···+nm),
takes a list of square matrices, and outputs a single block diagonal matrix.
If passed a vector, the vector is converted to a list of scalars.
Example A.17.1. If a matrix has a diagonal of scalar elements, then the in-
verse diagonal function gives these elements in vector form, e.g.,
invdiag

 λ1 0 00 λ2 0
0 0 λ3

 =
 λ1λ2
λ3
 .
A.18 Determinants
Deﬁnition A.18.1. A collection of vectors T•,i ∈ Fn is linearly independent,
if for a collection of scalars αi ∈ F the only way to have
∑n
i=1 T•,iαi = 0
n is to
have αi = 0 ∀i. This can be written in matrix form as Tα = 0n if and only if
α = 0n.
 
𝑇•,1 
𝑇•,2 
𝑇•,3 
(a) det(T ) 6= 0
 
𝑇•,1 
𝑇•,2 
𝑇•,3 
(b) det(T ) = 0
 
𝑇•,1 
𝑇•,2 𝑇•,3 
(c) det(T ) = 0
Figure A.4: This ﬁgure depicts the determinant of T = (T•,1 T•,2 T•,3), where
T ∈ R3×3 has the columns T•,i ∈ R3.
Deﬁnition A.18.2. For a square matrix T , the determinant of T is computed
with det(T ) [106, p. 62]. This function gives the divisor computed with matrix
inversion (section A.25). Section A.26 shows a method of calculating determi-
nants using traces.
Result A.18.1. The determinant provides a measure of the volume the col-
umn (or row) vectors enclose in an n-dimensional space. If the determinant is
nonzero, it means the vectors are linearly independent, and if the determinant
is zero, it means one or more of the vectors are collinear (ﬁgures A.4aA.4c).
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For `1(A) = `2(A) = `1(A
′) = `2(A′) = n and α ∈ F, some useful properties are
 det(In) = 1,
 det(Aᵀ) = det(A),
 det(A−1) = 1/det(A),
 det(αA) = αn det(A),
 det(AA′) = det(A) det(A′),
 det(Am) = detm(A),
 det(A) =
∏n
i=1 λi, where λ = eig(A),
 ∂A det(A) = adj
ᵀ(A) [18, p. 139],
 det(A) = exp(tr(log(A))) [58, p. 115],
 det(diag({Ai}mi=1)) =
∏m
i=1 det(Ai),
 det
([
A1,1 A1,2
0n2×n1 A2,2
])
= det(A1,1) det(A2,2),
 det
(
sIn −
[
0n−1 In−1
−α0 −α1 · · · −αn−1
])
= sn +
∑n−1
i=0 αis
i.
A.19 Eigenvalues and Eigenvectors
 
 𝑥1 
𝑥2 
𝑇•,1 
1 
1 𝑇•,2 
(a) ‖x‖ = 1
 
𝑥2
′  
𝑥1
′  
𝜆1𝑇•,1 
𝜆2𝑇•,2 
(b) x′ = Ax
Figure A.5: This is an example of a two-dimensional eigenvalue decomposition
where x′ = Ax. Figure A.5a shows the eigenvectors and an input domain along
the unit circle. Selecting x from this unit circle and multiplying by A maps to
the ellipse in ﬁgure A.5b. The principle axes of the ellipse are aligned with the
eigenvectors and scaled by λ. Note that λ can be positive, negative, or complex.
In this ﬁgure {λ1 ∈ R : λ1 < −1} and {λ2 ∈ R : 0 < λ1 < +1}.
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The eigenvalue problem is to ﬁnd a collection of vectors T•,i ∈ Cn and scalars
λi ∈ C such that AT•,i = T•,iλi for a square matrix A ∈ Cn×n. This is depicted
in ﬁgures A.5aA.5b. The problem can be written in the matrix form AT = TΛ
where Λ is the diagonal matrix
Λ := diag(λ)
=

λ1 0 · · · 0
0 λ2 · · · 0
...
...
. . .
...
0 0 · · · λn
 .
The problem can be recast as
(λiIn −A)T•,i = 0. (A.28)
This has a nontrivial solution of ‖T•,i‖ > 0 when λiIn−A is not full rank. This
requires
det(sIn −A)s→λi = 0,
which produces an nth degree polynomial. Solving the roots gives λ = {λi}ni=1,
and once they have been found, the eigenvector T•,i can be solved from (A.28).
If the eigenvectors are unique, then T is invertible, and
A = TΛT−1 ⇒ T−1AT = Λ. (A.29)
Section A.23 shows how to construct an upper diagonal matrix when the eigen-
vectors are not unique.
Deﬁnition A.19.1. For A ∈ Cn×n, the eigenvalues are λ = {λi}ni=1 ∈ Cn with
Λ = diag(λ), and the eigenvectors are given by T = {T•,i}ni=1 ∈ Cn×n. Let
the eigenvalues and eigenvectors be sorted with re(λi) ≥ re(λi+1). Deﬁne the
eigenvector-eigenvalue function computes [107]
eig(A) = {T,Λ}. (A.30)
In some contexts, just the eigenvalues are needed with eig(A) = λ.
Deﬁnition A.19.2. The maximum and minimum real components of the eigen-
values are computed frequently. Therefore, it is convenient to deﬁne
λmax(A) : = max(re(eig(A))),
λmin(A) : = min(re(eig(A))).
In general, λmax(A) 6= max({|λi|}ni=1) and λmin(A) 6= min({|λi|}ni=1).
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Result A.19.1. If A ∈ Cn×n has linearly independent eigenvectors, any matrix
power of α ∈ C exists if |λi| > 0. Otherwise, general matrix powers are deﬁned
for {α ∈ C : re(α) ≥ 0}. A general matrix power can be computed with
Aα = TΛαT−1, λαi ∈ {|λi|re(α)|λi|im(α)jejα∠λie2jαpii
′}i′∈Z.
A.20 Fundamental Theorem of Algebra
Result A.20.1. For a scalar polynomial equation
f(s) = sn +
∑n−1
i=1
αis
i + α0, αi ∈ R, s ∈ C,
there are exactly n complex solutions to f(s) = 0, including multiplicity of
solution, and they can be factored as
f(s) =
∏n
i=1
(s− λi),
where λi ∈ C is the ith solution.
Proof. From [108], if |s| → 0, then f(0) = α0, and if |s| → ∞, then
f(s) ≈ sn
= |s|nejn∠s
= |s|n(cos(n∠s) + j sin(n∠s)),
which is a circle of inﬁnite radius wrapping n times around the origin. As |s|
shrinks in from inﬁnity to zero, f(s) shrinks in from a circle of inﬁnite radius
to the point α0 on the real line. By continuity, f(s) must pass through zero
at some point between these two extremes. The value of s for which this ﬁrst
occurs is λ1. Factoring out this zero, let f
′(s) be the remainder given by
f(s) = (s− λ1)
(
sn−1 +
∑n−2
i=1
α′is
i + α′0
)
=: (s− λ1) f ′(s).
Again, starting out at |s| → ∞ and shrinking in, the ﬁrst value of s for which
f ′(s) = 0 is given by λ2. If λ1 was complex, then λ2 = λc1. There may also be
repeat values. Factoring gives
f(s) = (s− λ1) (s− λ2)
(
sn−2 +
∑n−3
i=1
α′′i s
i + α′′0
)
=: (s− λ1) (s− λ2) f ′′(s).
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Continue this procedure until all n solutions are found,
|λ1| ≥ |λ2| ≥ · · · ≥ |λn|.
These steps are shown in ﬁgures A.6aA.6c. See [109, p. 166] for alternate proof.
 
im 𝑠  
re 𝑠  re 𝑓  
im 𝑓  
 
 𝑠 → ∞ 
 
 𝑓 → ∞ 
𝛼0 0 
(a) lim
|s|→∞
f(s)
 
𝛼0 
𝑓 0  
im 𝑠  
re 𝑠  re 𝑓  
im 𝑓  
0 0 
(b) lim
|s|→0
f(s)
 
im 𝑠  
re 𝑠  re 𝑓   𝛼0 
im 𝑓  
 
0 𝜆𝑖 
(c) lim
|s|→|λi|
f(s)
Figure A.6: As |s| shrinks from inﬁnity, f(s) shrinks continuously from a circle
of inﬁnite radius centered at the origin, shown in (a), to a point α0 on the real
number line, shown in (b). This can only happen if f(s) passes through zero,
shown in (c).
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A.21 Matrix Traces
Deﬁnition A.21.1. The trace of a matrix A ∈ Fn×n computes
tr(A) =
n∑
i=1
Ai,i. (A.31)
Some useful properties of trace are
 tr(A) = ~A ~ᵀI,
 tr(A+A′) = tr(A) + tr(A′),
 tr(Aᵀ) = tr(A),
 tr(AA′A′′) = tr(A′′AA′) = tr(A′A′′A),
 tr(AA′) = vecᵀ(A)vec(A′ᵀ) = vecᵀ(A′)vec(Aᵀ),
 tr(AᵀA) = tr(svᵀ(A)sv(A)) =
∑n
i=1 σ
2
i , where σi are the singular values,
 tr(A⊗A′) = tr(A)tr(A′),
 tr(TAT−1) = tr(AT−1T ) = tr(A),
 tr(Aα) = tr(Λα) =
∑n
i=1 λ
α
i , where λ = eig(A) and α ∈ F0,
 tr(A) = log(det(exp(A))).
Using these properties, the following matrix gradients can be found [18, p. 139]:
 ∂Atr(T ′AT ) = T ′ᵀT ᵀ,
 ∂Atr(T ′A−1T ) = −(A−1TT ′A−1)ᵀ,
 ∂Atr(ATAᵀ) = AT ᵀ +AT .
A.22 Matrix Exponents
The matrix exponent [110] of a square matrix A ∈ Rn×n scaled by α ∈ R can
be calculated with the inﬁnite series
exp(αA) :=
∞∑
i=0
αi
i!
Ai. (A.32)
Some useful properties of the matrix exponent are
 exp(0n×n) = In,
 expᵀ(αA) = exp(αAᵀ),
 exp−1(αA) = exp(−αA),
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 A exp(αA) = exp(αA)A,
 Dα exp(αA) = A exp(αA),
 exp((α+ α′)A) = exp(αA) exp(α′A),
 exp(αA+ α′A′) = exp(αA) exp(α′A′) if AA′ = A′A.
Result A.22.1. If A ∈ Cn×n has linearly independent eigenvectors, then
f(αA) =
∞∑
i=0
θiα
iAi
=
∞∑
i=0
θiα
i(TΛT−1)i
= T
( ∞∑
i=0
θiα
iΛi
)
T−1
= Tf(αΛ)T−1, (A.33)
where α ∈ F and {T,Λ} = eig(A).
Result A.22.2. The matrix exponent can be computed with
exp(αA) = exp(αTΛT−1)
= T exp(αΛ)T−1
= T diag({eαλi}ni=1)T−1 = T

eαλ1 · · · 0
...
. . .
...
0 · · · eαλn
T−1.
A.23 Jordan Normal Form
If there are repeat eigenvalues, the eigenvectors might not form a linear inde-
pendent set of vectors. If there are repeated eigenvectors, then T−1 will not
exist. Generalized eigenvectors can be found to complete the basis with chained
integration [35, p. 59]. Therefore, any matrix can be decomposed into
A = TJT−1
= T diag({Ji}n′i=1)T−1 = T

J1 · · · 0
...
. . .
...
0 · · · Jn′
T−1,
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where n′ ≤ n, and each Ji is an upper triangular Jordan block Ji ∈ Cmi×mi ,
Ji :=

λi 1 0 · · · 0 0
0 λi 1 · · · 0 0
0 0 λi · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · λi 1
0 0 0 · · · 0 λi

. (A.34)
Here mi is the multiplicity (number of time λi is repeated), with
∑n′
i′=1mi′ = n.
Deﬁnition A.23.1. For A ∈ Cn×n, let J = diag({Ji′}n′i′=1) with generalized
eigenvector matrix T , the Jordan function [111] computes
Jordan(A) = {T, J}. (A.35)
Result A.23.1. The determinant is equal to a product of the eigenvalues.
Proof. Any square matrix can be expressed in Jordan normal form with
det(A) = det(TJT−1)
= det(T )
∏n′
i=1
det(Ji)
1
det(T )
=
∏n′
i=1
miλi.
Result A.23.2. If any λi = 0, the corresponding Ji is nilpotent with J
mi
i = 0.
Result A.23.3. For any matrix A ∈ Cn×n, f(A) = Tf(J)T−1.
Example A.23.1. A general matrix exponent is computed with
TeαJT−1 = T diag({eαJi}n′i=1)T−1.
Example A.23.2. If A ∈ Cn×n, a power α ∈ N is computed with Aα = TJαT−1.
Result A.23.4. The matrix power of (A.34) is [18, p. 293]
Jαi =

λαi αλ
α−1
i
α!λα−2i
(α−2)!2! · · ·
α!λ
α−mi+1
i
(α−mi+1)!(mi−1)!
0 λαi αλ
α−1
i · · · α!λ
α−mi+2
i
(α−mi+2)!(mi−2)!
0 0 λαi · · · α!λ
α−mi+3
i
(α−mi+3)!(mi−3)!
...
...
...
. . .
...
0 0 0 · · · αλα−1i
0 0 0 · · · λαi

.
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Result A.23.5. The matrix exponent of (A.34) is [27, p. 58]
eαJi = eαλi

1 α α
2
2!
α3
3! · · · α
mi−1
(mi−1)!
0 1 α α
2
2! · · · α
mi−2
(mi−2)!
0 0 1 α · · · αmi−3(mi−3)!
...
...
...
. . .
. . .
...
0 0 0 0
... α
0 0 0 0 · · · 1

. (A.36)
The polynomial multipliers are the result of chained integration.
Result A.23.6. The Matrix Logarithm of (A.34) is
log(Ji) = log(λ)Imi −
∑∞
i′=1
(−1)i′
i′λi′
(Ji − λImi)i
′
.
A.24 Cayley-Hamilton Theorem
For A ∈ Cn×n, let αi ∈ C be the coeﬃcients of the characteristic equation
det(sIn −A) = sn +
∑n−1
i=1
αis
i + (−1)n det(A) (A.37)
=
∏n
i=1
(s− λi)
= 0, ∀s = λi, {i ∈ N : i ≤ n}.
Result A.24.1. Substituting s → A in (A.37), all matrix powers of order n
and higher can be written as a linear combination of Ai with {i ∈ N : i < n}.
Proof. This can be shown inductively from
An = −
∑n−1
i=1
αiA
i − (−1)n det(A)I.
With αn = 1 and α0 = (−1)n det(A), [18, p. 295] proves this with∑n
i=0
αiA
i =
∑n
i=0
αiTJ
iT−1
= T
(∑n
i=0
αiJ
i
)
T−1
= Tdiag
({∑n
i′=0
αi′J
i′
i
}n′
i=1
)
T−1
= Tdiag({0mi×mi}n′i=1)T−1︸ ︷︷ ︸
0n×n
.
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A.25 Matrix Inverses
A square matrix A ∈ Fn×n has the inverse matrix A−1 that satisﬁes
AA−1 = A−1A = In if det(A) 6= 0.
Deﬁnition A.25.1. The adjugate function is deﬁned as
adj(A) := det(A)A−1 if det(A) 6= 0.
Deﬁnition A.25.2. Matrices are orthonormal if U ∈ Rn×n and U−1 = Uᵀ,
where each column entry of U satisﬁes
Uᵀ•,iU•,i′ = 1(i = i
′).
Deﬁnition A.25.3. If U ∈ Cn×n and U−1 = U cᵀ, then the matrix is called
unitary [18, p. 131]. Unitary matrices have unit n-dimensional volume since
1 = det(I) = det(U cᵀU) = det(U cᵀ) det(U) = det2(U).
A.26 Leverrier Algorithm
Deﬁne
(sI−A)−1 =: 1
det(sIn −A)
[
T1s
n−1 + T2sn−2 + · · ·+ Tn−2s+ Tn
]
, (A.38)
where the characteristic coeﬃcients αi are deﬁned from
det(sIn −A) =:
n∑
i=0
αis
i
= sn + αn−1sn−1 + αn−2sn−2 + · · ·+ α1s+ α0. (A.39)
Beginning with T0 = 0
n×n and αn = 1, the characteristic coeﬃcients can be
computed recursively with {i ∈ N : i ≤ n} using
T1 := AT0 + αnI = I, αn−1 := −1
1
tr(AT1),
T2 := AT1 + αn−1I = A+ αn−1I, αn−2 := −1
2
tr(AT2),
T3 := AT2 + αn−2I = A2 + αn−1A+ αn−2I, αn−3 := −1
3
tr(AT3),
...
...
Ti+1:= ATi + αn−iI, αn−i := −1
i
tr(ATi).
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Result A.26.1. The algorithm terminates at {Tn, α0} with [35, p. 83]
det(A)= (−1)nα0
=

1
2 tr
2 (A)− 12 tr
(
A2
)
if n = 2
1
6 tr
3 (A)− 12 tr (A) tr
(
A2
)
+ 13 tr
(
A3
)
if n = 3
...
.
Result A.26.2. Substituting s→ 0 in (A.38)(A.39) gives
A−1= −Tn
α0
.
Result A.26.3. The adjugate function is then computed with
adj(A)= −(−1)nTn
=

tr(A)I2 −A if A ∈ F2×2
1
2
(
tr2(A)− tr(A2)) I3 − tr(A)A+A2 if A ∈ F3×3
...
,
where A−1 = adj(A)/det(A). This algorithm provides an expression for the
characteristics coeﬃcients, determinant and adjugate using matrix traces.
A.27 Block Matrix Inverse
Partition an invertable matrix A ∈ Fn×n into the blocks
A1,1 ∈ Fn1×n1 , A1,2 ∈ Fn1×n2 , A2,1 ∈ Fn2×n1 , A2,2 ∈ Fn2×n2 ,
where n1 + n2 = `1(A) = `2(A) and
A =
[
A1,1 A1,2
A2,1 A2,2
]
.
If A′ = A−1, then AA′ = A′A = I, and[
In1 0
n1×n2
0n2×n1 In2
]
=
[
A1,1 A1,2
A2,1 A2,2
][
A′1,1 A
′
1,2
A′2,1 A
′
2,2
]
=
[
A1,1A
′
1,1 +A1,2A
′
2,1 A1,1A
′
1,2 +A1,2A
′
2,2
A2,1A
′
1,1 +A2,2A
′
2,1 A2,1A
′
1,2 +A2,2A
′
2,2
]
.
Solving the oﬀ diagonal terms ﬁrst gives
A′1,2 = −A−11,1A1,2A′2,2,
A′2,1 = −A−12,2A2,1A′1,1.
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Solving the diagonals gives[
A1,1 A1,2
A2,1 A2,2
]−1
=
[
A′1,1 −A−11,1A1,2A′2,2
−A−12,2A2,1A′1,1 A′2,2
]
,
with the Schur complements [15, p. 673]
A′1,1=
(
A1,1 −A1,2A−12,2A2,1
)−1
,
A′2,2=
(
A2,2 −A2,1A−11,1A1,2
)−1
.
Returning to the diagonal terms, if A1,1 and A2,2 are invertible, then
In1 = A
′
1,1A1,1 +A
′
1,2A2,1
=
(
A1,1 −A1,2A−12,2A2,1
)−1
A1,1 −A−11,1A1,2
(
A2,2 −A2,1A−11,1A1,2
)−1
A2,1,
Result A.27.1. Combining the above results gives [18, p. 131]
(
A1,1 −A1,2A−12,2A2,1
)−1
= A−11,1 +A
−1
1,1A1,2
(
A2,2 −A2,1A−11,1A1,2
)−1
A2,1A
−1
1,1.
This is the Sherman-Woodbury-Morrison formula [15, p. 678]. Likewise,
(
A2,2 −A2,1A−11,1A1,2
)−1
= A−12,2 +A
−1
2,2A2,1
(
A1,1 −A1,2A−12,2A2,1
)−1
A1,2A
−1
2,2.
A.28 Block Determinant
Result A.28.1. Using the block matrix inverse and the property of square
determinants [112],
det
([
A1,1 A1,2
A2,1 A2,2
])
= det(A1,1) det(A2,2 −A2,1A−11,1A1,2) if ∃A−11,1.
Result A.28.2. If s /∈ eig(A1,1), then the characteristic equation can be factored
using
det(A− sIn) = det
([
A1,1 − sIn1 A1,2
A2,1 A2,2 − sIn2
])
= det(A1,1 − sIn1) det
(
A2,2 −A2,1 adj (A1,1 − sIn1)
det (A1,1 − sIn1)
A1,2 − sIn2
)
.
322
A.29 Transpose Symmetry
Deﬁnition A.29.1. The matrix A ∈ F2 is transpose symmetric if A = Aᵀ.
The matrix A ∈ F2 is conjugate transpose symmetric if A = Acᵀ.
Symmetry prevents Jordan blocks. Therefore, the eigenvectors are unique.
Let {T,Λ} = eig(A). The equation A = Aᵀ gives
TΛT−1 = T−ᵀΛT ᵀ.
Assuming T−1 = T cᵀ gives
TΛT cᵀ = (T cᵀ)ᵀΛT ᵀ
= (TΛT cᵀ)cᵀ if λ ∈ R1.
If A ∈ R2 with λ ∈ R1, then T ∈ R2 and T cᵀ = T ᵀ.
Result A.29.1. Transpose symmetry gives real eigenvalues with unique unitary
eigenvectors. Let {T,Λ} = eig(A), with A = TΛT−1.
 If A = Acᵀ ∈ C2, then λ ∈ R1 and T ∈ C2 with T−1 = T cᵀ.
 If A = Aᵀ ∈ R2, then λ ∈ R1 and T ∈ R2 with T−1 = T ᵀ.
Result A.29.2. If A = Aᵀ  0,
then λmin(A) = + σmin(A) and λmax(A) = + σmax(A).
Result A.29.3. If A = Aᵀ ≺ 0,
then λmin(A) = −σmax(A) and λmax(A) = − σmin(A).
A.30 Singular Value Decomposition
Given any matrix A ∈ Cn′×n, it always holds that tr(AcᵀA) ≥ 0, which means
that the eigenvalues of AcᵀA are real and non-negative. The eigenvalue problem
is to ﬁnd a collection of vectors U•,i ∈ Cn and scalars {λi ∈ R : λi ≥ 0} with
{i ∈ N : i ≤ n}, such that
AcᵀAU•,i = λiU•,i.
Solving for the nontrivial solutions of U•,i 6= 0n, the eigenvalues are given by
det (AcᵀA− λiIn) = 0.
The eigenvectors can then be found by solving the linear equations
(AcᵀA− λiIn)U•,i = 0n.
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Let
Λ : = diag({λi}ni=1)
=

λ1 0 · · · 0
0 λ2 · · · 0
...
...
. . .
...
0 0 · · · λn
 , λi ≥ λi+1,
be a diagonal matrix of the eigenvalues sorted from largest in the top left to
smallest in the bottom right. The eigenvectors are orthogonal. Stack the eigen-
vectors column-wise to match the ordering of the corresponding eigenvalues,
and normalize with
U√
U cᵀU
→ U.
Transpose symmetry, section A.29, gives a unitary matrix U ∈ Cn×n with
U cᵀU = UU cᵀ = In.
The eigenvalue problem can then be stated as the matrix product
AcᵀAU = UΛ,
which can be solved to get
AcᵀA = UΛU cᵀ.
The problem can again be formulated and solved for AAcᵀ, with the eigenvector
matrix U ′ ∈ Cn′×n′ and eigenvalue matrix Λ′ ∈ Rn′×n′ such that
AAcᵀU ′ = U ′Λ′,
where U ′ is unitary and Λ′ is a sorted diagonal just as before. The matrix Λ′
will have the same nonzero eigenvalues as Λ. Take the sorted eigenvalues from
either Λ or Λ′ and compute the singular values,
σi :=
√
λi, {i ∈ N, i ≤ min(n′, n)}.
Remember, these are not the eigenvalues of A, these are the eigenvalues of AcᵀA
and AAcᵀ. The matrix A can then be expressed as
A = U ′SU cᵀ, (A.40)
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with S ∈ Rn′×n given by the diagonal matrix
S =
[
diag
(
{σi}min(n
′,n)
i=1
)
0min(n
′,n)×n−min(n′,n)
0n
′−min(n′,n)×min(n′,n) 0n
′−min(n′,n)×n−min(n′,n)
]
, σi ≥ σi+1.
The singular values sorted from highest values to lowest value with
Λ = SᵀS,
Λ′ = SSᵀ.
Note that if n 6= n′, then S is not square. Also note (A.40) gives
AcᵀA = (U ′SU cᵀ)U ′SU cᵀ
= USᵀU ′cᵀU ′SU cᵀ
= USᵀSU cᵀ
= UΛU cᵀ,
and
AAcᵀ = U ′SU cᵀ (U ′SU cᵀ)cᵀ
= U ′SU cᵀUSᵀU ′cᵀ
= U ′SSᵀU ′cᵀ
= U ′Λ′U ′cᵀ.
Deﬁnition A.30.1. For A ∈ C2, the singular value decomposition computes
svd(A) = {U ′, S, U}, (A.41)
where A = U ′SU cᵀ can be computed from
eig(AcᵀA) = {U,Λ}, (A.42)
eig(AAcᵀ) = {U ′,Λ′}, (A.43)
with
Λ = SᵀS, (A.44)
Λ′ = SSᵀ. (A.45)
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If A ∈ Cn′×n, then
U ′ ∈ Cn′×n′ ⇒ U ′−1 = U ′cᵀ,
U ∈ Cn×n ⇒ U−1 = U cᵀ .
If A ∈ Rn′×n, then
U ′ ∈ Rn′×n′ ⇒ U ′−1 = U ′ᵀ,
U ∈ Rn×n ⇒ U−1 = Uᵀ .
For α ∈ {0, 1}, the eigenvalues of A ∈ Cn×n can be computed with
eig(A) = eig(SαU cᵀU ′S1−α)
= eig(SαU cᵀU ′S1−α).
Deﬁnition A.30.2. The orthonormal left space function computes
ls(A) := U ′. (A.46)
Deﬁnition A.30.3. The orthonormal right space function computes
rs(A) := U. (A.47)
Deﬁnition A.30.4. The singular value function computes
sv(A) := S. (A.48)
A.31 Rank, Range Space, and Null Space
Consider svd(A) with A ∈ Cn′×n giving
A = U ′SU cᵀ
=
[
U ′1 U
′
2
] [ S1,1 0r×(n−r)
0(n
′−r)×r 0(n
′−r)×(n−r)
][
U cᵀ1
U cᵀ2
]
= U ′1S1,1U
cᵀ
1 .
Deﬁnition A.31.1. The rank [87] gives the number of positive singular values
rank(A) := `2(U
′
1) = `1(S1,1) = `2(S1,1) = `2(U1) = r. (A.49)
The rank r is given by the number of singular values greater than zero. Let the
matrix S1,1 ∈ Rr×r be a square diagonal matrix of the ﬁrst r positive singular
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values such that there exists
S−11,1 = diag({σ−1i }ri=1)
=

σ−11 0 · · · 0
0 σ−1 · · · 0
...
...
. . .
...
0 0 · · · σ−1r
 .
Let the unitary columns corresponding to the ﬁrst r singular values be deﬁned
by U1 ∈ Cn×r and U ′1 ∈ Cn
′×r with
U1 = {U•,i}ri=1
=
[
U•,1 U•,2 · · · U•,r
]
,
U ′1 = {U ′•,i}ri=1
=
[
U ′•,1 U
′
•,2 · · · U ′•,r
]
.
The remaining unitary columns are U2 ∈ Cn×(n−r) and U ′2 ∈ Cn
′×(n′−r) with
U2 = {U•,i}ni=r+1
=
[
U•,r+1 U•,r+2 · · · U•,n
]
,
U ′2 = {U ′•,i}n
′
i=r+1
=
[
U ′•,r+1 U
′
•,r+2 · · · U ′•,n′
]
.
A unitary matrix satisﬁes
In = U
cᵀU = UU cᵀ,
which means
U cᵀU =
[
U cᵀ1
U cᵀ2
] [
U1 U2
]
=
[
U cᵀ1 U1 U
cᵀ
1 U2
U cᵀ2 U1 U
cᵀ
2 U2
]
=
[
Ir 0
r×(n−r)
0(n−r)×r In−r
]
,
UU cᵀ =
[
U1 U2
] [ U cᵀ1
U cᵀ2
]
= U1U
cᵀ
1 + U2U
cᵀ
2 .
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In their component form, these products are
U cᵀ1 U1 = Ir, (A.50)
U cᵀ2 U2 = In−r, (A.51)
U cᵀ1 U2 = 0
r×(n−r), (A.52)
U cᵀ2 U1 = 0
(n−r)×r, (A.53)
U1U
cᵀ
1 = In − U2U cᵀ2 . (A.54)
The same product relationships hold for U ′, replacing n with n′. If A is square,
eig(U cᵀAU) = eig
([
U cᵀ1
U cᵀ2
] [
U ′1 U
′
2
] [ S1,1 0r×(n−r)
0(n
′−r)×r 0(n
′−r)×(n−r)
])
= eig
([
U cᵀ1 U
′
1S1,1 0
r×(n−r)
U cᵀ2 U
′
1S1,1 0
(n−r)×(n−r)
])
= sort
([
eig(U cᵀ1 U
′
1S1,1)
0n−r
])
.
There are at least n−r zero eigenvalues. If there are more than n−r zero eigen-
values, they will be in Jordan blocks. Using the quantities {S1,1, U ′1, U ′2, U1, U2}
computed in this section, it is convenient to deﬁne the following functions:
Deﬁnition A.31.2. The positive singular value function computes
psv(A) := S1,1. (A.55)
Deﬁnition A.31.3. The orthonormal right range space function computes
rrs(A) := U1. (A.56)
Deﬁnition A.31.4. The orthonormal right null space function computes
rns(A) := U2. (A.57)
Deﬁnition A.31.5. The orthonormal left range space function computes
lrs(A) := U ′1. (A.58)
Deﬁnition A.31.6. The orthonormal left null space function computes
lns(A) := U ′2. (A.59)
Result A.31.1. The right range space of A is given by {rrs(A)θ : θ ∈ Fr}.
Result A.31.2. The right null space of A is given by {rns(A)θ : θ ∈ Fn−r}.
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Result A.31.3. Applying (A.50)(A.54) to (A.56)(A.55) gives
A =
[
lrs(A) lns(A)
] [ psv(A) 0r×(n−r)
0(n
′−r)×r 0(n
′−r)×(n−r)
][
rrscᵀ(A)
rnscᵀ(A)
]
= lrs(A)psv(A)rrscᵀ(A). (A.60)
Result A.31.4. The orthonormal functions satisfy the following:
rrs(A)cᵀrrs(A)= Ir, (A.61)
lrs(A)cᵀlrs(A)= Ir, (A.62)
rnscᵀ(A)rns(A)= In−r, (A.63)
lnscᵀ(A)lns(A)= In′−r, (A.64)
rrscᵀ(A)rns(A)= 0r×(n−r), (A.65)
lrscᵀ(A)lns(A)= 0r×(n
′−r), (A.66)
rnscᵀ(A)rrs(A)= 0(n−r)×r, (A.67)
lnscᵀ(A)lrs(A)= 0(n
′−r)×r, (A.68)
rns(A)rnscᵀ(A)= In − rrs(A)rrscᵀ(A), (A.69)
lns(A)lnscᵀ(A)= In′ − lrs(A)lrscᵀ(A). (A.70)
Example A.31.1. If x ∈ Cn, then lrs(x) = x/‖x‖, psv(x) = ‖x‖, rrs(x) = 1.
Example A.31.2. If x ∈ C, then lrs(x) = sign(x), psv(x) = |x|, rrs(x) = 1.
For A ∈ Cn×n, there are always n−r eigenvalues equal to zero. The eigenvalues
can be computed from the singular value functions using
eig(A) = sort
({
eig (rrscᵀ(A)lrs(A)psv(A)) , 0n−r
})
. (A.71)
Deﬁnition A.31.7. The sorted singular values of A are given by σ(A). The
ith value is given by σi(A). The maximum and minimum values are
σmax(A) : =
{
0 if rank(A) = 0
σ1 else
, (A.72)
σmin(A) : =
{
0 if rank(A) < min(`(A))
σr else
. (A.73)
Deﬁnition A.31.8. The matrix condition number [113] is computed with σ1/σr.
Deﬁnition A.31.9. The matrix singularity tolerances is computed with σr/σ1.
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The condition number describes how elliptic the inverse will be with
psv(A) = σ1diag
({
1, . . . ,
σr
σ1
})
⇒ psv−1(A) = 1
σ1
diag
({
1, . . . ,
σ1
σr
})
,
Result A.31.5. In some cases it is desirable to ﬁnd Aˆ that minimizes ‖Aˆ−A‖22
subject to the constraint rank(Aˆ) = r◦ where {r◦ ∈ N : r◦ < r}. The optimal
solution is
Aˆ(r◦) = lrs(A)
[
diag({σi}r◦i=1) 0r
◦×(r−r◦)
0(r−r
◦)×r◦ 0(r−r
◦)×(r−r◦)
]
rrscᵀ(A).
Alternatively, specify a singularity tolerances of {◦ ∈ R : 0 < ◦ < 1}.
Then, maximize r◦ subject to the constraint
σr◦
σ1
> ◦. (A.74)
MATLAB
[left,values,right]=svd(A);
r=rank(values);
psv=values(1:r,1:r);
rrs=right(:,1:r);
rns=right(:,r+1:end);
lrs=left(:,1:r);
lns=left(:,r+1:end);
pim=rrs*psv^-1*lrs';
A.32 Factoring Range Space and Null Space
Result A.32.1. A vector or matrix can be expressed in terms of the left and
right orthonormal range matrices and orthonormal null matrices of another ma-
trix using lrs( · ), lns( · ), rrs( · ), and rns( · ).
Example A.32.1. Consider A ∈ C2 and x ∈ C1 with `(x) = `1(A). Let
x′1 := lrs
ᵀ(A)x and x′2 := lns
ᵀ(A)x so that
x =
[
lrs(A) lns(A)
] [ lrscᵀ(A)
lnscᵀ(A)
]
x
=: lrs(A)x′1 + lns(A)x
′
2.
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Example A.32.2. Consider A ∈ C2 and x ∈ C2 with `(x) = `(A). Then,
x =
[
lrs(A) lns(A)
] [ lrscᵀ(A)
lnscᵀ(A)
]
︸ ︷︷ ︸
I
x
[
rrs(A) rns(A)
] [ rnscᵀ(A)
rrscᵀ(A)
]
︸ ︷︷ ︸
I
=:
[
lrs(A) lns(A)
] [ x′1,1 x′1,2
x′2,1 x
′
2,2
][
rnscᵀ(A)
rrscᵀ(A)
]
.
A.33 Generalized Matrix Inverse
It is possible to invert wide or tall matrices. It is even possible to invert matrices
with rank lower than the matrix dimensions (provided the output of the matrix
product is in the range space of the matrix). Consider the product x′ = Ax with
A ∈ Cn′×n. The output x′ and input x can either be vectors or matrices with
`2(x) = `2(x
′). The matrix [ lrs(A) lns(A) ]cᵀ is unitary. Left multiplying x′
by this matrix gives [
lrscᵀ(A)
lnscᵀ(A)
]
x′ =
[
lrscᵀ(A)x′
lnscᵀ(A)x′
]
,
and left multiplying Ax gives
[
lrscᵀ(A)
lnscᵀ(A)
]
Ax =
[
lrscᵀ(A)
lnscᵀ(A)
]
lrs(A)psv(A)rrscᵀ(A)x
=
[
lrscᵀ(A)lrs(A)psv(A)rrscᵀ(A)x
lnscᵀ(A)lrs(A)psv(A)rrscᵀ(A)x
]
=
[
psv(A)rrscᵀ(A)x
0
]
. (A.75)
Result A.33.1. The solution to x′ = Ax is
x= rrs(A)psv−1(A)lrscᵀ(A)x′ + rns(A)α if lnscᵀ(A)x′ = 0, (A.76)
where α is a matrix of free parameters.
Setting α to zero gives a minimum ‖x‖ solution.
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Singular value decomposition is computationally expensive. If lns(A) = ∅,
then lrscᵀ(A) = lrs−1(A), and the right inverse of A is given by
Acᵀ(AAcᵀ)−1 = Acᵀ (lrs(A)psv(A)rrscᵀ(A)rrs(A)psv(A)lrscᵀ(A))−1
= Acᵀ
(
lrs(A)psv2(A)lrscᵀ(A)
)−1
= Acᵀlrs−cᵀ(A)psv−2(A)lrs−1(A)
= Acᵀlrs(A)psv−2(A)lrscᵀ(A)
= rrs(A)psv(A)lrscᵀ(A)lrs(A)psv−2(A)lrscᵀ(A)
= rrs(A)psv−1(A)lrscᵀ(A).
Right multiplying this by A gives
Acᵀ(AAcᵀ)−1A = rrs(A)psv−1(A)lrscᵀ(A)lrs(A)psv(A)rrscᵀ(A)
= rrs(A)rrscᵀ(A),
and since rrs(A)rrscᵀ(A) + rns(A)rnscᵀ(A) = I,
I−Acᵀ(AAcᵀ)−1A = rns(A)rnscᵀ(A).
Result A.33.2. The solution to x′ = Ax is
x= Acᵀ(AAcᵀ)−1x′ + (I−Acᵀ(AAcᵀ)−1A)α if det(AAcᵀ) > 0, (A.77)
where α is a matrix of free parameters.
To solve the equation x′ = xA, transpose the equation to get x′cᵀ = Acᵀxcᵀ.
Solve this with the methods described above, and then transpose the solution.
Deﬁnition A.33.1. The Moore-Penrose pseudoinverse matrix [114, p. 414] is
computed with
A+:=

A−1 if det2(A) > 0
(AcᵀA)−1Acᵀ if det(AcᵀA) > 0
Acᵀ(AAcᵀ)−1 if det(AAcᵀ) > 0
rrs(A)psv−1(A)lrscᵀ(A) else
. (A.78)
Deﬁne the function pim(A) := A+.
Result A.33.3. If A ∈ Cn′×n, then
A+A =
{
rrs(A)rrscᵀ(A) if det(AcᵀA) = 0
In else
, (A.79)
In −A+A =
{
rns(A)rnscᵀ(A) if det(AcᵀA) = 0
0n×n else
, (A.80)
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and
AA+ =
{
lrs(A)lrscᵀ(A) if det(AAcᵀ) = 0
In′ else
, (A.81)
In′ −AA+ =
{
lns(A)lnscᵀ(A) if det(AAcᵀ) = 0
0n
′×n′ else
, (A.82)
with
`(rns(A)) = {n , 0} if det(AcᵀA) > 0,
`(lns(A)) = {n′, 0} if det(AAcᵀ) > 0.
For any T ∈ F2, if `(T ) = {m, 0}, then T is an empty vector denoted T = ∅m.
With `(TT ᵀ) = {m,m} and `(T ᵀT ) = 0, empty vector products are deﬁned as
TT ᵀ := 0m×m,
T ᵀT := ∅.
Example A.33.1. If x ∈ C1, then x+ = xcᵀ/xcᵀx and
xx+ =
xxcᵀ
xcᵀx
= lrs(x)lrscᵀ(x).
Deﬁnition A.33.2. A matrix is idempotent if Tα = T . If T is not full rank,
{α ∈ C : re(α) ≥ 0}.
The following idempotent relationships hold:
 (A+A)α = A+A,
 (AA+)α = AA+,
 (I−A+A)α = I−A+A,
 (I−AA+)α = I−AA+.
Example A.33.2. If A ∈ C2, then (A+A)2 = rrs(A) rrsᵀ(A)rrs(A)︸ ︷︷ ︸
Ir
rrsᵀ(A).
Example A.33.3. If A ∈ C2 and rank(A+A) < min(`(A)), then
(A+A)α =
[
rrs(A) rns(A)
] [ Iαr 0
0 0α
][
rrscᵀ(A)
rnscᵀ(A)
]
= rrs(A)Iαr rrs
ᵀ(A) if re(α) ≥ 0
= rrs(A)rrsᵀ(A).
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A method for computing rank-1 updates of pim is outlined in [103, p. 19]. For
any A ∈ C2 and {α ∈ C : re(α) ≥ 0 if rank(A) < min(`(A))}, [103, p. 22] has
many useful properties:
 (Aᵀ)+ = (A+)ᵀ = A+ᵀ,
 (Acᵀ)+ = (A+)cᵀ = A+cᵀ,
 (Ac)+ = (A+)c = A+c,
 A = (A+)+ if rank(A) = min(`(A)),
 A = A(A+A)α,
 A = (A+A)αA,
 (A+A)αAcᵀ = Acᵀ,
 (A+A)αAᵀ = Aᵀ if A ∈ R2,
 A+ = (AᵀA)+Aᵀ,
 A+ = Aᵀ(AAᵀ)+,
 A+ = (AcᵀA)+Acᵀ,
 A+ = Acᵀ(AAcᵀ)+,
 (AᵀA)+ = A+A+ᵀ,
 (AAᵀ)+ = A+ᵀA+,
 (AcᵀA)+ = A+A+cᵀ,
 (AAcᵀ)+ = A+cᵀA+,
 rank(A) = tr(AA+),
 If {α ∈ C : re(α) 6= 0}, then (αA)+ = α−1A+,
 If A′ ∈ C2 with `1(A′) = `2(A), then
(AA′)+ = (A+AA′)+(AA′A′+)+ (A.83)
= (rrs(A)rrscᵀ(A)A′)+(A lrs(A′)lrscᵀ(A′))+.
Result A.33.4. rank(A) = tr(A+A).
Proof.
tr(A+A) = tr(rrs(A)rrs(A)ᵀ) = tr(rrs(A)ᵀrrs(A)︸ ︷︷ ︸
Ir
) = r.
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A.33.1 Generalized Triad Inverse
Given A′ ∈ Cn1×n2 and T ′ ∈ Cn1×n2×n3 , the triad product,
A′ = T ′ ·A, (A.84)
can be solved for A ∈ Cn3 as follows. Express the triad product as the sum
A′ =
n3∑
i3=1
T ′•,•,i3Ai3 .
Then, vectorize to get
vec(A′) = vec
(
n3∑
i3=1
T ′•,•,i3Ai3
)
=
n3∑
i3=1
vec
(
T ′•,•,i3
)
Ai3
=
[
vec(T ′•,•,1) vec(T
′
•,•,2) · · · vec(T ′•,•,n3)
]
︸ ︷︷ ︸
T

A1
A2
...
An3
 .
Result A.33.5. This is easily solved with a pseudoinverse matrix,
A = T+ ~A′ if lnscᵀ(T ) ~A′ = 0. (A.85)
A.33.2 Generalized Quadrad Inverse
Given A′ ∈ Cn1×n2 and T ′ ∈ Cn1×n2×n4×n3 , the quadrad double product,
A′ = T ′ · · A,
can be solved for A ∈ Cn3×n4 by expressing the sum as
A′ =
n3∑
i3=1
n4∑
i4=1
T ′•,•,i4,i3Ai3,i4 =
n′∑
i′=1
T ′•,•,i4(i′),i3(i′)
~Ai′ ,
where i′ → {i3, i4} and n′ = n3n4.
Result A.33.6. Solve the triad inverse and then convert to a matrix to get
A = mat
(
T+ ~A′, {n3, n4}
)
if lnscᵀ(T ) ~A′ = 0. (A.86)
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A.34 Block Pseudoinverse Matrix
Consider the matrices A1 ∈ Cn′×n1 and A2 ∈ Cn′×n2 augmented into the matrix
A =
[
A1 A2
]
with A ∈ Cn′×n where n = n1 + n2. If rank(A) = n, then
[
A1 A2
]+ [
A1 A2
]
= In.
The pseudoinverse matrix is given by
[
A1 A2
]+
=
([
Acᵀ1
Acᵀ2
] [
A1 A2
])−1 [ Acᵀ1
Acᵀ2
]
=
[
Acᵀ1 A1 A
cᵀ
1 A2
Acᵀ2 A1 A
cᵀ
2 A2
]−1 [
Acᵀ1
Acᵀ2
]
=
[
A′1,1A
cᵀ
1 +A
′
1,2A
cᵀ
2
A′2,1A
cᵀ
1 +A
′
2,2A
cᵀ
2
]
,
where A′ is given by the block matrix inverse in section A.27 with
A′1,1 =
(
Acᵀ1 A1 −Acᵀ1 A2(Acᵀ2 A2)−1Acᵀ2 A1
)−1
=
(
Acᵀ1
(
I−A2(Acᵀ2 A2)−1Acᵀ2
)
A1
)−1
,
A′1,2 = −(Acᵀ1 A1)−1Acᵀ1 A2
(
Acᵀ2 A2 −Acᵀ2 A1(Acᵀ1 A1)−1Acᵀ1 A2
)−1
,
A′2,1 = −(Acᵀ2 A2)−1Acᵀ2 A1
(
Acᵀ1 A1 −Acᵀ1 A2(Acᵀ2 A2)−1Acᵀ2 A1
)−1
A′2,2 =
(
Acᵀ2 A2 −Acᵀ2 A1(Acᵀ1 A1)−1Acᵀ1 A2
)−1
=
(
Acᵀ2
(
I−A1(Acᵀ1 A1)−1Acᵀ1
)
A2
)−1
,
with idempotent projection matrices
I−A1(Acᵀ1 A1)−1Acᵀ1 = I−A1A+1 (A.87)
= lns(A1)lns
cᵀ(A1),
and
I−A2(Acᵀ2 A2)−1Acᵀ2 = I−A2A+2 (A.88)
= lns(A2)lns
cᵀ(A2).
Result A.34.1. Making these substitutions and simplifying gives [115]
[
A1 A2
]+
=
[
((I−A2A+2 )A1)+
((I−A1A+1 )A2)+
]
if rank (A) = n. (A.89)
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A.35 Inverse Matrix Derivatives
Consider f(t) ∈ Rn×n with rank(f) = n. Calculating Dt(f−1f) gives
Dt(f
−1) =
(
Dt(In)− f−1f˙
)
f−1
= −f−1f˙f−1. (A.90)
Calculating Dt(f
−2f) gives
Dt(f
−2) =
(
Dt(f
−1)− f−2f˙
)
f−1
= −f−1f˙f−2 − f−2f˙f−1. (A.91)
Calculating Dt(f
−3f) gives
Dt(f
−3) =
(
Dt(f
−2)− f−3f˙
)
f−1
= −f−1f˙f−3 − f−2f˙f−2 − f−3f˙f−1. (A.92)
Result A.35.1. Continuing inductively, Dt(f
−mf) gives
Dt(f
−m) = −
m∑
i=1
f−if˙f−(m+1−i), m ∈ N. (A.93)
Result A.35.2. If f ∈ Rn1×n2 with n1 > n2 and rank(f) = n2, then [116]
Dtf
+ = Dt((f
cᵀf)−1f cᵀ)
= (f cᵀf)−1f˙ cᵀ − (f cᵀf)−1(f˙ cᵀf + f cᵀf˙)(f cᵀf)−1f cᵀ. (A.94)
If n2 > n1 and rank(f) = n1, then (A.94) will be transposed.
A.36 Inverse Matrices with Small Perturbations
Equation (A.93) can be approximated over sampled time with
(fi + ∆fi)
−m − f−mi
∆ti
≈ −
∑m
i′=1
f−i
′∆fi
∆ti
f−(m+1−i
′),
which gives
(fi + ∆(fi))
−m ≈ f−mi −
∑m
i′=1
f−i
′
∆(fi)f
−(m+1−i′).
Result A.36.1. For m ∈ N and small enough { ∈ R :  > 0},
(A+ A′)−m ≈ A−m − 
∑m
i=1
A−iA′A−(m+1−i). (A.95)
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A.37 Positive and Semi-Positive Deﬁnite Matrices
Deﬁnition A.37.1. Transpose symmetric matrices satisfy A = Aᵀ with real
eigenvalues. Conjugate transpose symmetric matrices satisfy A = Acᵀ with real
eigenvalues. There are several common classiﬁcations based on the eigenvalues
[114, p. 377].
 A is positive deﬁnite if λi > 0, denoted A  0.
For A ∈ R2 and x ∈ R1. If A  0, then xᵀAx > 0 for all x 6= 0.
For A ∈ C2 and x ∈ C1. If A  0, then xcᵀAx > 0 for all x 6= 0.
 A is semi-positive (non-negative) deﬁnite if λi ≥ 0, denoted A  0.
For A ∈ R2 and x ∈ R1. If A  0, then xᵀAx ≥ 0 for all x 6= 0.
For A ∈ C2 and x ∈ C1. If A  0, then xcᵀAx ≥ 0 for all x 6= 0.
 A is negative deﬁnite if −A  0, denoted A ≺ 0.
For A ∈ R2 and x ∈ R1. If A ≺ 0, then xᵀAx < 0 for all x 6= 0.
For A ∈ C2 and x ∈ C1. If A ≺ 0, then xcᵀAx < 0 for all x 6= 0.
 A is semi-negative (non-positive) deﬁnite if −A  0, denoted A  0.
For A ∈ R2 and x ∈ R1. If A  0, then xᵀAx ≤ 0 for all x 6= 0.
For A ∈ C2 and x ∈ C1. If A  0, then xcᵀAx ≤ 0 for all x 6= 0.
Result A.37.1. If A  0, then
0 < λmin(A)︸ ︷︷ ︸
+σmin(A)
‖x‖22 ≤ xᵀAx ≤ λmax(A)︸ ︷︷ ︸
+σmax(A)
‖x‖22. (A.96)
Result A.37.2. If A ≺ 0, then
λmin(A)︸ ︷︷ ︸
−σmax(A)
‖x‖22 ≤ xᵀAx ≤ λmax(A)︸ ︷︷ ︸
−σmin(A)
‖x‖22 < 0. (A.97)
Result A.37.3. Consider the matrix A ∈ Rn×n with A  0, which implies
lrs(A) = rrs(A). Decomposition gives A = lrs(A)psv(A)lrsᵀ(A) with eigenvalues
psv(A) = diag({λi}ni=1). If A  0, then there is a sign multiplier of −1 = ejpi.
The principle root is
α
√
A :=
{
lrs(A)psv1/α(A)lrscᵀ(A) if A  0
ejpi/αlrs(A)psv1/α(A)lrscᵀ(A) if A  0 . (A.98)
Additional solutions can be found by multiplying α
√
1 ∈ {e2jpim/α : m ∈ Z}.
When solving A = T ᵀT for A  0, inﬁnitely many solutions can be found with
T = U ′psv1/2(A)lrsᵀ(A), where U ′ is an arbitrary unitary matrix that can be
square or wide. If U ′ is wide, then additional zeros must be added to the singular
values to match dimension. Choosing T = T ᵀ gives U ′ = lrs(A) and A = T 2
with the principle solution T =
√
A = lrs(A)psv1/2(A)lrscᵀ(A).
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A.38 Induced Norm Inequalities
Consider the linear mapping
x′ = Tx, x ∈ Cn, T ∈ Cn′×n, x′ ∈ Cn′ .
Applying singular value decomposition to T gives the product
T cᵀT = (ls(T )sv(T )rscᵀ(T ))cᵀ(ls(T )sv(T )rscᵀ(T ))
= rs(T )sv2(T )rscᵀ(T )
= (T cᵀT )cᵀ,
which is conjugate transpose symmetric. Let {σ2i }ni=1 = eig(T cᵀT ). Then,
‖x′‖22 = ‖Tx‖22
= (Tx)cᵀ(Tx)
= (rscᵀ(T )x)cᵀ sv2(T ) (rscᵀ(T )x)
=
n∑
i=1
σ2i |[rscᵀ(T )x]i|2.
The matrix rs(T ) is unitary. Therefore, rscᵀ(T ) is length preserving with
n∑
i=1
|[rscᵀ(T )x]i|2 = xcᵀ rs(T )rscᵀ(T )︸ ︷︷ ︸
I
x = ‖x‖22.
Result A.38.1. If σi > 0 for all {i ∈ N : i ≤ n}, then T is full rank with
rank(T ) = `2(T ). This means
‖Tx‖22 > 0 ∀x 6= 0 if rank(T ) = `(x). (A.99)
Result A.38.2. Upper bounds on this norm are given by
‖Tx‖22 =
n∑
i=1
σ2i |[rscᵀ(T )x]i|2
≤ max({σ2i }ni=1)
n∑
i=1
|[rs(T )cᵀ(T )x]i|2
= σmax2(T )‖x‖22 (A.100)
≤
(
n∑
i=1
σ2i
)
|[rscᵀ(T )x]i|2
= ‖T‖22‖x‖22, (A.101)
where ‖T‖22 ≥ σmax2(T ) is a conservative upper bound.
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A.39 Regularized Least Mean Square
Consider the problem of solving x′ = Tx where x′ ∈ Rn′ is a vector of mea-
surements and T ∈ Rn′×n is a known matrix. Multiplying by the pseudoinverse
matrix gives x = T+x′ from deﬁnition A.33.1. If det(T ᵀT ) 6= 0, rank(T ) = n,
and the inverse can be calculated with
x = (T ᵀT )−1T ᵀx′.
This can also be thought of as the solution to the least mean square problem,
x∗ = argmin
x∈Rn
(
1
2
‖x′ − Tx‖22
)
,
which can be solved by taking the gradient and setting it equal to zero
∂ᵀx
1
2
‖x′ − Tx‖22 = T ᵀx′ − T ᵀTx = 0.
A penalty can be added to large x with ‖x‖22 scaled by {σ ∈ R : σ > 0}.
Computing the least mean square solution with this additional factor gives the
regularized [59, p. 10] ﬁt
x∗ = argmin
x∈Rn
(
1
2
‖x′ − Tx‖22 +
1
2
‖x/σ‖22
)
,
which can be computed with
1
2
∂ᵀx
(
‖x′ − Tx‖22 + σ−2 ‖x‖22
)
= −T ᵀx′ + T ᵀTx+ σ−2Ix = 0.
Result A.39.1. Solving for x = x∗ gives
x∗ = (T ᵀT + σ−2I)−1T ᵀx, {σ ∈ R : σ > 0}. (A.102)
This is no longer an exact inverse. It is a compromise between the goal of
ﬁtting the linear equation and the goal of keeping ‖x‖ small with σ adjusting
the importance of one goal over the other.
Regularization can be fully generalized with
x∗ = argmin
x
(
1
2
‖Σ−11 (T1x− x′1)‖22 +
1
2
‖Σ−12 (T2x− x′2)‖22
)
. (A.103)
Here Σ−11  0 weights the distance of x′1 to T1x, and Σ−12  0 weights the
distance of T2x to x
′
2. This can be thought of as {Σ1, T1, x′1} regularizing the
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ﬁt to {Σ2, T2, x′2}. Computing the gradient at zero,
0 = ∂ᵀx
(
1
2
(T1x− x′1)ᵀΣ−21 (T1x− x′1) +
1
2
(T2x− x′2)ᵀΣ−22 (T2x− x′2)
)
= T ᵀ1 Σ
−2
1 (T1x− x′1) + T ᵀ2 Σ−22 (T2x− x′2)
=
(
T ᵀ1 Σ
−2
1 T1 + T
ᵀ
2 Σ
−2
2 T2
)
x− T ᵀ1 Σ−21 x′1 − T ᵀ2 Σ−22 x′2.
Result A.39.2. Solving for x = x∗gives
x∗ =
(
T ᵀ1 Σ
−2
1 T1 + T
ᵀ
2 Σ
−2
2 T2
)−1 (
T ᵀ1 Σ
−2
1 x
′
1 + T
ᵀ
2 Σ
−2
2 x
′
2
)
. (A.104)
A.40 Pseudoinverse Matrix from Regularization
Result A.40.1. The pseudoinverse of T ∈ C2 can be computed with
T+ = lim
σ→∞(T
cᵀT + σ−2I)−1T cᵀ (A.105)
= lim
σ→∞T
cᵀ(TT cᵀ + σ−2I)−1 (A.106)
= rrs(T )psv−1(T )lrscᵀ(T ). (A.107)
This calculation can be made when det(T cᵀT ) = det(TT cᵀ) = 0 [117, p. 263].
Proof. This result becomes clear after expanding,
(T cᵀT + σ−2I)−1T cᵀ = (rrs(T )psv2(T )rrscᵀ(T ) + σ−2I)−1rrs(T )psv(T )lrscᵀ(T )
=
(
rs(T )
[
psv2(T ) + σ−2Ir 0
0 σ−2I
]
rscᵀ(T )
)−1
T cᵀ
= rs(T )
[ (
psv2(T ) + σ−2Ir
)−1
0
0 σ2I
]
rscᵀ(T )T cᵀ
= rs(T )
(
psv2(T ) + σ−2Ir
)−1
psv(T )lrscᵀ(T ),
and
T cᵀ(TT cᵀ + σ−2I)−1 = rrs(T )psv(T )lrscᵀ(T )(lrs(T )psv2(T )rrscᵀ(T ) + σ−2I)−1
= T cᵀ
(
ls(T )
[
psv2(T ) + σ−2Ir 0
0 σ−2I
]
lscᵀ(T )
)−1
= T cᵀls(T )
[ (
psv2(T ) + σ−2Ir
)−1
0
0 σ2I
]
lscᵀ(T )
= rrscᵀ(T )psv(T )
(
psv2(T ) + σ−2Ir
)−1
lscᵀ(T ).
In both cases, computing the limit of σ →∞ gives the desired result.
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A.41 Regularization from Bayes' Theorem
Consider x and x′ as random variables with x˜ ∼ ρ(x) and x˜′ ∼ ρ(x′). The
probability density for x˜ given independent x˜′ is often not directly known, but
using Bayes' theorem [118, p. 156], it can be restated with known probabilities
prb(x|x′) = prb(x
′|x)
prb(x′)
prb(x)
=
prb(x′1, x
′
2|x)
prb(x′1, x
′
2)
prb(x)
=
prb(x′2|x)
prb(x′2)
prb(x′1|x)prb(x)
prb(x′1)
=
prb(x′2|x)
prb(x′2)
prb(x|x′1),
where prb(x′2) does not depend on x˜ and therefore, does not aﬀect argmax.
The maximum log likelihood then gives the optimal choice for x with
x∗ = argmax
x
(+ log (ρ(x|x′)))
= argmin
x
(− log (ρ(x′2|x)ρ(x|x′1))) . (A.108)
Result A.41.1. If the conditional densities are Gaussian with
ρ(x′2|x) ∝ exp
(
−1
2
(T2x− x′2)ᵀΣ−22 (T2x− x′2)
)
, (A.109)
and
ρ(x|x′1) ∝ exp
(
−1
2
(T1x− x′1)ᵀΣ−21 (T1x− x′1)
)
, (A.110)
then (A.108) becomes (A.103).
That is, the maximum log likelihood with apriori distribution gives the same
solution as as regularized least mean square when the distributions are Gaussian
and the regularization terms match the distribution parameters [59, p. 140], [119,
p. 74]. These regularization result are generalized with the recursive least mean
square calculations in section A.42.
A.42 Recursive Least Mean Square
Given a vector of measurements x′ ∈ Rn′ and a known matrix T ∈ Rn′×n,
determine x ∈ Rn that minimizes 12 (x′ − Tx)ᵀΣ−1(x′ − Tx) with Σ  0. The
solutions can be found by taking the gradient with respect to x,
∂ᵀx
1
2
(x′ − Tx)ᵀΣ−1(x′ − Tx) = T ᵀΣ−1(x′ − Tx) = 0,
342
and multiplying through by the pseudoinverse to get
x∗ = (T ᵀΣ−1T )−1T ᵀΣ−1x′.
Now, consider an incremental method of calculation where a new measurement
of x′ with a new weighting can be added recursively [18, p. 234] to the previous
calculation without redoing the entire matrix inverse over all observations and
weights. Solving
∂ᵀx
1
2
[
x′1 − T1x1
x′2 − T2x2
]ᵀ [
Σ−11 0
0 Σ−12
][
x′1 − T1x1
x′2 − T2x2
]
= 0
gives the optimal solution
x∗ =
([
T1
T2
]ᵀ [
Σ−11 0
0 Σ−12
][
T1
T2
])−1 [
T1
T2
]ᵀ [
Σ−11 0
0 Σ−12
][
x′1
x′2
]
=
(
T ᵀ1 Σ
−1
1 T1 + T
ᵀ
2 Σ
−1
2 T2
)−1 (
T ᵀ1 Σ
−1
1 x
′
1 + T
ᵀ
2 Σ
−1
2 x
′
2
)
.
With the deﬁnitions
Σ′1 := (T
ᵀ
1 Σ1T1)
−1, Σ′2 := (T
ᵀ
1 Σ1T1 + T
ᵀ
2 Σ2T2)
−1,
and the block matrix inverse properties from section A.27, the term Σ′2 can be
written in terms of Σ′1 with
Σ′2 =
(
T ᵀ1 Σ
−1
1 T1 + T
ᵀ
2 Σ
−1
2 T2
)−1
=
(
Σ′1
−1 − T ᵀ2 (−Σ−12 )T2
)−1
= Σ′1 − Σ′1T ᵀ2 (Σ2 + T2Σ′1T ᵀ2 )−1T2Σ′1.
The optimal value of x is then given by
x∗2 =
(
Σ′1
−1
+ T ᵀ2 Σ
−1
2 T2
)−1 (
T1Σ
−1
1 x
′
1 + T2Σ
−1
2 x
′
2
)
=
(
Σ′1 − Σ′1T ᵀ2 (Σ2 + T2Σ′1T ᵀ2 )−1T2Σ′1
) (
T ᵀ1 Σ
−1
1 x
′
1 + T
ᵀ
2 Σ
−1
2 x
′
2
)
.
With
x∗1 = (T
ᵀ
1 Σ
−1
1 T1)
−1T ᵀ1 Σ
−1
1 x
′
1 = Σ
′
1T
ᵀ
1 Σ
−1
1 x
′
1,
the term T ᵀ1 Σ
−1
1 x
′
1 becomes Σ
′
1
−1
x∗1, adding recursion in x
∗ with
x∗2 =
(
Σ′1 − Σ′1T ᵀ2 (Σ2 + T2Σ′1T ᵀ2 )−1T2Σ′1
) (
Σ′1
−1
x∗1 + T
ᵀ
2 Σ
−1
2 x
′
2
)
= x∗1 − Σ′1T ᵀ2 (Σ2 + T2Σ′1T ᵀ2 )−1T2x∗1
+ Σ′1T
ᵀ
2
(
I− (Σ2 + T2Σ′1T ᵀ2 )−1T2Σ′1T ᵀ2
)
Σ−12 x
′
2.
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Given I = (Σ2 +T2Σ
′
1T
ᵀ
2 )
−1(Σ2 +T2Σ′1T
ᵀ
2 ), the optimal x can then be expressed
recursively as
x∗2 = x
∗
1 − Σ′1T ᵀ2 (Σ2 + T2Σ′1T ᵀ2 )−1T2x∗1
+ Σ′1T
ᵀ
2 (Σ2 + T2Σ
′
1T
ᵀ
2 )
−1 (Σ2 + T2Σ′1T
ᵀ
2 − T2Σ′1T ᵀ2 ) Σ−12 x′2
= x∗1 + Σ
′
1T
ᵀ
2 (Σ2 + T2Σ
′
1T
ᵀ
2 )
−1 (x′2 − T2x∗1) .
In summary, the updates for x and Σ′ are given by
x∗2 = x
∗
1 + Σ
′
1T
ᵀ
2 (Σ2 + T2Σ
′
1T
ᵀ
2 )
−1 (x′2 − T2x∗1) ,
Σ′2 = Σ
′
1 − Σ′1T ᵀ2 (Σ2 + T2Σ′1T ᵀ2 )−1T2Σ′1.
Result A.42.1. Deﬁning a generalized update gain [18, p. 238]
Li+1 := Σ
′
iT
ᵀ
i+1(Σi+1 + Ti+1Σ
′
iT
ᵀ
i+1)
−1, (A.111)
the update can be written recursively as
x∗i+1= x
∗
i + Li+1
(
x′i+1 − Ti+1x∗i
)
, (A.112)
Σ′i+1= (I− Li+1Ti+1) Σ′i. (A.113)
A.42.1 Discrete Time Kalman Filter
Let τ := ∆ti. The output of a linear time invariant system at time ti = iτ is
y(ti) = Ce
Aiτx(t0). (A.114)
With x′ = Tx(t0), deﬁne x′ and T as
x′1 :=

y0
y1
...
yi
 , x′2 := yi+1, T1 :=

C(eAτ )0
C(eAτ )1
...
C(eAτ )i
 , and T2 := C(eAτ )i+1.
The discrete time Kalman ﬁlter can be derived with the recursive least mean
square method of section A.42 [18, p. 238], [120, p. 302]. In its continuous
limit, the inﬁnite horizon state estimation matches (4.65)(4.66) [121, p. 218].
If uncorrelated zero mean noise is added to the state derivative and output, the
expectation of the recursive least mean square will produce the same solution
with Σx and Σy selected based on the noise variance [122].
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APPENDIX B
MATLAB Functions
Source code is available at [123].
vec.m
function vecA=vec(A)
vecA=[];
for i=1:length(A(:,1))
vecA=[vecA;transpose(A(i,:))];
end
mat.m
function A=mat(vecA,varargin)
% A=mat(vec(A),size(A))
% A=mat(vec(A)) if size(A)=size(A')
A=[];tp=@(var)transpose(var);
if iscolumn(vecA)
if nargin==1
n=floor(sqrt(length(vecA)));
if n^2==length(vecA)
for i=1:n
A=[A;tp(vecA(n*(i-1)+1:n*i))];
end
else error('Length must be square.')
end
elseif nargin==2
n=varargin{1};
if n(1)*n(2)==length(vecA)
for i=1:n(1)
A=[A;tp(vecA(n(2)*(i-1)+1:n(2)*i))];
end
else error('Length must be dimension product.')
end
end
else error('Input must be a column vector.')
end
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svdr.m
function [ls,sv,rs,r]=svdr(A,var)
% var={} applies no options
% var={'tol',tol} drops all singular values less than smax(A)*tol
% var={'rank',r} keeps first r singular values unless rank(A)<r
% tol is a scalar real number with 0<tol<1
% r is a positive integer less than the minimum dimension of A
[ls,sv,rs]=svd(A);
s=diag(sv);
r=sum(s>(max(size(sv))*eps(norm(s)))); % rank calculation
if s(1)==0
warning('Input is a zero matrix.')
elseif length(var)==2
if ~strcmp(var{1},'tol')&&~strcmp(var{1},'rank')
error('Valid input options are ''tol'' or ''rank''.')
end
if strcmp(var{1},'tol')
tol=var{2};
if tol<=0||tol>=1||~isreal(tol)||~isscalar(tol)
error('Tolerance must be a real scalar with 0<tol<1.')
end
if length(s)>1
r=0;
for i=1:length(s)
if (s(i)/s(1))<=tol % desired singular value tol
break
else r=i;
end
end
else r=1;
end
end
if strcmp(var{1},'rank')
if var{2}<=r % desired rank
r=var{2};
if floor(r)~=r||r<=0||~isscalar(r)
error('Rank must be a positive scalar integer.')
end
else
warning('Target rank greater than attainable rank.')
end
end
elseif length(var)==1||length(var)>2
error('Invalid options.')
end
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lrs.m
function lrsA=lrs(A,varargin)
[ls,sv,rs,r]=svdr(A,varargin);
lrsA=ls(:,1:r);
lns.m
function lnsA=lns(A,varargin)
[ls,sv,rs,r]=svdr(A,varargin);
lnsA=ls(:,r+1:end);
rrs.m
function rrsA=rrs(A,varargin)
[ls,sv,rs,r]=svdr(A,varargin);
rrsA=rs(:,1:r);
rns.m
function rnsA=rns(A,varargin)
[ls,sv,rs,r]=svdr(A,varargin);
rnsA=rs(:,r+1:end);
psv.m
function psvA=psv(A,varargin)
[ls,sv,rs,r]=svdr(A,varargin);
psvA=sv(1:r,1:r);
pim.m
function pimA=pim(A,varargin)
if nargin==1
pimA=pinv(A);
else
[ls,sv,rs,r]=svdr(A,varargin);
pimA=rs(:,1:r)*diag(diag(sv(1:r,1:r)).^(-1))*ls(:,1:r)';
end
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plqr.m
function [K,vargout]=plqr(A,B,Q,R,varargin)
% plqr(A,B,Q,R) drops singular values equal to zero
% plqr(A,B,Q,R,N) drops singular values equal to zero
% plqr(A,B,Q,R,'tol',tol) drops singular values < smax*tol
% plqr(A,B,Q,R,'rank',r) keeps first r singular values
% plqr(A,B,Q,R,N,'tol',tol) drops singular values < smax*tol
% plqr(A,B,Q,R,N,'rank',r) keeps first r singular values
if ~isequal(size(A),size(Q))...
||length(A(:,1))~=length(B(:,1))...
||length(B(1,:))~=length(R(:,1))...
||length(R(:,1))~=length(R(1,:))
error('Dimension error.')
end
if (length(varargin)==0)||(length(varargin)==2)
n=length(A);
H=[-A',-Q;-B*R^-1*B',A];
[V,D]=eig(H);
[values,index]=sort(real(diag(D)));
P1=V(1:n,index(1:n));
P2=V(n+1:2*n,index(1:n));
if length(varargin)==2
P=real(P1*pim(P2,varargin{1},varargin{2}));
K=R^-1*B'*P;
else
P=real(P1*pinv(P2));
K=R^-1*B'*P; % optimal projected state feedback matrix
end
vargout=P; % projected co-state matrix
elseif (length(varargin)==1)||(length(varargin)==3)
N=varargin{1};
if isequal(size(N),size(B))
n=length(A);
H=[-(A-B*R^-1*N')',-Q+N*R^-1*N';-B*R^-1*B',+(A-B*R^-1*N')];
[V,D]=eig(H);
[values,index]=sort(real(diag(D)));
P1=V(1:n,index(1:n));
P2=V(n+1:2*n,index(1:n));
else error('N has wrong dimension.')
end
if length(varargin)==3
P=real(P1*pim(P2,varargin{1+1},varargin{1+2}));
K=R^-1*(B'*P+N');
else
P=real(P1*pinv(P2));
K=R^-1*(B'*P+N'); % optimal projected state feedback matrix
end
vargout=P; % projected co-state matrix
else error('Too many input arguments.')
end
348
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