Abstract-Qualitative user research is a human-intensive approach that draws upon ethnographic methods from social sciences to develop insights about work practices to inform software design and development. Recent advances in data science, and in particular, natural language processing (NLP), enables the derivation of machine-generated insights to augment existing techniques. Our work describes our prototype framework based in Jupyter, a software tool that supports interactive data science and scientific computing, that leverages NLP techniques to make sense of transcribed texts from user interviews. This work also serves as a starting point for incorporating data science techniques in the qualitative analyses process.
I. INTRODUCTION
Today, qualitative user research is a human-intensive approach that draws upon ethnographic methods from social sciences to develop nuanced insights about work practices to inform the design and development of software tools. More recently, data science has evolved as a paradigm employing techniques from disciplines such as statistics, machine learning, pattern recognition, data processing, and visualization. Data Science approaches enable us to derive machine-generated insights that can support and augment human interactions for more in-depth exploration and analyses.
In the Usable Data Abstractions project [1] , we are using qualitative user research to study and understand work practices around managing data and workflows on HPC systems to shape the design of next-generation software tools. Recently, we have augmented our qualitative research with data science methods to derive additional insight from semi-structured interviews. Specifically, we have built a prototype tool that uses Natural Language Processing (NLP) techniques to make sense of transcribed texts. Our framework is based in Jupyter [2] , a software tool that supports interactive data science and scientific computing. Our work provides a foundation to derive insights using data science to supplement human-intensive analyses since qualitative data analysis work has similarities to NLP data exploration process [3] .
II. BACKGROUND & RELATED WORK
Our qualitative research focuses on the study of scientific researchers' work processes. The work is motivated by related threads of work in Computer Supported Cooperative Work, eScience, and Human-Computer Interaction that have investigated the use of workflow and provenance tools to address the needs of scientific data exploration processes [4] , [5] , [6] , [7] . Developing comprehensive understanding and insights into actual scientific work practices is vital for building nextgeneration eScience tools. This can be addressed through qualitative studies of science that leverage a variety of data collection methods to understand the scientific process.
Semi-structured user interviews are a common approach used in qualitative user research. Analyses of text artifacts from these interviews is commonly a human-driven process, where people systematically develop insights through "coding" of the artifacts [8] . The coding process can be completed on a range of units of analysis-from single words to entire paragraphs capturing streams of thought. This labor-intensive process is exposed to practices and biases of any humans doing the work, presenting the opportunity to augment these practices with additional tools for developing insights.
The artifacts collected during qualitative investigations are well suited for the application of data science methods and techniques. These techniques have been applied to social science investigations of Twitter users [9] . Prior work by Muller et. al. [3] explores the connections between groundedtheory development and machine learning to posit that these seemingly disparate techniques share some common underlying strategies for making meaning out of data. Such work motivates our use of NLP techniques to aid and augment qualitative data analysis in user research.
We have developed a framework that aims to augment existing methods by providing more insight into the data from natural language processing. For example, a qualitative user researcher trying to understand the challenges faced by scientific users might code the document looking for specific insights on the problems faced by the users. A qualitative researcher using our framework would be able to see additional insights (e.g., sentiment analyses) or context that provides a different perspective on the data.
III. APPROACH
Our work brings a data science approach to qualitative user research. Specifically, a) we explore NLP techniques to analyze transcripts and b) we provide a user interface to explore the NLP results for further systematic qualitative data analyses.
We have taken an approach to extract key topics or themes that are central to the interview transcripts by leveraging a number of linguistic features such as part-of-speech tags and named-entity recognition. Common NLP techniques such as tokenization, lemmatization, and use of stop-words are used to segment and aggregate texts for improved textual comprehension. Our framework also supports using N-grams and dependency parsing labels to extract more complex or compound keywords. We use the spaCy [10] and NLTK [11] libraries for these NLP tasks along with algorithms like TextRank [12] to summarize and reduce the amount of text that needs to be processed. Through various visualizations such as Word Cloud and term frequency plots, we are able to visualize and understand the topics and themes that are present in a single transcript, and over a group of transcripts, from different vantage points.
We examine a few sentiment analyses tools, such as TextBlob [13] and Vader [14] algorithms to flag and present alternate sentiment perspectives in our transcripts. Our investigations are tested on a data set of ≈50 semi-structured interviews with scientists to understand their work. These interviews were recorded as audio files, professionally transcribed, then cleaned by the team. The transcripts were open coded multiple times for emerging ideas to develop themes [15] .
The intent of our framework is to help qualitative researchers develop different perspectives on their interview data to complement their open coding. The Jupyter notebook framework incorporates the NLP tools noted above so that different ways of looking at this data can be produced. The initial version allows users to parse and tokenize text transcripts into sentences, condenses information through summarization for easier analysis, analyzes sentiment per sentence, and provides a way to visualize and present the data (e.g., see Figure  1 ). A qualitative researcher can iterate using both their open coding and data science analyses to develop insights about common topics in the interviews and differing sentiments over the course of interviews. For example, this toolset provides an additional perspective for a solo qualitative researcher just beginning to analyze their data. As they open code interviews they can iterate between these analysis approaches when developing themes and insights.
IV. SUMMARY The work in this paper provides a foundation for incorporating data science techniques for qualitative analyses, and describes our framework for allowing users to augment existing qualitative methods with data science methods. Our early experiences indicate that this provides a valuable tool to augment current qualitative data analyses.
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