The adaptive Fourier decomposition (AFD) uses an adaptive basis instead of a fixed basis in the rational analytic function and thus achieves a fast energy convergence rate. At each decomposition level, an important step is to determine a new basis element from a dictionary to maximize the extracted energy. The existing basis searching method, however, is only the exhaustive searching method that is rather inefficient. This paper proposes four methods to accelerate the AFD algorithm based on four typical optimization techniques including the unscented Kalman filter (UKF) method, the Nelder-Mead (NM) algorithm, the genetic algorithm (GA), and the particle swarm optimization (PSO) algorithm. In the simulation of decomposing four representative signals and real ECG signals, compared with the existing exhaustive search method, the proposed schemes can achieve much higher computation speed with a fast energy convergence, that is, in particular, to make the AFD possible for real-time applications.
Introduction
The adaptive Fourier decomposition (AFD), introduced by Qian et. al., is a type of positive frequency expansion algorithm based on a given basis search dictionary [1] [2] [3] . It offers fast energy decomposition via the adaptive basis, which is different from the conventional Fourier decomposition that is based on the Fourier basis. All the traditional methods, including the wavelet one, are of the same nature. Accordingly, the AFD has been successfully applied to the system identification, modeling, signal compression and denoising [4] [5] [6] [7] [8] [9] .
The AFD is based on the rational orthogonal system, {B n } ∞ n=1 where B n (e jt ) = 1 − |a n | 2 1 − a n e jt n−1 k=1 e jt − a k 1 − a k e jt ,
a n ∈ D (n = 1, 2, · · · ), D = {z ∈ C : |z| < 1}, and C is the complex plane [1] . For a given signal G(e jt ) in H 2 space, G n e jt , e {a n } B n e jt + R N (e jt ) (2) where R N e jt denotes the standard remainder at the decomposition level N, and G n e jt denotes the reduced remainder at the decomposition level n that is defined as
1 − a l e jt e jt − a l ,
e {a n } is the evaluator at a n that is e {a n } = 1 − |a n | 2 1 − a n e jt ,
and G n (e jt ), e {a n } denotes the inner product of G n e jt and e {a n } in L 2 space. The most important step at each decomposition level is to determine a suitable a n to achieve a fast energy convergence rate. In the AFD, the maximal selection principle (MSP) is applied to identify such a n by solving the following optimization problem:
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(a n ) = G n (e jt ), e {a n } 2 , subject to |a n | < 1.
This process to get G n+1 e jt from G n e jt through the MSP is called maximal sifting [1] . The convergence, convergence rate, and robustness of the AFD have been theoretically proved in [1, 10, 11] . For convenience, B n e jt , G e jt , G n e jt , and R n e jt are abbreviated as B n , G, G n , and R n in the following equations.
There are several versions of the AFD, including the core AFD, the unwinding AFD, and the cyclic AFD, proposed in literature to determine the suitable a n array [2, 12, 13] . The key decomposition strategy of the unwinding AFD coincides with the study of the nonlinear phase unwinding of functions by Coifman et al. [14, 15] . Although they adopt different decomposition processes or basis representations to improve the computation efficiency, these versions of the AFD all require to implement the MSP. Until now, the most common implementation for the MSP in the AFD is the exhaustive search method [1, 3, 4, 7-9, 12, 13] . In the exhaustive search, the parameters a 1 , · · · , a n , as indices of the selected dictionary elements, are selected according to the MSP in the one by one manner.
To make sure that the searched result closely gives rise to the global optimum, the density of the search dictionary should be sufficiently high. Since the objective function in (5) is highly nonlinear and complicated, this exhaustive and inefficient search strategy would be usually time consuming, which seriously limits the practicability of the AFD. It turns out to be a crucial problem of the implementation of the AFD. Besides the above mentioned versions of the AFD, Plonka et. al. proposed a sparse approximation of the exponential summations for the adaptive Fourier series which can estimate the almost optimal basis, and thus can provide significantly good convergence behavior [16] . However, this paper will not focus on proposing a new algorithm for the decomposition based on the Takenaka-Malmquist system but focus on improving the computation efficiency of the AFD by improving the searching strategy in the MS.
Normally, the objective function in (5) is highly nonlinear and contains an uncertain term G n that varies for different input signals at different decomposition levels. Therefore, calculating the gradient information and objective function values of (5) is complicated and time consuming. In our previous work shown in [6] , a preliminary study of applying the NM method to improve the computation efficiency of the AFD shows that the NM method can reduce the computation time of the AFD to the half of that based on the conventional exhaustive search method. However, in [6] , the performance of the NM method is only verified by one kind of special signals, i.e., the ECG signals, with non-optimal parameter selection, and is only compared with that of the exhaustive search. Besides our previous work, Kirkbas et. al propose the Jaya-based AFD method for reducing the computation time [17] . Thanks to the advanced searching strategy and remarkable convergence speed of the Jaya method that is one kind of the novel population-based heuristic optimization methods, the Jaya-based AFD method can provide faster computation speed comparing to the conventional method with the accurate signal representation. Similarly with our previous work, the performance of the Jaya-based AFD method is only verified by one cosine signal and one kind of specific signals, i.e. speech signals, and only compared with the conventional method. In this paper, four typical optimization algorithms that require neither the gradient information nor too many function evaluations are reviewed and adopted to determine each successive a n in the AFD, including the unscented Kalman filter (UKF) method which is based on the deterministic sampling, the NM algorithm which is a simplex method, and the genetic algorithm (GA) as well as the particle swarm optimization (PSO) algorithm which belong to the stochastic search. In order to apply these methods, the optimization problem in (5) is reformulated from a maximization problem with one complex-valued variable to a minimization problem with two real-valued variables. The performances of these proposed methods in the sifting of the AFD are compared with the conventional exhaustive search method in the decomposition of four representative signals, including the heavisine signal, the doppler signal, the block signal, and the bump signal. These signals are chosen because they caricature spatially variable functions arising in imaging, spectroscopy, and other scientific signal processing [18] . In addition, to verify the performance of the proposed methods for real signals, simulations are also carried out for real ECG signals from the MIT-BIH Arrhythmia Database [19, 20] . Simulation results show that, compared with the existing exhaustive search method, all these proposed four optimization methods can provide higher computation speed with a fast energy convergence rate. In addition, the UKF method performs best among all the tested algorithms.
The rest of this paper is organized as follows. In Section 2.1, the reformulated optimization problem and the method for determining the initial points are proposed. In addition, a brief review of the above mentioned optimization methods, i.e., the NM method, the UKF method, the GA, and the PSO algorithm, is provided. Section 3 and Section 4 show effects of optimization parameters and comparison results of these acceleration methods in simulations as well as the detail computation results of the UKF method. Finally, the conclusion is given in Section 5. The optimization problem of the MSP in (5) is a maximum problem with complex-valued variables. However, the selected optimization methods, including the NM algorithm, the UKF method, the GA, and the PSO algorithm, are all designed for the minimization problem with real-valued variables. Therefore, the original optimization problem shown in (5) needs to be further adjusted.
For the NM algorithm, the GA, and the PSO algorithm, since the objective function A 2 G n (a n ) only contains nonnegative function values, finding the global maximum of A 2 G n is equivalent to finding the global minimum of −A 2
(a n ) is mainly determined by the magnitude ρ n and the phase α n of a n , and thus the corresponding equivalent minimization problem with real-valued variables can be expressed as
subject to 0 ≤ ρ n < 1 and 0 ≤ α n < 2π. (6) For the UKF method, since it requires that the objective function values are non-negative, the reformulated optimization problem shown in (6) is not further suitable. According to the orthogonal property of
subject to 0 ≤ ρ n < 1 and 0 ≤ α n < 2π,
which can be applied for the UKF method.
Determination of initial points
For the selected optimization methods, initial points are important for the optimization performance. In the NM algorithm and the UKF method, to determine suitable initial points, a coarse search step is applied. First, a set of (ρ n,k , α n,k ) in the search range 0 ≤ ρ n,k < 1 are selected randomly with the uniform distribution where k = 1, 2, 3, · · · , N rand and N rand denote the total number of points in the dictionary of determining suitable initial points. Then, the objective function values at these points Y (ρ n,k , α n,k ) are evaluated. Finally, points at which the objective function contains small values are selected as the initial points. Since the initial points are only required to approximate to the point at which the objective function achieves the global optimum, the number of points to be evaluated can be much smaller compared to that in the conventional exhaustive search method. In the GA and the PSO algorithm, such kind of the coarse initial point searching has already been included in their stochastic searching process. Therefore, the dictionary of determining suitable initial points in the GA and the PSO algorithm is equivalent to that of individuals, i.e., a set of (ρ n,k , α n,k ) where k = 1, 2, 3, · · · , N ind , and N ind denotes the total number of individuals. In addition, for some specific types of signals, such as electrocardiography (ECG) signals, the distributions of a n have already been recognized, which can be considered as the pre-knowledge for searching suitable a n [6, 7] . Accordingly, the number of points in the coarse search process for initial points can be further reduced [7] . More specifically, suppose the distribution range of a n is known, which is that the phase search range of a n is limited into [ α min , α max ), and the magnitude search range of a n is limited into [ ρ min , ρ max ), the kth point in the dictionary for searching initial points can be computed as
where u k and v k are two random numbers in [ 0, 1). The distributions of u k and v k follow the distributions of a n . Suppose only the searching range of a n is known, u k and v k can be assumed as the uniform distribution to achieve the maximum entropy and thus cover most points in the searching range [21] . Since the following simulations are carried out mainly for comparing performances of optimization methods, this strategy is not applied. However, for real applications, the distribution of a n can be recognized first to further reduce the computation time of searching the initial points. Moreover, since the evaluations of the objective function at different points are not interrupted with each other, the parallel computing can be adopted to enhance the computing speed of the searching the initial points. However, this paper is mainly to verify the effects of parameters and the performances of following optimization methods for the computation efficiency of the AFD. Therefore, in the following simulations, the parallel computing is not adopted.
In the next section, the NM algorithm, the UKF method, the GA, and the PSO algorithm will be reviewed, which will be adopted to solve (6) . The pseudocode of the AFD based on the four optimization algorithms is shown in Algorithm 1. Although this implementation is based on the core AFD, these optimization algorithms can also be applied for the unwinding AFD and the cyclic AFD. Use (8) to generate the dictionary D for searching initial points; 5: else if GA or PSO algorithm then 6: Use (8) to generate the dictionary of individuals; 7: end if 8: while N ≤ N decom do 9 :
if NM algorithm or UKF method is applied then 11: Search initial points at which the objective function values in (6) are small from D; 12: end if 13: if NM algorithm, GA, or PSO algorithm then 14: Search the result (ρ opt , α opt ) of (6); 15: else if UKF method then 16: Search the result (ρ opt , α opt ) of (7); 17: end if 18: a N+1 ← ρ opt e jα opt ; 19 :
; 21: N ← N + 1; 22: end while Output:
F n : decomposition component at n decomposition level where n = 1, 2, 3, · · · , N decom .
Adopted optimization algorithms 2.2.1 Nelder-Mead algorithm
The NM algorithm is known as one of the best simplex methods for finding the local minimum of a function [22] . For two variables, this method performs a pattern search based on three vertices of a triangle [23] . At each stage, among three initial vertices, the worst vertex at which the objective function achieves the largest value is replaced by a new vertex which is generated by reflection, expansion, contraction, or shrink and leads to smallest objective function value compared to the previous vertices [22] . This process is iterated until converging to a local minimum. The searching strategy is shown in Algorithm 2 [22, 24] .
Algorithm 2 Searching strategy of the NM algorithm. Input: for each point do 3: Denote this point and its closest two points as B, G and W where
as shown in Fig. 1 ;
else W ← S and G ← M; 10: end if 11: end for 12: until the convergence is finished or the iteration number has reached N iter .
Output:
B: approximated minimum point.
The NM algorithm requires the differences of the objective function values rather than directly calculating the gradients of the objective function. Owing to such a better search strategy, the NM algorithm needs much fewer function evaluations in most cases compared with the exhaustive search method. 
Unscented Kalman filter method
The UKF is a type of extended Kalman filters which has good performance for highly non-linear state transition and observation models [25] . Based on the deterministic 
where 1 N rand is the row vector of N rand ones;
1 N rand and I is the identity matrix of size N rand ; 6: repeat 7: Create sigma points Fig. 2 , where 1 2 is the row vector of 2 ones, and P X contains the absolute values of elements in P X ; 8: Set weights of sigma points W = X ← X W T ;
10: 
14:
15:
16:
17:
until the convergence is finished or the iteration number has reached N iter . Output: X: approximated minimum point. sampling technique called unscented transform, the UKF minimizes the absolute error between the estimated observation and the true measurement. In the optimization problem, by setting the true measurement as 0 and the estimated observation as the objective function, the UKF can be considered as a numerical optimization method to minimize the absolute value of the objective function. The searching strategy is shown in Algorithm 3 [26, 27] . In the following simulations, the parameters of the UKF method are set following the suggestions in [25] , i.e., β = 0.001 and κ = 0. Based on the unscented transform technique, the UKF does not require the gradient information and normally does not need too many function evaluations.
Evolutionary algorithms
Evolutionary algorithms belong to stochastic search methods [28] . They mimic the metaphor of the natural biological evolution and the social behavior of species [29] . In this paper, the GA and the PSO algorithm are studied.
The GA is inspired by the improved fitness of biological systems through the evolution, used in several research areas to find exact/approximate solutions to the optimization problems [30] . In the GA, a population of candidate solutions, called chromosomes, containing low objective function values are selected from a random population [31, 32] . These selected chromosomes change their elements, called genes, through crossover or mutation processes to produce offspring chromosomes [33] . Then, these offspring chromosomes are evaluated by the objective function and selected to evolve the population if they could provide better solutions than weak population members do [34] . In the crossover process, selected chromosomes containing better solutions exchange parts of their information to produce offspring chromosomes [35] . As opposed to the crossover process, the mutation process changes a piece of genes in one offspring chromosome randomly, which generates new genetic material to avoid the genetic algorithm converging to local minimum [32] . The PSO algorithm is a population-based search algorithm, inspired by the social behavior of a flock of migrating birds trying to reach an unknown destination [32, 36] . The optimization procedure initializes with a random generation of points in the search space, usually called particles [37] . As opposed to the GA, the PSO algorithm does not create new generations. The particles in the population only evolve their movement speed and position to achieve the desired position based on their own experience and also the experience of others [38] . In every search step, the position of the best particle who achieves the minimum objective function value is determined as the best fitness of all particles. Based on this position and its own previous best position, each particle updates its velocity to catch up with the best particle [39] .
As evolutionary algorithms in general are based on stochastic search, they do not require the gradient information as well as sifting initial points in the computation. In addition, comparing to the exhaustive search method, less number of function evaluations is needed, normally.
Evaluation indices
In the following simulation studies, three indices are considered to evaluate the performances of different optimization algorithms: 1. The reconstruction energy error at the maximum decomposition level N decom , denoted as E N decom , is defined as
where s ori and s N decom denote the original signal and the reconstructed signal at the maximum decomposition level, respectively. E N decom is assessed to verify whether the AFD based on the optimization algorithm converges or not; 2. The absolute difference between the reconstruction error in sense of energy at the N th decomposition level, E N , of the conventional exhaustive search method and the other optimization method at each decomposition level where E N is defined in (10), which is used to verify whether the energy convergence rate remains satisfactory by considering the search results of the conventional exhaustive search method as the standard results.
where s N denote the reconstructed signal at the N th decomposition level. 3. The computation time that is applied to evaluate the computation efficiency of the AFD. The units of time for the following simulation results are the second.
All following simulations are conducted in MATLAB R2014a at a PC equipped with Intel(R) Core(TM) i7-4770 CPU @ 3.40 GHz and 12 GB RAM. Moreover, in the following simulations, all numerical integrations in algorithm 1 are implemented based on the 6 order NewtonCotes formula. The lengths of the processed signals in the following simulations are all set as 2500 sample points.
Simulation results

Effects of optimization parameters
To reveal the effects of optimization algorithm parameters, a complex-valued signal given by (11) , which is also studied in [1] , is taken as an example. In this part, only effects of parameters for the complex-valued signal G(z) is 
The total number of points that need to be evaluated in the MS process affects the optimization accuracy and the workload very much. The more points evaluated, the better computation result but the longer computation time. Therefore, there exists a trade-off between the computation accuracy and the fast speed. Such control parameters for the NM algorithm and the UKF method are the number of points N rand in the dictionary for searching initial points and the maximum iteration number N iter , respectively. The control parameters for the GA and the PSO algorithm are the number of individuals N ind and the maximum number of generations N gen , respectively. For the UKF method, to get the best searching speed, L and λ are set as 2 and 0.001, respectively. Effects of these parameters are determined based on simulation results. The maximum decomposition level N decom is set to 20 for the complex-valued signal G(z) since the first 20 decomposition components are enough to approximate G(z) according to Ref. [1] . According to the following simulation results, the suggested ranges of the parameters for the optimization algorithms are shown in Table 1 , which can lead to relative low computation time and high optimization accuracy at the same time.
For the NM algorithm, N rand and N iter are selected from [100, 2000] and [1, 200] for evaluations, respectively. Simulation results of the G(z) signal are illustrated in Fig. 3 . It can be seen that all values of E N decom are small no matter which values of parameters are selected as shown in Fig. 3b , which means that the NM algorithm can keep the convergence of the AFD. In addition, the simulation result shown in Fig. 3a indicates that the effect of N iter in the given range for the computation speed is not very large. However, the absolute differences of E N between the conventional method and the NM method are large and unstable when N iter is smaller than 10 and N rand is smaller than 600. A major reason is that, when the evaluated points are not enough, the NM algorithm would not lead to the global optimum, which may deteriorate the convergence rate of the remainder energy. Although increasing N rand and N iter could increase the computation accuracy, the computation time would also be increased. [ 1, 20] respectively for evaluations. Simulation results are illustrated in Fig. 4 . It can be seen that values of E N decom are small. However, for some N iter values when N rand is smaller than 200, the absolute differences of E N between the conventional method and the UKF method cannot keep small and stable, or consequently, the convergence rate of the remainder energy can not keep high. In addition, the computation time will be increased very much as N rand and N iter increase as shown in Fig. 4a . Moreover, based on simulation results, the effect of N iter is larger than that of N rand . In summary, the suggested ranges of N rand and N iter for the UKF method are [ 200, 1000] and [ 1, 8] , respectively.
For the GA, N gen , and N ind are all selected in [ 5, 200] for evaluations. Simulation results are illustrated in Fig. 5 . Although all values of E N decom are small, differences between E N of the conventional method and the GA become large and unstable when N ind is smaller than 20. Therefore, to achieve the fast energy convergence rate, N ind is required to be larger than 20. Moreover, N ind will affect the computation speed significantly. As N ind increases, the computation time increases drastically. In summary, the ranges of N gen and N ind for the GA method are suggested as [ 5, 200] and [ 10, 50] , respectively.
For the PSO algorithm, N ind and N gen are all selected in [ 10, 100] for evaluations. Simulation results are shown in Fig. 6 . It can be seen that all values of E N decom are small. Although the absolute differences of E N between the conventional method and the PSO algorithm are relatively large and unstable when N ind and N gen are small, they are still acceptable in comparison with the simulation results of the NM algorithm, the UKF method and the GA. Moreover, since all individual states need to be updated one by one, computation time will be increased considerably as N ind and N gen increase. In summary, the suggested ranges of N gen and N ind for the PSO algorithm are all [ 10, 40] .
Optimization performance comparison for typical signals
In this part, four typical real-valued signals defined in Ref. [18] UKF method, the GA and the PSO algorithm. According to the suggested selection ranges shown in Table 1 , the selected parameters for the optimization algorithms are shown in Table 2 . The maximum decomposition levels N decom of the AFD for these four signals are set as 100 to make sure that the AFD can extract most energy from the original signal. Table 3 lists the computation times in all situations where STD denotes the standard deviation of the computation time for these different signals. The AFD based on the UKF uses the least computational time for all four types of signals. In addition, the computation time of the AFD based on the PSO method is close to or higher than that of the AFD based on the conventional exhaustive search.
The corresponding reconstructed energy error is shown in Table 4 . It can be seen that, compared to the relative energy error in [1, 40] for evaluating whether the AFD is converged, all reconstructed signals can approximate the original signals respectively with very small reconstruction error. Therefore, these optimization algorithms do not affect the convergence of the AFD. Comparatively, the reconstructions for the block signal are worse than these for other signals since the block signal, as a combination of several different square waves, contains many high-frequency components and thus requires more decomposition levels to obtain a more accurate reconstruction.
To verify the convergence rate, the remainder energy errors at the first 100 decomposition levels are illustrated in Fig. 7 . The UKF and the NM methods have energy decay rates almost the same as the conventional method but larger than the GA and the PSO methods, especially for the bump signal. The reason is that the GA and the PSO methods fail to reach the global minimum in some decomposition levels due to small number of initial points and iteration loops. However, increasing the number of generations and individuals would increase the computation time as shown in Figs. 5a and 6a. Therefore, for these four typical real-valued signals, the GA and the PSO algorithm cannot make the AFD achieve a fast computation speed with a high energy convergence rate at the same time. 
Optimization performance comparison for real ECG signals
Results in Section 3.3 show that the proposed AFD implementation methods can provide the better performance for four representative signals compared with the conventional exhaustive search. To verify the performance of these proposed methods for real signals, simulations of real ECG signals are carried out. Table 5 illustrates the comparisons of computation time between optimization methods. For all records, the computations based on the proposed methods are faster than that based on the conventional exhaustive search. In these proposed methods, the UKF-based AFD method uses least computation time for most records. The PSO-based AFD method performs worst compared to other proposed methods.
Discussions
According to results in Section 3, the UKF method based AFD can provide the best performance for all four representative and real ECG signals. It is reasonable that the UKF can achieve the good performance. The UKF method can produce the optimization results within a small number of iterations, and therefore, not too many points need to be evaluated. Figure 8 illustrates the comparisons of the convergence of proposed optimization methods. The UKF method has the highest convergence rate and most accurate searching result at the beginning iteration level, Four figures compare the reconstruction energy error at first 100 decomposition levels for the conventional search method, the NM algorithm, the UKF method, the GA, and the PSO algorithm in the heavisine signal, the doppler signal, the bump signal, and the block signal which means that the UKF method can achieve the preset threshold of the optimization error within a small iteration number. Therefore, the UKF does not need to evaluate large number of function values in the optimization process. Figure 9 shows the total number of evaluated objective function values in the AFD based on proposed optimization methods. It can be seen that the UKF requires the smallest number of points to search the suitable a n sequence. Such small number of iterations and small number of objective function evaluations will lead the UKF-based AFD achieve the short computation time.
In the UKF, besides the parameters N rand and N iter mentioned in the Section 3.1, there are other two parameters, i.e., the spread of sigma points β and the secondary scaling parameter κ, as shown in Algorithm 3. These two parameters determine the scaling parameter λ defined as [25] 
In this paper, simulations are carried out with β = 0.001 and κ = 0 which is suggested in [25] . These two parameters will also affect the optimization results of the UKF method. Figure 10a and b illustrate the effects of β for the convergence of the UKF method where X i denotes the estimated observation in the ith iteration that can be considered as the updated optimization result obtained from the ith iteration, as well as P i X and P final X denote the covariances of sample points X in the ith and the final iterations that can be considered as the updated descent steps obtained from the ith iteration and the final iteration. It can be seen that the error between X i and the optimum is small at the beginning iteration level when β is small. In addition, X and P X achieve the small values faster when β is smaller. Except the parameter β, Fig. 10c and d show the effects of κ for the convergence of X and P X . It can be seen that, when κ is close to 0, X and P X can converge to the small values faster though the differences between are not smallest at the beginning iteration level when κ = 0. Based on these simulation results, the suggested selections of κ and β in [25] are also suitable for the AFD.
Conclusion
In order to improve the computation efficiency of the AFD, four typical optimization algorithms, including the UKF method, the NM algorithm, the GA, and the PSO algorithm, are adopted in basis search and compared to the conventional exhaustive search method. The Comparative results show that the UKF method can achieve the highest computation speed with a fast energy convergence rate for these signals. 
