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成を取っている．たとえば，ハイエンドサーバーである IBM pSeries 690は 64KB




























































tomcatvを用いた性能評価では，IBM RS/6000 44p-270（4プロセッサ）上で IBM
XL FORTRAN Compiler version 7.1の最高性能は 4プロセッサ使用時に 40秒で
あったのに対して，本手法を用いた場合の最高性能は 4プロセッサ使用時で 20秒
であり，1.9倍の性能向上が得られた．また，IBM pSeries 690（24プロセッサ）上




















つ Sun Ultra 80上での性能評価では，ページ変換方式として Ultra 80の最高性能
が得られた Hashed VAを用いた場合では，Sun Forte 7.0コンパイラの自動並列
化を行った SPEC CFP95の tomcatvの最小処理時間は 98秒であったのに対して，
本手法を用いた場合は 19秒であり 5.2倍の性能向上が得られた．同様に swimで
は 61秒から 11秒へ 5.4倍，hydro2dでは 77秒から 31秒へ 2.5倍，turb3dでは 66
秒から 55秒へ 1.2倍の性能向上が得られた．同様に 4MB の 4-way セットアソシ
アティブキャッシュである IBM RS/6000 44p-270 上でも最高性能を示した Page
Coloring上での比較では，tomcatvでは XLFコンパイラの自動並列化では最小処
理時間は 69秒であるのに対して本手法を用いた場合は 14秒になり 3.4倍，swim
では 43秒から 8.0秒へ 5.3倍，hydro2dでは 57秒から 17秒へ 3.3倍，turb3dでは
27秒から 25秒へ 1.1倍の性能向上がえられた．また，1440KBの 8-wayセットアソ
シアティブキャッシュを持つ 24プロセッササーバー IBM pSeries690 regatta 上で
は，Bin Hoppoingのみがサポートされているが，tomcatvで IBM XL FORTRAN
Compiler version 8.1 の最小処理時間が 19 秒であるのに対して本手法では 3.0秒
と 6.5倍，swimでは 9.2秒から 1.2秒へ 7.5倍，hydro2dでは 21秒から 3.0秒へ 7.1











マルチグレイン並列処理 [K+91, 岡本 94, KOY+97]は，プログラムを，基本ブ
ロック・サブルーチンブロック・繰り返しブロックの 3種類のマクロタスクに分割
し，これらのブロック間の並列性を利用する粗粒度並列性 [K+91, 本多 90,岡本 94,
KOY
+
97, 笠原 01] ，ループイタレーション間の並列性を利用する従来のループ並
























all system 1st layer 2nd layer 3rd layer
























融合ブロックである BPA（Block of Pseudo Assignments），繰り返し（ループ）



















































































































































の第 1階層（図中，1st layer）は，利用可能な 8プロセッサを，4PEを持つ PG0，
PG1の 2PGにグループ化した場合を表している．また第 2階層（2nd layer）は，
PG0内の 4PEはそれぞれ 1PEを持つPG0-0PG0-3の 4PGへ，PG1内の 4PEは
それぞれ 2PEを持つPG1-0，PG1-1の 2PGに階層的にグループ化される場合を表
































この例では，プログラム開始時に 8プロセッサに対応して 8スレッドが forkさ
れる．図 2.5の第 1階層（プログラム全体）の内部にはマクロタスク 1 1，1 2，1 3









よりスレッド 0からスレッド 3のグループ 0にマクロタスク 1 1，1 3が，スレッ




サブルーチンブロックであるマクロタスク 1 2（SB）の内部に，図 2.5に示すよ
うに第 2階層 1（図中 2nd Layer1）が定義され，サブマクロタスク 1 2 1から 1 2 6
が生成されたとする．図 2.6はこの第 2階層 1に集中ダイナミックスケジューリン









て，それらのスレッドのセクションには図 2.6のスレッド 4からスレッド 6に示す











図 2.5に示すような第 2階層 2（図中 2nd Layer2）のサブマクロタスク 1 3 1から
1 3 4に対して，分散ダイナミックスケジューリングを適用した場合のコ ドーイメー
ジが図 2.6に示されている．この階層では，マクロタスク 1 3を実行するスレッド
グループ 0内の 4スレッドを 2スレッドずつにグループ化している．分散ダイナ
ミックスケジューリングでは，各スレッドがスケジューリングとマクロタスクの実
行の両方を行うので，各セクションには全マクロタスクのコードとスケジューリ






また，図 2.6の第 2階層 2（2nd Layer2）のマクロタスクは，2スレッドからな
るスレッドグループによって実行されるが，この時スレッドグループ内のスレッ
ドによって，マクロタスク内部をどのように並列処理するかは，そのマクロタス
クのスケジューリング方式によって異なる．したがって，マクロタスク 1 3 1から
1 3 4の内部には，選択されたスケジューリング方式に応じたコードがグループ内
の各スレッドに対して第 3階層（3rd Layer1, 3rd Layer2,. . .）として生成される．
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MT1_1 (parallelizable loop)























1st layer: MT1_1, MT1_2, MT1_3: static scheduling
2nd layer1: MT1_2_1, MT1_2_2,....: centralized dynamic schuling
2nd layer2: MT1_3_1, MT1_3_2,....: distributed dynamic scheduling
3rd layer1: MT1_3_1a, MT1_3_1b
3rd layer2: MT1_3_2a, MT1_3_2b
3rd layer....











































































た [KH92]．また，Cache Miss Lookaside Buerような拡張ハードウエアを追加す
ることによってキャッシュコンフリクトをトレースし，コンフリクトミスの多い





























































ループ（TLG: Target Loop Group）を生成する．



























    DO I=1,N+1
      A(I)=I*2−1
    ENDDO
C −−−−−−MT2−−−−−−
    DO I=1,N+2
       B(I)=I*2
    ENDDO
C −−−−−−MT3−−−−−−
    DO I=1,N+1
       C(I)=B(I)+B(I+1)
C −−−−−−MT4−−−−−−
    DO I=1,N
       D(I)=C(I)+C(I+1)
              +A(I)+A(I+1)
C −−−−−−MT5−−−−−−
    DO I=2,N
       E(I)=D(I−1)+D(I)
    ENDDO
C  −−−−−−MT6−−−−−−
     DO I=2,N
        F(I)=C(I−1)+C(I+1)






































: Loops to be fused
: Data−Localization−Group(DLG)
(d) TLG after Loop−Aligned−Decomposition


























































































































































(1  i  end)の標準ルー












= [K : K]
標準ループ以外のループ（MT
i





















= [K + l
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= [K + L
x
i




























































= [K + 0 : K + 1]を用いて，ILD(MTstd;K)
MT
2
= [K + 0 + 0 :
K + 1 + 1] = [K + 0 : K + 2]と求められる．
(2) TLG内の Consecutive part上の MT
i





























































































インデクス範囲）をDGCIRp（1  p  n）と表現する．
例えば，図 3.2(b)の TLGにおいて N=300，分割数 n=3とした場合，GCIRは
[1:300]であり，DGCIR1 = [1 : 100]，DGCIR2 = [101 : 200]，DGCIR3 = [201 :
300]となる．
次に，DGCIRp（1  p  n）と TLG内のループ間データ依存の解析結果を用
いて，各MT
i











































MT1 1:100 101:101 102:200 201:201 202:301
MT2 1:100 101:102 103:200 201:202 203:302
MT3 1:100 101:101 102:200 201:201 202:301
MT4 1:100 101:200 201:300
MT5 2:100 101:101 102:200 201:201 202:300






る．例えば図 3.3（a）のマクロタスク 2は，図 3.3（b）のマクロタスク 2 A，2 B，
2 C，2 Dに分割されている．また，図 3.3（b）の色のついた帯は各データローカ






































が後続Consecutive partに選ばれる．同様に doall5, doall6, doall7, doall8が後続
Consecutive partに選ばれる．次に|Adjacent partを生成する．Consecutive part
に含まれるタスクとデータ依存しているタスクで対象となるのは doall2にデータ
依存している doall4のみであり，これが Adjacent partに選ばれる．図 3.4（a）の
網掛けが標準ループ，生成された Consecutive part，Adjacent partを示す．
生成されたTLGに対してループ整合分割を用いて各ループを 4分割した場合の

















Standard 12a 2b 2c 2d
3a 3b 3c 3d
11 12














(a) TLG (a) after loop decomposition





類（bb, doall等）は省略している．マクロタスク 3sはリダクションループ dosum3
を分割した部分リダクションループの総和を求めるためにコンパイラによって生
成されたマクロタスクである．
また，図中の網掛けは DLGを表す．例えば dlg0は doall2a, dosum3a, doall4a,
doall5a, doall6a, doall7a, doall8aを含む．doall8は doall8a,b,c,dおよび doall8ab,
doall8bc, doallcdの7つのループに分割されている．doall8ab, doall8bc, doall8cdは
CARを表し，異なるDLGに属するマクロタスクに依存している．例えば doall8ab
は dlg0に属する doall7aと dlg1に属する doall7bにデータ依存している．
マクロタスク1はDLGに属するどのマクロタスクにも依存していないので，DLG
に属するマクロタスクの実行前に実行することが可能である．また，マクロタス














dlg0 dlg1 dlg2 dlg3
2a 2b 2c 2d
3a 3b 3c 3d4a 4b 4c 4d
5a 5b 5c 5d
6a 6b 6c 6d
7a 7b 7c 7d
8a 8b 8c 8d









































6 4 52_A 2_B 3_B 7_B 2_C 3_C 7_C3_A 2_D 3_D 7_A 7_D
DLG_A DLG_B DLG_C DLG_D DLG_A DLG_D














を適用した場合は，図 3.6の DLG Bに含まれるマクロタスク 2 B，3 B，7 B や
DLG Cの 2 C，3 C，7 Cなどに示されるように，同一DLGに含まれるマクロタ
スクが連続して実行されるため，キャッシュを効果的に利用することができる．
50





ケジューリング [中野 01]が用いられ，同一 DLGに属するマクロタスクを連続的
に同一プロセッサに割り当てる．
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IBM XL Fortran single
IBM XL Fortran parallel
oscar
図 3.8: Evaluation on RS/6000 604e
swimの XLF のみを用いた場合の逐次実行時間は 512秒であり，XLFコンパイ




2pe 時に得られた 522秒であり，速度向上率は 1.2倍にとどまっている．OSCAR
コンパイラを用いた場合は 8PEで 95秒となり 7.2倍の速度向上が得られ，XLFの
自動並列化の最高性能に対して 5.8倍の速度向上を示した．






表 3.3: RS/6000 44p-270, pSeries 690の構成








OS AIX 4.3 AIX 5.1
コンパイラ IBM XL Fortran 7.1 IBM XL Fortran 8.1
スコードを用いた 4プロセッサ SMPワークステーション IBM RS/6000 44p-270























本節では 4プロセッサ SMPワークステーション RS/6000 44p-270での性能評価












数を増やし，データがキャッシュに収まる 4分割では速度向上率は 1.08，8 分割で




























図 3.9: RS/6000 44p-270での分割数毎の速度向上
58
3.8. RS/6000 44p-270，pSeries 690での性能評価
度向上率は低下しているが，タスクの増加によりスケジューリングオーバヘッド
が増えているためと考えられる．
















リングを行った場合の速度向上率（OSCAR cache opt.）を示す．OSCAR cache
opt. は最も良い性能を示した分割数の値を示してある．










































図 3.10: RS/6000 44p-270でのキャッシュ最適化による性能向上
XLFの自動並列化では 4pe時に最大 1.74倍と大きな速度向上は得られていない




本節では 24プロセッサ UNIXサーバー pSeries 690上での性能評価について述







































図 3.11: pSeries 690での分割数毎の速度向上
ルが不能であったため図では表示していない．








サ数を増やすと速度低下がみられたのに対し，OSCAR cache opt. は 2pe時に 1.85
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SPEC CFP95ベンチマークの tomcatvを用いた性能評価では，IBM RS/6000
44p-270（4プロセッサ）上で IBM XL FORTRAN Compiler version 7.1の最高性
能は 4プロセッサ使用時に 39.6秒であったのに対して，本手法を用いた場合の最
高性能は 4プロセッサ使用時で 20.4秒であり，1.9倍の性能向上が得られた．また，




































SPEC CFP95ベンチマークの swimの 513 513要素の各 1MBの二次元配列 13



























は起っていない．なぜなら，swimの各配列は単精度の 513  513要素すなわち




























































図 4.2に SPEC CFP95の tomcatvの 4プロセッサ SMPサーバー Sun Ultra80上



























































































div numを求める．図 4.1にあげた例では，総データサイズ 13 MBに対してキャッ
シュサイズは 4MB なので div num = ceil(13=4) = 4である．
ステップ 4 最大DLGアクセスサイズの決定
ループでは各配列を先頭から末尾へ均等にアクセスすると想定すると，配列サ
イズを div numで割ったサイズ part sizeが一つのDLGによってアクセスされる
各配列の最大の大きさになる．
ステップ 5 コンフリクト判定



























レスから part size（図 4.1の薄い灰色部分）だけ離れていれば良い．
したがって，先頭配列から順番に割り付けていった際に，キャッシュサイズ（cache size）
を越えた次の配列の先頭アドレス（base address）が，(cache size+ part size)よ
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に hydro2dの他の共通ブロックVAR1, VAR2, SCRAもそれぞれ VARHのそれと
ほぼ同じ大きさの四つの配列から構成されている．これらの共通ブロックを宣言

















































common array sizeを div numで割って part sizeを求める．配列間パディングと
同様に，対象共通ブロックグループに属する共通ブロックをキャッシュ上に割り当
てたイメージを求め，キャッシュサイズをまたぐ共通ブロック（図 4.6の VARH）
















































キャッシュを持つ 4プロセッサ SMPワークステーション Sun Ultra 80と 4MBの
4-wayセットアソシアティブキャッシュを持つ 4プロセッサワークステーション IBM
RS/6000 44p-270，1440KBの 8-wayセットアソシアティブキャッシュを持つ 24プ
ロセッサハイエンド UNIXサーバー IBM pSeries 690 regattaを用いた．また，今









Sun Ultra 80 IBM RS/6000 44p-270 IBM pSeries 690
プロセッサ Ultra SPARC II Power3 Power4
周波数 450MHz 375MHz 1.1GHz
プロセッサ数 4 4 24
L1Dキャッシュ 32KB(1way) 64KB(128way) 32KB(2way)
L2キャッシュ 4MB(1way) 4MB(4way) 1440KB(8way)/2pe
L3キャッシュ - - 32MB(8way)/2pe
主記憶 1GB 1GB 32GB
OS Solaris 9 AIX 4.3 AIX 5.1
コンパイラ Forte 7.0 XL Fortran 7.1 XL Fortran 8.1
4.7.1 tomcatvによる性能評価
まず第 3章での性能評価に用いた SPEC CFP95の tomcatvを用いた性能評価に
ついて述べる．tomcatv はメインプロシージャ単体からなるプログラムで，倍精
度の 513 513 の約 2MB の二次元配列を 7個使用し，合計データサイズは約 14
MBである．本手法ではこれらの配列間にパディングを適用した．Ultra80および
RS/6000 44p-270の 4MBの L2キャッシュを対象としたパディングでは，コンパイ
ラにより各配列の宣言サイズは 513 576に拡張し，pSeries 690の 1440KBの L2
キャッシュを対象とした場合は 513x740に拡張される．



















































図 4.10に pSeries 690上での同様の評価結果を，図 4.11に Ultra80上での評価結
果を示す．ただし Ultra80上では Sun Forte 7.0コンパイラの逐次実行に対する速
度向上率を示す．
RS/6000 44p-270では，データサイズ（約 14MB）が全プロセッサの合計キャッ



















































































図 4.11: Ultra80での tomcatvに対する配列間パディングの性能
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第 4章 コンフリクトミス削減のためのデータレイアウト変換
め，oscar cache opt.での性能向上は 2.8%にとどまっているが，この場合でもパ
ディングを用いることにより 20.4秒から 16.9秒へと 21%の速度向上が得られた．
pSeries 690上でも，oscar baseに対してキャッシュ最適化を用いることによって
最大 51%性能向上が得られ，さらにパディングを併用することで最大 6.9% 性能
が向上した．例えば 2peでは oscar baseでの実行時間は 21.7秒であるのに対して，
ループ整合分割および DLG内タスクの連続実行スケジューリングを用いた場合
（oscar cache.opt）は 13.3秒と 51.2%の性能向上が得られ，さらにパディングを併
用した場合（oscar cache opt.+padding）には 13.5秒となり 6.1%の性能向上が得
られ，oscar baseに対して 60.3%の性能向上が得られた．




よる性能向上が低くなっているのは，RS/6000 44p-270の L2キャッシュが 4MBで








1peで 135秒から 104秒と 30%，2peで 103秒から 61秒と 68%，3peで 88秒から

























APCコンパイラは，METI/NEDOミレニアムプロジェクト IT21 Advanced Parallelizing Com-
pilerによって開発されたコンパイラで，それぞれ単体でも動作可能な早稲田大学，日立，富士通
























の約 2MB の二次元配列を 7個使用し，合計データサイズは約 14 MBである．本
手法ではこれらの配列間にパディングを適用した．4MBの L2キャッシュを対象と
したパディングでは，コンパイラにより各配列の宣言サイズは 513 576に変更さ




列間パディングを適用し，4MBの L2キャッシュに対して 513 544の宣言サイズ
に変更した．hydro2d に対しては前述したように共通ブロック間パディングを適
用した．4MB の L2 キャッシュに対しては，共通ブロック VAR1, VAR2, VARH,











Hashed VA時の Sun Ultra 80上で各コンパイル方法を適用した場合の，Forte
コンパイラのみを用いた場合の逐次実行に対する最大速度向上率を図 4.12に示
す．図中の棒グラフの上の数値は実行時間を表す．また Ultra SPARC-IIの CPU
Performance counterを用いて計測した L2キャッシュミス回数を図 4.14，図 4.15)
に示す．
図 4.12に示すように，tomcatv, swim, hydro2dの逐次実行時間は 119秒，104
秒，141秒であるのに対して，Forteコンパイラの自動並列化（図 4.12 forte max）
を行った時の実行時間は 98秒，61秒，77秒であり，それぞれ 1.2 倍，1.7倍，1.8
倍の速度向上にとどまっている．またパディングを用いない場合の OSCARコン








































図 4.12: Speedups on Sun Ultra 80 (Hashed VA)


























































































tomcatv swim hydro2d turb3d mgrid





4.14に示す swimのキャッシュミス回数を見ると，逐次実行（ forte single）の場合
のキャッシュミス回数は約 3.5 億回であるのに対して，Forteの自動並列化（ forte
max）では約 3.0 億回，パディングを用いない場合の OSCARコンパイラ（oscar


















グを用いてコンフリクトミスを削減した OSCARコンパイラ（図 4.12 oscar w/
padding）では，実行時間は tomcatvで 19秒，swimで 11 秒，hydro2dで 31秒，
turb3dで 56秒となった．逐次実行と比較するとそれぞれ 6.3倍，9.4 倍，4.6 倍，
3.4倍の速度向上であり，台数効果が得られていることが分かる．また，パディン
グを用いない場合のOSCARコンパイラ（図 4.12 oscar w/o padding）に対しては
tomcatvで 4.7倍，swimで 5.5倍，hydro2dで 2.0倍，turb3dで 1.2倍と大幅な性能
向上が得られており，パディングの効果が大きいことが確認された．パディングを用
いたときのキャッシュミス回数は図 4.14 oscar w/ paddingに示すように，tomcatv



















われているのは，本手法の対象となったフェーズのうちの call uxw, doall3であり，
それぞれ 542万回，536万回のキャッシュミスが削減されており，キャッシュミス
回数はパディングなしの場合の 4.1%, 10.0%になっている．これは doall2 の実行
により各プロセッサのキャッシュにデータが乗り，call uxw, doall3ではキャッシュ
上のデータを再利用するためキャッシュミスの削減が削減されているからである．







OSCARコンパイラ（図 4.13 oscar w/o padding）の実行時間は，tomcatvで 49秒，
swimで 36秒，hydro2dで 44秒，turb3dで 60秒であり，逐次実行に対する速度
向上率はそれぞれ 2.4倍，3.0倍，3.2倍，3.2倍となっている．これをHashed VA
時のパディングを用いないOSCARコンパイラ（図 4.12 oscar w/o padding）と比




表 4.2: turb3dの L2キャッシュミス回数
L2 cache misses
w/o padding w/ padding di
doall1 4,680,561 4,178,363 502,198
doall2 9,852,230 9,115,141 737,089
call uxw 5,653,883 234,528 5,419,355
doall3 5,962,620 598,339 5,364,281
doall4 5,134,257 4,529,314 604,943









パディングを用いた場合のHashed VAの性能と Bin Hopping時の最高性能を比
較すると，例えば tomcatvの実行時間は，前者では 19秒であるのに対して，後者
では 47秒であり，Hashed VAでパディングを適用した場合の方が 2.5倍高い性能
を示した．同様に swimでは 3.2倍，hydro2dでは 1.4倍，turb3dでは 1.1倍高い












































図 4.16: Speedups on RS/6000 44p-270 (Bin Hopping)
4.7.3 IBM RS/6000 44p-270上での評価
4-wayセットアソシアティブの 4MBの L2キャッシュを持つ IBM RS/6000 44p-
270での評価結果を図 4.16, 図 4.17に示す．AIX 4.3のデフォルトのページ変換方
式は Bin Hoppingであるが，Page Coloringも提供されているため，この両者で性
















































図 4.17: Speedups on RS/6000 44p-270 (Page Coloring)
図 4.17に示すページ変換方式を Page Coloringに変更した時の性能を見ると，パ
ディングを行わない場合のOSCARコンパイラの実行時間は 33秒，33秒，26秒，
27秒と，Bin Hoppingの場合に比べ遅くなっている．また，XLFの自動並列化で
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図 4.18: Speedups on pSeries 690
4.7.4 IBM pSeries 690上での性能評価
本節では IBM pSeries 690 regatta上での性能評価について述べる．本配列間
パディング手法は，pSeries 690の 2プロセッサで共有される 1440KBの L2キャッ
シュを対象に適用した．tomcatvでは倍精度の 513513の約 2MBの二次元配列を
513 740に配列間パディングにより拡大した．また swimでは単精度の 513 513




ジ変換方式として page coloringがサポートされていないため，デフォルトの bin
hoppingのみで性能評価を行った．
図 4.18に IBM pSeries 690 regatta上での性能評価結果を示す．図の縦軸は各ア
プリケーションにおける IBM XL Fortran 8.1コンパイラによる逐次実行に対する
速度向上率を示している．
XL Fortranコンパイラによる逐次処理時間は tomcatvで 23秒，swimで 23秒，







グを用いない場合では tomcatvで 3.2秒，swimで 1.3秒，hydro2dで 3.0秒，turb3d
で 3.2秒，mgridで 3.4秒であり，XLFの逐次実行に対する速度向上率としてはそ
れぞれ 7.3倍，17倍，10倍，12倍，10倍が得られた．また，配列間パディングを







































たHashed VAを用いた場合では，Sun Forte 7.0コンパイラの自動並列化を行った
SPEC CFP95の tomcatvの最小処理時間は 98秒であったのに対して，本手法を用
いた場合は 19秒であり 5.2倍の性能向上が得られた．同様に swimでは 61秒から
11秒へ 5.4倍，hydro2dでは 77秒から 31秒へ 2.5倍，turb3dでは 66秒から 55秒
へ 1.2倍の性能向上が得られた．同様に 4MBの 4-wayセットアソシアティブキャッ
シュである IBM RS/6000 44p-270 上でも最高性能を示した Page Coloring上での
比較では，tomcatvではXLFコンパイラの自動並列化では最小処理時間は 69秒で
あるのに対して本手法を用いた場合は 14秒になり 3.4倍，swimでは 43秒から 8.0
秒へ 5.3倍，hydro2dでは 57秒から 17秒へ 3.3倍，turb3dでは 27秒から 25秒へ
1.1倍の性能向上がえられた．また，1440KBの 8-wayセットアソシアティブキャッ
シュを持つ 24プロセッササーバー IBM pSeries690 regatta 上では，Bin Hoppoing
のみがサポートされているが，tomcatvで IBM XL FORTRAN Compiler version
8.1 の最小処理時間が 19 秒であるのに対して本手法では 3.0秒と 6.5倍，swimで



































SPEC CFP95ベンチマークの tomcatvを用いた性能評価では，IBM RS/6000
44p-270（4プロセッサ）上で IBM XL FORTRAN Compiler version 7.1の
最小処理時間は 40秒であるのに対して，本手法を用いることにより 20秒へ
と 1.9 倍の性能向上を示し，IBM pSeries 690（24プロセッサ）上では XL


















regatta上で行った性能評価では，IBM XL FORTRAN Compiler version 8.1
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性能評価では Sun ONE Studio 7 Fortran Compilerの最高性能と比較して，
tomcatvでは 98秒から 19秒へ 5.4倍，swimでは 61秒から 11 秒へ 5.4倍，
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導をいただきました成田誠之助 教授，松山泰男 教授，小林哲則 教授，木村啓二
講師に深く感謝致します．
本研究の一部は，METI/NEDOアドバンスト並列化コンパイラ（APC）プロ
ジェクト及び STARC（半導体理工学研究センター）の支援により行われました．
笠原研コンパイラグループのリーダーとしてご活躍された小幡元樹氏（現日立）
には，筆者の研究室配属時より 5年間にわたり直接御指導を賜りましたことを深
く感謝致します．
データローカライゼーション手法を考案された吉田明正先生（現東邦大）には，
ミーティングを通してご指導を賜り感謝致します．本研究を進めるにあたり数多
くの論文を参照させて頂きました．
直接ご指導を受けたことは少なかったですが，本研究の基礎となるすばらしい
ソフトウェアを残してくれた藤本謙作氏（現東芝）に感謝致します．優れたプロ
グラムは本研究の出発点であるとともにモティベーションでありました．
本研究における各段階では，飛田高雄氏（現 SONY），稲石大祐氏（現 SONY），
山本晃正氏（現松下），加藤孝幸氏（現本田技研），成清暁博氏（現 JR東海），山
本正之氏（現松下），吉井謙一郎氏（現東芝），八木哲志氏（現NTT），熊澤慎也
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氏（現松下），近藤功章氏（現日本 IBM），神長浩気氏（現 SONY），長澤耕平氏
（現富士通），村井昭子氏（現東芝）をはじめとする笠原研究室の皆様には数多く
のご助言，ご協力をいただきました．ありがとうございました．
本論文の成果は，現在の笠原研究室メンバーの小高剛氏，中野啓史氏，白子準
氏，板垣裕樹氏，宮本孝道氏，成田幸弘氏，林信太郎氏，上野晃滝氏，山口弘祥
氏，丸山貴紀氏をはじめとする笠原研究室の多くの学生・卒業生の皆様のご協力
あってのものです．皆様には深く感謝致します．
最後に，今日までの著者の研究生活を支えていただいた家族に感謝致します．
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