Abstract|This paper propose a new methodology for fast best-match retrieval of structured images. A triangle inequality property for the tree-distance introduced by O azer IEEE Transactions on P.A.M.I., Vol. 19, No. 12, December 1997 is proved. This property is in turn applied to obtain a saturation algorithm of the trie used to store the database of the collection of pictures. The new approach can be considered as a substantial optimization of O azer's technique and can be applied to the retrieval of homogeneous hierarchically structured objects of any kind. The new technique inscribes itself in the number of distance based search strategies and it is of interest for the indexing and maintenance of large collections of historical and pictorial data. We demonstrate the proposed approach on an example and report data about the speed-up that it introduces in query processing. Direct comparison with MVP-trees algorithm is also presented.
I. Introduction
Direct access to items of historical or archaeological interest is often di cult because those items are usually very fragile and precious. Images are hence the elective c hoice of museums and research institutions to share their possessions in a distributed environment, like the World Wide Web. Mature technology is now a vailable to spread image data over a wide network in a safe and fast way, but the lack of robust tools to retrieve an image from a large database is still slowing the widespread adoption of this new form of fruition of our cultural heritage. Retrieval in this setting must take care of two special needs: error tolerance and approximate queries. For example, a typical need of an archeologist is to nd a match for an ancient coin. It would be very helpful to be able to automatically reduce the search to a small set of candidates, even in the very common case of partially ruined or only partially readable coin error tolerant search when a perfect match cannot be obtained. An automatic tool to this aim as to mimick the human approach: an expert frequently identi es the provenance or the age of a coin starting from the observation of some partial feature or only from some detail on it approximation. Another important feature is of great help: images of items like coins, vases, insignia, stamps etc. inherit a special structure from the objects that they represent. Such images share the same "layout" but di er in details. Furthermore details range over a nite set of unambiguous possibilities. We refer to collection of such images with the term of "databases of structured images". There is frequently a natural "syntax" of such images and one may think of them like "sentences" in a non-linear visual language. It is hence possible to process these image collections with techniques normally used to process statements in a natural language 16 , 19 . In this context the search in the database may be considered as an instance of best-match problem 20 .
The method presented in this paper inscribes itself naturally in the family of distance-based index structures that Dipartimento di Matematica e Informatica, Universit a di Catania Viale A. Doria 6, 95125, Catania, Italy Phone +390957383071, Fax +390957337032. E-mail fferro, gallo, giugno, apulvirentig@cs.unict.it have attracted considerable research e orts in the recent years 2 , 3 , 5 , 4 , 10 , 20 , 21 , 24 , 25 . All these techniques work over generic metric spaces they do not depend on special properties of the distance measure considered and exploits several sophisticated data structures to improve the query processing time.
Observe that some best-match retrieval methods 5 make use of many properties of the underlying distance between the objects in the database: here we focus with methods whose only assumption about the distance between database items is that it is a metric. This is the case of the Fixed Query tree FQ-tree algorithm 2 , the Vantage Point tree VP-tree algorithm 8 , 25 togheter with its upgraded variation known as Multiple Vantage Point tree MVP-tree algorithm 3 and the M-tree algorithm 10 . The idea behind FQ-trees is to organize items of a collection ranging over a metric space into the leaves of a tree data structure. Internal nodes of the tree have at each level the same key. The construction of a FQ-tree proceeds adding one by one new items to the data structure. The data structure has to be set up in advance in order to guarantee e cient retrieval. The conceptual simplicity of the technique is paid by its relative in exibility: the internal nodes of the FQ-tree have to be designed according to a certain xed layout of the indexes. VP-trees and MVP-trees organize items coming from a metric space into a binary tree. The items are stored both in the leaves and in internal nodes of the tree. The items stored in internal nodes are the "vantage points". Processing a query requires the computation of the distance between it and some of the vantage points. The data structure is built to guarantee that "close" items are in the same sub-tree. Computation of the distance of the query from the root of a sub-tree provides useful information about the similarity of the query with all the nodes in the sub-tree. This knowledge shows an important speed up in processing the query. More in detail, VP-trees partitions a data set according to the distances that the objects have with respect to a reference point. The median value of these distances is used as a separator to partition objects into two balanced subsets. The same procedure can recursively be applied to each of the two subsets. The MVP-trees extend this idea by using multiple vantage points and exploits pre-computed distances to reduce the number of distance computations at query time. M-trees are dynamically balanced trees. Nodes of an Mtree store several items of the collection provided that they are "close" and "not too many". If one of these conditions is violated, the node is split and a suitable sub-trees originating in the node is recursively constructed. Comparisons between M-trees and MVP-trees are reported in 3 . MVPtrees seems to guarantee better performances than M-trees. For this reason in comparing the approach proposed in this paper with other algorithms M-trees have not been directly considered. In 12 we have shown that the retrieval technique introduced by O azer 17 for large collection of statements in natural language, can be successfully applied to databases of structured images. The technique requires a pre-processing step where all the relevant information about each image of the database is coded into a tree. A semantic analysis of the content of the picture is needed at this stage: it could be carried out by human experts or by a semi-automatic procedure. It is also possible, on principle, to automatically extract from an image the features that are relevant for a proper classi cation. To d o s o one may use a suitable set of vision operators and heuristic rules. The analysis of good strategies to realize such a task is out of the scope of this paper that focuses, instead, on techniques to organize visual data after they have been selected and coded. For a demonstration of the construction of such a tree, on a toy example, see Section II below. The tree representation obtained in the preprocessing step from each image naturally leads to a "metric" d among images. If I 1 and I 2 are two images in the database and T 1 , T 2 are their corresponding trees dI 1 ; I 2 = distT 1 ; T 2 , where dist is the metric between trees introduced in 17 . To retrieve trees whose distance from a given query is below a given threshold each tree is, in turn, coded as a sequence of paths from its root to every leaf and the sequences of paths describing all the trees are eventually compactly stored in a trie. For a demonstration of the construction of such a trie, on a toy example, see Section II.B below. The trie data structure naturally provides a way t o i n terrogate the database with error tolerant and approximate queries: an obvious strategy is to traverse the trie from the root to the leaves. In this search it is possible to do an early pruning of a branch as soon as it is seen that it leads to images whose distance from the query exceeds the given threshold. Experimental results obtained using this strategy prove the e ectiveness of this approach see 12 .
In the present paper we strongly improve the above method proving and exploiting a triangle inequality property for O azer's distance. In particular, we propose a saturation algorithm for the trie. The proposed procedure grants earlier pruning of unsuccessful branches and hence greatly improves search e ciency. The speed-up at query time is obtained learning some a priori information about the database structure. In particular a key step for the new procedure is the pre-computation of the mutual distances between elements in a subset of the database. For the sake of simplicity, in this paper we pre-compute all possible distances between pairs of objects in the collection and use the resulting symmetrical matrix of distances. The technique works equally well pre-computing all the distances only relative to a randomly chosen object 5 , or relative to several chosen objects 21 or relative to an arbitrary set of pairs of objects in connection with a Floyd-Warshall style algorithm 20 . Since the triangular property is especially useful between far away objects, the mutual distance may be calculated only between those objects that are far a part in the trie. The triangular property w ould be applied in this case only on these elements to further pruning the search space. These alternatives to the computation of the complete distance matrix are important especially if the technique has to be applied to very large databases: in this case the whole distance matrix is too large to be stored in principal memory at once. The pre-computed information about distances is used as follows: suppose that while traversing the trie a node N such that dQ; N t is reached, with Q denoting the query and t a positive, user selected threshold. Triangular inequality allows us to estimate the distance between Q and another node M in the trie. More precisely if dQ; N , dN;M t then dQ; M t and node M needs not to be visited. The pruning may be enhanced applying a recursive procedure which will eliminate all those nodes of the trie whose descendants have been already discarded. We report the results obtained with a collection of up to 300 postal stamps and compare them with the results obtained with other retrieval techniques particularly with O azer's original technique and with the MVP-trees approach. The rest of the paper is organized as follows: Section II describes how to code a picture into a tree and show h o w to organize a collection of trees into a compact, space ecient trie. In Section III we prove that O azer's distance is indeed a metric and, in particular, that it satis es the triangle inequality. In Section IV we show how to combine triangle inequality and the knowledge of the matrix of all pre-computed distances among pairs of objects in the database in order to obtain a faster retrieval. Furthermore, we complete the description of the method introducing the saturation procedure for the trie. Section V reports our experimental results and a comparative performance analysis with other search strategies. A Conclusion Section includes some considerations for future development. This Section describes how to code a collection of structured images into a trie. The coding requires two steps: coding of a picture into a tree and storage of all the trees in one compact data structure.
A. From a structured image to a tree.
This Sub-Section shows how to code an image drawn from a collection of structured images into a ordered labeled tree.
An ordered labeled tree 26 is a tree in which each n o d e as a label and the left-to-right order of its children if it has any is xed. Ordered label trees have applications in vision, pattern recognition, molecular biology, programming compilation and natural language processing 1 , 6 , 7 , 9 , 11 , 13 , 14 , 22 , 23 . An application of such trees for image representation is given in 18 .
The basic idea is to treat a structured image as a sentence in a natural language. Sentences in a natural language behave according to a general pattern. For example statements expressing the action of a subject on an object can be divided into subparts: subject, verb, object. Each subpart can be further decomposed in noun, article, attribute and so on. This, naturally, suggests describing and storing such sentences with a hierarchical data structure like an ordered tree. The same can be done with structured images although in this case there is much more freedom and much less guidance! to pick-up the features that better characterize each item. The choice of features and their organization into a tree is the most sensitive parameter of the proposed approach. The strategy adopted for the exposition and the experiments reported in this paper depends on the semantic content of the images and requires the knowledge of an expert. This in alternative m a y be done in several ways, adopting di erent automated, semi-automated approaches or introducing sets of heuristic rules. The focus of the present paper however is not on the techniques suitable to obtain an optimal unambiguous representation of a structured image into a tree. To illustrate, in a concrete way, how the image coding is realized we report one possible scheme for some of the features of postal stamps shown in Fig. 1 . A t ypical "stamp tree" can be seen in Fig. 2 and in Fig. 3 .
Observe that not all of the many possible details and features have been introduced in our scheme. This has been an intentional choice to reduce the complexity of our example and for sake of a greater clarity in exposition. Again for sake of simplicity w e assume that no two distinct items will generate the same tree representation. Such a case may be avoided for example considering a larger feature set, or may be managed with slight modi cations over the proposed data structure. To be more precise, we adopt the "vertex list sequence" as a data structure to represent a tree T. This structure is a sequence of lists. There are as many lists in this sequence as leaves in the tree. Each list contains the ordered sequence of vertices in the unique path from the root to the corresponding leaf. For example the tree in the Using this formalism we can introduce the following definition.
De nition II-A.1: Let Z = Z 1 ; : : : ; Z p , denote a generic vertex list sequence of p vertex lists. Z j denotes the initial subsequence of Z up to and including the j-th vertex list. We will use X of length m to denote the query vertex list sequence, and Y of length j to denote the sequence that is a possibly partial candidate vertex list sequence from the database of trees. B. Organizing a Forest in a Trie.
The constructions in section II-A show how to turn a collection of pictures into a forest of trees. The trees associated to the elements in our collection are stored in the database with their vertex list sequence representation. The set of vertex list sequences is, in turn, converted into a trie structure 12 . The trie will compress redundancies in the pre xes of the vertex list sequences to achieve a compact data structure. For instance, the trees associated with the stamps of the collection in Fig. 1 can be represented as a trie as shown in Fig. 4 . III. Measures of best match between trees E cient ways to retrieve i n the trie all the trees "similar", up to some degree, to a given query have been recently reported 17 . In particular, given a query tree and a threshold value, the algorithm in 17 e ciently retrieves all the trees in the database whose distance from the input does not exceed the threshold. Observe that an objective measure to assess the quality of match is an essential element for a exible, error tolerant, retrieval. Two trees can be di erent because there are two di erent labels in corresponding nodes or because some branch in one has no correspondence in the other structural di erence. Following 17 the distance between two trees is de ned taking into account structural di erences and label di erences. Let C be the cost for every di erent label and S the cost for a structural di erence. The distance between two trees, is the minimum cost of leaves or branches insertions, deletions or leaf labels changes necessary to change one tree into the other. More formally the distance between two trees is de ned as follows O azer's distance: Table I reports the distances between all the stamps in our dimostrative collection assuming that C = 1 and S = 2.
The experiments reported in Section V have been done with the same choice of values for C and S.
TABLE I
Distances between the stamps in the database with C =1 and S = 2 when the semantic tree coding see text is adopted. The same code than a  14  15  18  23  16  26  28  26  b  16  16  24  15  24  26  24  c  12  26  21  26  28  26  d  26  21  26  28  26  e  28  24  26  24  f  28  30  28  g  11  8  h 12
In what follows we show that the distance 1 is really a metric.
A metric d is a function that maps a pair of objects O 1 and O 2 into a nonnegative n umberdO 1 This completes the proof of our theorem.
IV. Error Tolerant Retrieval of Trees
In this Section we describe several strategies to interrogate the database of images after it has been coded as a trie, in the way discussed above. A basic search strategy that makes use of dynamic programming is rst described. Successively we report of the speed-up that is possible to attain using triangular inequality. The description of anal version of the algorithm including a saturation step concludes this Section. A. The basic search strategy Our goal is the retrieval of trees that match a query up to some degree of approximation. Standard searching within a trie corresponds to traversing a path starting from the start node, to one of the leaves, so that the concatenation of the labels on the arcs along this path matches the input vertex list sequence. For error-tolerant searching, one has to nd all paths from the start node to leaves, such that, the corresponding vertex list sequences are within a given distance threshold t of the query vertex list sequence. To e ciently perform this search, paths in the trie that lead to no solutions have to be pruned early so that the search is bound to a very small portion of the data structure. The search proceeds, depth rst, down the trie computing the similarity distance between subsequences of the query and the partial sequences obtained chaining together the labels of the nodes of the trie that have been visited in so far. Such a distance is formalized in the concept of cuto distance.
More precisely, let Q be a query, of length m, and let X be a candidate sequence, of a length j . The sequence X is the vertex list sequence obtained going from the root to a node n in the trie. Let l = max1; j , b t=Sc and u = minm; j + dt=Se where S is the cost of an insertion or deletion and t is the threshold. The cuto distance cutdistQ m ; X j is de ned as cutdistQ m ; X j = min liu distQ i ; X j Observe that any initial subsequence of Q m no longer than l, requires at least bt=Sc leaf insertion. Similarly, a n y initial subsequence of Q m no shorter than u, needs at most dt=Se leaf deletions. In these cases the threshold is certainly violated. The cutdist function naturally suggests a recursive dynamic programming approach. The leaves that have been reached during the search, within the cuto distance bounds are the output of the error tolerant matching procedure. O azer 17 has shown that this kind of search can be realized in OL 2 logLk 1=Ldt=Se where L is the number of leaves in each tree, k is number of the tree in the forest, t is the threshold distance and S is the cost of adding or deleting a leaf in a tree. A pseudo code description of the procedure described above is provided in Fig. 11 . B. Search strategy based on triangle inequality property
In this sub-section we describe a rst optimization technique to speed up the procedure described above. This optimization makes use of the triangle inequality property for O azer's distance Theorem III-.3. For every triplet of objects x; y; q, triangle property implies that: jdistx; q , distx; yj disty;q 2 Two cases may occur cf. 26 :
1. If distx; q t, it is possible to discard x. If there is another object y close to x such that distx; q , distx; y t then, by the inequality 2 , it is possible to deduce that disty;q t. y may hence be discarded without having to calculate disty;q. Fig. 5 a illustrates this case.
2. If distx; q t then x matches the query within the prescribed error bound. If y is very far from x in such way that distx; y ,distx; q t then, by the triangle inequality, w e can deduce that disty;q t. Therefore as in the previous case we are entitled to discard the object y without having to calculate disty;q. This case is illustrated in Fig. 5 b. The above applications of triangle inequality allow an improved search of the trie. To better explain the improved strategy we i n troduce the following de nitions:
De nition IV-B.1: Given a tree, a node k is a keynode if 1. Every node in the path from k to a leaf has out-degree at most 1; 2. the parent o f k does not have property 1 . Therefore, in a trie structure a key node is the highest node such that it uniquely de nes a tree of the forest corresponding to only one object of data collection. Fig. 6 illustrates this concept. The improved search algorithm proceeds as follows: a depth rst search of the trie is performed starting from the root of the trie until one of the two following cases arise: Case 1. When the visit reaches a node n the similarity threshold t is exceeded: the trie is hence pruned at node n and the search backtracks along other paths. The pruning may be also performed on the family of all the key nodes of the trie that are ancestors of leaves Y k 's satisfying the following condition: cutdistQ m ; X j ,distY k l k ; X i l i t 3 for some leaf X i of the sub-trie with root n. In the above condition X j indicates the subsequence of length j from the root of the trie to the node n; l k and l i indicate the lengths of the sequences Y k and X i , respectively. Of Case 2. A leaf x is reached within the similarity threshold: the corresponding object X is part of the output set. Even in this case, a pruning of unvisited portions of the trie may be performed. More precisely, all unvisited key nodes whose descendent leaf Y k satis es the condition distX;Y k l k , distX;Q m t are pruned see Fig. 8 .
C. Search strategy using saturation A further improvement m a y be obtained adopting a saturation technique. The saturation step takes place after the pruning step done using triangle inequality see Fig. 9 and Fig. 12 . More precisely when the pruning described above is performed, we "mark" a eld of the node key where the cut is done. To take advantage of such a marking and hence to furtherly reduce the search space, the marking has to be propagated" upward in the trie. In this way e n tire branches of the trie will not be visited in the successive We summarize all optimization techniques proposed above in a nal description of the procedure reported in Fig. 12 . The original O azer's algorithm is reported, for comparison, in Fig. 11 .
V. Performance Analysis and Results
The evaluation of a search strategy for large databases is a complex task. One has to take i n to account both theoretical and practical issues. Experiments in this respect are an invaluable tool to assess properties and limitations of any given technique. In this section we report the results of several tests performed on a moderate size database. In particular we used databases of postal stamps of di erent sizes from 100 up to 300 items. The database has been obtained with the help of a human expert. The expert's intervention provided two actions: rst to help in choosing a suitable tree structure to store relevant features of each item in the collection; second to obtain the actual trees describing the items. Observe that this step could be, in principle, completely automated provided that good heuristic feature extraction techniques are available.
It is preferable to obtain estimates about e ciency regardless of a particular architecture and regardless to implementation details. In search of objective measures that could be at the same time simple to get and expressive o f the computational resources required by a search strategy we h a ve identi ed the following performance indicators: the average execution time per query; the number of distance calculation per query. The rst measure takes into account all the computation resources needed to manage the data structures and the details about data management. One can roughly say that average execution time per query shows a direct correlation with the complexity of the items in the database. It is hence needed to pair this performance measure with second indicator that is independent from the particular nature of the items in the database. The second measure proposed above, the number of distance calculation per query, provides an indicator as requested above. We have also observed that in the approach discussed in Fig. 11 . O azer's algorithm for approximate tree retrieval. t denotes the similarity threshold, the empty v ertex list sequence, q 0 the root of the trie, qs a node of the trie, Q the query with length m, X the partial vertex list sequence under consideration with length j, V the label of a edge in the trie denoting a vertex list and q i ; V the node of the trie which can be reached from node q i by V .
this paper the proportion of computation resources required by a n y query is mostly made by the cost of distance computation.
The proposed approach requires a preprocessing phase to compute distances between objects in the database. The exact number of cycles used time by this step depends of course, on the architecture of the processor. A quadratic growth of the number of CPU cycles as the number of the items in the database increases has been observed in perfect agreement with the theoretical prediction. The order of magnitude of the preprocessing time, is about 10 3 with respect to the average processing time required by a single query. On the other hand the preprocessing may be done o line only once. These considerations imply that the proposed approach is best suited when many queries have to be performed on the database without requiring upgrades of it. Note that the triangular property is particularly useful when it is applied on triple of objects that are far apart in the trie: accordingly good speed up factor have been observed in our experiments even if the computation of mutual distances is done only for a small subset of all the pairs of objects in the database.
In the experiments the pairwise distances of all the objects in the database range over the interval 0,36 . Moreover over such a range the distances are roughly uniformly distributed. The performance assessment is made measuring the average processing time per query and the average number of distance computation per query over databases of di erent sizes as the similarity threshold goes from a minimum to a maximal value. More precisely we h a ve performed experiments with collections of 100, 150, 200, 250, 300 stamps and thresholds 2, 4, 6, 8, 10. The average query processing times are diagrammed in Fig. 13 b. In Fig. 13 Fig. 15 and Fig. 16 , according to the same visualization methods adopted in Fig. 13 and Fig. 14 . In order to assess the quality of performance of the proposed algorithm we compare it with other search strategies based on distance computation. Candidates for comparisons are the following search strategies that have been discussed in the introduction and that are all based on distance computation: FQ-trees 2 ; MVP-trees 3 , 8 , 25 ; M-trees 10 . The theoretical complexity to process a query in all of these approaches, as well as in the proposed one, is in the worst case, linear in the dimension of the database. To get meaningful information about the di erent techniques becomes hence important to consider the number of calls done to a distance function. We c hoose not to compare our algorithm directly with FQtrees because the performance of FQ-trees is close to the performance that can be obtained with the proposed ap- proach, provided that a suitable indexing layout for the data structure is made. Observe, however, that our technique allows greater exibility and simplicity in setting up the right data structure. As for the other techniques mentioned above are available in literature several comparisons among them. More precisely 3 proposes a direct comparison of MVP-trees with M-trees. For the reasons discussed above w e c hoose to compare our technique only with the MVP-trees. We h a ve implemented MVP-trees homogeneously with the implementation of the proposed method and we h a ve recorded the average number of calls per query to the distance function. The results of the experiments are summarized in Fig. 17 and clearly show that the proposed technique works better than MVPtrees relatively to this performance indicator.
VI. Conclusion and future development
In this paper we have demonstrated an application on a methodology for best-match retrieval. Our methodology is based on the retrieval technique introduced by O azer 17 and it is improved by the application of the triangle property in connection with a saturation procedure applied to the trie used to store the images. The results show that the techniques is valuable for the construction of large databases of visual information and other similar objects. The experiments also show that the improvement due to proper usage of triangle property in connection with the saturation algorithm is relevant both in terms of numberof distance calculations and of execution time. The improvement becomes more signi cant when the dimension of the database and the complexity of the objects increase. The performance of the proposed technique in comparisons with other distance based search methodologies is again good. Ongoing projects to apply and experiment this technology to organize several large collections of archaeological items are already con rming the power of the new technique. 
