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POLYNOMIAL SUPER REPRESENTATIONS OF U resq (glm|n) AT
ROOTS OF UNITY
JIE DU, YANAN LIN AND ZHONGGUO ZHOU
Abstract. As a homomorphic image of the hyperalgebra Uq,R(m|n) associated
with the quantum linear supergroup Uυ(glm|n), we first give a presentation for the
q-Schur superalgebra Sq,R(m|n, r) over a commutative ring R. We then develop a
criterion for polynomial supermodules of Uq,F (m|n) over a filed F and use this to
determine a classification of polynomial irreducible supermodules at roots of unity.
This also gives classifications of irreducible Sq,F (m|n, r)-supermodules for all r. As
an application when m = n ≥ r and motivated by the beautiful work [3] in the
classical (non-quantum) case, we provide a new proof for the Mullineux conjecture
related to the irreducible modules over the Hecke algebra Hq2,F (Sr); see [2] for a
proof without using the super theory.
1. Introduction
The Mullineux conjecture [21] refers to a combinatorial algorithmic map λ 7→ M(λ)
on p-regular partitions such that if Dλ is an irreducible p-modular representation of
the symmetric group Sr then D
M(λ) ∼= Dλ ⊗ sgn, where sgn is the sign representa-
tion. Building on his work on modular branching rules, Kleshchev [17] developed
an alternative algorithm to describe the partition associated with Dλ ⊗ sgn. With
some technical combinatorics, Ford and Kleshchev [15] then proved that Kleshchev’s
algorithm is equivalent to the Mullineux map, and thereby, proved the Mullineux
conjecture. See [1] for a shorter proof for the equivalence. The Hecke algebra version
of this conjecture was proved by Brundan [2]. Like the p-modular case, quantum
branching rules play a decisive role in the proof.
In 2003, Brundan and Kujawa [3] discovered an excellent new proof for the original
conjecture without using branching rules. Instead, they used representations of the
general linear Lie supergroup. This proof involves a different algorithm introduced by
Xu [23] for the Mullineux map and the Serganova algorithm for computing the highest
weights of w-twisted irreducible supermodules. The latter relies on the highest weight
theory developed in [3, §4] associated with a representative w of an Sm×Sn-coset.
However, this theory does not seem to have a quantum analogue. Thus, generalising
the work in [3] to the quantum case requires some new ideas.
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In this paper, we will use the polynomial super representation theory of the (super)
quantum hyperalgebra associated with the linear Lie superalgebra glm|n to give a new
proof of the quantum Mullineux conjecture. Here are the main ideas to tackle the two
algorithms used in [3]. First, we directly link the map jl used in Xu’s algorithm to a
non-vanishing condition of certain products of Gaussian polynomials which naturally
occur in root vector actions on a maximal vector; see Lemmas 6.1 and 6.3. This
results in a classification of polynomial irreducible supermodules. Second, we realise
the Serganova algorithm through a sequence of root vector actions on a highest weight
vector. It is worth noting that the graph automorphism σ, available only whenm = n,
and a pair of Schur functors play crucial roles in the final stage of the proof.
We organise the paper as follows. We first discuss in §2 the Lusztig Z[υ,υ−1]-form
Uυ,Z(m|n) of the quantum supergroup Uυ(glm|n) over Q(υ) and their base change
Uq,R(m|n) to any commutative ring R via υ 7→ q, the quantum (super) hyperalgebras.
We also display the commutation formulas of root vectors which are used throughout
the paper. In §3, we introduce the q-Schur superalgebra Sq,R(m|n, r) not only as
an endomorphism algebra of a module of the Hecke algebra Hq2,R but also as a
homomorphic image of Uq,R(m|n). By working out a presentation for Sq,R(m|n, r) in
§4, we develop a criterion which tests when a finite dimensional weight Uq,F (m|n)-
supermodule is polynomial in §5. A classification of irreducible weight Uq,F (m|n)-
supermodule is also given as an extension of its nonsuper counterpart [18].
In §6, we classify all polynomial irreducible Uq,F (m|n)-supermodules (Theorem
6.4) which are indexed by the sets used in [3]. Notably, the method here is very
different from those used in [3]. As a simple application, a classification of irreducible
Sq,F (m|n, r)-supermodules is given in §7. Unlike the classification given in [10, 11],
which is independent of quantum supergroups, this classification is constructive. We
further investigate the structure of q-Schur superalgebras through a certain filtration
of ideals and Weyl supermodules. The last two sections are devoted to prove the
quantum Mullineux conjecture. The combinatorics of the Mullineux map, largely
following [3], and the quantum Serganova algorithm (Proposition 8.2, Theorem 8.4)
are discussed in §8. In the last section, we introduce two Schur functors and compare
their images on supermodules (Proposition 9.3). The conjecture is proved in Theorem
9.5.
Throughout the paper, we assume that R is a commutative ring with 1 of charac-
teristic 6= 2. Let q ∈ R be an invertible element. From §5 onwards, we assume that
R = F is a field and q is a primitive l′th root of unity. To include the non-roots of
unity case, we set l′ =∞ if q is not a unit of unity.
For fixed non-negative integers m,n with m + n > 0 and i ∈ [1, m + n] :=
{1, 2, · · · , m+ n}, define the parity function i 7→ i¯ by
i¯ =
{
0¯, if 1 ≤ i ≤ m;
1¯, if m+ 1 ≤ i ≤ m+ n.
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For the standard basis {ǫ1, · · · , ǫm+n} for Z
m+n, define the “super dot product” by
(ǫi, ǫj) = (ǫi, ǫj)s = (−1)
i¯δij , and call αi = ǫi−ǫi+1, i ∈ [1, m+n) := [1, m+n]\{m+n}
simple roots. We have positive root system Φ+ = {αi,j = ǫi − ǫj | 1 ≤ i < j ≤ m+ n}
and negative root system Φ− = −Φ+. Define α¯i,j = i¯+ j¯, and call αi,j an even (resp.
odd) root if α¯i,j = 0¯ (resp., 1¯). Note that αm is the only odd simple root.
Acknowledgement. The first author would like to thank Jonathan Brundan for
his comments made at the 2016 Charlottesville and 2017 Sydney conferences. The
authors also thank Weiqiang Wang and Hebing Rui for several discussions.
2. The quantum hyperalgebra Uq,R(m|n)
Let Q(υ) be the field of rational functions in indeterminate υ and let
υa = υ
(−1)a¯ (1 ≤ a ≤ m+ n).
Define the super (or graded) commutator on the homogeneous elements X, Y for an
(associative) superalgebra by
[X, Y ] = [X, Y ]s = XY − (−1)
X¯Y¯ Y X.
The following quantum enveloping superalgebra Uυ(glm|n) is defined in [24, 5].
Definition 2.1. The quantum enveloping superalgebra Uυ(glm|n) over Q(υ) is gen-
erated by the homogeneous elements
E1, . . . , Em+n−1, F1, . . . , Fm+n−1, K
±1
1 , . . . , K
±1
m+n,
with a Z2-grading given by setting Em = Fm = 1¯, Ea = F a = 0¯ for a 6= m, and
K±1a = 0¯. These elements are subject to the following relations:
(QG1) KaKb = KbKa, KaK
−1
a = K
−1
a Ka = 1;
(QG2) KaEb = υ
(εa,αb)EbKa, KaFb = υ
(εa,−αb)FbKa;
(QG3) [Ea, Fb] = δa,b
KaK
−1
a+1−K
−1
a Ka+1
υa−υ
−1
a
,
(QG4) EaEb = EbEa, FaFb = FbFa, if |a− b| > 1;
(QG5) For a 6= m and |a− b| = 1,
E2aEb − (υa + υ
−1
a )EaEbEa + EbE
2
a = 0,
F 2aFb − (υa + υ
−1
a )FaFbFa + FbF
2
a = 0;
(QG6) E2m = F
2
m = [Em, Em−1,m+2] = [Fm, Em+2,m−1] = 0, where
Em−1,m+2 = Em−1EmEm+1 − υEm−1Em+1Em − υ
−1EmEm+1Em−1 + Em+1EmEm−1,
Em+2,m−1 = Fm+1FmFm−1 − υ
−1FmFm+1Fm−1 − υFm−1Fm+1Fm + Fm−1FmFm+1.
Note that, if a = b = m in (QG3), then EmFm + FmEm =
KmK
−1
m+1−K
−1
m Km+1
υ−υ−1
.
By directly checking the relations, it is clear that there is a Q(υ)-algebra automor-
phism (of order 4); cf. [7, Lem. 6.5(1)]:
̟ : Uυ(glm|n) −→ Uυ(glm|n), Ea 7→ (−1)
a+a+1Fa, Fa 7→ Ea, K
±1
j 7→ K
∓1
j , (2.1.1)
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and a ring anti-automophism of order 2
Υ : Uυ(glm|n) −→ Uυ(glm|n), Ea 7→ Fa, Fa 7→ Ea, K
±1
j 7→ K
∓1
j ,υ 7→ υ
−1. (2.1.2)
When m = n, we have the following Q(υ)-algebra automorphism induced from a
“graph automorphism”
σ : Uυ(gln|n) −→ Uυ(gln|n), Ea → F2n−a, Fa → E2n−a, K
±1
j → K
∓1
2n+1−j . (2.1.3)
We now introduce Lusztig’s Z-form1 of Uυ(glm|n), where Z := Z[υ,υ
−1]. Let [i] =
υ
i−υ−i
υ−υ−1
and [i]! = [1][2] · · · [i]. For any integers t ∈ N, s ∈ Z, define (symmetric)
Gaussian polynomials by[
s
t
]
=
[s]!
[t]![s− t]!
=
t∏
i=1
υ
s−i+1 − υ−s+i−1
υ
i − υ−i
.
Note that, by the evaluation map from Z to R via υ 7→ q, the evaluation of the
polynomial [ s
t
] at q is denoted [ s
t
]q. Note also that if qa is the value of υa at q then[s
t
]
qa
=
[s
t
]
q
.
For c ∈ Z, t ∈ N, set
[
Ki;c
0
]
= 1 and, for t > 0,[
Ki; c
t
]
=
[
Ki; c
t
]
i
=
t∏
s=1
Kiυ
c−s+1
i −K
−1
i υ
−c+s−1
i
υ
s
i − υ
−s
i
. (2.1.4)
Here, we sometimes use the subscript i to indicate the use of υi. Let E
(M)
i =
EMi
[M ]!
,
F
(M)
i =
FMi
[M ]!
, and
[
Ki
t
]
=
[
Ki;0
t
]
. Then Uυ(glm|n) has the Lusztig Z-form Uυ,Z :=
Uυ,Z(m|n). This is the Z-subsuperalgebra generated by{
E
(M)
i , F
(M)
i , K
±1
j ,
[
Kj
t
] ∣∣∣ t,M ∈ N, 1 ≤ i < m+ n, 1 ≤ j ≤ m+ n}.
It is clear to see that the automorphisms ̟,Υ stabilise the Z-form Uυ,Z. Likewise,
the graph automorphism σ restricts to an Z-algebra automorphism
σ : Uυ,Z(n|n) −→ Uυ,Z(n|n). (2.1.5)
We need quantum root vectors to describe PBW type bases for Uυ,Z(m|n) below.
For a root α = ǫa − ǫb, define recursively the root vectors Eα = Ea,b as follows:
Ea,a+1 = Ea, Ea+1,a = Fa and, for |a− b| > 1,
Ea,b =
{
Ea,cEc,b − υcEc,bEa,c, if a > b;
Ea,cEc,b − υ
−1
c Ec,bEa,c, if a < b.
Here c can be any number strictly between a and b. Note that we have
Υ(Ea,b) = Eb,a, ̟(Ea,b) = ±(−qa)
fa,bEb,a for some fa,b ∈ N. (2.1.6)
1This form in the nonsuper case, first introduced in [18], is also known as the restricted inte-
gral form in [4, §9.3]; compare with the non-restricted form in [4, §9.2]. See also their respective
representation theories of their specialisations in [4, §§11.1-2].
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The following three sets of commutation formulas for divided powers of root vectors
E
(M)
a,b :=
EM
a,b
[M ]!
(a 6= b, M ≥ 1) in Uυ,Z, are given in [14]. They continue to hold in the
specialisation to an arbitrary commutative ring R via υ 7→ q ∈ R:
Uq,R = Uq,R(m|n) = Uυ,Z ⊗Z R. (2.1.7)
Following [2, §3], we call Uq,R the quantum (super) hyperalgebra associated with
Uυ(glm|n), which is also denoted by U
res
q (glm|n) in [4, §9.3]. For notational simplicity,
we write X = X ⊗ 1 for all X ∈ Uυ,Z, We also set ̟R = ̟ ⊗ idR, ΥR and σR to
denote the corresponding automorphisms. For example, σR : Uq,R(n|n) −→ Uq,R(n|n)
satisfies
(E
(M)
i , F
(M)
i , K
±1
j ,
[
Kj
t
]
) 7−→ (F
(M)
2n−i, E
(M)
2n−i, K
∓1
2n+1−j,
[
K−12n+1−j
t
]
). (2.1.8)
Note that applying ̟R,ΥR to the commutation relations below may produces other
commutation relations in Uq,R.
Proposition 2.2. For any 1 ≤ a, b, c ≤ m+ n, we have, in Uq,R,
KaEb,c =
{
qεaa Eb,cKa, if a = b or c;
Eb,cKa, if a 6= b, c,
where εa =
{
1, if a = b;
−1, if a = c.
Proposition 2.3 ([14, (27)&Proposition 3.8.1]). Let Ea,b and Ec,d be two root vectors
with a < b and c < d, and let M,N ≥ 1. We then have the following commutation
formulas in Uq,R.
(0) E2a,b = 0 for all odd root α = ǫa − ǫb;
(1) If b < c or c < a < b < d, then
E
(M)
a,b E
(N)
c,d =
{
(−1)Ea,bEc,dEc,dEa,b, if M = N = 1;
E
(N)
c,d E
(M)
a,b , otherwise.
(2) If a = c < b < d or a < c < b = d, then
E
(M)
a,b E
(N)
c,d =

(−1)Ea,bEc,dqbEc,dEa,b, if M = N = 1, b = d;
(−1)Ea,bEc,dqaEc,dEa,b, if M = N = 1, a = c;
qMNb E
(N)
c,d E
(M)
a,b , otherwise.
(3) If a < b = c < d, then
E
(M)
a,b E
(N)
c,d =
{
Ea,d + q
−1
c Ec,dEa,b, if M = N = 1;∑min(M,N)
t=0 q
−(N−t)(M−t)
b E
(N−t)
c,d E
(t)
a,dE
(M−t)
a,b , otherwise.
(4) If a < c < b < d, then
E
(M)
a,b E
(N)
c,d =
{
(−1)Ea,bEc,dEc,dEa,b + (qb − q
−1
b )Ea,dEc,b, if M = N = 1;∑min(M,N)
t=0 q
t(t−1)
2
b (qb − q
−1
b )
t[t]q!E
(t)
c,bE
(N−t)
c,d E
(M−t)
a,b E
(t)
a,d, otherwise.
For α = ǫi − ǫj ∈ Φ, let Kα = Ki,j = KiK
−1
j and define
[
Ki,j ;c
t
]
=
[
Ki,j ;c
t
]
i
as in
(2.1.4), replacing Ki there by Ki,j .
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Proposition 2.4 ( [14, (29)&Proposition 3.9.1]). Let Ea,b and Ed,c be two root vectors
with a < b and c < d, and let M,N ≥ 1. We then have the following commutation
formulas in Uq,R.
(1) If b ≤ c or c < a < b < d, then
E
(M)
a,b E
(N)
d,c =
{
(−1)E¯a,bE¯d,cEd,cEa,b, if M = N = 1;
E
(N)
d,c E
(M)
a,b , otherwise.
(2) If a < c < b = d
E
(M)
a,b E
(N)
d,c =

(−1)E¯a,bE¯d,cEd,cEa,b +Kc,dEa,c, if M = N = 1;
min(M,N)∑
t=0
q
−t(N−t)
b E
(N−t)
d,c K
t
c,dE
(M−t)
a,b E
(t)
a,c, otherwise.
(3) If a = c < b < d, then
E
(M)
a,b E
(N)
d,c =

(−1)E¯a,bE¯d,cEd,cEa,b − (−1)
E¯a,bE¯d,cKa,bEd,b, if M = N = 1;
min(M,N)∑
t=0
(−1)tq
−t(M−1−t)
b E
(t)
d,bE
(N−t)
d,c K
t
a,bE
(M−t)
a,b , otherwise.
(4) If a < b, then
E
(M)
a,b E
(N)
b,a =

(−1)E¯a,bE¯b,aEb,aEa,b + (qa − q
−1
a )
−1(Ka,b −K
−1
a,b ), if M = N = 1;
min(M,N)∑
t=0
E
(N−t)
b,a
[
Ka,b; 2t−M −N
t
]
E
(M−t)
a,b , otherwise.
(5) If a < c < b < d, then
E
(M)
a,b E
(N)
d,c =

(−1)E¯a,bE¯d,cEd,cEa,b − (qb − q
−1
b )
−1Kc,bEa,cEd,b, if M = N = 1;
min(M,N)∑
t=0
(−1)tq
−t(2N−3t−1)
2
b (qb − q
−1
b )
t[t]q!E
(N−t)
d,c E
(t)
d,bK
t
c,bE
(M−t)
a,b E
(t)
a,c, o.w.
The commutation formulas can easily be used to obtained the so-called PBW bases.
Let
P (m|n) = {A = (Aα)α∈Φ |Aα ∈ N if α¯ = 0¯ and Aα ∈ {0, 1} if α¯ = 1¯}. (2.4.1)
For A ∈ P (m|n) and any fixed ordering on Φ+ and Φ−, let
EA =
∏
α∈Φ+
E(Aα)α , FA =
∏
β∈Φ−
E
(Aβ)
β . (2.4.2)
Then Uq,R has an (integral) R-basis (see [14, §3.10]){
EA
m+n∏
a=1
(
Kσaa
[
Ka
µa
])
FA
∣∣∣A ∈ P (m|n), σa ∈ {0, 1}, µ ∈ Nm+n
}
. (2.4.3)
We define analogously positive part, negative part and zero part as in the non-super
case: U+q,R, U
−
q,R, U
0
q,R. Denote U
≥0
q,R = U
+
q,RU
0
q,R.
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Remark 2.5. In [19, §2.3, Thm 4.5], Lusztig gave a presentation for the Z-form UZ
of a quantum group associated with a symmetric Cartan matrix. It should not be
hard to generalise this work to get a presentation for Uυ,Z(m|n) and for Uυ,R(m|n).
3. The q-Schur superalgebras Sq,R(m|n, r)
We first review the definition of q-Schur superalgebras in terms of an endomorphism
algebra of a q-permutation module over the Hecke algebra Hq2,R associated with the
symmetric group Sr on r letters. Let S = {si = (i, i + 1)} be the generating set of
basic transpositions.
The Hecke algebra Hq2,R = Hq2,R(r) is the R-algebra with generators Ti, 1 ≤ i ≤
r − 1, which subject to the relation
TiTj = TjTi, |i− j| > 1; TiTjTi = TjTiTj , |i− j| = 1; T
2
i = (q
2 − 1)Ti + q
2.
By setting Tsi = Ti and Tw = Ti1 · · ·Til if w = si1 · · · sil is a reduced expression, Hq2,R
is a free R-module with basis {Tw | w ∈ Sr} and the multiplication satisfies the rules:
for s ∈ S,
TwTs =
{
Tws, if ℓ(ws) > ℓ(w);
(q2 − 1)Tw + q
2Tws, if ℓ(ws) < ℓ(w).
(3.0.1)
Since q2 is invertible, it follows that T−1i exists and every basis element Tw is invertible.
The Hecke algebra Hq2,R admits the following R-algebra automorphism
(−)♯ : Hq2,R −→ Hq2,R, Ti 7−→ (q
2 − 1)− Ti (3.0.2)
Since the symmetric group Sr is the Coxeter group associated with Coxeter graph
◦
1
−−−◦
2
−−−◦
3
−−· · · · · ·−−◦
r−2
−−−◦
r−1
,
the graph automorphism (−)† sending i to r − i induces a group automorphism and
an R-algebra automorphism
(−)† : Sr −→ Sr, si 7−→ sr−i;
(−)† : Hq2,R −→ Hq2,R, Ti 7−→ Tr−i.
(3.0.3)
For a composition λ of r, i.e., λ is an element of the set
Λ(N, r) = {(λ1, . . . , λN) ∈ N
N |
N∑
i=1
λi = r}, for some N,
let Sλ be the associated parabolic (or standard Young) subgroup and let Dλ := DSλ
be the set of all shortest coset representatives of the right cosets of Sλ in Sr. Let
Dλµ = Dλ ∩D
−1
µ be the set of the shortest Sλ-Sµ double coset representatives.
For λ, µ ∈ Λ(N, r) and d ∈ Dλµ, the subgroup
Sλd∩µ := S
d
λ ∩Sµ = d
−1Sλd ∩Sµ
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is a parabolic subgroup associated with the composition λd ∩ µ which can be easily
described in terms of the following N×N -matrix A = (ai,j), where ai,j = |R
λ
i ∩d(R
µ
j )|:
if ν(j) = (a1,j , a2,j, . . . , aN,j) denotes the jth column of A, then
λd ∩ µ = (ν(1), ν(2), . . . , ν(N)). (3.0.4)
Putting (λ, d, µ) = (|Rλi ∩ d(R
µ
j )|)i,j, we obtain a bijection
 :
⋃
λ,µ∈Λ(N,r)
{(λ, d, µ) | d ∈ Dλµ} −→M(N, r), (3.0.5)
where M(N, r) is the subset of the N × N matrix ring MN (N) over N consisting of
matrices A = (ai,j) whose entries sum to r, i.e., |A| :=
∑
i,j ai,j = r. Note that, if
(λ, d, µ) = A, then
λ = ro(A) := (
N∑
j=1
a1,j , . . . ,
N∑
j=1
aN,j), µ = co(A) := (
N∑
i=1
ai,1, . . . ,
N∑
i=1
ai,N). (3.0.6)
For A = (ai,j) ∈ M(N, r), let A
† = (a†i,j), where a
†
i,j = aN−j+1,N−i+1. So A
† is
obtained by two transposes along diagonal and anti-diagonal respectively. We thus
have a bijection
(−)† : M(N, r) −→M(N, r), A 7−→ A†,
and (λ†, d†, µ†) = A†, where ν† denotes the composition obtained by reversing the
sequences ν, i.e.,
ν† = (νN , . . . , ν2, ν1), if ν = (ν1, ν2, . . . , νN).
For the description of a super structure, we consider two nonnegative integers m,n.
Thus, a composition λ of m+ n parts will be written as
λ = (λ(0)|λ(1)) = (λ
(0)
1 , λ
(0)
2 , · · · , λ
(0)
m |λ
(1)
1 , λ
(1)
2 , · · · , λ
(1)
n )
to indicate the“even” and “odd” parts of λ. Let
Λ(m|n, r) : = Λ(m+ n, r) =
⋃
r1+r2=r
(Λ(m, r1)× Λ(n, r2)),
Λ(m|n) : =
⋃
r≥0
Λ(m|n, r) = Nm+n.
For λ = (λ(0) | λ(1)) ∈ Λ(m|n, r), we also write
Sλ = Sλ(0)Sλ(1)
∼= Sλ(0) ×Sλ(1) , (3.0.7)
where Sλ(0) ≤ S{1,2,...,|λ(0)|} and Sλ(1) ≤ S{|λ(0)|+1,...,r} are the even and odd parts of
Sλ, respectively. Define
[xy]λ := xλ(0)yλ(1), [yx]λ = yλ(0)xλ(1) , (3.0.8)
where xλ(i) =
∑
w∈S
λ(i)
Tw, yλ(i) =
∑
w∈S
λ(i)
(−q2)−ℓ(w)Tw.
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The endomorphism algebra
Sq,R = Sq,R(m|n, r) := EndH
q2,R(r)
( ⊕
λ∈Λ(m|n,r)
[xy]λHq2,R(r)
)
(3.0.9)
is called the q-Schur superalgebra of degree (m|n, r).
By definition, for λ = (λ(0), λ(1)), λ† = (λ(1)†, λ(0)†). Let λ+ = (λ(0)†, λ(1)†). Then
([xy]λ)
† = (xλ(0))
†(yλ(1))
† = yλ(1)†xλ(0)† = [yx]λ† .
Since Sλ† and Sλ+ are conjugate, there exists d ∈ Sr such that [yx]λ†Td = Td[xy]λ+ .
Hence, [yx]λ†Hq2,R = Td[xy]λ+Hq2,R
∼= [xy]λ+Hq2,R. Now, we see the following easily.
Lemma 3.1. For m = n, we may identify Sq,R(n|n, r) with the endomorphism algebra
EndH
q2,R
(⊕
λ∈Λ(n|n,r) [yx]λHq2,R(r)
)
. In particular, the isomorphism ( )† in (3.0.3)
induces an isomorphism of right Hq2,R-modules
f :
⊕
λ∈Λ(n|m,r)
[xy]λHq2,R −→
⊕
λ∈Λ(m|n,r)
[yx]λ†Hq2,R, m 7−→ m
†,
which further results in an R-algebra automorphism
( )† : Sq,R(n|n, r) 7−→ Sq,R(n|n, r), φ 7−→ fφf
−1. (3.1.1)
Following [13, (5.3.2)], for λ, µ ∈ Λ(m|n, r), define
D
◦
λµ = {d ∈ Dλµ | S
d
λ(i)
∩Sµ(j) = 1 ∀¯i+ j¯ = 1}.
Then all (λ, d, µ) with λ, µ ∈ Λ(m|n, r), d ∈ D◦λµ form the matrix set
M(m|n, r) = {A = (aij) ∈Mm+n(N) | ai,j ∈ {0, 1} ∀¯i+ j¯ = 1, |A| = r},
M(m|n) =
⋃
r≥0
M(m|n, r). (3.1.2)
We may interpret an element (Aα)α∈Φ ∈ P (m|n) in (2.4.1) as a matrix A = (Ai,j) ∈
M(m|n), where Ai,j = Aα if α = ǫi − ǫj and Ai,i = 0 for all i.
For A = (λ, d, µ), putting
TSλdSµ :=
∑
w0∈S
µ(0)
,w1∈S
µ(1)
w0w1∈Sµ∩Dλd∩µ
(−υ2)−ℓ(w1)xλ(0)yλ(1)TdTw0Tw1 ,
there exists an H-homomorphism φA := φ
d
λµ defined by
φdλµ(xα(0)yα(1)h) = δµ,αTSλdSµh, ∀α ∈ Λ(m|n, r), h ∈ H.
Let d(0) (resp. d(1)) to be the longest element in the double coset Sλ(0)dSµ(0)(resp.
Sλ(1)dSµ(1) ). Following [13, (6.0.2)], let TA = υ
−l(d(0))+l(d(1))−l(d)TSλdSµ . Then
[A] = υ
−l(d(0))+l(d(1))−l(d)+l(w
0,µ(0)
)−l(w
0,µ(1)
)
φA,
where w0,λ denotes the longest element in Sλ, is the map TSµ 7→ TA. The first
assertion of the following result is given in [13, 5.8].
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Lemma 3.2. The set {φA | A ∈M(m|n, r)} forms a R-basis for Sq,R(m|n, r). More-
over, we have [A]† = [A†].
Proof. It suffices to prove the last statement for R = Z. Let A = (λ, d, µ). We have
[A]†(TS
µ†
) = υ−l(d
(0))+l(d(1))−l(d)(φA([xy]µ))
† = υ−l(d
(0))+l(d(1))−l(d)(TSλdSµ)
†
=
υ
−l(d(0))+l(d(1))−l(d)
Pν(υ2)
([xy]λTd[xy]µ)
† (ν = λd ∩ µ)
=
υ
−l(d(0))+l(d(1))−l(d)
Pν†(υ2)
([yx]λ†Td† [yx]µ†)
= υ−l(d
(0))+l(d(1))−l(d)TS
λ†
d†S
µ†
= TS
λ†
d†S
µ†
,
where Pν(υ
2) =
∑
w0∈S
ν(0)
,w1∈S
ν(1)
υ
2l(w0)(υ−1)2l(w1) = Pν†(υ
2) and the last equality
is seen from the fact that ℓ(d(i)) = ℓ(d(i)†) for i = 0, 1. 
El Turkey and Kujawa ([14, Thm 3.3.1]) gave a presentation of the υ-Schur su-
peralgebra Sυ(m|n, r) over Q(υ). They proved that Sυ(m|n, r) is generated by the
similar generators and defining relations for Uυ(m|n) over Q(υ) along with relations:
K1 · · ·KmK
−1
m+1 · · ·K
−1
m+n − υ
r = 0, (Ka − 1)(Ka − υa) · · · (Ka − υ
r
a) = 0. (3.2.1)
Thus, if Ir denotes the ideal of Uυ(m|n) generated by K1 · · ·KmK
−1
m+1 · · ·K
−1
m+n − υ
r
and (Ka− 1)(Ka−υa) · · · (Ka−υ
r
a), 1 ≤ a ≤ m+n, then Uυ(m|n)/Ir
∼= Sυ(m|n, r).
So we have an algebra epimorphism (see [14, (20)] or [9, Cor. 6.4]):
ηr : Uυ(m|n) −→ Sυ(m|n, r). (3.2.2)
In particular, Sυ(m|n, r) has generators:
ea = ηr(Ea), fa = ηr(Fa), k
±1
j = ηr(K
±1
j ).
Put e
(M)
a = ηr(E
(M)
a ),
[
kj
t
]
= ηr(
[
Kj
t
]
), etc., and let Sυ,Z = Sυ,Z(m|n, r) be the
Z-subalgebra of Sυ(m|n, r) generated by{
e
(M)
a , f
(M)
a , k
±1
j ,
[
kj
t
] ∣∣∣ t,M ∈ N, 1 ≤ a < m+ n, 1 ≤ j ≤ m+ n}. (3.2.3)
Then Sυ,Z has a Z-basis of (see [14, Thm 3.12.1])
Y =
⋃
{eA1λfA |A ∈ P (m|n), λ ∈ Λ(m|n, r), χ(EAFA)  λ} , (3.2.4)
where χ is the content function defined in [14, 3.11]2 and eA, fA are images of the
elements EA, FA defined in (2.4.2). (Here µ  λ mean µi ≤ λi for all i.)
For any commutative ring R and any invertible element q ∈ R, base change via the
specialisation Z→ R,υ 7→ q results in R-algebra
Sq,R = Sq,R(m|n, r) ∼= Sυ,Z(m|n, r)⊗Z R.
2If we identify A with a matrix (mi,j), then the hth component χ(EAFA)h =
∑
i<h(mi,h+mh,i).
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Moreover, by restriction and specialisation, the map ηr in (3.2.2) induces an R-algebra
epimorphism (see [9, Cor. 8.4]):
ηr,R := ηr ⊗ 1 : Uq,R(m|n) −→ Sq,R(m|n, r). (3.2.5)
Like in §2, we will also abuse X as X⊗1 for simplicity. Thus, Sq,R(m|n, r) is generated
by the elements in (3.2.3).
4. Presenting Sq,R(m|n, r) over a commutative ring R
For any µ ∈ Λ(m|n), let
[
K
µ
]
=
∏m+n
a=1
[
Ka
µa
]
. Let Jr = Jr,R be the ideal of Uq,R =
Uq,R(m|n) generated by
1−
∑
λ∈Λ(m|n,r)
[
K
λ
]
, K±1a
[
K
λ
]
− q±λaa
[
K
λ
]
,
[
Ka; c
t
][
K
λ
]
−
[
λa + c
t
]
q
[
K
λ
]
, (4.0.1)
where 1 ≤ a ≤ m+ n, t ∈ N, c ∈ Z, λ ∈ Λ(m|n, r). Let πr,R : Uq,R → U q,R := Uq,R/Jr
be the natural homomorphism and put
e
(M)
a,b = πr,R(E
(M)
a,b ), k
±1
a = πr,R(K
±1
a ),
[
ka
t
]
= πr,R(
[
Ka
t
]
),
[
k
λ
]
= πr,R(
[
K
λ
]
).
Lemma 4.1. For any λ ∈ Λ(m|n, r), let 1λ :=
[
k
λ
]
. Then the following hold in U q,R:
(1)
∑
λ∈Λ(m|n,r) 1λ = 1;
(2) k±1a 1λ = q
±λa
a 1λ,
[
ka;c
t
]
1λ =
[
λa+c
t
]
q
1λ, for all 1 ≤ a ≤ m+ n, t ∈ N, c ∈ Z.
(3) k1 · · ·kmk
−1
m+1 · · ·k
−1
m+n = q
r.
(4) (ka − 1)(ka − qa) · · · (ka − q
r
a) = 0, 1 ≤ a ≤ m+ n.
(5)
[
k
µ
]
1λ =
[
λ
µ
]
q
1λ for all µ ∈ Λ(m|n), where
[
λ
µ
]
q
=
∏m+n
a=1
[
λa
µa
]
q
. Hence, 1λ1µ =
δµ,λ1λ. Moreover,
[
k
µ
]
=
∑
λ∈Λ(m|n,r)
[
λ
µ
]
q
[
k
λ
]
and
[
k
µ
]
= 0, if |µ| > r.
(6) For each α ∈ Φ, e
(M)
α 1λ =
{
1λ+Mαe
(M)
α , if λ+Mα ∈ Λ(m|n, r),
0, otherwise,
and
1λE
(M)
α = 0 if λ−Mα 6∈ Λ(m|n, r).
Proof. The relations (1) and (2) are clear from the definition, while (3) and (4) follow
from (1) and (2) as
k1 · · ·kmk
−1
m+1 · · ·k
−1
m+n =
∑
λ∈Λ(m|n,r)
k1 · · ·kmk
−1
m+1 · · ·k
−1
m+n
[
k
λ
]
=
∑
λ∈Λ(m|n,r)
qλ11 · · · q
λm
m q
−λm+1
m+1 · · · q
−λm+n
m+n
[
k
λ
]
= qr
∑
λ∈Λ(m|n,r)
[
k
λ
]
= qr,
(ka − 1)(ka − qa) · · · (ka − q
r
a) =
∑
λ∈Λ(m|n,r)
(ka − 1)(ka − qa) · · · (ka − q
r
a)
[
k
λ
]
=
∑
λ∈Λ(m|n,r)
(qλaa − 1)(q
λa
a − qa) · · · (q
λa
a − q
r
a)
[
k
λ
]
= 0.
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Similarly, (5) is seen as follows:[
k
µ
][
k
λ
]
=
m+n∏
a=1
[
ka
µa
][
k
λ
]
=
m+n∏
a=1
[
λa
µa
]
q
[
k
λ
]
=
[
λ
µ
]
q
[
k
λ
]
,
and
[
k
µ
]
=
[
k
µ
]
(
∑
λ∈Λ(m|n,r)
[
k
λ
]
) =
∑
λ∈Λ(m|n,r)
[
λ
µ
]
q
[
k
λ
]
, which is 0 if |µ| > r, as in this
case there is i such that λi < µi and so
[
λi
µi
]
q
= 0. Consequently, 1µ1λ = δµ,λ1λ if
|µ| = |λ| = r.
It remains to prove (6). Recall the relations in Uυ,Z: KbEb,c = υbEb,cKb, KcEb,c =
υ
−1
c Eb,cKc and
Eb,c
[
Kb
λb
]
=
[
Kb;−1
λb
]
Eb,c; Eb,c
[
Kc
λc
]
=
[
Kc; 1
λc
]
Eb,c,
(see, e.g., [14, p.306]). Thus, by induction, we have, for M > 0,
E
(M)
b,c
[
Kb
λb
]
=
[
Kb;−M
λb
]
E
(M)
b,c ; E
(M)
b,c
[
Kc
λc
]
=
[
Kc;M
λc
]
E
(M)
b,c . (4.1.1)
Hence, for λ ∈ Λ(m|n, r), b 6= c,
E
(M)
b,c
[
K
λ
]
= E
(M)
b,c
m+n∏
a=1
[
Ka
λa
]
=
[
Kb;−M
λb
][
Kc;M
λc
] ∏
a6=b,c
[
Ka
λa
]
E
(M)
b,c .
Multiplying both sides on the left by
[
Kb;0
λb+M
]
and applying (4.1.1) yield in Uυ,Z:
E
(M)
b,c
[
Kb;M
λb +M
][
K
λ
]
=
[
Kb; 0
λb +M
][
Kb;−M
λb
][
Kc;M
λc
] ∏
a6=b,c
[
Ka
λa
]
E
(M)
b,c .
We now compute the images of both sides in the quotient algebra U q,R:
LHS = e
(M)
b,c
[
kb;M
λb +M
]
1λ = e
(M)
b,c
[
λb +M
λb +M
]
q
1λ = e
(M)
b,c 1λ
by (2), and
RHS =
[
kb; 0
λb +M
][
kb;−M
λb
][
kc;M
λc
] ∏
a6=b,c
[
ka
λa
]
e
(M)
b,c
=
∑
µ∈Λ(m|n,r)
([
kb; 0
λb +M
][
kb;−M
λb
][
kc;M
λc
] ∏
a6=b,c
[
ka
λa
]
1µ
)
e
(M)
b,c
=
∑
µ∈Λ(m|n,r)
([
µb
λb +M
]
q
[
µb −M
λb
]
q
[
µc +M
λc
]
q
∏
a6=b,c
[
µa
λa
]
q
1µ
)
e
(M)
b,c .
Since, for λ, µ ∈ Λ(m|n, r),[
µb
λb +M
]
q
[
µb −M
λb
]
q
[
µc +M
λc
]
q
∏
a6=b,c
[
µa
λa
]
q
6= 0
⇐⇒ µb ≥ λb +M,µc +M ≥ λc, µa ≥ λa, for a 6= b, c
⇐⇒ µ = λ+Mα,
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it follows that
RHS =
{
1λ+Mαe
(M)
b,c , if λ+Mα ∈ Λ(m|n, r),
0, otherwise .
as desired. The other case can be done similarly. 
Remark 4.2. The proof above is a modification of that of [14, Proposition 3.7.1]. It
works now over an arbitrary commutative ring and parameter q ∈ R.
We are now ready to give a presentation for Sq,R(m|n, r); compare the presentation
over Q(υ) in [14]. Recall the map ηr,R in (3.2.5) and Remark 2.5 for a presentation
of Uq,R(m|n).
Theorem 4.3. For any commutative ring R, the kernel of ηr,R is the ideal Jr,R gen-
erated by the elements in (4.0.1). In particular, the q-Schur superalgebra Sq,R(m|n, r)
can be presented by the generators as given in (3.2.3) and relations for Uq,R(m|n)
together with (1)–(2) in Lemma 4.1.
Proof. Recall the ideal Ir of Uυ(m|n) (over Q(υ)) generated by the elements in (3.2.1).
Let Jr,Z be the ideal of Uυ,Z(m|n) when R = Z. Base change to Q(υ) gives an ideal
Jr,Q(υ) of Uυ(m|n). Lemma 4.1 (3)&(4) shows that Ir ⊆ Jr,Q(υ). On the other hand,
by [14, Propositions 3.6.1–2] these elements in (4.0.1), when regarded as elements in
Uυ,Z, are all in Ir. Hence, Ir = Jr,Q(υ). In particular, Jr,Z ⊆ Ir ∩ Uυ,Z. Thus, there is
an algebra epimorphism π¯ : Uυ,Z = Uυ,Z(m|n)/Jr,Z → Uυ,Z/(Ir∩Uυ,Z) with π¯(ei) = ei
etc.. The latter is isomorphic to the image of Uυ,Z(m|n) in Uυ,Q(υ) = Uυ(m|n)/Ir.
Now the proof of in [14, Theorem 3.12.1], especially that given in [8, Proposition
9.1], shows that the setY in (3.2.4) forms a spanning set for Uυ,Z/(Ir∩Uυ,Z). Similarly,
by replacing ei, fi etc. by ei, fi etc., one constructs by Lemma 4.1 a spanning set Y˜
for Uυ,Z. Since Uυ,Z ⊗R ∼= Uυ,R, it follows that Y˜R spans U q,R.
On the other hand, since the elements in (4.0.1) are all in the kernel of ηr,Z, it follows
that Jr,R ⊆ ker ηr,R, where ηr,R is the epimorphism given in (3.2.5). Consequently, ηr,R
induces an epimorphism η¯r,R : U q,R = Uq,R/Jr,R → Sq,R. Hence, the image η¯r,R(Y˜)
spans Sq,R. Since Sq,R is R-free of rank |Y˜|, the transition matrix from η¯r,R(Y˜R)
to a basis for Sq,R must be invertible. This forces η¯r,R(Y˜R) is linearly independent.
Therefore, η¯r,R must be an isomorphism. 
Remark 4.4. Both proofs in [14] and [8] for the fact that Y spans Uυ,Z/Ir ∩ Uυ,Z
and Y˜ spans Uυ,Z use a PBW type basis involving all root vectors. Thus, almost all
the commutation formulas in Propositions 2.3 and 2.4 have to be used in a lengthy
case-by-case argument. However, if we use a monomial basis in the divided powers
of generators as given in [12], the number of cases can be reduced significantly and a
complete proof can be seen easily.
The following result is a super version of [12, Thm 9.3].
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Corollary 4.5. Assume m,n ≥ r and let ω ∈ Λ(m|n, r) be of the form
ω = (0a, 1r, 0m−a−r|0) or ω = (0|0a, 1r, 0n−a−r).
Then the elements Ci = 1ωeifi1ω in Sq,R(m|n, r) for ωi = 1 satisfy the relations
C
2
i = (q
−1 + q)Ci, CiCj = CjCi(|i− j| > 1), CiCi+1Ci − Ci = Ci+1CiCi+1 − Ci+1.
In particular, there is an R-algebra isomorphism 1ωSq,R(m|n, r)1ω ∼= Hq2,R(r).
Proof. We may simply modify the proof of [12, Thm 9.3] to prove these relations.
To see the last assertion, let ti = qCi − 1ω for all i with ωi = 1. Then {ti | i ∈
[1, m + n], ωi = 1} generate a subalgebra isomorphic to Hq2,R(r) under the map
ta+i 7→ Ti (cf. the proof for [12, Thm 9.3]).
3

Lemma 4.6. The isomorphism σ considered in (2.1.3) and (2.1.5) induces an R-
algebra isomorphisms σR : Uq,R(gln|n) −→ Uq,R(gln|n), which further induces an alge-
bra automorphism, by abuse of notation,
σR : Sq,R(n|n, r) −→ Sq,R(n|n, r).
Moreover, if m = n ≥ r and ω = (1r, 0n−r|0n), ω′ = (0n|0n−r, 1r) ∈ Λ(n|n, r), then
the automorphism σ restricts to an R-algebra isomorphism
σ¯ : 1ωSq,R(n|n, r)1ω −→ 1ω′Sq,R(n|n, r)1ω′, ti 7→ t2n−i (1 ≤ i ≤ r − 1). (4.6.1)
Proof. The first automorphism is induced from (2.1.5), while the second is clear since
σ(ker ηr,R) = ker ηr,R by Theorem 4.3. The last assertion follows easily from the fact
that σ(1ω) = 1ω′ and 1ωeifi1ω = 1ωfiei1ω since
kik
−1
i+1−k
−1
i ki+1
υi−υ
−1
i
1ω = 0. 
This result shows that the automorphism given in (3.1.1) agrees with the auto-
morhism σ above.
5. Finite dimensional weight supermodules of Uq,F (m|n)
From now on, we will assume R = F is a field of characteristic 6= 2 and q ∈ F is
an l′th primitive root of unity with l′ ≥ 3. By setting l′ = ∞, we may also include
the case where q is not a root of unity. We first describe a classification of the
irreducible weight supermodules of Uq,F = Uq,F (m|n) by their highest weights. We
then use the result in the previous section to give a criterion for polynomial weight
Uq,F -supermodules.
For a Uq,F -supermodule V and λ ∈ Z
m+n, define its (nonzero) λ-weight space (of
type 1) by
Vλ = {v ∈ V |Ka.v = q
λa
a v,
[
Ka; c
t
]
.v =
[
λa + c
t
]
q
v, ∀ t ∈ N, c ∈ Z}. (5.0.1)
3If we put t′i = q
−1Ci−1, then the relations for Ci are equivalent to (t
′
i)
2 = (q−2−1)t′i+q
−2, t′it
′
i′ =
t′i′t
′
i, t
′
jt
′
j′ t
′
j = t
′
j′ t
′
jt
′
j′ , where |i− i
′| > 1 and |j − j′| = 1. Then t′i generate a subalgebra isomorphic
to Hq−2,R(r).
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Note that, by using
[
K−1
b
;c
t
]
= (−1)t
[
Kb;−(c+1)+t
t
]
and [7, Lemma 14.18], we deduce
from (5.0.1) that, for v ∈ Vλ,[
K−1a ; c
t
]
.v =
[
−λa + c
t
]
q
.v,
[
Ka,b; c
t
]
.v =
[
λa − (−1)
a¯+b¯λb + c
t
]
q
.v (5.0.2)
For example, as a quotient of Uq,F , V = Sq,F is a Uq,F -supermodule. By Lemma
4.1(2), the λ-weight space Vλ = 1λSq,F .
Define the partial ordering ≤ on Zm+n by setting µ ≤ λ if and only if λ − µ is a
nonnegative sum of simple roots αi. Denote wt(v) = λ for v ∈ Vλ and let wt(v)h be
the hth component of wt(v).
Lemma 5.1. For a Uq,F -supermodule V , λ ∈ Z
m+n, and α ∈ Φ, we have
E(M)α Vλ ⊆ Vλ+Mα. (5.1.1)
In particular, for 0 6= v ∈ Vλ and h ∈ [1, m + n), if E
(M)
b,a .v 6= 0 for some a < b and
M > 0, then
wt(v) > wt(E
(M)
b,a .v), wt(v)h ≤ wt(E
(M)
b,a .v)h (∀h 6= a). (5.1.2)
Proof. The first assertion follows easily from (4.1.1). Suppose now E
(M)
b,a .v 6= 0. By
(5.1.1), wt(E
(M)
b,a .v) = wt(v)−M(ǫa − ǫb) < wt(v), and wt(E
(M)
b,a .v)h ≥ wt(v)h when-
ever h 6= a. 
Call λ =
∑m+n
i=1 λiǫi (λi ∈ Z) a weight of V if Vλ 6= 0 and denote by π(V ) = {µ ∈
Zm+n | Vµ 6= 0} the set of weights of V . By (5.1.1),
⊕
λ∈π(V ) Vλ is a submodule of V . If
V =
⊕
λ∈π(V ) Vλ, we call V a weight supermodule (of type 1). For example, the natural
supermodule V (m|n) and its tensor product V (m|n)⊗r are weight supermodules with
π(V (m|n)⊗r) = Λ(m|n, r).
For every weight supermodule V =
⊕
λ∈π(V ) Vλ, we may change its superspace
structure to get a standard one V s associated with V , where
V s = V as a Uq,F -module, but V
s
i =
⊕
|µ(1)|≡i
Vµ (i ∈ Z2).
Clearly, V s is a weight supermodule.
Lemma 5.2. For every weight Uq,F -supermodule V , there is a supermodule isomor-
phism V ∼= V s.
Proof. Since the parity function δV : v 7→ (−1)
v¯v on the superspace V stabilises every
weight space Vµ, it follows that Vµ = (Vµ)0¯ ⊕ (Vµ)1¯. Putting π(V )i = {µ ∈ π(V ) |
|µ(1)| = i}, we have
V =
⊕
µ∈π(V )
((Vµ)0¯ ⊕ (Vµ)1¯) = V1 ⊕ V2,
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where V1 =
⊕
µ∈π(V )0¯
(Vµ)0¯⊕
⊕
µ∈π(V )1¯
(Vµ)1¯ and V2 =
⊕
µ∈π(V )0¯
(Vµ)1¯⊕
⊕
µ∈π(V )1¯
(Vµ)0¯.
Clearly, both V1 and V2 are subsupermodules and V1 ∼= V
s
1 and V2
∼= Π(V s2 ), where Π
is the parity functor. Thus, V ∼= V1 ⊕Π(V2) ∼= V
s
1 ⊕ V
s
2 = V
s, as desired. 
We call a nonzero weight vector mλ a maximal vector if it satisfies
E
(M)
i .mλ = 0, for 1 ≤ i ≤ m+ n− 1 and M > 0.
Call V a highest weight supermodule if it is generated by a maximal vector.
Let4
Z
m|n
++ = {λ ∈ Z
m+n | λ1 ≥ · · · ≥ λm, λm+1 ≥ · · · ≥ λm+n},
Λ++(m|n) = Λ(m|n) ∩ Z
m|n
++ , Λ
++(m|n, r) = Λ++(m|n) ∩ Λ(m|n, r).
(5.2.1)
For λ ∈ Z
m|n
++ , let Fλ be a one-dimensional U
0
q,F -module of weight λ. By inflating Fλ
to a U≥0q,F -supermodule and then inducing to Uq,F , we obtain the induced supermodule
or Verma supermodule Y (λ) = Uq,F ⊗U≥0
q,F
Fλ.
Similar to the non-super case (see [18, §§6.1,6.2]), Y (λ) is a highest weight super-
module with highest weight λ, and dimY (λ)λ = 1. Thus, every proper submodule of
Y (λ) is contained in the subspace
⊕
µ<λ Y (λ)µ. Hence, Y (λ) has a unique maximal
super submodule and hence, a unique irreducible quotient L(λ).
We remark that the irreducible supermodule L(λ) can also be constructed through
Kac modules, cf. [24, Section III]5 and [3, Thm 4.6].
Proposition 5.3. In the category Uq,F -mod of finite dimensional weight Uq,F (m|n)-
supermodules, the set {L(λ) | λ ∈ Z
m|n
++ } forms a complete set of irreducible objects.
Proof. Suppose L is an irreducible weight Uq,F -supermodule. Then L =
⊕
µ∈π(L) Lµ.
Let λ ∈ π(L) be a maximal weight and 0 6= v ∈ Lλ. We must have L = Uq,Fv. Hence,
L is a highest weight module. Thus, if U0¯ ∼= Uq,F (glm⊕ gln) is the even subalgebra of
Uq,F (m|n), then U0¯v is a highest weight module. Hence, it has a unique irreducible
quotient of highest weight λ. Hence, λ ∈ Z
m|n
++ . This completes the proof. 
From now on, unless otherwise stated, we assume every weight supermodule is finite
dimensional. Let V =
⊕
λ∈Zm+n Vλ be a finite dimensional weight Uq,F -supermodule.
Then, for any r ∈ Z, Vr = ⊕|µ|=rVµ is a subsupermodule by (5.1.1). If V = Vr, then V
is called a Uq,F -supermodule of degree r. We call V a polynomial supermodule of Uq,F
if V is a weight module with π(V ) ⊆ Λ(m|n). Since, for a polynomial supermodule
V we have V = ⊕r≥0Vr, we need only consider Vr, which is called a polynomial
supermodule of degree r. Unlike the nonsuper case, we will see in the next section
that only a subset of Λ++(m|n) labels all polynomial irreducible Uq,F -supermodules.
4The set Z
m|n
++ is denoted by X
+(T ) in [3, p.23]. Also, the notation Λ++(m|n, r) there has a
different meaning; see footnote 6 below.
5Note that the quantum supergroup at a root of unity in [24] is not the quantum hyperalgebra
Uq,F (m|n) here. Compare [4, §§11.1,11.2].
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We now describe a vanishing ideal for all polynomial Uq,F -supermodules of degree
r. Recall the algebra epimorphism ηr,F in (3.2.5) and its kernel in Theorem 4.3.
Proposition 5.4. Let V a polynomial Uq,F -supermodule and r > 0. Then V = Vr
if and only if ker(ηr,F ).V = 0. Hence, every polynomial Uq,F (m|n)-supermodule of
degree r is an inflation of a Sq,F (m|n, r)-supermodule.
Proof. The sufficiency is clear since every Sq,F -supermodule has its weights in Λ(m|n, r).
Suppose now V is a polynomial Uq,F -supermodule of degree r. To prove ker(ηr,F ).V =
0, by Theorem 4.3, it is sufficient to verify every element in (4.0.1) vanishes V .
Choose 0 6= mµ ∈ Vµ with µ ∈ Λ(m|n, r). Then, for a ∈ [1, m+ n],
(1) (1−
∑
λ∈Λ(m|n,r)
[
K
λ
]
).mµ = (1−
∑
λ∈Λ(m|n,r)
[
µ
λ
]
q
).mµ (Recall
[
µ
λ
]
q
=
m+n∏
i=1
[
µi
λi
]
q
.)
= (1−
[
λ
λ
]
q
).mµ = 0 (since
[
µ
λ
]
q
= δµλ).
(2) (K±1a
[
K
λ
]
− q±λaa
[
K
λ
]
).mµ = (K
±1
a − q
±λa
a )
[
K
λ
]
.mµ = (K
±1
a − q
±λa
a )
[
µ
λ
]
q
.mµ
= (q±µaa − q
±λa
a )
[
µ
λ
]
q
.mµ = 0 (since
[
µ
λ
]
q
= δµλ).
The proof of (
[
Ka;c
t
][
K
λ
]
−
[
λa+c
t
]
q
[
K
λ
]
).mµ = 0 is similar as (2). 
Remark 5.5. By this proposition, the full subcategory of finite dimensional poly-
nomial Uq,F (m|n)-supermodules of degree r is equivalent to the category of finite
dimensional supermodules over the q-Schur superalgebra Sq,F (m|n, r).
Rui and the first author ([13, Thm 9.8]) showed that Sq,F (m|n, r) ∼= AF (m|n, r)
∗,
where AF (m|n, r) is the rth homogenous component of the quantum matrix super-
algebra. Hence, one may also follow Green’s original definition in [16] to define
polynomial Uq,F (m|n)-supermodules through AF (m|n, r)-cosupermodules.
6. Polynomial irreducible Uq,F (m|n)-supermodules
Throughout the section, F denotes a field of characteristic 6= 2 and q ∈ F . If q is
an l′th primitive root of unity in F , let
l =
{
l′, if l′ is odd;
l′
2
, if l′ is even.
In this case, q2 is an l-th primitive root of unity. If q is not a root of unity, then we
set l = ∞. As before, we use the abbreviation Uq,F , Sq,F for Uq,F (m|n), Sq,F (m|n, r),
respectively.
Let Λ+ be the set of all partitions. Following [3, Lem. 6.2] or [23, Lem. 1], we first
define the map
jl : Λ
+ → N. (6.0.1)
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For λ ∈ Λ+ of length ℓ(λ) = d (i.e., λd+1 = 0 and λd 6= 0), let xd+1 = xd+2 = · · · = 0
and define xd, xd−1, · · ·x1 ∈ {0, 1} recursively by setting
xi =
{
1, if λi + xi+1 + xi+2 + · · · 6≡ 0 (mod l);
0, if λi + xi+1 + xi+2 + · · · ≡ 0 (mod l).
(6.0.2)
Let
jl(λ) = x1 + x2 + · · · =
d∑
i=1
xi.
Then jl(λ) ≤ d. It is clear from the definition that, if l = ∞ (i.e., q is not a root of
unity), then j∞(λ) = d. In general, there exists subsequence 1 ≤ i1 < · · · < it ≤ d,
where t = jl(λ), such that xi1 + · · ·+ xit = t and jl(λi1 , . . . , λit) = t.
The map jl is closely related to Xu’s algorithm for computing the Mullineux map;
see §8 below, [3, §6], and Remark 8.1(2).
Lemma 6.1. For λ ∈ Λ+, if 1 ≤ i1 < i2 · · · < it ≤ ℓ(λ), then jl(λi1 , λi2, · · · , λit) ≤
jl(λ). In particular, jl(λi1 , λi2, · · · , λit) = t if and only if
t∏
s=1
[
λis + t− s
1
]
q
6= 0.
Proof. Let µ = (λi1, λi2 , · · · , λit). By the observation above, we may assume that
jl(µ) = t and prove t ≤ jl(λ). Define y1, y2, . . . , yt, . . . ∈ {0, 1} for µ, similar to the xi
for λ, as above. Since jl(µ) = t, we have yt = yt−1 = · · · = y1 = 1 and yi = 0 for all
i > t. Thus, by definition, we have, for s = t, t− 1, . . . , 1,
λis + t− s = µs + t− s 6≡ 0 (mod l).
We claim that there exist 1 ≤ i′1 < · · · < i
′
t ≤ d = ℓ(λ) such that xi′s = 1. Indeed,
let i′t ∈ [1, d] be the maximal index such that λi′t 6≡ 0(mod l). Then i
′
t ∈ [it, d] and
xi′t = 1. For every s = t−1, t−2, . . . 1, the above congruence relations guarantee that
there exists i′s ∈ [is, i
′
s+1), maximal in the interval, such that λi′s + t − s 6≡ 0(mod l).
Thus, by the selection of i′s, we have xi′s = 1 for all s ∈ [1, t], proving the claim and,
hence, the first assertion.
Since
[
λis+t−s
1
]
q
= [λis + t− s]q 6= 0 if and only if λis + t− s 6≡ 0(mod l) (noting q
2
is a primitive lth root of unity), the last assertion is clear. 
For λ ∈ Λ++(m|n, r), define the “modulo l” subset
Λ++l (m|n, r) = {λ ∈ Λ
++(m|n, r) | jl(λ
(1)) ≤ λm}. (6.1.1)
If l =∞, then λ(0) concatenating with the dual of λ(1) is a well defined partition of r
and the set Λ++∞ (m|n, r) is identified with
Λ+(r)m|n := {λ ∈ Λ
+ | λm+1 ≤ n, |λ| = r} (6.1.2)
(see [13, (4.0.2)]). This set is used in [13] to label irreducible S
υ,Q(υ)(m|n, r)-modules.
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Remark 6.2. If l = p is a prime, Λ++p (m|n, r) is used in [3]
6 to parametrize the
irreducible supermodules of the Schur superalgebra S(m|n, r) in positive character-
istic p. In the theorem below, we will generalise this result to the quantum Schur
superalgebras at every primitive l′-th root of unity q.
Lemma 6.3. For λ ∈ Λ++(m|n, r), let mλ be a maximal vector of weight λ for a
weight Uq,F -supermodule. Consider the sequences 1 ≤ h < i1 < i2 < · · · < is ≤ m+ n
and (a1, · · · , as) ∈ Z
s
>0, where at = 1 whenever αh,it is an odd root.
(1) If 1 ≤ t ≤ s and i > it, then E
(b)
h,i .(E
(at)
it,h
· · ·E
(a1)
i1,h
.mλ) = 0, ∀b > 0.
(2) (E
(a1)
h,i1
· · ·E
(as)
h,is
).(E
(as)
is,h
· · ·E
(a1)
i1,h
.mλ) =
s∏
t=1
[
λh − (−1)
h¯+i¯tλit − at−1 · · · − a1
at
]
q
mλ.
Proof. Applying the anti-automorphism Υ defined in (2.1.2) to the formulas in Propo-
sition 2.4(3) yields the following commutation formulas in Uq,F :
E
(b)
h,iE
(at)
it,h
=

(−1)E¯h,iE¯it,hEit,hEh,i − (−1)
E¯h,iE¯it,hEit,iKit,h, if b = at = 1;
min(b,at)∑
k=0
(−1)kq
k(at−1−k)
it
E
(at−k)
it,h
K−kh,itE
(b−k)
h,i E
(k)
it,i
, otherwise.
Since either b − k > 0 or k > 0 and mλ is a maximal vector, assertion (1) is clear if
t = 1. The general case follows from induction.
We now prove (2). By Proposition 2.4(4) and assertion (1), if as > 1,
E
(as)
h,is
.(E
(as)
is,h
· · ·E
(a1)
i1,h
.mλ)
=
(
as∑
t=0
E
(as−t)
is,h
[
Kh,is; 2t− as − as
t
]
E
(as−t)
h,is
)
(E
(as−1)
is−1,h
· · ·E
(a1)
i1,h
.mλ)
=
[
Kh,is; 0
as
]
(E
(as−1)
is−1,h
· · ·E
(a1)
i1,h
.mλ) (by (1))
=
[
λh − as−1 · · · − a1 − (−1)
h¯+i¯sλis
as
]
q
(E
(as−1)
is−1,h
· · ·E
(a1)
i1,h
.mλ),
by (5.1.1) and (5.0.2). The as = 1 case is similar. Induction on s proves (2). 
Theorem 6.4. For r > 0 and λ ∈ Λ++(m|n, r), the irreducible Uq,F -supermodule
L(λ) is polynomial if and only if λ ∈ Λ++l (m|n, r). In particular, the set {L(λ) | λ ∈
Λ++l (m|n, r)} forms a compete set of all pairwise non-isomorphic polynomial irre-
ducible Uq,F -supermodules of degree r in Uq,F -mod.
Proof. Choose a maximal vector 0 6= mλ ∈ L(λ)λ then
L(λ) = UF .mλ = U
−
F .mλ.
First, we prove that, for λ ∈ Λ++(m|n, r), if jl(λ
(1)) > λm, then L(λ) is not a
polynomial supermodule. Suppose that λ /∈ Λ++l (m|n, r) and so s := j(λ
(1)) ≥
6This set is denoted by Λ++(m|n, r) in [3, Thm 6.5], where λ(1) is called the tail t(λ) of λ.
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λm+1 ≥ 1. For partition λ
(1) = (λm+1, · · · , λm+n), the sequence x1, x2, . . . , xd defined
in (6.0.2) satisfies
∑
i≥1 xi = s. Let i1 < i2 < · · · < iλm+1 be the indices of the last
λm + 1 nonzero terms in the sequence. Then xit = 1 for all t ∈ [1, λm + 1] and
jl(λm+i1 , · · · , λm+iλm+1) = λm + 1.
By Lemma 6.1
λm+1∏
t=1
[
λm+it + λm + 1− t
1
]
q
6= 0.
Thus, Lemma 6.3 implies
(Em,m+i1 · · ·Em,m+iλm+1)(Em+iλm+1,m · · ·Em+i1,m).mλ
=
λm+1∏
t=1
[
λm + λm+it − t+ 1
1
]
q
mλ 6= 0. (6.4.1)
Hence, Em+iλm+1,m · · ·Em+i1,m.mλ 6= 0, forcing L(λ)λ−αm,m+i1−···−αm,m+iλm+1
6= 0. Since
λ− αm,m+i1 − · · · − αm,m+iλm+1 = λ− (λm + 1)ǫm + ǫm+i1 + · · ·+ ǫm+iλm+1,
whose mth component is −1, it follows that π(L(λ)) 6⊆ Λ(m|n, r). Hence, L(λ) is not
a polynomial supermodule.
We now prove the converse. Suppose L(λ) is not a polynomial supermodule of
degree r = |λ|. Then there exists ν ∈ Zm+n such that |ν| = r, L(λ)ν 6= 0, and νh < 0
for some h ∈ [1, m+n]. In fact, we may assume that h < m+n. This can be seen from
the fact that L(λ) = U−F .mλ is spanned by vectors
∏
a<bE
(Ab,a)
b,a .mλ whose weights are
of the form λ−
∑
a<bAb,a(ǫa − ǫb). We need to prove that λ 6∈ Λ
++
l (m|n, r).
Let
µ = max{ν ∈ π(L(λ)) | νh < 0}.
Claim 1. The weight space L(λ)µ is spanned by the vectors
{
∏
h+1≤b≤m+n
E
(Ab,h)
b,h .mλ |Ab,h ∈ N and µ = λ−Ah+1,hαh,h+1 − · · · − Am+n,hαh,m+n}.
Proof of Claim 1. Fix an ordering on Φ+ such that the sequence ends with the
m+ n− h positive roots: αh,m+n, αh,m+n−1, . . . , αh,h+1. Then
L(λ) = U−F .mλ = span
{ ∏
ǫa−ǫb∈Φ+,a6=h
E
(Ab,a)
b,a
∏
h+1≤b≤m+n
E
(Ab,h)
b,h .mλ
∣∣∣A ∈M(m|n)−}.
For every nonzero spanning vector of the form,
w =
∏
ǫa−ǫb∈Φ
+
a 6=h
E
(Ab,a)
b,a
( ∏
h+1≤b≤m+n
E
(Ab,h)
b,h .mλ
)
satisfying wt(w)h < 0, if
∏
ǫa−ǫb∈Φ
+
a 6=h
E
(Ab,a)
b,a 6= 1, repeatedly applying (5.1.2) yields
wt(
∏
h+1≤b≤m+n
E
(Ab,h)
b,h .mλ) > wt(w).
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and (
wt(
∏
h+1≤b≤m+n
E
(Ab,h)
b,h .mλ)
)
h
≤ wt(w)h < 0
Thus, if w ∈ L(λ)µ, then the maximality of µ forces
∏
ǫa−ǫb∈Φ
+
a 6=h
E
(Ab,a)
b,a = 1, proving
Claim 1.
By Claim 1, we choose a nonzero vector v ∈ L(λ)µ of the form:
v = E
(as)
is,h
E
(as−1)
is−1,h
· · ·E
(a1)
i1,h
.mλ 6= 0, (6.4.2)
for some sequences h < i1 < i2 < · · · < is ≤ m + n and (a1, · · · , as) ∈ (Z>0)
s where
at = 1 whenever αh,it is an odd root. Then µ = wt(v) = λ+
∑s
t=1 at(ǫit − ǫh).
Since wt(E
(as−1)
is−1,h
· · ·E
(a1)
i1,h
.mλ) > wt(v) = µ, by the selection of µ, we must have
wt(E
(as−1)
is−1,h
· · ·E
(a1)
i1,h
.mλ)h ≥ 0. In other words, we have
a1 + · · · as−1 ≤ λh < a1 + · · · as. (6.4.3)
If, for some a < b, a 6= h, and M ∈ Z>0, u = E
(M)
a,b .v 6= 0, then by (5.1.1),
wt(u) = µ + M(ǫa − ǫb) > wt(v) = µ and wt(u)h ≤ wt(v)h < 0, contrary to the
selection of µ. Thus, we have
E
(M)
a,b .v = 0 for all 1 ≤ a < b ≤ m+ n, a 6= h,M ∈ Z>0. (6.4.4)
Claim 2. For the selected v as in (6.4.2), we have
s∏
t=1
[
λh − (−1)
h¯+i¯tλit − at−1 · · · − a1
at
]
q
6= 0. (6.4.5)
Proof of Claim 2: Since λ is the highest weight of L(λ) = Uq,F .v and mλ ∈ Uq,F .v =
U−q,FU
0
q,FU
+
q,F .v, no vectors with weight λ can occur in the set I
−
F U
0
FU
+
F .v, where I
−
F is
the ideal spanned by all monomials of positive degree. Hence, we must have
mλ ∈ Uq,F .v = U
+
q,F .E
(as)
is,h
· · ·E
(a1)
i1,h
mλ.
By using a PBW type basis for U+q,F over an ordering on positive roots, beginning
with αh,m+n, αh,m+n−1, . . . , αh,h+1, (6.4.4) implies
U+F .v = span
{ ∏
h+1≤b≤m+n
E
(Ah,b)
h,b
∏
ǫa−ǫb∈Φ
+
a 6=h
E
(Aa,b)
a,b .v
∣∣∣ A ∈ P (m|n)}
= span
{( ∏
h+1≤b≤m+n
E
(Ah,b)
h,b
)
v
∣∣∣ Ah,b ∈ N}.
Thus,
(U+F .v)λ = span
{ ∏
h+1≤b≤m+n
E
(Ah,b)
h,b .v
∣∣∣ m+n∑
b=h+1
Ah,b(ǫh − ǫb) =
s∑
t=1
at(ǫh − ǫit)
}
= span
{
(E
(a1)
h,i1
· · ·E
(as)
h,is
).(E
(as)
is,h
· · ·E
(a1)
i1,h
.mλ)
}
.
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However, by Lemma 6.3(2),
(E
(a1)
h,i1
· · ·E
(as)
h,is
).(E
(as)
is,h
· · ·E
(a1)
i1,h
.mλ) =
s∏
t=1
[
λh − (−1)
h¯+i¯tλit − at−1 · · · − a1
at
]
q
mλ.
We must have
∏s
t=1
[
λh−(−1)
h¯+i¯tλit−at−1···−a1
at
]
q
6= 0, proving Claim 2.
Now, by the claim (6.4.5), we see
[
λh−(−1)
h¯+i¯sλis−as−1···−a1
as
]
q
6= 0. This implies
λh − (−1)
h¯+i¯sλis − as−1 · · · − a1 ≥ as,
or λh − (−1)
h¯+i¯sλis ≥ as + as−1 · · ·+ a1. Thus, the second inequality in (6.4.3) forces
h¯+ i¯s = 1. Since h < is, we must have h ≤ m < is. Hence, αh,is is an odd root and
so as = 1. By (6.4.3), λh = a1 + · · ·+ as−1 and, consequently, µh = wt(v)h = −1.
Finally, we are ready to prove jl(λ
(1)) ≥ λm + 1. Let s
′ be the minimal index such
that m < is′ . Then 1 ≤ h < i1 < · · · < is′−1 ≤ m < is′ < is′+1 < · · · < is. This
implies ait = 1 for all s
′ ≤ t ≤ s and so (6.4.2) becomes
v = Eis,h · · ·Eis′ ,hE
(as′−1)
is′−1,h
· · ·E
(a1)
i1,h
.mλ and h¯+ i¯t =
{
1, s′ ≤ t ≤ s;
0, 1 ≤ t < s′.
Since wt(v)h = −1, it follows that s − s
′ = λh − ais′−1 − · · · − a1. In this case the
expression (6.4.5) has the form
s∏
t=s′
[
(s− s′) + λit − (t− s
′)
1
]
q
s′−1∏
t=1
[
λh − λit − at−1 · · · − a1
at
]
q
6= 0. (6.4.6)
The factor for t = s′ − 1 in the second product of (6.4.6) being nonzero implies
λh − λis′−1 − as′−2 − · · · − a1 ≥ as′−1
or equivalently, s− s′ ≥ λis′−1 .
On the other hand, the first product in (6.4.6) can be rewritten as
s∏
t=s′
[
(s− s′) + λit − (t− s
′)
1
]
q
=
s−s′+1∏
t=1
[
λis′+t−1 + (s− s
′ + 1)− t
1
]
q
6= 0,
which implies jl(λis′ , · · · , λis) = s−s
′+1 by Lemma 6.1. Hence, by Lemma 6.1 again,
jl(λ
(1)) ≥ jl(λis′ , · · · , λis) = s− s
′ + 1 ≥ λis′−1 + 1 ≥ λm + 1,
noting is′−1 ≤ m. Hence, λ 6∈ Λ
++
l (m|n, r), as required. 
7. Classification of irreducible supermodules of Sq,F (m|n, r)
We keep the assumption on F and q and assume l is the order of q2 as in §6.
Theorem 7.1. The set {L(λ) | λ ∈ Λ++l (m|n, r)} forms a compete set of all non-
isomorphic irreducible Sq,F (m|n, r)-supermodules.
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Proof. By Proposition 5.4 and Theorem 6.4, the irreducible supermodules in the set
are all irreducible Sq,F (m|n, r)-supermodules. Since every irreducible Sq,F (m|n, r)-
supermodule L is naturally a polynomial irreducible Uq,F -supermodule of degree r by
inflation, it must be of the form L ∼= L(λ) by Proposition 5.3. Now apply Theorem
6.4 to see λ ∈ Λ++l (m|n, r). 
Remark 7.2. (1) When m+ n ≥ r, a classification is given in [10, 11] without using
representations of the quantum supergroup. See also a comparison of the index sets
in [10, Theorem B.3] in this case. Note that the theorem above has also generalised
the classification loc. cit. to the m+ n < r case.
(2) The theorem above is a quantum version of [3, Lemma 5.4].
Corollary 7.3. If q is not a root of unity (i.e., if l = ∞), then Sq,F (m|n, r) is
semisimple with irreducible representations labelled by Λ+(r)m|n (see (6.1.2)).
We will construct irreducible Sq,F (m|n, r)-supermodules directly in the category
Sq,F -mod of finite dimensional Sq,F -supermodules. In this category, every module V
is a weight module in the sense that V = ⊕λ∈Λ(m|n,r)1λV , where 1λ = ηr,F (
[
K
λ
]
) = φ1λ,λ
are weight idempotents. In particular, Sq,F (m|n, r) itself has a direct sum decompo-
sition into projective modules
Sq,F (m|n, r) = ⊕λ∈Λ(m|n,r)Sq,F (m|n, r)1λ.
We define analogously the positive part, negative part and zero part S+q,F , S
−
q,F , S
0
q,F
for Sq,F (m|n, r) which are generated, respectively, by e
(M)
a,b , a < b,M ≥ 0; e
(M)
a,b , a >
b,M ≥ 0;
[
ka
t
]
, t ≥ 0, a ∈ [1, m + n]. We may also regard them as homomorphic
images of U+q,F , U
−
q,F , U
0
q,F , respectively. In particular, these are subsuperslgebras
with identity 1.
Let I+denote the ideal of S+q,F generated by all e
(M)
a,b , a < b,M > 0 and define, for
λ ∈ Λ(m|n, r),
V (λ) = Sq,F1λ/Sq,F I
+1λ.
We may also define the notion of highest weight module in this category. Thus, if v
is a highest weight vector of an Sq,F -module, then I
+.v = 0. Call a highest weight
module V of highest weight λ to be universal if every highest weight module with
highest weight λ is a homomorphic image of V (cf. [2, Lem. 3.15]).
Theorem 7.4. The Sq,F (m|n, r)-supermodule V (λ) is nonzero if and only if λ ∈
Λ++l (m|n, r). Moreover, every such a V (λ) is an indecomposable universal highest
weight supermodule and has a unique irreducible quotient L(λ).
Proof. If V (λ) 6= 0 then, for any highest weight supermodule V of highest weight
λ, choose a maximal vector mλ ∈ Vλ. Define a map f from the left ideal Sq,F1λ
to V by the rule: f(s1λ) = (s1λ).mλ. Clearly, f is a (homogeneous) supermodule
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homomorphism. Note that f(1λ) = 1λ.mλ = mλ and, for all s ∈ Sq,F , we have
s.mλ = s.(1λ.mλ) = (s1λ).mλ = f(s1λ). Hence, f is a surjection. Since
f(Sq,FI
+1λ) = (Sq,F I
+1λ).mλ = Sq,F I
+.mλ = 0,
we see that Sq,F I
+1λ ⊆ ker f . Thus, f induces an epimorphism f¯ : V (λ)→ V . This
proves the universal property.
If λ ∈ Λ++l (m|n, r), the argument above for V = L(λ) shows that L(λ) is a homo-
morphic image of V (λ). Hence, V (λ) 6= 0. Conversely, if V (λ) 6= 0, then V (λ) has
an irreducible head of highest weight λ which must be isomorphic to L(λ). Hence,
λ ∈ Λ++l (m|n, r) by Theorem 7.1. 
Remarks 7.5. (1) The supermodules V (λ) play the role of Weyl modules. It would
be interesting to determine the formal character of V (λ).
(2) If we order the set Λ++l (m|n, r) as λ
(1), λ(2), · · · , λ(N) such that λ(i) ≤ λ(j) implies
i > j, then we may construct a filtration of ideals
0 ⊆ Sq,Ff1Sq,F ⊆ Sq,Ff2Sq,F ⊆ · · ·Sq,FfNSq,F ⊆ Sq,F ,
where fi =
∑i
j=1 1λ(i) . Note that, if n = 0, then the sequence is a heredity chain for
the quasi-hereditary algebra Sq,F (m, r).
Claim: Sq,FfNSq,F = Sq,F .
Proof. It suffices to prove Sq,F1λSq,F ⊆ Sq,FfNSq,F for all λ ∈ Λ(m|n, r). We ap-
ply induction on the poset structure of Λ(m|n, r). There is nothing to prove if λ ∈
Λ++l (m|n, r). In particular, the assertion is true for largest element (r, 0, . . . , 0|0, . . . , 0).
Suppose λ ∈ Λ(m|n, r)/Λ++l (m|n, r). Then V (λ) = Sq,F1λ/Sq,FI
+1λ = 0. So 1λ ∈
Sq,F I
+1λ. Hence, there exist xi ∈ Sq,F , yi ∈ I
+ with 1λ =
∑
i xiyi1λ. But, by Lemma
4.1, xiyi1λ = xi1λ(i)yi, where λ
(i) ∈ Λ(m|n, r), and λ(i) > λ. Hence, by induction,
Sq,F1λSq,F ⊆
∑
i Sq,F1λ(i)Sq,F ⊆ Sq,FfNSq,F . 
(3) In [10, 11], a classification is done by using the defect groups of primitive idem-
potents. By (2), we see that the non-equivalent primitive idempotents e1, e2, · · · , eN
can be selected to satisfy the condition ei1λ(i) = ei for every i. It would be interesting
to know if this condition can be used to determine the defect group of ei.
8. The Mullineux map and Serganova’s algorithm
In this section, we keep the notations F, q, l as defined at the beginning of §6.
Recall the R-algebra automorphism ( )♯ defined in (3.0.2). For any Hq2,F -module
W , define a new Hq2,F -module W
♯ by twisting the action via ( )♯: h.v := h♯ v. Note
that, if q2 = 1, i.e., if Hq2,F = FSr is the group algebra, then W
♯ ∼= W ⊗ sgn.
Let Λ+l (r) be the set of all l-restricted partitions of r. Then, by [6, §§4,6], this
set indexes the isomorphism classes of irreducible Hq2,F -module. Let Dλ, λ ∈ Λ
+
l (r)
denote a representative from the class λ; see (9.1.1) below for the definition of Dλ.
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Thus, {Dλ}λ∈Λ+
l
(r) forms a complete set of pairwise non-isomorphic irreducible Hq2,F -
modules.
Define the Mullineux conjugation map
M : Λ+l (r) −→ Λ
+
l (r), λ 7−→ M(λ) (8.0.1)
by mimicking the definition on [3, p.32] with prime p replaced by l (see also remarks
in the second paragraph on [2, p.556]). We omit the details here. Note that this is
the transpose of the original definition from [21].
Remarks 8.1. (1) Irreducible p-modular representations of the symmetric group
Sr are indexed by p-regular partitions of r. Mullineux conjectured (Dλ)
♯ ∼= DM(λ).
This conjecture was first proved by Ford and Kleshchev [15] building on [17]. Using
representations of supergroups, Brundan and Kujawa [3] gave an excellent new proof
for the original conjecture. See also [22] for the ortho-symplectic super case.
The quantum version of this conjecture was first proved by Brundan [2]. The main
method used there is the Branching Rule. However, it would be interesting to seek
a proof of using quantum supergroups and q-Schur superalgebras, generalising the
idea in [3] to the quantum case. In the next two sections, we will use the techniques
developed in the paper to prove the quantum version of the Mullineux conjecture.
(2) There is another algorithm due to Xu [23] which is also independent of the
primality of p. Thus, [3, Thm 6.1] continue to hold for all l > 0.
Recall the Lusztig Z-form Uυ,Z(m|n), the isomorphism σ considered in (2.1.3), its
specialisation σF on Uq,F = Uυ,Z(n|m) ⊗Z F , and the super dot product ( , )s on
Zm+n introduced at the end of the introduction. We first generalise Serganova’s algo-
rithm for the supergroup GL(m|n) given in [3, Lem. 4.2, Thm 4.3]) to the quantum
hyperalgebra Uq,F .
Proposition 8.2. Let λ ∈ Z
m|n
++ and choose a nonzero vector mλ ∈ L(λ)λ for the
irreducible Uq,F -module L(λ). Fix the following ordering on positive odd roots:
β1 = αm,m+1, · · · , βm = α1,m+1, βm+1 = αm,m+2, · · · , β2m = α1,m+2, · · · , βmn = α1,m+n.
Define recursively m
(0)
λ = mλ and, for 1 ≤ k ≤ m+ n,
m
(k)
λ =
{
m
(k−1)
λ , if l | (wt(m
(k−1)
λ ), βk)s,
E−βkm
(k−1)
λ , if l ∤ (wt(m
(k−1)
λ ), βk)s.
Then we have 
(1) m
(k)
λ 6= 0, 0 ≤ k ≤ m+ n
(2) E
(M)
i,i+1m
(k)
λ = 0, 1 ≤ i ≤ m+ n− 1, i 6= m,
(3) E−βi m
(k)
λ = 0 = Eβj m
(k)
λ , 1 ≤ i ≤ k < j ≤ mn.
(8.2.1)
Proof. We apply induction on k. The case for k = 0 is clear since m
(0)
λ = mλ is a
highest weight vector. Assume now k ≥ 1 and that (1)–(3) hold for k − 1.
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Case 1. Assume l ∤ (wt(m
(k−1)
λ ), βk)s. Then m
(k)
λ = E−βkm
(k−1)
λ and Eβk m
(k−1)
λ = 0
by induction. Thus, by Proposition 2.4(4)
Eβk m
(k)
λ = Eβk E−βkm
(k−1)
λ = −E−βkEβk m
(k−1)
λ +
Kβk −K
−1
βk
q − q−1
m
(k−1)
λ
=
q(wt(m
(k−1)
λ
),βk)s − q−(wt(m
(k−1)
λ
),βk)s
q − q−1
m
(k−1)
λ 6= 0.
(8.2.2)
Hence, m
(k)
λ 6= 0, proving (1).
To see (2), we assume βk = ǫc − ǫd with 1 ≤ c ≤ m < d ≤ m + n. If i + 1 ≤ c or
c < i < i+1 < d, then Proposition 2.4(1) and induction imply (2); if c = i < i+1 < d,
then i = c < m and, by Proposition 2.4(3), either Ei,i+1E−βk = xEi,i+1 + yE−βk−1 or,
for M > 1, E
(M)
i,i+1E−βk = x
′E
(M)
i,i+1 + y
′E
(M−1)
i,i+1 . So (2) follows from induction.
Finally, if k < j and βk = ǫa − ǫb, βj = ǫc − ǫd, then either b < d or b =
d,a > c. For b < d, applying Υ to Proposition 2.4(1)(3)(5) (for b = d,a > c,
using directly Proposition 2.4(2)) and induction gives Eβj m
(k)
λ = 0 in (3). To verify
E−βi m
(k)
λ = 0 for all 1 ≤ i ≤ k, since E
2
−βk
= 0, it suffices to consider the commutator
formulas for E−βiE−βk for 1 ≤ i < k. Suppose E−βi = Eb,a, E−βk = Ed,c, for some
1 ≤ a, c ≤ m < b, d ≤ m + n. Then i < k implies b < d or b = d, a > c. If
b < d, then c < b < d and, by applying the automorphism ̟ defined in (2.1.1)
to Proposition 2.3(1)(2)(4), we see that E−βiE−βk = Eb,aEd,c = xEb,a + yEb,c. If
b = d, a > c then c < a < b = d and, by applying Υ to Proposition 2.3 (2), we have
E−βkE−βi = Ed,cEb,a = −qcEb,aEd,c = −qcE−βiE−βk . In both cases, E−βi m
(k)
λ = 0
follows from induction.
Case 2. Assume l | (wt(m
(k−1)
λ ), βk)s. Then m
(k)
λ = m
(k−1)
λ . By induction, it remains
to prove E−βkm
(k−1)
λ = 0. Suppose E−βkm
(k−1)
λ 6= 0. Then L(λ) = Uq,F (E−βkm
(k−1)
λ )
and so m
(k−1)
λ ∈ Uq,F (E−βkm
(k−1)
λ ).
We claim that m
(k−1)
λ ∈ span{EβkE−βkm
(k−1)
λ }. Indeed, if Φ
+
0¯
denotes the subset of
even roots in Φ+, by (2.4.3) and the commutation formulas of Proposition 2.3 and
2.4, we see that Uq,F is spanned by the elements ∏
ǫa−ǫb∈Φ
+
0¯
E
(Ab,a)
b,a
mn∏
i=k+1
Eσi−βi
k∏
i=1
Eσiβi
m+n∏
a=1
(
Kδaa
[
Ka
µa
]) k∏
i=1
E
σ′i
−βi
mn∏
i=k+1
E
σ′i
βi
∏
ǫa−ǫb∈Φ
+
0¯
E
(Aa,b)
a,b
 ,
where A ∈ M(m|n), δa ∈ {0, 1} with {σi, σ
′
i} = {Aβi, A−βi} and µa = Aa,a. By
the proof for (2) and (3) above, the elements
∏k
i=1E
σ′i
−βi
∏mn
i=k+1E
σ′i
βi
∏
ǫa−ǫb∈Φ
+
0
E
(Aa,b)
a,b
vanish E−βkm
(k−1)
λ . Thus, we have
L(λ) = span
 ∏
ǫa−ǫb∈Φ
+
0¯
E
(Ab,a)
b,a
mn∏
i=k+1
Eσi−βi
k∏
i=1
Eσiβi .E−βkm
(k−1)
λ
 .
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We now consider the weight space L(λ)µ with µ = wt(m
(k−1)
λ ). Since a spanning vector
has its weight of the form µ+
∑
ǫa−ǫb∈Φ
+
0
Ab,a(ǫb− ǫa)−
∑mn
i=k+1 σiβi+
∑k
i=1 σiβi−βk,
such a vector in L(λ)µ forces∑
ǫa−ǫb∈Φ
+
0
Ab,a(ǫb − ǫa) =
mn∑
j=k+1
σjβj −
k∑
i=1
σiβi + βk =: (ν
(0), ν(1)) ∈ Zm+n. (8.2.3)
Note the left hand side implies that |ν(0)| = |ν(1)| = 0. This forces #X = #Y ,
where X = {i | 1 ≤ i ≤ k, σi 6= 0} and Y = {j | k < j ≤ mn, σj 6= 0} ∪ {k}.
Suppose βi = ǫai − ǫbi , βji = ǫci − ǫdi , where i 7→ ji is a bijection from X to Y and
1 ≤ ai, ci ≤ m < bi, di ≤ m+ n. Then βji − βi = (ǫci − ǫai) + (ǫbi − ǫdi). Thus, i < ji
forces m < bi ≤ di and so ǫbi − ǫdi ∈ Φ
+
0¯
. Hence, (8.2.3) implies∑
1≤a<b≤m
Ab,a(ǫb − ǫa) = ν
(0) =
∑
i∈X
(ǫci − ǫai),∑
m<a<b≤m+n
Ab,a(ǫb − ǫa) = ν
(1) =
∑
i∈X
(ǫbi − ǫdi).
The second equality is possible unless both sides are zero. Thus, all bi = di, forcing
ci ≤ ai. Hence, the first equality must be zero and so ci = ai for all i ∈ X . Therefore,
we must have all Ab,a = 0 and σi = δk,i. Consequently, L(λ)µ = span{EβkE−βkm
(k−1)
λ },
proving the claim.
Since L(λ)µ 6= 0, the claim and (8.2.2) force
q
(wt(m
(k−1)
λ
),βk)s−q
−(wt(m
(k−1)
λ
),βk)s
q−q−1
6= 0. This
implies l ∤ (wt(m
(k−1)
λ ), βk)s, contrary to the assumption for Case 2. 
Proposition 8.2 gives a (bijecitve) map˜ : Zm|n++ −→ Zm|n++ , λ 7−→ λ˜ := wt(m(mn)λ ),
cf. [3, (4.1)]. The construction of λ˜ from λ is known as Serganova’s algorithm.
Assume now r ≤ m,n. We define the following two maps as in [3, §6]:
x : Λ+l (r)→ Λ
++(m|n, r), λ→ x(λ) = (λ, 0m−r|0n));
y : Λ+l (r)→ Λ
++(m|n, r), λ→ y(λ) = (0m|λ, 0n−r)).
(8.2.4)
Serganova’s algorithm together and Xu’s algorithm for the Mullineux map (8.0.1) via
the jl map defined in (6.0.1)) have the following relationship as revealed in [3, Lem.
6.3].
Corollary 8.3. If the m,n ≥ r and λ ∈ Λ+l (r), then x˜(λ) = y(M(λ)).
When m = n, we may use this algorithm to compute the highest weight of a simple
module twisted by the automorphism σF on Uq,F (n|n); see (2.1.8).
Recall that, for any Uq,F (n|n)-supermodule V , the Uq,F (n|n)-supermodule V
σ is
defined by setting V σ = V as a vector space with a new action defined by
x  v = σ(x)v, v ∈ V, x ∈ Uq,F (n|n).
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The map V 7→ V σ defines a category isomorphism Uq,F (n|n)-mod ∼= Uq,F (n|n)-
mod. We now use λ˜ to determine the highest weight of the irreducible Uq,F (n|n)-
supermodule L(λ)σ (cf. [3, Thm 4.5]).
Theorem 8.4. For λ ∈ Z
n|n
++ , let L(λ) be an irreducible Uq,F (n|n)-supermodule with
a highest weight vector mλ and let λ˜ = (λ˜
(0)|λ˜(1)) = wt(m
(n2)
λ ). Then the Uq,F (n|n)-
supermodule L(λ)σ is isomorphic to L(λσ), where λσ = (λ˜(1)|λ˜(0)). Furthermore, if
we assume r ≤ m = n, then, for any λ ∈ Λ+l (r), we have
L(x(λ))σ ∼= L(x(M(λ)),
where M is the Mullineux map (8.0.1).
Proof. Since L(λ)σ is an irreducible supermodule, it is enough to determine its highest
weight. From the definition of the isomorphism σ, v ∈ L(λ)σ is a maximal vector if
and only if v satisfies:
0 = E
(M)
i  v = σ(E
(M)
i ) v = F
(M)
2n−i v, M > 0, 1 ≤ i ≤ 2n− 1. (8.4.1)
This is equivalent to say that v is a lowest weight vector of L(λ).
By Proposition 8.2, m
(n2)
λ is a maximal vector for even subhperalgebra Uq,F (n|n)0¯
∼=
Uq,F (gln)⊗ Uq−1,F (gln). Moreover,
E−βt m
(n2)
λ = 0, 1 ≤ t ≤ n
2. (8.4.2)
Let
mσλ =F
(λ˜
(0)
n−1−λ˜
(0)
n )
1 (F
(λ˜
(0)
n−2−λ˜
(0)
n )
2 F
(λ˜
(0)
n−2−λ˜
(0)
n−1)
1 ) · · · (F
(λ˜
(0)
1 −λ˜
(0)
n )
n−1 · · ·F
(λ˜
(0)
1 −λ˜
(0)
2 )
1 )
· F
(λ˜
(1)
n−1−λ˜
(1)
n )
n+1 (F
(λ˜
(1)
n−2−λ˜
(1)
n )
n+2 F
(λ˜
(1)
n−2−λ˜
(1)
n−1)
n+1 ) · · · (F
(λ˜
(1)
1 −λ˜
(1)
n )
2n−1 · · ·F
(λ˜
(1)
1 −λ˜
(1)
2 )
n+1 )m
(n2)
λ .
Then, by Proposition A.1, we have, for all 1 ≤ i ≤ 2n − 1 and i 6= n, F
(M)
i .m
σ
λ = 0.
To see Fn.m
σ
λ = 0, observe the commutation formulas in Proposition 2.3. If Ec,d is
odd and Ea,b is even, then all the RHS of formulas (1)–(4) are sums of terms starting
with an odd root vector. (Only in (4), we need (3) to swap E
(t)
c,bE
(N−t)
c,d .) Applying
Υ produces half of the required formulas to prove Fnm
σ
λ = 0. The other half can
be obtained by applying ̟ to (1)–(4) (see (2.1.6)), assuming Ea,b is odd and Ec,d is
even. (In (4), we see Ea,dEc,b = Ec,bEa,b by (1).). Repeatedly applying the eight sets
of formulas,we see that Fnm
σ
λ = 0 follows from (8.4.2). Hence, m
σ
λ is a lowest weight
vector of L(λ) or a highest weight vector of L(λ)σ.
It remains to compute the weight wtL(λ)σ(m
σ
λ). By Proposition A.1,
wt(mσλ) = (λ˜
(0)
m , · · · , λ˜
(0)
1 |λ˜
(1)
n , · · · , λ˜
(1)
1 ) = µ
in L(λ). Since the isomorphism σF sends K
±
i to K
∓
2n−i+1 and
[
Ki
t
]
to
[
K−12n+1−i
t
]
, it
follows from (5.0.1), (5.0.2) that v ∈ L(λ)µ if and only if v ∈ (L(λ)
σ)µ† . Hence,
wtL(λ)σ(m
σ
λ) = µ
† = (λ˜(1)|λ˜(0)) = λσ and, therefore, λσ is the highest weight of L(λ)σ.
Now, with the hypothesis r ≤ m = n, the last assertion follows from the first
assertion and Corollary 8.3. 
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9. Matching Schur functors and the Mullineux conjecture
Throughout this section, we assume m,n ≥ r and let
ω = (1r, 0m−r|0n), ω′ = (0m|0n−r, 1r) ∈ Λ(m|n, r).
We will identify Hq2,F (r) with 1ωSq(m|n, r)1ω under the isomorphism ti 7→ Ti, where
ti is defined in the proof of Corollary 4.5.
Consider two Schur functors fω, fω′ associated with the idempotents 1ω, 1ω′. Thus,
for every χ ∈ {ω, ω′},
fχ : Sq,F (m|n, r)-mod −→ 1χSq,F (m|n, r)1χ-mod,
satisfying fχ(V ) = 1χV. We will make a comparison for the modules fω(V ), fω′(V ).
Lemma 9.1. Assume m ≥ r. If λ ∈ Λ+l (r) then fωL(x(λ)) 6= 0. Hence, fωL(x(λ)) is
an irreducible Hq2,F (r)-module.
Proof. This is clear since L(x(λ)) contains the irreducible module L(x(λ))0¯ for the
even quantum subsupergroup Uq,F (n|n)0¯ and 1ωL(x(λ))0¯ 6= 0. 
This lemma guarantees that if we put (cf. [3, Thm 5.9, Rem. 5.10])
Dλ := fωL(x(λ)), (9.1.1)
then the set {Dλ}λ∈Λ+
l
(r) forms a complete set of irreducible Hq2,F (r)-modules.
The following result follows from Corollary 4.5.
Lemma 9.2. Assume m,n ≥ r and, for 1 ≤ i ≤ r − 1, let ti = q1ωeifi1ω − 1ω and
tm+n−r+i = q1ω′em+n−r+ifm+n−r+i1ω′ − 1ω′ . Then the map
τ : Hq2,F (r) = 1ωSq,F (m|n, r)1ω −→ 1ω′Sq,F (m|n, r)1ω′, ti 7−→ tm+n−r+i
defines an algebra isomorphism 1ωSq(m|n, r)1ω ∼= 1ω′Sq(m|n, r)1ω′.
Thus, we may twist an 1ω′Sq,F (m|n, r)1ω′-module V by τ to get an Hq,F (r)-module
V τ . We now establish the relationship between the two Schur functors.
Proposition 9.3. Assume m,n ≥ r. For any Sq,F (m|n, r)-supermodule V , there is
an Hq2,F -module isomorphism
(fωV )
♯ ∼= (fω′V )
τ .
Proof. Recall the generators in (3.2.3) and let ea,b = ηr,F (Ea,b) (see (3.2.5)). Let
F = em+n−r+1,1em+n−r+2,2 · · · em+n,r.
Then, by Lemma 4.1(6), F1ω = 1ω′F. We first claim that the map
g : 1ωV −→ 1ω′V, 1ωv 7−→ F1ωv (∀v ∈ V )
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is a linear isomorphism. Indeed, applying Proposition 2.4(4) yields
er,m+n · · · e2,m+n−r+2e1,m+n−r+1(F1ω)
= er,m+n · · · e2,m+n−r+2(e1,m+n−r+1em+n−r+1,1)em+n−r+2,2 · · · em+n,r1ω
= er,m+n · · · e2,m+n−r+2
[
k1,m+n−r+1
1
]
em+n−r+2,2 · · · em+n,r1ω
− er,m+n · · · e2,m+n−r+2(em+n−r+1,1e1,m+n−r+1)em+n−r+2,2 · · · em+n,r1ω
(∗)
= er,m+n · · ·e2,m+n−r+2em+n−r+2,2 · · ·em+n,r1ω
= · · · = er,m+nem+n,r1ω = 1ω.
Here the equality (∗) is seen from Lemma 4.1(6) and (5.0.2), since
em+n−r+2,2 · · · em+n,r1ω = 1λem+n−r+2,2 · · · em+n,r,
where λ = ω + αm+n−r+2,2 + · · ·+ αm+n,r = (1, 0
m−1|0n−r+1, 1r−1). Thus, we have
F1ωv 6= 0 ⇐⇒ 1ωv 6= 0. Hence, g is injective and so dim 1ωV ≤ dim 1ω′V. Simi-
larly, we may use F′ = e1,m+n−r+1 · · · er−1,m+n−1er,m+n to prove dim 1ω′V ≤ dim 1ωV .
Hence, g is a bijection.
We now show that the map g is an Hq2,F -module isomorphism. This amounts to
prove that, for any v ∈ 1ωV and 1 ≤ i < r,
g((−ti + (q
2 − 1)1ω)v) = g(t
♯
iv) = τ(ti)g(v) = tm+n−r+ig(v). (9.3.1)
We prove (9.3.1) by showing that in Sq,F (m|n, r)
− Fti1ω + (q
2 − 1)F1ω = F(t
♯
i1ω) = tm+n−r+iF1ω. (9.3.2)
Let n′′ = m+n−r, ω′′ = ω − αr,n′′+r − · · · − αi+2,n′′+i+2 = (1
i+1, 0m−i−1|0a, 1r−i−1).
Then, for 1 ≤ i ≤ r,
F · 1ωeifi1ω
= em+n−r+1,1em+n−r+2,2 · · · em+n,r1ωei,i+1ei+1,i1ω
= en′′+1,1 · · ·en′′+i−1,i−1 · en′′+i,ien′′+i+1,i+1ei,i+1ei+1,i1ω′′ · en′′+i+2,i+2 · · · en′′+r,r1ω.
Let (a) stand for Propositions 2.4(1); (b) for Propositions 2.4(3); (c) for Lemma
4.1(6); (d) for Lemma 4.1(2). Let (e) be the formula obtained by applying Υ in
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(2.1.2) to Propositions 2.3(3). The middle part of the product above becomes
en′′+i,i(en′′+i+1,i+1ei,i+1)ei+1,i1ω′′
(a)
= en′′+i,i(ei,i+1en′′+i+1,i+1)ei+1,i1ω′′ = (en′′+i,iei,i+1)en′′+i+1,i+1ei+1,i1ω′′
(b)
= (ei,i+1en′′+i,i + ki,i+1en′′+i,i+1)en′′+i+1,i+1ei+1,i1ω′′
(c)
= ki,i+1en′′+i,i+1en′′+i+1,i+1ei+1,i1ω′′ (as en′′+i,ien′′+i+1,i+1ei+1,i1ω′′ = 0)
(d)
= en′′+i,i+1en′′+i+1,i+1ei+1,i1ω′′ = en′′+i,i+1(en′′+i+1,i+1ei+1,i)1ω′′
(e)
= en′′+i,i+1(en′′+i+1,i + qei+1,ien′′+i+1,i+1)1ω′′
(e)
= en′′+i,i+1en′′+i+1,i1ω′′ + qen′′+i,ien′′+i+1,i+11ω′′ + q
2
ei+1,ien′′+i,i+1en′′+i+1,i+11ω′′
(c)
= en′′+i,i+1en′′+i+1,i1ω′′ + qen′′+i,ien′′+i+1,i+11ω′′ .
Thus, we have
F · 1ωeifi1ω
= en′′+1,1 · · · en′′+i−1,i−1en′′+i,i+1en′′+i+1,i1ω′′en′′+i+2,i+2 · · · en′′+r,r1ω
+ qen′′+1,1 · · · en′′+i−1,i−1en′′+i,ien′′+i+1,i+11ω′′en′′+i+2,i+2 · · · en′′+r,r1ω.
Hence,
Fti1ω = F(q1ωei,i+1ei+1,i1ω − 1ω)
= qen′′+1,1 · · · en′′+i,i+1en′′+i+1,i · · · en′′+r,r1ω
+ (q2 − 1)en′′+1,1 · · · en′′+i,ien′′+i+1,i+1 · · · en′′+r,r1ω.
Ft♯i1ω = F(−ti1ω + (q
2 − 1)1ω)
= −qen′′+1,1 · · · en′′+i−1,i−1(en′′+i,i+1en′′+i+1,i)en′′+i+2,i+2 · · · en′′+r,r1ω.
(9.3.3)
Similarly,
1ω′en′′+ifn′′+i1ω′(F1ω)
= 1ω′en′′+i,n′′+i+1en′′+i+1,n′′+i1ω′en′′+1,1en′′+2,2 · · · en′′+r,r1ω
= en′′+1,1 · · ·en′′+i−1,i−1 · en′′+i,n+i+1en′′+i+1,n′′+ien′′+i,ien′′+i+1,i+11ω′′
· en′′+i+2,i+2 · · · en′′+r,r1ω,
Let (u) be the formula obtained by applying Υ to Proposition 2.4(2) twice; (v) for
Lemma 2.2; and (w) for the Υ-version of Proposition 2.3(1). Then the middle part
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of the product above becomes
en′′+i,n′′+i+1(en′′+i+1,n′′+ien′′+i,i)en′′+i+1,i+11ω′′
(e)
= en′′+i,n′′+i+1(en′′+i+1,i + q
−1
en′′+i,ien′′+i+1,n′′+i)en′′+i+1,i+11ω′′
(c)
= (en′′+i,n′′+i+1en′′+i+1,i)en′′+i+1,i+11ω′′
(u)
= (en′′+i+1,ien′′+i,n′′+i+1 + en′′+i,ik
−1
n′′+i,n′′+i+1)en′′+i+1,i+11ω′′
(v)
= en′′+i+1,i(en′′+i,n′′+i+1en′′+i+1,i+1)1ω′′ + q
−1
en′′+i,ien′′+i+1,i+1k
−1
n′′+i,n′′+i+11ω′′
(u)
= en′′+i+1,i(en′′+i+1,i+1en′′+i,n′′+i+1 + en′′+i,i+1k
−1
n′′+i,n′′+i+1)1ω′′
(d) + q−1en′′+i,ien′′+i+1,i+11ω′′
(c,d)
= en′′+i+1,ien′′+i,i+11ω′′ + q
−1
en′′+i,ien′′+i+1,i+11ω′′
(w)
= −en′′+i,i+1en′′+i+1,i1ω′′ + q
−1
en′′+i,ien′′+i+1,i+11ω′′ .
Thus,
1ω′en′′+ifn′′+i1ω′(F1ω)
= −en′′+1,1 · · ·en′′+i−1,i−1 · en′′+i,i+1en′′+i+1,i · en′′+i+2,i+2 · · · en′′+r,r1ω + q
−1
F1ω.
Hence, by (9.3.3),
tn′′+iF1ω = (q1ω′en′′+ifn′′+i1ω′ − 1ω′)(F1ω)
= −qen′′+1,1 · · ·en′′+i−1,i−1(en′′+i,i+1en′′+i+1,i)en′′+i+2,i+2 · · · en′′+r,r1ω
= F(t♯i1ω),
proving (9.3.2), and hence, (9.3.1). 
When m = n ≥ r, the automorphism σF on Sq,F (n|n, r) (see Lemma 4.6) takes 1ω
to 1ω′. So restriction induces an algebra isomorphism (see (4.6.1))
σ¯ : Hq2,F (r) = 1ωSq,F (n|n, r)1ω −→ 1ω′Sq,F (n|n, r)1ω′, ti 7−→ t2n−i,
for 1 ≤ i ≤ r − 1. Thus, twisting module actions defines a functor
σ¯ : 1ω′Sq,F (n|n, r)1ω′-mod −→ Hq2,F (r)-mod.
Note that, if V is an Sq(n|n, r)-supermodule, then (fω′V )
σ¯ is an Hq2,F (r)-module via
the action Ti · x = σ¯(ti)x for all x ∈ fω′V . Likewise, fω(V
σ) is an Hq2,F (r)-module via
the action Ti · y = σ(ti)y for all y ∈ fω(V
σ).
Lemma 9.4. With the notation above, the following diagram
Sq,F (n|n, r)-mod
fω
−−−→ Hq2,F -mod
σ
x xσ¯
Sq,F (n|n, r)-mod
fω′−−−→ 1ω′Sq,F (n|n, r)1ω′-mod
is commutative. In other words, (fω′V )
σ¯ = fω(V
σ) for any Sq,F -supermodule V .
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Proof. Since σ(1ω′) = 1ω, we have 1ω′V = 1ω(V
σ) or fω′(V ) = fω(V
σ) as vectors
spaces. Now it is easy to see from the above that the Hq2,F -module structures on
both side are the same. 
We are now ready to proof the quantum version of the Mullineux conjecture.
Theorem 9.5. For any λ ∈ Λ+l (r), the irreducible Hq2,F (r)-modules D
♯
λ and DM(λ)
are isomorphic: D♯λ
∼= DM(λ).
Proof. By definition, Dλ = fωL(x(λ)). Then by Proposition 9.3,
(fω′L(x(λ)))
τ ∼= (fωL(x(λ)))
♯ = D♯λ.
By Lemma 9.4 and Theorem 8.4 then
(fω′L(x(λ)))
σ¯ ∼= fω(L(x(λ))
σ) ∼= fωL(x(M(λ))) = DM(λ).
Since τ−1σ¯(ti) = tr−i is the automorphism induced by the graph automorphism for
the Hecke algebra Hq2,F (r), we have (Dλ)
τ−1σ¯ ∼= Dλ. Therefore,
D♯λ
∼= (fω′L(x(λ)))
τ ∼= ((fω′L(x(λ)))
τ )τ
−1σ¯ ∼= (fω′L(x(λ)))
σ¯ ∼= DM(λ),
as desired. 
Appendix A. The lowest weight of an irreducible Uq,F (m|0)-module
Let Uq,F (m) = Uq,F (m|0) be the quantum hyperalgebra of glm and, for λ ∈ Z
m
+ :=
Z
m|0
++ , let L(λ) be the associated irreducible Uq,F (m)-module.
The following result should be the special case of a general result. For example, by
the symmetries acting (or braid group actions) on the Weyl module V (λ) ([20, Ch.
5]), [20, Lem. 39.1.2] tells exactly the result. However, for our purpose, one needs to
extend these actions to the quantum hyperalgebra Uq,F (m) and modules at roots of
unity, and establish a result for L(λ) similar to [20, Lem. 39.1.2]. For completeness,
we provide below a direct proof for the type A case.
Proposition A.1. For λ = (λ1, · · · , λm) ∈ Z
m
+ , if 0 6= mλ ∈ L(λ)λ is a highest weight
vector, then
F
(λm−1−λm)
1 (F
(λm−2−λm)
2 F
(λm−2−λm−1)
1 ) · · · (F
(λ1−λm)
m−1 · · ·F
(λ1−λ3)
2 F
(λ1−λ2)
1 )mλ 6= 0
is a lowest weight vector of L(λ) with weight λ† = (λm, λm−1, · · · , λ1).
Proof. Define recursively
n
(k)
λ =
{
mλ, if k = 0;
F
(λk−λm)
m−k · · ·F
(λk−λk+2)
2 F
(λk−λk+1)
1 n
(k−1)
λ , if 1 ≤ k ≤ m− 1.
We first claim that, for all 0 ≤ k ≤ m− 1
(1) n
(k)
λ 6= 0;
(2) wt(n
(k)
λ ) = (λk+1, λk+2, · · · , λm, λk, λk−1, · · · , λ1),
(3) E
(M)
i n
(k)
λ = 0, for i < m− k,M > 0.
(A.1.1)
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Indeed, it is obvious if k = 0. Assume now k > 0 and that (1)–(3) hold for k − 1.
Then n
(k−1)
λ 6= 0 and, by Proposition 2.4(4)(1),
E
(λk−λk+1)
1 · · ·E
(λk−λm−1)
m−k−1 E
(λk−λm)
m−k n
(k)
λ
= E
(λk−λk+1)
1 · · ·E
(λk−λm−1)
m−k−1 E
(λk−λm)
m−k F
(λk−λm)
m−k F
(λk−λm−1)
m−k−1 · · ·F
(λk−λk+1)
1 n
(k−1)
λ
= E
(λk−λk+1)
1 · · ·E
(λk−λm−1)
m−k−1
[
K˜m−k; 0
λk − λm
]
F
(λk−λm−1)
m−k−1 · · ·F
(λk−λk+1)
1 n
(k−1)
λ .
If µ = wt(F
(λk−λm−1)
m−k−1 · · ·F
(λk−λk+1)
1 n
(k−1)
λ ), then µm−k = λm−1 + (k − λm−1) = k and
µm−k+1 = λm. Thus, by (5.0.1) and induction, we have
E
(λk−λk+1)
1 · · ·E
(λk−λm−1)
m−k−1 E
(λk−λm)
m−k n
(k)
λ
= E
(λk−λk+1)
1 · · ·E
(λk−λm−1)
m−k−1 F
(λk−λm−1)
m−k−1 · · ·F
(λk−λk+1)
1 n
(k−1)
λ = n
(k−1)
λ 6= 0,
proving n
(k)
λ 6= 0. Also, by induction
wt(n
(k)
λ ) = wt(F
(λk−λm)
m−k · · ·F
(λk−λk+2)
2 F
(λk−λk+1)
1 n
(k−1)
λ )
= (λk, λk+1, · · · , λm, λk−1, λk−2, · · · , λ1)− (λk − λk+1)(ǫ1 − ǫ2)
− (λk − λk+2)(ǫ2 − ǫ3)− · · · − (λk − λm)(ǫm−k − ǫm−k+1)
= (λk+1, λk+2, · · · , λm, λk, λk−1, · · · , λ1),
proving (2). It remains to prove (3).
For i < m− k and M > 0, let s = min(M, (λk − λk+i)). By Proposition 2.4(1)(4),
E
(M)
i n
(k)
λ = E
(M)
i (F
(λk−λm)
m−k · · ·F
(λk−λk+2)
2 F
(λk−λk+1)
1 n
(k−1)
λ )
= F
(λk−λm)
m−k · · ·F
(λk−λk+i+1)
i+1 (E
(M)
i, · F
(λk−λk+i)
i ) · · ·F
(λk−λk+2)
2 F
(λk−λk+1)
1 n
(k−1)
λ
= F
(λk−λm)
m−k · · ·F
(λk−λk+i+1)
i+1
s∑
t=0
F
(λk−λk+i−t)
i
[
Ki,i+1; 2t−M − (λk − λk+i)
t
]
E
(M−t)
i
· F
(λk−λk+i−1)
i−1 · · ·F
(λk−λk+2)
2 F
(λk−λk+1)
1 n
(k−1)
λ .
(A.1.2)
If M > λk − λk+i, then M − t > 0 for all 0 ≤ t ≤ s = λk − λk+i and, by induction,
E
(M)
i n
(k)
λ = · · ·F
(λk−λk+i+1)
i+1
s∑
t=0
F
(λk−λk+i−t)
i
[
Ki,i+1; 2t−M − (λk − λk+i)
t
]
· F
(λk−λk+i−1)
i−1 · · ·F
(λk−λk+2)
2 F
(λk−λk+1)
1 (E
(M−t)
i n
(k−1)
λ ) = 0.
If M ≤ (λk − λk+i), then s =M and, with a similar argument, (A.1.2) becomes
E
(M)
i n
(k)
λ = F
(λk−λm)
m−k · · ·F
(λk−λk+i+1)
i+1 F
(λk−λk+i−M)
i
[
Ki,i+1;M − (λk − λk+i)
M
]
· F
(λk−λk+i−1)
i−1 · · ·F
(λk−λk+2)
2 F
(λk−λk+1)
1 n
(k−1)
λ
= F
(λk−λm)
m−k · · · (F
(λk−λk+i+1)
i+1 F
(λk−λk+i−M)
i ) · F
(λk−λk+i−1)
i−1 · · ·F
(λk−λk+2)
2 F
(λk−λk+1)
1 n
(k−1)
λ .
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By applying Υ to Proposition 2.3(3), we obtain
F
(λk−λk+i+1)
i+1 F
(λk−λk+i−M)
i =
s′∑
t=0
qatbtF
(λk−λk+i−M−t)
i E
(t)
i+2,iF
(λk−λk+i+1−t)
i+1 ,
where s′ = min((λk − λk+i+1), (λk − λk+i − M)), at = λk − λk+i − M − t, bt =
λk − λk+i+1 − t. Substituting gives
E
(M)
i n
(k)
λ =
s′∑
t=0
qatbt(F
(λk−λm)
m−k · · ·F
(λk−λk+i−M−t)
i E
(t)
i+2,i
· F
(λk−λk+i−1)
i−1 · · ·F
(λk−λk+2)
2 F
(λk−λk+1)
1 F
(λk−λk+i+1−t)
i+1 n
(k−1)
λ )
= 0.
Here the last equation follows from induction and [7, Prop. 6.25]. Indeed, by restrict-
ing L(λ) to the subalgebra Uq,F (m− k + 1) of Uq,F (m) and induction, mµ = n
(k−1)
λ is
a maximal vector of weight µ = (λk, · · · , λm) with µi = λk+i−1. Since
λk − λk+i+1 − t ≥ λk − λk+i+1 − (λk − λk+i −M) > λk+i − λk+i+1,
[7, Prop. 6.25] implies F
(N)
i+1 mµ = 0 for all N > µi+1−µi+2. This completes the proof
of (3).
Finally, by the claim, λ† = wt(n
(m−1)
λ ) is a weight of L(λ). Since λ
† is the lowest
weight of the Weyl module V (λ) and L(λ) is a quotient of V (λ), we conclude that λ†
is the lowest weight of L(λ). 
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