Finding repeated patterns or motifs in a time series is an important unsupervised task that has still a number of open issues, starting by the definition of motif. In this paper, we revise the notion of motif support, characterizing it as the number of patterns or repetitions that define a motif. We then propose GENMOTIF, a genetic algorithm to discover motifs with support which, at the same time, is flexible enough to accommodate other motif specifications and task characteristics. GENMOTIF is an anytime algorithm that easily adapts to many situations: searching in a range of segment lengths, applying uniform scaling, dealing with multiple dimensions, using different similarity and grouping criteria, etc. GENMOTIF is also parameter-friendly: it has only two intuitive parameters which, if set within reasonable bounds, do not substantially affect its performance. We demonstrate the value of our approach in a number of synthetic and real-world settings, considering traffic volume measurements, accelerometer signals, and telephone call records.
I. INTRODUCTION
Discovering repeated short-length segments, commonly called motifs, in a time series is a fundamental task that has a number of important applications. Beyond data exploration and assessment, motif discovery is often key to many higherlevel algorithms [1] , both of supervised and unsupervised nature. Therefore, a myriad of approaches have been proposed. Today, these can be categorized from different perspectives or dimensions, starting by the definition of a motif.
There are four main aspects that define a time series motif [1] : (a) the relative position of the segments, (b) the similarity between segments, (c) the length of the segments, and (d) the support of the motif. To determine (a), pioneering approaches used approximate representations of the time series, defined a fixed segment length, and chose a static threshold to distinguish between similar and dissimilar segments [2] , [3] . Such approximate approaches have proven to be suitable in a number of applications, thus the work in this domain has continued until today [4] - [6] . However, socalled exact algorithms were recently introduced [7] which, while being as efficient as some approximate ones, deal with the raw time series and do not require a similarity threshold. More recently, further developments have allowed to work with a range of segment lengths [8] , [9] , thus reducing the constraint of specifying a fixed value for such a crucial parameter.
Out of the four previous aspects, the introduction of the notion of motif support (d) remains the most elusive one. The current definitions of exact-based motifs are typically rooted on segment pairs [7] . Yet there is no specific reason for constraining the definition of a motif to segment pairs. The alternative may be based on groups of segments, where the number of segments s represents the support of the motif. This way, a definition based on segment pairs becomes just a special case in which s = 2. Conceptually, this notion of motif support starts bridging the gap between motif discovery and subsequence time series clustering [10] . Practically, the introduction of support allows focusing on more frequent segments that occur at least s times in a time series. Furthermore, it can contribute to obtain a more robust motif, as s similar segments need to be combined to derive one motif.
In addition to the above-mentioned aspects, there are a number of known open issues in time series motif discovery, and in exact motif discovery in particular [1] . These include discovering repeated warped segments [11] , finding motifs under complexity invariance [12] or uniform scaling [13] , multiand sub-dimensional motif discovery [14] , and algorithms that can work in anytime mode [9] . To the best of our knowledge, existing approaches address one or, at most, two of such open issues, with different tradeoffs and varying degrees of success. Moreover, they typically require to set a number of parameters. The only exception is SWARMMOTIF [15] , which adapts a specific metaheuristic [16] , particle swarm optimization [17] , to the task of time series motif discovery. Such adaptations can lead to very flexible algorithms that are able to tackle most of the previous issues at the same time [15] . We here consider an alternative metaheuristic adaptation that, in addition, goes beyond previous works by incorporating a novel notion of motif support in its formulation.
In this paper, we present GENMOTIF, an approach that is based on the adaptation of genetic algorithms [18] to the task of time series motif discovery. The main individual contributions of our approach are summarized below. However, we believe that it is the combination of such contributions what makes GENMOTIF a unique and novel algorithm: (1) it explicitly involves motif support, (2) it is an anytime algorithm, (3) it does not oblige the practitioner to specify an exact segment length, (4) it performs uniform scaling of the segments that form a motif [13] , (5) it allows to analyze multi-dimensional time series, (6) it is dissimilarity-agnostic, and (7) it has only two parameters, which we show do not substantially affect its performance when set within reasonable bounds.
We highlight the utility of GENMOTIF with one synthetic and three real-world case studies: traffic volume, accelerometer, and telephone call data. These are not designed to claim results in their respective domains, but to illustrate the applicability and the value of GENMOTIF in such domains. Except for one case study, we employ publicly-available data sets, and make all our code available online 1 to foster reproducibility and to promote the usage of the algorithm in further scenarios.
The remainder of the paper is structured as follows. We first formulate the notion of motif support and introduce the necessary notation. We then detail the implementation of GEN-MOTIF. Next, we experimentally evaluate its performance. In the extended version of the paper [19] , we show three use cases that highlight the value of GENMOTIF and also qualitatively compare with the state-of-the-art. Finally, we summarize our contributions.
II. PROBLEM DEFINITION AND NOTATION:
MOTIFS WITH SUPPORT Consider a time series z = [z 1 , . . . z n ] of length n. Given a range of segment lengths of interest l ∈ [l min , l max ], l n, we want to find a set of k motifs M = {m 1 , . . . m k } with a support of s each. This means that a motif m i is derived from s segments x contained in z.
In order to avoid trivial matches [3] , the considered segments should preferably be non-overlapping, although some percent of overlap could be also tolerated [8] . Thus, a solution to the task is a set of ks segments X = {x 1 , . . . x ks }, where k nonintersecting groups of s segments each define a motif m i . That is,
There are several ways in which a group of segments X i can define a motif m i , and these depend on the dissimilarity space and the central tendency measure chosen. Intuitively, m i should be a good representative of X i . Therefore, the motif m i should be 'very close' to all s segments in X i , according to a given dissimilarity measure. If we consider the Euclidean distance as the dissimilarity measure and the mean as a measure of central tendency, we can define
The only requirement is that all segments x u are of equal length, which we can fulfill by simply upsampling to the largest length or by any other interpolation criterion. On a more general case, given an arbitrary dissimilarity measure between segments x u and x v , D(x u , x v ), we can obtain m i by considering the medoid of X i , which we denote by x u * :
It can be noted that with motif definitions in Eqs. 1 and 2, there is an analogy between finding k motifs with support and, respectively, k-means or k-medoids clustering [20] . However, there is an important difference: we do not cluster all available data; only ks short-length time series segments are considered. This can yield important speedups in terms of computation time, as we only consider a small part of all available segments, ksl max n.
The previous definitions match our intuition that a motif m i should be 'very close' to all segments in X i . However, there is another important factor that we may want to impose: the fact that motifs in M are maximally dissimilar between themselves. This will prevent the discovery of the same motif twice. To enforce the closeness of motifs' supports and, at the same time, the dissimilarity between different motifs, we can resort to existing clustering evaluation measures. For instance, we can consider the Davies-Bouldin index [21] or the silhouette coefficient [22] , which are both measures that take into account intra-cluster variance and inter-cluster dissimilarity [20] . Following our notation, the Davies-Bouldin index corresponds to
and the silhouette index corresponds to
where
and, in Eq. 4, X i denotes the set that contains x u . Note that I DB makes explicit use of the concept of central tendency, while I S does not. Thus, depending on the dissimilarity measure used, one might be more appropriate than the other 2 .
Overall, finding k motifs with s support is a combinatorial problem. A solution consists of ks segments, and if we have a time series of length n and a range of segment lengths r = l max + 1 − l min , a brute-force search needs to examine, roughly, C nr ks = (nr)! (ks)!(nr−ks)! combinations. This, for a very small application involving n = 10 000, r = 100, k = 2, and s = 5, already yields over 2.7 · 10 53 possibilities 3 .
III. GENMOTIF A. Background
In the following, we present our proposed approach, GENMOTIF, which is based on genetic algorithms. Genetic algorithms have a long tradition in solving combinatorial optimization problems [18] as the one we face here. They are population-based metaheuristics [16] that iterate an initial pool of solutions, improving a user-defined fitness criterion in every iteration. Genetic algorithms are known to yield good solutions with very few iterations, although it may take them much more to arrive at the global best solution possible. In some variants, such global best solution is proven to be reached, although no finite bound on the number of iterations can be established [23] . Thus, in essence, they can be seen as anytime algorithms [24] . In a wider sense, metaheuristics have been recently introduced to the task of motif discovery, bringing in a high degree of flexibility with regards to the definition of the motif [15] . Such flexibility relies on the ability of metaheuristics to search complex, non-differentiable, discrete solution spaces under incomplete or imperfect information [16] .
B. Solutions' mapping and fitness
Before delving into the description of the approach, we first need to adapt the formulation of genetic algorithms to the specific problem of time series motif discovery. In Algorithm 1 G(z, X, l max , s) Input: A time series z, a solution X, the maximum length of the segments l max , and the motif support s. Output: A goodness value g (the lower, the better).
genetic algorithms, a solution X has a set of properties, commonly called genes or genotypes, which can be combined and mutated. We propose to map
where f is the index of the first sample of the time series segment, l is the length of the segment, and c is a real-valued indicator that will be used to determine the index of the motif to which the segment belongs to. Therefore, f ∈ [1, n − l], l ∈ [l min , l max ], and c ∈ [0, 1). Note that X i represents a time series segment regardless of its dimensionality, thus fitting it to multidimensional time series is directly applicable.
Once we have a clear encoding for our solutions X, we need to specify the mapping from X to X and the criterion that will be used to evaluate the goodness of a mapped solution X (Algorithm 1). We initiate the process by verifying that X is a valid solution (line 1). To do so, we loop over all the elements of X and check if they overlap with any other element in X. In such case, we conclude that X is not a valid solution and return the value of ∞ (line 2), which is the worst possible value for a solution, as we will try to minimize G (see below). If that is not the case, we proceed to copy the ks segments defined by X to the array X and upsample them to l max samples (line 3). For the latter we employ linear interpolation, but any other strategy would be applicable, depending on the domain. We next z-normalize each segment (line 4). Note that this step can be safely skipped if the motif definition does not include such a constraint. After that, we get all motif group indicators contained in X (line 5): c = {c 1 , . . . c ks }, where c i corresponds to the third element of the tuple X i . We then compute the indices o that sort c in increasing order (line 6). With o and s, we can then group the segments in X so that each group has a direct correspondence to a motif (line 7). To do so, we take every s consecutive indices in o and form k groups
Finally, we compute the goodness of the solution (line 8) by applying a criterion of choice, as explained in the previous section. If not stated otherwise, we here use the Davies-Bouldin index (Eq. 3) for I, the squared Euclidean distance between z-normalized segments, and the mean as a measure of central tendency (Eq. 1). Note that nothing prevents us from using another dissimilarity measurement or clustering index.
C. Main algorithm
We are now ready to describe the main algorithm in GENMOTIF (Algorithm 2). GENMOTIF is an instance of Algorithm 2 GENMOTIF(z, l min , l max , k, s, t max )
Input: Time series z of length n, minimum and maximum length of segments l min and l max , number of motifs k, motif support s, and maximum execution time t max . Require: Setting the size of the population ρ and a mutation deviation constant σ. Output: Best solution found X. 1: P ← ∅ 2: for i = 1, . . . ρ 3: X i ← NEWSOLUTION(n, l min , l max , ks) 4 :
g best ← ∞ 7: for X i in P 8: g ← G(z, X i , l max , s) 9: if g < g best 10:
g best ← g 11: i best ← i 12: if OUTOFTIME(t max ) 13: return X ibest 14:
ks)
18:
X i ← MUTATION(X i , σ, n, l min , l max , ks) 19: X j ← MUTATION(X j , σ, n, l min , l max , ks) 20 :
P ← P new a canonical genetic algorithm [16] . However, it incorporates a basic form of elitism, performs a uniform crossover, and employs a convolutional mutation operator [18] . In addition, it incorporates all the necessary adaptations to work with time series and time series segments. As an input, it takes a time series z, together with the minimum and maximum segment lengths of interest l min and l max , the number of desired motifs k, and their support s. Its output represents the best solution X found in the available execution time t max . Note that all these variables are not parameters of the algorithm, but requirements of the task. With respect to the parameters, GENMOTIF requires only the population size ρ and the mutation deviation constant σ to be externally set. We will detail their use and study their effect below.
GENMOTIF starts by setting a new population of solutions P of size ρ, P = {X 1 , . . . X ρ }, where ρ is an odd integer such that ρ ≥ 3 (Algorithm 2, lines 1-4). To instantiate a new solution X i (line 3), we sample the search space uniformly at random. For X i to be a valid solution, the sampling needs to be performed between reasonable limits, while avoiding potential segment overlaps (Algorithm 3). To sample the search space we use a uniform real random number generator U (a, b) ∈ [a, b) and the floor operator . After computing the initial set of solutions P, we enter an infinite loop (Algorithm 2, lines [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . This is the loop that will evolve the solutions in the population. It performs three main operations: (a) selecting the best fit solution, (b) checking execution time, and (c) constructing a new population.
For selecting the best solution (lines 6-11), we just compute the goodness value G as explained before (line 8; see Algorithm 3 NEWSOLUTION(n, l min , l max , ks) Input: Length of the series n, minimum and maximum segment lengths l min and l max , and number of segments ks. Output: A valid solution X.
1: X ← ∅ 2: while ISEMPTY(X) or SOMEOVERLAP(X) 3: X ← ∅ 4: for i = 1, . . . ks 5: c ← U (0, 1)
Input: Two solutions X i , X j and number of segments ks. Output: Solutions X i and X j with some genes crossed.
if U (0, 1) < 1/ks 3: SWAP(X iu , X ju ) 4: return X i , X j Algorithm 1) and keep the index i best of the solution that has the minimum value (line 11). Once all ρ solutions have been examined, we check the set time constraint t max (lines 12-13). If the remaining time does not permit the new iteration, we return the best individual found until that point, X ibest (line 13). Alternatively, if there is time left, we continue by constructing a new population P new (lines [14] [15] [16] [17] [18] [19] [20] and replacing P with this new population (line 21). Importantly, P new keeps the best solution found at every iteration, unaltered (line 14). This is the simplest form of elitism possible [16] , and the minimum requirement for the global convergence of the algorithm [23] . The construction of P new continues by uniformly sampling two individuals X i , X j with replacement from P, and returning a copy of them (line 16). Next, we cross their genes by uniform crossover (line 17) and mutate their genes according to a mutation factor σ (lines [18] [19] . Finally, X i and X j are appended to P new (line 20).
The crossover and mutation operators require a careful design consideration. In GENMOTIF, we opted for a uniform crossover with a fixed low probability (Algorithm 4). With probability 1/ks (line 2), we swap the u-th segments of the two solutions (line 3). Similarly, for the mutation operator, with probability 1/ks (line 3), we mutate a segment u (lines 4-8).
To do so, we follow a convolutional process (Algorithm 5). At the end of the mutation operation, we shuffle the segments in X to favor the exploration of the search space (line 9). In preanalysis, we found this shuffling operation to have a marginal but positive impact to the fitness of the found solutions, in particular for short execution times.
To mutate the values f , l, and c, we employ a real random number generator following the standard Cauchy distribution C(0, 1), which has the location and scale parameters set to 0 and 1, respectively. The Cauchy distribution is a heavytailed distribution, with undefined mean and variance. It can be considered to be a special case of the more general Lévy flight Algorithm 5 MUTATION(X, σ, n, l min , l max , ks) Input: Solution X, mutation parameter σ, length of the time series n, minimum and maximum segment length l min and l max , and number of segments ks. Output: A mutation of the solution X.
if U (0, 1) < 1/ks 4: f, l, c ← X u 5:
c ← mod (c + σC(0, 1), 1)
6:
l ← mod (l + σrC(0, 1) − l min , r + 1) + l min 7:
f ← mod (f + σ(n − l)C(0, 1) , n − l + 1)
8:
X u ← {f, l, c} 9: SHUFFLE(X) 10: return X distribution. Lévy flight distributions have been suggested to be beneficial for optimization-based metaheuristics when searching large spaces, as very long jumps can be performed after many small ones [25] . Moreover, a Lévy flight strategy is reported to be an efficient statistical strategy for searching randomly located, sparse objects [26] . In the absence of a priori knowledge about the distribution of the targets, the case corresponding to the Cauchy distribution has been shown to be the optimal search strategy [26] .
To compute C(0, 1), we just divide two real random numbers taken from the normal distribution with zero mean and unit variance, N (0, 1), such that C(0, 1) = N (0, 1)/ |N (0, 1)|, where | | indicates absolute value. We then rescale C(0, 1) by the ranges of the corresponding variables (Algorithm 5, lines 5-7) and control the mutation variability by the parameter σ. We additionally employ the round to the nearest integer operator where needed and control the limits of the mutated variables with the modulo operator mod().
IV. EXPERIMENTAL VALIDATION A. Planted motifs
We first consider a planted motif task where motifs have been downsampled uniformly at random to, at most, 90% of their original length. We insert two different patterns corresponding to a square wave of length 58 in a random walk time series generated by x i = x i−1 + N (0, 0.1) with x 0 = 0. We arbitrarily consider 50 downsampled repetitions for each pattern and force that they represent only 10% of the total length of the time series, which results in 58 000 samples. We then run GENMOTIF to find 4 motifs with a support of 5 and lengths between 50 and 60 samples.
The results after two minutes computation time are already satisfactory 4 (Fig. 1) . The algorithm is able to discover the two planted motifs (motifs A and B) and also two clear patterns that are trivially present in the random walk time series (motifs C and D). The lengths for the supports of motifs A and B are found to be between 52 and 60 samples. However, upsampling to the largest length found in the motif supports results in motif A having a length of 58 and motif B having a length of 60, Fig. 1 . Solution found in the planted motif random walk time series after a two minutes run. Motifs A and B correspond to the planted motifs, while motifs C and D are two motifs that are expected to be found in a sufficiently long random walk time series. the former being the original motif length and the latter being very close to it. We can also witness that motif B is not already centered to its most optimal value. This is a typical outcome when running time is relatively short and which improves as time progresses. Note, however, that this fact does not prevent the practitioner to 'discover' the two originally planted motifs.
Given the anytime nature of the proposed algorithm, it is worth studying its convergence to the obtained solution as execution time progresses. To do so, we analyze the goodness of fit index I DB as a function of the execution time t (Fig. 2) . In addition, we compare it with the I DB obtained by a simple random search strategy that uniformly samples the search space at every iteration. We see that both GENMOTIF and random search strategies improve the solution fitness with t. However, GENMOTIF performs considerably faster (notice the double logarithmic axes). Specifically, we see that the prediction intervals of the solutions found by the two approaches do not overlap already after 100 ms of execution time. This difference steadily increases with t and, after 100 s, it goes up to two orders of magnitude (Fig. 2) .
B. Parameter setting
In the following, we study the impact that the population size ρ and the mutation deviation σ make on the goodness of the obtained solutions. We start by setting ρ = 51 and computing I DB as a function of time for σ = {10 −5 , 10 −4 , 10 −3 , 10 −2 , 10 −1 , 1} (Fig. 3 ). We first consider the EEG time series from [7] and search for 10 motifs with a support of 5 with lengths between 150 and 250 samples. We see that the prediction intervals for the majority of the considered σ values highly overlap, with σ ∈ [10 −1 , 10 −3 ] yielding only slightly better results than σ values outside this range. We also see that σ = 10 −5 yields the worst performance, with a prediction interval that does not overlap with the ones of the other σ values obtained for t > 5 min.
We repeated the experiment with the 9 time series and motif lengths considered in [15] , and obtained similar results to the ones of the previous paragraph. In general, a value of σ = 10 −2 is expected to yield the best performance in the big majority of the cases, with σ = 10 −3 typically performing almost as good as σ = 10 −2 . Interestingly, the value of σ = 10 −2 is the default scaling value used in other studies employing Lévy flight distributions for alternative metaheuristic algorithms [25] . Thus, the σ value we find in our experiments is consistent with current practice. This suggests a potentially optimal setting for these type of distributions that could be further investigated in a future work.
We now focus on the analysis of the population size ρ. We set σ = 10 −2 and compute I DB as a function of time for ρ = {15, 25, 51, 101, 201} (Fig. 4) . We first consider the long Insect time series from [7] and search for 10 motifs with a support of 5 with lengths between 300 and 500 samples. We see that, in this case, the overlap between prediction intervals becomes considerable. This suggests that ρ has less overall effect than σ, and therefore that its setting can be less precise.
We again repeated the experiment with the 9 time series and motif lengths considered in [15] , and obtained qualitatively similar results to the ones of the previous paragraph. We witnessed a minor tendency towards small population sizes (e.g., 15 or 25 individuals) for short running times (e.g., 1 hour) and larger population sizes (e.g., 51 or 101 individuals) for longer running times. Such an outcome is theoretically plausible, considering that the larger the search space and the available time, the larger the exploration capabilities that are required; and increasing the population size is an elementary way of increasing exploration [18] . However, as prediction intervals were found to be highly overlapping, we are not in a position to draw any strong statement in this regard.
V. CASE STUDIES AND RELATED WORK
In the long version of the paper [19] , we demonstrate the usage of GENMOTIF in three different real-world scenarios that have already attracted the attention of the scientific community. We also delve deeper into related work, conceptually comparing our approach with the state-of-the-art.
VI. CONCLUSION
In this study, we tackled the problem of finding motifs with support. We proposed GENMOTIF, a genetic algorithm that solves the problem in an anytime fashion and that, at the same time, is flexible enough to accommodate multiple definitions of motif. As it is solely based on dissimilarity measurements and clustering criteria, GENMOTIF can work, for instance, with a range of lengths, uniformly-scaled motifs, warped or complexity-invariant distances, and multidimensional time series. We demonstrated the utility of GENMOTIF in a number of tasks, including synthetic data, traffic volume measurements, accelerometer signals, and telephone call records. We have also shown that the two parameters of the algorithm do not critically affect the performance of GENMOTIF, and we have provided a quantitative as well as conceptual discussion in this regard.
