Abstract. Spatial Gaussian Processes, alias spatial linear models or Kriging estimators, are a powerful and wellestablished tool for the design and analysis of computer experiments in a multitude of engineering applications. A key challenge in constructing spatial Gaussian processes is the training of the predictor by numerically optimizing its associated maximum likelihood function depending on so-called hyper-parameters. This is well understood for standard Kriging predictors, i.e. without considering derivative information. For gradient-enhanced Kriging predictors it is an open question, whether or not to incorporate the cross-correlations between the function values and their partial derivatives in the maximum likelihood estimation. In this paper it is proved that in consistency with the model assumptions, both the auto-and the aforementioned cross-correlations must be considered when optimizing the gradient-enhanced predictor's likelihood function. The proof works by computational rather than probabilistic arguments and exposes as a secondary effect the connection between the direct and the indirect approach to gradient-enhanced Kriging, both of which are widely used in applications. The theoretical findings are illustrated on an academic example as well as on an aerodynamic engineering application.
1. Introduction. Spatial Gaussian processes, also known as best linear unbiased predictors refer to a statistical data interpolation method, which is applied in a wide range of scientific fields, including computer experiments in modern engineering context, see e. g. [22] , [10] . As a powerful tool for Geostatistics, it has been pioneered by D. Krige in 1951 [13] and to pay tribute to his achievements, the method is also termed Kriging, see [9] for the geostatistical background.
Given a finite set of sample points, Kriging predictors allow for interpolating both the given function values as well as their partial derivatives at the sample sites, resulting in a first-order accurate response surface approximation thereat. This approach is termed gradient-enhanced Kriging (GEK). In order to construct Kriging predictors, it is a mandatory requirement to model the sample data's covariance structure. In the context of computer experiments, this is done via spatial correlation functions, where the level of correlation depends on the spatial distance of the sample points to each other, weighted coordinate-wise by so-called hyper-parameters. These, in turn, are tuned by optimizing the likelihood function corresponding to the predictor.
Maximum likelihood training for standard Kriging predictors has been investigated in [25] , [18] , [1] , [5] , [27] . In [3] , Kriging has been utilized as a tool for adaptive sampling.
Despite the fact that gradient-enhanced Kriging predictors have been considered by several authors, especially in the context of computer experiments, see e. g. [4] , [14] , [26] , [17] , [8] , to the best of the author's knowledge, no theoretical investigations on the maximum likelihood training for gradientenhanced Kriging predictors have yet been published. A fundamental question that arises in this context is whether or not to incorporate the cross-correlations between the function values and their partial derivatives in the maximum likelihood estimation. In the applications, there is some dissent on this issue: In [17] , it is proposed not to consider the cross-correlations in the likelihood training, while in [26] , [8] the opposite is proposed. In [4] , [14] and [6] no details about the likelihood training process are given.
In this regard, the main original contributions of this paper are the following: (1) It will be proved by computational arguments that the cross-correlations must be considered when conducting likelihood training for gradient-enhanced spatial linear models. The proof works by tracing back the likelihood estimation problem corresponding to gradient-enhanced Kriging to the likelihood estimation problem corresponding to standard gradient-free Kriging for a suitably augmented sample data set. (2) Along the way, the proof clarifies the connection between the direct gradient-enhanced Kriging and the data augmentation approach (aka indirect gradient-enhanced Kriging). In this way, theoretical confirmations of experimental observations from [4, 14] are obtained. As a further consequence, theorems proved for gradient-free Kriging predictors transfer to gradient-enhanced Kriging predictors. ( 3) The conditioning of the gradient-enhanced Kriging approach is compared to the conditioning of the aforementioned data augmentation approach. It is shown numerically that it is possible that the former may feature a worse condition number than the latter, while in the majority of cases, the converse is true. (4) The theoretical findings are confirmed and illustrated on an academic example as well as on a real-life problem in the context of aerodynamical engineering.
The paper is organized as follows. In the next section, a short review of the basic theory of Kriging and gradient-enhanced Kriging predictors is given. Section 3 features the main original contribution of this paper: It is derived theoretically how to perform maximum likelihood training for gradient-enhanced Kriging predictors. In Section 4 an illustrative academic example is discussed. An application to an aerodynamic engineering problem is presented in Section 5. Conclusions are drawn in Section 6. The focus of this paper is on computational aspects rather than statistical issues.
2. Theoretical Background.
2.1. Kriging in a nutshell. In this section, the essentials of spatial Gaussian processes in the context of computer experiments both with and without taking derivative information into account are reviewed. For more details and proofs, the reader is referred to the text books [23] , [21] and [6] and the survey articles [22] and [11] .
The basic objective is to estimate an unknown function y : R d ⊇ U → R based on a finite data set of sample locations x 1 , ..., x n ∈ U ⊆ R d with corresponding responses y 1 = y(x 1 ), ..., y n = y(x n ) ∈ R obtained from measurements or numerical computations. The collection of responses is denoted by the vector Y T = (y 1 , ..., y n ) ∈ R n . By assumption, y is the composition of a regression model f (x) and a Gaussian random error ǫ(x) of zero mean,
where β = (β 0 , ..., β p ) is the vector of regression coefficients. The most common choices for the regression model are constant, linear or higher-order multivariate polynomials. The regression design matrix is
In the context of computer experiments, see [22] , covariances of the random errors are modeled by spatial correlation functions of the form cov(ǫ(
Here, θ = (θ 1 , ..., θ d ) ∈ R d is a vector of hyper-parameters and ρ is the correlation coefficient. For a selection of admissible spatial correlation functions, see e. g. [16, Table 2 .1]. The appendix features the explicit expressions for the Gaussian and the cubic correlation models. The correlation matrix and the correlation vector at a location x are defined respectively by
The Kriging predictorŷ is the best linear unbiased estimator
where the weights ω(x) = (ω 1 (x), ..., ω n (x)) are determined by the Kriging equation system
with Lagrange multipliers µ(x) = (µ 0 (x) . . . , µ p (x)) T . The hyper-parameter training problem for Kriging models is to optimize the profile log likelihood where the dependency on θ is as follows:
2.2. The basic behavior of the hyper-parameter training process. According to the convention introduced in Section 2.1, small values of the hyper-parameters θ correspond to a strong level of spatial correlation, while large values of θ indicate weak spatial correlation. The following simple examples demonstrate that the likelihood estimation procedure is able to detect the level of correlation properly. Here, the cubic correlation model (see Appendix A) is applied and no gradient information is included. Hyper-parameter-optimization is restricted to the interval [0.001, 1.0]. Details are omitted, since this section is to illustrate only the basic behavior of the likelihood training. As a first test case, the Kriging predictor is applied to a data set stemming from the linear function y(x) = 2x + 3 sampled at 10 randomly chosen points x i ∈ [0, 1], i = 1, . . . , 10. Because of the linear relation, one would expect a very strong correlation, and indeed, the likelihood optimization process outputs the lower bound θ = 0.001 of the constraining interval. As a second test case, the Kriging predictor is applied to a data set stemming from the nonlinear function y(x) = sin(10x) + x 2 sampled at the same 10 randomly chosen points. Here, as expected, the likelihood optimization process detects a weaker spatial correlation, the optimized hyper-parameter being θ = 0.6883. The predictors corresponding to the above examples are displayed in Figs. 2.1 and 2.2.
2.3. Direct gradient-enhanced Kriging. As summarized in [11, §4.5] and [6, §7] , given the sampled function values y i = y(x i ) and their partial derivatives ∂ k y i = ∂y/∂x k (x i ), the Kriging predictor y can be enhanced to meet
To this end, the vector of responses is augmented to include the partial derivatives
The ansatz for the best linear unbiased estimator corresponding to (2.1) now becomeŝ
where the augmented weights vector ω D is ordered as follows
Introducing the notation
10)
, the auto-and cross-correlation matrix and the auto-and cross-correlation vector corresponding to gradient-enhanced Kriging read
. . . 
rather than the precise sample locations x i , x j , the first-order partial derivatives are odd functions, see [6, Fig. 7 .1] for an illustration and the appendix for the detailed expressions corresponding to the Gaussian and the cubic correlation models, respectively. This observation explains the common misunderstanding that the enhanced correlation matrix R D is nonsymmetric, see [14, §2.5.1] . However, R D , as displayed in (2.12), is symmetric, since taking the transpose and taking the partial derivatives with respect to the second spatial argument both cause a sign switch,
The second order partial derivatives are symmetric by Schwartz' theorem, see any primer on Calculus.
For the general expressions of the partial derivatives of stationary correlation models, see [11, §4.5] .
The augmented regression design matrix F D is
The uniquely determined weights that lead to the best linear unbiased predictor are now given by the solution to the gradient-enhanced Kriging system
Obviously, the direct gradient-enhanced Kriging approach requires the choice of an at least twice differentiable correlation function ρ.
Indirect gradient-enhanced Kriging.
As an alternative approach to the direct method outlined in Section 2.3, any available derivative information can be included in the Kriging predictor via finite difference approximations. To this end, a small positive step size ε > 0 is fixed and a number of nd new sample pointsx
is added to the data set with corresponding function values approximated via
Keeping the notation of (2.6), the indirect gradient-enhanced Kriging response vector is
After these settings, the standard Kriging approach as outlined in Section 2.1 applies to the augmented data set consisting of n(d + 1) sample points and sample values. The resulting augmented Kriging system of the form of (2.2) is of exactly the same dimensions as the direct gradient-enhanced Kriging-system (2.13). The indirect approach is quite popular in the engineering community, because the standard Kriging predictor can be applied after a few very simple modifications, see [4] , [14] . It is sometimes also referred to as "data augmentation", see [15] .
3. Maximum likelihood training for gradient-enhanced Kriging predictors. This section features the main original contribution of the paper at hand. By establishing a one-to-one connection between the direct and the indirect gradient-enhanced Kriging approach, a precise answer to the question raised in the introduction is obtained.
Lemma 3.1. Up to a first-order Taylor approximation, the direct and the indirect gradient-enhanced Kriging approaches are equivalent by a suitable transformation of the weights vector in (2.7).
Proof. Let ε > 0 be a fixed small positive step size and let I n ∈ R n×n denote the (n × n)-identity matrix. Introducing the
it holds Y D = ΦY I , see (2.6) and (2.14). Thus, the direct gradient-enhanced Kriging ansatz (2.7) can be written asŷ
which is the standard indirect gradient-enhanced Kriging ansatz, but with transformed weightsω I (x). Just as outlined for standard Kriging in Section 2.1, the optimal weights are determined by the linear equation system
Here,
Using the notation of (2.8)-(2.11), the auto-and cross-correlation matrix in the system (3.1) can be written as
For stationary correlation models, the first-order terms ε∂ (k,·) R + ε∂ (·,k) R appearing in the diagonal blocks of the cross-correlation submatrix cancel, being of opposite sign, see Section 2.3.
As it corresponds to the standard indirect gradient-enhanced Kriging correlation matrix, the above matrix will be referred to as R I . Accordingly, the correlation part of the right hand side vector of (3.1) is
. . .
It holds r I (x) = Φ −1 r D (x), see (2.12), so that the system (3.1) becomes
where
is the regression design matrix corresponding to the augmented indirect gradient-enhanced Kriging data set. A straight forward computation shows that
so that the system (3.3) is equivalent to the standard direct gradient-enhanced Kriging system (2.13), where
are the key relation.
In regard of the direct and the indirect gradient-enhanced Kriging approach, in [14, §2.4] it was claimed that "when using the same correlation parameters both formulations give the same result". The above lemma gives a rigorous proof of this observation. As shown in the proof, both approaches match exactly up to a first-order Taylor approximation of the indirect gradient-enhanced Kriging correlation matrix.
Theorem 3.2. The maximum likelihood optimization problem corresponding to direct gradient-enhanced Kriging is equivalent to the maximum likelihood optimization problem corresponding to indirect gradient-enhanced Kriging, up to a first-order Taylor approximation of the indirectly augmented correlation matrix.
Proof. The regression vector and the variance associated with indirect gradient-enhanced Kriging are
The hyper-parameter vector θ is fitted by optimizing the condensed log-likelihood function
which is just (2.3) for indirect gradient-enhanced Kriging. Because of (3.4), it holds
Since 2dn log(ε) is a constant independent of θ, (3.5) is equivalent to 6) which is precisely the hyper-parameter fitting problem for direct gradient-enhanced Kriging.
Corollary 3.3. The cross-correlations must be considered when conducting maximum likelihood training for gradient-enhanced Kriging predictors.
Proof. A sampling plan constructed via the indirect gradient-enhanced Kriging data augmentation approach may be considered as the realization of a (very unlikely) random sampling plan for standard (gradient-free) Kriging. Hence, all sample points are considered in the maximum likelihood estimation, just as for standard Kriging. By the one-to-one connection to the direct gradient-enhanced Kriging established in Lemma 3.1 and Theorem 3.2, it follows that the complete auto-and and cross-correlation matrix must be considered when conducting maximum likelihood training for direct gradient-enhanced Kriging predictors.
The above corollary should not be interpreted to imply that gradients or augmented data at all base sample points in every coordinate direction are actually required in order to obtain high-quality GEK predictors. There may be some redundancy in the sampled information and computational costs may be saved by excluding certain data points and/or partial derivatives. As exposed in [8] , GEK predictors may be constructed including only some selected derivative information. This is in analogy to the reduced data augmentation schemes considered in [15, §7.2] . The reasoning of Corollary 3.3 then implies that the cross-correlations between the selected derivatives and sample points must be included in the likelihood estimation process, since the corresponding augmented sample points would also appear naturally in the likelihood estimation of an indirect data augmentation scheme. Remark 1. It seems likely that Corollary 3.3 can be obtained by probabilistic reasoning: Defining the likelihood as the probability of the occurrence of the data (based on the assumed underlying covariance structure) and inferring that this probability should be large since the data "occurs in one trial", the objective is to identify the model's hyper-parameters by maximizing this probability, i. e. to find the model which is the most likely to produce the observed event. When considering the partial derivatives as auxiliary variables with known cross-correlations to the sampled function values, then including the derivatives in the maximum likelihood estimation process may be justified in the same way as it is done for the so-called two-variable Cokriging predictors, see [9, p. 342 ff.]. However, the author was not able to find a rigorous probabilistic proof in the literature and the original computational proof given above has the additional benefit that it equates explicitly the direct and the indirect gradient-enhanced Kriging.
Remark 2. By Lemma 3.1 and Theorem 3.2, it is shown that the direct gradient-enhanced Kriging approach is theoretically equivalent to the standard Kriging approach for an augmented data set. As a surprising consequence, the limit result derived in [27, Theorem 3.1] transfers to direct gradient-enhanced Kriging: Under suitable conditions, ensuring that certain limits exist, it holds that optimally trained direct gradient-enhanced Kriging predictors cannot feature arbitrary ill-conditioned correlation matrices. Moreover, for hyper-parameters θ → 0, such that ρ(θ) → 1, there exist asymptotic sandwich bounds for the maximum likelihood function in terms of the condition number of the corresponding auto-and crosscorrelation matrix. As a consequence, when the condition number blows up, then so does the likelihood estimate. A basic requirement for this result to hold is that in the limit θ → 0, the corresponding correlation matrix converges to the singular matrix with all entries equal to one, which is also fulfilled by the Taylor approximation to the correlation matrix of the augmented indirect Kriging data set, see (3.2) . The direct connection between the worsening of the likelihood and the condition number blow-up does hold when the complete auto-and cross-correlation matrix is considered for the likelihood training. Figs. 4.3 and 4.4 depict this behavior. This theoretical result, however, does not prevent the correlation matrix in practical applications from being so badly conditioned that the prediction is spoiled by numerical errors.
It has been observed by several authors that the indirect gradient-enhanced Kriging correlation matrix tends to being badly conditioned, see [14, §2.5.1]. This is obvious, since the indirect gradient-enhanced Kriging correlation matrix is a singular matrix disturbed by O(ε), see (3.2). Recall that for an invertible symmetric matrix A, the condition number with respect to the Euclidean norm is κ 2 (A) = A 2 A −1 2 = |λ max (A)|/|λ min (A)|, where λ max (A), λ min (A) denote the eigenvalues of maximum and minimum modulus of A, respectively. For hyper-parameters θ → 0, however, both the indirect and the direct gradientenhanced Kriging correlation matrices become singular, as does the standard Kriging auto-correlation block. The example considered in Section 4 shows, that it is possible that the conditioning of the direct gradient-enhanced Kriging correlation matrix can be even worse than the conditioning of the indirect gradient-enhanced Kriging correlation matrix evaluated at the same hyper-parameters, see Section 4.3 and Fig. 4.3. 4. An academic example. 4.1. Set-up. In this section, the theoretical facts established in Section 3 are illustrated on an academic but non-artificial example. As a reference function,
is chosen. The sample data set consists of n = 15 randomly selected sample points with corresponding sample values and partial derivatives, all of them listed in Table 4 .1. Preparative, the sample data is normalized by a transformation to the unit square
where max k = max{x 
Comparison of different likelihood training approaches.
In this section, two gradientenhanced Kriging predictors are compared, which differ by the maximum likelihood training of the hyperparameter vector θ = (θ 1 , θ 2 ). On the one hand, the hyper-parameters are determined via solving the likelihood optimization problem (3.6) with respect to the complete auto-and cross-correlation matrix R D . This approach is denoted by gradient-enhanced Kriging maximum likelihood estimation (GEK-MLE). On the other hand, the hyper-parameters are determined via solving the likelihood optimization problem (3.6) with respect to the auto-correlation block of the matrix R D only, as suggested in [17] . This approach is denoted here by Kriging maximum likelihood estimation (Krig-MLE). Both approaches are applied to the direct GEK with analytic partial derivatives. In order to model the spatial correlations, the Gaussian correlation function as stated in the appendix was applied and the constant regression model was chosen. It is well-known that the Gaussian model tends to produce ill-conditioned correlation matrices, see [12] , yet it was chosen here deliberately, since the example at hand focuses on the comparison of the different likelihood training approaches. For improved numerical stability during the likelihood optimization, a small regularization surcharge of r = 10 −7 is added to the diagonal of the correlation matrices in both approaches. Table 4 .2 displays the different starting values θ init used to initialize the likelihood optimization problems as well as the optimal hyper-parameters θ opt obtained via the GEK-MLE approach and the Krig-MLE approach, respectively. As an optimization procedure, the sequential programming method "fmincon" with the option 'sqp' from MATLAB [19] was employed. The hyper-parameters are bounded by 10 −3 ≤ θ 1 , θ 2 ≤ 50. The response surfaces corresponding to the different likelihood optimization approaches and the different starting solutions as well as the reference surface are displayed in Figs. 4.1, 4.2. For both choices of starting parameters, the GEK-MLE approach leads to the same (local) optimum and therefore the same predictor, while the Krig-MLE optimization hits the lower bound when started from θ init = (0.02, 0.02). In this case, despite the regularization, the corresponding predictor degenerates numerically, see Fig. 4 .2. 
4.3.
Comparison of the condition number of direct and indirect gradient-enhanced Kriging. In this section, the direct gradient-enhanced correlation matrix R D , see (2.12), the indirect gradientenhanced correlation matrix as appearing in (3.1), here denoted by R aug and the Taylor approximation of the indirect gradient-enhanced correlation matrix R I , see (3.2) associated with the sample data set introduced in Section 4.1 are compared in terms of their condition number depending on the hyperparameters θ = (θ 1 , θ 2 ). For the indirectly augmented sample locations and thus the corresponding Taylor approximations, a step size of ε = 0.001 was chosen. In order to obtain one-dimensional graphs, the various condition numbers are evaluated along the bisecting line θ(τ ) = (τ, τ ) for 0.001 ≤ τ ≤ 10 at 1, 000 equidistant points. The resulting graphs are displayed in Fig. 4.3 . As can be seen from this figure, in the range 2 ≤ τ ≤ 10, the condition number of the direct gradient-enhanced correlation matrix R D is lower by about four orders of magnitude than the condition numbers of R aug and R I . In the range 0.001 ≤ τ ≤ 1, however, the various correlation matrices are comparably ill-conditioned. It is a remarkable fact, that for a rather moderate value of τ = 0.5, the direct gradient-enhanced correlation matrix features a larger condition number than its competitors, the numerical values at θ = (0.5, 0.5) being κ 2 (R D ) = 2.25e +18 , κ 2 (R aug ) = 7.31e +17 , κ 2 (R I ) = 1.31e +18 . This effect may be partly explained as follows: for the Gaussian correlation model, the hyper-parameter vector θ = (0.5, 0.5) leads to entries exactly equal to 1.0 on the diagonal of the correlation block corresponding to the second order derivatives, see (A.1)-(A.3) . If all components of θ are smaller than 0.5, the diagonal entries become smaller than 1.0 and if all components of θ are larger than 0.5, the diagonal entries become larger than 1.0. In this case, the correlation matrix tends towards diagonal dominance and the conditioning improves. A similar effect can be observed for the diagonal entries of the Taylor approximation of the augmented matrix R I , but decelerated by the square of the Taylor step size ε, see (3.2). The right hand side of Fig. 4.3 shows the graphs of the associated maximum likelihood functions along the bisecting line θ(τ ) = (τ, τ ), 0.001 ≤ τ ≤ 10.0, regularized by adding r = 10 −11 to each correlation matrix' diagonal. As predicted by theory, when considering the shift by the additive constant 2nd log(ε), ε = 10 −3 , cf. the proof of Theorem 3.2, the various likelihood functions behave very similar. In fact, the differences in the graphs are solely caused by the regularization and would vanish otherwise. Yet, without regularization, numerical singularities occur along the line θ(τ ) = (τ, τ ). In order to confirm this claim, this exercise was repeated with the cubic correlation function replacing the Gaussian model (see Appendix A). Along the bisecting line θ(τ ) = (τ, τ ), 0.001 ≤ τ ≤ 0.999, again evaluated at 1, 000 equidistant points, it was possible to compute the corresponding likelihood estimations without applying any regularization. As a consequence, the function graphs virtually coincide, see Fig. 4 .4. Thus, Theorem 3.2 is confirmed by numerical experiment. Fig. 4 .5 displays the same graphs but for a step size of ε = 10 −4 used in the Taylor expansion for the indirect GEK approaches. As can be seen in this figure, the likelihood graphs are not notably effected by the smaller Taylor step size, while the condition number of the indirect approaches has increased. Of course, the additive shift has been adapted in this case to the value 2nd log(ε), ε = 10 −4 .
5. An engineering application.
5.1. Set-up. In this section, the gradient-enhanced Kriging (GEK) method is applied to a real-life aerodynamic engineering problem. The objective is to construct a surrogate model for computing the lift coefficient C L of the RAeS 2822 airfoil over the Mach number M (i.e. the ratio of the flow velocity to the speed of sound) and the angle of attack α at which the incoming flow hits the airfoil. For computing a sample data point {(α i , M i ), C L (α i , M i )}, the turbulent Navier-Stokes equations must be solved. This is done by means of Computational Fluid Dynamics (CFD) using the flow solver TAU [24] 
In order to hold enough sample data and validation data, the aerodynamic C L -function was evaluated at a number of 60 sample points in the range [2.4
The sampling plan for the alpha-Mach range was obtained according to a quasi-random point set Sobol sequence, which provides a higher degree of uniformity than a Monte Carlo sampling. The sample locations are displayed in Fig. 5.3 , right hand side.
A TAU CFD computation of C L at a single alpha-Mach combination took about 2, 600s ≈ 43.3min on a machine with a 2.80GHz CPU. The TAU adjoint flow solver [2, 7] provides the partial derivatives in both directions ∂ α C L (α i , M i ) and ∂ M C L (α i , M i ) at a sample point (α i , M i ) in a single computation at once. For the RAeS 2822 airfoil grid at hand, an adjoint flow solution took about 100 seconds. For computing a reference surface, GEK prediction was performed based on the fine sample data set consisting of 60 sample points and 120 partial derivatives (60 in Mach direction, 60 in alpha direction). The cubic correlation model was applied, see Appendix A. As outlined in Section 4.1, prior to the actual GEK interpolation, the sample locations are normalized by a transformation to the unit square. The resulting C L -surface is displayed in Fig. 5 
5.2.
Comparison of the different likelihood training approaches. As in section 4.2, the two different approaches to GEK hyper-parameter training are compared in the following. To this end, a coarse subset of 8 sample points was selected randomly out of the 60 points sample data set at hand. The precise sample data is listed in Table 5 .1, the sample locations are displayed in Fig. 5.3 , left hand side. Again, the GEK predictor that is obtained by optimizing the hyper-parameters with respect to the complete auto-and cross-correlation matrix is referred to as being constructed via the GEK-MLE approach, while the GEK predictor that is obtained by optimizing the hyper-parameters with respect to the auto-correlation block only is referred to as being constructed via the Krig-MLE approach. For both predictors, the cubic correlation model (see Appendix A) is utilized. Since the cubic model generally leads to better conditioned correlation matrices when compared to the Gaussian correlation, adding a regularization constant to the correlation matrix' diagonal is omitted.
The hyper-parameter training is restricted to the interval 10 −3 ≤ θ 1 , θ 2 ≤ 1.0 − 10 −4 . As a starting value (θ 1 , θ 2 ) = (0.2, 0.2) is chosen. Constrained optimization is performed in MATLAB [19] by the "fmincon" function using the 'sqp' option for sequential quadratic programming. The GEK-MLE approach leads to optimized hyper-parameters θ = (0.2588, 0.5852), while the Krig-MLE approach leads to optimized hyper-parameters θ = (0.6152, 0.2289). The corresponding response surfaces are displayed in Table 5 .1 Sample data set for RAeS 2822 lift prediction . For comparing the accuracy of both GEK predictors, the remaining 52 sample points out of the 60-points data set, which were not used to construct the predictor, now serve as validation data. The errors over the point index are displayed in Figs. 5.7 and 5.7, the 1-norm and the 2-norm of the resulting error vectors are listed in Table 5 .2. As can be seen from this table and the figures, the errors produced by the GEK-MLE approach are about half as large as the errors produced by the Krig-MLE approach.
Apart from the superior accuracy, it is even more interesting to note that the GEK-MLE approach detects a stronger level of correlation in the alpha coordinate direction (θ 1 = 0.2588) than in the Mach coordinate direction (θ 2 = 0.5852). The isolines highlighted in Fig. 5.4 and also displayed in Fig. 5.8 show that this is perfectly in line with the theoretical expectation motivated in Section 2.2, since the Mach isolines are closer to being linear functions than the alpha isolines. (Remember that small hyperparameter values correspond to strong spatial correlation and vice versa.) In comparison, the Krig-MLE approach leads to counterintuitive hyper-parameter values of θ = (0.6152, 0.2289), where the stronger level of spatial correlation is wrongly detected in the Mach coordinate direction.
However, in this case the condition number of the correlation matrix obtained via the GEK-MLE approach is larger by one order of magnitude than the condition number of the correlation matrix obtained via the Krig-MLE approach, see Table 5 .2. This observation may be explained in part by the fact reported in [1] , that likelihood optimized hyper-parameters may correspond to ill-conditioned correlation matrices. On the side, this example shows that GEK predictors trained via the GEK-MLE ansatz are not necessarily better conditioned than their competitors.
6. Summary and Conclusion. In this paper, it has been shown that the direct gradient-enhanced Kriging (GEK) and the indirect GEK are related by a one-to-one parameter transformation, up to a first-order Taylor approximation of the correlation functions. Moreover, the associated maximum likelihood functions coincide up to an additive constant. Since the indirect GEK approach is but the standard Kriging method for an augmented data set, it has been inferred that the complete auto-and cross-correlation matrix must be considered in the likelihood training approach, as it corresponds to the augmented data set when performing indirect GEK, the sample points are wider spread in Mach direction than in alpha direction The resulting GEK predictors for two different likelihood training approaches, (namely considering auto-and cross-correlation vs. considering auto-correlation only,) have been compared on an academic example as well as on an aerodynamic engineering application. The academic example featured a confirmation of the theoretical findings by numerical computations. For the engineering problem, a superiority of the full maximum likelihood training approach in terms of prediction accuracy was observed. A word of caution: The main result of this work shows that theoretically, the full correlation matrix must be considered when performing the maximum likelihood training. This does not mean that the resulting GEK predictor is guaranteed to outperform the auto-correlation trained GEK predictor.
