Determining significant prognostic biomarkers is of increasing importance in many areas of medicine. In order to translate a continuous biomarker into a clinical decision, it is often necessary to determine cut-points. There is so far no standard method to help evaluate how many cut-points are optimal for a given feature in a survival analysis setting. Moreover, most existing methods are univariate, hence not well suited for high-dimensional frameworks. This paper introduces a prognostic method called Binacox to deal with the problem of detecting multiple cut-points per features in a multivariate setting where a large number of continuous features are available. It is based on the Cox model and combines one-hot encodings with the binarsity penalty. This penalty uses total-variation regularization together with an extra linear constraint to avoid collinearity between the one-hot encodings and enable feature selection. A non-asymptotic oracle inequality is established. The statistical performance of the method is then examined on an extensive Monte Carlo simulation study, and finally illustrated on three publicly available genetic cancer datasets with high-dimensional features. On this datasets, our proposed methodology significantly outperforms the state-of-the-art survival models regarding risk prediction in terms of C-index, with a computing time orders of magnitude faster. In addition, it provides powerful interpretability by automatically pinpointing significant cut-points on relevant features from a clinical point of view.
Introduction
In any medical applications, the effects of certain clinical variables on the prognostic are sometimes known, but their precise roles remain to be clearly established. For instance, in a breast cancer study, there is reasonable agreement that younger patients have higher risk of an unfavourable outcome, but there is little agreement on the exact nature of the relationship between age and prognosis. Similar issues occur in genetic oncology studies where gene expressions effects on survival times are often non-linear.
The Cox Proportional Hazards (PH) model [Cox, 1972] is by far the most widely used in survival analysis. It is a regression model that describes the relation between intensity of events and features, given by λ(t|X = x) = λ 0 (t)e x β cox , where λ 0 is a baseline intensity function describing how the event risk changes over time at baseline levels of features, and β cox ∈ R p is a vector quantifying the multiplicative impact on the hazard ratio of each feature.
High-dimensional survival analysis. High-dimension settings are becoming increasingly frequent, in particular for genetic data applications where the cut-points estimation is a common problem (see for instance Harvey et al. [1999] , Shirota et al. [2001] , Cheang et al. [2009] ), but also in other contexts where the number of available features to consider as potential risk factors is tremendous, especially with the development of electronic health records. A penalized version of the Cox PH model well suited for such settings is proposed in Simon et al. [2011] , but it cannot model nonlinearities. Other methods have being developed to deal with this problem in such settings, like boosting Cox PH models [Li and Luan, 2005] or random survival forests [Ishwaran et al., 2008] . But none of them identify cut-points values, which is of major interest for both interpretations and clinical benefits.
The proposed method. In this paper, we propose a method called Binacox for estimating multiple cut-points in a Cox PH model with high-dimensional features. First, the Binacox one-hot encodes the continuous input features [Wu and Coggeshall, 2012] through a mapping to a new binarized space of much higher dimension, and then trains the Cox PH model in this space, regularized with the binarsity penalty [Alaya et al., 2017] that combines total-variation regularization with an extra sum-to-zero constraint to avoid collinearity between the one-hot encodings and enable feature selection. Cut-points of the initial continuous input features are then detected by the jumps in the regression coefficient vector, that the binarsity penalty enforces to be piecewise constant.
Organization of the paper. The main contribution of this paper is then the idea of using a total-variation penalization, with an extra linear constraint, on the weights of a Cox PH model trained on a binarization of the raw continuous features, leading to a procedure that selects multiple cut-points per feature, looking at all features simultaneously and that also selects relevant features. A precise description of the model is given in Section 2. Section 3 highlights the good theoretical properties of the Binacox by establishing fast oracle inequalities in prediction. Section 4 presents the simulation procedure used to evaluate the performances and compares it with existing methods. In Section 5, we apply our method to high-dimensional genetic datasets. Finally, we discuss the obtained results in Section 6.
Notations. Throughout the paper, for every q > 0, we denote by v q the usual q -quasi norm of a vector v ∈ R m , namely v q = ( m k=1 |v k | q ) 1/q , and v ∞ = max k=1,...,m |v k |. We write 1 (resp. 0) the vector having all coordinates equal to one (resp. zero). We also denote |A| the cardinality of a finite set A. If I is an interval, |I| stands for its Lebesgue measure. Finally, for any u ∈ R m and any L ⊂ {1, . . . , m}, we denote u L as the vector in R m satisfying (u L ) k = u k for k ∈ L and (u L ) k = 0 for k ∈ L = {1, . . . , m}\L. Let M be a matrix of size k × k , M j,• denotes its j-th row and M •,l its l-th column.
Method
Cox PH model with cut-points. Consider a training dataset of n independent and identically distributed (i.i.d.) examples (x 1 , z 1 , δ 1 ), . . . , (x n , z n , δ n ) ∈ [0, 1] p × R + × {0, 1}, where the condition x i ∈ [0, 1] p for all i ∈ {1, . . . , n} is always true after an appropriate rescaling preprocessing step, with no loss of generality. Let us denote X = [x i,j ] 1≤i≤n;1≤j≤p the n×p design matrix vertically stacking the n samples of p raw features. Let X •,j be the j-th feature column of X and X i,• the i-th row example. In order to simplify presentation of our results, we assume in the paper that all raw features X •,j are continuous. Assume that intensity of events for patient i is given by
where λ 0 (t) is the baseline hazard function, and
with I j,k = (µ j,k−1 , µ j,k ] for k ∈ {1, . . . , K j + 1}. Since our model defined in (1) is not identifiable, we choose to impose a sum-to-zero constraint in each β 's block, that is
β j,k = 0 for all j ∈ {1, . . . , p},
then re-defining the baseline in (1) as λ 0 (t) := λ 0 (t) exp( p j=1
k=1 β j,k ). Here, µ j,k for k ∈ {1, · · · , K j } denote the so-called cut-points of feature j ∈ {1, . . . , p} that are such that µ j,1 < µ j,2 < · · · < µ j,K j , with the conventions µ j,0 = 0 and µ j,K j +1 = 1. Denoting K = p j=1 K j , the vector of regression coefficients β ∈ R K +p is given by
while the cut-points vector µ ∈ R K is given by
Our goal is to estimate simultaneously µ and β , which also requires an estimation of unknown K j for j ∈ {1, . . . , p}. To this end, the first step of our proposed methodology is to map the features space to a much higher space of binarized features.
Binarization. The binarized matrix X
B is a sparse matrix with an extended number p + d of columns, typically with d p, where features are one-hot encoded Coggeshall, 2012, Liu et al., 2002] . The j-th column X •,j is then replaced by
•,j,d j +1 containing only zeros and ones and the i-th row x B i ∈ R p+d is written
To be more precise, we consider a partition of intervals I j,1 , . . . , I j,d j +1 where I j,l = (µ j,l−1 , µ j,l ] for l ∈ {1, . . . , d j + 1}, with µ j,0 = 0 and µ j,d j +1 = 1 by convention. Then for i ∈ {1, . . . , n} and l ∈ {1, . . . , d j + 1}, we define
A natural choice of intervals I j,l is given by a uniform grid µ j,l = l/(d j + 1).
To each binarized feature X B
•,j,l corresponds a parameter β j,l and the vectors associated to the binarization of the j-th feature are naturally denoted β j,• = (β j,1 , . . . , β j,d j +1 ) and µ j,• = (µ j,1 , . . . , µ j,d j ) . Hence, we define
where for all j ∈ {1, . . . , p}, f
l=1 β j,l 1(x i,j ∈ I j,l ). Thus, f β is a candidate for the estimation of f = f β defined in (2).
The full parameters vectors of size p + d and d respectively, where d = p j=1 d j , are simply obtained by concatenation of the vectors β j,• and µ j,• , that is
. . , µ p,1 , . . . , µ p,dp ) .
Estimation procedure. In the sequel of the paper, for a fixed vector µ of quantization, we define the binarized partial negative log-likelihood (rescaled by 1/n) as follows
Our approach consists in minimizing the function n plus the binarsity penalization term introduced in Alaya et al. [2017] . The resulting optimization problem iŝ
where B p+d (R) = {β ∈ R p+d : β 2 ≤ R} is the 2 -ball of radius R > 0 in R p+d and
where δ 1 (u) = 0 if 1 u = 0, ∞ otherwise and the weights ω j,l are of order
see Appendix B.1 for their explicit form. It turns out that the binarsity penalty is well suited for our problem. First, it tackles the problem that X B is not full rank by construction, since
l=1 x B i,j,l = 1 for all j ∈ {1, . . . , p}, which means that the columns of each block sum to 1. This problem is solved since the penalty imposes the linear constraint
l=1 β j,l = 0 in each block with the δ 1 (·) term. Then, the other term in the penalty consists in a within block weighted totalvariation penalization
that takes advantage on the fact that within each block, binary features are ordered. The effect is then to keep the number of different values taken by β j,• to a minimal level, which makes significant cut-points appear, as detailed hereafter. Let us make a first assumption required for being sure to detect all cut-points.
This assumption ensures that for all features j ∈ {1, . . . , p}, there exists a unique interval I j,l containing cut-point µ j,k , which we denote
Note that in practice, one can always work under Assumption 1 by increasing d j . For all β ∈ R p+d , let A(β) = A 1 (β), . . . , A p (β) be the concatenation of the support sets relative to the total-variation penalization, namely A j (β) = l : β j,l = β j,l−1 , for l = 2, . . . , d j + 1 for all j = 1, . . . , p. Similarly, we denote A (β) = A 1 (β), . . . , A p (β) the complementary set of A(β). We then denote
wherel j,1 < · · · <l j,s j and s j = |A j (β)|. Finally, we obtain the following estimator
for µ j,• and j = 1, . . . , d. By construction, K j is estimated by K j = s j , see Appendix B.1 for its explicit form. Details on the algorithm used to solve the regularization problem (6) are given in Appendix A.1.
Theoretical guarantees
This paragraph is devoted to our theoretical result. In order to evaluate the prediction error, we construct an (empirical) Kullback-Leibler divergence KL n between the true function f and any other candidate f as
This divergence has been introduced in Senoussi [1990] . The oracle inequality in Theorem 3 is expressed in terms of compatibility factor [van de Geer and Bühlmann, 2009] satisfied by the following nonnegative symmetric matrix
is a cone composed by all vectors with similar support L.
Assumption 2. Let ε ∈ (0, 1), and define
where
is the smallest eigenvalue of a population integrated covariance matrix defined in (11), so it is reasonable to treat it as a constant. Moreover, t 2 n,p,d,ε is of order (1/n) log((p + d) 2 /ε). If |L| log(p+d)/n is sufficiently small, then Assumption 2 is verified. With these preparations, let us now state the oracle inequality satisfied by our estimator of f which is by construction given byf = fβ (see (4)).
holds with probability greater than 1 − 28.55e −c − e −nr 2 τ /(8e 2f ∞ ) − 3ε, for some c > 0.
The proof of the theorem is postponed to Appendix B.3. The second term in the right-hand side of (12) can be viewed as a variance term, and its dominant term satisfies
where the symbol means that the inequality holds up to multiplicative constant. The complexity term in (13) depends on both the sparsity of the vector β relatively to the total-variation penalization (through |A(β)|) and the compatibility factor. Finally, the rate of convergence of the estimatorf = fβ has the expected shape log(p + d)/n.
Performance evaluation 4.1 Practical details
Let us give some details about Binacox's use in practice. First, instead of taking the uniform grid for the intervals I j,l that makes theoretical results easier to state, we choose the estimated quantiles µ j,l = q j l/(d j + 1) where q j (u) denotes an empirical quantile of order u for X •,j . This choice provides two major practical advantages: 1) the resulting grid is data-driven and follows the distribution of X •,j and 2) there is no need to tune hyper-parameters d j (number of bins for the one-hot encoding of raw feature j). Indeed, if d j is "large enough" (we take d j = 50 for all j ∈ {1, . . . , p} in practice), increasing d j barely changes the results since the cut-points selected by the penalization do not change any more, and the size of each block automatically adapts itself to the data: depending on the distribution of X •,j , ties may appear in the corresponding empirical quantiles (for more details on this last point, see Alaya et al. [2017] ).
Then, let us precise that the Binacox is proposed in the tick library [Bacry et al., 2017] , we provide sample code for its use in Figure 1 . For practical convenience, we take all weights ω j,l = γ and select the hyper-parameter γ using a V -fold cross-validation procedure with V = 10, taking the negative partial log-likelihood defined in (5) as a score computed after a refit of the model on the binary space obtained by the estimated cut-points, and with the sum-to-zero constraint only (without the TV penalty, which actually gives a fair β estimate in practice), which intuitively makes sense. Figure 9 in Appendix A.2 gives the learning curves obtained with this cross-validation procedure on an example.
We also add a simple de-noising step in the cut-point detection phase which is useful in practice. Indeed, it is usual to observe two consecutiveβ's jumps in the neighbourhood of a true cut-point, leading to an over-estimation of K . This can be viewed as a clustering problem. We tried different clustering methods but in practice, nothing works better than this simple routine: ifβ has three consecutive different coefficients within a group, then only the largest jump is considered as a "true" jump. Figure 10 in Appendix A.2 illustrates this last point.
Simulation
Design. In order to assess the methods, we perform an extensive Monte Carlo simulation study. We first take [x ij ] ∈ R n×p ∼ N 0, Σ(ρ) , with Σ(ρ) a (p × p) Toeplitz covariance matrix [Mukherjee and Maiti, 1988] with correlation ρ ∈ (0, 1). For each feature j ∈ {1, . . . , p}, we sample the cut-points µ jk uniformly without replacement among the estimated quantiles q j (u/10) for u ∈ {1, . . . , 9} for k ∈ {1, . . . , K j }. This way, we avoid having undetectable cut-points (with very few examples above the cut-point value) as well as two cut-points indissociable because too close. We choose the same K j values for all j ∈ {1, . . . , p}. Now that the true cut-points µ are generated, one can compute the corresponding binarized version of the features that we denote x B i for example i. Then, we generate c jk ∼ (−1) k |N (1, 0.5)| for k ∈ {1, . . . , K j + 1} and j ∈ {1, . . . , p} to make sure we create "real" cut-points, and take
k=1 c jk to impose the sum-to-zero constraint of the true coefficients in each block. We also induce a sparsity aspect by uniformly selecting a proportion r s of features j ∈ S with no cut-point effect, that is features for which we enforce β jk = 0 for all k ∈ {1, . . . , K j + 1}. Finally, we generate survival times using Weibull distributions, which is a common choice in survival analysis [Klein and Moeschberger, 2005] , that is
with ν > 0 and ς > 0 the scale and shape parameters respectively, U i ∼ U([0, 1]) and where U([a, b]) stands for the uniform distribution on a segment [a, b] . The distribution of the censoring variable C i is geometric G(α c ), where α c ∈ (0, 1) is empirically tuned to maintain a desired censoring rate r c ∈ [0, 1]. The choices of the hyper-parameters is driven by the applications on real data presented in Section 5 and are summarized in Table 1 . Figure 2 gives an example of data generated according to the design we just described. 
Metrics. We evaluate the considered methods using two metrics. The first one assesses the estimation of the cut-points values by
is the set of true (resp. estimated) cutpoints for feature j, S = j, j / ∈ S ∩{l, M l = ∅} is the indexes corresponding to features with at least one true cut-point and one detected cut-point, and H(A, B) is the Hausdorff distance between the two sets A and B, that is H(A, B) = max E(A||B), E(B||A) with E(A||B) = sup b∈B inf a∈A |a − b| for two sets A and B. This is inspired by Harchaoui and Lévy-Leduc [2010] , except that in our case, both M j and M j can be empty, which explain the use of S . The second metric we use is precisely focused on the sparsity aspect: it assesses the ability for each method to detect features with no cut-points and is defined by m 2 = |S| −1 j∈S K j .
Competing methods
To the best of our knowledge, existing algorithms and methods are based on multiple log-rank tests in univariate models. These methods are widely used and among recent implementations are the web applications Cutoff Finder and Findcutoffs described respectively in Budczies et al. [2012] and Chang et al. [2017] .
We describe in what follows the principle of the univariate log-rank tests. Consider one of the initial variable X •,j = (x 1,j , . . . , x n,j }, and define its 10th and 90th quantiles as x 10th,j and x 90th,j . Define then a grid {g j,1 , . . . , g j,κ j }. In most implementations, the g j,k 's are chosen at the original observation points and such that x 10th,j ≤ g j,k ≤ x 90th,j . For each g j,k , the p-value pv j,k of the log-rank test associated to the univariate Cox model
is computed (via the python package lifelines in our implementation). For each initial variable X •,j , κ j p-values are available at this stage. The choice of the size κ j of the grid depends on the implementation and ranges for several dozens to all observed values between x 10th,j and x 90th,j . In Figure 3 , the values − log(pv j,k ) for k = 1, . . . , κ j (denoted by "MT" for multiple testing) are represented, for the simulated example described in Figure 2 . Notice that the level − log(α) = − log(0.055) is exceed at numerous g j,k 's. A common approach is to consider the maximal value − log(pv j,k ) and then define the cut-point for variable j as g j,k . As argued in Altman et al. [1994] , this is obviously "associated with an inflation of type I error", for this reason we do not consider this approach.
To cope with the multiple testing (MT) problem at hand, a multiple test correction has to be applied. We consider two corrections. This first is the well-known Bonferroni p-values correction, referred to as MT-B. We insist on the fact that, although commonly used, this method is not correct in this situation as the p-values are correlated. Note also that in this context, the Benjamini-Hochberg (BH) procedure would result in the same detection as MT-B (with FDR=α), since we only consider as a cut-point candidate the points with minimal p-value. Indeed, applying the classical BH procedure would select far too many cut-points. The second, denoted MT-LS, is the correction proposed in Lausen and Schumacher [1992] , based on asymptotic theoretical considerations. Figure 3 illustrates how these methods behave on a simulated example. A third correction we could think of would be a bootstrap based MaxT procedure (or MinP) developed in Dudoit and Van Der Laan [2007] or Westfall et al. [1993] , but this would be intractable in our highdimensional setting (see Figure 4a that only considers a single feature, and a bootstrap procedure based on MT would dramatically increase the required computing time).
Results of simulation
Example. Figure 3 illustrates how the considered methods behave on the data illustrated in Figure 2 . Through this example, one can visualise the good performances of the Binacox method: the position, strength and number of cut-points are well estimated. The MT-B and MT-LS methods can only detect one cut-point by construction. Both methods detect "the most significant" cut-point for the 2 features, namely the one corresponding to the higher jump in β j,• (see Figure 2 ): µ 1,1 and µ 2,2 .
With regard to the shape of the p-value curves, one can see that for each of the two features, the two "main" local maxima correspond to the true cut-points. One could consider a method for detecting those preponderant maxima, but it is beyond the scope of the article (plus it would still be based on the MT methods, which has high computational cost, as detailed hereafter). Figure 2 . Our algorithm detects the correct number of cut-points K j = 2, and estimates their position very accurately, as well as their strength. At the bottom, one observe the results on the same data using the multiple testing related methods presented in Section 4.3. Here the BH threshold lines overlap the one corresponding to α = 5%. The BH procedure would consider as cut-point all µ j,l value for which the corresponding darkgreen (MT) line value is above, then detecting far too many cut-points.
Computing times. Let us focus on the computing times required for the considered methods. The multiple testing related methods being univariate, one can directly parallelize their computation on the dimension p (which is what we did), and we consider here a single feature X (p = 1). Following the method explained in Section 4.3, we have to compute all log-rank test p-values computed on the two populations {y i : x i > µ} and {y i : x i ≤ µ} for i ∈ {1, . . . , n}, for µ taking all x i values between the 10-th and 90-th empirical quantile of X. We denote "MT all" this method in Figure 4a that compares its computing times with the Binacox one for varying n, and where we add the "MT grid" method that only computes the p-values for candidates µ j,l used in the Binacox method.
Since the number of candidates does not change with n for the MT grid method, the computing time ratio between MT all and MT grid naturally increases, and goes roughly from one to two orders of magnitude higher when n goes from 300 to 4000. Hence to make computations much faster, we consider the MT grid for all multiple testing related method in the sequel of the paper without mentioning it. The resulting loss of precision in the MT related methods is negligible for a high enough d j value (we take 50 in practice).
Then, let us stress the fact that the Binacox is still roughly 5 times faster than the MT grid method, and it remains very fast when we increase the dimension, as shown in Figure 4b . It turns out that the computational time grows roughly logarithmically with p. Computing times (second) (b) Average (bold) computing times in second and standard deviation (bands) obtained on 100 simulated datasets (according to Section 4.2 with K j = 2) for training the Binacox when increasing the dimension p up to 100. Our method remains very fast in a high-dimensional setting. Figure 5 gives a comparison of the considered methods on the cut-points estimation aspect, hence in terms of m 1 score. It appears that the Binacox outperforms the multiple testing related methods when K j > 1, and is competitive when K j = 1 except for small values of n. This is due to an overestimation by the Binacox in the number of cut-points (see see Figure 6 ) when p is high for small n, which gives higher m 1 values, even if the "true" cut-point is actually well estimated. Note that for such p value, the Binacox is way faster than the multiple testing related methods. Figure 6 , on the other hand, assesses the ability for each method to detect features with no cut-points using the m 2 metric, that is to estimateK j = 0 for j ∈ S. The Binacox 2 with p = 50 and K j equals to 1, 2 and 3 (for all j ∈ {1, . . . , p}) for the left, center and right sub-figures respectively) for varying n. The lower m 1 the best result: the Binacox outperforms clearly other methods when there are more than one cut-point, and is competitive with other methods when there is only one cut-points with poorer performances when n is small because of an overestimation of K j in this case.
appears to have a strong ability to detect features with no cut-point when n takes a high enough value compared to p, which is not the case for the multiple testing related methods. and MT-LS tend to detect a cut-point while there is not (no matter the value of n), and that the Binacox overestimates the number of cut-points for small n values but detects well S for p = 50 on the simulated data when n > 1000.
Application to genetic data
In this section, we apply our method on three biomedical datasets. We extracted normalized expression data and survival times Z in days from breast invasive carcinoma (BRCA, n = 1211), glioblastoma multiforme (GBM, n = 168) and kidney renal clear cell carcinoma (KIRC, n = 605). These datasets are available on The Cancer Genome Atlas (TCGA) platform, which aims at accelerating the understanding of the molecular basis of cancer through the application of genomic technologies, including large-scale genome sequencing. For each patients, 20531 features corresponding to the normalized gene expressions are available.
As we saw in Section 4.4, the multiple testing related methods are intractable in such high dimension. We therefore make a screening step to select the portion of features the most relevant for our problem among the 20531 ones. To do so, we fit our method on each block j separately and we compute the resulting β j,• TV as a score that roughly assess the propensity for feature j to get one (or more) relevant cut-point. We then select the features corresponding to the top−P values with P = 50, this choice being suggested by the distribution of the obtained scores given in Figure 11 of Appendix A.3.
Estimation results. Let us present in Figure 7 the results obtained by the considered methods on the GBM cancer dataset for the top−10 features ordered according to the Binacox β j,• TV values. One can observe that all cut-points detected by the univariate multiple testing methods with Bonferroni (MT-B) or Lausen and Schumacher (MT-LS) correction are also detected by the multivariate Binacox that detects more cut-points, which is summarized in Table 2 . It turns out that among the 20531 initial genes, the resulting top−10 are very relevant for a study on GBM cancer (being the most aggressive cancer that begins within the brain). For instance, the first gene SOD3 is related to an antioxidant enzyme that may protect in particular the brain from oxidative stress, which is believed to play a key role in tumour formation [Rajaraman et al., 2008] . Some other genes (like C11orf63 or HOXA1) are known to be directly related to the brain development [Canu et al., 2009] . Risk prediction. Let us now investigate how performances in terms of risk prediction are impacted when account is taken of the detected cut-points, namely let us compare predictions when training a Cox PH model either on the original continuous feature space versus on the µ-binarized space constructed with the cut-points estimates. In a classical Cox PH model, R i = exp(X iβ ) is known as the predicted risk for patient i measured at t = 0. A common metric to evaluate risk prediction performances in a Figure 7 for the GBM cancer. Dots (·) mean "no cut-point detected". The Binacox identifies much more cut-points than the univariate MT-B and MT-LS methods. But all cut-points detected by those two methods are also detected by the Binacox. survival setting is the C-index [Heagerty and Zheng, 2005] . It is defined by
with i = j two independent patients and τ the follow-up period. A Kaplan-Meier estimator for the censoring distribution leads to a non-parametric and consistent estimator of C τ [Uno et al., 2011] , already implemented in the python package lifelines. We randomly split the three datasets into a training and a testing sets (30% for testing) and compare the C-index on the test sets in Table 3 when the µ-binarized space is constructed based on µ obtained either from the Binacox, MT-B or MT-LS. We also compare performances obtained by two nonlinear multivariate methods known to perform well in high-dimension: the boosting Cox PH (CoxBoost) [Li and Luan, 2005] used with 500 boosting steps, and the random survival forests (RSF) [Ishwaran et al., 2008] used with 500 trees, respectively implemented in the R packages CoxBoost and randomForestSRC. The Binacox method clearly improves risk prediction compare to classical Cox PH, as well as MT-B and MT-LS methods. Moreover, it also significantly outperforms both CoxBoost and RSF methods. Figure 8 compares the computing times of the considered methods. It appears that the Binacox is by far the most computationally efficient. 
Conclusion
In this paper, we introduced the Binacox designed for estimating multiple cut-points in a Cox PH model with high-dimensional features. We illustrated the good theoretical properties of the model by establishing non-asymptotic oracle inequality. An extensive Monte Carlo simulation study has been carried out to evaluate the performance of the developed estimation procedure. It showed that our approach outperforms existing methods with a computing time orders of magnitude faster. Moreover, it succeeds in detecting automatically multiple cut-points per feature. The proposed methodology has then been applied on two high-dimensional genetic public datasets. Many gene expressions pinpointed by the model are relevant for medical interpretations (e.g. the gene SOD3 for the GBM cancer), whilst others must involve further investigations in the genetic research community. Furthermore, the Binacox outperformed the classical Cox PH model in terms of risk prediction performances evaluated through the C-index metric. It can then be an interesting alternative to more classical methods found in the medical literature to deal with prognosis studies in a high dimensional framework, providing a new way to model non-linear features associations. More importantly, our method provides powerful interpretation aspects that could be useful in both clinical research and daily practice. Indeed, in addition to its raw feature selection ability, the estimated cut-points could directly be used in clinical routine. For instance, the Binacox directly estimates the impact on the survival risk for a feature (gene expression in our application) to be in a relevant interval through the estimated coefficient corresponding to this interval. Our study lays the groundwork for the development of powerful methods which could help provide personalized care.
Software
All the methodology discussed in this paper is implemented in Python/C++. The code that generates all figures is available from https://github.com/SimonBussy/binacox in the form of annotated programs, together with notebook tutorials.
Appendices
A Additional details A.1 Algorithm.
To solve the regularization problem (6), we are first interested in the proximal operator of binarsity [Alaya et al., 2017] . It turns out that it can be computed very efficiently, using an algorithm [Condat, 2013] that we modify in order to include weights ω j,k . It applies in each group the proximal operator of the total-variation since binarsity penalty is block separable, followed by a centering within each block to satisfy the sum-to-zero constraint, see Algorithm 1 below. We refer to Alaya et al. [2015] for the weighted total-variation proximal operator.
Algorithm 1 Proximal operator of bina(β), see [Alaya et al., 2017] Input: vector β ∈ B p+d (R) and weights ω j,l for j = 1, . . . , p and l = 1, . . . ,
l=1 θ j,l (within-block centering) end for Return: η A.2 Implementation Figure 9 gives the learning curves obtained during the V -fold cross-validation procedure detailed in Section 4.3 with V = 10 for fine-tuning parameter γ, being the strength of the binarsity penalty. We randomly split the data into a training and a validation set (30% for validation, cross-validation being done on the training). Recall that the score we use is the negative partial log-likelihood defined in (5) computed after a refit of the model on the binary space obtained by the estimated cut-points, with the sum-to-zero constraint in each block but without the TV penalty. Figure 10 illustrates the denoising step when detecting the cut-points when looking at theβ support relatively to the TV norm. Theβ vector plotted here corresponds to the data generated in Figure 2 of Section 4.2 and where final estimation results are presented in Figure 3 of Section 4.4. Since it is usual to observe three consecutiveβ's jumps in the neighbourhood of a true cut-point, which is the case in Figure 10 for the first and the last jumps, this could lead to an over-estimation of K . To bypass this problem, we then use the following rule: ifβ has three consecutive different coefficients within a group, then only the largest jump is considered as a "true" jump. score on validation Fig. 9 : Learning curves obtained for various γ, in blue on the changing test sets of the cross-validation, and in orange on the validation set. Bold lines represent average scores on the folds and bands represent gaussian 95% confidence intervals. The green triangle points out the value of γ −1 that gives the minimum score (best training score), while the γ −1 value we automatically select (the red triangle) is the smallest value such that the score is within one standard error of the minimum, wich is a classical trick [Simon et al., 2011] that favors a slightly higher penalty strength (smaller γ −1 ), to avoid an over-estimation of K in our case. Fig. 10 : Illustration of the denoising step on the cut-points detection phase. Within a block (separated with the dotted pink line), the different colors representβ j,l with corresponding µ j,l in distinct estimated I j,k . When aβ j,l is "isolated", it is assigned to its "closest" group.
A.3 TCGA genes screening Figure 11 illustrates the screening procedure followed to reduce the high-dimension of the TCGA datasets to make the multiple testing related methods tractable. We then fit an univariate Binacox on each block j separately and compute the resulting β j,• TV to assess the propensity for feature j to get one (or more) relevant cut-point. It appears that taking the top−P features with P = 50 is a reasonable choice for each considered dataset. Table 4 summarizes the detected cut-points values for each method. It turns out that the selected genes are very relevant for cancer studies (for instance, NPRL2 is a tumor suppressor gene [Huang et al., 2016] ), and more particularly for breast cancer studies: for instance, HBS1L expression is known for being predictive of breast cancer survival [Antonov et al., 2014 , Antonov, 2011 , BioProfiling, 2009 , while FOXA1 and PPFIA1 are highly related to breast cancer, see Badve et al. [2007] and Dancau et al. [2010] respectively. Finally, Figure 13 gives the results obtained by the considered methods on the KIRC cancer dataset for the top−10 features ordered according to the Binacox β j,• TV values and Table 5 summarizes the detected cut-points values for each method. Once again, the selected genes are relevant for cancer studies including kidney cancer. For instance, EIF4EBP2 is related to cancer proliferation [Mizutani et al., 2016] ), RGS17 is known to be overexpressed in various cancers [James et al., 2009] , and both COL7A1 and NUF2 are known to be related to renal cell carcinoma (see [Csikos et al., 2003] and [Kulkarni et al., 2012] respectively). Table 4 : Estimated cut-points values for each method on the top−10 genes presented in Figure 12 for the BRCA cancer. Figure 13 for the KIRC cancer. 
B Proofs
In this section, we provide the proofs of the main theoretical results. Before that, we derive some preliminaries that will be used in the proofs.
B.1 Preliminaries to the proofs
Additional notations. For u, v ∈ R m , we denote by u v the Hadamard product u v = (u 1 v 1 , . . . , u m v m ) . We denote by sign(u) the subdifferential of the function u → |u|, that is sign(u) = {1} if u > 0, sign(u) = {−1} if u < 0, and sign(u) = [−1, 1] if u = 0. We write ∂(φ) the subdifferential mapping of a convex functional φ. We adopt in the proofs counting processes notations. We then define the observed-failure counting process
. For every vector v, let v ⊗0 = 1, v ⊗1 = v, and v ⊗2 = vv (outer product). Let τ > 0 be the finite study duration.
Weights. For a given numerical constant c > 0, the weights ω j,l have an explicit form given by the following:
where L n,c = 2 log log (2en + 24ec) ∨ e .
Properties of binarsity penalty. We define ω = (ω 1,• , . . . , ω p,• ) the weights vector, with ω j,1 = 0 for all j = 1, . . . , p. Then, we rewrite the total variation part in binarsity as follows: let us define the (
We remark that for all β j,
, where denotes the component-wise product (Hadamard product). Moreover, note that the matrix D j is invertible. We denote its inverse T j , which is defined by the (d j + 1) × (d j + 1) lower triangular matrix with entries (T j ) r,s = 0 if r < s and (T j ) r,s = 1 otherwise. We set
We further prove that binarsity is a sub-additive penalty (see Kutateladze [2013] for the definition of sub-additive).
Lemma 1. For all β, β ∈ R p+d , one has bina(β + β ) ≤ bina(β) + bina(β ) and bina(−β) ≤ bina(β).
Proof of Lemma 1. The hyperplane span{u ∈ R d j +1 : 1 d j +1 u = 0} is a convex cone, then the indicator function δ 1 is sublinear (i.e., positively homogeneous + subadditive [Kutateladze, 2013] ). Furthermore, the total variation penalization satisfies triangular inequality, which gives the first statement of Lemma 1. To prove the second one, we use the fact that
which concludes the proof of Lemma 1.
Additional usefull quantities. The Doob-Meyer decomposition [Aalen, 1978] implies that, for all i = 1, . . . , n and all t ≥ 0
where the martingales M i are square integrable and orthogonal. With this notations, we define, for all t ≥ 0 and f , the processes
for r = 0, 1, 2 and where X B i is the i-th row of the binarized matrix X B . The empirical loss n can then be rewritten as
Together with this loss, we introduced the loss
We will use the fact that, for a function f β of the form
where H n (f β ) is an error term defined by
We introduce also the empirical 2 -norm defined for any function f as
n (f , t). Lemma 3 below connects it to our empirical divergence.
B.2 Lemmas
Thereafter are some lemmas useful for the proof of our theorem. Their proofs are postponed to Section B.4
The following lemma is a consequence of the Karush-Kuhn-Tucker (KKT) optimality conditions [Boyd and Vandenberghe, 2004] for a convex optimization and the monotony of subdifferential mapping.
Lemma 2. Let β ∈ B p+d (R) such that 1 β j,• = 0, and h = (h 1,• , . . . , h p,• ) with h j,• ∈ ∂ β j,• TV,ω j,• for all j ∈ {1, . . . , p}, the following holds
The following lemma is derived from the self-concordance definition and Lemma 1 in Bach [2010] .
Lemma 3. Letβ be defined by Equation (6) and β ∈ B p+d (R), the following inequalities hold almost-surely
Let us define the nonnegative definite matrix
. This matrix is linked to our empirical norm via the relation
The proof of our main theorem requires for the matrix Σ n (f , τ ) to fulfill a compability condition. The following lemma shows that this is true with a large probability as long as Assumption 2 is true. 
with the convention that a 0 j = 0, and a
Then, with a probability greater than
We now state a technical result connecting the norms · 1 and · 2 on C TV,ω (L).
Lemma 5. Let Σ andΣ be two non-negative matrix of same size. For any
B.3 Proof of Theorem 3
Combining Lemmas 2 and 3, we get
If − H n (fβ),β − β − h,β − β < 0, the theorem holds. Let us assume for now that − H n (fβ),β − β − h,β − β ≥ 0.
Bound for − H n (fβ),β − β − h,β − β . From the definition of the sub-gradientĥ = (ĥ 1,• , . . . ,ĥ p,• ) ∈ ∂ β TV,ω , one can choose h such that,
This gives
On the event E n , the following also holds
this means thatβ − β ∈ C TV,ω (A(β)) and D(β − β) ∈ C 1,ω (A(β)). Now returning to (24), by Lemma 4 and under Assumption 2, we get
The second term in the right hand side of (25) fulfills
.
By (20) in Lemma 3, we get that
In addition, one can easily check that
Now, using the fact that the function u →
is decreasing, we get
With theses bounds inequality (25) yields
We now use an elementary inequality 2uv ≤ u 2 + v 2 / with > 0. We get
By choosing > 2c 2 p,R,K /ψ(−c p,R,K ), we obtain
On the other hand, by definition of κ 2 T,ζ (see Lemma 4), we know that
Finally,
. Therefore, on the event E n , we get the desired result.
Computation of P[E n ]. From the definition of H n in Equation (18), T H n (fβ) has the form
So each component of this vector has the form needed to applied Theorem 3 from Gaïffas and Guilloux [2012] . We recall that H n and T H n have a block structure: they are vectors of p blocks of lengths d j + 1, j = 1, . . . , p. We then denote by T H n j,l the l-th component of the jth block. In addition, due to the definition of X B i , we know that each coefficient of T X B i is less than 1. As a consequence, for all t ≤ τ
n (fβ, t)
We now use the Theorem 3 from Gaïffas and Guilloux [2012] , hence we obtain
Then by choosing the ω j,l as in (14), we conclude that P[E n ] ≤ 28.55e −c for some c > 0.
B.4 Proof of the Lemmas

B.4.1 Proof of Lemma 2
To characterize the solution of the problem (6), the following result can be sraightforwardly obtained using the Karush-Kuhn-Tucker (KKT) optimality conditions [Boyd and Vandenberghe, 2004 ] for a convex optimization. A vectorβ ∈ R p+d is an optimum of the objective function in (6) if and only if there exists three sequences of subgradientŝ
and where A(β) is the active set ofβ, see (9). The subgradientĝ j,• belongs to
From the Equality (26), consider a β ∈ R p+d , we obtain ∇ n (fβ),β − β + ĥ +ĝ +k,β − β = 0 and, with Equation (17)
Consider now a β ∈ B p+d (R) and such that 1 β j,• = 0 for all j ∈ {1, . . . , p}, and h ∈ ∂ β TV,ω then the fact that the monotony of sub-differential mapping (this is an immediate consequence of its definition, see Rockafellar [1970] ) gives the conclusion.
B.4.2 Proof of Lemma 3
Let us consider the function G : R → R defined by G(η) = (f 1 + ηf 2 ), i.e.,
By differentiating G with respect to the variable η we get:
and
For a t ≥ 0, we now consider the discrete random variable U t that takes the values f 2 (X i ) with probability
We observe that for all k = 0, 1, 2 . . .
Differenciating again, we obtain
Therefore, we have
n (f , t)λ 0 (t)dt
where f 2 ∞ := max i=1,...,n |f 2 (X i )|. Lemma 1 in Bach [2010] to G, we obtain for all η ≥ 0
We will apply inequalities in (27) in two situations:
• Case #1: η = 1, f 1 = fβ and f 2 = f β − fβ
• Case #2: η = 1, f 1 = f and f 2 = f β − f .
In case #1,
n (f , t) S With the left bound of the self-concordance inequality (27), we get result 1 of lemma 3. In case# 2, one gets G (0) = 0, and
n (f , t)λ 0 (t)dt = f − f β 2 n which gives result 2 of Lemma 3.
B.4.3 Proof of Lemma 4
For any concatenation of index sets L = [L 1 , . . . , L p ], we definê
To prove Lemma 4, we will first establish the following Lemma 6, which assures that if Assumption 2 is fulfilled our random boundκ τ (L) is bounded away from 0 with large probability. It bears resemblance with Theorem 4.1 of Huang et al. [2013] apart from the fact that we work here in a fixed design setting. holds with at least probability 1 − e −nr 2 τ /(8e 2f ∞ ) − 3ε.
Proof of Lemma 6. The proof is adapted from the proof of Theorem 4.1 in Huang et al. [2013] and it is divided in 3 steps.
Step 1. By replacing dN (t) by its compensator n −1 S 0 n (f , t)λ 0 (t)dt, an approximation of Σ n (f , τ ) can be defininḡ
The (m, m ) component of
is given by
which, in our case,is bounded by 4. We moreover know that τ 0 Y i (t)dN i (t) ≤ 1 for all i = 1, . . . , n.
So Lemma 3.3 in Huang et al. [2013] applies and
Via an union bound, we get that
Lemma 5 implies that 
Step 2. Let
We will now compareκ 2 τ (L) andκ 2 τ (L). Straightforward computations lead to the following equality
n (f , s)(X n (s) −X n (s)) ⊗2 .
n (f , s)(X n (s) −X n (s)) ⊗2 λ 0 (s)ds.
We first boud the second term on the right-hand side of (29). Let ∆ n (s) = 1 n S Thanks to (29), Lemma 5, and the above two probability bounds, we known that 
with probability 1 − e −nr 2 τ /(8e 2f ∞ ) − ε.
Besides, one has β j,• TV,ω j,• ≤ 2 max j,l ω j,l β j,• 1 . Hence, we get β 1 ≤ 8 max j (d j + 1) max j,l ω j,l min j,l ω j,l p j=1 (β j,• ) L j 1 ≤ 8 max j (d j + 1) max j,l ω j,l min j,l ω j,l β L 1 ≤ |L| 8 max j (d j + 1) max j,l ω j,l min j,l ω j,l β L 2 .
