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APPROXIMATION WITH TENSOR NETWORKS.
PART I: APPROXIMATION SPACES.
MAZEN ALI AND ANTHONY NOUY
Centrale Nantes, LMJL UMR CNRS 6629, France
Abstract. We study the approximation of functions by tensor networks (TNs). We show that Lebesgue
Lp-spaces in one dimension can be identified with tensor product spaces of arbitrary order through
tensorization. We use this tensor product structure to define subsets of Lp of rank-structured functions
of finite representation complexity. These subsets are then used to define different approximation classes
of tensor networks, associated with different measures of complexity. These approximation classes are
shown to be quasi-normed linear spaces. We study some elementary properties and relationships of said
spaces.
In part II of this work, we will show that classical smoothness (Besov) spaces are continuously
embedded into these approximation classes. We will also show that functions in these approximation
classes do not possess any Besov smoothness, unless one restricts the depth of the tensor networks.
The results of this work are both an analysis of the approximation spaces of TNs and a study
of the expressivity of a particular type of neural networks (NN) – namely feed-forward sum-product
networks with sparse architecture. The input variables of this network result from the tensorization
step, interpreted as a particular featuring step which can also be implemented with a neural network
with a specific architecture. We point out interesting parallels to recent results on the expressivity of
rectified linear unit (ReLU) networks – currently one of the most popular type of NNs.
1. Introduction
1.1. Approximation of Functions. We present a new perspective and therewith a new tool for
approximating one-dimensional real-valued functions f : Ω→ R on bounded intervals Ω ⊂ R. We focus
on the one-dimensional setting to keep the presentation comprehensible, but we intend to address the
multi-dimensional setting in a forthcoming part III.
The approximation of general functions by simpler “building blocks” has been a central topic in
mathematics for centuries with many arising methods: algebraic polynomials, trigonometric polynomi-
als, splines, wavelets or rational functions are among some of the by now established tools. Recently,
more sophisticated tools such as tensor networks (TNs) or neural networks (NNs) have proven to be
powerful techniques. Approximation methods find application in various areas: signal processing, data
compression, pattern recognition, statistical learning, differential equations, uncertainty quantification,
and so on. See [5, 6, 8, 10, 21, 22, 32, 33, 35, 36, 39] for examples.
In the 20th century a deep mathematical theory of approximation has been established. It is by
now well understood that approximability properties of a function by more standard tools – such
as polynomials or splines – are closely related to its smoothness. Moreover, functions that can be
approximated with a certain rate can be grouped to form quasi-normed linear spaces. Varying the
approximation rate then generates an entire scale of spaces that turn out to be so-called interpolation
spaces. See [13, 14] for more details.
In this work, we address the classical question of one-dimensional function approximation but with
a new set of tools relying on tensorization of functions and the use of rank-structured tensor formats
(or tensor networks). We analyze the resulting approximation classes. We will show in part II [2]
that many known classical spaces of smoothness are embedded in these newly defined approximation
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classes. On the other hand, we will also show that these classes are, in a sense, much larger than
classical smoothness spaces.
1.2. Neural Networks. Our work was partly motivated by current developments in the field of deep
learning. Originally developed in [34], artificial neural networks (NNs) were inspired by models in
theoretical neurophysiology of the nervous system that constitutes a brain. The intention behind NNs
was to construct a mathematical (and ultimately digital) analogue of a biological neural network. The
increase in computational power in recent decades has led to many successful applications of NNs in
various fields [43]. This in turn has sparked interest in a better mathematical foundation for NNs. One
flavor of this research is the analysis of the approximation power of feed-forward NNs. In particular,
relevant for this work is the recent paper [23], where the authors analyzed the approximation spaces
of deep ReLU and rectified power unit (RePU) networks. In Figure 1, we sketch an example of a
feed-forward NN.
Figure 1. Example of an artificial neural network. On the left we have the input nodes
marked in red that represent input data to the neural system. The yellow nodes are
the neurons that perform some simple operations on the input. The edges between the
nodes represent synapses or connections that transfer (after possibly applying an affine
linear transformation) the output of one node into the input of another. The final green
nodes are the output nodes. In this particular example the number of layers L is three,
with two hidden layers.
Mathematically, a feed-forward NN can be represented by a tuple
Ψ = ([T1, σ1], . . . , [TL, σL]) ,
where Tl : RNl−1 → RNl are affine maps; Nl is the number of neurons in layer l, with N0 being the
number of inputs and NL the number of outputs; the functions σl : Rl → Rl are typically non-linear and
represent the operations performed on data inside the neurons. The functions σl are often implemented
via a component-wise application of a single non-linear function ρ : R→ R referred to as the activation
function. The realization R(Ψ) of the NN Ψ is the function
R(Ψ) : RN0 → RNL , R(Ψ) := σL ◦ TL ◦ · · · ◦ σ1 ◦ T1.
Before one can proceed with training (i.e., estimating) a NN, one usually specifies the architecture of
the NN: this includes the number of layers L, neurons Nl, connections between the neurons and the non-
linearities σl. Only after this, one proceeds with training which entails determining the affine maps Tl.
This is typically done by minimizing some loss or distance functional J (R(Ψ), f), where f : RN0 → RNL
is the target function that we want to approximate, in some sense. If we set N0 = NL = 1 and, e.g.,
J (R(Ψ), f) = ‖f −R(Ψ)‖p, then we are in the classical setting of one-dimensional approximation1 (in
the Lp-norm).
1.3. Tensor Networks. Tensor networks have been studied in parallel in different fields, sometimes
under different names: e.g., hierarchical tensor formats in numerical analysis, sum-product networks
in machine learning, belief networks in bayesian inference. Tensor networks are commonly applied and
studied in condensed matter physics, where understanding phenomena in quantum many-body systems
has proven to be a challenging problem, to a large extent due to the sheer amount of dependencies that
cannot be simulated even on the most powerful computers (see [38] for a non-technical introduction). In
1Though one would typically not train a network by directly minimizing the Lp-norm.
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all these fields, a common challenging problem is the approximation of functions of a very large number
of variables. This led to the development of tools tailored to so-called high-dimensional problems.
The mathematical principle behind tensor networks is to use tensor products. For approximating a
d-variate function f , there are several types of tensor formats. The simplest is the so-called r-term or
CP format, where f is approximated as
f(x1, . . . , , xd) ≈
r∑
k=1
vk1 (x1) · · · vkd(xd).(1.1)
If each factor vkν is encoded with N parameters, the total number of parameters is thus dNr, which is
linear in the number of variables. The approximation format (1.1) is successful in many applications
(chemometrics, inverse problems in signal processing...) but due to a few unfavorable properties (see
[24, Chapter 9]), different types of tensor formats are frequently used in numerical approximation. In
particular, with the so-called tensor train (TT) format or matrix product state (MPS), the function f
is approximated as
f(x1, . . . , , xd) ≈
r1∑
k1=1
. . .
rd−1∑
kd−1=1
vk11 (x1)v
k1,k2
2 (x2) . . . v
kd−2,kd−1
d−1 (xd−1)v
kd−1
d (xd).(1.2)
The numbers rν are referred to as multi-linear ranks or hierarchical ranks. The rank rν is related to
the classical notion of rank for bi-variate functions, by identifying a d-variate function as a function
of two complementary groups of variables (x1, . . . , xν) and (xν+1, . . . , xd). It corresponds to the so-
called β-rank rβ, with β = {1, . . . , ν}. The format in (1.2) is a particular case of tree-based tensor
formats, or tree tensor networks [17, 24], the TT format being associated with a linear dimension
partition tree. Numerically, such formats have favorable stability properties with robust algorithms
(see [19, 21, 37, 40]). Moreover, the corresponding tensor networks and decompositions have a physical
interpretation in the context of entangled many-body systems, see [38, 39].
For more general tensor networks, we refer to Figure 2 for graphical representations.
vk11 v
k2
3v
k1,k2
2
(a) Tensor corresponding to (1.2) with d = 3.
(b) General Tensor Train (TT) or Matrix Product
State (MPS).
(c) Hierarchical Tucker (HT) or a tree-based format.
(d) General tensor network. Can be seen as an in-
stance of Projected Entangled Pair States (PEPS).
Figure 2. Examples of tensor networks. The vertices in Figure 2 represent the low-
dimensional functions in the decomposition, such as v1, . . . , vd in (1.2). The edges be-
tween the vertices represent summation over an index (contraction) between two func-
tions, such as summation over kν in (1.2). The free edges represent input variables
x1, . . . , xd in (1.2).
The specific choice of a tensor network is sometimes suggested by the problem at hand: e.g., in
quantum physics by the entanglement/interaction structure of the quantum system that f is to model
– see, e.g., [1, 3, 26, 44].
At first glance, it seems that tensor networks are a tool suited only for approximating high-dimensional
functions. However, such formats can be applied in any multi-variate setting and this multi-variate
setting can be enforced even if d = 1 by a “coarse-graining” of an interval in R allowing to identify
3
M. Ali, A. Nouy Part I: Approximation Spaces of Tensor Networks.
a one-dimensional function with a multi-variate function (or tensor). This identification is the ten-
sorization of functions which is at the core of the approximation tools considered in this work. It was
originally applied for matrices in [41] and later coined as quantized tensor format when tensorization
is combined with the use of a tensor format.
In high-dimensional approximation, keeping the ranks rβ small relies on the correct choice of the
tensor network that “fits” the interaction structure as hinted above. For the approximation of tensorized
functions a different type of structure is required. In [20, 41], it was shown that, if f is vector of
evaluations of a polynomial on a grid, then choosing the TT format yields hierarchical ranks that are
bounded by the degree of the polynomial. Similar statements were shown for trigonometric polynomials
and exponential functions. In [29], this fact was utilized to show that a finite element approximation
of two-dimensional functions with singularities, where the coefficient vector was stored in a quantized
tensor format, automatically recovers an exponential rate of convergence, analogue to that of hp-
approximation.
This work can be seen as a consolidation and a deeper analysis of approximation of one-dimensional
functions using quantized tensor formats. We first show that Lebesgue spaces of p-integrable functions
are isometric to tensor product spaces of any order and analyze some basic properties of this identifica-
tion. We then define and analyze the approximation classes of Lp functions that can be approximated
by rank-structured functions in the TT format with a certain rate. In Part II [2], we will show direct
and (lack of) inverse embeddings.
1.4. Tensor vs. Neural Networks. Recently multiple connections between TNs and NNs have been
discovered. In [7], the author exhibits an analogy between the Renormalization Group (RG) – the
fundamental physical concept behind TNs – and deep learning, with the scale in RG being akin to
depth in NNs. In [31], it was observed that in fact tree tensor networks can be viewed as a specific type
of feed-forward NNs with multi-linear functions σl, namely sum-product NNs (or arithmetic circuits)
[42]. This connection offers intriguing perspectives and it can be exploited both ways: we can use our
fundamental understanding of quantum entanglement2 to measure and design NNs, see [12, 31]. Or we
can use NNs to learn entanglement and augment tensor networks to better represent highly entangled
systems, see [11, 30]. Tensor networks also offer a big choice of well studied and robust numerical
algorithms.
In this spirit, our work in part II [2] can be seen as a result on the approximation power of a particular
type of NN, where the TT format is a feed-forward sum-product NN and a recurrent neural network
architecture. When compared to the results of [23] on approximation classes of RePU networks, we
will observe in Part II [2] that both tools achieve optimal approximation order for Sobolev spaces. We
also show that TNs (using the TT format) achieve optimal approximation order for Besov spaces on
the embedding line (corresponding to non-linear approximation). These statements hold for a tensor
network of fixed polynomial degree and any smoothness order of the Sobolev/Besov spaces.
On the other hand, TNs are much easier to handle – both analytically and numerically. Moreover,
it seems the much simpler architecture of TNs does not sacrifice anything in terms of representing
functions of classical smoothness when compared to RePU networks. In particular, both tools are able
to recover optimal or close to optimal approximation rates – without being “adapted” to the particular
space in question. In other words, all smoothness spaces are included in the same approximation class.
This is to be contrasted with more standard approximation tools, such as splines or wavelets, where the
approximation class (and thus the approximation method) has to be adapted to the smoothness notion
in question. Moreover, both tools will frequently perform better than predicted on specific instances of
functions that possess structural features that are not captured by classical smoothness theory3.
Of course, this is simply to say that both tools do a good job when it comes to classical notions of
smoothness. We still expect that NN approximation classes are very different than those of TNs, in an
appropriate sense. We also show in Part II [2] that TNs approximation classes (using the TT format)
are not embedded into any Besov space – as was shown in [23] for RePU networks.
1.5. Main Results. First, we show that any Lp-function f defined on the interval [0, 1) can be iden-
tified with a tensor. For a given b ∈ N (the base) and d ∈ N (the level), we first note that any x ∈ [0, 1)
2That is not to say that we have understood quantum entanglement. But an argument can be made that our under-
standing of entanglement and thus tensor networks offers a different perspective on neural networks.
3A fundamental theory of these structures remains an open question for both tools.
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can be uniquely decomposed as
x =
d∑
k=1
ikb
−k + b−dy := tb,d(i1, . . . , id, y),
where (i1, ..., id) is the representation of bbdxc in base b and y = bdx− bbdxc. This allows to identify a
function with a tensor (or multivariate function)
f(i1, . . . , id, y) = f(tb,d(i1, . . . , id, y)) := Tb,df(i1, . . . , id, y),
and to define different notions of ranks for a univariate function. A function f can be tensorized at
different levels d ∈ N. We analyze the relation between tensorization maps at different levels, and the
relation between the ranks of the corresponding tensors of different orders. When looking at Tb,d as a
map on Lp([0, 1)), a main result is given by Theorem 2.15 and Lemma A.1.
Main Result 1.1. For any 0 < p ≤ ∞, b ∈ N (b ≥ 2) and d ∈ N, the map Tb,d is a linear isometry
from Lp([0, 1)) to the algebraic tensor space Vb,d,Lp := (Rb)⊗d ⊗ Lp([0, 1)), where Vb,d,Lp is equipped
with a reasonable crossnorm.
For later use in approximation, we introduce the tensor subspace
Vb,d,S := (Rb)⊗d ⊗ S,
where S ⊂ Lp([0, 1)) is some finite-dimensional subspace. Then, we can identify Vb,d,S with a finite-
dimensional subspace of Lp as
Vb,d,S := T
−1
b,d (Vb,d,S) ⊂ Lp([0, 1)).
We introduce the crucial assumption that S is closed under b-adic dilation, i.e., for any f ∈ S and any
k ∈ {0, . . . , b − 1}, f(b−1(· + k)) ∈ S. Under this assumption, which is reminiscent of multi-resolution
analysis (MRA), we obtain bounds for multilinear ranks that are related to the dimension of S. Also,
under this assumption on S, we obtain the main results given by Propositions 2.23 and 2.24 and
Theorem 2.25.
Main Result 1.2. The spaces Vb,d,S form a hierarchy of L
p-subspaces, i.e.
S := Vb,0,S ⊂ Vb,1,S ⊂ Vb,2,S ⊂ . . . ,
and Vb,S :=
⋃
d∈N Vb,d,S is a linear space. If we further assume that S contains the constant function
one, Vb,S is dense in L
p for 1 ≤ p <∞.
For the approximation of multivariate functions (or tensors), we use the set of tensors in the tensor
train (TT) format T T r (Vb,d,S), r = (rν)dν=1, cf. Section 1.3 and Figure 2b. Given a basis {ϕk}dimSk=1
of S, a tensor f in T T r (Vb,d,S) can be written as
f(i1, . . . , id, y) =
r1∑
k1=1
· · ·
rd∑
kd=1
dimS∑
kd+1
vk11 (i1)v
k1,k2
2 (i2)v
k2,k3
3 (i3) · · · vkd−1,kdd (id)v
kd,kd+1
d+1 ϕk(y),
where the parameters v := (v1, . . . , vd+1) form a tensor network (a collection of low-order tensors) with
v := (v1, . . . , vd+1) ∈ Rb×r1 × Rb×r1×r2 × . . .× Rb×rd−1×rd × Rrd×dimS := Pb,d,S,r.
With this we define
Φb,d,S,r = T
−1
b,d (T T r (Vb,d,S)) = {Rb,d,S,r(v) : v ∈ Pb,d,S,r},
where Rb,d,S,r(v) is the map which associates to a tensor network v the function f = Tb,df with f
defined as above. Then our approximation tool for univariate functions is defined as
Φ := (Φn)n∈N, Φn = {ϕ ∈ Φb,d,S,r : d ∈ N, r ∈ Nd, compl(ϕ) ≤ n},
where compl(ϕ) is some measure of complexity of a function ϕ, defined as
compl(ϕ) := min{compl(v) : Rb,d,S,r(v) = ϕ, d ∈ N, r ∈ Nd},
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where the infimum is taken over all tensor networks v whose realization is the function ϕ. We introduce
three different measures of complexity
complN (v) :=
d∑
ν=1
rν ,
complC(v) := br1 + b
d∑
k=2
rk−1rk + rd dimS,
complS(v) :=
d+1∑
ν=1
‖vν‖`0 ,
where ‖vν‖`0 is the number of non-zero entries in the tensor vν . Consequently, this defines three types
of subsets
ΦNn := {ϕ ∈ Φ : complN (ϕ) ≤ n} ,
ΦCn := {ϕ ∈ Φ : complC(ϕ) ≤ n} ,
ΦSn := {ϕ ∈ Φ : complS(ϕ) ≤ n} .
Complexity measures complC and complN are related to the TT-ranks of the tensor Tb,d(ϕ)ϕ, where d(ϕ)
is the minimal d such that ϕ ∈ Vb,d,S . The function complC is a natural measure of complexity which
corresponds to the dimension of the parameter space. The function complS is also a natural measure
of complexity which counts the number of non-zero parameters. When interpreting a tensor network v
as a sum-product neural network, complN (v) corresponds to the number of neurons, complC(v) to the
number of weights, and complS(v) the number of non-zero weights (or connections).
We use Φn ∈
{
ΦNn ,ΦCn,ΦSn
}
and the corresponding best approximation error
En (f)p := inf
ϕ∈Φn
‖f − ϕ‖p
for functions f in Lp([0, 1)) to define approximation classes
Aαq := A
α
q (L
p, (Φn)n∈N)) :=
{
f ∈ Lp([0, 1)) : ‖f‖Aαq <∞
}
,
for α > 0 and 0 < q ≤ ∞, where
‖f‖Aαq :=
{(∑∞
n=1[n
αEn−1 (f)]q 1n
)1/q
, 0 < q <∞,
supn≥1[nαEn−1 (f)], q =∞.
For the three approximation classes
Nαq (X) := A
α
q (X, (Φ
N
n )n∈N),
Cαq (X) := A
α
q (X, (Φ
C
n)n∈N),
Sαq (X) := A
α
q (X, (Φ
S
n)n∈N),
we obtain the main result of this part I given by Theorems 3.17 and 3.19.
Main Result 1.3. For any α > 0, 0 < p ≤ ∞ and 0 < q ≤ ∞, the classes Nαq (Lp), Cαq (Lp) and
Sαq (L
p) are quasi-normed vector spaces and satisfy the continuous embeddings
Cαq (L
p) ↪→ Sαq (Lp) ↪→ Nαq (Lp) ↪→ Cα/2q (Lp).
1.6. Outline. In Section 2, we discuss how one-dimensional functions can be identified with tensors and
analyze some basic properties of this identification. In Section 3, we introduce our approximation tool,
briefly review general results from approximation theory, and analyze several approximation classes of
rank-structured functions. In particular, we show that these classes are quasi-normed linear spaces. We
conclude in Section 4 by a brief discussion on how tensorization can be viewed as a particular featuring
step and tensor networks as a particular neural network with features as input variables.
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2. Tensorization of Functions
We begin by introducing how one-dimensional functions can be identified with tensors of arbitrary
dimension. We then introduce finite-dimensional subspaces of tensorized functions and show that these
form a hierarchy of subspaces that are dense in Lp. This will be the basis for our approximation tool
in Section 3.
2.1. The Tensorization Map. Consider one-dimensional functions on the unit interval
f : [0, 1)→ R.
We tensorize such functions by encoding the input variable x ∈ [0, 1) as follows. Let b ∈ N be the
base and d ∈ N the level. We introduce a uniform partition of [0, 1) with bd intervals [xi, xi+1) with
xi = b
−di, 0 ≤ i ≤ bd. An integer i ∈ {0, . . . , bd − 1} admits a representation (i1, . . . , id) in base b such
that
i =
d∑
k=1
ikb
d−k,
where ik ∈ {0, . . . , b− 1} := Ib. We define a conversion map tb,d from Idb × [0, 1) to [0, 1) defined by
tb,d(i1, . . . , id, y) =
d∑
k=1
ikb
−k + b−dy.
For any x ∈ [0, 1), there exists a unique (i1, . . . , id, y) ∈ Idb × [0, 1) such that tb,d(i1, . . . , id, y) = x,
where (i1, . . . , id) is the representation of bbdxc in base b and y = bdx−bbdxc. We therefore deduce the
following property.
Lemma 2.1. The conversion map tb,d defines a linear bijection from the set I
d
b × [0, 1) to the interval
[0, 1), with inverse defined for x ∈ [0, 1) by
t−1b,d(x) = (bbxc, bb2xc mod b, . . . , bbdxc mod b, bdx− bbdxc).
Definition 2.2 (Tensorization Map). We define the tensorization map
Tb,d : R[0,1) → RIdb×[0,1), f 7→ f ◦ tb,d := f
which associates to a function f ∈ R[0,1) the multivariate function f ∈ RIdb×[0,1) such that
f(i1, . . . , id, y) := f(tb,d(i1, . . . , id, y)).
From Lemma 2.1, we directly deduce the following property of Tb,d.
Proposition 2.3. The tensorization map Tb,d is a linear bijection from R[0,1) to RI
d
b×[0,1), with inverse
given for f ∈ RIdb×[0,1) by T−1b,d f = f ◦ t−1b,d.
The space RIdb×[0,1) can be identified with the algebraic tensor space
Vb,d := RI
d
b ⊗ R[0,1) = RIb ⊗ . . .⊗ RIb︸ ︷︷ ︸
d times
⊗R[0,1) =: (RIb)⊗d ⊗ R[0,1),
which is the set of functions f defined on Idb × [0, 1) that admit a representation
(2.1) f(i1, . . . , id, y) =
r∑
k=1
vk1 (i1) . . . v
k
d(id)g
k(y) :=
r∑
k=1
(vk1 ⊗ . . .⊗ vkd ⊗ gk)(i1, . . . , id, y)
for some r ∈ N and for some functions vkν ∈ RIb and gk ∈ R[0,1), 1 ≤ k ≤ r, 1 ≤ ν ≤ d. Letting
{δjν : jν ∈ Ib} be the canonical basis of RIb , defined by δjν (iν) = δiν ,jν , a function f ∈ RIdb×[0,1) admits
the particular representation
(2.2) f =
∑
j1∈Ib
. . .
∑
jd∈Ib
δj1 ⊗ . . .⊗ δjd ⊗ f(j1, . . . , jd, ·).
The following result provides an interpretation of the above representation.
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Lemma 2.4. Let f ∈ R[0,1) and f = Tb,df ∈ Vb,d. For (j1, . . . , jd) ∈ Idb and j =
∑d
k=1 jkb
d−k, it holds
(2.3) Tb,d(f1[b−dj,b−d(j+1))) = δj1 ⊗ . . .⊗ δjd ⊗ f(j1, . . . , jd, ·),
and
f(j1, . . . , jd, ·) = f(b−d(j + ·)),(2.4)
where f(b−d(j + ·)) is the restriction of f to the interval [b−dj, b−d(j + 1)) rescaled to [0, 1).
Proof. For x = tb,d(i1, . . . , id, y),
f(x)1[b−dj,b−d(j+1))(x) = δj1(i1) . . . δjd(id)f(tb,d(i1, . . . , id, y))
= δj1(i1) . . . δjd(id)f(tb,d(j1, . . . , jd, y))
= δj1(i1) . . . δjd(id)f(j1, . . . , jd, y).
The property (2.4) simply results from the definition of f . 
From Lemma 2.4, we deduce that the representation (2.2) corresponds to the decomposition of
f = T−1b,d (f) as a superposition of functions with disjoint supports,
(2.5) f(x) =
bd−1∑
j=0
fj(x), fj(x) = 1[b−dj,b−d(j+1))(x)f(x),
where fj is the function supported on the interval [b
−dj, b−d(j + 1)) and equal to f on this interval.
Also, Lemma 2.4 yields the following result.
Corollary 2.5. A function f ∈ R[0,1) defined by
f(x) =
{
g(bdx− j) for x ∈ [b−dj, b−d(j + 1))
0 elsewhere
with g ∈ R[0,1) and 0 ≤ j < bd admits a tensorization Tb,df = δj1 ⊗ . . .⊗ δjd ⊗ g, which is an elementary
tensor.
We now provide a useful result on compositions of tensorization maps for changing the representation
level of a function.
Lemma 2.6. Let d¯, d ∈ N such that d¯ > d. For any (i1, . . . , id¯, y) ∈ I d¯b × [0, 1), it holds
tb,d¯(i1, . . . , id¯, y) = tb,d(i1, . . . , id, tb,d¯−d(id+1, . . . , id¯, y)),
and the operator Tb,d¯ ◦ T−1b,d from Vb,d to Vb,d¯ is such that
Tb,d¯ ◦ T−1b,d = id{1,...,d} ⊗ Tb,d¯−d
where id{1,...,d} is the identity operator on RI
d
b and Tb,d¯−d is the tensorization map from R[0,1) to Vb,d¯−d.
Also, the operator Tb,d ◦ T−1b,d¯ from Vb,d¯ to Vb,d is such that
Tb,d ◦ T−1b,d¯ = id{1,...,d} ⊗ T−1b,d¯−d.
Proof. See Appendix A. 
For d = 0, we adopt the conventions that tb,0 is the identity on [0, 1), Tb,0 is the identity operator on
R[0,1), and Vb,0 = R[0,1).
2.2. Ranks and Minimal Subspaces. The minimal integer r such that f ∈ Vb,d admits a representa-
tion of the form (2.1) is the canonical tensor rank of f denoted r(f). We deduce from the representation
(2.2) that
r(f) ≤ bd.
Other notions of ranks can be defined from the classical notion of rank by identifying a tensor with
a tensor of order two (through unfolding). Letting Vν := RIb for 1 ≤ ν ≤ d, and Vd+1 := R[0,1), we have
Vb,d =
d+1⊗
ν=1
Vν .
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Then for any β ⊂ {1, . . . , d + 1} and its complementary set βc = {1, . . . , d + 1} \ β, a tensor f ∈ Vb,d
can be identified with an order-two tensor in Vβ ⊗Vβc , where Vγ =
⊗
ν∈γ Vν , called the β-unfolding
of f . This allows us to define the notion of β-rank.
Definition 2.7 (β-rank). For β ⊂ {1, . . . , d+1}, the β-rank of f ∈ Vb,d, denoted rβ(f), is the minimal
integer such that f admits a representation of the form
f =
rβ(f)∑
k=1
vkβ ⊗ vkβc ,(2.6)
where vkβ ∈ Vβ and vkβc ∈ Vβc.
Since Vb,d is an algebraic tensor space, the β-rank is finite and we have rβ(f) ≤ r(f) (though the
β-rank can be much smaller). Moreover, we have the following straightforward property
rβ(f) = rβc(f),
and the bound
rβ(f) ≤ min
∏
ν∈β
dimVν ,
∏
ν∈βc
dimVν
 ,(2.7)
which can be useful for small b and either very small or very large #β.
Representation (2.6) is not unique but the space spanned by the vβk is unique and corresponds to
the β-minimal subspace of f .
Definition 2.8 (β-minimal subspace). For β ⊂ {1, . . . , d + 1}, the β-minimal subspace of f , denoted
Uminβ (f), is the smallest subspace Uβ ⊂ Vβ such that f ∈ Uβ ⊗Vβc, and its dimension is
dim(Uminβ (f)) = rβ(f).
We have the following useful characterization of minimal subspaces from partial evaluations of a
tensor.
Lemma 2.9. For β ⊂ {1, . . . , d} and f ∈ Vb,d,
Uminβc (f) = span{f(jβ, ·) : jβ ∈ I#βb } ⊂ Vb,d−#β,
where f(jβ, ·) ∈ Vβc = Vb,d−#β is a partial evaluation of f along dimensions ν ∈ β.
Proof. See Appendix A. 
Next we define a notion of (β, d)-rank for univariate functions in R[0,1).
Definition 2.10 ((β, d)-rank). For a function f ∈ R[0,1), d ∈ N and β ⊂ {1, . . . , d+ 1}, we define the
(β, d)-rank of f , denoted rβ,d(f), as the β-rank of its tensorization in Vb,d,
rβ,d(f) = rβ(Tb,df).
In the rest of this work, we will essentially consider subsets β of the form {1, . . . , ν} or {ν+1, . . . , d+1}
for some ν ∈ {1, . . . , d}. For the corresponding β-ranks, we will use the shorthand notations
rν(f) := r{1,...,ν}(f), rν,d(f) = r{1,...,ν},d(f).
Note that rν(f) should not be confused with r{ν}(f). The ranks (rν(f))1≤ν≤d of a tensor f ∈ Vb,d have
to satisfy some relations, as seen in the next lemma.
Lemma 2.11 (Ranks Admissibility Conditions). Let f = Vb,d. For any set β ⊂ {1, . . . , d + 1} and
any partition β = γ ∪ α, we have
rβ(f) ≤ rγ(f)rα(f)
and in particular
rν+1(f) ≤ brν(f) and rν(f) ≤ brν+1(f), 1 ≤ ν ≤ d− 1,(2.8)
Proof. See Appendix A. 
A function f admits infinitely many tensorizations of different levels. The following result provides
a relation between minimal subspaces.
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Lemma 2.12. Consider a function f ∈ R[0,1) and its tensorization fd = Tb,df at level d. For any
1 ≤ ν ≤ d,
T−1b,d−ν(U
min
{ν+1,...,d+1}(f
d)) = span {fν(j1, . . . , jν , ·) : (j1, . . . , jν) ∈ Iνb } = Umin{ν+1}(fν),
where fν = Tb,νf is the tensorization of f at level ν.
Proof. See Appendix A. 
For j =
∑ν
k=1 jkb
ν−k, since fν(j1, . . . , jν , ·) = f(b−ν(j + ·)) is the restriction of f to the interval
[b−νj, b−ν(j + 1)) rescaled to [0, 1), Lemma 2.12 provides a simple interpretation of minimal subspace
Umin{ν+1}(f
ν) as the linear span of contiguous pieces of f rescaled to [0, 1), see the illustration in Figure 3.
(a) Function f : [0, 1)→ R
(b) Partial evaluations fν(j1, j2, ·) for (j1, j2) ∈ {0, 1}2.
Figure 3. A function f : [0, 1)→ R and partial evaluations of fν ∈ Vb,d for b = d = 2.
Corollary 2.13. Let f ∈ R[0,1) and d ∈ N. For any 1 ≤ ν ≤ d,
rν,d(f) = rν,ν(f)
and
rν,ν(f) = dim span{f(b−ν(j + ·)) : 0 ≤ j ≤ bν − 1}.
Proof. It holds
rν,d(f) = r{1,...,ν}(fd) = r{ν+1,...,d+1}(fd) = dimUmin{ν+1,...,d+1}(f
d)
and
rν,ν(f) = r{1,...,ν}(fν) = rν+1(fν) = dimUmin{ν+1}(f
ν).
Lemma 2.12 then implies that rν,d(f) = rν,ν(f) and provides the characterization from the linear span
of fν(j1, . . . , jν , ·) = f(b−ν(j+·)), with j =
∑ν
k=1 jkb
ν−k, which is linearly identified with the restriction
f|[b−νj,b−ν(j+1)) shifted and rescaled to [0, 1). 
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2.3. Measures, Lebesgue and Smoothness Spaces. We now look at Tb,d as a linear map between
spaces of measurable functions, by equipping the interval [0, 1) with the Lebesgue measure.
Proposition 2.14. The Lebesgue measure λ on [0, 1) is the push-forward measure through the map
tb,d of the product measure µb,d := µ
⊗d
b ⊗ λ, where µb is the uniform probability measure on Ib. Then
the tensorization map Tb,d defines a linear isomorphism from the space of measurable functions R[0,1)
to the space of measurable functions RIdb×[0,1), where [0, 1) is equipped with the Lebesgue measure and
Idb × [0, 1) is equipped with the product measure µb,d.
Proof. See Appendix A. 
2.3.1. Lebesgue Spaces. For 0 < p ≤ ∞, we consider the Lebesgue space Lp([0, 1)) of functions defined
on [0, 1) equipped with its standard (quasi-)norm. Then we consider the algebraic tensor space
Vb,d,Lp := RIb
⊗d ⊗ Lp([0, 1)) ⊂ Vb,d,
which is the space of multivariate functions f on Idb × [0, 1) with partial evaluations f(j1, . . . , jd, ·) ∈
Lp([0, 1)). From hereon we frequently abbreviate Lp := Lp([0, 1)).
Theorem 2.15 (Tensorization is an Lp-Isometry). For any 0 < p ≤ ∞, Tb,d is a linear isometry from
Lp([0, 1)) to Vb,d,Lp equipped with the (quasi-)norm ‖ · ‖p defined by
‖f‖pp =
∑
j1∈Ib
. . .
∑
jd∈Ib
b−d‖f(j1, . . . , jd, ·)‖pp
for p <∞, or
‖f‖∞ = max
j1∈Ib
. . .max
jd∈Ib
‖f(j1, . . . , jd, ·)‖∞.
Proof. The results follows from Proposition 2.14 and by noting that for f = Tb,df = f ◦ tb,d,
‖f‖pp =
∫
[0,1)
|f(x)|pdλ(x) =
∫
Idb×[0,1)
|f(j1, . . . , jd, y)|pdµb,d(j1, . . . , jd, y) = ‖f‖pp
for p <∞, and ‖f‖∞ = ess supx |f(x)| = ess sup(j1,...,jd,y) |f(j1, . . . , jd, y)| = ‖f‖∞ . 
We denote by `p(Ib) the space RIb equipped with the (quasi-)norm ‖ · ‖`p defined for v = (vk)k∈Ib by
‖v‖p`p := b−1
b−1∑
k=0
|vk|p (p <∞), ‖v‖`∞ := max
0≤k≤b−1
|vk|.
The space Vb,d,Lp can then be identified with the algebraic tensor space
(`p(Ib))
⊗d ⊗ Lp([0, 1)).
and ‖ · ‖p is a crossnorm, i.e., satisfying for an elementary tensor v1 ⊗ . . .⊗ vd+1 ∈ Vb,d,Lp ,
‖v1 ⊗ . . .⊗ vd+1‖p = ‖v1‖`p . . . ‖vd‖`p‖vd+1‖p.
and even a reasonable crossnorm for 1 ≤ p ≤ ∞ (see Lemma A.1 in the appendix). We let {epk}k∈Ib
denote the normalized canonical basis of `p(Ib), defined by
epk = b
1/pδk for 0 < p <∞, and e∞k = δk for p =∞.(2.9)
The tensorization f = Tb,df of a function f ∈ Lp([0, 1)) admits a representation
f =
∑
j1∈Ib
. . .
∑
jd∈Ib
epj1 ⊗ . . .⊗ e
p
jd
⊗ fpj1,...,jd ,(2.10)
with fpj1,...,jd = b
−d/pf(j1, . . . , jd, ·) for p < ∞ and f∞j1,...,jd = f(j1, . . . , jd, ·). The crossnorm property
implies that
‖epj1 ⊗ . . .⊗ e
p
jd
⊗ fpj1,...,jd‖p = ‖f
p
j1,...,jd
‖p,
so that Theorem 2.15 implies
‖f‖p =
( ∑
(j1,...,jd)∈Idb
‖fpj1,...,jd‖pp
)1/p
(p <∞), ‖f‖∞ = max
(j1,...,jd)∈Idb
‖f∞j1,...,jd‖p.
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2.3.2. Sobolev Spaces. Now consider functions f in the Sobolev space W k,p := W k,p([0, 1)), equipped
with the (quasi-)norm
‖f‖Wk,p = (‖f‖pp + |f |pWk,p)1/p (p <∞), ‖f‖Wk,∞ = max {‖f‖p, |f |Wk,∞} ,
where |f |Wk,p is a (quasi-)semi-norm defined by
|f |Wk,p = ‖Dkf‖p,
with Dkf := f (k) the k-th weak derivative of f . Since f and its tensorization f = Tb,df are such that
f(x) = f(j1, . . . , jd, b
dx− j) for x ∈ [bdj, bd(j + 1)) and j = ∑dk=1 bd−kjk, we deduce that
Dkf(x) = bkd
∂k
∂yk
f(j1, . . . , jd, b
dx− j)
for x ∈ [bdj, bd(j + 1)), that means that Dk can be identified with a rank-one operator over Vb,d,Lp ,
Tb,d ◦Dk ◦ T−1b,d = id{1,...,d} ⊗ (bkdDk).
We deduce from Theorem 2.15 that for f ∈W k,p,
|f |Wk,p = ‖Dkf‖p = ‖Tb,d(Dkf)‖p = bkd‖(id{1,...,d} ⊗Dk)f‖p,
with
(id{1,...,d} ⊗Dk)f =
∑
j∈Idb
δj1 ⊗ . . .⊗ δjd ⊗Dkf(j1, . . . , jd, ·).
Then we deduce that if f ∈W k,p, f = Tb,df is in the algebraic tensor space
Vb,d,Wk,p := (RIb)⊗d ⊗W k,p,
and
|f |Wk,p = bkd‖
∑
j1∈Ib
. . .
∑
jd∈Ib
δj1 ⊗ . . .⊗ δjd ⊗Dkf(j1, . . . , jd, ·)‖p.
This implies that Tb,dW
k,p ⊂ Vb,d,Wk,p but T−1b,d (Vb,d,Wk,p) 6⊂W k,p. In fact, T−1b,d (Vb,d,Wk,p) = W k,p(Pb,d),
the broken Sobolev space associated with the partition Pb,d = {[bdj, bd(j + 1)) : 0 ≤ j ≤ bd − 1}. From
the above considerations, we deduce
Theorem 2.16. For any 0 < p ≤ ∞ and k ∈ N0, Tb,d is a linear isometry from the broken Sobolev
space W k,p(Pb,d) to Vb,d,Wk,p equipped with the (quasi-)norm
‖f‖Wk,p = (‖f‖pp + |f |pWk,p)1/p (p <∞), ‖f‖Wk,∞ = max {‖f‖∞, |f |Wk,∞} ,
where | · |Wk,p is a (quasi-)semi-norm defined by
|f |p
Wk,p
:= bd(kp−1)
∑
(j1,...,jd)∈Idb
|f(j1, . . . , jd, ·)|pWk,p
for p <∞, and
|f |∞Wk,∞ := bdk max
(j1,...,jd)∈Idb
|f(j1, . . . , jd, ·)|Wk,∞ .
2.3.3. Besov Spaces. Let f ∈ Lp, 0 < p ≤ ∞ and consider the difference operator
∆h : L
p([0, 1))→ Lp([0, 1− h)),
∆h[f ](·) := f(·+ h)− f(·).
For r = 2, 3, . . ., the r-th difference is defined as
∆rh := ∆h ◦∆r−1h ,
with ∆1h := ∆h. The r-th modulus of smoothness is defined as
ωr(f, t)p := sup
0<h≤t
‖∆rh[f ]‖p , t > 0.(2.11)
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Definition 2.17 (Besov Spaces). For parameters α > 0 and 0 < p, q ≤ ∞, define r := bαc+ 1 and the
Besov (quasi-)semi-norm as
|f |Bαp,q :=

(∫ 1
0 [t
−αωr(f, t)p]q dtt
)1/q
, 0 < q <∞,
sup0<t≤1t−αωr(f, t)p, q =∞.
The Besov (quasi-)norm is defined as
‖f‖Bαp,q := ‖f‖p + |f |Bαp,q .
The Besov space is defined as
Bαp,q :=
{
f ∈ Lp : ‖f‖Bαp,q <∞
}
.
As in Section 2.3.2, we would like to compare the Besov space Bαp,q with the algebraic tensor space
Vb,d,Bαp,q := (R
Ib)⊗d ⊗Bαp,q.
First, we briefly elaborate how the Besov (quasi-)semi-norm scales under affine transformations of the
interval. I.e., suppose we are given a function f : [a, b)→ R with −∞ < a < b <∞ and a transformed
f¯ such that
f¯ : [a¯, b¯)→ R, x¯ 7→ x := b− a
b¯− a¯(x¯− a¯) + a 7→ f(x) = f¯(x¯),
for −∞ < a¯ < b¯ <∞. Then,
∆rh¯[f¯ ] : [a¯, b¯− rh¯)→ R,
∆rh¯[f¯ ](x¯) =
r∑
k=0
(
r
k
)
(−1)r−kf¯(x¯+ kh¯) =
r∑
k=0
(
r
k
)
(−1)r−kf(x+ kh) = ∆rh[f ](x)
with
h :=
b− a
b¯− a¯ h¯.
For 0 < p <∞, we obtain for the modulus of smoothness
ωr(f¯ , t¯)
p
p =
b¯− a¯
b− aωr(f, t)
p
p, t :=
b− a
b¯− a¯ t¯,
and for p =∞, ωr(f¯ , t¯)∞ = ωr(f, t)∞. Finally, for the Besov (quasi-)semi-norm this implies∣∣f¯ ∣∣
Bαp,q
=
(
b¯− a¯
b− a
)1/p−α
|f |Bαp,q , 0 < q ≤ ∞, 0 < p <∞,∣∣f¯ ∣∣
Bαp,q
=
(
b¯− a¯
b− a
)−α
|f |Bαp,q , 0 < q ≤ ∞, p =∞.
With this scaling at hand, for p < ∞, what remains is “adding up” Besov (quasi-)norms of partial
evaluations f(j1, . . . , jd, ·). The modulus of smoothness from (2.11) is not suitable for this task. Instead,
we can use an equivalent measure of smoothness via the averaged modulus of smoothness (see [14, §5
of Chapter 6 and §5 of Chapter 12])
wr(f, t)
p
p :=
1
t
∫ t
0
‖∆rh[f ]‖pp dh, 0 < p <∞.
With this definition of Besov norm, we can define a (quasi-)semi-norm
|f |Bαp,q =
(∫ 1
0
[t−αwr(f, t)p]q
dt
t
)1/q
, 0 < q <∞,
which is equivalent to the former one and therefore results in the same Besov space Bαp,q. Expanding
the right-hand-side and interchanging the order of integration allows us to add up the contributions to
|f |Bαp,q over the intervals [bdj, bd(j+1)), provided that q = p. However, note that this is not the same as
summing over |f(j1, . . . , jd, ·)|Bαp,q , since the latter necessarily omits the contributions of |∆rh[f ]| across
the right boundaries of the intervals [bdj, bd(j + 1)).
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Example 2.18. Consider the function
f(x) :=
{
1, 0 ≤ x ≤ 1/2,
0, otherwise.
Take 0 < α < 1 and r = 1 in Definition 2.17. The first difference is then
∆h[f ](x) =
{
1, 1/2− h < x ≤ 1/2,
0, otherwise.
For 0 < p <∞,
‖∆h[f ]‖pp = h,
and for p =∞,
‖∆h[f ]‖∞ = 1.
Thus, for the ordinary modulus of smoothness we obtain
ωr(f, t)p = t
1/p, 0 < p <∞,
ωr(f, t)∞ = 1.
Inserting this into Definition 2.17, we see that f ∈ Bαp,q if and only if p 6=∞ and 0 < α < 1/p. In this
case 0 < |f |Bαp,q <∞.
On the other hand, for b = 2 and d = 1, the partial evaluations of the tensorization T2,1f are
the constant functions 0 and 1. Thus, any Besov semi-norm of these partial evaluations is 0 and
consequently the sum as well. We see that, unlike in Theorem 2.16, even if a function f has Besov
regularity, the Besov norm of f is in general not equivalent to the sum of the Besov norms of partial
evaluations.
Proposition 2.19. Let 0 < p = q ≤ ∞ and α > 0. Let Bαp,p be equipped with the (quasi-)norm
associated with the modulus of smoothness when p = ∞ or the averaged modulus of smoothness when
p <∞. Then, we equip the tensor space Vb,d,Bαp,p with the (quasi-)norm
‖f‖Bαp,p := (‖f‖pp + |f |pBαp,p)
1/p (p <∞), ‖f‖Bα∞,∞ := max{‖f‖∞, |f |Bα∞,∞},
where | · |Bαp,p is a (quasi-)semi-norm defined by
|f |pBαp,p := b
d(αp−1) ∑
(j1,...,jd)∈Idb
|f(j1, . . . , jd, ·)|pBαp,p ,
for p <∞, and
|f |Bα∞,∞ := bdα max
(j1,...,jd)∈Idb
|f(j1, . . . , jd, ·)|Bα∞,∞
Then, Tb,d(B
α
p,p) ↪→ Vb,d,Bαp,p with
|f |Bαp,p ≥ |Tb,d(f)|Bαp,p .
2.4. Tensor Subspaces and Corresponding Function Spaces. For a linear space of functions
S ⊂ R[0,1), we define the tensor subspace
Vb,d,S := (RIb)⊗d ⊗ S ⊂ Vb,d,
and the corresponding linear subspace of functions in R[0,1),
Vb,d,S = T
−1
b,d (Vb,d,S).
In the majority of this work we will be using finite-dimensional subspaces S for approximation. In
particular, we will frequently use S = Pm where Pm is the space of polynomials of degree up to m ∈ N0.
In this case we use the shorthand notation
Vb,d,m := Vb,d,Pm .
The tensorization f = Tb,d(f) of a function f ∈ Vb,d,S admits a representation (2.2) with functions
f(j1, . . . , jd, ·) := fj1,...,jd in S. For x = tb,d(j1, . . . , jd, y) in the interval [xj , xj+1), with j =
∑b
k=1 jkb
d−k,
we have f(x) = fj1,...,jd(y) = fj1,...,jd(b
dx − j). Therefore, the functions f ∈ Vb,d,S have restrictions on
intervals [xj , xj+1) that are obtained by shifting and scaling functions in S. In particular, the space
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Vb,d,m corresponds to the space of piecewise polynomials of degree m over the uniform partition of [0, 1)
with bd intervals.
For considering functions with variable levels d ∈ N, we introduce the set
Vb,S :=
⋃
d∈N
Vb,d,S .
It is straight-forward to see that, in general,
Vb,d,S 6⊂ Vb,d¯,S
for d¯ < d. E.g., take S = Pm and let f ∈ Vb,d,m be a piece-wise polynomial but discontinuous function.
Then, clearly f does not have to be a polynomial over the intervals
[kb−d¯, (k + 1)b−d¯), 0 ≤ k ≤ b−d¯ − 1,
for d¯ < d. The same holds for the other inclusion, as the following example demonstrates.
Example 2.20. Consider the one-dimensional subspace S := span {cos(2pi·)}. A function 0 6= f ∈ Vb,d,S
is thus a piece-wise cosine. Take for simplicity b = 2, d = 0 (i.e., V2,0,S = S) and d¯ = 1. Then,
f 6∈ V2,1,S due to span {cos(2pi·)} 6⊃ span {cos(pi·), cos(pi + pi·)}, since cosines of different frequencies
are linearly independent. The same reasoning can be applied to any b ≥ 2 and d, d¯ ∈ N with d < d¯.
This motivates the following definition that is reminiscent of multi-resolution analysis (MRA).
Definition 2.21 (Closed under b-adic dilation). We say that a linear space S is closed under b-adic
dilation if for any f ∈ S and any k ∈ {0, . . . , b− 1},
f(b−1(·+ k)) ∈ S.
Lemma 2.22. If S is closed under b-adic dilation, then for all f ∈ S,
f(b−d(·+ k)) ∈ S
for all d ∈ N and k ∈ {0, . . . , bd − 1}.
Proof. See Appendix A. 
Important examples of spaces S that satisfy the above property include spaces of polynomials and
MRAs. The closedness of S under b-adic dilation implies a hierarchy between spaces Vb,d,S with different
levels, and provides Vb,S with a linear space structure.
Proposition 2.23. If S is closed under b-adic dilation, then
S := Vb,0,S ⊂ Vb,1,S ⊂ . . . ⊂ Vb,d,S ⊂ . . . .
Proof. See Appendix A. 
Proposition 2.24 (Vb,S is a linear space). If S is closed under b-adic dilation, then Vb,S is a linear
space.
Proof. See Appendix A. 
If S ⊂ Lp([0, 1)), then Vb,S is clearly a subspace of Lp([0, 1)). However, it is not difficult to see that,
in general, Vb,S is not a closed subspace of L
p([0, 1)). On the other hand, we have the following density
result.
Theorem 2.25 (Vb,S dense in L
p). Let 1 ≤ p < ∞. If S ⊂ Lp([0, 1)) and S contains the constant
function one, then Vb,S =
⋃
d∈N Vb,d,S is dense in L
p([0, 1)).
Proof. See Appendix A. 
Now we provide bounds for ranks of functions in Vb,S , directly deduced from (2.7).
Lemma 2.26. For f ∈ Vb,d,S and any β ⊂ {1, . . . , d},
rβ,d(f) ≤ min{b#β, bd−#β dimS}.
In particular, for all 1 ≤ ν ≤ d,
rν,d(f) ≤ min{bν , bd−ν dimS}.
In the case where S is closed under b-adic dilation, we can obtain sharper bounds for ranks.
15
M. Ali, A. Nouy Part I: Approximation Spaces of Tensor Networks.
Lemma 2.27. Let S be closed under b-adic dilation.
(i) If f ∈ S, then for any d ∈ N, f ∈ Vb,d,S and we have
rν,d(f) ≤ min{bν , dimS}, 1 ≤ ν ≤ d.
(ii) If f ∈ Vb,d,S, then for any d¯ ≥ d, f ∈ Vb,d¯,S and we have
rν,d¯(f) = rν,d(f) ≤ min
{
bν , bd−ν dimS
}
, 1 ≤ ν ≤ d,
rν,d¯(f) ≤ min {bν , dimS} , d < ν ≤ d¯.(2.12)
Proof. See Appendix A. 
Remark 2.28. Lemma 2.27 shows that the ranks are independent of the representation level of a
function ϕ, so that we will frequently suppress this dependence and simply note rν,d(ϕ) = rν(ϕ) for any
d such that ϕ ∈ Vb,d,S.
We end this section by introducing projection operators based on local projection. Let IS be a linear
projection operator from Lp([0, 1)) to a finite-dimensional space S. Then, define the linear operator
Ib,d,S on Lp([0, 1)) defined for f ∈ Lp([0, 1)) by
(2.13) (Ib,d,Sf)(b−d(j + ·)) = IS(f(b−d(j + ·))), 0 ≤ j < bd.
Lemma 2.29 (Local projection). The operator Ib,d,S is a linear operator from Lp([0, 1)) to Vb,d,S and
satisfies
Tb,d ◦ Ib,d,S ◦ T−1b,d = id{1,...,d} ⊗ IS .(2.14)
Proof. See Appendix A. 
We now provide a result on the ranks of projections.
Lemma 2.30 (Local projection ranks). For any f ∈ Lp, Ib,d,Sf ∈ Vb,d,S satisfies
rν,d(Ib,d,Sf) ≤ rν,d(f), 1 ≤ ν ≤ d.
Proof. Lemma 2.29 implies that Tb,d ◦ Ib,d,S ◦ T−1b,d is a rank one operator. Since a rank-one operator
can not increase β-ranks, we have for all 1 ≤ ν ≤ d
rν,d(Ib,d,S(f)) = rν(Tb,d ◦ Ib,d,S ◦ T−1b,d f) = rν((id{1,...,d} ⊗ IS)f) ≤ rν(f) = rν,d(f).

3. Tensor Networks and Their Approximation spaces
In this section, we begin by describing particular tensor formats, namely tree tensor networks that
will constitute our approximation tool. We then briefly review classical approximation spaces (see [14]).
We conclude by introducing different measures of complexity of tree tensor networks and analyze the
resulting approximation classes.
3.1. Tree Tensor Networks and The Tensor Train Format. Let S be a finite-dimensional sub-
space of R[0,1). A tensor format in the tensor space Vb,d,S = (RIb)⊗d ⊗ S is defined as a set of tensors
with β-ranks bounded by some integers rβ, for a certain collection A of subsets β ⊂ {1, . . . , d+ 1},
T Ar (Vb,d,S) = {f ∈ Vb,d,S : rβ(f) ≤ rβ, β ∈ A}.
When A is a dimension partition tree (or a subset of such a tree), the resulting format is called a
hierarchical or tree-based tensor format [17, 25]. A tensor f ∈ T Ar (Vb,d,S) in a tree-based tensor
format admits a parametrization in terms of a collection of low-order tensors vβ, β ∈ A. Hence, the
interpretation as a tree tensor network (see [37, Section 4]).
Remark 3.1. Tree tensor networks are convolutional feedforward neural networks with non-linear
feature maps, product pooling, a number of layers equal to the depth of the dimension partition tree and
a number of neurons equal to the sum of ranks rβ.
For the most part we will work with the tensor train format with the exception of a few remarks.
This format considers the collection of subsets A = {{1}, {1, 2}, . . . , {1, . . . , d}}, which is a subset of a
linear dimension partition tree.
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Definition 3.2 (Tensor Train Format). The set4 of tensors in Vb,d in tensor train (TT) format with
ranks at most r := (rν)
d
ν=1 is defined as
T T r (Vb,d,S) := {f ∈ Vb,d,S : rν(f) ≤ rν , 1 ≤ ν ≤ d} ,
where we have used the shorthand notation rν(f) := r{1,...,ν}(f). This defines a set of univariate func-
tions
Φb,d,S,r = T
−1
b,d (T T r (Vb,d,S)) = {f ∈ Vb,d,S : rν(f) ≤ rν , 1 ≤ ν ≤ d},
where rν(f) := rν,d(f), that we further call the tensor train format for univariate functions.
Letting {ϕk}dimSk=1 be a basis of S, a tensor f ∈ T T r (Vb,d,S) admits a representation
f(i1, . . . , id, y) =
r1∑
k1=1
· · ·
rd∑
kd=1
dimS∑
k=1
vk11 (i1)v
k1,k2
2 (i2) · · · vkd−1,kdd (id)vkd,kd+1ϕk(y),(3.1)
with parameters v1 ∈ Rb×r1 , vν ∈ Rb×rν−1×rν , 2 ≤ ν ≤ d, and vd+1 ∈ Rrd×dimS forming a tree tensor
network
v = (v1, . . . , vd+1) ∈ Pb,d,S,r := Rb×r1 × Rb×r1×r2 × . . .× Rb×rd−1×rd × Rrd×dimS .
The format T T r (Vb,d,S) then corresponds to the image of the space of tree tensor networks Pb,d,S,r
through the map
Rb,d,S,r : Pb,d,S,r → T T r (Vb,d,S) ⊂ Vb,d,S
such that for v = (v1, . . . , vd+1) ∈ Pb,d,S,r, the tensor f = Rb,d,S,r(v) is defined by (3.1). The set of
functions Φb,d,S,r in the tensor train format can be parametrized as follows:
Φb,d,S,r = {ϕ = Rb,d,S,r(v) : v ∈ Pb,d,S,r}, Rb,d,S,r(v) = T−1b,d ◦Rb,d,S,r.
With an abuse of terminology, we call tensor networks both the set of tensors v and the corresponding
function ϕ = Rb,d,S,r(v). The representation complexity of f = Rb,d,S,r(v) ∈ T T r (Vb,d,S) is
C(b, d, S, r) := dim(Pb,d,S,r) = br1 + b
d∑
ν=2
rν−1rν + rd dimS.(3.2)
Remark 3.3 (Re-Ordering Variables in the TT Format). We chose in Definition 2.2 to order the
input variables of the tensorized function f such that y ∈ [0, 1) is in the last position. This specific
choice allows the interpretation of partial evaluations of {1, . . . , ν}-unfoldings as contiguous pieces of
f = T−1b,d (f) (see Lemma 2.12 and the discussion thereafter). Alternatively, we could have chosen the
ordering (y, i1, . . . , id) 7→ f(y, i1, . . . , id), and defined the TT-format and TT-ranks correspondingly.
Essentially this is the same as considering a different tensor format, see discussion above. Many of the
results of part II [2] remain the same. In particular, the order of magnitude of the rank bounds and
therefore the resulting direct and inverse estimates would not change. However, this re-ordering may
lead to slightly smaller rank bounds as in Remark 3.9 or slightly larger rank bounds as in [2, Remark
4.6].
3.2. General Approximation Spaces. Approximation spaces have been extensively studied in the
second half of the last century. They provide a systematic way of classifying functions that can be
approximated with a certain rate. Moreover, they have intriguing connections to smoothness and
interpolation spaces (see [13]) and thus provide a complete characterization of approximation properties.
We briefly review some fundamentals that we require for the rest of this work. For details we refer to
[13, 14].
Let X be a quasi-normed linear space, Φn ⊂ X subsets of X for n ∈ N0 and Φ := (Φn)n∈N0 an
approximation tool. Define the best approximation error
En(f) := E(f,Φn) := inf
ϕ∈Φn
‖f − ϕ‖X .
With this we define approximation classes as
4It is in fact a manifold, see [16, 18, 27].
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Definition 3.4 (Approximation Classes). For any f ∈ X and α > 0, define the quantity
‖f‖Aαq :=
{(∑∞
n=1[n
αEn−1(f)]q 1n
)1/q
, 0 < q <∞,
supn≥1[nαEn−1(f)], q =∞.
The approximation classes Aαq of Φ = (Φn)n∈N0 are defined by
Aαq := A
α
q (X) := A
α
q (X,Φ) :=
{
f ∈ X : ‖f‖Aαq <∞
}
.
These approximation classes have many useful properties if we further assume that Φn satisfy the
following criteria for any n ∈ N0.
(P1) 0 ∈ Φn, Φ0 = {0}.
(P2) Φn ⊂ Φn+1.
(P3) aΦn = Φn for any a ∈ R \ {0}.
(P4) Φn + Φn ⊂ Φcn for some c := c(Φ).
(P5)
⋃
n∈N0 Φn is dense in X.
(P6) Φn is proximinal in X, i.e. each f ∈ X has a best approximation in Φn.
Additionally, properties (P1) – (P6) will be frequently combined with the so-called direct or Jackson
inequality
En(f) ≤ Cn−rJ |f |Y , ∀f ∈ Y,(3.3)
for a semi-normed vector space Y and some parameter rJ > 0, and the inverse or Bernstein inequality
|ϕ|Y ≤ CnrB ‖ϕ‖X , ∀ϕ ∈ Φn,(3.4)
for some parameter rB > 0.
The implications of (P1) – (P6) about the properties of Aαq are as follows
• (P1)+(P3)+(P4) ⇒ Aαq is a linear space with a quasi-norm.
• (P1)+(P3)+(P4) ⇒ Aαq satisfies the direct or Jackson inequality
En(f) ≤ Cn−rJ ‖f‖Aαq , ∀f ∈ A
α
q ,
for rJ = α.
• (P1)+(P2)+(P3)+(P4) ⇒ Aαq satisfies the inverse or Bernstein inequality
‖ϕ‖Aαq ≤ Cn
rB ‖ϕ‖X , ∀ϕ ∈ Φn,
for rB = α.
The other properties (P5) and (P6) are required for characterizing approximation spaces by interpola-
tion spaces, see [14]. Specifically, (P1) – (P4) together with a Jackson estimate as in (3.3) are required
to prove so-called direct embeddings: a range of smoothness spaces is continuously embedded into Aαq .
While (P1) – (P6) together with a Bernstein estimate (3.4) are required for inverse embeddings: Aαq
is continuously embedded into smoothness spaces. We will see in Part II [2] that, in general, for ap-
proximation spaces of tensor networks no inverse estimates5 are possible, since these spaces are “too
large”. Therefore, properties (P5) – (P6) are not essential, while (P5) is typically true for any type of
reasonable approximation tool6.
We have the continuous embeddings
Aαq ↪→ Aβq¯ , if α > β or if α = β and q ≤ q¯.
We will see that, while most properties are easy to satisfy, property (P4) will be the most critical
one. In essence (P4) is a restriction on the non-linearity of the sets Φn, with c(Φ) = 1 being satisfied
by linear subspaces.
5The same was shown for RePU networks in [23].
6Think of universality theorems for neural networks which hold for tensor networks as well as we will see shortly.
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3.3. Measures of Complexity. We consider as an approximation tool Φ the collection of tensor
networks Φb,d,S,r associated with different levels and ranks,
Φ := (Φb,d,S,r)d∈N,r∈Nd ,
and define the sets of functions Φn as
Φn :=
{
ϕ ∈ Φb,d,S,r : d ∈ N, r ∈ Nd, compl(ϕ) ≤ n
}
,(3.5)
where compl(ϕ) is some measure of complexity of a function ϕ. The approximation classes of tensor
networks depend on the chosen measure of complexity. We propose different measures of complexity
and discuss the critical property (P4). A function ϕ ∈ Φ may admit representations at different levels.
We set
d(ϕ) = min{d : ϕ ∈ Vb,d,S}
to be the minimal representation level of ϕ, and r(ϕ) = (rν(ϕ))
d(ϕ)
ν=1 be the corresponding ranks. Mea-
sures of complexity may be based on a measure of complexity compl(v) of tensor networks v such that
ϕ = Rb,d,S,r(v). Then, we would define
Φn :=
{
ϕ = Rb,d,S,r(v) ∈ Φb,d,S,r : v ∈ Pb,d,S,r, d ∈ N, r ∈ Nd, compl(v) ≤ n
}
,(3.6)
which is equivalent to the definition (3.5) if we let
compl(ϕ) := min{compl(v) : Rb,d,S,r(v) = ϕ, d ∈ N, r ∈ Nd},(3.7)
where the minimum is taken over all possible representations of ϕ.
3.3.1. Complexity Measure: Maximum Rank. In many high-dimensional approximation problems it is
common to consider the maximum rank as an indicator of complexity (see, e.g., [4]). By this analogy
we consider for ϕ ∈ Φ,
compl(ϕ) := bdr2max(ϕ) + rmax(ϕ) dimS, rmax(ϕ) = max {rν(ϕ) : 1 ≤ ν ≤ d(ϕ)} .(3.8)
This complexity measure does not satisfy (P4).
Proposition 3.5 ((P4) not satisfied by the complexity measure based on rmax). Let S be closed under b-
adic dilation and assume dimS <∞. Then, with Φn as defined in (3.5) with the measure of complexity
(3.8),
(i) There exists no constant c ∈ R such that
Φn + Φn ⊂ Φcn.
(ii) There exists a constant c > 1 such that
Φn + Φn ⊂ Φcn2 .
Proof. See Appendix B. 
3.3.2. Complexity Measure: Sum of Ranks. For a neural network, a natural measure of complexity is
the number of neurons. By analogy (see Remark 3.1), we can define a complexity measure equal to the
sum of ranks
compl(ϕ) := complN (ϕ) :=
d(ϕ)∑
ν=1
rν(ϕ),(3.9)
and the corresponding set
ΦNn :=
{
ϕ ∈ Φb,d,S,r : d ∈ N, r ∈ Nd, complN (ϕ) ≤ n
}
.(3.10)
This complexity measure can be equivalently defined by (3.7) with complN (v) =
∑d
ν=1 rν for v ∈
Pb,d,S,r.
Lemma 3.6 (ΦNn satisfies (P4)). Let S be closed under b-adic dilation and dimS <∞. Then, the set
ΦNn as defined in (3.10) satisfies (P4) with c = 2 + dimS.
Proof. See Appendix B. 
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3.3.3. Complexity Measure: Representation Complexity. A straight-forward choice for the complexity
measure is the number of parameters required for representing ϕ as in (3.2), i.e.,
compl(ϕ) := complC(ϕ) := C(b, d(ϕ), S, r(ϕ)) = br1(ϕ) + b
d(ϕ)∑
k=2
rk−1(ϕ)rk(ϕ) + rd(ϕ) dimS,(3.11)
and the corresponding set is defined as
ΦCn :=
{
ϕ ∈ Φb,d,S,r : d ∈ N, r ∈ Nd, complC(ϕ) ≤ n
}
.(3.12)
This complexity measure can be equivalently defined by (3.7) with complC(v) = C(b, d, S, r) for v ∈
Pb,d,S,r.
Remark 3.7. When interpreting tensor networks as neural networks (see Remark 3.1), the complexity
measure complC is equivalent to the number of weights for a fully connected neural network with rν
neurons in layer ν.
We can show the set ΦCn satisfies (P4) with the help of Lemmas 2.11 and 2.27.
Lemma 3.8 (ΦCn satisfies (P4)). Let S be closed under b-adic dilation and dimS < ∞. Then, the set
ΦCn as defined in (3.12) satisfies (P4) with c = c(b,dimS) > 1.
Proof. See Appendix B. 
Remark 3.9 (Re-Ordering Input Variables). In the proof, we have used the property (2.12) from
Lemma 2.11. As mentioned in Remark 3.3, we could consider a different ordering of the input variables
(y, i1, . . . , id) 7→ f(y, i1, . . . , id), and the corresponding TT-format. This would change (2.12) to
rν,d¯(f) = 1, d+ 1 ≤ ν ≤ d¯.
We still require S to be closed under b-adic dilation to ensure f ∈ Vb,d¯,S.
Remark 3.10 (`2-norm of Ranks). We also considered defining the complexity measure as a `2-norm
of the tuple of ranks
compl(ϕ) := b
d(ϕ)∑
k=1
rk(ϕ)
2 + rd(ϕ) dimS.
This definition satisfies (P4) as well with analogous results as for the complexity measure complC for
direct and inverse embeddings. The `2-norm of ranks is less sensitive to rank-anisotropy than the
representation complexity complC(ϕ). Note that both complexity measures reflect the cost of representing
a function with tensor networks, not the cost of performing arithmetic operations, where frequently an
additional power of r is required (e.g., ∼ r3 or higher).
3.3.4. Complexity Measure: Sparse Representation Complexity. Finally, for a function ϕ = Rb,d,S,r(v) ∈
Φb,d,S,r, we consider a complexity measure that takes into account the sparsity of the tensors v =
(v1, . . . , vd+1),
compl(v) = complS(v) :=
d+1∑
ν=1
‖vν‖`0 ,(3.13)
where ‖vν‖`0 is the number of non-zero entries in the tensor vν . By analogy with neural networks
(see Remark 3.1), this corresponds to the number of non-zero weights for sparsely connected neural
networks. We define the corresponding set as
ΦSn :=
{
ϕ ∈ Φb,d,S,r : d ∈ N, r ∈ Nd, complS(ϕ) ≤ n
}
.(3.14)
We can show the set ΦSn satisfies (P4). For that, we need the following two lemmas.
Lemma 3.11. Assume S is closed under b-adic dilation and dimS <∞. Let ϕ = Rb,d,S,r(v) ∈ Φb,d,S,r
with r = (rν)
d
ν=1. For d¯ > d, there exists a representation ϕ = Rb,d¯,S,r(v) ∈ Φb,d¯,S,r with r = (r¯ν)d¯ν=1
such that r¯ν = rν for 1 ≤ ν ≤ d and r¯ν ≤ max{dimS, b} dimS for d < ν ≤ d¯, and
complS(v) ≤ b complS(v) + (d¯− d)b2(dimS)3.
Proof. See Appendix B. 
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Lemma 3.12 (Sum of Sparse Representations). Let ϕA = Rb,d,S,rA(vA) ∈ Φb,d,S,rA and ϕB =
Rb,d,S,rB (vB) ∈ Φb,d,S,rB . Then, ϕA + ϕB admits a representation ϕA + ϕB = Rb,d,S,r(v) ∈ Φb,d,S,r
with rν = r
A
ν + r
B
ν for 1 ≤ ν ≤ d, and
complS(ϕA + ϕB) ≤ complS(v) ≤ complS(vA) + complS(vB).
Proof. See Appendix B. 
Lemma 3.13 (ΦSn satisfies (P4)). Let S be closed under b-adic dilation and dimS <∞. Then, the set
ΦSn as defined in (3.14) satisfies (P4) with c = b+ 1 + b2(dimS)3.
Proof. Let ϕA, ϕB ∈ ΦSn with ϕA = Rb,dA,S,rA(vA) ∈ Φb,dA,S,rA and ϕB = Rb,dB ,S,rB (vB) ∈ Φb,dB ,S,rB
and w.l.o.g. dA ≤ dB. From Lemmas 3.11 and 3.12, we know that ϕA + ϕB admits a representation
ϕA + ϕB = Rb,dB ,S,r(v) at level dB with
complS(v) ≤ b complS(vA) + complS(vB) + (dB − dA)b2(dimS)3
≤ (b+ 1 + b2(dimS)3)n,
which ends the proof. 
3.3.5. Necessity of (P4). We could consider replacing n with n2 in (P4), i.e.,
Φn + Φn ⊂ Φcn2 .(3.15)
This implies that Aαq as defined in Definition 3.4 is no longer a vector space. The statements about
Jackson and Bernstein inequalities as well as the relation to interpolation and smoothness spaces is no
longer valid as well.
One could try to recover the linearity of Aαq by modifying Definition 3.4. In Definition 3.4 we measure
algebraic decay of En (f). Algebraic decay is compatible with (P4) that in turn ensures A
α
q is a vector
space. We could reverse this by asking: what type of decay behavior is “compatible” with (3.15) in the
sense that the corresponding approximation class would be a linear space? We can introduce a growth
function γ : N→ R+ with limn γ(n) =∞ and define an approximation class Aγ∞ of Φ = (Φn)n∈N0 as
Aγ∞ :=
{
f ∈ X : sup
n≥1
γ(n)En−1 (f) <∞
}
.
With some elementary computations one can deduce that if the growth function is of the form
γ(n) := 1 + ln(n),
then (3.15) implies Aγ∞ is closed under addition. However, functions in Aγ∞ have too slowly decaying
errors for any practical purposes such that we do not intend to analyze this space further.
We could instead ask what form of (P4) would be compatible with a growth function such as
γ(n) := exp(anα),
for some a > 0 and α > 0, i.e., classes of functions with exponentially decaying errors. In this case we
would have to require c = 1 in (P4), i.e.,
Φn + Φn ⊂ Φn,
in other words, Φn is a linear space.
These considerations suggest that preserving (P4) in its original form is necessary to exploit the full
potential of classical approximation theory while preserving some flexibility in defining Φn. Thus, we
only consider definitions of compl(·) that preserve (P4).
3.4. Approximation Spaces of Tensor Networks. We denote by ΦNn , ΦCn and ΦSn the approximation
set Φn asscociated with the measures of complexity complN , complC and complS respectively. Then,
we define three different families of approximation classes
Nαq (X) := A
α
q (X, (Φ
N
n )n∈N),(3.16)
Cαq (X) := A
α
q (X, (Φ
C
n)n∈N),(3.17)
Sαq (X) := A
α
q (X, (Φ
S
n)n∈N),(3.18)
with α > 0 and 0 < q ≤ ∞. Below, we will show that these approximation classes are in fact
approximation spaces and we will then compare these spaces.
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3.4.1. Approximation Classes are Approximation Spaces. We proceed with checking if ΦNn , ΦCn and ΦSn
satisfy properties (P1)–(P6). In particular, satisfying (P1)–(P4) will imply that the corresponding
approximation classes are quasi-normed Banach spaces. The only property – other than (P4) – that is
not obvious, is (P6). This is addressed in the following Lemma for ΦNn and ΦCn.
Lemma 3.14 (ΦNn and ΦCn satisfy (P6)). Let 1 < p < ∞ and let S ⊂ Lp be a closed subspace. Then,
ΦNn and ΦCn are proximinal in Lp for any n ∈ N. Moreover, if S is finite-dimensional, the above holds
for 1 ≤ p ≤ ∞.
Proof. See Appendix B. 
As the following example shows, we cannot in general guarantee (P6) for ΦSn .
Example 3.15. Suppose b ≥ 3 and dimS ≥ 3. Take two linearly independent vectors v, w ∈ Rb and
f, g ∈ S. For any N ∈ N, set
ϕN := (w +Nv)⊗ (v + 1
N
w)⊗ f + v ⊗ v ⊗ (g −Nf),
and
ϕ := v ⊗ v ⊗ g + v ⊗ w ⊗ f + w ⊗ v ⊗ f.
Then, the following holds (see [24, Proposition 9.10 and Remark 12.4]).
(i) For the canonical tensor rank, we have r(ϕN ) = 2 for any N ∈ N and r(ϕ) = 3.
(ii) As we will see in Lemma 3.22, ϕN ∈ ΦS6b+2 dimS for any N ∈ N and ϕ ∈ ΦS9b+3 dimS. Moreover,
this complexity is minimal for both functions.
(iii) For N →∞, ϕN → ϕ in any norm.
In other words, ES6b+2 dimS(ϕ) = 0, even though ϕ 6∈ ΦS6b+2 dimS.
Remark 3.16. (P6) is required for showing that the approximation spaces Aαq are continuously embed-
ded into interpolation spaces, see [14, Chapter 7, Theorem 9.3]. Since inverse embeddings for Nαq , C
α
q
and Sαq hold only in very restricted cases, property (P6) is not essential for our work and the majority
of our results. As a side note, (P6) does not hold for ReLU or RePU networks as was discussed in [23].
We now derive the main result of this section.
Theorem 3.17 (Properties of ΦNn , ΦCn and ΦSn). Let 0 < p ≤ ∞, S ⊂ Lp be a closed subspace that is
also closed under b-adic dilation and dimS <∞. Then,
(i) ΦNn and ΦCn and ΦSn satisfy (P1) – (P4).
(ii) If 1 ≤ p ≤ ∞, then ΦNn , ΦCn additionally satisfy (P6).
(iii) If 1 ≤ p <∞ and if S contains the constant function one, ΦNn , ΦCn and ΦSn additionally satisfy
(P5).
Proof. (P1) – (P3) are obvious and (P4) follows from Lemmas 3.6, 3.8 and 3.13, that yields (i). (iii)
follows from the fact that ⋃
n∈N
Φn =
⋃
d∈N
⋃
r∈Nd
Φb,d,S,r =
⋃
d∈N
Vb,d,S = Vb,S ,
and from Theorem 2.25. Finally, (ii) follows from Lemma 3.14. 
Theorem 3.17 (i) implies that the approximation classes Nαq (L
p), Cαq (L
p) and Sαq (X) are quasi-
normed vector spaces that satisfy the Jackson and Bernstein inequalities.
3.4.2. Comparing Approximation Spaces. For comparing approximation spaces Nαq (L
p), Cαq (L
p) and
Sαq (L
p), we first provide some relations between the sets ΦNn , ΦCn and ΦSn .
Proposition 3.18. For any n ∈ N,
ΦCn ⊂ ΦSn ⊂ ΦNn ⊂ ΦCb dimS+bn2 .
Proof. See Appendix B. 
From Proposition 3.18, we obtain7
7Compare to similar results obtained for RePU networks in [23, Section 3.4].
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Theorem 3.19. For any α > 0, 0 < p ≤ ∞ and 0 < q ≤ ∞, the classes Nαq (Lp), Cαq (Lp) and Sαq (Lp)
satisfy the continuous embeddings
Cαq (L
p) ↪→ Sαq (Lp) ↪→ Nαq (Lp) ↪→ Cα/2q (Lp).
3.5. About The Canonical Tensor Format. We conclude by comparing tensor networks with the
canonical tensor format
Tr(Vb,d,S) = {f ∈ Vb,d,S : r(f) ≤ r},
which is the set of tensors that admit a representation
f(i1, . . . , id, y) =
r∑
k=1
wk1(i1) . . . w
k
d(id)g
k
d+1(y), g
k
d+1(y) =
dimS∑
q=1
wq,kd+1ϕq(y),
with wν ∈ Rb×r for 1 ≤ ν ≤ d and wd+1 ∈ RdimS×r. The canonical tensor format can be interpreted as
a shallow sum-product neural network (or arithmetic circuit), see [12].
We let Rb,d,S,r be the map from (Rb×r)d × RdimS×r := Pb,d,S,r to Vb,d,S which associates to a set of
tensors (w1, . . . , wd+1) the tensor f = Rb,d,S,r(w1, . . . , wd+1) as defined above. We introduce the sets of
functions
Φb,d,S,r = T
−1
b,d Tr(Vb,d,S),
which can be parametrized as follows:
Φb,d,S,r = {ϕ = Rb,d,S,r(w) : w ∈ Pb,d,S,r}, Rb,d,S,r = T−1b,d ◦Rb,d,S,r.
For ϕ ∈ Vb,S , we let
r(ϕ) = min{r(f) : f ∈ Vb,d(ϕ),S , ϕ = T−1b,d (f)}.
We introduce as a natural complexity measure the representation complexity
complR(ϕ) = bd(ϕ)r(ϕ) + r(ϕ) dimS,
define the sets
ΦRn = {ϕ ∈ Φb,d,S,r : d ∈ N, r ∈ N, complR(ϕ) ≤ n},
and consider the corresponding approximation classes
Rαq (L
p) = Aαq (L
p, (ΦRn )n∈N),
with α > 0 and 0 < q ≤ ∞. We start by showing that ΦRn satisfies (P1)-(P3) and (P5) (under some
assumptions), but not (P4).
Lemma 3.20 (ΦRn satisfies (P1)-(P3) and (P5)). Let 1 ≤ p ≤ ∞ and S ⊂ Lp be a finite-dimensional
space. Then ΦRn satisfies (P1)-(P3). Moreover, if S contains the constant function one, ΦRn satisfies
(P5) for 1 ≤ p <∞.
Proof. (P1)-(P3) are obvious. (P5) follows from the fact that⋃
n∈N
ΦRn =
⋃
d∈N
⋃
r∈N
Φb,d,S,r =
⋃
d∈N
Vb,d,S = Vb,S ,
and from Theorem 2.25. 
Lemma 3.21 (ΦRn does not satisfy (P4)). Let 1 ≤ p ≤ ∞ and S ⊂ Lp be a finite-dimensional subspace
which is closed under b-adic dilation and such that r(Tb,d(ϕ)) = 1 for any ϕ ∈ S and d ∈ N. Then, ΦRn
satisfies
(i) ΦRn + ΦRn ⊂ ΦR3n2,
(ii) there exists no constant c > 1 such that ΦRn + ΦRn ⊂ ΦRcn.
Proof. See Appendix B. 
Lemma 3.22. For any n ∈ N, it holds ΦRn ⊂ ΦSn .
Proof. See Appendix B. 
Corollary 3.23. For any α > 0 and 0 < q ≤ ∞,
Rαq (L
p) ⊂ Sαq (Lp).
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4. Tensor Networks as Neural Networks – The Role of Tensorization
The tensorization of functions is a milestone allowing the use of tensor networks for the approximation
of multivariate functions. In this section, we interpret tensorization as a non-standard and powerful
featuring step which can be encoded in a neural network with a non-classical architecture. Then, we
discuss the role of this particular featuring.
4.1. Tensorization as Featuring. When applying t−1b,d to the input variable x, we create d + 1 new
variables (i1, ..., id, y) defined by
iν = σ(b
νx), σ(t) = btcmod b,
1 ≤ ν ≤ d, and
y = σ˜(bdx), σ˜(t) = t− btc,
see Figure 4 for a graphical representation of functions σ and σ˜. Then for each 1 ≤ ν ≤ d, we create
(a) σ (b) σ˜
Figure 4. Functions σ and σ˜
b features δjν (iν), 0 ≤ jν ≤ b − 1, and we also create m + 1 features ϕk(y) = yk from the variable y
(or other features for S different from Pm).8 Figure 5 provides an illustration of these features and of
products of these features. Finally, tensorization can be seen as a featuring step with a featuring map
Φ : [0, 1)→ Rbd(m+1)
which maps x ∈ [0, 1) to a (d+ 1)-order tensor
Φ(x)j1,...,jd+1 = δj1(σ(bx)) . . . δjd(σ(b
dx))σ˜(bdx)jd+1 .
A function ϕ ∈ Vb,d,m is then represented by ϕ(x) =
∑
j Φ(x)jaj , where a is a (d + 1)-order tensor
with entries associated with the bd(m + 1) features. When considering for a a full tensor (not rank-
structured), it results in a linear approximation tool which is equivalent to spline approximation. Note
that functions represented on Figures 5c and 5d are obtained by summing many features Φ(x)j1,...,jd+1 .
However, these functions, which have rank-one tensorizations, can be represented with a rank-one tensor
a in the feature tensor space, and thus can be encoded with very low complexity within our nonlinear
approximation tool.
Increasing d means considering more and more features, and is equivalent to refining the discretisa-
tion. At this point, tensorization is an interpretation of a univariate function as a multivariate function,
but it is also an alternative way to look at discretization.
8For m = 0, the extra variable y is not exploited. For m = 1, we only consider the variable y and for m > 1, we exploit
more from this variable.
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(a) δ0(σ(b
3x)) (b) σ˜(b4x)
(c) δ0(b
3x)σ˜(b4x) (d) δ1(σ(bx))δ0(σ(b
3x))δ0(b
7x)
Figure 5. Representation of some features and their products for b = 2.
4.2. Encoding Tensorization with a Neural Network. The tensorization step can be encoded as
a three-layer feedforward neural network with a single intput x and bd(m + 1) outputs corresponding
to the entries of Φ(x). The variables (i1, ..., id, y) can be seen as the output of a first layer with
d + 1 neurons, which corresponds to the application of a linear map x 7→ (b, b2, . . . , bd, bd)x to the
input variable x, followed by a component-wise application of the activation function σ (for the first
d neurons) or σ˜ (for the last neuron). Noting that δjν (iν) = 1[0,1)(iν − jν), the variable δjν (iν) can
be seen as the output of a neuron which applies the activation function t 7→ 1[0,1)(t) to a shift of the
input iν . The variables y
k correspond to the ouputs of a classical power unit with input y. Therefore,
the resulting variables δjν (iν) (1 ≤ ν ≤ d, 0 ≤ jν ≤ b − 1) and yk (0 ≤ k ≤ m) are the outputs of
a second layer with bd + (m + 1) neurons, using the activation function t 7→ 1[0,1)(t) (for the first bd
neurons) or classical power activation functions y 7→ yk for the last m + 1 neurons. The third layer
corresponds to a product pooling layer which creates new variables that are products of d+ 1 variables
{δj1(i1), . . . , δjd(id), ϕjd+1(y)}.
The approximation tool considered in this work then corresponds to neural networks with three
first layers implementing the particular featuring map Φ followed by a tensor network or sum-product
network (with recurrent network architecture). Note that, if instead of using a sum-product network
we take a simple linear combination of the outputs of the third layer, we end up with a neural network
implementing classical splines with degree m and bd knots.
4.3. The Role of Tensorization. Another featuring (which is rather straight-forward) would have
consisted in taking new variables (or features) xj,k = (b
dx− j)k1Ij (x) = xk1[0,1)(bdx− j), 0 ≤ k ≤ m,
0 ≤ j < bd, where Ij is the interval [bdj, bd(j+ 1)). This also leads to (m+ 1)bd features. This featuring
step can be encoded with a two-layer neural network, the first layer with bd neurons implementing affine
transformations x 7→ bdx − j followed by the application of the activation function t 7→ t1[0,1)(t), and
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a second layer with bd(m + 1) neurons that apply classical power activation functions to the outputs
of the first layer. When considering a simple linear combination of the outputs of this two-layer neural
network, we also end up with classical fixed knot spline approximation.
Both featuring (or tensorization) methods can be encoded with feed-forward neural networks, and
both methods lead to a linear feature space corresponding to classical spline approximation. One may
ask what is the interest of using the very specific feature map Φ? In fact, the use of the particular feature
map Φ, which is related to multi-resolution analysis, allows to further exploit sparsity or low-rankness
of the tensor when approximating functions from smoothness spaces, and probably other classes of
functions. It is well known that the approximation class of splines of degree m ≥ r − 1 is the Sobolev
space W r,p. Therefore, whatever the featuring used, the approximation class of the resulting linear
approximation tool (taking linear combinations of the features) is the Sobolev space Wm+1,p. We will
see in Part II [2] that (near-)optimal performance is achieved by the proposed approximation tool for
a large range of smoothness spaces for any fixed m (including m = 0), at the price of letting d grow (or
equivalently the depth of the tensor networks) to capture higher regularity of functions. When working
with a fixed m, exploiting low-rank structures will then be crucial.
This reveals that the power of the approximation tool considered in this work comes from the
combination of a particular featuring step (the tensorization step) and the use of tensor networks.
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Appendix A. Proofs for Section 2
Proof of Lemma 2.6. We have
tb,d¯(i1, . . . , id¯, y) =
d¯∑
k=1
ikb
−k + b−d¯y =
d∑
k=1
ikb
−k +
d¯−d∑
k=1
ik+db
−k−d + b−d¯y =
d∑
k=1
ikb
−k + b−dz,
with z =
∑d¯−d
k=1 ik+db
−k + b−(d¯−d)y = tb,d¯−d(id+1, . . . , id¯, y), which proves the first statement. Then
consider an elementary tensor v = v1 ⊗ . . .⊗ vd ⊗ g ∈ Vb,d, with vk ∈ RIb and g ∈ R[0,1). We have
Tb,d¯ ◦ T−1b,d v(i1, . . . , id¯, y) = v(t−1b,d ◦ tb,d¯(i1, . . . , id¯, y))
= v(i1, . . . , id, tb,d¯−d(id+1, . . . , id¯, y))
= v1(i1) . . . vd(id)g(tb,d¯−d(id+1, . . . , id¯, y))
= v1(i1) . . . vd(id)Tb,d¯−dg(id+1, . . . , id¯, y)
= (v1 ⊗ . . .⊗ vd ⊗ (Tb,d¯−dg))(id+1, . . . , id¯, y),
which proves the second property. The last property simply follows from Tb,d ◦ T−1b,d¯ = (Tb,d¯ ◦ T−1b,d )−1 =
(id{1,...,d} ⊗ Tb,d¯−d)−1 = id{1,...,d} ⊗ T−1b,d¯−d. 
Proof of Lemma 2.9. f is identified with a tensor in Vβ⊗Vβc with Vβ ∈ (RIb)⊗#β and Vβc = Vb,d−#β.
We have Uminβc (f) = {(ϕβ⊗idβc)f : ϕβ ∈ (Vβ)′} with (Vβ)′ the algebraic dual of Vβ (see [15, Corollary
2.19]). Then for any basis {ϕjββ : jβ ∈ I#βb } of (Vβ)′, we have Uminβc (f) = span{(ϕ
jβ
β ⊗idβc)f : jβ ∈ I#βb }.
We conclude by introducing the particular basis ϕ
jβ
β = δjβ , with δjβ = ⊗ν∈βδjν ∈ RI
#β
b , and by noting
that (δjβ ⊗ idβc)f = f(jβ, ·) ∈ Vβc . 
Proof of Lemma 2.11. For any set β ⊂ {1, . . . , d+1} and any partition β = γ∪α, the minimal subspaces
from Definition 2.8 satisfy the hierarchy property (see [24, Corollary 6.18]) Uminβ (f) ⊂ Uminγ (f) ⊗
Uminα (f), from which we deduce that rβ(f) ≤ rγ(f)rα(f). Then for 1 ≤ ν ≤ d− 1, by considering γ =
{1, . . . , ν} and α = {ν+1}, we obtain rν+1(f) ≤ rν(f)r{ν+1}(f), where r{ν+1}(f) = dimUmin{ν+1}(f) ≤ b,
which yields the first inequality. By considering γ = {ν + 1} and α = {ν + 2, . . . , d + 1}, we obtain
rν(f) = r{ν+1,...,d+1}(f) ≤ r{ν+1}(f)r{ν+2,...,d+1}(f) = r{ν+1}(f)rν+1(f) ≤ brν+1(f), that is the second
inequality. 
Proof of Lemma 2.12. We have from Lemma 2.9 that
T−1b,d−ν(U
min
{ν+1,...,d+1}(f
d)) = span{T−1b,d−ν(fd(j1, . . . , jν , ·)) : (j1, . . . , jν) ∈ Iνb },
where fd(j1, . . . , jν , ·) ∈ Vb,d−ν is a partial evaluation of fd along the first ν dimensions. We note that
T−1b,d−ν(f
d(j1, . . . , jν , ·)) = ((id{1,...,ν} ⊗ T−1b,d−ν)fd)(j1, . . . , jν , ·)
= (Tb,ν ◦ T−1b,d fd)(j1, . . . , jν , ·) = fν(j1, . . . , jν , ·),
where the second equality results from Lemma 2.6. The result then follows from Lemma 2.9 again. 
Proof of Proposition 2.14. Subsets of the form J ×A, with A a Borel set of [0, 1) and J = ×dk=1Jk with
Jk ⊂ Ib, 1 ≤ k ≤ d, form a generating system of the Borel σ-algebra of Idb × [0, 1). The image of such a
set J ×A through tb,d is
⋃
j∈J Aj , where Aj1,...,jd = b
−d(j +A) with j =
∑d
k=1 jkb
d−k. Then
λ(tb,d(J×A)) = λ(
⋃
j∈J
Aj) = #Jb
−dλ(A) = #J1 . . .#Jdb−dλ(A) = µb(J1) . . . µb(Jd)λ(A) = µb,d(J×A).
Then, we conclude on Tb,d by noting that it is a linear bijection (Proposition 2.3) which preserves
measurability. 
Lemma A.1. Let S be a closed subspace of Lp, 1 ≤ p ≤ ∞. The norm ‖ · ‖p is a reasonable crossnorm
on (`p(Ib)
⊗d ⊗ S.
Proof. Let vk ∈ `p(Ib), 1 ≤ k ≤ d, and g ∈ S. For p <∞, we have
‖v1 ⊗ . . .⊗ vd ⊗ g‖pp =
∑
i1∈Ib
. . .
∑
id∈Ib
|v1(i1)|p . . . |vd(id)|pb−d
∫ 1
0
|g(y)|pdy = ‖v1‖p`p . . . ‖vd‖p`p‖g‖pp,
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and for p =∞,
‖v1 ⊗ . . .⊗ vd ⊗ g‖∞ = max
i1∈Ib
|v1(i1)| . . .max
id∈Ib
|vd(id)| ess sup
y
|g(y)| = ‖v1‖`∞ . . . ‖vd‖`∞‖g‖∞,
which proves that ‖ · ‖p is a crossnorm. Then, consider the dual norm ‖ϕ‖∗p = sup‖f‖≤1 |ϕ(f)| over the
algebraic tensor space (`p(Ib)
∗)⊗d ⊗ S∗, where V ∗ stands for the continuous dual of a space V . For
(v, ψ) ∈ `p(Ib) × `p(Ib)∗, we consider the duality pairing ψ(v) = b−1
∑b−1
k=0 ψkvk, such that `
p(Ib)
∗ =
`q(Ib) with 1/p + 1/q = 1. Consider φ ∈ S∗ and ϕν ∈ `p(Ib)∗, 1 ≤ ν ≤ d. To prove that ‖ · ‖p is a
reasonable crossnorm, we have to prove that
‖ϕ1 ⊗ . . .⊗ ϕd ⊗ φ‖∗p ≤ ‖ϕ1‖`q . . . ‖ϕd‖`q‖φ‖∗p,
with ‖φ‖∗p = supf∈S,‖f‖p≤1 φ(f). Let ϕ = ϕ1 ⊗ . . . ⊗ ϕd ∈ (`p(Ib)∗)⊗d = `q(Idb ). For j ∈ Idb , we
let δj = δj1 ⊗ . . . ⊗ δjd ∈ `p(Idb ). Any f ∈ Vb,d,S admits a representation f =
∑
j∈Idb δj ⊗ gj where
gj = f(j1, . . . , jd, ·) ∈ Lp, and
|(ϕ1 ⊗ . . .⊗ ϕd ⊗ φ)(f)| = |ϕ(
∑
j∈Idb
δjφ(gj)| = |ϕ(v)|
where v ∈ `p(Idb ) is a tensor with entries v(j) = φ(gj). Also,
|ϕ(v)| ≤ ‖ϕ‖∗`p‖v‖`p ≤ ‖ϕ‖`q‖φ‖∗p‖w‖`p ,
where w ∈ `p(Idb ) is a tensor with entries w(j) = ‖gj‖p = ‖f(j1, . . . , jd, ·)‖p. From Theorem 2.15, we
have ‖w‖`∞ = maxj∈Idb ‖f(j1, . . . , jd, ·)‖∞ = ‖f‖∞, and for p <∞
‖w‖p`p = b−d
∑
j∈Idb
|w(j)|p = b−d
∑
j∈Idb
‖f(j1, . . . , jd, ·)‖pp = ‖f‖pp.
Therefore, |(ϕ1⊗ . . .⊗ϕd⊗φ)(f)| ≤ ‖ϕ‖`q‖φ‖∗p‖f‖p. We conclude by noting that ‖ · ‖`q is a crossnorm
on `q(Idb ) = `
q(Ib)
⊗d, so that ‖ϕ‖`q(Idb ) = ‖ϕ1‖`q . . . ‖ϕd‖`q . 
Proof of Lemma 2.22. By definition, the result is true for d = 1. The result is then proved by induction.
Assume that for all f ∈ S, f(b−d(· + k)) ∈ S for all k ∈ {0, . . . , bd − 1}. Then for f ∈ S, consider the
function f(b−d−1(·+k)) with k ∈ {0, . . . , bd+1−1}. We can write k = bk′′+k′ for some k′ ∈ {0, . . . , b−1}
and k′′ ∈ {0, . . . , bd − 1}. Then for any x ∈ [0, 1),
f(b−d−1(x+ k)) = f(b−d(b−1(x+ k′) + k′′)) = g(b−1(x+ k′))
for some g ∈ S, and g(b−1(x+ k′)) = h(x) for some h ∈ S. Therefore f(b−d−1(·+ k)) = h(·) ∈ S, which
ends the proof. 
Proof of Proposition 2.23. For f ∈ S, we have (Tb,1f)(i1, ·) = f(b−1(· + i1)). Then from Lemma 2.22,
we have (Tb,1f)(i1, ·) ∈ S, which implies f ∈ Vb,1,S . Now assume f ∈ Vb,d,S for d ∈ N, i.e. Tb,df =
fd ∈ Vb,d,S . Then fd(i1, . . . , id, ·) ∈ S and from Lemma 2.22, fd(i1, . . . , id, b−1(id+1 + ·)) ∈ S. Then
using Lemma 2.6, we have that fd(i1, . . . , id, b
−1(id+1 + ·)) = f ◦ tb,d(i1, . . . , id, tb,1(id+1, ·)) = f ◦
tb,d+1(i1, . . . , id+1, ·), which implies that (Tb,d+1f)(i1, . . . , id+1, ·) ∈ S, and therefore f ∈ Vb,d+1,S . 
Proof of Proposition 2.24. Since 0 ∈ Vb,d,S for any d, we have 0 ∈ Vb,S . For f1, f2 ∈ Vb,S , there
exists d1, d2 ∈ N such that f1 ∈ Vb,d1,S and f2 ∈ Vb,d2,S . Letting d = max{d1, d2}, we have from
Proposition 2.23 that f1, f2 ∈ Vb,d,S , and therefore cf1 + f2 ∈ Vb,d,S ⊂ Vb,S for all c ∈ R, which ends the
proof. 
Proof of Theorem 2.25. The set of simple functions over [0, 1) is dense in Lp([0, 1)) for 1 ≤ p < ∞
(see, e.g., [9, Lemma 4.2.1]). Then, it remains to prove that Vb,S is dense in the set of simple functions
over [0, 1). Consider a simple function f =
∑n−1
i=0 ai1[xi,xi+1) 6= 0, with 0 = x0 < x1 < . . . < xn = 1,
and ‖f‖pp =
∑n−1
i=0 |ai|p(xi+1 − xi). Let xdi = b−dbbdxic, 0 ≤ i ≤ n, and consider the function fd =∑n−1
i=0 ai1[xdi ,xdi+1)
which is such that fd ∈ Vb,d,S . Then, noting that xd0 = x0 = 0 and xdn = xn = 1, it
holds
f − fd =
n−1∑
i=0
ai(1[xi,xi+1) − 1[xdi ,xdi+1)) =
n−1∑
i=0
ai(1[xdi+1,xi+1)
− 1[xdi ,xi)) =
n−2∑
i=0
(ai − ai+1)1[xdi+1,xi+1).
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Then, noting that 0 ≤ xi − xdi ≤ b−d for all 0 < i < n, we have
‖f − fd‖pp =
n−2∑
i=0
|ai − ai+1|p(xi+1 − xdi+1) ≤ 2pb−d
n−1∑
i=0
|ai|p = 2pb−d‖f‖pp
(
min
0≤i≤n−1
(xi+1 − xi)
)−1
,
so that ‖f − fd‖p → 0 as d→∞, which ends the proof. 
Proof of Lemma 2.27. (i) If f ∈ S, from Proposition 2.23, we have f ∈ Vb,ν,S for any ν, so that
rν,ν(f) ≤ dimS. Then, using Corollary 2.13, we have rν,d(f) = rν,ν(f) ≤ dimS. The other bound
rν,d(f) ≤ bν results from Lemma 2.26.
(ii) The fact that f ∈ Vb,d¯,S follows from Proposition 2.23. Then, from Corollary 2.13, we have that
rν,d¯(f) = rν,ν(f) for all 1 ≤ ν ≤ d¯. For 1 ≤ ν ≤ d, Corollary 2.13 also implies rν,ν(f) = rν,d(f) and we
obtain the desired inequality from Lemma 2.26. For ν > d, we note that rν,ν(f) = dimU
min
{ν+1}(Tb,νf).
From Proposition 2.23, we know that Tb,νf ∈ Vb,ν,S for ν ≥ d, so that Umin{ν+1}(Tb,νf) ⊂ S and rν,ν(f) ≤
dim(S). The other bound rν,d¯(f) ≤ bν results from Lemma 2.26. 
Proof of Lemma 2.29. Let {φl}1≤l≤dimS be a basis of S, such that for g ∈ Lp, IS(g) =
∑dimS
l=1 φlσl(g),
with σl a linear map from L
p to R. For f ∈ Lp, and x ∈ [b−dj, b−d(j + 1)),
Ib,d,Sf(x) =
dimS∑
l=1
φl(b
dx− j)σl(f(b−d(j + ·)).
We have f(b−d(j + ·) = f(j1, . . . , jd, ·), with j =
∑d
k=1 b
d−kjk and f = Tb,df , so that
Tb,d(Ib,d,Sf)(j1, . . . , jd, y) =
dimS∑
l=1
φl(y)σl(f(j1, . . . , jd, ·)).
For f = ϕ1 ⊗ . . . ϕd ⊗ g, using the linearity of σl, we then have
Tb,d(Ib,d,S(T−1b,d f))(j1, . . . , jd, y) = ϕ1(j1) . . . ϕd(jd)(
dimS∑
l=1
φl(y)σl(g)) = ϕ1(j1) . . . ϕd(jd)IS(g)(y),
which proves (2.14). 
Appendix B. Proofs for Section 3
Proof of Proposition 3.5. (ii). Let ϕA, ϕB ∈ Φn with ϕA ∈ Vb,dA,S , ϕB ∈ Vb,dB ,S and w.l.o.g. dB ≥ dA.
Set rA := rmax(ϕA) and rB := rmax(ϕB). Then,
compl(ϕA + ϕB) ≤ bdA(max(rA,dimS) + rB)2 + (max(rA,dimS) + rB) dimS
≤ 2bdAr2B + 4bdAr2A + 4bdA(dimS)2 + rA dimS + rB dimS + (dimS)2
≤ [4 + 4(dimS)2 + dimS]n+ 4n2 ≤ [8 + 4(dimS)2 + dimS]n2.
(i). Let W0 denote the principal Branch of the Lambert W function. Take n ∈ N large enough such
that
dA :=
⌊
1
ln(b)
W0
[
n
ln(b)
2 max {b,dimS}
]⌋
≥ 2, dA :=
⌊
n− dimS
b
⌋
≥ 2
Pick a full-rank function ϕA ∈ Vb,dA,S such that r2A := r2max(ϕA) = b
2
⌊
dA
2
⌋
. Then,
compl(ϕA) ≤ bdAbdA + b
dA
2 dimS ≤ 2 max {b,dimS} dAbdA ≤ n,
by the choice of dA and the properties of the Lambert W function.
Pick any ϕB ∈ Vb,dB ,S with rB := rmax(ϕB) = 1 and dB = dA, so that compl(ϕB) = bdB+dimS ≤ n.
Then, ϕA, ϕB ∈ Φn. On the other hand, rA ≥ rB and from [28] we can estimate the Lambert W
function from below as
W0
[
n
ln(b)
2 max {b,dimS}
]
≥ ln
[
n
ln(b)
2 max {b,dimS}
]
− ln ln
[
n
ln(b)
2 max {b,dimS}
]
30
M. Ali, A. Nouy Part I: Approximation Spaces of Tensor Networks.
Then
compl(ϕA + ϕB) ≥ bdAr2A + rA dimS
≥ b
(
n− dimS
b
− 1
)(
b
1
ln(b)
W0
[
n
ln(b)
2 max{b,dimS}
]
−1
)
=
(
n− dimS
b
− 1
)(
n
ln(b)
2 max {b,dimS}
)[
ln
(
n
ln(b)
2 max {b,dimS}
)]−1
,
The leading term in the latter expression is
ln(b)
2bmax {b,dimS}n
2
[
ln
(
n
ln(b)
2 max {b,dimS}
)]−1
.
This cannot be bounded by cn for any c > 0 and thus (i) follows. 
Proof of Lemma 3.6. Let ϕA, ϕB ∈ ΦNn with dA := d(ϕA), dB := d(ϕB), rA := rA(ϕA), rB := rB(ϕB)
and w.l.o.g. dA ≤ dB. Then using Lemma 2.27,
complN (ϕA + ϕB) ≤
dB∑
ν=1
(rAν + r
B
ν ) ≤
dA∑
ν=1
rAν + (dB − dA) dimS +
dB∑
ν=1
rBν
≤ complN (ϕA) + complN (ϕB)(1 + dimS) ≤ (2 + dimS)n.

Proof of Lemma 3.8. Let ϕA, ϕB ∈ ΦCn with dA := d(ϕA), dB := d(ϕB), rA := rA(ϕA), rB := rB(ϕB)
and w.l.o.g. dA ≤ dB. Then
complC(ϕA + ϕB) ≤ b(rA1 + rB1 ) +
dB∑
k=2
b(rAk−1 + r
B
k−1)(r
A
k + r
B
k ) + (r
A
dB
+ rBdB ) dimS
= brA1 +
dA∑
k=2
brAk−1r
A
k + r
A
dA
dimS︸ ︷︷ ︸
N1
+ brB1 +
dB∑
k=2
brBk−1r
B
k + br
B
dB
dimS︸ ︷︷ ︸
N2
+
dA∑
k=1
brAk−1r
B
k + br
B
k−1r
A
k︸ ︷︷ ︸
N3
+
dB∑
k=dA+1
brAk−1r
A
k︸ ︷︷ ︸
N4
+ (rAdB − rAdA) dimS︸ ︷︷ ︸
N5
+
dB∑
k=dA+1
brAk−1r
B
k + br
B
k−1r
A
k︸ ︷︷ ︸
N6
.
Since ϕA, ϕB ∈ ΦCn, we have N1 = complC(ϕA) ≤ n and N2 = complC(ϕB) ≤ n. Then, using
Lemma 2.11, we have
N3 ≤b
( dA∑
k=2
(rAk−1)
2
)1/2( dA∑
k=2
(rBk )
2
)1/2
+ b
( dA∑
k=2
(rBk−1)
2
)1/2( dA∑
k=2
(rAk )
2
)1/2
≤b
( dA∑
k=2
brAk−1r
A
k
)1/2( dA∑
k=2
brBk−1r
B
k )
2
)1/2
+ b
( dA∑
k=2
brBk−1r
B
k
)1/2( dA∑
k=2
brAk−1r
A
k
)1/2
≤2b complC(ϕA)1/2 complC(ϕB)1/2 ≤ 2bn.
If dA = dB, we have N4 = N5 = N6 = 0. If dA < dB, using Lemma 2.27, we have
N4 ≤ (dimS)2b(dB − dA) ≤ (dimS)2 complC(ϕB) ≤ n(dimS)2,
N5 ≤ (dimS)2 ≤ (dimS) complC(ϕA) ≤ n dimS,
N6 ≤ (dimS)
( dB∑
k=dA+1
brBk + br
B
k−1
) ≤ 2(dimS) complC(ϕB) ≤ 2n dimS.
Thus, putting all together
complC(ϕA + ϕB) ≤ [(dimS)2 + 3 dimS + 2b+ 2]n,
and (P4) is satisfied with c := (dimS)2 + 3 dimS + 2b+ 2. 
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Proof of Lemma 3.11. We have the representation
Tb,d(ϕ)(i1, . . . , id, y) =
r1∑
k1=1
· · ·
rd∑
kd=1
dimS∑
q=1
vk11 (i1) · · · vkd−1,kdd (id)vkd,qd+1ϕq(y).
Then, from Lemma 2.6,
Tb,d¯(ϕ)(i1, . . . , id¯, y)
=
r1∑
k1=1
· · ·
rd∑
kd=1
dimS∑
q=1
vk11 (i1) · · · vkd−1,kdd (id)vkd,qd+1Tb,d¯−d(ϕq)(id+1, . . . , id¯, y)
=
r1∑
k1=1
· · ·
rd∑
kd=1
dimS∑
q=1
b∑
jd+1=1
vk11 (i1) · · · vkd−1,kdd (id) vkd,qd+1δjd+1(id+1)︸ ︷︷ ︸
v¯
kd,(q,jd+1)
d+1 (id+1)
Tb,d¯−d(ϕq)(jd+1, id+2, . . . , id¯, y),
where v¯d+1 ∈ Rb×rd×(b dimS). Since S is closed under b-adic dilation, we know from Lemma 2.27 that
rν(ϕq) ≤ dimS for all ν ∈ N. Let l = d¯ − d and first assume l ≥ 2. Then, Tb,d¯−d(ϕq) admits a
representation
Tb,d¯−d(ϕq)(jd+1, id+2, . . . , id¯, y)
=
dimS∑
α1=1
. . .
dimS∑
αl=1
dimS∑
p=1
wq,α11 (jd+1)w
q,α1,α2
2 (id+2) . . . w
q,αl−1,αl
l (id¯)w
q,αl,p
l+1 ϕp(y)
=
dimS∑
α2=1
. . .
dimS∑
αl=1
dimS∑
p=1
wq,α21,2 (jd+1, id+2) . . . w
q,αl−1,αl
l (id¯)w
q,αl,p
l+1 ϕp(y)
with wq,α21,2 (jd+1, id+2) =
∑dimS
α1=1
wq,α11 (jd+1)w
q,α1,α2
2 (id+2). Then,
Tb,d¯−d(ϕq)(jd+1, id+2, . . . , id¯, y)
=
dimS∑
α2,q2=1
. . .
dimS∑
αl,ql=1
dimS∑
p=1
δq,q2w
q,α2
1,2 (jd+1, id+2)︸ ︷︷ ︸
v¯
(q,jd+1),(q2,α2)
d+2 (id+2)
. . . δql−1,qlw
ql−1,αl−1,αl
l (id¯)︸ ︷︷ ︸
v¯
(ql−1,αl−1),(ql,αl)
d¯
(id¯)
wql,αl,pl+1︸ ︷︷ ︸
v¯
(ql,αl),p
d¯+1
ϕp(y)
with v¯d+2 ∈ Rb×(b dimS)×(dimS)2 , v¯ν ∈ Rb×(dimS)2×(dimS)2 for d+ 3 ≤ ν ≤ d¯, and v¯d¯+1 ∈ R(dimS)
2×dimS .
Then, we have ϕ ∈ Rb,d¯,S,r(v) with v = (v¯1, . . . , vd, v¯d+1, . . . , v¯d¯+1), with v¯ν defined above for ν > d,
and r¯ν = rν for ν ≤ d, r¯d+1 = bdimS, and r¯ν = (dimS)2 for d+1 < ν ≤ d¯. From the definition of v¯ν , we
easily deduce that ‖v¯d+1‖`0 = b‖vd+1‖`0 , ‖v¯d+2‖`0 ≤ b2(dimS)2, ‖v¯ν‖`0 ≤ b(dimS)3 for d+ 3 ≤ ν ≤ d¯,
and ‖v¯d¯+1‖`0 ≤ (dimS)3. Then, for l = d¯− d ≥ 2, we obtain
complS(v) =
d+1∑
ν=1
‖v¯ν‖`0 +
d¯+1∑
ν=d+2
‖v¯ν‖`0 ≤ b complS(v) + b2(dimS)2 + b(dimS)3(d¯− d− 2) + (dimS)3.
For l = 1, we have a representation
Tb,d¯−d(ϕq)(jd+1, y) =
dimS∑
p=1
v¯
(q,jd+1),p
d+2 ϕp(y)
with v¯d+2 ∈ R(b dimS)×dimS such that v¯(q,jd+1),pd+2 =
∑dimS
α1=1
wq,α11 (jd+1)ϕ
q,α1,p
2 . Then, for l = 1, ϕ ∈
Rb,d¯,S,r(v) with v = (v¯1, . . . , vd, v¯d+1, v¯d¯+2), and
complS(v) ≤ b complS(v) + b(dimS)2 = b complS(v) + b(dimS)2(d¯− d).
For any l ≥ 1, we then deduce
complS(v) ≤ b complS(v) + b2(dimS)3(d¯− d).

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Proof of Lemma 3.12. ϕA and ϕB admit representations
Tb,d(ϕC)(i1, . . . , id, y) =
rC1∑
k1=1
· · ·
rCd∑
kd=1
dimS∑
q=1
vC,k11 (i1) · · · vC,kd−1,kdd (id)vC,kd,qd+1 ϕq(y),
with C = A or B. Then, ϕA + ϕB admit the representation
Tb,d(ϕA + ϕB)(i1, . . . , id, y) =
rA1 +r
B
1∑
k1=1
· · ·
rAd +r
B
d∑
kd=1
dimS∑
q=1
vk11 (i1) · · · vkd−1,kdd (id)vkd,qd+1ϕq(y),
with vk11 = v
A,k1
1 if 1 ≤ k1 ≤ rA1 and vk11 = vB,k11 if rA1 < k1 ≤ rA1 + rB1 ,
vkν−1,kνν =

vA,kν−1,kν if 1 ≤ kν−1, kν ≤ rA1
vB,kν−1,kν if rA1 < kν−1, kν ≤ rA1 + rB1
0 elsewhere,
and vkd,qd+1 = v
A,kd,q
d+1 if 1 ≤ kd ≤ rA1 and vkd,qd+1 = vB,kd,qd+1 if rA1 < kd ≤ rA1 + rB1 . From the above, we deduce
that ‖vC‖`0 ≤ ‖vA‖`0 + ‖vB‖`0 , so that
complS(v) =
d+1∑
ν=1
‖vC‖`0 ≤ complS(v) ≤ complS(vA) + complS(vB).

Proof of Lemma 3.14. The norm defined in Theorem 2.15 is a reasonable crossnorm (see Lemma A.1)
and thus, in particular, not weaker than the injective norm on Vb,d,S . Thus, by [24, Lemma 8.6]
T T r (Vb,d,S) for r ∈ Nd is a weakly closed subset of Lp. Moreover, the set Φn, with either Φn = ΦNn
or ΦCn, is a finite union of the sets T T r (Vb,d,S) for different d ∈ N and r ∈ Nd. Since finite unions of
closed sets (in the weak topology) are closed, it follows that Φn is weakly closed in L
p, and a fortiori,
Φn is also closed in the strong topology. Since L
p is reflexive for 1 < p < ∞ and Φn is weakly closed,
Φn is proximinal in L
p (see [24, Theorem 4.28]).
Now consider that S is finite-dimensional. There exists d such that Φn ⊂ Vb,d,S and Vb,d,S is finite-
dimensional. Since Φn is a closed subset of a finite-dimensional space Vb,d,S , it is proximinal in L
p for
any 1 ≤ p ≤ ∞. 
Proof of Proposition 3.18. Consider a function 0 6= ϕ ∈ Vb,S and let d = d(ϕ) and r = r(ϕ). We have
complN (ϕ) =
d∑
ν=1
rν ≤ br1 +
d∑
rν=2
brν−1rν + bdimS = complC(ϕ),
which implies ΦCn ⊂ ΦNn . Also
complC(ϕ) ≤ br1 + b(
d−1∑
ν=1
r2ν)
1/2(
d∑
ν=2
r2ν)
1/2 + bdimS ≤ br1 + b(
d−1∑
ν=1
rν)(
d∑
ν=2
rν) + bdimS
≤ b(
d∑
ν=1
rν)
2 + bdimS = b complN (ϕ)
2 + bdimS,
which yields ΦNn ⊂ ΦCb dimS+bn2 . Also, we clearly have complS(ϕ) ≤ complC(ϕ), which implies ΦCn ⊂
ΦSn . Now consider any tensor network v ∈ Pb,d,S,r such that ϕ = Rb,d,S,r(v), with d(ϕ) ≤ d and
r(ϕ) ≤ r. We have that r1(ϕ) ≤ dim{vk11 (·) ∈ Rb : 1 ≤ k1 ≤ r1} ≤ ‖v1‖`0 and for 2 ≤ ν ≤ d,
rν(ϕ) ≤ dim{v·,kνν (·) ∈ Rb×rν−1 : 1 ≤ kν ≤ rν} ≤ ‖vν‖`0 . Therefore
complN (ϕ) =
d∑
ν=1
rν(ϕ) ≤
d∑
ν=1
‖vν‖`0 ≤ complS(v).
The inequality being true for any tensor network v such that ϕ = Rb,d,S,r(v), we deduce complN (ϕ) ≤
complS(ϕ), which yields ΦSn ⊂ ΦNn . 
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Proof of Lemma 3.21. (i). Consider ϕA, ϕB ∈ ΦRn , and let dA = d(ϕA), dB = d(ϕB), rA = r(ϕA) and
rB = r(ϕB). Assume w.l.o.g. that dA ≤ dB. The function ϕA admits a representation
Tb,dAϕA(i1, . . . , idA , y) =
rA∑
k=1
wA,k1 (i1) . . . w
A,k
d (id)w
A,k
d+1(y),
and
Tb,dBϕA(i1, . . . , idB , y) =
rA∑
k=1
wA,k1 (i1) . . . w
A,k
d (id)Tb,dB (w
A,k
d+1)(y).
From the assumption on S, we have Tb,dB (w
A,k
d+1) of rank 1, so that r(Tb,dBϕA) ≤ rA. We easily deduce
that r(ϕA+ϕB) ≤ rA+rB and complR(ϕA+ϕB) ≤ bdB(rA+rB)+(rA+rB)bdimS ≤ 2n+brA(dB−dA) ≤
2n+ n2 ≤ 3n2.
(ii). The proof idea is analogous to Proposition 3.5: we take a rank-one tensor ϕB ∈ ΦRn such that
dB ∼ n and a full-rank tensor ϕA ∈ ΦRn with dA < dB such that rA ∼ bdA ∼ n. Then, as in
Proposition 3.5, complR(ϕA + ϕB) ∼ n2. 
Proof of Lemma 3.22. Let ϕ ∈ ΦRn , d = d(ϕ), r = r(ϕ). The function ϕ admits a representation
Tb,dϕ(i1, . . . , id, y) =
r∑
k=1
dimS∑
q=1
wk1(i1) . . . w
k
d(id)w
q,k
d+1ϕq(y).
Letting v1 = w1, vd+1 = wd+1 and vν ∈ Rb×r×r such that vkν−1,kνν = δkν−1,kνwkνν for 2 ≤ ν ≤ d, and
letting r = (r, . . . , r) ∈ Nd, we have
Tb,dϕ(i1, . . . , id, y) =
r∑
k1=1
. . .
r∑
kd=1
dimS∑
q=1
vk1 (i1) . . . w
kd−1,kd
d (id)w
q,kd
d+1ϕq(y),
which proves that Tb,dϕ ∈ Φb,d,S,r with
complS(ϕ) =
d+1∑
ν=1
‖vν‖`0 =
d+1∑
ν=1
‖wν‖`0 ≤ brd+ r dimS = complR(ϕ) ≤ n,
that is ϕ ∈ ΦSn . 
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