Let ∆ be a finite set of nonzero linear forms in several variables with coefficients in a field K of characteristic zero. Consider the K-algebra R(∆) of rational functions on V which are regular outside α∈∆ ker α. Then the ring R(∆) is naturally doubly filtered by the degrees of denominators and of numerators. In this paper we give an explicit combinatorial formula for the Poincaré series in two variables of the associated bigraded vector space R(∆). This generalizes the main theorem of [8] .
Introduction and main results
Let V be a vector space of dimension ℓ over a field K of characteristic zero. Let V * be the dual space of V . Suppose that ∆ is a finite subset of nonzero elements of V * . We assume that no two vectors of ∆ are proportional. Let S = S(V * ) be the symmetric algebra of V * . Then S may be regarded as the ring of polynomial functions on V . of R. Here the notation T K stands for the K-vector subspace of R spanned by a subset T of R. Agree that R p q = 0 if either p < 0 or q < 0. Then we have a double filtration on R:
· · · ⊇ R p q ⊇ R p−1 q ⊇ . . . and · · · ⊇ R p q ⊇ R p q−1 ⊇ . . . . The vector space R p q can be considered, roughly speaking, as the space of the homogeneous rational functions expressible as sums of fractions with numerators of degree p and denominators of degree q where p and q are the smallest possible. Since each R p q is finite-dimensional, one can define the Poincaré series
Define
Then A(∆) is a (central) arrangement of hyperplanes [3] 
By Theorem 1.2 and the factorization theorem (Theorem 4.2) in [7] , we may easily show the following Corollary 1.3. If A(∆) is a free arrangement with exponents (d 1 , · · · , d ℓ ) [7] [3, Definitions 4.15, 4.25] , then
In particular, one has Corollary 1.4. When A(∆) is the set of reflecting hyperplanes of any (real or complex) reflection group with exponents (d 1 , · · · , d ℓ ), [3, Definitions 6.22] , then
Then ∆ gives the root system of type A ℓ−1 . The corresponding reflection arrangement A(∆) is a braid arrangement with exponents (0, 1, . . . , ℓ − 1) [3, Example 4.32]. So, by Corollary 1.4, we have
For instance, when ℓ = 3, we have
(3p + 2q + 1)s p t q = 1 + (3s + 3t) + (6s 2 + 6st + 5t 2 ) + (10s 3 + 9s 2 t + 8st 2 + 7t 3 )
Since the coefficient of st 2 is equal to 8, the space R 1 2 is eight-dimensional. Actually we can easily verify by direct computation that the classes of
form a basis for R 1 2 . This implies that an arbitrary element ϕ of R 1 2 can be uniquely expressed as a K-linear combination of these eight rational functions modulo R 0 2 + R 1 1 . For example, when
ϕ is decomposed into partial fractions as
Remark 1.6. The specializations of Poin(R(∆), s, t) at s = 0 and t = 0 have been known:
is isomorphic to the vector space of homogeneous polynomials of degree p in ℓ variables, we have p R p 0 ≃ S and thus
of R(∆) was studied and the formula
was obtained in [7, Theorem 1.4]. (The proof of this formula in [7] heavily depends on [1] and [4] .) So we have 
Proof. At first, we prove the injectivity of κ.
Next we prove the surjectivity of κ. Let p ≥ 0 and q ≥ 0. Define
It is sufficient to show that κ p q is surjective for p, q ∈ Z. If either p or q is negative, then R p q = 0 and there is nothing to prove. We will prove R p q = Image(κ p q ) for p + q ≥ 0 by an induction on p + q. When p = q = 0, π 0
So η ∈ ker π p q = R p−1 q + R p q−1 ⊆ Image(κ p q ) by the induction assumption. We thus have
which implies that κ p q is surjective.
In the course of the proof of Proposition 2.1, we have already proved the following 
Then
The following proposition is in [7, Proposition 2.1]:
Then The following result is in [7, Theorem 1.4]:
Define I(X) := {f ∈ S | f | X ≡ 0}, i.e., I(X) is the prime ideal of S generated by the polynomial functions vanishing on X. Let S X := S/I(X). Let S p denote the degree p homogeneous part of S. Then S = p≥0 S p . Define S p X := S p /S p ∩ I(X).
Lemma 3.4. For p ≥ 0, q ≥ 0, and X ∈ L, suppose that h 1 , h 2 , . . . , h m ∈ C q,X are linearly independent over K and f 1 , f 2 , . . . , f m ∈ S p . Then the following three conditions are equivalent:
(1) Each f i belongs to the ideal I(X),
Proof. Suppose that dim X = k. Choose a basis x 1 , x 2 , . . . , x ℓ for V * such that X = V (x k+1 , . . . , x ℓ ). Let
which is a homogeneous polynomial of degree q|∆ X | − q.
Since I(X) q|∆X |−q+1 is primary and ∆/ ∆ X ∈ I(X), one has
Recalling that each f ′ i lies in K[x 1 , · · · , x k ] and deg
We may deduce that
, · · · , x ℓ ] are linearly independent over K and thus over K[x 1 , · · · , x k ] also. Therefore f i ∈ I(X) for each i. 
where f ∈ S p and ε ∈ E q (∆) ∩ E X (∆). Then τ p q,X is injective for each X ∈ L. Proof. Let ε ∈ E q (∆) ∩ E X (∆). Note that ε generates the ideal I(X). If f belongs to S p ∩ I(X), then
by Lemma 3.4. This implies that the map τ p q,X is well-defined. Choose a K-basis h 1 , h 2 , . . . h m for C q,X . Then an arbitrary element ϕ ∈ S p X ⊗ C q,X can be expressed as
By Lemma 3.4, one has f i ∈ I(X) for each i. Therefore ϕ = 0 and thus τ p q,X is injective.
Proposition 3.6. Define R p q,X := Image(τ p q,X ). Then we have
Proof. An arbitrary element ϕ ∈ R p q can be expressed as
with deg(f i ) = p and deg(g i ) = q. Thus we have
Suppose that X∈L φ X = 0 in R p q where φ X ∈ R p q,X . We will prove φ X = 0 for each X. Fix X ∈ L. Choose a K-basis h 1 , h 2 , . . . , h m for C q,X . Write
we have
By Lemma 3.4, one has f i ∈ I(X) for each i. Thus
Proofs
In this section we prove Theorem 1. 
Combining these with Proposition 3.3, we have
Let Der be the S-module of derivations : Der = {θ | θ : S → S is a K-linear derivations}.
Then Der is naturally isomorphic to S K V . Define D(∆) = {θ ∈ Der | θ(α) ∈ αS for any α ∈ ∆}, which is naturally an S-submodule of Der. We say that the arrangement A(∆) is free if D(∆) is a free S-module [3, Definition 4.15 ]. An element θ ∈ D(∆) is said to be homogeneous of degree p if θ(x) ∈ S p for all x ∈ V * .
When A(∆) is a free arrangement, let θ 1 , · · · , θ ℓ be a homogeneous basis for D(∆). The ℓ nonnegative integers deg θ 1 , · · · , deg θ ℓ are called the exponents of A(∆). Then one has (1 + d i t). 
