We construct a category of quantum polynomial functors which deforms Friedlander and Suslin's category of strict polynomial functors. The aim of this paper is to develop the basic structural properties of this category. We construct quantum Schur and Weyl functors and show that quantum divided powers form projective generators for the category of quantum polynomial functors of degree d. Using this result we prove that the category of quantum polynomial functors is braided, and give a new and streamlined proof of quantum (GL(m), GL(n)) duality, along with other results in quantum invariant theory.
Introduction
The category P of strict polynomial functors was introduced by Friedlander and Suslin in their study of the cohomology of finite group schemes [FS] . In this work, we define a new category P q of quantum polynomial functors, which deforms Friedlander and Suslin's category. The aim of this paper is to develop the basic properties of this category, analogous to those of P, and show that this category provides the framework for a functorial approach to the representation theory of the quantum general linear group. We apply these ideas to give a new approach to the invariant theory of quantum general linear groups.
We now describe the contents of the paper in more detail. In Section 2 we set up the basics of quantum linear algebra which we use throughout. Given two Hecke pairs (V, R V ) and (W, R W ) we associate a "rectangular Schur space" S(V, W ; d). The main result of this section is Proposition 2.4 which states that this space is isomorphic to the space of maps Hom H d (V ⊗d , W ⊗d ), where H d is the Iwahori-Hecke algebra of type A. We also recall the algebra of quantum m × n matrices O q (M m,n ).
In Section 3 we define the category P d q of quantum polynomial functors of degree d over k, where q ∈ k × and k is a field. Objects in P d q are functors Γ d q V → V, where V is the category of finite dimensional vector spaces over k, and Γ d q V is the category with objects natural numbers and morphisms given by
In Proposition 3.3, we show that there is another equivalent definition of quantum polynomial functors using quantum matrices. We use this to define a Frobenius twist functor (−) (1) : P d → P dℓ q , where q is an ℓ-th root of unity and ℓ > 1 is odd. In Section 4 we prove our main theorem (Theorem 4.7) which describes projective generators of P d q . This uses a finite generation property for quantum polynomial functors, which we prove in Proposition 4.5.
In Section 5 we prove that P q is a braided category. We make crucial use of Theorem 4.7 to show that the R-matrices of the quantum general linear group are suitably functorial, and thereby define a braiding on P q . We also show that the braiding behaves well under the duality functor (Proposition 5.6 ). In Section 6 we introduce quantum Schur/Weyl functors in P q and we show that they are dual to each other in Theorem 6.5. We also use them to describe the simple objects in P q .
Finally in Section 7 we specialize to the case when q is generic and study the invariant theory of GL q (n). We use Theorem 4.7 to give an easy proof of the duality between GL q (m) and GL q (n). We also formulate and derive the equivalence of this duality to the quantum first fundamental theorem and Jimbo-Schur-Weyl duality. We remark that quantum (GL(m), GL(n))-duality is due to Zhang [Zh] and Phúng [Ph] . (Zhang also derives Jimbo-Schur-Weyl duality from (GL q (m), GL q (n))-duality.) The quantum FFT that we prove first appears in [GLR] with a much more complicated proof. (Other versions of the quantum FFT appear in [Ph] and [LZZ] .) We remark also that our approach to quantum invariant theory applies to the other settings where a theory of strict polynomial functors has been constructed (cf. Remark 7.4).
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Quantum linear algebra 2.1 Hecke pairs
We fix a field k and an element q ∈ k × . Let V denote that category of finite dimensional vector spaces over k. Let H d be the Iwahori-Hecke algebra of type A: it is the k-algebra generated by T 1 , T 2 , ..., T d−1 subject to the relations:
(T i − q)(T i + q −1 ) = 0.
(2.1.1)
For V ∈ V a Hecke operator is a linear operator R : V ⊗2 → V ⊗2 such that (i) R satisfies the Yang-Baxter equation, i.e. the following equation holds in End(V ⊗3 ):
where R 12 = R ⊗ 1 V and R 23 = 1 V ⊗ R.
(ii) R satisfies the Hecke relation (R − q)(R + q −1 ) = 0.
We call the tuple (V, R) a Hecke pair. To a Hecke pair (V, R) we associate the right module ρ d,V : H d → End(V ⊗d ) via the formula
Often we suppress R in the notation and refer to a vector space V as a "Hecke pair". In this case, the R-matrix is implicit and when necessary is denoted R V . Now consider two Hecke pairs V, W and a k-algebra C with multiplication m : C ⊗ C → C. A q-linear operator over C is a k-linear operator P : V → W ⊗ C such that the following diagram commutes:
Here P (2) is the composition:
Let T (V, W ) be the tensor algebra of Hom(V, W ), which is graded
Let I(V, W ) be the two sided ideal generated by
The ideal I(V, W ) is homogeneous
The algebra A(V, W ) is called the quantum Hom-space algebra from W to V (cf. [Ph, §3] and [HH, §3] ). It has a natural grading
where
Note that A(V, W ) 1 = Hom(V, W ) and hence the canonical map V → W ⊗Hom(W, V ) induces a linear operator
By construction δ V,W is a q-linear operator.
The following lemma shows that the quantum Hom-space is characterized by a universal property.
Lemma 2.1. Let V, W be two Hecke pairs and let Q : V → W ⊗ C be a q-linear operator over a k-algebra C. Then there exists a unique morphism of algebrasQ : A(W, V ) → C such that the following diagram commutes:
Proof. By construction of A(W, V ), a q-linear operator Q : V → W ⊗ C is in fact equivalent to a homomorphism of algebrasQ : A(W, V ) → C, and it is then easy to show diagram (2.1.4) commutes.
Given three Hecke pairs V, W, U and q-linear operators P : V → W ⊗ C and
The following lemma is easy to check.
Applying Lemma 2.1 to the q-linear operator δ W,V • δ U,W we obtain a morphism of algebras
It preserves degree, i.e. for each d ≥ 0, we have
It is given by the following composition
The following proposition generalizes [PW, Theorem 11.3 .1].
Proposition 2.4. Let V, W be Hecke pairs. Then there exists a natural isomorphism
Proof.
Similarly we define operatorsT i on Hom(W ⊗d , V ⊗d ) bÿ
.
Therefore by Lemma 2.3 we have
, whereT * i denotes the dual operator on Hom(W ⊗d , V ⊗d ) * . Now consider the non-degenerate pairing
given by X, Y := trace(Y • X). For each i we have
Therefore, under the identification Hom(V ⊗d , W ⊗d ) ∼ = Hom(W ⊗d , V ⊗d ) * induced by this pairing, ker(Ṫ i ) is identified with ker(T * i ). Hence
proving the result.
The following lemma is routine to check.
Lemma 2.5. Given three Hecke pairs V, W, U , then the following diagram commutes:
. (2.1.6)
Quantum matrices
Let V n be the vector spaces k n with standard basis e 1 , e 2 , · · · , e n . Let R n : V n ⊗V n → V n ⊗ V n be a linear operator defined as follows:
where q ∈ k. The following is well-known and easy to check (see e.g. Lemma 4.8 in [T] ).
Lemma 2.6. For any n, R n :
is a Hecke operator.
denote the quantum Hom-space algebra from (V n , R n ) to (V m , R m ). This is the algebra of quantum m × n matrices. Let {x ji } be the standard basis of Hom(V m , V n ) mapping e k → δ ik e j . The following lemma is easy.
subject to the following relations: where i > j and k > ℓ:
On generators ∆ ℓ,m,n is given by
Usually ℓ, m, n are clear from context and we omit them from the notation.
Note that the algebra
is the well-known quantum algebra of functions on n × n matrices (cf. [T, §4] ).
Our definition of quantum m × n matrices is a direct generalization of O q (M n ). In particular the ring O q (M m,n ) is a deformation of the ring of functions on the space m × n matrices over k. Indeed by the above lemma we have
be the corresponding bilinear maps. The map m n,n,n induces an algebra structure on S q (n, d) := S q (n, n; d) called the q-Schur algebra (cf. [T, §11] ).
Main definitions

Classical polynomial functors
We recall the category of strict polynomial functors.
Let S d denote the symmetric group on d letters. For any V ∈ V the symmetric group S d acts on the tensor product V ⊗d by permuting factors. For V ∈ V the d-th divided power of V is defined as the invariants
V denote the category consisting of objects V ∈ V and morphisms
We remark that this is not the definition of P d which originally appears in e.g. Friedlander and Suslin's work [FS] . In their presentation polynomial functors have both source and target the category V, and it is required that maps between Homspaces are polynomial. In the presentation we use, the polynomial condition is encoded in the category Γ d V. For details see [Kr, Ku] and references therein.
Definition of quantum polynomial functors
Note that in the above setup,
. This observation motivates our definition of quantum polynomial functors.
For any d ≥ 0, we define a category Γ d q V: it consists of objects 0, 1, 2, ... and the morphisms are defined as
A quantum polynomial functor of degree d is defined to be a linear functor
We denote by P d q the category of quantum polynomial functors of degree d. Morphisms are natural transformations of functors. Since V is abelian P d q is also an abelian category. Let P q be the category of all quantum polynomial functors,
Given M ∈ P q we denote the map on hom-spaces by M m,n : Hom
Remark 3.1. When q = 1 our construction recovers the classical category
n is an equivalence of categories, and induces an equivalence P
P q has a monoidal structure. For any M ∈ P d q and N ∈ P e q define the tensor product M ⊗ N ∈ P d+e q as follows: for any n, (M ⊗ N )(n) := M (n) ⊗ N (n) and for any m, n, the map on morphisms is given by the composition
A duality is defined on P q as follows. We first identify V m ∼ = V * m via the standard basis e i , i.e. if e * 1 , ..., e * m denotes the dual basis of V *
is given by the composition
It is straightforward to check that f ♯ is a morphism of polynomial functors. Therefore duality defines a contravariant functor ♯ : P q → P q . The following lemma is routine to check.
Lemma 3.2. Given any two quantum polynomial functors M, N , then we have a canonical isomorphism
(M ⊗ N ) ♯ ≃ M ♯ ⊗ N ♯ .
Examples
Here are some examples of quantum polynomial functors.
1. The identity functor I ∈ P 1 q is given by I(n) = V n . On morphisms it is the identity map. 2. We denote by d the d-th tensor product functor. It is given by n → V ⊗d n and on morphisms by the natural inclusion
It is also easy to see that the right action of Hecke algebra H d on V ⊗d n gives rise to endomrophisms of ⊗ d as quantum polynomial functors, i.e. for any w ∈ S d , T w : 
An equivalent characterization of quantum polynomial functors
Given a quantum polynomial functor M of degree d we get a vector space M (n) for any n ≥ 0 and for any m, n, by Proposition 2.4, we naturally get a map:
This gives rise to maps
The following proposition gives an equivalent characterization of quantum polynomial functors in terms of the quantum matrix algebra. 
such that, for any ℓ, m, n, the following diagrams commute
and for any n,
Proof. It follows from Proposition 2.4 and Lemma 2.5.
Frobenius twist
In this subsection assume that q is a primitive ℓ th root of unity, where ℓ > 1 is an odd integer. Define an algebra homomorphism
By Lemma 7.2.2 in [PW] we have that ∆ m,r,n :
Therefore the following diagrams commutes:
and
s s s s s s s s s k
Using this, we can define the Frobenius twist (−)
(1) :
Indeed given a strict polynomial functor M ∈ P d , as in the quantum case we get maps
, and on morphisms define
By Proposition 3.3 and the commutativity of the above two diagrams, M (1) is a quantum polynomial functor. The definition of (−)
(1) : P d → P ℓd q on natural transformations is straightforward.
Finite generation and the representability theorem
M is finitely generated if it is m-generated for some m.
Let i = {i 1 , ..., i r } be a set of positive integers. Define a homomorphism
by x kℓ → 1 if k = ℓ and k ∈ i, and otherwise x kℓ → 0. By restriction we get a linear map φ
where |i| is the cardinality of the set i ⊂ {1, 2, · · · , n}.
Proof. This is [FS, Lemma 2.8] .
Proof. There is a homomorphism of algebras δ :
i.e. we have the following commutative diagram:
(4.0.10)
where e i is the i-th basis in k m . Therefore the lemma follows from Lemma 4.2.
Lemma 4.4. Let i, j be sets of positive integers and consider
Proof. It suffices to show that (φ j ⊗ φ i ) • ∆ n,m,ℓ = φ i∩j , and for this it suffices to show that both sides of the equation agree on x ab ∈ O q (M n,ℓ ):
The second statement of the lemma follows immediately.
Suppose m ≥ n and choose i = {1, ..., n}. By Lemma 4.4
) is the unit element, and hence M n,n,i = 1 M(n) . Therefore M m,n,i is surjective which implies that M 
where a i ∈ Z and only finitely many are nonzero.
there exists a canonical isomorphism
Proof. We first show that given M ∈ P d q there are natural isomorphisms
Conversely, consider the map ψ :
is the identity operator. Unpackaging these definitions it is easy to see that φ is inverse to ψ, proving that Γ d,n q represents the evaluation functor. It follows that Γ d,n q is projective since the evaluation functor ev n :
For an algebra A we let Mod(A) denote the category of finitely generated left A-modules.
is a projective generator of P We now state a seriues of corollaries of Theorem 4.7. The first is well-known (cf. [BDK, p.26] ) and it is an immediate consequence. To state another corollary, we first note that the functor Γ
Indeed, by Frobenius reciprocity we have
and so (4.0.13) follows from the isomorphism which is due to Dipper-James (cf. [T, Proposition 11.5 
(4.0.14)
By Proposition 2.4, (4.0.14) induces a partition of the unit of S q (n, d) into orthogonal idempotents: 1 = 1 d , where the sum ranges over all d = (d 1 , ..., d n ) such that
Proof. There is a canonical element ι (d1,...,dn) ∈ Γ d1 q (n) ⊗ · · · ⊗ Γ dn q (n) corresponding to the inclusion Ind
). This map lands in the (d 1 , ..., d n ) weight space since f is a natural transformation. More precisely, under our identifications we have the following commutative diagram:
This diagram clearly commutes. Since both vertical maps are inclusions and the bottom map is an isomorphism by Theorem 4.7, the top map is an isomorphism.
The final corollary recovers a basic result relating the Hecke algebra and the q-Schur algebra.
Proof. By Corollary 4.9, we have Hom
..,1 is given by T w → e w(1) ⊗ e w(2) ⊗ · · · ⊗ e w(d) , for any w ∈ S d . It is easy to see that this is a bijection.
The second statement now follows from the first one using Theorem 4.7.
Braiding on P q
In this section we will use Theorem 4.7 to define a braiding on the category of quantum polynomial functors, thus showing that P q is a braided monoidal category. Observe first that if M ∈ P 
We will use the Sweedler notation to denote this coaction:
For a coalgebra C we let CoMod(C) be the category of finitely generated right Ccomodules. Now suppose we are given V ∈ CoMod(O q (m) d ) and W ∈ CoMod(O q (m) e ). Then V ⊗W ∈ CoMod(O q (m) d+e ) and there is a well-known morphism induced from the R-matrix
which is an isomorphism of O d+e q (M n )-comodules. We recall the construction of R V,W following Takeuchi [T, §12] .
and in addition σ(x ij , x ji ) = q − q −1 if i < j and σ(x ij , x kl ) = 0 otherwise. We extend σ to a braiding on O q (M n ) [T, Proposition 12.9] . This means that it is an invertible bilinear form on O q (M n ) such that for all x, y, z ∈ O q (M n ):
Here we again we use the Sweedler notation for the coproduct ∆ :
Note that R Vn,Vn = R n , where R n is defined in Section 2.2.
Lemma 5.1. Let d, e ≥ 0. Then there exists κ ∈ H d+e such that for all m ≥ 1
In particular κ = T w d,e where w d,e ∈ S d+e is given by
the following two diagrams commute:
These are well-known properties of the R-matrix, and follow from the fact that σ is a braiding. We will use these diagrams to prove the lemma by induction on d + e. If d + e = 2 then the statement is tautological. If d + e > 2 then suppose first e ≥ 2. By (5.0.15) and the inductive hypothesis we have:
where w 1 , w 2 ∈ S d+e are given by
Since w 1 w 2 = w d,e and ℓ(w 1 )+ℓ(w 2 ) = ℓ(w d,e ) (where ℓ is the usual length function), we have that T w1 T w2 = T w d,e and the result follows. In the case that e < 2 then d ≥ 2 and a similar induction applies, where one uses (5.0.16) instead of (5.0.15) . Now suppose M ∈ P d q and N ∈ P e q . Define
Theorem 5.2. R induces a braiding on the category P q . In other words, let M ∈ P Proof. We only need to show that R M,N ∈ Hom Pq (M ⊗ N, N ⊗ M ); the fact that R M,N is an isomorphism then follows immediately.
We first prove R M,N ∈ Hom Pq (M ⊗ N, N ⊗ M ) in the case where M = d and N = e . In that case we need to show that for any
commutes. Cleary we have that
In particular this is true for τ = κ, which, by Lemma 5.1, is precisely the commutativity of (5.0.17). Now, by Theorem 4.7, any M ∈ P d q is a subquotient of some copies of d . Therefore to prove the theorem in general it suffices to prove it for
In other words, we need to show that for M and N as in the previous sentence and any
the diagram commutes. This is a consequence of the commutativity of (5.0.17) and the fact that the R-matrix is compatible with restriction. In other words, given V ∈ CoMod(O q (m) d ) and W ∈ CoMod(O q (m) e ) and sub-comodules V ′ ⊂ V and
Let Ω(n, d) be the set of tuples
We denote by e I the element e i1 ⊗ e i2 ⊗ · · · ⊗ e i d ∈ V ⊗d n . We now introduce a pairing (, ) on V ⊗d n , for any I, J ∈ Ω(n, d), Proof. It can be reduced to the case d = 2. In this case, it suffices to check that for any i, j, k, ℓ, (R n (e i ⊗ e j ), e k ⊗ e ℓ ) = (e i ⊗ e j , R n (e k ⊗ e ℓ )).
This is a straightforward computation from the definition of the R-matrix R n .
Lemma 5.4. There exists a canonical isomorphism.
Proof. It easily follow from the definition of duality functor ♯.
By this lemma, we can identify
Proposition 5.5. Given any w ∈ S d , we have
Proof. It follows from Lemma 5.3 and Lemma 5.4.
The following proposition is about the compatibility between the duality functor ♯ and the braiding R.
Proposition 5.6. Given any two quantum polynomial functors M, N ∈ P q , we have
Proof. It suffices to check the following diagram commutes, 
Quantum Schur and Weyl Functors
In this section we assume q 2 = −1. In this section we define quantum Schur and Weyl functors. As in the setting of classical strict polynomial functors, these families of functors play a fundamental role, and we use them here to construct the simple objects in P q (up to isomorphism). In several key calculations in this section we appeal to theorems in [HH] .
Quantum symmetric and exterior powers
) be the set of strictly increasing tuples of integers in Ω(n, d). We denote by x IJ the monomials
Recall that we defined
where T (V n ) is the tensor algebra of V n and I(R n ) is the two-sided ideal of T (V n ), generated in degree two by R n (v ⊗ w) + q −1 w ⊗ v, for v, w ∈ V n . As usual for exterior algebras, we use ∧ to denote the product in the algebra • q (n). For any I ∈ Ω(n, d) we denote byē I the image of e I in d q (n):
Moreover we have the following basic calculus of q-wedge products:
If there exists
2. If I is strictly increasing σ ∈ S d , then
where ℓ(σ) is the length of σ.
Proof. Both parts follow easily from the definition of the q wedge products, cf. Equations (2.3),(2.4) in [HH] .
A consequence of above lemma is that
We define the following elements of H d :
In the current setting, it is convenient for us to denote the right action of H d on V ⊗d n by a dot.
Lemma 6.2. Given any tuple
Proof. Suppose first that I is strict. Let I 0 be the strictly increasing tuple such that I = I 0 · σ for a unique permutation σ ∈ S d . The following computation proves the lemma in this case:
where the first equality follows from Lemma 6.1 (2), the third and the last equalities holds because I 0 is strictly increasing and the fourth equality follows from the following fact:
Now suppose that I is not strict. Then by Lemma 6.1 (1) it is enough to show
) are strictly increasing. Then e I = e I·σ −1 T σ and
Hence to show the formula (6.1.20), we can always assume that
Note that e I ′ T a = qe I ′ . On the other hand
By the assumption that q 2 = −1, it forces e I ′ · y d = 0, and hence e I · y d = 0.
Recall also that we define the quantum symmetric power Proof. We work with the characterization of quantum polynomial functors given by Proposition 3.3. We need to check that, for any n, m, the following diagram commutes:
(6.1.21)
The quantum polynomial functor d gives rise to the bottom map, which for any I ∈ Ω(m, d), is given by
It also induces the quantum polynomial functor structure on d , and so for any m, n and for any I ∈ Ω(n, d) the top map is given bȳ
We start with an elementē I ∈ d q (m), where I is strictly increasing. In the diagram (6.1.21), if we go up-horizontal and then downward, then by Lemma 6.2,ē I is mapped to 1.22) where the last equality holds since T w is an endomorphism of the quantum polynomial functor d , and also e I · T w = e I·w . If we go downward and then down-horizontal,ē I is exactly mapped to
showing the commutativity of the diagram (6.1.21).
Proposition 6.4. There exist canonical isomorphisms
Under these identifications, we have the following equalities:
Proof. We first consider
* . By Lemma 6.1, the element (ē I ) * can be identified with
It exactly coincides with the of image ofē I after the q-antisymmetrization map
, and the q-divided power Γ 
Definition and properties of Quantum Schur and Weyl functors
Let λ = (λ 1 , ..., λ s ) be a partition. By convention our partitions have no zero parts, so λ 1 ≥ · · · ≥ λ s > 0. The size of λ is |λ| := λ 1 + · · · + λ s and the length of λ is ℓ(λ) := s. We depict partitions using diagrams, e.g. (3, 2) = . Let λ ′ denote the conjugate partition.
The canonical tableau of shape λ is the tableau with entries 1, ..., |λ| in sequence along the rows. For example 1 2 3 4 5
is the canonical tableau of shape (3, 2). Let σ λ ∈ S d be given by the column reading word of the canonical tableau. For instance, if λ = (3, 2) then σ λ = 14253 (in one-line notation). Define the following quantum polynomial functors of degree d:
and the following morphisms:
We define the quantum Schur functor S λ as the image of the composition of the following morphiphs
Define the quantum Weyl functor W λ as the image of the composition of the following morphisms:
Theorem 6.5. For any partition λ, we have a canonical isomorphism
Proof. We first note that σ λ ′ = (σ λ ) −1 . Then the theorem follows from Proposition 5.5, 6.4.
Suppose that ℓ(λ) ≤ n. Then S λ (n) is the Schur module and W λ (n) is the Weyl module of S q (n, d) (cf. Definition 6.7, Theorem 6.19, and Definition 6.21 [HH] ). Let L λ be the socle of the functor S λ ′ . Recall that this is the maximal semisimple subfunctor of S λ ′ . Proof. By Theorem 4.7, P d q ∼ = Mod(S q (n, d)) for any n ≥ d. To prove the statement it suffices to show that {L λ (n)} form a complete set of representatives for irreducible S q (n, d)-modules. This follows from Lemma 8.3 and Proposition 8.4 in [HH] .
7 Invariant theory of GL q (n)
In this section, we assume q is generic. Our aim is to show that the theory of quantum polynomial functors affords a streamlined derivation of the invariant theory of the quantum group GL q (n). Following Howe's approach to classical invariant theory (cf. [Ho] ), we first prove a quantum analog of (GL(m), GL(n)) duality. In the classical case the proof is based on a geometric argument that the matrix space is spherical. While this geometric argument fails in the quantum case, we show that (GL q (m), GL q (n)) duality is a direct consequence of the Theorem 4.7. We then show that, as in the classical case, quantum analogs of the first fundamental theorem and Schur-Weyl duality follow from (GL q (m), GL q (n)) duality.
Let O q (GL(n)) be the coordinate ring of the quantum group GL q (n). Recall that, by definition, this is the localization of O q (M n ) by the quantum determinant,
O q (GL(n)) is a Hopf algebra, and we denote its antipode by ι. For details and precise definitions see e.g. Chapter 5 of [PW] . By definition an action of GL q (n) on V is a right coaction of O q (GL(n)) on V . A representation of GL q (n) is a GL q (n)-module. A module over the q-Schur algebra S q (n, d) is naturally a representation of O q (GL(n)). By analogy with the classical setting, any representation of O q (GL(n)) coming from S q (n, d) is a polynomial representation of degree d.
By Theorem 6.6 L λ (n) is an irreducible representation GL q (n), and any irreducible representation of GL q (n) is isomorphic to L λ (n) for a unique λ such that ℓ(λ) ≤ n.
The comultiplication ∆ :
induces actions of the quantum general linear group by left and right multiplication on quantum m × n matrices:
These maps commute and preserve degree. We define
Given a representation V of GL q (n) let V * be the contragredient represenation, i.e. twist the left coaction of O q (GL(n)) on the dual space V * by the antipode ι.
Theorem 7.1 ((GL q (m), GL q (n)) duality). As a GL q (m)×GL q (n)-module we have a multiplicity-free decomposition:
where λ runs over all partitions of d such that ℓ(λ) ≤ min(m, n).
Proof. By Theorem 4.7 the category P d q is equivalent to the category Mod(S q (n, d)). Hence the category P 
where the second isomorphism follows from the natural pairing
Evaluating both sides at n yields (7.0.23) This proves the theorem, since
In analogy with the classical setting, (GL q (m), GL q (n)) duality is equivalent to quantum FFT and Jimbo-Schur-Weyl duality. We briefly mention these connections.
Given three numbers ℓ, m, n define a representation of GL q (m) on O q (M n,m ) ⊗ O q (M m,ℓ ) as follows:
In the above diagram, the downward map is given by multiplication in O q (GL(m)). Proof. First we note that for any representation V of GL q (m), by complete reducibility, we have (V * ) GLq(m) ≃ (V GLq(m) ) * . Then taking duals, by Proposition 2.4, it suffices to show that the following map is injective: (7.0.24) where GL q (m) acts diagonally on the left hand side. This follows immediately from (GL q (m), GL q (n)) duality, since by Equation 7.0.23 the above map is precisely the inclusion
Finally, consider tensor space V Proof. We will deduce this result from the quantum FFT. Indeed, applying Theorem (7.2) to the case n = m = ℓ, it follows that for any partition λ of d such that ℓ(λ) ≤ m, the following map is injective:
where µ runs over all partition of d with ℓ(µ) ≤ m. This implies that M λ is irreducible as H d -module and for any λ = µ, M λ and M µ are non-isomorphic, proving the result.
Remark 7.4.
1. One can easily show that Jimbo-Schur-Weyl duality implies (GL q (m), GL q (n) duality using Proposition 2.4. This completes the chain of equivalences, and hence the three basic theorems of quantum invariant theory ((GL q (m), GL q (n)) duality, the quantum FFT, and Jimbo-Schur-Weyl duality) are all equivalent, as in the classical case done by Howe [Ho] .
2. The approach taken here uses only basic facts about quantum polynomial functors which have analogs in other settings where a theory of strict polynomial functors, namely the classical and super cases [FS, Ax] . Therefore this approach can be used to give a new and uniform development for the classical, quantum and super invariant theories of the general linear group.
