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Abstract
This paper proves the existence of viscosity solutions of path dependent semilinear PDEs
via Perron’s method, i.e. via showing that the supremum of viscosity subsolutions is a viscosity
solution. We use the notion of viscosity solutions introduced in [9] which considers as test func-
tions all those smooth processes which are tangent in mean. We also provide a comparison result
for semicontinuous viscosity solutions, by using a regularization technique. As an interesting
byproduct, we give a new short proof for the optimal stopping problem with semicontinuous
obstacles.
1 Introduction
The recently developed theory of viscosity solutions for path dependent PDEs extends the classical
notion of viscosity solution of PDEs introduced by Crandall and Lions [6] (for an overview we
refer to [7] and [11]). Nonlinear path dependent PDEs appear in various applications, such as the
stochastic control of non-Markovian systems [10] and the corresponding stochastic differential games
[15]. They are also intimately related to the backward stochastic differential equations introduced
by Pardoux and Peng [13], and their extension to the second order in [4, 19]. Loosely speaking,
solutions of backward SDEs can be viewed as Sobolev solutions of path-dependent PDEs, and our
goal is to develop the alternative notion of viscosity solutions which is well-known to provide a
suitable wellposedness and stability theory in the Markovian case u(t, ω) = u(t, ωt).
In the recent work of Ren, Touzi and Zhang [18], the authors focus on the semilinear path
dependent PDEs and prove the comparison result for continuous viscosity solutions, in the spirit
of the work of Caffarelli and Cabre´ [3] in the context of PDEs. In [9, 18] it is also proved that
the solutions of corresponding backward SDEs are viscosity solutions, instead, we are interested
in proving the existence of viscosity solutions to semilinear path dependent PDEs by PDE-type
arguments, that is, by Perron’s method. It is worth noting that in the fully nonlinear case, one
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may no longer depend on backward SDEs for finding viscosity solutions for path dependent PDEs,
and thus the Perron method will be necessary. Although our result cannot be applied to the fully
nonlinear case directly, many arguments in this paper could be useful. Also, the Perron method is
not only useful in proving the existence of viscosity solutions, but also has applications in various
contexts, for example, the wellposedness of envelope viscosity solution (see [1]), the uniqueness of
martingale problems [5], etc. In the proof of Perron’s method, we follow the same idea as the classical
literature on viscosity solutions of PDEs, but the arguments turn out to be different and nontrivial.
It is well understood in PDE literature that the comparison result for continuous viscosity so-
lutions is not sufficient for the existence of solutions. In Perron’s method, we need a comparison
result for semicontinuous viscosity solutions. However, the argument in [18] cannot be adapted
into our context, because it is not clear whether upper semicontinuous submartingales are almost
everywhere punctually differentiable (a crucial intermediate result in [18]). In this paper, we apply
a regularization on semicontinuous viscosity solutions so as to mollify them to be continuous. Let
u be a viscosity subsolution, and un be its regularized version. A reasonable regularization should
satisfy:
un is continuous; un → u, as n→∞; un is still a viscosity subsolution.
The regularization we propose involves a backward distance for paths, is new in literature, satisfies
all the above conditions and helps to prove the comparison result. It is worth mentioning that a
regularization is probably inevitable in the study of the comparison result for fully nonlinear path
dependent PDEs. The regularization we find in this paper might shed light on the future research.
As in the previous work on the viscosity solutions of path dependent PDEs, the optimal stopping
result plays a crucial role to overcome the non-local-compactness of the path space. Since we treat
semicontinuous viscosity solutions in this paper, we need the corresponding result of optimal stopping
under nonlinear expectation for semicontinuous obstacles. In the existing literature, Kobylanski and
Quenez [12] contains the desired result but only in the case of linear expectation. Peng and Xu
studied in [14] reflected backward SDEs with L2 obstacles, and they proved a crucial intermediate
result which can lead to the optimal stopping result. However, since their main interest is reflected
backward SDEs, there is no direct theorem that we may apply. In this paper, we give a new
simple proof for the optimal stopping problem, by using the minimum condition of the Skorokhod
decomposition.
The rest of the paper is organized as follows. Section 2 introduces the often used notations.
Section 3 recalls the definition of viscosity solutions to path dependent PDEs. Section 4 presents
the main results of the paper: the comparison result of semicontinuous viscosity solutions and the
result of Perron’s method. Then Section 5 contains the proof of Perron’s method, and Section 6 is
devoted to the comparison result. Section 7 reports the proof of the optimal stopping result. Finally,
Section 8 is the appendix in which we complete some proofs.
2
2 Preliminary
Throughout this paper let T > 0 be a given finite maturity, Ω := {ω ∈ C([0, T ];Rd) : ω0 = 0}
be the set of continuous paths starting from the origin, and Θ := [0, T ] × Ω. We denote B as
the canonical process on Ω, F = {Ft, 0 ≤ t ≤ T } as the canonical filtration, T as the set of all
F-stopping times taking values in [0, T ]. Further let T + denote the subset of τ ∈ T taking values
in (0, T ], and for h ∈ T , let Th and T +h be the subset of τ ∈ T taking values in [0,h] and in (0,h],
respectively. We also denote P0 as the Wiener measure on Ω, and define the augmented filtration
by F∗ := {Ft ∨ N ; 0 ≤ t ≤ T }, where N is the collection of all P0-null sets.
Following Dupire [8], we introduce the following pseudo-distance on Θ:
‖ω‖ := sup
0≤s≤T
|ωs|, d(θ, θ
′) := |t− t′|+ ‖ωt∧ − ω
′
t′∧‖ for all θ = (t, ω), θ
′ = (t′, ω′) ∈ Θ.
We say a process valued in some metric space E is in C0(Θ, E) whenever it is continuous with
respect to d. Similarly, L0(F , E) and L0(F, E) denote the set of F -measurable random variables
and F-progressively measurable processes, respectively. We remark that C0(Θ, E) ⊂ L0(F, E), and
when E = R, we shall omit it in these notations.
In this paper, we also use another (backward) pseudo-distance on Θ:
←−
d (θ, θ′) := |t− t′|+ sup
s≥0
|ω(t−s)∨0 − ω
′
(t′−s)∨0|.
The following lemma explains the relation between d(·, ·) and
←−
d (·, ·).
Lemma 2.1 For all θ, θ′ ∈ Θ, we have
∣∣d(θ, θ′)−←−d (θ, θ′)∣∣ ≤ ρ¯(θ, |t− t′|), where ρ¯(θ, δ) := sup
|s−s′|≤δ
|ωt∧s − ωt∧s′ |. (2.1)
In particular, a function f : Θ→ R is continuous in d(·, ·) if and only if f is continuous in
←−
d (·, ·).
Proof Define ωs = 0 for s < 0. The first claim follows from the simple observation:
∣∣∣|ωt∧s − ω′t′∧s| − |ωt∧(t−t′+s) − ω′t′∧s|
∣∣∣ ≤ |ωt∧s − ωt∧(t−t′+s)| ≤ ρ¯(θ, |t− t′|).
The second claim is a trivial corollary.
For any A ∈ FT , ξ ∈ L0(FT , E), X ∈ L0(F, E), and (t, ω) ∈ Θ, define:
At,ω := {ω′ ∈ Ω : ω ⊗t ω′ ∈ A}, ξt,ω(ω′) := ξ(ω ⊗t ω′), Xt,ωs (ω
′) := X(t+ s, ω ⊗t ω′)
for all ω′ ∈ Ω, where (ω ⊗t ω
′)s := ωs1[0,t](s) + (ωt + ω
′
s−t)1(t,T ](s), 0 ≤ s ≤ T.
Following the standard arguments of monotone class, we have the following simple results.
Lemma 2.2 Let 0 ≤ t ≤ s ≤ T and ω ∈ Ω. Then At,ω ∈ Fs−t for all A ∈ Fs, ξt,ω ∈ L0(Fs−t, E)
for all ξ ∈ L0(Fs, E), Xt,ω ∈ L0(F, E) for all X ∈ L0(F, E), and τ t,ω − t ∈ Ts−t for all τ ∈ Ts.
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We consider the semilinear path dependent PDE:
− Lu(θ) − F (·, u, ∂ωu)(θ) = 0, where Lu := ∂tu+
1
2
∂2ωωu. (2.2)
Introduce a family of probability measure:
P :=
{
Pµ :
dPµ
dP0
= exp
( ∫ T
0
µtdBt −
1
2
∫ T
0
µ2t dt
)
, for some µ ∈ L0(F,Rd), ‖µ‖ ≤ L
}
,
where L is a constant. Then the corresponding nonlinear expectations are defined as:
EL[·] := sup
P∈P
E
P[·], EL[·] := inf
P∈P
E
P[·].
3 Definition of viscosity solution for path dependent PDEs
As showed in [17, 18], we may define viscosity solutions via semijets. Define the following space of
measurable processes:
L1(PL) :=
{
X ∈ L0(F) : EL
[
sup
s≤T−t
|Xθs |
]
<∞ for all θ = (t, ω) ∈ Θ
}
.
Definition 3.1 (Semijets) For u ∈ L1(PL), the subjet and superjet of u at θ are defined as:
J
L
u(θ) :=
{
(α, β) ∈ R× Rd : u(θ) = max
τ∈Th
EL[u
θ
τ − ατ − βBτ ], for some h ∈ T
+
}
;
J Lu(θ) :=
{
(α, β) ∈ R× Rd : u(θ) = min
τ∈Th
EL[u
θ
τ − ατ − βBτ ], for some h ∈ T
+
}
.
Definition 3.2 (Viscosity solution) Let u ∈ L1(PL). Then,
(i) u is a viscosity subsolution (resp. supersolution) of the path dependent PDE (2.2), if for all
θ ∈ Θ, and (α, β) ∈ J
L
u(θ) (resp. J Lu(θ)), it holds that
−α− F (θ, u(θ), β) ≤ (resp. ≥) 0.
(ii) u is a viscosity solution of the path dependent PDE (2.2), if u is both a viscosity subsolution
and a viscosity supersolution.
Remark 3.3 The definition of viscosity solutions depends on the constant L. In [18], the authors
give the name as PL-viscosity sub-/super-solutions. For the simplification of notations, we simply
call them viscosity sub-/super-solutions in this paper.
4 Main results
4.1 Comparison result for semicontinuous viscosity solutions
In [18], a comparison result is proved for continuous viscosity solutions. In this paper, we provide
an extension to semicontinuous viscosity solutions, which plays an important role in the Perron
approach.
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Assumption 4.1 The generator function F (θ, y, z) satisfies the following assumptions.
(i) F is uniformly Lipschitz continuous in (y, z), i.e. there exists a constant L such that
|F (·, y, z)− F (·, y′, z′)| ≤ L|y − y′|+ L|z − z′|.
(ii) There exists F 0 ∈ C0(Θ) such that |F (·, 0, 0)| ≤ F 0.
(iii) There exists a function ρF : (θ, x, y) ∈ Θ×R×R −→ R such that ρF is continuous in (θ, x, y)
and non-decreasing in γ, ρF (θ, 0, y) = 0 for all (θ, y) ∈ Θ× R, and
|F (θ, y, ·)− F (θ′, y, ·)| ≤ ρF
(
θ, d(θ, θ′), y
)
, for all θ, θ′ ∈ Θ.
Our comparison result is based on the following consequence of Theorem 4.1 in Ren, Touzi and
Zhang [18].
Theorem 4.2 Let Assumption 4.1 (i) and (ii) hold true, and u, v ∈ C0(Θ) be bounded viscosity
subsolution and supersolution of path dependent PDE (2.2), respectively. If uT ≤ vT , then u ≤ v on
Θ.
Remark 4.3 The comparison result in [18] is established fo continuous viscosity subsolutions and
supersolutions which do not need to be bounded, but satisfy some integrability condition. In As-
sumption 4.1, the first two are the same as the assumption in [18], while (iii) is the extra assumption
for the comparison result of semicontinuous viscosity solutions.
Definition 4.4 A function u : Θ→ R belongs to USCb (resp. LSCb), if u is bounded and satisfies
u(θ) ≥ lim
d(θ,θ′)→0
u(θ′) (resp. ≤ lim
d(θ,θ′)→0
u(θ′)).
We will prove in Section 6 that
Theorem 4.5 Let Assumption 4.1 hold true, and u ∈ USCb(Θ), v ∈ LSCb(Θ) be viscosity subso-
lution and supersolution of path dependent PDE (2.2), respectively. If uT ≤ vT , then u ≤ v on
Θ.
Remark 4.6 The argument of proving the comparison result for continuous viscosity solutions in
[18] cannot be adapted directly to our context, because it is not clear whether a USC submartingale
is almost everywhere punctually differentiable (see the definition in [18]). Our strategy is to apply
a regularization so as to introduce continuous approximations which are still viscosity sub-/super-
solutions, and then we apply the comparison result for continuous viscosity solutions. Let u be a
viscosity subsolution, and un be its regularized version. A reasonable regularization should satisfy:
un is continuous; un → u, as n→∞; un is still a viscosity subsolution.
The regularization introduced in Section 6.1 satisfies all above conditions, and helps to prove the
comparison result.
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4.2 Existence via Perron’s method
Due to Proposition 3.14 in [10], we may equivalently study the existence of viscosity solution for
the equation corresponding to the change of variable: u˜t := e
−Ltut. It follows from the Lipschitz
property of the nonlinearity F in y that we may assume without loss of generality that F is increasing
in y.
Assumption 4.7 The generator function F (θ, y, z) satisfies (i) of Assumptions 4.1 and:
(i) F is continuous in θ.
(ii) F is non-decreasing in y.
For a function w on Θ, we define its USC and LSC envelops:
w∗(θ) := lim
d(θ,θ′)→0
w(θ′) and w∗(θ) := lim
d(θ,θ′)→0
w(θ′).
We will prove in Section 5 that:
Theorem 4.8 Let Assumption 4.7 and the comparison result of Theorem 4.5 hold true. Assume
further that there is a viscosity subsolution u ∈ USCb(Θ) and a supersolution v ∈ LSCb(Θ) of
Equation (2.2) which satisfy the boundary condition (u∗)T = v
∗
T = ξ. Denote
D :=
{
φ : φ ∈ USCb(Θ) is a viscosity suboslution of Equation (2.2) and u ≤ φ ≤ v
}
.
Then u(θ) := sup{φ(θ) : φ ∈ D} is a continuous viscosity solution of Equation (2.2), and satisfies
the boundary condition uT = ξ.
5 Perron’s method
We will prove in the following subsections the two propositions:
Proposition 5.1 u∗ ∈ USCb(Θ) is a viscosity subsolution of Equation (2.2).
Proposition 5.2 u∗ ∈ LSCb(Θ) is a viscosity supersolution of Equation (2.2).
Then the comparison result allows to complete the proof.
Proof of Theorem 4.8 Since u ≥ u, we have u∗ ≥ u∗, in particular, (u∗)T ≥ ξ. On the other
hand, since u ≤ v, we have u∗ ≤ v∗, in particular, u∗T ≤ ξ. Therefore, u
∗
T ≤ (u∗)T , and it follows
from the comparison result that u∗ ≤ u∗. We conclude that u∗ = u = u∗, and thus u is a bounded
continuous viscosity solution of Equation (2.2).
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5.1 Some useful lemmas
As in [9, 17, 18], the optimal stopping result is crucial in the current theory of viscosity solution
to path dependent PDE. As we are going to treat semicontinuous viscosity solutions, we need an
optimal stopping result for semicontinuous obstacles.
Definition 5.3 (i) A random variable X is EL-uniformly integrable if
lim
A→∞
EL
[
|X |; |X | ≥ A
]
→ 0.
(ii) A family of random variables {Xα} is EL-uniformly integrable if
lim
A→∞
sup
α
EL
[
|Xα|; |Xα| ≥ A
]
→ 0.
One may easily prove the following two lemmas.
Lemma 5.4 (Dominated convergence) Let Xn be a sequence of r.v.’s such that {Xn}n is EL-
uniformly integrable, and Xn → 0, P0-a.s. Then we have limn→∞ EL
[
|Xn|
]
= 0.
Lemma 5.5 (Fatou’s lemma) Let Xn be a sequence of bounded r.v.’s. Then we have
lim
n→∞
EL
[
Xn
]
≤ EL
[
lim
n→∞
Xn
]
.
Denote by T∗ the set of all F∗-stopping times
Theorem 5.6 (Optimal stopping for semicontinuous obstacle) Let X be an F∗-progressively
measurable process such that
(i) X is upper semicontinuous (u.s.c.) in t, P0-a.s.;
(ii) suptX
+
t is EL-uniformly integrable;
(iii) X−t is EL-uniformly integrable for all t ∈ [0, T ].
Define
Y (θ) = sup
τ∈T∗
EL[X
θ
τ ]. (5.1)
Then there exits a stopping time τ∗ ∈ T∗ such that Y0 = EL[Xτ∗ ] and Xτ∗ = Yτ∗ , P0-a.s.
This theorem will be proved in Section 7. Based on Theorem 5.6, we may prove the following lemma
similar to Lemma 4.9 in [18], but concerning pathwise u.s.c. functions.
Lemma 5.7 Let u·∧h satisfy the assumptions in Theorem 5.6 and assume that u0 > EL[uh] for
some h ∈ T +. Then there exists ω∗ ∈ Ω and t∗ < h(ω∗) such that (0, 0) ∈ J
L
u(θ∗).
Proof Define the optimal stopping problem Y by (5.1) with X := u·∧h. Let τ
∗ ∈ T∗ be the optimal
stopping rule. By Theorem 5.6 we have
EL[uτ∗] = Y0 ≥ u0 > EL[uh] and P0
[
uτ∗ = Yτ∗
]
= 1,
and it follows that P0
[
uτ∗ = Yτ∗ , τ
∗ < h
]
> 0. Then there exists ω∗ ∈ Ω such that t∗ := τ∗(ω∗) <
h(ω∗) and ut∗(ω
∗) = Yt∗(ω
∗). Therefore, (t∗, ω∗) is the desired point.
The next result about semijet is useful for proving stability results.
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Lemma 5.8 Let u ∈ L0(F) be bounded, and un ∈ L0(F) be bounded and pathwise u.s.c. P0-a.s. Fix
θ ∈ Θ, and suppose that
(i) there exists a sequence {θn} ⊂ Θ such that
d(θn, θ)→ 0 and u(θ) = lim
n→∞
un(θn);
(ii) for any θ¯ ∈ Θ and any sequence {θ¯n} ⊂ Θ such that d(θ¯n, θ¯)→ 0, it holds
u(θ¯) ≥ lim
n→∞
un(θ¯n).
Then, for any (α, β) ∈ J
L
u(θ), n ∈ N and ε > 0, there exits Nn ≥ n and θˆn such that
d(θNn , θˆn) ≤
1
n
and (α+ ε, β) ∈ cl
(
J
L
uNn(θˆn)
)
.
Proof Since (α, β) ∈ J
L
u(θ), there exists h ∈ T + such that u(θ) = maxτ∈Th EL[u
θ
τ − ατ − βBτ ].
Denote hn(ω′) := h(ω′) ∧ inf{t′ : ‖ω′t′‖ >
1
n
}. Then for any ε > 0, it holds
u(θ) > EL[u
θ
hn
− (α + ε)hn − βBhn ].
Further, by (i) and (ii), we obtain
lim
m→∞
um(θm) > EL
[
lim
m→∞
(um)θ
m
hn
− (α+ ε)hn − βBhn
]
≥ lim
m→∞
EL
[
(um)θ
m
hn
− (α+ ε)hn − βBhn
]
.
Therefore, for each n, there exists Nn ≥ n such that
uNn(θNn) > EL
[
(uNn)θ
Nn
hn
− (α+ ε)hn − βBhn
]
.
Then, by Lemma 5.7, we may find θˆn such that
d(θˆn, θNn) ≤
1
n
and (α+ ε, β) ∈ J
L
uNn(θˆn).
To finish this subsection, we study a special path dependent PDE, and give one of its viscosity
solutions by a stochastic representation. Let u be a bounded process and h ∈ H, and define a
function:
η(θ) := EL
[
(uh)
θ − α(hθ − t)− βBhθ−t
]
.
Proposition 5.9 (i) η is a viscosity subsolution of the path dependent PDE:
−Lη(θ) + α+ L|β − ∂ωη(θ)| = 0.
(ii) If u is Lipschitz continuous, then η is continuous on {θ : t ≤ h(ω)}.
We will report the proof in the appendix.
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5.2 Equivalent definitions of viscosity solution
Denote by H the collection of all the stopping times of the form of hs,O := inf
{
t ≥ 0 : θ /∈
[0, s)×O
}
∈ T +, where s > 0 and O ⊂ Rd is a bounded open convex set.
Definition 5.10 For u ∈ L1(PL), we define for each θ ∈ Θ:
J ′
L
u(θ) :=
{
(α, β) ∈ R× Rd : u(θ) = max
τ∈Th
EL[u
θ
τ − ατ − βBτ ], for some h ∈ H
}
;
J
′
Lu(θ) :=
{
(α, β) ∈ R× Rd : u(θ) = min
τ∈Th
EL[u
θ
τ − ατ − βBτ ], for some h ∈ H
}
.
Comparing to Definition 3.1, we replace the stopping time h ∈ T + by a hitting time in H.
Proposition 5.11 Suppose that u ∈ USCb(Θ) and that the generator F : (θ, y, z) 7→ R satisfies
Assumption 4.7. Then u is a viscosity subsolution of Equation (2.2) if and only if
− α− F (θ, u(θ), β) ≤ 0, for all θ ∈ Θ, (α, β) ∈ J ′
L
u(θ). (5.2)
The similar result holds for supersolutions.
Proof The ’only if’ part is trivial by the definitions. We will only prove the ’if’ part. Fix a θ ∈ Θ,
and suppose (α, β) ∈ J
L
u(θ), i.e.
u(θ) = max
τ∈Th
EL[u
θ
τ − ατ −Bτ ] for some h ∈ T
+.
For any δ > 0, we may suppose h < hˆδ := inf{t′ : d(θ′, 0) ≥ δ}. Then for any ε > 0 it holds
u(θ) > EL[u
θ
h − (α+ ε)h− βBh].
We next define a sequence of hitting time:
h¯
n
0 := 0, h¯
n
k+1 :=
(
h¯
n
k +
1
n
)
∧ inf
{
t′ ≥ h¯nk : |ω
′
t′ − ω
′
h¯n
k
| ≥
1
n
}
, for all k ≥ 0,
and define hn := inf{h¯
n
k : h¯
n
k > h}. Clearly hn ↓ h. Since u ∈ USCb(Θ), it follows from Fatou’s
Lemma (Lemma 5.5) that
EL[u
θ
h
− (α+ ε)h−Bh] ≥ EL
[
lim
n→∞
(uθ
hn
− (α + ε)hn −Bhn)
]
≥ lim
n→∞
EL[u
θ
hn
− (α+ ε)hn −Bhn ].
So there exists n sufficiently large such that
u(θ) > EL[u
θ
hn
− (α+ ε)hn −Bhn ].
By Lemma 5.7, there exists θ∗ ∈ Θ such that t∗ < hn(ω∗) and
u(θ∗) = max
τ∈T
hθ
∗
n
EL[u
θ∗
τ − (α+ ε)τ −Bτ ].
Note that if h¯nk (θ
∗) ≤ t∗ < h¯nk+1(θ
∗), then hθ
∗
n − t
∗ ≥ h∗ := (h¯nk+1)
θ∗ − t∗ ∈ H. It follows that
u(θ∗) = max
τ∈Th∗
EL[u
θ∗
τ − (α+ ε)τ −Bτ ].
By (5.2), we obtain that
−(α+ ε)− F (θ∗, u(θ∗), β) ≤ 0.
Finally, by letting δ, ε→ 0 and n→∞, we obtain: −α− F (θ, u(θ), β) ≤ 0.
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5.3 Subsolution property
Proof of Proposition 5.1 Fix any θ ∈ Θ. By the definition of u and u∗, there is a sequence of
functions {φn} ⊂ D and a sequence {θn} ⊂ Θ such that
d(θn, θ)→ 0 and u∗(θ) = lim
n→∞
φn(θn).
Then by Lemma 5.8, for any (α, β) ∈ J
L
u(θ), n ∈ N and ε > 0, there is Nn ≥ n and θˆn such that
d(θNn , θˆn) ≤
1
n
and (α + ε, β) ∈ cl
(
J
L
φNn(θˆn)
)
.
Further, since φn (≤ u) is a viscosity subsolution of Equation (2.2) for each n, we deduce from the
non-decrease of F in y that
−(α+ ε)− F (θˆn, u(θˆn), β) ≤ −(α+ ε)− F (θˆn, φNn(θˆn), β) ≤ 0.
Then since limn→∞ u(θˆ
n) ≤ u∗(θ), by letting n→∞ we obtain that
−(α+ ε)− F (θ, u∗(θ), β) ≤ 0.
Finally, by letting ε→ 0, we get the desired result.
Proposition 5.12 It holds that u = u∗ ∈ USCb(Θ) is a viscosity subsolution of Equation (2.2).
Proof By the previous proposition, we know that u∗ ∈ D, and thus u∗ ≤ u. On the other hand,
by the definition of u∗, it holds that u∗ ≥ u. Therefore, u = u∗.
5.4 Supersolution property
Proof of Proposition 5.2 1. Suppose that u∗ is not a viscosity supersolution. Then by Propo-
sition 5.11, there is θ0 = (t0, ω0) ∈ Θ and (α, β) ∈ J
′
Lu∗(θ
0), i.e. u∗(θ
0) = minτ∈Th EL[(u∗)
θ0
τ −ατ −
βBτ ] for some h ∈ H, such that
− α− F (θ0, u∗(θ
0), β) =: − 2δ < 0. (5.3)
Since F (θ, y, z) is non-decreasing in y and u∗ ∈ LSCb(Θ), it follows from (5.3) that
− α+ δ − F (·, u∗, β) < 0 on O9ε0 := {θ : d(θ
0, θ) < 9ε0} for some small ε0 > 0. (5.4)
Without loss of generality, we may assume that h is in the form of:
h(ω) = 3ε1 ∧ inf{s : |ωs| ≥ 3ε1} for some ε1 > 0 such that 3ε1 < 3ε0 ∧ ρ
−1
θ0
(3ε0),
where ρθ0 is an invertible modulus of continuity of the path ω
0, and ρ−1
θ0
is the inverse function.
Further, take a small neighborhood Oε2 of θ
0, where
ε2 < ε1 ∧ ρ
−1
θ0
(ε1).
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We next introduce two stopping times:
h0(ω) := inf{t ≥ 0 : θ ∈ Oε2} and h1(ω) := inf{t ≥ h0(ω) : |ωt − ω
0
t0 | ≥ 3ε1} ∧ (t
0 + 3ε1),
together with the set:
Q :=
{
θ ∈ Θ : h0(ω) ≤ t ≤ h1(ω)
}
.
We claim and will prove in Step 5 that
Oε2 ⊂ Q ⊂ O9ε0 .
In particular, we have h0(ω
0) < t0 < h1(ω
0), and thus hθ
0
1 − t
0 = h. Since (α, β) ∈ J Lu∗(θ), we
have
u∗(θ
0) < EL
[
(u∗)
θ0
hθ
0
1
−t0
− (α− δ)(hθ
0
1 − t
0)− βB
h
θ0
1
−t0
]
.
We next define the inf-convolution of u∗:
un(θ) := inf
θ′∈Θ
{u∗(θ
′) + nd(θ′, θ)} for all θ ∈ Θ. (5.5)
Notice that un is Lipschitz continuous. Since u∗ ∈ LSCb(Θ), it is easy to show that un ↑ u∗. Thus,
by (5.5), we deduce that for n sufficiently large
u∗(θ
0) < EL
[
(un)θ
0
hθ
0
1
−t0
− (α− δ)(hθ
0
1 − t
0)− βB
hθ
0
1
−t0
]
.
By defining ϕ(θ) := EL
[
(un)θ
hθ
1
−t
− (α− δ)(hθ1 − t)− βBhθ
1
−t
]
for all θ ∈ Θ, we have
ϕ(θ0) > u∗(θ
0). (5.6)
We finally define
U := (ϕ ∨ u)1Q + u1Qc .
2. In this step, we show that ϕ is viscosity subsolution of the equation:
− Lw − F (·, ϕ ∨ u, ∂ωw) ≤ 0, on {θ : t < h1(ω)}. (5.7)
It follows from Proposition 5.9 that for all (α′, β′) ∈ J
L
ϕ(θ), it holds that
−α′ + α− δ + L|β − β′| ≤ 0.
Further, by (5.4) we obtain that
−α′ − F
(
θ, (ϕ ∨ u)(θ), β′
)
≤ −α′ − F (θ, u∗(θ), β) + L|β − β
′| ≤ 0.
So the desired result follows.
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3. In this step, we prove that U is a viscosity subsolution of Equation (2.2). First, for θ ∈ Qo :=
{θ : h0(ω) ≤ t < h1(ω)}, it is clear that both ϕ and u are viscosity subsolutions of Equation (5.7).
Then take any (α′, β′) ∈ J
L
U(θ), i.e.
U(θ) = max
τ∈T
h′
EL[U
θ
τ − α
′τ − β′Bτ ] for some h
′ ∈ T +.
If u(θ) ≤ ϕ(θ), then it follows that
ϕ(θ) ≥ EL[U
θ′
τ − α
′τ − β′Bτ ] ≥ EL[ϕ
θ′
τ − α
′τ − β′Bτ ] for all τ ∈ Th′ .
Thus (α′, β′) ∈ J
L
ϕ(θ). Otherwise, if u(θ) > ϕ(θ), we may similarly get (α′, β′) ∈ J
L
u(θ). In both
cases, it follows that
−α′ − F
(
θ, (ϕ ∨ u)(θ), β′
)
≤ 0.
So we have proved that U is a viscosity subsolution of Equation (2.2) on Qo.
On the other hand, for θ ∈ (Qo)c, we have U(θ) = u(θ), because whenever t = h1(ω) we have
ϕ(θ) = un(θ) ≤ u∗(θ) ≤ u(θ). Then it becomes trivial to verify that U is a viscosity subsolution of
Equation (2.2) on (Qo)c.
4. Our objective is to construct a viscosity subsolution in USCb(Θ). Since we did not prove Q is
closed, we do not know whether U ∈ USCb(Θ) itself. We next prove that the USC envelop U∗ is
still a viscosity subsolution of Equation (2.2). Take any (α′, β′) ∈ J
L
U∗(θ). By the definition of
U∗, there exists a sequence {θn} ⊂ Θ such that
d(θn, θ)→ 0, and lim
n→∞
U(θn) = U∗(θ).
Further, by (ii) of Proposition 5.9, U is pathwise u.s.c. Consequently, we can apply Lemma 5.8 and
obtain that for any n ∈ N and ε′ > 0, there exits Nn ≥ n and θˆn such that
d(θNn , θˆn) ≤
1
n
and (α′ + ε′, β′) ∈ cl
(
J
L
U(θˆn)
)
.
Since U is a viscosity subsolution of Equation (2.2) and F is non-decreasing in y, we have
−α′ − ε′ − F (θˆn, U∗(θˆn), β′) ≤ − α′ − ε′ − F (θˆn, U(θˆn), β′) ≤ 0.
Letting n→∞ and ε′ → 0, we get
−α′ − F (θ, U∗(θ), β′) ≤ 0.
Then it is clear that U∗ ∈ D, so U∗ ≤ u on Θ. On the other hand, there exists a sequence
{θn} ⊂ Oε2 such that u∗(θ
0) = limn→∞ u(θ
n). Also, by Proposition 5.9, ϕ is continuous on Q ⊃ Oε2 .
Then by (5.6) we have
lim
n→∞
(U∗ − u)(θn) ≥ lim
n→∞
(ϕ− u)(θn) = ϕ(θ0)− u∗(θ
0) > 0.
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Therefore, there is θn such that U∗(θn) > u(θn). That is a contradiction to U∗ ∈ D.
5. We finally complete the proof of Oε2 ⊂ Q ⊂ O9ε0 . First, for all θ ∈ Oε2 , it is clear that
h0(ω) ≤ t. We denote t0 := h0(ω) and then consider s ∈ [t0, t]. Since |t0− t0| ≤ ε2 and |t− t0| ≤ ε2,
we have |s− t0| ≤ ε2. Further, since θ ∈ Oε2 , we have
|ωs − ω
0
t0∧s| ≤ d
(
θ, θ0
)
≤ ε2 ≤ ε1,
and
|ωs − ω
0
t0 | ≤ |ωs − ω
0
t0∧s|+ |ω
0
t0∧s − ω
0
t0 | ≤ ε1 + ρθ0(t
0 − t0 ∧ s) < 2ε1.
It follows that h1(ω) ≥ t, and thus θ ∈ Q.
Next, take any θ ∈ Q. Still denote t0 := h0(ω). For s ≤ t0, since (t0, ω) ∈ Oε2 , it is clear that
|ωs − ω
0
t0∧s| ≤ d
(
(t0, ω), θ
0
)
≤ ε2.
On the other hand, for s ∈ [t0, t], since s ≤ t ≤ h1(ω), it holds
|t0 − s| ≤ 3ε1 < 3ε0 and |ωs − ω
0
t0∧s| ≤ |ωs − ω
0
t0 |+ |ω
0
t0∧s − ω
0
t0 | ≤ 3ε1 + ρθ0(t
0 − t0 ∧ s) < 6ε0.
It follows that d(θ, θ0) < 9ε0, and thus θ ∈ O9ε0 .
6 Comparison result
6.1 Regularization
For a viscosity subsolution u ∈ USCb(Θ) and a viscosity supersolution v ∈ LSCb(Θ), we define
M := supθ∈Θ
(
|u(θ)| ∨ |v(θ)|
)
, and
un(θ) := sup
θ′∈Θ
(
u(θ′)− n
←−
d (θ, θ′)
)
, vn(θ) := inf
θ′∈Θ
(
v(θ′) + n
←−
d (θ, θ′)
)
, (6.1)
Lemma 6.1 For each n, un is bounded, Lipschitz continuous in
←−
d (·, ·), and continuous in d(·, ·).
Moreover, un is decreasing in n and limn→∞ u
n(θ) = u(θ), for all θ ∈ Θ. The similar result holds
true for vn.
Proof Clearly, un is bounded and Lipschitz continuous in
←−
d (·, ·), for each n. By Lemma 2.1, un
is also continuous in d(·, ·). Also, it is clear that un is decreasing in n and un ≥ u for each n. Define
u∞ := limn→∞ u
n. Then, u∞ ≥ u. On the other hand, since u is bounded, we have
un(θ) := sup
←−
d (θ′,θ)≤ 2M
n
(
u(θ′)− n
←−
d (θ, θ′)
)
In particular, there exists θn such that
←−
d (θn, θ) ≤
2M
n
and un(θ) ≤ u(θn) +
1
n
.
Therefore, u∞(θ) ≤ limn→∞ u(θn). Since u ∈ USCb(Θ), it follows that
u∞(θ) ≤ lim
n→∞
u(θn) ≤ u(θ).
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6.2 Generator F (θ, y, z) independent of y
In this subsection we suppose that there is no dependence on y in the generator F (θ, y, z). Let
u ∈ USCb(Θ) be a viscosity subsolution of the path dependent PDE with the generator F (θ, y, z) =
F0(θ, z), and v ∈ LSCb(Θ) be a viscosity supersolution of the path dependent PDE with the generator
F (θ, y, z) = F0(θ, z) + δ(θ). We suppose that Assumption 4.1 holds true for both generators F0 and
F0 + δ. In particular, we denote ρ
0 := ρF0 ∨ ρF0+δ.
Proposition 6.2 For each n, un is a viscosity subsolution of the following path dependent PDE:
− Lun(θ) − F0(θ, ∂ωu
n(θ))− ρ0(θ, εn(θ)) ≤ 0, (6.2)
where εn(θ) :=
2M+1
n
+ ρ¯
(
θ, 2M
n
)
. Similarly, vn is a viscosity supersolution of:
− Lvn(θ)− F0(θ, ∂ωv
n(θ)) + δ(θ) + ρ0(θ, εn(θ)) ≥ 0. (6.3)
Proof We only prove the result for un. Let (α, β) ∈ J
L
un(θ), i.e.
un(θ) = max
τ∈Th
EL
[
(un)θτ − ατ − βBτ
]
, for some h ∈ T +.
Without loss of generality, we may assume that h(ω′) ≤ hn(ω′) := inf{t′ : |t′|+ ‖ω′t′∧·‖ ≥
1
n
} for all
ω′ ∈ Ω. For any ε > 0, we have
un(θ)− c > EL
[
(un)θ
h
− (α+ ε)h− βBh
]
, for some c > 0. (6.4)
By the definition of un and |u| ≤M , there exists θn = (tn, ωn) ∈ Θ such that
←−
d (θ, θn) ≤
2M
n
and un(θ)− c ≤ u(θn)− n
←−
d (θ, θn). (6.5)
Further, since (un)θ
h
≥ uθ
n
h
− n
←−
d
(
(t+ h, ω ⊗t B), (tn + h, ωn ⊗tn B)
)
= uθ
n
h
− n
←−
d (θ, θn), it follows
from (6.4) and (6.5) that
u(θn) > EL
[
uθ
n
h − (α + ε)h− βBh
]
By Lemma 5.7 and h ≤ hn, we may find θ¯n ∈ Θ such that
(
α+ ε, β
)
∈ J
L
u(θ¯n) and d(θn, θ¯n) ≤
1
n
.
Since u is a viscosity subsolution, we have
− (α+ ε)− F0(θ¯
n, β) ≤ 0. (6.6)
Further, by Assumption 4.1, we obtain that
|F0(θ¯
n, β)− F0(θ, β)| ≤ ρ
0
(
θ, d(θ, θ¯n)
)
≤ ρ0
(
θ, d(θ, θn) + d(θn, θ¯n)
)
≤ ρ0
(
θ, d(θ, θn) +
1
n
)
. (6.7)
By Lemma 2.1 and (6.5), we have
d(θ, θn) ≤
←−
d (θ, θn) + ρ¯(θ, |t− tn|) ≤
2M
n
+ ρ¯
(
θ,
2M
n
)
.
14
It follows from (6.6) and (6.7) that
−(α+ ε)− F0(θ, β)− ρ
0(θ, εn(θ)) ≤ 0.
Finally, by letting ε → 0, we show that un is a viscosity subsolution of the path dependent PDE
(6.2).
In Proposition 4.17 of [18] the authors proved that if u, v are viscosity subsolution and super-
solution of the same path dependent PDE, then u − v is a viscosity subsolution of the equation
−Lw − L|w| − L|∂ωw| = 0. Here, although un, vn are corresponding to two different equations, one
may follow the same argument as in [18] and prove that:
Proposition 6.3 Denote wn := un − vn. Then wn ∈ USCb is a viscosity subsolution of the path
dependent PDE:
− Lwn(θ)− L|∂ωw
n(θ)| ≤ 2ρ0(θ, εn(θ)) + δ(θ). (6.8)
Proposition 6.4 Denote w := u− v. Then w = limn→∞ wn and is a viscosity subsolution of
− Lw(θ) − L|∂ωw(θ)| ≤ δ(θ). (6.9)
Proof By Lemma 6.1, we have w = limn→∞ w
n. Suppose (α, β) ∈ J
L
w(θ). Then by Lemma 5.8,
for any n and ε > 0, there exists Nn ≥ n and θˆn such that
d(θˆn, θ) ≤
1
n
and (α+ ε, β) ∈ J
L
wNn(θˆn)
By Proposition 6.3, wn is a viscosity subsolution of equation (6.8). Therefore,
−(α+ ε)− L|β| ≤ 2ρ0(θˆn, εn(θˆ
n)) + δ(θˆn).
Let n → ∞ and then ε → 0. It follows that −α − L|β| ≤ 0. So we verified that w is a viscosity
subsolution of equation (6.9).
6.3 Maximum principle
In this section, we study the equation corresponding to the Pucci’s extremal operator:
− Lu− Lu+ − L|∂ωu| = 0. (6.10)
Proposition 6.5 (Maximum principle) Let u ∈ USCb(Θ) be a viscosity subsolution of Equation
(6.10), and suppose that uT ≤ 0. Then, we have u ≤ 0 on Θ.
In preparation of the proof of Proposition 6.5, we need some observations. Recall the sup-convolution
defined in (6.1). Since u ≤ um, we clearly have:
Lemma 6.6 If u ∈ USCb(Θ) is a viscosity subsolution of Equation (6.10), then u is also a viscosity
subsolution of:
− Lu− L(um)+ − L|∂ωu| ≤ 0. (6.11)
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For Equation (6.11), the generator is:
Fm(θ, z) = L(um(θ))+ − L|z|.
Further, we may estimate:
|Fm(θ, z)− Fm(θ′, z)| ≤ L
(
um(θ)− um(θ′)
)+
≤ Lm
←−
d (θ, θ′) ≤ Lm
(
d(θ, θ′) + ρ¯
(
θ, d(θ, θ′)
))
.
Therefore, generator Fm satisfies Assumption 4.1 and is among the generators independent of y
discussed in the previous section.
Proof of Proposition 6.5 By using the same argument as in the proof of Proposition 6.2, we
can prove that un is a viscosity subsolution of
−Lun(θ) − L(um(θ))+ − L|∂ωu
n(θ)| − ρn,m(θ) ≤ 0,
where ρn,m(θ) := Cm
(
1
n
+ ρ¯
(
θ, C
n
))
and C is a sufficiently large constant. Clearly, un is also a
viscosity subsolution of:
− Lw(θ) − L(w(θ))+ − L|∂ωw(θ)| ≤ ρ
n,m(θ) + L
(
um(θ) − un(θ)
)+
. (6.12)
Now we introduce a function vn,m:
vn,m(θ) := EL
[ ∫ T−t
0
eLs
(
(ρn,m)θs + L
(
(um)θs − (u
n)θs
)+)
ds+ eL(T−t)
(
(un)θT−t
)+]
.
As a value function of a stochastic optimal control problem, one may easily prove that vn,m is
viscosity supersolution of Equation (6.12). Further it is clear that vn,m ∈ C(Θ) and vn,mT = (u
n
T )
+.
Then by Theorem 4.2, we obtain that un ≤ vn,m on Θ. Now let n→∞, we have
u(θ) ≤ EL
[ ∫ T−t
0
eLsL
(
(um)θs − u
θ
s
)+
ds
]
for all θ ∈ Θ,
where we used the fact uT ≤ 0. Finally, let m→∞, we get u ≤ 0 on Θ.
6.4 Comparison result for general generators
In this section we are going to prove the comparison result for equations in the general form (2.2)
under Assumption 4.1. Similar to Proposition 3.14 in [10] which provides a change of variable
for continuous viscosity solutions, we show the following result on a change of variable for semi-
continuous viscosity solutions.
Lemma 6.7 Let u ∈ USCb(Θ) be a viscosity subsolution of Equation (2.2). Define u˜t(ω) :=
e−Ltut(ω). Then u˜ ∈ USCb(Θ) is a viscosity subsolution of the equation:
−Lu˜(θ)− Lu˜(θ) − e−LtF
(
θ, eLtu˜(θ), eLt∂ω u˜(θ)
)
= 0.
The similar result holds for viscosity supersolutions.
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Proof Without loss of generality, we only verify the viscosity subsolution property at 0. Let
(α, β) ∈ J
L
u˜(0), i.e.
u˜0 = max
τ∈Th
EL[u˜τ − ατ − βBτ ] for some h ∈ T
+.
It means that
u0 = max
τ∈Th
EL[e
−Lτuτ − ατ − βBτ ]. (6.13)
Since we have
lim
t→0
e−Lt − 1
t
= −L and lim
t→0
ut ≤ u0,
for ε > 0 we may assume that
e−Lt − 1 + Lt ≥ −εt and ut ≤ u0 + ε, for all t ≤ h.
From (6.13), we obtain that for all τ ∈ Th
u0 ≥ EL
[
(e−Lτ − 1 + Lτ)uτ + uτ − Lτuτ − ατ − βBτ
]
≥ EL
[
εCτ + uτ − L(u0 + ε)τ − ατ − βBτ
]
.
This implies that
(
α+ Lu0 + (L− C)ε, β
)
∈ J
L
u(0). Thus
−α− Lu0 − (L− C)ε− F (0, u0, β) ≤ 0.
By letting ε→ 0, we obtain the desired result.
Remark 6.8 For continuous viscosity solutions, the previous result holds true for the change of
variables of the form of u˜t(ω) := e
λtut(ω) for all λ ∈ R. However, as showed in the previous lemma,
the same result only holds true for λ ≤ 0 in the context of semi-continuous viscosity solutions.
Due to the previous lemma, without loss of generality we may assume that the generator F :
(θ, y, z) 7→ R is non-decreasing in y.
Proof of Theorem 4.5 Since un ≥ u, u is a viscosity subsolution of the equation:
−Lu(θ)− F
(
θ, un(θ), ∂ωu(θ)
)
≤ 0.
Similarly, v is a viscosity supersolution of the equation:
−Lv(θ)− F
(
θ, un(θ), ∂ωu(θ)
)
+ L
(
un(θ)− vn(θ)
)+
≥ −Lv(θ)− F
(
θ, vn(θ), ∂ωu(θ)
)
≥ 0.
Consider the generator Fn(θ, z) := F (θ, un(θ), z), and observe that
|Fn(θ, z)− Fn(θ′, z)| = |F (θ, un(θ), z)− Fn(θ′, un(θ′), z)|
≤ Ln
←−
d (θ, θ′) + ρF
(
θ, d(θ, θ′), un(θ)
)
≤ Ln
(
d(θ, θ′) + ρ¯
(
θ, d(θ, θ′)
))
+ ρF
(
θ, d(θ, θ′), un(θ)
)
=: ρF
n(
θ, d(θ, θ′)
)
.
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Therefore, the generator Fn is of the type discussed in the previous section. So by setting δ(θ) :=
L
(
un(θ)− vn(θ)
)+
, we obtain from Proposition 6.4 that w := u− v is a viscosity subsolution of the
equation:
−Lw(θ) − L|∂ωw(θ)| ≤ L
(
un(θ)− vn(θ)
)+
, for each n.
Further, by letting n→∞, we have that w is a viscosity subsolution of Equation (6.10). Finally, by
the maximum principle (Proposition 6.5) we conclude that w = u− v ≤ 0 on Θ.
7 Optimal stopping for semicontinuous barriers
This section is devoted to the proof of Theorem 5.6. Denote
EL[·|Ft] := ess−sup
P∈P
E
P[·|Ft].
By standard argument, we may prove:
Lemma 7.1 For any EL-uniformly integrable r.v. X, it holds that
EL[X |Ft] = EL
[
EL[X |Fs]
∣∣Ft], P0-a.s., for all t ≤ s.
We consider the optimal stopping problem:
Y0 := sup
τ∈T ∗
EL
[
Xτ
]
,
where X is a process u.s.c. in t. Define the dynamic version of the optimal stopping problem:
Yt := ess−sup
τ∈T t
∗
EL[Xτ |Ft] := ess−sup
τ∈T t
∗
,P∈PL
E
P
[
Xτ
∣∣Ft],
where T t∗ is the set of all the stopping times in T∗ larger than t.
7.1 Doob-Meyer decomposition
In most of the existing literature, authors only discuss the Doob-Meyer decomposition for RCLL
supermartingale in class D. However, in our case, we need the decomposition under some weaker
conditions. We find that the argument in Beiglbo¨ck, Schachermayer and Veliyev [2] can deduce a
variation of the classical Doob-Meyer decomposition which serves well our purpose. In this subsec-
tion, we will quickly review their result and prove the decomposition theorem (Proposition 7.3).
Let Y be a P-supermartingale for some probability measure P. Denote
Dn :=
{ j
2n
: j ∈ N,
j
2n
≤ T
}
and D := ∪nDn.
For each n, we have the discrete time Doob-Meyer decomposition:
Yt = Y0 +M
n
t −A
n
t , for all t ∈ D
n, P-a.s.
According to Lemma 2.1 and 2.2 in [2], we have:
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Lemma 7.2 (i). Let {fn}n≥1 be a P-uniformly integrable sequence of functions. Then there exists
functions gn ∈ conv(fn, fn+1, · · · ) such that {gn}n≥1 converges in ‖ · ‖L1(P).
(ii). Assume that {Yτ}τ∈TD is P-uniformly integrable, where TD is the set of stopping times in T∗
taking values in D. Then the sequence {MnT }n≥1 is P-uniformly integrable.
Then following the same argument as in [2], we obtain the following result.
Proposition 7.3 Let Y be P-supermartingale such that {Yτ}τ∈TD is P-uniformly integrable. Then
there exists a martingale M and an adapted non-decreasing process A both starting from 0 such that
Yt = Y0 +Mt −At, for all t ∈ D, P-a.s. (7.1)
Proof For each n, extend Mn to a cadlag martingle on [0, T ] by setting Mnt := E
P[MnT |Ft]. By
Lemma 7.2, there exist M ∈ L1(P) and for each n convex weights λnn, · · · , λ
n
Nn
such that with
Mn := λnnM
n + · · ·+ λnNnM
Nn
we haveMn1 →M in L
1(P). Then, by Jensen’s inequality,Mnt →Mt := E
P[M |Ft] for all t ∈ [0, T ].
For each n we extend An to [0, T ] by An :=
∑
t∈Dn
Ant 1(t− 1
2n
,t] and set:
An := λnnA
n + · · ·+ λnNnA
Nn .
Then the process A¯ :=M + Y0 − Y satisfies for every t ∈ D
Ant =M
n
t + Y0 − Yt −→Mt + Y0 − Yt = A¯t in L
1(P).
Therefore, A¯ is a.s. non-decreasing on D, P-a.s. Finally, the process At := sups≤t,s∈D A¯s is non-
decreasing on [0, T ], P-a.s., and satisfies (7.1).
Remark 7.4 In [2], by further assuming that Y is cadlag and in class D, we may get the decom-
position on [0, T ], and prove that process A is previsible.
7.2 Skorokhod decomposition for lower semicontinuous functions
Lemma 7.5 Let λ : [0, T ]→ R be lower semicontinuous (l.s.c.) with λ0 = 0, and define
κt := max
s≤t
λ−s = −min
s≤t
λs and ηt := λt +max
s≤t
λ−s .
Then,
(i). η is non-negative and κ is non-decreasing, such that
η0 = κ0 = 0, λt = ηt − κt for all t ∈ [0, T ].
(ii). η is l.s.c., κ is right continuous, and it holds that
∫ T
0
1{ηt 6=0}dκt = 0.
(iii). for all other non-negative function η′ and non-decreasing function κ′ satisfying (i), it holds
κt ≤ κ
′
t for all t ∈ [0, T ].
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Proof (i) is trivial. We only prove (ii) and (iii).
(ii). First, we claim that
min
r≤t
λr = lim
s→t
min
r≤s
λr. (7.2)
Since λt = lims→t λs, it is clear that minr≤t λr ≥ lims→tminr≤s λr. On the other hand, we have
min
r≤t−ε
λr ≤ lim
s→t
min
r≤s
λr, for all ε > 0.
It implies that infr<t λr ≤ lims→tminr≤s λr . Again by λt = lims→t λs, we obtain that infr<t λr ≥
minr≤t λr. So we proved (7.2). Consequently, by the definition of κ, we have κt = lims→t κs. Taking
into account that κ is non-decreasing, we obtain that κt = lims↓t κs.
For any ε > 0, take t ∈
{
s : ηs > ε
}
, i.e.
λt + a > ε, where a := κt.
Since λ is l.s.c., the set
{
s : λs > −a+ ε
}
is open. Thus, there is an open neighborhood Ot of t on
which λ > −a+ ε. We claim that
λ > −κ+ ε on Ot. (7.3)
Suppose to the contrary, i.e. there exists t¯ ∈ Ot such that λt¯ ≤ −κt¯+ε. If t¯ ≥ t, then λt¯ ≤ −κt¯+ε ≤
−κt + ε = −a+ ε, which is a contradiction. Otherwise, if t¯ < t, since −a+ ε < λt¯ ≤ −κt¯ + ε, we
obtain that κt¯ < a. However, since κt = a, there exists tˆ ∈ [t¯, t] such that λtˆ = −a, which is also a
contradiction. So we proved (7.3). It follows that
{
s : ηs > ε
}
is open for all ε > 0, and thus η is
l.s.c.
On the other hand, since
{
s : ηs > ε
}
is open, it can be written as the union of a countable
number of open intervals, i.e.
{
s : ηs > ε
}
= ∪n(sn, tn). Since (sn, tn) ⊂
{
s : ηs > ε
}
, we clearly
have κtn− − κsn = 0. Further, we have
∫ T
0
1{ηs>ε}dκs =
∑
n
(κtn− − κsn) = 0.
Finally, it follows from the monotone convergence theorem that
∫ T
0
1{ηs>0}dκs = 0.
(iii). Assume to the contrary, i.e. let t ∈ (0, T ] such that κt > κ′t. Take s
∗ := sup{s ≤ t : ηs = 0}.
Since η is non-negative and l.s.c., the set {η = 0} is closed, and therefore, ηs∗ = 0. Also, since
(s∗, t] ⊂ {η > 0}, we have κt − κs∗ = 0. Then,
η′s∗ = ηs∗ − κs∗ + κ
′
s∗ ≤ κ
′
t − κt < 0,
contradiction.
7.3 Optimal stopping for upper semicontinuous barriers
Lemma 7.6 Y is an F∗-adapted EL-supermartingale. Moreover, {Yτ}τ∈TD is EL-uniformly inte-
grable.
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Proof By standard argument, one may prove the first part of the lemma. We are going to prove
the second part, by showing that {Y +τ }τ∈TD and {Y
+
τ }τ∈TD are both EL-uniformly integrable.
1. By the definition of Y , it is clear that Yt ≤ EL[sups∈[0,T ]Xs|Ft]. Further, by Jensen’s inequality,
it follows that Y +t ≤ EL[sups∈[0,T ]X
+
s |Ft]. Then for all τ ∈ TD we have
Y +τ ≤ EL[ sup
s∈[0,T ]
X+s |Fτ ], P0-a.s.
By (ii) of the assumptions of Theorem 5.6, it is easy to prove that {Y +τ }τ∈TD is EL-uniformly
integrable.
2. Since Y is a P-supermartingale for all P ∈ P , Y − is a P-submartingale for all P ∈ P . Conse-
quently, we have
Y −τ ≤ EL[Y
−
T |Fτ ] = EL[X
−
T |Fτ ].
By (iii) of the assumptions of Theorem 5.6, one may easily prove that {Y −τ }τ∈TD is EL-uniformly
integrable.
Remark 7.7 In the previous proof, it is crucial to consider the EL-uniform integrability of {Yτ}τ∈TD
instead of {Yτ}τ∈T∗.
Lemma 7.8 Y has a left continuous version.
Proof 1. We first prove lims↑t EL[Ys − Yt] = 0. Since Y is a supermartingale, it is sufficient to
prove that
lim
s↑t
EL[Ys − Yt] ≤ 0. (7.4)
Since Y ≥ X , P0-a.s., it follows from Lemma 7.1 that
EL[Ys − Yt] = EL
[
ess−sup
τ∈T s
∗
EL[Xτ |Fs]− EL[Yt|Fs]
]
≤ EL
[
ess−sup
τ∈T s
∗
EL
[
Xτ1{τ<t} + Yt1{τ≥t}
∣∣Fs]− EL[Yt|Fs]
]
≤ EL
[
ess−sup
τ∈T s
∗
EL[(Xτ − Yt)
+|Fs]
]
≤ EL
[
EL[(X
t
s − Yt)
+|Fs]
]
= EL[(X
t
s −Xt)
+],
where X
t
s := sups≤r≤tXr. Since X is u.s.c. in t, it holds that lims↑tX
t
s ≤ Xt. Further, in view of
(ii) and (iii) of the assumptions of Theorem 5.6, (7.4) follows from Lemma 5.4.
2. It follows from Lemma 7.6 that Y is a P0-supermartingale in the continuous filtration F
∗. By
classical martingale theory, we know that for any t ∈ [0, T ),
Yt− := lim
s⇈t,s∈D
Ys exists P0-a.s.,
and that {Yt−}t is left continuous and Yt = E[Yt|F∗t−] ≤ Yt−, P0-a.s. We next show that Yt− = Yt,
P0-a.s. Suppose to the contrary that P0[Yt < Yt−] > 0. Then, we have E
P0
[√
Yt− − Yt
]
> 0,
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implying that EL[Yt− − Yt] > 0. On the other hand, it follows from the result of Step 1 and Lemma
7.6 that
0 = lim
s⇈t,s∈D
EL[Ys − Yt] = EL[Yt− − Yt] > 0,
contradiction.
Then following the discussion in Section 7.1, we can show that:
Lemma 7.9 For all P ∈ P, there exists a P-martingale MP and a non-decreasing process AP such
that
Yt = Y0 +M
P
t −A
P
t , for all t ∈ [0, T ], P0-a.s. (7.5)
In particular, there exists Z such that MP0 =
∫ ·
0
ZtdBt, P0-a.s. Moreover, for Pµ ∈ P, it holds that
MP =MP0−
∫ ·
0 µt ·Ztdt. In particular, there exists P
∗ := Pµ∗ such that M
P
∗
is a P-supermartingale
for all P ∈ P.
We next make use of the Skorokhod decomposition in Section 7.2. For the simplicity of notation,
we denote M∗ :=MP
∗
and A∗ := AP
∗
. Consider the backward process:
λt = (M
∗
T−t −XT−t)− (M
∗
T −XT ).
Then we can find a non-negative process η and a non-decreasing process κ such that the statements
in Lemma 7.5 holds. Denote the corresponding forward processes:
ηt := ηT−t and κt := κT−t.
Proposition 7.10 It holds that
κ = A∗T −A
∗
· , P0-a.s.
Proof 1. It follows from the Doob-Meyer decomposition (7.5) that
Yt −Xt − Y0 +A
∗
t − (M
∗
T −XT ) = λT−t = ηt − κt, P0-a.s.
Since M∗T −XT =M
∗
T − YT = A
∗
T − Y0, P0-a.s., it holds
(Yt −Xt)− (A
∗
T −A
∗
t ) = ηt − κt, P0-a.s..
Note that Y ≥ X and A∗ is non-decreasing, P0-a.s. By (iii) of Lemma 7.5, we obtain
κ ≤ A∗T −A
∗
· , P0-a.s. (7.6)
2. Recall that
κt = −min
s≥t
(
(M∗s −Xs)− (M
∗
T −XT )
)
.
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Since XT = YT , P0-a.s., it follows from (7.5) that
κt = −min
s≥t
(M∗s −Xs)−A
∗
T + Y0, P0-a.s.
Taking nonlinear conditional expectation on both sides, we obtain
EL[A
∗
T − κt|Ft] = Y0 − EL
[
max
s≥t
(Xs −M
∗
s )
∣∣Ft], P0-a.s. (7.7)
Since by Lemma 7.9 M∗ is P-supermartingale for all P ∈ P , we obtain
EL
[
max
s≥t
(Xs −M
∗
s +M
∗
t )
∣∣Ft] ≥ ess−sup
τ∈T t
∗
EL[(Xτ −M
∗
τ +M
∗
t )|Ft] ≥ ess−sup
τ∈T t
∗
EL[Xτ |Ft] = Yt, P0-a.s.
In view of (7.6) and (7.7), we get
A∗t ≤ EL[A
∗
T − κt|Ft] ≤ Y0 − Yt +M
∗
t = A
∗
t , P0-a.s.
It implies that A∗t = EL[A
∗
T −κt|Ft], P0-a.s. Again by (7.6), we conclude that A
∗
t = A
∗
T −κt, P0-a.s.
Proof of Theorem 5.6 We are going to prove that τ∗ := inf{t : Xt = Yt} ∈ T∗ is an optimal
stopping time. By Lemma 7.9 and Proposition 7.10, it holds
Y0 = Yτ∗ −M
∗
τ∗ +A
∗
τ∗ and A
∗
τ∗ =
∫ τ∗
0
1{t:Xt=Yt}dA
∗
t = 0.
Therefore Y0 = E
P
∗
[Yτ∗ ]. Further, by (ii) of Lemma 7.5, we may deduce that
A, Y are both left continuous, P0-a.s.
Hence A∗τ∗ = 0, P0-a.s. Taking into account that X is pathwise u.s.c., we obtain that
Yτ∗ = Xτ∗ , P0-a.s.
Finally, we have
Y0 = E
P
∗
[Yτ∗ ] = E
P
∗
[Xτ∗ ].
This implies that τ∗ is an optimal stopping time.
8 Appendix
In preparation to the proof of Proposition 5.9, we study the processes:
η¯t := EL
[
uh − αh− βBh
∣∣Ft] := ess−inf
P∈PL
E
P[uh − αh− βBh
∣∣Ft].
Similar to Proposition 6.5 in [18], one may easily prove the following result of dynamic programming.
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Lemma 8.1 There exists Z ∈ H2 such that
η¯t = uh − a(h− t) +
∫ h
t
L|β − Zs|ds−
∫ h
t
ZsdBs.
Moreover, it holds P0
[
ητ = η¯τ
]
= 1 for all τ ∈ Th. In particular, we have
η0 = EL
[
ητ − ατ − βBτ
]
for all τ ∈ Th. (8.1)
Proof of Proposition 5.9 Without loss of generality, we only need to verify the properties at
θ = (0, 0).
(i) By Lemma 8.1, η is F∗-adapted. Take (α′, β′) ∈ J η0, i.e.
η0 = max
τ∈T
h′
EL
[
ητ − α
′τ − β′Bτ
]
for some h′ ∈ T +.
In view of (8.1), we obtain that
E
Pµ
[
ητ − ατ − βBτ
]
≥ η0 ≥ E
Pµ
[
ητ − α
′τ − β′Bτ
]
, for all Pµ ∈ PL and τ ∈ Th∧h′ .
So, EPµ [−(α′ − α)τ − (β′ − β)Bτ ] ≤ 0 for all τ ∈ Th∧h′ . It follows that
−α′ + α− (β′ − β) · µ ≤ 0.
By taking µ∗ := −L
(
sgn (β′i − βi)
)
1≤i≤d
, we obtain that
−α′ + α+ L|β′ − β| ≤ 0.
(ii) Since u is Lipschitz continuous, one may easily estimate that
|η(θ) − η(θ′)| ≤ C
(
EL
[
|hθ − hθ
′
|+ ‖B(hθ−t)∧· −B(hθ′−t′)∧·‖
]
+ d(θ, θ′)
)
≤ C′
(
EL
[
|hθ − hθ
′
|
]
+ d(θ, θ′)
)
.
We applied BDG inequality for the last inequality. Since h ∈ H, we may suppose
h = T0 ∧ h0, h0 := inf{t : ωt /∈ O} for some bounded open set O.
Then it is clear that |hθ − hθ
′
| ≤ |t− t′|+ |hθ0 − h
θ′
0 |. Further it is proved in [16] that
lim
d(θ,θ′)→0
EL
[
|hθ0 − h
θ′
0 |
]
= 0.
Therefore function η is continuous.
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