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Introduction
Fracture initiation, propagation and reactivation due to pressurization of fluids are relevant to many geoengineering applications. For example, hydraulic fracturing and stimulation of fracture networks are utilized by the energy industry (e.g., shale gas extraction, enhanced geothermal systems, etc.) to increase permeability of geological formations (Freeman et al., 2011; Zimmermann and Reinicke, 2010) . From the opposite perspective, related to nuclear waste disposal (Bossart et al., 2004; Levasseur et al., 2010) and underground CO 2 sequestration (Chiaramonte et al., 2008; Pan et al., 2014) , fracturing of the repository rock could be detrimental and increase the risk of contaminant leakage. Fluid-driven fracture propagation generally involves multiple physical phenomena associated with highly coupled hydromechanical (HM) processes, which should be taken into account for rational modeling.
Over the past decades, a number of mathematical models have been developed to help predict and interpret the fluid-driven fracture propagation (Khristianovic and Zheltov, 1955; Perkins and Kern, 1961; Geertsma and de Klerk, 1969; Nordgren, 1972; Detournay, 2004) . However, the model solutions are difficult to build because of the nonlinearity of the governing equation for the fluid flow in the fracture and the non-locality and time-dependence of the fracture responses. Especially in the presence of multiple fractures (e.g., propagating fractures and pre-existing natural fractures), the modeling of the fracture processes can be very challenging due to the complex interactions between propagating fractures and pre-existing fractures. In recent years, numerical algorithims, such as the pseduo-3D (P3D) model and the planar 3D model (PL3D), have been developed to simulate more realistic propagation of hydraulic fractures in multilayered strata (Siebrits and Peirce, 2002; Adachi et al., 2007) , but the simulations are limited to represent one crack lying in a single vertical plane.
Several recent studies have been made to model multiple fractures or fracture networks involved in coupled HM processes. Fu et al. (2013) proposed an explicit coupling simulation strategy for hydraulic fracturing in arbitrary discrete fracture networks. A finite-element based method is used for geomechanics simulations, in which a nodesplitting scheme is featured for the adaptive remeshing to create new fracture faces. Pan et al. (2014) used a cellular automation coupled with a multiphase fluid flow simulator, TOUGH2 (Pruess et al., 2012) , to represent multiple discontinuities and demonstrate multiple fracture interactions induced by CO 2 injection. Asahina et al. (2014) established a coupling framework between the TOUGH2 simulator and the rigid-body-spring network (RBSN) approach, and validated the TOUGH-RBSN code through simulations of swelling stress development and desiccation cracking in geomaterials. The simulation results indicated the potential abilities to model multiple fractures and discrete fracture interactions. However, building a robust and accurate numerical model that can properly address the coupled phenomena during hydraulic fracturing in complex fracture systems still remains a challenging task.
As a successive study using the TOUGH-RBSN simulator, this paper presents enhancements in the model construction and the TOUGH-RBSN coupling procedure to extend the modeling capabilities for tightly coupled HM responses of hydraulic fracturing within discrete fracture networks. A verification example is given for the 2D hydraulic fracture model, in which the resulting fracture aperture profiles are compared with the analytical solution of fracture geometries. Next, predictive simulations are conducted for fractured rockanalogue (soda-lime glass) samples in a laboratory experimental program. The model discretization scheme explained in this paper provides a close representation of the actual pre-existing fracture network. In addition, sensitivity analyses are conducted for qualitative interpretations by changing the injection parameters and reservoir configurations: viscosity of injected fluid; strength of pre-existing fractures; and confining stress conditions.
Methodology

Model discretization
The computational domain for both the TOUGH2 and RBSN calculations is tessellated using a Voronoi diagram (Okabe et al., 2000) . The discretization process is carried out basically in three steps: 1) nodal point insertion; 2) Delaunay tessellation; and 3) Voronoi discretization. Within the domain, nodal points are positioned in regular or irregular formation. For random point generation, a minimum allowable distance l min is used to define the desired nodal density of the unstructured grid. The Delaunay tessellation is conducted based on the nodal positions, where each Delaunay edge defines the nodal connection of the corresponding lattice element. Through the dual Voronoi tessellation, the spatial domain is collectively filled with discrete polyhedral cells that render the elemental volumes. More detailed procedure of the domain partitioning is presented elsewhere (Yip et al., 2005; .
The Voronoi discretization is not only an effective method for partitioning a spatial domain, but is also an essential part of the RBSN model formulation. The Voronoi diagram serves to scale the element coefficients for the system equations. Also, the availability of sharing the same grid geometry for the TOUGH2 and RBSN models enables a tight coupling without any spatial interpolation of primary variables.
For the discrete fracture network (DFN) approach, fractures and such discontinuities are explicitly modeled within the Voronoi grid. Voronoi cells generally represent the matrix component in a geomaterial constitution, and pre-existing or newly generated fractures are placed on the Voronoi cell boundaries. The geometry of fracture networks (e.g., orientation, length, curvature) can be obtained by observational mapping data, computer-generated statistical reproductions, or mechanical simulation results. An example of the discretization procedure in 2D modeling involving a straight fracture is as follows:
1. Generate a Voronoi unstructured grid for the spatial domain. 2. Overlay the reference fracture trajectory onto the grid. 3. Test all connections of natural neighboring nodes to check if they cross the fracture. For example, compare connections ij and jk in Fig. 1 . 4. The collection of the Voronoi cell boundaries corresponding to the nodal connections that cross the reference fracture (such as ij) forms discretized fractures.
By repeating the above process for multiple fractures, a network of discrete fractures can be generated. This fracture discretization process is completely automated and can be easily extended to more complicated geometries in 3D modeling. However, the grid size should be carefully chosen to obtain a sufficiently precise representation of the reference fracture. A finer grid can accommodate the discretized fractures that conform more closely to the reference fracture. Still, a discrepancy of the total fracture length exists between the discretized and reference paths. The effective length of each fracture segment should be somehow adjusted to calculate accurate flow distance in the discrete fractures, which will be addressed in a future study.
Hydrological and mechanical coupling in TOUGH-RBSN
This section presents the linkage between the TOUGH2 simulator and the RBSN approach. Brief reviews and explanation of each modeling code are given, and then the coupling procedure is described. Although TOUGH-RBSN has the availability to simulate temperature changes and thermal effects on mechanical behavior, this paper focuses on only HM processes in fluid-driven fracture behavior.
TOUGH2 simulator
TOUGH2 is a general-purpose simulator for flow and mass transfer in porous and fractured media (Pruess et al., 2012) . The modeling approach is based on the integral finite difference method, also called the finite volume method, thus possesses the advantage of being compatible with regular or irregular grids in any spatial dimensions. It also allows for flexibility of modeling fractures embedded in a porous medium, by which the effects of fractures on hydro-mechanical responses can be investigated (Zhang et al., 2004; Rutqvist et al., 2013) .
The TOUGH2 simulator has an applicability to diverse modeling problems by adopting various equation-of-state (EOS) modules. Note that the simulations presented in this paper adopt the most basic EOS1 module for the single-phase (liquid) state of a water component with isothermal conditions.
In the simulations using a grid structure of the ordinary Voronoi discretization, flow and mass transfer are enacted only through the connections of the neighboring Voronoi nodes (called cell-cell connections in Fig. 2a) . However, if fracturing occurs within the matrix, substantial flow may arise through the fracture path. For the DFN approach, this paper proposes a modification of the grid structure, in which dynamic formation of flow channels along the fractures is facilitated by introducing additional interface nodes and the associated connections. As shown in Fig. 2b , an interface node is inserted where the cell-cell connection intersects the Voronoi cell boundary. The original cell-cell connection is divided into two cell-interface (and vice versa) connections by the Fig. 1 . Fracture mapping and discretization within an unstructured Voronoi grid (adopted from Asahina et al., 2014). interface node. In addition, the connections between the interface nodes are established to activate flow channels in discrete fractures.
Fluid flow through fractures is assumed to conform with Darcy's law, and hydrological properties (e.g., porosity and permeability) of a discrete fracture can be evaluated from the grid geometry and the fracture aperture width. The fracture aperture can be either assigned as a pre-existing fracture property or explicitly measured from the mechanical-damage computation of the RBSN model. A parallel-plate model (Bear, 1972 ) is applied to define fracture permeability, which is related to a hydraulic aperture within the validity of cubic law for Darcy flow (Witherspoon et al., 1980) .
Rigid-body-spring network
Elasticity and fracture-damage of geomaterials are modeled using the rigid-body-spring network (RBSN) approach. As a discrete modeling approach, the RBSN represents the mechanical system by a collection of simple lattice (two-node) elements. The lattice topology is defined by the Delaunay tessellation, and the dual Voronoi diagram is used to render the volume of a discretized domain (Fig. 3a) .
The elemental formulations are based on the rigid-body-spring concept (Kawai, 1978; Bolander and Saito, 1998) . A lattice element consists of a zero-size spring set located at the centroid of the common Voronoi cell boundary and two rigid arm constraints that relate the spring set to the nodes (Fig. 3b) . For 3D modeling, a spring set is formed from three axial springs and three rotational springs in local n s t − − coordinates. The n−axis is normal, and the s t − plane is parallel to the Voronoi cell boundary.
A
n s t ϕ n ϕ s ϕ t consists of the six spring coefficients which are defined according to the geometrical properties of Voronoi diagram: ( 1) where E is the elastic modulus, J p , I ss , and I tt are the polar and two principal moment of area of the Voronoi cell boundary with respect to the centroid, respectively. The spring coefficients are scaled by the element length h ij and the area of the Voronoi cell boundary A ij . Effective Poisson ratio can be represented by adjusting α 1 and α 2 . In this paper, by setting α α = = 1 1 2
, the models behave with elastic homogeneity under uniform straining, albeit with zero effective Poisson ratio Kim and Lim, 2011) .
The fracturing process is represented by the damage/breakage of the springs. For a damaged spring set, the local spring coefficients are degraded as
where ω is a scalar damage index with a range from 0 (undamaged) to 1 (completely damaged). A lattice element undergoes a fracture event when the stress state in the spring set violates the Mohr-Coulomb failure criterion (Fig. 4) . The failure envelope is defined by three parameters: the internal friction angle β; cohesive strength c; and the tensile strength f t (tension cutoff). To determine the criticality of the stress state, a stress ratio is calculated for each element I:
where P σ σ σ ( , , )
I n s t represents a stress state applied in the three axial springs of element I, and P o is the vectorial stress description of the K. Kim et al. Computers & Geosciences 108 (2017) 72-85 point at which OP I intersects the failure envelope. During nonlinear iterations, only one fracture event per iteration is allowed to arise at the element with the maximum stress criticality, i.e., R R = ≥1
. The fracture process in a local lattice element is realized by degrading the spring coefficient matrix D (Eq. (2)) and therefore releasing the stresses applied to the element. In this study, it is assumed that a single fracture event in a lattice element eliminates the spring coefficients at once (i.e., brittle fracture).
TOUGH-RBSN coupling procedure
This section describes the linkage between the TOUGH2 simulator and the RBSN approach. The hydrological and mechanical codes are sequentially coupled to each other, where the general procedure is similar to that applied for the TOUGH-FLAC simulator Rutqvist, 2011) . However, the TOUGH-RBSN coupling modules have been substantially modified to account for the fluid flow through discrete fractures.
In TOUGH-RBSN simulations, TOUGH2 is a main driver of analysis, which controls the time stepping during the coupling procedure, while the RBSN approach solves the mechanical response as a quasi-static process at each time step. The selection of small time steps is important to find stable solutions of the mechanical response, so the TOUGH2 input defines the upper limit for time step size with a small value to avoid any abrupt change of hydrological conditions over time steps. Fig. 5 shows a schematic flow diagram of the coupling procedure between the TOUGH2 and RBSN codes. Coupling modules are implemented in each side of the modeling codes, by which material properties and mechanical boundary conditions are updated with the outputs of primary variables of physical quantities. As aforementioned, an advantage from sharing the same Voronoi grid geometry in the TOUGH-RBSN simulator is that the primary variables are highly correlated at the same nodal position and thus the data exchange between the two models is straightforward during the coupling procedure.
First, the TOUGH2 to RBSN link supplies pressure and degree of saturation to update the mechanical quantities. From the pore pressure P, the effective (grain-to-grain) stress σ′ n , applied to the normal spring of a lattice element, is calculated using Biot's theory (Biot and Willis, 1957) :
where σ′ n is the total normal stress obtained from overall loading, including external loads; α p is Biot's effective stress parameter. Note that tensile stress is taken to be positive for the sign convention in this paper. The effective stress in a lattice element ij can be calculated by averaging the pressure at nodes i and j, for which Eq. (4) is transformed into an incremental form:
where P Δ i and P Δ j are the pressure increments at nodes i and j, respectively. If the element ij corresponds to an interface node I for the activated fluid flow through the fracture, the effective stress increment can be described as
where P Δ I is the pressure increment at node I in the TOUGH2 model. Also, the shrinkage/swelling effect due to the local changes of liquid saturations can be taken into account:
where ε s is a shrinkage/swelling strain; and α s is the hydraulic shrinkage coefficient. If a poroelastic geomaterial is subjected to confinement conditions, the effective stress can be affected by the swelling/shrinking strain as
Next, the RBSN to TOUGH2 link supplies the effective stress and the strain calculated in the lattice element to update the hydrological properties of the corresponding TOUGH2 grid blocks i and j. Porosity, permeability, and capillary pressure are generally related with the effective stress and strain values .
If fracturing occurs at element ij (i.e., ω≠ 0), the associated fracture node I and additional connections are activated in the TOUGH2 model. The permeability of an individual fracture depends on the hydraulic aperture b h (Witherspoon et al., 1980) . According to a parallel-plate model, the fracture permeability is defined as b /12 h 2 . The hydraulic aperture is coupled to the mechanical aperture b m (Rutqvist et al., 1998 (Rutqvist et al., , 2000 :
where b hr is the residual hydraulic aperture and f ≤ 1.0 is a dimensionless factor that accounts for the slowdown of flow in a natural rough fracture in comparison to the ideal case of parallel smooth fracture surfaces. However, herein f is set equal to unity for simplicity.
Verification example: single straight fracture propagation
This section presents the validity of the developed coupling procedure in the TOUGH-RBSN simulator for hydraulic fracture simulations. A 2D rectangular domain with dimensions of 100×120 m is prepared as shown in Fig. 6 . An unstructured Voronoi grid is generated with graded nodal density for computational efficiency, and a fracturing path is prescribed in the middle of the domain to provoke a single straight fracture propagation. The fluid injection is applied at the left end of the prescribed fracture path. Mechanical and hydrological symmetric boundary conditions are applied at the left side of the domain, so that the model implies another identical fracture wing on the other side of the domain, which grows towards the left. Top and bottom edges are constrained with slipping (roller) boundary conditions. A soda-lime glass is adopted as the domain material, which K. Kim et al. Computers & Geosciences 108 (2017) 72-85 will be also used for further hydraulic fracturing simulations presented hereafter. A detailed description of the mechanical and hydrological properties of the glass material is provided in Section 3. Fig. 7a shows a snapshot of the fracture deformation at 20 s of fluid injection. During the simulation, a fracture aperture width can be explicitly measured as the generalized displacement of the lattice element along the fracture path. In Fig. 7b , the fracture aperture widths are plotted at 10, 15, and 20 s of fluid injection. The aperture width and length of the hydraulic fracture increase with the duration of fluid injection. Classical 2D fracture models, such as the Khristianovic-Geertsma-de Klerk (KGD) model (Khristianovic and Zheltov, 1955; Geertsma and de Klerk, 1969 ) and the Perkins-Kern-Nordgren (PKN) model (Perkins and Kern, 1961; Nordgren, 1972) , indicate the cross section of a sufficiently long fracture to be elliptical based on the linear elastic fracture mechanics theory and the uniform fluid pressure condition along the fracture length. As the hydraulic fracture propagates, the fracture aperture profiles retain elliptical shapes, which are in good agreement with the profiles analytically drawn for the crack opening displacement at the injection point and the crack length taken as the radii of an ellipse.
Hydraulic fracturing in rock-analogue samples
Model description
The coupled HM modeling has been conducted in parallel with laboratory hydraulic fracturing propagation experiments. The experimental program used soda-lime glass blocks in which artificially created fractures provided some analogy to naturally fractured rock. A complex pre-existing fracture network was designed and embedded within the specimens (Fig. 8a) , using the laser-engraving technique. With this technique, a fracture is represented by a planar cloud of thermally induced, isolated micro-cracks. During the laboratory experiment, a 3.2 mm diameter hole was drilled at the center of a glass block, and a stainless steel tube was inserted and cemented in place. This block was then confined using a truetriaxial (polyaxial) press, by applying anisotropic principal stresses of σ σ σ : : = 4.83: 7.24: 9.67 MPa
, where the z-direction is perpendicular to the plane of fracture network. Fluid was injected into the analogue borehole at a controlled injection rate using a motor and screw-driven piston pump, and hydraulic fractures were induced in the sample. Note that comparison between the laboratory experiment and the numerical modeling below is somewhat qualitative because the fracture network in a laboratory sample is three-dimensional (a 2D fracture network stretched in the depth direction) while the numerical model assumes a thin 3D slab containing a pervasive 2D network.
For model preparation, a 90 mm square domain containing a 3.2 mm diameter borehole at the center is discretized, and the preexisting fractures are replicated by mapping the designed pattern onto the unstructured grid, as described in Section 2.1. Fig. 8b depicts details of the fracture network modeled in the Voronoi grid. Mechanical properties of the glass material are set as follows: Young's modulus E=73.8 GPa; tensile strength f = 11.3 MPa t ; cohesive strength c = 8.5 MPa and internal friction angle β = 25°for the MohrCoulomb failure criterion. Because the experiments did not characterize the strength parameters, these numbers are adopted from the literature for typical soda-lime glass (Wereszczak et al., 2011) or determined through a calibration process presented in Section 3.2. It is simply assumed that the glass material is impermeable, non-porous, and incompressible. Also, all the interface nodes, which represent fractures in the TOUGH2 simulation, are initially set to be impermeable. For an activated pre-existing fracture or a newly generated fracture, the corresponding interface node undergoes a permeability increase, which is calculated based on the hydraulic aperture as suggested by Eq. (9).
The specimen is subjected to anisotropic confining stresses, σ σ : = 4.83: 7.24 MPa
, and water is injected into the borehole at a constant rate. Because the glass is prone to brittle fracturing, the injection rate should be carefully selected to make the fracture initiation and propagation as stable as possible (and therefore, observable). The injection rate is 3.8 × 10 −5 cm 3 /s per unit centimeter thickness, which is roughly estimated from the injection volume history in the actual laboratory experiments. K. Kim et al. Computers & Geosciences 108 (2017) 72-85 
Hydraulic fracture propagation in intact glass blocks
Hydraulic fracturing simulations are performed for intact glass blocks to determine other unknown parameters through a calibration process. By setting the mechanical properties of the pre-existing fracture elements same as those of the glass domain, the fractured glass block can convert into the intact glass block while preserving the grid geometry and modeling configurations described in Section 3.1.
With the given injection rate, the compressibility of the borehole is adjusted to 5.0 × 10 −9 Pa −1
. The injection pressure evolution is plotted in Fig. 9 , where the simulated pressurization rate, denoted by the slope of the ascending branch, is fitted to the experimental result for an intact borehole. The preset/calibrated hydrological properties are listed in Table 1 . Fig. 10 shows snapshots of the fracture traces and the pressure distributions over time. The breakdown point is captured at time t 0 , from which the time lapse during fracture propagation is counted as τ t t = − 0 . Two fracture branches stretch out from the borehole and propagate mainly in the direction parallel to the maximum confining stress. As the fractures advance, the injected fluid transfers into the empty space created by the fractures. The fracture paths reflect higher K. Kim et al. Computers & Geosciences 108 (2017) 72-85 Fig. 10 . Snapshots of the fracture traces and the pressure distributions during fracture propagation from the intact borehole.
K. Kim et al. Computers & Geosciences 108 (2017) 72-85 pressure contrasting to the surrounding glass matrix, and accordingly the injection pressure decreases at the borehole. Further fracture growth occurs at one branch reaching the upper boundary in 2 s. Such rapid and instantaneous fracture propagation makes it difficult to observe details of interactions between pre-existing fractures and hydraulic fractures in the experiments.
To stabilize the fracture growth, pre-cracks or notches are introduced around the borehole. Strain singularity and stress concentration arise at the crack tips (Rice, 1968) , which is expected to advance the fracture initiation with a lower triggering pressure and thus provide a gradual fracture propagation. In the experimental program, a small flaw is generated by mechanically compressing a rubber plug at the bottom of the borehole. This method generates stable pre-cracks by pressurizing the borehole wall (Fig. 11a) . The orientation of the flaw can be controlled to some degree by applying confining stresses to the specimen during the pressurization. In the numerical models, notches or other types of discontinuities (e.g., defects, fault planes, etc.) are represented by breaking/damaging the elements. From the resulting fracturing paths for the intact borehole presented in Fig. 10 , the fractured interface segments are manually picked to introduce the notches around the borehole (Fig. 11b) , in which the mechanical resistance is completely removed in tension and small permeability and porosity are introduced.
The injection pressure evolution of the notched borehole is plotted and compared with that of the intact borehole in Fig. 9 . The injection pressure increases at a lower rate in the pre-peak region, which is attributed to infiltration of the injected fluid into the notches. The breakdown occurs at a lowered peak pressure as expected and the pressure is gradually released in the post-peak region, which implies a slower fracture propagation with the notched borehole. Both the simulations and the laboratory tests demonstrate that the fracture growth is slower in the case of the notched borehole. However, a disagreement exists on the peak pressure and the pressurization rate between the simulation and experimental results. These quantitative discrepancies may be because it is difficult to precisely measure the length of the pre-cracks and therefore they may not be correctly represented in the model.
A comparison between Figs. 10 and 12 explicitly explains the effects of the notched borehole on the rate of fracture growth. The fracturing speed is significantly reduced with the notched borehole, in which about 5-10 times longer period of time is taken for the same extent of fracture propagation. Moreover, a low level of the triggering and driving pressure evolves during the fracturing process with the notched borehole, and therefore the fracture is arrested after reaching a certain length (at τ = 8.00 s) and then the fracture front proceeds very slowly while the fluid injection is continued at a constant rate.
Hydraulic fracture propagation in the presence of pre-existing fractures
Within the same model description presented in Section 3.1, a fractured glass block is modeled by assigning weaker and more compliant mechanical properties to the lattice elements which correspond to the pre-existing fractures. The mechanical properties of the pre-existing fractures can be varied based on the expected weakening in accordance with the density of the etched micro-cracks forming the fracture network (Fig. 8a) . For the simulation presented in this section, Young's modulus, the tensile strength, and the cohesive strength are initially reduced by half from those of the intact glass material, whereas the internal friction angle is retained. The notches around the borehole are modeled in the same way described in Section 3.2, but from the result of a preliminary simulation the fractured segments are taken at different locations mainly corresponding to the pre-existing fractures. Hydrological properties of the material domains conform with the values in Table 1 . Note that the pre-existing fractures are assumed to be initially impermeable, thus they do not affect the hydrological behavior unless activated.
The resulting fracture trace shows that the direction of hydraulic fracturing is influenced by a combination of the anisotropic stress condition and the degraded mechanical properties of the pre-existing fracture network (Fig. 13a) . Two main fracture branches propagate from the borehole in the direction sub-parallel to the maximum confining stress with a slight perturbation due to the local heterogeneity of pre-existing fractures. The fracture branches mostly follow the activated pre-existing fractures (depicted by blue lines), and at some locations cut-throughs are made by newly generated fractures (depicted by red lines). The overall shape of the simulated fracture trace agrees well with the visualized hydraulic fracturing paths in the laboratory test (Fig. 13b) . However, the fracture paths in the upper branch show a noticeable disagreement between the simulation and experimental results, which may be attributed to mesh bias in the discrete modeling of fractures (Bolander and Saito, 1998) as well as heterogeneous properties of pre-existing fractures.
This simulation is taken as a control model for the following sensitivity analyses. In the next section, interpretative simulations are performed by changing the model factors: viscosity of injected fluid; strength of pre-existing fractures; and confining stress conditions, which can affect the characteristics in the hydraulic fracturing responses. Further discussions on the simulation results will be made through qualitative comparisons with other modeling cases.
Sensitivity analyses of hydraulic fracture propagation
Viscosity of injected fluid
The effect of the viscosity of injected fluid on the hydraulic fracture propagation is investigated with two different fluid viscosities: 1 and 1100 cP, which correspond to water (control) and glycerol, respectively. The TOUGH2 simulator is capable of representing different fluid mixtures by adopting the user-specified EOS modules. Alternatively, in this study, a viscosity parameter has been coded in the main TOUGH2 module while the same EOS module (e.g., EOS1 for a water component) is applied, which can provide more freedom to program users with a provisional modification.
Fig. 14 compares the injection pressure evolutions, which indicate that the high viscosity of injected fluid (glycerol) leads to a slower fracture propagation with a more gradual pressure decrease after the breakdown. For the case of glycerol injection, a steeper initial pressurization rate and therefore a higher peak pressure are shown in the pre-peak region, and distinctively the breakdown is shifted to the post-peak region. The pressurization of injected glycerol starts to K. Kim et al. Computers & Geosciences 108 (2017) 72-85 decelerate around 150 s of injection time, at which the hydraulic fracture is not triggered yet. Those time-dependent features are also observed and discussed in the laboratory tests, which may be attributed to a significant delay of the initial infiltration of glycerol into the notches, trapping the viscous fluid in the borehole until the pressurized fluid mechanically opens the notches to significantly raise fracture transmissivity. This attribution is evidenced by Fig. 15 , which arranges the snapshots of notch deformations and pressure distributions in the vicinity of the borehole. Fig. 15a displays an immediate infiltration of the water, in which the fluid pressure is uniformly distributed at the borehole and through the notches with infinitesimal deformations. On the contrary, as shown in Fig. 15b , the glycerol exhibits a stagnant flow forming a gradient of fluid pressure along the notch length, and the fluid front does not proceed until the notch opening is sufficiently large to bring about the infiltration. Fig. 16 presents fracture traces and pressure distributions at the final stage of the simulations. There is no apparent difference in the resulting fracture traces, however a comparison of the pressure distributions interprets that entirely different mechanisms are involved in the fracture propagations. For the case of water injection (Fig. 16a) , the elevated fluid pressure coincides with the entire length of the fracture trace, which reflects a uniform pressure distribution. In a local sense, the fluid pressure at the fracture tip is more likely to stimulate the fracture propagation. For the case of glycerol injection (Fig. 16b) , by comparison, a diminishing fluid pressure is shown with increasing distance from the borehole and the realized pressure elevation is much shorter than the fracture trace, which indicates the existence of a gap between the fracture tip and the fluid front. Consequently, the results explain that the non-local effect of remote pressure is a dominant mechanism of hydraulic fracture propagation when the fracturing fluid is highly viscous.
Strength of pre-existing fractures
The fracture strength is an important factor that can directly affects the paths of hydraulic fracture propagation in fractured media. As aforementioned in Section 3.3, the pre-existing fractures are modeled by degrading the mechanical properties of the corresponding lattice elements. Three degrees of degradation are considered here: 25% (strong), 50% (control), and 75% (weak) degradations of Young's modulus, tensile strength, and cohesive strength from the values of the intact glass material. Fig. 17 plots the injection pressure evolution curves for the three cases of fracture strength. The initial slopes of the curves are identical for the three cases, but the fracture triggering is highly associated with the strength of pre-existing fractures. It is clearly observed that the triggering pressure increases with the strength of pre-existing fractures. However, from the curves in Fig. 17 , it is rather difficult to distinguish the influence of the strength of pre-existing fractures on the fracturing characteristics. The rapid decrease of the injection pressure may indicate a vigorous fracture growth in the case of strong fractures.
Figs. 13a and 18 show a definite contrast in fracturing paths. Comparing with the fracture trace of the control, more weak fractures are activated to develop hydraulic fracture branches -more blue lines are illustrated along the main fracturing paths (Fig. 18a) . Meanwhile, the fracturing paths in the case of strong fractures are controlled by the anisotropic stress condition -a considerable portion of red lines form more straight fracturing paths parallel to the maximum confining stress (Fig. 18b) . Interestingly, as shown in Fig. 18a , mechanically induced cracks occur away from the main fracture branches due to stimulation of weak pre-existing fractures.
Confining stress conditions
In this section, the influence of the confining stress condition on hydraulic fracturing is examined with other preferential conditions (e.g., pre-existing fractures and initial notches). Three cases of confining stress conditions are considered for σ σ : = 4.83: 7.24 MPa K. Kim et al. Computers & Geosciences 108 (2017) 72-85 Fig . 19 shows the injection pressure evolutions, in which the triggering pressures are compared. For the control case, the initial notches are closely aligned along the maximum confining stress, and the triggering pressure is associated with the minimum confining stress. Comparing with the triggering pressure of the control case, the isotropic stress condition does not change the triggering pressure much since the minimum confining stress is maintained at the same value. However, with a 90°rotation of anisotropic stress axes, the maximum confining stress now mainly affects the stress condition at the notch tips, therefore an increase of the triggering pressure is observed in the injection pressure evolution.
In Fig. 20 , the resulting fracture traces demonstrate a distinct difference in the direction of fracturing paths. For the case of isotropic stress condition, the fracture branches advance in diagonal direction which is preferred by the notch orientation. For the case of 90°rotated anisotropic stress condition, the fracture branches initiated from the notch tips make a turn into the axis of the maximum confining stress. In both cases, fracturing occurs preferentially along pre-existing fractures, but the intact glass could be fractured if the influence of the confining stress condition becomes dominant in the determination of local fracturing.
Summary and conclusions
This paper presents the implementation of an effective two-way coupling between the TOUGH2 simulator and the RBSN approach and the application to hydraulic fracturing simulations. The simulator provides a discrete representation of hydrological (fluid flow through fracture networks) and mechanical (fracture initiation and propagation) responses. The permeability of an individual fracture is rigorously Fig. 15 . Evidence of fluid infiltration into initial notches by means of notch deformations (×100 exaggerated) and pressure distributions: a) low-viscosity water (control); and b) highviscosity glycerol.
K. Kim et al. Computers & Geosciences 108 (2017) 72-85 evaluated from the grid geometry and the fracture aperture width. The numerical program is verified through the simulation of a fluid-driven fracture with a simple geometry, in which the fracture profiles show a good agreement with the analytical approximation based on the linear elastic fracture mechanics theory. Subsequently, predictive and interpretative simulations are performed for hydraulic fracturing of sodalime glass samples containing a complex pre-existing fracture network. The hydraulic fractures reproduced in the simulations compare favorably to the experimental results with respect to the injection pressure evolutions and the resulting fracture paths. Several observations and conclusions can be made:
• Pre-cracks or initial notches introduced at the injection well stabilize the hydraulic fracture propagation by decreasing the triggering pressure. This scheme can be adopted in laboratory experiments to prevent an abrupt fracture growth and control the rate of fracture propagation for better observations of fracture responses.
• Injection of high-viscosity fluid (glycerol) can also help reduce the speed of hydraulic fracture propagation, which involves a different fracturing mechanism compared to injection of low-viscosity fluid (water). For the case of high-viscosity fluid, a gap exists between the K. Kim et al. Computers & Geosciences 108 (2017) 72-85 fracture tip and the fracturing fluid front, therefore the non-local effect of remote pressure is a dominant mechanism of hydraulic fracture propagation.
• The strength of pre-existing fractures impacts the details of hydraulic fracturing paths in fractured media. Main hydraulic fracturing mostly follows and activates pre-existing fractures with low strengths, whereas the hydraulic fracturing paths within highstrength fractures are more affected by confining stress conditions.
• It is generally known that the preferred direction of hydraulic fracturing is determined by the confining stress conditionperpendicular to the minimum compressive principal stress. The simulation results show a distinction of fracture directions in different confining stress conditions, which conforms to the established knowledge.
In summary, this study contributes to the further development of efficient tools for understanding the variety of characteristics in hydraulic fracture propagation. The series of simulations presented in this paper demonstrate the modeling capabilities of the TOUGH-RBSN simulator for tightly coupled HM processes in the application of hydraulic fracture propagation. Qualitative interpretations are pro- K. Kim et al. Computers & Geosciences 108 (2017) 72-85 vided in the sensitivity analyses for the parameters that impact the features of hydraulic fracturing. For the ongoing development, a refinement could be made into the TOUGH-RBSN code to rigorously evaluate the change of fracture porosity as a response of the mechanical fracture aperture change, which will be addressed in a future study.
