INTRODUCTION
The method of L functions is one of the major methods for analyzing automorphic forms. For example, the Hecke Converse Theorem gives an equivalence via the Mellin transform between holomorphic modular forms on the upper half plane and certain L functions associated to Dirichlet series, which have analytic continuation and functional equation. The classical theory of automorphic forms on the group GL 2 can be reinterpreted in terms of the spectral analysis of functions on the space GL 2 (k)\GL 2 (A) where A = A^ is the adele ring of the number field k, ([W-1] ). Using adelic language, Weil and Jacquet-Langlands have developed the Hecke Converse Theorem for GL 2 from a representation theoretic point of view ([W-2, J-L] ). This leads to the problem of analyzing the class of automorphic representations of a reductive group, G. That is, we consider a G (A) irreducible representation II embedded in a suitable subspace of G(k)\G (A) . By the general theory developed by Langlands ([L] ) one can associate to II a whole class of L functions parametrized by the finite-dimensional modules of an associated L group. The first two major questions that arise are whether these automorphic L functions have analytic continuation and functional equation. These questions are particularly relevant in that such automorphic L functions are closely tied to applications in number theory. For instance, it is expected from Langlands' philosophy that the L functions describing the arithmetic structure of certain algebraic varieties can be described in terms of automorphic L functions.
The problem of determining the analytic continuation and functional equation of general L functions associated to automorphic representations of reductive Lie groups and representations of the L groups has been pursued by two different techniques. The first is the interpretation of the L function as arising in the constant term of Eisenstein series (the Langlands-Shahidi method). The second is the generalized Rankin-Selberg integral representation of the L function. We refer the reader to [GS] for an excellent description of both methods and a comparison of the various techniques used.
The second method was originally developed to study the analytic properties of the L function associated to the tensor product of automorphic representations of GL 2 (A). The nonvanishing of such Rankin-Selberg L functions on the line Re(s) = 1 implies certain estimates on the Hecke eigenvalues of the local components of an automorphic cuspidal representation of GL 2 (A). In concrete terms this determines the location of an unramified local component of a global automorphic representation in terms of how close to the end of the complementary series such a representation must be.
The next step in the development of the Rankin-Selberg L functions is the work (J-PS-Sh) . Namely here the tensor product of two automorphic representations of GL n and GL m is considered. The main use of such work is twofold. First, one can prove a Strong Multiplicity One Theorem for cusp forms on GL n (A). This means simply that two global cuspidal GL n (A) representations n = 0^ n^ and a = (g) v o v (with the same central character) are equal if and only if 11^ = o v for almost all v . Second, the Rankin-Selberg L function is used to determine the predicted classification of automorphic representations of GL n (A). That is, each automorphic representation is given as a subquotient of an induced module with cuspidal data, where such data is determined uniquely up to associate class [J-S-1,2] .
Subsequently in [G-PS-R] a theory for Rankin products is developed for groups of the form GL n x G', G' a classical group. The specific example of the triple tensor product of GL 2 automorphic representations is given in [PS-R] .
The common feature of the above examples is a setup of the following form. Namely we are given three reductive groups G { , G, and H so that G D G x and H D G X . Then we consider the corresponding adelic groups G(A), G x (A), and H(A). We let f n e rij, a cuspidal irreducible representation of G(A The problem is to determine when such an integral represents a good L function, i.e., one that is an Euler product and is related to Ilj and n 2 in a simple way. In any event, the above integral as a function in s has a meromorphic continuation and a functional equation with a precise location of poles. This follows from knowing the same information about the Eisenstein series <g^(Il 2 , ) ; this in turn follows from the Langlands-Shahidi method mentioned above. In any case the analytic L function that arises from the integral should be more complicated than the L function that arises in normalizing the Eisenstein series ^(II 2 , ).
In any event the Langlands-Shahidi method determines a prescribed list of L functions; this list does not include all the possible cases of L functions in [L] . The Rankin-Selberg method has so far yielded only some of the L functions that come about by the first method. Thus, one of the major question is whether the Rankin-Selberg method will give new examples of L functions not possible by Langlands-Shahidi method. We show that, in fact, this is the case. We construct here, via the Rankin-Selberg method, the L function associated to the tensor product of the standard 7-dimensional representation of G 2 with the standard two-dimensional representation of GL 2 . In fact, as a bonus of our method, we also represent the L function of the standard 7-dimensional representation of G 2 ! 1. DATA OF PROBLEM Let k be a field of characteristic 0. Let A*(k m ) be the exterior algebra over the m-dimensional column space k m . We consider, specifically, the case m = 7 and the subspace A (k ). The group GL 7 (k) acts on k (thru left multiplication of matrices). We consider the action of GL 7 on A* and, in particular, on A (k 1 ). Remark. We note that if k is algebraically closed, the group G has a finite number of orbits acting on the space B\SO(q> ), where B is a Borel subgroup of SO(q> ). We also note the case / = 1 is well-known, and a proof is given in [RS] . In the case / = 2 there are two orbits.
In the case / = 2, the small orbit has as representative stabilizer in G, a parabolic subgroup Q of G. The /<zrg£ orbit has as representative stabilizer, a subgroup H, which is given as a semidirect product GL 2 (k) tx Z where Z is a 3-dimensional unipotent subgroup.
We know that X 2 ((p) = P\SO(q> ) where P is a parabolic subgroup of SO((p ¥ ) having the form GL 2 (k)xSO(3)t<U with U the 7-dimensional unipotent radical. Then we have that H = G n P. The structure of // above is compatible with P in the following sense. First Z ç SO(3) K 17 and the GL 2 (k) subgroup of H is isomorphic to the embedding of GL 2 (k) into GL 2 (k) x 50 (3) given by the map g~> (g, i(detg) ) 9 and i is a canonical mapping of k x into a split torus of S 0(3).
GLOBAL RANKIN-SELBERG INTEGRALS
We let /e be a number field and k v = the local component associated to each prime v in k. Given an algebraic object X (i.e. group or affine variety) defined over k, we let X(A) be the corresponding adelized space.
We consider the embedding of G into SO(tp ) given in §1. We recall that P is parabolic of SO(<p ) with Levi factor GL 2 x S 0(3).
We form the corresponding adelized groups G (A), SO(p r )(A),P(A),etc.
We consider the family of characters given on P(A) via the map
with x e GL 2 {A), y e SO(3)(A), u e C/(A). Moreover, we let r be a cuspidal irreducible representation of GL 2 (A) occuring in L 2 (GL 2 (k)Z{A)\GL 2 (A)) with Z = the center of GL 2 (k). This means that T has trivial central character. Then we form the family of induced automorphic representations

/(T, s) = lndf£f )(A, (T 611 f* 2 ® l SO(3) ® ljy).
With such a family we can construct Eisenstein series. Let /(T, J, X) be an analytic family in 7(T, J) . Then for s so that Re(s) is sufficiently large we form the Eisenstein series r(ƒ(T , j, x)) = J^ ƒ(T , ^, yx).
P{k)\S0{Q){k)3y
Then S (with w , the appropriate Weyl group element which sends all the positive roots to negative roots). Then the functional equation of admits a finite number of poles. Let n be a cuspidal irreducible representation of G(A). Let Feu be a smooth function. We form the Rankin-Selberg integral:
( ) has a meromorphic continuation in s and admits a functional equation in s. For this we consider the SO(Q)(A) intertwining operator M : I(r, s) -> /(T, -
r(/(T,s, )) is
&(f(T,S,X)) = g(M(f{T,S,x))).
M w (f{x 9 s 9 )) = L n '(T,s-l/2) L û '(T,Sym 2 ,2$)U{F 9 f(x 9 s 9 )) = L S (T 9 S + 3/2)L S (T 9 Sym 2 , 2s + I) [ F(x)^(f(T 9 s 9 x))dx.
JG(k)\G(A)
X lG(k)\G(A)
In this case the set S depends on F and f(x 9 s 9 ) to be specified below.
We let U 0 be the unipotent radical of a Borel subgroup of G. We consider an additive character y/ u on the U 0 (k)\U 0 (A) which has the property that it is nontrivial on each root subgroup of U 0 (A) which corresponds to a simple root. Then we say II is a
is nonzero for some F ell.
Given F e II we say F is factorizable in the following sense. There exists a G(A) intertwining map r n : ® v Yl v -• II and let r n ((& v F v ) = F where Jf^ for almost all v is the unique G v spherical vector in Tl v .
We let L v (Yl v El T V , $) be the local Euler factor defined in the following manner. The representation 11^ (T V resp.) corresponds to a semisimple element Let II be a "generic" representation. Then
n(F,f(T,S, )) = ll s (F , f (T , S))L S (U®T , ^+ S^J ,
where II 5 is a local Euler product (specified below) over the primes v E S and L (II El T , 1/2 + 5) is the restricted L function
Moreover the function L (II El r, s) admits a meromorphic extension to C.
Remark. Since the Eisenstein series I?(/(T, S , )) is normalized by /^(T , 5 + 3/2)L S (T , Sym 2 , 2s + 1) then it should follow that the function 5 ~* 1^(11 El T , s) admits a finite number of poles! By the well-known principle of uniqueness of Whittaker models the representation U v can be embedded into Ind (^ ) (F, f(x,s 9 ))L S (T1®T,±+S) where 1^ is a meromorphic function in s which is nonvanishing at s 0 .
We note that we can extend the application of the method of Theorem 2.1 to cover another L function for the group G. Rather than use a cusp form r we use an Eisenstein series on the group GL 2 (A). Indeed we consider the parabolic subgroup P' of SO (q> ) 
P'(k)\SO(Q)(k)
Again the normalizing factor for W(f{s, n, x)) is
Then we form again the Rankin-Selberg integral
JG(k)\G(A)
Then we prove the analogue of Theorem 2.1. Moreover the function L (II,/I) admits a meromorphic extension to C.
Remark. We note that we can specialize the above Rankin-Selberg integral along a certain hyperplane s -fi+ 1/2 = K Q (along which the Eisenstein series lf( f(s, //, )) has no singularities) with K Q a real large integer. Then we have a Rankin-Selberg representation of L s (Yl, X) . Note that L s {Yl, s-/i+ 1/2) = L s (Il, K 0 ) is given by a convergent Euler expansion! We also expect as before that //(n, A) has a finite number of poles in X.
UNRAMIFIED CASE AND BRANCHING FORMULA
If the data is (*) v is unramified (i.e. the local components are spherical) then we calculate The basis of such a calculation is the use of the CasselmanShalika formula for Whittaker functions in terms of characters of irreducible finite-dimensional representations.
The critical step in this calculation is the use of a certain Branching Formula from SO(7, C) with highest weight (k x , A 2 , 0) (with X t G Z and k x > A 2 > 0) and consider the restriction to G 2 (C).
We parametrize a highest weight representation of G 2 (C) by a pair (m, n) (with m, n e Z and m > « > 0), which corresponds to the weight noe x +(m-ri)oe 2 with co x ,co 2 fundamental weights of G 2 (C) dual to the two simple roots a x and a 2 . Then the particular Branching Formula we prove is the following: The formula is stated in [J] . Our proof is based on using the ideas of [BGG] and [KV] .
