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Abstract
This thesis describes simulations to determine the melting temperatures of
the noble gases based on rst-principles ab-initio methods.
The melting temperatures of bulk krypton, xenon, radon and oganesson are
determined using parallel-tempering Monte Carlo with the interaction po-
tential approximated by two- and three-body contributions. The employed
interaction potentials are obtained from relativistic coupled cluster theory
including spin-orbit coupling and are the most accurate ab-initio potentials
to this date. These potentials are tted to computationally ecient functions
utilized to calculate the interaction energy during the Monte Carlo melting
simulation. Two dierent techniques of obtaining the melting temperature
are presented.
First, the melting temperature is studied by simulating nite clusters in a
canonical ensemble. The melting temperature is then deducted from extrap-
olation of the nite cluster results to the bulk.
Second, the melting temperature is determined by direct sampling of the bulk
using cells with periodic boundary conditions in the isobaric-isothermal en-
semble. Upon correction for superheating, an excellent agreement to the
melting temperatures obtained from cluster simulations is obtained.
The numerically determined melting temperatures of krypton and xenon are
in close agreement with available experimental data. That is, for krypton a
melting temperature of 109.5 K and 111.7 K is obtained for cluster and peri-
odic simulations respectively, which is approximately 5 Kelvin lower than the
corresponding experimental value of 115.78 K. The melting point of xenon is
determined to be 156.1 K and 161.6 K respectively, which compares to the
experimental value of 161.40 K. The long debated value of the radon melting
temperature of 202 K is conrmed by our simulations (200 K for both tech-
niques). And nally, the melting point of oganesson is determined to be 330
K and therefore surprisingly high compared to the other rare gases. This im-
plies that oganesson is a solid at room temperature.
Furthermore, an analytical formula to compute the temperature of the solid-
liquid phase transition based on the analytically expressed bulk modulus and
interaction potential is presented, and the superheating correction factor is
evaluated.
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1. Introduction
The recent successful synthesis of the heaviest member of the noble gases,
oganesson, has caused a spark of interest in the chemical and physical stud-
ies of superheavy elements. The group to which it belongs, the noble gases,
are found in the far right row of the periodic table, and each of these atoms
have a completely lled outer shell of valence electrons. As a result, the no-
ble gases are the least chemically reactive of all the elements and are found
in their gaseous state at ambient conditions. Nonetheless, their small, but
non-negligible induced dipole moments gives rise to small dispersive type of
interactions and upon cooling (or under pressure), these elements make the
transition to the liquid and nally the solid phase.
Experimentally, the melting and boiling temperatures have been obtained
for helium, neon, argon, krypton, xenon and radon, which are depicted in Fig.
1.1, with in blue the melting and in red the boiling temperatures. Besides the
increase in melting and boiling temperature with atomic number, it is also
noticeable that the melting and boiling temperatures are very close together.
Whereas for the lighter noble gases the melting temperature can relatively
easy be obtained by experiment, measurements on the melting temperature
of radon were experimentally very challenging as radon is highly radioactive
and thus measurements were therefore only done in the early years after its
discovery [1].
Oganesson joined the periodic table in 2002 [3–6] together with a group
of other exotic superheavy elements. As each of these are very short lived in
the second to microsecond range, it is experimentally not possible to predict
the bulk physical properties of these elements, and one fully relies on numer-
ical methods to learn more about these interesting elements. Yet, there are
some hints that oganesson could be solid at room temperature. For example
a simple extrapolation of the melting curves predicts a melting temperature
close to room temperature and an increase in chemical activity is predicted
due to the relativistic increase in polarizability with respect to radon [7]. This
motivated us to study the melting point of oganesson by numerical methods,
a formidable task as both relativistic and electron correlation eects need to
be considered.
The solid to liquid transition is the most common phase transition which
everybody experiences in daily life, yet the intrinsic mechanism that leads
to melting is still not well understood. Melting is a rst order phase trans-
formation and is known to occur at a temperature at which the Gibbs free
3
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Figure 1.1.: All experimentally known melting (blue) and boiling (red) tem-
peratures [2] of the noble gases in the Group 18 of the Periodic
Table.
energies of the solid and the liquid states are equal. Besides, the solid and
liquid phase or the transition between the two can be recognized by a range
of dierent characteristics. The solid is rigid and topologically long-range or-
dered whereas the liquid is uid and topologically long-range disordered, see
Fig. 1.2. Furthermore, the solid to liquid transition can be recognized by a
sudden increase in volume, entropy, pressure, inner energy, and an increase
in the specic heat. Yet phenomena such as disorder, melting in clusters and
rearrangements in structures in clusters, superheating and supercooling are
little understood at the microscopic level.
Statistical physics aims to understand the behavior of systems composed
of many interacting particles at the macroscopic level, and can be used as an
eective tool to understand the nature of melting. However, due to the com-
plexity of the system, it is not possible to describe the system analytically, and
thus must be studied by means of numerical approaches instead. Determining
the melting point of noble gases using ab-initio methods is a dicult task and
to obtain an accurate value of the melting temperature one has three major
important tasks to fulll. First, the system’s interaction needs to be computed
up to high accuracy. Secondly, the thermodynamics that describes the system
of interest needs to be known, and third, the properties of the system need
to be obtained by the method of choice (algorithm). The most popular sim-
ulation methods today are molecular dynamics (MD) [8] and Monte Carlo
(MC) [9] simulations, both of which rely on an accurate description of the
interatomic interactions.
The Monte Carlo method allows ecient computation of high-dimensional
integrals which would be too complex to solve analytically and aims to repro-
duce the statistical behavior of a system at the thermodynamic equilibrium.
5Figure 1.2.: (Left) a solid with long-range order, (right) a disordered liquid
To that purpose, congurations are randomly generated with the appropriate
probability distribution. These congurations are then used to compute the
statistical properties of the system, such as the inner energy, pressure and
volume. Molecular Dynamics is dierent in the sense that it calculates the
time dependent behavior of a molecular or atomic system, which would be
an obvious advantage if one is interested in the time evolution of the system.
However, Molecular Dynamics needs rather long simulation times to obtain
averages of statistical properties accurately.
The accurate description of the electronic structure is for most atoms and
molecules the principal source of errors since the electronic interactions can-
not be treated without approximations for relativistic and electron correlation
eects. The interaction potential of the noble gases is perhaps special in this
sense as a many-body expansion of the total interaction energy into molec-
ular fragments converges relatively fast, and the overall interaction of the
ensemble can be approximated by two- and three-body forces only making
the group of rare gases excellent candidates for MC simulations.
Earlier work on the melting of the noble gases neon and argon using MC
techniques has been carried out by Pahl et al. [10–12] and an unprecedented
accuracy of 1 K was obtained for the melting points. The melting of the noble
gases argon, krypton and xenon was studied by Bochetti et al. [13], where the
interaction was approximated by the two-parameter Lennard Jones potential.
The determined melting points were systematically too high in comparison
to the experimental results, hinting that a more accurate treatment of the
interaction-potential is necessary. The melting of argon by MC techniques
has also been studied at high pressure challenging existing experimental data
[14]. In this thesis, we will extend this line of research to study the solid-liquid
phase transition of the heaviest noble gases in the Periodic Table.
For this, we have to include relativistic eects which become increasingly
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more important for the heavier elements (Z2 scaling with nuclear charge) of
the periodic table. Such eects are expected to have signicant contributions
to the interaction potential of both radon and oganesson, especially for the
latter where the valence p-shell is split by 10 eV due to spin-orbit coupling
[15]. A theory based on Einstein’s theory of relativity is thus required to
predict the properties of these elements that cannot be recovered within a
non-relativistic formalism. For this reason, interaction potentials for oganes-
son are developed at dierent levels of relativistic treatment such that the
contributions of relativistic eects to the melting temperature can be studied
for the rst time.
Outline
The rst part of this thesis, chapters 2-5, concentrates on the methodology
for computing the required ab-initio interaction potentials of the noble gases.
The necessary electronic structure methods are discussed in chapter 2 fol-
lowed by a brief overview of approximate relativistic Hamiltonians presented
in chapter 3. A concise overview of dierent properties of basis sets is given in
chapter 4. Finally, in chapter 5, the exact method for calculating the interac-
tion energy of the rare gas dimers and trimers is given. The second part of this
thesis concerns the functions that describe the interaction potential to be used
during the Monte Carlo simulations. Analytical functions describing the two-
and three-body potentials is the subject of chapter 6. Chapter 7 gives details
on the tting method and resulting parameters for the potentials are listed.
The derived spectroscopic constants of the two-body potential are given in
chapter 8. In the third part of the thesis, the melting phenomena is discussed.
The thermodynamics of melting is reviewed in chapter 9. Dierent aspects
of the Parallel Tempering Monte Carlo algorithm are thoroughly explained in
chapter 10. The results of the Monte Carlo simulations are presented in the
fourth part of this thesis. Chapter 11 presents the melting temperatures and
densities of the noble gases obtained from the Monte Carlo simulations. The
nal part of this thesis addressess two interesting analytical ndings. First,
in chapter 12 melting of the Lennard-Jones potential (in reduced units) is ex-
amined which are helpful to evaluate the analytical results. A linear relation
between the cohesive energy and the melting temperatures as well as the for-
mula for the melting temperature as a function of the analytically expressed
bulk modulus and interaction potential are derived in chapter 13. Chapter
14 addresses the superheating correction term. A derivation of this factor
starting from the entropy dierence between the solid and the liquid phase is
given. A brief summary and outlook to future developments are provided in
chapter 15.
Part I.
Ab-initio Potentials

2. Solving the Electronic-Motion
Problem
In the following sections, the electronic Schrödinger equation is introduced
and a brief description of computational methods that solve this equation is
given. Solving the electronic Schrödinger equation in an ab-initio fashion
leads to the (multi-reference)) Hartree-Fock (HF) method as a starting point
after which post-Hartree-Fock methods for dynamic electron correlation such
as Congurational Interaction (CI) and Coupled Cluster (CC) are introduced.
This will help the reader to understand the accuracy of the ab-initio poten-
tials developed here for the noble gases. For detailed mathematical informa-
tion about these methods, the reader is referred to the standard textbooks on
theoretical and computational chemistry [16–19].
2.1. Born-Oppenheimer Perturbative Approach
Within the quantum-mechanical framework the density of states is described
by a wave function Ψ(R, r, t), where R symbolizes all Nnuc nuclear coor-
dinates (N vectors of the nuclear coordinates Ri, i = 1, ..., Nnuc) and r all
Nelec electron coordinates (including spin). In the non-relativistic case Ψ is a
solution to the spin-independent time-dependent Schrödinger equation
H(R, r, t)Ψ(R, r, t) = i~
∂
∂t
Ψ(R, r, t) (2.1)
H is the many-particle Hamiltonian that will be specied below. For states
of which the probability distribution does not vary with time one obtains the
stationary form of Eq. (2.1)
H(RN , r)Ψ(R, r) = EΨ(R, r) (2.2)
The square of the wave function is interpreted as the probability density and
E = 〈Ψ|H |Ψ〉 is identied as the total energy of the physical system for
a normalized Ψ. The many-particle Hamiltonian consists of kinetic T and
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potential V terms working on both the electrons and nuclei (in SI units)
H =Te + Tn + Vee + Ven + Vnn (2.3)
=− ~
2
2me
Nelec∑
i
∇2i −
~2
2
Nnuc∑
A
∇2A
mA
+
1
2
Nelec∑
i 6=j
e2
4pi0rij
−
Nelec∑
i
Nnuc∑
A
e2ZA
4pi0riA
+
1
2
Nnuc∑
A 6=B
e2ZAZB
4pi0RAB
In the above equation, me and mA are the mass of the electrons e and nu-
clei A respectively, ZA is the nuclear charge (atomic number) of the nucleus
A. ∇2i and∇2A are the Laplacian operators of the electron and nuclei respec-
tively. The distance between the ith electron and Ath nucleus riA = |riA|,
the distance between the ith electron and jth electron rij = |rij | and the
distance between the Ath nuclei and Bth nuclei RAB = |RAB|. Since nuclei
are much heavier than electrons (proton-to-electron mass ratio is 1836.15),
the nuclei move signicantly slower than the electrons. Hence, as an approx-
imation, one can consider the electrons in a molecule to be moving in the
eld of xed nuclei. This is called the Born-Oppenheimer approximation (or
the clamped nucleus approximation in the extreme where nuclear masses are
taken to innity). Within this approximation the kinetic energy of the nuclei
can be neglected and the repulsion between the nuclei can be considered to be
constant. The remaining terms in Eq (2.3) are part of the resulting electronic
Hamiltonian
He = Te + Vee + Ven (2.4)
such that we have (changing to atomic units)[
− 1
2
∑
i
∇2i +
Nelec∑
i 6=j
1
rij
−
Nelec∑
i
Nnuc∑
A
ZA
riA
]
Ψ(r) = EelΨ(r) (2.5)
The wave function of the Schrödinger equation, Ψ(r), can not be solved ex-
actly for systems containing more than one particle. An approximate wave
function, Φ(r) may be generated from a linear combination of functions,
fj(φ1 . . . φn), functions containing single-electron wave functions φi called
orbitals
Φ(r) =
∑
j=1
ajfj(φ1 . . . φn) (2.6)
Since the electronic wave function must fulll Fermi-Dirac statistics for
exchanging particles (the Pauli antisymmetry principle in the one-particle
picture), an anti-symmetrized product of orbitals resulting in a Slater deter-
minant represents the most simple approximation if a single determinant is
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chosen
f(φ1, φ2, ..., φN ) =
∣∣∣∣∣∣∣∣∣
φ1(x1) φ2(x1) . . . φN (x1)
φ1(x2) φ2(x2) . . . φN (x2)
...
... . . .
...
φ1(xN ) φ2(xN ) . . . φN (xN )
∣∣∣∣∣∣∣∣∣ (2.7)
Here, the φi denote the one-electron spin-orbitals and xi = {ri, σi} are spa-
tial (ri) and spin (σi) coordinates of the electrons. In this formulation each
electron is associated with every orbital and the individual orbitals are chosen
to be orthogonal, 〈φi|φj〉 = δij .
The orbitals of the trial wave function can then be optimized to resemble
the exact wave function as close as possible using the Ritz-Rayleigh varia-
tional principle for semi-bound operators, which results in the Hartree-Fock
equations,
EHF =
〈Φ|Hel |Φ〉
〈Φ|Φ〉 ≥ Eexact =
〈Ψ|Hel |Ψ〉
〈Ψ|Ψ〉 (2.8)
By varying the parameters of the wave functions φi the energy expectation
value can be minimized.
2.2. Hartree-Fock
Variationally optimizing the HF energy. Eq. (2.8) leads to the Hartree-Fock
equations,
f(xi)φk(xi) = kφk(xi) (2.9)
f(xi) denotes the Fock operator, φk(xi) are the orbital eigenfunctions and i
the eigenvalues of the orbitals The Fock operator is given by
f(xi) = h(xi) +
Nelec∑
j
[
Jj(xi)−Kj(xi)
]
(2.10)
The rst term in the square brackets is called the Coulomb term, the interac-
tion due to the electric repulsion of an electron in spin orbital φ(xi) with the
average charge distribution of the other electrons
Jl(xi)φk(xi) =
∫
dxjφl(xj)
1
rij
φl(xj)φk(xi) (2.11)
The second term in the square brackets exchanges spin orbitals φi and φj and
is therefore called the exchange term. The exchange operator is dened as
Kl(xi)φk(xi) =
[ ∫
dxjφl(xj)
1
rij
φk(xj)
]
φl(xi) (2.12)
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Since the Fock f(x) operator depends on the orbitals, the HF equation must
be solved iteratively; i.e. starting from a set of trial wave functions the HF
equations are solved and the coecients of the trial wave functions are var-
ied until self consistency is achieved.
As the orbitals φi are in general molecular orbitals, they are conveniently ex-
pressed as a Linear Combinations of Atomic Orbitals φ =
∑
j cijχj (LCAO-
MO theory). In such a basis-set expansion, the Hartree Fock equation takes
the form of the Roothaan-Hall equation, during which the coecients cij are
optimized. The solution of the Roothaan-Hall equation yields M molecu-
lar orbitals if there are M one-electron basis functions, which leads to 2M
spin orbitals for a closed shell state as the molecular orbitals are multiplied
by spin state α(ω) or β(σ). For an n-electron system, the determinant |Φ0〉
is formed from the n orbitals with the lowest energy eigenvalues i and the
remaining number of spin orbitals with higher energies are the virtual or
unoccupied spin orbitals. According to this principle, excited determinants
such as the singly excited determinant |Φrm〉 can be constructed, where the
spin orbital φm is replaced by φr . There are many ecient algorithms deal-
ing with closed- and open-shell systems at the (multi-reference) Hartree-Fock
level implemented in many computational program packages, and the reader
is referred to standard textbooks [18, 19].
2.3. Correlation Energy and Configurational
Interaction
The Hartree-Fock determinant for the ground state of a molecule does not
account for all the energy contributions. The dierence between the true
eigenvalue of the Schrödinger equation and the Hartree-Fock energy, called
the correlation energy, is given by
Ecorr = Eexact − EHF (2.13)
For many-electron systems Ecorr << EHF , but is important for energy dif-
ferences encountered in almost all properties. The method of Conguration-
interaction (CI) expansion can be used to obtain the electron correlation en-
ergy. The idea is to represent the exact wave function as a linear combination
ofN -electron trial functions, that include both lowest energy orbitals as well
as the virtual orbitals, and use the variational method to minimize the total en-
ergy. This wave function is expressed as a linear combination of Slater deter-
minants which are constructed from a set of all possible Hartree-Fock orbitals
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that were obtained upon diagonalization of the Roothaan-Hall equation.
ΦFCIel =C0Φ0 +
occ∑
m
vir∑
r
CrmΦ
r
m
+
occ∑
m<n
vir∑
r<s
CrsmnΦ
rs
mn +
occ∑
m<n<o
vir∑
r<s<t
CrstmnoΦ
rst
mno + . . . (2.14)
here Φ0 indicates the Hartree-Fock Slater determinant. Φrm denote the single
excitation Slater determinants which are generated by substituting one of the
ground states orbitalsmwith and excited orbital r. Similarly, Φrsmn and Φrstmno
are double and triple excited states respectively.
The expansion coecients C = {C0, Crm, Crsmr, ...} are determined by a
variational optimization of the expectation value of the electronic energy.
This expansion of the electronic wave function is called the conguration-
interaction expansion. When taking into account all possible determinants,
the CI method recovers 100% of the electron correlation energy (full CI). How-
ever, given some arbitrary set of 2M one-electron spin orbitals
(
2M
N
)
dif-
ferent N -electronic Slater determinants can be constructed, this means that
there is an factorial growth of the number of determinants with the size of
the basis set and therefore one must usually truncate the trial function and
only use a fraction of all possibleN -electronic functions. Hence the truncated
version only recovers part of the correlation energy. Another problem of the
CI method is that truncated forms of the CI are not size consistent, nor size
extensive (see Helgaker for a denition [16]). As a result the truncated CI re-
covers less and less electron correlation as the systems grow larger. Therefore
the interaction energy of the noble gases is computed according to an alter-
native method, the Coupled-Cluster method, originally developed for nuclear
shell structure calculations. This is discussed in the following section.
2.4. The Coupled-Cluster Method
Coupled-Cluster is a method for which the exact many-body wave function Ψ
is expressed in terms of the Hartree-Fock wave function times an exponential
excitation operator
ΨCC = e
TΦ0 (2.15)
where Φ0 is the ground-state HF wave function. The exponential excitation
operator (called cluster operator) is understood in terms of a Taylor series
eT = 1 + T +
1
2!
T 2 +
1
3!
T 3 + ... (2.16)
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where T , the cluster operator, is the sum of excitation operators Tk that trans-
fers k electrons from occupied orbitals to vacant orbitals in all possible ways.
T = T1 + T2 + ...+ TN (2.17)
Here, for example, T1 transfers 1 electron to the vacant orbital and T2 trans-
fers 2 electrons to the vacant orbitals
T1Φ0 =
occ∑
m
vir∑
r
trmΦ
r
m (2.18)
T2Φ0 =
occ∑
m<n
vir∑
r<s
trsmnΦ
rs
mn (2.19)
The expansion coecients t are understood in a similar way to the coecients
C in Eq. (2.14). By combining Eq. (2.17) and Eq. (2.16)
eT = 1 + T1 +
(
T2 +
1
2
T 21
)
+
(
T3 + T2T1 +
1
6
T 31
)
+ . . . (2.20)
The rst term generates the reference HF determinant and the second term
the single excited determinants. The terms in the rst parenthesis generates
doubly excited states, where T2 is termed connected and T 21 is a disconnected
term. By this expansion higher order excitations are created by lower order
terms and therefore the cluster operator TN can be truncated while remaining
accurate. This is also the reason why the CC method is, in contrast to the CI
method, size consistent.
Variationally determining the correlation energy as
EvarCC =
〈ΨCC |H|ΨCC〉
〈ΨCC |ΨCC〉 =
〈
eTΦ0
∣∣H∣∣eTΦ0〉
〈eTΦ0|eTΦ0〉 (2.21)
is not convenient, because upon expansion of the exponential operator this
expression leads to a series of non-vanishing terms and terminates at TN .
Therefore the correlation energy is obtained from the Schrödinger equation
in combination with the coupled-cluster wave function.
HeTΦ0 = ECCe
TΦ0 (2.22)
The projection coupled-cluster equations are obtained by projecting on the
left with the HF wavefunction Φ0 or excited determinants µ
〈Φ0|HeT |Φ0〉 = ECC (2.23)
〈µ|HeT |Φ0〉 = ECC 〈µ|eT |Φ0〉 (2.24)
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These are the projected coupled-cluster equations and lead to a set of am-
plitudes of which the coecients must be solved self consistently. The rst
equation gives the coupled-cluster energy ECC
ECC = E0 +
occ∑
i
vir∑
r
tri 〈Ψ0|H|Ψri 〉+
occ∑
i<j
vir∑
r<s
(
trsij + t
r
i t
s
j + t
s
i t
r
j
) 〈
Ψ0
∣∣H∣∣Ψrsij 〉
(2.25)
= E0 +
occ∑
i<j
vir∑
r<s
(
trsij + t
r
i t
s
j + t
s
i t
r
j
)
(〈φiφj |φrφs〉 − 〈φiφj |φsφr〉)
(2.26)
where
∑occ
i
∑vir
r t
r
i 〈Ψ0|H|Ψri 〉 = 0 because of Brillouin’s theorem.
Higher order amplitudes are obtained by projecting Eq. (2.22) on the left with
excited determinants φrsmn, φrstmno or higher order excited determinants.
CCSD As stated above the cluster operator TN can be truncated while re-
maining accurate, since higher excitations are generated from the lower order
excitation operators. The lowest level of truncation is Coupled Cluster Dou-
bles (CCD), which includes only the T2 operator (Coupled Cluster Singles,
CCS, gives zero electron correlation as the matrix element of the Hamilto-
nian between the ground state and a single excited determinant must be zero
according to Brillouin’s theorem). The CCSD method only includes single-
and double-excitations operators, Tk = T1 + T2. The coupled-cluster singles
and doubles was derived algebraically and numerically compared to CI cal-
culations for H2O and BeH2 by Purvis and Barlett [20]. It was demonstrated
that CCSD accounts for 98.7 % of the correlation energy.
Also including the triple and then quadruple excitations operators in the clus-
ter operator, T3 and T4, leads to the CCSDT and CCSDTQ methods respec-
tively. These are more expensive computationally as coupled-cluster scales
exponentially with system sizeN asO(N2+2s) for up to and including s-fold
excitations (i.e. s=4 for CCSDTQ and s=1 for HF).
CCSD(T) Triple excitations can be treated perturbatively by truncating the
excitation operator TN in Eq. (2.22) up to third order, T = 1 + T1 + T2 +
T3, but by only projecting the Schrödinger equation on the space of singly
and doubly excited determinants. This perturbative treatment goes by the
name CCSD(T) [21] and this method will be adapted to calculate higher order
excitation corrections for the noble gases.

3. Relativity
The nuclear degrees of freedom are treated non-relativistically in quantum
chemistry owing to the fact that the motion of the nuclei is very slow com-
pared to the speed of light c. In contrast, for the moving electrons this does
no longer hold as these can move with a signicant fraction of the speed of
light. This can easily be understood from the de Broglie relation mλv = h,
where short wavelengths (high energies) imply high speeds for the electrons.
The electrons in the inner shells close to the nucleus experience an almost
unscreened nuclear charge and therefore move fastest. As relativistic eects
scale approximately like (Zα)2, the heavier elements with higher nuclear
charge experience larger relativistic eects. These relativistic eects become
increasingly more important for the heaviest elements in the periodic table
and will have especially large inuence on the interaction between radon and
oganesson atoms. This may come as a surprise as velocities in valence shells
are small according to the de Broglie relation, but counter-intuitively are sur-
prisingly large even for electrons in valence shells as subtle quantum me-
chanical direct and indirect shell structure eects are at work [22–25]. In the
computation of the ab-initio interaction potentials for the rare gases, relativis-
tic eects are introduced through a specic choice of a relativistic Hamilto-
nian. Here a brief overview on the relativistic treatment (extension of the
Schrödinger equation) of the electronic structure in atoms or molecules is
given. [16, 17, 19, 26]
3.1. Relativistic Hamiltonian
The Schrödinger equation does not describe relativistic eects. The spin does
not appear in this equation, and space and time coordinates are not treated
on the same footing, i.e. the time derivative is only of rst order whilst the
derivative with respect to space is of second order. This means that the ob-
tained wave function and resulting properties are not invariant under Lorentz
transformations, which mix the time and space variables. To obtain a Lorentz
invariant relativistic Hamiltonian formalism, one may start from the relativis-
tically corrected expression for the total energy of the system
E2 = p2c2 +m2c4 (3.1)
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By the replacement of E and p by quantum mechanical operators i~ ∂∂t and
−i~∇, the (one-particle) Schrödinger equation becomes
− ~2∂
2Ψ(r, t)
∂t2
= (−~2c2∇2 +m2c4)Ψ(r, t) (3.2)
This expression known as the Klein-Gordon equation has a number of prob-
lems. The above expression, which describes a spin zero particle, leads to a
probability density which is not positive denite, and is quadratic in the time
derivative. Even if we take the square root of this expression we are faced with
a Hamiltonian containing operators in a square root which are understood by
its Taylor expansion, leading to a series of unbound dierential operators. To
maintain the linear time derivative, Dirac proposed to write the equation as
i~
∂Ψ(r, t)
∂t
= [cα · p+ βmc2]Ψ(r, t) (3.3)
α and β must obey the relationships
αiαj +αjαi = 2δij1 (3.4)
αiα+ βαi = 0 (3.5)
α2i = β
2 = 1 (3.6)
The (irreducible) solution requires thatα and β are 4×4 matrices, cαp is the
relativistic velocity operator and α can be written in terms of the three Pauli
2× 2 spin matrices (in standard notation) leading to the following quantities
αx,y,z =
(
0 σx,y,z
σx,y,z 0
)
(3.7)
β =
(
I 0
0 −I
)
with I =
(
1 0
0 1
)
(3.8)
σx =
(
0 1
1 0
)
σy =
(
0 −i
i 0
)
σz =
(
1 0
0 −1
)
(3.9)
The Dirac equation carries four components. Loosely speaking, two of which
are assigned to particles (the electron and its anti-particle, the positron) and
the two other degrees of freedom are understood as being related to the in-
trinsic magnetic moment (spin). Hence, fermionic spin is naturally described
by the Dirac equation. Dirac-Hartree-Fock calculations are about a factor of
64 more expensive than non-relativistic Hartree-Fock calculations with an
similar basis set.
As α and β are block matrices, the Dirac equation can be written in ma-
trix form with the wavefunction (bi-spinor) containing the large and small
component (the terminology comes from the fact that the large component
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contributes most to the one-particle density for an electron at not too high
nuclear charge). (
mc2 cσ · p
cσ · p −mc2
)(
ΨL
ΨS
)
= E
(
ΨL
ΨS
)
(3.10)
Ψ =

ψ1
ψ2
ψ3
ψ4
 = (ΨLΨS
)
(3.11)
In the non-relativistic limit (c → ∞) the small component disappears, and
when the momentum goes to zero the large components disappears. In a
Coulomb potential this shifts the continuum to the non-relativistic limit.
In a bound state, i.e. when the electron is conned by the Coulomb po-
tential V of the nucleus, in its time independent form and in absence of a
magnetic eld the Dirac equation takes the form[
cα · p+ βmc2 + V ]Ψ = EΨ (3.12)(
V cσ · p
cσ · p V − 2mc2
)(
ΨL
ΨS
)
= E
(
ΨL
ΨS
)
(3.13)
Here we changed conveniently the metric by shifting the total energy by
−mc2. By rearranging this equation the large component satises
1
2m
(σ · p)K(σ · p) + (V − E)]ΨL = 0 (3.14)
with
K =
(
1 +
E − V
2mc2
)−1σ · p
2mc
(3.15)
In the non-relativistic limit , K = 1, and the Schrödinger equation is recov-
ered. On the other hand, relativistic corrections are obtained by expanding
K
K =
(
1 +
E − V
2mc2
)−1
≈ 1− E − V
2mc2
+ ... (3.16)
the so-called Pauli equation can be obtained when inserting the rst-order
expansion term in Eq. (3.14). Using the identity
(σ ·A)(σ ·B) = A ·B = iσ · (A×A) (3.17)
the one-particle relativistic expression is obtained(
p2
2m
+ V (~r)− p
4
8m3c2
+
Zs · l
2m2c2r3
+
Zpiδ(r)
2m2c2
)
ΨL(r) = EΨL(r) (3.18)
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where the rst two terms are the non-relativistic kinetic and potential en-
ergy operators, the p4 term is the mass velocity operator, this term describes
the dependence of the electron mass on the velocity. The next term is the
spin-orbit term where s is the electron spin operator and l = (r × p) is the
angular momentum operator. This term describes the interaction of the spin
of the electron with the magnetic eld generated by the movement of (an-
other) electron.
The last term is the Darwin term, also called Zitterbewegung, which describes
the fact that it is not possible to know the exact position of the electron. In-
stead the electron is said to be approximately within a radius of λ0, where
λ0 is the Compton wavelength. Both the mass velocity and Darwin correc-
tions are scalar relativistic corrections and can be solved by a one-component
treatment of the Hamiltonian, which is computationally not more expensive
than variationally solving the non-relativistic Hamiltonian. However, these
operators are not used anymore and are more of historical importance (e.g.
the mass velocity operator is not bound from below). The spin-orbit term is
a two-component expression and the corresponding Hamiltonian need to be
treated by more advanced techniques.
Relativistic Electron-Electron Interaction The classical description of
the interaction potential between two charges q1 and q2 is described by the
Coulomb term
V (r12) =
q1q2
r12
(3.19)
An expression which treats the electron-electron interaction correctly to or-
der O(c−2) can be derived in a purely classical context instead of a more
rigorous quantum electrodynamic treatment. The relativistic two-particle po-
tential is derived starting from the interaction between two electrons moving
at dierent speeds in dierent direction derived from the Lorentz gauge. In
this approximation the frequency of the exchange photon is neglected which
yields the so-called frequency-independent Coulomb-Breit interaction
V Coulomb−Breitee (r12) =
1
r12
− 1
r12
[
α1 ·α2− (α1 × r12)(α2 × r12)
2r212
]
(3.20)
which can also be written as
V Coulomb−Breitee (r12) =
1
r12
− 1
2r12
[
α1 ·α2 + (α1 · r12)(α2 · r12)
r212
]
(3.21)
The rst term in this expression is the Coulomb term, which accounts for
the classical charge-charge interaction and the term in the square brackets is
called the Breit interaction. The rst term in the Breit Hamiltonian is known
as the Gaunt term representing the current-current interaction, and the sec-
ond term is the gauge term.
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The Dirac-Coulomb-Breit Hamiltonian is computationally more demanding
for molecular applications as it requires new two-electron integrals between
the large and small components.
Spin-Orbit interaction The fourth term in Eq. (3.18) and the Breit term are
spin-dependent terms and give rise to various forms of spin-orbit coupling,
which describe the coupling between the spin of the electron with its motion
in a potential. The fourth term in Eq. (3.18) describes the spin-same-orbit
(SO) interaction: the interaction of the electron spin with the magnetic eld
generated by its own orbital angular momentum. Decomposition of the Gaunt
term shows that there are also other types of spin-orbit coupling, such as
the spin-other-orbit (SOO) interaction, which describes the interaction of an
electron spin with the magnetic eld generated by the movement of another
electron. A transformation of the Breit interaction into the two-component
form, for example by a Foldy-Wouthuysen transformation, results in order-
by-order terms of spin-spin, orbit-orbit and spin-orbit coupling terms.
3.2. Two-Component Transformation Techniques
In the Dirac equation, the small and the large component of the wavefunction
appear separately in the bi-spinor, but they are coupled through the Dirac
operator. Except for the free-particle case, one cannot decouple them into
two independent dierential equations. Even for the free particle case one
obtains an innite sum of relativistic perturbation operator in increasing or-
ders of c−1. It is, however, possible to perform step-by-step unitary transfor-
mations aiming at the remaining coupling operators between the small and
large component to give successively smaller corrections for the total energy.
Such transformations eliminate the negative energy from the positive energy
states and for special choices of the unitary transformations can lead to oper-
ators which are bound from below and do not contain essential singularities.
This corresponds to block-diagonalizing the Hamiltonian into an upper and
lower block using as unitary transformation, such that we move from a four-
component (Dirac) to a two-component (Schrödinger) picture.
H ′D = UHDU
† =
(
h++ 0
0 h−−
)
(3.22)
This way the positive electronic energy states are described by the h++
operator, while the negative (positronic) energy states are described by the
h−− operator. This unitary transformation can be obtained in one step if
a matrix representation of the Fock operator is available. In that case the
h++ operator is called the eXact 2-Component (X2C) matrix. Using matrix
algebra, the X2C method reproduces exactly the positive-energy spectrum
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of the parent four-component Hamiltonian [27]. To minimize the error, the
X2C-molecular mean eld (mmf) was proposed by Sikkema et al. [28], which
threats the SO and SOO coupling exact at the mean-eld level.
In contrast to the X2C method, which relies on matrix algebra, the ma-
trix can also be diagonalized by a perturbative treatment. The latter has
historically appeared earlier then the X2C decomposition method as block-
diagonalizing the Dirac description by matrix algebra was not yet solved.
Multiple procedures to diagonalize the Dirac-Hamiltonian by a perturbative
treatment have been developed, such as the Zeroth Order Regular Approxi-
mation (ZORA) Hamiltonian [29, 30], the Foldy-Wouthuysen (FW) transfor-
mation [31] (which gives the unitary transformation that diagonalizes the
Dirac Hamiltonian for a free particle) and the Douglas-Kroll-Hess (DKH)
method [32–34].
In case of a free particle (V = 0), the Free Particle Foldy-Wouthuysen (FPFW)
transformation is given by
UFPFW =
cβ(σ · p) +mc2 + E√
2E(mc2 + E)
=
(
X XR
−XR X
)
(3.23)
with
X =
(
E +mc2
2E
)1/2
and R = c(σ · p)
E +mc2
(3.24)
The Douglas-Kroll-Hess transformation is a regular transformation given by
UDKHn =
√
1 +Wn
2 +Wn (3.25)
which leads to regular operators and a variationally stable procedure. Within
the DKH method the unitary transformation is written as a sequence of uni-
tary transformations
UDKH = . . . UDKH2UDKH1UFPFW (3.26)
such that the DKH Hamiltonian becomes
HDKH = . . . UDKH1UFPFWHDU
†
FPFWU
†
DKH1 . . . (3.27)
The rst-order DKH approximation is obtained by transforming the matrix
with the FPFW transformation. When applying this transformation to the
non-free particle Hamiltonian, the transformed Dirac operator will not be a
diagonal matrix and the upper left part of the matrix is then used for the cal-
culation and the o-diagonal terms dene theUDKH1 operator. This operator
will then be used for the DKH2 approximation. In second order we have the
closed form
HDK2 =
∑
i
hDK2(i) +
∑
i<j
gDK2(i, j) (3.28)
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with
hDK2(i) = Ei+Ai[V (i) +RiV (i)Ri]Ai
−W (i)EiW (i) + 1
2
{W (i)2, Ei} (3.29)
with
Ei ≡ Ep = c
√
p2i + c
2, Ai ≡ Ap =
√
Ei + c2
2Ei
, Ri ≡ Rp = cpi
Ei + c2
(3.30)
and
gDK2(i, j) = AiAj
[
1
rij
+Ri
1
rij
Ri+Rj
1
rij
Ri+RiRj
1
rij
RiRj
]
AiAj (3.31)
the anti-hermitian parameter W (i) has a more complex form and we refer
to ref. [17]. This operator is bound from below, contains no essential sin-
gularities and has been very popular in applications of relativistic electronic
structure theory after B. Hess introduced it into molecular program packages
[17].

4. Basis Sets
In this chapter a concise overview is given of some of the properties of basis
sets which are relevant for the ab-initio calculations that were used for con-
structing the two- and three-body potentials of the heavy noble gases. For
more information the reader is referred to the books [16, 17, 19].
One-Particle Expansion of the Many-Electron Wavefunction The
many-electron wave function Ψ can be expanded into a linear combination
of one-particle functions (called orbitals). For a molecule, it is convenient to
expand these orbitals into a set of atom-centered basis functions χj where
most of the electron density lies. These basis functions are of the following
general form
φ =
M∑
j=1
cjkχj (4.1)
As a solution of the hydrogenic Schrödinger equation, the single electron
wave function is of the form
χnlm(r, θ, ϕ) = NRnl(r)Ylm(θ, ϕ) (4.2)
where N is the normalization constant, Rnl(r) are the radial functions,
Ylm(θ, ϕ) the spherical harmonics that describe the angular dependence of
the orbitals, and n, l,m the corresponding quantum numbers. Slater type or-
bitals (STO) originate from the exact solutions to the hydrogenic atom
χζ,n,l,m(r, θ, ϕ) = NYl,m(θ, ϕ)r
n−1e−ζr (4.3)
STOs accurately describe the cusp in the core region and the exponential de-
cay at long range, but for a multi-electron system do not have analytical so-
lutions for three- or four-centered two-electron integrals and are dicult to
treat. This makes working with STOs cumbersome and computationally very
demanding. Gaussian type orbitals (GTO) (in spherical S or cartesian C form)
are computationally far more ecient
χSζ,n,l,m(r, θ, ϕ) = NYlm(θ, ψ)r
2n−2−le−αr
2 (4.4)
χCζ,lx,ly ,lz(x, y, z) = N
′xlxylyzlze−αr
2 (4.5)
and are therefore the preferred choice in the quantum chemistry community.
The sum of lx, ly and lz determines the type of orbital, i.e. l = lx+ ly+ lz = 1
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describes an s orbital, l = 2 a p orbital etc. The core region of GTOs do not
have the correct cusp behavior at the nucleus, but are a continuous function
instead of which the derivative is zero. This makes the description of GTOs
less accurate in comparison to the STOs, however combined use of multiple
GTOs closely approximate the desirable shape of an STO. The exponents, α,
of the STO or GTO are usually to be determined by minimizing the Hartree-
Fock total energy.
Number of Basis Functions A minimal basis set uses only one basis func-
tion χ for each orbital φ and was important in early days of quantum chem-
istry. Minimal basis sets are however not very exible enough to accurately
describe the many-electron wavefunction. Therefore a linear combination
of multiple functions is used to represent the correct form of a one-particle
function approaching of what is called the Hartree-Fock limit with increas-
ing number of functions. For example, double-zeta (DZ) optimizes the lin-
ear combination of two functions, triple-zeta (TZ) makes use of three and
quadruple-zeta (QZ) makes use of four functions.
Basis Set Contraction In molecular calculations an orbital is represented
as a linear combination of several atom centered GTOs, of which an individual
GTO is called a primitive function. After optimizing the exponents α of the
primitive Gaussians using iterative Hartree-Fock procedure to minimize the
energy, the full set of primitive GTOs can be combined into a smaller set
of functions by forming xed linear combinations. This is called a basis set
contraction. At the Hartree-Fock level the atomic orbital coecients can be
used directly to obtain the contraction coecients for the basis set.
Even-Tempered Basis Sets It can be shown that, upon optimization, the
ratio between two consecutive exponents is approximately constant. This im-
plies that the i-th exponent of the progression is characterized by αi = abi
where a and b are xed constants for a given type of function and nuclear
charge. Basis sets in which the exponents are constrained to be of this form
are referred to as even-tempered. Such basis sets can be constructed in a com-
putationally ecient way compared to the optimization of all exponents.
Polarization The Coulomb eld produced by the neighboring atoms or
molecules causes atoms and molecules to polarize leading to a deformation of
the electron density (e.g. the Drude model or dispersive type of interactions).
Including basis functions of angular momentum higher than that of the oc-
cupied atomic orbitals add exibility within the basis set, allowing molecular
orbitals to be more asymmetric about the nucleus. However, the exponents
of the polarization functions cannot be optimized at the Hartree Fock level
if the angular momentum is not represented by the core electrons. In such a
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case these functions are unoccupied (virtual) and therefore make no contri-
bution to the Hartree-Fock energy. Instead one needs to perform variational
calculations with a correlated wave functions, such as CISD or CC, instead.
Augmentation The wavefunction at the tail plays an important role for
weak interactions, and especially for the noble gas interactions the basis set
augmentation by diuse functions should be included. The Gaussians that ac-
count for such augmentations usually have very small exponents and decay
slowly with distance from the nucleus. The wavefuntion of the tail is energet-
ically not very important compared to the large total Hartree-Fock energy of
the system, and therefore the exponents of the diuse functions need be de-
termined by other techniques, e.g. by energy minimization of atomic anions,
where only the exponents of the additional diuse functions are optimized,
or from molecular calculations at long range. Alternatively, diuse functions
can be introduced by dividing the smallest exponent in an energy optimized
basis set by a suitable scaling factor.
Relativistic Basis Sets Since the parameters of the basis sets are optimized
by a variational procedure, the energies depend on the choice of Hamiltonian.
Therefore a relativistically corrected Hamiltonian will have a dierent ra-
dial behavior compared to the wave functions obtained from the Schrödinger
Hamiltonian. For example, for the Douglass Kroll-Hess (DKH) basis sets the
wave functions are obtained using the DKH Hamiltonian. Such basis sets have
harder functions as the s-orbitals contract relativistically. The basis sets can
be optimized in a one-component scalar relativistic form similar to the non-
relativistic case, or for the two- or four-component (e.g. spin-(same-)orbit
coupling included). If spin-orbit coupling is included in a j − j coupling
scheme, the spherical harmonics also change. If the Dirac Hamiltonian is
used, two basis sets are actually required, one for the small and the other one
for the large component. These are related by the kinetic balance condition.
Other procedure include the Dyall method, which optimizes the atomic occu-
pied orbitals derived from numerical Dirac-Hartree-Fock calculations, while
correlating functions are determined at the CISD level [35].
Basis Set Superposition Error and Counterpoise Correction As
monomer A approaches monomer B, the dimer energy can be articially low-
ered as monomer A utilizes the extra basis functions from monomer B to
describe its electron distribution, and vice versa (understood from a Taylor
expansion of the basis set at B at center A). This inconsistent treatment of the
basis set as the intermolecular distance is varied is the source of the basis set
superposition error (BSSE) [36] and can be corrected for by the counterpoise
scheme [37]. The uncorrected interaction energy between monomers A and
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B is computed as
∆Eint(AB) = E(AB)ab − E(A)a − E(B)b (4.6)
where the subscripts a and b denote the basis used, the symbol in parentheses
denotes the chemical system considered. The amount of which the atoms A
and B are articially stabilized is estimated as
∆ECP = E(A)ab − E(A)a + E(B)ab − E(B)b (4.7)
where for E(A)ab the basis set a sits at center A and b at a distance where
atom B resides (ghost atom). The counterpoise-corrected energy is then given
as ∆Eint −∆ECP .
Electron Correlation Basis sets for electronic ground states are usually
optimized by Hartree-Fock calculations. However, when including electron
correlation, the basis set has also to describe the virtual orbital space. In this
case the basis set is constructed by rst performing Hartree Fock calculations
with given primitive Gaussians, after which the given set or sub-set of oc-
cupied orbitals is optimized (for example optimizing contraction coecient
and/or exponents) using a correlated method (CISD, CC, etc) leading to so-
called correlation consistent basis sets (see below).
The electron correlation energy can be partitioned into core and valence
contributions. The valence correlation energy is the correlation energy ob-
tained from calculations where excitations are allowed only from the valence
space, core correlation energy arises from excitations out of the core space,
and core-valence correlation energy arises from excitations out of the core
space coupled with excitations out of the valence space. Since core electrons
are least aected by chemical processes, for many processes it is sucient to
correlate the valence electrons only.
Correlation-Consistent Basis Sets Basis sets that are set up according to
a correlation consistent (cc) type of contraction scheme constitute of a set
of primitive functions (which are not necessarily of the same function type)
that contribute to a similar amount of correlation energy [38]. Multiple basis
sets may then be constructed such that each basis set contains all correlating
orbitals that lower the energy by comparable amounts, in this case the basis
sets are called correlation consistent.
Two-Point Basis Set Extrapolation Correlation consistent basis sets have
the advantage that they converge relatively smooth to the complete basis set
(CBS) limit with increasing size and angular momentum included. For exam-
ple, the error in the cc-pVXZ basis is given by ∆EX ≈ AX−3 [39, 40], where
X is the cardial number of the basis set (X = 2 for DZ, X = 3 for TZ, etc).
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The relation between the correlation-consistent energies and the energy in
the basis-set limit therefore is
En = ECBS −AX−3 (4.8)
An extrapolation scheme can be formulated, which allows to obtain the CBS
energy from just two energies produced with correlation consistent basis sets
with cardial numbers X and Y . By combined use of the two energies
ECBS = EX +AX
−3 and ECBS = EY +AY −3 (4.9)
one can eliminate A and obtain
ECBS =
X3EX − Y 3EY
X3 − Y 3 (4.10)
This is called the two-point extrapolation scheme [16, 41] and will be used
for extrapolating the ab-initio potentials of the dimers and trimers of xenon,
radon and oganesson to the CBS limit. Other extrapolation schemes have
been proposed that use three-parameter extrapolation [42, 43], but are not
employed in this thesis.
Explicitly Correlated Methods that employ wave functions that depend
explicitly on the interelectronic distance rij are known as explicitly correlated
methods. The basis functions are formed by multiplying an orbital product
by a function f(rij) called a correlation factor.
f(rij) = 1 +
1
2
∑
i>j
rij (4.11)
This is a superior method to introduce the Coulomb-cusp behavior, which are
otherwise dicult to generate using Gaussian basis sets.

5. Ab-initio Potentials for the
Interaction between Xe, Rn and
Og Atoms
This chapter provides computational details on the two- and three-body ab-
initio potentials for the noble gas interactions. The reader is referred to [44–
46] where the interaction potentials for xenon, radon and oganesson are dis-
cussed in great detail.
5.1. Two-body Potentials
To construct the pair potential for the noble gas interactions 34 distances were
selected in the range from 3.0 to 16.0 Å, with a ner spacing around the ex-
pected minimum to guarantee an accurate description around the two-body
equilibrium distance. For krypton the two-body potential computed by Jäger
et al. [47] is adapted and will not be discussed here.
Scalar relativistic eects for CCSD(T) The Molpro 2015.1 program pack-
age [48–51] was used to compute electronic energies at the coupled-cluster
level which included excitations from singles, doubles and perturbative triples
(CCSD(T)) with all electrons explicitly correlated. The counterpoise correc-
tion is utilized to account for basis set superposition errors (BSSE) in which
the monomers were calculated in the same subspace of basis functions as
used for the dimers including the full set of basis functions in all monomer
calculations at the respective positions of the second atom [52].
For xenon and radon scalar-relativistic eects were considered via a
second-order and third-order Douglas-Kroll-Hess approximation (DKH2 and
DKH3) for xenon and radon respectively. Augmented (aug), correlation
consistent (cc), weighted core-valence triple zeta (wCVTZ), weighted core-
valence quadruple zeta (wCVQZ), Douglas-Kroll-Hess (DK) basis sets were
utilized for these calculations [53]. These basis sets have the short hand no-
tation aug-cc-pwCVTZ-DK and aug-cc-pwCVQZ-DK .
For oganesson a dierent approach was used for computational eciency.
Here scalar relativistic eects were considered via the spin-free variant of the
eXact-2-Component (X2C) scheme as implemented in the program package
DIRAC. [54–57] Augmented, correlation consistent, core-valence, Douglas-
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Kroll-Hess basis sets, aug-cc-pwCVTZ-NR, aug-cc-pwCVTZ-X2C and aug-
cc-pwCVQZ-X2C were generated for these calculations.
For all three elements an extrapolation to the complete basis set (CBS) limit
was performed by using a two-point extrapolation scheme, Eq. 4.10, using the
TZ and QZ basis sets. The 5Z basis sets were computationally not feasible,
therefore we used this scheme rather than a three-point extrapolation.
Correction to the energy from higher excitations Higher excitations
of the valence electrons were calculated as correction terms to the 2-body in-
teraction potential. For each correction the lower-level result was subtracted
from the higher-level one. The combination of highest number of correlated
electrons and most accurate basis set which was feasible for the higher-level
calculation were taken. These calculations were performed with the MRCC
program package [58–62] interfacing with Molpro 2015.1. In the following,
orbitals given in brackets as a subscript are specifying the chosen active space
in the electron correlation treatment and the underlying basis set is given af-
ter the forward slash.
For xenon, full triple corrections, E(2)∆T , were obtained by subtracting
the perturbative triple CCSD(T)-DKH2(4d5s5p) /aug-pwCVTZ-DK contribu-
tions from the full triple CCSDT-DKH2(4d5s5p) /aug-pwCVTZ-DK results.
In the same way, perturbative quadruples, E(2)∆(Q), were computed from the
dierence between CCSDT(Q)-DKH2(5s5p) /aug-pwCVTZ-DK and CCSDT-
DKH2(5s5p) /aug-pwCVTZ-DK energies and full quadruple corrections,E
(2)
∆Q,
from the dierence between CCSDTQ-DKH2(5s5p) /aug-pwCVDZ-DK and
CCSDT(Q)-DKH2(5s5p) /aug-pwCVDZ-DK results.
For radon full triple corrections were obtained by subtracting the pertur-
bative triple CCSD(T)(5d6s6p) -DKH3/aug-pwCVTZ-DK contributions from
the full triple CCSDT(5d6s6p) -DKH3/aug-pwCVTZ-DK results. Perturba-
tive quadruples were computed from the dierence between CCSDT(Q)-
DKH3(6s6p) /aug-pwCVTZ-DK and CCSDT-DKH3(6s6p) /aug-pwCVTZ-DK
energies and full quadruple corrections from the dierence between
CCSDTQ-DKH3(6s6p) /aug-pwCVDZ-DK and CCSDT(Q)- DKH3(6s6p) /aug-
pwCVDZ-DK results.
Finally, for oganesson full triple corrections were obtained by sub-
tracting the perturbative triple CCSD(T)(6d7s7p)/aug-cc-pwCVTZ-X2C con-
tributions from the full triple CCSDT(6d7s7p)/aug-cc-pwCVTZ-X2C re-
sults. Perturbative quadruples were computed from the dierence between
CCSDT(Q)-X2C(7s7p)/aug-cc-pwCVTZ-X2C and CCSDT-X2C(7s7p)/aug-cc-
pwCVTZ-X2C energies and full quadruple corrections came from the dif-
ference between CCSDTQ-X2C(7s7p)/aug-cc-pwCVDZ-X2C and CCSDT(Q)-
X2C(7s7p)/aug-cc-pwCVDZ-X2C results. The core-core contributions to the
correlation energy are signicant due the large number of core orbitals. How-
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ever, we have carefully checked for numerical stability of core-core, core-
valence and valence-valence contributions to the correlation energy, respec-
tively, to ensure a smooth behavior around the minimum and in the dissoci-
ation limit.
Non scalar relativistic contributions To correct for non-scalar relativis-
tic eects (e.g. spin-orbit), the DIRAC-15 program package [63] was used for
CCSD(T) calculations [64] together with augmented, core-valence triple- and
quadruple-ζ quality basis sets (dyall.acv3z and dyall.acv4z, respectively [35,
65]) and a Gaussian-type nite nucleus. The energies from those two basis
sets were used to extrapolate to the CBS. Electrons in the [4d5s5p], [5d6s6p]
and [6d7s7p] shells, for xenon, radon and oganesson respectively, were ex-
plicitly correlated and virtual orbitals above 30.0 a.u. were not included in
the correlation treatment. The Dirac-Coulomb-Gaunt Hamiltonian was used,
together with the converged Fock operator dening the transformation into
the two-component (X2C-Gaunt) form together with the molecular mean-
eld approximation for the valence two-electron-interactions as described in
detail by Sikkema et al. [66].
For xenon the spin-orbit correction term, E(2)∆SR−X2C , was obtained by
taking the energy dierences between CCSD(T)-X2C-Gaunt(4d5s5p) /CBS and
CCSD(T)-DKH2(4d5s5p) /CBS energies.
Similarly, for radon the spin-orbit correction was obtained by taking the
energy dierences between CCSD(T)-X2C-Gaunt(5d6s6p) /CBS and CCSD(T)-
X2C-Spinfree(5d6s6p) /CBS energies.
And for oganesson, the spin-orbit correction term was obtained as the
energy dierences between CCSD(T)-X2C-Gaunt(6d7s7p) /CBS and CCSD(T)-
X2C(6d7s7p) /CBS energies.
The total two-body interaction energy is taken as the CCSD energy with
added higher order excitation corrections and the spin-orbit contribution and
is given by
E(2) = ECCSD(T ) + E
(2)
∆T + E
(2)
∆(Q) + E
(2)
∆Q + E
(2)
∆SR−X2C (5.1)
5.2. Three-body Potentials
In order to compute non-additive three-body interaction energies again the
Molpro 2015.1 program was used and the counterpoise correction was ap-
plied for the BSSE. In the following the computational details for the trimer
potentials of krypton, xenon, radon and oganesson is discussed in detail.
The non-additive three-body interaction energies for krypton was calcu-
lated for 14 trimer geometries as equilateral triangles with bond lengths be-
tween 3.0 and 7.5 Å. Molpro 2015.1 was used to compute electronic energies
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at CCSD(T)-DKH2(4s4p) /aug-cc-pwCVQZ-DK2 level of theory. The correc-
tions from correlating sub-valence electrons was estimated with second-order
Møller-Plesset perturbation theory(MP2). The correction was taken as the
dierence between all-electron MP2-DKH2/aug-cc-pwCVQZ-DK2 and MP2-
DKH3(4s4p) /aug-pwCVQZ-DK2 calculations.
The non-additive interaction energy for 300 dierent xenon trimer cong-
urations (with Xe-Xe distances between 2.1 and 7.9 Å) was computed at the
CCSD(T)(5s5p) /aug-pwCVQZ-DK level of theory. The corrections from cor-
relating sub-valence electrons was estimated from the dierence between all-
electron MP2-DKH3/aug-pwCVQZ-DK and MP2-DKH3(5s5p) /aug-pwCVQZ-
DK calculations. Following the same method as proposed by Cencek et al.
[67], the 300 trimer geometries were then chosen to represent the most im-
portant points on the potential energy surface.
The non-additive three-body interaction energies for radon was calcu-
lated for 38 trimer geometries as equilateral triangles with bond lengths be-
tween 2.2 and 16.0 Å and a ner spacing chosen between 2.8 and 4.8 Å. Mol-
pro 2015.1 was used to compute electronic energies at CCSD(T)-DKH3(6s6p)
/aug-pwCVQZ-DK level of theory. The corrections from correlating sub-
valence electrons was estimated from the dierence between all-electron
MP2-DKH3/aug-pwCVQZ-DK and MP2-DKH3(6s6p) /aug-pwCVQZ-DK cal-
culations. For radon spin-orbit eects are expected to have a signicant con-
tribution and were therefore also included in the three-body potential. The
eect of spin-orbit coupling on the three-body potential was computed us-
ing DIRAC-15 for a set of 12 radon trimers with bond lengths between 3.3
and 7.0 Å. The correction was obtained from the energy dierences between
CCSD(T)- X2Cmmf(6s6p) /dyall.acv3z (note, the Gaunt term was not included
here due to the high computational costs) and CCSD(T)-X2C-Spinfree(6s6p)
/dyall.acv3z levels of theory.
For oganesson, the non-additive three-body interaction energies were
calculated with the Molpro 2015.1 program package at the non-relativistic
and scalar relativistic level, respectively, for 24 Og3 trimer geometries as
equilateral triangles with bond lengths between 3.8 and 16.0 Å and a ner
spacing between 3.8 and 4.8 Å. The electronic energies were computed
at CCSD(T)(7s7p)/aug-cc-pwCVQZ-NR and CCSD(T)(7s7p)/aug-cc-pwCVQZ-
X2C levels of theory, respectively. For both levels of relativistic eects, the im-
pact from correlating sub-valence electrons was estimated from the dierence
between all-electron MP2/aug-cc-pwCVQZ and MP2(7s7p)/aug-cc-pwCVQZ.
The eect of spin-orbit coupling to the three-body potential was estimated by
computing the non-additive three-body interaction energies for a selection
of 11 Og3 trimers with bond lengths between 3.3 and 7.0 Å at CCSD(T)-X2C-
mmf(7s7p)/dyall.acv3z level of theory with DIRAC-15. The spin-orbit correc-
tion was obtained from the energy dierences between these calculations and
scalar relativistic CCSD(T)-X2C-spinfree(7s7p)/dyall.acv3z calculations.
Part II.
Functions Describing the
Ab-initio Potentials

6. Analytical Functions Describing
the Interaction Potential
This chapter provides the functional forms of the two and three-body poten-
tials used in this work in order to t the many-body decomposition of the po-
tential energy surface derived from accurate ab-initio calculations, and gives
an overview of the theoretical motivation for their chosen analytical form.
These two- and three-body potentials are tted to analytical forms such that
the interaction energy can be evaluated for all possible congurations that
are generated during the Monte Carlo simulation. The functions need to be
carefully chosen as they must describe the potential energy surface not only
as accurately as possible, but also ought to be computationally ecient.
6.1. Two-body Potentials
For the long and short distance range dierent type of interactions between
the atoms play a dominant role. It is therefore convenient to describe these
two regions separately. At short range the repulsive Coulomb and Pauli (ex-
change) forces are well described by an exponential function. In the case of
large separations, where the exchange and overlap eects can be neglected,
the two-body dispersive terms, which can be derived with the aid of pertur-
bation theory, become dominant. The following sections describe these two
regions, followed by the relevant two-body functions.
6.1.1. Long Range Interaction
Suppose we have a wave function that describes atom A by ΨA(1, 2, .., nA)
as a function of the coordinates of its nA electrons, and by wavefunction
ΨB(1′, 2′, .., n′B) that describes atom B as a function of the coordinates of
its n′B electrons (the primes are used to distinguish the labels of the electrons
of molecule B from those of molecule A). This decomposition of a system
into subsystems is very common in chemistry, e.g. we can think about σ-pi
separation in organic aromatic systems, of core-valence separation in pseu-
dopotential theory, or for our purpose here of long-range interactions be-
tween two or more subsystems (atoms or molecules). The problem which
such a formalism is that Fermi-Dirac statistics demands that the electrons are
indistinguishable and the total wavefunction has to be anti-symmetric, i.e.
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the wavefunction for the combined AB system should be written as an an-
tisymmetrized product A{ΨAΨB}. Fortunately, for long-range interactions,
where overlap between the two wavefunctions is negligible, corrections com-
ing from the anti-symmetrization are small and can be neglected [68]. The
interaction potential V between the subsystems can therefore be treated ef-
ciently as a perturbation, such that the interaction of an N atomic system
can be calculated using Reighleigh-Schrödinger perturbation theory.
H = H0 + λV (RAB) (6.1)
the unperturbed hamiltonian isH0 = HA+HB and the perturbation consists
of the electrostatic interaction, V (RAB) , between the particles of atomA and
atom B.
V (RAB) =−
NB∑
j=1
ZA
rAj
−
NA∑
i=1
ZB
rBi
(6.2)
+
NA∑
i=1
NB∑
j=1
1
rij
+
ZAZB
RAB
(6.3)
where the index i numbers the electron of atom A, j numbers the electrons
of atom B and ZA and ZB the nuclear charge of atom A and atom B respec-
tively. RAB , rAj , rij denote the distance between the two atoms A and B,
the distance from atom A to electron j and the distance between electrons i
and j, respectively.
For the second order interaction energy E(2)(RAB) one nds
E(2)(RAB) =
∑
P
〈Ψ0|V (RAB)|ΨP 〉〈ΨP |V (RAB)|Ψ0〉
E
(0)
P − E(0)
(6.4)
where the wave function |ΨP 〉 for the total unperturbed two body system has
the form
|ΨP 〉 = |pA〉|pB〉 (6.5)
with |p〉 the wavefunction of the individual atom p . The non-degenerate
ground state |Ψ0〉is represented by
|Ψ0〉 = |0A〉|0B〉 (6.6)
The diculty in evaluating the second order interaction to the energy
arises from the dependence of the potential on 1/rij , the inverse distance
between two electrons, which makes an expansion in a series of R−n, where
R is the distance between the two nuclei, dicult. The interaction energy
V (RAB) can be re-expressed with aid of the bipolar expansion. After such
an expansion the potential is given in terms of dipoles, quadruples and higher-
order terms, centered on the two nuclei.
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One starts by expressing the potential around a single atoms as
φ =
∑
i
qi
|R− ri| (6.7)
where qi is a point charge situated at the points ri with respect to an origin
within it. At an outside point, a distance R from the origin the charge dis-
tribution will produce the above potential. When expanding the potential of
the single atom as a Taylor series around R the potential is given in terms of
monopoles
q =
∑
i
qi (6.8)
dipoles
p =
∑
i
qiri (6.9)
quadrupoles
↔
Q =
∑
i
qiri ⊗ ri, e.g. Q12 =
∑
i
qixiyi etc. (6.10)
and higher order terms. Details of this expansion is given by [69]. The po-
tential between two neutral atoms
V =
∑
i∈A
∑
j∈B
qjqi
|R + rj − ri| (6.11)
can now be expressed as a sum of coupling terms between the multipole mo-
ments that describe the two charge distributions. It can be shown that the
multipole expansion of the second-order interaction energy between a pair
of neutral atoms gives rise to an induced potential energy
E(2)(R) = −C6
R6
− C8
R8
− C10
R10
− ... (6.12)
where Cn are van der Waals or dispersion coecients, given by
C6 = CAB(1, 1) (6.13)
C8 = CAB(1, 2) + CAB(2, 1) (6.14)
C10 = CAB(1, 3) + CAB(2, 2) + CAB(3, 1) (6.15)
Here CAB(1, 1) accounts for the dipole-dipole interaction, CAB(1, 2), for the
dipole-quadrupole interaction, CAB(2, 2), for the quadrupole-quadrupole in-
teraction and CAB(1, 3) accounts for the dipole-octupole interaction. These
constants are directly related to the imaginary-frequency polarizabilities
through the Casimir-Polder relation [70]
CAB(l1, l2) =
(2l1 + 2l2)!
4(2l1)!(2l2)!
( 2
φ
) ∫ ∞
0
αAl1(iω)α
B
l2(iω)dω (6.16)
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6.1.2. Short-Range Interaction
At short interatomic distances perturbation theory can not be applied due to
strong electron overlap. Attributed to Coulomb and Pauli (exchange) forces,
the two-body interaction becomes purely repulsive at short range. The ob-
tained repulsive part of the ab-initio potential energy can, for example, be
tted to a simple exponential function, called the Born-Mayer term [71],
E
(2)
BM (R) = Be
−αR (6.17)
where B and α are adjustable parameters. More sophisticated short-range
functions are discussed below.
6.1.3. Functional Forms of the Two-body Interaction
Over the years many functional forms for dimer potentials have been devel-
oped (for a review on this topic see ref.[72]). Here we will present, for our
purpose, the most important potentials currently in use. While the Lennard-
Jones and the Morse potential are most widely used because of its mathemati-
cal simplicity and computationally ecient form, the Extended Aziz potential
is one of the most accurate potential forms currently available, but is heavily
parametrized. The recently proposed Extended Lennard-Jones potential [73]
is perhaps the best compromise between computational eciency and high
accuracy, which forms the basis for our Monte-Carlo simulations.
The Lennard-Jones Potential
For the rare gas dimers the most commonly used functional form for the in-
teraction potential is the Lennard Jones (6-12) potential
E(R) = 
[(
Rm
R
)12
− 2
(
Rm
R
)6]
(6.18)
where  and Rm are tting parameters that are directly extracted from the
(calculated or experimental) well depth and the equilibrium distance (location
of the minimum). Alternatively the Lennard-Jones potential can be written
as
E(R) = 4
[(
σ
R
)12
−
(
σ
R
)6]
(6.19)
where σ = Rm2−1/6 is the nite distance at which the potential is zero.
At large separations (R  σ) the inverse sixth power component is the
dominant attractive term and represents the dipole-dipole interaction within
the classical Drude [74] or London dispersion model. At small separation,
(R  σ), the inverse 12th power component is the dominant term, leading
to a strong repulsive force.
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This potential is a special case of the function introduced by Mie in 1903 [75],
(also proposed by Simon and Simson [76]),
E(R) =
A
Rn
− B
Rm
(6.20)
who was the rst person to describe the interaction potential by both an at-
tractive as a repulsive term. Wang [77] was the rst to demonstrate that the
interaction between two hydrogen atoms resembled that of two interacting
dipoles with the attractive force at large distances varying inversely with the
seventh power of the distance (consequently the potential of the attractive
eld is of the form R−6). Eq. (6.19) was however named after Lennard-Jones
[78] [79] who used a modied form of perturbation theory to simplify the
calculation of the van der Waals elds of two atoms. The importance of the
R−6 dispersion term was realized by Lennard-Jones [80] only after London’s
paper appeared in 1930 [81]. In the same year Hasse used a specially adapted
variational procedure to study the long range interaction between hydrogen
atoms and between helium atoms, and predicted the dipole polarizability of
helium to reasonable accuracy [82]. For the part of Eq. (6.19) describing the
repulsive Pauli forces it was dicult to compare experiment to theoretical
ndings, although it was known that they fell of rapidly (as eαr/r). There-
fore, the choice of 12 as an index of repulsion was one of mathematical con-
venience, however any number within 14 ± 5 gave equally good agreement
with the experimental data available at the time. [80]
The (Extended) Aziz potential
Because of its mathematical simplicity, the Lennard-Jones potential is the
most widely used potential function in many physical and chemical appli-
cations. However, the accuracy of the potential is rather limited. Due to the
limited number of parameters, there is not enough exibility to describe the
potential precisely. The Aziz potential was initially suggested by Ahlrichs
[83] in 1977, who combined information from ab-initio Hartree Fock calcula-
tions, which describe the short range repulsive forces, with an empirical es-
timate of the long range attractive terms, leading to an accurate description
of the potential for short dimer distances as well as for the dispersive region.
In order to give a good description for the intermediate region, the individual
long range dispersion coecients are multiplied by a damping function. This
approach carried the name Hartree Fock Dispersion (HFD).
E(R) = (A exp(−αx)−
(
C6
x6
+
C8
x8
+
C10
x10
)
F (x)) (6.21)
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Figure 6.1.: The repulsive and attractive parts of the Extended Aziz potential
energy for the radon dimer
with a chosen damping function
F (x) = exp−
[(
D
x
− 1
)2]
if x < D (6.22)
= 1 if x ≥ D (6.23)
and x = R/rm. The HFD potential was later adapted and modied by Aziz
to describe intermolecular interaction for argon [84] and helium [85]. Aziz
modied the potential such that the repulsive component had one additional
parameter which gives a more accurate description to the short range be-
havior. Meanwhile improved damping functions were formulated by Tang
and Toennies. These damping functions in combination with an higher order
polynomial is nowadays often employed to accurately t two-body potentials
[86] [87]
EEA(R) = (a+ bR)e
−A1R+A2R2+A−1/R+A−2/R2 +
8∑
n=3
f2n(R)
C2n
R2n
(6.24)
where A, B, C, D, E, α, b and the asymptotic dispersion coecients Cn are t
parameters. f2n(x) is the universal Tang-Toennies damping function, which
is given in the following section.
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The Tang Toennies Damping Function
The boundary conditions for the damping function f2n(x) in the expression
E(2)(R) = ESCF (R) +
8∑
n=3
f2n(R)
C2n
R2n
(6.25)
is chosen such that it approaches unity in the dissociation limit R → ∞, i.e.
the dispersion potential becomes the dominant term. In the limit ofR→ 0 the
damping function goes to zero such that the (extended) Born-Mayer function
is the dominating term.
In order to nd a damping function that satises such a behavior, we make use
of an alternative description of the dispersive region as formulated by Tang
and Toennies [88]. They introduced an additive exponential term taking care
of overlap eects that become important in the intermediate range,
E
(2)
pol.disp(R) = ESCF (R)−
∞∑
n>3
g2n(R)
C2n
R2n
+M(b2 − 2b/R)e−bR (6.26)
Here g2n is not a damping function per se, instead this function equals one
except for the smallest term serving to cut o the series to avoid asymptotic
divergence [89]. Both g2n and the third term dampen the dispersion series
in the vicinity of the potential well. Finally, a solution to the damping func-
tion is obtained by equating the last two terms in Eq. 6.26 with the damped
dispersion series (6.25) whcih can be substituted in Eq. (6.25).
−
n′∑
n>3
C2n
R2n
+M(b2 − 2b/R)e−bR = −
∞∑
n>3
f2n(R)
C2n
R2n
(6.27)
where n′ denotes the larges value of n in Eq 6.26, for which g2n = 1. Solving
this equation with the boundary conditions
f2n(R)→ 1, R→∞ (6.28)
f2n(R)→ 0, R→ 0 (6.29)
leads to an universal expression for the individual coecients of the damp-
ing functions.
f2n(R) = 1−
[ 2n∑
k=0
(bR)k
k!
]
e−bR (6.30)
The Extended Lennard Jones Potential
Although incredibly accurate, for numerical purposses the Extended Aziz po-
tential can often be computationally too demanding. Schwerdtfeger et al. [73]
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Figure 6.2.: Individual contributions for the ELJ potential to the total interac-
tion potential energy for the radon dimer.
therefore proposed to t the data points to an inverse power series (extended
Lennard-Jones potential) which is computationally more ecient, but also
capable of giving a very accurate description to the computed two body po-
tential,
E(2)(R) =
∑
n=6
Cn
Rn
(6.31)
The advantage of this relatively simple potential is that it is nearly as accurate
as the Extended Aziz potential, while it performs computationally as ecient
as the Lennard-Jones potential. Note that in general the coecients Cn do
not correspond to the well-known van der Waals coecients describing the
long-range behavior of two interacting systems as the short range repulsion is
automatically built in. However, often the C6 coecient is chosen to closely
resemble the dispersion coecient. Fig. 6.2 shows the individual contribu-
tions of the ELJ terms for radon.
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6.2. Three-body Potentials
6.2.1. Long Range Interactions
The contributions to the long-range interaction for three interacting atoms
A, B and C can be found from the third-order term of the non-degenerate
Rayleigh-Schrödinger perturbation expansion, E(3)(RABC), which is given
by [90]
E(3)(RABC) = (6.32)∑
P
∑
P ′
〈Ψ0|V (RABC)|ΨP 〉〈ΨP |V (RABC)|ΨP ′〉〈ΨP ′ |V (RABC)|Ψ0〉
∆Ep∆Ep′
where ∆Ep is the excitation energy from the ground to the excited state ΨP .
Since the atomic forces are described by Coulomb interactions, the potential
energy V is pairwise additive
V (RABC) = V (RAB) + V (RBC) + V (RCA) (6.33)
When substituting Eq. (6.33) into the the general expression for the third
order dispersion, Eq. (6.32), one nds that the third order correction to the
ground-state energy of the system can be decomposed into an additive and a
non-additive contribution.
E(3) = E
(3)
2 + E
(3)
3 (6.34)
The rst contribution consists of the three terms (|ΨP 〉 = |P 〉)
E
(3)
2 =〈0A0B|V (RAB)|pApB〉〈pApB|V (RAB)|pApB〉 (6.35)
〈pApB|V (RAB)|0A0B〉+ · · · (6.36)
where · · · denotes the other two terms, for which potential V (RAB) is in-
terchanged for V (RBC) and V (RCA). These three terms can be derived by
considering separately the perturbation for each individual pair AB of atoms
by the appropriate electrostatic interaction V (RAB), therefore this potential
is additive.
The second contribution consists of six terms where all three pair interactions
are coupled together.
E
(3)
3 =〈0A0B|V (RAB)|pApB〉 (6.37)
〈pB0C |V (RBC)|0BpC〉〈pApC |V (RCA)|0C0A〉+ · · · (6.38)
where · · · denotes the ve other non additive terms, which can be obtained
by permutation of the potentials.
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With the aid of the bipolar expansion the third order correction to the energy
can be written as [90]
E(3) =
∑
{(l1l2)(3) + (l1l2l3)(3)} (6.39)
The (l1l2) and (l1l2l3) terms can be interpreted as arising from 2l1−, 2l2−
and 2l3−pole moments, induced in the charge distributions of atoms 1,2 and
3 respectively. The non-additive dispersion term can be expressed in a simple
form as
E
(3)
3 =
∑
l1l2l3
Zl1l2l3Wl1l2l3(RABC) (6.40)
Where Wl1l2l3 are geometrical factors depending purely on the relative posi-
tions of the three nuclei. The dispersion coecients, Zl1l2l3 , are interaction
constants which depend solely on the atomic species involved in the inter-
action and can be, similarly as for the two-body dispersion, computed with
the Casimir-Polder relation. For example, Thakkar [91] computed the coe-
cients Z(3)111, Z
(3)
112, Z
(3)
113, Z
(3)
122, Z
(3)
222 for the rare gases Ne, Ar, Kr and Xe. With
the use of an extensive basis set and high level of theory these constants are
assumed to be close to the exact values.
6.2.2. Short Range Interactions
The conventional asymptotic form of the non-additive triple-dipole energy
ceases to be valid at small interatomic separations due to charge overlap and
exchange eects. The three-body short-range interactions are expected to
lead to an eective softening of the overall interaction. Therefore, for equi-
lateral triangle and linear geometries the short range can be expressed as [92]
V (3)(RAB, RBC , RCA) = Ae
−α(RAB+RBC+RCA) (6.41)
and can be extended to a functional form that is capable of representing all
geometries
V
(3)
BM (RAB, RBC ,RCA) =
K∑
k
Ak1k2k3e
βk1k2k3 (RAB+RBC+RCA)
× P(Pk1(cos θ1)Pk2(cos θ2)Pk3(cos θ3)) (6.42)
where θ1, θ2 and θ3 refer to the interior angles formed by the sides RAB
and RAC , RAB and RBC and RAC and RBC respectively. P represents the
permutation operator that rotates the expression between all three angles.
This exponential term is based on the analysis of the helium overlap repulsion
calculations of Novaro [93]. The choice of this function was later motivated
by Loubeyre in 1987 [94], who used Bruch’s potential to study the three-body
exchange interaction in compressed solid helium.
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Figure 6.3.: The repulsive and attractive parts of the Extended Axilrod Teller
potential for the radon trimer.
6.2.3. Functional Forms of the Three-body Potential
The functional forms of the three body potentials are based upon the pertur-
bative expansion as discussed in section 6.2.1. Since the potentials now de-
pend on three coordinates, instead of one, the functions quickly become com-
putationally very demanding. Therefore, within our Monte Carlo simulation
the Extended- Axilrod Teller potential will be employed, however more ac-
curate potentials have been developed by Lotrich and Szalewicz. This highly
accurate function is derived from symmetry adapted perturbation theory and
although highly accurate, due to the many parameters obtaining a t becomes
very cumbersome and the complexity of the function makes it computation-
ally extremely computer time consuming in simulations of the solid or liquid
state.
The Axilrod-Teller Potential
The Axilrod-Teller potential [95] is the exact form of the triple-dipole interac-
tion which is the dominant contribution of the three-body interaction in the
dispersion region. It has the form
E
(3)
ddd(RAB, RBC , RCA) = ZdddW
(3)
111(RAB, RBC , RCA) (6.43)
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The geometrical factor W (3)111 is given by
W
(3)
111(RAB, RBC , RCA) = 3R
−3
ABR
−3
BCR
−3
CA(1 + 3 cos θ1 cos θ2 cos θ3)
(6.44)
The sign of the AT energy is determined by the geometrical factor; the energy
is positive if all the angles φ < 117o and negative if at least one of the angles
φ > 126o. The dispersion coecient Zddd can be numerically derived using
dipole polarizabilities or can be obtained from experimental data (for example
[96] [97] [98] [99]) or set as a parameter and tted to a set of ab-initio data
points.
For an equilateral triangle ( θ1 = θ2 = θ3 , R = RAB = RBC = RCA) the
interaction energy simply becomes
E
(3)
ddd(R) =
11
8
C
R9
(6.45)
The Extended Axilrod-Teller Potential
The long-range Axilrod-Teller potential deviates from the true three-body en-
ergy at short inter-atomic distances. A modied Axilrod-Teller potential was
postulated by Bruch and McGee [92]
EEAT3 (RAB,RBC , RCA) = fθ
[
ZR−9g −Ae−bRs
]
(6.46)
with fθ = (1 + 3 cos θ1 cos θ2 cos θ3),
Rg = (RABRBCRCA)
1/3 and Rs = RAB +RBC +RCA
The rst term of this equation is the Axilrod-Teller term, as given in the previ-
ous section. The second term represent the exchange Born-Mayer three-body
interaction which at small inter-atomic distance describes the alterations of
the charge densities of two interacting atoms by the presence of the third one.
This potential takes care of both attractive overlap eects in the short-
range region and repulsive eects in the long-range of the three-body po-
tential. Inclusion of the short range repulsive term is especially important for
atomic clusters under high pressure, as for these systems the atoms are tightly
packed. Neumann [100] showed that for helium the inclusion of this many-
body short-range interaction brings path-integral Monte Carlo simulations in
a better agreement with the kinetic and potential energies and the pressure of
solid neon at room temperature. The calculations with the modied potential
are in agreement with the experimental equation of state, whereas inclusion
of an Axilrod-Teller dispersion term solely increases the pressure and wors-
ens the agreement with experimental data.
In a similar fashion as for the extended Aziz potential, Schwerdtfeger [101]
proposed to further extend Bruch’s potential by multiplying the Born-Mayer
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term with a polynomial such that we have
EEAT3 (RAB,RBC , RCA) = fθ
[
c0R
−9
g + (c1 + c2R
2
g + c3R
4
g)e
−αRs]
(6.47)
This potential gives high-pressure equations of state for neon very close to
experimental values [101].
Spin-Orbit Contributions For the heavier elements spin-orbit coupling
become increasingly important beside the scalar relativistic eects. As ab-
initio calculations including spin-orbit eects become computationally de-
manding for the three-body term, the spin-orbit eects are tted by a sepa-
rate function. The three-body contribution is repulsive and can be accurately
reproduced by a t to the simple function
E
(3)
SO(RAB, RBC , RCA) = fθ(a+ bRg + (cRg)
2)e−dRs (6.48)
Fig. 6.3 shows the Axilrod-Teller, Extended Axilrod-Teller and Spin-Orbit con-
tributions for the radon trimer.

7. Fiing Parameters
The point-wise obtained ab-initio two-body potential energy curve is tted to
the Extended Aziz (EA) potential and the computationally ecient Extended
Lennard-Jones (ELJ) potential. For the three-body interactions we limit our-
selves to a t to the Axilrod-Teller and Extended Axilrod-Teller potentials.
Here we describe the tting procedure and list the resulting parameters.
7.1. Two-body Potential Parameters
7.1.1. Extended Aziz Potential
As shown in section 6.1.3, the Extended Aziz potential separates the short-
range repulsive interaction from the long-range attractive interaction and has
the chosen form
E
(2)
EA(r) = (a+ br)e
−A1r+A2r2+A3/r+A4/r2 +
8∑
n=3
f2n(r)
C2n
r2n
(7.1)
where r is the internuclear distance. The short range is described by the ex-
ponential Born-Mayer type potential with tting parameters a, b, A1, A2, A3
and A4 The second part of the potential describes the dispersion, with tting
parameters C6, C8 and C10 which is damped by the universal Tang-Toennies
damping function
f2n(r) = 1−
[
2n∑
k=0
(αr)k
k!
]
e−αr (7.2)
with tting parameter α.
The higher order dispersion coecients, C12, C14 and C16 are estimated
with the semi-empirical recurrence relation [88, 102]
C2n = C2n−6
C2n−2
C2n−4
(7.3)
Although the C6 coecient is a tting parameter, we choose to x this
coecient to a predetermined value. Since in the long range the potential
is primarily described by the part of the potential with the smallest inverse
power, this assures that the long range is described properly.
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While holding the C6 coecient xed, the dispersive region of the poten-
tial is tted to the coecients C8, C10 and the damping coecient α. The
tting parameters are found iteratively; while holding two parameters xed,
the third is obtained by a least squares t. This iterative tting routine is
carried out multiple times after which the tting coecients of the repulsive
Born-Mayer part of the Extended Aziz function are obtained by a least squares
t to the remaining values of the potential. The tting coecients for xenon
and radon are listed in table 7.2.
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7.1.2. Extended Lennard Jones Potential
The Extended Lennard Jones potential is of the form
E
(2)
ELJ(r) =
∑
n≥6
Cn
rn
(7.4)
with tting parameters Cn. During the ELJ tting procedure the CELJ6 coef-
cient is held xed to the CEA6 dispersion coecient. This term is dominant
in the long range and therefore xing the C6 parameter to this value assures
a correct dispersive behavior. The C7 coecient is the next most dominant
term. To assure that the long range is described solely by the attractiveC6/r6
part of the potential, this coecient is excluded form the ELJ potential. Note
that, except for theC6 coecients, the coecients in the ELJ potential contain
both contributions from the attractive long-range and repulsive short-range
part, and are therefore not related to the usual long-range dispersion coe-
cients. The tting parameters are listed in table 7.1, 7.3 and 7.4,
7.1.3. Value of the C6 Parameter
The ELJ parameters of krypton were obtained by a least-squares t to the
ab-initio two body potential calculated by Jäger [47] in the range of 3 to 12
Angstrom. TheC6 parameter is xed to theC6 dispersion coecient obtained
by Jäger who tted the ab-initio potential to the modied Tang-Toennis type
analytical function, which is similar to our extended Aziz function. The value
of the C6 dispersion coecient is in agreement with the ab-initio values of
C6 = 129.601 a.u. and C6 = 126.792 a.u., obtained by Waldrop [103] and
Kumar [104], respectively.
For xenon, we set the C6 coecient to the experimentally derived Cexp6
value, which we obtain by adjusting the theoretically determined van der
Waals coecient, Ctheor6 by the squared ratio of measured and computed po-
larisabilities, αexp and αtheor
Cexp6 = C
theor
6
(
αexp
αtheor
)2
(7.5)
with, Ctheor6 = 287.5 a.u. [98], αexp = 27.815 a.u.[105], and αtheor = 27.16
a.u. (from [98], Table 1; Sk with k = −1). For the ELJ tting procedure we
allowed the C6 coecients to vary.
For the exotic elements radon and oganesson there are no recorded values
in the literature of the C6 coecients. Hence, the C6 dispersion coecients
of radon and oganesson are obtained by a t to the far dispersive region as
depicted for radon in Fig. 7.1.
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Table 7.1.: Fitting parameters for the two-body ELJ krypton interaction en-
ergy. All potential parameters are given in atomic units.
ELJ
C6 -129.6833350939
C8 14396.540458296
C10 -4832182.6712422
C12 377094256.797685
C14 -9898188811.65233
C16 89310447556.1652
Table 7.2.: Fitting parameters for the two-body EA potential for Xenon and
Radon. All potential parameters are given in atomic units.
EAziz Xe Rn SR Rn SR+X2C
C6 301.5341093410077 424.6525348786 447.5748304291
C8 10120.702848842004 16027.5308704127 18591.48791214
C10 528135.5699104187 885677.621776292 1057578.34267109
c 1.0967311741145045 1.04297043975239 1.06929085585087
A1 0.17492296052109577 -0.167545030524813 -0.463524679624738
A2 -0.1384774059626884 -0.0763867426579562 -0.05764585930506
A−1 -1.5944711447872206 5.19321102567466 3.49114206994604
A−2 -1.620886067478606 7.02047025369425 4.48271517525371
a -3.125937679977943 1.31426576783988 5.56565274012015
b 2.1841291883673795 -0.132467673137129 -0.549626158605542
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Table 7.3.: Potential parameters for the xenon and radon dimer obtained from
a t of the ab-initio data to the ELJ potential. All potential param-
eters are given in atomic units.
ELJ Xenon Radon SR Radon SR + X2C
C6 -301.700000000000 -424.6525348786 -447.5748304291
C8 -26816.4020712100 -8417220.92556745 -28314888.291503303
C9 -29141425.4118978 659034029.258425 2524583758.700001
C10 2525729440.60837 -22627158551.1357 -98236154678.43843
C11 -93157553751.1815 447229392384.169 2189549802269.0093
C12 1958061699137.66 -5607035210687.55 -30816973086110.53
C13 -25959609531187.9 46142864081981.3 2841055606917376
C14 225015902487099 -248588239685682 -1716353459038699
C15 -1272921381781360 84388699602227 6556775983296994
C16 4526862108942420 -1636947370010659 -14385785954864606
C17 -9182845674164360 1382704803541692 13824897857732292
C18 8100817151233590
Table 7.4.: Fitting parameters for the oganesson dimer obtained from a t of
ab initio data for the ELJ functional form. Potential parameters Cn
are given in atomic units.
ELJ Og NR Og SR Og SR + X2C
C6 -710.7031383523 -677.9908488582 -888.8466527976
C8 -19713279.1888082 -1664638.505207 -4384901.20047962
C9 1896030459.13112 149627425.358945 398569373.906809
C10 -79842070963.2586 -6518341586.1836 -16601910672.3166
C11 1927450385963.25 169557328373.934 405890768350.34
C12 -29360865855330.7 -2791160884405.93 -6319994266579.97
C13 292279348044922 29491541333967.4 64188295958813
C14 -1900374348813550 -198476802969030 -422348243579330
C15 7787445871057110 821314815244948 1733252497487270
C16 -18278401671546700 -1905073205098960 -4030954412971440
C17 18758678463993000 1897306326828080 4057926164803740
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Table 7.5.: Equilibrium bond distance in Å, dissociation energy in cm−1 and
root-mean-square error (RMSE) for the rare gas dimers of the orig-
inal data, the extended Lennard-Jones (ELJ) and the extended Aziz
(EA) potential ts.
Data ELJ EA
Kr
re 4.0169 4.01634 4.01580247
De 139.627 139.320 139.61447
RMSE 2.73 · 10−6
Xe
re 4.3617 4.3616 4.347
De 196.30 196.27 195.726
RMSE 9.32 · 10−7 9.3 · 10−6
Rn SR
re 4.462 4.456 4.452
De 245.47 245.07 245.58
RMSE 2.73 · 10−6 3.37 · 10−5
Rn SR+X2C
re 4.4420 4.4405 4.4330
De 266.09 266.20 266.07
RMSE 9.17 · 10−9 5.49 · 10−5
Og NR
re 4.88591 4.8871 –
De 263.976 264.029 –
RMSE 3.81 · 10−7 –
Og SR
re 4.49413 4.49236 –
De 366.358 366.317 –
RMSE 4.94 · 10−7 –
Og SR + X2C
re 4.31508 4.31381 –
De 626.290 626.296 –
RMSE 3.73 · 10−7 –
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Figure 7.2.: Coupled cluster two-body potential energy curves for Kr2 tted
to the ELJ potential.
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Figure 7.3.: Coupled cluster two-body potential energy curves for Xe2 tted
to the EA and ELJ potential.
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Figure 7.4.: bla bla Coupled cluster two-body potential energy curves for Rn2,
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level of theory.
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Figure 7.5.: Coupled cluster two-body potential energy curves for fully rela-
tivistic Rn2 tted to the EA and ELJ potential.
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Figure 7.6.: Coupled cluster two-body potential energy curves for Og2 tted
to the ELJ potential, at non relativistic (ELJNR), scalar relativistic
(ELJSR) and fully relativistic (ELJSR+X2C ) level of theory.
7.2. Three-body Potentials
The non-relativistic and scalar relativistic energy curves were tted to the
extended Axilrod-Teller (EAT) potential which accounts for short range re-
pulsion as well as long-range dispersive attraction
E
(3)
EAT (rijk) =fθ[CEAT r
−9
g
+ (B0 +B2r
2
g +B4r
4
g +B6r
6
g)e
−αrs ] (7.6)
with
fθ = (1 + 2 cos θi cos θj cos θk), rg = (rijrjkrik)
1/3 (7.7)
and
rs = rij + rjk + rik (7.8)
and rij = |~rij | being the distance between two atoms i and j and θi the
corresponding angle between the vectors ~rij and ~rik .
The computed spin-orbit contributions are tted to the exponential form
E
(3)
SO(rijk) = fθ(a+ brg + cr
2
g)e
−drs (7.9)
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with tting parameters a, b, c and d, such that the total 3-body potential is
described by
E(3)(rijk) = E
(3)
EAT (rijk) + E
(3)
SO(rijk) (7.10)
The tting parameters of krypton, radon and oganesson were obtained by a
least squares t over 40 equilateral distances.
For xenon however, 300 trimer geometries were chosen to represent the most
important points on the potential energy surface, according to the method
as proposed by Cencek [106]. The CEAT parameter is obtained by a least
squares t over the long-range equilateral ab-initio data points. The value
of CEAT is then held xed and a new t is obtained by a least squares t to
300 ab-initio energies spanning also the non-equilateral region of space. The
tting coecients are listed in table 7.6 and 7.7.
We also list the tting coecients of the simple Axilrod-Teller potential
E
(3)
AT (rijk) = fθCAT r
−9
g (7.11)
of which the triple-dipole parameter CAT is obtained by a t to the data-
point beyond the equilateral maximum. The tting parameters CAT are in
good agreement with the theoretically obtained value of 1577 a.u. for krypton
and 5573 a.u. for xenon, obtained by Kumar [98] and Tang [99] respectively.
Figs. 7.7,7.8,7.9 and 7.10 show the ab-initio potentials and tted AT and EAT
functions.
Table 7.6.: Fitting parameters of the three-body extended Axilrod-Teller po-
tential for krypton, xenon and radon. Parameters are given in a.u.
Kr Xe Rn
CAT 1725.79115641033 4544.70040639368 10075.9005005051
CEAT 1606.77610926838 3471.93012715399 7782.99951402124
A0 60036.9547561167 886.992268260218 -115686.644728068
A2 -3670.25288702589 -132.687520259295 8636.78510713189
A4 25.6338653669989 3.14321647514269 -256.235463339275
A6 0.30585091087561 -0.01977876625979 2.31046375844624
α 0.98918853451850 0.68379059500687 0.87495898039468
a -98.7812728919394
b 20.6273124059537
c
d 0.6067818863
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Table 7.7.: Fitting parameters of the three-body extended Axilrod-Teller po-
tential for oganesson. Parameters are given in a.u.
Og NR SR SR+SO
CAT 23479.5437556554 17636.5795696874 17636.5795696874
CEAT 29116.0029397717 15503.5089404812 15503.5089404812
A0 -4229099.3524061 -4234453.0426502 -4234453.0426502
A2 163825.251233113 256154.448379476 256154.448379476
A4 390.1484625755 -5360.476974414 -5360.476974414
A6 -81.0117068964 37.2407198038 37.2407198038
α 0.9946175572 0.933701141 0.933701141
a 7.9691187697
b -1.1228026472
c 0.0393422448
d 0.3499380784
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Figure 7.7.: Coupled cluster three-body potential energy curves for Kr3 kept
in D3h symmetry ( R = rij = rik = rjk). Literature value of the
Z111 triple-dipole coecients is taken from Kumar [98].
62 7. Fitting Parameters
-30
-20
-10
 0
 10
 20
 4  5  6  7  8
E(
3)
(R
) /
 c
m
-1
R / Å 
EAT
AT
AT Lit.
Figure 7.8.: Coupled cluster three-body potential energy curves for Xe3 kept
in D3h symmetry ( R = rij = rik = rjk). Literature value of the
Z111 triple-dipole coecients is taken from Tang [99].
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Figure 7.9.: Coupled cluster three-body potential energy curves for Rn3 kept
in D3h symmetry ( R = rij = rik = rjk).
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8. Spectroscopic Constants
8.1. Theory
Within the Born-Oppenheimer approximation, the motion of the diatomic
molecule, in a given electronic state, is described by the wavefunction ΨνJK
and energy EνJ which are the eigenfunction and eigenvalue of the radial
Schrödinger equation respectively (The K-dependency of rotational levels is
considered by the wavefunction ψνJK )[
− ~
2
2µ
d2
dr2
+
~2J(J + 1)
2µr2
− EνJ + U(r)
]
ψνJ(r) = 0 (8.1)
with J being the rotational quantum number, r the internuclear distance with
µ the reduced mass, µ = m1m2m1+m2 with m1 and m2 the masses of atom 1 and
2, and U(r) the internuclear potential.
One of the methods to determine the energy eigenvalues EνJ is by the Dun-
ham approach [107] in which the potential is assumed to be a power se-
ries of the instantaneous reduced displacement from the equilibrium x =
(r − r0)/r0. By applying the Wentzel-Brillouin-Kramers method, the eigen-
values take the form of a series of vibration and rotation quantum numbers
Eν,J =
∑
lm
Ylm(ν +
1
2
)lJm(J + 1)m (8.2)
The terms of the Dunham series give rise to rotational and vibrational energy
terms as well as terms that account for the interaction between vibrational
and rotational motion
Eν,J =Y1,0 (ν +
1
2
) + Y2,0 (ν +
1
2
)2 + . . .
+ Y0,1 J(J + 1) + Y0,2 J
2(J + 1)2 + . . .
+ Y1,1 (ν +
1
2
) J(J + 1) + . . . (8.3)
Yi,j are referred to as spectroscopic constants. The energy terms can be seper-
ated into three components
Eν,J = ∆Evib + ∆Erot + ∆Evib/rot (8.4)
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where the leading order vibrational terms are given by
Y1,0 = ωe harmonic vibrational frequency
Y2,0 = −ωexe anharmonic vibrational frequency
Y3,0 = ωeye second anharmonic vibrational frequency
(note the negative sign in −ωexe is by convention) and the leading order
rotational terms are
Y0,1 = Be rotational constant
Y0,2 = −Dele centrifugal distortion
and the leading order term that account for the interaction between vibra-
tional and rotational motion
Y1,1 = −αe rotational/vibrational coupling
Transitions between vibrational states can be measured by their absorption
or emission spectra, which corresponds to
~ω = Ef − Ei = Eνf ,Jf − Eνi,Ji (8.5)
These vibrational transitions can be experimentally measured up to high ac-
curacy of which the spectroscopic constants can be deducted. The spectro-
scopic constants are thus a convenient quantity to compare between the cal-
culated ab-initio potential energy and the experimental results. The spectro-
scopic constants of most diatomic molecules can be found in [108].
8.2. Spectroscopic Constants of Xenon, Radon and
Oganesson
A nely spaced grid is generated to obtain rovibrational spectroscopic
constants for the Dunham series with the Vibrot module of the Molcas 8.0
program package. This package solves the vibrational-rotational Schrödinger
equation numerically. 18 vibrational and 12 rotational levels were included
in the analysis, which results in spectroscopic constants which are stable
with slight variation in the number of vibrational/rotational levels. Table 8.1
and 8.2 list the vibrational-rotational spectroscopic constants for the xenon,
radon and oganesson dimers.
Xenon Considering the uncertainties in the experimental data we see
excellent agreement with the experiment of Freeman et al. [109] and Wuest
et al. [110]. Except perhaps for the bond distance derived by Wuest et al.,
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which is 0.015 Å longer than our calculated value of 4.3617 and that of Free-
man et al. (4.361 Å). However, our dissociation energy (196.0 cm−1) agrees
extremely well with both available experimental values (195.5 and 196.1 cm1,
respectively). Looking at the most recent theoretical results for the xenon
dimer we can compare to the distances and dissociation energies of Hanni et
al. (Re = 4.382, De =196.84 cm−1) using a scalar relativistic eective core
potential (RECP) within a CCSD(T) procedure [111], two-component RECP
CCSD(T) calculations by Tu et al. (Re = 4.342 De = 221.89 cm−1) [112],
or exact two-component CCSD(T) calculations by Shee et al. (Re = 4.346,
De= 208.69 cm−1)[113]. Calculating the potential without consideration of
spin-orbit interactions (i.e. only utilising scalar relativistic eects through
DKH2), we nd the minimum at Re = 4.3610 with De = 195.4 cm−1 . For
the xenon dimer, spin-orbit interactions lead to a slightly longer equilibrium
distance and a higher dissociation energy.
Radon Relativistic coupled cluster calculations for the radon dimer give a
bond distance of re = 4.441 Å, a dissociation energy of De = 266.2 cm−1,
and a harmonic vibrational frequency of ωe = 19.9 cm−1 with an anharmonic
correction of ωexe = 0.46 cm−1. These values should be regarded as the most
accurate currently available, and an improvement over previously published
values [113]. Spin-orbit eects are already sizeable for Rn2, that is at the scalar
relativistic level we have a longer bond distance of re = 4.455 , and a smaller
dissociation energy of De = 245.1 cm−1 .
Oganesson For oganesson, the total relativistic bond contraction with
∆Rre = −0.573 Å is extremely large. This implies that the Og2 bond dis-
tance is shorter than that for Rn2 and even for Xe2 due to strong relativistic
eects. Further, our results are the most accurate so far, and are close to the
CCSD(T) results by Saue and co-workers [114, 115], but much shorter than
the pseudopotential results by Nash who reports a value of 4.57 Å [116].
Saue and co-workers already pointed out the Og2 has a rather high disso-
ciation energy [114, 115]. We can now conrm that this is due to relativis-
tic eects, i.e. scalar relativistic eects increase the dissociation energy by
∆SRDe= 102 cm−1 (38 % compared to the nonrelativistic value) and further
by ∆SR+X2CDe= 261 cm−1 (71 % compared to the scalar relativistic value)
due to spin-orbit eects. This is paralleled by a strong relativistic increase in
the vibrational frequency, which is in itself however very small because of
the large Og mass.
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Table 8.1.: Spectroscopic constants for the electronic ground state of 132Xe2
dimer calculated with the extended Lennard-Jones potential (ELJ)
and the extended Aziz (EA) potential. Bond distance re is given in
Å, dissociation energyDe in cm−1 (not corrected for zero-point vi-
bration), harmonic vibrational frequency ωe in cm−1, anharmonic
vibration constants ωexe and ωeye in cm−1, vibrational/rotational
coupling constant αe in cm−1, rotational constantBe in cm−1, and
centrifugal distortion constant Dele in cm−1.
ELJ EA Exp.
re 4.3617 4.3623 4.361117
De 196.0 196.0 195.5 ± 3.0117
ωe 21.06 21.06 21.12117
ωexe 0.6593 0.6605 0.65117
ωeye 0.00438 0.00437 0.003117
αe 0.000251 0.000246 0.000302 (33)118
Be 0.013182 0.013179 0.013495 (30)118
Eele 0.0000046 0.0000049
Table 8.2.: Spectroscopic constants for the electronic ground state of the
211Rn2 and 294Og2 dimers calculated for both extended Lennard-
Jones potential (ELJ) and the extended Aziz (EA) potential. The
mass of 222.0175777(25) u for 222-Rn has been used. Bond distance
re is given in Å, dissociation energy De in cm−1 (not corrected for
zero-point vibration), harmonic vibrational frequency ωe in cm−1,
anharmonic vibration constants ωexe and ωeye in cm−1, vibra-
tional/rotational coupling constantαe in cm−1, rotational constant
Be in cm−1, and centrifugal distortion constant Dele in cm−1.
Rn ELJ Rn EA Og NR Og SR Og SR+X2C
re 4.4405 4.4330 4.8871 4.4923 4.3137
De 266.21 266.07 264.55 366.17 626.69
ωe 19.94 19.95 14.54 17.41 22.39
ωexe 0.4624 0.4690 0.2262 0.2190 0.2132
ωeye 0.00294 0.00314 5.7×10−4 4.9×10−4 1.7×10−4
αe 0.002153 0.002049 3.6×10−5 1.37×10−4 1.80×10−4
Be 0.024167 0.009262 4.661×10−3 6.001×10−3 7.091×10−3
Eele 0.0000258 0.0000422 1.9×10−9 2.9×10−9 2.8×10−9
Part III.
Simulating Melting

9. Thermodynamics of Melting
In the previous chapter we derived the functions that describe the interac-
tion between noble gas atoms. This leaves us with three important aspects
that need to be considered before we can determine the melting temperature.
First, the statistics that determines the probability distribution needs to be
known. Secondly, we need to be able to recognize the melting transition, or
alternatively we need to know the properties that distinguish a solid from
a liquid phase. And nally, a method (algorithm) for simulating the atom
dynamics such that we can obtain the melting temperature needs to be for-
mulated. These three aspects will be discussed in detail. In section 9.1 the
relevant statistical ensembles and their properties is given. Section 9.2 dis-
cussed the characteristics of melting as a rst order phase transition. Section
9.3 gives an overview of the dierent simulation methods.
9.1. Statistical Ensembles
For the Monte Carlo simulations we are interested in the both the canonical
and the isobaric isothermal ensemble. Let us briey recall the two ensembles.
9.1.1. Canonical Ensemble
The canonical ensemble is the statistical ensemble that represents the pos-
sible states of a mechanical system in thermal equilibrium with a thermal
reservoir at a xed temperature T . The system and reservoir are in contact
through a diathermal but xed an impermeable wall. This means that in the
canonical ensemble all energies are allowed but the particle number N , tem-
perature T and volume V are held constant. In the classical continuous limit,
the canonical phase density is given by
ρc(qv, pv) =
exp{−βH(qv, pv)}
1
h3N
∫
d3Nqd3Np exp{−βH(qv, pv)}
(9.1)
whereH(qv, pv) is the (classical or quantum mechanical) Hamiltonian of sys-
tem at absolute temperature T = 1/(kBβ). For indistinguishable particles,
the density needs to be multiplied by the Gibbs correction factor of 1/N !.
h3N corresponds to a volume in classical phase space for every N -particle
quantum state. The denominator is introduced such that the probability is
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normalized to 1,
∫
ρc(qv, pv) = 1, where the integral
∫
extends over all states.
By introducing the canonical partition function
ZNV T =
1
h3N
∫
d3Nqd3Np exp{−βH(qv, pv)} (9.2)
the canonical phase density can be written as
ρc(qv, pv) =
exp{−βH(qv, pv)}
ZNV T
(9.3)
The average of an observable O is given by
〈O〉β =
∫
dr3NO(r3N ) exp{−βH(pv)}∫
dr3N exp{−βH(pv)} (9.4)
Since the dependence on the partition function factorizes into a product of
kinetic and potential parts and our system does not have a kinetic component,
the kinetic contribution simply cancels out.
In the discrete notation, (pv) → i and 1/h3N
∫
d3np → ∑i , the proba-
bility pi of nding the system in a certain micro state i with the energy Ei
corresponds to
pi =
exp{−βEi}∑
i exp{−βEi}
(9.5)
and the partition function becomes
Z =
∑
i
exp{−βEi} (9.6)
An ensemble average of an observable O is given by
〈O〉 =
∑
iOe
−βEi∑
i e
−βEi (9.7)
9.1.2. Isobaric Isothermal Ensemble
The isobaric-isothermal ensemble is a statistical ensemble that maintains con-
stant temperature T and constant pressure P , whereas the size of the system
is allowed to uctuate. With also the number of particles held constant, this
is called the NPT ensemble. Intuitively the partition function of the NPT
ensemble is written as an extension of the NV T ensemble
ZNPT =
1
ν
∫ ∞
0
dV e−βPV ZNV T (9.8)
It is however not easy to specify the volume and multiple attempts have been
made to properly dene the partition function in the NPT ensemble. Prob-
lems arise because one can not ’count’ volume and attempts made, by for
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example by Attard [119] and Koper and Reiss [120], lead to dierent expres-
sions for the partition function. In this work we adapt the expression for
the partition function as discussed in Meijer and Frenkel [121]. The partition
function of the system is derived as if the system of volume V resides inside
a larger system with volume V0. Mechanical coupling allows the volume of
the system to change such that the pressure in the system is the same as the
reservoir. The partition function can now be written as the product of the par-
tition function of the constituent subsystems after which the ratio between
the two systems is taken to be V/V0 → 0. According to this approximation
the partition function for the constant NPT ensemble is formulated as the
weighted sum of the partition function of the canonical NV T ensemble
ZNPT = c
∫
dV V N exp(−βPV )
∫
drN exp
(
βU(rN )
)
(9.9)
where c is a normalizing factor. The probability density to nd the system
in a particular conguration of N atoms (given in reduced coordinates) at a
given volume V is given by
ρv =
V N exp(−βPV ) ∫ dsN exp[−βU(sN ;L)]
ZNPT
(9.10)
9.1.3. Thermodynamic Properties
Here we give a brief summation of important thermodynamic properties that
will be used throughout this thesis.
Internal Energy With Ei being the total energy of a system of micro state
i, the internal energy U is dened as the statistical mean value of energiesEi
U = 〈E〉 :=
∑
i
piEi (9.11)
Enthalpy For thermodynamic systems which are allowed to change pres-
sure or volume an important property is the enthalpy. Enthalpy is the ther-
modynamic quantity equivalent to the internal energy of the system plus the
product of pressure and volume.
H = U + PV (9.12)
Entropy The denition of entropy is
S = kB ln Ω (9.13)
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where Ω is the number of accessible microscopic states of the system. The
entropy can also be expressed in terms of the state probabilities
S = −k
∑
j
pj ln pj
= −k〈ln pj〉 (9.14)
Free Energy In the canonical ensemble the probability of nding the sys-
tem in micro state Ej is given by
pj =
e−βEj
Z
(9.15)
This quantity can be reformulated as
ln pj + lnZ = −βEj (9.16)
Combining the above equation with Eq. (9.14) gives the denition for the
Helmholtz free energy
F ≡ U − TS = −kT lnZ (9.17)
For the isobaric-isothermal ensemble one can derive the Gibbs free energy
G = U + PV − TS (9.18)
Heat Capacity The heat capacity at constant volume is dened as
Cv(T ) =
∂U
∂T
∣∣∣∣
V
(9.19)
and the heat capacity at constant pressure is given by
Cp(T ) =
∂H
∂T
∣∣∣∣
P
(9.20)
9.2. Identifying the Melting Temperature
Melting is a fundamental process in which a crystal undergoes a phase tran-
sition from a solid (ordered) state to a liquid (disordered to a certain extent)
state. Fundamentally understanding the processes of melting has proven to
be a dicult task as many theories have been developed during the past cen-
tury, resulting in a range of dierent frameworks that tackle the problem of
melting from dierent perspectives.
The melting point can be easily identied by the pair distribution function,
g(r, β), which gives the probability of nding a pair of atoms at a distance
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r apart for given inverse temperature β. Structural arrangements are char-
acterized by well dened peaks in the pair distribution due to the symmetry.
Upon melting the order in the system disappears, the peaks in g(r, β) broaden,
and a phase transition is therefore easily recognizable upon inspection of the
pair distribution function. Although the pair distribution function provide a
method to identify the melting transition, it fails to theorize the fundamental
cause of the melting transition.
Lindemann [122] proposed that the phase transition occurs at the temper-
ature at which the amplitude of atomic thermal vibrations reaches a charac-
teristic value. At this point melting is triggered by a mechanical instability,
causing the atoms to move from their ordered state to a disordered uid. By
using this principle it is possible to determine the melting point by observ-
ing the average motion of the atoms in a system. For example, the Etters-
Kaelberer parameter [123, 124] or the Berry parameter [125] are proportional
to the uctuations of the inter-atomic distances. These parameters suddenly
increase at the melting point and may therefore be used as the denition of
the melting temperature.
According to Born [126], melting occurs when one of the elastic shear mod-
uli vanishes. Upon heating, the distances between the atoms increases due to
thermal expansion, which reduces the restoring forces between the atoms and
as a result the shear elastic moduli decrease with rising temperature. When
the shear modulus vanishes the material experiences zero resistance and as
a result the material can no longer sustain a shear stress which allows the
atoms to move freely. In spite of the accordance of this model with the intu-
itive understanding of the dierence between a solid and a liquid, this theory
is not completely correct as the shear modulus does not vanish when the
solid reaches the melting volume. However this criterion was later extended
by Tallon et al. [127] who showed that by modication a melting criterion
based on the shear moduli can nonetheless be formulated.
Cotterill [128] considered the role of anharmonicity in the process of melt-
ing and argued that the melting might be associated with bifurcation of the
on-site potential. This idea closely follows Lindemann’s idea, but provides a
more thorough explanation of the melting phenomena. He suggested that
with increasing volume at the melting point the crystal structure will be
pushed towards a bifurcation instability, and that the liquid state might be
the result of this bifurcation. This concept was further studied by Cotterill
and Tallon [129], who demonstrated a bifurcation of the on-site potential at
the solid-liquid phase transition. Melting as a result of the bifurcation of the
on site potential will be further discussed in section 13.
Another method for identifying the likeliness of the system being in a solid
or a liquid state can be formulated by inspection of the free energy. The curves
of the free energy for the solid and liquid as a function of temperature will
intersect and since a system will be in the state of the lowest free energy,
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Figure 9.1.: Gibbs Free energy for the solid and liquid state
the temperature at intersection corresponds to the melting temperature. This
is demonstrated in Fig. 9.1. At the melting temperature, the solid and the
liquid are in thermodynamic equilibrium and the Gibbs free energies, G =
U + PV − TS, are equal Gs(P, Tm) = Gl(P, Tm). This theory not only
includes the on-site potential in the description of the melting process but
also considers the contribution of the entropy and perhaps provides the best
explanation of the reason behind the melting transition.
The free energy of the system is a continuous function of pressure and
temperature during the phase transitions, but other thermodynamic quan-
tities such as internal energy U , entropy S, volume V and head capacity C
undergo discontinuous changes. Upon melting, the inner energy suddenly in-
creases and the heat capacity will show a peak at the phase transition. These
quantities thus also allow to easily identify the melting point.
9.3. Simulation Methods
In the previous section it was shown how the melting temperature can be rec-
ognized by a range of dierent properties that dene the dierence between
the solid and the liquid state or the transition between these two. It is there-
fore not surprising that there is also a wide range of possibilities in simulating
the melting temperature. In this section a brief overview is given.
9.3.1. Direct Methods
The Hysteresis method
The most common method to study the melting temperature is by perform-
ing simulation of a perfect lattice by Molecular Dynamics (MD). Separate MD
simulation are performed for a range of increasing temperatures. Starting
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from a crystal structure, the atoms are given a kinetic energy, which on av-
erage corresponds to the simulation temperature. The temperature at which
the lattice breaks down corresponds to the melting temperature. The problem
which such a method is that due to superheating the system melts at a much
higher temperatures called the hysteresis phenomenon. Similarly, when a liq-
uid is cooled down, the phase change temperature is underestimated due to
the existence of supercooling. As an approximation one can determine the
melting point from the hysteresis method, for which the melting point is re-
lated to superheating and supercooling behavior asTm = T++T−−
√
T+T−
[130] [131] Supercooling and superheating are not just theoretical problems,
but are observed experimentally as well and are currently a matter of intense
research [132].
The Void Method
In order to eliminate superheating, defects can be introduced in the system
as they are found to lower the observed melting point [133]. That is by either
displacing atoms from their equilibrium solid state position or alternatively
by removing atoms from the simulation cell. The impurities and vacancies in-
troduced in the supercell create nucleation sites and eliminate the free energy
barrier such that the solid melts at the true melting temperature rather then
the superheated temperature. The void method is based on this principle: The
melting point is determined by calculation on supercells with vacancies in-
troduced in the solid structure [134]. The computed melting point decreases
with the increasing concentration of voids until the melting point is indepen-
dent of the number of voids, but this requires large numbers of particlesN in
the simulation.
The Interface Pinning
An alternative method to eliminate the superheating eect is by carrying out
molecular dynamic simulations of a a system which contains both a solid and
a liquid structure in the same simulated cell. The simulations are performed
at various temperatures and the melting point is the temperature at which the
phase boundary does not move. That is, when the temperature is too high, the
solid-liquid interface moves such that the solid state melts starting from the
interface and similarly when the temperature is too low the interface moves
such that liquid state solidies. [135] [136] [137] [138]
Monte Carlo
Whereas with MD the time evolution of a system at a given temperature is
sampled, Monte Carlo (MC) aims to reproduce the statistical behavior at the
thermodynamic equilibrium. Congurations are randomly generated for a
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range of temperatures with the appropriate probability distribution and the
average inner energy or heat capacity is obtained. This method allows to ac-
curately determine the melting transition, but can computationally be cum-
bersome for systems of which the atomic or molecular interactions need to be
determined by ab-initio methods, such as DFT, for each simulation step. The
noble gases are special in the sense that their interaction potential converges
fast and can thus be deducted from computational ecient functional forms
which are tted to the ab-initio data points as described in chapter 7. The MC
melting method will therefore used to compute the melting temperatures of
the noble gases and is discussed in detail in the next chapter.
9.3.2. Thermodynamic Integration
The thermodynamic integration method is based on the equality of the Gibbs
free energy of the solid and liquid at the equilibrium melting point. By com-
puting the Gibbs free energy of the solid and the liquid as a function of tem-
perature, the melting point corresponds to the temperature at which the two
curves intersect. Multiple schemes to solve the Gibbs free energy have been
proposed, such as the single-occupancy cell method [139], Einstein Crystal
Method (Free energy method for solids based on Monte Carlo ) [140] or the
Lambda integration method [141]
The rst person to determine the melting temperature by applying the free
energy method was Car in 1995 [142], who used the local density approxima-
tion to explicitly calculate the Gibbs energy of the solid and liquid by ther-
modynamic integration. Later, the melting properties of aluminum and iron
were calculated from rst-principles molecular-dynamics simulations us-
ing density-functional theory in the local-density approximation [143] [144]
[145].
The high computational cost and the reliance on a good reference system for
calculating the liquid free energy have so far hindered a general application.
The diculty lies in obtaining an absolute value for the entropy. Zhu [146],
recently improved the method by by tting two empirical potentials to the
energies for the solid and the liquid phase which are obtained from density
functional theory based on molecular dynamics runs. These potentials could
then be used as reference systems for thermodynamic integration which leads
to rapid convergence. The Gibbs free energy method has further been devel-
oped and used recently in random phase approximation simulations of silicon
melting by Kresse and co-workers [147].
10. Monte Carlo Melting
Simulations
In order to determine the melting temperature of the noble gases we aim to
obtain the average energy as a function of the temperature. For systems in
the NV T and NPT ensembles the expectation value of the energy is ex-
pressed as a multidimensional integral over the particle coordinates, which
can only in very few cases be computed analytically. Therefore we will have
to solve the integral by numerical methods instead. The Monte Carlo method
has proven to be the most powerful numerical tool to compute such high-
dimensional integrals eciently. During a Monte Carlo simulation the expec-
tation value of the energy, or other observables of interest, is approximated
numerically by statistical sampling: many dierent congurations are gener-
ated of which statistical data can be obtained.
First we describe the general Monte Carlo algorithm in section 10.1. The
melting temperatures will be obtained according to two dierent sampling
schemes: Monte Carlo simulations at constant volume and Monte Carlo sim-
ulations at constant pressure. Numerical details on these two methods are
given in section 10.3 and 10.2 respectively. Section 10.4 addresses the multi-
histogram reweighting method. This method allows us to obtain the energy
or heat capacity as a continuous function of the temperature without per-
forming any additional simulations.
10.1. Monte Carlo
In order to obtain the melting temperature we are interested in the average
value of an observable O at a given temperature
〈O〉 =
∑
iOe
−βEi∑
i e
−βEi (10.1)
where the sum is over all the microscopic congurations of a system. Monte
Carlo approximates this sum by averaging over a selected and much smaller
number of more representative congurations of the system
〈O〉 = 1
M
M∑
i=1
Oi (10.2)
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Such a selection can be made by generating congurations according to a
Markov Chain. In the following sections this method is discussed.
10.1.1. The Metropolis Algorithm
Solving an Integral using Simple and Importance Sampling
The simplest form of the Monte Carlo technique is simple sampling, for
which an integral
I =
∫ b
a
f(x)dx (10.3)
is approximated by evaluating f(x) at a large number of xi values randomly
distributed over the interval [a, b], such that the expectation value of f is
〈f〉 = 1
Ω
∫
f(x)dx ≈ 1
N
N∑
i=1
f(xi) (10.4)
where Ω :=
∫
dx is the integration volume. The error of this approximation
is a statistical error which scales as N−1/2.
∆f =
√
〈f2〉 − 〈f〉2
NMC
(10.5)
where NMC is the number of Monte Carlo steps.
To improve the sampling convergence and the statistical error, the probability
is approximated by Importance Sampling, where the sampling coordinates
xi are chosen not uniformly but according to a probability distribution p(x),∫
p(x)dx = 1 (10.6)
such that the integral can be sampled according to
I =
∫
f(x)dx =
∫
f(x)
p(x)
p(x)dx ≈ 1
N
N∑
i=1
f(xi)
p(xi)
(10.7)
Because of this modication, the function will be evaluated in a concentrated
region of space that make important contributions to the integral, and the
error is
∆f =
√
〈g2〉 − 〈g〉2
NMC
(10.8)
where g = f/p. This implies that if the distribution function p is chosen
very similar to f , the ratio f/p is nearly constant and the variance is small.
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Generating Configurations According to a Markov Chain
In the previous section we saw how an integral can be numerically solved by
importance sampling. We will now make the transition to the situation that
directly applies to our simulation method: since we want to obtain the average
energy of a system of noble gas atoms, many congurations are generated of
which the average energy can be calculated. This means that the coordinates
of the sum in Eq. (10.7) in fact are the coordinates of the noble gas atoms in
the sampled system. During the Monte Carlo simulation we want to generate
a sequence of random states so that by the end of the simulation each state
has occurred with appropriate probability. This can be realized by sampling
according to a Markov chain.
Starting from an initial conguration c0 a Markov chain of congurations
is generated
c0 → c2 → c3 → ...→ cn → cn+1 → .. (10.9)
In a Markov chain the probability for going from conguration cx to cong-
uration cy depends only on cx and not on previous congurations c−1, c−2.
The transition probabilities of going from conguration cx to cy in one step
of the Markov process is given by a transition matrix Wxy and since the sum
of probabilities of going from conguration x to any other conguration is 1,
the columns of the matrix W are normalized∑
y
Wxy = 1 (10.10)
At each step of the Markov process the probability distribution changes∑
x
p(n)x Wxy = p
(n+1)
y (10.11)
and converges to the desired equilibrium distribution px, such that px be-
comes the eigenvector of W with eigenvalue 1. For this to be the case the
equilibrium condition must be fullled:∑
x
pxWxy = py (10.12)
Ergodicity and detailed balance are the two sucient conditions to determine
the transition matrix W such that we asymptotically reach the desired prob-
ability px.
Ergodicity: It has to be possible to reach any conguration x from any other
conguration y in a nite number of Markov steps
Detailed balance: The probability of going from conguration x to cong-
uration y, is the same as the probability of going from conguration y to
conguration x
Wxypx = Wyxpy (10.13)
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which satises both the equilibrium condition Eq. (10.12) and Eq. (10.10).
There are many dierent possibilities of formulating a set of rules such that
on average the probability of nding the system in conguration x equals px.
One of them is theMetropolis algorithm [148], which is a well-known tech-
nique in Monte Carlo simulations to eciently sample the probability distri-
bution px. The algorithm, starting from an initial conguration x, repeats the
following steps:
• A test conguration x′ is generated from x by moving a randomly se-
lected atom i with randomly determined displacement δ according to
xi 7→ xi + δ.
• Calculate the ratio of probabilites α(x→ x′) ≡ px′px .
• If α(x→ x′) > 1 the next point is xi+1 = x′.
• If α(x → x′) < 1 the next point is xi+1 = x′ with probability u,
otherwise xi+1 = x. Here u is a random number, generated in the
range [0, 1].
• Calculate the quantity of interest O at the new point xi+1.
The Metropolis algorithm satises detailed balance and is also ergodic if one
ensures that the possible random changes allow all points in the integration
domain to be reached in a nite number of steps. The acceptance probability
can be written in a short notation as
α(x, x′) = min
(
1,
p(x)
p(x′)
)
(10.14)
Through the importance sampling algorithm it is possible to estimate the ex-
pectation value for an observable from the ratio of probabilities between two
congurations. This is an important aspect of the sampling process: the par-
tition function does not need to be solved.
10.1.2. Monte Carlo Cycles
In order to limit the inuence of correlations, the statistical data of interest is
not sampled after every MC step, but is only calculated after a cycle of steps.
This cycle Rξ 7→ Rξ+1 is realized by a sequence of m 1 steps , such that:
Rξ ≡ Rξ0 7→ Rξ1 . . . 7→ Rξι . . . 7→ Rξm ≡ Rξ+1 (10.15)
The notation Rξι 7→ Rξι′ means that from Rξι a new conguration Rξι′ is
created, wich will be accepted according to the acceptance criterion as given
in equation Eq. (10.14). The step Rξι 7→ Rξι+1 , or a sequence of such steps, is
referred to as propagation.
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10.1.3. Updating the MC Step Size
During the MC simulation an atom is moved with step size δx, which is ran-
domly selected in the range δx = {−∆,∆}, where ∆ is the maximum step
size. Updating ∆ allows the phase space to be sampled more eciently and
can improve the overall accuracy and convergence of the simulations. How-
ever, updating the maximum step size needs to be done carefully, since it can
introduce an undesirable bias into the results of the simulation.
During our Monte Carlo simulation the step size is adjusted according to
the acceptance-ratio method. The acceptance-ratio method (ARM) [149] is an
optimization technique that adjusts the acceptance ratio to a predetermined
optimal value Pideal. The updating equation reads
∆new = ∆old
ln(aPideal + b)
ln(aPold + b)
(10.16)
The constants a and b are chosen so that ∆new = r∆old when Pold = 1 and
∆new = ∆old/r when Pold = 0. [150] Since the ARM method uses informa-
tion from past congurations in determining the transition probabilities, it is
not strictly Markovian, which raises the possibility that systematic errors are
generated. It is shown by Swendsen [150] that the systematic error is smaller
than the inevitable random errors in a Monte Carlo simulation and therefore
negligible for practical applications.
During our simulation the maximal step size δ is compared after N atomic
movements and updated if Pold−Pideal > 0.01, such that the average accep-
tance is Pacc = Pideal = 0.5. Lower optimal acceptance probabilities have
been derived [149]). Nevertheless, we use the value ofPaverage = 0.5 because
a lower rate means that too many moves are rejected and the wasting compu-
tational eort is increased. A higher average acceptance rate means that the
generated trial congurations are too close to the starting ones, thus having a
small dierence in energy compared to the temperature. This implies that the
accepted congurations evolve too slowly, again leading to increased compu-
tational eort. In Eq. (10.16) r is an adjustable variable and in our simulation
chosen to be 2.0; for which a = 0.47213595 and b = 0.14589803.
10.1.4. Parallel Tempering
Systems simulated at low temperatures can have diculties overcoming lo-
cal minima since the full exploration of phase space is hindered, which could
lead to non-ergodicities. Parallel Tempering Monte Carlo (PTMC) [151], also
called Replica Exchange Monte Carlo, is a techniques that improves the sam-
pling of congurations. The aim of PTMC is to enable systems that are sim-
ulated at low temperatures to overcome energetic barriers that hinder their
sampling. During the PTMC simulation, multiple copies of the same system
are simultaneously propagated at dierent temperatures and an exchange of
84 10. Monte Carlo Melting Simulations
congurations of two temperatures is attempted at the end of a MC cycle.
As a result, the low-temperature simulation can inherit new congurations
for sampling from dierent parts in phase space without having to overcome
the energy barriers itself. This allows the phase space to be explored more
eciently.
To be specic, after each Monte Carlo cycle an attempt to exchange cong-
urations is made with a probability of 10 percent and the congurations are
attempted to be exchanged at a randomly selected temperature t and t′ . The
exchange is accepted with a probability of
acc(x→ x′) = min(1, e(βt′−βt)(E(Rxt)−E(Rxt′ )+P (Vxt−Vnt′ )) (10.17)
In order for the exchanges to be ecient, t is chosen randomly in t ∈
{1, NR − 1} and t‘ is a neighboring temperature, t = t+ 1, such that proba-
bility of acceptance exponentially falls of with β−β′. In practice an exchange
probability of around acc(x → x′) = 0.8 for temperatures far below or far
above the temperature of the phase transition is found, whereas for the tem-
peratures close to the phase transition an acceptance of acc(x→ x′) = 0.4 is
observed.
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10.2. Constant Pressure Simulations for Periodic
Cells
Melting of the bulk is simulated using face-centered cubic (FCC) sample cells
of N = 4k3 = [32, 108, 256, 500, 864, ..] atoms with periodic boundary con-
ditions. The simulations are performed in the isobaric-isothermal ensemble,
which means that the particle number and simulation temperature are held
constant while the simulation box is allowed to change volume to remain at
constant pressure throughout the simulation.
In the following section details on the Monte Carlo algorithm are given
that need to be implemented in order to calculate the melting temperature
for periodic cells at constant pressure.
10.2.1. Acceptance Criterion for the Isobaric Isothermal
Ensemble
During theNPT simulation the test conguration is generated by either ran-
domly selecting particle i and changing its coordinates from ri 7→ ri + ∆, or
by varying the volume V with a randomly determined scaling parameter ς .
The latter corresponds to the scaling of the volume V with ς3, such that the
new conguration is scaled as R 7→ ςR and the simulation cell by L 7→ ςL.
The decision between moving an atom or varying the volume has also to be
made randomly. In typical implementations, a randomly determined particle
i is displaced with a probability P = N/(N + 1) and scaling of the volume
V takes place with a probability of P = 1/(N + 1).
When a volume change is attempted, the old volume is scaled according to
Vnew = Vold + ∆V (10.18)
where ∆V is a random number uniformly distributed over the interval
[−∆Vmax,+∆Vmax]. In the canonical ensemble the probability density to
nd a particular conguration of N atoms at a given volume V is propor-
tional to
N(V ;R) ∝ V N exp(−βPV ) exp[−βE(R)]
∝ exp(−β[E(R) + PV −Nβ−1 lnV ]) (10.19)
and therefore the ratio of probability is
px′
px
= e−β(Ex′−Ex)−β(Vx′−Vx)−NkB ln(V
′/V ) (10.20)
such that the acceptance criterion for either moving an atom or scaling the
volume becomes
α(x→ x′) = min(1, e−β[∆E+P∆V ]+N ln(V/V ′)) (10.21)
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Trial moves in the volume can also be made according to
Vnew = Vold e
∆V (10.22)
In this case the partition function takes a slightly dierent form and the ac-
ceptance criterion becomes
α(x→ x′) = min(1, e−β[∆E+P∆V ]+(N+1) ln(V/V ′)) (10.23)
10.2.2. Determining the Melting Temperature
For the simulated cells the melting temperature will be extracted from the
heat capacity curve Cp(T ) = ∂〈H〉∂T , which shows a maximum at the solid-
liquid phase change. The enthalpy is given by
H = U + PV (10.24)
(remember that the internal energy is dened as the statistical mean value of
internal energies Ei: U = 〈Ei〉 =
∑
i piEi).
Using the identities
〈H〉 =
∑
He−βHn∑
e−βHn
=
1
Z
∂Z
∂β
(10.25)
〈
H2
〉
=
∑
H2e−βHn∑
e−βHn
=
1
Z
∂2Z
∂β2
(10.26)
the heat capacity can be expressed as
Cp(T ) =
∂ 〈H〉
∂T
=
−1
kBT 2
[
1
Z
∂2Z
∂β2
− 1
Z2
(
∂Z
∂β
)2]
=
〈H2〉 − 〈H〉2
kBT 2
(10.27)
10.2.3. Minimum Image Convention
For consistency with the minimum image convention, which states that a
particle must interact only with the closest image of any other particle, a
spherical cut-o for the two body potential of 12L is applied, with L being
the length of the simulation cell. For pair potentials, double counting can
easily be avoided, but there is no unique way of applying the minimum image
convention when calculating the three-body energy. When we consider a
triangle of particles labeled i, j and k the minimum image convention can
only be applied to two sides of the triangle say, to particle j with i and to
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particle k with i. The distance between particle j and k is then xed. The
problem is that the distance between the closest image of particles j and k
with respect to particle i is not necessarily the minimum-image distance of j
to k. This problem can be overcome by dening the translation vectors [119],
tij = [(xi − xj)/L]L, tik[(xi − xk)/L]L (10.28)
with [x] being the closest integer to x. The resulting x components (the same
principle holds for the y and z coordinates) of the separation vector between
the particles are given by
xij = xi − xj − tij
xik = xi − xk − tik
xjk = xj − xk + tij − tik
(10.29)
10.2.4. Long-range corrections
The two-body contribution to the total interaction energyE(2) is determined
by summing over all pairwise interactions up to a spherical cuto distance rc.
The resulting two body energy of the simulations can be corrected to com-
pensate for the missing long range contribution E(2)LRC .
Assuming pairwise additivity, the total two body energy in a system of den-
sity ρ and radial distribution function g(r) is
E(2) =
1
2
ρ
∫ ∞
0
E(r)g(r)4pir2dr (10.30)
The integral can be split into a sum over the region {0, rc} and an integral
over the long range {rc,∞}:
E(2) = E
(2)
MC + E
(2)
LRC =
N∑
i=1
V (rrij) + 2piNρ
∫ ∞
rc
r2E(r)g(r)dr (10.31)
WhereE(2)MC is obtained during the MC simulation with V (r) is the two body
potential, and the second part of the energy contribution is the long-range
correction. The radial distribution function g(r) is assumed to be of the form
g(r) = exp
[
−βE(2)(r)
]
(10.32)
The integral over the long range will be numerically evaluated using Gauss-
Legendre quadrature, which is an algorithm that approximates an integral by
the sum of weighted integrand values sampled at special points called abscis-
sas ∫ 1
−1
f(x)dx ≈
n∑
i=1
wif(ξi) (10.33)
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where ξi are the n zeroes of the nth-degree Legendre polynomials Pn(ξ) and
the weights are calculated as
wi =
2
(1− ξ2i )[P ′n(ξi)]2
(10.34)
In order to use the Gauss-Legendre quadrature the integral is rewritten such
that the boundaries are from −1 to 1 instead of a to b. After this transforma-
tion the integral can easily be evaluated∫ b
a
f(x)dx =
b− a
2
∫ 1
−1
f
(
b− a
2
x+
a+ b
2
)
dx
≈ b− a
2
n∑
i=1
wif
(
b− a
2
ξi +
a+ b
2
) (10.35)
In our simulation the interval [rc,∞) is divided into 100 intervals of length
d and each sub-interval is integrated individually. This means that the in-
tegral is not calculated up to innity, but instead is approximated with the
boundaries being [rc, 100d]. A 20-th order Gauss-Legendre scheme is used
for numerical evaluation of each sub-integral. It is sucient to calculate the
tail correction only once at the beginning of the simulation, since the cut-o
radius, rc, is held constant. One might wonder why the tail correction would
be included as for each MC step the same long range energy is considered.
However the probability of accepting a volume displacements is inuenced by
the long-range correction because the density ρ varies during the simulation,
see Eq. (10.31).
10.2.5. Correction for Superheating
The absence of a surface in the periodic melting simulations causes the sim-
ulated cells to melt at a superheated temperature. We adapt the superheating
correction factor as derived by Belonoshko [152]
TSH
Tm
= 1 +
ln 2
3
≈ 1.23105 (10.36)
where TSH is the superheated temperature of the solid to liquid phase tran-
sition and Tm is the true melting temperature of the bulk. The motivation
behind the choice of this correction factor can be found in section 14.
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Simulating periodic cells is problematic as the absence of a surface will cause
the cells to melt at a superheated temperature. Therefore we will simulate
the melting of the noble gases by an alternative method, that is by studying
the melting of nite clusters in the canonical (NV T ) ensemble, which means
that the particle number N , hard-sphere volume V and temperature T are
held constant during the Monte Carlo simulation. Since the cluster melting
is initiated at the surface of the cluster, superheating does not occur.
In the past molecular dynamics simulations have been carried out on icosa-
hedral argon clusters [153], however the method showed to be problematic
as the outer atoms evaporated before melting of the core occurred. More re-
cently Monte Carlo cluster simulations of neon and argon were performed by
Pahl et al. [154], who dened a hard sphere around the icosahedral clusters
such that the atoms are conned and therefore evaporation is avoided. In this
thesis the heavier noble gases are simulated according to the same procedure.
Mackay icosahedral clusters are chosen as initial structures for the solid
state, which are characterized by k complete shells of atoms around a central
atom, see gures 10.1 and 10.2. The sizes of these so-called magic clusters
with high stability are given by
N = 1 + 2
∑
k=1
(5k2 + 1) (10.37)
=
10
2
k3 + 5k2 +
11
3
k + 1 (10.38)
which corresponds to structures of N = [ 13, 55, 147, 309, 561, 923, 1415, ...]
atoms. Of course, one is not conned to simulations of magic-number clus-
ters only and the same simulating procedure can be applied to other particle
sizes and congurations [155]. However, due to their closed shell structure,
surface eects are minimized with respect to the clusters with incomplete
shells, which allows us to linear extrapolate to the bulk melting temperature
Tm. The justication of such an extrapolation scheme is explained in section
10.5.2.
10.3.1. Acceptance Criterion for the Canonical Ensemble
For the NV T ensemble the probability of being in a macrostate i is given by
Eq. (9.5) and is proportional to
pi ∝ e−βEi (10.39)
Therefore the ratio of probability between original conguration x and trial
conguration x′ is
px′
px
= e−β(Ex′−Ex) (10.40)
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Figure 10.1.: Mackay icosahedral clusters with N = 13, 55, 147, 309, 561, 923
and 1415 atoms.
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Figure 10.2.: Dierent orientations of the Mackay icosahedral cluster con-
taining 309 atoms.
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such that a Monte Carlo move is accepted with the probability of
α(x→ x′) = min(1, e−β(Ex′−Ex)) (10.41)
10.3.2. Determining the Melting Temperature
For each cluster the melting temperature will be extracted from the heat
capacity curve, Cv(T ), which shows a maximum at the solid-liquid phase
change. Using the identity
〈E〉 =
∑
Ee−βEn∑
e−βEn
=
1
Z
∂Z
∂β
(10.42)
〈
E2
〉
=
∑
E2e−βEn∑
e−βEn
=
1
Z
∂2Z
∂β2
(10.43)
the heat capacity can be expressed in as
Cv(T ) =
∂ 〈E〉
∂T
=
−1
kBT 2
[
1
Z
∂2Z
∂β2
− 1
Z2
(
∂Z
∂β
)2]
=
〈E2〉 − 〈E〉2
kBT 2
(10.44)
This means that the quantity of interest for the cluster simulations is the av-
erage energy as a function of temperature.
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During a Monte Carlo simulation at a given temperature not only the average
energy, but the entire energy distribution is saved. This additional data carries
many useful information. In fact, enough information is collected to interpo-
late between the dierent discrete temperatures by performing a reweighted
multi-histogram analysis, such that the sample means are obtained smoothly
over the temperature range [156] [157].
We will start with an explanation of the reweighting method in section
10.4.1. Reweightig enables to acquire the distribution of the energy probabil-
ityP (E, T ) at temperature T from the distributionP (E, T0) at a neighboring
temperature T0, without performing any additional simulations. In section
10.4.2 the weighted multiple-histogram method is discussed. This method
makes it possible to obtain a continuous function of the energy versus tem-
perature by combined use of several histograms at neighboring temperatures.
10.4.1. Single histogram reweighting
We will start by deriving how, from a distribution of the energy probability
P (E, T0) at temperature T0, one can obtain the the distribution P (E, T ) at a
neighboring temperature T without performing any additional simulations.
The expectation of an observableO of the canonical ensemble at some inverse
temperature β = 1kBT is given by
〈O〉β = 1
Z
∑
{α}
O(α) exp(−βEα) ≈ 1
N
N∑
i=1
Oi (10.45)
where the rst sum goes over the full conguration space and the second
over the Monte Carlo congurations. The corresponding canonical partition
function is
Z =
∑
{α}
exp(−βEα)) (10.46)
This function, expressed as a summation over possible states α, can also be
expressed as a summation over the density of states n(E)
Z =
∑
{α}
exp(−βEα) =
∑
E
n(E) exp(−βE) (10.47)
Similarly, the expectation value of the observableO at inverse temperature β
can be expressed in terms of the density of states
〈O〉β =
∑
E O(E)n(E) exp(−βE)∑
E n(E) exp(−βE)
(10.48)
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At a near lying inverse temperature β′, the partition function at β′ can be
expressed as
Z ′ =
∑
E
n(E) exp
(−β′E)
=
∑
E
n(E) exp(−βE) exp(βE − β′E) (10.49)
and the expectation value of the same observable O at inverse temperature
β′ is
〈O〉β′ =
∑
E O(E)n(E) exp(−β′E)∑
E n(E) exp(−β′E)
=
∑
E O(E)n(E) exp(∆βE) exp(−βE)∑
E n(E) exp(∆βE) exp(−βE)
(10.50)
where
∆β = β − β′ (10.51)
During the Monte Carlo sampling the count of occurance is recorded. To
construct such a histogram, an energy range [Emin, Emax] is divided into a
series of discrete intervals ∆E, called bins, such that each bin contains the
number of occurrences of the range of energy that are contained within that
bin. How many energies fall into each interval is referred to as the count of
occurrence. The normalized distribution H(E) of the counts of occurrence
h(E) is
H(E) =
h(E)
N
(10.52)
where N is the total number of binned energies. In contrast to the density of
states n(E), the count of occurance h(E) is temperature dependent. How-
ever, the normalized distributionH(E) can be expressed in terms of the den-
sity of states
H(E) = C(T )n(E)exp(−βE) (10.53)
where C(T ) is an undetermined temperature dependent constant. Substitut-
ing Eq. (10.52) and Eq. (10.53) into the nal equality of Eq. (10.50) leaves
us with the average value of the observable O at temperature β′ expressed
in terms of the histogram h(E) obtained at inverse temperature β and the
inverse temperature dierence ∆β
〈O〉β′ =
∑
E O(E)h(E) exp(∆βE)∑
E h(E) exp(∆βE)
. (10.54)
This method is called the single histogram reweighting technique. Figure 10.3
shows the probability distributions obtained from the original P (E, T0) for
T = T0 + ∆β. One immediately sees that at large temperature reweighting
distances the histograms worsens, this is due to the limited statistics in the
tails of the original distribution.
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Figure 10.3.: A single histogram reweighted for dierent near lying temper-
atures. Errors are magnied when the histogram is reweighted
for larger change in temperature.
10.4.2. Multiple Histogram Reweighting Technique
Since statistical errors get magnied in the wings of the distribution during
the reweighting procedure, the single histogram techniques is not very re-
liable for large temperature shifts. This problem is eased by combined use
of several histograms at suitable chosen neighboring temperatures, which
can be done according to the Weighted Histogram Analysis Method (WHAM)
[158] [159]. The idea is that at a given interpolated temperature, the contri-
bution of the dierent histograms to the densities of states is weighted such
that the error in the density of states is minimized. This interpolation scheme
allows us to obtain a continuous function of the observed quantity O as a
function of temperature, without performing any additional Monte Carlo sim-
ulations.
Similarly as for the Single Histogram Reweighting technique, but now for all
simulated inverse temperatures βi, the distribution Hi(E) is expressed as
Hi(E) =
n[E] exp(−βiE)∑
E n(E) exp(−βiE)
(10.55)
and the distribution of simulated inverse temperature βi is related to the his-
togram hi(E)
Hi(E) =
hi(E)
Ni
(10.56)
where Ni is the total number of congurations with an energy E ±∆E.
The reduced free energy fi is dened by
fi ≡ F
kBT
= − ln
∑
E
n(E) exp(−βiE) (10.57)
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Figure 10.4.: Counted number of energy congurations for each of the 32
simulated temperatures. The simulation data was obtained for
a cluster with N = 147 Oganesson atoms simulated with the
scalar relativistic two body potential.
with F free energy. Therefore, Eq. (10.55) can be rewritten as
Hi(E) =
n(E)
exp(βiE − fi) (10.58)
and by combining, Eq (10.58) and (10.56), the density of states can be written
as
n(E) =
hi(E)
Ni
exp(βiE − fi) (10.59)
Ideally, this would lead to the same density of states for all the dierent his-
tograms obtained for the simulated inverse temperatures βi. In practice how-
ever, this is most likely not the case. A solution to this problem is to combine
the density of states n(E) from the R dierent simulations temperatures βi
and weight them by a probability pi(E) such that the density minimizes the
statistical error in n(E):
n(E) =
R∑
i
pi(E)hi(E)
Ni
exp(βiE − fi) (10.60)
The weighting coecients pi(E) that minimize the error are determined to
be [160]
pi(E) =
Ni exp(−(βiE − fi))∑R
j Nj exp(−(βjE − fj))
(10.61)
Combining Eq. (10.60) and (10.61) gives a new expression for the density of
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states,
n(E) =
∑R
i hi(E)∑R
j Nj exp(−(βjE − fj))
(10.62)
and substituting this into Eq. (10.57) allows us to write the free energy as
exp(−fk) =
∑
E
∑R
i hi(E)∑R
j Nj exp(−(βjE − fj))
exp(−βkE) (10.63)
The calculation of the free energy fk at inverse temperature βk is found self-
consistently by iterating Eq. (10.63). When the change in free energy over an
iteration is small - of the order of 10−5 the relative weights have converged.
It is important to realize that this method will only lead to a converged free
energy if there is sucient overlap between near-lying histograms: if there is
a small or no overlap, the dierence between the free energy will be diverging.
Once the free energy is converged, one uses the weighted value of the density
of states n(E) from Eq. (10.62) to calculate the observable 〈O〉 for any β in
the simulated temperature range
〈O〉β =
∑
E O(E)n(E) exp(−βE)∑
E n(E) exp(−βE)
(10.64)
Fig. 10.5 illustrates the smooth curve obtained from the multi-histogram
analysis. The heat capacity is calculated according to Cv = ∂E/∂T ∝
〈E(T )2〉 − 〈E(T )〉2.
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Figure 10.5.: Reweighted energy (top) and heat capacity curves (bottom) for a
cluster withN = 147 oganesson atoms simulated with the scalar
relativistic two body potential. Dots denote the discrete energies
and heat capacities obtained from the 32 sampled temperatures,
and the continued curve is calculated with the multi histogram
analysis.
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10.5.1. Broadening of the Heat Capacity Peak
The characteristic of a rst-order phase transition is a sudden jump in the
internal energy which translates to a very narrow peak in the heat capacity
curve. However, often the rst-order phase transition acquires a nite width
over a range of temperatures and as a result the heat capacity peak is broad-
ened. Broadening of the heat capacity is observed both in experiment as well
as in numerical simulations and implies that the melting is not well dened
for the system. In large systems broadening can also be observed due to phase
co-existence, where during cooling or heating two phases co-exist, and as a
result the melting temperature is again less well dened. In this case the
broadening is most likely due to poor convergence with respect to the num-
ber of steps in the MC simulation rather than being an intrinsic character of
system as in the macroscopic limit Nsteps → ∞ there is an exact transition
temperature for an ideal system.
In small systems broadening of the heat capacity curve does not necessarily
occur due to the co-existence of two phases but rather is a result of the -
nite size, i.e. the system being prone to strong uctuation in their statistical
properties. For example, the melting temperature is largely inuenced by the
shape of the nite-size system and due to these uctuations the melting point
is ill dened. Hence there is the possibility that, during a Monte Carlo cycle at
a xed temperature, the congurations propagate from the solid to the liquid
and visa versa. This eect is known as dynamic coexistence [161]. Since the
estimated inner energy is an average between the sampled congurations, the
resulting energy curve as a function of temperature does not show a sudden
jump but can become a slope over a nite temperature range. [162]
Imry [163] estimated the broadening ∆Tm for the melting transition as a func-
tion of system size N and the entropy dierence ∆S between the solid and
liquid state as
∆Tm
Tm
≈ kB
N∆S
(10.65)
Combining this result with the fact that the latent heat of melting is given by
Lm = ∆S Tm the broadening of the heat capacity becomes
∆Tm(N) ≈ kBTm
N∆S
=
kBT
2
m
NLm
(10.66)
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Figure 10.6.: Experimental (dots) and theoretical (solid line) melting-point
temperatures of gold nano particles with respect to the cluster
size. Reprinted with permission from [164] Copyright 1976 by
the American Physical Society.
10.5.2. Size Dependent Melting Point Depression
A cluster’s melting temperature decreases with an inverse dependence on
cluster radius, as demonstrated for an experimental study on gold clusters
[164] in Fig. (10.7). This melting trend can be attributed to the surface atoms
being less strongly bound than bulk atoms, resulting in a lower melting tem-
perature for smaller clusters. It is possible to derive a relation between the
melting temperature of a cluster of N atoms with a spherical shape, Tm(N),
and the bulk melting temperature, Tm(∞). This relation enables us to extrap-
olate the obtained melting temperatures for the nite clusters to the melting
temperature of the bulk. In order to do so, not only the binding energy of
the individual atoms need to be considered, but also the inter-facial energies,
solid/vapour and liquid/vapour, need to be included as well.
Pawlow’s model A simple relation has been derived by Pawlow, [165],
who considered the equilibrium condition between a solid and a liquid parti-
cle, leading to a relation that describes the melting temperature as a function
of the particle size. As the chemical potentials of a solid, µs, and a liquid, µl,
are equal at the melting temperature.
µs(p, T ) = µl(p, T ) (10.67)
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one can solve this equation starting from a rst-order Taylor expansion of the
chemical potential around its value at the triple point
µ(p, T ) = µ(p0, T0) +
∂µ
∂T
(T − T0) + ∂µ
∂p
(p− p0) (10.68)
Using the Gibbs-Duhem equation
− V dp+ SdT +Ndµ = 0 (10.69)
the following useful relations are obtained
∂µ
∂T
≡ −s ∂µ
∂p
= −1
ρ
(10.70)
where s = S/N is the entropy per particle and ρ = V/N is the number
density. Since the chemical potentials for the solid and liquid phase are equal
at the triple point, µs(p0, T0) = µl(p0, T0), Eq. (10.67) can be written as
− sl(T − T0) + 1
ρl
(pl − p0) = −ss(T − T0) + 1
ρs
(ps − p0) (10.71)
The Young-Laplace equation denes the pressure dierence between the in-
side and the outside of a curved surface [166], which allows us to distinguish
between the pressure ps of a solid cluster and the pressure pl of a liquid cluster
pl = pext +
2γlν
rl
, ps = pext +
2γsν
rs
(10.72)
In both expressions the external pressure, pext, vanishes since clusters are
being modelled in a vacuum. This, in combination with the latent heat of
fusion, L,
L = (sl − ss)T0 (10.73)
and the geometrical relationship which holds if the particles have spherical
shape
rs
rl
=
(
ρl
ρs
)1/3
(10.74)
leads to the equation that describes melting point depression
1− Tm(N)
Tm(∞) =
2
ρsrsL
(
γsν − γlν
(
ρs
ρl
)2/3)
(10.75)
For large clusters the leading order of Eq. (10.37), which gives the number of
atoms N in an icosahedral cluster, is k3, where k is the number of shells in
the cluster. Since the distance between the atoms in the icosahedral cluster is
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approximately the dimer equilibrium distance, rde, the radius of an icosahe-
dral cluster corresponds to rs = rdek. Thus, it follows from the above that rs
scales approximately with N1/3.
Since ρs/ρl is a constant and rs ∝ N1/3, the melting temperature of a
cluster with N atoms is related to the melting temperature by
Tm(N) = Tm(∞)
(
1− C
N1/3
)
(10.76)
This means that it is possible to linearly extrapolate the melting temperatures
of the dierent cluster sizes to the bulk melting temperature with the inverse
cluster radius N−1/3. Smaller clusters, for which the leading order in N is
not k3 are expected to deviate from this line.
Liquid Shell Model Over the years multiple eorts have been made to
express a more accurate equation describing the melting point depression.
A review of these models can be found in [167]. One improvement can be
made by including the possibility of surface melting, rst developed by Reiss
and Wilson [168] and later developed by Hanszen [169], Sambles [170] and
Chushak and Bartell [171] . In this scheme the clusters are assumed to have
an inner core and an external liquid shell of thickness δ. The liquid layer
over the solid core remains unchanged until the particle cluster transforms
completely to a liquid at the melting temperature. The resulting non-linear
expression of the dependence of the melting temperature on the cluster size
is obtained
1− Tm(N)
Tm(∞) =
2
ρlL
(
γsl
r − δ +
γlv
r
[
1−
(
ρs
ρl
)2/3])
(10.77)
This model predicts a lower melting temperature with respect to the inverse
of the particle size and is decreased more with increasing radius of the liquid
layer. In terms of tting coecients this relation can be formulated as
Tm(N) = Tm(∞)
[
1− C1
N1/3
− C2
N1/3 − 2δ
]
(10.78)
where C1, C2 and δ are the tting parameters and Eq. 10.76 is recovered in
the limit δ 7→ 0, which means that there is no liquid interface. Fig. (10.7)
compares Pawlow’s linear expression to the liquid shell model with dierent
thicknesses of the liquid layer.
Second-Order Perturbation As an attempt to improve the equation that
determines the relation between the cluster′s melting temperature, Tm(N),
and the melting temperature of the bulk, Tm(∞), higher order terms can be
included in the Taylor expansion of Eq. (10.68). Second order corrections to
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Figure 10.7.: Extrapolation to the bulk melting point Tm(∞) according to dif-
ferent theoretical results. Melting points of gold clusters from
molecular dynamics simulations (black dots), and comparison
with dierent theoretical results: Pawlow’s theory [165] (solid
line), second order correction from Buat and Borel [164] ( x ),
liquid-shell model by Sambles [170] (heavy dashed curves), sec-
ond order corrections to Samble’s formula (thin dashed curves).
Reprinted with permission from [171]. Copyright 2001 by the
American Chemical Society.
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Pawlow’s model have been obtained by Buat and Borel [164] and second or-
der corrections to Samble’s liquid shell theory have been obtained by Chushak
and Bartell [171]. In both cases the solution is not readily expressed in closed
form and the resulting equations have to be solved numerically. These, in
principle more accurate equations, have many tting parameters and there-
fore need more cluster sizes in order to obtain an accurate t. Due to our
small number of cluster melting temperatures obtained, these extrapolation
procedures were not considered.
Eect from Edges and Vertices In all of the previously introduced mod-
els the underlying assumption was that the clusters are spherical, that is
with a uniform nite curvature. This is of course often not the case and
especially smaller clusters tend to arrange into energetically favored non-
spherical structures. The local variations of curvature, divided into a dif-
ference between surface, edges and vertices, induce an anisotropic Laplace
pressure aecting (both increasing and decreasing) the melting temperature
[172, 173]. The melting temperatures of clusters can therefore lead to size
dependent uctuations or even exceed its bulk value as observed for example
in gallium clusters [174–176].
Explicitly including the contribution of edges and vertices in the partition
function leads to additional terms in the Gibbs free energy [177]
F = Nf(p, T ) + a(p, T )N2/3 + b(T ) lnN + c(T )N1/3 + d(p, T ) (10.79)
where the rst term is the macroscopic term of orderNkT . The surface term
is of order N2/3kT , the next two terms describe translation and the edges
which contribute terms of order kT lnN and N1/3kT respectively. Both the
rotation and the vertices are of order kT . The contribution of the edges and
vertices is especially of importance for the smallest clusters where the frac-
tion of surface atoms is very high. Yet, for the larger clusters the higher order
eects become negligible, leading to a linear dependency of the melting tem-
peratures on the inverse cluster radius. This, in combination with the liquid
shell model, causes the smallest clusters to deviate from Pawlow’s result. In-
stead of making use of a complex non-linear function with multiple tting
parameters, it is therefore recommended to extrapolate starting from (a yet
to be determined) minimum cluster size.
10.5.3. Icosahedral Overstability
In the previous section it was shown that the melting temperature increases
with increasing cluster radius. However, the size dependence of the melt-
ing point shows some irregular variations. For example, Frantz [178] studied
the melting of small Lennard-Jones clusters containing 25 to 60 atoms and
demonstrated that the cluster containing 55 atoms melts above the expected
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melting temperature. This study was extended by Senn et al. [155], who ob-
tained the melting temperature of argon clusters in the range from 55 to 309
atoms. In this case deviations from the linear trend in N−1/3 were observed
for and around magic values ofN as well as for smallN where the surface-to-
volume ratio is large. Furthermore, Senn et al. demonstrated that, due to the
icosahedral magic clusters melting at a higher temperature, variations in bulk
melting temperatures, T bulkm , are obtained depending on the selected cluster
range for extrapolation.
A systematic selection for the cluster sizes is therefore advisable. How-
ever, the above results do not imply that extrapolation with non-magic clus-
ters would lead to better results. Namely, non magic clusters can show some
complex behavior which can result in ill dened heat capacity curves. This
is in contrast to magic number clusters, which show a well dened melting
temperature. Furthermore with increasing atom number the variations in the
melting temperature are expected to become less pronounced as the icosa-
hedrals do not preseent the global minimum on the potential hypersurface
anymore.
10.5.4. Premelting
Premelting is a phenomena often observed in the computational study of clus-
ters and corresponds to structural rearrangements prior to melting. Solid-
solid transitions can be expected for those with non-icosahedral geometries,
see for example [179–183], but structural transitions are also observed in en-
ergetically favored Mackay icosahedra at nite temperature.
Premelting of 561 and 923-atom Mackay icosahedra has been studied by
Doye and Wales [184] who performed constant energy molecular dynam-
ics simulations in which the clusters where heated starting from the Mackay
icosahedron. Apart from melting vacancies that are generated at the surface
and the resulting ad-atoms diuse across the surface, they also found that
before melting there is a surface solid-to-solid reconstruction in which the
atoms of the surface layer rearrange themselves to occupy an Anti-Mackay
type packing structure. Such a transition would give rise to a premelting peak
in the heat capacity curve.
To understand the origin of the rst feature, these authors performed en-
ergy minimisations by the conjugate gradient method [185] of structures
taken from the MD simulation such that they are free from thermal motions.
Since the anti-Mackay overlayer involves 52 fewer atoms than the Mackay
layer, the driving force for the reconstruction is the congurational entropy
associated with the release of the 52 ad-atoms. These ad-atoms tend to clump
together in disordered patches.
A similar study was performed by Noya and Doye [186], who studied the
thermal behaviour of 309-atoms Lennard-Jones icosahedral clusters by par-
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allel tempering Monte Carlo simulations. The observed heat capacity peak
before melting is attributed to coincident with the structural transformation
processes. Although they observe the Mackay to anti-Mackay overlayers re-
construction, other type of transformations were also present, such as surface
roughening and whole scale transformations. However all transitions were
driven by the increase in vibrational entropy, which can be understood from
the fact that at zero temperature the equilibrium structure corresponds to the
one with lowest energy but at nite temperatures, structures with lowest free
energy will be found.
Part IV.
Melting Results

11. Monte Carlo Results
In the preceding chapters the relevant potentials and Monte Carlo method in
order to obtain the melting temperature of Kr, Xe, Rn and Og by means of ab-
initio methods has been discussed. We are now able to calculate the melting
temperature by two dierent approaches; either by Monte Carlo sampling of
nite clusters which can then be extrapolated to the bulk melting temper-
ature, or alternatively by performing periodic simulations at constant pres-
sure which corresponds to direct sampling of the bulk. The results of the two
methods are given in section 11.1 and section 11.2 respectively
11.1. Melting Simulations of Rare Gas Clusters
11.1.1. Computational Details
All cluster simulations were performed in the canonical (NV T ) ensemble,
that is the particle numberN , hard-sphere volume V and temperature T were
held constant during the simulation. Melting simulations were performed
for Mackay icosahedral clusters of size N = 13, 55, 147, 309, 561, 923 and
1415 atoms considering two-body interactions only, additional simulations
were performed considering two+three-body interactions up to clusters con-
taining 923 atoms. The coordinates of the icosahedral cluster, optimized for
the Lennard Jones potential were taken from the Cambridge Cluster database
[187]. These coordinates were rescaled to the noble gas dimer equilibrium
distances of interest. To avoid the clusters from evaporating, a hard sphere
is dened with a radius of one diatomic equilibrium distance larger then the
radius of the icosahedral cluster. In order to obtain the inner energy as a
function of temperature, 32 temperature trajectories were propagated simul-
taneously spanning the temperature interval of the melting transition, with a
geometrical distribution of temperatures for the chosen interval. Exchanges
of congurations are attempted of near-lying temperatures according to the
parallel tempering method in order to overcome ergodicity problems and im-
proving convergence. For each simulated temperature three million Monte
Carlo cycles were performed of which statistical data was collected from the
last one million cycles. During each MC cycle, N congurations are gener-
ated by the displacement of a randomly chosen atom, where N is the num-
ber of atoms in the cluster. Heat capacities were calculated using the two-
body ELJ and three-body EAT potentials which were tted to reproduce elec-
tronic structure calculations, as discussed in section 7.1 and 7.2 respectively.
109
110 11. Monte Carlo Results
Two-body interactions are considered over the entire sphere, whereas for the
three-body interaction a cut-o radius of r = 2σ is employed, where σ is the
position of the maximum of the three-body EAT potential. The inner energy
of the system U(T ) and the heat capacities Cv(T ) are obtained as a continu-
ous function of temperature T from the simulation data using the histogram
reweighting technique.
11.1.2. Heat Capacity Curves
Fig. 11.1 to 11.6 show the heat capacities for krypton, xenon, radon and
oganesson clusters. While the curves are unimodal up to clusters containing
147 atoms, additional peaks are also present in the larger simulated clusters.
These additional peaks are associated with surface reconstruction. This phe-
nomenon has been discussed in section 10.5.4. For most of the simulations
of the N = 309 cluster, no premelting peaks are observed. However, the
heat capacity curves of xenon (including 2-body interactions only) and the
NR oganesson (including 2+3-body interactions) clusters have a small shoul-
der. The temperature at which the surface reconstruction occurs is for these
simulations thus very close to the melting transition. For the clusters of size
N ≥ 561, the premelting peaks appear at temperatures well below the tem-
perature of the solid to liquid phase transition and are therefore not expected
to aect the temperature of the melting transition. Oganesson, simulated with
the spin-orbit corrected potential ( including 2+3-body interactions ) behaves
quite dierently to the above; only the N = 923 cluster shows a small pre-
melting shoulder, the smaller clusters are unimodal. This behavior is most
likely due to the strong three-body repulsion which inuences the potential
landscape.
The melting temperatures are determined from the equilibrium heat capac-
ity as the maximum of the heat capacity curves and are listed in table 11.1.
11.1.3. Extrapolation to the Bulk
By plotting the melting temperatures as a function of N−1/3, as shown in
Fig. 11.7 and 11.8, the melting temperatures exhibit a linear trend at larger N
values and can be extrapolated to the bulk value, N = ∞, corresponding to
N−1/3 = 0. As predicted in section 10.5.2, the two smallest clusters of size
N = 13 and N = 55 deviate from this linear trend and are therefore not
considered in the extrapolation. The extrapolated melting temperatures are
listed in Table 11.2, where the two-body melting temperature is obtained by
extrapolation of the clusters N = 147 to 1415. Three-body corrections are
taken as the dierence in melting temperature when extrapolating clusters of
size N = 147 to 923 including two- versus two+three-body interactions.
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Figure 11.1.: Heat capacities as a function of temperature per atom for the
Mackay icosahedral clusters with up to 1415 atoms for krypton.
Top, heat capacity curves obtained considering 2-body interac-
tions only, using the ELJ potential. Bottom, obtained heat capac-
ities considering 2- and 3-body interactions, computed with the
ELJ and EAT potentials respectively.
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Figure 11.2.: Heat capacities as a function of temperature per atom for the
Mackay icosahedral clusters with up to 1415 atoms for xenon.
Top, heat capacity curves obtained considering 2-body interac-
tions only, using the ELJ potential. Bottom, obtained heat capac-
ities considering 2- and 3-body interactions, computed with the
ELJ and EAT potentials respectively.
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Figure 11.3.: Heat capacities as a function of temperature per atom for the
Mackay icosahedral clusters with up to 1415 atoms for radon.
Top, heat capacity curves obtained considering 2-body interac-
tions only, using the ELJ potential. Bottom, obtained heat capac-
ities considering 2- and 3-body interactions, computed with the
ELJ and EAT potentials respectively.
114 11. Monte Carlo Results
 0
 50
 100
 150
 80  100  120  140  160  180  200
 (C
v N
-1
) /
 k
B
T / K
13
55
147
309
561
923
1415
(a) Oganesson, NR, 2 body
 0
 20
 40
 60
 80
 80  100  120  140  160  180
 (C
v N
-1
) /
 k
B
T / K
13
55
147
309
561
923
(b) Oganesson, NR, 2 + 3 body
Figure 11.4.: Heat capacities as a function of temperature per atom for the
Mackay icosahedral clusters with up to 1415 atoms for oganes-
son at the non-relativistic (NR) level of theory. Top, heat capacity
curves obtained considering 2-body interactions only, using the
ELJ potential. Bottom, obtained heat capacities considering 2-
and 3-body interactions, computed with the ELJ and EAT poten-
tials respectively.
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Figure 11.5.: Heat capacities as a function of temperature per atom for the
Mackay icosahedral clusters with up to 1415 atoms for oganes-
son at the scalar relativistic (SR) level of theory. Top, heat capac-
ity curves obtained considering 2-body interactions only, using
the ELJ potential. Bottom, obtained heat capacities considering
2- and 3-body interactions, computed with the ELJ and EAT po-
tentials respectively.
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Figure 11.6.: Heat capacities as a function of temperature per atom for the
Mackay icosahedral clusters with up to 1415 atoms for oganes-
son at spin-orbit corrected (SR+X2C) levels of theory. Top, heat
capacity curves obtained considering 2-body interactions only,
using the ELJ potential. Bottom, obtained heat capacities con-
sidering 2- and 3-body interactions, computed with the ELJ and
EAT potentials respectively.
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Figure 11.7.: Extrapolated melting temperatures for krypton, xenon and
radon, obtained using two-body ELJ interactions (circles) and
three-body-corrected EAT values (triangles). The blue line cor-
responds to the linear t of the melting temperatures of the
N = 147 − 1415 ELJ clusters, light blue to the melting tem-
peratures of theN = 147−923 ELJ clusters and the purple line
corresponds to the linear t through theN = 147− 923 cluster
including three-body EAT corrections.
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Figure 11.8.: Extrapolated melting temperatures for oganesson at the non-
relativistic (NR), scalar relativistic (SR) and spin-orbit (RX2C)
levels of theory, obtained using two-body ELJ interactions (cir-
cles) and three-body-corrected EAT values (triangles). The blue
line corresponds to the linear t of the melting temperatures of
the N = 147− 1415 ELJ clusters, light blue to the melting tem-
peratures of the N = 147− 923 ELJ clusters and the purple line
corresponds to the linear t through the N = 147− 923 cluster
including 3-body EAT corrections.
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Table 11.2.: Melting temperatures in Kelvin obtained by linear extrapolation
of N−1/3 to the bulk melting temperature.
N 2 body 2+3 body ∆(2b−3b)
Krypton
[147− 1415] 126.85 - -
[147− 923] 124.22 109.06 15.16
∆ 2.63
Xenon
[147− 1415] 181.47 - -
[147− 923] 178.29 157.60 20.69
∆ 3.18
Radon
[147− 1415] 252.16 - -
[147− 923] 246.02 194.15 51.87
∆ 6.14
Og. NR
[147− 1415] 244.65 - -
[147− 923] 242.38 226.86 15.51
∆ 2.27
Og. SR.
[147− 1415] 332.83 - -
[147− 923] 326.79 263.75 63.04
∆ 6.04
Og. RX2C
[147− 1415] 544.4 – –
[147− 923] 534.34 309.59 224.75
∆ 10.06
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11.2. Melting Simulations of Periodic Cells
11.2.1. Computational Details
Melting of the innite crystals was simulated directly through periodic
boundary conditions using face-centered cubic (fcc) samples. The simula-
tions were performed in the isobaric-isothermal ensemble (NPT ), that is
particle number N and temperature T were held constant but the sample
cells were allowed to change volume V to remain at atmospheric pressure P
(1 bar) throughout the simulation.
Simulations were performed for fcc cells containing
N = 4k3 = 32, 108, 256, 500 and 864 atoms considering two-body ELJ
forces. A spherical cut-o for the two-body potential of 12L is applied for
consistency with the minimum image convention, where L is the length
of the simulation cell. Additional simulations were performed considering
two-body ELJ plus three-body EAT interactions for fcc cells up to 256
atoms. The three-body contributions were calculated up to r = 2σ, and
for the smaller cells as dened in section 10.2.4. In the same manner as for
the cluster simulations, the 32 temperature trajectories were propagated
simultaneously spanning the temperature interval of the melting transition,
with a geometrical distribution of temperatures for the chosen interval and
the temperature trajectories were connected through the parallel tempering
method. For each simulated temperature, three million Monte Carlo cycles
were performed of which the average enthalpy, H(T ), was collected from
the last million MC cycles. During each MC cycle, N congurations were
generated by the displacement of a randomly chosen atom, where N is the
number of atoms in the simulation cell. The enthalpy H(T ) and the heat
capacities Cp(T ) are obtained as a continuous function of temperature from
the simulation data using the histogram reweighting technique.
Histograms for NPT simulations
During a NPT parallel tempering Monte Carlo simulation the count of oc-
currence is not only stored for the dierent temperatures but is also binned
as a function of volume. Fig. 11.9 shows the energy-volume histograms for
trajectories 8, 10, 12, 14 and 16 of a radon NPT simulation for a simulation cell
containing 108 atoms. The internal energy U grows horizontally from left to
right and the volume V grows vertically from bottom to top. The heat capac-
ity Cp(T ) is given on the bottom right, where crosses denote the discrete av-
erage energies from the 32 simulated temperatures and the continuous curve
is obtained from the, in this case two dimensional, multi-histogram analysis.
These graphs demonstrate nicely that during the solid to liquid phase transi-
tion in the NPT ensemble both the the inner energy and the volume increase.
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Figure 11.9.: Histograms N(U, V ) obtained for a cell with N = 108 radon
atoms simulated in the NPT ensemble with periodic bound-
ary conditions. In brackets the temperature trajectory number
is given. Right bottom shows the heat capacity Cp(T ) (crosses)
for the discrete 32 simulated temperatures. In grey the continu-
ous curve obtained with the multi-histogram analysis is shown.
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11.2.2. Results
Heat capacities per atom for the simulated cells are shown in Figs. 11.12 and
11.15. Left, heat capacity curves obtained considering two-body ELJ interac-
tions only. Right, obtained heat capacities considering two- and three-body
interactions, computed with the ELJ and EAT potentials respectively. Op-
posed to the melting simulations of the clusters, no additional premelting
peaks are observed. This is as expected as the periodic cells are in absence of
a surface and therefore no surface reconstructions or structural phase transi-
tions occur. The melting temperatures are listen in table 11.3.
11.2.3. Energy Convergence
The total two- and three-body energy contribution for an equilibrated liquid
cell as a function of the cuto radius is demonstrated in Fig. 11.16. Vertical
solid lines denote the cuto radius for the dierent simulated cell sizes to
ensure the minimal image convention is satised. The correlation between
the melting temperature and the total interaction becomes apparent from this
gure. For the smallest cell considered, containing 32 atoms, the total energy
contribution is not converged. This explains the large deviation with respect
to the melting temperatures of the larger cells. The melting temperature of
the 108 atomic cell is already in good agreement with the N = 864 cell.
This is not only because the energy is close to converged, but also for the
reason that the contribution beyond the cuto distance is approximated by
the tail correction. For each of the simulated elements, the 864 cell has a very
small dierence in melting temperature compared to the N = 500 cell and
sometimes even lies below the melting temperature of the N = 500 cell. It
is therefore concluded that for the N = 864 cell the melting temperature has
converged and lies within the range of statistical error.
Three-body corrections are estimated from the dierence in melting tem-
perature between the two-body only and two+three-body N = 256 cell. The
largest contribution to the error is expected to evolve from this approxima-
tion since tail corrections are not considered for the three-body contributions.
Besides this, the three body correction is determined from a rather small cell
with only three-body contributions considered up to rco = 2σ.
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11.2.4. Densities
Fig 11.17 shows the temperature dependence of the densities for the simulated
rare gases, and in particular the densities shortly before and after melting are
listed in table 11.5. Two-body densities are extracted from the N = 864
simulation cells and three-body corrected values are extracted from the N =
256 simulation cell. As a reference, table 11.4 contains results from solid-state
calculations for the fcc crystals using the two-body ELJ and three-body EAT
terms as well as the classical 4-body Drude term and the 2-body vibrational
contributions. The used masses are listed in table 11.5 In the following the
densities for the individual elements are given and compared to experimental
ndings.
Krypton The density of frozen polycrystalline krypton has been experi-
mentally obtained by Figgins and Smith in 1960 [188] using X-ray diractive
methods, the same method used to determine the thermodynamic properties
of solidied argon [189]. Figgins obtained the density of solid krypton be-
tween 20 and 90 K (3.078 g/cm3 at 20 K and 2.893 g/cm3 at 90 K) .
Calado et al. [190] measured the liquid density of krypton close to the melt-
ing point and determined it to be 2.4517 g/cm3 at 115.77 K. The latest exper-
imental data is obtained in 1980 by Albuquerque et al. [191] who obtained a
density of (2.3483 to 2.1983) g/cm3 for the temperature range of T = (129.32
to 147.08) K.
Before melting starts we obtain a density of solid krypton of 2.7 g/cm3 (106
K), which slightly decreases to 2.3 g/cm3 (108 K) for the liquid phase. This
value is in excellent agreement with experimental results.
Xenon Studies on the densities of xenon at normal pressure are in principle
the most easy to obtain in comparison to the other noble gases, since xenon
is not radioactive and oers the widest accessible range of temperatures at
normal pressures. The rst measurements on the density of solid xenon date
back to Sears et al. [192] and Eatwell et al. [193] who carried out measure-
ments in the 1960s on the expansivity and density of frozen polycrystalline
xenon according to the same x-ray diractive method as for argon and kryp-
ton. A density of of 3.694 g/cm3 and 3.689 g/cm3 at 60 K by Sears and Eatwell
was obtained respectively.
The density of liquid xenon was determined by Leadbetter et al. [194] ac-
cording to the bulk density method, where the density of a liquid is deter-
mined by condensing a known mass of gas into a volume-calibrated glass
capillary tube. They obtained a liquid density of 2.980 g/cm3 at 161.9 K. A
summary of the liquid density of krypton and xenon around the melting point
can be found in [195].
Regarding the MC results, the solid density (3.3 g/cm3 at 152 K) is lower
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Figure 11.10.: Heat capacities per atom for simulations with periodic bound-
ary conditions for krypton. Top, heat capacity curves obtained
considering two-body ELJ interactions. Bottom, obtained heat
capacities considering two- and three-body interactions, com-
puted with the ELJ and EAT potentials respectively.
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Figure 11.11.: Heat capacities per atom for simulations with periodic bound-
ary conditions for xenon. Top, heat capacity curves obtained
considering two-body ELJ interactions. Bottom, obtained heat
capacities considering two- and three-body interactions, com-
puted with the ELJ and EAT potentials respectively.
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Figure 11.12.: Heat capacities per atom for simulations with periodic bound-
ary conditions for radon. Top, heat capacity curves obtained
considering two-body ELJ interactions. Bottom, obtained heat
capacities considering two- and three-body interactions, com-
puted with the ELJ and EAT potentials respectively.
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Figure 11.13.: Heat capacities per atom for simulations with periodic bound-
ary conditions for oganesson non-relativistic (NR) level of the-
ory. Left, heat capacity curves obtained considering two-body
ELJ interactions. Right, obtained heat capacities considering
two- and three-body interactions, computed with the ELJ and
EAT potentials respectively.
11.2. Melting Simulations of Periodic Cells 129
 0
 100
 200
 300
 400
 500
 300  310  320  330  340
(C
P 
N
-1
)/ 
k B
T/K
32
108
256
500
864
(a) Oganesson, SR, 2 body
 0
 50
 100
 150
 240  260  280  300
(C
P 
N
-1
)/ 
k B
 
T/K
32
108
256
(b) Oganesson, SR, 2 + 3 body
Figure 11.14.: Heat capacities per atom for simulations with periodic bound-
ary conditions for oganesson at scalar relativistic (SR+X2C) lev-
els of theory. Left, heat capacity curves obtained considering
two-body ELJ interactions. Right, obtained heat capacities con-
sidering two- and three-body interactions, computed with the
ELJ and EAT potentials respectively.
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Figure 11.15.: Heat capacities per atom for simulations with periodic bound-
ary conditions for oganesson at spin-orbit corrected (SR+X2C)
levels of theory. Left, heat capacity curves obtained consider-
ing two-body ELJ interactions. Right, obtained heat capacities
considering two- and three-body interactions, computed with
the ELJ and EAT potentials respectively.
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Table 11.3.: Periodic NPT melting temperatures extracted from the heat ca-
pacity curves of the rare gas elements using dierent cell sizes.
N 32 108 256 500 864
Krypton
2 body 119.35 118.77 121.81 124.13 124.91
2+3 body 119.00 105.10 106.42
∆(2b−3b) 10.36 13.67 15.40
Xenon
2 body 173.98 168.98 175.22 177.74 176.60
2+3 body 162.33 151.22 154.44
∆(2b−3b) 11.65 17.76 20.78
Radon
2 body 240.30 237.45 245.92 246.31 247.18
2+3 body 208.83 193.39 198.46
∆(2b−3b) 31.47 44.06 47.46
Og. NR
2 body 228.81 231.09 237.61 239.20 238.83
2+3 body 221.67 213.06 219.43
∆(2b−3b) 7.14 18.03 18.18
Og. SR
2 body 320.07 315.29 328.19 327.94 330.35
2+3 body 275.94 259.15 266.18
∆(2b−3b) 44.13 56.14 62.01
Og. RX2C
2 body 540.56 531.16 555 553.48 554.44
2+3 body 357.21 318.55 324.53
∆(2b−3b) 183.35 212.61 230.46
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Figure 11.16.: (Top gure) The total two (solid line) and three body (dotted
line) contribution as a function of the cut-o radius. The verti-
cal lines denote the spherical two-body cuto radius that is im-
plemented for the dierent simulated sizes such that the min-
imum image convention is satised. The vertical dashed line
corresponds to the three body cut-o radius, which is held xed
for the dierent sample sizes.
(Bottom gure) Pair distribution function g(r, β) of Xenon be-
tween 150 and 190 K for a simulation with periodic boundary
conditions. Near Tm the fcc lattice breaks down to form a disor-
dered uid. The gray dotted line indicates a near perfect initial
fcc structure.
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Figure 11.17.: Densities for the simulated noble gases Kr, Xe and Rn. In blue
the densities for the MC simulation including two-body ELJ
interactions only, in red the densities obtained including two-
body ELJ and three-body EAT interactions.
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then the experimentally obtained values. However this can be attributed to
thermal expansion at that temperature compared to the 60 K value. Indeed,
the density of the liquid (2.8 g/cm3 at 157 K) is in good agreement with ex-
perimental results. The solid density obtained using lattice summations is
slightly higher, which can again be attributed to the temperature since this
result corresponds to the 0 K density.
Radon Due to its high radioactivity, experimental results on the thermo-
dynamic properties of radon are extremely rare. In 1910 Gray and Ramsay
[1] estimated the liquid density to be somewhere between 4.6 and 5.7 g/cm3.
This is in agreement with the results of Herreman [196], who obtained the ap-
proximated density of 4.3 g/cm3, and with the value of Cook, who obtained
a density of 4.4 g/cm3 at its boiling point. Grosse et al. [197] calculated the
densities of radon by extrapolation of the lighter noble gases and obtained a
liquid density of 4.07 g/cm3 and a solid density (at 0 K ) of 5.25 g/cm3.
Before melting starts we obtain a density of solid radon of 5.3 g/cm3 (191
K), which sharply decreases to 4.5 g/cm3 (204 K) for the liquid phase. This
value is similar to the approximated densities obtained by Gray, Herreman
and Cook and in close correspondence with our solid state calculations. The
density obtained from the lattice sums, 6.126 g/cm3 (at 0 K), is slightly higher
then the predicted density by Grosse.
Oganesson Determining the density of oganesson by experimental meth-
ods is not possible due to low production yield (one atom at a time), and an
estimated density of oganesson has only been found by extrapolation from
the lighter noble gases. Grosse et al. [197] estimated the density of the liq-
uid state at the melting point to be 4.92 g/cm3 and the density of the solid (0
K) was estimated to be 6.29 g/cm3. His result was obtained by choosing an
atomic weight of 314 g/mol.
Grosse’s estimated density is similar to our 0 K density at the non-
relativistic level obtained from lattice sums. The density of the liquid obtained
by Grosse from extrapolation is also similar to the densities we obtain for the
non-relativistic calculations. However both the solid and liquid densities do
not agree with our more accurate relativistic results. The discrepancy does
not come as a surprise, since a simple extrapolation does not account for the
large increase in relativistic eects. This is nicely demonstrated in Fig. (11.19).
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Table 11.4.: Density for the fcc crystals of 222-Rn and 294-Og at the non-
relativistic (NR), the scalar relativistic (SR) and spin-orbit (SR
+SO) level of theory obtained from a simple lattice summation
using program SAMBA [73].
density [g/cm3] Xe Rn SR Rn RX2C Og. NR Og. SR Og. RX2C
E2 3.938 6.221 6.312 6.256 8.156 9.348
+ ZPV-EH 3.852 6.175 6.268 6.222 8.114 9.311
+ ZPV-EAH 3.808 6.176 6.268 6.221 8.114 9.311
+ E3 3.808 6.126 6.094 5.948 7.757 8.059
+ E4 3.783 – 6.102 5.954 7.787 8.126
Table 11.5.: Densities, ρ[g/cm3], obtained from the PT MC simulations. In
brackets the temperature at which the density is extracted.
solid liquid
mass [g/mol] E(2) +E(3) E(2) +E(3)
Kr 83.798 2.7 (123 K) 2.7 (106 K) 2.3 (126 K) 2.3 (108 K)
Xe 131.293 3.3 (175 K) 3.3 (152 K) 2.8 (178 K) 2.8 (157 K)
Rn 220.018 5.4 (245 K) 5.3 (193 K) 4.6 (248 K) 4.5 (205 K)
Og NR. 294.00 5.4 (235 K) 5.4 (218 K) 4.5 (240 K) 4.4 (223 K)
Og SR. 294.00 7.0 (326 K) 6.8 (258 K) 6.0 (333 K) 5.9 (267 K)
Og RX2C 294.00 8.0 (550 K) 7.2 (319 K) 7.0 (560 K) 6.6 (327 K)
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Figure 11.18.: Density of the simulated noble gases. In blue the densities for
MC simulation including 2-body ELJ interactions only, in red
the densities obtained including 2-body ELJ and 3-body EAT
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11.3. Melting Temperatures
We have nally reached the point where the obtained cluster and periodic
melting temperatures can be compared with experimental data. Table 11.6
summarizes the melting temperatures for both the cluster and the periodic
approach. Fig. 11.20 shows the cluster results and the known experimental
melting temperatures. In the following, the melting temperatures are com-
pared to experimental data.
Krypton The rst to publish an accurate value of the triple point of krypton
were Allen and Moore [198] in 1931, who reported a triple point of 116.7 ±
0.1 K. They stated that the triple point was best observed by getting the solid
krypton in a apparatus ‘as much as a uy and snow-like form as a possible’
and found the melting point by waiting for it to melt as the temperature rose.
Multiple similar values were later obtained, for example Keesom et al. [199]
reported a triple point of 115.94 K in 1935 and Freeman and Halsey [200]
reported a value of 115.6 K. Recently the triple point was conrmed by Hill
[201] up to high accuracy, who obtained a triple point of 115.7755 K ± 0.3
mK.
Two-body melting temperatures are calculated to be T pm,2b = 124.9 and
T cm,2b = 126.9 K for the periodic (p) and cluster (c) simulations respectively.
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The lowering in melting temperature due to the three-body repulsive forces
is similar for both approaches ( T pm,3b = 15.4 K and T cm,3b = 15.2 K respec-
tively). The nal melting temperatures are determined to be 109.5 and 111.7
K respectively, These values of Tm are slightly lower then the experimental
value of 115.78 K.
Xenon The triple point value of 133.15 K for xenon has been rst obtained
by Ramsay and Travers [202] in 1901, after which Allen and Moore [198]
obtained the improved value of 157.65 ± 0.5 K. A melting point of 161.3 K
was reported by Kane [203] in 1939 and after which the improved value was
determined to be 161.40 K [2].
Two-body melting temperatures are determined to be T pm,2b = 176.9 K and
T cm,2b = 182.2 K for the periodic and cluster simulations respectively. Upon
inspection of the heat capacity curve of the periodic simulations one notices
that the melting temperature of the 864 cell is slightly lower then the 500
cell, so the discrepancy could have evolved from statistical uctuations of
the periodic simulation. The cluster simulations lead therefore most likely
to a more accurate two-body melting temperature. The lowering in melting
temperature due to the three-body repulsion is for both methods fairly similar
( T pm,3b = - 20.8 and T cm,3b = - 20.7 K ). The nal melting temperatures are
determined to be T pm = 156.1 K and T cm = 161.6 K, of which especially the
cluster result is in good agreement with the experimental value of 161.40 K.
Radon Since radon is highly radioactive and potentially poisonous,
knowledge about the chemistry and physical properties of this element are
scarce. Measurements of the physical properties of elemental radon are ex-
perimentally very challenging and were only done in the early years after its
discovery. The melting point at Tm = 202 K was determined in 1909 by Ram-
say and Gray [1], and is to our knowledge the only experimentally obtained
value. They reported that the solid glows with great brilliancy, like a small,
steel-blue arc-light. Based on the melting temperatures of the lighter noble
gases, the Ramsay-Gray experiment has been questioned as early as 1925 by
Paneth and Rabinowitsch, who recommended Tm = 160 K instead for radon
[204]. However, both the cluster extrapolation as well as the periodic bound-
ary condition simulations lead to a nal melting temperature of 200 K, which
is in excellent agreement with the measurement by Gray and Ramsay. Of
these temperatures, T pm = 247.2 and T cm = 252.2 K as two-body melting tem-
perature were obtained, and the three-body corrections were determined to
be ∆T pm = - 47.5 K and ∆T cm = -51.9 K.
Oganesson Since oganesson is such a heavy element, relativistic eects are
expected to have a large contribution to the interaction potential. Therefore
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Figure 11.20.: Melting temperatures as a function of the element number. The
calculated temperatures are taken from cluster simulations.
simulations were performed at three dierent levels of relativistic treatment
(non-relativistic (NR), scalar relativistic (SR) and fully relativistic (SR+X2C)).
The non-relativistic results gave a melting point T pm = 220.7 K and T cm =
229.1 K, of which the three-body contribution was determined to be T pm,3b =
-18.2 K and T cm,3b = -15.5 K respectively. Upon considering relativistic ef-
fects, the interactions between the atoms increase signicantly, that is two-
body interactions become more attractive whereas the three-body interac-
tions become more repulsive. Indeed, the scalar-relativistic results show
approximately a 100 K increase in the two-body melting temperature, and also
the three-body contributions increase signicantly, i.e. T pm,3b =-62.0 K and
T cm,3b =-63.0 K. This leads to the nal melting temperatures of T
p
m = 268.3
andT cm = 269.8 K. The spin-orbit corrected potentials gave an even larger in-
crease in interaction strength, which results in the surprisingly high melting
temperatures of T pm,2b = 554.4 K and T cm,2b = 544.4 K. However these values
are greatly reduced by the three-body repulsion which is T pm,3b = -230.5 and
T cm,3b = -224.8 K respectively. This leads to the nal melting temperature of
T pm = 324.0 K and T cm = 319.7 K (50.9oC, 46.6oC) and with room temperature
being around 20oC, it implies that oganesson is a solid (!). This value is much
larger than reference value obtained by Grosse who estimated the melting
temperature to be Tm = 256K [197].
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Table 11.6.: Periodic and cluster nal melting temperatures. For oganesson
simulations were performed for the three dierent levels of rel-
ativistic treatment (Non relativistic (NR), scalar relativistic (SR)
and fully relativistic (SR+X2C))
Periodic Cluster Exp.
Krypton
2b 124.9 126.85
∆(2b−3b) 15.4 15.16
Tm 109.5 111.69 115.78
Xenon
2b 176.85 182.24
∆(2b−3b) 20.78 20.66
Tm 156.07 161.58 161.40
Radon
2b 247.18 252.16
∆(2b−3b) 47.46 51.87
Tm 199.72 200.30 202
Og NR
2b 238.83 244.65
∆(2b−3b) 18.18 15.51
Tm 220.65 229.14 -
Og SR.
2b 330.35 332.83
∆(2b−3b) 62.01 63.04
Tm 268.34 269.79 -
Og RX2C
2b 554.44 544.4
∆(2b−3b) 230.46 224.75
Tm 323.98 319.65 -
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11.3.1. Errors
There are multiple sources for errors involved in calculating melting temper-
atures. They come from (i) the choice of the interaction potentials, (ii) the
algorithm for the melting simulation used, (iii) the extrapolation to the bulk
temperature for nite clusters, (iv) for a cell with periodic boundary condi-
tions the number of particles used in the cell and the estimate of the super-
heating correction factor, and (v) the neglect of quantum / vibrational eects
(which should however be small for the heavy rare gas systems studied here).
The close correspondence between cluster and periodic results implies that
we can conde on the Monte Carlo method. Even though in a present paper
by Pahl et al. [10] an accuracy of the melting temperature of almost a few
Kelvins was achieved, it is by no way trivial to achieve a similar accuracy
for the heavier rare gases as large relativistic and correlation eects require
higher order terms in the many body expansion. The greatest source of error
would thus be due to the truncation in the many-body interaction, especially
for oganesson. The four-body forces are of attractive type and therefore the
given melting temperatures should be interpreted as a lower bound to the
melting temperature reported here.

12. Lennard-Jones Melting
In this chapter, melting results of the 6-12 LJ potential in reduced units (ε = 1
K and re = 1 Å) are presented. The extrapolated result obtained from the
cluster MC simulations and the superheated melting temperatures obtained
from the periodic MC simulation will guide as a reference value for the an-
alytical calculations (see Chapter 13), and will enable us to obtain insight on
the superheating mechanism (Chapter 14).
12.1. Literature Results
The popularity of numerical simulations utilizing the 6-12 LJ potential can
be attributed to the numerical eciency of the potential. The phase diagram
and the triple point value of the 6-12 LJ potential have therefore extensively
been studied over the past decades. In chronological order, triple point val-
ues were obtained by Hansen and Verlet [205] (0.68 K) using a Monte Carlo
algorithm in free energy calculations; by Ladd and Woodcock [206] (0.67 K)
using molecular dynamics simulations; by Agrawal and Kofke [207](0.687 K)
using Gibbs-Duhem integration; by Barroso and Ferreira [208] (0.692 K) using
Helmholtz free energy calculations; by Ahmed and Sadus [209] (0.661 K) us-
ing molecular dynamics simulations; and by Kataoka and Yamada [210] (0.683
K) who obtained the triple point value by carrying out molecular dynamics
simulations using the interface pinning method. For consistency, it is useful
to compare these results with the results obtained from the PTMC simulation
method used in this thesis.
12.2. Monte Carlo Melting Results
The periodic and cluster simulations are conducted according to the same nu-
merical procedure and specications as implemented here for the more realis-
tic many-body potentials of the noble gases. Heat capacities and extrapolated
cluster melting temperature is depicted in Fig. 12.2. Melting temperatures,
which correspond to the temperature where the heat capacity curve shows a
maximum, for the periodic NPT simulations are listed in table 12.2 and the
melting temperatures of the clusters are listed in table 12.1.
Regarding the cluster simulations, the LJ melting temperatures TNm of the
two smallest clusters (T 13m = 0.284 and T 55m = 0.295) are very similar to the
values (T 13m = 0.29 and T 55m = 0.31) obtained by Berry and Smirnov [211]
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and the extrapolated melting temperature of 0.676 K is in excellent agree-
ment with the reported values of the triple point. Regarding the periodic
simulations, by inspection of the energy contribution as a function of the
two-body cuto distance it can be concluded that the melting temperature
for the N = 864 cell is converged. However, the melting temperature of
the N = 864 cell overestimates the bulk melting temperature by a factor of
0.832/0.676 = 1.230. This is in agreement with the ln 2/3 + 1 = 1.231
superheating correction factor used throughout this thesis.
Table 12.1.: Melting temperatures of the N atomic LJ clusters and extrapo-
lated melting temperature Tm(∞) (in reduced units).
N 13 55 147 309 561 923 1415 Tm(∞)
Tm 0.284 0.295 0.374 0.428 0.486 0.504 0.535 0.676
Table 12.2.: Melting temperatures of the LJ periodic cells, not corrected for
superheating (in reduced units).
N 32 108 256 500 864
Tm 0.806 0.806 0.809 0.822 0.832
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Part V.
Beyond Simulations

13. Analytical Findings
The content of this chapter result from the general observation that there is a
well known approximate linear correlation between the cohesive energy and
the melting temperature for the elements in the periodic table including the
metals and the noble gases, as is demonstrated in Fig. 13.1. This relation-
ship is purely empirical and not well understood. More specically, whereas
the metals show some irregular behavior, the noble gases all lie nicely on a
sraight line. Besides, the possibility of obtaining an approximate melting tem-
perature of the heavy noble gases by extrapolation, this correlation also hints
that there is simple underlying analytical relationship between the interac-
tion potential and the melting temperature. Such a relation would not only
be an important contribution to the prediction of melting temperatures, but
will shed perhaps some light on the mechanism that causes melting. In this
chapter we show for the rst time that it is indeed possible to formulate a
simple analytical equation and at the same time demonstrate how the melt-
ing mechanism correlates to superheating. In section 13.2 the scaling relation
between the cohesive energy and the melting temperature is studied from the
ad-hoc assumption that Ecoh/Tm = constant. In section 13.3 an analytical
expression for the melting temperature as a function of the two-body tting
coecients is formulated.
13.1. Relations for the Bulk
Here the analytical relation for the cohesive energy and bulk modulus for
certain lattices in terms of the ELJ tting parameters is given.
13.1.1. Relation between dimer potential and cohesive energy
An analytical form for the cohesive energy as a function of nearest neigh-
bour lattice distance rs has originally been formulated by Lennard-Jones and
co-workers [213] and later extended to a more general expression by Schw-
erdtfeger et al. [73]
EcohELJ(rs) =
1
2
∑
n>3
CnLnr
−n
s (13.1)
where Cn are the Extended Lennard-Jones tting parameters and Ln are the
(Lennard-Jones-Ingham) lattice sums. For physical reasons n ≥ 6 is usually
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Figure 13.1.: The correlation between meting temperature and cohesive en-
ergy for all known elemental solids. The line is the scaling rela-
tion derived by Guinea [212] for pure metals.
chosen. The lattice sums have been evaluated to computer precision by the
Auckland group for the cubic lattices and for the hexagonal closed packed
structure [73]. For the simple Lennard-Jones 6-12 potential,
VLJ(r) = ε
[(
rde
r
)12
− 2
(
rde
r
)6]
(13.2)
the expression for the cohesive energy simplies to
E
(2)
LJ (rs) = ε
[
1
2
L12
(
rde
rs
)12
− L6
(
rde
rs
)6]
(13.3)
where ε is the minimum and rde the dimer equilibrium distance of the 6-
12 Lennard-Jones potential. From minimization of the cohesive energy with
respect to the solid-state distance rs we obtain the solid state equilibrium
distance rse
rse =
(
L12
L6
)1/6
rde (13.4)
Combining Eq. (13.3) and Eq. (13.4) gives the minimim value of the 6-12 LJ
cohesive energy ELJmin
ELJmin =
1
2
εL26
L12
(13.5)
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13.1.2. Bulk Modulus
The bulk modulus can also be expressed in terms of the ELJ tting parameters
and Ingham coecients
BELJ(rs) =
1
18V
∑
n>3
n(n+ 3)cnLnr
−n
s (13.6)
Here fs is a lattice-specic parameter converting the nearest neighbour dis-
tance rs into the volume V , i.e. fsc = 1, fbcc = 1/(3/
√
2), ffcc = 1/
√
2 and
fhcp = 1/
√
2. For the fcc and hcp lattice this takes the form
BELJ(rs) =
√
2
18r3s
∑
n>3
n(n+ 3)cnLnr
−n
s (13.7)
and the simple relation for the fcc and hcp Lennard-Jones bulk modulus is
BLJ = L12
(
2L6
L12
)5/2 ε
r3de
(13.8)
13.2. Scaling Relation Between the Cohesive Energy
and Melting Temperature
In the following the scaling of the melting temperature as a function of the
cohesive energy for fcc structures is studied. In section 13.2.1 the expected
scaling for Lennard-Jones-like potentials is derived, which will be compared
to the scaling relation of the noble gases in section 13.2.2.
13.2.1. Lennard-Jones Scaling
Solids described by the Lennard-Jones interaction, but with a dierent inter-
action strength, Emin, are expected to satisfy the relation
ELJmin
Tm
= const. (13.9)
The melting temperature of the Lennard-Jones potential in reduced units (ε =
1, rde = 1) is determined to be Tm = 0.681 (see section 12.2) such that
ε
Tm
=
1
0.681
(13.10)
Combining Eq. (13.5) and Eq. (13.10) the relation between the cohesive en-
ergy, ELJmin, and melting temperature, Tm, is therefore expected to be
ELJmin
Tm
=
L26
2L12
1
0.681
∼= 12.64 (13.11)
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13.2.2. Extended Lennard Jones Scaling
Similarly as for the LJ potential, a scaling relation can be formulated for the
melting temperatures obtained with the ELJ potential. In this case the scaling
relation follows from the average value of EELJmin/T 2bm , where EELJmin is calcu-
lated according to Eq. (13.1) and two body melting temperatures are obtained
from our extrapolated Monte Carlo cluster simulations. We nd for the scal-
ing relation
EELJmin
T 2bm
∼= 12.14 (13.12)
which is close to the ideal LJ value ( Eq. (13.11)). The two-body ELJ potential
curves are depicted in Fig 13.3 (Bottom) and the similarity with the Lennard-
Jones potential becomes apparent when the potentials are plotted in reduced
units as shown in Fig. 13.3 (Center). One can clearly see that the two-body
noble gas potentials in reduced units are all of very similar shape and, in
comparison to the Lennard-Jones potential, are only slightly less binding in
the dispersive region. The similarity in the scaling relation for the LJ potential
and the noble gas ELJ potentials is therefore not surprising. Small deviations
in the ratios of the noble gases are not surprising, since the potentials (in
reduced units) show slight variations in the dispersive region as demonstrated
in Fig. 13.3 (Bottom).
Of course, when the many-body expansion in terms of the interaction en-
ergy breaks down as in the case of metals, this simple relation holds to a
lesser degree. A deviation of the linear relation is already expected for the
heavier noble gases when three-body contributions to the potential become
more pronounced: the three-body repulsion causes the on-site potential to
be less binding. As a result the cohesive energy and Tm are reduced and
the ratio is altered. The element that is most deviating from the ideal LJ re-
sult is oganesson simulated at the two+three-body RX2C level of theory. For
the lighter elements, however, the three-body contributions are very small
and therefore also the ratios EELJmin/Tm for the two+three body MC results as
well as the ratios for the experimental results are in good agreement with Eq.
(13.12). (NB: for helium the experimental value has to be taken with care as
solid helium only exists under pressure and vibrational eects become dom-
inant.)
While the Emin/Tm ratios discussed so far are empirical, we require a
deeper understanding of the relation between the potential energy curve and
the melting temperature. The analytical expressions determined in the next
section will give us deeper insights into the origin of this simple relation.
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Table 13.1.: Cohesive energies, Emin, and melting temperatures, Tm, for the
nobles gases. Non-relativistic (NR), scalar relativistic (SR) and
fully relativistic with spin-orbit included (SO) two-body LJ and
ELJ cohesive energies are obtained from Eq. (13.1) which gives
the cohesive energy for the (Extended) Lennard Jones potentials.
The two+three-body cohesive energies are obtained from solid
state calculations performed with SAMBA [73].
ELJmin [K] Emin [K] Tm [K] Emin/Tm
Ne 2B 354.55 326.20 26.9 12.13
Ar 2B 1201.29 1095.72 90.6 12.09
Kr 2B 1729.57 1521.05 126.85 11.99
Xe 2B 2431.81 2161.25 182.24 11.86
Rn 2B 3297.83 3052.07 253.32 12.05
Og NR 2B 3270.73 2904.27 244.65 11.87
Og SR 2B 4537.90 4095.90 332.83 12.31
Og SO 2B 7758.48 7099.04 554.4 12.80
Xe 2+3B 1995.27 161.58 12.35
Rn 2+3B 2613.96 201.64 12.96
Og NR 2+3B 2643.89 229.14 11.54
Og SR 2+3B 3500.57 269.79 12.98
Og SO 2+3B 5170.03 319.65 16.17
Ne EXP 232.51 24.56 9.47
Ar EXP 928.74 83.85 11.08
Kr EXP 1422.53 115.79 12.29
Xe EXP 1898.34 161.35 11.76
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Figure 13.2.: Melting temperature versus cohesive energy for the rare gases.
The dotted green line corresponds to the expected linear relation
for Lennard Jones type potentials according to Eq. (13.11). The
solid red line corresponds to the linear relation between the two-
body MC melting temperatures and ELJ cohesive energies. For
comparison, the solid black line is the scaling relation for pure
metals as derived by Guinea [212].
13.3. Analytical Relation
In the previous section the scaling relation between the melting temperature
and cohesive energy was given for the ad-hoc assumption that Emin/Tm =
const. where the scaling constant was determined by a linear t to the MC
melting temperature versus the analytically obtained cohesive energy. We
will now show that the two-body melting temperature can also be calculated
analytically.
13.3.1. Melting at the Inflection Point
Melting occurs when the root-mean-square amplitude of thermal vibrations
of atoms reaches a critical fraction of the nearest-neighbour separation. Lin-
demann [122] determined the critical fraction to be roughly 10 percent. How-
ever, this estimate was based on experimental ndings rather than from a
mathematical perspective. In this section it will be demonstrated that the
critical interatomic distance lies at the inection point of the cohesive energy
potential curve Ecoh(rs).
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Inflection Point
The inection point, rsi, of the solid state cohesive energy, Ecoh(rs) is ob-
tained by solving
d2Ecoh(rs)
dr2s
= 0 (13.13)
For the Lennard-Jones potential, Eq.(13.2), with cohesive energy as given in
Eq (13.3), the second-order derivative of the cohesive energy equals to
d2E
(2)
coh
dr2s
= ε
[
42L6
r6de
r8s
− 78L12 r
12
de
r14s
]
(13.14)
and therefore the LJ inection point, rsi, is situated at
rsi =
(
13
7
)1/6(L12
L6
)1/6
rde (13.15)
Fig. 13.4 demonstrates the location of the inection point for the LJ potential
and the corresponding root-mean-square amplitude of vibration.
Breaking of Symmetry at Inflection Point
Since the rst derivative of the energy corresponds to the force, the second
derivative corresponds to the change in force strength. As at the inection
point the second derivative is zero, it implies from a classical point of view
that beyond the inection point the restoring forces decrease with increasing
deviations from equilibrium. As a result the on-site cohesive energy forms a
double well causing the atoms to move away from the equilibrium distance
and consequently the symmetry of the bulk system is broken. For example,
a simple one-dimensional system of three atoms, for which the interaction
is described by the LJ potential, the onsite potential of atom j, due to its in-
teraction with the two neighboring atoms j − 1 and j + 1 will develop an
increasingly at-bottomed well as the distance between those two outside
atoms increases. When the distance between atom j − 1 and j + 1 exceeds
2rsi, the on-site potential will develop a double well. This is demonstrated in
Fig. 13.6, the top gure corresponds to the on-site potential of the center atom
and the bottom gure demonstrates the corresponding force. This nicely ts
the observation of Cotterill [214] who has shown that for simple models the
uctuations beyond the inection point lead to the formation and growth of
defects.
Melting at the Inflection Point
In the previous section it was argued that once the solid-state distance exceeds
the distance of the inection point, the symmetry of the on-site potential is
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broken. It will now be demonstrated that upon thermal expansion to the
inection point the solid-liquid phase transition occurs.
The following results are deducted from the MC melting simulations with
periodic boundary conditions. It is however important to remember that the
solid/liquid phase transition for the periodic systems modeled using MC sim-
ulations in the NPT ensemble occurred at the superheated temperature in-
stead of the real melting temperature. This will be further discussed in section
14.
The volume as a function of temperature is obtained from the periodic
NPT MC simulations, from which we can deduct the nearest neighbor dis-
tance as a function of temperature
V = (alatncells)
3 (13.16)
where alat =
√
2rs is the unit cell edge length for fcc cells and the number of
atoms in the simulation cell correspond toN = 4n3cells. Fig 13.5 demonstrates
the increase in nearest neighbor distance as a function of temperature around
the solid liquid phase transition for the simulations with the LJ potential in
reduced units. The horizontal dotted line corresponds to rsi, the vertical dot-
ted lines correspond to the solid-liquid transition temperature of the dierent
cell sizes. The intersection of the superheated temperature, TSH , with the
solid state distance, rs(T ), is indeed very close to the distance where the solid
state distance corresponds to the distance at the inection point, rs(T ) = rsi.
Hence it is demonstrated that the solid/ liquid phase transition occurs when
rs(T ) = rsi, in other words, the classical picture of symmetry breaking at
the inection point is a good approximation to the more accurate quantum
picture.
13.3.2. Analytical Melting Temperature
Analytical Relation
The solid melts when (approximately) the root-mean-square displacement
(RMSD) of each atom from its equilibrium position, 〈u2〉1/2, equals to l, the
length of the vibrational amplitude at the inection point,
l = 〈u2〉1/2 (13.17)
From the Debye model at high temperatures, the RMSD can be expressed in
terms of temperature T , atomic mass M , and Debye temperature ΘD [215]
〈u2〉1/2 =
(
9~T
MkBΘ2D
)1/2
(13.18)
In order to derive this equation the potential energy of the crystal is expanded
as a Taylor series in the lattice displacements. Due to its complicity, the series
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is curtailed at the second-order term. Higher order terms, corresponding to
anharmonic terms, are disregarded. Reformulated in terms of temperature T ,
bulk modulus B and solid state equilibrium distance rse, Eq. (13.18) reads
〈u2〉1/2 =
(
0.827kBT
rseB
)1/2
(13.19)
This result was introduced by Guinea et al. [212] who used this relation to
obtain the scaling relation for the metals
Tm = 0.032Ecoh/kB (13.20)
where TM is the melting temperature of pure metals and Ecoh the cohesive
energy and kB the Boltzmann’s constant. The solid line in Fig. 13.1 corre-
sponds to this scaling relation. The scaling factor is in close agreement with
the empirical relation obtained by a linear t to the experimentally obtained
datapoint of Tm = 0.035Ecoh/kB . This prediction was made possible by
the discovery of universality in binding energy relations for metals [212, 216,
217]. However B and rse were taken from experiment and also l was derived
from experimental numbers. In this thesis we follow a somewhat dierent
approach since we do not need to use experimental values for the bulk mod-
ulus and the solid-state equilibrium distance, nor an approximate value for
the vibrational amplitude at the inection point. Instead l, rse and B are ex-
pressed in terms of the ELJ tting coecients, making it possible to obtain
the temperature at which the solids melts, the superheated melting temper-
ature TSH (as entropy eects are not included here, see below), solely from
the ab-initio interaction potential [212],
kBTSH =
lrseB
0.827
(13.21)
In the following section this relation will be applied for LJ potentials after
which the two-body ELJ melting temperatures are calculated.
Analytical Lennard-Jones Result
Eq. (13.19) in combination with the expression for the LJ bulk modules, Eq.
(13.8), gives a relation between the cohesive energy and superheated temper-
ature for Lennard-Jones type potentials.
l =
(
0.827kBTSHr
2
de
εL12
(
L6
L12
)1/6(L12
2L6
)5/2)
(13.22)
As a rst approximation, assuming the potential to be harmonic, l is the dis-
tance from the solid state equilibrium distance to the inection point of the
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cohesive energe curve, l ∼= rsi− rse. Using Eq. (13.4) and Eq. (13.15), l equals
for the fcc lattice
l =
[(
13
7
)1/6
− 1
](
L12
L6
)1/6
rde
∼= 0.1056rde (13.23)
Combining Eq (13.23) and Eq. (13.22) gives
kBTSH = 1.39ε (13.24)
This does not correspond to the superheated melting temperature obtained
from the periodicNPT simulations (TSH = 0.832) as discussed in section 12.
An improved relation is obtained if we compute l for an anharmonic potential
instead. In this case l is given by
l =
1
2
(rsi − rsi2) (13.25)
where rsi2 is the opposite location in the repulsive region of the cohesive
energy curve corresponding to
Ecoh[rsi2 ] = Ecoh[rsi] =
13
7
(
L12
L6
)1/6
rde (13.26)
solving for rsi2 gives
rsi2 =
(
13
9
)1/6(L12
L6
)1/6
rde (13.27)
such that the length l in the anharmonic approach equals to
l = (rsi − rsi2)/2 =
((
13
7
)1/6
−
(
13
9
)1/6)(L12
L6
)1/6
rde (13.28)
By combining Eq. (13.22) and Eq. (13.28) the relation reads for the fcc lattice
kBTSH = 0.851ε (13.29)
As expected the analytical relation results in a temperature that is not equal
to the cluster extrapolated melting point, but equals the superheated tem-
perature, as obtained by periodic NPT simulations, instead. Indeed when
corrected for superheating the melting temperature corresponds to Tm =
0.851/( ln 23 + 1) = 0.691K . This is in close agreement with the melting
temperature obtained from cluster NV T simulations (Tm = 0.681) as well
as literature values for the melting temperature of the LJ potential. It also
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means that the analytically derived linear correlation between melting tem-
perature and cohesive energy needs to be corrected for superheating. Starting
from
ε
kBTm
=
1
0.851
(13.30)
in combination with ELJcoh =
1
2
εL26
L12
and corrected for superheating Tm =
TSH/(
ln 2
3 + 1) one obtains
ELJcoh
Tm
=
L26
2L12
1
0.851
(
ln 2
3
+ 1
)
∼= 12.45 (13.31)
for the fcc lattice. The discrepancy between Eqs. (13.11) and (13.31) is not very
large, and most likely originates from the approximation in the expression for
〈u2〉 assuming an harmonic potential.
Analytical Melting Temperatures of the Noble Gases
Finally, the two-body melting temperature of the noble gases are computed
from the simple relation
kBTSH =
l2rseB
0.827
(13.32)
with B computed according to Eq. (13.7), rse by minimizing the cohesive
energy, Eq. (13.1), with respect to the solid-state distance and l, the length of
the vibrational amplitude at the inection point. Again, the solid-liquid phase
transition temperature needs to be corrected for superheating
Tm =
TSH
( ln 23 + 1)
(13.33)
Table 13.2 lists the superheated melting temperatures using for l the harmonic
and anharmonic lengths, lH = rsi − rse and lA = 12(rsi − rsi2) respectively,
as well as the corrected value TAm . The for superheated corrected two-body
NPT melting temperature T 2b,NPTMC is listed for comparison. See also Fig 13.7.
For the elements neon and argon we obtain a good agreement with the
melting temperatures obtained from Monte Carlo simulations. However the
relation worsens for the heavy noble gases as the analytical relation overes-
timates the temperature by approximately 5 to 15 percent. Again, this dis-
crepancy can be attributed to the approximation made in the derivation of
the analytical expression for the RMSD, but perhaps also points towards lim-
itations of such a simple classical model as each element melts at a distance
slightly before (increasing for the heavier ones) the inection point where the
potential energy surface of the solid becomes very at.
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Table 13.2.: Amplitude of vibration at the inection point, l, assuming har-
monic potential lH and anharmonic potential lA (in Å). Analyt-
ically calculated melting temperatures THm and TAm (in K). Cor-
rected for superheating TAcorr , compared to the two-body Monte
Carlo results T 2bMC .
lH lA T
H
SH T
A
SH T
A
m T
2b,NPT
MC
He 0.64 0.51 13.9 8.62 7.00 4.22
Ne 0.61 0.48 54.3 33.9 27.5 26.9
Ar 0.75 0.59 184.1 115.3 93.6 90.6
Kr 0.80 0.64 258.8 161.9 131.5 124.9
Xe 0.86 0.68 363.3 229.0 186.0 176.6
Rn 0.91 0.72 517.0 327.2 265.8 247.2
Og NR 0.96 0.76 491.2 310.4 252.2 238.8
Og Sc 0.95 0.75 704.8 445.7 362.1 330.4
Og SO 0.98 0.78 1249.0 789.0 640.9 554.4
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14. Superheating
Superheating (and supercooling), also referred to as the hysteresis phe-
nomenon, is a common problem one often encounters when determining the
melting (solidication) temperature. Especially when carrying out melting
simulations by employing crystals in periodic boundary conditions, the tem-
perature of the solid-liquid phase transition is often inuenced by superheat-
ing eects.
It is understood that the elementary mechanism of melting is connected
to the formation of vacancies in solids and that melting is initiated from the
surface [218–220]. It is thus quite intuitive to argue that for crystals that
are in absence of a surface or impurities, the formation of vacancies is sup-
pressed which leads to superheating phenomena. Although in our Monte
Carlo studies the superheating eect was present in the periodic simulations,
in the cluster simulations we obtained melting before the expected bulk melt-
ing temperature including pre-melting for the larger clusters. Indeed, our
periodic simulations were performed starting from fcc crystals where impu-
rities and vacancies were initially not present, whereas for the clusters the
surface acted as a nucleation site which led to melting initiated from the sur-
face. Hence, throughout this thesis the melting results of the periodic simu-
lations were corrected by a superheating factor as derived by Belonoshko et
al. [152]. However, there seems to be a lack of overall understanding exactly
why superheating happens and why the superheating correction factor has
this value.
We hope to provide some clarity in this chapter on the phenomenon of
superheating. First an overview of superheating results in experiment and
numerical simulations is given, after which the superheating correction fac-
tor is derived according to Belonoshko’s et al. method. Then we show that in
combination with our analytical melting results, superheating can be under-
stood as an intrinsic character of melting rather then an technical problem
that arises from the experiment or simulation method. The reader is also re-
ferred to a review in 2007 by Mei and Lu [220].
Superheating in the Experiment
Superheating of solids is usually dicult to obtain in experiments as solids
will melt below Tm due to surface pre-melting, nonetheless many experi-
ments have been carried out that tested the limit of superheating. Here we
name a few.
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One of the earliest studies on superheating was performed by Day and
Allen [221] in 1905 who observed 300 K superheating in the tectosilicate albite
(NaAlSi3O8). With a usual melting temperature of 1175 K, this means the
albite was superheated by a factor of Θ+ = 0.25, where Θ+ = TSH/Tm − 1.
As another example, superheated lead with 120 K above the bulk melting
temperature of 600.6 K was obtained by Herman et al. [222], corresponding to
a superheating factor of Θ+ = 0.2. Ainslie [223] observed 300 K superheating
in quartz. With a melting point of about 1670 K for β-quartz tridymite, this
implies that the solid was superheated by a factor Θ+ = 0.18.
Superheating in Simulations
In contrast to experiment, superheating of solids in melting simulations is
(almost) always encountered when simulations are performed with crystals
without impurities or a surface. Indeed, as was discussed in Section 9.3, su-
perheating can be avoided by introducing impurities in the sampled crystal.
Numerical studies on superheating specically were for example performed
by Luo and Ahrens [224], who studied the superheating and supercooling
by molecular dynamics simulations. They found that the highest and low-
est temperature achievable in a superheated solid depends on a dimension-
less nuclear barrier parameter and heating rate and obtained a maximum of
superheating that varied between θ+ = 0.06 to 0.43. Furthermore, Luo et
al. [225] performed shock induce superheating by molecular dynamic simu-
lations and obtained superheating factors varying between Θ+ of 0.19 to 0.3
and Bouchet et al [226] found a systematically overestimated melting temper-
ature of at least Θ+ = 0.20 when studying the melting curve of aluminium
employing MD simulations.
For embedded particles, as already argued in section 10.5.2, the melting
temperature is inuenced by the tension of the surface. When an embedded
particle is coated by another element this can have a crucial inuence on the
superheating temperature. For our purposes studies of these kind are not of
interest, as they merely underline the relation of melting with the interfacial
structure rather than providing information of the superheating mechanism
of perfect crystals which are in analogy with our periodic melting simulations.
Superheating is not only observed in large systems, but also in atomic clus-
ters [227] and nanoparticles [228, 229]. (Which is in contrast to the expected
lowering in temperature as discussed in section 10.5.2). A review on the su-
perheating in nanoparticles is given by by Hendy and Gaston [230]. In con-
trast to bulk solids, the superheating in small metallic clusters is most likely
due to to changes in the structure and chemical bonding and is therefore also
not of interest for our study here.
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14.1. The Asymptotic Value of Superheating
The superheating correction factor has been derived by Belonoshko et al. in
the asymptotic limit (i.e. in the high pressure limit, P → ∞ , the change
in volume upon heating goes to zero ∆V → 0.) [152]. The derivation of
the correction factor will allows to better understand the mechanism that
prevents a perfect crystals from melting at the presumed melting point.
Starting from MD simulations of a crystal of which the temperature is grad-
ually increased, but the volume held constant (hence the pressure increases),
they found that when the temperature approaches TSH , a very small increase
in kinetic energy leads to melting, after which the system evolves and drops
down to Tm. The total energies at Tm and TSH , at the same volume, are equal
and hence one can write
U s(V, TSH) = U
l(V, Tm) (14.1)
where U s and U l are the inner energy of the solid s and liquid l respectively.
This relation holds for melting curves of all simple solids in the high pres-
sure limit, because in this limit the melting curve as a function becomes
at because of the small dierence between the volumes of the liquid and
solid. Subtracting the inner energy of a solid at the melting temperature,
U s(Tm, V ), on both sides of Eq. (14.1) leads to
U s(TSH , V )− U s(Tm, V ) = U l(Tm, V )− U s(Tm, V ). (14.2)
The inner energy satises the identity U = TS−PV +G. from the fact that
in the high pressure limit ∆V = 0,∆P = 0, assuming that the heat capacity
of the solid at volume V and the temperature between TSH and Tm is equal to
3kB because of the equipartition theorem, and the entropy dierence between
a solid and a liquid at the same temperature is equal to TmkB ln 2 ( because
∆S = kB ln 2 is the asymptotic value of the entropy [231] - we will come
back to this in section 14.2), the following form is obtained
U s(TSH , V )− U s(TM , V ) = U l(Tm, V )− U s(Tm, V ) (14.3)
Cv(TSH − Tm) = −(P l − P s)(V l − V s) + Tm(Sl − Ss)
(14.4)
3kB(TSH − Tm) = 0 + TmkB ln 2 (14.5)
for which follows that the superheating correction factor is given by
TSH
Tm
= 1 +
ln 2
3
≈ 1.23105 (14.6)
Here the entropy dierence between the solid and liquid state has been taken
from the asymptotic limit of ∆V → 0. Showing that the superheating cor-
rection factor also approximately holds at ambient conditions is by no means
168 14. Superheating
Figure 14.1.: Relation between the relative volume change ∆V/VS and
the melting entropy ∆S/R at melting of argon and sodium.
Reprinted by permission from Elsevier [232] (1973)
a trivial task and is to our knowledge not proven yet. However, the similarity
between the melting temperatures of the cluster results and the periodic sim-
ulations of the noble gases and the Lennard Jones potential in reduced units
suggest that this correction factor is nevertheless a good approximation.
14.2. Entropy Upon Melting
Belonoshko used the entropy dierence between the solid and liquid that was
obtained by Stishov to derive the superheating factor. This result by Stishov
[232] was obtained by analyzing experimental data of sodium and argon on
the change in entropy at melting, ∆S/R, as a function of relative change
of volume at melting, ∆V/Vs. The data shows that argon and sodium have
clearly the same behavior and the melting entropy of these substance tends
to ln 2 when ∆V/Vs vanishes (See Fig. 14.1). This has also been partially
conrmed by Lasocka for a number of metals [233].
At this stage it was not understood why the melting entropy has this value
and if it also would hold for other pressures. However, as Stishov mentioned
in his article [232], a similar factor was obtained by Lennard-Jones and De-
vonshire [234, 235] for entropy corresponding to the shuing of N atoms
among 2N -sites. This article served as an inspiration for Stishov’s further
work, and indeed two years later Stishov managed to obtain a value of the
change in entropy at melting [231, 236]. In order to derive this equality, he
considered a system of M indistinguishable particles in a volume V divided
intoN numbered cells. The ordered state (solid) corresponds toN = M , that
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is each cell contains a particle as depicted in Fig. 14.2. The partition function
of a system of particles whose motion is not restricted by articial cells is ap-
proximated by the probability of only double occupancy of cells. This means
that single, double and zero occupied cells are allowed and a cell is be consid-
ered doubly occupied when the center of gravity of two particles fall inside
it.
The change in entropy in going from a system of single occupancy of cells
to a system with the possibility of double occupancy is then given by
∆S
k
= ln
N∑
M=0
N !
M !{[(N −M)/2]!}22N−M (14.7)
the combinatorial factor under the summation sign is the number of ways of
distributing M particles and (N −M)/2 pairs of particles over N positions.
The maximum term correspond to the condition M = N/2, which implies
that half of the particles exist in the pair state. This leads to the result
∆S = k ln
(
23/2N · 2−1/2N
)
= R ln 2 (14.8)
with R = kN being the gas constant. This is in agreement with the entropy
of melting at constant volume taken from experiment.
Tallon and Cotterill [127, 129, 214, 237–239] also worked intensively on the
value of the entropy of melting and also argued that the entropy of melting
at constant volume equals ∆S = R ln 2. They made the important observa-
tion that the entropy at constant volume value could have its origin in the
observed occurrence of bifurcated potential wells or alternatively arises from
the localization of two sets of shear modes. Furthermore, they were able to
include an additional factor to the entropy when melting does not occur at
constant volume. It was argued that when the liquid and crystal at tempera-
ture Tm are not at the same volume, the entropy dierence may be approx-
imated by noting that the isothermal volume dependence of the entropy is
give by (∂S/∂V )T = αβT where α is the volume coecient of the thermal
expansion and βT is the isothermal bulk modulus. Including this additional
term gives for the entropy dierence upon melting
∆Sm = (∂S/∂V )T∆Vm + S0 (14.9)
= αβT∆Vm +R ln 2 (14.10)
where the Maxwell relationship (∂S/∂V )T = (∂P/∂T )V was used
14.3. Superheating as an Intrinsic Character of the
System
Another important observation was made by Tallon [240]. He argued that
there are dierent criteria at which the solid has to break down. In this case
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Figure 14.2.: (Left) Approximation of the solid state, (Right) approximation of
the liquid state
the melting process is understood as a result of a type of lattice instability at
the microscopic level. When a property of the crystal reaches an instability,
the crystal has no other choice than melting.
Tallon makes the distinction between dierent types of instabilities, called
catastrophes, which inevitable leads to melting. The entropy catastrophe T sm
(where the entropy of the solid and the liquid are equal) is understood as an
outer bound on the stability limit of the solid, see Fig. 14.3. A hierarchy of
inner catastrophes occurs at lower superheating temperatures. For example
the isochoric temperature T vm ( the point at which the crystalline and the liq-
uid phases have the same molar volume or density) represents a catastrophe
point as beyond this point the crystal would be more dense then the liquid,
and that would be unreasonable. For aluminum it was estimated to be at 1.28
Tm. Another catastrophe point is T rm, the point where the solid and the liquid
have the same rigidity, which lies for aluminum at 1.24 Tm. Because T rm lies
below T vm the last point is not observable since it is preceded by the rigidity
catastrophe. This means that dierent superheating temperatures could in
principle be obtained if other catastrophe points are being suppressed.
Now, let us recall that when deriving the analytical relation for the melt-
ing temperature the the solid-liquid phase transition did not appear at the
melting temperature, but at a superheated temperature instead. This obser-
vation, in combination with the above argument of Tallon, teaches us an im-
portant point: Namely, the bifurcation of the on site potential is in this case
the catastrophic character that leads to lattice instability and the temperature
at which this happens corresponds to the superheating melting temperature.
In this microscopic picture, the entropy is not taken into consideration, since
we only consider the lattice instability due to symmetry breaking. This sit-
uation is in this respect identical to the periodic melting simulations of the
crystal, since also in this case the atoms are trapped in their on-site potential
and the solid-liquid phase transition will occur when the symmetry of the on-
site potential is broken due to lattice vibrations exceeding the inection point.
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Figure 14.3.: The entropy of liquid (L) and crystalline (C) aluminium as func-
tions of temperature at atmospheric pressure, showing the hier-
archy of catastrophes as a succession of stability limits for the
crystalline state. Reprinted by permission from Springer Nature
[240] (1988)
Thus, our analytical relation is a direct analogy of our periodic simulations,
and the correspondence of the analytically calculated melting point with the
melting temperature obtained by the Monte Carlo simulations underline their
similarity.
14.4. Superheating in the Analytical Results
In the previous chapter we derived an analytical relation between the ELJ
tting coecients and temperature at which the solid breaks symmetry and
melts. The correspondence between the temperature where the lattice in-
stability occurs and the superheated temperature instead of the real melting
temperature does not come as a surprise. In fact, it is in agreement with
the ndings we discussed in this chapter. Here we argued that superheating
occurs when the contribution of entropy to the melting transition is not con-
sidered, which is the case when a system has no surface (i.e. is periodic) and
has no impurities or defects. The analytical expression, Eq. (13.21), reects
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the same problem as the value of the cohesive energy and bulk modulus are
computed for a perfect solid. Hence also here the temperature of the solid-
liquid phase transition corresponds to the melting temperature of the innite
solid in absence of impurities or defects. The fact that the temperature of lat-
tice instability does not correspond to the melting temperature was already
briey discussed by Maddox [241], who mentions that the Lindemann crite-
rion is not thermodynamically sound since it does not take the free energy of
the liquid state into account.
It is also possible to understand the lowering of the melting point due to
the existence of a surface and/or impurities from a dierent perspective: both
inuence the (local) inection point. Which implies that the atoms neigh-
boring the surface or voids still melt when the atomic vibrations equal the
amplitude of vibrations at the inection point. However, due the to distur-
bance of the cohesive energy curve the length of vibrations at the inection
point is altered, hence lowering the transition temperature.
14.5. Final Remarks
Both the analytical relation and the periodic simulation rely on the lattice
instability due to the vibrations exceeding the inection point of the solid
state cohesive energy curve. This means that the contribution to the melting
temperature from the increase in entropy when going from a solid to a liquid
state has not been taken into consideration and as a result the temperature of
the solid-liquid phase transition does not correspond to the melting point one
would obtain by comparing the free energies. Since we were able to derive the
TSH as occurring at the point where the symmetry of the on-site potential
is broken, we conclude that the bifurcation is the cause of melting and the
disappearance of the shear modulus is a resulting property. This nicely relates
the microscopic to the macroscopic picture.
Part VI.
Summary and Conclusion

15. Summary
15.1. Conclusions
In this thesis, Monte Carlo simulations were carried out with the aim of ob-
taining the melting temperatures for the heavy noble gases. In order to de-
termine the interaction potentials of krypton, xenon, radon and oganesson,
highly accurate ab-initio two and three body potentials were developed using
relativistic coupled cluster theory. These potentials were tted to computa-
tionally ecient analytical functions, which were employed to calculate the
interaction energy during the Monte Carlo melting simulation.
Parallel Tempering Monte Carlo simulations were performed during which
random atomic moves were attempted with an acceptance probability based
on the Boltzman distribution. 32 temperature trajectories were sampled si-
multaneously and exchange of congurations of two near-lying temperatures
was attempted to increase the computational eciency and overcome ergod-
icity problems. After the simulation the multihistogram method was em-
ployed to obtain the inner energy, volume, enthalpy and heat capacity as a
smooth function of the temperature. The solid-liquid phase transition was
then determined from the maximum of the peak in the heat capacity curve.
Two dierent techniques to obtain the melting temperature are presented
in this thesis. First, the melting temperature was studied by simulating -
nite clusters in the canonical ensemble. Melting simulations were performed
for Mackay icosahedral clusters of size N = 13, 55, 147, 309, 561, 923 and
1415 atoms considering two-body interactions only, and additional simula-
tions were performed considering two+three-body interactions up to clus-
ters containing 923 atoms. The melting temperatures were determined by
extrapolation of the nite cluster results to the bulk value with inverse clus-
ter radius. Two-body melting temperatures were obtained by extrapolation
of the clustersN = 147 to 1415 and three-body corrections were taken as the
dierence in melting temperature when extrapolating clusters of size N =
147 to 923 including two- versus two+three-body interactions.
Second, the melting temperature was determined by direct sampling of the
bulk using cells with periodic boundary conditions in the isobaric-isothermal
ensemble at 1 atm pressure. It was demonstrated that the melting tempera-
ture converges with cell size to the superheated melting temperature. Hence,
two-body melting temperatures were taken from theN = 864 cell, and three-
body corrections were estimated from the dierence in melting temperature
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between the two-body only and two+three-body N = 256 cell. Upon cor-
rection for superheating we achieved excellent agreement with the melting
temperature result of the cluster simulations.
There are multiple sources of error involved in calculating the melting tem-
peratures. With regards to the cluster simulation, uncertainties arise from the
extrapolation to the bulk temperature whereas for a cell with periodic bound-
ary conditions the number of particles used in the cell and the estimate of the
superheating correction factor give rise to errors.
The numerically determined melting temperatures of krypton and xenon
are in close correspondence to the experimental values. That is, for krypton a
melting temperature of T pm = 109.5 K and T cm = 111.7 K was obtained for pe-
riodic and cluster simulations respectively, which is approximately 5 K lower
then the experimental value of 115.78 K. The melting point of xenon is deter-
mined to be T pm = 156.1 K and T cm =161.6 K, which is in close comparison to
the experimental value of 161.40 K. The long debated value of radon of 202 K
is conrmed by our simulations, namely we obtained a melting temperature
of 200 K with both techniques.
Finally, for oganesson simulations were performed at three dierent lev-
els of relativistic treatment (non-relativistic (NR), scalar relativistic (SR) and
fully relativistic (SR+X2C)). Since oganesson with nuclear charge Z = 118
is such a heavy element, relativistic eects are expected to have large contri-
butions to the interaction potential. Indeed, we found that upon considering
relativistic eects, the interaction between the atoms increases signicantly,
that is two-body interactions are more attractive whereas the smaller three-
body interactions are more repulsive. Consequently, the two-body melting
temperatures of the spin-orbit corrected potentials increased with respect to
the NR and SR calculations, whereas the three-body correction lowers the
melting point by a rather large amount upon inclusion of relativistic eects.
As a result the computed melting temperature of oganesson is remarkably
high when a fully relativistic treatment for the interactions is considered, i.e.
T pm = 324 K T cm = 320 K in comparison to T
p
m = 268.3 and T cm = 269.8
for the SR level and T pm = 220.7 K and T cm = 229.1 K for the NR potential.
This implies that oganesson is a solid at ambient conditions. For oganesson
the SR+X2C three-body contribution is extremely large and therefore four-
body forces are also expected to have a signicant contribution to the melting
point. However, these are of attractive type and therefore the given melting
temperatures should be interpreted as a lower bound to the correct melting
temperature.
In the nal part of this thesis an analytical relation between the two-body
interaction potential and the melting temperature is developed. It is shown
that the temperature of the solid-liquid phase transition is related to the point
where upon expansion, the symmetry in the atomic interaction as a function
of nearest neighbour distance is broken, i.e., a bifurcation of the on-site po-
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tential occurs. This was demonstrated numerically by studies on the Lennard-
Jones potential in reduced units in combination with an analytical expression
for the cohesive energy as a function of the nearest neighbor distance.
The knowledge that a solid-liquid phase transition occurs upon bifurcation
of the onsite potential has already been speculated on in the past. What had
not been shown before, is that the analytical form of the cohesive energy and
bulk modulus, in combination with a previously derived expression for the
lattice vibrations as a function of bulk modules and solid state equilibrium
distance, enables us to relate the melting temperature to lattice vibrations
and to obtain an analytical expression for the solid-liquid phase transition.
Interestingly, the analytically calculated temperature of the solid-liquid phase
transition is in correspondence with the superheated temperature. This result
is not surprising as entropic contributions are not considered when the tem-
perature of the solid-liquid phase transition is related to the lattice instability
upon symmetry breaking. This insight makes us realize that the less well un-
derstood phenomenum of superheating is an intrinsic character of the solid,
instead of a problematic component of the melting process.
15.2. Future developments
In future work, we intend to study the melting of oganesson by means of free
energy density functional and ab-initio calculations to conrm its melting
point and to test the reliability of dispersion corrected density functionals
allowing us to go beyond the three-body interaction. Further work should
also include the study of the lighter noble gases, helium and neon. For this
a MC algorithm that includes quantum eects needs to be developed. In the
past, quantum delocalization has been included in the melting study of neon
employing quantum-corrected potentials in the simulation [154], however,
we wish to turn to a more accurate treatment using quantum Monte Carlo
methods. Furthermore, it would be interesting to see if the analytical rela-
tion between the melting point and interaction potential can be extended to a
form such that also higher order interactions are included, or alternatively if
the relation can be expressed in terms of an eective potential such that the
analytical relation can be extended to systems for which the many expansion
breaks down such as metallic systems. Also the next logical step is to simulate
the liquid-to-gas phase transition, which is inherently dicult because of the
sudden large change in volume and therefore has rarely been attempted in
the past.
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