Abstract. Given a suitable ordering of the positive root system associated with a semisimple Lie algebra, there exists a natural correspondence between Verma modules and related polynomial algebras. With this, the Lie algebra action on a Verma module can be interpreted as a differential operator action on polynomials, and thus on the corresponding truncated formal power series. We prove that the space of truncated formal power series is a differentialoperator representation of the Weyl group W . We also introduce a system of partial differential equations to investigate singular vectors in the Verma module. It is shown that the solution space of the system in the space of truncated formal power series is the span of {w(1) | w ∈ W }. Those w(1) that are polynomials correspond to singular vectors in the Verma module. This elementary approach by partial differential equations also gives a new proof of the well-known BGG-Verma Theorem.
Introduction
The most elementary infinite dimensional modules in the category O introduced by Bernstein, Gelfand and Gelfand (abbreviated as BGG in what follows) are Verma modules [BGG2] . Given a Borel subalgebra b and a Cartan subalgebra h ⊂ b of the semisimple Lie algebra g, the Verma module of weight λ ∈ h * is the induced module M λ := U (g) ⊗ U(b) Cv λ , where v λ is a highest weight vector of weight λ. Research into Verma modules was originated in Verma's 1966 thesis [V] , in which he gave a sufficient condition for the existence of nontrivial Hom spaces between Verma modules. The necessity of this condition was proved by BGG, who also obtained a new argument of the sufficiency [BGG1] . Another approach to the necessity by Jantzen filtration and contravariant forms is also of independent interest [J] .
One basic problem in this direction is to explicitly construct such a homomorphism if it exists. Any homomorphism between Verma modules is precisely determined by a weight vector called singular vector. Such a vector in a Verma module is characterized by the condition that it can be annihilated by the nilpotent radical n of b so that b = h ⊕ n. In [S] , Shapovalov introduced elements in U (g) to find the determinant of his contravariant form. The Shapovalov elements can also be applied to generate singular vectors in Verma modules, although it seems laborious to explicitly give these elements in practice. Following Shapovalov's work, Lutsyuk derived a recurrence relation for obtaining singular vectors [L] . After that, Malikov, Feigin and Fuks [MFF] found formulas of singular vectors for sl(n, C) by considering products of complex powers of negative simple root vectors. But in general, it is difficult to verify that these products are well-defined.
Xu [Xu1] overcame this difficulty for sl(n, C) by investigating the relation between singular vectors and partial differential equations. With an identification between a Verma module and its corresponding polynomial algebra, the action of sl(n, C) on the Verma module becomes a differential-operator action on the polynomial algebra. Xu constructed a system of second-order linear partial differential equations and pointed out that any singular vector in the Verma module coincides with a polynomial solution of the system. In order to solve the system, he considered the differential-operator action of sl(n, C) on a larger space of certain truncated formal power series, on which the arbitrary complex powers of negative simple root vectors are well-defined. It turns out that the space of truncated formal power series is a differential-operator representation of the symmetric group S n , and the solution space of the differential system is the span of {σ(1) | σ ∈ S n }.
It is reasonable to ask whether this is true in general, that is, when sl(n, C) is replaced by any other semisimple Lie algebra g. Xu himself treated the case of sp(2n) in [Xu2] . The complex powers of negative simple root vectors are welldefined and a system of partial differential equations can also be constructed to find singular vectors. However, the system seems to be quite difficult to solve even for small n. Only the solutions associated with n = 2 have been fully determined. The arguments in [Xu1] which depend on the "good" properties of sl(n, C) does not work in general, we need to find another approach.
Let Φ ⊃ Φ + ⊃ ∆ be the root system of (g, h) with the positive root system Φ + corresponding to b and the subset ∆ of simple roots. The Weyl group W is generated by all reflections s β with β ∈ Φ. The dot action of W on h * is defined by w · λ := w(λ + ρ) − ρ for w ∈ W and λ ∈ h * . Here ρ is the half sum of positive roots. Denote byn the dual space of n, such that g =n ⊕ b. Let {E β , β ∈ Φ; H α , α ∈ ∆} be a Chevalley basis of g (see [H1] , Theorem 25.2). Then any ordering β 1 > β 2 > . . . > β m imposed on Φ + determines a PBW basis
of U (n), where m := |Φ + | and Γ := m i=1 Nǫ i is the rank m torsion-free additive semigroup with base elements ǫ i . The corresponding polynomial algebra is defined to be
with a basis
Then we have a linear isomorphism τ : M λ → A given by
for a ∈ Γ. The polynomial algebra A becomes a U (g)-module with the action u(f ) = τ (u(τ −1 (f ))) for u ∈ U (g) and f ∈ A. This gives a differential-operator action of U (g) on A (Proposition 2.11). For convenience, we denote ζ α := H α | A , η β := E −β | A and d β := E β | A , for α ∈ ∆, β ∈ Φ + . Thus any singular vector in M λ corresponds to a polynomial solution of the system of partial differential equations (1.1) d α (f ) = 0, for all α ∈ ∆ and unknown function f in {x i | i = 1, 2, . . . , m}. We say that f is weighted, with weight µ, if there exists µ ∈ h * such that
To make notation simpler, we often write x βi = x i for i = 1, 2, . . . , m. Let α 1 , α 2 , . . . , α n be all the simple roots in ∆. Denote
The space of truncated-up formal power series in {x α1 , x α2 . . . , x αn } over A 0 is
Then A 1 contains A and is also invariant under the action of
It is shown that for a suitable ordering of Φ + , we can define complex powers of η α for all α ∈ ∆. Based on an effective use of the root posets, we first prove that there exists at most one solution (up to scalars) in A 1 for each weight (Lemma 3.4) . This is enough to imply a differential-operator representation of the Weyl group W on A 1 . Theorem A. (Theorem 3.12) The space A 1 of truncated-up formal power series is a representation of the Weyl group W .
At the same time, we deduce that {w(1) | w ∈ W } ∈ A 1 is a set of weighted solutions of the system 1.1. Moreover, they do exhaust all the possibilities up to scalars. Hence we solve the system 1.1. Theorem B. (Theorem 4. 3) The solution space of the system 1.1 in A 1 is spanned by {w(1) | w ∈ W }.
In order to find all the polynomial solutions, a useful notation is needed. Given λ, µ ∈ h * , write µ ↑ λ if there exists a positive root
. We say that µ is strongly linked to λ if µ = λ or there exist γ 1 , . . . , γ r ∈ Φ + such that
Theorem C. (Theorem 4.16) Let f ∈ A 1 be a nonzero weighted solution of the system 1.1, with weight µ. Then f is a polynomial if and only if µ is strongly linked to λ. In this case, τ −1 (f ) is a singular vector of M λ .
The above results involve a new approach of the well known BGG-Verma Theorem (see the proof of Theorem 4.12). With our main theorems in hand, it is possible to explicitly write down the formulas of singular vectors in a proper PBW basis. This has been done for sl(n, C) in [Xi2] . The formulas coincide with those in [MFF] and [DF] which come from different approaches. In the present paper, we also give some singular vectors for sp(2n). More formulas of singular vectors by this approach will appear in future work. It was showed in [Xi1] (i.e., Example 4.18) that many singular vectors in generalized Verma modules can be constructed from singular vectors in Verma modules. The singular vectors in generalized Verma modules determine homomorphisms between generalized Verma modules and invariant differential operators between homogeneous vector bundles. The approach in this paper would shed some light on these classical open-ended problems in representation theory and parabolic geometry.
At last, we briefly describe the contents of this paper. In Section 2, we recall the basic notions of Verma modules and derive a system of partial differential equations. In section 3, we get a differential-operator representation of the Weyl group on the space of truncated formal power series by an important lemma (Lemma 3.3). In section 4, we solve the system and give a new proof of the BGG-Verma Theorem. In section 5, we give a formula of singular vectors for sp(2n). In section 6, we prove Lemma 3.3 by investigating the Hasse diagram of root posets.
Verma modules and differential equations
In this section, we derive a system of partial differential equations to determine singular vectors in any given Verma module.
Verma modules and Chavelley basis. We now describe basic notions of Verma modules, referring to Humphreys [H2] for full details. Let g be a semisimple Lie algebra over C, containing a fixed Cartan subalgebra h. Let Φ ⊂ h * be the root system of (g, h), with a fixed positive system Φ + and the related simple system ∆ ⊂ Φ + . Denote by g α the root subspace associated with α ∈ Φ. Then we have a Cartan decomposition g =n ⊕ h ⊕ n, wheren := α∈Φ + g −α and n := α∈Φ + g α . The corresponding Borel subalgebra is b := h ⊕ n.
Let W be the associated Weyl group. Define the dot action of w ∈ W on λ ∈ h * by w · λ = w(λ + ρ) − ρ, where ρ = 1 2 α∈Φ + α. Denote by , the usual bilinear form on h * and by α ∨ = 2α/ α, α the coroot of α ∈ Φ. The Verma module of highest weight λ is defined by
where v λ is a highest weight vector of weight λ ∈ h * . The PBW Theorem allows us to write
Theorem 2.1 ([H1], Theorem 25.2). We can choose root vectors E α ∈ g α and H α ∈ h such that, for all α, β ∈ Φ,
, where β + nα, with −p ≤ n ≤ q, is the α string containing β.
Lemma 2.2. If all roots in Φ are of equal length, then for all α, β, γ ∈ Φ such that
Proof. Since all roots are of equal length, we have α, α = β, β = γ, γ . For any δ ∈ Φ, it follows from Theorem 2.1 that
On the other hand, the Jocobi identity implies that
Nǫ i be the rank m torsion-free additive semigroup with base elements ǫ i . Here N is the additive semigroup of nonnegative integers.
is exactly a PBW basis of U (n). For simplicity, we sometimes use notations a β := a ι(β) and ǫ β := ǫ ι(β) for a ∈ Γ and β ∈ Φ + . Then
, where k i are the binomial coefficients. Proof. It follows from Lemma 2.6 in [H2] that
On the other hand, the α string containing β contains at most four elements.
Differential operators. Consider the polynomial algebra
in m variables. Then
There exists a linear isomorphism τ : M λ → A such that
for a ∈ Γ. Given u ∈ U (g) and f ∈ A, we define
Thus A is naturally a U (g)-module. Set ∂ i = ∂/∂x i . Similarly, we often write x β := x ι(β) and ∂ β := ∂ ι(β) . Denote by A the Weyl algebra generated by x β and
For i ∈ Z, denote
Then A i A j = A i+j for i, j ∈ Z and we obtain a filtration
In particular, ∂ k ∈ A −1 and x k ∈ A 1 for k = 1, . . . , m. Similarly, we can define
In this section we will be able to show that the action of U (g) on A are differentialoperator action, that is, we have u| A ∈ A for any u ∈ U (g) (Proposition 2.11). The following lemmas will be needed in the proof.
Lemma 2.6. Given β ∈ Φ + , let η(β, i) be the operator on A such that
Proof. Let htβ be the height of the root β ∈ Φ (see [H1] ). We use downward induction on htβ to prove the lemma. Start with β ∈ Φ + which has the largest possible height. Then [E −β , E −βj ] = 0 for j = 1, 2, . . . , m. This yields
s for all β ′ ∈ Φ + such that htβ ′ > htβ and i = 0, 1, . . . , m. It follows from Lemma 2.4 that
Therefore we have
with constants c 1 , c 2 and c 3 . Here η(β + kβ i , i − 1) = 0 if β + kβ i ∈ Φ for k = 1, 2 or 3. So we have
Proof. Fix β ∈ ∆. We use downward induction on i to prove the lemma. The case i = m is obvious (d(β, m) = 0). Suppose that we already have the result for d(β, i).
So we obtain
In particular,c 1 = N −βi,β = −N β,−βi by Theorem 2.1. Using Lemma 2.6, together with (2.9), we obtain
By the induction hypothesis, we get the asserted result for d(β, i − 1).
In particular
(ii) For β ∈ Φ + ,
where C β a,b are constants and nonzero for only finitely many pairs (a, b).
whereC β a,b are constants and nonzero for only finitely many pairs (a, b).
Proof. (i) Recall that
The statement follows immediately.
(ii) Note that E −β | A = η(β, 0) and thus the statement follows from Lemma 2.6. (iii) If β ∈ ∆, the statement is a consequence of Lemma 2.8 since E β | A = d(β, 0). It remains to consider the general case, with β ∈ Φ + arbitrary. Given
Here
The second last equation follows from the Jacobi identity. In view of the fact that
we can prove the asserted result by induction on htβ.
Define the commutator of two differential operator d andd by
Recall that the map ι : Φ + → {1, 2, . . . , m} determines an ordering of Φ + . It is easy to see that the formulas of ζ α , η β and d β depend on ι.
Definition 2.12. We say that ι is a good ordering of Φ + if x α and η α commute for all α ∈ ∆, that is,
Let α 1 , α 2 , . . . , α n be all the simple roots in Φ
We write β > γ if there exists an index k ∈ {1, 2, . . . , n} such that c 1 = c 2 = . . . = c k−1 = 0 and c k > 0. This defines a lexicographic ordering
Lemma 2.13 (The existence of good ordering). The above lexicographic ordering is a good ordering of Φ + .
Proof. We still denote the above lexicographic ordering by ι. Then we have ι(β) < ι(γ) if and only if β > γ for β, γ ∈ Φ + . Fix β ∈ Φ + and i ∈ {0, 1, . . . , m}. We claim that [x j , η(β, i)] = 0 for j ≥ max{ι(β), i + 1}. The lemma is an immediate consequence of this claim. Indeed, set i = 0 and j = ι(β) ≥ max{ι(β), 0 + 1}. Then x j = x β commutes with η(β, 0) = η β .
As in Lemma 2.6, we use downward induction on htβ to prove the claim. If β ∈ Φ + has the largest possible height, then η(β, i) = x β for i = 0, 1, . . . , m and there is nothing to prove. Now consider arbitrary β ∈ Φ + . For the induction step, suppose that the claim is true for any
, then η(β, i) = x β and there is also nothing to prove. If i = ι(β) + 1. Recall the equation (2.7):
The induction hypothesis can be applied, yielding [x j , η(β + kβ i , i − 1)] = 0 and thus [x j , η(β, i)] = 0. Similarly, we can prove the claim for i = ι(β) + 2, . . . , m by a subsidiary induction on i, starting with i = ι(β)+1. With (2.7) in hand, we can also prove the claim for i = ι(β)−2, . . . , 1, 0 by a subsidiary downward induction on i, starting with i = ι(β) − 1 (keeping in mind that ι(β) = max{ι(β), i + 1} in this case). In fact, assume that
Differential equations and truncated-up formal power series. From now on, assume that ι is always a good ordering. We say that a weight vector v ∈ M λ is a singular vector if n · v = 0. As a consequence of the definition, we have: Proposition 2.14. A weight vector v ∈ M λ is a singular vector if and only if
Definition 2.15. We can define the system of partial differential equations for singular vectors of M λ by (2.16)
∨ f for all α ∈ ∆, we say that f is weighted, with weight µ.
It follows immediately from the definition that the constant polynomial 1 is a weighted solution, with weight λ. If f is a weighted polynomial solution of (2.16), then τ −1 (f ) is a singular vector of M λ and vice versa. In order to solve the system (2.16), we need a proper space of functions. Define the polynomial algebra
with basis
Define monomials
be the space of truncated-up formal power series in {x α1 , x α2 . . . , x αn } over A 0 . Evidently A 1 contains A and is invariant under the action of {x β , ∂ β | β ∈ Φ + }. Hence it is invariant under the action of {ζ α , d β , η β | α ∈ ∆, β ∈ Φ + } by Proposition 2.11. By Proposition 2.11 (ii), we can define differential operators (2.17)
. Since x α and η α − x α commute for any good ordering ι, we get
Lemma 2.18. If α, β ∈ ∆ and c ∈ C, then
Proof. Fix α ∈ ∆ and set Γ α := {a ∈ Γ | a α = 0} ⊃ Γ s . Let D(A 1 ) be the algebra of differential operators on A 1 . Denote
For any D ∈ S α,c , the set {p < 0 | D p = 0} is finite and P p,a,b (c) are polynomials in c. It is not difficult to verify that S α,c is a bimodule of the Weyl algebra A.
where Q p,a,b (c) are polynomials in c. Note that
But a nonzero polynomial has only finitely many roots. So Q p,a,b (c) ≡ 0 and
In a similar spirit, the equation
3. Differential-operator representations of W
In this section, we show that A 1 is a differential-operator representation of the Weyl group W .
Degree and leading term.
Lemma 3.1. Let f ∈ A 1 be a weighted function with weight
Proof. In view of Proposition 2.11 (i), we have [ζ α , x
The first statement is evident. If f z− j = 0, let x a (a ∈ Γ s ) be a nonzero term of f z− j (up to a coefficient) with
z− j and f have the same weights, we obtain
Considering the height of the above equation, we have
We want to define the "degree" of a weighted f ∈ A 1 as in the case of polynomials. In the above setting, it is natural to define
In a similar spirit, we can define the degree of a weighted f ∈ A 1 to be
This is well-defined because of the above lemma. It is in a sense the highest degree of all the nonzero terms of f . Recall that we say a nonzero term of a polynomial f is a leading term if has the largest possible degree deg(f ). Similarly, we say a nonzero term of a weighted f ∈ A 1 is a leading term if its degree is deg(f ). Denote by T (f ) the sum of all leading terms of f . The following lemma is an immediate consequence of Proposition 2.11 and (2.17).
Lemma 3.2. If f ∈ A 1 is weighted with weight µ, then so is T (f ). Moreover,
The following lemma will be useful.
Lemma 3.3. The matrix A(Φ) has full rank m − n.
The proof of this lemma is different from our main ideas. We will show this in the last section.
Lemma 3.4. Let f ∈ A 1 be a nonzero weighted solution of the system 2.16, with weight µ. Then f is unique (up to a scalar).
Proof. Evidently d α (f ) = 0 for α ∈ ∆ implies d β (f ) = 0 for β ∈ Φ + . As a consequence of Lemma 3.2, we obtain D β (T (f )) = 0. In other words,
We get a system of linear equations A(Φ)(x)X = 0, with coefficient matrix A(Φ)(x) and unknowns ∂ γ (T (f )) for γ ∈ Φ + \∆. With Lemma 3.3 in hand, we claim that X = 0. Indeed, since A(Φ) has full rank, we can choose an (m − n) × (m − n) submatrix M of A(Φ)(x) such that det(M ) is nonzero when x β = 1 for all β ∈ Φ + . Then M X = 0 and det(M ) is a nonzero polynomial in A. Let M * be the adjugate matrix of M . We obtain
and thus X = 0. Note that T (f ) is also weighted, with weight µ.
+ \∆, we must have T (f ) = cx z by Lemma 3.1, where c is a nonzero constant and z = (z 1 , z 2 , . . . , z n ). Let f ′ be another weighted solution of the system 2.16, with weight µ. Then there exists
and f is unique up to a scalar.
Differential-operator representations. Let s α ∈ W be the simple reflection corresponding to α ∈ ∆. If f ∈ A 1 is weighted with weight µ, we define
Since any f ∈ A 1 can be written as f = i∈N f i , with f i being weighted, we can define
for α ∈ ∆. This gives an action of s α on A 1 . Suppose that f ∈ A 1 is a weighted solution of the system 2.16 with weight µ. In view of Lemma 2.18, we have
for α, β ∈ ∆. Therefore, s α (f ) is also a weighted solution of the system 2.16, with weight s α · µ. Moreover, it follows from Lemma 3.2 that
Lemma 3.10. Assume that α, α ≤ β, β for α, β ∈ ∆ (α = β). Let m α,β be the smallest positive integer such that (s α s β ) m α,β = 1. Let c 1 , c 2 ∈ C.
Proof. Here we only prove (ii), since the other cases are similar. With α = β, we can choose λ ∈ h * such that λ + ρ, α ∨ = c 1 and λ + ρ, β ∨ = c 2 . Note that (s α s β ) 3 = 1 corresponds to β, α ∨ = −1. It follows from (3.7) and (3.8) that s α s β s α (1) and s β s α s β (1) are weighted solutions of the system 2.16, with the same weight s α+β · λ. In view of Lemma 3.4 and (3.9), one has s α s β s α (1) = s β s α s β (1).
First we consider the case when c 1 , c 2 ∈ N. Then
In general, with Proposition 2.11 and (2.17) in hand, we can assume that
where P p,q,a,b (c 1 , c 2 ) and Q p,q,a,b (c 1 , c 2 ) are polynomials in c 1 and c 2 . In view of (3.11), one has P p,q,a,b (c 1 , c 2 ) − Q p,q,a,b (c 1 , c 2 ) = 0 for (c 1 , c 2 ) ∈ N 2 . We can use induction on l to show that a polynomial function on C l vanishing on N l must be zero. Then (ii) follows from the case l = 2.
Theorem 3.12. The space A 1 of truncated-up formal power series is a representation of the Weyl group W , given by (3.6).
Proof. Let f ∈ A 1 be weighted function with weight µ. Note that
by (3.5). In view of (3.6),
It follows from Lemma 3.10 that
where m α,β is the smallest positive integer such that (s α s β ) m α,β = 1 (the order m α,β = 2, 3, 4 or 6 is well known, see for example Proposition 2.8 in [H2] ). By Theorem 1.9 in [H2] , this proves that (3.6) defines a representation of W on A 1 .
Solutions of the system 2.16
In this section we will solve the system 2.16 of partial differential equations. We also provide a new proof of the well-known BGG-Verma Theorem and determine all the polynomial solutions of the system. Weighted solutions in A 1 . Let Z(g) be the center of the universal enveloping algebra U (g). Recall that M λ has an infinitesimal character χ λ , where χ λ is a homomorphism Z(g) → C so that z · v = χ λ (z)v for all z ∈ Z(g) and v ∈ M λ . Lemma 4.1. For z ∈ Z(g), we have z| A1 = χ λ (z).
Proof. First, for any f, g ∈ A, one has
So [z| A1 , f ] = 0 for any f ∈ A. With Proposition 2.11, we can assume that z| A1 = a,b∈Γ C z,a,b x a ∂ b , where C z,a,b are constants and nonzero for only finitely many pairs (a, b). Then
Lemma 4.2. Let f ∈ A 1 be a nonzero weighted solution of the system 2.16, with weight µ. Then we have an isomorphism
given by ψ(v µ ) = f . Moreover, there exists w ∈ W such that µ = w · λ.
Proof. Since d α (f ) = 0 for α ∈ ∆, the module U (g)| A1 (f ) is a highest weight module and there exists a natural surjective homomorphism
as vector spaces. Suppose that we have u ∈ U (n) such that (u| A1 )(f ) = 0. Since u| A1 is generated by η β for β ∈ Φ + , it follows from Proposition 2.11 that
But T (f ) = 0, one obtains T (τ (u)) = 0 and thus u = 0. Hence ψ is also injective. It is evident that the infinitesimal character of M µ ≃ U (g)| A1 (f ) is χ µ . By Lemma 4.1, we obtain χ µ = χ λ . Then µ ∈ W · λ by the Harish-Chandra isomorphism. Now we can state our first main result in this section.
Theorem 4.3. The solution space of the system 2.16 in A 1 is spanned by {w(1) | w ∈ W }, which is the set of all the weighted solutions of the system 2.16 up to scalar multiples.
Proof. For w ∈ W , it follows from (3.7) and (3.8) that w(1) is a weighted solution of the system 2.16, with weight w · λ. On the other hand, Lemma 3.4 and Lemma 4.2 imply that {w(1) | w ∈ W } is the set of all the weighted solutions of the system 2.16 up to scalar multiples. BGG-Verma Theorem and polynomial solutions. Recall that any nonzero weighted polynomial solution of the system 2.16 corresponds to a singular vector in M λ , and thus a homomorphism between Verma modules. With Lemma 3.4 and Lemma 4.2 in hand, we can recover the following well-known result due to Verma [V] .
(ii) The homomorphism ϕ is injective; (iii) There exists w ∈ W such that µ = w · λ.
It follows from the above theorem that we can write M µ ⊂ M λ whenever Hom g (M µ , M λ ) = 0.
Lemma 4.5. Let u ∈ U (n), α ∈ ∆ and s ∈ C. Then there exists c ∈ C such that η
Proof. In view of Lemma 2.4, there exists u
for each β ∈ Φ + and c ∈ N. The coefficients of u ′ (c) in the PBW basis depend polynomially on c. In the spirit of Lemma 2.18, we can show that (4.6) is also true for c ∈ C. Then the assertion follows from repeated applications of (4.6).
Proposition 4.7. Let λ, µ ∈ h * and α ∈ ∆. Denote s = λ + ρ, α 
Since u| A1 (1) is a solution of the system, the bracket on the left is (4.10) Recall that there exists a natural lexicographic ordering "≺" on C, that is, we write c 1 ≺ c 2 if Re(c 1 − c 2 ) < 0 or Re(c 1 − c 2 ) = 0 and Im(c 1 − c 2 ) ≤ 0 for c 1 , c 2 ∈ C. With this ordering on C, we can also define a natural partial ordering on h * . Write λ ≺ µ if and only if λ − µ = α∈∆ k α α, with all k α ≺ 0. Call λ ∈ h * strictly antidominant if λ + ρ, β ∨ ≺ 0 for all β ∈ Φ + . A lemma follows immediately from the definitions.
Lemma 4.11. For λ ∈ h * , the following conditions are equivalent:
where w 0 is the longest element in W .
Therefore there exists the unique strictly antidominant weight in the orbit W · λ.
we say that µ is strongly linked to λ by γ 1 , . . . , γ r and write µ ↑ λ. With Proposition 4.7 in hand, we can give an elementary approach to the following well-known result of Verma, BGG and Jantzen [V, BGG1, J] . Proof. By Lemma 4.11, let λ 0 ∈ h * be the unique strictly antidominant weight in W · λ. There exists w, w ′ ∈ W such that λ = w · λ 0 and µ = w ′ · λ 0 . Once α ∈ ∆ is fixed in the context, denote s = λ + ρ, α
The proof goes by induction on l(w), where l(w) is the usual length function on W . If λ = λ 0 (e.g., w = 1), then λ ≺ w ′ · λ = µ by Lemma 4.11. On the other hand, M µ ⊂ M λ implies λ − µ ∈ α∈∆ Nα. We obtain µ ≺ λ and thus λ = µ. Now suppose that λ = w · λ 0 is not strictly antidominant. Then there exists α ∈ ∆ such that 0 ≺ λ − s α · λ = 0, that is,
It turns out w −1 α < 0 and thus l(s α w) < l(w). In view of Proposition 4.7, if t ∈ Z ≤0 , then M µ ⊂ M sα·λ . The induction hypothesis can be applied to l(s α w), showing that µ ↑ s α · λ. Moreover, since s = (s − t) + t ∈ Z, we obtain s ∈ N and s α · λ ↑ λ by (4.13). Therefore one has µ ↑ λ. If t ∈ Z ≤0 , then M sα·µ ⊂ M sα·λ . Thanks to the induction hypothesis, we can assume that s α · µ ↑ s α · λ by γ 1 , . . . , γ k . If γ i = α for i = 1, . . . , k, then µ ↑ λ by s α γ 1 , . . . , s α γ k . Otherwise let i 0 be the smallest positive integer such that
In view of (4.13), we obtain λ + ρ, α ∨ ∈ N and thus µ ↑ ν ↑ λ by s α γ 1 , . . . , s α γ i0−1 , γ i0+1 , . . . , γ k , α.
(2) In the other direction, assume that µ ↑ λ by γ 1 , . . . , γ k . It is obvious that µ ≺ λ. Now use downward induction on l(w ′ ), starting with µ = w 0 · λ 0 (e.g., w ′ = w 0 ). Then λ ≺ µ by Lemma 4.11. One must have λ = µ and M µ = M λ . Now suppose that µ = w 0 · λ 0 . Then there exists α ∈ ∆ such that (4.14)
We get w ′−1 α > 0 and thus l(s α w ′ ) > l(w ′ ). If γ i = α for i = 1, . . . , k, then s α ·µ ↑ s α ·λ by s α γ 1 , . . . , s α γ k . By the induction hypothesis, we get M sα·µ ⊂ M sα·λ . Since (4.14) implies s α · µ + ρ, α ∨ = −t ∈ Z ≤0 , it follows from Proposition 4.7 that M µ ⊂ M λ . Otherwise denote by i 0 the smallest positive integer satisfying γ i0 = α.
With (4.14), one has −t ∈ N. Then M µ ⊂ M sα·µ since E −t −α v sα·µ is a singular vector in M sα·µ of weight µ. On the other hand, since s α · µ ↑ ν ↑ λ by s α γ 1 , . . . , s α γ i0−1 , γ i0+1 , . . . , γ k , the induction hypothesis can be applied, yielding M sα·µ ⊂ M λ and thus M µ ⊂ M λ .
Remark 4.15. The sufficiency of the strongly linked condition was discovered by Verma using enumeration of simple Lie algebras [V] . BGG showed the necessity and reproduced the sufficiency by a different method [BGG1] . The necessity can also be proved by the Jantzen filtration and contravariant forms [J] . Their arguments rely on some deep results. The proof in this section seems more "elementary".
One immediate consequence of Theorem 4.12 is Theorem 4.16. Let f ∈ A 1 be a weighted solution of the system 2.16, with weight µ. Then f is a polynomial if and only if µ is strongly linked to λ.
Singular vectors of sp(2n)
Using the notation and results in [Xu2] , we will explore the applications of our main theorems for sp(2n) in this section. The case of sl(n, C) has been well studied in [Xu1] . Some partial results for sp(2n) were given in [Xu2] . With Theorem 4.3 and Theorem 4.16 in hand, a natural goal is to explicitly write down singular vectors in Verma module M λ . We did this for sl(n, C) in [Xi1] . We will give a similar result for sp(2n) in this section.
Let E i,j be the 2n × 2n matrix with 1 in the (i, j) position and 0 elsewhere. The symplectic Lie algebra
is a Lie subalgebra of the special linear algebra sl(2n, C). Denote
for i = 1, 2, . . . , n − 1 and H n = E n,n − E 2n,2n . Then
is a Cartan subalgebra of sp(2n). Choose positive root vectors
and negative root vectors
Let e i be the linear function on h such that e i (E j,j − E n+j,n+j ) = δ ij .
Then the corresponding positive roots are
For convenience, we set
for 1 ≤ i, j ≤ n with i = j, and In particular, {x a | a ∈ Γ} form a basis of the polynomial algebra
Denote by ∂ i,j the partial derivative ∂ xi,j for simplicity. For convenience, we write
for 1 ≤ i < j ≤ n. Recall that a weight λ ∈ h * is a linear function on h. Denote
for i = 1, 2, . . . , n. Although λ i is assigned to λ(H i ) in [Xu2] , we find that the formula of singular vectors could be effectively simplified if λ i is defined to be λ(H i ) + 1. It can be shown (see [Xu2] , 2.40, 2.41) in this setting that
for i = 1, 2, . . . , n − 1 and
Proposition 5.2 (See [Xu2] , Proposition 2.1). Let u be a weight vector in M λ , then u is a singular vector if and only if
Moreover, we have (see [Xu2] , 3.3, 3.4) (5.4)
Let ι be the ordering of Φ + corresponding to (5.1). It is not difficult to check that ι is a good ordering. Note that in this case,
Let A 1 be the space of truncated-up formal power series in {x 2,1 , . . . , x n,n−1 , x 2n,n } over A 0 . We can also define the action of W on A 1 as in the previous sections. Then the space A 1 is a differential-operator representation of the Weyl group W . The solution space of the system 5.3 in A 1 is the span of {w(1) | w ∈ W }, which is the set of weighted solutions up to scalars. The function w(1) is a polynomial if and only if w · λ is strongly linked to λ.
Formula of singular vectors. With the setting in this section, some beautiful formulas of singular vectors can be obtained. For k ∈ N and β ∈ Φ + , denote
Example 5.6. Note that
is a solution of (5.3). Suppose that λ + ρ, e 1 + e 2 = λ 1 + 2λ 2 = k ∈ N. Set
is a singular vector of M λ with weight s e1+e2 · λ.
The above result can be generalized to any root e 1 + e n for n ≥ 2.
Theorem 5.7. Suppose that λ + ρ, e 1 + e n = k ∈ N for λ ∈ h * . Set u i = i j=1 λ j for i = 1, 2, . . . , n − 1. Given a ∈ Γ, define r i (a) = j<i+1<q≤n a q,j + j≤i<q≤n a n+q,j + 2 j≤q≤i a n+q,j for i = 1, 2, . . . , n − 2 and r n−1 (a) = j≤q≤n,j =n a n+q,j . Then
The following lemma is useful in the proof of the above theorem.
Lemma 5.9. Let f be a weighted solution of the system (5.3) with weight µ = λ − 2λ n e n . We use the same notation in the above theorem. If η i (f ) = x i+1,i f for i = 1, . . . , n − 1, then
Proof. Since µ + ρ, e 1 − e n = k ∈ N, by Theorem 4.12, there exists u ∈ U (n) such that uv µ ∈ M µ is a singular vector in M µ with weight s e1−en · µ. In view of Lemma 4.2, we have U (g)| A1 (f ) ≃ M µ and thus u| A1 (f ) is also a weighted solution of the system (5.3). By Lemma 3.4, we can assume that (5.10)
It follows from Theorem 4.4 in [Xi2] that
On the other hand, if η ei−ej (f ) = η ei−ej (1)f and η ej −e l (f ) = η ej −e l (1)f for 1 ≤ i < j < l ≤ n, then
With (5.10), (5.11) and (5.12), we can obtain the desired formula for s e1−en (f ) immediately.
Proof of Theorem 5.7 Since λ + ρ, e 1 + e n = k ∈ N, then s e1+en (1) is a polynomial solution of the system (5.3) by Theorem 4.3 and Theorem 4.16, with weight λ − k(e 1 + e 2 ). We have
The weight of the solution x λn 2n,n is µ = λ − 2λ n e n and η i (x λn 2n,n ) = x i+1,i x λn 2n,n for i = n. By Lemma 5.9, we obtain (5.14)
For convenience, we set ∂ n,n = 1 and
By (5.5) one has η n = x 2n,n + n−1 j=1 n i=1 x n+i,j ∂ n,i ∂ n,j and
With (5.13), (5.14) and (5.15) in hand, we can denote
Here ǫ n,n = 0. Since s e1+en (1) is a polynomial with weight λ− k(e 1 + e n ), we obtain c a = 0 unless a ∈ Γ k e1+en . Moreover
By (5.16), one has (5.17)
It follows that
for i = 1, . . . , n − 2 and
Therefore a 2n,n = k − r n−1 (a) and
is a singular vector in M λ with weight s e1+en · λ.
6. The proof of Lemma 3.3
In this section, we will prove Lemma 3.3. To avoid excessive notation, here we abandon our standard conventions about the symbols α i , β j ... and i = 1, 2, · · · , h − 1. Since a β,γ = 0 if htγ ≤ htβ, we have the following lemma.
Lemma 6.1. If A i (Φ) has full rank k i+1 for i = 1, 2, . . . , h − 1, then A(Φ) has full rank m − n.
Let U and V be subsets of Φ i and Φ i+1 respectively. We introduce an undirected graph G(U, V ) with vertices U ∪ V . For β ∈ U and γ ∈ V , (β, γ) is an edge of G(U, V ) if γ−β ∈ Φ + (which means a β,γ = N β,−γ = 0). Then G(U, V ) is a bipartite graph (or bigraph). It is an induced subgraph of the Hasse diagram associated with the root poset of Φ. A visualization of the root poset corresponding to each Dynkin type can be found in the appendix of [R] , using 3-dimensional cubes. For each graph G(U, V ), we can define an associated matrix A(U, V ) := (a β,γ ) |U|×|V | , for β ∈ U, γ ∈ V, where |U | and |V | are numbers of roots in U and V respectively. It is a submatrix of A i (Φ). Given an edge (β, γ) of G(U, V ), we say (β, γ) is a hanging edge if β is the unique vertex in U adjacent to γ or γ is the unique vertex in V adjacent to β.
Lemma 6.2. Let (β 0 , γ 0 ) be a hanging edge in G(U, V ). Then A(U, V ) has full rank if and only if A(U \{β 0 }, V \{γ 0 }) has full rank.
Proof. Without loss of generality, we assume that β 0 is the only vertex in U adjacent to γ 0 . Then a β,γ0 = 0 if and only if β = β 0 . If A(U, V ) has full rank, then the submatrix of A(U, V ) by deleting the row corresponding to β 0 and the column corresponding to γ 0 (which is exactly A(U \{β 0 }, V \{γ 0 })) also has full rank, and vise versa.
Denote U 0 := U and V 0 := V . In general, if (β i , γ i ) is a hanging edge of G(U i , V i ), denote U i+1 := U i \{β i } and V i+1 := V i \{γ i } for i = 0, 1 and so on. Since U and V are finite sets, there always exists l ∈ N such that G(U l , V l ) has no hanging edge. Then we say that G(U l , V l ) is a central graph of G(U, V ).
Example 6.3. Assume that Φ = D 5 . Let e 1 , e 2 , . . . , e 5 be the usual orthonormal unit vectors which form a basis of R 5 . Then the positive roots in Φ can be expressed as {e i ± e j | 1 ≤ i < j ≤ 5}, with positive simple roots e 1 − e 2 , e 2 − e 3 , e 3 − e 4 , e 4 − e 5 and e 4 + e 5 (represented by 1, 2, 3, 4, 5 respectively in the figure below). The root poset of D 5 can be constructed using 3-dimensional cubes (see [R] ). The induced subgraph G(Φ 2 , Φ 3 ) has a hanging edge (e 1 − e 3 , e 1 − e 4 ). Its central graph is G(Φ 2 \{e 1 − e 3 }, Φ 3 \{e 1 − e 4 }). Denote α 1 := γ 2 − β 3 , α 2 := γ 3 − β 1 and α 3 := γ 1 − β 2 . Then α 1 , α 2 and α 3 are simple roots. It is evident (by checking the pictures of the root posets of D n , E 6 , E 7 , E 8 and F 4 in [R] ) that Φ (i) is an induced subgraph of a "cube" (e.g., see D in Figure 1 ) in the root poset of Φ. By symmetry of the cube (see [R] ) we also have α 1 = γ 3 − β 2 , α 2 = γ 1 − β 3 and α 3 = γ 2 − β 1 . Moreover, β 1 − α 1 = β 2 − α 2 = β 3 − α 3 is a positive root, which we denote by θ. The Jacobi identity implies
It follows that (6.5) N θ,α1 N β1,−γ2 + N α1,−γ2 N α1−γ2,θ + N −γ2,θ N −γ2+θ,α1 = 0.
If
4 , then all roots in Φ have the same length. So N α,β = 0, ±1 for α, β ∈ Φ by Theorem 2.1. Since N θ,α1 , N β1,−γ2 , N α1,−γ2 and N α1−γ2,θ are nonzero by Theorem 2.1, we must have N −γ2,θ N −γ2+θ,α1 = 0 by (6.5). We learn from Lemma 2.2 that N α1,−γ2 = −N β3,−γ2 and N α1−γ2,θ = N θ,α3 . This yields N θ,α1 N β1,−γ2 = N θ,α3 N β3,−γ2 .
Similarly, one has N θ,α2 N β2,−γ3 = N θ,α1 N β1,−γ3 and N θ,α3 N β3,−γ1 = N θ,α2 N β2,−γ1 . 
