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Introduction
The main purpose of this paper is to classify irreducible integrable modules
for the twisted full toroidal Lie algebra under certain technical conditions.
The twisted full toroidal Lie algebra in several variables is defined using sev-
eral commuting finite order automorphisms of the underlying finite dimen-
sional simple Lie algebra g. The result of this paper generalizes the main
theorem of [FJ ], where they consider only one automorphism.
The twisted full toroidal Lie algebra is a natural genaralization of the clas-
sical twisted affine Lie algebra. The classical procedure of realizing twisted
affine Lie algebras using loop algebra in one variable proceeds in two steps
[K]. In the first step, the derived algebra modulo its center of the affine Lie
1
algebra is constructed as the algebra of a diagram automorphism of a finite
dimensional simple Lie algebra. In the second step the affine Lie algebra is
built from the graded loop algebra by forming universal central extension
(one dimensional center) and adding graded algebra derivations (are dimen-
sional).
The replacement of derived Lie algebra is multiloop algebra (Sec. 1.5) in
several variables twisted by finitely many automorphisms. Then we consider
the Universal central extension of the multiloop algebra (infinite dimensional)
and add graded algebra of derivations (infinite dimensional) which we call
twisted full toroidal Lie algebra and denoted by τ .
In this paper we classify irreducible integrable modules for τ with finite
dimensional weight spaces with non-zero central action and with some tech-
nical conditions that are satisfied for the well known Lie algebras called Lie
Torus. See [ABFP].
The contents of the paper are the following. We fix an irreducible inte-
grable module for τ with non-zero central action.
The central operators act as scalars. Upto choice of co-ordinates (in other
words upto an automorphism) we can assume that K0 acts as C0 > 0 and
Ki acts trivially for i 6= 0. In the first main Theorem 5.3 we prove that V is
an highest weight module with some natural triangular decomposition
τ = τ− ⊕ τ 0 ⊕ τ+.
Let T be the highest weight space which is an irreducible τ0-module(Proposition
6.2) and naturally Zn- graded. In Sections 7, 8 and 9, we describe T as τ0-
module. We noticed that some parts of τ0 acts as scalars and hence we only
consider a subalgebra L (See 7.3) for which T is irreducible. We also consider
a certain subalgebra
∼
L of L (See 8.1) and consider a certain finite dimensional
quotient
∼
V of T , which is
∼
L-module. Our approach is to describe
∼
V as
∼
L-
module and obtain T as L-module.
In the process we define an L-module L(
∼
V ) (See 8.4) and prove L(
∼
V
) naturally decomposes into L-modules ( See notes after Lemma 8.9 and
8.10). We prove one of the component is isomorphic to T . We also prove in
2
Theorem 8.17 that
∼
V is irreducible
∼
L-module if and only if L(
∼
V ) decomposes
into mutually non-isomorphic irreducible L-modules. In this case T can be
identified in a natural way as a component of L(
∼
V ). In the case
∼
V is reducible,
we prove that
∼
V is completely reducible as
∼
L -module and all components
are isomorphic (See Proposition 8.27). In this case also T is a submodule
of L(
∼
V ) but the inclusion is twisted. In the rest of the paper we describe
each component of
∼
V . It turns out to be an irreducible module for gln⊕
◦
g
(Theorem 9.4). See 7.5 for the Definition of
◦
g. We will indicate in 9.6, given
an irreducible module for gln⊕
◦
g, how to obtain a module for L and thereby
for τ0. In the Theorem 9.7 we will state our final result that the original
module V is an irreducible quotient of an induced module of T .
1 Notation and Preliminaries
Throughout this paper we will use the following notation
(1.1) All vector spaces, algebras and tensor products are over complex num-
bers C. Let Z,N and Z+ denote integers, non-negative integers and
positive integers.
(1.2) Let g be a finite dimensional simple Lie algebra and let (, ) be a non-
degenerate symmetric bilinear form on g. We fix a positive integer n.
Let σ0, σ1, · · · , σn be commuting finite order automorphisms of g of
order m0, m1, · · · , mn respectively. Let m = (m1, · · · , mn) ∈ Zn. Let
k = (k1, · · · , kn) and l = (l1, · · · , ln) denote vectors in Zn.
(1.3) Let Γ = m1Z⊕ · · · ⊕mnZ and Γ0 = m0Z. Let Λ = Zn/Γ and
Λ0 = Z/Γ0. Let k and l denote the images in Λ. For any integers k0
and l0, let k0 and l0 denote the images in Λ0.
Let
3
A = C[t±10 , · · · , t
±1
n ],
An = C[t±11 , · · · , t
±1
n ],
A(m) = C[t±m11 , · · · , t
±mn
n ],
A(m0, m) = C[t
±m0
0 , t
±m1
1 , · · · , t
±mn
n ].
(1.4) For k ∈ Zn, let tk = tk11 · · · t
kn
n ∈ An. Let ΩA be the vector space
spanned by symbols tk00 t
kKi, 0 ≤ i ≤ n, k0 ∈ Z, k ∈ Zn. Let dA be the
subspace spanned by
n∑
i=0
kit
k0
0 t
kKi.
Let L(g) = g ⊗ A and notice that it has a natural structure of a Lie
algebra. We will now define toroidal Lie algebra
∼
L (g) = L(g)⊕ ΩA/dA.
Let X(k0, k) = X ⊗ t
k0
0 t
k and Y = Y ⊗ tl00 t
l for X, Y ∈ g, k0, l0 ∈ Z and
k, l ∈ Zn.
(1.4.1) [X(k0, k), Y (l0, l) = [X, Y ](l0 + k0, l + k) + (X, Y )
∑
kit
l0+k0
0 t
l+kKi.
(1.4.2) ΩA/dA is central.
It is well known that
∼
L (g) is the universal central extension of L(g).
See [EMY ] and [Ka].
(1.5) We will now define multiloop algebra as a subalgebra of L(g). See
[ABFB] for more details. For 0 ≤ i ≤ n, let ξi be a mith primitive
root of unity.
Let
g(k0, k) = {x ∈ g|σix = ξ
ki
i x, 0 ≤ i ≤ n}.
Then define
L(g, σ) =
⊕
(ko,k)∈Zn+1
g(k0, k)⊗ t
k0
0 t
k,
which is called a multiloop algebra.
(1.6) The finite dimensional irreducible modules for L(g, σ) are classified by
Michael Lau [ML].
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(1.7) Suppose h1 is a finite dimensional ad-diagonalizable subalgebra of a Lie
algebra g1. We set for α ∈ h
∗
1
g1,α = {x ∈ g1|[h.x] = α(h)x, h ∈ h1}.
Then we have
g1 =
⊕
α∈h∗
1
g1,α.
Let ∆(g1, h1) = {α ∈ h
∗
1|g1,α 6= 0}, which includes zero.
Let ∆×(g1, h1) = ∆(g1, h1)\{0}.
(1.8) We will now define the universal central extension of L(g, σ). Define
ΩA(m0, m) and dA(m0, m) similar to the definition of ΩA and dA by
replacing A by A(m0, m). Denote Z(m0, m) = ΩA(m0, m)/dA(m0, m)
and note that Z(m0, m) ⊆ ΩA/dA.
Define
∼
L (g, σ) = L(g, σ)⊕ Z(m0, m).
Let X ∈ g(k0, k) and Y ∈ g(l0, l) and let X(k0, k) = X ⊗ t
k0
0 t
k and
Y (l0, l) = Y ⊗ t
l0
0 t
l. Define
(1.8.1) [X(k0, k), Y (l0, l)] = [X, Y ](k0 + l0, k + l) + (X, Y )
∑
kit
l0+k0
0 t
l+kKi.
(1.8.2) Z(m0, m) is central.
Notice that (X, Y ) 6= 0⇒ k+ l ∈ Γ and k0+ l0 ∈ Γ0. This follows from
the standard fact that (, ) is invariant under σi for 0 ≤ i ≤ n. This
proves that the above Lie bracket is well defined. This Lie bracket is
nothing but the restriction defined in (1.4).
(1.9) Proposition
∼
L (g, σ) is the universal central extension of L(g, σ). See
Corollary (3.27) of [JS].
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2 Derivation algebra of A(m0,m) and its ex-
tension to Z(m0,m).
(2.1) Let D(m0, m) be the derivation algebra of A(m0, m). From now on-
wards we let s and r to be in Γ and s0 and r0 to be in Γ0.
For 0 ≤ i ≤ n define Di(s0, s) = t
s0
0 t
sti
d
dti
which acts on A(m0, m) as
derivations. It is well known that D(m0, m) has the following basis
{Di(s0, s)|0 ≤ i ≤ n, so ∈ Γ0, s ∈ Γ}.
Let di = ti
d
dti
and it is easy to see that
(2.1.1) [ts00 t
sda, t
r0
0 t
rdb] = rat
r0+s0
0 t
r+sdb − sbt
r0+s0
0 t
r+sda.
(2.2) D(m0, m) acts on Z(m0, m) in the following way
(2.2.1) ts00 t
sda.(t
r0
0 t
rKb) = rat
r0+s0
0 t
r+sKb + δab
n∑
p=0
spt
r0+s0
0 t
r+sKp.
(2.3) It is known thatD(m0, m) admits two non-trivial 2-cocycles with values
in Z(m0, m). See [BB] for details
ϕ1(t
r0
0 t
rda, t
s0
0 t
sdb) = −sarb
n∑
p=0
rpt
r0+s0
0 t
r+sKp,
ϕ2(t
r0
0 t
rda, t
s0
0 t
sdb) = rasb
n∑
p=0
rpt
r0+s0
0 t
r+sKp.
(2.4) Let ϕ be arbitrary linear combinations of ϕ1 and ϕ2. Then there is a
corresponding Lie algebra
(2.4.1) τ = L(g, σ)⊕ Z(m0, m)⊕D(m0, m).
The Lie brackets are defined in the following way in addition to 1.8.1
and 1.8.2.
(2.4.2) [tr00 t
rda, X(k0, k)] = kaX(k0 + r0, k + r),
(2.4.3) [tr00 t
rda, t
s0tsKb] = sat
r0+s0
0 t
r+sKb + δab
n∑
p=0
rpt
r0+s0
0 t
r+sKp,
(2.4.4) [tr00 t
rda, t
s0
0 t
sdb] = sat
r0+s0
0 t
r+sdb − rbt
r0+s0
0 t
r+sda + ϕ(t
r0
0 t
rda, t
s0tsdb),
where r, s ∈ Γ, r0, s0 ∈ Γ0, X ∈ g(k0, k).
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3 Assumptions and automorphisms.
In this section we will make some assumptions on L(g, σ) which will hold
throughout this paper. We will also define a class of automorphisms on τ .
(3.1) Assumptions
(3.1.1) g(◦, ◦) is simple Lie algebra.
(3.1.2) We can choose Cartan subalgebra h(◦) and h for g(◦, ◦) and g such that
h(◦) ⊆ h.
(3.1.3) It is known that ∆×0 = ∆(g(◦, ◦), h(◦))\{0} is an irreducible reduced
finite root system and has atmost two root lengths. Let ∆×0,sh be the
set of non-zero short roots. Define
∆×0,en =


∆×0 ∪ 2∆
×
0,sh if ∆
×
0 is of type Bl
∆×0 otherwise
∆0,en = ∆
×
0,en ∪ {0}.
We assume that ∆(g, h(0)) = ∆0,en.
(3.2) Remark These assumptions are true for any Lie Torus. See Proposi-
tion 3.2.5 of [ABFP ].
It should be mentioned that Lie Torus are very important class of Lie
algebras and give rise to almost all Extended Affine Lie algebras. See
[ABFP ] and references there in.
(3.3) Change of co-ordinates
In this subsection we will define a class of automorphisms for the Lie
algebra
τ(1, 1) = g⊗ A⊕ ΩA/dA ⊕D(1, 1).
It is standard fact that GL(n + 1,Z) acts on Zn+1 and we denote the
action by dot. Let B = (bij) ∈ GL(n+1,Z), then define automorphism,
again denote by B on τ(1, 1).
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Let tk00 t
k = t(k0, k), then define
B · x⊗ t(k0, k) = x⊗ t
B·(k0,k),
B · t(k0, k)Kj =
n∑
p=0
bpjt
B·(k0,k)Kp,
B · t(k0, k)dj =
n∑
p=0
cpjt
B·(k0,k)dp,
where B−1 = (cpj).
This is what we call change of co-ordinates. We will use this change
of co-ordinates without any mention and just say ”upto choice of co-
ordinates”
4 Root space decomposition and integrable
modules for τ .
(4.1) First note the center of τ is spanned by K0, K1, · · · , Kn.
Let H = h(0) ⊕
∑
CKi ⊕
∑
Cdi which is an abelian Lie algebra of τ
and plays the role of Cartan subalgebra.
Define δi,Λi ∈ H
∗(0 ≤ i ≤ n) be such that
(4.1.1)
Λi(h(0)) = 0,Λi(Kj) = δij ,Λi(dj) = 0,
δi(h(0)) = 0, δi(Kj) = 0, δi(dj) = δij .
Let δk =
n∑
i=1
kiδi for k ∈ Zn.
(4.1.2) Let g(k0, k, α) = {x ∈ g(k0, k)|[h, x] = α(h)x for all h ∈ h(0)}
then τ has a root space decomposition.
(4.1.3) τ =
⊕
β∈∆
τβ
where ∆ ⊆ {α+ k0δ0 + δk, α ∈ ∆0,en , k0 ∈ Z, k ∈ Z
n}.
τα+k0δ0+δk = g(k0, k, α)⊗ t
k0
0 t
k for α 6= 0,
τk0δ0+δk = g(k0, k, 0)⊗ t
k0
0 t
k ⊕
n⊕
i=0
Ctk00 t
kKi ⊕
n⊕
i=0
Ctk00 t
kdi.
Notice that τ0 = H .
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(4.1.4) Now we will define a non-degenerate bilinear form onH∗. For α ∈ h(0)∗
extended α to H by α(Ki) = α(di) = 0, 0 ≤ i ≤ n.
Let (h(0), Ki) = 0 = (h(0), di),
(δk + δk0, δl + δl0) = 0 = (Λk,Λp),
(δi,Λj) = δij . The form on h(0) is the restriction of the form (, ) on g.
(4.1.5) For γ = α+ k0δ0+ δk is called real root if α 6= 0 which is equivalent to
(γ, γ) 6= 0. Denote ∆re be the set of real roots. For
α ∈ ∆0,en, denote α
∨ the co-root of α.
Define γ∨ = α∨ + 2
(α,α)
n∑
i=0
kiKi for γ real.
Then γ(γ∨) = α(α∨) = 2.
For γ real root, define reflection on H∗ by
rγ(λ) = λ− λ(γ
∨)γ, γ ∈ H∗.
Let W be the Weyl group genarated by rγ, γ ∈ ∆
re.
(4.2) A module V of τ is called integrable if
(4.2.1) V =
⊕
λ∈H∗
Vλ, Vλ = {v ∈ V |hv = λ(h)v, h ∈ H}, dimVλ <∞,
(4.2.2) g(k0, k, α)⊗ t
k0
0 t
k acts locally nilpotently on V for α 6= 0.
Let P (V ) = {γ ∈ H∗|Vγ 6= 0}.
The following Lemma is very standard.
(4.3) Lemma Suppose V is an irreducible integrable module for τ . Then
(4.3.1) P (V ) is W - invariant.
(4.3.2) dimVγ = dim Vwγ for all w ∈ W .
(4.3.3) For α ∈ ∆re, λ ∈ P (V ) we have λ(α∨) ∈ Z.
(4.3.4) For α ∈ ∆re, λ ∈ P (V ). If λ(α∨) > 0 then λ− α ∈ P (V ).
(4.3.5) For λ ∈ P (V ), λ(Ki) is a constant integer.
9
The purpose of this paper is to classify irreducible integrable modules for
τ with non-zero central action.
For an irreducible integrable module with non zero central charge, we can
assume that K0 acts as C0 > 0 and Ki(i 6= 0) acts trivially upto a choice of
co-ordinates. See (3.3).
5 Existence of highest weight
Throughout the rest of the paper we fix an irreducible integrable module for
τ with K0 acting as C0 > 0 and Ki(i 6= 0) acts trivially. Notice that for any
λ ∈ P (V ), λ(Ki) = Ci = 0 for 1 ≤ i ≤ n and λ(K0) = C0. Given a λ ∈ H
∗
let λ′ denote the restriction to h(0). Given a λ′ in h∗(0), extend to H by
λ′(Ki) = λ(di) = 0. Then λ can be uniquely written as
(5.1) λ = λ′ +
n∑
i=0
λ(di)δi +
n∑
i=0
λ(Ki)Λi.
For λ ∈ P (V )
λ = λ′ + λ(d0)δ0 +
n∑
i=1
λ(di)δi + λ(K0)Λ0.
Put λ = λ′ + λ(d0)δ0 + λ(K0)Λ0,
so that λ = λ +
n∑
i=1
λ(di)δi. Let α0 = −β0 + δ0 where β0 is maximal
root in ∆0,en. Note that α0 may not be root of τ .
Let α1, α2, · · · , αp be a set of simple roots for ∆(g(◦, ◦), h(0)) and let
Q+ =
p⊕
i=0
Nαi. Define an ordering on H∗, λ ≤ µ for λ, µ ∈ H∗, if
µ− λ ∈ Q+. Notice that in this case µ(di) = λ(di) for 1 ≤ i ≤ n.
(5.2) Proposition Assumptions as above. Given a µ ∈ P (V ) there exists a
λ ∈ P (V ) such that µ ≤ λ and λ+ α /∈ P (V ) for all α > 0, where λ is
dominant integral.
Proof The proof of the Proposition follows from the results of Section
6 of [E4]. We will briefly sketch the proof. Suppose the Proposition
is false. Then the conclusion of Proposition 6.5 of [E4] holds and it
will lead to contradiction as explained in the proof of Theorem 6.1 of
[E4]. Also note that the proof in [E4] is worked out only for n = 0 but
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holds for any n. Here we need to observe in the construction of λi’s in
Proposition 6.5 of [E4], the δk, k ∈ Zn does not appear. In Proposition
(5.2) λ is clearly dominant.
(5.3) Theorem Let V be an irreducible integrable module for τ with K0
acts as C0 > 0 and Ki acts trivially. Then there exists γ ∈ P (V ) such
that γ + β + δk /∈ P (V ) for any β > 0 and for any k ∈ Zn.
Proof Suppose the theorem is false. First some word about notation.
The δ′s that occur below are always linear combinations of δ1, · · · , δn.
Fix λ1 ∈ P (V ) and let δ(g) =
n∑
i=1
λ(di)δi. Note that (λ1, δi) = 0 for
1 ≤ i ≤ n which follows from unique expression 5.1. Choose µ1 as in
the Proposition (5.2). Then λ1 ≤ µ1 and µ1 + α /∈ P (V ) for α > 0.
By assumptions there exists a root β1 + δ(1) with β1 > 0 and δ(1) 6= 0
such that
λ2 = µ1 + β1 + δ(1) ∈ P (V ).
Notice that λ2 = λ2 + δ(g) + δ(1) and λ1 ≤ µ1 < λ2.
By repeating the argument infinitely many times we get dominant in-
tegral weights µd ∈ P (V ) and roots βd + δ(d) such that βd > 0 and
δ(d) 6= 0 such that
(5.3.1) λd+1 = µd + βd + δ(d) ∈ P (V ).
(5.3.2) µd + β /∈ P (V ) for all positive β.
(5.3.3) λd ≤ µd,
(5.3.4) λd ≤ µd < λd+1 ≤ µd+1,
It is easy to see that
(5.3.5) µd = µd + δ(g) + δ
′(d), where δ′(d) =
d∑
k=1
δ(k).
We also have
(5.3.6) µd1 < µd2 for d1 < d2.
(5.3.7) (µd + βd, βd) > 0, as µd is dominant integral.
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(5.3.8) Claim µd1 < µd2 − δ
′(d2) + δ
′(d1) for d1 < d2.
To see the claim note that from (5.3.5) it follows that
µd1 − δ(g)− δ
′(d1) < µd2 − δ(g)− δ
′(d2).
The inequality still holds if we add δ(g) + δ′(d1) both sides. The claim
follows.
Now there exists d1 < d2 such that δ
′(d2) − δ
′(d1) = δs for some s ∈ Γ.
We know that βd2 + δ(d2) ∈ ∆. It follows from the definition of τ that
βd2 + δ(d2) + δ
′(d2)− δ
′(d1) ∈ ∆.
Now from (5.1) and (5.3.7) it follows that
(µd2 + βd2 + δ(d2), βd2 + δ(d2) + δ
′(d2)− δ
′(d1) > 0.
From (4.3.4) it follows that
µd2 + δ
′(d1)− δ
′(d2) ∈ P (V ).
But by claim it follows that
µd1 < µd2 + δ
′(d1)− δ
′(d2),
which is a contradiction to (5.3.2). This proves the Theorem.
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6 Triangle decomposition
(6.1) We will now define triangular decomposition for τ . Let Z = ΩA/dA.
Let
L+(g, σ) =
⊕
α+k0δ0>0
g(k0, k, α)⊗ t
k0
0 t
k, k ∈ Zn;
L−(g, σ) =
⊕
α+k0δ0<0
g(k0, k, α)⊗ t
k0
0 t
k, k ∈ Zn;
L0(g, σ) =
⊕
k∈Zn
g(0, k, 0)tk;
D+(m0, m) =
⊕
0≤i≤n
s0>0
Cts00 t
sdi, s ∈ Γ;
D−(m0, m) =
⊕
0≤i≤n
s0<0
Cts00 t
sdi, s ∈ Γ;
D0(m0, m) =
⊕
0≤i≤n
Ctsdi, s ∈ Γ;
Z+ =
⊕
0≤i≤n
s0>0
Cts00 t
sKi, s ∈ Γ;
Z− =
⊕
0≤i≤n
s0<0
Cts00 t
sKi, s ∈ Γ;
Z0 =
⊕
0≤i≤n
CtsKi, s ∈ Γ;
τ+ = L+(g, σ)⊕ Z+ ⊕D+(m0, m);
τ− = L−(g, σ)⊕ Z− ⊕D−(m0, m);
τ 0 = L0(g, σ)⊕ Z0 ⊕D0(m0, m).
Then clearly τ = τ− ⊕ τ 0 ⊕ τ+ is a triangular decomposition.
Let T = {v ∈ V |τ+v = 0} 6= 0 by Theorem 5.3
(6.2) Proposition: T is a τ 0- module and in fact irreducible as τ 0- module.
Further V = U(τ−)T.
Proof It is easy to check that [τ 0, τ+] ⊂ τ+. From this it follows
that T is a τ 0- module. Now from PBW theorem, we have U(τ) =
U(τ−)U(τ 0)U(τ+). ( Here U denotes the universal enveloping algebra.)
Using this and the fact that V is τ -irreducible, it follows that T is τ 0-
irreducible and V = U(τ−)T . Recall that {d1, · · · , dn} ⊆ D
0(m0, m)
and hence T is Zn- graded.
Let Tk = {v ∈ T |div = (λ(di) + ki)v, 1 ≤ i ≤ n}
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where λ is a fixed weight in P (V ). We will now record some result on
T which can be proved similarly as in [JM ], [EJ ] and [FJ ].
(6.3) Lemma
(6.3.1) For v ∈ T\{0}, tsK0v 6= 0 for all s ∈ Γ.
(6.3.2) dimTk = dimTk+s = dk ∀ s ∈ Γ.
(6.3.3) Let v1(k), v2(k), · · · , vdk(k) be a basis of Tk. Let vi(s+k) =
1
C0
tsK0vi(k),
then {v1(s+ k), · · · , vdk(s+ k)} is a basis of Tk+s.
(6.3.4) 1
C0
tsK0(v1(k + r), · · · , vdk(k + r)) = (v1(k + r + s), · · · , vdk(k + r + s))
for all r, s ∈ Γ.
(6.3.5) h⊗ ts(v1(k+r), · · · , vdk(k+r)) = λ(h)(v1(k+r+s), · · · , vdk(k+r+s))
for h ∈ h(0) and all r, s ∈ Γ, where λ is a fixed weight of P (V ).
(6.3.6) tsd0(v1(k+ r), · · · , vdk(k+ r)) = λ(d0)(v1(k+ r+ s), · · · , vdk(k+ r+ s))
for all s, r ∈ Γ and for a fixed λ ∈ P (V ).
(6.3.7) trKp · T = 0 1 ≤ p ≤ n, r ∈ Γ.
(6.3.8) trK0 · t
sK0 · v = C0t
r+sK0v ∀v ∈ T and r, s ∈ Γ.
7 More notation and co-finite ideals
(7.1) Let DerA(m) be the derivation algebra of A(m). Let e1, · · · , en be
the standard basis of Cn and let u =
∑
uiei ∈ Cn. Let D(u, r) =
n∑
i=1
uit
rdi, r ∈ Γ.
(7.2) From the earlier section T can be identified with V 1⊗A(m) where V 1
can be identified with
⊕
Tk
0≤ki<mi
1≤i≤n
(7.3) Now D0(m0, m) is spanned by t
rdi, r ∈ Γ, 0 ≤ i ≤ n. Thus D
0(m0, m)
can be identified with DerA(m)⊕
∑
r∈Γ
Ctrd0
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Z0 can be identified with
∑
r∈Γ
CtrK0 as the rest of the space acts trivially
on T . Thus V 1 ⊗A(m) is an irreducible module for
L = L0(g, σ)⊕DerA(m)⊕
∑
r∈Γ
Ctrd0 ⊕A(m),
where we identify
∑
r∈Γ
CtrK0 by A(m) and 1C0 t
rK0 goes to t
r which is
well defined by 6.3.8.
(7.4) We note the following
tr · v ⊗ ts = v ⊗ tr+s,
trd0 · v ⊗ t
s = λ(d0)v ⊗ t
r+s for r, s ∈ Γ, v ∈ V 1.
(7.5) Let
◦
g= {X ∈ g|σ0X = X, [h,X ] = 0, h ∈ h(0)}
the following is easily checked.
(7.5.1) σi(
◦
g) ⊆
◦
g for 1 ≤ i ≤ n.
(7.5.2)
◦
g=
⊕
k∈Λ
◦
g
k is a natural
Λ- grading where
◦
g
k= {X ∈
◦
g |σiX = ξ
ki
i X, 1 ≤ i ≤ n}
The corresponding multiloop algebra is denoted by
L(
◦
g, σ) =
⊕
k∈Λ
◦
g
k ⊗t
k
It is clear that L0(g, σ) = L(
◦
g, σ).
When we say X(k) = X ⊗ tk ∈ L(
◦
g, σ) we always mean X ∈
◦
g
k.
Thus L ∼= L(
◦
g, σ)⊕DerA(m)⊕ A(m)⊕
∑
r∈Γ
Ctrd0.
(7.6) The brackets in L are given as follows :
(7.6.1) [X(k), Y (l)] = [X, Y ](k + l),
(7.6.2) [D(u, r), D(v, s)] = D(w, r + s) where w = (u, s)v − (v, r)u,
(7.6.3) [D(u, r), ts] = (u, s)tr+s,
(7.6.4) [D(u, r), X(k)] = (u, k)X(k + r),
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(7.6.5) [D(u, r), tsd0] = (u, s)t
r+sd0.
Now we would like to classify the irreducible L- module V 1 ⊗ A(m).
We need some preparation for that.
(7.7) For k ∈ Zn, X ∈
◦
g
k and r1, r2, · · · , rd ∈ Γ, define
X(k, r1, · · · , rd) = X(k)−
∑
X(k+ri)+
∑
i<j
X(k+ri+rj)+· · · (−1)
dX(k+
r1 + r2 + · · ·+ rd)
Let Fd be the subspace of L(
◦
g, σ) spanned by X(k, r1, · · · , rd). It is
easily checked that Fd is an ideal in L(
◦
g, σ)
(7.8) Lemma
(7.8.1) Fd ⊆ Fd−1
(7.8.2) [Fd, Fd] ⊆ Fd+1
Proof-Note thatX(k, r1, · · · , rd) = X(k, r1, · · · , rd−1)−X(k+rd, r1, · · · , rd−1)
which proves (7.8.1).
Now consider for l, k ∈ Zn, r1, · · · , rd, s ∈ Γ, X ∈
◦
g
k, Y ∈
◦
g
l.
[X(k, r1, · · · , rd), Y (l)− Y (l + s)]
= [X, Y ](k + l, r1, · · · , rd)
−[X, Y ](k + l + s, r1, · · · , rd)
= [X, Y ](k + l, r1, r2, · · · , rd, s) ∈ Fd+1.
By the above note we see that Fd is spanned by vectors X(k)−X(k+s).
Thus from above (7.8.2) follows.
(7.9) In this subsection we recall some facts from [E2] on DerA(m). Let
I(u, r) = D(u, r)−D(u, 0), u ∈ Cn, r ∈ Γ It is easy to check.
(7.9.1) [I(u, r), I(v, s)] = (v, r)I(u, r)− (u, s)I(v, s) + I(w, s+ r)
where w = (u, s)v − (v, r)u
Let I be the space spanned by I(u, r), u ∈ Cn, r ∈ Γ which can be seen
as subalgebra of DerA(m).
(7.10) For d ≥ 1, u ∈ Cn, s1, · · · , sd, r ∈ Γ,
Let Id(u, r, s1, s2, · · · , sd) = I(u, r)−
∑
i
I(u, r + si) +
∑
i<j
I(u, r + si +
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sj) + · · ·+ (−1)
dI(u, r + s1 + s2 + · · ·+ sd)
Let Id be the space spanned by Id(u, r, s1, s2, · · · , sd) for
u ∈ Cn, r, s1, · · · sd ∈ Γ.
The following is proved in [E2]
(7.11) Lemma
(7.11.1) Id is a co-finite ideal in I.
(7.11.2) Any co-finite ideal of I contains Id for large d.
(7.11.3) I1 = I and I/I2 ∼= gln.
8 Finite dimensional modules
(8.1) Let W be the subspace of V 1 ⊗ A(m) spanned by vectors of the form
tr.v(s)− v(s) for r, s ∈ Γ and v ∈ V 1.
Let
∼
L= I ⋉ L(
◦
g, σ)
(8.2) Lemma- W is an
∼
L ⊕A(m)⊕
∑
r∈Γ
Ctrd0 module.
Proof- It is easy to check using the following
[D(u, r)−D(u, 0), X(k)] = (u, k)(X(k + r)−X(k)),
[D(u, r)]−D(u, 0), ts] = 0,
[L(
◦
g, σ), A(m)] = 0,
[trd0, A(m)] = 0.
Let
∼
V= (V 1 ⊗ A(m))/W which is an
∼
L- module. Notice that A(m) ⊕∑
r∈Γ
Ctrd0 acts as scalars on
∼
V and hence we ignore them. We would like to
prove that
∼
V is completely reducible
∼
L-module.
(8.3) Recall that the Lie brackets in
∼
L are given by
(8.3.1) [I(v, s), I(u, r)] = (u, s)I(v, s)− (v, r)I(u, r) + I(w, r + s),
where I(u, r) = D(u, r)−D(u, 0) and w = (v, r)u− (u, s)v
(8.3.2) [I(v, s), X(k)] = (v, k)(X(s+ k)−X(k)),
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(8.3.3) [X(k), Y (l)] = [X, Y ](k + l),
where X ∈ gk, Y ∈ gl, k, l ∈ Z
n, r, s ∈ Γ and u, v ∈ Cn.
(8.4) Recall that we fixed λ ∈ P (V ). Let αi = λ(di) Let α =
∑
αiei ∈ Cn
and let V1 is an
∼
L- module. Then we will define L- module structure
on L(V1) = V1 ⊗ An.
X(k) · v1 ⊗ t
l = (X(k)v1)⊗ t
l+k,
D(u, r) · v1 ⊗ t
l = (I(u, r)v1)⊗ t
l+r + (u, l + α)v1 ⊗ t
l+r,
tsv1 ⊗ t
l = v1 ⊗ t
s+l,
trd0 · v1 ⊗ t
l = λ(d0) · v1 ⊗ t
l+r,
where v1 ∈ V1, l, k ∈ Zn, r, s,∈ Γ.
We need to check the brackets in (7.6). We will first check (7.6.4). Consider
D(u, r)X(k)(v1 ⊗ t
l) = D(u, r)((X(k)v1 ⊗ t
l+k)
= I(u, r) ·X(k)v1 ⊗ t
l+k+r + (u, l + k + α)X(k)v1 ⊗ t
l+k+r.
Consider
X(k)D(u, r)(v1 ⊗ t
l) = X(k)(I(u, r)v1 ⊗ t
l+r + (u, l + α)v1 ⊗ t
l+r)
= X(k)I(u, r)v1 ⊗ t
l+k+r + (u, l + α)X(k)v1 ⊗ t
l+k+r.
Now we will use the fact [I(u, r), X(k)] = (u, k)(X(k + r)−X(k)).
So (D(u, r)X(k)−X(k)D(u, r)) · (v1 ⊗ t
l)
= (u, k)(X(k + r)−X(k))v1 ⊗ t
l+k+r + (u, k)X(k)v1 ⊗ t
l+k+r
= (u, k)X(k + r)v1 ⊗ t
l+k+r
= (u, k)X(k + r)(v1 ⊗ t
l).
This proves (7.6.4).
We will now check (7.6.2).
Consider
D(v, s)D(u, r)(v1 ⊗ t
l) = D(v, s)(I(u, r)v1 ⊗ t
l+r + (u, l + α)v1 ⊗ t
l+r)
= I(v, s)I(u, r)v1 ⊗ t
l+r+s + (v, l + r + α)I(u, r)v1 ⊗ t
l+r+s
+(u, l + α)I(v, s)v1 ⊗ t
l+r+s + (u, l + α)(v, l + r + α)v1 ⊗ t
l+r+s.
Similarly we have
D(u, r)D(v, s)(v1 ⊗ t
l)
= I(u, r)I(v, s)v1 ⊗ t
l+r+s
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+(u, l + s+ α)I(v, s)v1 ⊗ t
l+r+s
+(v, l + α)I(u, r)v1 ⊗ t
l+r+s
+(v, l + α)(u, l + s+ α)v1 ⊗ t
l+r+s.
Now we will use (8.3.1)
So
(D(v, s)D(u, r)−D(u, r)D(v, s))v1 ⊗ t
l
= ((u, s)I(v, s)− (v, r)I(u, r) + I(w, r + s))v1 ⊗ t
l+r+s
+ (v, r)I(u, r)v1 ⊗ t
l+r+s
− (u, s)I(v, s)v1 ⊗ t
l+r+s
+ (w, l + α)v1 ⊗ t
l+r+s
= D(w, r + s)(v1 ⊗ t
l)
This proves (7.6.2)
The remaining brackets 7.6.1, 7.6.3, 7.6.5 are trivial to verify.
(8.5) Recall
(8.5.1) T is an irreducible L-module from Proposition 6.2.
(8.5.2)
∼
V is an
∼
L-module from Lemma 8.2.
(8.5.3) L(
∼
V ) is an L-module from (8.4).
We will now establish that T is contained in L(
∼
V ) as L-modules.
For vk ∈ Tk, let vk be the image in
∼
V∼= T/W .
Let
∼
ϕ: T → L(
∼
V )
∼
ϕ (vk) = vk ⊗ t
k, k ∈ Zn.
(8.6) Lemma
∼
ϕ is an L-module map.
Proof Consider
∼
ϕ (D(u, r)vk) = D(u, r)vk ⊗ t
k+r.
Now
D(u, r)(vk ⊗ t
k) = (D(u, r)−D(u, 0))vk ⊗ t
k+r
+(u, k + α)vk ⊗ t
k+r
= D(u, r)vk ⊗ t
k+r.
Thus we have verified
∼
ϕ (D(u, r)vk) = D(u, r)
∼
ϕ (vk).
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The rest of the relations are easy to verify. Cleary
∼
ϕ is a non-zero map
and since T is an irreducible L-module we have T ⊆ L(
∼
V ) as L-module.
(8.7) Theorem
∼
V is completely reducible as
∼
L- module and all components
are isomorphic.
We will prove some results before proving Theorem (8.7).
(8.8) Proposition Let g be a Lie algebra. Let V1, V2, · · · , Vn be mutually
non-isomorphic irreducible g-modules. Suppose W is a non-zero g-
submodule of
n⊕
i=1
Vi. Then there exists S ⊂ {1, 2, · · · , n} such that
W =
⊕
i∈S
Vi.
Proof Let
∼
pij :
n⊕
i=1
Vi → Vj be the natural projection. Let pij =
∼
pij |W .
Let S = {j|pij 6= 0}. Suppose j ∈ S, then pij(W ) 6= 0. Since Vj is
irreducible, it follows that pij(W ) = Vj. Clearly
W ⊂
⊕
j∈S
Vj .
Claim
W =
⊕
j∈S
Vj .
Note that the claim proves the proposition. We prove the claim by
induction on n. Certainly the claim is true for n = 1. Let w ∈ W
and write w = vi1 + vi2 + ...+ vik , where 0 6= vij ∈ Vij . Then we define
l(w) = k. We will now prove the claim for n = 2. Suppose l(w) = 1
for all w ∈ W , then clearly W = V1 or W = V2 and hence we are done.
Suppose l(w0) = 2 for some w0 ∈ W . Then w0 = v1+v2 and 0 6= vi ∈ Vi
for i = 1, 2. As noted earlier we have pi1(W ) = V1 and pi2(W ) = V2.
Suppose kerpi1 = kerpi2 = 0, then W = pii(W ) = Vi for i = 1, 2.
This proves that V1 ∼= V2 as g-modules, which is a contradiction. Now
suppose kerpi1 = 0. Then there exists w ∈ kerpi1 and w = v
1 + v2,
v1 ∈ V1 and v
2 ∈ V2. But 0 = pi1(w) = v
1. Hence v2 ∈ W . This
proves V2 ⊂ W . Recall that w0 = v1 + v2 ∈ W . It now follows that
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v1 ∈ W and hence V1 ⊂W . Thus V1 + V2 = W and we are done. This
completes the claim for n = 2.
Now assume the claim for n−1 and we prove it for n. Note that n ≥ 3.
Suppose S $ {1, 2, · · · , n}. Then as noted earlier W $
⊕
i∈S
Vi and by
induction the claim follows. We can now assume that S = {1, 2, · · · , n}.
Suppose kerpii = 0 for all i. Then W = pij(W ) = Vj for all j. This
proves that Vj ∼= Vi for all i and j, which is a contradiction to our
assumption. We can now assume that kerpii 6= 0 for some i. Let w ∈
kerpii and write w = v1 + v2 + · · ·+ vn, vj ∈ Vj. Now vi = pii(w) = 0.
This proves l(w) < n. Let W1 be the submodule generated by w.
Then clearly W1 ⊂
⊕
j 6=i
Vj . By induction it follows that there exists
T1 $ {1, 2, · · · , n} such thatW1 =
⊕
j∈T1
Vj $W . Let T2 be the maximal
subset of {1, 2, · · · , n} such that
⊕
j∈T2
Vj ⊂ W . To prove the claim
it is sufficient to prove T2 = {1, 2, · · · , n}. So suppose there exists
j /∈ T2. Since pij(W ) 6= 0, there exists w ∈ W such that pij(w) 6= 0.
This proves w /∈
⊕
k∈T2
Vk. Now it is easy to find w2 ∈ W such that
w2 = vi1+· · ·+vil and 0 6= vij ∈ Vij and {i1, i2, · · · , il}∩T2 = ∅. Now let
W2 be the submodule generated by w2. Note that W2 ⊂
l⊕
j=1
Vij . Now
by induction we can find T3 such that T3 ∩ T2 = ∅ and W2 =
⊕
k∈T3
Vk.
Thus
⊕
i∈T2∪T3
Vi ⊂ W which contradicts the maximality of T2. Thus
T2 = {1, 2, · · · , n} and proves the claim.
(8.9) Lemma
∼
V is graded irreducible
∼
L-module.
Proof Recall that
∼
V and
∼
L are Λ-graded. Further using the map
∼
ϕ, T ∼=
∼
ϕ (T ) as L-modules. We will first note that the L-module
generated by vk⊗t
k, k ∈ Zn is equal to the
∼
L ⊕A(m)-module generated
by vk ⊗ t
k, k ∈ Zn. This follows from the fact
D(u, r)(vk ⊗ t
k) = I(u, r)vk ⊗ t
k+r + (u, k + α)vk ⊗ t
k+r
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and
tr.vk ⊗ t
k = vk ⊗ t
k+r.
Also note that tr acts trivially on
∼
V . From this it is easy to see that
∼
V
is graded irreducible.
We will now prove a decomposition theorem for L(
∼
V ) as L-module.
First we give some notation. Recall that
∼
V=
⊕
p∈Λ
∼
V p.
Let p ∈ Zn and p ∈ Λ. Define
L(
∼
V )(p) = {vk ⊗ t
k+r+p, vk ∈
∼
V k, r ∈ Γ, k ∈ Z
n}.
Clearly L(
∼
V )(p) is closed under A(m) and
∑
r∈Γ
Ctrd0.
Consider for X ∈
◦
gl,
X(l).(vk ⊗ t
k+r+p) = X(l)vk ⊗ t
k+l+r+p ∈ L(
∼
V )(p).
D(u, s)(vk⊗t
k+r+p) = I(u, s)vk⊗t
k+r+p+s+(u, k+r+p+α)vk⊗t
k+r+p+s, s ∈ Γ.
We see that the above vector belongs to L(
∼
V )(p). Thus L(
∼
V )(p) is an
L-module. Clearly
L(
∼
V ) =
⊕
p∈Λ
L(
∼
V )(p)
which is a finite sum of L-modules. We have seen already that T ∼= L(
∼
V
)(0) as L-modules and in particular L(
∼
V )(0) is an irreducible L-module.
(8.10) Proposition Each L(
∼
V )(p) is an irreducible L-module.
Proof Consider the map for a fixed p ∈ Zn such that p 6= 0,
pi(p) : L(
∼
V )(p)→ L(
∼
V )(0)
pi(p)(vk ⊗ t
k+r+p) = vk ⊗ t
k+r.
It is easy to see that pi(p) is a vector space isomorphism and not a
L-module map. For example
(u, k+r+p+α)vk⊗t
k+r+p = di(vk⊗t
k+r+p) 6= di(vk⊗t
k+r) = (u, k+r+α)vk⊗t
k+r.
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Now suppose W is a non-zero proper submodule of L(
∼
V )(p). Clearly
pi(p)(W ) is a non-zero proper subspace of L(
∼
V )(0). To prove that
L(
∼
V )(p) is irreducible, it is sufficient to prove that pi(p)(W ) is an L-
module. Since pi(p) commutes with L(
◦
g, σ)⊕A(m)⊕
∑
r∈Γ
Ctrd0, it follows
that pi(p)(W ) is a module for the above space. Since W is a weight
module, it is easy to check that pi(p)(W ) is also a weight module. Let
w = vk ⊗ t
k+r ∈ pi(p)(W ) be a weight vector, then
D(u, s)(vk⊗t
k+r+p) = I(u, s)vk⊗t
k+r+s+p+(u, k+r+p+α)vk⊗t
k+r+s+p ∈ W.
Also
ts(vk ⊗ t
k+r+p) = vk ⊗ t
k+r+s+p ∈ W.
This proves I(u, s)vk ⊗ t
k+r+s+p + (u, k + r + α)vk ⊗ t
k+r+s+p ∈ W .
This means pi−1(p)(D(u, s)(vk ⊗ t
k+r)) ∈ W . So D(u, s)(vk ⊗ t
k+r) ∈
pi(p)(W ). Thus pi(p)(W ) is an L-module. This proves that L(
∼
V )(p) is
irreducible L-module.
It is possible that some of the modules in L(
∼
V ) are isomorphic. We
need to develop the notion of graded automorphisms of
∼
V .
(8.11) Definition An
∼
L-module automorphism θ of
∼
V is called p-graded if
θ(
∼
V k) =
∼
V k−p for all k ∈ Λ.
(8.11.1) In this case dim
∼
V k = dim
∼
V k−p.
(8.11.2) Suppose θ is a p-graded automorphism of
∼
V . Choose minimal integer
Np > 0 such that Np.p = 0 in Λ.Then clearly θ
Np
∼
V k=
∼
V k. Thus there
exists a vector v in
∼
V k such that θ
Npv = λv for some non-zero scalar
λ. Consider the space
W = {v ∈
∼
V |θNpv = λv},
which can be seen as a graded submodule of
∼
V . Since
∼
V is graded
irreducible by Lemma 8.9, we see that W =
∼
V . Thus θNp = λ on
∼
V .
Now by suitably multiplying θ by a scalar we can assume θNp = 1.
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So here after we will work only with graded automorphisms of finite
order. Recell we have fixed α ∈ Cn from 8.4. For any L-module V , we
define
Vk = {v ∈ V |D(u, 0)v = (u, k + α)v},
for k ∈ Zn. Thus we have
L(
∼
V )k =
⊕
p∈Λ
L(
∼
V )(p)k.
(8.12) Lemma dim
∼
V k = dim L(
∼
V )(0)k = dim L(
∼
V )(p)k+p.
Proof Proof follows from the definitions of L(
∼
V )(p).
(8.13) Suppose θ is a p-graded automorphism of
∼
V and Np be the order. Then
θ defines an L -module isomorphism
θ
′
: L(
∼
V )(0)→ L(
∼
V )(p)
θ
′
(vk ⊗ t
k+r) = θ(vk)⊗ t
k+r+p.
It is easy to check that θ
′
is an isomorphism of L-modules. Suppose
there exists an L-module isomorphism θ
′
from L(
∼
V )(0) to L(
∼
V )(p),
then k-weight vectors go to k-weight vectors under this isomorphism.
Thus
θ
′
(vk ⊗ t
k) = wk−p ⊗ t
k.
We now define θ(vk) = wk−p. This can be checked to be p-graded
automorphism of
∼
V and can be assumed to be of finite order.
(8.14) Proposition There is a one-one correspondence between p-graded
∼
L-
module automorphism of
∼
V and isomorphism between L(
∼
V )(0) and
L(
∼
V )(p).
Proof Proof follows from above discussion.
(8.15) Lemma Suppose such an automorphism exists, then
(1) dim
∼
V k = dim
∼
V k−p,
(2) dim L(
∼
V )(0)k = dim L(
∼
V )(0)k−p.
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(8.16) Corollary (1) dim
∼
V k = dim
∼
V k+jp, j ∈ Z.
(2) dim L(
∼
V )(jp)k+ip = dim
∼
V k for any i, j ∈ Z.
ProofRepeated application of θ. Note that θj is also an automorphism.
(8.17) Theorem
∼
V is an
∼
L irreducible module if and only if L(
∼
V )(p), p ∈ Λ
are mutually non-isomorphic as L-modules.
Proof We can suppose L(
∼
V )(0) ∼= L(
∼
V )(p) for 0 6= p ∈ Λ. Then
there exists a p-graded automorphism of
∼
V . Let Np be the order. For
vk ∈
∼
V k, define
vk(0) = vk + θ(vk) + · · ·+ θ
Np−1(vk).
It is easy to check that θ(vk(0)) = vk(0). Let
∼
M0= {vk(0), vk ∈
∼
V k, k ∈ Λ}, where {} means the space generated by
the vectors inside
∼
V . Clearly
∼
M 0 is a non-zero proper submodule of
∼
V .
This proves one side of the theorem. Now suppose L(
∼
V )(p), p ∈ Λ be
mutually non-isomorphic modules. Suppose W is a
∼
L submodule of
∼
V .
Then clearly
L(W ) ⊂ L(
∼
V ) =
⊕
p∈Λ
L(
∼
V )(p).
Then by Proposition 8.8, we see that there exists S ⊂ Λ such that
L(W ) =
⊕
p∈S
L(
∼
V )(p).
This means L(
∼
V )(p) ⊂ L(W ) for some p. This means vk⊗t
k+p ∈ L(W ),
which means vk ∈ W . By Lemma 8.9, the module generated by vk is
∼
V . Hence W =
∼
V . This proves the other part of the theorem.
(8.18) The aim is to find suitable irreducible
∼
L submodule of
∼
V .
Suppose
∼
V is irreducible, then we are done. If not then, L(
∼
V )(0) ∼=
L(
∼
V )(p). We will now find conditions for
∼
M 0 to be irreducible. Let ζ
be the Npth primitive root of unity. Define
vk(i) = vk + ζ
iθ(vk) + · · ·+ ζ
(Np−1)iθNp−1(vk).
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It is easy to check that θ(vk(i)) = ζ
−i vk(i). Let
∼
M i= {v ∈
∼
V |θ(v) = ζ−iv},
which can be seen to be proper submodule of
∼
V . Further
(8.19)
∼
V=
Np−1⊕
i=0
∼
M i, which is an eigen space decomposition.
(8.20) Define Mi = {vk(i)⊗ t
k+r, vk ∈
∼
V k, r ∈ Γ}. It can be verified to be an
L-module and further
Mi ⊂
Np−1⊕
j=1
L(
∼
V )(jp).
Claim vk(i)⊗ t
k−jp+r ∈Mi.
It is easy to check that
vk(i) = ζ
iθ(vk(i)) = ζ
ijθj(vk(i)) = wk−jp(i).
By definition wk−jp(i)⊗ t
k−jp+r ∈Mi, thus wk−jp(i)⊗ t
k−jp+r = vk(i)⊗
tk−j+r ∈Mi. Hence the claim follows.
(8.20.1) In the Definition 8.20, one can replace Γ by Γp = Γ+Zp. Note that Zp
is a finite subgroup of Λ.
(8.21) Lemma 1)Mi ∼= L(
∼
V )(0)as L-module and in particular Mi is an irre-
ducible L-module.
2)
Np−1⊕
i=0
Mi =
Np−1⊕
j=0
L(
∼
V )(jp).
Proof We know that L(
∼
V )(0) ∼= L(
∼
V )(jp) and Mi is contained in
Np−1⊕
j=0
L(
∼
V )(jp). Thus Mi is isomorphic to the sum of finitely many
copies of L(
∼
V )(0). We will now compare the dimensions of the weight
spaces.
Claim dim
∼
V k = dim (Mi)k.
Consider the map vk → vk(i), which is clearly injective. The surjectiv-
ity is also obvious and hence the claim.
¿From Lemma 8.12, we know that dim
∼
V k = dim L(
∼
V )(0)k. This proves
that the dimensions of the weight spaces of Mi and L(
∼
V )(0) are same.
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Thus Mi ∼= L(
∼
V )(0). In particular Mi is an ireducible L-module. It is
easy to see that the sum at LHS is direct. Equality holds for dimensions
reason. Hence both parts of the Lemma follows.
(8.22) Let Zp be the cyclic group generated by p inside Λ. Let Λp = Λ/Zp.
Consider
Zn → Zn/Γ = Λ→ Λp.
Let Γp be the kernal of the above map.
(8.22.1) Note that each
∼
Mi is no more graded by Λ but by Λp. Similar to
the proof of Lemma 8.9, one can prove that each
∼
Mi is Λp-graded
irreducible.
Let 0 = q0, q1, ..., qnp−1 be a set of coset representative for Λp. Note
that npNp = |Λ|. Since θ is a p-graded automorphism, we see that
L(
∼
V )(qi) ∼= L(
∼
V )(qi + p) · · · ∼= L(
∼
V )(qi + (Np − 1)p).
Put W (qi) =
Np−1⊕
j=1
L(
∼
V )(qi + jp).
Define for 0 ≤ i < Np, 0 ≤ l < np,
M li = {vk(i)⊗ t
k+r+ql, vk ∈
∼
V k, r ∈ Γ}.
Note that M0i =Mi.
This can be verified to be an L-module and M li ⊂W (ql).
Claim M li is irreducible L-module and isomorphic to L(
∼
V )(ql).
The proof is similar to the case l = 0. From the definition of W (ql),
we know that M li is isomorphic to sum of L(
∼
V )(ql). As seen earliar
for the case l = 0, dim (M li )k+ql
∼= dim
∼
V k, by considering the map
vk → vk(i)⊗ t
k+ql. But by Lemma 8.12, we know that dim
∼
V k = dim
L(
∼
V )(ql)k+ql. Thus
(8.23) M li
∼= L(
∼
V )(ql), and in particular M
l
i is irreducible.
(8.24) Lemma L(
∼
Mi) =
np−1⊕
l=0
M li .
Proof Proof follows from the Definition in (8.4).
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(8.25) We notice that R. H. S. in (8.23) is independent of i. Thus
L(
∼
Mi) ∼= L(
∼
Mj).
Now we will record a simple fact.
(8.26) Let W1 and W2 be
∼
L-submodules of
∼
V . Then W1 ∼= W2 as
∼
L-modules
if and only if L(W1) ∼= L(W2) as L-modules. The above follows from
the definitions. We now have the following.
(8.27) Proposition
∼
Mi∼=
∼
Mj .
Proof Proof follows from (8.26).
Now we have
L(
∼
Mi) =
np−1⊕
l=0
M li ,
where each M li is irreducible L-module. This situation is similar to
Theorem 8.17. We can now prove the following, whose proof is similar
to Theorem 8.17.
(8.28) Theorem We fix i.
∼
Mi is irreducible as
∼
L -module if and only if
M li , 0 ≤ l < np are mutually non-isomorphic as L-modules.
Proof of the Theorem (8.7) Recall that
∼
V=
Np−1⊕
i=0
∼
Mi and all com-
ponents are isomorphic as
∼
L-modules, which follows from (8.19) and
(8.27). Further dim
∼
Mi< dim
∼
V . Suppose
∼
Mi is reducible as
∼
L-module,
then we can repeat the above process. This process has to stop for di-
mensions reasons. Hence the theorem follows.
(8.29) To avoid more complex notation we assume that each
∼
Mi is irreducible
∼
L-module.
9 Final Theorem
In this section we will describe the
∼
L-module structure of
∼
Mi. We are assum-
ing that each
∼
Mi is irreducible
∼
L-module. We will actually prove that
∼
Mi is
an irreducible module for the direct sum gln⊕
◦
g. Recall that gln is a quotient
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of I from 7.11.3 and
◦
g is a quotient of L(
◦
g, σ) by the map X(k) → X ∈
◦
g
k.
Here X(k) is identified by X .We will start with a simple Lemma.
Suppose S is a vector space such that S =
⊕
k∈Λ
Sk.
An operator T : S → S is called degree k operator if T (Sl) ⊆ Sl+k. The
following lemma is trivial to see.
(9.1) Lemma Suppose T is a degree k operator such that k 6= 0. Suppose T
acts as a scalar λ. Then λ = 0.
The following is well known. See Proposition 19.1(b) of [H ].
(9.2) Lemma Let g′ be a Lie algebra which need not be finite dimensional.
Let (V1, ρ) be an irreducible finite dimensional module for g
′. We have
a map ρ : g′ → End V1. Then ρ(g
′) is a reductive Lie-algebra with at
most one dimensional center.
Let g1 and g2 be infinite dimensional Lie algebra such that g1 acts
on g2. Let g
′ = g1 ⋉ g2 be the natural semi-direct Lie algebra. Let J
be an abelian ideal of g2 which will not be assumed to be a ideal of g
′.
(9.3) Proposition Suppose (V ′, ρ) is an irreducible finite dimensional mod-
ule for g′. We have ρ : g′ → End(V ′). Then ρ(J) is central ideal in
ρ(g′).
Proof From above Lemma (9.2), it follows that ρ(g′) is a reductive Lie
algebra. Since g2 is an ideal in g
′ we have ρ(g2) is an ideal in ρ(g
′).
Thus ρ(g2) is reductive Lie algebra. Now we know that J is abelian
ideal in g2 and hence ρ(J) is contained in the center of ρ(g2). This
proves ρ(J) is actually contained in the center of ρ(g′). In particular
ρ(J) is an ideal in ρ(g′).
(9.4) Theorem
∼
Mi is actually an irreducible finite dimensional module for
the direct sum gln⊕
◦
g.
We need the following Lemma.
(9.4.1) LemmaLet k ∈ Zn, r1, r2, · · · , rd ∈ Γ and d ≥ 1. SupposeX(k, r1, · · · , rd)
acts as a scalar λ on
∼
V . Then the scalar λ is zero.
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Proof First we note that if X ∈
◦
g ∩g(◦, ◦) then X ∈ h(0). This follows
from the theory of finite dimensional simple Lie algebras. Suppose k =
0, then X ∈ h(0). From 6.3.5, it follows that X(k, r) = X(k)−X(k+r)
is zero on
∼
V . Since X(k, r1, r2, · · · , rd) is spanned by X(k, r), r ∈ Γ, it
follows that λ is zero. Now suppose k 6= 0, then from Lemma 9.1, it
follows that λ is zero. This completes the proof of the Lemma.
Proof of Theorem 9.4 Let ρ denote the
∼
L-module action on
∼
Mi and
note that ρ is independent of i as all
∼
Mi are isomorphic. Consider
(ker ρ) ∩ I which is a co-finite ideal of I. Thus from 7.11.2, it follows
that (ker ρ) ∩ I contains Id for large d. Consider
[I(u, k, r1, r2, · · · , rd), X(l)] = X(k + l, r1, r2, · · · , rd) ∈ ker ρ. (∗)
This proves Fd acts trivially on
∼
Mi. But we know that [Fd−1, Fd−1] ⊆ Fd
by 7.8.2. Thus ρ(Fd−1) is an abelian ideal in ρ(L(
◦
g, σ)). By Proposition
9.3 it follows that ρ(Fd−1) is a central ideal in ρ(
∼
L). It is well known
that center acts as scalars on a finite dimensional irreducible module.
Thus X(k, r1, r2, · · · , rd) acts as scalar on each
∼
Mi and the scalar is
independent of i. Thus X(k, r1, r2, · · · , rd) acts as a single scalar on
∼
V .
Now by Lemma 9.4.1, scalar is zero. Thus Fd−1 acts trivially on each
∼
Mi. It now follows that ρ(Id−1) is an ideal in ρ(
∼
L) by (∗). By Lemma
4.2 of [E2], Id−1 acts trivially. By repeating this argument finitely many
times we see that I2 acts trivially and F2 acts trivially. Now from above
argument we see that F1 acts trivially. Thus I2 ⊕ F1 acts trivially on
∼
Mi. As noted in the beginning of the section we see that each
∼
Mi is a
module for gln⊕
◦
g and hence the theorem is proved.
(9.5) By Lemma 2.7 of [HL], there exists an irreducible module
∼
V 1 of gln
and an irreducible module
∼
V 2 for
◦
g such that
∼
V 1 ⊗
∼
V 2∼=
∼
V as gln⊕
◦
g-
module. Regarding gradation, note that all vectors of I are grade zero
and hence we can assume
∼
V 1 is zero graded and
∼
V 2 is Λp-graded.
(9.6) We will now describe L-module T in terms of
∼
V 1 and
∼
V 2.
Let {Eij}1≤i,j≤n be the standard basis of gln. From [E2] it follows that
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I(u, r) =
∑
uirjmjEji ∈ gln is linear in both variables mod I2.
Let u =
∑
uiei and r =
∑
mjrjej ,
then D(u, r) = D(u, 0) +
∑
i,j
uirjmjEji mod I2.
Let
∼
V 2=
⊕
k∈Λp
∼
V 2,k be the Λp-gradation.
We will now define L-module on
∼
V 1 ⊗
∼
V 2 ⊗An.
D(u, r)(v1 ⊗ v2 ⊗ t
k) = (u, k + α)v1 ⊗ v2 ⊗ t
k+r
+
∑
(uirjmjEjiv1)⊗ v2 ⊗ t
k+r,
X(l)(v1 ⊗ v2 ⊗ t
k) = v1 ⊗Xv2 ⊗ t
k+l,
tr · v1 ⊗ v2 ⊗ t
k = v1 ⊗ v2 ⊗ t
k+r,
trd0 · v1 ⊗ v2 ⊗ t
k = λ(d0)v1 ⊗ v2 ⊗ t
k+r.
From the above discussion we see that this module is isomorphic to
L(
∼
Mi) as L-module.
Let
⊕
k∈Λp
∼
V 2,k=
∼
V 2 be the Λp-gradation.
Then consider the submodule of L(
∼
Mi)⊕
k∈Zn
∼
V 1 ⊗
∼
V 2,k ⊗t
k which is easy to see that it is isomorphic to Mi for
any i as L-module and hence irreducible L-module. By defining trKp
to be zero for 1 ≤ p ≤ n we see that the above module is actually a
τ 0-module.
(9.6.1) We have seen that T ∼= L(
∼
V )(0) as L-modules from (8.6). But Mi ∼=
L(
∼
V )(0) by 8.21. Thus it follows that Mi ∼= T as L-modules for each i.
Note that it is difficult to give direct module map between Mi and T
as there is a twisting taking place. Thus we described T explicitly as
L-module. Let M = Indττ0+τ+T
Then there exists a unique maximal submodule M rad intersecting T
trivially. Thus M/M rad is irreducible and isomorphic to the original
module V .
(9.7) Theorem Let V be an irreducible integrable module for τ with K0
acts as C0 > 0 and Ki acts trivially. Let T and M as above. Then
V ∼= M/M rad as τ -modules.
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