A wide range of machine learning techniques have been successfully applied to model different civil engineering systems. The application of support vector machine (SVM) to predict the ultimate shear strengths of reinforced concrete (RC) beams with transverse reinforcements is investigated in this paper. An SVM model is built trained and tested using the available test data of 175 RC beams collected from the technical literature. The data used in the SVM model are arranged in a format of nine input parameters that cover the cylinder concrete compressive strength, yield strength of the longitudinal and transverse reinforcing bars, the shear-span-to-effective-depth ratio, the span-toeffective-depth ratio, beam's cross-sectional dimensions, and the longitudinal and transverse reinforcement ratios. The relative performance of the SVMs shear strength predicted results were also compared to ACI building code and artificial neural network (ANNs) on the same data sets. Furthermore, the SVM shows good performance and it is proved to be competitive with ANN model and empirical solution from ACI-05.
INTRODUCTION
In designing a reinforced concrete (RC) beam, structural engineer must concern about the shear behavior of the RC beams. The shear failure of an RC beam is different from its flexural failure. In shear, the beam fails suddenly without warning and diagonal shear cracks are considerably wider than the flexural cracks. Shear failure is brittle and must be avoided in designing RC beams by providing the transverse reinforcement.
There are some parameters that affect the shear strength of RC beams including material strength, shear-span-to-effective-depth ratio, amount of reinforcement, etc. These parameters are used to predict shear strength of beams with an assumed form of empirical or analytical equation and are followed by a regression analysis using experimental data to determine unknown coefficients. But these equations in design codes do not accurately predict the shear strength of RC beams with transverse reinforcement and are also not easyto-use types of equations. This paper present the prediction of shear strength of RC beams with transverse reinforcement using support vector machine (SVM). The basic ideas underlying SVM are also reviewed in this paper, and its potential is demonstrated by applying the method on practical problems in civil engineering. In this study, the regression problems in SVM using support vector regression (SVR) will be used for modeling the experimental data. The results are then analyzed to determine the relative performance of SVM to that of artificial neural networks (ANNs) and the empirical shear design equations as given by American building code (ACI 318-05) on the same data sets.
ULTIMATE SHEAR STRENGTH OF RC BEAMS
The most shear design equations are derived from the equilibrium conditions of the simple 45o -truss theory proposed by Ritter and Morsch at the turn of the 20 th century.
These equations are in turn modified using statistical analysis to account for the effects of the flexure and the longitudinal reinforcement ratio on the shear strength of the RC beams.
ACI building code (American Concrete Institute, 2005) is one of the building codes that adopted this concept. The equations simply estimate the shear strength of an RC beams as the superposition of shear strength due to concrete alone and shear reinforcement alone.
However, the shear strength of RC beams predicted using these simple equations was found to be very conservative when compared to experimental observations. This was mainly because the equations were based on the assumption that there is no interaction between shear resisting mechanism.
The experimental data for the shear strength are already collected from the literature (Mansour et. al., 2004) . There are total 175 RC beams with shear reinforcement from different literatures are tested with one or two point loads acting symmetrically with respect to the centerline of the beam span.
The data is shown in Table A1 in Appendix A. The beams have different support conditions simulating simple span, continuous span and fixed support conditions. During the collection stages, specimens that did not fail in shear were excluded from the database. 5. Reinforcement ratios of longitudinal steel and shear steel (ρ l , ρ t ).
SHEAR STRENGTH USING ACI BUILDING CODE
For beams with transverse reinforcement, the ACI building code (American 
ARTIFICIAL NEURAL NETWORKS (ANNs)
The first AAN was invented in 1958 by psychologist Frank Rosenblatt. Called Perceptron, it was intended to model how the human brain processed visual data and learned to recognize objects. Other researchers have since used similar ANNs to study human cognition. Eventually, someone realized that in addition to providing insights into the functionality of the human brain, ANNs could be useful tools in their own right. Their pattern-matching and learning capabilities allowed them to address many problems that were difficult or impossible to solve by standard computational and statistical methods. By the late 1980s, many real-world institutes were using ANNs for a variety of purposes.
ANNs are composed of many interconected processing units. Each processing unit keeps some information locally, is able to perform some simple computations, and can have many inputs but can send only one output. The ANNs have the capability to respond to input stimuli and produce the corresponding response, and to adapt to the changing environment by learning from experience. Therefore, in order for researchers to use ANNs as a predictive tool, data must be used to train and test the model to check its successfulness (Mansour et. al., 2004) .
A key feature of neural networks is an iterative learning process in which data cases (rows) are presented to the network one at a time, and the weights associated with the input values are adjusted each time. After all cases are presented, the process often starts over again. During this learning phase, the network learns by adjusting the weights so as to be able to predict the correct class label of input samples. Neural network learning is also referred to as "connectionist learning," due to connections between the units. Advantages of neural networks include their high tolerance to noisy data, as well as their ability to classify patterns on which they have not been trained.
The most common neural network model is the multi-layer back-propagation neural networks (MBNNs) (Mansour et. al., 2004) . Here the output values are compared with the correct answer to compute the value of some predefined error-function. By various techniques the error is then fed back through the network. Using this information, the algorithm adjusts the weights of each connection in order to reduce the value of the error function by some small amount. After repeating this process for a sufficiently large number of training cycles the network will usually converge to some state where the error of the calculations is small. In this case one says that the network has learned a certain target function. To adjust weights properly one applies a general method for non-linear optimization task that is called gradient descent. For this, the derivative of the error function with respect to the network weights is calculated and the weights are then changed such that the error decreases (thus going downhill on the surface of the error function). For this reason back-propagation can only be applied on networks with differentiable activation functions (Bishop, 1995) . The layout of the three-layer neural network used in this study is illustrated in Fig. 1 .
The network shown consists of an input layer with nine neurons, a hidden layer with three neurons, and an output layer with one neuron. The input layer neurons receive information from the outside environment and transmit them to the neurons of the hidden layer without performing any calculation. The hidden layer neurons then process the incoming information and extract useful features to reconstruct the mapping from the input space to the output space. Finally, the output layer neurons produce the network predictions to the outside world. To better explain the ANN procedure, the ANN network shown in Fig. 2 is taken as an example. The error ''E'' between the computed value (denoted by O k ) and the target output (denoted by T k ) of the output layer is defined as
In the equation above, F( ) is the sigmoid function defined in Fig. 2, I i is the input to neuron ''k'' of the single output layer from neuron ''i'' of the hidden layer, and is the weight associated between neuron ''i'' of the hidden layer and neuron ''k'' of the output layer. Note that in the ANN model shown in Fig.1 , only one output is used and thus the subscript ''n'' in Eq. (4) (summation sign) is equal to 1. Therefore, from the hidden layer to the output layer, the modification of weights is represented respectively by the following expression:
where λ is the learning rate and
. From the input layer to the hidden layer, similar equations can also be written
The training algorithm can be improved by adding momentum terms into the weights equations as shown below:
where ''t'' denotes the learning cycle and ''c'' is the momentum factor.
SUPPORT VECTOR MACHINE (SVM)
The SVM is relatively new, the foundation of the subject of support vector machines SVM formulation embodies the structural risk minimization (SRM) principle, which has been shown to be superior to the more traditional empirical risk minimization (ERM)
principle employed by many of the other modeling techniques (Osuna et. al., 1997; Gunn, 1998). The SRM places an upper bound on the expected risk, as opposed to an ERM, which minimizes the error on the training data only. It is this difference that equips SVM with a greater ability to generalize compared to traditional neural network approaches. The SVM that will be used in this paper are ε -support vector regression (ε-SVR). ε-SVR (Schölkopf and Smola, 1998 ) is an applied regression problem by the introduction of an alternative loss function that is modified to include a distance measure (Smola, 1996) . Considering the problem of approximating the set of data, {(x 1 ,y 1 ), … (x i ,y i ), 
where C is a parameter chosen a priori and defining the cost of constraint violation; and The optimization problem can then be reformulated into an equivalent nonconstrained optimization problem using Lagrangian multiplier, and its solution is given by identifying the saddle point of the functional (Minoux, 1986 ). Lagrange function is constructed from both the objective function and the corresponding constraint by introducing a dual set of variables, as follows:
where the i α and i β are the Lagrange multiplier. From the saddle point condition that the partial derivatives of the Langrangian has to be minimized with respect to w, b, up i ξ and to vanish for optimality. Hence, we get the dual function as below:
Therefore, the dual optimization problem will be: data. By using a nonlinear mapping kernel K is used to map the data into higher dimensional feature space, where the linear regression is performed.
ANN MODELS USED FOR PREDICTION OF SHEAR STRENGTH
In this study, ANN model for prediction the ultimate shear strength of RC beams with stirrups is develop by using XLminer with a fully integrated add-in to Microsoft Excel.
It provides a comprehensive set of analysis features based both on statistical and machine learning methods. A problem or a data set can be analyzed by several methods. It is usually a good idea to try different approaches, compare their results, and then choose a model that suits the problem well. XLMiner uses Excel primarily as an interface and platform. While
Excel limits the user to 60,000 rows, XLMiner allows the user to sample from a much larger database, do the analysis on a statistically-valid sample, and, for supervised learning, score the results back out to the database.
Using artificial neural network prediction in XLminer requires the following input data:
1. The error tolerance, which is set to 3%
2. The maximum number of training cycles or epochs is 600.
3. The total number of data that is 175 RC beams. In this study, the first 20% of the total data (already randomized in Excel) is used for testing and the remaining 80% for training.
4. The number of input neurons is nine, the number of output neurons is one, and the number of hidden layer neurons is three.
5. A learning rate (step size in gradient descent in Xlminer) and a momentum factor are equal to 0.4 and 0.2. In most of the simulations, it is found that one hidden layer and values of 0.4 for the learning rate and 0.2 for the momentum factor would lead to a minimum error.
6. Nine variables are used as input parameters for the ANN model constructed: 7. Normalized the input data (subtracting the mean and dividing by the standard deviation)
to ensure that the distance measure accords equal weight to each variable. Without normalization, the variable with the largest scale will dominate the measure.
SVR MODELS USED FOR PREDICTION OF SHEAR STRENGTH
In this study, a computer program a library for support vector machines (Libsvm) will be used to develop an SVM model for predicting the ultimate strength of RC beams with stirrups. SVMs task usually involves with training and testing data which consist of some data instances. Each instance in the training set contains one "target value" and several "attributes" (features). The goal of SVM is to produce a model which predicts target value of data instances in the testing set which are given only the attributes. The Libsvm program procedures:
1. Features -The total number of data that is presented (in this case, 175 RC beams were considered). The computer program uses 80% of total data for training (140 RC beams) and the remaining 20% for testing (35 RC beams).
- -The input data are built using Ms. Excel (.xls) and imported to Matlab data (.mat).
By using Matlab code, the data will be transferred to input format for Libsvm (.txt). 4. Cross-validation and grid search. There are three parameter C, γ, ε to train the whole training set. It is not known beforehand which C and γ are the best for one problem;
consequently some kind of model selection (parameter search) must be done. The goal is to identify good (C, γ) so that the regression can accurately predict unknown data (i.e., testing data).
In v-fold cross-validation, we first divide the training set into v subsets of equal size.
Sequentially one subset is tested using the classifier trained on the remaining v − 1 subsets. Thus, each instance of the whole training set is predicted once so the crossvalidation accuracy is the percentage of data which are correctly classified. The crossvalidation procedure can prevent the overfitting problem.
For this study, the whole training data are divided into 10 set of equal size data. A "gridsearch" on C, γ, ε using cross-validation is used also in this study.
5. Use the best parameter C, γ, ε to train the whole training set.
6. Test.
ANALYSIS RESULTS
The AANs model developed in this research is used to predict the shear strengths of the 35 RC specimens with the 140 RC specimens as training data. With that model, the predicted data have root mean square error (RMSE) = 1.1329 as can be seen in Table 1 . The second generation (ε-SVR) of SVMs in regression are used to analyze the RC specimens.
The SVM model developed in this research is used to predict the shear strengths of the 35 RC specimens with the 140 RC specimens as training data.
By using cross validation and grid search in Libsvm, the model can be able to learn the best value of C, γ, and ε. It is found that the best C value equal to 0.0625, the best γ value equal to 0.13149, and the best ε value equal to 0.2. By using those values, the cross validation and grid search minimize the training error, hence, the cross validation error mean square error reach 1.68.
The model is tested by predicting 35 RC specimens using svmpredict. The model use 87 numbers of data as SVs and 72 numbers of data as BSVs. With that model, the predicted data have root mean square error (RMSE) = 1.2265 as can be seen in Table 1 . The ratio of SVM predicted shear strength to the experimental shear strength of each RC beam is given in Table 2 . By using the ε-SVR, the average value of these ratios is 1.012. The verification performance statistics, root mean square error (RMSE), is used to compare the AAN with SVM like in Table 1 . RMSE statistics provide a general illustration of the overall accuracy of the predictions as they show the global goodness of fit. From the RMSE value, model with ANN provide a better general illustration of the overall accuracy of the predictions than model using SVMs.
The average value or mean and standard deviation of the experimental to predicted shear strength ratios of the data are used to verify the performance of all three models. The results can be seen in Table 2 The SVM model developed in this study is used to predict the shear strength of the 35 RC beams. The ratio of SVM, ANN and ACI predicted shear strength to the experimental shear strength is given in Table A2 Appendix A. The mean value and standard deviation of the ratios predicted to experimental shear strength values for each method (only for testing data) also given in Table 2 . From this table, we can see that the mean value of the ratios of predicted to experimental shear strength values of the testing data is 0.98 in ACI method, 1.083 in ANN method and 1.012 by using SVM. It means that SVMs method can predict the shear strength of the RC beams much better than the ACI building code method and the ANN method. The SVM shear strength results as well as those obtained from ACI method and ANN method are shown in Fig. 4(a)-(c) . It shows the predicted shear strength versus the experimental shear strength of the RC beams (only for testing data) for each method. The predicted results using the ACI building code method is seems to underestimate the observed shear strength of the RC beams as shown in Fig. 4(a) , while the ANN model tends to predict the shear strength better than the ACI building code. It is shown in Fig. 4(b) that the observed shear strength of RC beams has variations on both side of the regression line, overestimate side and underestimate side. The predicted results using SVM model exhibit approximately the same trend for RC beams as the ANN model, but perform a little bit better than ANN model. It is shown by the mean value of the ratios of predicted to experimental shear strength value of the testing data in SVM method is smaller than in ANN method (Fig.   4(c) ).
The SVM has the lowest standard deviation value and ACI has the biggest standard deviation value from the other model. That means the range predicted data to experimental data in ACI have very spreads out values in a data set than the other model. The result is shown in Table 2 . From Fig. 4(a)-(c) , the variation of all model data are very big. This phenomena is not good, the variation of predicted value to experimental value should be minimum. By using machine learning, the more training data, the more system can learn the performance of the data set. Therefore, to get the better prediction results, more data should be collected for training data. 
Fig. 4. Comparison of Predicted Shear Strengths versus Experimental Shear Strengths Using Various Methods
In overall, the performance of ANN and SVM is approximately the same and it predicted the shear strength value more accurately than ACI-05. Therefore, the SVMs can be used to predict the shear strength of RC beams with the transverse reinforcements. 
CONCLUSION
The study conducted in this paper shows the feasibility of using support vector regression to predict the ultimate shear strengths of RC beams with transverse reinforcements. After learning from a set of selected training data, involving the shear strengths of transversely reinforced RC beams collected from the technical literature, the SVM model is used to successfully predict the shear strengths of the test data within the range of input parameters being investigated. Applying the SVM model to predict the shear strengths of RC beams with input parameters outside the range over which the model was trained does not guarantee adequate strength predictions. In such a case, more data should be collected to increase the range of input parameters needed to cover the domain of interest.
In this paper, the shear strength prediction by using three methods empirical 
