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For each positive integer n2, a new approach to expressing real numbers as
sequences of nonnegative integers is given. The n=2 case is equivalent to the
standard continued fraction algorithm. For n=3, it reduces to a new iteration of
the triangle. Cubic irrationals that are roots x3+kx2+x&1 are shown to be
precisely those numbers with purely periodic expansions of period length one. For
general positive integers n, it reduces to a new iteration of an n dimensional
simplex.  2001 Academic Press
1. INTRODUCTION
In 1848 Hermite [10] posed to Jacobi the problem of generalizing
continued fractions so that periodic expansions of a number reflect its
algebraic properties. We state this as:
The Hermite Problem. Find methods for writing numbers that reflect
special algebraic properties.
There have been many attempts at solving this problem. Jacobi developed
a special case of what is now called the JacobiPerron algorithm. Bernstein
[1] wrote a good survey of this algorithm; Schweiger covered its ergodic
properties in [22, 23]. Brentjes’ book [2] is a good source for its many
variations. Minkowski [18] developed a quite different approach to the
Hermite’s problem. For another attempt, see the work of Ferguson and
Forcade [7]. There is also the approach via sails, starting with Klein [11]
and Poincare [20] and picked up recently by Korkina [1214] and
Lachaud [15, 16]. In the last year there has been the work of Ferenczi
et al. [6] and the fascinating work of Gupta and Mittal [8].
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In this paper we give another approach, which will also be a generalization
of continued fractions. To each n-tuple of real numbers (:1 , ..., :n), with
1:1 } } } :n , we will associate a sequence of nonnegative integers. For
reasons that will be come apparent later, we will call this sequence the
triangle sequence (or simplex sequence) for the n-tuple. The hope is that the
periodicity of this sequence will provide insight into whether or not the :k
are algebraic of degree at most n. We will show that this for two-tuples.
(Note: we will say that the n=3 case refers to two-tuples of numbers and
in general that the n+1 case refers to n-tuples; this will make sense after
section four, where we will associate to an n-tuple (:1 , ..., :n) a sequence of
(n+1)_(n+1) matrices, each acting on Rn+1.)
In the next section we quickly review some well-known facts about
continued fractions. We then concentrate on the cubic case, for ease of
exposition. The proofs go over easily to the general case, which we will
discuss in Section 10. In Section 3 we define, given a pair (:, ;) # [(x, y):
1x y0], the triangle iteration and the triangle sequence. Section 4
will recast the triangle sequence via matrices. This will allow us to interpret
the triangle sequence as a method for producing integer lattice points
that approach the plane x+:y+;z=0. Section 5 will show that a non-
terminating triangle sequence will determine at least one pair (:, ;). Section
6 discusses how to recover the pair (:, ;) if its triangle sequence uniquely
determines (:, ;). Section 7 turns to classifying those pairs with purely
periodic sequences. Section 8 concerns itself with periodicity in general.
Section 10 deals with the general case n.
At http:www.williams.eduMathematicstgarritytriangle.html, there is a
web page that gives many examples of triangle sequences and provides
software packages running on Mathematica for making actual computations.
2. CONTINUED FRACTIONS
Given a real number :, recall that its continued fraction expansion is
:=a0+
1
a1+
1
:2+ } } }
,
where a0=[:]=greatest integer part of :,
a1={ 1:&a0 = and b1=
1
:&a0
&a1 .
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Inductively, define
ak={ 1bk&1= and bk=
1
bk&1
&ak .
A number’s continued fraction expansion can be captured by examining
iterations of the Gauss map G: I  I, with I denoting the unit interval
(0, 1], defined by
G(x)=
1
x
&{1x= .
If we partition the unit interval into a disjoint union of subintervals,
Ik={x # I : 1k+1<x
1
k= ,
then the nonnegative integers ak in the continued fraction expansion of :
can be interpreted as keeping track of which subinterval the number :
maps into under the k th iterate of G. Namely, Gk(:) # Iak .
3. THE TRIANGLE ITERATION
In this section we define an iteration T on the triangle
2=[(x, y): 1x y>0].
Partition this triangle into disjoint triangles (see Fig. 1)
2k=[(x, y) # 2 : 1&x&ky0>1&x&(k+1) y],
where k can be any nonnegative integer. Note that its vertices are (1, 0),
( 1k+1 ,
1
k+1), and (
1
k+2 ,
1
k+2).
Define the triangle map T: 2  2 _ [(x, 0): 0x1] by setting
T(:, ;)=\;: ,
1&:&k;
: + ,
if the pair (:, ;) # 2k . Frequently we will abuse notation by denoting
2 _ [(x, 0): 0x1] as 2.
We want to associate a sequence of nonnegative integers to the iterates
of the map T. Basically, if T k(:, ;) # 2ak , we will associate to (:, ;) the
sequence (a1 , ...).
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FIGURE 1
Recursively define a sequence of decreasing positive reals and a sequence
of nonnegative integers as follows: Set d&2=1, d&1=:, d0=;. Assuming
that we have dk&3>dk&2>dk&1>0, define ak to be a nonnegative integer
such that
dk&3&dk&2&ak dk&10
but
dk&3&dk&2&(ak+1) dk&1<0.
Then set
dk=dk&3&dk&2&akdk&1.
If at any stage dk=0, stop.
Definition 1. The triangle sequence of the pair (:, ;) is the sequence
(a1 , ...).
We will say that the triangle sequence terminates if at any stage dk=0.
In these cases, the triangle sequence will be finite.
Note that
T \dk&1dk&2 ,
dk
dk&2+=\
dk
dk&1
,
dk+1
dk&1+ .
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Also note that by comparing this to the first part of chapter seven in
[25], we see that this is indeed a generalization of continued fractions.
4. THE TRIANGLE ITERATION VIA MATRICES AND
INTEGER LATTICE POINTS
Let (a1 , ...) be a triangle sequence associated to the pair (:, ;). Set
0 0 1
Pk=\1 0 &1 + .0 1 &ak
Note that det Pk=1. Set Mk=P1 } P2 } } } Pk . This allows us to translate the
fact that
T \dk&1dk&2 ,
dk
dk&2+=\
dk
dk&1
,
dk+1
dk&1+
into the language of matrices via the following proposition (whose proof is
straightforward):
Proposition 2. Given the pair (:, ;), we have
(dk&2 , dk&1 , dk)=(1, :, ;) Mk .
Write
pk&2 pk&1 pk
Mk=\qk&2 qk&1 pk+ .rk&2 rk&1 rk
Then a calculation leads to:
Proposition 3. For all k, we have
pk =pk&3& pk&2&ak pk&1 ,
qk=qk&3&qk&2&akqk&1 ,
and
rk=rk&3&rk&2&akrk&1 .
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Set
pk
Ck=\qk+ .rk
Note that Ck can be viewed as a vector in the integer lattice. Then the
numbers dk are seen to be a measure of the distance from the plane x+
:y+;z=0 to the lattice point Ck , since dk=(1, :, ;) Ck . Observing that
Ck=Ck&3&Ck&2&akCk&1 ,
we see thus that the triangle sequence encodes information of how to get
a sequence of lattice points to approach the plane x+:y+;z=0, in direct
analogue to continued fractions [25].
Unlike the continued fraction case, though, these lattice points need not
be the best such approximations. For a specific example, let := 3- 2&1
and ;=:2. The first few terms of the triangle sequence are
a1=2, a2=1, a3=0, and a4=2.
Then
1 &1 &1 4
C1=\&1+ , C2=\ 2 + , C3=\ 1 + , and C4=\&5+ .&2 1 3 &9
But the closest linearly independent integer vectors whose heights are less
than or equal to 9 are
3 3 2
\&9+ , \&5+ , and \&1+ .5 &4 &8
Note that (1, :, ;) C4 is about 0.02849 while
3
(1, :, ;) \&5+&4
is about 0.00641, meaning that
3
\&5+&4
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is closer than C4 to the plane x+:y+;z=0. (I thank Matt Lepinski for
showing me this example.)
There are, though, bounds on the distances dn . Set Xn=Cn _Cn+1 .
Label its coordinates by
xn
Xn=\yn+ .zn
Then as shown in [5], we have
Theorem 4. dn<1xn+1 .
5. ARBITRARY TRIANGLE SEQUENCES
Theorem 5. Let (k1 , k2 , ...) be any infinite sequence of nonnegative
integers with infinitely many of the ki not zero. Then there is a pair (:, ;) in
2 that has this sequence as its triangle sequence.
Proof. Suppose that we have an infinite triangle sequence (k1 , k2 , ...).
By a straightforward calculation, we see that a line with equations y=
mx+b will map to the line
(1&kb) u&(1&kb) m=bv+bkm+b,
where T(x, y)=(u, v).
The map T, restricted to the triangle 2k , will send the vertices of 2k to
the vertices of 2, with T(1, 0)=(0, 0), T( 1k+1 ,
1
k+1)=(1, 0) and T(
1
k+2 ,
1
k+2)
=(1, 1). Restricted to 2k , the map T is thus one-to-one and onto 2.
But this gives us our theorem, as each 2k can be split into its own
(smaller) triangles, one for each nonnegative integer, and hence each of
these smaller triangles can be split into even smaller triangles, etc. Hence
to each nonterminating triangle sequence there corresponds a pair (:, ;).
Q.E.D.
6. RECOVERING POINTS FROM THE TRIANGLE SEQUENCE
The question of when a triangle sequence determines a unique pair (:, ;)
is subtle. If the sequence terminates, then the pair (:, ;) is not unique. Even
if the triangle sequence does not terminate, we do not necessarily have
uniqueness, as discussed in [4]. But we do have
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Theorem 6. If an integer k occurs infinitely often in a nonterminating
sequence (k1 , k2 , ...) of nonnegative integers, then there is a unique pair (:, ;)
in 2 that has this sequence as its triangle sequence.
The proof is contained in [4] and is not easy.
If the triangle sequence uniquely determines a pair (:, ;), then we can
recover (:, ;) as follows. By construction, the numbers dk approach zero.
Consider the plane
x+:y+;z=0,
whose normal vector is (1, :, ;). As seen in the last section, the columns of
the matrices Mk can be interpreted as vectors that are approaching this
plane. This will allow us to prove:
Theorem 7. If a triangle sequence uniquely determines the pair (:, ;),
then
:= lim
k  
pkrk&1& pk&1rk
qk&1rk&qkrk&1
and
;= lim
k  
pk&1qk& pk qk&1
qk&1rk&qkrk&1
.
The proof is also in [4]. The quick, but incorrect, argument is that the
vectors ( pk&1 , qk&1 , rk&1) and ( pk , qk , rk) are columns in the matrix Mk ,
each of which approaches being in the plane x+:y+;z=0. Thus the limit
as k approaches infinity of the cross product of these two vectors must
point in the normal direction (1, :, ;). But this is the above limits.
7. PURELY PERIODIC TRIANGLE SEQUENCES OF
PERIOD LENGTH ONE
Theorem 8. Let 0<;:<1 be a pair of numbers whose triangle
sequence is (k, k, k, ...). Then ;=:2 and : is a root of the cubic equation
x3+kx2+x&1=0.
Further if : is the real root of this cubic that is between zero and one, then
(:, :2) has purely periodic triangle sequence (k, k, k, ...).
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Proof. We need T(:, ;)=(:, ;). Since T(:, ;)=( ;: ,
1&:&k;
: ), we need
:=
;
:
and
;=
1&:&k;
:
.
From the first equation we get ;=:2. Plugging in :2 for ; in the second
equation and clearing denominators leads to
:3+k:2+:&1=0
and the first part of the theorem.
Now for the converse, since the polynomial x3+kx2+x&1 is &1 at
x=0 and is positive at x=1, there is root : between zero and one. We
must show that (:, :2) is in 2k and that T(:, :2)=(:, :2). We know that
:3=1&:&k:2.
Since :3>0, we have 1&:&k:2>0. Now
1&:&(k+1) :2=:3&:2<0,
which shows that (:, :2) # 2k .
Finally,
T(:, :2)=\:
2
:
,
1&:&k:2
: +
=(:, :2). Q.E.D
Similar formulas for purely periodic sequences with period length two,
three, etc., can be computed, but they quickly become computationally
messy.
8. TERMINATING AND PERIODIC TRIANGLE SEQUENCES
We first want to show that if (:, ;) is a pair of rational numbers, then
the corresponding triangle sequence must terminate, meaning that eventually
all of the kn will be zero.
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Theorem 9. Let (:, ;) be a pair of rational number in 2. Then the
corresponding triangle sequence terminates.
Proof. In constructing the triangle sequence, we are just concerned with
the ratios of the triple (1, :, ;). By clearing denominators, we can replace
this triple by a triple of positive integers ( p, q, r), with pqr. Then we
have d&2= p, d&1=q, d0=r. Then the sequence of dk will be a sequence
of positive decreasing integers. Thus for some k we must have dk=0,
forcing the triangle sequence to terminate. Q.E.D.
Now to see what happens when the triangle sequence is eventually
periodic.
Theorem 10. Let (:, ;) be a pair of real numbers in 2 whose triangle
sequence is eventually periodic. Then : and ; have degree at most three, with
: # Q[;] or ; # Q[:].
Proof. If both : and ; are rational, then by the above theorem the
triangle sequence terminates. Thus we assume that not both : and ; are
rational. Since the triangle sequence is periodic, there will be an integer
appearing infinitely often in this sequence, which means that the sequence
will uniquely determine a pair (:, ;).
If the triangle sequence is periodic, there must be an n and m so that
\dn&2dn ,
dn&1
dn +=\
dm&2
dm
,
dm&1
dm + .
Thus there exists a number * with
(dn&2 , dn&1 , dn)=*(dm&2 , dm&1 , dm).
Using matrices we have
(1, :, ;) Mn=*(1, :, ;) Mm
and thus
(1, :, ;) MnM &1m =*(1, :, ;).
Since Mn and Mm have integer coefficients, the matrix MnM &1m will have
rational coefficients. Since the dk are decreasing, we must have |*|{1.
Since both Mn and Mm have determinant one, we have that MnM &1m
cannot be a multiple of the identity matrix.
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Set
q11 q12 q13
MnM &1m =\q21 q22 q23+ .q31 q32 q33
Then
q11+q21:+q31;=*
q12+q22:+q32;=*:
and
q13+q23:+q33;=*;.
We can eliminate the unknown * from the first and second equations and
then from the first and third equations, leaving two equations with
unknowns : and ;. Using these two equations we can eliminate one of the
remaining variables, leaving the last as the solution to polynomial with
rational coefficients. If this polynomial is the zero polynomial, then it can
be seen that this will force MnM &1m to be a multiple of the identity, which
is not possible. Finally, it can be checked that this polynomial is a cubic.
Q.E.D.
9. ON OTHER METHODS
In the last section we saw that questions about whether or not : and ;
are cubic irrationals can be reduced to determining if the vector (1, :, ;) is
an eigenvector of certain 3_3 invertible matrices with integer coefficients.
While most of the techniques mentioned in the Introduction for solving the
Hermite problem can be viewed as variations on the Euclidean algorithm
(which is the way to view section three of this paper), all are methods for
producing sequences of matrices, each with the hope that one of the
matrices will have (1, :, ;) as an eigenvector. This in part leads the author
to believe that there is no single solution to the Hermite problem. The fact
that, for continued fractions, quadratic irrationality is equivalent to
periodicity is an artifact of dimension. In higher dimension, there will be
different methods, each with their own advantages and disadvantages.
Consider Gu ting’s method [9], which at a glance looks similar to
triangle sequences and which has been shown by Schweiger [23] to be
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equivalent to the JacobiPerron algorithm, at least on the level of
arithmetic questions. Gu ting constructed the map
S: 2  2 _ [(x, 0): 0x1]
by setting
S(x, y)=\yx ,
1&kx&ly
x + ,
where k=[ 1x] and l=[
1&kx
y ]. By iterating the map S, each pair (:, ;) can
be associated to a sequence of pairs of non-negative integers. This method
will produce quite different numbers than triangle sequences. For example,
the triangle sequence [2, 2, 2, ...] corresponds to the real root : of the cubic
polynomial x3+2x2+x&1, which is approximately 0.46557, and ;=:2,
which is approximately 0.21676. The Gu ting sequence for this (:, ;) is quite
different and does not appear to be periodic. Note that for the triangle
sequence, the restriction of the map T to each subtriangle 2k is a one-to-
one, onto map to 2  2 _ [(x, 0): 0x1]. This is not the case for the
map S, whose restriction to each [(x, y) # 2 : k=[ 1x], l=[
1&kx
y ]], which
are the Gu ting analog of 2k , is not onto 2. Thus the iterative properties
of the two maps will be quite different.
10. THE HIGHER DEGREE CASE
Almost all of this goes over in higher dimensions. We just replace our
triangle by a dimension n simplex. The notation, though, is more
cumbersome.
Set
2=[(x1 , ..., xn): 1x1 } } } xn>0].
As we did before, we will frequently also call 2=[(x1 , ..., xn): 1x1
} } } xn0]. Set
2k =[(x1 , ..., xn) # 2 : 1&x1& } } } &xn&1&kxn0
>1&x1& } } } &xn&1&(k+1) xn],
where k can be any nonnegative integer. These are the direct analogue of
the triangles 2k in the first part of this paper. Unlike the earlier case, these
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2k , while disjoint, do not partition the simplex 2. To partition 2, we need
more simplices. Set
2$=[(x1 , ..., xn) # 2 : 0>1&x1& } } } &xn&1].
Then set
2ij=[(x1 , ..., xn) # 2$ : xj1&x1& } } } &x ixj+1],
where 1in&2 and i< jn. Also, we use the convention that xn+1 is
identically zero.
Lemma 11. The 2k and 2ij form a simplicial decomposition of the
simplex 2.
Proof. It can be directly checked that the 2k and 2ij do form a disjoint
partition of 2. We need to show that the 2k and 2ij are simplices. Thus we
want to show that each of these polygons have exactly n+1 vertices. Label
the n+1 vertices of the simplex 2 by v0=(0, ..., 0), v1=(1, 0, ..., 0), v2=
(1, 1, 0, ..., 0), ..., vn=(1, ..., 1). We label each of the
n(n+1)
2 edges of the
simplex by vi vj if the endpoints of the edge are the vertices vi and vj .
Consider the set 2k . The hyperplanes
x1+ } } } +xn&1+kxn=1
and
x1+ } } } +xn&1+(k+1) xn=1
form two of the faces. These hyperplanes intersect each edge v0v l , with
i< j, in the same point ( 1l , ...,
1
l , 0, ..., 0), where this n-tuple has its first l
terms 1l and the rest zero. The hyperplanes intersect the edge v0vn in
two distinct points: x1+ } } } +xn&1+kxn=1 intersects at the point
( 1n+k&1 , ...,
1
n+k&1) while x1+ } } } +xn&1+(k+1) xn=1 intersects in the
point ( 1n+k , ...,
1
n+k). Since both hyperplanes contain the vertex v1 , both
intersect all of the edges v1v l exactly at v1 . Both hyperplanes will miss all
of the other edges vi vj , with i, j2, since for every point of all of these
edges, x1=1, x2=1 and xl0, forcing the intersections to be empty. But
now we just have to count and see that the number of vertices is indeed
n+1. Thus 2k is a simplex.
The argument is similar for 2ij . Here we look at the hyperplanes
x1+ } } } +x i+xj=1
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and
x1+ } } } +xn&1+xn+1=1.
Both will intersect each of the edges v0vl , for l{ j, in the same point, will
intersect the edges v1vl exactly at v1 and will miss the edges vi vj , with i,
j2. They will intersect the edge v0vj at distinct points. Then 2ij has n+1
distinct vertices and is thus a simplex. Q.E.D
Define the n-triangle map T: 2  2 by setting
T(:1 , ..., :n)=\:2:1 , ...,
:n&1
:1
,
1&:1 } } } &:n&1&k:n
:1 + ,
if (:1 , ..., :n) # 2k and by
T(:1 , ..., :n)=\:2:1 , ...,
:j
:1
,
1&:1 } } } &:i
:1
,
:j+1
:1
, ...,
:n
:1 + ,
if (:1 , ..., :n) # 2ij .
By direct calculation, we see that T(:1 , ..., :n) # 2. Further, each of the
restriction maps T: 2k  2 and T: 2ij  2 are one-to-one and onto, since
the vertices of 2k and 2ij map to the vertices of 2 and since lines map to
lines.
We want to associate to each (:1 , ..., :n) in 2 an infinite sequence
(a0 , a1 , ...), where each ak is either a non-negative integer or a symbol (ij),
where 1in&2 and i< jn. If T k(:1 , ..., :n) # 2l , set ak=l and if
T k(:1 , ..., :n) # 2 ij , set ak=(ij). Finally, if the n th term for T k(:1 , ..., :n) is
zero, stop.
Definition 12. The n-triangle sequence of (:1 , ..., :n) is the sequence
(a1 , ...).
We can also recursively define the triangle sequence as follows. We want
to define a sequence of (n+1)-tuples of nonincreasing positive numbers.
We will denote this sequence by d1(k), ..., dn+1(k), for k0. Start with
d1(0)=1, d2(0)=:1 , ..., dn+1(0)=:n .
Assume we have d1(k&1), ..., dn+1(k&1). Define the symbol ak as follows.
If there is a nonnegative integer l such that
d1(k&1)&d2(k&1)& } } } &dn(k&1)&ldn+1(k&1)0
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but
d1(k&1)&d2(k&1)& } } } &dn(k&1)&(l+1) dn+1(k&1)<0,
set ak=l and define
d1(k)=d2(k&1), ..., dn(k)=dn+1(k&1)
and
dn+1(k)=d1(k&1)&d2(k&1)& } } } &dn(k&1)&ldn+1(k&1).
If no such integer exists, then there is a pair (ij), with 1in&1 and
i< jn+1 such that
dj (k&1)d1(k&1)&d2(k&1)& } } } &di (k&1)>dj+1(k&1).
In this case, define ak=(ij) and set
d1(k)=d2(k&1), ..., dj&1(k)=dj (k&1),
dj (k)=d1(k&1)&d2(k&1)& } } } &di (k&1),
and
dj+1(k)=dj+1(k&1), ..., dn+1(k)=dn+1(k&1).
Now for the matrix version. Let (a1 , ...) be an n-triangle sequence for
(:1 , ..., :n). If ak is a nonnegative integer, let Pk be the (n+1)_(n+1)
0 0 } } } 0 1
1 0 } } } 0 &1\ b + .0 } } } 1 0 &1
0 } } } 0 1 &ak
If ak is the pair (ij), let Pk be the (n+1)_(n+1) matrix defined by
(x1 , ..., xn+1) Pk=(x2 , ..., x j , x1&x2& } } } &xi , x j+1 , ..., xn+1).
Then set Mk=P1 } P2 } } } Pk . Note that det Mk=\1. We have
(d1(k), ..., dn+1(k))=(1, :1 , ..., :n) Mk .
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Set Mk=(C1(k), ..., Cn+1(k)), where each Cm(k) is a column vector of the
matrix. Then, if ak=l,
Cm(k)=Cm+1(k&1)
for mn and
Cn+1(k)=C1(k&1)&C2(k&1)& } } } &Cn(k)&lCn+1(k&1).
If ak=(ij), then, for 1m j+1,
Cm&1(k)=Cm(k&1),
Cj+1(k)=C1(k&1)&C2(k&1)& } } } &Ci+1(k),
and for j+1mn+1,
Cm(k)=Cm(k&1).
Each Ck(m) can be viewed as an element of the integer lattice Zn+1.
Then we have a method for producing elements of the integer lattice that
approach the hyperplane
x0+:1 x1+ } } } +:nxn=0.
It is still unknown how to determine when an n-triangle sequence will
uniquely determine an n-tuple (:1 , ..., :n) # 2. If we have uniqueness, we
strongly suspect that
:j= lim
k  
(&1) j
Mk( j1)
Mk(11)
,
where Mk(ij) denotes the determinant of the n_n minor of Mk obtained by
deleting the i th row and j th column. The moral, but incorrect argument,
is the following. First, since det Mk=\1, its column vectors are linearly
independent. But also, the column vectors are approaching the hyperplane
whose normal vector is (1, :1 , ..., :n). Then via standard arguments, the
wedge product C2(k) 7 } } } 7 Cn+1(k) corresponds under duality to a
vector perpendicular to C2(k), ..., Cn+1(k) and by normalizing, will approach
the vector (1, :1 , ..., :n).
With reasonable conditions about uniqueness, we should have
Conjecture 13. Let 0:n } } } :1<1 be an n-tuple of numbers
whose triangle sequence is (k, k, k, ...). Then :j=: j1 and :1 is a root of the
algebraic equation
xn+1+kxn+xn&1+ } } } +x&1=0.
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Further if : is the real root of this equation that is between zero and one,
then (:, :2, ..., :n) has purely periodic simplex sequence (k, k, k, ...).
A similar result holds if the triangle sequence is purely periodic of period
length one of the form (ij, ij, ij, ...).
We should also have
Conjecture 14. Let (:1 , ..., :n) be an n-tuple real numbers in 2 whose
triangle sequence is eventually periodic. Then each :j is algebraic of degree
at most n. Finally, as a vector space over Q, the dimension of Q[:1 , ..., :n]
is at most n.
11. QUESTIONS
There are of course many natural questions. For example, what are the
probabilities for various sequences to occur? While there has been some
preliminary work in this direction by Schuyler [21], most of the natural
such questions are unknown. There is also the whole issue of which tuples
of numbers have unique triangle sequences and which do not. These ques-
tions seem quite hard, involving subtle understanding of the geometry of
the various simplices that are involved. Cheslack-Postava [3] has some
preliminary work in this direction, but again, much is unknown.
Since the map T is iterated, is T ergodic? In hundreds of examples, where
a small red dot is placed in the triangle 2 and then followed as we iterate
T, the first few iterations twist and stretch the red dot, break it apart and
then suddenly, the entire triangle is red. Certainly some type of ergodicity
or mixing is occurring.
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