Development and evaluation of freeform surface descriptions by Brömel, Anika
  
 
 
Development and evaluation of freeform 
surface descriptions 
 
 
 
 
Dissertation zur Erlangung des akademischen Grades 
doctor rerum naturalium (Dr. rer. nat.) 
 
vorgelegt dem Rat der Physikalisch-Astronomischen Fakultät 
der Friedrich–Schiller-Universität Jena 
 
von Dipl. Phys. Anika Brömel 
geboren am 19. September 1984 in Waren(Müritz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gutachter:  
1. Prof. Dr. Herbert Gross, Friedrich-Schiller-Universität Jena 
2. Prof. Dr. Alois Herkommer, Universität Stuttgart 
3. apl. Prof. Dr. Norbert Lindlein, Friedrich-Alexander-Universität Erlangen-
Nürnberg 
 
Tag der Disputation: 13. September 2018 
Abstract 
In recent years, great efforts can be observed in the community of optical design to use the 
additional degrees of freedom afforded by freeform surfaces in optical systems. If commercial 
software tools are considered, only very limited support of freeform surface systems is 
currently found. In particular one important question at the beginning of the concept and 
design of a freeform system is the decision how to mathematically describe the surface itself. 
If the development of an optical system with freeform surfaces is considered, not only the 
optical design, but also the mechanical design, the manufacturing and the assembly of the 
component inside the whole system are important. The focus in this PhD is on the design 
phase. Therefore only functions are considered which are globally defined on the 
computational area inside the boundary. The main approaches of describing freeform 
surfaces are discussed from a more mathematical point of view, either known from literature 
or new definitions according to the aforementioned opportunities. More two new polynomial 
sets the A-polynomials 1st and 2nd kind are introduced. 
Based on these possibilities, the next question of an optical designer would be how to select 
the surface type optimal for an efficient optimization process with a comfortable result.  
The choice of description is often limited by the available options in the commercial software. 
Therefore a systematic study of the different options can still not be found. To overcome this 
problem we evaluated the selected descriptions in a comprehensive assessment. The results 
are collected in the form of a benchmark which compares different freeform surface 
descriptions for optical systems with one freeform for various applications with different 
types of symmetry, including refractive, reflective and catadioptric systems. The 
representations under the viewpoint of different initial systems, symmetry of the system, 
sensitivity in optimization and quality of the final result are compared and discussed. In 
particular the influence of the basic shape selection, the basic geometry to be Cartesian or 
polar and the importance of the orthogonality are investigated. Finally, in a conclusion the 
major results are summarized and a recommendation for practical work is formulated. 
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Chapter 0 Motivation 
Classically optical systems are using rotationally symmetric surfaces, described by spheres or 
conic sections. More than 100 years ago in 1905 Schwarzschild introduced aspheric surfaces 
to the optical design world [1]. This new form of surface description is still rotational 
symmetric, but with much higher degrees of freedom. Therefore, he could show in his 
telescope-design, that it is possible to correct for 2 Seidel conditions with only two aspheric 
mirrors [1]. Nevertheless, it took another 80 years until the new shape was used in a mass-
produced commercial device [2]. Hereby Kodak achieved a similar performance with one 
aspheric lens in a four-element camera, as with a classical approach with five spherical lenses 
at only two-thirds of the cost.    
With the development of design methods and example [1-7], as well as new strategies for cost-
effective manufacturing [8-9] and metrology [10] in the last twenty years, aspherical surfaces 
became more and more standard in the optical design. Moreover, the huge success in 
industrial products like mobile phone cameras laid the foundation for increasing the degrees 
of freedom even further into optical systems with non-rotationally symmetric freeform 
surfaces. Giving up the rotational symmetry in an optical system is generally only beneficial 
for specialised applications like mirror systems without central obscuration or systems with 
special application needs for compactness like a spectrometer or head-mounted displays. The 
very first approaches of using a freeform in an optical system came from Kitajima in 1925 with 
a patent of “a combination lens made of two or more superimposed cylindrical lenses, which 
are movable longitudinally with respect to one another have a regularly increasing 
refrangibility from one end to another. “[11]. Also, Birchall in 1935 [12] and Alvarez in 1967 
[12] acquired patents, which were using non-rotational symmetric surfaces. One of the first 
commercial applications for freeform imaging optics was the in 1972 launched Polaroid SX-
70, designed by J.G. Baker and later described by W.T. Plummer [14]. The design was achieved 
with the use of two freeform lenses, described by a simple power series in x and y up to the 
eighth order. The manufacturing was quite cost-intensive, and the yield was not very high. So, 
for the next 25 years, freeform surfaces were either used in low-performing systems like 
eyeglasses and illumination. A few designers were thinking about non-rotational systems for 
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more advanced systems, like Tatian [15], who investigated “unusual optical surfaces” for 
unobscured reflective systems in the mid-80s.  
With the beginning of the new century, non-rotational symmetric systems came back into the 
focus. The need for more compact systems with better image quality and higher field of view 
(FOV) encouraged the community to think of optical systems beyond the rotational 
symmetry.  
Unfortunately, with the break of rotational symmetry we, as a designer, must rethink most of 
what we know about optical design, specifically in imaging. In recent years many novel 
approaches for designs [16-21], initial systems [22-27] and performance evaluation [28-37] 
were presented. Moreover, the tolerancing [38-39], fabrication [40-43], alignment [44-45] 
and metrology [40-41, 46-48] of freeform systems were investigated.  
A very special question in the design process is the choice of description. For classical 
spherical or conical surfaces this is quite simple, but for freeform surfaces, there is a wide 
range of very different concepts: either locally defined [49-51] or globally defined polynomial 
descriptions, well-known from optical design [52-53] and mathematics [54-55]. Furthermore, 
there is a range of newly developed representations specifically for describing freeform 
surfaces [56-60]. Generally, it is desired for the description to achieve a superior result, with 
only a few significant parameters and fast convergence in the optimisation. The choice is 
hereby also influenced by the feasibility of tolerancing or fit of data. However, in the practical 
results of optical freeform design work, found in the literature [16-21], typically, the 
representation of the freeform surface used by the authors is governed by the available 
options in the commercial design programs. Previous investigations on the impact of the 
description choice on the performance of the system are limited by a small variety of 
representations and systems [56, 60—64]. Therefore, a more systematic comparison and 
critical review of different options are missing until today.  
The main objective of this PhD work is to investigate the existing surface description for 
optical freeform system, concentrating on the globally defined polynomial representations. 
With the A-polynomials 1st and 2nd kind, two new descriptions were specifically developed for 
freeform surface. Hereby the aspect of a fast, robust and efficient calculation, known from a 
well-established polynomial set [65] was combined with a newer approach of better 
feasibility for the tolerancing and mechanical design [59]. In a second step, the two new 
descriptions and a selection of well-known freeform descriptions are evaluated in a so-called 
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benchmark with for various aspects regarding their performance to gain a better 
understanding of the behaviour of the different descriptions in the optimization of four typical 
freeform systems. The properties of the representations, which are of main impact on the 
performance, are emphasised. With this knowledge, a sufficient description can be selected.  
For this, in chapter 1 a brief overview of classical design for circular symmetric systems is 
given. Moreover, the general definition and some typical freeform systems are introduced and 
the main difference in the design process, the performance evaluation and the realisation of 
freeform surfaces is emphasized. The chapter concludes with the consequences of the design 
requirements on the choice of the surface description.  
In chapter 2 a detailed insight in the general approach of polynomial description and the 
structure of polynomial sets are given. Additionally, a selection of well-known and new 
descriptions is presented with their main mathematics and properties.  
In chapter 3 the extension made for the basic shape is shown and the development and 
properties of the new A-polynomials 1st and 2nd kind are introduced. The new polynomial sets 
and their properties are summarized with the descriptions, presented in chapter 2, in an 
overview at the end of the section.  
Chapter 4 opens with an introduction to the benchmark method and systems before it starts 
with the investigations for the impact of the basic shape, convergence and final performance 
of the polynomial descriptions, the impact of the orthogonality on the convergence speed and 
the convergence behaviour for different algorithms. At the end of this section, a summary and 
conclusion regarding the choice of the description are given.  
 Chapter 5 gives conclusions and an outlook on the development and evaluation of freeform 
surface descriptions for imaging applications.  
Finally, in the appendix the conversion between the different sorting schemes of the 
description can be found.  
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Chapter 1 Introduction  
In the following chapter, a brief overview of the design of circular systems is given. Moreover 
the benefits and design aspects of a freeform imaging system - specifically concerning the 
description of such surfaces – are introduced and finally the consequences for the choice of 
freeform descriptions are shown. 
1.1 Circular symmetric systems 
In geometrical optics, the ideal imaging of a system can be described by the perfect transfer of 
a single point in the object space to a single point in the image space. Hereby the ray bundle 
emitted by the point source forms a spherical surface with a constant phase, called wavefront. 
With propagation through the system, the wavefront keeps spherical and results into a perfect 
image point. In reality, the image quality of an imaging system is often degraded by diffraction 
and by geometrical aberrations [66].  
Diffraction is caused by the interaction of the light with the aperture of the system. This results 
in spreading of the spot in the image plane, which is often also called blur. The image of a point 
source from infinity without geometrical aberrations is named Airy disk. Systems without 
spreading are called diffraction limited. The diameter of the Airy disk is thereby primarily 
influenced by the aperture of the system and the wavelength of the light [67]. Wave 
aberrations, on the other hand, are the deviation of the real wavefront from an ideal spherical 
one, caused by the optical components in the system. The aberrations can be expressed as a 
function of field of view and the aperture, simplified by the symmetrical properties of the 
system [66].  
There are mainly two ways of representing the wave aberrations: as a Taylor-Expansion with 
Seidel-coefficients and as Zernike-polynomials. In both ways, the emerging wavefront data is 
than fitted to the different representations. The primary aberrations can be calculated by 
paraxial ray trace, for higher order aberrations a finite ray tracing is necessary. Using a Taylor-
expansion, the wave aberration up to 4th order can be written as [66]: 
2 2 4 3
020 111 040 131
2 2 2 2 2 3 1
222 220 311
   =  +   +  +  
+    +   +   
W( , , ) W W cos( ) W W cos( )
                          W cos ( ) W W cos( )
  
(1.01) 
η is hereby the normalised height of the object. Furthermore ρ and ϕ are the (normalised) ray 
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coordinates in the pupil. The coefficients W of the primary aberrations can be replaced by the 
Seidel sums  S in the following way[67]:  
4 3 2 2 2 2 2 31 1 1 1 1
8 2 8 4 2
   =  +   +    + +   +   
I II III III IV V
W( , , ) S S cos( ) S cos ( ) (S S ) S cos( )   
(1.02
) 
The coefficients S are hereby the Seidel sums of the aberrations over all surfaces for the 
primary aberrations (table 1.1).  
Table 1.1 Primary aberrations and corresponding Seidel coefficients 
Aberration Seidel coefficient [length] 
spherical aberration SI 
Coma SII 
astigmatism (half astigmatic difference) SIII 
sagittal field SIII+SIV 
tangential field 3SIII+SIV 
Petzval curvature SIV 
Distortion SV 
With Zernike-polynomials the wave aberrations of a chosen field can be written as [68]:  
=−
  =  
n
m
mn n
n m n
W( , ) a Z ( , )   (1.03) 
The Zernike polynomials are orthogonal function systems over the unit circle, which directly 
relates to the primary aberration types, shown in table 1.2 and figure 1.1. 
Table 1.2  Zernike terms and corresponding interpretation  
Zernike polynomial interpretation 
𝐙𝟏 = 𝟏 piston 
lower order 
properties 
 
𝐙𝟐 = 𝛒𝐜𝐨𝐬(𝛟) tilt in x 
𝐙𝟑 = 𝛒𝐬𝐢𝐧(𝛟) tilt in y 
𝐙𝟒 = 𝟐𝛒
𝟐 − 𝟏 defocus /field curvature 
𝐙𝟓 = 𝛒
𝟐𝐜𝐨𝐬(𝟐𝛟) astigmatism in 0° 
primary 
aberrations 
𝐙𝟔 =  𝛒
𝟐𝐬𝐢𝐧(𝟐𝛟) astigmatism in 45 ° 
𝐙𝟕 = (𝟑𝛒
𝟑 − 𝟐𝛒) 𝐜𝐨𝐬(𝛟) coma in x 
𝐙𝟖 = (𝟑𝛒
𝟑 − 𝟐𝛒) 𝐫𝐬𝐢𝐧(𝛟) coma in y  
𝐙𝟗 = 𝟔𝛒
𝟒 − 𝟔𝛒𝟐 + 𝟏 primary spherical aberration + defocus + piston 
 
The main goal in designing an optical system is to minimise the aberrations as good as 
possible to achieve a good performance within the desired specifications. For this, the 
specifications, including all optical parameters, packaging constraints, performance goals and 
environmental requirements are the starting point of every design. 
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Figure 1.1 Primary aberrations represented by Zernike polynomials. 
With the knowledge about the desired final performance, it is necessary to select a sufficient 
starting system. This can be either an already existing system with slightly different 
parameters, like an existing patent or a completely new setup with simpler starting 
configuration (e.g. reduced number and simpler shape of surfaces). In a next step, the 
variables and constraints of the systems have to be set. At the very beginning of the system 
development, depending on the experience, the design starts with only a few variables. The 
number is usually increased within the design process to gain more degrees of freedom for 
the system. Nevertheless, a high number of variables can be problematic in complex systems. 
Therefore the choice of variables needs to be done with care.  After the system and constraints 
are set a performance error function, also called merit function, has to be established. The 
merit function is defined as the sum of the weighted (wi) squared difference of the target 
values (ftar, i) and the objective function components fi ( x ) [67]: 
2
1=
= −
m
i tar ,i i
i
M(x) w [f f (x)]   (1.04) 
The target for the merit function M(x) is usually zero.  
In practice, most often local optimisation algorithms like damped least square-based methods 
(DLS) are used in commercial software, due to a good and robust convergence. The damping 
term γ is hereby involved to avoid divergence of the change vector f and to control the size of 
the improvement steps. 
The DLS can then be described by the change of the parameter vector as:  
1− =−  +  T Tx (J J I) J f  , (1.05) 
where J is the Jacobian-matrix of the derivatives of each operand vs each variable and I is 
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the identity matrix. In case of CODE V [69] and OSLO [70] the user has access to the damping 
factor and increment, in Zemax/OpticStudio [71] this is set automatically. 
Additionally, other local algorithms like orthogonal descent (Zemax) or rough optimisation 
(CODE V) and different versions of global optimisers can be found in the different tools.   
The target values have to be established according to the performance goal and quality criteria 
of the system. Typically, the root-mean-square (RMS) of the spot or wavefront are used as 
image quality criteria. Moreover, the modulation transfer function (MTF), as the ratio of the 
modulation in the image to the modulation in the object as a function of the spatial frequency, 
the encircled energy and in case of afocal systems the angular radius of the spot can be 
selected [66].  
After the optimisation the performance needs to be evaluated according to the chosen criteria 
and the variables and constraints adjusted. Usually several of these iterations are necessary 
to achieve a good result. If the system configuration does not offer sufficient degrees of 
freedom, it is sometimes necessary to change or modify elements and materials, may even 
change the complete starting system and repeat the optimisation.  
Is the final performance within the specification, the system is ready for the manufacturing 
and adjustment preparations. Hereby the design is analysed for its sensitivity regarding 
manufacturing errors and miss-adjustments. The so-called tolerancing is the final, but 
nevertheless an important step in designing a system. Hereby the system performance is 
evaluated for the miss-alignment of components and manufacturing errors of the surfaces in 
a realistic range.  It shows the feasibility of the system within the required specifications.  
1.2 Freeform systems: definition and benefit 
When we speak of freeform systems, strictly, we talk about systems with surfaces without 
symmetry at all. Nevertheless, with the break of rotational symmetry, many of what we know 
about optical design is not valid anymore, or only in a very limited way. Therefore, a freeform 
is often defined as a surface without rotational symmetry, which can be for example a plane-
symmetric or double-plane-symmetric surface, but also an off-axis used sub-aperture of an 
asphere.  
The additional degrees of freedom of a freeform surface compared to a spherical or conical/ 
aspherical enables the potential for improving the image quality like F/number (F/#) and 
increasing the field of view. Moreover, the higher complexity of the surface can reduce the 
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volume and so help in the packaging, illustrated in figure 1.2. This can be beneficial in case of 
obscuration free mirror systems, which are non-symmetric, due to application needs (e.g  
head-mounted displays, head-up displays, spectrometers …) 
 
Figure 1.2 Illustration of the improving capabilities by a freeform for the image quality (F/#), field of view 
(FOV) and the volume of the system (packaging) [72] 
1.3 Typical freeform systems 
A typical application in design for freeforms are reflective surfaces for astronomical systems, 
like the plane-symmetric three mirror anastigmat (TMA) [73-74]. The idea is to avoid central 
obscuration by using the mirrors under finite incident and achieve a high resolution, with a 
relatively small system size. Other reflective applications are head-up-displays [75] and 
grating spectrometers [76]. One of the few completely symmetry-free systems is the so-called 
Yolo-reflector, a special kind of Schiefspiegler with two mirrors, each tilted in x and y 
independently, designed by A.S. Leonard [77].  
A well-known application for refractive systems using freeforms are eyeglasses for varifocals. 
Another application are anamorphic systems [78], which generate a different magnification 
in x and y and therefore need independent correction. Alvarez plates and similar compensator 
concepts use freeforms for the correction of specific aberrations [79]. For inspection, the so-
called Scheimpflug systems are used. Due to the tilted object plane, the systems have variant 
magnification in imaging and suffers from non-rotationally symmetric aberrations [80].  
In recent years virtual reality and augmented reality applications came into the focus of 
development. Often used here are catadioptric head-mounted display (HMD), which combine 
refractive and reflective freeform surfaces to obtain large FOVs and high performance, in 
numerous design forms [81-82].  
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1.4 Design process 
The design process of an optical system generally starts with the choice of a sufficient initial 
system. In case of a freeform system the complexity of possible system geometries is much 
larger than for rotational symmetric systems. Additionally the number of existing designs for 
starting systems is quite small. Nevertheless a good starting system is essential for a 
successful optimization and final result. Optimal is to find a starting system with enough 
degrees of freedom to achieve a superior result, but not more than necessary to avoid 
unwanted complexity of the surfaces and system, which impedes the optimization.  
The classical thin lens and paraxial approaches works for symmetry-free systems only 
limited. Therefore, other approaches are necessary, like the conical-confocal method [22] for 
wide-field off-axis refractive imaging systems, evaluation of third-order aberration for 
reflective systems by Korsch [23] or general systems by Araki [37] and a pre-optimization 
method based on the thin-component-theory by Li and Cen for zoom-systems [24]. These 
methods generate rotational symmetric starting surfaces, which gives no indication of where 
to put the freeform and how many are needed for correction, specifically since the approaches 
are often limited to a certain number of surfaces. 
A very direct method is the simultaneous multiple surface method (SMS) [25]. Here rays for 
specific fields are mapped with specific image points using a freeform, defined by a point 
cloud, where each point corresponds to one pair of object and image point. The number of 
surfaces and coupled field and image point is limited to a very small number by the approach. 
The resulting point cloud needs to be fitted to a freeform in the aftermath to achieve the 
starting system. Nie and Duerr [83] extended this approach to the “direct design method” for 
more fields.  
A very different approach is the Gaussian bracket-method combined with the Nodal 
aberration theory [26]. Here the aberrations of the rotational symmetric system are derived 
analytically by the paraxial fast ray trace and extended to the paraxial environment based on 
nodal-aberration theory (NAT). This method is limited by the complexity of the calculation 
(non-linear equations) for a higher number of field points and surfaces, on the other hand, the 
starting values and boundary conditions for the system of equations are essential for finding 
a good minimum. Nevertheless, the huge advantage is that it can be used for refractive [27] 
and reflective systems. 
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Table 1.3 Overview initial systems concepts (+: incorporated) 
concept 
Initial system 
rot. sym. 
initial system 
freeform 
position 
of 
freeform 
number 
of 
freeforms 
Systems 
conic-confocal  +   
off-axis reflective 
imaging systems 
Korsch 3rd order 
aberration 
+    reflective systems 
thin-component-
theory 
+    zoom lens systems 
3D-SMS  + + + arbitrary 
direct design 
method 
 + + + arbitrary 
Gaussian 
bracket-method 
+  + + arbitrary 
The decision for a sufficient mathematical description of the freeform surface is influenced by 
several criteria.  The remaining symmetry of the system is one very essential one, for example 
in case of plane- or double-plane symmetric systems another aspect is the outer boundary of 
the light footprint. For more circular shaped footprints, polar descriptions seem to be more 
feasible, on the other hand for more rectangular footprints, Cartesian descriptions with an 
adapted normalisation for the circumscribed rectangle make more sense.   
Many different descriptions for freeform surfaces are proposed in the literature. These 
descriptions can be divided into local and global descriptions.   
Locally defined surface representations like splines, specifically non-uniform rational basis-
spline (NURBS) [49], wavelets [50] or radial basis functions (RBF) [51], are well known from 
describing real surfaces or illumination profiles but are also used for imaging applications. It 
is possible to describe local deviations with high accuracy since the parameters have local 
support, but generally, a very high number of parameters depending on the sampling is 
needed. This is a huge drawback for calculation and optimisation. Therefore, these kinds of 
descriptions are only of limited availability in commercial software and usually used for data 
import.  
More preferred in design are polynomial expressions [52-60], normally as an addition to a 
basic shape, which can be a sphere or a circular symmetric conic section, a double-plane-
symmetric toric or a biconic surface. The few parameters here describe the major part of the 
surface sag, but need an additional description for higher order correction, which is 
performed by the polynomial expression. In chapter 2 a comprehensive overview of the 
general approach and properties is given. Moreover, a selection of descriptions is introduced.  
Unfortunately, although many descriptions are proposed only limited experience in the usage 
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is given so far.  
The optimisation for freeform systems is due to the lack of symmetry much more challenging 
than for rotationally symmetric systems. First of all, many of the existing definitions in optical 
design like pupil, focal length, optical axis, paraxility, principal planes and others are basing 
on circular symmetric conditions. Therefore, these definitions need to be generalised, which 
is not always easy. Moreover, the merit function becomes much more complex due to the 
dramatically larger number of degrees of freedom for the surfaces as well as the larger 
number of sampling points, e.g. for the fields and pupil, due to the loss of the symmetry. This 
can lead to multiple minima of the merit function, from which not all solutions are practically 
useful. Therefore, the systems need potentially more restrictions and limitations.  
For optimisation mostly the well-known DLS algorithms are used. Other local algorithms like 
orthogonal descent (Zemax) or rough optimisation (CODE V) and different versions of global 
optimiser seem not sufficient for freeform systems, due to long calculation time and 
complexity. In 2013 CODE V released the so-called STEP optimisation as an optional extension 
of their DLS algorithm [69]. An early investigation indicates that the new algorithm is faster 
and better in result than the conventional DLS [64]. Nevertheless, regarding optimisation 
algorithms and freeform systems, the community is still learning since there was no further 
work done on this topic so far.  
1.5 Performance evaluation 
In case of a freeform system, the classical Seidel approach [84] is no longer valid since it is 
based on rotational symmetry. Nevertheless, evaluating the performance of an optical system 
is crucial for understanding the system structure and determine necessary structural changes. 
Compared to rotational symmetric systems, the interaction between different components is 
much more complicated, specifically in mirror systems with large incident angles and the 
aberrations are now depending on the full 2D field of view.  
To incorporate this new complexity it is helpful to develop a surface resolved representation 
and distinguish between intrinsic –caused by the actual surface- and induced – caused by 
previous surfaces- contributions [85] to the total wavefront error in the aberration theory 
(figure 1.3).  After evaluation, additional information about the correction, specifically the 
shape of the surfaces and the sensitivity can be gained.  
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Figure 1.3 schematic scheme intrinsic –caused by the actual surface- and induced – caused by previous 
surfaces- contributions of aberrations [86] 
There are several approaches for describing aberrations, but only a few of them incorporates 
this concept.  
In 1980 Shack and Thompson[28] introduced the nodal-aberration theory, which was later 
further developed by Thompson [29] and most recently by Fuerschbach [30] to include 6th 
order aberrations and non-rotational symmetric surfaces.  Sasian published 2010 another 
approach, were he combines the initial concept of Shack, Seidel and Hoffmann. His theory 
involves similar to the NAT 6th order contributions but distinguishes between intrinsic and 
induced parts for each surface. Another analytical concept is the generalised Aldis theorem by 
Brewer [31], which involves all orders of wave aberrations, but only locally for one single ray 
and spherical surface and the extended generalised Aldis theorem by Liu [87] for freeforms 
and 3D. Furthermore, it is not incorporating field dependence in comparison to the previous 
ones. There are also numerical approaches like Welford’s [32] extension of the idea by 
Hopkins [33]. Here the aberrations for all orders can be determined with the help if the optical 
path difference (OPD), but only for one ray.  A very recently published concept by Oleszko [34] 
combines this OPD-idea with the intrinsic and induced contributions for each surface of Sasian 
[35]. A quite different approach is the calculation of surface contribution in phase space by 
Herkommer [36].  Another theoretical concept is the extension of the ray propagation matrix 
to 4x4 by Araki [37]. Table 1.4 shows an overview of the different approaches.  
1.6  Realisation aspects 
A very important often underestimated aspect of the optical design is the tolerancing. 
Specifically in case of freeform surfaces, this is not trivial. Since there isn’t much experience, 
neither in design nor manufacturing, it is quite difficult to estimate realistic values for the 
tolerancing.  
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With the power spectral density (PSD) – a Fourier transform of the surface topography for a 
range of spatial frequencies, which contains just the power, but not the phase information- of 
a freeform surface (shown in figure 1.4) can be divided roughly into 3 parts: low frequency, 
represents the typical figure errors, which result in a loss of resolution. The mid-frequency 
range is a result of the diamond turning process, often by regular structures, which can lead 
to ghost images. Moreover, the high-frequency part, which are mostly statistical errors.  
Table 1.4  Approaches for describing aberrations (+: incorporated) 
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  +   
4th order (Araki) 
4 + +  
(4th order) 
+ +  
6th order (Sasian) 
6 + + 
(6th order) 
+  + 
Nodal-Aberration Theory 
(Shack/Thompson) 
6 +  +   
Nodal-Aberration Theory 
(Thompson/Fuerschbach) 
6 + + +   
generalised Aldis theorem(Brewer) all    +  
extended generalised Aldis theorem (Liu) all + +  +  
Wavefront (Hopkins/Welford) all 
n
u
m
er
ic
al
 + +  +  
Wavefront, Zernike decomposition with 
multiple rays (Oleszko) 
all + +   + 
Phase-space approach (Herkommer) all + +  +  
Tolerancing figure errors is a procedure often with using additional Zernike Fringe terms and 
simulate certain patterns. Alternatively, in recent past, Forbes suggested using the coefficients 
of his Q-polynomials [59] for tolerancing. The benefit compared to Zernike is, that the Qs are 
gradient-orthogonal and therefore represent only a very narrow frequency band. The 
coefficients are hereby directly related to the slopes of the surface and small changes of the 
coefficients are directly related to a change of the PSD. Tolerancing mid-frequency errors is 
not as simple. There are approaches using the Q-polynomials also for this range [88], but with 
up to several hundred thousand terms needed to describe mid-frequency errors, the number 
of parameters is too high. Another approach of describing such errors is to use a combination 
of Radial basis functions for local errors and a special radial and azimuthal depending 
representation for the ring (or spiral) shaped deviations [89]. With this description it is 
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possible to describe the mid-frequency errors with only a few hundred parameters and to also 
tolerance with certain patterns of sinusoidal perturbations with specific intervals and 
amplitudes, to see the impact on the system performance.    
However, the way to describe the different errors are one point, but the criteria another one. 
Due to the lack of experience, there isn’t a standardised procedure. Possible options are RMS 
or peak-to-valley (PV) values, slope values in specific surfaces subapertures or limitations or 
accepted thresholds of the PSD, to name only some.  
 
Figure 1.4 Power spectral density curve of a typical freeform surface [90] 
With the tolerancing, the main work on the design is normally finished on the designer’s part 
and data is transferred to the mechanical design and manufacturing. In a later step the 
designer is also involved in the adjustment and simulation of the system.  In case of freeform, 
this workflow is not simple since the system geometry is quite complex. Specifically, the 
surface description is a problem [91], since most computer-aided design software (CAD) for 
mechanical design work with splines, which are rarely used for design, as discussed before. 
The mechanical design prepares the mounting and potential reference marks of the surfaces, 
which means the surface diameter needs to be enlarged, so the mechanical parts are not 
obstructing with the ray path and the reference marks are positioned near to the region of 
interest with sufficient accuracy (no high slopes). Additionally, the coordinate system is 
transformed, if necessary, to reduce the non-rotational symmetric part of the surface.  
Depending on the machine, material and process the maximum deviation from the rotational 
symmetry, azimuthal gradients and azimuthal accelerations are limited [40], which needs to 

fractal model
 limiting line
slope m = -1.5...-2.5
log A2Four
low spatial 
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figure error,
loss of 
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mid 
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range
micro roughness,
loss of contrast
1/
oscillation of the 
polishing machine,
turning ripple
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larger deviations in K-
correlation approach
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be incorporated in the optical and mechanical design.  
After manufacturing, it is necessary to evaluate the surface compared to the original design 
with a re-import of the real surface into the system. Hereby it is necessary to describe the 
measured surface mathematically. Normally the designed surface is subtracted from the 
measured one and the deviation is given as a point cloud or Zernike fit.   As shown in figure 
1.4 and introduced before a sufficient description for the mid-frequency part and a fit with 
lower order polynomial descriptions is possible to describe this real surface quite accurate for 
a re-import into the design [89] to analyse the impact of the deviations on the system 
performance. Alternatively a polynomial set with very high orders can be used [88]. The 
resulting accuracy is a bit lower and the number of terms is up to several hundred thousand, 
which can be problematic for data processing in the re-import. 
1.7 Consequences for the choice of a good surface description 
As presented the surface description plays an important role throughout the design process 
of a freeform system.  
The choice is mainly influenced by the following aspects of the design:  
• an efficient and robust calculation of the entire process chain, 
• a fast calculation of intersection points and local slopes in the ray trace 
• a significant description of usual surfaces with only a few characteristic parameters, 
• easy access to aberrations, 
• a fast convergence in optimisation with superior results. 
Moreover, for the entire process: 
• a simple and robust import and export, as well as a conversion of data, 
• direct relation to tolerancing, 
• a simple fit of measured data, 
• a simple extension of the region of interest to a larger area for fixing the mounting (no 
high gradient at the edges) is desirable  
With polynomial descriptions, it is possible to achieve these goals. In the following chapter, a 
deeper introduction to polynomial representations for freeform surfaces is given. 
Furthermore, two new polynomial sets are introduced, who were specifically developed to 
incorporate these requirements (chapter 3) and an evaluation of these new sets compared 
with the most important classical representations is presented (chapter 4). 
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Chapter 2 Freeform surface representations  
As emphasised in the previous section globally defined polynomial descriptions can fulfil the 
requirements on a freeform surface representation in a much better way than locally defined 
ones. Specifically, when it comes to an easy and robust calculation and fast convergence with 
a low number of terms, polynomial descriptions are the preferred choice. The most common 
description is the Monomial series [52], a simple Taylor-expansion, which is often used for 
data transfer. Furthermore, the classical Zernike polynomials [53], well-known for describing 
wavefront errors and aberrations are widely implemented in the existing commercial 
software.  
In recent years many suggestions for polynomial freeform descriptions were made, e.g. the 
two-dimensional product of either Chebyshev polynomials 1st kind by Liu [54] - and later 
implemented into Zemax [92] - or Legendre polynomials by Nicolic [55] or Ye [93]. Also, 
different polynomial sets, using Zernikes as a basis where presented. One approach by Ochse 
is based on Zernike differences [56]. Others have proposed orthogonal polynomial sets for 
various aperture shapes like for a square aperture by Muslimov [57] or as “Legendre 2D” by 
Bray [58], for elliptical apertures by Díaz [94] or hexagonal apertures by Mahajan [95] 
Specifically, for freeform surfaces developed are the Q-polynomials by Forbes [59], an 
approach based on the widely used Qbfs, or also called “mild asphere” –aspheric description 
[4]. Here the focus was to develop a description, which is beneficial for design and 
manufacturing with introducing a “best-fit”-basic shape and a projection-factor, with the 
gradient-orthogonal polynomial set. This approach also influenced other developments like 
the Q-Legendre [60], a gradient-orthogonal set basing on a two-dimensional product of 
Legendre polynomials.   
Table 2.1 gives an overview of the main properties of the most important approaches.   
For this work in total six existing descriptions were selected to be investigated more in detail. 
These descriptions were chosen because they are already available in commercial software 
and therefore broadly in use like Monomials, classical Zernikes and 2D Chebyshev 1st kind. 
Moreover, to investigate the impact of different weightings over the aperture, the 2D 
Chebyshev 2nd kind and Legendre were added to the selection. As the last description, the Q-
polynomials are part of the investigation. The chosen representations differ in various 
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aspects: the domain of definition, orthogonality or weighting function. For a better 
understanding, the general approach of these descriptions is explained (section 2.1) and 
insight into the structure of a polynomial set, in general, is given (section 2.2). In the final 2.3 
of this chapter a detailed overview of the selected descriptions is presented.  
Table 2.1 Overview of possible polynomial freeform surface descriptions 
description Orthogonality Basic symmetry Boundary 
off-axis asphere - polar circle 
Monomials [52] - Cartesian arbitrary 
Chebyshev 2D 1st  [54] 
Chebyshev 2D 2nd   
Legendre [55] 
spatial Cartesian unit square 
Zernike [53] spatial polar unit circle 
elliptical Zernike [91] spatial polar unit ellipse 
square Zernike [57] spatial polar unit square 
“Legendre 2D” [58] spatial polar unit square 
Q-Legendre [60] gradient polar unit square 
Zernike differences [56] gradient polar unit circle 
Q-Polynomials [59] gradient polar unit circle 
2.1 General approach of polynomial based descriptions 
A simple way to describe a freeform surface is a modular decomposition into two major parts: 
The so-called basic shape, e.g. sphere, conic or biconic incorporates mainly the quadratic 
contributions around the axis and are fixing the parabasal behaviour of the surface. This part 
is complemented by a higher order term, which describes additional deformations and is 
responsible for the aberration correction. The second term is typically much smaller in 
amplitude of the Δz-contribution than the basic shape and contains the freeform 
contributions, see figure 2.1 for illustration. 
 
Figure 2.1 Decomposition of sag of a freeform surface (left) into the basic shape (middle) and higher order 
deformations (right) 
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The deformation terms can generally be described as a sum over a polynomial expansion set 
iF (x, y)  and the corresponding set of coefficients ia  with a prefactor. The prefactor is defined 
as the boundary function B(x, y) and an inverted projection factorP(x, y) . The function 
B(x, y) controls the values of the deformation terms on the boundary line and centre of the 
surface. The prefactor allows in particular for steep surfaces to orient the additional sag 
correction along the local normal of the surface and not simply along the z-axis.  
This decomposition is formally expressed with normalised coordinates for Cartesian–defined 
description as  
= + 
J
j j
j
B(x,y)
z(x,y) z a F(x,y)
basic P(x,y)
   ,   
 
(2.1) 
With normalized coordinates = maxx x /x  and = maxy y /y for better comparability and 
numerical conditioning. Using the relations 
x r cos( ),  y r sin( )=  =   and maxr r / r= , (2.2) 
it can also be written as  
J
j j
j
B(r, )
z(r, ) z   a F (r, )
basic P(r, )

 = + 

   (2.3) 
for polar defined descriptions. 
Basic shape 
The basic shape contains the major part of the 2nd order contribution of the freeform surface 
and is the dominating part in the neighbourhood of the z-axis. The simplest option is a sphere, 
with only one degree of freedom (radius of curvature R or curvature c 1/ R= ):  
2
2 2 1 21 1
=
+ −
(sphere)
basic /
cr
z (r) .
[ c r ]  
(2.4) 
In case of the Q-polynomials of Forbes [4] the sphere is modified to a so-called “best-fit-
sphere”. Here the basic shape is defined as a sphere by the centre of the surface and the 
circular boundary of the aspheric surface 
2
2 2 1 21 1
=
+ −
(bestfitsphere) bfs
basic /
bfs
c r
z (r)
[ c r ]
  
(2.5) 
The freeform deviation has hereby no contribution to the centre but does not necessarily 
coincide with the boundary of the aspheric surface (figure 2.2). Later this concept was further 
developed for a “best-fit-conic” [96]. 
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Figure 2.2 Concept of “best fit” basic shape, with no contribution of the rotational symmetric and freeform 
deviation in the centre ( 2 0=r  ) and by the rotational symmetric deviation at the boundary ( 2 1=r ) of the 
freeform surface 
Most descriptions are used with a circular symmetric conic section 
2
2 2 1 21 1 1
=
+ − + 
(conic)
basic /
cr
z (r)
[ ( )c r ]  
(2.6) 
C describes the curvature of the conic section in the vertex point, κ is the conical constant of 
the surface. In particular in the case of mirror systems, one of the real problems is the 
occurrence of a large astigmatism for larger incidence angles of the axis ray. This can be 
considered in the second order approximation by a non-spherical basic shape function and 
corresponding large terms in the deviation expansion can be avoided. This is an advantage for 
the design and the convergence of the correction part of the freeform surface, from the 
viewpoint of manufacturing, where the non-circular contribution plays a major role. For a 
toric basic shape, in special cases, astigmatism and spherical aberration can be corrected. This 
is, in particular, an advantage if mirror systems are considered with large incidence angles of 
the axis ray 
2 2
2 2 2 2 1 21 1 1 1
+
=
+ − +  − + 
x y(biconic)
basic /
x x y y
c x c y
z (x,y)
[ ( )c x ( )c y ]
. (2.7) 
Boundary function 
As already mentioned, the boundary function has the task to define or restrict the values of 
the additional deformation terms on the boundary of the surface. This is not a necessary 
condition, but in many practical cases, the behaviour at the edge is then quite better 
controlled. In reality, the footprint of light on the surface is mostly not perfectly matching the 
ideal geometrical boundary. An additional overflow is needed for the mechanical design, 
reference marks and the mountings. Furthermore, a clearly defined boundary value simplifies 
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the task to relate the surface to the necessary marks and fiducials to locate and orient the 
surface inside the system. Extrapolating the polynomial expansions beyond the optically-used 
diameter is an underestimated problem in practice. For simplicity, the boundary curve is 
selected by simple geometrical shapes. If there is a restriction of the deformation terms, it is 
usually either in the centre of the surface, at the outer boundary or both. Table 2.2 gives some 
examples of boundary functions for square (B(x,y)) and circular (B(r) ) domains, as used 
later in section 2.3 and 3.2. 
Table 2.2 Typical boundary functions B(x,y)orB(r) in freeform surface descriptions 
Projection factor 
The projection factor P(x,y) has the task to define the direction of the additional correction 
of the deviation term onto the basic shape. Therefore it couples both terms. Usually, the 
intention is to have a small correction contribution of higher orders. When the freeform 
surface is strongly bent and the slope of the surface against the z-axis is large, the projection 
of a small change in surface profile onto the axis direction generates a large difference. This is 
not comfortable and therefore a second opportunity measures the deviation along the local 
surface normal vector of the basic shape surface. This is also directly related to the necessary 
material removal and therefore grinding time. These two geometries are depicted in figure 
2.3. The same consideration is already well known in case of aspheres [4]. If this additional 
prefactor is included in the representation of the surface, as it is seen in equation 2.1, the 
expression is no longer a polynomial. In particular, this has the consequence that an exact 
conversion between different representations is no longer possible and any conversion 
should consider the desired accuracy and the necessary number of terms.  
Boundary function 
1  
uniform, no special constraints 
(unit circle/ square) 
 
2 21−( r )r
 
centre and boundary forced to be zero 
(unit circle) 
 
2 2+(x y )
  
center forced to be zero 
(unit square) 
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Figure 2.3 Direction of the correction term: a.) without projection: parallel to the z-axis, b.) with projection: 
perpendicular to the local basic shape orientation (δnd- normal departure) 
For surface descriptions with a projection factor of one, the deformation is independent of the 
basic shape parameters. 
If α is the angle between the local normal and the z-axis, the projection factor is given by cos 
(α). It is now a question of the selected basic shape to formulate the corresponding projection 
functions in Cartesian coordinates. The general expression is given by equation 2.8, and the 
formulas for a sphere and a circular symmetric conic are given in equation 2.9 and 2.10 
respectively 
1
1 222
1
−
−
= 
   
= + +   
    
/
basic basic
P(x,y) cos( )
d(z(x,y) ) d(z(x,y) )
           
dx dy
, 
(2.8) 
 
2 2 2 1 21= − +(sphere) /P (x,y) [ c (x y )]
, (2.9) 
 
1 22 2 2
2 2 2
1 1
1
 − + + 
=  
−  + 
/
(conic) c (x y )( )P (x,y)
c (x y )
. 
(2.10) 
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2.2 Structure of polynomial set 
Development 
According to the discussion in the introduction, there are several aspects, possibilities and 
criteria to select and generate a system of functions for the deformation correction term. 
Mathematically, the geometry of the supported area, the weighting function, the selected 
orthogonality as well as the choice of the initial shapes as a starting point of the set are of 
importance. Since experience shows that an orthogonal set of function is quite an advantage 
[97], the algorithm for generating the series of functions is after the selection of the criteria 
above the most crucial step. The classical Gram-Schmidt method is usually applied to 
guarantee the orthogonality of functions with a different index. For the detailed algorithm, the 
reader is referred to corresponding textbooks [98]. A special question is the selection of the 
basis functions mf  and nf , which define the functional shape of the polynomial set. A second 
point that should be noticed is the special case of slope orthogonality. In this case in the 
classical method, the calculation of the scalar product between two functions mf  and nf  must 
be replaced by  
m n m n
A
f ,f  w(x,y) [B(x,y) f (x,y)] [B(x,y) f (x,y)]dx dy.  =    (2.11) 
Here w(x,y) is the weighting function, and the integration is performed over the domain. This 
leads to  
0
mm n
D
C for m=n
w(x,y) [B(x,y) f (x,y)] [B(x,y) f (x,y)]dx dy
otherwise

  = 

 , (2.12) 
With mC  being a constant of a given m. In case of an orthonormal set 1=mC  for all m. 
Sorting  
By definition, the functional systems have two ordering indices, describing their radial and 
azimuthal order or variation in x and y respectively. Very often a two-dimensional matrix 
scheme is cumbersome and therefore a one-dimensional vectorial scheme is preferred and 
easier from the viewpoint of the handling. If this mapping of the indices is done, a definition 
of the rule of conversion is necessary. From the optical point of view, it is most beneficial if 
with increasing index value the corresponding order or spatial frequency of the function is 
growing. In this case, the decision of fixing the maximum index make sense and fixes the 
needed largest order of correction. There are different approaches for such a scheme. One is 
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to sort the terms by radial orders and within one order by azimuthal orders, as it is used for 
Zernike polynomials in standard convention [65, 99].  
Another often preferred possibility is to sort the Zernike by the aberration order of the terms. 
This is for example realised in the Zernike Fringe or often called “University of Arizona” 
approach [71, 100]. The aberrational order corresponds hereby to the sum of the polar and 
azimuthal order of the individual terms. The terms are starting with a piston (1st term) and 
2nd order tilt in x and y (2nd and 3rd term) and are then sorted by aberrational order (with the 
cosine term first):  defocus (4th term), primary astigmatism (5th and 6th term), coma (7th and 
8th term) and spherical aberration (9th term) and so on. For the first eight terms of the Fringe 
sorting are hereby identical to the sorting by radial orders. If the series is truncated at square 
numbers for Zernikes in Fringe convention (e.g. 1, 4, 9, 16...) exactly a full higher order is 
included in the description. A similar sorting can be done for the Q-polynomials (here: at 2, 7, 
14,).  For Zernike and Q-polynomials with 9, respectively 7 terms, the primary aberrations of 
4th order wave aberration are covered, with 16 (14) terms the 6th order is included and so on. 
Unfortunately, this rule is not easy to follow in case of Cartesian polynomial sets. As the 
aberrations are represented in the polar description with higher orders, it is not possible to 
represent them by a single term in the Cartesian description, except for astigmatism in 45°. 
Nevertheless with equation 2.2, it can be seen, that for example in case of the Monomials the 
series can be sorted similar for the first terms, starting with piston (1st term), 2nd order tilt in 
x and y (2nd and 3rd term), 4th order quadratic term in x (4th term), astigmatism (5th term), 
quadratic term in y (6th term) and so on. Hereby the quadratic terms (4th and 6th) can be 
combined for the other astigmatism term, or defocus. Moreover, the four 6th order terms can 
be interpreted individually as a combination of trefoil (0° or 30°) and coma (x or y) with 
different weightings. For higher orders, the polynomial terms can be either interpreted as a 
combination of several aberrations (6th, 10th, 14th, … order) or as a part of an individual 
aberration, which needs no be combined with certain terms to be interpreted as the complete 
aberration (4th, 8th, 12th… order). A similar ordering, here for Chebyshev 1st kind, was shown 
in the literature [101] for describing surface forms and figure irregularities. 
Table 2.3 is showing the first 15 terms of Monomials sorted in this way, with the 
corresponding interpretation and order.  
A similar pattern can be seen for other Cartesian description like Chebyshev 1st and 2nd kind, 
as well as Legendre polynomials. For these descriptions, a full order of aberrations is included 
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if the series is truncated at triangular numbers (e.g. 1, 3, 6, 10…).  This means the number of 
terms corresponding to each order is smaller for Cartesian descriptions than for polar ones.  
As it was stated before, the (wave) aberration order is equivalent to the sum of radial and 
azimuthal order for polar descriptions, it can be seen that for Cartesian descriptions the 
(wave) aberration order can be described mathematically by two times the sum of order of x 
and y, due to the link via equation 2.2.  
This sorting by aberration order gives the opportunity to compare polar and Cartesian 
descriptions although they are different. In the following chapters, this classification is 
generally named the polynomial order of each description. Moreover, the sorting, 
interpretation and polynomial order of the first terms for some existing description are given 
in the next section. 
2.3 Descriptions of existing polynomial representations 
In this section, the explicit mathematical terms, as well as the sorting and properties, are 
summarised for the most important sets of polynomials.  The descriptions can be divided into 
Cartesian and polar defined descriptions. For all of the following descriptions, the coordinates 
of the polynomial set are normalised to the maximal dimensions.  
Monomials 
Monomials, as mentioned in the introduction, are a simple Taylor-expansion in x and y with 
no orthogonality at all [98]. The description can be expressed in Cartesian coordinates as 
follows: 
0 1
M,N
m n
basic mn
m,n
z(x,y) z (x,y) a x y    with m,n  ,  M,N.= = +  (2.10) 
Moreover, it can be expressed in polar coordinates with the relation (2.2) as:  
0 1
M,N
m n m n
basic mn
m,n
z(x,y) z (x,y) a r cos ( )si with m,n  n ( ) ,  ,N.  M+ == +    (2.11) 
With a simple transformation, the double-indices (m,n) can be transformed into a single-index 
j, which sorts the polynomials, similar to the Zernike Fringe, by aberrational order (see for 
more information appendix A).  The first terms with the one single index sorting can be seen 
in figure 2.4 and table 2.3. 
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Figure 2.4 First terms in x and y for Monomials. 
 
Table 2.3 First terms of Monomials with the corresponding interpretation and polynomial order  
J m n term interpretation polynomial order 
1 0 0 1  0
th 
2 1 0 x  
2nd 
3 0 1 y  
4 2 0 x2 with j=6: astigmatism 0° or defocus 
4th 5 1 1 xy astigmatism 45° 
6 0 2 y2 with j=4: astigmatism 0° or defocus 
7 3 0 x3 
each term corresponds to trefoil (either 0° or 
30 °)  and coma (x or y) 
6th 
8 2 1 x2y 
9 1 2 xy2 
10 0 3 y3 
11 4 0 x4 
combination of terms corresponds to 
spherical aberration, four sheet (0° and 22,5°) 
and secondary astigmatism 
8th 
12 3 1 x3y 
13 2 2 x2y2 
14 1 3 xy3 
15 0 4 y4 
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Chebyshev 2D 
The Chebyshev 2D polynomials are Cartesian products of the one-dimensional Chebyshev 
polynomials. The resulting set is spatial-orthogonal on a unit square [98].  There are various 
kinds, which are differing in weighting over the aperture. Here the 1st and 2nd kind are further 
discussed. The 1st kind Chebyshev 2D can be expressed as 
0 1
M,N
basic mn m n
m,n
z(x,y) z (x,y) a T (x) T (y with m,n  )     ,  M,N= + = 
 
(2.14) 
The one-dimensional terms mT (x) , respectively n
T (x)  are orthogonal polynomials with 
respect to the weighting function 
2 1 21 −− /( x )  : 
1
2
1
1
0 0
2
1 0−

   
= 
−   = =

mm'm m'
      for m , m'T (x) T (x)
 dx
( x ) for m m'
 
(2.15) 
with the Kronecker delta mm'  and a strong weighting of the outer edge 1=x . 
The polynomial terms can be built by recurrence with the initial terms and the recurrence 
relation for the one-dimensional functions: 
0
1
1 1
1
2+ −
=
=
= −m m m
T (x)
T (x) x
T (x) xT (x) T (x) . 
(2.16) 
Alternatively, they can be calculated explicitly with:  
2
2 2
0
1
1 2
2
  
− −
=
− −
= −
−

m/
k m k m k
m
k
(m k )!
T (x) m ( ) x
(m k)!k! . 
(2.17) 
The first terms of the Chebyshev 1st kind can be seen in figure 2.5. Moreover the mathematical 
expression with the corresponding ordering is shown in table 2.4. 
The 2nd kind Chebyshev polynomials 2D are defined very similar to the 1st kind as 
0 1= + = 
M,N
basic mn m n
m,n
z(x,y) z (x,y) a U (x)U (y)  with m,n ,  M,N.
 
(2.18) 
The one-dimensional terms mU (x)  , respectively nU (x)  are orthogonal polynomials with 
respect to the weighting function 2 1 21 /( x )− , with a strong weighting of the centre 0=x : 
1
2
1
0
1
2−


− = 
=

 m m'
for m m'
U (x) U (x) ( x ) dx
for m m'
 
(2.19) 
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Figure 2.5 First terms of Chebyshev 1st kind with single-index sorting. 
As the weighting is different, the initial terms and recurrence relation for the 2nd kind 
Chebyshev are changed:  
0
1
1 1
1
2
2m m m
U (x)
U (x) x
U (x) xU (x) U (x)+ −
=
=
= − . 
(2.20) 
They can also be calculated explicitly with  
2
2 2
0
1 2
2
  
− −
=
−
= −
−

m/
k m k m k
m
k
(m k)!
U (x) m ( ) x
(m k)!k! . 
(2.21) 
The first terms of the Chebyshev 2nd kind can be seen in figure 2.6. Moreover, the 
mathematical expression with the corresponding ordering is shown in table 2.4. 
         
Figure 2.6 First terms in x and y for Chebyshev 2nd kind with single-index j 
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The double-index (m,n) for both Chebyshev sets can be converted into the single-index j with 
an algorithm introduced for the Monomials (see Appendix A). 
 
Table 2.4 First terms of Chebyshev 1st and 2nd kind with double- and single-index 
j m n 1st kind 2nd kind interpretation 
polynomial 
order 
1 0 0 1 1 piston 0th  
2 1 0 X 2x tilt in x 
2nd  
3 0 1 y 2y tilt in y 
4 2 0 2x2 − 1 4x2 − 1 
with j=6: astigmatism 
0° or defocus 
4th  5 1 1 xy 4xy astigmatism 45° 
6 0 2 2y2 − 1 4y2 − 1 
with j=4: astigmatism 
0° or defocus 
7 3 0 4x3 − 3 8x3 − 4 
each term 
corresponds to trefoil 
(either 0° or 30 °) and 
coma (x or y) 
6th  
8 2 1 (2x2 − 1)y (2x2 − 1)y 
9 1 2 x(2y2 − 1) x(2y2 − 1) 
10 0 3 4y3 − 3𝑥 8y3 − 4𝑥 
11 4 0 8x4 − 8𝑥2 + 1  16x4 − 12𝑥2 + 1  
combination of terms 
corresponds to 
spherical aberration, 
four sheet (0° and 
22,5°) and secondary 
astigmatism 
8th  
12 3 1 (4x3 − 3x)y (8x3 − 4x)y 
13 2 2 (2x2 − 1)(2y2 − 1) (4x2 − 1)(4y2 − 1) 
14 1 3 x(4y3 − 3𝑥) x(8y3 − 4𝑥) 
15 0 4 8y4 − 8𝑦2 + 1 16y4 − 12𝑦2 + 1 
 
Legendre 2D 
The Legendre polynomials are defined similar to the Chebyshev polynomials as Cartesian 
products of one-dimensional functions [98].  
0 1= = +
M,N
basic m,n m n
m,n
z(x,y) z (x,y) a P (x)P (y) with m,n ,  M,N.
 
(2.22) 
The one-dimensional terms mP (x) , respectively nP (x)  are orthogonal polynomials with 
respect to a uniform weighting: 
1
1
2
2 1m m' mm'
P (x) P (x) dx
m
−
= 
+
 
(2.23) 
The initial terms of the one-dimensional functions follow as 
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0
1
1 1
1
1 2 1m m m
P (x)
P (x) x
(m )P (x) ( m )xP (x) mP (x)+ −
=
=
+ = + −
. (2.24) 
The explicit representation for the Legendre polynomials is 
2
2
0
1 2 2
1
22
m/
k m k
m m
k
( m k)!
P (x) ( ) x
(m k)!(m k)!k!
  
−
=
−
= −
− −

 
(2.25) 
In figure 2.7 the first terms for the Legendre 2D can be seen, as well as in table 2.5 with the 
corresponding interpretation and orders. The single-index sorting follows the same rule as 
for the Monomials and Chebyshev polynomials (see appendix A)   
Table 2.5 First terms of Legendre with double- and single- index 
j p q Term interpretation polynomial order 
1 0 0 1 piston 0th 
2 1 0 X tilt in x 
2nd 
3 0 1 y tilt in y 
4 2 0 
3
2
x2 −
1
2
 
with j=6: astigmatism 0° 
or defocus 
4th 5 1 1 xy astigmatism 45° 
6 0 2 
3
2
y2 −
1
2
 
with j=4: astigmatism 0° 
or defocus 
7 3 0 
5
2
x3 −
3
2
x 
each term corresponds to 
trefoil (either 0° or 30 °) 
and coma (x or y) 
6th 
8 2 1 (
3
2
x2 −
1
2
) y 
9 1 2 (
3
2
y2 −
1
2
) x 
10 0 3 
5
2
x3 −
3
2
x 
11 4 0 
35
8
x4 −
30
8
x2 +
3
8
 
combination of terms 
corresponds to spherical 
aberration, four sheet (0° 
and 22,5°) and secondary 
astigmatism 
8th 
12 3 1 (
5
2
x3 −
3
2
x) y 
13 2 2 (
3
2
y2 −
1
2
) (
3
2
x2 −
1
2
) 
14 1 3 (
5
2
y3 −
3
2
y) x 
15 0 4 
35
8
y4 −
30
8
y2 +
3
8
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Figure 2.7 First terms in x and y for the Legendre polynomials 2D 
Zernike  
The Zernike polynomials are a spatial-orthogonal set, which is well known for describing 
wavefront errors and aberrations. There are different definition conventions for Zernike 
polynomials. 
The most common ones are the standard definition [65, 99] and Fringe or “University of 
Arizona” convention [71, 100]. The latter one was specifically introduced for describing 
wavefront errors in optical metrology but is also often used in design.  
The terms are defined in polar coordinates and have a constant weighting function [98]. 
m m
n n
m,n
z(r , ) a Z (r , )   with m,n=0,1...N =   (2.26) 
Both sets defined as a product of a radial part mnR (r)  with an azimuthal part 
m( )   and a 
normalisation factor N(m,n) . In the standard convention the Zernike polynomials are 
normalised to the RMS, whereas the Zernike in Fringe convention are normalised to peak-to-
valley:  
m m m
n nZ (r , ) N(m,n) R (r) ( ) =     (2.27) 
The normalisation factor for the standard Zernike ism 
0
2 1
1 m
(n )
N(m,n)
+
=
+
, 
(2.28) 
whereas in Fringe convention it is  
1N(m,n)=
. (2.29) 
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the radial part for both conventions is 
2
2
0
2
2
0
2 2
2
1
2
1
n |m|
m k n k
n
k
n |m|
k n k
k n m n m
k k
n k
n m
R (r) ( )  rn m
k k
(n k)!
          ( )  r ,
k!
−
−
=
−
−
= − +
− −
− 
−  = − −  −  
 
−
= −
  
  
  


 
(2.30) 
moreover, the azimuthal part 
0
0
1 0
m
sin(m ),   m
( ) cos(m ),   m
,               m
  
 
  =   
 =   ,  
(2.31) 
for the angle  being measured against the x-axis.  
The Zernike polynomials can be developed with the orthogonality over a unit circle [98] 
2 1
0
0 0
1
2 1
m,m m'
n n' m,m' n,n'
( )
Z (r, ) Z (r, ) r dr d , 
(n )
  +
  =  
+ 
 (2.32) 
with −m n  and  −m n  are even and  1 1mnR ( )= . 
As mentioned in the previous section, different single indexing schemes for Zernike 
polynomials exist. The definition of the terms and the sorting is not necessarily connected. 
Nevertheless, the standard definition is often used with the double-index or a single-index 
sorting by radial orders, whereas the Fringe definition is mainly used with the single-index 
sorting by aberration order, as introduced in section 2.2.   
 
Figure 2.8 First terms of Zernike Fringe polynomials convention with single-index by aberration order 
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In figure 2.8 the terms are shown graphically. Additionally, in table 2.6 the first 16 terms of 
the Fringe convention with the interpretation and polynomial order of each are summarised.  
Table 2.6 First terms of Zernike in Fringe indexing with interpretation and polynomial order 
j m n term interpretation 
polynomial 
order 
1 0 0 1   piston 0th 
2 1 1 r cos( )   tilt in x 
2nd 3 -1 1 r sin( )  tilt in y 
4 0 2 22 1r −   defocus 
5 2 2 
2 2r cos( )   astigmatism 0° 
4th 
 
6 -2 2 
2 2r sin( )  astigmatism 45° 
7 1 3 
33 2( r r) cos( )−    coma x 
8 -1 3 
33 2( r r) sin( )−   coma y 
9 0 4 4 26 6 1r r− +  spherical aberration 
10 3 3 
3 3r cos( )   trefoil 0° 
6th 
11 -3 3 
3 3r sin( )  trefoil 30° 
12 2 4 
4 24 3 2( r r ) cos( )−    secondary astigmatism 0° 
13 -2 4 
4 24 3 2( r r ) sin( )−   secondary astigmatism 45° 
14 1 5 
5 310 12 3( r r r) cos( )− +    secondary coma x 
15 -1 5 
5 310 12 3( r r r) sin( )− +   secondary coma y 
16 0 6 6 4 220 30 12 1r r r− + −  secondary spherical aberration 
Q-polynomials 
The Q-polynomials developed by Forbes are based on his “mild-asphere” approach [4, 59]. 
The gradient-orthogonal description, defined for circular boundaries, incorporates the 
concept of the “best-fit” basic shape, an individual boundary function for the aspheric terms 
and freeform terms, as well as the projection factor and a weighting function, which 
emphasise the centre and the boundary of the domain.  
The mild-asphere set (m=0) is restricted at the centre and the outer area by the boundary 
function to achieve the “best-fit” basic shape where the surface sag is only defined by the basic 
shape in these two points. The further development of the freeform set (m>0), called Q-
polynomials, is only restricted at the centre of the domain. Therefore, the surface sag at the 
centre of the freeform is still only defined by the basic shape, but the boundary incorporates 
freeform contributions. The goal of this specific boundary function, the projection factor and 
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the weighting is the limitation of the slopes, specifically on the boundary, to generate a 
manufacturing-friendly surface.  
The complete surface description is hereby 
( ) ( )
( ) ( )
2 2 0 0 2
2 2
0
2
2 2
1 0
1
1
1
1
1
0 1
(bestfitsphere)
basic Mild Asphere Q Polynomials
(bestfitsphere)
basic n n
n
m m m m
n n n
m n
z(r, ) z z (r) z (r , )
z r r a Q r  
c r
r a cos(m ) b sin(m
ith m,  n ,  M,N
) Q r
c r
w
− −
=
= =
 = + + 
 
= +   −  
 −
 
 +   +    
 −
= 

 
 
(2.37) 
The trigonometric functions in (2.37) are automatically orthogonal for different azimuthal 
orders, shown in (2.33).  The radial part with the boundary function follows the orthogonality 
condition:  
1
2
0 01
− −
 =
  = 
− 

n n'
Q Polynomials Q Polynomials
   n n'      dr
[z (r)] [z (r)]
    otherwiser
 (2.38) 
The Q-polynomials  2mnQ (r )   were specifically designed to be orthogonal in gradient, the mean 
square gradient of the normal departure from the best-fit basic shape can then be expressed 
as the sum of the squares of the coefficients in the departure: 
( ) ( )
2 2 2
2
2
2
01 0m mn n n
m,
n
n
d nd
nd(
r
r , ) a b  with b
r
   
 = + =  
   
  + =
  

 
(2.39) 
 
Figure 2.9 First terms of Q-polynomials with boundary function in single-index sorting 
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The normal departure nd  (shown Figure 2.2) is hereby given by the deformation terms 
without the projection factor 
( ) ( ) ( )2 2 0 0 2 2 2
0 0
1
= =
 =  −   n
m m
n n n n
m
d
n n,
r , ) r r a Q r  +r a Q r(  (2.40) 
As discussed in the previous section the Q-polynomials can be sorted like the Zernike 
polynomials by order of aberration. Since the aspheric-part of the polynomial set (m=0) starts 
with the 4th order, due to the boundary function, the terms for piston and defocus are missing. 
Therefore, a full order is completed with quadratic number minus 2 (e.g. 2, 7, 14…).   
In figure 2.9 the terms are shown graphically. Additionally, in table 2.7 the first 14 terms of 
the single index sorting with the interpretation and polynomial order of each are summarised 
Table 2.7 First terms of Q-polynomials with boundary function with double- and single-index 
j m n coefficient term interpretation polynomial order 
1 1 0 
1
0a  
r cos( )   tilt in x 
2nd  
2 1 0 
1
0b  
r sin( )  tilt in y 
3 2 0 
2
0a  
21 2
2
r  cos( )
  
astigmatism 0° 
4th  
4 2 0 
2
0b  
21 2
2
r  sin( )
 
astigmatism 45° 
5 1 1 
1
1a  
34 4
14
( r r )
cos( )
−

 
coma x 
6 1 1 
1
1b  
34 4
14
( r r )
sin( )
−

 
coma y 
7 0 0 
0
0a  
2 21r ( r )−   
spherical 
aberration 
8 3 0 
3
0a  
34 3
3 6
r cos( )
 
trefoil 0° 
6th  
9 3 0 
3
0b  
34 3
3 6
r sin( )
 
trefoil 30° 
10 2 1 
2
1a  
2
29 8 2
38
( r )
 r cos( )
−

 
secondary 
astigmatism 0° 
11 2 1 
2
1b  
2
29 8 2
38
( r )
 r sin( )
−

 
secondary 
astigmatism 45° 
12 1 2 
1
2a  
2 450 176 112
1610
( )
sin( )
− +

r r
r
 
secondary coma x 
13 1 2 
1
2b  
2 450 176 112
1610
( r r )
rcos( )
− +

 
secondary coma y 
14 0 1 
0
1a  
2
2 2(13 16r ) r (1 r )
19
−
−
 
secondary 
spherical 
aberration 
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Chapter 3 Development of freeform descriptions 
In the previous chapter, a selection of six of the most promising descriptions for freeform 
surfaces and the general approach behind were introduced.  
It was shown, that with the extension of the basic shape to a biconic, it is possible to correct 
for primary astigmatism and spherical aberration in some cases. Moreover, it could be seen 
that the Zernike Fringe and Q-polynomial offer the easy access to the aberrations, whereas 
the latter ones, also incorporate manufacturing and tolerancing friendly restrictions, as 
desired for a freeform surfaces description (see section 1.7).  
With the development of two polynomial sets – called A-polynomials, these aspects are 
combined in each of the descriptions in the following way:  
• biconic basic shape for better astigmatism correction 
• projection-factor for an easier access to tolerancing 
• a gradient-orthogonal polynomial set for a faster convergence 
• Zernike-polynomials as the basis function for an easier access to the aberrations 
• developed on a square domain for better accordance with non-circular shaped 
domains 
The two new sets differ only in their weighting over the aperture and boundary function.  
In the first section, the necessary adaption of the projection factor for an extended basic shape 
is shown. Moreover, in section 3.2 the development of the A-polynomials 1st and 2nd kind is 
shown and the representations are introduced. The chapter closes with an overview over the 
most important properties of the previously in chapter 2 presented six descriptions together 
with the two new descriptions, sorted by Cartesian and polar descriptions and short guideline 
of conversion between the different description.  
3.1 Extension of the basic shape 
In section 2.1 the general way of describing a biconic was introduced as (equation 2.7) 
 
2 2
x y(biconic)
basic 2 2 2 2 1/2
x x y y
c x c y
z (x, y)
1 [1 (1 )c x (1 )c y ]
+
=
+ − + − + 
. (3.1) 
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With the projection factor defined as (equation 2.8): 
 
1
1/222
basic basic
P(x, y) cos( )
d(z(x, y) ) d(z(x, y) )
           1
dx dy
 −
−
=
   
= + +   
     , 
(3.2) 
It follows for the projection factor of a surface with a biconical basic shape:  
 
2
2 2
x x x x x y2 2 2 2 2
x x x y y2 2 2 2
x x y y
2 2 2 2
x x y y
2 2
y y y y x y2 2
y x2 2 2 2
x x y y
1
P(x, y)
c (1 )c (1 )(c x c y )
c x 2( 1 c (1 ) x c (1 ) y 1)
1 c (1 ) x c (1 ) y
1
( 1 c (1 ) x c (1 ) y 1)
c (1 )c (1 )(c x c y )
c y 2( 1 c
1 c (1 ) x c (1 ) y
=
 + + +
 + − + − + +
 − + − + +
− + − + +
+ + +
+ −
− + − +
+
 
 
 
 
 
 
2
2 2 2
x y y
2 2 2 2
x x y y
(1 ) x c (1 ) y 1)
( 1 c (1 ) x c (1 ) y 1)
 
 
 
 
 
 
 
  
 + − + + 
   
 
 − + − + + 
 
 
 
(3.3) 
In the following all descriptions using the projection factor and biconic basic shape, like Q- and 
A-polynomials 1st and 2nd kind are calculated by this scheme.  
3.2 A-polynomials  
The A-polynomials are a new set, specifically developed for rectangular domains [102]. The 
surface description is based on the approach by Forbes [4], combining a projection factor and 
a gradient-orthogonal set for better access to manufacturing and tolerancing. Additionally, the 
basic shape was extended to a biconic, to include lower order astigmatism. Due to the 
adjustment to a rectangular domain and a biconic basic shape, a “best-fit-shape” is no longer 
meaningful.  
In general, the A-polynomials are described by: 
(biconic)
basic j j
jBiconic
B(x, y)
z(x, y) z a A (x, y) w
P
ith j 0,  1 J
(x, y)
,== +   
(3.4) 
Previous polynomial sets for rectangular domains, like Monomials or Chebyshev polynomials 
or the Q-Legendre [60] base on Cartesian products of one-dimensional functions depending 
on x and y. As discussed earlier, these descriptions have some drawbacks for design. 
Therefore, the approach of Bray [58] with the Zernike Fringe set was used. The polar 
description, defined on a unit circle, was hereby converted to a Cartesian grid and the original 
domain is circumscribed by the definition area of the new set, a unit square. The Zernikes will 
Chapter 3 39 
 
be extrapolated to the corners of the unit square.  
The two sets of A-polynomials were developed with the following parameter: 
For the 1st kind, with no restrictions for the boundary  
1 1A stB (x,y)− =  (3.5) 
and a uniform weighting 
1 1A stw (x,y)− = ,  (3.6) 
 as well as for the 2nd kind, with restricting the centre with the boundary function  
2 2
2A ndB (x,y) (x y )− = + , (3.7) 
 And emphasising the boundary with the weighting function: 
2
1
1 1A nd [ x²][ y²]
w (x,y)−
− −
= . (3.8) 
Both polynomial sets were developed with the Gram-Schmidt process and the modified 
relation to ensure slope orthogonality (see section 2.2 for more details): 
1 1
1 1
1 1
1 1
m n
m n
w(x,y) [B(x,y) f (x,y)] [B(x,y) f (x,y)]dx dy
f ,f  
w(x,y)dx dy
− −
− −
 
  =
 
 
 (3.9) 
with = x r cos( ) and = y r sin( ).  
The functions mf and nf are hereby the basis functions of the Zernike Fringe set in Cartesian 
coordinates.  
For the A-polynomials of the 1st kind equation 3.2 turns into: 
1 1m n m n
A 1st A 1st A 1st A 1st1 1
f ,f  [f (x,y)] [f (x,y)]dx dy− − − −
− −
  =     (3.10) 
In contrast, the 2nd kind A-polynomials are developed with:  
m n
A 2nd A 2nd
1 1 m n
A 2nd A 2nd1 1
1 1
1 1
f ,f  
1
[(x ² y²) f (x,y)] [(x ² y²) f (x,y)]dx dy
1 x² 1 y²
1
)dx dy
1 x² 1 y²
− −
− −
− −
− −
 
 +  +
− −
=
− −
 
 
 (3.11) 
.  
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Figure 3.1 First terms of A-polynomials 1st kind 
The resulting A-polynomials kept the main structure of the Zernike-Fringe set, as well as the 
polar character. Moreover, the order and sorting of the A-polynomials 1st kind is equivalent to 
the Zernike Fringe set, as seen in figure 3.1. The similarities can also be seen in table 3.1, with 
the first 16 terms of the A-polynomials 1st kind in polar expression. For the first nine terms, 
the terms are corresponding to the individual aberrations, whereas for the 6th order terms a 
smaller contribution by a 4th order aberration is added, due to the orthogonalisation process.   
The single-index of the A-polynomials 1st kind corresponds to the single-index of the Zernike 
Fringe sorting 
 
Figure 3.2 First terms of A-polynomials 2nd kind with boundary function 
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For the A-polynomials 2nd kind the sorting and order of the polynomial set itself is following 
the structure of the 1st kind, but with the boundary function (equation 3.7), each term is 
multiplied by 2 2 2(x y ) r+ = , which results first into a one-order higher contribution (starting 
with 2nd instead of 0th order) and a different interpretation of terms compared to the A-
polynomials 1st kind. Moreover the function system involving the boundary function is not 
complete anymore.  In table 3.2 the first 16 terms for the first eight orders, starting with the 
2nd order defocus term, are shown. It can be directly seen, that the two primary astigmatism 
terms are missing. It is also not present as a lower order contribution for higher order terms. 
Therefore, an extension of the basic shape was necessary, so the whole primary astigmatism 
correction can be done by the biconic.  
The advantages of initially using Zernikes, like the direct link to the aberrations are still given, 
specifically for the 1st kind A-polynomials, but now defined on a unit square with the 
possibility of direct tolerancing. The similarities between the 1st kind A-polynomials and 
Zernike Fringe can be specifically seen in the centre region of the surface. For the outer 
boundary, the A 1st kind appear as Zernike stretched into the corner.   
Due to the use of a projection factor, the direct conversion of A-polynomials into a polynomial 
is no longer possible. Nevertheless, in-between the As and Qs a direct conversion can be done. 
For the other descriptions, an approximation via fitting is necessary.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
42 Development of freeform descriptions 
 
Table 3.1 First terms of the A-polynomials 1st kind with the corresponding interpretation and polynomial 
order in polar coordinates 
j Term interpretation 
polynomial 
order 
1 1  piston 0th  
2 
1
r cos( )
2

 
tilt in x 
2nd  3 
1
r sin( )
2

 
tilt in y 
4 2
3
(2r 1)
128
−
 
defocus 
5 2
3
r cos(2 )
128

 
astigmatism 0° 
4th  
 
6 2
3
r sin(2 )
32

 
astigmatism 
45° 
7 2
1
(3r 4)r cos( )
48
− 
 
coma x 
8 2
1
(3r 4)r sin( )
48
− 
 
coma y 
9 4 2
651
(15r 28 r 9)
992
− +
 
spherical 
aberration 
10 3 3
2
(5r cos(3 ) (3r 4r)cos( ))
32
 + − 
 
trefoil 0° +  
coma x 
6th  
11 3 3
2
(5r sin(3 ) (3r 4r)sin( ))
32
 − − 
 
trefoil 30° + 
coma y 
12 4 2
14
(5r cos(2 ) 6r cos(2 ))
32
 − 
 
secondary 
astigmatism 0° 
13 4 2
399
(5r sin(2 ) 8r sin(2 ))
304
 − 
 
secondary 
astigmatism 
45° 
14 5 3 3
1077
((315r 690r 332r)cos( ) 30r cos(3 ))
17232
− +  + 
 
secondary 
coma x + trefoil 
0° 
15 5 3 3
1077
((315r 690r 332r)sin( ) 30r cos(3 ))
17232
− +  − 
 
secondary 
coma y + trefoil 
30° 
16 6 4 2
2046
(4340r 12600r 10128 r 1949)
372992
− + +
 
secondary 
spherical 
aberration 
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Table 3.2 First terms of the A-polynomials 2nd kind including boundary function with the corresponding 
interpretation and polynomial order in polar coordinates 
j Term 
interpretatio
n 
polynomial 
order 
1 
21 r
2   
defocus 2nd  
2 
32 r cos( )
5

  
coma x 
4th  
 
3 
32 r sin( )
5

  
coma y 
4 
2 21 r (2r 5)
2 3
−

 spherical 
aberration 
5 
41 r cos(2 )
10

  
secondary 
astigmatism 0° 
6th  
 
6 
41 r sin(2 )
5

  
secondary 
astigmatism 
45° 
7 
5 38 (25r 56r )cos( )
5 4749
− 
  
secondary 
coma x 
8 
5 38 (25r 56r )sin( )
5 4749
− 
  
secondary 
coma y 
9 6 4 2
105
(16r 58r 61r )
210
− +
  
secondary 
spherical 
aberration 
10 
5 5 34(1583r cos(3 ) (3415r 5750r )cos( ))
885167693
 + − 
  
secondary 
coma x +  
secondary 
trefoil 0° 
8th  
11 
5 5 34(1583r sin(3 ) (3415r 5750r )sin( ))
885167693
 − − 
  
secondary 
coma y + 
secondary  
trefoil 30° 
12 6 4
790
(80r 127r )cos(2 )
2370
− 
  
higher order 
astigmatism 0° 
13 
6 4(400r 929r )sin(2 )
15 4951
− 
  
higher order 
astigmatism 
45° 
14 
7 5 3
5
(26840208r 95655952r 89595533r )cos( )
3277113215902131
55056r cos(3 )
3277113215902131
− + 


+
  
higher order 
coma x + 
secondary 
trefoil 0° 
15 
7 5 3
5
(26840208r 95655952r 89595533r )sin( )
3277113215902131
55056r sin(3 )
3277113215902131
− + 


−
  
higher order 
coma y + 
secondary 
trefoil 30° 
16 
8 6 4 4(560r 2544r 3822r 2139r )
2 55195
− + −
  
higher order 
spherical 
aberration 
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3.3 Overview of surface descriptions 
In table 3.3 and 3.4 the most important properties like domain, orthogonality, boundary and 
weighting function, as well as the first times are compared for each description sorted by the 
defining grid.  
Table 3.3 Cartesian defined freeform surface representations   
surface representation Domain orthogonality boundary function 
weight 
function 
 
Monomials 
arbitrary none none none 
 
Chebyshev 1st kind (2D) 
unit square spatial 1 
1
[1 ²][1 ²]x y− −
 
 
Chebyshev 2nd kind (2D) 
unit square spatial 1 [1 ²][1 ²]x y− −
 
 
Legendre 2D 
unit square spatial 1 1 
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Table 3.4 Polar defined freeform surface representations 
surface representation domain orthogonality boundary function 
weight 
function 
 
Zernike Fringe 
unit circle spatial 1 1 
 
Q-polynomials 
unit circle gradient 
2(1 r ) r ²−   
rot. sym. terms 
 
 r ²  
 freeform terms 
1
r 1 r ²−
 
 
A-polynomials 1st kind 
unit square gradient 1 1 
 
A-polynomials 2nd kind 
unit square gradient 
2 2( )+x y
 
1
[1 ²][1 ²]x y− −
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Conversion between different descriptions 
The description introduced in the previous section are except for the Q- and A-polynomials 
simple polynomial expressions, which allow for direct conversion into each other, as it can be 
seen in table 3.5. Hereby each term of the representation A will be converted into a sum of 
terms of description B. For the Q-and A-polynomials the projection factor prevents a direct 
conversion, only in case of a plane basic shape, which results in a projection factor of 1, the 
deformation terms of the Q- and A-polynomials are directly convertible with the other 
descriptions, otherwise an approximation via a fitting procedure is necessary.  
Table 3.5 Conversion options for the different descriptions 
 Monomials 
Chebyshev 
1st 
Chebyshev 
2nd 
Legendre Zernike Q A 1st A 2nd 
Monomials 
direct conversion 
approximation 
necessary 
Chebyshev 
1st 
Chebyshev 
2nd 
Legendre 
Zernike 
Q 
approximation necessary direct conversion A 1st 
A 2nd 
A conversion of a polynomial set with single-index from description A to description B follows 
hereby the algorithm:  
1. Conversion of the single-index convention to the double-index convention for the 
polynomial terms 
2. Multiplication with conversion matrix to Monomials 
3. Multiplication with conversion Matrix from Monomials to description B 
4. Conversion to the single-index convention of description B  
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Chapter 4 Evaluation of freeform descriptions 
In chapter 2 and 3 some opportunities how freeform surfaces can be described from the 
mathematical point of view were introduced. Based on these possibilities, the next question 
of an optical designer would be, how to select the surface type optimal for an efficient 
optimisation process with a comfortable result. In this chapter, the results of an assessment 
of the previously introduced description from the design application viewpoint are presented. 
The issues of the surface representation in the design phase are restricted without 
considering questions of sensitivity, tolerancing and manufacturing. Therefore, the results are 
collected in the form of a benchmark, which compares different freeform surface descriptions 
for optical systems for various applications with different properties. To limit the complexity 
and make the results easier for interpretation, here only a small number of four sample 
systems is selected. Due to the complexity of the problem, all examples are restricted to the 
use of only one freeform surface. The setups are selected to be practical relevant with diverse 
types of symmetry, including refractive, reflective and catadioptric systems. The benchmark 
method and systems are presented in section 4.1. 
From the viewpoint of practical work and efficiency, there are several criteria for the selection 
of special surface representation. The surface representation should allow for a fast ray trace, 
the parametrisation should be flexible with a small number of parameters, and the 
optimisation of the parameters should be robust and converge quickly with a good result in 
the design process. Therefore, the evaluation of the benchmark is mainly focusing on the 
following aspects: 
• Impact of the basic shape (section 4.2) 
• Convergence over the orders and final performance for the different polynomial types 
(section 4.3) 
• Impact of orthogonality on convergence (section 4.4.) 
• Convergence behaviour of other algorithms (section 4.5) 
Finally, conclusions for the choice of freeform descriptions are given (section 4.6). 
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4.1 Benchmark method and systems 
The goal of this investigation is to evaluate the criteria for choosing an appropriate 
representation for a given task with a freeform system. Therefore, each of the chosen 
representations is used to optimise the benchmark systems over several polynomial orders 
and the performance is evaluated [103].  
 
 
Figure 4.1 Benchmark process 
Benchmark method 
To investigate the convergence of the polynomial order and specific contribution by each 
order, the optimisation proceeds stepwise. Starting with the initial system (figure 4.1), setting 
the basic shape and additional system variables (see table 4.3), the parameter of the 
deformation terms of the freeform surface were increased order by order (beginning with the 
4th) and re-optimized each time with 300 cycles of DLS up to the 14th polynomial order. The 
used surface parameters are limited to those who contribute to the symmetry of the system. 
Moreover, the lower order terms, like tilts and offset, as well as defocus, are not used for the 
correction. 
The optimisation algorithm used for the investigation of the impact of the basic shape and 
convergence in section 4.2 to 4.4 is a local damped least square-provided by 
Zemax/OpticStudio™. Additionally, in section 4.5 for the comparison of the optimisation 
algorithms, the equivalent local algorithms of DLS (with/without Step) by CODE V™ and DLS 
by OSLO™ are used. An overview of the used settings and definitions can be found in table 4.1. 
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The main criteria for all systems were the  default root-mean-square of the spots radius/size 
for all field points. In CODE V™ this is called transverse ray aberration. The sampling grid was 
polar with 15 rings and 8 arms. In case of OSLO, the number criteria for the merit function is 
limited. Therefore, the rings had to be reduced to 14, due to the larger number of defined field 
points (12). The later evaluated RMS values were calculated with respect to the centroid of 
the spots. 
Table 4.1 Overview over the used settings and the different definition for the optical design software. 
 Zemax /OpticStudio CODE V OSLO 
local 
optimisation 
algorithms 
DLS 
DLS 
optional with Step 
DLS 
merit function 
criteria 
RMS spot radius transverse ray aberration RMS spot size 
sampling grid 
polar 
15 rings, 8 arms 
polar 
15 rings, 8 arms 
polar 
14 rings, 8 arms 
For the benchmark, the descriptions discussed in chapter 2 were chosen, as well as the newly 
developed A-polynomials 1st and 2nd kind from chapter 3. Table 4.2 shows the investigated 
descriptions: Cartesian (blue) and Polar (red) with their corresponding orthogonality and 
definition domain. The descriptions were chosen to evaluate the performance, namely the 
merit function, as well as the corresponding RMS spot sizes and surface sag contributions by 
the basic shape, deformation terms and the total surface. They were selected to represent the 
different properties like orthogonality, domain or defining grid. Moreover, to investigate the 
influence of a different weighting over the domain, the Chebyshev 1st kind, 2nd kind and 
Legendre (each in 2D) were chosen for the spatial-orthogonal description defined on a unit 
square. With the Monomials, they represent the descriptions of Cartesian definition. The 
Zernike and Q-polynomials, as well as A-polynomials 1st and 2nd kind, are polar defined 
descriptions, varying in the defining domain and orthogonality.  
In literature, mostly only spherical or conical basic shapes are used. For the investigations of 
the basic shape additionally, biconical basic shapes were evaluated for their benefit in the 
design. For all further investigations only biconic was used. In case of Q-polynomials, the 
projection factor for biconic basic shape must be adapted (see section 3.1) to enhance its 
functionality.  
Since our investigations have shown no significant impact of the projection factor on the 
performance of these systems, this was not addressed here. In case of systems with a stronger 
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inclination of the rays at the boundary, this aspect might be of importance. 
All descriptions used in the benchmark were implemented as a User-defined-surface Dynamic 
Link Library (DLL). 
Table 4.2 Investigated representations 
                           domain 
 
 
orthogonality 
(unit) circle (unit) square 
none Monomials 
spatial Zernike Fringe 
Chebyshev 2D 1st kind 
Chebyshev 2D 2nd kind 
Legendre 2D 
gradient Q-polynomials 
A-polynomials 1st kind 
A-polynomials 2nd  kind 
 
Benchmark Systems 
For the benchmark, four systems with different symmetry representing typical refractive, 
reflective and catadioptric applications of freeform surfaces are investigated (figure 4.2): 
A symmetry-free Yolo-type two mirror telescope, a plane-symmetric folded three-mirror-
anastigmat (TMA), a plane-symmetric head-mounted display (HMD) in a recently suggested 
folded setup and a double-plane-symmetric anamorphic system with a straight optical axis.  
 
Figure 4.2 Layouts of investigated systems:  a.) Yolo-telescope, b.) TMA, c.) HMD, d.) anamorphic system 
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All systems are imaging setups and should be corrected for an improved resolution by one 
freeform. Due to simplification and comparability with the original design, the correction of 
distortion was not considered. For all examples, the effective focal length (EFFL) is kept 
constant during re-optimisation. For simplification, only one wavelength is considered. The 
norm radius respectively norm width was adapted to the semi-diameter plus a small offset of 
2 mm after each cycle to make sure the domain of the surface description and the optical 
region of interest are equivalent. The basic data for the initial systems, shown in figure 4.2, are 
collected in table 4.3. 
The Yolo-telescope (figure 4.2a) is based on two tilted mirrors (the first one bending in y and 
the second one in x, both by 30°), which leads to a symmetry-free system with a small field of 
view (1.5°  x 1.5°) and F-number of 1.9 (table 4.3). The first mirror is hereby the freeform and 
the second a conic. The footprint on the freeform surface is almost entirely circular with all 
nine fields. The main criterion for the performance is the averaged resolution over each field 
(RMS spot). In addition to the surface parameters of the freeform, the radius and conic of the 
second surface, as well as the final distance and the tilt of the image plane, are used as 
optimisation variables. The system suffers on axis and in the field mainly from astigmatism in 
0° (-6.492, respectively -3.077 to -10.114 λ), larger coma in x (-10.668 λ, respectively -8.852 
to -12.389 λ) and smaller coma in y (-4.139, respectively -2.472 to -5.820 λ). Moreover, for the 
outer field points, there are additional contributions by astigmatism 45° (1.808 to -4.542 λ), 
as seen in the summary of the wavefront data for the on-axis and outer field points in table 
4.3. 
The folded TMA is a reflective plane-symmetric system (figure 4.2b). The first and second 
mirror is spherical and the third one a freeform. With a small F-number of 2.14 and field of 
view (table 4.3) the separation of the field bundles is very poor, seen on the nearly circular 
footprint of the freeform for the three fields. The criteria for optimisation are the resolution 
(RMS spot) with a small contribution by effective focal length, as well as restrictions for the 
obscuration. The radii of the first two mirrors plus the final distance are additional variables 
for the optimisation. The system needs to be correct simultaneously for large astigmatism 0° 
(-209.254, respectively -119.255 λ) and coma y (44.101, respectively 36.202 λ) on axis and in 
the outer field (see table 4.3). The non-existing contributions by astigmatism 45° and coma in 
x results from the 0° field in x-direction.  
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 The folded head-mounted-device (figure 4.2c) based on the recently published design by 
Chen [104] is slightly simplified for the benchmark. The plane-symmetric catadioptric system 
was modified to have a spherical refractive entrance (1st) and exit (4th) surface and a plane 
mirror as a second surface. The third surface is freeform, which is used in reflection. The 
system has a large field of view (50° x 30°), with the field points only defined for the positive 
x-direction, due to symmetry and a large F-number of 10.89 (table 4.3). The good separation 
of the field bundles can be seen in the rectangularly shaped footprint of the twelve fields1 on 
the freeform surface. The optimisation criteria are like the TMA, namely the resolution (RMS 
spot) with obscuration restrictions. For the optimisation, only the radii of the front and rear 
surface are additional variables. Moreover, the final distance was not used as a parameter to 
avoid unphysical solutions during the optimisation. Nevertheless, initial tests have shown, 
that the fixing of the final distance is of no significant impact on the performance of the 
different descriptions. For comparability with the original design, distortion was not 
considered in the merit function. This simplification may distort the final results slightly. The 
system suffers on-axis only from a small contribution of astigmatism 0° (-1.539 λ), which is 
for the outer field points of higher value (2.493 to 6.718 λ). Moreover, in the field the 
wavefront contains large astigmatism in 45 ° (-9.741 to 27.094 λ) and for the positive y field 
also smaller coma in x and y (2.490 and 2.240 λ).  
The anamorphic system (figure 4.2d) is a double-plane-symmetric refractive freeform system 
based on a patent by Wartmann [105], which is simplified for the benchmark. The first nine 
surfaces are spherical, except the second and the fourth, which are cylinders. The last surface 
in front of the image plane is the freeform. The system has a medium field of view and F-
number (0° x 3°), only in y-direction. The imperfect separation of the field bundles is again 
seen on the footprint of the last surface. The optimisation criteria are like the Yolo-telescope, 
namely the resolution (RMS spot). The radii of the 9 non-freeform-surfaces, as well as the final 
distance, are additional variables for the optimization. The system mainly needs to be 
corrected for astigmatism 45° (9.175 λ) and smaller part of spherical aberration (2.975 λ) on 
axis. For the field, the wavefront contains mainly large astigmatism 0° (-13.713 λ) and small 
contributions by astigmatism in 45°, coma in x and y (2.248 to -4.529 λ). 
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Table 4.3 System data of initial benchmark-systems with a spherical basic shape for the freeform 
surface: Yolo-telescope, three-mirror-anastigmat, head-mounted-display and an anamorphic System  
[EPD: entrance pupil diameter] 
 Yolo-telescope 
Three-mirror-
anastigmat 
Head-mounted 
display 
Anamorphic system 
symmetry - plane plane double-plane 
specification: 
EPD 
FOV 
field points 
F-number 
wavelength 
stop position 
 
21 mm 
1.5° x 1.5° 
9 
1.9 
0.55 µm 
surface 1 
 
28 mm 
0° x 3° 
3 
2.14 
0.66µm 
surface 2 
 
4 mm 
50° x 30° 
12 
10.89 
0.5775 µm 
In front of system 
 
7.49 mm 
12° x 25° 
5 
4.0 
0.587 mm 
surface 9 
optimization 
criteria 
RMS spot+ EFFL 
RMS spot + EFFL+ 
restrictions for obscuration 
RMS spot + EFFL 
surfaces 
1:    freeform 
2:    conic 
1 & 2:   sphere 
3:          freeform 
1 & 4:    sphere 
2:            plane 
3:            freeform 
1, 3, 5 -9:   sphere 
2 & 4:        cylinder 
10:               freeform 
footprint 
freeform 
surface 
    
additional 
variables 
radius and conic 
surface 2, 
tilt x & y image 
plane 
final distance 
radii of surface 
1 & 2, 
final distance 
radii of surface 
1 & 4 
radii of surface 
1 to 9, 
final distance 
wavefront data of the initial system (spherical basic shape) in  [λ]: 
on axis     
Z5/Z6 -6.492/0.672 -209.254/0.000 -1.539/0.000 9.175/0.000 
Z7/Z8 -10.668/-4.139 0.000/44.101 0.000/0.715 0.000/0.000 
Z9 -0.032 1.269 0.001 2.975 
field 1  
Z5/Z6 -9.009/2.568 -119.255/0.000 2.493/27.094 -13.713/-3.751 
Z7/Z8 -12.836/-5.760 0.000/36.202 2.490/2.240 -4.529/2.248 
Z9 0.055 0.980 0.163 -1.705 
field 2  
Z5/Z6 -3.077/1.808 - 6.718/-9.741 - 
Z7/Z8 -12.389/-2.528 - 1.052/-0.377 - 
Z9 0.075 - 0.037 - 
field 3  
Z5/Z6 -10.114/-2.509 - - - 
Z7/Z8 -8.852/-5.820 - - - 
Z9 -0.108 - - - 
field 4  
Z5/Z6 -4.191/-4.542 - - - 
Z7/Z8 -8.848/-2.472 - - - 
Z9 -0.087 - - - 
  
54 Evaluation of freeform descriptions 
 
4.2 Impact of the basic shape 
To evaluate the impact of the chosen basic shape to the performance of the description, for 
each system and description a spherical, conical and biconical basic shape was used and the 
performance over the orders was compared. Exemplarily shown here are the final results for 
each order for Chebyshev 1st kind, as a Cartesian description, Zernike polynomials, as a polar 
description and the newly developed A-polynomials 1st kind.  
c.)
0.001
0.01
0.1
order polynomial set
10864 12 14basic 
shape
0.001
0.01
0.1
0.001
0.01
0.1
b.)
a.)
performance (logarithmic scale)
A-polynomials 1st sphere
A-polynomials 1st conic
A-polynomials 1st biconic
Zernike sphere
Zernike conic
Zernike biconic
Chebyshev 1st sphere
Chebyshev 1st conic
Chebyshev 1st biconic
final  
Figure 4.3 Performance for different basic shapes for Yolo-telescope: a.) Chebyshev 1st kind, b.) Zernike 
polynomials, c.) A-polynomials 1st kind 
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Yolo-telescope 
It can be seen, that the descriptions have different ability to show the effect of the biconic. In 
case of the Chebyshev 1st kind (figure 4.3a) a variation of the performance can only be 
identified for the 6th order. For higher orders, the basic shape has no influence on the 
performance, which means the polynomial terms can completely cover the correction by the 
biconic in case of a basic shape of less complexity like sphere or conic. 
For the Zernike polynomials (figure 4.3b) the impact is different. The conic and spherical basic 
shape has almost the same performance for all orders, which indicates that the polynomial 
terms can compensate to a certain extend (except for very high orders) the effect of the conic 
with respect to a sphere. Nevertheless, the effect of the biconic basic shape compared to the 
other two cannot be covered by the deformation terms.  Therefore, this performance is almost 
better by a factor of two. 
For A-polynomials 1st kind (figure 4.3c) the conical and biconical basic shape have equivalent 
performance, so the difference in basic shape can be fully compensated by the polynomials. 
Nevertheless, for spherical basic shape, the polynomial set is not able to cover the effect of the 
basic shape, which results in two times worse final. 
It can be seen, that the final result in case of a sphere and a conic for Zernike, respectively 
sphere for A-polynomial 1st kind, can be reached already by the biconic shape with up to only 
6th, respectively 8th order polynomial terms. 
Three-mirror-anastigmat 
In contrary to the Yolo –telescope, the Chebyshev 1st kind (figure 4.4a) can only compensate 
the conic complexity, but not the biconic. The final result here is more than a factor of 2 better 
than for the other basic shapes. Alternatively, the final result of the spherical and conical basic 
shape is similar to the performance of a biconic shape after the 6th polynomial order. In case 
of Zernike (figure 4.4b) and A-polynomials (figure 4.4c), the effect is almost the same. Both 
descriptions have huge differences for lower orders for a sphere, a conic and a biconic, but 
with increasing number of degrees of freedom, the results for conic and biconic become 
comparable. The final results comparing the spherical basic shape are a factor of 5 for Zernike 
and 2 for A- polynomials better. For either description, the polynomial terms cover the effect 
of conic and biconic, which result in a final result for spherical basic shape, which is worse 
than the performance of a simple biconic, and in case of Zernikes even simple conic. 
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order polynomial set
10864 12 14basic 
shape
0.001
0.01
0.1
1
0.001
0.01
0.1
1
0.001
0.01
0.1
1a.)
b.)
c.)
performance (logarithmic scale)
Zernike sphere
Zernike conic
Zernike biconic
A-polynomials 1st sphere
A-polynomials 1st conic
A-polynomials 1st biconic
Chebyshev 1st sphere
Chebyshev 1st conic
Chebyshev 1st biconic
final  
Figure 4.4 Performance for different basic shapes for TMA: a.) Chebyshev 1st kind, b.) Zernike polynomials, 
c.) A-polynomials 1st kind 
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Head-mounted display 
For the HMD the different polynomial sets have quite similar behaviour: For lower orders, the 
performance is a factor of 2 better for biconic in case of Chebyshev 1st kind (figure 4.5a) and 
conic and biconic in case of Zernike (figure 4.5b) and A-polynomials 1st kind (figure 4.5c). 
order polynomial set
10864 12 14basic 
shape
0.001
0.01
0.1
1
0.001
0.01
0.1
1
0.001
0.01
0.1
1a.)
b.)
c.)
performance (logarithmic scale)
Zernike sphere
Zernike conic
Zernike biconic
A-polynomials 1st sphere
A-polynomials 1st conic
A-polynomials 1st biconic
Chebyshev 1st sphere
Chebyshev 1st conic
Chebyshev 1st biconic
final  
Figure 4.5 Performance for different basic shapes for HMD: a.) Chebyshev 1st kind, b.) Zernike polynomials, 
c.) A-polynomials 1st kind 
With increasing orders, the biconic and conic basic shape is less improving than the spherical 
one, which results in an equivalent performance at the 8th order for the Chebyshev, 10th for 
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the A-polynomials and 12th for the Zernike. So, depending on the description, the polynomial 
sets can compensate with higher order terms for conic and biconic basic shape. 
 order polynomial set
10864 12 14basic 
shape
0
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b.)
0
0.01
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A-polynomials 1st sphere
A-polynomials 1st conic
A-polynomials 1st biconic
a.)
0
0.01
0.02
0.03
0.025
0.015
0.005
performance (linear scale)
0.04
0.035
0.04
0.035
Zernike sphere
Zernike conic
Zernike biconic
Chebyshev 1st sphere
Chebyshev 1st conic
Chebyshev 1st biconic
final  
Figure 4.6 Performance for different basic shapes for the anamorphic system: a.) Chebyshev 1st kind, b.) 
Zernike polynomials, c.) A-polynomials 1st kind 
Anamorphic system 
Since the anamorphic system is double-plane-symmetric, the Chebyshev 1st kind (figure 4.6a) 
have only contributing terms in every second order (4th, 8th and 12th). The performance is 
hereby relatively comparable for all basic shapes over all orders. 
In contrary, for the Zernike (figure 4.6b) a difference in performance for each order can be 
seen. The spherical basic shape leads hereby only to a small improvement at all, whereas for 
the conical basic shape the impact is small at the beginning but increase at the 8th order 
significantly. 
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The biconic has the largest improvement with the 4th order, with performance already better 
than the final one of the spherical and conical basic shape. For higher orders, this result is than 
only slightly improved. 
The A-polynomials (figure 4.6c) have –similar to the Chebyshev 1st kind – a comparable final 
result for all basic shape, but with overall better performance for the biconic basic shape for 
lower orders. 
Conclusion for the impact of the basic shape 
It can be seen, the impact of the choice of basic shape on the final performance is strongly 
depending on the system and the selection of the polynomial set. 
As the biconic basic shape can correct in special cases for lower order astigmatism and 
spherical aberration, all investigated systems can theoretically benefit from it. The impact 
itself is hereby strongly depending on the strength of these aberrations and correction ability 
of each description. From the result, it can be shown, that it is possible to reduce the number 
of necessary polynomial orders tremendously to reach a similar result like other basic shapes, 
like for the Yolo-telescope with the Zernike (figure 4.3b). Here the 6th order correction with 
biconic basic shape is already better than the final one with sphere and conic. 
On the other hand, with the usage of all 14 orders, it is seen, that with a biconic the final result 
can be significantly better compared to others (e.g. seen in figure 4.4b for the Zernike with a 
difference in the final result of factor 5 for a spherical vs a biconical basic shape). 
Nevertheless, there are also cases, where the basic shape, has either almost no impact at all - 
like the Chebyshev 1st kind for the Yolo-telescope (figure 4.3a) - or the effect can be 
completely assumed after the 14th order – like the A-polynomials 1st kind for the Anamorphic 
system (figure 4.6c) or all three descriptions for the HMD (figure 4.5a-c), due to the very small 
ray bundle diameter. 
Generally, an extension of the basic shape to a biconic is sufficient to reduce the needed 
parameters and improve the final results significantly. Therefore, for all further investigations 
in this assessment, a biconic basic shape was used for all descriptions. 
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4.3 Convergence and final performance of the orders 
In this section, the correction ability of the different polynomial sets over the order is 
considered. So, in other words: How is the individual set able to correct the system.  
For the choice of an optimal surface representation, it is important to understand, which 
aspect of the description influences the performance of the correction. Specifically, in focus 
are here the properties: 
• Domain shape definition (unit square or circle) 
• weighting (uniform or with specific weighting) 
• boundary function (with restriction or without) 
• the defining symmetry (Cartesian or polar) 
These properties can be found summarised for each description in section 3.3. 
The results for the different representations are hereby shown separately for the Cartesian 
and polar descriptions. Additionally, the surface sag contribution by basic shape, deformation 
terms and total freeform surface and the RMS spot (averaged over all fields) for the final result 
of each description are given. Finally, the best results of the Cartesian and polar defined 
description are compared. 
Yolo-telescope 
The Yolo-telescope is a non-symmetric system, with a decoupling of the x and y at the outer 
boundary, due to the individual tilts of the two mirrors. This leads to larger coma in x and 
astigmatism in 0°, as well as the relatively small contribution of astigmatism in 45 °, coma y 
and trefoil. 
The Cartesian defined descriptions in figure 4.7 show hereby no difference –except for the 6th 
order- in the performance over the orders. The main improvement of all polynomials is with 
the 6th order, where the term 7- corresponds to x³ in case of Monomials (see table 2.3) - and 
10 - corresponds to y³ in case of Monomials (see table 2.3) - of the set is a combination of 
primary coma in x, respectively y and trefoil for all Cartesian descriptions. The primary 
astigmatism correction is only of minor influence. Therefore, almost no change of 
performance is seen for the 4th order. The further improvement of the 10th and 12th order is 
due to higher-order aberrations, whereas the 4th, 8th and 14th order have almost no effect on 
the performance anymore. 
 
Chapter 4 61 
 
 
0.001
0.01
0.1
order polynomial set
10864 12 14basic 
shape
performance (logarithmic scale)
Monomials
Chebyshev 1st 
Chebyshev 2nd
Legendre
final  
Figure 4.7 Performance for Yolo-telescope: Cartesian descriptions 
 
 
Table 4.4 Performance data and sag-contribution for the different Cartesian descriptions of the Yolo-
telescope 
 basic shape deformation terms total surface sag 
Monomials 
   
Averaged RMS spot / Airy radius 2.02 µm / 0.86 µm 
Chebyshev 
1st kind 
   
Averaged RMS spot / Airy radius 2.04 µm/ 0.85 µm 
Chebyshev 
2nd kind 
   
Averaged RMS spot / Airy radius 1.92 µm/ 0.86 µm 
Legendre 
   
Averaged RMS spot / Airy radius 2.02µm / 0.86 µm 
The averaged spot sizes of the final results for the Cartesian descriptions (table 4.4) are almost 
identical, whereas the surface shape for the different descriptions slightly differs. For the 
Chebyshev 1st and 2nd kind, as well as Legendre the basic shape is slightly biconical, with 
almost identical values for peak-to-valley. The basic shape of the monomials is here more 
conical, but still in the similar PV-range. The deformation terms show a nearby rotational 
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symmetric shape with the opposite sign and slight individual deviation in the outer rings: for 
Monomials asymmetric only in negative x, for Chebyshev 1st kind non, for Chebyshev 2nd kind 
ring-shaped and for Legendre symmetric for positive and negative y (with similarities to a 
biconical shape). The overall PV for the deformation terms is hereby almost identical for 
Chebyshev 2nd and Legendre, whereas the Monomials and Chebyshev 1st kind have twice the 
PV, in case of the Monomials also with the opposite sign. Despite the differences, the resulting 
total surface shape, which is of relatively flat and smooth character, looks almost identical for 
the Chebyshev 1st and 2nd kind and Legendre, with Chebyshev 1st kind having twice the PV. 
The Monomials, on the other hand, result into a different shape, with much lower total PV and 
strong deviation in the negative x-direction. So, although there is a certain difference in the 
shape of the surfaces here, the correction leads to similar results in the overall performance.  
Table 4.5 Cartesian descriptions: primary aberration coefficients [λ] for wavefront of final results of the 
Yolo-telescope  
field Monomials Chebyshev 1st   Chebyshev 2nd  Legendre 
on axis  
astigmatism (Z5/Z6) 0.063/0.000 0.066/0.002 0.067/0.001 0.071/0.001 
coma (Z7/Z8) -0.047/0.001 -0.050/0.000 -0.048/0.000 -0.049/0.000 
spherical aberr. (Z9) 0.008 0.009 0.007 0.009 
max x /max y  
astigmatism (Z5/Z6) -0.309/0.202 -0.377/0.244 -0.315/ 0.243 -0.364/0.194 
coma (Z7/Z8) -0.018/0.338 -0.026/ 0.330 -0.020/ 0.334 -0.023/0.335 
spherical aberr.(Z9) -0.020 -0.019 -0.021 -0.019 
max x/  min y  
astigmatism (Z5/Z6) 0.492/ -0.104 0.533/-0.040 0.532/ -0.097 0.490/-0.046 
coma (Z7/Z8) 0.153/0.235 0.146/0.249 0.151/0.239 0.150/0.243 
spherical aberr. (Z9) 0.014 0.016 0.013 0.016 
min x/ max y  
astigmatism (Z5/Z6) -0.562/0.0470 -0.609/-0.128 -0.596/0.039 -0.552/-0.003 
coma (Z7/Z8) -0.113/-0.265 -0.106/0.278 -0.112/0.268 -0.108/-0.274 
spherical aberr.(Z9) -0.023 -0.022 -0.022 -0.023 
min x/ min y     
astigmatism (Z5/Z6) 0.238/-0.157 0.305/-0.218 0.251/-0.202 0.302/-0.163 
coma (Z7/Z8) 0.059/-0.303 0.068/-0.294 0.060/-0.301 0.065/-0.301 
spherical aberr.(Z9) 0.011 0.012 0.011 0.011 
The corresponding wavefront coefficients for the primary aberrations (table 4.5) show that 
there is only a marginal deviation in the values between the descriptions, despite the 
difference in solution for the Monomials compared to the other representations. The final 
system is almost perfectly corrected on axis for astigmatism (between 0.000 and 0.071 λ) and 
suffers only from minor astigmatism in 0° (0.532 to -0.609 λ) and coma in y (-0.303 to 0.338 
λ) in the outer field points.  Furthermore, an impact of the different weighting of the 
Chebyshev 1st and 2nd kind, and Legendre cannot be seen.  
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Figure 4.8 Performance for Yolo-telescope: polar descriptions 
In figure 4.8 the results for the polar defined descriptions are shown. In contrast to the 
Cartesian description a difference of performance for the representation can be directly seen. 
The polynomial sets are all able to improve with the 4th order. For the A-polynomials 2nd kind, 
this is mainly caused by the term 2 and 3 (see table 3.2), which corresponds to primary coma. 
The other representations have terms for primary astigmatism and coma (see table 2.5, 2.6 
and 3.1 for the corresponding terms) and are therefore able to improve better, as it seems. 
With higher orders, the results of the A-polynomials 2nd can improve but doesn’t overcome 
the result for the other three descriptions after 4th order, probably caused by the lack of terms 
corresponding to primary astigmatism. On the other hand, the A-polynomials 1st kind can 
improve even better compared to the Zernike and Q-polynomials, starting with the 8th order. 
Since the set is polar defined but developed for a square domain, the terms are adapted for 
the edges of the domain. These lead to a kind of Cartesian-like behaviour at the boundary. For 
the Yolo-system with its strong decoupling, this can be an advantage in correction since it 
combines the classical representation of aberrations with a certain amount of decoupling for 
the necessary non-symmetric contributions. 
The spot sizes and surface sags showed in table 4.6 confirm these results. The Zernike and Q- 
polynomials are here almost identical for both averaged RMS spot and surface sag 
contribution. In contrast to the Cartesian descriptions, the basic shapes are almost cylindrical, 
and the deformation terms have a dominating astigmatic contribution, which results in a 
similar total surface. The RMS spot of the A-polynomials 1st kind is better than the other two 
(1.94 to 3.28 respectively 3.39 µm). The corresponding basic shape is also almost cylindrical, 
but with a larger PV. Furthermore, the deformations terms are not purely dominated by 
astigmatism contributions, but also have a larger share of coma. Therefore, the resulting total 
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surface is differing from both the Cartesian descriptions, as well as the other polar ones. 
Table 4.6 Performance data and sag-contribution for the different polar descriptions of the Yolo-telescope 
 basic shape deformation terms total surface sag 
Zernike 
   
Averaged RMS spot / Airy radius 3.28 µm / 0.91 µm 
Q-polynomials 
   
Averaged RMS spot / Airy radius 3.39 µm/ 0.92 µm 
A-polynomials 
1st kind 
   
Averaged RMS spot / Airy radius 1.94 µm/ 0.86 µm 
A-polynomials           
2nd kind 
   
Averaged RMS spot / Airy radius 33.21 µm / 1.27 µm 
The lack of correction ability of the A-polynomials 2nd kind can also be seen in the 
corresponding RMS spot size, which is a factor of 10 worse than the others, and the sag 
contribution. The dominating basic shape is here, similar to the Cartesian descriptions more 
conical, whereas the deformation terms are two magnitudes of order lower in PW and ring-
shaped with a bit of asymmetry in the negative x-direction. The resulting freeform surface is 
therefore not able to correct properly for the aberrations in the system.  
In figure 4.9 the best four results, which are for Zernikes, Q-polynomials and A-polynomials 
1st kind as well as Chebyshev 1st kind, as one representative of the identical Cartesian 
descriptions, are shown. In comparison, it can be seen, the lack of correction with the 4th order 
for the Chebyshev 1st kind, are almost completely balanced out with the 6th order. Where the 
polar descriptions have more of a uniform improvement over the orders, the Cartesian ones 
have here specific orders with are of impact, where others have no influence. Specifically, with 
higher orders (12th and 14th), the Chebyshev 1st kind were able to improve better than the Q-
polynomials and Zernike, which leads to a comparable result with the A-polynomials 1st kind. 
The resulting surfaces for both descriptions have a bit of resemblance, as they both look like 
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decentred (in positive x-direction) rotational symmetric surface but have totally different 
contributions by the basic shape and deformation terms. 
The corresponding wavefront data (table 4.7) for the A-polynomial 1st kind is very similar to 
the Cartesian descriptions. The values for the Zernike and Q-polynomials are almost 
equivalent but in general a factor of 2 higher for astigmatism in ° (1.054 to -1.159 λ) and a 
factor of 4 for astigmatism in 45° (-0.783 to 1.019 λ). On the other hand, the values for coma 
in x and y are almost half of the ones by the A-polynomials 1st kind for the maximum field in x 
and y, as well as the minimum field in both directions. For the other two cases, the values are 
almost identical. Nevertheless, the coma was almost completely corrected by either of the 
three descriptions. For the A-polynomials 2nd kind the wavefront contains unchanged values 
for astigmatism on axis, whereas in the field the astigmatism is balanced in a different way 
between the outer field points but in total unchanged. Moreover, the coma in x is increased (~ 
-14.500 λ) and for y only minor improved (~1.800 λ), uniformly for all field points.  Although 
the initial system does not suffer from spherical aberration contains the wavefront of the final 
results very high contributions (~17.500 λ), again uniformly for all field points.  
Table 4.7 Polar descriptions: primary aberration coefficients [λ] for a wavefront of the final results of the 
Yolo-telescope 
field Zernike Q-polynomials 
A-polynomials 
1st 
A-polynomials 
2nd 
on axis  
astigmatism (Z5/Z6) 0.071/0.006 0.073/0.003 0.086/0.001 6.586/-0.643 
coma (Z7/Z8) -0.037/0.000 -0.038/0.000 -0.498/0.000 -14.524/-1.876 
spherical aberr. (Z9) 0.006 0.005 0.009 -17.639 
max x /max y  
astigmatism (Z5/Z6) -1.081/0.951 -1.159/1.019 -0.506/0.225 5.565/2.024 
coma (Z7/Z8) -0.015/0.198 -0.014/0.187 -0.027/0.311 -14.429/-1.896 
spherical aberr. (Z9) 0.030 -0.318 -0.18 -17.691 
max x/  min y  
astigmatism (Z5/Z6) 1.059/0.684 1.111/0.759 0.503/0.105 8.958/-0.031 
coma (Z7/Z8) 0.127/0.237 0.126/0.235 0.143/0.249 -14.430/-1.847 
spherical aberration 
(Z9) 
-0.005 -0.008 0.015 -17.462 
min x/ max y  
astigmatism (Z5/Z6) -1.086/-0.783 -1.134/-0.868 -0.539/.0,142 4.189/1.754 
coma (Z7/Z8) -0.091/-0.266 -0.094/-0.263 -0.106/-0.281 -14.607/-1.904 
spherical aberr. (Z9) -0.002 -0.001 -0.214 17.630 
min x/ min y     
astigmatism (Z5/Z6) 1.054/-0.835 1.138/-0.902 0.470/-0.196 7.583/-2.828 
coma (Z7/Z8) 0.052/-0.176 0.046/-0.167 0.070/-0.279 -14.606/1.859 
spherical aberr. (Z9) 0.023 0.023 0.011 -17.580 
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Figure 4.9 Best performances for Yolo-telescope 
The results indicate that the descriptions with the best performance in this asymmetric 
system are the Cartesian ones and the one polar description with a decoupling in x and y at 
the boundary, whereas the Zernike and Q-polynomials are able to correct nearly as good, due 
the very good access to the aberrations and the certain remaining coupling in the center of the 
domain. The A-polynomials 2nd kind fail here completely.  
Concerning the domain, the preferable descriptions are the ones with the square-defined 
domain, which is not coinciding with the footprint at all but is related to the decoupling of the 
outer boundary in the terms, which only makes sense, if defined on a square domain. 
Three-mirror-anastigmat 
The TMA is a plane-symmetric system, which is mainly suffering from astigmatism in 0° (-
119.255 to -209.254 λ) and coma in y (36.202 to 44.101 λ). 
In figure 4. 10 the performance of the Cartesian descriptions for this system can be seen. The 
main improvement comes hereby with the 4th order, for the astigmatism correction. The small 
differences in the result for the 4th order is related to the slightly different term in each 
description, which comes from the different weighting. With increasing orders, the Chebyshev 
2nd kind and Legendre are not changing significantly, whereas the Chebyshev 1st kind and 
Monomials still improve up to the 14th order. The final result here is a factor of two better than 
the other two descriptions. The effect of the weighting can be directly seen. In case of the 
Chebyshev 2nd kind and Legendre, the boundary is more emphasised, which doesn’t seem to 
help in correction. For Monomials and also Chebyshev 1st kind the centre and boundary are 
evenly emphasised, so the difference is specifically for the centre part of the surface. This 
difference can also be seen in the RMS values for the spot (table 4.8), with the Chebyshev 1st 
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kind being slightly worse than the Monomials and the Chebyshev 2nd kind, as well as 
Legendre, being up to a factor of 2 worse.  
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Figure 4.10 Results for TMA-telescope: Cartesian descriptions 
Table 4.8 Performance data and sag-contribution for the different Cartesian descriptions of the TMA 
 basic shape deformation terms total surface sag 
Monomials 
   
Averaged RMS spot / Airy radius 7.26 µm/ 5.20 µm 
Chebyshev  
1st kind 
   
Averaged RMS spot / Airy radius 8.68 µm/ 4.29 µm 
Chebyshev  
2nd kind 
   
Averaged RMS spot / Airy radius 12.75 µm/ 5.16 µm 
Legendre 
   
Averaged RMS spot / Airy radius 16.37 µm/ 6.18 µm 
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Like the previous system, the corresponding surface contributions for the different Cartesian 
polynomials look quite similar, specifically for the three (spatial) orthogonal representations. 
The basic shape of all four descriptions is again a biconic with an only slightly different radius 
of curvatures/conic parameters in x and y. The deformation terms are also biconical shaped, 
but with opposite sign. The resulting freeform surface is then mainly rotational symmetric, 
but with higher order asymmetry, not seen in the total sag plot. The Chebyshev 2nd kind and 
Legendre are hereby again almost identical.  
Looking at the corresponding wavefront of the final results (table 4.9), it can be seen, that four 
descriptions have quite different values for the individual contributions.  The Monomials have 
the highest contribution of coma y on axis (0.283 λ) and in the field (-0.613 λ), and together 
with the Chebyshev 1st kind astigmatism in the field (0.240, respectively 0.232 λ) and 
spherical aberration on axis (0.117, respectively 0.115 λ). The latter one additionally has the 
highest contribution of astigmatism on axis (-0.227 λ) and spherical aberration in the field (-
0.055 λ). Nevertheless, the Legendre, as bad in performance as the Chebyshev 2nd kind, have 
relatively high contributions for astigmatism (-0.177, respectively 0.195 λ) and spherical 
aberration (0.101, respectively -0.029 λ) on axis and in the field. The Chebyshev 1st kind, as 
the best performing Cartesian description has only larger contributions by coma on axis 
(0.200 λ) and in the field (-0.390 λ), whereas the other values are the lowest of all descriptions.  
Table 4.9 Cartesian descriptions: primary aberration coefficients [λ] for a wavefront o the final results of 
the TMA 
field Monomials Chebyshev 1st  Chebyshev 2nd  Legendre 
on axis  
astigmatism (Z5/Z6) -0.076/0.000 -0.051/0.000 -0.227/0.000 -0.177/0.000 
coma (Z7/Z8) 0.000/0.283 0.000/0.200 0.000/-0.111 0.000/0.016 
spherical aberr. (Z9) 0.117 0.064 0.115 0.101 
max x /max y  
astigmatism (Z5/Z6) 0.240/0.000 0.110/0.000 0.232/0.000 0.195/0.000 
coma (Z7/Z8) 0.000/-0.613 0.000/-0.390 0.000/-0.357 0.000/-0.374 
spherical aberr. (Z9) 0.015 0.017 -0.055 -0.029 
The results for the polar description for the TMA are seen in figure 4.11. Except for the A-
polynomial 2nd kind all descriptions have similar behaviour. The largest improvement by a 
factor of 40 is with the 4th order, where both primary astigmatism and primary coma are 
corrected. The remaining aberrations are so small that for the higher orders there is almost 
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no further improvement of the result. In contrast, the A-polynomials 2nd kind are only able to 
correct for the coma, but not for astigmatism. The impact on the performance is therefore only 
small. Nevertheless, with higher orders, the system improves continuously, but is finally still 
a factor of 5 worse, due to remaining astigmatism. 
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Figure 4.11 : Results for TMA-telescope: polar descriptions 
 
Table 4.10 Performance data and sag-contribution for the different polar descriptions of the TMA 
 basic shape deformation terms total surface sag 
Zernike 
   
Averaged RMS spot / Airy radius 12.48 µm/ 2.60 µm 
Q-polynomials 
   
Averaged RMS spot / Airy radius 11.23 µm/ 2.86 µm 
A-polynomials  
1st kind 
   
Averaged RMS spot / Airy radius 10.23 µm/ 3.25 µm 
A-polynomials  
2nd kind 
   
Averaged RMS spot / Airy radius 70.44 µm/ 2.11 µm 
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The equivalent result for Zernike, Q-polynomials and A-polynomials 1st kind can also be seen 
in the averaged RMS spot and surface contribution (table 4.10). The three descriptions have 
similar RMS values, with A-polynomial 1st kind being slightly better (in reference to the Airy 
radius) compared to the other two. The basic shape, on the other hand, is almost identical for 
all three cases in shape (biconic), as well as in PV-value. Moreover, the deformation terms are 
showing dominant astigmatism, as expected, with similar range. Therefore, the resulting 
freeform surfaces are almost alike, except for slightly less emphasised centre part for the A-
polynomials 1st kind, compared to the other two. For the A-polynomials, 2nd kind, the lack of 
astigmatism correction is seen both in RMS, which is a factor of 5 worse than for the others, 
and surface sag, which is mainly rotational symmetric for the basic shape and dominated by 
the evenly rotational symmetric spherical aberration for deformation terms. Although the 
final freeform surface looks very similar to the other descriptions, the astigmatism correction 
is missing. 
Table 4.11 Polar descriptions: primary aberration coefficients [λ] for a wavefront of the final results of the 
TMA 
field Zernike Q-polynomials 
A-polynomials 
1st 
A-polynomials 
2nd  
on axis  
astigmatism (Z5/Z6) 0.265/0.000 0182/0.000 0.108/0.000 83.329/0.000 
coma (Z7/Z8) 0.000/0.759 0.000/0.622 0.000/0.475 0.000/24.993 
spherical aberr. (Z9) 0.094 0.080 0.064 -85.615 
max x /max y  
astigmatism (Z5/Z6) 0.071/0.000 0.089/0.000 0.072/0.000 42.876/0.000 
coma (Z7/Z8) 0.000/-0.891 0.000/-0.738 0.000/-0.568 0.000/-63.070 
spherical aberr. (Z9) 0.092 0.078 0.062 -74.713 
The wavefront data for the polar descriptions is shown in table 4.11. For Zernike, Q-
polynomials and A-polynomials 1st kind the values for coma y on axis is up to 3 times higher 
(0.475 to 0.759 λ) than for the Cartesian descriptions, moreover for coma y in the field it is 
about two times higher (-0.568 to -0.891 λ). On the other hand, astigmatism 0° in the field is 
only one-third of the Cartesian representations (0.071 to 0.089 λ). The spherical aberration 
on the axis is slightly smaller (0.064 to 0.094 λ), whereas in the field it is slightly larger (0.062 
to 0.092 λ). Generally for the three descriptions the remaining aberrations are uniformly 
distributed over the field. The A-polynomials 2nd kind fails here, as before for the Yolo-
telescope, completely. Astigmatism, both on axis and in the field, is only reduced by a factor of 
3 (83.239, respectively 42.876 λ). The coma in y is reduced on an axis by 40% (24.993 λ) and 
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increased in the field by 75 % (-63.070 λ), whereas the spherical aberration is increased by a 
factor of about 70 on axis (-85.615 λ) and in the field (-74.713 λ).  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12 Best performances for TMA-telescope 
In figure 4.12 the best results are shown both from Cartesian and polar descriptions. As 
discussed before the Q-polynomials and A-polynomials 1st kind have almost identical 
behaviour, with a slightly better result for the latter one. The Chebyshev 1st kind and 
Monomials in comparison have more problems with correction for lower orders, but finally a 
better performance than the polar-descriptions. As before the surface shape for the polar- and 
Cartesian-defined description look only slightly similar, although within one group for the 
different descriptions the correction pattern is quite the same. What can be seen, is the effect 
of different weighting on the performance, with a preference for descriptions, which are 
specifically not emphasising the boundary. Additionally, the results of the best descriptions 
both for Cartesian and polar- defined representations are nearby, which shows that for this 
kind of systems both kinds have a similar ability of correction since the main aberration - 
astigmatism- can be covered by both types, except for the A-polynomials 2nd kind.  
Head-mounted display 
The folded head-mounted display suffers mainly from astigmatism 0° on-axis (-1.539 λ) and 
the field (2.493 to 6.718 λ), as well as astigmatism 45° in the field (-9.741 to 27.094 λ) and 
coma in x and y for the positive y field (~2.400 λ) So the main correction should be with the 
4th order terms. 
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Figure 4.13 Performance for HMD: Cartesian descriptions 
In figure 4.13 the performance of the Cartesian descriptions can be seen. Except for the 
Monomials, all Cartesian descriptions have almost identical results for each order. The major 
improvement for the Chebyshev 1st and 2nd kind, as well as Legendre, is with the 4th order, as 
expected, with the correction for astigmatism. Furthermore with 6th and 12th order for coma 
and higher-order aberrations.  
Table 4.12 Performance data and sag-contribution for the different Cartesian descriptions of the HMD 
  basic shape deformation terms total surface sag 
Monomials 
   
Averaged RMS spot / Airy radius 10.60 µm/ 7.57 µm 
Chebyshev 
1st kind 
   
Averaged RMS spot / Airy radius 4.70 µm/ 7.22 µm 
Chebyshev 
2nd kind 
   
Averaged RMS spot / Airy radius 5.24 µm/ 7.10 µm 
Legendre 
   
Averaged RMS spot / Airy radius 4.91 µm/ 7.15 µm 
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The Monomials, on the other hand, improve mostly with the 4th order. For higher orders, the 
error function improves slightly, with each order, but is finally three times worse than for the 
other descriptions. 
Table 4.13 Cartesian descriptions: primary aberration coefficients [λ] for a wavefront of the final results of 
the HMD 
field Monomials Chebyshev 1st    Chebyshev 2nd Legendre 
on axis  
astigmatism (Z5/Z6) 0.186/0.000 -0.060/0.000 -0.052/0.000 -0.060/0.000 
coma (Z7/Z8) 0.000/0.110 0.000/0.075 0.000/0.092 0.0000/0.082 
spherical aberr. (Z9) 0.002 0.002 0.002 0.017 
max y  
astigmatism (Z5/Z6)- -0.183/0.152 -0.073/0.015 -0.086/0.014 -0.079/0.017 
coma (Z7/Z8) -0.011/0.084 -0.046/0.061 -0.047/0.073 -0.046/0.067 
spherical aberr. (Z9) 0.002 0.000 0.000 0.000 
min y  
astigmatism (Z5/Z6) 0.244/0.212 0.141/0.020 0.144/0.026 0.142/0.022 
coma (Z7/Z8) -0.008/0.051 0.014/0.048 0.017/0.059 0.014/0.051 
spherical aberr. (Z9) 0.001 0.002 0.002 0.002 
This can also be seen in the RMS spot after adding the 14th order for the different descriptions 
(see table 4.12). Chebyshev 1st and 2nd kind, as well as Legendre, are all diffraction limited and 
with similar spot size, whereby the 1st kind Chebyshev is slightly better than the other two. 
Nevertheless, the distribution of the correction between basic shape and deformation terms 
is quite different. Legendre and Chebyshev 1st kind have a similar biconic basic shape and 
slightly dominating deformation, whereas the Chebyshev 2nd kind has a dominating conic 
basic shape with only a minor fraction of deformation terms. However, the resulting freeform 
surfaces in these three cases are then nearly identical in shape and similar in peak-to-valley. 
The corresponding wavefront data, as seen in table 4.13, confirm the performance seen in 
figure 4.13. The Chebyshev 1st and 2nd kind, as well as the Legendre, have comparable low 
values for astigmatism in 0° on-axis (~-0.060 λ) and the field (-0.073 to 0.144 λ). The 
Monomials, on the other hand, have here 0.186 λ on axis and -0.183 to 0.244 λ in the field. 
Moreover, in case of astigmatism 45° in the field, the Monomials have ten times higher values 
(0.152 to 0.212 λ) than the other descriptions. For coma x and y on axis and in the field, the 
four descriptions are in the same range, similar is for the spherical aberration. The difference 
in performance seems to result from the slightly worse ability of the Monomials to correct for 
astigmatism.  
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Figure 4.14 Results for HMD-telescope: polar descriptions 
For the polar descriptions, the results are relatively similar (see figure 4.14). With the 4th 
order, the error function is reduced by a factor of about 8 for Zernike and A-polynomials 1st 
kind and 10 for the Q-polynomials, whereas the A-polynomials 2nd kind have no astigmatism 
ability, which leads to only a very small improvement. With further orders, the other three 
descriptions become almost equivalent in error function, whereby the performance is 
relatively stable for the 8th to 12th order. At the 14th order, the Qs and Zernike improve a bit 
more than the A-polynomials 1st kind. The 2nd kind A’s, on the other hand, have a relatively 
small but constant reduction of the error function for each order, but the final result is still a 
factor of three worse than for the other descriptions. 
The equivalence in result can also be seen in the almost identical RMS spot values of the three 
descriptions, compared to the almost three times worse RMS spot value for the A-polynomials 
2nd kind. Moreover, the corresponding surface shapes (table 4.14) are not only very much 
alike in shape and PV-value but also very similar to the Cartesian ones. Hereby the Zernike 
and Q- polynomials using an approach of a dominating conical basic shape with a very similar 
shape for the deformation terms. The A-polynomials 1st kind, however, has (similar to the 
Chebyshev 1st kind) a nearly cylindrical basic shape with slightly dominating deformations 
terms. The 2nd kind A-polynomials are not near the final results of the other descriptions. 
Furthermore both, basic shape and deformation terms, are dominated by the rotational 
symmetric contributions. The resulting freeform surface has some similarities in shape, but, 
due to the lack of astigmatism correction, isn’t as effective as the ones by the descriptions. 
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Table 4.14 Performance data and sag-contribution for the different polar descriptions of the HMD 
 basic shape deformation terms total surface sag 
Zernike 
   
Averaged RMS spot / Airy radius 4,27 µm/ 7,08 µm 
Q-polynomials 
   
Averaged RMS spot / Airy radius 4.38 µm/ 7.03 µm 
A-polynomials 
 1st kind 
   
Averaged RMS spot / Airy radius 4,31 µm/ 7,10 µm 
A-polynomials 
 2nd kind 
   
Averaged RMS spot / Airy radius 11,76 µm/ 7,47 µm 
The corresponding wavefront data (table 4.15) show an almost fully corrected wavefront on 
axis for the Zernike, Q- and A-polynomials 1st kind , as well as similar small contributions for 
astigmatism 0° (-0.037 to 0.105 λ), 45 ° (-0.09 to -0.032 λ) and coma in x (0.000 to -0.032 λ) 
and y (0.054 to 0.081 λ) in the field, which can also be seen in the almost identical results for 
the three descriptions. For the A-polynomials 2nd kind , the astigmatism contribution on axis 
is increased by a factor of 4 (6.525 λ) and slightly decreased in the field (1.667 to 2.061 λ). 
Astigmatism 45° is strongly reduced for the positive y field (0.504 λ), but only slightly for the 
negative one (-3.679 λ). The coma for both on axis and field is almost corrected (0.004 to -
0.124 λ).  
Since all Cartesian descriptions, except the Monomials, have almost identical results, the 
Chebyshev 1st kind were chosen for the comparison with the best polar descriptions (see 
figure 4.15). It can be seen, that for the 4th and the higher orders -starting with the 12th- the 
difference between the descriptions, specifically Chebyshev 1st kind and the others, are 
negligible. 
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Table 4.15 Polar descriptions: primary aberration coefficients [λ] for a wavefront of the final results of the 
HMD 
Field Zernike Q-polynomials 
A-polynomials 
1st 
A-polynomials 
2nd  
on axis  
astigmatism (Z5/Z6) -0.027/0.000 -0.009/0.000 0.001/0.000 6.525/0.000 
coma (Z7/Z8) 0.000/0.001 0.000/0.000 0.000/0.019 0.000/-0.124 
spherical aberr. (Z9) 0.001 0.001 0.001 0.005 
max y  
astigmatism (Z5/Z6) -0.045/-0.035 -0.048/-0.035 -0.037/-0.032 1.667/0.504 
coma (Z7/Z8) -0.007/0.074 0.000/0.081 -0.012/0.066 -0.028/0.004 
spherical aberr. (Z9) 0.009 0.010 0.000 0.001 
min y  
astigmatism (Z5/Z6) 0.105/-0.009 0.078/-0.009 0.081/-0.009 2.061/-3.679 
coma (Z7/Z8) -0.023/0.062 -0.017/0.065 -0.032/0.054 0.084/-0.086 
spherical aberr. (Z9) -0.001 -0.001 -0.001 0.003 
The final surfaces of the descriptions are almost identical in shape and PV-values. The 
corresponding RMS spot radii are diffraction limited and similar for all descriptions, except 
for Monomials and A- polynomials 2nd kind. An impact on the result of the different weighting 
for the Cartesian description could not be seen here. 
Therefore, as a result it can be concluded that the ability to correct this system is equivalently 
present in the descriptions, except for the Monomials and A-polynomials 2nd kind and shape 
of the freeform is almost identical, although the descriptions use different strategies for the 
basic shape and deformation terms. 
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Figure 4.15 best Results for HMD 
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Anamorphic system 
The anamorphic system is a double-plane symmetric system, which different magnifications 
in x and y. The system mainly suffers from astigmatism 0° (9.175) and spherical aberration 
(2.975) on axis and astigmatism in 0° and 45° (-13.713, respectively -3.571), as well as coma 
in x and y (-4.529, respectively 2.248) and spherical aberration (-1.705) in the field. 
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Figure 4.16 Performance for the anamorphic system: Cartesian descriptions 
Due to the symmetry of Cartesian description, only even powers of x and y can be used, which 
results in the 4th, 8th and 12th order. The other polynomial orders are not contributing to the 
symmetry. The result for the remaining orders is shown in figure 4.16. The behaviour for all 
description is similar with the only slight difference in the final results. The main correction is 
with the 4th order, which means for astigmatism. With higher orders, there is almost no 
further progress, due to the limited number of degrees of freedom.  
Although they are quite similar in performance, which can also be seen in the corresponding 
RMS- values (table 4.16), the surface sag contributions are differing, especially for the 
deformation terms. The Monomials and Legendre both use a biconical basic shape (with a 
larger radius of curvature/conic constant in x than y) and stronger biconical shaped 
deformation terms (with a larger radius of curvature/conic constant in y than in x). The 
Chebyshev 2nd kind use a similar basic shape, but the deformation terms are dominated by 
astigmatism, with a higher PV-value than the basic shape. In contrary, the 1st kind Chebyshev 
have a conical basic shape and deformation terms, which are mainly rotational symmetric. 
With these different constellations, the resulting freeform surfaces are still very similar, with 
a dominating rotational symmetric part. 
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Table 4.16 Performance data and sag-contribution for the different Cartesian descriptions of the 
anamorphic system 
 basic shape deformation terms total surface sag 
Monomials 
   
Averaged RMS spot / Airy radius 20.79 µm/ 1.29 µm 
Chebyshev  
1st kind 
   
Averaged RMS spot / Airy radius 24.47 µm/ 1.29 µm 
Chebyshev  
2nd kind 
   
Averaged RMS spot / Airy radius 21.16 µm/ 1.29 µm 
Legendre 
   
Averaged RMS spot / Airy radius 22.33 µm/ 1.29 µm 
The difference of the descriptions for the surface shape can also be seen in the wavefront data. 
The Monomials and Chebyshev 2nd kind have hereby similar values for astigmatism 0° in axis 
(~0.33 λ) and in the field (~-0.180 λ), as well as for coma y in the field (~1.400 λ). For spherical 
aberration on axis, Chebyshev is two times larger than the Monomials (0.798, respectively 
0.430 λ). The same is for astigmatism 45° in the field (0.229, respectively 0.648 λ) and coma x 
in the field (-0.175, respectively -0.347 λ). The value for spherical aberration is 
slightly higher for the Chebyshev (0.927, respectively 0.786 λ). The Chebyshev 1st kind and 
Table 4.17 Cartesian descriptions: primary aberration coefficients [λ] for a wavefront of the final results of 
the anamorphic system 
field Monomials Chebyshev 1st   Chebyshev 2nd  Legendre 
on axis  
astigmatism (Z5/Z6) 0.321/0.000 0.896/0.000 0.344/0.000 1.149/0.000 
coma (Z7/Z8) 0.000/0.000 0.000/0.000 0.000/0.000 0.000/0.000 
spherical aberr. (Z9) 0.430 0.421 0.798 0.219 
max x /max y  
astigmatism (Z5/Z6) -0.179/0.229 -1.293/-0.019 -0.180/0.648 -1.637/-0.904 
coma (Z7/Z8) -0.175/1.488 0.214/2.825 -0.347/1.352 0.160/2.892 
spherical aberr. (Z9) 0.786 0.686 0.927 0.689 
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Legendre have a much larger contribution for astigmatism 0° on axis (0.896, respectively 
1.149 λ) and in the field (-1.293, respectively -1.637 λ). Moreover, the coma in x is similar to 
the Monomials (0.214, respectively 0.160 λ), whereas the coma y two times larger is (~2.800 
λ). The spherical aberration on axis is for the Chebyshev 1st kind comparable to the 
Monomials, for the Legendre only half of the value (0.219 λ). In the field, they are both 
equivalent (~0.690 λ). However, the major difference between the two descriptions is 
astigmatism 45° in the field, which is almost corrected in case of the Chebyshev 1st kind, but 
comparable large for the Legendre (-0.904 λ). 
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Figure 4.17  Performance for the anamorphic system: polar descriptions 
In figure 4.17 the performance of the polar descriptions is shown. The performance of Zernike, 
Q- polynomials and A-polynomials 1st kind is very nearby over all orders, with a slightly better 
performance for Zernike for lower and for A-polynomials 1st kind for higher orders. The 
largest improvement is obtained for the 4th order for astigmatism and 6th order for spherical 
aberration. For Zernike, the performance is not improving significantly beyond the 6th order, 
whereas the Q-polynomial converges for the 10th and the A-polynomial for the 12th order. The 
A-polynomial 2nd kind is also in this system not able to compensate for the lack of astigmatism 
correction, which results in a two times worse result compared to the other descriptions. The 
relatively similar performance can also be seen in the RMS spot value, which is best for the A- 
polynomials 1st kind and in a similar range, but worse for the Zernike and Q-polynomials. The 
A- polynomials 2nd kind is a factor of two worse than 1st kind set. 
The corresponding surface sag contributions are shown in table 4.18. For the first three 
descriptions, they are very much alike, as the basic shape is a biconic (with a larger radius of 
curvature/conic constant in x than y) and the deformation terms are dominated by 
80 Evaluation of freeform descriptions 
 
astigmatism. The freeform surfaces are equivalent, with similar PV-values. For the A-
polynomial 2nd kind both basic shape and deformation terms are mainly rotational symmetric 
and although similar in appearance the final freeform surface also lacks here the astigmatism 
correction.  
Table 4.18 Performance data and sag-contribution for the different polar descriptions of the anamorphic 
system 
 basic shape deformation terms total surface sag 
Zernike 
   
Averaged RMS spot / Airy radius 15.36 µm/ 1.29 µm 
Q-polynomials 
   
Averaged RMS spot / Airy radius 17.69 µm/ 1.29 µm 
A-polynomials 1st kind 
   
Averaged RMS spot / Airy radius 11.69 µm/ 1.29 µm 
A-polynomials 2nd  
kind 
   
Averaged RMS spot / Airy radius 24.49 µm/ 1.29 µm 
The wavefront data of the remaining aberrations for the final results in table 4.19 show that 
for the anamorphic system the descriptions have quite different way of correcting. Similar to 
the Zernike, Q- and A-polynomials is the contribution of spherical aberration on axis (~0.300 
λ) and coma x in the field (~-0.250 λ). For astigmatism 0° on axis the Zernike and Qs are almost 
equivalent (~0.370 λ), but the A-polynomials 1st kind are two times worse (0.696). For 
astigmatism 0° in the field, Zernike and Q-polynomials have again very low values (-0.035, 
respectively -0.094 λ), whereas the contribution by the A-polynomials is up to 250 times 
larger (-0.871 λ). For astigmatism in 45°, on the other hand, are the Q- and A-polynomials 
identical (-0.097 λ) and more than three times smaller than the Zernike (0.349 λ). The coma y 
values in the field are very similar for Zernike and Q-polynomials (0.805, respectively 0.953 
λ), but ten times smaller for the A-polynomials (-0.098 λ).The spherical aberration in the field 
is slightly better for the As (0.430 λ) and comparable to the Chebyshev 1st kind  and  Legendre 
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for the Zernike (0.604 λ), but almost three times larger for the Q-polynomials (1.529 λ). The 
A-polynomials 2nd kind show the same picture as for the other three descriptions: for 
astigmatism, the value is reduced by a factor of 3 (3.205 λ), in the field by 25 % for 0° (-10.923 
λ) and increased by a factor of 13 for 45° (40.717 λ). Coma in the field is up to 20 times larger 
(44.617, respectively 55.663 λ) compared to the initial system and the spherical aberration 
on axis is ten times higher (23.940 λ) and in the field 20 times (33.009 λ). 
Table 4.19 Polar descriptions: primary aberration coefficients [λ] for a wavefront of the final results of the 
anamorphic system 
field Zernike Q-polynomials 
A-polynomials 
1st 
A-polynomials 
2nd  
on axis  
astigmatism (Z5/Z6) 0.352/0.000 0.391/0.000 0.696/0.000 3.205/0.000 
coma (Z7/Z8) 0.000/0.000 0.000/0.000 0.000/0.000 0.000/0.000 
spherical aberr. (Z9) 0.293 0.341 0.265 23.940 
max x /max y  
astigmatism (Z5/Z6) -0.035/0.349 -0.094/0.097 -0.871/-0.097 -10.923/40.717 
coma (Z7/Z8) -0.235/0.805 -0.287/0.953 -0.239/-0.098 44.617/55.663 
spherical aberr. (Z9) 0.604 1.529 0.430 33.090 
In figure 4.18 the best performances for Cartesian and polar-defined descriptions are shown. 
It can be seen, that the polar representations are here generally equal or better in the result 
for all orders, but specifically the final one. The difference between the best polar (A-
polynomials 1st kind) and Cartesian one (Monomials) is almost a factor of 2 in merit function 
and resulting RMS value of the spot, which is probably caused by the limited number of 
contributing terms. 
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Figure 4.18 Best performances for anamorphic system 
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Conclusion for the convergence of the orders 
For most systems, there was no significant difference in performance for Cartesian and polar 
descriptions, because both were able to correct for the aberrations significantly. Since the 
systems used here mainly suffered from astigmatism and coma, the largest improvement 
came from the 4th order for polar descriptions and 4th (astigmatism) and 6th order for 
Cartesian descriptions. Although a biconic basic shape was used, an additional correction with 
the deformation terms for astigmatism is needed for a good result, as it could be seen in the 
failure of the A-polynomials 2nd kind. 
A significant difference in performance of the Cartesian descriptions, among others due to the 
different weighting, was only seen in case of the TMA. Here the emphasised boundary for 
Chebyshev 2nd kind and Legendre was disadvantageous for the improvement of the 
correction. Over all investigated systems the Chebyshev 1st kind seems to be the most flexible 
Cartesian description, in most cases with the best or nearly the best results out of the four 
descriptions. 
For polar descriptions, the results are similar. Specifically, the Zernikes and Q-polynomials 
were very much alike in their correction behaviour and are almost interchangeable. The A-
polynomials 1st kind showed a comparable performance, whereby for systems with a certain 
decoupling at the boundary like the Yolo-telescope, they had a significantly better 
performance.  
An impact of the defining domain on the performance of the description was not seen.  
The main aspect for the convergence over the orders is the remaining symmetry of the system 
and the decoupling of x and y at the boundary, due to asymmetry in the system.  
For a system with a remaining plane-symmetry and relatively strong coupling, polar 
descriptions are slightly preferable, like the HMD. For asymmetric systems, the choice is 
mainly influenced by the degree of decoupling. If only the boundary is affected, Cartesian 
descriptions and the polar defined A-polynomials 1st kind are of more benefit, but the other 
polar descriptions are still to a certain extent useful. The stronger the decoupling, so in this 
case the stronger the asymmetry due to the different tilts in the Yolo-telescope, the more 
Cartesian descriptions will be preferred.  For some systems like the TMA, both descriptions 
have a comparable impact. Hereby the basic ability of the different descriptions to correct for 
astigmatism and coma was sufficient. 
The anamorphic system is a special case: x and y are to a certain extent decoupled, due to the 
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different specifications in both directions, but due to the double-plane symmetry and the 
resulting loss of polynomial terms the Cartesian descriptions have not enough degrees of 
freedom and are not able to correct appropriately. 
This leads to the question: How many of the representations do we really need? 
• For asymmetric and strongly decoupled systems:  
The Chebyshev 1st kind are the first choice. 
• For strongly coupled systems, due to the remaining symmetry:  
The Zernike or Q-polynomials are preferable to use. 
• However, for neither extreme case: 
The A-polynomials 1st kind are a very good choice, with very good performance in systems 
with different remaining symmetry and coupling. 
 
 
 
4.4 Impact of orthogonality on convergence 
Previous investigations [64, 95] have indicated that the convergence speed is mainly 
dependent on the presence of orthogonality, not on the kind of orthogonality. Therefore, for 
the evaluation of the convergence behaviour within one order, the best performing 
description in section 4.3 for each orthogonality was chosen: 
• Non-orthogonal: Monomials 
• Spatial-orthogonal: Zernike 
• Gradient-orthogonal: A-polynomials 1st kind 
The systems presented here, are the Yolo-telescope and the HMD. Both are with their final 
results near to or within diffraction limit. Moreover, they have shown a difference for the 
choice of descriptions, due to the remaining symmetries, as seen in the previous section. 
For the optimisation of each description, 300 cycles for each polynomial order were used, with 
the merit function value being logged after every 5 cycles. The following convergence plot for 
each system, show therefore order by order the decrease of the error function over the 300 
cycles within one order. Compared to the previous sections the performance was normalised 
here.  
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Head-mounted display 
In figure 4.19 shown is the convergence of the polynomial sets for the HMD. The final results 
for each order were already shown and discussed in figure 4.13 and 4.14. 
The merit function converges typically between 20 and 45 cycles for all descriptions equally 
over all orders, with a few exceptions (table 4.20): Specifically, the Monomials have more 
problems in convergence in the 8th and 12th order. Here 55, respectively 135 cycles are 
needed. In the final 14th order the merit function convergences very slowly, with a relatively 
large drop after more than 200 cycles. For more cycles, the results improve slightly but 
converge finally at 245 cycles. The Zernike polynomials also have slight problems 6th and 10th 
order. In all cases, up to 60 cycles are needed until they finally converge. The A-polynomials 
converge within the 45 cycles except for the 14th order, there also 160 cycles are needed, and 
12th order with 5 cycles. In both cases is the overall change of the merit function minor, but in 
the latter order is the convergence speed very low. The total number of cycles needed is with 
530 cycles for Monomials 2 times larger than for Zernike and A-polynomials 1st kind. The 
slightly larger value for the As results mainly from the 14th order. Considering only lower 
orders the 1st kind -polynomials converge almost two times faster than Zernike and 
Monomials.  
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Figure 4.19 Convergence within each order for HMD with the number of cycles needed for the final result 
(see table 4.20)  
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Table 4.20 Number of cycles needed for the final result by each order and description for HMD with Zemax 
DLS 
order polynomial set Monomials Zernike A-polynomials 1st kind 
4th 45 45 20 
6th 20 50 35 
8th 55 35 45 
10th 30 60 40 
12th 135 30 5 
14th 245 45 160 
total 530 265 305 
Yolo-telescope 
The results for the Yolo-telescope are shown in figure 4.20. The final performance for each 
order was presented and discussed before in figure 4.7 and 4.8. 
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Figure 4.20 Convergence within one order for Yolo-telescope with the number of cycles needed for the final 
result (see table 4.21)  
 
In case of the non-symmetric Yolo-telescope, the descriptions seem to have much more 
problems in convergence. Between 30 and90 cycles are needed for all of them (table 4.21), 
except the Monomials, who need only 5 to 10 cycles in the 4th, 8th and 14th order. This probably 
results from the minor changes in the merit function, occurring in these orders. With 125 
cycles, the descriptions need significantly more cycles for convergence in the 6th order, similar 
to the Zernikes with 175 cycles. Moreover, the A- polynomials have a problem with the higher 
orders. Although the major improvement step is within the first 50 cycles, the merit function 
is reduced by small values constantly over the further cycles. This effect is seen in the 6th, 10th 
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and 12th order. It has to be noted after the performance is here already within the diffraction 
limit. The minor changes in merit function are of only small influence in the RMS spots sizes, 
also seen in the unchanged performance with the 14th order. Contrary to the previous results 
is the number of total cycles needed here lowest for the Monomials and highest for the A-
polynomials, although interestingly both end up with comparable final results.  
Table 4.21 Number of cycles needed for the final result by each order and description for Yolo-telescope 
with Zemax DLS 
order polynomial set Monomials Zernike A-polynomials 1st kind 
4th 5 80 50 
6th 125 170 225 
8th 5 70 45 
10th 90 30 170 
12th 55 40 190 
14th 10 30 0 
total 290 420 680 
Conclusion for the convergence within one order 
In case of the HMD, the descriptions have a relatively uniform convergence within a small 
number of cycles (20 to 45). Nevertheless, for a few orders, the non-orthogonal Monomials 
and A-polynomials 1st kind show a slower convergence up to a factor of 6 in a number of 
cycles. 
For the Yolo-telescope the convergence is more problematic for all descriptions. The number 
of cycles typically needed is with 30 to 90 relatively large and as far as it was seen non-
deterministic. Moreover, the A-polynomials 1st kind have problems with constantly, but small 
changes in the merit function, which increases the number of needed cycles tremendously. 
Previous work [94], has shown a more significant result. Nevertheless, it can be seen that for 
higher orders, the convergence can be a problem if the results are already near to the local 
minimum. Here the merit function usually only changes in small values, with limited impact 
on the performance. 
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4.5 Convergence behaviour of other algorithms 
As indicated at the beginning of this chapter, there are only a few publications dealing with a 
comparison and evaluation of surface descriptions. Moreover, the ones known are using 
either Zemax or CODE V, and no OSLO at all. Therefore, the question is: Are the results and 
conclusions transferable to algorithms of other software platforms? This question has three 
aspects: 
1. The convergence over the orders, so the choice of description, due to the correction, 
as shown in section 4.3. 
2. The convergence within on order, so the number of cycles needed, shown in section 
4.4. 
3. Comparability of software platforms, so the question if the results are finally 
depending on the implemented optimisation algorithm of the software used. 
To evaluate this for the first time, the HMD system known from the previous sections with the 
three descriptions of Monomials, Zernike and A-polynomials 1st kind, was chosen. For the 
implementation of the descriptions, an interface for the DLLs, written for Zemax, was added 
to use them also for the CODE V and OSLO. For the optimisation, the DLS algorithm, as before 
in Zemax, is also used for the other two platforms of CODE V and OSLO. Moreover, in case of 
CODE V, the DLS was evaluated with and without activating the Step-optimization for a 
comparison. Only few information is available for the algorithms; this seems to be a 
confidential issue for the companies. However, from experience with rotational symmetric 
systems, it can be said, that the DLS (with Step) of CODE V can be much faster and better in 
the final solution as pure DLS, as demonstrated here [105]. The Step should hereby help to 
overcome shallow minima. A few years ago, a small comparison between DLS with and 
without Step for a freeform zoom system was demonstrated [64]. The results indicate that a 
positive effect of Step is also occurring in case of a freeform system. A comparison between 
Zemax, CODE V and OSLO, as three of the leading software tools for designing optical systems, 
could not be found in the literature. 
The starting point of this investigation is, therefore, to set up the HMD system in all three 
software platforms. A small modification had to be done, because a pick-up of the semi-
diameter, as used in Zemax to guarantee, that the norm-radius/-width is always within the 
range, is not possible for CODE V and OSLO using DLLs. Therefore, the norm-values were fixed 
since the change over all orders is below 3% for the semi-diameter, this has no significant 
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impact on the result. Table 4.22 shows the system data for the software tools. The settings are 
identical. Moreover, the spot shapes and wavefronts for all fields are similar. The minor 
differences in values for the RMS spot and wavefront are probably more to slightly different 
numeric, but for the final evaluation not of significant relevance. 
Table 4.22 Overview of the system data for the HMD for the different software platforms 
programs Zemax CODE V OSLO 
EFFL 43.584 43.563 43.563 
F-number 10.903 10.891 10.891 
EPD [mm] 4 4 4 
RMS spot radius (averaged over all fields) [µm] 105.72 104.63 108.67 
RMS wavefront (averaged over all fields) [waves] 1.92 2.03 2.16 
In the following, the performance over and within each order for the individual software tools 
are discussed. The results for Zemax were shown in section 4.4 and therefore are not repeated 
here but will be later compared to the other results regarding the comparability. The 
performance data are here as well normalized, since the different software tools have 
individual calculation schemes for the merit function and therefore the absolute starting 
values differ from 0.079, respectively 0.089 -for OSLO and Zemax- to 986 for CODE V. The 
overall improvement of the error function is a factor of about 40 for OSLO and Zemax and 
almost 2000 for CODE V. Nevertheless, this gives no indication about the absolute final results, 
only about the relative improvement within and over the orders. Therefore, the final results 
are discussed separately. 
OSLO™ 
The performance of error function over the orders and within is shown in figure 4.21. Similar 
to the previously shown performance by Zemax (figure 4.19) is the main improvement in the 
4th order. Moreover, it can be seen that the Monomials are constantly improving, but with less 
impact by each order, whereas the Zernike and A-polynomials 1st kind have a larger 
improvement by the 4th to 8th order, which leads to an error function, which is almost a 
magnitude of order better than for Monomials. The A-polynomials 1st kind and Zernike have 
almost equivalent results over all orders, similar to Zemax. The convergence within one order 
is hereby typically between 5 and 25 cycles fo all three descriptions, except the almost 160 
cycles the A-polynomials 1st kind needed for the 12th order, as well as the 280 cycles the 
Zernike needed for the 12th and 165 cycles for 14th order. In both cases, the performance was 
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already diffraction limited before and the results were more a fine-tuning of the merit function 
criteria. Moreover, for the 8th order, the Monomials needed 80 cycles for the convergence. The 
difference in the total number of cycles results mainly by the final orders as before. For lower 
order, the orthogonal descriptions are about two times faster in convergence. 
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Figure 4.21 Performance of normalised error function for HMD using DLS by OSLO with the number of 
cycles needed for the final result (see table 4.23)  
 
Table 4.23 Number of cycles needed for the final result by each order and description for HMD using 
OSLO DLS 
order polynomial set Monomials Zernike A-polynomials 1st  kind 
4th 20 15 25 
6th 10 5 5 
8th 80 30 15 
10th 25 15 20 
12th 15 280 160 
14th 25 165 5 
total 175 510 230 
CODE V™ 
The performance of the standard DLS in CODE V is shown in figure 4.22. One major difference 
between the previous two calculations is visible (table 4.24): The Monomials are improving 
much better relative to the other descriptions and are even slightly better than the A-
polynomials for the 4th order. Moreover, the Zernike and A-polynomials 1st kind have in this 
case a relatively different performance over the orders. The first one benefit mostly from the 
90 Evaluation of freeform descriptions 
 
8th and 14th order, whereas the latter one improves most with the 6th order and less, but still 
significant with the 8th ,10th and 14th order. Therefore, for the 6th and 12th order, the results of 
all three are relatively nearby. With the final order, the Monomials are 3 to 4 times worse in 
error function than the polar descriptions. 
For the convergence, within one order the descriptions typically need only 5 to maximum 15 
cycles, except for Zernike in the 8th, 12th and 14th order, where 50, 25 and finally 115 cycles 
were needed. Additionally, for the 8th,10th and 12th order the A-polynomials 1st kind needed 
45 cycles, whereby for the 10th order the value kept stable from the previous order for 40 
cycles before it dropped within 5 cycles. With a total number of 65 cycles, the Monomials were 
three times faster than the other two descriptions here.  
Table 4.24 Number of cycles needed for the final result by each order and description for HMD using 
CODE V DLS 
order polynomial set Monomials Zernike A-polynomials 1st  
4th 5 5 5 
6th 5 5 5 
8th 5 50 30 
10th 30 5 45 
12th 5 25 45 
14th 15 115 45 
total 65 205 175 
CODE V™ with Step-optimisation 
The DLS using Step optimisation is shown in figure 4.23. Compared to the previous results by 
the purely DLS, for Monomials and A-polynomials 1st kind no difference in the convergence of 
the orders can be seen. For the Zernike polynomials, the performance is identical in 4th, 6th 
and 12th order. The major improvement, seen before in the 10th order is now already 
appearing in the 8th. Therefore, there is no further progress in the 10th order. Moreover, the 
improvement in the final order is improved compared to without Step. As for the other 
algorithms seen, the result of the two polar descriptions is between 3 and 5 times better than 
for the Monomials. 
The convergence within one order is typical with 5 to 10 cycles, with the only exception of the 
Zernike in the 14th order. Here 60 cycles are needed before the convergence is reached. 
Moreover, the A-polynomials 1st kind converge 20 cycles in the 8th order, whereas the 
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Monomials reach the final result in the 14th order after 15 cycles.  
Overall compared to the pure DLS in CODE V it can be said, that the convergence speed is 
about two times faster for the Zernike and A-polynomials and about 50 percent for the 
Monomial.  
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Figure 4.22 Performance of normalised error function for HMD using DLS by CODE V with the number of 
cycles needed for the final result (see table 4.24)  
 
Table 4.25 Number of cycles needed for the final result by each order and description for HMD using 
CODE V DLS with Step 
order polynomial set Monomials Zernike A-polynomials 1st  
4th 5 5 5 
6th 5 10 5 
8th 5 5 20 
10th 10 15 5 
12th 5 5 5 
14th 15 60 10 
total 45 100 50 
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Figure 4.23 Performance of normalised error function for HMD using DLS with Step optimisation by CODE  
V with the number of cycles needed for the final result (see table 4.25)  
 
Comparison between the different algorithms 
It can be seen, that the algorithms have quite similar behaviour and results of final quality. For 
a comprehensive comparison, a look at the final results for each algorithm is needed. 
Therefore, in table 4.26 the summarised data for Monomials, Zernike and A- polynomials 1st 
kind of the four algorithms are shown. 
In the error function plots, it was already seen that the polar description gives comparable 
performance, with slightly better results for the Zernikes compared to the other two 
descriptions in all software tools except OSLO. The same can be said for the spot and 
wavefront data here. The difference is hereby between 13 (CODE V) and 26 % (CODE V with 
Step) in the spot and up to 20 % in the wavefront. Nevertheless, the results for all polar 
descriptions and the Cartesian ones in CODE V (with and without Step) are diffraction limited. 
Moreover, the difference between the Monomials and the other two descriptions are, as seen 
before in the plots, between a factor of 2 (CODE V) and 9 (OSLO). 
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Table 4.26  Final results for RMS spot and wavefront (both averaged over all fields) for the three 
descriptions and four algorithms. 
 
 Monomials Zernike A-polynomials 1st  
Zemax  
RMS spot / Airy radius [µm] 10.01 /7.64 3.33 / 7.06 3.90 / 7.07 
RMS wavefront [waves] 0.184 0.06 0.07 
OSLO  
RMS spot / Airy radius [µm] 17.13 / 8.08 2.61/ 7.76 1.86/ 7.40 
RMS wavefront [waves] 0.303 0.04 0.06 
CODE V  
RMS spot / Airy radius [µm] 4.23 / 7.68 2.11 / 7.06 2.40 / 7.06 
RMS wavefront [waves] 0.121 0.06 0.06 
CODE V + Step  
RMS spot / Airy radius [µm] 4.23 / 7.68 1.89/ 7.06 2.39/ 7.06 
RMS wavefront [waves] 0.121 0.05 0.06 
The overall best results are obtained for: 
• Monomials: CODE V (with and without Step) 
• Zernike: CODE V (with Step) 
• A-polynomials 1st kind: OSLO 
CODE V and OSLO can achieve up to two times better results for Zernike and A-polynomials, 
whereas for Monomials CODE V is two times better than Zemax and four times better than 
OSLO. When we look at the corresponding surface sag contribution (see table 4.27) it can also 
be seen that for the two CODE V algorithms the contribution is identical, whereas for the A-
polynomials 1st kind the surface is similar, but with much more dominating deformation 
terms. 
The OSLO surface has similarities, specifically in the outer shape, but the composition of basic 
shape and deformation terms with a similar pattern but of opposite sign seems not to be 
beneficial. 
For the Zernike polynomials, seen in table 4.28, the sag contribution of the Zemax, OSLO and 
CODE V (without Step) look very similar, whereas the slightly better version of CODE V with 
Step looks slightly different compared to the others. Nevertheless, the distribution between 
the basic shape and is deformation is completely different for all four algorithms: For Zemax 
the biconic basic shape is dominating, whereas for OSLO (also with biconic basic shape) the 
deformations terms are the dominating part. For CODE V, the basic shape is of almost no 
influence in case of Step and of minor one without Step. 
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Table 4.27 Sag-contribution for Monomials 
 basic shape deformation terms 
total surface sag 
Zemax DLS 
   
OSLO DLS 
   
CODE V DLS 
   
CODE V 
DLS + Step 
   
Table 4.28 Sag-contribution for Zernike 
 basic shape deformation terms 
total surface sag 
Zemax DLS 
   
OSLO DLS 
   
CODE V DLS 
   
CODE V 
DLS + Step 
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For the A-polynomials 1st kind, the results (table 4.29) for the two CODE V algorithm are 
identical and so is the surface, including the individual contribution by basic shape and 
deformation terms. The Zemax surface also uses a biconic basic shape, but of opposite sign 
and therefore more astigmatism dominated deformation terms are observed. The total 
surface is similar to the previous results for Zernike and Monomials. OSLO achieves the best 
performance result with a dominating freeform part, which is similar to the shape of the CODE 
V approaches. The total surface is then almost identical to the solution by the Zernike set. 
Table 4.29 Sag -contribution for A-polynomials 1st kind 
 
 basic shape deformation terms 
total surface sag 
 
Zemax DLS 
   
 
OSLO DLS 
   
 
CODE V DLS 
   
 
CODE V 
DLS + Step 
   
Conclusion for different algorithms 
Although the algorithms show different behaviour for lower orders, specifically for CODE V 
compared to the other two, it can be seen that with the higher orders the results are all nearby. 
The polar descriptions have the much better performance for all algorithms compared to 
Monomials. The difference is ranging from a factor of 3 for Zemax and CODE V without Step 
up to a factor of 10 for OSLO. 
Moreover, for the convergence of one order, it can be seen that the DLS algorithm of CODE V, 
specifically with Step-optimization is improving the typical number of cycles needed up to a 
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factor of 4. Nevertheless, the total number of needed cycles per order for the other software 
is with 20 and less still quite low. 
The final results of the different algorithm are relatively similar: The Monomial descriptions 
are not as good as the polar descriptions in all versions. In case of the other two descriptions, 
the A- polynomials 1st kind are slightly preferred by the OSLO algorithm, whereas the Zernikes 
are with slightly better performance for the other three ones. It can be seen that the general 
outcome of the different algorithms is not much different and therefore the choice of 
description is not influenced by the algorithm used for the optimisation. 
It is seen, that OSLO and CODE V are able to reach a better result than Zemax for the polar 
descriptions, within a factor of two. For the Monomials, on the other hand, OSLO has 
significantly worse results than the others, which may be caused by the non-orthogonality of 
the description. 
Overall it can be said, that the correction behaviour of the different algorithms is very similar. 
Therefore, the conclusions from the previous sections can also be applied to the other 
algorithms in CODE V and OSLO. The final results of the different software tools differ less than 
a factor of 2 for the convergence within one order, which is for such small number of cycles 
negligible. For more complex systems with more than one freeform, this might be of more 
effect. 
Part of this work regarding the convergence behaviour of different optimization algorithms 
can be found in the labwork of Siti Heder [107]. 
4.6 Summary and conclusion for application 
In this chapter, the assessment and evaluation of different freeform surface descriptions were 
presented. The focus was hereby on the impact of the basic shape, surface descriptions 
properties like orthogonality, as well as optimisation algorithm on the performance of the 
description concerning convergence and level of final quality. 
The investigated systems, diverse as they were, showed a very similar behaviour: the outer 
boundary was comparable for all descriptions, with a smaller correction impact. For a better 
correction, the centre part of the surface was of more importance. Generally spoken, the effect 
of the domain on the results is minimal. On the other hand, the effect of the defining grid for 
the description is of much higher influence. Additionally, the higher order contributions by 
the individual representations made the final difference. Nevertheless, the variation of the 
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different descriptions was not as strong as might expected. Except for the Monomials in one 
case, the worst results were less than a factor of 2 than the best. Additionally, the aperture of 
the freeform surface and description did not influence the results at all. The impact of the 
orthogonality was only partly seen in the result of faster convergence within one order by the 
orthogonal sets. Another important aspect is the basic shape, which to some extent has an 
even more significant impact on the final performance than the choice of description itself. 
With systems suffering from astigmatism, a more sophisticated basic shape like a biconic can 
reduce the number of additional needed freeform parameters to a third to represent the same 
system or improve the system by a factor of 2 with the same number of freeform terms. 
Except for the remaining symmetry and a potential decoupling of x and y, a significant impact 
of the system parameter like a field of view, entrance pupil diameter or F-number could not 
be seen. Moreover, it could be shown, that the choice of descriptions is not influenced by the 
used software tools. The final results are comparable both in the speed of convergence and 
absolute values. This leads to the question: What is the best choice? 
Table 4.30 Criteria for choice of description (++ very good, + good, o sufficient, - problematic, -- fail, N/A: not 
available) 
criteria 
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easy access to aberrations o o o o ++ ++ ++ + 
fast convergence speed 
(above the diffraction limit) 
+    +  ++  
direct relation to tolerancing N/A N/A N/A N/A N/A ++ ++ ++ 
simple and robust import/export of 
data (conversion) 
++ ++ ++ ++ ++ o o o 
simple extension of surface (slopes) - - - - - ++ ++ ++ 
“ability of correction”: 
non-symmetric system ++ ++ ++ ++ + + ++ -- 
plane-symmetric system o ++ o o ++ ++ ++ -- 
double-plane-symmetry o - - - + + + -- 
large astigmatism o + o o + + ++ -- 
large coma o o o o + + ++ -- 
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In table 4.30, an evaluation of the criteria for a good freeform surface description, as 
introduced in section 1.7, is shown. Not explicitly mentioned here is the effective and robust 
calculation, specifically for intersection points, which is generally given for polynomial 
descriptions. Moreover, in a recent work [108] the fitting behaviour of the different 
descriptions were tested, and it can be seen, it generally is possible for all descriptions, with 
advantages for the representation, which excelled in the optimisation, like Chebyshev 1st kind, 
Zernike, Q- and A-polynomial 1st kind.  
Thinking solely on the final result from each of the presented descriptions should be sufficient, 
except for the A-polynomials 2nd kind. Nevertheless, there are more detailed aspects to 
consider. The Chebyshev 1st /2nd kind and Legendre have only about half of the parameter 
number of the Zernike Fringe set, for example, and can reach similar results, specifically for 
non-symmetric systems. In contrary, when it comes to higher order correction the Zernike 
Fringe, Q-polynomial or A-polynomial 1st kind are more beneficial. Moreover, the easy access 
to the aberration for the three descriptions is an advantage in the handling and optimisation 
as it can be seen. For data exchange and manufacturing, descriptions of a polynomial structure 
are preferred. However, since to the projection factor for Q-polynomial and A-polynomials 1st 
kind cause these descriptions to not be real polynomials anymore, this can be a disadvantage 
for later processes. On the other hand, the projection factor offers the opportunity to tolerance 
directly with the coefficients, which is a huge advantage. 
Deciding on a sufficient description is therefore highly depending on the further process with 
the system. However, to cope with a high number of possibilities the following descriptions 
are highly recommended: 
• Zernike Fringe with a biconic basic shape for systems with remaining symmetry: 
spatial-orthogonal description with fast convergence, simple data transfer for manufacturing, 
easy access to aberrations (implemented in most of the commercial optical design software) 
• Chebyshev 1st kind with a biconic basic shape for strongly asymmetric systems: 
spatial-orthogonal description with a small number of parameters, simple data transfer for 
manufacturing (not broadly implemented in most of the commercial optical design software) 
• A-polynomials 1st kind with biconic basic shape can be broadly used in symmetric and 
non-symmetric systems: gradient-orthogonal description with fast convergence, for 
tolerancing: easy access to tolerancing with the coefficients and simple extension of the basic 
shape (not yet implemented in any of the commercial optical design software) 
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Chapter 5 Conclusion and Outlook 
In this work, freeform surfaces descriptions were developed and evaluated for use in non-
circular symmetric optical imaging systems. It can be said that freeform surfaces can improve 
the system tremendously with only one sophisticated surface. Crucial for the correction of the 
aberration in this system and final performance is how good the description can represent the 
needed correction. 
With the requirements from the optical design and manufacturing, like fast and robust 
calculations, superior results with only a few numbers of parameters and easy access to 
aberrations, tolerancing and conversion of data for import and export, globally defined 
polynomial descriptions are a suitable choice.   
In a first step, the general approach of this kind of representation and the structure of such a 
polynomial set was introduced. Moreover, a selection of well-known descriptions used in 
design and mathematics, as well as a recently published approach for a freeform polynomial 
set, was described more detailed.  
Although a huge variation of descriptions is published, there still seems to be an option 
missing, which combines the advantages of the individual descriptions. Therefore, two new 
sets, called A-polynomials 1st kind and 2nd kind were developed. They incorporate a biconic 
basic shape, for better astigmatism correction, a projection- factor for an easier access to 
tolerancing along the normal of the surface, a gradient-orthogonal polynomial set for faster 
convergence, with the Zernike-polynomials as the basic function for an easier access to the 
aberrations. Moreover, the polar defined polynomial sets were developed on a square domain 
for better accordance with non-circular shaped domains.  
In a comprehensive benchmark, the selection of already existing descriptions and the two new 
sets were evaluated for their benefit in the design of typical freeform imaging systems. 
 It could be seen that the extension of the basic shape to a biconic can improve systems 
suffering from large astigmatism either up to a factor of two or reduce the number of needed 
freeform terms to a third, compared with a conical basic shape. Nevertheless, although a 
major part of the astigmatism correction can be done with the basic shape, a higher order 
contribution by the freeform terms still seem necessary.  
The convergence behaviour and final performance of the eight evaluated descriptions have 
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shown, that the difference is not as significant as expected. Except for the newly developed A-
polynomials 2nd kind, which fail completely due to the lack of primary astigmatism 
contribution and partly the Monomials, due to the lack of orthogonality and complexity for 
higher orders, are all the descriptions relatively nearby and the results within one magnitude 
of order.  
Contrary to the expectations, neither the system parameters (e.g. EPD, FOV, F/#) nor the 
coincidence of domain and footprint shape were of significant impact on the performance.   
The main criteria for the right choice seem to be the remaining symmetry of the system and 
the resulting potential decoupling at the boundary, due to asymmetric conditions. Hereby it 
was seen, that for most systems a choice between Zernike and Q-polynomials is sufficient, due 
to the remaining plane-symmetry and therefore relatively strong coupling. Moreover, for 
asymmetric systems, the Chebyshev 1st kind emerged as a very good option. Nevertheless, for 
the different types of systems, the A-polynomials 1st kind met the expectations placed on 
them, with a uniformly good to very good performance.  
Moreover, an initial investigation on the convergence speed with the commonly used DLS 
algorithm in the three most frequently used commercial software tools indicated that the 
optimisation algorithm is only of minor influence on the performance and the final results of 
different software tools are comparable. 
Generally, it can be seen, that the handling and the right choice of criteria and parameter seem 
to be of more impact than the description itself.  At the moment, without many experiences, it 
is feasible to use relatively simple settings and initial values (like zero for the polynomial 
terms), as it was done in this benchmark. However, with the experience of more systems, it 
should be possible in the future to have a better understanding of the influence of the settings 
for the performance, like merit function definition or weighting. Moreover, in combination 
with enhanced aberration theory for freeform surfaces, it should be possible to select the 
terms needed for correction and the initial values target-oriented. This approach would 
probably also alter the benefit of certain descriptions towards the representations, which 
directly represents aberrations, like the polar ones.    
Nevertheless, for the systems and design problems, we are facing now, the available and new 
descriptions give us a good selection to choose from, depending on individual preferences and 
goals in the design. 
Appendix A: Sorting 101 
 
Appendix A: Sorting 
Monomials, Chebyshev 1st kind, 2nd kind and Legendre 
With a simple transformation, the double-indices (m,n) can be transformed into a single-index 
j, which sorts the polynomials -similar to the Zernike Fringe- by aberrational order: 
(m n)(m n 1)
j (n 1)
2
+ + + 
= + + 
 
 , (A.1) 
with
x =   largest integer smaller than x . 
Moreover, backwards from a single-index to double-index: 
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with x =   smallest integer larger than x , 
 
Zernike 
with the single-index, j can be converted into the double-index  ( , )m n  as 
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Additionally, the double-index can be transformed into the single-index by 
2
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 (A.4) 
Q-polynomials 
Like the Zernike it is possible to sort the Q-polynomials with a single-index j:  
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The transformation back to single-index is than 
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Symbols 
  W( , , )  wave aberrations 

W  wave aberration coefficient 
I
S  Seidel sum 
ρ,  ϕ (normalized) ray coordinates in the pupil 
η normalized height of object 
mn j
a ,a  coefficient for double-/single-index sorted polynomials 
 m
n
Z ( , )  Zernike-polynomials with double-index 
wi weighting factor for the ith parameter 
ftar,j target values in merit function for the ith parameter 
fi( x ) the objective function component of the ith parameter in merit function 
M(x)  merit function 
γ damping factor 
f  change vector 
J  Jacobian-matrix of derivatives 
I  identity matrix 
x  change of parameter vector in DLS 
m,n / j double-/ single-sorting index 
M,N / J maximum number of terms for double-/single-index sorting 
F/#) F-number 
iF (x, y) / jF (r, )  polynomial set in Cartesian /polar coordinates 
B(x, y) / B(r, )  boundary function in Cartesian /polar coordinates 
P(x,y) / P(r, )  projection factor in Cartesian /polar coordinates 
z(x,y)  surface sag 
z
basic  surface sag of basic shape 
x,y, r,  (normalized) Cartesian/polar coordinates 
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x yc ,c  curvatures in x and y 
R radius of curvature 
x y,   conic constants in x and y 
  angle between normal of the surface and z-axis 
δnd normal departure 
m nf ,f  basis functions 
w(x,y)  weighting function 
mC  constant for given parameter m 
mT (x)  Chebyshev 1st kind polynomial 
mm'  Kronecker- delta 
mU (x)  Chebyshev 2nd kind polynomial 
mP (x)  Legendre polynomial 
N(m,n)  normalization factor of Zernike polynomials 
m
nR (r)  radial part of Zernike polynomials 
m( )   azimuthal part of Zernike polynomials 
( )0 2nQ r  Q-polynomials (“mild asphere”-terms) 
( )2mnQ r  Q-polynomials (freeform-terms) 
m m
n n
a ,b  coefficient for double -index sorted Q-polynomials 
A(x,y) / A(r, )  A-polynomials in Cartesian/polar coordinates 
λ waves (unit)  
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Abbreviations 
2D two-dimensional 
bfs best-fit-sphere 
CAD computer-aided design software 
DLS damned least square 
EFFL effective focal length 
EPD entrance pupil diameter 
FOV field of view 
HMD head-mounted display 
MTF modular transfer function 
NAT nodal-aberration theory 
NURBS non-uniform rational basis-spline 
PV peak-to-valley 
RBF radial basis functions 
RMS root-mean-square 
SMS simultaneous multiple surface method 
TMA three mirror anastigmat 
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