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1 Introduction
In this paper, we prove the space-time positive mass conjecture in arbitrary dimensions.
The proof generalizes the argument we have given to establish the Riemannian positive
mass conjecture in [L1], which may also be described as the time-symmetric case of the
general conjecture considered in the present paper.
The problem underlying this conjecture was already recorded in Pauli’s 1921 book.
In [P],Ch.61, the interpretation of the energy density of the gravitational field, contribut-
ing to the total mass, and its possibly negative sign, are explicitly described as debated
issues, even before Einstein finalized his field equations [Ei] in 1916. The positive mass
conjecture then asserts that, nevertheless, the total mass for any non-vacuous isolated
relativistic gravitational systems should be positive.
The interest in the higher dimensional form of general relativity evolved already in
the 20ties, for instance, in attempts to incorporate all physical forces in one common
framework. This, but also its weighty role in differential geometry, made the positive
mass conjecture interesting in all dimensions.
1
Known Cases Until now, the positive mass conjecture could be established for
spaces of dimension ≤ 7 and for spin manifolds.
In the late 70ties, Schoen, Yau [SY1]-[SY3] introduced an approach to treat this
problem in 3 dimensions using minimal and marginally outer trapped (hyper)surfaces.
It was further developed by Eichmair, Huang, Lee and Schoen [E1],[S],[EHLS] to cover
dimensions ≤ 7. The central problem with this strategy is that, in dimensions > 7, these
surfaces may be singular. By classical means, the impact of the singularities could not
be controlled restricting the usability of this technique to low dimensions.
The only known alternative argument, which applies to a fairly broad class of spaces,
is due to Witten [W],[PT]. It works for spin manifolds and it uses the Lichnerowicz for-
mula for the associated Dirac operator to derive the conjecture. But the specifically spin
geometric tools do not cover the still considerably wider non-spin case.
General Case To derive the general space-time positive mass conjecture (Theorem
1), we employ skin structures on minimal and trapped surfaces to merge the hypersurface
approach into a broader strategy.
It starts with a reduction of the problem to the non-existence of isolated appearances
of Sem > 0. Here, Sem is the energy-momentum scalar curvature, we define as a counter-
part to scalar curvature S, for initial data sets. Concretely, we show that Sem > 0-islands
cannot exist (Theorem 2). This is parallel to the reduction of the Riemannian conjecture
to the non-existence of S > 0-islands. The underlying deformation arguments may be of
independent interest in the study of energy conditions.
This reduction rules out technicalities from the use of asymptotically flat geometry
and allows us to transform the problem to a geometric one on compact manifolds. This
way we can better focus on the core issue, the presence of singular trapped surfaces
once we leave the low dimensional special case. We can now use skin structures and
hyperbolic unfoldings to eliminate the singularities from surgery operations. As in the
initial reduction step, this can be organized to match the Riemannian case in [L1].
In the following sections of this chapter, we give an overview of the contents of the
paper. In Ch.1.1 we introduce some basic concepts. Then, in Ch.1.2, we properly state
our main results and in Ch.1.3 we outline how to derive them.
1.1 Total Mass and Constraint Equations
In this section we recall some basic concepts and explain the setup for the positive mass
conjecture. We start with a space-time (Xn+1, gX) satisfying Einstein’s field equations
in the form
G(g)µν := Ric(g)µν − 12 · S(g) · gµν = Tµν ,
where Ric is the Ricci curvature, S is the scalar curvature, T the stress-energy tensor.
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Now we assume that there is a Cauchy hypersurface. This is a space-like hypersur-
face (Mn, g) ⊂ (Xn+1, gX) intersecting any inextensible, non-spacelike curve once.
This situation can be interpreted as the existence of some initial-data which deter-
mine the space-time from solving of Einstein field equations. General space-times need
not to admit Cauchy hypersurfaces. But their existence is very plausible in the case of
isolated systems, like galaxies, where we also expect that a Cauchy hypersurface will
approximate the Euclidean one, near infinity.
Besides its topology and Riemannian metric, a Cauchy hypersurface carries also the
information about its embedding, its second fundamental form h. Such a set of data is
abstracted in the following concept, cf.Ch.2.1,A for some technical details.
Definition 1 A triple (Mn, g, h) is called an initial data set, when M is a smooth
manifold, g a C2,α-regular Riemannian metric and h a C1,α-regular symmetric (0, 2)-
tensor on M , for some α > 0.
Let us return to the motivating case where (Mn, g, h) is a Cauchy hypersurface in
a space-time (Xn+1, gX) solving the field equations. Then we find compatibility re-
lations between T (gX), g and h, on M
n, the Einstein constraint equations for
the local energy density µ := G(g)νν, and the local momentum density, the 1-form
J(·) := G(g)(∂/∂ν, ·), where, in this case, ν is the future oriented normal of Mn.
Employing the Gauss-Codazzi equations, we rewrite µ and J on (Mn, g, h) intrinsi-
cally in terms of g, h and their derivatives. This gives the constraint equations, we write,
for an abstract initial data set, as definitions of µ and J .
Definition 2 For an initial data set (M, g, h), we define
• the local energy density µ :=
(
S(g)− (|h|2g − (trgh)2)
)
/2
• the local momentum density J := divgh− d(trgh)
The two quantities µ and J return to their role as constraints when we locally develop
a Cauchy hypersurface into a solution of the field equations. Such a local development
exists due to work of Choquet-Bruhat [Cb].
Being back on (Xn+1, gX), it is physically plausible to expect the validity of the
so-called dominant energy condition for T : for any observer the local energy density
appears non-negative and the local energy flow vector is non-spacelike, that is, not faster
than light. Note that this does, however, not directly constrain the energy density of the
gravitational field, also contributing to the total energy.
Again, this energy condition, admits an intrinsic description on (M, g, h).
Definition 3 An initial data set (M, g, h) satisfies the dominant energy condi-
tion (DEC) provided
µ ≥ |J |g.
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For the more specific case of an isolated gravitational system, we consider a Cauchy
hypersurface approximating a Euclidean geometry in the sense of an embedded mani-
fold approaching a totally geodesic Euclidean hyperplane in Minkowski space. Thus this
concept includes both g and h:
Definition 4 An initial data set (M, g, h) is asymptotically flat, if it can be
decomposed into a compact set K ⊂ M , the core of M , and an end M \ K, which
admits a diffeomorphism M \K ∼= Rn \B, for some closed ball B ⊂ Rn such that
g − δ ∈ C2,p−q (M) and h ∈ C1,α−q−1(M)
where δ is a smooth symmetric (0, 2)-tensor which equals gEucl on M \K ∼= Rn \B and
q ∈ ((n− 2)/2, n− 2), α ∈ (0, 1).
To simplify the exposition, we usually ignore to write the diffeomorphic identifications
and we think (and write) Rn \B directly as a subset of M . The weighted norm for Ck,α-
regular functions is defined as as the Ck,α-norm on (a small neighborhood of) K and on
Rn \B as:
‖f‖
Ck,α−q (R
n\B) :=
∑
|I|≤k
sup
x
∣∣∣|x||I|+q(∂If)(x)∣∣∣+ ∑
|I|=k
[
|x|α+|I|+q(∂If)(x)
]
α
Writing f ∈ Ck,α−q means ‖f‖Ck,α−q (Rn\B) <∞. In terms of Landau symbols this is written
f = Ok,α(|x|−q). For f ∈ C0−q we write the more common f = O(|x|−q).
(In more technical discussions, e.g. in [EHLS], one also considers weaker decay con-
ditions in terms of weighted Sobolev norms and adds assumptions for µ and J .)
Originally, Einstein [Ei], and others, [P],Ch.61, defined the total energy as volume
integrals of energy contributions from the matter and the gravitational field over an
asymptotically flat Cauchy hypersurfaces. Later, these integrals were replaced by more
intrinsically defined surface integrals over the sphere at infinity, using some Stokes for-
mula argument. The following definition is due to Arnowitt, Deser and Misner[ADM].
Definition 5 To an asymptotically flat initial data set (Mn, g, h), we assign the
following quantities, one oftentimes finds supplemented by the prefices total or ADM:
• the energy E(M, g), depending only on g,
• the momentum P (M, g, h) = (P1, ..., Pn) of length |P | = (
∑
i P
2
i )
1/2,
• the energy-momentum P̂ (M, g, h) = (E, P1, ..., Pn),
• the mass* m(M, g, h) :=
√
E(M, g)2 − |P (M, g, h)|2,
defined as follows:
(1) E(M,g) = αn · lim
R→∞
∫
∂BR
∑
i,j
(
∂gij
∂xi
− ∂gij
∂xj
)
· νj dVn−1,
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(2) Pi(M,g, h) = 2 · αn · lim
R→∞
∫
∂BR
∑
j
piij · νj dVn−1, i = 1, ..., n
where ν = (ν1 . . . νn) is the outer normal vector to ∂BR and αn = (2(n−1)V ol(Sn−1))−1.
*The mass can be thought of as the norm of P̂ , with respect to the Lorentz metric,
on the space-time development X ofM . It is the validity of the positive mass conjecture,
claiming E ≥ |P | ≥ 0, which ensures that m(M, g, h) is a proper non-negative number.
1.2 The Space-Time Positive Mass Theorem
Now we can state our main results, valid in any dimension n ≥ 3.
Theorem 1 (Space-Time Positive Mass Theorem) Let (Mn, g, h) be an asymp-
totically flat initial data set satisfying the dominant energy condition. Then, we have
E ≥ |P | ≥ 0.
In Lorentzian geometric terminology, this says the total energy-momentum vector P is
a future directed time-like or null vector.
This result settles other well-known versions of the positive mass conjecture, like the
so-called space-time positive energy conjecture, which only asserted E ≥ 0. Also, for
h ≡ 0, we reach the time-symmetric or Riemannian case, where P = 0. Thus, the Rie-
mannian positive mass theorem just means E ≥ 0.
Theorem 1 can be reduced to a basic obstruction result we formulate in Theorem 2
below. It applies to a variant Sem(g, h) of the usual scalar curvature S(g) adapted to
the case of initial data sets.
Definition 6 The energy-momentum scalar curvature Sem(g, h) of an initial
data set (Mn, g, h) is the difference of the energy and momentum densities:
(3) Sem(g, h) := 2 · (µ− |J |g) = S(g)− (|h|2g − (trgh)2)− 2 · |divgh− d(trgh)|g
That is, the DEC can be expressed as Sem(g, h) ≥ 0. And, in the time-symmetric or
Riemannian case, where h ≡ 0, we have Sem(g, 0) ≡ S(g) ≡ 2 · µ. In this case, the DEC
becomes S ≥ 0. Now we claim there is no general local mechanism to deform arbitrary
initial data sets to others satisfying the strict form of the DEC.
Theorem 2 (Non-Existence of Sem > 0-Islands) There exists no asymptotic
flat initial data set (Mn, g, h) such that:
• Sem(g, h) > 0 on some non-empty open set U ⊂Mn, with compact closure.
• (Mn \ U, g, h) ≡ (Rn \B1(0), gEucl, 0).
The identification refers to the diffeomorphism from Def.4, which, in this case, is an
isometry and this means that, on Mn \ U , g is flat and h ≡ 0.
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1.3 Outline of Arguments and Techniques
We start with the reduction of Theorem 1 to Theorem 2. It is based on deformation
arguments employing geometric interpretations of E and P . From this, Theorem 2 be-
comes the main result of this paper. This matches the logic of the argument for the
Riemannian positive mass theorem in [L1]. In that case, the non-existence of S > 0-
islands was the corresponding main asssertion.
Assuming we had an Sem > 0-island, that is, a counterexample to Theorem 2, we can
build particular compact Sem > 0-manifolds. They are studied by means of marginally
outer trapped surfaces and skin structures. We use the control this analysis gives to infer
that such Sem > 0-manifolds cannot really exist. This contradiction establishes Theorem
2 and, therefore, Theorem 1.
In the outline that follows, we describe this workflow and give some first ideas about
the meaning and use of marginally outer trapped surfaces. From this we can also explain
how to approach the core problem in this business, the occurrence of singularities.
Reduction to Sem > 0-Islands We assume there were a counterexample to the
inequality E ≥ |P | ≥ 0 of Theorem 1, that is, a space with E < |P |. Indeed, we may
always assume that E < 0 ≤ |P |.
This is possible due to the boost argument of Christodoulou and O’Murchadha [CO].
In simple terms, it implies we can deform the initial data set within some auxiliary
space-time development, so that the new initial data set carries a Lorentz transformed
energy-momentum vector P̂ = (E, P ). When we initially had 0 ≤ E < |P |, the trans-
formation can be chosen, so that new vector has E < 0.
Now, for E < 0 ≤ |P |, we can apply deformations trading negative energy for some
positive Sem and flatness towards infinity. If |P | > 0, the resulting space is an Sem > 0-
peak, this is an initial data set (Pn, gP, hP) with Sem > 0 such that:
(Pn \ U, gP, hP) ≡ (Rn \BR(0), w4/n−2 · gEucl, w2/n−2 · h△), for some R > 0,
where w = 1−α · |x|−(n−2)−β · |x|−(n−1), for some α, β > 0, and h△ denotes the following
symmetric form derived from the Euclidean Green’s function 1/|x|n−2:
h△nn =
2 · ∂(|x|−(n−2))
∂xn
, h△nj = h
△
jn =
∂(|x|−(n−2))
∂xj
and h△ij = 0 for i, j < n.
When P = 0, we can even choose w = 1 and h ≡ 0 on Mn \U . That is, in this case, we
directly get an Sem > 0-island.
To eliminate h△, occurring in the |P | > 0-case, we exploit its particular shape to
superpose two copies of an Sem > 0-peak, but with momentum vectors pointing in op-
posite directions. The resulting space has E < 0, P = 0 with Sem > 0. Thus we can
now use this twin peaks space to again build an Sem > 0-island.
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Trapped Surfaces To disprove the existence of such an Sem > 0-island, that is, a
counterexample to Theorem 2, we employ marginally outer trapped surfaces, abbreviated
MOTS. To explain this concept, we consider a possibly singular submanifold Hn−1, of
an initial data set (Mn, g, h), with second fundamental form h relative Mn.
Hn−1 is called a MOTS if its mean curvature, relative Mn, annihilates the mean cur-
vature contributions of Mn: θ+H := trHhM |H + trHhH = 0. Here, hM |H is the restriction
of h on the ambient spaceMn to vectors tangent to Hn−1, while trHhH denotes the trace
of the second fundamental form hH of H
n−1 ⊂Mn.
To better understand this condition, let Ln+1 be a space-time development of Mn ⊂
Ln+1. Then, being a MOTS means that the future volume expansion θ+H , in outward
null-direction, vanishes. The typical context is that of black holes. Then, MOTS are not
properly trapped surfaces, with θ± < 0, eventually collapsing in a space-time singular-
ity. Instead, they are limiting or marginal, since the outer expansion vanishes θ+ = 0,
making MOTS models for apparent horizons of black holes.
MOTS are not known to be representable as minimizers of an elliptic variation prob-
lems. Nevertheless, there is a notion of stable MOTS sharing many analytic properties
with stable, and even with area minimizing, hypersurfaces. Formally, they are almost
minimizers and this also means they generally admit singularities in dimensions ≥ 7.
The concept and the existence of stable MOTS became available through work of An-
dersson, Mars, Simon, Metzger and Eichmair in [AMS1],[AM],[E2] and [EM].
MOTS and Sem > 0 Stable MOTS in a Sem > 0-space, can be conformally de-
formed into S > 0-geometries. This is the counterpart of the well-known S > 0-heredity
principle saying a stable minimal hypersurface in a S > 0-space can be conformally de-
formed into a S > 0-geometry.
This idea to use stable MOTS evolved from a paper by Galloway and Schoen [GS]
treating horizons of black holes. It was implemented to derive Theorem 1 in dimensions
≤ 7, in the work of Eichmair, Huang, Lee and Schoen [E1] and [EHLS]. They follow
a classical strategy to inductively select, analyze and deform asymptotically flat stable
MOTS in an asymptotically flat ambience, from [S].
Our setup is different and it simplifies the work with MOTS, in particular, in the hard
case of singular MOTS. We transplant the hypothetical Sem > 0-island onto some large
and flat torus. After some arbitrarily C3-small perturbation, this gives us a Sem > 0-
manifold of the form Qn = T n#Nn, for some compact manifold Nn.
More specifically, this means S > 0 and h ≡ 0 outside the core. Also whenever we
choose two parallel tori T n−1i ⊂ T n, i = 1, 2, relative to the flat initial metric, not inter-
secting the core, we can easily ensure that, now with respect to such an S > 0-metric,
they are strictly mean convex when viewed as the two boundary components of the do-
main which contains the core.
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To prove Theorem 2, we show that such a geometric configuration cannot exist.
Singular MOTS The geometry on Qn allows us to find a stable MOTS Y n−1 ⊂
Qn = T n#Nn homologous to T n−1 ⊂ T n#Nn, and lying between the two tori T n−1i .
The regularity theory for these MOTS shows that Y n−1 contains a nearly flat and
large torus component: Y n−1 can again be written Y n−1 = T n−1#Nn−1, for some com-
pact but, in dimensions > 7, usually singular space Nn−1.
With the occurrence of these singularities, we reach the principal problem which
classically obstructed the use of minimal and marginally outer trapped (hyper)surface
techniques, in dimensions > 7. For a discussion of some of the resulting and quite pecu-
liar issues we refer to [L4],Ch.1.1.C and Ch.1.3.A.
At this stage, we appeal to skin structural techniques from [L2]-[L4]. We may apply
them to compact singular MOTS equipped with their stability operators and conformal
Laplacians. There are several reasons why the genuine skin structural arguments do not
apply to asymptotically flat singular MOTS. This is one of the essential benefits from
starting the argument with a compactification via Sem > 0-islands.
Skin Structures and MOTS Skin structures are used on different levels. We
first observe that the compact stable MOTS Y n−1, very much like area minimizing hy-
persurfaces, is skin uniform. This says the singular set ΣY , viewed as a boundary of
Y \ ΣY , has a boundary regularity (precisely) sufficient to gain a detailed control over
the asymptotic analysis of many elliptic operators towards ΣY on the original space Y .
This control is invested in a further and differently natured application of skin struc-
tures, an Sem > 0-to-S > 0-heredity principle with surgeries.
The outcome is a that for any neighborhood V of ΣNn−1 , we can conformally deform
Y n−1 into some space Zn−1 so that there is another, smoothly bounded, neighborhood
U ⊂ V of ΣZn−1 = ΣY n−1 so that, with respect to the new metric:
• Qn−1 = Zn−1 \ U has scal > 0 and ∂Qn−1 = ∂U has positive mean curvature.
Also, this deformation reproduces the second geometric main property of T n#Nn:
• Qn−1 also contains a nearly flat and large torus component.
But this sort of space cannot exist. This follows from a largely parallel argument
of S > 0-heredity employing (singular) minimal hypersurfaces. Indeed, at this stage,
we simply switch to the, from now onwards, identical steps in proof of the Riemannian
positive mass conjecture in [L1]. The outcome is an inductive reduction scheme finally
reaching a non-existing S > 0-surface of genus ≥ 1.
This contradiction completes the proof of Theorem 2 and, thus, of Theorem 1.
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2 Reduction to Sem > 0-Islands
Given a counterexample to Theorem 1, that is, a space (Mn, g, h), satisfying the DEC,
but with E < |P |, we first get Sem > 0-peaks and then Sem > 0-islands, that is, coun-
terexamples to Theorem 2.
In Ch.2.1 we introduce a collection of tools to deform initial data sets while keeping
the DEC. Some of them are new and may also be useful in other contexts. Then, in the
main section Ch.2.2, we apply them to get Sem > 0-islands we use in the next chapter
to build particular geometries amenable to a study by stable MOTS.
2.1 Basic Deformations
In this section we collect some auxiliary deformations for initial data sets before we start
with the actual reduction to Sem > 0-islands and compact models.
A. Conformal Deformations To modify Sem, we conformally deform the metric
g of an initial data set (Mn, g, h), to v4/n−2 · g, for some C2-function v > 0.
Now, we recollect the transformation rules for the scalar curvature S, the covariant
derivative ∇v and for h under this conformal change,cf.[Be],Ch.1J:
(4) S(v4/n−2 · g) · v n+2n−2 = −γn ·∆v + S(g) · v, with γn = 4(n−1)n−2 ,
(5) ∇vXY = ∇XY + 2n−2 · ((X log v) · Y + (Y log v) ·X − 〈X, Y 〉 · ∇ log v) .
(6) |v2/n−2 · h|2v4/n−2·g = v−4/n−2 · |h|2g and (trv4/n−2·gv2/n−2 · h)2 = v−4/n−2 · (trgh)2
Remark 2.1 For the two identities of (6), we recall that the form h is assumed to be
an arbitrary (0, 2)-tensor on Mn. However, what is not made explicit in the literature,
is the expected transformation behavior of h, under changes of g. It is defined to match
the equality h · ν = A, where A is the mean curvature vector and ν the unit normal
vector to Mn ⊂ Xn+1 in some space-time development. That is, conformal changes of
g, thought as restrictions from X , also affect the length of ν.
To compensate this additional scaling effect, one considers the conformal deformed
initial data sets of the form (Mn, v4/n−2 ·g, v2/n−2 ·h). The term v2/n−2 ·h occurs because,
abstractly, (Mn, v4/n−2 · g) does not arise from an embedding. However, if Mn ⊂ Ln+1
was a Cauchy hypersurface and we conformally deform L, with gradient parallel to M ,
then the new second fundamental form hnew for M is hnew = v
2/n−2 · h. 2
Also, for a local orthonormal frame field e1, ...en, we get for the 1-form J
(7) Ji = J(ei) =
∑
j=1
(∇ejh)(ei, ej)−Deih(ej , ej)
9
where (∇Xh)(Y, Z) := DXh(Y, Z)− h(∇XY, Z)− h(Y,∇XZ) for vector fields X, Y, Z.
Thus, to understand the changes of J , under conformal transformations (Mn, g, h)
to (Mn, v4/n−2 · g, v2/n−2 · h), it suffices to consider the two emerging types of terms:
(8) Dv−2/n−2·ei(v
2/n−2 · h)(v−2/n−2 · ej , v−2/n−2 · ek) =
v−2/n−2 · (v−2/n−2 · ∂hjk/∂xi + ∂v−2/n−2/∂xi · hjk) ,
(9) v2/n−2 · h(∇vv−2/n−2·eiv−2/n−2 · ej , v−2/n−2 · ek) =
v−2/n−2 · (∂v−2/n−2/∂xi · hjk + v−2/n−2 · h(∇veiej , ek)) .
Also, for the transformation of the norm |J | = (∑ni J2i )1/2 of J , we get:
(10) |J(a4/n−2 · g, a2/n−2 · h)|a4/n−2·g = a−4/n−2 · |J(g, h)|g,
for any constant a > 0.
B. Local Sem > 0-Deformations We want to locally redistribute or scatter Sem >
0 using conformal deformations (Mn, v4/n−2 · g, v2/n−2 · h). To this end, we use some
specific cut-off functions φ = f(d, s), for s, d > 0:
(11) f(d, s)(r) := s · exp(−d/r) on R≥0, f(d, s) ≡ 0 on R≤0.
One readily checks that for any 0 < ε2 < ε1 < 1, there is a d = d(ε1, ε2)≫ 1 with
(12) 0 < f(d, s) < ε1 · f ′(d, s) < ε2 · f ′′(d, s) on (0, 10).
Also, we choose some fixed cut-off function for some χ ∈ C∞(R,R≥0), with χ ≡ 1 on
R≤0 and χ ≡ 0 on R≥1 and define ψ(d, s)(r) := χ(r − 8) · f(d, s)(r).
We use these functions as follows: for some smooth diffeomorphism AV : (−1, 10)×
Sn−1 → V onto an annulus V ⊂M , we define the function Ψ(d, s) on V :
Ψ(d, s)(x) := ψ(d, s)(pi1 ◦ A−1V (x))
where pi1 is the projection on the first coordinate. Then we have
Lemma 2.2 For any κ ≥ 1, there is a d0(AV , g, κ)≫ 1 so that for d ≥ d0, s > 0:
(13) |∆Ψ(d, s)| ≥ κ ·max{|∇Ψ(d, s)|, |Ψ(d, s)|}, on AV ((0, 8)× Sn−1).
Proof We write the Laplacian of Ψ in terms of coordinates x1, x2..xn we get from
(−1, 10)×Sn−1 via AV : ∆Ψ = 1√det g ·
∑
i,j
∂
∂xi
(
√
det g ·gij · ∂Ψ
∂xj
). (Formally, we cover Sn−1
by finitely many local coordinate patches and get for each of them coordinates x2, .., xn,
whereas x1 is the canonical coordinate for (−1, 10).)
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In this expression, the only non-vanishing second derivative is ∂
2 Ψ
∂x21
. On compact
subsets of V , we observe that its coefficient c2(AV , g, x) = g
11(x), in the positive definite
matrix (gij), is positively lower bounded and the coefficient c1(AV , g, x) for the only
non-trivial first derivative ∂Ψ
∂x1
is bounded.
Thus we infer from (12) that, for large d, and any compact subset K ⊂ V , x ∈ K:
|∆Ψ(d, s)(x)| =
∣∣∣c2(AV , g, x) · ∂2Ψ∂x21 + c1(AV , g, x) · ∂Ψ∂x1 ∣∣∣ ≥ a1(AV , K, g) · ∂2 Ψ∂x21 ,
for some a1(AV , K, g) > 0. Similarly, we get an a2(AV , K, g) > 0, so that |∇Ψ(d, s)| ≤
a2(AV , K, g) · | ∂Ψ∂x1 |. Another application of (12) gives the estimate (13). 2
Now we write, using (4):
(14) Sem(v
4/n−2 · g, v2/n−2 · h) = (−γn ·∆v + S(g) · v) · v−(n+2)/(n−2)...
...− (v− 4n−2 · |h|2g − v−
4
n−2 · (trgh)2)− |J(v 4n−2 · g, v2/n−2 · h)|
v
4
n−2 ·g.
As a consequence of (5)-(10), saying that all perturbation terms are upper estimated
by bounded multiples of max{|∇Ψ(d, s)|, |Ψ(d, s)|}, and (13) we observe:
Corollary 2.3 If Sem(g, h) ≥ 0 on V and Sem(g, h) > 0 on AV ((7, 10)×Sn−1), then we
have, for large d and sufficiently small s > 0:
(15) Sem((1−Ψ(d, s))4/n−2 · g, (1−Ψ(d, s))2/n−2 · h) > 0 on AV ((0, 10)× Sn−1).
In typical applications of this result we have Sem(g, h) > 0 on an open subset U ⊂ M
and Sem(g, h) ≥ 0 outside. Then 2.3 allows us to scatter Sem > 0 to any connected
superset of U . Somewhat more generally we have:
Corollary 2.4 Assume that Sem(g, h) > 0 on U ⊂ M and Sem(g, h) ≥ 0 outside. Also
let W ⊂M be open with compact closure KW ∩U = ∅, and (M, g1, h1) be an initial data
set, with g1 ≡ g and h1 ≡ h, outside W .
Then, for any open and connected set U∗ ⊂ M with U ∪ K ⊂ U∗, there is an
ε(U, U∗, KW , g, h) > 0, so that if |g1 − g|C2 ≤ ε and |h1 − h|C2 ≤ ε, there is conformal
deformation v4/(n−2) · g, with
v ≡ 1 outside U∗ and Sem(v4/(n−2) · g1, v2/(n−2) · h1) > 0 on U∗.
Proof We first consider the case ε = 0. Since U∗ ⊂ M is open and connected, we can
find a (possibly finite) sequence of open sets Xi,i ≥ 1 with
⋃
iXi = U
∗ so that there are
diffeomorphisms of Euclidean balls ιi : B3(0)→ Xi, with
• ι1(B2(0)) ⊂ U and ιi+1(B2(0)) ⊂ U ∪
⋃
1≤k≤iXk,
• for any compact K ⊂ U∗, there is an iK , so that for i ≥ iK : Xi ∩K = ∅.
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Then we can inductively apply 2.3 to scatter Sem > 0 from U to U ∪
⋃
1≤k≤iXk, for
any i ≥ 1, without accumulations. For i→∞, we get the assertion for U∗.
For ε > 0 small enough, we notice that perturbations of g and h supported on U∗, of
C2-norm ≤ ε, do not change the validity of the open condition Sem > 0. 2
C. Harmonic Asymptotics Many global properties of asymptotically flat initial
data sets depend only on the decay of some key terms we derive from in g and h. To
exploit this observation, we want to give g and h a more transparent look. To this end,
we approximate the original data by more elementary ones, keeping the main properties
unchanged.
Here we employ the density result of Eichmair, Huang, Lee and Schoen, [EHLS],
Th.18.. This perturbation result says that, while keeping E < |P | and the DEC, we can
assume that (M, g, h) has the following type of asymptotics.
Definition 2.5 An asymptotically flat initial data set (Mn, g, h) has harmonic asymp-
totics if there exist a C2,α-function u and a C2,α-vector field Y = (Y1, ...Yn) on M with
(16) u(x) = 1+a · |x|−(n−2)+O2,α(|x|−(n−1)) and Yi(x) = bi · |x|−(n−2)+O2,α(|x|−(n−1)),
(17) g = u
4
n−2 · gEucl and hij = u 2n−2 · (Yi,j + Yj,i), outside some compact K ⊂M
for i, j = 1, ..., n and where a, b1, ...bn are constants.
The most interesting terms in the development of u and Yi are Green’s (and this
means harmonic) functions and one has:
(18) a = 1
2
· E and bi = −n−1n−2 · Pi for i = 1, ..., n,
for the energy E and momentum P of (Mn, g, h), cf.[EHLS], Lemma 5. A nice aspect
of the density theorem [EHLS], Th.18 is its flexibility towards the DEC. One may al-
ternatively choose (Mn, g, h) satisfying the strict DEC, µ > |J |, or so that µ = |J | = 0
near infinity, simulating the vacuum case. We will later use both options in succession
to readjust the shape of our initial data set.
D. Geometric Asymptotics In our reduction of Theorem 1 to 2 we transform
the relation between total energy and momentum into a geometric constraint. For this
we deform harmonic asymptotics near infinity into geometrically more appealing ones.
The deformations are arranged in layers and raise the decay towards infinity. Up to
higher order perturbations we consider the transitions from rβ to rα to α < β < 0, where
we allow α = −∞ and set r−∞ = 0 on R≥2. We recall that for any H ∈ C2(R>0,R),
∆H(|x|) = H ′′(r) + n−1
r
·H ′(r), r = |x|, on Rn \ {0}. For |x|α we have
(19) ∆|x|α = (α · (α− 1) + (n− 1) · α) · |x|α−2 > 0, for α < −(n− 2),
and for the Green’s function Gn(x) = |x|−(n−2) we get ∆|x|−(n−2) = 0.
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Lemma 2.6 (Subharmonic Deformations towards Infinity)
A. Decay Switches For κ ≥ 1 and m(κ, n) ≥ 1 large enough, there is large
d(κ, n) > 0 and an s0(d) > 0 and an a(n, d, s) > 0, so that for s ∈ (0, s0(d)], there are
smooth functions F [Z, κ]n,m,d,s, for Z = A,B, on R
+ with
(i) F [Z, κ] > 0, (r−(n−2))′ ≤ F [Z, κ]′ ≤ 0, F [Z, κ]′′ ≥ 0, ∆F [Z](|x|) ≥ 0, r = |x|,
(ii) F [Z, κ](r) = r−(n−2) + f(d, s · (m+ 2)−(n−2))(r − (m− 1)) on (0, m],
(iii) ∆F [Z, κ](|x|) ≥ a/mn−1 on Bm+3(0) \Bm(0).
On R≥m+3 we have for Z = A,B
(20) F [A](r) := F [A, 1](r) = (m+ 2)−(n−2) + f
(
d, s/(m + 2)n−2
)
((m+ 4)− r),
F [B,κ](r) = (m+ 2)−(n−2) + κ · (r−(n−1) − (m+ 3)−(n−1))+ f(d, s/(m+2)n−2)((m+4)− r).
B. Perturbed Green’s Functions For Gn + f, for some f = O
2,α(|x|−(n−1)), and
any sufficiently large m, there is a smooth function F [C] = F [C][m, f ] > 0 with:
(i) F [C] = Gn + f on Bm+1(0) and F [C] ≡ (m+ 2)−(n−2) on Rn \Bm+3(0),
(ii) |∇F [C]| ≤ 2 · |∇Gn| on Bm+5(0) \Bm(0),
(iii) ∆F [C] ≥ ∆f on Bm+2(0) \Bm+1(0) and ∆F [C] > 0 on Bm+3(0) \Bm+2(0).
The proof is a combination of elementary cut-off and smoothing constructions very
similar to those in [L5],Lemma 6.2. We leave the adaptation of the details to the reader.2
In our applications, we employ combinations of these functions with coefficients we
choose depending on the total energy E and momentum P of our initial data set:
(21) vΘ,κ := 1− θ0 ·Gn(x)− θA · F [A](|x|)− θB · F [B, κ](|x|)− θC · F [C](x),
for some Θ = (θ0, θA, θB, θC), with θA = 0, θ0, θB, θC > 0, when P 6= 0 and θA, θC > 0,
θ0 = θB = 0, when P = 0. For conformal deformations of an asymptotically flat space,
we have from (4) and S(gEucl) = 0:
(22) S(v
4/n−2
Θ,κ · g) · vn+2/n−2Θ,κ = 4(n−1)n−2 ·
(
θA ·∆F [A](|x|) + θB ·∆F [B,κ](|x|) + θC ·∆F [C](x)
)
.
E. Boost to E < 0 ≤ |P | Now we want to show that we may assume that
E < 0 ≤ |P |. This essentially is a classical (folklore) argument explained e.g. in
[EHLS], p.119, 3rd Remark and its references.
From subsection C, we may assume that (Mn, g, h) has harmonic asymptotics and sat-
isfies the DEC with µ = |J | = 0 near infinity. Then the boost techniques of Christodoulou
and O’Murchadha [CO] show that there is space-time development of (Mn, g, h), solving
the field equations, for a period of time linearly increasingly with the distance from the
core, cf. [CO], Th.6.1.
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Within this so-called boost domain, we can deform the initial data set to another
asymptotically flat one still satisfying the DEC. The deformation asymptotically be-
comes a Lorentz transform of the end. The point is that this also Lorentz transforms its
energy-momentum vector P̂ = (E, P ).
In our case, [CO], Th.6.1, shows that the boost domain asymptotically has slope 1,
that is, eventually exhausts the complement of a light cone. Therefore, we can be sure
that when we initially have 0 ≤ E < |P |, that is, if the energy-momentum vector is
space-like, we can use a boost to Lorentz transform P̂ into another vector with E < 0.
Thus we can henceforth assume that E < 0.
From this boost argument, applying the density theorem a second time and some
scaling and rotation, we can henceforth assume that our initial data set (Mn, g, h) has a
more specific shape.
Definition 2.7 An asymptotically flat initial data set (Mn, g, h) has a ⋄-reduced shape*,
provided it has the following properties:
• an asymptotically flat end with harmonic asymptotics.
• strictly negative energy, E = −4 < 0 ≤ |P |,
• strict DEC, µ > |J |, in geometric terms Sem > 0,
Concretely, outside a compact K ⊂M we have
(23) g = u4/n−2 · gEucl, for u(x) = 1− 2 · |x|−(n−2) + fu and fu = O2,α(|x|−(n−1))
Depending on the value of the total momentum P , we have the cases
• P = 0 b1 = ...bn = 0 and this means
(24) hij = O
1,α(|x|−n)
• P 6= 0 P = (0, ...0,−n−2
n−1) and, thus, b1 = ...bn−1 = 0 and bn = 1. That is
(25) hij = u
2
n−2 · h△ij +O1,α(|x|−n) = O1,α(|x|−(n−1))
where h△ is the primitive form we get from the Green’s function 1/|x|n−2
(26) h△nn =
2 · ∂(|x|−(n−2))
∂xn
, h△nj = h
△
jn =
∂(|x|−(n−2))
∂xj
and h△ij = 0 for i, j < n.
(*The prefix ⋄ is meant to symbolize the distinctive inequalities E < 0, Sem > 0.)
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2.2 E < |P | versus Sem > 0
We show that for a given asymptotically flat initial data set we can invest negative total
energy to transform the given space into another one with some changed end structure
amenable to further geometric arguments. These modifications employ relations between
the total energy and Sem, depending on the value of the total momentum.
Definition 2.8 (Sem > 0-Islands and Peaks) We consider asymptotic flat initial
data sets (In, gI, hI), (P
n, gP, hP) and (M
n, g, h). Then we use the following terminology.
• (In, gI, hI) is an Sem > 0-island, provided
(i) Sem(gI, hI) > 0 on some non-empty open set U ⊂ In, with compact closure.
(ii) (In \ U, gI, hI) ≡ (Rn \B1(0), gEucl, 0).
• (Pn, gP, hP) is an Sem > 0-peak if it has Sem(gP, hP) > 0 on Pn and
(Pn \ U, gP, hP) ≡ (Rn \BR(0), w4/n−2 · gEucl, w2/n−2 · h△), for some R > 0,
where w = 1− α · |x|−(n−2) − β · |x|−(n−1), for some α, β > 0.
• Cm :=M \ (Rn \Bm(0)) is the core of radius m ≥ 10.
Proposition 2.9 (Reduction to Sem > 0-Islands and Peaks) We deform an initial
data set (Mn, g, h) of ⋄-reduced shape into initial data sets (Mn, g[m, κ], h[m, κ]) with
g[m, κ] = g and h[m, κ] = h on Cm−1, and so that on Rn \Bm−1(0) for vΘ of (21)
• P = 0 g[m, 1] = v
4/n−2
Θ,1 · gEucl, h[m, 1] = v2/n−2Θ,1 · ωm · h,
for θA = θC = 1/2, θ0 = θB = 0 and κ = 1,
• P 6= 0 g[m, κ] = v
4/n−2
Θ,κ · gEucl, h[m, κ] = v2/n−2Θ,κ ·
(
h△ + ωm · (h− h△)
)
,
for θA = 0, θ0 = θB = 1/4, θC = 1/2 and κ ≥ 1,
and where ωm(x) := ω(x− (m+ 1)), x ∈ R, for some cut-off function ω ∈ C∞(R,R≥0),
with ω ≡ 1 on R≤0 and ω ≡ 0 on R≥1. Then, we have:
• P = 0 (Mn, g[m, 1], h[m, 1]) is an Sem > 0-island, for large m,
• P 6= 0 (Mn, g[m, κ], h[m, κ]) is an Sem > 0-peak, for large κ and m, where m
also depends on the chosen κ.
Proof We separate (Mn, g[m, κ], h[m, κ]) into 4 differently treated regions
Mn = [Cm−1] ∪ [Cm \Cm−1 ∪Cm+4 \Cm+3] ∪ [Cm+3 \Cm] ∪ [Mn \Cm+4].
In the Sem > 0-peak case, we encounter when P 6= 0, we also need the parameter κ,
and this happens precisely in the case of dimension n = 3. On the first 3 regions, we get
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Sem > 0, for any κ ≥ 1, when we successively choose m large enough. Only in the last
step, on [Mn \Cm+4], we also need to choose κ≫ 1 to ensure that Sem > 0.
[Cm−1] g[m, κ] = g and h[m, κ] = h and hence Sem(g[m, κ], h[m, κ]) > 0.
[Cm \ Cm−1 ∪ Cm+4 \ Cm+3] In the case P = 0, we add the terms −f(d, |E|/4 ·
s)(r− (m− 1)) respectively −f(d, |E|/4 · s)((m+4)− r) of 2.6 to the original conformal
factor, while we have h[m, κ] = h. For large d and small s, we infer, from 2.3 that
Sem(g[m, κ], h[m, κ]) > 0.
For P 6= 0, the same argument applies on Cm \Cm−1, whereas on Cm+4 \Cm+3 we
extend the argument from [Mn \Cm+4] we discuss below.
[Cm+3 \Cm] We use the decay estimate ∆F (Z, κ)(|x|) ≥ a/mn−1 from 2.6.A(ii) and
(21) to positively lower estimate S(g[m, κ]). We show that all other Sem(g[m, κ], h[m, κ])-
terms can be upper bounded by O(|x|−n)-functions, that is, by functions f with
(27) |f | ≤ cf · |x|−n, for some cf > 0, x ∈ Rn \B.
The point is that the constant cf , and the function f , can be chosen independently of m.
From this we infer that, for m≫ 1, S(g[m, κ]) exceeds these stronger decaying terms in
Sem(g[m, κ], h[m, κ]), on Cm+3 \Cm.
In what follows, x1, .., xn denote the Euclidean coordinates and e1, ..en the associated
orthonormal and parallel frames on (Rn \ B, gEucl). That is, we have 〈ei, ej〉 = δij and
∇eiej = 0, for any pair i, j. With respect to g[m, κ], the v−2/n−2Θ,κ · ei, i = 1, ..n, will be
again an orthonormal, but generally non-parallel frame field. so that from (5):
(28) ∇vΘ,κei ek = 2n−2 · ((∂vΘ,κ/∂xi) · ek + (∂vΘ,κ/∂xk) · ei − δij · ∇vΘ,κ) /vΘ,κ.
Estimates for vΘ,κ: For an,m := 1 − 3/4 · (m + 2)−(n−2) + κ/4 · (m + 3)−(n−1) =
limx→∞vΘ,κ(x). For α ∈ R, some cα,n > 0, we get from a Taylor expansion of zα in an,m,
(29) |vαΘ,κ − aαn,m| ≤ cα,n · |vΘ,κ − an,m| ≤ f0 and |∇vΘ,κ| ≤ 2 · |∇Gn| ≤ f1
for f0 = O(|x|−(n−2)), f1 = O(|x|−(n−1)), both independent of κ and m, once we choose
m, depending on κ, large enough. From (28) and (29)
(30) |D
v
−2/n−2
Θ,κ ·ei
v
−2/n−2
Θ,κ |, |∇vΘ,κv−2/n−2Θ,κ ·eiv
−2/n−2
Θ,κ · ek| ≤ 10 · |∇Gn| ≤ f2,
for f2 = O(|x|−(n−1)), in the same sense, independent of κ and m.
Estimates for µ: from (24)-(26) and (29) we get
(31) |h[m, κ]|2g[m,κ], (trg[m,κ]h[m, κ])2 ≤ f3,
for some f3 = O(|x|−2·(n−1)), as before, independent of κ and m.
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Estimates for J : To estimate the decay of |J(g[m, κ], h[m, κ])|g[m,κ], we consider the
terms in (8) and (9). To get the shape assumed there, one introduces the factors v
2/n−2
Θ,κ
for h△ and (vΘ,κ/u)2/n−2 for u2/n−2 · h. We note from (29) that
(32) (v
2/n−2
Θ,κ − a2/n−2n,m ) · h△ij ,
(
(vΘ,κ/u)
2/n−2 − a2/n−2n,m
) · hij = O1,α(|x|−n).
Thus, for the decay estimates we may absorb this deviation in the decay term and omit
writing it explicitly. Then, we first observe from (24)-(26) and (30) that
(33) |h[m, κ](∇vΘ,κei ej , ek)| ≤ |h[m, , κ]| · f2 ≤ f ∗0 , for f ∗0 = O(|x|−2·(n−1))
For the other terms, we distinguish between the cases P = 0 or P 6= 0:
•P = 0 We have, readily from (24):
|∂ωm/∂xk · hij | ≤ f∗4 , for f∗4 = O(|x|−n) and |ωm · ∂hij/∂xk| ≤ f∗5 , for f∗5 = O(|x|−(n+1))
•P 6= 0 We get from (25) and (26):
|∂h△ij /∂xk| ≤ f∗1 , for f∗1 = O(|x|−n) and |ωm · ∂(hij − h△ij )/∂xk| ≤ f∗2 , for f∗2 = O(|x|−(n+1))
and |∂ωm/∂xk · (hij − h△ij )| ≤ f∗3 , for f∗3 = O(|x|−n)
This is the main difference between the cases P = 0 and P 6= 0. For P 6= 0 we do not
get the O(|x|−n) estimate for h but only for h− h△, since h△ = O(|x|−(n−1)).
Thus we have in both cases, P = 0 and P 6= 0, from (29)
(34) |∂h[m, κ]jk/∂xi| ≤ f ∗6 and ∂vα/∂xi · h[m, κ]jk ≤ f ∗7 , for α = − 2n−2 ,− 4n−2 ,
for f ∗6 = O(|x|−n), f ∗7 = O(|x|−2·(n−1)). Using again (29), we also see that the terms from
(33) and (34), multiplied by vβΘ,κ, β = − 2n−2 ,− 4n−2 , all satisfy these bounds. Summing
up, this shows that
(35) |J(g[m, κ], h[m, κ])|g[m,κ] ≤ f ∗8 , for f ∗8 = O(|x|−n),
where all f ∗i ,i = 1, .., 8, are independent of m, where again, we choose m, depending on
κ, large enough
Estimates for Sem: From our assumption that E < 0, and S(gEucl) = 0, we get for
any given κ ≥ 1 and sufficiently large m:
Sem(g[m, κ], h[m, κ]) = −γn ·∆vΘ,κ · v−
4
n−2
Θ,κ −
[|h[m, κ]|2g[m,κ] − (trg[m,κ]h[m, κ])2]− ...
...− |J(g[m, κ], h[m, κ])|g[m,κ] ≥ bn
mn−1
−
[
2 · cf3
m2·(n−1)
+
cf∗7
mn
]
> 0, on Cm+3 \Cm,
for some bn > 0.
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[Mn \ Cm+4] For P = 0 we have g[m, κ] = gEucl and h[m, κ] = 0. The non-trivial
case is P 6= 0. In this case, we claim that, for n > 3 and κ = 1 respectively, for n = 3
and sufficiently large κ≫ 1, there is a large R1 > 0 so that
(36) Sem(v
4/n−2
Θ,κ · gEucl, v2/n−2Θ,κ · h△) > 0 on Rn \BR1(0).
To check this, we note that since S(gEucl) = 0 and ∆|x|−(n−2) = 0, the transformation
law for S under conformal deformations reads S(v
4/n−2
Θ,κ · gEucl) · v
n+2
n−2
Θ,κ = −γn ·∆vΘ,κ with
(37) ∆vΘ,κ =
∂2vΘ,κ
∂r2
+
n− 1
r
· ∂vΘ,κ
∂r
= −κ · (n · (n− 1)− (n− 1)2) · |x|−(n+1)/2 < 0.
This shows, for any κ ≥ 1, there is a large R0 > 0
(38) S(v
4/n−2
Θ,κ · gEucl) ≥ κ · |x|−(n+1) on Rn \BR0(0).
As in (31) we get, using again Taylor expansions of zα in 1:
(39)
∣∣∣∣|v2/n−2Θ,κ · h△|2v4/n−2Θ,κ ·gEucl − (trv4/n−2Θ,κ ·gEuclv2/n−2Θ,κ · h△)2
∣∣∣∣ ≤ f [1],
for some f [1] = O(|x|−2·(n−1)). Also, computing J in terms of the vector field Y used in
(17) to define harmonic asymptotics with hij = Yi,j + Yj,i
Ji = (divgEuclh− d(trgEuclh))(ei) =
∑
j
(
∂
(
∂Yi/∂xj + ∂Yj/∂xi− δij ·
∑
k ∂Yk/∂xk)
)
/∂xj
)
From this we have, for h△ = O1,α(|x|−(n−1)), Y = (0, ...0, 1/|x|n−2), a zα-Taylor expan-
sion, in (8) and (9), and the product rule for differentiations:
(40) J(gEucl, h
△)i = ∆Yi = 0, since Yi ≡ 0, for i < n, J(gEucl, h△)n = ∆(1/|x|n−2) = 0,
(41) |J(v4/n−2Θ,κ · gEucl, v2/n−2Θ,κ · h△)|v4/n−2Θ,κ ·gEucl ≤
O(|x|−(n−2)) · O(|x|−n) +O(|x|−(n−1)) ·O(|x|−(n−1)) =: f [2],
so that f [2] = O(|x|2·(n−1)). The upper bounds (39) and (41) in terms of f [i] apply only
on Mn \Cm+4, but they do not depend on m. Thus, the exponents for the decay of the
Sem-term and the other terms in Sem satisfy the following relations
(42) n+ 1 < 2 · (n− 1) for n > 3 and n + 1 = 2 · (n− 1) for n = 3.
Therefore, for n > 3, we infer from (38) that, for κ = 1 and some large R1 ≥ R0 > 0,
(43) holds and this means Sem > 0 on M
n \Cm+4, for m ≥ R1.
For n = 3, we use 2.6 for some large κ≫ 1 and observe that the choice of κ influences
the radii R1, R0, and thus the size of m. But it does not affect the estimates (39) and
(41) outside Cm+4, for a sufficiently large m since the Green’s function term and its
derivative eventually overcompensate all contributions from κ · |x|−(n−1). Thus we also
get Sem > 0 onM
n\Cm+4, for n = 3, when we choose κ≫ 1 and hencem large enough.2
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Lemma 2.10 (Twin Peaks and Islands) If there exists an Sem > 0-peak, then we
also get an Sem > 0-island.
Proof We first define a twin peaks space Xn from a superposition of two Sem > 0-
peaks. Then we show that, placing the cores of the peaks far enough from each other,
we can ensure that Sem > 0 and get an initial data set of ⋄-reduced shape with P = 0.
Twin Peaks We choose some κ and m ≥ 10 large enough so that 2.9 for P 6= 0
gives an Sem > 0-peak. Outside the core Cm+5 we have
• g[m, κ] = v
4/n−2
Θ,κ · gEucl and h[m, κ] = v2/n−2Θ,κ · h△,
for vΘ,κ(x) = ψm,κ(r) := an,m − 1/2 · r−(n−2) − κ/2 · r−(n−1), r = |x|.
For e1 := (1, 0, .., 0) ∈ Rn, D ≥ 102 ·m+102, the translation TD·e1(x) = (x+D ·e1) we
assemble an Sem > 0-twin peaks space X
n from attaching two suitably oriented copies
C
±
m+5 of Cm+5 disjointly to R
n. Topological, we have
Xn =
(
Rn \Bm+5(D · e1) ∪ Bm+5(−D · e1)
) ∪C+m+5 ∪C−m+5.
To define an initial data set (Xn, gD, hD), we start with the following superposition of
deformations on Rn\Bm+5(D ·e1)∪Bm+5(−D ·e1), where a cut-off function ϕ neutralizes
the influence of the deformation, centered in ±D · e1, in Bm+8(∓D · e1).
• Φm,κ,D(x) := ϕm(x−D · e1) ·ψm,κ(|x+D · e1|) +ϕm(x+D · e1) ·ψm,κ(|x−D · e1|),
• gD = Φm,κ,D(x)
4/n−2 ·gEucl, hD = Φm,κ,D(x)2/n−2 ·(T ∗−D·e1(h[m, κ])−T ∗D·e1(h[m, κ])),
with ϕm(x) = ϕ(|x| − m), for some smooth function ϕ ∈ C∞(R, [0, 1]) with ϕ = 0 on
R≤8 and ϕ = 1 on R≥9.
For C+m+5 we glue one copy of the core Cm+5 along ∂Bm+5(D · e1), using the restric-
tion of the identity map of Rn.
For C−m+5 we glue another copy of Cm+5 along ∂Bm+5(−D ·e1). But now this is done
after a 180◦-rotation of Cm+5 in the (x1, xn)-plane.
Under a 180◦-rotation in the (x1, xn)-plane, the vector field Y = (0, ..0, Yn) = |x|−(n−2)·
∂/∂xn, underlying the definition of h
△, transforms into −Y . Hence, in both cases, the
metric and the form on Cm+5 smoothly extend along the gluing boundary and define a
smooth initial data set (XnD, gD, hD).
Sem > 0 near Infinity We define the larger cores C
±
m+5+l ⊂ Xn, for 0 ≤ l ≤ m,
C
±
m+5+l := C
±
m+5 ∪Bm+5+l(±D · e1) \Bm+5(±D · e1).
We show that for m large enough and any D ≥ 102 ·m+ 102
(43) Sem(gD, hD) > 0 on R
n \Bm+10(D · e1) ∪Bm+10(−D · e1).
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As in the argument for 2.9, case [Mn \Cm+4], we infer that for large κ and m:
(44) S(gD) ≥ κ · (|x−D · e1|−(n+1) + |x+D · e1|−(n+1))
(45)
∣∣|hD|2gD − (trgDhD)2∣∣ ≤
4 · (|T ∗−D·e1(h△)|2gEucl + |T ∗D·e1(h△)|2gEucl + (trgEuclT ∗−D·e1(h△))2 + (trgEuclT ∗D·e1(h△))2)
≤ C1 · (|x−D · e1|−2·(n−1) + |x+D · e1|−2·(n−1)),
for some C1 > 0 independent of κ and m, when we choose m large enough. Also, since
J is linear in h, we have from J(gEucl, h
△) = 0
J
(
gEucl, T
∗
−D·e1(h
△)− T ∗D·e1(h△)
)
= 0.
This shows, as in (41), from ψm,κ− an,m = O2,α(|x|−(n−2)) and h△ = O1,α(|x|−(n−1)) that
(46) |J(gD, hD)|gD ≤ C2 · (|x−D · e1|−2·(n−1) + |x+D · e1|−2·(n−1)),
for some C2 > 0, independent of κ and m, again for m large enough. From (42) we have,
for dimension n > 3, combining (44) - (46): Sem(gD, hD) > 0 on R
n \ Bm+10(D · e1) ∪
Bm+10(−D · e1), for large enough m. For n = 3 we argue as after (42) and infer that
Sem(gD, hD) > 0, for sufficiently large κ and m.
Separating the Cores Now we turn to (C±m+10, gD, hD). Extending the last step
we get Sem(gD, hD) > 0 on C
±
m+10 \C±m+9, for sufficiently large m.
For C±m+9, we choose a basepoint p0 ∈ Cm+5, before we glue it onto Rn to define
Xn, and the associated point p0(D) ∈ C+m+5 ⊂ XnD. Then, we observe that, for D →∞,
the pointed initial data sets (XnD, gD, hD; p0(D)) compactly C
3-converge to (P, gP, hP; p0)
which has Sem > 0 everywhere. Thus, for D large enough we have Sem(gD, hD) > 0 on
C
+
m+10. The same argument applies to C
−
m+10.
Energy and Momentum For such a large D > 0, (Xn, gD, hD) is asymptotically
flat with harmonic asymptotics and it has Sem > 0. Moreover, we now observe that, for
large enough m, |an,m− 1| ≤ 1/10 and thus E(Xn, gD, hD) < −1. Due to the twin peaks
definition of (Xn, gD, hD) we get
(47) (hD)ij = O
1,α(|x|−n) and, in particular, P (Xn, gD, hD) = 0
This follows from the observation that, for t ∈ R and any given a ∈ R:
(48)
∣∣∣∣ 1tn−1 − 1(t+ a)n−1
∣∣∣∣ =
∣∣∣∣∣
∑n−1
i=1
(n−1
i
)
tn−1−i · ai
(t+ a)n−1 · tn−1
∣∣∣∣∣ = O(t−n).
Summarizing, we assembled an initial data set of ⋄-reduced shape with P = 0. Now
we may apply 2.9 to finally get an Sem > 0-island. 2
Corollary 2.11 (Reduction of Theorem 1 to 2) Given a counterexample (Mn, g, h)
to the space-time positive mass conjecture, we also get an Sem > 0-island.
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3 MOTS in Compact Initial Data Sets
We employ the existence of an Sem-island to build a compact initial data set Q
n encoding
the essential information, carried by a counterexample to Theorem 1, into a particular,
largely torus like geometry of Qn. This disentangles the technicalities arising from the
non-compact asymptotically flat ends from the actual core problems related to the pres-
ence of singularities of MOTS. Also it allows the use of skin structural arguments on Qn,
not available for asymptotically flat spaces.
3.1 Compact Models
We start from the unit cube Cn = [−1, 1]× ...× [−1, 1] ⊂ Rn and identify opposite sides
of this cube to get the flat torus
T n = Cn/ ∼= (S1 × ...S1, gS1 × ...× gS1),
where gS1 is normalized to length(S
1) = 2. We define the points 1T := (1, ..., 1)/ ∼ and
0T := (0, ...0)/ ∼ and the (n− 1)-dimensional torus passing through x ∈ T n:
(49) T n−1[x] := {x1} × S1 × ...S1 ⊂ T n.
Now we use the existence of an Sem-island (I
n, gI, hI) with:
• Sem(gI, hI) > 0 on an open set, the core U ⊂ In, U 6= ∅, with compact closure.
• (In \ U, gI, hI) ≡ (Rn \B1(0), gEucl, 0).
We scale (In, gI) by some γ ∈ (0, 1/100), and get(In, γ2 · gI). Now, we insert (U, γ2 · gI) ⊂
(In, γ2 · gI) into T n: we delete the ball Bγ(0) from T n and replace it for U . This gives a
smooth initial data set (Qnγ , gn,γ, hn,γ) with
(i) Qnγ contains a flat torus component QT
n
γ := Q
n
γ \ U = T n \Bγ(0).
(ii) Sem(gn,γ) = 0, since h ≡ 0, on QT nγ and Sem(gn,γ, hn,γ) = Sem(gI, hI) > 0 on U .
Any two parallel tori T n−1[ai] ⊂ interior(QT nγ ), for some a1 6= a2 ∈ S1, separate Qnγ
in two components
(50) Q(flat | a1, a2) ∪˙Q(core | a1, a2) := Qnγ \ (T n−1[a1] ∪ T n−1[a2]),
where Q(flat) is just a product of a T n−1 with an interval. It is flat relative the metric
gn,γ and here we also have hn,γ ≡ 0. The non-trivial part is Q(core). It contains the core
with Sem(gn,γ, hn,γ) > 0 on U .
Remark 3.1 From smoothing arguments we can assume that Qnγ is C
∞-regular. Hence-
forth, we also assume thatQnγ is orientable. The non-orientable case can easily be reduced
to this one since we always have a orientable double cover. In this cover we can focus
on one of the flat torus components and consider the other one as a part of a new and
larger core. 2
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A slight perturbation gives us a geometry on Qnγ we choose as the actual starting
point for our further discussion:
Proposition 3.2 (Compact Model) For any given ε, γ > 0, and l ∈ Z≥4, and any
two parallel tori T n−1[ai] ⊂ interior(QT nγ ), for some a1 6= a2 ∈ S1, relative to its flat
metric, we can conformally deform gn,γ on (Q
n
γ , gn,γ, hn,γ) into a smooth metric
gn(ε, γ, l | a1, a2) = v4/n−2ε,γ,l | a1,a2 · gn,γ, with
(i) |gn(ε, γ, l | a1, a2)− gn,γ|Cl(Qnγ ) ≤ ε,
(ii) Sem(v
4/n−2
ε,γ,l | a1,a2 · gn,γ, v
2/n−2
ε,γ,l | a1,a2 · hn,γ) > 0 on Qnγ ,
(iii) Both tori T n−1[ai] ⊂ ∂Q(core), i = 1, 2, are strictly mean convex relative the
new geometry (Q(core), gn(ε, γ, l | a1, a2)).
That is, these tori become barriers for minimal hypersurfaces, homologous to these tori,
to leave the domain Q(core). Also, we observe that, in (ii) we have, more specifically,
S > 0 and h ≡ 0 on QT nγ .
Proof There are flat tubes Vi ⊂ interior(QT nγ ) of radius 10 ·ζ > 0, for some ζ > 0,
around the T n−1[ai], i = 1, 2, with V1 ∩ V2 = ∅. For x ∈ Vi, let ri(x) denote the signed
distance of x to T n−1[ai], so that the sign is positive iff x ∈ Q(core) ∩ Vi.
Next, for f [d, s](ri) := s · exp(−d/(ri + 5 · ζ), smoothly extended by zero for smaller
ri, and some χ ∈ C∞(R, [0, 1]), with χ ≡ 1 on R≤5·ζ and χ ≡ 0 on R≥6·ζ we set
(51) φ(d, s)(x) := χ(ri(x)) · f [d, s](ri(x)).
Then, from (13), 2.3 and h ≡ 0, we can find a large d≫ 1 so that for any s ∈ (0, 1):
Sem((1− φ(d, s))4/n−2 · gn,γ, 0)(x) > 0 when |ri(x)| < 5 · ζ.
Thus on Q(flat) we have Sem ≥ 0 and we can apply 2.4 to U∗ = {x | |ri(x)| >
2 · η} ∩Q(flat) and get Sem > 0 on Q(flat) without changing (1− φ(d, s))4/n−2 · gn,γ on
{x | |ri(x)| ≤ 2 · ζ}.
In turn, to treat Q(core), we note that we have some (fixed) reservoir of Sem > 0
in the core U and this is essential to compensate the negative Sem contribution we un-
avoidably get from the cut-off by χ in (51. Indeed, we can choose s > 0 small enough to
apply 2.4, this time taking U∗ = {x | ri(x) > 2 · ζ} ⊂ Q(core). We get, for small s > 0,
Sem > 0 on Q(core) again without changing (1− φ(d, s))4/n−2 · gn,γ on {x | ri(x) ≤ 2 · ζ}.
At this point, we have Sem > 0-geometry on Q
n
γ with some specific shape near the
two tori. Since we can choose s > 0 arbitrarily small, we get both (i) and (ii).
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Now, for claim (iii), we recall that the second fundamental form AY (g) of a hyper-
surface Y with respect to some metric g transforms under conformal deformations to
u4/n−2 · g, for some C2-function u > 0, according to the formula, cf. [Be],1.163,p.60:
(52) AY (u
4/n−2 · g)(v, w) = AY (g)(v, w)− 2
n− 2 · N (∇u/u) · g(v, w),
where N (∇u/u) is the normal component of ∇u/u with respect to Y . In our case,
we have ATn−1[ai](gn,γ) = 0, since the tori T
n−1[ai] are initially totally geodesic, and
u = 1 − φ(d, s). This means that ∇u is a positive multiple of the outer normal of
T n−1[ai] ⊂ ∂Q(core), relative Q(core).
Hence, for (1−φ(d, s))4/n−2 · gn,γ on {x | |ri(x)| ≤ 2 · ζ}, the new mean curvature vec-
tor, is a negative multiple of the outer normal of T n−1[ai] ⊂ ∂Q(core). In other words,
the tori T n−1[ai] are strictly mean convex, relative Q(core). 2
3.2 Almost Minimizers and Stable MOTS
Here we review the concept of almost minimizers and of stable MOTS.
Partial Regularity In the classical treatment of area minimizing hypersurfaces, as
pioneered by De Giorgi, the hypersurface H is considered as the boundary of an open
set in Rm. For these minimizers one only can accomplish a partial regularity showing
that the hypersurface is largely smooth up to some singular set Σ. The set Σ comes
without any a priori internal structure, near Σ the hypersurface cannot be approximated
by hyperplanes, but only by singular cones and H strongly degenerates, in a potentially
non-uniform manner, towards Σ.
On the other hand, these methods are remarkably robust. They cover the more
general case of almost minimizers. This is, despite its dull name, a versatile concept
developed, in particular, by Tamanini [T1], [T2], Bombieri [Bo] and Allard [A]. The
following result essentially is [T1],Theorem 1, cf.[L2],Appendix for more details.
Proposition 3.3 (Almost Minimizers) Let Ω ⊂ Rn be open, E ⊂ Rn be a Cac-
cioppoli set, which is almost minimizing in Ω in the sense that the following estimate,
an almost optimal isoperimetric inequality, holds for some K > 0, α ∈ (0, 1)
(53)
∫
Bρ(x)
|DχE| − inf
{∫
Bρ(x)
|DχF |
∣∣∣F∆E ⊂⊂ Bρ(x)
}
≤ K · ρn−1+2·α
for any x ∈ Ω, ρ ∈ (0, R), for some R ∈ (0, dist(x, ∂Ω)), where
• χA is the characteristic function of the set A ⊂ Rn
•
∫
Ω
|DχA| := sup{
∫
Ω
χA · divg dµ | g ∈ C10 (Ω,Rn), |g|C0 ≤ 1} can be thought as the
area of ∂A.
• F∆E := F \ E ∪ E \ F .
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Then ∂E ∩ Ω can be written as a C1,α- hypersurface except for some singular set of
Hausdorff-dimension ≤ n− 8. Also, under blow-ups, that is, under infinite scalings, we
observe a subconvergence to minimal boundaries.
Remark 3.4 1. In the more general case, where the ambient space is a smooth Rie-
mannian manifold Nm, the definition of an almost minimizer in Nm is that of a
hypersurface Hn−1 ⊂ Nn, so that for each point p ∈ H there is a ball B ⊂ Nn, centered
around p, so that under some diffeomorphism φ to B1(0) ⊂ Rn, with φ(p) = 0 the con-
dition (53) holds for φ(H ∩ B) near 0.
2. Area minimizing hypersurface clearly are almost minimizer. In this case, the left
hand side of (53) vanishes. But (53) also means that any smooth hypersurface in a com-
pact manifold is almost minimizing. In other words, the condition really characterizes
the highly curved and singular portion of the hypersurface as asymptotically simulating
proper area minimizers. 2
MOTS The concepts and results concerning MOTS in this section have been devel-
oped in a series of papers by Andersson, Eichmair, Galloway, Mars, Metzger, Schoen and
Simon [AMS1-2], [AM], [E2], [EM] and [GS]. An instructive survey is given in [M]. For
the purposes of this paper we use almost minimizers already in the definition of MOTS,
to have a dense open set where the various operators and curvatures are properly defined.
Definition 3.5 (Stable MOTS) Let (Mn, g, h) be an orientable and compact initial
data set and Hn−1 ⊂Mn a compact almost minimizer.
Hn−1 is called a marginally outer trapped surface, abbreviated MOTS, if
(54) θ+H := trHhM |H + trHhH = 0
where trMh denotes the trace of h only over the tangent space of H.
Hn−1 is called a stable MOTS if it is MOTS so that there exists a smooth function
f > 0 on Hn−1 \ ΣH , such that LMOTSH f ≥ 0, where, for any smooth v:
(55) LMOTSH v := −∆Hv + 2〈X,∇v〉+ (divHX − |X|2 +QH) · v,
where QH is the container for the curvature terms
(56) QH =
1
2
SH − µ− J(ν)− 12 |hM |H + hH |2,
The terms which appear in (55) and (56) are defined as follows:
• ν is the outer unit normal field on H \ ΣH , locally viewed as a boundary of some
open set. The choice of what is inside or outside is made to match the choice of
the normal direction in (54),
• X is the tangential part of the vector field dual to h(ν, ·) on H ,
• hM |H is the restriction of h on the ambient space M to vectors tangent to H ,
24
• hH is the second fundamental form of H ⊂M ,
A comparison of LMOTSH with the operator L
Q
H = −∆H +QH gives the following notable
result
Lemma 3.6 Let H be a stable MOTS in an initial data set (M, g, h). Then, for every
C1 function v compactly supported on H \ Σ, we have
(57)
∫
H
|∇v|2 +QH · v2 dA ≥ 0.
Proof This result was proved in [GS], cf. also [M],Ch.3.1 for a nice presentation. 2
Now we show that Qn carries such a stable MOTS homologous to the tori T n−1[x]
and observe that they contain a nearly flat and regular torus component. Here we think
of S1 = [−1, 1]/ ∼ and simply write η ∈ R, for |η| < 1, for {η}/ ∼∈ S1:
Proposition 3.7 (Existence of Stable MOTS in Qn) For any ε∗ > 0, γ∗ ∈ (0, 1/100)
and l∗ ∈ Z≥4, there are some ε ∈ (0, ε∗), γ ∈ (0, γ∗) and l = l∗+1, so that (Qnγ , gn(ε, γ, l)),
as in 3.2, contains a stable MOTS H(ε, γ, l| − 2 · γ, 2 · γ) ⊂ Qnγ with
• H ⊂ Q(core | − 2 · γ, 2 · γ) and H is homologous to T n−1[a1],
• H ∩QT nγ∗ is a C l∗-regular hypersurface.
• H ∩QT nγ∗ is almost isometric to T n−1[0T ] \Bγ∗(0T ):
(58) H ∩QT nγ∗ = expν(Γ) ∩QT nγ∗ ,
for the image expν(Γ) of some C
l∗-regular section Γ of the normal bundle ν over
T n−1[0T ] \Bγ∗(0T ), under the exponential map expν of ν, with
(59) |Γ|Cl∗(Tn−1[0T ]\Bγ∗ (0T )) < ε
∗.
Proof The existence result is a direct combination of [AM],Th.1.1, alternatively
[E2],Th.1.1, and [EM],Th.2.3. Some partial results in these reference are stated only for
the smooth case of stable MOTS in dimension ≤ 7, but what we need here can be read-
ily extended to the general cases, specifying the result as a potentially singular almost
minimizer.
The key geometric property we exploit to apply these results is 3.2(iii). It ensures
that the MOTS, which is a stable minimal hypersurface outside the core, remains in
Q(core |−2 ·γ, 2 ·γ). This is the counterpart to [L1], Prop.2.1 in in the case of area mini-
mizing hypersurfaces, albeit, the techniques to show the existence of these MOTS follow
different lines. The other statements are transcripts from the corresponding Prop.2.3 in
[L1]. They remain valid since Allard regularity theory equally applies to almost mini-
mizers as in the argument for [L1],Prop.2.3. 2
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3.3 Skin Structures and Surgeries
In this final section we gather the conclusions from the previous chapters, but also we
invest major parts of [L1]-[L4], to show that the potentially singular stable MOTS we
have obtained in 3.7 can be deformed to torus-like spaces with positively mean curved
boundaries. But an inductive argument, explained in [L1], shows that such spaces can-
not really exist and this contradiction finishes the argument for our Theorems.
Skin Structures in a Nutshell We consider a connected almost minimizer H
with singular set Σ. Typically we assume that Σ 6= ∅. The theory also applies when H
smooth, but then many statements become trivial.
Under blow-ups, that is, infinite scalings around singular points, almost minimizers
flat norm subconverge to minimal boundaries in Rn. This shows that the skin structural
techniques developed in [L2]-[L4] equally apply to almost minimizers since all estimates
are actually inherited from the limiting spaces, which, in turn, form a compact ensemble
of model spaces.
The basic notion is that of a skin transform 〈A〉H . It is a non-negative measurable
function naturally defined on H \ Σ: it commutes with the compact convergence of
sequences of compact almost minimizers to area minimizers, and of Euclidean oriented
boundaries to other such boundaries, and it satisfies the following axioms
• 〈A〉H ≥ |hH | and for any f ∈ C∞(H \ Σ,R) compactly supported in H \ Σ and
some τ = τ(〈A〉, H) ∈ (0, 1) we have the Hardy type inequality
(60)
∫
H
|∇f |2 + |hH |2 · f 2dA ≥ τ ·
∫
H
〈A〉2H · f 2dA.
• 〈A〉H ≡ 0, if H ⊂M is totally geodesic, otherwise, 〈A〉H is strictly positive.
• When H is not totally geodesic, we define δ〈A〉 := 1/〈A〉, the 〈A〉-distance. It is
L〈A〉-Lipschitz regular, for some constant L〈A〉 = L(〈A〉, n) > 0:
|δ〈A〉(p)− δ〈A〉(q)| ≤ L〈A〉 · d(p, q), for p, q ∈ H \ Σ.
In [L2] we described procedures to define such a skin transform which seamlessly extend
to almost minimizers. Here, and henceforth, hH is the form we get from the embedding
of H in some existing ambient space. That is, as in 2.1, hH transforms, under conformal
deformations, into the new form without the correction term of (6).
For any compact and connected almost minimizer H we find a quantitative sort of
connectedness for H \ Σ. It is a skin uniform space: for any two p, q ∈ H , there is a
rectifiable path γ : [a, b] → H , for some a < b, with γ((a, b)) ⊂ H \ Σ, so that for any
given skin transform 〈A〉, there is some sH ≥ 1 with
l(γ) ≤ sH · dgH(p, q) and lmin(γ(z)) ≤ sH · δ〈A〉(z), for any z ∈ γp,q.
26
To check this for almost minimizers, we adapt the argument from [L2]. For the local
connectedness of H \ ΣH , we observe that after scalings H can locally be approximated
by an oriented minimal boundary H∗ ⊂ Rn. We transfer the estimates to derive the
local connectedness of H∗ in [L2], Lemma 4.12 to H . The skin uniformity then follows
from the same blow-up and network argument as in [L2],Ch.4.3.
The skin uniformity is the main prerequisite to get hyperbolic unfoldings of H \Σ
to a conformally equivalent, complete Gromov hyperbolic space with bounded geometry,
cf. [L3],Th.2. As was shown by Ancona [An], the potential theory of uniformly elliptic
operators (satisfying a certain coercivity condition) on such spaces is easy to describe.
The point is that this understanding can be transferred back to the original space H \Σ.
(In this context we no longer use minimality properties of H \ Σ.)
This strategy can be applied to skin adapted operators, that is, linear second
order elliptic operators L, so that
(i) L does not degenerate faster than 〈A〉2 when we approach Σ.
(ii) L satisfies a weak coercivity condition: we require that there is a supersolution
s > 0 of Lu = 0 and some ε > 0, so that: Ls ≥ ε · 〈A〉2 · s.
What we get are controls for the asymptotic behavior of solutions u > 0 of Lw = 0,
when we approach Σ, similar to those we otherwise merely expected for the Laplacian
on a smoothly bounded Euclidean domain.
Conformal Laplacians The analytic key result we establish now is that on stable
MOTS in an initial data set, satisfying the DEC, the conformal Laplacian is skin adapted.
To this end we start with a Hardy inequality for stable MOTS extending the Hardy
inequality (60) to the case of initial data sets.
Proposition 3.8 (Hardy Inequality for Stable MOTS) Let H be a stable MOTS
in a compact initial data set (M, g, h). Then there is a constant aH > 0, so that for any
smooth function v with supp v ⊂ H \ Σ, we get
(61)
∫
H
|∇v|2 + |hM |H + hH |2 · v2 dA ≥ aH ·
∫
H
〈A〉2 · v2 dA
Proof We use a particular model of a skin transform to derive (61) as a initial data
set variant of (60). The skin transform 〈A〉1 of [L2],Th.1 and Def.2.7 is given by
(62) 〈A〉1(x) := sup{c | x ∈ Uc}.
for any x ∈ H \ Σ, where Uc is the 1/c-distance tube of |hH |−1([c,∞)). For totally
geodesic H , we set 〈A〉1 ≡ 0. Then we argue as in the proof of [L2],Prop.3.3 and 3.4
where we established the standard version (60).
To this end, we start with a narrow neighborhood W of Σ and neighborhood V of
H \W , compactly supported in H \Σ. We cover W by a locally finite collection of balls
Bµ/〈A〉1(pi)(pi), for suitable pi,i ∈ Z≥1 and µ ∈ (0, 1/2), with uniformly upper bounded
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intersection numbers, a skin adapted cover, cf.[L2], Ch.3.1. The strategy of [L2],Prop.3.3
and 3.4, we recycle here, is to get (61) from a common lower bound of the 〈A〉1-weighted
Neumann eigenvalues of −∆ + |hM |H + hH |2 on V and on the balls Bµ/〈A〉1(pi)(pi). For
suitably large V this is obvious since |hM |H + hH | diverges towards Σ.
For the balls Bµ/〈A〉1(pi)(pi) we assume a subconvergence, for i→∞:
(63) inf
f∈C∞(Bµ/〈A〉1(pi)(pi)),f 6≡0
∫
Bµ/〈A〉1(pi)(pi)
|∇f |2 + |hM |H + hH |2 · f2dA∫
Bµ/〈A〉1(pi)(pi)
〈A〉21 · f2dA
→ 0
As in [L2],Eq.(29) these 〈A〉1-weighted Neumann eigenvalues are scaling invariant.
(63) says that also the unweighted first Neumann eigenvalues of −∆+ |hM |H +hH |2 and
a suitably L2-normalized first eigenfunction on 〈A〉1(pi) · Bµ/〈A〉1(pi)(pi) subconverge to
zero and some associated positive eigenfunction. But these scaled ball smoothly subcon-
verge to a ball B with hH 6≡ 0 in an oriented Euclidean minimal boundary.
|hM |H| remains bounded on H , while |hH | diverges towards ΣH . Thus we get, on
〈A〉1(pi) · Bµ/〈A〉1(pi)(pi), a C3-convergence of |hM |H | to zero. While inf hH remains pos-
itively lower bounded. Then we get, as in [L2],Lemma 3.8, from the definition (62) of
〈A〉1, that the first Neumann eigenvalues of −∆ + |hH |2 on this ball B must vanish,
contradicting hH 6≡ 0. 2
The conformal Laplacian LH := −∆ + n−24(n−1) · scalH appears in the scalar curvature
transformation rule under conformal deformations gH 7→ u4/n−2 · gH , we recall from
Ch.2.1.A (5):
(64) S(u4/n−2 · gH) · u
n+2
n−2 = γn · LH u, for γn = 4(n−1)n−2 ,
valid for any C2-regular function u > 0. This makes an understanding of the analysis of
LH valuable in scalar curvature geometry.
Proposition 3.9 (LH on Stable MOTS) Let H be a stable MOTS in a compact
initial data set (M, g, h) with Sem ≥ 0. Then, LH is a skin adapted operator.
In this case (of a symmetric operator) the weak coercivity requirement (ii) of the skin
adaptedness conditions is equivalent to
(65)
∫
H
f · LHf dA ≥ τ ·
∫
H
〈A〉2 · f2 dA, for some τ > 0,
for any smooth function f on H with supp f ⊂ H \ Σ, cf.[L3],Lemma 5.3.
Proof The DEC, that is, Sem ≥ 0 saying that µ ≥ |J | implies
(66)
1
2
SH − 1
2
|hM |H + hH |2 ≥ QH =
1
2
SH − µ− J(ν)− 1
2
|hM |H + hH |2
Thus, for any smooth function v with supp v ⊂ H \ Σ, we get from 3.6
(67)
∫
H
|∇v|2 + 1
2
(SH − |hM |H + hH |2) · v2 dA ≥
∫
H
|∇v|2 +QH · v2 dA ≥ 0
28
Also directly from the definition of LH :
(68)
∫
H
v · LHv dA ≥ n− 2
4(n− 1) ·
∫
H
|∇v|2dA+
∫
H
n− 2
2(n− 1) · |∇v|
2 +
n− 2
4(n− 1) · SH · v
2 dA
Combing the two inequalities (67) and (68) we have
(69)
∫
H
v · LHv dA ≥ n− 2
4(n − 1) ·
∫
H
|∇v|2 + |hM |H + hH |2 · v2 dA
Finally, we combine (69) and (61) to infer the validity of (65). 2
At this point we can jump into the routine in the proof of the Riemannian positive
mass conjecture, in [L1], where in place of the MOTS of 3.7 in an ambience with Sem > 0,
we had a similar area minimizer in a S > 0-ambience. In both cases the conformal
Laplacian is skin adpated. We can apply the identical surgery techniques, explained in
[L1],Ch.2.3 and 2.4 and get the following spaces Nn−1, from deformations and surgeries
applied to the MOTS Hn−1 ⊂ (Qnγ , gn(ε, γ, l)) of 3.7:
Proposition 3.10 (MOTS Surgery) We assume the spaces Qnγ described in 3.2 exist.
Then, for any ε > 0, γ ∈ (0, 1/100), l ∈ Z≥4, there is a C l-regular n − 1-dimensional
Riemannian manifold (Nn−1(ε, γ, l), gn−1(ε, γ, l)) with the following properties
(i) (Nn−1, gm) is a compact S > 0-manifold with boundary ∂Nn−1.
(ii) The boundary ∂Nn−1 may be empty and for n− 1 < 7 it is empty.
(iii) Nn−1 contains a torus component NT n−1, nearly isometric to T n−1 \Bγ(0):
There is a C l-regular diffeomorphism Fn−1(ε, γ, l) : NT n−1 → T n−1 \Bγ(0) with
|F ∗n−1(gflat)− gn−1|Cl(NTn−1) ≤ ε.
(iv) When ∂Nn−1 6= ∅, then ∂Nn−1 ⊂ Nn−1 \ NT n−1 is C3-smooth and compact with
positive mean curvature.
Now we can appeal to [L1],Prop 1.2 and Cor.1.4. They show that there cannot
be such families of manifolds Nn−1. This contradiction proves that the Qnγ of 3.2, the
Sem-islands and, finally, any sort of counterexamples to the space-time positive mass
conjecture, cannot exist. 2
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