Abstract. We prove the exact asymptotic 1 − 2π 3 − 827 288π
Preliminaries
Given an integer n > 0, by the probability space Σ n of random mappings of n elements we mean the set of all n n mappings from Q = {1, 2, . . . , n} to itself with the uniform probability distribution. Each mapping f ∈ Σ n can be represented via the directed graph g(f ) with constant outdegree 1. The graph g(f ) has the vertex set Q and the edge set E = {(p, f (p)) | p ∈ Q}. Since this is a one-to-one correspondence, we identify Σ n with the probability space of random digraphs with n vertices and constant outdegree 1.
Each digraph having common outdegree 1 consists of cycles and trees rooted at these cycles. Let T be a highest tree of g and h be the height of a second by height tree. Let us call the crown of g the (probably empty) forest consisting of all vertices of height at least h + 1 in T . A digraph g on Figure 1 has the unique highest tree rooted at state 2. The height of a second by height tree is 2 whence the crown of g is the forest consisting of the states 7, 8, 9, 14 of height al least 3.
Denote ρ = Theorem 1. Let g ∈ Σ n be a random digraph and H be the crown of g having r roots. Then |H| > 2r > 0 with probability 1 − Θ(1/ √ n), in particular, a highest tree is unique and higher than all other trees of g by 2 with probability
Theorem 2. The probability for random mapping on n elements of having exactly two highest trees is
(1 + o(1)).
Corollary 1. The probability that the underlying graph of a random mapping of n states has a unique highest tree is 1 − ρ √ n (1 + o(1)).
In order to apply aforementioned results in [1] , we need an easy generalization of Theorem 1. Given a digraph g ∈ Σ n and an integer c > 0, let us call a c-branch of g any sub-tree of a tree of g with the root of height c in g. For instance, the original trees are 0-branches. Let T be a highest c-branch of g and h be the height of the second by height c-branch. Let us call the c-crown of g the forest consisting of all the vertices of height at least h + 1 in T . For example, the digraph g presented on Figure 1 has two highest 1-branches rooted in states 6, 12. Without the state 14, the digraph g would have the unique highest 1-branch having the state 8 as its 1-crown.
Theorem 3. Let g ∈ Σ n be a random digraph, c > 0, and H be the c-crown of g having r roots. Then |H| > 2r > 0 with probability 1 − Θ(1/ √ n), in particular, a highest c-branch is unique and higher than all other c-branches of g by 2 with probability 1 − O(1/ √ n). We start from the proof of Theorem 2 and obtain the rest as consequences of the proof. To prove Theorem 2 we use the following scheme. The probability distributions (p.d.) on random digraphs from Σ n having N cycle vertices can be considered as the p.d. on the set of random forests F n,N with N roots and n vertices averaged by the p.d. of the number N of the cyclic states of random mappings. In its turn p.d. on random forests can be considered as p.d. on critical Galton-Watson branching processes under a condition on the total number of particles in the process. This idea of using Galton-Watson branching processes plays a crucial role in probability analysis of such combinatorial objects like random trees, forests and mappings. For an introduction to this theory, we refer the reader to [4, Section 2] .
Unfortunately, in such a reduction there is an obstacle of using the theory of Galton-Watson branching processes out of the main range, namely, formulas become too rough when the number of cycle vertices is "big" and the height of random forests is "small" with respect to n.
Our proof is organized as follows. First, in Section 2 we represent p.d. on mappings via p.d. on forests averaged by the number of cycle vertices N , and then reduce the range for N . Next, in Section 3 we use the standard representation of p.d. on random forests via branching processes. Using this representation and an independent approach, in Section 4 we reduce the range for the height of the forests with respect to both n and N . Then in Section 5 we present a theorem concerning branching processes for our case in the main range of parameters, and based on this theorem and results from the previous sections, we prove Theorem 2. Finally, in Section 6 we get remained results as consequences of the Theorem 2 proof.
Number of the Cyclic Vertices
Given a digraph g ∈ Σ n , denote by λ(g) the number of the cycle vertices and by f t(g) ∈ F n−λ(g),λ(g) its forest, that is, the union of the trees of g. Given d ≥ 1, denote by B 
Since the definition od B d n depends only on the forest of a digraph, we also have
The following formula is well known (see e.g., [3, Lemma 3, Section 3]).
The following corollary along with (1) allows us to reduce the range we have to consider for the cyclic vertices number.
Lemma 1 (see Sec. 7 for the proof ).
The following corollary easily follows from the proof of Lemma 1.
Corollary 2.
where z(N, n) = N/ √ n varies in the range (n −0.25 , 4 √ ln n).
We use the standard representation of random forests distribution via critical Galton-Watson branching processes following [3] . Denote by G N the probability space of all critical Galton-Watson branching processes with the offspring p.d. (e −1 /r!) r≥0 starting with N founding ancestors (or, equivalently, consisting of N independent branching processes µ 1 , µ 2 , . . . µ N from G 1 ) where each particle independently has probability e −1 /r! of producing r offsprings in the next generation. The idea of such representation is that after a branching process with N founding ancestors stabilizes, we obtain a forest having N trees corresponding to the processes µ 1 , µ 2 , . . . µ N and the induced p.d. on the set of random forests is uniform (see [3, Section 2] for details).
Following [3] , denote by F (z) the generating function for the offspring p.d.
Given µ ∈ G N and t ≥ 0, µ(t) (resp. ν(t)) denote the number of particles in the process µ in generation t (resp. less than t) and by ν denote the number of particles in µ after the extinction moment of µ, that is, ν = ν(τ (µ)), where τ (µ) is the index of the first empty generation of µ. Notice that the height of the induced forest exceeds the extinction moment of µ by one.
For processes with multiple founding ancestors, the subscript is used to denote the number of founding ancestors (0-generation particles) and the superscript is used to denote the index of the ancestor in 0 generation. In particular, ν N ∈ G N denotes the total number of particles in Galton-Watson process starting from N founding ancestors and ν i denotes the number of particles of the i-th founding ancestor. By the definitions,
where all ν i are independent. Now we determine the conditions on branching processes corresponding to the sets of digraphs B 
and for d > 0 by A d N,t,r the set of processes from G N such that
For d ∈ { , 0, 1, . . . , N − 1}, due to the definitions of B d n,N,t and A d N,t , the standard reduction to branching processes yields
whenever P (ν N = n + N ) > 0. The following lemma is given in [3] .
Lemma 2 (Lemma 6, Section 3 [3] ).
The proof is based on the following equation
where B = F ′′ (1) = 1 in our case (see (3)). In its turn, this equation is based on [3, Theorem 2, Section 1] which holds for any n, N → +∞. Hence from (7) for N = o(n), we have the following corollary.
By Corollary 3, we have
for z = N/ √ n ∈ (n −0.25 , 4 √ ln n) and by Lemma 1, we have
where ε 1 (n) = (1 + o(1/ √ n)) Putting together (9), (8) and Corollary 2, we have
Thus in order to prove Theorem 2, it remains to show that
Now we want to reduce the range we have to consider for the parameter t. For this purpose, we use the following basic equation (see e.g [5] )
Due to the definition of A N,t , we have
It follows from (11) that there exists t 0 > 0 such that P (µ 1 (t) = 0) ≤ 1 −
t
for t > t 0 . Denote p 0 = min j≤t0 P (µ 1 (j) = 0). Clearly p 0 < 1. Hence for t ≤ t 0 , the lemma trivially holds. For t > t 0 , we have
Following [7] denote by T n,h the number of mappings of n element set of height at most h, by L j (x) the j-th iteration of the function xe x and by ρ j the unique real positive solution of the equation L j (x) = 1.
In another work, Grusho [2, Lemma 4] found the following asymptotic for ρ m where m/n β → C > 0 for 0 < β < 1 2 .
Lemma 4. For each ǫ > 0,
Proof. It follows from Lemma 1 and Lemma 3 that
Using that ρ m is monotonic descending, for n 0.24 < t < n 0.5−ǫ , due to (12) and Corollary 4 for m = [n (1−ǫ)/2 ] and n big enough (such that t + r ≤ m), we have
The Main Range
We write
The following theorem is based on an analysis of [5] presented in Section 7.
Theorem 4. Denote β = β(θ, n) = −2iθ/n; Then for N ∈ ( 5 √ n, 4 √ n ln n), t ∈ (n 0.49 , n), N/t ≤ 2 ln n, we have
(1 − e −tβ ) 4 e −N β 1+e −tβ
where
; and for any constant r > 0
Proof. Let f (z), f t (z) be the probability generating functions (pgf) of ν and ν; µ(t) = 0 resp., that is,
First let us make the following remarks.
Remark 1. For given original indices of µ 1 , µ 2 , the pgf of (ν N ; A N,t,r ) (and P (ν N = n; A 1 N,t )) is equal to f N −2 t (z)φ 1 (z)φ 2 (z), where φ 1 , φ 2 are the pgfs of (ν 1 ; A N,t,r ), (ν 2 ; A N,t,r ) (for r = 1) resp.
Remark 2. For any r ≥ 1 there are at most N (N − 1) choices for the indices of ν 1 and ν 2 for µ ∈ A N,t,r and there are exactly
Notice that if g(z) is the generating function of a random variable X taking positive integer values, then χ(θ) = g(e iθ ) is the characteristic function of X. Due to the inversion formula, we have
where c 3 > 0 is some constant. Notice that
Due to Lemma 9, there are constants q 1 < 1, q 2 < 1 such that |f t (e iu )| < q 1 + q t 2 for ε ≤ |u| ≤ π. Hence we have that
for some constant q 3 ∈ (1, q 2 ). Notice that θ n t → 0, for |θ| ≤ A, t ∈ (n 0.49 , n). The (13) follows from (15),(19),(20) and Corollary 7; (14) follows from the proof and Remarks 1, 2.
Due to Theorem 4, it remains to compute the sum for all integers t, N such that t ∈ (n 0.49 , n), N ∈ (
4π(1 − e −tβ ) 4 e −N β 1+e −tβ
First let us sum it up by N . Since φ(N ) is smooth and positive for N > 0, we have that From the other hand, we have that
The latter inequality follows from
for each x ≥ 0. Since for |θ| ≤ n ln 4 n t 2 ,
for the second term of (21), we have
(
Summing up
by t ∈ (n 0.49 , n), we get that it is bounded by O(
For k > 0 and α having the positive real part, we have
where e k is a constant which depends on k and for k = 2
For the first term of (21), by (25), we have
Recall that u(θ) = t |θ| n . We have
Using that Re(tβ) = u, we can upper bound the second term of (27) as follows.
O(1)
n ln 4 n t 2 0 βe −2tβ (1 + e −tβ )
The sum of n ln 2 n t 4 by t ∈ (n 0.49 , n) is upper bounded by n ln 2 n n n 0.49
Let us now consider the first term of (27) for positive θ.
n ln 4 n t 2 0 e −iθ βe −2tβ (1 + e −tβ )
where (A) follows from
and (B) follows from the equality
2 n ). One can easily obtain for negative θ the same expression with the factor 1 + i instead of 1 − i. Thus we get that
Theorem 2 now follows from (33).
Conclusions
Notice that Theorem 1 corresponds to digraphs B n which correspond to branching processes A N,t . Hence, the lower bound of Theorem 1 follows from the fact that A 1 N,t implies A N,t . To prove the upper bound, we use inequality (14) of Theorem 4 and the following lemma.
Lemma 6 (see Sec. 7 for the proof ). There exists some constant r > 0, such that for each t > n 0.49 , m > n 0.9 the following inequality holds for n big enough.
The above lemma allows to neglect the difference in the definition of A N,t and A N,t,r for proving the upper bound. The only thing we have to notice to use Lemma 6 is that P (ν N = n; A N,t,r ) is continuous by n in the main range of parameters, i.e. P (ν N = n(1 + o (1)); A N,t,r ) ∼ P (ν N = n; A N,t,r ) (this easily follows from the proof). The precision of Lemma 6 is enough due to the reduction (6) and Corollary 2.
In order to prove Corollary 1, consider the set of processes in G N having at least 3 highest trees. Then, we would get a factor N 3 Since the generating function of µ N (1) is given by
we get that
. Due to Lemma 1 this means that whp µ N (1) is equal to N up to the constant factor, and the Theorem 1 holds for 1-branches instead of the trees. By induction, one can easily generalize these arguments for any constant c > 0 and Theorem 3 follows.
Technical lemmas
, we get that
Since φ ′ (x) = 1−1−ln 1 − x > 0, φ(x) is growing. Hence by (35) for x ≥ 4 ln n n ,
Since also (34) and (36), we get that
For N < 4 √ n ln n, x = o(1) whence by (34) and (35), we have
From here, we have also that
The lemma follows.
Lemma 6.There exists some constant r > 0, such that for each t > n 0.49 , m > n 0.9 the following inequality holds for n big enough.
Proof. Since the distributions of ν(t) and µ(t + r) are determined by µ(t), for the left hand side, we have
where ψ t,k = ν(t) | µ(t) = k. For the right hand side, we have
Due to Corollary 3, P (ν k ≤ 2k) ≤ c 2 e −k/5 and due to (11), P (µ(r) = 0) ≥ e 1/5 for some constant r > 0. Thus it remains to show that ν k,r = o(m) with high probability. Suppose that ν k,r ≥ kD r for some D > 0. Then at some generation i < r one of the particles in i-th generation must have at least D offsprings. Hence
For k > ln 2 n, we have that
For k ≤ ln 2 n, we have that
So, we have
Recall that f (z), f t (z) are the probability generating functions (pgf) of ν and ν; µ(t) = 0 resp., that is,
The following lemma is proved in [5] .
Lemma 7 (Lemma 1 [5] ). If t → +∞, u → 0 such that ut → 0, then ∆ t (e iu ) = 2α(u)e −tα(u)
1 − e −tα(u) (1 + ǫ(t, u)),
where α(u) = √ −2iu (the branch with a positive real part is always chosen) and |ǫ(t, u)| ≤ c ln t(ut + 1/t).
Corollary 5 (Corollary 1, Section 2.3, Page 127 [3] ). For each ε > 0 there exists constant q 2 < 1 such that |∆ t (e iu )| ≤ q t 2 for ε ≤ |u| ≤ π.
Corollary 6 (Corollary 2, Section 2.3, Page 128 [3] ). There exists ε > 0, c 1 > 0, c 2 > 0 such that |∆ t (e iu )| ≤ c 1 t −1 e −c2t √ u for |u| ≤ ε.
It is proved in [5] that for some c(u) such that |c(u)| ≤ c 3 ,
f (e iu ) = 1 − α(u) + c(u)α 2 (u),
Using Lemma 7 and Corollary 6, by (41) we get the following lemma. Lemma 9. For each ε > 0 there exists constants q 1 < 1, q 2 < 1 such that |f t (e iu )| < q 1 + q Lemma 11. For any r > 0, t → +∞, u → 0 such that ut → 0, ∆ t+r (e iu ) − ∆ t (e iu ) = f t (e iu ) − f t+r (e iu ) = 2rα 2 (u)e −tα(u)
(1 − e −tα(u) ) 2 (1 + ǫ 1 (t, u)),
where |ǫ 1 (t, u)| ≤ O(1)(ut + ln 2 t t 2 + √ u ln t).
Proof. Due to Lemma 7, we have that f t (z) − f t+r (z) = ∆ t (z) − ∆ t+r (z). In order to prove the lemma, we use the following ingredients from the proof of Lemma 7. From equations (8) 
