This paper addresses the open-closed-loop iterative learning control (ILC) issue for linear systems with iteratively variable trail lengths. Due to the varying trail lengths in iteration domain, some tracking information would be lost at the previous iterations. To compensate the absent information, an openclosed-loop ILC scheme composing of a feed-forward ILC part and a feedback control part is designed. The convergence of ILC tracking error in mathematical expectation sense is guaranteed by the feed-forward part. The tracking information of the current iteration is employed by feedback control part to compensate the missing tracking information at the previous iterations. To deal with the iteratively variable trail lengths, a modified tracking error at desired trail length is adopted in the designed ILC scheme. It is shown that the mathematical expectation of tracking error is convergent to zero. Two illustrative examples are carried out to show the effectiveness of the proposed ILC schemes.
I. INTRODUCTION
Iterative learning control (ILC) is especially suited for the dynamical systems with repetitive operation characteristics in a fixed time interval. It uses the previous tracking information of the controlled system to find an ideal input signal, so that the tracking error can be reduced gradually in iteration domain. Since less prior knowledge of controlled system is required in ILC design, it has become a popular control strategy against inaccuracy in modeling [1]- [3] .
To achieve perfect tracking performance in a fixed time interval, a basic requirement in ILC design is the repetitiveness of dynamical system, which includes that the system should be reset to the same initial position and stop at the same terminal position for each iteration [4] - [7] . However, due to the uncertainty of dynamical system, the requirement on identical initial states and uniform trail lengths might not The associate editor coordinating the review of this manuscript and approving it for publication was Wojciech Paszke. be satisfied in some practical applications. For example, for the sake of safety, the industrial robot should stop its motion as any emergency occurs. Thus, the trail lengths of robotic system in this circumstance are shorter than that of normal circumstances. Moreover, the initial position of system at each iteration may vary from iteration to iteration due to the existence of resetting error. Therefore, it is significant to investigate the ILC algorithms for dynamical systems with iteratively variable trail lengths, especially in case of non-identical initial conditions.
In recent years, the ILC issue with iteratively variable trail lengths has been investigated by a lot of scholars [8] - [23] . In [8] , by introducing maximum cycle length and lifted system technique, the first-order ILC scheme with monotonic convergence condition is developed for linear discrete-time systems with varying trail lengths. For the nonlinear systems with iteratively varying trail lengths, initial states and external disturbances, a deterministic convergence result is proposed by addressing a modified P-type first-order VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ ILC scheme [9] . Other first-order ILC strategies can be found in [10] and [11] . However, one of the characteristics in ILC problem with iteratively variable trail lengths is that the dynamical system would terminate early or late, such that the current trail lengths would be greater or smaller than the reference one. If the system stops early at last iteration, from the terminal time of dynamical system to the end of reference trajectory, the tracking information at the last iteration is missing, thus it can not be utilized in the current control process to improve the ILC tracking performance. To compensate the absent information, the iterative average operator presented in [24] is adopted in varying trail lengths based ILC algorithm for linear discrete-time systems, where all historical information is stored and adopted in control law design [12] - [14] .
In sequel, to reduce the storage space of tracking information in the aforementioned methodologies [12] - [14] , iteratively moving average operator based [15] - [19] and higher-order based [20] ILC strategies are presented, in which the tracking information of some recent iterations is employed to compensate the missing information at last iteration. With the help of searching mechanism and iteratively moving average operator, for discrete-time systems with non-uniform trail lengths, [18] proposed two ILC laws which select useful but avoid redundant previous tracking information such that the convergent speed can be expedited. For nonlinear systems with randomly variable trail lengths and initial states, [20] proposed a robust higher-order ILC law which drives the ILC tracking error into a bounded range, the bound of which is proportional to the initial state shifts. Since the order of ILC law designed in [15] - [20] is limited, the tracking information at the employed iterations might still be missing at some time points.
To cope with this situation, in this paper, an open-closedloop ILC scheme including feed-forward and feedback control parts is developed for linear discrete-time systems with iteratively variable trail lengths. In the proposed algorithm, feed-forward ILC part guarantees the iterative convergence of tracking error in mathematical expectation sense, and the feedback control part is employed to compensate the missing tracking information at previous iterations. In addition, the values of initial states can be variable with a fixed mathematical expectation in the proposed open-closedloop ILC method, which relaxes the requirement on identical initial condition in the existing iteratively variable trail lengths based ILC schemes [8] , [10] , [15] , [17] , [21] , [22] . The proposed open-closed-loop ILC law can be improved for linear discrete-time systems with higher relative degree. This paper has contributions relative to the related works in three main aspects as follows: (i) unlike the existing ILC schemes for dynamical systems with iteratively variable trail lengths [8] - [23] , feedback control part is introduced in modified tracking error based P-type ILC such that the tracking information of the current iteration can be used to compensate the missing tracking information at the previous iterations. (ii) the developed open-closed-loop ILC method not only guarantees the asymptotic convergence of tracking errors in mathematical expectation sense, but also speeds up the convergence process. (iii) the linear discrete-time systems with higher relative degree and initial state vibration with fixed mathematical expectation are considered.
The outline of this paper is as follows. Section II presents the system with iteratively variable trail lengths, which is considered in this paper. The open-closed-loop ILC laws with convergence analysis are provided in Section III. Section IV displays two illustrative examples. Some conclusions are given in Section V.
Notations: In this paper, · stands for the compatible norm of vector and matrix. E {·} represents the mathematical expectation of a stochastic variable.
II. PROBLEM FORMULATION
Consider the following linear discrete-time multiple-inputmultiple-output (MIMO) system with iteratively variable trail lengths
where k ∈ {0, 1, · · ·} and t ∈ {0, 1, · · · , N k } denote the iteration index and discrete time index, respectively. Meanwhile,
is the trail length of the system at the kth iteration, which is unknown and randomly variable from iteration to iteration. In iteratively variable trail lengths based ILC issue, it is reasonable to assume that there exists a minimal trail length N > 0 and a maximal trial lengthN > N > 0, which are not required to be known in prior. In other words, the specific information of N andN is not involved in the ILC scheme design. The reference trajectory for system (1) is
is the desired state. For any realizable trajectory y d (t), there exists a unique control input u d (t) ∈ R q for t ∈ {0, 1, · · · , N } such that
The ILC tracking error of the linear discrete-time MIMO system is thus defined as e
The iterative initial state x k (0) is randomly variable, but its mathematical expectation satisfies
Remark 1: Different from the general ILC requirement on identical initial condition that the iterative initial state x k (0) = x d (0), Assumption 1 is relaxed, where x k (0) can be randomly variable with a fixed expectation x d (0).
In this paper, for the system (1), the objective of ILC under iteratively varying trail lengths and Assumption 1 is to look for a control input sequence {u k (t)} such that the ILC tracking at a specified time interval can be improved.
III. OPEN-CLOSED-LOOP ILC LAWS AND CONVERGENCE
In order to well address the ILC issue of the linear discretetime MIMO system (1) with the iteratively variable trail lengths, let us denote ξ k (t), (t ∈ {0, 1, · · · , N }) to be a stochastic variable satisfying Bernoulli distribution and taking binary values 0 and 1. And ξ k (t) = 1 denotes the event that the control input of system (1) can continue to the time point t at the kth iteration, which occurs with a probability function of p (t), (0 < p (t) ≤ 1). ξ k (t) = 0 denotes the event that the control input of system (1) cannot continue to the time point t at the kth iteration, which occurs with a probability function of 1 − p (t). Obviously, the expectation of ξ k (t) is
Due to the iteratively variable trail lengths of system (1), define a modified tracking error as
From the definition of Bernoulli stochastic variable ξ k (t), (4) can be rewritten as for N k < N ,
and for N k ≥ N ,
According to (4) and
For the system (1) under Assumption 1, an open-closedloop ILC law for t ∈ {0, 1, · · · , N } with modified tracking error is presented for convergence analysis as following
where u f ,k+1 (t) is the ILC part with feed-forward control gain P ∈ R q×m and u b,k+1 (t) is the feedback control part with feedback control gain L ∈ R q×m . Remark 2: It is noted that the open-closed-loop controller (8)-(10) with two variables k and t can be rewritten as
respectively. Then, the z-transform of controller (11)-(13) iŝ
From (16) derived by (10), we have the transfer function G b ẑ 1 ,ẑ 2 of feedback controller (10)
In other words, the feedback control gain L can be regarded as a transfer function of feedback controller (10) . Moreover, the 2-dimensional transfer function matrix G ẑ 1 ,ẑ 2 of openclosed-loop controller (8)- (10) is obtained from (14)
Theorem 1: Under Assumption 1, for the linear discrete-time MIMO system (1) with iteratively variable trail lengths, and the realizable reference trajectory y d (t), the open-closed-loop ILC laws (8)-(10) is used. If the control gain P ∈ R q×m is chosen to make
then lim
Taking E {·} on both sides of (20) and considering (7), we have
Let δx k (t) = x d (t) − x k (t). According to (1) and (2), (21) becomes
From (8) and (10), it follows
Applying E {·} on both sides of (23) and noticing (7) , yield
Substituting (24) into (22) derives that
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Taking norm · on both sides of (25), there is
where
On the other hand, according to (1), (2) , and (24), there are
Since E {δx k (0)} = 0 and E {e k (0)} = 0 from (3) in Assumption 1, it can be derived from (27) and (28) that
Letting t = 0 in (26) and t = 1, 2, · · · , N in (30), respectively, and considering (3) in Assumption 1, there are
Denote
we can rewrite (31) as
Consequently, from (32), we have lim k→+∞ σ f ,k = 0,
which implies for t ∈ {0, 1, 2, · · · , N } lim k→+∞ E δu f ,k (t) = 0.
According to (29) and (3) in Assumption 1, for t ∈ {0, 1, 2, · · · , N + 1}, there is
Clearly, it follows
The proof is completed. Remark 3: The convergence condition (19) implies that the relative degree of system (1) is one, i.e., CB = 0. For the system (1) with high relative degree γ > 1, i.e., the Markov parameters of system (1) satisfy
a new open-closed-loop ILC law for t ∈ {0, 1, · · · , N } is designed as If the control gain P ∈ R q×m is chosen to make
The proof can be found in Appendix.
IV. ILLUSTRATIVE EXAMPLES
In this section, two examples are presented to verify the effectiveness of the developed ILC laws. Example 1: Consider the linear discrete-time system with iteratively variable trail lengths, which is described as
where t ∈ {0, 1, · · · , N k } and N k ∈ {90, 91, · · · , 115} is the trail lengths of system (42) shown in Fig. 1 . Let the reference trajectories y 
where N = 100. Without loss of generality, let u 0 (t) = 0 0 T for t ∈ {0, 1, · · · , N }. The iteratively variable initial Fig. 2 .
To evaluate the accuracy of ILC tracking for system (42), we construct the following tracking error index
Apply the open-closed-loop ILC law (8)-(10) into system (42).
To show the tracking performance with different feedback control gain values, the control gains in (8)-(10) are chosen as the following two cases: Meanwhile, the iteratively variable trail lengths based Ptype ILC scheme without feedback control part presented in [13] with control gain P = 0.04 0.07 0.07 0.01 is applied to (42).
In consequence, the profiles of tracking error indexes CE (i) k (i = 1, 2) at different iterations are provided in Fig. 3 . Fig. 4 displays the tracking performance of the system outputs y When the initial state x k (0) fluctuates around the desired initial state x d (0) with E {x k (0)} = x d (0) as displayed in Fig. 2, Fig. 3 shows that the tracking error indexes CE (i) k (i = 1, 2) can be driven to zero as the iteration number k increases to infinity. It is seen from Fig. 3 that the developed open-closed-loop ILC law (8)-(10) can make the tracking error indexes convergent in less iteration than the P-type ILC scheme without feedback control in [13] . The open-closedloop ILC law (8)- (10) with larger values of feedback control gain L could achieve faster convergence speed. Fig. 4 implies that although the trail length N k of system (42) is randomly variable, the system outputs y Example 2: Consider a linear piezoelectric motor system with relative degree γ = 2 under iteratively variable trail lengths, which can be described as the following system [25] 
t are the motion position and the motion velocity, respectively,M = 1 kg is the moving mass, K v = 80 N is the velocity damping factor, and K f = 6 N V is the force constant. Let u k (t) =û k (t · T s ), we discretise the linear piezoelectric motor system (45) as
where T s = 0.01 s is the sampling time. It is easily to find that the spectral radius of system matrix in (46) is 1, which implies that system (46) is unstable. The iteratively varying trail length N k in (46) varies between 187 and 210 as shown in Fig. 5 .
The reference trajectory y d (t) is described by the equation
where t ∈ {0, 1, · · · , 200} with N = 200. The initial control input u 0 (t) = 0, t ∈ {0, 1, · · · , 200} and the initial state
The following tracking error index is used to evaluate the ILC performance
The proposed ILC law (38)-(40) with γ = 2, P = 80 and L = 20 is applied. Fig. 6 shows the performance index CE k at different iterations. Fig. 7 depicts the tracking performance of the system output y k (t) to the reference trajectory (47) at iterations k = 13 and k = 35 with the open-closed-loop ILC law (38)-(40). Even if the dynamical system (46) with relative degree γ = 2 is unstable, Fig. 6 illustrates that the proposed open-closed-loop ILC law (38)-(40) can drive the tracking error index CE k to zero. It is shown in Fig. 7 that a progressively improved tracking situation of system output y k (t) to reference trajectory y d (t) is obtained.
V. CONCLUSION
This paper develops an open-closed-loop ILC algorithm for dynamical systems with iteratively variable trail lengths, where the initial state can fluctuate around the desired initial state with fixed expectation. Due to the randomly variable trail lengths of dynamical system, some tracking error information would be missing at the previous iterations. To compensate the missing information, the feedback control part is involved in P-type ILC with modified tracking error. It is worth noting that the convergence condition of the developed ILC law is dependent on the feed-forward control gain only. The feedback control can speed up the convergence process of ILC by a suitable value of feedback control gain L. The proposed open-closed-loop ILC law can be improved for linear discrete-time systems with higher relative degree. From the theoretical analysis and simulation results, it is shown that the ILC tacking error can be driven to zero in mathematical expectation sense.
APPENDIX PROOF OF THEOREM 2
Proof: This proof can be operated similar steps as the proof of Theorem 1.
From the Markov parameters relationship (37) of system (1) with relative degree γ , we have
It is obtained form from (38) and (40)
According to (39), (49), and (50), there is
where the relationship (7) is applied. Taking · on both sides of (51) yields
where I − p (t + γ ) PCA γ −1 B ≤ε as defined in (41) and
On the other hand, we can derive from (1), (2), (49) and (50) that
and
Then, considering (49) and (3) in Assumption 1 yields
wherez 2 = max{ A + C · A γ ,p(1+ C · A γ −1 ) B · L } and b = B + C · A γ −1 B . Substituting (55) into (52) leads to E δu f ,k+1 (t) ≤ε E δu f ,k (t)
Letting t = 0 in (52) and t = 1, 2, · · · , N in (56), respectively, and considering (49) and (3) in Assumption 1, we can obtain The proof is completed.
