The present paper shows an efflclent numerlcal procedure for solvlng a set of nonlinear partial differential equatlons, specifically the steady Euler equations. Solutions of the equations were obtalned by Newton's linearization procedure, commonly used t o solve the roots of nonllnear algebraic equatlons. In application of the same procedure for solvlng a set of dlfferential equations we give a theorem showing that a quadratlc convergence rate can be achleved. While the domain of quadratlc convergence depends on the problems studied and l s unknown a prlorl. w e show that first-and second-order derivatives of flux vectors determlne whether the conditlon for quadratic convergence is satisfied. The first derlvatlves enter as an impliclt operator for yielding new Iterates and the second derivatives Indicates smoothness of the flows considered. Consequently flows involving shocks are expected to requlre larger number of iteratlons.
present method and i s g i v e n i n s e c t i o n 2. Section 3 gives treatment o f boundary conditions. The a l g e b r a i c system o f equations r e s u l t i n g f r o m s e c t i o n s 2 and 3 i s t h e n summarized; the s o l u t i o n s t r a t e g i e s a r e discussed i n s e c t i o n 4. F i n a l l y we show i n sect i o n 5 t h e convergence o f c a l c u l a t e d s o l u t l o n s by comparing w i t h exact solutions i n one-and twodimenslonal problems. The f l u x s l i t t i n g s by Steger and Warming11 and van Leery2 a r e employed. P e r t i n e n t issues such as accuracy and convergence r a t e a r e discussed.
Newton's Method
We begin by consldering t h e steady Euler equations i n conservation-law form and Cartesian coordinates:
where Y = {'Y1,Y2..
. .,Y5} represents f i v e ( 5 ) p a r t i a l d i f f e r e n t i a l equations, each i s a f u n c t i o n o f t h e c o n s e r v a t i v e variables U = {p(l,u,v,w,E)}. Here p i s t h e density, (u,v,w) a r e Cartesian components o f t h e v e l o c i t y , and E i s t h e sum o f s p e c i f i c i n t e r n a l and k i n e t i c energy. The f l u x vectors a r e shown below f o r completeness.
I n Eq. ( l a ) we choose the n o t a t i o n a a
Also p e r f e c t gas i s assumed so t h a t f l u x v e c t o r s a r e homogeneous f u n c t l o n o f U o f degree one.
Since t h e system o f equations i n Eq. ( l a ) i s nonl i n e a r and coupled, t h u s we a r e obliged t o use approximate method t o I t e r a t i v e l y a r r i v e a t approximate s o l u t i o n t o U*. The Newton i t e r a t i v e method having quadratic convergence f o r s o l v i n g a l g e b r a i c equations also can be extended t o solve d i f f e r e n t i a l equations. The Newton procedure s t a r t s by keeping t h e f i r s t -o r d e r term i n Ta l o r ' s s e r i e s expansion o f rY(Un+l) and forces UntY t o s a t i s f y Eq. ( l a ) . We have We t u r n now t o study t h e convergence p r o p e r t y o f t h e Newton method. Assuming t h a t Y i s t w i c e d i f f e r e n t i a b l e and t h a t t h e r o o t ( s o l u t i o n ) U* t h a t we a r e seeking i s a simple r o o t ( m u l t lp l l c i t y = 1 ) . Then we have DuY(U*) # 0 and DuY(U1 P 0 f o r a l l U i n a c e r t a i n neighborhood o f U (see Ref. 1. 2, . .., P, where V l i e s I n t h e i n t e r v a l Containing U* and Un. Since
We have
We have, a f t e r a p p l y i n g Eqs. ( 3 ) and ( 7 ) . L e t cn be t h e e r r o r a t t h e n t h i t e r a t i o n , We understood t h a t a i j , b i j , and c i j on LHS were evaluated a t Un and a i j , k , b i ,k, and c i j , k on RHS a t V. The system needs t o be closed by boundary condit i o n s , t o be discussed i n t h e n e x t section.
l n g can be constructed. by a l t e r i n g t h e t y p e w r i t e r orderlng, c o n s t r u c t block t r i d i a g o n a l system f o r each constant-x l i n e .
There e x i s t s many c l a s s l c a l i t e r a t i v e schemes f o r s o l v i n g a l a r g e system; several s t r a t e g i e s a r e discussed I n Ref. The pressure (p) I s f i x e d and t h e remainlng v a r i a b l e s a r e e x t r a p o l a t e d from I n t e r i o r , e.g.,
This case i s more i n v o l v e d and needs some elaborat l o n . We i l l u s t r a t e how t h e boundary terms on LHS a r e combined w i t h t h e nelghborlng i n t e r i o r terms. n and e x t r a p o l a t e t h e remainlng v a r i a b l e s from I n t e r i o r .
S o l u t i o n Procedure
With t h e boundary c o n d i t i o n s Implemented, the f i r s t element of t h e f i r s t row and l a s t element of t h e l a s t row i n t h e block t r i d l a g o n a l m a t r i x (T and H) a r e e s s e n t i a l l y e l i m i n a t e d . Since upwind scheme provldes dlagonal dominance, and assumlng T(H) nonsingular, we can get s o l u t l o n f o r each I t e r a t i o n .
Whether t h i s i t e r a t i o n sequence w i l l converge t o t h e t r u e s o l u t i o n (U*) depends on w e l lconditionedness o f t h e m a t r l x T(H) a t each I t e r at i o n , 1.e.. I f T(H) i s i l l -c o n d i t i o n e d , t h e i t e r a t i o n may d i v e r g e q u i c k l y and w i l l n o t have a chance t o g e t i n t o t h e domain
R2 given i n t h e Theorem shown p r e v i o u s l y . How f a s t i s t h e o v e r a l l convergence r a t e w l l l then be problem-dependent;
problem w i t h mlxed signs o f elgenvalues i n general w i l l need l a r g e r number o f i t e r a t i o n s than t h a t having o n l y one sign. Furthermore, f o r a given s e t o f I n i t i a l guess (UO) and Imposed boundary c o n d i t l o n s , i t i s n o t p o s s i b l e t o estlmate a p r i o r 1 t h e domain
Rq i n a n o n l i n e a r problem. Therefore i n p r a c t i c e t h e e n t i r e I t e r a t i o n sequence may c o n s i s t o f two stages. The i n i t i a l stage s t a r t s o u t an i n i t i a l guess, which f r e q u e n t l y i s assumed u s i n g some p h y s i c a l judgment, and moves s l o w l y t o ~2 by some s u i t a b l e r e l a x a t i o n s t r a t egies. We note t h a t one need n o t use Newton's method I n t h i s i n i t i a l stage and l n f a c t some l i n e a r l y convergent methods may be p r e f e r r e d and a b e t t e r i m p l i c i t operator perhaps i s more important. Nevertheless since Newtonls method (Eq. ( 3 ) ) combined w i t h r e l a x a t i o n procedure (Eq. ( 1 4 ) ) i s a l r e a d y l o s i n g f e a t u r e o f q u a d r a t l c convergence, hence conceptually i t may be thought as some lowerorder method. Yet t h i s has t h e s i m p l i c i t y o f u s l n g o n l y one s o l u t i o n procedure and q u a d r a t l c convergence (or n e a r l y ) i s g o t t e n n a t u r a l l y once R2 l s reached.
For one-dimenslonal problem, we w r i t e t h e block t r i d i a g o n a l m a t r i x T I n terms o f lower and upper b l o c k b i d l a g o n a l matrices L and U, 1.e.. LU f a c t o r i z a t l o n .
T = LU (35) A d e s c r i p t i o n o f t h e procedure i s given i n Ref. 13. This I s t h e a l g o r i t h m t h a t we used t o solve onedimensional t e s t problems and may be an optimal one c o n s i d e r l n g number o f t h e a l g e b r a l c operations and convergence r a t e o f t h e o v e r a l l i t e r a t l o n
sequence. However f o r two-dlmensional problems, i t i s n o t a l l t h a t c l e a r which s o l u t i o n scheme f o r a l a r g e m a t r l x system, e.g.. d i r e c t i n v e r s i o n versus i t e r a t i o n , i s more s u i t a b l e I n s o f a r as e f f i c i e n c y i s concerned. We t u r n next t o o u t l i n e some p o s s i b l e s t r a t e g l e s f o r t h e system Eq. (26). The r e c u r s l v e formula f o r Lk and r k a r e g l v e n I n Ref. 13 ; I n v e r s i o n and m u l t i p l i c a t l o n o f b l o c k matrices a r e r e q u i r e d along each constant-y l l n e .
The d i r e c t I n v e r s i o n procedure may be t o o c o s t l y t o perform. I n what f o l l o w s we s h a l l discuss some i t e r a t i v e s t r a t e g l e s which can be vlewed as m(>l) s u b i t e r a t i o n s f o r s o l v i n g each Newton's I t e r a t i o n step. Obviously one need n o t o b t a l n converged s o l u t l o n a t each Newton's i t e r a t l o n which a f t e r a l l has n o t y e t produced " t r u e " s o l u t i o n . But t h e
optimal number for m I s not known a prlorl and can be function of many factors, e.g., physical problem considered, grid size, etc. cation of the present method, w e chose m = 1 for the two-dimensional shock reflectlon problem. The computation domain was divided uniformly with 61 by 21 grids over 0.0 < x < 4.0, and 0.0 < y < 1.0, the Steger-Warming flux splitting was used for calculating this case. Figure 5 gives the pressure distributions at the wall, using the first-order upwindlng. The shocks evidently were smeared t o a large extent. While the static pressure showed monotonic property, the total pressure (or a measure of entropy) displayed overshoot followed by a recovery. The convergence history showed a drastic reduction in error after an initial stage. Figure 6 shows the results obtained by the use of second-order upwlndlng (boundary conditions remained first-order approxlmation). Here w e see an overexpansion in pressure just ahead of shock foot, followed by a smooth Increase. The spatial resolution was clearly much improved over the first-order method. The overexpansion was also accompanied by the increase of total pressure, not seen In the first-order method. The convergence history again showed two dlstinct stages, confirming the theorem and speculation given in section 1. The convergence history for the error t o reduce 10-10 is roughly the same for both first-and second-order differencings. The Mach contours are depicted In Fig. 6(d) . 
