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OAM linked SR-TE policy to prevent longer explicit path due to network failure
ABSTRACT
SR-TE policies are used for Traffic Engineering (TE) in Segment Routing (SR) networks.
SR-TE provide ways to define traffic engineered paths by means of “Explicit Candidate
paths” and “Dynamic Candidate paths”. With the former, operator can determine the paths
and configure them as Segment List (SID-list) at head-end. Currently, the candidate path
selection method specified by SR policy architecture defined by IETF is based on
preference. The proposed approach factors in hop-count along with preference as best
path selection criteria. A head-end can determine the hop-count of an explicit path by
running IGP SPF based on its topology database. However, this approach cannot be used
for inter-area/level/AS paths as well as path containing binding SIDs. The proposed
approach enables operators to deploy SR policies with explicit paths such that inefficient
use of bandwidth due to elongated post-failure path is minimized. Also, the proposed
mechanism can minimize the impact of network failure on SLA (e.g., end-to-end latency
bound).
DETAILED DESCRIPTION
As shown in Figure 1, an operator can configure a SID list consisting of the node SID of
R2, R3, and R6 in order to forward traffic via the path R1 > R2 > R3 > R6.

Figure 1

If there are some failures in network, e.g., failure of link between R1 and R2 and/or link
between R2 and R3, the configured SR-TE policy candidate path can be still valid (due
to the use of node SID) and traffic can be duplicated on one or more links consuming
additional bandwidth as shown in Figure 2 and 3.
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Figure 2

Figure 3

An operator can configure alternate candidate path (e.g., R1 > R3 > R6) with lower
preference. However, following failure, even though the alternate path is more efficient in
terms of bandwidth usage, from head-end point of view the primary path R1 > R2 > R3 >
R6 is still valid. As such, the head-end continues to steer traffic via the primary path.
Due to increased bandwidth usage during the failure, Service Level Agreement (SLA)
with the end-user may deteriorate.
Solution to the problem:
A solution to the above-mentioned problem is that ingress node on which explicit SRPolicy is defined, user should have option to configure the limit for the maximum number
of hops a packet can travel (refered as hop-limit in the rest of this document) on a given
path. A head-end learns and determines the hop-limit of a path via approaches described
below. Once head-end detects that hop-limit is exceeded on a candidate path, it will
activate any other best candidate path. As per SR policy architecture, candidate path
preference is used as a selection criterion. With the proposal, candidate path preference
and optional hop-limit specified by operator are collectively used to select the best
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candidate path. Hop-limit can be specified as an absolute value or as a percentage
relative the number of hops on the path in the absence of failure.
A head-end can determine the number of hops of an explicit candidate path as follows:
Traceroute: head-end can use traceroute periodically and/or in an event-driven manner.
With the later, the head-end traces the path upon detecting events such as IGP update,
BFD time-out, etc. The traceroute mechanism is activated automatically without operator
intervention. This approach can be used whether path is confined to a single IGP area,
or spans across multiple IGP areas or Autonomous Systems (AS). Here the path can also
include Binding SID.
The following diagrams illustrate the operation of the proposed method further. As shown
in Figure 4, hop count for SR-TE policy candidate path CP_1 from R1 to R6 was 4 prior
to failure.

Figure 4

However, for same SR-TE policy candidate path(CP_1), hop count increases to 9 after
failure (typical failure scenario in network based on the way fiber ducts are laid out) in the
network. This results into high latency and higher bandwidth consumption on some of the
links, for example R3-R5 link is being used 3 times to forward the same traffic. If a hopcount limit of 6 is ued, then head-end will activate a path with smaller hop-count (if
available) even if that path has a lower preference. As shown in Figure 5 after link fail,
CP_1 path has hop-count value 9 will be invalid as it exceeds the hop-count limit of 6 and
hence the second-best candidate-path will be selected which meets the criteria of hopcount-limit.
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Figure 5

Unlike existing SR policy models (defined by IETF) in which preference is used to select
the best candidate path, the proposed approach uses preference in conjunction with hopcount for best path selection. Using traceroute to automatically determine hop-count
(variable when node SID is used on the path) of an explicit path.
It will be appreciated that some embodiments described herein may include one or more
generic or specialized processors (“one or more processors”) such as microprocessors,
digital signal processors, customized processors, and Field-Programmable Gate Arrays
(FPGAs) and unique stored program instructions (including both software and firmware)
that control the one or more processors to implement, in conjunction with certain nonprocessor circuits, some, most, or all of the functions of the methods and/or systems
described herein. Alternatively, some or all functions may be implemented by a state
machine that has no stored program instructions, or in one or more Application-Specific
Integrated Circuits (ASICs), in which each function or some combinations of certain of the
functions are implemented as custom logic. Of course, a combination of the
aforementioned approaches may be used. Moreover, some embodiments may be
implemented as a non-transitory computer-readable storage medium having computerreadable code stored thereon for programming a computer, server, appliance, device,
etc. each of which may include a processor to perform methods as described and claimed
herein. Examples of such computer-readable storage mediums include, but are not
limited to, a hard disk, an optical storage device, a magnetic storage device, a ROM (Read
Only Memory), a PROM (Programmable Read-Only Memory), an EPROM (Erasable
Programmable Read-Only Memory), an EEPROM (Electrically Erasable Programmable
Read-Only Memory), Flash memory, and the like. When stored in the non-transitory
computer-readable medium, the software can include instructions executable by a
processor that, in response to such execution, cause a processor or any other circuitry to
perform a set of operations, steps, methods, processes, algorithms, etc.
Although the present disclosure has been illustrated and described herein with reference
to preferred embodiments and specific examples thereof, it will be readily apparent to
those of ordinary skill in the art that other embodiments and examples may perform similar
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functions and/or achieve like results. All such equivalent embodiments and examples are
within the spirit and scope of the present disclosure.
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