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Abstract—Classification of partially occluded images is a highly challenging computer vision problem even for the cutting edge deep
learning technologies. To achieve a robust image classification for occluded images, this paper proposes a novel scheme using
subspace decomposition based estimation (SDBE). The proposed SDBE-based classification scheme first employs a base
convolutional neural network to extract the deep feature vector (DFV) and then utilizes the SDBE to compute the DFV of the original
occlusion-free image for classification. The SDBE is performed by projecting the DFV of the occluded image onto the linear span of a
class dictionary (CD) along the linear span of an occlusion error dictionary (OED). The CD and OED are constructed respectively by
concatenating the DFVs of a training set and the occlusion error vectors of an extra set of image pairs. Two implementations of the
SDBE are studied in this paper: the l1-norm and the squared l2-norm regularized least-squares estimates. By employing the
ResNet-152, pre-trained on the ILSVRC2012 training set, as the base network, the proposed SBDE-based classification scheme is
extensively evaluated on the Caltech-101 and ILSVRC2012 datasets. Extensive experimental results demonstrate that the proposed
SDBE-based scheme dramatically boosts the classification accuracy for occluded images, and achieves around 22.25% increase in
classification accuracy under 20% occlusion on the ILSVRC2012 dataset.
Index Terms—deep learning, occluded image, convolutional neural networks, subspace decomposition, image classification.
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1 INTRODUCTION
O CCLUSION occurs in many real world images. Forhuman vision system, recognizing partially occluded
objects is not a tough mission. In computer vision domain,
however, this is still a highly challenging task even for
deep convolutional neural networks (CNNs) which have
achieved huge success in many computer vision tasks re-
cently [1], [2], [3], [4], [5], [6]. The state-of-the-art CNNs usu-
ally involve over tens of millions of parameters [7], [8], [9],
[10] such that a vast amount of data are required in training
even for the classification of occlusion-free images. For the
classification of occluded images, the training dataset has to
be enlarged multiple times to cover the variations caused by
occlusion. To collect a very large number of occluded images
is, however, difficult in real applications. A popular choice
is to train the networks directly on an occlusion-free dataset
or a dataset containing few occluded images. Unfortunately,
the deep features generated by most CNN networks are
sensitive to occlusion. As a consequence, little benefit can
be gained to the classification of occluded images.
In a typical application of classification, the training
dataset usually contains much fewer occluded images than
occlusion-free images, and sometimes, one may have some
occluded images irrelevant to the task-specified categories.
To address the classification of occluded images for this kind
of scenario, this paper addresses the problem of classifying
partially occluded images by exploiting the help of a set
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of extra image pairs. Each extra image pair includes an
occlusion-free image and an occluded image. The occluded
image is contaminated with an occlusion pattern involved
in the occluded query images. Under such a setting, the
extra image pairs can provide auxiliary information about
the occlusions of the occluded query images. Examples of
an occluded query image and extra image pairs are shown
in Fig. 1 (a) and (b), respectively.
The research is originally motivated by cloud-based deep
learning applications [11], [12], [13], [14]. With the devel-
opment of deep neural network accelerator chips [15], the
CNN-based feature extraction, used to be conducted at the
cloud or server end due to its high computational complex-
ity, are gradually shifting to the terminal or mobile end. To
save the bandwidth of transmission in such a situation, only
the deep features, which have less bandwidth consumption
and safer in terms of protection of private information,
rather than the images will be sent to the cloud for further
processing, such as classification, identification, and object
detection. Accordingly, we have to tackle the occlusion in
the deep feature space at the cloud end. Therefore, in this
paper, instead of removing occlusion in the image space,
we focus on alleviating the negative impact of occlusion on
classification in the deep feature space.
Let v0i be the deep feature vector (DFV) of the ith
occlusion-free image y0i and vi the DFV of the occluded
image yi acquired by contaminating the image y0i with a
contiguous patch z. Then, we have
vi = v0i + i, (1)
where i denotes the occlusion error vector (OEV) reflecting
the variation caused by the occlusion. A simple and intuitive
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2Fig. 1. (a) Example of an occluded query image. (b) Examples of extra
image pairs. (c)Illustration of ||i||2 and ||i||0 of an occluded image
with respect to occlusion ratio. The DFVs are extracted by using the
ResNet-152 network [8] and then normalized to have unit l2-norm. To
make a fair comparison, ||i||2 and ||i||0 are normalized with respect
to ||v0i||2 and the number of the DFV entries m, respectively.
solution to recognize the occluded image with a classifier
trained on occlusion-free images is first estimating v0i from
vi and then feeding vˆ0i, the estimation of v0i, into the
classifier to determine the category.
Recovering v0i from vi is, however, a challenge work.
Even though many efforts have been made to understand
the deep representations [16], [17], [18], [19], the correspon-
dence between the occlusion and the changes in the DFV is
still far from being clear. The CNNs is actually a nonlinear
and holistic transformation from the image space to the deep
feature space. Any small local variations in the image space
can cause large holistic changes in the deep feature space.
As can be seen in Fig. 1(c), even for 5% occlusion, a small
amount of occlusion, around 95% entries of i are nonzero
and the l2-norm of i is close to 50% l2-norm of v0i, a very
high level of relative energy.
In this paper, we observe that in the deep feature space,
i is a structured error clustering at a place outside the
class subspace, the linear span of the DFVs of occlusion-free
images. This indicates that i lies in a low-dimensional sub-
space, named occlusion error subspace, nearly independent of
the class subspace. Inspired by this observation, we propose a
subspace decomposition based estimation (SDBE) to extract
v0i by finding a constrained projection of vi onto the class
subspace along the occlusion error subspace. In practice, we
use the linear span of the DFVs of a training set, named
class dictionary (CD), to approximate the class subspace and
the linear span of the OEVs of the extra image pairs, named
occlusion error dictionary (OED), to roughly represent the
occlusion error subspace. The l1-norm and the squared l2-
norm regularizations are studied to constrain the projection
and least-squares (LS) optimization is employed to compute
the constrained projection.
Based on the proposed SDBE approaches, a classification
scheme is developed in this paper. In the proposed SDBE-
based classification scheme, a base CNN is employed to
map the image to a deep feature space linearly separable
for the occlusion-free images, and then, the proposed SDBE
approaches are applied to project the DFV onto the class
subspace. The base CNN can be trained on publicly avail-
able large-scale datasets or task-specified datasets and the
SDBE is applicable to both occluded images and occlusion-
free images (corresponding to zero occlusion). Therefore,
the proposed SDBE-based classification scheme is a unified
scheme for the classification of both occluded images and
occlusion-free images over any image datasets.
Our main contributions are summarized as follows.
1) We observe that the DFVs and OEVs lie in dis-
tinct low-dimensional subspaces. This observation
provides a useful clue to fully understanding the
representation learned by the CNNs.
2) We propose a novel SDBE to compute the DFV of
the the original occlusion-free image and introduce
two implementations for the SDBE: the l1-norm LS
minimization and the squared l2-norm LS mini-
mization.
3) Based on the proposed SDBE approaches, we
propose an SDBE-based classification scheme and
present extensive experiments on publicly available
small-scale and large-scale datasets. The experi-
mental results demonstrate significant improvement
over the state-of-the-art conventional CNN-based
schemes. To the best of our knowledge, this is
the first study exhibiting impressive classification
results for occluded images on a general purpose
large-scale image dataset.
4) Although end-to-end learning is pursued in many
research works, the successful integration of the
CNNs and the classical learning approaches pro-
vides a new perspective to other similar problems.
We also introduce an implementation in linear net-
work layer form for the squared l2-norm based
SDBE approach to facilitate the adaption of the pro-
posed scheme to many pervasive implementation
frameworks of the CNNs.
The rest of this paper is organized as follows. Section
2 briefly reviews the related works. Section 3 describes the
proposed SDBE approaches and SDBE-based classification
scheme in detail. Section 4 presents the experimental results.
Section 5 compares two implementations of the proposed
SDBE in detail. Finally the paper is concluded in Section 6.
2 RELATED WORKS
The work in this paper is partially related to the works in
the following fields.
2.1 Signal recovery
In signal processing community, compressed sensing is an
extensively studied signal recovery approach. However, it
is unable to apply the compressed sensing straightforwardly
to estimate v0i. In most compressed sensing research works,
the i is assumed to be a random noise term. For random
noise, the existing theory [20], [21], [22], [23] suggests that
3the i needs to be either sparse or small, which is in
contradiction to the observation in Fig. 1(c).
The closely related theoretical works in compressed sens-
ing include [24], [25], where the noise term is assumed to be
structured noise. These works, however, only focused on
signal recovery and pursued a sparsest solution. Unlike the
signal recovery, the goal of classification is not an exact re-
covery of original signal but rather an estimation leading to
correct classification. This target implies that an estimation
even with pretty large deviation from the original signal can
be acceptable for the classification.
2.2 Sparse representation-based classification
The most popular approach robustifying the occluded
image classification in computer vision is sparse
representation-based classification, proposed by Wright et al.
[26]. In their work, the occluded face image was first coded
via l1-norm minimization as a sparse linear combination
of the expanded dictionary. Then, the classification is
conducted by searching for which class of training samples
could result in a minimum reconstruction error with
the sparse coding coefficients. Following Wright’s work,
many researchers worked towards improving the sparse
representation-based classification accuracy under various
conditions [27], [28], [29], [30] .
The weaknesses of these works lie in that they are
focused on the image space or the linear transformation of
the image space and are only shown to be effective in face
recognition, a narrow subfield of image classification, over
small-scale datasets.
2.3 Generative model
With the rapid development of deep learning, a lot of effort
has been made to apply deep generative model to cope
with partially occluded or partially missing image recently.
In [31], [32], [33], [34], [35], deep dilated convolution net-
works were used to yield the missing portion of an image
based on the framework of generative adversarial networks
(GANs) and combined with a loss function related to the
reconstruction error. In [36], variational auto-encoder and
GAN were combined to generate the missing portion of an
image. In [37], pixel recurrent neural networks were pro-
posed for image completion. These approaches, however,
need to know the shape and position of the missing portion
in advance. In [38], [39], restricted Boltzman machine based
models were used to learn the structure of the occluders.
In [40], [41], denoising auto-encoder based models were
exploited to map a corrupted image to a corruption-free
image. In [42], a robust LSTM-autoencoders model is com-
bined with GAN to produce the occluded portion of the face
image for face recognition.
The weaknesses of these works lie in the following
aspects. First, these works only yielded improved results
in face recognition and did not exhibit promising results
for general occluded images. Second, these works are not
suited to future cloud-based applications since they attempt
to restore images in the image space. Third, these works
usually require a large number of partially occluded or
missing images and a time-consuming training procedure
to train the generative model. Finally, for new occlusion
patterns, these works require a re-training or fine-tuning,
usually complex and time-consuming, of the generative
model. In contrast, the proposed SDBE-based classification
scheme handles the occlusion in the deep feature space and
requires much fewer occluded images for training. It can
be easily adapted to new occlusion patterns, and exhibits
superior classification results for general occluded images.
2.4 Deep feature manipulation
Understanding the relationship between the changes in the
image space and the consequences in the deep feature space
is still a challenge. Some research effort has been made to
manipulate the deep features to tackle the variation in the
image space [43], [44], [45], [46], [47], recently. Wen et al. [43]
introduced a latent factor fully connected (LF-FC) layer (a
linear transformation matrix) to extract the age-invariant
deep features from convolutional features for aging face
recognition. Li et al. [48] proposed to use the GAN in deep
feature space to generate super-resolved representation for
small object detection. Chen et al. [45] fed the intermediate
deep feature into multiple convolution filter banks to per-
form image style transfer. Chen et al. [46] employ multiple
fully convolutional layers to manipulate the middle-level
convolutional representations for face portrait transfer.
Although these works did not directly relate to the clas-
sification of occluded images, they showed a trend to cope
with the variation of an image in the deep feature space.
In these works, however, the transformation or mapping
of the deep feature is achieved by using neural network
layers, which are trained with back-propagation algorithms,
thereby requiring a large number of images in training.
In contrast, the proposed SDBE approaches are based on
a theoretical basis and adopt a simpler learning approach,
requiring much fewer training images.
3 PROPOSED SCHEME
The proposed SDBE-based classification scheme is shown in
Fig. 2. A base CNN (excluding the prob layer and the last
fully connected linear layer of the original CNN network) is
employed to extract the DFVs. In the training phase, a CD
and an OED are constructed by using the DFVs extracted
from the training images and extra image pairs, respectively.
In the testing phase, the SDBE, as a post-processing proce-
dure for the DFV, is employed to mitigate the error, induced
by occlusion, of the DFV vi with the help of the CD and
OED. Following the SDBE, a classifier will determine the
category of the DFV vˆ0i estimated by the SDBE.
The classifier training procedure is optional since the
classifier can be any conventional classifiers, such as support
vector machine (SVM), softmax, and nearest neighbor (NN)
[49], trained by using either the column vectors of the CD or
other DFVs extracted from a task-specified image dataset,
or the original softmax classifier of the base CNN, which is
actually trained along with the base CNN.
The base CNN can be trained on large-scale publicly
available datasets or a task-specified dataset for a better
separability of the deep feature space. It can be constructed
with any modern network structures, such as ResNet [8],
GoogLeNet [7], and VGG [9], as long as it is well trained for
4Fig. 2. Flowchart of the proposed SDBE-based classification scheme. The proposed SDBE is inserted into the processing chain of classification
between the base CNN and the classifier as a post-processing procedure for the DFVs.
classification. The details of construction and training of the
base CNNs are out of the scope of this paper. Let the size
of input image and the number of the entries of the output
DFV be h×w andm, respectively. The base CNNs perform a
nonlinear mapping from three-channel color image space to
the deep feature space, f : Rh×w×3 7−→ Rm. Then, we have
vi = f(yi) and v0i = f(y0i). We should note that the OEV
i is not a mapping of the occlusion patch z, i.e., i 6= f(z)1.
3.1 SDBE
Suppose that we have a training set with nA =
∑KA
i=1 ni
images collected from KA categories and a set of extra
image pairs with pB =
∑KB
i=1 pi image pairs associated with
KB occlusion patterns. Here, ni is the number of training
images belonging to the ith category and pi the number of
extra image pairs associated with the ith occlusion pattern.
The occlusion pattern is defined as the occlusions with
the same texture, shape, size, and location on the image.
Let uij ∈ Rm, j = 1, 2, · · · , ni be the DFV of the jth
training image in the ith category. The extra image pairs
each consists of an occlusion-free image and an occluded
image. Let wfij ∈ Rm and woij ∈ Rm, j = 1, 2, · · · , pi be
the DFVs of the occlusion-free image and occluded image
of the jth extra image pair associated with the ith occlusion
pattern, respectively. Then, the OEV between woij and w
f
ij is
given by
wij = w
o
ij −wfij . (2)
3.1.1 Class subspace vs. occlusion error subspace
It is easy to observe that, extracted from a well trained
base CNN, the DFVs of the occlusion-free images in each
category usually locate in a compact low-dimensional clus-
ter, called class cluster. Let Ai denote the linear span of
the ith class cluster and A = ∑iAi the sum over all
the categories used in a classification task. Then, A can
be regarded as a low-dimensional subspace, called class
subspace 2. In addition, we assume that the OEVs incurred
by the same occlusion pattern fall into a low-dimensional
1. i is associated with not only the physical occlusion errors in the
image but also the image, since the deep feature is a kind of nonlinear
holistic feature.
2. The class subspace can be determined by using the principal com-
ponent analysis (PCA), as shown in Fig. 3(b)
subspace. Let Bi denote the subspace associated with the
ith occlusion pattern and B = ∑i Bi the sum of all the
subspaces associated with the occlusion patterns involved
in the set of extra image pairs. Obviously, the B spans
a subspace, named occlusion error subspace. For simplicity,
hereinafter we reuse, without ambiguity in context, the
notation of a subspace to denote the basis of that subspace,
e.g., the A can also stand for the basis of the subspace A.
3.1.2 Decomposition over class subspace and occlusion
error subspace
Suppose thatA is linearly independent of B and the DFV vi
of the query image lies in the subspace V = A ⊕ B, where
⊕ denotes direct sum. Then, vi has a unique decomposition
with the form of [50, Theorem 1.5]
vi = Aα+ Bβ, (3)
where α and β are decomposition coefficient vectors. The
class part Aα, a projection of vi onto A along B, is equal to
v0i.
Model (3) is, however, almost practically unrealizable.
The reasons are as below: first, figuring out the exact spans
or bases of the class subspace and occlusion error subspace
is unattainable in real applications; second, for real image
data, A and B are not exactly independent.
In this paper, instead of finding the exact spans or bases,
we utilize the linear span of Ai = [ui1,ui2, ...,uini ] ∈
Rm×ni and the linear span of Bi = [wi1,wi2, ...,wipi ] ∈
Rm×pi to approximate Ai and Bi, respectively. Apparently,
with such an approximation, error will be introduced into
the decomposition. To explicitly account for the error, we
add a noise term n to model (3). Then, we have
vi = Aα+ Bβ + n (4)
with α = [αT1 , ...,α
T
i , ...,α
T
KA
]T and β =
[βT1 , ...,β
T
i , ...,β
T
KB ]
T , where A = [A1, ...,Ai, ...,AKA ] and
B = [B1, ...,Bi, ...,BKB ] are the CD and OED, respectively,
and αi and βi are the vectors of decomposition coefficients
related to Ai and Bi, respectively. Then, v0i can be
estimated by
vˆ0i = Aα. (5)
In a more concise form, equation (4) can be written as
vi = Dω + n (6)
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Fig. 3. Illustration of linear independence between class subspace and
occlusion error subspace. (a) Four occlusion patches used to construct
B and examples of occluded images. (b) Projection of column vectors
of A and Bk ’s onto the first two largest principle components of D,
x1 and x2. The CD A comes from the experiment of 25% occlusion in
Section 4.1.2 and OED B is construct by using the occlusion patches in
(a) with the same setting as the OED in the experiment of 25% occlusion
in Section 4.1.2 . Bk is associated with the kth occlusion patch in (a).
(c) Probability density function (PDF) of ρij(A,B).
with the concatenated dictionary D = [A B] and the
stacked vector ωi = [αT β
T ]T .
In Fig. 3, we use a toy example to explain the preceding
description on the class subspace and occlusion error subspace.
From Fig. 3(b), we can easily observe that the column
vectors of A cluster together (blue cluster) and the column
vectors of each Bi forms a cluster (green clusters). This
observation indicates that the subspace A is distinct from
the subspace B and B has fine-grained low-dimensional
structures.
In Fig. 3(c), due to lack of proper method to measure
the degree of linear independence, we adopt the correlation
between two vectors to approximately indicate the degree of
linear independence on account of the equivalence between
uncorrelation and independence for two vectors [51]. The
correlation is measured with the Pearson correlation coef-
ficient. Let X ∈ Rm×nx and Y ∈ Rm×ny be two matrices
and xi = [· · · , xli, · · · ]T and yi = [· · · , yli, · · · ]T be the
ith column vectors of X and Y, respectively. The Pearson
correlation coefficient ρij(X,Y) between xi and yi can be
written as
ρij(X,Y) =
∑m
l=1(xli − x¯i)(ylj − y¯j)√∑m
l=1(xli − x¯i)2
√∑m
l=1(ylj − y¯j)2
, (7)
where x¯i = 1m
∑m
l=1 xli and y¯j =
1
m
∑m
l=1 ylj are the sample
means of xi and yj , respectively. A high magnitude of
ρij(X,Y) indicates a strong correlation between xi and yi.
As can be seen in Fig. 3(c), ρij(A,B) locates around zero
with a mean magnitude of 0.0514. This indicates that the A
and B are close to be uncorrelated and independent.
These results substantiate our assumption that the DFVs
and OEVs locate in distinct and linearly independent low-
dimensional subspaces.
Although the assumption of independence does not hold
strictly in practice, close to independence can occur with
high probability, owing to the different value ranges for
the DFV elements and OEV elements. The value range for
the DFV elements is asymmetric, whereas that for the OEV
elements is symmetric. For instance, the ReLU layer has a
non-negative range of output, as a result, the output DFV
of the ReLU layer only has non-negative elements. On the
contrary, the elements of the OEV can take both positive and
negative values since no constraint is set on the range of the
values.
A popular method to solve equation (6) is the LS esti-
mates [52]. Generally, equation (6) has multiple solutions 3,
not all of which can improve the performance. Neverthe-
less, by imposing proper restriction on the decomposition
coefficients, a solution with the class part Aα close to v0i
and falling into the correct class cluster can be achieved,
since A and B closely satisfy the preceding assumption
on subspace and linear independence. Regularization is a
common approach to constrain the coefficients. With the
regularization, the solution of equation (6) can be written
in a general form as
ωˆ = argmin
ω
{||vi −Dω||22 + λg(ω)}, (8)
where λ is a positive hyperparameter and g(ω) the regu-
larization function. By using ωˆ, we can estimate v0i with
equation (5).
3.1.3 Regularization
l1-norm and squared l2-norm are two commonly selected
regularization functions. The l1-norm leads to a sparse
solution [53] [54] with high computational cost, while the
squared l2-norm has analytical solution and low computa-
tional complexity. Both of them are studied in this paper.
For l1-norm regularization, we name the approach
SDBE L1 and equation (8) becomes
ωˆ = argmin
ω
{||vi −Dω||22 + λ||ω||1}. (9)
Many fast implementations have been proposed for l1-
norm regularized LS estimate recently, such as the interior-
point method [55] and DALM [56]. Even with these fast
implementation, the l1-norm regularized LS estimate is still
computationally expensive.
For squared l2-norm regularization, we name the ap-
proach SDBE L2 and equation (8) becomes
ωˆ = argmin
ω
{||vi −Dω||22 + λ||ω||22}, (10)
Equation (10) has an analytical solution which can be easily
derived as
ωˆ = Pvi, (11)
where P =
(
DTD + λI
)−1
DT . Evidently, P is indepen-
dent of vi and can thus be calculated in advance as a proce-
dure of the training process. The computational complexity
3. In typical applications, the column rank of D is smaller than nA+
pB
6Fig. 4. 2-D illustration of DFVs of occluded images and occlusion-free
images for Caltech-101 dataset. To make a clear presentation, only
four categories each with 30 images are shown. The suffix ” occlusion”
denotes the DFV of occluded images and the suffix ” SDBE” the DFV
estimated by using the SDBE L2 approach. The base CNN is the
ResNet-152 network and the SDBE L2 approach is employed to esti-
mate the DFVs of the occlusion-free images. The t-SNE algorithm [57]
is used to map the DFVs from original 2048-D to 2-D for visualization.
of (11) is just proportional to the number of rows of P, hence
O(n). Due to the low computational cost, the squared l2-
norm regularization is more suitable for the large-scale CD
and OED.
In Fig. 4, to illustrate the effectiveness of the proposed
SDBE to estimate the DFVs of the original occlusion-free
images for the occluded images, we apply the SDBE L2
approach to the DFVs of the occluded ”Beaver” images. The
experiment setting for the SDBE L2 approach is the same
as the evaluation at 25% occlusion ratio with the OED of
case 1 in Section 4.1.1. From the results, we can observe that
most of the estimations (solid red square markers) fall into
the vicinity of the class cluster of the ”Beaver” category (red
cross markers).
The implementation of SDBE-based classification is sum-
marized in Algorithm 1.
For some classifiers, e.g., SVM, the input feature vector
needs to have unit l2-norm to achieve better performance,
whereas, for other classifiers, e.g., the original softmax
classifier of the ResNet-152 network, which is trained on
unnormalized feature vectors, the input feature vector does
not need to have unit l2-norm. Therefore, the step (5) in the
training phase and the step (3) and (6) in the testing phase
are optional. For a classifier requiring a normalized input,
these steps will be conducted. Otherwise, these steps will
be skipped. In addition, since in some application scenarios,
for instance the experiments in Section 4.2, original softmax
classifier of the CNN networks can be applied directly, the
step (7) in the training phase is optional.
It is worthwhile to mention that the proposed scheme is
generic for the classification of both occluded images and
occlusion-free images, as demonstrated in Section 4.1.5 and
4.2. The occlusion-free image corresponds to β = 0.
4 EXPERIMENTS
In this section, we extensively evaluate the proposed
SDBE-based classification scheme on two publicly available
Algorithm 1. The proposed SDBE L1 and SDBE L2 based classifica-
tion algorithms
Training Process
1) Input: a set of training images and a set of extra
image pairs.
2) For each image, use CNNs to extract the DFV.
3) Calculate wij by using (2).
4) Construct D by using all uij ’s and wij ’s.
5) Normalize each column of D to have unit l2-norm
(optional).
6) For SDBE L2, calculate P =
(
DTD + λI
)−1
DT .
7) Train the classifier C with the column vectors of A
(optional).
8) Output: D (for SDBE L1) or P (for SDBE L2) and
C.
Testing Process
1) Input: D (for SDBE L1) or P (for SDBE L2), C and
a query image yi.
2) Use CNNs to extract the DFV of the query image
and obtain vi.
3) Normalize vi to have unit l2-norm (optional).
4) For SDBE L1, solve least-squares estimation prob-
lem (9) and obtain ωˆ = [αˆT βˆ
T
]T .
For SDBE L2, calculate ωˆ via ωˆ = Pvi.
5) Estimate v0i by vˆ0i = Aαˆ
6) Normalize vˆ0i to have unit l2-norm (optional).
7) Predict the class of vˆ0i with the classifier C.
8) Output: The class of vˆ0i.
datasets: Caltech-101 [58] and ImageNet [59]. The Caltech-
101 dataset contains images of objects grouped into 101 cat-
egories, each with the number of images from 31 to 800, and
embedded in cluttered backgrounds with different scales
and poses. The ImageNet is a comprehensive large-scale
dataset. A subset of ImageNet dataset, the ImageNet Large-
Scale Visual Recognition Challenge 2012 (ILSVRC2012) [59]
classification dataset consisting of 1000 classes, is adopted
for evaluation. Each dataset is split into two set: class set
and extra set. The training images and the query images
of occlusion-free version are drawn from the class set. The
occlusion-free images of the extra image pairs are drawn,
unless otherwise specified, from the extra set.
The ResNet-152 network [8] pre-trained on the
ILSVRC2012 dataset [59] is adopted as the base CNN in the
experiments (see supporting document for the experimental
results for the pre-trained GoogLeNet [7]). The activations
of the penultimate fully-connected layer, which is of 2048-D
for the ResNet-152, are used as the DFV.
Several classifiers including NN, softmax, SVM, and the
original softmax classifier of the ResNet-152 are adopted in
different experiments to verify the improvement in clas-
sification accuracy. The LIBLINEAR implementation [60]
of l2-regularized l2-loss linear SVM is adopted for the
SVM classifier in all the experiments and the penalty pa-
rameter of the linear SVM is selected from a grid set
Θ = {2−15, . . . , 20, . . . , 215}.
To match the input size of the base CNNs, all of the
images are resized to 224 × 224. For the evaluations on
7the Caltech-101 dataset, the image is directly resized to
224 × 224. For the evaluations on the ImageNet dataset,
the image is a center 224x224 crop from resized image
with shorter side equal to 256 and the occluded image is
generated by superimposing the occlusion patch onto the
crop. Since there are no suitable publicly available natural
images datasets designed for the evaluation of the occluded
image classification, we synthesize the occluded images by
superimposing the occlusion patch on the resized images
for evaluation.
For the experiments on the Caltech-101 dataset, the pro-
cedures of l2 normalization (the step (5) in the training phase
and the steps (3) and (6) in the testing phase in Algorithm
1) are adopted. For the experiments on the ILSVRC2012
dataset, these procedures are skipped, since the original
softmax classifier of the base CNN is not trained over the
l2 normalized DFVs.
In the experiments, the DALM [56] is adopted for the
implementation of l1-norm regularized LS minimization for
the SDBE L1 approach. The hyperparameter λ is selected
from a grid set Λ = {10−6, . . . , 0.5, 1, . . . , 10}. The MatCon-
vNet [61] implementation of the ResNet-152 network is used
for evaluation. Unless otherwise specified, the experiments
are conducted on a PC with 16GB memory and an i7 CPU
and without GPU acceleration.
4.1 Evaluation on Caltech-101 dataset
The Caltech-101 dataset excluding the ”background” cate-
gory is used to evaluated the basic properties of the pro-
posed SDBE approaches. In the experiments, the class set
includes 80 categories with the names from ”accordion” to
”schooner” in alphabet order. The remaining 21 categories
are treated as the extra set. The images of the training
set consisting of 80 categories are randomly drawn from
each category of the class set. Except for the experiments in
Section 4.1.4, each category of the training set contains 30
images (the largest popular number of training images rec-
ommended on the website of the Caltech-101 dataset [62]).
For the evaluations at each occlusion ratio (except 0% oc-
clusion), the OED is formed by stacking the OEVs associated
just with the testing occlusion ratio, e.g., for 25% occlusion,
only the OEVs associated with 25% occlusion are included
in the OED. For the evaluations at 0% occlusion, the same
OED as that for 25% occlusion is employed.
For clarity, the evaluated classification schemes are
termed as a name combination of the proposed SDBE ap-
proach and the exploited classifer, e.g. ”SDBE L1+SVM”
indicates that the propsed SDBE L1 approach is followed
by a linear SVM classifier.
4.1.1 Estimation accuracy
This experiment is designed to show the estimation ac-
curacy of the proposed SDBE approaches with respect to
the occlusion ratio and the selection of occlusion-free extra
images. Two kinds of occlusion-free extra images are evalu-
ated,
• Case 1: the occlusion-free extra images are drawn
from the extra set;
• Case 2: the occlusion-free extra images are drawn
from the training images.
1 2 3 4
(a)
5% 10% 15% 20% 25% 30% 35% 40% 50%
(b)
(c) (d)
Fig. 5. Comparison of classification accuracies and estimation errors
with respect to occlusion ratio for different classification schemes. (a)
Four occlusion patches used in the experiment. (b) The examples of
occluded images with various occlusion ratios. (c) Classification accu-
racies and (d) estimation errors for the pre-trained ResNet-152 base
CNN. SDBE L1 mean error and SDBE L2 mean error are the mean
estimation errors of the proposed SDBE L1 and SDBE L2, respectively,
and the original mean error is the mean distance between vi and v0i
for the query images occluded with testing occlusion ratio.
For a fair comparison, the OEDs of both cases are kept
in similar size. We randomly draw 30 images from each
category of the extra set in case 1 and 8 images from each
category of the training images in case 2.
In the experiment, all of the occluded images are con-
taminated at the respective image centers. Four occlusion
patches collected from the outside of the class set and ex-
tra set, as shown in Fig. 5(a), are used to synthesize the
occluded images. Only the first one is used to produce
the query images, while all of four occlusion patches are
employed to generate the occluded extra images. Therefore,
in the OED, the last three occlusion patches in Fig. 5(a) are
regarded as the interferences. Eventually, for each evalua-
tion, the OED includes 30 ∗ 21 ∗ 4 = 2520 OEVs for case 1
and 8 ∗ 80 ∗ 4 = 2560 OEVs for case 2.
In order to eliminate the impact of the error caused
by class subspace approximation and assess the estimation
error directly, the occluded query images are synthesized
by corrupting the training images. In the experiment, the
estimation error is measured with the Euclidean distance,
i.e., ||v0i − vˆ0i||2. An NN classifier is adopted to determine
the category of the query image. The best results with
respect to λ ∈ Λ for each occlusion ratio are shown in Fig. 5.
From Fig. 5, we have the following observations.
1) For both of the cases, the mean estimation errors
of the SDBE L1 and SDBE L2, except for zero oc-
clusion, are much smaller than the original mean
errors.
2) For both of the cases, except for zero occlusion, the
SDBE L1 and SDBE L2, though with pretty large
mean estimation errors, significantly improve the
8classification accuracy, especially at the high occlu-
sion ratios.
3) The SDBE L2 in case 2 achieves higher classifica-
tion accuracy with larger estimation error than the
SDBE L1 in case 1.
4) The SDBE L1 leads to much smaller estimation
error and much higher classification accuracy than
the SDBE L2 for each case.
5) For zero occlusion, the classification scheme with ei-
ther the SDBE L1 or the SDBE L2 achieves the same
classification accuracy as that without the proposed
SDBE approaches. The SDBE L1 can keep the DFV
almost intact for zero occlusion.
6) The OED of case 2 achieves higher classification
accuracy than the OED of case 1.
The first observation demonstrates the effectiveness of
the proposed SDBE approaches to estimate the DFV of
the original occlusion-free image. The second and third
show that the target of classification differs from that of
signal recovery. In classification, the estimation with larger
error can be acceptable as long as it gives rise to a better
classification result.
For the fourth, it is mainly because the CD A contains
v0i such that the sparsest solution, α with just one nonzero
entry corresponding to v0i, becomes the best solution. Nev-
ertheless, in a more frequently encountered situation that A
does not include v0i, the difference between the SDBE L1
and the SDBE L2 can be very small, even unnoticeable, in
terms of classification accuracy, given a powerful classifier.
The fifth observation indicates that the proposed
SDBE L1 and SDBE L2 are generic for the classification
of both occluded query images and occlusion-free query
images (corresponding to zero occlusion). This property is
also demonstrated in the following experiments.
The sixth observation is because the OEVs generated by
using the images drawn from the categories of the query
images are related more tightly to the OEVs of the occluded
query images. Nevertheless, case 1 is more frequently en-
countered in practice, since the occluded images of specified
categories are more difficult to collect than those of arbitrary
categories. Furthermore, since the performance of case 2
is obviously superior to that of case 1, it is reasonable to
assume that a greater improvement is able to be achieved
by substituting the OED of case 2 for the OED of case 1.
Therefore, in the following experiment, we just consider the
OED of case 1.
4.1.2 Hyperparameter λ
This experiment is designed to show the performance vari-
ations of the proposed SDBE approaches with respect to the
hyperparameter λ in terms of classification accuracy. In the
experiment, all of the settings except for the query images
and the classifier are the same as case 1 in Section 4.1.1.
A maximum of 50 images for each category are randomly
drawn to synthesize the occluded query images from the
class set excluding the training images. Since the occluded
query images are synthesized by using the images outside
the training set, two more powerful classifiers, linear SVM
and softmax, are employed for evaluation. Two occlusion
ratios, 15% and 25%, are tested in the experiment.
Fig. 6. Classification accuracy with respect to λ for ResNet-152. The
classification results of linear SVM and softmax without the proposed
SDBE methods are also shown for comparison.
The experimental results are shown in Fig. 6. From the
results, we can observe that the performance variations are
pretty small in the ranges of [10−6, 0.1] for the SDBE L1
and [10−6, 1] for the SDBE L2. In addition, as can be seen,
for distinct occlusion ratios, the λ’s for best results are very
similar. Therefore, the proposed SDBE approaches are not
very sensitive to λ with respect to occlusion ratio, which
can extend the application scenarios of the proposed SDBE
approaches.
4.1.3 OED Size
This experiment is designed to show the classification ac-
curacy with respect to the size setting of the OED. In the
experiment, the settings for the training images, occlusion
patches, and query images are the same as those used in
Section 4.1.2. The occlusion-free extra images are randomly
drawn from those used in Section 4.1.2 according to the size
setting of the OED. Suppose that the occlusion pattern used
to contaminate the query images is the jth occlusion pattern.
The best experimental result with respect to λ for each
setting is shown in TABLE 1, where pj , Nc, and NI denote
the number of the OEVs associated with the jth occlusion
pattern, the number of image categories, and the number of
occlusion-free extra images per category, respectively, and
pj = Nc ∗ NI . Since three occlusion patches involved in
the construction of OED are taken as the interferences, the
overall number of the OEVs in the OED is four times pj .
From TABLE 1, we can observe that the classification
accuracy increases primarily with pj , e.g., pj = 21, 105, 210
and gradually approaches to stable, e.g., pj = 210, 630,
while, the diversity of the categories does not consider-
ably affect the classification accuracy, e.g., the differences
between the classification accuracies are smaller than 1.3%
and 1.1% for Nc = 1, 21 and Nc = 5, 7, 15, 21, respectively.
The saturation with respect to pj indicates that the linear
span of the OEVs is not effectively extended by excessive
OEVs. The small discrepancy with respect to the diversity of
the categories shows that the relative positions between the
DFVs of the occluded images and the DFVs of the original
occlusion-free images are similar for different categories
in the extra set. Therefore, in practice, we do not need to
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Comparison of OED settings in terms of classification accuracy (%) for
ResNet-152. OR: occlusion ratio.
OR OED SDBE L1+ SDBE L2+
pj Nc NI SVM softmax SVM softmax
21 1 21 80.3 76.9 79.6 76
21 21 1 80 76.7 80.1 76.9
105 5 21 80.7 77.9 80.6 77
15% 105 7 15 81 78 80.9 77
105 15 7 80.9 79.3 81.0 77.4
105 21 5 80.9 78.2 80.7 77.8
210 21 10 81.2 78.3 81.1 77.5
630 21 30 81.6 78.4 80.7 77
21 1 21 66.3 62.5 66.5 60.3
21 21 1 67.1 64.1 66.1 62
105 5 21 67.4 64 66.9 62.1
25% 420 7 15 67.8 64.8 67.4 62.6
105 15 7 67.9 63.6 68.1 62.9
105 21 5 67.7 63.3 67.3 63.6
210 21 10 68.7 66 68 63.6
630 21 30 69.3 66 68.4 62.8
(a) (b)
Fig. 7. Comparison of classification accuracies with respect to the CD
size for different classification schemes with the ResNet-152 network.
Each training category contains the same number of images ni. Two
occlusion ratios, (a) 15% and (b) 25%, with the center contamination are
evaluated.
collect too much extra image pairs for each occlusion pattern
and less consideration is required on the diversity of the
categories when collecting the extra image pairs.
4.1.4 CD Size
This experiment is designed to show the influence of the size
of the CD on the classification accuracy. In the experiment,
two occlusion ratios, 15% and 25%, are considered for
evaluation. For the evaluations at each occlusion ratio, the
OED, query images, and training images used to train the
classifiers are the same as those used for the evaluations at
each respective occlusion ratio in Section 4.1.2. The training
images used to construct the CD are randomly drawn from
the training images used to train the classifiers according to
the size of the CD. The best classification results with respect
to λ for each occlusion ratio are shown in Fig. 7.
From Fig. 7, we can learn that the CD of extremely small
size, e.g., ni = 1, leads to a degradation in classification
accuracy due to the large error in the approximation of
the class subspace induced by the extremely under-sample
of the CD over the class space. Fortunately, the classification
accuracies, however, increase rapidly with the size of CD,
e.g., for ni = 5, the classification accuracies of the schemes
with the proposed SDBE approaches are much higher than
those without, and eventually, the classification accuracies
saturate, e.g., for ni > 10 , the classification accuracies
increase very small with the size of the CD.
As analyzed in Section 3.1.3, the computational load of
the proposed SDBE approaches will rise with the sizes of
the CD and the OED. So, the experiments in Section 4.1.3
and 4.1.4 reveal that, in practical applications, we can make
an optimal trade-off between the classification accuracy and
the sizes of the CD and the OED to fulfill a classification
accuracy requirement within a limited computational cost.
4.1.5 Comprehensive classification
This experiment is designed to evaluate the proposed SDBE
approaches in a comprehensive situation.
In the experiment, for the evaluation at each occlusion
ratio, 40 occlusion patterns, which involve ten occlusion
patches manually segmented from the images in the back-
ground category, as shown in Fig. 8, each with 4 random
occlusion positions, are employed to construct the OED and
synthesize the occluded query images.
For the OED, we setNc = 21 andNI = 5. The occlusion-
free extra images are randomly drawn from each category
of the extra set. Then, we have 21 ∗ 5 ∗ 40 = 4200 OEVs
in the OED for the evaluation at each occlusion ratio. The
occlusion-free query images used to synthesize the occluded
query images are the same as those used in Section 4.1.2. The
examples of the occluded query images are shown in Fig. 8.
The regularization parameter of the linear SVM and the
hyperparameter λ of the proposed SDBE approaches are
determined by using a 3-folder cross-validation method.
For a thorough comparison, three conventional classi-
fication schemes, of which the classifiers are trained with
different training sets, are evaluated. The first, denoted
as ’orginal’, is a case frequently encountered in practice,
i.e., the training set merely consists of the occlusion-free
images, which is the same as those for the proposed SDBE
approaches. The second and third contain the occlusion-free
training images used for the first scheme plus occluded
training images. The second, denoted as ’org-full’, corre-
sponds to an ideal situation that one can be aware of the
information about all occlusion patterns for each occlusion-
free training image, i.e., the occluded training images are
generated by contaminating each occlusion-free training
image with each occlusion pattern. Such an ideal situation
is, however, rarely encountered in practical applications due
to the difficulty in collecting real occluded images. The third,
denoted as ’org-partial’, employs a training set containing
the same number of occluded images as that in the extra set
used for the proposed SDBE approaches, i.e., the occluded
training images are produced by applying each occlusion
pattern to a small subset of occlusion-free training images,
which consists of 21 categories each with 5 images randomly
drawn from the occlusion-free training set. Therefore, in the
third case, the classifiers can acquire the same amount of
knowledge about the occlusion patterns as the proposed
SDBE approaches. Eventually, in the second and the third
case, the training sets are composed of 96000 and 4200
occluded training images, respectively.
From TABLE 2, we observe that the ’org-full’ schemes
achieve the best classification results for the occluded im-
ages, but with over 1.3% loss in classification accuracy for
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Fig. 8. Examples of occlusion patches and occluded query images used in the comprehensive experiment on Caltech-101 dataset. For each
occlusion ratio, the examples of two occlusion patches are presented so as to show that the random occlusion positions for each occlusion patch
are independently sampled.
the occlusion-free images. While, the ’org-partial’ schemes
only show small improvements at the large occlusion ratios
(25% and 35% occlusions for linear SVM classifier and
35% occlusion for softmax classifier). These results are at-
tributed to inconsistency between the statistics of the train-
ing samples and query samples. For instance, in the ’org-
full’ schemes, the training sets include much more occluded
images than the occlusion-free images and a compromise is
made between the occlusion-free and the occluded training
images for the classification boundary. Consequently, for
the evaluations at the zero occlusion, where no occluded
images are involved in the query images, the performance
is degraded.
On the contrary, by estimating the DFVs of the occlusion-
free images at the testing phase, the proposed SDBE ap-
proaches do not change the statistic of the training set and
thus, maintain the performance for occlusion-free images
and drastically boost the classification accuracy for the oc-
cluded images. For instance, in TABLE 2, at 35% occlusion,
the SDBE L1 achieves 32.21% and 28.72% increase over
the ’original’ and 26.13% and 27.51% increase over the
’org-partial’ in classification accuracy for the linear SVM
and softmax classifier, respectively. In the meantime, the
SDBE L1 merely introduce slight changes (0.13% increase
for linear SVM and 0.38% reduction for softmax) under the
zero occlusion. Therefore, for the situation that only a small-
scale set of occluded images are available in the training
phase, the proposed SDBE-based classification scheme is a
better choice than the conventional classification scheme.
By comparing the results for the SDBE L1 and SDBE L2
in TABLE 2, we can learn that the SDBE L1 usually achieves
smaller estimation errors and better classification accuracies.
However, with a powerful classifier, such as the linear SVM,
which is better than the softmax for small-scale training sets,
the SDBE L2 achieves similar performance as the SDBE L1.
For instance, at the 35% occlusion, the estimation error gaps
between the SDBE L1 and SDBE L2 for the linear SVM and
softmax are almost the same, while, the classification accu-
racy gap for the linear SVM is reduced from 2.19% for the
softmax to 0.78%. The major drawback of the SDBE L1 as
mentioned in the above sections is the high computational
complexity.
4.2 Evaluation on ImageNet dataset
The experiments in this section are designed to evaluate the
proposed SDBE approaches on the ILSVRC2012 classifica-
tion dataset. The original ”fc1000” and ”prob” layers of the
pre-trained ResNet-152 network, which actually constitute
a softmax classifier, are adopted as the classifier in the
experiments.
In the experiments, the class set consists of 900 categories
randomly drawn from all 1000 categories and the extra set
contains 20 categories randomly drawn from the remaining
100 categories. The occlusion patches are segmented from
the images of the rest 80 categories. The training images
used to produce the CD are randomly drawn from the
ILSVRC2012 training images of each category in the class
set. Two occlusion ratios, 10% and 20%, are tested in the
experiments. Unlike the experiments on the Caltech-101
dataset, only one OED is constructed for the testings at
different occlusion ratios in this case. The occlusion-free
extra images used to construct the OED have 20 categories
each with 5 images randomly drawn from the images of the
extra set.
Two experiments are conducted in this section. The first
experiment focuses on demonstrating the improvements of
the SDBE L1 and SDBE L2 over the original network. Due
to the rapid increase in computational complexity with the
sizes of the CD and OED for the SDBE L1, the CD and
OED of small size are adopted to make the evaluation
time tolerable in the first experiment. The CD consists of
900 categories each with 5 DFVs and the OED involving
16 occlusion patterns is made up of 1600 OEVs associated
with 20 categories each with 80 OEVs. The 16 occlusion
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TABLE 2
Comparison of classification accuracies and mean errors with respect to occlusion ratio for different schemes on Caltech-101 dataset. OR:
occlusion ratio. R: classification accuracy. E: magnitude of mean error. For the proposed SDBE L1 and SDBE L2, mean error is the mean
estimation error, and for the conventional schemes, original, org-partial, and org-full, mean error is the mean distance between vi and v0i. The
pre-trained ResNet-152 network is adopted as the base CNN.
OR 0% 5% 15% 25% 35%
R(%) E R(%) E R(%) E R(%) E R(%) E
orginal
SVM 94.89 0 91.63 0.444 74.25 0.689 50.17 0.827 30.45 0.921
softmax 93.50 0 89.65 0.444 72.30 0.689 48.84 0.827 29.37 0.921
org-partial
SVM 94.36 0 90.76 0.444 71.95 0.689 51.15 0.827 36.53 0.921
sofmax 93.58 0 89.88 0.444 68.75 0.689 44.08 0.827 30.58 0.921
org-full
SVM 93.58 0 93.11 0.444 88.09 0.689 81.65 0.827 74.11 0.921
softmax 92.15 0 91.93 0.444 86.35 0.689 79.43 0.827 71.05 0.921
SDBE L1+
SVM 95.02 0.35 92.68 0.483 85.51 0.569 74.71 0.636 62.66 0.683
softmax 93.12 0.495 90.86 0.483 83.12 0.569 71.58 0.636 58.09 0.686
SDBE L2+
SVM 95.23 0.351 92.56 0.481 84.72 0.573 73.56 0.645 61.88 0.696
softmax 93.37 0.358 90.01 0.484 81.42 0.58 69.33 0.648 55.93 0.696
TABLE 3
Comparison of classification accuracy (%) for different classification
schemes on ILSVRC2012 dataset. Four occlusion patches used in the
experiment are shown above the table (OR: occlusion ratio). The
pre-trained ResNet-152 network is adopted as the base CNN.
OR method
occlusion patch
Avg.
1 2 3 4
0%
Original — — — — 75.39
SDBE L1 — — — — 74.92
SDBE L2 — — — — 74.89
10%
Original 53.56 11.08 56.32 55.39 44.09
SDBE L1 64.60 52.32 62.70 64.53 61.04
SDBE L2 64.60 52.32 62.69 64.50 61.03
20%
Original 29.70 1.77 36.89 39.42 26.94
SDBE L1 57.84 33.90 50.59 54.50 49.21
SDBE L2 57.84 33.90 50.59 54.48 49.20
patterns are produced with 4 occlusion patches, as shown
in TABLE 3, each with two random occlusion positions at
each of the two occlusion ratios.
The second experiment aims at showing the scalability
of the SDBE L2 to handle a large number of occlusion
patterns, and thus, only the original network and SDBE L2
are evaluated in the second experiment. The number of the
occlusion patterns is extended to 120 and the number of
DFVs in the CD for each category to 20. The 120 occlusion
patterns are constituted by 12 occlusion patches including 4
occlusion patches used in the first experiment, as shown
in Fig. 9, each with a center and four random occlusion
positions at each of the two occlusion ratios. Eventually, the
CD and OED are composed of 18000 DFVs and 12000 OEVs,
respectively.
The validation images of the ILSVRC2012 dataset in the
class set are adopted as the zero occlusion query images
for both experiments. In the first experiment, to reduce the
workload for the evaluation of the occluded query images,
a subset of the zero occlusion query images, 5 images per
category randomly drawn from the zero occlusion query
images, are employed to synthesize the occluded query
images. In the second experiment, all of the zero occlusion
query images are used to generate the occluded query
images. The examples of the occluded query images for the
second experiment are shown in Fig. 9. The hyperparameter
λ for the proposed SDBE approaches is fixed to 0.005 for
both experiments.
The results of the first experiment are tabulated in TA-
BLE 3. It is evident that the proposed SDBE approaches
significantly boost the classification accuracy, e.g., around
22.25% increase in the classification accuracy for 20% oc-
clusion. We can also observe that for zero occlusion, the
SDBE L1 and SDBE L2 have very small drops (0.47% and
0.5%, respectively) compared to the original network. This
result again demonstrate that the proposed SDBE-based
classification scheme is a unified scheme for both occluded
and occlusion-free images. In TABLE 3, the SDBE L1 and
SDBE L2 show almost the same classification accuracies.
This is because the original softmax classifier of the ResNet-
152 network is a very powerful classifier, since it is trained
on the large-scale training set of the ILSVRC 2012 dataset.
The results of the second experiment are reported in
TABLE 4. It can be seen that SDBE L2 achieves 21.8% and
12.62% performance increases at 20% and 10% occlusion,
respectively. The significant improvements demonstrate that
the proposed SDBE L2 approach is able to deal with a large
number of occlusion patterns on a large-scale dataset.
We should also note that, in the above experiments, the
classification accuracy of the original ResNet-152 network
for the occlusion-free query images is slightly worse than
the result reported in [8]. This may be caused by the inac-
curacy in the re-implementation of the ResNet-152 network
in MatConvNet [61]. Nevertheless, such a small difference
does not devalue the merits of the proposed SDBE-based
classification scheme.
5 COMPARISON BETWEEN SDBE L1 AND
SDBE L2
We have introduced two SDBE approaches: SDBE L1 and
SDBE L2. In this section, to provide a useful guidance for
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(a)
(b)
Fig. 9. Examples of the occlusion patches and occluded query images used in the second experiment on ILSVRC dataset. (a) Occlusion patches.
(b) examples of the occluded query images. For each occlusion ratio, the examples of two occlusion patches are presented for the random occlusion
positions so as to show that the random occlusion positions of each occlusion patch are independently sampled.
TABLE 4
Comparison of classification accuracy (%) for the conventional scheme and the proposed SDBE L2 scheme on ILSVRC2012 dataset (OR:
occlusion ratio). The pre-trained ResNet-152 network is adopted as the base CNN. The occlusion patches are shown in Fig.9(a)
OR method
occlusion patch
Avg.
1 2 3 4 5 6 7 8 9 10 11 12
0%
original — — — — — — — — — — — — 75.39
SDBE L2 — — — — — — — — — — — — 74.82
10%
original 49.56 10.29 53.52 50.62 52.53 50.43 49.37 41.31 57.90 59.68 54.05 61.36 49.22
SDBE L2 62.10 51.46 59.82 61.51 63.14 62.43 61.74 60.50 64.79 65.65 62.15 65.98 61.77
20%
original 23.86 1.75 36.39 38.50 27.38 18.05 23.99 15.62 32.40 38.21 24.08 42.70 26.91
SDBE L2 49.65 33.28 49.43 52.64 48.27 44.88 50.40 45.12 52.92 55.80 49.20 52.92 48.71
practical applications, we will make a comparison between
these two approaches from two aspects: classification accu-
racy and computaional complexity.
5.1 Classification accuracy
We consider two factors in the comparison of classification
accuracy. The first is the set of extra image pairs used to
construct the OED. For case 2 in Section 4.1.1, the SDBE L1
achieves better results than the SDBE L2. The second is
the classifier following the SDBE procedure. For a weak
classifier, such as the NN used in Section 4.1.1 and the
softmax used in Section 4.1, the SDBE L1 achieves better
classification results, while for a powerful classifier, such as
the linear SVM used in Section 4.1 and the softmax trained
on the ILSVRC2012 training set and used in Section 4.2,
the SDBE L2 achieves almost the same (or slightly better
in some test points) classification results as the SDBE L1.
This can be attributed to the powerfulness of the classifier.
The powerful classifier can generate the category bound-
aries with a large margin to the training DFVs such that
small discrepancy between the SDBE L1 estimation and the
SDBE L2 estimation will not lead to a noticeable difference
in the classification results.
5.2 Computational complexity
Although, in many cases of the above experiments, the
SDBE L2 a little bit underperforms the SDBE L1 in terms
of classification accuracy, it has much lower computational
complexity. As mentioned in Section 3.1.3, the SDBE L2 has
a computational complexity of O(n) for the testing process.
For instance, in the first experiment of Section 4.2, the
average execution time per query image for the SDBE L2
without GPU acceleration is around 0.005s, as a comparison,
the SDBE L1 costs around 10s.
In addition, the SDBE L2 can be implemented as a
fully connected linear network layer. Rewrite P as P =
[PTα P
T
β ]
T , where Pα ∈ RnA×m and Pβ ∈ RpB×m.
Accordingly, equation (11) becomes ωˆ = [αˆT βˆ
T
]T =
[(Pαvi)
T (Pβvi)
T ]T . Then, according to equation (5), v0i
can be estimated by
vˆ0i = APαvi. (12)
Actually, this equation can be implemented as a fully con-
nected layer with connection weight matrix W = APα.
The weight maxtrix W can be computed in advance during
the training process, and thus, the processing time and
memory consumption of the SDBE L2 for each query image
are independent of the sizes of the CD and OED. By using
the linear network layer implementation and accelerating
with a GeForce GTX 1080 Ti GPU, the average execution
time per query image for the SDBE L2 procedure is less
than 0.002s for the second experiment in Section 4.2, on
which W has the largest number of rows (18000) in all the
experiments. Another advantage of this implementation is
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that the computational complexity of the testing process is
independent of the size of the OED.
Low computational complexity is an attribute preferred
in the classification of large-scale datasets. Therefore, for
large-scale datasets, where sufficient training images are
available to train a powerful classifier, the SDBE L2 is
a better choice. On the contrary, for the classification of
small-scale datasets or a task insensitive to execution time,
the SDBE 1 can be selected to achieve better classification
results.
6 CONCLUSION
In this paper, we have proposed an SDBE-based classi-
fication scheme. The proposed SDBE-based classification
scheme has the following characteristics.
1) It is a unified scheme for the classification of both
occluded and occlusion-free images on any image
datasets and can significantly boost the classification
performance of the occluded images.
2) Dealing with the occlusion in the deep feature space
requires a small number of occluded images for
training. A dozen of occluded images for each oc-
clusion pattern are able to improve the classification
accuracy significantly.
3) It requires less effort to accommodate new occlusion
patterns. To adapt to a new occlusion pattern, it does
not require to re-train or fine-tune the base CNN
and only needs to insert the OEVs associated with
the new occlusion pattern into the OED. Re-training
or fine-tuning the base CNN is not only time-
consuming but also expensive in some applications
since, for instance, delivery of the updated CNN
model to client ends is expensive, and sometimes
unacceptable, in cloud based applications.
Although the above experiments were conducted with all
the occlusion patterns in the query images available to
the OED, the proposed SDBE approaches can consistently
improve the classification accuracy for the occlusion pat-
terns unseen to the OED (see Section S.II in the supporting
document for additional experiments on such a situation).
This means that the proposed SDBE approach can work
with any occluded images and it is able to be plugged
into any well-trained CNNs. However, lots of effort is still
required towards real applications, such as the optimization
of the CD and OED, enhancement of the performance for
the occlusion patterns unavailable to the OED (see Section
S.II in the supporting document for some clues), and the
extension of the proposed approach to other tasks, such as
object detection.
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