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We are concerned in this paper with variational inequalities of the form:{ 〈A(u), v − u〉 + 〈F(u), v − u〉 〈L, v − u〉, ∀v ∈ K ,
u ∈ K ,
where A is a maximal monotone operator, F is an integral multivalued lower order
term, and K is a closed, convex set in a Sobolev space of variable exponent. We study
both coercive and noncoercive inequalities. In the noncoercive case, a sub-supersolution
approach is followed to obtain the existence and some other qualitative properties of
solutions between sub- and supersolutions.
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1. Introduction
This paper is a next step in our study of equations and inequalities in Sobolev spaces with variable exponents, although
several results seem new even in the case of regular Sobolev spaces or smooth equations with multivalued terms. We are
interested here in equations and variational inequalities where both the principal and the lower order terms are multivalued
operators. Such inequalities are of the following form:{ 〈A(u), v − u〉 + 〈F(u), v − u〉 〈L, v − u〉, ∀v ∈ K ,
u ∈ K . (1.1)
Here, K is a nonempty closed, convex subset of a ﬁrst-order Sobolev space with variable exponent p(·), A is a maximal
monotone mapping from X := W 1,p(·)(Ω) to 2X∗ where X∗ = [W 1,p(·)(Ω)]∗ is the dual of X and L ∈ X∗ . The lower order
term F is given by a set-valued integral:
〈F(u), v〉= ∫
Ω
f (x,u)v dx (u ∈ X), (1.2)
where f : Ω ×R→ 2R is a set-valued function. In some previous works [22,23], we studied inequalities in which the lower
order terms were given by multivalued integral operators without being derivatives (even in generalized sense) of potential
functionals. In this paper, we concentrate on the principal operator A and consider the case of general maximal monotone
operators, not being single-valued monotone operators as investigated in [20]. This consideration generalizes and uniﬁes the
following particular and seemingly quite different cases that have been studied previously:
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〈A(u), v〉= ∫
Ω
A(x,∇u)∇v dx, (1.3)
where A : Ω ×RN → 2RN is a set-valued monotone operator with respect to the second argument.
(II) A is a subdifferential in the sense of convex analysis,
A = ∂ J , (1.4)
where
J : X →R∪ {∞} (1.5)
is a (proper) convex, lower semicontinuous functional. In many problems, J is given by an integral functional such as
J (u) =
∫
Ω
Φ(∇u)dx, (1.6)
where Φ : RN → R ∪ {∞} is a convex function. For example, in the symmetric case, we have Φ(ξ) = Ψ (|ξ |) for all ξ ∈ RN ,
where Ψ : [0,∞) →R∪ {∞} is a convex function. More generally, J can be given by
J (u) =
∫
Ω
Φ(x,u,∇u)dx, (1.7)
where Φ : Ω ×R×RN → R ∪ {∞} and Φ(x, ·, ·) is convex on R×RN for almost all x ∈ Ω . In this case (where A is given
by (1.4)) the inequality (1.1) is equivalent to the following inequality:{
J (v)− J (u)+ 〈F(u), v − u〉 〈L, v − u〉, ∀v ∈ K ,
u ∈ K . (1.8)
We shall see in this work that these apparently different problems could be treated in a uniﬁed framework in both coercive
and noncoercive cases.
Regarding the lower order term F , we note that as a particular case of (1.2), one can consider a Carathéodory function
G : Ω ×R →R which is Lipschitz continuous in the second variable and
〈F(u), v〉= ∫
Ω
∂uG(x,u)dx, (1.9)
where ∂uG(x,u) is the Clarke generalized gradient of G(x,u) with respect to u. This problem corresponds to a multival-
ued formulation of a variational hemi-variational inequality. Another particular case of (1.2), that is not given by Clarke’s
generalized subdifferential, is a lower order term with multi-growth, that is, when f (x,u) in (1.2) is of the form
f (x,u) = [a(x),b(x)]|u|[r(x),s(x)] + [c(x),d(x)], (1.10)
i.e., for x ∈ Ω , u ∈ R,
f (x,u) = {ξ |u|η + ζ : ξ ∈ [a(x),b(x)], η ∈ [r(x), s(x)], ζ ∈ [c(x),d(x)]}.
In this paper, we prove the existence of solutions of (1.1) and some other properties of theirs when A is a general maximal
operator, including the special cases (1.3) and (1.4) and F a general integral multivalued lower order operator, including the
special cases (1.9) and (1.10). For the existence of solutions in the coercive case, we apply an abstract existence theorem
for pseudomonotone perturbations of maximal monotone operators established in [21]. We study, in this case, variational
inequalities and in particular equations in Sobolev spaces with variable exponents where Dirichlet conditions are given
on part of the boundary ∂Ω . Many interesting properties and problems in such spaces have been investigated extensively
recently (cf. e.g. [13,30,8,5,11,4,28,25,10,27,9,26,7,20] and the references therein). Related inequality problems, studied under
various variational principles, were presented in the recent monograph [16]. Equations with multivalued principal operators
given by integrals and lower order terms given by Clarke’s generalized gradients in Sobolev spaces has been considered in
[15]. In the noncoercive case, by following a sub-supersolution approach, we see that under a simple and natural condition
on the maximal monotone operator A (cf. condition (4.1)), the truncation-regularization technique that has been used with
success in problems with principal parts being (single-valued, monotone) Leray–Lions type operators deﬁned by integrals
(cf. [18,3,20] and the references therein) could be extended to this general setting and problems such as in cases (I) and
(II) above could be studied by using the same methods with analogous assumptions. Due to the new kind of mappings we
consider here, substantial preparations and new arguments from both theoretical and technical aspects are needed in our
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exponents required some seemingly interesting extensions (cf. e.g. Propositions 2.1, 2.5, 2.6, or Theorem 2.7) of properties
well-known in regular Sobolev spaces or single-valued mappings to such more general settings.
The paper is organized as follows. In Section 2, a precise formulation of problem (1.1) is given, together with preparatory
results needed in the following sections. In Section 3, several coercivity conditions on the involved components of (1.1)
such as A,F , and K , are considered. Existence results under such conditions are established in Theorems 3.1, 3.5 and
Corollaries 3.2, 3.4. Section 4 is devoted to the noncoercive case with the introduction of appropriate concepts of sub- and
supersolutions for (1.1). General existence and enclosure results, together with qualitative properties of solutions between a
number of sub- and supersolutions are given in Theorems 4.2 and 4.3.
2. Assumptions – preparatory results
Let Ω be a bounded region in RN (N  1) with Lipschitz boundary ∂Ω , p ∈ C(Ω) with p− := minx∈Ω > 1 (we also use
the notation p+ := maxx∈Ω p(x)). Let Lp(·)(Ω) and X := W 1,p(·)(Ω) be the Lebesgue and ﬁrst-order Sobolev spaces with
variable exponent p(·). Note that Lp(·)(Ω) and X are reﬂexive, separable Banach spaces with the usual norms
‖u‖Lp(·)(Ω) = inf
{
k > 0:
∫
Ω
∣∣∣∣u(x)k
∣∣∣∣
p(x)
dx 1
} (
u ∈ Lp(·)(Ω)),
and
‖u‖ = ‖u‖W 1,p(·)(Ω) = ‖u‖Lp(·)(Ω) +
∥∥|∇u|∥∥Lp(·)(Ω) (u ∈ W 1,p(·)(Ω)).
We denote by X∗ = [W 1,p(·)(Ω)]∗ the dual of X with dual norm ‖ · ‖∗ and dual pairing 〈·,·〉. In general, we use the notation
〈·,·〉Z∗,Z for the dual pairing between a normed vector space Z and its dual Z∗ . Also, we use the notation
K(Z) = {P ⊂ Z : P = ∅, P is closed and convex}.
As above, we assume A : X → 2X∗ is a maximal monotone operator, L ∈ X∗ , and K is a nonempty, closed, convex subset
of X .
If A is given by (1.4) where J is a proper, convex, lower semicontinuous functional from X to R∪ {∞} then A is clearly
maximal monotone. In case (I) where A is given by (1.3), we need the following assumptions on A. Let A : Ω×RN → K(RN)
satisfy the following conditions:
(A1) A is graph measurable.
(A2) For a.e. x ∈ Ω , A(x, ·) : RN → K(RN ) is monotone, that is, for all ξ1, ξ2 ∈RN , all ξ∗1 ∈ A(x, ξ1), ξ∗2 ∈ A(x, ξ2), we have(
ξ∗1 − ξ∗2
)
(ξ1 − ξ2) 0. (2.1)
(A3) For a.e. x ∈ Ω , A(x, ·) has closed graph.
(A4) There exist a1 ∈ Lp′(·)(Ω) (p′(·) is the Hölder conjugate of p(·)) and b1 ∈ [0,∞) such that for a.e. x ∈ Ω , all ξ ∈RN ,
sup
{|ζ |: ζ ∈ A(x, ξ)} a1(x)+ b1|ξ |p(x)−1. (2.2)
For each measurable function w : Ω →RN , we denote by A˜(w) the set of all measurable selections of A(·,w(·)), that is,
A˜(w) = {ξ ∈ [L0(Ω)]N : ξ(x) ∈ A(x,w(x)) for a.e. x ∈ Ω},
where L0(Ω) is the set of all measurable functions from Ω to R. It follows from (A1) that A˜(w) = ∅. Moreover, from the
growth condition in (A4), we see that A˜(∇u) ⊂ [Lp′(·)(Ω)]N whenever u ∈ W 1,p(·)(Ω).
Let us associate with each ζ ∈ [Lp′(·)(Ω)]N the linear functional ζˆ ∈ X∗ generated by ζ as follows:
〈ζˆ , v〉 =
∫
Ω
ζ∇v dx, ∀v ∈ X . (2.3)
The mapping A given formally by (1.3) is, in fact, deﬁned precisely as follows:
A(u) = {ζˆ : ζ ∈ A˜(∇u)}, ∀u ∈ X . (2.4)
It is clear that A is a mapping from X to 2X∗ . To see that A ﬁts into our framework, we need to verify the following
property.
Proposition 2.1. Under assumptions (A1)–(A4), the mapping A deﬁned in (2.3)–(2.4) is maximal monotone.
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for mappings in regular (constant exponent) Sobolev spaces, we show here, for completeness, a detailed proof by following
a somewhat different path with some other interesting auxiliary results. We ﬁrst have the following lemma.
Lemma 2.2. Let A be given by (2.3)–(2.4). We have
(a) A is a monotone mapping with D(A) = X.
(b) The graph of A,
Gr(A) := {(u,u∗) ∈ X × X∗: u∗ ∈ A(u)},
is (sequentially) closed in X × X∗ with respect to the strong–weak topology (i.e., with respect to the product of the norm topology
of X and the weak topology of X∗).
Proof. (a) is a direct consequence of (A2) and (A4). To prove (b), assume that {un} and {u∗n} are sequences in X and X∗
respectively such that u∗n ∈ A(un), ∀n ∈ N,
un → u in X, (2.5)
and
u∗n ⇀ u∗ in X∗ (2.6)
(“⇀” denotes the weak convergence in X∗). Let us prove that u∗ ∈ A(u). In fact, from (2.4), we have u∗n = wˆn for some
wn ∈ A˜(∇un), i.e.,
wn(x) ∈ A
(
x,∇un(x)
)
for a.e. x ∈ Ω. (2.7)
From (2.5), we see that {un} is bounded in X and by passing to a subsequence (not renamed for simplicity), we have
un(x) → u(x) in R, ∇un(x) → ∇u(x) in RN for a.e. x ∈ Ω. (2.8)
It follows from (A4) that {wn} is a bounded sequence in [Lp′(·)(Ω)]N and also by passing to a subsequence, still denoted by
wn for simplicity, we can assume that
wn ⇀ w (weakly) in
[
Lp
′(·)(Ω)
]N
, (2.9)
for some w ∈ [Lp′(·)(Ω)]N . From (2.7) and (2.9), we obtain
w(x) ∈ conv
[
limsup
n→∞
A
(
x,∇un(x)
)]
, (2.10)
for a.e. x ∈ Ω . Here, limsupn→∞ Sn =
⋂∞
m=1(
⋃∞
k=m Sk) is the Kuratowski limit superior of the sequence {Sn} of sets
in a normed vector space Z , and conv(S) denotes the closed convex hull of a set S ⊂ Z , conv(S) = ⋂{P ⊂ Z :
S ⊂ P , P is closed and convex}.
To prove (2.10), we note from (2.9) and Mazur’s lemma that there exists a sequence {wk} of (ﬁnite) convex combinations
of {wn},
wk =
∞∑
l=1
cklwl, k ∈N, (2.11)
such that wk → w in [Lp′(·)(Ω)]N . Here, ckl ∈ [0,1], ∀k, l ∈ N. For each k ∈ N, ckl = 0 except a ﬁnite number of l ∈ N,∑∞
l=1 ckl = 1, and without loss of generality,
ckl = 0 for l < lk, (2.12)
with {lk} being a subsequence of N. By passing to a subsequence if necessary, we can assume that
wk(x) → w(x), (2.13)
for a.e. x ∈ Ω satisfying (2.8). It follows from (2.11) and (2.12) that
wk(x) ∈ conv
[ ∞⋃
A
(
x,∇ul(x)
)]
, ∀k ∈N.l=lk
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conv[⋃∞l=lk A(x,∇ul(x))] for all n k. Together with (2.13) (note that lk  k, ∀k ∈ N), this implies that
w(x) ∈ conv
[ ∞⋃
l=lk
A
(
x,∇ul(x)
)]⊂ conv
[ ∞⋃
l=k
A
(
x,∇ul(x)
)]
, ∀k ∈ N.
On the other hand, we have from (2.8) and (A4) that
⋃∞
n=1 A(x,∇un(x)) is a bounded subset of RN . Hence, as a consequence
of Lemma 1.1.9 in [1], we get
w(x) ∈
∞⋂
k=1
conv
[ ∞⋃
l=k
A
(
x,∇ul(x)
)]
= conv
{ ∞⋂
k=1
[ ∞⋃
l=k
A
(
x,∇ul(x)
)]}
= conv
[
limsup
n→∞
A
(
x,∇un(x)
)]
,
which completes the proof of (2.10). Next, let us prove that for almost all x ∈ Ω ,
conv
[
limsup
n→∞
A
(
x,∇un(x)
)]⊂ A(x,∇u(x)). (2.14)
Since A(x,∇u(x)) is closed and convex in RN , we only need to prove that
limsup
n→∞
A
(
x,∇un(x)
)⊂ A(x,∇u(x)). (2.15)
Let ξ ∈ limsupn→∞ A(x,∇un(x)), i.e., for all k ∈ N, ξ ∈
⋃∞
n=k A(x,∇un(x)). Hence, there are nk  k and ξk ∈ A(x,∇unk (x))
such that |ξ − ξk| < k−1. In particular,
ξk → ξ as k → ∞. (2.16)
Hence for almost all x ∈ Ω that satisfy (2.8) and (2.13), we have(∇unk (x), ξk) ∈ GrA(x, ·), ∀k ∈N.
Since GrA(x, ·) is closed in RN ×RN by assumption (A3), we have from (2.8) and (2.16) that (∇unk (x), ξk) → (∇u(x), ξ) and
thus (∇u(x), ξ) ∈ GrA(x, ·), i.e., ξ ∈ A(x,∇u(x)) and (2.15) follows. Together with (2.10), (2.15) shows that w(x) ∈ A(x,∇u(x))
for a.e. x ∈ Ω , that is,
w ∈ A˜(∇u). (2.17)
From (2.9), we see that∫
Ω
wn∇v dx →
∫
Ω
w∇v dx, ∀v ∈ X,
i.e., 〈wˆn, v〉 → 〈wˆ, v〉, ∀v ∈ X . This means that u∗n = wˆn ⇀ wˆ in X∗ . In view of (2.6) and (2.17), we obtain u∗ = wˆ ∈
A(u). 
As consequences of Lemma 2.2, we have the following properties of A.
Corollary 2.3. (a) A(u) ∈ K(X∗), ∀u ∈ X.
(b) A is strong–weak upper semicontinuous, i.e., it is upper semicontinuous from X with the strong topology to 2X∗ with the weak
topology on X∗ .
Proof. The property in (a) follows directly from Lemma 2.2(b) and the convexity and closedness of A(x,u) in RN .
To prove (b), let u ∈ X and W be a weakly open set in X∗ such that A(u) ⊂ W . Assume by contradiction that there are
sequences {un} ⊂ B1(u) := {v ∈ X: ‖v − u‖ < 1} and {u∗n} ⊂ X∗ such that
un → u in X and u∗n ∈ A(un) \ W , ∀n ∈N. (2.18)
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weak topology of X∗ restricted to A(B1(u)). Since {u∗n} ⊂ A(B1(u)), by passing to a subsequence, we can assume that
u∗n ⇀ u∗ (weakly) in X∗. (2.19)
Hence, (u,u∗) ∈ Gr(A), i.e. u∗ ∈ A(u). Since u∗ ∈ A(u) ⊂ W ∩ A(B1(u)) and W ∩ A(B1(u)) is relatively weakly open in
A(B1(u)), there exists δ > 0 such that {w ∈ A(B1(u)): ρ(w,u∗) < δ} ⊂ W . Since ρ(u∗n,u∗) → 0 as n → ∞, we must have
u∗n ∈ W for all n suﬃciently large, which contradicts (2.18). This contradiction completes the proof of (b). 
Next, let us prove an extension of the following classical implication (cf. e.g. [24]):
“T is bounded, hemi-continuous, and monotone” ⇒ “T is pseudo-monotone” from the single-valued to the multivalued
case. First, we have the following deﬁnition.
Deﬁnition 2.4. Let Z be a norm vector space. A mapping T : D(T )(⊂ Z) → 2Z∗ is said to be weakly locally bounded if for
each u ∈ D(T ), there is a neighborhood B of u such that supv∈B∩D(T ) infv∗∈T (v) ‖v∗‖Z∗ < ∞.
It is clear that if T is locally bounded then it is weakly locally bounded. We have the following proposition.
Proposition 2.5. Let Y be a reﬂexive Banach space. For u, v ∈ Y , we denote [u, v] = {θu + (1 − θ)v: θ ∈ [0,1]}. Assume that
T : Y → 2Y ∗ is monotone, weakly locally bounded with D(T ) = Y , and
Gr
(
T |[x,y]|
)= {(u,w) ∈ Y × Y ∗: u ∈ [x, y], w ∈ T (u)}
is closed in Y × Y ∗ with respect to the product of the norm topology in Y and the weak topology in Y ∗ .
If {u j} ⊂ Y , {w j} ⊂ Y ∗ are sequences such that
u j ⇀ u in Y , (2.20)
w j ∈ T (u j), ∀ j ∈N, (2.21)
and
limsup
j→∞
〈w j,u j − u〉 0, (2.22)
then for each v ∈ Y , there exists w = w(v) ∈ T (u) such that
lim inf
j→∞
〈w j,u j − v〉 〈w,u − v〉. (2.23)
Proof. The proof of this result is just an extension from the single-valued case to the multivalued case that were given in
Proposition 2.5, [24], and Proposition 8, [2]. Assume u, {u j} and {w j} satisfy (2.20)–(2.22) and let w be any element of T (u).
From the monotonicity of T , we have 〈w j,u j − u〉 〈w,u j − u〉(→ 0). Hence, lim j→∞〈w j,u j − u〉 = 0. Let (s, s∗) ∈ Gr(T ).
We have 〈w j,u j − s〉 = 〈w j,u j − u〉 + 〈w j,u − s〉 and thus
lim inf〈w j,u j − s〉 = lim inf〈w j,u − s〉. (2.24)
Again from the monotonicity of T , we have 〈w j,u j − s〉 〈s∗,u j − s〉 → 〈s∗,u − s〉 and thus
lim inf〈w j,u − s〉
〈
s∗,u − s〉. (2.25)
Let v ∈ X . For θ ∈ [0,1], put sθ = u + θ(v − u) and choose s∗θ ∈ T (sθ ). We see from (2.25) that〈
s∗θ ,u − sθ
〉
 lim inf〈w j,u − sθ 〉. (2.26)
Let {θk} be a sequence in (0,1) converging to 0. We have
sθk → u in Y , (2.27)
and by the weak local boundedness of T , there exists a bounded sequence {s∗θk } in Y ∗ such that s∗θk ∈ T (sθk ), ∀k ∈ N. Without
loss of generality, we can assume that
s∗θk ⇀ w = w(v) in Y ∗. (2.28)
From (2.27)–(2.28) and the strong–weak closedness of Gr(T |[u,v]|), we must have (u,w) ∈ Gr(T ), i.e., w ∈ T (u). On the other
hand, from (2.26), for all θ ∈ (0,1), 〈s∗θ ,u − v〉 lim inf〈w j,u − v〉. Hence, according to (2.24),
〈w,u − v〉 = lim
k→∞
〈
s∗θk ,u − v
〉
 lim inf
j→∞
〈w j,u − v〉 = lim inf
j→∞
〈w j,u j − v〉. 
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Proof of Proposition 2.1. From Corollary 2.3 and Proposition 2.5, we see that A is pseudomonotone and bounded from
D(A) = X into K(X∗). Moreover, letting w0 ∈ A(0), we have for all u ∈ X , u∗ ∈ A(u), 〈u∗,u〉  〈w0,u〉  −‖w0‖∗‖u‖.
Hence, from the theorem on p. 255, [2], A is a regular generalized pseudomonotone mapping. In particular, the range of
A + J is X∗ where J is the duality mapping from X to X∗ . This property, together with the monotonicity of A, proves
that A is in fact maximal monotone. 
Concerning K , we assume that K is a closed, convex subset of X such that[
D(A)◦ ∩ K ]∪ [K ◦ ∩ D(A)] = ∅. (2.29)
Let p∗(·) be the Sobolev conjugate of p(·):
p∗(x) =
{
Np(x)[N − p(x)]−1 if p(x) < N,
∞ if p(x) N.
Related to the lower order term, we assume the following conditions.
(F1) f : Ω ×R→ K(R) is graph measurable.
(F2) For a.e. x ∈ Ω , f (x, ·) is upper semicontinuous.
(F3) There exist q ∈ C(Ω), a3 ∈ Lq′(·)(Ω), and b3  0 such that
1< q(x) < p∗(x), ∀x ∈ Ω, (2.30)
and
sup
{|v|: v ∈ f (x,u)} a3(x)+ b3|u|q(x)−1, (2.31)
for a.e. x ∈ Ω , all u ∈R.
It follows from (2.30) that the embedding iq(·) : X ↪→ Lq(·)(Ω), u → u, is compact. Let i∗q(·) : Lq
′(·)(Ω)(= [Lq(·)(Ω)]∗) → X∗
be its adjoint, which is the usual projection i∗q(·)(w) = w|X for all w ∈ Lq(·)(Ω). As a consequence of (F1), for any u ∈ L0(Ω),
the set of measurable selections of f (·,u),
f˜ (u) = {η ∈ L0(Ω): η(x) ∈ f (x,u(x)) for a.e. x ∈ Ω},
is nonempty. Moreover, from the growth condition (2.31), f˜ (u) ⊂ Lq′(·)(Ω) whenever u ∈ Lq(·)(Ω). Let us consider the
mappings f˜ : Lq(·)(Ω) → Lq′(·)(Ω), u → f˜ (u) and F = i∗q(·) f˜ iq(·) : X → 2X
∗
, i.e., F(u) = {ηˆ ∈ X∗: η ∈ f˜ (u)}, where ηˆ ∈ X∗ is
deﬁned for each η ∈ Lq′(·)(Ω) by
〈ηˆ, v〉 =
∫
Ω
ηv dx, ∀v ∈ X .
We have the following essential property of F .
Proposition 2.6. The mapping F = i∗q(·) f˜ iq(·) is pseudomonotone from X into K(X∗).
To prove this result, we ﬁrst need the following lemma which is an extension of the classical Krasnoselskii theorem
about the continuity of the Niemytskii (superposition) operator to the case of multivalued mappings between Lebesgue
spaces with variable exponents. This lemma also extends and is motivated by Theorem 7.26 in [14] and has some interest
in its own. Assume p1, p2 ∈ C(Ω) and (p j)− = min{p j(x): x ∈ Ω} 1 ( j = 1,2). Let F be a function from Ω × R into 2R .
For each measurable function u : Ω → R, we consider the function F (u) : Ω → 2R , F (u)(x) = F (x,u(x)) (x ∈ Ω) and denote
F˜ (u) = {v ∈ L0(Ω): v(x) ∈ F (x,u(x)) for a.e. x ∈ Ω}.
Theorem 2.7. Assume F satisﬁes the following conditions:
(i) For a.e. x ∈ Ω , all u ∈ R, F (x,u) is closed and nonempty.
(ii) F is graph measurable.
(iii) For a.e. x ∈ Ω , the function u → F (x,u) is Hausdorff-upper semicontinuous (h-u.s.c. for short).
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|v| a(x)+ b|u|
p1(x)
p2(x) (2.32)
for a.e. x ∈ Ω , all v ∈ F (x,u).
Thus, for each u ∈ Lp1(·)(Ω), F˜ (u) is a (nonempty) closed subset of Lp2(·)(Ω) and the mapping F˜ : u → F˜ (u) is h-u.s.c. from
Lp1(·)(Ω) to 2Lp2(·)(Ω) .
Proof. First, we note from (i)–(iii) that for each u ∈ Lp1(·)(Ω), F˜ (u) is a nonempty closed subset of Lp2(·)(Ω). Assume {un}
is a sequence in Lp1(·)(Ω) such that
un → u in Lp1(·)(Ω). (2.33)
Let ε ∈ (0,1). We prove that there exists n0 ∈N such that for all n n0,
sup
v ′∈ F˜ (un)
[
inf
v∈ F˜ (u)
∥∥v ′ − v∥∥Lp2(·)(Ω)] ε, (2.34)
i.e. infv∈ F˜ (u) ‖v ′ − v‖Lp2(·)(Ω)  ε, ∀v ′ ∈ F˜ (un). In fact, we have from (2.33) that
ρp1(un − u) =
∫
Ω
∣∣un(x)− u(x)∣∣p1(x) dx → 0
(where ρp1(u) =
∫
Ω
|u(x)|p1(x) dx, cf. [12]). Therefore, by passing to a subsequence if necessary, we can assume that
un(x) → u(x) for a.e. x ∈ Ω, (2.35)
and there is h1 ∈ L1(Ω) such that |un(x)− u(x)|p1(x)  h1(x) for a.e. x ∈ Ω , all n ∈N. Thus,∣∣un(x)∣∣ h2(x) := [h1(x)]1/p1(x) + ∣∣u(x)∣∣, (2.36)
for a.e. x ∈ Ω , all n ∈ N with h2 ∈ Lp1(·)(Ω). Let n ∈ N. For v ′ ∈ F˜ (un), consider the functions w1 : Ω × R → R,
w1(x, η) = |η − v ′(x)|p2(x) (x ∈ Ω,η ∈ R) and F1 : Ω → 2R \ {∅}, F1(x) = F (x,u(x)). From Theorem 3.24 of [14] with “inf”
instead of “sup”, applied to w1 and F1 (also note the growth condition (2.32)), we obtain infv∈ F˜ (u)
∫
Ω
w1(x, v(x))dx =∫
Ω
infη∈F (x,u(x)) w1(x, η)dx, i.e.
inf
v∈ F˜ (u)
∫
Ω
∣∣v(x)− v ′(x)∣∣p2(x) dx = ∫
Ω
inf
η∈F (x,u(x))
∣∣η − v ′(x)∣∣p2(x) dx. (2.37)
Let w2(x, η′) = infη∈F (x,u(x)) |η − η′|p2(x) dx (x ∈ Ω,η′ ∈ R). Then w2 is a measurable mapping from Ω × R into R =
[−∞,+∞]. Using w2 and F2 : Ω → 2R \ {∅}, F2(x) = F˜ (x,un(x)), in Theorem 3.24 of [14], and taking into account con-
dition (2.32), we have supv ′∈ F˜ (un)
∫
Ω
w2(x, v ′(x))dx =
∫
Ω
supη′∈F (x,un(x)) w2(x, η′)dx, i.e.
sup
v ′∈ F˜ (un)
[∫
Ω
inf
η∈F (x,u(x))
∣∣η − v ′(x)∣∣p2(x) dx]= ∫
Ω
sup
η′∈F (x,un(x))
[
inf
η∈F (x,u(x))
∣∣η − η′∣∣p2(x)]dx. (2.38)
Combining (2.37) with (2.38) yields∫
Ω
sup
η′∈F (x,un(x))
[
inf
η∈F (x,u(x))
∣∣η − η′∣∣p2(x)]dx = sup
v ′∈ F˜ (un)
[
inf
v∈ F˜ (u)
∫
Ω
∣∣v(x)− v ′(x)∣∣p2(x)]dx. (2.39)
For a.e. x ∈ Ω , from (2.35) and the Hausdorff-upper semicontinuity of F (x, ·), we see that supη′∈F (x,un(x))[infη∈F (x,u(x)) |η −
η′|] → 0 as n → ∞ and thus
sup
η′∈F (x,un(x))
[
inf
η∈F (x,u(x))
∣∣η − η′∣∣p2(x)]→ 0 as n → ∞. (2.40)
On the other hand, we have |η±η′|p2(x)  C1(|η|p2(x) + |η′|p2(x)) for a.e. x ∈ Ω , all η,η′ ∈R with C1 = 2(p2)+ > 0. Therefore,
from (2.32) and (2.36), we have for all n ∈ N, a.e. x ∈ Ω , all η ∈ F (x,u(x)), η′ ∈ F (x,un(x)),∣∣η − η′∣∣p2(x)  C1{[a(x)+ b∣∣u(x)∣∣p1(x)/p2(x)]p2(x) + [a(x)+ b∣∣un(x)∣∣p1(x)/p2(x)]p2(x)}
 C2
[
2a(x)p2(x) + bp2(x)(∣∣u(x)∣∣p1(x) + h2(x)p1(x))].1
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sup
η′∈F (x,un(x))
[
inf
η∈F (x,u(x))
∣∣η − η′∣∣p2(x)] C21[2a(x)p2(x) + (b(p2)+ + 1)(∣∣u(x)∣∣p1(x) + h2(x)p1(x))], (2.41)
for a.e. x ∈ Ω , all n ∈ N, where the function in the right-hand side belongs to L1(Ω). From (2.39)–(2.41) and the Lebesgue
dominated convergence theorem, we get
lim
n→∞ sup
v ′∈ F˜ (un)
[
inf
v∈ F˜ (u)
∫
Ω
∣∣v(x)− v ′(x)∣∣p2(x) dx]= 0.
Given ε ∈ (0,1), there is n0 ∈N such that for all n n0,
sup
v ′∈ F˜ (un)
[
inf
v∈ F˜ (u)
∫
Ω
∣∣v(x)− v ′(x)∣∣p2(x) dx]< ε(p2)+ .
For all n  n0, all v ′ ∈ F˜ (un), there exists v ∈ F˜ (u) such that
∫
Ω
|v(x) − v ′(x)|p2(x) dx < ε(p2)+ (< 1). It follows from Theo-
rem 1.3 in [12] that ‖v − v ′‖Lp2(·)(Ω) < 1 and moreover∫
Ω
∣∣v(x)− v ′(x)∣∣p2(x) dx ∥∥v − v ′∥∥(p2)+
Lp2(·)(Ω),
which implies that ‖v − v ′‖Lp2(·)(Ω) < ε. Hence, for all n  n0, all v ′ ∈ F˜ (un), we have infv∈ F˜ (u) ‖v − v ′‖Lp2(·)(Ω) < ε. This
implies that
sup
v ′∈ F˜ (un)
[
inf
v∈ F˜ (u)
∥∥v − v ′∥∥Lp2(·)(Ω)] ε,
for all n n0, which completes our proof. 
We are now ready to prove Proposition 2.6.
Proof of Proposition 2.6. First, let us note that f˜ (u) ∈ K(Lq′(·)(Ω)) for all u ∈ Lq(·)(Ω). In fact, the convexity of f˜ (u) and
the boundedness of f˜ (as a multivalued mapping) follow directly from (F1) and (2.31). The proof of the closedness of f˜ (u)
is a direct consequence of the fact that f (x, t) is a closed bounded interval in R for a.e. x ∈ Ω , all t ∈R.
Next, we show that the graph of F is (sequentially) weakly closed in X × X∗ . Assume that {un} and {u∗n} are sequences
in X and X∗ respectively such that
un ⇀ u in X, (2.42)
u∗n ⇀ u∗ in X∗, (2.43)
and
u∗n ∈ F(un), ∀n ∈N. (2.44)
Let us prove that
u∗ ∈ F(u). (2.45)
Since u∗n ∈ i∗q(·) f˜ iq(·)(un), there exists u˜n ∈ f˜ (iq(·)(un)) = f˜ (un) such that u∗n = i∗q(·)(u˜n) = u˜n|X . It follows from (2.42) and the
compactness of the embedding iq(·) that
un → u in Lq(·)(Ω). (2.46)
Hence, from Theorem 2.7 and the growth condition (2.31) that h∗( f˜ (un), f˜ (u)) → 0, and thus
inf
w∗∈ f˜ (u)
∥∥u˜n − w∗∥∥Lq′(·)(Ω) → 0. (2.47)
Consequently, there is a sequence {w∗n} ⊂ f˜ (u) such that ‖u˜n − w∗n‖Lq′(·)(Ω) → 0 (as n → ∞). Since f˜ (u) is bounded in
Lq
′(·)(Ω), by passing to a subsequence if necessary, we can assume that w∗n ⇀ w∗0 in Lq
′(·)(Ω) for some w∗0 ∈ Lq
′(·)(Ω).
Moreover, w∗ ∈ f˜ (u) by the convexity and closedness of f˜ (u). We have0
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∗
0 in L
q′(·)(Ω), (2.48)
and thus,
u∗n = i∗q(·)(u˜n)⇀ i∗q(·)
(
w∗0
)= w∗0∣∣X (weakly) in X∗.
From (2.43), we obtain u∗ = i∗q(·)(w∗0) ∈ i∗q(·) f˜ (u) = F(u), i.e. (2.45) is proved. As a direct consequence of this property, we
see that F(u) is closed in X∗ . Furthermore, from the growth condition (F3), we see that f˜ is bounded from Lq(·)(Ω) into
2L
q′(·)(Ω) and thus F is a bounded mapping from X into K(X∗). Therefore, to prove its pseudomonotonicity, we only need
to check that F is generalized pseudomonotone (in the sense of [2]). Let {un} and {u∗n} be sequences satisfying (2.42)–(2.44)
and let {u˜n} and w∗0 be as above. We have, from (2.46) and (2.48),〈
u∗n,un
〉= 〈i∗q(·)(u˜n),un〉= 〈u˜n,un〉Lq′(·)(Ω),Lq(·)(Ω) → 〈w∗0,u〉Lq′(·)(Ω),Lq(·)(Ω) = 〈i∗q(·)(w∗0),u〉= 〈u∗,u〉.
This limit shows that F is generalized pseudo-monotone and thus pseudo-monotone. 
Some examples
Some examples of multivalued lower order term (1.2) are given by (1.9) and (1.10). In the ﬁrst case of Clarke’s generalized
gradient in (1.9), the upper semicontinuity of the mapping u → f (x,u) = ∂uG(x,u) is a property of Clarke’s generalized
gradients (cf. [6]).
Let us consider now the case where f (x,u) is given by (1.10). Note that f is, in general, not given by Clarke’s generalized
gradient with respect to the second argument of any locally Lipschitz potential function. Assume that
r, s ∈ C(Ω), a,b ∈ L∞(Ω), c,d ∈ Lq′(·)(Ω), (2.49)
and
a(x) b(x), c(x) d(x) for a.e. x ∈ Ω, and 0< r(x) s(x), ∀x ∈ Ω. (2.50)
It is clear that f (x,u) ∈ K(R) for x ∈ Ω , u ∈ R and f satisﬁes condition (F1). To verify the upper semicontinuity of f (x,u)
with respect to u, let x0 ∈ Ω , u0 ∈ R, and B be an open neighborhood of f (x0,u0). We prove that f (x0,u) ⊂ B for all u
suﬃciently close to u0. Assume otherwise that there are sequences {un}, {ξn}, {ηn}, and {ζn} in R such that un → u0 as
n → ∞, ξn ∈ [a(x0),b(x0)], ηn ∈ [q(x0), r(x0)], ζn ∈ [c(x0),d(x0)], and
ξn|un|ηn + ζn /∈ B, (2.51)
for all n ∈ N. By passing to subsequences if necessary, we can assume that ξn → ξ0, ηn → η0, and ζ → ζ0 as n → ∞.
It follows that ξ0 ∈ [a(x0),b(x0)], η0 ∈ [q(x0), r(x0)], ζ0 ∈ [c(x0),d(x0)], and ξn|un|ηn + ζn → ξ0|u0|η0 + ζ0 ∈ f (x0,u0) ⊂ B .
Hence, ξn|un|ηn + ζn ∈ B for all n suﬃciently large, which contradicts (2.51) and therefore proves the upper semicontinuity
of f (x,u) in u.
Lastly, it is clear from (2.49) and (2.50) that f given by (1.10) satisﬁes the growth condition in (2.31) if
s(x) < p∗(x), ∀x ∈ Ω. (2.52)
3. Existence of solutions – coercive case
In this section, we establish various existence theorems for (1.1) assuming coercivity hypotheses, including (F3). First, we
have the following abstract existence result for (1.1) under certain coercivity condition.
Theorem 3.1. Assume A is a maximal monotone operator from X into 2X∗ and K is a closed convex subset of X that satisﬁes (2.29).
Suppose F is given by (1.2) with f satisfying (F1)–(F3).
Assume furthermore the following coercivity condition: There exist u0 ∈ K and R  ‖u0‖ such that D(A)∩ K ∩ BR(0) = ∅ and
〈ξ + η − L,u − u0〉 > 0, (3.1)
for all u ∈ D(A)∩ K with ‖u‖ = R, all ξ ∈ A(u), η ∈ F(u).
Then, the variational inequality (1.1) has a solution, that is, there exist u ∈ D(A)∩ K , ξ ∈ A(u), and η ∈ F(u) such that
〈ξ + η, v − u〉 〈L, v − u〉, ∀v ∈ K . (3.2)
Proof. We shall use for the proof a general existence result in [21, Theorem 2.2]. From Proposition 2.6, F is pseudomonotone
from X into K(X∗). Also, as in the single-valued case, it follows from (2.31) that f˜ is a bounded (multivalued) operator
from Lq(·)(Ω) into Lq′(·)(Ω) and thus F is bounded from X into K(X∗). Assume now that (3.1) holds. Let I K be the indicator
function of K ,
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{
0 if u ∈ K ,
∞ if u /∈ K ,
and ∂ I K its subdifferential in the sense of convex analysis. Note that D(∂ I K ) = D(I K ) = K and condition (2.29) is the same
as [D(A)]◦ ∩ D(∂ I K ) = ∅ or D(A) ∩ [D(∂ I K )]◦ = ∅. It follows from this condition that A + ∂ I K is also maximal monotone
and
D(A + ∂ I K ) = D(A)∩ K . (3.3)
We apply Theorem 2.2 in [21] with the maximal monotone operator A + ∂ I K and the pseudomonotone operator F . It
follows from (3.3) and our assumptions that D(A + ∂ I K )∩ BR(0) = D(A)∩ K ∩ BR(0) = ∅. Let u ∈ D(A) ∩ K with ‖u‖ = R .
Assume η ∈ F(u) and ζ = ξ + l ∈ (A+ ∂ I K )(u) where ξ ∈ A(u) and l ∈ ∂ I K (u). Since u0 ∈ K , we have 〈l,u0 − u〉 0. Hence,
from (3.1),
〈ζ + η − L,u − u0〉 〈ξ + η − L,u − u0〉 > 0.
According to that theorem in [21], there exist u ∈ D(A + ∂ I K ) = D(A) ∩ K , ξ ∈ A(u), l ∈ (∂ I K )(u), and η ∈ F(u) such that
ξ + l + η − L = 0, i.e. l = L − ξ − η. This implies that
〈L − ξ − η, v − u〉 0, ∀v ∈ K ,
which is the same as (3.2). 
As a consequence of Theorem 3.1, we have the following existence theorems for (3.2) in which (3.1) is replaced by
coercivity conditions which are more restrictive but usually easier to verify. We refer to Corollary 2.3 in [21] for some other
particular conditions.
Corollary 3.2. Let A, F , and K satisfy conditions (2.29), (1.2), and (F1)–(F3). Assume D(A)∩ K = ∅ and for some u0 ∈ K ,
(a) lim inf‖u‖→∞,u∈K [infξ∈A(u),η∈F(u)〈ξ + η − L,u − u0〉] > 0, or in particular,
(b) lim‖u‖→∞,u∈K [infξ∈A(u),η∈F(u)〈ξ + η − L,u − u0〉] = ∞, or,
(c) lim‖u‖→∞,u∈K [infξ∈A(u),η∈F(u) 〈ξ+η,u−u0〉‖u‖ ] = ∞.
Then, (3.2) has solutions.
Remark 3.3. Regarding condition (2.29) and the above examples of A, we note that when A is given by (1.3) with A
satisfying (A1)–(A4) then D(A) = X and therefore (2.29) is fulﬁlled. On the other hand, if A is given by (1.4) and (1.5) then
condition (2.29) can be relaxed to the more general condition D(A) ∩ K = ∅ and we thus have the following version of
Theorem 3.1 in that particular case.
Corollary 3.4. Assume A is given by (1.4) and (1.5) and that there exist u0 ∈ D( J )∩ K and R > ‖u0‖ such that
D
(
∂( J + I K )
)∩ BR(0) = ∅, (3.4)
and
〈η − L,u − u0〉 + J (u) > J (u0), (3.5)
for all u ∈ D( J )∩ K with ‖u‖ = R, all η ∈ F(u). Then, the variational inequality (1.8) has a solution, that is, there exist u ∈ D(∂( J +
I K ))(⊂ D( J )∩ K ) and η ∈ F(u) such that
〈η − L, v − u〉 + J (v)− J (u) 0, ∀v ∈ K . (3.6)
This corollary follows directly from Corollary 2.6, [21].
In the rest of this section, we consider some more concrete suﬃcient conditions for the above general coercivity as-
sumptions. Variants of such conditions are usually easier to verify and thus appeared in various existence theorems for
many classes of partial differential equations or partial differential inclusions and inequalities. Assume there are α > 1,
D1, D2 > 0, and u0 ∈ X such that
〈ξ,u − u0〉 D1
∥∥|∇u|∥∥αLp(·)(Ω) − D2, (3.7)
for all u ∈ K , all ξ ∈ A(u). Let Γ be a measurable subset of ∂Ω with positive (surface) measure and let W 1,p(·)Γ (Ω) =
{u ∈ W 1,p(·)(Ω): u|∂Ω = 0 a.e. on Γ }. It is clear that W 1,p(·)(Ω) is a closed subspace of X and is thus a reﬂexive (andΓ
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1,p(·)
Γ (Ω)
(cf. Lemma 3.1, [21]), that on W 1,p(·)Γ (Ω) this restricted norm is equivalent to the norm u → ‖|∇u|‖Lp(·)(Ω) .
Assume that
f = g + h, (3.8)
where g,h : Ω ×R → K(R) are multivalued functions (with closed interval values) that both satisfy (F1)–(F3) and moreover,
g(x, ·) is monotone from R to K(R) for a.e. x ∈ Ω, (3.9)
and there are β ∈ C(Ω) with 1 β−  β+ <α, a4 ∈ Lβ ′(·)(Ω), and b4 ∈ [0,∞) such that
sup
{|v|: v ∈ h(x,u)} a4(x)+ b4|u|β(x)−1, for a.e. x ∈ Ω, all u ∈R. (3.10)
Theorem 3.5. Assume A and F satisfy (3.7)–(3.10). Let H be a (ﬁxed) function in W 1,p(·)(Ω) and K be a closed convex subset of
H + W 1,p(·)Γ (Ω) = {u ∈ W 1,p(·)(Ω): u = H a.e. on Γ } that satisﬁes (2.29).
Then the variational inequality (3.2) has solutions.
Proof. Let us the coercivity condition (b) in Corollary 3.2. Let η = η˜+η ∈ F(u) where η˜ ∈ G(u) and η ∈ H(u), where G and
H are deﬁned from g and h the same way F is deﬁned from f . We have η˜ = i∗q w˜iq and η = i∗q wˆiq , where w˜ ∈ g˜(x,u) and
w ∈ h˜(x,u). Assume w˜0 ∈ g˜(x,u0), w0 ∈ h˜(x,u0), and η0 = η˜0 + η0 ∈ F(u0), where η˜0 = i∗q(·) w˜0iq(·) and η0 = i∗q(·)w0iq(·) . In
what follows, we consider u ∈ K and use Ci ’s for positive, generic constants that do not depend on u. We have
〈η˜,u − u0〉 =
∫
Ω
(w˜ − w˜0)(u − u0)dx+
∫
Ω
w˜0(u − u0)dx

∫
Ω
w˜0(u − u0)dx
−‖w˜0‖Lq′(·)(Ω)
(‖u‖Lq(·)(Ω) + ‖u0‖Lq(·)(Ω))
 C4‖u‖ − C5. (3.11)
From (3.10),
∣∣〈η,u − u0〉∣∣=
∫
Ω
w0(u − u0)dx

∫
Ω
(
a4 + b4|u|β(x)−1
)(|u| + |u0|)dx
 C6 + C7‖u‖β+ + C8‖u‖. (3.12)
Also,
∣∣〈L,u − u0〉∣∣ ‖L‖∗(‖u‖ + ‖u0‖). (3.13)
For u ∈ K , since u − u0 ∈ W 1,p(·)Γ (Ω), we have from Poincaré’s inequality for W 1,p(·)Γ (Ω) (Lemma 3.1, [21]) that∥∥|∇u|∥∥Lp(·)(Ω)  C9‖u‖ − C10, ∀u ∈ K . (3.14)
Combining (3.7) with the estimates in (3.11)–(3.14) yields
〈ξ + η − L,u − u0〉 D1‖u‖α − C11‖u‖q+ − C12‖u‖ − C13, (3.15)
for all u ∈ K , ξ ∈ A(u), η ∈ F(u). Since α >max{1,q+}, (3.15) implies the coercivity condition in Corollary 3.2(b) and thus
the existence of solutions of (3.2). 
Let us conclude this section with some remarks and examples of the abstract conditions in the above theorems.
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(a) Related to the ellipticity condition (3.7), we note that if A is given by (1.3) with A satisfying the following condition:
(A5) There exist a2 ∈ L1(Ω) and b2 ∈ (0,∞) such that for a.e. x ∈ Ω , all ξ ∈ RN ,
ξ∗ξ  b2|ξ |p(x) − a2(x), ∀ξ∗ ∈ A(x, ξ), (3.16)
then A satisﬁes (3.7) with α = p− .
In fact, let u ∈ D(A) and ξ ∈ A(u). Assume ξ∗ ∈ A˜(∇u) corresponds to ξ by (2.3), i.e., ξ = ξˆ∗ . We have 〈ξ,u〉 = 〈ξˆ∗,u〉 =∫
Ω
ξ∗∇u dx b2
∫
Ω
|∇u|p(x) dx− ‖a2‖L1(Ω) . Let u0 ∈ K . Given any ε > 0, it follows from (A4) and Young’s inequality with ε
that there are C14 = C14(ε), C15 > 0 such that∣∣∣∣
∫
Ω
ξ∗∇u0 dx
∣∣∣∣ ε
∫
Ω
|∇u|p(x) dx+ C14(ε)
∫
Ω
|∇u0|p(x) dx+ C15.
By choosing ε = b2/2, we see that∫
Ω
ξ∗∇(u − u0)dx b2
2
∫
Ω
|∇u|p(x) dx− C16. (3.17)
Since
∫
Ω
|∇u|p(x) dx ‖|∇u|‖p−
Lp(·)(Ω) − 1 for all u ∈ X , we obtain from (3.17) that
〈ξ,u − u0〉 =
∫
Ω
ξ∗∇(u − u0)dx b2
2
∥∥|∇u|∥∥p−Lp(·)(Ω) − C17,
for all u ∈ X , all ξ ∈ A(u), i.e. (3.7) holds with α = p− . We also note that in this particular case, Theorem 3.5 is an extension
of Theorem 3.2 in [21] to the case of set-valued operators.
(b) In the second particular case where A is given by (1.4)–(1.5) then condition (3.7) holds true if
J (u) D1
∥∥|∇u|∥∥αLp(·)(Ω) − D2, ∀u ∈ K . (3.18)
In fact, let u0 be any (ﬁxed) element of D( J ) and let u ∈ D(∂ J ) = D(A). For ξ ∈ A(u) = ∂ J (u), we have J (u0)− J (u)
〈ξ,u0 − u〉 and thus 〈ξ,u − u0〉 J (u)− J (u0) D1‖|∇u|‖αLp(·)(Ω) − (D2 + J (u0)). We obtain again (3.7).
(c) Note that in the case K ⊂ H + W 1,p(·)Γ (Ω) as above, (3.7) is also fulﬁlled if A is strongly monotone in the following
sense: There exist α > 1 and D1 > 0 such that for all u,u′ ∈ K , all ξ ∈ A(u), ξ ′ ∈ A(u′),〈
ξ − ξ ′,u − u′〉 D1∥∥|∇u| − ∣∣∇u′∣∣∥∥αLp(·)(Ω). (3.19)
In fact, ﬁx u0 ∈ K ∩ D(A) and ξ0 ∈ A(u0). For any u ∈ K ∩ D(A) and ξ ∈ A(u), we have for some D2 > 0 (independent of u),
〈ξ,u − u0〉 D1
∥∥|∇u| − |∇u0|∥∥αLp(·)(Ω) + 〈ξ0,u − u0〉
 D1
∥∥|∇u|∥∥αLp(·)(Ω) − D2 − ‖ξ0‖Lp′(·)(Ω)‖u − u0‖Lp(·)(Ω).
Since u−u0 ∈ W 1,p(·)Γ (Ω), from the Poincaré inequality for W 1,p(·)Γ (Ω), there is D3 > 0 such that ‖u−u0‖Lp(·)(Ω)  D3‖|∇u−∇u0|‖Lp(·)(Ω)  D3(‖|∇u|‖Lp(·)(Ω) + ‖|∇u0|‖Lp(·)(Ω)). Hence,
〈ξ,u − u0〉 D1
∥∥|∇u|∥∥αLp(·)(Ω) − D4∥∥|∇u|∥∥Lp(·)(Ω) − D5, (3.20)
for some D4, D5 > 0 (independent of u). Since α > 1, (3.20) implies (3.7).
(d) If K is a closed and convex subset of W 1,p(·)(Ω) (not in H +W 1,p(·)Γ (Ω)) then A needs to satisfy a stronger ellipticity
condition such as
〈ξ,u − u0〉 D1‖u‖αW 1,p(·)(Ω) − D2, ∀u ∈ K , ξ ∈ A(u), (3.21)
for some u0 ∈ X , D1, D2 > 0, α > 1, for Theorem 3.5 to hold. In fact, if (3.21) is assumed instead of (3.7), then the conclusion
of Theorem 3.5 still holds if F satisﬁes (3.8)–(3.10) and K is any closed and convex subset of W 1,p(·)(Ω). Moreover, if
K ⊂ H + W 1,p(·)Γ (Ω) then (3.7) and (3.21) are equivalent.
(e) Assume A = A1 + A2, where A1 and A2 are maximal monotone operators with{[
D(A1)
]◦ ∩ D(A2)}∪ {[D(A2)]◦ ∩ D(A1)} = ∅. (3.22)
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〈ξ1,u − u0〉 D1
∥∥|∇u|∥∥α1Lp(·)(Ω) − E1, ∀u ∈ K , ξ1 ∈ A1(u), (3.23)
and A2 satisﬁes a corresponding condition for u:
〈ξ2,u − u0〉 D2‖u‖α2Lp(·)(Ω) − E2, ∀u ∈ K , ξ2 ∈ A2(u), (3.24)
for some u0 ∈ X , α2 > 1, and D2, E2 > 0. In this setting, A1 can be given by a multivalued integral containing ∇u as in (1.3)
(Type I) or by subdifferential of a convex functional as in (1.4) (Type II). On the other hand, A2 can also be deﬁned by a
multivalued integral containing u (Type I) or by a subdifferential of a convex functional (Type II). Note that A can be a sum
of A1 and A2 of different types. Concerning the hypotheses on A2, in the ﬁrst case, we assume that
〈A2(u), v〉=
∫
Ω
B(x,u)v dx, ∀u, v ∈ X,
where B has the following properties:
(B1) B : Ω ×R → K (R) is graph measurable.
(B2) For a.e. x ∈ Ω , B(x, ·) : R → R is monotone, i.e., for all u1,u2 ∈ R, all u∗1 ∈ B(x,u1), u∗2 ∈ B(x,u2), we have (u∗1 −
u∗2)(u1 − u2) 0.
(B3) For a.e. x ∈ Ω , B(x, ·) has closed graph.
(B4) There are γ ∈ C(Ω) with p(x) γ (x) < p∗(x), ∀x ∈ Ω , and a1 ∈ Lγ ′(·)(Ω), b1 > 0 such that
sup
{|v|: v ∈ B(x,u)} a1(x)+ b1|u|γ (x)−1, for a.e. x ∈ Ω, all u ∈R.
Using arguments similar to those in the proof of Lemma 2.2, we can prove that the graph of A2 is closed in X × X∗
with respect to the strong–weak topology (in fact, with respect to the weak–weak topology). From Proposition 2.5 and the
boundedness of A2 on X (cf. (B4)), we see, as in the proof of Proposition 2.1, that A2 is a monotone and also regular
generalized monotone mapping on X (in the sense of [2]). Hence, A2 is maximal monotone. Furthermore, since D(A2) = X ,
condition (3.22) is fulﬁlled and thus A is also a maximal monotone mapping with D(A) = D(A1). We also note that
A2 satisﬁes (3.24) if there are a2 ∈ L1(Ω) and b2 ∈ (0,∞) such that u∗u  b2|u|γ (x) − a2(x) for a.e. x ∈ Ω , all u ∈ R, all
u∗ ∈ B(x,u), where γ is as in (B4).
In the second case of operators A2 of Type II,
A2 = ∂ j, (3.25)
where j : X → R∪ {∞} is a convex, lower semicontinuous functional, which can be given by
j(u) =
∫
Ω
ψ(x,u)dx, (3.26)
where ψ : Ω ×R→R∪{∞} is a Carathéodory function such that ψ(x, ·) is convex and lower semicontinuous for a.e. x ∈ Ω .
As above, we see that if A2 is given by (3.25), then (3.24) is satisﬁed if j has the following growth:
j(u) D3‖u‖α2Lp(·)(Ω) − E3, ∀u ∈ K. (3.27)
If j is given by (3.26) then this estimate holds if ψ(x,u)  D4|u|p(x) − E4(x) for a.e. x ∈ Ω , all u ∈ R, where D4 > 0 and
E4 ∈ L1(Ω).
Remark 3.6. The above theorems and corollaries give more examples for the abstract results proved in [21]. They seem new
and interesting even in the case of variational inequalities in regular Sobolev spaces (with constant exponents).
4. Noncoercive case – sub-supersolution approach
In cases where A only satisﬁes (3.7) instead of (3.21), or K is not a subset of H + W 1,p(·)Γ (Ω) (such as in problems
with boundary conditions other than Dirichlet), or F does not have a “sub-linear” growth as in (3.10), then the coercivity
conditions in Theorem 3.1 or Corollaries 3.2 and 3.4 may not hold. In such cases, other approaches are needed to study the
solvability of (1.1).
In this section, we consider a sub-supersolution method for problem (1.1). Following this approach, we can study the
existence and some other qualitative properties of solutions of (1.1) under a coercivity condition on A even weaker than
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in H + W 1,p(·)Γ (Ω)).
We shall present in this section some general conditions on the principal operator A and the lower order term F (both
multivalued and are not in general derivatives in any sense of other potential functionals) under which the machinery of
truncation-regularization of the sub-supersolution approach for nonsmooth problems developed recently in can be imple-
mented. Therefore, the results here, even when restricted to Sobolev spaces with constant coeﬃcients, generalize and unify
several results presented previously in our works in e.g. [18,3] and the references therein.
Let (X,‖ · ‖) be as in Sections 2 and 3. Assume A : X → 2X∗ is a maximal monotone operator and K is a closed, convex
subset of X that satisﬁes (2.29). We assume in this section the following “positively” monotone property on A:
For all u1,u2 ∈ D(A), all ξ1 ∈ A(u1), ξ2 ∈ A(u2), we have〈
ξ1 − ξ2, (u1 − u2)+
〉
 0. (4.1)
Furthermore, we assume the following ellipticity condition: There exist u0 ∈ K , α > 1, 1  γ < (p∗)− , q ∈ C(Ω), 1 
q(x) < p∗(x), ∀x ∈ Ω , and D1, D2, D3 > 0 such that
〈ξ,u − u0〉 D1
∥∥|∇u|∥∥αLp(·)(Ω) − D2‖u‖γLq(·)(Ω) − D3, (4.2)
for all u ∈ K ∩ D(A), all ξ ∈ A(u). Assume that F is given by (1.2) with f satisfying (F1)–(F2). Note that we do not even
assume the sub-critical growth condition (F3) here. We have the following deﬁnitions of solutions and sub-supersolutions
of (1.1).
Deﬁnition 4.1. (a) A function u ∈ D(A)∩ K is called a solution of (1.1) if there are ξ ∈ A(u) and
q ∈ C(Ω), 1< q(x) < p∗(x), ∀x ∈ Ω, (4.3)
and η ∈ Lq′(·)(Ω) such that
η(x) ∈ f (x,u(x)) for a.e. x ∈ Ω, (4.4)
and
〈ξ, v − u〉 +
∫
Ω
η(v − u)dx− 〈L, v − u〉 0, ∀v ∈ K . (4.5)
(b) A function u ∈ D(A) (resp. u ∈ D(A)) is called a subsolution (resp. supersolution) of (1.1) if there are ξ ∈ A(u) (resp.
ξ ∈ A(u)), q ∈ C(Ω) satisfying (4.3), and
η ∈ Lq′(·)(Ω) (4.6)
(resp. η ∈ Lq′(·)(Ω)) such that
η(x) ∈ f (x,u(x)) for a.e. x ∈ Ω (4.7)
(resp. η(x) ∈ f (x,u(x)) for a.e. x ∈ Ω), and
〈ξ, v − u〉 +
∫
Ω
η(v − u)dx− 〈L, v − u〉 0, ∀v ∈ u ∧ K (4.8)
(resp.
〈ξ, v − u〉 +
∫
Ω
η(v − u)dx− 〈L, v − u〉 0, ∀v ∈ u ∨ K ). (4.9)
We have the following general existence and enclosure theorem for solutions of (1.1) if sub- and supersolutions exist and
f has a local growth between sub- and supersolutions.
Theorem 4.2. Assume that A satisﬁes the positive monotone condition (4.1) and the ellipticity condition (4.2). Let ui (i = 1, . . . ,k) be
subsolutions and u j ( j = 1, . . . ,m) be supersolutions of (1.1) such that
u = max{ui: i = 1, . . . ,k} u = min{u j: j = 1, . . . ,m} a.e. on Ω, (4.10)
and ui ∨ K ⊂ K , u j ∧ K ⊂ K , for all i ∈ {1, . . . ,k}, j ∈ {1, . . . ,m}.
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sup
{|v|: v ∈ f (x,u)} a5(x), (4.11)
for a.e. x ∈ Ω , all u ∈ [u(x),u(x)].
Then, there exists a solution u of (1.1) such that
u  u  u a.e. on Ω. (4.12)
Proof. First, note that by increasing q(x) appropriately, to simplify the notation we can assume without loss of generality
that the functions q(x) in the deﬁnitions of ui (1 i  k) and u j (1 j m) in Deﬁnition 4.1 and in the growth condition
(4.11), are the same. Moreover, by increasing q, we can assume that q(x)  p(x), ∀x ∈ Ω and q− > γ where γ is given
in (4.2).
The following arguments are combinations of those in [20] and [23], with adaptations and extensions needed in our
general situation here. For i ∈ {1, . . . ,k} and j ∈ {1, . . . ,m}, let ξ i , ηi , and ξ j , η j be the functions associated with ui and
u j as in Deﬁnition 4.1(b). As in [23], we deﬁne the truncation function f0 of f as follows: Let Ω1 = {x ∈ Ω: u(x) = u1(x)},
Ω1 = {x ∈ Ω: u(x) = u1(x)}, and Ωi = {x ∈ Ω \⋃i−1l=1 Ωl: u(x) = ui(x)}, Ω j = {x ∈ Ω \⋃ j−1l=1 Ωl: u(x) = u j(x)} for i = 2, . . . ,k,
j = 2, . . . ,m. Next, we deﬁne
η =
k∑
i=1
ηiχΩi and η =
m∑
j=1
η jχΩ j ,
where χA is the characteristic function of A(⊂ Ω). From their deﬁnitions, we have η,η ∈ Lq′(·)(Ω) and furthermore, η(x) ∈
f (x,u(x)) and η(x) ∈ f (x,u(x)) for a.e. x ∈ Ω .
Let f0 : Ω ×R→ 2R be deﬁned by
f0(x,u) =
⎧⎨
⎩
{η(x)} if u < u(x),
f (x,u) if u(x) u  u(x),
{η(x)} if u > u(x).
Then, as in [23], we can prove that f0 satisﬁes (F1) and (F2). Moreover, it follows from (4.11) and the deﬁnition of f0 that
sup
{|v|: v ∈ f0(x,u)} a5(x)+ ∣∣η(x)∣∣+ ∣∣η(x)∣∣, for a.e. x ∈ Ω, all u ∈R, (4.13)
where a5 + |η| + |η| ∈ Lq′(·)(Ω). In particular, f0 satisﬁes (2.30)–(2.31) in condition (F3) with b3 = 0 and a3 = a5 + |η| + |η|.
The truncation-regularization function b is deﬁned as in [20]:
b(x,u) =
⎧⎨
⎩
[u − u(x)]q(x)−1 if u > u(x),
0 if u(x) u  u(x),
−[u(x)− u]q(x)−1 if u < u(x), for x ∈ Ω,u ∈R.
(4.14)
Since u,u ∈ W 1,p(·)(Ω)(↪→ Lq(·)(Ω)), we see that∣∣b(x,u)∣∣ a6(x)+ b6|u|q(x)−1, (4.15)
for a.e. x ∈ Ω , all u ∈ R, where a6 ∈ Lq′(·)(Ω) and b6 > 0. This implies that the mapping B : Lq(·)(Ω) → Lq′(·)(Ω)(=
[Lq(·)(Ω)]∗) given by 〈B(u), v〉 = ∫
Ω
b(x,u)v dx (u, v ∈ Lq(·)(Ω)), is continuous and bounded. Moreover, thanks to the com-
pactness of the embedding iq(·) : X ↪→ Lq(·)(Ω), the mapping i∗q(·)Biq(·) : X → X∗ is bounded and completely continuous.
As a consequence, we can prove (see [20]) that i∗q(·)Biq(·) is pseudomonotone from X into X∗ and furthermore, there are
a7,b7 > 0 such that〈
i∗q(·)Biq(·)(u),u
〉= 〈B(u),u〉Lq′(·)(Ω),Lq(·)(Ω)
=
∫
Ω
b(x,u)u dx
 b7
∫
Ω
|u|q(x) dx− a7, ∀u ∈ X . (4.16)
For i ∈ {1, . . . ,k} and j ∈ {1, . . . ,m}, we deﬁne Ti(x,u) = |ηi(x) − η(x)|σ( u−ui(x)u(x)−ui(x) ), and T j(x,u) = |η j(x) − η(x)|[1 −
σ( u−u(x) )], whereu j(x)−u(x)
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⎧⎨
⎩
1, s 0,
1− s, 0 s 1,
0, s 1.
Straightforward calculations show that Ti(·,u), T j(·,u) ∈ Lq′(·)(Ω) whenever u ∈ Lq(·)(Ω) and 0  Ti(x,u)  |ηi(x) − η(x)|,
0 T j(x,u) |η j −η(x)| for a.e. x ∈ Ω , all u ∈R. It follows that Ti : u → Ti(·,u), T j : u → T j(·,u) (1 i  k,1 j m) are
bounded and continuous operators from Lq(·)(Ω) to Lq′(·)(Ω). Hence, i∗q(·)Ti iq(·) and i∗q(·)T j iq(·) are completely continuous
and are thus (single-valued) pseudomonotone operators from X into X∗ .
Let us consider the following auxiliary variational inequality: Find u ∈ D(A)∩ K and ξ ∈ A(u), η ∈ Lq(·)(Ω) such that
η(x) ∈ f0
(
x,u(x)
)
for a.e. x ∈ Ω, (4.17)
and
〈ξ, v − u〉 +
∫
Ω
η(v − u)dx+
∫
Ω
b(x,u)(v − u)dx
−
k∑
i=1
∫
Ω
Ti(x,u)(v − u)dx+
m∑
j=1
∫
Ω
T j(x,u)(v − u)dx− 〈L, v − u〉 0, ∀v ∈ K . (4.18)
The above inequality is equivalent to the following variational inequality: Find u ∈ D(A) ∩ K , ξ ∈ A(u), and η˜ = i∗q(·)ηiq(·) ∈
(i∗q(·) f˜0iq(·))(u) such that〈
ξ + η˜ + [i∗q(·)Biq(·)](u)−
k∑
i=1
[
i∗q(·)Ti iq(·)
]
(u)+
m∑
j=1
[
i∗q(·)T j iq(·)
]
(u)− L, v − u
〉
 0, ∀v ∈ K . (4.19)
This variational inequality is equivalent to ﬁnding u ∈ D(A + ∂ I K ) = D(A) ∩ K , ξ ∈ A(u), l ∈ (∂ I K )(u), and η˜ = i∗q(·)ηiq(·) ∈
(i∗q(·) f˜0iq(·))(u) such that
ξ + l + η˜ + [i∗q(·)Biq(·)](u)−
k∑
i=1
[
i∗q(·)Ti iq(·)
]
(u)+
m∑
j=1
[
i∗q(·)T j iq(·)
]
(u)− L = 0 (4.20)
in X∗ . We observe that A + ∂ I K is maximal monotone and i∗q(·) f˜0iq(·) + i∗q(·)Biq(·) −
∑k
i=1[i∗q(·)Ti iq(·)] +
∑m
j=1[i∗q(·)T j iq(·)] − L
is (multivalued) pseudomonotone, bounded, with domain being the whole space X .
To apply the existence result in Corollary 2.3, [21], we only need to check the following coercivity condition: There exists
u0 ∈ X such that
lim‖u‖→∞,u∈D(A)∩K
[
inf
ξ∈A(u), l∈∂ I K (u), η˜∈[i∗q(·) f˜0iq(·)](u)
〈
ξ + l + η˜ + [i∗q(·)Biq(·)](u)−
k∑
i=1
[
i∗q(·)Ti iq(·)
]
(u)
+
m∑
j=1
[
i∗q(·)T j iq(·)
]
(u)− L,u − u0
〉]
= ∞. (4.21)
Let u0 be given in (4.2). For any u ∈ D(A)∩ K , any l ∈ (∂ I K )(u), we have 0 = I K (u0)− I K (u) 〈l,u0 − u〉, i.e., 〈l,u− u0〉 0.
Hence, to prove (4.21), one only needs to show that
inf
ξ∈A(u),η˜∈[i∗q(·) f˜0iq(·)](u)
〈
ξ + η˜ + [i∗q(·)Biq(·)](u)−
k∑
i=1
[
i∗q(·)Ti iq(·)
]
(u)+
m∑
j=1
[i∗q(·)T j iq(·)](u)− L,u − u0
〉
→ ∞ (4.22)
as ‖u‖ → ∞, u ∈ D(A)∩ K . Let η˜ = i∗q(·)ηiq(·) ∈ [i∗q(·) f˜0iq(·)](u), where η ∈ f˜0(u). It follows from (4.13) that∣∣〈η˜,u − u0〉∣∣ (‖a5‖Lq′(·)(Ω) + ‖η‖Lq′(·)(Ω) + ‖η‖Lq′(·)(Ω))(‖u‖Lq(·)(Ω) + ‖u0‖Lq(·)(Ω))
 C18‖u‖Lq(·)(Ω) + C19. (4.23)
From (4.15) and (4.16), by applying Hölder’s and Young’s inequalities (with ε), we get
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i∗q(·)Biq(·)
]
(u),u − u0
〉
 b7
∫
Ω
|u|q(x) dx− a7 −
∫
Ω
(
a6 + b6|u|q(x)−1
)|u0|dx
 b7
2
∫
Ω
|u|q(x) dx− C20. (4.24)
On the other hand, we have for any i ∈ {1, . . . ,k},
∣∣〈[i∗q(·)Ti iq(·)](u),u − u0〉∣∣=
∣∣∣∣
∫
Ω
Ti(x,u)(u − u0)dx
∣∣∣∣ ‖ηi − η‖Lq′(·)(Ω)(‖u‖Lq(·)(Ω) + ‖u0‖Lq(·)(Ω)).
Hence,
k∑
i=1
∣∣〈[i∗q(·)Ti iq(·)](u),u − u0〉∣∣ C21‖u‖Lq(·)(Ω) + C22. (4.25)
Similarly,
m∑
j=1
∣∣〈[i∗q(·)T j iq(·)](u),u − u0〉∣∣ C23‖u‖Lq(·)(Ω) + C24. (4.26)
Lastly, ∣∣〈L,u − u0〉∣∣ C25‖u‖W 1,p(·)(Ω) + C26. (4.27)
Combining (4.2) with (4.23)–(4.27), we see that for any u ∈ D(A)∩ K , ξ ∈ A(u), η˜ ∈ [i∗q(·) f˜0iq(·)](u),〈
ξ + η˜ + [i∗q(·)Biq(·)](u)−
k∑
i=1
[
i∗q(·)Ti iq(·)
]
(u)+
m∑
j=1
[
i∗q(·)T j iq(·)
]
(u)− L,u − u0
〉
 D1
∥∥|∇u|∥∥αLp(·)(Ω) − D2‖u‖γLq(·)(Ω) + b72
∫
Ω
|u|q(x) dx
− (C18 + C21 + C23)‖u‖Lq(·)(Ω) − C25‖u‖W 1,p(·)(Ω) − (C20 + D3 + C19 + C22 + C24 + C26).
Since
∫
Ω
|u|q(x) dx ‖u‖q−
Lq(·)(Ω) − 1 and
‖u‖W 1,p(·)(Ω)  C27
(∥∥|∇u|∥∥Lp(·)(Ω) + ‖u‖Lq(·)(Ω)), (4.28)
we have〈
ξ + η˜ + [i∗q(·)Biq(·)](u)−
k∑
i=1
[
i∗q(·)Ti iq(·)
]
(u)+
m∑
j=1
[
i∗q(·)T j iq(·)
]
(u)− L,u − u0
〉
 D1
∥∥|∇u|∥∥αLp(·)(Ω) − D2‖u‖γLq(·)(Ω) + b72 ‖u‖q−Lq(·)(Ω) − C28
∥∥|∇u|∥∥Lp(·)(Ω) − C29‖u‖Lq(·)(Ω) − C30.
Since q− > γ and α,q− > 1, (4.28) and the above estimate prove (4.22).
It follows from Corollary 2.3 in [21] that there exist u, ξ , and η satisfying (4.17)–(4.18). In the next step, we show that
us  u  ur a.e. on Ω, (4.29)
for all s ∈ {1, . . . ,k}, all r ∈ {1, . . . ,m}. In fact, let s ∈ {1, . . . ,k}. By putting v = us ∨ u = u + (us − u)+ ∈ K into (4.18), we
obtain
〈
ξ, (us − u)+
〉+ ∫
Ω
η(us − u)+ dx+
∫
Ω
b(x,u)(us − u)+ dx
−
k∑
i=1
∫
Ti(x,u)(us − u)+ dx+
m∑
j=1
∫
T j(x,u)(us − u)+ dx−
〈
L, (us − u)+
〉
 0. (4.30)Ω Ω
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(4.8). Letting v = us − (us − u)+ = us ∧ u ∈ us ∧ K in (4.8) (with us , ξ s , and ηs) yields
−〈ξ s, (us − u)+〉−
∫
Ω
ηs(us − u)+ dx+
〈
L, (us − u)+
〉
 0. (4.31)
Adding (4.30) and (4.31) gives us
〈
ξ − ξ s, (us − u)+
〉+ ∫
Ω
(η − ηs)(us − u)+ dx+
∫
Ω
b(x,u)(us − u)+ dx
−
k∑
i=1
∫
Ω
Ti(x,u)(us − u)+ dx+
m∑
j=1
∫
Ω
T j(x,u)(us − u)+ dx 0. (4.32)
From (4.1), we have〈
ξ − ξ s, (us − u)+
〉
 0. (4.33)
At x ∈ Ω such that us > u(x), since us(x) u(x) u(x), we have∫
Ω
T j(x,u)(us − u)+ dx =
∫
{x∈Ω: us(x)>u(x)}
T j(x,u)(us − u)dx = 0,
for all j ∈ {1, . . . ,m}. Furthermore, η(x) ∈ {η(x)}, i.e., η(x) = η(x). Also, for such x, we have Ts(x,u(x)) = |ηs(x)− η(x)| and∫
Ω
Ti(x,u)(us − u)+ dx 0, ∀i ∈ {1, . . . ,k}.
Therefore,∫
Ω
(η − ηs)(us − u)+ dx−
k∑
i=1
∫
Ω
Ti(x,u)(us − u)+ dx

∫
Ω
(η − ηs)(us − u)+ dx−
∫
Ω
Ts(x,u)(us − u)+ dx
=
∫
{x∈Ω: us(x)>u(x)}
{[
η(x)− ηs(x)
]− ∣∣η(x)− ηs(x)∣∣}[us(x)− u(x)]dx
 0.
Combining the above inequalities, we obtain
0
∫
Ω
b(x,u)(us − u)+ dx =
∫
{x∈Ω: us(x)>u(x)}
b(x,u)(us − u)dx.
From (4.14), if us(x) > u(x) then u > u(x) and b(x,u(x)) = −[u(x) − u(x)]q(x)−1. Hence, 0  −
∫
{x∈Ω: us(x)>u(x)}[u(x) −
u(x)]q(x)−1[us(x) − u(x)]dx. Since u(x) − u(x) > 0 and us(x) − u(x) > 0 on the set {x ∈ Ω: us(x) > u(x)}, this inequality
implies that this set has measure 0, which means that u(x)  us(x) for a.e. x ∈ Ω . The second inequality in (4.29) is
proved by the same way. As a consequence of (4.29), we see that u  u  u a.e. in Ω , which in its turn implies that
b(·,u) = Ti(·,u) = T j(·,u) = 0 a.e. in Ω for any i ∈ {1, . . . ,k}, j ∈ {1, . . . ,m}, and also f0(x,u(x)) = f (x,u(x)) for a.e. x ∈ Ω .
This shows that u satisﬁes (4.4) and (4.5), i.e., u is a solution of (1.1). 
From this basic existence and enclosure theorem we are ready to derive other qualitative properties of solutions of (1.1)
such as the directedness of the solution set between sub- and supersolutions and the existence of extremal solutions. The
proofs of these properties are similar to and in some places are just combinations of the corresponding arguments in the
case of single-valued mappings in variable exponent Sobolev spaces in [20] with those in the case of multivalued mappings
in regular Sobolev spaces in [23] and those presented above. Therefore, we just state the results here.
Let ui (i ∈ {1, . . . ,k}) and u j ( j ∈ {1, . . . ,m}) be sub- and supersolutions of (1.1) that satisfy (4.10) and (4.11). From
Theorem 4.2, the set S of all solutions of (1.1) between u and u is nonempty. Some further properties of S are given in the
following theorem.
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(a) S is a closed and bounded subset of X . If A is of class (S)+ then S is compact in X.
(b) If
S ∧ K ⊂ K (resp. S ∨ K ⊂ K ), (4.34)
then all u ∈ S are subsolutions (resp. supersolutions) of (1.1) in the sense of Deﬁnition 4.1. Moreover, S is directed downward
(resp. upward), that is, if u1,u2 ∈ S then there is u ∈ S such that
u  u1 ∧ u2 (resp. u  u1 ∨ u2). (4.35)
(c) If both inclusions in (4.34) hold then S has the least and greatest elements, i.e., there are (unique) u∗ and u∗ in S such that
u∗  u  u∗ a.e. in Ω for every u ∈ S .
Let us conclude the paper with some more remarks on the conditions assumed in the above theorems.
Remark 4.4. (a) We note that for the truncation-regularization technique above to work with the general multivalued op-
erator A, a simple but crucial condition on A is condition (4.1). Such condition was considered in [29] for single-valued
monotone operators. Let us consider more concrete conditions for (4.1) to hold when A is of Type I and Type II above. If A
is given by (1.3) (Type I), then (4.1) is an immediate consequence of the monotonicity condition (A2) of A(x, ·).
Let A be given by (1.4) (Type II). In this case, A satisﬁes (4.1) if J has the following property:
J (u1 ∧ u2)+ J (u1 ∨ u2) J (u1)+ J (u2), ∀u1,u2 ∈ X . (4.36)
In fact, let u1,u2 ∈ D(A) and ξ1 ∈ ∂ J (u1), ξ2 ∈ ∂ J (u2). Since D(∂ J )(u j) = ∅ ( j = 1,2), we have u1,u2 ∈ D( J ), i.e.,
J (u1), J (u2) ∈ R. Moreover, for j = 1,2,
J (v)− J (u j) 〈ξ j, v − u j〉, ∀v ∈ X .
In particular,
J (u1 ∧ u2)− J (u1) = J
(
u1 − (u1 − u2)+
)− J (u1)−〈ξ1, (u1 − u2)+〉,
and
J (u1 ∨ u2)− J (u2) = J
(
u2 + (u1 − u2)+
)− J (u2) 〈ξ2, (u1 − u2)+〉.
Adding these inequalities yields
J (u1 ∧ u2)+ J (u1 ∨ u2)− J (u1)− J (u2)
〈
ξ2 − ξ1, (u1 − u2)+
〉
.
From (4.36) we have 〈ξ2 − ξ1, (u1 − u2)+〉 0, that is, (4.1) is satisﬁed.
It is easy to check that if J is given by (1.6) or more generally (1.7) then for all u1,u2 ∈ X ,
J (u1 ∧ u2)+ J (u1 ∨ u2) = J (u1)+ J (u2), (4.37)
hence, J satisﬁes (4.36) and thus A satisﬁes (4.1). Note that conditions such as (4.36) and (4.37) were considered e.g. in
[17] and [19] in other situations.
(b) Concerning property (S)+ of A, we note that if A is given by (1.3) then the (S)+ property of A was proved in [20]
in the case where A is single-valued.
If A is multivalued and satisﬁes conditions (A1)–(A5) then by combining the arguments in Theorem 4.1 of [20] with
those in Proposition 2 of [15] for the case of multivalued maximal monotone in regular (constant exponent) Sobolev spaces,
we can show that if A satisﬁes (A1)–(A5) and A(x, ·) is strictly monotone for a.e. x ∈ Ω (i.e. we have a strict inequality in
(2.1) for all ξ1, ξ2 ∈ RN with ξ1 = ξ2, all ξ∗j ∈ A(x, ξ j) ( j = 1,2)), then the corresponding operator A given by (1.3) is of
class (S)+ .
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