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Abstract
Backward stochastic Volterra integral equations (BSVIEs, for short) are introduced. The existence and
uniqueness of adapted solutions are established. A duality principle between linear BSVIEs and (forward)
stochastic Volterra integral equations is obtained. As applications of the duality principle, a comparison
theorem is proved for the adapted solutions of BSVIEs, and a Pontryagin type maximum principle is
established for an optimal control of stochastic integral equations.
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1. Introduction
Let (Ω ,F,F,P) be a complete filtered probability space, and W (·) be a d-dimensional
standard Brownian motion whose natural filtration is given by F 1= {Ft }t≥0. By an Itoˆ type
(forward) stochastic differential equation (FSDE, for short), we mean the following initial value
problem:{
dX (t) = b(t, X (t)) dt + σ(t, X (t)) dW (t), t ∈ [0, T ],
X (0) = x . (1.1)
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Standard results concerning (1.1) can be found in many books (see [6,7], for examples). We know
that (1.1) has the following equivalent integral form:
X (t) = x +
∫ t
0
b(s, X (s)) ds +
∫ t
0
σ(s, X (s)) dW (s), t ∈ [0, T ]. (1.2)
This suggests naturally to us that one may consider the following type integral equation:
X (t) = f (t)+
∫ t
0
b(t, s, X (s)) ds +
∫ t
0
σ(t, s, X (s)) dW (s), t ∈ [0, T ]. (1.3)
The above is referred to as a forward stochastic Volterra integral equation (FSVIE, for short)
for which some systematic studies (even for much more general cases) were carried out in
the literature (see [1,5,13,17,19,22], for examples). It is clear that in general, one cannot
transform (1.3) into an FSDE of form (1.1), even if the coefficients b and σ are smooth.
Thus, mathematically, (1.3) is strictly more general than (1.2). On the other hand, from a
practical applications point of view, (1.3) allows some long-range dependence of the noise in
the models under consideration. It is interesting that one could even allow σ(t, s, X (s)) to be
only Ft -measurable in some way (thus, anticipating integrals have to be involved), but one still
might have adapted solutions (see [17]). Hence, theory for (1.3) is much richer than that of (1.2),
both in theory and applications.
On the other hand, in 1973, while studying stochastic optimal control problems, Bismut
introduced (linear) backward stochastic differential equations (BSDEs, for short) for the first
time [2]. Pardoux and Peng [16] first studied the general nonlinear BSDEs of the following form
in 1990:{
dY (t) = h(t, Y (t), Z(t)) dt + Z(t) dW (t), t ∈ [0, T ],
Y (T ) = ξ. (1.4)
This is a terminal value problem for an Itoˆ type stochastic differential equation. By an adapted
solution, we mean a pair (Y (·), Z(·)) of {Fr }r≥0-adapted processes satisfying (1.4) in the usual
Itoˆ sense. Since 1990, there has appeared a large volume of literature published related to the
theory and applications for BSDEs ([3,8,9,12,15,18,23] and references cited therein).
Now, let us take the viewpoint from the relation between (1.1) and (1.3). As we know (1.4) is
understood as the following integral equation:
Y (t) = ξ −
∫ T
t
h(s, Y (s), Z(s)) ds −
∫ T
t
Z(s) dW (s), t ∈ [0, T ]. (1.5)
We can call the above a backward stochastic Volterra integral equation (BSVIE, for short).
Inspired by (1.3), we come up with the following natural question:
What is the analog of (1.3) for (1.5) as (1.3) for (1.2)?
It turns out that an analog should take the following form:
Y (t) = f (t)−
∫ T
t
h(t, s, Y (s), Z(t, s), Z(s, t)) ds −
∫ T
t
Z(t, s) dW (s), t ∈ [0, T ],
(1.6)
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where f (·) and h(·) are given, and one is looking for the pair (Y (·), Z(· , ·)). We call (1.6) a
BSVIE. Apparently, there are two interesting features of (1.6):
(i) The term Z(t, s) depends on t ;
(ii) The drift depends on both Z(t, s) and Z(s, t) in general (we will see the interesting role that
such a dependence plays).
By taking conditional expectation on both sides of (1.6), we have
Y (t) = E
[
f (t)−
∫ T
t
h(t, s, Y (s), Z(t, s), Z(s, t)) ds
∣∣∣∣Ft] , t ∈ [0, T ]. (1.7)
This is related to another interesting motivation of studying BSVIEs. In 1992, Duffie and Epstein
introduced the so-called stochastic differential utility [6], by which we mean a solution to the
following equation:
Y (t) = E
[
ξ +
∫ T
t
h(s, Y (s)) ds
∣∣∣∣Ft] , t ∈ [0, T ]. (1.8)
Recall that the standard expected utility admits the following representation:
Y (t) = E
[
ξe−β(T−t) +
∫ T
t
u(C(s))e−β(s−t) ds
∣∣∣∣Ft] , t ∈ [0, T ], (1.9)
where C(·) is a consumption process, u(·) is a utility function and β is the discount rate. It is
known that (see [9,14]), (1.8) is equivalent to a BSDE. On the other hand, although the integrand
in (1.9) depends on t , due to its special form, it is also equivalent to a BSDE. We note that the
factor e−β(s−t) in the integral term of (1.9) exhibits some memory effect. Thus, one can naturally
consider more general memory case, which then leads to an equation of form (1.7). It is not
hard to see that one is not able to transform (1.7) into a BSDE, in general. In [9,20], optimal
control problems were studied for general stochastic differential utilities. Some other relevant
results can be found in [4,14,21] and references cited therein. It is expected that the theory of
BSVIEs presented in this paper should lead to some further generalization of the results in the
above-mentioned works.
In this paper, we will establish a preliminary theory for BSVIEs. Besides the well-posedness
of BSVIEs, we will also present a duality principle between linear FSVIEs and linear BSVIEs,
a comparison theorem for BSVIEs, and a Pontryagin type maximum principle for an optimal
control problem of stochastic integral equations.
The rest of the paper is organized as follows. Section 2 is devoted to establishing some
preliminary results. In Section 3, we prove the existence and uniqueness of adapted solutions to
general BSVIEs, together with some stability results. In Section 4, we present a duality principle
for linear FSVIEs and linear BSVIEs. Finally, in Sections 5 and 6, as applications of the duality
principle, we prove a comparison theorem for one-dimensional BSVIEs, and a Pontryagin type
maximum principle for optimal control of stochastic integral equations.
2. Backward stochastic integral equations
In this section, we are going to look at a simple BSVIE which will play an interesting role
later.
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To begin with, let us introduce/recall some spaces. Let H = Rm,Rm×d , etc., whose norm is
denoted by | · |. Let B(G) be the Borel σ -field of metric space G. We define
L2(Ω) = {ξ : Ω → H | ξ is FT -measurable, E |ξ |2 < ∞},
L2((0, T )× Ω) =
{
ϕ : (0, T )× Ω → H | ϕ(·) is B([0, T ])⊗ FT -measurable,
E
∫ T
0
|ϕ(t)|2 dt < ∞
}
,
C([0, T ]; L2(Ω)) =
{
ϕ(·) ∈ L2((0, T )× Ω) | ϕ(t) is FT -measurable,∀t ∈ [0, T ],
ϕ(·) is continuous from [0, T ] to L2(Ω), sup
t∈[0,T ]
E |ϕ(t)|2 < ∞
}
,
C([0, T ]; L2(Ω)) = {ϕ(·) ∈ C([0, T ]; L2(Ω)) | ϕ(·) has continuous paths a.s.},
L2(Ω;C([0, T ])) =
{
ϕ(·) ∈ C([0, T ]; L2(Ω))
∣∣∣∣∣E
[
sup
t∈[0,T ]
|ϕ(t)|2
]
< ∞
}
.
Note that process ϕ(·) belonging to the last four spaces above are not necessarily F-adapted.
Thus, naturally, we define
L2F (0, T ) = {ϕ(·) ∈ L2((0, T )× Ω) | ϕ(·) is F -adapted},
CF ([0, T ]; L2(Ω)) = {ϕ(·) ∈ C([0, T ]; L2(Ω)) | ϕ(·) is F-adapted},
CF ([0, T ]; L2(Ω)) = {ϕ(·) ∈ C([0, T ]; L2(Ω)) | ϕ(·) is F-adapted},
L2F (Ω;C([0, T ])) = {ϕ(·) ∈ L2(Ω;C([0, T ])) | ϕ(·) is F-adapted}.
In the above definitions, we have suppressed the range space H in the notations. More
carefully, one might want to use the notation L2(Ω; H), L2((0, T )×Ω; H), and so on, to indicate
the range space H . We will use such notations when the range space for the processes needs to
be emphasized. We point out several facts about the spaces defined above. First of all, from the
definition, the following chains of inclusions hold:
L2(Ω;C([0, T ])) ⊆ C([0, T ]; L2(0, T )) ⊆ C([0, T ]; L2(0, T )) ⊆ L2((0, T )× Ω), (2.1)
and
L2F (Ω;C([0, T ])) ⊆ CF ([0, T ]; L2(0, T )) ⊆ CF ([0, T ]; L2(0, T )) ⊆ L2F (0, T ). (2.2)
Second, for any ϕ(·) ∈ C([0, T ]; L2(Ω)), we only have the continuity of t 7→ ϕ(t) as a map
from [0, T ] to L2(Ω), and ϕ(·) does not necessarily have continuous paths. Actually, space
C([0, T ]; L2(Ω)) is not complete under the norm
‖ϕ(·)‖C([0,T ];L2(Ω)) 1=
{
sup
t∈[0,T ]
E |ϕ(t)|2
} 1
2
, (2.3)
and C([0, T ]; L2(Ω)) is the completion of C([0, T ]; L2(Ω)) under norm (2.3).
Another important space that we are going to use is L2(0, T ; L2F (0, T )). By definition, any
process Z : [0, T ]2×Ω → H belongs to L2(0, T ; L2F (0, T )) if it isB([0, T ]2)⊗FT -measurable;
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for almost all t ∈ [0, T ], Z(t, ·) is F-adapted; and
E
∫ T
0
∫ T
0
|Z(t, s)|2 ds dt < ∞. (2.4)
Similarly, we can define space C([0, T ]; L2F (0, T )), etc.
Now, we look at the following integral equation:
Y (t) = ϕ(t)−
∫ T
t
Z(t, s) dW (s), t ∈ [0, T ], (2.5)
where ϕ(·) ∈ L2((0, T ) × Ω;Rm) is given, and we are looking for a pair (Y (·), Z(· , ·)) of
processes. Remember that, by definition, for almost all t ∈ [0, T ], ϕ(t) is merelyFT -measurable.
Thus, ϕ(·) is not necessarily F-adapted. Before going further, we introduce the following
definition.
Definition 2.1. Any pair of stochastic processes (Y (·), Z(· , ·)) ∈ L2F (0, T ;Rm) ×
L2(0, T ; L2F (0, T ;Rm×d)) satisfying (2.5) is called an adapted solution to (2.5).
Clearly, (2.5) is a special case of (1.6). From the above definition, if (Y (·), Z(· , ·)) is an
adapted solution to BSVIE (2.5), Y (·) is required to be F-adapted and for almost all t ∈ [0, T ],
Z(t, ·) is required to be F-adapted. We have the the following result concerning BSVIE (2.5).
Theorem 2.2. For any ϕ(·) ∈ L2((0, T ) × Ω;Rm), BSVIE (2.5) admits a unique adapted
solution (Y (·), Z(· , ·)) ∈ L2F (0, T ;Rm) × L2(0, T ; L2F (0, T ;Rm×d)), with the following
relation:
Y (t) = Eϕ(t)+
∫ t
0
Z(t, s) dW (s), t ∈ [0, T ]. (2.6)
Moreover, the following estimate holds:
E
∫ T
0
|Y (t)|2 dt + E
∫ T
0
∫ T
0
|Z(t, s)|2 ds dt ≤ CE
∫ T
0
|ϕ(t)|2 dt. (2.7)
Hereafter, C > 0 represents a generic constant which can be different at different places. In
the case ϕ(·) ∈ C([0, T ]; L2(Ω;Rm)), one has (Y (·), Z(· , ·)) ∈ CF ([0, T ]; L2(Ω;Rm)) ×
C([0, T ]; L2F (0, T ;Rm×d)) and
sup
t∈[0,T ]
E |Y (t)|2 + sup
t∈[0,T ]
E
∫ T
0
|Z(t, s)|2 ds ≤ C sup
t∈[0,T ]
E |ϕ(t)|2. (2.8)
Further, if ϕ(·) ∈ L2(Ω;C([0, T ];Rm)), then Y (·) ∈ L2F (Ω;C([0, T ];Rm)), and
E
{
sup
t∈[0,T ]
|Y (t)|2
}
≤ E
{
sup
t∈[0,T ]
|ϕ(t)|2
}
. (2.9)
Proof. First, we let ϕ(·) ∈ C([0, T ]; L2(Ω;Rm)). For any given t ∈ [0, T ], since ϕ(t) ∈
L2(Ω;Rm), by the martingale representation theorem [10,11], there exists a unique Z(t, ·) ∈
L2F (0, T ;Rm×d) (depending on the parameter t ∈ [0, T ]) such that
ϕ(t)− Eϕ(t) =
∫ T
0
Z(t, s) dW (s). (2.10)
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From this, we can easily obtain
sup
t∈[0,T ]
{
E
∫ T
0
|Z(t, s)|2 ds
}
≤ 2 sup
t∈[0,T ]
E{|ϕ(t)|2}. (2.11)
Further, by the continuity of t 7→ ϕ(t) (as a map from [0, T ] to L2(Ω)), we have
E
∫ T
0
|Z(t, s)− Z(t ′, s)|2 ds ≤ 2E |ϕ(t)− ϕ(t ′)|2 → 0, (2.12)
as |t − t ′| → 0. This means that t 7→ Z(t, ·) is continuous from [0, T ] to L2F (0, T ;Rm×d).
Hence, together with (2.10), we see that Z(· , ·) ∈ C([0, T ]; L2F (0, T ;Rm×d)). Now, we define
Y (·) by (2.6). Then Y (·) is F-adapted, and combining with (2.10), we see that (Y (·), Z(· , ·)) is
an adapted solution of (2.5). Taking conditional expectation in (2.5), one has
Y (t) = E[ϕ(t)|Ft ], t ∈ [0, T ]. (2.13)
Consequently,
sup
t∈[0,T ]
E |Y (t)|2 ≤ sup
t∈[0,T ]
E |ϕ(t)|2. (2.14)
Moreover, for any 0 ≤ t ≤ t ′ ≤ T , using (2.6), we have
E |Y (t)− Y (t ′)|2 ≤ C
{
E |ϕ(t)− ϕ(t ′)|2 + E
∫ T
0
|Z(t, s)− Z(t ′, s)|2 ds
+ E
∫ T
0
1[t,t ′](s)|Z(t ′, s)|2 ds
}
→ 0, (2.15)
as |t − t ′| → 0. Thus, Y (·) ∈ CF ([0, T ]; L2(Ω;Rm)) and estimate (2.8) holds.
Next, from (2.10), we also see that∫ T
0
∫ T
0
E |Z(t, s)|2 ds dt ≤ 2
∫ T
0
E |ϕ(t)|2 dt. (2.16)
Thus, for the general case that ϕ(·) ∈ L2((0, T ) × Ω;Rm), we can use the approximation
argument to obtain that (2.10) holds for some Z(· , ·) ∈ L2(0, T ; L2F (0, T ;Rm×d)), for almost
all t ∈ [0, T ]. Then we again define Y (·) by (2.6) to get an adapted solution (Y (·), Z(· , ·)) of
(2.5). In this case, Y (·) ∈ L2F (0, T ;Rm). Estimate (2.7) then follows easily. The uniqueness of
(Y (·), Z(· , ·)) follows immediately from estimate (2.7).
Finally, if ϕ(·) ∈ L2(Ω;C([0, T ];Rm)), then from (2.13), we see that for any t → t ′,
|Y (t)− Y (t ′)| = |E[ϕ(t)|Ft ] − E[ϕ(t ′)|Ft ′ ]|
≤ |E[ϕ(t)− ϕ(t ′)|Ft ]| + |E[ϕ(t ′)|Ft ] − E[ϕ(t ′)|Ft ′ ]| → 0, (2.17)
proving the path continuity of Y (·). Estimate (2.9) follows easily from (2.13). 
Note that by (2.6), we also have
Y (t) = EY (t)+
∫ t
0
Z(t, s) dW (s), t ∈ [0, T ], a.s. (2.18)
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Finally, we emphasize that process ϕ(·) appearing in BSVIE (2.5) can be very general. One
interesting case is as follows:
ϕ(t) =
∫ T
t
h(t, s) ds, t ∈ [0, T ], (2.19)
with h(· , ·) ∈ L2((0, T )2 × Ω;Rm). We will see such a case in the next section.
3. Well-posedness for general BSVIEs
In this section, we consider the well-posedness of general BSVIE (1.6) with h : [0, T ] ×
[0, T ] × Rm × Rm×d × Rm×d × Ω → Rm . Similar to Definition 2.1, we have the following.
Definition 3.1. A pair of processes (Y (·), Z(· , ·)) ∈ L2F (0, T ;Rm)×L2(0, T ; L2F (0, T ;Rm×d))
satisfying (1.6) is called an adapted solution of (1.6).
We introduce the following standing assumption.
(H1) Let h : [0, T ] × [0, T ] × Rm × Rm×d × Rm×d × Ω → Rm satisfy the following:
(i) It is B([0, T ]2 × Rm × Rm×d × Rm×d)⊗ FT -measurable.
(ii) There exists a constant L > 0 such that
|h(t, s, 0, 0, 0)| ≤ L ,
|h(t, s, y, z, ζ )− h(t, s, y¯, z¯, ζ¯ )| ≤ L(|y − y¯| + |z − z¯| + |ζ − ζ¯ |),
∀(t, s) ∈ [0, T ] × [0, T ], y, y¯ ∈ Rm, z, z¯, ζ, ζ¯ ∈ Rm×d , a.s.
(3.1)
The following is an existence and uniqueness result for adapted solutions to BSVIE (1.6).
Theorem 3.2. Suppose (H1) holds. Then for any f (·) ∈ L2((0, T ) × Ω;Rm), BSVIE (1.6)
admits a unique adapted solution (Y (·), Z(· , ·)) ∈ L2F (0, T ;Rm)× L2(0, T ; L2F (0, T ;Rm×d)).
Moreover, the following estimate holds:
E
∫ T
0
|Y (t)|2 dt + E
∫ T
0
∫ T
0
|Z(t, s)|2 ds dt ≤ C
(
1+ E
∫ T
0
| f (t)|2 dt
)
. (3.2)
If h is independent of ζ , f (·) ∈ C([0, T ]; L2(Ω;Rm)), one has (Y (·), Z(· , ·)) ∈
CF ([0, T ]; L2(Ω;Rm))× C([0, T ]; LF (0, T ;Rm×d)), and
sup
t∈[0,T ]
E |Y (t)|2 + sup
t∈[0,T ]
E
∫ T
0
|Z(t, s)|2 ds ≤ C
(
1+ sup
t∈[0,T ]
E | f (t)|2
)
. (3.3)
Further, if f (·) ∈ L2(Ω;C([0, T ];Rm)), then Y (·) ∈ L2F (Ω;C([0, T ];Rm)) and
E sup
t∈[0,T ]
|Y (t)|2 ≤ C
(
1+ E sup
t∈[0,T ]
| f (t)|2
)
. (3.4)
Proof. For any (y(·), z(· , ·)) taken from L2F (0, T ;Rm)× L2(0, T ; L2F (0, T ;Rm×d)), let
ϕ(t) = f (t)+
∫ T
t
h(t, s, y(s), z(t, s), z(s, t)) ds, t ∈ [0, T ]. (3.5)
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Then by (H1),
E
∫ T
0
|ϕ(t)|2 dt ≤ CE
{∫ T
0
| f (t)|2 dt +
∫ T
0
∣∣∣∣∫ T
t
h(t, s, y(s), z(t, s), z(s, t)) ds
∣∣∣∣2 dt
}
≤ CE
{
1+
∫ T
0
| f (t)|2 dt +
∫ T
0
|y(s)|2 ds +
∫ T
0
∫ T
0
|z(t, s)|2 ds dt
}
.
(3.6)
Thus, ϕ(·) ∈ L2((0, T ) × Ω;Rm). By Theorem 2.2, there exists a unique adapted solution
(Y (·), Z(· , ·)) to the following BSVIE:
Y (t) = f (t)−
∫ T
t
h(t, s, y(s), z(t, s), z(s, t)) ds −
∫ T
t
〈Z(t, s), dW (s)〉. (3.7)
Now, take another pair (y¯(·), z¯(· , ·)) ∈ L2F (0, T ;Rm) × L2(0, T ; L2F (0, T ;Rm×d)), and let
(Y¯ (·), Z¯(· , ·)) be the adapted solution of (3.7) with (y(·), z(· , ·)) replaced by (y¯(·), z¯(· , ·)). Then
[Y (t)− Y¯ (t)] = −
∫ T
t
{h(t, s, y(s), z(t, s), z(s, t))− h(t, s, y¯(s), z¯(t, s), z¯(s, t))} ds
−
∫ T
t
[Z(t, s)− Z¯(t, s)] dW (s). (3.8)
Hence, applying Theorem 2.2 on [r, T ], and (H1), we obtain
E
∫ T
r
|Y (t)− Y¯ (t)|2 dt + E
∫ T
r
∫ T
r
|Z(t, s)− Z¯(t, s)|2 ds dt
≤ CE
∫ T
r
∣∣∣∣∫ T
r
[h(t, s, y(s), z(t, s), z(s, t))− h(t, s, y¯(s), z¯(t, s), z¯(s, t))] ds
∣∣∣∣2 dt
≤ C(T − r)2E
∫ T
r
|y(t)− y¯(t)|2 dt + C(T − r)E
∫ T
r
∫ T
r
|z(t, s)− z¯(t, s)|2 ds dt.
(3.9)
Therefore the contraction mapping theorem applies to obtain a unique adapted solution
(Y (·), Z(· , ·)) ∈ L2F (0, T ;Rm) × L2(0, T ; L2F (0, T ;Rm×d)). The remaining conclusions can
be proved easily. 
By a similar proof as the above, we are able to prove the following stability result for the
adapted solutions to BSVIEs.
Theorem 3.3. Let (H1) hold and f (·), f¯ (·) ∈ L2((0, T ) × Ω;Rm). Let (Y (·), Z(· , ·)) and
(Y¯ (·), Z¯(· , ·)) be corresponding adapted solutions to BSVIE (3.1). Then
E
∫ T
0
|Y (t)− Y¯ (t)|2 dt + E
∫ T
0
∫ T
0
|Z(t, s)− Z¯(t, s)|2 ds dt
≤ CE
∫ T
0
| f (t)− f¯ (t)|2 dt. (3.10)
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In the case that f (·), f¯ (·) ∈ C([0, T ]; L2(Ω;Rm)), one has
sup
t∈[0,T ]
E |Y (t)− Y¯ (t)|2 + sup
t∈[0,T ]
E
∫ T
0
|Z(t, s)− Z¯(t, s)|2 ds
≤ C sup
t∈[0,T ]
E | f (t)− f¯ (t)|2. (3.11)
Further, if f (·), f¯ (·) ∈ L2(Ω;C([0, T ];Rm)), then
E sup
t∈[0,T ]
|Y (t)− Y¯ (t)|2 ≤ CE sup
t∈[0,T ]
| f (t)− f¯ (t)|2. (3.12)
4. Duality principle
In this section, we discuss the duality relation between linear FSVIEs and linear BSVIEs.
Such a relation plays an important role in some problems. We will see some applications a little
later in this paper.
We consider the following linear FSVIE:
X (t) = g(t)+
∫ t
0
A0(t, s)X (s) ds +
d∑
i=1
∫ t
0
Ai (t, s)X (s) dWi (s), t ∈ [0, T ], (4.1)
where we assume that
Ai (· , ·) ∈ L∞(0, T ; L∞F (0, T ;Rn×n)), 0 ≤ i ≤ d. (4.2)
Similar to the definition of L2(0, T ; L2F (0, T )) in Section 2, (4.2) means that Ai : [0, T ]2×Ω →
Rn×n is bounded, B([0, T ]2)⊗FT -measurable, and for almost all t ∈ [0, T ], Ai (t, ·) is {Fs}s≥0-
adapted. It is know that [1,5,13,17,19] for any g(·) ∈ L2F (0, T ;Rn), FSVIE (4.1) admits a unique
solution X (·) ∈ L2F (0, T ;Rn). We have the following duality principle.
Theorem 4.1. Let (4.2) hold and g(·) ∈ L2F (0, T ;Rn), f (·) ∈ L2((0, T ) × Ω;Rn). Let
X (·) ∈ L2F (0, T ;Rn) be the solution of FSVIE (4.1) and (Y (·), Z(· , ·)) ∈ L2F (0, T ;Rn) ×
L2(0, T ; L2F (0, T ;Rn×d)) be the adapted solution to the following BSVIE:
Y (t) = f (t)+
∫ T
t
[
A0(s, t)
TY (s)+
d∑
i=1
Ai (s, t)
T Zi (s, t)
]
ds −
∫ T
t
Z(t, s) dW (s),
t ∈ [0, T ]. (4.3)
Then the following relation holds:
E
∫ T
0
〈Y (t), g(t)〉 dt = E
∫ T
0
〈 f (t), X (t)〉 dt. (4.4)
BSVIE (4.3) is called the adjoint equation of FSVIE (4.1), and (4.4) is called the duality
relation between FSVIE (4.1) and BSVIE (4.3). We point out that BSVIE (4.3) is of form (1.6).
Also, we see that f (·) is not required to be {Fr }r≥0-adapted.
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Proof. Let (Y (·), Z(· , ·)) be the adapted solution of (4.3). If we denote
ϕ(t) = f (t)+
∫ T
t
[
A0(s, t)
TY (s)+
d∑
i=1
Ai (s, t)
T Zi (s, t)
]
ds, (4.5)
then (Y (·), Z(· , ·)) is the (unique) adapted solution to the BSVIE:
Y (t) = ϕ(t)−
∫ T
t
Z(t, s) dW (s), t ∈ [0, T ]. (4.6)
By Theorem 2.2, it is necessary that
Y (t) = Eϕ(t)+
∫ t
0
Z(t, s) dW (s), t ∈ [0, T ]. (4.7)
Now, we observe the following:
E
∫ T
0
〈Y (t), g(t)〉 dt
= E
∫ T
0
〈
Y (t), X (t)−
∫ t
0
A0(t, s)X (s) ds −
d∑
i=1
∫ t
0
Ai (t, s)X (s) dWi (s)
〉
dt
= E
∫ T
0
〈Y (t), X (t)〉 dt − E
∫ T
0
∫ T
s
〈A0(t, s)TY (t), X (s)〉 dt ds
−
d∑
i=1
E
∫ T
0
〈
Eϕ(t)+
∫ t
0
Z(t, s) dW (s),
∫ t
0
Ai (t, s)X (s) dWi (s)
〉
dt
= E
∫ T
0
〈Y (t), X (t)〉 dt − E
∫ T
0
∫ T
t
〈A0(s, t)TY (s), X (t)〉 ds dt
−
d∑
i=1
E
∫ T
0
∫ t
0
〈Zi (t, s), Ai (t, s)X (s)〉 ds dt
= E
∫ T
0
〈
Y (t)−
∫ T
t
[
A0(s, t)
TY (s)−
d∑
i=1
Ai (s, t)
T Zi (s, t)
]
ds, X (t)
〉
dt
= E
∫ T
0
〈
f (t)−
∫ T
t
Z(t, s) dW (s), X (t)
〉
dt = E
∫ T
0
〈 f (t), X (t)〉 dt.
(4.8)
This proves (4.4). 
Next, let us define a linear operator A : L2F (0, T ;Rn) → L2F (0, T ;Rn) as follows:
(AX)(t) =
∫ t
0
A0(t, s)X (s) ds +
∫ t
0
d∑
i=1
Ai (t, s)X (s) dWi (s),
∀X (·) ∈ L2F (0, T ;Rn). (4.9)
Under condition (4.2), we know that A is a bounded linear operator from the Hilbert space
L2F (0, T ;Rn) into itself. Thus, the adjoint A∗ of A is well-defined. The idea of proving
Theorem 4.1 can be used to prove the following result which gives an identification of A∗.
J. Yong / Stochastic Processes and their Applications 116 (2006) 779–795 789
Theorem 4.2. Suppose (4.2) holds and A is defined by (4.9). Then for any η(·) ∈ L2F (0, T ;Rn),
(A∗η)(t) = Y (t), t ∈ [0, T ], a.s., (4.10)
where (Y (·), Z(· , ·)) is the unique adapted solution of the following BSVIE:
Y (t) =
∫ T
t
[
A0(s, t)
T η(s)−
d∑
i=1
Ai (s, t)
T Zi (s, t)
]
ds −
∫ T
t
Z(t, s) dW (s),
t ∈ [0, T ]. (4.11)
Proof. For any η(·) ∈ L2F (0, T ;Rn), by Theorem 2.2, we know that BSVIE (4.11) admits a
unique adapted solution (Y (·), Z(· , ·)) ∈ L2F (0, T ;Rn)× L2(0, T ; L2F (0, T ;Rn)). If we call
ϕ(t) = Y (t)+ η(t)−
∫ T
t
[
A0(s, t)
T η(s)−
d∑
i=1
Ai (s, t)
T Zi (s, t)
]
ds
≡ η(t)−
∫ T
t
Z(t, s) dW (s), t ∈ [0, T ], (4.12)
then (η(·), Z(· , ·)) is the unique adapted solution of the following BSVIE:
η(t) = ϕ(t)+
∫ T
t
Z(t, s) dW (s), t ∈ [0, T ]. (4.13)
Thus, by Theorem 2.2, we must have
η(t) = Eϕ(t)−
∫ t
0
Z(t, s) dW (s), t ∈ ]0, T ]. (4.14)
Consequently, it follows that
E
∫ T
0
〈(A∗η)(t), X (t)〉 dt ≡ E
∫ T
0
〈η(t), (AX)(t)〉 dt
= E
∫ T
0
{〈
η(t),
∫ t
0
A0(t, s)X (s) ds +
d∑
i=1
∫ t
0
Ai (t, s)X (s) dWi (s)
〉}
dt
= E
∫ T
0
∫ T
s
〈A0(t, s)T η(t), X (s)〉 dt ds
+ E
∫ T
0
〈
Eϕ(t)−
∫ t
0
Z(t, s) dW (s),
d∑
i=1
∫ t
0
Ai (t, s)X (s) dWi (s)
〉
dt
= E
∫ T
0
∫ T
t
〈A0(s, t)T η(s), X (t)〉 ds dt
−
d∑
i=1
E
∫ T
0
∫ t
0
〈Zi (t, s), Ai (t, s)X (s)〉 ds dt
= E
∫ T
0
〈∫ T
t
[
A0(s, t)
T η(s)−
d∑
i=1
Ai (s, t)
T Zi (s, t)
]
ds, X (t)
〉
dt
= E
∫ T
0
〈Y (t), X (t)〉 dt.
(4.15)
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Since X (·) ∈ L2F (0, T ;Rn) is arbitrary, and Y (·) ∈ L2F (0, T ;Rn), we obtain (4.10). 
From (4.10) and (4.11), we also have
(A∗η)(t) = E
[∫ T
t
[
A0(s, t)
T η(s)+
d∑
i=1
Ai (s, t)
T Zi (s, t)
]
ds
∣∣∣∣∣Ft
]
, t ∈ [0, T ],
(4.16)
with Z(· , ·) uniquely determined by (4.14) which is equivalent to
η(t) = Eη(t)−
∫ t
0
Z(t, s) dW (s), t ∈ [0, T ]. (4.17)
5. A comparison theorem
In this section, we are going to establish a comparison theorem for adapted solutions to
BSVIEs.
First, let us consider the following FSVIE:
X (t) = g(t)+
∫ t
0
a(t, s)X (s) ds +
∫ t
0
〈b(t, s)X (s), dW (s)〉, t ∈ [0, T ]. (5.1)
Here, n = 1 and d ≥ 1. We have the following result.
Lemma 5.1. Let a(· , ·) ∈ C([0, T ]; L∞F (0, T ;R)) and b(· , ·) ∈ C([0, T ]; L∞F (0, T ;Rd)).
Then for any g(·) ∈ L2F (0, T ;R), with g(t) ≥ 0, the solution X (·) of (5.1) satisfies
X (t) ≥ 0, t ∈ [0, T ], a.s. (5.2)
The above result should exist in some literature. Since we could not find an exact reference,
for the reader’s convenience, a proof is presented here.
Proof. First, we let
a(t, s) =
∑
i≥0
ai (s)1[τi ,τi+1)(t), b(t, s) =
∑
i≥0
bi (s)1[τi ,τi+1)(t),
g(t) =
∑
i≥0
gi1[τi ,τi+1)(t),
(5.3)
with 0 = τ0 < τ1 < · · · being a sequence of F-stopping times, ai (·) and bi (·) being some
F-adapted and bounded processes, and each gi ≥ δ > 0 is Fτi -measurable. Then on [0, τ1), (5.1)
is equivalent to
X (t) = g0 +
∫ t
0
a0(s)X (s) ds +
∫ t
0
〈b0(s)X (s), dW (s)〉, (5.4)
which is an FSDE. Thus, by a well-known comparison theorem [8,15], we obtain
X (t) > 0, t ∈ [0, τ1], a.s. (5.5)
By induction on the intervals [τi , τi+1], we see that (5.2) holds for the current special case. Then
by approximation, we obtain the general case easily. 
Having the above result, we would like to prove a comparison theorem for BSVIEs. Recall
that for BSDEs, a comparison theorem can be proved by using Itoˆ’s formula [8,15]. However, for
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BSVIEs, it is not clear if one can use a similar technique. Fortunately, we have proved a duality
principle in the previous section which can be used to prove a comparison theorem for certain
BSVIEs. Due the nature of the duality principle, instead of BSVIE (1.6), we have to consider the
following BSVIE:
Y (t) = f (t)−
∫ T
t
h(t, s, Y (s), Z(s, t)) ds −
∫ T
t
〈Z(t, s), dW (s)〉, t ∈ [0, T ]. (5.6)
Here h : [0, T ] × [0, T ] × R × Rd × Ω → R. Note that (5.6) is not the general BSDE (1.6).
It is not clear at this moment if BSVIE (1.6) has a similar comparison result. Now, we state and
prove the following comparison theorem.
Theorem 5.2. Let h, h¯ : [0, T ] × [0, T ] × R × Rd → R satisfy (H1), and let f (·), f¯ (·) ∈
L2((0, T )× Ω;R) such that
h(t, s, y, z) ≤ h¯(t, s, y, z), ∀(t, s, y, z) ∈ [0, T ] × [0, T ] × R× Rd , a.s., (5.7)
and
f (t) ≥ f¯ (t), t ∈ [0, T ], a.s. (5.8)
Let (Y (·), Z(· , ·)) be the adapted solution of BSVIE (5.6), and (Y¯ (·), Z¯(· , ·)) be the adapted
solution of BSVIE (5.6) with h(·) and f (·) replaced by h¯(·) and f¯ (·), respectively. Then the
following holds:
Y (t) ≥ Y¯ (t), ∀t ∈ [0, T ], a.s. (5.9)
Proof. By (5.6), we have
Y (t)− Y¯ (t)
= f (t)− f¯ (t)−
∫ T
t
[h(t, s, Y (s), Z(s, t))− h¯(t, s, Y¯ (s), Z¯(s, t))] ds
−
∫ T
t
[Z(t, s)− Z¯(t, s)] dW (s)
≡ ϕ(t)−
∫ T
t
{a(s, t)[Y (s)− Y¯ (s)] + 〈b(s, t), Z(s, t)− Z¯(s, t)〉} ds
−
∫ T
t
〈Z(t, s)− Z¯(t, s), dW (s)〉,
(5.10)
where
ϕ(t) = f (t)− f¯ (t)−
∫ T
t
[h(t, s, Y¯ (s), Z¯(s, t))− h¯(t, s, Y¯ (s), Z¯(s, t))] ds
a(s, t) =
∫ 1
0
hy(t, s, Y¯ (s)+ λ[Y (s)− Y¯ (s)], Z¯(s, t)+ λ[Z(s, t)− Z¯(s, t)]) dλ,
b(s, t) =
∫ 1
0
hz(t, s, Y¯ (s)+ λ[Y (s)− Y¯ (s)], Z¯(s, t)+ λ[Z(s, t)− Z¯(s, t)]) dλ.
(5.11)
Here, we assume that hy and hz exists (the general case can be treated by approximation). Now,
for any g(·) ∈ L2F (0, T ;R), non-negative valued, let X (·) be the solution of FSVIE (5.1) with
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a(· , ·) and b(· , ·) given by (5.11). Then Lemma 5.1 tells us that X (·) is also non-negative valued.
Hence, by Theorem 4.1, making use of conditions (5.7) and (5.8), we have
E
∫ T
0
[Y (t)− Y¯ (t)]g(t) dt = E
∫ T
0
ϕ(t)X (t) dt ≥ 0. (5.12)
Since g(·) ∈ L2F (0, T ;R) is arbitrary, we see that (5.9) necessarily holds. 
Note that in BSDEs, the comparison theorem is proved independent of the corresponding
result for FSDEs and the duality principle is not necessary [8,15]. Here, however, both play
crucial roles.
6. A maximum principle for optimal controls
In this section, we briefly present a Pontryagin’s maximum principle for optimal controls of
stochastic integral equations. This is actually one of the important motivations of introducing
BSVIEs and establishing the duality principle between FSVIEs and BSVIEs. A systematic
presentation of optimal stochastic control theory can be found in the book [23] (and the references
cited therein).
To simplify the presentation, we only consider the one-dimensional case, i.e., n = m = d = 1.
The general problem of optimal control for stochastic integral equations will be much more
involved and will be carried out in a forthcoming paper.
Consider the following controlled stochastic integral equation:
X (t) = x +
∫ t
0
b(t, s, X (s), u(s)) ds +
∫ t
0
σ(t, s, X (s), u(s)) dW (s), t ∈ [0, T ], (6.1)
where X (·) and u(·) are state and control processes, respectively; b, σ : [0, T ]×[0, T ]×R×U →
R are given maps and x ∈ R; U is a bounded interval in R. The cost functional is defined to be
the following Lagrange form:
J (u(·)) = E
∫ T
0
h(t, X (t), u(t)) dt, (6.2)
with h : [0, T ] × R× U → R being a given map as well. In the above, all the functions can be
random, and initial state x can also be replaced by a stochastic process.
We now introduce the following assumption. The conditions assumed are more than enough.
One can relax many of them. But we prefer these strong conditions to make the presentation
simpler.
(H2) Let b, σ , and h be continuous in all of their arguments, and differentiable in the variables
X and u, with bounded derivatives.
We let
U 1= {u : [0, T ] × Ω → U | u(·) is {Fr }r≥0-progressively measurable}. (6.3)
It is not hard to show that [1,5,13,17,19] under (H2), for any x ∈ R and u(·) ∈ U , (6.1) admits
a unique solution X (·) ∈ L2F (0, T ;R). Thus the cost functional J (u(·)) is well-defined. Our
optimal control problem can be stated as follows.
Problem (C). Find a u¯(·) ∈ U such that
J (u¯(·)) = inf
u(·)∈U
J (u(·)). (6.4)
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Any u¯(·) satisfying (6.4) is called an optimal control of Problem (C), the corresponding state
process X¯(·) is called an optimal state process and (X¯(·), u¯(·)) is called an optimal pair.
The main result of this section is the following Pontryagin type maximum principle.
Theorem 6.1. Let (H2) hold. Let (X¯(·), u¯(·)) be an optimal pair of Problem (C). Then there
exists a unique adapted solution (Y (·), Z(· , ·)) of the following BSVIE
Y (t) = −hx (t, X¯(t), u¯(t))+
∫ T
t
[bx (s, t, X¯(t), u¯(t))Y (s)
+ σx (s, t, X¯(t), u¯(t))Z(s, t)] ds −
∫ T
t
Z(t, s) dW (s), t ∈ [0, T ]
(6.5)
such that{
E
[∫ T
t
[bu(s, t, X¯(t), u¯(t))Y (s)+ σu(s, t, X¯(t), u¯(t))Z(s, t)] ds
∣∣∣∣Ft]
− hu(t, X¯(t), u¯(t))
}
[u − u¯(t)] ≤ 0, ∀u ∈ U, t ∈ [0, T ], a.s. (6.6)
Proof. Let (X¯(·), u¯(·)) be an optimal pair. Take any u(·) ∈ U . Since U is convex, for any
ε ∈ (0, 1),
uε(·) 1= u¯(·)+ ε[u(·)− u¯(·)] ∈ U . (6.7)
Let Xε(·) be the solution of (6.1) corresponding to uε(·). Define
ξε(t) = Xε(t)− X¯(t)
ε
, t ∈ [0, T ]. (6.8)
Then ξε(·) → ξ(·) in L2F (0, T ;R) with ξ(·) satisfying the following:
ξ(t) =
∫ t
0
{bx (t, s, X¯(s), u¯(s))ξ(s)+ bu(t, s, X¯(s), u¯(s))[u(s)− u¯(s)]} ds
+
∫ t
0
{σx (t, s, X¯(s), u¯(s))ξ(s)+ σu(t, s, X¯(s), u¯(s))[u(s)− u¯(s)]} dW (s). (6.9)
Now, we let (Y (·), Z(· , ·)) be the unique adapted solution to BSVIE (6.5). By the optimality of
(X¯(·), u¯(·)), and the duality principle (Theorem 4.1), we have
0 ≤ J (uε(·))− J (u¯(·))
ε
→ E
∫ T
0
{hx (t, X¯(t), u¯(t))ξ(t)+ hu(t, X¯(t), u¯(t))[u(t)− u¯(t)]} dt
= −E
∫ T
0
Y (t)
{∫ t
0
bu(t, s, X¯(s), u¯(s))[u(s)− u¯(s)] ds
+
∫ t
0
σu(t, s, X¯(s), u¯(s))[u(s)− u¯(s)] dW (s)
}
dt
+ E
∫ T
0
hu(t, X¯(t), u¯(t))[u(t)− u¯(t)] dt
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= −E
∫ T
0
{∫ T
t
[bu(s, t, X¯(t), u¯(t))Y (s)+ σu(s, t, X¯(t), u¯(t))Z(s, t)] ds
− hu(t, X¯(t), u¯(t))
}
[u(t)− u¯(t)] dt. (6.10)
Then (6.6) follows. 
Note that if we define
H(t, X¯(t), u¯(t), Y (·), Z(· , t), u) =
{
E
[∫ T
t
[bu(s, t, X¯(t), u¯(t))Y (s)
+ σu(s, t, X¯(t), u¯(t))Z(s, t)] ds
∣∣∣∣Ft]− hu(t, X¯(t), u¯(t))} u, (6.11)
then (6.6) can be written as
H(t, X¯(t), u¯(t), Y (·), Z(· , t), u¯(t)) = max
u∈U H(t, X¯(t), u¯(t), Y (·), Z(· , t), u). (6.12)
We call H(·) defined by (6.11) the Hamiltonian of our optimal control problem, call (6.6) (and
(6.12)) the maximum condition, and call (6.5) the adjoint equation of (6.1), along the optimal
pair (X¯(·), u¯(·)).
Note that in the current case, U is an interval in R. Suppose it is a closed interval. Then by
scaling and shifting, we may assume that U = [−1, 1]. Consequently, the maximum condition
(6.6) is equivalent to the following:
u¯(t) = sgn
{
E
[∫ T
t
[bu(s, t, X¯(t), u¯(t))Y (s)+ σu(s, t, X¯(t), u¯(t))Z(s, t)] ds
∣∣∣∣Ft]
− hu(t, X¯(t), u¯(t))
}
, t ∈ [0, T ], a.s. (6.13)
We may call (6.13) a “Stochastic Bang–Bang Principle” for our optimal control problem.
Finally, by putting (6.1), (6.5) and (6.6) together (dropping the bars in (X¯(·), u¯(·))), we obtain
the following system:
X (t) = x +
∫ t
0
b(t, s, X (s), u(s)) ds +
∫ t
0
σ(t, s, X (s), u(s)) dW (s),
Y (t) = −hx (t, X (t), u(t))+
∫ T
t
[bx (s, t, X (t), u(t))Y (s)
+ σx (s, t, X (t), u(t))Z(s, t)] ds −
∫ T
t
Z(t, s) dW (s),{
E
[∫ T
t
[bu(s, t, X (t), u(t))Y (s)+ σu(s, t, X (t), u(t))Z(s, t)] ds
∣∣∣∣Ft]
− hu(t, X (t), u(t))
}
[v − u(t)] ≤ 0, ∀v ∈ U, t ∈ [0, T ], a.s.
(6.14)
This is a couple of FSVIE and BSVIE systems. The coupling is through the maximum condition
(via u(·)). We call (6.14) a forward–backward stochastic integral equation (FBSVIE, for short).
Such kinds of equations are still under careful investigation. We hope to publish some results for
FBSVIEs in the near future.
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