I. INTRODUCTION
Iterative Learning Control (ILC) is now well recognised as a methodology capable of producing very high tracking performance for systems carrying out repetitive tasks [1] , [2] . ILC adjusts the system's input from one repetition/iteration to the next in order to compensate for the system's dynamics and disturbances, thus improving its output tracking performance. ILC has been successfully applied to numerous systems carrying out repetitive tasks (e.g. [3] , [4] , [5] , [6] ). One of the main drawbacks of ILC, however, is that it requires the system's dynamics and disturbances to be repetition invariant. This assumption may not always be valid in practice i.e. when the output sensor is affected by non-negligible measurement noise or if a robotic arm picks up different loads from one repetition to the next. If the variations are of a stochastic nature, they should not be compensated for and ILC algorithms that are insensitive to these variations should be used (e.g. [7] ). If, however, they are deterministic, it may be possible to compensate for the changes. It is therefore of interest to investigate ILC algorithms that are applicable when the system's dynamics and disturbances change deterministically between repetitions.
To the authors' knowledge, very little work has been done on this problem. In [8] the problem of deterministically iteration varying disturbances is considered. It is shown that, by using the internal-model principle in the iteration domain, the disturbances can be rejected as the iterations tend to infinity. The problem with this approach is that it is necessary to know the form of the disturbance variation in advance in order to include its model in the ILC controller, as required by the internal-model principle.
In this paper we develop an ILC algorithm that can lead to improved tracking for systems that can be represented by the Linear Parameter Varying (LPV) class of systems [9] , and therefore whose dynamics change as a function of a measurable scheduling parameter. Development and application of control techniques for LPV systems has been active in recent years (e.g. [10] , [11] ). ILC for LPV systems has been considered in [12] . The variation of the system's dynamics due to the changing scheduling parameter is, however, assumed to take place during the iteration, rather than from one iteration to the next. The problem considered is, therefore, different to that studied here.
The paper is organised as follows. In Section II the LPV ILC algorithm is presented. The algorithm is then tested in simulation in Section III. Finally some conclusions are made in Section IV.
II. LINEAR PARAMETER VARYING ILC
In this section the LPV ILC algorithm is described. First the class of systems considered in this paper is outlined. The ideal input for this class of systems is then given. A parameterisation for the input to be estimated is then presented, based on the structure of the ideal input. Next a recursive algorithm, similar to the standard recursive least squares but taking into account the iteration-varying aspect of LPV systems, is developed to estimate the ideal input. Finally it is shown that, under a persistency of excitation condition on the scheduling parameter, the learning algorithm converges probabilistically to the ideal input.
A. System description
We consider the finite-time tracking problem of following a repetitive, finite duration desired trajectory y d (t), defined for t = 0, . . . , N − 1.
The output at time t of the stable, LPV SISO discrete-time system, resulting from linearising a nonlinear system about the operating point σ(k) ∈ R nσ , is given by:
where
is the input to the system and q −1 is the backwardshift time operator. d(t, k, σ(k)) and n(t, k, σ(k)) are a deterministic and a stochastic disturbance, respectively, both possibly dependent on σ. The operating point σ(k) remains constant throughout repetition k. The dependence of the ThC13.2 978-1-4244-3872-3/09/$25.00 ©2009 IEEEcoefficients a i and the deterministic disturbance on the scheduling parameter is assumed polytopic:
where λ j (σ(k)) : R nσ → R. Additionally we designate the values of σ at the vertices of the polytopic space as σ j .
As the signals are defined over the finite duration of the repetition, it is possible to express the system's input-ouput relationship by a matrix representation. Using the liftedsystem representation typically used in ILC, we define, for a system with a relative degree of m, the vectors:
with
This representation can then be used to write (1) as:
Assumptions: The disturbance vector n(k, σ(k)) is assumed to be a zero-mean, random vector with unknown but bounded covariance matrix R n (k, σ(k)). Additionally, realisations of n(k, σ(k)) are considered independent.
Later in the paper the following lemma will be needed:
Lemma 1: [p. 253 in [13] ] Let X(k) be an independent random sequence with constant mean µ X and variance σ 2 X (k) defined for k ≥ 1. Define another random sequence as:μ
Then if
where P − → represents convergence in probability. The theorem also holds true for almost sure (a.s.) convergence, making it a Strong Law.
B. Ideal input
The measured error is defined as:
The ideal input vector, defined as the one that achieves zero mean error, i.e. E{e(k, σ(k))} = 0 ∀σ, where E{·} denotes the mathematical expectation operator, is given by:
At the values of σ that correspond to the vertices of the polytopic dependence we have:
Using this (10) can be written as:
Remark: Expression (12) rationalises the class of LPV systems considered here i.e. LPV systems with dependence on the scheduling parameter solely in the denominator. Only for this system class does the ideal input depend linearly on the ideal inputs at the vertices. This linear dependence means the estimation of these inputs, as considered in the next subsection, can be done via linear least squares and there will be a global minimum. Furthermore, as will be seen in the application section, real systems exist that belong to this system class.
C. Input parameterisation
We see from (12) that the ideal input is a function of the scheduling parameter σ(k). The ILC algorithm should therefore estimate an input that is also a function of σ(k). Motivated by the form of the ideal input, and under the assumption that the functions λ j (σ(k)) are known, the input is parameterised as:
The system output can be written as:
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It should be mentioned that for G(σ(k)),d(k, σ(k)) and n(k, σ(k)) to exist, A(σ(k)) should be nonsingular, which is always the case due to its structure. If the parameterised input (13) is applied to the system we have:
where G(σ(k)) ∈ R (N −m)×J(N −m) and U ∈ R J(N −m) . The ideal input (12) is achieved when:
D. The learning algorithm
The aim of the algorithm is to estimate U 0 over the iterations. The approach proposed here to find the estimate is to minimise a quadratic cost function over all previous iterations i.e. to find the estimate that minimises:
where K is the number of completed iterations. Via some simple calculations, the estimate can be found as:
Alternatively, via some standard manipulations, (18) can be written in the recursive form as:
The error signal:
can be evaluated experimentally by applying the input u(k, σ(k + 1)) from (13) based onÛ k to the real system. Therefore we see that the estimateÛ can be evaluated recursively using data measured from the real system.
E. Consistency of estimates
Next a condition for consistent estimates is given.
Theorem 1:
Under the assumptions made in Subsection II-A, the algorithm (19) is a consistent estimator, i.e.Û K converges almost surely to U 0 as K → ∞, if:
is nonsingular. Proof: The recursive algorithm (19) has the same asymptotic properties as the batch result (18) so the consistency of (18) can be considered. (18) can be rewritten as:
In order for the estimates to be consistent it is necessary that:
be nonsingular and
(21) is the condition in the theorem that should be satisfied. To show that (22) is true we first write:
Since n(k, σ(k)) is assumed to be zero mean and independent between iterations, and A is nonsingular, this expression means that x(k, σ(k)) will also be zero mean and independent between iterations. Additionally x(k, σ(k))'s covariance matrix is given by:
Since R n (k, σ(k)) is assumed bounded and A is nonsingular, R x (k, σ(k)) will be bounded. The ith component of w(K) in (22) therefore represents the sample average of a sequence of zero-mean, independent random variables with finite, though possibly different, variances σ 2 x (i, k, σ(k)). Lemma 1 implies that (22) is satisfied if:
x (i) < ∞ ∀k, and
is satisfied. The theorem is therefore proved.
Remark:
The condition (20) in Theorem 1 is a persistency of excitation condition that requires the scheduling parameter trajectory to be sufficiently rich.
III. SIMULATION
The effectiveness of the proposed method is next shown via simulation. The LPV system used in the simulation is defined by the polynomials:
and
The functions λ j (σ(k)) are given by:
where σ and σ are the respective minimum and maximum values of the scheduling parameter σ(k), which is taken as a uniformly distributed signal in the interval (0,1). We, therefore, have that σ = 0 and σ = 1. The desired output y d (t) is defined by:
The disturbances d(t, k, σ(k)) and n(t, k, σ(k)) are set to zero to emphasise the proposed algorithm's ability to compensate the changing dynamics. The proposed method is applied to the system, however, in order to investigate the method's robustness to uncertainty, instead of using the matrix G(σ(k)) in the algorithm, the constant matrix G(σ) is used, independently of the current value of σ(k).
In the implementation of the algorithm the matrix:
is required at each iteration of the algorithm. In order for the inverse to exist, it is necessary that this matrix be full rank. For this to be the case a persistency of excitation condition on the scheduling parameter trajectory should be satisfied. A necessary, but not sufficient, condition for the matrix to be full rank is that 2 different values of σ(k) are visited. This condition arises because G(σ(k)) ∈ R (N −m)×2(N −m) is of maximum rank N − m, and thus so is
. This is only possible after 2 different values of σ(k) are visited. In order to satisfy this the algorithm is not used to calculate the system input until 2 different values of σ(k) have been visited. u(k, σ(k)) = y d is used for k = 1, 2.
The results obtained using the proposed method are compared with those obtained using an ILC algorithm developed under the assumption of the system being LTI. The algorithm is given by:
This algorithm can be motivated either by stochastic approximation theory [7] or as the equivalent recursive version of the least squares solution when the 2-norm of the tracking error is minimised over all iterations up to iteration k + 1. The latter is the same motivation as that used to develop the LPV ILC algorithm so makes the comparison fair. The algorithm is tested in simulation using the same signal for σ(k) and y d (t).
The RMS values e(k) 2 achieved using the LPV and LTI ILC algorithms are shown in Figure 1 . It can be clearly seen that the proposed method reduces the RMS value of the error substantially over the iterations and the error converges towards zero. There is, however, no obvious trend in the error achieved using the LTI algorithm. This lack of tracking improvement is because the LTI algorithm is not able to learn the correct input as the system's dynamics change continuously between iterations.
IV. CONCLUSIONS
An ILC algorithm has been proposed for systems that can be represented by the discrete-time, LPV class of systems. Consistency of the algorithm in the presence of nonstationary stochastic disturbances has been shown when the scheduling parameter trajectory is sufficiently exciting.
The algorithm was tested in simulation and shown to give improved tracking performance over a standard LTI ILC algorithm.
Monotonic convergence of a norm of the error signal is of practical interest, and much attention has been given to this issue in LTI ILC. Unfortunately, it seems unlikely that this property can be incorporated into LPV ILC algorithms as the system's dynamics change from one iteration to the next and so, depending on how they change, it is always possible that the error will increase slightly, though the overall trend should be to decrease.
Furthermore, the proposed method is restricted to LPV systems with a dependence on the scheduling parameter only in the denominator of the system's transfer function. It is clear that a more general algorithm that works for systems with scheduling parameter dependence in the numerator as well would be of interest. A different approach to that presented in this paper would be necessary, nonetheless, as the ideal input could not be represented as a linear combination of the ideal inputs at the polytopic vertices.
