Abstract. In this paper we study the Gan-Gross-Prasad problem for unitary groups over finite fields. Our results provide complete answers for unipotent representations, and we obtain the explicit branching of these representations.
Introduction
In [GP1, GP2] , B. Gross and D. Prasad studied the restriction problem for special orthogonal groups over a local field and formulated a number of conjectures. Joint with W.T. Gan, in [GGP1] they extended the conjecture to all classical groups, which are nowadays known as the local GanGross-Prasad conjecture. To be a little more precise, the multiplicity one property holds in this situation, namely for a relevant pair of classical groups G ⊃ H and their irreducible admissible representations π and σ respectively, m(π, σ) := dim Hom H (π, σ) ≤ 1; and the invariant attached to π and σ that detects the nonvanishing of the multiplicity m(π, σ) is the local root number associated to their Langlands parameters, which are assumed to be generic. In the p-adic case, the local Gan-Gross-Prasad conjecture has been resolved by J.-L. Waldspurger and C. Moeglin and J.-L. Waldspurger [W1, W2, W3, MW] for orthogonal groups, by R. BeuzartPlessis [BP1, BP2] and W. T. Gan and A. Ichino [GI] for unitary groups, and by H. Atobe [Ato] for symplectic-metaplectic groups.
The main goal of this paper is to study the Gan-Gross-Prasad problem for unipotent representation of finite unitary groups. To begin with, we first set up some notations. Let F q be an algebraic closure of a finite field F q , which is of characteristic p > 2. Let G = U n be an F q -rational form of GL n (F q ), and F be the corresponding Frobenius endomorphism, such that the group of F q -rational points is G F = U n (F q ). Let Z be the center of G F . We will assume that q is large enough such that the main theorem in [S2] holds, namely assume that
• q is large enough such that T F /Z has at least two Weyl group orbits of regular characters, for every F -stable maximal torus T of G.
For an F -stable maximal torus T of G and a character θ of T F , let R G T,θ be the virtual character of G F defined by P. Deligne and G. Lusztig in [DL] . An irreducible representation π is called unipotent if there is an F -stable maximal torus T of G such that π appears in R G T,1 . For two representations π and π ′ of a finite group H, define π, π Let π and π ′ be irreducible representations of U n (F q ) and U m (F q ) respectively, where n ≥ m. The Gan-Gross-Prasad problem is concerned with the multiplicity m(π, π ′ ) := π ⊗ν, π ′ H(Fq) = dim Hom H(Fq) (π ⊗ν, π ′ )
where the data (H, ν) is defined as in [GGP1, Theorem 15 .1] (c.f. [LW] for details in this case). According to whether n − m is odd or even, the above Hom space is called the Bessel model or Fourier-Jacobi model. In [GGP2, Proposition 5.3] , it was shown that if both π and π ′ are cuspidal, then m(π, π ′ ) ≤ 1.
Our formulation of the models differs slightly from that in the Gan-Gross-Prasad conjecture [GGP1] , up to taking the contragradient of π ′ . This is more convenient for our discussion, which will be clear from the context below. On the other hand, in this paper we focus on unipotent representations of U n (F q ), which are self-dual (c.f. [LW, Proposition 6.4] ) and thus for π unipotent the above Hom space coincides with Hom H(Fq) (π ⊗ π ′ , ν).
Recall from [LS] that irreducible unipotent representations of U n (F q ) are parameterized by irreducible representations of S n . It is well-known that the latter are parameterized by partitions of n. For a partition λ of n, denote by π λ the corresponding unipotent representation of U n (F q ). As is standard, we realize partitions as Young diagrams, and denote by t λ the transpose of λ.
Our first main result is the following. Theorem 1.1. Assume that n ≥ m. Let λ and λ ′ be partitions of n and m respectively. Then m(π λ , π λ ′ ) = πt λ ⊗ πt λ ′ , ω n,m Un(Fq)×Um(Fq) = 1, if λ and λ ′ are 2-transverse, 0, otherwise.
where ω n,m is the Weil representation of U n (F q ) × U m (F q ) (see [S2] ).
The content of this theorem can be visualized as a diagram
where the vertical arrows stand for taking the Alvis-Curtis dual (see (2.2)).
In special cases, this result overlaps with our previous work [LW] on the descent problem for finite unitary groups. However, we have different point of views, and the main results are to some extent complementary to each other.
We will only prove an equivalent form of Theorem 1.1 for the Bessel case; the proof for the FourierJacobi cases is similar and will be omitted. Let us outline the strategy of the proof. First of all, Proposition 3.2 and Proposition 3.3 show that parabolic induction preserves multiplicities, which are finite field analogs of Theorem 15.1 and Theorem 16.1 in [GGP1] respectively for unipotent representations. This reduces the calculation to the basic case. For the Bessel case, in order to compute the right hand side of the equation Fq) in Proposition 3.2, we shall reduce the index n by using see-saw dual pairs. This will prove Theorem 1.1 by induction on n. To apply the see-saw arguments, we need the explicit theta correspondence of unipotent representations of finite unitary groups, which is given in [AMR] .
By Theorem 1.1, for a fixed unipotent representation π of U n (F q ), we have an explicit description of the mulitplicities m(π, π ′ ) for unipotent representations π ′ of U m (F q ) with m ≤ n. Our next goal is to describe m(π, π ′ ) for an arbitrary representation π ′ of U m (F q ). Our main tools are the Lusztig correspondence [L] and Reeder's branching formula introduced in [R] (c.f. [LW] ).
Recall that for G F = U n (F q ) one has the dual group G * F = U n (F q ). For a semisimple element s ∈ G * F , we say that 1 / ∈ s if 1 is not an eigenvalue of s. Suppose that s ∈ U n (F q ) is semisimple and conjugate to diag(s ′ , 1 n−m ) where
where
is the virtual representation defined by Deligne and Lusztig. Note that every irreducible representation of U n (F q ) is of this form. By abuse of notation, below we suppress the sign and simply denote by R Un L (π ′ ⊗ π λ ) the irreducible representation. Then our second main result is the following. Theorem 1.2. Let λ and λ ′ be partitions of n and m respectively, m ≤ n. Let π ∈ E(U ℓ (F q ), s) with ℓ + m ≤ n + 1 and 1 ∈ s. Then
, if λ and λ ′ are 2-transverse and π = π is the unique regular character in E(U ℓ (F q ), s).
It will be interesting to isolate the so-called basic case that n − m = 1 or 0. Then Theorem 1.2 gives us the following explicit spectral decompositions, which extends [HZ, Theorem 1.2 and Theorem 1.4] in the case of finite unitary groups. Corollary 1.3. Let λ be a partition of n. Then the following hold.
(i) π λ | U n−1 (Fq) has the multiplicity-free decomposition
where the sum runs over partitions λ ′ of m < n such that λ and λ ′ are 2-transverse, and semisimple conjugacy classes of s ∈ U n−1−m (F q ) such that 1 ∈ s.
(ii) π λ ⊗ ω n has the multiplicity-free decomposition
where the sum runs over partitions λ ′ of m ≤ n such that λ and λ ′ are 2-transverse, and semisimple conjugacy classes of s ∈ U n−m (F q ) such that 1 ∈ s.
Finally we have a few remarks for the Bessel case about the assumption on F q .
• Proposition 3.2 holds without the assumption on q in [S2] . In other words,
holds for any F q with q odd.
• Since any irreducible representation of U n (F q ) is uniform, we can calculate the right hand side of the above equation using Reeder's branching formula introduced in [R] (c.f. [LW] ), which asserts that the multiplicity is a polynomial of q. Moreover, by Proposition 5.2, the multiplicity is a constant.
• The multiplicity in the Bessel case of Theorem 1.2 is a constant if q is large enough.
It follows that result for the Bessel case in Theorem 1.2 holds for any F q with q odd. This paper is organized as follows. In Section 2, we briefly recall the theory of Deligne-Lusztig characters and classification of representation of finite unitary groups. In Section 3, we recall the theory of Weil representation, theta correspondence and see-saw dual pairs. In Section 4 we prove Theorem 1.1. In Section 5 we prove Theorem 1.2.
Deligne-Lusztig characters
Let G be a connected reductive algebraic group over F q . In [DL] , P. Deligne and G. Lusztig defined a virtual character R G T,θ of G F , associated to an F -stable maximal torus T of G and a character θ of T F . The construction of Deligne-Lusztig characters makes use of the theory of ℓ-adic cohomology. We only review some standard facts on these characters (cf. [C, Chapter 7] ), which will be used in this paper.
More generally, let L be an F -stable Levi subgroup of a parabolic subgroup P which is not necessarily F -stable, and π be a representation of the group L F . Then R G L (π) is a virtual character of G F . If P is F -stable, then the Deligne-Lusztig induction coincides with the parabolic induction
In general, if y = su is the Jordan decomposition of an element y ∈ G F , then
is the connected component of the centralizer of s in G, and Q
Example 2.1. U n × U m can be embedded as an F -stable Levi subgroup of U n+m , which is not a Levi subgroup of any F -stable parabolic subgroup.
The following facts are standard.
Proposition 2.2 (Induction in stages). Let Q ⊂ P be two parabolic subgroups of G, with
ON THE GAN-GROSS-PRASAD PROBLEM FOR FINITE UNITARY GROUPS Proposition 2.3 (Weak orthogonality). Let T 1 and T 2 be two F -stable maximal tori of G. Set
and
In particular, if T 1 and T 2 are not G F -conjugate, then R G
2.1. Unipotent representations and duality. The classification of the representations of U n (F q ) was given by Lusztig and Srinivasan in [LS] . Denote by W n ∼ = S n the Weyl group of the diagonal torus in U n (F q ).
Theorem 2.4. Let σ be an irreducible representation of S n . Then
is (up to sign) a unipotent representation of U n (F q ) and all unipotent representations of U n (F q ) arise in this way.
It is well-known that irreducible representations of S n are parametrized by partitions of n. For a partition λ of n, denote by σ λ the corresponding representation of S n , and let π λ = ±R Un σ λ be the corresponding unipotent representation of U n (F q ). By Lusztig's result [L] , π λ is (up to sign) a unipotent cuspidal representation of U n (F q ) if and only if n = k(k+1) 2 for some positive integer k
For a character χ of G F , denote by χ * the Alvis-Curtis dual of χ defined in e.g. [A, Cu, K] . If χ is an irreducible character of G F , then χ * is (up to sign) an irreducible character of G F as well. By [C, Proposition 9.3.4 
It is well-known that for a character σ λ of S n corresponding to a partition λ of n, σ λ ⊗ sgn ∼ = σt λ , hence up to sign
2.2. Regular characters. An F -stable maximal torus T is said to be minisotropic if T is not contained in any F -stable proper parabolic subgroup of G. Then a representation π of G F is cuspidal if and only if π, R G T,θ G F = 0 whenever T is not minisotropic, for any character θ of T F (see [S1, Theorem 6.25] ). Note that if G F = GL n (F q ), then T is said to be minisotropic when
Assume that θ ∈ T F , θ ′ ∈ T ′F where T , T ′ are F -stable maximal tori. The pairs (T, θ), (T ′ , θ ′ ) are said to be geometrically conjugate if for some n ≥ 1, there exists x ∈ G F n such that
where N T n : T F n → T F is the norm map. By [C, p. 378] , for any geometrically conjugate class κ, there is a unique regular character π reg κ appearing in R G T,θ for some (T, θ) ∈ κ; and any regular character appears in exactly one geometric conjugacy class. Moreover
The above equation implies that π reg κ appears in R G T,θ for every pair (T, θ) ∈ κ. Thus π reg κ is cuspidal if and only if T is minisotropic and θ is regular for every pair (T, θ) ∈ κ. Here θ regular means that
F if and only if x = 1.
In particular, if τ is an irreducible cuspidal representation of GL n (F q ), then there is a pair (T, θ) with T an F -stable minisotropic maximal torus and θ regular such that τ = ±R G T,θ .
2.3. Lusztig correspondence. Let G * be the dual group of G. We still denote the Frobenius endomorphism of G * by F , and G * F the group of rational points. It is known that there is a bijection between the set of G F -conjugacy classes of (T, θ) and the set of G * F -conjugacy classes of (T * , s) where T * is a F -stable maximal torus in G * and
The set E(G F , s) is called the Lusztig series, and it is known that E(G F ) is partitioned into Lusztig series indexed by the conjugacy classes (s) of semisimple elements s, i.e.,
The following result is fundamental for the classification of E(G):
There is a bijection
extended by linearity to a map between virtual characters satisfying that
.
From now on assume that G F = U n (F q ). In this case, G * F = U n (F q ). For later use, we prove the following irreducibility result using Lusztig correspondence. Proposition 2.6. Let s be a semisimple element of U n (F q ), which is U n (F q )-conjugate to diag(s 1 , s 2 ) for some semisimple elements s 1 and s 2 in U n 1 (F q ) and U n 2 (F q ) respectively, with n = n 1 + n 2 . Assume that s 1 and s 2 have no common eigenvalues. Then for any π 1 ∈ E(U n 1 (F q ), s 1 ) and
Proof. By the assumption on s 1 and s 2 , one has
One may write π i as a linear combination of R
, where T * i runs over U n i (F q )-conjugacy classes of F -stable maximal tori of U n i containing s i . From Proposition 2.5, it is not hard to see that up to sign
which is an irreducible unipotent representation of
(π 1 ⊗ π 2 ) is up to sign an irreducible representation of U n (F q ). The last assertion of the Proposition is obvious.
In [LW, Lemma 6 .2] we proved the following useful special case of Proposition 2.6. Put
Weil representations and see-saw dual pairs
Let ω Sp 2N be the character of the Weil representation (cf. [Ger] ) of the finite symplectic group Sp 2N (F q ), which depends on a nontrivial additive character ψ of F q . Let (G, G ′ ) be a reductive dual pair in Sp 2N , and write ω G,G ′ for the restriction of
where π and π ′ run over irreducible representations of G F and G ′F respectively, and m π,π ′ are nonnegative integers.. We can rearrange this decomposition as
while the equality does not necessarily hold.
Consider a dual pair of unitary groups (G,
In particular, we denote by ω n the restriction of ω Sp 2n to U n (F q ). By [AM, Theorem 3.5] , theta lifting between unitary groups sends unipotent representations to unipotent representations, and we will recall the explicit correspondence later.
By [LW, Lemma 6 .2 and Proposition 6.4], we have the following compatibility for the theta lifting and parabolic induction.
Proposition 3.1. Let τ be an irreducible cuspidal representation of G ℓ (F q ) which is not conjugate self-dual, π be an irreducible unipotent representation of U n (F q ), and π ′ := Θ n,n ′ (π). Then we have
3.1. See-saw dual pairs. Recall the general formalism of see-saw dual pairs. Let (G, G ′ ) and (H, H ′ ) be two reductive dual pairs in a symplectic group Sp(W ) such that H ⊂ G and
and the associated see-saw identity
where π H and π G ′ are representations of H and G ′ respectively.
In our case, if we put
then the left-hand side of the see-saw identity concerns the basic case of Fourier-Jacobi model whereas the right-hand side concerns the basic case of Bessel model. In general, we need Proposition 3.1 and the following result which generalizes [LW, Proposition 5 .2].
Proposition 3.2. Let π be an irreducible unipotent representation of U n (F q ), and π ′ be an irreducible representation of U m (F q ) with n > m but m ≡ n mod 2. Let P be an F -stable maximal parabolic subgroup of U n+1 with Levi factor G ℓ × U m (so that m + 2ℓ = n + 1). Let τ 1 (resp. τ 2 ) be an irreducible cuspidal representations of
where the data (H, ν) is given by [LW, (1.2) ].
Proof. It can be proved in the same way as [GGP1, Theorem 15 .1], where it was established for non-archimedean local fields, and the proof works for finite fields as well. We follow the notations in [GGP1] . Let V be an n-dimensional non-degenerate hermitian space and W ⊂ V be an mdimensional non-degenerate hermitian subspace, so that
where E = F q 2 · e is an anisotropic line and X is an isotropic subspace with dimX = ℓ − 1 and X ∨ is the dual of X. Let E − = F q 2 · f denote the rank 1 space equipped with a form which is the negative of that on E, so that E + E − is a split rank 2 space. The two isotropic lines in E + E − are spanned by v = e + f and v ′ = 1 2 e, e (e − f ).
Now consider the space
which contains V with codimension 1 and isotropic subspaces
Hence we have
Let P = P (Y ) be the parabolic subgroup of U (W ′ ) stabilizing Y and let M (Y ) be its Levi subgroup stabilizing Y and Y ∨ . Then U(V ) = U n , U(W ′ ) = U n+1 and M (Y ) = G ℓ × U m . Let P V (X) be the parabolic subgroup of U(V ) stabilizing X, so that
where N V (X) is the unipotent radical of P V (X). Let Q be a subgroup of P V (X) and
As in the proof [GGP1, Theorem 15 .1], one has
where R ⊂ GL(Y ) is the mirabolic subgroup which stabilizes the subspace X ⊂ Y and fixes v modulo X. Note also that N (Y ) ∩ Q ⊂ N V (X) and
As a consequence, one has
By the proof of [GGP1, Theorem 15 .1], it suffices to show that π, Ind
Let N n be the group of upper triangular unipotent matrices in G n (F q ) = GL n (F q 2 ). We fix a nontrivial character ψ 0 of F q 2 and let ψ n be the character of N n , given by
By the theory of Bernstein-Zelevinsky derivatives (c.f. [GGP2, Corollary 4.3] ),
Let Q ′ be the subgroup of Q given by
Then there is an F -stable maximal parabolic subgroup P ℓ ′ of U n with Levi factor G ℓ ′ × U n−2ℓ ′ such that Q ′ ⊂ P ℓ ′ . Thus we get π, Ind
By our assumption, π is unipotent and τ 1 is not, hence
In the same manner, one has π, Ind
It follows that π, Ind
which completes the proof.
Similarly, in the Fourier-Jacobi case we have the following result, which generalizes [LW, Proposition 6.5].
Proposition 3.3. Let π be an irreducible unipotent representation of U n (F q ), and π ′ be an irreducible representation of U m (F q ) with n > m and m ≡ n mod 2. Let P be an F -stable maximal parabolic subgroup of U m with Levi factor G ℓ × U m (so that m + 2ℓ = n). Let τ 1 (resp. τ 2 ) be an irreducible cuspidal representations of G ℓ ′ (F q )) (resp. G ℓ−ℓ ′ (F q )), ℓ ′ ≤ ℓ, which is nontrivial if ℓ ′ = 1 (resp. ℓ − ℓ ′ = 1), and
Then we have
where the data (H, ν) is given by [LW, (1.6) ].
In summary, to determine m(π, π ′ ) it suffices to calculate R
, which will be done by see-saw arguments and induction on n.
3.2. Theta correspondence of unipotent representations. Let us recall the theta correspondence between unipotent representations of finite unitary groups. We say that two partitions µ = [µ i ] and µ ′ = [µ ′ i ] are close if |µ i − µ ′ i | ≤ 1 for every i, and that µ is even if #{i|µ i = j} is even for any j > 0, i.e. every part of µ occurs with even multiplicities. Let
be the partition formed by the common parts of µ and µ ′ . Following [AMR] , we say that µ and µ ′ are 2-transverse if they are close and µ ∩ µ ′ is even. In particular, if µ and µ ′ are close and µ ∩ µ ′ = ∅, then µ and µ ′ are 2-transverse, and in this case we say that they are transverse. For example, let λ = [λ 1 , . . . , λ k ] be a partition of n, and let
be the partition of n − λ 1 obtained by removing the first row of λ. Then t λ and t λ * are transverse. Moreover, λ * is the unique partition of n − λ 1 such that t λ and t λ * are 2-transverse.
For partitions λ and λ ′ of n and n ′ respectively, denote the multiplicity of π λ ⊗ π λ ′ in ω n,n ′ by m λ,λ ′ . By [AMR] In other words, Θ n,n ′ (π λ ) = t λ and t λ ′ are 2-transverse |λ
. . , λ k ] be a partition of n. Then the following hold.
Proof. If π µ ∈ Θ n,n ′ (π λ ), then by Proposition 3.4, t µ and t λ are close, which implies that
It follows that
and therefore
Corollary 3.6. With above notations, if n ′ ≥ n + λ 1 − 1 and π µ ⊂ Θ n,n ′ (π λ ), then µ 1 ≥ λ 1 .
Proof. By Proposition 3.4, t µ and t λ are close, hence t µ i ≤ t λ i + 1 for i = 1, 2 . . . , λ 1 .
It follows that
Therefore t µ λ 1 > 0, i.e. µ 1 ≥ λ 1 .
A 2-hook of a partition λ is a pair of blocks of the form {(i, j), (i, j + 1)} or {(i, j), (i + 1, j)} on the boundary of λ, such that we still obtain a Young diagram by removing these blocks from λ. A 2-hook of the above forms is called of type (1 2 ) or (2) respectively. If µ is obtained from λ by removing a 2-hook, then we also say that λ is obtained from µ by adding a 2-hook. 
Proof. We will only prove (i), and the proof of (ii) is similar.
Since π µ ⊂ Θ n,n+m (π λ ), t λ i − 1 ≤ t µ i ≤ t λ i + 1, which implies that
If there exists j ∈ [1, m + 2] such that t µ j = t λ j − 1, then
It follows that in this case t µ i = t λ i + 1 if i = j. In other words, µ is obtained by removing two blocks from the j-th column of [m + 2, λ]. Since µ is a partition, these two blocks form a 2-hook of [m + 2, λ].
Next suppose that t µ i ≥ t λ i for i = 1, · · · , m + 2. It is easy to see that there exist j < j ′ such that t µ j = t λ j and t µ j ′ = t λ j ′ . Since µ and λ are even, we must have j ′ = j + 1, which implies that µ is obtained by removing two blocks from the t λ j -th row of [m + 2, λ].
The Gan-Gross-Prasad problem
In Section 3, Proposition 3.2 and Proposition 3.3 show that parabolic induction preserves multiplicities, which are finite field analogs of Theorem 15.1 and Theorem 16.1 in [GGP1] respectively for unipotent representations. This reduces the calculation to the basic case. In this section we prove Theorem 1.1 using the theta correspondence and see-saw dual pairs.
Proof. We will only prove the Bessel case. The proof for the Fourier-Jacobi case is similar and will be omitted. By [LW, Proposition 5 .2], we only need to compute
, where τ is an irreducible cuspidal representation of G ℓ (F q ). We also assume that τ is not conjugate self-dual.
(i) Suppose that λ ′ 1 > λ 1 + 1. Then by Corollary 3.5 (i), (4.1)
By Proposition 3.1, we have
Consider the see-saw diagram
By the see-saw identity, Proposition 3.1 and (4.1), one has
Then by Corollary 3.5 (ii) and Proposition 3.1, one has
Similar to the proof in (i), one has (4.2)
By Proposition 3.4, Θ n,n+λ 1 −1 (π λ ) = t λ and t µ ′ are 2-transverse
It suffices to prove that
for any partition µ ′ in the above direct sum.
By Corollary 3.6, if t λ and t µ ′ are 2-transverse and
Since µ ′ 1 − 1 ≥ λ 1 − 1 > λ 1 − 2 = µ 1 , by Corollary 3.5 (i) and Proposition 3.1,
Hence by (4.2) and (4.3), we have
Theorem 4.2. Let λ and λ ′ be partitions of n and m respectively, n ≥ m. Then
Proof. We prove the proposition by induction on n. If n = 1, then
G 1 ,θ U 1 (Fq) = 1 and 1 ⊗ ω 1 , 1 U 1 (Fq) = 0, where θ is a regular character of U 2 (F q ).
Suppose that the proposition holds for n ′ < n. Then we will prove the Bessel case for n. The proof for the Fourier-Jacobi case is similar and will be left to the reader.
As before, write λ = [λ 1 , . . . , λ k ] which is a partition of n into k rows and l := λ 1 columns. Similarly write λ ′ = [λ ′ 1 , . . . , λ ′ k ′ ] and put l ′ := λ ′ 1 . By Lemma 4.1, there are only three cases for λ ′ 1 to be considered:
Let τ be an irreducible cuspidal representation of G ℓ (F q ) which is not conjugate self-dual. By Corollary 3.7 (i) and Proposition 3.1,
By Lemma 4.1, for any µ with µ 1 > λ ′ 1 + 1 > λ 1 + 1,
Similar to the proof of Lemma 4.1, by (4.4) and (4.5) one has
By induction hypothesis on n for the Fourier-Jacobi case, one has m(π λ * , π λ ′ * ) = 1, if λ * and λ ′ * are 2-transverse, 0, otherwise.
Since λ 1 = λ ′ 1 , it is clear that λ and λ ′ are 2-transverse if and only if λ * and λ ′ * are 2-transverse. (ii) Suppose that λ ′ 1 = λ 1 . Let λ ′ * and τ be as above. Similar to the proof of (i), one has
It follows that (4.6)
We have three cases for µ ′ 1 :
which is impossible.
Since λ 1 > λ 2 , we have t λ l = 1 and thus t µ ′ l = t λ l − 1 = 0 < t µ l+1 , which is impossible.
This proves the claim that Θ n,n+1−λ ′ 1 (π λ ) = 0. Hence if λ 1 = λ 2 , then
Moreover, by our assumption λ 1 = λ ′ 1 , hence #{i|λ i = λ ′ i = λ 1 } = 1, which shows that λ and λ ′ are not 2-transverse.
Next assume that λ 1 = λ 2 . By the above discussion,
In other words, µ ′ = [λ 2 + 1, λ 3 , λ 4 , . . . , λ k ]. Then by induction on n,
=m(π µ ′ , π λ ′ * ) = 1, if µ ′ and λ ′ * are 2-transverse, 0, otherwise.
If µ ′ and λ ′ * are not 2-transverse, then it is clear that λ and λ ′ are not 2-transverse. On the other hand, if µ ′ and λ ′ * are 2-transverse, then
Hence if µ ′ and λ ′ * are 2-transverse, so are λ and λ ′ .
(iii) Suppose that λ ′ 1 = λ 1 − 1. Let λ * and λ ′ * be as above, and
where τ 1 and τ 2 are irreducible cuspidal representations of GL 1 (F q 2 ) and G ℓ−1 (F q 2 ) respectively that are not conjugate self-dual. By Proposition 3.2, we only need to compute
Similar to case (i), applying Corollary 3.7 and Lemma 4.1, one can show that
Since it is well-known that the Weil representation is self-dual, by Proposition 3.3 we see that the above last term is equal to
Since λ 1 = λ ′ 1 , λ and λ ′ are 2-transverse if and only if λ * and λ ′ * are 2-transverse, which completes the proof by induction on n.
Finally, Theorem 1.1 follows immediately from Proposition 3.4 and Theorem 4.2.
Generalization using Reeder's formula
Let π and π ′ be representations of U n (F q ) and U m (F q ) respectively, n ≥ m. We have calculated m(π, π ′ ) when π and π ′ are both unipotent. The goal of this section is to prove Theorem 1.2, which extends the previous result when π ′ is an arbitrary representation. We shall follow the method in our previous work [LW] . 5.1. Reeder's formula. Let G be a connected reductive algebraic group over F q , H ⊂ G be a connected reductive subgroup of G over F q , and T and S be F -stable maximal tori of G and H respectively.
In [R] , Reeder gives a formula for the multiplicity R G T,θ , R H S,θ ′ H F when G and H are simple. More precisely, by [R, Theorem 1.4] there is a polynomial M (t) of degree at most δ whose coefficients depend on the characters θ and θ ′ of T F and S F respectively, and an integer m ≥ 1 such that
for all positive integers ν ≡ 1 mod m, where θ ν = θ • N T ν and N T ν : T F ν → T F is the norm map. The degree δ given in [R] is optimal. Moreover, [R, Proposition 7.4] gives an explicit formula for the leading coefficient in M (t). In order to calculate R U n+1 L (τ ⊗ π ′ ), π λ Un(Fq) using Reeder's method, it is necessary to extend his result from connected simple algebraic groups to unitary groups. For the notations below we refer the readers to [R] and [LW] , and from now on we put (G F , H F ) = (U n+1 (F q ), U n (F q )). In loc. cit. we obtained the following:
Hι (cl(S, H)) for some ι such that j −1
Gι (cl(T, G)) and j
−1
Hι (cl(S, H)) are not empty.
Recall that for a semisimple element s ∈ U n (F q ), we say that 1 ∈ s if 1 is not an eigenvalue of s. If a pair (T, θ) corresponds to (T * , s), then we say that 1 ∈ (T, θ) if 1 ∈ s. Then we have the following result.
Loosely speaking, this proposition says that for Deligne-Lusztig characters χ ′ and χ of U n+1 (F q ) and U n (F q ) respectively, if χ is unipotent, then to calculate m(χ, χ ′ ) one only needs to consider the "unipotent part" of χ ′ .
Proof. By [LW, (5.4) ] we have 
where W n (T ) denotes the Weyl group of an F -stable maximal torus T of U n (F q ), µ ′ := µ \ µ D , and C µ D ,µ is some binomial coefficient given by [LW, (5.9) ]. Thus the multiplicity (5.1) does not depend on (T 1 , θ), and the proposition follows.
Recall that for a semisimple element s ∈ U n (F q ), π reg s denotes the unique irreducible regular character in E(U n (F q ), s). We have the following corollary of Proposition 5.2.
Corollary 5.3. Let s 0 and s be two semisimple elements in U ℓ (F q ) such that 1 ∈ s 0 , s. Assume that s 0 is regular so that π
, and π λ and π λ ′ be unipotent representations of U n (F q ) and U n+1−ℓ (F q ) respectively. Then the following hold. Proof. We may prove proposition by induction on n. If n = 1, then by Proposition 5.2,
, θ ′ ⊗ 1 U 1 (Fq) = 0 and 1 ⊗ ω 1 , 1 U 1 (Fq) = 0, where θ is regular and θ ′ = 1. Assume that the proposition holds for n ′ < n. To finish the induction, one only needs to apply Proposition 5.4 instead of Proposition 3.1 to calculate the theta lifting in the proof of Theorem 4.2. The rest of the proof is similar and will be left to the reader.
Finally we are ready to prove Theorem 1.2. For convenience let us recall its statement:
Theorem 5.6. Let λ and λ ′ be partitions of n and m respectively, m ≤ n. Let π ∈ E(U ℓ (F q ), s) with ℓ + m ≤ n + 1 and 1 ∈ s. Then m(π λ , R 
where τ is an irreducible cuspidal representation of G ℓ 0 (F q ) that is not conjugate self-dual. Then
T,t for some regular semisimple element t of G ℓ 0 (F q ) such that T := C G ℓ 0 (t) is minisotropic. Let t ′ be the image of t in U 2ℓ 0 . Note that 1 ∈ t ′ and t ′ is in fact regular in U 2ℓ 0 . Our assumption on the finite field F q implies that we may choose τ such that t ′ and s have no common eigenvalues. Then by Proposition 2.2 and Proposition 2.6, We now turn to the Fourier-Jacobi case. By Proposition 3.3, we only need to compute
where τ is as above. By Proposition 2.6 again,
is irreducible. Put µ := [µ 1 , λ], where µ 1 > λ 1 . By Corollary 3.5 (ii), Θ |µ|,n (π µ ) = π λ .
By the see-saw identity, one has
The rest follows from our proof for the Bessel case.
