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ON THE ILL-POSEDNESS OF THE PRANDTL EQUATIONS IN
THREE SPACE DIMENSIONS
CHENG-JIE LIU, YA-GUANG WANG, AND TONG YANG
Abstract. In this paper, we give an instability criterion for the Prandtl equa-
tions in three space variables, which shows that the monotonicity condition of
tangential velocity fields is not sufficient for the well-posedness of the three di-
mensional Prandtl equations, in contrast to the classical well-posedness theory
of the Prandtl equations in two space variables under the Oleinik monotonicity
assumption of the tangential velocity. Both of linear stability and nonlinear
stability are considered. This criterion shows that the monotonic shear flow
is linear stable for the three dimensional Prandtl equations if and only if the
tangential velocity field direction is invariant with respect to the normal vari-
able, and this result is an exact complement to our recent work [8] on the
well-posedness theory for the three dimensional Prandtl equations with spe-
cial structure.
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1. Introduction
The inviscid limit of the viscous flow has been known as a challenging math-
ematical problem that contains many unsolved problems. For the incompressible
Navier-Stokes equations confined in a domain with boundary, in particular with
the non-slip boundary condition, the justification of the inviscid limit remains ba-
sically open, c.f. [2] and references therein. The main obstruction comes from the
formation of boundary layers near the physical boundary, in which the tangential
velocity component changes dramatically.
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The foundation of the boundary layer theories was established by Prandtl [13] in
1904 when he introduced the classical Prandtl equations by considering the incom-
pressible Navier-Stokes equations with non-slip boundary condition. His observa-
tion reveals that outside the layer of thickness of
√
ν with ν being the viscosity co-
efficient, the convection dominates so that the flow can be described approximately
by the incompressible Euler equations, however, within the layer of thickness of√
ν in the vicinity of the boundary, the convection and viscosity balance so that
the flow is governed by the Prandtl equations that is degenerate and mixed type.
Since then, there have been a lot of mathematical studies on the Prandtl equations,
however, the existing theories are basically limited to the two space dimensional
case except the one in analytic framework by Sammartino and Caflisch [14] and
others [17]. On the other hand, in two dimensional space, the classical work by
Oleinik and her collaborators [12] gives the local in time well-posedness when the
tangential velocity component is monotone in the normal direction, by using the
Crocco transformation. Recently, this well-posedness result of the two dimensional
Prandtl equations is re-studied in [1, 10] by direct energy method. In addition to
the monotone condition on the velocity, if a favorable pressure condition is imposed,
then global in time weak solution was also obtained in two dimensional space, see
[16].
The stability mechanism of the three dimensional Prandtl equations is very chal-
lenging and delicate mainly due to the possible appearance of secondary flows in the
three dimensional boundary layer flow as explained in Moore [11], and it is an open
question proposed by Oleinik and Samokhin in the monograph [12]. Recently, in [8]
the authors construct a local solution to the three dimensional Prandtl equations
when the tangential velocity field direction is invariant with respect to the normal
variable under certain monotonicity condition. In addition, this special boundary
layer flow is linearly stable with respect to any perturbation, and the global in time
weak solution is also obtained under an additional favorable pressure condition [9].
The purpose of this paper is to investigate the instability of boundary layer flows
in three space dimensions without the special structure proposed in [8], even when
the two tangential velocity components of the background state are monotonic.
This reveals the essential difference of the Prandtl equations between two and three
space dimensions. For this, let us first review the recent extensive studies on the
instability of the two space dimensional flow around a background state of shear
flow with non-monotonicity.
In fact, without the monotonicity assumption on the tangential component of
the velocity, boundary separation will occur. For this, there are many physical
observations and mathematical studies. For example, Van Dommelen and Shen
in [15] illustrated the “Van Dommelen singularity” by considering an impulsively
started circular cylinder to show the blowup of the normal velocity, and E and
Enquist in [3] precisely constructed some finite time blowup solutions to the two-
dimensional Prandtl equations. Started by Grenier’s work in 2000, there are some
extensive investigation on the instability of the two-dimensional Prandtl equations
when the background shear flow has some degeneracy. Precisely, corresponding to
the well known Rayleigh criterion for the Euler flow, Grenier [6] showed that the
unstable Euler shear flow yields instability of the Prandtl equations. It was shown
in [4] that a non-degenerate critical point in the shear flow of the Prandtl equations
leads to a strong linear ill-posedness of the Prandtl equations in the Sobolev space
3framework. Moreover, [5] strengthens the result of [4] for any unstable shear flow.
Along this direction, the ill-posedness in the nonlinear setting was proved in [7]
to show that the Prandtl equations are ill-posed near non-stationary and non-
monotonic shear flows so that the asymptotic boundary layer expansion is not
valid for non-monotonic shear layer flows in Sobolev spaces.
To describe the problem to be studied in this paper, consider the following
incompressible Navier-Stokes equations
(1.1)


∂tu
ν + (uν · ∇)uν +∇pν − ν∆uν = 0,
∇ · uν = 0,
uν |z=0 = 0,
in {t > 0, (x, y) ∈ T2, z ∈ R+} with boundary at {z = 0}, here uν = (uν , vν , wν)T .
According to Prandtl’s observation, set the ansatz for uν near {z = 0} as
(1.2)


uν(t, x, y, z) = u(t, x, y, z√
ν
) + o(1),
vν(t, x, y, z) = v(t, x, y, z√
ν
) + o(1),
wν(t, x, y, z) =
√
νw(t, x, y, z√
ν
) + o(
√
ν),
and plug it in the Navier-Stokes equations (1.1), one finds that the boundary layer
profile (u, v, w)(t, x, y, z) (here we replace z√
ν
by z for simplicity of notations) sat-
isfies
(1.3)


∂tu+ (u∂x + v∂y + w∂z)u+ ∂xp
E(t, x, y, 0) = ∂2zu,
∂tv + (u∂x + v∂y + w∂z)v + ∂yp
E(t, x, y, 0) = ∂2zv,
∂xu+ ∂yv + ∂zw = 0,
(u, v, w)|z=0 = 0, lim
z→+∞
(u, v) = (uE , vE)(t, x, y, 0),
which is the famous Prandtl layer equations. Here, the pressure pE is related to
the outer Euler flow uE = (uE , vE , 0)(t, x, y, 0) through
∂tu
E + (uE · ∇)uE +∇pE = 0.
The main results of this paper show that when the background state is a shear
flow (us(t, z), vs(t, z), 0) of (1.3) with initial data (Us(z), Vs(z)), even under the
monotonicity condition that U ′s(z), V
′
s (z) > 0, the Prandtl equations (1.3) are both
linearly and nonlinearly unstable under a very general assumption that
(1.4) ∃ z0 > 0, s.t. d
dz
(
V ′s
U ′s
)(z0) 6= 0 or d
dz
(
U ′s
V ′s
)(z0) 6= 0.
Note that in [8], existence of solutions to the three space dimensional Prandtl
equations was proved with special structure and in that case, the tangential com-
ponents of the solution (u, v, w)(t, x, y, z) satisfies ∂
∂z
( v
u
) ≡ 0. In fact, in this case,
the appearance of the secondary flow that is the key factor in instability is avoided.
Thus, by combining with the results obtained in [8], we know that the condition
(1.4) is not only sufficient but also necessary for the linear instability of the three
dimensional Prandtl equation (1.3) linearized around the monotonic shear flow
(us(t, z), vs(t, z), 0).
The rest of the paper will be organized as follows. In Section 2, we first state the
main results on the linear and nonlinear instability of the three-dimensional Prandtl
equations with background state as monotonic shear flow. Then, we prove the linear
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instability result of the shear flow in Section 3, and the nonlinear instability will
be studied in Section 4. In the Appendix, we give a well-posedness result for the
linearized three-dimensional Prandtl equations in the analytic setting with respect
to only one horizontal variable, under the assumption that one component of the
tangential velocity field of background shear flow is monotonic.
2. Main results
By assuming that the outer Euler flow is uniform in (1.3), consider the following
boundary value problem of three dimensional Prandtl equations in Ω , {(t, x, y, z) :
t > 0, (x, y) ∈ T2, z ∈ R+},
(2.1)


∂tu+ (u∂x + v∂y + w∂z)u− ∂2zu = 0,
∂tv + (u∂x + v∂y + w∂z)v − ∂2zv = 0,
∂xu+ ∂yv + ∂zw = 0,
(u, v, w)|z=0 = 0, lim
z→+∞
(u, v) = (U0, V0)
for positive constants U0 and V0. To understand this problem, we start with the
simple situation of shear flow. Let us(t, z) and vs(t, z) be smooth solutions of the
heat equations:
(2.2)


∂tu
s − ∂2zus = 0, ∂tvs − ∂2zvs = 0,
(us, vs)|z=0 = 0, lim
z→+∞(u
s, vs) = (U0, V0),
(us, vs)|t=0 = (Us, Vs)(z),
with (us − U0, vs − V0) rapidly tending to 0 when z → +∞. It is straightforward
to check that the shear velocity profile (us, vs, 0)(t, z) satisfies the problem (2.1).
The question we answer in this paper is whether such trivial profile is stable even
when us(t, z) and vs(t, z) are strictly monotonic in z > 0. For this, we first focus
on the linear stability problem, and consider the linearization of the problem (2.1)
around (us, vs, 0):
(2.3)


∂tu+ (u
s∂x + v
s∂y)u+ wu
s
z − ∂2zu = 0, in Ω,
∂tv + (u
s∂x + v
s∂y)v + wv
s
z − ∂2zv = 0, in Ω,
∂xu+ ∂yv + ∂zw = 0, in Ω,
(u, v, w)|z=0 = 0, lim
z→+∞
(u, v) = 0.
To present the linear instability result that is motivated by the work [4] for two
dimensional problem, we first introduce some notations. As in [4], for any α, m ≥ 0,
denote by
L2α(R
+) := {f = f(z), z ∈ R+; ‖f‖L2α , ‖eαzf‖L2 <∞},
Hmα (R
+) := {f = f(z), z ∈ R+; ‖f‖Hmα , ‖eαzf‖Hm <∞},
Wm,∞α (R
+) := {f = f(z), z ∈ R+; ‖f‖Wm,∞α , ‖eαzf‖Wm,∞ <∞},
and the functional space for ∀β > 0:
Eα,β :=
{
f = f(x, y, z) =
∑
k1,k2∈Z
ei(k1x+k2y)fk1,k2(z), ‖fk1,k2‖L2α ≤ Cα,βe−β
√
k21+k
2
2
}
,
5with
‖f‖Eα,β , sup
k1,k2∈Z
eβ
√
k21+k
2
2‖fk1,k2‖L2α .
The same notations are also used for the vector functions without confusion.
As in [4], we first have the following existence result for the problem (2.3) when
the data are analytic in the tangential variables (x, y).
Proposition 1. Let (us − U0, vs − V0) ∈ C
(
R
+;W 1,∞α (R
+)
)
. Then, there exists a
ρ > 0 such that for all T with β − ρT > 0, and (u0, v0) ∈ Eα,β, the linear problem
(2.3) with the initial data (u, v)|t=0 = (u0, v0) has a unique solution
(u, v) ∈ C
(
[0, T );Eα,β−ρT
)
, (u, v)(t, ·) ∈ Eα,β−ρt.
The proof of this Proposition is the same as that given in [4, Proposition 1], so
we omit it for brevity.
If we impose monotonic condition on the tangential velocity components of the
shear flow (us, vs, 0), then another well-posedness result can be obtained. For this,
similar to the previous notations, we introduce the following function spaces: for
any α, β > 0, set
Kmα :=
{
f = f(x, z); ‖f‖Kmα , ‖eαzf‖Hm(Tx;L2(R+z )) <∞
}
,(2.4)
and
Fmα,β :=
{
f = f(x, y, z) =
∑
k∈Z
eikyfk(x, z); ‖fk‖Kmα ≤ Cα,βe−β|k|, ∀k
}
with
‖f‖Fm
α,β
, sup
k∈Z
eβ|k|‖fk‖Kmα .
The following result shows that the linear problem (2.3) is still well-posed when the
analyticity with respect to one horizontal variable given in Proposition 1 is replaced
by some monotonicity assumption.
Proposition 2. Let (us−U0, vs−V0) ∈ C(R+;W 3,∞α (R+)), α > 0 satisfying usz > 0
and
uszz
usz
,
vsz
usz
∈ C(R+;W 1,∞(R+)),
and the initial data (u, v)|t=0 = (u0, v0) of the problem (2.3) satisfying
(2.5) (u0, v0)(x, y, z) ∈ Fmα,β , ∂z
( u0
usz(0, ·)
) ∈ Fmα,β .
Then, there exists a ρ > 0 such that for all T with β − ρT > 0, the linear problem
(2.3) has a unique solution (u, v)(t, x, y, z) satisfying
(u, v) ∈ L∞
(
0, T ;Fmα,β−ρT
)
, ∂z(u, v) ∈ L2
(
0, T ;Fmα,β−ρT
)
with (u, v)(t, ·) ∈ Fmα,β−ρt.
The proof of this proposition will be given in the Appendix.
From the above Proposition 1 and Proposition 2, we know that when the mono-
tonic condition is imposed to one tangential component of background velocity field,
such as us, the analyticity requirement for the velocity field with respect to the cor-
responding horizontal variable x can be replaced by the Sobolev regularity, while
the velocity field is still analytic in the other horizontal variable y, then one still
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has the local in time well-posedness for the linearized system in three dimensional
space.
Following this argument, it is natural and interesting to study whether the well-
posedness of the linearized Prandtl equations (2.3) still holds in the Sobolev frame-
work if one imposes monotonicity conditions on both tangential velocity components
of background state but without analyticity assumption anymore. The study of this
paper gives a negative answer to the question. In fact, the following theorem shows
a strong linear instability of three dimensional Prandtl equations around basically
shear flow in the Sobolev framework except those with special structure studied in
[8].
To state the result, we need some more notations. Denote by the operator
T ∈ L(Eα,β , Eα,β′) :
(2.6) T (t, s)
(
(u0, v0)
)
:= (u, v)(t, ·),
where (u, v) is the solution of (2.3) with (u, v)|t=s = (u0, v0). Introduce the function
spaces for m,α ≥ 0,
(2.7) Hmα := Hm
(
T
2
x,y;L
2
α(R
+
z )
)
.
Since the space Eα,β is dense in the space Hmα , we can extend the operator T from
the space Eα,β to Hmα , and define
‖T (t, s)‖L(Hm1α ,Hm2α ) := sup
(u0,v0)∈Eα,β
‖T (t, s)(u0, v0)‖Hm2α
‖(u0, v0)‖Hm1α
∈ R+ ∪ {∞},
where the infinity means that T can not be extended to L(Hm1α ,Hm2α ).
The main result on linear instability of shear flow is stated as follows.
Theorem 1. Let (us, vs)(t, z) be the solution of the problems (2.2) satisfying
(us−U0, vs−V0) ∈ C0
(
R
+;W 4,∞α (R
+)∩H4α(R+)
)∩C1(R+;W 2,∞α (R+)∩H2α(R+)).
Assume that the initial data of (2.2) satisfies that
(2.8) ∃ z0 > 0, s.t. (U ′s(z0))2 + (V ′s (z0))2 6= 0, V ′s (z0)U ′′s (z0) 6= U ′s(z0)V ′′s (z0).
Then we have the following two instability statements.
i). There exists σ > 0 such that for all δ > 0,
(2.9) sup
0≤s≤t≤δ
∥∥e−σ(t−s)√|∂T |T (t, s)∥∥L(Hmα ,Hm−µα ) = +∞, ∀m > 0, µ ∈ [0, 14),
where the operator ∂T represents the tangential derivative ∂x or ∂y;
ii). There exists an initial shear layer (Us, Vs) to (2.2) and σ > 0, such that for
all δ > 0,
(2.10) sup
0≤s≤t≤δ
∥∥e−σ(t−s)√|∂T |T (t, s)∥∥L(Hm1α ,Hm2α ) = +∞, ∀m1,m2 > 0.
Remark 2.1. From Theorem 1, we know that the three dimensional Prandtl equa-
tions can be linearly unstable around the shear flow (us, vs, 0)(t, z) even under the
monotonic conditions usz > 0 and v
s
z > 0. On the other hand, if we impose the
monotonic condition U ′s > 0, then (2.8) is equivalent to
(2.11)
d
dz
(V ′s
U ′s
) 6≡ 0.
7And then, by virtue of the boundary condition Us(0) = Vs(0) = 0, (2.11) is equiva-
lent to
(2.12)
d
dz
(Vs
Us
) 6≡ 0.
Thus, the result of Theorem 1 is exactly a complement to the well-posedness result
of the three dimensional Prandtl equations obtained by the authors in [8] for flow
with special structure, that is d
dz
(
Vs
Us
) ≡ 0. For simplicity, we will assume that
U ′s(z0) 6= 0 in the following argument.
Finally, under the above assumption (2.8) we shall have nonlinear instability for
the original problem (2.1) of the three dimensional nonlinear Prandtl equations. To
state the result, let us first recall the definition of local well-posedness from [7].
Definition 2.1. The problem (2.1) with the initial data (u, v)|t=0 = (u0, v0)(x, y, z)
is locally well-posed, if there exist positive continuous functions T (·, ·), C(·, ·), some
α > 0 and some integer m ≥ 1 such that for any initial data (u10, v10) and (u20, v20)
with
(u10 − U0, v10 − V0) ∈ Hmα , (u20 − U0, v20 − V0) ∈ Hmα ,
there are unique distributional solutions (u1, v1) and (u2, v2) satisfying that for
i = 1, 2, (ui, vi)|t=0 = (ui0, vi0) and
(ui − U0, vi − V0) ∈ L∞
(
0, T ;L2(T2 × R+)) ∩ L2(0, T ;H1(T2 × R+)), i = 1, 2,
and the following estimate holds
‖(u1, v1)− (u2, v2)‖L∞(0,T ;L2(T2×R+)) + ‖(u1, v1)− (u2, v2)‖L2(0,T ;H1(T2×R+))
≤ C
(
‖(u10 − U0, v10 − V0)‖Hmα , ‖(u10 − U0, v10 − V0)‖Hmα
)
‖(u10 − u20, v10 − v20)‖Hmα ,
(2.13)
where T = T
(
‖(u10 − U0, v10 − V0)‖Hmα , ‖(u10 − U0, v10 − V0)‖Hmα
)
.
The second main result of this paper is the following ill-posedness of the nonlinear
problem (2.1).
Theorem 2. Under the same assumption as given in Theorem 1, the problem (2.1)
of the three dimensional nonlinear Prandtl equations is not locally well-posed in the
sense of Definition 2.1.
3. Linear instability
In this section, we will prove Theorem 1 to show the linear instability of three
dimensional Prandtl equations. The proof is divided into the following four subsec-
tions.
3.1. The linear instability mechanism. In this subsection, we develop the
method introduced in [4] to analyse the linear instability mechanism of three di-
mensional Prandtl equations. More precisely, we will find some high frequency
mode in the tangential variables that grow exponentially in time. To illustrate this
kind of instability mechanism, as in [4], we first replace the background shear flow
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in (2.3) by its initial data so that the background profile is independent of time.
Corresponding to (2.3), let us consider the following problem:
(3.1)


∂tu+ (Us∂x + Vs∂y)u+ wU
′
s − ∂2zu = 0, in Ω,
∂tv + (Us∂x + Vs∂y)v + wV
′
s − ∂2zv = 0, in Ω,
∂xu+ ∂yv + ∂zw = 0, in Ω,
(u, v, w)|z=0 = 0, lim
z→+∞
(u, v) = 0.
Noting that the coefficients in (3.1) are also independent of the tangential variables
x and y, it is convenient to work on the Fourier variables with respect to x and y.
Recalling in Remark 2.1 we assume that U ′s(z0) 6= 0, so we can set
(3.2) a ,
V ′s (z0)
U ′s(z0)
,
and then, the condition (2.8) yields that the initial tangential velocity Vs−aUs has
a non-degenerate critical point at z = z0. Thus, we may look for solutions of (3.1)
in the form of
(3.3) (u, v, w)(t, x, y, z) = eik(y−ax+λ(k)t)(uˆk, vˆk, wˆk)(z),
with some large integer k. To insure that the right hand side of (3.3) is 2π−periodic
both in x and y, that is, both of k and ak being integers, we need that the constant
a given in (3.2) is a rational number, this condition can be easily satisfied. Indeed,
the assumption U ′s(z0) 6= 0 and condition (2.8) imply that
(3.4) U ′s(z) 6= 0, V ′s (z)U ′′s (z) 6= U ′s(z)V ′′s (z)
holds in a neighborhood of z0. So, by using the continuity of (V
′
s , U
′
s, V
′′
s , U
′′
s ) and
the denseness of the rational numbers in R, there is a point z1 in the neighborhood
of z0, such that the condition (2.8) holds for z1 and
V ′s (z1)
U ′s(z1)
is a rational number.
Therefore, in the following discussion we can always assume that
(3.5) a =
l
q
,
for some co-prime integers l and q.
Letting ǫ , 1
k
≪ 1, combining (3.3) with the divergence free condition in (3.1),
we rewrite (3.3) in the form:
(3.6)
{
(u, v)(t, x, y, z) = eiǫ
−1(y−ax+λǫt)(uǫ, vǫ)(z),
w (t, x, y, z) = −iǫ−1eiǫ−1(y−ax+λǫt)wǫ(z).
Then, the divergence free condition in (3.1) yields that
(3.7) − auǫ + vǫ = w′ǫ.
Substituting (3.6) into (3.1), we obtain
(3.8)


(λǫ + Vs − aUs)uǫ − U ′swǫ + iǫu(2)ǫ = 0,
(λǫ + Vs − aUs)vǫ − V ′swǫ + iǫv(2)ǫ = 0,
(uǫ, vǫ, wǫ)(0) = 0, lim
z→+∞
(uǫ, vǫ) = 0.
Set
(3.9) Ws(z) , (Vs − aUs)(z),
9combining (3.7) with (3.8) implies that
(3.10)
{
(λǫ +Ws)w
′
ǫ −W ′swǫ + iǫw(3)ǫ = 0,
wǫ(0) = w
′
ǫ(0) = 0.
Note that the equation for wǫ(z) in (3.10) is the same as (2.3) studied in [4] for two
dimensional Prandtl equations. Therefore, according to [4], we have the following
result:
Lemma 3.1. For the equation (3.10), if z0 is a non-degenerate critical point of
Ws(z), then wǫ(z) has the following formal approximate expansion in ǫ :
(3.11)
{
λǫ ∼ −Ws(z0) + ǫ 12 τ,
wǫ(z) ∼ H(z − z0)
[
Ws(z)−Ws(z0) + ǫ 12 τ
]
+ ǫ
1
2W ( z−z0
ǫ
1
4
),
where H is the Heaviside function, τ is a complex constant with ℑτ < 0, and the
function W (Z) solves the following ODE:
(3.12)


(
τ +W ′′s (z0)
Z2
2
)
W ′ −W ′′s (z0)ZW + iW (3) = 0, Z 6= 0,
[W ]
∣∣
Z=0
= −τ, [W ′]
∣∣
Z=0
= 0, [W ′′]
∣∣
Z=0
= −W ′′s (z0),
lim
Z→±∞
W = 0, exponentially,
where the notation [u]
∣∣
Z=0
= lim
δ1→0+
u(δ1)− lim
δ2→0−
u(δ2) denotes the jump of a related
function u(Z) across Z = 0.
As in [4], the asymptotic expansion of the solution wǫ(z) given in (3.11) shows
that the approximate solution of wǫ(z) can be divided into the ”regular” part and
the ”shear layer” part as:
waǫ (z) := w
reg
ǫ (z) + w
sl(z)
ǫ
with
wregǫ , H(z − z0)
[
Ws(z)−Ws(z0) + ǫ 12 τ
]
,
and
wslǫ , ǫ
1
2W (
z − z0
ǫ
1
4
).
Note that wregǫ (0) = (w
reg
ǫ )
′(0) = 0. The ”shear layer” part wslǫ is to cancel the
discontinuities of the ”regular” part wregǫ at z = z0, such that the approximation
waǫ ∈ C2(R+).
The formal asymptotic expansion (3.11)1 for the eigenvalue indicates strong in-
stability of (3.1), that is, back to the Fourier representation (3.6), the tangential
velocity (u, v) grows like e
t√
ǫ . To complete this process, we will construct the for-
mal approximation of (uǫ, vǫ)(z). The construction of (uǫ, vǫ)(z) is based on the
relation (3.7) and the approximation (3.11), which implies that
(3.13) (vǫ − auǫ)(z) ∼ H(z − z0)W ′s(z) + ǫ
1
4W ′(
z − z0
ǫ
1
4
).
From (3.13), we assume that the formal approximation for (uǫ, vǫ)(z) can be chosen
as follows:
(3.14)


uǫ(z) ∼ H(z − z0)U ′s(z) + h( z−z0
ǫ
1
4
) + ǫ
1
4U( z−z0
ǫ
1
4
),
vǫ(z) ∼ H(z − z0)V ′s (z) + ah( z−z0
ǫ
1
4
) + ǫ
1
4
(
aU +W ′
)
( z−z0
ǫ
1
4
),
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where the functions h(Z) and U(Z) is rapidly decay as Z → ±∞ as explained in
the following. One can easily verifies that
H(z − z0)
(
U ′s(z), V
′
s (z)
)∣∣
z=0
= 0, lim
z→+∞
(uǫ, vǫ) = 0.
Similar to the “shear layer” part wslǫ defined in (3.11), the functions h(Z) and
U(Z) are used to cancel the discontinuities in H(z − z0)U ′s(z) and H(z − z0)V ′s (z)
at z = z0, so that the approximations in (3.14) belongs to C
1(R+). Moreover,
h(Z) and U(Z) are used to balance the approximation in the orders of O(
√
ǫ) and
O(ǫ
3
4 ) respectively. For this, from (3.8), (3.11) and (3.14), h(Z) and U(Z) satisfy
the following problems respectively,
(3.15)


(
τ +W ′′s (z0)
Z2
2
)
h− U ′s(z0)W + ih′′ = 0, Z 6= 0,
[h]
∣∣
Z=0
= −U ′s(z0), [h′]
∣∣
Z=0
= 0,
lim
Z→+∞
h = 0,
and
(3.16)


(
τ +W ′′s (z0)
Z2
2
)
U − U ′′s (z0)ZW + iU ′′ = 0, Z 6= 0,
[U ]
∣∣
Z=0
= 0, [U ′]
∣∣
Z=0
= −U ′′s (z0),
lim
Z→+∞
U = 0.
Comparing the problem (3.15) with (3.16), respectively (3.12), it follows that
U ′s(z0)
W ′′s (z0)
W ′′(Z), respectively U
′′
s (z0)
W ′′s (z0)
W ′(Z), solves the problem (3.15), respectively
(3.16). Consequently, we can choose the formal expansion of (uǫ, vǫ)(z) as
(3.17)


uǫ(z) ∼ H(z − z0)U ′s(z) + U
′
s(z0)
W ′′s (z0)
W ′′( z−z0
ǫ
1
4
) + ǫ
1
4
U ′′s (z0)
W ′′s (z0)
W ′( z−z0
ǫ
1
4
),
vǫ(z) ∼ H(z − z0)V ′s (z) + V
′
s (z0)
W ′′s (z0)
W ′′( z−z0
ǫ
1
4
) + ǫ
1
4
V ′′s (z0)
W ′′s (z0)
W ′( z−z0
ǫ
1
4
).
Therefore, we have concluded the following results for the reduced boundary
value problem (3.1).
Proposition 3. For the large frequency k = 1
ǫ
, the approximate solutions of the
problem (3.1) can be expressed as (3.6) with
(3.18)

λǫ ∼ −Ws(z0) + ǫ 12 τ,
wǫ(z) ∼ H(z − z0)
[
Ws(z)−Ws(z0) + ǫ 12 τ
]
+ ǫ
1
2W ( z−z0
ǫ
1
4
),
(uǫ(z), vǫ(z)) ∼ H(z − z0)(U ′s(z), V ′s (z)) +W ′′( z−z0
ǫ
1
4
) 1
W ′′s (z0)
(
U ′s(z0), V
′
s (z0)
)
,
+ǫ
1
4W ′( z−z0
ǫ
1
4
) 1
W ′′s (z0)
(
U ′′s (z0), V
′′
s (z0)
)
,
where the complex constant τ and function W (Z) are given in Lemma 3.1.
Remark 3.1. Recalling from [4], we know that the pair
(
τ,W (Z)
)
given in Lemma
3.1 has the following form
(3.19)
τ =
∣∣W ′′s (z0)
2
∣∣ 12 τ˜ ,
W (Z) =
∣∣W ′′s (z0)
2
∣∣ 12 [(τ˜ + ∣∣W ′′s (z0)2 ∣∣ 12Z2)W˜ (∣∣W ′′s (z0)2 ∣∣ 14Z)− 1R+(τ˜ + ∣∣W ′′s (z0)2 ∣∣ 12Z2)].
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where the complex constant τ˜ has a negative imaginary part, i.e., ℑτ˜ < 0, and the
function W˜ (Z˜) is a smooth solution of the following third order ordinary differential
equation:
(3.20)


(
τ˜ + sign(W ′′s (z0))Z˜
2
)2 d
dZ˜
W˜ + i d
3
dZ˜3
((
τ + sign(W ′′s (z0))Z˜
2
)
W˜
)
= 0,
lim
Z˜→−∞
W˜ = 0, lim
Z˜→+∞
W˜ = 1.
3.2. Construction of approximate solutions. Inspiring by the construction of
approximate solutions to the simplified problem (3.1) given in the above subsection,
and also by the argument given in [4], we are going to construct the approximate
solution of the original linearized problem (2.3).
Let (us(t, z), vs(t, z)) satisfy the assumptions of Theorem 1, and denote by
wsa(t, z) , v
s(t, z)− aus(t, z),
where the constant a is given in (3.2). Then, we know that z0 is a non-degenerate
critical point of wsa(0, z). Without loss of generality, we assume that ∂
2
zw
s
a(0, z0) <
0, then the differential equation
(3.21)
{
∂t∂zw
s
a
(
t, f(t)
)
+ ∂2zw
s
a
(
t, f(t)
)
f ′(t) = 0,
f(0) = z0,
defines a non-degenerate critical point f(t) of wsa(t, ·) when 0 < t < t0 for some
small t0 > 0. Note that such f(t) can also be determined by the following equation:
d
dt
( vsz(t, f(t))
usz
(
t, f(t)
)) = 0, f(0) = z0.
Since the approximation solution of (3.1) given in Proposition 3 is obtained with
the background state being frozen at the initial data (us, vs)|t=0 = (Us, Vs)(z), to
construct approximate solutions of the original problem (2.3) with background state
being the shear flow in the time interval 0 < t < t0, we need to do some modification
as in [4]. Recall Proposition 3 and Remark 3.1 in the above subsection, let τ,W (Z)
be given in (3.19), and set
Wsl(Z) :=
(
τ − Z2
)
W (Z)− 1R+
(
τ − Z2
)
.(3.22)
Then, for ǫ > 0 we introduce
(3.23) λǫ(t) := −wsa(t, f(t)) + ǫ
1
2
∣∣∂2zwsa(t, f(t))
2
∣∣ 12 τ,
and the “regular” part of velocities
(3.24)


U regǫ (t, z) = H(z − f(t))usz(t, z), V regǫ (t, z) = H(z − f(t))vsz(t, z),
W regǫ (t, z) = H(z − f(t))
[
wsa(t, z)− wsa(t, f(t)) + ǫ
1
2
∣∣∂2zwsa(t,f(t))
2
∣∣ 12 τ],
as well as the “shear layer” part of wǫ
W slǫ (t, z) := ǫ
1
2ϕ(z − f(t))
∣∣∂2zwsa(t, f(t))
2
∣∣ 12Wsl(∣∣∂2zwsa(t, f(t))
2
∣∣ 14 · z − f(t)
ǫ
1
4
)
.
(3.25)
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Here, ϕ is a smooth truncation function near 0, and Wsl is given in (3.22). There-
fore, from Proposition 3 and by (3.24) and (3.25), the approximate solution of the
problem (2.3) can be defined as:
(3.26) (uǫ, vǫ, wǫ)(t, x, y, z) = e
iǫ−1(y−ax)(Uǫ, Vǫ,Wǫ)(t, z)
with
(
Uǫ, Vǫ
)
(t, z) = ieiǫ
−1 ∫ t
0
λǫ(s)ds
{(
U regǫ , V
reg
ǫ
)
(t, z) +
∂2zW
sl
ǫ (t, z)
∂2zw
s
a(t, f(t))
(
usz, v
s
z
)
(t, f(t))
+
∂zW
sl
ǫ (t, z)
∂2zw
s
a(t, f(t))
(
∂2zu
s, ∂2zv
s
)
(t, f(t))
}
,
Wǫ(t, z) = ǫ
−1eiǫ
−1 ∫ t
0
λǫ(s)ds
(
W regǫ (t, z) +W
sl
ǫ (t, z)
)
.
(3.27)
Moreover, in order that the function (3.26) is 2π−periodic in x and y, we take
ǫ = 1
qk
with the integers q given in (3.5) and k ∈ N.
It is straightforward to check that for (uǫ, vǫ, wǫ) defined in (3.26),
(uǫ, vǫ, wǫ)|z=0 = 0, lim
z→+∞
(uǫ, vǫ) = 0,
and the divergence free condition holds. Also,
(uǫ, vǫ)(t, x, y, z) = e
iǫ−1(y−ax)(Uǫ, Vǫ)(t, z)
is analytic in the tangential variables x, y and H2α in z. Moreover, there are positive
constants C0 and σ0, independent of ǫ, such that
(3.28) C−10 e
σ0t√
ǫ ≤ ‖(Uǫ, Vǫ)(t, ·)‖L2α ≤ C0e
σ0t√
ǫ .
Plugging the relation (3.26) into the original linearized Prandtl equations (2.3),
it follows that
(3.29)


∂tuǫ + (u
s∂x + v
s∂y)uǫ + wǫu
s
z − ∂2zuǫ = r1ǫ ,
∂tvǫ + (u
s∂x + v
s∂y)vǫ + wǫv
s
z − ∂2zvǫ = r2ǫ ,
∂xuǫ + ∂yvǫ + ∂zwǫ = 0, in Ω,
(uǫ, vǫ, wǫ)|z=0 = 0, lim
z→+∞
(uǫ, vǫ) = 0,
where the remainder term is represented by
(3.30) (r1ǫ , r
2
ǫ )(t, x, y, z) := e
iǫ−1(y−ax)(R1ǫ , R
2
ǫ )(t, z)
with
R1ǫ = ∂tUǫ + iǫ
−1wsa(t, z)Uǫ − ∂2zUǫ + usz(t, z)Wǫ,
R2ǫ = ∂tVǫ + iǫ
−1wsa(t, z)Vǫ − ∂2zVǫ + vsz(t, z)Wǫ.
(3.31)
Note that the representation (3.24) implies
(3.32) (∂t − ∂2z )U regǫ = (∂t − ∂2z )V regǫ = 0, z 6= f(t).
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Then, from the representation of (Uǫ, Vǫ) and Wǫ given in (3.27) and by using the
equations (3.20) and (3.32), we conclude that for z 6= f(t),
R1ǫ (t, z) = e
iǫ−1
∫
t
0
λǫ(s)ds
{
− ǫ−1
[
wsa(t, z)− wsa(t, f(t))− ∂2zwsa(t, f(t))
(z − f(t))2
2
]
·
[ usz(t, f(t))
∂2zw
s
a(t, f(t))
∂2zW
sl
ǫ +
∂2zu
s(t, f(t))
∂2zw
s
a(t, f(t))
∂zW
sl
ǫ
]
+ ǫ−1
[
usz(t, z)− usz(t, f(t))− uszz(t, f(t))(z − f(t))
]
W slǫ
+ i∂t
( usz(t, f(t))
∂2zw
s
a(t, f(t))
∂2zW
sl
ǫ +
∂2zu
s(t, f(t))
∂2zw
s
a(t, f(t))
∂zW
sl
ǫ
)
+O(ǫ∞)
}
,
(3.33)
and
R2ǫ (t, z) = e
iǫ−1
∫
t
0
λǫ(s)ds
{
− ǫ−1
[
wsa(t, z)− wsa(t, f(t))− ∂2zwsa(t, f(t))
(z − f(t))2
2
]
·
[ vsz(t, f(t))
∂2zw
s
a(t, f(t))
∂2zW
sl
ǫ +
∂2zv
s(t, f(t))
∂2zw
s
a(t, f(t))
∂zW
sl
ǫ
]
+ ǫ−1
[
vsz(t, z)− vsz(t, f(t))− vszz(t, f(t))(z − f(t))
]
W slǫ
+ i∂t
( vsz(t, f(t))
∂2zw
s
a(t, f(t))
∂2zW
sl
ǫ +
∂2zv
s(t, f(t))
∂2zw
s
a(t, f(t))
∂zW
sl
ǫ
)
+O(ǫ∞)
}
.
(3.34)
The terms O(ǫ∞) in (3.33) and (3.34) represent the remainders with exponential
decay in z that follows from the fact that W slǫ decays exponentially and the deriva-
tives of ϕ(· − f(t)) vanish near f(t). Then, with the same σ0 given in (3.28), we
have that (R1ǫ , R
2
ǫ )(t, z) satisfy
(3.35) ‖(R1ǫ , R2ǫ )(t, ·)‖L2α ≤ C1ǫ−
1
4 e
σ0t√
ǫ ,
where the constant C1 is independent of ǫ.
Therefore, we conclude
Proposition 4. For the linear problem (2.3), the approximate solution (uǫ, vǫ, wǫ)
given in (3.26) and (3.27), satisfies the problem (3.29), where the source term
(r1ǫ , r
2
ǫ ) in the form (3.30) has the bound (3.35).
Remark 3.2. The estimate (3.35) follows from the fact that the ”shear layer”
part ∂2zW
sl
ǫ cancels the terms ǫ
−1usz(t, f(t))W
sl
ǫ and ǫ
−1vsz(t, f(t))W
sl
ǫ in (3.33)
and (3.34) respectively, by using the equation (3.15) for instance. And this error
bound leads to the choice of µ < 14 in (2.9). It is slight different from the two
dimensional case studied in [4] where µ < 12 , because here we require that the initial
data of us and vs do not degenerate simultaneously at a point, z = z0, while in the
two dimensional problem, it is assumed that there is a degeneracy at the critical
point.
3.3. Proof of Theorem 1(i). At this stage, based on the approximate solution
given in Proposition 4, we can use the method from [4] to prove Theorem 1. We
now sketch the proof as follows.
Verification of (2.9) for the tangential differential operator by contradiction.
Suppose that (2.9) does not hold for ∂x, that is, for all σ > 0, there exists
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δ > 0,m ≥ 0 and µ ∈ [0, 14 ), that is,
(3.36) sup
0≤s≤t≤δ
‖e−σ(t−s)
√
|∂x|T (t, x)‖L(Hmα ,Hm−µα ) < +∞.
Introduce the operator
Tǫ(t, s) : L
2
α(R
+) 7→ L2α(R+)
as
(3.37) Tǫ(t, s)
(
(U0, V0)
)
:= e−iǫ
−1(y−ax)T (t, s)
(
eiǫ
−1(y−ax)(U0, V0)
)
with T (t, s) being defined in (2.6). From (3.36), we have
(3.38) ‖Tǫ(t, s)‖L(L2α) ≤ C2ǫ−µe
√
aσ(t−s)√
ǫ , ∀ 0 ≤ s ≤ t ≤ δ
for a constant C2 independent of ǫ.
Denote by
Lǫ := e
−iǫ−1(y−ax) L eiǫ
−1(y−ax),
where L is the linearized Prandtl operator around the shear flow (us, vs, 0). Let
(U, V )(t, z) be a solution to the problem{
∂t(U, V ) + Lǫ(U, V ) = 0,
(U, V )|t=0 = (Uǫ, Vǫ)(0, z).
From the definition (3.37), we have that
(U, V )(t, z) = Tǫ(t, 0)
(
(Uǫ, Vǫ)(0, z)
)
.
Then, from (3.38) it follows that for all t ≤ δ,
(3.39) ‖(U, V )(t, ·)‖L2α ≤ C2ǫ−µe
√
aσt√
ǫ ‖(Uǫ, Vǫ)(0, ·)‖L2α ≤ C3ǫ−µe
√
aσt√
ǫ
holds for a constant C3 independent of ǫ. From (3.33) and (3.34), we know that
∂t(Uǫ, Vǫ) + Lǫ(Uǫ, Vǫ) = (R
1
ǫ , R
2
ǫ ).
Thus, the difference (U˜ , V˜ ) := (U, V ) − (Uǫ, Vǫ) can be obtained by the Duhamel
representation:
(3.40) (U˜ , V˜ )(t, ·) =
∫ t
0
Tǫ(t, s)
(
(R1ǫ , R
2
ǫ )(s, ·)
)
ds, ∀ t ≤ δ.
Combining (3.35), (3.38) and (3.40), and choosing
√
aσ < σ0 yields that
(3.41) ‖(U˜ , V˜ )(t, ·)‖L2α ≤ C1C2ǫ−µ−
1
4
∫ t
0
e
√
aσ(t−s)√
ǫ e
σ0s√
ǫ ds ≤ C4ǫ 14−µe
σ0t√
ǫ ,
where the constant C4 > 0 is independent of ǫ. Then, by using (3.28), we obtain
that for t < δ and sufficiently small ǫ,
‖(U, V )(t, ·)‖L2α ≥ ‖(Uǫ, Vǫ)(t, ·)‖L2α − ‖(U˜ , V˜ )(t, ·)‖L2α
≥ C−10 e
σ0t√
ǫ − C4ǫ 14−µe
σ0t√
ǫ ≥ 1
2
C−10 e
σ0t√
ǫ .
(3.42)
As
√
aσ < σ0, comparing (3.39) with (3.42), the contradiction arises when t >√
ǫ
σ0−
√
aσ
(
ln(2C0C3) − ln ǫ
)
with sufficiently small ǫ. Thus, the proof of Theorem
1(i) is completed.
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3.4. Proof of Theorem 1(ii). The aim of this subsection is to prove Theorem
1(ii). By comparing (2.9) with (2.10), we only need to show that there exists an
initial data (Us, Vs) for the shear flow to (2.2) such that (2.9) still holds for arbitrary
µ > 0. Recall the proof of part i) in the above subsection, the task can be attributed
to find some (Us, Vs) such that the remainder (R
1
ǫ , R
2
ǫ )(t, z), generated in (3.31) by
the approximation (3.27), has the following estimate:
(3.43) ‖(R1ǫ , R2ǫ )(t, ·)‖L2α ≤ C
(
ǫN + t2N
)
e
σ0t√
ǫ
for some N ∈ R+, N+ 12 > µ. Once this is achieved, as in [4], the desired conclusion
holds.
Similar to [4], the special initial shear layer (Us, Vs)(z) can be chosen such that
(Us, Vs)|z=0 = 0, (Us, Vs)(z)→ (U0, V0), exponentially as z → +∞,
and in a small neighborhood of z0,
(3.44)
{
Us(z) = U
′′
s (z0)
(z−z0)2
2 + q(z − z0) + Us(z0),
Vs(z) = V
′′
s (z0)
(z−z0)2
2 + l(z − z0) + Vs(z0),
where q, l are integers given in (3.5), and the constants U ′′s (z0), Us(z0),
V ′′s (z0), Vs(z0) satisfy
V ′′s (z0)− aU ′′s (z0) 6= 0, Us(z0) 6= 0
with the constant a being given in (3.2). Then, for such (Us, Vs)(z), we will show
that (3.43) holds. We only estimate the term R1ǫ , as the same argument works for
R2ǫ . From (3.33), decompose R
1
ǫ as follows for z 6= f(t):
(3.45) R1ǫ := e
iǫ
∫
t
0
λ(s)ds
(
R1ǫ,1 + R
1
ǫ,2 +R
1
ǫ,3 +O(ǫ
∞)
)
,
where
R1ǫ,1(t, z) = −ǫ−1
[
wsa(t, z)− wsa(t, f(t))− ∂2zwsa(t, f(t))
(z − f(t))2
2
]
·
[ usz(t, f(t))
∂2zw
s
a(t, f(t))
∂2zW
sl
ǫ +
∂2zu
s(t, f(t))
∂2zw
s
a(t, f(t))
∂zW
sl
ǫ
]
,
R1ǫ,2(t, z) = ǫ
−1
[
usz(t, z)− usz(t, f(t))− uszz(t, f(t))(z − f(t))
]
W slǫ ,
R1ǫ,3(t, z) = i∂t
( usz(t, f(t))
∂2zw
s
a(t, f(t))
∂2zW
sl
ǫ +
∂2zu
s(t, f(t))
∂2zw
s
a(t, f(t))
∂zW
sl
ǫ
)
.
Therefore, it remains to show that
(3.46) ‖R1ǫ,i(t, ·)‖L2α ≤ C(ǫN + t2N ), i = 1, 2, 3.
Firstly, for R1ǫ,1, note that the function w
s
a(t, z) = v
s(t, z)− aus(t, z) satisfies
(3.47) ∂tw
s
a − ∂2zwsa = 0,
and in a small neighborhood of z0,
(3.48) wsa(0, z) =
(
V ′′s (z0)− aU ′′s (z0)
) (z − z0)2
2
+ V (z0)− aUs(z0).
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Thus, by using the Taylor expansion and (3.47), it follows that for any N ∈ N,
|R1ǫ,1(t, z)| = ǫ−1
∣∣∣ ∫ z
f(t)
(z˜ − f(t))2
2
∂3zw
s
a(t, z˜)dz˜
∣∣∣ · ∣∣∣ usz(t, f(t))
∂2zw
s
a(t, f(t))
∂2zW
sl
ǫ +
∂2zu
s(t, f(t))
∂2zw
s
a(t, f(t))
∂zW
sl
ǫ
∣∣∣
≤ Cǫ−1
∫ z
f(t)
(z˜ − f(t))2
2
2N−1∑
k=0
tk
k!
∣∣∂kt ∂3zwsa(0, z˜)∣∣dz˜ · (∣∣∂2zW slǫ ∣∣+ ∣∣∂zW slǫ ∣∣)+O(t2N )
≤ Cǫ−1
∫ z
f(t)
(z˜ − f(t))2
2
2N−1∑
k=0
tk
k!
∣∣∂3+2kz wsa(0, z˜)∣∣dz˜ · (∣∣∂2zW slǫ ∣∣+ ∣∣∂zW slǫ ∣∣)+O(t2N ).
(3.49)
From (3.48), we know that
∂3+2kz w
s
a(0, z) ≡ 0, ∀k ∈ N,
when z is in a small neighborhood of f(t) as t > 0 is small. This implies that the
integral in the last line of (3.49) is supported away from z = f(t). Then, combining
with the exponential decrease of the “shear layer” W slǫ , (3.49) yields
(3.50) ‖R1ǫ,1(t, ·)‖L2α ≤ C(ǫN + t2N ).
For the term R1ǫ,2, we can use similar arguments as above to obtain
(3.51) ‖R1ǫ,2(t, ·)‖L2α ≤ C(ǫN + t2N ).
Next, from the expression (3.25) of W slǫ (t, z) and the relation
∂tu
s = ∂2zu
s, ∂tw
s
a = ∂
2
zw
s
a,
a straightforward calculation implies that
R1ǫ,3(t, z) =∂
3
zu
s(t, f(t))g1(t, z) + ∂
4
zu
s(t, f(t))g2(t, z) + ∂
4
zw
s
a(t, f(t))g3(t, z)
+ f ′(t)g4(t, z) +O(ǫ∞),
(3.52)
where each function gi(t, z), 1 ≤ i ≤ 4 can be expressed as a linear combination of
the terms
O(ǫ−
1
4 )ϕ(z − f(t)) W (j)sl
(∣∣∂2zwsa(t, f(t))
2
∣∣ 14 · z − f(t)
ǫ
1
4
)
, 0 ≤ j ≤ 3
with Wsl being defined in (3.22). Then, as for R
1
ǫ,1, the first three terms on the
right hand side of (3.52) have the same bounds as in (3.50). For the fourth term
given in (3.52), by noticing that from (3.21),
f ′(t) = −∂t∂zw
s
a(t, f(t))
∂2zw
s
a(t, f(t))
=
∂3zw
s
a(t, f(t))
∂2zw
s
a(t, f(t))
,
we can verify that f ′(t)g4(t, z) also satisfies the same estimate as (3.50). In conclu-
sion, we have
(3.53) ‖R1ǫ,3(t, ·)‖L2α ≤ C(ǫN + t2N ).
Thus, combining (3.50), (3.51) and (3.53), we have the estimate (3.46), and then
obtain the proof of Theorem 1(ii) by taking N large enough.
Finally, we state the following result to finish this section, which can be obtained
by similar arguments as above,
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Proposition 5. There exists a shear layer (us, vs) to (2.2) with usz, v
s
z > 0, such
that for all δ > 0,
(3.54) sup
0≤s≤t≤δ
∥∥T (t, s)∥∥L(Hmα ,L2) = +∞, ∀m > 0.
4. Nonlinear instability
In this section, we will prove the nonlinear ill-posedness result of the three dimen-
sional Prandtl equations stated in Theorem 2, it will mainly follow the argument
of [7]. First, let us give a preliminary result on the uniqueness of solutions to the
linear problem (2.3) as follows.
Lemma 4.1. Suppose that (us, vs)(t, z) is a solution to the problem (2.2) satisfying
that
sup
t≥0
(
sup
z≥0
|(us, vs)|+
∫ +∞
0
z|(∂zus, ∂zvs)|2dz
)
< +∞.
Let (u, v) ∈ L∞(0, T ;L2(T2 × R+)) with (∂zu, ∂zv) ∈ L2((0, T ) × T2 × R+) be a
solution to the problem (2.3) with the vanish initial data (u, v)|t=0 = 0. Then, for
all t > 0, (u, v) ≡ 0.
The proof of this lemma is similar to the one given in [5, Proposition 2.1] or [7,
Proposition 2.2], we omit it here for simplicity.
Proof of Theorem 2. (1) First, by using (3.54), we know that for the shear flow
(us, vs) given in Proposition 5, for fixed δ0 > 0 and any m,n ∈ N, there exist sn, tn
with 0 ≤ sn ≤ tn ≤ δ0, functions (un0 , vn0 )(x, y, z), and solutions (unL, vnL) to the
linearized problem (2.3), such that (unL, v
n
L)|t=sn = (un0 , vn0 ) and
(4.1) ‖(un0 , vn0 )‖Hmα = 1, ‖(unL, vnL)(tn)‖L2 ≥ n.
(2) Now, we prove this theorem by contradiction. Assume that the problem
(2.1) is locally well-posedness for some integer m ≥ 0 in the sense of Definition 2.1.
Denote by
(4.2) (ussn , v
s
sn
)(t, z) := (us, vs)(t+ sn, z),
and
(4.3) (un0,δ, v
n
0,δ)(x, y, z) := (u
s, vs)(sn, z) + δ(u
n
0 , v
n
0 )(x, y, z)
with a small positive constant δ. Let (unδ , v
n
δ ) be the solution to the problem (2.1)
with the initial data (unδ , v
n
δ )|t=0 = (un0,δ, vn0,δ). Thus, applying Definition 2.1 to
two solutions (unδ , v
n
δ ) and (u
s
sn
, vssn), it yields that there exist positive continuous
functions T (·, ·) and C(·, ·), such that
‖(unδ − ussn , vnδ − vssnn)‖L∞(0,T ;L2(T2×R+)) + ‖(u
n
δ − ussn , vnδ − vssnn)‖L2(0,T ;H1(T2×R+))
≤ Cδ‖(un0 , vn0 )‖Hmα = Cδ,
(4.4)
where T = T
(
‖(un0,δ − U0, vn0,δ − V0)‖Hmα , ‖(ussn − U0, vssn − V0)‖Hmα
)
and C =
C
(
‖(un0,δ − U0, vn0,δ − V0)‖Hmα , ‖(ussn − U0, vssn − V0)‖Hmα
)
.
Combining (4.1), (4.2) and (4.3), we know that ‖(un0,δ − U0, vn0,δ − V0)‖Hmα and
‖(ussn − U0, vssn − V0)‖Hmα are uniformly bounded in δ and n. Thus, we can take
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the functions T (·, ·) and C(·, ·) independent of δ and n, and in the following we use
T,C to replace T (·, ·), C(·, ·) for simplicity.
(3) From the estimate (4.4), we know that the sequence
(u˜nδ , v˜
n
δ ) :=
1
δ
(unδ − ussn , vnδ − vssnn)
is bounded in L∞
(
0, T ;L2(T2 ×R+)) ∩ L2(0, T ;H1(T2 × R+)) uniformly in δ and
n, which yields that there is (un, vn) such that, up to a subsequence, as δ → 0,
(4.5)
(u˜nδ , v˜
n
δ ) ⇀ (u
n, vn), weakly− ∗ in L∞(0, T ;L2(T2×R+))∩L2(0, T ;H1(T2×R+)),
and
(4.6) ‖(un, vn)‖L∞(0,T ;L2(T2×R+)) + ‖(un, vn)‖L2(0,T ;H1(T2×R+)) ≤ C, ∀n ≥ 1.
Next, since both (unδ , v
n
δ ) and (u
s
sn
, vssn) solve the problem (2.1), we have
(4.7)
{
∂t(u˜
n
δ , v˜
n
δ ) + Pn(u˜nδ , v˜nδ ) = δN(u˜nδ , v˜nδ ),
(u˜nδ , v˜
n
δ )|t=0 = (un0 , vn0 ),
where Pn is the linearized Prandtl operator at the shear profile (ussn , vssn), and
N(·, ·) is the nonlinear term,
N(u˜nδ , v˜
n
δ ) :=
(
− u˜nδ ∂xu˜nδ − v˜nδ ∂yu˜nδ +
∫ z
0
(∂xu˜
n
δ + ∂y v˜
n
δ )dz˜ · ∂zu˜nδ ,
− u˜nδ ∂xv˜nδ − v˜nδ ∂y v˜nδ +
∫ z
0
(∂xu˜
n
δ + ∂y v˜
n
δ )dz˜ · ∂z v˜nδ
)
.
(4.8)
Therefore, we want to show that the limit function (un, vn) satisfies the linearized
Prandtl equations in the sense of distribution. For this, we only need to prove that
the right hand side of the equation in (4.7) goes to zero as δ → 0 in the sense of
distribution.
Indeed, note that from (4.8) the nonlinear term can be rewritten as
N(u˜nδ , v˜
n
δ ) =
(
N1(u˜
n
δ , v˜
n
δ ), N2(u˜
n
δ , v˜
n
δ )
)
with
N1(u˜
n
δ , v˜
n
δ ) = −∂x(u˜nδ )2 − ∂y(u˜nδ v˜nδ ) + ∂z
( ∫ z
0
(∂xu˜
n
δ + ∂y v˜
n
δ )dz˜ · u˜nδ
)
,
N2(u˜
n
δ , v˜
n
δ ) = −∂x(u˜nδ v˜nδ )− ∂y(v˜nδ )2 + ∂z
( ∫ z
0
(∂xu˜
n
δ + ∂y v˜
n
δ )dz˜ · v˜nδ
)
.
For any compact set K of [0, T ]×T2×R+ and smooth function ϕ supported in K,
we have∣∣∣ ∫
[0,T ]×T2×R+
N1(u˜
n
δ , v˜
n
δ )ϕdxdydzdt
∣∣∣
≤ CK,ϕ
∫
K
(
|u˜nδ |2 + |u˜nδ v˜nδ |+
∣∣ ∫ z
0
(∂xu˜
n
δ + ∂y v˜
n
δ )dz˜ · u˜nδ
∣∣)dxdydzdt
≤ CK,ϕ
(
‖u˜nδ ‖2L2(K) + ‖v˜nδ ‖2L2(K) +
∥∥ ∫ z
0
(∂xu˜
n
δ + ∂y v˜
n
δ )dz˜
∥∥2
L2(K)
)
,
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where CK,ϕ is a positive constant depending on K and W
1,∞ norm of ϕ. From the
obvious inequality,∣∣ ∫ z
0
(∂xu˜
n
δ + ∂y v˜
n
δ )dz˜
∣∣ ≤ z 12 ( ∫
R
+
z
|∂xu˜nδ + ∂y v˜nδ |2dz
) 1
2 ,
we get∥∥ ∫ z
0
(∂xu˜
n
δ+∂y v˜
n
δ )dz˜
∥∥2
L2(K)
≤ CK‖∂xu˜nδ+∂y v˜nδ ‖2L2 ≤ CK(‖u˜nδ ‖2L2(H1)+‖v˜nδ ‖2L2(H1))
for some positive constant CK depending on K. Thus, it follows that∣∣∣ ∫
[0,T ]×T2×R+
N1(u˜
n
δ , v˜
n
δ )ϕdxdydz
∣∣∣ ≤ CK,ϕ(‖u˜nδ ‖2L2(H1) + ‖v˜nδ ‖2L2(H1)).
Similarly, one can deduce∣∣∣ ∫
[0,T ]×T2×R+
N2(u˜
n
δ , v˜
n
δ )ϕdxdydz
∣∣∣ ≤ CK,ϕ(‖u˜nδ ‖2L2(H1) + ‖v˜nδ ‖2L2(H1)).
Then, by using the uniform boundedness of (u˜nδ , v˜
n
δ ) in L
∞(0, T ;L2(T2 × R+)) ∩
L2
(
0, T ;H1(T2 × R+)) with respect to δ, it implies that the nonlinear term
δN(u˜nδ , v˜
n
δ ) converges to zero in the sense of distribution. Thus, letting δ → 0
in (4.7), we obtain that (un, vn) solves the following linear problem in the sense of
distribution,
(4.9)
{
∂t(u
n, vn) + Pn(un, vn) = 0,
(un, vn)|t=0 = (un0 , vn0 ).
(4) Shift the time variable t to t− sn in (4.9), and denote by
(u˜n, v˜n)(t, ·) := (un, vn)(t− sn, ·).
Then, (4.9) becomes
(4.10)
{
∂t(u˜
n, v˜n) + P(u˜n, v˜n) = 0,
(u˜n, v˜n)|t=sn = (un0 , vn0 ),
which means that (u˜n, v˜n) solves the linearized problem (2.3) with (u˜n, v˜n)|t=sn =
(un0 , v
n
0 ). By virtue of the uniqueness given in Lemma 4.1, it follows that
(u˜n, v˜n) = (unL, v
n
L), on [sn, T ].
Therefore, from (4.1) and (4.6) we get a contradiction:
n ≤ ‖(unL, vnL)(tn)‖L2 = ‖(u˜n, v˜n)(tn)‖L2 = ‖(un, vn)(tn − sn)‖L2 ≤ C, ∀n ≥ 1,
as the positive constant C, given in (4.4), is independent of n. So we obtain the
proof of Theorem 2.

5. Appendix
In this Appendix, we present the main steps of the proof of Proposition 2 given
in Section 2, which shows that the three dimensional linearized Prandtl equations
is well-posed locally in time when one component of the background tangential
velocity, such as us, is monotonic in the normal variable, and we study the problem
in the analytic setting only in the horizontal variable y.
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Proof of Proposition 2. Let the solution of the linear problem (2.3) have the
form
(u, v)(t, x, y, z) =
∑
k∈Z
eiky(uk, vk)(t, x, z).
Plugging this relation into (2.3), it follows that
(5.1)


∂tuk + u
s∂xuk − ∂2zuk + ikvsuk − usz
∫ z
0
(∂xuk + ikvk)dz˜ = 0,
∂tvk + u
s∂xvk − ∂2zvk + ikvsvk − vsz
∫ z
0 (∂xuk + ikvk)dz˜ = 0,
(uk, vk)|z=0 = 0.
By assuming that us(t, z) is monotonic in z, i.e. ∂zu
s > 0, we employ the transfor-
mation given in [1] for the first component of the tangential velocity in the above
problem,
hk(t, x, z) , ∂z
(uk(t, x, z)
usz(t, z)
)
, or uk(t, x, z) = u
s
z(t, z)
∫ z
0
hk(t, x, z˜)dz˜,
and set
v˜k(t, x, z) ,
(
vk − v
s
z
usz
uk
)
(t, x, z).
Then, from the problem (5.1) we know that (hk, v˜k) satisfies the following problem,
(5.2)


∂thk + u
s∂xhk − ∂2zhk − 2∂z
(uszz
usz
hk
)
+ ik(vshk − v˜k) = 0,
∂tv˜k + u
s∂xv˜k − ∂2z v˜k + ikvsv˜k − 2usz∂z( v
s
z
usz
)hk = 0,
∂zhk|z=0 = 0, v˜k|z=0 = 0,
where we use ∂2zuk|z=0, uszz|z=0 = 0 to derive the boundary condition of hk.
For the problem (5.2), by the energy method one can have
‖(hk, v˜k)(t, ·)‖2Kmα +
∫ t
0
‖(∂zhk, ∂z v˜k)(s, ·)‖2Kmα ds
≤ C
(
‖(hk, v˜k)(0, ·)‖2Kmα +max{1, |k|}
∫ t
0
‖(hk, v˜k)(s, ·)‖2Kmα ds
)
,
(5.3)
where the positive constant C depends on α and (us, vs). Applying the Gronwall
inequality to (5.3), it implies that there exists a ρ > 0, depending on α and (us, vs),
such that
(5.4)
‖(hk, v˜k)(t, ·)‖2Kmα +
∫ t
0
‖(∂zhk, ∂z v˜k)(s, ·)‖2Km,0α ds ≤ Ce
ρ|k|t‖(hk, v˜k)(0, ·)‖2Kmα .
From the assumption (2.5), we have
(5.5) ‖(hk, v˜k)(0, ·)‖Kmα ≤ C0e−β|k|,
for some positive constant C0. As u
s ∈ C(R+;W 3,∞α (R+)), one has
(5.6) ‖uk(t, ·)‖Kmα = ‖(usz
∫ z
0
hkdz˜)(t, ·)‖Kmα ≤ C1‖hk(t, ·)‖Kmα ,
with the constant C1 > 0 depending on α and u
s. Therefore, from the estimates
(5.4)-(5.6) and the relation vk = v˜k +
vsz
usz
uk it follows that
(5.7) ‖(uk, vk)(t, ·)‖Kmα ≤ C2e−(β−ρt)|k|,
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where the positive constant C2 is independent of k. From the estimate (5.7) we
complete the proof of this proposition. 
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