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The matching polyhedron, i.e., the co,lue.y hull of (incidence vectors of) perfect 
matchings of a graph was characterized by Edmonds; this result is the key to a 
large part of polyhedral combinatorics and is used in many combinatorial 
algorithms. The linear l&l of perfect matchings was characterized by Naddef, and 
by Edmonds, Lovasz, and Pulleyblank. In this paper we describe the lattice 
generated by these vectors. i.e., the set of all integer linear combinations of perfect 
matchings. It turns out that the Petersen graph is, in a sense, the only difftcult 
example. Our results also imply a characterization of the linear hull of perfect 
matchings over fields of characteristic different from 0. The main method is a 
decomposition theory developed by Kotzig, Lovasz, and Plummer, which breaks 
down every graph into a number of graphs called bricks with very good matching 
properties. The number of Petersen graphs among these bricks will turn out to be 
an essential parameter of the matching lattice. Some refinements of the decom- 
position theory are also given. Among others. we show that the list of bricks 
obtained during the decomposition procedure is independent of the special choices 
made during the procedure. (* 1987 Academic Press. Inc 
Let G be a graph and let ~2’ denote the set of its perfect matchings. 
Tutte’s theorem tells us when this set is non-empty. If, however, we want to 
understand more of its structure, then it is quite natural to embed this set 
in a richer structure and consider A’ as a set of S-1 vectors indexed by the 
edges of G (so we identify each perfect matching with its incidence vector). 
Then we may form the perfect matching polytope, the convex hull of A{, 
which we denote by conv(A). Edmonds [4] found a description of this 
polytope as the solution set of a system of linear inequalities. This result 
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allows US to use the techniques of linear programming. So not only does it 
supply a “good characterization” of the existence of a perfect matching, but 
it also yields, e.g., min-max formulas for the maximum weight of a perfect 
matching if the edges are weighted. 
The perfect matching polytope is also related to the edge-coloration 
problem. Assume that G is a regular graph of degree d. Then any 
d-coloration of the edges of G (if it exists) means a decomposition of the 
vector 1, which has the entry 1 for each edge, into the sum of d vectors in 
,&‘. So if G is d-edge-colorable then the vector l/d is in conv(X). Since we 
know a description of conv(&Y) as the solution set of a system of linear 
inequalities, this is equivalent to saying that the vector l/d satisfies all these 
inequalities. So we have obtained a set of necessary conditions for d-edge- 
colorability of a d-regular graph. 
Unfortunately, these conditions are not sufficient; e.g., the Petersen 
graph satisfies them, although it is not 3-edge-colorable. Moreover, Holyer 
[7] proved that the 3-edge-colorability of a cubic graph is NP-complete, 
so we cannot even hope to extend these conditions to characterize, say, 
3-edge-colorability in a co-NP fashion. But it is still reasonable to look for 
other necessary conditions which could. be obtained from matching theory 
(of course, to prove sufficient conditions like planarity-which is equivalent 
to the Four Color Theorem-on a matching theory basis would be even 
more desirable! ). 
Recall that a d-regular graph G is d-edge-colorable if and only if the 
vector II is a linear combination of perfect matchings with non-negative 
integral coefficients. The matching polytope settles the relaxation obtained 
by dropping here the integrality condition. If we drop, instead, the non- 
negativity condition, we obtain another relaxation of the edge-coloring 
problem. This may be formulated as follows: consider the lattice lat(J2’) 
generated by -&, i.e., the set of all integral linear combinations of vectors in 
&, and characterize this lattice (e.g., give a polynomial-time algorithm to 
find a basis in it). Seymour [ 161 considered this lattice and characterized it 
for 3-regular graphs containing no Petersen graph as a minor. 
The main result of this paper is to characterize this lattice for a general 
graph. Before saying more about this, however, let us mention a natural 
further relaxation: dropping both the non-negativity and integrality con- 
ditions, we may ask for a description of the linear space lin(J2’) generated 
by the incidence vectors of perfect matchings of G. A good characterization 
(NP n co-NP) of this linear space was given by Naddef [ 141. Edmonds et 
al. [S] have shown that this question can be reduced to the question of the 
matching polytope, and gave a polynomial time algorithm to compute a 
basis in lin(J) using the weighted matching algorithm as a subroutine. 
Another procedure to obtain Iin was also described, and this is more 
important for us because this is the idea which can be extended to the more 
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difficult problem of characterizing the matching lattice. This second 
procedure makes use of the canonical decomposition theory for matchings, 
initiated by Kotzig [8] and carried further by Lovasz [9] and Lo&z and 
Plummer [ 121; see also Lovasz and Plummer [ 131. 
Let G be any graph with a perfect matching. If we are interested in 
properties of -&, then we may clearly assume that every edge of G occurs in 
some perfect matching (or else it can be removed without any consequence 
on &). It is then also quite natural to assume that G is connected. A con- 
nected graph in which each edge is contained in a perfect matching is called 
matching-covered or 1-extendable. 
Now if we have a matching-covered graph G, then there is a procedure 
which breaks G up into graphs with strong matching properties called 
bricks. (A graph is a brick if it is 3-connected and deleting any two nodes of 
it, the remaining graph has a perfect matching.) We call this list of bricks 
the canonical decomposition of G. As a matter of fact, the name will only be 
justified in this paper, where we prove that the list of these bricks is uni- 
quely determined by G (i.e., it does not depend on some arbitrary choices 
made during the decomposition procedure). 
Once the bricks of G are found, the dimension of lin(JZ)), and in fact 
lin(,&) itself, can be easily read off. Our approach is to show that with the 
only exception of the Petersen graph, the matching lattice of a brick is 
determined by the obvious constraints: a vector belongs to this lattice if 
and only if it is integral and the sum of entries corresponding to edges 
adjacent to a node is independent of the node. (This is not true for the 
Petersen graph.) Hence lat(,K) can be described in a rather similar fashion 
to lin(,&), except that exceptions have to be made for the Petersen graphs 
among the bricks. 
One may also raise the question of describing the linear hull lin,(&) of 
-& over fields F of characteristic different from 0. It turns out that the 
results of Naddef and EdmondssLovasz-Pulleyblank mentioned previously 
remain valid for every characteristic except 2 (although their original 
proofs made essential use of the ordered structure of the rational field). 
For the case of characteristic 2, it is again the Petersen graph which is a 
counterexample, but using the description of the matching lattice, one can 
determine the linear hull of perfect matchings over the 2-element field too. 
The organization of the paper is the following. In Section 1 we survey the 
brick decomposition procedure, one of the key ingredients in our proofs. 
We show that the result of the procedure is independent of the choices we 
can make during the procedure. Several other properties of bricks used in 
the sequel will also be proved. 
Section 2 describes those properties of conv(&) and lin(&) which we 
need. We also prove some facts about perfect matchings in certain graphs, 
using these results about ,&‘. 
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In Section 3 we briefly discuss another useful decomposition procedure, 
called ear-decomposition, developed by Hetyei [6] and Lo&z and 
Plummer [12]. Results about this procedure are used in a single, albeit 
critical, lemma. This says that in any brick which is large enough, there 
exists an edge whose removal leaves a graph which is still matching- 
covered. 
Section 4 starts the study of the matching lattice. It turns out that it is 
more convenient to work with the dual lattice, which consists of those 
weightings of the edges of G which add up to an integer on each perfect 
matching. We call such a weighting matching-integral. 
A trivial example of matching-integral weightings is obtained if we first 
weight the nodes so that the total weight is 0, and then calculate a weight 
for each edge by adding up the weights of its endnodes and adding any 
integer to the result. (A general matching-covered graph will have non- 
trivial matching-integral weightings.) It will be described how a matching- 
integral weighting of a matching-covered graph can be put together from 
such weightings of its bricks. We also outline the proof of the main result, 
the description of the matching lattice (or equivalently, of matching- 
integral weightings). Using the preceding, relatively easy results, it will suf- 
lice to prove that every matching-integral weighting of the edges of a brick 
different from the Petersen graph is trivial. This is the main lemma in the 
proof. 
Section 5 contains the main proof, which is rather lengthy, and uses a 
double induction as well as most of the previous results. 
In Section 6 we formulate various consequences of the main result, 
including a description of the linear hull of ,&’ over general fields. We con- 
clude with some remarks about the algorithmic aspects of our results. It 
will follow that a basis for the matching lattice can be obtained in 
polynomial time. 
1. THE BRICK DECOMPOSITION 
We consider simple graphs, i.e., finite graphs without loops or multiple 
edges, A matching in a graph is a set of edges no two of which have and 
endnode in common. A matching is perfect if its edges match up all nodes; 
it is near-perfect if its edges leave exactly one node unmatched. 
For a graph G, we denote by c,(G) the number of its even components 
(components with an even number of nodes) and by c,(G), the number of 
its odd components,. Recall the fundamental theorem of Tutte [ 171 which 
asserts that G has a perfect matching if and only if c,(G - X) < 1x1 for each 
subset X of I’(G). This motivates the following definition. Assume that G 
has a perfect matching. Then we say that a set Bc V(G) is called a barrier, 
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if c,(G - B) = lBI. Obviously, every singleton is a barrier. If G is bipartite, 
then both of its color classes are barriers. 
Let G be any graph. We say that G is matching-covered if it is connected 
and every edge of it belongs to a perfect matching. For most of this paper, 
we shall restrict our attention to matching-covered graphs. It is easy to see 
that a graph G with a perfect matching is matching-covered if and only if 
no barrier spans an edge. In this case, it is also obvious to observe that if B 
is a barrier then co(G - B) = 0. 
The following basic property of barriers is implicit in Lo&z and 
Plummer [ 121 and explicit in LovBsz and Plummer [ 131. 
1.0. LEMMA. If two barriers in a matchirlg-covered graph are not disjoint 
then their intersection and union are also barriers. 
From this lemma we see that the (inclusionwise) maximal barriers of a 
matching-covered graph partition the node set. We call this partition of 
V(G) the canonical partition, and denote it by Y(G). The canonical par- 
tition has several other definitions. It was first introduced by Kotzig [8]. A 
direct way to define it is to call two nodes x and y equivalent if the graph 
G - x -y has no perfect matching. Kotzig proved that this is an 
equivalence relation, and from the results of Lo&z [9] it follows that its 
equivalence classes are precisely the maximal barriers. Another property 
characterizing maximal barriers in a matching-covered graph is the 
following: a set B c V(G) is a maximal barrier if and only if G - B has 1 BI 
connected components, and these are all critical (a graph H is matching- 
critical or simply critical if deleting any node of it, the rest has a perfect 
matching). 
Observe that the canonical partition is trivial (i.e., its classes are 
singletons) if and only if G has the property that G - x - y has a perfect 
matching for any two adjacent nodes x and ~1. Such graphs are called 
bicritical. A bicritical graph is called a brick if it is 3-node-connected. 
Another quite trivial case is when the matching-covered graph G is 
bipartite. Then Y(G) consists of two classes, the two equivalence classes 
being just the two color classes. 
Assume that G is not bicritical; then it has a barrier B with more than 
one node. Let lBl = k, and let H, ,..., Hk be the components of G - B. Let Gi 
be the graph obtained from G by shrinking all the nodes of V(G) - V(Hi) 
to a single node bi. Let G, denote the bipartite graph obta.ined from G by 
shrinking each V(H,) to a single node h,. It follows from the results in 
(LovBsz [9]) that the graphs Go,..., G, are also matching covered. We call 
G, the gluing bipartite graph and the graphs G1,..., G, the pieces of G at 
barrier B. 
Let us ignore in this list the graph G, and also all graphs which have 
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only two nodes, and file away all the bicritical ones. Repeat the procedure 
with the rest. This way we end up with a list of bicritical graphs. 
We can go one step further and decompose each bicritical graph into 
bricks as follows. Let G be a bicritical graph. It is easy to see that G is 
necessarily 2-connected. It also follows that G cannot be separated by two 
edges or by an edge and a node. Assume that G is not 3-connected. Then 
we can write G as the union of two edge-disjoint graphs G; and G;, where 
G’, and G; have more than two nodes and T/(G;) n V(G;) = (u, v}. Add a 
line connecting 11 and v to G: (provided there was no such line before), to 
get a graph Gi. It was proved in (Lo&z and Plummer [12]) that these 
two graphs are again bicritical. We can go on with this until a list of bricks 
is obtained. 
We call this procedure the brick decomposition of G. Note that there are 
several arbitrary choices made during this procedure: the choice of the 
barriers in the first phase, and then also the choice of the 2-cutsets in 
the second. The main result in this section is that nevertheless the result of 
the procedure is essentially uniquely determined. 
1.1. THEOREM. The list of bricks obtained in the brick decomposition 
procedure is uniquely determined up to isomorphism and the multiplicity of 
edges. 
We shall prove this theorem in a somewhat stronger form. To formulate 
our result, we need some preparation. Let G be a matching-covered graph, 
and let S be any non-empty proper subset of V(G). We denote by V(S) the 
set of edges in G connecting S to V(G) - S, and call it the cut determined 
by S. The sets S and V(G) - S are called the shores of the cut. It is clear 
that each cut determines its shores up to their order. A cut is called odd 
(even) if its sides have odd (even) cardinality. We say that two cuts are 
laminar if they can be determined by disjoint sets. A cut is a trivial cut or a 
star if it can be determined by a singleton set. 
A cut is called tight if every perfect matching contains exactly one edge of 
it. This clearly implies that the cut is odd and that both shores span a 
connected subgraph of G. Trivial tight cuts are the star cuts. 
Let G be any graph and C, any cut in G. The two graphs obtained from 
G by contracting one shore of C and the other to a single node are called 
the C-contractions of G. It is clear that if G is matching-covered and C is 
tight in G than both C-contractions of G are also matching-covered. We 
shall find the following observation very useful. 
1.2. LEMMA. Let G be a brick and C = V(S), an odd cut in G. Let G’ be 
obtained from by contracting S to a single node s. Then G’ is a brick if and 
only if G - S is critical and 2-connected. 
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ProoJ: The necessity of the condition is obvious. Conversely, assume 
that G - S is a 2-connected critical graph. Then G’ is 3-connected. For, a 
2-element separating set in G’ containing s would correspond to a 
l-element separating set in G - S, while one not containing s would also 
separate G. Similarly, a non-trivial barrier is G’ containing s would contain 
a node of G - S whose removal does not leave a perfect matching, while 
one not containing s would also remain a barrier in G. 1 
If B is a barrier and H is any connected component of G - B then a sim- 
ple computation shows that the cut V( V(H)) is tight. Such cuts will be 
called barrier c&s. Another example of non-trivial tight cuts arises if G is 
not 3-connected and can be written as G = G, v G,, where G, has an even 
number of nodes (and more than 2), and V(G,)n V(G,)= {u, u}. Then 
V( I/(G,) - U) as well as V( I/(G,) - v) are tight cuts, as can again be seen by 
a simple computation. We call these cuts 2-separation cuts. 
The following simple property of tight cuts was proved by Edmonds et 
ai. [S]. 
1.3. LEMMA. Let T and S be sets of nodes of a matching-covered graph G 
such that V(T) and V(S) are tight cuts and 1 T n SI is odd. Then V( T n S) 
and V(Tv S) are also tight cuts. Furthermore, no edge connects T- S to 
S- T. 
It was proved by Edmonds et al. [S] that a brick has no non-trivial tight 
cuts. In other words, if a graph has any non-trivial tight cut then it has 
either a non-trivial barrier cut or a 2-separation cut. 
There is another kind of matching-covered graph having no non-trivial 
tight cuts. Let G be a bipartite graph with color classes U and W, 
1 U/ = /WI. We say that G is a brace if each subset Xc U with O< /X/ < 
j UI - 1 has at least IX/ + 2 neighbors in W. It follows easily from the 
Marriage Theorem that every brace is matching-covered (in fact, it would 
be enough to stipulate that every subset Xc U with 0 < 1x1 < / UI has at 
least 1x1 + 1 neighbors in W). It is also obvious that we could interchange 
the roles of U and W in this definition, and that the property is also 
equivalent to the following: deleting any two nodes from each color class, 
the remaining bipartite graph has a perfect matching. 
1.4. LEMMA. A matching-covered graph has no non-trivial tight cuts ij 
and only if it is either a brick or a brace. 
Proof: Let G be the graph in question. First, we show that if G is a 
brick or a brace then it has no non-trivial tight cut. For the case of bricks, 
this is just the result of Edmonds et al. [S]. Assume that G is a brace, and 
let U and W be its color classes. Let V(T) be a tight cut in G, and let A4 be 
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any perfect matching in G. Then M matches all but one of the nodes in T 
with each other; hence / Tn U/ - / Tn WI = + 1. Assume that 1 Tn UI = 
1 Tn WI - 1. Since V(T) is not a star, we have 0 < I Tn U/ < / .U - 1. Clearly 
every perfect matching in G must contain an edge joining T n W to U - T, 
and so by the tightness of V(T), it cannot contain any edge joining Tn U 
to T- W. Since G is matching-covered, this is only possible if no edge of G 
connects U n T to T- W. But then the set Tn U has only j Tn UI + 1 
neighbors in W, which contradicts the assumption that G is a brace. 
Now assume that G is a matching-covered graph in which every tight cut 
is trivial. First, assume that G is not bicritical; then it has a non-trivial 
barrier B. Since G is matching covered, B cannot span any edge, and G - B 
has no even components. If any of the (odd) connected components of 
G-S is not a singleton, then the edges connecting it to B form a non- 
trivial tight cut, which is impossible. So G is bipartite and B is one of its 
color classes. Assume that G is not a brace; then B has a subset X with 
0 < /XI < IBI - 1 which is connected to at most 1x1 + 1 nodes in V(G) - B. 
But then B - X forms a non-trivial barrier in G whose removal leaves at 
least one non-singleton component, which yields a non-trivial tight cut. 
This is a contradiction. 
Second, assume that G is bicritical. We show that it is also 3-connected. 
Since G has no 2-separation cut, it cannot be separated by two nodes into 
two even pieces. But it cannot be separated by two nodes into two odd 
pieces either, since then these two nodes would form a non-trivial barrier. 
So G is a brick. 1 
This lemma suggests the following decomposition procedure: Given a 
matching-covered graph G, look for a non-trivial tight cut C (if every tight 
cut is trivial, then G is a brick or brace and we stop). Let G, and G, be the 
two C-contractions of G. As remarked before, G, and Gz are also matching- 
covered. If G, and/or Gz has a non-trivial tight cut then we repeat this 
procedure. So finally we end up with a list of bricks and braces. 
We call this procedure a tight cut decomposition procedure and the list of 
bricks and braces obtained, the result of this procedure. 
Let G be a matching-covered graph and let us break it into two graphs 
G, and G2 along a tight cut C=V(S)(Sc V(G,)). Let C’ be a tight cut in 
G, ; then C’ can be written as V(T) (T s S). Then T determines a cut in G 
which is laminar with C. It is also straightforward to see that this cut must 
be tight in G. Conversely, if C’ is a tight cut in G which is laminar with C, 
and, say, is determined by a set Tc S, then the same set T determines a 
tight cut in G,. Hence all cuts used in a tight cut decomposition procedure 
correspond to distinct mutually laminar non-trivial tight cuts in the 
original graph G, and they must form an (inclusionwise) maximal family 
with these properties. Conversely, if we have any maximal family F of dis- 
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tinct mutually laminar non-trivial tight odd cuts in G, then we can use 
them in arbitrary order to break up the graph G into /Fl matching- 
covered graphs, and these graphs do not have non-trivial tight cuts by the 
maximality of 9. So we have a tight cut decomposition procedure. It is 
also clear that the resulting list of bricks and braces is independent of the 
order in which the cuts are used. So a tight cut decomposition procedure 
corresponds to a maximal family of mutually laminar non-trivial tight cuts 
and vice versa. 
The bricks and braces may be also viewed as follows. Let G be a graph 
and F, a laminar family of cuts in G. Let T, be any set of nodes such that 
V( T, ) E 9, and let T2,..., T, be the (inclusionwise) maximal sets of nodes 
disjoint from T, such that V( Ti) E 9. Then obviously T*,..., TV are also 
mutually disjoint. If we contract each of them to a single node, we obtain 
an F-contraction of G. It is clear that G has 181 F-contractions. Now if F 
is a maximal laminar family of tight cuts then the F-contractions of G are 
just its bricks and braces. 
There is much more freedom in a tight cut decomposition procedure 
than in a brick decomposition procedure. In fact, every brick decom- 
position procedure may be viewed as a special case of the tight cut decom- 
position procedure, by selecting special barrier cuts first and 2-separation 
cuts when no non-trivial barriers can be found any more. It is clear that the 
list of bricks obtained in the brick decomposition procedure is just the list 
of bricks in the result of the corresponding tight cut decomposition 
procedure. So the following result contains Theorem 1.1. 
1 S. THEOREM. The result of any two tight cut decomposition procedures 
of the same graph is the same list of bricks and braces. 
Proof. We use induction on / F’(G)l. Let us consider any two tight cut 
decomposition procedures and let F and 9’ be the two corresponding 
families of tight cuts. 
Case 1. 9 and 9’ have a common member C. Then we can start both 
9 and F’ with breaking along this cut C. This results in the same two 
graphs G, and Gz in both cases, and so both decompositions produce the 
union of the result of a tight cut decomposition of G, and one of GZ. Since 
by the induction hypothesis these lists depend on G, and G, only, this 
proves the assertion. 
Case 2. There are cuts C E B and C’ E 9’ which are laminar. Let F” 
be any maximal set of mutually laminar non-trivial tight cuts containing C 
and c’. Then by case 1, the decomposition procedures associated with F 
and Fr’, as well as the procedures associated with 9;’ and .F”, end up with 
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the same lists of bricks and braces. Hence 9 and F’ end up with the same 
lists. 
Cuse 3. There are cuts C = V( T) E .F and C’ = V( T’) E F’ such that 
ITn T’ is odd and at least 3. Then Lemma 1.3 shows that C” =V(Tn T') 
is also a tight cut, which is clearly non-trivial. Let ,F” be a maximal family 
of mutually laminar non-trivial tight cuts containing C”. Then C” is 
laminar with C, and hence the decompositions associated with 9 and 9” 
result in the same list of bricks and braces, and similarly for 9’ and P”. 
This proves the assertion. 
To complete the proof, consider any CE 9 and C’ E 9’. If they are 
laminar, we are done by case 2, so assume that they are not laminar. 
Choose shores T of C and T’ of C’ such that 1 Tn T’ is odd (this is clearly 
possible). If Tn T’ is not a singleton, then we are done by case 3, so 
assume that T n T’ = {u} for some node U. If V(G) - T- T’ is not a 
singleton, then again we can apply case 3 by replacing T and T’ by their 
complements. So assume that V(G) - T - T’ = {II} for some node v. 
Now the pair (u, v} separates the graph; more exactly, no edge connects 
T- T’ to T’ - T, by Lemma 1.3. Hence C and C’ are two 2-separation cuts 
defined by the same separating pair of nodes. If P = {C} and B’ = {C’} 
then it is obvious that breaking G along C and along C’ results in 
isomorphic graphs (after deleting multiple edges), and we are done. So 
assume that, e.g., F contains another cut C, =V(S). Then C, is laminar 
with C, and so we may assume without loss of generality that Sn T= a. If 
C, is laminar with C’ then we are again finished by case 2, so assume that 
this does not happen. Then S is not a subset of T’ and hence we must have 
v~Sandso lSn(V(G)-T’)l=l.Hencetrivially I(V(G)-S)nT’isodd. 
But then we are finished by case 3 since I( V(G) - S) n Tj = Ii” - S/ # 1, as 
C,#C. I 
Remarks. (1) It follows that the numbers of bricks and braces are 
invariants of matching-covered graphs. For bricks, this was proved by 
Edmonds et al. [S], by relating the number of bricks to the dimension of 
the matching polytope (cf. Section 2). It would be interesting to find a 
similar direct combinatorial or linear algebraic meaning of the number of 
braces. 
(2) It also follows that every maximal set of mutually laminar non- 
trivial tight cuts in a matching-covered graph has the same cardinality (one 
less than the total number of bricks and braces). A similar result was 
proved by Naddef [14] for sets of mutually laminar non-trivial tight cuts 
which “break” the graph into non-bipartite pieces (cf. Section 2). 
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2. THE PERFECT MATCHING POLYTOPE 
Consider the linear space R” formed by vectors indexed by the edges of 
the graph G= (V, E). For each subset A c E, we denote by xA E RE its 
incidence vector. We shall also use the notation 
x(A)=x.~-4= c x, (x E RE). 
es/l 
Let ,& =,&Y(G) denote the set of incidence vectors of perfect matchings in 
the graph G. We are interested in various algebraic and arithmetic proper- 
ties of this set J& of vectors. Note that we may assume that our graph is 
matching-covered, since deleting those edges which do not occur in perfect 
matchings does not change the set &‘. 
One of the first algebraic objects associated with matchings was the con- 
vex hull of these vectors. This is called the perfect matching poIytope of the 
graph G, and is denoted by conv(&‘) = conv(M(G)). A fundamental result 
of Edmonds [4] describes the perfect matching polytope as the solution set 
of a system of linear inequalities: 
2.1. THEOREM. The perfect matching polytope of a graph G is the 
solution set of the following system of linear inequalities: 
(i) x,30 ,for every edge e, 
(ii) .x(V(v)) = 1 for every node v, 
(iii) x(C) 3 1 for every odd cut C. 
Note that this result also underlines the significance of tight cuts: they 
are precisely those cuts for which the corresponding inequality in (iii) is 
satisfied by equality for all vectors in the perfect matching polytope. So 
each tight cut yields a hyperplane containing the perfect matching 
polytope. Naddef [ 141 used this fact to give a good characterization of the 
dimension of the perfect matching polytope, by describing which systems of 
tight cuts correspond to linearly independent constraints. Let us say that a 
laminar family B of cuts has the odd cycle property if every B-contraction 
is non-bipartite. Then he proves that the incidence vectors of a laminar 
family of tight cuts, containing all stars, are linearly independent if and 
only if the family has the odd cycle property. (There is a companion result, 
easily derivable from the theorems discussed beiow, that the incidence vec- 
tors of a laminar family of tight cuts, containing all stars, span the space 
generated by the incidence vectors of all tight cuts if and only if every 
F-contraction has at most one brick.) Hence it follows that all maximal 
laminar families of tight cuts with the odd cycle property have the same 
cardinality, and so the dimension of the perfect matching polytope of a 
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matching-covered graph with n nodes and m edges is m - 191, where 9 is 
any maximal laminar family of tight cuts with the odd cycle property. 
Another characterization of this dimension was given by Edmonds et al. 
[S], which also provides us with a polynomial time algorithm to compute 
this number. 
2.2. THEOREM. The dimension of the perfect matching polytope of a 
matching-covered graph G with n nodes, m edges and r bricks is 
m-n-I--r. 
An equivalent way to put this is the following. Let lin(&) denote the 
linear space generated by incidence vectors of perfect matchings. Then 
2.3. COROLLARY. The dimension oj’ lin(&) is m - n + 2 - r. 
In particular, the dimension of lin(,&) is m - n + 1 if G is a brick. This is 
in fact the main step in the proof, which follows from the result mentioned 
in the previous section that bricks have no tight cuts. This fact, together 
with Theorem 2.1, implies the following description of lin(M) for bricks: 
2.4. COROLLARY. If G is a brick then Iin is given by the set of linear 
equations 
x(V(v)) - x(V(u)) = 0 for all u, v E V. 
Let us formulate one more consequence of these considerations. Let G be 
a matching-covered graph and w E RE. We say that w is a matching- 
orthogonal vector if w(M) = 0 for each perfect matching M. A trivial exam- 
ple of matching-orthogonal vectors can be obtained as follows. Let 
cpER “‘) be any vector on the nodes of G. Then q induces a vector w on 
the edges by w(uv) = cp(u) + q(c). We call vectors arising this way node- 
induced. Now if cp( V(G)) (the sum of entries of cp) is 0, then w is trivially 
matching-orthogonal. But matching-orthogonal vectors can in fact be 
characterized by the following result. 
2.5. COROLLARY. A vector w E R” is matching-orthogonal tf and only tf it 
can be written in the form 
where 9 is any ma.ximal laminar family of tight cuts with the odd cycle 
property and the CI’S are arbitrary real coefficients whose sum is 0. 
In particular, if G is a brick then only trivial cuts have to be considered. 
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An analogous result is also true for bipartite graphs (Brualdi and Gibson 
[ 11 and we formulate them together. 
2.6. COROLLARY. Let G be a matching-covered graph with at most one 
brick. Then every matching-orthogonal vector is node-induced. 
3. THE EAR-DECOMPOSITION PROCEDURE 
Let G be a graph and G’, a subgraph of G. A path P in G is called an ear 
of G’ if the endnodes of P belong to G’ but the internal nodes do not (in 
particular, an edge of G which connects two nodes of G’ but does not 
belong to G’ is also considered an ear). An ear is called odd if it has an odd 
number of edges. 
The following theorem was proved by Lovasz and Plummer [ 121. 
3.1. THEOREM. Let G be a matching-covered graph with more thun two 
nodes. Then G has a matching-covered subgraph G’ such that G is the union 
of G’ and one or two node-disjoint odd ears of G’. 
A similar result, but without the restriction on the number of ears 
attached, was proved earlier by Hetyei [6]. For matching-covered bipartite 
graphs, the result is true with just a single ear (Brualdi and Gibson [a]). 
The complete 4-graph K4 and the triangular prism c, (the complement of 
the 6-cycle) show that for a general matching-covered graph, two ears may 
be necessary. 
If the graph G’ in Theorem 3.1 is not a single edge, then we may con- 
tinue the procedure and obtain eventually a chain of subgraphs 
where each Gi arises from G;- I by attaching one or two node-disjoint odd 
ears. We call such a chain an ear-decomposition of G. We shall assume that 
the ear-decompositions are as “line” as possible; i.e., if Gi arises from G,- , 
by attaching two ears, then attaching just one of these ears would not 
result in a matching-covered graph. 
Several properties of ear-decompositions have been studied (see Lovasz 
and Plummer [ 121). Of these, we shall need the following (Lovasz [lo]). 
3.2. LEMMA. Let G be a non-bipartite matching-covered graph. Then G 
has an ear-decomposition in which either the third graph is an odd subdivision 
of K4 or the fourth graph is an odd subdivision of c6. 
The aim of this section is to show that for most bricks, Theorem 3.1 can 
be sharpened. 
582b/43/2-6 
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3.3. THEOREM. Let G be a brick different from K4 and c,. Then G has an 
edge e such that G - e is matching-covered. 
First, we prove a lemma. 
3.4. LEMMA. Let G be a brick and e, ,f E E. Assume that each perfect 
matching of G contains none or both of e and f. Then G - e-f is bipartite 
and e and f are spanned by different color classes of G - e - f. 
ProoJ: The condition is equivalent to saying that the vector xe- xl‘ is 
matching-orthogonal. Hence by Corollary 2.6, there are real numbers 2, 
(v E V) such that 
1 if uv = e, 
i, + 2, = - 1 if uv=f, 
0 if WEE- (e,f>. 
Since trivially G - e -f is connected, this implies that either 1”, = 0 for all 
nodes v (which is clearly impossible), or else G - e -f is bipartite with 
bipartition (A, B),, and /2, = f for /I E A and A, = -i for v E B. In this latter 
case, clearly e must be spanned by A and f must be spanned by B. 1 
3.5. COROLLARY. Let G be a brick and 
Got ... cGkplcGk=G, 
any ear-decomposition of G. Then either G, _ , is bipartite or G arises from 
G, _, bla adding a single edge. 
Proof. The ears (one or two) attached at the last step must be single 
edges, because every node of G has degree at least 3. Assume that two ears 
e and f are attached to Gk ~ I = G - e -f to get G. This implies that no 
perfect matching of G can contain exactly one of e and f; for, if G had a 
perfect matching M containing e but not f then G -f would be matching- 
covered and so it could be inserted in the ear-decomposition sequence, 
which contradicts the assumption that it cannot be refined. So by Lemma 
3.4, G-e-f is bipartite. 1 
Proof of Theorem 3.3. By Lemma 3.2, each brick has an ear-decom- 
position in which the first non-bipartite graph is an even subdivision of I& 
or c,. So if the brick is different from these two, the last proper subgraph 
in the ear-decomposition is not bipartite. So by Corollary 3.5, the last step 
in the ear-decomposition is the addition of a single edge e. This proves the 
theorem. 1 
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We conclude this section with a few lemmas which are somewhat similar 
in spirit; the proof of one of them will also make use of Corollary 2.6. The 
first lemma is a restatement of Exercise 3.1.11 from (Lovasz and Plummer 
C131). 
3.6. LEMMA. Let G be a connected graph, and assume that by identifying 
some pair of nodes of G we obtain a critical graph. Then G has a perfect 
matching. 1 
3.7. LEMMA. Let G be a connected graph and u,, u2, vl, v2 four nodes of 
G such that if we identifv u, with u2 and v1 with v2 then we get a brick G’. 
Then G has a perfect matching unless for some i and j, ui and vl have degree 
one and have a common neighbor. 
Proof If G has no perfect matching then by Tutte’s theorem, it has a 
subset Xc V(G) such that c,(G-X)> /Xl. By parity, we must have 
ci(G-X)3 1x1 +2. Now if we merge u1 with u2 and v1 with v2 then we 
decrease the number of odd components of G-X by at most two; hence X 
is a barrier in G’ and thus 1x1 d 1. Since G is connected, we must have 
1x1 = 1. Let X= (x}. Then G’-x arises from a graph with at least three 
connected components (namely from G - x) by merging two pairs of nodes 
or by merging a pair and deleting a node (if it is merged with x), and so it 
cannot be 2-connected unless two of the components are singletons, and 
they are not merged with each other. Since G is connected, these two 
singleton components must be connected to X. This gives the structure 
described in the theorem. 1 
3.8. LEMMA. Let G be a connected graph and u,, u2, v, 1 v2 four nodes of 
G such that if we identify u1 with u2 to form u and vI with v2 to form v then 
we get a brick G’. Assume that neither G - u1 - u2 nor G - v1 - v2 has a 
perfect matching. Then G is bipartite. 
Proof: Let C,, = V(zdi) and D, = V(v,) (i = 1, 2), and let Ci (D,) denote 
the image of these sets in G’. Assume that neither one of the two given 
graphs has a perfect matching. Then the conditions imply that every perfect 
matching in G’ which contains an edge from C, also contains an edge of D, 
(and hence none of D r ), and vice versa. Hence the equation 
.dC,) = x(DJ 
holds true whenever x is the incidence vector of a perfect matching of G’. 
Since G’ is a brick, this implies by Corollary 2.6 that there are real numbers 
&, (WE V(G’)) such that 
x Cl - p = 1 /Z>JV@), c ft,, = 0. 
II’S L’(G) WE V(G’) 
202 LbrSZL6 LAVASZ 
Now since G’ is 3-connected, the graph G” = G’ - (C, v D,) = G - u1 - v, 
is connected. Since we have 2, + %, = 0 for each edge xy E E(G”), it follows 
that G” is bipartite with bipartition (U, V} (where, say UE U), and that 
there is a value 2 such that A, = i if x E U and 3,, = -2 if x E V. Considering 
any edge of C,, we see that 2 = f and that all edges of C, connect u to 
nodes in U. Similarly, all edges of D, connect v to nodes in V, and we also 
must have VE V. So we see that G is also bipartite with bipartition 
{U-uu cl+, v,}, v- vu (u11 Lb}}. I 
3.9. LEMMA. Let G be a connected graph and ul, u2, vl, vz four nodes 
of G such that if we identify u, with u2 to get a new node u, and v1 with u2 to 
get v, and then connect u and v by a new line, we get a brick G’. Then one oj 
G, G - u, - u2 and G - v, - v2 has a perfect matching unless G is the graph 
with 6 nodes in Fig. 3.1. 
ProoJ: Assume that the three graphs mentioned in the theorem have no 
perfect matchings. Connect u1 and v1 by a new edge, to get a graph Go. 
Then G, has no perfect matching (since a perfect matching of G, would 
yield a perfect matching of G or of G - u1 - v?), and so by Lemma 3.7, u2 
and v2 must be of degree 1 and must have a common neighbor x2. 
Similarly, u, and v1 must have degree 1 and a common neighbor x2 in G. It 
is clear that xr and x2 must be different. But then (x1, x2) 
unless we have the B-node graph in Fig. 3.1. 1 
4. MATCHING-INTEGRAL VECTORS 
Recall that if G is a matching-covered graph then d = -4 
is a cutset of G’ 
V(G) denotes the 
set of incidence vectors of its perfect matchings and lat(JY) is the lattice 
generated by these vectors, i.e., 
"1 
l-4 
"2 
"1 "2 
FIGURE 3.1 
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(where Z denotes the set of integers). Our main aim is to describe this 
lattice. To this end, we shall also consider the dual modul lat*(A), defined 
by 
lat*(&) = { y E RE: x*v E L for all x E lat(A)}. 
The vectors in lat*(,&) will be called matching-integral. Since lat(,fl) is 
generated by the incidence vectors of perfect matchings, a vector is 
matching-integral if and only if its entries add up to an integer on each 
perfect matching. 
There are two trivial examples of matching-integral vectors: integral vec- 
tors and matching-orthogonal vectors. Hence also every vector which is the 
sum of an integral vector and a matching-orthogonal vector is matching- 
integral. We shall show that many classes of graphs have the property that 
every matching-integral vector can be decomposed this way; e.g., it was 
shown in (Lovasz [ 111) that this is true for all bipartite graphs. 
But some graphs have non-trivial matching-integral vectors. Let P 
denote the Petersen graph, let C be any 5-cycle in P, and define 
1 
z if eEE(C), 
w, = 
0 otherwise. 
We call UJ a 5-cycle-vector on P. Then it is easy to check that this vector is 
matching-integral. Using the fact that P is a brick, and hence its matching- 
orthogonal vectors are described by Corollary 2.6, it is easy to check that 
this vector is not the sum of an integral and a matching-orthogonal vector. 
We shall see that in fact this example is crucial for the description of 
matching-integral vectors in general. 
Our first result will enable us to reduce the problem to bricks. Let G be a 
matching-covered graph and C = V(S), an odd cut in G. Let G, and G, be 
the C-contractions of G, and assume that they are matching-covered (this 
is certainly the case when, e.g., C is tight). Let E, denote the set of edges of 
E(G) - C which are mapped onto edges of Gi. For an edge e E C, we denote 
by ej the edge of Gj corresponding to e. If wi is any vector on the edges of 
G, then we can define a vector W, on the edges of G by 
i 
w1(e) if eEEl, 
wl(e) = wl(el) if eE C, 
0 if eEE2. 
We say that W, is the lift of wr from G, to G. 
4.1. LEMMA. Let G be a matching-covered graph, C, a tight cut in G and 
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G, and G,, the two C-contractions of G. A vector is matching-integral on G 
if and only ifit is the sum of lifts of matching-integral vectors on G, and G,. 
ProoJ: The “if’ part is easy: since C is a tight cut, every perfect 
matching M of G intersects it in a unique edge and hence it is mapped onto 
a perfect matching Mi in G,. Hence the assertion follows by the construc- 
tion of the lifts. 
To prove the “only if’ part of the lemma, let v be matching-integral on 
G. For each edge e E C, choose any perfect matching M, containing e, and 
let M,, denote the subset of M- (e> consisting of those edges which also 
belong to Gi. Define 
WI(f) = 
v(f) if feEI, 
- v(M,,) if f=e, forsome eEC 
and 
df,= 1 
v(f) if fEE2, 
t,(f) + fJ(M,,) if f=e2 forsome eEC. 
Then trivially v = w1 + w2. We claim that w, is the lift of a matching- 
integral vector on Gi. For, let N, be any perfect matching in Gr. Then 
clearly N, has a unique edge f incident with the node s,, and this is the 
image of some edge eE C under the contraction. Now (N, - (f >) v 
{e} u M,, is a perfect matching in G, and hence II(N, - { f  }) v  {e> u M,,) 
is an integer. Also, v(M,) is an integer and hence so is 
Thus w1 is matching-integral. A similar computation shows that w2 is also 
matching-integral. 1 
4.2. COROLLARY. Every matching-integral vector on a matching-covered 
graph is the sum of lifts of matching-integral vectors from its bricks and 
braces. 
Remark. Although the list of bricks and braces is uniquely determined 
by the graph, the way in which their matching-integral vectors lift depends 
on the actual tight cut decomposition we choose. For example, the graph 
in Fig. 4.la has two bricks, which can be obtained by breaking G along 
either Cr or C2, as shown in Figs. 4.lb and c. The matching-integral vector 
on the lower &brick shown in the figure lifts to either one of the vectors 
shown in Figs. 4.lb and c. The corollary is valid for each fixed tight cut 
decomposition. 
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FIGURE 4.1 
Considering the bricks and braces, let us first formulate the result from 
(Lovasz [ 111) mentioned earlier. 
4.3. LEMMA. Every matching-integrul vector on a bipartite graph is the 
sum of a matching-orthogonal vector and an integral vector. 
The case of the Petersen graph has to be settled separately. 
4.4. LEMMA. Let P denote the Petersen graph. Then every matching- 
integral vector on P is the sum of a matching-orthogonal vector, an integral 
vector, and possibly a kycle vector. The 5-cycle used can be fixed in 
advance. 
Proof: Let e, ,..., e5 be the edges of the “outer pentagon” (in this order). 
Let w be any matching-integral vector on P. Then we can find a node- 
induced matching-integral vector w’ which coincides with w on all spokes 
and on the inner pentagon. Trivially, w’ is the sum of an integral vector 
and a matching orthogonal vector. 
Let w”(e) be the integer nearest to w(e) -w’(e) (rounded down if half- 
integral). Then v = w - w’ - w” is also matching-integral, -1~ v G f and 
v(e) = 0 on all edges except e,,..., e5. Considering the perfect matchings 
consisting of one spoke, two inner edges and two outer edges, we see that 
v(e,) + u(ei+?) is an integer for i = I,..., 5 (where addition in the indices is 
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modulo 2). Now if u(e,) = f for all i then we have a 5-cycle vector and we 
are done. If, say, v(er) < 2 then u(el) + u(e3) can only be an integer if it is 0, 
and hence -v(e3) = u(e,). Going on, we find that 
v(el) = -u(e3) = u(e5) = -u(e2) = u(e4) = -u(e,), 
which shows that u = 0, and we are finished again. 1 
The proof of the following main lemma will occupy most of the 
remainder of this paper. 
4.5. MAIN LEMMA. Let G he a brick different from the Petersen graph. 
Then er;ery matching-integral vector on G can be written as the sum of a 
node-induced matching-orthogonal vector and an integral vector. 
The proof of this lemma will be given in the next section. Combining the 
preceding three lemmas and Corollary 4.2, we obtain the main result of the 
paper: 
4.6. THEOREM. Let G be a matching-covered graph and fix any tight cut 
decomposition of G. Then every matching-integral vector on G can be written 
as the sum oj‘a matching-orthogonal vector, an integral vector, and lifts of 
5-cycle vectors for some of the Petersen bricks of G. 
We shall return to this result in Section 6, and draw various conse- 
quences. 
5. PROOF OF THE MAIN LEMMA 
Throughout this section, let G be a brick and e = u, v2, an edge of G such 
that G -e is matching-covered. Furthermore, let w be a matching-integral 
vector on G. Assume that w is not the sum of a node-induced matching- 
orthogonal vector and an integral vector. Also assume that Main Lemma 
4.5, and hence also Theorem 4.6, hold true for every graph having fewer 
nodes, or the same number of nodes but fewer edges, than G. 
We want to show that G is the Petersen graph. In this case, G.-e has 
two non-trivial barriers and exactly two bricks. We shall try to force the 
structure of G-e in this direction. First, however, we make some asser- 
tions about three operations we are going to use in our arguments: deleting 
the edge e, contracting the sides of an odd cut, and adding edges. 
5.1. LEMMA. The restriction of w to G-e is not congruent module 1 to 
any node-induced vector. 
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Proof. Assume that w  is congruent modulo 1 to a node-induced 
weighting w’ on G-e, and let w” be the node-induced weighting of G 
induced by the same node-weights. Then considering any perfect matching 
of G - e, we see that these node-weights add up to an integer, and hence w” 
is a matching-integral weighting of G. But then considering any perfect 
matching of G containing the edge e we see that w(e) = w”(e) (mod l), and 
hence w  = w” (mod l), which is a contradiction. 1 
This lemma implies, by the induction hypothesis, that G - e cannot be a 
bipartite graph or any brick different from the Petersen graph. It is easy to 
check that it cannot be the Petersen graph either (since there is only one 
graph-up to isomorphism-which arises from the Petersen graph by 
adding a single edge). 
We shall often make use of the observation that if B is any non-trivial 
barrier in G-e or a 2-element cutset in G-e then it separates vi and v2. 
(Else, it would be a barrier [2-element cutset] of G as well.) In particular, 
it does not contain vi or oz. 
5.2. LEMMA. Let C be a cut in G such that G contains two perfect 
matchings F and F’ with lFn Cl - IF’ n Cl = 2. Then w cannot be written as 
the sum of a scalar multiple of xc, an integral vector and a node-induced 
vector. 
ProoJ Let C =V(S), and suppose that 
w=@+b+c, 
where b is integral and c is node-induced. We may assume that 0 <a < i, 
since the above representation of w  can be transformed into such a 
representation by using the identity 
Now we have 
w(F) - w(F) = 2a + b(F) - b(F’) + 0: 
whence it follows that 2a is an integer. But by our hypothesis 0 <2a < 1, 
which implies that a = 0, i.e., w  is congruent modulo one to a node-induced 
vector, which is a contradiction. 1 
5.3. LEMMA. Let C be an odd cut in G such that both C-contractions of G 
are matching-covered graphs with exactly one brick. Then G cannot have a 
pair of perfect matchings F and F’ such that (Cn FI - ICn F’ = 2. 
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Puoqf: Suppose that C=V(S) is a cut such that the graph G, (G,) 
obtained from G by contracting S (V(G) - S) to a single node g, (gz) have 
exactly one brick. We can write w  = w1 + w2, where wi is the lifting of a 
matching-integral weighting of Gj. By the induction hypothesis, w, is con- 
gruent modulo 1 to a node-induced weighting on G,, except if the unique 
brick of Gi is the Petersen graph, in which case wi is congruent modulo 1 to 
the lift of a node-induced matching-orthogonal vector wi plus possibly a 
5-cycle vector p of this Petersen graph. 
Next, we show that the lift of the 5-cycle cannot occur. Assume indirectly 
that it does for say i= 1. Let us consider any maximal family g of laminar 
tight cuts in G,. Clearly, all but one of the 9-contractions of G, are bipar- 
tite. We claim that the Petersen brick P of G, is obtained by contracting 
the shore S of a single cut C’ E 9 to a single node, and this shore S con- 
tains g,. For, assume that a shore T of some cut V(T) was contracted to 
obtain the Petersen brick, and this shore does not contain g,. Then con- 
tracting V(G,) - T in G, must yield a bipartite graph. But this graph can 
also be obtained from G by contracting V(G) - T. Hence one of the color- 
classes of this bipartite graph is a non-trivial barrier in G, which is 
impossible. 
So let s be the node of the Petersen brick which arises from the contrac- 
tion of S. We may choose this 5-cycle (if it occurs) so that it does not go 
through s, so that it is also a 5-cycle in G. 
Consider any perfect matching F in G which contains more than one 
edge of V(S). Obviously, F matches the three neighbors si , s2, and s3 of s 
in P to nodes in S, and so it contains a perfect matching of L = P - 
{ s,s1,s2,s3}. But Lh as exactly two perfect matchings (Fig. 5.1). Let F be 
obtained from F by exchanging the two perfect matchings of L, and let F 
(F’) be the image of F (F’) in G,. Then, obviously, w*(F) = w2(F’) and 
WI(F)- w,(F) = w;(F) - w’(P,) +p(F) -p(F) 
=O+t (mod l), 
whence w(F) - w(F’) = f (mod 1 ), which is a contradiction. 
53 
THE MATCHING LATTICE 209 
So we know that wi is congruent modulo 1 to a node-induced matching- 
orthogonal weighting. But then w  can be written as the sum of a scalar 
multiple of xc, of a node-induced vector and of an integral vector. This 
contradicts Lemma 5.2. 1 
Remark. Since in the proof of the last two lemmas, we only used the 
induction hypothesis on the number of nodes, but not on the number of 
edges, we can replace in them the graph G by any graph G” obtained from 
G by adding edges, provided the vector w  can be extended to a matching- 
integral weighting of G*. 
We also remark that we shall choose the cut C in the applications of this 
lemma so that C - e is a tight cut in G - e. Hence we shall have a perfect 
matching F with [Fn Cl = 1 trivially. We shall have to construct another 
perfect matching F’ (obviously containing e) of the graph G so that 
lFn Cl = 3. Note that a perfect matching with IF n Cl > 3 trivially exists 
since G is a brick. 
5.4. LEMMA. Let B be a non-trivial barrier of G - e, and x, y E B. Assume 
that one of the following conditions holds: 
(a) At least one connected component of G-e-B containing no 
endnode of e is not a singleton, 
(b) neither of the connected components of G-e-B containing the 
endnodes of e is a singleton, 
(c) G - e - B has a connected component which has a cutnode a whose 
removal from this component leaves at least one even piece. 
Then every perfect matching of G - x - y has the same weight module 1. 
Proof Let Hi be the connected component of G-e-B containing vi 
and H,,..., H,, the rest of the connected components of G - e - B (k = lB\). 
Let H: be the matching-covered graph containing H, obtained when we 
break G-e along the barrier B. Then clearly every perfect matching M of 
G-x-y consists of the edge e, a near-perfect matching of each of the 
components of G - e - B, and k - 2 further edges connecting the nodes of 
B-X -11 to H3,..., Hk. Let H, be the gluing bipartite graph of G-e at the 
barrier B. 
We also know that the restriction w’ of v to G-e can be written as 
w’=q*+q1+ ‘.. +qk, where qi is the lift of a matching-integral weighting 
q: of Hi. Here qb is the sum of an integral vector and a matching- 
orthogonal vector, which is induced by a vector q on the nodes of H,. 
Hence 
w(M) = w(e) + w’(M- e) 
=w(e)+qJM-e)+ ... +qJM-e). 
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Now here qi(M- e) is integral by the definition of qi for all 3 < i < k. 
Furthermore, 
90(M- e) = -cp(x) - CP(Y) - cp(h,)- cp(fU 
where hi is the node of H, corresponding to H, (i= 1, 2). Note that the 
right-hand side value is independent of the choice of M. Finally, we observe 
that qi(M - e) = w(E(H,) n M) for i = 1,2, and here E( Hi) n A4 = Nj is a 
perfect matching of H,- ~1~. So to show that w(M) is independent of the 
choice of M, it suffices to prove that w(Ni) is the same value modulo 1 for 
each perfect matching Ni of Hi- ui. 
Let us show this, e.g., for i= 1. Assume first that (a) or (b) holds. Then 
there is an index j different from 1 such that Hj is not a singleton. Since G 
is a brick, V(H,) is not a tight cut in G, and hence G has a perfect matching 
F which contains more than one edge from V(H,). By parity, F must con- 
tain at least 3 edges from V(H,). Also, at least one edge of F leaves every 
other Hi, and so we see at least k + 2 edges of F emerging from the sets Hi. 
Obviously, e is counted twice among them, and the remainder have to 
enter B. This implies that equality must hold throughout, in particular that 
exactly one edge of F enters H,. But then this edge must be e, and so F 
must contain a perfect matching of HI - vl. 
Now if we replace this part of F by any other perfect matching of 
H, - u1 , the value w(F) remains an integer. This shows that every perfect 
matching of H, - v1 must have the same w-value modulo 1. 
Now assume that (c) holds, but (a) and (b) do not. Then we may 
assume that the only non-singleton component of G - e - B is I-I,, and that 
u is a cutnode of H, such that H, - LC has an even component 2. Note that 
H, -a cannot have any odd components; since if it does, then by parity it 
has at least two and so Bu (a} is a barrier in G-e whose removal 
produces an even component, which is impossible as G-e is matching- 
covered. So it follows that all connected components of H, -a are even 
and so we may assume that v1 E V(Z). 
Obviously, every perfect matching of H, - v1 consists of a perfect 
matching of Z - v1 u {a> and one of H, - V(Z) - a. We show that both 
types extend to perfect matchings of G. As before, this will show that the 
w-weight of these matchings must be independent of how they are chosen. 
Consider any edge of G - e connecting a to a node in Z and any perfect 
matching of G-e containing this edge. This clearly will contain a perfect 
matching of H, - V(Z) - a. On the other hand, consider any perfect 
matching of G which contains more than one edge from V( V(H,) - V(Z)) 
(such a perfect matching exists since G is a brick). A straightforward 
counting argument shows that this perfect matching of G must contain a 
perfect matching of Z. This completes the proof of the lemma. 1 
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Another way to state the assertion of the lemma is that if we connect two 
nodes x, y E B by a new edge f, where B is a barrier as in the lemma, then 
we can extend the vector UJ to f to get a matching-integral weighting of 
G+f: Obviously, we can carry this out for every pair of nodes in B 
independently, and the resulting weighting w* will be matching-integral for 
the graph G* obtained from G by connecting all pairs of nodes in B. It is 
also clear that G* is a brick. 
We now begin to show that G-e has the same structure as the graph 
obtained from the Petersen graph by deleting any edge. 
5.5. LEMMA. Let B be a non-trivial barrier in G -e. Then every non- 
singleton connected component of G-e-B contains one of the endnodes 
ofe. 
Proof. Assume that G - e - B has a non-singleton component H, which 
does not contain either of the endnodes of e. We show that by extending B 
to a maximal barrier by adding nodes from the connected components of 
G-e-B, the component Hi cannot be split into singletons. For, assume 
that adding a set Xc V(H,) to B (and possibly some other nodes from the 
other components), Hi is split into singletons; the number of these is, 
clearly, \X( + 1. No edge connects two nodes of X or X to i3 (as the barrier 
B v X cannot span an edge, since G is matching-covered), and hence 
deleting V(H,) - X from G splits G into 1x1 + 1 = 1 V(Hj)j odd components. 
This is a contradiction since G is a brick. 
By the preceding lemma, we can fill in all the edges between nodes of B, 
and obtain a brick G* and an extension w* of w  which is matching-integral 
on G*. 
It follows from the maximality of B that the graph H obtained from 
G - e (or from G, or equivalently from G*) by contracting V(G) - V(Hi) to 
a single node is bicritical. Furthermore, every 2-element cutset of H must 
contain the image b of V(G) - I’( H,), or else it would also be a 2-element 
sutset in G. Consider the blocks (2-connected components) of Hi = H - b, 
and let Z be an endblock, i.e., a block having at most one node a in com- 
mon with the remainder of H (if H is 2-connected, we take Z = H). 
Let J and L be obtained from G* by contracting V(Z) and V(G) - V(Z) 
to a single node z and s, respectively. 
We claim that both graphs L and J are bricks. This is clear for L. We 
show that J is a brick. For, let x and y be any two nodes of J. Assume first 
that they are both different from the image z of Z. Then G* -K -y is con- 
nected and contains a perfect matching F, since G* is a brick. But then 
trivially J-x-y is also connected. To show that it also has a perfect 
matching, observe that at most one edge of F is adjacent to a, and hence all 
but at most one edge of F leaving 2 must connect Z to B. Let us delete 
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from F edges connecting Z to B until only one edge leaving Z remains. The 
image of the remaining matching is a matching in J- x -y which covers 
all nodes except possibly some nodes in B. But since B induces a complete 
graph, this can easily be extended to a perfect matching in J-X-~. 
The case when one of x and y is the node z can be settled similarly. 
This contradicts Lemma 5.3, since the pair of perfect matchings needed 
there is trivial to find. 1 
5.6. LEMMA. Let B be a non-trivial barrier in G. Then no connected com- 
ponent of G -e - B can have a cutnode whose removal from this component 
leaves at least one even piece. 
Proof: The proof is analogous to the previous proof and is omitted. 1 
5.1. LEMMA. Let B be a non-trivial barrier in G. Then at least one of the 
two connected components of G - e - B containing the two endnodes qf e is a 
singleton. 
Proof Assume that the two connected components H, and H, of 
G-e - B which contain the endnodes of e are non-singletons. We know 
from Lemma 5.5 that all the other components are singletons. The proof is 
similar to the proof of Lemma 5.5, but there are some points which need 
different treatment. Let Jj (Li) arise from G* by contracting V(H,) 
( V(G) - V(H,)) to a single node h, (g,). Let J, be obtained from G* by 
contracting both H, and H,. It follows just like in the previous proof (a 
little simpler in fact) that the graphs 1, are bricks, and different from the 
Petersen graph. 
We know that we can write 
where wi is the lift of a matching-integral weighting of Lj (i= 1, 2) and wO is 
a matching-integral weighting of JO. Then us,, + w, is the lift of a matching- 
integral weighting of Ji, and hence by the induction hypothesis it is con- 
gruent modulo 1 to the lift of a node-induced matching-orthogonal vector 
on J,. Also, MJ~ is congruent module 1 to the lift of a node-induced 
matching-orthogonal vector on JO. 
In formulas this means that there are real numbers a, (i= 0, 1, 2; 
UE V(G)- V(H,) for i= 1,2 and VE V(G)- V(H,)- V(H,) if i=O) /?; 
(i= 1, 2) and yi (i= 1, 2) such that 
~~,+w~-~~x~(~~)+CC~~,X~(~) (mod 1) 
for i= I, 2 and 
WO”‘/lX V(HI) + yzX V(ff2) + 1 ~O”X w”) (mod 1). 
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We also have the obvious equation 
“El3 CE B’ 
Combining these we see that we can write 
where 6 = fl, - yi - f12 + yz and q is node-induced. This contradicts 
Lemma 5.2, since the perfect matchings F and F needed there are trivially 
constructed. fl 
So we know that for any non-trivial barrier B, all connected components 
of G - e - B except one are singletons. This last component H cannot be a 
singleton, since if it is, then G-e is bipartite and so every matching- 
orthogonal vector on G - e is node-induced. But we do know that w’ is not 
node-induced. 
We also know that H contains one of the endnodes of e, say u, ; and also 
that deleting any node from H, we get no even component. If we also 
assume that B is a maximal barrier, then trivially H is 2-connected. Let us 
fix this notation for the sequel and also that the graph obtained from G - e 
by contracting V(G) - V(H) to a single node g will be denoted by L. 
Another way to say the above conclusions is that every non-trivial 
barrier of G-e must contains all neighbors of ui or all neighbors of u2. In 
particular it follows that G has at most two non-trivial maximal barriers. 
We can also observe that L cannot be a brick; for then G - e has a single 
brick and hence again every matching-integral vector on it is node-induced. 
Let us push the idea in the preceding lemmas one step further. The next 
lemma will imply that there cannot be a single maximal barrier in G - e. 
LEMMA 5.8. Let B be a non-trivial maximal barrier in G-e. Then L is 
not bicritical. 
Proof Suppose that L is bicritical. Then G - e has no other non-trivial 
barrier. For, by the previous lemmas, such a barrier would have to contain 
all neighbors of vi, in particular at least two nodes of L -g, but this is 
clearly impossible as L is bicritical. 
Since L is not a brick, it has a cutset {x, y >. Since H is 2-connected, x 
and y are distinct from g. Since G is 3-connected, x and y are also distinct 
from u1 and they separate vi from g. Let L = L’ u L”, where V(L’) n 
V(L”) = {x, y } and, say, u1 E V(L’). Let us choose {x, y } so that L’ is 
minimal. 
Since L is bicritical, the graph J obtained from L’ by adding the edge xy 
is also bicritical and, by the choice of {x, y ), also 3-connected. 
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We claim that one of the nodes x and y does not occur in any other 
2-element cutset of L. For, if {x, x’} and ( y, JJ’} are cutsets of L (where x’, 
y’ are distinct from x and y), then by the choice of (x, ~1, we must have 
that x’, y’ E V(L”). Let P and Q be two openly disjoint paths in L con- 
necting g and u,, then clearly we have (if we choose the notation right) 
that x E V(P), y E V(Q), and hence x’ E V(Q) and y’ E V(P). Further, y’ 
separates g from x on P and x’ separates g from y on P. It follows that 
(x, x’> must separate g from y in L and hence (x, x’) must separate y and 
y’ in L. Similarly, { y, y’} must separate x and x’ in L. But then if we break 
L along {x, x’} into two bicritical graphs, in one of these graphs the node 
y and the edge XX will form a cutting set. But a bicritical graph cannot be 
cut by a node and an edge. 
So we may assume that the node x does not occur in any 2-element cut- 
set of L. Let S= V(L’) - {y}. Contracting V(G) - S in G we obtain a 
graph which arises from the brick J by adding the image of e. Clearly, this 
graph is a brick. We claim that contracting S in G we also obtain a brick. 
We may assume that S is contracted onto x and so the contraction results 
in the graph G’ which could also be obtained from G by deleting all nodes 
in V(L’) - (x, y$, connecting x and y by a new edge if they were not 
adjacent to begin with, and connecting x to u,. The fact that G’ is 3-con- 
netted follows by the choice of X: since G is 3-connected, only 2-element 
cutsets containing x could occur, and it is straightforward to check that x 
is not contained in any 2-element separating set either. 
It is even easier to see that G’ is bicritical: for any two nodes s and t, 
already G-e--s-t has a perfect matching unless s and t belong to the 
unique non-trivial maximal barrier B. But then we can consider a perfect 
matching of G -s - t, delete from it its edges in L, and replace them by a 
perfect matching of L” -g -x, to obtain a perfect matching of G’ - s - t. 
So we see that G’ is a brick. 
But now we have a contradiction by Lemma 5.3. 1 
Our next lemma asserts that there must be at least one non-trivial 
maximal barrier. 
LEMMA 5.9. G -e is not bicritical. 
ProoJ The proof is similar to the previous proof (in fact easier), and so 
it is omitted. 1 
So we know that G-e has exactly two maximal barriers B and B’, 
where B contains all neighbors of v1 and B’ contains all neighbors of vz. Of 
course, B and B’ are disjoint (as any two maximal barriers of any 
matching-covered graph are). We also know that G - e - B has exactly one 
non-singleton component, which contains the node v2. By the properties of 
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maximal barriers mentioned in the introduction, B, = .B’n V(L) is a 
maximal barrier in L. Since B, must contain all neighbors of u2, it is not a 
singleton. It is clear that B, is also a barrier in G-e. Let us relabel B by 
B,. We shall investigate the connected components of G’ = G - e - B, - B,. 
We know that G’ has lBil - 1 singleton components which are only con- 
nected to nodes in Bi (i= 1, 2); let A i denote the set of these nodes. We 
know that there must be at least one further component, since G -e is non- 
bipartite. Moreover, all the remaining components must have an even 
number of nodes, since else B, u B, would be a barrier, contradicting the 
maximality of B = B,. 
Consider the graph G” obtained from G -e by contracting each Bi u Ai 
to a single node bi. This graph is bicritical, since any non-trivial barrier in 
it would either yield a non-trivial barrier in G - e missing the neighbours of 
v, and v2, or it would yield a larger barrier than B, in G-e, or it would 
yield a larger barrier in L than B,. Each of these conclusions is a contradic- 
tion. 
5.10. LEMMA. The graph G” is not a brick. 
Proof: The graph G” can be obtained through brick decomposition 
along the barriers B, and B,, with no other non-trivial graphs produced. If 
G” is a brick different from the Petersen graph, then by the induction 
hypothesis, the restriction of pi to G-e is congruent modulo 1 to a 
matching-orthogonal vector which is node-induced by Corollary 2.6. This 
contradicts Lemma 5.1. If G” is the Petersen graph, it follows by the same 
argument that the restriction of w  to G - e is the sum of an integral vector, 
a node-induced vector, and a 5-cycle-weighting of G”. We may assume that 
the 5-cycle in question does no pass through the nodes b, and 6,. 
There are two cases to distinguish, depending on whether or not 6, and 
b2 are adjacent nodes of G”. 
Case 1. The nodes b, and b, are non-adjacent in G”. Let s be the com- 
mon neighbour of b, and b,, and let Sj= (s, l;, zi} be the set of neighbors 
of b, in G”. 
e 
=1 22 
FIGURE 5.2 
58?b/43,2-7 
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We claim that there exists a matching in G which matches up the nodes 
of A, u B,u Si - {vi, x}, where x ES. For, any perfect matching in 
G - ui - x will trivially contain such a submatching. 
So consider a matching Q in G which matches up the nodes in 
A2uB~u{t7,~2}-{~2}. Let M match up the nodes of A, u B, u 
(s, tr} - (z)~) and M’, the nodes of A, u B, u {s, z,} - {ul}. Then QuM 
extends to a unique perfect matching F of G (Fig. 5.2). Similarly, Q u A4 
extends to a unique perfect matching F’ of G. Now 
w(F)-w(F’)=$ (mod 1) 
by inspection. This is a contradiction. 
Case 2. The nodes b, and 6, are adjacent in G”. Let Y, y2 be any edge of 
G connecting B, and B2 (T;E B;). By Lemma 5.6, we can find two edges piti 
and q,zi with pi, q, E B, and ti, z, E V(G”)- {b,, b,]. We may assume that 
ri fp,. Considering a perfect matching of G-pi - ql, we find a matching in 
G which matches up the nodes of Aju B,- {vi,pi, ql). Using these two 
matchings, we can easily extend the matching {e, pI t,, q, zl, pzt,, q2z2) to 
a perfect matching F of G. Similarly, we can extend the matching {e, r1r2, 
pItI, p2 t2) to a perfect matching F (Fig. 5.3). Now as before, a simple 
computation yields that 
w(F) - w,(F) = 1 (mod l), 
which is a contradiction again. 1 
Since we know that G” is bicritical, it follows that it must have a 
2-separation. On the other hand we show 
5.11. LEMMA. The only 2-separation of G” is the pair {b,, b2}. 
Prooj Let (x, y, x be a 2-separation of G” different from {b,, b2}. If 
FIGURE 5.3 
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(say) x = b, but y # b2 then we obtain a contradiction with Lemma 5.6. So 
assume that x and y are different from b, and b,. Then they form a 
2-element cutset of G - e and hence they must separate U, and v2 in G - e. 
This implies that they must separate b, and b, in G”. Let us choose x and y 
so that the component J of G” -x-y containing b, be minimal. Then it 
follows by the same argument as in the proof of Lemma 5.8 that one of the 
nodes x and y, say x, is not contained in any other 2-element cutset of G”. 
Now we consider the cut C=V(A,uB,u(V(J)-{b,})u(x)). Then it 
folows by the same sort of argument as in the proof of Lemma 5.8 that 
both C-contractions of G are bricks, which contradicts Lemma 5.3. [ 
We can finish the proof of the Main Lemma now. Let Hi,..., H, be the 
connected components of G” - {b,, b,), and let L, be the subgraph of G 
consisting of Hi and of all edges incident with it. We know that Y > 2. We 
also know from Lemma 5.6 that each Li contains at least two nodes of B, 
and at least two nodes of B,. Furthermore, we know from Lemma 5.11 
that if we identify the nodes of Li in B, and also those in B,, and then join 
the resulting two nodes by an edge, we obtain a brick Ji. 
Consider the cut C=V(A, u B, u Hi). It is straightforward to verify that 
both C-contractions of G are matching-covered and have exactly one brick 
in their brick-decompositions. Hence we know by Lemma 5.3 that there 
cannot exist a perfect matching in G containing exactly three edges of this 
cut. 
This implies that r = 2. For, assume that r > 2. Then by Lemma 3.6, we 
can find a matching Ml in L2 which matches up the nodes of H, and 
exactly two nodes pi and q1 of B, . Similarly, we can find a matching M, in 
L, which matches up the nodes of H, and exactly two nodes p2 and q2 of 
B2. Considering a perfect matching of the graph G -pi - qi, we find a 
matching Ni in G which matches up the nodes in Aiu B, - (p,, qi). Let Qi 
be a perfect matching of Hi. Then 
F=(e}uN,uN,uQ,uM2uM3uQ4u ... uQ, 
is a perfect matching which contains three edges of C. This contradiction 
proves that Y = 2. 
Let Mi be a matching in L, which matches up all nodes of Hi, one node 
of B, and one node of B, (obviously, such matchings exist). If we can 
choose M, and M, disjoint, then extending M, u M, to a perfect matching 
F of G just as above, we get a contradiction. So it suffices to show that 
if we cannot choose these two matchings disjoint, then G must be the 
Petersen graph. 
Let us draw an auxiliary graph W on the set B, u B, by connecting a 
node p E B, to a node p’ E B, by a red (blue) edge iff there is a matching in 
L, (L,) which matches up p, p’ and the nodes in H, (Hz). We know that in 
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this digraph, every red edge meets every blue edge. Moreover, if p is any 
node in B, incident with an edge f of L, (say), then there is a red edge 
incident with p; in fact, the brick Jj has a perfect matching containing the 
“image” of J and this perfect matching corresponds in L, to a matching 
with the desired property. 
Now it is an elementary exercise to see that W must be a 4-cycle with red 
and blue alternating. This means that there are nodes pi, qiE B, such that 
the edges p1 p2 and q1 q2 are red and the edges p, q2 and q1 p2 are blue in 
W. 
This in particular implies that B, - {p,, qi) contains no node of either 
one of the Li’s, and hence deleting A, from the graph G we obtain 
jBil - 1 = lAil odd components. So Aj is a barrier in G. But G is a brick, 
and so we must have A, = (ui>, and so B, = {pi, qi). 
To conclude the proof, it suffices to invoke Lemma 3.7, which implies 
that J, and J, must be K4’s, glued together in such a way that G is just 
the Petersen graph (see Fig. 5.4). This completes the proof of the Main 
Lemma. 1 
6. THE MATCHING LATTICE 
Recall that lat(A) is the lattice generated by the set J& of incidence vec- 
tors of perfect matchings of the graph G. In the previous two sections we 
determined the dual of lat(A!‘), i.e., the set of those vectors which add up to 
an integer on every perfect matching of the graph. Using the fact that the 
dual of the dual is the original, we obtain the following results. First, we 
formulate the characterization of the matching lattice from bricks. 
6.1. THEOREM. Let G be a brick dlyfeerent from the Petersen graph, and 
w, an integral vector on the edges of G. Then w slat if and only if 
w(V(v)) is the same value for each node v. 
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Proof Immediate from the Main Lemma. 1 
It follows from the results in [l l] that a similar assertion holds for all 
bipartite graphs, in particular for all braces. 
For general matching-covered graphs, the condition is a bit more com- 
plicated. First,. we state a lemma which is just a restatement of Corollary 
4.2 in a dual form. Let G be a matching-covered graph and let G’ arise 
from G by the contraction of some subgraph. For each vector w on the 
edges of G, we construct the vector w’ on the edges of G’ by letting w’(e) be 
the sum of all entries w(f) for edges f of G mapped on e by the contrac- 
tion. We call w’ the image of w under the contraction. 
6.2. LEMMA. Let G be a matching-covered graph, w, an integral vector on 
the edges of G, and .fix any tight cut decomposition of G. Then w is in the 
matching lattice of G if and only if its image on every brick and brace 
resulting from the decomposition is in the matching Lattice of that brick or 
brace. 
Combining the preceding two lemmas, we obtain 
6.3. THEOREM. Let G be a matching-covered graph, MI, an integral vector 
on the edges of G, and Jix any tight cut decomposition of G. Then w is in the 
matching lattice of G tf and only tf the following two conditions hold: 
(a) N,(C) is the same value for each cut C which is a star or used in the 
decomposition, 
(b) for every Petersen brick resulting from the given tight cut decom- 
position, and for every 5-cycle in that brick, the sum of entries corresponding 
to edges qf G mapped onto this 5cycle is even. 
Let us remark that (a) is equivalent to saying that wElin(A). 
We formulate some corollaries of this result. First, note that if G has no 
Petersen brick (in particular, if G is planar), then (b) is vacuous. Following 
Seymour [16], we call a graph G an r-graph, if G has an even number of 
nodes, it is r-regular and every odd cut in G has at least r edges (in par- 
ticular, if G is r-edge-connected). It is easy to see, using Tutte’s criterion, 
that every connected r-graph is matching-covered. Now if G is an r-graph 
and w(e) is the same value on each edge then (a) is always satisfied: the 
vector (l/r,..., l/r) is in the perfect matching polytope since it satisfies 
Edmonds’ conditions, and hence w, a multiple of (l/r ,..., l/r), is in lin(A). 
Hence we obtain 
6.4. COROLLARY. Let G be an r-graph with no Petersen brick. Then the 
vector (l,..., 1) is in the matching lattice. 
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If the graph is planar and Y = 3, then this assertion of course follows from 
the Four Color Theorem (which is equivalent to the assertion that for 
planar 3-graphs, the vector (I,..., 1) is the sum of the incidence vectors of 3 
perfect matchings). Of course, it would be very interesting to strengthen 
our results for the matching lattice to be able to say something about the 
non-negative integral linear combinations of perfect matchings, but this 
seems to be beyond the range of our methods. For graphs with no Petersen 
minor and r = 3, the assertion of Corollary 6.4 was proved by Seymour 
[ 161. The following assertion was also proved by Seymour for r = 3. 
6.5. COROLLARY. Let G be an r-graph. Then the vector (2,..., 2) belongs 
to the matching lattice. 
There is another way to look at our results. Consider the two lattices in 
REIG’ 
L, = lat(JY); L, = lin(J2) n .ZEcG), 
Obviously, L, c L, and the Petersen graph shows that equality may not 
hold. It is also obvious that the factor group L,/L, is a finite abelian 
group. Now Theorem 6.3 implies 
6.6. COROLLARY. The factor group L,/L, is an elementary 2-group and 
its index is the number of Petersen bricks of G. 
Finally, we show that our results on the matching lattice also settle the 
problem of determining the linear space generated by perfect matchings 
over fields of non-zero characteristic. First we prove a lemma for bricks, 
which is of some interest on its own. 
6.7. h4MA. Let G be a brick, difSerent from the Petersen graph, and 
assume that j V(G)J/2 is eaerl (odd). Let X be a set of edges in G. Then every 
perfect matching oj- G meets X in an even number of edges if’and on& if X is 
either an even cut or the complement of an even (odd) cut. 
Proof: The if part is obvious. To show the reverse, let a be the incidence 
vector of X. So a(M) is even for every perfect matching M in G. Then 
a’ = a/2 is in the matching lattice. Hence by the Main Lemma, a’ is con- 
gruent modulo 1 to a node-induced matching-orthogonal vector, and so a 
is congruent modulo 2 to a node-induced matching-orthogonal vector b. 
Let cp be the node-vector inducing b; then we have 
a(m) 3 q(u) + q(v) (mod 2). 
This implies that q is either integral or half-integral; for suppose that 
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‘pry (mod l), then for every adjacent node, q(u)- 1 -r (mod 1). 
Hence the residues of cp (mod 1) either provide a 2-coloration of G (which 
is impossible), or we must have z = 1 - r (mod l), which implies that z is 
either 0 or 1. It also follows that Q(U) is the same value modulo 1 at each 
node. 
Now if q(u) is an integer for all U, then let S= [UCS V(G): q(u) is odd}. 
Then obviously S is even and X= V(S) is an even cut. 
If P(U) z 4 (mod 1) for all nodes, then it follows similarly that X is the 
complement of an even cut. 1 
6.8. THEOREM. Let G be a matching-covered graph u’ith n nodes, m 
edges, b bricks and p Petersen bricks. Let F be any field. Then the number of 
linearly independent perfect matchings over F is 
(a) m -n + 2 -b, if char(F) # 2, 
(b) m-n+2-b-p, ifchar(F)=2. 
Proof: We give the details for the case when char(F) = 2; the other case 
is easier. It suffices to prove the result for bricks, since then for general 
matching-covered graphs the formula follows by the methods of Edmonds 
et al. [S]. The case of the Petersen graph can be settled by inspection, so 
assume that G is a single brick different from the Petersen graph. We want 
to show that the number of linearly independent perfect matchings over 
GF(2) is m-n + 1. But in Lemma 6.7, we have described the orthogonal 
complement of the space Iin,,( and elementary results show that the 
dimension of this space is n - 1. This proves the theorem. 1 
The dimension of Iin,,,,, was studied by Naddef and Pulleyblank 
[15]. Among other results, they showed that for a certain class of planar 
bicritical graphs called H&in graphs, this is equal to the dimension of 
Iin,( Theorem 6.8 implies that their result remains true for all 
matching-covered graphs with no Petersen bricks (in particular, for all 
planar matching-covered graphs). Our theorem also settles several 
problems raised by Naddef and Pulleyblank. It follows that the difference 
between dim oFC2)(&) and dim,(&) is the number of Petersen bricks of the 
graph and, therefore, it can be arbitrarily large even for 3-connected 
matching-covered graphs. This disproves their Questions 1 and 2. On the 
other hand, the theorem can be used to answer Questions 4, 4’, and 5 in 
the affirmative. 
We conclude with some remarks about the algorithmic aspects of these 
results. A tight cut decomposition (or brick decomposition) of a graph is 
easy to find in polynomial time (it requires O(n) matching algorithms and 
O(n) 2-connected component algorithms). Hence we can use Theorem 6.3 
to check whether or not a given vector w belongs to the matching lattice; if 
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it does not, we also obtain a “certificate” in the form of a matching-integral 
vector which has a non-integral inner product with w. By the results of 
Lov&z [ 111, this yields a polynomial-time procedure to compute a basis 
for the matching lattice. It also yields a polynomial-time procedure to 
check if a given vector is matching-integral. We do no go into the details of 
these algorithms. 
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