Abstract
Introduction
Despite the importance of software comprehension in debugging and maintaining complex software systems, there has been little attention given to empirical analysis and verification of agent software systems. Most existing tools that are aimed at comprehending agent-based software can be classified either as reverse engineering or model checking tools. A number of reverse engineering tools have been developed to assist the designer in analyzing and perusing the source code of a software system, e.g., [6] . In addition, various tools have been developed to perform model checking (i.e., to prove that the formal specification of a system satisfies certain behavioral properties) [4] . Nevertheless, despite such tools to aid the user in understanding software behaviors, software comprehension has remained a time-consuming and mostly manual process. The obstacles faced by designers, developers, and end-users (who will all be referred to simply as "users") during software comprehension include (1) software complexity and sophistication, (2) the translation gap between low-level implementation structures and high-level design concepts, and (3) the large amount of time and effort to build a comprehensive and accurate picture of the software and its behaviors.
This paper presents an integrated approach to reduce the effort in comprehending and verifying agent-based software systems, based on the collaboration between the Tracer Tool [8] and the TTL Checker [2] . To contend with the difficulties of software comprehension, a graphical interface displays what the agents are doing in terms of high-level agent concepts (e.g., beliefs, intentions, actions, and events) and with respect to the user's comprehension of the implemented agent system. The user's comprehension is explicitly modeled in order for the Tracer Tool to provide feedback on the accuracy of the user's comprehension.
Furthermore, the TTL Checker provides automated checking of agent system behavioral properties against logs of executions. Though similar to model-checking, this approach takes as input a set of observations from the systems execution, rather than a formal model of the system. A user can discover behavioral anomalies from Tracer's graphical interface or be alerted by the TTL Checker. To aid the user in tracking down a problem, the Tracer Tool can generate explanations that reveal, for example, why an agent performed a certain action.
In accordance with Edmonds' emphasis on the need for empirical analysis of agent behavior, such as scenariobased analysis and field testing [5] , the Tracer Tool and TTL Checker analyze the actual implemented system rather than a model of the implemented system. The combination of tools presented in this paper is able to verify agent behavior, detect anomalous observations, and assist the user in diagnosing the cause of such anomalies. Sections 2 and 3 briefly describe the Tracer Tool and TTL Checker individually. Section 4 discusses the collaboration between these two tools, and Section 5 demonstrates the tools for software analysis in a specific case study, highlighting the ability to discover and analyze anomalous behavior in agent-based software. Section 6 shows the results of this case study. Finally, Section 7 reviews the contributions and related work.
Tracer Tool
Motivated by the difficulty of comprehending complex agent systems, the objective of the Tracing Framework [8] is to aid the user in understanding what is happening in the agent system and why such things are happening in terms of high-level agent concepts that are familiar to software designers, developers, and end-users. The Tracing Framework is established by the Tracer Tool, which provides automation to some of the tedious or arduous manual tasks involved for comprehension.
Building Background Knowledge
In order to help the user build and maintain a comprehension of the system, the Tracer Tool requires an explicit model of what the user understands called the background knowledge, which is represented as a relational graph where each node represents a high-level agent concept and an edge represents a relation (e.g., causal or temporal relation) between two agent concepts. The background knowledge can be seen as a causal graph of how the agents are expected to behave. Given an empty or incomplete background knowledge, the Tracer Tool can offer suggestions about possible relations between agent concepts based on observations from the system's execution, much like how humans impose causal connections between the action of flipping on a switch and an observation of a light turning on. As the user reviews and accepts the suggested relations, the background knowledge is constructed from the actual implementation, which may be different from the original and possibly outdated design specification. See [8] for details about the background knowledge representation and for experimental results on the effectiveness of the relation-suggesting algorithm.
Logging
High-level agent concepts (e.g., beliefs, goals, intentions, action, events, and communication messages) are captured as run-time observations using a logging mechanism. Each observation has details about time, data values (e.g., domain-specific data, and pre-and postconditions), and stacktrace content in which the observation occurred. The Tracer Tool collects, sorts, and organizes the logged observations to be processed during or after run-time. By using a logging mechanism to record observations, the Tracer Tool can be applied to any implemented agent system, regardless of its architecture.
Interpretation
From observations of agent behavior, actual agent behavior must be interpreted with respect to the user's knowledge of expected behavior. The Tracer Tool can create an interpretation of the observations using the modeled background knowledge. Similar to the background knowledge, the interpretation is visualized as a relational graph, where nodes are observations and edges are (causal or temporal) relations among observations, as seen in the lower-left panel of Figure 1 .
Graphical visualizations of what the agents are doing using familiar agent concepts offer a more palatable representation of agent behavior than lists of data that must be manually interpreted.
Explanation
Due to maintenance or redesign activities, the behavior of the implementation inevitably changes. The Tracer Tool provides suggestions to update the background knowledge, and the user must review and decide whether to accept modifications to the background knowledge. Hence, the user's comprehension is kept updated with respect to the current implementation. To help the user decide whether a suggestion is valid or to further clarify causal factors of a particular observation, explanations can be generated by the Tracer Tool. An explanation is generated by following the graph of the interpretation backward starting from the observation in question. For example, on the right half of Figure 1 , an explanation is given for action 531 (labeled as A:531), which can be seen as a node in the interpretation. The explanation tree shows that the flyToTarget action (A:531) was caused by the removeCommitment intention (I:516), which was influenced by several beliefs (B:501, B:508, B:515) and a previous removeCommitment intention (I:479), all of which can be seen as nodes in the interpretation. The depth of the explanation continues until an observation without a cause is found, such as an exogenous environmental event or one of the initial observations. See [8] for details about explanation generation.
Verification
The Tracer Tool provides a graphical interpretation of system behavior, so that patterns of agent behavior can be readily discovered by the user, a task at which humans are extremely good. The Tracer Tool provides a capability to verify the expected behavior (represented as causal graphs) against the actual behavior of the implemented system. For more complex behavioral properties, the TTL Checker by [2] provides automated verification of such properties using the observations collected by the Tracer Tool. By integrating the TTL Checker in the Tracing Framework, the user can specify properties to be automatically checked by the TTL Checker and can investigate any failed properties using the Tracer Tool's explanation generator.
TTL Checker
The TTL Checker is a tool that enables the automated verification of complex dynamic properties against execution traces [2] . It is based on the predicate logical Temporal Trace Language (TTL), first introduced in [7] .
TTL Language
The TTL language is based on the assumption that dynamics can be described as evolution of states over time. The notion of state as used here is characterized on the basis of an ontology defining a set of physical and/or mental (state) properties that do or do not hold at a certain point in time. These properties are often called state properties to distinguish them from dynamic properties that relate different states over time. A specific state is characterized by dividing the set of state properties into those that hold, and those that do not hold in the state. Examples of state properties are 'the agent is hungry', 'the agent has pain', or 'the environmental temperature is 7 C'. Real value assignments to variables are also considered as possible state property descriptions.
To formalize state properties, ontologies are specified in a (many-sorted) first order logical format: an ontology is specified as a finite set of sorts, constants within these sorts, and relations and functions over these sorts (sometimes also called signatures). The examples mentioned above then can be formalized by nullary predicates (or proposition symbols), such as hungry or pain, or by using n-ary predicates (with n 1) like has_temperature(body, 37.5), has_temperature(environment, 7).
Such predicates are called state ground atoms (or atomic state properties). For a given ontology Ont, the propositional language signature consisting of all ground atoms based on Ont is denoted by APROP(Ont). One step further, the state properties based on a certain ontology Ont are formalized by the propositions that can be made (using conjunction, negation, disjunction, implication) from the ground atoms. Thus, an example of a formalized state property is hungry & pain. Moreover, a state S is an indication of which atomic state properties are true and which are false, i.e., a mapping S: APROP(Ont) fi {true, false}. The set of all possible states for ontology Ont is denoted by STATES(Ont).
To describe dynamic properties of complex agent systems, explicit reference is made to time and to traces. A fixed time frame T is assumed which is linearly ordered. Depending on the application, it may be dense (e.g., the real numbers) or discrete (e.g., the set of integers or natural numbers or a finite initial segment of the natural numbers). Dynamic properties can be formulated that relate a state at one point in time to a state at another point in time. A simple example is the following informally stated dynamic property for belief creation based on observation:
if the agent observes at t1 that it is raining, then the agent will believe that it is raining A trace g over an ontology Ont and time frame T is a mapping g : T fi STATES(Ont), i.e., a sequence of states gt (t ˛ T) in STATES(Ont). The temporal trace language TTL is built on atoms referring to, e.g., traces, time and state properties. For example, 'in trace g at time t property p holds' is formalized by state(g, t) |= p. Here |= is a predicate symbol in the language, usually used in infix notation, which is comparable to the Holds-predicate in situation calculus. Dynamic properties are expressed by temporal statements built using the usual first-order logical connectives (such as , , , ) and quantification (" and $; for example, over traces, time and state properties). In addition, language abstractions by introducing new predicates for complex expressions are supported. The possibility to express dynamic properties in TTL enables the user to formulate detailed requirements on the behavior of agent systems. See [1] for an earlier application in this area.
Operation of the TTL Checker
To enable the automated verification of dynamic properties specified in TTL against formal traces, a dedicated software environment called the TTL Checker Tool has been developed. This tool takes a dynamic property and one or more formal traces as input, and checks whether the dynamic property holds for the traces. Note that these checks can be performed irrespectively of who or what produced the formal traces: humans, simulators or an implemented (prototype) system. Usually, the duration of such checks varies from one second to a couple of minutes, depending on the complexity of the formula (in particular, the amount of time points involved).
The Checker was implemented in SWI-Prolog and offers a graphical editor to create and edit dynamic properties, and a graphical user interface to visualize traces (using XPCE). A query to check some TTL formula against all loaded traces is compiled into a Prolog clause, which will succeed if the formula holds. For more details, see [2] .
It is important to notice that the checks mentioned above are only an empirical validation, they are not exhaustive proof as model checking is. Within the literature on analysis of properties (verification), much emphasis is put on the latter type of analysis. This essentially means checking properties on the set of all theoretically possible traces of a process. To make that feasible, expressivity of the language for these properties has to be sacrificed to a large extent. However, checking properties on a practical given set of traces (instead of all theoretically possible ones) is computationally much cheaper, and therefore languages for these properties, such as the temporal trace language TTL, can be more expressive (see [4] for a discussion about this topic).
Integrated Analysis Approach
By combining the advantages of the Tracer Tool and TTL Checker, an integrated approach is presented for the analysis and comprehension of agent-based software. This section describes the constituent steps in this approach:
1.
Create a number of logs (or traces) of executions of a real agent system, in terms of agent concepts such as beliefs, desires, and actions. This step is done using the Tracer Tool (in particular, using the logging mechanism described in Section 2.2). Normally, the logs are represented in XML format. A translation program has been written that translates the logs to traces in TTL format. As a result, the traces can be loaded into the TTL visualization tool. For an example screenshot, Figure 2 shows time on the horizontal axis and state properties on the vertical axis. A mark on top of the line indicates that the state property is true during that time period. Note that a particular trace contains the information about only one agent. The information of other agents is stored in separate trace files.
2.
Formalize a number of relevant dynamic properties in TTL. This step is done using the graphical editor for TTL described in Section 3.2. Two types of dynamic properties can be distinguished: generic dynamic properties and domain-specific dynamic properties. Generic dynamic properties are those that are independent of the domain. A simple example is 'Communication Correctness', i.e., "all messages sent from agent a1 to agent a2 are received by agent a2". The TTL checker contains a library of such generic dynamic properties, which can be re-used in any domain. Domain-specific dynamic properties have to be specified by hand for every new domain. In Section 5.3, some examples of both types of properties are given. Due to the expressiveness of the TTL language, very complex behavioral properties can be specified, e.g., relating events at many different time points and different traces to each other.
3.
Automatically check the dynamic properties created in step 2 against the logs created in step 1. This step is done using the TTL Checker (see Section 3.2 for details). As a result of this step, the user knows exactly which properties hold and which do not hold for the traces. Moreover, in case a property does not hold, the checker can provide detailed information about the position in the trace where the property fails. Usually this information has the form of a counter example. For example, if the aforementioned property 'Communication Correctness' fails, then the TTL Checker shows an example of a message that is sent from agent a1 to a2, but it is not received by a2.
4.
Explain failed properties. This step is done using the Tracer Tool (in particular, the explanation mechanism described in Section 2.4). Given a counter example from the TTL Checker due to a failed property, the user can examine the exact observations and its relation to other observations in the Tracer Tool's visualization (see the interpretation graph and explanation tree in Figure 1 ). Observation details provide further evidence to track down the source of the problem, such as the type of communication message, who sent it, and why it was sent.
Case Study
The integrated analysis approach mentioned above has been applied to an agent-based system in the UAV (Unmanned Aerial Vehicles) domain, introduced in Section 5.1. Recorded system execution logs are described in Section 5.2, and the dynamic properties being checked are explained in Section 5.3.
Domain
A multi-agent system has been implemented to simulate the target-monitoring behavior of Unmanned Aerial Vehicles (UAV) [9] . In this system, a twodimensional area is simulated, in which a number of targets and UAVs are moving around. Figure 3 shows a visualization of 15 targets (labeled 0 through 14) and 3 UAVs (labeled 15, 16 and 17). Each UAV has an agent that determines the next mobile target the UAV should visit. From here on, 'UAV' and 'agent' is used synonymously. When a UAV visits a target, the target's current location is broadcasted to other UAVs. The objective is to minimize the time between visits for all targets. Each agent uses a Markov Decision Process that considers many factors, including beliefs about target locations, time of last visit, and preferences of other agents. It would be a tedious task to manually check the logs to make sure certain behavioral properties hold -instead, the TTL Checker can automate this verification task.
Logs for the Case Study
Using the mechanism described in Section 2.2, a number of logs of UAV simulations have been created (of which Figure 2 is an example). Since there is no completion state in the system, the logs can in theory be of infinite length. For the case study, it was decided to create logs of about 1250 time steps (which is largely sufficient for the current purpose, since each of these logs contains about 2000 observations on average). As mentioned earlier, the logs contain information about which observations occur at which time points, where the observations are represented in terms of abstract agent concepts. Table 1 provides an overview of the agent concepts used in the UAV domain.
For empirical verification of agent systems, it is assumed that the user chooses scenarios that sufficiently cover the range of situations that the agent system will encounter. Thus, the completeness of verification is reliant on the coverage of the scenarios tested, which is domain-dependent.
Table 1. Agent concept mapping for UAV domain

Concept mapping to UAV domain action
An action performed by an agent. Examples: fly to a target, perform a spiral search, stop. belief An agent's belief about its own preferences, commitments, and scanned targets or about other agents' preferences, commitments, and scanned targets. event
The event that a target is scanned by an agent. intention An agent's commitment to visit a number of targets in a certain order. message A message about a preference, commitment, or scanned target.
Dynamic Properties for the Case Study
Based on the concepts in Table 1 , several dynamic properties have been specified for the UAV domain. Below, some of them are shown, both in an informal and in a formal (TTL) notation.
GP1 "Target Diversity"
"An agent does not visit the same target repeatedly without going to other targets".
"g:TRACES "t1,t2:TIME "tg1:
Since the goal of the agents in the UAV system is to maintain updated beliefs about the positions of the moving targets, it is irrational for an agent to visit the same target twice in a row. Therefore, one would expect the above property GP1 to hold. Note that this property assumes a discrete time frame (i.e., each event has the duration of one time unit).
GP2 "Servicing Completeness"
"All targets are eventually serviced by at least one agent". Property GP2 can be interpreted as a minimal requirement for the behavior of the system: if the agents behave correctly, eventually every target should at least be serviced once. Recall that the information about different agents is stored in different traces. Therefore, it is sufficient to check for all targets that there is at least one trace in which it is serviced.
GP3 "Message Completeness"
"Whenever an agent believes something, it sends a message about this to all other agents" . In contrast to most other properties presented in this section (except GP4), GP3 is a generic dynamic property. However, it can be instantiated for the UAV domain by replacing the belief b by a specific belief for that domain.
GP4 "Communication Correctness"
"All messages sent from agent a1 to agent a2 are received by agent a2" . GP4 is another generic property. It can be used to guarantee the delivery of communication messages.
GP5 "Interval with two visits"
"There is an interval with length i in which target tg is visited at least twice (by two different agents)" . Note that, while checking property GP5, the TTL checker automatically returns the smallest i (if any) for which the property holds. Thus, it allows the user to find the shortest interval in which a certain target is visited twice by different agents. Finding such intervals could help the user in locating suboptimal behavior, because when an agent just visited a certain target, it is often not necessary that another agent visits the target again within a small time period.
GP6 "Amount of Visits"
"For all targets there exists an amount of visits i" .
The TTL Checker allows one to find the number i for which property GP6 holds for each target separately. Thus, it allows the user to verify how often each target is visited. When there are big differences between the amounts of visits to different targets, something may be wrong since the agents in the system were designed to make sure that all targets are visited almost equally.
Results
This section discusses the results of the case study. Section 6.1 focuses on the results of the verification of properties (step 3 of the method) and Section 6.2 focuses on explanation of unexpected results (step 4).
Verification
Using the TTL Checker, the properties shown in Section 5.3 have been checked against the execution logs mentioned in Section 5.2. Although most of the properties were satisfied, as expected, some of them failed. For example, property GP1 failed in a number of cases. First, because one of the agents (Agent 15) visited Target 4 twice in a row (at time points 661 and 662). And second, because another agent (Agent 17) visited Target 9 twice in a row (at time points 200 and 201).
Moreover, property GP6 was successfully checked. Although this is not very surprising, it is interesting to find the exact number i for which GP6 succeeds for different targets, as indicated in Table 2 . As shown there, the number of visits is unevenly distributed over the targets. In particular, Target 11 is an exception, since it is visited only 5 times during the whole execution of the system, whereas the other targets are visited at least 12 times. The next subsection investigates this issue further. 
Target
In determining which targets to service next, the agent controlling each UAV evaluates a reward function for each target, considering the target distance, the last time of visit, and other agents' preferences and intentions. Investigating the initial observations using the interpretation of the Tracer Tool, all agents have the initial belief that Target 11 is located at the side edge of the map; there is no other target that is further out on the map. Verifying this with the UAV Simulation, Target 11 and 15 are the farthest targets from the initial locations of the 3 UAVs. Since the UAVs commit to visit 3 targets at a time as shown by the intention nodes in the Tracer Tool, and there are 15 targets and 3 UAVs, only 9 targets are selected and partitioned among the UAVs. Thus, there are 6 targets (including Target 11) that have yet to be assigned to a UAV. The agent developer states that each UAV adds an extra bonus to the reward value for visiting a certain target so that the UAV will tend to revisit the same targets, thus creating a stable partitioning of targets to UAVs. Since Target 11 was not initially visited, it does not benefit from the bonus.
Additionally, over the course of the simulation, targets move randomly. Target 11 happens to move towards the edge of the map away from the other UAVs, and thus decreasing the reward value of visiting Target 11. According to the reward function, the UAVs tend to visit clusters of targets because the overall cost of their intention commitments (which constitute the next 3 targets to visit) is minimized if the targets are closer together. Since Target 11 is further away from the UAVs and from other targets, the UAVs wait until it is more urgent to visit Target 11, i.e., when the reward value is higher than for visiting the closer targets. However, since the UAVs commit 3 targets into the future, they are also committed to moving back into the cluster of targets and thus away from Target 11.
In summary, it is a combination of the initial target assignment and the random movement of a target to isolated positions that caused this potentially adverse situation, where a target is not visited for long durations. Coefficients in the reward function can be adjusted to prevent such situations. Another solution is to commit to fewer targets at a time, thus allowing Target 11 to be visited when it is close enough to the last intended target.
Summary
Software comprehension is an essential issue during the development, maintenance, and debugging of complex agent systems. Nevertheless, existing techniques (such as reverse engineering [3] and model-checking [4] ) face a number of difficulties inherent in the software system. This paper presents a novel approach to analyze the behavior of agent systems. The approach is a result of the collaboration between the Tracer Tool for comprehension of agent software [8] and the TTL Checker for automated checking of dynamic properties of agent systems [2] . The integrated approach comprises four important elements, i.e. (1) logging of agent system executions in terms of high-level design concepts, (2) formalization of desired dynamic properties, (3) automated verification of properties against logs, and (4) computer-aided explanation of unexpected properties.
To test the proposed approach, it has been applied in a case study in the domain of Unmanned Aerial Vehicles. Using this approach, the software developers succeeded in locating some undesired behavior, which subsequently allowed them to investigate the causes for such behavior.
