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Converse Lyapunov-Krasovskii Theorems for
Systems Described by Neutral Functional
Differential Equation in Hale’s Form
P. Pepe I. Karafyllis
Abstract
In this paper we show that the existence of a Lyapunov-Krasovskii functional is necessary and
sufficient condition for the uniform global asymptotic stability and the global exponential stability of
time-invariant systems described by neutral functional differential equations in Hale’s form. It is assumed
that the difference operator is linear and strongly stable, and that the map in the right-hand side of the
equation is Lipschitz on bounded sets. A link between global exponential stability and input-to-state
stability is also provided. @ The extended version of this paper has been submitted to the International
Journal of Control, Taylor & Francis.
I. INTRODUCTION
In (Karafyllis, 2006), (Karafyllis, Pepe & Jiang, 2008 (A)), (Karafyllis, Pepe & Jiang, 2008
(B)), (Karafyllis & Jiang, 2010), many converse Lyapunov theorems have been presented, for
many global stability notions, for systems described by retarded functional differential equations,
in a very general setting. Time varying delays, disturbances, time-varying equations are consid-
ered. Besides the global uniform asymptotic stability, also the input-to-state stability and the
weighted input-to-output stability are investigated. The reader can refer to the recent monograph
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(Karafyllis & Jiang, 2011) for an extensive presentation of this topic. As far as systems described
by neutral equations are concerned, converse Lyapunov-Krasovskii theorems are available for the
(local, uniform) asymptotic stability (see Cruz & Hale, 1970, Bena´ & Godoy, 2001). Methods
for constructing the quadratic Lyapunov-Krasovskii functional are also provided, for the linear
case, in (Rodriguez, Kharitonov, Dion & Dugard, 2004, Kharitonov, 2005, Kharitonov, 2008,
Velazquez-Velazquez & Kharitonov, 2009). Converse Lyapunov-Krasovskii methods are also
used for establishing instability criteria for linear neutral systems in (Mondie´, Ochoa & Ochoa,
2011). As far as global asymptotic stability notions are concerned, to our knowledge, converse
Lyapunov-Krasovskii theorems for nonlinear neutral systems are not yet available in the literature.
In this paper, we consider time-invariant systems described by neutral equations in Hale’s
form (see Hale & Lunel, 1993, Kolmanovskii & Myshkis, 1999). The difference operator can
involve an arbitrary number of arbitrary discrete time-delays. It is assumed to be linear and
strongly stable (see Hale & Lunel, 1993). The map in the right-hand side of the equation is
assumed to be Lipschitz on bounded sets. An arbitrary number of arbitrary discrete and distributed
time-delays can appear in the right-hand side of the equation. We prove here that the well
known conditions, extended to the whole state space, in the Lyapunov-Krasovskii Theorem
for the (uniform) local asymptotic stability of the origin (see Kolmanovskii & Nosov, 1982,
Kolmanovskii & Nosov, 1986, Hale & Lunel, 1993, Kolmanovskii & Myshkis, 1999), are not only
sufficient, but also necessary. Moreover, we show here converse Lyapunov-Krasovskii theorems
for global exponential stability, and a link between global exponential stability and input-to-state
stability.
Notations. R denotes the set of real numbers, R⋆ denotes the extended real line [−∞,+∞],
R+ denotes the set of non negative reals [0,+∞), Z+ denotes the set of integers in R+. For
s ∈ R+, [s] denotes the largest number in Z+, smaller or equal to s. The symbol | · | stands
for the Euclidean norm of a real vector, or the induced Euclidean norm of a matrix. For a
positive integer n, for a positive real ∆ (maximum involved time-delay): C denotes the Banach
space of the continuous functions mapping [−∆, 0] into Rn, endowed with the supremum norm,
indicated with the symbol ‖ · ‖; W 1,∞ denotes the space of the absolutely continuous functions
in C, with essentially bounded derivative. With the symbol ‖ · ‖a is denoted any semi-norm in C
(see Pepe & Jiang, 2006, Yeganefar, Pepe & Dambrine, 2008). For a function x : [−∆, c)→ Rn,
with 0 < c ≤ +∞, for any real t ∈ [0, c), xt is the function in C defined as xt(τ) = x(t + τ),
τ ∈ [−∆, 0]. For positive real H , φ ∈ C, CH(φ) denotes the subset (of C) {ψ ∈ C : ‖ψ−φ‖ ≤ H}.
For CH , CH(0) is meant. For positive integer m, positive real δ, Bδ denotes the subset (of Rm)
{u ∈ Rm : |u| ≤ δ}. For positive integer n, a map Q : C → Rn is said to be: locally
Lipschitz if, for any φ in C, there exist positive reals H , L such that, for any φ1, φ2 ∈ CH(φ),
the inequality |Q(φ1) − Q(φ2)| ≤ L‖φ1 − φ2‖ holds; Lipschitz on bounded sets if, for any
positive real H , there exists a positive real L such that, for any φ1, φ2 ∈ CH , the inequality
|Q(φ1) − Q(φ2)| ≤ L‖φ1 − φ2‖ holds; globally Lipschitz if there exists a positive real L such
that, for any φ1, φ2 ∈ C, the inequality |Q(φ1)−Q(φ2)| ≤ L‖φ1−φ2‖ holds. For positive integers
n, m, a map Q : C×Rm → Rn is said to be Lipschitz on bounded sets if, for any positive reals H ,
δ, there exists a positive real L such that, for any φ1, φ2 ∈ CH , for any u1, u2 ∈ Bδ, the inequality
|Q(φ1, u1)−Q(φ2, u2)| ≤ L (‖φ1 − φ2‖+ |u1 − u2|) holds. For positive integer m, a Lebesgue
measurable function v : R+ → Rm is said to be essentially bounded if ess supt≥0 |v(t)| <∞. The
essential supremum norm of a Lebesgue measurable and essentially bounded function is indicated
again with the symbol ‖ · ‖. For given times 0 ≤ T1 < T2, we indicate with v[T1,T2) : R+ → Rm
the function given by v[T1,T2)(t) = v(t) for all t ∈ [T1, T2) and = 0 elsewhere. An input v is said
to be locally essentially bounded if, for any T > 0, v[0,T ) is essentially bounded. Let us here
recall that a function γ : R+ → R+ is: of class P if it is continuous, zero at zero, and positive
for any positive real; of class K if it is of class P and strictly increasing; of class K∞ if it is
of class K and it is unbounded; of class L if it is continuous and it monotonically decreases to
zero as its argument tends to +∞. A function β : R+ × R+ → R+ is of class KL if β(·, t) is
of class K for each t ≥ 0 and β(s, ·) is of class L for each s ≥ 0.
Acronyms. Throughout the paper, as standard, ODE stands for ordinary differential equation,
RFDE stands for retarded functional differential equation, NFDE stands for neutral functional
differential equation, CTDE stands for continuous time difference equation, GAS stands for
global asymptotic stability or globally asymptotically stable, GES stands for global exponential
stability or globally exponentially stable, ISS stands for input-to-state stability or input-to-state
stable.
II. NFDES AND CONVERSE LYAPUNOV-KRASOVSKII THEOREMS FOR 0-GAS AND 0-GES
PROPERTIES
Let us consider the following NFDE in Hale’s form (see Hale & Lunel, 1993, Kolmanovskii
& Myshkis, 1999)
d
dt
Dxt = f(xt), t ≥ 0,
x(τ) = ξ0(τ), τ ∈ [−∆, 0], ξ0 ∈ C, (1)
where: x(t) ∈ Rn, n is a positive integer; ∆ > 0 is the maximum involved time-delay; the map
f : C → Rn is Lipschitz on bounded sets and satisfies f(0) = 0; the operator D : C → Rn is
defined, for φ ∈ C, as
Dφ = φ(0)−
p∑
j=1
Ajφ(−∆j), (2)
with p a positive integer, ∆j positive reals satisfying ∆j ≤ ∆, j = 1, 2, . . . , p, Aj matrices in
Rn×n, j = 1, 2, . . . , p. It is assumed that the operator D is strongly stable (see Definition 6.2, pp.
284, in Hale & Lunel, 1993). Let us here recall that: in the case p = 1, the operator D is strongly
stable if and only if the eigenvalues of A1 are located inside the open unitary disk; in the case
of multiple delays, a necessary and sufficient condition for the strong stability of the operator
D is provided in Theorem 6.1, pp. 284-287, in (Hale & Lunel, 1993). Sufficient conditions for
the strong stability of the operator D, in terms of Matrix Inequalities, are provided in (Pepe &
Verriest, 2003), (Pepe, 2005), (Gu & Liu, 2009), (Gu, 2010), (Li & Gu, 2010), (Li, 2012).
In the following well known definition, reported here for reader’s convenience, global asymptotic
stability is meant uniform with respect to CH , for any positive real H (see Definition 4.4, pp.
149-150, in Khalil, 2000, for systems described by ODEs, see also Definition 1.1, pp. 130-131
in Hale & Lunel, 1993, as far as the local, uniform asymptotic stability of systems described by
RFDEs is concerned).
Definition 1: The system described by (1) is said to be 0-GAS if:
i) for any ǫ > 0 there exists δ > 0 such that, for any initial condition ξ0 ∈ Cδ, the solution
exists for all t ∈ R+ and, furthermore, satisfies
|x(t)| < ǫ, t ≥ 0; (3)
moreover, δ can be chosen arbitrarily large for sufficiently large ǫ;
ii) for any positive real H , for any positive real ǫ, there exists a positive real T such that,
for any initial condition ξ0 ∈ CH , the corresponding solution exists for all t ∈ R+ and,
furthermore, satisfies
|x(t)| < ǫ, ∀ t ≥ T (4)
Property i) in Definition 1 is equivalent to Lyapunov and Lagrange stability for dynamical
systems. The following well known definition concerns the global exponential stability (see
Definition 4.5, p. 150, in Khalil, 2000, as far as systems described by ODEs are concerned, see
Krasovskii, 1963, as far as systems described by RFDEs are concerned).
Definition 2: The system described by (1) is said to be 0-GES if there exist positive reals
M , λ such that, for any initial condition ξ0 ∈ C, the corresponding solution of (1) exists for all
t ∈ R+ and, furthermore, satisfies the inequality
|x(t)| ≤Me−λt‖ξ0‖, t ≥ 0 (5)
Notice, in Definition 2, that M ≥ 1 is mandatory. For a locally Lipschitz functional V : C → R+,
the derivative of the functional V , D+V : C → R⋆, is defined (in Driver’s form, see Driver,
1962, Pepe, 2007 (A)), for φ ∈ C, as
D+V (φ) = lim sup
h→0+
1
h
(V (φh)− V (φ)) , (6)
where: for 0 < h < ∆, φh ∈ C is given by
φh(s) =


φ(s+ h), s ∈ [−∆,−h];
Dφ+ f(φ)(s+ h)−Dφ⋆s+h + φ(0), s ∈ (−h, 0];
(7)
for 0 < θ ≤ h, φ⋆θ ∈ C is given by
φ⋆θ(s) =


φ(s+ θ), s ∈ [−∆,−θ];
φ(0), s ∈ (−θ, 0]
(8)
Let us here recall that, for any locally Lipschitz functional V : C → R+, the following result
holds (see Driver, 1962, Pepe, 2007 (A))
lim sup
h→0+
V (xt+h)− V (xt)
h
= D+V (xt), t ∈ [0, b), (9)
where xt is the solution of (1) in a maximal time interval [0, b), 0 < b ≤ +∞.
The main result of this paper is given by the necessity part of the following Theorem (see
Theorem 8.1, p. 293, in Hale & Lunel, 1993, and Theorem 7.2 in Cruz & Hale, 1970, as far as
local, uniform asymptotic stability is concerned).
Theorem 1: The system described by (1) is 0-GAS if and only if there exist a locally Lipschitz
functional V : C → R+, functions α1, α2 of class K∞, a function α3 of class K, such that the
following conditions hold for all φ ∈ C:
i) α1 (|Dφ|) ≤ V (φ) ≤ α2 (‖φ‖);
ii) D+V (φ) ≤ −α3 (|Dφ|)
The following Theorems provide necessary and sufficient Lyapunov-Krasovskii conditions for
the 0−GES property.
Theorem 2: The system described by (1) is 0-GES if and only if there exist a locally Lipschitz
functional V : C → R+ and positive reals a1, a2, a3, such that the following conditions hold for
all φ ∈ C:
i) a1|Dφ| ≤ V (φ) ≤ a2‖φ‖;
ii) D+V (φ) ≤ −a3V (φ)
Theorem 3: If the map f in (1) is globally Lipschitz, then the system described by (1) is
0-GES if and only if there exist a globally Lipschitz functional V : C → R+, such that the
following conditions hold for all φ ∈ C:
i) a1|Dφ| ≤ V (φ) ≤ a2‖φ‖;
ii) D+V (φ) ≤ −a3V (φ)
The following Theorem will be used for establishing a link between 0−GES and ISS properties
in next section.
Theorem 4: If the map f in (1) is globally Lipschitz, then the system described by (1) is
0-GES if and only if there exist a globally Lipschitz functional V : C → R+, a semi-norm ‖ · ‖a
and positive reals a1, a2, a3, a4, such that the following conditions hold for all φ ∈ C:
i) a1|Dφ| ≤ V (φ) ≤ a2‖φ‖a;
ii) D+V (φ) ≤ −a3‖φ‖a;
iii) ‖φ‖a ≤ a4‖φ‖.
III. A LINK BETWEEN 0-GAS AND ISS PROPERTIES FOR SYSTEMS DESCRIBED BY NFDES
A link between 0−GES and ISS properties is here provided (see Lemma 4.6, pp. 176-177, in
Khalil, 2000, as far as 0-GES systems described by ODEs are concerned, see Yeganefar, Pepe &
Dambrine, 2008, as far as 0−GES systems described by RFDEs are concerned). Let us consider
the following NFDE in Hale’s form
d
dt
Dxt = f(xt, u(t)), t ≥ 0,
x(τ) = ξ0(τ), τ ∈ [−∆, 0], ξ0 ∈ C, (10)
where: x(t) ∈ Rn, n is a positive integer; ∆ > 0 is the maximum involved time-delay; the
map f : C × Rm → Rn is Lipschitz on bounded sets and satisfies f(0, 0) = 0; m is a positive
integer; u(·) is a Lebesgue measurable, locally essentially bounded input signal; the operator
D : C → Rn, defined as in (1), is assumed to be strongly stable. It is assumed that there exists
a map f : Rn × C × Rm → Rn, independent of the second argument at 0 (see Pepe, 2011, see
Definition 5.1, p. 281, in Hale & Lunel, 1993), such that, for any φ ∈ C, u ∈ Rm, the equality
f(φ, u) = f(φ(0), φ, u) holds.
Definition 3: (see Sontag, 1989) The system described by (10) is said to be ISS if there exists
a function β of class KL and a function γ of class K such that, for any initial condition ξ0 ∈ C,
for any Lebesgue measurable, locally essentially bounded input signal u, the corresponding
solution of (10) exists for all t ≥ 0 and, furthermore, satisfies the inequality
|x(t)| ≤ β(‖ξ0‖, t) + γ(‖u[0,t)‖), t ∈ R
+ (11)
For a locally Lipschitz functional V : C → R+, the derivative of the functional V , D+V :
C × Rm → R⋆, is defined (in the Driver’s form, see Driver, 1962, Pepe, 2007 (A)), for φ ∈ C,
d ∈ Rm, as
D+V (φ, d) = lim sup
h→0+
1
h
(V (φh,d)− V (φ)) , (12)
where: for 0 < h < ∆, φh,d ∈ C is given by
φh,d(s) =


φ(s+ h), s ∈ [−∆,−h];
Dφ+ f(φ, d)(s+ h)−Dφ⋆s+h + φ(0), s ∈ (−h, 0];
(13)
for 0 < θ ≤ h, φ⋆θ ∈ C is given by (8).
Let us here recall that, for any locally Lipschitz functional V : C → R+, the following result
holds (see Pepe, 2007 (A))
lim sup
h→0+
V (xt+h)− V (xt)
h
= D+V (xt, u(t)), t ∈ [0, b), a.e., (14)
where xt is the solution of (10) in a maximal time interval [0, b), 0 < b ≤ +∞.
Theorem 5: Let the system described by (10), with u(t) ≡ 0, be 0−GES. Let the map f in
(10) satisfy the following hypotheses:
i) there exists a positive real L0 such that, for any φi ∈ C, i = 1, 2, the inequality holds
|f(φ1, 0)− f(φ2, 0)| ≤ L0‖φ1 − φ2‖; (15)
ii) there exists a function L of class K such that, for any φ ∈ C, for any u ∈ Rm, the inequality
holds
|f(φ, u)− f(φ, 0)| ≤ L(|u|) (16)
Then, the system described by (10) is ISS.
IV. CONLCUSIONS
In this paper we have dealt with converse Lyapunov-Krasovskii theorems for time-invariant
systems described by NFDEs in Hale’s form, with linear, strongly stable difference operator.
We have proved that the well known Lyapunov-Krasovskii conditions, sufficient for the 0−GAS
property of these systems, are also necessary. Moreover, we have given necessary and sufficient
Lyapunov-Krasovskii conditions for the 0−GES propery. Finally, we have shown a link between
the 0-GES propery and the ISS property. Future investigation will concern the case of nonlinear
difference operator, namely Dφ = φ(0) − g(φ), φ ∈ C, with g nonlinear, involving discrete as
well as distributed time-delays (see Pepe, Karafyllis & Jiang, 2008, Melchor-Aguilar, 2012).
Notions for the nonlinear difference operator such as, for instance, g(φ) independent of φ(0),
φ ∈ C (see Definition 5.1, p. 281, in Hale & Lunel, 1993), ISS (see Pepe, Jiang & Fridman,
2008), incremental GAS, incremental ISS (see Angeli, 2002, as far as systems described by
ODEs are concerned), may be instrumental in order to further extend the results presented here
to systems described by more general NFDEs. Another topic which will be considered concerns
the converse Lyapunov-Krasovskii Theorem for the ISS of systems described by NFDEs in
Hale’s form, for which sufficient Lyapunov-Krasovskii conditions are provided in (Pepe, 2007,
(A), Pepe, Karafyllis & Jiang, 2008). We believe that a converse Lyapunov-Krasovskii theorem
for the notion of robust 0−GAS (see Lin, Sontag & Wang, 1996, as far as systems described
by ODEs are concerned) may be instrumental for deriving the converse Lyapunov-Krasovskii
theorem for the ISS of these systems, as it happens for systems described by RFDEs (see
Karafyllis, Pepe & Jiang, 2008 (A), Karafyllis, Pepe & Jiang, 2008 (B)).
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