Abstract: We study the limiting behavior of the eigenvalues of Krein-Feller-Operators with respect to weakly convergent probability measures. Therefore, we give a representation of the eigenvalues as zeros of measure theoretic sine functions. Further, we make a proposition about the limiting behavior of the previously determined eigenfunctions. With the main results we finally determine the speed of convergence of eigenvalues and -functions for sequences which converge to invariant measures on the Cantor set.
Introduction
Let µ be a non-atomic Borel probability measure on [0, 1] and
f (x) = f (0) + Then, the Krein-Feller-Operator w.r.t. µ is given as
Analytic properties of Krein-Feller-Operators are developed in [7] . Many papers deal with this operator and with the resulting eigenvalue problem, see for example Feller [6] , Freiberg et al. [7] [8] [9] [10] [11] [12] [13] 15] , Fujita [16] , Minorics [20, 21] , Ngai et al. [3, 4, 17, 23, 24] and for higher dimensional generalizations Freiberg and Seifert [14] and Solomyak et al. [22, 26] .
In this paper we consider the corresponding eigenvalue problem
with Dirichlet or Neumann boundary conditions. In [19, Theorem 1] it is shown, that the eigenvalues of (1) where λ is a Neumann and Dirichlet eigenvalue, if it solves (1) with Neumann and Dirichlet boundary conditions, respectively. In [1, Chapter 4] a concept of measure theoretic trigonometric functions is developed, whereby the zeros of measure theoretic sine functions are the eigenvalues of (1) with Dirichlet or Neumann boundary conditions. We consider sequences of probability measures (µ n ) n those distribution functions (F n ) n converge uniformly to the distribution function F of some Borel probability measure µ and show that the corresponding eigenvalues satisfy
where (λ N,m,n ) m∈N 0 denotes the sequence of Neumann and (λ D,m,n ) m∈N the sequence of Dirichlet eigenvalues of the Krein-Feller-Operator w.r.t. µ n , respectively.
As an example, we then consider Krein-Feller-Operators w.r.t. µ w , where µ w is given as the unique invariant Borel probability measure to the IFS S = (
, x ∈ [0, 1] and weight vector w = (w 1 , w 2 ), w 1 ∈ (0, 1), w 2 = 1 − w 1 . Therefore µ w is singular w.r.t. the one-dimensional Lebesgue measure. The concept of invariant measures is developed in [18] . We construct a sequence of non-atomic Borel probability measures (µ w n ) n∈N 0 , µ w n µ w and get
For a treatment of the classical theory of boundary problems on the real line see e.g. Atkinson [2] .
Measure theoretic trigonometric functions
Let µ be a non-atomic Borel probability measure on [0, 1].
Lemma 2.3. For fixed z ∈ R the series in Definition 2.1 converge uniformly absolutely
Proof. [1, Lemma 3.6]. 
(ii) The Dirichlet eigenvalues λ D,m , m ∈ N are the squares of the non-negative zeros of the function sinq(z) := sq z (1), z ∈ R. Up to a multiplicative constant, the corresponding eigenfunctions are given by
To prove the following statements, we need the multiplication formula
where (a n ) n∈N 0 and (b n ) n∈N 0 are absolutely summable sequences. Lemma 2.5. For all m ∈ N holds
where p n := p n (1).
Proof. For all z ∈ R follows with (2)
Let m ∈ N, z m := λ N,m = 0. Then sinp(z m ) = 0 and thus
Analogously we get
and thus
Proof. Let m ∈ N and z m := λ N,m = 0. Then
and hence
whereby the last equality follows from Lemma 2.5.
is shown. Together with Lemma 2.5 we get
Thus the statement follows.
Proposition 2.7. Let z ∈ (0, ∞). If z is a zero of sinp, then z is no local extremum of sinp.
Proof. If z ∈ (0, ∞) is a local extremum of sinp, then sinp (z) = 0. Because f N,m L 2 (µ) = 0, the statement follows with Lemma 2.6.
Analogously we get the following proposition. Proposition 2.8. Let z ∈ (0, ∞). If z is a zero of sinq, then z is no local extremum of sinq.
Eigenvalue approximation
The main results of this paper are included in this section. Therefore, let µ be a finite non-atomic Borel probability measure on [0, 1] with distribution function F . Further, let (µ n ) n be a sequence of non-atomic Borel probability measures on [0, 1] with distribution functions (F n ) n such that F n converges uniformly to F .
Before stating the main results, we need some estimates to get the speed of convergence of the measure theoretic trigonometric functions. Therefore, we denote p µ n and q µ n by p n and q n respectively and p µm n and q µm n by p n,m and q n,m respectively. Lemma 3.1. For all x ∈ [0, 1] and all m, n ∈ N holds
Proof. First we prove the assertion for q 2n . Since
we get for n = 1
Thereby the assertion holds for n = 1. Assume the assertion holds for n ∈ N. Then 
Together with the induction hypothesis and (3) we get
For p 2n+1 the induction is the same as for q 2n . Therefore the assertion holds for p 2n+1 .
Then for p 2n , n ≥ 2 we get
We get the assertion for q 2n+1 analogously. The proof for n = 1 is similar to the proof of the induction basis of q 2n .
Proposition 3.2. For all z ∈ R holds
where c(z) > 0 only depends on z.
Proof. We show the assertion for cq z by applying Lemma 3.1. Analogously we get the other assertions. For all x ∈ [0, 1] holds
Remark 3.3. Especially we get
Proposition 3.4. For all z ∈ R and all m ∈ N holds
Proof. The estimates are consequences of Lemma 3.1. and by assumption f (x) = 0 we have at least one zero x n ∈ (a, b) of f n for each n ≥ n 0 . Therefore it is sufficient to show that this zero is unique in [a, b]. Suppose, there are infinite many n ∈ N s.t. f n has at least two zeros in [a, b], i.e. there exists a subsequence
and the Taylor formula (together with the mean value theorem)
and f [a,b] = 0, we get
Analogously we get | · | − lim k→∞ y n k = x. Moreover, Taylor's formula implies that there exists ξ k ∈ (x n k , y n k ) s.t.
and therefore, because
Thereby the last estimate follows, because f is continuous and (f n ) n∈N converge to f uniformly on bounded intervals. Because > 0 is arbitrary, it follows that f (x) = 0. This is a contradiction to the assumption. Then Proposition 3.5 implies, that there exists a unique z m,n ∈ [z m − , z m + ] for all n ≥n s.t. sinp n (z m,n ) = 0. Applying Taylor's formula, there exists a θ n ∈ (z m,n , z n ) with
holds. Let δ > 0 and n ≥ n 0 , n 0 sufficiently large, s.t.
To complete the proof, we first have to show inductively, that z Moreover, let n 0 be s.t. z 2 m,n = λ N,m,n for all n ≥ n 0 . With Taylor's formula there exists a ξ n between z m and z m,n s.t.
Let 1 > 0, δ > 0 sufficiently small s.t. (5) implies
for n ≥ n 0 . This is possible, because sinp is continuous and
for n ≥ n 0 holds. Thereby we get for n ≥ n 1 , n 1 ∈ N sufficiently large,
Together with (6) and Proposition 3.2, we have
In the following, we denote the m-th Neumann and Dirichlet eigenfunction of 
and for all m ∈ N holds
where c(m) > 0 and n 0 (m) ∈ N only depend on m.
Proof. It holds
For z, z ∈ R we have with a generalized binomial formula
and thus if |z − z | ≤ 1, we get
Since λ N,m,n → λ N,m by Theorem 3.7, we can choose n 0 = n 0 (m) large enough such that |λ N,m,n − λ N,m | ≤ 1 for n ≥ n 0 and thus
By Lemma 2.2 the last sum is convergent and thus we can conclude the claim.
Eigenvalue approximation for Cantor Measures
In this section we use the results of the previous section to give the speed of convergence of the eigenvalues and -functions of approximations of Cantor measures. Therefore, let µ w be the unique invariant Borel probability measure on the unit interval induced by the
, x ∈ [0, 1] and weight vector w = (w 1 , w 2 ), w 1 ∈ (0, 1), w 2 = 1 − w 1 . For reasons of simplicity we only consider the classical Cantor set, but the following concept can be modified to Cantor like sets. W.l.o.g. let w 1 ≤ w 2 . For n ∈ N we define µ
where holds. Furthermore, it is well known that (µ n ) w converges weakly to µ w . 
where F ν is the distribution function for given Borel measure ν.
Proof. First we show
Therefore let x ∈ {1, 2} n , n ∈ N and y ∈ ∂I x . We have by definition
Also F µ w n and F µ w n+1 are constant and equal on [0, 1]\E n . Therefore it is sufficient to show the statement on E n . Let y ∈ ∂I x be the left boundary of I x . Because of (10) we get 
Since x ∈ {1, 2} n is arbitrary, the statement follows on E n and therefore (9) . Thus For k ∈ N we get iteratively Hence the claim follows.
Since µ w is the weak limit of (µ 
