Abstract. We derive a formula for an n-th order divided difference of the inverse of a function. The formula has a simple and surprising structure: it is a sum over partitions of a convex polygon with n + 1 vertices. The formula provides a numerically stable method of computing divided differences of k-th roots. It also provides a new way of enumerating all partitions of a convex polygon of a certain type, i.e., with a specified number of triangles, quadrilaterals, and so on, which includes Catalan numbers as a special case.
Introduction
Divided differences are a basic tool in numerical analysis: they play an important role in interpolation and approximation by polynomials and in spline theory; see [1] for a recent survey. So it is worthwhile looking for identities for divided differences that are analogous to identities for derivatives. An example is the Leibniz rule for differentiating products of functions. This rule was generalized to divided differences by Popoviciu [10, 11] and Steffensen [15] . More recently, two distinct chain rules for divided differences were derived in [5] , both of which can be viewed as analogous to Faà di Bruno's formula [3, 6] for differentiating composite functions. One of the chain rules was also found in [16] .
Another kind of derivative formula is a rule for differentiating the inverse of a function. Specifically, if y = f (x) and x = g(y), then since y = f (g(y)), the chain rule for differentiation gives (1) 
f (x)
and so on. Recently, Johnson [7] derived a general formula for the n-th derivative of g (see (17)). In this paper we derive an analogous formula for divided differences: expressing an arbitrary divided difference of g in terms of certain divided differences of f . The formula follows from the chain rule of ( [5] , eq. 11) and turns out to have a surprising and beautiful structure: it is a sum over partitions of a convex polygon into smaller polygons using only nonintersecting diagonals. We discuss two applications of the formula. One is that it provides a numerically stable method of computing divided differences of the square root function and other k-th root functions. Another comes from the special structure of the formula: by comparing it with Johnson's formula (17), it gives a new way of counting partitions of a convex polygon, including triangulations and the Catalan numbers as a special case.
The inverse rule
We denote by [x 0 , x 1 , . . . , x n ]f the usual divided difference of a real-valued function f at the real values x 0 , . . . , x n . We have [
. We can allow any number of the x i to be equal to some value x if f has sufficiently many derivatives at x. In particular, if all the
Suppose f is invertible in some open interval. If x 0 and x 1 are distinct points in this interval and y i = f (x i ), then y 0 = y 1 and there is a simple formula for the first-order divided difference of g, the inverse of f , at the points y 0 and y 1 , namely (2) [y 0 ,
If x 0 = x 1 , this follows from the fact that
,
it is a restatement of the fact that g (y) = 1/f (x), which holds as long as f is continuous, differentiable at x and with f (x) = 0. How then might we extend this to higher-order divided differences of g? One way is to recursively use the divided difference chain rule of ( [5] , eq. 11):
This formula looks complicated at first, but is in fact not so difficult to remember. We sum over the
The product term is built up by filling the gaps between each y ij and y ij+1 . Thus for n = 3 the formula looks as follows:
which expresses the highest-order difference of g in terms of lower-order ones. This gives in the case n = 2, 
we obtain [12] . 
Then using (2) and (6) .
This formula appears to have little structure at first but remarkably it can be viewed in terms of partitions of a convex polygon into smaller polygons. A partition of a convex polygon is the result of connecting any pairs of vertices with straight lines, none of which intersect. In order to see (8) in a simple way, consider the set P of all possible partitions of a convex quadrilateral with ordered vertices labelled 0, 1, 2, 3; see Fig. 1 . There are three partitions in P, one in which no edge is inserted, and two in which one edge is inserted. We can view each partition π as an ordered pair π = (E, Φ) with E = E(π) and Φ = Φ(π) denoting the sets of edges and faces in π respectively. Thus in the ordering of the three partitions in the figure, we have P = {π 1 , π 2 , π 3 }, where With these definitions, and defining
we can write (8) simply as
(−1)
where #Φ(π i ) is the cardinality of Φ(π i ), i.e., the number of faces in π. Each term in the sum is plus or minus a quotient whose numerator is a product of divided differences of order 2 or higher, one for each face in π i and whose denominator is a product of divided differences of order 1, one for each edge in π i . The quotient is multiplied by −1 if the number of faces in π i is odd. We will prove the general formula.
Here P(0, . . . , n) denotes the set of partitions of a convex polygon with ordered vertices labeled 0, 1, . . . , n.
Notice that the partition formula with n = 2 follows from (6) because P(0, 1, 2) contains the single partition,
the only possible partition of a triangle with vertices 0, 1, 2. Also, the partition formula with n = 1 follows from (2) because we can view P(0, 1) as containing one partition, namely π = ({{0, 1}}, ∅), the "trivial" partition of the line segment with endpoints 0 and 1, which contains the edge e = {0, 1} itself and no faces. With n = 4, the formula tells us that [y 0 , . . . , y 4 ]g has 11 terms, one for each of the pentagonal partitions in P(0, 1, 2, 3, 4), shown in Figure 2, 
Proof of Theorem 1. The formula (11) holds for n = 1, n = 2 and n = 3 by equations (2), (6) and (8) . To prove it for n ≥ 4 we assume it holds for any smaller value of n and use induction. Starting from equation (4), note that k ≥ 2 in the sum, and so i j+1 − i j ≤ n − 1 in the product and so by induction we can apply the formula (11) to all the divided differences in the product. If i j+1 − i j = 1 we have Let
By viewing each sequence i ∈ I n in the sum in (4) as a path of vertices in the convex polygon (0, 1, . . . , n), we see that i forms a special kind of partition in P(0, 1, . . . , n). Figure 3 shows a sequence in I 11 and its partition. Each such partition contains an inner face, the face containing the indices i 0 , i 1 , . . . , i k , and a sequence of outer faces, faces with vertices {i j , i j + 1, . . . , i j+1 } when i j+1 − i j ≥ 2. In Figure 3 there are three outer faces, shaded. Now observe that each divided difference of g in (14) is a sum over all possible partitions of the outer face {i j , . . . , i j+1 }, and since the outer faces have only vertices in common, the faces and edges of these partitions are distinct. Thus, when (13) and (14) are substituted into (4), we get
where i = (i 0 , . . . , i k ) and P i denotes the set of all partitions of the union of the outer faces generated by i. Next observe that the first-order differences [x i , x ij+1 ]f and [x 0 , x n ]f in (15) correspond to the edges of the inner face of i that are also edges of the full polygon (0, 1, . . . , n) . Therefore [y 0 , . . . , y n ]g = i∈In π∈P (0,1,...,n) i∈Φ(π) (−1)
Divided differences of k-th roots
It is well known that computing divided differences can be numerically unstable when some of the abscissae are close and it has been pointed out by Kahan and Fateman [8] that for certain functions the problem can be alleviated by using specific formulas. A good example is the square root function g(y) = √ y. We might want to compute its first-order divided difference
but using this formula directly will be numerically unstable when y 0 and y 1 are close together. However, there is a simple solution, namely to use the alternative formula
Using Theorem 1 we now obtain similar formulas for divided differences of the square root function of any order. We use the fact that g(y) = √ y is the inverse of the function f (x) = x 2 and apply the formula (11). The formula simplifies because all divided differences of f of order higher than 2 are zero and
and
So each term in the sum in (11) is zero whenever the partition π contains at least one face with four or more vertices, and the formula reduces to a sum over triangulations: partitions in P(0, 1, . . . , n) in which all faces have three vertices. Every such triangulation has n − 1 faces, and denoting the set of all these triangulations by T (0, 1, . . . , n), the formula becomes
.
More generally, Theorem 1 provides a similar formula for divided differences of the k-th root function g(y) = y 1/k , for any k ≥ 1, using the fact that its inverse is (11) gives
Using these formulas we can also derive formulas for reciprocals of k-th root functions. For a general function φ, the reciprocal rule
where x i = φ(y i ), derived in [5] , gives for example
So if we let φ(y) = y 1/2 , we obtain formulas for divided differences of the function
Derivatives of inverse functions
It is natural to compare the formula for divided differences of inverse functions (equation (11)) with known formulas for derivatives of inverse functions. Recently Johnson [7] derived an elegant derivative formula, in terms of partitions of a set. A partition π of a set S is a collection of disjoint subsets of S whose union is S. The subsets are known as the blocks of the partition. Let Q m denote the collection of all partitions of the set {1, 2, . . . , m} in which every block has at least size 2. Thus, for example, Q 2 = {π} where π = {{1, 2}}, Q 3 = {π} where π = {{1, 2, 3}}, and
, and
Johnson's formula is the following.
where # denotes set cardinality.
Counting partitions of convex polygons
Another application of the divided difference inverse formula of Theorem 1 is to counting partitions of a convex polygon of a specified type. Such enumeration problems go back to Euler, Catalan, and Cayley [4] ; see Przytycki and Sikora [12] . Consider first enumerating triangulations.
Theorem 3. The number of triangulations of a convex (n + 1)-gon is the Catalan number
Various known ways of proving this formula are covered in Chapter 7 of Stanley's book [14] .
Proof. We prove the formula by specializing the inverse formula (11) to the square root function g(y) = √ y. As in Section 3, this gives equation (16), which is a sum over triangulations. Let the points x 0 , x 1 , . . . , x n in the latter formula converge to some positive value x > 0. Since any triangulation in T (0, 1, . . . , n) contains 2n − 1 edges, we then obtain
On the other hand, n-fold differentiation of √ y with respect to y gives
Comparing these two formulas gives (22).
Next consider more general partitions of a convex polygon. We will say that a partition of a convex (n + Otherwise if k ≥ 2, there is at least one diagonal, and by removing the diagonal, and applying the formulas to the reduced partition, one easily deduces (19).
We will use the divided difference inverse formula, combined with the derivative formula of Corollary 1 to deduce Theorem 4. The number of partitions of a convex (n + 1)-gon of type b, satisfying (19), is
This includes the Catalan number (22) where the second sum is over all solutions b to (19). Now choose any real values c 2 , c 3 , . . . , c n , and let f be the polynomial
Since f (0) = 1, f is invertible in a small enough neighbourhood of x = 0, with inverse g, and so both formulas (25) and (18) are valid for this f . So, subtracting (1/n!) times (18) from (25) and setting x = 0 gives
where the sum is over nonnegative solutions to (19). But the left-hand side is a linear combination of multinomials in the variables c 2 , . . . , c n , and since they are linearly independent their coefficients must all be zero, and this proves (23).
There are other ways of proving the formula (23). One way is to transform the problem into that of enumerating planar trees, and use a known solution to that. First note that there is a one-to-one correspondence between partitions of a convex polygon and rooted planar trees, as explained on page 171 of Stanley [14] , and illustrated in Fig 4. One edge of the (n + 1)-gon is fixed and forms the root of the tree which is grown recursively through the faces of the polygon partition. We say that the tree has type r = (r 0 , r 1 , r 2 , . . .) if r i is the number of nodes with i successors. Stanley shows on page 34 of [14] that the number of rooted planar trees of type r is Using an inductive proof, Kreweras [9] (see also Simion [13] ) showed that the number of noncrossing partitions of type m is 
