Gastric ulcer is one of the most common types of stomach disease. Malignancy suspiciousness classification of gastric ulcer is a crucial indicator for early cancer detection and prognosis. Technically, this problem suffers from the complexity and variability of endoscopic pathological images. For addressing these challenges, we propose a deep learning based classification neural network which combines the denselyconnected architecture and non-local attention mechanism. Structurally, we add the attention block into the cascaded dense blocks for catching more contextual information and enhancing the correlation between pixels and regions. Experimentally, we implement sufficient experiments on our own gastroscopic image dataset, which is delicately annotated twice per image by medical specialists. Quantitative comparisons against several prior state-of-the-art methods demonstrate the superiority of our approach. As a result, we achieve an overall diagnostic accuracy of 96.79 %, a recall of 94.92% and an F1-score of 94.70 %, close to the diagnostic level of a gastroenterologist. The area under the receiver operating characteristic (ROC) curves of the deep learning model achieve an average of 0.93.
I. INTRODUCTION
Electronic gastroscopy is one of the most widely used methods for gastrointestinal examination [1] . Gastric ulcer is a common and comprehensive disease under the gastroscopy, which is usually infected by different causes and may lead to gastric cancer [2] . Gastric cancer is one of the most lethal cancers in the world. In 2018, gastric cancer has caused over 1,000,000 new cases and an estimated 783,000 deaths. These results have made it the fifth most frequently diagnosed cancer and the third leading cause of cancer death [3] . Therefore, it is of great significance to analyze the malignancy The associate editor coordinating the review of this manuscript and approving it for publication was Guanjun Liu . suspiciousness of gastric ulcer for the examination of early cancer.
In general, gastroscopy doctors usually recognize gastroscopic images based on personal experience without any auxiliary methods. In addition, on account of the different diagnostic criteria of different clinicians, an accurate and timely diagnosis becomes precious for patients. Furthermore, due to the large amount of gastroscopy in most digestive endoscopy centers, the examination time of each patient is relatively short. Meanwhile, patients with early cancer generally do not have the typical clinical symptoms. These usually cause missed diagnosis by clinicians for early cancer. Therefore, an automatically accurate malignancy suspiciousness classification method for gastric ulcer is indispensable.
With the rapid development of medical image analysis, research about electronic gastroscopy has attracted much attention in recent years. Research about polyp detection [4] , bleeding region detection [5] , abnormal region recognition [6] [7] has shown an excellent prospect for computeraided intelligent methods. Karkanis et al. [8] have used color waved features to detect tumors in endoscopic video. Kodogiannisa et al. [9] have employed a neuro-fuzzybased system to detect abnormal patterns in wireless-capsule endoscopic images. Bashar et al. [10] have utilized color and texture features for detecting informative frames from wireless-capsule endoscopic video. With the development of data-driven methods, more and more researchers have explored machine learning methods in the processing of gastroscopic images. Iakovidis et al. [11] have proposed a gastrointestinal cancer recognition system employing feature-extraction operators and support vector machine (SVM). Alvarenga et al. [12] have provided a machine learning approach using the complexity curve and grey level co-occurrence matrix. Wu et al. [13] have utilized multilayer perception to investigate the efficacy of diagnosing the depth of wall invasion of gastric cancer on endoscopic images. Pan et al. [14] have combined convolutional neural networks and SVM to detect lesions in these images. Coimbra et al. [15] have used local binary pattern and SVM to classify normal, bleeding, ulcer and tumor images. Although they have achieved relatively satisfying results, they all have common problems: limited datasets and the non-robustness of models.
In recent years, deep learning has become the main-stream in medical image analysis [16] . With deeper and more complicated feature representation, we could obtain more information and correlations in high dimensional space from the original medical images [17] . For this reason, deep learning based methods have shown better performance and robustness than previous methods. Wu et al. [13] have proposed a GPDNet based on SqueezeNet [18] for the classification of 3-class gastric precancerous diseases (GPD), namely, polyp, erosion, and ulcer. Their final classification accuracy has achieved 88.90%. Pan et al. [14] have proposed a convolutional neural network model to detect and remove the noisy contents such as feces, bile, bubble, and low power images. Then, they have used a second convolutional neural network to classify the clear images into entrance, stomach, small intestine, and colon. He et al. [19] have provided a stacked sparse auto-encoder with image manifold constraint to recognize polyps. Coimbra et al. [15] have proposed a convolutional neural network model with spatial maximal activator pooling for retrieval and classification tasks on endoscopy images dataset. Coimbra et al. [20] have explored deep learning for the automated classification of colonic polyps using different configurations for training convolutional neural networks from scratch (or full training) and distinct architectures of pre-trained convolutional neural networks, tested on 8-HD-endoscopic image databases. Though these methods have shown some advantages for gastroenterology, there are also some limitations. Firstly, their deep learning models are mainly based on basic convolutional neural networks and their results could not achieve expert-level. Most of their evaluation metrics (such as accuracy) are close to 90% because of the easily confused features among different categories. Secondly, most of their research has paid more attention to distinguish multiple diseases [8] [13] or detect specific disease [11] , [16] , [19] . There is no relevant study to intensively analyze the grading of a specific gastrointestinal disease.
In our work, we have proposed a deep learning based classification neural network for malignancy suspiciousness classification of gastric ulcer, which is meaningful for early cancer detection. In our network, we have combined the densely-connected architecture and non-local attention mechanism to gain more information and correlations from the original images. Our results have shown the superiority of our approach. Our contributions can be summarized as:
• We have created a clinical gastric ulcer classification dataset for malignancy suspiciousness classification, which has been delicately annotated twice per-image by medical specialists.
• We have proposed a non-local attention and denselyconnected convolutional neural network for accurate classification of malignancy suspiciousness in gastric ulcer.
• We have enforced sufficient comparative experiments and achieved state-of-the-art performance on our own dataset. our performance has reached expert-level.
The rest of this paper is organized as follows. Section 2 presents a brief description of the related methods. Section 3 describes the datasets in our experiments. Section 4 introduces our proposed network architecture in detail. Section 5 describes the experiments and the ablation analyses. Section 6 is the conclusion of our work.
II. RELATED WORK
In this section, we will introduce the related work of classification neural networks in medical image analysis. In recent years, more and more research has concentrated on the combination of medical image analysis with image classification methods in computer vision [16] . Following this trend, we have inherited the classical ideology of medical image classification and integrated the novel architectures from the field of image classification to promote our research.
A. MEDICAL IMAGE CLASSIFICATION
In recent years, with the dramatical development of deep classification networks, image recognition has become a mature field in computer vision [21] - [23] . Based on transfer learning [24] , a large number of researchers have employed deep networks in medical image recognition. Esteva et al. [25] have firstly used Inception V3 [26] in the field of medical image analysis for the classification of skin cancer. This research has been published in Nature as the cover article in 2017 and caused a sensation. Shen et al. [27] have proposed VOLUME 8, 2020 a multi-crop convolutional neural network based on VGG for lung nodule malignancy suspiciousness classification. Kumar et al. [28] have utilized pre-trained ResNet-152 [22] for multiple medical image classification. Coudray et al. [29] have used DenseNet for the classification and mutation prediction from non-small cell lung cancer histopathology images. Inspired by the research above mentioned, we have proposed an improved DenseNet for malignancy suspiciousness classification of gastric ulcer.
B. NETWORK CONNECTION ARCHITECTURE
Deep connective architectures are the main reason for the improvement of the recognition performance. There are several widely-used architectures in natural image recognition. Simonyan and Zisserman [21] have proposed deep cascaded convolutional layers to obtain more complicated features. He et al. [22] have provided the multi-scale inception blocks for acquiring more information about scale. Szegedy et al. [26] have employed the residual learning strategy to enhance the transfer of information among the adjacent layers by skip-connection. Huang et al. [23] have proposed an intensified skip-connection mechanism, namely denselyconnection to fuse multi-level features. Qin et al. [50] have proposed an pair-wise loss for convolutional neural networks to classify complex features. These deep connective architectures are illustrated in Fig. 1 . We have illustrated four basic architectures. Our method is based on DenseNet.
C. ATTENTION MECHANISM
Attention mechanism is a widely-used strategy in machine translation, speech recognition, image caption, and image recognition [31] - [33] . Attention mechanism provides more auxiliary information to give a trade-off among the abstract deep features. Chen et al. [34] have provided a scale-aware global attention mechanism to handle the multi-scale feature maps. Vaswani et al. [35] have raised a self-attention method for machine translation. Hu et al. [36] have proposed squeezeand-excitation networks which embed global information and give the channel-wise attention through the gated structure. Li et al. [37] have presented selective kernel convolutional attention blocks for the perception of multi-scale kernels. Wang et al. [38] have presented non-local operations as a generic family of building blocks for capturing long-range dependencies. In our research, we have utilized the non-local attention mechanism for catching global correlations in our gastroscopic images.
III. DATASET AND IMAGE PROCESSING
In this section, we will introduce our own dataset and the image processing steps in our research. Data source, data pre-processing, data flow and the detailed method will be presented in the following.
A. DATASET ACQUISITION
The gastroscopy image data studied in this article comes from the Digestive Endoscope Center of Jiading District Central Hospital. This dataset is selected from the examination images of patients who received push-in digestive endoscopy in the hospital from January 2015 to November 2018. An original image is shown in Fig. 3 on the left area.
The experimental dataset contains images from a total of 1635 patients with endoscopic examination. These patients have been divided into two groups based on the pathological results of the patients. There are 1,417 patients in the benign group, aged 19 to 88 years, with an average of 56.47 years; 218 patients in the benign group, aged 29 to 90 years, with an average of 64.93 years.
The image dataset includes a total of 2386 pieces of low malignancy suspiciousness (benign) gastric ulcer images and 814 pieces of high malignancy suspiciousness (malignant) gastric ulcer images. Among them, the malignant ulcer samples have been confirmed by pathological biopsy. In addition We could find that the gastric images have been obtained from different locations of the stomach. There are complex features in these images. In these images, reflections and dark regions are two main obstacles for clinical diagnosis. to the above data, we have also obtained 300 normal gastroscopy cases with a total of 450 normal images. Several samples of these three categories are illustrated in Fig. 2 . This study has been approved by the Ethics Committee of Jiading District Central Hospital, Shanghai. All the images have been desensitized before experimental analysis.
B. IMAGE PRE-PROCESSING
Because of the particularities of the imaging mode, the endoscopic images usually have the problems of uneven illumination and low resolution [39] . If not pre-processed, the final recognition results will be affected by the dark region and reflections. In this research, the collected endoscopy images are divided into two regions: background region and pathological region as shown in Fig. 3 . The background area (outside the red box) is an additional information area, mainly providing imaging information and some hardware information. In this study, Sobel operator [40] and Hough line detection method [41] have been used to extract the pathological regions. We have used Sobel operator to detect the obvious curves of the pathological regions for clinic and used the Hough to detect the lines between the background regions and pathological regions.
In the pathological regions, the main areas we should concentrate on are the tissues of the stomach. However, there are also some dark regions and reflective regions which caused by the inadequate and uneven illumination of the light source. These two problems can easily interfere the accurate judgment of doctor. In order to eliminate these problems, we have applied HSI (hue, saturation, intensity) color model [42] in our study. We have also designed a threshold-based filter to remove disadvantageous regions based on the HSI analysis. Firstly, we have manually segmented 300 randomly sampled images to obtain three regions: dark regions, reflection regions, and regions of interest (roi). Next, we have used these 300 samples to calculate the HSI model. The HSI analysis of our dataset is in Fig. 4 . The horizontal axis represents the values (0-255) of the three characteristics: hue, saturation, intensity. The vertical axis represents the ratios of different values. We have set a threshold 55 in the saturation curves to filter the dark regions and a threshold 100 in the intensity curves to filter the reflection regions.
C. DATA ANNOTATION
We have invited two gastroenterologists to annotate our dataset with the help of the pathological biopsy. All the . The data flow in our research. First, the raw images were processed to remove useless regions. Second, the images were finely annotated through two steps by two experts. Finally, the dataset was separated into two subsets and fed into the network for model training and prediction.
images have been carefully annotated twice per-image by these two gastroenterologists. All images have been classified into three categories: low malignancy suspiciousness (benign), high malignancy suspiciousness (malignant), and normal.
D. DATA AUGMENTATION
In our experiments, we have employed the stochastic data augmentation strategy before the images fed into the networks. Contrast transformation, random Gaussian noise disturbance, rotation transformation, reflection transformation, random crop and counterclockwise rotation of 30 • , 60 • , 120 • are randomly used in this study. Finally, we have separated our dataset into two subsets, training set and test set, with the percentages of 70 and 30. The data flow is shown in Fig. 5 .
IV. APPROACH
In this section, we briefly review DenseNet, a widely used deep classification framework in natural image recognition. Then we introduce the prominent non-local attention module which we have integrated among the dense blocks. Also, we discuss the trade-off between the calculation cost and integration strategy. Meanwhile, we present the strategies we used to solve the problem of unbalanced class distribution. Finally, we describe our complete structure and give a holistic illustration.
A. DENSELY-CONNECTED ARCHITECTURE
Densely-connected neural networks are composed of four stacked dense blocks. Each block is constituted by denselyconnected cascaded convolutional operations with different groups of convolutions as shown in Fig. 1(d) . DenseNet performs convolutional operations on the input image through the Dense blocks. Under the condition of ensuring the maximum level of information transmission between the layers in the network, the dense block combines the results of each convolutional layers and reuses the previously generated feature maps to enrich the information of the deep network. We have used a DenseNet-121 based network as our backbone with the pre-trained procedure on the dataset of ImageNet [43] , and applied the pre-trained parameters before the fully-connected layers. 
B. NON-LOCAL ATTENTION MECHANISM/BLOCK
In the convolutional neural networks, local connections between two adjacent layers of the network are used to obtain the local characteristics of the image. The receptive fields of the high-level network are increased by continuously superimposing feature extraction layers to obtain global information.
However, due to the large amount of information loss during the sampling and layer-by-layer transmission, traditional convolutional neural networks have limitations in global information capture. In our research, the pathological regions for diagnosis in gastric images are highly correlated and usually globally distributed. The traditional convolutional operations may not sufficient for capturing the global pathological information and the correlations between different regions.
The non-local attention mechanism [38] considers all feature points/regions for weighted calculation, which overcomes the shortcomings of convolutional neural networks which focus on local features. The propagation of feature maps in non-local attention mechanism is illustrated in Fig. 6 .
The equation of non-local operation is shown as follows:
x is the input feature map (matrix). x i represents a vector with the same dimension as the number of x channels. y i it is the output vector. i, j respectively represent the certain position of the pixels in feature maps. The function f (x m , x n ) represents the calculation of similarity relationship between the two positions x m , x n . The output of the function is a normalized numerical value, representing the weight of similarity between these two positions/pixels. g(x j ) calculates the feature of position j. C (x) is the normalization term. In this study, we have chosen embedded Gaussian function as the function f to describe the similarity of two positions. And in order to implement easily in convolution network, g(x), θ(x) and φ(x) have been chosen as a neural network mapping. C(x) is the summation of function f . These equations are shown as follows:
Therefore, this kind of non-local attention block could be integrated into the network. We have employed this attention block to get more global pathological information for auxiliary clinical diagnosis.
C. MODULE INTEGRATION
We have integrated the non-local block into the DenseNet. Considering the embedding convenience and computational costs, inspired by [38] , we have integrated this non-local block under different output strides = 4, 8, 16, 32. We have used only one attention block because of the high computational cost of non-local calculation. After comparative experiments, we have finally added it behind the second dense block with the output size = 28 × 28. The experimental results are shown in Tab.2. Our overall densely-connected architecture integrated with the non-local attention mechanism. We have integrated the non-local block between the second and third dense blocks. The non-local block is the same as the illustation in Figure. 6. The input of the non-local block is the output of the second dense block. The four dense blocks are composed by 6, 12, 24 and 16 groups of 1 × 1 and 3 × 3 convolutions, which are connected by a 1 × 1 convolution layer and an average pooling layer.
D. STRATEGIES TO SOLVE UNBALANCED CLASS DISTRIBUTION
In our dataset, there are three categories with the quantities of 2386 (benign), 814 (malignant), and 450 (normal). We could intuitively find that the class distribution is extremely unbalanced, and this phenomenon will hinder the accuracy and robustness of the model. For solving this problem, we have used three methods to process the dataset: data augmentation, label shuffling, and weighted loss.
1) LABEL SHUFFLING
In this paper, a label balancing strategy: Label Shuffling [44] is used to solve the problem of uneven data proportion of each category in the experimental dataset. The main principles are as follows: (1) . Define two lists, category list and image list of each category. (2) . Sort the original image list according to the label order, and count the number of samples in each category to get the number M of samples in the category with the most samples. (3) . Take the remainder of M from the number of samples in each category to obtain an index value, extract images from the images of this category, and generate a random list of images of this category. (4) . Connect the random lists of all categories together, and then reorganize to get the final image list. Use this list as the data reading order for training.
2) WEIGHTED LOSS
In this paper, we have employed the weighted cross-entropy loss to replace the general cross-entropy loss. We have set weight values W class for the loss functions of each category to improve the model's ability to learn from a relatively small number of malignant ulcer samples. The general cross entropy loss function formula is:
loss (x, class) = −log e x class j e x j = −x class + log( j e x j ) (7)
The weighted cross-entropy loss function formula is:
loss (x, class) = −W class * (−x class + log( j e x j )) (8) in which, the components of W class equal to 0.5, 0.3 and 0.2, corresponding to the categories of malignant, normal and benign. The malignant samples are enhanced to train in our model's attention.
E. OVERALL ARCHITECTURE
Our overall architecture is shown in Fig. 7 . We have used pretrained DenseNet121 as our backbone. The four dense blocks are composed by 6, 12, 24 and 16 groups of 1 × 1 and 3 × 3 convolutions, which are connected by a 1 × 1 convolution layer and an average pooling layer. The non-local attention mechanism is integrated after second dense block. The details can be referred to the illustration in Fig. 7 .
V. EXPERIMENTS AND RESULTS

A. IMPLEMENTATION DETAILS
We have experimented with the Pytorch framework [45] to design the structure of our method. All images have been preprocessed into the size of 299 × 299, then the input images have been randomly cropped into the size of 224 × 224.
The pixel values have been rescaled to (0,1). Then we have employed the Gaussian normalization method to normalize the input images with a mean of 0.5 and a standard deviation of 0.5. The batch size has been set to 32, and the number of training steps has been set to 20,000. We have used the weighted cross entropy cost function to evaluate the differences between the output and ground truth and used stochastic gradient descent (SGD) method with Adam optimizer with momentum = 0.9 to train our network, whose hyperparameters have been β 1 = 0.5 and β 2 = 0.999 respectively. We have used the L2 regularization as the weight decay with a weight = 1e-5. Inspired by DeepLab [46] , we have utilized the ''poly'' learning rate policy with the initial learning rate 1e-3. All the matrix calculations have been implemented on 2 NVIDIA TITAN X GPU parallelly. The rest of the calculations have been processed by 1 Intel Core I7-6900k CPU with octa-core and 3.2GHz clock speed. The size of the calculated memory is 64G.
In the comparative experiments, we have found that the model may have a gradient explode phenomenon. So we have taken an L2 norm gradient clipping method and set the threshold to 0.5 to stabilize the training process.
B. EVALUATION METRICS
The purpose of the malignancy suspiciousness classification task is to classify each image into two types: correctly predicted and incorrectly predicted. By comparing the predicted results of the model with the true values of the ground truth, we could get four types of indicators:
• True Positive (TP): the total number of positive images which are correctly predicted;
• False Positive (FP): the total number of negative images which are incorrectly predicted • True Negative (TN): the total number of negative images which are correctly predicted;
• False Negative (FN): the total number of positive images which are incorrectly predicted; Through these four basic indicators, we could calculate some basic evaluation metrics such as accuracy (AC), sensitivity/Recall (SE/RE), specificity (SP), Precision(PR), and the comprehensive evaluation indicator F1-score (F1). Recall/sensitivity and F1-score are two relatively important metrics in medical image analysis. In our experiments, we have meanly used RE and F1 as our metrics. The calculation formulas are as follows :
The experimental proof of data processing methods. We have used three data processing methods. As a result, we have got the best performance when we used all the three strategies. 
We have also used the average Area Under the ROC Curves (AUC) of the three categories to evaluate our model.
C. ABLATION ANALYSIS 1) DATA PROCESSING
The endoscopic image usually contains some invalid information areas, which often bring useless information to clinical diagnosis. After removing or smoothing these areas (Pre-processing), the performance of the model could be improved. For solving the problem of unbalanced class distribution, we have used Label Shuffling (LS) and Data Augmentation (DA). We have done a series of experiments to verify the effectiveness of these works. The results are shown in Tab. 1. When we have used all the three strategies, we got the best results. In the table, We can find that when the non-local module is added after the first three dense blocks, the effect of the models is close. When it is behind the second dense block, the model gets the best result. However, when the non-local module is after the last dense module, the improvement of the model effect is very weak. The reason for this is probably that TABLE 3. Comparisons with several previous state-of-the-art classification methods. Our method has achieved the best performance in F1-score, Recall and Accuracy. All the methods have been experimented with the same data processing steps. the feature map is relatively small, only 7 × 7, which is not enough to provide accurate spatial information [38] .
At the position after dense block2, the calculating cost of the model is relatively energy-efficient. The computational times(hours) are shown in Tab. 2.
3) COMPARISON WITH PREVIOUS METHODS
The improved DenseNet model has implemented feature reuse through the dense connection between all the front and back layers of the original network, and strengthened the extraction ability of the original model for global information through non-local attention module. So when manipulating the task of malignancy suspiciousness classification which relies more on global information, it should have better performance than other common convolutional neural networks in theory. We have compared our method with other four state-of-the-art methods in natural image classification in the latest three years: Xception [47] , Inception [26] , Resnet101 [22] , and DenseNet121 [23] . The results are shown in Tab. 3. We could find that our method has shown the best performance.
4) COMPARISON WITH CLINICAL EXPERTS
For the purpose of comparing our network with an expert observer, we have invited anther gastroenterologist to diagnose the testing set. We have used our twice-labeled annotations as the evaluation standard. Under this unified standard, the evaluation metrics gained by the gastroenterologist have been calculated. The results are presented in Table 4 . The performance of our network is very close to human observation. Our method could achieve expert-level.
VI. CONCLUSION
In this paper, we have proposed a deep learning based architecture for malignancy suspiciousness classification of gastric ulcer which demonstrates the advantage of jointly utilizing densely-connected modules and the non-local attention method. Extensive comparative evaluations on our own gastric ulcer image datasets demonstrate that the proposed method is more accurate and efficient. In the future, we would pay more attention to the improvement of our dataset to avoid the problem of over-fitting. We would like to explore the more efficient architectures for the embedding on medical devices in IoT scenes [48] , [49] , promoting the process from research to engineering. 
