Knowledge sources
The approaches presented here primary consider the following sources of biological knowledge, however new sources can be added if available.
Protein-Protein Interactions
Protein-protein interaction (PPI) data can be instrumental to understand biology at a system-wide level. They present the current knowledge about pairs of proteins that interact in living system and hence can be an important source of information for our approach. PPIs have traditionally been measured using a variety of assays, such as immunoprecipitation and yeast two-hybrid (Y2-H). Such knowledge resides in various databases, like IntAct, HPRD etc. The entire set of known interaction referred as interactome can be structured as a graph. We here use interaction data from the PathwaysCommons database [1] . To compute a confidence value for each interaction between a pair of genes/proteins we can work at the level of this graph in different ways: One way is to look at the shortest path distance between the two entities. Another way is to employ diffusion kernels [6] . To calculate the shortest path distance between two nodes the function sp.between function based on Dijkstra's algorithm is used from R-package RBGL. The edge confidence is then computed as the inverse shortest path distance.
The diffusion kernel was computed using the R-package pathClass [5] for the entire PathwayCommons graph. However, we observed that the use of the diffusion kernel in place of the shortest path measure did not affect the results much ( Figure  1 ). For all the results in the main document we thus used the inverse shortest path distance as a measure of confidence.
Gene Ontology
The Gene Ontology (GO) has been developed to offer controlled vocabularies for aiding the annotation of molecular attributes for different organisms. Predicting the map of potential physical interactions between proteins by fully exploring the knowledge buried in GO annotations seems a promising approach, because interacting proteins often function in the same biological process. This implies that two proteins acting in the same biological process are more likely to interact than two proteins involved in different processes. Here we use this information based on GO Biological Process (BP) annotations. Comparison of individual GO terms was performed via Lin's similarity measure [7] . Based on this gene products were compared via the default method in GOSim [3] , which resembles the similarity measure by Schlicker et.al. [10] .
Protein Domain Annotation
Hahne et.al [4] and Fröhlich et.al. [2] found that proteins in distinct KEGG pathways are enriched for certain protein domains, i.e. proteins with similar domains are more likely to act in similar biological pathways. The confidence of interaction between two proteins can thus be seen as a function of the similarity of the domain annotations of proteins. Protein domain annotation can be retrieved from the Inter-Pro database [8] . For each protein we constructed a binary vector, where each component represents one Inter-Pro domain. A "1" in a component thus indicates that the protein is annotated with the corresponding domain. Otherwise a "0" is filled in. The similarity between two binary vectors u, v (domain signatures) is presented in terms of the cosine similarity
Domain-Domain Interactions Two proteins are more likely to interact if they contain domains, which can potentially interact. The DOMINE database collates known and predicted domain-domain interactions [9] . Calculation for edge confidence (I AB ) based on the DOMINE database is done as
where H is the number of hit pairs found in the DOMINE database and D A and D B are the the number of domains in proteins A and B, respectively. Figure 3 : Sensitivity and specificity plots for different set of α and β parameters for artificially generated information source data. The plot shows the behavior of different kinds of priors (top) and the corresponding optimal balanced accuracies (bottom). The number of nodes for all the networks here were 20 (m=20), and 6 information sources were used.
1.00 S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5 S6 Variables with different shape parameters Values Figure 4 : Box-plot showing the distribution of confidence values in 6 artificially generated information sources (S1 -S6) with different shape parameters α (A) and β (B)
Data sets with different shape parameters Correlation coefficient Figure 5 : Box-plot showing the distribution of pairwise Spearman rank correlations across 6 artificially generated information sources for different shape parameters α (B) and β (B). Rank correlations were computed for every pair of artificially generated matrices X (i) and X (j) . 
