Previous studies on early language acquisition have shown that word meanings can be acquired by an associative procedure that maps perceptual experience onto linguistic labels based on cross-situational observation. Recently, a social-pragmatic account [M. Tomasello, Perceiving intentions and learning words in the second year of life, in: M. Bowerman, S. Levinson (Eds.), Language Acquisition and Conceptual Development, Cambridge University Press, Cambridge, 2000, pp. 111-128] focuses on the effect of the child's socialcognitive capacities, such as joint attention and intention reading. This paper argues that statistical and social cues can be seamlessly integrated to facilitate early word learning. To support this idea, we first introduce a statistical learning mechanism that provides a formal account of cross-situational observation. A unified model is then presented that is able to make use of different kinds of embodied social cues, such as joint attention and prosody in maternal speech, in the statistical learning framework. In a computational analysis of infant data, our unified model performs significantly better than the purely statistical approach in computing word-meaning associations. r 2007 Published by Elsevier B.V.
Introduction
Quine in [35] presented the following puzzle to theoreticians of language learning: imagine that you are a stranger in a strange land with no knowledge of the language or customs. A native says ''gavagai'' while pointing at a rabbit off in the distance. How can you determine the intended referent? Quine offered this puzzle as an example of reference uncertainty. Given any word-event pairing, there are, in fact, an infinite number of possible intended meanings-ranging from the rabbit as a whole, to its color, fur, parts, or activity. You need to find what ''gavagai'' exactly refers to. In real world, young children face with a harder problem in first language acquisition compared with Quine's example: (1) they hear continuous speech consisting of multiple words instead of a single isolated word and (2) the parents do not always point to the location to narrow the range of relevant perceptual information and in doing so constrain the range of intended meanings. Thus, there are multiple words on the language side and multiple possible referents on the meaning side. Young language learners need to figure out which word goes to which meaning from multiple temporally cooccurring word-referent pairs.
A common conjecture of word learning is that children map sounds to meanings by seeing an object while hearing an auditory word form. The most popular mechanism of this word-learning process is associationism, which concentrates on statistical learning of cooccurring data from speech and extralinguistic context (see a review by Plunkett [33] ). Richards and Goldfarb [39] proposed that children come to know the meaning of a word through repeatedly associating the verbal label with their experience at the time that the label is used. Smith [45] argued that word learning is initially a process in which children's attention is captured by objects or actions that are the most salient in their environment, and then they associate it with some acoustic pattern spoken by an adult. The associative approach, however, has been criticized on the grounds that it does not provide a clear explanation about how infants map a word to a potential infinity of referents when the word is heard-the reference uncertainty problem pointed out by Quine [35] .
In the present article, we attempt to provide computational accounts of how young children build word-to-world mappings. As an infinite number of meanings are presented, they may use some kinds of constraints to guide word learning by reducing the search space. This article explores the role of two types of constraints: (1) statistical regularities of the cooccurrences of words and meanings in cross-situational observation and (2) social cues encoded in multimodal parent-child interaction. We are not the first to suggest that children may utilize those constraints. Nonetheless, the major contribution of this work is to present a detailed computational mechanism to show how multiple cues may converge to provide reliable links between words and the world. More specifically, we present a unified model wherein statistical and social cues are integrated in a single general framework. The simulation studies in this paper provide a quantitative analysis of the role of these cues in early word learning.
The organization of the paper is as follows: we first review two accounts of word learning-a statistical account and a social-pragmatic account. Then Section 3 proposes our unified model that integrates statistical and social cues in a general system. Section 4 describes both the data used in this work and preliminary statistical analyses of the data. Section 5 presents the implementation of a statistical learning model, which provides a probabilistic framework using multiple word-meaning pairs collected across different learning situations to compute distributional statistics and then establish word-to-world mappings. Section 6 describes the methods to extract prosodic cues from raw speech and joint-attention cues from infant-caregiver interaction. An integrative mechanism based on the unified model utilizes social cues as spotlights to highlight both words in speech and speakers' intended referents in the physical environment. Section 7 provides a comparative study of different methods considering different sets of statistical and social cues.
Related work
This section reviews two well-known accounts of language acquisition. A statistical learning view suggests that language acquisition is a statistically driven process in which young language learners utilize the lexical content and syntactic structure of speech as well as extralinguistic contextual information as input to compute distributional statistics. The social-pragmatic account focuses on ''mind reading'' (social cognition) as fundamental to the wordlearning process. Both accounts have been supported by various empirical and computational studies.
A statistical account
One explanation of how infants discover one-to-one correspondences between multiple spoken words and their meanings, termed ''cross-situational learning'', has been proposed by many theorists, such as Pinker [32] and Gleitman [16] . This scheme suggests that when a child hears a word, she can hypothesize a set of the potential meanings for that word from the non-linguistic context of the utterance containing that word. Upon hearing that word in several different utterances, each of which is in a different context, she can intersect the corresponding sets to find those meanings which are consistent across the different occurrences of that word. Presumably, hearing words in enough different situations would enable the child to rule out all incorrect hypotheses and uniquely determine word meanings. However, there are few studies that provide quantitative evidence of this mechanism.
A new trend in language acquisition focuses on the importance of distributional information (e.g. [43, 30, 33] ; see a review in [41] ). The claim is that human language learners including adults, children, and even infants possess powerful statistical learning capacities. It is encouraging that recent experimental evidence demonstrates that the cognitive system is highly sensitive to distributional features of the input (e.g. occurrence statistics). Among others, Saffran et al. [43] showed that 8-month-old infants are able to find word boundaries in an artificial language only based on statistical regularities in speech. Later studies [42] demonstrated that infants are also sensitive to transitional probabilities over tone sequences, suggesting that this statistical learning mechanism is more general than the one dedicated solely to process linguistic data. More recently, Newport and Aslin [30] showed that human learners are able to discover non-adjacent distributional regularities among speech sounds. Furthermore, Maratsos and Chalkley [27] suggested that grammatical categories could also be learned through a distributional analysis of the speech input. Recent analyses on child-directed corpus (e.g. [36, 29] ) demonstrated that simple computational mechanisms using distributional information as a powerful cue can obtain a considerable amount of knowledge on grammatical category membership.
A social-pragmatic account
A major advance in recent developmental research has been the documentation of the powerful role of socialinteractional cues in guiding infants' learning and in linking the linguistic stream to objects and events in the world [1, 50] . The social-pragmatic account of language acquisition argued that the major sources of constraints in language acquisition are social-cognitive skills, such as children's ability to infer the intentions of adults as adults act and speak to them [1, 49, 7] . These kinds of social cognition are called ''mind reading'' by Baron-Cohen [4] . Kuhl et al. [23] studied whether phonetic learning of 9-10
month infants is simply triggered by hearing language. If so, children should be able to learn by being exposed to language materials via digital video without human interaction. However, the results showed that infants could not learn phonetics through this way, suggesting that the presence of a live person provides not only social cues but also referential information. Butterworth [9] showed that even by 6 months of age, infants demonstrated sensitivities to social cues, such as monitoring and following another person's gaze. In Baldwin's work [1] , the 18-month-old infant heard the novel word while his/her attention was focused on one toy and the experimenter looked at another toy. When children heard the same word in a testing phase, they chose the object at which the experimenter had been looking. This suggested that the infants were able to follow the speaker's attention and infer the mental state of the speaker to determine the referent of the novel word. Similarly, Tomasello [49] showed that infants were able to determine adults' referential intentions in complex interactive situations. In one study, the novel word was not uttered during the time that the object was presented. However, infants could still build the correct word-referent association by retaining the label and waiting for the introduction of the object. In another study, children were able to connect the word with the action the speaker seemed satisfied with but not the one that was close in temporal proximity. Thus, they made use of the experimenter's social cues to determine which action or verb was the intended referent. Tomasello concluded that the understanding of intentions, as a key social-cognitive skill, is the very foundation on which language acquisition is built.
Modeling word learning
A computational model can be used as an ideal observer to demonstrate whether a simulated learning device is able to induce statistical patterns when it is fed with the data similar to those that human learners perceive. In this way, simulation studies can provide not only useful hints but also insightful predictions for further experimental studies.
Several modeling approaches have capitalized on statistical or logic algorithms that can learn cross-situational high-probability cooccurrences. MacWhinney [26] applied the competition theory to build an associative network that was configured to learn which word among all possible candidates referred to a particular object. Siskind [44] developed a mathematical model based on cross-situational learning and the principle of contrast, which learned word-meaning associations when presented with paired sequences of presegmented tokens and semantic representations. Tenenbaum and Xu [48] developed a computational model based on Bayesian inference which could infer meanings from one or a few examples without encoding the constraint of mutual exclusion. Roy and Pentland [40] used the correlation of speech and vision to associate spoken utterances with a corresponding object's visual appearance.
The learning algorithm was based on cross-modal mutual information to discover words and their visual associations.
Several other approaches have accounted for different aspects of behavioral observations in child language development. Plunkett et al. [34] built a connectionist model of word learning in which a process termed autoassociation mapped preprocessed images with linguistic labels. The linguistic behavior of the network exhibited non-linear vocabulary growth (vocabulary spurt) that was similar to the pattern observed in young children. Colunga and Smith [10] presented an approach that extracted the correlations characteristic of the first 300 nouns that children learned. The results showed that regularities among object and substance categories were learnable and generalizable, enabling the system to become, after training, a more rapid learner of new object and substance names. Regier's work focused on grounding lexical items that described spatial relations in visual perception [37] . Li et al. [25] proposed a self-organizing-map-based developmental model that learned topographically organized representations for linguistic categories over time. In Yu et al. [52] , egocentric multisensory data were used to first spot words from continuous speech and then associate action verbs and object names with their perceptually grounded meanings. The central idea was to utilize body movements as deictic references to associate temporally cooccurring data from different modalities.
The model in the present paper is different from previous work in that (1) we suggest that social cues in multimodal mother-child interaction can be embodied by the mother's animated actions, such as eye gaze direction, body orientation, and prosody in speech; (2) we argue that grounding social cues at the sensorimotor level leads to the integration of social and statistical cues in a single general system; and (3) we test our model using realistic data collected from mother-child interaction.
A unified model
Bloom [6] argued that children's conceptual biases, intentional understanding, and syntactic knowledge are not only necessary for word learning but that they are also sufficient. This claim contrasts with the theory that a fundamental mechanism of word learning is based on an associative process sensitive to statistical properties (cooccurrence of words and referents, etc.) of the input [33] . The associative view suggests that the child's sensitivity to spatio-temporal contiguity is sufficient for word learning, as postulated by associationist models of language acquisition with support by computational implementation [14, 38] . The debate on these two accounts has been going on for several decades.
Associative learning mechanisms make sense because words are typically uttered at the moment when the child looks at the things that those words refer to. In western cultures, parents provide linguistic labels of objects for
their child when the objects are in the child's visual field. Hence, no one doubts that humans can learn cooccurrence relationships and that the easiest way to teach language is to provide linguistic labels of objects at the same moment that children attend to them. However, parents do not carefully name objects for their children in many cultures. Even in western cultures, words are not always used at the moment that their referents are perceived. For instance, Gleitman [16] showed that most of the time, the child does not observe something being opened when the verb ''open'' is used. Nevertheless, children have no difficulty in learning those words. Associative learning, without further constraints or additional information, cannot explain this observation.
In contrast, the theory of mind reading is able to explain many phenomena from the perspective of the inference of a speaker's referential intentions, especially for the cases where words and the corresponding meanings are not cooccurring, or words are temporally correlated with irrelevant meanings. However, the learning environment in which infants develop does contain statistical regularities across words and referents. Meanwhile, empirical studies (e.g. [43, 31] ) showed that infants can acquire linguistic knowledge based on the statistical properties of speech input. Taken together, it is very plausible that infants are able to acquire the meanings of words based on statistical regularities from cooccurring words and extralinguistic contexts.
Fortunately, statistical and social-pragmatic accounts are not mutually exclusive. Recently, Hirsh-Pasek et al. [20] proposed a coalition view in which multiple sources, such as perceptual salience, prosodic cue, eye gaze, social context, syntactic cues, and temporal contiguity, are used together by children to learn new words. They argued that during development, the weighting of individual cues changes over time while younger children can just detect and make use of only a subset of cues in the coalition and the older can use a wider subset of cues.
The purpose of this study is to show quantitatively the effects of both statistical regularities in cross-situational observation and social cues in multimodal mother-child interaction through computational modeling. In early word learning, children need to start by pairing spoken words with the cooccurring possible referents, collecting multiple such pairs, and then figuring out the common elements. Although no one doubts this process, little research has addressed the details of cross-situational observation. This work first introduces a formal model of statistical word learning which provides a probabilistic framework for encoding multiple sources of information. Given multiple scenes paired with spoken words collected from natural interaction between caregivers and their children, the model is able to compute the association probabilities of all the possible word-meaning pairs. Moreover, we argue that social cues can be naturally integrated in the model as additional constraints in statistical computations. The claim here is that language learners can use social cues, such as gaze direction, head direction, body movement, gesture, intonation of speech, and facial expression, to infer speakers' referential intentions. We show how these social cues can be embodied in the mother's animated actions and then seamlessly integrated in the framework of statistical learning to facilitate word learning. Specifically, we focus on two kinds of social cues: body movement cues indicating the speaker's visual attention and prosodic cues in speech. This study proposes that those social cues can play a spotlight role (shown in Fig. 1 ) in statistical learning by leading language learners to focus on the certain aspects of a scene and the certain words in speech. Since every scene is ambiguous and contains multiple possible referents, this spotlight function is crucial in solving the wordto-world mapping problem by making the associative process more efficient. The following subsections discuss how those cues may help in detail.
The role of deictic body movement in word learning
Ballard et al. [3] argued that at time scales of approximately one-third of a second, orienting movements of the body play a crucial role in cognition and form a useful computational level, termed the embodiment level. At this level, the constraints of the body determine the nature of cognitive operations. This computation provides a language that links external sensory data with internal cognitive programs and motor actions through a system of implicit reference termed deictic, whereby pointing movements of the body are used to bind objects in the world to cognitive programs. Examples of sensorimotor primitives at the embodiment level include an eye movement, a hand movement, or a spoken word.
We apply the theory of embodied cognition in the context of language learning. To do so, one needs to consider the role of embodiment from both the perspective 
of a speaker (language teacher) and that of a language learner. First of all, recent studies (e.g. [47, 28, 19] ; for review, see [18] ) have shown that speech and eye movement are closely linked. Griffin and Bock [19] demonstrated that speakers have a strong tendency to look toward intended referents and words beginning roughly a second after speakers gaze at their referents. Meyer [28] also found that the speakers' eye movements are tightly linked to their speech output. They found that when speakers were asked to describe a set of objects from a picture, they usually looked at each new object before mentioning it, and their gaze remained on the object until they were about to say the last word about it. Additionally, from the perspective of a language learner, Baldwin et al. [1] showed that infants actively gathered social information to guide their inferences about word meanings and they systematically checked the speaker's gaze to clarify his/her reference. Baldwin et al. [2] proposed that 13-month-old infants give special weight to the cues of indexing the speaker's gaze when determining the referent of a novel label. Their experiments showed that infants established a stable link between the novel label and the target toy only when that label was uttered by an adult who concurrently directed their attention (as indexed by gaze) toward the target. Such a stable mapping was not established when the label was uttered by a speaker who showed no signs of attention to the target toy, even if the object appeared at the same time that the label was uttered and the speaker was touching the object. More recently, Smith [45] suggests that these results may be understood in terms of the child's learning of correlations among actions, gestures, and words of the mature speaker, and intended referents. She argues that construing the problem in this way does not so much ''explain away'' notions of ''mind reading'' but rather grounds those notions to the perceptual cues available in the real-time task that infants must solve.
The role of prosodic cues
When talking to human infants, parents use vocal patterns that are different from normal conversation. They speak slowly and with higher pitch and exaggerated intonation contours. Kuhl [22] argued that the exaggerated prosody was used to define the space of phonemes more clearly for the infant in the 6 to 10 month period where they acquired phonemes. Fernald [15] proposed four developmental functions of intonation in speech to infants. The first function is that infants are attentive to intrinsic perceptual and affective salience in the melodic intonation of mothers' speech. At the second level, the exaggerated intonation patterns of mothers' speech would influence both attentional preference and affective responsiveness of infants. The third function is to allow inferences about speakers' intended meaning from the intonational contours of the utterance. Infants are able to interpret the emotional states of others and make predictions about the future actions of others using information available in vocal and facial expressions, which provide reliable cues to the affective state and intentions of speakers. The fourth level focuses on the role of prosodic cues in early language development. Fernald argued that the prosody of speech helps to identify linguistic units within the continuous speech signal. Thus, it serves as an attention-focusing device so that mothers use a distinctive prosodic strategy to highlight focused words. Most often, exaggerated pitch peaks are correlated with lexical stress. In light of this, we investigate the role of prosodic cues in early word learning in this paper. Specifically, we focus on the spotlight function of prosody and provide a formal account of how prosodic cues may be used in word learning.
Summarizing all these ideas on embodied cognition, speech production, and social development, the speakers' body movements, such as eye movements, head movements, and hand movements, reveal their referential intentions in verbal utterances, which, in turn almost certainly could play a significant role in early language development [51] . A plausible starting point of learning the meanings of words is the deployment of speakers' intentional body movements to infer their referential intentions. To support this idea, we provide a formal account of how the intentions derived from body movements, which we term embodied intention, facilitate statistical word learning. We suggest that infants learn words through their sensitivity to others' intentional body movements in a very specific way: they use spatio-temporal synchrony between speech and referential body movements to find the referents of spoken words.
Data
Our study used the video clips of mother-infant interaction from the CHILDES database. 1 These clips contained simultaneous audio and video data wherein a mother introduced her child to a succession of toys stored in a nearby box. The data used for this simulation study were our descriptions of mother-infant interaction. Our description of the audio input-what we fed into the simulated learner-was the entire list of spoken words. Our description of the video stream, again what we fed into the simulated learner, was the list of all objects in view when a word was uttered. Thus, this work assumed that young language learners can (1) segment continuous speech into isolated words (see [21] for a review) and (2) perceive and represent the visual field as basic-level objects (see [13] ). In this way, we focused on the mapping problem in word learning-how to associate words to their referents. Specifically, the data was represented as two streams shown in Table 1 . The language stream included the transcripts of the mother's speech while the meaning stream consisted of a set of objects as referents. The mother's speech was segmented in spoken utterances based
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on speech silence. Usually a spoken utterance consisted of multiple words. Each spoken utterance and the corresponding extralinguistic context formed one learning situation, while the whole data included multiple such learning situations. Table 2 shows the statistics of the training data.
In this kind of natural interaction, the vocabulary is rich and varied and the central items (toy names) are far from the most frequent words. As shown in Fig. 2 , this complex but perfectly natural situation can be easily quantified by plotting a histogram of word frequency which shows that none of the key words-toy names make it into the top 15 items of the list. This entire list of words (those spoken by the mothers) defines the lexical domain to be learned. An elementary idea for improving the ranking of key words assumes that the infants are able to weigh the toy utterances more by taking advantage of the approximately coincident body cues. For instance, the utterances that were generated when the infant's gaze was fixated on the toys by following the mother's gaze have more weights than the ones produced at the moments that the young child just looked around while not paying attention to what the mother said. We examined the transcripts and weighed the words according to how much they were emphasized by such cues, but this strategy does little to help spot the toy names because those utterances consist of not only toy names but also function words, such as you, the, and that, which are still the frequent items in the weighted word histogram.
We also examined the cooccurrence statistics of word-referent pairs as demonstrated in Table 3 (this assumes that the learner has completely solved word segmentation and morphological analysis problems). Note that only a very small set of cooccurring pairs (2.4% and 2.7%) are relevant and most of them are irrelevant. For instance, in the first line of Table 1 , all the words (oh, there, went, the, cow, etc.) could potentially be associated with the cooccurring referents (''cow'', ''pig'', etc.). Thus, there are 6 Â 2 ¼ 12 possible pairs in this simple learning situation and only one pair (cow to ''cow'') is correct. This example 
illustrates the complex learning environment that in which the young children are situated. They need to discover correct word-referent pairs from the environment in which most cooccurring events are irrelevant. How do they accomplish this task? A further analysis showed that simply selecting word-referent pairs based on cooccurrence frequency cannot achieve the goal. Table 4 lists the most frequent pairs in two video clips. In the left columns for subject me03, only the pair pig-''pig'', among 12 frequent pairs, is correct. Similarly, the pair big þ bird-''bird'' is the only relevant pair in the right columns for subject di06. It is observed that cooccurrence statistics tend to associate the most frequent words with the most frequent referents. In natural speech, many function words appear much more frequently than toy names. 2 In natural interaction, the mother is likely to spend more time on a subset of toys compared with others. Putting these facts together, there are many frequent but irrelevant pairs consisting of function words (in the language stream) and a small set of toys (in the meaning stream). Thus, if young language learners just compute cooccurrence frequencies to build word-to-referent mappings, they would make many wrong associations. Considering the smoothness and efficiency in word learning, it is more likely that infants utilize a more effective strategy to deal with the reference uncertainty problem.
A statistical model of cross-situational observation
Our solution to the computational problem of word learning rests on advances in machine translation. Briefly, machines ''learn'' word correspondences (which word in one language corresponds to which word in another language) by finding the statistical regularities across large parallel corpora in two languages. Here, we use this same computational approach but conceptualize the video stream as one language and the audio stream as the other. Associating meanings (toys, etc.) with words (toy names, etc.) can be viewed as the problem of identifying word correspondences between English and the meaning language. This conceptualization provides a unique way to understand statistical learning of word-to-world mapping. With this perspective, we develop our model based on the translation model proposed in [8] . The central idea is that word-meaning pairs are latent variables underneath the observations that consist of spoken words and extralinguistic contexts. Thus, association probabilities of these pairs are not directly observable, but they somehow determine the observations because spoken language is produced based on the mother's lexical knowledge. Therefore, the objective of young language learners or computational models is to figure out the values of these underlying association probabilities so that they can increase the chance of obtaining the observations. Correct word-meaning pairs are those which can maximize the likelihood of the audio-visual observations in natural interaction.
In practice, the learning process can be formalized as an expectation-maximization algorithm (EM) [12] . The data of two languages in parallel (English and extralinguistic meaning language) can be treated as a probability distribution. The idea of EM is to represent the data as the sum of component probability distributions. More specifically, the probability of each word is expressed as a weighted mixture consisting of the conditional probabilities of each word given its possible meanings. The task of the learning algorithm is then to find the reliable associations of object names and their meanings which maximize the likelihood function of observing the whole data set.
The general setting is as follows: suppose we have a word set X ¼ fw 1 ; w 2 ; . . . ; w N g and a meaning set Y ¼ fm 1 ; m 2 ; . . . ; m M g, where N is the number of words and M is the number of meanings (toys, etc.). Let S be the 2 There is evidence that very young children do not attend much to closeclass words. Nonetheless, the assumption in this simple analysis is that the learner (at least at the very beginning of word learning) does not have any linguistic knowledge. Starting with this assumption, the present study shows how a statistical mechanism can induce correct word-referent pairs based on cross-situational observations. The model also discovers that the high cooccurrence of function words with different referents makes them irrelevant to almost any single referent. Fig. 3 consists of two learning situations in which every word can potentially be associated with any cooccurring meaning. The computational challenge here is to build several oneto-one mappings (e.g. cow to ''cow'') from many-to-many possible associations. We suggest that to figure out which word goes to which meaning, language learners do not consider the association of just a single word-referent pair, but they estimate all these possible associations simultaneously. Thus, they attempt to estimate the association probabilities of all of these pairs so that the best overall mapping can be achieved. In doing so, the constraints across multiple learning situations and the constraints across different word-referent pairs are jointly considered in a general system which attempts to discover the best translation between words and referents based on statistical regularities in the observation.
Formally, given a data set w, we use the machine translation method proposed by Brown et al. [8] to maximize the likelihood of generating the meaning strings given English descriptions: 
where the alignment a indicates which word is aligned with which meaning. pðm vðjÞ jw uðiÞ Þ is the association probability for a word-meaning pair and is a small constant. To maximize the above likelihood function, a new variable cðm m jw n ; S 
Algorithm 1. Estimating word-referent association probabilities
Assign initial values for pðm m jw n Þ based on cooccurrence statistics. repeat E-step: Compute the counts for all word-referent pairs using Eq. (2). M-step: Reestimate the association probabilities using Eq. (3). until the association probabilities converge.
As shown in Algorithm 1, the method sets an initial pðm m jw n Þ to be flat distribution, and then successively computes the occurrences of all word-meaning pairs cðm m jw n ; S ðsÞ m ; S ðsÞ w Þ using Eq. (2) and the association probabilities using Eq. (3). In this way, our method runs multiple times and allows for reestimating word-referent association probabilities. In practice, in addition to objects in the scene, a special referent ''NON'' is also added in each meaning stream. The hypothesis is that language learners are aware that some words may not have referents in the extralinguistic context and that consequently those words should be associated with a meaning that does not refer to anything in the visual field. That said, the model is also able to discover these words (function words, etc.) that do not
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have the concrete semantic meanings based on their association probabilities to ''NON''. The detailed technical descriptions can be found in [8, 52] . The central idea of the algorithm can be illustrated with a simple toy example shown in Table 5 . The input to the simulated learner is rather simple, consisting of four spoken utterances (eight words in total) and two objects. This kind of input makes statistical learning hard because there are fewer regularities that the model can utilize. Nonetheless, the example serves to demonstrate how the learning algorithm performs and what statistical regularities can be obtained from such limited data. Table 6 shows the results wherein the third column is the cooccurrence statistics of word-referent pairs from which we cannot separate correct pairs from irrelevant ones. The fourth and fifth columns show association probabilities of all the cooccurring pairs. Clearly, with the convergence of the algorithm, the association probabilities of most correct pairs increase, such as dog to ''dog'', cat to ''cat'', and here to ''NON''. Accordingly, the association probabilities of irrelevant pairs decrease. Also note that for the words that just appear once in the data, the EM algorithm has relatively little impact on reestimating their association probabilities. With such a small amount of data, the example demonstrates that the EM algorithm can potentially discover correct word-referent pairs in the data that are not visible to a naive eye. This ability lies in the fact that it computes association probabilities of all the pairs by considering them as a system of words that interact with and influence each other, but not by just counting cooccurrences of individual pairs.
Two measures were used to evaluate the performance on the infant data: (1) word-meaning association accuracy (precision) measures the percentage of the words spotted by the model which are actually correct and (2) lexical spotting accuracy (recall) measures the percentage of correct words that the model learned among all the relevant words that are expected to be learnt. Fig. 4 shows that the model of statistical associative learning strikingly improves the association probabilities of the word-referent pairs compared with the method of counting cooccurrence statistics. Seventy-five per cent of words are associated with correct meanings, such as the word hat paired with the meaning ''hat'' (in purple color in the figure) and the word book paired with the meaning ''book'' (in green color in the figure) . In addition, all the toy words are in the top three most relevant words of the corresponding objects (columns). The overall recall accuracy is 58%. Note that the object ''ring'' seems to relate to multiple words. That is because in the video clips, the mothers introduced to the children to a set of rings with different colors. Therefore, they spent significantly more time on the object ''ring'' and consequently many words cooccur more frequently with the meaning ''ring'' compared with other meanings. This result may seem counterintuitive according to a crosssituational perspective because generally the more time the mother spends on the toy, the more likely the young child can learn the name of this toy. However, a detailed statistical analysis, such as the model described in this paper, indicates that distributional statistics across words, across referents, and across the cooccurrences of the items in these two streams jointly determine whether a word-referent pair is easy to discover. The ability to disambiguate many-to-many cooccurrences to build one-to-one mappings lies in not only the statistics of a single word, but also how this word is distributed across different contexts and what words surround it in different contexts. Considering that in an extreme case, if there is only one object in the scene and the mother produces many words when she introduces the toy to the child, then statistically there is not enough information to determine among all these words which one is associated with the toy. More generally, statistical language learning needs a sufficient amount of cross-situational observation including multiple contexts and multiple words in these contexts to discover the statistically reliable associations. In this experiment, since the simulated learner is input with limited data, several words (including both the word ''ring'' and other irrelevant words) cooccur relatively frequently with the referent The numbers in parenthesis indicate the number of occurrence of each item (word or referent).
''ring'' and rarely occur in any other context. Therefore, as a purely statistical observer and without any other information (such as social cues discussed in the next experiment), the model determines to assign high association probabilities between those words and the ''ring'' because this is the statistically best solution based on limited data. It is also interesting that eye is associated with the meaning ''bird''. Strictly speaking, the word eye is not relevant to the object ''bird''. However, our simulated learner observes that these two things not only cooccur in time but also are likely to be associated based on distributional statistics in the data. Our explanation of this result is that the performance of statistical learning is based on the amount of the data fed in the model. The more data are used, the more statistical regularities are in the learning environment, and the more likely the model is able to discover those regularities and work in a more efficient way. Furthermore, statistical word learning is a cumulative procedure. Young language learners acquire Fig. 4 . The results of statistical word learning to build word-to-world mappings. The row is a list of words and the column is a list of meanings. Each cell is the association probability of a specific word-meaning pair. Dark color means low probability while white means high probability.
new words day by day. During this developmental process, they might build several hypotheses, such as both eye and bird associated with the meaning ''bird'', because both words are highly correlated in time with the same meaning ''bird''. With our statistical cross-situational learning view, when they hear the word eye in other contexts, for example, with other animals or humans (but not ''bird''), they will learn that the word eye and the word bird have different meanings and that eye should be associated with the meaning ''eye''. With this perspective, we treat eye as a good instance based on the data utilized so far. These kinds of associations, in our view, are partial knowledge and serve as precursors for correct associations during development, which will lead to a perfect association when the word is perceived again in different contexts. Fig. 5 shows the results of word learning from an incremental view and provides a detailed description of the dynamics of our learning model. The model starts with limited input and the estimates of association probability are not reliable. Specifically, some irrelevant word-meaning pairs obtain relatively high probabilities. With more training data, the model converges to more accurate estimates. So far we have shown that a statistical model can compute the association probabilities of all the cooccurring word-meaning pairs in the data. Moreover, this formal model provides a probabilistic framework for studying the role of other factors and constraints in word learning, such as social cues and syntactic constraints.
The integration of social cues in statistical learning
The communication between infants and their caregivers is multisensory, which involves seeing, hearing, touching, and pointing. This paper argues that social cues encoded in multimodal interaction highlight target word-referent relations for young language learners. In a bidirectional relationship between maternal multimodal communication styles and infants' perception of word-referent relations, mothers synchronize their verbal references and non-verbal body movements (eye gaze, gesture, etc.) to highlight word-referent relations for young children. That is, presenting information across multiple modalities simultaneously serves to highlight the relations between the two patterns of stimulation. Also, from the learner's perspective, infants are able to rely on observing mothers' eye gaze and other pointing motions to detect their intended referents. Thus, both mothers and infants actively use multimodal communication to solve the mapping problem in lexical acquisition. This study provides a quantitative account of how those multimodal cues can facilitate word learning. Specifically, we focus on two social cues: jointattention cues as deictic reference and prosodic cues in maternal speech. We suggest that these social cues serve as spotlights to highlight a subset of words in the speech stream and a subset of objects in the meaning stream, respectively (shown in Fig. 6 ).
Visual spotlight
Children as young as 12-18 months spontaneously check where a speaker is looking when he/she utters a word, and then link the word with the object the speaker is looking at. This observation indicates that joint visual attention (deictic gaze) is a critical factor in development and learning [11] . In a natural (and most often complex) learning environment, this visual spotlight gives maximal processing to the specific part of the visual field. During natural infant-caregiver interaction, joint visual attention involves detecting body cues that indicate the direction of a caregiver's attention to the object in the scene, and then moving the body, head, and eyes to acquire the target object with high-resolution focal vision, which is one of the crucial steps to deal with the word-to-world mapping problem.
As shown in Table 7 , we used two categories to describe extralinguistic contextual information for each learning situation (defined by a spoken utterance based on speech silence). One category consists of the objects of joint attention by the child and the mother. The second represents all the other objects in the visual field. Fig. 6 illustrates two examples of speech-scene pairs in which the shaded meanings are attended objects and non-shaded meanings are other objects in the scene. In Section 6.3, we describe the method that makes use of this joint-attention information in word learning.
Prosodic spotlight
Snedeker and Trueswell [46] showed that speakers produce and listeners use prosodic cues to disambiguate , non-linguistic aspects of speech (how to say it, etc.) also contains important information. In fact, research on infant-directed speech (e.g. [15] ) showed that mothers adapt their verbal communication to infants in order to facilitate their language learning. In light of this, we analyzed maternal speech by extracting low-level acoustic features and using those features to spot the words emphasized by language teachers. We argue that perceptually salient prosodic patterns may serve as spotlights on linguistic information conveyed by speech. One role of prosodic cues in word learning, we suggest, is to help young learners identify key words from the speech stream. In a natural toy-play session, we argue that prosodically salient words in maternal speech serve two basic functions with respect to word learning and can be categorized into two classes accordingly. The first group of words serve as communication of intention and emotion. An important role of those words is to attract the child's attention so that she would follow what the mother talks about and what she looks at. In this way, both the mother and the language learner share attention, which is a cornerstone in social and language development. The right column in Fig. 7 illustrates an example in the video clips in which the mother used high pitch on the word you to attract the child's attention. Some other common words and phrases frequently used by the mother are yeah, oh, look, and that's. The other group of words contain the most important linguistic information that the mother intends to convey. In the toy-play sessions used in this study, most of those words refer to the concepts that are related to visual objects in the physical environment, such as object names, their colors, sizes, and functions. An example of the words in the second group is the object name baby shown in the left column of Fig. 7 .
In implementation, CMU sphinx speech recognition system was used to align maternal speech and transcriptions [24] . As a result, the timestamps of the beginning and end of each spoken word were extracted. Next, we made three kinds of low-level acoustic measurements on both an utterance and the words embedded in the utterance. The following prosodic features were extracted based on pitch (fundamental frequency f0): For each feature, we extracted the values over both an utterance and the words within the utterance to obtain the prosodically highlighted words in each spoken utterance. To do so, we compared the extracted features of a word with those features of the utterance containing that word, which indicates whether a word sounds ''highlighted'' in the acoustic context. Specifically, for the word w i in the spoken utterance u j , we formed a feature vector: ½p m is that of the word. In this way, the prosodic envelope of a word is represented by a three-dimensional feature vector. We used the support vector clustering (SVC) method [5] to group data points into two categories. One consists of prosodically salient words and the other one includes non-emphasized words. In the SVC algorithm, data points are mapped from the data space to a high-dimensional feature space using a Gaussian kernel. In this feature space, the algorithm looks for the smallest sphere that encloses the data, and then maps the data points back to the data space and forms a set of contours to enclose them. These contours can be interpreted as cluster boundaries. 
Modeling the role of social cues in statistical learning
Our approach to encoding social cues in the framework of the statistical learning model is to give weights to both words in the speech stream and referents in the meaning stream based on whether they are spotlighted by social cues. The hypothesis is that the objects in joint attention are more likely referred in speech. Similarly, the prosodically distinctive words are more likely related to the toys in the interaction. Formally, each word uðiÞ is assigned with a weight w p ðiÞ based on its prosodic category. Similarly, each visual object vðjÞ is set with a weight w v ðjÞ based on whether it is attended by the speaker and the learner. In this way, the same method described in the previous section is applied and the only difference is that the estimate of cðm m jw n ; S 
In practice, we set the predetermined values of w v ðjÞ and w p ðiÞ to be 3 for highlighted objects and words. The weights of all the other words and objects are set to be 1.
Experimental results
Four methods were applied on the same data and the results of precision and recall (defined in Section 5) are as follows (also shown in Fig. 8): (1) purely statistical learning (75% and 58%), (2) statistical learning with prosodic cues (78% and 58%), (3) statistical learning with the cues from visual attention (80% and 73%), and (4) statistical learning with both attentional and prosodic cues (83% and 77%). Fig. 9 shows the comparative results of these four approaches on specific instances. Ideally, association probabilities of the first or second words are expected to be high and others to be low. For instance, the first plot represents the meaning of the object ''cat''. Both the spoken word kitty-cat and the spoken word meow are closely relevant to this meaning. Therefore, the association probabilities are high for these two words and are low for all the others words, such as my, watch, and baby, which are not correlated with this context. Note that in the meaning of the object ''bird'', we count the word eye as a positive one because the mother uttered it several times during the interaction when she presented the object ''bird'' to her child. Similarly, when she introduced the object ''mirror'', she also mentioned the child's name David whose face appeared in the mirror.
An approach that just randomly maps words to available referents by chance can obtain only 5.3% precision and 15.2% recall accuracy. Compared with that approach, the results of the statistical learning approach (the first bars) are reasonably good. For instance, it obtains big-bird and eye for the meaning ''bird'', kitty-cat for the meaning ''cat'', mirror for the meaning ''mirror'', and hand for the meaning ''hand''. But it also makes wrong estimates, such as my for the meaning ''cat'' and got for the meaning ''hand''. We expect that attentional and 
prosodic constraints will make the association probabilities of correct words higher and decrease the association probabilities of irrelevant word-meaning pairs. The method encoding prosodic cues moves toward this goal although occasionally it changes the probabilities in the reverse way, such as increasing the probability of my to the meaning ''cat''. What is really helpful is to encode the cues of joint attention. The attention-cued method significantly improves the accuracy of estimate for almost every word-meaning pair. Of course, the method including both joint-attention and prosodic cues achieves the best performance. Compared with purely statistical learning, this method highlights the correct associations (e.g. kittycat with the meaning ''cat''), and decreases the irrelevant associations, such as got with the meaning ''hand''. In this method, we can simply select a threshold and pick the word-meaning pairs which are overlapped with the majority of words in the target set. We need to point out that the results here are obtained from very limited data. Without any prior knowledge of the language (the most challenging case in word learning), the model is able to learn a significant number of correct word-meaning associations. It is also worth noting that not all ''errors'' are irrelevant to the meaning of the target words. For example, the fact that the meaning ''hand'' is statistically related to the verb got is interesting, in that the meaning of ''getting'' in many contexts-and perhaps to childrenmay include the taking of an object in hand. A further analysis shown in Fig. 10 provides a more detailed description of the roles of different cues in word learning, suggesting that the gain from adding social cues is significant. The left bars show the average of association probabilities of correct word-referent pairs and the right bars show the average of association probabilities of the first three irrelevant pairs. The reason that only three irrelevant words are considered for each object is that for a word, its association probabilities to most referents are close to zero. This is due to the fact that in most cases, the word just occurs in the subset of contexts but not all of them. Therefore, the average of the association probabilities of the first three irrelevant pairs is more informative than that of all the pairs. The figure shows that encoding social cues in statistical learning not only improves the overall results in terms of precision and recall but also makes the association probabilities of correct word-referent pairs to increase and meanwhile association probabilities of irrelevant pairs to decrease. Furthermore, the difference between the average association probabilities of correct pairs and that of irrelevant ones is also a good indicator whether the model can easily set a threshold of association probability to distinguish the correct pairs from others.
Conclusion
To learn words in their native language, young learners need to address at least three problems. First, they need to segment continuous speech into isolated words. This problem is difficult because spoken language lacks the acoustic analog of blank spaces in text. Second, they need to extract the possible meanings of these words from extralinguistic contexts. This procedure involves encoding and storing sensorimotor experiences in the brain to build prelinguistic concepts. Third, they need to associate these concepts with linguistic labels. Our previous work [52] presented a computational model that is able to discover spoken words from continuous speech and associate them with their perceptually grounded meanings. That model tackled the three tasks and provided a more complete picture of early word learning. Nonetheless, Gleitman [17] argued that a major problem in word acquisition is not about how to represent the concepts to form the meanings of words but a considerable part of the bottleneck resides in the (either innate or learned) mechanisms, constraints, and tools that can be utilized to solve the mapping problem (the third task). In an effort to make concrete progress, we made some assumptions in this modeling work which allow us to focus on the mapping problem-the most fundamental problem in lexical acquisition. Thus, the simulated learner here already knows how to acquire individual words and meanings and only needs to deal with the wordto-world mapping problem.
We believe that in natural infant-caregiver interaction, the mother provides non-linguistic signals to the infant through her body movements, the direction of her gaze, and the timing of her affective cues via prosody. Previous experiments have shown that some of these non-linguistic signals can play a critical role in infant word learning, but a detailed estimate of their relative weights has not been provided. Based on statistical learning and social-pragmatic theories, this work proposed a unified model of early word learning, which integrates statistical and social cues to enable the word-learning process to function effectively and efficiently. In our model, we explored the computational role of non-linguistic information, such as joint attention and prosody in speech, and provided the quantitative results to compare the effects of different statistical and social cues. We need to point out that the current unified model does not encode any syntactic properties of the language, which definitely play a significant role in word learning, especially in the later stage. Therefore, one natural extension of the current work is to add the syntactic constraints in the current probabilistic framework to study how this knowledge can help the lexical acquisition process and how multiple sources can be integrated in a general system. Also, the weighing mechanism to encode social cues in statistical word learning is straightforward and rather simple, which serves as first step towards understanding the integration and interaction of statistical and social cues. One direction of future work is to investigate the dependencies of these cues because the mother is able to use multimodal cues simultaneously and effectively. For instance, our results showed that prosodic cues seem to be not very informative in word learning because the mother used them to not only highlight the linguistic information but also to attract the child's attention. However, if the child and the mother were already in joint-attention state, then prosodic cues might most often be used to highlight the linguistic content. Thus, we will move beyond the study of individual social cues and study how they coordinate in multimodal interaction. 
