We explore the loss landscape of fully-connected and convolutional neural networks using random, low-dimensional hyperplanes and hyperspheres. Evaluating the Hessian, H, of the loss function on these hypersurfaces, we observe 1) an unusual excess of the number of positive eigenvalues of H, and 2) a large value of Tr(H)/||H|| at a well defined range of configuration space radii, corresponding to a thick, hollow, spherical shell we refer to as the Goldilocks zone. We observe this effect for fully-connected neural networks over a range of network widths and depths on MNIST and CIFAR-10 datasets with the ReLU and tanh non-linearities, and a similar effect for convolutional networks. Using our observations, we demonstrate a close connection between the Goldilocks zone, measures of local convexity/prevalence of positive curvature, and the suitability of a network initialization. We show that the high and stable accuracy reached when optimizing on random, low-dimensional hypersurfaces is directly related to the overlap between the hypersurface and the Goldilocks zone, and as a corollary demonstrate that the notion of intrinsic dimension is initialization-dependent. We note that common initialization techniques initialize neural networks in this particular region of unusually high convexity/prevalence of positive curvature, and offer a geometric intuition for their success. Furthermore, we demonstrate that initializing a neural network at a number of points and selecting for high measures of local convexity such as Tr(H)/||H||, number of positive eigenvalues of H, or low initial loss, leads to statistically significantly faster training on MNIST. Based on our observations, we hypothesize that the Goldilocks zone contains an unusually high density of suitable initialization configurations.
Introduction

Objective Landscape
A neural networks is fully specified by its architectureconnections between neurons -and a particular choice of weights {W } and biases {b} -free parameters of the model. Once a particular architecture is chosen, the set of all possible value assignments to these parameters forms the objective landscape -the configuration space of the problem. Given a specific dataset and a task, a loss function L characterizes how unhappy we are with the solution provided by the neural network whose weights are populated by the parameter assignment P . Training a neural network corresponds to optimization over the objective landscape, searching for a point -a configuration of weights and biasesproducing a loss as low as possible.
The dimensionality, D, of the objective landscape is typically very high, reaching hundreds of thousands even for the most simple of tasks. Due to the complicated mapping between the individual weight elements and the resulting loss, its analytic study proves challenging. Instead, the objective landscape has been explored numerically. The high dimensionality of the objective landscape brings about considerable geometrical simplifications that we utilize in this paper.
Figure 1: An illustration of the loss landscape. The thin spherical shell on which common initialization procedures initialize neural networks is shown in yellow, and its radius in gray. A random, low-dimensional hyperplane intersecting such a configuration P is shown in purple, together with two of its coordinate directionsθ 1 andθ 2 . A thick shell -the Goldilocks zone -of unusually high convexity/prevalence of positive curvature (e.g. unusual behavior of Tr(H)/||H||) is shown as blue shading. Cuts through the region by hyperplanes at 4 different radii are shown schematically. The radii of common initializations lie well within the Goldilocks zone, therefore a random hyperplane perpendicular tor is bound to have a significant overlap with the zone.
Related Work
Neural network training is a large-scale non-convex optimization task, and as such provides space for poten-tially very complex optimization behavior. (Goodfellow and Vinyals 2014) , however, demonstrated that the structure of the objective landscape might not be as complex as expected for a variety of models, including fully-connected neural networks (Rumelhart, Hinton, and Williams 1986) and convolutional neural networks (LeCun, Kavukcuoglu, and Farabet 2010) . They showed that the loss along the direct path from the initial to the final configuration typically decreases monotonically, encountering no significant obstacles along the way. The general structure of the objective landscape has been a subject of a large number of studies (Choromanska et al. 2014; Keskar et al. 2016) .
A vital part of successful neural network training is a suitable choice of initialization. Several approaches have been developed based on various assumptions, most notably the so-called Xavier initialization (Glorot and Bengio 2010) , and He initialization (He et al. 2015) , which are designed to prevent catastrophic shrinking or growth of signals in the network. We address these procedures, noticing their geometric similarity, and relate them to our theoretical model and empirical findings.
A striking recent result by (Li et al. 2018 ) demonstrates that we can restrict our degrees of freedom to a randomly oriented, low-dimensional hyperplane in the full configuration space, and still reach almost as good an accuracy as when optimizing in the full space, provided that the dimension of the hyperplane d is larger than a small, task-specific value d intrinsic D, where D is the dimension of the full space. We address and extend these observations, focusing primarily on the surprisingly low variance of accuracies on random hyperplanes of a fixed dimension.
Our Contributions
In this paper, we constrain our optimization to randomly chosen d-dimensional hyperplanes and hyperspheres in the full D-dimensional configuration space to empirically explore the structure of the objective landscape of neural networks. Furthermore, we provide a step towards an analytic description of some of its general properties. Evaluating the Hessian, H, of the loss function on randomly oriented, lowdimensional hypersurfaces, we observe 1) an unusual excess of the number of positive eigenvalues of H, and 2) a large value of Tr(H)/||H|| at a well defined range of configuration space radii, corresponding to a thick, hollow, spherical shell of unusually high local convexity/prevalence of positive curvature we refer to as the Goldilocks zone.
Using our observations, we demonstrate a close connection between the Goldilocks zone, measures of local convexity/prevalence of positive curvature, the suitability of a network initialization, and the ability to optimize while constrained to low-dimensional hypersurfaces. Extending the experiments in (Li et al. 2018) to different radii and generalizing to hyperspheres, we are able to demonstrate that the main predictor of the success of optimization on a (d D)-dimensional sub-manifold is the amount of its overlap with the Goldilocks zone. We therefore demonstrate that the concept of intrinsic dimension from (Li et al. 2018 ) is radiusand therefore initialization-dependent. Using the realization that common initialization techniques (Glorot and Bengio The contours show the validation accuracy reached when optimizing on random hyperplanes initialized at distance r from the origin. Consistently with our hypothesis, r < rXavier leads to an equivalent performance to r = rXavier, as the hyperplanes intersect the Goldilocks zone. For r > rXavier, the performance drops as hyperplanes no longer intersect the Goldilocks zone. (b) Accuracies reached on hyperspheres of different dimensions and radii from origin. The contours show the validation accuracy reached when optimizing on random hyperspheres initialized at distance r from the origin. The optimization was constrained to stay at this radius. Consistently with our hypothesis, r < rXavier as well as r > rXavier lead to poor performance, as the spherical surface on which optimization takes place does not intersect the Goldilocks zone. The contours show the validation accuracy reached when optimizing on random hypersurfaces, confirming that good initial points are distributed on a thick, hollow, spherical shell, as illustrated in Figure 1 . Plots of accuracy as a function of dimension presented in (Li et al. 2018) correspond to sections along the yellow vertical line and we therefore extend them. Consequently, this shows that the intrinsic dimension (Li et al. 2018 ) of a problem is radius-dependent, and therefore initialization-dependent. 2010; He et al. 2015) , due to properties of high-dimensional Gaussian distributions, initialize neural networks in the same particular region, we conclude that the Goldilocks zone contains an exceptional amount of very suitable initialization configurations.
As a byproduct, we show hints that initializing a neural network at a number of points at a given radius, and selecting for high number of positive Hessian eigenvalues, high Tr(H)/||H||, or low initial validation loss (they are all strongly correlated in the Goldilocks zone), leads to statistically significantly faster convergence on MNIST. This further strengthens the connection between the measures of local convexity and the suitability of an initialization.
Our empirical observations are consistent across a range of network depths and widths for fully-connected neural networks with the ReLU and tanh non-linearities on the MNIST and CIFAR-10 datasets. We observe a similar effect for CNNs. The wide range of scenarios in which we observe the effect suggests its generality. This paper is structured as follows: We begin by introducing the notion of random hyperplanes and continue with building up the theoretical basis to explain our observations in Section 2. We report the results of our experiments and discuss their implications in Section 3. We conclude with a summary and future outlook in Section 4.
Measurements on Random Hyperplanes and Their Theory
To understand the nature of the objective landscape of neural networks, we constrain our optimization to a randomly chosen d-dimensional hyperplane in the full D-dimensional configuration space, similarly to (Li et al. 2018 ). Due to the low dimension of our subspace d D, we can evaluate the second derivatives of the loss function directly using automatic differentiation. The second derivatives, described by the Hessian matrix H ∈ R d×d , characterize the local convexity (or rather the amount of local curvature, as the function is not strictly convex, although we will use the terms convexity and curvature interchangeably throughout this paper) of the loss function at a given point. As such, they are a useful probe of the valley and hill-like nature of the local neighborhood of a given configuration, which in turn influences optimization.
Random Hyperplanes
We study the behavior of the loss function on random, lowdimensional hyperplanes, and later generalize to random, low-dimensional hyperspheres. Let the dimension of the full space be D and the dimension of the hyperplane d. To specify a plane, we need d orthogonal vectors { v ∈ R D }. The position within the plane is specified by d coordinates, encapsulated in a position vector θ ∈ R d , as illustrated in Figure 1 . Given the origin of the hyperplane P ∈ R D , the full-space coordinates x of a point specified by θ are
This can be written simply as x θ = P + M θ, where M ∈ R D×d is a transformation matrix whose columns are the orthogonal vectors { v}. In our experiments, the initial P and M are randomly chosen, and frozen -they are not trainable. To account for the different initialization radii of our weights, we map M → ηM , where η ii ∝ 1/r i is a diagonal matrix serving as a metric. The optimization affects solely the within-hyperplane coordinates θ, which are initialized at zero. The freedom to choose P according to modern initialization schemes allows us to explore realistic conditions similar to full-space optimization.
As demonstrated in Section 2.2, common initialization schemes choose points at an approximately fixed radius r = | P |. In the low-dimensional hyperplane limit d D, it is exceedingly unlikely that the hyperplane has a significant overlap with the radial directionr, and we can therefore visualize the hyperplane as a tangent plane at radius |P |. This is illustrated in Figure 1 .
For implementation reasons, we decided to generate sparse, nearly-orthogonal projection matrices M by choosing d vectors, each having a random number n of randomly placed non-zero entries, each being equally likely ±1/ √ n. Due to the low-dimensional regime d D, such matrix is sufficiently near-orthogonal for our purposes, as validated numerically. 
Gaussian Initializations on a Thin Spherical Shell
Common initialization procedures (Glorot and Bengio 2010; He et al. 2015) populate the network weight matrices {W } with elements drawn independently from a Gaussian distribution with mean µ = 0 and a standard deviation σ(W ) dependent on the dimensionality of the particular matrix. For a matrix W with elements {W ij }, the probability of each element having value w is P (W ij = w) ∝ exp − w 2 2σ 2 . The joint probability distribution is therefore
where we define r 2 ≡ ij W 2 ij , i.e. the Euclidean norm where we treat each element of the matrix as a coordinate. The probability density at a radius r therefore corresponds to
where N is the number of elements of the matrix W , i.e. the number of coordinates. The probability density for high N peaks sharply at radius r * = √ N − 1 σ. That means that the bulk of the random initializations of W will lie around this radius, and we can therefore visualize such random initialization as assigning a point to a thin spherical shell in the configuration space, as illustrated in Figure 1 .
Each matrix W is initialized according to its own dimensions and therefore ends up on a shell of a different radius in its respective coordinates. We compensate for this by introducing the metric η discussed in Section 2.1. Biases are initialized at zeros. There is a factor O( √ D) fewer biases than weights in a typical fully-connected network, therefore we ignore biases in our theoretical treatment.
Hessian
We would like to explain the observed relationship between several sets of quantities involving second derivatives of the loss function on random, low-dimensional hyperplanes and hyperspheres. The loss at a point x = x 0 + ε can be approximated as
The first-order term involves the gradient, defined as g i = ∂L/∂x i . The second-order term uses the second derivatives encapsulated in the Hessian matrix defined as H ij = ∂ 2 L/∂x i ∂x j . The Hessian characterizes the local curvature of the loss function. For a direction v, v T H v > 0 implies that the loss is convex along that direction, and conversely v T H v < 0 implies that it is concave. We can diagonalize the Hessian matrix to its eigenbasis, in which its only nonzero components {h i } lie on its diagonal. We refer to its eigenvectors as the principal directions, and its eigenvalues {h i } as the principal curvatures.
After restricting the loss function to a d-dimensional hyperplane, we can compute a new Hessian, H d , which comes with its own eigenbasis and eigenvalues. Each hyperplane, therefore, has its own set of principal directions and principal curvatures.
In this paper, we study the behavior of two quantities: Tr(H) and ||H||. Tr(H) is the trace of the Hessian matrix and can be expressed as Tr(H) = i h i . As such, it can be thought of as the total curvature at a point. ||H|| 2 = i h 2 i , and it is proportional to the variance of curvature in different directions around a point (assuming large D and several other assumptions, as discussed later).
Curvature Statistics and Connections to Experiment
As discussed in detail in Section 3, we observe that the following three things occur in the Goldilocks zone: 1) The curvature along the vast majority of randomly chosen directions is positive. 2) A slim majority of the principal curvatures (Hessian eigenvalues) {h i } is positive. If we restrict to a d-dimensional hyperplane, this majority becomes more significant for smaller d, as demonstrated in Figure 3a. 3) The quantity Tr(H)/||H|| is significantly greater than 1 (see Figures 4, and 3b) , and is close to Tr(H d )/||H d || for large enough d (see Figure 3b) . We can make sense of these observations using two tools: the fact that high-dimensional multivariate Gaussian distributions have correlation functions that approximate those of the uniform distribution on a hypersphere (Spruill 2007 ) and the fact (via Wick's Theorem) that for multivariate Gaussian random variables (X 1 , X 2 , X 3 , X 4 ),
Choose a uniformly-random direction in the full Ddimensional space, given by a vector v. For D 1, any pair of distinct components v i , v j are approximately bivariate Gaussian with
Then, working in the eigenbasis of H, the expected cur-
, which is the same as the average principal curvature.
The variance of the curvature in the v-direction is
and we can apply Wick's Theorem to
On the other hand, the variance of the principal curvatures is
Empirically, we find that Tr(H)/||H|| D in all cases we consider, so the dominant term is ||H|| 2 /D, a factor of D/2 larger than we found for the v-direction.
Therefore, when D is large, the principal directions have the same average curvature that randomly-chosen directions do, but with much more variation. This explains why a slight excess of positive eigenvalues h i can correspond to an overwhelming majority of positive curvatures in random directions.
In light of the calculations above, the condition Tr(H)/||H|| 1 implies that the average curvature in a random direction is much greater than the standard deviation, i.e. that almost no directions have negative curvature. This is the hallmark of the Goldilocks zone, as demonstrated in Figure 4 . The corresponding condition for principal directions to be overwhelmingly positive-curvature (i.e. for nearly all h i to be positive) is Tr(H)/||H|| √ D, which is a much stronger requirement. Empirically, we find that in the Goldilocks zone, Tr(H)/||H|| is greater than 1 but less than As a final observation, we note that the beginning and end of the Goldilocks zone occur for different reasons. The increase in Tr(H)/||H|| at its inner edge comes from an increase in Tr(H), while the decrease at its outer edge comes from an increase in ||H||, as shown in Figure 5b . To (partially) explain this, we give a more detailed analysis of these two quantities below. It turns out that the increase in Tr(H) is a feature of the network architecture, while the decrease in ||H|| is not as well understood and may be a feature of the problem domain.
Radial Dependence of Loss
We observe that for fully-connected neural networks with the ReLU non-linearity and a final softmax, the loss at an average configuration at distance r from the origin is constant for r r Goldilocks , and grows as a power-law with the exponent being the number of layers for r r Goldilocks , as shown in Figure 5a . To connect these observations to theory, we note that, for n L layers (i.e. n L − 1 hidden layers), each numerical output gets matrix-multiplied by n L layers of weights. If all weights are rescaled by some number r, 1) the radius of configuration space position grows by the factor r, and 2) the raw output from the network will generically grow as r n L due to the linear regime of the ReLU activation function.
Suppose that the raw outputs from the network (before softmax) are order from the largest to the smallest as (y 1 , y 2 , . . .). The difference ∆y between any two outputs y i and y j (i < j) will grow as r n L . After the application of softmax p 1 = 1 − exp(−r n L (y 1 − y 2 )) and
. If the largest output p 1 corresponds to the correct class, its cross entropy contribution will be − log(p 1 ) ≈ exp(−r n L (y 1 − y 2 )) → 0. However, if instead p 2 corresponds to the correct answer, as expected at 10 % of the cases for a random network on MNIST or CIFAR-10, the cross-entropy loss contribution is
This demonstrates that at large configuration space radii r, a small, random fluctuation in the raw outputs of the network will have an exponential influence on the resulting loss. On the other hand, if r is small, the softmax will bring the outputs close to one another and the loss will be roughly constant (equal to log(10) for 10-way classification).
Therefore, above some critical r, the loss will grow as a power law with exponent n L . Below this critical value, it will be nearly flat. We confirm this empirically, as shown in Figure 5a . This scaling of the loss does not apply to tanh activations, which have a much more bounded linear regime and do not produce arbitrarily large outputs, which might explain the weaker presence of the Goldilocks zone for them, as seen in Figure 4 .
Radial Features and the Laplacian
As discussed above, Tr(H) measures the excess of positive curvature at a point. It is also known as the Laplacian, ∇ 2 L. Large positive values occur at valley-like points: not necessarily local minima, but places where the positively curved directions overwhelm the negatively curved ones. Similarly, very negative values occur at hill-like points, including local maxima. This intuition explains our observation that, in the Goldilocks zone, Tr(H)/||H|| is strongly negatively correlated with the loss, as demonstrated in Figure 6d . However, it is uncorrelated with accuracy, suggesting that Tr(H)/||H|| indicated a point's suitability for optimization rather than its suitability as a final point.
This leads to a puzzle, however. If we consider all of the points on a sphere of some radius, then a positive-on-average Tr(H) corresponds to an excess of valleys over hills. On the other hand, one might expect hills and valleys to cancel out for a function on a compact manifold like a sphere. Yet we empirically observe such an excess, as shown in Figure 4 .
The explanation of this puzzles relies on our observation that the average loss begins to increase sharply at the inner edge of the Goldilocks zone (see Figure 5a) . A line tangent to the sphere (perpendicular to ther direction) will head out to larger r in both directions, therefore if the loss is increasing with radius, the point of tangency will be approximately at a local minimum. This means that every pointwhether it is a local maximum, a local minimum, or somewhere in between on the sphere of r = const. -has a Hessian (∝ Laplacian) that looks a bit more valley-like than it otherwise would, provided that we measure it within a lowdimensional hyperplane containing said point.
To be more precise, it follows from Stokes' Theorem that the average value of Tr(H) over a sphere (i.e. the surface of r = const.) is given by
where · r=const. indicates averaging over a spherical surface of a constant radius. Therefore, this radial variation is the only thing that can consistently affect Tr(H) in a specific way -the other contributions, from the actual variation in the loss over the sphere, necessarily average out to zero, regardless of the specific form of L. The true hills and valleys cancel out, and the fake valleys from the radial growth remain. We can verify this picture by showing that the r-dependence of Tr(H) is consistent with that of L r=const. (r). For a network with two hidden layers, L(r) ∝ r n L = r 3 for large r, as shown above. Therefore, D−1 r ∂L ∂r grows linearly in r. Consistent with this, we find that Tr(H)/r is constant for large r, as shown in Figure 5b .
We observe that in the Goldilocks zone Tr(H) is a fairly consistent function of radius, with small fluctuations around its average, which indicates that this fake-valley effect dominates there: Tr(H), and therefore the average curvature, is controlled mostly by the radial feature we observe, rather than anisotropy of the loss function on the sphere (i.e. in the angular directions).
The increase in loss, as explained above in terms of the properties of weight matrices and cross-entropy, shows that the increase in Tr(H) (and therefore the inner edge of the Goldilocks zone) is caused by the same effect that is usually invoked to explain why common initialization techniques work well -prevention of exponential explosion of signals. In particular, it explains why the inner edge of the zone is close to the prescribed r * of these initialization techniques.
On the other hand, ||H|| is not nearly as strongly affected by the radial growth. This is related to the variance in curvature, not the average curvature; every tangent direction gets the same fake-valley contribution, so ||H|| is mostly unaffected. (To be more precise, this is true as long as the principal curvatures have a mean smaller than their standard deviation, Tr(H)/||H|| √ D, which is true for all of our experiments.) While Tr(H) is global and radial, ||H|| is local and angular: it is mostly determined by how the loss varies in the D − 1 angular directions along a sphere of r = const. This means that the sudden increase in ||H|| (and the outer edge of the Goldilocks zone) seen in Figure 5b is due to an increase in the texture-like angular features of the loss, the sharpness of its hills and valleys, past some value of r. This will require much more research to understand in detail, and is beyond the scope of this paper.
Results and Discussion
We ran a large number of experiments to determine the nature of the objective landscape. We focused on fullyconnected and convolutional networks. We used the MNIST (LeCun and Cortes ) and CIFAR-10 (Krizhevsky 2009) image classification datasets. We explored a range of widths and depths of fully-connected networks to determine the stability of our results, and considered the ReLU and tanh non-linearities. We used the cross-entropy loss and the Adam optimizer with the learning rate of 10 −3 . We studied the properties of Hessians characterizing the local convexity/prevalence of positive curvature of the loss landscape on randomly chosen hyperplanes. We observed the following:
1. An unusually high fraction (> 1/2) of positive eigenvalues of the Hessian at randomly initialized points on randomly oriented, low-dimensional hyperplanes intersecting them. The fraction increased as we optimized within the respective hyperplanes, and decreased with an increasing dimension of the hyperplane, as predicted in Section 2. The effect appeared at a well defined range of coordinate space radii we refer to as the Goldilocks zone, as shown in Figure 3a and illustrated in Figure 1. 2. An unusual, statistically significant excess of Tr(H)/||H|| at the same region, as shown in Figures 4a and 4b . Unlike the excess of positive Hessian eigenvalues, the effect did not decrease with an increasing dimension of the hyperplane and was therefore a good tracer of local convexity/prevalence of positive curvature. Theoretical justification is provided in Section 2, and scaling with d is shown in Figure 3b .
3. The observations 1. and 2. were made consistently over different widths and depths of fully-connected neural networks on MNIST and CIFAR-10 using the ReLU and tanh non-linearities (see Figure 4 ).
4. The loss function at random points at radius r from the origin is constant for r r Goldilocks and grows as a power-law with the exponent predicted in Section 2 for r r Goldilocks , as shown in Figure 5a . The existence of the Goldilocks zone depends on the behavior of Tr(H) and ||H|| shown in Figure 5b .
5. The accuracy reached on random, low-dimensional hyperplanes was good for r < r Xavier and dropped dramatically for r > r Xavier , as shown in Figure 2a . The accuracy reached on random, low-dimensional hyperspheres was good only for r ≈ r Xavier and dropped for both r < r Xavier and r > r Xavier , as shown in Figure 2b .
6. Common initialization schemes (such as Xavier (Glorot and Bengio 2010) and He (He et al. 2015) ), initialize neural networks well within the Goldilocks zone, precisely at the radius at which measures of local convexity/prevalence of positive curvature peak (see Figures 3 and 4) .
7. Hints that selecting initialization points for high measures of local convexity leads to statistically significantly faster convergence (see Figure 6) , and correlates well with low initial loss.
8. Initializing at r < r Goldilocks , full-space optimization draws points to r ≈ r Goldilocks . This suggests that the zone contains a large amount of suitable final points as well as suitable initialization points.
An illustration of the Goldilocks zone and its relationship to the common initialization radius is shown in Figure 1 . Characteristics of Hessians at randomly initialized points on random hyperplanes at different radii. The plots show Tr(H)/||H|| which is a good tracer of the amount of local convexity/prevalence of positive curvature, as discussed in Section 2. The effect appears consistently for the MNIST and CIFAR-10 datasets, a range of fully-connected network widths and depths, as well as the ReLU and tanh non-linearities. The peak coincides with the radius on which the Xavier scheme initializes neural networks, suggesting a link between the local convexity and signal growth. For CNNs, a different profile of convexity is observed, although its unusual non-zero size remains.
We sampled a large number of Xavier-initialized points, used random hyperplanes intersecting them to evaluate their Hessians, and optimized within the full D-dimensional space for 10 epochs starting there. We observe hints that a) the higher the fraction of positive eigenvalues, and b) the higher the Trace(H), the faster our network reaches a given accuracy on MNIST. Our experiments are summarized in Figures 6a, 6b and 6c. We observe that the initial validation loss for Xavier-initialized points negatively correlates with these measures of convexity, as shown in Figure 6d . This suggests that selecting for a low initial loss, even though uncorrelated with the initial accuracy, leads to faster convergence.
Using our observations, we draw the following conclusions:
1. There exists a thick, hollow, spherical shell of unusually high local convexity/prevalence of positive curvature we refer to as the Goldilocks zone (see Figure 1 for an illustration, and Figures 3 and 4 for experimental data).
2. Its existence comes about due to an interplay between the behavior of Tr(H) and ||H||, which we discuss in Section 2, and verify empirically (see Figures 5a and 5b ).
3. When optimizing on a random, low-dimensional hypersurface of dimensionality d, the overlap between the Goldilocks zone and the hypersurface is the main predictor of final accuracy reached, as demonstrated in Figure 2 .
4. As a consequence, we show that the concept of intrinsic dimension of a task introduced in (Li et al. 2018 ) is necessarily radius-dependent, and therefore initializationdependent. Our results extend the results in (Li et al. 2018) to r = r Xavier and to hyperspherical surfaces.
5. The small variance between final accuracy reached by optimization constrained to random, low-dimensional hyperplanes is related to the hyperplanes being a) normal tor, b) well within the Goldilocks zone, and c) the Goldilocks zone being angularly very isotropic. 6. Hints that using a good initialization scheme and selecting for high measures of local convexity such as the number of positive Hessian eigenvalues, Trace(H)/||H||, or low initial validation loss (they are all correlated (see Figure 6d) in the Goldilocks zone), leads to faster convergence (see Figure 6 ). 7. Common initialization schemes (such as Xavier (Glorot and Bengio 2010) and He (He et al. 2015) ), initialize neural networks well within the Goldilocks zone, consistently matching the radius at which measures of convexity peak. Since measures of local convexity/prevalence of positive curvature peak in the Goldilocks zone, the intersection with the zone predicts optimization success in challenging conditions (constrained to a (d D)-hypersurface), common initialization techniques initialize there, and points from r < r Goldilocks are drawn there, we hypothesize that the Goldilocks zone contains an exceptionally high density of suitable initialization points as well as final points.
Conclusion
We explore the loss landscape of fully-connected and convolutional neural networks using random, low-dimensional hyperplanes and hyperspheres. We observe an unusual behavior of the second derivatives of the loss function -an excess of local convexity -localized in a range of configuration space radii we call the Goldilocks zone. We observe this effect strongly for a range of fully-connected architectures with ReLU and tanh non-linearities on MNIST and CIFAR-10, and a similar effect for convolutional neural networks. We show that when optimizing on low-dimensional surfaces, the main predictor of success is the overlap between the said surface and the Goldilocks zone. We demonstrate connections to common initialization schemes, and show hints that local convexity of an initialization is predictive of training speed. We extend the analysis in (Li et al. 2018) and show that the concept of intrinsic dimension is initialization-dependent. Based on our experiments, we conjecture that the Goldilocks zone contains high density of suitable initialization points as well as final points. We offer theoretical justifications for many of our observations.
