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Nonparametric estimation of mutual information is used in a wide range of scientific problems to quantify de-
pendence between variables. The k-nearest neighbor (knn) methods are consistent, and therefore expected to
work well for large sample size. These methods use geometrically regular local volume elements. This practice
allows maximum localization of the volume elements, but can also induce a bias due to a poor description of
the local geometry of the underlying probability measure. We introduce a new class of knn estimators that
we call geometric knn estimators (g-knn), which use more complex local volume elements to better model
the local geometry of the probability measures. As an example of this class of estimators, we develop a
g-knn estimator of entropy and mutual information based on elliptical volume elements, capturing the local
stretching and compression common to a wide range of dynamical systems attractors. A series of numerical
examples in which the thickness of the underlying distribution and the sample sizes are varied suggest that
local geometry is a source of problems for knn methods such as the Kraskov-Sto¨gbauer-Grassberger (KSG)
estimator when local geometric effects cannot be removed by global preprocessing of the data. The g-knn
method performs well despite the manipulation of the local geometry. In addition, the examples suggest that
the g-knn estimators can be of particular relevance to applications in which the system is large, but data size
is limited.
Keywords: nonparametric estimation; information inference; small sample size; finite size bias; dissipative
dynamical systems; singular value decomposition
Mutual information is a tool used by scientists to
quantify the dependence between variables with-
out making specific modeling assumptions. In
many applications mutual information must be
estimated from a finite set of data with no model
specific assumptions about the distributions of
the variables. The most popular estimators of
mutual information are k-nearest neighbor (knn)
estimators, which locally estimate the distribu-
tions from statistics of distances between data
points. The knn methods typically use geomet-
rically regular local volume elements. We intro-
duce a new class of knn estimators, the geometric
knn estimators (g-knn), that use more detailed lo-
cal volume elements to model the geometric fea-
tures of the probability density function. Inspired
by the local geometry of dynamical systems at-
tractors, we develop a singular value decompo-
sition driven g-knn estimator that models local
volumes by ellipsoids. We show by numerical ex-
amples that g-knn estimators can alleviate bias
due to thinly supported distributions and small
sample size.
I. INTRODUCTION
Differential mutual information is used in a number
of scientific disciplines to measure the strength of the
relationship between two continuous random variables.
Given two continuous random variables, X and Y , taking
values in RdX and RdY , the differential entropy, H , and
mutual information, I are defined by
H(X) = −E[log(fX(X))] (1)
I(X ;Y ) = H(X) +H(Y )−H(X,Y ), (2)
where fX is the probability density function (pdf) of
X , E[·] is the expected value functional, and H(X,Y )
is the entropy of the joint variable (X,Y ). In dynam-
ical systems applications the variables X and Y are of-
ten produced by high dimensional nonlinear dynamical or
stochastic process so that exact computation of Eqs. (1)
and (2) is impractical. Furthermore, when data is gener-
ated empirically, the model is often unknown, and there
are many applications1,2 in which a large number of such
estimates must be made in an automated manner. There-
fore, the problem of nonparametric estimation of differ-
ential entropy and mutual information, in whichN points
in Rd are used to estimate Eqs. (1) or (2) without model
specific assumptions, has received much attention from
the statistics, probability, machine-learning, and dynam-
ics communities3–10.
The k-nearest neighbors (knn) estimators have re-
ceived particular attention due to their ease of imple-
mentation and efficiency in a multidimensional setting.
The knn estimates are derived by expressing volumes of
neighborhoods of data points in terms of distances from
each data point to other data points in the neighbor-
hood. In most knn methods these local volume elements
are assumed to be highly regular in order to minimize
the amount of data needed to define them, and there-
fore keep the volume elements as local as possible. For
instance, the Kozachenko-Leonenko estimator for differ-
ential entropy7 uses p-spheres as local volume elements.
2The popular Kraskov-Sto¨gbauer-Grassberger (KSG) es-
timator for differential mutual information is based on
Kozachenko-Leonenko estimates of each of the entropies
in (2) in which the local volume elements in the esti-
mate of H(X,Y ) are taken to be products of the vol-
ume elements in the marginal distributions in order to
achieve cancellations of the bias. The estimator has two
versions, one in which all volume elements are max-norm
spheres, such as illustrated by the green max-norm sphere
in Fig. 1b, and the other in which the volume elements
in the joint space are the product of p-norm spheres in
the marginal spaces.
The most important advantage to using such knn
methods based on highly regular volume elements is their
asymptotic consistency11,12. A drawback in data-driven
applications where sample size is fixed and often lim-
ited is that the local volume elements might not be de-
scriptive of the geometry of the underlying probability
measures, resulting in bias in the estimators. A simple
example of this problem is shown in Figure 1a, in which
X and Y are normally distributed with standard devi-
ation 1 and correlation 1 − α. By direct computation,
the true mutual information increases asymptotically as
log(α), but for each k the KSG estimator applied to the
raw data diverges quickly as α decreases. Figure 1b de-
scribes the idea that the problem may be due to local
volume elements not being descriptive of the geometry
of the underlying measure. Improving on that issue is
the major stepping off point of this paper. In particu-
lar, the KSG local volume elements mostly resemble the
green square (a max-norm sphere), whose volume greatly
overestimates the volume spanned by the data points it
contains.
This paper introduces a new class of knn estimators,
the g-knn estimators, which use more irregular local vol-
ume elements that are more descriptive of the underlying
geometry at the smallest length scales represented in the
data. The defining feature of g-knn methods is a trade-
off between the irregularity of the object, which requires
more local data to fit, and therefore less localization of
the volume elements, and the improvement in the approx-
imation of the local geometry of the underlying measure.
Because of this trade-off, the local volume element should
be chosen to reflect the geometric properties expected in
the desired application.
Motivated by the study of dynamical systems, it is
reasonable to model these properties on the local geom-
etry of attractors. One of the most striking geometric
features of attractors common to a wide class of dynami-
cal systems, including dissipative systems and dynamical
systems with competing time scales, is stretching and
compression in transverse directions13. More precisely,
the local geometry is characterized by both positive Lya-
punov exponents corresponding to directions in which
nearby points are separated over time and negative Lya-
punov exponents corresponding to orthogonal directions
in which nearby points are compressed.
To test the idea behind the g-knn estimators, Sec. II de-
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FIG. 1: (a) KSG estimates of mutual information for
two 1d normally distributed variables with standard
deviation 1 and correlation 1− α. For each
α ∈ {2−j : j = 2, . . . , 18} a sample of size N = 100 is
drawn and the mutual information estimated by KSG
with k = 1, . . . , 6. The true mutual information,
Itrue = I(X ;Y ) is plotted in black. (b) A sample of size
100 when α = .001. A randomly chosen sample point is
highlighted in red. A sphere in the maximum norm is
plotted in green and a sphere in the Euclidean norm is
plotted in blue. The radius of each sphere is equal to
the distance to the 20th closest neighbor in the
respective norm.
velops a particular g-knn method that uses local volume
elements to match the geometry of stretching and com-
pression in transverse directions. Ellipsoids are a good
option for capturing this geometric feature because they
have a number of orthogonal axes with different lengths.
They are also fairly regular geometric objects: the only
parameters that require fitting are the center and one
axis for each dimension. Such ellipsoids can be fit very
efficiently using the singular value decomposition (svd)
of a matrix formed from the local data14.
The g-knn estimator is tested on four one-parameter
families of joint random variables in which the parameter
controls the stretching of the geometry of the underlying
measure. The estimates are compared with the KSG es-
timator as the local geometry of the joint distribution
becomes more stretched. Distributions can also appear
to be more stretched locally if local neighborhoods of
data increase in size, which occurs in knn methods when
sample size is decreased. Therefore, the g-knn estima-
tor and KSG are also compared numerically in examples
using small sample size.
Unlike the Kozachenko-Leonenko and KSG estimators,
the g-knn method developed here has not been corrected
for asymptotic bias, so that it should be expected that
KSG outperforms this particular g-knn method for large
sample size. What is surprising is that the g-knn esti-
mator developed in Sec. II outperforms KSG for small
sample sizes and thinly supported distributions despite
lacking the clever bias cancellation scheme that defines
KSG. Since KSG is considered to be state-of-the-art in
the nonparametric estimation of mutual information, the
result should hold for other methods that do not account
3for local geometric effects.
There have been many attempts to resolve the bias of
KSG. For instance, Zhu et al. 15 improved on the bias of
KSG by expanding the error in the estimate of the ex-
pected amount of data that lies in a local volume element.
Also, Wozniak and Kruszewski16 improved KSG by mod-
eling deviations from local uniformity using the distribu-
tion of local volumes as k is varied. These improvements
do not directly address the limitations of spheres to de-
scribe interesting features of the local geometry.
The class of g-knn estimators can be thought of as gen-
eralizing the estimator of mutual information described
by Gao, Steeg, and Galstyan (GSG) in 201517, which uses
a principle component analysis of the local data to fit a
hyper-rectangle. The svd-based g-knn estimator defined
in Sec. II improves on the GSG treatment of local data.
These improvements are highlighted in Sec. II.
II. METHOD
This section defines a g-knn estimate of entropy that,
in turn, yields an estimate of mutual information when
substituted in Eq. (2). Let the given data set be denoted
{xi ⊂ Rd : i = 1, . . . , N}, where for each i, xi is a sample
point. The g-knn estimate of entropy is similar to the
Kozachenko-Leonenko estimator for entropy7 in that the
entropy is estimated using the resubstitution formula
H(X) = −E[log fX(X)]
≈ − 1
N
N∑
i=1
log(f̂X(xi)), (3)
where f̂X(xi) is an estimate of the pdf fX at xi. The pdf
fX at xi is estimated by
f̂X(xi) ∝ k(xi)/N
Voli
, (4)
where k(xi) is the number of data points other than xi
in a neighborhood of xi, and Voli is the volume of the
neighborhood.
A. SVD estimation of volume elements
The elliptical local volume elements are estimated by
singular value decomposition (svd) of the local data. For
any fixed xi, denote the k nearest neighbors by the vec-
tors xji , j = 1, . . . , k in R
d. Define the k-neighborhood
of sample points to be {xji : j = 0, . . . , k} where x0i = xi.
In order for the svd to indicate directions of maximal
stretching it is first necessary to center the data. Let
z = 1k+1
∑k
j=0 x
j
i be the centroid of the neighborhood
in Rd, and define the centered data vectors in Rd by
yj = xji − z. In order for the svd, a matrix decomposi-
tion, to operate on the centered data, form the (k+1)×d
matrix of row vectors,
Y =


y0
y2
...
yk

 . (5)
Since Y is a (k + 1) × d matrix it has an svd of the
form Y = UΣV T , where U is a (k + 1)× (k + 1) unitary
matrix, Σ is a (k + 1) × d dimensional matrix which is
zero with the possible exception of the nonnegative diag-
onal components, and V is a d × d unitary matrix. The
columns of U and V are the left and right singular vec-
tors, and since the left singular vectors do not play a role
in this estimator, the word “right” will be omitted when
referring to the right singular vectors.
Since V is unitary, the singular vectors, v
(l)
i are of unit
length and orthogonal. The first singular vector, v
(1)
i
points in the direction in which the data is stretched the
most, and each subsequent singular vector points in the
direction which is orthogonal to all previous singular vec-
tors and that accounts for the most stretching.
The singular values are equal to the square root of the
sum of squares of the lengths of the projections of the yj
onto a singular vector. This means that σli is
√
k times
the standard deviation of the projection of the data onto
v
(l)
i .
The use of data centered to the mean is an important
difference between the g-knn estimator described here
and the GSG estimator, in which the data is centered
to xi (see Footnote 2 in Ref.
17). Centering the data at
xi can bias the direction of the singular vectors away
from the directions implied by the underlying geometry.
In Fig. 2, for instance, the underlying distribution from
which the data is sampled can be described as constant
along lines parallel to the diagonal y = x and a bell curve
in the orthogonal direction, with a single ridge along the
line y = x. If local data were centered at the red data
point then all vectors would have positive inner product
with the vector (−1, 1), so that the first singular vector
would be biased toward (−1, 1). The center of the local
data, on the other hand, is near the top of the ridge, so
that the singular vectors of the centered data (in blue in
the figure) estimate the directions along and transverse
to this ridge.
B. Translation and scaling of volume elements
Since the v
(l)
i are orthogonal, the vectors σ
l
iv
(l)
i can
be thought of as the axes of an ellipsoid centered at the
origin. The ellipsoid needs to be translated to the k-
neighborhood and scaled to fit the data. There are many
ways to perform this translation and rescaling, three of
which are depicted in Fig. 2.
In Fig. 2, there are two ellipsoids centered on the cen-
troid of the k-neighborhood. The larger ellipsoid is the
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FIG. 2: A sample from a random variable with one
sample point, xi, highlighted in red at approximately
(0.59, 0.56), and its k = 20 nearest neighbors in
Euclidean distance highlighted in green. The ellipsoid
centered at xi and drawn in red contains the volume
used by the g-Knn estimator. The length of the major
axes is determined by the largest projection of one of
the k neighbors onto the major axes, enclosing ki = 3
points in its k-neighborhood, including itself. Two other
ellipsoids are centered at the centroid of the k + 1
neighbors. The larger one (magenta) has radii large
enough to enclose all k + 1 data points. The major axis
of the smaller ellipsoid (blue) is determined by the
largest projection of a data point onto the major axis.
All three ellipsoids have the same ratio of lengths of
axes, σ1/σ2, where the σi are the singular values
determined by the centered k-neighborhood.
smallest ellipsoid that contains or intersects all points in
the k-neighborhood. The problem with this approach
is that these ellipsoids might contain data points which
are not one of the k nearest neighbors of xi, as is seen
in Fig. 2. One solution to this problem is to include
these data points in the calculation of the proportion of
the data that lies inside the volume defined by the el-
lipsoid. We avoid this approach, however, both because
it involves extra computational expense in finding these
points, and because the new neighborhood obtained by
adjoining these points is less localized.
An alternative approach is to decrease the size of the
ellipsoid to exclude points not in the k-neighborhood, as
depicted by the smaller ellipsoid centered at the centroid.
Such an ellipsoid could contain a proper subset of the k-
neighborhood so that k(xi) may be less than k. The
problem with this approach, however, is that in higher
dimensions, the ellipsoid may contain no data points, in-
troducing a log(0) into Equation (3).
Instead of centering at the centroid, however, the ellip-
soid could be centered at xi. If the length of the major
axis is taken to be the Euclidean distance to the fur-
thest neighbor in the k-neighborhood, then the ellipsoid
and its interior will only contain data points in the k-
neighborhood because the distance from xi to any point
on the ellipsoid is less than or equal to the distance to the
furthest of the k neighbors (the sphere in Fig. 2), which
is less than or equal to the distance to any point not in
the k-neighborhood. This neighborhood will contain at
least one data point. An example of such an ellipsoid is
shown in Fig. 2, which includes k(xi) = 3 data points.
The GSG estimator17 is centered at xi, but the lengths
of the sides of the hyper-rectangles seem to be determined
by the largest projection of the local data onto the axes,
which destroys the ratio of singular vectors that describes
the local geometry. In addition, it is possible that the
corners of the hyper-rectangles may circumscribe more
than the k neighbors of xi, even though a constant k
neighbors are assumed in the estimate.
C. The g-knn estimates for H(X) and I(X;Y )
In order to explicitly define the global estimate of
entropy that results from this choice of center, define
ǫ(xi, k) to be the Euclidean distance from xi to the kth
closest data point. Define
rli = ǫ(xi, k)
σli
σ1i
(6)
to be the lengths of the axes of the ellipsoid centered at
xi, for l = 1, . . . , d. Note that r
1
i = ǫ(xi, k), and
rl1i
rl2i
=
σl1i
σl2i
. (7)
The volume of this ellipsoid can be determined from
the formula
Vi =
πd/2
Γ(1 + d2 )
d∏
l=1
rli (8)
=
πd/2
Γ(1 + d2 )
ǫ(xi, k)
d
d∏
l=1
σli
σ1i
. (9)
Substitution into Equations (3) and (4) yields
5Ĥg−knn(X) =− 1
N
N∑
i=1
log
k(xi)Γ(1 +
d
2 )
Nπd/2ǫ(xi, k)d
∏d
l=1(σ
l
i/σ
1
i )
(10)
= log(N) + log(πd/2/Γ(1 + d/2))− 1
N
N∑
i=1
log(k(xi)) +
d
N
N∑
i=1
log(ǫ(xi, k)) +
1
N
N∑
i=1
d∑
l=1
log
(
σli
σ1i
)
(11)
The estimate for I(X ;Y ) is then obtained using Eq. (2).
The term 1N
∑N
i=1
∑d
l=1 log
(
σl
i
σ1
i
)
is small when the local
geometry is relatively flat, but, as is demonstrated in
Section III, it can have a large impact on the estimate
for more interesting local geometries.
III. EXAMPLES
This section compares KSG estimates of mutual infor-
mation on simulated examples with the estimates of the
g-knn estimator defined in Sec II. The examples are de-
signed so that the local stretching of the distribution is
controlled by a single scalar parameter, α. Plotting es-
timates against α suggests that the local stretching is a
source of bias for KSG, but that the g-knn estimator is
not greatly affected by the stretching.
The examples are divided into four one-parameter fam-
ilies of distributions in which the parameter α affects lo-
cal geometry. Each family is defined by a model, con-
sisting of the distributions of a set of variables and the
equations that describe how these variables are combined
to create X and Y . The objective is to estimate I(X ;Y )
directly from a sample of size N without any knowledge
of the form of the model. In the first set of examples
(Sec. III A) the models are simple enough that the mu-
tual information can be computed exactly. In the second
set of examples (Sec. III B), which are designed to be
more typical of dynamical systems research, the mutual
information of a pair of coupled He´non maps is estimated
for varying amounts of noise. In the latter case the qual-
itative behaviors of the estimators are compared since
the system is too complicated to find the true mutual
information.
A. Tests where mutual information is known
This section defines three one-parameter families of
distributions in which the parameter describes the “thick-
ness” of the distribution. Families 1 and 2 are 2d exam-
ples with 1d marginals built around the idea of sampling
from a 1d manifold with noise in the transverse direc-
tion. The third family is a 4d joint distribution with 2d
marginals.
: Family 1 : The model is
Y = X + αV (12)
X,V i.i.d. Unif(0, 1). (13)
The result is a support that is a thin parallelogram
around the diagonal Y = X . As α → 0 the distri-
butions become more concentrated around the di-
agonal Y = X . The mutual information of X and
Y is
I(X ;Y ) = − log(α) + α− log(2). (14)
: Family 2 : The second example is meant to capture
the idea that noise usually has some kind of tail
behavior. In this example V is a standard normal,
so that the noise term, αV is normally distributed
with standard deviation α. The model is
Y = X + αV (15)
X ∼ Unif(0, 1), (16)
V ∼ N (0, 1), (17)
where X and V are independent. In this case the
exact form of the mutual information is
I(X ;Y ) =− log(α) + Φ
(
− y
α
)
− Φ
(
1− y
α
)
− 1
2
log(2πe), (18)
where Φ is the cdf of the standard normal distribu-
tion.
: Family 3 : In the third example the joint variable is
distributed as
(X,Y ) ∼ N (0,Σ) (19)
Σ =


7 −5 −1 −3
−5 5 −1 3
−1 −1 3 −1
−3 3 −1 2 + α

 . (20)
The first two coordinates of this variable belong
to the variable X and the third and fourth to the
variable Y . Thus, the upper left 2 by 2 block is
the covariance matrix of X and the bottom 2 by
2 block is the covariance of Y . As long as α > 0,
Σ is positive definite but if α = 0 then Σ is not
6of full rank, and the distribution N (0,Σ) is called
degenerate, and is supported on a 3d hyperplane.
When α is positive but small, the distribution can
be considered to be concentrated near a 3d hyper-
plane. In this case the mutual information of X
and Y is
I(X ;Y ) = −1
2
log
( |ΣX ||ΣY |
|Σ|
)
(21)
These examples are simple enough that, instead of
using g-knn, one might be able to guess the algebraic
form of the model and perform preprocessing to iso-
late noise and consequently remove much of the bias
due to local geometry. For Families 1 and 2, for in-
stance, if the algebraic form of the model Y = X + αV
is known, one can express the mutual information as
I(X ;Y ) = H(Y ) − H(αV ) + I(X ;αV ), where the term
I(X ;αV ) can be estimated by KSG after dividing by
standard deviations (or, if αV is thought to be indepen-
dent noise, then it would be assumed that I(X ;αV ) = 0).
This rearrangement of variables is in essence a global
version of what the g-knn estimator accomplishes locally
using the svd.
There are two ways in which the k-neighborhoods in
these examples can get stretched. One way is that α
gets small while N stays fixed. The other is that the lo-
cal neighborhoods determined by the k nearest neighbors
get larger. This occurs when α is small but fixed, and
N is decreased, because the sample points become more
spread out.
Figure 3 shows the results of KSG and svd estimates
on samples of each of the three types of variables. In the
figures on the left N is fixed at 104 and α varies. In the
figures on the right N is allowed to vary but α is fixed at
1/100. The top row of figures correspond to samples from
Family 1, the middle row to Family 2, and the bottom
row to Family 3. For each value of α or N , one sample of
size N of the joint random variable is created and used
by both estimators.
For each of the g-knn estimates we have used k = 20.
The value k = 20 was chosen because k should be
small enough to be considered a local estimate, but large
enough that the svd of the (k+1)× d matrix of centered
data should give good estimates of the directions and
proportions of stretching. The value k = 20 is chosen be-
cause it seems to balance these criteria, but no attempt
has been made at optimizing k. Furthermore, in princi-
ple k should depend on the dimension of the joint space
because the number of axes of an ellipsoid is equal to
the dimension of the space. Therefore a better estimate
might be obtained by using a larger k for Family 3 than
the value of k used in Families 1 and 2.
For the KSG estimator, k is allowed to vary between 2
and 6. The value k = 1 is excluded because it is not used
in practice due to its large variance. The most common
choices of k are between 4 and 812. In each numerical
example in this paper, however, the KSG estimates be-
come progressively worse as k increases, so that we omit
the larger values of k in order to better present the best
estimates of KSG.
In each of Figs. 3a, 3c, and 3e the true value of I(X ;Y )
increases asymptotically like log(α) as α→ 0. The KSG
estimates do well for larger α but level off at a threshold
that depends on the family, indicating that local geom-
etry is a likely cause of the bias. The g-knn estimator,
in contrast keeps increasing like log(α) as α gets smaller,
suggesting that the adaptations to traditional knn meth-
ods allow the g-knn method to adapt to the changing
local geometry.
In each of Figs. 3b, 3d, and 3f, the true value is con-
stant for all N since it is determined by the distribution,
which depends on α alone. For large N , KSG outper-
forms g-knn since it is asymptotically unbiased12. As
sample size is decreased, however, at some point the
KSG estimate becomes progressively more biased. This
is because fewer samples means that the data points are
more spread apart, which, with a fixed k, means the
k-neighborhoods are larger. Therefore for some N the
neighborhoods effectively span the width of the distri-
bution in the thinnest direction. The g-knn estimate
on average stays near the true value as N decreases, al-
though its variance seems to increase. It stays close to
the true value because it is able to adapt to the stretched
k-neighborhoods by using thinner ellipsoids.
B. A more complex example
Note that Figure 3 should not be interpreted as a di-
rect comparison of KSG and g-knn because clever pre-
processing could be applied to data sampled from each
family to remove the flatness from the local geometry.
A more complex example, which would likely resist ef-
forts to preprocess the data to counteract the effects of
local geometry, is provided by a 4d system consisting of
coupled He´non maps. In this system both X and Y are
2d and Y is coupled to X , but not vice-versa, so that X
can be thought of as driving Y . The purely deterministic
system approaches a measure 0 attractor so that I(X ;Y )
would not be defined without the addition of noise, which
is added to the X variable, and reaches the Y variable
through the coupling.
: Family 4: The system is
X1,n+1 = a−X21,n + bX2,n + η1 (22)
X2,n+1 = X1,n + η2 (23)
Y1,n+1 = a− (cX1,nY1,n + (1 − c)Y 21,n) + bY2,n (24)
Y2,n+1 = Y1,n (25)
η1 ∼ Unif(−α, α) (26)
η2 ∼ Unif(−α, α), (27)
where a = 1.2, b = 0.3, and the coupling coefficient
is c = 0.8. When α = 0 the system is the same cou-
pled He´non map described in a number of studies18
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FIG. 3: A comparison of the KSG estimator with the g-knn estimator on samples from the three families of
variables. The top row of figures correspond to variables from family 1, the middle row to variables from family 2,
and the bottom row to variables from family 3. In Figs. (a), (c), and (e), the sample size N is fixed at 104 and the
thickness parameter α of each family is varied. On the right the thickness parameter of each family is fixed at
α = .01 and N is allowed to vary. For each value of α (left) or N (right) one sample of the joint random variable of
size N is drawn and both the KSG and g-knn estimates are performed on the same sample.
except that a is reduced from the usual 1.4 to 1.2 so
that noise can be added without causing trajecto-
ries to leave the basin of attraction. In these stud-
ies it is noted that a coupling coefficient of c = 0.8
results in identical synchronization so that in the
limit of large n, X1,n = Y1,n and X2,n = Y2,n, im-
plying that the limit set is contained in a 2d man-
ifold. Thus, in the long term, and as α → 0, sam-
ples from this stochastic process should lie near a
2d submanifold of R4.
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FIG. 4: A comparison of the KSG estimator with the
g-knn estimator for the stochastic coupled He´non map
described in Eqs.(22) through (27). In (a) the sample
size is fixed at 104 while α is allowed to vary. In (b), α
is fixed at α = .01 and sample size varies.
It is important to note that the noise is introduced dy-
namically, and transformed by a nonlinear transforma-
tion on each time step. The samples lie near the He´non
attractor embedded in the 2d submanifold. If one thinks
of the data as He´non attractor plus noise, then the noise
depends on X and Y in a nonlinear manner, and pro-
duces heterogeneous local geometries.
Figure 4 compares the estimates given by the g-knn
estimator and the KSG estimator. The exact value of
I(X ;Y ) is unknown, but there are qualitative differences
between the performance of the two estimators. Fig. 4a
compares the estimates as α is decreased, in which case
we expect that the true value of I(X ;Y ) increases un-
boundedly, a behavior captured by the g-knn estimator,
but not the KSG estimator, which appears asymptoti-
cally constant as α→ 0.
In Fig. 4b, the sample size is varied, which has no
effect on the underlying mutual information, I(X ;Y ).
Compared to the KSG estimates, the g-knn estimates are
relatively constant as N is varied. Of particular practi-
cal importance is the behavior as N is decreased, which
seems to introduce a lot of negative bias into the KSG
estimate. The g-knn estimates increase slightly as N de-
creases, which might indicate a slight positive bias, but it
is difficult to tell with only one sample per plotted point.
This issue might be more thoroughly investigated using
the mean and variance of a large number of estimates for
each value of N .
IV. DISCUSSION
A common strategy in knn estimation of differential
entropy and mutual information is to use local data to
fit volume elements. The use of geometrically regular
volume elements requires minimal local data, so that the
volume elements remain as localized as possible. This
paper introduces the notion of a g-knn estimator, which
uses slightly more data points to fit local volume ele-
ments in order to better model the local geometry of the
underlying measure.
As an application, this paper derives a g-knn estima-
tor of mutual information, inspired by a consideration of
the local geometry of dynamical systems attractors. A
common feature of dissipative systems and systems with
competing time scales is that their limit sets lie in a lower
dimensional attractor or manifold. Locally the geome-
try is typically characterized by directions of maximal
stretching and compression, which are described quanti-
tatively by the Lyapunov spectrum. Ellipsoids are used
for local volume elements because they capture the di-
rections of stretching and compression without requiring
large amounts of local data to fit.
It might be noted that the ellipsoids are simply spheres
in the Mahalanobis distance determined by the local
data19. The metric that is used to define the spheres in
the g-knn estimate, however, varies from neighborhood
to neighborhood . This behavior is very different from
many other knn estimators of pdfs where the spheres are
determined by a global metric (typically defined by a p-
norm). In this perspective, g-knn methods use data to
learn both local metrics and volumes, and hence a local
geometry, justifying the use of the name g-knn.
The numerical examples suggest that when it is not
possible to preprocess the data to add thickness to the
local geometry, the g-knn estimator outperforms KSG as
the underlying measure becomes more thinly supported.
The g-knn estimator also outperforms KSG as sample
size decreases, a result that is particularly promising for
applications in which the number of data points is lim-
ited. However, unlike the Kozachenko-Leonenko estima-
tor of differential entropy and the KSG estimator of mu-
9tual information, the g-knn estimator as based on ellipses
developed in this paper is not asymptotically unbiased.
In our future work we hope to remove this asymptotic
bias in a manner analogous to Ref.11 to gain greater ac-
curacy for both low and high values of N .
There are also other descriptions of local geometry that
suggest alternative g-knn methods. For instance, there
are nonlinear partition algorithms such as OPTICS20,
which are based on data clustering. Also, entropy is
closely related to recurrence, which is suggestive of al-
ternative g-knn methods based on the detection of recur-
rence structures21.
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