This paper concerns the problem of quantum measurement compression with side information in the one-shot setting with shared-randomness. In this problem, Alice shares a pure quantum state with Bob and the reference system. She performs a measurement on her registers and wishes to communicate the outcome to Bob using shared-randomness and classical communication. The outcome that Bob receives must be correctly correlated with the reference system and his own registers. Our goal is to concurrently minimize the classical communication and shared-randomness cost. The suggested protocol presented in this paper is based on convex-split and position based decoding. The communication is upper bounded in terms of smooth max and hypothesis testing relative entropies. A second protocol addresses the task of strong randomness extraction in the presence of quantum side information. The protocol provides an error guarantee in terms of relative entropy (as opposed to trace distance) and extracts close to the optimal number of uniform bits. As an application, we provide a new achievability result for the task of quantum measurement compression without feedback, in which Alice does not need to know the outcome of the measurement. The result achieves the optimal number of bits communicated and the required number of bits of shared-randomness, for the same task in the asymptotic and i.i.d. setting.
I. INTRODUCTION
T HE formalism of quantum mechanics is well known to be statistical in nature, which limits an experimenter's knowledge about a given quantum system. Quantum measurement serves as the tool for obtaining the statistical information, needed for further physical or information theoretic operations on the system. In fact, a large part of quantum information theory is about finding the most suitable quantum measurements in a given scenario -for example, when distinguishing quantum states or designing quantum algorithms. Against this backdrop, an elementary but fundamentally important problem to understand is: How much information does a measurement statistic reveal about a quantum system?
Groenewold [1] first posed the problem of finding a quantitative characterization of the information gained through a measurement. Subsequently, the problem was given a firm information theoretic treatment in a seminal work by Winter [2] , building upon the ideas developed by Massar and Popescu [3] and the follow-up work of Winter and Massar [4] . These works consider a setting where Alice and the reference system share n copies of a joint pure quantum state | R A . Alice wishes to communicate Bob the outcome of a quantum measurement or POVM (which is a collection { c } of positive operators such that c c = I) performed on her registers A n . Winter [2] showed that with the aid of shared-randomness, the amount of classical communication required by Alice is the mutual information between the reference system and the measurement outcomes. This was achieved by showing that instead of directly performing the measurement itself, Alice could consider a decomposition of in terms of a convex combination of POVMs { j }. Then, she could send the outcome of measurement j , after sampling j from shared-randomness.
This task of quantum measurement compression has found important applications in several information theoretic problems (e.g., [5] ) and for distilling pure quantum states from bi-partite mixed quantum states [6] - [10] . More recently, Wilde et al. [11] extended the task to include quantum side information in the asymptotic and i.i.d. (independent and identically distributed) setting. Here, Alice, Bob and the reference system share a joint pure quantum state and Alice wishes to communicate the measurement results to Bob. One would expect further compression in the communication due to the side information with Bob, which was shown to hold in [11] . Fig. 1 . Quantum measurement compression with side information. Alice applies a measurement on her register to obtain the outcome in register C. Her task is to communicate this outcome to Bob with only the aid of shared-randomness.
Further, [11] also provided a detailed overview of the result in [2] and discussed several related scenarios.
We consider this same problem in the one shot setting, as shown in Figure 1 . One-shot information theory provides a framework for information processing in the scenarios that move beyond the asymptotic and i.i.d. Aside from being relevant in practical scenarios, this framework also provides insights into the inner workings of information protocols, because the complications (and conveniences) that arise from having many copies of a quantum state are no longer present. Many quantum tasks have been formulated in the one-shot setting, such as quantum state merging ( [12] , [13] , originally introduced in [14] ) and quantum state redistribution ( [15] - [17] , originally introduced in [18] , [19] ). Formally, the task of quantum measurement compression with side information is as follows (Figure 1) .
A. One-Shot Quantum Measurement Compression
Alice ( A), Bob (B) and the reference system (R) share a joint pure quantum state | 0 R AB . Alice performs a measurement on her register A, described as a POVM with POVM elements { c } c . Since Alice also generates a record of the measurement in register C, the overall transformation on the shared quantum state can be viewed as
where |ψ c ψ c | is the post-selected quantum state on the measurement outcome c and p(c) is the probability of this outcome. An equivalent way of phrasing this is as follows. Alice attaches ancillary registers CC in a standard quantum state and performs a unitary on her side to produce the quantum state:
Upon tracing out the registerC, Alice recovers the desired post-measurement quantum state. The objective is for Alice to communicate register C to Bob using only shared-randomness and classical communication. In other words, Bob should produce a register C such that, after the protocol, the quantum state R ABCC in registers R ABCC satisfies:
where ε > 0 is the error parameter and P(·, ·) represents the purified distance. We note that the registerC is not taken into account in the final quantum state. This makes this task different from the task of quantum state redistribution. This task is more of a hybrid between classical source coding and quantum state redistribution.
Wilde et al. [11] provided the optimal communication rate required to achieve this task in the asymptotic and i.i.d. setting, showing that the communication rate is equal to I(R : C | B) and that the protocol requires H(C|R B) bits of shared-randomness. Notably, Renes and Renner [20] studied a related problem that involved sending classical message in the presence of quantum side information in the one-shot setting.
It can be observed in Equation 1 that Alice is required to hold the measurement outcome as well. While this appears to be an obvious requirement (given that Alice effectively performs the measurement using a coherent unitary operation), it is not actually necessary if the aim of the protocol is simply to let Bob obtain the measurement outcome. This motivates a natural variant of the task above by weakening the correctness criteria in Equation 1:
B. Randomness Extraction
Randomness extraction is a fundamental task in cryptographic settings. Here, one is required to extract uniform bits of randomness from a non-uniform source. If one of the parties holds side information about the non-uniform source, it is desirable that the uniform extracted bits are independent of the party. It is well known that some additional amount of randomness is required to produce a strong randomness extractor, which acts as a catalyst and is returned after use. Randomness extraction in the presence of quantum side information has been studied in many works (see, for example, [21] - [28] ) and is closely related to various other cryptographic primitives, such as privacy amplification [29] and information reconciliation [21] . Performance of a randomness extractor is measured in terms of the number of uniform bits that are extracted and the number of bits of additional randomness that are required.
C. Results and Related Discussion
The results presented in this paper are summarized below, followed by more detailed proofs and discussions in the subsequent sections.
• In Section IV we consider the task of quantum measurement compression in the one-shot setting and present a protocol with communication cost upper bounded by
where σ C is a classical state (that is, it commutes with C ), D ε max (. .) is the smooth max-relative entropy and D ε 2 H (. .) is the quantum hypothesis testing relative entropy. Note that this bound converges to I(R : C | B) in the asymptotic and i.i.d. setting. In special case where Bob has no side information (that is, B is trivial), our communication bound simplifies to
. This is an improvement over the one-shot bound given by Berta et al. [30] by an additive factor of log log |C|. As discussed later, our technique significantly differs from Berta et. al.'s, as they use decoupling via random permutations to achieve the result. A one-shot converse bound for this task appears in [31, Lemma 4.1] , in terms of Rényi conditional entropies. We provide a converse result in Section IV-A in terms of smooth max-relative entropy, closely following the converse results given in [15] . • We also consider the shared-randomness cost of the protocol. We show that the number of bits of sharedrandomness consumed by the protocol is given by
, which is a one shot analogue of the conditional entropy H(C|R B) . While our protocol also requires a small amount of extra randomness initially (which is approximately log |C| bits), it is returned with high fidelity. By reusing the randomness, we find that the rate of shared-randomness required in the asymptotic and i.i.d. setting is equal to H(C|R B) . Thus, this approach reproduces the results in [11] with a conceptually different proof.
• Section V presents a new protocol for (strong) randomness extraction in the presence of quantum side information. Our high level idea is that randomness extraction and quantum measurement compression must be closely related: we reason that uniform random bits are gained during randomness extraction (that are independent of other quantum systems), while the random bits are consumed during quantum measurement compression. Our protocol for randomness extraction follows from the convex-split lemma based on pairwise independence. This is further discussed below, and the result is demonstrated in Section III. The number of uniform bits extracted and the number of bits of initial randomness required are similar to the 'pairwise independent hash function' based randomness extractor discussed in [21] . That is, the number of uniform bits extracted is approximately the conditional min-entropy of the source, and the number of bits of initial randomness is twice the number of bits of the source (which is much larger than the best known constructions [26] ). We, however, highlight that our construction shifts from the standard paradigm of hash function based extractors. • In Section V, we also outline an application for our randomness extractor. When combined with our protocol for quantum measurement compression, a one-shot protocol for quantum measurement compression without feedback is obtained. The protocol runs the quantum measurement compression for W , and then extracts shared-randomness from W that is independent of other relevant registers. We show that the communication cost and the required number of bits of shared-randomness in the asymptotic and i.i.d. setting replicate the optimal result obtained in [11] . Again, our protocol is conceptually different, and in fact shows that quantum measurement compression without feedback is a 'composition' of quantum measurement compression and randomness extraction.
D. Techniques for the Achievability Result
Two techniques are used in our achievability result for quantum measurement compression: convex-split (introduced in [16] ) and position based decoding (introduced in [32] ). As previously mentioned, the task of quantum measurement compression appears to have a close resemblance to the task of quantum state redistribution where the register to be communicated is classical. However an important difference is that for quantum state redistribution, the shared resource allowed between Alice and Bob is quantum entanglement, whereas in quantum measurement compression only classical randomness is allowed. Hence, this task is a hybrid of classical and quantum state redistribution and, as such, it requires a careful treatment.
Appealing to this hybrid setting, we devise a special hybrid case of Uhlmann's theorem. In the usual setting Uhlmann's theorem is used for bipartite pure quantum states. But there is no version of this theorem for bipartite mixed quantum states. One reason for this is that in bipartite pure quantum states both the systems carry "full information" about each other. This is not the case with general mixed quantum states. Hence, we consider mixed quantum states that are classical-pure, that is a classical mixture of pure quantum states where the classical component appears as a copy in both registers of the bi-partition. In this way, the two systems continue to have 'full information' about each other. This hybrid Uhlmann's theorem follows naturally from the original Uhlmann's theorem and can be used to construct the desired protocol as outlined in Theorem 1.
E. Optimizing the Randomness Cost
While the above two techniques provide the optimal communication rate in the asymptotic and i.i.d. setting, they do not give the optimal rate of shared-randomness required by our protocol. Here, the issue is that the convex-split lemma uses a large number of additional quantum states in its statement. We remedy this problem by proving a new convex-split lemma for classical-quantum states (Lemma 1). This lemma is one of the main technical contributions of this work. Our statement uses pairwise independent random variables, which leads to substantial reduction in the randomness cost (exponentially small in comparison to the statement given in [16] ). An interesting aspect of using pairwise independent random variables is that it also accommodates position-based decoding, without any reduction in efficiency.
The convex-split lemma has recently been applied to classical-quantum states in a one-shot private quantum capacity setting [33] . Our new statement of the convex-split lemma implies that the codebook needed for this protocol solely requires pairwise independent random variables. This considerably simplifies the derandomization task, because the support size of pairwise independent random variables is exponentially smaller than independent random variables. Similar arguments apply to the applications of our techniques given in the work [34] , to various network setting in classical information theory.
F. The Connection to Winter's Approach
One of the central techniques Winter used in [2] was that of the Operator-Chernoff bound (proved in [35] ), to derive the following inequality in the asymptotic and i.i.d. setting. We have translated this formulation into a 'one-shot' statement.
Let C 1 , C 2 . . . C n be i.i.d. random variables such that C i ∼ p and let ρ AC := c p(c)|cc| ⊗ ρ c A be a classicalquantum state. Then, choosing a large enough n (as a function of error parameter ε) gives
Winter [2] went on to use this statement to construct the desired decomposition of the measurement operator. We note that the Operator-Chernoff bound used by Winter is actually a stronger statement [35] showing that Pr
is exponentially small in nε 2 . But for application to the quantum measurement compression, Equation 2 suffices. It is possible to see that the convex split technique implies Equation 2 (as discussed in Corollary 1), leading to a connection between both approaches on a broader level. On the other hand, convex split technique is stronger than Equation 2 as it is applicable to coherent setting as well, of which the classical-quantum setting considered above is a special case.
It is also known that Equation 2 is central in the context of private quantum capacity [36] (also known as the quantum wiretap channel). Recently, two different works have provided one shot bounds for the private capacity of a wiretap channel: the work [33] used the convex split technique, whereas the work [37] used extensions of Operator-Chernoff bound. The discussion above suggests an interesting connection between these approaches.
II. NOTATIONS AND QUANTITIES USED

A. Classical and Quantum Information Theory
For a finite set C, a probability distribution is a function p : C → [0, 1] satisfying c∈C p(c) = 1. For a finite set C and an integer n, the probability distribution p(c 1 
Consider a finite dimensional Hilbert space H endowed with an inner product ·, · (in this paper, we only consider finite dimensional Hilbert-spaces). The 1 norm of an operator X on H is X 1 := Tr √ X † X and the 2 norm is X 2 := √ TrX X † . A quantum state is a positive semi-definite matrix on H with trace equal to 1. It is called pure if and only if its rank is 1. A sub-normalized quantum state is a positive semi-definite matrix on H with trace less than or equal to 1. Let |ψ be a unit vector on H, that is ψ, ψ = 1. With some abuse of notation, we use ψ to represent the quantum state and also the density matrix |ψψ|, associated with |ψ. Given a quantum state ρ on H, the support of ρ, called supp(ρ), is the subspace of H spanned by all eigen-vectors of ρ with non-zero eigen-values.
A quantum register A is associated with some Hilbert space H A . Define |A| := dim(H A ). Let L(A) represent the set of all linear operators on H A and let P(A) represent the set of positive semi-definite operators. For operators X, X ∈ L(A), the relation X X implies that X − X ∈ P(A). We denote the set of quantum states on the Hilbert space H A by D(A). The quantum state ρ with subscript A indicates ρ A ∈ D(A). If two registers A, B are associated with the same Hilbert space, the relation is represented as A ≡ B. The composition of the two registers A and B, denoted as AB, is associated with the Hilbert space H A ⊗ H B . For two quantum states ρ ∈ D(A) and σ ∈ D(B), ρ ⊗ σ ∈ D(AB) represents the tensor product (Kronecker product) of ρ and σ . The identity operator on H A (and its associated register A) is denoted as I A .
Let ρ AB ∈ D(AB). We define ∈ D(B) . Given a classical-quantum state ρ AB with A being the classical register, the quantum state on register B conditioned on the value a in register A is denoted by ρ a B . A quantum map E : L(A) → L(B) is a completely positive and trace preserving (CPTP) linear map that maps the quantum states in D(A) to the quantum states in D(B). A quantum measurement N :
B. List of Quantum Information Theoretic Quantities
We consider the following information theoretic quantities. All logarithms are base 2 and only normalized quantum states are considered in the definitions below. Let ε ∈ (0, 1). 1) Fidelity: ( [38] , see also [39] ). For ρ A , σ A ∈ D(A),
And for classical probability distributions P = {p i },
7) Relative entropy variance: For ρ
8) Mutual information: For ρ AB ∈ D(AB),
9) Conditional mutual information:
For ρ ABC ∈ D(ABC),
10) Conditional entropy: For ρ AB ∈ D(AB),
12)
Smooth max-relative entropy: ( [43] , see also [44] )
13) Hypothesis testing relative entropy: ( [45] , see also [46] 
14)
Conditional min-entropy: ( [21] ) For ρ AB ∈ D(AB),
15) Smooth conditional min-entropy:
( [21]) For ρ AB ∈ D(AB), H ε min (A|B) ρ def = sup ρ ∈B ε (ρ) H min (A|B) ρ .
III. A CONVEX-SPLIT LEMMA WITH LIMITED RANDOMNESS
A. The Convex-Split Lemma and Its Connection to the Operator-Chernoff Bound
As mentioned in the introduction, the convex-split method has found several recent applications in quantum information theory. Rephrasing the statement from [16] , we have the following.
Define the following quantum state
. . Q n , where ρ P Q j and σ Q j are copies of ρ P Q and σ Q (for all j ≤ n), respectively. Then
Since our concern is classical-quantum tasks, it is instructive to consider the form of this lemma when classical-quantum states are involved. Let ρ P Q be a classical-quantum state with the register Q classical in the basis of σ Q . That is,
The convexsplit lemma now takes the following form.
This implies
Proof. We apply Fact 1 with σ Q = ρ Q and consider the classical-quantum state τ P Q 1 Q 2 ...Q n . It holds that
Thus, we conclude from Fact 1 that
Applying Pinsker's inequality (Fact 9) implies that
and the convexity of the square function leads to
This completes the proof.
It is now clear how Corollary 1 implies Equation 2 by choosing a large enough n, thus establishing the connection of this method with the Operator-Chernoff bound.
B. Reducing the Randomness Required in the Convex-Split Lemma
In the following, we will considerably improve upon Fact 1 in terms of the additional randomness required. Our main motivation is an observation that the proof of the convexsplit lemma, as given in [16] , only requires some max-relative entropy bounds on quantum states involved in pairs of registers. This suggests that pairwise independent random variables could be used instead, to replace i.i.d. random variables. First, we discuss how to construct pairwise independent random variables, which we achieve using the notion of pairwise independent hash functions. Following fact explains the explicit construction of pairwise independent hash functions. 
It leads to the following construction of pairwise independent probability distributions. Claim 1. Let C be a set such that |C| is a prime number and n > 1 be an integer. There exists a pairwise independent
. Further, for any i ≤ n and c i ∈ C,
Proof. By definition, k is the smallest integer such that n ≤ |C| k . Let A, B be two sets such that |A| = |C| k and |B| = |C|.
and 0 otherwise. Thus, the support size ofq over C n is equal to |C| k+1 . Using Fact 2, we conclude that for all i = j such that i ≤ n, j ≤ n,
Thus,q is pairwise independent over the set C n . Finally, fix i ≤ n, c i ∈ C and consider
is uniformly distributed with a support size of |C| k . This completes the proof.
Given above claim, it is easy to construct a pairwise independent random variableq with a marginal distributionq(c i ) that is equal to a given distribution q(c i ), assuming that q takes rational values over C. To do this, introduce a sufficiently large set C such that there exists a function F : C → C that takes the uniform distribution over C to the distribution q.
). Thus, we obtain the desired construction for a large family of marginal distributions q. Now, we are in a position to prove a classical-quantum convex-split lemma with the help of pairwise independent random variables.
be a quantum state that satisfiesσ Q j = σ Q for all j ≤ n and letq be a pairwise independent probability distribution.
Proof. Consider the following identity (as shown in [16, Supplementary Material] ) which can be verified by direct calculation.
Define the map R j :
for the positive semi-definite matrices A and B (see for example, [48] ), we have
Using in Equation 3, we find that
Thus, the lemma follows.
A corollary of Lemma 1 is as follows.
Corollary 2.
Fix an ε ∈ (0, 1). Let ρ P Q ∈ D(P Q) and σ Q ∈ D(Q) be quantum states such that
Proof. Let ρ P Q achieve the minimum in the definition of k. Since the quantum state ρ P Q , obtained by measuring ρ by monotonicity under quantum operations, Fact 5), we can assume that ρ P Q itself is a classical-quantum state.
Applying Lemma 1 to the quantum states ρ P Q , σ Q , we have,
The lemma now follows from the triangle inequality for purified distance.
IV. QUANTUM MEASUREMENT COMPRESSION
Our formal description of the task begins from the point where Alice has already 'coherently' performed the quantum measurement on her registers. 
for some classical-classical state ω T A T B . The number of bits communicated is m = log |Q|, the initial number of bits of shared-randomness is r 1 = max(log |E A |, log |E B |) and the final number of bits of shared-randomness is r 2 = min(log |T A |, log |T B |).
Note that the registers T A , T B in the above definition may be arbitrarily correlated with other registers, but they are discarded and do not count towards the randomness gained. The registers T A , T B contain the gained randomness, which is independent of R ABCC . This is important since it can be used for future tasks.
We prove the following theorem for the task in Definition 1. The randomness consumed below is characterized by D ε max ( R BC R B ⊗ I C ), which is closely related to H ε min (C|R B), except that the optimization over register R B is not present.
that commutes with C and ε ∈ (0, 1/10). There exists an (m, r 1 , r 2 , 10ε)quantum measurement compression protocol with
If σ C is chosen to be the uniform distribution, then r 1 ≤ 2 log |C| + log 8 ε 5
and
Outline of the proof: In the protocol, Alice and Bob pre-share the pairwise independent randomness in n registers (where n is specified below), where the registers are divided into several b-sized blocks (b is again to be specified below). They start with the already measured quantum state | R ACC B . This step is in itself a point of departure from the proof given in [2] , [11] , where the POVM was decomposed into a convex combination of other POVMs. In our protocol, Alice only focuses on the post-measurement quantum state. Conditioned on a sample of the shared-randomness, Alice applies an appropriate unitary on her registers which correlates the register C with a location in the shared-randomness. If Alice had communicated this location to Bob, the task would be complete as Bob would be able to pick up the correct randomness. Instead, Alice only tells the block number to Bob, who then finds out the correct location by performing quantum hypothesis testing. The complete proof is provided in Subsection VI-B.
A. A Converse Bound
Leditzky et al. [31] provided some converse bounds for the task in Definition 1 based on quantum Rényi entropies. Our converse bounds are based on smooth max-relative entropy and our proof in Subsection VI-C closely follows the proof of converse bounds for quantum state redistribution given in [15] . .  For any (m, r 1 , r 2 , ε) quantum measurement compression protocol for || R ACC B , it holds that
Notably, combining the converse in [31] and the relations between quantum Rényi entropies and smooth conditional min-entropy [49, Corollary 3.6], we conclude that the following is a converse bound on the classical communication cost:
This expression may not be comparable to that obtained in Corollary 3.
B. Asymptotic and i.i.d. Analysis
Now, we discuss the asymptotic and i.i.d. behavior of our bounds, showing the randomness required and the communication cost of the protocol in Theorem 1. In the following theorem, the shorthand R n represents n copies of the register R, and similarly for other registers. Definition 2 (Informal, [26] ). A function F : C × U → V is a (k, ε) -quantum proof strong randomness extractor if for all classical-quantum states GC classical on C with min-entropy H min (C|G) ≥ k and uniform seed U , it holds that
Above, F(C, U ) is interpreted as the outcome of the function F applied to the classical registers C, U . A more formal definition for our context closely follows the above description, but changes are needed to suit our notations and results. In particular, the function F is replaced with a unitary and the closeness criteria is modified. Definition 3 (A quantum proof for strong randomness extractor). Fix an ε ∈ (0, 1) and a register C with a basis {|c} |C| c=1 . Let θ U = I U |U | be a uniform distribution on register U (the seed). A (k, log |U |, log |V |, ε) -quantum proof randomness extraction protocol consists of a register V , a unitary W :
Remark 1. Conditions in the above definition:
The error in the above definition is measured in terms of relative entropy, as opposed to the trace distance used in [26] , making our criteria stronger. The conditional minentropy criteria H min (C|G) ≥ k in [26] is weakened to −D max ( GC G ⊗ I C ) ≥ k. But this weakening does not lead to much difference if one measures the error in the trace distance (as done in [26] ) and allows a further error of δ ∈ (0, 1). For this, use Fact 14 to observe that 
Fact 9 implies that
Using triangle inequality for purified distance (Fact 3), we conclude that
From Fact 4, it holds that
Thus, log |V | bits are extracted with error √ ε+2δ in trace distance, whenever H δ 2 min (C|G) ≥ k + 3 log 4 δ .
Remark 2. Shared-randomness extraction:
The protocol expressed in Definition 3 can also be used to obtain shared-randomness in a two-party setting. More precisely, suppose the joint quantum state GCC = c p(c)|c, cc, c| CC ⊗ c G is shared in a manner where Alice holds C, Bob holds C and G is shared between Alice, Bob and a third party. Alice and Bob can jointly run a quantum proof strong randomness extractor protocol, using the shared-randomness θ UU = 1 |U | u |u, uu, u| U,U , to regain the shared-randomness
It holds that τ V V ⊗ θ UU is almost independent of G , up to an error of ε in the purified distance.
We have the following result, which is proven in Subsection VI-E Theorem 3. For ε ∈ (0, 1), a register C with a basis {|c} |C| c=1 and a real number k > 0, there exists a
-quantum proof randomness extraction protocol.
Remark 3. Efficiency of the protocol:
While we have only provided an achievability proof in the information theoretic sense, it can be observed that the protocol is also computationally efficient. This follows from the fact that the construction of pairwise independent random variables (as stated in Fact 2, derived from [47] ) can be done using a low depth circuit (with a linear number of gates in log |C|).
A. Comparison With Previous Work
It was shown in [50] that a randomness extractor acting on a source with min-entropy k could extract a uniform distribution on at most k − 2 log 1 ε + O(1) number of bits up to an error of ε in the trace distance. This bound is achieved, up to additive constants, in [21, Corollary 5.5.2] . The construction in [26, Corollary 5.4 ] extracts k − 4 log 1 ε bits, but with an exponential improvement in the seed size in comparison to Theorem 3 or [21, Corollary 5.5.2]. In our Theorem 3 construction, an error of ε in the relative entropy allows us to extract k − log 1 ε − 1 uniform bits. According to Pinsker's inequality (Fact 9), an error of ε in the relative entropy implies an error of 2 √ ε in the trace distance, showing the optimality of our construction in terms of the number of bits extracted.
B. Quantum Measurement Compression Without Feedback
We formally introduce the task of quantum measurement compression without feedback and construct a protocol achieving this task using quantum measurement compression and randomness extraction.
Definition 4 (Quantum measurement compression without feedback)
. Fix an ε ∈ (0, 1), and consider the quantum state || R A 0 B . Let N : L(A 0 ) → L(AC) be a quantum measurement acting as
ε)quantum measurement compression protocol without feedback consists of • a classical-classical state (or shared-randomness) θ E A E B between Alice (E A ) and Bob (E B ), • an encoding map by Alice E : L(A 0 E A ) → L(QT A ), and • a decoding map by Bob
We have the following one-shot result, which is proven in Subsection VI-F 
Define the quantum state
There exists an (m, r 1 , r 2 , 10ε + 3δ) -quantum measurement compression protocol without feedback such that
Using the technique of recycling the shared-randomness as elaborated in Theorem 2 in the asymptotic and i.i.d. setting produces a corollary that recovers a corresponding result to [11] , as outlined below. Corollary 4. Let | R A 0 C be a quantum state and N :
and let p(c|w) be a probability distribution for each w, such that
For every ε ∈ (0, 1/13) and integer n ≥ 1, there exists an (Q(n, ε), S(n, ε), O( √ n), 13ε)quantum measurement compression protocol without feedback for | ⊗n R A 0 C and N ⊗n such that Proof. The proof follows similar lines to Theorem 2, by applying the achievability proof given in Theorem 4 and using Fact 10.
VI. PROOFS OF THEOREMS AND COROLLARIES
A. Basic Facts in the Proofs Fact 3 (Triangle inequality for the purified distance, [51] ). For the quantum states ρ A , σ A , τ A ∈ D(A),
Fact 4 (Fuchs-van de Graaf inequalities, [52] ). For the quantum states ρ A , σ A ∈ D(A),
Fact 5 (Monotonicity under quantum operations, [53] , [54] ).
For the quantum states ρ, σ ∈ D(A) and the quantum map L(B) , it holds that
Fact 6 (Uhlmann's Theorem, [39] ). Let ρ A , σ A ∈ D(A). Let ρ AB ∈ D(AB) be a purification of ρ A , and let σ AC ∈ D(AC) be a purification of σ A . There exists an isometry V :
Fact 7 (Gentle measurement lemma, [55] , [56] ). Let ρ be a quantum state and 0 A I be an operator. Then Fact 8 (Hayashi-Nagaoka inequality, [46] ). Let 0 S I, T be positive semi-definite operators. Then
Fact 9 (Pinsker's inequality and a stronger statement, [57] , [58] ). For the quantum states ρ A , σ A ∈ D(A),
Fact 10 ( [59], [60] ). Let ε ∈ (0, 1) and let n be an integer. Let ρ, σ be some quantum states.
Fact 11. For the function
Proof. We have 
Proof. Consider
This completes the proof by induction.
Fact 13. Let ρ AB be a classical-quantum state with B as the classical register. For every ε ∈ (0, 1), it holds that
Proof. For some distribution p(b), we have
This implies that
for all ε ∈ (0, 1), the proof concludes. Fact 14, below, was implicitly presented in [13] (see also Lemma 1 in [32] ).
Fact 14. For the quantum states
Proof. Let ρ AB ∈ B ε (ρ AB ) be a quantum state that achieves the optimum in D ε max (ρ AB σ A ⊗ σ B ). From [32, Claim 5] (a formal statement of an argument originally given in [13] ), there exists a quantum state ρ
Since ρ AB ∈ B 2ε (ρ AB ), the proof concludes.
B. Achievability Result for One-Shot Measurement Compression
Proof of Theorem 1. We begin by defining some important quantities for the proof.
1) Quantum States and Registers Involved in the Proof:
From Fact 14, it holds that k ≤ k + log 8 ε 3 . Thus, n ≥ 2 k ε 2 . The assumption that supp( C ) ⊆ supp(σ C ) ensures that all the above quantities are well defined. According to the definition of D ε 2 H ( BC B ⊗ σ C ), there exists a projector BC such that
be the quantum state such that the probability distribution {q(c 1 , . . . c n )} c 1 ,...c n is pairwise independent and satisfies q(c i ) = q(c i ). Define the quantum states,
Note that R B = μ R B , then consider,
where (a) follows by renaming c → c j and (b) follows from the fact that σ c j is a quantum state conditioned on the value c j . Using the identitȳ
we find that
be a normalization parameter. Introduce the new register J and define the following quantum state for every c 1 , c 2 . . . c n :
Define an extension of μ R BC 1 C 1 ...C n C n as,
Using Corollary 2 and the choice of n we have,
Thus, using Claim 4, we find there exists an isometry that depends on c 1 , c 2 , . . . c n : U c 1 ...c n : H ACC → H AJ such that,
2) The Protocol: Consider the following protocol P. 1) Alice and Bob share the quantum stateσ C 1 C 1 ...C n C n , where Alice holds the registers C 1 , C 2 , . . . C n and Bob holds the registers C 1 , C 2 , . . . C n . Alice, Bob and the reference system share the quantum state | R ABCC between themselves where Alice holds the registers ACC, the reference system holds the register R and Bob holds the registers B. with the set of registers C 1 , C 2 , . . . C b in that order. In the same fashion, Alice swaps the registers C b· j 1 +1 , C b· j 1 +2 , . . . C b· j 1 +b with the set of registers C 1 , C 2 , . . . C b in that order.
• If the shared quantum state in Step 2 was
5) Define,
Bob applies the measurement (the hypothesis testing measurement)
where J 2 is the outcome register and 0 is the projector onto the support of . 6) Once the outcome j 2 is obtained, assuming it is not equal to 0, Bob swaps C j 2 , C 1 . If the outcome is equal to 0, Bob performs no operation. He computes j = j 1 ·b + j 2 and stores the value in a register J . 7) Alice swaps the registers C j 2 , C 1 . Note that this step could also be performed after Step 3. 8) The final quantum state is obtained from the registers R ABC 1 C 1 C 2 C 2 J J , where the registers R ABC 1 C 1 contain the actual output and the registers C 2 C 2 J J contain the returned shared-randomness. This is represented as
We have the following claim.
Claim 2 (Hypothesis testing succeeds well). It holds that
Proof. Applying the measurement A to the quantum state μ (2)
, we obtain the quantum state
). Let the conditional probabilities p j 2 | j 2 be defined as:
From Claim 5, we find that F(A(μ (2) ), μ (4) 
. Now using the Hayashi-Nagaoka inequality (Fact 8) with c = 1, we obtain 1 b
Tr (
Tr((
The equality above uses the pairwise independence ofq. This implies that 1 b
Thus,
Now, Bob swaps registers C j 2 and C 1 , controlled on value j 2 in register J 2 , and Alice swaps registers C j 2 , C 1 controlled on the value j 2 in J 2 . These operations on the quantum state μ 4 give the quantum state μ ideal 3) Analysis of the Protocol: Since the entire protocol P can be viewed as a quantum map from input to output, the monotonicity of fidelity under quantum maps (Fact 5) implies that
Thus, it follows from Claim 2 and triangle inequality for purified distance 3 that P(
That is,
The number of bits communicated by Alice to Bob in P is upper bounded by:
Randomness Required: Let σ C be chosen as I C |C| , that is, the maximally mixed quantum state. By expanding the dimension of H C from |C| to 2|C| if required, we can assume that |C| is a prime (due to Bertrand's postulate [61] ). The shared-randomnessσ
n is chosen such that for all i ,q(c i ) = 1 |C| and for all i = j ,q(c i , c j ) = 1 |C| 2 .q is constructed using Claim 1. The number of bits of sharedrandomness required to generateq is log n log |C| · log |C| + log |C| ≤ max {log n, log |C|} + log |C|.
From the choice of n, we have
which leads to the desired bound on the amount of randomness required.
Randomness Returned As concluded in Equation 6 ,
Thus, log n + log |C| bits of shared-randomness are returned by the protocol with an error of at most 10ε in the purified distance. Using the value of n completes the proof.
Claims Used in the Proof: A few claims were used in the proof that need further discussion. Claim 3 is well known for classical-quantum states, but is proven below for completeness.
Claim 3 (Fidelity between classical-quantum states). Let ρ X A , σ X A be two c-q quantum states of the form
Proof. We have that
This proves the claim.
The classical-quantum version of Uhlmann's theorem used in the protocol is outlined below. Claim 4 (Classical-quantum Uhlmann's theorem). Let ρ X AB , σ X AC be two c-q quantum states of the form
There exists a set of isometries {U x :
Proof. For every x, there exists an isometry U x : H B → H C , as guaranteed by Uhlmann's Theorem 6, such that
The claim follows from the expression (Fact 3)
The Gentle measurement lemma in conjunction with hypothesis testing is used to prove the following claim. 
Claim 5 (Pretty good POVM). Consider a quantum state
Proof. We abbreviate σ AO def = A(ρ A ), which implies that
Then we can decompose σ AO as
From the concavity of fidelity, this gives
Now employing the Gentle measurement lemma (Fact 7), we conclude that 
C. Converse Bound on One-Shot Measurement Compression
where (a) uses Fact 10. Combining this with the identity
we find that the initial number of bits of shared-randomness Alice and Bob have is
where (a) uses Fact 11. Similarly, we have bits of shared-randomness to compensate for the amount consumed in the previous protocol. According to Fact 13, this quantity is positive. This process continues for all n m blocks. From Fact 12, we have that the overall error in terms of the purified distance is at most 10 n m ε ≤ 10ε. The number of bits communicated in the protocol is
Using Fact 10, we can upper bound
Similarly, we have
Combining this with Equations 7 and 8, and setting m = √ n, we find that This completes the proof.
E. Protocol for Randomness Extraction With Quantum Side Information
Proof of Theorem 3. Let n def = |C|·2 −k ε . Letq be the pairwise independent distribution over C × C × . . . C (n times) as constructed in Claim 1. Let C 1 , . . . C n ≡ C be n copies of the register C, and let σ C 1 ,...C n be the quantum state obtained from the distributionq in the basis {|c 1 , . . . c n }. For any quantum state GC that satisfies
invoke Lemma 1, with P ← G and Q ← C. From Lemma 2, it holds that C (b times) , and let J be a register of dimension n. Let U def = U 1 J and θ U =
The protocol is as follows, which is constructed using only the value k.
1) Rename register C as C 1 . Introduce registers C 2 , . . . C n in the quantum state ⊗ n i=2 |11| C i and register U ≡ U 1 J in the quantum state θ U . 2) Conditioned on value j in register J , swap C j with C 1 .
The global quantum state at this stage is
3) Conditioned on the value j in register J and c j in register C j , apply a unitary W 1 which maps the quantum state
This is possible sinceq(c 1 , . . . c j −1 , c j +1 , . . . c n |c j ) is uniform in its support of size |U 1 | = |C| b , as guaranteed by Claim 1. The global quantum state at this stage is
4) Apply a unitary W 2 which maps the quantum state σ C 1 ,...C n to the quantum state
This is possible sinceq is uniform in its support of size |C| b+1 , as guaranteed by Claim 1. From Equation 9, the overall quantum state on registers GC 1 , . . . C n , U 1 is close to
5) Set C def = J C b+1 . . . C n U 1 and chooseŪ , V such that U V def = C 1 . . . C b+1 and |Ū | = |U | = |U 1 ||J |. This can be achieved by dividing C 1 , . . . C b+1 into smaller registers. Analysis: We obtain
Further, log |U | = log |U 1 | + log |J | = b log |C| + log n ≤ 2 log |C| − k + 2 log 1 ε ,
where the inequality holds since log n = log |C| − k + log 1 ε , implying that log n log |C| · log |C| ≤ log |C| + log 1 ε . This completes the proof. -quantum proof randomness extraction protocol as obtained in Theorem 3, with an initially shared-randomness of 2 log |W | − k − 4 log 1 δ bits, such that the number of bits of shared-randomness gained by the protocol is at least
F. Achievability Result for Measurement Compression With Feedback
. This implies that the total initial shared-randomness required for the protocol is r 1 ≤ 4 log |W | + log 64 ε 5 δ 5 and the total final shared-randomness obtained is
. By applying the triangle inequality for purified distance (Fact 3) to the error incurred in Theorems 1 and 3, we have an overall error in the purified distance of 10ε + 3δ. Note that Pinsker's inequality (Fact 9) is also applied to Theorem 3 to convert the error incurred in the relative entropy to the error incurred in the purified distance. This completes the proof.
VII. CONCLUSION
In this paper, we explore the problem of quantum measurement compression with quantum side information in the oneshot setting. Previously, this task had only been studied in the asymptotic and i.i.d. setting [2] , [11] . Our discussion centers on the communication required to achieve such a task and the randomness cost of the protocol. Our approach gives rise to a new formulation of the convex-split lemma that substantially reduces the randomness cost. As a result, we obtain the optimal rates of communication and the randomness cost in the asymptotic and i.i.d. setting.
Further, we also arrive at a new protocol for the important cryptographic primitive of strong randomness extraction in the presence of quantum side information. The protocol relies on the convex-split lemma with limited randomness to obtain the near-optimal number of uniform bits as characterized by conditional min-entropy [21] . An important question in this direction is whether we can further reduce the initial number of bits of randomness, given that the state-of-the-art [26] is much smaller. Combining our protocol for randomness extraction with quantum measurement compression produces a one-shot protocol for quantum measurement compression without feedback, which converges to the optimal rate in the asymptotic and i.i.d. setting [11] .
An exciting problem would be to use the results presented in this paper for tasks such as one-shot purity distillation [6]- [10] . Another important question is to reduce the amount of shared-entanglement in communication protocols that use convex-split and position based decoding techniques. This question has been answered in the recent work [62] , by appropriately extending the convex-split lemma constructed here to the fully quantum domain. But reducing the amount of resource in resource-theoretic applications of the convex-split method still remains open [63] - [65] , and we believe that our techniques will also shed light on this problem.
