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Abstract
We present a finite volume scheme, first on the Burgers equations, then on the
Euler equations, based on a conservative reconstruction of shocks inside each cells of
the mesh. Its main features are the following:
• the scheme is exact whenever the initial datum is a pure shock, in the sense that
the approximate solution is the exact solution averaged over the cells of the mesh;
• in general, the scheme has a very low numerical diffusion and the shocks have a
width of one or two cells;
• no spurious oscillations in the momentum appear behind slowly moving shocks,
which is not the case in most of the scheme developed so far;
We also present prospective result on the full Euler equations with energy. The wall
heating phenomenon, which is an artificial elevation of the temperature when a shock
reflects on a wall, is also drastically diminished.
Key phrases: Shock capturing scheme; Euler equations; slowly moving shocks; wall heat-
ing phenomenon
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Introduction
When approaching the solution of hyperbolic system, each finite volume scheme introduces
a small amount of dissipation. The main effect of this numerical viscosity is to smear out
the discontinuities over several cells. But in some cases, even the simplest finite volume
scheme, as Lax-Friedrichs’s or Godunov’s, fails to approach the solution in a satisfactory
way. In [Qui94], Quirk gives a list of such failings. We recall two of them in the context
of gas dynamics. The first one is the apparition of an artificial spike in the momentum,
followed by spurious oscillations, when computing a slowly moving shock (i.e. a shock
that travels slowly compared to the speed of sound). The second one is the wall heating
phenomenon, which is a nonphysical spike on the internal energy when a shock reflects on
a solid wall, or when two shocks interact. It is worth noticing that for the slowly moving
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shocks as for the shock reflections, higher order schemes can lead to less satisfactory results
than the first order schemes. In both those cases, the numerical viscosity is held responsible
(see [JL96, AR97] and [Qui94, Noh87]). Several fixes have been proposed, based on the idea
of adding a sufficient amount of dissipation to the scheme, either “by hand” or by interlacing
two different schemes, see for example [DM96].
In this paper, we propose a finite volume scheme that is exact when the initial datum
is a pure shock (or contact discontinuity). As a consequence, it approaches exactly slowly
moving shocks, and no momentum spikes appear when computing a Riemann problem
containing a slowly moving shock. The wall heating phenomenon seems to be eliminated
as well. Another nice feature of our scheme is that it reconstructs perfectly isentropic
compression. The numerical simulations show that our scheme is of order 2 on Riemann
problems containing only shocks, which is, up to our knowledge, a novelty.
The main idea of our scheme is the following. Suppose that the initial datum corresponds
to a pure shock located at an interface of the mesh. After one iteration in time, at time ∆t,
this shock has moved inside a cell. As finite volume scheme are designed to be conservative,
the numerical solution will be average in that cell, creating an intermediate value that does
not correspond to a pointwise value of the exact solution. Roughly speaking, our scheme
consists in rebuilding the initial shock inside that cell. Then, the reconstructed shocks are
advected during a time ∆t and the corresponding fluxes are computed. This type of scheme
has been first introduced in [DL01] on scalar conservation law with an increasing convex
flux , and then used to compute non classical shocks in [BCLL08]. A general framework
for framework and a stability analysis can be found in [Lag06] and [Lag08]. Other types of
discontinuous reconstruction has been applied to systems, and particularly to gas dynamics,
in [ADVLCL08] and [LWM08].
Our aim is to generalized this idea to a wider class of hyperbolic equations. In com-
parison with [Lag08], we would first like to suppress the assumption of monotonicity on
the flux, and allow waves to travel in every direction. We must carefully avoid waves in-
teraction near an interface. This can be done in a very simple way with a moving mesh,
where the interfaces are enough bend, so that every wave travel slower than the mesh. The
Rusanov scheme and its higher order extensions can be interpreted this way. Second, we
attempt to apply this method to system of conservation laws. The solution of the Riemann
problem consists in the succession of several waves (shocks, contact discontinuities or rar-
efactions) and it is a priori unclear how to reconstruct the solution. In every cell, we choose
to reconstruct the solution as a single shock or contact discontinuity.
The paper is organized as follows. In the first section, we present the reconstruction
scheme on a single conservation law with convex flux, typically the Burgers equation. We
describe the three steps of the scheme: reconstruction, advection and march in time, and
insist on the necessity to use a moving mesh to avoid wave interaction. In the second
section, we extend this scheme to the barotropic Euler equations. The key point is to
choose the wave that has to be reconstructed. We present a simple criterion that we believe
is relevant and robust. The reconstruction scheme degenerates to Lax-Friedrichs scheme
in smooth regions. We explain how to coupled it with higher order schemes to regain
accuracy in those regions, and present various numerical tests. Remarkably, the spurious
oscillations behind a slowly moving shock are completely eliminated. The third and last
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section is devoted to prospective results on the Euler equations with energy. We present
some simulations of shock reflections, where the wall heating phenomenon is eliminated.
This results are encouraging and show that the reconstruction scheme do extend to the full
Euler equation. However this simulations are done with a rather abrupt detection of the
contact discontinuities, and could probably be improved with a smarter criterion to decide
which wave should be reconstructed. In a forthcoming version of this paper, we will discuss
the two dimensional extension on the shallow water equation.
Acknowledgments The author heartily thanks Frédéric Lagoutière for his enlightening
advice and guidance during the achievement of this work.
1 Presentation of the scheme on scalar conservation law
We consider the Cauchy problem for a scalar conservation law{
∂tu+ ∂xf(u) = 0 for t ∈ R+ and x ∈ R
u|t=0 = u
0.
(1)
where the flux f is C1(R) and the initial data u0 are in L∞(R). We are interested in entropy
solution, i.e. weak solutions of (1) that verify the additional entropy inequality
∂tS(u) + ∂xG(u) ≤ 0 for t ∈ R+ and x ∈ R. (2)
The functions (S,G) are an entropy-entropy flux pair: both S and G are C1, S is convex
and G′ = S′f ′. If f and S are strictly convex, then this solution is unique, as proven for
example in [Kru70, GR91].
Let us now consider a finite volume scheme for (1). We denote by t0 = 0 < t1 < · · · <
tn < · · · the successive times where the solution is computed, and by ∆tk = tk+1 − tk the
corresponding time steps. We subdivide the space R in cells having all the same size ∆x.
We denote by xj = j∆x the centers of the cells and by xj+1/2 = xj +
∆x
2 their extremities.
Finally, we denote by unj an approximation of the exact solution at time t
n, averaged on
cell j:
unj ≈
1
∆x
∫ xj+1/2
xj−1/2
u(tn, x)dx.
Integrating (1) on the slab [tn, tn+1]× [xj−1/2, xj+1/2], we obtain the family of finite volume
schemes 

un+1j = u
n
j −
∆tn
∆x
(
fnj+1/2 − f
n
j−1/2
)
, n ≥ 0,
u0j =
1
∆x
∫ xj+1/2
xj−1/2
u0(x)dx,
(3)
where the numerical flux fnj+1/2 is an approximation of
∫ tn+1
tn f(u(t, xj+1/2))dt that charac-
terized the scheme. It remains to explain how the fluxes are chosen in our scheme. There
is not much difference with the case of linear advection presented, in term of discontinuous
reconstruction scheme, in [BCLL08]. The idea is depicted on Figure 1. We consider that the
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value unj in cell j is actually coming from the averaging of a shock between u
n
j−1 and u
n
j+1
located somewhere inside the cell. Starting from unj we can reconstruct this discontinuity.
By conservation of mass, it should lie at a distance
dnj = ∆x
unj+1 − u
n
j
unj+1 − u
n
j−1
of the left interface. It falls inside the cell if and only if unj takes value between its neighbors
unj+1 and u
n
j−1. We do not want to reconstruct a shock that is not entropy satisfying.
Therefore, as f is convex, we accept the reconstruction only if unj−1 ≥ u
n
j+1.
PSfrag replacements
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Figure 1: Conservative reconstruction of a shock.
We now let the reconstructed discontinuities evolve during a time ∆t and compute the
fluxes at each interface. Suppose for a minute that minx∈R f
′(u0(x)) > 0. Then every
reconstructed shock travels to the right and, if two such shocks interact, the resulting waves
will also travel to the right. As a consequence, if we perform a reconstruction in cell j, we
know that the reconstructed shock will cross the right interface at time
∆tj+1/2 =
∆x− dnj
σnj
where σnj =
f(unj−1)−f(u
n
j+1)
unj−1−u
n
j+1
is the speed of the reconstructed shock. As everything is coming
from the left, the flux passing through the j + 1/2 interface is f(unj+1) before the crossing
time and f(unj−1) afterwards (if the crossing time is smaller than the time step ∆t).
Suppose now that it exists a sonic point, i.e. that f ′(u0) changes sign. If u0 is decreasing,
we can reconstruct in every cell with entropy satisfying shocks. Then by convexity of f ,
σnj is bigger than σ
n
j+1 and it is possible that the two waves interact near their common
interface in xj+1/2, as depicted on Figure 2. Moreover, the resulting wave can travel in any
direction, and it becomes impossible to compute the flux through this interface without
solving the new Riemann problem created by the interaction of the waves.
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Figure 2: Interaction of waves near an interface. On the left, the bold lines represent the
reconstruction and the arrows the speed of the shocks. On the left, the auto similar waves
created by the reconstructed shocks are drew in the (x, t) plane.
To overcome this difficulty we use a moving mesh. The property of propagation at
finite speed states that the speed of waves are smaller than Vwaves = maxj∈Z |f
′(uj)|. We
introduce a mesh speed Vmesh ≥ Vwaves and bend the interface according to it. It follows that
the shock reconstructed in cell Cj will cross the left interface. Moreover, even though two
adjacent waves interact, the resulting waves will also travel slower than Vmesh. Therefore,
they will not catch up with the interface, as depicted on Figure 3. At the next time iteration,
the mesh is bent in the other direction so that the space grid is unchanged after two time
steps.
Figure 3: A mesh with interfaces traveling faster than the maximum of wave speeds. Two
interactions between adjacent waves occur, but the resulting perturbations of the solution
do not cross the interfaces.
This use of a moving mesh makes possible the computation of the flux without resolving
any wave interaction. The very same idea is the key stone of the central schemes. Indeed, if
|Vmesh| > Vwaves, the evaluation of the solution of Riemann problems along the x = Vmesht
becomes a trivial task. This is used in the Rusanov scheme, where Vmesh is locally computed,
and in its higher order extension initiated in [NT90] .
1.1 Reconstruction scheme
Summarizing the previous section, we split the reconstruction scheme into 3 steps.
Step 1: Reconstruction
We first try to reconstruct, for every j ∈ Z, the value unj as the average of an entropy
satisfying shock between unj−1 and u
n
j+1. If it is not possible, nothing is done. In other
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words, we compute the distance to the left interface of the cell by conservation of mass
dnj = ∆x
unj+1 − u
n
j
unj+1 − u
n
j−1
, (4)
and we accept the reconstruction if and only if it corresponds to an entropy satisfying shock
lying inside the cell. We introduce the reconstructed states{
unj,L = u
n
j−1 and u
n
j,R = u
n
j+1 if 0 < d
n
j < ∆x and u
n
j−1 > u
n
j+1,
unj,L = u
n
j and u
n
j,R = u
n
j , otherwise ,
(5)
and the speed associated to the reconstructed shock
σnj =
{
f(uj,L)−f(uj,R)
uj,L−uj,R
if 0 < dnj < ∆x and u
n
j−1 > u
n
j+1,
f ′(uj) otherwise.
(6)
Step 2: Computation of the fluxes
We suppose at time tn, the mesh speed V n
mesh
is given such that
|V nmesh| ≥ V
n
waves = max
j∈Z
|f ′(unj )|. (7)
In practice, V n
mesh
will change of sign at each iteration. The finite volume scheme is now
obtained by integrating (1) on the slab
{(t, x) : tn ≤ t ≤ tn+1, xnj−1/2 + tV
n
mesh ≤ x ≤ x
n
j+1/2 + tV
n
mesh},
where the extremities of the space cells are now defined from time to time by xn+1j+1/2 =
xnj+1/2 + V
n
mesh
∆t. Therefore fnj+1/2 is now an approximation of
∫ tn+1
tn
f(u(t, xnj+1/2 + V
n
mesht))− V
n
meshu(t, x
n
j+1/2 + V
n
mesht)dt.
Our construction of the numerical fluxes is as follow. If V n
mesh
< 0, the reconstructed shocks
cross the right interface x = xnj+1/2 + V
n
mesh
t. The crossing time ∆t
n+1/2
j+1/2 verifies
xnj−1/2 + dj + σ
n
j ∆t
n+1/2
j+1/2 = x
n
j+1/2 + V
n
mesh∆t
n+1/2
j+1/2 ,
and is therefore equals to
∆t
n+1/2
j+1/2 =
∆x− dnj
σnj − V
n
mesh
.
Consequently, we set
∆tfnj+1/2 =min(∆t,∆t
n+1/2
j+1/2 )
(
f(unj,R)− V
n
meshu
n
j,R
)
+ (∆t−min(∆t,∆t
n+1/2
j+1/2 ))
(
f(unj,L)− V
n
meshu
n
j,L
)
.
(8)
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If V n
mesh
> 0, then the reconstructed shocks cross the left interface and we denote by
∆t
n+1/2
j−1/2 =
dj
V n
mesh
− σnj
the crossing time. The flux is given by
∆tfnj−1/2 =min(∆t,∆t
n+1/2
j−1/2 )
(
f(unj,L)− V
n
meshu
n
j,L
)
+ (∆t−min(∆t,∆t
n+1/2
j−1/2 ))
(
f(unj,R)− V
n
meshu
n
j,R
)
.
(9)
Step 3: March in time
We update compute u at the next time by applying
un+1j = u
n
j −
∆tn
∆x
(
fnj+1/2 − f
n
j−1/2
)
, n ≥ 0.
Remark 1.1. When no reconstruction is performed, either because unj−1 and u
n
j+1 are linked
by a rarefaction wave, or because dj does not belong to [0,∆x], the value of dj does not
matter. The flux degenerates toward a simple left or right decentering
fnj+1/2 =
{
f(unj )− V
n
mesh
unj if V
n
mesh
< 0
f(unj+1)− V
n
mesh
unj+1 if V
n
mesh
> 0
which also corresponds to the fluxes of the staggered Lax-Friedrichs scheme, which is con-
vergent under Hypothesis (7).
Proposition 1.2. The reconstruction scheme is consistent: if unj = u
n
j+1, then f
n
j+1/2 =
f(unj )− V
n
mesh
unj .
Proof. Indeed, if unj = u
n
j+1, no reconstruction is performed.
The stability and convergence of reconstruction scheme for scalar conservation law has
recently been studied in [Lag06], where two extensions of the scheme inside rarefaction
waves are also proposed.
Remark 1.3. The use of a staggered mesh imposes the CFL condition
∆tn ≤
∆x
|V n
mesh
|+ Vwaves
.
Proposition 1.4. When the initial data correspond to a pure shock, i.e. has the form
u|t=0(x) = ul1x<0 + ur1x>0,
with ul > ur, then the reconstruction scheme is exact, in the sense that
unj =
1
∆x
∫ xj+1/2
xj−1/2
uexa(n∆t, x)dx.
The function
uexa(t, x) = ul1x< f(ul)−f(ur)
ul−ur
t
+ ur1x> f(ul)−f(ur)
ul−ur
t
is the exact solution.
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Proof. The scheme is exactly build to that purpose. For the sake of simplicity we suppose
that ul > ur > 0. Therefore for every u ∈ [ur, ul], every wave generated by a Riemann
problem between ul an u or between u and ur has a positive speed and it is not necessary
to use a moving mesh. We set V n
mesh
= 0 for all n. Let us proceed by induction. Suppose
that for some n ≥ 0, for every j ∈ Z,
unj =
1
∆x
∫ xj+1/2
xj−1/2
uexa(n∆t, x)dx.
It is true for n = 0 as soon as the initial sampling is done correctly. We denote by j0 the
cell where the shock is located and by δ ∈ [0,∆x] its distance to xj0−1/2. We have

unj = ul if j < j0,
unj0 =
δ
∆xul +
∆x−δ
∆x ur if j = j0,
unj = ur if j > j0.
As a consequence, the scheme reconstructs the shock in cell j0 with dj0 = δ, and it has the
correct speed
σj0 =
f(ur)− f(ul)
ur − ul
.
Moreover, as unj0−2 = u
n
j0−1
and unj0+1 = u
n
j0+2
, no reconstruction is performed in cells j0−1
and j0 + 1, and
fnj0−1/2 = f(ul) =
u2l
2
,
while
fnj0+3/2 = f(ur) =
u2r
2
.
We now compute the flux fnj0+1/2. The reconstructed discontinuity crosses the right interface
at time
∆t
n+1/2
j0+1/2
=
(∆x− δ)
σj0
.
If ∆tj0+1/2 is smaller than ∆t, then Formula (8) rewrites
∆tfnj0+1/2 = ∆t
n+1/2
j0+1/2
f(ur) + (∆t−∆t
n+1/2
j0+1/2
)f(ul)
=
(∆x− δ)
σj0
[f(ur)− f(ul)] + ∆tf(ul)
=
(∆x− δ)(ur − ul)
f(ur)− f(ul)
[f(ur)− f(ul)] + ∆tf(ul).
We obtain
fnj0+1/2 =
∆x− δ
∆t
(ur − ul) + f(ul),
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and therefore we have
un+1j0 = u
n+1
j0
−
∆t
∆x
(fnj0+1/2 − f
n
j0−1/2
)
=
δ
∆x
ul +
∆x− δ
∆x
ur −
∆t
∆x
(
∆x− δ
∆t
(ur − ul) + f(ul)− f(ul)
)
= ul
and, if we denote by δ′ the quantity δ +∆tσj0 −∆x,
un+1j0+1 = u
n+1
j0+1
−
∆t
∆x
(fnj0+3/2 − f
n
j0+1/2
)
= ur −
∆t
∆x
(
f(ur)−
[
∆x− δ
∆t
(ur − ul) + f(ul)
])
=
δ′
∆x
ul +
∆x− δ′
∆x
ur.
The crossing time ∆t
n+1/2
j0+1/2
is smaller than ∆t if and only if δ + σj0∆t is larger than ∆x.
Therefore, in that case at time n + 1, the shock has moved inside the cell j0 + 1 and its
distance to the left interface is exactly δ′. On the other hand, when ∆t
n+1/2
j0+1/2
≥ 0, the shock
is still in cell j0 at time n + 1. Its distance to the left interface is δ
′ = δ + ∆tσj0 . In that
case, the flux fnj0+1/2 is simply f(ur), and we easily obtain u
n+1
j0+1
= ur and
un+1j0 = u
n+1
j0
−
∆t
∆x
(fnj0+1/2 − f
n
j0−1/2
)
=
δ
∆x
ul +
∆x− δ
∆x
ur −
∆t
∆x
(f(ur)− f(ul))
=
δ′
∆x
ul +
∆x− δ′
∆x
ur,
which concludes the proof.
1.2 Numerical test: isentropic compression
We perform a numerical test that exhibit the non diffusive behavior of the reconstruction
scheme. We consider the Burgers equation f(u) = u
2
2 with the initial data
u0(x) =


3 if x ≤ −3;
3− (x+ 3) if − 3 ≤ x ≤ −1;
1 if 1 ≤ x.
The exact solution is given by
u(t, x) =
{
3 ∗ 1x≤−3+3t +
(
3− x−(3+3t)(1−t)
)
1−3+3t<x<−1+t + 1−1+t≤x if t < 1
3 ∗ 1x≤2(t−1) + 12(t−1)<x if t ≥ 1
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Figure 4: Simulation of an isentropic compression with the Godunov scheme and the recon-
struction scheme
We compare the Godunov scheme and the reconstruction scheme on the interval [−4, 2]
discretized with 100 cells. The CFL number is 0.4. As depicted on Figure 4, the shock is
perfectly reconstructed at time T = 1 with the reconstruction scheme, while it is smeared
out on 10 cells by the Godunov’s scheme. After time T = 1, the shock is exactly advected by
the reconstruction scheme, while the Godunov scheme’s is still diffusing it. The apparition
of steps inside the isentropic compression is very similar to those which appears in the
smooth regions in [DL01] and [Lag06]. It does not affect the order of convergence of the
scheme. Entropy fixes have been proposed in [Lag06], and no such steps appear in [LWM08]
2 Extension to the isothermal Euler equation
2.1 Adaptation of the reconstruction scheme
This section is devoted to the generalization of the reconstruction scheme to a particular
system of conservation laws, the isothermal Euler equations. It describes the evolution of
an inviscid compressible gas, having density ρ and velocity u, when the pressure law is
p = p(ρ) = c2ρ. Here, c is the speed of sound. This pressure law to avoids us to deal with
vacuum, but the scheme extend straightforwardly to pressure laws p(ρ) = aργ with a > 0
and γ > 1 when there is no vacuum. The Cauchy problem for this system writes

∂tρ+ ∂x(ρu) = 0,
∂t(ρu) + ∂x(ρu
2 + c2ρ) = 0,
ρ|t=0 = ρ
0 and u|t=0 = u
0.
(10)
This system is strictly hyperbolic, the eigenvalues of the jacobian matrix being u − c and
u + c. The corresponding fields are genuinely nonlinear. This system has been widely
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studied. We are here interesting in the structure of the Riemann problem that can be
found, for example, in [Eva10]. We recall that a Riemann problem is (10), with initial data{
ρ0(x) = ρL1x<0 + ρR1x>0,
u0(x) = uL1x<0 + uR1x>0.
The solution consists of the succession of two waves, rarefactions or shocks, separated by an
intermediate state. As a consequence, unless we start with very specific initial data, there
is no reason for states (ρnj−1, u
n
j−1) and (ρ
n
j+1, u
n
j+1) to be linked by an entropy satisfying
shock, and the Riemann problem between these two states is more likely to develop the full
pattern of two waves. How to decide for a reconstruction procedure in this framework? We
decided to try to reconstruct the state (ρnj , u
n
j ) as the average of one of the waves appearing
in the Riemann problem between its neighbor states (ρnj−1, u
n
j−1) and (ρ
n
j+1, u
n
j+1). This
wave must be an entropy satisfying shock and must somehow be the prevailing wave in the
Riemann problem. We use the following lemma to decide wether we try to reconstruct and
which wave is chosen.
Lemma 2.1. If uL > uR and ρL < ρR, then the Riemann problem between (ρL, uL) and
(ρR, uR) contains a 1-shock . If uL > uR and ρL > ρR, it contains a 2-shock.
Proof. Let us denote by (ρI , uI) the intermediate state of this Riemann problem. As the
velocity increases through rarefaction waves, the Riemann problem contains at least one
shock. Moreover, the density decreases through 1-rarefaction waves and 2-shocks, and
increases through 1-shocks and 2-rarefaction waves. Hence, if ρL < ρR, the Riemann
problem contains a 1-shock, while if ρL > ρR, it contains a 2-shock.
The scheme is built as follow.
Step 1: Reconstruction
We decide wether we should try to reconstruct in cell j using Lemma 2.1. We denote by
(ρ∗j , u
∗
j ) the intermediate state in the Riemann problem between (ρ
n
j−1, u
n
j−1) and (ρ
n
j+1, u
n
j+1).
The candidates for the reconstructed states are:
(ρ¯nj,L, u¯
n
j,L) =


(ρnj−1, u
n
j−1) if u
n
j−1 > u
n
j+1 and ρ
n
j−1 < ρ
n
j+1;
(ρ∗j , u
∗
j ) if u
n
j−1 > u
n
j+1 and ρ
n
j−1 > ρ
n
j+1;
(ρnj , u
n
j ) otherwise;
(11)
and
(ρ¯nj,R, u¯
n
j,R) =


(ρ∗j , u
∗
j ) if u
n
j−1 > u
n
j+1 and ρ
n
j−1 > ρ
n
j+1;
(ρnj+1, u
n
j+1) if u
n
j−1 > u
n
j+1 and ρ
n
j−1 < ρ
n
j+1;
(ρnj , u
n
j ) otherwise.
(12)
It corresponds respectively to a 1-shock reconstruction, a 2-shock reconstruction and no
reconstruction.
Remark 2.2. If by extraordinary (ρnj−1, u
n
j−1) and (ρ
n
j+1, u
n
j+1) were linked by a single shock,
we will have
(ρ¯nj,L, u¯
n
j,L) = (ρ
n
j−1, u
n
j−1) and (ρ¯
n
j,R, u¯
n
j,R) = (ρ
n
j+1, u
n
j+1).
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This is crucial to approach exactly pure shocks.
We denote by σj the associated speed of the shock, set arbitrarily to 0 when no recon-
struction is performed:
σj =


unj−1 − c
√
ρ∗j
ρnj−1
if unj−1 > u
n
j+1 and ρ
n
j−1 > ρ
n
j+1;
unj+1 + c
√
ρ∗j
ρnj+1
if unj−1 > u
n
j+1 and ρ
n
j−1 < ρ
n
j+1;
0 otherwise;
(13)
We then compute the distances to the left interface. We now have two distances, one for
the conservation law on the density ρ and one for the conservation law on the momentum
q = ρu:
dn,ρj = ∆x
ρ¯nj,R − ρ¯
n
j
ρ¯nj,R − ρ¯
n
j,L
and dn,qj = ∆x
q¯nj,R − q¯
n
j
q¯nj,R − q¯
n
j,L
. (14)
We insists on the fact that even though we reconstruct a different discontinuity in ρ and q, it
has the same speed σnj in the two variables. We must now decide whether the reconstruction
is accepted or not. The most natural choice is to accept the reconstruction when 0 < dn,ρj <
∆x and 0 < dn,qj < ∆x, i.e. when we are able to place the discontinuity inside the cell,
such that both ρ and q are conserved in the cell. This choice will be referred to as the fully
conservative reconstruction. However, we also consider the case where the reconstruction is
accepted whenever 0 < dn,ρj < ∆x. No condition is required on d
q
j,n, which means that the
reconstruction on the momentum can be nonconservative. This choice will be referred to
as the half conservative reconstruction. The numerical tests below will show the interest of
this less severe choice.
Definition 2.3. For the isothermal Euler equation (10), the left and right reconstructed
states are:
• for the fully conservative reconstruction,
(ρnj,L, u
n
j,L, ρ
n
j,R, u
n
j,R) =
{
(ρ¯nj,L, u¯
n
j,L, ρ¯
n
j,R, u¯
n
j,R) if 0 < d
n,ρ
j < ∆x and 0 < d
n,q
j < ∆x;
(ρnj , u
n
j , ρ
n
j , u
n
j ) otherwise.
(15)
• for the half conservative reconstruction,
(ρnj,L, u
n
j,L, ρ
n
j,R, u
n
j,R) =
{
(ρ¯nj,L, u¯
n
j,L, ρ¯
n
j,R, u¯
n
j,R) if 0 < d
n,ρ
j < ∆x;
(ρnj , u
n
j , ρ
n
j , u
n
j ) otherwise.
(16)
where ρ¯nj,L, u¯
n
j,L, ρ¯
n
j,R and u¯
n
j,R are defined in (11,12), and d
n,ρ
j , d
n,q
j are defined in (14).
Step 2: Computation of the fluxes
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The fluxes are computed exactly as in the previous section, Equations (8) and (9). The
only difference is that in general, dn,ρj 6= d
n,q
j and we now have two crossing times

∆tρj+1/2 =
∆x−dn,ρj
σj−Vmesh
;
∆tqj+1/2 =
∆x−dn,qj
σj−Vmesh
;
or


∆tρj−1/2 =
dn,ρj
Vmesh−σj
;
∆tqj−1/2 =
dn,qj
Vmesh−σj
,
for Vmesh < 0 and Vmesh > 0 respectively. The fluxes are given by

∆tfn,ρj+1/2 =min(∆t,∆t
ρ
j+1/2)
(
fρ(ρnj,R, q
n
j,R)− Vmeshρ
n
j,R
)
+ (∆t−min(∆t,∆tρj+1/2))
(
fρ(ρnj,L, q
n
j,L)− Vmeshρ
n
j,L
)
;
∆tfn,qj+1/2 =min(∆t,∆t
q
j+1/2)
(
f q(ρnj,R, q
n
j,R)− Vmeshq
n
j,R
)
+ (∆t−min(∆t,∆tqj+1/2))
(
f q(ρnj,L, q
n
j,L)− Vmeshq
n
j,L
)
,
(17)
when Vmesh is positive, and

∆tfn,ρj−1/2 =min(∆t,∆t
ρ
j−1/2)
(
fρ(ρnj,L, q
n
j,L)− Vmeshρ
n
j,L
)
+ (∆t−min(∆t,∆tρj−1/2))
(
fρ(ρnj,R, q
n
j,R)− Vmeshρ
n
j,R
)
;
∆tfn,qj−1/2 =min(∆t,∆t
q
j−1/2)
(
f q(ρnj,L, q
n
j,L)− Vmeshq
n
j,L
)
+ (∆t−min(∆t,∆tqj−1/2))
(
f q(ρnj,R, q
n
j,R)− Vmeshq
n
j,R
)
;
(18)
when Vmesh is negative. Here, f
ρ and f q denote the two components of the flux: fρ(ρ, q) = q
and f q(ρ, q) = q
2
ρ + c
2ρ.
Step 3: March in time
Eventually, the conservative variables are updated to the next time step:{
ρn+1j = ρ
n
j −
∆t
∆x(f
n,ρ
j+1/2 − f
n,ρ
j−1/2),
qn+1j = q
n
j −
∆t
∆x(f
n,q
j+1/2 − f
n,q
j−1/2).
(19)
Proposition 2.4. The reconstruction scheme is consistant, and exact on pure shocks.
Proof. We proceed once again by induction, and focus on the case of a 1-shock. We denote
by (ρL, qL) (resp. (ρR, qR)) the left (resp. the right) density and momentum. Suppose that
at the n-th iteration, the scheme gave the exact average of the solution. Denote by j0 the
cell where the shock lies, and by δ its distance to the right interface of the j0-th cell. In
other words, we have

ρnj = ρL if j < j0,
ρnj0 =
δ
∆xρL +
∆x−δ
∆x ρR if j = j0,
ρnj = ρR if j > j0,
and


qnj = qL if j < j0,
qnj0 =
δ
∆xqL +
∆x−δ
∆x qR if j = j0,
qnj = qR if j > j0.
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Let us first check that unj0−1 ≥ u
n
j0
≥ unj0+1. This insures that a 1-shock is detected in cell
j0 with Lemma 2.1. We denote by β the quantity
α
∆x . We have
uj0 − uL =
βqL + (1− β)qR
βρL + (1− β)ρR
−
qL
ρL
=
ρL(βqL + (1− β)qR)− qL(βρL + (1− β)ρR)
ρL(βρL + (1− β)ρR)
=
(1− β)(ρLqR − ρRqL)
ρL(βρL + (1− β)ρR)
=
(1− β)ρLρR(uR − uL)
ρL(βρL + (1− β)ρR)
≤ 0,
and we obtain similarly that uj0 is bigger than uR. Therefore the 1-shock is detected,
and with no change compared to the scalar case, its position and speed are correctly re-
constructed. It remains to prove that no reconstruction is performed on cells j0 − 1 and
j0 + 1. In both those cells, Lemma 2.1 detects a 1-shock. Therefore in cell j0 − 1, the
left reconstructed density is ρL and, by conservation of ρ, no reconstruction can be per-
formed in this cell. In cell j0 + 1, no reconstruction is performed if the Riemann problem
between (ρj0 , qj0) and (ρR, qR) contains a 1-shock and a 2-rarefaction. Indeed in that case,
the density is increasing, and both the left and the right reconstructed densities are smaller
than ρj0+1 = ρR, which blocks the reconstruction. Let us prove that this Riemann problem
cannot contains a 1-shock and a 2-shock. If it was possible, the middle state (ρ∗, q∗) would
belong to the light gray region in Figure 5. Indeed, we would have u∗ > uR and ρ∗ > ρR.
On the other hand, (ρ∗, q∗) is also on the 1-wave curve of (ρj0 , qj0). This state lies on the
chord joining (ρL, qL) and (ρR, qR), and hence the 1-wave curve of (ρj0 , qj0) (dark gray curve
in the Figure 5) is below the 1-wave curve of (ρL, qL). This last curve does not pass through
the light gray area, because it is concave and its slope in ρR is smaller than uR, and we
obtain a contradiction.
14
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(ρL, qL)
(ρj0 , qj0)
(ρR, qR)
(ρ∗, q∗)
ρ
q
Figure 5: The Riemann problem between cells j0 and j0+2 cannot consist of a 1-shock and
a 2-shock
Once we notice that at each time step, the two reconstructed distances dn,ρj and d
n,q
j are
equal, the remaining of the proof is identical to that of the scalar case.
2.2 Slowly moving shocks
Many finite volume schemes fails to approach correctly shocks that move slowly compared
to the speed of sound. Typically, a spike in the momentum appears in the first iterations in
time, and is then, by conservation of the momentum, counterbalance by a hollow. The spike
oscillates through time in an almost periodic manner, where the period corresponds to the
time that the shock needs to cross an entire cell. Therefore, even though the oscillations are
diffused by the scheme, it is a constant source of error that is blamed for slow convergence
to the steady state (see [Noh87] and [Men94]). Moreover, higher order schemes tend to
better preserve the spurious oscillations (that should not be here) better than first order
scheme. This problem was first report by Colella and Woodward in [WC84]. In [Rob90]
and [AR97], numerous numerical tests and comparison between schemes are performed.
Unlike all schemes tested in those papers, the half and fully conservative reconstruction
schemes are exact not only on steady shocks, but on all shocks (see Proposition 2.4). This
can be checked on the top of Figure 6, where the spurious oscillations created by all the
other schemes can be seen. This good property is inherited when computing a Riemann
problem containing a slowly moving shock with the half conservative reconstruction scheme,
but lost with the fully conservative reconstruction scheme, as depicted on the bottom of
Figure 6. Those simulations are run on a mesh with 200 cells, with a CFL number of 0.45.
In both simulations, ρL = 1 and ρR = 20 and the speed of sound is c = 0.5.
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Figure 6: Comparison of the half conservative (HCRec) and fully conservative (FCRec)
reconstruction schemes with classical schemes on a unique slowly moving shock (top) and
on a Riemann problem consisting of a slowly moving 1-shock followed by a 2-shock (bottom).
The data on top of Figure 6 are prepared to correspond to a 1-shock moving at speed 0.1:
uL = 0.1 + c ∗
√
ρR
ρL
and uR = 0.1 + c ∗
√
ρL
ρR
, which yields qL ≈ 2.4361 and qR ≈ 3.2361. It
crosses a cell in approximately 6.25 iterations. Inthe bottom of Figure 6, the momentum is
modified: qL ≈ 2.6361 and qR ≈ 1.2361. When the initial data consist of a Riemann problem
only containing shocks, even if one of them is a slowly moving one, the reconstruction scheme
is of order 2. This is illustrated on the left of Figure 7. On the right of this figure, we can
see that the error is entirely due to the first iterations in time. Once the two shocks are
separated, the shocks are better approximated, and no diffusion appears. The data are the
same than in the bottom of Figure 6.
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Figure 7: Left: order of the half conservative reconstruction on the Riemann problem only
containing shocks. Right: L1 error through time for different CFL conditions, for a mesh
of 500 cells.
An explanation of the superiority of the half conservative reconstruction scheme over
the other schemes (including the fully conservative reconstruction scheme) might be linked
to the study of slowly moving shocks by Jin and Liu in [JL96]. In this paper, they proved
with a traveling wave analysis that a momentum spike appears in the viscous shock profile
for the Euler equations with a linear viscosity{
∂tρ+ ∂x(ρu) = ǫ∂xxρ,
∂t(ρu) + ∂x(ρu
2 + c2ρ) = ǫ∂xxq,
when the density has a monotonous profile. When the viscosity is Navier–Stokes-like, the
momentum remains monotonous . We believe that the half conservative reconstruction
scheme is the only one that has a numerical viscosity looking like the physical Navier-
Stokes’ viscosity. Indeed, as the reconstruction in the density is performed whenever it is
possible (while there is an additional constraint on the momentum in the fully conservative
reconstruction), the numerical viscosity is likely to be zero on the mass conservation law
as often as possible. Another argument is that if the momentum spike appears in the fully
conservative reconstruction scheme, it blocks the reconstruction and the scheme will later
behave like the Lax-Friedrichs scheme, while the half conservative reconstruction scheme is
more flexible, and will continue to reconstruct near the shock.
2.3 Use of other schemes in the rarefaction waves
When no shocks are detected, or when the reconstruction is not accepted, the flux de-
generates toward the Lax-Friedrichs flux. As a consequence, it is very diffusive inside the
rarefaction waves. A simple cure is to the replace, whenever it is chosen, the Lax-Friedrichs
flux by a more accurate one. The fluxes write (for the half conservative scheme):
fnj+1/2 =
{
fn,RECj+1/2 if (0 < d
n
j < dx and V
n
mesh
< 0) or (0 < dnj+1 < dx and V
n
mesh
> 0),
fn,NTj+1/2 otherwise,
17
where fn,RECj+1/2 is defined by (17) and (18), while f
n,NT
j+1/2 is another flux on a staggered
grid. In our implementation we use the simplest version of the Nessyahu and Tadmor
scheme [NT90]. There is no Riemann problems to solve, so it almost does not impact the
computation time. As expected, this coupled scheme behaves like the Nessyahu–Tadmor
scheme in the rarefaction wave, and like the reconstruction scheme on the shock. This is
illustrated by the Figure 8 below.
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Figure 8: Comparison of the reconstruction scheme (Rec), the Nessyahu–Tadmor scheme
and the coupled scheme (Rec+NT) on a Riemann problem consisting of a 1-shock and a
2-rarefaction wave. The mesh has 100 cells and the CFL number is 0.1.
3 Prospective results on the full Euler equations
Let us now consider the full gas dynamics equation for an ideal gas:

∂tρ+ ∂x(ρu) = 0,
∂t(ρu) + ∂x(ρu
2 + p) = 0,
∂tE + ∂x(u(E + p)) = 0,
where ρ is the density, u is the fluid’s velocity and E is the total energy per unit volume.
The pressure p writes
p = p(ρ, e) = e(γ − 1)ρ,
where e = Eρ −
1
2u
2 is the specific internal energy and γ is the ratio of specific heat. The
complete solution of the Riemann problem can be found, for example, in [Tor09]. The nov-
elty is that the 2-wave is a contact discontinuity. We denote by U
∗,L/R
j = (ρ
∗,L
j , ρ
∗,R
j , u
∗
j , p
∗
j )
the left and right density, velocity and pressure appearing around the contact discontinuity
in the Riemann problem between Uj−1 = (ρ
n
j−1, u
n
j−1, p
n
j−1) and Uj+1 = (ρ
n
j+1, u
n
j+1, p
n
j+1).
Let us denote by CCFL the CFL number. The wave to be reconstruct is chosen as follow.
• If unj−1 ≥ u
n
j+1, ρ
n
j−1 ≤ ρ
n
j+1, p
n
j−1 ≤ p
n
j+1 and if
|ρj−1 − ρ
∗,L
j | > CCFLmax(|ρ
∗,L
j − ρ
∗,R
j |, |ρ
∗,R
j − ρj+1|),
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we set the desired reconstructed states to be
U¯j,L = Uj−1 and U¯j,R = U
∗,L
j .
In other words, we will try to reconstruct a 1-shock.
• If unj−1 ≥ u
n
j+1, ρ
n
j−1 ≥ ρ
n
j+1, p
n
j−1 ≥ p
n
j+1, and if
|ρ∗,Rj − ρj+1| > CCFLmax(|ρ
∗,L
j − ρ
∗,R
j |, |ρj−1 − ρ
∗,L
j |),
we set the desired reconstructed states to be
U¯j,L = U
∗,R
j and U¯j,R = Uj+1.
In other words, we will try to reconstruct a 3-shock.
• Otherwise, and if
|ρ∗,Lj − ρ
∗,R
j | > CCFLmax(|ρj−1 − ρ
∗,L
j |, |ρ
∗,R
j − ρj+1|),
we set
U¯j,L = U
∗,L
j and U¯j,R = U
∗,R
j .
and try to reconstruct as a 2-contact discontinuity.
Then, we compute the distances dρj , d
q
j and d
E
j by conservation of mass, momentum and total
energy inside the j-th cell. The reconstruction is accepted when the following conditions
are fulfilled:
• Both dρj and d
E
j are between 0 and ∆x;
• Both triplets (ρnj−1, ρ
n
j , ρ
n
j+1) and (u
n
j−1,
1
∆x
∫ xn
j+1/2
xn
j−1/2
urec(x)dx, u
n
j+1) are monotonous;
• Eventually, erec remains positive on the cell.
Here, urec and erec are the piecewise constant reconstructed velocities and internal energy
on the j-cell. The reconstruction scheme appears to be much more complicated in this case.
This is due to the lack of criterion to detect a dominant contact discontinuity. Indeed,
Lemma 2.1 (even with an additional test on the pressure) is still valid for this system as p
and u remains constant through contact discontinuities. But it is not entirely satisfactory
to decide which wave prevails. Indeed, plenty Riemann problems with a 1-shock and a
2-contact discontinuity verify the inequalities
unL ≥ u
n
R, ρ
n
L ≤ ρ
n
R and p
n
L ≥ p
n
R
even though the shock is small and the rarefaction is strong. This is why we added additional
constraints like
|ρj−1 − ρ
∗,L
j | > CCFLmax(|ρ
∗,L
j − ρ
∗,R
j |, |ρ
∗,R
j − ρj+1|),
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with is a criterion on the force of the wave. Note that with this criterion, some shocks
are not detected, while without it, some contact discontinuities are detected as shocks. We
observe numerically that using the CFL number tunes the scheme pretty well. Instead of
this criterion, we also tried a “two shots reconstruction”, in which we first try to reconstruct
everywhere with contact discontinuities. If this reconstruction fails (i.e. if we do not have
0 < dρj < ∆x and 0 < d
E
j < ∆x), then we attempt to reconstruct 1- and 3-shocks using
Lemma 2.1. The numerical results are very similar to those presented below.This very
same difficulty to detect contact discontinuities led us to add more constraints to accept a
reconstruction. The first one is similar to the previous 2 × 2 system. We do not impose
a conservation constraint on the momentum to mimic the Navier Stockes viscosity. The
density and velocity are monotonous along the profile of a viscous shock, which justify the
second constraint. Eventually, the last constraint forces the pressure to remain positive.
We perform various numerical tests to compare the reconstruction scheme with other
classical schemes. On all these figures, Rec indicates the half conservative reconstruction
scheme and Rec+NT indicates the half conservation reconstruction scheme coupled with the
Nessyahu-Tadmor scheme. Theses schemes are compared with the Godunov and Rusanov
schemes, and with the simplest version of the Nessyahu-Tadmor scheme [NT90] and the
simplest version of the MUSCL scheme [vL97]
Example 3.1. On Figure 9, we compare numerous schemes on a Riemann problem with{
ρL = 5.99924 uL = 19.5975 and pL = 460.894,
ρR = 5.99242 uR = −6.19633 and pR = 46.0950.
The solution consists of three discontinuities moving to the right (cf the book of Toro [Tor09]).
We took a CFL number of 0.4 and discretized the interval in 400 cells. The shocks are very
well computed, an we observe an improvement on the contact discontinuity. This improve-
ment is often much better when the reconstruction scheme is coupled with a higher order
scheme.
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Figure 9: Density at time 0.035 for the first test case.
Example 3.2. We compare those same schemes in the Colella and Woodward blast wave
20
test case, introduced in [WC84]. The initial datum is

ρ0(x) = 1;
u0(x) = 0;
p0(x) = 1 000 ∗ 1x<0.1 + 0.01 ∗ 10.1<x<0.9 + 100 ∗ 1x≥0.9 .
The solution is computed on the interval [0, 1], with reflective boundary conditions at the
two extremities of the interval. The reference solution is obtained by running the Nessyahu
Tadmor scheme on 30 000 cells. A more accurate reference solution can be found in [WC84].
On Figures 10, we used a mesh containing 400 cells, a CFL number set to 0.45 and the final
time is T = 0.026. We plot the density, velocity and internal energy. The non-dissipative
feature of the reconstruction scheme is particularly obvious on this last plot. On Figure 11,
the finite time is T = 0.038. We took a CFL number of 0.48 and 400, 1 200 and 2 000 cells.
Observe that even with few points, the discontinuities are sharply captured, even though
no reconstruction is performed in the middle area, where we recover the behavior of Lax
Friedriechs’ or Nessayahu-Tadmor’s schemes.
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Figure 10: From top to bottom, density, velocity and internal energy at time 0.026 in the
blast wave test case, with a mesh of 400 cells.
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Figure 11: Density at time 0.038 in the blast wave test case, with a mesh of 400 cells (top),
1 200 cells (middle) and 2 000 cells (bottom).
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Example 3.3. The Figure 12 presents the results at time 1.8 of an entropy satisfying shock
interacting with a sine wave, presented for example in [LW03]. The mesh has 400 cells, the
CFL number is 0.45 and the initial datum is:

ρ0(x) = 3.897143 ∗ 1x<−4 + (1 + 0.2 sin(5x))1x≥−4 ;
u0(x) = 2.629369 ∗ 1x<−4 ;
p0(x) = 10.33333 ∗ 1x<−4 + 1x≥−4 .
The reference solution is, once again, the result given by the Nessyahu-Tadmor scheme with
30 000 cells and a CFL number of 0.48.
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Figure 12: Density at time 1.8 for the shock entropy wave interaction
The high frequency oscillations are sharply captured.
Example 3.4. On Figure 13, the test case consists in a Riemann problem containing a slowly
moving 3-shock. We plot the momentum for a mesh of 800 cells and a CFL number of 0.3.
More precisely, we have
ρL = 3.86 uL = −0.81 pL = 10.33 and ρR = 1.05 uR = −3.44 pR = 1.05 .
This test case is a slight perturbation of the pure slowly moving shock introduced by [Qui94],
where ρR = pR = 1. Once again, no spurious oscillation appears.
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Figure 13: Momentum at time 0.3 for a Riemann problem with a slowly moving shock.
Example 3.5. Another nice feature of the reconstruction scheme is that is seems to drastically
diminish the wall heating phenomenon. It occurs when a shock reflects on a solid wall, and
takes the form of a hollow in a density, or a spike in the temperature, near the wall.
We tested our scheme on two cases considered by Donat and Marquinat in [DM96], who
proposed a cure by interlacing two schemes. For those two tests only, γ = 5/3. The first
case is a Riemann problem developing two symmetric shocks. The initial datum is
ρL = 1, uL = 4, pL = 1 and ρR = 1, uR = −4, pR = 1 .
The simulation is running with 200 cells and a CFL number of 0.4. The results, shown
on Figure 14, show that the wall heating phenomenon is drastically diminish with the
reconstruction scheme. The second test is the reflection of a gas of density 1, pressure 0.001
and velocity 1 on a solid wall on its right. On Figure 15 is a zoom around the wall, and we
can clearly see the wall heating phenomenon and the resulting spurious oscillations for the
Godunov’s and MUSCL’s schemes, and the good behavior of the reconstruction scheme.
We took a CFL number of 0.45 and 1 000 cells.
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Figure 14: Density and internal energy at time 0.1 for a Riemann problem with two sym-
metric shocks.
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Figure 15: Density and internal energy at time 1.6 of a fluid reflecting on a solid wall.
4 Conclusions and perspectives
In this paper, we presented a finite volume scheme in which the mean value inside each cell
is replaced, whenever it is possible, by a single shock. The fluxes are computed by letting
these discontinuities evolved during the time step. For convex scalar conservation laws and
for the barotropic Euler equation, we proved that the scheme is exact on pure shocks. In
the latest case, we use a robust criterion to detect shocks and decide which wave should
be reconstruct. The lack of such a criterion for the full gas dynamics explains why we
added extra conditions in that case. However, numerical results are encouraging, especially
on the problematic test cases of slowly moving shocks and shock reflections. Indeed, the
spurious oscillations in the momentum and the hollow in the density are eliminated. Our
main perspectives are first to find a more suitable criterion on the full gas dynamics, and
second to use an approximate Riemann solver.
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