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Let R be a ring and X ⊆ R be a non-empty set. The regular graph
of X , (X), is defined to be the graph with regular elements of
X (non-zero divisors of X) as the set of vertices and two vertices
are adjacent if their sum is a zero divisor. There is an interesting
question posed in BCC22. For a field F , is the chromatic number of
(GLn(F)) finite? In this paper, we show that if G is a soluble sub-
group of GLn(F), then χ((G)) < ∞. Also, we show that for every
field F , χ((Mn(F))) = χ((Mn(F(x)))), where x is an indetermi-
nate. Finally, for every algebraically closed field F , we determine the
maximum value of the clique number of (〈A〉), where 〈A〉 denotes
the subgroup generated by A ∈ GLn(F).
© 2011 Elsevier Inc. All rights reserved.
0. Introduction
Let R be a ring with unity. The set of zero-divisors of R is denoted by Z(R) and we set Reg(R) =
R\Z(R). In [2], Anderson and Badawi introduced the concept of regular graph of R, Reg((R)) which
is a graph with vertex set Reg(R) and two distinct vertices x, y ∈ Reg(R) are adjacent if and only if
x + y ∈ Z(R). In [2], some graph theoretical parameters of this graph are studied. Also, in [1], for
R = Mn(F), the set of n×nmatrices over a field F , the regular graph of Rwas investigated. For a subset
X ⊆ R, let (X) denote the subgraph of Reg((R)) induced on the elements of X . For simplification,
we use the notation n(R) instead of Reg((Mn(R))). The set of non-singular matrices and the set of
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upper triangular matrices inMn(F) are denoted by GLn(F) and Tn(F), respectively. Note that for a field
F the set of zero divisors inMn(F) equals toMn(F) \ GLn(F). A matrix A ∈ GLn(F) is called orthogonal
if AAT = ATA = I, where AT and I denote the transpose of A and the identity matrix, respectively. The
group of orthogonalmatrices of order n is denoted byO(n). By a clique in a graphG, wemean a subset of
the vertices in which every two vertices are adjacent. The clique number of a graph G,ω(G), is defined
to be the maximum number of vertices of a clique in G. Also, χ(G), the chromatic number of G, is the
minimum number of colors which is needed for a proper coloring of G, i.e. a coloring of the vertices
such that adjacent vertices have distinct colors. A subset S of the vertices of G is called independent
if no two of its elements are adjacent. In this paper, we obtain some results on n(F), where F is a
field.
1. Chromatic number of n(F)
It is known that for every field F with char F = 2, the clique number of n(F) is finite, see [1].
However, it is not known if the chromatic number of n(F) is finite or infinite. This question was also
presented in the problem session of 22nd British Combinatorics Conference 2009, “PROBLEM 525,
(BCC22.23) A non-invertibility graph”, see [5]. In this section, we obtain some results regarding the
chromatic number of n(F) and its various subgraphs. First, we consider the induced subgraphs of
n(F) whose vertices are certain subgroups of GLn(F).
Theorem 1. If F is a field, char F = 2 and n is a positive integer, then
χ((Tn(F))) = ω((Tn(F))) = 2n.
Proof. Let F+ be a subset of F \ {0}with the property that for each a ∈ F , exactly one of the elements
a or −a belongs to F+. Set F− = F \ (F+ ∪ {0}). We say that a non-zero element a ∈ F is positive
(negative) if a ∈ F+ (a ∈ F−). Let I denote the set of all vectors of length n whose each entry is
− or +. Clearly, |I| = 2n. All matrices in Tn(F) whose main diagonals have the same sign pattern
form an independent set in (Tn(F)). So we find that χ((Tn(F)))  2n. Obviously, all diagonal
matrices with entries in the set {±1} form a clique of order 2n. Hence, χ((Tn(F))) = 2n. On the
other hand, it is obvious that ω(G)  χ(G), for every graph G. Therefore, 2n  ω((Tn(F))) 
χ((Tn(F))) = 2n. 
Lemma 1. Let F be a field and n be a positive integer. Suppose that H ⊆ G are two subgroups of GLn(F).
Then
χ((G))  [G : H]χ((H)).
In particular, if H is of finite index in G and χ((H)) < ∞, then χ((G)) < ∞.
Proof. Let {Hi}i∈I be the color classes of a proper coloring of (H), where |I| = χ((H)). Let {AjH}j∈J
be all left cosets of H in G. It can be easily seen that every AiHj is an independent set. This implies that
χ((G))  |I||J|, as desired. 
The following theorem is due to Kolchin and Mal’tsev [7].
Theorem2. Every soluble subgroupofGLn(F)over analgebraically closedfield F contains a triangularizable
subgroup H of finite index.
Theorem3. Let F be a field and n be a positive integer. If G is a soluble subgroup of GLn(F), thenχ((G)) <∞.
Proof. By Theorem 2, G has a triangularizable subgroup of finite index (in the algebraic closure of F).
Now, by Theorem 1 and Lemma 1, the assertion is obvious. 
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In the next theorem, we show that for every positive integer n, the chromatic number of (O(n))
is finite.
Theorem 4. If X is a compact subspace of GLn(R) or GLn(C), in the Euclidean topology, then χ((X)) <∞. In particular, χ((O(n))) < ∞.
Proof. Define a continuous function f : Mn(R)×Mn(R) −→ R, as f (A, B) = det(A+ B). So for each
element A ∈ X , there exists an open neighborhood UA such that if A1, A2 ∈ UA, then det(A1 + A2) =
0, because f (A, A) = 0. The set {UA|A ∈ X} is an open cover of X . Since X is compact, there are
UA1 , . . . ,UAm such that X ⊆
⋃m
i=1 UAi . Obviously, X =
⋃m
i=1(UAi ∩ X) and UAi ∩ X , 1  i  m, is an
independent set in the graph (X). Therefore, we conclude that χ((X))  m. 
Remark 1. Since GLn(R) and GLn(C) are a countable union of its compact subspaces, using a similar
argument, we see that the chromatic numbers of GLn(R) and GLn(C) are at most countable.
In the following results, ′n(R) denotes the subgraph of n(R) induced on GLn(R), where R is a ring.
Lemma 2. Let (R,m) be a local integral domain with the residue field F = R
m
. Suppose that char (F) = 2.
Then for every integer n  1, we have
χ(′n(R))  χ(n(F)).
Proof. Let π : R −→ F be the natural homomorphism. This gives a ring homomorphism πn :
Mn(R) −→ Mn(F), for every integer n  1. Choose a proper coloring of n(F) with χ(n(F)) colors.
For every A ∈ ′n(R), we assign color ofπn(A) to A. We claim that this is a proper coloring of′n(R). Let
A, B ∈ ′n(R) be two adjacent vertices. We show that πn(A) = πn(B). We have det(πn(A)+πn(B)) =
π(det(A + B)) = 0. Now, if πn(A) = πn(B), then
π(det(A)) = det(πn(A)) = 1
2n
det(πn(A) + πn(B)) = 0.
This implies that det(A) ∈ m, a contradiction. Since det(πn(A) + πn(B)) = 0, πn(A) and πn(B) are
adjacent in n(F). Thus πn(A) and πn(B) have different colors. 
Corollary 1. For every positive integer n, χ(′n(Z)) is finite.
Proof. Localize Z in the prime ideal 3Z and apply Lemma 2. 
Before stating other results, we need some preliminaries. Suppose that F is a field. A valuation ring
of F is a subring R of F such that for any x ∈ F \ {0}, we have x ∈ R or x−1 ∈ R. For a valuation ring
R of F , it is known that R is a local ring. We denote the maximal ideal of R by mR and its residue field
by FR := R/mR, see [3]. Let Zar(F) be the set of all valuation rings of F (known as the Zariski–Riemann
surface). One can introduce a topology on Zar(F) as follows.
For a finite subset T of F , set U(T) = {R ∈ Zar(F)| T ⊂ R }. Then {U(T) | T ⊆ F, |T| < ∞} forms a
basis for a topology on Zar(F), known as the Zariski topology, see [8]. A subset S ⊆ Zar(F) is called
dense if S
⋂
U = ∅ for any non-empty open subset U. The following interesting theorem is due to de
Bruijn and Erdös [4].
Theorem 5. If n is a positive integer and every finite subgraph of a certain graph has chromatic number at
most n, then so does the full graph.
Theorem 6. Suppose that S is a dense subset of Zar(F) such that char FR = 2, for each R ∈ S. If
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Proof. Suppose that supR∈S χ(n(FR)) = r. If r < χ(n(F)), then by Theorem 5, there exists a finite
subgraph G of n(F) such that χ(G) > r. Let A1, . . . , As be the set of vertices of G. Let T be a finite
set containing the following elements: all non-zero entries of A1, . . . , As together with the inverse
of these entries, all non-zero entries of the matrices {Ai − Aj}i =j together with the inverse of their
entries, det(A1), . . . , det(As) togetherwith their inversesandall non-zeroelementsof {det(Ai+Aj)}i =j
together with their inverses. Since S is a dense subset of Zar(F), there is a valuation ring R ∈ S such
that T ⊂ R. This, in particular, implies that A1, . . . , As ∈ GLn(R). Since G is a subgraph of ′n(R), we
have χ(G)  χ(′n(R)). On the other hand, by Lemma 2 we have χ(′n(R))  χ(n(FR)). Thus we
have r < χ(n(FR)), a contradiction. 
Now, we are in a position to state some applications of this theorem.
Corollary 2. Let F be an infinite field. Suppose that E is a pure transcendental extension of F, i.e. there
are elements {xi}i∈I of F which are algebraically independent over F and generate E over F as a field. Then
χ(n(F)) = χ(n(E)), for every n ∈ N, provided that χ(n(F)) < ∞. In particular, χ(n(F)) =
χ(n(F(x))) if χ(n(F)) < ∞.
Proof. Clearly, χ(n(F))  χ(n(E)). So it suffices to show that χ(n(F))  χ(n(E)). Since every
finite subset of E lies inside a subfield of E of finite transcendental degree, using Theorem5, it is enough
to prove that χ(n(F))  χ(n(E)), when E has a finite transcendental degree. Next, using induction
on the transcendental degree of E, it is enough to show that χ(n(F))  χ(n(F(x))), where x is a
variable and F(x) is the field of rational functions in x. It is well-known (see [3]) that each a ∈ F gives
rise to a valuation subring of F(x) namely Ra = F[x](x−a) withmaximal ideal (x− a)Ra whose residue
field is isomorphic to F . We show that the set {Ra} is dense in Zar(F(x)). Suppose thatU is a non-empty
open subset of Zar(F(x)). So there exists a finite subset T ⊆ F(x) such thatU(T) ⊆ U,U(T) = ∅. Since
F is an infinite field, there exists a ∈ F such that for every f (x) ∈ T , f (a) is non-zero. This implies that
T ⊆ Ra, which means that {Ra} is dense. Thus by Theorem 6, we have χ(n(F))  χ(n(F(x))) and
the proof is complete. 




for every n ∈ N. Here Fp is the finite field with p elements.
Proof. Since χ(n(Q)) is at most countable, if supi∈N χ(n(Fpi)) = ∞, there is nothing to prove.
Thus let supi∈N χ(n(Fpi)) < ∞. Each prime p gives rise to a valuation ring of Q namely Z(pZ),
whosemaximal ideal is pZ(pZ) and its residue field isFp. It is easy to see that for any infinite sequence
p1, p2, . . . of distinct prime numbers the set {Z(p1Z),Z(p2Z), . . .} is dense in Zar(Q). It is well known
that Zar(Q) consists of Fp (p prime) andQ, see [6, Proposition 9.1.5]. Suppose that U is a non-empty
open subset of Zar(Q). So there exists a finite subset T ⊆ Q such that U(T) ⊆ U. Therefore, there
is some pi which does not appear in the denominators and the numerators of the elements of T . This
gives that T ⊆ Z(piZ), i.e. Z(piZ) ∈ U(T). So we conclude that {Z(p1Z),Z(p2Z), . . .} is dense. Now, by
Theorem 6, we have χ(n(Q))  supi∈N χ(n(Fpi)). 
2. Clique number of the regular graph of cyclic subgroups of GLn(F)
It is known that ω(n(F)) < ∞, see [1], but the exact value of ω(n(F)) is unknown. In this
section, we investigate the clique number of cyclic subgroups of GLn(F). Let A ∈ GLn(F). By (A) we
denote the (〈A〉), where 〈A〉 is the cyclic subgroup generated by A. Let n be a non-zero integer. Then
ν2(n) is defined to be the greatest non-negative integer k such that 2
k|n.
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Theorem 7. Let n be a positive integer and let F be a field containing a 2nth primitive root of unity. Then
maxA∈GLn(F) ω((A)) = 2n.
Proof. Let α ∈ F be a 2nth primitive root of unity and A0 be the following diagonal n × nmatrix,
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
α 0 · · · 0
0 α2 0 · · ·
...
. . .




Since theorder ofα is 2n, the cyclic subgroupgeneratedbyA0 has 2
n elements. If 0  i < j  2n−1,
then Ai0 + Aj0 = Ai0(I + Aj−i0 ) and 0  j − i  2n − 1. So ν2(j − i)  n − 1. This implies that one of
the entries of A
j−i
0 (on the diagonal) is −1. So, det(I + Aj−i0 ) = 0. Thus ({I, A0, A20, . . . , A2
n−1
0 }) is a
complete graph. Consequently, maxA∈GLn(F) ω((A))  2n. With no loss of generality, we can assume
that F is algebraically closed. So one can assume that A is upper triangular. Thus (A) is a subgraph of
(Tn(F)). Now, by Theorem 1, we haveω((A))  ω((Tn(F))) = 2n, which completes the proof. 
Corollary 4. Let n be a positive integer. If F is an algebraically closed field and char F = 2, then
maxA∈GLn(F) ω((A)) = 2n.
Lemma3. Letmbeanon-negative integer and l1, . . . , lk denote k distinct non-negative integers. If k > 2
m,
then there exist at least m + 1 elements among lj − li, 1  i < j  k, such that ν2(lj − li) are different.
Proof. We prove the assertion by induction on m + l1 + · · · + łk . If m + l1 + · · · + łk = 0, then
m = 0, k = 1, and l1 = 0. So in this case the assertion is trivial. Assume that the assertion holds




, . . . , lk
2
. Similarly, if all l1, . . . , lk are odd, then apply inductionhypothesis to
l1−1
2
, . . . , lk−1
2
.Now, assume that l1, . . . , lk′ , k′  k2 , have the sameparity. Sincem−1+l1+· · ·+łk′ <
r, by induction hypothesis we have m differences with pairwise distinct powers of 2. Clearly, these
powers are greater than zero. Finally, there is an element among lj − li which is odd. So altogether we
getm + 1 differences with pairwise distinct powers of 2. 












Proof. First, assume that n is even. Note that there exists anR-algebra monomorphism fromMn
2
(C)
toMn(R). By Theorem 7, maxA∈GL n
2







ω((A)) = 2 n2 .
Assume that B ∈ GLn(R) and Bl1 , . . . , Blk , 0  l1 < l2 < · · · < lk , are k matrices which form a
clique and k > 2
n
2 . Suppose that λ1, . . . , λn ∈ C denote the eigenvalues of B. Let mi be the smallest
positive integer such that λ
mi
i + 1 = 0 (if does not exist, set mi = ∞). Since det(Bli + Blj) = 0, for
1  i < j  k, we have det(Blj−li + I) = 0 and this implies that λlj−lir + 1 = 0 for some r. On the
other hand, it can be easily seen that the order of λr is equal to 2mr . Hence, we conclude that lj − li
is an odd multiple ofmr . By Lemma 3, we conclude that there aremi1 , . . . ,miq , q  n2 + 1, such that
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ν2(mi1), . . . , ν2(miq) are all different and consequently, mi1 , . . . ,miq are distinct. Thus λi1 , . . . , λiq
are all different. Since B is a real matrix, the conjugate of λr is also an eigenvalue of B. On the other
hand, at most one of the λi1 , . . . , λiq is equal to −1. Hence we conclude that B has at least n + 1
different eigenvalues which is a contradiction. Thus k  2 n2 .






⎦ . It can be easily seen that Cl1 , . . . , Clk form a clique in GLn+1(R). By the previous
case, we have k  2 n+12 , as desired. Since there exists anR-algebra monomorphism fromC toM2(R),
we conclude that there exists C ∈ GL2(R) such that C2
n−1
2 + I = 0. LetD be the following n×nmatrix,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 · · · 0
0 C 0 · · · 0
0 0 C2 0 · · ·
...
. . . 0







One can easily see that
{




forms a clique in n(R), because if 1  i < j  2
n+1
2
and i − j is odd, then the first entry on the main diagonal of Di + Djis zero. Otherwise, there exists
0  l  n−3
2
such 2lν2(i − j) = 2 n−12 and this implies that C(i−j)2l + I = 0 and consequently,
det(Di−j + I) = 0. This shows that maxA∈GLn(R) ω((A)) = 2
n+1
2 , for odd n. 
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