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Abstract 
Kabatyanskii and Panchenko asked whether two sets of size 10 consisting of binary 7-tuples 
exist, such that all 100 sums with one element from each set are distinct. This question is here 
answered in the negative by showing that the existence of such sets would imply the existence 
of a binary single-error-correcting code of length 9 and size 40 (which is unique) with a certain 
property, which such a code does not have. 
Let ~:~ denote the set of  all binary n-tuples (XI ,X 2 . . . . .  Xn). We are now interested in 
the following general problem: Given two positive integers SA and So, is it possible 
to find two sets A = {al,a2 .... ,asA} C F~ and B = {bl,b2 . . . . .  bsB} C g:~, such that all 
SAS~ sums ai + bj, 1 <<.i<<.SA, 1<<.j<<.SB, are distinct? 
This problem was discussed by Kabatyanskii and Panchenko [2] in relation with a 
construction method for error-correcting codes; see also [5]. In particular, it was asked 
in [2] whether such sets exist for 
SA=20, Ss=10,  and n=8;  (1) 
and 
SA = 10, Ss = 10, and n = 7. (2) 
It is not difficult to see that the solvability of  (1) would follow from that of (2), which 
is also pointed out in [2]: 
From sets with the aforementioned property, a binary single-error-correcting code 
can be constructed. (In the sequel, (n,m,d)  denotes a binary code that has length n, 
size m, and minimum distance d.) Namely, assume that bl is the all-zero vector (if 
not, first add bl to all elements in B). Then construct an n x (SB - 1) matrix M that 
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has the vectors b2,b3 ....  ,bs8 as its columns. In the sequel, we denote v=S8-  1. It is 
not difficult to show [2, 5] that the code W = {x E 0:~ IMx E A } has minimum distance 
at least 3. Furthermore, if the matrix M has rank n, then W has size SA2 v-n, and if 
the rank is smaller than n, then by adding a vector to all elements in A, we can find 
such a code of size at least SA2 v-" [2, Corollary 1]. 
Clearly, if c E W and Md = 0, then also c + c / E W, and c / is called a stabilizer of 
the code W. We denote the set of all stabilizers by 
x = {x E IMx  = 0}. 
The code W is a union of cosets of K. The all-zero word is always in K and is 
thus called a trivial stabilizer. Let k be the dimension of K, i.e., k = v -  rank(M). The 
fact that k >~ v -  n will now be used to prove our theorem. 
Theorem 1. There ex&t no sets with parameters (1) and (2). 
Proof. It suffices to prove that there exists no set with parameters (1). I f  such a set 
exists, then there would exist a (9,40,3) code with k~>10-  8 -  1= 1 and thus at 
least 2 stabilizers. Since the single-error-correcting code of length 9 and size 40 is 
unique [4], we can check whether it has nontrivial stabilizers. This code, found by 
Best [1], consists of the words obtained by cyclically shifting the words 1010000001, 
1100101100, 0001010111, 0111111010 and deleting (any) one coordinate. 
It turns out that there are no nontrivial stabilizers; this check can be done, for 
example, using the computer algorithm in [3]. We can also argue as follows. Using [6, 
Lemma 2] we know that if the code has a nontrivial stabilizer, then so has the extended 
code given above. Since this code has only odd weights, a stabilizer must have even 
weight. Also, the code has the following symmetry: if we complement a codeword 
and then perform the permutation (1, 10)(2,9)(3,8)(4,7)(5,6),  we get a codeword. 
Hence, we need only consider vectors of weights 2 (or 8), 4 (or 6), and 10. Weight 2 
is ruled out as the minimum distance is 3. Weight 4 is ruled out by noticing that K is 
necessarily cyclic, and a cyclic permutation of any vector of weight 4 gives more than 
3 linearly independent vectors (as 40 = 5.23, we have that k ~< 3). Finally, the code is 
not self-complementary, so the all-one vector of weight 10 is not a stabilizer. [] 
Theorem 1 is a disproof of a conjecture in [2] that for all lengths there is an 
optimal single-error-correcting code with nontrivial stabilizers. We also conjecture that 
there exists no (optimal) (8,20,3) code with nontrivial stabilizers; this conjecture is 
based on computer experiments. 
Finally, note that if a code has a nontrivial stabilizer, this is not necessary the case 
with its shortening. Namely, if a code has two stabilizers - -  that is, k = 1 - -  and the 
nontrivial stabilizer has a 1 in the deleted coordinate, then the shortened code does 
not have nontrivial stabilizers. For example, there is a self-complementary (11,144, 3) 
code (used, for example, in [5]), but no (10,72,3) code with nontrivial stabilizers is 
known. (Codes with these parameters are conjeeturally optimal.) In computer searches, 
P.R.J. O'stergdrdl Discrete Mathematics 179 (1998) 285-287 287 
we were not able to find codes with these parameters and k = 2 and k = 1, respectively, 
and we conclude this note by conjecturing that no such codes exist. 
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