Almost every helium atom in the Universe was created just a few minutes after the Big Bang through a process commonly referred to as Big Bang Nucleosynthesis 1, 2 .
of the primordial helium abundance is not yet as precise as that derived using metal-poor galaxies, but our method has the potential to offer a competitive test of physics beyond the Standard Model during Big Bang Nucleosynthesis.
The near-pristine composition of some quasar absorption line systems [11] [12] [13] , including systems with apparently pristine composition 14 , makes intergalactic gas clouds well-suited for primordial abundance studies. Intergalactic gas clouds currently offer some of the most constraining observations of Big Bang Nucleosynthesis (BBN) 15 , however, they have hitherto not been exploited to measure the primordial helium abundance. Here we present a novel measure of the helium abundance based on a gas cloud that is seen in absorption along the line-of-sight to the bright z em = 2.7348 quasar HS 1700+6416. This quasar intersects ten partial Lyman limit systems 16 (pLLSs; defined to have H I column densities in the range 16.0 ≤ log N (H I)/cm −2 ≤ 17.2) and two of these systems are reported to have associated He I absorption based on low signal-to-noise and low resolution data acquired with the Hubble Space Telescope (HST ) Faint Object Spectrograph (FOS) 17, 18 .
We retrieved a High Resolution Echelle Spectrometer (HIRES) optical spectrum of HS 1700+6416 from the Keck Observatory Database of Ionized Absorption toward Quasars (KODIAQ) 19, 20 . These data cover the H I Lyα absorption line and a selection of metal absorption lines. In order to obtain coverage across the H I Lyman limit of the pLLS (∼ 912 Å rest frame), we also retrieved the calibrated HST FOS data of HS 1700+6416 from the HST high level science products archive 21 . Finally, we retrieved the reduced data products of the HST Cosmic Origins Spectrograph (COS) We have adopted an identical analysis procedure to that recently used to determine the primordial deuterium abundance with high precision 15, 22 . We simultaneously fit 2 the quasar emission and the absorption of the pLLS, while keeping blind the total column density of each ion (see Methods for further details). We uniquely determine the total H I column density by fitting the flux decrement at the Lyman limit of the pLLS, modelling the quasar continuum as a power-law over the fitted range. The best-fitting model to the H I Lyman limit absorption is shown in Figure 1a . We simultaneously fit several optically-thin high-order He I absorption lines, whose equivalent widths are directly proportional to the total He I opacity; we therefore uniquely determine the total He I column density, independent of the cloud model. The resulting profile fits are shown in Figure 1b . Finally, we detect a selection of weak metal lines associated with the pLLS, and we model these concurrently with the H I and He I absorption lines (see Figure 2 ).
We stress that the details of the cloud model and component structure are not important since, for all of the observed ions, there is at least one weak absorption line available to uniquely determine the total column density of H I, He I, and all of the observed metal species. Finally, we note that the entire fitting procedure is conducted in a blind fashion, such that the final parameter values are hidden from view until the analysis is complete. Once we had converged on the best-fitting profile model, the fitting procedure was not changed. The resulting values of the total column density are collected in currently used to estimate Y P . The abundances we quote here represent the total gas phase abundance of these elements. Since pLLSs are believed to be dust-poor, 29 we do not need to apply a correction for dust.
The helium ionisation correction appears to be minimal in this system; the neutral column density ratio, N (He I)/N (H I) = 0.085 ± 0.013, is consistent with the inferred abundance y P ≈ N (He)/N (H) = 0.085
−0.011 . Furthermore, the quoted uncertainty is entirely dominated by the measurement uncertainty, and not by the errors associated with the ionisation modelling. We further explore the sensitivity of the ionisation correction to the assumed form of the incident radiation field in the Methods.
The helium number abundance, y, can also be expressed as a helium mass frac- Most previous works have estimated Y P using observations of the most metal-poor H II regions in the local universe [4] [5] [6] [7] , and usually determine the primordial level by extrapolation to zero metallicity. Our novel measurement technique offers a new approach to pin down the primordial helium abundance in a near-pristine environment.
Moreover, our determination is not impacted by the same systematics that currently affect the determination of Y P from metal-poor H II regions 30 . The technique that we put forward in this paper offers an independent approach that will be critical to uncover potential systematics with both techniques.
Our analysis raises the exciting prospect of obtaining an independent high precision measure of the primordial helium abundance. Firstly, by collecting high-quality near-ultraviolet data around the H I Lyman limit of the pLLS at z abs 1.724 toward HS 1700+6416, it will be possible to pin down the total H I column density to subpercent level precision by fitting additional weak high-order H I absorption lines jointly with the flux decrement at the Lyman limit; the current N (H I) uncertainty is ∼ 8%. Furthermore additional near ultraviolet data of this one sightline towards HS 1700+6416
would yield in excess of 10 independent He/H abundances.
16
A more precise determination of N (He I) will require an absorption line system to be identified with more quiescent kinematics than the system analysed here. This 
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Correspondence and requests for materials should be addressed to R.J.C. relative to C IV λ1548 is an unrelated Lyα absorption line at z abs = 2.4703, which is fully accounted for by simultaneously fitting the higher order H I Lyman lines of this system. Similarly, the absorption feature at v +50 km s
relative to Si II λ1260 is an unrelated N II λ1083 absorption line at z abs = 2.1679. The blue points below all spectra are the normalised fit residuals, (data-model)/error, of all pixels that were used in our analysis, and the grey bands represent a confidence interval of ±2σ. Note the different y-axis scale used on each panel. HST FOS data. We retrieved the fully reduced, coadded and calibrated HST FOS data of HS 1700+6416 from the HST high level science products archive 21 . The full data cover the wavelength range 1140-3277Å, with a spectral resolution R 1, 300.
Near the H I Lyman limit, the data exhibit a signal-to-noise ratio per pixel of S/N 25.
HST COS data.
We retrieved the final calibrated data products of the HST COS G130M observations of HS 1700+6416 from the Mikulski Archive for Space Telescopes. The processed X1DSUM files were combined using version 2.1 of the COADD_X1D software package. These high quality COS data cover the He I resonant absorption lines of the pLLS at z abs 1.724. The final combined signal-to-noise ratio per . We found that this simple extrapolation allows us to predict the H I Ly10-Ly14 f -values to better than 2% accuracy, and the damping constants to within 25% accuracy.
The only extrapolated value that is used in our analysis is that of He I λ506.2. Since this line is weak, the accuracy of the damping constant is not important. However, the total He I column density is degenerate with the f -value. We estimate that the systematic uncertainty of the He I λ506.2 f -value to be 0.5%, which translates to a systematic limit of 0.5% on the total He I column density. As shown below, this level of precision is well below the measurement precision of the He I column density.
Fitting Procedure. We use the Absorption LIne Software (ALIS) to derive the column densities of the absorption lines associated with the pLLS at z abs 1.724 toward HS 1700+6416. ALIS uses a chi-squared minimisation algorithm to determine the model parameters that best fit the data, weighted by the inverse variance of each pixel that is used in the analysis.
We perform a simultaneous fit to the quasar emission and the absorption of the pLLS. This ensures that any uncertainty associated with the emission profile is folded into the ion column density uncertainties. We model the quasar emission by a loworder Legendre polynomial locally around each absorption line. Typically, we use a polynomial of degree 4 to describe the quasar continuum. All absorption lines are modelled as a Voigt profile, which is characterised by a column density, a redshift, and a Doppler parameter. Since the pLLS studied here contains several absorption components, we fit directly for the total column density of each ion. For all fitted ions, we only include pixels in our analysis that we deem are free from unrelated absorption.
In some cases, we identify blends and fully account for these by simultaneously fitting a Voigt profile. Finally, we include two global model parameters to define the zero level of the HIRES and COS data, to account for any small residual to the background subtraction.
For the H I Lyα profile, we include D I absorption at the primordial ratio Since the equivalent width of the H I Lyα absorption line lies on the flat part of the curve of growth, the column density is degenerate with the cloud model. However, the total H I column density is uniquely determined by fitting the flux decrement at the Lyman limit of the pLLS. The optical depth beyond the H I Lyman limit is modelled as τ ν = N (H I) σ ν , where σ ν is the photoionisation cross-section of H I.
In order to fit the observed component structure of the metal absorption lines, we require seven absorption components. The redshift and Doppler parameter of each component are allowed to vary, but are forced to be the same across all species.
We only include pixels in the metal absorption line fitting that we deem to be free of unrelated absorption. Where possible, we account for line blending due to unrelated absorption features provided that the blend can be fully accounted for using another transition. For example, the absorption feature at v +100 km s Ionisation Modelling. Since the gas associated with pLLSs is mostly ionised, both
He I and H I are minor ions; thus, He I may not precisely trace the H I gas, and a small ionisation correction may be required to convert the measured N (He I)/N (H I) ratio into a He/H abundance.
To estimate the magnitude of this correction, we use version 17.0 of the Cloudy photoionisation simulation software 23 to model the pLLS as a slab of constant density gas in ionisation and thermal equilibrium, irradiated by the CMB and ultraviolet background (UVB) of galaxies and quasars. The UVB radiation field at a given redshift is defined by a shape and intensity (see Supplementary Figure 2 for five example spectra). We allow for some flexibility in the shape of the UVB by irradiating the pLLS by the widely-assumed Haardt & Madau 24 UVB at an 'effective redshift' z eff ; we do not enforce a prior of the UVB based on the measured redshift, z abs . The incident radiation field of our fiducial model is therefore J(ν) = J CMB (ν, z abs ) + J HM12 (ν, z eff ).
We consider a grid of UVB radiation fields between 0 ≤ z eff ≤ 6, sampled in steps of ∆z eff = 0.25 when z eff < 2 and in steps of ∆z eff = 0.5 when z eff > 2. These UVB models set both the intensity and shape of the radiation field; to allow for some flexibility in the ionisation parameter at a given redshift, we construct a grid of models to cover a range of volume density (−4.6 < log 10 (n H /cm −3 ) < +0.2, in steps of 0.2 dex). Note that the ionisation parameter, which is defined as the ratio of gas number density to photon number density, is what determines the ionisation state of the gas. Table 2 .
One assumption of our fiducial model is that the incident radiation field is that of With this alternative definition of J(ν), we generated a grid of Cloudy models that are otherwise identical to that described earlier, and sampled the grid with a Markov ∼ 500 kpc in projection from the pLLS. The remaining three galaxies are 1 Mpc in projection from the pLLS. Thus there does not appear to be a significant bright galaxy population in the immediate vicinity of the pLLS. This is consistent with the maximum likelihood value j gal = 0, implying that the radiation field incident on the pLLS at z abs 1.724 is likely dominated by the metagalactic UVB. We therefore conclude that our assumed shape for J(ν) in the fiducial model is supported by the data in hand.
By changing the form of the incident radiation field, the central He/H values of our two models differ by ∼ 9% (compare the values listed in the final row of Table 2 ). Thus, the shape of the incident radiation field must be known before a robust ionisation cor-rection can be applied. In principle, the shape of the radiation field can be inferred by measuring the column density ratio of successive ions of the same element, particularly the ions that bracket the ionisation potentials of H and He. Thus, in order to pin down the radiation field with the accuracy demanded by precision cosmology, it will be important to reliably determine the column densities of metal absorption lines from a range of ionisation stages.
Data availability. The data that support the plots within this paper and other findings of this study are available from the corresponding author upon reasonable re- 
