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Abstract
Poincare´ in 1912 and Petersson in 1932 gave the now classical expression for the parabolic Fourier
coefficients of holomorphic Poincare´ series in terms of Bessel functions and Kloosterman sums. Later, in
1941, Petersson introduced hyperbolic and elliptic Fourier expansions of modular forms and the associ-
ated hyperbolic and elliptic Poincare´ series. In this paper we express the hyperbolic Fourier coefficients
of Poincare´ series, of both parabolic and hyperbolic type, in terms of hypergeometric series and Good’s
generalized Kloosterman sums. In an explicit example for the modular group, we see that the hyperbolic
Kloosterman sum corresponds to a sum over lattice points on a hyperbola contained in an ellipse. This
allows for numerical computation of the hyperbolic Fourier coefficients.
1 Introduction
The group SL2(R) acts by linear fractional transformations on H∪R∪ {∞} with H denoting the upper half
plane. Let Γ ⊂ SL2(R) be a Fuchsian group of the first kind, i.e. a discrete subgroup of SL2(R) so that
Γ\H has finite hyperbolic volume. Write Z := {±I} ∩ Γ for I the identity matrix. Elements in Γ− Z may
be classified as parabolic, elliptic or hyperbolic according to their types of fixed points. A function f on H
transforms with weight k with respect to Γ if (f |kγ)(z) = f(z) for all γ ∈ Γ, where (f |kγ)(z) indicates
j(γ, z)−kf(γz) for j(γ, z) := cz + d when γ =
(
a b
c d
)
. Unless stated otherwise, we assume throughout that
k is even and at least 4.
The usual way to describe such an f is in terms of its Fourier expansion. For example, the modular
discriminant function is of weight 12 for Γ = SL2(Z), see Section 7, and its expansion begins
∆(z) = q − 24q2 + 252q3 − 1472q4 + 4830q5 + · · · (q = e2πiz). (1.1)
To describe generalizations of this Fourier expansion, we first review some basic notation and results for
modular forms as described in [Shi71], [Ran77] and [Iwa97], for example.
The series (1.1) is the Fourier expansion corresponding to the cusp (parabolic fixed point) at ∞. In
general, for a cusp a for Γ, let Γa be the subgroup fixing a. Then Γa is isomorphic to Z, where the bar means
the image under the map SL2(R) → SL2(R)/ ± I . This isomorphism can be seen explicitly as there exists
a scaling matrix σa ∈ SL2(R) such that σa∞ = a and
σa
−1Γaσa =
{
±
(
1 m
0 1
) ∣∣∣∣ m ∈ Z
}
.
The matrix σa is unique up to multiplication on the right by ± ( 1 t0 1 ) for any t ∈ R.
∗
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Definition 1. Let f be holomorphic on H and of weight k with respect to Γ. Its Fourier expansion at a is
(f |kσa) (z) =
∑
m∈Z
ca(m; f)e
2πimz . (1.2)
Definition 2. Let Sk(Γ) be the set of holomorphic functions on H, of weight k > 0 with respect to Γ, such
that yk/2f(x+ iy) is bounded for all x+ iy ∈ H.
If Γ has cusps then Sk(Γ) consists of cusp forms f whose coefficients ca(m; f) are zero at every cusp
a when m 6 0, see for example [Iwa97, Sect. 5.1]. Relaxing this condition to allow ca(0; f) to be non-
zero gives the set Mk(Γ) of modular forms, and allowing a finite number of ca(−m; f) to be non-zero for
−m < 0 gives the setM !k(Γ) of weakly holomorphic forms.
If Γ has no cusps then Γ\H is compact and Sk(Γ) is the set of all holomorphic functions on H with
weight k, since the condition that yk/2f(x+ iy) is bounded is automatically satisfied. Whether Γ has cusps
or not, Sk(Γ) is a finite dimensional vector space over C, equipped with the Petersson inner product given
by 〈 f, g 〉 := ∫Γ\H ykf(z)g(z) dµz where dµz := y−2dxdy.
Another result of Petersson [Pet41] is that alongside the parabolic expansions (1.2) there are also elliptic
Fourier expansions associated to each point in H and hyperbolic Fourier expansions associated to each pair
of hyperbolic fixed points in R∪ {∞}. For example, the elliptic expansion of ∆ at i ∈ H is given in [OR13]
as (
∆|12σi
)
(z) = −64∆(i)
(
1− 12(riz)
2
2!
+ 216
(riz)
4
4!
+ 10368
(riz)
6
6!
+ . . .
)
(1.3)
where ri = −Γ(1/4)4/(8
√
3π2) and σi =
1−i
2
(
i i−1 1
)
.
In this paper we develop the theory of hyperbolic expansions of modular forms, with the aim of express-
ing the hyperbolic coefficients as explicitly as possible. For example, we show that the expansion of∆ at the
hyperbolic pair η = (−√2,√2) is given numerically by(
∆|12ση
)
(z)
1721.23z−6
≈ · · · − 3.47 × 10−7q−4 + 1.20 × 10−7q−3 + 0.00176q−2 − 0.0937q−1
+ 1 + 25.31q1 + 128.12q2 − 2.37q3 − 1849.07q4 + · · · (q = z2πi/ℓη ) (1.4)
for the scaling matrix ση given in (5.1) and ℓη = 2 log(3+2
√
2). (We divided by 1721.23 to make the zeroth
coefficient ≈ 1 and the other coefficients more visible.)
Some examples of hyperbolic expansions have already appeared in the literature. Siegel in [Sie65, Chap.
II, Sect. 3] worked out the hyperbolic expansions of parabolic non-holomorphic Eisenstein series in terms of
Hecke grossencharacter L-functions. In [vP10, Prop. 4.2.2], von Pippich computed the hyperbolic Fourier
coefficients of non-holomorphic Eisenstein series of elliptic type. Legendre functions (examples of 2F1
hypergeometric functions) appear in these coefficients. Good, in the book [Goo83], found the hyperbolic
expansions of certain non-holomorphic Poincare´ series. We will use much of the theory he developed,
and expand some of his results that appear there in condensed form. Hiramatsu in [Hir70] worked in the
holomorphic setting. He gave the hyperbolic expansion of an f in Sk(Γ(p, q)) derived from aHilbert modular
form associated to a real quadratic field. The group Γ(p, q) is coming from a quaternion algebra and has no
cusps. In [Hir72] he also found basic bounds on the size of hyperbolic coefficients for elements of Sk(Γ), as
we see Subsection 7.2.
1.1 Hyperbolic definitions
For most of the definitions and results in this subsection, see [Kat92], [Pet41], [Hir70] and [IO09]. Let
η = (η1, η2) be an ordered hyperbolic fixed pair for Γ, i.e. η1, η2 are distinct elements of R ∪ {∞} so that
there exists a hyperbolic γ ∈ Γ with γη1 = η1 and γη2 = η2. Let Γη be the subgroup of all such γ fixing η1
and η2. There exists a scaling matrix ση ∈ SL2(R) such that ση0 = η1, ση∞ = η2 and ση is unique up to
multiplication on the right by
(
t 0
0 1/t
)
for any t ∈ R 6=0. That Γη is isomorphic to Z may be seen with
ση
−1Γηση =
{
±
(
emℓη/2 0
0 e−mℓη/2
) ∣∣∣∣ m ∈ Z
}
. (1.5)
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The number ℓη is the hyperbolic length of the geodesic from z to γηz for any z ∈ H where γη is a generator
of Γη. We also set
εη := e
ℓη/2 > 1.
If f has weight k then ekℓηw/2 (f |kση) (eℓηw) has period 1 in w and a Fourier expansion. Rewrite this
expansion with z = eℓηw to get the following. (Here and throughout, the expression zs for z, s ∈ C with
z 6= 0 means es log z using the principal branch of log with argument convention −π < arg z 6 π.)
Definition 3. Let f be holomorphic on H and of weight k. Its hyperbolic Fourier expansion at η is
(f |kση) (z) =
∑
m∈Z
cη(m; f)z
−k/2+2πim/ℓη , (1.6)
valid for all z ∈ H.
The coefficients cη(m; f) depend on ση in a simple way:
ση → ση
(
t 0
0 1/t
)
=⇒ cη(m; f) → cη(m; f) · (t2)2πim/ℓη . (1.7)
Also note that the expansions at η and γη for γ ∈ Γmight differ by this type of (t2)2πim/ℓη factor unless σγη
is chosen as γση. For example, with −∞ < η1 < η2 <∞, a simple choice for the scaling matrix is
σˆη :=
1√
η2 − η1
(
η2 η1
1 1
)
. (1.8)
With
cη(m; f) =
∫ w0+1
w0
ekℓηw/2 (f |kση) (eℓηw) · e−2πimw dw
we may recover the hyperbolic coefficients for any w0 satisfying 0 < Im(w0) < π/ℓη. Writing this as
cη(m; f) =
∫ 1
0
(f |kση) (eℓη(w0+t)) · e(w0+t)(kℓη/2−2πim) dt
and using the change of variables r0e
iθ0 = eℓηw0 , r = r0e
ℓηt then gives (with ε2η = e
ℓη )
cη(m; f) =
eiθ0(k/2−2πim/ℓη)
ℓη
∫ ε2η·r0
r0
(f |kση) (reiθ0) · rk/2−2πim/ℓη dr
r
(1.9)
valid for arbitrary r0 > 0 and 0 < θ0 < π.
Definition 4. The (weight k) hyperbolic Poincare´ series Pη,m is defined form ∈ Z as
Pη,m(z) :=
∑
γ∈Γη\Γ
z−k/2+2πim/ℓη
∣∣
kση
−1γ =
∑
γ∈Γη\Γ
(ση
−1γz)−k/2+2πim/ℓη
j(ση−1γ, z)k
. (1.10)
The convergence is absolute for k > 2 and uniform for z in compact sets in H. We have Pη,m ∈ Sk(Γ)
form ∈ Z. For f ∈ Sk(Γ) andm ∈ Z the Petersson inner product of f with Pη,m yields
〈 f, Pη,m 〉 = cη(m; f)
[
πΓ(k − 1)ℓηe−2π2m/ℓη
2k−2 |Γ (k/2 + 2πim/ℓη)|2
]
. (1.11)
It follows from (1.11) that, for fixed η andm ∈ Z, the series Pη,m span the space Sk(Γ).
These hyperbolic Poincare´ series, at least in the case m = 0, have appeared for example in the works of
Kohnen and Zagier [KZ84] and Katok [Kat85], obtaining hyperbolic rational structures on Sk(Γ). See the
related discussion in [IO09, Sect. 3]. In [BKK15] they discover an interesting generalization of Pη,0 to a
locally harmonic hyperbolic Poincare´ series of negative weight.
One advantage of the expansion (1.6) and the series (1.10) is that they are always available since Γ
always has hyperbolic elements and hyperbolic fixed points. If Γ has no cusps then there are no expansions
of the form (1.2). The more familiar parabolic Poincare´ series, defined next, also requires a cusp for its
construction.
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Definition 5. Form ∈ Z, the Poincare´ series Pa,m associated to the cusp a is defined as
Pa,m(z) :=
∑
γ∈Γa\Γ
e2πimz
∣∣
kσa
−1γ =
∑
γ∈Γa\Γ
e2πim(σa
−1γz)
j(σa−1γ, z)k
. (1.12)
This series converges absolutely for k > 2 with the convergence uniform for z in compact sets in H. We
have Pa,m ∈ Sk(Γ) form > 1, Pa,0 ∈Mk(Γ) and Pa,m ∈M !k(Γ) ifm 6 −1. For f ∈ Sk(Γ) andm ∈ Z>1
〈 f, Pa,m 〉 = ca(m; f)
[
Γ(k − 1)
(4πm)k−1
]
(1.13)
and the series Pa,m for fixed a andm ∈ Z>1 span Sk(Γ).
1.2 Main results
In this paper we calculate the parabolic and hyperbolic Fourier expansions of the parabolic and hyperbolic
Poincare´ series. The parabolic Fourier expansion of Pa,m for m ∈ Z was first found by Poincare´ himself in
[Poi12] for SL2(Z), see the discussions in [dAP07, Kow10]. This was generalized by Petersson in [Pet30,
Pet32] to general groups. The coefficients are expressed as series involving Kloosterman sums, denoted
Sab(m,n;C), multiplied by Bessel functions. To establish the first instance of the pattern we will see in
the other cases, we rewrite the coefficients in terms of the 0F1 hypergeometric function. Doing this has the
added benefit of making the statement very concise, independent of the signs of m and n. Recall that the
general hypergeometric function is given by
pFq(a1, . . . , ap; b1, . . . , bq;x) :=
∞∑
n=0
(a1)n · · · (ap)n
(b1)n · · · (bq)n
xn
n!
, (1.14)
where (a)n := a(a + 1) · · · (a + n − 1) and bi 6∈ Z60. The series (1.14) is absolutely convergent for all
x ∈ C if p 6 q, and absolutely convergent for all |x| < 1 if p = q + 1. See [AAR99, Chap. 2].
Theorem 1.1 (Poincare´, Petersson). Form, n ∈ Z, the nth coefficient in the parabolic Fourier expansion at
b of the parabolic Poincare´ series Pa,m is given by
cb(n;Pa,m) =
{
(2πi)knk−1
Γ(k)
∑
C∈Cab
0F1
(
; k;−4π
2mn
C2
)
Sab(m,n;C)
Ck
if n > 1
+
{
1 if m = n and a ≡ b mod Γ, (1.15)
where we understand 0 when a condition is not met. Here, if a and b are Γ-equivalent we choose σb = γσa
for some γ ∈ Γ with b = γa.
See Section 3 for all the details. Petersson worked more generally with real weight k and an associated
multiplier system.
To describe the parabolic Fourier expansion of the hyperbolic series Pη,m we need the following notation.
PutCηa :=
{
ac
∣∣ ( a b
c d
) ∈ ση−1Γσa}. We will see later that 0 6∈ Cηa. ForC ∈ Cηa and e(z) := e2πiz define
Sηa(m,n;C) :=
∑
γ∈Γη\Γ/Γa(
a b
c d
)
=ση−1γσa, ac=C
e
(
m
ℓη
log
∣∣∣a
c
∣∣∣+ n( b
2a
+
d
2c
))
. (1.16)
This generalized Kloosterman sum was first identified and studied by Good in [Goo83]. Renormalizing
(1.16) by multiplying it by exp
(
π2m(sgn(C)− 1)/ℓη − πin/C
)
gives the variant
S⋆ηa(m,n;C) :=
∑
γ∈Γη\Γ/Γa(
a b
c d
)
=ση−1γσa, ac=C
e
(
m
ℓη
log
(a
c
)
+ n
b
a
)
(1.17)
where the logarithm takes its principal value. The next theorem is proved in Section 4.
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Theorem 1.2. For m ∈ Z and n ∈ Z>1, the nth coefficient in the parabolic Fourier expansion at a of the
hyperbolic Poincare´ series Pη,m has the formula
ca(n;Pη,m) =
(2πi)knk−1
Γ(k)
∑
C∈Cηa
1F1
(
k
2
+
2πim
ℓη
; k;
2πin
C
)
S⋆ηa(m,n;C)
Ck/2
. (1.18)
In the case that Γ = SL2(Z), a = ∞ and η = (−
√
D,
√
D) for D a positive integer that is not a perfect
square, we can give a very explicit expression for Sηa(m,n;C). First, choose ση = σˆη and σ∞ = I so that
Cη∞ ⊂ Z/(2
√
D). Let (a0, c0) = (a, c) be the minimal positive integer solution to Pell’s equation
a2 −Dc2 = 1. (1.19)
Such a solution always exists and may be found from the continued fraction expansion of
√
D. Set εD :=
a0 +
√
Dc0, ℓη := 2 log εD and write
a0 + 1
c0
=
u+
v+
,
a0 − 1
c0
=
u−
v−
in lowest terms. Also setD+ := u
2
+−Dv2+,D− := u2−−Dv2−; we will see later that D+ > 0 andD− < 0.
Define
ψD(m,n;N) :=
{
(−1)m+c0·n if N = D+ or D−
0 otherwise
and put
R∗D(N) :=
{
(e, g) ∈ Z2
∣∣∣ gcd(e, g) = 1, e2 −Dg2 = N, e2 +Dg2 6 a0|N |}. (1.20)
See Figure 1 for an example of R∗D(N). The next result is proved in Section 5.
Theorem 1.3. Let ∞ be the cusp and η = (−√D,√D) a hyperbolic fixed pair for SL2(Z) with scaling
matrices I and σˆη respectively. Then for allm, n ∈ Z
Sη∞
(
m,n;
−N
2
√
D
)
= −ψD(m,n;N) + 1
2
∑
(e,g)∈R∗D(N)
e
(
m
ℓη
log
∣∣∣∣∣e+ g
√
D
e− g√D
∣∣∣∣∣− neg
−1
N
)
(1.21)
where g−1 denotes the inverse of g mod N . If g = 0 then N = 1 and we may set g−1 = 0.
(13, 5)
(7, 1) b
b
b
b
b
b
b
b
Figure 1: The eight elements of R∗5(44)
In Theorems 6.4 and 6.5 of Section 6 we also give the hyperbolic expansion of Pa,m, which is similar to
Theorem 1.2. Section 7 explores our formulas numerically with the result (1.4) calculated there. Finally, in
Section 8 the hyperbolic expansion of Pη,m is obtained. For this, first put
Cηη′ :=
{
ad
∣∣∣ ( a bc d ) ∈ ση−1Γση′ , abcd 6= 0}. (1.22)
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When C ∈ Cηη′ and α = ±1 define
S⋆ηη′(m,n;C,α) :=
∑
γ∈Γη\Γ/Γη′(
a b
c d
)
=ση−1γση′ , ad=C, sgn(ac)=α
e
(
m
ℓη
log
(a
c
)
+
n
ℓη′
log
(
− c
d
))
. (1.23)
For η = (η1, η2), let η
∗ be the reversed pair (η2, η1). It is easy to see that if ση is a scaling matrix for
η, then σηS is a possible scaling matrix for η
∗ where S :=
(
0 −1
1 0
)
. Also we recall the beta function
B(u, v) := Γ(u)Γ(v)/Γ(u + v).
Theorem 1.4. For any m, n ∈ Z, the nth coefficient in the hyperbolic expansion at η′ of the hyperbolic
Poincare´ series Pη,m is given by
cη′(n;Pη,m) =
e2π
2n/ℓη′
ℓη′
B
(
k
2
− 2πin
ℓη′
,
k
2
+
2πin
ℓη′
)(∑
1
+
∑
2
+
∑
3
)
(1.24)
+
{
(a2)2πin/ℓη′ if η′ ≡ η mod Γ and n = m (1.25)
+
{
(−1)k/2e2π2n/ℓη′ (b2)−2πin/ℓη′ if η′ ≡ η∗ mod Γ and n = −m (1.26)
where
∑
1,
∑
2 and
∑
3 are given by
∑
C∈Cηη′ , C 6∈(0,1)
2F1
(
k
2
− 2πim
ℓη
,
k
2
+
2πin
ℓη′
; k;
1
C
)
S⋆ηη′(m,n;C, 1) + S
⋆
ηη′(m,n;C,−1)
Ck/2
,
∑
C∈Cηη′∩(0,1)
2F1
(
k
2
− 2πim
ℓη
,
k
2
+
2πin
ℓη′
; k;
1
C
)
S⋆ηη′(m,n;C, 1)
Ck/2
,
∑
C∈Cηη′∩(0,1)
(
C
C − 1
)2πin/ℓη′
2F1
(
k
2
+
2πim
ℓη
,
k
2
+
2πin
ℓη′
; k;
−1
C − 1
)
S⋆ηη′(m,n;C,−1)
(C − 1)k/2 ,
respectively. The sums
∑
2 and
∑
3 are finite. The real numbers a and b in (1.25), (1.26) depend on the
choice of scaling matrices ση and ση′ .
Remark 1.5. With specific choices of ση and ση′ we can make a and b in (1.25), (1.26) explicit. For example,
suppose η and η∗ are not Γ-equivalent. If η′ = ρη for some ρ ∈ Γ put ση′ = ρση and if η′ = ρη∗ for some
ρ ∈ Γ put ση′ = ρσηS. Then (1.25), (1.26) become
+
{
1 if η′ ≡ η mod Γ and n = m
+
{
(−1)k/2e2π2n/ℓη′ if η′ ≡ η∗ mod Γ and n = −m
respectively. See Proposition 8.16 for the proof of this and the general result.
In Subsection 8.5 we test Theorem 1.4 numerically. We also show there that a simple special case of the
theorem allows us to naturally detect when the negative Pell equation
x2 −Dy2 = −1 (D ∈ Z>1, non-square) (1.27)
has integer solutions.
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2 Good’s generalized Kloosterman sums
The Kloosterman sums that arise in all the cases we need are covered by Good’s theory as described in
[Goo83]. Following his notation, let ξ and χ each denote either a cusp such as a or a hyperbolic fixed pair
η. If the object we are defining is independent of the particular cusp or hyperbolic fixed pair we sometimes
write par or hyp, respectively, instead. ForM =
(
a b
c d
) ∈ SL2(R) define the functions ξΛχ(M) as follows:
parΛpar(M) :=
a
c
parΛhyp(M) :=
a
2c
+
b
2d
hypΛpar(M) := log
∣∣∣a
c
∣∣∣ hypΛhyp(M) := 1
2
log
∣∣∣∣abcd
∣∣∣∣ .
Good parameterized his sums with ξνχ(M), ξδχ(M) and ξδ
′
χ(M), defined as
parνpar(M) := |c| parδpar(M) := 0 parδ′par(M) := 0
hypνpar(M) := |2ac|1/2 hypδpar(M) := 1− sgn(ac)
2
hypδ
′
par(M) := 0
parνhyp(M) := |2cd|1/2 parδhyp(M) := 0 parδ′hyp(M) :=
1 + sgn(cd)
2
hypνhyp(M) := |ad|1/2 + |bc|1/2 hypδhyp(M) := 1− sgn(ac)
2
hypδ
′
hyp(M) :=
1 + sgn(cd)
2
.
The functions ξΛχ(M) and ξνχ(M) are derived from the geometry of the fixed points of SL2(R) in H and
double coset decompositions of SL2(R), see [Goo83, Sect. 3]. The Iwasawa and Bruhat decompositions
are generalized in Lemma 1 of [Goo83]. The four cases of this Lemma we need are given explicitly in our
Lemmas 3.4, 4.5, 6.3 and 8.9.
Let ℓη be as in (1.5) and put ℓa := 1 for any cusp a. For δ, δ
′ ∈ {0, 1} define the generalized Kloosterman
sum, [Goo83, Eq. (5.10)], as
δ
ξS
δ′
χ (m,n; ν) :=
∑
γ ∈ Γξ\Γ/Γχ
M = σ−1ξ γσχ
e
(
m
ℓξ
ξΛχ(M)− n
ℓχ
χΛξ(M
−1)
)
(2.1)
where the sum is restricted toM such that
ξνχ(M) = ν, ξδχ(M) = δ, ξδ
′
χ(M) = δ
′.
The usual Kloosterman sum corresponds to the parabolic/parabolic combination 0aS
0
b(m,n; ν) in (2.1), see
Subsections 3.3 and 7.1. We use the three other families of sums with parabolic and hyperbolic combinations
in our Fourier expansions in Sections 4, 6 and 8. Including the elliptic case gives five further combinations
which Good also fit into the formalism (2.1).
In [Goo83] these generalized Kloosterman sums are required for the Fourier expansions of the non-
holomorphic Poincare´ series
Pξ(z, s,m) :=
∑
γ∈Γξ\Γ
Vξ(σ
−1
ξ γz, s,m/ℓξ)
for z ∈ H and Re(s) > 1 where
Vpar(z, s, λ) :=
1
i
∫ −z
−z
e(−λρ)
(
y
(ρ+ z)(ρ+ z)
)1−s
dρ,
Vhyp(z, s, λ) :=
1
i
∫ −log z
− log z
e(−λρ)
(
2yeρ
(zeρ − 1)(zeρ − 1)
)1−s
dρ (Re(z) > 0).
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These series are constructed to be eigenfunctions of the hyperbolic Laplacian:
∆Pξ(z, s,m) = −s(1− s)Pξ(z, s,m) for ∆ := y2
(
∂2
∂x2
+
∂2
∂y2
)
, z = x+ iy.
See [Goo83, Sect. 7] for the details.
3 Parabolic Poincare´ series and their parabolic Fourier expansions
Let a and b be two cusps for Γ and letm and n be any two integers. In this section we give a detailed review
of the computation of the coefficients cb(n;Pa,m) in the parabolic Fourier expansion of Pa,m at b:
(Pa,m|kσb) (z) =
∑
n∈Z
cb(n;Pa,m)e
2πinz.
See for example [Iwa97, Chap. 2, 3] and [Ran77, Chap. 5] for similar treatments. Sections 4, 6 and 8
will extend these calculations to the cases when a or b equals η or η′. We also remark that in [dAP07] the
Fourier expansion is computed for a very general kind of parabolic Poincare´ series with complex ‘weight’
and separate multiplier system.
3.1 An integral for the parabolic/parabolic case
Form, n ∈ Z and r ∈ R 6=0 define
Ipar par(m,n; r) :=
∫ ∞+iy
−∞+iy
e
(
− m
r2u
− nu
)
u−k du (y > 0, k > 1). (3.1)
This is the integral we will need shortly, see (3.24) in the proof of Theorem 1.1, and we study it here first.
Proposition 3.1. The integral (3.1) is absolutely convergent. For an implied constant depending only on
k > 1,
Ipar par(m,n; r) = 0 (n 6 0), (3.2)
Ipar par(m,n; r)≪ n(k−1)/2 exp
(
2πn1/2
(
1 +
|m| −m
2r2
))
(n > 0), (3.3)
Ipar par(m,n; r)≪ nk−1 (m, n > 0). (3.4)
Proof. Bounding the absolute value of the integrand in (3.1) when u = x+ iy shows
|Ipar par(m,n; r)| 6 exp
(
2πny +
π(|m| −m)
r2y
)∫ ∞
−∞
dx
(x2 + y2)k/2
. (3.5)
Clearly, the right side of (3.5) converges for k > 1. Since the integrand is holomorphic, (3.1) is independent
of y > 0. Letting y →∞ in (3.5) shows (3.2). A special case of [GR07, 3.251.11] implies∫ ∞
−∞
dx
(x2 + y2)s
=
√
π
Γ(s− 1/2)
Γ(s)
y1−2s (Re(s) > 1/2). (3.6)
Using (3.6) in (3.5) with y = 1/
√
n and y = 1/n proves (3.3) and (3.4) respectively.
Next we evaluate Ipar par(m,n; r) in terms of the hypergeometric function 0F1(; b; z). Recall that for
each b 6∈ Z60 it is a holomorphic function of z ∈ C.
Proposition 3.2. Let k ∈ R>1. For allm ∈ Z and n ∈ Z>1
Ipar par(m,n; r) =
(2π)knk−1
eπik/2Γ(k)
0F1
(
; k;−4π
2mn
r2
)
. (3.7)
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Proof. The formula (3.7) follows directly by a change of variables from
0F1 (; b; z) =
eπib/2Γ(b)
(2π)b
∫ ∞+it
−∞+it
e
(
−u+ z
4π2u
)
u−b du (t > 0, Re(b) > 1). (3.8)
We can establish (3.8) by linking it to the integral representation of the J-Bessel function in [GR07, 8.412.2].
Provided that Re(b) > 1, we may deform the contour of integration in [GR07, 8.412.2] to a vertical line with
positive real part. Multiplying the variable by i then produces
Jb−1(2z) =
zb−1
2π
eπib/2
∫ ∞+it
−∞+it
e
(
− u
2π
− z
2
2πu
)
u−b du (t > 0). (3.9)
See also [Ran77, p. 156]. The J-Bessel function may be expressed in terms of hypergeometric functions:
Jb−1(2z) =
1
Γ(b)
zb−10F1
(
; b;−z2) (3.10)
=
1
Γ(b)
zb−1e−2iz1F1
(
b− 1
2
; 2b− 1; 4iz
)
(3.11)
as in [AAR99, p. 200]. Formulas (3.9) and (3.10) together prove (3.8).
The referee has pointed out that Proposition 3.2 may also be quickly shown by combining the power
series expansion for e
(− m
r2u
)
with Hankel’s formula for the Gamma function, as seen in [Ran77, p. 156],∫ ∞+iy
−∞+iy
e (−nu)u−k du = (2π)
knk−1
eπik/2Γ(k)
(y, n > 0, k > 1).
3.2 Double cosets in the parabolic/parabolic case
Let L be a complete set of inequivalent representatives for Γa\Γ/Γb. Partition L into two sets:
Γ(a, b)0 :=
{
δ ∈ L
∣∣∣ δb = a}, Γ(a, b) := {δ ∈ L ∣∣∣ δb 6= a}.
It is easy to see that Γ(a, b)0 has at most one element.
Proposition 3.3. With the above notation, a complete set of inequivalent representatives for Γa\Γ is given
by
Γ(a, b)0 ∪
{
δτ
∣∣∣ δ ∈ Γ(a, b), τ ∈ Γb/Z}. (3.12)
Proof. The set L′ := {δτ | δ ∈ L, τ ∈ Γb/Z} clearly gives a complete set of representatives for Γa\Γ, but
some of its elements may be equivalent modulo Γa. Suppose
Γaδτ = Γaδ
′τ ′ for δ, δ′ ∈ L and τ, τ ′ ∈ Γb/Z. (3.13)
We must have δ′ = δ because L is defined as a set of inequivalent representatives. Hence there is a γ ∈ Γa
so that γδτ = δτ ′. It follows that γ fixes a and δb which can only happen if γ = ±1 or if δb = a.
If γ = ±1 then τ = τ ′. If δb = a then Γb = δ−1Γaδ and any τ ∈ Γb may be written as δ−1γδ for
γ ∈ Γa. Therefore, for all τ ∈ Γb, Γaδτ = Γaδ(δ−1γδ) = Γaδ. We have shown that (3.13) implies δ′ = δ,
and then τ = τ ′ or δb = a and Γaδτ = Γaδ′τ ′ = Γaδ. Hence, with (3.12), we have removed all of the
equivalent elements from the set L′ we started with.
We may also characterize the sets Γ(a, b)0 and Γ(a, b) with
Γ(a, b)0 =
{
δ ∈ L
∣∣∣∣ σa−1δσb =
(
a b
c d
)
with c = 0
}
,
Γ(a, b) =
{
δ ∈ L
∣∣∣∣ σa−1δσb =
(
a b
c d
)
with c 6= 0
}
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since
c = 0 ⇐⇒ σa−1δσb∞ =∞ ⇐⇒ δσb∞ = σa∞ ⇐⇒ δb = a.
To describe an example of Γ(a, b) more explicitly, we first recall the Bruhat decomposition in the form
given by [Goo83, Lemma 1].
Lemma 3.4. ForM =
(
a b
c d
) ∈ SL2(R) with c 6= 0,(
a b
c d
)
= sgn(c)
(
1 a/c
0 1
)(
0 −1
1 0
)(
ν 0
0 1/ν
)(
1 d/c
0 1
)
(3.14)
for ν = parνpar(M) = |c|.
We see that multiplying (3.14) on the left by
(
1 ℓ
0 1
)
changes a/c to ℓ + a/c and leaves c and d fixed.
Similarly, multiplying on the right by
(
1 ℓ
0 1
)
changes d/c to ℓ+ d/c and leaves a and c fixed. Define
Rab :=
{(
a b
c d
)
∈ σa−1Γσb
∣∣∣∣ c 6= 0, 0 6 ac < 1, 0 6 dc < 1
}
.
Lemma 3.5. We may take σa
−1Γ(a, b)σb = Rab/Z .
Proof. Let B =
{(
1 ℓ
0 1
) ∣∣ ℓ ∈ Z} and suppose that −I 6∈ Γ. Then
σa
−1(Γa\Γ/Γb)σb = σa−1Γaσa\σa−1Γσb/σb−1Γbσb = B\σa−1Γσb/B.
It follows that Rab gives a complete set of representatives for σa
−1Γ(a, b)σb. Suppose that two elements(
a b
c d
)
,
(
a′ b′
c′ d′
)
of Rab are equivalent, i.e.
(
1 ℓ
0 1
) (
a b
c d
) (
1 ℓ′
0 1
)
=
(
a′ b′
c′ d′
)
. Then c = c′ and also a = a′, d = d′.
This proves the lemma when −I 6∈ Γ. If −I ∈ Γ then σa−1Γaσa = σb−1Γbσb = −B ∪ B. Hence
(
a b
c d
)
and
(−a −b
−c −d
)
are now equivalent in Rab.
We also note that if ( a ∗c ∗ ) ∈ Rab then b and d are uniquely determined. To see this, suppose γ = ( a ∗c d )
and γ′ = ( a ∗c d′ ) are in Rab. Then (
a ∗
c d )
−1 ( a ∗c d′ ) = (
∗ ∗
0 ∗ ) ∈ σb−1Γσb and we must have γ = γ′. Similarly,
if ( ∗ ∗c d ) ∈ Rab then a and b are uniquely determined.
3.3 Kloosterman sums
Put
Cab :=
{
|c| : ( a bc d ) ∈ σa−1Γσb, c 6= 0}.
We use |c| instead of c here because it is convenient that ( a bc d ) and (−a −b−c −d ) (if it is in σa−1Γσb) have the
same representative. (We could also have used c2, making the parameter a product of two matrix elements as
we do in Sections 4, 6 and 8, but this goes against the conventional notation.) For C ∈ Cab the Kloosterman
sum
Sab(m,n;C) :=
∑
γ∈Γa\Γ/Γb(
a b
c d
)
=σa−1γσb, |c|=C
e
(
m
a
c
+ n
d
c
)
(3.15)
is well defined. Since c 6= 0 we could equivalently have summed over γ ∈ Γ(a, b). In Good’s notation
(2.1), we have Sab(m,n;C) =
0
aS
0
b(m,n;C). See also [Iwa97, Eq. (3.13)], for example. Note that the sum
Sab(m,n;C) depends on the choice of scaling matrices σa and σb in a simple way; we assume the choice is
fixed for each cusp. Replacing γ by γ−1 in (3.15) shows
Sab(m,n;C) = Sba(−n,−m;C) = Sba(n,m;C).
Now letNab(C) := Sab(0, 0;C) be the number of terms in the sum (3.15). ThenNab(C) is always finite
and in fact, by [Iwa97, Prop. 2.8], ∑
C∈Cab, C6X
C−1Nab(C)≪ X. (3.16)
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From (3.16) we deduce the bounds
Nab(C)≪ C2, (3.17)
Sab(m,n;C)≪ C2, (3.18)
#{C ∈ Cab : C 6 X} ≪ X2 (3.19)
with implied constants depending only on Γ, a and b.
3.4 The parabolic expansion of Pa,m
Proof of Theorem 1.1. With z = x+ iy ∈ H, use Proposition 3.3 to write
(Pa,m|kσb) (z) =
∑
γ∈Γa\Γ
e(m(σa
−1γσbz))
j(σa−1γσb, z)k
=
∑
δ∈Γ(a,b)0
e(m(σa
−1δσbz))
j(σa−1δσb, z)k
+
∑
γ∈Γ(a,b)
∑
τ∈Γb/Z
e(m(σa
−1γτσbz))
j(σa−1γτσb, z)k
. (3.20)
The first sum in (3.20) is just e(mz) if Γ(a, b)0 is non-empty, which happens exactly when a and b are
Γ-equivalent. Write the second sum as
∑
C∈Cab
∑
γ∈Γ(a,b)(
a b
c d
)
=σa−1γσb, |c|=C
∑
τ∈Γb/Z
e(m(σa
−1γσb · σb−1τσbz))
j(σa−1γσb · σb−1τσb, z)k (3.21)
and the inner sum is ∑
n∈Z
e(m(σa
−1γσb(z + n)))
j(σa−1γσb, z + n)k
. (3.22)
Since σa
−1γσb =
(
a b
c d
)
is in SL2(R) with c 6= 0 we have
σa
−1γσbz =
a
c
− 1
c(cz + d)
(3.23)
and so (3.22) equals
∑
n∈Z
f(n) for f(t) :=
e
(
m
(
a
c − 1c2(z+t+d/c)
))
ck(z + t+ d/c)k
. (3.24)
Poisson summation gives
∑
n∈Z
f(n) =
∑
n∈Z
fˆ(n) for fˆ(n) :=
∫ ∞
−∞
f(t)e(−nt) dt. (3.25)
To check this is valid, we may use the convenient form of [Rad73, Thm. A, p. 71], which requires f to be
twice continuously differentiable on R and that
∫∞
−∞ f(t) dt and
∫∞
−∞ |f ′′(t)| dt exist. It is straightforward
to check that for k > 1 our f in (3.24) meets these conditions. Hence (3.25) holds.
Substituting u = z + t+ d/c and recalling (3.1) shows that (3.21) is now
∑
C∈Cab
∑
γ∈Γ(a,b)(
a b
c d
)
=σa−1γσb, |c|=C
∑
n∈Z
e2πinz
1
Ck
e
(
m
a
c
+ n
d
c
)
Iab(m,n;C). (3.26)
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Taking absolute values and using (3.2), (3.3), we find that (3.26) is majorized by
∑
C∈Cab
∑
γ∈Γ(a,b)(
a b
c d
)
=σa−1γσb, |c|=C
∞∑
n=1
e−2πny
n(k−1)/2
Ck
exp
(
2πn1/2
(
1 +
|m| −m)
C2
))
≪
∑
C∈Cab
Nab(C)
Ck
.
With (3.16) and summation by parts, this last is convergent for k > 2. Changing the order of summation in
(3.26) is now justified and formula (3.7) completes the proof.
4 Hyperbolic Poincare´ series and their parabolic Fourier expansions
Let a be a cusp and η a hyperbolic fixed point pair for Γ. In this section we compute coefficients in the
parabolic Fourier expansion of Pη,m at a:
(Pη,m|kσa) (z) =
∞∑
n=1
ca(n;Pη,m)e
2πinz.
4.1 The hyperbolic/parabolic integral
Form, n ∈ Z and r ∈ R 6=0, the integral we will need is
Iη par(m,n; r) :=
∫ ∞+iy
−∞+iy
(
sgn(r)u−ru+r
)2πim/ℓη
e−2πinu
(u− r)k/2(u+ r)k/2 du (y > 0, k > 1). (4.1)
Proposition 4.1. The integral (4.1) is absolutely convergent. We have Iη par(m,n; r) = 0 for n 6 0 and
Iη par(m,n; r)≪ nk−1 exp
(
π2(|m| −m)/ℓη
)
(n > 0) (4.2)
for an implied constant depending only on k > 2.
Proof. Notice that w := sgn(r)u−ru+r ∈ H and for y = Im(u) we have the bound∣∣∣w2πim/ℓηe−2πinu∣∣∣ 6 exp (π2(|m| −m)/ℓη + 2πny) .
It follows that (4.1) is absolutely convergent for k > 1. If we assume k > 2, write u− r = x+ iy, note that
|u+ r|−k/2 6 y−k/2 and recall (3.6), then
|Iη par(m,n; r)| 6 exp
(
π2(|m| −m)/ℓη + 2πny
)
y−k/2
∫ ∞
−∞
dx
(x2 + y2)k/4
≪ exp (π2(|m| −m)/ℓη + 2πny) y1−k. (4.3)
Since the integrand in (4.1) is holomorphic, Iη par(m,n; r) is independent of y > 0. Letting y →∞ in (4.3)
we see that Iη par(m,n; r) = 0 for n 6 0. For n > 0 let y = 1/n.
Bounds for Iη par(m,n; r) when k ∈ (1, 2] are of course possible. The advantage of (4.2) for k > 2 is
that it does not depend on r; see (4.21).
Ifm = 0 we can evaluate Iη par(0, n; r) for n > 1 by moving the line of integration down past the poles
of order k/2 at u = ±r and letting y → −∞. Evaluating the residues we find for n > 1 and even k > 4,
Iη par(0, n; r) = 2πi(−1)k/2
k/2−1∑
j=0
(2πin)j
j!
(
k − 2− j
k/2− 1
)[
e−2πinr
(2r)k−1−j
+
e2πinr
(−2r)k−1−j
]
. (4.4)
More generally, we may express Iη par(m,n; r) in terms of the confluent hypergeometric function 1F1.
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Proposition 4.2. Let k ∈ R>1. Form ∈ Z and n ∈ Z>1, Iη par(m,n; r) equals
(2π)knk−1
eπik/2Γ(k)
exp
(
π2m
ℓη
(sgn(r)− 1)− 2πinr
)
1F1
(
k
2
+
2πim
ℓη
; k; 4πinr
)
. (4.5)
Also Iη par(m,n; r) is real-valued for k even.
Proof. From [GR07, 3.384.8], we will use the formula∫ ∞
−∞
(β + ix)−µ(γ + ix)−νe−ipx dx =
2πeγp(−p)µ+ν−1
Γ(µ+ ν)
1F1(µ;µ+ ν; (β − γ)p) (4.6)
where Re(β),Re(γ) > 0, Re(µ + ν) > 1 and p < 0. Rewrite (4.1) by letting u = x + iy, multiplying
through by i and replacing x by −x to get
Iη par(m,n; r) =
e2πny
eπik/2
∫ ∞
−∞
(
sgn(r)γ+ixβ+ix
)2πim/ℓη
e2πinx
(β + ix)k/2(γ + ix)k/2
dx (4.7)
for β = y − ir, γ = y + ir and Re(β) = Re(γ) = y > 0. The final step to get (4.7) into the form (4.6) is to
verify by checking the arguments of both sides, that for r, β and γ as above,(
sgn(r)
γ + ix
β + ix
)s
= eπis(1−sgn(r))/2(γ + ix)s(β + ix)−s (x ∈ R, s ∈ C).
To see that Iη par(m,n; r) ∈ R for k even, use Kummer’s transformation
1F1(a; c; z) = e
z
1F1(c− a; c;−z), (4.8)
to show that the last part of the right side of (4.5),
e−2πinr 1F1(k/2 + 2πim/ℓη ; k; 4πinr), (4.9)
equals its conjugate. For a second proof, we see that the integral in (4.7) is real by using the fact that γ = β
and replacing x with −x. (We note that (4.9) takes exactly the form of a Coulomb wave function, used to
describe charged particles with a spherically symmetric potential as in [AAR99, p. 199].)
Using (3.11) in (4.5) whenm = 0 shows another version of (4.4):
Iη par(0, n; r) = (2π)
k Γ((k + 1)/2)
eπik/2Γ(k)
( n
πr
)(k−1)/2
J(k−1)/2(2πnr) (n > 0).
4.2 Double cosets in the hyperbolic/parabolic case
Lemma 4.3. If
(
a b
c d
) ∈ ση−1Γσa then ac 6= 0.
Proof. Let
(
a b
c d
)
= ση
−1γσa. Since
(
a b
c d
)∞ = ac we have
ac = 0 ⇐⇒ ση−1γσa∞ = 0 or ∞
⇐⇒ γσa∞ = ση0 or ση∞
⇐⇒ γa = η1 or η2.
But the cusp γa cannot be a hyperbolic fixed point, implying ac 6= 0.
Since γa cannot be a hyperbolic fixed point, the analog of Γ(a, b)0 in Proposition 3.3 is empty here. Let
Γ(η, a) be a complete set of inequivalent representatives for Γη\Γ/Γa.
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Proposition 4.4. With the above notation, a complete set of inequivalent representatives for Γη\Γ is given
by {
δτ
∣∣∣ δ ∈ Γ(η, a), τ ∈ Γa/Z}. (4.10)
Proof. The set (4.10) gives a complete set of representatives for Γη\Γ. To see that the representatives are
also inequivalent modulo Γη, suppose
Γηδτ = Γηδ
′τ ′ for δ, δ′ ∈ Γ(η, a) and τ, τ ′ ∈ Γa/Z. (4.11)
We must have δ′ = δ because Γ(η, a) is defined as a set of inequivalent representatives. Hence there is a
γ ∈ Γη so that γδτ = δτ ′. It follows that γ fixes η and δa. Therefore γ = ±I and τ = τ ′.
Good’s Lemma [Goo83, Lemma 1, p 20] in this hyperbolic/parabolic case is:
Lemma 4.5. ForM =
(
a b
c d
) ∈ SL2(R) with ac 6= 0 we have(
a b
c d
)
=
sgn(a)√
2
(∣∣a
c
∣∣1/2 0
0
∣∣a
c
∣∣−1/2
)(
1 −sgn(ac)
sgn(ac) 1
)(
ν 0
0 1/ν
)(
1 b2a +
d
2c
0 1
)
. (4.12)
for ν = hypνpar(M) = |2ac|1/2.
For a convenient choice of Γ(η, a), our representatives for Γη\Γ/Γa, we therefore define
Rηa :=
{(
a b
c d
)
∈ ση−1Γσa
∣∣∣∣ 1εη 6
∣∣∣a
c
∣∣∣ < εη, 0 6 b
2a
+
d
2c
< 1
}
.
Lemma 4.6. We may take ση
−1Γ(η, a)σa = Rηa/Z .
Proof. Let A =
{(
εm 0
0 ε−m
) ∣∣ m ∈ Z} for ε = εη and let B = {( 1 ℓ0 1 ) ∣∣ ℓ ∈ Z} as before. Suppose that
−I 6∈ Γ. Then
ση
−1(Γη\Γ/Γa)σa = ση−1Γηση\ση−1Γσa/σa−1Γaσa = A\ση−1Γσa/B.
Start with any
(
a b
c d
) ∈ ση−1Γσa. If we multiply on the left by ( ε 00 1/ε) we obtain ( aε bεc/ε d/ε) so that |a/c|
becomes ε2|a/c| and b/2a+ d/2c is unaffected. Multiplying ( a bc d ) on the right by ( 1 10 1 ) produces ( a a+bc c+d ).
Then b/2a + d/2c becomes b/2a + d/2c + 1 and a/c remains the same. It follows that every element of
ση
−1Γ(η, a)σa has a representative in Rηa and, as in the proof of Lemma 3.5, the representative is unique.
If −I ∈ Γ then −I ∈ Γη, Γa so that
(
a b
c d
)
and
(−a −b
−c −d
)
are now equivalent in Rηa.
The reasoning after Lemma 3.5 also shows that if ( a ∗c ∗ ) ∈ Rηa then b and d are uniquely determined.
4.3 The hyperbolic/parabolic Kloosterman sum
Recall the definition of Sηa(m,n;C) in (1.16). It is related to Good’s sum (2.1) by
Sηa(m,n;C) =
δ
ηS
0
a(m,n; |2C|1/2) for δ =
1− sgn(C)
2
.
Good showed in [Goo83, Lemma 6] that these are finite sums. In this subsection we reprove this and find
the analog of the bound (3.18). First set
Nηa(C) := Sηa(0, 0;C)
= #
{
γ ∈ Γη\Γ/Γa
∣∣∣∣ ση−1γσa =
(
a b
c d
)
with ac = C
}
.
Then Nηa(C) is well defined and independent of the scaling matrices ση and σa. The next proposition is
based on [Iwa97, Prop. 2.8]. It requires the existence of Maa > 0 such that |c| > Maa for all c ∈ Caa. For
this see [Shi71, Lemma 1.25] or [Iwa97, p. 38].
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Proposition 4.7. With the above notation ∑
C∈Cηa, |C|6X
Nηa(C)≪ X.
Proof. We may write Nηa(C) more explicitly as #
{(
a b
c d
) ∈ Rηa/Z ∣∣ ac = C}. Also let
R(X) :=
{(
a b
c d
)
∈ Rηa
∣∣∣∣ |ac| 6 X
}
⊂ ση−1Γσa.
Suppose γ =
(
a b
c d
)
and δ =
(
a′ b′
c′ d′
)
are in R(X). Then γ−1δ =
(
a′′ b′′
c′′ d′′
) ∈ σa−1Γσa for
|c′′| =
∣∣∣∣cc′
(
a
c
− a
′
c′
)∣∣∣∣ .
If c′′ = 0 then γ−1δ ∈ σa−1Γaσa and so γ = δ. Otherwise we have |c′′| > Maa > 0. Hence∣∣∣∣ac − a
′
c′
∣∣∣∣ > Maa|cc′| . (4.13)
For any
(
a b
c d
) ∈ R(X) we have
1
εη
6
∣∣∣a
c
∣∣∣ < εη, |ac| 6 X =⇒ 1|c| > 1ε1/2η X1/2 .
Therefore (4.13) implies ∣∣∣∣ac − a
′
c′
∣∣∣∣ > MaaεηX . (4.14)
Since each element of R(X) corresponds to a distinct a/c ∈ [−εη , εη] with the distance between any
two bounded from below by (4.14), the set R(X) is finite and we may list the fractions as a1/c1 < a2/c2 <
· · · < an/cn. Then
n−1∑
j=1
∣∣∣∣aj+1cj+1 −
aj
cj
∣∣∣∣ =
n−1∑
j=1
(
aj+1
cj+1
− aj
cj
)
6 2εη
and combining this with (4.14) shows
∑
C∈Cηa, |C|6X
[ ∑
(
a b
c d
)
∈Rηa, ac=C
Maa
εηX
]
6 2εη .
As a result of Proposition 4.7, for implied constants depending only on Γ, η and a,
Nηa(C)≪ C, Sηa(m,n;C)≪ C, #{C ∈ Cηa : |C| 6 X} ≪ X. (4.15)
4.4 The parabolic expansion of Pη,m
Theorem 4.8. Form, n ∈ Z, the nth parabolic Fourier coefficient at the cusp a of the hyperbolic Poincare´
series Pη,m is given by
ca(n;Pη,m) =
∑
C∈Cηa
C−k/2Iηa
(
m,n;
1
2C
)
· Sηa(m,n;C). (4.16)
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Proof. With Proposition 4.4 and z = x+ iy ∈ H, write the absolutely convergent
(Pη,m|kσa) (z) =
∑
γ∈Γη\Γ
(ση
−1γσaz)−k/2+2πim/ℓη
j(ση−1γσa, z)k
as ∑
C∈Cηa
∑
γ∈Γ(η,a)(
a b
c d
)
=ση−1γσa, ac=C
∑
n∈Z
(ση
−1γσa(z + n))−k/2+2πim/ℓη
j(ση−1γσa, z + n)k
. (4.17)
If we let ση
−1γσa =
(
a b
c d
) ∈ SL2(R) with ac 6= 0, then the inner sum is∑n∈Z fγ(n) for
fγ(t) = f(t) :=
(
a(z+t)+b
c(z+t)+d
)−k/2+2πim/ℓη
(c(z + t) + d)k
=
(
a
c − 1c2(z+t+d/c)
)−k/2+2πim/ℓη
ck(z + t+ d/c)k
.
As in the proof of Theorem 1.1, we may apply Poisson summation if
∫∞
−∞ f(t) dt and
∫∞
−∞ |f ′′(t)| dt exist.
The first integral exists for k > 1 by Proposition 4.1 with n = 0. It follows that the second exists too since
differentiating logarithmically shows
f ′′(t) = f(t)
(
(s+ k)(s+ k + 1)c2
(c(z + t) + d)2
− 2s(s+ k)ac
(a(z + t) + b)(c(z + t) + d)
+
s(s− 1)a2
(a(z + t) + b)2
)
where s = −k/2 + 2πim/ℓη . Therefore∑
n∈Z
f(n) =
∑
n∈Z
fˆ(n) =
∑
n∈Z
∫ ∞
−∞
f(t)e(−nt) dt. (4.18)
For the most symmetric result we substitute
u = z + t+
b
2a
+
d
2c
= z + t+
d
c
− 1
2ac
and find that the integral in (4.18) equals
e
(
n
(
z +
b
2a
+
d
2c
))∫ ∞+iy
−∞+iy
(
a
c − 1c2(u+1/(2ac))
)−k/2+2πim/ℓη
ck(u+ 1/(2ac))k
e−2πinu du
=
e
(
n
(
z + b2a +
d
2c
))
(ac)k/2
∫ ∞+iy
−∞+iy
(
a
c
u−1/(2ac)
u+1/(2ac)
)2πim/ℓη
e−2πinu
(u− 1/(2ac))k/2(u+ 1/(2ac))k/2 du
= e2πinz
1
(ac)k/2
e
(
m
ℓη
log
∣∣∣a
c
∣∣∣+ n( b
2a
+
d
2c
))
Iηa
(
m,n;
1
2ac
)
. (4.19)
Therefore (4.17) is now∑
C∈Cηa
∑
γ∈Γ(η,a)(
a b
c d
)
=ση−1γσa, ac=C
∑
n∈Z
e2πinz
1
Ck/2
e
(
m
ℓη
log
∣∣∣a
c
∣∣∣+ n( b
2a
+
d
2c
))
Iηa
(
m,n;
1
2C
)
. (4.20)
By Proposition 4.1, (4.20) is majorized by
∑
C∈Cηa
∑
γ∈Γ(η,a)(
a b
c d
)
=ση−1γσa, ac=C
∞∑
n=1
e−2πny
nk−1
|C|k/2 exp
(
π2(|m| −m)/ℓη
)≪ ∑
C∈Cηa
Nηa(C)
|C|k/2 . (4.21)
Using Proposition 4.7 and summation by parts shows the last series is convergent for k > 2. Changing the
order of summation in (4.20) is therefore valid, and moving the sum over n to the outside completes the
proof.
Theorem 1.2 follows from Theorem 4.8 and Proposition 4.2.
16
5 An example in Γ = SL2(Z)
5.1
Set Γ = SL2(Z). We consider the results of the last section in the special case where
a =∞ and η = (η1, η2) = (−
√
D,
√
D)
forD a positive integer that is not a perfect square. If γ =
(
a b
c d
) ∈ SL2(R) fixes±√D then cz2+(d−a)z−b
has z = ±√D as its zeros. Therefore d− a = 0 and b/c = D so that γ = ( a Dcc a ). If γ ∈ Γ then (a, c) is an
integer solution of Pell’s equation (1.19). Let (a0, c0) be the positive integer solution of (1.19) minimizing
a > 1. Set εD := a0 +
√
Dc0 and we see that εD > 1. Choose σ∞ = I and ση = σˆη as in (1.8). Then
ση =
1√
2
(
D1/4 −D1/4
D−1/4 D−1/4
)
, σ−1η
(
a Dc
c a
)
ση =
(
a+
√
Dc 0
0 a−√Dc
)
(5.1)
so that
σ−1η Γηση =
〈(
εD 0
0 1/εD
)
, −I
〉
=
{
±
(
εnD 0
0 ε−nD
)∣∣∣∣n ∈ Z
}
. (5.2)
(The picture for general hyperbolic points of SL2(Z) is not much different from the above. See, for example
[KZ84, Sect. 3.1].)
For
(
e f
g h
)
∈ Γ, write
ση
−1
(
e f
g h
)
σ∞ =
1√
2D1/4
(
e+ g
√
D f + h
√
D
−e+ g√D −f + h√D
)
=
(
a b
c d
)
.
Then ac = (e2 −Dg2)/(−2√D) and Cη∞ ⊂ Z/(2
√
D). Also
b
2a
+
d
2c
=
f + h
√
D
2(e + g
√
D)
− f − h
√
D
2(e − g√D) =
ef − ghD
e2 − g2D .
Set RD := σηRη∞σ∞−1, so that
RD =
{(
e f
g h
)
∈ SL2(Z)
∣∣∣∣ 1εD 6
∣∣∣∣∣e+ g
√
D
e− g√D
∣∣∣∣∣ < εD, 0 6 ef − ghDe2 − g2D < 1
}
(5.3)
and let RD(N) be the elements of RD with e
2 − Dg2 = N . Combining Proposition 4.2, Lemma 4.6 and
Theorem 4.8 with the work above shows the following.
Proposition 5.1. Form ∈ Z and n ∈ Z>1
c∞(n;Pη,m) =
(2πi)knk−1
Γ(k)
∑
N∈Z6=0
(
−2√D
N
)k/2
exp
(
−π
2m
ℓη
(sgn(N) + 1) +
2πin
√
D
N
)
× 1F1
(
k
2
+
2πim
ℓη
; k;−4πin
√
D
N
)
Sη∞
(
m,n;
−N
2
√
D
)
for
Sη∞
(
m,n;
−N
2
√
D
)
=
1
2
∑
(
e f
g h
)
∈RD(N)
e
(
m
ℓη
log
∣∣∣∣∣e+ g
√
D
e− g√D
∣∣∣∣∣+ n(ef − ghD)N
)
. (5.4)
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5.2 A more explicit form for Sη∞
(
m,n;−N/(2√D)
)
Recall the statement of Theorem 1.3 and the definitions preceding it. To prove this result, we begin by
examining the sets RD and RD(N) in more detail.
Given e, g ∈ Z with (e, g) = 1, how many ways, if any, can we complete the matrix ( e ∗g ∗ ) to an element
of RD? If g = 0 then it can be quickly seen that the only way to complete (
e ∗
0 ∗ ) is to ±I ∈ RD(1). For
g 6= 0 write e for the inverse of e mod |g|, chosen with 0 6 e < |g| say. We find the solution
(e, f0, g, h0) =
(
e,
ee− 1
g
, g, e
)
to eh− fg = 1 (5.5)
and any other solution must be of the form (e, f0+ te, g, h0+ tg) for t ∈ Z. With these solutions, the second
condition in RD, (5.3), becomes
0 6
ef0 − gh0D
e2 − g2D + t < 1.
It follows from the above arguments that there is at most one way to complete ( e ∗g ∗ ) to an element of RD.
The next result gives the summands in (5.4) in terms of just e and g.
Lemma 5.2. For g 6= 0
e
(
n(ef − ghD)
N
)
= e
(
−neg
−1
N
)
(5.6)
and for g = 0 the left side of (5.6) is 1.
Proof. When g = 0 then we must have e = ±1 and N = 1 so that ef − ghD ≡ 0 mod N . When g 6= 0,
we have from (5.5) that
ef − ghD ≡ ef0 − gh0D ≡ eee− 1
g
− geD ≡ Ne− e
g
mod N. (5.7)
Note that (g,N) = 1 since (e, g) = 1 and g has an inverse modN . Writing (5.7) as x mod N then implies
−e ≡ gx mod N and the lemma follows.
We now examine the first condition in (5.3).
Lemma 5.3. For ε, e, g ∈ R with e2 −Dg2 = N 6= 0 and ε > 1 we have
1
ε
6
∣∣∣∣∣e+ g
√
D
e− g√D
∣∣∣∣∣ 6 ε ⇐⇒ e2 +Dg2 6
(
ε+
1
ε
) |N |
2
. (5.8)
Proof. The right side of (5.8) is equivalent to
(e+ g
√
D)2 + (e− g
√
D)2 6
(
ε+
1
ε
)
|N |
⇐⇒ (e+ g
√
D)2
(e− g√D)2 + 1 6
(
ε+
1
ε
) |N |
(e− g√D)2
⇐⇒
∣∣∣∣∣e+ g
√
D
e− g√D
∣∣∣∣∣
2
+ 1 6
(
ε+
1
ε
) ∣∣∣∣∣e+ g
√
D
e− g√D
∣∣∣∣∣
which is equivalent to the left side of (5.8).
Since εD = a0 + c0
√
D, we may write εD +1/εD = 2a0 in (5.8). Recall R
∗
D(N) defined in (1.20). We
see from (5.3) and Lemma 5.3 that RD(N) corresponds exactly to all pairs (e, g) ∈ R∗D(N) such that∣∣∣∣∣e+ g
√
D
e− g√D
∣∣∣∣∣ 6= εD. (5.9)
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Lemma 5.4. We have equality in (5.9) if and only if (e, g) = ±(u+, v+) or ±(u−, v−).
Proof. There can be equality in (5.9) only for two possible values of N , as we see next. We have
e+ g
√
D
e− g√D = ±εD = ±(a0 + c0
√
D) ⇐⇒ e = a0 ± 1
c0
g. (5.10)
If gcd(e, g) = 1 then
e =
a0 + 1
c0
g ⇐⇒ e = u+
v+
g ⇐⇒ (e, g) = ±(u+, v+),
e =
a0 − 1
c0
g ⇐⇒ e = u−
v−
g ⇐⇒ (e, g) = ±(u−, v−).
We also note that D+ > 0 and D− < 0 since D+ = 2a0v2+/c20, D− = −2a0v2−/c20.
The points ±(u+, v+) lie on both the ellipse e2 +Dg2 = a0|N | and the hyperbola e2 −Dg2 = N for
N = D+. Similarly for ±(u−, v−) when N = D−. See Figure 1.
Lemma 5.5. If (e, g,N) = (±u+,±v+,D+) or (±u−,±v−,D−) then
e
(
m
ℓη
log
∣∣∣∣∣e+ g
√
D
e− g√D
∣∣∣∣∣− neg
−1
N
)
= (−1)m+c0·n. (5.11)
Proof. Lemma 5.4 implies
e
(
m
ℓη
log
∣∣∣∣∣e+ g
√
D
e− g√D
∣∣∣∣∣
)
= e
(
m
ℓη
log εD
)
= e
(m
2
)
= (−1)m.
Writing a0 + 1 = λu+ and c0 = λv+ for λ ∈ Z>1 we find
a20 −Dc20 = 1 =⇒ (λu+ − 1)2 −Dλ2(v+)2 = 1
=⇒ λD+ = 2u+. (5.12)
Consider u+(v+)
−1 mod D+. If c0 is even then a0 must be odd and so λ is even. Hence (5.12) implies D+
divides u+ and therefore u+(v+)
−1 ≡ 0 mod D+ and
e
(
−neg
−1
N
)
= e
(
−nu+(v+)
−1
D+
)
= 1 = (−1)c0·n.
On the other hand, if c0 is odd then λ is odd and D+ is even. Hence (5.12) implies u+ ≡ D+/2 mod D+.
In this case we must also have v+ and (v+)
−1 odd so that u+(v+)−1 ≡ D+/2 mod D+ and
e
(
−neg
−1
N
)
= e
(
−nu+(v+)
−1
D+
)
= (−1)n = (−1)c0·n.
This completes the proof for (e, g,N) = (u+, v+,D+), (−u+,−v+,D+). The proof for (e, g,N) =
(±u−,±v−,D−) is similar.
Proof of Theorem 1.3. We see now that the sum for Sη∞ in (5.4) may be replaced by the sum over (e, g) ∈
R∗D(N) in (1.21) except that the extra summands with (e, g) = ±(u+, v+), ±(u−, v−) must be removed
from R∗D(N). This is accomplished by the term −ψD(m,n;N) in (1.21). The factor 1/2 in both sums
comes from the equivalence of
(
e f
g h
)
and
(
−e −f
−g −h
)
.
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6 Parabolic Poincare´ series and their hyperbolic Fourier expansions
The results in the section are similar to those in Section 4, switching η with a. Note the relation
ca(m;Pη,n) = cη(n;Pa,m)
[
(2π)kℓηm
k−1e−2π
2n/ℓη
|Γ(k/2 + 2πin/ℓη)|2
]
(m ∈ Z>0, n ∈ Z) (6.1)
coming from (1.13) and (1.11) applied to 〈Pa,m, Pη,n 〉 = 〈Pη,n, Pa,m 〉. However, (6.1) is not quite sym-
metrical. Form 6 0 we have that ca(m;Pη,n) = 0 since Pη,n ∈ Sk(Γ), but we don’t expect cη(n;Pa,m) to
be zero since Pa,m ∈M !k(Γ) form < 0 and Pa,0 ∈Mk(Γ).
6.1 The parabolic/hyperbolic integral
Form, n ∈ Z and r ∈ R 6=0 define
Ipar η(m,n; r) :=
∫ ∞+iy
−∞+iy
e
(
m
(
sgn(r)eu−1
2r(sgn(r)eu+1)
))
eu(k/2−2πin/ℓη)
(sgn(r)eu + 1)k
du
ℓη
(0 < y < π, k > 0). (6.2)
This is the integral that appears in the proof of Theorem 6.4 and we develop its properties here first.
Proposition 6.1. The integral (6.2) is absolutely convergent and we have the estimates
Ipar η(m,n; r)≪ exp
(
πe(|m| −m)/|r|)/ℓη (n = 0), (6.3)
Ipar η(m,n; r)≪ nk/2 exp
(
π2n1/2
(
1
ℓη
+
|m| −m)
|r|
))
/ℓη (n > 0), (6.4)
Ipar η(m,n; r)≪ |n|k/2e2π2n/ℓη exp
(
π2|n|1/2
(
1
ℓη
+
|m| −m)
|r|
))
/ℓη (n < 0), (6.5)
for implied constants depending only on k > 0.
Proof. Let u = x+ iy to get
∣∣∣∣e
(
m
(
sgn(r)eu − 1
2r(sgn(r)eu + 1)
))∣∣∣∣ = exp
(
2πm
r |sgn(r)ex+iy + 1|2 Im
(
sgn(r)ex−iy + 1
))
= exp
(
−2πm sin(y)
|r|
ex
|ex + sgn(r)e−iy|2
)
. (6.6)
Hence
|Ipar η(m,n; r)| 6 e
2πny/ℓη
ℓη
∫ ∞
−∞
exp
(
−2πm sin(y)
|r|
ex
|ex + sgn(r)e−iy|2
)(
ex
|ex + sgn(r)e−iy|2
)k/2
dx.
Also
ex
|ex + sgn(r)e−iy|2 6
{
e1−|x| when |x| > 1
e sin−2(y) when |x| 6 1. (6.7)
It follows that (6.6) is bounded by
exp
(
π(|m| −m) sin(y)
|r| e
1−|x|
)
when |x| > 1, exp
(
π(|m| −m) sin(y)
|r|
e
sin2(y)
)
when |x| 6 1.
Altogether, for an implied constant depending only on k > 0,
Ipar η(m,n; r)≪ e
2πny/ℓη
ℓη
(
exp
(
π(|m| −m) sin(y)
|r|
)
+ exp
(
π(|m| −m)e
|r| sin(y)
)
1
sink(y)
)
(6.8)
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proving convergence. We have that (6.2) is independent of y by Cauchy’s theorem. Finally, letting y =
πn−1/2/2, y = π/2 and y = π(1− |n|−1/2/2) in (6.8) for n > 0, n = 0 and n < 0, respectively, and using
2y/π 6 sin(y), sin(π − y) 6 y for 0 6 y 6 π/2, (6.9)
completes the proof.
Proposition 6.2. Let k ∈ R>0. Form, n ∈ Z and r ∈ R 6=0 we have
Ipar η(m,n; r) =
1
ℓη
exp
(
πi
2
(
k
2
− 2πin
ℓη
)
(1− sgn(r))− πim
r
)
×B
(
k
2
+
2πin
ℓη
,
k
2
− 2πin
ℓη
)
1F1
(
k
2
− 2πin
ℓη
; k;
2πim
r
)
. (6.10)
Also Ipar η(m,n; r) is real-valued when k is even.
Proof. Let u = t+ iy for y = π/2 and then write v = et so that (6.2) becomes
exp
(
πi
2
(
k
2
− 2πin
ℓη
+
2m
r
))∫ ∞
0
exp
(
−2πim
r(sgn(r)iv+1)
)
vk/2−2πin/ℓη−1
(sgn(r)iv + 1)k
dv
ℓη
. (6.11)
Substitute x = 1/(sgn(r)iv + 1) and the integral in (6.11) is now
1
sgn(r)iℓη
∫ 1
0
exp
(
−2πim
r
x
)
xk−2
(
1− x
sgn(r)ix
)k/2−2πin/ℓη−1
dx
where the path of integration runs along a semicircle centered at 1/2. Except for the endpoints, we have
−π/2 < sgn(r) arg(x) < 0 and 0 < sgn(r) arg(1− x) < π/2. Hence(
1− x
sgn(r)ix
)w
= (1− x)w(sgn(r)i)−wx−w (w ∈ C).
Finally, move the contour of integration to the interval [0, 1] ⊂ R and use
∫ 1
0
xµ−1(1− x)ν−1eβx dx = B(µ, ν) 1F1(µ;µ + ν;β)
when Re(µ), Re(ν) > 0 from [GR07, 3.383.1], along with an application of Kummer’s transformation (4.8),
to show (6.10). It now follows from (6.10), as in Proposition 4.2, that Ipar η(m,n; r) ∈ R for k even.
6.2 Double cosets and Kloosterman sums in the parabolic/hyperbolic case
All of the results in Subsections 4.2 and 4.3 translate directly to the parabolic/hyperbolic case here by means
of the map ση
−1Γσa → σa−1Γση given by γ 7→ γ−1. We summarize the main things we need:
(i) If
(
a b
c d
) ∈ σa−1Γση then cd 6= 0.
(ii) Let Γ(a, η) be a complete set of inequivalent representatives for Γa\Γ/Γη . Then{
δτ
∣∣∣ δ ∈ Γ(a, η), τ ∈ Γη/Z} (6.12)
is a complete set of inequivalent representatives for Γa\Γ.
(iii) In this case [Goo83, Lemma 1] says:
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Lemma 6.3. ForM =
(
a b
c d
) ∈ SL2(R) with cd 6= 0 we have
(
a b
c d
)
=
sgn(d)√
2
(
1 a2c +
b
2d
0 1
)(
1/ν 0
0 ν
)(
1 −sgn(cd)
sgn(cd) 1
)(∣∣d
c
∣∣−1/2 0
0
∣∣d
c
∣∣1/2
)
(6.13)
for ν = parνhyp(M) = |2cd|1/2.
(iv) Define
Raη :=
{(
a b
c d
)
∈ σa−1Γση
∣∣∣∣ 0 6 a2c + b2d < 1, 1εη 6
∣∣∣∣dc
∣∣∣∣ < εη
}
and we may take σa
−1Γ(a, η)ση = Raη/Z .
(v) Put Caη =
{
cd
∣∣ ( a b
c d
) ∈ σa−1Γση }. We have Caη = −Cηa.
(vi) For C ∈ Caη define
Saη(m,n;C) :=
∑
γ∈Γa\Γ/Γη(
a b
c d
)
=σa−1γση , cd=C
e
(
m
(
a
2c
+
b
2d
)
+
n
ℓη
log
∣∣∣ c
d
∣∣∣) . (6.14)
It is related to Good’s sum by
Saη(m,n;C) =
0
aS
δ′
η (m,n; |2C|1/2) for δ′ =
1 + sgn(C)
2
.
Also
Saη(m,n;C) = Sηa(−n,−m;−C) = Sηa(n,m;−C), (6.15)
so the formula in Theorem 1.3 for a =∞ and η = (−√D,√D) also evaluates Saη(m,n;C).
(vii) With
Naη(C) := Saη(0, 0;C) = #
{
γ ∈ Γa\Γ/Γη
∣∣∣∣ σa−1γση =
(
a b
c d
)
with cd = C
}
it is clear that Naη(C) = Nηa(−C). Therefore∑
C∈Caη , |C|6X
Naη(C)≪ X, (6.16)
Naη(C)≪ C, Saη(m,n;C)≪ C, #{C ∈ Caη : |C| 6 X} ≪ X. (6.17)
6.3 The hyperbolic expansion of Pa,m
In the next result we prove a formula for cη(n;Pa,m) using the same approach as in Theorems 1.1 and 4.8.
An alternative derivation may be given using (1.9) as the starting point.
Theorem 6.4. For allm, n ∈ Z, the nth hyperbolic Fourier coefficient at η of the parabolic Poincare´ series
Pa,m is given by
cη(n;Pa,m) =
∑
C∈Caη
|C|−k/2Iaη(m,n;C)Saη(m,n;C). (6.18)
Proof. With (6.12) and z ∈ H, write the absolutely convergent
(Pa,m|kση) (z) =
∑
γ∈Γa\Γ
e(m(σa
−1γσηz))
j(σa−1γση, z)k
(6.19)
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as ∑
C∈Caη
∑
γ∈Γ(a,η)(
a b
c d
)
=σa−1γση , cd=C
∑
n∈Z
e(m(σa
−1γση(enℓη+A)))
j(σa−1γση, enℓη+A)ke−nℓηk/2
(6.20)
where we let z = eA for 0 < ImA < π. With σa
−1γση =
(
a b
c d
) ∈ SL2(R) for cd 6= 0, the inner sum is∑
n∈Z fγ(n) for
fγ(t) = f(t) :=
exp
(
2πimae
tℓη+A+b
cetℓη+A+d
+ tℓηk/2
)
(cetℓη+A + d)k
.
As in the proof of Theorem 1.1, we may apply Poisson summation if
∫∞
−∞ f(t) dt and
∫∞
−∞ |f ′′(t)| dt exist.
The first integral exists for k > 0 by similar arguments to Proposition 6.1 with n = 0. It follows that the
second also exists since, with g(t) := cetℓη+A + d,
f ′′(t)
ℓ2η
= f(t)
[
2πimetℓη+A
g(t)2
(
2πimetℓη+A
g(t)2
+
2d(k + 1)
g(t)
− k − 1
)
+
dk(k + 1)
g(t)
(
d
g(t)
+ 1
)
+
k2
4
]
.
With Poisson summation, as in (4.18), the inner sum in (6.20) is now
∑
n∈Z
∫ ∞
−∞
e
(
m
(
a
c − 1c(ceℓηt+A+d)
))
(ceℓηt+A + d)k
etℓη(k/2−2πin/ℓη) dt. (6.21)
Let u = ℓηt+A+ log
∣∣ c
d
∣∣ in (6.21) and use ac = a2c + b2d + 12cd to get that the integral equals
z−k/2+2πin/ℓη
∣∣∣∣dc
∣∣∣∣
k/2
e
(
m
(
a
2c
+
b
2d
)
− n
ℓη
log
∣∣∣∣dc
∣∣∣∣
)
×
∫ ∞+iImA
−∞+iImA
e
(
m
(
c|dc |eu−d
2cd(c| dc |eu+d)
))
(c
∣∣d
c
∣∣ eu + d)k eu(k/2−2πin/ℓη) duℓη . (6.22)
Writing the integral in (6.22) with (6.2), we have shown that (6.20) equals∑
C∈Caη
∑
γ∈Γ(a,η)(
a b
c d
)
=σa−1γση , cd=C
∑
n∈Z
z−k/2+2πin/ℓηe
(
m
(
a
2c
+
b
2d
)
− n
ℓη
log
∣∣∣∣dc
∣∣∣∣
)
Iaη(m,n;C)
|C|k/2 . (6.23)
For z = eA with 0 < ImA < π as before, we have z−k/2+2πin/ℓη ≪ e−2πnImA/ℓη . With Proposition 6.1 we
then have
z−k/2+2πin/ℓηIaη(m,n;C)≪ e−ε|n|
for ε > 0, depending on z. Therefore (6.23) is majorized by
∑
C∈Caη |C|−k/2Naη(C) and thus convergent
for k > 2 by (6.16). This proves that changing the order of summation in (6.23) is valid, and moving the
sum over n to the outside completes the proof.
Set
S⋆aη(m,n;C) := exp
(−π2n(sgn(C) + 1)/ℓη − πim/C)Saη(m,n;C) (6.24)
=
∑
γ∈Γa\Γ/Γη(
a b
c d
)
=σa−1γση , cd=C
e
(
m
b
d
+
n
ℓη
log
(
− c
d
))
and note the relation with the sum (1.17)
S⋆aη(m,n;C) = S
⋆
ηa(n,m;−C). (6.25)
Rewriting Iaη(m,n;C)Saη(m,n;C) with (6.10) and (6.24) gives a more explicit version of Theorem 6.4:
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Theorem 6.5. For allm, n ∈ Z
cη(n;Pa,m) =
e2π
2n/ℓη
ℓη
B
(
k
2
+
2πin
ℓη
,
k
2
− 2πin
ℓη
)
×
∑
C∈Caη
1F1
(
k
2
− 2πin
ℓη
; k;
2πim
C
)
S⋆aη(m,n;C)
Ck/2
. (6.26)
Theorem 6.5 combined with the identity (6.1) and the symmetry (6.25) implies Theorem 1.2. Theorem
1.2 does not imply Theorem 6.5 in the same way.
7 Computations
In this section we restrict our attention to Γ = SL2(Z), its cusp at ∞ with scaling matrix σ∞ = I and its
hyperbolic pairs η = (−√D,√D) with scaling matrix σˆη given by (1.8).
7.1 Parabolic coefficients
We have C∞∞ = Z>1 in the notation of Subsection 3.3. With c ∈ C∞∞, using for example Lemma 3.5 and
the sentences following it, we obtain the classical Kloosterman sum
S∞∞(m,n; c) =
∑
06d<c, (c,d)=1, ad≡1 mod c
e
(
m
a
c
+ n
d
c
)
.
It is necessarily real-valued since each term with a, d gets added to (or equals) its conjugate with c−a, c−d.
For allm,n ∈ Z, Theorem 1.1 then gives
c∞(n;P∞,m) = δmn +
{
(2πi)knk−1
Γ(k)
∞∑
C=1
0F1
(
; k;−4π
2mn
C2
)
S∞∞(m,n;C)
Ck
if n > 1. (7.1)
This is usually stated using J-Bessel functions (recall (3.10)) when m > 1 and I-Bessel functions when
m 6 −1. See for example [Ran77, Thm. 5.3.2].
With (7.1), we can investigate the Poincare´ series P∞,m numerically. The coefficient c∞(n;P∞,m)
evaluates to zero when m ∈ Z>1 and k ∈ {4, 6, 8, 10, 14} since dimSk(Γ) = 0 in these cases. The space
S12(Γ) is one-dimensional, containing ∆(z) := q
∏∞
n=1(1− qn)24 =
∑∞
m=1 τ(m)q
m. It follows that, when
k = 12, each P∞,m for m ∈ Z>1 must equal λm∆ for some λm ∈ R. Since λm = c∞(1;P∞,m), we find
for example:
λ1 ≈ 2.840287, λ2 ≈ −0.0332846, λ3 ≈ 0.004040443, λ4 ≈ −0.0009968. (7.2)
This is consistent with (1.13), which implies λm = Γ(11)τ(m)/(〈∆,∆ 〉(4πm)11) form ∈ Z>1.
Ifm = 0 then P∞,0 is the Eisenstein series Ek(z) := 1− 2k/Bk
∑∞
n=1 σk−1(n)q
n where Bk is the kth
Bernoulli number and σk−1(n) :=
∑
d|n d
k−1.
Form ∈ Z6−1, each P∞,m is related to the j-function, defined as
j(z) := E34(z)/∆(z) = q
−1 + 744 + 196884q + · · · ∈M !0(Γ).
For example, in weight k = 12, Rankin [Ran96, (4.4)] constructed
(
j(z)+264
)
E26(z) = q
−1−598428q+· · ·
with integer coefficients. Then we must have
P∞,−1(z) =
(
j(z) + 264
)
E26(z) + λ−1∆(z) (7.3)
for some λ−1 ∈ R. Computing, we find λ−1 ≈ 600270.8947, agreeing with [Ran96, (4.12)]. Following
Rankin’s method we similarly have
P∞,−2(z) =
(
j(z)2 − 480j(z) + 205128)E26(z) + λ−2∆(z) for λ−2 ≈ 321214058.075.
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It would be interesting to identify the λms resulting from continuing this sequence. For more on parabolic
Poincare´ series and weakly holomorphic forms, see for example [DJ08], [Rho12] and their contained refer-
ences.
With Theorems 1.2 and 1.3 we may calculate the parabolic Fourier coefficients at∞ of the series Pη,m
with η = (−√D,√D). In weight k = 12 each is again a constant times ∆. This constant, c∞(1;Pη,m), is
given numerically for −2 6 m 6 2 and D = 2, 3 and 5 in Table 1. To see why all the entries in the table
m D = 2 D = 3 D = 5
2 23.43 7.93 −130.37
1 252.41 114.79 −311.81
0 1529.46 −1665.07 1857.25
−1 −68190.34 78417.86 9515.95
−2 1709726.97 −12443941.21 −121422.56
Table 1: Computations of c∞(1;Pη,m) for η = (−
√
D,
√
D) with k = 12.
are real it is simplest to use (4.16) in Theorem 4.8. We know that the factor Iη∞(m,n; 1/(2C)) there is real
by Proposition 4.2. The factor Sη∞(m,n;C) is also real since in the formula (1.21) each term with e, g is
added to (or equals) its conjugate with e, −g.
7.2 Hyperbolic coefficients
With Theorems 6.4 or 6.5 we may numerically compute the hyperbolic expansion coefficients at η =
(−√D,√D) of P∞,m for m ∈ Z. As above, the Kloosterman sums are computed with Theorem 1.3,
now combined with the symmetries (6.15) or (6.25), and the coefficients are necessarily real.
The first column of Table 2 shows part of the hyperbolic expansion of the weight k = 12 series P∞,1
at η = (−√2,√2). As we saw earlier, P∞,1 = λ1∆ for λ1 given in (7.2). Hence, on renormalizing, we
obtain the expansion (1.4). As in the parabolic and elliptic cases, we suspect that these coefficients should
have some arithmetic significance, but this remains to be determined.
A noticeable feature of these hyperbolic coefficients, first shown by Hiramatsu in [Hir72, Thm. 1], is
that they have exponential decay as n → −∞. A slightly more precise version of his result, appearing in
[IMO], is that for all f ∈ Sk(Γ) we have
cη(m; f)≪ |m|k/2 ×
{
1 if m > 0,
e−2π
2|m|/ℓη if m < 0.
(7.4)
This is the analog of the usual Hecke bound for parabolic Fourier coefficients. The second and third columns
n P∞,1 P∞,0 P∞,−1
3 −0.0039 −10417.11 −798957.50
2 0.2114 445.10 3632.46
1 0.0418 −7.88 −4.4001
0 0.00165 0.106 0.0017
−1 −0.000155 0.0292 0.0163
−2 0.00000290 0.00610 0.0498
−3 0.000000000198 0.000528 0.0405
Table 2: Coefficients cη(n;P∞,m) form = 1, 0, −1 and η = (−
√
2,
√
2) with k = 12.
in Table 2 give the larger hyperbolic coefficients of E12 ∈M12(Γ) and P∞,−1 ∈M !12(Γ) as seen in (7.3).
25
8 Hyperbolic Poincare´ series and their hyperbolic Fourier expansions
Returning to a general Γ, let η and η′ be two pairs of hyperbolic fixed points: η = (η1, η2) and η′ = (η′1, η
′
2).
We describe the hyperbolic Fourier expansion of Pη,m at η
′,
(
Pη,m|kση′
)
(z) =
∑
n∈Z
cη′(n;Pη,m)z
−k/2+2πin/ℓη′ ,
in this section. Here, the group Γ may or may not have parabolic elements.
8.1 The hyperbolic/hyperbolic integral
The integral we will need shortly in (8.42) is the following one. Let r ∈ R 6=0,1 and α, β = ±1 satisfy
αβ = sgn(r). Form, n ∈ Z put
Iηη′(m,n; r, α, β) :=
∫ ∞+iy
−∞+iy
(∣∣ r
r−1
∣∣1/2 · αeu+sgn(r−1)| r−1r |1/2
eu+β| rr−1 |1/2
)2πim/ℓη
eu(k/2−2πin/ℓη′ )
(
αeu+sgn(r−1)| r−1r |1/2
)k/2(
eu+β| rr−1 |1/2
)k/2
du
ℓη′
(8.1)
where 0 < y < π and k > 0. We next establish good bounds for Iηη′(m,n; r, α, β) with respect to n. These
bounds will be required at the end of the proof of Theorem 8.15.
Proposition 8.1. The integral (8.1) is absolutely convergent. We have
Iηη′(m,n; r, α, β) ≪ exp
(
π2(|m| −m)/ℓη
)
/ℓη′ (n = 0), (8.2)
Iηη′(m,n; r, α, β) ≪ nk/2 exp
(
π2(|m| −m)
ℓη
+
π2n1/2
ℓη′
)
/ℓη′ (n > 0), (8.3)
Iηη′(m,n; r, α, β) ≪ |n|k/2e2π2n/ℓη′ exp
(
π2(|m| −m)
ℓη
+
π2|n|1/2
ℓη′
)
/ℓη′ (n < 0), (8.4)
for implied constants depending only on k > 0.
Proof. Note that w :=
αeu+sgn(r−1)| r−1r |1/2
eu+β| rr−1 |1/2
∈ H so that 0 < argw < π. Hence, with u = x+ iy,
∣∣∣w2πim/ℓηe−2πinu/ℓη′ ∣∣∣ 6 eπ2(|m|−m)/ℓη · e2πny/ℓη′ .
The remaining part of the integrand in (8.1) is bounded by
exk/2∣∣∣∣∣ rr−1 ∣∣1/2ex + αsgn(r − 1)e−iy∣∣∣k/2 ∣∣∣∣∣ r−1r ∣∣1/2ex + βe−iy∣∣∣k/2
. (8.5)
Let t = x+ 12 log
∣∣ r
r−1
∣∣ and u = x− 12 log∣∣ rr−1 ∣∣. Using (6.7),
ex∣∣∣∣∣ rr−1 ∣∣1/2ex + αsgn(r − 1)e−iy∣∣∣2
6
∣∣∣∣ rr − 1
∣∣∣∣
1/2
×
{
e1−|t| if |t| > 1
e sin−2(y) if |t| 6 1,
ex∣∣∣∣∣ r−1r ∣∣1/2ex + βe−iy∣∣∣2
6
∣∣∣∣r − 1r
∣∣∣∣
1/2
×
{
e1−|u| if |u| > 1
e sin−2(y) if |u| 6 1.
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Therefore, (8.5) is bounded by(
e2−|t|−|u|
)k/4
6 e(2−2|x|)k/4 if |t| > 1 and |u| > 1,(
e2 sin−4(y)
)k/4
= ek/2 sin−k(y) if |t| 6 1 or |u| 6 1.
Altogether, for an implied constant depending only on k > 0,
Iηη′(m,n; r, α, β) ≪ eπ2(|m|−m)/ℓη · e2πny/ℓη′
(
1 + sin−k(y)
)
.
Therefore (8.1) is absolutely convergent. Since the integrand is holomorphic, it is independent of y with
0 < y < π. Recalling (6.9) and choosing y = πn−1/2/2, y = π/2 and y = π(1 − |n|−1/2/2) for n > 0,
n = 0 and n < 0, respectively, finishes the proof.
Proposition 8.2. Let k ∈ R>0. If r 6∈ (0, 1) or if r ∈ (0, 1) and α = 1 then
Iηη′(m,n; r, α, β) =
sgn(r)k/2
ℓη′
∣∣∣∣r − 1r
∣∣∣∣
k/4
e2π
2n/ℓη′
× e
(
m
2ℓη
[
log
∣∣∣∣ rr − 1
∣∣∣∣+ πi(1 − α)
]
+
n
2ℓη′
[
log
∣∣∣∣r − 1r
∣∣∣∣+ πi(1 + β)
])
×B
(
k
2
− 2πin
ℓη′
,
k
2
+
2πin
ℓη′
)
2F1
(
k
2
− 2πim
ℓη
,
k
2
+
2πin
ℓη′
; k;
1
r
)
. (8.6)
Also, if r 6∈ (0, 1) or if r ∈ (0, 1) and α = −1 then
Iηη′(m,n; r, α, β) =
sgn(r − 1)k/2
ℓη′
∣∣∣∣ rr − 1
∣∣∣∣
k/4
e2π
2n/ℓη′
× e
(
m
2ℓη
[
log
∣∣∣∣ rr − 1
∣∣∣∣+ πi(1− α)
]
+
n
2ℓη′
[
log
∣∣∣∣ rr − 1
∣∣∣∣+ πi(1 + αsgn(r − 1))
])
×B
(
k
2
− 2πin
ℓη′
,
k
2
+
2πin
ℓη′
)
2F1
(
k
2
+
2πim
ℓη
,
k
2
+
2πin
ℓη′
; k;
1
1− r
)
. (8.7)
Proof. Writing u = t+ iπ/2 and then x = et in (8.1) gives
Iηη′(m,n; r, α, β)
(−iα)k/2eπ2n/ℓη′
=
∣∣∣∣ rr − 1
∣∣∣∣
πim/ℓη ∫ ∞
0
(
α
x−αsgn(r−1)| r−1r |1/2i
x−β| rr−1 |1/2i
)2πim/ℓη
xk/2−2πin/ℓη′−1
(
x−αsgn(r−1)| r−1r |1/2i
)k/2(
x−β| rr−1 |1/2i
)k/2
dx
ℓη′
. (8.8)
With α = ±1 and x > 0 as above, we have(
α
x+ iu
x+ iv
)w
= eπiw(1−α)/2(x+ iu)w(x+ iv)−w (u, v ∈ R, w ∈ C) (8.9)
if αx+iux+iv ∈ H since | arg(x+ iu)|, | arg(x+ iv)| < π/2. We may apply the identity (8.9) to (8.8) since the
quotient to be exponentiated is in H, as can be verified by a direct check or by noting that it originates as
ση
−1γση′z in the proof of Theorem 8.15. Therefore
Iη,η′(m,n; r, α, β) =
(−iα)k/2
ℓη′
eπ
2n/ℓη′e
(
m
2ℓη
[
log
∣∣∣∣ rr − 1
∣∣∣∣+ πi(1− α)
])
×
∫ ∞
0
(x+ a)−k/2+2πim/ℓη (x+ b)−k/2−2πim/ℓη xk/2−2πin/ℓη′−1 dx (8.10)
for a = −α sgn(r − 1)∣∣ r−1r ∣∣1/2i and b = −β∣∣ rr−1 ∣∣1/2i. The evaluation of the integral in (8.10) has some
subtleties so we give it in the following lemma. Recall that 2F1(a, b; c; 1 − z) is a multi-valued function of
z in general, and by convention we take the principal branch with −π < arg z 6 π.
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Lemma 8.3. Suppose a, b ∈ C 6=0 with | arg(a)|, | arg(b)| < π. For any µ, ρ, ν ∈ C with 0 < Re(ν) <
Re(µ+ ρ) we have
∫ ∞
0
(x+ a)−µ(x+ b)−ρxν−1 dx = B(ν, µ+ ρ− ν)
×
{
aν−(µ+ρ)2F1(ρ, µ + ρ− ν;µ+ ρ; 1− b/a) if − π < arg b− arg a 6 π
bν−(µ+ρ)2F1(µ, µ + ρ− ν;µ+ ρ; 1− a/b) if − π 6 arg b− arg a < π
(8.11)
using the principal value of the hypergeometric function in (8.11).
Proof. From [GR07, 3.197.1] we have∫ ∞
0
(x+ a)−µ(x+ b)−ρxν−1 dx = a−µbν−ρB(ν, µ+ ρ− ν)2F1(µ, ν;µ + ρ; 1− b/a). (8.12)
If arg b−arg a ∈ (−π, π] then the right side of (8.12) requires the principal branch of 2F1. For arg b−arg a 6∈
(−π, π] we require values of 2F1 on the branch reached by crossing the branch-cut from above or below.
Applying the Pfaff transformation [AAR99, Thm. 2.2.5] to 2F1 converts (8.12) into
aν−(µ+ρ)B(ν, µ+ ρ− ν)2F1(ρ, µ + ρ− ν;µ+ ρ; 1− b/a) (8.13)
or bν−(µ+ρ)B(ν, µ+ ρ− ν)2F1(µ, µ+ ρ− ν;µ+ ρ; 1− a/b) (8.14)
by switching a and b. Clearly we remain in the principal branch of 2F1 in (8.13) for −π < arg b−arg a 6 π
and the principal branch of 2F1 in (8.14) for the overlapping range −π < arg a − arg b 6 π. This proves
the lemma.
In our case, with a and b given after (8.10), we have arg a, arg b = ±π/2. Therefore, −π < arg b −
arg a 6 π unless β = 1 and αsgn(r − 1) = −1 which is equivalent to
α = β = −sgn(r − 1) = 1, (8.15)
since it is not possible to have −α = β = sgn(r− 1) = 1. Note that (8.15) implies r is in the interval (0, 1).
Hence we have −π < arg b − arg a 6 π if r 6∈ (0, 1) or if r ∈ (0, 1) and α = −1. In this case we may
evaluate the integral in (8.10) using the top option in (8.11), with for example
aν−(µ+ρ) = (−iα)−k/2sgn(r − 1)k/2
∣∣∣∣ rr − 1
∣∣∣∣
k/4
e
(
n
2ℓη′
[
log
∣∣∣∣ rr − 1
∣∣∣∣+ πiαsgn(r − 1)
])
.
The result is (8.7). Similarly, if r 6∈ (0, 1) or if r ∈ (0, 1) and α = 1, we may evaluate the integral in (8.10)
using the bottom option in (8.11) and the result is (8.6).
8.2 Double cosets in the hyperbolic/hyperbolic case
We need some preliminary material to understand the double cosets appearing in the Kloosterman sum Sηη′ .
Let L be a complete set of inequivalent representatives for Γη\Γ/Γη′ . Partition L into two subsets:
Γ(η, η′)0 :=
{
δ ∈ L
∣∣∣ δη′ = η or η∗}, Γ(η, η′) := {δ ∈ L ∣∣∣ δη′ 6= η or η∗}.
Lemma 8.4. There exist a, b ∈ R 6=0 such that Γ(η, η′)0 is a subset of{
ση
(
a 0
0 1
a
)
ση′
−1, ση
(
0 b
− 1
b
0
)
ση′
−1
}
. (8.16)
Then Γ(η, η′)0 contains the first element of (8.16) if η′ ≡ η mod Γ and the second if η′ ≡ η∗ mod Γ. The
numbers a and b depend on the choice of the scaling matrices ση and ση′ .
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Proof. If Γ(η, η′)0 contains δ and τ such that δη′ = η and τη′ = η then τ−1δ ∈ Γη′ and hence τ = δ.
Similarly, if γ, τ ∈ Γ(η, η′)0 with γη′ = η∗ and τη′ = η∗ then we must have τ = γ also. Therefore Γ(η, η′)0
contains at most one element δ satisfying δη′ = η and at most one γ satisfying γη′ = η∗. If Γ(η, η′)0
contains such a δ and such a γ then they must be distinct since η 6= η∗. The computations ση−1δση′0 = 0
and ση
−1δση′∞ =∞ show δ takes the form of the first element of (8.16) and similarly for γ taking the form
of the second element.
It may be shown that
ℓη = ℓη′ if η
′ ≡ η mod Γ or η′ ≡ η∗ mod Γ. (8.17)
Then we see that the effect of a different choice of L on the a and b in Lemma 8.4 is multiplication by a factor
of the form ±emℓη/2 form ∈ Z. In other words, for fixed scaling matrices ση and ση′ , the sets log(a2)+ ℓηZ
and log(b2) + ℓηZ are independent of L.
Proposition 8.5. With the above notation,
Γ(η, η′)0 ∪
{
γτ
∣∣∣ γ ∈ Γ(η, η′), τ ∈ Γη′/Z} (8.18)
is a complete set of inequivalent representatives for Γη\Γ.
Proof. The set L′ := {δτ | δ ∈ L, τ ∈ Γη′/Z} clearly gives a complete set of representatives for Γη\Γ. To
see which of its elements are equivalent modulo Γη, suppose
Γηδτ = Γηδ
′τ ′ for δ, δ′ ∈ L and τ, τ ′ ∈ Γη′/Z. (8.19)
Arguing as in Proposition 3.3, we must have δ′ = δ and there exists γ ∈ Γη so that γδτ = δτ ′. It follows
that γ fixes η and δη′. This can happen if γ = ±I , in which case τ = τ ′. The other possibility is that δη′ = η
or η∗. In these cases Γηδτ = Γηδ′τ ′ = Γηδ. Hence, with (8.18), we have removed all of the equivalent
elements from the set L′ we started with.
To give another characterization of the sets Γ(η, η′)0 and Γ(η, η′), we first prove the following two
results, contained in [Goo83, Lemma 6 (iii)].
Lemma 8.6. Suppose γ and δ are hyperbolic elements of Γ and that γ fixes η1, η2 while δ fixes η3, η2. Then
η1 = η3.
Proof. Suppose η1 6= η3 and let η = (η1, η2). We have ση−1γση =
(
u 0
0 1/u
)
and ση
−1δση =
( v w
0 1/v
)
for
some u, v, w in R 6=0. Then ση−1γkδγ−kση =
(
v w·u2k
0 1/v
)
for k ∈ Z. Applying these elements to i ∈ H gives
v2i+vw ·uk , with infinitely many points contained in a compact neighborhood of v2i. But this is impossible
since ση
−1Γση is a discrete group. Hence we must have η1 = η3.
Lemma 8.7. For δ ∈ Γ, write ση−1δση′ =
(
a b
c d
)
. Then
b = 0 or c = 0 ⇐⇒ b = c = 0 ⇐⇒ δη′ = η (8.20)
a = 0 or d = 0 ⇐⇒ a = d = 0 ⇐⇒ δη′ = η∗. (8.21)
Proof. Write η = (η1, η2), η
′ = (η′1, η
′
2) and let γ ∈ Γη and γ′ ∈ Γη′ . Suppose that b = 0. This implies
ση
−1δση′0 = 0 =⇒ δη′1 = η1
=⇒ (δγ′δ−1)η1 = η1.
Since δγ′δ−1 and γ both fix η1, they must both fix η2 by Lemma 8.6. It follows that δη′ = η and c = 0.
Similarly, starting with c = 0 instead of b = 0 we also find that δη′ = η and b = 0.
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Conversely, if δη′ = η then ση′ must be of the form δ−1ση
(
t 0
0 1/t
)
for some t ∈ R 6=0. Hence ση−1δση′
has b = c = 0. This finishes the proof of (8.20).
If a = 0 or d = 0 or δη′ = η∗ we may choose σ(η′)∗ = ση′S. Applying (8.20) to
ση
−1δσ(η′)∗ = ση−1δση′S =
(
a′ b′
c′ d′
)
implies
b′ = 0 or c′ = 0 ⇐⇒ b′ = c′ = 0 ⇐⇒ δ(η′)∗ = η
which is equivalent to (8.21)
The next corollary follows directly.
Corollary 8.8. We have
Γ(η, η′)0 =
{
δ ∈ L
∣∣∣∣ ση−1δση′ =
(
a b
c d
)
with abcd = 0
}
,
Γ(η, η′) =
{
δ ∈ L
∣∣∣∣ ση−1δση′ =
(
a b
c d
)
with abcd 6= 0
}
.
Good’s decomposition of SL2(R) in this hyperbolic/hyperbolic case, see [Goo83, Lemma 1] and [Goo85,
Lemma 1], says the following.
Lemma 8.9. LetM =
(
a b
c d
) ∈ SL2(R).
(i) When |ad|+ |bc| 6= 1 we have
(
a b
c d
)
=
sgn(a)
2
(∣∣ab
cd
∣∣1/4 0
0
∣∣ab
cd
∣∣−1/4
)(
1 −sgn(ac)
sgn(ac) 1
)
×
(
ν 0
0 1/ν
)(
1 sgn(cd)
−sgn(cd) 1
)(∣∣ bd
ac
∣∣−1/4 0
0
∣∣ bd
ac
∣∣1/4
)
(8.22)
for ν = hypνhyp(M) = |ad|1/2 + |bc|1/2.
(ii) When |ad|+ |bc| = 1 and abcd 6= 0 we have
(
a b
c d
)
= −sgn(c)
(∣∣ab
cd
∣∣1/4 0
0
∣∣ab
cd
∣∣−1/4
)(
cos θ/2 sin θ/2
− sin θ/2 cos θ/2
)(∣∣ bd
ac
∣∣−1/4 0
0
∣∣ bd
ac
∣∣1/4
)
(8.23)
for θ = θ(M) = 2 cos−1
(−sgn(ac)|ad|1/2) and 0 < θ < 2π.
Proof. Let r = ad so that bc = r − 1 and |ad| + |bc| 6= 1 is equivalent to r /∈ [0, 1]. The identity (8.22) in
(i) follows from a direct calculation, reducing to |r − 1| + sgn(r) = |r| or |r − 1| + sgn(r − 1) = |r|. Part
(ii) corresponds to r ∈ (0, 1) and may be easily verified also.
Based on the above decomposition we define
Rηη′ :=
{(
a b
c d
)
∈ ση−1Γση′
∣∣∣∣ abcd 6= 0, 1εη 6
∣∣∣∣abcd
∣∣∣∣
1/2
< εη,
1
εη′
6
∣∣∣∣bdac
∣∣∣∣
1/2
< εη′
}
(8.24)
and a similar proof to Lemma 4.6 shows the next result.
Lemma 8.10. We may take ση
−1Γ(η, η′)ση′ = Rηη′/Z .
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8.3 The hyperbolic/hyperbolic Kloosterman sum
Recall from (1.22) that Cηη′ =
{
ad
∣∣ ( a b
c d
) ∈ ση−1Γση′ , abcd 6= 0}. For C ∈ Cηη′ and α, β = ±1 define
Sηη′(m,n;C,α, β) :=
∑
γ∈Γη\Γ/Γη′ ,
(
a b
c d
)
=ση−1γση′
ad=C, sgn(ac)=α, sgn(cd)=β
e
(
m
2ℓη
log
∣∣∣∣abcd
∣∣∣∣+ n2ℓη′ log
∣∣∣ac
bd
∣∣∣) . (8.25)
Then Sηη′(m,n;C,α, β) is related to Good’s generalized Kloosterman sum (2.1) by
Sηη′(m,n;C,α, β) =
δ
ηS
δ′
η′(m,n; |C|1/2 + |C − 1|1/2) for δ =
1− α
2
, δ′ =
1 + β
2
(8.26)
when C is not in the interval (0, 1). For C ∈ (0, 1), Good made the right side of (8.26) zero and treated this
case separately with another sum: ηsη′(m,n; θ) for θ as in (8.23). See [Goo83, (5.11)].
To show that (8.25) is a finite sum, and to bound it, we start with the following analog of [Shi71, Lemma
1.24].
Lemma 8.11. Given M > 0, there are only finitely many double cosets ΓηγΓη′ where
(
a b
c d
)
= ση
−1γση′
has |abcd| 6 M . Note that |abcd| is independent of the double coset representative and also the choice of
scaling matrices.
Proof. There are at most two double cosets with abcd = 0 by Lemma 8.4 and Corollary 8.8. Assume now
that abcd 6= 0. Since
{(
εmη 0
0 ε−mη
) ∣∣∣ m ∈ Z} ⊆ ση−1Γηση and
{(
εn
η′
0
0 ε−n
η′
) ∣∣∣∣ n ∈ Z
}
⊆ ση′−1Γη′ση′ we
may choose representatives δ for ΓηγΓη′ satisfying
ση
−1δση′ =
(
εmη 0
0 ε−mη
)(
a b
c d
)(
εnη′ 0
0 ε−nη′
)
so that
ση
−1δση
(
ση
−1ση′ i
)
= ε2mη
aε2nη′ i+ b
cε2nη′ i+ d
.
We will show that distinct double cosets satisfying the statement of the lemma give distinct elements in the
discrete group ση
−1Γση mapping z0 := ση−1ση′i ∈ H into a compact set K ⊂ H of the form
K =
{
reiθ
∣∣ 1 6 r 6 ε2η , θ1 6 θ 6 θ2}
with θ1, θ2 depending only on η
′ andM . This forces the number of double cosets to be finite.
Choose n ∈ Z so that λ := ε2nη′ satisfies∣∣∣∣bdac
∣∣∣∣
1/2
6 λ <
∣∣∣∣bdac
∣∣∣∣
1/2
ε2η′ . (8.27)
We have
arg
(
aλi+ b
cλi+ d
)
= arg (acλ+ bd/λ+ i)
and, using (8.27),
|acλ+ bd/λ| 6 M1/2(1 + ε2η′).
Hence arg(ση
−1δσηz0) is bounded between constants θ1, θ2 that depend only on η′ and M . Choose m ∈ Z
so that 1 6 |ση−1δσηz0| < ε2η and ση−1δσηz0 is contained in the compact set K as required.
Corollary 8.12. Given two hyperbolic fixed point pairs η and η′ for Γ, there exists Mηη′ > 0 with the
following properties. For all
(
a b
c d
) ∈ ση−1Γση′ we have
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(i) |bc| > Mηη′ if bc 6= 0,
(ii) |ad| > Mηη′ if ad 6= 0,
(iii) |abcd| > M2ηη′ if abcd 6= 0.
Proof. Consider a double coset ΓηγΓη′ with
(
a b
c d
)
= ση
−1γση′ . If δ ∈ ΓηγΓη′ has
(
a′ b′
c′ d′
)
= ση
−1δση′
then b′c′ = bc. So distinct values of bc correspond to different double cosets. Take any N > 0 and we want
to examine the possible values for |bc| ∈ [0, N ] where ( a bc d ) ∈ ση−1Γση′ . Clearly |abcd| = |bc(bc + 1)| 6
N(N +1). It follows from Lemma 8.11 that there are only finitely many values for |bc| ∈ [0, N ]. Hence the
nonzero ones are bounded from below, proving part (i). The proof of (ii) is similar and we may takeMηη′ as
the smaller of the two lower bounds. Part (iii) is a consequence of (i) and (ii).
We next set
Nηη′(C) := #
{
γ ∈ Γη\Γ/Γη′
∣∣∣∣ ση−1γση′ =
(
a b
c d
)
with ad = C
}
.
Then Nηη′(C) is well defined and independent of the scaling matrices ση and ση′ . It bounds the number of
terms in the sum (8.25), though at the outset it may be infinite.
Proposition 8.13. With the above notation∑
C∈Cηη′ , |C|6X
Nηη′(C)≪ X3/2.
Proof. We may write Nηη′(C) more explicitly as #
{(
a b
c d
) ∈ Rηη′/Z ∣∣ ad = C}. Also let
R(X) :=
{(
a b
c d
)
∈ Rηη′
∣∣∣∣ |ad| 6 X
}
⊂ ση−1Γση′ .
Suppose γ =
(
a b
c d
)
and δ =
(
a′ b′
c′ d′
)
are in R(X). Then γδ−1 =
(
a′′ b′′
c′′ d′′
) ∈ ση−1Γση for
|b′′c′′| =
∣∣∣∣dd′aa′
(
c
d
− c
′
d′
)(
b
a
− b
′
a′
)∣∣∣∣ .
If b′′c′′ = 0 then γδ−1 ∈ ση−1Γηση by Lemma 8.7 and so we must have γ = δ. Otherwise, it follows that
|b′′c′′| >Mηη > 0 by Corollary 8.12. Hence∣∣∣∣ cd − c
′
d′
∣∣∣∣
∣∣∣∣ ba − b
′
a′
∣∣∣∣ > MηηX2 . (8.28)
We next determine how large
∣∣ c
d
∣∣ and ∣∣ ba ∣∣ can be for ( a bc d ) ∈ R(X). Combining the inequalities in the
definition (8.24) implies
1
εηεη′
6
∣∣∣∣bc
∣∣∣∣ 6 εηεη′ , 1εηεη′ 6
∣∣∣a
d
∣∣∣ 6 εηεη′ . (8.29)
We also know that
Mηη′ 6 |bc| 6 X + 1, Mηη′ 6 |ad| 6 X. (8.30)
Together (8.29) and (8.30) prove ∣∣∣ c
d
∣∣∣ , ∣∣∣∣ ba
∣∣∣∣ 6 εηεη′(X + 1)1/2
M
1/2
ηη′
. (8.31)
Use (8.31) in (8.28) to bound
∣∣∣ ba − b′a′ ∣∣∣ and show
∣∣∣∣ cd − c
′
d′
∣∣∣∣ > MηηX2 ×
M
1/2
ηη′
2εηεη′(X + 1)1/2
(8.32)
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for any two distinct
(
a b
c d
)
and
(
a′ b′
c′ d′
)
in R(X). Since we have seen in (8.31) that c/d is restricted to a finite
interval, it follows from (8.32) that R(X) has a finite number of elements, say n. List the corresponding
fractions as c1/d1 < c2/d2 < · · · < cn/dn. Then
n−1∑
j=1
∣∣∣∣ cj+1dj+1 −
cj
dj
∣∣∣∣ =
n−1∑
j=1
(
cj+1
dj+1
− cj
dj
)
6 2
εηεη′(X + 1)
1/2
M
1/2
ηη′
(8.33)
using (8.31). With (8.33) and the inequality of the arithmetic and geometric means, we have
n−1∏
j=1
∣∣∣∣ cj+1dj+1 −
cj
dj
∣∣∣∣≪
(
(X + 1)1/2
n− 1
)n−1
(8.34)
and the same bound holds for
∏n−1
j=1
∣∣∣ bj+1aj+1 − bjaj
∣∣∣ by a similar argument. Combining these bounds with (8.28)
shows (
1
X2
)n−1
≪
(
X + 1
(n− 1)2
)n−1
and therefore n≪ X3/2, as desired.
Corollary 8.14. For implied constants depending only on Γ, η and η′
Nηη′(C)≪ C3/2, Sηη′(m,n;C,α, β) ≪ C3/2, #{C ∈ Cηη′ : |C| 6 X} ≪ X3/2.
8.4 The hyperbolic expansion of Pη,m
Theorem 8.15. Recall the numbers a and b from Lemma 8.4. For m, n ∈ Z, the nth hyperbolic Fourier
coefficient at η′ of the hyperbolic Poincare´ series Pη,m is given by
cη′(n;Pη,m) =
∑
C∈Cηη′ , α,β=±1
Iηη′(m,n;C,α, β)
Sηη′ (m,n;C,α, β)
|C(C − 1)|k/4
+
{
(a2)2πin/ℓη′ if η′ ≡ η mod Γ and n = m, (8.35)
+
{
(−1)k/2e2π2n/ℓη′ (b2)−2πin/ℓη′ if η′ ≡ η∗ mod Γ and n = −m. (8.36)
Proof. We have (
Pη,m|kση′
)
(z) =
∑
γ∈Γη\Γ
(ση
−1γση′z)−k/2+2πim/ℓη
j(ση−1γση′ , z)k
(8.37)
which is absolutely convergent for z in H and k > 2. We use the set of representatives for Γη\Γ given by
Proposition 8.5. The elements of Γ(η, η′)0, as described in Lemma 8.4, easily yield the contributions (8.35)
and (8.36) – using (8.17) and for (8.36) that (−1/z)s = eπisz−s for all z ∈ H and s ∈ C.
Write the remaining terms in (8.37) as
∑
γ∈Γ(η,η′)
∑
τ∈Γη′/Z
(ση
−1γτση′z)−k/2+2πim/ℓη
j(ση−1γση′ , z)k
=
∑
C∈Cηη′
∑
α,β=±1
∑
γ∈Γ(η,η′),
(
a b
c d
)
=ση−1γση′
ad=C, sgn(ac)=α, sgn(cd)=β
∑
τ∈Γη′/Z
(ση
−1γτση′z)−k/2+2πim/ℓη
j(ση−1γτση′ , z)k
. (8.38)
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The inner series is
∑
n∈Z
(ση
−1γση′(enℓη′ z))−k/2+2πim/ℓη
j(ση−1γση′ , enℓη′ z)ke−nℓη′k/2
=
∑
n∈Z
∫ ∞
−∞
(ση
−1γση′(eℓη′ t+A))−k/2+2πim/ℓη
j(ση−1γση′ , eℓη′ t+A)k
eℓη′ tk/2−2πint dt (8.39)
where z = eA for 0 < ImA < π and we used Poisson summation which may be justified as in Theorem 6.4.
Here ση
−1γση′ =
(
a b
c d
)
with abcd 6= 0 and the integral in (8.39) equals
∫ ∞
−∞
(
ae
ℓ
η′
t+A
+b
ce
ℓ
η′
t+A
+d
)2πim/ℓη
(aeℓη′ t+A + b)k/2(ceℓη′ t+A + d)k/2
etℓη′ (k/2−2πin/ℓη′ ) dt. (8.40)
Substitute u = ℓη′t+A+
1
2 log
∣∣ac
bd
∣∣ and (8.40) equals
z−k/2+2πin/ℓη′
∣∣∣ac
bd
∣∣∣−k/4 e( m
2ℓη
log
∣∣∣∣abcd
∣∣∣∣+ n2ℓη′ log
∣∣∣ac
bd
∣∣∣)
×
∫ ∞+iImA
−∞+iImA
(∣∣ cd
ab
∣∣1/2 a| bdac |1/2eu+b
c| bdac |1/2eu+d
)2πim/ℓη
eu(k/2−2πin/ℓη′ )
(a
∣∣ bd
ac
∣∣1/2 eu + b)k/2(c ∣∣ bdac ∣∣1/2 eu + d)k/2
du
ℓη′
. (8.41)
The integrand is holomorphic for 0 < Imu < π and therefore independent of ImA provided 0 < ImA < π.
The equalities
a
∣∣∣∣bdac
∣∣∣∣
1/2
eu + b =
∣∣∣∣bc
∣∣∣∣
1/2
|ad|1/2
(
sgn(a)eu + sgn(b)
∣∣∣∣ bcad
∣∣∣∣
1/2
)
,
c
∣∣∣∣ bdac
∣∣∣∣
1/2
eu + d =
∣∣∣∣da
∣∣∣∣
1/2
|bc|1/2
(
sgn(c)eu + sgn(d)
∣∣∣∣adbc
∣∣∣∣
1/2
)
show the integral in (8.41) is
∣∣∣ac
bd
∣∣∣k/4 1|abcd|k/4
∫ ∞+iy
−∞+iy
(∣∣ad
bc
∣∣1/2 sgn(a)eu+sgn(b)| bcad |1/2
sgn(c)eu+sgn(d)| adbc |1/2
)2πim/ℓη
eu(k/2−2πin/ℓη′ )
(
sgn(a)eu+sgn(b)| bcad |1/2
)k/2(
sgn(c)eu+sgn(d)| adbc |1/2
)k/2
du
ℓη′
(8.42)
for any y with 0 < y < π. Finally, multiplying through by sgn(c), (8.41) is now
z−k/2+2πin/ℓη′e
(
m
2ℓη
log
∣∣∣∣abcd
∣∣∣∣+ n2ℓη′ log
∣∣∣ac
bd
∣∣∣) Iηη′(m,n;C, sgn(ac), sgn(cd))|C(C − 1)|k/4 . (8.43)
Hence (8.38) is∑
C∈Cηη′
∑
α,β=±1
∑
γ∈Γ(η,η′),
(
a b
c d
)
=ση−1γση′
ad=C, sgn(ac)=α, sgn(cd)=β
∑
n∈Z
z−k/2+2πin/ℓη′
× e
(
m
2ℓη
log
∣∣∣∣abcd
∣∣∣∣+ n2ℓη′ log
∣∣∣ac
bd
∣∣∣) Iηη′(m,n;C,α, β)|C(C − 1)|k/4 . (8.44)
With Proposition 8.1 we have
z−k/2+2πin/ℓη′ Iηη′(m,n;C,α, β) ≪ e−ε|n|
for ε > 0 depending on z. Therefore (8.44) is majorized by a constant times
∑
C∈Cηη′ |C|
−k/2Nηη′(C) and
thus convergent for k > 3 by Proposition 8.13. This proves that changing the order of summation in (8.44)
is valid. Rearranging completes the proof.
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Proof of Theorem 1.4. Set
S⋆ηη′(m,n;C,α) := Sηη′(m,n;C,α, β)
× e
(
m
2ℓη
[
log
∣∣∣∣ CC − 1
∣∣∣∣+ πi(1− α)
]
+
n
2ℓη′
[
log
∣∣∣∣C − 1C
∣∣∣∣+ πi(1 + β)
])
(8.45)
for β = αsgn(C) and this agrees with our earlier definition (1.23). Combining Theorem 8.15 with Proposi-
tion 8.2 and (8.45) gives Theorem 1.4.
By choosing the scaling matrices ση and ση′ we can make a and b in the statements of Theorems 1.4 and
8.15 explicit as follows.
Proposition 8.16. (i) Suppose η and η∗ are not Γ-equivalent. If η′ = ρη for some ρ ∈ Γ put ση′ := ρση
and if η′ = ρη∗ for some ρ ∈ Γ put ση′ := ρσηS. In this case (8.35), (8.36) become
+
{
1 if η′ ≡ η mod Γ and n = m, (8.46)
+
{
(−1)k/2e2π2n/ℓη′ if η′ ≡ η∗ mod Γ and n = −m. (8.47)
(ii) Suppose η and η∗ are Γ-equivalent. If τη∗ = η for τ ∈ Γ. It follows that ση−1τση =
(
0 t
− 1
t
0
)
for
some t ∈ R 6=0. If η′ ≡ η mod Γ with η′ = ρη, choose ση′ = ρση. Then (8.35), (8.36) become
+
{
1 if η′ ≡ η mod Γ and n = m, (8.48)
+
{
(−1)k/2e2π2n/ℓη′ (t2)−2πin/ℓη′ if η′ ≡ η∗ mod Γ and n = −m. (8.49)
Proof. To prove part (ii), note that Γ(η, η′)0 = {δ, γ} (if η′ ≡ η mod Γ) with
δη′ = η, δ = ση
(
a 0
0 1
a
)
ση′
−1, γη′ = η∗, γ = ση
(
0 b
− 1
b
0
)
ση′
−1.
Clearly δρ ∈ Γη. Then (
a 0
0 1
a
)
= ση
−1δση′ = ση−1δρση ∈ ση−1Γηση
and (8.48) follows from (8.35). To show (8.49), we note that γρτη∗ = η∗ implying γρτ ∈ Γη. Hence(− bt 0
0 − tb
)
=
(
0 b
−1b 0
)(
0 t
−1t 0
)
= (ση
−1γση′)(ση−1τση)
= ση
−1γρτση ∈ ση−1Γηση
so that b2 = t2erℓη for some r ∈ Z. Then (8.49) follows from (8.36). The proof of part (i) is similar.
With (1.11), the identity 〈Pη′,n, Pη,m 〉 = 〈Pη,m, Pη′,n 〉 implies
cη′(n;Pη,m)
ℓη′e
−2π2n/ℓη′∣∣Γ(k2 + 2πinℓη′ )∣∣2 = cη(m;Pη
′,n)
ℓηe
−2π2m/ℓη∣∣Γ(k2 + 2πimℓη )∣∣2 . (8.50)
To check that our formulas satisfy this symmetry, first note that Cηη′ = Cη′η and
Sηη′(m,n;C,α, β) = Sη′η(n,m;C,−β,−α).
It follows that (8.50) is a consequence of Theorem 8.15 if we can show that
Iηη′(m,n;C,α, β)
ℓη′e
−2π2n/ℓη′∣∣Γ(k2 + 2πinℓη′ )∣∣2 = Iη
′η(n,m;C,−β,−α) ℓηe
−2π2m/ℓη∣∣Γ(k2 + 2πimℓη )∣∣2 . (8.51)
When Iηη′(m,n;C,α, β) is given by (8.6) then (8.51) is straightforward to verify. When Iηη′(m,n;C,α, β)
is given by (8.7), the final step of the verification of (8.51) requires Euler’s transformation formula, [AAR99,
(2.2.7)]:
2F1(a, b; c; 1 − z) = zc−a−b2F1(c− a, c− b; c; 1 − z) (−π < arg z 6 π).
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8.5 Examples
As in Sections 5 and 7, we take the example Γ = SL2(Z) with η = η
′ = (−√D,√D) and ση = ση′ given
by σˆη. For
(
e f
g h
)
∈ Γ, write
ση
−1
(
e f
g h
)
ση =
1
2
(
e+ g
√
D + f/
√
D + h −e− g√D + f/√D + h
−e+ g√D − f/√D + h e− g√D − f/√D + h
)
=
(
a b
c d
)
.
Then
ad =
1
2
+
1
4
(
e2 −Dg2 − f
2 −Dh2
D
)
. (8.52)
Recall the determination of εD and σ
−1
η Γηση in (5.2). Set HD := σηRηησ
−1
η (for Rηη defined in (8.24)) to
get explicitly
HD =


(
e f
g h
)
∈ SL2(Z)
∣∣∣∣∣∣
1
εD
6
∣∣∣∣∣ (e+ g
√
D)2 − (f + h√D)2/D
(e− g√D)2 − (f − h√D)2/D
∣∣∣∣∣
1/2
< εD,
1
εD
6
∣∣∣∣∣ (h− g
√
D)2 − (f − e√D)2/D
(h+ g
√
D)2 − (f + e√D)2/D
∣∣∣∣∣
1/2
< εD

 (8.53)
and let HD(C) be the elements of HD with ad, given by (8.52), equalling C .
Lemma 8.17. If
(
e f
g h
)
∈ HD(C) for C 6= 0, 1 then
e2 +Dg2 +
f2 +Dh2
D
6
(
ε2D + ε
−2
D
)
(|C|+ |C − 1|) . (8.54)
Proof. As in (8.29), the inequalities in (8.24) imply ε−2D 6 |a/d|, |b/c| 6 ε2D . Arguing as in Lemma 5.3,
ε−2D 6 |a/d| 6 ε2D ⇐⇒ |a/d|2 + 1 6
(
ε2D + ε
−2
D
) |a/d|
⇐⇒ a2 + d2 6 (ε2D + ε−2D ) |C|.
Similarly for |b/c|, implying a2 + b2 + c2 + d2 6 (ε2D + ε−2D ) (|C|+ |C − 1|) which is equivalent to
(8.54).
So we may calculate the sums in (1.24) as sums over
(
e f
g h
)
∈ HD(C), restricting our attention to
entries satisfying (8.54). For example, the hyperbolic coefficients at η = (−√2,√2) of Pη,0 with weight
k = 12 are computed in Table 3 using Theorem 1.4 and summing over all C with |C − 1/2| 6 20. Since
n −3 −2 −1 0 1 2 3
cη(n;Pη,0) 1.0677 × 10−7 0.0015600 −0.083234 0.88859 22.4859 113.849 −2.105
Table 3: Hyperbolic coefficients of Pη,0 for η = (−
√
2,
√
2) and k = 12
Pη,0 ≈ 1529.46∆ ≈ 1529.46P∞,1/2.840287, (using Table 1 and λ1 from (7.2)), we may verify that the
coefficients in Table 3 and the first column of Table 2 agree. It would be interesting to see if the sum
Sηη′(m,n;C,α, β) has a simple explicit expression similar to that of Sη∞(m,n;C) in Theorem 1.3.
We finally note that Theorem 1.4 may be used it to detect when the negative Pell equation (1.27) has
integer solutions. To explain this, let η = η′ = (−√D,√D) for Γ = SL2(Z), as before, and define Φ(D)
as the right side of (1.24) (without (1.25), (1.26)) form = n = 0, k = 10:
Φ(D) :=
1
1260 log εD
(∑
1
+
∑
2
+
∑
3
)
.
The fundamental solution (a0, c0) to the Pell equation (1.19) is built into Φ(D) through εD := a0 +
√
Dc0.
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Proposition 8.18. The function Φ(D) takes only the values 0 and −1. The negative Pell equation (1.27) has
integer solutions if and only if Φ(D) = 0.
Proof. Note that S10(Γ) = {0} and that the hyperbolic pairs (−
√
D,
√
D) and (
√
D,−√D) are equivalent
in SL2(Z) exactly when (1.27) has integer solutions. With Proposition 8.16, Theorem 1.4 yields
0 = Φ(D) +
{
1 if η 6≡ η∗ mod Γ,
1 + (−1)5 if η ≡ η∗ mod Γ.
Examples of Φ(D) for some small values of D are shown in Table 4. They were found by computing∑
1,
∑
2 and
∑
3 in (1.24) for all C with |C − 1/2| 6 2, using the techniques from earlier in this section.
If (1.27) has a solution then there is a fundamental one, (x0, y0), and all other solutions (xn, yn) are given
by xn +
√
Dyn = (x0 +
√
Dy0)
n+1 for n + 1 odd. See for example [MS12] and its contained references.
When (x0, y0) exists it is given by
x0 =
1
2
(
ε
1/2
D − ε−1/2D
)
, y0 =
1
2
√
D
(
ε
1/2
D + ε
−1/2
D
)
.
D 2 3 5 7 11 13
εD 3 + 2
√
2 2 +
√
3 9 + 4
√
5 8 + 3
√
7 10 + 3
√
11 649 + 180
√
13
Φ(D) 0.0 −0.99998 0.0 −1.00005 −0.99997 0.0
(x0, y0) (1, 1) (2, 1) (18, 5)
Table 4: Solutions of the negative Pell equation
Table 4, at least, serves as a check of Theorem 1.4. It is well known that (1.27) has solutions if and only
if the continued fraction expansion of
√
D has an odd period. Recently, a very simple criterion was given in
[MS12]: for D ≡ 1, 2 mod 4, equation (1.27) has solutions if and only if a0 ≡ −1 mod 2D.
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