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Non self-adjointness of the Klein-Gordon operator on globally hyperbolic and
geodesically complete manifold. An example.
Wojciech Kamin´ski
Instytut Fizyki Teoretycznej, Wydzia l Fizyki, Uniwersytet Warszawski, ul. Pasteura 5 PL-02093 Warszawa, Poland
We describe a Lorentzian manifold that is globally hyperbolic and geodesically complete, but such
that the (minimally coupled) Klein-Gordon operator with the standard domain is not essentially
self-adjoint.
I. INTRODUCTION
Essential self-adjointness of the Laplacian (with a domain consisting of compactly supported smooth functions) is
a quantum counterpart of completeness of classical motion i.e. geodesical completeness of the manifold. The known
result of [1] shows that for geodesically complete Riemannian manifolds Laplacian is essentially self-adjoint (quantum
complete). On the other hand if the manifold is a part of a bigger space (metric extends smoothly through a smooth
boundary) then the Laplace operator is not essentially self-adjoint. Although there is no one to one correspondence
(there are non-complete manifolds with self-adjoint Laplace operator), we see that if we work only in the classically
complete manifold setup we do not need to worry anymore about corresponding quantum completeness property.
In the Lorentzian signature situation is more complicated. There is no natural notion of completeness and there are
several proposed definitions which correspond to different (equivalent for Riemannian manifolds) characterizations
of this property: geodesic completeness, timelike Cauchy completeness and finite compactness [2]. One can argue
that global hyperbolicity (see [2, 3]) is also related [2]. For globally hyperbolic manifolds all previously mentioned
properties are implied by geodesic completeness [4]. The question is thus if the self-adjointness is ensured by this
property. Positive answer seems possible in light of the Riemannian case. Indeed, in many special and important
situations one can show that the Klein-Gordon operator is essentially self-adjoint [5, 6].
Let us notice that self adjointness would be very useful. First of all, it would legitimize formulas like eitKG which
frequently appear in the literature about QFT in curved spacetimes1. Secondly, with an additional assumption on
the spectrum, by the limit of the inverses (KG±iǫ)−1 one should obtain distinguished Feynman and anti-Feynman
propagators [5].
The answer is regretably in negative. We will describe a Lorentzian manifold that is
1. diffeomorphic to R4,
2. geodesically complete,
3. globally hyperbolic,
4. KG = − with the domain C∞0 (R4) is not essentially self-adjoint.
Our example will be based on the example from [7] for another similar question whether self-adjointness follows from
completeness of classical dynamic (for 1 dimensional particle in a potential).
II. A METRIC
We consider a metric on R4 of the form (signature (−+++))2
ds2 = −V (x)dη2 + 2dηdz + dx2 + dy2. (2.1)
Where V (x) = −x4 +∑∞n=1 σn(x) + σn(−x).
Functions σn are assumed to have the following properties
1. σn is smooth and σn ≥ 0,
1 It is important to stress that such operators are not necessary in the theory of quantum fields on a curved background and more
importantly even if they exist they might not be directly related to the Hadamard expansion as it is the case for example in de Sitter
background.
2 Although this metric has a form of the known pp−waves, it does not satisfy Einstein equations with reasonable energy conditions. We
thanks D. Siemssen for pointing this fact to us.
22. suppσn ⊂ [xn, xn+ǫn] where
xn =
1
2
(n+ 1) +
3
2
√
n+ 1 (2.2)
and 0 < ǫn <
1
2 (such that xn+ǫn < xn+1 and σn have disjoint supports) satisfy
∞∑
n=1
ǫnn
2 <∞, (2.3)
3. supx∈suppσn σn(x) − x4 = n+ 1.
They are basically the spikes from [7] (Example 2 on page 157). One can show (see also IVB) that a Hamiltonian
Hˆ = −∂2x + p2zV (x) is not essentially self-adjoint on the standard domain C∞0 (R) if pz 6= 0. Because spikes are higher
and higher classical motion is confined (thus it extends indefinitely).
III. CLASSICAL MOTION
A. Geodesic completeness
The classical hamiltonian is
1
2
gµνpµpν = pηpz +
1
2
V (x)p2z +
1
2
p2x +
1
2
p2y. (3.1)
It has many conserved quantities pη, pz, py and
C = p2x + V (x)p
2
z . (3.2)
Let us consider a geodesic with pz 6= 0. The last equation impose bounds on x because its values cannot cross the
bariers where V (x) > C
p2z
. Such bariers exist because of the spikes on both sides of the initial x so the motion in x is
bounded |x| ≤ D for some D. Let us introduce
E = sup
|x|<D
|V (x)|. (3.3)
We can now estimate remaining velocities
η˙ = pz, |z˙| ≤ |pη|+ E|pz|, y˙ = py. (3.4)
They are bounded and thus geodesics can be extended infinitely.
For pz = 0 we have motion on a straight line that can also be extended indefinitely.
B. Time orientation
Let us introduce time orientation: Timelike vector X = Xη∂η +X
z∂z +X
x∂x +X
y∂y is future directed if X
η > 0.
Let us notice that dη is null thus for timelike vectors Xη 6= 0 and it is consistent definition of the time orientation.
Lemma 1. A causal vector X is future directed if and only if one of the two excluding conditions holds
1. Xη > 0,
2. Xη = Xx = Xy = 0 and Xz < 0.
Proof. By continuity if Xη > 0 then the vector is future directed even if it is null. If Xη = 0 then it needs to be null
and
|X |2 = (Xx)2 + (Xy)2 ≤ 0⇒ Xx = Xy = 0 and X = Xz∂z . (3.5)
3Let us consider small perturbation of this vector
X(λ) = λδXη∂η +X
z∂z. (3.6)
Let us notice that
|X(λ)|2 = 2λδXηXz +O(λ2), (3.7)
so if XzδXη < 0 then X(λ) will be timelike for λ ∈ (0, λmax) for some λmax > 0. It will be also future directed
if δXη > 0. We see that if Xz < 0 then there exists a one parameter family of timelike future directed vectors
converging to X , thus X is future directed. If Xz > 0 then similar considerations shows that it is past directed.
C. Causality
Lemma 2. Suppose that there exists a nontrivial, piecewise smooth and future directed causal path from a point
p = (η0, z0, x0, y0) to a point q = (η1, z1, x1, y1) then one of two mutually excluding conditions holds
1. η1 > η0,
2. η1 = η0 and z1 < z0.
In particular there are no closed causal curves.
Proof. Along the path η˙ ≥ 0 thus we have η1 ≥ η0. Moreover, if η1 = η0 then on the path η˙ = 0 and so z˙ < 0 and
z1 < z0. We conclude that p 6= q and there are no future directed piecewise smooth closed causal curves.
D. Compactness of causal diamonds
Lemma 3. For a causal future directed vector X in the point where |x| ≤ xn (see (2.2)) hold
1.
√
nXη − 1√
n
Xz > 0,
2. |Xx| ≤ √nXη − 1√
n
Xz,
3. |Xy| ≤ √nXη − 1√
n
Xz,
4. |Xz| ≤ nXη −Xz.
Proof. For such x we have (as V (x) ≤ n)
0 ≥ |X |2 ≥ −n(Xη)2 + 2XηXz + (Xx)2 + (Xy)2 = −
(√
nXη − 1√
n
Xz
)2
+
1
n
(Xz)2 + (Xx)2 + (Xy)2. (3.8)
Thus for a causal vector
√
nXη − 1√
n
Xz 6= 0. In the given point the space of future directed causal directions is
connected, thus
√
nXη− 1√
n
Xz has in it a definite sign. We can determine this sign by taking a single future directed
vector, for example −∂z. In this case Xz = −1 and other components vanish thus
√
nXη − 1√
n
Xz > 0.
From (3.8) we obtain for any causal future directed vector X
|Xx| ≤
∣∣∣∣√nXη − 1√nXz
∣∣∣∣ = √nXη − 1√nXz. (3.9)
The same apply for Xy and similar inequality holds for Xz.
Lemma 4. For every two points p, q the set J+(p) ∩ J−(q) is bounded.
4Proof. Let us denote coordinates of p by (η0, z0, x0, y0) and of q by (η1, z1, x1, y1) (we can assume that η1 ≥ η0
otherwise the intersection is empty). We denote ∆η = η1 − η0, ∆z = z1 − z0 and choose N ∈ Z+ such that
|x0| ≤
√
N, |x1| ≤
√
N, ∆η ≤
√
N, ∆z ≥ −
√
N. (3.10)
Let us consider a causal future directed curve from the first point to the second. We define (see (2.2) for a definition
of xn)
n := min
{
m ∈ Z+ ∪ {0} : sup
s′∈[0,1]
|x(s′)| < xm
}
. (3.11)
The supremum is finite so the set of m is not empty. Let us first assume that n > 0. Thus there exists s ∈ [0, 1] such
that |x(s)| ≥ xn−1. We have∫ 1
0
|x˙| =
∫ s
0
|x˙|+
∫ 1
s
|x˙| ≥ |x(s)− x(0)|+ |x(s) − x(1)| ≥ 2|x(s)| − |x(0)| − |x(1)| ≥ n+ 3√n− 2
√
N. (3.12)
On the other hand∫ 1
0
|x˙| ≤
∫ 1
0
√
nη˙ − 1√
n
z˙ =
√
n∆η − 1√
n
∆z ≤
(√
n+
1√
n
)√
N ≤ (√n+ 1)√N. (3.13)
Thus
n+ 3
√
n− 2
√
N ≤ (√n+ 1)√N =⇒ (√n+ 3)√n ≤ (√n+ 3)√N, (3.14)
so we proved that n ≤ N . This last conclusion is also true if n = 0. As xn ≤ xN for n ≤ N we see that independently
of the choice of the curve |x| < xN .
Now for any parameter t ∈ [0, 1]
|y(t)− y0| ≤
∫ t
0
|y˙| ≤
∫ 1
0
|y˙| ≤
∫ 1
0
√
Nη˙ − 1√
N
z˙ =
√
N∆η − 1√
N
∆z ≤ N + 1, (3.15)
thus y is also bounded. Similarly
|z(t)− z0| ≤ N∆η −∆z ≤ (N + 1)
√
N. (3.16)
Function η is non-decreasing along the causal future directed curve thus
η0 ≤ η ≤ η1. (3.17)
Thus we found that all 4 independent coordinates are bounded. The set of all points on any causal future directed
(piecewise smooth) curve from the first point to the second is in this bounded set.
Lemma 5. For every two points p, q the set J+(p) ∩ J−(q) is compact.
Proof. The set is bounded so we can choose N such that for every point in this set |x| ≤ xN . Let us consider the same
manifold M but with a metric g˜
ds˜2 =
{ −V (x)dη2 + 2dηdz + dx2 + dy2 |x| ≤ xN ,
x4dη2 + 2dηdz + dx2 + dy2 |x| ≥ xN . (3.18)
The time orientation is given as in the original manifold and lemma 1 holds true also in this case. In this metric (as
V (x) ≤ N , compare proof of lemma 3)
∀X |X |2g˜ ≥ |X |2h (3.19)
where the metric h is a Minkowski metric
−
(√
Ndη − 1√
N
dz
)2
+
1
N
dz2 + dx2 + dy2. (3.20)
By (3.19) causal cones of the metric g˜ are subsets of the causal cones of the metric h and as the latter is globally
hyperbolic the same is true for the former.
From this we know that in the metric g˜, J˜+(p) ∩ J˜−(q) is compact. However, as this set belongs to {|x| ≤ xN} we
have
J+(p) ∩ J−(q) = J˜+(p) ∩ J˜−(q) (3.21)
and we have compactness of the causal diamond in the original metric.
5E. Global hyperbolicity
Lemma 6. Manifold M is globally hyperbolic.
Proof. It is known [8] that strong causality in the definition of the global hyperbolicity can be replaced by causality.
Our spacetime M is thus globally hyperbolic by lemma 2 and 5.
Remark: One can prove also strong causality directly using methods similar to the proof of lemma 5.
IV. KG OPERATOR
A. Decomposition
Determinant g = 1 and the Klein Gordon operator has the form
KG = −2∂η∂z − V (x)∂2z − ∂2x − ∂2y . (4.1)
In Fourier transform with respect to y, z and η we get
KGpy,pz,pη = −∂2x + V (x)p2z + 2pηpz + p2y. (4.2)
B. Non-self-adjointness of the reduced operator
According to [7] (Theorem X.9 and example 3 following after it) for every pη, pz, py where pz 6= 0 the operator
H0 = −∂2x − p2zx4 + p2y + pηpz (4.3)
is in the limit circle case for both ±∞. It is enough to show that the additional potential
V1 = p
2
z
∞∑
n=1
σn(x) + σn(−x) (4.4)
is H0-bounded with a bound less than one. This can be done in the way as in [7] page 158 (at least for range of pz).
For convenience of the reader we provide here an alternative proof (based on [9]).
Lemma 7. Let us suppose that V, V2 ∈ C∞(R) satisfy
1. V ≤ −C, for some C > 0,
2. (−V )− 12 ∈ L1,
3. (−V )− 12
(
5(V ′)2−4V ′′V
16V 2 − V2
)
∈ L1,
then the operator −∂2 + V + V2 is in the limit cicle case for both ±∞.
Proof. We will show that both solutions to hamiltonian are square integrable. Let us introduce matrix(
Ψ+ Ψ−
Φ+ Φ−
)
︸ ︷︷ ︸
=M
=
1√
2S′
(
− 12 S
′′
S′
+ iS′ − 12 S
′′
S′
− iS′
1 1
)
︸ ︷︷ ︸
=A
(
eiS 0
0 e−iS
)
︸ ︷︷ ︸
=B
, (4.5)
where S(x) =
∫ x
0
(−V ) 12 . One can check that Φ± are square integrable by condition 2 and that M satisfies
M ′ =
(
0 V + V0
1 0
)
M, (4.6)
6where V0 =
5(V ′)2−4V ′′V
16V 2 . The inverse of M is
M−1 = −iB−1 1√
2S′
(
1 12
S′′
S′
+ iS′
−1 − 12 S
′′
S′
+ iS′
)
︸ ︷︷ ︸
=C
. (4.7)
We can now write the solutions of the hamiltonian φ± as given by a formula(
φ′+ φ
′
−
φ+ φ−
)
=MU, (4.8)
where the invertible matrix U needs to satisfy
U ′ =M−1
(
0 V2 − V0
0 0
)
MU. (4.9)
We will show that ‖M−1
(
0 V2 − V0
0 0
)
M‖ ∈ L1 (l2 matrix norm) thus U has a limit in ±∞ and as Φ± were square
integrable the same is true for φ± because (
φ+ φ−
)
=
(
Φ+ Φ−
)
U. (4.10)
In fact it is enough to show that ∥∥∥∥ 12S′C
(
0 V2 − V0
0 0
)
A
∥∥∥∥ ∈ L1, (4.11)
as B is unitary. However we see that the later matrix is just
V2 − V0
2S′
(
1 1
−1 −1
)
. (4.12)
The condition 3 for the potential ensures integrability thus the operator is in the limit circle case in both ±∞.
Lemma 8. Operator −∂2x − p2zx4 + p2y + pηpz + V1 for pz 6= 0 with the domain C∞0 (R) is not essentially self-adjoint
and it is in the limit cicle case in both ±∞.
Proof. Let us consider operator H1 = −∂2x − p2z(x4 + 1) + V1. It satisfies assumption of the previous lemma (V =
−p2z(x4 + 1), V2 = V1)
1. (−V )− 12 ∈ L1,
2. (−V )− 12 5(V ′)2−4V ′′V16V 2 =
5p4zx
6−3p4zx2(x4+1)
|pz|3(x4+1)
5
2
= O(〈x〉−4) ∈ L1,
3. (−V )− 12 V1 ∈ L1 because by (2.3)∫ ∣∣∣∣ V1pz√x4 + 1
∣∣∣∣ ≤ 2∑
n
ǫn
p2z
(
(xn+ǫn)
4 + n+ 1
)
|pz|
√
xn
4 +1
=
∑
n
ǫnO(n
2) <∞. (4.13)
Thus the operator H1 is in the limit circle case in ±∞ and the same is true for the operator from the lemma that
differs by a constant.
C. Non-self-adjointness of the full operator
We will consider the operator K̂G =
∫
⊕KGpy,pz,pη in the (partial Fourier) representation x, py, pz, pη. The norm of
the function φ(x, py , pz, pη) is given by
‖φ‖2 =
∫
dxdpydpzdpη |φ(x, py , pz, pη)|2. (4.14)
We showed that KGpy,pz,pη is in the limit circle case in both ±∞. Thus every distributional solution of KGpy,pz ,pη +i
is in L2 and in fact such solutions are smooth. Let us define ψpy,pz ,pη(x) as a solution to KG
†
py,pz ,pη
+i such that
ψpy,pz,pη (x) = ψpy,pz,pη (−x) and ψpy ,pz,pη(0) = 1 (from symmetry such solution exists as there is a basis of solutions
one symmetric and second antisymmetric).
7Lemma 9. Norm ‖ψpy,pz,pη‖ is a measurable function, finite for pz 6= 0.
Proof. Norms ‖ψpy,pz,pη‖[−L,L] on [−L,L] are continuous because functions depends continuously on py, pz, pη. Let us
notice that ‖ψpy,pz,pη‖ = supL ‖ψpy,pz ,pη‖[−L,L] thus it is measurable. It is also finite everywhere except pz = 0.
In fact, using proof of lemma 8 one can prove that this function is smooth, but we will not need this fact. Let us
define
UM = {(py, pz, pη) ∈ [1, 2]3 : ‖ψpy,pz,pη‖ < M}. (4.15)
It is a measurable set and µ(UM ) ≤ 1. We can choose M > 0 such that the Lebegue measure µ(UM ) > 0 thus
ψ(x, py , pz, pη) = 1UM (py, pz, pη)ψpy ,pz,pη (x) ∈ L2(R4) (4.16)
is real and nonzero. We will now show that it belongs to the domain of the adjoint operator K̂G
†
. Let us suppose
that φ ∈ Dˆ (the Fourier transformed domain of KG operator) then from boundedness of the support in the original
representation
1. φ ∈ C∞(R4),
2. there exists C > 0 such that suppφ ⊂ [−C,C]× R3.
Applying Fubini theorem and intregrating by parts in x we get〈
ψ, K̂Gφ
〉
=
∫
UM
dpydpzdpη
∫ 2C
−2C
dx ψpy,pz,pη KGpy,pz,pη φ =
∫
UM
dpydpzdpη
∫ 2C
−2C
dxKG†py,pz ,pη ψpy,pz ,pη φ =
= i
∫
UM
dpydpzdpη
∫ 2C
−2C
dxψpy,pz ,pη φ = i〈ψ, φ〉. (4.17)
This shows that φ→
〈
ψ, K̂Gφ
〉
is continous so ψ ∈ Dˆ† and moreover
(K̂G
†
+ i)ψ = 0. (4.18)
The operator KG is not essentially self-adjoint on the domain C∞0 (R
4).
V. SUMMARY
In this note we showed that globally hyperbolic and geodesically complete metric does not necessary have essentially
self-adjoint Klein-Gordon operator, thus one should be careful with objects like eitKG or (KG±iǫ)−1 in general
physically reasonable spacetimes. One may speculate if some additional assumptions like Einstein equations with
chosen energy condition would change the result. We leave this open problem for future research.
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