A covering system is a finite collection of arithmetic progressions whose union is the set of integers. The study of covering systems with distinct moduli was initiated by Erdős in 1950, and over the following decades numerous problems were posed regarding their properties. One particularly notorious question, due to Erdős, asks whether there exist covering systems whose moduli are distinct and all odd. We show that if in addition one assumes the moduli are square-free, then there must be an even modulus.
Introduction
Almost 70 years ago, Erdős [2] initiated the study of covering systems, i.e., finite collections of arithmetic progressions 1 that cover the integers, with distinct moduli. Many well-known questions and conjectures have been posed about such systems (some of which appeared frequently in Erdős's collections of open problems), and in recent years there has been significant progress on several of these. A first crucial step was taken in 2007, by Filaseta, Ford, Konyagin, Pomerance and Yu [8] , who proved that the sum of the reciprocals of the moduli grows quickly with the minimum modulus, and also confirmed a conjecture of Erdős and Graham [6] on the density of the uncovered set. A further important breakthrough was made in 2015, by Hough [11] , who resolved the so-called 'minimum modulus problem' of Erdős [2] by showing that the minimum modulus is bounded. More recently, the current authors [1] developed a general method (based on that of [11] ) for attacking problems of this type, and used it to study the density of the uncovered set, and to prove a conjecture of Schinzel [13] by showing that there must exist two moduli, one of which divides the other.
In this paper we will further develop the method of [1] in order to make progress on another old and well-known question: does there exist a covering system whose moduli are distinct and all odd? This question appears to have first been asked by Erdős [3] in 1965, and a few years later he conjectured (see [4] ) that there does exist such a system. In 1977 he went further, conjecturing [5] that there exist covering systems with square-free moduli, all of whose prime factors are arbitrarily large. On the other hand (as recounted, for example, in [7] ), Selfridge believed that there do not exist such systems, and (perhaps as a result) the question has become known as the Erdős-Selfridge problem. Apart from
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its intrinsic appeal, the problem is motivated by a theorem of Schinzel [13] , who discovered a connection between the non-existence of such covering systems and the irreducibility of certain polynomials. More precisely, he showed that if no covering system with distinct, odd moduli exists, then for every polynomial f (x) ∈ Z[X] with f ≡ 1, f (0) = 0 and f (1) = −1, there exists an infinite arithmetic progression of values of n ∈ Z such that x n + f (x) is irreducible over the rationals.
The first progress on the Erdős-Selfridge problem was made by Simpson and Zeilberger [14] , who proved that the moduli of a covering system with distinct, odd, square-free numbers use at least 18 primes (this was later improved to 22 primes by Guo and Sun [9] ). A major step forward was taken by Hough and Nielsen [12] , who used a refined (and carefully optimised) version of the method of Hough [11] to prove that every covering system with distinct moduli contains a modulus that is divisible by either 2 or 3. The general method of [1] (which, as noted above, is also based on that of [11] ) provides a short proof of the following slight strengthening of this result (see [ Here we will further develop the method of [1] , and use it to solve the Erdős-Selfridge problem in the square-free case. Theorem 1.1. In any finite collection of arithmetic progressions with distinct square-free moduli that covers the integers, at least one of the moduli is even.
We shall prove Theorem 1.1 in a (slightly more general) geometric setting; a second aim of this paper will be to investigate covering systems in this setting. Let S 1 , . . . , S n be finite sets with at least two elements, and set
If A = A 1 × · · · × A n ⊆ Q with each A k either equal to S k or a singleton element of S k , then we say that A is a hyperplane. We will write A = [x 1 , . . . , x n ], where x k ∈ S k ∪ { * } for each k ∈ [n], and * indicates that A k = S k . Let us write F (A) = {k : x k ∈ S k } for the set of fixed coordinates of A, and say that two hyperplanes A and A ′ are parallel if F (A) = F (A ′ ). Restating Theorem 1.1 in this geometric setting gives the following theorem.
, let p k be the kth prime, and set S k = [p k+1 ]. Any collection of hyperplanes that covers Q := S 1 × · · · × S n contains two parallel hyperplanes.
To see the equivalence between Theorems 1.1 and 1.2, note that, by the Chinese Remainder Theorem, there is a natural equivalence 2 between finite collections A of arithmetic progressions with square-free, odd, p n+1 -smooth moduli that cover the integers, and finite collections H of hyperplanes that cover the box
Moreover, if the moduli of A are distinct then the hyperplanes in H are non-parallel .
2 To be precise, the progression a + dZ with d = i∈I p i corresponds to the hyperplane A = [x 1 , . . . , x n ] where x i = a mod p i if i ∈ I, and x i = * otherwise. Note that excluding Z is equivalent to forbidding F (A) = ∅.
In order to motivate our second main theorem, let us next state, in this geometric setting, a special case (for square-free moduli) of the breakthrough result of Hough [11] which resolved the Erdős minimum modulus problem. Theorem 1.3 (Hough, 2015) . Let p 1 , . . . , p n be the first n primes. There exists a constant C such that if A is a collection of hyperplanes that cover Q : Note that in Theorem 1.3 the sequence (p k ) k 1 grows asymptotically as k log k, whereas in Theorem 1.4 we allow the sequence (q k ) k 1 to grow only linearly. We will show (see Section 4) that Theorem 1.4 is close to best possible, since there exists an example with lim inf q k /k = 1 for which the conclusion of the theorem fails.
The rest of the paper is organized as follows. In Section 2 we outline the sieve that we will use in the proofs, and in Section 3 we state and prove our main technical results, Theorems 3.1 and 3.2. In Section 4 we deduce Theorem 1.4. Finally, we dedicate Section 5 to the proof of our main result, Theorem 1.1.
Definition of the Sieve
In this section we will outline the proofs of Theorems 1.2 and 1.4. In particular, we will generalize the method developed in [1] to the geometric setting, and while doing so we will introduce several new ideas that will prove to be crucial in the proofs. For the convenience of the reader and for completeness, we will include full proofs of all intermediate results, even though several of them are direct adaptations of the corresponding results in [1] .
As in the Introduction, let S 1 , . . . , S k be finite sets with at least two elements, and set
and let A be a collection of hyperplanes, no two of which are parallel. Set
and (recalling that F (A) = F (A ′ ) for distinct A, A ′ ∈ A) let us index the hyperplanes in A by the corresponding set of fixed coordinate indices, so A = {A F : F ∈ F }. Our goal is to estimate the density (under some probability measure) of the uncovered set
Rather than considering the entire collection of hyperplanes A all at once, we expose the hyperplanes dimension by dimension and track how the density of the uncovered set evolves.
To be more precise, define, for each 1 k n,
and
for the family of sets of fixed coordinate indices and the corresponding hyperplanes that are contained in the initial segment [k] . Let
be the set of elements not contained in any of the hyperplanes of A k , so in particular R n = R. We also write N k := F k \ F k−1 for the family of "new" sets of fixed coordinate indices at the kth stage, i.e., those sets that contain k and are contained in [k] , and define
to be the union of the hyperplanes exposed at step k, so that
It will often be convenient to consider R k , B k and A F with F ∈ F k as subsets of
We call a set of this form Q k -measurable.
2.1. The probability measures P k . The construction of the probability measures is similar to that in [1] , and no significant new ideas are needed. The main difference from [1] is that instead of starting with the uniform measure as our P 0 , we allow for possible optimization of the measure on the first few coordinates. In general we will start with some measure P a , to be determined, which will be supported on
Our aim is to construct, for each a < k n, a measure P k on Q k in such a way that P k (B k ) is small, but without changing the measure of B i for any i < k. Fix a sequence of constants δ a+1 , . . . , δ n ∈ [0, 1/2], and assume that we have already defined a probability measure P k−1 on Q k−1 . Recall that Q k = Q k−1 × S k , and hence the elements of Q k can be written as pairs (x, y), where x ∈ Q k−1 and y ∈ S k . We may view R k−1 as a collection of fibres of the form F x = {(x, y) : y ∈ S k } ⊆ Q k , where P k−1 is extended uniformly to a measure on Q k (so is uniform on each fibre), and view R k as being obtained from R k−1 by removing B k , i.e., by removing the points that are contained in the new hyperplanes of
that is, the proportion of the fibre F x that is removed at stage k. The probability measure P k on Q k is defined as follows:
To motivate the definition above, note that if α k (x) δ k , then P k (x, y) = 0 for every element of Q k that is covered in step k, and that the measure is increased proportionally elsewhere to compensate. On the other hand, for those x ∈ Q k−1 for which α k (x) > δ k , we 'cap' the distortion by increasing the measure at each point not covered in step k by a factor of 1/(1 − δ k ), and decreasing the measure on removed points by a corresponding factor. The measure P k satisfies the following simple properties, cf. [1, Lemmas 2.1 and 2.2].
Lemma 2.1. For any k > a and any Q k−1 -measurable set S we have
For any set S ⊆ Q, we have
In particular, it follows from Lemma 2.1 that if
then A does not cover Q, since B k is a Q k -measurable set, so by (4) we have
For each a k n, define
and observe that µ k P k (R k ).
A general theorem
In this section we will prove two technical results, Theorems 3.1 and 3.2, which together imply Theorems 1.2 and 1.4. We remark that Theorem 3.1 essentially follows from [1, Theorem 3.1], but Theorem 3.2 introduces a new bound that is motivated geometrically, and that will prove to be crucial in the proof of Theorem 1.2.
Given a collection A of hyperplanes in Q = S 1 × · · · × S n , a probability distribution P a on Q a , and constants δ a+1 , . . . , δ n ∈ [0, 1/2], let the probability distributions P k and functions (2) and (3), and set
In order to show that A does not cover Q, it is sufficient, by (7), to show that µ n > 0. To do so, we will bound P k (B k ) in terms of the moments M
(1) k and M
k . As noted above, the following theorem was (essentially) proved in [1] .
then A does not cover Q.
In order to show that (8) holds in our applications, we need to bound the moments of α k (x). To state our bounds on M k , we will need some additional notation. Define a function c :
for each I ⊆ [a], and define a function ν :
The following technical theorem provides general bounds on M
k .
Theorem 3.2. Let A be a collection of hyperplanes in Q = S 1 × · · · × S n , no two of which are parallel. Then, for each a < k n,
Moreover, if in addition |S k | 3 for each k ∈ [n], and none of the hyperplanes in N k has co-dimension 1, then
Before embarking on the (straightforward) proofs of Theorems 3.1 and 3.2, let us briefly discuss the bound (13), which will play an important role in the proof of Theorem 1.1. In order to apply it, we first need to remove from A each of the codimension 1 hyperplanes, each of which is of the form
Note that in doing so we remove the point s from the possible values of the ith coordinate, effectively replacing S i by S ′ i := S i \ {s} (which has at least two elements). After removing these hyperplanes, the remaining elements of A will all have at least two fixed coordinates, and can be assumed to be hyperplanes in
Removing the codimension 1 hyperplanes in this way makes a significant difference to our estimate on M (2) k , at the expense of (possibly) reducing each |S i | by 1. In practice, this turns out to often give better bounds on the removed measure.
Proof of Theorem 3.1. Observe first that
where the first two steps follow by Lemma 2.1 (since B k is Q k -measuarable), and the third follows by the definition (2) of α k (x). Moreover, by (2) and (3) (the definitions of α k and P k ), we have
where we used the elementary inequality max{a − d, 0} a 2 /4d, which is easily seen to hold for all a, d > 0 by rearranging the inequality (a − 2d) 2 0. It follows that the uncovered set R satisfies
by (8) , and hence A does not cover Q, as required.
In the proof of Theorem 3.2 we will use the following notation. Given a hyperplane A = [x 1 , . . . , x n ] and X ⊆ [n], we define A X = [y 1 , . . . , y n ] to be the hyperplane with y i = x i for all i ∈ F (A) ∩ X, and
. The first step in the proof of Theorem 3.2 is the following easy bound on the P k -measure of a Q k -measurable hyperplane. 
Proof. The proof is by induction on k. Note first that for k = a the conclusion follows immediately from the definition (9) of the function c, since ν(∅) = 1. So let k ∈ [a + 1, n], and assume that the claimed bound holds for P k−1 .
Note first that if k ∈ F (A) then A is Q k−1 -measurable, and so the claimed bound follows immediately by (4) and the induction hypothesis. So assume that k ∈ F (A), and observe that, by (5), we have
since the probability measure P k−1 is extended uniformly on each fibre. Since A [k−1] is Q k−1 -measurable, by the induction hypothesis we have
and so, recalling the definition (10) of the function ν, the claimed bound follows.
We will next prove the following bound on the tth moments
Lemma 3.4. For each t ∈ N we have
Proof. Observe first that, for each x ∈ Q k−1 , we have
by the union bound, and the definitions (1) and (2) of B k and α k . Note that, given x ∈ Q k−1 and F ∈ N k , there exists y ∈ S k with (x, y) ∈ A F if and only if x ∈ A
, and moreover such a y (if it exists) is unique. It follows that
Note also that if A 1 and A 2 are hyperplanes, then A 1 ∩ A 2 is either the empty set, or a hyperplane with set of fixed coordinate indices F (A 1 ) ∪ F (A 2 ). Therefore, by Lemma 3.3, we have
The claimed bounds on M 
Proof of Theorem 3.2. By Lemma 3.4, we have
which proves (12) . To prove (13), suppose that F (A) contains no singletons, and observe that, by Lemma 3.4, we have
as required.
Proof of Theorem 1.4
In order to deduce Theorem 1.4 from Theorems 3.1 and 3.2, it will suffice to show that there is an appropriate choice of C and δ 1 , δ 2 , . . . , δ n such that µ n > 0.
Proof of Theorem 1.4. Let (q k ) k 1 be a sequence of integers with lim inf k→∞ q k /k > 3, and let N ∈ N and ε > 0 be such that q k > (3 + ε)k for all k N. Let C = C(N, ε) be sufficiently large, let n ∈ N, and for each k ∈ [n], let S k be a set of size q k . We will show that if A = {A F : F ∈ F } is a finite collection of hyperplanes in Q = S 1 × · · · × S n , no two of which are parallel, and F (A) ⊆ [C] for every A ∈ A, then A does not cover Q. Fix δ 1 = · · · = δ n = ε/6, and assume (without loss of generality) that ε is sufficiently small. We will start with the uniform probability measure P 0 on Q, and construct inductively the probability measures P k as described in Section 2. By Theorem 3.1 it suffices to show that
To prove this, note first that M (2)
for every A ∈ A. So let C < k n, and observe that, by Theorem 3.2, we have
Now, since |S j | = q j > (3 + ε)j for all j N, and by our choice of δ j , it follows that
Moreover,
is sufficiently large, as required.
We will next show that the condition on the sequence (q k ) k 1 in Theorem 1.4 is close to best possible. To be precise, we will prove the following proposition. The first step is the following simple lemma.
Lemma 4.2. Let n 3, and let q 1 , . . . , q n 2 be a sequence of integers such that
can be covered with hyperplanes, no two of which are parallel.
Proof. The proof is by induction on n, so first let n = 3, and note that if 2 q 1 q 2 q 3 satisfy
can be covered by hyperplanes, no two of which are parallel.
For the induction step, observe first that, by the induction hypothesis, if
k ) (n − 1) log(n − 1) then we can find hyperplanes (with fixed coordinates in [n − 1]) which cover Q. We may therefore assume that
and hence (without loss of generality) that 2 q 1 . . . q n < n.
We now cover Q greedily: for each set ∅ = F ⊆ [n] in turn we choose a hyperplane A F with fixed coordinates F so as to cover as much of the remaining (uncovered) subset of Q as possible. Since Q can be partitioned into exactly k∈F q k such hyperplanes, there must exist some choice of A F that covers at least a proportion k∈F q −1 k of the remaining set. Thus, after all the hyperplanes have been chosen, the remaining set has size at most
k ) n log n, by assumption. It follows that the number of uncovered points is less than 1, as required.
We can now easily deduce Proposition 4.1.
Proof of Proposition 4.1. Assume that C is sufficiently large, and set
for each k > C. Observe that lim k→∞ q k /k = 1, and that
= exp log n + 2 log log n + O C (1) = Ω n(log n) 2 .
Thus, for all sufficiently large n, we have 
The Erdős-Selfridge problem
In this section we will prove Theorem 1.2 (and hence also Theorem 1.1). To do so, we will again apply the sieve introduced in Section 2, but this time we will need to choose the various parameters much more carefully. In particular, we will deal with the primes in three groups: first the set {3, 5, 7, 11}, then the primes between 13 and 73, and finally the primes larger than 73. We will discuss these in reverse order, so as to motivate the bounds we prove.
Let B be a collection of hyperplanes in P :
, no two of which are parallel. Our aim is to show that B does not cover P . To do so, we will in fact apply our sieve to a modified collection, obtained by removing the co-dimension 1 hyperplanes, as described after the statement of Theorem 3.2, for all primes p 73. After doing so, we obtain a collection A of hyperplanes in Q = S 2 × · · · × S n , where S k = [p k − 1] for each 2 k 21, and S k = [p k ] for each 22 k n, such that no two hyperplanes in A are parallel, and if F (A) = {i} for some A ∈ A then i 22. We remark that we will use some results from [1] to deal with the large primes, and our indexing of the sets S k is chosen to avoid a conflict with the notation used there. It will also be convenient (see Section 5.3, below) to assume (as we may) that A ⊆ B for any A, B ∈ A with A = B.
5.1. The primes greater than 73. For large primes, it will suffice to apply the results of [1, Section 6] . To state the results we will use, let us first recall some notation. Assume that we have chosen δ 6 , . . . , δ 21 and some probability distribution P a = P 5 supported on
Now, noting that p 21 = 73, set κ := c 21 (3) and define
for each k 21, where the constants {δ i : i > 21} will be chosen later, and recall that
for each 5 k n. In order to apply the results stated below, we need to check that condition (20) of [1] , which states that
is satisfied for every k > 21. To see this, note that
for every k 21, and observe that therefore, by Theorem 3.2, we have
The following theorem, which gives an almost optimal termination criterion when k is large, was proved in [1] . In order to prove Theorem 1.2, it will therefore suffice to show that we can choose the probability distribution P 5 and constants δ 6 , . . . , δ 21 such that f 21 (A) 138.877.
5.2.
The primes between 13 and 73. We will next deduce from Corollary 5.2 a sufficient condition 3 on P 5 for the event that the uncovered set is non-empty. 
for each k ∈ {6, . . . , 21}. Recall that, by (14) and Theorem 3.2, we have
soμ k µ k , for each k ∈ {6, . . . , 21}, and hence
for each x ∈ {1, 3} and k ∈ {6, . . . , 21}, and therefore (for fixed δ k ) we may write c 21 ( we choose the constants δ 6 , . . . , δ 21 ∈ (0, 1/2] so as to minimize the ratio c 21 (3)/μ 21 after processing the prime 73. The optimization of the δ k was made by first taking a heuristic choice, and then performing coordinate-wise optimization repetitively on each δ k until the value of c 21 (3)/μ 21 converged (which it did fairly rapidly). We also checked thatμ 21 > 0 for each of these points.
The maximum value of c 21 (3)/μ 21 obtained for any of these points was 138.873682, and hence f 21 138.874 for any P 5 such that c 5 (3) − 3c 5 (1)/4 9.019, as required. Proof. Let us write F for the collection of subsets of {2, 3, 4, 5} with |F | 2. For each set F ∈ F , we need to choose a hyperplane A F with fixed set F , and for each such family we need to construct a measure P 5 supported on the uncovered set. Not surprisingly, there are far too may configurations to deal with easily, so we need to make a few reductions.
Recall first that (by assumption) no hyperplane in A is contained in another. Moreover, note that we only need to study configurations 'up to isomorphism', in the following sense. Let us write F < F ′ if i∈F 2 i < i∈F ′ 2 i (i.e., F precedes F ′ in colexicographic order), and for each F ⊆ {2, 3, 4, 5} and i ∈ F , define b(F, i) ∈ S i so that A F ⊆ {x i = b(F, i)}. Now, suppose there exists a pair (F, i) such that b(F, i) b(I, i) + 2 for every I < F with i ∈ I. Then we can transpose b(F, i) and b(F, i) − 1 in S i to obtain an isomorphic configuration A ′ which is lexicographically smaller, since A ′ F < A F , but A ′ I = A I for all I < F . Applying these reductions reduces the number of configurations to 6,025,640,717 which, while it represents substantial progress, is still too large to conveniently construct optimized probability distributions for each configuration. However, the main contribution to the large number of configurations comes from the choice of the 'last' few hyperplanes, namely A 45 , A 245 , A 345 , and A 2345 . For example, we might have as many as 2 × 4 × 6 × 10 = 480 choices for A 2345 , as we are selecting a single point in Q 5 (although in practice the number of choices is reduced somewhat by the comments above). Ignoring the choices for A 45 , A 245 , A 345 , and A 2345 reduces the number of configurations to just 7637, which is far more manageable.
Our strategy is therefore as follows. We first consider a choice of the hyperplanes, A 23 , A 24 , A 25 , A 34 , A 35 , A 234 and A 235 , without including the last four hyperplanes A 45 , A 245 , A 345 and A 2345 . In order to optimize the probability distribution on the uncovered region R := Q 5 \ (A 23 ∪ · · · ∪ A 235 ), we construct a linear programming problem with variables x r for each r ∈ R representing the probability of the atom {r}. For each non-empty set I ⊆ {2, 3, 4, 5}, and each hyperplane H in Q 5 with F (H) = I, we include the constraint r∈R∩H x r c I , where the c I are new variables giving upper bounds on the c(I), cf. (9) . (Note that we include the constraints corresponding to sets not in F , since we need to bound c(I) for all subsets I ⊆ {2, 3, 4, 5}.) We also add the constraints
to ensure that we have a probability measure supported on R, and then minimize I⊆{2,3,4,5}
where we define c ∅ = 1. We define P 5 to be the probability distribution corresponding to this minimum, i.e., we set P 5 (r) = x r for each r ∈ R. Recalling (11), note that
and observe that the minimum occurs when c I = c(I). We are therefore done, except for the (important) fact that we have not restricted the measure to be zero on the set
To do so, we simply remove the measure from the (unknown) set U, and uniformly rescale the measure to again give a probability measure. We claim that this can increase the value of c 5 (3) − 3c 5 (1)/4 to at most
where p is the probability assigned to U. To see this, observe that removing the measure on U does not increase any c(I), and decreases c(∅) by p. Since (1)/4 11**, 2*1*, *22*, 121*, 1**1, *3*2, 13*3, **34, 2*31, *232, 1233 9.018070 11**, 2*1*, *22*, 121*, 1**1, *3*2, 13*3, **34, 2*33, *232, 1233 9.018070 where the c I are the bounds on c(I) given by the linear programming problem. We then check that the bound in (21) is less than 9.018 (this bound was chosen, after some experimentation, to be just below the worst case value given in Table 1) . If so, then we proceed to the next configuration. There are 90 (out of 7637) configurations of (A 23 , . . . , A 235 ) where this fails. For these, we loop through all choices of A 45 and perform the above calculation with just A 245 , A 345 , and A 2345 unspecified. From these 90 configurations we obtain 1083 configurations with A 45 included, but for only 12 of these does our bound still exceed 9.018. These 12 give rise to 312 configurations including A 245 , of which 3 still exceed our bound. These 3 give rise to 216 configurations where we are forced to include A 345 , but only 2 which still exceed our bound. Finally, these 2 give 142 configurations where we are forced to include all the A F , but only two have c 5 (3) − 3c 5 (1)/4 9.018, and these are listed in Table 1 . We deduce that for all choices of the hyperplanes {A F : F ∈ F } in Q 5 we can find a probability measure P 5 on R 5 such that c 5 (3) − 3c 5 (1)/4 < 9.018071. All calculations were performed in C using the Gurobi linear optimization package [10] to solve the LP minimizations. With the strategy as described above, the calculations to determine the worst case configurations took about 45 seconds on a laptop.
As noted above, Theorem 1.2 follows immediately from Corollary 5.2 and Lemmas 5.3 and 5.4. In fact, since the results from [1] (which we used to deal with the large primes) did not require the assumption that the moduli are square-free, we actually proved something slightly stronger: if the moduli are distinct and each prime p 73 in their prime factorization occurs to a power at most 1, then at least one of the moduli must be even. In other words, the 'square-free' condition is only needed on the 73-smooth part of the moduli. Of course, if we could reduce "p 73" to "p < 3" then the Erdős-Selfridge problem would be solved, so it would be interesting to see to what extent the bound 73 could be reduced.
