In Part I of our study, stability analysis testing in the reduced space was formulated, and its robustness and efficiency in comparison to the conventional approach was explored. In this paper, we present formulations including, first, direct solution of the nonlinear equations, and second, minimization of Gibbs free energy for twophase flash computations in the reduced space. We use various algorithms including the successive substitution (SS), Newton's method, globally convergent modifications of Newton's method (line searches and trust region), and the dominant eigenvalue method (DEM) for direct solution of the nonlinear equations defining two-phase flash and the minimization of Gibbs free energy. We also suggest a criterion based on the tangent-plane-distance (TPD) for the initialization from the equilibrium ratios. The proposed criterion has a significant effect on reducing the number of iterations.
Introduction Two-phase vapor-liquid equilibrium computations are one important aspect of phase behavior computations in compositional modeling. In a recent study (to be published later) we have noticed that compositional modeling of a rich-retrograde gas condensate heterogeneous reservoir can be a real challenge. The main complexities in this particular example are that the appearance of two phases can occur in any part of the reservoir, and that there is no systematic pattern in the two-phase and single-phase regions.
In Part I of our work on fast and robust algorithm for compositional modeling, stability analysis testing in the reduction method was presented. 1 In this paper, Part II of the work, flash computations in the two-phase gas-oil mixture are described.
To the best of our knowledge, the phase-split calculations in compositional modeling technology are presently based on the conventional method with dependent variables such as the mole numbers or mole fractions. Two approaches, direct solution of the nonlinear isofugacity equations and minimization of the Gibbs free energy, have been used for two-phase flash computations. The algorithms of SS, 2 DEM, 3 and Newton's method have been used to perform the direct solution of nonlinear equations. The SS algorithm keeps a descent direction and eventually converges. 4 The major shortcoming of the SS algorithm is that it is extremely slow in the critical region; even thousands of iterations may not suffice for a single flash computation in the critical region. The DEM algorithm can accelerate the SS, and has at least double the speed of the SS (from our experience). However, the DEM algorithm may not have the robustness of the SS. Newton's algorithm converges quadratically, but only locally. In compositional reservoir simulators, often the SS and Newton's algorithms are combined (first SS is used) to solve the systems of nonlinear equation in the conventional method. Globally convergent modifications of Newton's method 5 (the so-called quasi-Newton method), including the line search approach and the trust region approach, have also been used to minimize the Gibbs free energy 6, 7 with the conventional variables.
The numerical solution of the nonlinear equations in the reduced space has been addressed by the SS and Newton's methods in the literature. [8] [9] [10] [11] The central theme of papers on the reduction method is the demonstration that the number of variables can be reduced significantly without loss of accuracy. No attempt has yet been made to explore the numerical efficiency and robustness of various algorithms in the reduced space.
The main goal of this work is to study flash computations in the reduced space for vapor-liquid equilibria using various algorithms, and to propose ideas for robustness and efficiency of computations. Our work will include both the direct solution of the nonlinear isofugacity equations and the minimization of Gibbs free energy in the reduced space. The algorithms of SS, DEM, Newton's, and the globally convergent modifications of Newton's method will be implemented in our calculations.
In this paper, we will first provide a short review of the reduction method followed by the expression for the Gibbs free energy in the reduced space. Then, various algorithms are presented to minimize the Gibbs free energy and solve the system of nonlinear equations that define the vapor-liquid equilibrium in the reduced space. In the Results section, we compare various algorithms and then present the computations for five different mixtures. In the last section, in addition to concluding remarks, the key conclusions from the work are presented.
Brief Description of Reduction Method
The reduction method and the reduced-variable space are presented in Ref. 1 for stability analysis. Here, we will briefly review the reduced-variable space for the two-phase flash computations.
The reduced variables are given by 
. (3)
In the two-phase region, the equilibrium ratios are given by or, alternatively,
where the superscripts L and V represent the liquid and vapor phases, respectively; L and V are the mole fractions of the liquid and vapor phases, respectively.
Flash Formulation and Solution
In this section, in addition to formulation of the two-phase gas-oil flash in the reduced space, we will cover a vast array of methods that can be used to solve the equations that define the problem. After deriving the expression for the Gibbs free energy of a twophase gas-oil mixture, three different algorithms are presented for the minimization of the Gibbs free energy of the two-phase system. Then, we will present and solve the system of nonlinear equations that provide an alternative to the Gibbs free energy minimization for flash computations. In this work, we use three different methods for the minimization of the Gibbs free energy. These methods are the SS, DEM, and Newton methods. The same schemes are also used to solve the system of nonlinear equations. In the last part of this section, we cover the globally convergent modifications of Newton's method, which may become attractive when the Newton step is unsatisfactory.
Gibbs Free Energy. The Gibbs free energy for a two-phase VL system is given by In Eq. 5, G‫ס‬the total Gibbs free energy of vapor and liquid phases, G I ‫ס‬the ideal Gibbs free energy, and G E ‫ס‬the excess Gibbs free energy. 2 The ideal Gibbs free energy is given by
The symbols are defined in the Nomenclature. The excess Gibbs free energy is given by
In Eq. 6b, g EV and g E,L are the excess molar Gibbs free energies of the vapor and liquid phases, respectively. The expressions for these molar Gibbs free energies from the Peng-Robinson (PR) equation of state (EOS) will be provided later. Introducing Eq. 6 into Eq. 5 results in
In this paper, we show both a vector and a matrix in bold face. In Eq. 8, F ‫ס‬ the total moles in the feed and n‫(ס‬n 1 , . . . , n c ),
, and the superscript F denotes the feed mixture. Introducing Eq. 8 into Eq. 7 yields to replace Q V in Eq. 9 results in The variables in Eq. 11 are Q ␣ V ‫,1ס␣(‬ . . . , M; M‫ס‬m+1), V and n i V (i‫,1ס‬ . . . , c). These variables are subject to the following constraints: where ␤ ␣ 's(␣‫,1ס‬ . . . , M+1) are the Lagrange multipliers. Let vector ␤ represent these multipliers. The derivative of L with respect to n i V in Eq. 14 yields
An alternative form of the above equation is:
The relation between ␤ and Q V and V are given by (see Appendix A), For the sake of brevity, we define Q V M+1 ‫ס‬V in some of our expressions.
Algorithms for Minimization of Gibbs Free Energy. We use three different algorithms (SS, DEM, and Newton) in the minimization of the Gibbs free energy G. In the following, the iterative equation for the three methods is presented. subscript k denotes the kth iteration, and ||•|| 2 denotes the 2-norm of a vector (that is, the Eucleadian norm).
SS. The iteration equation of the SS is given by
Newton. The iteration equation of Newton's method can be expressed as 
4. Calculate x, y from 
The second method is from an empirical correlation (such as Wilson's equation 2 ) , for which ␤ is obtained using the linear leastsquares through Eq. 15b. Depending on the TPD, one may employ either the former or the latter, as we will discuss later.
The SS (and even DEM) is extremely slow in the critical region. The practice is to use the combined SS-Newton methods (or the DEM-Newton methods) to perform computations in the critical region. The SS (or the DEM) is performed first; when the step length is less than a given value, then one switches to Newton's method. In our computations, the switching criteria are .
Direct Solution of Nonlinear Equations.
In most applications, the vapor-liquid phase split computations are performed by directly solving the nonlinear equations. Here, we will outline the procedure using the reduced variables: 
Note that the number of equations is M+1, and the number of variables is also M+1. The same algorithms as those used in the minimization of Gibbs free energy can be used in solving these nonlinear equations. The procedure of implementing these algorithms in solving the nonlinear equations is described next.
SS.
The iterative procedure for the SSI consists of the following steps:
1. Initialize the reduced variables 3. Calculate y using Eq. 29c.
DEM. The iterative equation for the DEM is analogous to Eq. 18: The iteration procedure of the DEM is almost the same as the SS, except that Eq. 36 is used to update the reduced variables.
Newton's Method. The iterative equation and the procedure for the Newton method are outlined in the following steps: 
8. Go to Step 2. The elements of Jacobian matrix J are given in Appendix D.
Globally Convergent Modifications of Newton's Method.
Newton's algorithm converges quadratically only locally, which implies that when the current solution approximation is good enough, it will improve convergence rapidly. On a global basis, when the current solution approximation is not good enough, the use of the Newton step may even diverge from the solution. When the Newton step becomes unsatisfactory, one may fall back on a step indicated by a global method. The strategy will end up using Newton's method close enough to the solution. Such an approach is called the quasi-Newton algorithm or, alternatively, globally convergent modifications of Newton's method.
Globally convergent modifications of Newton's method can be used either for minimizing a function or for solving a system of nonlinear equations. One major global approach is the traditional idea of backtracking along the Newton direction if a full Newton step is unsatisfactory. In the method of "line searches," the descent direction is selected by examining the positive definiteness of L k ‫ס‬H k + k I; the term "line search" refers to a procedure for choosing k . The "trust region" method is another major approach in the globally convergent modifications of Newton's method. The goal in the "trust region" is the same as in the "line search," but the shortened steps may not be in the quasi-Newton direction.
Dennis and Schnabel 5 describe the globally convergent modifications of Newton's method in detail. Trangenstein 6 used the method of line searches, and Michelsen 7 adopted the trust region method for minimization of Gibbs free energy in conventional flash computations. Both Trangenstein and Michelsen concluded that these approaches are robust for conventional flash computations. In this work, we have investigated these two globally convergent modifications of Newton's methods in the reduction method.
First we use the method of line searches to solve the system of nonlinear equations (see Eq. 32), which can be transformed to minimizing the following equation 5, 12 : In the above expression, e is defined in Eq. 32. One can show that the Newton direction is a descent direction for the function f. 5, 12 Only line searches are needed for implementation to determine the step length. The efficient cubic approach 12 is used for the line search. The code in Ref. 13 was incorporated in our flash package.
In the following, we briefly present the use of the trust region method to minimize the Gibbs free energy with the reduced variables. Detailed information on the trust region can be found in Refs. 5, 12, and 13.
The Gibbs free energy is a function of reduced variables Q V and the iteration variables are the Lagrange multipliers ␤ (see Eq. 28). The modification of Eq. 28 for the trust region method is
where Ն1 is to be determined for each Newton's iteration; v is chosen so that Eq. 41 determines a descent direction. The procedure for the trust region method is: 1. Given ␤ k , calculate the gradient vector and the Hessian matrix, then estimate the radius of trust region h k at the current iteration; h k is used to limit the step length ⌬␤ k by ||⌬␤ k || 2 Յh k .
2. Solve Eq. 41 to obtain step length ⌬␤ k . 3. Calculate the radius of trust region for the next iteration, h k+1 from the current ␤ k , ⌬␤ k and h k . 4. Calculate ␤ k+1 of the next step. 5. Repeat steps 1 through 4 until convergence is achieved. In Step 2, is iterated from
where ||⌬␤( r )||Ј 2 is the derivative with respect to . The derivative is obtained by solving the following linear equation:
Given ␤ k , h k , and r , one solves first Eq. 41 to obtain ⌬␤ k then Eq. 43 is used to calculate ⌬␤Ј, followed by Eq. 42 to obtain r+1 . The process is repeated to achieve convergence of . Various authors in the past have shown the importance of the choice of the dependent variables on the efficiency of computations in flash computations using the conventional variables.
14 The dependent variables may be selected to be n i L (or x i and L) for a mixture that may be initially gas; n i V (or y i and V ) is selected if the initial mixture is a liquid. In the reduction method, we follow the same approach, and select Q ␣ L and L as dependent variables if the initial mixture is a gas; otherwise, Q ␣ V and V are selected. In the appendices, we provide our derivations in terms of Q ␣ V and V . One can readily use Q ␣ L and L as dependent variables, following an analogous procedure.
Results
In this work, in addition to the four mixtures that were used in the work on stability analysis, 1 we also use a fifth mixture (Mixture V). Mixture V is comprised of 5.00% H 2 S, and the balance is from the composition of Mixture IV. Therefore, Mixture V contains nonhydrocarbons N 2 , CO 2 , and H 2 S. These mixtures cover a wide range in terms of complexity and the number and the diversity of species. We use the same critical properties and interaction coefficients as those in Ref. The Results section is divided into two parts. In Part I, we will compare various algorithms and single out the most efficient procedure for two-phase flash computations. In Part II, we will present the results for all five fluid mixtures. The computations in Part II are performed using the combined SSI-Newton algorithm from the solution of the nonlinear equations with dependent variables of the reduced space. ). We tried the recommendations from of Risnes et al., 15 but did not succeed all the time. The procedure that could alleviate the problem is described next.
Part I-Algorithm
First, the compositions of liquid and gas phases are computed from After extensive testing, we adopt the following method for our initialization of equilibrium ratios. First, the stability analysis is performed. If the tangent plane distance D>−c 1 , then the initial K-values are from stability analysis; otherwise, the Wilson correlation is used. We found that the approach works quite efficiently. The constant c 1 is around 10 -3 to 10 -4 . For a light mixture like synthetic oil (Mixtures I and II), the constant is 10 -4 . For most mixtures, it is 10 -3 .
Performance of the SSI, DEM, and Newton's Algorithms. The SS keeps the robust feature in the reduction method as it does in the conventional method. It does not diverge even close to the critical point. Outside the critical region, the SS can converge in a few iterations; it converges, even at the starting point of a negative amount of vapor phase, calculated by the Ratchford-Rice equation (Eq. 29a) from the initial equilibrium ratios using Wilson's correlation or stability testing. The negative amount of vapor phase will result in the failure immediately of DEM and Newton's method. We also found that the SS iterates fast in the beginning. However, the SS keeps its major shortcoming in the reduction method as in the conventional method. It is extremely slow in the critical region; it iterates tens of thousands of times in the near-critical region. The robustness and the fast convergence at the beginning of iterations for the SS can be useful. However, it is not practical to use the SS alone for reservoir simulation, even in the reduction method.
Our test results show that the DEM has at least double the speed of the SS. The DEM converges very rapidly for Mixtures I and II; both mixtures are very light. However, the DEM does not share the robustness of the SS, and it fails to converge in the near-critical region for Mixture III. We found that Mixture III is a difficult problem in the near-critical region.
Newton's method has local convergent property. Once it converges, it converges to a solution very fast. Far away from the critical point, Newton's method can converge using K-values from Wilson's correlation as initial values if an appropriate amount of vapor phase (0<V<1) is calculated by the initial equilibrium ratios. Because the SS (or DEM) moves to a descent direction and is fast at the beginning of iteration, and Newton's method converges fast at the end, the combination of these two methods provides a robust and efficient algorithm. Nichita and Minescu 11 also observed the robustness of the approach in flash computations using the reduced variable space. The DEM-Newton method works well for Mixtures I and II. However, it diverges for Mixture III close to the critical point.
The SS-Newton method works well for all the mixtures. First, SS is implemented until the step length is less than a certain value, then one switches to Newton's method. We found that the number of iterations in the SS strongly depends on the initial K-values, and the number of iterations in Newton's method depends on the switching criterion.
Direct Solution of Nonlinear Equations by Minimization of Gibbs Free Energy.
We have implemented the SS, DEM, and Newton's algorithms for solving nonlinear equations and minimizing Gibbs free energy in the reduced space. The performance of the direct solution of nonlinear equations is better than that of minimizing Gibbs free energy. The number of iterations of both approaches is nearly the same, but the nonlinear equations show more robust convergence in the critical region. However, for each iteration of Newton's method in the minimization, the RatchfordRice equation (Eq.29a) has to be solved. One cannot avoid solving the Ratchford-Rice equation to obtain ⌬Q V from ⌬␤ (Eq. 27). In solving the nonlinear equations, the Ratchford-Rice equation can be avoided. The computation time of each iteration for minimization is expected to be longer than the nonlinear equations, because one needs to calculate the elements of H E , [H I ] −1 and then multiply the two matrices (see Eq. 28). Based on the above, the solution of the nonlinear equations with the reduced variables is more efficient for two-phase flash computations.
Globally Convergent Modifications of Newton's Methods.
The results from the line search method in the solution of nonlinear equations reveal that it indeed strengthens the convergence of the original Newton method. However, it also has several shortcomings. Like the problems of solving nonlinear equations in conventional flash computations, the method could converge to the trivial solution. The method is also entrapped to a local minimum of f (see Eq. 40), which is not the solution of Eq. 32. The explanation can be found in Figure 6 .5.1 of Ref. 5 . Another shortcoming is that it occasionally converges to a solution, which is the solution of Eq. 32, but does not satisfy the isofugacity constraints. This means that the solution satisfies Eq. 34, but does not satisfy Eq. 35. Table 1 shows an example of calculations for the synthetic oil/CO 2 mixture at 85% (mole) of CO 2 (Mixture II) at 117 bar and 322 K. The same table also lists the true solution. The line search method converges to the wrong solution, which is dewpoint with ||e|| 2 ‫01×4.3ס‬ −9 and ||f L −f V || 2 ‫.80.1ס‬ This approach might work well in the conventional method, because of inclusion of the iso-fugacility equations in the system of nonlinear equations. Solution of Eq. 32 in the reduction method is an indirect solution. Any solution of Eq. 32 also needs to satisfy Eq. 35, which is the equilibrium equation. One can use globally convergent methods to converge the solution of Eq. 32. However, there is no guarantee that the solution is a true phase equilibrium solution. The trust region would have perhaps the same problem as the line search.
Note that all the problems mentioned above occur only in the critical regions. The line search method works well outside the critical region. The only way to solve problems described above is to provide a good initial estimate, 5 which is close to the real solution. As we discussed above, the SS can provide a good initial estimate.
There are several difficulties in the implementation of the trustregion method using the reduced variables in minimizing the Gibbs free energy. All difficulties arise from the fact that the iteration variables are different in the conventional method and in the reduction method. This leads to an asymmetric matrix in the left side of Eq. 28. The algorithms in the literature are all based on a symmetric Hessian matrix. Another problem arises because of a lack of relation between ␤ and Q V , and because the RatchfordRice equation (Eq. 29a) has to be solved at each iteration; Eq. 27 is not honored in the computations. For the implementation of the trust-region method, one needs to set the initial value of trustregion radius, h 0 . Dennis and Shnabel 5 suggest that the value should be problem-dependent. Dennis and Shnabel also suggest estimating the Cauchy point from the gradient vector and Hessian matrix first, then using the Cauchy point as h 0 . We found that their suggestion may not apply, because there is no direct relation between ␤ and Q V . Our test results show that convergence is sensitive to h 0 . We also observed that r in Eq. 42 converges to 1, which leads to the Newton step. The true step should be less than the Newton step.
As a final comment, the line searches are very hard to implement for the minimization of Gibbs free energy in the reduced space because of the asymmetric matrix in Eq. 28. . The switching criterion from SS to Newton can be assumed to be the same for both methods: ||⌬n V || 2 <10 −3 for the conventional method, and ||⌬Q V || 2 <10 −3 for the reduction method. Comparison of the two-phase flash computations in the conventional method and the reduction method show that the number of total iterations is about the same. In the critical region, the initial estimates from the TPD provide very good estimates for both methods.
Comparison of the

Part II-Flash Computations for Five Mixtures.
The following algorithm has evolved after extensive testings for flash computations. We solve the nonlinear equations (that is, Eq. 32) using the SS and the Newton methods. The SS is implemented first, then ||e|| 2 is calculated for each iteration to examine the switching criterion: When Eq. 45 is satisfied, the Newton iteration is executed until final convergence. We have also found that by limiting the step length for V, the convergence is strengthened. The maximum step for V is limited to 0.1 for each iteration.
In this work, we observed that Wilson's correlation provides better initial estimates than the stability analysis when TPD is a large negative number (say, D<−10 −4 ). For example, S W could be as small as 10 -5 if the initial value is from the Wilson correlation for the natural gas/Billings crude mixture (Mixture III). In this case, the number of iterations for the SS could be as high as hundreds before one switches to Newton's method. The initialization in our work combines the stability analysis and the Wilson correlation. From stability analysis, if D<−c 1 , the initial K from stability analysis are adopted; otherwise, the initialization is based on Wilson's correlation. Note that in our stability analysis calculations, we compute the TPD for the feed, assuming it to be once in vapor and then in liquid state. When the two values of the TPD are negative, the K-values of the state corresponding to the smaller TPD is selected as the initial guess for flash computations. Using our initialization technique, S W can be set to 10 -3 for most mixtures, except mixtures with very high concentration of CO 2 , such as synthetic oil/CO 2 mixture, for which S W is set to 10 -4 . In the critical region, the algorithm converges fast because the stability analysis provides good initial values. In the region between the critical point and far away from the critical point, neither Wilson's correlation nor stability analysis can provide good initial estimation, and more iterations are required for the SS; the number can be as high as 20. Note that the execution time for each SS iteration is less than that of Newton's iteration, because Newton's method needs to compute the Jacobian matrix and to solve the linear equations. It is estimated that CPU time of each iteration of Newton's method may be 1.5 to 2 times that of the SS iteration.
With the above algorithm, the following results are computed: The calculated results show that the difference between the conventional method and the reduction method with m‫4ס‬ is very small. The figures show that m‫2ס‬ can provide a good approximation for the mixture at test conditions. Note that m‫1ס‬ produces good equilibrium ratios, although it has some deviation of phase amount from the conventional method. Figs. 3a and 3b depict the results at 322 K and 97.5% CO 2 . Except for m‫,1ס‬ which gives the wrong trend of the amount vs. pressure, the results from all the other eigenvalue numbers are similar to one another for both the phase amount and equilibrium ratio of CO 2 . Therefore, four variables (two eigenvalues) can provide good approximation for the mixture, while the conventional method needs 11 variables.
Billings Crude/Natural Gas Mixture (Mixture III). There are three nonzero eigenvalues for the mixture. The results of the conventional method and the reduction method with m‫3ס‬ are the same. Figs. 4a and 4b depict the amount of liquid phase vs. pressure, and the equilibrium ratios of C 1 and C 7+ vs. pressure, respectively. The results show that m‫2ס‬ gives a good approximation. However, results for m‫1ס‬ are unacceptable. Note that the computations extend to the critical region (not shown).
Kilgrin Gas Condensate (Mixture IV)
. This is a very complex near-critical gas condensate. The mixture contains nonhydrocarbon components N 2 and CO 2 . The total nonzero eigenvalues is six for this mixture. Figs. 5a and 5b plot the amount of liquid phase vs. pressure and equilibrium ratios of C 1 and C 6+ vs. pressure, respectively. Note that the mixture is very close to critical temperature; it could be a gas or a liquid at high pressures; at the test temperature, it is a liquid mixture. Results for m‫2ס‬ and m‫1ס‬ have large deviation from the conventional method; therefore, they are not shown. Figs. 5a and 5b show results of the conventional method and the reduction method with m‫4ס‬ and m‫,3ס‬ which are similar to one another. These results indicate that the reduction method can generate a good approximation with five independent variables (three nonzero eigenvalues). Table 2 shows a comparison of the number of iterations in the reduction method from the direct solution of equations using initialization from the 1-TPD criteria and 2-Wilson correlation. Note that as the K-value for C 1 decreases (that is, as we approach the critical point), the number of SS iterations using initialization from the Wilson correlation increases. For the switching criterion and the specified tolerances, there is no convergence at p>1042 bar.
Kilgrin Gas Condensate/H 2 S Mixture (Mixture V). The mixture contains three nonhydrocarbon components: N 2 , CO 2 , and H 2 S. There are seven nonzero eigenvalues for the mixture. Fig. 6 depicts the amount of liquid phase vs. pressure at 399.82 K; four eigenvalues are required to perform a good approximation for the mixture.
From the above results for all five mixtures, one finds that only four variables may be required for performing the flash computations for hydrocarbon mixtures, regardless of the number of components. For hydrocarbon/CO 2 mixtures, four to five variables may be needed. When a mixture includes one nonhydrocarbon (N 2 , or H 2 S), the results should be similar to the hydrocarbon/CO 2 mixtures. When a mixture contains two nonhydrocarbon components (the Kilgrin gas condensate), five variables may be required. For a mixture containing all three nonhydrocarbons, one may need six variables. Note that the results in Figs. 1 through 6 cover the critical region. Table 3 gives the number of iterations for all five mixtures at selected conditions. It is remarkable to see that the combination of our proposed procedure for the initialization from the TPD criteria, the direct solution of nonlinear equations, and the reduced space can be very efficient in both the critical region and away from the critical point. On only one occasion (Mixture II at p‫001ס‬ bar and T‫223ס‬ K), the number of the SS iterations was 20. This excessive iteration is in the border of initialization from the stability analysis and the Wilson correlation.
Remarks and Conclusions
Based on our extensive testing of two-phase flash computation using both the conventional approach and the reduction method, we have observed extreme sensitivity of the number of iterations in the direct solution of the flash to the SS step. The number of iterations in the SS is a strong function of switching criteria (from the SS to the Newton step) and the procedure for bringing back V to the two-phase region from the single-phase region (when 0>V>1). In this work, we have not fully explored the most efficient approach, but we have noticed extreme sensitivity to bringing back V from single-phase to two-phase state. The procedure adopted in this work may not be, therefore, the most efficient.
We can draw the following main conclusions from the work: 1. The total number of variables in two-phase flash computations can be reduced to a minimum of four and a maximum of six by using the reduction method.
2. The K-value initialization based on the TPD criterion can reduce significantly the number of iterations.
3. In the reduction method, the solution of nonlinear equations defining the two-phase flash can be more efficient than the minimization of the Gibbs free energy in the reduced space.
In addition to the above mixtures, we have also calculated the multicontact mixing for two reservoir oils with injection gases at a pressure close to the minimum miscibility pressure. Direct solution of the nonlinear equations in the reduced space and the intialization of the K-values was based on the TPD criterion. The total number of iterations were often about 10 (4 to 6 Newton iterations and 3 to 4 SS iterations). Occasionally, the number of SS iterations exceeded 20 (on two occasions). Fig. 4-(a) Amount of liquid phase and (b) equilibrium ratios of C 1 and C 7+ , both (a) and (b) 
. . . (A-2)
The Q V and V are given by Eqs. 12 and 13. Differentiating G I in Eq. A-1 with respect to n i V yields
Differentiating G I in Eq. A-2 with respect to n i V results in Introducing Eqs. A-5 and A-6 into Eq. A-4 yields
Combining Eqs. 15b, A-3, and A-7 leads to
One can obtain Eqs. 16a and 16b of the text from the above equation.
Appendix B-Gradient Vector ٢G/٢Q
V From Eqs. 6a and 11,
The following gradient vector elements are obtained by differentiation Eq. B-1 with respect to Q,e V and V, and combining the results with Eqs. 16. 
The evaluation of (Ѩg where
The elements in H E are given by
The matrix H I is defined by Using chain rules in Eq. D-14, one obtains 
