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MINIMAL GRAPHS WITH MICRO-OSCILLATIONS
ALBERTO ENCISO, MaA´NGELES GARCI´A-FERRERO, AND DANIEL PERALTA-SALAS
Abstract. We show that there are minimal graphs in Rn+1 whose intersection
with the portion of the horizontal hyperplane contained in the unit ball has
any prescribed geometry, up to a small deformation. The proof hinges on the
construction of minimal graphs that are almost flat but have small oscillations
whose geometry we can control.
1. Introduction
Let us consider minimal graphs on the unit ball Bn of Rn. More precisely, let u
be a function satisfying the equation
(1) div
(
∇u√
1 + |∇u|2
)
= 0
in Bn. This is equivalent to saying that the graph of u,
Σu :=
{
(x, u(x)) : x ∈ Bn
}
is a minimal hypersurface of Rn+1.
Area bounds for minimal graphs play a key role in the theory of minimal surfaces.
Since Σu is a global minimizer of the area functional among the surfaces with fixed
boundary, if u is bounded on Bn it is clear that the n-dimensional Hausdorff measure
Hn(Σu) is bounded by a non-uniform constant that depends on the oscillation of u,
osc u := maxBn u − minBn u. On the contrary, if we just specify the value of the
oscillation of u, we can consider a hyperplane of slope osc u2 , which is a minimal
hypersurface whose area Hn(Σu) is bounded from below by a constant increasing
as osc u. Therefore, there is not a uniform estimate holding for the area of minimal
graphs on Bn.
Our objective in this note is to explore the non existence of a higher-codimension
analog of the uniform estimate. We will be interested in bounds for the (n− 1)-
dimensional Hausdorff measure of the hypersurface, or rather of its transverse in-
tersection with a hyperplane. To this end, let us denote by Π the portion of the
horizontal hyperplane that is contained in the unit ball of Rn+1:
Π := {x ∈ Rn+1 : xn+1 = 0 , |x| < 1} .
Actually, our goal is to show a more general result claiming that we can prescribe
the geometry of the intersection of a minimal graph on Bn with Π, up to a small
deformation:
Theorem 1. Let S be a compact, connected, properly embedded, orientable hyper-
surface of Bn with nonempty boundary. Then, for any integer k and ǫ > 0, there
is a minimal graph over the unit n-ball and an open subset Π′ ⊂ Π such that the
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intersection Σu ∩ Π
′ is given by Φ(S), where Φ : Π → Π is a diffeomorphism with
‖Φ− id‖Ck < ǫ.
If one chooses S to be a compact hypersurface of Bn with area Hn−1(S) > c
and ǫ is small enough, the immediate corollary is a codimension 1 analog of the
existence of minimal graphs with arbitrarily large area:
Corollary 2. The (n − 1)-dimensional measure of the intersection of a minimal
graph over the unit n-ball with a hyperplane is not uniformly bounded. Specifically,
given any constant c, there is some u satisfying Equation (1) for which Σu and Π
intersect transversally but
Hn−1(Σu ∩Π) > c .
These minimal graphs with micro-oscillations play the opposite role with re-
spect to area bounds that hyperplanes. Even hyperplanes with arbitrarily large
n-measure do not have larger (n − 1)-measure of its intersection with Π than the
diameter of the ball. Our construction of minimal graphs leads to arbitrarily large
(n − 1)-measure of the transverse intersection but with n-measure less than twice
the area of the ball.
The key point of Theorem 1 is that it can be analyzed in the linear regime of
the minimal surface equation. In fact, the strategy that we have used to prove
it (see Section 2) is to construct harmonic functions v on the ball that are small
in a Ck norm and whose zero set v−1(0) contains the hypersurface S up to a
small diffeomorphism. The smallness assumption then permits to promote them to
solutions of the minimal surface equation through an iterative procedure than does
not change much the geometry of the zero set. Hence, in Corollary 2, the large
(n− 1)-measure of the intersection of the minimal graph Σu with the hyperplane Π
comes from micro-oscillations that do not significantly contribute to the curvature
of the minimal hypersurface (which is almost flat).
To conclude, it is worth mentioning that Theorem 1 remains valid when we
consider the intersection of a minimal hypersurface with the portion Π′ of any (non-
vertical) hyperplane contained in Bn × R (in this case, the minimal hypersurface
can be constructed as a graph over Π′).
2. Proof of the main theorem
In this section we will prove Theorem 1. For this, a well known result of Whitney
ensures that, by perturbing S a little if necessary, one can assume that S is analytic.
Now let us consider an open extension S′ of S (that is, an open, connected, analytic
hypersurface S′ of Bn containing S) and let us denote by Ω a small neighborhood
of the hypersurface S whose closure is contained in Bn and such that Rn \ Ω is
connected. Such a choice of S′ and Ω is always possible because S is connected and
its boundary is nonempty.
An important ingredient in the proof of the main theorem is the construction of a
harmonic function on Rn for which a small deformation of S′ is a structurally stable
(portion of a) connected component of its zero set (similar to the construction in
[3]):
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Lemma 3. For any ǫ > 0 there is a harmonic function v on Rn and some δ > 0
such that the zero set u−1(0) of any function u with ‖u− v‖Ck(Ω) < δ satisfies
u−1(0) ∩ Ω′ = Ψ(S′) ,
where Ω′ is an open subset of Ω and Ψ : Rn → Rn is a diffeomorphism with
‖Ψ− id‖Ck(Rn) < ǫ.
Proof. Let us choose an orientation of S′ and denote by ν the corresponding unit
normal vector. A natural way to define a harmonic function associated with S′ and
with some control on its zero set and on its gradient is via the following Cauchy
problem:
(2) ∆v˜ = 0, v˜
∣∣
S′
= 0,
∂v˜
∂ν
∣∣∣∣
S′
= 1.
The Cauchy–Kowaleskaya theorem ensures the existence of a solution v˜ of the above
problem in a small neighborhood of S′, which can be taken to be Ω without any
loss of generality. Since Rn \ Ω is connected, the Lax–Malgrange approximation
theorem [2] ensures the existence of a harmonic function v : Rn → R such that
‖v − v˜‖Ck(Ω) < δ,
where δ is a small quantity to be specified later.
Now let u be close to v in the sense that ‖u− v‖Ck(Ω) < δ. Then
‖u− v˜‖Ck(Ω) < 2δ ,
so, since S is a component of the nodal set of v˜ and the gradient of v˜ does not
vanish by (2), Thom’s isotopy theorem [1, Theorem 20.2] implies that, for small
enough δ, there is an open subset Ω′ of Bn and a diffeomorphism Ψ of Rn with
‖Ψ− id‖Ck(Rn) < ǫ such that Ψ(S
′) = u−1(0) ∩ Ω′. The lemma then follows. 
The observation now is that one can construct a solution to the minimal graph
equation on the ball whose zero set is a small perturbation of that of the harmonic
function constructed in the previous lemma. More precisely, we have the following:
Lemma 4. Given any δ > 0, there is a function u satisfying the minimal surface
equation (1) in Bn and a positive constant λ such that ‖λu− v‖Ck(Bn) < δ.
Proof. Assuming that k > 2 without loss of generality and taking any α ∈ (0, 1),
let us define a function F : Ck,α(Bn)→ Ck−2,α(Bn) as
F (u) :=
1
2
∇u · ∇ log
(
1 + |∇u|2
)
.
Equation (1) is then expressible as
(3) ∆u− F (u) = 0 .
Let v be the harmonic function on Rn that we constructed in Lemma 3. Take a
small positive constant ǫ that will be fixed later and consider the iterative scheme
u0 := γv
uj+1 := γv + wj(4)
where
γ :=
ǫ
2‖v‖Ck,α(Bn)
4 ALBERTO ENCISO, MaA´NGELES GARCI´A-FERRERO, AND DANIEL PERALTA-SALAS
and the function wj is the unique solution to the boundary value problem
∆wj = F (uj) in B
n , wj = 0 on ∂B
n.(5)
Our goal is to show that, for small enough ǫ, uj converges in C
k,α(Bn) to a
function u that satisfies the minimal graph equation (3) in Bn and is close to γv in
a suitable sense. To this end, let us start by noticing that, as an application of the
maximum principle to the boundary problem (5), the functions wj must satisfy
‖wj‖C0(Bn) 6 C‖F (uj)‖C0(Bn).
Standard elliptic estimates then yield
‖wj‖Ck,α(Bn) 6 C
(
‖wj‖C0(Bn) + ‖F (uj)‖Ck−2,α(Bn)
)
6 C
(
‖F (uj)‖C0(Bn) + ‖F (uj)‖Ck−2,α(Bn)
)
6 C‖F (uj)‖Ck−2,α(Bn) .
On the other hand, if we assume that ‖uj‖Ck,α < ǫ, one can exploit the above
estimate to infer in Equation (4) that
‖uj+1‖Ck,α(Bn) 6 γ‖v‖Ck,α(Bn) + ‖wj‖Ck,α(Bn)
6
ǫ
2
+ C‖F (uj)‖Ck−2,α(Bn)
6
ǫ
2
+ C‖uj‖
3
Ck,α(Bn)
6
ǫ
2
+ Cǫ3 < ǫ ,(6)
so the norm of uj+1 is less than ǫ too. Here we have used that
‖F (w)‖Ck−2,α(Bn) 6 C‖w‖
3
Ck,α(Bn)
and the fact that γ‖v‖Ck,α(Bn) and Cǫ
3 are bounded above by ǫ/2. Notice, in
particular, that since the first function u0 of the iteration satisfies
‖u0‖Ck,α(Bn) 6
ǫ
2
,
the induction argument (6) then implies that
(7) ‖uj‖Ck,α(Bn) < ǫ
for all j.
To estimate the difference uj+1 − uj, let us use the bound (7) to write
‖F (uj)− F (uj−1)‖Ck−2,α(Bn) 6 C
(
‖uj‖
2
Ck,α(Bn) + ‖uj−1‖
2
Ck,α(Bn)
)
‖uj − uj−1‖Ck,α(Bn)
6 Cǫ2‖uj − uj−1‖Ck,α(Bn) .
Since
∆(uj+1 − uu) = F (uj)− F (uj−1) in B
n , uj+1 − uj = 0 on ∂B
n ,
standard elliptic estimates then yield
‖uj+1 − uj‖Ck,α(Bn) 6 C‖F (uj)− F (uj−1)‖Ck−2,α(Bn)
< Cǫ2‖uj − uj−1‖Ck,α(Bn) .(8)
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Taking ǫ small enough for Cǫ2 < 1, we infer from (7) and (8) that, as j → ∞, uj
converges in Ck,α(Bn) to some function u with
(9) ‖u‖Ck,α(Bn) 6 ǫ.
Since the sequence wj converges to w in C
k,α(Bn), the function u satisfies the
equation
(10) u = γv + w,
where w is the unique solution to the problem
∆w = F (u) in Bn , w = 0 on ∂Bn.
As v is a harmonic function, one can then take the Laplacian of (10) to show that
u is a solution of the minimal graph equation (1) with boundary conditions u = γv
on ∂Bn.
Taking λ := 1/γ, one can now use the bound (9), the relation (10) and the
definition of γ to check that
‖λu− v‖Ck,α(Bn) = λ‖u− γv‖Ck,α(Bn) 6 Cλ‖F (u)‖Ck−2,α(Bn)
6 Cλ‖u‖3Ck,α(Bn) 6 Cǫ
2 < δ
provided that ǫ is sufficiently small. 
Theorem 1 readily follows from Lemmas 3 and 4.
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