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We investigate the effects of finite baryon chemical potential on the transport properties of a
hadron resonance gas. We find that a hadron resonance gas with large baryon number density is
closer to the ideal fluid limit than the corresponding gas with zero baryon number. This suggests
that the system created at the Relativistic Heavy Ion Collider (RHIC) at lower collision energies
may behave as a fluid, with an effective fluidity close to the one found at RHIC’s highest energy
near phase transition. This might explain why the differential elliptic flow coefficient measured at
lower collisional energies at RHIC is similar to the one observed at high energies.
PACS numbers: 12.38.Mh, 24.10.Pa, 24.85.+p, 25.75.Dw
I. INTRODUCTION
The main goal of ultrarelativistic heavy ion collisions is to create and study new states of nuclear matter. The
Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) are able to reach collisional energies high
enough to create the Quark-Gluon Plasma (QGP) [1], a new state of nuclear matter in which the quarks and gluons
are the relevant degrees of freedom [2]. One of the most surprising discoveries made at RHIC and later confirmed
at the LHC is that the QGP seems to behave as a nearly ideal fluid, with one of the smallest values for the shear
viscosity to entropy density ratio, η/s, ever observed in nature [3].
In the last two years, RHIC started to investigate collisions at lower energies, the so-called RHIC low energy scan,
in order to probe the phase diagram of nuclear matter at large baryon chemical potentials and to study the existence
of a critical point [4]. A striking discovery made by the low energy scan program was that the differential elliptic flow
of charged hadrons, v2(pT ), does not change considerably as one goes to lower collisional energy [5]. This came as a
surprise since the large values of v2(pT ) observed at RHIC’s highest energy were taken as the main evidence for the
“almost” ideal fluid nature of the QGP [3]. The fact that such a high differential flow coefficient is also observed at
smaller collisional energies, in which the QGP is only present during a very small fraction of the total lifetime of the
system, may suggest that the hadron gas formed at the end of the collision can also exhibit strong collective flow.
Several calculations [6–9] based on fluid-dynamical and/or transport models performed at lower RHIC energies have
tried to understand how such large differential elliptic flow can occur even at these energies. However, at nonzero
baryon chemical potential, the uncertainties in the equation of state and in the transport coefficients, and the existence
of baryon stopping in the initial stages render such a task more complicated.
Recently, it was shown that the dissipative effects on v2(pT ) at RHIC’s top energy originate mostly from the viscosity
of the QGP around the (pseudo) phase transition and the viscosity of the hadron gas formed afterwards [10]. As
one goes to higher energies, v2(pT ) becomes more sensitive to the viscosity of the QGP phase (which is expected to
increase with temperature), while if one goes to smaller energies, this observable becomes more and more sensitive to
the viscosity of the hadron gas (which is expected to increase with decreasing temperature). Since η/s increases with
decreasing temperature in the hadron gas phase, one would naively expect v2(pT ) to become considerably smaller as
the initial collisional energy of the system is reduced.
Note that the aforementioned behavior of η/s as a function of energy was only estimated for nuclear systems at
zero baryon chemical potential [11–13]. Therefore, it is important to understand how this is modified in the presence
of a finite baryon chemical potential, µB . Previous works already indicate that the η/s of a gas is reduced at finite
chemical potential [14, 15]. For example, η/s was computed for a pion-nucleon gas in Ref. [15] using the Chapman-
Enskog formalism [16] and it was shown to be reduced when µB > 0. The exception is in Ref. [17], where the η/s of a
hadron resonance gas was estimated in the excluded volume hadron gas model using a simplified Ansatz for the shear
viscosity coefficient. In that work the result obtained was that η/s is increased when the baryon chemical potential
is nonzero.
On the other hand, it is important to state here that the fluidity of a system at finite chemical potential cannot be
inferred by the smallness of η/s, as was argued in Ref. [18]. A more realistic measure of fluidity would be the ratio of
shear viscosity over the enthalpy multiplied by the temperature, ηT/(ǫ+ p). Note that, when the chemical potential
is zero, this quantity reduces to the ratio between shear viscosity and entropy density. On the other hand, when µB is
large ηT/(ǫ+ p) considerably differs from η/s, which can make a difference when analyzing how well a certain system
flows (the same can be said for systems that are chemically frozen).
In this work, we compute the shear viscosity of a hadron resonance gas at nonzero temperature and baryon chemical
2potential using Chapman-Enskog theory [16, 19] within a simple hadronic model [20]. We then compute ηT/(ǫ+p) for
this system and show that it is considerably reduced when the baryon chemical potential is nonzero. For the values
of baryon chemical potential expected to occur around the (chemical freeze-out) phase transition of QCD [21–26],
this reduction is shown to be particularly large. This result suggests that the baryon rich hadron gas formed in the
intermediate energies obtained at RHIC, and at future facilities such as FAIR [27], can display strong collective flow,
as already implied by the flow harmonic data obtained at RHIC.
In this work the metric tensor is gµν ≡ diag(+,−,−,−) and natural units are employed, ~ = c = kB = 1.
Furthermore, we limit our discussion to Boltzmann gases.
II. FORMALISM
We start by generalizing the method proposed in Ref. [19] to calculate the retarded Green’s function associated
with the shear-stress tensor for the case of a dilute multi-component system. As shown in Ref. [19], this formalism
will give the same answer as the Chapman-Enskog expansion [16] for the linear coefficients of the Burnett theory [28],
i.e., the gradient expansion.
We perform our calculations in the local rest frame of the fluid where uµ = (1, 0, 0, 0). Since we restrict our discussion
to shear viscosity, we may consider the simplified scenario in which the fluid does not accelerate, uµ∂µu
ν ≡ 0, nor
expands, ∂µu
µ ≡ 0, and the temperature, T = β−10 , and chemical potential, µ
i = αi0/β0, do not vary in space and
time. Here, µi = biµB, where µB is the baryon chemical potential and bi is the baryon number of the i–th hadron
species. For the sake of simplicity, we only consider classical statistics.
After these simplifications, the Boltzmann equation linearized around a classical equilibrium state, f
(i)
0p = exp(α
i
0−
β0Eki), becomes [19]
∂tδf
(i)
k + vi · ∇δf
(i)
k −
Nspec∑
j=1
Cˆij (Ki) δf
(i)
k = β0E
−1
ki f
(i)
0p p
〈µ
i p
ν〉
i σµν , (1)
where Eki is the energy of the particle, Nspec is the number of hadron species considered, ∇µ = ∆
ν
µ∂ν is the spatial
derivative, and σµν = ∇〈µ u ν〉 is the shear tensor. We defined ∆
µ
ν ≡ g
µ
ν − u
µuν , vi ≡ k/Eki, δf
(i)
k ≡ f
(i)
k − f
(i)
0k ,
and A〈µν〉 = ∆µναβAαβ where ∆
µναβ =
(
∆µα∆νβ +∆µβ∆να
)
/2 − ∆µν∆αβ/3 is the doubly symmetric, traceless
projection operator. Also, we introduced the linearized collision operator, Cˆij ,
Cˆijδf
(i)
k =
∫
dK ′jdPidP
′
jγijW
ij
kk′−pp′E
−1
pi f
(i)
0k f
(j)
0k′
(
δf
(i)
p
f
(i)
0p
+
δf
(j)
p′
f
(j)
0p′
−
δf
(i)
k
f
(i)
0k
−
δf
(j)
k′
f
(j)
0k′
)
. (2)
Here, dKi ≡ gid
3~k/
[
(2π)3k0i
]
is the Lorentz-invariant measure, gi is the degeneracy factor of the i–th hadron species,
γij = 1− (1/2) δij , and gigjW
ij
kk′→pp′ = sσij (2π)
6 δ4
(
pi + p
′
j − ki − k
′
j
)
is the corresponding transition rate, with σij
being the differential cross section and s the Mandelstan variable.
Using Eqs. (1) and (2), we express the Fourier transform of the shear-stress tensor, π˜µν(Q), in terms of the Fourier
transform of the shear tensor, σ˜αβ(Q), in the traditional form of linear response π˜
µν = GµναβR σ˜αβ [19]. The Green’s
function has the following structure
G˜µναβR (Q) =
Nspec∑
i=1
∫
dKi k
〈µ
i k
ν〉
i
β0
−iω + ivi · q−
Nspec∑
j=1
Cˆij
f
(i)
0kE
−1
ik k
〈α
i k
β〉
i , (3)
where Qµ = (ω,q) and we used the definition of the total shear-stress tensor of a multi-component system
πµν =
Nspec∑
i=1
∫
dKi k
〈µ
i k
ν〉
i δf
(i)
k . (4)
Our goal is to compute the above retarded Green’s function and its derivatives at vanishing wavenumber. This
will be enough to determine the relevant transport coefficients of linearized relativistic fluid dynamics. Following the
3strategy outlined in [19], we start by introducing the irreducible second rank tensor Bαβ (Q,Ki), which satisfies the
following integro-differential equation,
−iω + ivi · q−
Nspec∑
j=1
Cˆij

Bαβ (Q,Ki) = β0E−1ik k〈αi k β〉i f (i)0k . (5)
In general, Bαβ is a function of Q but, as mentioned above, we shall only need it at vanishing wavenumber, q = 0.
Then Bαβ = Bαβ (ω,Ki) and its dependence on k
µ
i can be described by the following expansion,
Bαβ (ω,K) = f
(i)
0k k
〈α
i k
β〉
i
∞∑
n=0
a(i)n (ω)E
n
ik. (6)
Substituting Eq. (6) into Eq. (3), it follows that
G˜µναβR (ω,0) =
Nspec∑
i=1
∞∑
n=0
a(i)n (ω)
∫
dKi k
〈µ
i k
ν〉
i k
〈α
i k
β〉
i E
n
ikf
(i)
0k
= 2∆µναβ
Nspec∑
i=1
∞∑
n=0
I
(i)
n+4,2 a
(i)
n (ω) , (7)
where we used [20] ∫
dKi k
〈µ
i k
ν〉
i k
〈α
i k
β〉
i E
n
ikf
(i)
0k =
2
5!!
∆µναβ
∫
dK iE
n
ikf
(i)
0k
(
m2i − E
2
ik
)2
. (8)
Then, the linear relation between πµν and σµν can be cast into a more convenient form, π˜µν (ω,0) =
2G˜R (ω,0) σ˜
µν (ω,0), where we introduced the retarded Green’s function
G˜R (ω,0) =
Nspec∑
i=1
∞∑
n=0
I
(i)
n+4,2 a
(i)
n (ω) . (9)
Equations such as (5) appear quite often in problems involving the extraction of transport coefficients from the
Boltzmann equation. The way to solve this equation is to substitute the expansion (6) into Eq. (5), multiply by the
basis component chosen to expand Bαβ , i.e., multiply by Emikk
〈µ
i k
ν〉
i , and integrate over dKi. Then one obtains
Nspec∑
i=1
∞∑
n=0
∫
dKiE
m
ikk
〈µ
i k
ν〉
i

−iω − Nspec∑
j=1
Cˆij

 a(i)n (ω) f (i)0k k〈αi k β〉i Enik
= β0
Nspec∑
i=1
∫
dKiE
m
ikk
〈µ
i k
ν〉
i E
−1
ik k
〈α
i k
β〉
i f
(i)
0k . (10)
The function an (ω) can be solved by inverting the above equation.
For any practical calculation, however, only a finite number of basis elements are used in the expansion of Bαβ .
Truncating such momentum expansion is a common approach in kinetic theory and happens, for example, when dealing
with the Chapmann-Enskog expansion [16]. Here we use the simplest truncation possible in which only one member
of the basis is used (this is equivalent to the 14-moment approximation in the method of moments [19, 29, 30]). This
truncation should still provide transport coefficients that are accurate up to ∼ 10% (see, for instance, Refs. [20, 31]).
In such simplified approximation,
Nspec∑
j=1
[
−iωI
(i)
42 δ
ij +A(i)δij + C(ij)
]
a
(j)
0 (ω) = β0I
(i)
32 , (11)
where
A
(i) = −
Nspec∑
j=1
1
10
∫
dKidK
′
jdPidP
′
jγijW
ij
kk′−pp′E
−1
ik k
〈µ
i k
ν〉
i f
(i)
0p f
(j)
0p′
(
ki〈µ ki ν〉 − pi〈µ pi ν〉
)
, (12)
C
(ij) = −
1
10
∫
dKidK
′
jdPidP
′
jγijW
ij
kk′−pp′E
−1
ik k
〈µ
i k
ν〉
i f
(i)
0p f
(j)
0p′
(
k′j〈µ k
′
j ν〉 − p
′
j〈µ p
′
j ν〉
)
. (13)
4The formal solution for a
(i)
0 (ω) is
a
(i)
0 (ω) = β0
Nspec∑
j=1
[(
−iωI
(i)
42 1ˆ+A
(i)1ˆ+ Cˆ
)−1]ij
I
(j)
32 , (14)
where Cˆij = C(ij), and the retarded Green’s function, G˜R (ω,0), becomes
G˜R (ω,0) = β0
Nspec∑
i=1
Nspec∑
j=1
I
(i)
42
[(
−iωI
(i)
42 1ˆ+A
(i)1ˆ+ Cˆ
)−1]ij
I
(j)
32 . (15)
The derivative of this Green’s function at zero frequency is
∂ωG˜R (ω,0)
∣∣∣
ω=0
=
Nspec∑
i=1
I
(i)
42 ∂ωa
(i)
0 (ω)
∣∣∣
ω=0
,
= iβ0
Nspec∑
i,j,m=1
I
(i)
42
[(
A
(i)1ˆ+ Cˆ
)−1]ij
I
(j)
42
[(
A
(i)1ˆ+ Cˆ
)−1]jm
I
(m)
32 .
The linearized Burnett equation emerging from the above Green’s function is
πµν = 2ησµν − 2λ∆µναβu
λ∂λσ
αβ + (terms of higher order) ,
where the shear viscosity coefficient is identified as
η ≡ G˜R (ω,0)
∣∣∣
ω=0
= β0
Nspec∑
i=1
Nspec∑
j=1
I
(i)
42
[(
A
(i)1ˆ+ Cˆ
)−1]ij
I
(j)
32 , (16)
and the transport coefficient of the second order term 2∆µναβu
λ∂λσ
αβ , here referred to as λ, is given by
λ = −i ∂ωG˜R (ω,0)
∣∣∣
ω=0
. (17)
Nonlinear terms that may be included in the gradient expansion are not considered in this work.
III. THERMODYNAMICS
In the following, we briefly discuss how thermodynamic quantities are computed in a multi-component gas. The
baryon number density, nB, the energy density, ε, and the thermodynamic pressure, P , are computed using the hadron
resonance gas model,
nB =
Nspec∑
i=1
bi
∫
dKiEik exp
(
−β0Eik + α
i
0
)
,
ε =
Nspec∑
i=1
∫
dKiE
2
ik exp
(
−β0Eik + α
i
0
)
,
P =
1
3
Nspec∑
i=1
∫
dKi
(
E2ik −m
2
i
)
exp
(
−β0Eik + α
i
0
)
. (18)
The entropy density, s, is computed using the following thermodynamic relation
ε+ P = Ts+ µBnB .
The enthalpy, h, is defined as
h = ε+ P .
Note that the ratio of enthalpy to temperature is equivalent to the entropy density when the baryon chemical potential
is zero, i.e., when µB = 0, h = Ts .
In Fig. 1 we show the entropy density and the ratio of enthalpy to temperature as a function of temperature for
µB = 0 and µB = 0.5 GeV. It is clear that both these thermodynamic quantities increase in the presence of a positive
baryon chemical potential, with the increase in h/T being more pronounced.
5FIG. 1: The entropy density, s, (left panel) and the ratio of enthalpy to temperature h/T (right panel) as a function of
temperature (in MeV) for µB = 0 (black dotted line) and µB = 500 MeV (red dash-dotted line).
IV. RESULTS
The purpose of this work is not to compute the transport properties of a hadron gas with precision. In order
to accomplish this, one would have to know the cross sections of all processes involving the known hadrons and
resonances as well as include the effect of Hagedorn states and repulsive interactions. Currently, the inclusion of all
these effects with precision is just not possible. What we actually aim to investigate is how the fluidity of such a
gas is modified when the baryon chemical potential is present. This effect can be consistently estimated with a more
simple model of a hadron gas in which all cross sections are constant and fixed to a certain value. Here, we shall
consider two cases: (i) assume that all hadrons have a 1 fm radius, leading to total cross-sections of σT = π fm
2
and (ii) assume that meson-meson, meson-baryon, and baryon-baryon cross sections scale as 4 : 6 : 9, respectively,
with the baryon-baryon cross section beying set to π fm2. That is, in case (ii) σmeson−meson = 4/9 × σbaryon−baryon
and σmeson−baryon = 2/3 × σbaryon−baryon. Such simplified systems can be used to estimate the effects of a nonzero
baryon chemical potential on the transport coefficients of a hadron resonance gas. For constant cross-sections, it is
straightforward to solve integrals (12) and (13). Then, η and λ can be computed from Eqs. (16) and (17), while all
thermodynamic quantities are computed from the formulas specified in the previous section.
In the following, we shall consider 3 different choices of baryon chemical potential: µB = 0, µB = 500 MeV, and
the µB(T ) obtained from thermal fits to heavy ion collisions at several collisional energies. In Ref. [25], the following
parametrization of T (µB) was extracted from thermal fit calculations,
T (µB) ≈ a− bµ
2
B − cµ
4
B, (19)
where a ≃ 0.166 GeV, b ≃ 0.139 GeV−1, and c ≃ 0.053 GeV−3. This parametrization provides the temperature as
a function of baryon chemical potential in the chemical freeze-out transition. In practice, the chemical freeze-out
transition is very close to the actual (pseudo) phase transition region and we will use this parametrization to estimate
T (µB) near the phase transition region. Here, we just invert Eq. (19) to obtain µB (T ). Finally, we consider all
hadrons and resonances with masses up to 2 GeV, where the masses and degeneracy factors of each hadron/resonance
are taken from Ref. [32].
In Fig. 2 we show η/s (left panel) and ηT/h (right panel) as function of T for the 3 baryon chemical potential
choices described above and for the cross section of case (i). The black dotted line corresponds to µB = 0, the red
dash-dotted line corresponds to µB = 500 MeV, and the blue solid line corresponds to µB(T ) from Ref. [25].
One can see that a finite baryon chemical potential can have a very large effect on η/s. The effect is particularly
large at the chemical freeze-out transition where η/s is reduced by a factor ∼ 3 at 100 MeV. As discussed in Ref. [18]
and in the Introduction of this paper, at nonzero baryon chemical potential η/s is not the correct quantity to estimate
the fluidity of the system. In this case, the ratio ηT/h can provide a better estimate. We see the effect of µB is
amplified in this case, serving to reduce even more ηT/h. For the case of µB(T ) defined using the chemical freeze-out
transition, we see that ηT/h is almost constant in temperature, which indicates that the fluid behavior of a hadron
resonance gas does not change much in the phase transition region. This suggests that the systems created in the
6FIG. 2: The ratio η/s (left panel) and the ratio η/h (right panel) as a function of temperature (in MeV) using cross sections (i)
for several values of baryon chemical potential: µB = 0 (black dotted line), µB = 500 MeV (red dash-dotted line), and µB(T )
in the chemical freeze-out transition. The function µB(T ) is extracted from Ref. [25]
RHIC low energy runs can exhibit substantial elliptic flow since v2(pT ) should be dominated by the shear viscosity
near the phase transition [10].
We remark that this dependence of η/s (or ηT/h) on µB originates mostly from the thermodynamic variables, e.g.
s and h/T . The shear viscosity coefficient itself increases with µB, even though this effect is small. The reduction of
η/s and ηT/h with µB happens mostly because s and h/T increase by a significant amount when µB is present and is
of the order µB ∼ 500 MeV. In the Ref. [17], the increase of η/s with µB must have been due to the excluded volume
effect. We note, however, that in the equation of state usually employed in heavy ion collision simulations (and that
describes reasonably well lattice QCD simulations) the excluded volume correction is not included, for details see Ref.
[33].
In Fig. 3 we show η/s (left panel) and ηT/h (right panel) as function of T for the 3 baryon chemical potential
choices described above and for the cross section of case (ii). The results are qualitatively similar to those found in
case (i). The main difference is that η/s and ηT/h decrease faster with increasing temperature for cross sections (ii)
since the meson-meson cross section is almost a factor two smaller than the baryon-baryon cross section and, at low
temperatures ∼ 100 MeV, the system is dominated by mesons (mostly pions). This can be seen by comparing Figs. 2
and 3. One should note that, in the hadron resonance gas model, the thermodynamic quantities are independent of
the cross sections and, consequently, the entropy density, energy density, and thermodynamic pressure do not change
going from case (i) to case (ii).
It is also useful to see what happens to the transport coefficients of terms that are of second order in gradients.
In Fig. 4, we show the transport coefficient λ, that multiplies the next order (linear) term in the Burnett equation
(i.e., the gradient expansion), for cases (i) (left panel) and (ii) (right panel). In this case, this is the coefficient that
multiplies the term σ˙µν . We plot the following dimensionless combination λT/η in Fig. 4 and one can see that this
dimensionless ratio is also reduced when baryon chemical potential is present. From a qualitative perspective, the
effect is very similar to what happens to ηT/h. The result is qualitatively the same for both choices of cross sections.
This shows that the fluidity of a baryon rich hadron gas is in fact larger than the equivalent system at vanishing
baryon number. Not only ηT/ (ε+ p) is considerably smaller, but the dimensionless combination λT/η, associated
with a term of second order in gradients of velocity, becomes considerably smaller when µB is nonzero.
V. CONCLUSION
In this paper we investigated the effects of a nonzero baryon chemical potential on the transport properties of a
hadron resonance gas. We found that a hadron resonance gas with large baryon number density is closer to the ideal
fluid limit than the corresponding gas with zero baryon number. A nonzero baryon chemical potential served not
only to reduce the effect of dissipative terms of first order in gradients but also of terms that are of second order.
This suggests that the system created at RHIC at lower collision energies may display a fluid-like behavior with an
effective fluidity close to the one found at RHIC’s highest energy collisions. This may explain why the differential
7FIG. 3: The ratio η/s (left panel) and the ratio η/h (right panel) as a function of temperature (in MeV) using cross sections
(ii) for several values of baryon chemical potential: µB = 0 (black dotted line), µB = 500 MeV (red dash-dotted line), and
µB(T ) in the chemical freeze-out transition. The function µB(T ) is extracted from Ref. [25]
FIG. 4: Second order transport coefficient of the Burnett (gradient) expansion, λ, normalized by η/T , as a function of the
temperature (in MeV) for several values of baryon chemical potential: µB = 0 (black dotted line), µB = 500 MeV (red dash-
dotted line), and µB(T ) in the chemical freeze-out transition. The function µB(T ) is extracted from Ref. [25]. The left panel
shows the results corresponding to cross sections of case (i) while the right panel shows the results corresponding to case (ii).
elliptic flow coefficient measured at lower collisional energies at RHIC is close to the one measured at high energies.
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