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Image matching under rotation is a computational problem to determine for two given
images A and B a rotation of A that most accurately resembles B . The research in
combinatorial pattern matching led to a series of improved algorithms which commonly
solve this problem by a sophisticated search in the set of all rotations of A. This paper
provides the lower bound Ω(n3) on the worst case cardinality of this set for images of
size n× n and presents the ﬁrst optimal algorithm of such kind, i.e., one that solves image
matching under rotations in time O (n3). Moreover, for image matching under compositions
of rotation and scaling a new lower bound Ω(n6/ logn) on the worst case cardinality of the
set of rotated and scaled transformations of an n×n image is provided. This bound almost
matches the upper bound O (n6).
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The image matching problem (IMP, for short) under a ﬁxed set F of admissible transformations R2 → R2 is to deter-
mine for two given images A and B a transformation f in F that changes A such that it resembles B most accurately.
This paper investigates the IMP for two basic subsets of linear transformations, namely for rotations, denoted as R, and
for compositions of rotation and scaling, denoted as RS . Image matching applied to these transformations has a wide
range of applications in various image processing settings, e.g., in computer vision [20], medical imaging [7,24,25], pattern
recognition, digital watermarking [8], etc.
The image matching problem was intensively studied both experimentally and theoretically. In the image processing
community a common approach to solve the problem is to stick to the continuous nature of F and apply techniques based
on continuous analysis. Though the used methods guarantee achieving satisfactory local optima, the disadvantage of such
approach is the high complexity to ﬁnd the global optimum. Another continuous way of solving the IMP uses feature based
techniques. After extracting salient features like e.g. geometric objects such as points, lines, regions, etc., from images A and
B such methods determine a transformation f ∈ F which match the features of A closest to those of B . For more details
see [5,22]. However, these techniques rely heavily on the quality of both feature extraction and feature matching, two highly
nontrivial tasks. Feature matching, e.g., remains diﬃcult even for points. See [18] for a survey and [21,28] for some related
problems. A common drawback of the known algorithms is that they give only approximate solutions and do not guarantee
to ﬁnd the global optimum, even for such a simple class of transformations as compositions of rotation and translation [19].
Recently, the research in combinatorial pattern matching (CPM, for short) concentrated on the analysis of the discrete
structure of the sets of transformations F . Apart from algorithmic achievements this led to improved techniques for the
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the same transformed version of a given image A, inspires the idea of computing the set F(A) containing all images
f (A) which result from applying a transformation f ∈ F to the image A. Essentially, all algorithms developed in CPM for
computing a match f (A) with B share the same plane idea to perform exhaustive search of the entire set F(A). Surprisingly,
the fastest known methods come from this approach. See e.g. [23,11,12,2,3,1,4].
The main challenge of computing F(A) is to ﬁnd a discretization of the set F . Fredriksson and Ukkonen [11] found
as ﬁrst a discretization powerful enough to be used to the continuous space of rotations R. Using purely combinatorial
techniques, they show that for all images A of size n × n the set R(A) contains O (n3) transformed images. Based on their
discretization of R it is possible to solve the IMP under rotations in time O (n5). This can be achieved by ﬁrst computing all
O (n3) rotated images in R(A) and then searching the set for the best match with B simply by evaluating the distortions
between all images in R(A) against B each done in O (n2) time. However, this naive method can be improved. For example,
Nouvel and Rémila [27] provide an algorithm which, using the discretization technique by Fredriksson and Ukkonen [11],
incrementally computes in O (n3 logn) time all images in R(A). This means that instead of processing each of the elements
of R(A) individually, they traverse R(A) in an appropriate way moving from one image to the next one and computing the
current image making only very few updates. Applying this incremental strategy image matching allowing rotations can be
done in O (n3 logn) time. The logn factor is basically caused by a sorting of algebraic expressions corresponding to rotation
angles.
In [14] a different discretization approach was proposed. It is more general then the previous one and particularly it
enables the discretization of many other classes of transformations like linear, aﬃne, and projective transformations – large
supersets of rotations [16]. Applied for R [17] the new discretization method provides an algorithm solving image matching
under rotations in the same running time O (n3 logn) as the algorithm in [27]. Again, the logn factor is caused by sorting
algebraic expressions for rotation angles. One of the main contributions of this paper is an improvement of the image
matching algorithm presented in [17] that achieves running time O (n3).
An application of the new discretization method for image matching under RS was given in [15,17]. Combinatorial
analysis reveals that the set RS(A) contains O (n6) rotated and scaled images for any given image A of size n × n [17].
Based on an incremental computation of the set RS(A) this implies that image matching under RS can be solved in
O (n6) time.
Because all the discussed matching algorithms work on the same basis of exhaustive search of a set F(A), the question
arises to what extent one can improve the worst case time complexity of such an approach. To answer this question
notice that the cardinality of F(A) depends highly on A’s content. For example, uniform images A, i.e., where all pixels
have the same color value, lead to the same result under essentially different transformations, like e.g. rotating with 0◦ ,
90◦ , 180◦ , and 270◦ . The known upper bounds on the cardinalities of R(A) and RS(A), however, build only on purely
structural properties of digital image transformations and they do not take into account the content of A. Consequently, the
estimations of the cardinalities are independent of A’s color values and it has remained open whether there exist images A
for which |R(A)| and |RS(A)| actually meet the predicted limits of O (n3) or O (n6), respectively. Although Amir et al. [2]
argue that there are Ω(n3) rotations of a given n × n image, this bound holds actually only for the underlying structures of
discrete rotations, which are independent of the input A. This paper shows that for every n ∈ N, there are worst case n × n
images An for which the cardinality of R(An) is in fact in Ω(n3) and the cardinality of RS(A) reaches Ω(n6/ logn).
Consequently, following the given strategy of enumerating the complete set R(A) one cannot hope to solve image
matching under rotations substantially faster than in Θ(n3) time. This means that the algorithm for image matching under
rotations introduced in this paper is worst case optimal for this approach.
The new worst case lower bound on |RS(A)| has interesting implications for the structure of discrete transformations
combining rotation and scaling. In fact the upper bound O (n2) on the cardinality of S(A) [4], the set of scaling-transformed
images of a given n × n image A, together with the bound O (n3) on |R(A)| would intuitively lead to the false assumption
that |RS(A)| cannot be bigger than Ω(n5), even in worst case. Indeed, neither the set S(R(A)) of scaling all rotations nor
the set R(S(A)) of rotating all scalings coincide with RS(A). In contrast to the continuous compositions of rotation and
scaling, their compositions on digital images are apparently neither commutative nor transitive.
This paper presents results which heavily build on previous papers [14,15,17]. Consequently, after some technical pre-
liminaries, the paper brieﬂy provides the necessary basics of the approach introduced there. Section 4 establishes the family
of worst case images An and shows that |R(An)| grows as Ω(n3). Then, Section 5 provides the worst case O (n3) time
algorithm for image matching under rotations and next Section 6 proves the Ω(n6/ logn) lower worst case bound on the
cardinality of RS(A).
2. Technical preliminaries
Through the whole paper, an image is a two-dimensional array of pixels, i.e., of unit squares partitioning a certain square
area of the real plane R2. The pixels of an image A are indexed over a set N = {(i, j) | −n i, j  n}, where n is called the
size of A. The geometric center point of the pixel with index (i, j) can be found at coordinates (i, j). Each pixel (i, j) of A
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borders let A〈i, j〉 = 0 if (i, j) /∈ N . The distortion between two given images A and B of size n is measured by
(A, B) =
∑
(i, j)∈N
δ
(
A〈i, j〉, B〈i, j〉)
where δ : Σ ×Σ → N is an arbitrary function charging color mismatches; for example, δ(c1, c2) = |c1 − c2|.
This paper covers two transformation classes, namely R which contains all rotations and RS the transformations com-
bining rotation and scaling. The set RS contains exactly all injective functions f : R2 → R2 which can be described by
f (x, y) =
(
s cosφ s sinφ
−s sinφ s cosφ
)
·
(
x
y
)
(1)
for some s, φ ∈ R, with s = 0. Since R ⊂ RS all rotations can be represented accordingly with the restriction to s = 1.
Applying a transformation f to an image A of size n gives a transformed image f (A) of size n. To deﬁne a color value for
any pixel (i, j) in f (A), let f −1 be the inverse function of f . Notice that f −1 ∈ RS if f ∈ RS and accordingly f −1 ∈ R if
f ∈ R. Then deﬁne the color value f (A)〈i, j〉 as the color A〈I, J 〉 of the pixel (I, J ) = [ f −1(i, j)], where [(x, y)] := ([x], [y])
denotes rounding both components of a vector (x, y) ∈ R2. Hence, determining f (A)〈i, j〉 means to choose the pixel (I, J )
of A which geometrically contains the point f −1(i, j) in its square area. This setting models nearest-neighbor interpolation,
commonly used in image processing. Now, any image A deﬁnes the sets RS(A) = { f (A) | f ∈ RS} and R(A) = { f (A) | f ∈
R} which contain all possible images that result from transforming A by compositions of rotation and scaling, respectively
by transforming A with solely rotation.
Based on this, the following deﬁnes the image matching problem under a given class F of transformations:
For given images A and B of size n ﬁnd an image A′ in the set F(A) minimizing the distortion (A′, B).
For the analysis of the complexity aspects of this problem this paper applies the unit cost model for arithmetic operations,
a complexity measure which is sometimes referred to as arithmetic complexity. According to this model mathematical basic
integer operations like addition, subtraction and multiplication can be computed in one step. Consequently, complexity
statements in this paper refer to the number of integer operations instead of actual computing steps. This is common
practice if the precision of used integers is reasonably small, say O (logn) bits, as is the case in this paper.
3. Previous results
Previous work [14,15,17] presented a new algorithmic approach to solve image matching. This section brieﬂy discusses
some basics of this approach which are used in this paper.
By Eq. (1) in the previous section, all transformations in RS can be characterized by the two real parameters p = s cosφ
and q = s sinφ. Hence, each transformation f can be described by a point (p,q)T in the two-dimensional parameter
space R2. Reversely, every such point in R2 which fulﬁlls s = 0 characterizes a transformation in RS . Moreover, the trans-
formations in R are represented by the points (p,q)T with p2 + q2 = 1 and lie on the unit circle denoted here by C , which
is a nonlinear one-dimensional subspace of R2.
Now, for every n ∈ N a discrete characterization of RS can be obtained by a subdivision of the parameter space R2
into a ﬁnite number of subspaces ϕ1, . . . , ϕt(n) with the following property: Any pair of transformations f , f ′ ∈ RS gives
the same transformation f (A) = f ′(A) of an image A of size n if their inverses f −1 and f ′−1 are represented by points
(p,q)T , respectively (p′,q′)T , contained in the same subspace ϕi for some i ∈ {1, . . . , t(n)}. This means that each of the
t(n) subspaces represents one transformed image in RS(A). In the case of rotations an analogous property holds for a
subdivision of C into segments.
The principle of the polynomial time algorithm is searching the whole set RS(A) which is a common practice in the
CPM. Using the discrete characterization of RS the algorithm traverses all the subspaces ϕ1 to ϕt(n) of the parameter space.
With each subspace it ﬁnds one of the possible transformed images A′ in RS(A). Subsequently, the distortion between
such images A′ and B is evaluated to eventually ﬁnd the best match.
For images of size n the subdivision of the parameter space into the spaces ϕ1 to ϕt(n) is determined by the following
set Hn of linear functions R2 → R:
Hn =
{
hijk(p,q) = ip + jq − (k − 0.5)
∣∣ (i, j) ∈ N , k ∈ {−n, . . . ,n + 1}}.
Hence, Hn is a set of r(n) = (2n + 1)2(2n + 2) linear functions. For all w ∈ N × {−n, . . . ,n + 1} the function hw describes
the following three subspaces of R2:

0(hw) =
{
(p,q)T ∈ R2 ∣∣ hw(p,q) = 0}, a line,

+(hw) =
{
(p,q)T ∈ R6 ∣∣ hw(p,q) > 0}, the positive half-plane, and

−(hw) =
{
(p,q)T ∈ R2 ∣∣ hw(p,q) < 0}, the negative half-plane.
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0(hw), 
+(hw) and 
−(hw) can be understood as follows: All the points (p,q)T in 
−(hijk) describe
inverse transformations f −1(x, y) = ( p q−q p ) · ( xy ) which have one thing in common: It is always true that [ f −1(i, j)] = (I, J )
with I < k. Accordingly, all points (p,q)T in 
+(hijk) ∪ 
0(hijk) give transformations f −1 which uniquely fulﬁll [ f −1(i, j)] =
(I, J ) with I  k. Finally, a similar property is true for the J -coordinate of [ f −1(i, j)] = (I, J ) depending on the location
of the point describing f −1 with respect to 
−(h j(−i)k) and 
+(h j(−i)k) ∪ 
0(h j(−i)k). The following lemma formalizes this
property:
Lemma 1. (See [15,17].) Let hijk ∈ Hn, f −1 ∈ RS be a transformation represented by the point (p,q)T ∈ R2 and let [ f −1(i, j)] =
(I, J ). Then I < k if (p,q)T ∈ 
−(hijk) and I  k if (p,q)T ∈ 
+(hijk) ∪ 
0(hijk). Analogously, for h j(−i)k ∈ Hn, it is true that J < k if
(p,q)T ∈ 
−(h j(−i)k) and J  k if (p,q)T ∈ 
+(h j(−i)k)∪ 
0(h j(−i)k).
Now, the partition of the parameter space into the pieces ϕ1 to ϕt(n) is deﬁned by the intersection of the subspaces

+(h)∪ 
0(h) and 
−(h) given by the linear functions h in Hn . For Hn = {h1, . . . ,hr(n)} deﬁne
A(Hn) =
{
ϕ ⊆ R2
∣∣∣ ϕ = r(n)⋂
w=1

sw (hw) for some s1, . . . , sr(n) ∈ {+,−,0}, ϕ = ∅
}
.
In literature the set A(Hn) is called the (line) arrangement given by Hn . For detailed information on such arrangements
see [9]. In agreement with the notions in combinatorial geometry the elements of A(Hn) are called faces. A face is a d-face
if its dimension is d, for d ∈ {0,1,2}. Thus, a 0-face is a point, a 1-face is a straight line, semistraight line, or segment, and
a 2-face is a convex region on the plane given by the intersection of a ﬁnite number of half-planes.
Now consider an arbitrary point (p,q)T and the corresponding inverse transformation f −1. Every particular (i, j) ∈ N
deﬁnes a bunch of subspaces determined by hijk for k ranging in {−n, . . . ,n + 1}. For each k it is true that (p,q)T can
only belong to one subspace, 
0(hijk), 
+(hijk) or 
−(hijk). Thus, since the straight lines 
0(hijk), with k ∈ {−n, . . . ,n + 1}
are mutually parallel, there is a number k, such that (p,q)T ∈ 
−(hijk1 ) for all k1 > k and (p,q)T ∈ 
+(hijk2 ) ∪ 
0(hijk2 ) for
all k2  k. This means that the I-component of (I, J ) = [ f −1(i, j)] must be exactly I = k. It is plain that the containment
of a point (p,q)T in a face ϕ ∈ A(Hn) ﬁxes the location of (p,q)T in 
0(hijk), 
+(hijk) or 
−(hijk) for all (i, j) ∈ N and
all k ∈ {−n, . . . ,n + 1}. Consequently, the pure fact of (p,q)T being contained in ϕ determines the I-component of (I, J ) =
[ f −1(i, j)] for all arguments (i, j) ∈ N . Moreover, the J -component is ﬁxed by a similar mechanism. It follows that any
pair of points (p,q)T and (p′,q′)T of a speciﬁc face ϕ ∈ A(Hn) speciﬁes inverse transformations f −1 and f ′−1 which map
to the same pixel (I, J ) = [ f −1(i, j)] = [ f ′−1(i, j)] for all (i, j) ∈ N . Hence, all inverse transformations represented by the
points of ϕ are equivalent with respect to transforming digital images of size n.
Moreover, since rotations are a subclass of RS , there is a similar correspondence between subspaces of the unit circle
and the set R(A). Particularly, Hn partitions C into faces, too:
AC (Hn) =
{
ϕ ⊆ C ∣∣ ϕ = ϕ′ ∩ C, ϕ′ ∈ A(Hn), ϕ = ∅}.
Then all inverse transformations given by points in one circle segment ϕ ∈ AC (Hn) are equivalent for digital images trans-
formations.
In [15,17] the above relation is formally stated as:
Theorem 1. (See [15,17].) For all n and every image A of size n there exist surjective mappings
Γn,RS : A(Hn) → RS(A) and Γn,R : AC (Hn) → R(A).
The above theorem plays a crucial role in the image matching algorithms in this paper because it guarantees the correct-
ness of the discretization of RS , respectively R, given by the set Hn . For an example line arrangement A(Hn) see Fig. 1.
The algorithmic impact of Theorem 1 is a reduction of the enumeration of RS(A), a set with no obvious structure, to the
enumeration of A(Hn). Respectively, R(A) can be obtained by the set of unit circle segments AC (Hn). In turn, the eﬃcient
enumeration of all faces in A(Hn), respectively AC (Hn), can be realized easily. The algorithm conveniently constructs a
graph I(Hn), which contains a node v(ϕ) for each face ϕ ∈ A(Hn) and which encodes the incidence of faces by edges, i.e.,
two nodes v(ϕ) and v(ϕ′) are connected by an edge if the faces ϕ and ϕ′ are geometrically neighbors in R2. For a detailed
description of incidence graphs for line arrangements and the complexity of computing them see [9] and [10]. The partition
of the circle C can be constructed analogously by the incidence graph IC (Hn), which is just a cyclic list of vertices v(ϕ)
alternately for 0-faces and 1-faces.
Given two images A and B the image matching algorithm for RS proposed in [15,17] works as follows:
The IM Algorithm
1. Construct the incidence graph I(Hn);
2. Perform depth ﬁrst search to traverse all nodes v(ϕ) in I(Hn);
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and scaling. For P , P ′ ∈R2 representing f and f ′ , respectively, the transformed images f (A) and f ′(A) are equal if P and P ′ belong to the same face. The
unit circle represents all rotations or equivalently all compositions with scaling factor s = 1.
3. For each enumerated face ϕ apply A′ = Γn,RS (ϕ);
4. Return the image A′ that induces the minimum distortion (A′, B).
An algorithm for rotations proceeds analogously using the incidence graph IC (Hn) instead of I(Hn) and the mapping
Γn,R (ϕ) instead of Γn,RS (ϕ). Ragnar Nevries [26] studied the practical realization and applications of this approach in his
diploma thesis.
The traversal of vertices in depth-ﬁrst-search-manner results in the enumeration of faces implied by their geometrical
incidence. This in turn means that on average successively enumerated transformed images differ only in a few pixels.
Consequently it is possible to apply an incremental approach of image enumeration. The algorithm stores the currently
transformed image A′ = Γn,RS (ϕ) and with every traversing step from v(ϕ) to v(ϕ′) on I(Hn), respectively on IC (Hn), it
updates A′ to Γn,RS (ϕ′) on a constant number of pixels on average. The coordinates of pixels to be updated are computed
in advance and stored as a label Update(v(ϕ), v(ϕ′)) to each edge (v(ϕ), v(ϕ′)). This enables that the algorithm ﬁnds the
best image match under RS in time O (|A(Hn)|) plus the complexity needed to compute the incidence graph, which is
linear with respect to |A(Hn)|, too. For rotations the time complexity is made up similarly. However, in contrast to I(Hn)
the computation of IC (Hn) presented in [15,17] needs asymptotically more time than |AC (Hn)|, i.e., in the previous solution
it is higher by an O (log |AC (Hn)|) = O (logn) factor.
The following estimation bounds the algorithm’s running time:
Theorem 2. (See [15].) The cardinality of A(Hn) grows as Ω(n5)∩ O (n6) and AC (Hn) grows as Θ(n3). Thus, image matching under
RS can be done in time bounded by O (n6) and under R in time bounded by O (n3 logn).
4. The existence of worst case images
Theorem 1 states that for every image A of size n the cardinality of RS(A) is bounded by |A(Hn)|, i.e., the number
of faces partitioning the R2. Then, by giving an upper bound on the cardinality Theorem 2 applies the previous relation
to show that |RS(A)| ∈ O (n6). However, the knowledge about the lower bound Ω(n5) for |A(Hn)| has clearly no straight
impact on the cardinality of RS(A). Surely, there are families of images A for which |RS(A)| grows essentially slower than
Ω(n5). Similarly, the fact of AC (Hn) ∈ Θ(n3) implies only an upper bound on R(A) for images A of size n.
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a lower bound on |A(Hn)| implies a lower bound on |RS(An)|. Consequently, this family represents worst case examples
with respect to the image matching approach consisting in enumerating the whole set RS(A) and it implies that the worst
case time complexity of such an approach cannot be better than Ω(|A(Hn)|).
Moreover, these images also give |R(An)| ∈ Θ(|AC (Hn)|). It follows that image matching under rotation applying an
enumeration of R(An)| needs at least Ω(n3) steps in worst case. Remarkably, such a family of images A1, A2, . . . can
already be found for three colors, i.e., Σ = {0,1,2}.
Before presenting the worst case images this paper introduces a more careful analysis of A(Hn). To this aim consider
the square
S = {(p,q)T ∣∣−1 p,q 1}
in R2 and the set of 2-faces of A(Hn) intersecting S , i.e.,
A2S(Hn) =
{
ϕ ∈ A(Hn)
∣∣ ϕ is a 2-face and ϕ ∩ S = ∅}. (2)
The following deﬁnition relates the faces in A2S (Hn) with respect to lines deﬁned by linear functions in Hn . For all h ∈ Hn
and for every pair ϕ1,ϕ2 of faces in A2S (Hn) the line 
0(h) separates ϕ1 and ϕ2 if either ϕ1 ⊂ 
+(h) and ϕ2 ⊂ 
−(h) or vice
versa. Based on this deﬁnition there is a useful property for the faces in A2S(Hn):
Lemma 2. Let ϕ1 and ϕ2 be arbitrary 2-faces from A2S (Hn), with ϕ1 = ϕ2 . Then there exists (i, j) ∈ N such that in the set of lines
{
0(hijk) | −n  k  n + 1} there is either exactly one line 
0(hijk) or there are exactly two lines 
0(hijk) and 
0(hij(k+1)) separating
ϕ1 and ϕ2 .
Proof. Let (p1,q1) ∈ ϕ1 and (p2,q2) ∈ ϕ2 be the points from the two faces with minimum distance
√
(p1 − p2)2 + (q1 − q2)2
and denote d = max{|p1 − p2|, |q1 − q2|}. Since ϕ1 and ϕ1 intersect S , it is true that 0 d < 2.
Case 1: d < 1n : If (i, j) ∈ N then for all k ∈ {−n, . . . ,n} it is true that 
0(hijk) and 
0(hij(k+1)) are adjacent parallel lines
at distance of 1√
i2+ j2 . Consequently, the distance between 

0(hijk) and 
0(hij(k+2)) is at least 2√
i2+ j2 
√
2
n > d.
Hence, for all (i, j) ∈ N at most two lines 
0(hijk) and 
0(hij(k+1)) separate the faces. However, since ϕ1 and ϕ2
are different faces they are separated by at least one line given by some function hijk and thus, the lemma is true
for this particular (i, j).
Case 2: 1n  d < 2: Without loss of generality assume that |p1 − p2| = d. Choose (i, j) such that i =
⌈ 1
d
⌉
and j = 0. Clearly,
1 i  n. Note that iterating k in {−n, . . . ,n + 1} scatters a bunch of vertical lines 
0(hi0k) over the whole square
S and that the distance between p-coordinates of adjacent 
0(hi0k) and 
0(hi0(k+1)) is 1i for all k ∈ {−n, . . . ,n}.
Because i < 1d + 1 it follows that 1i > dd+1 . Consequently, if d < 1 then 2i > 2dd+1 > d. Hence, in this case at
most two lines 
0(hi0k) and 
0(hi0(k+1)) separate ϕ1 and ϕ2. Otherwise, if d 1 then i = 1 which implies that the
p-coordinates of 
0(hi0k) and 
0(hi0(k+2)) have a distance of two. In either case it is impossible that both, 
0(hi0k)
and 
0(hi0(k+2)) separate ϕ1 and ϕ2. However, from i  1d it follows that
1
i  d which implies that there is at least
one k ∈ {−n, . . . ,n + 1} giving a separating line 
0(hi0k).
The case of d = |q1 − q2| works analogously with (i, j) chosen such that i = 0 and j =
⌈ 1
d
⌉
. 
The following deﬁnes the worst case images An .
Let the set of color values Σ be of cardinality  3, i.e., let 0,1,2 ∈ Σ . Then for any n ∈ N, An is the image of size n with the color
values assigned as follows: For all (i, j) ∈ N the pixel (i, j) is assigned the color An〈i, j〉 = (i mod 3).
Note that images An show just vertical bars.
The worst case characteristic of such images An comes from the fact that there is a suﬃciently large enough set of
transformations f that lead to individual f (An). Particularly, the following lemma states that every face ϕ in A2S(Hn)
determines a unique image Γn,RS (ϕ) in RS(An). To simplify notation the image Γn,RS (ϕ) is also denoted by ϕ(An).
Lemma 3. Let n > 3 be an integer. Then for the image An and for all 2-faces ϕ1,ϕ2 ∈ A2S(Hn) if ϕ1 = ϕ2 then ϕ1(An) = ϕ2(An).
Proof. By Lemma 2 there exists (i, j) ∈ N such that in {
0(hijk) | −n  k  n + 1} there is either exactly one line 
0(hijk)
or at most one additional line 
0(hij(k+1)) that separates ϕ1 and ϕ2. For arbitrary inverse transformations f −11 , f
−1
2 ∈ RS
represented by points p1 ∈ ϕ1 and p2 ∈ ϕ let [ f −11 (i, j)] = (I1, J1) and [ f −1(i, j)] = (I2, J2).
Without loss of generality it can be assumed that ϕ1 is the face in 
−(hijk) and ϕ2 is either in 
+(hijk) or only in

+(hij(k+1)). Then, by Lemma 1 it is true that I1 < k and I2  k. However, since 
0(hijk) and optionally 
0(hij(k+1)) are the
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+(hij(k−1)) and ϕ2 ∈ 
−(hij(k+2)). This means by Lemma 1 that I1  k−1,
thus giving I1 = k − 1 and that I2 < k + 2, i.e., k I2  (k + 2).
Now, by deﬁnition, ϕ1(An)〈i, j〉 = An〈I1, J1〉 = (I1 mod 3) and ϕ2(An)〈i, j〉 = An〈I2, J2〉 = (I2 mod 3). Since I1 = (k − 1)
and either I2 = k or I2 = k+ 1 it is straight that ϕ1(An)〈i, j〉 = ϕ2(An)〈i, j〉 which simply states that the images ϕ1(An) and
ϕ2(An) are not the same. 
By the previous lemma A2S (Hn) has been identiﬁed as a subset of 2-faces giving exactly |A2S(Hn)| individual images forRS(An). Clearly the following relation between cardinalities has been established so far:
Corollary 1. |A2S(Hn)| |RS(An)| |A(Hn)|.
However, as long as lower bounds on the cardinality |A2S(Hn)| are unknown further knowledge about |RS(An)| cannot
be deduced. This challenge is deferred until Section 6. Below, a tight worst case lower bound on the cardinality of R(A) is
given. In the proof images An are used as the worst case instances.
Theorem 3. It is true that in worst case the number of rotated images |R(A)| grows with the size n of A as Θ(|AC (Hn)|) = Θ(n3).
Proof. Theorem 1 gives for any image A of size n the upper bound |R(A)|  |AC (Hn)| on the cardinality. To show the
worst case lower bound, images An are used. Every 1-face of AC (Hn) is the intersection of a 2-face from A2S(Hn) with the
unit circle. Hence, by Lemma 3 all 1-faces of AC (Hn) represent pairwise different transformations of image An . Since 1-
faces on C are interleaved by 0-faces AC (Hn) contains the same number of 0-faces as 1-faces. Consequently, 12 · |AC (Hn)||R(An)| |AC (Hn)| for any n. 
5. Fast computation of the incidence graph for rotations
As discussed in Section 3, the IMP under rotations can be solved in time O (n3) if the incidence graph IC (Hn) can
be constructed in O (n3) steps. The aim of this section is to present a construction algorithm that runs in that time. By
Theorem 2, IC (Hn) has Θ(n3) nodes and edges, hence, the given algorithm is time-optimal since it works in time linear
with respect to the output size.
The structure of IC (Hn) is very simple. It is a cyclic list induced by the alternating sequence of 0- and 1-faces on C
which arise from intersections of the unit circle with straight lines 
0(h) by h ∈ Hn . See for example Fig. 1. By Theorem 2
there exist Θ(n3) such intersection points. Algebraic expressions for the coordinates of the two intersection points, denoted
here as (pijk±,qijk±), between a straight line 
0(hijk) and C have the following form:
pijk± = i(k − 0.5)± j
√
i2 + j2 − (k − 0.5)2
i2 + j2 and
qijk± = j(k − 0.5)∓ i
√
i2 + j2 − (k − 0.5)2
i2 + j2 .
The symbols ± and ∓ stand for signs + or −. The rest of this section assumes always that i2 + j2  (k − 0.5)2. Otherwise
the straight line 
0(hijk) does not cut C and has not to be considered at all.
The construction algorithm for IC (Hn) works as follows. For a given n it ﬁrst computes the set of expressions
(pijk±,qijk±), for all i, j,k, with (i, j) ∈ N and −n  k  n + 1. Each expression can be stored using a constant number
of registers of size O (logn). The next task is to sort pairs (pijk±,qijk±) in order consistent with the order the correspond-
ing intersection points occur on C . For example, one can sort ﬁrst increasingly the values of pijk± of pairs having positive
coordinates qijk± and next decreasingly the values of pijk± of pairs having strictly negative coordinates qijk± . Subsequently,
the incidence graph IC (Hn) is computed from the obtained sorted list directly. Thus, getting an algorithm for computing
IC (Hn) working in time O (n3) needs to sort the expressions in O (n3) steps.
The algorithm in [15,17] sorts the expressions with an arbitrary sorting method using O (m logm) time for a sequence
of size m. In this way the algorithm works in O (n3 logn) time since there are Θ(n3) elements to sort and each comparison
of expressions pijk± and pi′ j′k′±′ can be done by a constant number of integer operations. The new algorithm improves the
sorting. Roughly speaking it computes numerical approximations of the expressions pijk± and then performs Radix Sort on
the obtained values.
Speaking more precisely this paper provides that the right order of the expressions can already be obtained by the
highest O (logn) bits of each coordinate. Moreover, it shows that the needed bits can be evaluated by a constant number
of integer operations. Due to the short representations the algorithm is able to ﬁnd the order of the intersection points by
O (n3) arithmetic steps using Radix Sort.
The crucial diﬃculty of such an approach is to estimate the suﬃcient representation size for the approximations of pijk± .
Below it is shown that every two successive intersection points on C have a minimum discrepancy of at least Ω(n−10) in
their pijk± components. Thus, O (logn) bit approximations are enough.
C. Hundt, M. Lis´kiewicz / Journal of Discrete Algorithms 9 (2011) 122–136 129Fig. 2. Three cases for the relative positions of two lines 
 = 
0(hijk) and 
′ = 
0(hi′ j′k′ ) cutting the unit circle at points P = (pijk±,qijk±) and P ′ =
(pi′ j′k′±′ ,qi′ j′k′±′ ). The minimum distance p = |pijk± − pi′ j′k′±′ | is estimated using the angle α between P and P ′ which is in turn bounded from below
by d. In Case 1 d can be determined directly. Case 2 applies the minimum distance d′ between parallel lines as lower bound on d. Finally, Case 3 estimates
d by the minimum distance d0 of the unit circle to the intersection P0 of 
 and 
′ as well as the minimum angle β between 
 and 
′ .
Lemma 4. For all (i, j), (i′, j′) ∈ N , k,k′ ∈ {−n, . . . ,n + 1} and ±,±′ ∈ {+,−} it is true that the value |pijk± − pi′ j′k′±′ | is either
zero or greater than 2−14n−10 .
Proof. Let P = (pijk±,qijk±) and P ′ = (pi′ j′k′±′ ,qi′ j′k′±′ ) be two different intersection points between the unit circle and lines

 = 
0(hijk), and 
′ = 
0(hi′ j′k′ ), such that the distance between their p-coordinates, i.e., p = |pijk± − pi′ j′k′±′ |, is minimum.
The proof ﬁnds a lower bound on p by the help of a lower bound on the angle α between the vectors P and P ′ . The
estimation of a lower bound on p uses the facts that
p  1− cosα
and that p = 0 if and only if α = 0. Because P and P ′ are situated on the unit circle it becomes evident that α is at least
d = ∥∥P − P ′∥∥=√(pijk± − pi′ j′k′±′)2 + (qijk± − qi′ j′k′±′)2,
the distance between P and P ′ .
The main diﬃculty in establishing a nontrivial lower bound on d is that computing the value d directly gives the follow-
ing expression:
d =
√
a1 ± a2
√
A ± a3
√
A′ ± a4
√
A
√
A′
(2i2 + 2 j2)(2i′2 + 2 j′2) ,
with A = 4i2 + 4 j2 + (2k − 1)2, A′ = 4i′2 + 4 j′2 + (2k′ − 1)2 and appropriate integers a1, a2, a3, and a4 of absolute values
in O (n10). Now, one can easily estimate from above the value of the denominator by 16n4 but it seems diﬃcult to obtain
directly a good lower bound on the value of the numerator in case d > 0. This problem is solved by estimating some
quantities which bound from below the value d and which can be evaluated in a more convenient way.
An approximation of d needs to consider the three possible relations between 
 and 
′ which are depicted in Fig. 2. In
each case it is shown that d 1
68n5
.
Case 1:  and ′ are identical. One can assume that i = i′ , j = j′ , k = k′ and that ± is opposite to ±′ . Since 4i2 + 4 j2 
(2k − 1)2 > 0 it follows that
d = ∥∥P − P ′∥∥=
√
4i2 + 4 j2 − (2k − 1)2
i2 + j2 
√
1
2n2
 1√
2n
.
In this simple case d is huge compared to Ω(n−5).
Note that the expressions above make sense since the proof assumes i2 + j2  (k − 0.5)2 > 0. Otherwise the
line 
0(hijk) does not cut C at all. Moreover, d is always strictly positive because 4i2 + 4 j2 is even and (2k− 1)2 is
odd, thus 4i2 + 4 j2 > (2k − 1)2.
Case 2:  and ′ are parallel. The second case immediately leads to d d′ , the distance between the parallel lines 
 and 
′ .
The value of d′ equals the distance of an arbitrary point on the second line 
′ , e.g., the point (p0,q0) with p0 = 0
and q0 = 2k′−12 j′ , with respect to the ﬁrst line 
. Assuming that (p0,q0) is not on 
 this distance can be estimated
as
d′ = |ip0 + jq0 − (k − 0.5)|√
2 2
=
∣∣∣∣ j(2k′ − 1)− j′(2k − 1)′√ 2 2
∣∣∣∣ 1√8n2 .i + j 2 j i + j
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Case 3:  and ′ intersect in exactly one point P 0. For the coordinates of the intersection point P0 = (p0,q0) it is true
p0 = j
′(2k − 1)− j(2k′ − 1)
2i j′ − 2i′ j and q0 =
i(2k′ − 1)− i′(2k − 1)
2i j′ − 2i′ j .
Since the intersection point (pijk±,qijk±) = (p0,q0) and the similar holds for (pi′ j′k′±′ ,qi′ j′k′±′ ) it follows that
(p0,q0) does not lie on C .
In this, most complicated case, a lower bound on d is found by estimating the minimum distance
d0 =
∣∣1−√p20 + q20∣∣
between P0 and circle C as well as the minimum angle β between 
 and 
′ .
To start with the estimation of d0 assume ﬁrst that P0 lies inside the unit circle, i.e.,
√
p20 + q20 < 1. Then d0
can be estimated as follows:
d0 = 1−
√
p20 + q20  1−
√
16n4 − 1
4n2
 1
32n4
.
The last inequality follows from the fact that 4n2 − 1
8n2

√
16n4 − 1. If P0 lies outside the circle C , i.e., 1 <√
p20 + q20 then one can estimate d0 as follows:
d0 =
√
p20 + q20 − 1
√
16n4 + 1
4n2
− 1 1
34n4
.
The last inequality holds since
√
16n4 + 1 4n2 + 2
17n2
. Hence, one may assume that the distance d0 between P0
and the C is at least d0  134n4 .
Now to bound β , the angle between 
 and 
′ , notice that it is equal to the angle between the vectors (i, j),
which is orthogonal on 
, and (I, J ), which is either (i′, j′) or (−i′,− j′), the two vectors orthogonal on 
′ . Hence,
a lower bound on β is obtained by estimating a nonzero angle between (i, j) and (I, J ) from below:
β = arccos
(
i I + j J√
i2 + j2√I2 + J2
)
 arccos
(
2n2 − 1
2n2
)
 1
n
.
The last estimation holds by a Taylor series of the cos-function, for any n 1:
cos
1
n
= 1− 1
2!n2 +
1
4!n4 −
1
6!n6 + · · · 1−
1
2n2
=
(
2n2 − 1
2n2
)
.
Because arccos is a decreasing function in the interval [−1,1] and since 2n2−1
2n2
< 1 for all n 1 it follows that
1
n
 arccos
(
2n2 − 1
2n2
)
.
Now, the lower bound on β together with the minimum distance d0 enables to estimate the distance d. For given
values β and d0 distance d becomes minimum, if the triangle determined by points P0 = (p0,q0), (pijk±,qijk±),
and (pi′ j′k′±′ ,qi′ j′k′±′ ) is isosceles. Hence, assume this worst case situation and let h be the height of this triangle.
If P0 lies outside the circle C then h > d0 and one can estimate the value d as follows:
d 2h tan β
2
 2d0 tan
β
2
 2
34n4
tan
1
2n
 1
34n5
.
If P0 lies inside the circle C then there are two subcases: β < π2 and β 
π
2 . The ﬁrst case gives h >
d0
2 which
implies d 1
68n5
by the same argumentation as above. Otherwise, if β is at least π2 consider the quadrangle with
the four points (p0,q0), (pijk±,qijk±), (p′,q′) and (pi′ j′k′±′ ,qi′ j′k′±′ ), where (p′,q′) is the intersection point of C
and a straight line through the origin and (p0,q0). Note that such a point exists by the assumption of the triangle
(p0,q0), (pijk±,qijk±), (pi′ j′k′±′ ,qi′ j′k′±′ ) being isosceles and because the point (p0,q0) lies inside C . Moreover,
(p′,q′) lies on the segment of the circle C between (pijk±,qijk±) and (pi′ j′k′±′ ,qi′ j′k′±′ ).
Let β ′ be the angle between the two quadrangle sides determining the vertex (p′,q′). It is evident that β ′  π2 ,
too. The quadrangle’s diagonal joining (p0,q0) and (p′,q′) has length at least d0  134n4 . On the other hand the
diagonal joining (pijk±,qijk±) and (pi′ j′k′±′ ,qi′ j′k′±′ ) has to be longer. This follows from the construction of the
quadrangle. But the length of this diagonal is the value d to be bounded. Thus one can conclude that in this case
d 1 4 .34n
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Input: Integer number n.
Output: The incidence graph IC (Hn).
1. begin /* Main( ) for Computation of IC (Hn) */
2. R− = ∅; R+ = ∅; b = log2 n;
3. for all (i, j) ∈ N ,k ∈ {−n, . . . ,n + 1},± ∈ {+,−} do begin
4. p˜i jk± =  i(k−0.5)± j
√
i2+ j2−(k−0.5)2
i2+ j2 25b ∗ 225b ; /* get representation */
5. if j(k − 0.5) ∓ i√i2 + j2 − (k − 0.5)2 < 0 then /* test if qi jk± < 0 */
6. R− = R− ∪ {(p˜i jk±, i, j,k)} else R+ = R+ ∪ {(p˜i jk±, i, j,k)};
7. end;
8. call RADIXSORT(R−,n); call RADIXSORT(R+,n);
9. append list REVERSE(R−) to list R+ and obtain sorted list R;
10. V = {v0}; E = ∅; p˜prev = ∞; w = 1;
11. for (p˜, i, j,k) in R do begin
12. if p˜ = p˜prev then begin
13. V = V ∪ {uw , vw }; /* add u for 0-face and v for 1-face */
14. add (i, j,k) to the Update set of vw ;
15. E = E ∪ {(vw−1,uw ), (uw , vw )}; p˜prev = p˜; w = w + 1;
16. end else add (i, j,k) to the Update set of vw ;
17. end;
18. unify v0 and vw−1; return IC (Hn) = (V , E);
19. end.
Fig. 3. The algorithm computing IC (Hn). Firstly, all intersection points between lines and C are determined. Then the method RADIXSORT sorts the lists
of intersection points by the use of 2b buckets where b = log2 n. Finally the incidence graph is generated from the sorted lists.
Now the proof has established the preconditions needed to estimate the minimum nonzero value of p. To estimate this
value from below consider the worst case situation in which one of the coordinate pijk± or pi′ j′k′±′ is extremal, i.e., either
1 or −1. In this case the estimation on d and the property that α  d allows to estimate the minimum value as follows:
|pijk± − pi′ j′k′±′ | = 1− cosα  1− cosd 1− cos
(
1
68n5
)
 1
11000n10
 2−14n−10.
To see the estimation for the value 1 − cos( 1
68n5
) one can use the Taylor series of the cos-function which allows to bound
1− cos(x−1) for any real x 1 as follows:
1− cos(x−1)= 1
2!x2 −
1
4!x4 +
1
6!x6 − · · ·
1
2x2
− 1
24x4
 11
24x2
. 
According to the above lemma it is suﬃcient to compute the p-coordinates with a precision of O (n−10). Since the p-
components are between −1 and 1 the construction algorithm thus evaluates only O (logn)-bit representations, although
the exact values are even nonrational. More precisely, 14+ 10 log2 n bits and one sign bit are enough. The following lemma
argues that this short representations can be computed even by a constant number of basic arithmetic integer operations.
Lemma 5. Let b = log2 n. Then for all (i, j) ∈ N , k ∈ {−n, . . . ,n + 1} and ± ∈ {+,−} a 25b-bit representation p˜i jk± of pijk± can
be computed by a constant number of integer additions and multiplications on operands of O (logn) bits.
Proof. Essentially for a given pijk± the algorithm computes an approximation
p˜′i jk± =
⌊
i(k − 0.5)± j√i2 + j2 − (k − 0.5)2
i2 + j2
⌋
25b
(3)
with a limited precision of 25b bits. Subsequently, it multiplies the result p˜′i jk± by 2
25b which yields the integer p˜i jk± . By
Lemma 4 it follows that such representations p˜i jk± preserve the order of values pijk± .
It remains to show that each p˜′i jk± can be computed by a constant number of integer additions and multiplications on
operands of O (logn) bits. Since i, j and k are O (logn)-bit integers it follows already that everything but the quotient and
the root in Eq. (3) can be computed with O (1) such operations. However, Brent [6] shows that both critical operations can
be performed with arbitrary polynomial precision by the cost of a constant number of integer multiplications. 
The complete algorithm for computing IC (Hn) is given in Fig. 3. It remains to show that the algorithm works correctly
performing only O (n3) operations on O (logn) bit integer operands, which is quite trivial now.
Theorem 4. The Algorithm ComputeRotationIncidenceGraph (Fig. 3) computes correctly the incidence graph IC (Hn) and
has an arithmetic time complexity of O (n3).
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k ∈ {−n, . . . ,n + 1} and ± ∈ {+,−}. Since 25b  14+ 10 log2 n, Lemma 4 guarantees that maintaining the 25b-bit precision
is suﬃcient to preserve by such representations the order of the intersection points on the circle C . Moreover, by Lemma 5
each representation can be computed using a constant number of integer operations on O (logn)-bit integers resulting in
total time of O (n3) for the ﬁrst for-loop of the algorithm. Next, according to the signs of qijk± , the algorithm splits the
representations p˜i jk± into two subsets R+ and R− . This can be done in O (n3) steps, too.
Subsequently, R+ and R− are sorted individually by Radix Sort. The algorithm uses the radix 2b and thus, iterates 25
times over all elements of R+ and R− , respectively. Hence, the whole sorting takes O (n3) steps as well.
Finally, the graph IC (Hn) is generated from traversing the two sorted lists which takes again O (n3) steps. This completes
the proof. 
This theorem implies the following.
Corollary 2. The image matching problem under rotation on digital images of size n can be solved in time O (n3).
According to Theorem 3 this is optimal worst case time complexity for algorithms enumerating exhaustively the trans-
formed images in R(A).
6. The lower bound on the number of different compositions of rotation and scaling
In [15] the authors presented an image matching algorithm for the combinations of rotation and scaling which essentially
tries out all possible transformations of an image A by traversing all faces in the set A(Hn). The algorithm performs this
searching optimally, i.e., in time linear in the size of A(Hn). Thus, its time complexity can be expressed as Θ(|A(Hn)|).
However, it remains open what is the tight estimation for |A(Hn)| expressed in terms of the input size n. Until now, the
best known bound for the cardinality is a function in Ω(n5)∩ O (n6).
This section provides a new lower bound of Ω(n6/ logn) on |A(Hn)| that nearly meets the upper bound O (n6). It
is proved by showing that the cardinality of A2S (Hn), the subset of A(Hn) as deﬁned in Section 4 (Eq. (2)), is at least
Ω(n6/ logn). Hence, it follows that no exhaustive search of A(Hn) could work signiﬁcantly faster than in time linear in n6
and the lower bound gives strong evidence that the upper bound is very accurate.
The lower bound Ω(n6/ logn) on the cardinality of A2S (Hn) implies even more. Corollary 1 states that the cardinality of
set RS(An), for the worst case instance An , is at least |A2S(Hn)|. This implies that the lower bound of Ω(n6/ logn) carries
on to RS(An), too. Thus, the worst case time complexity of any algorithm enumerating exhaustively the transformed images
in RS(An) is at least Ω(n6/ logn).
This section starts by preparing the new lower bound on |A2S(Hn)|:
Lemma 6. The cardinality |A2S(Hn)| grows with n ∈ N at least as Ω(n6/ logn).
The proof of the lemma uses the following two auxiliary lemmas:
Lemma 7. Let n be a positive integer and let i, j be arbitrary coprime integers, with 1 i, j  n. Then for every integer x, with |x| < jn,
there exist i′ ∈ {−n, . . . ,n} and j′ ∈ {0, . . . ,n} such that i j′ + i′ j = x.
Lemma 8. For any n ∈ N let
Mn =
{
(i, j)
∣∣ i, j ∈ N, 0.5n < i, j  n, gcd(i, j) = 1}.
Then there exists n0 ∈ N such that for all n > n0 it is true |Mn| 0.01n2 .
The proofs of both lemmas can be found below in a separate subsection.
Proof of Lemma 6. The set A2S(Hn) consists of a number of 2-faces generated accordingly to the lines given by Hn . It is
shown ﬁrst that the mutual intersections of these lines determine at least Ω(n6/ logn) line segments inside S . Planar graph
properties subsequently imply that the number of 2-faces in A(Hn) is Ω(n6/ logn), too.
The proof assumes that n  100. Moreover, for convenience, let m = 0.01n. Now consider a subset H ′n of Hn which is
deﬁned as
H ′n =
{
hijk(p,q) = ip + jq − (k − 0.5)
∣∣ 0.5n < i,− j  n, 1 km, gcd(i,− j) = 1}.
The aim of the following proof is to count the line segments in S which are included in the set of straight lines deﬁned
by the functions in H ′n . This is technically simpler than counting segments caused by the complete set Hn . Firstly, every
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0(h′). Secondly, every such line 
0(h′) contains a reasonably large set of
segments which are subsets of S , too. According to this, let A1S(H ′n) be the set of all line segments contained in S gained
from cutting a straight line 
0(hi′ j′k′ ), given by hi′ j′k′ ∈ H ′n , with straight lines 
0(hijk), given due to hijk ∈ Hn , i.e., let
A1S
(
H ′n
)= {ϕ′ ∣∣ ϕ′ = ϕ ∩ 
0(hi′ j′k′)∩ S, ϕ ∈ A(Hn), hi′ j′k′ ∈ H ′n, ϕ′ is a line segment}.
Clearly, the cardinality |A1S(H ′n)| is less or equal to the number of all line segments caused by all mutual intersections
inside S .
Because the lines 
(h′) given by h′ ∈ H ′n are mutually different it is meaningful to ﬁnd a lower bound on the number
of segments given by every function h′ ∈ H ′n . Afterwards a lower bound on |A1S(H ′n)| is conveniently found by multiplying
this number with |H ′n|. Thus, if 
′ is a line determined by an arbitrary function h′ ∈ H ′n the aim is to count how many
line segments in 
′ ∩ S are obtained by cuts with the remaining straight lines 
. This number is equal to the number of
intersection points caused by 
′ crossing straight lines 
 inside S . Accordingly, let τn be the minimum number of intersection
points inside S which are situated on a single line 
0(h′) given by some function h′ ∈ H ′n . The crucial property to be shown
is that the number τn of such intersections is in Ω(n3/ logn).
So, let hi′ j′k′ be a function in H ′n that describes a line 
′ = 
0(hi′ j′k′ ) containing the minimum number τn of intersection
points in S . Any intersection point (p,q)T created by some straight line 
0(hijk) with hijk ∈ Hn , has coordinates (p,q) of the
form
p = j(2k
′ − 1)− j′(2k − 1)
2i′ j − 2i j′ , q =
i′(2k − 1)− i(2k′ − 1)
2i′ j − 2i j′ .
To estimate the number τn of relevant intersection points on 
′ it is suﬃcient to estimate the number of different p-
coordinates as 
′ is not vertical by j′ = 0. Then, to simplify the analysis only p-coordinates with |p| < 0.25 will be counted.
The assumption that |p| < 0.25 is suﬃcient to ensure that an intersection point of coordinates (p,q) lays inside S . In fact,
since i −2 j′ and 1 km, from |p| < 0.25 follows that |q| < 1.
The following set Tn of pairs (s, t) describes a certain subset of unique p-coordinates, with |p| < 0.25, for the intersection
points on 
′:
Tn =
⎧⎪⎨
⎪⎩(s, t)
∣∣∣∣∣∣∣
∃i, j,k : −n i  n, 1 j  n, 1 km,
s = j(2k′ − 1)− j′(2k − 1),
t = 2x, x = i′ j − i j′, x is prime, x 8mn
⎫⎪⎬
⎪⎭ .
In fact, if a pair (s, t) is in Tn then p = st is the p-coordinate of an intersection point (p,q)T on 
′ = 
0(hi′ j′k′ ). Because of
j, (− j′) n and k,k′ m it follows that s < 4mn. Obviously, |t| > 16mn and thus |p| < 0.25. For an example of Tn see Fig. 4.
Now consider two pairs (s1, t1), (s2, t2) ∈ Tn . Clearly, p1 = s1t1 and p2 =
s2
t2
are p-coordinates of intersection points on 
′ .
Again, 0.5n  s1, s2 < 4mn. Assume s1t1 = s2t2 but t1 = t2. Then it follows that s1s2 = t1t2 . Since t1 = 2x1 and t2 = 2x2 for prime
numbers x1 = x2 it must be the case that s1 is a multiple of x1 and s2 a multiple of x2. However, this is a contradiction
with respect to the deﬁnition of x1, x2  8mn. Hence, s1t1 =
s2
t2
if and only if s1 = s2 and t1 = t2. This means, that the pairs
(s, t) ∈ Tn describe mutually different p-coordinates. Consequently, τn  |Tn|. The cardinality |Tn| equals the number of
combinations of choices for numerator s and denominator t .
The denominator t depends only on the choice of i in {−n, . . . ,n} and j in {1, . . . ,n}. Lemma 7 enables to determine
t = 2x with x arbitrarily in { j′n, . . . , (− j′)n}. Hence, since (− j′) > 0.5n > 4m one can also choose for x any prime number in
{8mn, . . . , (− j′)n}. However, setting t in this fashion means also to ﬁx i and j. To estimate the number of possible choices
for t consider the prime counting function π(y). By the prime number theorem and in particular by the bounds given
in [29] it is known for y  17 that
y
ln y
<π(y) < 1.26
y
ln y
.
Thus, between 8mn and (− j′)n there are at least (− j′)nln(− j′)n − 1.26 8mnln8mn prime numbers.
Since i and j are ﬁxed to determine t it is still possible to set a value for s by altering k. Values (2k − 1) and (2k′ − 1)
being both odd imply m different odd numerators s if exactly one of the two values j or j′ is odd. Otherwise, if both j
and j′ are even or both of them are odd, then there exist m different even numerators. In either cases it follows from
0.5n (− j′) n and 0.005nm 0.01n that
|Tn|m
(
(− j′)n
ln(− j′)n − 1.26
8mn
ln8mn
)
 0.005n3
(
0.5
lnn2
− 0.1008
ln0.04n2
)
 0.005n3
(
0.25
lnn
− 0.1008
lnn
)
for n 25
 10−4 n
3
.
lnn
134 C. Hundt, M. Lis´kiewicz / Journal of Discrete Algorithms 9 (2011) 122–136Fig. 4. The segmented line determined by hi′ j′k′ ∈ H ′3 with the intersection points described by the set T3, where (i′, j′,k′) = (2,−2,1). For clearness of
presentation this ﬁgure lets m = 1 instead of m = 0.01n as has been assumed in the proof.
The estimation of |A1S(H ′n)| is based on the above established bounds. For every function hi′ j′k′ in H ′n it is true that the
parameters i′ and (− j′) are coprime and thus, every such function describes a unique straight line 
0(hi′ j′k). Hence, the
number of lines described by H ′n is exactly |H ′n|. Because τn is the minimum number of segments on a line 
0(hi′ j′k′ ) given
by hi′ j′k′ ∈ H ′n one obtains immediately
∣∣A1S(H ′n)∣∣ ∣∣H ′n∣∣ · τn  ∣∣H ′n∣∣ · |Tn| ∣∣H ′n∣∣ · 10−4 · n3lnn .
It remains to estimate a lower bound on |H ′n|. Since every function in H ′n is found by choosing a coprime pair i′, (− j′) with
0.5n < i′, (− j′) n and a number k ∈ {1, . . . ,m} it follows that |H ′n| =m · |M(n)|, where
Mn =
{(
i′,
(− j′)) ∣∣ 0.5n < i′, (− j′) n, gcd(i′, (− j′))= 1}
gives all possible coprime pairs (i′, (− j′)). By Lemma 8 there is a number n0 such that for all n n0 it is true |Mn| 0.01n2.
Thus,
∣∣A1S(H ′n)∣∣ 10−6 · n6lnn
if n >max{n0,100}.
The rest of the proof shows that the number of 2-faces in A2S (Hn) grows equally fast. Therefore consider the following
planar graph G = (V , E): Every 2-face ϕ of A2S(Hn) represents a vertex v ∈ V . Each line segment in S is adjacent to exactly
two 2-faces in S . Consequently, two vertices v and v ′ are connected by an edge {v, v ′} ∈ E if and only if the corresponding
2-faces are adjacent to a line segment. Then the number of vertices in G is |V | = |A2S(Hn)| and the number of edges is
|E| = |A1S(H ′n)|. For planar graphs it is known that |E| 3|V | − 6, which completes the proof. 
Lemma 6 has the following implication, which is the main result of this section:
Theorem 5. The cardinality |A(Hn)| grows in n as Ω(n6/ logn) ∩ O (n6) and it is true that in worst case the number of images in
|RS(A)| grows with the size n of A as Ω(n6/ logn).
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0(hijk) | hijk ∈ Hn} contains
O (n3) straight lines. From combinatorial geometry it is known that the line arrangement A(Hn) contains at most
2∑
a=0
2∑
b=a
(|Ln|
b
)(
b
a
)
∈ O (|Ln|2)= O (n6)
faces. See Edelsbrunner [9] for this bound. On the other hand by Lemma 6 it is true that |A2S(Hn)| ∈ Ω(n6/ logn). This
completes the proof that |A(Hn)| ∈ Ω(n6/ logn)∩ O (n6).
To see the worst case lower bound Ω(n6/ logn) on the cardinality of RS(A) images An can be used as the worst case
instances. In fact, by Corollary 1 and Lemma 6 one gets |RS(An)| |A2S(Hn)| ∈ Ω(n6/ logn). 
6.1. The proofs of auxiliary lemmas
This subsection proves Lemma 7 and Lemma 8 that are used in the proof of Lemma 6.
Proof of Lemma 7. By Bézout’s identity there are integer numbers s and t such that gcd(i, j) = is + jt . Thus, for every
integer x it is true
1 = gcd(i, j) = is + jt,
x = isx+ jtx,
∀z ∈ Z: x = i(sx+ zj)+ j(tx− zi).
Let z be the smallest integer number with z  −sxj and let i′ = (tx − zi) and j′ = (sx + zj). Now, since zj −sx it follows
that j′  0. Moreover, j′ < j  n since otherwise
z − 1 = j
′ − sx
j
− 1 = j
′ − sx− j
j
 −sx
j
which is not possible by z being the smallest integer greater or equal to −sxj . Hence, 0 j′  n.
By deﬁnition i′ = x−i j′j . If x i j′ then
0 i′  x
j
 jn
j
 n.
Otherwise, if x< i j′ one obtains from j′ < j that
0> i′  −i j
′
j
 −i j
j
= −i −n.
Hence, −n i′  n. 
Proof of Lemma 8. By Theorem 330 in [13] it is known for
M ′n =
{
(i, j)
∣∣ i, j ∈ N, 1 i, j  n, gcd(i, j) = 1}
that |M ′n| = 6n
2
π2
+ O (n logn). Hence, there exists n′ ∈ N and a constant c ∈ R+ such that for all n  n′ it is true that
|M ′n|  6n
2
π2
− c(n logn). Then n0  n′ determines the number such that for all n  n0 the cardinality |M ′n0 | becomes larger
than 0.6n2, hence
6
π2
− 0.6 c logn0
n0
,
0.007
c
 1√
n0
,
n0  105c2.
The following shows that at least a small fraction of M ′n must be in Mn , if n n0 is even. Altogether there are n2 pairs
(i, j) with 1 i, j  n. However, by deﬁnition 0.75n2 of these are not contained in Mn . If all coprime pairs were contained
in this 0.75n2 pairs then Mn would be empty. However, from the 0.75n2 pairs there is one quarter, i.e., 0.1875n2 pairs,
which is not coprime because their components are both even and thus, share the factor two. Now, if all the remaining
0.5625n2 pairs belong to M ′n , i.e., if all of them are coprime, then there are at least 0.6n2 − 0.5625n2 = 0.0375n2 pairs
which must be in contained in Mn .
Finally, if n > n0 is odd then there are at least 0.0375(n − 1)2  0.01n2 coprime pairs in Mn . 
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