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FOKKO DU CLOUX
Institut Girard Desargues (UPRES-A 5028 du CNRS),
Universit¶e Lyon{I, 69622 Villeurbanne Cedex, France
This paper represents an e–cient way of implementing a (flnite) Coxeter group W on a
computer, through the use of a tower of special subgroups of W and the corresponding
left cosets. We show how some results of Deodhar’s may be interpreted in the language of
flnite state machines to produce a cascade of small transducers which handle the main
\word processing" problems in the group. An algorithm is described for an e–cient
explicit construction of the relevant transducer tables starting from the Coxeter matrix
of W . We also show (again interpreting a result of Deodhar’s) that the Bruhat ordering
on W presents a nice recursive structure in this implementation, leading to an efiective
enumeration of arbitrary Bruhat intervals.
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1. Introduction
Recall that a Coxeter group is a flnitely presented group W of the form hS j Ri where
the set of generators S will be assumed to be flnite with n ‚ 1 elements (the number n
is called the rank of the group), and where R is the set of relations
(st)ms;t = "; s; t 2 S:
Here " denotes the identity element in the group, and the ms;t are integers ‚ 1 or 1,
satisfying the following conditions: ms;s = 1 for all s 2 S, ms;t = mt;s ‚ 2 for all s 6= t,
and ms;t =1 simply means that the corresponding relation is to be omitted. One may
show that in fact ms;t is equal to the order of the element st in the group W . In particular,
the condition ms;s = 1 implies that the generators are of order two, i.e. satisfy s2 = " for
all s 2 S, and two generators s and t commute if and only if ms;t = 2. The information
contained in the matrix (ms;t) can also be given in the form of a graph, the so-called
Coxeter graph for the group, with vertex set S, an edge between s and t if and only if
ms;t > 2, labelled by ms;t if ms;t > 3. We will refer the reader to Humphreys (1990) for
general information about Coxeter groups; in particular, the celebrated classiflcation of
flnite Coxeter groups may be found there|their study is essential in the structure theory
and representation theory of linear reductive groups.
The theory of Coxeter groups exhibits a deep interplay between geometry and com-
binatorics; in fact, many basic combinatorial facts about them are most conveniently
proved using an explicit geometric realization, and are best understood in that setting.
This is also the approach taken by most computer programs dealing with these groups
(say in the flnite case, which is the principal case of interest in this paper). In contrast,
we would like to show here that once the exchange condition is established, all the com-
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putations can be explicitly handled at the combinatorial level, and point out in particular
how special decompositions appear naturally in these questions. This is particularly ef-
flcient in the case of flnite groups, where we obtain a cascade of very small transducers
(cf. Section 4) handling the main \word processing" problems that one would like to deal
with. In addition, we show how special decompositions lead to a very e–cient determi-
nation of the Bruhat order | a further indication of their relevance in computational
questions. On a theoretical level, the results that we use are due to Deodhar (1977, 1987);
our contribution has been the realization of their practical value in terms of computer
implementations.
After the theorem of Tits (1969) proving the solvability of the word problem for arbi-
trary Coxeter groups, much progress has been made in recent years on the algorithmic
aspects of this issue.y In order to perform explicit computations, one starts with an ap-
propriate concept of normal form for the elements of the group. The usual choice is to
use the ShortLex normal form associated with a linear ordering of the generating set S;
this is also the approach taken in the present paper (see Section 2.) The Knuth{Bendix
relations for the presentation are studied by Le Chenadec (1986a); in particular, an ex-
ample is given of a Coxeter group of rank 4 with inflnitely many Knuth{Bendix relations
(see Section 5 for more details.) Related rewriting systems for groups of small rank or
high non-commutativity are considered in Hermiller (1994). Most importantly, we would
like to mention the beautiful paper by Brink and Howlett (1993). They construct a flnite,
algorithmically constructible and usually very small subset of the set of positive roots
for W , called the set of minimal roots, which they use to prove automaticity of an arbi-
trary Coxeter group. This construction has been analysed in depth in Casselman (1995),
where Brink and Howlett’s ideas are related to the geometry of the Coxeter complex.
In particular, Casselman explains how the set of minimal roots may be used in actual
practice to construct a word recognizer for the ShortLex language, and for an e–cient
(in fact, probably optimal) normalization procedure. The case of a–ne Weyl groups is
taken up in Casselman (1994).
In this paper, the emphasis is on the connection between normal forms and the tower
of special subgroups arising from the linear ordering that was chosen on S. In par-
ticular, we show (Section 2) that the language of normal forms decomposes as the
product of the n (usually very small) sublanguages corresponding to the subquotients
in the tower. We show (Section 4) that right multiplication by a generator may be
handled in terms of this product decomposition by a cascade of n transducers, whose
state sets are the subquotients. We present an elementary normal form algorithm which,
although certainly not as e–cient in general as the one based on minimal roots, be-
comes very e–cient when used for the recursive construction of the transducer tables
(say for flnite groups). Once these transducer tables are constructed, they provide of
course a very fast linear-time algorithm for the normalization of any word in the gen-
erators. Of course, for a flxed ordering on the generators, the transducer tables can
be constructed once and for all; in order to serve the needs of those people, includ-
ing the author, who feel that it is still necessary to treat some examples by hand
if one is to obtain a good understanding of things, the full transducer tables for all
the irreducible flnite Coxeter groups are available from the system’s homepage (du
Cloux, 1998).
yDue to the long history of this paper, a preprint version of which was circulated as early as 1990, most
of the work that will be mentioned hereafter is actually more recent than ours.
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The ideas in this paper grew out of the development of our computer program Coxeter
(du Cloux, 1998), although not all of them have been implemented yet. The main purpose
of this program is the computation of Kazhdan{Lusztig polynomials for flnite Coxeter
groups; the size of these computations for groups in the range of A7, E6 or H4 (which
are among the largest currently covered by the program) explains our obsession with
maximal e–ciency. It is a pleasure to thank Bill Casselman for the stimulation provided
through his comments and his own programs in this area.
2. The Structure of Normal Forms
We denote by S⁄ the free monoid over S. If a = (s1; : : : ; sp) 2 S⁄, we denote by
a = s1 : : : sp its image in W . If a = w, we say that a is an expression for w; we say that
a is reduced, if w has no expression of smaller length (the terminology in Epstein et al.
(1992) is to call such words geodesics). By deflnition, the length of w is the length of any
of its reduced expressions; it is denoted by l(w).
Let I be an arbitrary subset of S, and denote by WI the subgroup of W generated by
I; these are called special subgroups. It is well known that each left coset for WI contains
a unique shortest element; we call these elements minimal representatives with respect
to I, and denote their set by W I . Then we have:
Proposition 2.1. (Humphreys, 1990, Section 5.12) The canonical multiplication
map (v; x) ! vx from WI £ W I to W is bijective, and we have l(vx) = l(v) + l(x)
for all v 2WI , x 2W I .
We choose once and for all an increasing sequence of subsets I0 = ; ‰ I1 ‰ ¢ ¢ ¢ ‰ In =
S, with jIj j = j for 0 • j • n, and set Wj = WIj . Set Xj = W Ij¡1j for 1 • j • n, and
set X = Xn. Then we have:
Corollary 2.2. The canonical multiplication map (x1; : : : ; xn)! x1 : : : xn from X1 £
¢ ¢ ¢ £Xn to W is bijective.
The decomposition w = x1 : : : xn of an element w 2W given by the preceding corollary
will be called the special decomposition of w afiorded by our choice of ordering of the
generators.
The above choices implicitly deflne a linear ordering on S, where the flrst element is the
unique element of I1, the second element is the unique element of I2 not in I1, and so on.
We deflne a well-ordering on S⁄ by ordering words flrst by length, then lexicographically
from the left in each given length; following Epstein et al. (1992) we call this ordering
ShortLex.
Definition 2.3. Let w 2W . We denote by NF(w) the unique smallest reduced expres-
sion for w, in the ShortLex order; we say that NF(w) is the normal form of w. If a is an
arbitrary word in S⁄, we set NF(a) = NF(a).
Remark 2.4. Let I ‰ S. Then it is well known (Bourbaki, 1968, Chap. IV, No. 1,
Proposition 7) that if v 2 WI , any reduced expression for v belongs to I⁄; hence NF(v)
is the same, whether we consider v to be in W or in WI .
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Recall the basic combinatorial property of Coxeter groups, the exchange condition,
which actually characterizes Coxeter groups among groups generated by involutions:
(E) Let w 2W , s 2 S and assume that l(ws) < l(w). Then if (s1; : : : ; sp) is any reduced
expression for w, there exists a unique j, 1 • j • p, such that ws = s1 : : : s^j : : : sp
(or equivalently, w = s1 : : : sp = s1 : : : sj¡1sj+1 : : : sps, thus \exchanging" sj and s).
We denote by () the empty word in S⁄; we will always use the convention that
(si; : : : ; sj) = () whenever i > j. From the exchange condition, it is clear that NF(w) can
also be deflned as follows: NF(") = (), and if w 6= ", NF(w) = (s1; : : : ; sp), where s1 is
the smallest s 2 S such that l(sw) < l(w), and (s2; : : : ; sp) = NF(s1w). In particular, X
is composed of ", and of the elements whose normal form starts with smax, where smax
is the unique element in In n In¡1.
From NF(w) we can read ofi the decomposition w = x1 : : : xn deflned in Corollary 2.2
as follows. Clearly, any interval (si; : : : ; sj) in a normal form is again a normal form.
Now let (s1; : : : ; sp) = NF(w). We deflne q to be the smallest integer ‚ 0 such that
sq+1 = smax, q = p if there is no such integer. Then (s1; : : : ; sq) and (sq+1; : : : ; sp) are
normal forms, v = s1 : : : sq is in Wn¡1 and as sq+1 = smax, sq+1 : : : sp is in X. So the
normal form of the term xn in the decomposition of w can be read ofi from NF(w) as the
last \slice", taken from the flrst appearance of the generator smax (empty if there is no
such appearance). The other components xj are constructed inductively from (s1; : : : ; sq).
We may also express this by saying that the language L of normal forms decomposes as
a product L = L1 ¢ ¢ ¢Ln, where Lj is the language of normal forms of the elements of Xj .
The following simple lemma, due to Deodhar, is the key to all that follows:
Lemma 2.5. (Deodhar, 1997) Let I ‰ S, x 2W I , s 2 S.
(a) If l(xs) < l(x), xs 2W I
(b) If l(xs) > l(x), and xs 62W I , there exists a unique t 2 I such that xs = tx.
Proof. From Proposition 1.2 we see that x 2 W I if and only if l(sx) > l(x) for all
s 2 I.
(a) Let t 2 S be such that l(txs) < l(xs). Then we must have l(tx) < l(x), hence t 62 I
since x 2W I . So xs 2W I .
(b) Assume that xs 62 W I , and let t 2 I be such that l(txs) < l(xs). Let (s1; : : : ; sp)
be a reduced expression for x. By assumption, (s1; : : : ; sp; s) is reduced; and as
x 2 W I , (t; s1; : : : ; sp) is also reduced. On the other hand, (t; s1; : : : ; sp; s) is not
reduced, and it is clear from the above that the only possible reduction is that of t
with s: ts1 : : : sps = s1 : : : sp, or equivalently xs = tx. The uniqueness of t is clear. 2
Theorem 2.6. Let w 2W , (s1; : : : ; sp) = NF (w), s 2 S.
(a) If l(ws)<l(w), there exists a unique j, 1 • j • p, such that NF (ws)=s1 : : : s^j : : : sp.
(b) If l(ws) > l(w), there exists a unique j, 0 • j • p, and a unique t 2 S such that
NF (ws) = (s1; : : : ; sj ; t; sj+1; : : : ; sp). Moreover, t < sj+1.
In other words, on right multiplication by a generator, the normal form is modifled by
either erasing or inserting a single term.
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Proof. Clearly, (a) implies (b) by exchanging the roles of w and ws. So we prove (a),
by induction on n, and for flxed n by induction on p. When n = 1 there is nothing to
prove, so we assume n > 1 and also p > 1. Write w = vx, v 2 Wn¡1, x 2 X, as in
Proposition 2.1, so that NF(w) is NF(v) followed by NF(x). If x = ", we apply induction
on n. So we may assume x 6= ".
From Lemma 2.5, we have either xs 2 X, in which case NF(ws) is NF(v) followed by
NF(xs), or xs = tx, t 2 In¡1, in which case NF(ws) is NF(vt) followed by NF(x). In the
flrst case we have l(xs) < l(x); in the second case, we have l(vt) < l(v). If l(x) < p, we
may conclude in both cases by induction on p.
So assume w = x 2 X, and write x = smaxw0. From Lemma 2.5 (a), xs 2 X. Hence
NF(xs) is smax followed by NF(w0s), with l(w0s) < l(w0), and again we may conclude by
induction on p. 2
The normal forms induce a natural tree-structure on W , of which X is a sub-tree
(except for its root ", it is even a full sub-tree.). To conclude this section, we would like
to make some additional remarks about normal forms, which are useful in predicting the
structure of these trees.
(a) Let I, J be two subsets of S. Then it is well known (Bourbaki, 1968, Chap. IV,
Exercise 3) that each (WI ;WJ) double coset in W also possesses a unique element
of minimal length. Let IW J be the set of these minimal representatives, and let
y 2 IW J . Then it is easy to see the following. The stabilizer of WIy under the right
action of WJ is again a special subgroup WK , where K = fs 2 J j ys 2WIyg (from
Lemma 2.5, this is equivalent to the fact that there exists a t 2 I such that ys = ty).
The minimal coset representatives in WIyWJ with respect to I are precisely the
elements x = yz, where z runs through the minimal coset representatives in WJ
with respect to WK . Of course in this situation there is no concatenation of the
normal forms, in general. Taking I = J = In¡1, this construction leads to a better
understanding of the set X.
(b) Assume now that W is flnite, and let I ‰ S. Then W I has a unique longest element
(because this is true forW and forWI .) Let x0, v0, w0 be the longest elements ofW I ,
WI , W respectively, and let x be an arbitrary element of W I . Let p = l(x0)¡ l(x).
Then there exists a sequence (s1; : : : ; sp) of elements of S such that xs1 : : : sp = x0
(which implies that each xs1 : : : sj , 1 • j • p) is in W I . Indeed, let (s1; : : : ; sq) be
a reduced word in S⁄ such that xs1 : : : sq = w0. Then q = p + l(v0), and if we set
xs1 : : : sj = vjxj , vj 2 WI , xj 2 W I , there will be exactly l(v0) instances where
xj¡1sj is of the form tjxj¡1, and p instances where it is of the form xj . Those p
instances provide the desired sequence of generators.
3. A Normal Form Algorithm
In this section, we wish to describe an algorithm for flnding the normal form of any
word (s1; : : : ; sp) 2 S⁄. We will not concern ourselves with the optimal implementa-
tion of this algorithm on a computer, since it will be used only for preliminary com-
putations in a context where it can be used very e–ciently. From our description one
can easily write a recursive program performing the required normalization; but it is
clear that careful consideration should be given to the avoidance of excessive recompu-
tations.
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We argue by induction on n, and for flxed n by induction on the well-ordering of S⁄.
All words of length • 1 are normal forms, so we may assume p > 1. The case p = 2 is
treated by inspection : (s; t) is a normal form if and only if either s < t or s > t and s
and t do not commute, which is equivalent to mst > 2. If s and t commute, with s > t,
we have NF(s; t) = (t; s); and of course NF(s; s) = ().
So we may assume p > 2. If either (s1; : : : ; sp¡1) or (s2; : : : ; sp) is not a normal form,
we replace it by its normal form, and conclude recursively. So we may assume that both
subwords of length p¡ 1 are normal forms | in particular, we have n > 1.
Notice that this implies that (s1; : : : ; sp) is reduced. Indeed, as all strict subwords are
reduced, the only possible reduction is that of s1 with sp; but this leads to s2 : : : sp =
s1 : : : sp¡1, so the normal forms (s2; : : : ; sp) and (s1; : : : ; sp¡1) would have to be equal,
which is clearly impossible as, for instance, s2 6= s1.
If there is no occurrence of the generator smax in (s1; : : : ; sp), we may apply induction
on n. So let q be the smallest integer ‚ 0 such that sq+1 = smax. If q > 0, (s1; : : : ; sq) ‰
(s1; : : : ; sp¡1) is the normal form of an element in Wn¡1, (sq+1; : : : ; sp) ‰ (s2; : : : ; sp)
is the normal form of an element of X, hence from the description of normal forms in
Section 2 we conclude that (s1; : : : ; sp) is already a normal form.
So we may assume q = 0, i.e. s1 = smax. Let x = s1 : : : sp¡1. Then x 2 X, and we see
from Section 2 and Lemma 2.5 that we have two cases: either xsp 2 X and (s1; : : : ; sp) =
NF(xsp) is already a normal form (because in this case NF(xsp) is smax followed by
NF(smaxxsp) = (s2; : : : ; sp)), or xsp = tx for some t < smax, and NF(s1; : : : ; sp) =
NF(xsp) = (t; s1; : : : ; sp¡1). To discriminate between these two cases, we use the following
Lemma 3.1. Let (s1; : : : ; sp) 2 S⁄, p > 2. Assume that (s1; : : : ; sp¡1) and (s2; : : : ; sp)
are both normal forms, and that s1 = smax.
(a) If (s2; : : : ; sp; sp¡1) is reduced, (s1; : : : ; sp) is a normal form, unless we are in rank
two (i.e., (s1; : : : ; sp) = (smax; t; smax; t; : : :) for some t 2 In¡1) and p = msmax;t, in
which case NF(smax; t; smax; t; : : :) = (t; smax; t; smax; : : :).
(b) If (s2; : : : ; sp; sp¡1) is not reduced, let 2 • j • p be the integer such that s2 : : : spsp¡1
= s2 : : : s^j : : : sp. Then (s1; : : : ; sp) is a normal form if and only if s1 : : : s^j : : : sp 2
X; moreover if (s1; : : : ; sp) is not a normal form, the flrst term of NF(s1; : : : ; sp)
is the flrst term of NF(s1; : : : ; s^j ; : : : ; sp).
Proof. (a) Assume that (s2; : : : ; sp; sp¡1) is reduced, but that (s1; : : : ; sp) is not a
normal form. Let us show that this implies that we are in rank two. Using the
notation above, we must have xsp = tx for some t < n; therefore, (s1; : : : ; sp; sp¡1)
cannot be reduced. As it follows from our assumptions that all strict subwords are
reduced, the only possible reduction is that of s1 with the last sp¡1. This yields the
equality s1 : : : sp = s2 : : : spsp¡1, hence ts1 : : : sp¡1 = s2 : : : spsp¡1, and simplifying
by sp¡1 we have ts1 : : : sp¡2 = s2 : : : sp. But both (t; s1; : : : ; sp¡2) and (s2; : : : ; sp)
are normal forms, so if they represent the same group element they must be equal.
So we obtain t = s2, s1 = s3, : : :, sp¡2 = sp, and we are in rank two.
(b) Let us flrst show that (s1; : : : ; sp) is a normal form if and only if s1 : : : s^j : : : sp is
in X. Let w = s1 : : : sp; we know that (s1; : : : ; sp) is a normal form if and only if
w 2 X. Now s1 : : : s^j : : : sp = wsp¡1, so if w 2 X, it follows from Lemma 2.5 that
s1 : : : s^j : : : sp 2 X. On the other hand, if w 62 X, we have w = ts1 : : : sp¡1 for some
t < n, so wsp¡1 = ts1 : : : sp¡2 cannot be in X either; hence our claim.
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Moreover, in the latter situation, we have seen that NF(w) = (t; s1; : : : ; sp¡1); so NF
(wsp¡1) = (t; s1; : : : ; sp¡2), and t can be recovered as the flrst term of NF(wsp¡1). 2
Using the preceding lemma, it is now easy to conclude. Notice that the normal form
of the word (s2; : : : ; sp; sp¡1) can be determined using the induction hypothesis. Indeed,
although this word is of length p, we cannot have s2 = smax as we already have s1 = smax
and (s1; s2) is part of a normal form. So either smax does not appear at all, and we
can apply induction on n, or its flrst appearance is not in the flrst position, and the
normalization problem breaks down into two problems of smaller length. So we are able to
decide which case of the lemma applies. And if we are in case (b), NF(s1; : : : ; s^j ; : : : ; sp)
can also be determined using the induction hypothesis, hence NF(s1; : : : ; sp) can be
determined in all cases.
4. The Finite Case
Assume now that the group W is flnite. The normalization procedure described in
the previous section is pieced together from many instances of the problem of flnding
normal forms of words of the form (s1; : : : ; sp), where (s1; : : : ; sp¡1) is the normal form of
a minimal representative in one of the Xjs. The number of these minimal representatives
depends immensely on the choice of the ordering of the generators, but can be reduced to
a very small number if the ordering is well chosen. Then the computations with minimal
representatives may be done once and for all, the results stored in tables, and we obtain a
very fast linear time normal-form algorithm for an arbitrary string in S⁄. We will explain
how this may be formulated using the concept of a transducer.
Let A and B be two flnite sets. For the purposes of this paper, a transducer with input
alphabet A and output alphabet B will be a flnite set X, called the state set of the
transducer, together with two maps
fi : X £A ¡! X
¿ : X £A ¡! B⁄:
The map fi describes a right action of the set A on the set X, just as in the usual concept
of a flnite state machine; in fact, the flnite state machine deflned by fi will be called the
flnite state machine underlying the transducer. The map ¿ should be viewed as deflning
an output for each possible transition in the flnite state machine; if the transducer is
in the state x 2 X and receives an input string (a1; : : : ; ap) 2 A⁄, it will output the
concatenation ¿(x0; a1)¿(x1; a2) : : : ¿(xn¡1; an), where the sequence x0; : : : ; xn is deflned
inductively by x0 = x, xj = fi(xj¡1; aj) for j ‚ 1. It is customary to designate a
speciflc element x0 2 X as the initial state, and to start the actions from this x0, but
it will be useful to us to consider actions starting from an arbitrary state x as above.
It is permissible for the output alphabet B to be empty, in which case of course the
transducer always outputs the empty word.
Let jXj j be the cardinality of Xj , so that jW j =
Qn
j=1 jXj j, and identify Xj with the
integers in [0; jXj j ¡ 1] by enumerating its elements in ShortLex order. For 1 • j • n,
deflne a transducer Tj with state set Xj , input alphabet Ij , output alphabet Ij¡1, and
initial state " as follows: (a) if xs 2 Xj , set fi(x; s) = xs, ¿(x; s) = (); (b) if xs = tx,
t 2 Ij¡1, set fi(x; s) = x, ¿(x; s) = (t). Note that for these transducers, the output
¿(x; s) is non-empty if and only if the transition is trivial (i.e. if and only if fi(x; s) = x);
hence, by abuse of language, we will say that we have a transduction in case (a), and that
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we have a transition in case (b). Then in order to flnd the normal form of an arbitrary
word (s1; : : : ; sp) 2 S⁄, start with the transducers Tj all in their initial states, and read
(s1; : : : ; sp) through Tn; let xn be the end state, and let (t1; : : : ; tq) be the output. Now
read (t1; : : : ; tq) through Tn¡1, and continue until reaching T1 (notice that T1 always
outputs ()). Then Tj holds the term xj in the decomposition w = x1 : : : xn in Corol-
lary 2.2, where w = s1 : : : sp, and the desired normal form is obtained by concatenating
the normal forms of the xj , which may be stored in lookup tables.
But of course in this situation it is better to keep the group elements as much as possible
in the form of n-tuples of integers, and expand them to normal forms only when necessary.
For example, if we have v = x1 : : : xn and w = y1 : : : yn, we may compute vw by starting
with each Xj in state xj and feeding NF(w) through the cascade of transducers as before.
We now outline a bootstrapping algorithm that will construct the transducer tables
recursively, and very e–ciently, as follows. The tricky part is that we do not know a
priori which elements of W are in X (indeed, we might not even know the cardinality of
W ), and it is not practical to enumerate W in order to flnd them. So the algorithm will
also have to build up X as it goes.
By induction on n, we may assume that the transducer tables for all the Tj , j < n,
have already been constructed. Denote by X(p) the set of elements in X of length p.
We make the following remark. Let x 2 X(p), p > 1, (s1; : : : ; sp) = NF(x), and s 2 S.
Then we have three mutually exclusive cases: (a) xs = tx for some t 2 In¡1; (b) xs 2 X
but (s2; : : : ; sp; s) is not a normal form; (c) xs 2 X and NF(xs) = (s1; : : : ; sp; s) (this
follows for instance from the normal form algorithm in Section 3). A moment’s thought
will show that as x runs through all the elements of X(p), the elements xs encountered
in case (c) will perform a bijective enumeration of X(p+ 1), together with their normal
forms, and that if we run through X(p) in lexicographical order, we will also obtain the
elements of X(p + 1) in lexicographical order. Notice that in fact all state transitions
from y 2 X(p+ 1) to x 2 X(p) are \inverse" to the corresponding state transition x! y
(for the same generator), hence in the course of fllling in the transducer tables for the
elements of X(p) we may also flll in all the \length-decreasing" state transitions for the
elements of X(p+ 1). This allows us to consider only length-increasing transitions; then
in case (b) we obtain a transition to a state in X(p+ 1) of the form x0s0, with x0 < x.
Now it is easy to describe the desired algorithm. If x = ", we obtain a transduction for
all s < smax, with ¿("; s) = (s), and a transition for s = smax, with fi(x; smax) = smax.
Hence X(1) = fsmaxg; for s < smax, we have a transduction with ¿(smax; s) = (s) if smax
and s commute, and a transition with fi(smax; s) = smaxs otherwise. In particular, jX(2)j
is equal to the number of s < smax that are connected to smax in the Coxeter diagram
for W . Now let p > 1, and construct the table entries for x 2 X(p) in lexicographical
order, assuming that the table entries for all elements of smaller length have already been
constructed, and that the length-reducing transitions for X(p) have already been fllled
in as explained above. We already know NF(x) = (s1; : : : ; sp). Let s 2 S.
Notice that as s1 = smax, we have s2 < smax, so that the next occurrence of smax
is at worst s3. Hence, from the transducer tables in lower rank and from the part of
the current transducer table that has already been constructed, we are able to determine
(using the fast algorithm described above) whether or not (s2; : : : ; sp; s) is a normal form,
and if it is not, to normalize it. If (s2; : : : ; sp; s) is not a normal form, we have xs = as0
where a < (s1; : : : ; sp) in S⁄ and s0 2 S. Since our partially deflned automata allow us
to compute as0 for all words strictly smaller than (s1; : : : ; sp) and all s0 2 S, we read ofi
xs by induction.
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Otherwise, we are in the situation of Lemma 3.1, which in the present context we can
use very efiectively, as again, all the necessary computations can be performed using
only those parts of the transducer tables that are already known. If xs = tx, we have a
transduction, and otherwise xs is a new element in X(p+ 1).
5. Knuth{Bendix Rules
Recall that a set of rewrite rules in S⁄ is simply a set of ordered pairs R = f(a; b)g ‰
S⁄ £ S⁄, with a > b in ShortLex for each (a; b) 2 R; we will usually write a! b instead
of (a; b). If a word c 2 S⁄ contains the left-hand side of a rule a ! b as an interval, in
other words if c is of the form uav for some u; v 2 S⁄, we say that the rule a! b applies
to c, and that ubv is the reduction of c corresponding to a! b. If none of the rules in R
applies to c, we say that c is R-reduced. As reductions are strictly decreasing in ShortLex,
it is clear that starting from an arbitrary word c we will reach an R-reduced word c0 in a
flnite number of steps; but of course several distinct reduced c0 might be obtained from
a given c. We will write c ‚R c0 if there is a flnite sequence of reductions taking c to c0;
any R-reduced c0 such that c ‚R c0 will be called an R-reduction of c.
We say that a set of rules R is complete, if each c 2 S⁄ possesses a unique R-reduction
c0; in this case we say that c0 is the R-normal form of c. We say that R is reduced if the
following conditions hold:
† for each a! b 2 R, b is R-reduced;
† for each a! b 2 R, a is reduced with respect to all \lower" rules (where the rules
(a; b) are taken in lexicographical order, i.e. looking flrst at a, then at b).
Finally, we say that c and c0 in S⁄ are R-equivalent if there exists a flnite sequence
u0 = c; u1; : : : ; us = c0 in S⁄ such that for 1 • j • s we have either uj¡1 ‚R uj or
uj ‚R uj¡1 (where of course we may always assume that uj and uj¡1 are connected by
a single rule). By an easy induction on s, one sees that if R is complete, then c and c0
are R-equivalent if and only if they have the same R-normal form, which is then also
the unique smallest element in the common equivalence class of c and c0. Hence we may
deflne for general R the R-normal form of c 2 S⁄ to be the unique smallest element in
the R-equivalence class of c.
In the theory of monoid presentations, the basic problem is to deal with an equivalence
relation of the form above, corresponding to the set of relations of the presentation. If we
orient each relation putting the larger element to the left, we obtain a set of rules, but of
course this will not in general be complete. Clearly it would be very desirable to flnd a
complete set of rules deflning the same equivalence relation, since normal forms may then
be obtained using elementary word processing. In a certain sense this is always possible:
we refer to Epstein et al. (1992, Chap. 6) for a description of the celebrated Knuth{
Bendix procedure that will construct from any flnite set of rules R a (possibly inflnite)
complete and reduced set of rules R0 such that R and R0 deflne the same equivalence
relation. In fact we have:
Theorem 5.1. (cf. Epstein et al., 1992, Theorem 6.2.12) For any flnite set of
rules R there exists a unique complete and reduced set of rules R0 deflning the same
equivalence relation. The rules in R0 are exactly the rules of the form a ! b, where
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a 2 S⁄ is such that any strict sub-interval is an R-normal form, but a itself is not, and
b is the R-normal form of a.
We will say that the set R0 in Theorem 5.1 is the set of Knuth{Bendix rules for the
presentation. The problem is that in general there is no way to check that a rule is
a Knuth{Bendix rule, because in general it is not possible to check constructively if a
word in S⁄ is an R-normal form (this would imply a solution of the word problem). But
consider now the case of Coxeter groups. Then we can make the following remarks about
the left-hand side of a Knuth{Bendix rule a! b (we assume throughout that we are not
dealing with one of the \reduction" relations (s; s)! (), s 2 S).
(a) As all proper sub-intervals in a are normal forms, but a itself is not a normal
form, we have seen in Section 2.2 that the word a is reduced, say of the form
a = (s1; : : : ; sp; s), p ‚ 1, that x = s1 : : : sp belongs to some Xj , that s 2 Ij for the
same j, and that the rule is necessarily of the form (s1; : : : ; sp; s)! (t; s1; : : : ; sp).
(b) All the possible situations of this form have been encountered in the course of the
construction of the transducer tables explained above. So, at least in the case of
flnite groups, it is a trivial matter to write them down in the course of the con-
struction of the transducer tables. We have included this information in the tables
available from du Cloux (1998).
Complete presentations of Coxeter groups are considered in le Chenadec’s paper
(1986a) and in his book (1986b) (a word of caution: some of the presentations given
in Le Chenadec (1986a), such as the ones for H3 and H4, are wrong). His main results
deal with the case where no pair of generators commute, i.e. when ms;t ‚ 3 for all s 6= t
in S (of course this situation is rather rare for the groups that are most commonly con-
sidered; for flnite Coxeter groups, for instance, it occurs only when the rank is • 2).
For s 6= t 2 S s.t. ms;t < 1, denote by fis;t the element stst::: obtained by multiplying
ms;t ¡ 1 generators alternatively equal to s and t. Let us;t be equal to t if ms;t is even,
to s otherwise. Then we have the braid relation:
fis;tus;t = tfis;t;
which is a Knuth{Bendix relation if (and only if) s > t. Le Chenadec’s result states
that when no two generators commute, the Knuth{Bendix relations for the presentation
(other than the reduction relations) are exactly all relations of the form:
fisi1 ;sj1 : : : fisip ;sjpusip ;sjp ! sj1fisi1 ;sj1 : : : fisip ;sjp (⁄)
(a \concatenation" of braid relations), where i1; : : : ; ip and j1; : : : ; jp satisfy
i1 > j1
ik < jk for 1 < k • p
u(sik ; sjk) = sjk+1 for 1 • k < p:
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For rank 3 groups, one may show that these conditions always lead to a flnite number
of relations. For instance, the complete presentation for the a–ne Weyl group of type
~A2, whose Coxeter graph is as follows:
0
1 2
(here it is usual to number the generator not in the flnite Weyl group by 0, with the
ordering s1 < s2 < s0) is given by the relations (reduction relations omitted):
s2s1s2 ! s1s2s1
s0s1s0 ! s1s0s1
s0s2s0 ! s2s0s2
s0s1s2s0s2 ! s1s0s1s2s0
s0s2s1s0s1 ! s2s0s2s1s0;
where the flrst three are braid relations, the last two being of the form (⁄), viz.
fi0;1fi2;0s2 ! s1fi0;1fi2;0
fi0;2fi1;0s1 ! s2fi0;2fi1;0:
On the other hand, starting from rank 4, the set of relations is very often inflnite. As
an example, Le Chenadec takes the following Coxeter graph:
1 1
1
1
2
3
4 4
4
for which it is easy to see that all the relations
fi4;1(fi2;4fi3;4)ms4 ! s1fi4;1(fi2;4fi3;4)m
satisfy the required conditions (of course there are also others; it is a bit tedious to list
them all). Hermiller (1994) shows that for a class of Coxeter groups which contains the
cases considered here, one may obtain a flnite complete presentation by adding to the set
of generators the longest elements of flnite non-commutative dihedral special subgroups,
and of commutative special subgroups.
6. Bruhat Order
In this section we wish to recall some results of Deodhar’s concerning the determination
of the Bruhat order in a special decomposition, and show how the necessary computations
can be performed with essentially the same transducer tables that were constructed in
Section 4. We will also indicate the marvellous computational consequences of these
results.
We recall the deflnition of the Bruhat order on W . Let w 2W , and let a = (s1; : : : ; sp)
2 S⁄ be a reduced expression for w. Then we say that v • w in the Bruhat order, if
there exists a strictly increasing sequence 1 • j1 < ¢ ¢ ¢ < jq • p such that v = sj1 : : : sjq ;
this condition does not depend on the choice of reduced expression for w, and obviously
deflnes an order relation.
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Note in particular that if w 2 W , s 2 S, ws > w (resp. ws < w) if and only if
l(ws) > l(w) (resp. l(ws) < l(w)).
In order to explain Deodhar’s result, we still need another notation. If w 2W , s 2 S,
we deflne:
w ⁄ s =
n
ws if ws > w
w otherwise.
We notice that up to sign this is just the multiplication rule for the basis elements in the
Hecke algebra of W at q = 0; hence it extends to an associative operation (v; w)! v ⁄w
on W .
Theorem 6.1. (Deodhar, 1987) Let I ‰ S be an arbitrary subset, and consider the
corresponding special decomposition W = WIW I . Then for each x; y 2 W I such that
x • y there exists a unique ax;y 2WI such that for all u; v 2WI :
ux • vy () u • v ⁄ ax;y:
Moreover, ax;y can be computed recursively through the following algorithm:
(a) a";" = ";
(b) if l(y) > 0, and s 2 S is such that ys < y:
(i) if xs < x, then ax;y = axs;ys;
(ii) if xs > x but xs 2 X, then ax;y = ax;ys;
(iii) if xs = tx, t 2 I, then ax;y = ax;ys ⁄ t.
The following immediate corollary is important for the applications. For massive com-
putations in Coxeter groups, such as the computation of Kazhdan{Lusztig polynomials
for instance, it is often the case that the only realistic approach to the Bruhat order is
to have bit-map access to it. In other words, for each w 2W (assumed to be flnite now)
we have a row BrW [w] of jW j bits, where BrW [w][v] is 1 if v • w, 0 otherwise. In our
approach, it is natural to enumerate W by \inverse lexicograhical" order on the pairs
(u; x), u 2WI , x 2W I ; i.e. flrst we compare the x parts, and if they are equal we com-
pare the u parts (assuming WI and W I have already been enumerated). In other words,
our bit-map BrW [w] splits up into jW I j blocks of size jWI j, each block corresponding to
a left coset.
Corollary 6.2. Let w = vy. Then the block corresponding to x in BrW [w] is isomorphic
to BrWI [v ⁄ ax;y].
In practice, this leads to a quite fantastic data compression. Indeed, assume that we
already have bit-map access to the matrix BrWI . Then (for typical group sizes) each
whole block in BrW [w] can be stored as a single integer, namely v ⁄ ax;y ... Assuming
32-bit integers, we obtain a compression rate of jWI j=32, at a cost of a single pointer
dereference ! And of course if WI is still too large, the procedure could be applied to WI
in turn.
Furthermore, even if we are only interested in a single row in BrW (in which case
the data compression disappears because the there will usually be very few repetitions
among the blocks) we still have an unbeatably fast way of extracting BrW [w] from BrWI
in a purely \local" way (i.e. without having to construct any other rows in BrW ).
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We can in fact extend Theorem 6.1 to arbitrary intervals in the Bruhat order. For
w 2W , s 2 S, deflne:
w=s =
n
ws if ws < w
w otherwise.
We extend this to a left action of the monoid (W; ⁄) on the set W (in other words, we
will have (w=u)=v = w=(v ⁄ u)); to show that such an extension is possible, one may use
the fact that (W; ⁄) has a presentation obtained from the Coxeter presentation of W by
replacing the rules (s; s)! () with (s; s)! (s). Then we have:
Lemma 6.3. Let v; w; a 2W . Then v • w ⁄ a if and only if v=a • w.
Proof. By induction on l(a), this follows from the following well known facts for v; w 2
W , s 2 S (Humphreys, 1990, Proposition 5.9):
v • w ) v=s = inf(v; vs) • ws
v • w ) vs • sup(w;ws) = w ⁄ s:2
Corollary 6.4. Let x; y; z 2W I , u; v; w 2WI , with ux • vy. Then:
wz 2 [ux; vy] ()
‰
z 2 [x; y]
w 2 [u=ax;z; v ⁄ az;y]
(in other words, the intersection of an arbitrary Bruhat interval in W with a left coset
is a (translated) Bruhat interval in WI).
Finally, we remark that the computation of a product v ⁄ w can be carried out using
essentially the same transducers as the ones that were used for the ordinary product.
The only difierence is that a transition (x; s)! xs with xs < x should be replaced with
(x; s) ! x (and still no output.) For the computation of v=w, replace state transitions
(x; s) ! xs with xs > x, xs 2 W I with (x; s) ! x (and of course remember that the
reduced decomposition of w should be fed through the transducers in reversed order).
Then one should make a table of the elements ax;y, using the recursive procedure
described in Theorem 6.1, and all the necessary data will be available.
Example 6.5. The coe–cients ax;y in type An. We choose an enumeration S = fs1; : : : ;
sng as follows (we have refrained from such an enumeration in the body of the paper in
order to avoid double indices):
–1 : : : –n
For 1 • i • j we set xij = sjsj¡1 : : : si, and xij = " whenever i > j. Then X =
fxing1•i•n+1, and xin • xjn in the Bruhat order ifi j • i. Assume j • n; then there exists
exactly one s 2 S such that xjns < xjn, viz. s = sj . But for i > j, we have xinsj = xjn if
i = j + 1, sjxin otherwise. From this, it is easy to see that we have in all cases:
axin;x
j
n
= xi¡2;j = si¡2 : : : sj :
For example, if n = 5, we obtain the following table (where each row corresponds to a
flxed y, each column to a flxed x):
324 F. du Cloux
" s5 s5s4 s5s4s3 s5s4s3s2 s5s4s3s2s1
" "
s5 " "
s5s4 s4 " "
s5s4s3 s4s3 s3 " "
s5s4s3s2 s4s3s2 s3s2 s2 " "
s5s4s3s2s1 s4s3s2s1 s3s2s1 s2s1 s1 " "
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