This is the first in a series of papers on configurations in an abelian category A. Given a finite partially ordered set (poset) (I, ), an (I, )-configuration (σ, ι, π) is a finite collection of objects σ(J) and morphisms ι(J, K) or π(J, K) : σ(J) → σ(K) in A satisfying some axioms, where J, K are subsets of I. Configurations are a tool for describing how an object X in A decomposes into subobjects, and are especially useful for studying stability conditions on A.
Introduction
This is the first of a series of papers [3, 4, 5, 6] developing the concept of configuration in an abelian category. Given an abelian category A and a finite partially ordered set (poset) (I, ), we define an (I, )-configuration (σ, ι, π) in A to be a collection of objects σ(J) and morphisms ι(J, K) or π(J, K) : σ(J) → σ(K) in A satisfying certain axioms, where J, K are subsets of I.
Configurations are a tool for describing how an object X in A decomposes into subobjects. They are especially useful for studying stability conditions on A. Given a stability condition (τ, T, ) on A (such as a slope function), objects X in A are called τ -stable, τ -semistable or τ -unstable according to whether subobjects S ⊂ X with S = 0, X have τ (
[S]) < τ ([X]), τ ([S]) τ ([X]), or τ ([S]) > τ ([X]).
For some large classes of interesting abelian categories A, such as the abelian category mod-KQ of representations of a quiver Q over K, or coh(P ) of coherent sheaves on a projective K-scheme P , for K an algebraically closed field, one can define moduli spaces Obj α ss (τ ) of τ -semistable objects in a fixed class α ∈ K(A), which in good cases are quasiprojective K-schemes.
We shall regard Obj α ss (τ ) as the subset of τ -semistable geometric points in the algebraic stack Obj α A of all objects in class α. One goal of [3, 4, 5] is to understand the relationship between Obj α ss (τ ) and Obj α ss (τ ) for two different stability conditions (τ, T, ), (τ ,T , ). Our key idea is that this is best understood by introducing moduli stacks M(I, , κ) A of (I, )-configurations in A.
Write M ss (I, , κ, τ ) A for the subset of points [(σ, ι, π)] in M(I, , κ) A with σ({i}) τ -semistable for all i ∈ I. When I = {i} is one point M ss (I, , κ, τ ) A coincides with Obj κ(i) ss (τ ). We shall express M ss (I, , κ,τ ) A in terms of projections of M ss (K, , µ, τ ) A for finite posets (K, ) more complicated than (I, ).
The next paper [3] deals with the technicalities of constructing Artin stacks of configurations M(I, , κ) A . Under some assumptions on A, (τ, T, ), in [4, 5] we define systems of invariants of A, (τ, T, ) by taking weighted Euler characteristics of M ss (I, , κ, τ ) A , and determine identities the invariants satisfy, and their transformation laws as (τ, T, ) changes.
The fifth paper [6] will give applications of a different kind. Ringel-Hall algebras are associative algebras of constructible functions on moduli spaces of quiver representations. The multiplication is defined by a kind of convolution product. One can also use perverse sheaves, or homology, in place of constructible functions. Authors such as Ringel, Green, Lusztig and Nakajima have used Ringel-Hall algebras to give geometric interpretations of interesting infinitedimensional Lie algebras, such as subalgebras of universal enveloping algebras U (g) of Kac-Moody Lie algebras g.
We shall reinterpret the Ringel-Hall algebra construction in terms of natural operations on constructible functions on the moduli stacks of configurations M(I, , κ), using the theory of constructible functions on stacks developed by the author in [7] . The power of the configurations framework (once we have done a lot of work to set it up) then suggests many generalizations, which may lead to progress in understanding infinite-dimensional algebras.
Also, we will be able to import ideas from Ringel-Hall algebras to configurations of vector bundles or coherent sheaves on a projective K-scheme P . We can thus associate infinite-dimensional algebras to P , which may have a String-Theoretic interpretation as algebras of BPS states. This is the start of a broader programme. In later papers [8] the author intends to extend the notion of configurations, and the corresponding moduli stacks and invariants, to triangulated categories. Then by applying them to derived categories of coherent sheaves on Calabi-Yau manifolds, we shall formulate some results and conjectures on Homological Mirror Symmetry, branes in String Theory, and Π-stability. This paper introduces configurations in an abelian category A, and studies their basic properties. We begin in §2 with an introduction to abelian categories, focussing on the notion of subobject S ⊂ X of an object X ∈ A, and the JordanHölder Theorem for A of finite length, which splits each X ∈ A into simple factors S 1 , . . . , S n .
Section 3 refines the Jordan-Hölder Theorem in the case when the simple factors S 1 , . . . , S n of X ∈ A are nonisomorphic. We find that the set of all subobjects of X may be classified using a partial order on I = {1, . . . , n}, the indexing set for the simple factors of X. We also classify quotient objects, factors and composition series for X using (I, ).
Motivated by this, §4 defines the notion of (I, )-configuration (σ, ι, π) in A, and proves that it captures the properties of the set of all subobjects of X ∈ A when X has nonisomorphic simple factors {S i : i ∈ I}. Section 5 defines some elementary operations on configurations. Given an (I, )-configuration we can make sub-and quotient (K, )-configurations, where (K, ) comes from (I, ) with K ⊆ I or using a surjective φ : I → K. We also construct new configurations by substituting one configuration into another.
Let , be partial orders on a finite I, with stronger than . Then each (I, )-configuration (σ, ι, π) has a quotient (I, )-configuration (σ,ι,π). We call (σ, ι, π) an (I, )-improvement of (σ,ι,π). We call (σ,ι,π) best if it has no strict improvements. Section 6 shows that improvements can be divided into a sequence of steps, classifies one step improvements, and gives a criterion for best configurations in terms of whether short exact sequences split.
Finally, §7 discusses five short topics: the classes of the objects σ(J) in the Grothendieck group K 0 (A); configurations in exact categories; interpretations of (I, )-configurations in terms of flasque sheaves on I, and as functors F : C (I, ) → A for a category C (I, ) constructed from (I, ); and we show that (I, )-configurations in A form an exact category.
(i) Hom(X, Y ) is an abelian group for all X, Y ∈ A, and composition of morphisms is biadditive.
(ii) There exists a zero object 0 ∈ A such that Hom(0, 0) = 0.
(iii) For any X, Y ∈ A there exists Z ∈ A and morphisms ι X : X → Z,
We write Z = X ⊕ Y , the direct sum of X and Y . Any two such direct sums are canonically isomorphic.
Let A be an additive category, and f : X → Y a morphism in A. We call k : K → X a kernel of f if f • k = 0 and for any k ′ : K ′ → X with f • k ′ = 0 there exists a unique h : ′ with c ′ = h • c. If a kernel or cokernel exists it is unique up to canonical isomorphism. Often we refer to K, C as the kernel or cokernel of f , taking k, c to be implicitly given. Define a morphism f : X → Y to be injective if it has kernel 0, and surjective if it has cokernel 0.
We call A an abelian category of it satisfies (i)-(iii) above and:
→C in A such that j • i = f , and K is the kernel of f , and C the cokernel of f , and I is both the cokernel of k and the kernel of c.
An abelian category A is called K-linear over a field K if Hom(X, Y ) is a vector space over K for all X, Y ∈ A, and composition maps are bilinear.
We will often use the following properties of abelian categories:
• If f • π = g • π and π is surjective, then f = g (π is right cancellable).
• If f : X → Y is injective and surjective, then it is an isomorphism.
In an abelian category we can define exact sequences [2, §II.6]. 
The Grothendieck group K 0 (A) is the abelian group generated by Obj(A), with a relation
Subobjects, quotient objects and factors
Subobjects of objects in A are analogous to subgroups of an abelian group.
Definition 2.3. Let A be an abelian category. Two injective morphisms i :
Then h is unique. A subobject of X ∈ A is an equivalence class of injective morphisms i : S → X. Usually we refer to S as the subobject, taking both i and the equivalence class to be implicitly given, and write S ⊂ X to mean S is a subobject of X. We write 0, X for the subobjects of X which are equivalence classes of 0 → X and id X : X → X.
Similarly, surjective morphisms π :
A quotient object of X ∈ A is an equivalence class of surjective π : X → Q. Usually we just refer to Q as the quotient object.
If S, T ⊂ X are represented by i : S → X and j : T → X, we write S ⊂ T ⊂ X if there exists a : S → T with i = j • a. Then a is injective, and so fits into an exact sequence 0 → S a →T b →F → 0 for b, F determined up to canonical isomorphism. We write F = T /S, and call F a factor of X ∈ A. When T = X and j = id X , X/S is a quotient object.
We define operations ∩, + on subobjects, following Popescu [9, §2.6]. The notation comes from the intersection and sum of subgroups of abelian groups. Definition 2.4. Let A be an abelian category, let X ∈ A, and suppose injective maps i : S → X, j : T → X define subobjects S, T of X. Apply part (iv) of Definition 2.1 to f = i • π S + j • π T : S ⊕ T → X. This yields U, V ∈ A and morphisms k : U → S ⊕ T , l : S ⊕ T → V and e : V → X such that i • π S +j • π T = e • l, and k is the kernel of i • π S +j • π T , and l is the cokernel of k, and e is the image (the kernel of the cokernel) of i
As i, a are injective i • a = j • b : U → X is injective, and defines a subobject of X. Define S ∩ T to be this subobject. Similarly, e : V → X is injective, and so defines a subobject of X. Define S + T to be this subobject. As U, V, a, . . . , e are unique up to canonical isomorphism, S ∩ T and S + T depend only on the subobjects S, T of X. The morphisms a, b, c, d give inclusions of subobjects 
These operations ∩, + are commutative and associative. We can therefore form multiple sums and intersections. We shall write j∈J T j for the multiple sum + of a finite set of subobjects T j ⊂ X, in the obvious way.
The Jordan-Hölder Theorem
The Jordan-Hölder Theorem in group theory decomposes a (finite) group into simple factors, using chains of normal subgroups. We shall explain the analogue of this in an abelian category.
Definition 2.5. Let A be an abelian category. We call A artinian if for all X ∈ A, all descending chains of subobjects · · · ⊂ A 2 ⊂ A 1 ⊂ X stabilize, that is, A n+1 = A n for all n ≫ 0. We call A noetherian if for all X ∈ A, all ascending chains of subobjects A 1 ⊂ A 2 ⊂ · · · ⊂ X stabilize, that is, A n = A n+1 for all n ≫ 0. We call A of finite length if it is both artinian and noetherian.
A nonzero object X in an abelian category A is called simple if it has no nontrivial proper subobjects. That is, X ∼ = 0, and if i : S → X is injective then either S ∼ = 0 or i is an isomorphism.
Let X ∈ A and consider filtrations of subobjects
in A. Such a filtration is called without repetitions if none of the inclusions i k : A k → A k+1 is an isomorphism. A refinement of (5) is any filtration obtained by inserting further terms. We allow (5) as a refinement of itself, i.e. by inserting no further terms. We call (5) a composition series for X if the factors
Here is the Jordan-Hölder Theorem in an abelian category, [11, Th. 2.1].
Theorem 2.6. Let A be an abelian category of finite length. Then every fil-
Then m = n, and for some permutation σ of 1, . . . , n we have 
Exact categories

Refining the Jordan-Hölder Theorem
We shall study the following situation.
Definition 3.1. Let A be an abelian category of finite length, and X ∈ A. Then X admits a composition series 0 = A 0 ⊂ A 1 ⊂ · · · ⊂ A n = X by Theorem 2.6, and the simple factors
. . , n of X are independent of choices, up to isomorphism and permutation of 1, . . . , n. Suppose S k ∼ = S l for 1 k < l n. Then we say that X has nonisomorphic simple factors. Let X have nonisomorphic simple factors, and let I be an indexing set for {S 1 , . . . , S n }, so that |I| = n, and write {S 1 , . . . , S n } = {S i : i ∈ I}. Then Theorem 2.6 implies that for every composition series 0 = B 0 ⊂ B 1 ⊂ · · · ⊂ B n = X for X with simple factors T k = B k /B k−1 , there exists a unique bijection φ : I → {1, . . . , n} such that S i ∼ = T φ(i) for all i ∈ I. Define a partial order on I by i j for i, j ∈ I if and only if φ(i) φ(j) for all bijections φ : I → {1, . . . , n} constructed from a composition series 0 = B 0 ⊂ B 1 ⊂ · · · ⊂ B n = X for X as above. Then (I, ) is a partially ordered set, or poset for short.
The point of this definition is to treat all the Jordan-Hölder composition series 0 = B 0 ⊂ B 1 ⊂ · · · ⊂ B n = X for X on an equal footing. Now writing the simple factors of X as S k for k = 1, . . . , n gives them a preferred order S 1 , S 2 , . . . , S n , and so favours one composition series over the rest. So instead we write the simple factors as S i for i ∈ I, some arbitrary indexing set. To make our notation easier to follow we shall generally use superscripts S i when i ∈ I and subscripts T k when k = 1, . . . , n, and write elements of I as i, j, and elements of {1, . . . , n} as k, l. Here is some more notation. (ii) a q-set if i ∈ I, j ∈ J and j i implies i ∈ J, and (iii) an f-set if i ∈ I and h, j ∈ J and h i j implies i ∈ J.
The motivation for this is that below s-sets will correspond to subobjects S ⊂ X, q-sets to quotient objects X/S, and f-sets to factors T /S for S ⊂ T ⊂ X.
Here are some properties of s-sets, q-sets and f-sets. (c) If J is an s-set and K a q-set, then J ∩ K is an f-set. Every f-set is of this form.
The proof is elementary, and left as an exercise. For the last part of (c), if F ⊆ I is an f-set, define J = {i ∈ I : i j for some j ∈ F } and K = {i ∈ I : j i for some j ∈ F }. It easily follows that J is an s-set, K a q-set, and F = J ∩ K. Similarly, for the last part of (d), if F ⊆ I is an f-set, define K = {i ∈ I : i j for some j ∈ F } and J = K \ F . It easily follows that J ⊂ K are s-sets with
Note that (a) and (b) imply that the collections of s-sets and q-sets are both topologies on I, but (e) shows that the f-sets may not be a topology on I. Also can be reconstructed from the set of s-sets on I, as i j if and only if i ∈ J for every s-set J ⊂ I with j ∈ J. In the following series of results we establish 1-1 correspondences between subobjects, quotient objects and factors of X, and s-sets, q-sets and f-sets of I. Proof. Let 0 = B 0 ⊂ · · · ⊂ B l = S be a composition series for S, with simple factors
filtration of X without repetitions, and can be refined to a composition series by Theorem 2.6. As T k is simple, no extra terms are inserted between B k−1 and B k . Thus X has a composition series 0
By Definition 3.1 there is a unique bijection φ : I → {1, . . . , n} such that
. . , l}). Then J ⊆ I, and the simple factors T k of the composition series 0 = B 0 ⊂ · · · ⊂ B l = S are isomorphic to S i for i ∈ J. Theorem 2.6 then implies that the simple factors in any composition series for S are isomorphic to S i for i ∈ J. Uniqueness of J is now clear, as a different J would give different simple factors for S. Suppose j ∈ J and i ∈ I \ J. Then 1 φ(j) l and l + 1 φ(i) n, so φ(j) < φ(i), which implies that i j by Definition 3.1. Hence if j ∈ J and i ∈ I with i j then i ∈ J, and J is an s-set. Proof. Let S ∩ T correspond to the s-set L ⊆ I, and S + T to the s-set M . We must show L = J ∩ K and M = J ∪ K. By Theorem 2.6 we may refine the filtration 0 ⊂ S ∩ T ⊂ S to a composition series for S containing one for S ∩ T . Thus the simple factors of S contain those of S ∩ T , and L ⊆ J.
Now the simple factors of S/(S ∩ T ) are S i for i ∈ J \ L, and the simple factors of (S + T )/T are Proof. Clearly J j is an s-set. By Definition 3.1 each composition series 0 = B 0 ⊂ B 1 ⊂ · · · ⊂ B n = X for X gives a bijection φ : I → {1, . . . , n}. Let φ 1 , . . . , φ r be the distinct bijections φ : I → {1, . . . , n} realized by composition series for X. For each k = 1, . . . , r choose a composition series 0 = B 0 ⊂ B 1 ⊂ · · · ⊂ B n = X with bijection φ k , and define C k to be the subobject B φ k (j) ⊂ X.
This defines subobjects C 1 , . . . , C r ⊂ X, where C k corresponds to the s-set φ
Then S ⊂ X, and Lemma 3.5 shows that D j corresponds to the s-set
by definition of .
We can now classify subobjects of X in terms of s-sets.
Proposition 3.8. In the situation of Definitions 3.1 and 3.2, for each s-set J ⊆ I there exists a unique subobject S ⊂ X such that the simple factors in any composition series for S are isomorphic to S i for i ∈ J. This defines a 1-1 correspondence between subobjects S ⊂ X and s-sets J ⊆ I.
Then S ⊂ X corresponds to the s-set j∈J J j = J by Lemma 3.5. Uniqueness follows from Lemma 3.6.
In the same way we classify quotient objects of X in terms of q-sets.
Proposition 3.9. In the situation of Definitions 3.1 and 3.2, for each q-set K ⊆ I there exists a unique quotient object Q = X/S of X such that the simple factors in any composition series for Q are isomorphic to S i for i ∈ K. This defines a 1-1 correspondence between quotient objects and q-sets.
Proof. Let S ⊂ X correspond to an s-set J ⊆ I, and let Q = X/S be the quotient object. If the simple factors of S are S i for i ∈ J, then the simple factors of Q are S i for i ∈ K = I \ J. But K = I \ J is a q-set if and only if J ⊆ I is an s-set. The result then follows from Proposition 3.8.
We can also classify composition series for X. 
and only if i j implies φ(i) φ(j).
Proof. The 'only if' part follows from Definition 3.1. For the 'if' part, let φ : I → {1, . . . , n} be a bijection for which i j implies that
is an s-set for each k = 0, 1, . . . , n. Let B k ⊂ X be the unique subobject corresponding to φ −1 ({1, . . . , k}), which exists by Proposition 3.8. It easily follows that 0 = B 0 ⊂ B 1 ⊂ · · · ⊂ B n = X is the unique composition series with
. . , n, and the result follows.
This implies that composition series for X up to isomorphism are in 1-1 correspondence with total orders on I compatible with the partial order . In Definition 3.1 we defined the partial order on I to be the intersection of all the total orders on I coming from composition series for X. We now see that every total order on I compatible with comes from a composition series.
Recall that a factor of X is a quotient T /S for S ⊂ T ⊂ X. We classify the factors of X in terms of f-sets. Proof. Let L ⊆ I be an f-set, and define K ′ = {i ∈ I : i j for some j ∈ L} and
′ , T ′ ⊂ X be the unique subobjects corresponding to the s-sets J ′ , K ′ , which exist by Proposition 3.8. Then S ′ ⊂ T ′ by Lemma 3.6. Define U to be the quotient T ′ /S ′ , considered as an object of A. This is well-defined up to canonical isomorphism in A.
By Theorem 2.6 we may refine 0
, and part (a) follows from Theorem 2.6. Now let J ⊂ K be s-sets in I with K \J = L, and S ⊂ T be the corresponding subobjects of X. Then it is easy to see that J ′ ⊆ J and K ′ ⊆ K, and J ∩K ′ = J ′ , and
. Note also that any U satisfying (a) and (b) must be canonically isomorphic to T ′ /S ′ by part (b), so U is unique up to canonical isomorphism.
Posets (I, ) and (I, )-configurations in A
Although a subobject of X is an equivalence class of injective i : S → X, in §3 we for simplicity suppressed the morphisms i, and just wrote S ⊂ X. We shall now change our point of view, and investigate the natural morphisms between the factors T /S of X. Therefore we adopt some new notation, which stresses morphisms between objects. The following definition encodes the properties we expect of the factors of X, and their natural morphisms. Definition 4.1. Let (I, ) be a finite poset, and use the notation of Definition 3.2. Define F (I, ) to be the set of f-sets of I. Define G (I, ) to be the subset of (J, K) ∈ F (I, ) × F (I, ) such that J ⊆ K, and if j ∈ J and k ∈ K with k j, then k ∈ J. Define H (I, ) to be the subset of (J, K) ∈ F (I, ) × F (I, ) such that K ⊆ J, and if j ∈ J and k ∈ K with k j, then j ∈ K. It is easy to show that G (I, ) and H (I, ) have the following properties:
Define an (I, )-configuration (σ, ι, π) in an abelian category A to be maps σ : F (I, ) → Obj(A), ι : G (I, ) → Mor(A), and π : H (I, ) → Mor(A), where
, and π(J, J) = id σ(J) .
These should satisfy the conditions:
Then the following is exact in A:
Note that (A)-(D) make sense because of properties (a)-
, and
It is an isomorphism if α(J) is an isomorphism for all J ∈ F (I, ) . Morphisms compose in the obvious way.
We now show that Definition 4.1 captures the properties of the families of subobjects S J ⊂ X considered in §3.
Theorem 4.2. Let (I, ) be a finite poset, A an abelian category, and X ∈ A.
Suppose that for each s-set J ⊆ I we are given a subobject S J ⊂ X, such that
for all s-sets A, B ⊆ I. Then there exists an
Proof. Throughout (i)-(iii) and (A)-(D) will refer to Definition 4.1. We divide the proof into the following seven steps:
Step 1. Define σ and ι on s-sets, and prove (B) for s-sets.
Step 2. For J, K s-sets with
Step 3. Define σ on f-sets and π(J, L) for s-sets J.
Step 4. Complete the definitions of ι, π, and prove (A).
Step 5. Prove partial versions of (C), (D), mixing s-sets and f-sets.
Step 6. Prove (B), (C), and ι(J, J) = π(J, J) = id σ(J) in (ii) and (iii).
Step 7. Prove (D).
Step 1. For each s-set J ⊆ I, choose σ(J) ∈ A and an injective morphism ι(J, I) : σ(J) → X representing S J ⊂ X. Then σ(J) and ι(J, I) are unique up to canonical isomorphism. In particular, choose σ(∅) = 0 as in (i), σ(I) = X, and ι(I, I) = id X . Suppose J ⊆ K are s-sets. Then (9) 
By uniqueness the two definitions of ι(J, I) coincide, and
Since ι(L, I) is injective we can cancel it from both sides, so that
Step 2. Let J, K be s-sets with J ∩ K = ∅. We shall show that
is an isomorphism. Apply Definition 2.4 with ι(J, I) : σ(J) → X in place of i : S → X, and ι(K, I) : σ(K) → X in place of j : T → X. By (9) we may take
Thus (12) is the second map in (2) . As U = 0, exactness implies (12) is an isomorphism.
Step 3. Let L ⊆ I be an f-set which is not an s-set or a q-set, and define
, and we take π(K ′ , L) to be the natural projection
′ are defined to be as large as possible, and
, and consider the commutative diagram with rows short exact sequences
where h is not yet constructed. The first square of (13) commutes by (11), so
But c is the cokernel of ι(J, K), so there exists a unique h :
, that is, the second square in (13) commutes.
is exact. As the composition of the first map with c • π σ(K) is zero we see that
by exactness of the bottom line of (13).
Then
As h is an isomorphism and c is a cokernel for ι(J, K), we see
is surjective, and (6) is exact when J ⊆ K are s-sets.
Suppose now that J, K are s-sets and L is an f-set with (J,
Step 4. Let (J, K) ∈ G (I, ) , and define
, and they are the largest s-sets with this property. Consider the commutative diagram with exact rows and columns:
Here solid arrows '→' have already been defined, and dashed arrows ' ' remain to be constructed. The left hand square commutes by (11) .
. Thus in (15) the lower dashed arrow exists, and the lower square commutes.
Suppose
As this morphism has kernel ι(A ′ , B ′ ) and cokernel π(K, K \ J), and π(B ′ , J) is the cokernel of ι(A ′ , B ′ ), this gives existence of a unique ι(J, K) :
. This implies that ι(J, K) is injective, as in (ii), and in (15) the upper dashed arrow exists, and the upper right square commutes, and the right hand column is exact, which proves (A).
We should also check that if J, K are s-sets, the definition above gives the same answer for ι(J, K) as Step 1, and for π(K, K \ J) as Step 3. If J, K are s-sets then A ′ , J, K are s-sets with
Substituting these into (15), we find the definitions are consistent.
Step 5. Let C be an s-set and D, E f-sets with (C, D), (C, E), (D, E) ∈ H (I,
using (14) for the first and third steps, and commutativity of the bottom square in (15) for the second. Hence
Suppose J, K are s-sets and L an f-set with (J,
using (14) at the first and fifth steps, commutativity of the upper right square in (15) at the second, and (11) at the third and fourth. This proves
Step 6. Suppose (J, K), (K, L) ∈ G (I, ) , and define D = {i ∈ I : i l for some
using (17) at the first, second and fourth steps with J = B ∩ K, K = C ∩ L and J = B ∩ L respectively, and (11) at the third. As π(B, J) is surjective this
, and define D = {i ∈ I : i j for Step 7. Suppose (J, K) ∈ G (I, ) and (K, L) ∈ H (I, ) , and define C = {i ∈ I : i k for some k ∈ K}, A = C \ K and B = A ∪ J. Then A ⊆ B ⊆ C are s-sets, with J = B \ A and Proof. The first two equations of (9) gives U ∈ A and a : 
We prove S A∪B = S A + S B in a similar way.
New (I, )-configurations from old
Let (I, ) be a finite poset, and (σ, ι, π) an (I, )-configuration in an abelian category A. Then we can derive (K, )-configurations (σ,ι,π) in A from (σ, ι, π) for other, simpler finite posets (K, ), by forgetting some of the objects and morphisms in (σ, ι, π). The next two definitions give two ways to do this.
Definition 5.1. Let (I, ) be a finite poset, and use the notation of §3 and §4. Suppose J is an f-set in I, so that J ∈ F (I, ) . Then (J, ) is also a finite poset, and K ⊆ J is an f-set in (J, ) if and only if it is an f-set in (I, ). Hence
Let (σ, ι, π) be an (I, )-configuration in an abelian category A, and define
Definition 5.2. Let (I, ) and (K, ) be finite posets, and φ : I → K a surjective map with φ(i) φ(j) when i, j ∈ I with i j. Use the notation of §3 and §4.
, where φ * pulls back subsets of K to subsets of I in the obvious way. Similarly, if (A, B) ∈ G (K, ) then φ −1 (A), φ −1 (B) ∈ G (I, ) , and if (A, B) ∈ H (K, ) then φ −1 (A), φ −1 (B) ∈ H (I, ) . Let (σ, ι, π) be an (I, )-configuration in an abelian category A, and definẽ σ :
We call (σ,ι,π) a quotient configuration of (σ, ι, π). We also call (σ, ι, π) a refinement of (σ,ι,π), generalizing the notion of refinement of filtrations in §2.3.
Compositions of these constructions all behave in the obvious ways. Next we explain a method to glue two configurations (σ ′ , ι ′ , π ′ ), (σ,ι,π) together, to get (σ, ι, π) containing (σ ′ , ι ′ , π ′ ) as a subconfiguration, and (σ,ι,π) as a quotient configuration. Consider the following situation. 
It can be shown that is a partial order on I, and J ⊆ I is an f-set in (I, ). The restriction of to J is . Define φ :
Then φ is surjective, with φ(i) φ(j) when i, j ∈ I with i j, as in Definition 5.2.
An (I, )-configuration gives the same (L, )-configuration in two ways.
Lemma 5.4. In the situation of Definition 5.3, suppose A is an abelian category, and
and ψ, and (σ,ι,π) the (L, )-subconfiguration from (σ,ι,π). Then (σ,ι,π) = (σ,ι,π).
Our third construction is a kind of converse to Lemma 5.4.
Theorem 5.5. In the situation of Definition 5.3, let A be an abelian category,
and ψ, and (σ,ι,π) to be the (L, )-subconfiguration from (σ,ι,π).
Suppose (σ,ι,π) = (σ,ι,π). Then there exists an (I, )-configuration (σ, ι, π) in A, unique up to canonical isomorphism, such that (σ ′ , ι ′ , π ′ ) is its (J, )-subconfiguration, and (σ,ι,π) its quotient (K, )-configuration from φ.
Proof. We divide the proof into the following five steps:
Step 1. Characterize (I, ) s-sets.
Step 2. Define σ(B) for all (I, ) s-sets, and some morphisms ι(B, C).
Step 3. Define ι(B, B ′ ) for all (I, ) s-sets B ⊆ B ′ ⊆ I, and prove ι = ι • ι.
Step 4. Let S B be the subobject represented by ι(B, I) : σ(B) → σ(I) = X for all (I, ) s-sets B. Show that the S B satisfy (9).
Step 5. Apply Theorem 4.2 to construct (σ, ι, π), and complete the proof.
Step 1. The proof of the next lemma is elementary, and left as an exercise.
Lemma 5.6. In the situation above, let B ⊆ I be an s-set in (I, ). Define
Define A = φ −1 (P ) and C = φ −1 (R). Then P ⊆ R are (K, ) s-sets, and
Here P, R are the largest, smallest (K, ) s-sets with φ −1 (P ) ⊆ B ⊆ φ −1 (R).
Step 2. Let B be an (I, ) s-set, and use the notation of Lemma 5.6. As
Choose σ(B) ∈ A and ι(B, C) : σ(B) → σ(C) =σ(R) to be a kernel for (23). If B = φ −1 (Q) for some (K, ) s-set Q then B = C and (23) is zero, and we choose σ(B) =σ(R) and ι(B, C) = id σ(B) . Define ι(B, I) =ι(R, K) • ι(B, C).
Step 3. Let B ⊆ B ′ be (I, ) s-sets. Use the notation of Lemma 5.6 for B, and
in the obvious way. Then P ⊆ P ′ , R ⊆ R ′ , and so on. We have
using Definition 4.1(C), (D), and the definition of ι(B, C).
The proof of (11) from (10) then gives
Step 4. Set X = σ(I) =σ(K), and for each (I, ) s-set B let S B ⊂ X be subobject represented by ι(B, I) : σ(B) → σ(I) = X. We must prove that these S B satisfy (9) . The first two equations of (9) 
As (σ,ι,π) is a configuration we see that
Thus there is a uniqueĥ :
and
proving the second equation in the same way using B ′′ , C ′′ , . . ..
by (25). Composing (26) with π ′ (F \ E,F \ F ) and using Definition 4.1(C) shows thatπ(R,R \ R) •ĥ = 0. Butι(R,R) is the kernel ofπ(R,R \ R), sô h =ι(R,R) •h for some uniqueh : U →σ(R) = σ(C).
Substitutingĥ =ι(R,R) •h into (26) and using Definition 4.1(D) gives
is injective. Thus, as ι(B, C) is the kernel of (23), there is a unique h :
Recall the definition of i, j, U, V, a, . . . , e above. By (24) we have
Since e is injective this gives c • ι(B, B ′ ) = d • ι(B, B ′′ ), and hence
factoring via σ(B ′ )⊕σ(B ′′ ). So by (2) there is a unique m : σ(B) → U with Step 5. Theorem 4.2 now constructs an (I, )-configuration (σ, ι, π), unique up to canonical isomorphism, from the S B . It follows from the construction of the S B that the (J, )-subconfiguration of (σ, ι, π) is canonically isomorphic to (σ ′ , ι ′ , π ′ ), and the quotient (K, )-configuration from φ is canonically isomorphic to (σ,ι,π). It is not difficult to see that we can choose (σ, ι, π) so that these sub-and quotient configurations are equal to (σ ′ , ι ′ , π ′ ) and (σ,ι,π). This completes the proof of Theorem 5.5.
The case when L = {l} is one point will be particularly useful.
Definition 5.7. Let (J, ) and (K, ) be nonempty finite posets with J ∩ K = ∅, and l ∈ K. Set I = J ∪ (K \ {l}), and define a partial order on I by
and a surjective map φ :
Let A be an abelian category, (σ ′ , ι ′ , π ′ ) a (J, )-configuration in A, and (σ,ι,π) a (K, )-configuration in A with σ ′ (J) =σ({l}). Then by Theorem 5.5 there exists an (I, )-configuration (σ, ι, π) in A, unique up to canonical isomorphism, such that (σ ′ , ι ′ , π ′ ) is its (J, )-subconfiguration, and (σ,ι,π) its quotient (K, )-configuration from φ. We call (σ, ι, π) the substitution of (σ ′ , ι ′ , π ′ ) into (σ,ι,π).
Improvements and best configurations
We now study quotient configurations from (I, ), (K, ) when φ : I → K is a bijection. So we identify I, K and regard , as two partial orders on I.
Definition 6.1. Let I be a finite set and , partial orders on I such that if i j then i j for i, j ∈ I. Then we say that dominates , and strictly dominates if , are distinct. Let s be the number of pairs (i, j) ∈ I × I with i j but i j. Then we say that dominates by s steps. Clearly, strictly dominates if and only if s > 0. Also
We shall see below that for distinct , the second two inclusions are strict. For each (I, )-configuration (σ, ι, π) in an abelian category A we have a quotient (I, )-configuration (σ,ι,π), as in Definition 5.2 with φ = id : I → I. We call (σ, ι, π) an improvement or an (I, )-improvement of (σ,ι,π), and a strict improvement if , are distinct. If dominates by s steps we also call (σ, ι, π) an s step improvement of (σ,ι,π).
We call an (I, )-configuration (σ,ι,π) best if there exists no strict improvement (σ, ι, π) of (σ,ι,π). Note that improvements are a special kind of refinement, in the sense of Definition 5.2.
Our first result is simple. An (I, )-configuration (σ, ι, π) cannot have an infinite sequence of strict improvements, as I has finitely many partial orders. Thus, after finitely many steps we must reach an (I, )-configuration with no strict improvements, that is, a best configuration. This gives: Lemma 6.2. Let (I, ) be a finite poset, and (σ, ι, π) an (I, )-configuration in an abelian category A. Then (σ, ι, π) can be improved to a best (I, )-
, for some partial order on I dominated by .
After some preliminary results on partial orders in §6.1, section 6.2 proves a criterion for best configurations in terms of split short exact sequences.
Partial orders , where dominates
We study partial orders , on I where strictly dominates .
Lemma 6.3. Let , be partial orders on a finite set I, where strictly dominates . Then there exist i, j ∈ I with i j and i j, such that there exists no k ∈ I with i = k = j and i k j. Also {j}, {i, j} ∈ G (I, ) \ G (I, ) and {i, j}, {i} ∈ H (I, ) \ H (I, ) .
Proof. As strictly dominates there exist i, j ∈ I with i j and i j. Suppose there exists k ∈ I with i = k = j and i k j. Then as i j either (a) i k, or (b) k j. In case (a) we replace j by k, and in case (b) we replace i by k. Then the new i, j satisfy the original conditions, but are 'closer together' than the old i, j. As I is finite, repeating this process finitely many times we reach i, j for which there exists no such k. Equation (29) 
If
dominates by s steps, we can interpolate a chain of s + 1 partial orders differing by one step. 
Best (I, )-configurations and split sequences
We now prove a criterion for best (I, )-configurations. First we decompose certain objects σ(J ∪ K) as direct sums σ(J) ⊕ σ(K). Proposition 6.6. Suppose (I, ) is a finite poset, A an abelian category, and (σ, ι, π) an (I, )-configuration in A. Let J, K ∈ F (I, ) with j k and k j for all j ∈ J and k ∈ K. Then J ∪ K ∈ F (I, ) is an f-set and there is a canonical
Proof. The conditions on J, K imply that Recall from Definition 2.2 that a short exact sequence 0
Proposition 6.7. Suppose (I, ) is a finite poset, A an abelian category, and (σ, ι, π) an (I, )-configuration in A which is not best. Then there exist i = j ∈ I with i j but there exists no k ∈ I with i = k = j and i k j, such that the following short exact sequence is split:
Proof. As (σ, ι, π) is not best it has a strict (I, )-improvement (σ ′ , ι ′ , π ′ ), for some dominated by . Let i, j be as in Lemma 6.3. Then i = j as i j, and there exists no k ∈ I with i = k = j and i k j. As i j, j i Proposition 6.6 shows that σ
. Proposition 6.6 and equalities between ι, ι ′ and π, π ′ show that the diagram
is an isomorphism. Therefore by (1), the short exact sequence (6) is split.
We classify improvements for a two point indexing set K = {i, j}.
Lemma 6.8. Define partial orders , on K = {i, j} by i i, i j, j j, i i and j j. Let (σ, ι, π) be a (K, )-configuration in an abelian category A.
Then there exists a
(K, )-improvement (σ ′ , ι ′ , π ′ ) of (σ, ι,
π) if and only if the short exact sequence (31) is split, and then such
Proof. If there exists a (K, )-improvement of (σ, ι, π) then (31) is split by Proposition 6.7, which proves the 'only if' part. For the 'if' part, suppose (31) is split. Then we can choose morphisms ι
for some unique f ∈ Hom(σ({j}), σ({i})), and every f ∈ Hom(σ({j}), σ({i})) gives a (K, )-improvement. This establishes a 1-1 correspondence between
Here is the converse to Proposition 6.7. Proof. Set K = {i, j}, and let (σ,ι,π) be the (K, )-subconfiguration of (σ, ι, π). As (31) is split, Lemma 6.8 shows that there exists a (K, )-improvement (σ ′ , ι ′ , π ′ ) of (σ,ι,π). Then (σ, ι, π) and (σ ′ , ι ′ , π ′ ) satisfy the conditions of Theorem 5.5 with φ = id, I in place of K, and K in place of both J and L. Therefore Theorem 5.5 gives the (I, )-improvement (σ,ι,π) that we want.
For the last part, note that every (I, )-improvement (σ,ι,π) of (σ, ι, π) may be constructed this way, taking (σ ′ , ι ′ , π ′ ) to be the (K, )-subconfiguration of (σ,ι,π). Thus, uniqueness up to canonical isomorphism in Theorem 5.5 shows that such improvements (σ,ι,π) up to canonical isomorphism are in 1-1 correspondence with (K, )-improvements (σ ′ , ι ′ , π ′ ) of (σ,ι,π). But Lemma 6.8 shows that these are in 1-1 correspondence with Hom σ({j}), σ({i}) . If this criterion holds, it also holds for any subconfiguration of (σ, ι, π), giving: Corollary 6.11. Suppose (σ, ι, π) is a best (I, )-configuration in an abelian category A. Then all subconfigurations of (σ, ι, π) are also best.
Further topics
We finish with short discussions of five other subjects. Section 7.1 studies the classes of the objects σ(J) in the Grothendieck group K 0 (A), and §7.2 configurations in exact categories. Interpretations of (I, )-configurations in terms of flasque sheaves on I are given in §7.3, and as functors F : C (I, ) → A for a category C (I, ) constructed from (I, ) in §7.4- §7.5. Finally, §7.6- §7.7 show that (I, )-configurations in an abelian or exact category A form an exact category Conf (I, , A).
Configurations and K 0 (A)
Let A be an abelian category and K 0 (A) its Grothendieck group, as in Definition 2.2. Let (σ, ι, π) be an (I, )-configuration in A. Then each object σ(J) for J ∈ F (I, ) has a class [σ(J)] in K 0 (A). The following proposition shows how these classes are related. 
Proof. Combining Definitions 2.2 and 3.1(A) shows that
Define κ :
As {i} ∈ F (I, ) for all i ∈ I this is well-defined, and also any κ satisfying [σ(J)] = j∈J κ(j) for J ∈ F (I, ) has
We then easily prove [σ(J)] = j∈J κ(j) for all J ∈ F (I, ) by induction on |J|, completing the proof.
Configurations in exact categories
Let (B, E) be an exact category, as in §2.4. Then Definition 4.1 makes sense in (B, E): we take σ(J) ∈ Obj(B), ι(J, K), π(J, K) ∈ Mor(B), and use E to say what it means for (6) to be exact. Thus we have a concept of a (I, )-configuration in an exact category (B, E). If B is embedded in an abelian category A, then an (I, )-configuration (σ, ι, π) in (B, E) is just an (I, )-configuration in A with σ(J) ∈ Obj(B) for all J ∈ F (I, ) .
Here is an interesting example we will study in [3, 4, 5] . Let P be a projective K-scheme over an algebraically closed field K. Then the abelian category coh(P ) of coherent sheaves on P contains as a subcategory the exact category vect(P ) of vector bundles on P (that is, locally free sheaves on P of finite rank). Thus we can form (I, )-configurations of vector bundles on P , which will be useful tools for studying stability of vector bundles on P .
All the material of §3- §6 extends simply to exact categories (B, E). In particular, subconfigurations and quotient configurations in §5 are well-defined in (B, E). Less trivial is the extension of Theorem 5.5 to exact categories: Proof. Theorem 5.5 applies in the abelian category A, and yields an (I, )-configuration (σ, ι, π) in A. We must show that σ(J) ∈ Obj(B) for all J ∈ F (I, ) , so that (σ, ι, π) is a configuration in (B, E). The theorem then holds in (B, E), independently of the the choice of enveloping abelian category A.
As
And as (σ,ι,π) is the quotient (K, )-configuration of (σ, ι, π) from φ we have σ({i}) =σ({i}) ∈ Obj(B) for i ∈ I \J = K \L. Hence σ({i}) ∈ Obj(B) for all i ∈ I. Also σ(∅) = 0 ∈ Obj(B). Hence σ(A) ∈ Obj(B) for all A ∈ F (I, ) with |A| 1.
Suppose by induction that σ(A) ∈ Obj(B) for all A ∈ F (I, ) with |A| k, for 1 k < |I|. Let B ∈ F (I, ) with |B| = k + 1, let i be -maximal in B, and set A = B \ {i}. Then (A, B) ∈ G (I, ) , so (6) gives a short exact sequence
by induction, and σ({i}) ∈ Obj(B) from above, and B is closed under extensions as it is an exact category. Therefore σ(B) ∈ Obj(B). So by induction σ(A) ∈ Obj(B) for all A ∈ F (I, ) , and (σ, ι, π) is an (I, )-configuration in (B, E).
Configurations and flasque sheaves
We briefly describe an alternative point of view on configurations, explained to me by Tom Bridgeland. Let (I, ) be a finite poset, and (σ, ι, π) an (I, )-configuration in an abelian category A. Then as in §3 the q-sets in I are the open sets of a topology on I.
It can be shown that the data σ(J) and π(J, K) : σ(J) → σ(K) for all q-sets I ⊇ J ⊇ K comprises a flasque sheaf S on I with the q-set topology, with values in A. The rest of the data (σ, ι, π) can be reconstructed, up to canonical isomorphism, from the σ(J) and π(J, K) for q-sets J, K -this is essentially Theorems 4.2 and 4.5 with s-sets replaced by q-sets.
The f-sets J ⊆ I are the locally closed sets in the q-set topology. In fact, a topology on a finite set I comes from a (unique) partial order if and only if every point is locally closed. For f-sets J we interpret σ(J) as the sections of S near J locally supported on J.
Alternatively, we can take the s-sets to be the open sets of a topology on I, which is more compatible with §3 and §4. Then (σ, ι, π) is equivalent to a flasque cosheaf with values in A, or equivalently, a flasque sheaf with values in the opposite category A
• . Probably one could use this to reduce parts of our theory to known facts on sheaves, and so shorten the proofs. In particular, Theorems 4.2 and 5.5 look like instances of general sheaf results. But I have been unable to find appropriate references. Note however that Bac lawski [1, §1] studies sheaves on posets with the q-set topology. He calls q-sets increasing subsets, or order filters.
7.4 Compositions of morphisms ι( * , * ), π( * , * )
In §7.5 we shall show that an (I, )-configuration (σ, ι, π) in A is equivalent to an exact functor F : C (I, ) → A for C (I, ) a category constructed using (I, ). As a preparation for this, we must first study the collection of morphisms f : σ(A) → σ(B) obtained by compositions of morphisms ι( * , * ), π( * , * ). The results below and in §7.5 are elementary and will not be used in the sequels [3, 4, 5] , so to save space we leave all proofs as an exercise for the reader. Here we assume Definition 7.6. Let (I, ) be a finite poset. For A, B, C ∈ F(I, ), define T (A, B, C) to be the set of triples (J, K, L) with J ∈ P(A, B), K ∈ P(B, C), L ∈ P(A, C), and L ⊆ J ∩ K.
Let J ∈ P(A, B) and K ∈ P(B, C). Then (J, B) ∈ G(I, ) and (B, K) ∈ H(I, ), so (J, J ∩ K) ∈ H(I, ) and (J ∩ K, K) ∈ G(I, ) by Definition 4.1(d). Also (A, J) ∈ H(I, ) and (K, C) ∈ G(I, ), so (A, J ∩K) ∈ H(I, ) and (J ∩K, C) ∈ G(I, ) by Definition 4.1(b),(c). Thus J ∩ K is a disjoint union of L ∈ P(A, C) by Proposition 7.5. Hence by definition of T (A, B, C) we have
L, for J ∈ P(A, B) and K ∈ P(B, C).
Using Proposition 7.5 and Definition 4.1(B),(C) then gives
Configurations as functors
We shall now show that an (I, )-configuration (σ, ι, π) in A is equivalent to an exact functor F : C (I, ) → A for a certain category C (I, ) .
Definition 7.7. Let (I, ) be a finite poset, and K be a field. Define a category C (I, ) to have objects Obj(C (I, ) ) = F (I, ), the set of f-sets of (I, ), and morphisms Mor(C (I, ) ) given by Hom C(I, ) (A, B) = f : P(A, B) → K , the set of functions from P(A, B) to K, for A, B ∈ F(I, ). Then Hom C(I, ) (A, B) is a vector space over K. Let A, B, C ∈ F(I, ) and f ∈ Hom C(I, ) (A, B), g ∈ Hom C(I, ) (B, C), so f, g map P(A, B), P(B, C) → K. Define the composition g • f ∈ Hom C(I, ) (A, C) by
Then composition of morphisms is bilinear over K. Define the identity morphism id A for A ∈ F(I, ) by id A (J) = 1 for all J ∈ P(A, A). For (A, B) ∈ G(I, f and g, and β(A, D) is a cokernel for α(C, A) , and g is a kernel for β(B, E). That is, C (I, ) satisfies Definition 2.1(iv). Hence kernels and cokernels exist, and exact sequences make sense, in C (I, ) .
The following analogues of Definition
The theorem shows that C (I, ) satisfies parts (i), (ii) and (iv) of Definition 2.1, but it does not satisfy part (iii) if I = ∅, as C (I, ) is not closed under direct sums. Therefore C (I, ) is not an abelian category. One can define a natural abelian category containing C (I, ) by a kind of tensor product of C (I, ) with the category of finite-dimensional vector spaces over K, but we will not do this.
The assumption in Definition 7.7 that K is a field is needed to prove the statements on kernels and cokernels in the theorem. In particular, they do not hold for K = Z. Now we define the functor F : C (I, ) → A associated to (σ, ι, π). Definition 7.9. Let (I, ), K and C (I, ) be as in Definition 7.7. Suppose that A is a K-linear abelian category, and (σ, ι, π) an (I, )-configuration in A. Define F : C (I, ) → A by F (A) = σ(A) for A ∈ Obj(C (I, ) ) = F (I, ), and for f ∈ Hom C(I, ) (A, B) define F (f ) ∈ Hom A σ(A), σ(B) by The theorem provides the motivation for Definitions 7.7 and 7.9. In particular, the composition rule (35) for morphisms in C (I, ) follows from (34) and (36).
To study (I, )-configurations in an abelian category A which is not K-linear over some field K, we can define C (I, ) using K = Z in Definition 7.7. Then C (I, ) is still a category, and F : C (I, ) → A is well-defined in Definition 7.9. However, as kernels and cokernels do not exist for all morphisms in C (I, ) , we need to be more careful about what we mean by F being an exact functor.
The constructions of §5 can be explained in this functorial notation. If (σ, ι, π) is an (I, )-configuration and (σ ′ , ι ′ , π ′ ) its (J, )-subconfiguration for J ∈ F (I, ) , and This is an equivalence of categories, and so a functor from the left hand side to A induced by (σ,ι,π), (σ ′ , ι ′ , π ′ ), extends to a functor from the right hand side, uniquely up to canonical isomorphism.
If A is K-linear then Hom(X, Y) is a K-vector space and composition is bilinear, which will prove Comp(A) is K-linear once we have verified (ii)-(iv). For (ii), the zero object is (0, 0, 0, 0, 0). For (iii), direct sums are given by
with ι X : X → X ⊕ Y equal to (ι X1 , ι X2 , ι X3 ), and so on. As j • i = ψ 1 and ψ 1 is injective, we see that i is injective. Since j • i = g 1 and g 1 is surjective, j is surjective. We claim i • f 1 is a kernel for j. Suppose is a short exact sequence in PConf (I, , A) with (σ 1 , ι 1 , π 1 ), (σ 3 , ι 3 , π 3 ) in Obj (Conf (I, , A) ). We must show that (σ 2 , ι 2 , π 2 ) ∈ Conf (I, , A).
Let (J, K) ∈ G (I, ) and set L = K \J. Then we have a commutative diagram
in A, with the columns and first and last rows exact. The proof of Proposition 7.12 now shows that the middle row is exact. As this holds for all (J, K) ∈ G (I, ) , (σ 2 , ι 2 , π 2 ) is an (I, )-configuration, and Conf (I, A) is closed under extensions. This completes the proof.
Using the ideas of §7.2, it is easy to generalize this to show that if (B, E) is an exact category then the category Conf (I, , B) of (I, )-configurations in B is also an exact category.
Let (J, ) be another finite poset. Then we can study (J, )-configurations in the exact category Conf (I, , A) , that is, (J, )-configurations of (I, )-configurations in A. The category Conf J, , Conf (I, , A) of such 'configurations of configurations' is an exact category from above, so we can iterate this process indefinitely.
Define K = I × J, and a partial order on K by (i, j) (i ′ , j ′ ) if i i ′ and j j ′ . Then it can be shown that (J, )-configurations of (I, )-configurations in A are essentially the same thing as (K, )-configurations in A. To be more precise, there is a natural forgetful functor Conf (K, , A) → Conf J, , Conf(I, , A) which is an equivalence of categories, since each (K, )-configuration induces a unique (J, )-configuration of (I, )-configurations, and conversely each (J, )-configuration of (I, )-configurations comes from a (K, )-configuration which is unique up to canonical isomorphism.
One moral of this is that (I, )-configurations are a useful, universal idea, since operations on configurations such as those of §5, or these 'configurations of configurations', tend to produce (K, )-configurations for another finite poset (K, ), rather than some more general object. We will see more examples of this in [4, 5] , where we show that the transformations of moduli spaces of stable (I, )-configurations under change of stability condition can be fully described in terms of moduli spaces of (K, )-configurations, making configurations a good tool for understanding stability.
