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While Deep Neural Networks (DNNs) have recently achieved impressive results
on many classification tasks, it is still unclear why they perform so well and how
to properly design them. It has been observed that while training and testing
deep networks, some ideal conditions need to be met in order to achieve impressive
performance. In particular, an abundance of training samples is required. These
training samples should be lossless, perfectly labeled, and spanning various classes
in a balanced way. A lot of empirical results suggest that deviating from such ideal
conditions can severely affect the performance of DNNs.
In this dissertation, we analyze each of these individual conditions to understand
their effects on the performance of deep networks. Furthermore, we devise mitigation
strategies when the ideal conditions may not be met.
We, first, investigate the relationship between the performance of a convolu-
tional neural network (CNN), its depth, and the size of its training set. Designing
a CNN is a challenging task and the most common approach to picking the right
architecture is to experiment with many parameters until a desirable performance
is achieved. We derive performance bounds on CNNs with respect to the network
parameters and the size of the available training dataset. We prove a sufficient
condition —polynomial in the depth of the CNN— on the training database size
to guarantee such performance. We empirically test our theory on the problem of
gender classification and explore the effect of varying the CNN depth, as well as the
training distribution and set size. Under i.i.d. sampling of the training set, we show
that the incremental benefit of a new training sample decreases exponentially with
the training set size.
Next, we study the structure of the CNN layers, by examining the convolutional,
activation, and pooling layers, and showing a parallelism between this structure
and another well-studied problem: Convolutional Sparse Coding (CSC). The sparse
representation framework is a popular approach due to its desirable theoretical
guarantees and the successful use of sparse representations as feature vectors in
machine learning problems. Recently, a connection between CNNs and CSC was
established using a simplified CNN model. Motivated by the use of spatial pooling
in practical CNN implementations, we investigate the effect of using spatial pooling
in the CSC model. We show that the spatial pooling operations do not hinder the
performance and can introduce additional benefits.
Then, we investigate three of the ideal conditions previously mentioned: the
availability of vast amounts of noiseless and balanced training data. We overcome
the difficulties resulting from deviating from this ideal scenario by modifying the
training sampling strategy. Conventional DNN training algorithms sample training
examples in a random fashion. This inherently assumes that, at any point in time, all
training samples are equally important to the training process. However, empirical
evidence suggests that the training process can benefit from different sampling
strategies. Motivated by this objective, we consider the task of adaptively finding
optimal training subsets which will be iteratively presented to the DNN. We use
convex optimization methods, based on an objective criterion and a quantitative
measure of the current performance of the classifier, to efficiently identify informative
samples to train on. We propose an algorithm to decompose the optimization
problem into smaller per-class problems, which can be solved in parallel. We test
our approach on benchmark classification tasks and demonstrate its effectiveness in
boosting performance while using even fewer training samples. We also show that
our approach can make the classifier more robust in the presence of label noise and
class imbalance.
Finally, we consider the case where testing (and potentially training) samples are
lossy, leading to the well-known compressed sensing framework. We use Generative
Adversarial Networks (GANs) to impose structure in compressed sensing problems,
replacing the usual sparsity constraint. We propose to train the GANs in a task-aware
fashion, specifically for reconstruction tasks. We show that it is possible to train
our model without using any (or much) non-compressed data. We also show that
the latent space of the GAN carries discriminative information and can further be
regularized to generate input features for general inference tasks. We demonstrate
the effectiveness of our method on a variety of reconstruction and classification
problems.
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In recent years, deep neural network approaches have been widely adopted
for machine learning tasks, including classification [1, 2]. However, many important
questions remain as open problems, such as why they perform so well, how to properly
design them, how they work, and their limitations. In this dissertation, we attempt
to obtain a better understanding of deep networks using techniques from statistical
learning and sparse coding, and push the limits of these networks by straying away
from ideal train-time and inference-time conditions. While we mostly limit ourselves
to classification problems, most of the techniques we develop can be extended for
other supervised learning tasks such as verification.
In an ideal scenario, a deep network is trained using an abundance of training
samples. These training samples are complete (i.e., not lossy), perfectly labeled, and
all classes are balanced and equally represented. At inference time, no adversary can
manipulate the input to the network.
1
1.2 Outline
We begin this dissertation by seeking a deeper understanding of this ideal
scenario. We focus on Convolutional Neural Networks (CNNs), which are forms
of deep networks most often used for computer vision classification problems [2].
Our objective is to answer the following questions: In the case of CNNs, what is
an abundance of training samples? How do we a pick a suitable network depth?
When designing a CNN, the most common approach is to experiment with the
depth (and many other parameters), until a suitable model is found. It is known
that if the CNN is too shallow, then it may not correctly represent the underlying
relationship between the input and its corresponding class (i.e., under-fit). If it is
too deep, however, it may follow irrelevant properties of the dataset on which it is
trained (i.e., over-fit). In Chapter 2 of this dissertation, we derive bounds on the
performance of CNNs as a function of the network parameters and the number of
available training data points. This can be insightful when trying to design a CNN
architecture. While deriving this bound, we assume that the training data is sampled
in an i.i.d. fashion, which is usually the case in most practical applications. We
show that the number of examples sufficient for a desired generalization performance
grows polynomially with the complexity of the network model. This bound can
also be used to find the incremental benefit that one new random example adds to
the generalization performance. We show that, under i.i.d. sampling, this benefit
decreases exponentially with the training set size.
Keeping our focus on investigating the ideal training and inference conditions
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for deep networks, we offer a different insight into CNNs in Chapter 3, this time
examining the design of their layers. Our work in this chapter is based on the
surprising connection between CNNs and Convolutional Sparse Coding (CSC), which
was made in [3]. Specifically, it was shown that the forward pass of the CNN,
which computes the representation of an input vector, is well approximated by
a series of CSC steps, which we will define later in the dissertation. However,
the CNN model considered in [3] does not include the spatial pooling operation,
widely used in the best-performing CNN architectures [1, 2]. In this chapter, we
investigate the theoretical benefits of adding spatial pooling layers after the CSC
steps. Our work bridges the gap between the deep CSC model proposed in [3] and
CNN architectures used in practice. In addition to the known benefits (such as
translation invariance [4,5]), we show that inserting pooling layers does not cause
loss in performance while decreasing the dimensionality of the involved vectors and
introducing additional benefits such as noise suppression and preventing codes from
becoming too sparse. This offers some justification to the most commonly used and
successful CNN architectures which often consist of stacking convolutional filters,
rectified linear unit (ReLU) activations, and spatial (usually max) pooling [6, 7].
As previously mentioned, under the i.i.d. sampling of training examples, we
witness an exponential decrease in the incremental benefit of a data point. To
counteract this effect it is clear that the i.i.d. sampling requirement needs to be
changed. In Chapter 4, we present techniques for a judicious selection of new
training examples by exploiting the cumulative knowledge gained by the network
from previous examples. Specifically, rather than passively accepting examples
3
generated by some unknown external distribution, we seek to actively and iteratively
find optimal subsets of training examples to present to the network. Our results
indicate that careful selection and ordering of training samples can lead to improved
performance, compared to sampling training data at random. We also show that our
approach makes the classifier more robust in the presence of label noise and class
imbalance. This chapter addresses the limitations of deep networks when one or
more of the following three ideal conditions is not met: abundance of training data,
clean training labels, and class balance. It also develops solutions to overcome these
problems.
In Chapter 5, we relax the completeness assumption on the network input,
and assume that, at inference time (and potentially training time as well), samples
are lossy or compressed. This leads us to the field of compressed sensing which has
impressive applications, such as rapid magnetic resonance imaging [8], single-pixel
camera [9] and UAV systems, among others. The core problem of compressed sensing
is that of efficiently reconstructing a signal from an under-determined linear system
of noisy measurements. In this chapter, we extend the work in [10], in which a
generative model was used and the unknown signal was assumed to be the output
of this model. We propose to train the generative model specifically for the task of
recovering compressed measurements. This makes it task-aware, and improves the
compressed sensing performance. Our approach also addresses the case where no
or very little non-compressed data is available for training, by complementing the
training set with compressed training data.
The last ideal condition for training and deploying a deep network classifier
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deals with the absence of an adversary which can manipulate inputs at inference time.
In fact, deep neural networks have been shown to be susceptible to adversarial attacks
[11,12]. These attacks come in the form of adversarial examples : carefully crafted
perturbations added to a legitimate input sample. In the context of classification,
these perturbations cause the legitimate sample to be misclassified at inference
time [11–14]. Such perturbations are often small in magnitude and do not affect
human recognition but can drastically change the output of the classifier. An
approach very similar to the one adopted in Chapter 5 can be used to diminish the
effect of the adversarial perturbation. We can leverage the representative power of
Generative Adversarial Networks (GANs) [15] by projecting input images onto the
range of the GAN’s generator prior to feeding them to the classifier. We expect that
legitimate samples will be close to some point in the range of the generator, whereas
adversarial samples will be further away from it. Furthermore, “projecting” the
adversarial examples onto the range of the generator can have the desirable effect
of reducing the adversarial perturbation. The projected output, computed using
Gradient Descent (GD), is fed into the classifier instead of the original (potentially
adversarially modified) image. This work will not be discussed in this dissertation




• In Chapter 2, we derive performance bounds on CNNs with respect to the
network parameters and the size of the available training dataset.
– We prove a sufficient condition, polynomial in the depth of the CNN, on
the training database size to guarantee a certain performance.
– We extend the bound to the case where the training and testing dis-
tributions are slightly different, and show how it changes as the two
distributions diverge.
• In Chapter 3, we investigate the theoretical benefits of spatial pooling layers.
– We show that spatial pooling layers, while being lossy operations, do not
hinder performance.
– We also demonstrate that the addition of pooling can introduce additional
benefits such as reducing the dimensionality of involved vectors, slight
translation invariance, and noise suppression.
– Finally, we show that the pooling layers allow CNNs (and CSC models)
to be very deep by preventing codes from becoming too sparse.
• In Chapter 4, we present strategies to make optimal use of the available training
data. We introduce an adaptive selection algorithm to choose batches of training
samples which meet four criteria: class balance, diversity, representativeness,
and classifier uncertainty.
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– We propose a novel class balancing algorithm which uses feedback from
the classifier to allot a subset of training samples to each class.
– We use convex optimization techniques to identify a per-class near-optimal
batch which meets the remaining three criteria.
– We empirically show that this selection method leads to improved perfor-
mance of CNNs.
– Our results also suggest that using our selection algorithm can add ro-
bustness in the case of class imbalance and label noise in the training
data.
• In Chapter 5, we introduce techniques to reconstruct lossy images using GANs.
– We train a GAN in a task-aware fashion allowing it to be specifically
optimized for the reconstruction task. We show that this consistently
improves the reconstruction error compared to state-of-the-art methods.
– We introduce a novel algorithm to train the GAN using a combination of
a small number of (or no) non-lossy data and a larger set of lossy training
data.
– We show that the latent space of the GAN can be regularized and used
for various supervised inference tasks.
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Chapter 2: On the size of convolutional neural networks and general-
ization performance
2.1 Overview
Convolutional Neural Networks (CNNs) are now widely used for classification
problems due to their state-of-the-art performance (see, e.g., [1, 2]). However,
one important challenge, which remains an open problem, is how to size them
appropriately. In this chapter, we try to address this problem by investigating the
relationship between the depth of a CNN and its generalization performance using
approaches from statistical learning theory.
Recently, CNNs have drawn much needed attention, and a lot of empirical
work has attempted to understand why they perform so well [17,18] as well as how
to properly design them [19, 20]. However, from a theoretical perspective, CNNs
are still not completely understood. While theoretical results on deep architectures
exist [21–24], they are almost always restricted to feedforward neural networks.
In this chapter, we investigate the effect of CNN depth on its generalization
performance. Specifically, we ask the question of how to pick a suitable CNN depth
given a training database size. We assume that the examples are drawn according
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to an arbitrary, fixed, probability distribution, and that the learning algorithm will
produce a CNN which will correctly predict on a substantial fraction of the training
set. We are concerned with how the same CNN will perform on unseen (testing)
samples, drawn from the same, or a slightly different, distribution. Our work is
based on the VC dimension, which was first introduced in [25, 26] and provides
a mathematical foundation for answering such questions. We follow an approach
similar to [21], which is specific to feedforward networks, but extend it for the case
of CNNs. We restrict our study to the problem of binary classification in which the
set of possible labels contains only two elements, e.g., 0 and 1.
We show that, if the training and testing sampling distributions are the same, a
sufficient condition to guarantee valid generalization is for the CNN training set size
to be some constant times d4 where d is the depth of the convolutional layers. We
also show how to generalize the condition when the training and testing distributions
are different. We empirically demonstrate that these conditions are sufficient but
often not necessary, and examine the behavior of the testing error as we vary the
CNN depth, as well as the training distribution and set size.
The chapter is organized as follows: Section 2.2 introduces the CNN model
architecture under consideration, Section 2.3 develops the mathematical framework
as well as the theoretical results, and finally, Section 4.3 provides experimental results
on the binary problem of gender classification.
9
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Figure 2.1: Model architecture.
2.2 Model architecture
In this work, we consider a model architecture similar to the one presented
in [7]. As shown in Figure 2.1, a CNN of depths (d, d′) consists of d convolutional
layers and d′ fully connected layers. The l-th layer of a CNN is composed of the
following:
(i) a filter bank sublayer, which takes as input xl, a 3D array with nl1 2D feature
maps of size nl2 × nl3 each, and outputs a 3D array with ml1 2D feature maps of
size ml2×ml3 each. The size of the output maps is determined by the size f l1×f l2
of the convolution filters and is given by ml2 = n
l
2− f l1 + 1 and ml3 = nl3− f l2 + 1.
Filter klij connects the i-th input feature map x
l











The filters and the coefficients {alj} are trainable parameters.






(iii) a pooling and subsampling sublayer, which keeps the maximum (or the average)
from each pl × pl window and outputs ȳl.






wpq · ȳli,j+p,k+q, (2.3)




















The d′ fully connected layers have a fixed structure and trainable weights Wf . In
the rest of the chapter, we will assume that d′ is fixed and study the effect of varying
d on the classifier’s generalization performance. As mentioned earlier, we restrict
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our study to binary classification, i.e., CNNs which implement a function that maps
samples from the input domain I, to a boolean value in {0, 1} .
2.3 Relationship between depth and generalization performance
2.3.1 Problem formulation
In this chapter, we are interested in characterizing how the depth of a CNN
affects its generalization performance. Formally, we let Cd be the set of convo-
lutional neural networks with d convolutional layers, for some fixed values of
{nl1, nl2, nl3,ml1, f l1, f l2, pl, gl}dl=1, as defined in section 2.2 above. This set includes
all such CNNs realized by varying the parameters {alj, klij}i,j,l ∪ {Wf}. As with any
supervised learning algorithm, a CNN learning algorithm starts with a training set
S = {x1, x2, . . . , x|S|} ⊆ I, assumed to be drawn at random according to a fixed but
arbitrary distribution DS on the input domain I. The aim of the algorithm is to
find a suitable CNN c ∈ Cd which agrees with the ground truth, or target, hypothesis
h∗ : I → {0, 1} as much as possible. It is assumed that the true labels of the training
samples, i.e., h∗(x1), h
∗(x2), . . . , h
∗(x|S|), are known. As such, the resulting CNN c






1 (hc(xi) 6= h∗(xi)) , (2.5)
where 1(.) is the indicator function and hc(.) is the boolean function implemented by
the CNN c. Clearly, êS(c) is a random variable since the set S is chosen at random.
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However, if the learning algorithm is designed properly, êS(c) will tend to be small.
This does not, however, provide any guarantee as to how the CNN classifier will
perform on test samples. We assume that testing samples are drawn at random
according to a distribution DT . We are thus interested in the average performance
of c on these new samples:
eT (c) , PrDT [hc(x) 6= h∗(x)] , (2.6)
where x is a random sample picked according to DT .
2.3.2 Same training and testing distribution
We first look at the case when the training and testing sampling distributions
are the same, i.e., DS ∼ DT . As previously stated, a CNN c (or its corresponding
boolean function hc(.)), which is accurate on the training set (i.e., has small êS(c)),
might not necessarily be accurate on new examples which are not in the training
set, even if the new examples are drawn from the same distribution. In this case, we
are interested in performance guarantees on eT (c) = eS(c), whenever êS(c) is small.
To this end, we first state Lemma 2.1 which computes the VC dimension of CNNs
of convolutional depth d. The VC dimension of a set of binary functions, is the
maximum number m of vectors which can be separated into two classes in all 2m
ways using functions from the set [27].
Lemma 2.1 Let Hd ,
{
hc : I → {0, 1} | c ∈ Cd
}
be the set of boolean functions
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l)2 + (pl)2). Then, the VC dimension of the class of CNNs defined in





≤ α (d · q(d))2 , (2.7)
for some constant α.
Proof: The proof of this Lemma, and all other proofs in this dissertation, can be
found in the Appendix. 
We now state the following theorem on the CNN generalization performance guaran-
tees:
Theorem 2.1 For any 0 < δ < 1, ε > 0, 0 < γ ≤ 1, if S is chosen at random












then, with probability at least 1− δ, for every c ∈ Cd, one of the following will hold:
(i) êS(c) > (1− γ)ε,
(ii) eT (c) = eS(c) ≤ ε, êS(c) ≤ (1− γ)ε.
Theorem 2.1 implies that if condition (2.8) is met, and if the trained CNN c is such
that êS(c) is as small as desired, then we know that, with high probability, c will
exhibit good generalization performance. Let M = max
l=1,...,d
{ml1 · (nl2 − f l1 + 1) · (nl3 −
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f l2 + 1) · (nl1nl2nl3 +ml1(gl)2 + (pl)2)}, then q(d) ≤M · d. From (2.8), we see that, for
proper generalization, the training sample size should be larger than M ′ · d4 where




. Conversely, when designing a CNN, given a fixed training
set size |S|, we know that the CNN is very likely to exhibit good generalization




. We also state
a converse to Theorem 2.1:









(where e denotes the base of the natural logarithm), there exists a CNN c ∈ Cd and a
distribution D such that the expected error of c (w.r.t. D) is at least ε.
2.3.3 Different training and testing distributions
In section 2.3.2 above, we addressed the question of when a CNN is expected
to generalize from |S| training examples chosen according to an arbitrary probability
distributionDS, assuming that test examples are drawn from the same distribution. In
this section, we relax this assumption and allow the training and testing distributions
to be different, DS and DT , respectively. To this end, we define the variation
divergence between the two distributions [28]:
τ , 2 sup
B∈B
|PrDS [B]− PrDT [B]| , (2.10)
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where B is the set of measurable subsets under DS and DT . While we allow the
two distributions to be different, our hope is that they are not too different so that
learning from DS is still somehow relevant for testing on DT . We now reformulate
Theorem 2.1 for the case when τ 6= 0:
Theorem 2.3 Let 0 < δ′ < 1, ε′ > τ , 0 < γ′ ≤ 1. If the training and testing
sets are chosen independently at random according to the distributions DS and DT ,
respectively, such that
|S| ≥ 8






, 2α (d · q(d))2 ln 16













then, with probability at least 1− δ′, for every c ∈ Cd, one of the following will hold:
(i) êS(c) > (1− γ′)ε′,
(ii) eT (c) ≤ ε′, êS(c) ≤ (1− γ′)ε′.
Note that Theorem 2.3 requires that ε′ > τ . As mentioned earlier, we are interested
in the case when τ is small so that the learning is still useful. If τ  ε′, then γ̄ ≈ γ′
and (2.8) and (2.11) are very close. When τ increases, so does the lower bound on




While section 2.3 gives some insight as to how to design CNNs which exhibit
desirable generalization performance, it has been shown that neural networks tend to
perform well with training sets which are smaller than required by the VC dimension
bounds [23]. We therefore attempt to gain a better and more practical understanding
of the problem by designing experiments for gender classification of face images. To
this end, we use three different datasets: Images of Groups (GROUPS) [29], Labeled
Faces in the Wild (LFW) [30], and Facetracer [31]. We resize face images to 64× 64
and normalize them using histogram equalization to correct changes in brightness.
We then use mean-subtraced normalized face images to train CNNs of convolutional
depths 3, 4, and 5. Once the CNN is trained, we classify new face images by resizing
and normalizing them, then applying the learned model to them. We use the Caffe
framework [32] to train and test the CNNs.
2.4.1 Method
For each depth d = 3, 4, 5, we select uniform random subsets of varying sizes
from each training dataset. Since, as noted in Section 2.3.2, a sufficient training
sample size which guarantees good generalization is proportional to d4, we choose
the random training subsets to have sizes |S| = β · d4 for different values of β. Then,
for each depth, dataset, and training subset size, we train a CNN (starting from
a random weight initialization) until we reach a training error êS(c) < 0.05. We
then test the resulting CNN on a testing set T in order to estimate eT (c). For the
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case when the testing and training distributions are the same, we perform 5-fold
cross-validation using the protocol specified in [33] for LFW and GROUPS, and
five random splits for Facetracer. We also perform cross-dataset testing, training on
subsets of one dataset and testing on the other two.
2.4.2 Architectures
As mentioned in section 2.2, each convolutional layer of the CNN is composed
of a filter bank sublayer, a rectification sublayer, a pooling and subsampling sublayer,
and a local contrast normalization sublayer. The rectification sublayers have no
parameters. All pooling sublayers are max-pooling and use 3 × 3 windows. All
local contrast normalization sublayers use 5× 5 windows, except for the first one,
which uses 7× 7 windows. The first layer’s filter bank sublayer consists of a 15× 15
convolution mask applied every 3 pixels, resulting in 96 feature maps. The second
filter bank sublayer has 5× 5 convolution filters with 256 output maps. The third
sublayer uses 3× 3 kernels with 384 feature map outputs. When needed, the fourth
and fifth filter bank sublayers also use 3× 3 kernels, with 512 and 384 output maps,
respectively. The convolutional layers are followed by three fully connected layers.
The first two have 4096 outputs and are each followed by rectification and a 50%
dropout. The last fully connected layer has two outputs. We do not attempt to
optimize the architecture of the CNNs and keep it fixed throughout the experiments,
only varying the convolutional depth d.
18
2.4.3 Results
Since the designed CNNs have different training errors, comparing their testing
accuracies would not be very informative. Instead, we consider the difference between
the testing and training errors. When dataset D1 is used for training and dataset
D2 for testing, we denote this difference by ∆D1,D2.
2.4.3.1 Same training and testing distribution
In the case of the same training and testing distribution, we take the average
across the five cross-validation tests. In general, and as expected, we notice that
∆D1,D1 decreases with the training set size. For instance, Figure 2.2 plots, for depths
d = 3, 4, 5, ∆LFW,LFW and ∆GROUPS,GROUPS vs. the training set size |S| (in logscale).
We note that, when plotted against |S|, ∆LFW,LFW behaves similarly for depths 3 and
4, and the CNNs actually achieve good generalization performance for relatively small
training set sizes. For example, to have ∆LFW,LFW ≤ 0.05, |S| should only be greater
than about 1500. This is much smaller than the bound given in Theorem 2.1 which
is actually very large (in fact, even for d = 1, q(1) is larger than the total number of
images in GROUPS and Facetracer). It also seems to be the same for both d = 3 and
d = 4, which is contrary to what was expected. For d = 5, slight over-fitting seems to
take place, and larger training set sizes are needed to achieve similar generalization
performance as in shallower networks. As seen in the bottom plot, we observe a
similar behavior with GROUPS but the over-fitting is apparent starting from d = 4.
As previously mentioned, while shown to be tight in Theorem 2.2, bounds based on
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the VC dimension tend to be very large as they provide generalization performance
guarantees regardless of the underlying probability distribution on the training and
testing examples, and of the training algorithm used [34]. In fact, Figure 2.3 shows
that while the CNN performance does generally improve with larger training sets,
other aspects, especially the sample distribution, have a considerable effect. For
example, the results seem to suggest that CNNs perform better on LFW gender
classification than on GROUPS gender classification. The training algorithm is
also important as it can restrict the set of realizable CNNs to a subset of Cd. Our
training algorithm uses dropout in the fully connected layers. Dropout is a very
well known technique to reduce overfitting in deep neural networks [35]. However,
CNNs with dropout and without dropout have the same VC dimension and therefore
share the same bounds in Theorem 2.1. Since dropout has become almost standard
in state-of-the-art CNN implementations, we chose to only carry out experiments
using it. However, we naturally expect the over-fitting behavior to be much more
prominent for deep CNNs which do not use dropout.
2.4.3.2 Different training and testing distributions
Theorem 2.3 suggests that more training samples are needed for cross-dataset
testing in order to achieve the same generalization performance compared to when
the training and testing samples have the same distribution. This is shown to be
clearly the case in Figure 2.8. In the top figure, we see that, for depth 3, to achieve
∆D1,D2 < 0.2, for D2 = Facetracer, we need |S| to be greater than 105, 1000, and
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1300, for D1 = Facetracer, LFW, and GROUPS, respectively. Figure 2.8 also shows
that training using the LFW dataset seems to be more “relevant” for testing on
Facetracer. This suggests that the variation divergence τ between the underlying
distributions of Facetracer images and LFW images could be smaller than that
between the distributions of Facetracer and GROUPS images. However, τ cannot be
accurately estimated from finite samples of distributions [28]. We therefore seek a
different approach to quantify the distance between the distributions. We consider
the method proposed in [36] to estimate the KL divergence between distributions
based on k-th nearest neighbor distances. The KL divergence is a non-symmetric
measure of the difference between two probability distributions. According to [36],
given {X1, . . . Xm} and {Y1, . . . , Yp} n-dimensional samples drawn according to two













where νk(i) is the distance between Xi and its k-th nearest neighbor in {Yj}, and
ρk(i) is the distance between Xi and its k-th nearest neighbor in {Xj}j 6=i. The choice
of k trades off bias and variance. While it is true that the number of images available
is relatively small compared to their dimension (64× 64× 3) and therefore, the KL
divergence estimates are not very accurate, we notice that both D̂(DFacetracer||DLFW)
and D̂(DLFW||DFacetracer) are consistently smaller (by a factor of around 3) than
D̂(DFacetracer||DGROUPS) and D̂(DGROUPS||DFacetracer) for different values of k ranging
from 1 to 10. This difference could explain why, when tested on Facetracer, CNNs
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trained using LFW perform better than those trained using GROUPS.
In the bottom plot of Figure 2.8, we notice an over-fitting trend for the cross-
dataset case at depth 4. This is in contrast with the findings when the training and
testing samples have the same distribution. We investigate this on a different dataset
(LFW) and across depths 3, 4 and 5. The results are shown in Figure 2.11. In the
top figure, we see that the generalization performance tends to become worse as the
depth increases, especially for models trained on GROUPS. In the bottom figure,
the x-axis is changed to β (where |S| = β · d4) and we notice that for large β (> 10),
models trained on GROUPS behave similarly across depths. This means that, if to
achieve a certain generalization performance, a training set size β · 34 is needed for
CNNs of depth 3, then approximately β · 44 and β · 54 training samples are needed to
achieve the same level of performance for CNNs of depths 4 and 5, respectively. It
seems that, in this case, the number of samples needed for good generalization scales
with d4 as predicted by the theoretical bound (albeit with a smaller multiplicative
constant). We found similar trends when testing on the GROUPS and Facetracer
datasets as shown in the following figures.
2.5 Concluding remarks
In this chapter, we extended various statistical learning theorems to characterize
the relationship between the depth of a CNN, the size of the training set, and the
generalization performance. We proved that whenever the training and testing
sampling distributions are the same, if the training set size is some constant times
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d4, then the CNN will, with high probability, exhibit good generalization. We also
showed that this bound increases when the training and testing distributions are
different, and characterized it as a function of the variation divergence between the
distributions. We then implemented deep CNNs for the problem of gender recognition
on three well-known datasets. We empirically demonstrated that over-fitting tends
to occur for very deep networks, which will require larger training sets to achieve
generalization performance similar to shallower versions. This is especially the case
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Train: GROUPS, Test: GROUPS, Depth: 3
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Figure 2.3: Generalization performance of CNNs of depths 3 (top) and 4 (bottom)
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Train: LFW, Test: Facetracer, Depth: 4
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Figure 2.4: Generalization performance of CNNs of depths 3 (top) and 4 (bottom)
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Train: Facetracer, Test: Facetracer, Depth: 3
Train: Facetracer, Test: Facetracer, Depth: 4
Train: Facetracer, Test: Facetracer, Depth: 5
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Train: LFW, Test: LFW, Depth: 4
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Train: LFW, Test: LFW, Depth: 5
Train: GROUPS, Test: GROUPS, Depth: 5
Train: Facetracer, Test: Facetracer, Depth: 5
Figure 2.7: Generalization performance of CNNs of depths 3, 4, and 5 trained and
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Train: LFW, Test: Facetracer, Depth: 4
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Train: LFW, Test: Facetracer, Depth: 5
Train: GROUPS, Test: Facetracer, Depth: 5
Train: Facetracer, Test: Facetracer, Depth: 5
Figure 2.8: Generalization performance of CNNs of depths 3, 4, and 5 tested on
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Train: Facetracer, Test: GROUPS, Depth: 4
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Train: Facetracer, Test: GROUPS, Depth: 5
Train: LFW, Test: GROUPS, Depth: 5
Train: GROUPS, Test: GROUPS, Depth: 5
Figure 2.9: Generalization performance of CNNs of depths 3, 4, and 5 tested on
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Train: Facetracer, Test: LFW, Depth: 5
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Figure 2.10: Generalization performance of CNNs of depths 3, 4, and 5 tested on




























Train: Facetracer, Test: LFW, Depth: 3
Train: Facetracer, Test: LFW, Depth: 4
Train: Facetracer, Test: LFW, Depth: 5
Train: GROUPS, Test: LFW, Depth: 3
Train: GROUPS, Test: LFW, Depth: 4



























Train: Facetracer, Test: LFW, Depth: 3
Train: Facetracer, Test: LFW, Depth: 4
Train: Facetracer, Test: LFW, Depth: 5
Train: GROUPS, Test: LFW, Depth: 3
Train: GROUPS, Test: LFW, Depth: 4
Train: GROUPS, Test: LFW, Depth: 5
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Train: LFW, Test: GROUPS, Depth: 3
Train: LFW, Test: GROUPS, Depth: 4
Train: LFW, Test: GROUPS, Depth: 5
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Train: LFW, Test: GROUPS, Depth: 3
Train: LFW, Test: GROUPS, Depth: 4
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Figure 2.13: Generalization performance of CNNs tested on GROUPS and trained
on different datasets.
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Chapter 3: The case for spatial pooling in deep convolutional sparse
coding
3.1 Overview
In this chapter, we continue to investigate the ideal training and inference
conditions for Convolutional Neural Networks (CNNs), this time examining the
design of their layers based on a connection with the Convolutional Sparse Coding
(CSC) model.
The sparse coding framework has been a very popular choice for a signal model,
where one seeks sparse representations for high dimensional signals, on the basis of a
global dictionary. Given a vector X ∈ RN , and a dictionary D ∈ RN×M , the sparse
representation problem can be formulated as finding a sparse vector Γ ∈ RM such
that X = DΓ. In other words, the vector X can be written as a linear combination
of a few columns (or atoms) of D. The sparse coding problem attempts to recover
the sparsest such representation of X, for a fixed dictionary D [37–39]:
min
Γ
‖Γ‖0 s. t. DΓ = X, (3.1)
where ‖Γ‖0, the `0 pseudo-norm, counts the number of non-zero elements in Γ.
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These sparse representations are often used as features for various machine learning
tasks [40].
The traditional sparse coding framework has been extensively studied in the
literature [39,41]. Theoretical guarantees to the uniqueness of the solution to (3.1)







where di is the i-th column of D. However, even if the solution to (3.1) is unique,
finding it remains NP-hard. Approximate solutions are therefore often sought [42–44].
In addition, the model is usually extended to also allow for noise and modeling errors,
leading to the following formulation:
min
Γ
‖Γ‖0 s. t. ‖DΓ−X‖ ≤ ε. (3.3)
In many applications, especially with large-dimensional vectors, using one
unstructured dictionary is unfeasible. Attempts to resolve this problem include
dividing the input into patches of smaller size, and finding the sparse code for each
patch [45]. However, such methods fail to represent the underlying relationship
between different patches of the same vector. The CSC model is a recent and
promising solution to this problem [46–48].
The CSC model imposes a structure on the global dictionary D, requiring it
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Figure 3.1: Deep convolutional sparse coding. Here, Di has a local dictionary with
mi atoms, of length hi = ni−1mi−1 each.
to consist of shifted versions of the same local dictionary of size h ×m, as shown
in Figure 3.1(left). We refer to such a dictionary D as a convolutional dictionary.
According to the CSC model, a vector X ∈ RN can be written as X = DΓ, where
D ∈ RN×Nm is a convolutional dictionary, and Γ ∈ RNm is the resulting sparse code.
Here, m is the number of atoms in the local dictionary, and h is the length of these
atoms. Refer to Figure 3.1(left) for a visual example.
Recently, it was shown in [49,50] that the CSC model has desirable theoretical
guarantees, both in the noiseless and noisy regimes. This was done by introducing a
new sparsity measure, the stripe-sparsity, which captures local sparsity properties of
a vector. This measure is appropriate under the CSC model which operates locally.
Another seemingly unrelated line of research, which has recently gained popu-
larity, is deep learning and, in particular, CNNs, due to their remarkable performance
on complex machine learning tasks [1, 2], often surpassing human performance. We
refer the reader to [5] for detailed information on CNNs. Like sparse coding, CNNs
aim to find suitable representations for high dimensional inputs, to be used in ma-
chine learning problems. However, unlike sparse coding, not much is known about
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Figure 3.2: One layer of a CNN forward pass. An input image is convolved with a
number of filters, followed by a ReLU activation.
their theoretical properties. While some theoretical results on deep architectures
exist [24, 51, 52], further work is necessary to obtain a complete and fundamental
understanding of why they perform so well. Towards this goal, a connection between
CNNs and CSC was recently made in [3]. Specifically, it was shown that the forward
pass of the CNN, which computes the representation of an input vector, is well ap-
proximated by a series of CSC steps. The forward pass of the CNN model considered
in [3] is illustrated in Figure 3.2.
In this chapter, we extend the CNN model used in [3] to include the spatial
pooling operation, originally inspired by models of the visual cortex [53], and widely
used in the best-performing CNN architectures [1, 2]. Then, we investigate the
theoretical benefits of doing so, and find that, in addition to the known benefits
(such as translation invariance [4,5]), the addition of pooling layers does not affect
the CNN performance while decreasing the dimensionality of the involved vectors.
The pooling layers also introduce additional benefits such as noise suppression and
preventing codes from becoming too sparse.
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3.2 Problem formulation
For the sake of completeness, we repeat definitions given in [49,50], and refer
the reader to these two papers for an in-depth discussion. Due to the structure of the
convolutional dictionary, the sparse code Γ consists of N independent parts, each
of length m. We denote each such part as κi, the local sparse vector, as shown in
Figure 3.1(left).
Definition 3.1 A stripe γi is defined as a group of 2h−1 adjacent sparse vectors κj
of length m, centered at location κi [49]. h is the size of atoms in the local dictionary.





The stripe-sparsity or (`0,∞) counts the number of non-zero elements in the densest
stripe γi of Γ, and is thus a local measure of sparsity.
We consider a CNN with L consecutive convolutional layers. [3] shows that,
under certain conditions, the output of each layer of the CNN with input X is an
approximation to the sparse codes {Γi}Li=1 given by:
Find {Γi}Li=1 s. t. (3.5)
X = D1Γ1, ‖Γ1‖s0,∞ ≤ λ1
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Γ1 = D2Γ2, ‖Γ2‖s0,∞ ≤ λ2
...
ΓL−1 = DLΓL, ‖ΓL‖s0,∞ ≤ λL,
where {λi}Li=1 are scalar parameters. The atoms of the local dictionary of Di are the
filters of the i-th CNN layer.
The problem in (3.5) is a layered CSC problem, which essentially computes
a sparse representation Γ1 of the input X based on a convolutional dictionary
D1, and then in turn computes the sparse representation of Γ1 based on another
convolutional dictionary D2, and so on. This process is illustrated in Figure 3.1, with
the dimensions of vectors and dictionaries as denoted in the figure. Hereafter, we
refer to the problem in (3.5) as deep (convolutional) sparse coding with parameters
λ, denoted by DSC(λ).
We now define the pooling operation. We will consider two types of pooling,
namely average- and max-pooling. Let X = DΓ, for a vector X ∈ RN and convolu-
tional dictionary D with m atoms in its local dictionary. As previously mentioned,
Γ ∈ RNm can be written as Γ = [κT1 ,κT2 , . . . ,κTN ]T .
Definition 3.3 The max-pooling operation, Mb,s(·), and the average-pooling op-
eration, Ab,s(·), with pooling block size b ∈ Z+ and stride s ∈ Z+, are defined
as:














, R = (k − 1) (mod m) + 1, (3.8)







This process combines nearby features using a commutative operation. It is described
in Figure 3.3, for m = 3, N = 8, b = 4, and s = 2. Pooling, as used in CNNs, is
illustrated in Figure 3.4. These two operations are equivalent.
We propose to add a pooling operation after every CSC step in (3.5). Specifically,
we will analyze properties of the following problem:
Find {Γi,Pi}Li=1 s. t. (3.9)
X = D1Γ1, P1 = Pool
b1,s1
(Γ1), ‖Γ1‖s0,∞ ≤ λ1
P1 = D2Γ2, P2 = Pool
b2,s2
(Γ2), ‖Γ2‖s0,∞ ≤ λ2
...
PL−1 = DLΓL, PL = Pool
bL,sL
(ΓL), ‖ΓL‖s0,∞ ≤ λL,
where Poolb,s(·) is either Mb,s(·) or Ab,s(·) as defined in (3.6) and (3.7), respectively.
Compared with the problem in (3.5), every step of our proposed method will find
1We assume N−bs is an integer. If not, we either ignore the extra elements or “pad” Γ by
appropriate values.
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Figure 3.3: Spatial pooling in CSC.
Figure 3.4: Spatial pooling in CNNs.
sparse representations of the pooled version of the previous sparse representation.
Note that the size of the dictionaries is also smaller than in (3.5), to match the size
of the pooled vectors. We refer to the problem in (3.9) as deep (convolutional) sparse
coding with pooling with parameters λ, b, and s, denoted by DSCP(λ,b, s). We do
not enforce pooling after every layer, as the choice bi = 1, si = 1 ensures there is no
pooling at the i-th step.
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3.3 Results
3.3.1 Uniqueness and stability of DSCP
We start by investigating the uniqueness and stability properties of DSCP(λ,b, s).
Given a vector X and convolutional dictionaries {Di}Li=1, it is desirable that there
be a unique solution {Γ∗i ,P∗i }Li=1 to (3.9). This is especially important since the
sparse codes are often used as features for classification or regression tasks. If the
solution to (3.9) is not unique, the same signal could be represented by more than
one different features, therefore resulting in a different classification or regression
output depending on which solution is adopted.
Theorem 3.1 Assume that, for some vector X, the DSCP(λ,b, s) model in (3.9)
admits a solution {Γ∗i ,P∗i }Li=1. If, for all 1 ≤ i ≤ L,









then, the solution {Γ∗i ,P∗i }Li=1 is unique.
Besides uniqueness, another desirable property is the stability of the solution
when the input is contaminated with bounded noise. Let Y = X + E, where X
satisfies the DSCP(λ,b, s) problem, and E is additive noise. Consider the following
problem:
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Find {Γi,Pi}Li=1 s. t. (3.11)
‖Y −D1Γ1‖2 ≤ ε1, P1 = Pool
b1,s1
(Γ1), ‖Γ1‖s0,∞ ≤ λ1
‖P1 −D2Γ2‖2 ≤ ε2, P2 = Pool
b2,s2
(Γ2), ‖Γ2‖s0,∞ ≤ λ2
...
‖PL−1 −DLΓL‖2 ≤ εL, PL = Pool
bL,sL
(ΓL), ‖ΓL‖s0,∞ ≤ λL.
We denote this problem by DSCPε(λ,b, s) and show that its solution is not too
different from that of DSCP(λ,b, s).
Theorem 3.2 Suppose a vector X satisfies the DSCP(λ,b, s) model in (3.9), but
is contaminated with noise E, where ‖E‖2 ≤ ε, resulting in Y = X + E. Suppose
{Γ∗i ,P∗i }Li=1 solves the problem in (3.9) and {Γ̂i, P̂i}Li=1 solves the problem in (3.11).
If








, ∀ 1 ≤ i ≤ L, (3.12)




1− (2‖Γ∗i ‖s0,∞ − 1)µ(Di)
∀ i ≥ 2, (3.13)
then, for all 1 ≤ i ≤ L,
‖P∗i − P̂i‖22 ≤ ‖Γ∗i − Γ̂i‖22 ≤ ε2i+1. (3.14)
If max-pooling is used, it is further required that si ≥ bi, ∀ 1 ≤ i ≤ L.
In the proof of Theorem 3.2, we will make use of the following lemmas.
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Lemma 3.1 Let X and X̂ be two vectors in RN , and P =Mb,s(X), P̂ =Mb,s(X̂)
their max-pooled versions, with block size b and stride s ≥ b. Then, ‖P − P̂‖2 ≤
‖X− X̂‖2.
Lemma 3.2 Let X and X̂ be two vectors in RN , and P = Ab,s(X), P̂ = Ab,s(X̂)
their average-pooled versions, with pooling block size b and stride s. Then, ‖P−P̂‖2 ≤
‖X− X̂‖2.
Theorem 3.2 shows that the DSCP model is stable under bounded noise. This is,
again, important for classification tasks where it is desirable that the representation
does not change much when the input is affected by minor noise. Adding the pooling
layers does not affect the stability of the codes. In fact, in most cases, the pooling
layers will help suppress noise propagating to the next layer. This is because the
inequalities in Lemmas 3.1 and 3.2 are strict except for specific edge cases.2
3.3.2 Stability of the CNN forward pass with pooling
As previously mentioned, a connection between the CNN forward pass (without
pooling) and the DSC problem was made in [3]. We now consider a CNN with
(optional) pooling after every convolutional layer. The i-th layer of the CNN
with input P̂i−1 computes the following output: Γ̂i = Sβi(DTi P̂i−1), followed by
P̂i = Poolbi,si(Γ̂i), where Sβi(·) is a thresholding operation with parameter βi,
applied element-wise and defined in (3.15). The multiplication of the input by DTi is
equivalent to how the input is convolved with various filters in CNNs (the filters are
2For instance, in the case of max-pooling, ‖P− P̂‖2 = ‖X− X̂‖2 if X and X̂ only differ in the
maximum element of each pooling block.
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the atoms of the local dictionary). Sβi(·) is chosen to resemble a two-sided ReLU
activation function [54]. With abuse of notation, for a real-valued z, we define
Sβi(z) =

z + βi, z < −βi
0, −βi ≤ z ≤ βi
z − βi, βi < z.
(3.15)
By extending [3, Theorem 10], we are able to show that, under some conditions on
‖Γ∗i ‖s0,∞ and βi, the solution to (3.9), Γ∗i , and Γ̂i have the same support and the
difference between them is bounded. We omit the proof and technical details for the
sake of brevity. It is seen that the addition of the spatial pooling operations does
not change the stability properties of the CNN.
3.3.3 Sparsity bounds
In the DSC model, the objective is to find sparse representations of already
sparse vectors. It is natural to wonder whether performing this task L times
successively is feasible, i.e., whether the sparse codes will keep admitting sparse
representations [55]. In the following theorem, we show that, under some condition
on the dictionaries, the sparse codes will get sparser and sparser with every layer.
We first define the normalized sparsity of a vector (and a matrix), which will allow
us to compare the sparsity of vectors with different lengths.
Definition 3.4 For a vector X, let the normalized sparsity be the ratio of the `0
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Definition 3.5 For a matrix M, let the normalized sparsity be the ratio of the
maximum number of non-zero elements in a column of M to the number of rows in




Theorem 3.3 Suppose X satisfies the DSC(λ) model in (3.9) and the conditions
of [3, Theorem 10] are met. If, for all 1 ≤ i ≤ L, the convolutional dictionaries
satisfy F(DTi ) ≤ 1Nmi−1 , then F(Γi) ≤ F(Γi−1).
Theorem 3.3 implies that the normalized sparsity of the sparse codes decreases with
the number of layers. While the normalized sparsity assumption on the dictionaries
might seem too strict, we note that the rows of the dictionaries are very sparse
due to the convolutional structure and the fact that the local dictionary is shifted
by mi rows at a time, as seen in Figure 3.1. In addition, the inequalities involved
in the proof being typically loose, the theorem can still be satisfied under much
looser constraints. The implication is that not too many layers can be used in the
DSC model, before the codes become too sparse (or all zero) for any practical use.
Adding spatial pooling operations “unsparsifies” the sparse codes, thus only retaining
important information and allowing a very deep representation.
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3.4 Concluding remarks
In this chapter, we investigated the effect of adding spatial pooling operations
to deep CSC problems. We showed that this addition does not interfere with the
uniqueness and stability properties of the original problem. Furthermore, we showed
that, while allowing more compact representations, pooling may in fact introduce
benefits to the overall system in terms of noise suppression and, most importantly,
preventing the codes from becoming too sparse and vanishing.
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Chapter 4: Quality over quantity: Active selection strategies for im-
proved performance of CNNs
4.1 Overview
In this chapter, we develop a novel sampling technique to counteract the
exponential decrease in the incremental benefit of a new additional training sample.
We also relax some of the ideal training scenarios previously mentioned, and show
that our technique helps mitigate the effect of lack of enough training data, class
imbalance in the training set, and noisy training labels.
Currently, the best performing deep networks have many hidden layers and an
extremely large number of trainable parameters, therefore requiring vast amounts of
training data [1, 56, 57]. This raises the question of whether all this data is really
necessary and, perhaps most importantly, whether all training samples are equally
valuable in the learning process. In fact, [58] suggests that guiding a classifier
by presenting training samples in an order of increasing difficulty can speed up
learning and result in convergence to a better local minimum. Furthermore, modern
large-scale training sets often include redundant or noisy samples which could cause
learning bias. In this chapter, we address the problem of adaptively selecting training
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samples to reduce the effect of learning bias and improve generalization performance.
Related work. This problem, sometimes referred to as exemplar or active selection,
has been studied in the literature. Starting with a given set of labeled examples, active
selection aims to identify a subset to use for training, while leveraging information
obtained from the classifier trained on previous selections. One simple approach [59]
repeatedly presents the same example if the network error exceeds a threshold.
In [60], this problem is addressed in the context of feedforward neural networks. The
authors propose a sequential method to select one training sample at a time such
that, when added to the previous set of examples, it results in the largest decrease in
a squared error estimate criterion. A similar objective is considered in [61] based on
pattern informativeness – a measure of a sample’s influence on the classifier output.
However, most active selection techniques in the literature introduce one training
sample at a time (as opposed to a batch) and use estimation techniques which are
not applicable to high-dimensional inputs. This makes them not suitable for modern
deep learning tasks, and especially computer vision applications.
A closely related approach is active learning which starts with an unlabeled set
of examples and sequentially identifies critical samples to label and train on [62–67].
It is shown that a classifier trained on a carefully chosen subset can sometimes
outperform one that is trained on all the available data. In contrast with active
learning, active selection assumes a fully supervised setting where all training samples
are labeled and available a priori.
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Contributions. In this chapter, we present strategies to make optimal use of
available training data by adaptively selecting batches of training samples which will
be iteratively presented to the classifier. We are interested in incrementally training
a deep neural network, using batches of training data carefully selected to meet four
criteria: class balance, diversity, representativeness, and classifier uncertainty. The
class balance criterion utilizes the a priori knowledge of labels to ensure that all
classes are appropriately present in the new training batch. We propose a novel class
balancing algorithm which uses immediate feedback from the classifier to allot a
subset of training samples to each class based on the average classifier performance
on that class. Diversity and representativeness are distance-based measures aiming to
reduce redundancy while maximizing the quality of selected samples. Such measures
have been used in active learning [68,69], subset selection [70,71], and clustering [72].
Finally, the classifier uncertainty criterion favors samples that the classifier has not
yet properly learnt, thus driving it to explore unvisited parts of the input space.
We combine the last three criteria and use optimization techniques from [73,74] to
identify a near-optimal batch to train on at every iteration. We apply our methods
on various classification problems. Our results indicate that careful selection and
ordering of training samples can lead to improved performance, compared to sampling
training data at random.
The rest of the chapter is organized as follows. The problem formulation is
stated in Sections 4.2.1 - 4.2.5 and the proposed solution and algorithm in Sections
4.2.6 and 4.2.7. Experimental results, comparing our method to random sampling,
are presented in Section 4.3. In Section 4.4, we discuss the computational complexity
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of our method as well as potential improvements.
4.2 Problem statement
We assume we are given a fixed classifier architecture, and a set of labeled
training data points: X =
⋃L
k=1Xk, where Xk = {X1,k, X2,k, . . . , XNk,k} are the
training samples belonging to class k, Nk = |Xk| is the number of training samples
from class k, and L is the number of classes. At each time t, we select a subset
Bt ⊂ X , such that the classifier (which has previously been trained on Bt−1) exhibits
good generalization performance when trained on Bt.
To this end, we formulate a criterion for selecting new training examples which
serves the following objectives:
(O1) The samples in Bt must be such that the classifier is uncertain about classifying
them (or certain but wrong in its classification).
(O2) Bt should have a balanced selection from all classes.
(O3) Bt should be sufficiently diverse.
(O4) Bt should be representative of X .
We will mathematically formulate each of these objectives in the following sections.
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4.2.1 Classifier uncertainty and error
We assume that, at time t, the classifier produces L outputs for each training
sample Xi,k from class k, denoted by




2(Xi,k), . . . , p
t
L(Xi,k) ], (4.1)
where ptl(X) is interpreted as the classifier’s estimate of the probability that X ∈ X




l(X) = 1. In order to






βt · 1 [l = k] (1− βt) · ptl(Xi,k)
]
, (4.2)
where βt ∈ [0, 1] is a chosen parameter. We can interpret ct(Xi,k) in two ways.
First, ct(Xi,k) can be seen as a weighted sum of an error term: −
∑L
l=1 1 [l = k] ·







two terms correspond to the correctness of the classifier’s decision and the uncertainty
in this decision, therefore satisfying objective (O1) above. Second, ct(Xi,k) can be
interpreted as a bootstrapping technique to overcome possible label noise [75], in
which case βt1 [l = k] + (1 − βt)ptl(Xi,k) is a weighted “correct label” and ct(Xi,k)
represents the cross-entropy between pt(Xi,k) and this weighted label. c
t(·) being low
on a given sample means that the classifier has enough information about this sample.
In order to present the classifier with informative samples, we would therefore like
54
to pick samples where ct(·) is large.
4.2.2 Class balance
At each time t, we would like to select a total of M t samples, distributed among
all classes in a balanced way. However, it might be counter-intuitive to simply impose
that all classes be equally represented in the subset Bt, as the current classifier
may be performing very well on some of them. Therefore, we assign a budget M tk
to each class depending on the average performance on this class. This can be






t(Xi,k) is defined in (4.2). The larger c
t
k




k ·M tk would
result in the trivial solution of assigning all the budget M t to the class with the
largest uncertainty score, and would contradict the class balancing requirement. We














M tk ≤M t; M tk ≤ |Xk|, (4.3)
where α > 1 sets the sensitivity of the method (the smaller α, the larger the effect of
differences in ctk) . This problem arises in information theory, in allocating power
to a set of communication channels [76, Section 9.4]. We use a similar formulation
since M tk represents the budget allocated to the k
th class (channel), and 1/ctk is akin
to channel quality. There exists a very efficient solution to this convex optimization
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problem, known as the water-filling algorithm [77, Section 5.5], where we interpret
water levels as the number of samples allocated to each class. Our formulation differs
from the standard formulation due to the addition of the last constraint (which
ensures that we do not allocate more samples than available in the pool Xk). Another
difference is that the feasible set in (4.3) is the set of non-negative integers.
Theorem 4.1 The modified water-filling problem in (4.3) can be solved using Algo-
rithm 4.1.
Algorithm 4.1 Integer water-filling algorithm with caps
1: Sort the base levels M
t
αctk








4: Fill with one water unit at a time proceeding from left to right without
exceeding any cap.
5: until M t water units are used or all empty spaces are filled.
“Caps” enforce the M tk ≤ |Xk| constraints. Each water unit corresponds to one
training sample being assigned to a class. An illustration of the algorithm is found in
Figure 4.1 for a budget M t = 10. The numbers on the water units show the order in
which they have been assigned. Because of the balanced selection of budgets {M tk},
this formulation addresses the class balance objective (O2).
Remark 4.1 Objectives (O3) and (O4) are only meaningful when considered as
intraclass rather than globally. Two images from different classes trivially meet the
diversity criterion but cannot be representative of each other. Since we are considering
supervised learning settings, we can leverage the label information and focus on finding
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Figure 4.1: Integer water-filling with caps.
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a diverse representative subset of each class separately. The budget selection algorithm
in Theorem 4.1 allows us to do so by distributing our original budget M t amongst
the various classes. We can therefore solve L independent problems: one for each
class. We drop the class subscript k and assume that we would like to select a subset
Bt from a pool of samples X , where all the samples belong to the same class. For
notational convenience, we also drop the time superscript t, with the understanding
that this procedure will be repeated at every time step.
4.2.3 Subset diversity
As per (O3), we would like to select a diverse subset, i.e., one that does not
have too much redundancy. To this end, we assume we have a distance metric
d(·, ·) such that d(Xi, Xj) represents the distance between samples Xi and Xj. This
can, for example, be the Euclidean distance between Xi and Xj, or the Euclidean
distance between their feature vectors, in some pre-defined feature space. In order to
maximize diversity, we seek to maximize the average distance between all selected








is maximized,1 where M is the budget allocated by the water-filling algorithm. Let
N = |X |, the training set size of the class under consideration. We introduce a
1Other objective functions can be formulated such as maximizing the minimum distance between
selected samples. While guaranteeing less redundancy, such objective functions are more difficult
to solve.
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binary variable s ∈ {0, 1}N , such that si = 1 if Xi ∈ B, and si = 0 otherwise. We
also group all the distances in a matrix D ∈ RN×N such that Dij = d(Xi, Xj). As






This problem formulation ensures that the chosen samples are sufficiently distant
from each other.
4.2.4 Subset representativeness
Per (O4), we would also like to select a representative subset B, i.e., the
non-selected samples must be well represented by the set B. To this end, we seek
to minimize the average distance between selected and non-selected samples. As






where 1 is the vector of all ones in RN .
4.2.5 Joint formulation
As previously mentioned, once the sub-problem of allocating budgets to each
class has been solved, we seek to solve L independent problems of finding a diverse,
representative subset over which the classifier performs poorly. We therefore combine
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the subset diversity, representativeness, and uncertainty criteria. We define the
vector c , [c(X1), . . . , c(XN)]ᵀ where c(·) is as defined in Section 4.2.1. To make
the quantities comparable, we normalize D and c such that all their elements lie in




















where λd, λr, λu ≥ 0 are parameters which dictate the relative importance of each
criterion. We need to add the constraint that |B| = M , where M is the budget







sᵀD̃s + λr ·
1
N −M
(1− s)ᵀD̃s− λu · c̃ᵀs
s. t. 1ᵀs = M. (4.8)
It is important to note that the division of our problem into L independent
sub-problems provides many advantages. First, formulating the problem on the
entire training dataset would require a very large distance matrix D which would, in
most cases, need excessive storage and be computationally prohibitive. Second, the




The problem in (4.8) is not convex for two reasons: (i) the set {0, 1}N is
finite and therefore not convex, and (ii) the objective function is generally not
convex. We change the constraint 1ᵀs = M to its equivalent (1ᵀs−M)2 = 0 (as this
guarantees zero duality gap [73]) and make the change of variable x = 2s− 1, where



















s. t. (1ᵀx− 2M +N)2 = 0. (4.11)
This problem is known as constrained binary quadratic programming and is NP-
hard [73]. We seek an efficient relaxation to this problem.
Theorem 4.2 The solution x∗ to (4.11) can be well-approximated by
x̂∗ = −1
2
(A + µ∗11ᵀ + γ∗I)† (b− 2µ∗(2M −N)1), (4.12)
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where (·)† denotes the pseudo-inverse, I denotes the identity matrix in RN×N , and
µ∗, γ∗ are the solution to the following semi-definite program (SDP):
max
µ,γ,τ∈R








(b− 2µ(2M −N)1) A + µ11ᵀ + γI
  0 (4.13)
We select the samples corresponding to the largest M entries in x̂∗.
4.2.7 Overall algorithm
Algorithm 4.2 Proposed algorithm.
1: Set t← 0
2: Initialize classifier
3: Test initial classifier on training data to obtain uncertainty levels {c0k}Lk=1
4: repeat
5: Using {ctk}, apply Algorithm 4.1 to obtain class budgets {M tk}
6: for all k ∈ {1, . . . , L} do
7: (in parallel) Solve (4.12) with M = M tk, N = N
t
k, to obtain class batch
selection Btk
8: end for
9: Set Bt ← ∪Lk=1Btk
10: Resume classifier training on Bt
11: Test resulting classifier on training data to obtain new uncertainty levels
{ct+1k }
12: Set t← t+ 1
13: until Stopping criterion met
In this section, we explain the overall batch subset selection pipeline. We start
from a classifier with a fixed architecture. First, we test this classifier on the entire
pool of training examples and compute the initial average uncertainty levels {c0k}Lk=1.
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Then, at every time step t, we use {ctk}Lk=1 to obtain a class-specific budget using
Algorithm 4.1 and solve (4.12) and (4.13) independently for each class, resulting in
a new selected batch. We resume training on the union of all selected batches. At
each time step, all candidate samples have a chance to be selected, i.e., previously
selected examples are not removed from the set of candidates. We iterate until a
stopping criterion is met. The overall algorithm is described in Algorithm 4.2 and
illustrated in Figure 4.2.
4.3 Experiments
In this section, we test the proposed method on several real-world classification
tasks. We compare our approach to the random selection of training samples, i.e.,
ordinary training algorithms. Our formulation does not assume a specific classifier
structure. However, we will illustrate our results on deep neural networks as they are
the current state-of-the-art. We use the Caffe framework [32] for the implementation
of Convolutional Neural Networks (CNN) as well as the SDPA framework [78] to
solve the SDP problem in (4.13). We calculate distances between samples based on
the Local Binary Patterns (LBP) features [79].
For each of these experiments, unless otherwise specified, we start from a
randomly initialized CNN with a fixed architecture, and apply Algorithm 4.2.
We do not employ any type of data pre-processing or augmentation techniques
which are widely used to achieve state-of-the-art performance, since these methods
are not the focus of this work. Instead, we choose to focus on the effect of our training
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Figure 4.2: Proposed algorithm.
set selection method on the generalization performance, compared to picking the
training samples in a random fashion. As our training is incremental, we add dropout
layers [35] whenever necessary to combat the problem of catastrophic forgetting in
deep neural networks. Catastrophic forgetting refers to the inability of a learning
method to preserve previously learnt information when exclusively trained on new
data [80,81].
4.3.1 MNIST digit recognition
We start our experiments with examples from the well-known MNIST digit
recognition dataset. We use the LeNet architecture [82] and run our experiments
using a randomly selected subset of the MNIST dataset consisting of 1000 images
from each class. We use a total budget of 50 training images per one loop of our






Figure 4.3: Top: Selected samples when λr = 20λd. Bottom: Selected samples when
λr = λd.
4.3.1.1 Effect of λd vs. λr
We first illustrate the effect of the weights λd, λr, defined in (4.7), on the
selection process. We set λu = 0. Figure 4.3 shows the selected samples when
λr = 20λd (top) and λr = λd (bottom). When λr is large, more representative
samples are chosen, as seen in Figure 4.3, top. When λd = λr, more diverse samples
are chosen. This validates our initial objective formulation in (4.7).
4.3.1.2 Performance on clean data
We compare our method of adaptively selecting training batches to the baseline
of random selection. In [58], it is suggested that introducing “easier” samples first
and gradually increasing the difficulty results in improved performance. Our method





















Number of selected training samples
(A) Results on MNIST dataset
Our approach
Random
Figure 4.4: Results on MNIST dataset with clean labels.
and λu over time. We achieve this by keeping λd fixed, and starting with λr = 10λd
and λu = 0. Picking a large λr puts more weight on the representativeness term
in (4.7) and thus ensures that outliers are not picked. We gradually decrease λr
and increase λu in order to allow for more difficult examples to be sampled. We
present our findings in Figure 4.4. Our approach outperforms random selection by
a margin of 4%. Furthermore, the number of samples required by our proposed
method to reach a target performance level is much smaller than random sampling.
For instance, for a target testing accuracy of 94%, around 700 samples are needed
for random as opposed to less than 350 samples for our approach.
We now assess the quality of the local minimum obtained with our method.
From Figure 4.4, our method achieved around 98% accuracy using 650 selected
samples. Using these same 650 images, we train a CNN from scratch using random
sampling. This results in a testing accuracy of 96.3%, inferior to the one obtained by
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our method (but superior to the 94% accuracy obtained using a random sampling
of 650 images out of the original pool of 10,000 training images). These two CNNs
have seen the exact same data, the only difference being the order in which it was
introduced. This validates the claim that adaptive selection of training data guides
the neural network towards a better local optimum. Our algorithm has selected
easier training samples in the first few iterations, and more difficult samples later on,
as dictated by the change in weights λd, λr, λu.
4.3.1.3 Performance on data with noisy labels
We now study the performance of our algorithm in the presence of label noise.
In 20% and 30% of the training samples, we randomly change the correct label to
one of the 9 incorrect labels. The results are shown in Figures 4.5(B) and 4.5(C). In
the presence of label noise, our approach was able to out-perform random selection
by more than 5%. To achieve this, we decrease the diversity weight λd and adopt a
more “cautious” approach by increasing λu at a slower pace. This results in a slower
but safer update of the network. In fact, the total number of noisy training images
chosen by our algorithm for the case of 20% label noise is 93 images by the 12th loop
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(C) Results on MNIST dataset with 30% label noise
Our approach
Random
Figure 4.5: Results on MNIST dataset with 20% (top) and 30% (bottom) label noise.
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4.3.1.4 Data imbalance
Finally, we test our method on a scenario where there is a significant data
imbalance between different classes. This can happen when acquiring labeled data for
some classes is considerably more difficult than for others. We artificially introduce
data imbalance by picking 4 classes at random and reducing their training set size
to between 10 and 20 images per class. Our approach achieves 90.14% testing
accuracy after only 9 loops of the algorithm (i.e., 450 picked samples), while random
sampling achieves 86.91% using the entire training set. We are thus able to boost
the performance by over 3% while only using a fraction of the available samples. In
our algorithm, picked samples are not removed from the pool of available training
images, thus allowing the network to revisit certain training samples if required. This
is especially crucial in the case of data imbalance since random selection has very
low probability of selecting images from the down-sampled classes. In contrast, in
our method the number of selected samples from each class depends on how well the
classifier has learnt that class. Figure 4.6 shows the number of classification mistakes
made by a CNN trained with our algorithm and with random selection. Classes 1, 3,
6, and 7 were significantly down-sampled. Our approach allows the CNN to perform
well on these classes compared to random sampling.
4.3.2 SUN397 scene recognition
Our second set of experiments is on the SUN397 scene recognition dataset [83].






























(D) Results on MNIST dataset with data imbalance
Our approach
Random
Figure 4.6: Results on MNIST dataset with class imbalance.
initialized CNN with the “AlexNet” architecture [2] as provided by Caffe [32]. We
choose a budget of 2000 images per loop and perform five-fold cross-validation using
5 random splits. No data pre-processing was performed except for resizing all images
to 227× 227.
As before, we keep λd fixed, and start with λr > λd and λu = 0. With time,
we decrease λr and increase λu, thus putting more emphasis on sample diversity and
classifier feedback. In Figure 4.7, we show examples of images from 9 different classes
selected by our algorithm. We notice that examples selected at the beginning of the
training process (images to the left) are representative of their respective classes. The
images to the right, selected later in the process, are more “difficult” and less typical
examples of the classes. For example, for class “Operating room”, our algorithm
picked an image which includes a crowd of people. This is not typically associated
with an operating room and makes it significantly more difficult to classify than the
70
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Islet Iceberg Dining room
Figure 4.7: Examples of images from various classes of SUN397 picked by our
algorithm at the beginning of training (left) and 75% through the training process
(right).
picture to its left.
The classification results are reported in Table 4.1. Using our active selection
algorithm, we are able to boost the performance on SUN397 by over 10%. Better
state-of-the-art results are reported on the SUN397 dataset using AlexNet [84–86].
However, in all of these papers, the networks are trained on much larger datasets
such as the 2.5 million scene images from Places [84]. It seems that our method is
particularly useful in cases where not a lot of data is available. We also run the same
experiments on a subset of SUN397, which we call SUN50, obtained by restricting
the dataset to 50 randomly selected classes out of the original 397 scene categories.
We see a similar performance boost of over 7%.
71
4.3.3 ImageNet large-scale object recognition
We test our method on the ImageNet large-scale object recognition dataset
(specifically, the ILSVRC2012 classification challenge) [87, 88]. While multiple CNN
architectures have been suggested in the literature [1,2,20], we consider “AlexNet” [2]
as provided by Caffe. The training data consists of around 1.2 million images. State-
of-the-art results on this network are obtained by averaging results from multiple
crops. As previously mentioned, we do not employ any data augmentation and/or
pre-processing techniques and only feed the networks the center crop (227× 227).
We report testing accuracies on the validation set in Table 4.1.
The results in Table 4.1 clearly show the benefit of the judicial selection of
training data. Images introduced later in the learning process affect the weights
of the CNN to a lesser extent than those introduced early on, due to the decrease
in the learning rate. Therefore, it is intuitive that representative images should be
the ones “driving” the network at the early stages of learning. As before, we show
examples of such images in Figure 4.8. For each class, images in the left columns
are introduced when the learning rate is large, and therefore affect the trained CNN
more than images to the right.
4.3.4 VGG Face dataset
In this experiment, we address a face recognition task. We start with a pre-
trained CNN in order to illustrate the use of our algorithm for transfer learning, as
a fine-tuning sampling strategy. Using the methods and network described in [89],
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Cock (n01514668) Ostrich (n01518878) Ibizan hound (n02091244)
Samoyed (n02111889) French horn (n03394916) Bagel (n07693725)
Butternut squash (n07717556) Strawberry (n07745940) Mud turtle (n01667114)
Figure 4.8: Examples of images from various classes of ImageNet picked by our
algorithm at the beginning of training (left) and 75% through the training process
(right).
a CNN was pre-trained on the CASIA-WebFace dataset [90]. Instead of random
initialization, we start with the pre-trained weights for the first 15 layers (up to
the fifth pooling layer), and add two randomly initialized fully connected layers
joined by a dropout layer. We train and test on the VGG Face dataset [91]. Since
CASIA-WebFace and VGG Face have significant subject overlap, we choose 20 of
the non-overlapping subjects. The VGG Face dataset consists of a large number of
images, out of which a portion has been selected as part of the final curated set. We
observe that the non-curated images are considerably more affected by label and
bounding box noise. In order to get meaningful test results, we restrict our testing
set to the curated images, while training on the entire dataset. We perform five-fold
cross-validation using 5 random splits. We choose a budget of 100 training samples
per loop of our algorithm.
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Figure 4.9 shows some examples of images selected by our algorithm. The top
images are chosen in the first loop, when the representativeness score λr is large and
the uncertainty score λu zero. We notice that all chosen samples are frontal, of good
quality, and typical of the subjects. The bottom images are chosen much later in
the process, after λr has considerably decreased and λu increased. This time, our
method chooses more difficult examples which include extreme poses, obstruction,







> 97.9%2 > 93.8%2
Clean labels Random weights
MNIST LeNet
> 90.0%3 > 84.5%3
20% label noise Random weights
MNIST LeNet
> 85.5%4 > 79.0%4
30% label noise Random weights
MNIST LeNet
> 90.14%5 86.91%














As described in [89]
Pre-trained
98.1%± 0.2 94.9%± 0.1
Table 4.1: Summary of testing accuracies.
We present the performance results of this CNN trained using our algorithm
2These experiments were stopped after the selection of 650 samples.
3These experiments were stopped after the selection of 950 samples.
4These experiments were stopped after the selection of 1050 samples.
5This experiment was stopped after the selection of 450 samples.
6This result is taken directly from Caffe model documentations.
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Figure 4.9: Examples of selected samples at the beginning of training (left) and 75%
through the training process (right).
and random sampling in Tables 4.1 and 4.2. Using only one loop (i.e., 100 picked
images), the testing accuracy increases to 89.69% compared to 80.05% for random
sampling. The performance of random sampling saturates at around 94.9%, while
our approach achieves 97.15% with only 1600 selected images (which cuts the error
in half). Our method eventually achieves 98.09% accuracy vs. 94.92% for random
sampling.






Table 4.2: VGG Face testing accuracies.
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4.4 Computational complexity
In this section, we analyze the computational complexity of one loop of Algo-
rithm 4.2. At every loop, the following operations are executed:
• Solve Algorithm 4.1 – line 5 in Algorithm 4.2.
• Solve L instances of independent SDPs given by equation (4.13) – line 7 in
Algorithm 4.2.
• Solve L instances of equation (4.12), and for each instance find the M largest
entries – line 7 in Algorithm 4.2.
• Test classifier on training data – line 11 in Algorithm 4.2.
We will analyze the computational complexity of each step independently in the
following subsections. All our experiments were performed on an Intel(R) Xeon(R)
CPU E5-2623 v3 @ 3.00GHz, with 16 CPU cores and 32GB of memory, equipped
with 2 GeForce GTX TITAN X GPUs with 12GB of memory each.
4.4.1 Solve Algorithm 4.1
The first step in Algorithm 4.1 is sorting the base levels which takes O(L logL)
operations. The other steps have a linear complexity in L. The overall complexity is
therefore linearithmic in the number of classes L: O(L logL).
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4.4.2 Solve L instances of independent SDPs
Most robust and widely-used algorithms to solve SDPs are known as interior-
point methods and may require O(mn3 +m2n2) operations in the worst case [92],
where m is the number of optimization variables and n is the size of the matrices.
In our case, m = 3 is the number of optimization variables in Problem (4.13) and
n = N + 1, where N is the number of training samples per class. In our experiments,
the largest N was around 1000. In practice, it is observed that the number of
operations required to solve an SDP grows much slower than the theoretical worst-
case bound and that it is not much harder to solve an SDP than it is to solve
Linear Programs (LPs) [93]. Furthermore, our experience solving multiple SDPs
for large-scale problems confirms these findings. In fact, the SDPA framework [78]
we use in our implementation reports feasible running times for solving problems
of much larger scale in [94, Table 5]. For example, benchmark problem qpG51,
with m = 1000, n = 2000 is solved in 52.2 seconds for an accuracy (dual and
primal relative gap and feasibility error) of 10−7. We refer the reader to [94] for
implementation details. All the SDP instances we encounter are considerably smaller
than qpG51. This is especially true since our SDP formulation only involves 3
optimization variables (please refer to Remark C.2 in Appendix C for details on
our choice of SDP relaxation). Furthermore, an accuracy of 10−7 is not needed in
practice. We observe that decreasing this accuracy beyond 10−3 does not change the
selected samples.
While our algorithm requires solving L SDPs, this process can be parallelized
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to the extent of available cores, therefore substantially reducing the running time. In
our experiments, we only utilize 16 CPU cores. A CPU cluster would significantly
speedup the process, since the SDPs are completely independent and no data transfer
is necessary while solving them. For reference, solving all 397 SDPs for the SUN397
dataset on our experiment setup takes less than 2 seconds.
Additionally, the SDP computation time does not depend on the budget
M . Having a large batch size budget means SDPs are solved less frequently as
each batch needs longer training time. The disadvantage of a large budget is less
frequent feedback from the classifier. On the other hand, selecting a small budget
introduces the SDP computational overhead more frequently, but has the benefit of
providing more immediate feedback from the classifier. This trade-off is important in
balancing system requirements and computational complexity. In our experiments,
we investigated a variety of budget sizes ranging from an average of 5 per class
(MNIST) to over 50 per class (ImageNet). One viable strategy might be to vary
budget sizes as training progresses, which was not explored in this chapter and will
be the focus of future work.
It is worth noting that other methods for solving SDPs exist and are more
suitable for large-scale problems [92]. While we do not employ them in our imple-
mentation, this can be pursued if computation times become prohibitive.
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4.4.3 Solve L instances of equation (4.12) and find M largest entries
Equation (4.12) involves computing a Moore-Penrose pseudo-inverse which may
also require O(N3) operations in the worst case, where N is the number of training
samples per class. In our experiments, it was also observed that this computation
was not prohibitive and the running time was dominated by solving the SDPs. As
before, the L pseudo-inverse computations can be done completely in parallel. In
the case that faster pseudo-inverse calculations are necessary, [95] shows that they
can be solved efficiently using GPUs. Finding the M largest entries of the solution
to (4.12) can be done efficiently in linear time.
4.4.4 Test classifier on training data
This step consists of running a forward pass of the CNN on the entire training
dataset. This is done in batch mode using GPUs. For the SUN397 dataset, the
running time is about 57 seconds, while for ImageNet it is about 12 minutes. This is
an expensive operation and can be further optimized. First, as this step is performed
at every loop, if SDPs are solved less frequently, the testing step will also be executed
more sporadically. The same discussion regarding the feedback-complexity trade-off
applies. Secondly, testing on the entire dataset may not be necessary assuming
uncertainty levels only vary significantly for training samples in the vicinity of the
previous training batch. We can, therefore, restrict the testing to a neighborhood
around the previously selected batch and only update the uncertainty levels in




In addition to the steps outlined above, which are performed at every loop of
the algorithm, distance matrices for each of the L classes are computed only once at
the beginning of the training process. This computation takes O(N2) operations per
class, where N is the number of training samples per class, and, as before, can be
run in parallel. This computation is also amenable to a GPU implementation.
4.5 Concluding remarks
In this chapter, we proposed a novel approach which adaptively selects training
data to be presented to a classifier. The approach is based on balancing four objectives:
class balance, data representativeness, data diversity, and classifier uncertainty. We
developed an efficient iterative and adaptive algorithm based on convex optimization.
We demonstrated its effectiveness on several real-life classification datasets as well as
its robustness to label noise and class imbalance. We showed that our algorithm is
suitable for a wide range of applications, including face, scene, and object recognition.
We were able to out-perform random selection in all of our experiments. This
emphasizes the important role of the order in which data is presented to CNNs in
its generalization ability.
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Chapter 5: Task-aware compressed sensing with generative adversar-
ial networks
5.1 Overview
In this chapter, we relax the last ideal condition considered in this dissertation.
When real signals or images cannot be accessed, and instead lossy versions (such as
downsampled or sensed inputs) are available, we develop a technique to recover the
original signal as well as carry out usual supervised learning tasks.
The broad scope and generality of the field of compressed sensing has led
to many impressive applications, such as rapid magnetic resonance imaging [8],
single-pixel camera [9] and UAV systems. The core problem of compressed sensing is
that of efficiently reconstructing a signal x ∈ Rn from an under-determined linear
system of noisy measurements given by
y = Ax + ζ (5.1)
where A ∈ Rm×n is the measurement sensing matrix, m < n, and ζ ∈ Rm is the
measurement noise [96]. Since this is an under-determined system of equations, a
unique solution does not exist, even in the absence of noise, unless some assumptions
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are made on the structure of the unknown vector x. Depending on applications, the
structural assumptions may vary, the most common one being that x is sparse [96–98].
Under this specific assumption, the problem of recovering x has been widely studied,
and different conditions on the matrix A have been established to guarantee reliable
recovery [99]. These conditions include the Restricted Isometry Property (RIP) or
the Restricted Eigenvalue Condition (REC) [42,100].
Even though the sparsity assumption on x is the most common choice, it is
not the only possible one. Indeed, other approaches, such as combining sparsity
with additional model-based constraints [101] or graph structures [102], have been
developed. Recently, in [10], a generative model was used and the unknown signal
x was assumed to be the output of this model. Generative models have been
successfully used to model data distributions, and include the variational auto-
encoder (VAE) [103], generative adversarial networks (GANs) [15], and variations
thereof [104–106]. In the GAN framework, two models are trained simultaneously
in an adversarial setting: a generative model that emulates the data distribution,
and a discriminative model that predicts whether a certain input came from real
data or was artificially created. The generative model learns a mapping G from a
low-dimensional vector z ∈ Rk to the high dimensional space Rn.
The authors in [10] use a pre-trained generative model G, and recover an
estimate of x from the compressed measurements y, assuming it is in the range of G.





s. t. x̂ = G(z) (5.2)
In the setting of [10], the pre-trained G is unaware of the compressed sensing
framework. Furthermore, it is assumed that an abundance of real (non-compressed)
images is available to train G, which, depending on the application, may not be a
realistic assumption [107]. After all, the aim of compressed sensing is to recover
signals through the use of compressed measurements. In this chapter, we propose
to train G specifically for the task of recovering compressed measurements. This
makes our GAN task-aware, and improves the compressed sensing performance. Our
approach will also address the case where no or very little non-compressed data is
available for training, by complementing the training set with compressed training
data. Finally, we empirically demonstrate that the low-dimensional latent vector z
can be used, not only to perform reconstruction via G, but also for inference tasks
such as classification.
Contributions.
1. We train the GAN in a task-aware fashion allowing it to be specifically optimized
for the reconstruction task. We show that this consistently improves the
reconstruction error obtained in [10] for various values of the number of
measurements m.
2. We consider training using a combination of a small number of (or no) non-
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compressed data and a larger set of compressed training data. This is achieved
by introducing a second discriminator specifically for compressed data.
3. We show that we can regularize the latent space of z to make it discriminative,
given a desired inference task.
5.2 Related work
In this work, we combine compressed sensing and generative models to perform
reconstruction and classification tasks. To this end, we explain the related work in
two parts. The first part addresses the use of generative models for reconstruction
and classification tasks, and the second part reviews inference tasks in compressed
sensing.
Using a generative model for reconstruction tasks is a fairly well-researched area.
One line of work attempts to map an image to the range of the generator [108–110].
Unlike our setting, complete and non-compressed knowledge of the images is assumed.
In [110], gradient descent (GD) is used to project the image samples onto the latent
space of a pre-trained generative model. In [108,109], an inverse mapping between the
input space of x and the latent space of z is jointly learned along with the generator
in an adversarial setting. Generative models can also be used for classification
tasks [106, 111–113]. This can be achieved by modifying the discriminator of the
GAN to also output class probabilities [112, 113] or augmenting the loss function
with discriminative features at training time [106,111]. Such discriminative features
include ground-truth class labels [111] and representations learned by a pre-trained
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classifier [106].
Another related line of work considers compressed sensing frameworks for
various machine learning and computer vision tasks [114–118]. In [117] theoretical
results are provided showing that inference can be done directly in the compressed
domain. Of particular relevance to our work are [114,118,119] which develop various
techniques for the classification of compressed images. These methods operate
directly on the compressed measurements, whereas we perform classification on the
latent variable z.
Finally, one last research area that is relevant to our application is super-
resolution, the task of increasing the resolution of an image. This can be seen as a
special case of compressed sensing where the sensing matrix A averages neighboring
pixels. In [120], a sparse representation of image patches is sought and used to obtain
a high-resolution output. Our framework adopts the generative model instead of the
sparsity constraint. More recent work uses deep convolutional networks [121,122].
5.3 Model description
5.3.1 Background information
Before describing our approach, we provide some necessary background infor-
mation on compressed sensing and GANs.
In compressed sensing, the measurements are given as y = Ax + ζ. A ∈ Rm×n
is the measurement matrix and is usually chosen to be a Gaussian random matrix
because it satisfies desirable properties with high probability [96]. Unless otherwise
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specified, we will assume that A is a zero-mean random Gaussian matrix with
independent and identically distributed entries. A is kept constant in a given
experiment.
GANs consist of two neural networks, G and D. G : Rk → Rn maps a low-
dimensional latent space to the high dimensional sample space of x. D is a binary
neural network classifier. In the training phase, G and D are typically learned in
an adversarial fashion using actual input data samples x and random vectors z. An
isotropic Gaussian prior is usually assumed on z. While G learns to generate outputs
G(z) that have a distribution similar to that of x, D learns to discriminate between
“real” samples x and “fake” samples G(z). D and G are trained in an alternating





V (D,G) = Ex∼pdata(x)[logD(x)]
+ Ez∼pz(z)[log(1−D(G(z)))] (5.3)
GAN training algorithm At every iteration, (5.3) is maximized over D for a fixed
G, using GD, and then minimized over G, fixing D.
5.3.2 Motivation
In [10], a generative model is pre-trained on a set of uncompressed training
images, using the algorithm described in [104]. In the testing phase, the generative
model is used to reconstruct a compressed, previously unseen, test image using GD
on the problem in (5.2). It is shown that, when A is a random Gaussian matrix, if ẑ
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minimizes ||AG(z)− y||2 to within additive ε of the optimum, then for all x, and
with high probability
||G(ẑ)− x||2 ≤ 6 min
z
||G(z)− x||2 + 3||ζ||2 + 2ε (5.4)
In other words, the observed reconstruction error is bounded by the minimum possible
error of any vector in the range of the generator with some additional terms due to
noise and GD precision. We note that this upper bound depends on how well G can
represent the unknown signal x. Now, we show that, under certain conditions, the
expected value of this error term converges to 0 as G is trained on x.
Theorem 5.1 Let Gt be the generator of a GAN after t steps of the GAN training
algorithm described above. Additionally, as in [15], we assume:
(i) G and D have enough capacity to represent the data.
(ii) At each update, D reaches its optimum given G.
(iii) At each update, G is updated to improve the min-max loss in (5.3).
Furthermore, we assume that the training samples x come from a continuous distri-











This theorem shows that the right-hand side of (5.4) is actually small, which justifies
the setup adopted in [10]. However, the conditions for Theorem 5.1 may be too
strict in practice. For example, [15] assume that at every step of adversarial training,
the discriminator D is allowed to reach its optimal value given G, which might be
numerically infeasible. Therefore, the convergence of ||G(ẑ)− x||2 might not be
computationally attainable. To this end, we consider a task-aware GAN training,
which allows G to be optimized specifically for the task of reconstructing compressed
measurements.
Algorithm 5.1 Task-aware GAN training algorithm.
1: for number of training iterations do
2: Sample a batch of s training examples {x(1), . . . ,x(s)}.
3: For all i, compute y(i) = Ax(i) + ζ(i).
4: Initialize s random latent variables {z(1), . . . , z(s)} using a zero-mean Gaussian
prior.
5: Initialize D and G.
6: for L steps do
7: For all i, update z(i) by GD on the loss:
||y(i) −AG(z(i))||22 + λprior||z(i)||22 (5.6)
8: end for





[logD(x(i)) + log(1−D(G(z(i))))] (5.7)







return {ẑ(1), ẑ(2), . . .}, Ĝ, D̂
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Figure 5.1: One iteration of the task-aware GAN training algorithm.
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5.3.3 Task-aware GAN training
To make the GAN training task-aware, we propose to jointly optimize z and
train the GAN using these z’s. This is outlined in Algorithm 5.1, which alternates
between three optimizations on z, G, and D, respectively. In particular, we add
the GD steps in lines 5-7 of the algorithm to the original GAN training framework.
This enables the discriminator and generator to be optimized on values of z which
resemble the ones seen at test time. As previously mentioned, the original GAN
training algorithm uses randomly generated z values to train G and D. However, in
our setting, the trained GAN will not be given random z values at test time, but
rather specific z’s selected to minimize a loss function. It is therefore beneficial to
train the GAN on z’s obtained through the same process. We note that the extra
term λprior||z(i)||22 in (5.6) comes from the negative log-likelihood of the Gaussian
prior on z [10]. One iteration of this algorithm is also illustrated in Figure 5.1.
5.3.4 GAN training on compressed inputs
As mentioned earlier, a large set of non-compressed training data may not
be available in practice. We, therefore, assume that a small (or empty) set of non-
compressed training data and a larger set of compressed training measurements are
available. We modify the training algorithm to reflect this change. In particular, we
train two discriminators and a single generator using a combination of compressed
and non-compressed training data. The first discriminator is used to distinguish
between actual training data x and generated data G(z). The second discriminator
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Algorithm 5.2 GAN training algorithm using compressed training data.
1: for number of training iterations do
2: Sample a batch of s1 non-compressed training examples {x(1), . . . ,x(s1)}.
3: For all i, compute y(i) = Ax(i) + ζ(i).
4: Sample a batch of s2 compressed training examples {ỹ(1), . . . , ỹ(s2)}.
5: Initialize s1 random variables {z(1), . . . , z(s1)} and s2 random variables
{z̃(1), . . . , z̃(s2)} using a zero-mean Gaussian prior.
6: for L steps do
7: For all i, update z(i) by GD on the loss:
||y(i) −AG(z(i))||22 + λprior||z(i)||22 (5.9)
8: For all i, update z̃(i) by GD on the loss:
||ỹ(i) −AG(z̃(i))||22 + λprior||z̃(i)||22 (5.10)
9: end for












(i)) + log(1−D2(AG(z̃(i)))) (5.12)













return {ẑ(1), ẑ(2), . . .}, Ĝ, D̂1, D̂2
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is used to distinguish between actual compressed training data y and generated
data AG(z). The details of the training procedure can be found in Algorithm 5.2.
One iteration of this algorithm is also illustrated in Figure 5.2. The addition of a
second discriminator in Algorithm 5.2 does not affect the representative power of the
generator. In fact, similar arguments as in [15, Proposition 2] can be made to show
that, with the two discriminators, the distribution of the generator output being the
same as that of the training data remains optimal.
5.3.5 Contrastive loss regularization for supervised learning tasks
The low-dimensional vector ẑ, returned by Algorithm 5.1 or 5.2, can be used as
an input to Ĝ to recover the original image x. Since Ĝ learns to represent the overall
data distribution of x, ẑ must hold characteristic information specific to x. This
motivates us to use ẑ as an input feature for inference tasks such as classification.
Since ẑ is of much lower dimension than x (and, usually, y), using it as an input
feature to a classifier reduces the curse of dimensionality. To drive ẑ to be more
discriminative for the classification task, we add a contrastive loss [123] term to (5.6).
We assume that labeled training data is available, and the ground-truth label of x(i)







1(`i = `j)||z(i) − z(j)||22




Figure 5.2: One iteration of the GAN training algorithm using compressed training
data.
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where λcontr is a weight which dictates the relative importance of this loss, and M is
a positive margin.
5.4 Experiments
In our experiments, we use three different image datasets: the MNIST handwrit-
ten digits dataset [82], the Fashion-MNIST (F-MNIST) clothing articles dataset [124],
and the CelebFaces Attributes dataset (CelebA) [125].
The MNIST and F-MNIST datasets each consists of 60, 000 training images
and 10, 000 testing images, each of size 28× 28. We split the training images into a
training set of 50, 000 images and hold-out a validation set containing 10, 000 images.
The testing set is kept the same. The images contain a single channel, therefore the
input dimension n is 28× 28 = 784.
The CelebA dataset is a large-scale face dataset consisting of more than 200, 000
face images, split into training, validation, and testing sets. The RGB images were
cropped to a size of 64×64, resulting in an input dimension of n = 64×64×3 = 12, 288.
For all datasets, our generative and discriminative models follow the Deep
Convolutional GAN (DCGAN) architecture in [104]. We use the Adam optimizer [126]
for training the GAN. All hyper-parameters were either set to match the ones in [10]
or chosen by testing on the holdout validation set. Our implementation is based
on TensorFlow [127] and builds on open-source software [10, 128]. Details of the
hyper-parameters used in our experiments can be found in the code repository.
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5.4.1 Reconstruction
We first perform a compressed sensing reconstruction task. We train our model
using Algorithm 5.1, assuming access to the original non-compressed training set.
We refer to our trained model as Compressed Sensing GAN (CSGAN), since the
GAN was trained in a task-aware fashion for compressed sensing. As a baseline, we
compare our reconstruction results to those obtained by the method in [10], which
trains a DCGAN using the usual GAN training framework. At test time, both
methods optimize (5.6) to obtain ẑ, with the same learning rate and number of GD
iterations. For both cases, we perform the same number of random restarts on the
initialization of z. The reconstruction is then given by G(ẑ).
Additionally, we compare the results to Lasso, performed directly on the pixel
values for MNIST and F-MNIST, and in the Discrete Cosine Transform (DCT) and
Wavelet Transform domains for CelebA as was done in [10]. We also compare our
results to two iterative shrinkage-thresholding algorithms: the Two-step Iterative
Shrinkage-Thresholding algorithm (TwIST) [129] and the Fast Iterative Shrinkage-
Thresholding algorithm (FISTA) [130] and, in the case of MNIST and F-MNIST,
to reconstructions based on the Split Bregman (SB) method with a total variation
(TV) regularizer [131], and the SB method with a Besov norm regularizer [132]. The
SB method was not performed on the CelebA dataset as the smoothness assumption
is not applicable in the case of RGB images when different channels are not treated
independently. We report per-pixel mean-squared reconstruction error results in
Figure 5.3, as we vary the number of measurements m. It is shown that, and
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especially for very low values of m, the task-aware training of CSGAN is able to
more reliably reconstruct unseen samples x.
Remark 5.1 We note that the DCGAN results for MNIST in Figure 5.3 differ from
those reported in [10], due to the use of a GAN instead of a VAE. As GANs and
VAEs vary in their training methods, for clarity of presentation, we have opted to
only use GANs. However, our method can be readily extended to VAE models.
5.4.2 GAN training on compressed inputs
As previously mentioned, for some applications, it might be prohibitive to
acquire a large training set consisting of non-compressed images. However, com-
pressed training data can be readily available. To empirically validate the dual
discriminator training method on compressed measurements and non-compressed
inputs, we study the effect of varying the size of the non-compressed training set.
Naturally, DCGAN can only be trained on the non-compressed training images, and
suffers from over-fitting. The results are reported in Tables 5.1 and 5.2, and Figure
5.4, where NC = Number of non-compressed training samples. We can see that the
addition of a compressed data discriminator has successfully allowed the training
of a CSGAN using compressed measurements. Additionally, we note an interesting
trend: when NC = 0, CSGAN performs better than when NC = 100 and 1, 000 (but
not when NC = 8, 000). In fact, when the discriminator for non-compressed data D1
overfits the small amount of training data, this negatively affects the performance of
the generator (which is shared by both discriminators D1 and D2). In such cases, it
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1, 000 0.0859 0.0322
8, 000 0.0894 0.0124
Table 5.1: MNIST: Reconstruction results for m = 200 when varying the number of
non-compressed training data.
NC
A random Gaussian Super-resolution
DCGAN CSGAN DCGAN CSGAN
1, 000 0.1278 0.0514 0.1006 0.0510
4, 000 0.0837 0.0394 0.0582 0.0436
32, 000 0.0800 0.0308 0.0241 0.0247
Table 5.2: CelebA: Reconstruction results for m = 500 when varying the number of
non-compressed training data.
is beneficial to only use the compressed data discriminator D2. The smallest number
of non-compressed data needed to train D1 can be determined using the validation
set. Generally, we can see that the compressed data discriminator is extremely useful
especially when the amount of available non-compressed training data is very low.
In the extreme case, where only compressed measurements are available for
training, we show qualitative results of MNIST and F-MNIST reconstruction in
Figures 5.4 and 5.6. We would like to emphasize that this CSGAN has never seen
any real training image and has been solely trained on compressed measurements, yet
can reconstruct reasonably good samples. Additionally, quantitative reconstruction
results for various values of the number of measurements m can be found in Table
5.3.
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Figure 5.4: MNIST reconstruction results with m = 200. Top to bottom rows:
original images, reconstructions with NC = 0, reconstructions with NC = 100, re-
constructions with NC = 1,000, and reconstructions with NC = 8,000.
Figure 5.5: MNIST reconstruction results when only compressed training data is
available. Top row: original image; middle row: reconstructed image from m = 200
measurements; bottom row: reconstructed image from m = 400 measurements.
Figure 5.6: F-MNIST reconstruction results when only compressed training data is
available. Top row: original image; middle row: reconstructed image from m = 200






Table 5.3: CSGAN reconstruction results when only compressed training data is
available (NC = 0) for various measurements numbers m.
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Figure 5.7: CelebA super-resolution results. Top row: original image; middle row:
blurred image; bottom row: reconstructed image.
5.4.3 Super-resolution
Super-resolution is the task of increasing the resolution of an image. For this
special case, where A is a matrix that averages neighboring pixels, no theoretical
guarantees (such as (5.4)) are known. However, experiments using such averaging
matrices A’s still provide good results. Super-resolution is actually a relevant
application where an abundance of non-compressed (i.e., high resolution) images
may not be available. Results when varying the number of non-compressed training
data are reported in Table 5.2 for compressed measurements four times smaller than
the original images (3, 072 measurements). Additionally, qualitative results can be
seen in Figure 5.7 on the CelebA dataset. We can see that CSGAN produces realistic
reconstructions that resemble the original image.
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5.4.4 Classification
In this section, we use the discriminatively-regularized CSGAN with the addi-
tional contrastive loss defined in (5.14), with λcontr = 100 and M = 0.1. We train a
CNN classifier based on the LeNet [82] architecture, with a fully-connected layer to
map the input latent variables ẑ to a 784-dimensional vector as expected by LeNet.
We train the network over 30 epochs and pick the best model based on the holdout
validation set. Our results are reported in Tables 5.4 and 5.5. In the case of MNIST,
we compare our classification performance to that of SF [114]. We can see that
inference can indeed be made even using an extremely small number of measurements.
When training this CNN using the ẑ’s obtained from DCGAN, we obtain much
lower classification accuracies. This clearly demonstrates the effectiveness of the
regularization of CSGAN using the contrastive loss.
In order to further investigate the structure of the GAN latent space, we report
classification accuracies using a basic 50-nearest-neighbor (50-NN) classifier based
on the Euclidean distance in Tables 5.5 and 5.4. This simple 50-NN classifier clearly
does not give state-of-the-art classification performance. It, however, serves to show
that the latent space has indeed been regularized so that samples belonging to the
same class are represented by z’s which are close to each other in the Euclidean
distance sense. This is made even clearer when compared to the performance of the
same 50-NN classifier on the DCGAN latent space.
Finally, we report per-pixel mean-squared reconstruction error results on the








+ cont. ẑ + cont. ẑ
8 0.3697 0.4560 0.3814 0.3561 0.3679
39 0.4679 0.7572 0.4304 0.5987 0.3951
78 0.5645 0.8740 0.4296 0.6991 0.3957
196 0.7258 0.9257 0.4818 0.7656 0.4555
Table 5.4: Classification accuracy on MNIST using Smash Filters (SF), the LeNet







+ cont. ẑ + cont. ẑ
10 0.4881 0.4372 0.3937 0.3019
50 0.7410 0.6780 0.6073 0.4183
100 0.7705 0.7363 0.6377 0.4495
200 0.7830 0.7584 0.6456 0.4522
Table 5.5: Classification accuracy on F-MNIST using the LeNet CNN and 50-NN
classifiers.
5.6. These results serve to show that the addition of the discriminative regularizer
does not hurt reconstruction performance.
5.5 Concluding remarks
In this chapter, we present an effective method for training task-aware generative
models, specifically for compressive sensing tasks. We show that this task awareness
improves the performance, especially when a very low number of measurements is








+ cont. ẑ + cont. ẑ
10 0.1042 0.0999 0.0627 0.0732
50 0.0353 0.0334 0.0253 0.0254
100 0.0285 0.0186 0.0220 0.0203
200 0.0199 0.0139 0.0179 0.0179
400 0.0169 0.0112 0.0175 0.0168
Table 5.6: Per-pixel mean-squared reconstruction error results when using the
contrastive loss regularizer (with z dimension k = 20).
with only compressed measurements as training data, or, if available, only a small




In this dissertation, we analyzed the structure, performance, and limitations
of deep networks. We analyzed the ideal conditions for deep networks to perform
well and investigated methods to mitigate the effect of deviating from these ideal
conditions.
As previously mentioned, the ideal scenario consists of training a DNN using
a very large training set. Such a training set should consist of samples which are
balanced across classes, not lossy, and void of label noise.
In Chapter 2, we investigated the relationship between the performance of a
CNN, its depth, and the training set size. We showed that, under i.i.d. sampling
of the training set, and if the training and testing sampling distributions are the
same, good generalization performance is guaranteed with high probability whenever
the training set size is some constant times d4, where d is the convolutional depth
of the CNN. We also showed how this result changes when the training and testing
distributions are slightly different. Namely, we characterized this difference in
terms of the variation divergence between the two distributions and showed that
the training set size needed for a guaranteed generalization performance increases
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with the variation divergence. The results in this chapter showed that, under i.i.d.
sampling, we witness an exponential decrease in the incremental benefit that one
new random training example adds to the CNN performance. We also empirically
tested our results on the problem of gender classification on three different datasets.
In Chapter 3, we investigated other properties of CNNs by examining the struc-
ture of their layers. While the convolutional layers of CNNs were previously shown
to be approximated by a series of CSC steps, we considered the addition of spatial
pooling operations following the CSC steps to mirror modern CNN architectures. We
showed that such an addition does not affect the uniqueness and stability properties
of the deep CSC model. We also showed that these spatial pooling layers offer a
variety of benefits including the decrease in the dimensionality of the involved vectors
and dictionaries, noise suppression, and preventing codes from becoming too sparse.
Our analysis served to explain why some of the most successful CNN architectures
to date use convolutional filters, ReLU activations, and max-pooling.
In Chapter 4, we proposed a new technique to adaptively select training
samples to be presented to a DNN. Such a sampling technique serves to overcome
the exponential decrease in the incremental benefit of a data point discovered in
Chapter 2. Our selection method exploits the knowledge and current state of the
network to iteratively and actively find a new optimal subset of training examples to
resume training on. This approach was based on balancing four objectives: class
balance, data representativeness, data diversity, and classifier uncertainty. These four
objectives were shown to improve the performance of a deep network by driving it
to a better local minimum, as well as address the non-ideal cases of class imbalance,
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noisy training labels, and lack of enough training samples. Our experiments were
performed on a variety of computer vision classification problems spanning four
benchmark datasets.
In Chapter 5, we examined another non-ideal scenario, in which samples
given to the network at inference (and potentially training) time are lossy. We
presented an effective method for training task-aware generative models specifically
for the task of reconstructing such lossy samples. We empirically showed that this
consistently improves the reconstruction performance compared to state-of-the-art
compressed sensing recovery techniques. We also showed that it is possible to train
the generative models using compressed samples (when training samples are also
lossy) or a combination of compressed and complete examples. We finally showed
that the latent space of the generator can be regularized and used as a feature
for various supervised learning tasks. We carried out our experiments on three
well-known image datasets.
6.2 Directions for future research
In Chapter 2, we studied the relationship between the depth of a CNN, its
training set size, and its generalization performance for binary classification problems.
It would be interesting to further develop this theory and experiments to study the
effects of other CNN parameters, extend to multi-class classification problems, as
well as investigate the impact of other important factors such as the underlying
distribution and the training algorithm.
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In Chapter 3, the role of spatial pooling layers in CNN and CSC models was
investigated. In light of the parallelism between these two models, the structure and
role of other common CNN layers and functionalities can be analyzed.
In Chapter 4, we introduced an adaptive training data selection algorithm.
Our current implementation has not been optimized to make use of all available
computational resources (including GPUs). There are known faster methods to solve
SDPs and pseudo-inverses, e.g. [133–136], utilizing GPUs. Furthermore, as an exact
solution to the SDP optimization problem is not required, approximate solution
methods [137] can be used to reduce the complexity. In our current implementation,
parameters such as the budget, and weights λ1, λ2, and λ3, are chosen by cross-
validation and a search over the parameter space. A more detailed analysis of the
effect of these parameters can provide better insight into how to tune them. While
our subset selection method was designed for classification tasks, it can also be
extended for other supervised learning tasks such as verification.
In Chapter 5, we used GANs to impose structure in compressed sensing
problems, replacing the usual sparsity constraint. Our current implementation only
uses the Gaussian prior on the latent variable z as a regularizer in the reconstruction
loss. It would be interesting to also add a discriminator loss which would drive the
GAN to produce more realistic reconstructions. Additionally, training the task-aware
GAN and classifier jointly in an end-to-end manner could yield better classification
performance.
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Appendix A: Proofs from Chapter 2
A.1 Proof of Lemma 2.1
A parametrized class of functions with parameters η ∈ IRt that is computable
in no more than p operations has a VC dimension which is O (t2p2) (see [34, Theorems












2) + |Wf |,
where |Wf | is the number of trainable weights in the fully connected layers. By
counting the number of operations required to compute (2.1)-(2.4), we see that
the computational complexity of the l-th convolutional layer of a CNN is at most
O(ml1 · (nl2 − f l1 + 1) · (nl3 − f l2 + 1) · (nl1nl2nl3 + ml1(gl)2 + (pl)2). Using this result,
together with the fact that we have assumed d′ to be fixed, we prove the lemma.
A more exact expression for the VC dimension bound which does not introduce a
constant α can be derived from [138, Theorem 7]. It is omitted here for clarity of
presentation. 
A.2 Proof of Theorem 2.1
The proof can be derived using Lemma 2.1 and [139, Theorem A3.1]. Note
that this result is not restricted to the exact architecture given in section 2.2 and any
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activation function can be used as long as it can be computed using the operations
listed in [34, Theorems 5, 8].
A.3 Proof of Theorem 2.2
The proof is derived from [140, Theorem 3.1], [141, Theorem 1]. 
A.4 Proof of Theorem 2.3
We define the following event:
A = { For every c ∈ Cd, one of (i) or (ii) holds }. (A.1)





= Pr [∃c : eT (c) > ε′, eS(c) ≤ ε′, êS(c) ≤ (1− γ′)ε′]
+ Pr [∃c : eT (c) > ε′, eS(c) > ε′, êS(c) ≤ (1− γ′)ε′] (A.2)
≤ Pr [∃c : eT (c) > ε′, eS(c) ≤ ε′, êS(c) ≤ (1− γ′)ε′]
+ Pr [∃c : eS(c) > ε′, êS(c) ≤ (1− γ′)ε′] (A.3)
≤ Pr [∃c : ε′ − τ < eS(c) ≤ ε′, êS(c) ≤ (1− γ′)ε′]
+ Pr [∃c : eS(c) > ε′, êS(c) ≤ (1− γ′)ε′] (A.4)
≤ Pr [∃c : eS(c) > ε′ − τ, êS(c) ≤ (1− γ′)ε′]









where (A.4) follows from the fact that, from [28, Theorem 1], eT (c) ≤ eS(c) + τ , and
(A.6) is an application of Theorem 2.1 with δ = δ′/2, ε = ε′ − τ , and γ = γ̄. 
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Appendix B: Proofs from Chapter 3
B.1 Proof of Theorem 3.1
Assume we have two distinct sets of solutions {Γ∗i ,P∗i }Li=1 and {Γ̂i, P̂i}Li=1.
Note that if, for some i, Γ∗i = Γ̂i, then, P
∗
i = P̂i. Therefore, there must exist
j such that Γ∗j 6= Γ̂j. Consider the smallest such j. From (3.9), we must have
DjΓ
∗
j = DjΓ̂j = Γ
∗
j−1 = Γ̂j−1 (with Γ
∗
0 = Γ̂0 = X). Define
σ∞(Dj) = arg min
∆
‖∆‖s0,∞ s. t.∆ 6= 0,Dj∆ = 0. (B.1)
Dj(Γ
∗
j − Γ̂j) = 0 implies ‖Γ∗j − Γ̂j‖s0,∞ ≥ σ∞. However,









which is a contradiction. In what precedes, (B.2) follows from the triangle inequality
satisfied by the `0,∞ pseudo-norm [49, Theorem 15]. (B.3) is by the assumption in
(3.10), and (B.4) follows from [49, Theorem 7]. 
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B.2 Proof of Lemma 3.1
Let Bk be the set of indices over which the max operates for the k-th element

























































= ‖X− X̂‖22 (B.8)
where in (B.6), K1 , {k | maxj∈Bk(X)j ≥ maxj∈Bk(X̂)j}, andK2 , {k | maxj∈Bk(X̂)j >
maxj∈Bk(X)j}. In addition, in (B.7), j?(k) , arg maxj∈Bk(X)k and
¯
j(k) , arg maxj∈Bk(X̂)j .
The inequality in (B.8) follows from the fact that the sets {Bk} are mutually exclusive
since s ≥ b. 










































((X)i − (X̂)i)2 = ‖X− X̂‖22 (B.13)
where (B.10) follows from the convexity of the function f(x) = x2. (B.11) follows by
observing that each index j is included in at most db/se of the sets {Bk}. In (B.12),
db/se = δ + b/s, with δ < 1 and δ = 0 if b/s is an integer. (B.13) follows by noting
that, if s = 1, then δ = 0 and 1/s + δ/b = 1 (similarly if b = 1, since db/se = 1).
Now assume b, s ≥ 2. Then, 1/s ≤ 1/2 and δ/b < 1/b ≤ 1/2. Then, we always have
1/s+ δ/b ≤ 1. 
B.4 Proof of Theorem 3.2
We start with i = 1. By the assumptions in (3.12) and (3.13), and the feasibility


















, ‖Y −D1Γ̂1‖2 ≤ ε1. (B.14)
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Then, by [3, Theorem 5]
‖Γ∗1 − Γ̂1‖22 ≤
4ε21
1− (2‖Γ∗1‖s0,∞ − 1)µ(D1)
= ε22. (B.15)
Let ∆ , P̂1 − P∗1. Then, ‖∆‖22 = ‖P∗1 − P̂1‖22 ≤ ‖Γ∗1 − Γ̂1‖22 ≤ ε22 by Lemmas 3.1


















, ‖P̂1 −D2Γ̂2‖2 ≤ ε2. (B.16)
Using the same theorem and lemmas, we conclude that ‖P∗2−P̂2‖2 ≤ ‖Γ∗2− Γ̂2‖ ≤ ε3.
We repeat this until i = L. 
B.5 Proof of Theorem 3.3
As shown in [3, Theorem 10], and for all i, Γi has the same support as Γ̂i,
given by Γ̂i = Sβi(DTi Γ̂i−1) (with the convention Γ̂0 = X). Then,















= Nmi−1F(DTi )F(Γ̂i−1) (B.21)
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≤ F(Γ̂i−1) = F(Γi−1) (B.22)
where (B.19) follows from the fact that thresholding does not increase the `0 pseudo-
norm. In (B.20), we define the `0 pseudo-norm of a matrix as the maximum number
of non-zero elements in a column. Then, the multiplication DTi Γ̂i−1 is a linear
combination of ‖Γ̂i−1‖0 columns of DTi , each having no more than ‖DTi ‖0 non-zero
elements, which leads to (B.20). (B.22) follows form the assumption of the theorem.

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Appendix C: Proofs from Chapter 4
C.1 Proof of Theorem 4.1
First, we ignore the M tk ≤ |Xk| constraints, in (4.3), and let hk = αctk/M t.














M tk ≤M t, (C.1)
We start by showing a necessary optimality condition.




, . . . ,M tL
?}, must satisfy









for all i, j such that M ti > 0,M
t
j > 0. (C.2)
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Proof: We prove the lemma by contradiction. Assume there exist i, j such that








)∣∣∣∣ = ∆ > 1. (C.3)








. Now consider a new
profile where M ti = M
t
i
? − 1, M tj = M tj
?




for k 6= i, j. This new
policy is clearly feasible. We consider the difference between the objective values
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where (C.8) follows from the assumption in (C.3) and (C.9) from ∆ > 1. This shows
that the profile {M tk} achieves a higher objective value than the profile {M tk
?} which
contradicts its optimality. 
Now, we show that Algorithm 4.1 solves the problem in (C.1). We proceed by
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induction on the budget M t:
• Base case, M t = 1: It is trivial to show that in the optimal profile, one water
unit will be assigned to the class with the lowest base level M
t
αctk
, with ties broken
arbitrarily.
• Induction step: Given an optimal profile {M tk(m)} that solves (C.1) for M t = m,
we find the optimal profile {M tk(m+ 1)} for M t = m+ 1. It can be seen that
one water unit should be added to {M tk(m)} because any other deviation from
this profile will violate Lemma C.1. Furthermore, using similar arguments as








This corresponds exactly to the operation of Algorithm 4.1 in the case of no caps.
When caps are added, i.e., with the constraints M tk ≤ |Xk|, it is easy to show the
following:
• If the optimal profile for Problem (C.1) is feasible for Problem (4.3), then it is
also optimal for Problem (4.3).
• If the optimal profile for Problem (C.1) contains a class i such that M ti > |Xi|
(infeasible for Problem (4.3)), then the solution of Problem (4.3) must have
M ti = |Xi|. Furthermore, since no more water units can be allocated to
this class, we can solve Problem (4.3) with class i removed and total budget
decreased by |Xi|. This is equivalent to skipping class i when its water level
reaches its cap.
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As this describes the operation of Algorithm 4.1 with caps, this proves the theorem.

Remark C.1 The use of the ceiling operation dMt
αctk
e in Algorithm 4.1 is not necessary
for the optimality of the solution. However, it makes the procedure easier to visualize
and results in the same optimal profile.
C.2 Proof of Lemma 4.1






(1− s)ᵀD̃s− λuc̃ᵀs (C.10)
=− λd
4M
(x + 1)ᵀD̃(x + 1) +
λr
4(N −M)
(1− x)ᵀD̃(x + 1)− λu
2
















































where (C.11) follows from the change of variable x = 2s− 1. Furthermore, we can
drop the constant term in (C.13) since we are only interested in the minimizer x,
and not the objective value.
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(1ᵀx +N − 2M)2 = 0
}
(C.17)
This concludes the proof. 
C.3 Proof of Theorem 4.2
We denote the optimal objective value of (4.11) by p?. We start by writing the
























xᵀ (A + µ11ᵀ) x
+ (b− 2µ(2M −N)1)ᵀx
}]
. (C.20)
Next, we relax the constraint x ∈ {−1, 1}N to the non-binary constraint xᵀx = N .
Commonly used relaxations for x ∈ {−1, 1}N include xᵀx = N and xi ∈ [−1, 1],
resulting in the same duality gap [73, Theorem 2]. We use the former as it results
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xᵀ (A + µ11ᵀ) x
+ (b− 2µ(2M −N)1)ᵀx
}]
(C.21)
The inner minimization over x is known as the trust-region problem and has no






















− γN + min
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xᵀ (A + µ11ᵀ + γI) x










xᵀ (A + µ11ᵀ + γI) x








(2M −N)2µ− γN + max
τ
−τ (C.25)
s. t. for all x :
xᵀ (A + µ11ᵀ + γI) x + (b− 2µ(2M −N)1)ᵀx ≥ −τ (C.26)







(b− 2µ(2M −N)1) A + µ11ᵀ + γI
  0. (C.27)
This concludes the proof. 
Remark C.2 We note that in the proof of Theorem 4.2, only one relaxation, (C.21),
was made. Other relaxations are possible such as introducing x2i = 1 ∀i constraints
and taking the Lagrangian dual as done in [74]. However, this results in (N − 1)
additional optimization variables and makes the resulting SDP more complex. We do
not adopt such an approach as we would like the subset selection problem to run as
efficiently as possible.
Remark C.3 The inner minimization over x in (C.24) is unconstrained and can
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be solved exactly, with a minimum value of
−1
4
(b− 2µ(2M −N)1)ᵀ · (A + µ11ᵀ + γI)† · (b− 2µ(2M −N)1), (C.28)
if (A + µ11ᵀ + γI)  0. However, plugging the expression in (C.28) into (C.24) and
maximizing over µ, γ does not result in a convex formulation and cannot be solved
efficiently.
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Appendix D: Proofs from Chapter 5
D.1 Proof of Theorem 5.1
Let gt(x) be the probability distribution function (p.d.f.) of Gt(z) and f(x) be
the p.d.f. of x. Then, from [15, Proposition 2], gt(x) converges to f(x) pointwise in
x. By assumption, f(x) has bounded support X , i.e., µ(X ) is finite, where µ(·) is
the Lebesgue measure. We note that the assumption of X having bounded support
is reasonable, especially for computer vision tasks where pixel values are usually
bounded (for instance, in [0, 255]).
Then, by Egorov’s theorem, for all ε > 0, there exists a set B ⊆ X such that
µ(B) < ε and gt(x) converges to f(x) uniformly on X \B. This implies that, for all
x ∈ X \ B and for all ν, there exists t0 such that |gt(x)− f(x)| < ν, for all t ≥ t0.
This means that, for x ∈ X \B, gt(x) = 0 implies f(x) < ν. Additionally, gt(x) > 0
implies that there exists z such that Gt(z) = x, i.e., minz ||x−Gt(z)||2 = 0.
Let Xν = {x ∈ X | f(x) ≤ ν}. Note that {x ∈ X \B | gt(x) = 0} ⊆ Xν for all
























































≤ C(ε+ νµ(X )) (D.7)
where C > 0 is a positive constant.
Equation (D.3) follows from the fact that minz ||x−Gt(z)||2 = 0 for x ∈
X \ (B ∪ Xν), f(x) ≤ 1 for x ∈ X , and f(x) ≤ ν for x ∈ Xν . Equation (D.6) is















Equation (D.8) follows from the max-min inequality. In (D.9), z̄ is such that
Gt(z̄) ∈ X . Such a z̄ always exists for t ≥ t0. Equation (D.10) follows from the fact
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that X is compact.
Therefore, we obtain (D.7) by noting that supt≥t0 maxx∈X minz ||x−Gt(z)||2 ≤
C. Since µ(X ) is a finite positive constant and (D.7) is satisfied for any ε, ν > 0, this
proves the theorem. 
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