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ABSTRACT
In this work we investigate the systematic uncertainties that arise from the calculation
of the peculiar velocity when estimating the Hubble constant (H0) from gravitational
wave standard sirens. We study the GW170817 event and the estimation of the peculiar
velocity of its host galaxy, NGC 4993, when using Gaussian smoothing over nearby
galaxies. NGC 4993 being a relatively nearby galaxy, at ∼ 40 Mpc away, is subject to
the significant effect of peculiar velocities. We demonstrate a direct dependence of the
estimated peculiar velocity value on the choice of smoothing scale. We show that when
not accounting for this systematic, a bias of ∼ 200 km s−1 in the peculiar velocity incurs
a bias of ∼ 4 km s−1 Mpc−1 on the Hubble constant. We formulate a Bayesian model
that accounts for the dependence of the peculiar velocity on the smoothing scale and
by marginalising over this parameter we remove the need for a choice of smoothing
scale. The proposed model yields H0 = 68.6+14.0−8.5 km s
−1Mpc−1. We demonstrate that
under this model a more robust unbiased estimate of the Hubble constant from nearby
GW sources is obtained.
Key words: Cosmology: cosmological parameters–Gravitational waves – Galaxies:
peculiar
1 INTRODUCTION
The Hubble constant (H0) characterises the current expan-
sion rate of the Universe. It is one of the few cosmologi-
cal parameters that can be estimated locally and consider-
able resources have been dedicated to measuring its value
with high precision. Despite this, its precise value is still
a topic of controversy since the value inferred from mea-
surements of the global Universe does not agree with the
value obtained using local measurements. Using the cos-
mic microwave background (CMB), Planck Collaboration
et al. (2018) inferred H0 = 67.36 ± 0.54 km s−1 Mpc−1 pro-
viding the tightest constraint on the value of H0 under the
assumption of the standard ΛCDM cosmology. Riess et al.
(2019), using Cepheid variable stars and supernovae type Ia
(SNIa) from Hubble Space Telescope (HST) observations,
determined the local value of the Hubble constant to be
H0 = 74.03 ± 1.42 km s−1 Mpc−1 providing a constraint inde-
pendent of a cosmological model.1 These latest results imply
? E-mail: constantina.nicolaou.17@ucl.ac.uk
1 All quoted error bars represent the 68% confidence level (CL),
unless otherwise stated.
an increase in the discrepancy between the two precise meth-
ods to 4.4σ. Whether this tension arises due to systematic
effects or new physics is still debated (Pourtsidou & Tram
2016; Huang & Wang 2016; Bernal et al. 2016; Di Valentino
et al. 2016; Wyman et al. 2014; Go´mez-Valent & Amendola
2018). Another study using gravitationally lensed quasars
with measured time delays (an independent method to SNIa
and CMB) finds H0 = 73.3+1.7−1.8 km s
−1 Mpc−1 under the as-
sumption of flat ΛCDM cosmology (Wong et al. 2019). While
in agreement with Riess et al. (2019) it is in disagreement
with the inferred value from CMB which further fuels this
debate. Although significant effort has been made to recon-
cile the local and global estimates of H0, no obvious system-
atic error accounting for the discrepancy has been reported
(Efstathiou 2014; Wu & Huterer 2017; Follin & Knox 2018;
Dhawan, Suhail et al. 2018; Feeney et al. 2018b) and the
underlying cause of the tension still remains elusive.
Cosmology is in need of a new entirely independent
method to effectively measure the Hubble constant. Gravi-
tational Waves (GWs) provide this, promising to offer key
insight into this tension (Feeney et al. 2018a). GWs can act
as cosmological probes and carry enormous potential to ex-
amine the Universe and enhance our understanding of fun-
© 2019 The Authors
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damental physics laws. The detection of GWs has been made
possible with the advancement of the GW observatories Ad-
vanced LIGO (Laser Interferometer Gravitational-wave Ob-
servatory) (LIGO Scientific Collaboration et al. 2015) and
Advanced Virgo (Acernese et al. 2014). In the first and
second observing runs, 11 GW events were successfully ob-
served (The LIGO Scientific Collaboration et al. 2018). By
comparing the detected GW signal to the waveforms pre-
dicted by general relativity, it is possible to extract the lumi-
nosity distance to the source (Veitch et al. 2015). Crucially,
this does not rely on empirical relations used in conventional
astronomical determinations of cosmological distances. The
ability of GWs to act as distance indicators gave rise to
the term standard sirens (analogous to SNIa standard can-
dles) (Schutz 1986). In contrast to SNIa, which probe the
distance-redshift relation directly, GWs do not uniquely pro-
vide a measure of the source’s redshift due to the degener-
acy between the rest-frame mass and the redshift, z, of the
source. However, as first noted by Schutz (1986), the most
direct way to obtain the redshift of a GW source is through
identifying an electromagnetic (EM) counterpart such as a
glowing accretion disk or a gamma ray burst. In the case
where a direct EM signal is not present, the redshift can
still be obtained through a statistical approach by making
use of galaxy catalogues to identify the potential host galax-
ies within the event localisation region (Schutz 1986). The
redshifts of the potential host galaxies will contribute in a
probabilistic way to the calculation of H0 (Del Pozzo 2012;
The DES Collaboration et al. 2019).
The first GW event to be accompanied by a direct
EM counterpart was the binary neutron star (BNS) merger
event, GW170817, (Abbott et al. 2017a,c,d) which emit-
ted a short gamma-ray burst. This first BNS event pro-
vided an independent estimate of the Hubble constant
H0 = 70.0+12.0−8.0 km s
−1 Mpc−1 (Abbott et al. 2017b, here-
after LVC17). While the measurement is broadly consistent
with both the CMB and cosmic distance ladder results, this
first multi-messenger event demonstrates the great potential
of GW standard sirens to act as independent cosmological
probes. Given LIGO’s current H0 estimate, a 2% measure-
ment of H0 from standard sirens may be possible in the
next ∼ 5 years, given ∼ 50 BNS merger events, sufficient to
help clarify the current Hubble constant tension (Chen et al.
2018; Del Pozzo 2012; Feeney et al. 2018a). For GW cosmol-
ogy to deliver on its promises, however, the H0 estimate has
to be unbiased, free of systematics and have representative
uncertainties (Mortlock et al. 2018). Taking these into ac-
count will lead to an era of precision GW cosmology.
The uncertainty in the Hubble constant from observa-
tions of nearby GW events (similar to GW170817) is dom-
inated by the error on the peculiar velocity. In this paper
we investigate the systematic uncertainties that arise from
the calculation of the peculiar velocity and propose a way to
limit their effect. 2 This leads to a more robust calculation of
2 While preparing our paper for submission, two other inde-
pendent studies on the impact of peculiar velocities on H0 de-
termination from standard sirens were submitted (Howlett &
Davis (2019), ArXiv: 1909.00587; Mukherjee et al. (2019), ArXiv:
1909.08627). Their analysis yields H0 = 64.8+7.3−7.2 km s
−1Mpc−1 and
H0 = 69.3+4.5−4.0 km s
−1Mpc−1 respectively. We shall defer to a future
detailed comparison study of their and our approaches.
the Hubble constant from nearby GW events. The remainder
of this paper is organised as follows: the uncertainties asso-
ciated with the Hubble constant calculation are discussed in
Section 2. In Section 3 we demonstrate the existence of a
previously unaccounted for systematic associated with the
estimated peculiar velocity of the host galaxy from obser-
vations of its local neighbours from the 6dF Galaxy Survey
(Springob et al. 2014). In Section 4 we introduce our new
Bayesian model to control for this systematic, and compare
it to the model used in LVC17. In Section 5 we illustrate
that when using the baseline model a bias of ∼ 200 km s−1
in the peculiar velocity incurs a bias of ∼ 4 km s−1 Mpc−1 on
the Hubble constant making it impractical to clarify the H0
tension. We demonstrate how this effect can be limited when
using the proposed model instead. Finally, our conclusions
are summarised in Section 6 followed by Appendix A which
outlines the settings used in PyCBC Inference to infer the
parameters of GW170817.
2 UNCERTAINTIES IN THE HUBBLE
CONSTANT CALCULATION
The Hubble flow velocity of an object is directly proportional
to its distance and hence farther objects travel away from
us at a greater velocity than nearby objects. This indicates
that the Universe is expanding at a rate given by the Hub-
ble constant (Hubble 1929). Galaxies, however, experience
the local gravitational field which causes deviations in the
galaxy’s motion from the Hubble flow referred to as peculiar
velocities. The peculiar velocity is defined as vp ≡ czp, where
zp is the peculiar velocity redshift relating to the observed
redshift zobs and the Hubble flow redshift zH through
(1 + zobs) = (1 + zp)(1 + zH ) . (1)
For small redshifts, z << 1, Equation 1 approximates to
czobs ≈ czH + czp ≈ H0d + vp , (2)
where czobs = vr is the observed recession velocity of the
galaxy corresponding to observed redshift, d is the distance
to the object (which is distinct from the luminosity distance
although equal in the z << 1 limit) and vp is the line-of-
sight peculiar velocity. For nearby galaxies, the effect of the
peculiar velocity is more significant compared to far away
galaxies. This is because according to the Hubble law, more
distant galaxies will have a larger Hubble flow velocity, which
will be significantly greater than the induced peculiar mo-
tion.
Rearranging Equation 2 we obtain
H0 ≈
vr − vp
d
=
v
d
, (3)
where v = vr − vp is the resultant velocity. The fractional
error on the Hubble constant from a single source depends
on the fractional uncertainty of the resultant velocity of the
host galaxy and the fractional distance uncertainty to first
order given by(
σH0
H0
)2
≈
(σv
v
)2
+
(σd
d
)2
. (4)
σv is dependent on the uncertainty of the recession velocity
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σvr and the uncertainty on the peculiar velocity σvp where
typically σvp > σvr , hence the first term on the right hand
sight of Equation 4 is dominated by the peculiar velocity
uncertainty. As discussed in Chen et al. (2018), at high red-
shifts σH0 will be dominated by the distance uncertainty
as σd/d scales roughly inversely with signal-to-noise ratio
(SNR) and hence tends to increase with distance. The dis-
tance uncertainty is expected to improve with next gener-
ation GW detectors and hence the point at which the two
terms on the right hand side of Equation 4 are equal will
shift to larger distances. For LIGO-Virgo’s second observ-
ing run the distance at which the two terms were equal
was ∼ 30 Mpc (Chen et al. 2018), close to the distance of
GW170817 (∼ 40 Mpc). For sources found at such distances
or closer, the uncertainty on the peculiar velocity (which
can be as high as ∼ 500 km s−1) leads to poorer constraints
on H0 than for more distant events, despite typically hav-
ing smaller localisation volumes (Palmese et al. 2019). While
an increased distance reach will suppress the uncertainty on
the peculiar velocity, as most events will come from farther
away, it is possible that we are able to identify counterparts
only for the closest GW events. Therefore it is crucial to
ensure the analysis is unbiased. In order to achieve an unbi-
ased estimate of the Hubble constant free of systematics, the
peculiar velocity uncertainty has to be correctly captured,
and the methodology should provide a robust estimate of
the Hubble constant.
3 PECULIAR VELOCITY OF NGC 4993
Using the EM counterpart signal, NGC 4993 was identified
as the host galaxy of the BNS merger event, GW170817. In
this section we inspect the calculation of the inferred value
of the peculiar velocity of NGC 4993 from observations of
its neighbours using the 6dF Galaxy survey (Springob et al.
2014) and investigate the systematics that arise. The pecu-
liar velocity analysis is carried out in the CMB frame.
Calculating peculiar velocities is non-trivial. At present,
there are two established methods for estimating peculiar ve-
locities. The first method entails obtaining the redshift and
distance measurements of galaxies and calculating the pecu-
liar velocity directly via the use of Equation 2. This method
relies on the use of redshift-independent distance indicators
such as the Tully-Fisher relation (Tully & Fisher 1977) and
the fundamental plane relation (Dressler et al. 1987; Djor-
govski & Davis 1987). The former is a correlation that holds
for spiral galaxies and expresses the luminosity of the galaxy
as a power law function of its rotational velocity. The lat-
ter applies to galaxy spheroids and expresses a power law
relationship between the effective radius of the galaxy, its
surface brightness and its velocity dispersion. The second
method for estimating peculiar velocities is by starting from
a galaxy redshift survey and reconstructing the gravity vec-
tor g at a position of interest by essentially summing up the
inverse-square law over the catalogued galaxies. The pecu-
liar velocity can be then estimated assuming linear theory
vp ∝ ( f /b)g where f is the growth factor and b is the linear
bias parameter, the ratio of density contrast in galaxies to
mass (Fisher et al. 1995; Davis et al. 1996; Erdogdu et al.
2006; Springob et al. 2014; Carrick et al. 2015).
As the peculiar velocity of NGC 4993 is not directly
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Figure 1. Top: 15 nearest neighbours of NGC 4993 and their
corresponding peculiar velocities with errors as obtained by the
6dFGSv. Bottom: Cumulative average peculiar velocity as a func-
tion of the number of nearest neighbours. The error bars were ob-
tained by error propagation from the individual peculiar velocity
errors of the included galaxies. We note here that the error bars
in both plots are an underestimate of the peculiar velocity error.
A more representative error would be of the order of 150 km s−1 or
higher. The peculiar velocity analysis is carried out in the CMB
frame.
available, a way of obtaining it is to infer the value from
its neighbour galaxies. From the 3D peculiar velocity map
of the 6dF Galaxy Survey (6dFGSv) (Springob et al. 2014),
we can identify the nearest neighbours of NGC 4993. The top
panel of Fig. 1 illustrates the 15 nearest galaxies and their
corresponding radial peculiar velocity and the bottom panel
the average peculiar velocity of NGC 4993 as a function of
the number of nearest neighbours taken into account (equal
weights are attributed to the galaxies in this case).
The top panel in Fig. 1 suggests that galaxies surround-
ing NGC 4993 are split into two categories; galaxies that
possess a positive vp and galaxies that possess a negative
vp. This is reflected in the bottom panel of Fig. 1, where the
cumulative average peculiar velocity decreases when more
than 10 nearest neighbours are considered. Considering only
the first 10 nearest neighbours we obtain an average peculiar
velocity of 371 ± 39 km s−1, whereas considering the nearest
15 galaxies the average peculiar velocity is 194 ± 34 km s−1.
MNRAS 000, 1–8 (2019)
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Figure 2. Weighted peculiar velocity as a function of the smooth-
ing scale with 1σ error bars. Note that the 6dFGS error bars are
underestimates. The points are correlated as galaxies that are in-
cluded in smaller smoothing scales are also contributing in larger
smoothing scales.
This indicates that the average peculiar velocity obtained
is highly dependent on the number of neighbours included,
with relative variations on the order of ∼ 50%.
Following LVC17, we then adopt a 3D Gaussian ker-
nel centred on the position of NGC 4993 to obtain the pe-
culiar velocity of the host galaxy by weighing the peculiar
velocities of the galaxies in the survey according to their dis-
tances from NGC 4993. Using a width or smoothing scale
of 8h−1 Mpc, equivalent to 800 km s−1 in velocity space, we
obtain a weighted peculiar velocity of 315 ± 36 km s−1 (er-
ror bars indicate 1σ). This is similar to the value obtained
by LVC17 (310 ± 69 km s−1 using the same smoothing scale)
with the difference being attributed to the fact that in this
work we used the entire catalogue to obtain the weighted
peculiar velocity whereas LVC17 use only the 10 galaxies
found within one kernel width of NGC 4993. As the choice
of smoothing scale is arbitrary, we investigate how varying
this parameter affects the calculation of the peculiar velocity.
The results of this study are depicted in Fig. 2. We observe
that the choice of smoothing scale affects the value of the
resulting peculiar velocity substantially. This is expected as
the smoothing scale determines the shape of the Gaussian
kernel and consequently the distribution of weights. This
suggests that the method incurs a systematic error as the
choice of smoothing scale will bias the resulting peculiar ve-
locity. The dependence depicted in Fig. 2 is not unique to
NGC 4993. Inspecting other galaxies in the catalogue at ran-
dom, we confirm a considerable dependence of the peculiar
velocity on the smoothing scale with the exact mapping tak-
ing different forms depending on the chosen galaxy. In many
cases this systematic affects the peculiar velocity estimate to
a greater extent than shown in Fig. 2.
We compare the above to other studies in the literature
that independently obtain a peculiar velocity estimate for
NGC 4993. Guidorzi et al. (2017) estimate the peculiar ve-
locity of NGC 4993 to be 326±250 km s−1 where the peculiar
velocity value was calculated using the 2MASS redshift sur-
vey (Carrick et al. 2015) and its error was computed via two
methods (Wu & Huterer 2017; Scolnic et al. 2018). This was
done as they suggest that the dispersion obtained from the
2MASS redshift survey is an underestimate due to the fact
that the method is subject to systematics as it relies on the
ability to convert from galaxy luminosity to the total matter
field. It is interesting to note that the peculiar velocity value
obtained by Guidorzi et al. (2017) from the 2MASS redshift
survey differs from the value obtained by LVC17 when using
the 2MASS redshift survey (280±150 km s−1). The difference
in the value is suggestive of a different smoothing scale used.
Hjorth et al. (2017) obtain an independent estimate of the
peculiar velocity by making use of dark matter simulations
from the Constrained Local Universe Simulations (CLUES)
project. Using a 5h−1 Mpc range centred at the CMB rest-
frame velocity of NGC 4993 they find a mean peculiar ve-
locity of 307±230 km s−1. While all estimates of the peculiar
velocity of NGC 4993 agree within 1σ, the value is currently
debated owing to a nontrivial dependence on the particular
choice of reconstruction method, such as the arbitrary choice
of the smoothing scale.
The results of the current work illustrate that the pro-
cedure to estimate the peculiar velocity of NGC 4993 is sub-
ject to an unaccounted systematic uncertainty which if left
unaccounted for will in turn bias the Hubble constant esti-
mate. If unaccounted for, methods that rely on the use of a
smoothing scale to obtain the peculiar velocity, may be sub-
ject to this systematic. In the following section, we propose
a method to limit this effect in order to obtain an unbiased
estimate of the Hubble constant.
4 BAYESIAN MODEL
To obtain the posterior distribution of the Hubble constant,
we construct a Bayesian model following LVC17 (referred
to here as baseline model) and outline this work’s proposed
extension.
An observed GW event will generate xGW in the GW
detectors and suppose that we have also measured the reces-
sion velocity of the host (through an EM counterpart) and
the mean peculiar velocity 〈vp〉 of the neighbourhood of the
host. As these observations are statistically independent the
combined likelihood is
p(xGW , vr, 〈vp〉 | d, cos ι, vp,H0) = p(xGW | d, cos ι)
p(vr | d, vp,H0) p(〈vp〉 | vp).
(5)
The first term on the right hand side of Equation 5 is the
parameter estimation likelihood of the observed GW data,
marginalised over all parameters characterising the GW sig-
nal except d and cos ι (the angle between the binary’s angu-
lar momentum axis and the line of sight). We compute this
using PyCBC Inference. See Appendix A for more details.
The quantity p(vr | d, vp,H0) is the likelihood of the
recession velocity measurement and is modelled as
p(vr | d, vp,H0) = N[H0d + vp, σvr ](vr ) , (6)
where N[µ, σ](x) is a Gaussian probability density with
mean µ and standard deviation σ, evaluated at x, i.e.
the measured quantity. For the case of the host galaxy
of GW170817, NGC 4993, we use the quoted value vr =
MNRAS 000, 1–8 (2019)
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3327 ± 72 km s−1 from LVC17 (Abbott et al. 2017b). A sim-
ilar Gaussian likelihood is used for the measured peculiar
velocity
p(〈vp〉 | vp) = N[vp, σvp ](〈vp〉). (7)
From Equation 5 we derive the posterior
p(H0, d, cos ι, vp | xGW , vr, 〈vp〉) ∝ p(xGW | d, cos ι)
p(vr | d, vp,H0) p(〈vp〉 | vp) p(H0) p(d) p(cos ι) p(vp) ,
(8)
where p(H0), p(d), p(cos ι) and p(vp) are prior probabilities.
GW analyses assume a uniform prior on the volume which
translates to a prior on the distance p(d) ∝ d2. The domain
of the distance prior is set here to be [5, 80]Mpc. We take a
uniform prior on lnH0 i.e. p(H0) ∝ 1/H0 (to allow for com-
parison with LVC17) in the range [10, 250] km s−1 Mpc−1, a
uniform prior on cos ι, p(cos ι) ∝ U[−1, 1] and a uniform prior
on vp, p(vp) ∝ U[−1000, 1000]km s−1 where U[a, b] indicates a
uniform distribution with lower bound a and upper bound b.
These priors characterise our beliefs regarding these param-
eters before any measurements. Marginalising Equation 8
over vp, d and cos ι we obtain the marginalised posterior
distribution on the Hubble constant
p(H0 | xGW , vr, 〈vp〉) ∝ p(H0)
∫
p(xGW | d, cos ι)
p(vr | d, vp,H0) p(〈vp〉 | vp) p(d) p(cos ι) p(vp) dvp dd d cos ι .
(9)
This baseline formalism is similar to the one used by
LVC17. To capture the direct relation of the smoothing scale
to the peculiar velocity we propose to introduce a parameter
s, which represents the smoothing scale. This modifies the
peculiar velocity likelihood given by Equation 7 as follows
p(〈vp〉 | vp, s) = N[vp, σvp ](〈vp〉(s)) , (10)
Here, the chosen prior on the smoothing scale follows a
Gamma distribution of shape 2 and scale 4h−1 Mpc i.e.
p(s) ∝ Gamma[2, 4]. A shift of 1h−1 Mpc is introduced. The
smoothing scale prior has a maximum at 5h−1 Mpc. The
choice of prior represents typical smoothing scales. A prior
that is too narrow may misrepresent the estimated pecu-
liar velocity as it would penalise galaxies that belong to the
same galaxy group but happen to be the members furthest
from the galaxy in question. Similarly a prior looking at
much larger scales may also disguise the true peculiar veloc-
ity value as it could amplify the effect of other galaxy groups
further away. We tested the choice of prior and verified that
the model is largely insensitive to prior specification (see
Section 5).
The modified posterior distribution used in our im-
proved model is
p(H0 | xGW , vr, 〈vp〉) ∝ p(H0)
∫
p(xGW | d, cos ι) p(vr | d, vp,H0)
p(〈vp〉 | vp, s) p(s) p(d) p(cos ι) p(vp) dvp dd d cos ι ds.
(11)
We utilise the emcee Python package (Foreman-Mackey
et al. 2013) to perform the Markov Chain Monte Carlo
(MCMC) sampling.
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Figure 3. The top panel illustrates the H0 posteriors computed
using the baseline model for 〈vp 〉 = 199 ± 150 km s−1 obtained
for s = 6 h−1Mpc (blue line) and 〈vp 〉 = 335 ± 150 km s−1 for s =
18 h−1Mpc (orange line) when using Gaussian smoothing from the
6dF galaxy survey. The vertical lines indicate the 1σ interval of
the Planck (purple) and SH0ES (grey) results. The bottom panel
illustrates the peak of the H0 posterior distribution as a function
of peculiar velocity under the baseline model.
5 RESULTS AND DISCUSSION
To investigate the effect of the peculiar velocity value on
the Hubble constant we use the baseline model as described
in Section 4 for two different choices of smoothing scale:
6 h−1Mpc leading to 〈vp〉 = 335± 150 km s−1 and 18 h−1Mpc
leading to 〈vp〉 = 199 ± 150 km s−1. Fig. 3 (top panel) shows
the H0 posterior distribution for the two values of the pe-
culiar velocity using the baseline model for the GW170817
event. For the case of 〈vp〉 = 335 ± 150 km s−1 the max-
imum a posteriori value of the Hubble constant posterior
along with the 68% HPD (Highest Posterior Density) in-
terval is H0 = 67.4+13.7−8.3 km s
−1Mpc−1 and for the case of
〈vp〉 = 199 ± 150 km s−1, H0 = 70.7+15.4−8.5 km s−1Mpc−1. We
also plot the peak of the posterior distribution of H0 as a
function of peculiar velocity shown in the bottom panel of
Fig. 3, recovering the straight line relation determined by
Equation 3. It is evident that a bias of ∼ 200 km s−1 on the
peculiar velocity imparts a bias on the Hubble constant of
∼ 4 km s−1 Mpc−1, making it impractical to resolve the H0
tension. This presents a systematic error in the current anal-
ysis of nearby GW sources to obtain H0. While additional
MNRAS 000, 1–8 (2019)
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Figure 4. H0 posterior obtained when using the proposed model.
The vertical lines indicate the 1σ interval of the Planck (purple)
and SH0ES (grey) results.
GW events promise to constrain the H0 posterior to percent-
level, this systematic will present a limitation.
To limit the effect of this systematic we propose the im-
proved model described in Section 4. Fig. 4 shows the poste-
rior distribution of H0 using the proposed model which yields
H0 = 68.6+14.0−8.5 km s
−1Mpc−1. The proposed model accounts
for the relationship between the mean peculiar velocity and
the smoothing scale, therefore removing the need to choose
a specific smoothing scale in order to calculate the mean
peculiar velocity. By incorporating the smoothing scale in
the model we impose explicitly that the peculiar velocity
is a function of the smoothing scale and hence the model
yields a single posterior distribution accounting for the re-
lation 〈vp〉(s). By imposing a prior on the smoothing scale
which represents a reasonable range to be considered around
the host galaxy and then marginalising over this parameter,
the systematic that was present in the baseline model is no
longer posing a limitation in the proposed model. Therefore,
we obtain a more robust posterior distribution on the Hub-
ble constant. It is also worth pointing out that the proposed
model places similar constraints on H0 as no significant in-
crease in the error bars is observed.
We have shown that the proposed model provides a ro-
bust estimate of the Hubble constant. The applicability of
this model is for the case where a direct measurement of the
peculiar velocity of the host galaxy of a GW event is not
available and hence the galaxy’s peculiar velocity has to be
inferred from neighbouring galaxies using Gaussian smooth-
ing.
In the case however, where a direct measurement of the
peculiar velocity is available, it is important to obtain an
accurate estimate, as a worse constraint on the peculiar ve-
locity estimate directly translates to broader error bars on
H0. For the GW170817 event, if an accurate absolute mea-
sure of the peculiar velocity were available this would cause
a ∼ 2% improvement on the uncertainty of the Hubble con-
stant.
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Figure 5. Top: 4 different prior specifications for the smooth-
ing scale: Gamma[2, 4] (red), Gamma[4, 2] (yellow), Uniform[1, 18]
(brown) and Uniform[1, 25] (orange). Bottom: H0 posterior distri-
butions for the four different choices of prior specification on the
smoothing scale. The vertical lines indicate the 1σ interval of the
Planck (purple) and SH0ES (grey) results.
Robustness to prior specification
Our model uses a Gamma distribution with shape 2 and
scale 4h−1 Mpc shifted by 1h−1 Mpc for the smoothing scale
prior. We investigate the effect of different choices of the
prior on the posterior distribution of the Hubble constant to
ensure robustness to prior specification. We test this using
Gamma[4, 2], Uniform[1, 18] and Uniform[1, 25].
Fig. 5 shows the prior distributions for the smoothing
scale (top panel) and the corresponding H0 posterior ob-
tained from our Bayesian analysis (bottom panel). Since the
four posterior distributions of H0 are very similar, we con-
clude that the posterior distribution of H0 is largely insensi-
tive to the prior specification on the smoothing scale under
our model.
6 CONCLUSIONS
Gravitational wave standard sirens are a new distance indi-
cator offering the advantage of absolute distance measures,
unlike most extragalactic distance indicators. When used in
conjunction with electromagnetic counterparts they can be
used to independently determine the local value of the Hub-
ble constant. Given the current tension on the value of H0
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between local and global estimates, GWs can offer key in-
sight.
While future improvements of GW observatories will
improve the distance estimate obtained from GWs leading
to tighter constraints on the Hubble constant, nearby GWs
will suffer from peculiar velocity uncertainties worsening the
H0 estimate. In this work, we studied the impact of possible
systematic uncertainties in the calculation of the peculiar
velocity of the host galaxy of the GW170817 merger event,
NGC 4993. As a direct measurement of the peculiar velocity
of NGC 4993 is not available, this was obtained by weighing
the galaxies in the catalogue using Gaussian smoothing. We
demonstrated the relationship between the smoothing scale
and the resulting inferred peculiar velocity which induces
a previously neglected systematic in the calculation of the
peculiar velocity. When using the baseline model (follow-
ing LVC17), a bias of ∼ 200 km s−1 in the peculiar velocity
due to a different choice of smoothing scale incurs a bias
of 4 km s−1 Mpc−1 on the Hubble constant making it im-
practical to help resolve the H0 tension. This motivated us
to introduce an improved model where the relationship be-
tween the smoothing scale and peculiar velocity is explicitly
modelled. By doing so and marginalising over the smooth-
ing scale, we obtain a more robust Hubble constant estimate,
H0 = 68.6+14.0−8.5 km s
−1Mpc−1, free of the arbitrary choice of
smoothing scale. The coming years promise an abundance
of GW events capable of constraining the Hubble constant
to percent level accuracy. In the case where a direct pecu-
liar velocity measurement is not available, accounting for the
systematic uncertainty induced by the choice of smoothing
scale, as outlined in this work, is vital to ensuring the Hubble
constant estimate from nearby standard sirens is unbiased.
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APPENDIX A: PYCBC INFERENCE SETTINGS
We infer the parameters of GW170817 within a Bayesian
framework (Christensen & Meyer 2001). The aim is to ob-
tain the posterior probability density function for a set of
parameters, θ = [θ1, θ2, ..., θn], given the GW data, xGW (t)
as follows:
p(θ |xGW (t),M) =
p(θ |M)p(xGW (t)|θ,M)
p(xGW (t)|M)
(A1)
under the assumption of a GW model, M. p(θ |M) is the
prior probability on the waveform parameters which repre-
sents our knowledge about the parameters before consider-
ing the observations and p(xGW (t)|θ,M) is the likelihood of
observing the data given the parameters. The term in the
denominator is the evidence. We utilise the PyCBC Infer-
ence software package (Biwer et al. 2019; Nitz et al. 2018)
with the parallel-tempered emcee sampler (Foreman-Mackey
et al. 2013) to perform the MCMC sampling.
The MCMC sampling is performed over the time of co-
alescence tc , the GW polarisation angle ψ, the component
spins χ1,2 , the luminosity distance dL , the inclination angle
of the binary ι, the detector-frame chirp mass of the binary
Mdet and the mass ratio q = m1/m2 where m1 is the pri-
mary mass and m2 is the secondary mass with m1 > m2. The
likelihood assumes a Gaussian model of detector noise and
is marginalised over the phase φ. Analytically marginalising
over φ reduces the computation cost by a factor of 2 − 3
(Biwer et al. 2019).
We assume a uniform prior on the time of coalescence in
the GPS time interval [1187008882.33, 1187008882.53] where
the trigger time is 1187008882.43. We use a uniform prior
on the polarisation angle between [0, 2pi] and a uniform
prior in cos ι for the inclination angle. A uniform prior is
adopted for the component masses m1 and m2 in the interval
[1.0, 2.0] M and a uniform prior on the component spins be-
tween [−0.05, 0.05] (Brown et al. 2012). Finally we assume a
uniform in volume prior on the distance in the interval [5, 80]
Mpc. We also fix the sky location of GW170817 to the lo-
cation of the host galaxy NGC 4993 at R.A. = 197.450374◦,
dec = −23.381495◦ (Soares-Santos et al. 2017).
The waveform model used is the TaylorF2 aligned-spin
waveform model (Buonanno et al. 2009). The detector’s
noise power spectral density (PSD) used in the likelihood
is constructed using the median PSD estimation method
(Allen et al. 2012) with 16-second Hann-windowed segments
overlapped by 8 s and truncated to 8 s in length in the time
domain (Allen et al. 2012). A sample rate of 2048 Hz is used
for the analysis. The GW data used in the likelihood are in
the interval 1187008758 to 1187008886 and the likelihood is
evaluated from a low-frequency cutoff of 20 Hz.
We use the GW170817 strain data from the Advanced
LIGO (Hanford and Livingston) and Virgo detectors made
available through the LIGO Open Science Centre (LOSC)
(Vallisneri et al. 2015). We make use of the LOSC_CLN_4_V1
data which include a post-processing noise subtraction.
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