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The calculation of work distributions in a quantum many-body system is of significant importance
and also of formidable difficulty in the field of nonequilibrium quantum statistical mechanics. To
solve this problem, inspired by the Schwinger-Keldysh formalism, we propose the contour-integral
formulation for work statistics. Based on this contour integral, we show how to do the perturbation
expansion of the characteristic function of work (CFW) and obtain the approximate expression of
the CFW to the second order of the work parameter for an arbitrary system under a perturbative
protocol. We also demonstrate the validity of fluctuation theorems by utilizing the Kubo-Martin-
Schwinger condition. Finally, we use noninteracting identical particles in a forced harmonic potential
as an example to demonstrate the powerfulness of our approach.
PACS numbers:
Introduction.—In the past 25 years or so, the devel-
opment of stochastic thermodynamics and the discov-
ery of fluctuation theorems have revolutionized our un-
derstanding about nonequilibrium thermodynamics [1–
4]. In these studies, a key quantity is the probabil-
ity distribution of work in an arbitrary nonequilibrium
process, which encodes essential information about the
nonequilibrium process analogous to the partition func-
tion encoding essential information about an equilibrium
state [5–8]. For a closed quantum system, the trajectory
work is defined as the difference between the results of
the projective measurements over the system’s energy be-
fore and after the driving protocol [9–11]. Accordingly,
the characteristic function of work (CFW, the Fourier
transform of the work distribution P (w)) reads [11]
χ(v) =
∫
dwP (w)eivw = Tr[Uˆ†(t)eivHˆ(t)Uˆ(t)e−ivHˆ(0)ρˆ],
(1)
where ρˆ denotes the initial state, Hˆ(0) and Hˆ(t) de-
note the Hamiltonians before and after the driving pro-
tocol and Uˆ(s) denotes the time-evolution operator cor-
responding to a time-dependent Hamiltonian Hˆ(s), s ∈
[0, t]. The CFW is a powerful tool to study the
nonequlilibrium physics of a quantum system since it ap-
pears not only in stochastic thermodynamics, but also in
Loschmidt echoes [12, 13], Kibble-Zurek mechanism [14],
dynamical quantum phase transitions [15, 16] and many
other fields. Hence, to efficiently calculate the CFW be-
comes one of the most important problems in this field.
Nevertheless, it is usually a very challenging task to
calculate the CFW for an arbitrary nonequilibrium pro-
tocol, especially for quantum many-body systems, due
to the complicated nonequilibrium dynamics. In the lit-
erature, there are a few results about the CFW, but
mostly focusing on special models and are studied case by
case [8, 17–26]. For example, in Refs. [8, 26], the pertur-
bation expansion is applied to the calculation of the work
distrbutions of a quantum scalar field for perturbative
protocols. For quantum systems described by quadratic
Hamiltonians, Ref. [27] proposed a general method for
solving the CFW under an arbitrary driving protocol by
utilizing the group-representation theory. Nevertheless,
for a general model beyond the quadratic Hamiltonian,
no efficient ways to solve the CFW have been reported
so far.
In this letter, in order to address the above problem, we
propose the nonequilibrium Green’s function’s approach
to the calculation of the CFW. Based on the Schwinger-
Keldysh formalism [28, 29], nonequilibrium Green’s func-
tions provide a useful framework to handle problems of
time-dependent Hamiltonians. For example, it is a stan-
dard tool in deriving Landauer formula in quantum trans-
port [30]. Also, it has been applied to the calculation
of the full counting statistics of heat [31]. Inspired by
this formalism, we propose the contour for work statis-
tics and define the work functional along the modified
contour. In this way, we are able to calculate the CFW
of an arbitrary system for a perturbative protocol by the
perturbation expansion. Also, to the second order of the
expansion, we obtain the general expression of the CFW
and demonstrate the fluctuation theorems by utilizing
the Kubo-Martin-Schwinger condition [28].
We also notice that Refs. [32, 33] discussed the
work statistics and fluctuation theorems based on the
Schwinger-Keldysh formalism. Different from our modi-
fied contour for work statistics, they defined the modified
Hamiltonian on the usual Schwinger-Keldysh contour. In
contrast to their method, where the explicit expression
of the modified Hamiltonian is usually difficult to obtain,
the correlation functions in our paper (see below) can be
more readily calculated, which significantly simplifies the
calculation of the CFW.
From the SchwingerKeldysh contour to the contour
for work statistics.—For a time-dependent quan-
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2tum system Hˆ(s) = Hˆ0 + λ(s)Hˆ1, s ∈ [0, t] with
the work parameter λ(s) and the canonical ini-
tial state ρˆ = e−βHˆ(0)/Tr[e−βHˆ(0)] (β = (kBT )−1
is the inverse temperature), the expectation value
of an observable Oˆ at time t is Tr[ρˆI(t)OˆI(t)],
where the time-dependent operators are in the in-
teraction picture, OˆI(t) = e
i
~ Hˆ0tOˆe−
i
~ Hˆ0t, ρˆI(t) =
e
i
~ Hˆ0tUˆ(t, 0)ρˆUˆ(0, t)e−
i
~ Hˆ0t. In the Schwinger-Keldysh
formalism, this quantity is related to a contour with
three directed branches, called the Schwinger-Keldysh
contour (see Fig. 1a). Thus, the expectation value can
be calculated by a contour integral Tr[ρˆI(t)OˆI(t)] =
〈TC [OˆI(t)e− i~
∫
C
dsλ(s)HˆI1 (s)]〉/〈TC [e− i~
∫−i~β
0
dsλ0Hˆ
I
1 (s)]〉,
where 〈·〉 = Tr[·e−βHˆ0 ]/Tr[e−βHˆ0 ], the integral is along
the contour C and TC indicates ordering along the same
contour (e.g., a < b < c in Fig. 1a) [28, 29].
Inspired by this formalism, we treat both the time-
evolution operators and the exponential operators in
Eq. (1) as the directed branches of a modified contour
C ′ (see Fig. 1b). Then the contour-integral formulation
of the CFW reads
χ(v) =
〈TC′ [e− i~
∫
C′ dsλC′ (s)Hˆ
I
1 (s)]〉
〈TC′ [e− i~
∫−i~β
0
dsλ0HˆI1 (s)]〉
, (2)
where the integral, TC′ and the work parameter λC′(t)
are all along the new contour C ′. Hence, we call the
new contour C ′ the contour for work statistics, which is
also consistent with the Ramsey interferometry [34] and
the work statistics in the path integral formalism [35].
Moreover, Eq. (2) can be rewritten as follows
χ(v) =
〈TC′ [e i~
∫ t
0
ds
∫ ~v
0
drλ˙(s)HˆI1 (s−r)]TC′ [e− i~
∫−i~β
0
dsλ0Hˆ
I
1 (s)]〉
〈TC′ [e− i~
∫−i~β
0
dsλ0HˆI1 (s)]〉
≡〈TC′ [eivWˆ ]〉′
(3)
where λ˙(s) = dλ(s)/ds and 〈·〉′ =
Tr{·TC′ [e− i~
∫−i~β
0
dsλ0Hˆ
I
1 (s)]}/Tr{TC′ [e− i~
∫−i~β
0
dsλ0Hˆ
I
1 (s)]}.
Here, we call Wˆ = 1~v
∫ t
0
ds
∫ ~v
0
drλ˙(s)HˆI1 (s − r) the
work functional (similar to the work functional defined
in Ref. [35]). In the classical limit (~ → 0), the time-
ordered operator TC′ disappears and the work functional
Wˆ just corresponds to the classical trajectory work
W [x(s), p(s)] =
∫ t
0
dsλ˙(s)H1(x(s), p(s), s) [36]. However,
this does not mean that work is an observable [11].
Actually, the work functional Wˆ is the combination of
the operators in different branches of C ′. Hence, it is
nonsense to consider the eigenstates or eigenvalues of Wˆ
due to TC′ .
Calculating work statistics based on the perturbation
expansion.—The exponential operator in Eq. (2) can be
expanded as
χ(v) =
1 +
∑∞
n=1
(∏n
l=1
∫
C′ ds¯l
)
G(s1, · · · , sn)
1 +
∑∞
n=1
(∏n
l=1
∫ −i~β
0
ds¯l
)
G(s1, · · · , sn)
, (4)
where ds¯l = dslλC′(sl)θC′(sl − sl+1) is an abbreviation,
G(s1, · · · , sn) =
(−i
~
)n
〈HˆI1 (s1) · · · HˆI1 (sn)〉 (5)
is the n-point correlation function, θC′(s− s′) is the con-
tour step function [28] and we set θC′(sn− sn+1) ≡ 1. A
more convenient notion is the series of the logarithm of
χ(v), called the cumulant CFW (see supplemental mate-
rial),
lnχ(v) =
∞∑
n=1
(
n∏
l=1
∫
C′
ds¯l −
n∏
l=1
∫ −i~β
0
ds¯l
)
Gc(s1, · · · , sn),
(6)
where
Gc(s1, · · · , sn) =
(−i
~
)n
〈HˆI1 (s1) · · · HˆI1 (sn)〉c (7)
is the n-point cumulant correlation function (also called
Ursell function) [37, 38]. For the perturbative driving
protocol λ(s), Eqs. (4, 6) are the perturbation expansion
of the work statistics. Usually, we are able to calculate
the correlation functions by Wick’s theorem and Feyn-
man diagrams [39]. Here in Gc(s1, · · · , sn), only con-
nected diagrams are included.
After a straightforward calculation (see supplemental
material), to the second order of λ(s), we obtain the ap-
proximate expression of the perturbation expansion of
lnχ(v) for a perturbative protocol
lnχ(v) =iv(λ1 − λ0)〈Hˆ1〉c +
∫ ∞
−∞
dω
2pi
1− eiω~v
ω2
A(ω)G>c (ω)
+ i~v(λ21 − λ20)
∫ ∞
−∞
dω
2pi
G>c (ω)
ω
+O(λ(s)3).
(8)
Here, the first term on the RHS of Eq. (8) represents the
average work done to the first order of λ(s). The second
term is called the “speed” term since A(ω) depends on
λ˙(s) by
A(ω) =
∣∣∣∣∫ t
0
dsλ˙(s)eiωs
∣∣∣∣2 . (9)
It encodes the information about the nonequilibrium pro-
tocols λ(s). The third term is called the “boundary” term
since only the initial and the final value of λ(s) appear in
this term. Meanwhile, the information about the Hamil-
tonians Hˆ0 and Hˆ1 is encoded in the cumulant greater
correlation function G>c (ω)
G>c (ω) =
∫ ∞
−∞
dsG>c (s)e
iωs, G>c (s) =
(−i
~
)2
〈HˆI1 (s)HˆI1 (0)〉c.
(10)
We would like to emphasize that Eq. (8) is one of the
main results in our paper. It is a general result of the
3FIG. 1: Complex plane of time s. (a) The Schwinger-Keldysh contour C. Contour ordering: a < b < c. (b) The contour for
work statistics C′ (λC′(s) = λ0 in the last two branches). The red lines denote the exponential operators in Eq. (1). We have
assumed v < 0 in (b), which does not influence the calculation of the CFW.
work statistics because it is valid for arbitrary Hˆ0 and
Hˆ1, and also arbitrary perturbative protocols λ(s).
In the following, we analyze the properties of the CFW
based on our results (Eq. (8)). Above all, the CFW sat-
isfies the normalization condition (lnχ(0) = 0). As for
the fluctuation theorems, let us first introduce the back-
ward process of Hˆ(s): HˆB(s) = Hˆ0 + λ(t − s)Hˆ1, ρˆB =
e−βHˆB(0)/Tr[e−βHˆB(0)] [40]. Then, the perturbation ex-
pansion of lnχB(v) to the second order of λ(s) can be
written as
lnχB(v) =
− iv(λ1 − λ0)〈Hˆ1〉c +
∫ ∞
−∞
dω
2pi
1− eiω~v
ω2
A(ω)G>c (ω)
− i~v(λ21 − λ20)
∫ ∞
−∞
dω
2pi
G>c (ω)
ω
+O(λ(s)3).
(11)
Thus according to the Kubo-Martin-Schwinger condi-
tion [28], G>c (s − i~β) = G>c (−s), e−β~ωG>c (ω) =
G>c (−ω), and A(ω) is an even function, from Eqs. (8,
11) we obtain the following relation
− kBT ln χ(−v + iβ)
χB(v)
= (λ1 − λ0)〈Hˆ1〉c
+ ~(λ21 − λ20)
∫ ∞
−∞
dω
2pi
G>c (ω)
ω
+O(λ(s)3),
(12)
where the first and second terms on the RHS of
Eq. (12) are exactly the perturbation expansion of
the free energy difference ∆F = Fλ1 − Fλ0 =
−kBT ln(Tr[e−βHˆ(t)]/Tr[e−βHˆ(0)]) to the first and the
second order of λ(s) respectively [38, 42]. After taking
the inverse Fourier transform of Eq. (12), we obtain the
relation between the work distributions of the forward
and the backward processes (P (w) and PB(w)) to the
second order of λ(s)
P (w)
PB(−w) = e
β(w−∆F ) +O(λ(s)3), (13)
which is nothing but the Crooks fluctuation theorem [41,
43] to the second-order perturbation expansion of λ(s).
As a result, Jarzynski equality [36] to the second-order
perturbation expansion can be obtained as a straightfor-
ward corollary of Eq. (13) [2].
Example: noninteracting identical particles in a forced
harmonic potential.—To calculate the CFW of a quan-
tum many-body system in an arbitrary nonequilibrium
process is an extremely cumbersome task. However, for
those perturbative driving protocols, our method based
on the nonequilibrium Green’s function provides a unified
and powerful tool to solve this long-standing problem.
We demonstrate our results by considering the following
time-dependent Hamiltonian
Hˆ0 =
N∑
i=1
pˆ2i
2m
+
m
2
(ω2xxˆ
2
i + ω
2
y yˆ
2
i + ω
2
z zˆ
2
i ),
Hˆ1 =ωz
√
2m
N∑
i=1
zˆi,
(14)
which describes noninteracting spinless identical parti-
cles in a 3-dimensional harmonic potential driven along
the z direction with the particle mass m, the total parti-
cle number N and the frequencies along three directions
ωx, ωy, ωz. For simplicity, we choose ωx ∼ ωy ∼ ωz.
This system is a well-known physical model in statistical
physics (e.g., see Ref. [44]). For bosons, it is a good model
to study Bose-Einstein condensation in non-interacting
4trapped gases [44, 45]. The transition temperature kBTc
equals ~ωg [N/ζ(3)]1/3, where ωg = (ωxωyωz)1/3 and ζ(s)
is the Riemann zeta function. Moreover, the proper ther-
modynamic limit for these systems is obtained by letting
N →∞ and ωg → 0, while keeping the product Nω3g as
a constant. We would like to emphasize that λ(s) does
not depend on N . As a result, for various N and the
same λ(s), we always have ∆F/Fλ=0 ∼ O(N0) for the
canonical ensemble.
After the second quantization, Hˆ0 and Hˆ1 read
Hˆ0 =
∑
k
εkaˆ
†
kaˆk
Hˆ1 =
√
~ωz
∑
k
√
kz + 1(aˆ
†
kaˆk˜ + aˆ
†
k˜
aˆk),
(15)
where k = (kx, ky, kz) ∈ N3, k˜ = (kx, ky, kz + 1), and
εk = ~(kxωx + kyωy + kzωz) + ε0 is the single-particle-
state energy, ε0 = ~(ωx + ωy + ωz)/2. For later conve-
nience, let us introduce the following notations: the total
particle number operator Nˆ =
∑
k nˆk =
∑
k aˆ
†
kaˆk with
its eigenstates |{nk}〉 = ⊗k |nk〉; for the canonical ensem-
ble, the density matrix ρˆN = δ(Nˆ −N)e−βHˆ0/ZN , where
ZN = Tr[δ(Nˆ − N)e−βHˆ0 ], 〈{nk}| δ(Nˆ − N)|{n′k}〉 =
δ{nk},{n′k}δN,
∑
k nk
. Here δ·,· is the Kronecker delta func-
tion; the mean occupation number in the canonical en-
semble nk(N) = Tr[ρˆN nˆk]; for the grand canonical en-
semble, the density matrix ρˆµ = e
−β(Hˆ0−µNˆ)/Zµ, where
Zµ = Tr[e
−β(Hˆ0−µNˆ)] =
∏
k(1 − γαe−βεk)−γ , γ = 1,−1
for bosons and fermions respectively; the fugacity α =
eβµ; the mean occupation number in the grand canonical
ensemble nk(µ) = Tr[ρˆµnˆk] = 1/[e
β(εk−µ) − γ]. In addi-
tion, quantities in these two ensembles are related by the
fugacity expansions [44]
Zµ =1 +
∞∑
N=1
αNZN
Zµnk(µ) =
∞∑
N=1
αNZNnk(N).
(16)
Similarly, we obtain the relation between the CFWs in
these two ensembles
Zµχµ(v) =1 +
∞∑
N=1
αNZNχN (v). (17)
Thus according to Eq. (10) and Wick’s theorem in
the grand canonical ensemble, we obtain the cumulant
greater correlation function in the grand canonical en-
semble
G>µ (ω) = −
2piωz
~
∑
k
(kz + 1){δ(ω − ωz)[nk(µ)
+ γnk(µ)nk˜(µ)] + δ(ω + ωz)[nk˜(µ) + γnk(µ)nk˜(µ)]}.
(18)
Then from Eqs. (16, 18), we obtain the cumulant greater
correlation function in the canonical ensemble
G>N (ω) =−
2piωz
~
∑
k
(kz + 1){δ(ω − ωz)[nk(N)
+ γξk(N)] + δ(ω + ωz)[nk˜(N) + γξk(N)]},
(19)
where we have defined ξk(N) as
Zµnk(µ)nk˜(µ) =
∞∑
N=1
αNZNξk(N). (20)
Finally, substituting Eqs. (18, 19) in Eq. (8) and consid-
ering 〈Hˆ1〉c = 0, we obtain the perturbation expansion
of the cumulant CFW to the second order of λ(s) with
the canonical and the grand canonical initial state re-
spectively
lnχN (v) ≈ −4
∑
k
[γ(kz + 1)ξk(N) + kznk(N)]×
sin2(v~ωz/2)
~ωz
A(ωz) +N
[
−iv(λ21 − λ20) +
eiv~ωz − 1
~ωz
A(ωz)
]
,
(21)
lnχµ(v) ≈ −4
∑
k
[γ(kz + 1)nk(µ)nk˜(µ) + kznk(µ)]×
sin2(v~ωz/2)
~ωz
A(ωz) +N(µ)
[
−iv(λ21 − λ20) +
eiv~ωz − 1
~ωz
A(ωz)
]
,
(22)
where N(µ) =
∑
k nk(µ) is the average particle num-
ber in the grand canonical ensemble. We would like em-
phasize that Eqs. (21, 22) are valid for both bosons and
fermions and arbitrary large N , where previous methods
fail [46].
Based on the analytical solutions of the CFW
(Eqs. (21, 22)), we study the properties of the work statis-
tics in several special cases:
(1) Single-particle case (N = 1). In
this case, we have Z1 =
∑
k e
−βεk =
[8 sinh(βωx/2) sinh(βωy/2) sinh(βωz/2)]
−1, nk(1) =
e−βεk/Z1, ξk(1) = 0 (Eqs. (16, 20)) and accordingly
lnχ1(v) =
−4 sin2(v~ωz/2)
~ωz(eβ~ωz − 1) A(ωz)− iv(λ
2
1 − λ20)
+
eiv~ωz − 1
~ωz
A(ωz).
(23)
Actually, Eq. (23) is identical to the exact expression of
the cumulant CFW in Ref. [17], which indicates that for
N = 1, the contributions from the third or higher orders
of λ(s) vanish (see the supplemental material).
5(2) Nondegenerate case (in the thermodynamic limit
ε0 ∼ ~ωz ∼ N−1/3 and kBT  N1/3~ωg). From
Eq. (23), we obtain the classical limit of the cumulant
CFW for a single particle [47]
lnχcl1 (v) = −v2kBTA(ωz)− iv[λ21 − λ20 −A(ωz)]. (24)
In the nondegenerate case, we have Z1 ≈ (kBT )3/(~ωg)3
which is equal to the partition function of a classical har-
monic oscillator, ZN = Z
N
1 /N !, Zµ = e
αZ1 , nk(N) =
Ne−βεk/Z1, nk(µ) = αe−βεk , nk(µ)nk˜(µ)  nk(µ),
ξk(N)  nk(N) (dilute gas). From Eqs. (21, 22), we
obtain the cumulant CFWs for many particles in two en-
sembles
lnχclN (v) = N lnχ
cl
1 (v), lnχ
cl
µ (v) = αZ1 lnχ
cl
1 (v), (25)
which indicates that the particles satisfy Maxwell-
Boltzmann statistics and the contributions from the third
or higher orders of λ(s) vanish.
The discussions about the CFW in the degenerate case
is shown in the supplemental material.
Summary.—The CFW is an important quantity to
characterize the nonequilibrium process of the time-
dependent quantum systems, especially of quantum
many-body systems. But the calculation of the CFW
for quantum many-body systems has been a long-time
conundrum. To overcome this difficulty, by utilizing the
nonequilibrium Green’s function’s method, we formulate
the work statistics with a contour integral and obtain the
series expansion of the CFW. This method is valid for ar-
bitrary Hˆ0 and Hˆ1, as well as for arbitrary perturbative
work protocols λ(s). Hence, it provides a unified method
for the calculation of the CFW. In this framework, work,
although not an observable, is defined as a functional
along the modified contour. To the second order of the
work parameter, the CFW is expressed as the sum of the
first-order term, the “speed” term and the “boundary”
term. Moreover, the fluctuation theorems can be demon-
strated by utilizing the Kubo-Martin-Schwinger condi-
tion. As an example, we calculate the CFW of noninter-
acting identical particles in a forced harmonic potential,
where previous methods fail. In the future, we expect to
investigate the effects of relativity and interactions with
our methods.
H. T. Quan gratefully acknowledges support from
the National Science Foundation of China under grants
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APPENDIX A: The derivation of Eq. (8) from
Eq. (4)
In the following, we give the details about the deriva-
tion of Eq. (8) from Eq. (4). Following the same proce-
dure as that in Eqs. (7.21-7.23) in Ref. [38], the series
expansion of the cumulant CFW lnχ(v) can be straight-
forwardly expressed as the integrals of the n-point cumu-
lant correlation functions Gc(s1, · · · , sn). That is Eq. (6)
in the main text. Then, to the second order of the work
parameter λ(s), we have
lnχ(v) =
(∫
C′
ds¯1 −
∫ −i~β
0
ds¯1
)
Gc(s1) +
(∫
C′
ds¯1
∫
C′
ds¯2 −
∫ −i~β
0
ds¯1
∫ −i~β
0
ds¯2
)
Gc(s1, s2) +O(λ(s)
3),
=
(∫
C′
ds¯1 −
∫ −i~β
0
ds¯1
)
Gc(s1) +
(∫
C′
ds¯1
∫
C′
ds¯2 −
∫ −i~β
0
ds¯1
∫ −i~β
0
ds¯2
)
G>c (s1 − s2) +O(λ(s)3),
=iv(λ1 − λ0)〈Hˆ1〉c +
∫ ∞
−∞
dω
2pi
G>c (ω)
(∫
C′
ds¯1
∫
C′
ds¯2 −
∫ −i~β
0
ds¯1
∫ −i~β
0
ds¯2
)
e−iω(s1−s2) +O(λ(s)3),
(A.1)
where C ′ denotes the contour for work statistics (see
Fig. 1b) in the main text. Since the work parameter λ(s)
is a piecewise function along the contour C ′, we divide
the interval of the integral along C ′ into four parts:
(i) Part 1, s ∈ [0, t], λC′(s) = λ(s);
(ii) Part 2, s ∈ [t, t− v], λC′(s) = λ1;
(iii) Part 3, s ∈ [t− v,−v], λC′(s) = λ(s+ v);
(iv) Part 4, s ∈ [−v,−iβ], λC′(s) = λ0.
Then, the double integral along C ′ in Eq. (A.1) is equal
to the sum of the double integrals in Part (i, j) (i, j =
1, 2, 3, 4.), i.e., the double integral along C ′ in Eq. (A.1)
consists of 16 terms, and each term is labeled by a pair
of (i, j). Notice that due to the contour step function
6θC′(s1 − s2) in ds¯1, the double integrals for i < j (6
terms) are equal to zero. According to the value of the
work parameter λ(s) in four parts along the contour, we
can further classify the 10 non-zero terms into 6 sets. For
every set, we give the expression of the sum of the double
integral:
(i) (i, j) = (2, 2):
λ21(1− eiω~v + iω~v)
ω2
; (A.2)
(ii) (i, j) = (4, 2):
−2λ0λ1
ω2
(1− eiω~v) cos(ωt); (A.3)
(iii) (i, j) = (4, 4):
λ20[e
−β~ω(1− e−iω~v)− iω~v]
ω2
+
∫ −i~β
0
ds¯1
∫ −i~β
0
ds¯2e
−iω(s1−s2);
(A.4)
(iv) (i, j) = (1, 1), (3, 3), (3, 1):
(1− eiω~v)
∫ t
0
ds1
∫ t
0
ds2λ(s1)λ(s2)e
iω(s1−s2); (A.5)
(v) (i, j) = (2, 1), (3, 2):
−2λ1
ω
(1− eiω~v)
∫ t
0
dsλ(s) sin[ω(t− s)]; (A.6)
(vi) (i, j) = (4, 1), (4, 3):
−2λ0
ω
(1− eiω~v)
∫ t
0
dsλ(s) sin(ωs). (A.7)
The double integral along C ′ in Eq. (A.1) is equal to
the sum of the above 6 expressions:
∫
C′
ds¯1
∫
C′
ds¯2e
−iω(s1−s2) −
∫ −i~β
0
ds¯1
∫ −i~β
0
ds¯2e
−iω(s1−s2)
=
1− eiω~v
ω2
{
λ21 − 2λ0λ1 cos(ωt) + λ20 + ω2
∫ t
0
ds1
∫ t
0
ds2λ(s1)λ(s2)e
iω(s1−s2) − 2ωλ1
∫ t
0
dsλ(s) sin[ω(t− s)]
−2ωλ0
∫ t
0
dsλ(s) sin(ωs)
}
+
i~v(λ21 − λ20)
ω
+
λ20[e
−β~ω(1− e−iω~v)− (1− eiω~v)]
ω2
=
1− eiω~v
ω2
∣∣∣∣λ1eiωt − λ0 − iω ∫ t
0
dsλ(s)eiωs
∣∣∣∣2 + i~v(λ21 − λ20)ω + λ20[e−β~ω(1− e−iω~v)− (1− eiω~v)]ω2
=
1− eiω~v
ω2
∣∣∣∣∫ t
0
dsλ˙(s)eiωs
∣∣∣∣2 + i~v(λ21 − λ20)ω + λ20[e−β~ω(1− e−iω~v)− (1− eiω~v)]ω2
=
1− eiω~v
ω2
A(ω) +
i~v(λ21 − λ20)
ω
+
λ20[e
−β~ω(1− e−iω~v)− (1− eiω~v)]
ω2
.
(A.8)
Substituting Eq. (A.8) into Eq. (A.1) and using the
Kubo-Martin-Schwinger condition, we finally obtain
Eq. (8) in the main text.
APPENDIX B: Exact expression of the CFW by
perturbation expansion
When Wick’s theorem can be applied and Gc(s1, s2)
is represented by an arrow in connected Feynman dia-
grams, there must not be connected Feynman diagrams
to the third or higher order of λ(s). Hence, Eq. (8) in
the main text is the exact expression of the CFW now.
One example is a forced harmonic oscillator [17], where
the time-dependent Hamiltonian is
Hˆ(s) =
pˆ2
2m
+
1
2
mω20 xˆ
2 + λ(s)ω0
√
2mxˆ. (A.9)
And the exact expression is shown in Eq. (23). Another
example is a driven quantum scalar field [8], where the
time-dependent Hamiltonian in the Heisenberg picture is
Hˆ(s) =
1
2
∫
d3x[pˆi2 + (∇φˆ)2 +m2φˆ+ 2λ(s)F (x)φˆ].
(A.10)
Here, λ(s) and F (x) are called the switching and the
smearing functions respectively. Then from Eq. (8), the
7exact expression of the CFW reads
lnχ(v) =
∫
d3p|F˜ (p)|2
(2pi)32ω3p
[−4 sin2(vωz/2)
eβωp − 1 A(ωp)− ivωp(λ
2
1 − λ20) + (eivωp − 1)A(ωp)
]
. (A.11)
where ωp =
√
p2 +m2, F˜ (p) =
∫
d3xF (x)eip·x and we
have set ~ = c = 1. We would like to emphasize that
Eq. (A.11) extends the results for a special protocol in
Ref. [8] to the results for an arbitrary driving protocol.
APPENDIX C: The CFW for noninteracting
identical particles: degenerate case (N(µ) ≈ N ,
~ωg, ~ωz ∼ N−1/3)
In this section, we only discuss the perturbation ex-
pansion of the cumulant CFW with the grand canon-
ical initial state lnχµ(v) to the second order of λ(s)
for simplicity. To replace the sum in Eq. (22) by an
integral, let us first introduce two types of density of
states, g0(ε) =
∑
k δ(ε + ε0 − εk) = ε2/[2(~ωg)3] and
g1(ε) =
∑
k kzδ(ε + ε0 − εk) = ε3/[6~ωz(~ωg)3]. Notice
that g0(ε) g1(ε) when ~ωz  kBT .
Then for bosons, when the temperature is higher than
the critical temperature of Bose-Einstein condensation,
i.e., kBT ≥ kBTc ∼ N1/3~ωg, we have βε0, β~ωz  1.
Also according to Eq. (22), we have
lnχµ(v) ≈− v2~ωzA(ωz)
∫ ∞
0
dεg1(ε)n
B
ε (µ)[1 + n
B
ε (µ)]−Niv[λ21 − λ20 −A(ωz)]
=N{−v2kBTA(ωz)− iv[λ21 − λ20 −A(ωz)]}
=N lnχcl1 (v),
(B.1)
where nBε (µ) = 1/(α
−1eβε − 1) and
N =
∫ ∞
0
dεg0(ε)n
B
ε (µ) =
(
kBT
~ωg
)3
Li3(α), (B.2)
where Lin(x) =
∑∞
l=0 x
l/ln is the polylogarithm func-
tion. When ~ωz  kBT < kBTc, the contribution in the
sum in Eq. (22) from the particles in the single-particle
ground state can not be ignored. And we have µ ≈ ε0,
nB~ωz (µ) ≈ (kBT )/(~ωz), βε0, β~ωz  1. Thus according
to Eq. (22), we have
lnχµ(v) ≈− v2~ωzA(ωz)
{
nB0 (µ)n
B
~ωz (µ) +
∫ ∞
0
dεg1(ε)n
B
ε (µ)[1 + n
B
ε (µ)]
}
−Niv[λ21 − λ20 −A(ωz)]
=N{−v2kBTA(ωz)− iv[λ21 − λ20 −A(ωz)]}
=N lnχcl1 (v),
(B.3)
where
nB0 (µ) =
α
1− α =
[
1−
(
T
Tc
)3]
N. (B.4)
Finally when kBT . ~ωz ≈ 0, all particles are almost
in the single-particle ground state and ~ωz cannot be
considered as a perturbation anymore. Almost all con-
tributions in the sum in Eq. (22) are from the particles
in the single-particle ground state. We have µ ≈ ε0,
N ≈ nB0 (µ), nB~ωz (µ) ≈ 1/(eβ~ωz − 1). Thus according to
Eq. (22), we have
8lnχµ(v) ≈−4 sin
2(v~ωz/2)
~ωz
A(ωz)n
B
0 (µ)n
B
~ωz (µ) +N
[
−iv(λ21 − λ20) +
eiv~ωz − 1
~ωz
A(ωz)
]
=N lnχ1(v).
(B.5)
For fermions, when ~ωz  kBT , we have βε0, β~ωz  1. Thus according to Eq. (22), we have
lnχµ(v) ≈− v2~ωzA(ωz)
∫ ∞
0
dεg1(ε)n
F
ε (µ)[1− nFε (µ)]−Niv[λ21 − λ20 −A(ωz)]
=N{−v2kBTA(ωz)− iv[λ21 − λ20 −A(ωz)]}
=N lnχcl1 (v),
(B.6)
where nFε (µ) = 1/(α
−1eβε + 1) and
N =
∫ ∞
0
dεg0(ε)n
F
ε (µ) = −
(
kBT
~ωg
)3
Li3(−α). (B.7)
When kBT . ~ωz ≈ 0, ~ωz cannot be considered as a
perturbation anymore but ε0 can still be ignored due to
the large µ. Then according to Eq. (22), we have
lnχµ(v) ≈−4 sin
2(v~ωz/2)
~ωz
A(ωz)
∫ ∞
0
dε
{
g1(ε)n
F
ε (µ)[1− nFε+~ωz (µ)]− g0(ε)nFε (µ)nFε+~ωz (µ)
}
+N
[
−iv(λ21 − λ20) +
eiv~ωz − 1
~ωz
A(ωz)
]
=
−4 sin2(v~ωz/2)
~ωz
A(ωz)
(
kBT
~ωg
)3{
eβ~ωz [Li4(−αe−β~ωz )− Li4(−α)]
β~ωz(eβ~ωz − 1) +
eβ~ωzLi3(−αe−β~ωz )− Li3(−α)
eβ~ωz − 1
}
+N
[
−iv(λ21 − λ20) +
eiv~ωz − 1
~ωz
A(ωz)
]
≈N lnχ1(v),
(B.8)
where N = µ3/6(~ωg)3. Here in the calculation, we have
used the property: for large α, −Li3(−α) ≈ (lnα)3/3!.
From the above analysis, we found that: (1) the cu-
mulant CFW for the degenerate case is approximately
equal to that of a single particle multiplied by a factor
N ; (2) When kBT  ~ωz, the cumulant CFW for the sin-
gle particle is replaced by its classical counterpart. We
would like to emphasize that the multiplicity relation be-
tween the many-particle system and a single-particle sys-
tem is due to the peculiarity of this model. For a generic
model, e.g., a harmonic potential with a time-dependent
frequency, the cumulant CFW of a many-particle system
is not equal to that of a single particle multiplied by a
factor N .
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