The VH5 human antibody gene was analyzed using a computer program (mfg) which simulates transcription, to better understand transcription-driven mutagenesis events that occur during "phase 1" of somatic hypermutation. Results show that the great majority of mutations in the nontranscribed strand occur within loops of two predicted high-stability stem-loop structures, termed SLS 14.9 and SLS 13.9. In fact, 89% of the 2,505 mutations reported are within the encoded complementarity-determining region (CDR) and occur in loops of these high-stability structures. In vitro studies were also done and verified the existence of SLS 14.9. Following the formation of SLS 14.9 and SLS 13.9, a sustained period of transcriptional activity occurs within a window size of 60-70 nucleotides. During this period, the stability of these two SLSs does not change, and may provide the substrate for base exchanges and mutagenesis. The data suggest that many mutable bases are exposed simultaneously at pause sites, allowing for coordinated mutagenesis.
Introduction
Initiated by antigen challenge and B cell activation, somatic hypermutation (SHM) is the major source of diversification in antibody variable region (V) gene sequences, due to an approximately million-fold increase in mutation frequency (Rajewsky, 1996) . SHM introduces mutations in "hotspots" of single-stranded DNA ~150 bps downstream of the V gene promoter, thereby altering the specificity of the encoded antibody. Within germinal centers of secondary lymphoid tissue, B cells which produce antibodies with higher affinity for antigen are selected, whereas B cells that generate low-affinity antibodies are deleted during the process of affinity maturation. Current research in the field is focused upon the discovery that activation-induced (cytidine) deaminase (AID) is required for various aspects of class-switch recombination, gene conversion and enzyme diversification during SHM (reviewed in Delker et al., 2009 ). The inter-dependence of SHM, gene conversion and class switch recombination is not yet clear, and recent evidence indicates that formation of the ssDNA substrate for SHM requires transcription but not AID (Shen et al., 2009) . A central characteristic of SHM that has not yet been clarified is the mechanism underlying the direct correlation between rates of transcription and mutation, resulting in the million-fold increase in mutation frequency (Bachl et al., 2001; Fukita et al., 1998) . Following the mutation of Cto-U by AID, a cascade of natural DNA repair enzymes is invoked and subverted as the theoretical "cause" of random point mutations in V genes during SHM. However, the role of repair enzymes is to chemically reverse nucleotide damage by oxidation, hydrolysis, or deamination. These enzymes do not create or insert new mutations. Moreover, the rate at which repair enzymes function is determined by the rate of mutation, i.e., by the rate of availability of their substrate. Repair enzymes are not required for SHM, and their absence in repair-deficient mice has little effect on the frequency of SHM (Li et al., 2006) ; therefore, they are apparently not rate-limiting for mutagenesis. Although AID activity has been demonstrated in vitro, the function and substrate of AID in vivo is under discussion (Chua et al., 2002; Franklin and Blanden, 2006; Rogozin et al., 2004) , and data indicate that the activity of AID in vivo is restricted drastically as compared to cell-free assays (Shen et al., 2006) . Thus, in some respects the current model of SHM may reflect in vitro rather than in vivo conditions. Our initial dynamic model of SHM (Wright et al., 2008a (Wright et al., , 2008b focused on a 65-bp region and on mutation frequencies in CDR2 of the variable region heavy chain gene, VH5. A large database for this gene (Zheng et al., 2005) documents mutations which are primarily clustered in ssDNA segments of predicted Stem-Loop Structures (SLSs). The most stable and mutable of these is SLS 14.9, named for its −ΔG value. In strong support of a central role for SLS 14.9 during SHM is the fact that ex vivo experimental data of Ronai et al. (2007) were actually predicted by our in silico model of mutagenesis during SHM in VH5 (Wright et al., 2008a ). The present model of SHM has now been expanded to include CDR1, thus accounting for all seven mutable sites in ssDNA loops in the variable region. Of the 2,505 total reported mutations in the CDRs of this gene, 89% are accounted for by this model (Fig. 1 ). All seven of the mutable sites are in loops of high-stability SLSs, and in vitro evidence, in this study, has now substantiated the existence of SLS 14.9.
The proposed mechanism of transcription-driven mutagenesis during SHM involves selection of the most mutable bases in the most stable secondary structures associated with increasing levels of transcription, implicating a mechanism by which SHM may have evolved. In order to simulate in vivo conditions in response to increased rates of transcription, these studies have used a computer algorithm, mfg (Wright et al., 2003) , that has demonstrated predictive value in both prokaryotes (Burkala et al., 2007; Reimers et al., 2004; Schmidt et al., 2006) and eukaryotes (Kim et al., 2010; Pereira et al., 2008; Wright et al., 2008a Wright et al., , 2008b , thereby passing the primary and essential test required of any model. The mfg computer program is used to mimic the generation of secondary structures during transcription. Fig. 2 is an example of computer output from the analysis of a given gene sequence. In this analysis, the sequence was folded in 30 nt segments or "windows", revealing that the G at nt 66 is unpaired in 100 percent (%) of its total folds during simulated transcription of the gene segment (highlighted). Mfg interfaces with the mfold program (Markham and Zuker, 2005) which folds single-stranded segments of a specified length for any given sequence. A sequence and window size are initially chosen for an mfg analysis and mfold is used to fold the relevant successive segments. For each successive SLS in the sequence, mfg reports the stability (ΔG) of the most stable secondary structure, among many, in which that base is unpaired, and also reports the percent of total folds in which it is unpaired. The Mutability Index (MI) of each unpaired base is the product of these two variables. In Fig. 2 , mfg simulates transcription in vivo by showing progressive "snap shot" views of the most stable 30 nt SLSs (e.g., SLS 10.5) in which each base is unpaired within the sequence analyzed, similar to RNA polymerase progression along the template strand during transcription. The user-determined window size relates to the rate of transcription and the amount of ssDNA available for folding. These simulations involve a running competition for shared nts between successive, inter-converting secondary structures of different stabilities (Wright et al., 2008a (Wright et al., , 2008b . In general, the highest stability SLSs form repeatedly relative to those of lower stability. In order to find the most likely SLS(s) for coordinating mutagenesis during SHM, a series of window sizes was examined in VH5 and in two other VH genes, VH94 and VH186.2 (Wright et al., 2008 b) , and the number of repeats recorded (Table 1) . In all three genes, the data suggest that at a window size of 60-nt, repeats of a high stability structure are first observed. In the VH5 variable region the optimum SLS has a stability (−ΔG) of 14.9 and SLSs are formed at window sizes betweeñ 60 and 70 nts.
Materials and methods

The mfg program
The program output is shown (Fig. 2) 
Database sorting
Data in Tables 1 and 2 pertaining to VH genes were obtained from the supplementary dataset of Zheng et al. (2005) which contains 28,307 mutations in different VH genes and referenced sequences. We examined mutations in three genes: VH5 (GenBank accession numbers X92278 and M99684), VH94 (GenBank accession number L10094), and VH186.2 (GenBank accession number L10088). The data were derived by using Excel to sort columns (See Supplementary Method).
Construction of VH5-containing plasmids for generation of ssDNA
A 570-bp portion of the VH5 gene was amplified from chromosomal DNA of the pre-B cell line JM1 by PCR using primers (below) V1F1 and Set2R (Integrated DNA Technologies, Coralville, IA) and called VH5. Two smaller fragments were also amplified; a 370-bp fragment called VH5.1 (primers: 5′VH5hinatg and 3′VH5xma), and a 170-bp fragment called VH5.2 (primers: Set1F, and V1R2). These fragments were independently cloned into the high-copy number vector pCR2.1-TOPO (Invitrogen) in both orientations. The resulting six constructs were (individually) transformed into the XL1Blue MRF E. coli strain (Stratagene, LaJolla, CA), and selected on LB plates containing ampicillin (100 μg/ml). Each E. coli strain containing one of the plasmids was grown to an OD 600 of 0.05 and ssDNA was generated by infecting with helper phage M13K07 (NEB, Ipswich, MA) or R408 (Stratagene) to capitalize on the f1 origin on the plasmid, according to manufacturer's instructions. Phage DNA was harvested using a Qiagen (Valencia, CA) midi protocol modified for this purpose, including an incubation in a solution composed of 30% PEG and 3 M NaCl for 1 h at 4°C, followed by lysis of the phage in a solution of 1% Triton X-100, 500 mM guanidine HCl and 10 mM MOPS (pH 8.0) at 80°C before applying to the column. After harvest, the ssDNA was stored for up to two weeks at 4°C.
Polymerase pausing in VH5
Appropriate primers were hybridized to the complementary ssDNA (below). Radioactive end-labeling of primers was conducted by using T4 polynucleotide kinase (NEB) and [ 32 Pγ]-ATP (MP Biomedicals, Solon, OH) as per standard protocols. The primer XhoMCS2rev was hybridized to single-stranded templates by heating for 2 min at 75°C and then cooling to room temperature. Following the protocol of Weaver and DePamphilis (1984) , polymerase buffer and dNTP's (NEB) were added to the hybridized templates at 37°C along with T7 DNA polymerase. The reaction was stopped by adding loading dye at various time points and immediately cooling to create labeled primer extension fragments. Polymerase products were of a size that corresponds to the length of DNA from the primer start site to the pause sites. The end-labeled products were visualized as discrete bands when separated on a large-format 7% polyacrylamide gel containing urea (7 M final concentration). Sequence ladders (Sequenase 2.0, USB/Affymetrix, Santa Clara, CA) were generated using the same template and primers and were labeled with [ 32 Pα]-ATP (MP Biomedicals). Gels were run for 2-4 h at 1400 mV and then exposed to x-ray film overnight at −80°C with intensifier screens. Pause sites correspond to bands of the sequencing ladder which are complementary. Each pausing reaction result was confirmed by repeating the procedure at least three times using both the transcribed and the non-transcribed strands, and using at least two pools of ssDNA.
Primers
Hybridization: XhoMCS2rev (CTCGAGCGGCCGCCAGTG)
Construction of VH5-containing plasmids for generation of dsDNA for S1 endonuclease cleavage assays
Two oligomers were synthesized (IDT): a 65-mer, called SLS 14.9 (GCCAGCCCCCAGGGAAGG GGCTGGAGTGGATTGGGGAAATCAATCATAGTGGAAGCACCAACTAC), corresponding to the immediate upstream region of CDR2 in the VH5 segment and the 5′ end of CDR2, and an 81-mer, called SLS 14.5 (CCGCCAGCCCCCAGGGAAGGGGCTGGAGTGGATTGGGGAAATCAATCATA GTGGAAGCACCAACTACAACCCGTCCCTCAA), corresponding to the 3′ end of CDR1 and the 5′ end of CDR2. The 5′ ends of both oligomers were end-labeled with [ 32 Pα]-ATP using T4 poly-nucleotide kinase (NEB) and digested separately with endonuclease CviKI-1 (NEB) and T4 endonuclease VII (MCLab, S. San Francisco, CA) for 1 hr at 37°C, according to manufacturer's instructions. Gel loading dye (NEB) was immediately added and the mixture placed on either a 7% or 20% denaturing polyacrylamide gel to separate fragments. The gel was placed at −80°C overnight with x-ray film to visualize bands. Limited MaxamGilbert (1980) and S1 endonuclease ladders (Wyatt et al., 1990) were generated as per published protocols.
Results
The relationships between window size, SLS stability, transcription and mutation frequency
Two phases of SHM have been proposed. The first phase, called "phase 1", is initiated at the beginning of the CDR and includes an unprecedented increase in the rates of transcription and mutation, and is targeted at Cs and Gs (reviewed in Di Noia and Neuberger, 2007) . As nucleotide number increases (Fig. 3A) , due to the increase in transcription frequency (Bachl et al., 2001; Fukita et al., 1998) , the size and stability (ΔG) of SLSs at all window sizes (25, 45 and 65 nts) increase, and mutable Sites S1 through S7 appear successively. Mutable Sites correspond to high stability peaks. There is a strong correlation between mutation and transcription, for example, in the pre-B cell line 18-81 ( Fig. 3C ) and in the VHB1-8 antibody gene (Fig. 3D ) using promoters of different strengths in mice. Moreover, the SLS stability at a single window size also increases (Fig. 3B ). This increase involves a completely different mechanism, as illustrated by the four (encircled, 1-4) successive rearrangements in the 25-nt SLSs. These SLSs formed by segments of ssDNA have apparently been selected during evolution for their increases in stability (17.5 fold), due only to an increased ratio of doublestranded to single-stranded DNA. The blue tint areas in SLSs 6.0 and 10.5 (Fig. 3B) show that the same segment (b) is used in two SLSs; the segments involved are also bracketed in the sequence. These successive rearrangements result in the first appearance of the strongest stem in VH5 (at Site 3) which dominates in the formation of and perhaps the evolution of SLSs 14.9 and 13.9 (see Figs. 4 and 5). Fig. 4 shows the three key, high-stability SLSs (SLS 13.9, SLS 14.9 precursor, and SLS 14.9) which now account for 89% of the mutations in the CDR ( Fig. 1 and Wright et al., 2008a) . Interestingly, analyses of the these high-stability structures support the possibility that pausing (or "backtracking") and coordinated mutagenesis may culminate during a plateau period, in which SLSs do not change in stability over several window sizes, although they can continue to acquire new mutable bases (shown in Fig. 5 ). Note that bases are "lost" from the 5′ end of 14.9 precursor, while a comparable number of bases are added to the 3′ end of SLS 14.9 (Fig 4) . Backtracking in mfg at paired bases is the consequence of two essential and realistic assumptions made in the program: First, each fold must be initiated with an unpaired base and second, the most stable SLSs will dominate the folding pathway during transcription, i.e., each unpaired base must initiate, or remain in, the fold of the most stable SLS in which it is unpaired. The existence of pause sites at the base of stems (boxed in blue) has now been verified by in vitro analyses (see section 3.2).
Fig . 5A shows mfg-predicted increases in SLS size and stability in the non-transcribed strand of VH5 as transcription and window size increase during the formation of SLS 13.9 (first series of SLSs) and SLS 14.9 (second series of SLSs). These analyses are based on two assumptions: First, bases with a high mutation frequency will increase the complementarity of antibody for antigen during affinity maturation and be selected most frequently, while those of lower affinity will be deleted; and second, the most stable SLS harboring the mutable bases at each window size will also be selected most frequently and are the precursors of 65-nt SLS 14.9 and SLS 13.9. For example, the secondary structures in the second series of SLSs (Fig. 5A , denoted by the blue diamonds), initiated with SLS 10.5 and ending with SLS 14.9, were identified by the following procedures: An mfg window scan of the non-transcribed strand was used to identify the most mutable base at each Site and the highest ΔG SLSs at each window size, from 30-80 nts, one nt at a time. The most mutable base at Site 3 in SLS 14.9 is the G (blue) with 90 mutations and therefore SLS 10.5 was chosen as the first most stable structure found by plotting ΔG versus window size at 30 nts, while lower stability SLSs were (presumably) discarded and not identified. We next show a 44-nt SLS with Site 4 (pink); this site contains the most mutable base (G), with 98 mutations. For Site 5 (green) the T in this 50-nt SLS has 136 mutations (SLS 13.6). This SLS now has three of the most mutable Sites in SLS 14.9. As seen in SLS 14.9, the most mutable base at Site 6 (purple) is the G with 146 mutations and at Site 7 (brown), the A with 73 mutations is the most mutable. In the upper series of SLSs (grey triangles) similar analyses show selected SLSs that form as window sizes increase, revealing potential precursors of SLS 13.9. Fig. 5B and C show two successive SLSs, in SLS13.9 (a and b) and SLS14.9 (c and d), adding one base at a time during the plateau period (nt windows of 60-70), in which these SLS do not change in stability while mutable bases are added to Site 1 of SLSs 13.9 and to Site 7 in SLS 14.9. Coordinated mutagenesis (Figs. 4 and 5) could occur during this period (Wright et al., 2008a ). Fig. 6 shows similar analyses of the transcribed strand, in which the SLSs are somewhat less stable than those in the non-transcribed strand. However, their evolution as transcription levels increase to form SLSs 13.2 and 12.2, is similar to that observed in the non-transcribed strand, and their SLSs provide some unpaired bases in which complementary bases are paired in SLSs of the non-transcribed strand (see Fig. 1 ). The upper set of SLSs (grey triangles) shows a series of predicted potential precursors of SLS 12.2, and the lower set (blue diamonds) shows successive precursor SLSs containing Site 3 (blue in 30 nt SLS 9.9) to Site 6 (purple in SLS 12.5) that represent precursors of SLS 13.2 (lower set of SLSs).
In vitro evidence for the existence of mfg-predicted secondary structures
Evidence thus far presented describes a mechanism of mutagenesis during SHM which depends upon a dominant secondary structure, SLS 14.9. In vitro analyses have confirmed that this secondary structure exists (Fig. 7) .
Three predicted structures are shown (Fig. 7A ) in the transcribed strand (consistent with the direction of polymerase progression) with the locations of experimentally determined polymerase pauses (groups of colored arrows). Plasmids with three different inserts (B, 570 bp; C, 370 bp, and D, 170 bp) containing VH5 gene segments which were hybridized with a primer and allowed to fold after heating. T7 DNA polymerase was then added and allowed to proceed along the sequence for 0.5, 1, 5 or 10 minutes. Pausing of the polymerase was evidenced by bands on a polyacrylamide gel (Fig. 7B -D, arrows; colors correspond to locations on structures in Fig. 7A ). The transcribed strand orientation of the full-length fragment (570-bp) (Fig. 7B ) had pauses at sites consistent with the existence of the first two stems of the mfg-predicted structure SLS14.9 (Fig. 7E) . The two smaller cloned fragments ( Fig. 7C and Fig. 7D , 370 and 170 bp respectively) had pauses consistent with the first and third predicted stem. Additionally, sequence-based pauses (at G and C quartets) (Mirkin and Mirkin, 2007) were also seen. The size of each arrow head is relative to the band intensity in the gel. Black double-headed arrows indicate that the predicted structures are in dynamic equilibrium. These pauses are consistent with those previously predicted in SLS 14.9 (Fig.  7E ) by backtracking analyses (Wright et al., 2008a) . The process for identifying pause sites was repeated, with the DNA in the opposite orientation, using appropriate 5′ primers. Similar results were obtained (data not shown). To test the possibility that some helper phage DNA was replicated when isolating ssDNA, all primers were also annealed to either M13K07 or R408 phage DNA alone. No polymerase products were observed with phage alone for any of the primers used.
To further verify mfg-predicted structures SLS 14.9 and SLS 14.5, T4 endonuclease VII (which cleaves dsDNA) was also used. Synthesized oligonucleotide fragments of 65 nts ( Supplementary Fig. 1 ) and 81 nts ( Supplementary Fig. 2 ) were separated and compared to a base ladder (Maxam and Gilbert, 1980) . Multiple cleavage sites were observed in each of the predicted stems, and loop structures atop all three stems were not cleaved (dotted lines on gels, and red arrows). In addition, the restriction enzyme CviKI-I was used to test for the double-stranded substrate RGCY formed by one of the predicted stems. The gels show cleavage ( Supplementary Figs. 1 and 2 ) with CviKI-I at the predicted double stranded site (blue underlines). Supplementary Fig. 2 shows a predicted structure, designated SLS 14.5, associated with a longer 81-bp fragment that extends beyond SLS 14.9. Again, stems are cleaved in multiple locations, and loops are uncut. CviKI-I cut the predicted stem structure of SLS 14.5, as observed in SLS 14.9. Thus, the mfg predicted structures are in agreement with enzymatic cleavage analyses. Supplementary Fig. 3 shows the experimental pausing data for the sequence involved in the formation of SLS 14.9 as well as in the mfold predicted SLS 14.5. Only the mfold structure (which is less stable than SLS 14.9 and therefore not chosen by mfg) can account for both experimental pause sites, but the formation of both structures is in agreement with the mutational pattern observed in Sites 6 and 7.
Discussion
History of evidence that intrinsically mutable Gs and Cs are exposed in SLS loops
Since the early 1980s (Ripley and Glickman, 1983) , evidence has indicated that secondary structures are associated with endogenous "background" mutations (reviewed in Wright, 2002 . Hydrolytic, endogenous mutations (primarily C-to-T and G-to-A) occur at significant frequencies under physiological conditions (Amosova et al., 2006; Cooper and Krawczak, 1990; Frederico et al., 1990; Lindahl 1993; Lindahl and Nyberg, 1974; Pereira et al. 2008; Shen et al., 1994; Singer and Kusmierek, 1982; Skandalis et al., 1994; Smith, 1992; Todd and Glickman, 1982) . Background maintenance levels of replication, transcription, and supercoiling allow dsDNA strands to separate sufficiently to expose segments of ssDNA which form secondary structures with loops essential for base mutability. In dsDNA, for example, N3 of cytosine is H-bonded to the N1 of guanine, and ssDNA (via transcription and/or negative supercoiling) is required for protonation at N3 and deamination to uracil. Thus, it is widely recognized that endogenous mutations of C and G are the result of their intrinsic thermodynamic instability, suggesting that ssDNA availability (during transcription) may be rate-limiting for mutation frequency under the steady-state conditions existing in vivo for SHM (Wright et al., 2008a (Wright et al., , 2008b ). This conclusion is consistent with our observation that ~89 % of a total of 2,505 mutations in the variable region of VH5 are located in loops of high stability SLSs (Fig. 1) . The current study identifies successive variables that contribute to the million-fold increase in mutation frequency, especially during phase 1 of SHM, predicted to follow B cell activation (Di Noia and Neuberger 2007) . At small window sizes associated with background levels of transcription just 5′ of CDR1 (Fig. 3B) , 25 nt SLSs stabilities have a ΔG < −1. During the proposed initiation of phase 1 and increasing levels of transcription, sequence segment rearrangements in 25 nt structures have apparently evolved (been selected) to form higher stability SLSs that increase by as much as 17-fold, due to sequence rearrangements increasing the paired versus unpaired nt ratio. Thus window size per se is correlated with transcription levels, SLS stability, exposure of mutable bases and mutation frequency.
The overall thermodynamic characteristics of nts in ssDNA underlying the majority of background or "endogenous" mutations are shown in Table 2A . The ssDNA in which unpaired bases are exposed and mutable in vivo is presumably due to maintenance-level metabolic activities such as transcription and replication. The hydrolytic deamination of 5-methyl C and C occur ~300 times/day/human cell, which is more than sufficient to explain the observed endogenous mutation frequency (Frederico et al., 1990; Shen et al., 1994) . About 5,000 purine bases turn over each day due to hydrolytic depurination, with G being replaced by A at those apurinic sites because of its size (Lindahl 1993) . In the VH genes, Gto-A and C-to-T transitions in silent mutations of framework regions (Table 2B ) and of missense mutations in germline light chain genes (Table 2C ) predominate, presumably due to base exposure during transcription and to the intrinsic chemical instability of ssDNA. In contrast, missense mutations in CDRs of the VH5 gene (Table 2D ) have apparently been selected as the fittest for binding antigen to antibody. Silent mutations (Table 2B) are perhaps the most compelling evidence for a common mechanism of mutability in unpaired bases, where the outcome of a mutation does not alter the encoded amino acid and is not selected, thus reflecting only intrinsic base instabilities.
Stems in stable SLSs are known to cause pauses that temporarily block transcription (Bagga et al., 1990; Peck and Wang, 1985) , and direct correlations have been found between pause strength and the negative superhelical densities of the templates used (Krohn et al., 1992) . Pausing at stems has been attributed to the slow melting of stems and associated with bursts of mRNA production and increased mutagenesis in vitro (Suo and Johnson, 1998; Weaver and DePamphilis, 1984) . In mfg, the folding process results in pauses at paired bases in stems, as each successive structure must be initiated by an unpaired base. Thus, the extent of pausing correlates with stem stabilities, both in vitro and in silico.
The role of dynamic models in understanding the mechanism of mutagenesis in vivo
Kinetic models organize our data and serve to provide conceptual insights in realistic, dynamic terms related to the steady-state conditions of the living cell. Our model of mutagenesis revealed circumstances that were not intuitively obvious and made specific predictions that could be verified in the available data. Fig. 8 shows three successive dynamic models of events prior to (A), during (B), and immediately following (C) phase 1 of SHM, at peak levels of transcription and frequency of C mutations. At that point, AID activation could usurp (split) the fate of high frequency C mutations, initiating high frequency C-to-U mutations (at the expense of C-to-T mutations), resulting in high frequency enzyme diversification. These models elucidate mechanisms by which transcription-driven single-stranded segments of DNA are exposed and become mutable. The data presented also suggest mechanisms by which selection of the most mutable bases and of the most stable secondary structures during affinity maturation may underlie both the evolution and mechanism of SHM.
Conclusion
Mutagenesis in SHM is characterized by high levels of transcription and mutation, stable SLSs, and the exposure of intrinsically mutable bases in loops of these structures during transcription. As demonstrated by The Unity of Biochemistry (Kluyver, 1926 and see Wright, 2004) , evolution has bestowed a fundamental unity of biochemical behavior on all forms of life: the same substrates, enzymes, regulatory mechanisms, biosynthetic and catabolic pathways. It is therefore not surprising that the mechanisms underlying mutagenesis in several systems, including the p53 tumor suppressor gene (Wright et al. 2011) , are similar to those found in SHM.
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Highlights
• The mfg computer program mimics the dynamics of transcription in vivo.
• Intrinsically mutable Cs and Gs are rate-limiting for mutation frequency.
• 89% of identified mutable bases in VH5 are in loops of high stability DNA structures.
• Intrinsic G and C mutation frequencies correlate with transcription frequency. High-stability SLSs are shown in which 89% of the 2,505 mutations (Zheng et al. 2005 ) in CDR1 and CDR2 of VH5 are located in unpaired bases. The majority of unpaired mutable bases occur in Sites 1-7 (yellow circles) which are unpaired in the predominant 65-nt structures SLS 14.9 and SLS 13.9. Mutable bases in green are unpaired in slightly lower stability structures. The mutable G in SLS 13.9a is an unpaired C (38 mutations) in SLS 13.2 of the transcribed strand (see Fig. 6 , Site 5). Only two mutable bases (shown in blue) are unpaired in low stability structures (i.e. less stable than ΔG −6.0, not shown). An example of mfg computer output. A 30-nt segment of the sequence analyzed (bolded) is shown. The G (red arrow) at mfg nt 66 was selected as the most stable SLS (ΔG = −10.5) in which that base is unpaired (shown to the right). The output also provides the window size, percent unpaired of total SLSs in which the G nt is unpaired, the ΔG of the SLS, and the Mutability Index (MI) which is the product of % unpaired and ΔG. showing increasing stability primarily due to increases in paired bases. The sequence segment below indicates corresponding segments (bracketed) that fold to form each structure. In structure 3, a short sequence in blue tint (a) forms one portion of a stem, and a different segment of the sequence (b tinted blue) forms the other half of the stem. In structure 4, sequence b pairs with a different segment (c) to create a portion of a more stable stem. Note that the most stable stem at S3 (A) first forms in this 25 nt structure (SLS 10.5) and dominates thereafter as the most stable mutable Site at all window sizes (see Fig. 5 ). (C) and (D) Correlations between mutation rates and transcription in a GFP transgene in a human pre-B cell line (18-81) due to the activation of transcription by doxycycline (dox) (Bachl et al., 2001) , and in the VHB1-8 antibody gene (Fukita et al., 1998) . Linear regression values were calculated in Excel. R 2 values are statistically significant when P ≤ 0.05. For C and D, n values are 4, and 3, respectively. Pausing and backtracking between the SLS 14.9 precursor and SLS 14.9 during the plateau period. The three dominant 65-nt SLSs containing the majority of mutable bases are SLS 13.9, SLS 14.9 precursor, and SLS 14.9. The interaction between SLS 14.9 precursor and SLS 14.9 is indicated by the double-ended black arrow; the black dotted arrow and bracket show the area of pausing and backtracking. Pause sites are indicated by blue boxes and were predicted by previous studies (Wright et al., 2008a and in Supplementary Figs. 1-3 ). Mutable Sites 1 to 7 are shown in red. Black arrows identify other SLSs (Fig. 1 ) in which bases that are paired here are unpaired and mutable. (Fig. 4) . Grey triangles indicate the stability (−ΔG) of successive SLSs leading to SLS 13.9 (upper series of SLSs). The predicted 30 nt precursor of Site 1 is shown (SLS 8.7), in which the most mutable base (A, orange), has 145 mutations. Blue diamonds indicate the stability (−ΔG) of successive SLSs leading to SLS 14.9 (lower series of SLSs). Each Site and the number of mutations in the two largest SLSs are color-coordinated. (B) SLSs at Site 1 for SLS 13.9 (a, b) and (C) Site 7 (c, d) for SLS 14.9. Note that during the plateau period, although mutable bases are added (small arrows), the stabilities of SLS 14.9 and SLS 13.9 do not change. The mfg-predicted evolution of SLS 13.2 and SLS 12.2 initiated from the 3′ end of the transcribed strand as window size increases from 30 to 80 nts. Solid blue diamonds indicate the stability (−ΔG) of successive SLSs leading to SLS 13.2 (lower series of SLSs) as window size increases. A predicted 30-nt precursor of Site 3, SLS 9.9, has 90 mutations in the most mutable C base for that Site (dark blue). Grey triangles indicate the stability (−ΔG) of successive SLSs leading to SLS 12.2 (upper series of SLSs) as window size increases from 30 nt to 80 nt. The predicted 30 nt precursor of Site 1 shows a T (orange) as the most mutable base, and subsequent precursors follow as in Fig. 4 . Although SLS 13.2 is of lower stability than the most stable SLSs in the non-transcribed strand (SLS 14.9), it accounts for the exposure of three mutable bases at Sites 5 and 6 that are paired in SLS 14.9 in the nontranscribed strand (Fig. 5A) , implicating a role for the transcribed strand in mutagenesis (see section 4.2). Note that Sites 3 and 4 are seen in both 65 nt structure SLS 12.2 and SLS 13.2 and that they are not exact complements of SLS 13.9 and 14.9, respectively. Three dynamic models of events before, during, and immediately after phase 1. (A) Circumstances resulting in background mutation frequencies of about 10 −9 mutations / base/ generation. (B) Consequences of a ~10,000-fold increase in transcription frequency during antigen challenge targeted primarily to Cs and Gs in ssDNA. (C) Predicted events occurring at the peak of phase 1 as a result of AID activation, resulting in a switch from high frequency C-to-T mutations to high frequency C-to-U mutations, resulting in enzyme diversification. Table 1 Maximum number of SLS repeats at different window sizes as predicted by mfg during the plateau period. Table 2 Frequency and types of G and C mutations in ssDNA and antibody genes. a About 5,000 purine bases turn over each day due to hydrolytic depurination, with G usually being replaced by A because of its size. (Lindahl, 1993) b Data were obtained from the VH5, VH94, and VH186.2 genes (see Materials and methods).
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c Missense mutations in germline Gs and Cs in VkOx1 light chain genes (Phung et al., 1998) . These values are similar in Msh2
−/− and Msh2 +/+ (Shen et al., 2006) .
