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Abstract
Two enablers of the 5th Generation (5G) of mobile communication systems are the high data rates
achievable with millimeter-wave radio signals and the cloudification of the network’s mobile edge, made
possible also by Multi-access Edge Computing (MEC). In 5G networks, user devices may exploit the
high capacity of their mobile connection and the computing capabilities of the edge cloud to offload
computational tasks to MEC servers, which run applications on devices’ behalf. This paper investigates
new methods to perform power- and latency-constrained offloading. First, aiming to minimize user
devices’ transmit power, the opportunity to exploit concurrent communication links between the device
and the edge cloud is studied. The optimal number of channels for simultaneous transmission is
characterized in a deterministic and a probabilistic scenario. Subsequently, blocking events that obstruct
millimeter-wave channels making them “intermittent” are considered. Resource overprovisioning and
error-correcting codes against asymmetric block erasures are proposed to jointly contrast blocking and
exploit multi-link communications’ diversity. The asymmetric block-erasure channel is characterized by
a study of its outage probability. The analysis is performed in a framework that yields closed-form
expressions. These, together with corroborating numerical results, are intended to provide reference
points and bounds to optimal performance in practical applications.
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2I. INTRODUCTION
Mobile data traffic is facing an impressive growth and it is foreseen to reach about 100
Exabytes per month in 2023 [15]. The conception of the fifth generation of mobile systems (5G)
had its first achievement with the completion of 3GPP’s Release 15 [1] and it is now at its second
phase. The first goal of 5G is a 1000-fold enhancement of the system area capacity, achievable
by the exploitation of massive MIMO, a dense deployment of small cell base stations, and larger
bandwidths [3]. These three solutions are possible also thanks to the introduction of millimeter
wave (mmWave) communications for radio access in the mobile environment [33], [35]. However,
5G networks are foreseen to go beyond the enhancement of the physical layer, aiming to enable
several new services for different sectors (verticals), such as Internet of Things (IoT), industry 4.0,
autonomous vehicles, remote surgery, etc. All of these services have such different requirements
in terms of latency, reliability, etc., that a flexible design of the network is needed to fulfill each
of them. This is possible thanks to network slicing and network function virtualization [11]. Due
to the stringent latency requirements of new applications, such as augmented or virtual reality,
there is the need for deploying computation and storage resources close to the end users, in
order to reduce the time to reach the cloud and, at the same time, alleviate the load on backhaul
networks. A key role in this framework will be played by Multi-access Edge Computing (MEC)
[23], a technology standardized by ETSI whose aim is to bring computation capabilities to the
edge of the network, either in the radio access network or at an aggregation point. The merge of
MEC and mmWave communications is the idea behind the Euro-Japanese project 5G-MiEdge
to enable the 5G ecosystem [29]. It is believed that these two technologies can compensate each
other’s drawbacks and benefit from each other’s potentials to provide the services promised by
the 5G vision. Indeed, mmWave can enable a fast access to MEC resources to provide low-
latency services, whereas the computation resources of MEC can be used to orchestrate such a
complex radio access network in terms of interference management, beamforming optimization,
etc.
In this paper, we focus on computation offloading [27], an application enabled by MEC by
which the execution of computationally heavy applications can be transferred from a user device
to a server, which in case of MEC is called Mobile Edge Host (MEH). Offloading applications
is convenient for different reasons, e.g. reducing the energy consumption at the user’s side and
enabling resource-poor devices to run sophisticated applications. Computation offloading is com-
3posed by: a first communication phase, during which the bits necessary to execute the application
are transmitted to a MEC Access Point (AP) and then to the MEH; a computation phase, during
which the bits are processed by the MEH; and a second communication phase, in which the
result is transmitted back to the end user. Some applications require strict latency constraints,
so that mmWave coupled with MEC are needed to enable their offloading. Several works [10],
[25], [36] investigate the problem of resource allocation for computation offloading, showing the
convenience of jointly optimizing radio and computation resources. For a comprehensive survey
on MEC and computation offloading, the reader may see [28].
The major drawback of mmWave communications is their vulnerability to blocking events
due to obstacles or beam collisions [2], [37]. When a blocking event occurs, the attenuation is
so high that the communication is interrupted. The passage of obstacles between the transmitter
and the receiver causes a certain “intermittency” of the channel that may lead to losses of
information. Then, the latter has to be either retransmitted or recovered via suitably designed
error-correcting coding schemes. During the communication phases of the computation offloading
procedure, there may be no time to retransmit the information bits, since blocking events can last
much longer than the maximum allowed offloading latency; moreover, the retransmission can
lead to a high additional power consumption. Many offloading problems are formulated as the
minimization of the power consumption at the mobile side and blocking events can be detrimental
in this direction. Then, different countermeasures can be taken to deal with blocking events [8],
[9], [30]. In [8] and [9], we investigated solutions based on multi-link communications and
overprovisioning of radio and computation resources, taking into account an a priori knowledge
(estimation) of the blocking probabilities. In these works, we formulated the problem as the
minimization of the power consumption to guarantee an average bit rate above a certain threshold.
In [30], the authors perform a proactive AP selection based on prediction of human blocking
events. In [20], uplink channel measurements are used for the selection of the best AP, and to
select a new AP in case a blocking event occurs. In [31], the authors investigate the problem
of achieving high availability in wireless networks exploiting an optimal number of Rayleigh
fading links. Some potential architectural options for multi-connectivity are described in [34].
Multi-connectivity can refer, in general, to the access to different Radio Access Technologies
(RAT), such as Long Term Evolution (LTE) and 5G, or to the access to multiple interfaces of the
same RAT. One possible architecture is the common Medium Access Control (MAC) solution,
in which the multi-connectivity legs share the Packet Data Convergence Protocol (PDCP), Radio
4Link Control (RLC), and MAC layers and the physical layer is separated in different Remote
Radio Heads (RRHs). In this paper, we exploit a similar architecture, in which multiple APs are
employed in the uplink direction to simultaneously counteract blocking events and to reduce the
transmitter’s power consumption.
A. Our Contributions
In the context of computation offloading to edge clouds, this paper proposes new solutions
for reducing the uplink transmit power for end users under delay constraints and simultaneously
contrasting the blocking events typical of mmWave communications. Our analyses allows to
derive mathematically clean results and closed-form expressions. Globally, the goal of this paper
is to prove the validity of the proposed schemes in a theoretical framework that will serve as a
reference point and as a bound to optimal performance in practical applications.
After formally recalling the problem of computation offloading and fixing some notation in
Section II, in Section III we treat the problem of transmit power minimization via simultaneous
multi-link offloading. More precisely, we consider the possibility that a User Equipment (UE)
offloads an application by splitting the total information into different blocks to be concurrently
transmitted to different APs of the edge cloud. In a scenario without blocking and with only line-
of-sight communication paths, we suppose that the modulation and coding schemes over each
link are chosen to achieve the maximum transmission rate and that the mmWave beams employed
for communications are narrow enough to make negligible the risk of beam collisions. Under
these hypotheses, we fully characterize in Theorem 1 and Corollary 1 the multi-link strategy
that achieves the same spectral efficiency of the single-link case while minimizing the power
consumption. This approach is conceptually motivated by the idea that it may be pointless to
deliver a service in the absolutely quickest possible manner; instead, it is preferable to fix a given
satisfactory service latency constraint and focus on spending the least energy possible to meet it.
Furthermore, in Section IV, we analyze the probability distribution of the optimal number of links
(in the sense defined in Section III), when the AP deployment follows a homogeneous Poisson
point process. Interestingly, we manage to express a closed formula for this distribution. We
conclude the section by describing how this expression can be exploited to fix an AP deployment
density that guarantees power minimization on the end users’ side with high probability.
In the second part of the paper, we add to our analysis the possibility that mmWave commu-
nication links undergo blocking events. In Section V, we recall the “overprovisioning” method,
5initially introduced in [8] and [9], and show how it can be successfully combined with multi-
link offloading. This solution is useful to contrast short-term blocking events that occur after the
beginning of the offloading procedure and whose duration is much shorter than the offloading
time. This kind of blocking can be seen as momentary and brief channel availability interruptions
with respect to the duration of the application. They can be fought by “catching up” with
the offloading procedure as soon as they are over or, analogously, by performing the whole
procedure at a higher average information transmission rate to compensate the time loss that
they cause. In Section VI, instead, we face the problem of long-term blocking events that start
after the beginning of the offloading procedure and last as much as or more than the maximum
tolerable latency. In this case, analogous solutions to the overprovisioning of Section V are not
sufficient or not efficient. We propose, then, to make offloading robust by exploiting multi-link
communications for spatial error-correcting coding. Throughout Section VI, we first define the
asymmetric block-erasure channel that models our scenario and then we analyze some of the
main properties that characterize the channel and its suitable error-correcting codes. Namely, we
generalize the Singleton bound to this context (Theorem 2) and we find bounds for the outage
probability (Theorem 3). Although we leave the explicit design of codes for the asymmetric
block-erasure channel for future work, we conclude the section with a discussion on whether
it is convenient to code or not to code. We claim that under certain conditions, the use of
optimal codes for multi-link offloading over the asymmetric block-erasure channel can either
improve the outage probability (and hence the word error probability) during offloading or
allow to considerably decrease the transmit power at the UE’s side, for a given targeted outage
performance.
II. COMPUTATION OFFLOADING IN 5G NETWORKS WITH MULTI-ACCESS EDGE COMPUTING
As recalled in the introduction, computation offloading is a key application in MEC to
minimize the energy consumption of mobile handsets enhancing their batteries’ lifetime, or to
enable heavy computation tasks in resource-poor devices such as sensors. Offloading a certain
application requires an overall delay Doff defined as follows:
Doff = Dtx + Dexe + Drx, (1)
where Dtx is the time needed to transfer the application and the input data from the UE to the
MEH, Dexe is the time needed to run the application in the MEH, and Drx is the time needed
6to get the result of the computation back. If we denote by nb the number of bits to upload
from the UE to the MEH, by w the number of CPU cycles necessary to run the application,
and by fS the computational capacity of the MEH, expressed in CPU cycles/s, then we have
Dtx =
nb
BR and Dexe =
w
fS
, where R denotes the rate of the link in bit/s/Hz and B is the fixed
available bandwidth. In this article, we investigate the case of mmWave links, with the usage
of beamforming techniques thanks to antenna arrays both at the transmitter and at the receiver
side [24]. Given a UE (transmitter) with nT antennas and an AP (receiver) with nR available
antennas, we denote by H ∈ CnR×nT the channel matrix. The MIMO channel capacity is given
by the Shannon formula as follows:
C(H) = B log2
I +HQHHR−1 [bit/s], (2)
where | · | denotes the determinant of (·), Q represents the covariance matrix of the transmitted
symbols, and R is the noise covariance matrix. If we assume a white Gaussian uncorrelated noise,
we can substitute R with a scaled identity matrix σ2n I. After some classical and straightforward
algebraic manipulations, the capacity can be written as [7]:
C(H) = B
r∑
i=1
log2
(
1 +
hiγi
σ2n
)
,
where r is the rank of HHH, hi is the i-th eigenvalue of HHH and γi is the i-th eigenvalue of Q.
Due to the large antenna gains and the narrow beams that characterize mmWave communications,
for the sake of this paper we will only consider a single line-of-sight path between the UE and
the AP, without secondary paths; this implies that H has rank 1. Therefore, we can write the
channel capacity as
C = C(H) = B log2(1 + ap), (3)
where a = h1
σ2n
is the channel response incorporating the beamforming gain, divided by the noise
power, and p = γ1 is the transmit power.
One of the main goals of this paper is to minimize the UE’s energy consumption during
computation offloading under the latency constraint Doff ≤ L, for some constant L > 0 measured
in seconds. In general, recalling (1) and calling R the uplink communication bit rate, the problem
can be formulated as follows:
pmin = min p
s.t. Doff =
nbTb
R
+
w
fS
+ Drx ≤ L,
0 ≤ p ≤ PT,
(4)
7where PT is the maximum allowed transmit power and Tb = 1/B. Notice that the latency
constraint is equivalent to guarantee a minimum bit rate
R ≥ nbTb
L − wfS − Drx
=: Rmin. (5)
Clearly, the transmission power and the communication rate are related. Given (3), let us suppose
that the coherence time of the channel is long enough to imply that a does not change in the
time interval needed by the UE to perform offloading; let us also suppose that the UE can choose
an optimal modulation and coding scheme that achieves the maximum transmission rate. In this
case, the minimum transmit power pmin that guarantees the latency constraint is simply
pmin =
2Rmin − 1
a
. (6)
If pmin ≤ PT , offloading can be performed; otherwise, (4) simply has no feasible solutions.
III. MULTI-LINK COMMUNICATIONS TO REDUCE ENERGY CONSUMPTION
The first novelty of our paper is the introduction of a new degree of freedom to the scenario
described in the previous section, so that the transmit power at the UE’s level can be further
decreased and reduced with respect to (6). To this end, we investigate the convenience of
exploiting simultaneous multi-link communications between the UE and the edge cloud and we
provide sufficient and necessary conditions under which using an optimal number N∗ (possibly
greater than 1) of simultaneous links guarantees the minimization of the UE’s transmit power.
From now on, when we speak of multi-link communications, we mean that the UE can send
different information to different APs via different mmWave beams and over all the available UE-
AP links simultaneously. This requires the use of digital beamforming. As before, we will only
consider a single line-of-sight path between the UE and each of the APs, neglecting potential
secondary paths. We also assume that all the APs can communicate among themselves with
negligible latency through an ideal high-capacity backhaul. In this way, one AP endowed with
a MEH can collect all the information sent by the UE within a negligible delay. This scenario
is consistent with cloud-RAN architecture, where the APs are simple RRHs and the information
is processed in the cloud. This is represented in Fig. 1 for the case of two links. A detailed
description of multi-beam technologies in mmWave communications with fixed subarray and
full multi-beam antennas is provided in [21]. Although therein the perspective lies on the AP’s
side, we consider in this work the case of UEs capable of exploiting these (or equivalent)
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Figure 1. Two-link communication between a UE and the edge cloud.
technologies. The aim of this section is to show that in this scenario, multi-link communications
can be convenient, because they allow to reduce the overall transmit power with respect to the
single-link case under the same latency constraint, thus broadening the set of feasible solutions
of (4).
Let us start by considering the double-link case: let us suppose that the user transmits n1 bits
over the first link with rate R1 and n2 bits over the second link with rate R2, under the condition
n1+n2 = nb. Let us suppose that the capacities of the two channels are Ci = B log2(1+aipi), i =
1, 2, where the coefficients ai that identify the channel are obtained as a in (3). We suppose
that the UE can measure or estimate the coefficients ai’s before offloading its application and
that they remain constant during the whole uplink transmission phase. Moreover, without loss
of generality, we can consider the first channel to be better than the second: a1 ≥ a2.
The first problem we address is how to split the total number of bits nb across the two channels
and how to allocate the transmit powers so that p1 + p2 < p
(1)
min, where pi =
2Ri−1
ai
, i = 1, 2, is
the transmit power over the i-th link and p(1)min =
2Rmin−1
a1
is the minimum transmit power needed
to respect the latency constraint when offloading is performed only on one (the best) channel,
9exactly as in (6). Notice that we are assuming that a1 is the same both in the single-link and in
the double-link case; in other words, we are assuming that the quality of the first channel (the
link between the UE and the first AP) does not change in presence or absence of communications
over the second channel.
When we simultaneously send n1 bits over one link and n2 = nb − n1 bits over the second,
the associated uplink transmission delay is:
Dtx = max
(
n1Tb
R1
,
n2Tb
R2
)
= max
(
n1Tb
R1
,
(nb − n1)Tb
R2
)
.
So, the latency constraint Doff ≤ L can be written as
max
(
n1Tb
R1
,
(nb − n1)Tb
R2
)
+
w
fS
+ Drx
≤ L = nbTb
Rmin
+
w
fS
+ Drx,
with Rmin as in (5). The constraint is satisfied if and only if
max
(
n1
R1
,
nb − n1
R2
)
≤ nb
Rmin
. (7)
Hence, we are looking for n1, n2, R1, R2 that solve the following minimization problem:
min
n1, n2, R1, R2
p1 + p2
s.t. max
(
n1
R1
,
nb − n1
R2
)
≤ nb
Rmin
,
n1 + n2 = nb, n1, n2 ∈ N,
R1, R2 ≥ 0,
p1 + p2 < p
(1)
min.
(8)
First of all, notice that the optimal solution of the problem is such that n1R1 =
nb−n1
R2
. Indeed, for
every feasible solution such that n1R1 <
nb−n1
R2
= Dtx, we can always reduce R1 to a lower value
R′1 < R1 such that
n1
R′1
= Dtx. This decreases the transmit power on the first channel and leads to
a (strictly) better solution of the problem. The same argument can be applied to a solution with
Dtx =
n1
R1
> nb−n1R2 . Therefore, we must have
n1
R1
=
nb−n1
R2
, which easily leads to
n1 =
nbR1
R1 + R2
, n2 =
nbR2
R1 + R2
, Dtx =
nb
R1 + R2
. (9)
10
Notice that, to keep the notation light, we are assuming that n1 and n2 in (9) are always integers,
avoiding the use of upper and lower integer parts. At this point, we can rewrite the latency
constraint as
nb
R1 + R2
≤ nb
Rmin
or, equivalently, R1 + R2 ≥ Rmin.
Since the transmit power is an increasing function of R1 and R2, the optimal solution of our
problem must satisfy:
R1 + R2 = Rmin. (10)
The optimal solution is characterized in the following lemma, whose proof is detailed in Sec-
tion III-A:
Lemma 1. Consider two channels characterized by a1 and a2, with a1 ≥ a2. If
2Rmin >
a1
a2
, (11)
the minimum transmission power is achieved by transmitting n1 = nbR1/Rmin bits over the first
channel with rate R1 and n2 = nb − n1 bits over the second channel with rate R2 = Rmin − R1,
where
R1 =
Rmin
2
+
1
2
log2
(
a1
a2
)
. (12)
In this case, the total minimum transmit power is
p(2)min =
2
Rmin
2 +1√
a1a2
−
(
1
a1
+
1
a2
)
< p(1)min. (13)
If instead (11) does not hold, the minimum transmission power is achieved by transmitting all
the nb bits over the best channel with rate Rmin.
Fig. 2 depicts the region of the couples (a1, a2) that allow power minimization through the
exploitation of the double link: if (a1, a2) lies in the green area, the double link is power-wise
advantageous; if it lies in the red area, it is more convenient to use only the first channel. Notice
that the tighter is the latency constraint, the higher becomes the minimum rate Rmin necessary
to guarantee it. As a consequence, the “convenience region” for double-link communications
enlarges: somehow, we are forced to “spread” our information transmission over two channels,
because “squeezing” it over only one channel with a tight latency constraint is too expensive in
terms of power.
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a2 = a1
a2 = a12−Rmin
Rmin → 0
Rmin → +∞
a1
a2
Figure 2. The ranges of a1 and a2 corresponding to Lemma 1.
In Fig. 3, we show a numerical example of how the gain in using two links increases as a
function of the minimum required spectral efficiency. The results are averaged over randomly
drawn APs’ positions, uniformly distributed in a square of area 10000 m2, centered at the UE’s
location, considering a path loss given by the Friis equation [17]. In particular, we consider that
ai =
b
σ2n dαi
, (14)
where di is the distance between the mobile user and the i-th AP (taken in ascending order: d1 ≤
d2), α is the path loss exponent, and b depends on the physical conditions of our transmission
system. Friis equation in free space takes α = 2 and b = GRGT
(
λw
4pi
)2
, where λw is the signal
wavelength and GR and GT are the antenna gains at the receiver and transmitter side, respectively;
in this case,
ai = GRGT
(
λw
4piσndi
)2
. (15)
Since the APs are randomly distributed, the distances di and hence the a′is are random variables.
The random distribution of the ai’s directly depends on the distribution of distances of the APs
around the mobile users. For Fig. 3, we chose GR = nR = 128, GT = nT = 32, λw = 5 mm, and
σn = −82, 96 dBm.
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Figure 3. Average minimum achievable transmit power as a function of Rmin for the one-link and the two-link cases.
Lemma 1 can be generalized to a scenario with N ≥ 2 available links. With Theorem 1 and
Corollary 1, we provide a full and explicit solution to the problem of minimizing the transmit
power for computation offloading via multi-link communications. The proof of the theorem is
available in Section III-B.
Theorem 1. Given N line-of-sight links between a UE and N MEC APs with capacity Ci =
B log2(1+aipi) and a1 ≥ a2 ≥ · · · ≥ aN , the total transmit power is minimized by simultaneously
communicating over all the N links (and not strictly less) if and only if
2Rmin >
∏N−1
i=1 ai
aN−1N
. (16)
In this case, the (power-wise) optimal information transmission rate over the i-th channel is
Ri =
1
N
(
Rmin + log2
(
aN−1i∏
j,i a j
))
; (17)
13
∑N
i=1 Ri = Rmin and the number of bits sent over the i-th channel is
ni =
nbRi
Rmin
, (18)
which guarantees that
∑N
i=1 ni = nb; finally, the total minimum transmission power is
p(N)min =
N∑
i=1
pi = N
(
2Rmin∏N
i=1 ai
) 1
N
−
N∑
i=1
1
ai
. (19)
Corollary 1. Given N line-of-sight links between a UE and N MEC APs with capacity Ci =
B log2(1 + aipi) and a1 ≥ a2 ≥ · · · ≥ aN , the trasmit power of time-constrained computation
offloading is minimized by multi-link communication over the best N∗ ≤ N links, where N∗ is
the only integer such that
a1a2 · · · aN∗−1
aN∗−1N∗
< 2Rmin ≤ a1a2 · · · aN∗
aN∗N∗+1
(20)
(imposing by convention that a1a2 · · · aN/aNN+1 = +∞).
Proof: The proof is an immediate consequence of Theorem 1 and the fact that
a1
a2
≤ a1a2
a23
≤ · · · ≤ a1a2 · · · aN−2
aN−2N−1
≤ a1a2 · · · aN−1
aN−1N
. (21)
Notice that (20) is such that (16) holds for N∗, but not for N∗ + 1.
Fig. 4 shows the evolution of the average minimum achievable transmit power (19) as a
function of the number N of available APs around the user, uniformly distributed in a square
of size 200 m. The results are averaged over 10000 independent channel realizations and are
plotted for different values of Rmin. The ai’s are derived from the distances between the UE and
the APs as in Fig. 3. According to Corollary 1, the user selects only the best N∗ ≤ N channels.
Notice that, as the number N of available channels increases, the average tranmsit power gain
decreases, until becoming negligible when N is in the order of 3 or 4.
A. Proof of Lemma 1
Using the double link is convenient if and only if the sum of the transmission powers with
the information split over both links is less than the transmission power needed to send all the
14
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Figure 4. Average transmit power for scenarios with different numbers of APs and different Rmin.
information over the best link (the conditions imposed by (9) and (10) imply that the only truly
free variable in our problem is R1):
p1 + p2 =
2R1 − 1
a1
+
2R2 − 1
a2
<
2Rmin − 1
a1
= p(1)min
⇐⇒ 2
R1 − 1
a1
+
2Rmin−R1 − 1
a2
<
2Rmin − 1
a1
⇐⇒ 2
R1
(
1 − 2Rmin−R1 )
a1
<
(
1 − 2Rmin−R1 )
a2
⇐⇒ 2R1 > a1
a2
, (22)
provided that R1 < Rmin.
Suppose that (11) does not hold. Since R1 ≤ Rmin, then (22) does not hold either, p1+p2 ≥ p(1)min,
and it is more convenient to communicate only over the best channel. Therefore, (11) is a
15
necessary condition for the usefulness of exploiting also the second channel.
Now, let us study the total power as a function of R1, when we transmit over both channels:
p1 + p2 = p(R1) = 2
R1 − 1
a1
+
2Rmin−R1 − 1
a2
.
Its first derivative is
dp
dR1
(R1) = loge 2 ·
(
2R1
a1
− 2
Rmin−R1
a2
)
and, in particular,
dp
dR1
(R1) ≥ 0 ⇐⇒ R1 ≥ Rmin2 +
1
2
log2
(
a1
a2
)
=: R∗1.
If we suppose that (11) holds true, we have
Rmin > R∗1 > log2
(
a1
a2
)
.
The study of the derivative tells that it suffices to choose R1 = R∗1 to minimize p(R1) and
the resulting power is strictly less than p(1)min (notice that R1 = R
∗
1 satisfies (22) by the previous
inequality). Therefore, (11) is also a sufficient condition for the usefulness of using both channels
simultaneously. When (11) and (12) hold, the total transmit power is
p(2)min = p1
(
Rmin
2
+
1
2
log2
(
a1
a2
))
+ p2
(
Rmin
2
− 1
2
log2
(
a1
a2
))
=
2
Rmin
2 +1√
a1a2
−
(
1
a1
+
1
a2
)
< p(1)min.
B. Proof of Theorem 1
The same argument on the uplink transmission delay used to derive (9) can be applied here
to state that niRi =
nj
Rj
for every i, j ∈ {1, . . . , N} such that Ri, Rj , 0. Therefore, for every fixed
i ∈ {1, . . . , N}, we can write nb = ∑Nj=1 n j = ∑Nj=1 niRjRi = niRi ∑Nj=1 Rj , from which we derive that
ni = nbRi
(∑N
j=1 Rj
)−1
. As in (10), we can easily find that R1 + R2 + · · · + RN = Rmin. Therefore,
(18) is proved:
ni =
nbRi
Rmin
.
We will demonstrate the rest of the theorem by induction on the number of channels N . For
N = 2, the theorem coincides with Lemma 1, hence the base case is already established. For the
16
induction step, we will assume that the optimal transmission scheme over N channels obeys the
statement of the theorem and we will analyze the case of N + 1 channels.
First of all, let us consider the case in which
2Rmin ≤ a1 · · · aN−1
aN−1N
. (23)
Suppose that there exist some R1, . . . , RN+1 such that
p(R1, . . . , RN+1) =
N+1∑
i=1
2Ri − 1
ai
≤ p(N)min, (24)
where p(R1, . . . , RN+1) is the transmission power used for simultaneous offloading over all the
N + 1 channels and p(N)min is the minimum transmit power achievable with communication over
only the best N channels. Let us define
Rmin := Rmin − RN+1 = R1 + R2 + · · · + RN . (25)
The power minimization problem over N links with rate constraint (25) is solved by some
R1, . . . , RN such that Rj = 0 for some j. Indeed, since Rmin ≤ Rmin, by inductive hypothesis and
by (23), the minimum power is obtained by communicating over strictly less than N links. Let
us call this minimum
p(N)min =
N∑
i=1
2Ri − 1
ai
.
In particular, we have
p(N)min ≤
N∑
i=1
2Ri − 1
ai
,
where the Ri are taken as in (24). Now, consider the quantity
p(N) = p
(
R1, . . . , Rj−1, RN+1, Rj+1, . . . , RN
)
=
j−1∑
i=1
2Ri − 1
ai
+
2RN+1 − 1
a j
+
N∑
i= j+1
2Ri − 1
ai
= p(N)min +
2RN+1 − 1
a j
,
where the rate RN+1 is the same as in (24) and it replaces Rj = 0. Since a j ≥ aN+1, we have:
p(N) = p(N)min +
2RN+1 − 1
a j
≤ p(N)min +
2RN+1 − 1
aN+1
≤
N∑
i=1
2Ri − 1
ai
+
2RN+1 − 1
aN+1
= p(R1, . . . , RN+1) ≤ p(N)min.
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Since
(
R1, . . . , Rj−1, RN+1, Rj+1, . . . , RN
)
is a feasible solution to our power minimization problem
over N links with constraint
∑N
i=1 Ri = Rmin, we must have
p(N) = p(R1, . . . , RN+1) = p(N)min.
This means, in particular, that the (N + 1)-th link is not useful for decreasing the total transmit
power: at best, we can only get as low as p(N)min, the minimum over N links. In other words, we
have just proved that a necessary condition for the convenience of exploiting in parallel all the
N + 1 channels is that 2Rmin > a1 · · · aN−1/aN−1N . From now on, let us assume it. In this case, for
every fixed RN+1, by inductive hypothesis, p
(N)
min is achieved by choosing
Ri = Ri (RN+1)
=
1
N
(
Rmin + log2
(
aN−1i
a1 · · · ai−1ai+1 · · · aN
))
,
(26)
for every i = 1, . . . , N . Let us look at p1 + · · · + pN+1 = p (RN+1) as a function of RN+1. Let
us call R∗N+1 the value of RN+1 that minimizes p (RN+1) and R∗i = Ri(R∗N+1). By convexity of
p(R1, . . . , RN+1) = ∑N+1i=1 (2Ri − 1)/ai, we have:
p(R∗1, . . . , R∗N+1)
≤ p
(
R1(RN+1), . . . , RN (RN+1), RN+1
)
∀RN+1
≤ p(R1, . . . , RN+1) ∀R1, . . . , RN+1.
Thus, the solution of the transmit power minimization problem with N + 1 available links is
p(R∗1, . . . , R∗N+1) and it is completely characterized if we know R∗N+1. By (19) and by inductive
hypothesis, we have:
p (RN+1) = p
(
R1(RN+1), . . . , RN (RN+1)
)
+
2RN+1 − 1
aN+1
= N
(
2Rmin−RN+1∏N
j=1 a j
) 1
N
−
N∑
i=1
1
ai
+
2RN+1 − 1
aN+1
and its derivative is
dp
dRN+1
(RN+1) = loge 2 ·
©­­­«
2RN+1
aN+1
− 2
Rmin−RN+1
N(∏N
j=1 a j
) 1
N
ª®®®¬ .
The latter is zeroed for
RN+1 =
1
N + 1
(
Rmin + log2
(
aNN+1∏N
j=1 a j
))
.
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The feasibility condition RN+1 ≥ 0 implies that
R∗N+1 =
=

0, if 2Rmin ≤ a1···aN
aN
N+1
1
N+1
(
Rmin + log2
(
aN
N+1∏N
j=1 aj
))
, otherwise
.
(27)
Therefore, in full concordance with the statement of the theorem when N +1 links are available,
the optimal solution exclusively involves the best N channels if 2Rmin ≤ a1···aN
aN
N+1
; if instead 2Rmin >
a1···aN
aN
N+1
, we have that (27) yields R∗N+1 > 0 as in (19). Substituting RN+1 = R
∗
N+1 into (26), after
a few straightforward algebraic steps, we also obtain
R∗i =
1
N + 1
(
Rmin + log2
(
aNi
a1 · · · ai−1ai+1 · · · aN+1
))
.
Finally, with this choice of the rates, we can explicitly derive the expression of the total power:
p(N+1)min =
N+1∑
i=1
2R∗i − 1
ai
=
N+1∑
i=1
©­«2
Rmin
N+1
(
aNi∏
j,i a j
) 1
N+1
− 1ª®¬ 1ai
=
N+1∑
i=1
©­«2
Rmin
N+1
(
1∏N+1
j=1 a j
) 1
N+1
− 1
ai
ª®¬
= (N + 1)
(
2Rmin∏N+1
j=1 a j
) 1
N+1
−
N+1∑
i=1
1
ai
.
IV. A PROBABILITY DISTRIBUTION FOR THE OPTIMAL NUMBER OF LINKS
The aim of this section is to investigate the probability that (16) is satisfied when the ai’s
are not deterministic. The model that we take into account considers a UE placed at the center
of the Euclidean space R2, with the APs distributed around it according to a homogeneous
Poisson point process Φ with intensity λ [12]. This is a commonly investigated scenario in the
literature [4], [6], [14], [22], [37], [40] and, in practice, it means that:
• the probability P{Φ(S) = k} of finding k points of the random point process in a bounded
Borel set S ⊆ R2 is
P{Φ(S) = k} := (λµ(S))
k
k!
e−λµ(S), (28)
where µ(S) indicates the standard Lebesgue measure of S (its area).
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• If S and T are two disjoint Borel sets, then P{Φ(S) = k} and P{Φ(T) = `} are independent
for every k and `.
The random point process models the random geometry of our network and the channel responses
ai’s inherit from it a random distribution. As in (14), we suppose that ai ∝ d−αi , hence we are
interested in characterizing the random distances between the UE and its sorrounding APs. We
borrow from [38] the following lemma:
Lemma 2. Given a homogeneous Poisson point process in R2 with intensity λ, the distance di
between a fixed point of the space and its i-th closest point of the process is randomly distributed
according to the following probability density function:
fdi (x) =
2
(i − 1)! (λpi)
ix2i−1e−λpix
2
.
The joint probability density function of d1 ≤ d2 ≤ . . . ≤ dN is
fd1,...,dN (x1, . . . , xN ) = (2λpi)N x1x2 · · · xNe−λpix
2
N . (29)
Now, if ai ∝ d−αi , (16) holds true if and only if
dN−1N < d1d2 · · · dN−12
Rmin
α . (30)
We are interested in characterizing the probability that (30) holds true depending on the distri-
bution of the distances di’s. From now on, we introduce the notation
A := 2
Rmin
α > 1.
EN := {dN−1N < d1d2 · · · dN−1A} represents the event that (30) holds true. As in Corollary 1,
let N∗ be the number of links that minimizes the transmission power in multi-link computation
offloading. If EN denotes the complementary event of EN , then, as a consequence of Corollary 1,
the probability that N∗ = N is
P{N∗ = N} = P{EN ∩ EN+1}
= P
{
dN−1N
d1d2 · · · dN−1 < A ≤
dNN+1
d1d2 · · · dN
}
.
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Since d1 ≤ d2 ≤ . . . ≤ dN , the events EN are included in one another. Indeed,
dN−1N < d1d2 · · · dN−1A
⇒ dN−1N−1 < dN−1N < d1d2 · · · dN−1A
⇒ dN−2N−1 < d1d2 · · · dN−2A (31)
⇒ dN−2N−2 < dN−2N−1 < d1d2 · · · dN−2A
...
...
...
...
...
...
⇒ d23 < d1d2A ⇒ d22 < d23 < d1d2A ⇒ d2 < d1A.
In other words, EN ⇒ EN−1 ⇒ · · · ⇒ E2 or, equivalently, EN ⊆ EN−1 ⊆ · · · ⊆ E2. This
implies that, for N > 0,
P{N∗ = N} =
=

1 − P{E2}, if N = 1,
P{EN ∩ EN+1} = P{EN } − P{EN+1}, otherwise,
and, for every N ≥ 2,
P{N∗ ≥ N} = P{EN }.
Given the probability densities enstablished in Lemma 2, we can explicitly compute P{N∗ = 1}
and P{N∗ = 2}:
Lemma 3. In the random scenario described in this section, we have
P{N∗ = 1} = 1
A2
and P{N∗ = 2} = loge A
2
A2
.
The proof of the previous lemma is detailed in Section IV-A. More generally, given Lemma 2
and (31), it can be straightforwardly shown that, for every N > 1, we have
P{N∗ = N} = P{EN ∩ EN+1} =
=
∫ +∞
0
∫ x1A
x1
∫ √x1x2A
x2
· · ·
∫ N−1√x1x2···xN−1A
xN−1
·
·
∫ +∞
N√x1x2···xN A
f (x1, x2, . . . , xN+1)dxN+1 · · · dx2dx1,
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where f (x1, . . . , xN+1) is the version with N +1 variables of (29). In particular, solving the most
internal integral on xN+1, we obtain:
P{N∗ = N} =
=
∫ +∞
0
∫ x1A
x1
∫ √x1x2A
x2
· · ·
∫ N−2√x1x2···xN−2A
xN−2
·
·
∫ N−1√x1x2···xN−1A
xN−1
(2λpi)N x1x2 · · · xN ·
· e−λpi(x1x2···xN A)
2
N dxN · · · dx2dx1.
(32)
The previous integral cannot be easily solved into a closed-form expression for N ≥ 3. Nonethe-
less, we formulate the following conjecture:
Conjecture 1. For every N ∈ N r {0}, we have:
P{N∗ = N} = (loge A
2)N−1
(N − 1)!A2 . (33)
That is, the random variable N∗ − 1 follows a Poisson distribution with parameter loge A2 =
2Rmin
α log2 e
. Therefore, E[N∗] = Var(N∗) = 2Rminα log2 e + 1.
We conducted several numerical direct evaluations of the integral in (32) for several choices
of N , A, and λ; the results always coincided with the conjectured solution (33). In addition,
the validity of Conjecture 1 is strongly supported by Fig. 5, which is not based on the direct
calculation of (32); instead, the values of P{N∗ = N} are obtained by drawing 107 random
realizations of the APs’ positions and each time calculating the corresponding N∗ according to
Corollary 1, for different values of Rmin. It is interesting to notice that (33) does not depend on
λ, the intensity of the Poisson point process modeling the geometry of the APs around the user.
This independence is validated by the numerical simulation results depicted in Fig. 6, obtained
with 107 random realizations of the APs’ positions, for Rmin = 8 and different densities λ.
In our scenario, by Conjecture 1, the probability that the power-wise optimal number of links
N∗ does not exceed N is
P{N∗ < N + 1} =
N∑
i=1
P{N∗ = i} =
N∑
i=1
(loge A2)i−1
(i − 1)!A2 .
Therefore, it is possible to estimate (with certitude as close to 1 as wanted) the number N of
links that a UE needs to “see” around itself to guarantee that the transmission power can be
22
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29
N
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N*
=
N
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min = 4 (Conjecture)
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min = 4 (Simulation)
R
min = 8 (Conjecture)
R
min = 8 (Simulation)
R
min = 16 (Conjecture)
R
min = 16 (Simulation)
Figure 5. Comparison between the formula for P{N∗ = N} given by Conjecture 1 and its value measured through numerical
simulations.
Table I
M0.1 AND M0.01 FOR SOME CHOICES OF Rmin AND GIVEN α = 2.
Rmin (bit/s/Hz) 0.5 1 2 4 8 16
M0.1 2 3 4 6 10 16
M0.01 3 4 6 8 12 20
minimized, i.e. that N∗ ≤ N . This straightforwardly yields a targeted base station density for
our deployment. More precisely, given ε > 0, let us define
Mε = min{N : P{N∗ ≤ N} ≥ 1 − ε}. (34)
A few values of Mε are shown in Table I. Mε has an operational meaning: when designing
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N
10-4
10-3
10-2
10-1
100
P(
N*
=
N
)
Conjecture
Simulation (λ = 560 APs/km2)
Simulation (λ = 140 APs/km2)
Figure 6. Numerical evidence of the independence of P{N∗ = N} from the APs’ density λ.
an AP deployment, we may want to ensure as much as possible that users never “see” around
them less than Mε APs. Indeed, with this choice, we would guarantee that with probability at
least 1 − ε, the UE will be able to select the multi-link communication strategy over N∗ links
that minimizes its transmit power for computation offloading. These considerations allow us to
estimate a minimum desired or “targeted” deployment density of APs: let us suppose that the
UE is such that, in absence of blocking, efficient communication is possible with any AP within
a range of r meters; any AP further than r meters is too far away and the user will not even try
to communicate with it. Let us call B(r) a circle of radius r centered at the user. In the notation
of (28), Φ(B(r)) is the (random) number of points of our Poisson process that lie inside B(r).
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We can write:
P{Φ(B(r)) ≥ Mε} = 1 − P{Φ(B(r)) ≤ Mε − 1}
= 1 − e−λpir2
(
Mε−1∑
i=0
(λpir2)i
i!
)
.
Now, given δ > 0, let us define
λε,δ = inf{λ > 0 : P{Φ(B(r)) ≥ Mε} ≥ 1 − δ}
= inf
{
λ > 0 :
Mε−1∑
i=0
(λpir2)i
i!
≤ δeλpir2
}
. (35)
Notice that λε,δ is well-defined, because for every δ, the exponential function on the right side
of the inequality in (35) always ends up growing faster in λ than the polynomial on the left side.
Under these premises, if the Poisson point process describing the AP deployment has intensity
λε,δ, then
P{N∗ ≤ Φ(B(r))}
≥ P{N∗ ≤ Φ(B(r)) | Φ(B(r)) ≥ Mε}P{Φ(B(r)) ≥ Mε}
≥ P{N∗ ≤ Φ(B(r)) | Φ(B(r)) ≥ Mε}(1 − δ)
≥ P{N∗ ≤ Mε | Φ(B(r)) ≥ Mε}(1 − δ)
= P{N∗ ≤ Mε}(1 − δ) ≥ (1 − ε)(1 − δ).
In other words, the probability that at least N∗ APs are “visible” by the UE within its communi-
cation range r is at least (1−ε)(1−δ). Thus, λε,δ represents the minimum required AP density to
make the UE’s chances to optimize its transmission power as high as a given threshold, specified
by ε and δ. As an example, the values of bλ0.1,0.1c are reported in Table II for a communication
range of r = 100 m. If, for practical applications, the values of Mε or λε,δ derived via (34)
and (35) turn out to be too high, we can decrease them by recalling the comment we made
at the end of Section III: practically, we may prefer to exploit N < N∗ links for offloading,
because the power gain brought by the use of additional links is negligible. In such a case, we
can reformulate (34) to obtain a smaller Mε and, consequently, less dense deployments.
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Table II
M0.1 AND bλ0.1,0.1c FOR SOME CHOICES OF Rmin AND GIVEN α = 2, r = 100 M.
Rmin (bit/s/Hz) M0.1 bλ0.1,0.1c in APs/km2
0.5 2 123
1 3 169
2 4 212
4 6 295
8 10 452
16 16 677
A. Proof of Lemma 3
Let us start with the following:
P{E2} = P{d2 < d1A} = P{N∗ ≥ 2}
=
∫ +∞
0
∫ x1A
x1
fd1,d2(x1, x2)dx2dx1
=
∫ +∞
0
∫ x1A
x1
(2λpi)2x1x2e−λpix22dx2dx1 (36)
=
∫ +∞
0
2λpix1
[
−e−λpix22
] x1A
x1
dx1
=
∫ +∞
0
2λpix1e−λpix
2
1dx1+ (37)
−
∫ +∞
0
2λpix1e−λpiA
2x21dx1. (38)
By Lemma 2, (37) is equal to P{0 < d1 < +∞} = 1, whereas (38) equals A−2P{0 < d1 <
+∞} = A−2 (this can be easily seen by substituting y = x1A in the integral). Therefore,
P{E2} = 1 − 1A2 = 1 − 2
− 2Rminα
and
P{N∗ = 1} = 1 − P{E2} = 1A2 = 2
− 2Rminα .
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Concerning the event E3, we have:
P{E3} = P{d23 < d1d2A} = P{N∗ ≥ 3}
=
∫ +∞
0
∫ +∞
x1
P{d3 <
√
d1d2A | d1 = x1, d2 = x2}·
· fd1,d2(x1, x2)dx2dx1.
Now, we know by definition that d22 < d
2
3 and we are investigating the probability that d
2
3 <
d1d2A. Are the two inequalities consistent? Only if d22 < d1d2A or, equivalently, d2 < d1A
(which is the condition defining E2). Therefore,
P{d3 <
√
d1d2A | d1 = x1, d2 = x2} = 0, when x2 ≥ x1A
and the integral becomes:
P{E3} =
∫ +∞
0
∫ x1A
x1
P{d3 <
√
d1d2A | d1 = x1, d2 = x2}·
· fd1,d2(x1, x2)dx2dx1
=
∫ +∞
0
∫ x1A
x1
∫ √x1x2A
x2
fd1,d2,d3(x1, x2, x3)dx3dx2dx1
=
∫ +∞
0
∫ x1A
x1
(2λpi)2x1x2·
·
∫ √x1x2A
x2
2λpix3e−λpix
2
3dx3dx2dx1
=
∫ +∞
0
∫ x1A
x1
(2λpi)2x1x2
[
−e−λpix23
]√x1x2A
x2
dx2dx1
=
∫ +∞
0
∫ x1A
x1
(2λpi)2x1x2e−λpix22dx2dx1+ (39)
−
∫ +∞
0
∫ x1A
x1
(2λpi)2x1x2e−λpix1x2Adx2dx1. (40)
Notice that (39) equals (36), hence it is equal to P{E2} = 1 − A−2. Moreover, (40) can be
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explicitly computed: ∫ +∞
0
∫ x1A
x1
(2λpi)2x1x2e−λpix1x2Adx2dx1 =
=
∫ +∞
0
4e−λpix21 A(λpix21A + 1)
x1A2
dx1+
−
∫ +∞
0
4e−λpix21 A2(λpix21A2 + 1)
x1A2
dx1
= lim
ε→0
( ∫ +∞
ε
4e−λpix21 A(λpix21A + 1)
x1A2
dx1+
−
∫ +∞
ε
4e−λpix21 A2(λpix21A2 + 1)
x1A2
dx1
)
= lim
ε→0
( ∫ +∞
ε
4e−λpix21 A(λpix21A + 1)
x1A2
dx1+
−
∫ +∞
ε
√
A
4e−λpiy2A(λpiy2A + 1)
yA2
dy
)
(41)
=
4
A2
lim
ε→0
∫ ε√A
ε
e−λpix
2
1 A(λpix21A + 1)
x1
dx1︸                                  ︷︷                                  ︸
Iε
,
where (41) is obtained substituting y = x1
√
A in the second integral. Now, notice that the function
e−λpix
2
1 A(λpix21A + 1) is strictly decreasing when x1 > 0, therefore:
e−λpiε
2A2(λpiε2A2 + 1)
∫ ε√A
ε
1
x1
dx1 ≤ Iε
≤ e−λpiε2A(λpiε2A + 1)
∫ ε√A
ε
1
x1
dx1.
Since
∫ ε√A
ε
1
x1
dx1 =
loge A
2 , we obtain:
lim
ε→0
Iε =
loge A
2
and, from (39) and (40), we conclude that
P{E3} = P{E2} − 2 loge AA2 = 1 −
1 + 2 loge A
A2
.
This allows us to compute
P{N∗ = 2} = P{E2} − P{E3} = loge A
2
A2
.
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V. MULTI-LINK COMMUNICATIONS AND RESOURCE OVERPROVISIONING TO COUNTERACT
BLOCKING
As anticipated in Section I, one of the major drawbacks of mmWave communications is that
they are prone to blocking events, due to human body, obstacles, and high interference in case
of beam alignment with other users [2], [37]. In this and the next section, we propose two ways
to combine the power-optimization advantages of multi-link offloading with the compensation
of blocking effects. In general, we can differentiate between long-term blocking events, whose
duration is almost as long as the uplink transmission time of the offloading procedure (or even
more, up to a few seconds [26]), and short-term blocking events that instead last much less.
The latter can be caused, for example, by a bicycle or a car rapidly crossing the communication
path between the UE and an AP. When this happens, a mmWave channel suffers from a high
attenuation that temporarily decreases the achievable rate from (3) to almost 0. Substantially,
a mmWave link assumes an “on/off” behaviour depending on the absence or presence of a
physical obstacle interrupting the line-of-sight communication path. Thus, brief blocking events
essentially make communication intermittent, especially in the scenario without multi-paths that
we are considering in this paper. To counteract this effect, we present an approach that was first
introduced in [8] and [9]. This idea is based on overprovisioning of radio resources to guarantee
an actual average information transmission rate that takes into account blocking probabilities and
compensates possible information losses. Since the power consumption required in this case is
higher than in absence of blocking, it is useful to combine overprovisioning with the multi-link
communication techniques presented in the previous sections.
Several models exist that quantify the blocking probability of mmWave signals [5], [18], [19],
[32], [39]. Motivated by the stochastic AP deployment considered in Section IV, let us recall
the model proposed in [6]: in the bidimensional space, obstacles are assumed to be rectangles
with random length X , width W , and centers randomly distributed according to a Poisson point
process with density µ. Then, the probability that the line-of-sight communication path between
the UE and an AP at distance d is not obstructed is [6, Corollary 1.1]:
Pon(µ, d) = exp(−βd − q), (42)
where β = 2µpi−1(E[W] + E[X]) and q = µE[W]E[X]. In the rest of the section, for simplicity,
we restrict our presentation to statistically independent blocking events and to the double-link
scenario of Fig. 1. The extension to a general N-link scenario can be derived along the same
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lines as the sequel. An investigation of this problem in case of statistically dependent blocking
events is given in [8].
Now, the probability that the i-th channel is blocked is Pi = 1 − Pon(µ, di), for i = 1, 2, and,
assuming statistical independence of blocking events, during offloading the UE can experiment
the following four different situations:
• the first link is open and the second is blocked, happening with probability P(1)1 := (1−P1)P2;
• the first link is blocked and the second is open, happening with probability P(1)2 := P1(1−P2);
• both links are open, happening with probability P(2)1 := P
(2)
2 := (1 − P1)(1 − P2);
• both links are blocked, happening with probability P1P2.
We suppose that, during the offloading procedure, whenever a link exploited by the UE gets
blocked, the UE stops transmitting over that channel (and, if possible, it adjusts the transmit
power over the other channel). Moreover, whenever a formerly blocked link opens up, the UE
can allocate part or all of its remaining data transmission over that link. Finally, when both
links are open at the same time, the UE can choose whether to exploit them simultaneously
for double-link communications or just use the best among them. Of course, if both links are
blocked, the UE must interrupt its transmission and wait until at least one of the two opens
up. In the rest of the section we will call p(1)i the transmit power allocated for communication
over the i-th channel when the other is blocked (for i = 1, 2) and p(2)i the power allocated over
the i-th channel when both links are open; the latter is the case of simultaneous double-link
transmission, in which the total power equals p(2)1 + p
(2)
2 . Obviously, the transmission power is
null when both links are blocked.
As pointed out in [9], we can interpret the loss of received information experienced by the
AP and due to blocking events as a decrease in the average rate. Indeed, over each channel, the
achievable rate drops to zero during the blocking events and can go back to a positive value only
when the obstacle causing the blocking moves away. Therefore, short-term blocking can be seen
as a reduction of the average information transmission rate over the whole uplink transmission
time interval. When at least one channel is open, the allocated transmit power needs to be
tuned to compensate the impossibility to communicate during the instants when all channels are
blocked. With this aim, assuming ergodicity, we can formulate a power optimization problem
analogous to (4) and (8), as the minimization of the average transmit power under the constraint
of guaranteeing a minimum average uplink transmission rate R¯:
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minp
2∑
j=1
2∑
i=1
P
( j)
i p
( j)
i
s.t. R¯ :=
2∑
j=1
2∑
i=1
P
( j)
i log2(1 + aip( j)i ) ≥ Rmin,
p( j)i ≥ 0, i = 1, 2, j = 1, 2,
p(1)i ≤ PT, i = 1, 2,
2∑
i=1
p(2)i ≤ PT,
(43)
where p =
(
p(1)1 , p
(2)
1 , p
(1)
2 , p
(2)
2
)
is the vector of powers and ai is, as in the previous sections, the
i-th channel response. The Lagrangian associated to this constrained problem is
L =
2∑
j=1
2∑
i=1
P
( j)
i p
( j)
i − γ
(
R¯ − Rmin
) − 2∑
j=1
2∑
i=1
α
( j)
i p
( j)
i
+
2∑
i=1
νi
(
p(1)i − PT
)
+ ν3
(
p(2)1 + p
(2)
2 − PT
)
,
where γ, α( j)i , i = 1, 2, j = 1, 2, and νi, i = 1, 2, 3, are the Lagrange multiplier associated to the
constraints of (43). The Karush-Kuhn-Tucker conditions can be expressed as follows:
a) ∇p(1)1 L = P
(1)
1 −
γP
(1)
1 a1
(1 + a1p(1)1 ) loge 2
− α(1)1 + ν1 = 0;
b) ∇p(1)2 L = P
(1)
2 −
γP
(1)
2 a2
(1 + a2p(1)2 ) loge 2
− α(1)2 + ν2 = 0;
c) ∇p(2)1 L = P
(2)
1 −
γP
(2)
1 a1
(1 + a1p(2)1 ) loge 2
− α(2)1 + ν3 = 0;
d) ∇p(2)2 L = P
(2)
2 −
γP
(2)
2 a2
(1 + a2p(2)2 ) loge 2
− α(2)2 + ν3 = 0;
e) γ (R¯ − Rmin) = 0, γ ≥ 0, R¯ ≥ Rmin;
f ) α( j)i p( j)i = 0, α( j)i ≥ 0, p( j)i ≥ 0, i = 1, 2, j = 1, 2;
g) νi(p(1)i − PT ) = 0, νi ≥ 0, p(1)i ≤ PT, i = 1, 2;
h) ν3(p(2)1 + p(2)2 − PT ) = 0, ν3 ≥ 0, p(2)1 + p(2)2 ≤ PT .
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From the first four conditions, we can write
p(1)i =
γP
(1)
i
(P(1)i − α(1)i + νi) loge 2
− 1
ai
, i = 1, 2,
p(2)i =
γP
(2)
i
(P(2)i − α(2)i + ν3) loge 2
− 1
ai
, i = 1, 2.
Interestingly, whenever the solution of the problem is such that none of the p( j)i ’s is null and the
total power does not reach the maximum power budget PT , then γ can be expressed in closed
form. Indeed, when the constraints of (43) related to the p( j)i ’s hold with inequality sign, we set
νi = 0, i = 1, 2, 3, and α( j)i = 0, so that
p( j)i =
γ
loge 2
− 1
ai
, i = 1, 2, j = 1, 2. (44)
In this case, the power allocated on one open link is always the same independently on the state
of the other link. Note that γ is necessarily different from zero, otherwise the powers would
not respect the condition to be non-negative, and it can be determined by imposing that the
condition on the transmission rate in (43) holds with the equality sign (R¯ = Rmin). By replacing
(44) therein, we have
2∑
j=1
2∑
i=1
P
( j)
i log2
(
γ ai
loge 2
)
= log2
(
γ
loge 2
) 2∑
j=1
2∑
i=1
P
( j)
i +
+
2∑
j=1
2∑
i=1
P
( j)
i log2(ai) = Rmin.
(45)
Since
∑2
j=1
∑2
i=1 P
( j)
i = 2 − P1 − P2, from (45) we get a closed form for γ as follows:
γ = (loge 2) · 2
(
Rmin −∑2i=1(1 − Pi) log2(ai)
2 − P1 − P2
)
. (46)
(44) and (46) show the advantage of using multi-link communications in terms of transmit power:
indeed, from (46) it is obvious that the transmit powers increase dramatically if and only if both
links are often blocked, that means P1 and P2 are close to 1. Instead, if at least one link is
rarely blocked, P1 or P2 is close to zero and multi-link communications help in reducing power
consumption.
The formulation of the problem as it is developed in this section can be generalized to the case
with more than two links. Both with two or more available links, the optimization problem is
convex and its actual solution can be obtained with efficient numerical tools [13]; as a numerical
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Figure 7. Average transmit power as a function of the density of obstacles.
example, in Fig. 7 we show how the average transmit power depends on the number of links
and on the density of obstacles in the serving area. The transmit power is averaged over random
realizations of the APs’ position, uniformly distributed in a square of size 150 m. The average
sizes of the obstacles are E[W] = E[X] = 2 m and the blocking probabilities obey (42). From the
figure, we can notice how the highest gain is achieved in passing from 1 to 2 links. Moreover,
the slope of the curves shows that exploiting more than one link diminishes the sensitivity of the
system to the increase of the density of obstacles, i.e. the system suffers less from the blocking
probability on each link.
VI. BLOCK-ERASURE-CORRECTING CODES FOR ROBUST MULTI-LINK COMMUNICATIONS
In the previous section, we proposed a method to contrast short-term blocking events, which
“cut” a mmWave communication link only for a period much shorter than the transmission time.
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Conversely, when blocking events last longer, overprovisioning is not effective anymore and other
solutions need to be explored. This can happen when obstacles slowly cross the line-of-sight path
between the UE and the AP and obstruct the link for “long” time intervals, even as long as a few
seconds [26] or more. When this happens, waiting for the channel to be open again takes too much
time. One solution may be to complete the offloading procedure by restarting it over other links,
but this takes time and typically violates the latency constraint. To overcome this problem, in
this section we define and analyze a theoretical framework to combine error-correcting-coding
techniques with multi-link mmWave communications to simultaneously perform computation
offloading and contrast long-term blocking events that start after the beginning of the offloading
procedure, without the need for retransmissions.
Let us suppose to apply the multi-link communication strategy proposed in Section III over
N channels, transmitting ni bits over the i-th channel at rate Ri, with
∑N
i=1 ni = nc and n1 ≥ n2 ≥
· · · ≥ nN . As before, the i-th channel is the communication link between the UE and its i-th
closest AP, situated at distance di. Let us call Pi the blocking probability of the i-th channel and let
us assume that the distances are ordered in decreasing sense, so that P1 ≤ P2 ≤ · · · ≤ PN . This is
a realistic assumption, because longer line-of-sight paths have a higher chance to be blocked. For
instance, the model specified in (42), with Pi = 1−Pon(µ, di), respects this hypothesis. Consider,
for simplicity, that blocking events are mutually independent on any two channels. In this case,
the problem of offloading nc bits over N channels without losing information is equivalent to the
problem of transmitting a word of length nc bits over an asymmetric block-erasure channel, for
which the nc bits are split into N blocks of length ni bits and each block has erasure probability
Pi. Whenever one link is blocked, we suppose that all the bits of the corresponding block are lost
(erased) and this happens independently from block to block. This model is our generalization
of the block-erasure channel described in [16]. We call it “asymmetric” because we allow all
the ni’s and the Pi’s to be different from each other. Our idea is to apply block-erasure-coding
to multi-link communications to counteract blocking effects and we start by generalizing and
enriching the results of [16].
Formally, let C ⊆ {0, 1}nc be an error-correcting code for the asymmetric block-erasure channel
of rate RC = log2 |C|/nc. Notice that in this section we are using the notation
∑N
i=1 ni = nc,
calling nc the total number of (coded) transmitted bits. As in the previous section, we still
denote with nb the number of uncoded information bits; we also denote with RC = nb/nc the
coding rate. The codewords of C are written as x = (x1 |x2 | · · · |xN ), where xi is the block of
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ni coordinates transmitted over the i-th link. Let us define an erasure pattern e as the vector
e = (e1, e2, . . . , eN ) ∈ {0, 1}N such that ei = 1 if the i-th block of a codeword is erased (i.e. if
the i-th UE-AP link is blocked) and ei = 0 otherwise. Thus, P{ei = 1} = Pi. For a given e, we
define
C(e) = {x ∈ C : if ei = 0 then xi = 0, ∀i = 1, 2, . . . , N}.
C(e) is the set of codewords of C whose non-zero blocks are only among the erased blocks
identified by e. If C is a linear code, then we can suppose without loss of generality that the
asymmetric block-erasure channel input is the all-zero codeword 0 = (0, 0, . . . , 0). For every given
erasure pattern e, all the codewords of C(e) will give the same channel output as 0. Assuming
that a maximum likelihood decoder does not give priority to any of the codewords of C(e), the
word error probability caused by the erasure pattern e is
Pwe (e) = 1 −
1
|C(e)| .
In particular, if C(e) = {0} and |C(e)| = 1, the decoder is capable of correctly decoding the
erasure pattern e. Therefore, for linear codes, the word error probability associated with the Pi’s
equals
Pwe = P
w
e (P1, . . . , PN ) := Ee[Pwe (e)] = Ee
[
1 − 1|C(e)|
]
,
where the expected value is computed with respect to the distribution of the erasure pattern. We
give the following definition of diversity:
Definition 1. The block-diversity of a code C is defined as
δ = min
x,y∈C
x,y
|{i ∈ {1, 2, . . . , N} : xi , yi}|.
Notice that for every erasure pattern e such that δ > ∑Ni=1 ei, there will be no ML-decoding
error. Therefore, we are interested in designing codes with the biggest diversity possible. It is
clear that, in general, δ ≤ N and we say that a code has full diversity if δ = N . An upper bound
for δ is given by our generalization of the Singleton bound defined in [16] for the case where
all blocks have the same length. In our more general setup, we have:
Theorem 2 (Singleton bound). Let 0 < RC ≤ 1 and let ` ∈ {1, . . . , N} be the only integer such
that
N∑
i=`+1
ni < ncRC ≤
N∑
i=`
ni . (47)
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Let us call M = 1N−`+1
∑N
i=` ni the average length of the last N − ` + 1 blocks of a codeword.
Then,
δ ≤
⌊
1 + N − ncRC
M
⌋
=: δSB.
Proof: Let I be any subset of {1, 2, . . . , nc} of cardinality ∑Ni=`+1 ni. Then, there exist two
codewords of C that coincide at least on all the coordinates indexed by the elements of I: indeed,
let us suppose by contradiction that the opposite held true; all codewords of C would be different
on the subset of coordinates indexed by I. This would imply that the cardinality of C could
not exceed the number of possible binary vectors of length |I |. Therefore, using (47), we would
obtain
2ncRC = |C| ≤ 2|I | = 2
∑N
i=`+1 ni < 2ncRC,
which is impossible. Hence, for every I, there exist two codewords of C that coincide on the
coordinates indexed by all i ∈ I. Choosing I as the set of the last N − ` blocks of a codeword,
we deduce that there are always two codewords of C that coincide on those blocks and δ cannot
be greater than the number of remaining blocks: δ ≤ `. Now, using again (47) and the definition
of M , we have:
ncRC ≤ (N − ` + 1)M ≤ (N − δ + 1)M,
from which it is easy to derive that δ ≤ δSB.
Corollary 2. If ncRC > 1N−`+1
∑N
i=` ni, then δSB < N and the code cannot have full diversity.
Now, let us define the outage probability as the probability that, due to blocking events, the
received number of bits is less than nb = ncRC (the number of information bits):
Pout = P
{
N∑
i=1
(1 − ei)ni < ncRC
}
. (48)
Obviously, in case of outage, correct decoding is impossible, regardless of the goodness of the
code. Hence, Pwe ≥ Pout.
Theorem 3. Let 0 < RC ≤ 1, let ` ∈ {1, . . . , N} be the only integer such that
N∑
i=`+1
ni < ncRC ≤
N∑
i=`
ni
and, analogously, let j ∈ {0, . . . , N − 1} be the only integer such that
j∑
i=1
ni < ncRC ≤
j+1∑
i=1
ni .
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The outage probability is bounded as follows:
Pout ≥
j∑
u=0
(
N
u
) N−u∏
i=1
Pi
N∏
i=N−u+1
(1 − Pi),
Pout ≤
N−∑`
u=0
(
N
u
) u∏
i=1
(1 − Pi)
N∏
i=u+1
Pi .
Proof: Let us start from the lower bound. Whenever the channel output consists of at
most j out of the N blocks composing the codeword, we are in outage: indeed, recalling that
n1 ≥ n2 ≥ · · · ≥ nN , for every I ⊆ {1, 2, . . . , N} such that |I | ≤ j, by definition of j we have
that
∑
i∈I ni ≤
∑ j
i=1 ni < ncRC . Therefore,
Pout ≥ P{|{i : ei = 0}| ≤ j}
=
j∑
u=0
∑
I⊆{1,2,...,N}
|I |=u
∏
i∈{1,2,...,N}rI
Pi
∏
i∈I
(1 − Pi).
Now, notice that P1 ≤ P2 ≤ · · · ≤ PN implies that Ps(1 − Pt) ≥ Pt(1 − Ps) for every t ≤ s.
Therefore, for every u, it is less probable to receive the last u blocks (and not to receive the first
N − u) than receiving any other possible set of u blocks. Hence,
j∑
u=0
∑
I⊆{1,2,...,N}
|I |=u
∏
i∈{1,2,...,N}rI
Pi
∏
i∈I
(1 − Pi)
≥
j∑
u=0
∑
I⊆{1,2,...,N}
|I |=u
N−u∏
i=1
Pi
N∏
i=N−u+1
(1 − Pi)
=
j∑
u=0
(
N
u
) N−u∏
i=1
Pi
N∏
i=N−u+1
(1 − Pi),
which is the desired lower bound.
Concerning the upper bound, the key observation is that, whenever the channel output consists
of at least N − ` + 1 blocks, we cannot be in outage: for every I ⊆ {1, 2, . . . , N} such that
|I | ≥ N − ` + 1, by definition of ` we have that ∑i∈I ni ≥ ∑Ni=` ni ≥ ncRC . Consequently,
Pout ≤ P{|{i : ei = 0}| ≤ N − `} and the upper bound is obtained along the same lines as the
lower bound, arguing that for every u, it is more probable to receive the first u blocks (and not
to receive the last N − u) than receiving any other possible set of u blocks.
In Fig. 8, we show the behaviour of the outage probability as a function of the obstacle density
µ. This result is obtained with the blocking probability model described in (42), with E[X] = 2
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Figure 8. Average outage probability as a function of the density of obstacles, for different values of RC .
m and E[W] = 2 m. The outage probability is computed by exhaustive evaluation of (48) for
Rmin = 8 and for all possible erasure patterns e; the outage probability is averaged over random
realizations of a deployment with N = 15 APs randomly distributed in a square region of size
300 m. For every deployment and for every fixed RC , the power-optimal number of links used
for offloading is chosen as suggested by Corollary 1. The values of E[X], E[W], and Rmin will
remain constant for all the simulation results, unless stated otherwise. As expected, the outage
probability decreases with RC and grows with µ. Fig. 9 is obtained with the same simulation
parameters of Fig. 8, but its goal is to show the maximum possible coding rate necessary to
maintain the outage probability smaller than a fixed value. As the intuition suggests, RC needs
to decrease when µ increases, if we want to guarantee a bounded outage probability.
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A. To Code or Not to Code?
This subsection addresses the following question: assuming that optimal codes can be designed
for the asymmetric block-erasure channel, whose word error probability achieves the outage
probability, in what circumstances are they worth to be used for power- and latency-constrained
computation offloading? Some considerations and numerical simulations are provided in the
sequel.
The offloading scenarios treated in this work are always conditioned by a latency constraint (5).
As seen in (18) for the uncoded case, the transmission of ni bits over the i-th link is power-wise
optimal when it happens at a rate Ri such that ni/nb = Ri/Rmin and ∑Ni=1 Ri = Rmin. Consequently,
the uplink transmission time over each channel equals nb/Rmin and does not depend on the
number of used links. Employing a code of rate RC to fight blocking over N links implies an
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increase in the number of transmitted bits of a factor R−1C : if nb information bits are sent in the
uncoded case, they become nc = nbR−1C after encoding with rate RC . In this case, if we consider
the encoding and decoding time negligible, the latency condition yields the following equivalent
of (5):
R ≥ RminR−1C =: R′min.
In other words, to keep meeting the latency constraint and at the same time send more bits over
the channel(s), we need to increase our minimum transmission rate from Rmin to R′min ≥ Rmin.
Consequently, the power-wise optimal number of links to exploit given by Corollary 1 with R′min
replaced by Rmin will be some N∗cod ≥ N∗ and the inequality is generally strict. Notice also that
even if N∗cod = N
∗ (this happens, for example, when RC is close to 1), the tranmission rate of
the coded case over the i-th channel R′i will not equal RiR
−1
C , because the i-th rate in (17) is not
directly proportional to Rmin (although linear in it). Moreover, applying (18), the number of bits
to be sent over the i-th link in the case of coded transmission will be
n′i =
nbR−1C R
′
i
R′min
=
nbR′i
Rmin
.
Clearly, n′i is in general different from the ni of the uncoded transmission, even when N
∗
cod = N
∗.
The transmission time, instead, does not change: n′i/R′i = nb/Rmin, coherently with the goal of
meeting the same latency constraint for both the uncoded and the coded transmission scheme.
When the error-correcting code is well-designed, this setup achieves the main goal of allowing
the loss of information on some links (due to long-term blocking events), without compromising
the offloading procedure. However, the need to transmit more bits clearly yields a cost in terms
of transmission power. Let us call p(R1, . . . , RN∗) the optimal transmission power of the uncoded
scheme and p(R′1, . . . , R′N∗cod) the optimal transmission power of the coded scheme; they are
both computed according to (19), but using respectively Rmin and R′min. Under what conditions
p(R1, . . . , RN∗) > p(R′1, . . . , R′N∗cod)? Unfortunately, but not surprisingly, the answer is: under no
conditions. Formally:
Lemma 4. For every code C of rate 0 < RC < 1,
p(R1, . . . , RN∗) < p(R′1, . . . , R′N∗cod).
Proof: We clearly see from (19) that, for fixed N , the transmission power is an increasing
function of Rmin. Therefore, the power required to transmit nc coded bits at rate R′min > Rmin over
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N∗cod channels is always greater than the minimum power p(R1, . . . , RN∗cod) required to transmit
the uncoded information over the same number of channels at rate Rmin. Hence,
p(R′1, . . . , R′N∗cod) > p(R1, . . . , RN∗cod) ≥ p(R1, . . . , RN∗),
because transmitting over N∗ links is power-wise optimal in the uncoded scenario.
As reasonably expectable, the previous lemma states that it is not possible to design a multi-
link coded communication scheme that requires less transmission power than the corresponding
optimal uncoded scheme under the same latency constraint. Now, in the uncoded scenario, the
outage probability equals the probability that at least one link is blocked and the information sent
over it is lost. Therefore, over N channels, the outage probability of the uncoded transmission
is Puncout (N) = 1−
∏N
i=1(1−Pi). Notice that Puncout (N) is a strictly increasing function of N , because
for every i,
Puncout (i) > Puncout (i − 1) ⇔
i−1∏
j=1
(1 − Pj) >
i∏
j=1
(1 − Pj)
⇔ 1 > 1 − Pi,
(49)
and the latter is always true. Hence, when we restrict ourselves to the uncoded transmission
scheme, we face two completely opposite requirements: the necessity to keep low (ideally to 1)
the number of channels to control the outage probability and the need for increasing it (up to N∗)
to minimize the transmit power. We will show through numerical results in what terms coding for
the block-erasure channel provides beneficial compromises between the two previous contrasting
requisites. In this perspective, we claim that a fair assessment of the advantages of error-correcting
codes in this scenario needs to consider the tradeoff between transmit power consumption and
achievable outage probability, rather than focusing on each of these two separately.
Fig. 10 shows the average transmit power as a function of the density of obstacles, when the
outage probability is constrained below a maximum value (Pout ≤ 0.05). The results are obtained
in a scenario with 15 APs deployed in a square region of size 200 m around the UE, where
the obstacles’ average dimensions are E[W] = 1 m and E[X] = 2 m. First of all, notice that if
we rely on the uncoded transmission strategy, the upper bound on the outage probability can be
guaranteed only for obstacle densities µ not much bigger than 175/km2. For higher densities,
there always exist deployments in the considered region such that Puncout (N) ≥ Puncout (1) = 1− P1 >
0.05. This is the reason why the red and orange curves in Fig. 10 are plotted exclusively for
µ ≤ 175. The figure depicts the comparison between the power cost of the uncoded and coded
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Figure 10. Average transmit power in the uncoded and coded case under the constraint Pout ≤ 0.05.
transmission strategies as a function of µ and averaged over random deployments of the 15
APs. Recalling (49) and the results of Section III on transmit power minimization, the number
of links Nunc used for uncoded multi-link offloading is computed for each instance of the AP
deployment as:
Nunc = max {N ∈ {1, . . . , N∗} : Pout ≤ 0.05} ≤ N∗.
For the coded scheme, instead, the coding rate RC was chosen as the maximum that guarantees
Pout ≤ 0.05. Then, the corresponding number of channels for multi-link offloading was computed
according to Corollary 1 with transmission rate R′min = RminR
−1
C and Rmin = 8 or 16. The picture
clearly shows that well-designed error-correcting codes may enable offloading in scenarios where
the obstacle density makes the outage probability uncontrollable for the uncoded communication
strategy. Moreover, for “medium” obstacle densities (75 ≤ µ ≤ 175), recurring to error-correcting
codes yields considerable gains in the transmit power for Rmin = 16. Finally, the figure confirms
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that in contexts with “few” obstacles (low µ), a coded communication scheme may not be
needed, because the outage probability remains bounded and the uncoded transmission scheme
requires a smaller average transmit power. Using the same main simulation parameters of Fig. 10,
Fig. 11(a) shows that error-correcting codes may also be exploited to fully outperform the best
possible outage probability achievable with uncoded transmissions: the latter is obtained by
exclusively transmitting over the best available link and is represented by the constant blue lines
in the figure (averaged over different random AP deployments and for a few different obstacle
densities in an area of 300 m× 300 m). Choosing a small enough coding rate RC allows to both
obtain better average outage probabilities and to reduce the average transmit power, as shown
by the combination of Fig. 11(a) and Fig. 11(b). For instance, an optimal code with RC = 0.5
would allow to achieve better outage probabilities than any uncoded transmission for each of
the proposed obstacle densities and, at the same time, reduce by 5 dBm the average transmit
power with respect to the uncoded strategy that minimizes the outage probability.
VII. CONCLUSION AND DIRECTIONS FOR FUTURE WORK
In this paper, we focused on power minimization and blocking countermeasures for compu-
tation offloading in 5G networks endowed with multi-access edge computing technologies and
mmWave communication systems. First, we introduced the new paradigm of multi-link computa-
tion offloading, which relies on the capability of a user device to exploit the modern beamforming
antenna technologies to generate separate simultaneous beams directed towards different mobile-
edge APs. This strategy provides a new spatial degree of freedom for communications between
user devices and MEC servers. In this context, we characterized the optimal solutions of the
latency-constrained transmit power minimization problem for the UE both in a deterministic and
a probabilistic scenario. Then, we proposed two different methods to contrast the blocking events
typical of mmWave channels: overprovisioning to compensate small information losses caused
by short-term blocking and error-correcting codes for the asymmetric block-erasure channel as
a solution to losses of big amounts of information due to long-term blocking events.
Future research work on this topic may consider the possibility to relax some of our hypotheses
and provide results that are based on scenarios closer to practical applications. In particular, other
strategies to counteract blocking events can be investigated, such as retransmission strategies
over backup links, with the necessity of introducing feedback during the communication time.
Moreover, the work on the asymmetric block-erasure channel requires further efforts for the
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Figure 11. Outage probability and average transmit power as functions of the coding rate RC for different densities of obstacles.
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design of close-to-optimal codes whose error probability achieves the bounds set by the outage
probability. In our opinion, an interesting research topic is the design of codes that jointly protect
communications against the Gaussian noise of each communication link and the block erasures
that affect them.
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