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Zusammenfassung
Bei der Bestimmung und Anwendung von Tensorprodukt Smoothing Splines
auf gestreuten Daten treten große Datenmengen auf, welche nicht mit einem
handelsu¨blichen PC bearbeitet werden ko¨nnen. Mit Hilfe von Summen von
Kronecker-Produkten la¨sst sich diese Problematik effizient lo¨sen. In der vor-
liegenden Arbeit wird dieser Zusammenhang erla¨utert und weitere Verfahren
vorgestellt, um den Umgang mit Summen von Kronecker-Produkten zu opti-
mieren.
Es wird eine auf Multilinearformen basierende Methode pra¨sentiert, welche Sum-
men von Kronecker-Produkten durch eine Summe mit weitaus weniger Summan-
den komprimiert bzw. approximiert. Das Verfahren wird mit Methoden aus der
multilinearen Algebra verglichen, welche ebenfalls theoretisch anwendbar sind.
Weiterhin wird mit Hilfe des Prokrustes-Problemes eine Mo¨glichkeit entwickelt,
um die Inverse eine Summe von Kronecker-Produkten erneut durch Kronecker-
Produkte zu approximieren. Es wird an numerischen Beispielen gezeigt, dass
diese Approximation als Vorkonditionierer fu¨r das GMRES-Verfahren verwen-
det werden kann. Abschließend wird ein Vorkonditionierer fu¨r das CG-Verfahren
basierend auf Kronecker-Produkten vorgestellt.
Abstract
Using tensor product smoothing splines on scattered data will lead to a great
amount of data, which extends the capacity of usual workstations. Sums of
Kronecker products appear as a natural possibility to avoid this difficulty. The
connection between the mentioned multivariate splines and Kronecker products
will be shown. Furthermore several methods to optimize the handling of sums
of Kronecker products will be presented.
This thesis introduces a method based on multilinear forms, which approximates
sums of Kronecker products through sums with less summands. A comparison
with procedures from multilinear algebra is represented. Based on the procrustes
problem a possibility to approximate the inverse of a sum of Kronecker products
through Kronecker products is developed. Numerical experiments show that this
approximation can be used as a preconditioner for the GMRES method. At
the end a preconditioner for the CG method, based on Kronecker products, is
presented.
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Einleitung
In der heutigen Zeit wird die Erfassung von Daten immer schneller und ein-
facher. Dies bedeutet im Wesentlichen, dass die Datenmengen stark anwachsen
und die zu lo¨senden Probleme immer mehr Dimensionen umfassen. Diese Zunah-
me an Daten und Dimensionen la¨sst sich in vielen Bereichen der numerischen
Mathematik beobachten. Handelsu¨bliche Computersysteme werden zwar leis-
tungssta¨rker und haben ebenfalls mehr Speicher, allerdings sind die entwickelten
Verfahren in vielen Fa¨llen nicht fu¨r die Komplexita¨t der heutigen Aufgabenstel-
lungen ausgelegt oder die Umsetzung der Berechnung auf einem zur Verfu¨gung
stehenden Computersystem ist zu kompliziert.
Zur Bewa¨ltigung und Verbesserung dieser Problematik sind daher effizientere
mathematische Verfahren erforderlich. Diese mu¨ssen mit den gestiegenen An-
forderungen umgehen und dabei effektiv umgesetzt werden ko¨nnen. In vielen
Fa¨llen ist eine naive Umsetzung der Verfahren nicht zielfu¨hrend, da der beno¨tigte
Speicher nicht ausreicht oder die Dauer der Auswertung bzw. der Bestimmung
der Lo¨sung nicht akzeptabel ist. Stellenweise la¨sst sich diese Problematik umge-
hen, wenn bei der Implementierung der Verfahren ein Kompromiss zwischen der
Speicher- und der Rechenauslastung gewa¨hlt wird. Dieser Ansatz funktioniert
allerdings nur in seltenen Fa¨llen. In diesem Zusammenhang spielt der ”Fluch
der Dimensionen“ eine wesentliche Rolle. Diese Bezeichnung wurde zuerst von
Bellmann in [1] eingefu¨hrt und dru¨ckt aus, dass mit jeder zusa¨tzlichen Dimen-
sion der Speicher- bzw. Rechenaufwand der Verfahren exponentiell anwa¨chst.
Das Problem kann generell nicht nur auf die Daten zuru¨ckgefu¨hrt werden, son-
10 1. Einleitung
dern ist vielmehr ein Zusammenspiel zwischen den Daten und den angewendeten
Verfahren. Viele Methoden ko¨nnen in niedrigen Dimensionen noch effizient ver-
wendet werden, aber sobald die Anzahl der Dimensionen ansteigt, ist dies nicht
mehr gegeben. Ein solches Verhalten ist bei den in dieser Arbeit betrachteten
multivariaten Smoothing Splines zu erkennen. Das Ziel soll sein, die Verfahren in
einem solchen Maße umzugestalten, dass sie in ho¨heren Dimensionen u¨berhaupt
verwendbar sind und effizient umgesetzt werden ko¨nnen.
Das zugrundeliegende, hochdimensionale Problem, welches als Motivation fu¨r
diese Arbeit dient, kommt aus dem Bereich der Chemie, siehe [44]. Es wurde
bereits in meiner Diplomarbeit [24] bearbeitet. Diese bildet die Grundlage fu¨r
die weitere Untersuchung. Bei der Problemstellung handelt es sich um die Ap-
proximation einer chemischen Reaktion an einem Katalysator. Diese Reaktion
f : Rp → R
kann im Grunde beliebig viele Eingangsdaten haben, um das Verhalten des
Katalysators zu beschreiben. Die Reaktion wird an N Punkten gemessen oder
durch ein Modell simuliert. Allgemein formuliert, ist das Ziel diese komplizierte
und schwer auszuwertende Funktion f durch eine einfachere Funktion s darzu-
stellen. Eine exakte Darstellung durch die Funktion s ist in vielen Fa¨llen nicht
mo¨glich, so dass eine Approximation ausreichen muss. Mit Hilfe der gegebenen
N Punkte wird eine Anna¨herung durch eine Funktion s an f bestimmt.
In [24] wurden fu¨r die Approximation Tensorprodukt Smoothing Splines ver-
wendet, da sie aufgrund ihrer Flexibilita¨t und Struktur einen geeigneten Ansatz
darstellen. Direkt zu Beginn wurde festgestellt, dass eine naive Implementierung
nur in niedrigen Dimensionen ohne Bedenken umsetzbar ist, wenn die Daten-
menge nicht zu groß wird. In ho¨heren Dimensionen ist dieser Ansatz nicht prak-
tikabel oder sehr ineffizient. Auf den ersten Blick scheint es nicht offensichtlich,
dass die Umsetzung schon sehr schnell nicht mehr mo¨glich ist. Das grundlegende
Problem an dieser Stelle la¨sst sich erneut durch den ”Fluch der Dimensionen“
beschreiben. Um dies zu veranschaulichen, soll kurz die Vorgehensweise bei der
Approximation mit einem Tensorprodukt Spline erla¨utert werden. Ein Tensor-
produkt Spline besteht aus einer Linearkombination von Basisfunktionen. Um
einen fu¨r die vorgegebenen Daten passenden Spline zu bestimmen, mu¨ssen die
Koeffizienten fu¨r die Basisfunktionen berechnet werden. Dies la¨sst sich durch das
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Lo¨sen eines linearen Gleichungssystems (LGS) bewerkstelligen. Die auftretende
Matrix wa¨chst mit jeder Dimension exponentiell, so dass diese nur bis zu einer
bestimmten Gro¨ße explizit gespeichert werden kann. In der verwendeten Pro-
grammiersprache Octave hat eine Matrix A ∈ R10000×10000 einen Speicherbedarf
von circa 762 Mb, wenn die Eintra¨ge in double-Genauigkeit gespeichert wer-
den. Bei der betrachteten Problemstellung ko¨nnen laut [24] durchaus mehrere
Matrizen in dieser Gro¨ßenordnung und solche mit gro¨ßeren Dimensionen auftre-
ten, so dass ein handelsu¨bliches Computersystem mit 4 Gb Arbeitsspeicher sehr
schnell an seine Grenze sto¨ßt bzw. Daten auf die Festplatte ausgelagert werden,
was sehr lange Zugriffszeiten zur Folge hat.
Ein entscheidender Punkt zur Vermeidung des zuvor beschriebenen Speicher-
engpasses ist die Struktur der Daten. Liegen die Daten auf einem Gitter, la¨sst
sich der Tensorprodukt Spline effizient durch ein Kronecker-Produkt A ∈ Rm×n
von Matrizen Aj ∈ Rmj×nj
A =
p⊗
j=1
Aj = A1 ⊗ · · · ⊗ Ap, mit m =
p∏
j=1
mj und n =
p∏
j=1
nj
bestimmen. Falls die Daten interpoliert werden sollen, existiert in [6] ein Ver-
fahren fu¨r diesen speziellen Fall. Diese strukturelle Voraussetzung ist in vielen
Fa¨llen nicht gegeben, aber die Vorgehensweise la¨sst sich hier als Inspiration
fu¨r den vorliegenden Fall verwenden. Das Verfahren ist bei dem betrachteten
Problem nicht anwendbar, da die verwendeten Daten nicht auf einem Gitter
liegen und eine Interpolation bedingt durch verrauschte Daten nicht zielfu¨hrend
wa¨re. Zusa¨tzlich ist aufgrund der Gro¨ße des Funktionenraums, in welchem eine
geeignete Funktion gesucht wird, das Problem in vielen Fa¨llen unterbestimmt.
Das bedeutet, dass mehr als eine Lo¨sung existiert. Dies ha¨ngt mit dem ”Fluch
der Dimensionen“ und der geringen Anzahl an Stu¨tzstellen zusammen. In [24]
wurde deswegen anstelle eines Tensorprodukt Splines ein Tensorprodukt Smoo-
thing Spline verwendet. Ein solcher Smoothing Spline versucht die Funktion f
mo¨glichst glatt zu approximieren, aber dabei mo¨glichst nah an den Daten zu
bleiben. Es wurde gezeigt, dass ein Tensorprodukt Smoothing Spline ebenfalls
durch Kronecker-Produkte dargestellt werden kann. Im Gegensatz zu [6] handelt
es sich in diesem Fall um eine Summe von Kronecker-Produkten. Mit Hilfe einer
Eigenschaft von Kronecker-Produkten bei der Multiplikation mit einem Vektor
la¨sst sich auf diese Weise eine effiziente Umsetzung der Tensorprodukt Smoo-
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thing Splines realisieren. Allerdings fehlen in [24] aufgrund der Komplexita¨t und
des Umfangs des Themas noch wesentliche Verbesserungen des Verfahrens. Das
Ziel dieser Arbeit soll eine effiziente Lo¨sung dieser Problemstellung sein.
Bei den mo¨glichen Verbesserungen handelt es sich um die Bestimmung eines
Vorkonditionierers, die Approximation einer Inversen und die Abscha¨tzung ei-
nes Gla¨ttungsparameters, welcher den Trade-Off zwischen der Glattheit und der
Approximationsgu¨te des Smoothing Splines reguliert. Die Ursache dafu¨r, dass
diese Punkte noch nicht effizient gelo¨st werden konnten, liegt an der Kronecker-
Struktur. Diese muss u¨berall zugrundeliegen, da ansonsten der ”Fluch der Di-
mensionen“ eine effiziente Umsetzung vereitelt.
1.1. Gliederung der Arbeit
Der Aufbau der vorliegenden Arbeit gliedert sich wie folgt: In Kapitel 2 werden
die Grundlagen erla¨utert, insbesondere wie sich Tensorprodukt Smoothing Spli-
nes durch Kronecker-Produkte darstellen lassen und wie diese mit Hilfe dieser
Darstellung effizient bestimmt werden ko¨nnen. Des Weiteren werden ada¨quate
iterative Verfahren zum Lo¨sen des LGS und beno¨tigte Datenstrukturen vor-
gestellt. Bei Kapitel 2 handelt es sich um ein vorbereitendes Kapitel, insofern
werden dort keine neuen Ergebnisse pra¨sentiert.
Um die obigen Punkte anzugehen, ist es sinnvoll eine Komprimierung der Sum-
me von Kronecker-Produkten zu bestimmen. Dies soll in Kapitel 3 mit Hilfe
von Multilinearformen bzw. Tensoren und durch die Verwendung von bekann-
ten Verfahren aus dem Bereich der multilinearen Algebra, siehe [18, 23] und
[25], ermittelt werden. Die Methoden zur Komprimierung existieren bereits in
Bereichen mit anderem Zusammenhang — wie zum Beispiel in der Psychologie
oder der Physik, wo Tensoren mehrdimensionalen Matrizen entsprechen. Ein
Kronecker-Produkt la¨sst sich durch eine Umstrukturierung als Multilinearform
auffassen und eine Multilinearform ist in dem betrachteten Fall als Tensor dar-
stellbar. Die Komprimierung wird durch eine Zerlegung von Multilinearformen
realisiert, aber da diese Tensoren entsprechen, ist dies nicht als Neuerung auf-
zufassen. Ein wichtiges Konzept bei der Bestimmung der Komprimierung ist
die ”Alternating Least-squares“ (ALS) Methode aus [3]. Die Idee dahinter ist
die abwechselnde Berechnung von ”Least-squares“-Problemen in den einzelnen
multivariaten Komponenten.
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Die Neuerungen bzgl. der vorzustellenden Komprimierung bestehen im Wesent-
lichen aus der Anwendung der Verfahren auf Tensorprodukt Smoothing Splines
auf gestreuten Daten, einer Untersuchung, wie diese Komprimierung im Fall
von Tensorprodukt Smoothing Splines weiter verwendet werden kann, sowie aus
Abscha¨tzungen, wann die vorgestellte Komprimierung u¨berhaupt effizient und
sinnvoll ist. Dies ist bisher noch nicht erforscht worden. Weiterhin werden an-
dere bekannte Verfahren fu¨r Tensoren vorgestellt und es wird aufgezeigt, wann
diese fu¨r die vorliegende Problemstellung u¨berhaupt geeignet erscheinen.
In Kapitel 4 soll eine mo¨gliche Approximation einer Inversen der Matrix des
Tensorprodukt Smoothing Splines mit Kronecker-Struktur vorgestellt werden.
Dafu¨r wird als Grundlage das Prokrustes-Problem aus [4] bzw. [42] verwendet:
min
X
‖AX − I‖F , mit A,X ∈ Rn×n.
Die Matrix I entspricht der n × n Einheitsmatrix. Außerdem wird eine Vari-
ante des bereits erwa¨hnten ALS-Konzeptes, inspiriert durch [3] und [36], mit
dem Prokrustes-Problem kombiniert. An dieser Approximation einer Inversen
ist neu, dass es sich um eine allgemeinere Umsetzung des Prokrustes-Problems
mit Kronecker-Produkten handelt und eine Verwendung der ALS-Idee in einer
solchen Form noch nicht bekannt ist. Bisher wurde entweder das Prokrustes-
Problem ohne Kronecker-Produkte fu¨r orthogonale Matrizen oder nur fu¨r spe-
zielle Fa¨lle von Kronecker-Produkten betrachtet — zum Beispiel haben die
Kronecker-Produkte nur zwei Faktoren und zusa¨tzlich wird Forderung gestellt,
dass die Faktoren orthogonal zueinander sind. Die Verwendung der ALS-Idee
ist bisher nicht umgesetzt worden. An numerischen Tests wird deutlich ge-
macht, dass die in Kapitel 3 vorgestellte Komprimierung effektiv fu¨r die Bestim-
mung der Approximation der Inversen eingesetzt werden kann. Die Anna¨herung
der Inversen kann fu¨r verschiedene Zwecke verwendet werden — zum Beispiel
als Vorkonditionierer fu¨r die ”Generalized minimal residual method“ (GMRES-
Verfahren) oder zur Bestimmung des Gla¨ttungsparameters des Smoothing Spli-
nes bei dem Verfahren der ”Generalized Cross Validation“.
In Kapitel 5 werden zwei mo¨gliche Vorkonditionierer fu¨r das Verfahren der
konjugierten Gradienten (CG-Verfahren) vorgestellt. Diese erscheinen effizien-
ter als die in [24] verwendeten Skalierungsvorkonditionierer. Es handelt sich
bei den beiden Vorkonditionierern zum einen um den SSOR-Vorkonditionierer,
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ebenfalls bekannt als symmetrisches Gauß-Seidel-Verfahren, und zum anderen
um einen selbstentwickelten Vorkonditionierer auf Grundlage des Prokrustes-
Problems. Die Neuerung bei dem SSOR-Vorkonditionierer umfasst im Wesentli-
chen die Realisierung ohne Verletzung der Kronecker-Struktur, die Ausnutzung
der Struktur des Tensorprodukt Smoothing Splines und eine dadurch beding-
te effiziente Implementierung. Im Gegensatz zu Skalierungsvorkonditionierern
nutzen die zuvor beschriebenen Vorkonditionierer mehr der gegebenen Informa-
tionen u¨ber die Matrix, wodurch theoretisch bessere Ergebnisse erzielt werden
sollten. Bei dem Vorkonditionierer auf Grundlage des Prokrustes-Problems soll
nur die Idee vorgestellt werden, da dieser nur testweise zum Einsatz kommt und
bisher keine stabilen numerischen Ergebnisse liefert. Die numerischen Ergebnis-
se zu den einzelnen Forschungsbereichen sind in Kapitel 6 zu finden, woran sich
Kapitel 7 mit der Zusammenfassung der Arbeit und einem Fazit anschließt. In
Kapitel 8 wird ein Ausblick auf offene Forschungspunkte gegeben.
Diese Arbeit verbessert an wesentlichen Stellen die Verfahren aus [24] und lie-
fert ein umfassendes Paket an Methoden fu¨r Tensorprodukt Smoothing Splines
in ho¨heren Dimensionen auf gestreuten Daten. Dabei ist irrelevant, woher die
Daten kommen. Solange sie in der beschriebenen Form auftreten, ko¨nnen die
Tensorprodukt Smoothing Splines darauf angewendet werden. Dies deutet das
große Potential der vorzustellenden Verfahren an. Die Untersuchungen haben
daru¨ber hinaus unabha¨ngig von den Tensorprodukt Smoothing Splines Verwen-
dungsmo¨glichkeiten in anderen Bereichen, in welchen Summen von Kronecker-
Produkten Anwendungsfa¨lle besitzen. Dies ist zum Beispiel bei ”Stochastic Au-
tomata Networks“ der Fall, siehe [26]. Weitere Anwendungen von Kronecker-
Produkten sind in [43] oder [28] zu finden.
1.2. Neue Erkenntnisse der Arbeit
Die Neuerungen dieser Arbeit wurden bereits vereinzelt im letzten Abschnitt
erwa¨hnt. Sie sollen an dieser Stelle kurz hervorgehoben werden, damit deutlich
wird, was die vorliegende Arbeit an neuen Erkenntnissen beinhaltet:
• Die Anwendung des Verfahrens aus 3.2 auf Tensorprodukt Smoothing
Splines und die Verwendung der resultierenden Komprimierung wurden
in dieser Art und Weise bisher noch nicht vorgestellt. Weiterhin sind die
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Abscha¨tzungen in den Sa¨tzen 3.11 und 3.13 bzgl. der Effizienz der Kompri-
mierung bei den genannten Splines eine neue wissenschaftliche Erkenntnis.
• Das Verfahren zur Approximation einer Kronecker-Inversen fu¨r eine Sum-
me von Kronecker-Produkten in Kapitel 4 und die Verwendung dieser Ap-
proximation als Vorkonditionierer fu¨r das GMRES-Verfahren (siehe Kapi-
tel 6.2) werden in dieser Arbeit zum ersten Mal pra¨sentiert. Weiterhin ist
die Spezialisierung des Verfahrens fu¨r Tensorprodukt Smoothing Splines
und die Untersuchung des Verhaltens des Verfahrens in den Unterkapi-
teln 4.2 und 4.3 eine Neuentwicklung.
• In Kapitel 5 entspricht die Vorstellung einer Mo¨glichkeit zur Anwendung
des SSOR-Vorkonditionierers fu¨r Tensorprodukt Smoothing Splines auf
gestreuten Daten einer neuen Idee. Weiterhin ist die Formulierung ei-
nes mo¨glichen Vorkonditionierers fu¨r das CG-Verfahren basierend auf dem
Prokrustes-Problem ein Ansatz, der bisher noch nicht verfolgt wurde.
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Grundlagen
In diesem Kapitel werden die Grundlagen der vorliegenden Arbeit erla¨utert. Die
wesentlichen Bestandteile sind Kronecker-Produkte, Tensorprodukt Smoothing
Splines, iterative Methoden zum Lo¨sen linearer Gleichungssysteme sowie Multi-
linearformen bzw. Tensoren. Die Kronecker-Produkte werden fu¨r die Darstellung
der Tensorprodukt Smoothing Splines beno¨tigt und zur Bestimmung dieser Art
von Splines beno¨tigt man iterative Verfahren fu¨r das Lo¨sen der auftretenden li-
nearen Gleichungssysteme, welche die Kronecker-Struktur erhalten. Dies ist eine
essentielle Anforderung an die iterativen Verfahren und daher mu¨ssen aus der
Vielzahl an Methoden — siehe z.B. [35] — ada¨quate Verfahren ausgewa¨hlt wer-
den. Die Zusammenha¨nge wurden bereits ausfu¨hrlich in der Diplomarbeit [24]
beschrieben und die folgenden Erla¨uterungen basieren gro¨ßtenteils auf diesen
Erkenntnissen, falls nicht anderweitig angegeben. In den einzelnen Unterkapi-
teln werden außerdem weitere Literaturquellen zur Erga¨nzung aufgefu¨hrt.
2.1. Kronecker-Produkte
Das Kronecker-Produkt ist das grundlegende Element dieser Arbeit, da ohne
dieses eine praktische Umsetzung von Tensorpordukt Splines in ho¨heren Di-
mensionen p > 4 mit einem handelsu¨blichen Computersystem nur fu¨r eine sehr
geringe Anzahl an Datenpunkten mo¨glich ist. Dies entspricht nicht den in der
Realita¨t auftretenden Problemstellungen. Im folgenden Abschnitt wird dieser
Umstand insbesondere fu¨r Tensorprodukt Smoothing Splines sehr deutlich. Alle
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im Kontext dieser Arbeit angewendeten Verfahren mu¨ssen auf das Kronecker-
Produkt zugeschnitten sein. Die hier aufgefu¨hrten Informationen sind im We-
sentlichen aus [43] und [33] entnommen. Das Kronecker-Produkt ist eine spezielle
Multiplikation von Matrizen und Vektoren. Diese Multiplikation la¨sst sich auf
ho¨herdimensionale Strukturen erweitern, wie spa¨ter zu sehen sein wird.
Definition 2.1 (Kronecker-Produkt) Seien A ∈ Rm×n und B ∈ Rp×q. Das
Kronecker-Produkt ⊗ zweier Matrizen ist definiert durch
A⊗B =

a11B · · · a1nB
... . . . ...
am1B · · · amnB
Rmp×nq.
Die Anwendung eines Kronecker-Produkts zeigt das folgende Beispiel:
Beispiel 2.2 Seien
A =

2 3
7 4
1 6
 ∈ R3×2 und B =
1 2
4 3
 ∈ R2×2,
dann gilt fu¨r das Kronecker-Produkt der beiden Matrizen
A⊗B =

2 4 3 6
8 6 12 9
7 14 4 8
28 21 16 12
1 2 6 12
4 3 24 18

∈ R6×4.
Um eine fu¨r diese Arbeit entscheidende Eigenschaft des Kronecker-Produkts bei
Matrix-Vektor-Multiplikationen aufzeigen zu ko¨nnen, muss der vec-Operator
definiert werden. Dieser Operator strukturiert eine Matrix zu einer Spalte bzw.
Zeile um. In dieser Arbeit wird immer von einer Spalte ausgegangen.
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Definition 2.3 (vec-Operator) Sei A ∈ Rm×n und ai die i-te Spalte von A
mit i = 1, . . . , n. Der vec-Operator ist definiert durch
vec(A) :=

a1
...
an
 ∈ Rmn.
Um eine eindeutige Inverse des Operators angeben zu ko¨nnen, werden zusa¨tzliche
Informationen beno¨tigt. Es mu¨ssen die Dimensionen der Matrix angegeben wer-
den, in welche der Vektor vec(A) umstrukturiert werden soll. Sei a ∈ Rmn, dann
la¨sst sich die Inverse des vec-Operators von a = vec(A) durch
vec−1(a) = vec−1(a,m, n) := vec−1(vec(A)) = A
definieren. Ein Beispiel hilft bei der Veranschaulichung des Umgangs mit dem
vec-Operator und dessen Umkehrfunktion:
Beispiel 2.4 Sei die Matrix A wie in Beispiel 2.2 gewa¨hlt. Es ist
vec(A) = a =
(
2 7 1 3 4 6
)t ∈ R6.
Hier la¨sst sich erkennen, warum die Inverse des Operators nicht eindeutig ist,
wenn die entsprechenden Dimensionen der Matrix nicht angegeben werden:
vec−1(a, 2, 3) =
2 1 4
7 3 6
 6=

2 3
7 4
1 6
 = vec−1(a, 3, 2).
Der vec-Operator ist relevant, wenn ein Kronecker-Produkt mit einem Vektor
multipliziert werden soll. In diesem Fall besitzt das Kronecker-Produkt eine
Eigenschaft, welche das explizite Berechnen des Kronecker-Produkts vermeidet.
Der na¨chste Satz zeigt diese Eigenschaft.
Satz 2.5 Seien A ∈ Rm×n, B ∈ Rn×p und C ∈ Rp×q. Damit kann das Matrix-
Produkt ABC berechnet werden und es gilt
vec(ABC) = (Ct ⊗ A) · vec(B).
Beweis: Der Beweis ist in [43] bzw. [33] zu finden. 
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Beispiel 2.6 Seien A und B wie in Beispiel 2.2 und
C =
2 3
1 2
 .
Es gilt
Ct ⊗ A =

4 6 2 3
14 8 7 4
2 12 1 6
6 9 4 6
21 12 14 8
3 18 2 12

und weiter
(Ct ⊗ A) · vec(B) =
(
41 72 70 68 121 115
)t
.
Mit
ABC =

41 68
72 121
70 115

la¨sst sich die Aussage aus Satz 2.5 erkennen.
Das Kronecker-Produkt hat weitere relevante Eigenschaften, welche kurz auf-
gefu¨hrt werden sollen.
Satz 2.7 Seien A ∈ Rm×n, B ∈ Rp×q, C ∈ Rn×r und D ∈ Rq×s. Es gilt
(A⊗B)(C ⊗D) = (AC)⊗ (BD).
Fu¨r quadratische Matrizen Q ∈ Rn×n und P ∈ Rm×m gilt
1. det(Q⊗ P ) = det(Q) · det(P ),
2. (Q⊗ P )−1 = Q−1 ⊗ P−1, falls Q und P invertierbar sind,
3. sowie tr(Q ⊗ P ) = tr(Q) · tr(P ), wobei die tr(Q) die Spur der Matrix Q
kennzeichnet. Diese ist fu¨r quadratische Matrizen definiert durch
tr(Q) :=
n∑
j=1
qjj.
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Beweis: Die Beweise zu den obigen Eigenschaften sind in [43] nachzulesen. 
Das Kronecker-Produkt ist in vielen Bereichen zu finden und aufgrund seiner
Eigenschaften fu¨r die effiziente Speicherung von Matrizen und die Umsetzung
von Matrix-Vektor-Multiplikationen bekannt. Es ist daher wu¨nschenswert fu¨r
jede Matrix eine Darstellung durch Kronecker-Produkte angeben zu ko¨nnen.
Dies wird nicht in jedem Fall gelingen, allerdings wird in [32] gezeigt, wie eine
minimale Approximation an eine Matrix durch ein Kronecker-Produkt mit zwei
Faktoren berechnet werden kann. Das Minimum wird bezu¨glich der Frobenius-
norm
‖A‖F :=
√√√√ m∑
i=1
n∑
j=1
|aij|2 =
√
tr(AtA), wobei A ∈ Rm×n,
bestimmt. Das Verfahren kann so erweitert werden, dass es eine Darstellung
der Matrix durch eine Summe von Kronecker-Produkten mit zwei Faktoren
ermo¨glicht. Diese Ideen sind im spa¨teren Verlauf bei der Bestimmung einer
Komprimierung in Kapitel 3 von Interesse. Deswegen soll die Vorgehensweise
aus [32] vorgestellt werden. Das Ziel ist es, den Ausdruck
‖A−B ⊗ C‖F (2.1)
bezu¨glich B ∈ Rm1×n1 und C ∈ Rm2×n2 zu minimieren, wobei A ∈ Rm1m2×n1n2
gegeben ist. Fu¨r das Verfahren wird die Matrix A in Blockmatrizen unterteilt
A =

A11 · · · A1n1
... . . . ...
Am11 · · · Am1n1
 , mit Aij ∈ Rm2×n2 . (2.2)
Mit Hilfe dieser Darstellung la¨sst sich die Matrix A ∈ Rm1m2×n1n2 umstruktu-
rieren zu
R(A) := R(A,m1, n1) =

A1
...
An1
 wobei Aj =

v(A1j)t
...
v(Am1j)t
 , j = 1, . . . , n1. (2.3)
Der Operator R(·) ist ein linearer Operator. Dies ist einfach nachzurechnen und
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wurde bereits in [45] gezeigt. Es gilt folglich fu¨r λ ∈ R und zwei Matrizen A,B
R(λ · A) = λR(A) sowie R(A+B) = R(A) +R(B).
Des Weiteren gilt R(A ⊗ B) = v(A)v(B)t, was direkt mit der Definition des
Kronecker-Produkts, der Unterteilung in (2.2) und der Umstrukturierung in
(2.3) folgt.
Beispiel 2.8 Sei
A =

4 2 8 1
8 6 7 6
12 1 4 0
9 8 2 2
 .
Fu¨r die Umstrukturierung aus (2.3) gilt
R(A) =

4 8 2 6
12 9 1 8
8 7 1 6
4 2 0 2
 .
Es la¨sst sich die Vektorisierung und Stapelung der Teilmatrizen von A erkennen.
Fu¨r das weitere Vorgehen wird der Begriff der Rang-1 Matrix beno¨tigt. Eine
Rang-1 Matrix A ∈ Rn×n hat, wie der Name schon sagt, den Rang 1 und la¨sst
sich insbesondere durch ein Produkt zweier Vektoren A = a · bt, mit a, b ∈ Rn
darstellen. Diese effiziente Darstellung einer Matrix wird in der folgenden Arbeit
eine wichtige Rolle spielen und la¨sst sich bei dem Minimierungsproblem aus (2.1)
direkt ausnutzen. Mit Hilfe der Umstrukturierung kann dieses Problem als eine
Approximation der Matrix R(A) durch eine Rang-1 Matrix aufgefasst werden.
Der folgende Satz aus [32] veranschaulicht dies.
Satz 2.9 Sei A ∈ Rm1m2×n1n2. Wenn B ∈ Rm1×n1 sowie C ∈ Rm2×n2, dann gilt
‖A−B ⊗ C‖F = ‖R(A)− v(B)v(C)t‖F . (2.4)
Beweis: Die Aussage la¨sst sich durch Umformen der Norm beweisen und ist in
[32] zu finden. 
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Um eine minimale Rang-1 Approximation bestimmen zu ko¨nnen, wird das Kon-
zept einer Singula¨rwert-Zerlegung (SVD) beno¨tigt. Dieses wird aus [39] u¨ber-
nommen und ist urspru¨nglich in [15] zu finden.
Satz 2.10 Zu jeder Matrix A ∈ Rm×n, m, n ∈ N, gibt es orthogonale Matrizen
U ∈ Rm×m, V ∈ Rn×n und eine Diagonalmatrix Σ ∈ Rm×n, so dass gilt
A = UΣV t, mit Σ = diag(σ11, . . . , σ`) (2.5)
und σ11 ≥ σ22 ≥ · · · ≥ σ`` ≥ 0, ` := min(m,n).
Beweis: Siehe [39]. 
Definition 2.11 (Singula¨rwert-Zerlegung) Die Darstellung in (2.5) wird
als Singula¨rwert-Zerlegung (SVD) bezeichnet, die Diagonalwerte von Σ, σj =
σjj, j = 1, . . . , `, werden Singula¨rwerte von A genannt.
Jede Matrix A ∈ Rm×n la¨sst sich mit Hilfe ihrer SVD A = UΣV t durch eine
Summe von Rang-1 Matrizen
A =
r∑
i=1
σjU(:, i)V (:, i)t mit rang(A) = r,
darstellen. Die Bezeichnung U(:, j) beschreibt die j-te Spalte der Matrix U und
diese Notation gilt analog fu¨r die Zeilen. Wenn die Matrix A den Rang r besitzt,
gilt fu¨r die Singula¨rwerte σ1 ≥ · · · ≥ σr > σr+1 = · · · = σ` = 0. Die Matrix
A kann gegebenenfalls mit Hilfe der SVD komprimiert werden und diese ist fu¨r
eine solche Anwendung bekannt. Die Darstellung durch Rang-1 Matrizen spielt
bei der Komprimierung in dieser Arbeit ebenfalls eine wichtige Rolle, wie spa¨ter
zu sehen sein wird. Mit Satz 2.9 folgt, dass
min
B,C
‖A−B ⊗ C‖F = min
v(B),v(C)
‖R(A)− v(B)v(C)t‖F . (2.6)
Laut [32] la¨sst sich das Minimum des Terms in (2.6) mit Hilfe der Singula¨rwert-
Zerlegung
R(A) = UΣV t
bestimmen. In [32] wird weiter gezeigt, dass
min
v(B),v(C)
‖R(A)− v(B)v(C)t‖F = ‖R(A)− σ1U(:, 1)V (:, 1)t‖F , (2.7)
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wobei σ1 der gro¨ßte Singula¨rwert von R(A) ist. Die Vektoren U(:, 1) und V (:, 1)
sind die zugeho¨rigen Singula¨rvektoren. Daraus la¨sst sich folgern, dass v(B) =
σ1U(:, 1) sowie v(C) = V (:, 1). Die Matrizen B und C lassen sich durch eine
Umstrukturierung bestimmen. Aufgrund der Eindeutigkeit der Singula¨rwerte ist
das Minimum ebenfalls eindeutig. Die Darstellung ist allerdings nicht eindeutig,
da der Singula¨rwert zum Beispiel anstelle von B mit C multipliziert werden
kann. Die Gu¨te der Approximation ist abha¨ngig von dem Rang der Matrix
R(A). Ist dieser gro¨ßer 1, kann die Approximation A ≈ B ⊗ C natu¨rlich sehr
ungenau sein.
Beispiel 2.12 Sei A wie in Beispiel 2.8. Damit ist R(A) ebenfalls bekannt und
die SVD von R(A) entspricht bedingt durch Rundungsfehler ungefa¨hr
R(A) = UΣV t
≈

−0.435 0.857 0.268 −0.038
−0.712 −0.389 0.008 −0.584
−0.514 −0.062 −0.543 0.660
−0.198 −0.327 0.795 0.470


23.81 0 0 0
0 4.13 0 0
0 0 0 0
0 0 0 0


−0.638 −0.583 −0.088 −0.495
−0.736 0.551 0.306 0.245
−0.164 −0.506 −0.148 0.833
0.155 −0.315 0.936 0.005
 .
Es la¨sst sich erkennen, dass R(A) den Rang 2 hat und damit die Matrix A nur
ungefa¨hr angena¨hert werden kann. Mit (2.7) und (2.6) folgt
min
v(B),v(C)
‖R(A)− v(B)v(C)t‖F ≈ 4.13 ≈ min
B,C
‖A−B ⊗ C‖F
und
A ≈ B ⊗ C ≈ 23.81 ·
−0.435 −0.712
−0.514 −0.198
−0.638 −0.736
−0.164 0.155
 .
Die Approximation ist noch nicht ausreichend, was daran liegt, dass der Rang
der Matrix R(A) gro¨ßer 1 ist.
Falls die Approximation zufriedenstellend sein sollte, kann die Inverse von A
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ebenfalls effizient angena¨hert werden, da nach Satz 2.7 gilt
A−1 ≈ (B ⊗ C)−1 = B−1 ⊗ C−1.
Die Na¨herung der Inversen kann als Vorkonditionierer fu¨r iterative Methoden
zum Lo¨sen von LGS verwendet werden. Ein Vorkonditionierer soll helfen, ein
LGS stabiler und schneller zu lo¨sen, aber spa¨ter mehr dazu. Eine solche Ver-
wendung ist zum Beispiel bei ”Stochastic Automata Networks“ zu finden, siehe
[26]. Die Vorgehensweise ist allerdings nicht in jedem Fall zielfu¨hrend, da die
Abscha¨tzung von A nicht sehr genau sein muss und dies Auswirkung auf die
Approximation der Inversen hat. Dies wird in [27] verdeutlicht und es ist im
Grunde zu erwarten, da die Matrix R(A) in den meisten Fa¨llen einen gro¨ßeren
Rang als 1 besitzt.
Bemerkung 2.13 Wenn eine Matrix genau einem Kronecker-Produkt mit zwei
Faktoren entspricht, dann la¨sst sich eine Darstellung der Matrix durch ein Kron-
ecker-Produkt mit dem oben beschriebenen Verfahren finden. Wie bereits erwa¨hnt,
ist dieses Kronecker-Produkt nicht eindeutig. Die Darstellung durch ein Kroneck-
er-Produkt hat nicht nur Speichervorteile — die Bestimmung einer LU-Zerlegung
ist zum Beispiel ebenfalls effizienter umzusetzen, da nach Satz 2.7 gilt
B ⊗ C = (LBUB)⊗ (LCUC) = (LB ⊗ LC)(UB ⊗ UC).
Es mu¨ssen nur die LU-Zerlegungen der Matrizen B und C bestimmt werden
und nicht die LU-Zerlegung der gesamten Matrix B ⊗ C.
Um die Approximation zu verbessern, falls R(A) nicht Rang 1 hat, la¨sst sich
ausnutzen, dass R(·) ein linearer Operator ist. Die Darstellung von R(A) durch
eine Summe von Rang-1 Matrizen kann in eine Darstellung von A durch eine
Summe von Kronecker-Produkten u¨bertragen werden. Es gilt
∥∥∥∥∥∥A−
r∑
j=1
Bj ⊗ Cj
∥∥∥∥∥∥
2
F
=
∥∥∥∥∥∥R(A)−
r∑
j=1
v(Bj)v(Cj)
∥∥∥∥∥∥
2
F
, (2.8)
wobei r = rang(R(A)), v(Bj) = σjU(:, j) und v(Cj) = V (:, j). Da die Ap-
proximation kein reines Kronecker-Produkt ist, sondern eine Summe mehrerer
Kronecker-Produkte, kann sie zur Anna¨herung der Inversen nicht mehr ausge-
nutzt werden. Deswegen wird in Kapitel 4 eine alternative Anna¨herung an eine
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Inverse vorgestellt.
Beispiel 2.14 Seien die Matrizen A und R(A) wie in Beispiel 2.8. Da R(A)
Rang 2 hat, folgt
R(A) = σ1U(:, 1)V (:, 1)t + σ2U(:, 2)V (:, 2)t,
wobei die Vektoren U(:, 1), U(:, 2), V (:, 1) und V (:, 2) sowie die Werte σ1 und
σ2 aus der SVD von R(A) stammen. Fu¨r die Darstellung von A ergibt sich
damit
A ≈ 23.81 ·
−0.435 −0.712
−0.514 −0.198

︸ ︷︷ ︸
=:B1
−0.638 −0.736
−0.164 0.155

︸ ︷︷ ︸
=:C1
+ 4.13 ·
 0.857 −0.389
−0.062 −0.327

︸ ︷︷ ︸
=:B2
−0.583 0.551
−0.506 −0.315

︸ ︷︷ ︸
=:C2
und weiter
‖A−(B1⊗C1+B2⊗C2)‖F ≈ 0 ≈ ‖R(A)−(σ1U(:, 1)V (:, 1)t+σ2U(:, 2)V (:, 2)t)‖F .
Da in dieser Arbeit Kronecker-Produkte mit mehr als zwei Faktoren beno¨tigt
werden, ist die obige Vorgehensweise auf den ersten Blick nicht ausreichend.
Durch mehrfache Anwendung dieser Vorgehensweise la¨sst sich allerdings eine
Anna¨herung mit mehr Faktoren bestimmen, wie spa¨ter gezeigt wird. Diese Be-
stimmung ist in dem untersuchten Fall praktisch nicht umsetzbar und deswegen
muss ein alternatives Verfahren verwendet werden. Die wesentliche Idee fu¨r den
Ansatz mit Kronecker-Produkten, welche mehr als zwei Faktoren besitzen, ba-
siert aber auf der Vorgehensweise u¨ber die SVD. Diese wird im Kapitel 3 erneut
aufgegriffen. Das Ziel wird sein, eine Matrix durch ein Kronecker-Produkt mit
mehreren Faktoren darzustellen. Dafu¨r wird die Matrix zu einem Tensor um-
strukturiert und eine Zerlegung ermittelt, welche einer mehrdimensionalen SVD
entspricht.
In [26] wird fu¨r einen Spezialfall eine alternative Mo¨glichkeit aufgezeigt, wie
eine Approximation durch ein Kronecker-Produkt mit mehr als zwei Faktoren
bestimmt werden kann. Dabei ist die Matrix A ∈ Rm×n bereits durch eine
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Summe von Kronecker-Produkten gegeben
A =
N∑
i=1
p⊗
j=1
Aij, mit Aij ∈ Rmj×nj und m =
p∏
j=1
mj, n =
p∏
j=1
nj. (2.9)
Diese Struktur liegt bei der hier untersuchten Problemstellung ebenfalls vor, wie
spa¨ter zu sehen sein wird. Die Faktoren der Kronecker-Produkte zur Approxi-
mation von A werden durch eine Linearkombination der jeweiligen Faktoren der
einzelnen Kronecker-Produkte aus der Summe in (2.9)
B =
N∑
i=1
biAi1, C =
N∑
i=1
ciAi2, . . .
bestimmt. Da die Norm ‖A−B⊗C⊗· · · ‖F minimiert werden soll, entsprechen
die Koeffizienten der Linearkombinationen den Variablen eines nichtlinearen Op-
timierungsproblems und die Variablenanzahl ist von der Summandenanzahl der
Summe von Kronecker-Produkten abha¨ngig. Dieses Optimierungsproblem ist
in dem hier betrachteten Fall zu komplex, da die Anzahl der Variablen N · p
entspricht. Die Anzahl betra¨gt in der untersuchten Problemstellung mindestens
10000 · 3, wie in [24] nachzuvollziehen ist. Die eigentliche Approximation kann
auf diese Weise nicht effizient bestimmt werden, weswegen in Kapitel 3 ein al-
ternatives Vorgehen vorgestellt wird.
Die gezeigten Eigenschaften und Mo¨glichkeiten von Kronecker-Produkten sind
fu¨r die spa¨ter vorgestellten Resultate ausreichend. Kronecker-Produkte haben
allerdings wesentlich mehr Potential. Eine ausfu¨hrlichere Beschreibung von Kron-
ecker-Produkten ist in [43] oder [33] zu finden.
2.2. Tensorprodukt Splines
Wie in der Einleitung beschrieben, soll eine Funktion f durch eine einfachere
Funktion s approximiert werden. Die Funktion f ist durch eine Menge von
Punkten
{(Xi, yi) : i = 1, . . . , N und Xi ∈ Rp, yi ∈ R}
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gegeben und die Punkte Xi werden im Folgenden als Stu¨tzstellen bezeichnet. Die
Approximation s von f la¨sst sich zum Beispiel durch das Interpolationsproblem
s(Xi) = yi = f(Xi), i = 1, . . . , n (2.10)
bestimmen. Als Grundlage fu¨r s wird in dieser Arbeit das Konzept der Splines
verwendet. Aufgrund der Mehrdimensionalita¨t des betrachteten Problems wer-
den Tensorprodukt Splines verwendet. Das Kronecker-Produkt steht im natu¨r-
lichen Zusammenhang mit Tensorprodukten. Daher lassen sich Kronecker-Pro-
dukte zur effizienten Darstellung von Tensorprodukt Splines verwenden. Diese
Form des multivariaten Splines setzt sich aus den univariaten Splines in den
jeweiligen Dimensionen zusammen. Diese univariaten Splines entsprechen wie-
derum stu¨ckweisen Polynomen. Aufgrund des Tensorprodukts bestehen folglich
die Komponenten des Tensorprodukt Splines aus Produkten der univariaten
Komponenten und damit aus stu¨ckweise multivariaten Polynomen. Wie spa¨ter
gezeigt wird, ist dies effizient mit Kronecker-Produkten darstellbar. Die Tensor-
produkt Knotenfolge la¨sst sich analog aus den univariaten Knotenfolgen aufstel-
len.
Dieser Abschnitt basiert auf [5] und [41]. Ausfu¨hrlicher wurde der Zusammen-
hang zwischen Kronecker-Produkten und Tensorprodukt Splines in [24] bear-
beitet. Um die obigen Begriffe genau definieren zu ko¨nnen, wird der Begriff des
Multiindexes aus [41] eingefu¨hrt.
Definition 2.15 (Multiindex) Ein Vektor α = (α1, . . . , αp) ∈ Np von positi-
ven ganzen Zahlen heißt Multiindex. Die La¨nge von α entspricht der Zahl
|α| =
p∑
j=1
αj.
Der Operator ≤ definiert eine Halbordnug auf den Multiindizes. Fu¨r zwei Mul-
tiindizes α, β ∈ Np gilt
α ≤ β ⇔ αi ≤ βi, i = 1, . . . , n.
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Definition 2.16 (Tensorprodukt Knotenfolge) Seien µ, ν und α ∈ Np. In
der j-ten Dimension wird die Knotenfolge
Tj = T (j)µj ,νj :=
{
tj,1, . . . , tj,νj+µj+1
}
verwendet. An diese Folge werden bestimmte Anforderungen gestellt: Sie muss
monoton fallend, tj,1 ≤ · · · ≤ tj,µj+νj+1, sein und die einzelnen Knoten sind in
der Vielfalt beschra¨nkt durch tj,k < tj,k+µj . Die Tensorprodukt Knotenfolge ist
das Produkt der univariaten Knotenfolgen
T = Tµν :=
p⊗
j=1
Tj =
{
tα =
(
tα1 , . . . , tαp
)
: α ≤ ν + µ+ 1
}
,
wobei µ als der Multigrad des Tensorprodukt Splines bezeichnet wird und ν als
die Anzahl der inneren Knoten.
Die Tensorprodukt Knoten liegen aufgrund des Tensorprodukts immer auf einem
Gitter und ihre Anzahl wa¨chst mit Vergro¨ßerung der Dimension exponentiell.
Weiterhin soll erwa¨hnt werden, dass zwischen inneren Knoten und Randkno-
ten unterschieden wird. Die Anzahl der Randknoten in der Richtung j betra¨gt
µj + 1, wobei µj den Grad des univariaten Splines bezeichnet. Diese Anzahl
an Randknoten ist dafu¨r verantwortlich, dass der Spline an den Randpunkten
interpoliert. Die inneren Knoten ko¨nnen als die Schnittstellen der stu¨ckweisen
Polynome des Splines aufgefasst werden und ihre Anzahl in der Richtung j
betra¨gt νj. Beispielhaft sind verschiedene Fa¨lle von Stu¨tzstellen und Tensorpro-
dukt Knoten in Abbildung 2.1 zu sehen.
Die Knotenwahl spielt bei dem Verhalten des Splines eine große Rolle und soll
an dieser Stelle kurz erla¨utert werden. Prinzipiell ist die Wahl der univariaten
Knotenfolge Tj beliebig, solange die Voraussetzungen aus Definition 2.16 erfu¨llt
sind. Die Knoten ko¨nnen zum Beipiel a¨quidistant gewa¨hlt werden. In dem hier
betrachteten Problem hat dies aber nicht zu guten Ergebnissen gefu¨hrt und es
wird die Knotenwahl aus [24] verwendet. Dabei werden die Komponenten der
Stu¨tzstellen in der j-ten Dimension der Gro¨ße nach geordnet und dann in νj
Mengen der gleichen Ma¨chtigkeit eingeteilt. Die Mittelwerte dieser νj Mengen
werden als Knoten verwendet. Dadurch kann garantiert werden, dass sich die
Knoten an die Verteilung der Stu¨tzstellen anpassen.
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Abbildung 2.1.: Knoten und Stu¨tzstellen
Die linke Abbildung zeigt ein Gitter von zweidimensionalen Tensorprodukt Kno-
ten (blau), mit T1 = {1, 2, 3, 4} und T2 = {1, 2, 3, 4}, und weiterhin Stu¨tzstellen
(rot), welche ebenfalls auf einem Gitter liegen. Die rechte Abbildung zeigt die-
selben Tensorprodukt Knoten, aber gestreute Stu¨tzstellen. Diese weisen keinerlei
Struktur auf, was der vorliegenden Problemstellung aus [44] entspricht.
Als na¨chstes wird der Aufbau von Tensorprodukt Splines erla¨utert. Diese lassen
sich mit Hilfe von Tensorprodukt B-Splines umsetzen, wobei die mehrdimensio-
nalen B-Splines analog zu den Knoten mit Hilfe der univariaten Komponenten
dargestellt werden. Sie entsprechen dem Produkt von univariaten B-Splines.
Definition 2.17 (Tensorprodukt B-Splines) Sei χ die charakteristische
Funktion
χ[a,b] := χ[a,b](x) =
1, falls x ∈ [a, b]0, sonst.
Der univariate B-Spline in der j-ten Dimension la¨sst sich mit Hilfe der zu-
geho¨rigen univariaten Knotenfolge durch folgende Rekursionsformel aufstellen
N0κj(·|Tj) := χ[tj,i,tj,i+1),
Nµjκj (·|Tj) :=
· − tj,i
tj,i+µj − tj,i
Nµj−1κj (·|Tj) +
tj,i+µj+1 − ·
tj,i+µj+1 − tj,i+1
N
µj−1
κj+1 (·|Tj),
mit i = 1, . . . , νj + µj + 1. Der Tensorprodukt B-Spline ist das Produkt dieser
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Abbildung 2.2.: B-Splines
Der linke Plot zeigt univariate B-Splines mit unterschiedlichen Graden. Die B-
Splines auf der linken Seite (blau) haben Grad 1, in der Mitte (rot) Grad 2 und
die rechten B-Splines (gru¨n) Grad 3. Die rechte Abbildung zeigt einen multiva-
riaten B-Spline mit dem Grad 2 in jeder Dimension. Es la¨sst sich erkennen, wie
sich dieser B-Spline aus dem Produkt der beiden univariaten B-Splines zusam-
mensetzt.
univariaten B-Splines
Nµκ (·|T ) :=
p∏
j=1
Nµjκj (·|Tj).
Die univariaten B-Splines werden an der zugeho¨rigen univariaten Komponente
xij der Stu¨tzstelle Xj ausgewertet. Beispiele fu¨r B-Splines und ihre mehrdimen-
sionale Variante sind in Abbildung 2.2 zu finden. Durch eine Linearkombination
der Tensorprodukt B-Splines wird ein Tensorprodukt Spline konstruiert.
Definition 2.18 (Tensorprodukt Spline) Sei Tµ,ν eine Tensorprodukt Knoten-
folge und Nµκ (·|Tµ,ν), κ ≤ ν, die zugeho¨rigen Tensorprodukt B-Splines. Der Ten-
sorprodukt Spline ist definiert durch
sµ(·) = sµ(·|Tµ,ν) :=
∑
κ≤ν
dκN
µ
κ (·|Tµ,ν),
wobei dκ ∈ R als die Kontrollpunkte und µ als der Grad des Splines bezeichnet
werden.
In Abbildung 2.3 ist ein solcher Spline veranschaulicht. Die Kontrollpunkte wer-
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Abbildung 2.3.: Tensorprodukt Spline
Die Abbildung zeigt einen kubischen Tensorprodukt Spline, welcher die Funktion
f(x, y) = 1.2 sin(x) + 2 cos(y) +
(
x
7
)2
−
(
y
7
)2
auf dem Gebiet [0, 10]× [0, 10] approximiert. Die Anzahl der Stu¨tzstellen betra¨gt
in jeder Dimension 13 und diese werden a¨quidistant auf das Intervall verteilt.
Die Anzahl der inneren Knoten betra¨gt 13 und die der Randknoten ist 3. Sie
sind ebenfalls gleich verteilt. In [13] wird anschaulich erkla¨rt, wie der Spline
aufgebaut wird. Dies soll hier kurz wiedergegeben werden. Der dreidimensionale
Tensorprodukt Spline setzt sich aus zwei univariaten Splines zusammen. Der
eine Spline wird entlang des anderen Splines durch den Raum gefu¨hrt, so dass
eine Fla¨che entsteht, welche in der Abbildung zu sehen ist.
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den auch als Koeffizienten der B-Splines bezeichnet. Der Tensorprodukt Spline
bzw. dessen Kontrollpunkte lassen sich fu¨r ein Interpolationsproblem
sµ(Xi) = yi, i = 1, . . . , N
durch ein lineares Gleichungssystem (LGS)
Nµ(X|T )d = y mit X = (X1, . . . , XN) und y = (y1, . . . , yN)
bestimmen. Ein bekannter Satz von Schoenberg und Whitney macht eine Aussa-
ge daru¨ber, welche Bedingungen fu¨r die Knoten und Stu¨tzstellen gelten mu¨ssen,
damit eine eindeutige Lo¨sung des LGS mo¨glich ist. Er ist im Fall von Ten-
sorprodukt Splines ins Mehrdimensionale u¨bertragbar. Da dies prinzipiell nicht
von Interesse ist, wird an dieser Stelle nicht weiter darauf eingegangen und es
sei fu¨r na¨here Informationen auf [5] sowie [41] verwiesen. Die Matrix des LGS
entspricht einer Vandermonde-Matrix und la¨sst sich durch die Tensorprodukt
B-Splines und die Stu¨tzstellen aufstellen
Nµ(X|T ) :=
[
Nµκ (x|T ) : x∈Xκ≤ν
]
. (2.11)
Die Struktur dieser Matrix ha¨ngt von der Struktur der Stu¨tzstellen X und der
Knoten ab. Die Knoten liegen, wie bereits erwa¨hnt, in dem behandelten Fall auf
einem Gitter. Wenn die Stu¨tzstellen ebenfalls auf einem Gitter liegen, la¨sst sich
die Vandermonde-Matrix als Kronecker-Produkt der univariaten Vandermonde-
Matrizen darstellen
Nµ(X|T ) =
p⊗
j=1
Nµj(Xj|Tj).
In diesem Fall ist das lineare Gleichungssystem sehr schnell und effizient u¨ber
die univariaten Matrizen lo¨sbar, was bereits in [6] untersucht wurde. Oft liegen
die Stu¨tzstellen allerdings nicht auf einem Gitter und daher ist eine solche Dar-
stellung nicht mo¨glich. Des Weiteren la¨sst sich die multivariate Vandermonde-
Matrix praktisch nur in niedrigen Dimension explizit aufstellen, da der Spei-
cheraufwand durch das Wachsen der Dimensionen exponentiell steigt und die
Speicherkapazita¨t eines herko¨mmlichen Computersystems in ho¨heren Dimen-
sionen nicht mehr ausreicht. In der verwendeten Programmiersprache Octave
treten in vier Dimensionen bei 10 inneren Knoten in jede Richtung und 10000
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Stu¨tzstellen zum Beispiel Matrizen in der Gro¨ßenordnung von circa 760 Mb auf.
Es ist nachvollziehbar, dass handelsu¨bliche Computersysteme bei einer solchen
Speicherauslastung schnell an ihre Grenzen stoßen.
Aufgrund der beschriebenen Problematik soll prinzipiell nur auf die univariaten
Komponenten zugegriffen werden. Die Bandiertheit und die du¨nne Besetztheit
der univariaten Vandermonde-Matrizen u¨bertra¨gt sich nicht auf die multiva-
riate Vandermonde-Matrix. Diese besitzt aufgrund der gestreuten Daten kei-
ne ausnutzbare Struktur mehr. Lediglich die einzelnen Zeilen der multivaria-
ten Vandermonde-Matrix lassen sich als Kronecker-Produkt der entsprechenden
Zeilen der univariaten Vandermonde-Matrix darstellen, wie spa¨ter im Detail zu
sehen ist.
Die Tensorprodukt Splines bilden genau wie im Univariaten einen Vektorraum.
Dieser wird im Folgenden Splineraum genannt. Zur Definition dieses Spline-
raums wird das Konzept der Vielfachheit eines Tensorprodukt Knotens beno¨tigt.
Die Vielfachheit ϕ eines Knotens tκ ∈ T la¨sst sich als vektorielle Gro¨ße analog
zu [41] definieren durch
ϕ(tκ) := (ϕ(tj,κj) : j = 1, . . . , p).
Damit ergibt sich folgende Definition des Splineraums in Anlehnung an [41]:
Definition 2.19 (Splineraum) Der Splineraum Sµ(T ) der Tensorprodukt Spli-
nes vom Grad µ zur Knotenfolge T besteht aus der Menge aller Funktionen f ,
welche die beiden folgenden Eigenschaften erfu¨llen:
1. Die Funktion f muss auf dem Knoten-Intervall ⊗pj=1(tj, tj+1) einem Ten-
sorprodukt Polynom der Ordnung κ ≤ µ entsprechen
f
∣∣∣⊗pj=1(tj ,tj+1) ∈ Πµ mit Πµ = span{xκ : κ ≤ µ}.
2. Weiterhin muss die Funktion f eine gewisse Glattheit besitzen. D.h., an
den Knoten der Vielfachheit ϕ(tκ) mu¨ssen alle partiellen Ableitungen
∂|α|f
∂xα
mit α ≤ µ− ϕ(t)
existieren und stetig sein. Diese Bedingung muss ebenfalls an den U¨ber-
ga¨ngen der einzelnen Tensorprodukt Polynome erfu¨llt sein.
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Ein Satz von Curry und Schoenberg besagt fu¨r den univariaten Fall, dass die
B-Splines eine Basis des Splineraums bilden. Dies la¨sst sich in dem Fall von
Tensorprodukt Splines ins Mehrdimensionale u¨bertragen. Weitere Details dazu
sind in [5] und [41] zu finden. Der Splineraum wird fu¨r das Konzept des Smoo-
thing Splines beno¨tigt und dieses wird aus dem folgenden Grund in Betracht
gezogen: Das vorliegende Problem ist in vielen Fa¨llen unterbestimmt, da die
Anzahl der Knoten wesentlich gro¨ßer ist als die Anzahl der Stu¨tzstellen. Ein
mo¨glicher Grund hierfu¨r ist das nicht exponentielle Mitwachsen der Anzahl der
Stu¨tzstellen, wenn die Dimension erho¨ht wird. Dies liegt daran, dass die Daten
nicht auf einem Gitter liegen, sondern gestreut sind. Weiterhin sind die Daten
verrauscht, wodurch eine Interpolation nicht sinnvoll ist. In diesem Fall macht
es Sinn auf eine Interpolation zu verzichten und die Daten zu approximieren.
Hier bietet sich die Verwendung eines Smoothing Splines an.
Definition 2.20 (Tensorprodukt Smoothing Spline) Sei Sµ(T ) der Spline-
raum zum Multigrad µ und Knotenfolge T . Ein Tensorprodukt Smoothing Spline
minimiert das Funktional
min
sµ∈Sµ(T )
N∑
i=1
|yi − sµ(xi)|2 + λ
∫
Rp
‖H(sµ)‖2Fdx1 · · · dxp,
wobei H(s) ein Differentialoperator ist und λ ≥ 0 als Gla¨ttungsparameter be-
zeichnet wird.
Der erste Summand des Funktionals entspricht der Approximationsgu¨te und der
zweite der Glattheit des Smoothing Splines. Der Gla¨ttungsparameter reguliert
das Verha¨ltnis der beiden zueinander. Wenn er gegen Unendlich geht, handelt es
sich bei dem Smoothing Spline um eine Ausgleichshyperebene. Wenn er gegen
Null geht, entspricht der Spline einem Interpolationsspline, falls eine Interpola-
tion mo¨glich ist. Ist dies nicht der Fall, wird ein ”Least-squares“ Spline bestimmt.
Veranschaulicht ist das Prinzip des Smoothing Splines in Abbildung 2.4. Bei der
Wahl des Differentialoperators ist zu beachten, dass dessen Kern und der Kern
des ”Least-squares“ Problems nur eine triviale Schnittmenge haben du¨rfen, da-
mit das Minimierungsproblem nicht singula¨r ist. In den bisherigen Anwendungen
hat sich der folgende Differentialoperator fu¨r ein sµ ∈ Sµ(T )
‖H(sµ)‖2F :=
p∑
j=1
p∑
k=1
(
∂2
∂xj∂xk
sµ(x)
)2
36 2. Grundlagen
0 2 4 6 8 10
0
2
4
6
8
10
-3
-2
-1
0
1
2
3
2
4
6
8
10
0 0
2
4
6
8
10
Abbildung 2.4.: Tensorprodukt Smoothing Spline
Die linke Grafik zeigt drei univariate Smoothing Splines mit unterschiedli-
chen Gla¨ttungsparametern. Dabei ist zu erkennen, dass bei λ = 0 der Smoo-
thing Spline einem interpolierenden Spline entspricht. Um so gro¨ßer der
Gla¨ttungsparameter ist, um so mehr na¨hert sich der Smoothing Spline einer
Ausgleichsgeraden an.
Die rechte Abbildung zeigt einen dreidimensionalen Smoothing Spline, welcher
die Funktion aus Abbildung 2.3 approximiert. Es ist deutlich zu erkennen, dass
der Smoothing Spline wesentlich glatter als der Spline ist. Man kann sich einen
dreidimensionalen Smoothing Spline als biegsame Platte vorstellen, welche ent-
weder durch bestimmte Punkte im Raum laufen muss oder diese aufgrund der
Biegsamkeit (Glattheit) vernachla¨ssigen darf.
als geeignet erwiesen. Dieser entspricht der Frobeniusnorm der Hesse-Matrix.
Fu¨r die Bestimmung des Tensorprodukt Smoothing Splines mu¨ssen die Kontroll-
punkte d berechnet werden. Das la¨sst sich durch ein lineares Gleichungssystem
realisieren (
Nµ(X|T )tNµ(X|T ) + λGµ(T )
)
d = Nµ(X|T )ty, (2.12)
wobei die Matrix Gµ(T ) einer Gram-Matrix entspricht und fu¨r den Gla¨ttungs-
term steht. Diese Gram-Matrix besteht aus einer Summe von Kronecker-Pro-
dukten
Gµ(T ) :=
∑
κ
p⊗
j=1
Gµjκj (Tj),
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wobei
Gµjκj (Tj) :=
∫
R
d
dxκj
N
µj
i (x|Tj)
d
dxκj
N
µj
k (x|Tj)dx : i, k = 1, . . . , νj

fu¨r eine Gram-Matrix mit den univariaten Komponenten steht.
Bemerkung 2.21 Im Folgenden ist an einigen Stellen vereinfacht von der Ma-
trix des Tensorprodukt Smoothing Splines die Rede, damit ist immer die Matrix
des LGS bzgl. der Bestimmung des Smoothing Splines in (2.12) gemeint.
Aufgrund der gestreuten Stu¨tzstellen la¨sst sich die Vandermonde-Matrix, wie
bereits erwa¨hnt, nicht mehr in ein Kronecker-Produkt zerlegen. Da die Knoten
auf einem Gitter liegen, sind zumindestens die Zeilen der Vandermonde-Matrix
in ein Kronecker-Produkt zerlegbar
Nµ(X|T ) =
 p⊗
j=1
Nµj(xj|Tj) : x ∈ X
 ,
der Ausdruck Nµj(xj|Tj) steht fu¨r eine Zeile der entsprechenden univariaten
Vandermonde-Matrix. Fu¨r eine alternative Darstellung dieser Matrix soll das
Khatri-Rao-Produkt eingefu¨hrt werden.
Definition 2.22 (Khatri-Rao-Produkt) Seien A ∈ Rn×k und C ∈ Rm×k
Matrizen. Das Khatri-Rao-Produkt ist definiert als das spaltenweise Kronecker-
Produkt zweier Matrizen mit der gleichen Spaltenzahl
A C :=
[
a1 ⊗ c1 · · · ak ⊗ ck
]
∈ Rnm×k.
Beispiel 2.23 Gegeben seien die Matrizen
A =
1 2
3 4
 sowie B =
5 6
7 8
 .
Fu¨r das Khatri-Rao-Produkt gilt
AB =
1 2
3 4

5 6
7 8
 =

5 12
7 16
15 24
21 32
 .
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Die transponierte multivariate Vandermonde-Matrix la¨sst sich durch das Khatri-
Rao-Produkt der transponierten univariaten Vandermonde-Matrizen darstellen:
Nµ(X|T )t = Nµ1(X1|T1)t  · · · Nµp(Xp|Tp)t.
Es wird in [24] gezeigt, dass die Matrix Nµ(X|T )tNµ(X|T ) in eine Summe mit
#X Kronecker-Produkten zerlegt werden kann
Nµ(X|T )tNµ(X|T ) =
#X∑
i=1
p⊗
j=1
Nµj(xij|Tj)tNµj(xij|Tj). (2.13)
Die Faktoren des Kronecker-Produkts sind symmetrische Rang-1 Matrizen, wel-
che aus den Zeilen der univariaten Vandermonde-Matrizen berechnet werden.
Insgesamt mu¨ssen folglich nur die univariaten Vandermonde- und Gram-Matri-
zen gespeichert werden. Die Matrix Nµ(X|T )tNµ(X|T ) ist im Gegensatz zur
multivariaten Vandermonde-Matrix in (2.11) wieder bandiert, wobei diese Ma-
trix mehrere Ba¨nder um die Hauptdiagonale besitzt. Die Matrix ist gewisser-
maßen gestreift, was in Abbildung 2.5 zu erkennen ist. Diese Struktur la¨sst sich
leider nicht ausnutzen, da zuviele Eintra¨ge von Null verschieden sind und der
Speicherbedarf in ho¨heren Dimensionen fu¨r eine explizite Speicherung zu groß
wird. Aufgrund dessen sollte auf die obige Darstellung mit Kronecker-Produkten
zuru¨ckgegriffen werden. Die Matrix des linearen Gleichungssystems in (2.12)
la¨sst sich folglich als Summe von Kronecker-Produkten schreiben
Ax =
 N∑
i=1
p⊗
j=1
Aij
x = b.
Das LGS ist effizient mit iterativen Verfahren lo¨sbar, welche die Eigenschaften
der Matrix-Vektor-Multiplikation bei Kronecker-Produkten aus Satz 2.5 ausnut-
zen. Die Anzahl der Summanden bewegt sich allerdings in der Gro¨ßenordnung
der Stu¨tzstellenanzahl. Da der Approximationsterm die meisten Summanden be-
sitzt und nur aus Kronecker-Produkten von Rang-1 Matrizen besteht, ist diese
große Anzahl an Summanden in bestimmten Fa¨llen ineffizient. Aufgrund des-
sen wird in Kapitel 3 eine Komprimierungsmo¨glichkeit vorgestellt. Weiterhin
mu¨ssen alle zusa¨tzlichen Erweiterungen bzgl. der Bestimmung eines Splines eine
Kronecker-Struktur besitzen, da es ansonsten zu Engpa¨ssen bei der Speicherka-
pazita¨t kommen kann.
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Abbildung 2.5.: Besetztheit der multivariaten Vandermonde-Matrix und der
Matrix des Approximationsanteils
In der linken Abbildung ist ein Beispiel fu¨r die Besetztheit der multivariaten
Vandermonde-Matrix Nµ(X|T ) mit den vorliegenden Daten aus der Problem-
stellung der Chemie zu sehen. Es ist deutlich zu erkennen, dass keine Struktur
vorhanden ist, da die Daten gestreut sind.
Auf der rechten Seite ist die Besetztheit der Matrix Nµ(X|T )tNµ(X|T ) des
Approximationsteils des Smoothing Splines dargestellt. Sie weist eine deutliche
Bandstruktur auf und ist außderdem symmetrisch.
2.3. Iterative Verfahren zum Lo¨sen von
linearen Gleichungssystemen
Der letzte Abschnitt verdeutlicht, dass die Bestimmung eines Tensorprodukt
Smoothing Splines sehr aufwendig und eine naive Herangehensweise nicht ziel-
fu¨hrend ist. Zur Bestimmung des Splines muss ein lineares Gleichungssystem
gelo¨st werden, auf dessen Koeffizientenmatrix nur als Summe von Kronecker-
Produkten zugegriffen werden kann. Dieser Umstand muss bei der Wahl eines
Lo¨sungsverfahrens beachtet werden. Es kommen somit keine Splitting-basierten
Verfahren wie das Jacobi- oder das Gauß-Seidel-Verfahren in Frage, da diese
die Matrix aufteilen und bei ihnen die Kronecker-Struktur nicht erhalten bleibt.
Die Verfahren beno¨tigen folglich Zugriff auf die gesamte Matrix oder die ein-
zelnen Elemente mu¨ssen fu¨r jeden Rechenschritt neu berechnet werden, was
unverha¨ltnisma¨ßig viele Rechenoperationen erfordern wu¨rde. Solche Splitting-
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basierten Verfahren lassen sich aber durchaus zur Vorkonditionierung einsetzen,
wie spa¨ter zu sehen sein wird. Weitere Informationen sind in [35] bzw. [21] zu
finden.
Die Eigenschaft von Kronecker-Produkten bei Matrix-Vektor-Multiplikationen
aus Satz 2.5 ist von großer Bedeutung beim Lo¨sen des LGS und sollte ausge-
nutzt werden. Der Aufbau des ausgewa¨hlten Verfahrens sollte daher auf einer
solchen Multiplikation basieren. Es bietet sich das Verfahren der konjugierten
Gradienten (CG-Verfahren) an, da die Matrix des linearen Gleichungssystems in
(2.12) symmetrisch und aufgrund der multivariaten Gram-Matrix positiv defi-
nit ist. Dabei ist zu beachten, dass die Matrix ihre positive Definitheit verlieren
kann, falls fu¨r den Gla¨ttungsparameter λ = 0 gilt. In diesem Fall ist die Matrix
allerdings immer noch positiv semidefinit.
Aufgrund der Problematik mit der positiven Definitheit soll zusa¨tzlich die ”Ge-
neralized minimal residual method“ (GMRES-Verfahren) betrachtet werden, da
diese ebenfalls auf einer Matrix-Vektor-Multiplikation basiert. Das GMRES-
Verfahren hat zwar eine schlechtere Konvergenzgeschwindigkeit im Vergleich
zum CG-Verfahren, allerdings lassen sich fu¨r das GMRES-Verfahren mehr An-
wendungsfa¨lle finden. Dies liegt daran, dass es weniger Voraussetzungen beno¨tigt.
Die Matrix des LGS muss lediglich regula¨r sein. Weiterhin ist es einfacher einen
Vorkonditionierer fu¨r das GMRES-Verfahren zu bestimmen. Die Vorkonditio-
nierer fu¨r die jeweiligen Verfahren mu¨ssen ebenfalls die Kronecker-Struktur er-
halten, weswegen am Ende dieses Abschnitts kurz das Prinzip der Vorkonditio-
nierung erla¨utert wird und die Verfahren an die Verwendung von Vorkonditio-
nierern angepasst werden.
2.3.1. CG-Verfahren & GMRES-Verfahren
Im Folgenden wird das Gleichungssystem
Ax = b mit A =
N∑
i=1
p⊗
j=1
Aij ∈ Rn×n mit Aij ∈ Rnj×nj , b ∈ Rn
betrachtet. Die Matrix A soll aufgrund des hohen Speicherbedarfs fu¨r große N
und p nicht im Ganzen verwendet werden, sondern es soll nur auf die Faktoren
der Kronecker-Produkte zugegriffen werden. Die Verfahren werden lediglich kurz
vorgestellt. Die Theorie hinter den Verfahren und weitere Informationen sind in
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Algorithmus 2.1 : CG-Verfahren
Input : A ∈ Rn×n symmetrisch und positiv definit, b ∈ Rn×n
Output : Lo¨sungsvektor x
1 begin
2 x0 ∈ Rn,
3 p0 := r0 := b− Ax0,
4 α0 := rt0r0, j := 0
5 while αj 6= 0 do
6 vj := Apj, λj := αjvtjpj
7 xj+1 := xj + λjpj
8 rj+1 := rj − λjvj
9 αj+1 := rtj+1rj+1
10 pj+1 := rj+1 + αj+1αj pj
11 j := j + 1
12 end
13 x := xj+1
14 end
[35], [21] und [15] zu finden. Das CG-Verfahren setzt voraus, dass die Matrix A
symmetrisch und positiv definit ist. Die Vorgehensweise von der Methode ist in
Algorithmus 2.1 beschrieben.
Die Matrix-Vektor-Multiplikation Apj ist bei dem CG-Verfahren die kritische
Stelle. Sie la¨sst sich mit der Eigenschaft des Kronecker-Produkts aus Satz 2.5
realisieren. Da dies die einzige Operation ist, bei welcher die Kronecker-Struktur
beru¨cksichtigt werden muss, la¨sst sich das Verfahren effizient umsetzen. Die Vor-
aussetzungen fu¨r das GMRES-Verfahren sind wesentlich schwa¨cher. Es reicht,
wie bereits erwa¨hnt, dass die Matrix des LGS regula¨r ist. Dafu¨r beno¨tigt das
GMRES-Verfahren in der Regel la¨nger zum Lo¨sen des LGS wie das CG-Verfahren.
Dieser Nachteil kann aber stellenweise durch die schnellere Bestimmung eines
Vorkonditionierers und dessen Verwendung kompensiert werden. An dieser Stel-
le soll kurz das Verfahren vorgestellt werden. Weitere Erla¨uterungen sind in [35]
zu finden, woraus das Verfahren u¨bernommen wurde.
Es wird das modifizierte GMRES-Verfahren mit “Restarts” verwendet. Das ein-
fache GMRES-Verfahren baut eine orthogonale Basis auf und sucht darin den
Lo¨sungsvektor. Bei der Methode mit ”Restarts“ wird nach einer Anzahl von
Iterationen diese Basis verworfen, wenn der berechnete Lo¨sungsvektor nicht die
Toleranz erfu¨llt. Das Verfahren wird daraufhin erneut gestarten, wobei der bis-
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her berechnete Lo¨sungsvektor als Initialisierung fu¨r den neu zu berechneten
Lo¨sungsvektor verwendet wird. Es wird erneut eine Orthogonalbasis aufgebaut
und das Verfahren setzt sich fort, solange die maximale Anzahl an Restarts noch
nicht erreicht ist. Das Verfahren ist im Algorithmus 2.2 aufgefu¨hrt.
Nachteilig bei der Verwendung des GMRES-Verfahrens sind das zweimalige Auf-
treten einer Matrix-Vektor-Multiplikation und der erho¨hte Speicherbedarf. Das
Speichern der Basisvektoren vj, j = 1, . . . ,m, kann dabei durchaus zu Speicher-
engpa¨ssen fu¨hren, da die Anzahl der zu speichernden Vektoren der Anzahl der
Iterationen entspricht. Dies sollte bei der Implementierung beachtet werden.
Weiterhin la¨sst sich bei genu¨gend Speicherkapazita¨t eine der beiden Matrix-
Vektor-Multiplikationen vermeiden, indem die Vektoren v˜j = Avj und x˜ = Ax0
gespeichert werden.
Die beiden vorgestellten Verfahren sind iterative Verfahren. Sie liefern allerdings
nach n Schritten ein exaktes Ergebnis, wenn symbolisch gerechnet wird. Auf-
grund von Rundungsfehlern ist dies in der Praxis nicht gegeben. Um die Anzahl
der Rechenschritte zu verringern bzw. die Konvergenz zu verbessern, soll im
na¨chsten Abschnitt das Prinzip der Vorkonditionierung erla¨utert werden.
2.3.2. Vorkonditionierung
Um die Idee der Vorkonditionierung zu erla¨utern, wird zuerst die Konditionszahl
einer regula¨ren Matrix definiert. Diese stammt aus [21].
Definition 2.24 (Konditionszahl) Seien ‖ · ‖ eine beliebige Matrixnorm und
A ∈ Rn×n eine regula¨re Matrix. Dann heißt
κ(A) := ‖A‖‖A−1‖
die Konditionszahl von A.
Die Konditionszahl einer Matrix beschreibt, wie stark sich die Lo¨sung eines LGS
bei einer Sto¨rung a¨ndert. Sie la¨sst sich als ein Maß fu¨r die Sto¨rungsanfa¨lligkeit
der Matrix auffassen.
Beispiel 2.25 Sei
A =

35 3 −40
3 45 −58
−40 −58 114
 .
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Algorithmus 2.2 : GMRES-Verfahren
Input : A ∈ Rn×n regula¨r, b ∈ Rn, max. Anzahl von Restarts, max. Iter.
m
Output : Lo¨sungsvektor x
1 begin
2 Wa¨hle x0 ∈ Rn, ε > 0, restart := 0 und r0 := b− Ax
3 if r0 6= 0 then
4 repeat
5 v1 := r0‖r0‖2 , γ1 := ‖r0‖2
6 for j = 1 : m do
7 for i = 1 : j do
8 hij := vtiAvj
9 end
10 wj := Avj −∑ji=1 hijvi, hj+1,j := ‖wj‖2
11 for i = 1 : j − 1 do
12
(
hij
hi+1,j
)
:=
(
ci si
−si ci
)(
hij
hi+1,j
)
13 end
14 β :=
√
h2jj + h2j+1,j, sj :=
hj+1,j
β
, cj := hjjβ
15 hjj := β, γj+1 := −sjγj, γj := cjγj
16 if γj+1 ≤ ε then
17 for i = j : 1 do
18 αi := 1hii (γi −
∑j
k=i+1 hikαk)
19 end
20 x := x0 +
∑j
i=1 αivi
21 STOP
22 else
23 vj+1 := wjhj+1,j
24 end
25 end
26 for i = m : 1 do
27 αi := 1hii (γi −
∑j
k=i+1 hikαk)
28 end
29 x := x0 +
∑m
i=1 αivi
30 x0 := x, r0 := b− Ax0
31 restarts := restarts+ 1
32 until restart ≤ max. Anzahl von Restarts;
33 end
34 x := x0
35 end
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Die Konditionszahl κ(A) wird mittels der Maximumsnorn berechnet und es ergibt
sich
κ(A) = ‖A‖∞‖A−1‖∞ = 492.21.
Das Ziel der Vorkonditionierung ist die Verringerung der Konditionszahl der
Matrix des Gleichungssystems, so dass das iterative Verfahren schneller konver-
giert. Ein Vorkonditionierer darf die Lo¨sung selbstversta¨ndlich nicht vera¨ndern,
soll aber die Sto¨rungsanfa¨lligkeit der Matrix reduzieren. Die Ideen, Definitionen
und Algorithmen sind aus [2], [35] sowie [21] entnommen.
Definition 2.26 (Vorkonditioniertes System) Seien PL und PR ∈ Rn×n
regula¨re Matrizen. Dann heißt
PLAPRxP = PLb mit x = PRxP
das zu Ax = b geho¨rige vorkonditionierte System.
Dabei wird PR als der Rechtsvorkonditionierer bezeichnet, wenn PR 6= I. Die
Einheitsmatrix hat die bestmo¨gliche Konditionszahl κ(I) = 1 und daher ist es
wu¨nschenswert, dass bei der Vorkonditionierung
PLA ≈ I, APR ≈ I bzw. PLAPR ≈ I
als Resultat erzielt wird. Eine direkte Invertierung der Matrix A ist numerisch
nicht sinnvoll und wa¨re bei dem vorliegenden Problem auch nicht effektiv um-
setzbar. Die Berechnung eines Vorkonditionierers muss mo¨glichst schnell sein,
damit seine Anwendung u¨berhaupt von Vorteil ist. Des Weiteren mu¨ssen die Vor-
konditionierer fu¨r das vorliegende Problem immer eine Kronecker-Struktur auf-
weisen, da ansonsten keine Verwendung mo¨glich ist. Fu¨r das GMRES-Verfahren
wird in Kapitel 4 ein Vorkonditionierer der Form
PLA ≈ I bzw. APR ≈ I
vorgestellt. Die Matrizen PL und PR mu¨ssen lediglich regula¨r sein und die ge-
forderte Kronecker-Struktur besitzen. Der Vorkonditionierer kann in den Algo-
rithmus des GMRES-Verfahrens integriert werden, indem die Matrix-Vektor-
Multiplikation Avj durch PLAvj bzw. APRvj ersetzt wird. Der Vektor b oder
der Lo¨sungsvektor xP mu¨ssen entsprechend mit PL oder PR multipliziert wer-
den. Die Anpassung des GMRES-Verfahren ist somit sehr einfach und bis auf
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die Berechnung des Vorkonditionierers muss kaum ein zusa¨tzlicher Aufwand
betrieben werden, da die Anzahl der Rechenoperationen nur um eine Matrix-
Vektor-Multiplikation erho¨ht wird. Diese Matrix-Vektor-Multiplikation ist bei
dem spa¨ter vorgestellten Vorkonditionierer wesentlich schneller zu berechnen als
die eigentliche Multiplikation Ax. Dies liegt daran, dass die Matrix des Vorkon-
ditionierers zwar eine Summe von Kronecker-Produkten ist, diese aber in der
Regel sehr viel weniger Summanden als A besitzt.
Bei der Vorkonditionierung fu¨r das CG-Verfahren muss neben der Regularita¨t
und der Kronecker-Struktur beachtet werden, dass der Vorkonditionierer die
Symmetrie und die positive Definitheit erha¨lt, da ansonsten das CG-Verfahren
nicht mehr angewendet werden kann. Die Symmetrie und die positive Definitheit
ko¨nnen allerdings zur Bestimmung des Vorkonditionierers ausgenutzt werden.
Mit Hilfe einer regula¨ren Matrix PL la¨sst sich fu¨r Ax = b folgendes vorkonditio-
niertes System aufstellen
AP = PLAP tL, xP = P−tL x und bP = PLb,
welches anstelle des urspu¨nglichen LGS gelo¨st wird. Da mo¨glichst PLAP tL ≈ I
gelten soll, ist die Bestimmung von PL fu¨r den vorliegenden Fall nur mit großem
Aufwand u¨berhaupt mo¨glich, weil PL meistens u¨ber Zerlegungen bestimmt wird.
Fu¨r das CG-Verfahren muss die Matrix PL allerdings nicht explizit bekannt sein.
Es reicht stattdessen, wenn eine Matrix C existiert mit
C = P tLPL.
Es ist weiterhin wichtig, dass die Matrix C theoretisch in eine solche Form zer-
legbar ist. Diese Darstellung entspricht einer Cholesky-Zerlegung und garantiert,
dass die Symmetrie und positive Definitheit erhalten bleiben. Ansonsten wa¨re
das CG-Verfahren, wie bereits erwa¨hnt, nicht mehr anwendbar. Mit der Matrix
C la¨sst sich der Algorithmus 2.3 fu¨r das vorkonditionierte CG-Verfahren aus
[35] aufstellen. Es wird ebenfalls eine zusa¨tzliche Matrix-Vektor-Multiplikation
beno¨tigt. Bei dem spa¨ter vorgestellten Vorkonditionierer wird diese aber nur im-
plizit verwendet, da anstelle dessen ein LGS gelo¨st wird, um eine Invertierung
der verwendeten Matrix zu vermeiden.
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Algorithmus 2.3 : CG-Verfahren
Input : A ∈ Rn×n und C ∈ Rn×n beide symmetrisch und positiv definit,
b ∈ Rn
Output : Lo¨sungsvektor x
1 begin
2 Wa¨hle x0 ∈ Rn.
3 Berechne r0 := b− Ax0, p0 := Cr0, α0 := rt0p0, j := 0
4 while αj 6= 0 do
5 vj := Apj, λj := αjvtjpj
6 xj+1 := xj + λjpj
7 rj+1 := rj − λjvj
8 zj+1 := Crj+1, αj+1 := rtj+1zj+1
9 pj+1 := zj+1 + αj+1αj pj
10 j := j + 1
11 end
12 x := xj+1
13 end
Es gibt mehrere Mo¨glichkeiten C zu wa¨hlen. Eine sehr einfache Form stellen
Skalierungen dar. Eine Skalierung ist wie folgt definiert:
Definition 2.27 (Skalierung) Eine regula¨re Diagonalmatrix
D = diag(d11, . . . , dnn) ∈ Rn×n
heißt Skalierung.
Diese Definition stammt aus [35]. Gleiches gilt fu¨r die folgenden Vorschla¨ge fu¨r
mo¨gliche Skalierungen, basierend auf einer regula¨ren Matrix A ∈ Rn×n:
1. Skalierung mit den Reziprokwerten der Hauptdiagonalen, wobei aii 6= 0
fu¨r i = 1, . . . , n:
dii :=
1
aii
, i = 1, . . . , n. (2.14)
2. Zeilen-/Spaltenskalierung bzgl. der Betragssummennorm:
dii :=
1
n∑
j=1
|aij|
bzw. djj :=
1
n∑
i=1
|aij|
(2.15)
fu¨r i, j = 1, . . . , n.
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3. Zeilen-/Spaltenskalierung bzgl. der euklidischen Norm:
dii :=
1(
n∑
j=1
|aij|2
)1/2 bzw. djj := 1( n∑
i=1
|aij|2
)1/2 (2.16)
fu¨r i, j = 1, . . . , n.
4. Zeilen-/Spaltenskalierung bzgl. der Maximumsnorm:
dii :=
1
max
j=1,...,n
|aij| bzw. djj :=
1
max
i=1,...,n
|aij| (2.17)
fu¨r i, j = 1, . . . , n.
Die Gu¨te der Vorkonditionierung ha¨ngt von der jeweiligen Norm ab. Skalierun-
gen erfu¨llen nicht zwingend die Anforderungen, welche an einen Vorkonditionie-
rer fu¨r das CG-Verfahren gestellt werden. Dies muss insofern vorher u¨berpru¨ft
werden. Skalierungen ko¨nnen ebenfalls fu¨r das GMRES-Verfahren verwendet
werden. Vorteilhaft ist, dass sie sehr schnell zu berechnen sind, der Speicher-
bedarf sehr gering und aufgrund dessen die Kronecker-Struktur nicht zwingend
no¨tig ist. Dies liegt daran, dass die Diagonale als Vektor gespeichert werden
kann.
Beispiel 2.28 Sei A wie in Beispiel 2.25 gewa¨hlt. Es soll in diesem Beispiel
verdeutlicht werden, dass Skalierungen die Konditionszahl sowohl verschlechtern
wie auch verbessern ko¨nnen. Zuerst wird die Skalierung aus (2.14) gewa¨hlt. Es
gilt
D =

1
35 0 0
0 145 0
0 0 1114

und fu¨r die Konditionszahl folgt
κ(AD) = ‖AD‖∞‖(AD)−1‖∞ = 738.17.
Die Konditionszahl verschlechtert sich. Eine Verbesserung wird mit der Skalie-
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rung aus (2.17) erzielt. Es gilt
D˜ =

1
40 0 0
0 158 0
0 0 1114

und fu¨r die Konditionszahl folgt
κ(AD˜) = ‖AD˜‖∞‖(AD˜)−1‖∞ = 483.15.
Die Konditionszahl verbessert sich aber nicht wesentlich. Dies deutet den be-
grenzten Nutzen von Skalierungen an.
In [24] wurde die Skalierung aus (2.14) auf das aktuelle Problem angewendet
und dort sind ebenfalls die zugeho¨rigen Resultate zu finden. Sie konnten in
diesem konkreten Fall durchaus u¨berzeugen. In Kapitel 6 werden diese Resul-
tate mit den spa¨ter vorgestellten Vorkonditionierern verglichen. Der Nachteil
von Skalierungen liegt in der geringen Verwendung von Informationen u¨ber die
Matrix A. Aufgrund dessen soll in den Kapiteln 4 und 5 die Umsetzung von Vor-
konditionierern vorgestellt werden, welche mehr Informationen verwenden. Die
Kronecker-Struktur ist dabei von zentraler Bedeutung und entscheidend dafu¨r,
dass die meisten etablierten Vorkonditionierer (siehe [35] und [2]) — wie zum
Beispiel die unvollsta¨ndige LU-Zerlegung — nicht in Frage kommen.
2.4. Multilinearformen & Tensoren
Im Unterkapitel 2.1 wurde die Mo¨glichkeit aufgezeigt, eine Matrix durch eine
Summe von Kronecker-Produkten mit zwei Faktoren zu approximieren. Bei der
betrachteten Problemstellung gleicht die Anzahl der Faktoren des Kronecker-
Produkts der Anzahl der Dimensionen, da die Faktoren aus den univariaten
Komponenten des Smoothing Splines gebildet werden. Deshalb werden bei der
Approximation einer gegebenen Matrix A ∈ Rm×n mit einer Summe von Kron-
ecker-Produkten mehr als zwei Faktoren beno¨tigt
A ≈
N∑
i=1
p⊗
j=1
Aij mit m =
p∏
j=1
mj, n =
p∏
j=1
nj und Aij ∈ Rmj×nj .
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Das Verfahren zur Bestimmung einer solchen Approximation wird in Kapi-
tel 3 vorgestellt. Fu¨r dieses Verfahren wird die Matrix A ins Mehrdimensionale
u¨bertragen und die Approximation wird mit Hilfe der multilinearen Algebra be-
stimmt. Aufgrund dessen sollen an dieser Stelle vorbereitend beno¨tigte Elemente
aus der multilinearen Algebra vorgestellt werden. Bei diesen Elementen handelt
es sich um Multilinearformen und Tensoren. Als Quellen fu¨r diese dienen [14,
23, 25] sowie [18]. Eine Multilinearform la¨sst sich, angelehnt an [14], wie folgt
definieren:
Definition 2.29 (Multilinearform) Eine Abbildung
X[ : V1 × · · · × Vp → K,
wobei K ein Ko¨rper ist und V1, . . . , Vp Vektorra¨ume u¨ber diesem, wird p-dimen-
sionale Multilinearform genannt, wenn fu¨r alle ui ∈ Vi, i = 1, . . . , p erfu¨llt ist,
dass:
1. Fu¨r alle λ ∈ K gilt
X[[u1, . . . , λui, . . . , up] = λX[[u1, . . . , up], i = 1, . . . , p,
2. und fu¨r alle w ∈ Vi
X[[u1, . . . , ui + w, . . . , up] = X[[u1, . . . , ui, . . . , up] +X[[u1, . . . , w, . . . , up],
fu¨r i = 1, . . . , p.
Bemerkung 2.30 In dieser Arbeit werden nur Multilinearformen auf endlich-
dimensionalen Vektorra¨umen Rmjnj , j = 1, . . . , p, betrachtet. Die verwendete
Multilinearform entspricht somit
X[ : Rm1n1 × · · · × Rmpnp → R.
Das ist relevant, da in diesem Fall eine Multilinearform mit einem Tensor iden-
tifiziert werden kann. Die Identifizierung wird im Folgenden na¨her ausgefu¨hrt
und wurde bereits in [31] im Zusammenhang mit einer mehrdimensionalen Sin-
gula¨rwert-Zerlegung untersucht.
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Um den Zusammenhang zwischen Multilinearformen und Tensoren erkla¨ren zu
ko¨nnen, muss weiter der Begriff des Tensors definiert werden. Fu¨r eine besse-
re U¨bersicht wird die folgende Notation bzgl. der auftretenden Dimensionen
festgelegt
γ = (m1, . . . ,mp), η = (n1, . . . , np) und m =
p∏
j=1
mj, n =
p∏
j=1
nj
und weiterhin wird auf den Begriff des Multiindexes aus Definition 2.15 zuru¨ckge-
griffen. Es sei
Γγη := {α ∈ Np : αj ≤ mjnj, j = 1, . . . , p}
eine Menge von Multiindizes. Die folgenden Bezeichnungen und Definitionen
sind an [18], [23] sowie [16] angelehnt.
Definition 2.31 (Tensor) Seien m1n1, . . . ,mpnp ∈ N. Ein Tensor ist definiert
durch
Rm1n1×···×mpnp 3 X := [xα = xα1,...,αp : α ∈ Γγη].
Ein Tensor kann als ein mehrdimensionales Array oder eine mehrdimensionale
Matrix aufgefasst werden. Ein einfaches Beispiel fu¨r einen dreidimensionalen
Tensor ist in Abbildung 2.6 zu finden. Da es nicht sinnvoll scheint auf eine solche
Struktur mittels xα nur elementweise zu zugreifen, soll auf die Octave-Notation
zuru¨ckgegriffen werden. Bei einer Matrix A ist mit der Bezeichnung A(i, :) die i-
te Zeile gemeint und die Bezeichnung fu¨r die j-te Spalte ist analog. Dies la¨sst sich
auf Tensoren erweitern, nur dass mehr als zwei Dimensionen ins Spiel kommen.
Fu¨r einen dreidimensionalen Tensor X ∈ Rk×m×n bezeichnet X (:, :, i) die i-te
Matrix in der dritten Dimension. Wenn dies auf ho¨here Dimensionen u¨bertragen
wird, la¨sst sich erkennen, dass ein Tensor durch Tensoren mit einer Dimension
weniger aufgebaut werden kann. Es gilt weiter, dass xα1α2α3 = X (α1, α2, α3). Die
Abbildung 2.7 und das folgende Beispiel versuchen dies zu veranschaulichen.
Beispiel 2.32 Eine Matrix ist ein einfaches Beispiel fu¨r einen zweidimensiona-
len Tensor. Tensoren in ho¨heren Dimensionen setzen sich ebenfalls aus Matri-
zen zusammen und ein mo¨gliches Beispiel fu¨r einen dreidimensionalen Tensor
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α
1 = 1, . . . , k
1
α 3
=
1,
. .
. ,
k 3
α
2
=
1,
..
.,
k
2
Abbildung 2.6.: Tensor im 3D
Die Abbildung zeigt einen dreidimensionalen Tensor. Die Anordnung der Ele-
mente ist der einer Matrix sehr a¨hnlich. Es wird nur eine Dimension mehr
beno¨tigt X (α1, α2, α3) = xα1α2α3. Die Idee fu¨r die Darstellung stammt aus [23].
X ∈ R3×3×2 ko¨nnte wie wie folgt aussehen:
X (:, :, 1) =

8 4 6
4 2 3
12 6 9

und
X (:, :, 2) =

16 8 12
8 4 6
24 12 18
 .
Die Zusammensetzung von Tensoren aus Matrizen la¨sst sich in drei Dimensio-
nen anschaulich durch Stapeln der Matrizen (siehe Abbildung 2.7) visualisieren.
In ho¨heren Dimensionen ist dies aufgrund der Anzahl der Dimensionen nicht
mehr mo¨glich. Aber der Aufbau setzt sich analog fort. Ein Tensor kann durch
Tensoren mit einer Dimension weniger zusammengesetzt werden. Die Dimen-
sionen in den einzelnen Richtungen mu¨ssen allerdings u¨bereinstimmen.
Um den Zusammenhang zwischen Tensoren und Multilinearformen explizit be-
schreiben zu ko¨nnen, mu¨ssen weitere Eigenschaften und Definitionen von Tenso-
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X (:, α2, :) X (α1, :, :) X (:, :, α3)
Abbildung 2.7.: Aufbau eines Tensor durch Matrizen
Die Grafik zeigt, wie sich ein dreidimensionaler Tensor durch Matrizen aufbauen
la¨sst. Diese Vorstellung kann dabei helfen, die Umsetzung der Matricization aus
Definition 2.39 besser zu veranschaulichen. Weiterhin setzt sich jeder Tensor
durch niedrigdimensionale Tensoren zusammen. Die Skizze ist angelehnt an eine
Abbildung aus [23].
ren betrachtet werden. Analog zu Matrizen la¨sst sich auch fu¨r Tensoren ein Rang
angeben. In diesem Zusammenhang spielt das mehrdimensionale A¨quivalent der
Rang-1 Matrix eine Rolle. Um dieses einfu¨hren zu ko¨nnen, muss der Begriff des
a¨ußeren bzw. dyadischen Produkts ins Mehrdimensionale u¨bertragen werden.
Da der Begriff des a¨ußeren Produkts nicht eindeutig und der des dyadischen
Produkts im Mehrdimensionalen nicht mehr sinngema¨ß ist, wird dieses Produkt
im Folgenden als tensorielles Produkt bezeichnet, wie es auch in der Litera-
tur bekannt ist (siehe [14]). Die Bezeichnung sowie die Definition sind an [14]
angelehnt.
Definition 2.33 (Tensorielles Produkt) Das tensorielle Produkt von p reel-
len Vektoren v1 ∈ Rm1n1 , . . . , vp ∈ Rmpnp ist definiert als eine Verknu¨pfung der
Form
⊗t : Rm1n1 × · · · × Rmpnp → Rm1n1×···×mpnp
mit
(v1, . . . , vp) 7→ v1 ⊗t · · · ⊗t vp.
Die Bezeichnung ⊗t des gerade definierten Produktes soll Verwechslungen mit
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dem Kronecker-Produkt vorbeugen. In der ga¨ngigen Literatur ist die Bezeich-
nung dieser beiden Produkte oftmals identisch. In der Definition ist das tensori-
elle Produkt nur auf Vektoren definiert, was dem Rang-1 Charakter entspricht.
Dies ist allerdings nicht zwangsweise notwendig, da das Produkt assoziativ ist.
Fu¨r zwei Matrizen B = b1 ⊗t b2 ∈ Rk1×k2 und C = c1 ⊗t c2 ∈ Rq1×q2 gilt
B ⊗t C = (b1 ⊗t b2)⊗t (c1 ⊗t c2)
= [aα = bα1,α2 · cα3,α4 : α ≤ (k1, k2, q1, q2)] = A ∈ Rk1×k2×q1×q2 .
Daraus folgt, dass das tensorielle Produkt zweier Matrizen einem vierdimen-
sionalen Tensor entspricht. Das Ergebnis eines mehrdimensionalen, tensoriellen
Produkts zwischen Vektoren ist ein Tensor, welcher als Analogon zu einer Rang-
1 Matrix aufgefasst werden kann. Daher soll er im Folgenden als Rang-1 Tensor
bezeichnet werden.
Definition 2.34 (Rang-1 Tensor) Sei vj ∈ Rnjmj . Ein Rang-1 Tensor ist
definiert durch
Rm1n1×···×mpnp 3 V := v1 ⊗t · · · ⊗t vp := [vα = vα1 · · · vαp : α ∈ Γγη].
Fu¨r Multilinearformen existiert eine identische Struktur, welche als 1-Form be-
zeichnet wird (siehe [25]). Da Multilinearformen in dieser Arbeit a¨quivalent zu
Tensoren verwendet werden ko¨nnen, wie spa¨ter zu sehen sein wird, werden diese
Begriffe gleichbedeutend benutzt. Die Idee eines Rang-1 Tensors ist in Abbil-
dung 2.8 skizziert und folgendes Beispiel veranschaulicht dessen Aufbau und
Struktur:
Beispiel 2.35 In zwei Dimensionen entspricht ein Rang-1 Tensor offensichtlich
einer Rang-1 Matrix. In drei Dimensionen la¨sst sich ein Rang-1 Tensor mit
dem tensoriellen Produkt darstellen. Der Tensor X aus Beispiel 2.32 kann zum
Beispiel als folgender Rang-1 Tensor geschrieben werden:
X =

2
1
3
⊗t

4
2
3
⊗t
1
2
 .
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X
=
v1
v2
v3
Abbildung 2.8.: Rang-1 Tensor
Die Abbildung zeigt einen dreidimensionalen Tensor, welcher durch einen Rang-
1 Tensor beschrieben werden kann
X = v1 ⊗t v2 ⊗t v3.
Die Idee fu¨r die Darstellung eines dreidimensionalen Rang-1 Tensors stammt
aus [23].
Jeder Tensor kann als Summe von Rang-1 Tensoren ausgedru¨ckt werden. Der
Rang eines Tensors entspricht der minimalen Anzahl von Rang-1 Tensoren, die
fu¨r eine solche Darstellung beno¨tigt werden.
Definition 2.36 (Rang eines Tensors) Sei X ∈ Rm1×···×mp ein Tensor. Der
Rang rang(X ) = r des Tensors ist definiert durch die minimale Anzahl an Rang-
1 Tensoren mit denen X dargestellt werden kann
X =
r∑
i=1
vi1 ⊗t · · · ⊗t vip mit vij ∈ Rmj , j = 1, ..., p.
Die Darstellung bzgl. Rang-1 Tensoren muss allerdings nicht eindeutig sein. Eine
solche Formulierung des Rangs ist auch fu¨r Multilinearformen mo¨glich, indem
diese durch Summen von 1-Formen dargestellt werden. Die Formulierung la¨sst
sich aber nur anwenden, wenn die Multilinearform auf endlichdimensionalen
Vektorra¨umen basiert. Weitere Bezeichnungen fu¨r einen Rang-1 Tensor sind
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Elementartensor oder kanonischer Tensor, siehe [16, 18, 23].
Bemerkung 2.37 Die Menge der Rang-1 Tensoren bildet eine echte Untermen-
ge der Menge der Tensoren
{v1 ⊗t · · · ⊗t vp : vj ∈ Rmjnj , j = 1, . . . , p} ⊂ {X : X ∈ Rm1n1×···×mpnp}
Wenn fu¨r die Vektoren des tensoriellen Produkts der Rang-1 Tensoren die Basis-
vektoren der einzelnen Vektorra¨ume verwendet werden, la¨sst sich so eine Basis
aufstellen. Dies ist aber weitla¨ufig bekannt und zum Beispiel in [18] expliziter
nachzulesen.
Die weiteren Ausfu¨hrungen bzgl. Tensoren gelten in dem hier vorliegenden Fall
ebenfalls fu¨r Multilinearformen, was wiederum in [25] zu finden ist. Auf Tensoren
X ,Y ∈ Rm1n1×···×mpnp la¨sst sich laut [18] ein inneres Produkt
〈X ,Y〉 := ∑
α≤γη
xαyα
und damit eine Norm
‖X‖2F =
∑
α≤γη
x2α
definieren. Es gilt
〈X ,X〉 = ‖X‖2F .
Fu¨r die effiziente Berechnung des inneren Produkts zweier Rang-1 Tensoren
la¨sst sich deren Struktur ausnutzen, so dass nur das Produkt der univariaten
Skalarprodukte berechnet werden muss. Seien V ∈ Rm1n1×···×mpnp und U ∈
Rm1n1×···×mpnp zwei Rang-1 Tensoren. Fu¨r das innere Produkt folgt:
〈V ,U〉 =
p∏
j=1
vtjuj mit vj, uj ∈ Rmjnj . (2.18)
Diese Eigenschaft wird im Zusammenhang mit den Summen von Kronecker-
Produkten bei den Smoothing Splines aus Kapitel 2.2 noch sehr wichtig sein.
Weiterhin la¨sst sich mit Hilfe des inneren Produkts die Orthogonalita¨t von Rang-
1 Tensoren definieren. Dies ist aus [22] u¨bernommen.
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Definition 2.38 (Orthogonalita¨t) Seien U ,V ∈ Rm1n1×···×mpnp zwei Rang-1
Tensoren. Die Rang-1 Tensoren sind orthogonal (U ⊥ V), wenn gilt
〈U ,V〉 = 0.
In [22] wird dies ausfu¨hrlicher untersucht und es wird zwischen verschiedenen
starken Orthogonalita¨ten unterschieden. An dieser Stelle reicht die einfache Or-
thogonalita¨t aus, da sie nur kurz zu Beginn des Kapitels 3 beno¨tigt wird. Um
Multilinearformen bzw. Tensoren fu¨r die Komprimierung von den gegebenen
Kronecker-Produkt Summen verwenden zu ko¨nnen, la¨sst sich ein Zusammen-
hang zwischen Kronecker-Produkten und Rang-1 Tensoren ausnutzen. Sei die
Matrix A ein Kronecker-Produkt
Rm×n 3 A =
p⊗
j
Aj mit Aj ∈ Rmj×nj .
Mit Hilfe des vec-Operators aus Definition 2.3
A ∈ Rm×n 7→ vec(A) ∈ Rmn
la¨sst sich obiges Kronecker-Produkt zu einem Rang-1 Tensor umstrukturieren
A1 ⊗ · · · ⊗ Ap︸ ︷︷ ︸
Kronecker-Produkt
∼= v(A1)⊗t · · · ⊗t v(Ap)︸ ︷︷ ︸
p-dim. Rang-1 Tensor
. (2.19)
Dies kann als das ho¨herdimensionale Analogon der Umstrukturierung R(·) von
einem Kronecker-Produkt mit zwei Faktoren aus (2.3) aufgefasst werden. Dort
wurde ebenfalls fu¨r die Komprimierung eine Umstrukturierung der zu approxi-
mierenden Matrix verwendet. Fu¨r die Umformung in (2.19) la¨sst sich in diesem
Zusammenhang eine Bijektion zwischen den Zeilen- und Spaltenindizes der Ma-
trix und den Multiindizes des Rang-1 Tensors aufstellen
ρ : {1, . . . ,m} × {1, . . . , n} 7→ Γγη. (2.20)
Es gibt viele Mo¨glichkeiten diese Bijektion zu wa¨hlen und in [23] sowie in vielen
anderen Quellen wird sie nicht explizit angegeben. Wenn allerdings als Voraus-
setzung gefordert wird, dass sie ein Kronecker-Produkt auf einen Rang-1 Tensor
abbilden und die Reihenfolge der Komponenten nicht vera¨ndert werden soll,
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dann kann die Bijektion eindeutig angegeben werden. Die Funktion ρ(i, j) = α
wird folgendermaßen realisiert: Zuerst werden die Indizes fu¨r die Kronecker-
Struktur (i1, j1),. . . ,(ip, jp) berechnet. Es ist dabei nicht relevant, ob die Matrix
u¨berhaupt eine Kronecker-Struktur besitzt. Diese erste Berechnung dient nur als
Hilfestellung fu¨r die Berechnung der Indizes des Tensors. Es geht prima¨r, um
die Position der Elemente. Die Berechnung des Indexes ik fu¨r den gegebenen
Index i soll im Folgenden vorgestellt werden:
ik =
i(k) mod
p∏
`=k+1
m`
 mit k = 1, . . . , p− 1
wobei i(1) = i sowie
i(k) =

i(k−1) mod
p∏
`=k
m`, fu¨r i(k−1) mod
p∏
`=k
m` 6= 0
p∏
`=k
m`, sonst
fu¨r k = 2, . . . , p − 1. Der Operator dxe := min{k ∈ Z | k ≥ x} bezeichnet die
Aufrundungsfunktion. Der letzte Index ip fu¨r die Kronecker-Struktur berechnet
sich durch
ip =
i
(p−1) mod mp, fu¨r i(p−1) mod mp 6= 0
mp, sonst.
Die Berechnung der Indizes jk fu¨r die Spalten funktioniert analog. Mit Hilfe
dieser Indizes lassen sich die einzelnen Werte des Multiindexes α durch
αk = ikjk + (jk − 1)mk
berechnen. Dies entpricht der Vektorisierung der Faktoren des Kronecker-Pro-
dukts. Wie bereits erwa¨hnt, kann die Abbildung ρ auf die Indizes einer Matrix
ohne Kronecker-Struktur angewendet werden, so dass gilt
Rm×n 3 X ↔ X mit X(i, j) = xρ(i,j) = xα.
Spa¨ter wird auch eine Umkehrung beno¨tigt werden. Es muss dann ausgehend
von einem Multiindex α ∈ Γγη der zugeho¨rige Spaltenindex berechnet werden.
Gesucht ist folglich eine Abbildung, welche einen Multiindex auf einen eindi-
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mensionalen Index abbildet
ψ : Γγη → {1, . . . ,mn}.
Die Abbildung entspricht im Grunde einer Umkehrfunktion von ρ, allerdings
nur auf einer Komponente. Sie la¨sst sich angeben durch
ψ(α) = ψ(α, γ, η) :=
p∑
i=1
(αi − 1) i−1∏
j=1
mjnj
 .
Mit Hilfe dieser Umstrukturierungen la¨sst sich eine beliebige Matrix als Tensor
bzw. Multilinearform auffassen, solange sich die Spalten- und Zeilendimensionen
der Matrix in Produkte m = ∏pj=1mj und n = ∏pj=1 nj aufteilen lassen. Wei-
terhin ist die Umstrukturierung ρ einer Matrix in einen Tensor analog zu dem
Operator R(·) in jeder Komponente linear. Dies la¨sst sich durch Nachrechnen
beweisen.
Im letzten Teil dieses Abschnittes soll erla¨utert werden, inwiefern eine Matrix
bzw. die Umstrukturierung in einen Tensor als Multilinearform aufgefasst wer-
den kann. In [31] wurde bereits der Zusammenhang zwischen Multilinearformen
und Tensoren bei der Zerlegung von Tensoren mittels einer ho¨herdimensionalen
SVD aufgefu¨hrt. Die Multilinearform X[[u1, . . . , up] einer Matrix A ∈ Rm×n ent-
spricht der Umstrukturierung dieser in einen Tensor X und dem Aufsummieren
des komponentenweisen Produkts mit den Variablen. Dies wird versta¨ndlicher,
wenn die Variablen als Rang-1 Tensor aufgefasst werden. Es gilt folglich
A→ X sowie (u1, . . . , up)→ u1 ⊗t · · · ⊗t up wobei uj ∈ Rmjnj .
Die Multilinearform la¨sst sich ausdru¨cken durch
X[[u1, . . . , up] =
∑
α∈Γγη
xαuα.
Falls die Matrix A einem Kronecker-Produkt enspricht, also in einen Rang-1
Tensor umgewandelt werden kann
A→ X = v1 ⊗t · · · ⊗t vp wobei vj ∈ Rmjnj ,
dann kann die Gleichung (2.18) ausgenutzt werden. Fu¨r die zugeho¨rige Multili-
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nearform gilt
X[[u1, . . . , up] =
p∏
j=1
vtjuj.
und eine solche Multilinearform wird 1-Form genannt. Die Umsetzung wird
spa¨ter wichtig sein. Es wurden zwei Mo¨glichkeiten vorgestellt, wie eine Mul-
tilinearform im Kontext von Tensoren umzusetzen ist. Die naive Umsetzung
entspricht der Aufsummierung der komponentenweisen Multiplikation des Ten-
sors und des Rang-1 Tensors, welcher die Variablen entha¨lt. Zur besseren und
u¨bersichtlicheren Umsetzung von Multilinearformen auf Tensoren soll der Be-
griff der multilinearen Multiplikation eingefu¨hrt werden. Es wird dabei in jeder
Dimension ein Vektor bzw. eine Matrix an den Tensor multipliziert.
Eine Matrix ist ein gutes Beispiel, um diesen Sachverhalt zu verstehen. Es wer-
den von links und rechts Vektoren an die Matrix multipliziert, in jeder Di-
mension ein Vektor, und dadurch erha¨lt man eine Bilinearform. Die zu mul-
tiplizierenden Vektoren entsprechen den Argumenten der Bilinearform. Wenn
anstelle von Vektoren Matrizen als Argumente betrachtet werden, handelt es
sich um eine bilineare Abbildung. Fu¨r die mehrdimensionale Multiplikation
braucht es zusa¨tzlich eine Umstrukturierung des Tensors in verschiedene Ma-
trizen, abha¨ngig von den jeweiligen Dimensionen. Diese wird als Matricization
bezeichnet und ist als ”Pla¨ttung“ des Tensors in die verschiedenen Richtungen
zu verstehen. Die Definition der beiden Begriffe stammt aus [23].
Definition 2.39 (Matricization) Sei X ∈ Rm1n1×···×mpnp ein Tensor und sei
j = 1, . . . , p. Die Matricization in die j-te Dimension ist definiert durch
Mj : Rm1n1×···×mpnp → Rmjnj×m˜, mit m˜ =
∏
`6=j
m`n`,
und
(Mj(X ))αj ,ψ(α1,...,αj−1,αj+1,...,αp) := xα1,...,αp
wobei die Funktion ψ die u¨brigen Komponenten der Multiindizes auf den ent-
sprechenden Spaltenindex abbildet.
Eine Matricization la¨sst sich durch eine Abbildung der Multiindizes auf den
Zeilen- und Spaltenindex realisieren, wobei die bekannten Funktionen ρ und ψ
verwendet werden. Diese ”Pla¨ttung“ la¨sst sich einfacher nachvollziehen, wenn
der Leser Abbildung 2.7 betrachtet und sich vorstellt, dass die einzelnen Schei-
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ben des ”Stapels“ von Matrizen in der gewa¨hlten Richtung nebeneinander gelegt
werden. Folgendes Beispiel zeigt ebenfalls, wie diese Umstrukturierung umzu-
setzen ist:
Beispiel 2.40 Der Tensor X aus dem Beispiel 2.32 la¨sst sich wie folgt in die
verschiedenen Richtungen zu einer Matrix umstrukturieren:
M1(X ) =

2
1
3
⊗t ((4 2 3)⊗ (1 2))
=

8 16 4 8 6 12
4 8 2 4 3 6
12 24 6 12 9 18
 .
M2(X ) =

4
2
3
⊗t ((2 1 3)⊗ (1 2))
=

8 16 4 8 12 24
4 8 2 4 6 12
6 12 3 6 9 18
 .
M3(X ) =
1
2
⊗t ((2 1 3)⊗ (4 2 3))
=
 8 4 6 4 2 3 12 6 9
16 8 12 8 4 6 24 12 18
 .
Es la¨sst sich an dieser Stelle deutlich die Ausnutzung der zugrundeliegenden
Rang-1 Struktur von X erkennen.
Mit Hilfe der Matricization la¨sst sich eine multilineare Multiplikation auf Ten-
soren definieren.
Definition 2.41 (Multilineare Multiplikation) Sei X ∈ Rm1n1×···×mpnp, j =
1, . . . , p und Uj ∈ Rkj×mjnj . Dann ist die Multiplikation in der j-ten Dimension
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Uj ◦j X definiert durch
Mj (Uj ◦j X ) := UjMj(X ) ∈ Rkj×m˜, mit m˜ =
∏
`6=j
m`n`
sowie den Eintra¨gen
(Uj ◦j X )α1,...,αj−1,kj ,αj+1,...,αp :=
mjnj∑
αj=1
(Uj)kj ,αjXα1,...,αj−1,αj ,αj+1,...,αp .
Die multilineare Multiplikation mit den Matrizen Uj ∈ Rkj×mjnj , j = 1, . . . , p,
ist definiert durch
(U1, . . . , Up) ◦ X := U1 ◦1 · · · ◦p−1 Up ◦p X ∈ Rk1×···×kp ,
wobei die Reihenfolge vernachla¨ssigt werden kann.
Ein Tensor X la¨sst sich als Multilinearform X[ verstehen, wenn er in jeder
Dimension mit einem Vektor multipliziert wird
u1 ◦1 · · · ◦p−1 up ◦p X = X[[u1, . . . , up].
Diese Darstellung einer Multilinearform wird durch folgendes Beispiel deutlich:
Beispiel 2.42 Der Tensor X aus Beispiel 2.32 soll zur Veranschaulichung der
multilinearen Multiplikation mit den Vektoren

1
1
1
 ,

1
1
1
 ,
1
1


multipliziert werden

1
1
1
 ,

1
1
1
 ,
1
1

 ◦ X =

1
1
1
 ◦1

1
1
1
 ◦2
1
1
 ◦3 X .
Es wird zuerst der Vektor
(
1 1
)t
in der dritten Dimension multipliziert und
62 2. Grundlagen
mit dem Beispiel 2.40 ergibt sich

1
1
1
 ,

1
1
1
 ,
1
1

 ◦ X = (1 1 1)

24 12 36
12 6 18
18 9 27


1
1
1
 = 162.
Durch die Multiplikation mit einem Vektor verringert sich die Dimension des
Tensors um 1 und damit kann die multilineare Multiplikation mit den anderen
beiden Vektoren durch eine Matrix-Vektor-Multiplikation ausgedru¨ckt werden.
Das Ergebnis der multilinearen Multiplikation la¨sst sich u¨ber die Rang-1 Dar-
stellung effizienter berechnen
(
2 1 3
)
1
1
1
⊗t (4 2 3)

1
1
1
⊗t (1 2)
1
1
 = 6 · 9 · 3 = 162.
Dieser Umstand la¨sst sich sehr effizient fu¨r die Summe von Kronecker-Produkten
bei den Tensorprodukt Smoothing Splines ausnutzen. Es ist offensichtlich, dass

1
1
1
 ,

1
1
1
 ,
1
1

 ◦ X = X[


1
1
1
 ,

1
1
1
 ,
1
1

 .
Ein Tensor entspricht aufgrund der multilinearen Multiplikation einer multili-
nearen Abbildung, wie es bereits fu¨r Matrizen aufgezeigt wurde. Eine multili-
neare Abbildung bildet im Gegensatz zu einer Multilinearform auf einen Vek-
torraum ab und nicht nur auf den zugrundeliegenden Ko¨rper. Jede Multiline-
arform auf Vektorra¨umen mit endlicher Basis kann folglich mit einem Tensor
identifiziert werden. Diesen Zusammenhang hebt das folgende Beispiel nochmals
hervor.
Beispiel 2.43 Es soll in diesem Beispiel veranschaulicht werden, wie eine De-
terminante u¨ber einen Tensor ausgedru¨ckt werden kann. Dies soll verdeutlichen,
wie eng Multilinearformen mit Tensoren zusammenha¨ngen. Es wird die Deter-
minante einer quadratischen Matrix A ∈ R2×2 betrachtet. Es gilt
det(A) = det
a11 a12
a21 a22
 = a11a22 − a12a21.
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Mittels eines zweidimensionalen Tensors la¨sst sich folgende Multilinearform auf-
stellen, welche der Determinante entspricht
X[
a11
a21
 ,
a22
a21
 = (a11 a21)
1 0
0 −1

︸ ︷︷ ︸
=X
a22
a21

=
a11
a21
 ◦1
a22
a21
 ◦2 X .
Es soll noch erwa¨hnt werden, dass das Konzept des Kronecker-Produkts auch
auf Tensoren anwendbar ist, wie die folgende Bemerkung zeigt.
Bemerkung 2.44 Die Definition des Kronecker-Produkts la¨sst sich intuitiv auf
Tensoren und Multilinearformen erweitern. Seien X ∈ Rm1×···×mp und Y ∈
Rn1×···×np Tensoren. Das Kronecker-Produkt von diesen Tensoren la¨sst sich wie
folgt definieren:
X ⊗ Y := [xαY : α ≤ (m1, . . . ,mp)] ∈ Rm1n1×···×mpnp .
Die Umwandlung des Approximationsterms eines multivariaten Smoothing Spli-
nes auf gestreuten Daten zu einem Rang-1 Tensor oder einer 1-Form kann auf-
grund der vorliegenden Struktur als Kronecker-Produkt von Rang-1 Tensoren
bzw. 1-Formen dargestellt werden
(at1a1)⊗ · · · ⊗ (atpap) ∼= (a1 ⊗ a1)⊗t · · · ⊗t (ap ⊗ ap)
∼= (a1 ⊗t · · · ⊗t ap)⊗ (a1 ⊗t · · · ⊗t ap).
Dies liegt daran, dass die Kronecker-Faktoren der ”Least-squares“ Vandermonde-
Matrix symmetrische Rang-1 Matrizen sind, welche aus den jeweiligen Zeilen
der univariaten Vandermonde-Matrizen bestimmt werden.
Abschließend la¨sst sich festhalten, dass jede Multilinearform mit einem Tensor
identifiziert werden kann, solange die Multilinearform auf endlichdimensionalen
Vektorra¨umen definiert ist. Eine Multilinearform stellt aufgrund der Definiti-
on 2.29 eine allgemeinere Struktur wie ein Tensor dar, allerdings wird dies bei
der vorliegenden Problemstellung nicht ausgenutzt. In dieser Arbeit ist eine
Multilinearform mit einem Tensor gleichzusetzen. Aufgrund der vorhandenen
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Kronecker-Struktur ist eine schnelle und effiziente Auswertung einer Multili-
nearform mo¨glich und es mu¨ssen nur die univariaten Komponenten betrachtet
werden. Dies ermo¨glicht einen Verzicht auf die komplexe Indizierung bei den
Tensoren. Im Folgenden werden die Begriffe Multilinearform und Tensor analog
verwendet. Dies gilt ebenso fu¨r die 1-Form und den Rang-1 Tensor.
65
3
Komprimierung von
Tensorprodukt Smoothing
Splines
Das folgende Kapitel stellt eine Mo¨glichkeit vor eine Summe von Kronecker-
Produkten zu approximieren und mit Hilfe der Approximation zu komprimie-
ren. Dies ist dadurch motiviert, da bei Tensorprodukt Smoothing Splines solche
Summen mit einer großen Anzahl an Summanden auftreten und diese Darstel-
lung nicht effizient scheint. Mit Hilfe der Approximation soll versucht werden,
die wesentlichen Informationen in einer komprimierten Summe von Kronecker-
Produkten wiederzugeben. Da die ersten drei Unterkapitel zum Großteil auf
[25] basieren, wird dort hauptsa¨chlich von Multilinearformen gesprochen. Im
letzten Unterkapitel werden kurz existierende Verfahren fu¨r Tensoren aus [18]
vorgestellt und daher wird dort von Tensoren die Rede sein. Wie im letzten
Abschnitt zu sehen war, ko¨nnen die beiden Bezeichnungen in dieser Arbeit je-
doch a¨quivalent verwendet werden. Im letzten Unterkapitel werden allerdings
Verfahren erwa¨hnt, die Tensoren als multilineare Abbildungen verwenden und
damit eine Multilinearform ausschließen.
In Kapitel 2.1 wurde eine Mo¨glichkeit vorgestellt, eine Matrix durch ein Kron-
ecker-Produkt mit zwei Faktoren zu approximieren und in Kapitel 2.2 wurde
gezeigt, dass bei Tensorprodukt Smoothing Splines die Anzahl der Faktoren ei-
nes Kronecker-Produkts mit der Anzahl der Dimensionen des betrachteten Pro-
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blems zusammenha¨ngt. Dies la¨sst sich gut durch die Darstellung des Splines als
Summe von Kronecker-Produkten erkennen. Ein Kronecker-Produkt mit zwei
Faktoren ist folglich fu¨r die Approximation in dem Fall p > 2 nicht mehr aus-
reichend. Es wird daher eine Variante mit mehreren Faktoren beno¨tigt. Durch
iterative Anwendung der Vorgehensweise aus Kapitel 2.1 mit den Formeln (2.6)
und (2.8) la¨sst sich die Matrix Am×n, mit m = ∏pj=1mj und n = ∏pj=1 nj, in eine
Summe von Kronecker-Produkten mit mehr als zwei Faktoren zerlegen. Diese
Zerlegung ist nicht eindeutig, da A bei jedem Schritt in unterschiedliche Fakto-
ren bzgl. eines Kronecker-Produkts zerlegt werden kann. Die Idee soll an einem
kurzen Beispiel veranschaulicht werden.
Beispiel 3.1 Sei A ∈ Rm×n, mit m = ∏3j=1mj und n = ∏3j=1 nj. Im ersten
Schritt wird mit Hilfe von (2.6) und (2.8) eine Zerlegung in
A =
r1∑
i=1
Bi ⊗ C˜i mit Bi ∈ Rm1×n1 und C˜i ∈ Rm2m3×n2n3
bestimmt. Im zweiten Schritt werden dann die Matrizen C˜i in
C˜i =
r2,i∑
k=1
Cik ⊗Dik mit Cik ∈ Rm2×n2 und Dik ∈ Rm3×n3
zerlegt. Insgesamt ergibt sich damit
A =
r1∑
i=1
Bi ⊗
( r2,i∑
k=1
Cik ⊗Dik
)
=
r1∑
i=1
r2,i∑
k=1
Bi ⊗ Cik ⊗Dik.
Die gewu¨nschte Darstellung wird auf diesem Weg zwar erreicht, aber gerade der
erste Schritt wirft Probleme auf, da vermieden werden soll die gesamte Ma-
trix aufzustellen. Dies ist aber fu¨r die SVD von R(A) im ersten Schritt no¨tig.
Die Matrizen C˜i ko¨nnen ebenfalls zu einer Speicherauslastung fu¨hren, wenn die
entsprechende Dimension und die zugeho¨rigen Parameter zu groß sind.
Des Weiteren existiert nur eine eingeschra¨nkte Ordnung bezu¨glich der Gewich-
tung der einzelnen Kronecker-Produkte in der Summe. Dies ist fu¨r eine Approxi-
mation nicht hilfreich, da nachtra¨glich die Summanden sortiert werden mu¨ssen.
Es ist ebenfalls nicht eindeutig, in welcher Reihenfolge die Dimensionen zerlegt
werden sollen. Die Zerlegung im ersten Schritt ko¨nnte auch mit B˜i ∈ Rm1m2×n1n2
und Ci ∈ Rm3×n3 umgesetzt werden.
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Das Beispiel deutet an, dass eine andere Vorgehensweise zur Bestimmung einer
Approximation der Matrix A durch Kronecker-Produkte beno¨tigt wird, da die
skizzierte Vorgehensweise zu Speicherengpa¨ssen fu¨hren kann. Wie bereits in Ka-
pitel 2.4 dargestellt, kann ein Kronecker-Produkt als Multilinearform oder als
1-Form aufgefasst werden. Analog ko¨nnen Summen von Kronecker-Produkten
als Summen von Multilinearformen dargestellt werden. Diese Umstrukturierung
kann als mehrdimensionale Variante der Umstrukturierung aus Kapitel 2.1 bzw.
[33] verstanden werden. Es gilt im Folgenden fu¨r
A =
N∑
i=1
p⊗
j=1
Aij, dass R(A) =
N∑
i=1
p⊗
i=1
vec(Aij).
Die Umstrukturierung wird genutzt, um eine Approximation an die Matrix A
durch ein Kronecker-Produkt mit mehreren Faktoren zu bestimmen. Mit Hil-
fe der bijektiven Umstrukturierung einer Matrix zu einer Multilinearform bzw.
einem Tensor und dem Beispiel 3.1 la¨sst sich erkennen, dass fu¨r jede Multilinear-
form eine endliche, orthogonale Zerlegung in 1-Formen existiert. Diese Zerlegung
muss nicht zwingend minimal sein, zeigt aber eine obere Schranke auf. Das Re-
sultat wird bereits im Bereich der Tensoren erwa¨hnt und bewiesen, siehe [22]. Es
soll an dieser Stelle allerdings fu¨r das bessere Versta¨ndnis und auf eine andere
Art, wie bisher bekannt, gezeigt werden.
Satz 3.2 Sei A[ eine Multilinearform auf Rm1n1×···×mpnp, welche in eine Matrix
A ∈ Rm×n umstrukturierbar ist. Fu¨r A[ existiert eine endliche, orthogonale
Zerlegung in eine Summe von 1-Formen
A[ =
s∑
i=1
vi1 ⊗t · · · ⊗t vip.
Beweis: Durch iteratives Anwenden der Formeln (2.6) und (2.8) la¨sst sich fu¨r
die Matrix A eine Zerlegung in eine Summe von Kronecker-Produkten realisieren
A =
s∑
i=1
p⊗
j=1
Vij,
wie in Beispiel 3.1 veranschaulicht wird. Mit Hilfe der Umstrukturierung R(·)
wird die endliche Zerlegung in 1-Formen erkenntlich. Da nach Satz 2.9
min ‖A−B ⊗ C‖F = min ‖R(A)− vec(B)⊗ vec(C)‖F ,
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gilt und die Rang-1 Matrix aus dem gro¨ßtem Singula¨rwert und den zugeho¨rigen
Singula¨rvektoren von R(A) nach [32] genau die Norm minimiert, folgt dass
vi1 ⊗t · · · ⊗t vip ⊥ vk1 ⊗t · · · ⊗t vkp, i 6= k,
weil die vij den einzelnen Singula¨rvektoren entsprechen. Anschaulich existiert in
jeder 1-Form vi1⊗t · · · ⊗t vip mindestens ein Vektor vij, welcher zu den anderen
Vektoren vkj senkrecht ist. Dadurch sind alle 1-Formen zueinander orthogonal.

Korollar 3.3 Mit Satz 3.2 ergibt sich s = ∑pj=1mjnj als obere Schranke fu¨r die
Anzahl an Summanden einer orthogonalen Zerlegung bzgl. der Multilinearform
A[ aus Satz 3.2.
Wie bereits erwa¨hnt, ist diese Vorgehensweise praktisch fu¨r Tensorprodukt Spli-
nes nicht sinnvoll anwendbar. Deswegen soll zuna¨chst eine Approximation der
Multilinearform vorgestellt werden, welche sich in Matrizen umwandeln la¨sst
und damit als Approximation fu¨r A ∈ Rm×n dient. Im Anschluss daran wird auf
ein Verfahren eingegangen, mit welchem diese Zerlegung bestimmt werden kann.
Dieses Verfahren entspricht im Wesentlichen der ”Higher Order Power Method“
aus [30] fu¨r Tensoren. Es soll weiterhin gezeigt werden, welche Information die
Approximation liefert und in welchen Fa¨llen sie sinnvoll ist.
Am Ende des Kapitels werden bereits existierende Verfahren basierend auf Ten-
soren vorgestellt. Diese Verfahren sollen der Vollsta¨ndigkeit halber erwa¨hnt wer-
den, damit Vergleiche mo¨glich sind und aufgezeigt werden kann, warum das zu-
erst vorgestellte Verfahren fu¨r Tensorprodukt Smoothing Splines besser geeignet
erscheint. Theoretisch ko¨nnen sie ebenfalls verwendet werden, da Tensoren, wie
in Kapitel 2.4 bereits gezeigt wurde, insbesondere Multilinearformen darstellen
und sich Kronecker-Produkte in Tensoren umwandeln lassen.
Die meisten der vorgestellten Verfahren sind allerdings fu¨r die bei den betrach-
teten Splines auftretenden Datenstrukturen in der Praxis nutzlos, da bekannte
Probleme — wie zum Beispiel die ineffiziente Speicherung — auftreten. Ein
Verfahren existiert dennoch, welches durchaus in dieser speziellen Problemstel-
lung angewendet werden ko¨nnte. Daher wird ein kurzer Vergleich zu dem fu¨r
Multilinearformen vorgestellten Verfahren angestrebt, welcher zeigt, dass dieses
Verfahren gewisse Nachteile bezu¨glich der Berechnung und der Darstellung hat.
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3.1. Approximation einer Multilinearform
Die im Folgenden vorgestellte Anna¨herung einer Multilinearform ist aus [25]
entnommen, welche sich wiederum auf die Approximation in [30] und [31] stu¨tzt.
Die Vorarbeit zu Multilinearformen in Kapitel 2.4 wird dabei eine relevante
Rolle spielen. Mit Hilfe dieser Na¨herung la¨sst sich eine Komprimierung durch
Kronecker-Produkte realisieren. Durch Umstrukturierung einer Matrix in eine
Multilinearform wird diese Aussage besta¨tigt, da mit dieser gilt, dass∥∥∥∥∥∥A−
p⊗
j=1
Xj
∥∥∥∥∥∥
F
=
∥∥∥A[ − vec(X1)⊗t · · · ⊗t vec(Xp)∥∥∥
F
. (3.1)
Dies entspricht der Verallgemeinerung von Satz 2.9 fu¨r den ho¨herdimensionalen
Fall und la¨sst sich durch Ausnutzen der Umstrukturierung bzw. Nachrechnen
zeigen, worauf an dieser Stelle verzichtet wird. Das Minimierungsproblem der
Approximation einer Matrix durch Kronecker-Produkte la¨sst sich folglich als
Approximation einer Multilinearform durch 1-Formen auffassen. Diese Erkennt-
nis wurde schon in [31] gewonnen und weiterentwickelt. Die Formulierung des
Minimierungsproblems soll kurz vorgestellt werden. Fu¨r die weitere Vorgehens-
weise ist die Definition eines ho¨herdimensionalen Torus notwendig
Tγη := {(u1, . . . , up) : uj ∈ Rmjnj , ‖uj‖ = 1, j = 1, . . . , p} .
Fu¨r die Minimierung der Norm in (3.1) la¨sst sich folgende Aussage im Mehrdi-
mensionalen analog zu [25] fu¨r Multilinearformen oder [30] fu¨r Tensoren bewei-
sen:
Satz 3.4 Sei A[ eine p-dimensionale Multilinearform auf Rm1n1×···×mpnp sowie
Xj ∈ Rmj×nj . Die Lo¨sung des Minimierungsproblems
min
v(X1),...,v(Xp)
∥∥∥A[ − vec(X1)⊗t · · · ⊗t vec(Xp)∥∥∥
F
(3.2)
ist gegeben durch σ · v1 ⊗ · · · ⊗ vp, ‖vj‖ = 1 und vj = v(Xj), mit
A[[v1, . . . , vp] = max
{
A[[u1, . . . , up] : (u1, . . . , up) ∈ Tγη
}
=: σ.
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Der Fehler der Bestapproximation betra¨gt
min
v1,...,vp
‖A[ − v1 ⊗t · · · ⊗t vp‖F =
√
‖A[‖2F − σ2.
Beweis: Der Beweis ist in [25] zu finden. 
Mit Hilfe dieses Minimierungsproblems, welches effektiv durch die Maximierung
der Multilinearformen gelo¨st wird, la¨sst sich zeigen, dass die Multilinearform A[
iterativ durch eine Summe von 1-Formen angena¨hert werden kann. Die Norm
bezu¨glich dieser Summe nimmt mit jedem weiteren Summanden ab.
Satz 3.5 Fu¨r eine Multilinearform A[ auf Rm1n1×···×mpnp existiert eine Folge
von 1-Formen
(v11 ⊗t · · · ⊗t v1p), . . . , (vn1 ⊗t · · · ⊗t vnp),
so dass gilt
‖A[ − (v11 ⊗t · · · ⊗t v1p)‖F ≥ · · · ≥
∥∥∥∥∥A[ −
n∑
i=1
(vi1 ⊗t · · · ⊗t vip)
∥∥∥∥∥
F
. (3.3)
Beweis: Der Satz 3.4 zeigt, dass v∗1 = (v∗1 ⊗t · · · ⊗t v∗p) existiert, so dass gilt
v∗1 = (v∗11 ⊗t · · · ⊗t v∗1p) = arg min
v1,...,vp
‖A[ − (v1 ⊗t · · · ⊗t vp)‖F .
Wird der Satz 3.4 iterativ auf die Differenz
A[ −
n−1∑
i=1
(vi1 ⊗t · · · ⊗t vip)
angewendet, ergibt sich aufgrund der zusa¨tzlichen Freiheitsgrade und der Mini-
mierung fu¨r jeden weiteren Schritt ein
v∗n = (v∗n1⊗t· · ·⊗tv∗np) = arg min
v1,...,vp
∥∥∥∥∥
(
A[ −
n−1∑
i=1
(v∗i1 ⊗t · · · ⊗t v∗ip)
)
− (v1 ⊗t · · · ⊗t vp)
∥∥∥∥∥
F
.
Die v∗1, . . . , v∗n sind eine Folge von 1-Formen
(v11 ⊗t · · · ⊗t v1p), . . . , (vn1 ⊗t · · · ⊗t vnp)
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mit
‖A[ − (v11 ⊗t · · · ⊗t v1p)‖F ≥ · · · ≥
∥∥∥∥∥A[ −
n∑
i=1
(vi1 ⊗t · · · ⊗t vip)
∥∥∥∥∥
F
,
was zu zeigen war. 
Mittels des Minimierungsproblems in (3.2) und des na¨chsten Lemmas la¨sst sich
eine Multilinearform in eine unendliche Summe von 1-Formen zerlegen. Das
Lemma wurde bereits in [25] und [34] bewiesen.
Lemma 3.6 Fu¨r jede Multilinearform A[ existiert eine Konstante 0 < τ < 1,
so dass die Abscha¨tzung
max
(v1,...,vp)∈Tγη
A[ [v1, . . . , vp] ≥ τ‖A[‖F
erfu¨llt ist.
Damit la¨sst sich zeigen, dass fu¨r jede Multilinearform eine unendliche Zerle-
gung existiert, welche auf jeden Fall konvergiert. Die Konvergenz ist relevant
fu¨r die Verwendung der Approximation als Komprimierung. Diese Zerlegung
bzw. Approximation la¨sst sich durch die wiederholte Anwendung des Satzes 3.4
aufstellen, wie bereits ansatzweise in Satz 3.5 umgesetzt. Damit ergibt sich der
folgende Satz aus [25]:
Satz 3.7 Fu¨r jede Multilinearform A[ auf Rm1n1×···×mpnp existieren nichtnegative
Werte σk und normalisierte Vektoren (vk1 , . . . , vkp) ∈ Tγη, k ∈ N, so dass gilt
A[ =
∞∑
k=1
σkvk1 ⊗t · · · ⊗t vkp und
∞∑
k=1
σ2k = ‖A[‖2F . (3.4)
Beweis: Der Beweis ist aus [25] entnommen und soll an dieser Stelle aus-
gefu¨hrt werden, damit der exponentielle Abfall der Fehlerwerte ersichtlich wird.
Wie bereits erwa¨hnt, la¨sst sich die Zerlegung in (3.4) durch wiederholtes An-
wenden des Satzes 3.4 in Form eines ”greedy“-Algorithmuses bestimmen. Sei
(vk1 , . . . , vkp) ∈ Tγη eine Lo¨sung des Minimierungsproblems aus (3.2). Fu¨r den
Ausdruck
A[ − ∑`
k=1
σkvk1 ⊗t · · · ⊗t vkp
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gilt dann ∥∥∥∥∥A[ − ∑`
k=1
σkvk1 ⊗t · · · ⊗t vkp
∥∥∥∥∥
2
F
= ‖A[‖2F −
∑`
k=1
σ2k.
Dies la¨sst sich induktiv zeigen, indem die Berechnung des Fehlerwerts aus Satz 3.4
sowie
〈A[ − σvk1 ⊗t · · · ⊗t vkp, σvk1 ⊗t · · · ⊗t vkp〉 = 0
verwendet wird. Mit Lemma 3.6 folgt, dass
‖A[‖2F −
∑`
k=1
σ2k =
∥∥∥∥∥A[ −
`−1∑
k=1
σkvk1 ⊗t · · · ⊗t vkp
∥∥∥∥∥
2
F
− σ2`
=
∥∥∥∥∥A[ −
`−1∑
k=1
σkvk1 ⊗t · · · ⊗t vkp
∥∥∥∥∥
2
F
−
〈
A[ −
`−1∑
k=1
σkvk1 ⊗t · · · ⊗t vkp, v`1 ⊗t · · · ⊗t v`p
〉
≤ (1− τ 2)
∥∥∥∥∥A[ −
`−1∑
k=1
σkvk1 ⊗t · · · ⊗t vkp
∥∥∥∥∥
2
F
≤ · · · ≤ (1− τ 2)`‖A[‖2F .
Daher gilt
‖A[‖2F ≥
∑`
k=1
σ2k ≥ ‖A[‖2F
(
1− (1− τ 2)`
)
, (3.5)
was die Aussage beweist. 
Mit der Formel (3.5) folgt, dass
σk ≤ (1− τ 2)(k−1)/2‖A[‖F . (3.6)
Daraus wird ersichtlich, dass die σk exponentiell abfallen, auch wenn die Zerle-
gung unendlich ist. Der exponentielle Abfall ist allerdings asymptotisch zu ver-
stehen und τ ist in der praktischen Anwendung in den meisten Fa¨llen sehr klein,
so dass die Konvergenzrate vergleichsweise langsam ausfa¨llt. Diese Konvergenz-
rate ist in bestimmten Fa¨llen fu¨r die Komprimierung durchaus ausreichend, wie
die Ergebnisse in Kapitel 6.1 zeigen. Offensichtlich lassen sich die obigen Resul-
tate ebenso fu¨r Matrizen und Kronecker-Produkte formulieren, analog zu [25].
Korollar 3.8 Fu¨r jede Matrix A ∈ Rm1···mp×n1···np existieren Matrizen Xkj ∈
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Rmj×nj , j = 1, . . . , p und exponentiell abfallende Werte σk ≥ 0, so dass∥∥∥∥∥∥A−
∑`
k=1
σk
p⊗
j=1
Xkj
∥∥∥∥∥∥
2
F
=
∞∑
k=`+1
σ2k ≤
(1− τ 2)`
τ 2
‖A‖2F
fu¨r τ ∈ (0, 1).
In der Praxis reichen in bestimmten Fa¨llen wenige Summanden aus, im Vergleich
zu der eigentlichen Summandenanzahl, um akzeptable Fehlerwerte zu erhalten.
Die bestimmten 1-Formen lassen sich in Kronecker-Produkte umwandeln und
damit ergibt sich eine Approximation fu¨r die Matrix A. In [25] wird weiterhin
eine endliche, orthogonale Zerlegung fu¨r Multilinearformen aufgezeigt. Auf diese
wird hier verzichtet, da sie fu¨r die beno¨tigte Komprimierung nicht praxisrele-
vant ist. Eine orthogonale Zerlegung bringt keine weiteren Vorteile, da prima¨r
eine schnelle Approximation von Interesse ist und die orthogonale Zerlegung
zusa¨tzlich mehr Zeit zur Bestimmung beno¨tigt. Der letzte Baustein, der an die-
ser Stelle noch fehlt, ist ein effizienter Algorithmus zur Bestimmung der Folge
von 1-Formen in (3.3).
3.2. Algorithmus zur Approximation einer
Multilinearform
Wie in Satz 3.4 deutlich wird, ist die Bestimmung der Bestapproximation einer
Multilinearform durch eine 1-Form mit Hilfe der Maximierung der Multilinear-
form u¨ber den Torus Tγη = Sm1n1 × · · · × Smpnp mo¨glich, wobei der Ausdruck
Sn := {x ∈ Rn : ‖x‖2 = 1}
die n-dimensionale Einheitsspha¨re beschreibt. Fu¨r die Maximierung einer Mul-
tilinearform la¨sst sich nach [25] ein wichtiges Lemma aufstellen, mit welchem
ein Algorithmus zur Bestimmung der Zerlegung und damit der Komprimierung
einer Multilinearform formuliert werden kann. Die Maximierung der Multiline-
arform, aufgefasst als eine Abbildung nach R, entspricht, wie bereits erwa¨hnt,
der Minimierung der Norm in (3.2). Das Lemma stammt aus [25] und ist fu¨r
Tensoren in [30] zu finden.
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Lemma 3.9 Sei A[ eine p-dimensionale Multilinearform auf Rm1n1×···×mpnp und
j ∈ {1, . . . , p}. Die Linearform
A[(j)[z] := A[[u1, . . . , uj−1, z, uj+1, . . . , up]
besitzt ein Maximum auf Smjnj bei ‖zj‖−1zj, wobei
zj =
mjnj∑
αj=1
xαu1,α1 · · ·uj−1,αj−1 · uj+1,αj+1 · · ·up,αp
 . (3.7)
Beweis: Siehe [25]. 
Mit Hilfe von diesem Lemma la¨sst sich ein Ansatz erkennen, um ein Maximum
der Multilinearform zu berechnen, in dem die Lo¨sungen der komponentenwei-
sen Maximierungsprobleme verwendet werden. Dieser Ansatz ersetzt in jedem
Schritt uj durch zj/‖zj‖, wodurch die Zielfunktion nach Lemma 3.9 in jedem
Schritt vergro¨ßert wird. Fu¨r den in Kapitel 2.1 bzw. in [32] beschriebenen Fall
mit zwei Faktoren entspricht dieses Verfahren der Potenzmethode, welche unter
anderem in [15] erkla¨rt wird.
Dieser Ansatz la¨sst sich ohne Probleme auf ho¨here Dimensionen und Multiline-
arformen erweitern. Damit kann das Maximum einer Multilinearform berechnet
und mittels diesem eine Anna¨herung an die Multilinearform bestimmt werden.
Bei dieser Methode handelt es sich um ein bekanntes Standardverfahren und
sie ist in sehr a¨hnlicher Art als ”Alternating Least-squares“-Verfahren (ALS)
oder als ”Higher Order Power Method“ in der multilinearen Algebra bekannt,
siehe [3, 30]. Die Idee des ALS-Verfahrens soll kurz beschrieben werden, sie wird
spa¨ter in Kapitel 4 genauer erla¨utert. Die Methode bestimmt einen kritischen
Punkt eines mehrdimensionalen Minimierungsproblems, in dem sie immer nur
eine Komponente als Variable und die anderen Komponenten als Parameter be-
trachtet. Sie minimiert dann das entstehende univariate Problem mit Hilfe eines
”Least-squares“-Problems. Durch zyklisches Wechseln der Variablen wird so in
den meisten Fa¨llen ein globales Minimum bestimmt, wobei dies nicht garantiert
werden kann. Gegenbeispiele lassen sich durch ein nicht lineares Optimierungs-
problem konstruieren, indem alle Matrixeintra¨ge als separate Variablen betrach-
tet werden und nicht die einzelnen Faktoren des Kronecker-Produktes als Gan-
zes. Die Bezeichnung ”Alternating“ bezieht sich auf das Wechseln der Variablen
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Algorithmus 3.1 : Zyklische ho¨herdimensionale Potenzmethode fu¨r Mul-
tilinearformen
Input : p-dimensionale Multilinearform A[, ε > 0 Fehlertoleranz
Output : ”Singula¨rwert“ σ = A
[[u∞1 , . . . , u∞p ] und ”Singula¨rvektoren“
vj = u∞j .
1 begin
2 Initialisierung von u0j ∈ Smjnj , j = 1, . . . , p, so dass
A[[u01, . . . , u0p] > 0.
3 Laufindex s := 1 und τ0 := A[[u01, . . . , u0p] + ε sowie
τ1 := A[[u01, . . . , u0p]
4 while |τs − τs−1| > ε do
5 for j = 1, . . . , p do
6 Berechne zsp+j := zj, unter Verwendung von Lemma 3.9 mit
u` := us`, ` = 1, . . . , p und ` 6= j.
7 Setze us+1j := zj/‖zj‖.
8 end
9 Setze τs+1 := A[[us+11 , . . . , us+1p ].
10 s := s+ 1
11 end
12 Setze σ := τ∞ und vj := u∞j .
13 end
bei der Bestimmung der einzelnen ”Least-squares“-Probleme. Die beiden oben
genannten Algorithmen wurden im Zusammenhang mit Tensoren entwickelt,
was erneut auf den engen Zusammenhang zwischen Multilinearformen und Ten-
soren hinweist. Mit den bewiesenen Aussagen ergibt sich der Algorithmus 3.1
der ho¨herdimensionalen Potenzmethode fu¨r Multilinearformen. Wenn die Multi-
linearformen durch Tensoren ersetzt werden, entspricht dieser Algorithmus den
erwa¨hnten Algorithmen fu¨r Tensoren.
Mit Hilfe einer wiederholten Anwendung des angegebenen Algorithmus la¨sst sich
eine Approximation durch eine Summe von Kronecker-Produkten bestimmen.
Fu¨r die Bestimmung eines einzelnen Kronecker-Produkts macht die Reihenfol-
ge des Laufindexes j keinen Unterschied. Es werden allerdings unterschiedlich
viele Iterationen und Rechenoperationen verwendet. Empirische Tests deuten
an, dass die zyklische Minimierung am effizientesten ist. In dem Fall, dass die
zu approximierende Matrix bereits einer Summe von Kronecker-Produkten ent-
spricht, ist der Algorithmus sehr effizient umsetzbar, wie folgende Bemerkung
zeigt:
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Bemerkung 3.10 Der Algorithmus 3.1 ist im Bereich der Tensorprodukt Smoo-
thing Splines sehr effizient, da die zugeho¨rige Matrix des LGS in (2.12) bereits
als Summe von Kronecker-Produkten darstellbar ist. Die entsprechende Multili-
nearform ergibt sich folglich als eine Summe von 1-Formen
A[ =
N∑
k=1
a1k ⊗t · · · ⊗t apk,
und dadurch mu¨ssen bei der Berechnung der zj nur die N · p Werte atjkuj, j =
1, . . . , p, k = 1, . . . , N neu berechnet werden. Dies liegt daran, dass in jeder
Iteration nur ein uj aktualisiert wird und die anderen Werte erhalten bleiben.
Bei der Auswertung einer Multilinearform handelt es sich in diesem Fall um
eine Multiplikation von Skalarprodukten der univariaten Komponenten
A[ [u1, . . . , up] =
N∑
k=1
p∏
j=1
〈ajk, uj〉.
Bezu¨glich der Maximierung la¨sst sich sagen, dass in der Zeile 7 des Algorith-
muses 3.1 der Wert der Multilinearform immer erho¨ht wird. Es lassen sich aber
keine Aussagen u¨ber die Konvergenz treffen, da es sich um ein ALS-Verfahren
handelt. Dies wurde bereits in [36] gezeigt.
3.3. Effizienz der Komprimierung bei
multivariaten Smoothing Splines
Der Algorithmus 3.1 la¨sst sich aufgrund der strukturellen Vorteile sehr effektiv
auf Tensorprodukt Smoothing Splines anwenden. Die resultierende Komprimie-
rung der Multilinearform kann zwar die Originaldaten zum Beispiel beim Lo¨sen
des LGS nicht direkt ersetzen, eignet sich aber zur Approximation einer Inver-
sen oder zur Bestimmung eines Vorkonditionieres. Allerdings gibt es gewisse
Einschra¨nkungen, welche hier aufgezeigt werden sollen.
Die Faktoren des Kronecker-Produkts der Matrix des Tensorprodukt Smoo-
thing Splines in (2.12) bestehen hauptsa¨chlich aus symmetrischen Rang-1 Ma-
trizen, wie in (2.13) deutlich gemacht wurde. Der Aufbau dieser Rang-1 Ma-
trizen ist bekannt und fu¨r die Faktoren muss lediglich ein Vektor a ∈ Rnj
pro Matrix Aj = aat, mit Aj ∈ Rnj×nj gespeichert werden. Aufgrund dieser
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Darstellungsmo¨glichkeit mu¨ssen keine vollbesetzten Matrizen fu¨r die Faktoren
der Kronecker-Produkte verwendet werden. Dadurch ist die Darstellung sehr
speicher- und recheneffizient, womit die Menge an Speicherplatz bzw. die An-
zahl an Rechenoperationen gemeint ist. Im Gegensatz dazu verwendet die Ap-
proximation vollbesetzte Matrizen fu¨r die Kronecker-Faktoren. Bei der Kompri-
mierung muss daher beachtet werden, dass die Speicher- und Recheneffizienz
erhalten bleibt. Damit die Komprimierung u¨berhaupt sinnvoll ist, sollten die
Menge an Speicherplatz und die Anzahl der Rechenoperationen kleiner sein als
bei den urspru¨nglichen Daten.
Es lassen sich fu¨r beide Fa¨lle obere Grenzen fu¨r die Anzahl der Summanden der
Komprimierung bestimmen. Der Approximationsterm des Tensorprodukt Smoo-
thing Splines spielt fu¨r diese Abscha¨tzung eine wesentliche Rolle, da dieser so
viele Summanden besitzt wie es Stu¨tzstellen gibt und zudem ausschließlich aus
den zuvor beschriebenen symmetrischen Rang-1 Matrizen besteht. Dies ist in
der Darstellung (2.13) nachzuvollziehen. Die Matrizen des Gla¨ttungsterms sind
hingegen nicht aus Rang-1 Matrizen aufgebaut. Sie fallen aber bezu¨glich der
Speicherung nicht ins Gewicht, da ihre Summandenanzahl nur von der Dimen-
sion abha¨ngt. Diese Anzahl ist sehr gering im Vergleich zu dem Approxima-
tionsterm.
Satz 3.11 (Speichereffizienz) Sei N die Anzahl der Stu¨tzstellen, nj die An-
zahl der Knoten pro Dimension, j = 1, . . . , p, und k die Ordnung der Ableitung
des Gla¨ttungsanteils sowie s die Anzahl der Summanden der Komprimierung.
Die Komprimierung ist speichereffizient, wenn gilt
n+(N + kn+)
n2−
> s, (3.8)
wobei n+ := max{nj : j = 1, . . . , p} und n− := min{nj : j = 1, . . . , p}.
Beweis: Fu¨r die Speicherung eines Tensorprodukt Smoothing Splines muss fol-
gende Anzahl an Matrixeintra¨gen gespeichert werden
p∑
j=1
N · nj︸ ︷︷ ︸
Approximationsterm
+
p∑
j=1
k · n2j︸ ︷︷ ︸
Gla¨ttungsterm
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und fu¨r die Anzahl der Eintra¨ge der Komprimierung gilt
p∑
j=1
s · n2j .
Die Komprimierung ist folglich genau dann speichereffizient, wenn gilt
p∑
j=1
N · nj +
p∑
j=1
k · n2j >
p∑
j=1
s · n2j . (3.9)
Dieser Term la¨sst sich weiter abscha¨tzen, um eine u¨bersichtlichere Formel zu
erhalten. Dafu¨r wird der Term auf der linken Seite von (3.9) bzw. alle nj nach
oben mit n+ = max{nj : j = 1, . . . , p} abgescha¨tzt. Es folgt
pn+(N + kn+) ≥
p∑
j=1
N · nj +
p∑
j=1
k · n2j .
Weiterhin wird die rechte Seite von (3.9) bzw. alle nj nach unten mit n− =
min{nj : j = 1, . . . , p} abgescha¨tzt. Damit ergibt sich
p∑
j=1
s · n2j ≥ psn2−.
Insgesamt la¨sst sich folgern, dass
pn+(N + kn+) > psn2−
⇒ n+(N + kn+)
n2−
> s.
Dies entspricht der Behauptung. 
Bemerkung 3.12 Die Abscha¨tzung bzgl. der Speichereffizienz ist unabha¨ngig
von der Dimension p. Dies ha¨ngt mit dem linearen Wachstum des Speichers
aufgrund der Kronecker-Darstellung zusammen.
Fu¨r die Recheneffizienz la¨sst sich eine a¨hnliche Aussage bzgl. der maximalen
Anzahl der Summanden der Komprimierung treffen.
Satz 3.13 (Recheneffizienz) Sei N die Anzahl der Stu¨tzstellen, nj die Anzahl
der Knoten pro Dimension, j = 1, . . . , p, sowie s die Anzahl der Summanden
der Komprimierung. Fu¨r den Gla¨ttungsterm wird die Frobeniusnorm der Hesse-
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matrix des Tensorprodukt Splines verwendet. Die Komprimierung ist recheneffi-
zient, wenn gilt
np+
(
N
(
2n+ − 1 + 1p
)
+ p(p+1)2 (2n+ − 1)
)
np−(2n− − 1)
> s, (3.10)
wobei n+ := max{nj : j = 1, . . . , p} und n− := min{nj : j = 1, . . . , p}.
Beweis: Fu¨r die Anzahl der Rechenoperationen einer Matrix-Vektor-Multiplika-
tion bei der Matrix des Tensorprodukt Smoothing Splines gilt nach [24]
N ·
 p∑
j=1
 p∏
i=j+1
ni(2nj − 1)
+ p∏
j=1
nj
+ p(p+ 1)2
p∏
j=1
nj
2 p∑
j=1
nj − p
 .
Der erste Summand entspricht der Anzahl der Rechenoperationen fu¨r die Mul-
tiplikation eines Vektors mit der Matrix des Approximationsterms. Der zweite
Summand steht fu¨r eine Multiplikation mit dem Gla¨ttungsterm. Weiterhin gilt
fu¨r die Anzahl der Rechenoperationen einer Matrix-Vektor-Multiplikation bei
der Komprimierung
s
p∏
j=1
nj
2 p∑
j=1
nj − p
 .
Eine Komprimierung ist genau dann recheneffizient, wenn gilt
N ·
 p∑
j=1
 p∏
i=j+1
ni(2nj − 1)
+ p∏
j=1
nj
+ p(p+ 1)2
p∏
j=1
nj
2 p∑
j=1
nj − p

> s
p∏
j=1
nj
2 p∑
j=1
nj − p
 .
(3.11)
Bei der linken Seite der Ungleichung (3.11) werden alle nj nach oben durch
n+ = max{nj : j = 1, . . . , p} abgescha¨tzt. Damit folgt
N ·
 p∑
j=1
 p∏
i=j+1
ni(2nj − 1)
+ p∏
j=1
nj
+ p(p+ 1)2
p∏
j=1
nj
2 p∑
j=1
nj − p

≤ N (p(np+(2n+ − 1)) + np+) +
p(p+ 1)
2 n
p
+(2pn+ − p)
= pnp+
(
N
(
2n+ − 1 + 1
p
)
+ p(p+ 1)2 (2n+ − 1)
)
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Fu¨r die rechte Seite werden alle nj nach unten durch n− = min{nj : j = 1, . . . , p}
abgescha¨tzt. Es folgt
s
p∏
j=1
nj
2 p∑
j=1
nj − p
 ≥ snp−(2pn− − p) = spnp−(2n− − 1).
Insgesamt folgt dann die Behauptung durch
pnp+
(
N
(
2n+ − 1 + 1
p
)
+ p(p+ 1)2 (2n+ − 1)
)
> spnp−(2n− − 1)
⇒ n
p
+
(
N
(
2n+ − 1 + 1p
)
+ p(p+1)2 (2n+ − 1)
)
np−(2n− − 1)
> s.

Die Abscha¨tzung bzgl. der Recheneffizienz kann noch sta¨rker formuliert werden,
der U¨bersichtlichkeit halber wird jedoch darauf verzichtet.
Korollar 3.14 Wenn in jeder Dimension die gleiche Anzahl n˜ an Knoten ver-
wendet wird, ko¨nnen die Abscha¨tzungen aus Satz 3.11 und 3.13 wie folgt verein-
facht werden: Die Komprimierung ist in dem Fall speichereffizient, wenn gilt
N
n˜
+ k > s
und recheneffizient, wenn
p(p+ 1)
2 +N
(
1 + 1
p(2n˜− 1)
)
> s.
erfu¨llt ist.
Bemerkung 3.15 Bei der Bestimmung des Maximums einer Multilinearform
in Algorithmus 3.1 (Zeile 6) bzw. durch Anwendung von Lemma 3.9 kann bei
den Tensorprodukt Smooting Splines ausgenutzt werden, dass pro Iterations-
schritt nur ein Skalarprodukt mit dem zuletzt berechneten Faktor des Kronecker-
Produkts berechnet werden muss. Die anderen Skalarprodukte mit den Kronecker-
Faktoren ko¨nnen gespeichert werden, sodass Rechenoperationen eingespart wer-
den.
Weiterhin la¨sst sich die Rang-1 Struktur des Approximationsterms ausnutzen,
wenn nicht genu¨gend Speicherplatz zur Verfu¨gung steht. Die Anzahl der Rechen-
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operationen des Skalarprodukts pro Iterationsschritt betra¨gt unter Ausnutzung
der Rang-1 Struktur 2n2j+3nj−1. Wenn zuerst die Matrix des Kronecker-Faktors
berechnet wird und damit das Skalarprodukt, dann werden 3n2j − 1 Rechenope-
rationen beno¨tigt. Wenn die Kronecker-Faktoren gespeichert werden ko¨nnen, re-
duziert sich die Anzahl der Rechenoperationen auf 2n2j − 1. Dies sind weniger
Rechenoperationen als bei der Ausnutzung der Rang-1 Struktur und bei genu¨gend
Speicherplatz sollte das ausgenutzt werden.
In numerischen Tests la¨sst sich feststellen, dass sich die Komprimierung als sehr
effizient herausstellt, wenn der Gla¨ttungsanteil mehr Einfluss als der Approxima-
tionsanteil hat. Dies belegen die Ergebnisse in Kapitel 6.1. Mit anderen Worten,
wenn der Gla¨ttungsparameter eine bestimmte Grenze u¨berschreitet, dann la¨sst
sich zumindest zur approximativen Verwendung eine effiziente Komprimierung
finden.
Vermutung 3.16 Die Gu¨te der Komprimierung ha¨ngt davon ab, wie stark der
Approximations- bzw. Gla¨ttungsterm gewichtet wird. Dies steht im Zusammen-
hang mit der Wahl des Gla¨ttungsparameters λ. An dieser Stelle soll versucht
werden, einen Schwellenwert anzugeben, sodass direkt entschieden werden kann,
wann eine Komprimierung u¨berhaupt sinnvoll scheint. Es wird zuerst die Matrix
des Tensorprodukt Smoothing Splines aus (2.12)
Nµ(X|T )tNµ(X|T ) + λGµ(T )
im Ganzen betrachtet. Die Matrix wird als Multilinearform aufgefasst und mittels
Algorithmus 3.1 bzw. Lemma 3.9 wird ihr Maximum σ bestimmt. Danach wird
die Matrix in den Approximations- und Gla¨ttungsterm aufgeteilt. Die beiden
Matrizen Nµ(X|T )tNµ(X|T ) und Gµ(T ) werden analog als Multilinearformen
aufgefasst und ihre Maxima bestimmt. Der Wert σA steht fu¨r das Maximum
des Approximationsterms und σG fu¨r das des Gla¨ttungsterms. Insgesamt sollte
ungefa¨hr gelten
σ ≈ σA + λσG.
Eine Gleichgewichtung des Approximations- und Gla¨ttungsterms wu¨rde eintre-
ten, wenn fu¨r λ = σA
σG
gilt. Numerische Tests haben gezeigt, dass die Kompri-
mierung effizient ist, wenn der Gla¨ttungsterm sta¨rker gewichtet wird. Dies la¨sst
vermuten, dass eine Komprimierung nur Sinn macht, wenn λ > σA
σG
. Ein sinn-
volles Vorgehen wa¨re:
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1. Bestimmung des kritischen Werts σA/σG.
2. Unter Ausnutzung der Komprimierung testen, ob dieser Wert fu¨r λ zufrie-
denstellende Ergebnisse bzgl. der Splineapproximation liefert.
3. In Abha¨ngigkeit der Ergebnisse den Approximations- bzw. Gla¨ttungsterm
sta¨rker gewichten und abha¨ngig davon die Komprimierung nutzen.
Die Ergebnisse bezu¨glich der Komprimierung finden sich in Kapitel 6.1.
3.4. Existierende Verfahren fu¨r Tensoren
Wie bereits im Unterkapitel 2.4 gesehen, besteht eine enge Verbindung zwischen
Kronecker-Produkten und Tensoren. Da zur Bestimmung der ho¨herdimensiona-
len Varianten von Singula¨rwerten und -vektoren bzgl. Tensoren bereits eine
Vielzahl von Verfahren existiert und diese zur Komprimierung von Tensoren
und Kronecker-Produkten verwendet werden ko¨nnen, sollen sie an dieser Stel-
le vorgestellt werden. Dabei wird auf das Verfahren der ”Higher Order Power
Method“ verzichtet, da es dem Verfahren fu¨r Multilinearformen aus dem Unter-
kapitel 3.2 entspricht. Fu¨r die vorgestellten Methoden soll aufgezeigt werden,
warum diese Verfahren fu¨r die Komprimierung im Zusammenhang mit Tensor-
produkt Smoothing Splines nur theoretisch geeignet sind.
Fu¨r die Tensoren gelten die Notationen und Aussagen aus Kapitel 2.4. Zuerst sol-
len grundlegende Methoden vorgestellt werden, welche die Basis fu¨r ein spa¨teres
Verfahren darstellen. Da Tensoren in vielen Bereichen — zum Beispiel Big Da-
ta, der Physik und der Chemie (siehe [18]) — zu finden sind, gibt es zahlreiche
Namen fu¨r a¨hnliche Methoden. Ein guter U¨berblick ist in [23] und [18] zu fin-
den. Die folgenden Verfahren, Definition, Notationen und Aussagen sind daraus
entnommen oder lehnen sich daran an, wenn nicht anderweitig gekennzeichnet.
Die erste Methode wird als CP-ALS bezeichnet und ist in ihrer ersten Form unter
dem Namen CANDECOMP [8] bzw. PARAFAC [19] bekannt. Sie wurde spa¨ter
von de Lathauwer und anderen weiterentwickelt [29, 30] und ist allgemein als ein
”Alternating Least-squares“-Verfahren zur Berechnung einer Rang-1 Zerlegung
fu¨r einen Tensor bekannt. Die CP-Zerlegung fu¨r X ∈ Rm1n1×···×mpnp hat folgende
Gestalt
X =
R∑
i=1
σi(vi1 ⊗t · · · ⊗t vip) mit vij ∈ Rmjnj .
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X
≈
v11
v12
v13
+ · · ·+
vR1
vR2
vR3
Abbildung 3.1.: Zerlegung mittels CP-ALS
Die Abbildung veranschaulicht die Zerlegung eines dreidimensionalen Tensors
mittels des CP-ALS Verfahrens. Die Idee fu¨r die Abbildung stammt aus [23].
Bei (vi1⊗t· · ·⊗tvip), i = 1, . . . , R, handelt es sich um Rang-1 Tensoren. Anschau-
lich ist diese Zerlegung in Abbildung 3.1 dargestellt. Bevor der Algorithmus an-
gegeben werden kann, bedarf es der Definition eines weiteren Matrix-Produkts.
Definition 3.17 (Hadamard-Produkt) Seien A ∈ Rn×k und B ∈ Rn×k Ma-
trizen. Das Hadamard-Produkt zweier Matrizen ist definiert durch das kompo-
nentenweise Produkt der Matrizen
A ◦H B :=

a11b11 · · · a1kb1k
... . . . ...
an1bn1 · · · ankbnk
 ∈ Rn×k.
Beispiel 3.18 Gegeben seien die Matrizen
A =
1 2
3 4
 sowie B =
5 6
7 8
 .
Fu¨r das Hadamard-Produkt gilt
A ◦H B =
1 2
3 4
 ◦H
5 6
7 8
 =
 1 12
21 32
 .
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Algorithmus 3.2 : Algorithmus fu¨r das CP-ALS Verfahren
Input : X Tensor, R = rang(X )
Output : λ, V (1), . . . , V (p)
1 begin
2 Initialisiere V (j) ∈ Rmjnj×R fu¨r j = 1, . . . , p, z.B. mit Zufallszahlen.
3 while Bis λ sich nicht mehr a¨ndert do
4 for j = 1, . . . , p do
5 A := (V (1))tV (1) ◦H · · · ◦H (V (j−1))tV (j−1) ◦H (V (j+1))tV (j+1) ◦H
· · · ◦H (V (p))tV (p)
6 V (j) :=Mj(X )
(
V (p)  · · ·  V (j+1)  V (j−1)  · · ·  V (1)
)
A†
7 λ := ‖V (j)‖F .
8 end
9 end
10 end
Des Weiteren wird fu¨r den Algorithmus die Moore-Penrose-Inverse beno¨tigt.
Definition 3.19 (Moore-Penrose-Inverse) Die Moore-Penrose-Inverse einer
Matrix A ∈ Rm×n mit der SVD A = UΣV t aus Satz 2.10 ist definiert als
A† := V Σ†U t, Σ† ∈ Rn×m,
wobei
(Σ†)jk :=
σ
−1
jk , σjk 6= 0,
0 σjk = 0,
j = 1, . . . , n, k = 1, . . . ,m.
Damit la¨sst sich der Algorithmus 3.2 fu¨r das CP-ALS Verfahren aus [23] ange-
ben. Mit  ist das Khatri-Rao-Produkt aus Definition 2.22 gemeint.
Wie bereits erwa¨hnt, basieren die ”Higher Order Power Method“ und der Al-
gorithmus 3.1 ebenfalls auf dem Prinzip des ALS. Eine weitere Alternative zur
Komprimierung eines Tensors ist die ”Higher Order SVD“ (HOSVD). Fu¨r die-
ses Verfahren existieren ebenfalls viele Namen, da es in verschiedenen Bereichen
Anwendung findet, wie zu Beginn des Unterkapitels erwa¨hnt wurde. Eine sehr
gela¨ufige Bezeichnung fu¨r diese Zerlegung ist die Tucker-Zerlegung (siehe [23]).
Eine alternative Definition des Tensorrangs zu der in Kapitel 2.4 (siehe Defi-
nition 2.36) muss eingefu¨hrt werden, um die Zerlegung beschreiben zu ko¨nnen.
Dieser Tensorrang wird j-Rang genannt und bezieht sich auf die einzelnen Di-
mensionen des Tensors.
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X
≈
V1
G
V3
V2
Abbildung 3.2.: Zerlegung mittels HOSVD
Die Grafik skizziert die Zerlegung eines dreidimensionalen Tensors mittels des
Verfahrens fu¨r die HOSVD. Sie ist angelehnt an eine Skizze aus [23].
Definition 3.20 (j-Rang) Sei X ∈ Rm1×···×mp. Der j-Rang eines Tensors ist
definiert als
rangj(X ) := rang (Mj(X )) .
Fu¨r Matrizen, also zweidimensionale Tensoren, ist der Rang und j-Rang iden-
tisch. Weitere Zusammenha¨nge bzgl. der unterschiedlichen Rang-Definitionen
eines Tensors sind in [23] zu finden. Die Tucker-Zerlegung fu¨r einen Tensor
X ∈ Rm1n1×···×mpnp hat folgende Gestalt
X ≈ G ◦1 V (1) ◦2 V (2) ◦3 · · · ◦p V (p),
mit V (j) ∈ Rmjnj×Rj und G ∈ RR1×···×Rp . Dabei sind V (j), j = 1, . . . , p, die
”Faktor-Matrizen“, sie entsprechen der ho¨herdimensionalen Variante der Sin-
gula¨rvektoren, also dem Analogon zu U und V in zwei Dimensionen. Die Va-
riable G wird als ”Core-Tensor“ bezeichnet, welcher als das ho¨herdimensionale
Analogon von Σ aufzufassen ist und die entsprechenden Singula¨rwerte des Ten-
sors beinhaltet. Der ”Core-Tensor“ ist dabei komplett besetzt und nicht nur wie
im Zweidimensionalen auf der Diagonalen. Die Tucker-Zerlegung ist fu¨r einen
dreidimensionalen Tensor anschaulich in Abbildung 3.2 dargestellt. Mit Hilfe
der SVD aus Satz 2.10 ergibt sich der Algorithmus 3.3 der HOSVD aus [23].
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Algorithmus 3.3 : Algorithmus fu¨r die ”Higher Order SVD“Input : X Tensor, R1, . . . , Rp gewu¨nschte Ma¨chtigkeit fu¨r die j-Ra¨nge
der einzelnen Dimensionen mit Rj ≤ rangj(X )
Output : G, V (1), . . . , V (p)
1 begin
2 for j = 1, . . . , p do
3 V (j) := U(:, 1 : Rj) von Mj(X ) = UΣV t.
4 end
5 G := X ◦1 (V (1))t ◦2 · · · ◦p (V (p))t.
6 end
Dieser Algorithmus wurde bereits in [37] auf eine Summe von Kronecker-Pro-
dukten angewendet, allerdings handelte es sich dabei um den Fall p = 3 und
es wurden wesentlich kleinere Datenmengen untersucht. Die Ergebnisse dieser
Untersuchung lassen sich folglich nicht auf die Problemstellung in dieser Arbeit
u¨bertragen. Die beiden vorgestellten Algorithmen ko¨nnen nur theoretisch auf
den betrachteten Problemfall angewendet werden. Dies liegt daran, dass die
Matricization Mj(X ) zwar durch die Kronecker-Struktur dargestellt werden
kann, aber eine SVD von dieser die Kronecker-Struktur nicht erha¨lt und somit
die Speicherkapazita¨t zur Berechnung der obigen Algorithmen nicht ausreicht.
In Algorithmus 3.2 kann auch aufgrund von mo¨glichen Speicherengpa¨ssen die
Zeile 6 nicht effizient umgesetzt werden. Die Verfahren bieten folglich einen
theoretischen Ansatz, ko¨nnen aber nicht umgesetzt werden.
Es soll weiterhin eine — zur Zeit sehr aktuelle — Zerlegung vorgestellt werden.
Dabei stu¨tzt sich diese Arbeit im Wesentlichen auf [16–18] und die folgenden
Notationen, Definitionen und Algorithmen sind daraus entnommen. Bei der Zer-
legung handelt es sich um die ”Hierarchical HOSVD“ fu¨r Tensoren. Diese ist eine
Weiterentwicklung der HOSVD und deshalb mu¨ssen manche Begriffe umdefi-
niert werden. Die Zerlegung kann im Grunde als eine mehrstufige Variante der
HOSVD aufgefasst werden. Fu¨r den mehrstufigen Aufbau wird eine Hierarchie
der einzelnen Richtungen bzw. Dimensionen 1, . . . , p aufgestellt.
Definition 3.21 (Dimensionsbaum) Ein Dimensionsbaum Tp fu¨r die An-
zahl der Dimension p ∈ N entspricht einem Baum mit der Wurzel W (Tp) =
{1, . . . , p} und einer Tiefe
d = dlog2(p)e := min{i ∈ N0 | i ≥ log2(p)},
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{1, . . . , 6}
{1, 2, 3}
{1}
{2, 3}
{2}
{3}
{4, 5, 6}
{4}
{5, 6}
{5}
{6}
Abbildung 3.3.: Abbildung eines Dimensionsbaums
Die Grafik zeigt ein Beispiel eines Dimensionsbaums fu¨r p = 6, welches aus [16]
stammt.
so dass jeder Knoten t ∈ Tp entweder
1. ein Blatt und eine einelementige Menge t = {i}, i = 1, . . . , p, mit dem
Abstand ` ∈ {d− 1, d} zur Wurzel oder
2. die disjunkte Vereinigung (∪˙) zweier Nachfolger s(t) := {t1, t2} : t = t1∪˙t2
ist.
Die Menge der Bla¨tter des Baumes wird mit L(Tp) bezeichnet und die Menge
der inneren Knoten mit I(Tp). Ein Knoten des Baumes wird auch als Dimensi-
onsauswahl bezeichnet, da er verschiedene Dimensionen beinhaltet.
Zur Veranschaulichung ist ein Beispiel eines Definitionsbaums in Abbildung 3.3
zu finden. Im Folgenden wird die Definition der Matricization verallgemeinert,
so dass mehrere Dimensionen bei der Matricization zusammengefasst werden
ko¨nnen. Zur besseren Unterscheidung wird diese Form der Matricization H-
Matricization genannt im Bezug auf die ”Hierarchical HOSVD“.
Definition 3.22 (H-Matricization) Sei t ein Knoten aus einem Dimensions-
baum Tp. Das Komplement t′ ist definiert durch
t′ := {1, . . . , p} \ t.
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Die zugeho¨rige H-Matricization ist weiterhin definiert durch
MHt : Rm1n1×···×mpnp → Rm˜×n˜, m˜ =
∏
i∈t
mini, n˜ =
∏
i∈t′
mini,
mit (MHt (X ))(αi)i∈t,(αi)i∈t′ := xα1,...,αp ,
und dem Spezialfall MH∅ (X ) :=MH{1,...,p}(X ) = X .
Des Weiteren soll der hierarchische Rang eingefu¨hrt werden. Dieser a¨hnelt im
Wesentlichen dem zu Beginn des Unterkapitels definierten j-Rang. Der hierar-
chische Rang erweitert dieses Konzept durch die Verwendung der H-Matricization.
Definition 3.23 (Hierarchischer Rang) Der hierarchische Rang kt fu¨r ein
t ∈ Tp eines Tensors X ∈ Rm1n1×···×mpnp ist definiert durch
kt := rang(MHt (X )) ∈ N, ∀t ∈ Tp.
Die Menge (kt)t∈Tp wird Rang-Verteilung bzgl. des Dimensionsbaums Tp ge-
nannt. Die Menge aller Tensoren mit ho¨chstens hierarchischem Rang kt fu¨r
t ∈ Tp wird mit
rangH((kt)t∈Tp) := {X ∈ Rm1n1×···×mpnp | ∀t ∈ Tp : rang(MHt (X )) ≤ kt}
bezeichnet.
Eine hierarchische HOSVD la¨sst sich mit Hilfe des hierarchischen Rangs als
SVD der Matrizen MHt (X ) bestimmen. Im Grunde ist dies sehr a¨hnlich zu
der HOSVD und daher treten im Fall der Tensorprodukt Smoothing Splines
a¨hnliche Komplexita¨tsprobleme auf, da ein Zugriff auf die gesamte Matrix zur
Speicherauslastung fu¨hren kann. Es wird sich jedoch spa¨ter zeigen, dass dies
bei Tensorprodukt Smoothing Splines zum Teil vermeidbar ist. Zuerst soll die
eigentliche Zerlegung eingefu¨hrt werden, wofu¨r eine letzte Definition no¨tig ist.
Definition 3.24 (Basisbaum, Basismatrix, Transfertensor) Sei t ∈ Tp
eine Dimensionsauswahl und (kt)t∈Tp eine Rang-Verteilung. Eine Matrix Ut ∈
Rm˜×kt, mit m˜ = ∏i∈tmini, wird Basismatrix genannt und ein Tupel (Ut)t∈Tp
solcher Matrizen wird als Basisbaum bezeichnet. Eine Basismatrix ist orthogo-
nal, wenn alle Spalten orthonormal sind. Ein Basisbaum ist orthognal, wenn
alle enthaltenen Basismatrizen orthogonal sind. Weiterhin ist ein Basisbaum
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verschachtelt, wenn fu¨r jede innere Dimensionsauswahl des Dimensionsbaums
mit den Nachfolgern s(t) = {t1, t2} gilt
Bild(Ut) ⊂ Bild(Ut1)⊗Bild(Ut2).
Die Eintra¨ge des Tensors Bt ∈ Rkt×kt1×kt2 sind die Koeffizienten fu¨r die Dar-
stellung der i-ten Spalte (Ut)i von Ut durch die Spalten von Ut1 und Ut2,
(Ut)i :=
kt1∑
j=1
kt2∑
`=1
(Bt)i,j,`(Ut1)j ⊗ (Ut2)`.
Dieser Tensor Bt wird Transfertensor genannt.
Die Transfertensoren fungieren als Bindeglieder fu¨r die einzelnen Basismatrizen
und stehen in den inneren Knoten der Zerlegung. Mit Hilfe der angegebenen
Strukturen la¨sst sich eine hierarchische, geschachtelte Zerlegung fu¨r Tensoren
definieren.
Definition 3.25 (Hierarchische Tucker-Zerlegung) Sei (kt)t∈Tp eine Rang-
Verteilung fu¨r den Dimensionsbaum Tp und X ∈ rangH((kt)t∈Tp). Sei (Ut)t∈L(Tp)
ein verschachtelter Basisbaum mit dem Transfertensor (Bt)t∈I(Tp) und
∀t ∈ Tp : Bild(MHt (X )) = Bild(Ut), X = U{1,..,p}.
Die Darstellung XH := ((Bt)t∈I(Tp), (Ut)t∈L(Tp)) ist die hierarchische Tucker-
Zerlegung von X .
Der Aufbau einer solchen Zerlegung wird in Abbildung 3.4 beispielhaft dar-
gestellt. Die in [17] angegebenen Algorithmen zum Berechnen der hierarchi-
schen Tucker-Zerlegung beno¨tigen die SVD der verschiedenen Matricizations.
Dies ist aufgrund der Gro¨ßenordnung der Daten praktisch bei dem betrachteten
Fall nicht umsetzbar. Der Vollsta¨ndigkeit halber soll das Tensor-Train Format
aus [38] erwa¨hnt werden. Diese Zerlegung ist ein Sonderfall der hierarchischen
HOSVD und entspricht einer hierarchischen Tucker-Zerlegung mit einem dege-
nerierten Dimensionsbaum, d.h. einer linearen Liste, deren Ho¨he proportional
zu p ist. Da bei dieser vergleichbare Komplexita¨tsprobleme auftauchen, wird die
Zerlegung nicht weiter betrachtet.
Bei Tensorprodukt Smoothing Splines handelt es sich, wie bereits erwa¨hnt, um
einen Spezialfall, da diese als Summe von Kronecker-Produkten darstellbar sind
90 3. Komprimierung von Tensorprodukt Smoothing Splines
B{1,...,6}
B{1,2,3}
U{1}
B{2,3}
U{2}
U{3}
B{4,5,6}
U{4}
B{5,6}
U{5}
U{6}
Abbildung 3.4.: Hierarchische Tucker-Zerlegung
Die Abbildung skizziert den verschachtelten Aufbau einer Hierarchischen Tucker-
Zerlegung. Es la¨sst sich erkennen, dass die Transfertensoren als Bindeglieder
fu¨r die Basismatrizen fungieren. Aufgrund dessen mu¨ssen alle Transfertensoren
berechnet werden.
(siehe 2.2). Diese Summe kann zu einer Summe von 1-Formen bzw. Rang-
1 Tensoren umstrukturiert werden. In [17] wird mit der Bemerkung 37 eine
Mo¨glichkeit vorgestellt, wie diese Summe direkt in der hierarchische Tucker-
Zerlegung dargestellt werden kann. Diese Mo¨glichkeit soll kurz vorgestellt wer-
den. Eine Summe von Rang-1 Tensoren
X =
N∑
i=1
p⊗
j=1
vij, vij ∈ Rmjnj
kann fu¨r alle Bla¨tter t = {j} ∈ L(Tp) durch die Basismatrizen
(Ut)i := vij, i = 1, . . . , k, kj := k
und fu¨r alle inneren Knoten t ∈ I(Tp) \W (Tp) die Transfertensoren
(Bt)i,j,` :=
1 , wenn i = j = `0 , sonst ,
Bt ∈ Rk×k×k, kt := k, direkt in die hierarchische Tucker-Zerlegung u¨berfu¨hrt
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Algorithmus 3.4 : Orthogonalisierung der hierarchischen Tucker Dar-
stellung
Input : XH ∈ rangH((kt)t∈Tp) dargestellt durch ((Bt)t∈I(Tp), (Ut)t∈L(Tp)).
Output : verschachtelte orthogonale Basismatrizen (Ut)t∈L(Tp) und
Transfertensoren (Bt)t∈I(Tp)
1 begin
2 forall the t ∈ L(Tp) do
3 Berechne die QR-Zerlegung von Ut und setze Ut := Q sowie
4 Bf :=
(I, I, R) ◦Bf , wenn t der zweite Nachfolger ist,(I, R, I) ◦Bf , wenn t der erste Nachfolger ist, ,
5 fu¨r den Vaterknoten f von t.
6 end
7 forall the t ∈ I(Tp) do
8 Berechne die QR-Zerlegung von MH({1,2})(Bt) mit
MH({1,2})(Bt) :=MH({1,2})(Qt)R und setze Bt := Qt sowie
9 Bf :=
(I, I, R) ◦Bf , wenn t der zweite Nachfolger ist,(I, R, I) ◦Bf , wenn t der erste Nachfolger ist, ,
10 fu¨r den Vaterknoten f von t.
11 end
12 end
werden. Der Wurzel-Transfertensor entspricht
(B{1,...,p})1,j,` :=
1 , wenn j = `0 , sonst ,
B{1,...,p} ∈ R1×k×k, k{1,...,d} = 1. Diese Darstellung beno¨tigt zwar mehr Spei-
cher, aber dieser fa¨llt laut [17] nicht ins Gewicht, da das Sparse-Format ver-
wendet werden kann. Das Sparse-Format speichert alle von Null verschiedenen
Eintra¨ge und ihre zugeho¨rigen Indizes. Dies ist nur effizient, wenn weniger als
1
p
∏p
j=1mjnj Eintra¨ge verschieden von Null sind. Bei Tensorprodukt Smoothing
Splines ist diese Speicherung nur bedingt effizient, wie spa¨ter erla¨utert wird. Es
wird weiterhin ein Algorithmus angegeben, um diese Darstellung in eine effizi-
ente hierarchische Tucker-Zerlegung zu u¨berfu¨hren. Die obige Umstrukturierung
einer Summe von Kronecker-Produkten kann mit dem Algorithmus 3.4 aus [17]
orthogonalisiert und komprimiert werden, was einer Optimierung bzgl. der hier-
archischen Tucker-Zerlegung entspricht.
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Da fu¨r den Algorithmus 3.4 in jedem Schritt nur eine QR-Zerlegung von den
univariaten Daten berechnet wird, sollte dieser Algorithmus praktisch umsetz-
bar sein. Es ist aber von Problemen mit der Speicherung der Transfertenso-
ren B ∈ Rk×k×k, k = N , bei der Umwandlung der Summe von Kronecker-
Produkten in die hierarchische Tucker-Zerlegung auszugehen, da bei Tensorpro-
dukt Smoothing Splines die Dimensionen des Transfertensors von der Anzahl
der Stu¨tzstellen abha¨ngt und diese in der betrachteten Problemstellung aus [44]
durchaus mehr als 10.000 betragen kann. Selbst wenn der Transfertensor im
Sparse-Format gespeichert wird, reicht ab einem gewissen Punkt der Speicher
nicht aus, da durch die Optimierung mehr Elemente besetzt werden. Dies scheint
der Grund zu sein, warum in [17] in der Bemerkung 37 nur von einer kurzen
Summe bzgl. der Umwandlung die Rede ist.
Bei den betrachteten Splines entspricht die Anzahl der Summanden aber der
Anzahl der Stu¨tzstellen. Selbst wenn die Speicherproblematik der Transferten-
soren wegfallen wu¨rde, hat die Zerlegung durch die verschachtelte Darstellung
gewisse Nachteile gegenu¨ber der Darstellung mit Multilinearformen, zumindest
im Zusammenhang mit der Verwendung bei Tensorprodukt Smoothing Splines.
Dies liegt im Wesentlichen daran, dass die Darstellung nach dem Dimensions-
baum geordnet ist und bedingt dadurch nachtra¨glich eine Ordnung, welche der
Darstellung aus Algorithmus 3.1 entspricht, gefunden werden muss. Die Zerle-
gung ist zwar orthogonal, was als Vorteil zu werten ist, aber dieser fa¨llt bei der
beno¨tigten Verwendung nicht weiter ins Gewicht.
Abschließend ist zu sagen, dass bei Tensorprodukt Smoothing Splines nur ei-
ne grobe Approximation durch Kronecker-Produkte gefunden werden soll, um
diese beispielsweise zum Vorkonditionieren oder zur Approximation der Inver-
sen zu verwenden. Die Variante mittels Multilinearformen in Unterkapitel 3.2
ist durch die Ordnung bzgl. der Gro¨ße der σs und ihre schnelle Auswertung im
Vorteil und geeigneter fu¨r das Problem, da die Bestimmung wesentlich schneller
und u¨bersichtlicher ist. Weiterhin mu¨ssen nur die univariaten Komponenten —
explizit handelt es sich dabei um Vektoren — betrachtet werden, da die be-
reits vorhandene Kronecker-Struktur ausgenutzt werden kann. Bei den gegen
Ende dieses Kapitels vorgestellten Verfahren kann diese Struktur nicht erhal-
ten werden, sodass der Algorithmus 3.1 als einzige Mo¨glichkeit u¨brig bleibt. In
den folgenden Kapiteln werden mo¨gliche Verwendungen fu¨r die Komprimierung
vorgestellt.
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Approximation einer
Kronecker-Inversen
Die Motivation fu¨r die Approximation einer Kronecker-Inversen liegt bei Ten-
sorprodukt Smoothing Splines darin begru¨ndet, dass sie zum Beispiel fu¨r die
Optimierung des Gla¨ttungsparameters λ bei der ”Generalized Cross Validation“
oder als Vorkonditionierer fu¨r das GMRES-Verfahren verwendet werden kann.
Aufgrund der Komplexita¨t und der Gro¨ßenordnung des betrachteten Problems
ist es in vielen Fa¨llen weder sinnvoll noch mo¨glich, die Inverse der Summe von
Kronecker-Produkten explizit aufzustellen. Falls die Matrix
Rn×n 3 A =
p⊗
j=1
Aj, mit Aj ∈ Rnj×nj und n =
p∏
j=1
nj,
nur aus einem Kronecker-Produkt besteht, ist die Inverse von A sehr effizient
durch die Inverse der einzelnen Kronecker-Faktoren Aj gegeben
A−1 =
 p⊗
j=1
Aj
−1 = p⊗
j=1
A−1j .
Dies folgt durch mehrfache Anwendung des Satzes 2.7. Bei einer Summe von
Kronecker-Produkten ist dies nicht mo¨glich, da die Inverse sich nicht durch die
Invertierung der einzelnen Summanden berechnen la¨sst. Durch die Summation
geht weiterhin die Kronecker-Struktur verloren. Da die Matrix in den meisten
Fa¨llen nicht explizit angegeben werden sollte, mu¨ssen viele alternative Verfah-
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ren zur Anna¨herung der Inversen von der Untersuchung ausgeschlossen werden.
Daher erscheint eine Approximation an die Inverse, welche die Summen- und
Kronecker-Struktur mit einbezieht, als einzige sinnvolle Mo¨glichkeit fu¨r den Um-
gang mit der Inversen.
Im Folgenden sei entsprechend der betrachteten Problemstellung bei Tensorpro-
dukt Smoothing Splines
Rn×n 3 A =
N∑
i=1
p⊗
j=1
Aij, wobei Aj ∈ Rnj×nj und n =
p∏
j=1
nj.
Im Zusammenhang mit ”Stochastic Automatic Networks“ (SANS) wurde in [26]
bereits eine Methode vorgestellt, um die Inverse einer Summe von Kronecker-
Produkten zu bestimmen. Dabei wird die Summe von Kronecker-Produkten
durch ein einzelnes Kronecker-Produkt approximiert
min
Xj ,
j=1,...,p
∥∥∥∥∥∥A−
p⊗
j=1
Xj
∥∥∥∥∥∥
F
, mit Xj ∈ Rnj×nj , (4.1)
und dessen Inverse als Approximation fu¨r die Inverse der gesamten Summe ver-
wendet. Da bei SANS wesentlich weniger Summanden auftreten als bei der Auf-
gabenstellung dieser Arbeit, funktioniert die Vorgehensweise in diesem beson-
deren Fall verha¨ltnisma¨ßig gut. In [27] werden allerdings Fa¨lle aufgezeigt, in
welchen diese Vorgehensweise nicht funktioniert, da sie zu wenig Informationen
mit einbezieht. Dies entspricht im Grunde wieder der Problematik der Rang-1
Approximation, welche im Abschnitt 2.1 aufgezeigt wurde. Bei Tensorprodukt
Smoothing Splines ist diese Approximation ebenfalls nicht zufriedenstellend,
da aufgrund der sehr großen Anzahl an Summanden die Information in der
Kronecker-Produkt-Approximation nicht ausreichend ist.
In dieser Arbeit soll ein alternatives Verfahren zur Approximation der Inversen
vorgestellt werden. Dieses basiert im Wesentlichen auf dem Prokrustes-Problem
aus [4, 42] und [15]
min
X
‖AX − I‖F , wobei A,X und I ∈ Rn×n
und einer Verwendung der ”Alternating Least-squares“-Idee (ALS). Es han-
delt sich dabei um eine Vorgehensweise zur Minimierung eines multivariaten
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Problems, indem abwechselnd auf die univariaten Komponenten das ”Least-
squares“-Verfahren angewendet wird. Im na¨chsten Abschnitt wird erkla¨rt, wie
die Idee in dieser Arbeit Verwendung findet. Eine ausfu¨hrliche Untersuchung
der ALS-Idee ist in [3] zu finden. Die vorgestellte Anwendung in [3] bezieht sich
allerdings auf ein anderes Problem. Die approximierte Inverse kann, wie bereits
erwa¨hnt, als Vorkonditionierer fu¨r das GMRES-Verfahren oder fu¨r die Bestim-
mung des Gla¨ttungsparameters λ verwendet werden. Weiterhin ist es mo¨glich
die Komprimierung aus Kapitel 3 in bestimmten Fa¨llen als Grundlage zur Be-
stimmung der Anna¨herung zu verwenden.
4.1. Das Prokrustes-Problem und
Kronecker-Produkte
Das Prokrustes-Problem kann allgemein beschrieben werden durch die Idee der
Anna¨herung einer gegebenen Struktur an eine weitere Struktur. Es ist in der li-
nearen Algebra als Problem einer Matrix-Approximation bekannt und in vielen
Fa¨llen wird zusa¨tzlich gefordert, dass die Anna¨herung orthogonal sein soll. Da-
durch wird diese Approximation ha¨ufig als ”orthogonales Prokrustes-Problem“
bezeichnet. Zuerst wurde der Begriff in [42] eingefu¨hrt. Weitere allgemeine In-
formationen sind in [20] und [15] zu finden.
Konkret la¨sst sich das Prokrustes-Problem wie folgt formulieren: Zu zwei gegebe-
nen Matrizen A ∈ Rn×n und B ∈ Rn×n soll eine Matrix X ∈ Rn×n approximiert
werden, so dass gilt
min
X
‖AX −B‖F .
In dieser Arbeit wird fu¨r die Matrix X außerdem eine Kronecker-Struktur gefor-
dert. Dies wurde zum Beispiel bereits in [4] betrachtet. Dabei wurde allerdings
nur der Fall mit einem zweidimensionalen Kronecker-Produkt und orthogonalen
Matrizen untersucht. Solche Einschra¨nkungen sind an dieser Stelle nicht rele-
vant und es wird lediglich die Kronecker-Struktur mit einer beliebigen Anzahl
an Faktoren verlangt, damit X im Rahmen dieser Arbeit u¨berhaupt Verwen-
dung finden kann. Es wird im Grunde eine Rechtsinverse der Matrix A approxi-
miert. Wenn eine Linksinverse bevorzugt wird, muss das Minimierungsproblem
zu ‖XA− I‖F umgestellt werden. Die folgende Vorgehensweise la¨sst sich darauf
analog umsetzen. Die Kronecker-Struktur fließt folgendermaßen in die Formu-
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lierung des Prokrustes-Problems mit ein:
min
Xj ,
j=1,...,p
∥∥∥∥∥∥A
p⊗
j=1
Xj −B
∥∥∥∥∥∥
F
, wobei Xj ∈ Rnj×nj , n =
p∏
j=1
nj.
Fu¨r die Approximation der Inversen einer Matrix, welche als Summe von Kronecker-
Produkten darstellbar ist, ergibt sich somit
min
Xj ,
j=1,...,p
∥∥∥∥∥∥
N∑
i=1
p⊗
j=1
Aij
p⊗
j=1
Xj − I
∥∥∥∥∥∥
F
, mit Aij, Xj ∈ Rnj×nj , n =
p∏
j=1
nj. (4.2)
Die Matrix I steht fu¨r die n × n Einheitsmatrix. Die erste Idee fu¨r diesen An-
satz stammt aus [40]. Die Kronecker-Faktoren Xj lassen sich komponentenwei-
se durch ein ALS-Verfahren bestimmen. Eine a¨hnliche Anwendung des ALS-
Verfahrens kann in [3] gefunden werden. Der dort betrachtete Fall entspricht
der Verwendung des ALS-Verfahrens, wie es in Kapitel 3 vorgestellt wird. Es ist
mit der Anwendung der ALS-Idee auf die Formel (4.1) gleichzusetzen. In diesem
Kapitel wird das ALS-Verfahren wie folgt verwendet: Die Komponenten Xj von
X werden zyklisch durch das folgende Minimierungsproblem
min
Xj
‖B˜Xj − Y ‖F , B˜, Y ∈ Rnj×nj
bestimmt. Dabei wird immer eine Komponente Xj als Variable betrachtet und
die anderen Komponenten als Parameter. Die Matrizen B˜ und Y setzen sich
aus den u¨brig gebliebenen Komponenten von X und den jeweiligen Kompo-
nenten von A zusammen. Der genaue Aufbau der beiden Matrizen wird spa¨ter
ausfu¨hrlicher erla¨utert. Es handelt es sich um ein spaltenweises ”Least-squares“-
Problem
min
Xj
‖B˜Xj(:, i)− Y (:, i)‖2,
fu¨r i = 1, . . . , nj, wobei dieses aber als matrixwertiges LGS gelo¨st werden kann.
Die Komponenten Xj des Kronecker-Produkts werden solange durchgewechselt,
bis das Ergebnis zufriedenstellend ist oder sich nicht mehr a¨ndert. Das ”Alter-
nating“ in diesem Verfahren bezieht sich auf das Wechseln der Variablen.
Ein Nachteil des ALS-Konzepts ist die nicht vorhandene Garantie, dass durch die
Bestimmung der einzelnen Komponenten zwingend das globale Minimum gefun-
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den wird. Dies kann mit Gegenbeispielen belegt werden. Diese sind aber fu¨r die
Darstellung an dieser Stelle nicht geeignet. Sie ko¨nnen durch ein nichtlineare Op-
timierungsproblem erzeugt werden. Dafu¨r werden die einzelnen Matrixeintra¨ge
als Variablen betrachtet und nicht nur die Faktoren der Kronecker-Produkte. Es
wird bei der Anwendung in diesem Kapitel in jedem Fall ein kritischer Punkt
angenommen. Dieser entspricht einem Sattelpunkt oder einem lokalen Minimum
bezu¨glich der partiellen Ableitungen entlang der Koordinatenachsen. Dies wird
spa¨ter zu sehen sein. In der Praxis wird allerdings in den meisten Fa¨llen bei
der Verwendung bzgl. der gegebenen Problemstellung ein globales Minimum ge-
funden. Das ”Least-squares“-Problem fu¨r die einzelnen Komponenten la¨sst sich
durch die partielle Ableitung der Norm aufstellen. Dafu¨r sollen zuerst einzelne
Teile des Ausdrucks in (4.2) betrachtet werden. Die Differenz AX − I erlaubt
mit Satz 2.7 die Umformung
AX − I =
 N∑
i=1
p⊗
j=1
Aij
 p⊗
j=1
Xj − I =
N∑
i=1
p⊗
j=1
AijXj − I. (4.3)
Zur Erinnnerung: Fu¨r die Frobenius-Norm gilt, dass
‖A‖F =
√
tr(AtA).
Um die Frobenius-Norm partiell abzuleiten, wird eine weitere Umformung beno¨tigt.
Es gilt
(AX − I)t(AX − I) =
N∑
i,k=1
 p⊗
j=1
AijXj
t p⊗
j=1
AkjXj

−
N∑
i=1
p⊗
j=1
X tjA
t
ij −
N∑
j=1
p⊗
j=1
AijXj + I
=
N∑
i,k=1
p⊗
j=1
(
X tjA
t
ijAkjXj
)
−
N∑
j=1
p⊗
j=1
X tjA
t
ij (4.4a)
−
N∑
i=1
p⊗
j=1
AijXj + I. (4.4b)
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Daraus la¨sst sich fu¨r die Norm folgern, dass
‖AX − I‖2F = tr
(
(AX − I)t(AX − I)
)
=
N∑
i,k=1
p∏
j=1
tr (XjAijAkjXj)− 2
N∑
i=1
p∏
j=1
tr (AikXj) + tr(I)︸ ︷︷ ︸
=n
, (4.5)
wobei die Eigenschaft einer Spur von Kronecker-Produkten aus Satz 2.7 verwen-
det wird. Die Berechnung der Spur eines Matrix-Produkts la¨sst sich mit Hilfe
des vec-Operators effizient als Matrix-Vektor-Multiplikation umsetzen.
Lemma 4.1 Fu¨r zwei Matrizen X,A ∈ Rn×n gilt
tr(X tAX) = vec(X)t(I ⊗ A)vec(X),
wobei I die n× n Einheitsmatrix ist. Weiterhin gilt ebenfalls
tr(AX) = vec(X)tvec(At).
Beweis: Es folgt fu¨r den ersten Fall, dass
tr(X tAX) =
n∑
i=1
X t(i, :)AX(:, i) = vec(X)t(I ⊗ A)vec(X),
wobei mit der Bezeichnung X(i, :) die i-te Zeile bzw. fu¨r X(:, i) die i-te Spalte
von X gemeint ist. Analog folgt fu¨r den zweiten Fall, dass
tr(AX) =
n∑
i=1
A(i, :)X(:, i) = vec(X)tvec(At).

Die Berechnung der Spur eines Matrixprodukts ist auf diese Weise wesentlich
effizienter als die direkte Berechnung. Mit Lemma 4.1 ergibt sich fu¨r (4.5)
∥∥∥∥∥∥A
p⊗
j=1
Xj − I
∥∥∥∥∥∥
F
=
N∑
i,k=1
p∏
j=1
vec(Xj)t(I ⊗ AtijAkj)vec(Xj) (4.6a)
− 2
N∑
i=1
p∏
j=1
vec(Xj)tvec(Atij) + n (4.6b)
Das eigentliche Ziel ist immer noch den Ausdruck in (4.6) komponentenweise
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bzgl. der Matrizen Xr, r = 1, ..., p, zu minimieren. Es wird dafu¨r Xr als Varia-
ble betrachtet und die restlichen Matrizen Xj, j 6= r, werden als Konstanten
festgehalten. Damit la¨sst sich der Ausdruck in (4.6) wie folgt formulieren:
vec(Xr)t(I ⊗Br)vec(Xr)− 2vec(Xr)tyr + n, (4.7)
wobei
Br :=
N∑
i,k=1
p∏
j=1
j 6=r
tr
(
X tjA
t
ijAkjXj
)
AtirAkr
sowie
yr :=
N∑
i=1
p∏
j=1
j 6=r
tr (AijXj) v(Atir).
Bei dem Ausdruck in (4.7) handelt es sich um ein quadratisches Funktional.
Weiterhin ist die Matrix Br im Fall von Tensorprodukt Smoothing Splines sym-
metrisch und positiv semidefinit, da sie aus einer Summe von symmetrischen
und positiv semidefiniten Matrizen besteht. Das Kronecker-Produkt I ⊗ Br ist
laut [43] ebenfalls symmetrisch und positiv semidefinit. Damit folgt nach einem
Resultat aus [7], dass das quadratische Funktional konvex ist, da die zugeho¨rige
Hesse-Matrix I⊗Br positiv semidefinit ist. Mit einem weiteren Satz aus [7] folgt,
dass fu¨r das quadratische Funktional (4.7) bzgl. Xr nur ein globales Minimum
existieren kann. Dieses wird bei
∂
∂Xr
(
vec(Xr)t(I ⊗Br)vec(Xr)− 2vec(Xr)tyr + n
)
= 0
angenommen. Um die Norm in (4.2) bezu¨glich Xr zu minimieren, wird der Term
in (4.7) nach Xr abgeleitet
∂
∂Xr
(
vec(Xr)t(I ⊗Br)vec(Xr)− 2vec(Xr)tyr + n
)
= 2(I ⊗Br)v(Xr)− 2yr. (4.8)
Die Formel (4.8) la¨sst sich durch Null setzen und mit Hilfe des inversen vec-
Operators in eine kompaktere Form umformen zu
BrXr = Yr mit Yr =
N∑
i=1
p∏
j=1
j 6=r
tr(AijXj)Atir.
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Algorithmus 4.1 : Algorithmus zur Approximation der Inversen durch
ein Kronecker-Produkt
Input : Rn×n 3 A = ∑Ni ⊗pj Aij, mit Aij ∈ Rnj×nj und Aij symmetrisch
positiv semidefinit, ε > 0
Output : Kronecker-Produkt ⊗pj Xj ≈ A−1
1 begin
2 Initialisiere Xj :=
(∑N
k Akj
)−1
mit j = 1, . . . , p
3 while ‖AX − I‖F > ε do
4 for r = 1, . . . , p do
5 Br :=
N∑
i,k=1
p∏
j=1
j 6=r
tr
(
X tjA
t
ijAkjXj
)
AtirAkr
6 Yr :=
N∑
i=1
p∏
j=1
j 6=r
tr (AijXj)Atir
7 Lo¨se BrXr = Yr mittels ”Least-squares“.
8 end
9 end
10 end
Um das Minimum bzgl. Xr zu bestimmen, muss das obige LGS gelo¨st werden.
Es entspricht dem zu Beginn vorgestellten komponentenweisen ”Least-squares“-
Problem
min
Xr
‖BrXr − Yr‖F bzw. min
Xr(i,:)
‖BrXr(i, :)− Yr(i, :)‖2
fu¨r i = 1, . . . , nr. Mit Hilfe dieser Idee la¨sst sich fu¨r die komponentenweise Mi-
nimierung der Norm der zyklische Algorithmus 4.1 aufstellen. Mit diesem Algo-
rithmus la¨sst sich ein kritischer Punkt finden, welcher aber, wie zuvor erwa¨hnt,
nicht zwingend ein globales oder lokales Minimum sein muss. Dies la¨sst sich
durch Gegenbeispiele belegen und wurde bereits in [36] ausfu¨hrlicher untersucht.
Weiterhin ist diese Approximation der Inversen lediglich bei Summen von Kron-
ecker-Produkten mit wenig Summanden effektiv anwendbar. Dies la¨sst sich in
[27] und an numerischen Beispielen gut beobachten. Es ist vergleichbar mit der
Problematik bei SANS, da zu wenige Informationen verwendet werden. Um die
Idee des Algorithmus 4.1 auf das vorgestellte Problem anwenden zu ko¨nnen,
muss dieser daher erweitert werden, so dass X iterativ verbessert werden kann.
Die erste Idee war die Matrix X als Produkt aufzufassen X = ∏`X`. Dies
funktioniert, wenn X nicht als Kronecker-Produkt darstellbar sein muss. So-
bald gefordert wird, dass X` =
∏
`
⊗p
j X`j, ist dieser Ansatz nicht zielfu¨hrend.
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Aufgrund der Eigenschaft des Kronecker-Produkts aus Satz 2.7
(C ⊗D)(E ⊗ F ) = (CE)⊗ (DF ) mit C,D,E, F ∈ Rn×n
stagniert der Algorithmus, da das komponentenweise Minimum nicht verbessert
werden kann. Dies liegt daran, dass sich X zu X = ⊗pj=1X1jX2j umschreiben
la¨sst und eine Minimierung nach X2j keine Verbesserung bringen kann, da X1j
bereits ein globales Minimum bzgl. des komponentenweisen Minimums ist
min
X2r
‖BrX1r︸ ︷︷ ︸
≈Yr
X2r − Yr‖F .
In anderen Worten: Die Variable X2j approximiert im Grunde genommen die
Einheitsmatrix. Dies bringt offensichtlich keinen Vorteil. Ein anderer Ansatz
besteht darin, die Matrix X ebenfalls als Summe von Kronecker-Produkten zu
betrachten
A−1 ≈ X =
g∑
`=1
p⊗
j=1
X`j.
Die Matrix X wird schrittweise um einen Summanden mit Kronecker-Struktur
erweitert. Dieser zusa¨tzliche Summand wird im Wesentlichen mit dem obigen
Algorithmus berechnet, wobei die vorher berechneten X` mit A multipliziert und
von I abgezogen werden. Diese Multiplikation sowie die Subtraktion werden
allerdings nicht ausgefu¨hrt, da die Kronecker-Struktur erhalten bleiben muss
und eine direkte Multiplikation zu Speicherengpa¨ssen fu¨hren kann. Eine a¨hnliche
Vorgehensweise ist in [3] zu finden. Das Minimierungsproblem aus (4.2) a¨ndert
sich ab dem zweiten Summanden X`, ` ≥ 2, zu
min
Xg
∥∥∥∥∥∥∥∥∥∥∥∥
AXg −
I −
A g−1∑
`=1
X`

︸ ︷︷ ︸
Konstante bzgl. Xg
∥∥∥∥∥∥∥∥∥∥∥∥
2
F
mit X` =
p⊗
j=1
X`j, ` = 1, . . . , g.
Dadurch a¨ndert sich das LGS, welches zur komponentenweisen Minimierung
beno¨tigt wird. Es la¨sst sich analog zum obigen Vorgehen durch die partielle
Ableitung bzgl. der Komponenten von Xg aufstellen, wofu¨r die Norm zuerst
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wieder entsprechend umgeformt werden soll. Es gilt
∥∥∥∥∥∥A
p⊗
j=1
Xgj −
I − A
g−1∑
`=1
p⊗
j=1
X`j
∥∥∥∥∥∥
2
F
= tr
A p⊗
j=1
Xgj −
I − A
g−1∑
`=1
p⊗
j=1
X`j
t
·
A p⊗
j=1
Xgj −
I − A
g−1∑
`=1
p⊗
j=1
X`j

=
?
tr
 p⊗
j=1
X tgjA
tA
p⊗
j=1
Xgj
 (4.9)
− 2 tr
 p⊗
j=1
X tgjA
t
I −
g−1∑
`=1
p⊗
j=1
X`j
 (4.10)
+ tr
I − A
g−1∑
`=1
p⊗
j=1
X`j
tI − A
g−1∑
`=1
p⊗
j=1
X`j
 , (4.11)
wobei ? aufgrund von tr(Ct) = tr(C) und tr(CD) = tr(DC) fu¨r quadratische
Matrizen C,D ∈ Rn×n folgt. Zur besseren U¨bersicht werden im na¨chsten Schritt
die einzelnen Terme getrennt voneinander betrachtet. Der erste Term (4.9) la¨sst
sich analog zum Vorgehen am Anfang des Kapitels umformen
tr
 p⊗
j=1
X tgjA
tA
p⊗
j=1
Xgj
 = n∑
i,k=1
p∏
j=1
tr
(
X tgjA
t
ijAkjXgj
)
.
Fu¨r die Ableitung nach Xgr folgt
2
N∑
i,k=1
p∏
j=1
j 6=r
tr
(
X tgjA
t
ijAkjXgj
)
AtirAkrXgr.
Der zweite Term (4.10) kann weiter vereinfacht werden zu
2 tr
 p⊗
j=1
X tgjA
t
I − A
g−1∑
`=1
p⊗
j=1
X`j

= 2 tr
 p⊗
j=1
X tgjA
t −
p⊗
j=1
X tgjA
tA
g−1∑
`=1
p⊗
j=1
X`j

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= 2
tr
 p⊗
j=1
X tgjA
t
− tr
 p⊗
j=1
X tgjA
t
g−1∑
`=1
p⊗
j=1
X`j

= 2
 N∑
i=1
p∏
j=1
tr (AijXgj)−
g−1∑
`=1
N∑
i,k=1
p∏
j=1
tr
(
X tgjA
t
ijAkjX`j
) . (4.12)
Fu¨r die Ableitung nach Xgr folgt
2
 N∑
i=1
p∏
j=1
j 6=r
tr (AijXgj)Air
− 2
g−1∑
`=1
N∑
i,k=1
p∏
j=1
j 6=r
tr
(
X tgjA
t
ijAkjX`j
)
AtirAkrXgr
 ,
dies ergibt sich analog zum Vorgehen zu Beginn des Kapitels. Der dritte Term
(4.11) der Gleichung muss nicht genauer betrachtet werden, da es sich bei diesem
um eine Konstante bzgl. Xgj handelt. Er fa¨llt bei der Ableitung weg und ist fu¨r
das LGS folglich nicht relevant. Das LGS zur Bestimmung der X`, ` ≥ 2, ergibt
sich durch Null setzen der Ableitung:
BgrXgr = Ygr,
wobei
Bgr :=
N∑
i,k=1
p∏
j=1
j 6=r
tr
(
X tgjA
t
ijAkjXgj
)
AtijAkj
und
Ygr :=
N∑
i=1
p∏
j=1
j 6=r
tr (AijXgj)Air −
g−1∑
`=1
N∑
i,k=1
p∏
j=1
j 6=r
tr
(
X tgjA
t
ijAkjX`j
)
AtirAkrX`r.
Die Existenz von nur einem Minimum bzgl. der komponentenweisen Minimie-
rung nach Xgr la¨sst sich auf die gleiche Art und Weise begru¨nden wie zuvor.
Mittels der aus dem ersten Schritt bekannten, zyklischen Minimierung durch
das ALS-Konzept la¨sst sich somit ein kritischer Punkt fu¨r
min
Xg
∥∥∥∥∥∥AXg −
I − A g−1∑
`=1
X`
∥∥∥∥∥∥
F
berechnen. Dieser muss genau wie bei der Bestimmung des ersten Kronecker-
Produkts nicht zwingend ein Minimum sein, ist es aber in vielen Fa¨llen. Ins-
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Algorithmus 4.2 : Algorithmus zur Approximation der Inversen durch
eine Summe von Kronecker-Produkten
Input : Rn×n 3 A = ∑Ni ⊗pj Aij, mit Aij ∈ Rnj×nj und Aij symmetrisch
positiv semidefinit, ε > 0
Output : Kronecker-Produkt
g∑
`=1
⊗p
j=1X`j ≈ A−1
1 begin
2 Bestimme X1 mittels Algorithmus 4.1 und setze g = 1
3 while ‖A∑g` X` − I‖F > ε do
4 Setze g := g + 1 und initialisiere Xgj := Inj×nj
5 for r = 1 : p do
6 Bgr :=
∑
i,k=1
N
p∏
j=1
j 6=r
tr
(
X tgjA
t
ijAkjXgj
)
AtirAkr
7 Ygr :=
N∑
i=1
p∏
j=1
j 6=r
tr (AijXgj)Air
8 −
g−1∑`
=1
n∑
i,k=1
p∏
j=1
j 6=r
tr
(
X tgjA
t
ijAkjX`j
)
AtirAkrX`r
9 Lo¨se BgrXgr = Ygr mittels ”Least-squares“
10 end
11 end
12 end
gesamt la¨sst sich der Algorithmus 4.2 zur Bestimmung der Kronecker-Inversen
angeben.
Im Weiteren sollen die Effizienz und das Verhalten bzgl. der Konvergenz und der
Abklingrate des Algorithmus 4.2 untersucht werden, da der Algorithmus gerade
bei Matrizen mit sehr vielen Summanden bereits nach wenigen Iterationen sehr
rechenlastig wird. Bei Tensorprodukt Smoothing Splines la¨sst sich allerdings die
symmetrische Rang-1 Struktur des Approximationsteils (Nµ)tNµ ausnutzen.
4.2. Effiziente Umsetzung der Approximation
einer Kronecker-Inversen
Aufgrund der großen Summandenanzahl wird die Berechnung mit jedem Sum-
manden, welcher der Kronecker-Inversen hinzugefu¨gt wird, aufwendiger. Die
Matrix A hat bei Tensorprodukt Smoothing Splines allerdings eine gewisse
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Struktur (siehe 2.2), welche zur effizienten Berechnung ausgenutzt werden kann.
Wie bereits erwa¨hnt, sind alle Faktoren der Kronecker-Produkte symmetrisch
und bei den meisten Kronecker-Produkten bestehen die Faktoren aus Rang-1
Matrizen. Diese Struktur kann ausgenutzt werden, um die Anzahl der Rechen-
operationen des Algorithmus 4.2 in zwei Schritten zu verbessern. Da die Summe
zweier symmetrischer Matrizen wieder symmetrisch ist
(C +D)t = Dt + Ct = D + C = C +D, C,D ∈ Rn×n
und Matrizen mit den passenden Dimensionen bei der Berechnung der Spur
vertauscht werden ko¨nnen, la¨sst sich die Berechnung der linken Seite im ersten
Schritt wie folgt verbessern:
Bgr =
N∑
i,k=1
p∏
j=1
j 6=r
tr
(
X tgjA
t
ijAkjXgj
)
AtirAkr
=
N∑
i=1
N∑
k=i
p∏
j=1
j 6=r
tr
(
X tgjA
t
ijAkjXgj
)AtirAkr︸ ︷︷ ︸
=:A˜
+AtkrAir︸ ︷︷ ︸
=:A˜t
 . (4.13)
Es muss nur noch die Ha¨lfte an Matrixprodukten sowie an Spuren berechnet
werden. Dies kann zum Teil auch bei der rechten Seite des Gleichungssystems
ausgenutzt werden. Es gilt analog zu (4.13), dass
−
g∑
`=1
N∑
i,k=1
p∏
j=1
j 6=r
tr
(
X tgjA
t
ijAkjX`j
)
AtirAkrX`r =
= −
g∑
`=1
 N∑
i=1
N∑
k=i
p∏
j=1
j 6=r
tr
(
X tgjA
t
ijAkjX`j
) (
AtirAkr + AtkrAir
)
︸ ︷︷ ︸
=:Y˜`r
X`r. (4.14)
Es ko¨nnen die gleichen Einsparungen wie fu¨r die linke Seite des LGS ausge-
nutzt und die Matrix Y˜`r kann einzeln aufgestellt werden. Aufgrund der gleichen
Struktur kann die Berechnung der Summen in (4.13) und (4.14) bei der Im-
plementierung zusammengezogen werden. Pro Iterationsschritt vera¨ndert sich
nur die Matrix Xgj. Wenn genu¨gend Speicherplatz zur Verfu¨gung steht, la¨sst
sich dies ausnutzen, indem die Matrizen (AtirAkr + AtkrAir) zwischengespeichert
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und nur die beno¨tigten Koeffizienten bzw. Spuren neu berechnet werden. Die
gro¨ßte Einsparung an Rechenoperationen la¨sst sich im zweiten Schritt durch die
Ausnutzung der Struktur der symmetrischen Rang-1 Matrizen bei dem Appro-
ximationsterm des Smoothing Splines erreichen. Genauer gesagt bei der ”Least-
squares“-Vandermonde-Matrix, da diese fu¨r den Großteil der Summanden ver-
antwortlich ist. Die oben verwendeten Matrizen Air und Akr lassen sich in diesem
Fall schreiben als
Aij = atirair sowie Akr = atkrakr. (4.15)
Die linke Seite des LGS la¨sst sich damit wie folgt vereinfachen:
N∑
i=1
N∑
k=i
p∏
j=1
j 6=r
tr

X tgja
t
ij︸ ︷︷ ︸
Spalte
aija
t
kj︸ ︷︷ ︸
Skalar
akjXgj︸ ︷︷ ︸
Zeile︸ ︷︷ ︸
Rang-1 Matrix x˜gij x˜tgkj

(
AtirAkr + AtkrAir
)
=
N∑
i=1
N∑
k=i
 p∏
j=1
aija
t
kj

 p∏
j=1
j 6=r
tr
(
x˜gijx˜
t
gkj
)(atirakr + atkrair)
=
N∑
i=1
N∑
k=i
 p∏
j=1
aija
t
kj

 p∏
j=1
j 6=r
(
x˜tgkjx˜gij
)(atirakr + atkrair) .
Dies la¨sst sich analog auf die rechte Seite des LGS anwenden und es ergibt sich
N∑
i=1
p∏
j=1
j 6=r
tr (AijXgj)Air
−
g−1∑
`=1
 N∑
i=1
N∑
k=i
p∏
j=1
j 6=r
tr
(
X tgjA
t
ijAkjX`j
) (
AtirAkr + AtkrAir
)
X`r

=
N∑
i=1
p∏
j=1
j 6=r
tr
atij aijXgj︸ ︷︷ ︸
Zeile x˜tigj
 atirair
−
g−1∑
`=1

N∑
i=1
N∑
k=i
p∏
j=1
j 6=r
tr
 X tgjatij︸ ︷︷ ︸
Spalte x˜igj
atijakj︸ ︷︷ ︸
Skalar
akjX`j︸ ︷︷ ︸
Zeile x˜t
`kj

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atij aijatkj︸ ︷︷ ︸
Skalar
akj + atkj akjatij︸ ︷︷ ︸
Skalar
aij
X`r

=
N∑
i=1
p∏
j=1
j 6=r
(
x˜tigjaij
)
atirair
−
g−1∑
`=1
 N∑
i=1
N∑
k=i
 p∏
j=1
aija
t
kj
 p∏
j=1
j 6=r
x˜t`kjx˜igj
(
atijakj + atkjaij
)
X`r
 .
Mit diesen Umformungen la¨sst sich der Algorithmus 4.2 effizient umsetzen. Es
soll kurz verdeutlicht werden, dass diese Umstellung wirklich eine Verbesserung
darstellt. Dafu¨r wird die Anzahl der Rechenoperationen bei vollbesetzten und
Rang-1 Matrizen fu¨r den Term
tr
(
X tgjA
t
ijAkjX`j
) (
AtirAkr + AtkrAir
)
X`r, mit Aij, X`,j ∈ Rnj×nj (4.16)
fu¨r j = 1, . . . , p, verglichen. Dieser Term wird gewa¨hlt, da er insgesamt am
meisten berechnet werden muss. Andere Terme fallen nicht weiter ins Gewicht,
da diese sich nicht deutlich verbessern lassen. Aufgrund dessen reicht es aus
nur diesen Term zu betrachten. Es wird speziell der Fall untersucht, der bei
Tensorprodukt Smoothing Splines auftritt. Es ist folglich eine bekannte Rang-1
Struktur vorhanden. Fu¨r vollbesetzte Matrizen bzw. die vollsta¨ndig aufgestellten
Rang-1 Matrizen werden 8n3j − 1 Operationen zur Berechnung beno¨tigt. Dies
erkla¨rt sich wie folgt: Die Berechnung von
tr
(
X tgjA
t
ijAkjX`j
)
= vec
(
X t`jA
t
kj
)t
vec
(
X tgjA
t
ij
)
beno¨tigt durch die Verwendung von Lemma 4.1 insgesamt 2n2j(2nj−1)+2n2j−1
Operationen. In (
AtirAkr + AtkrAir
)
X`r
muss nur ein Summand berechnet werden, da gilt (AtirAkr)t = AtirAkr. Fu¨r
diesen Teil ergeben sich somit 2n2j(2nj − 1) + n2j Rechenoperationen. Fu¨r die
Multiplikation mit der Spur kommen nochmal n2j Multiplikationen hinzu und
insgesamt ergibt sich folgende Anzahl an Rechenoperationen
4n2j(2nj − 1) + 2n2j − 1 + 2n2j = 8n3j − 1.
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Fu¨r die Umsetzung mittels bekannten Rang-1 Matrizen in (4.15) werden le-
diglich 10n2j + 3nj − 3 Operationen beno¨tigt. Dies la¨sst sich folgendermaßen
erkennen: Die Spur kann umgestellt werden zu
tr
(
X tgjA
t
ijAkjX`j
)
= tr
(
X tgja
t
ijaija
t
kjakjX`j
)
,
so dass nur zwei Matrix-Vektor-Multiplikationen und a¨ußere bzw. innere Pro-
dukte berechnet werden mu¨ssen. Unter Ausnutzung von Lemma 4.1 ergeben sich
damit (nj + 1)(2nj − 1) + 2nj − 1 Rechenoperationen. Fu¨r den zweiten Teil
(
AtirAkr + AtkrAir
)
X`r =
(
atiraira
t
krakr + atkrakratirair
)
X`r
ergeben sich 2nj − 1 + 2nj(2nj − 1) + 2n2j Rechenoperationen. Inklusive der
Multiplikation mit der Spur ergeben sich ingesamt
(nj + 1)(2nj − 1) + 2nj − 1 + 2nj − 1 + 2nj(2nj − 1) + 3n2j = 10n2j + 3nj − 3
Rechenoperationen. Dieser Vergleich zeigt deutlich, dass es von Vorteil ist die
Rang-1 Struktur auszunutzen, da die Berechnung in (4.16) genau
(
N · N2 (p− 1)
)
-
mal fu¨r ein komponentenweises Minimierungsproblem auftritt. D.h. pro Iteration
des obigen Prokrustes-Problem tritt die Berechnung
(
N · N2 (p− 1) · p
)
-mal auf.
Zur Erinnerung: Der Wert N bezeichnet die Stu¨tzstellenanzahl und der Wert p
die Dimension. Diese liegen bei der untersuchten Problemstellung durchaus bei
N = 10000 und p = 6. Ein Vorberechnen und Zwischenspeichern der Rang-1
Matrizen wa¨re somit von Nachteil.
Unter Verwendung der Komprimierung aus Kapitel 3 la¨sst sich die Approximati-
on ebenfalls schneller umsetzen, dies ha¨ngt allerdings von der Gu¨te der Kompri-
mierung ab. In bestimmten Fa¨llen kann es zu einer sehr langsamen Konvergenz
bzw. Divergenz kommen, wie im na¨chsten Abschnitt beschrieben werden soll.
Zur Bestimmung eines Vorkonditionierers fu¨r das GMRES-Verfahren ist diese
Vorgehensweise allerdings bei guter Komprimierung vielversprechend. Die Er-
gebnisse dazu finden sich in Kapitel 6.2.
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4.3. Konvergenzverhalten des vorgestellten
Algorithmus
Es wurde mit Algorithmus 4.2 ein Verfahren zur Bestimmung einer Kronecker-
Inversen vorgestellt und gezeigt, wie dieses Verfahren fu¨r den betrachteten Fall
effizient umgesetzt werden kann. In diesem Abschnitt soll das Konvergenzverhal-
ten des entwickelten Algorithmus untersucht werden. Zuerst soll gezeigt werden,
dass fu¨r die Folge von Kronecker-Produkten X`, ` = 1, 2, . . . , g, welche durch
den Algorithmus erzeugt wird, die Norm
∥∥∥∥∥A
g∑
`=1
X` −B
∥∥∥∥∥
2
F
mit jedem weiteren Summanden abnimmt.
Satz 4.2 Sei A = ∑Ni=1⊗pj=1Aij, mit Aij ∈ Rmj×nj sowie symmetrisch und
positiv semidefinit. Sei weiterhin X` = ⊗pj=1X`j, mit X`j ∈ Rmj×nj und die
Summe ∑g`=1⊗jX`j durch den Algorithmus 4.2 bestimmt. Dann gilt
‖AX1 − I‖2F ≥ ‖A(X1 +X2)− I‖2F ≥ · · · ≥
∥∥∥∥∥A
∞∑
`=1
X` − I
∥∥∥∥∥
2
F
.
Beweis: Es soll gezeigt werden, dass die Norm
∥∥∥∥∥A
g∑
`=1
X` − I
∥∥∥∥∥
2
F
mit jeder Anwendung des Algorithmus 4.2 abnimmt. Anschaulich wird in jedem
Schritt der Rest des vorherigen Schritts approximiert
min
Xg+1
∥∥∥∥∥∥A
g+1∑
`=1
X` − I
∥∥∥∥∥∥
2
F
= min
Xg+1
∥∥∥∥∥AXg+1 −
(
I − A
g∑
`=1
X`
)∥∥∥∥∥
2
F
.
Durch das Hinzufu¨gen von Xg+1 werden neue Freiheitsgrade verfu¨gbar und die
Matrix Xg+1 wird mit Hilfes des Algorithmus 4.2 bestimmt, so dass fu¨r ein
X∗ =
p⊗
j=1
X∗j = arg min
X
∥∥∥∥∥AX −
(
I − A
g∑
`=1
X`
)∥∥∥∥∥
2
F
,
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welches nicht zwingend ein globales Minimum sein muss, gilt
∥∥∥∥∥AX∗ −
(
I − A
g∑
`=1
X`
)∥∥∥∥∥
2
F
≤
∥∥∥∥∥A
g∑
`=1
X` − I
∥∥∥∥∥
2
F
.
Es ist nicht weiter problematisch, dass X∗ nicht zwingend ein globales Mini-
mum ist, da es nur um die Minimierung des Abstands zum Residuum geht.
Dies wird aufgrund der Symmetrie und der positiven Semidefinitheit in jedem
Fall erreicht, da das komponentenweise ”Least-squares“-Problem aus Algorith-
mus 4.2 in diesem Fall ein globales Minimum bzgl. der univariaten Komponente
liefert. Mit der trivialen Wahl Xg+1 = 0 ist die Ungleichung immer erfu¨llt. Mit
Xg+1 = X∗ fu¨r den jeweiligen Iterationsschritt folgt die Behauptung. 
Da es sich bei dem Algorithmus 4.2 um ein ALS-Verfahren handelt, wird die
Aussage bereits in [3] und [36] fu¨r eine a¨hnliche Problemstellung erwa¨hnt und
bewiesen. Die Folge (xg)g∈N mit
xg =
∥∥∥∥∥A
g∑
`=1
X` − I
∥∥∥∥∥
2
F
ist nach unten durch Null beschra¨nkt und monoton fallend. Dies reicht leider
nicht aus, um zu zeigen, dass sie eine Nullfolge ist. Des Weiteren wird in [36]
aufgezeigt, dass diesbezu¨glich keine Aussagen getroffen werden ko¨nnen. Numeri-
sche Tests fu¨r das betrachtete Problem deuten darauf hin, dass die Folge beliebig
langsam abfallen kann. Dies ist abha¨ngig von der zu invertierenden Matrix.
Vermutung 4.3 Die Konvergenz der Summe ∑`X` gegen die Inverse von A
kann wahrscheinlich nicht gezeigt werden, was die Untersuchung der Folge xg
bereits vermuten la¨sst. Dies wird durch Aussagen in [36] ebenfalls unterstrichen
und numerische Tests in Kapitel 6.2 deuten ho¨chstens auf eine sehr langsame
Konvergenz hin. Eine explizites Gegenbeispiel konnte allerdings bisher nicht ge-
funden werden.
Wenn fu¨r die Matrizen des Kronecker-Produkts zusa¨tzlich Orthogonalita¨t gefor-
dert wird, sollte die Summe gegen eine Inverse von A konvergieren. Diese For-
derung fu¨hrt allerdings zu einer gro¨ßeren Komplexita¨t des Problems und scheint
in der Praxis nicht von Vorteil zu sein.
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Fu¨r eine sinnvolle Verwendung als Vorkonditionierer des GMRES-Verfahrens
reichen in bestimmten Fa¨llen wenige Iterationen aus, so dass die nicht vor-
handene Konvergenz bei der praktischen Anwendung kein wesentlicher Nachteil
ist. Fu¨r diese explizite Verwendung mu¨ssen die beteiligten Matrizen allerdings
symmetrisch und positiv semidefinit sein, damit der Algorithmus 4.2 verwendet
werden kann. Dies ist bei Tensorprodukt Smoothing Splines der Fall und da-
durch sind insbesondere die Voraussetzungen fu¨r das GMRES-Verfahren erfu¨llt.
Entscheidend fu¨r die Gu¨te der Approximation ist an dieser Stelle das Verha¨ltnis
zwischen Approximations- und Gla¨ttungsterm des Smoothing Splines. A¨hnlich
wie bei der Komprimierung in Kapitel 3 liefert die Approximation gute Ergeb-
nisse und ist verwendbar, wenn der Gla¨ttungsterm sta¨rker gewichtet wird als der
Approximationsterm. Dies liegt daran, dass sich in diesem Fall die Gram-Matrix
durchsetzt.
Der Gla¨ttungsparameter λ muss folglich u¨ber einem gewissen Schwellwert lie-
gen, wie bereits in der Vermutung 3.16 fu¨r die Komprimierung formuliert wurde.
Der Schwellwert bzgl. λ fu¨r eine effiziente Komprimierung und Approximation
der Inversen ist damit identisch zu wa¨hlen. Liegt λ u¨ber dem erwa¨hnten Schwell-
wert, ist ein weiterer Vorteil, dass anstelle der Originaldaten die Komprimierung
zur Bestimmung einer Approximation einer Kronecker-Inversen verwendet wer-
den kann. Dadurch ko¨nnen massiv Rechenoperationen eingespart werden. Der
Algorithmus liefert allerdings keine befriedigenden Ergebnisse, wenn der Appro-
ximationsterm wesentlich sta¨rker gewichtet wird als der Gla¨ttungsterm. Es fa¨llt
dabei auf, dass die Folge xg in diesem Fall sehr langsam abfa¨llt und ab einem
gewissen Punkt scheinbar stagniert. Dies zeigen die Ergebnisse in Kapitel 6.2.
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Vorkonditionierer
Dieses Kapitel soll Mo¨glichkeiten zur Vorkonditionierung des CG-Verfahrens
vorstellen, welche die Kronecker-Struktur bei Tensorprodukt Smoothing Spli-
nes erhalten. Viele allgemeine Vorkonditionierer fu¨r das CG-Verfahren bzw.
GMRES-Verfahren, welche gute Ergebnisse liefern, sind von vorneherein ausge-
schlossen. Dies liegt an der Kronecker-Struktur, welche von zentraler Wichtigkeit
ist und in jedem Fall erhalten bleiben muss. Im Unterkapitel 2.3.2 wird mit den
Skalierungsvorkonditionierern eine Mo¨glichkeit zur Vorkonditionierung fu¨r das
CG-Verfahren bzw. GMRES-Verfahren und im Kapitel 4 mit der Approximation
der Inversen eine Mo¨glichkeit fu¨r das GMRES-Verfahren vorgestellt.
Diese beiden Vorkonditionierer ko¨nnen fu¨r das CG-Verfahren im Fall der Ten-
sorprodukt Smoothing Splines nur bedingt u¨berzeugen, da die Skalierungsvor-
konditionierer zu wenig Informationen umfassen. Außerdem erfu¨llt die Appro-
ximation der Inversen prinzipiell nicht die Voraussetzung als Vorkonditionierer
fu¨r das CG-Verfahren, da sie im Fall der betrachteten Smoothing Splines nicht
positiv definit ist. Weiterhin kann die Anna¨herung der Inversen nur unter be-
stimmten Bedingungen als Vorkonditionierer fu¨r das GMRES-Verfahren gute
Ergebnisse erzielen. Dies ha¨ngt im Wesentlichen von der Gu¨te der Approximati-
on ab. Wenn der Approximationsterm des Smoothing Splines sta¨rker gewichtet
wird als der Gla¨ttungsterm, nimmt die Qualita¨t der Approximation der Inverse
schnell ab. Dieses Verhalten ist analog bei der Komprimierung zu beobachten.
Das LGS bzgl. des Tensorprodukt Smoothing Splines fu¨r das untersuchte Pro-
blem erfu¨llt die Bedingungen zur Verwendung des CG-Verfahrens, wobei der
114 5. Vorkonditionierer
Gla¨ttungsparameter λ 6= 0 sein muss. Da eine Interpolation bei den betrachte-
ten Splines nicht sinnvoll scheint, ist dies immer der Fall. Weiterhin scheint das
CG-Verfahren generell effizienter als das GMRES-Verfahren. Aufgrund dieser
beiden Gru¨nde ist es von Interesse das CG-Verfahren anzuwenden.
Aufgrund der oben genannten Defizite soll ein mo¨glicher Vorkonditionierer fu¨r
das CG-Verfahren vorgestellt werden. Dieser hat den Vorteil, dass er sowohl
mit einer guten Komprimierung aus Kapitel 3 umgesetzt werden kann als auch
separat relativ effizient verwendbar ist, falls die Gu¨te der Komprimierung nicht
den Anspru¨chen genu¨gt. Am Ende wird zusa¨tzlich eine Idee fu¨r einen Vorkon-
ditionierer skizziert, welcher auf dem Prokrustes-Problem basiert.
5.1. SSOR-Vorkonditionierer
Es wurde bereits erwa¨hnt, das sogenannte Splitting-Verfahren nicht zur iterati-
ven Lo¨sung des LGS verwendet werden ko¨nnen, da sie die Kronecker-Struktur
nicht ausnutzen und prinzipiell Zugriff auf die gesamte Matrix beno¨tigen. Sie
bieten allerdings in einer abgewandelten Form die Mo¨glichkeit als Vorkonditio-
nierer fu¨r das CG-Verfahren verwendet zu werden. Dies wird in [21, 35] und
[2] beschrieben und erla¨utert. Es kommen wieder nicht alle Verfahren in Frage.
Eine mo¨gliche Umsetzung fu¨r einen Vorkonditionierer stellt jedoch das symme-
trische Gauß-Seidel-Verfahren dar, ebenfalls bekannt als ”Symmetric Successive
Overrelaxation“(SSOR)-Vorkonditionierer. Prinzipiell ha¨lt dieses Verfahren die
Kronecker-Struktur nicht intakt. Aufgrund der Struktur der Matrix von Ten-
sorprodukt Smoothing Splines auf gestreuten Daten la¨sst sich dieses Problem
aber umgehen, wie spa¨ter zu sehen sein wird. Die Grundlagen des Verfahrens
sind aus [35] und [21] entnommen.
Fu¨r den Algorithmus 2.3 des vorkonditionierten CG-Verfahrens muss eine Ma-
trix C bestimmt werden, welche die Vorkonditionierung umsetzt (siehe Unter-
kapitel 2.3.2). Diese Matrix C ∈ Rn×n kann bei dem SSOR-Vorkonditionierer
wie folgt gewa¨hlt werden:
C =
(
(D + L)D−1(D + L)t
)−1
, mit L,D ∈ Rn×n,
wobei A ∈ Rn×n die Matrix des LGS und in A = L + D + Lt zerlegbar ist. Es
steht L fu¨r eine linke, untere Dreiecksmatrix und D fu¨r eine Diagonalmatrix.
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Die beiden Matrizen sind in der betrachteten Problemstellung regula¨r. Es gilt
insbesondere C = KKt mit K = (D+L)−tD 12 . Dies ist relevant, damit die Sym-
metrie und die positive Definitheit fu¨r das CG-Verfahren nicht verletzt werden.
Eine direkte Umsetzung von
hk+1 = Crk+1, (5.1)
siehe Algorithmus 2.3, ist bedingt durch den Verlust der Kronecker-Struktur
bei der Invertierung nicht mo¨glich und wa¨re numerisch nicht sinnvoll. Eventuell
ko¨nnte die Approximation einer Kronecker-Inversen aus Kapitel 4 an dieser
Stelle weiterhelfen, aber aus Zeitgru¨nden konnte dies nicht untersucht werden.
Die Gleichung (5.1) kann zu C−1hk+1 = rk+1 umgestellt werden. Dies hat zur
Folge, dass ein lineares Gleichungssystem gelo¨st werden muss, bei dem jedoch
die Kronecker-Struktur erhalten bleibt.
Da C−1 aus einem Produkt von oberen und unteren Dreiecksmatrizen besteht,
la¨sst sich dieses lineare Gleichungssystem bekanntermaßen durch eine Vorwa¨rts-
elimination und eine Ru¨cksubstitution effizient lo¨sen, siehe [35]. Diese wird zei-
lenweise berechnet und es la¨sst sich die zugrundeliegende Kronecker-Struktur
ausnutzen. Die Matrix L wird aus einer Summe von linken, unteren Dreiecks-
matrizen aufgebaut, welche durch Kronecker-Produkte darstellbar sind. Diese
Dreiecksmatrizen stammen aus der Aufteilung der Matrix (Nµ)tNµ + λGµ in
L+D+Lt und es werden die unteren Dreiecksmatrizen der einzelnen Kronecker-
Faktoren verwendet, wodurch die obige Zerlegung zustande kommt. Es mu¨ssen
weiterhin nur die Summanden der Matrix (Nµ)tNµ + λGµ betrachtet werden,
welche fu¨r die untere Dreiecksmatrix und die jeweilige Zeile bei der Vorwa¨rts-
elimination und Ru¨cksubstitution relevant sind. In der Praxis bringt die Un-
terscheidung zwischen unterer und oberer Dreiecksmatrix bei der untersuchten
Problemstellung fu¨r die Auswahl der relevanten Summanden nur wenig Vorteile,
sodass auf diese verzichtet werden kann. Das sollte bei der Berechnung von hk
beachtet werden. Diese la¨sst sich folgendermaßen umsetzen: Im ersten Schritt
wird die Vorwa¨rtselimination durch
C−1hk = rk ⇔ (D + L)D−1(D + L)thk︸ ︷︷ ︸
=h˜k
= rk ⇔ (D + L)h˜k = rk. (5.2)
realisiert. Um die elementweise Berechnung von hk u¨bersichtlicher darstellen zu
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ko¨nnen, wird analog zu den vorherigen Kapiteln die Octave-Schreibweise ver-
wendet. Zur Erinnerung, diese hat folgende Bezeichnungen: Das i-te Element
eines Vektors a wird mit a(i) bezeichnet und analog fu¨r eine Matrix A soll gel-
ten, dass A(i, j) das Element in der i-ten Zeile und der j-ten Spalte bezeichnet.
Mit der Notation A(i, 1 : j) sind die Elemente A(i, 1) bis A(i, j) der Matrix A
gemeint. Folglich entspricht A(i, 1 : j) einem Vektor. Die Bezeichung A(i, end)
meint das letzte Element der i-ten Zeile. Damit lassen sich die einzelnen Ele-
mente h˜k(i) aus (5.2) durch folgende Formel berechnen:
h˜k(i) =
rk(i)− L(i, 1 : i− 1)h˜k(1 : i− 1)
D(i, i) ,
wobei h˜k(1 : i− 1) die bisher berechneten Elemente von h˜k sind. Das Skalarpro-
dukt
L(i, 1 : i− 1) · h˜(1 : i− 1)
la¨sst sich mit Hilfe des Kronecker-Produkts bestimmen, da L(i, 1 : i − 1) als
Summe von zeilenweisen Kronecker-Produkten darstellbar ist. Es macht daher
Sinn, nicht jede Zeile direkt auszurechnen, sondern die rekursive Matrix-Vektor-
Multiplikation bei Kronecker-Produkten auszunutzen. Wenn der Speicher aller-
dings ausreicht, kann zur Vereinfachung der Implementierung jede Zeile direkt
berechnet und nur der relevante Teil verwendet werden. Ein Kompromiss zwi-
schen Speicher- und Rechenaufwand wa¨re an dieser Stelle ratsam. Im zweiten
Schritt folgt die eigentliche Berechnung von hk mittels Ru¨cksubstitution
(D + L)thk = Dh˜k.
Damit ergibt sich wiederum eine Formel fu¨r die zu bestimmenden Elemente von
hk
hk(i) =
D(i, i)h˜k(i)− L(i+ 1 : end)hk(i+ 1 : end)
D(i, i)
= h˜k(i)− L(i+ 1 : end)hk(i+ 1 : end)
D(i, i) .
(5.3)
Die Struktur von L(i+ 1 : end) la¨sst sich an dieser Stelle wiederum ausnutzen.
Ein wesentliches Problem bei der Umsetzung ist die große Anzahl von Summan-
den bei der Vandermonde-Matrix. Wenn eine gute Komprimierung vorliegt, la¨sst
5.1. SSOR-Vorkonditionierer 117
sich diese verwenden. Somit wird das Problem mit der großen Anzahl an Sum-
manden umgangen. Dies ha¨ngt jedoch davon ab, wie gut die Komprimierung
aus Kapitel 3 ist.
Falls die Komprimierung den Anspru¨chen nicht genu¨gt, um damit den SSOR-
Vorkonditionierer zu approximieren, dann la¨sst sich die große Anzahl von Sum-
manden auf eine andere Art und Weise umgehen. Dabei ist relevant, dass eine
Zeile einer univariaten Vandermonde-Matrix in den meisten Fa¨llen nicht voll
besetzt ist, was durch den Tra¨ger der B-Splines begru¨ndet werden kann, wie
spa¨ter zu sehen sein wird. Wegen dem Kronecker-Produkt mit mehreren Zeilen
von univariaten Vandermonde-Matrizen sind daher die meisten Eintra¨ge einer
Zeile der multivariaten Vandermonde-Matrix gleich Null. Aufgrund des Aufbaus
von (Nµ)tNµ ist damit nur ein geringer Anteil der Summanden an einer Zeile der
Matrix (Nµ)tNµ beteiligt. Dies soll im Folgenden genauer untersucht werden:
Eine Zeile der Matrix (Nµ)t entspricht der Auswertung der Stu¨tzstellen an einem
Tensorprodukt B-Spline. Die von Null verschiedenen Eintra¨ge entsprechen den
Stu¨tzstellen, welche im Tra¨ger des Tensorprodukt B-Splines liegen. Aufgrund
der Rang-1 Struktur der Matrix
(Nµ)tNµ =
#X∑
i=1
p⊗
j=1
Nµj(xij|Tj)tNµj(xij|Tj)
entspricht die Anzahl der relevanten Summanden fu¨r die j-te Zeile der Matrix
(Nµ)tNµ der Anzahl der von Null verschiedenen Elemente aus der j-ten Zeile
von (Nµ)t. Damit ist nur eine grobe Abscha¨tzung mo¨glich, da fu¨r eine solche
die univariaten Komponenten der Stu¨tzstellen in den Tra¨gern der univariaten
B-Splines betrachtet werden mu¨ssen. Wie viele Stu¨tzstellen im Tra¨ger eines
univariaten B-Splines liegen, ist von den Stu¨tzstellen und der Wahl der Knoten
abha¨ngig. Bei einem B-Spline vom Grad m umfasst der Tra¨ger 2m + 1 Kno-
tenintervalle. Bei einem p-dimensionalen multivariaten B-Spline, der sich aus
solchen univariaten B-Splines vom Grad m zusammensetzt, umfasst der Tra¨ger
(2m+ 1)p Hyperwu¨rfel.
Liegen die Daten auf einem Gitter, wu¨rde die Anzahl der Stu¨tzstellen im Tra¨ger
des Tensorprodukt B-Splines ebenfalls exponentiell anwachsen. Aufgrund der ge-
streuten Daten im betrachteten Fall ist die Anzahl der Stu¨tzstellen im Tra¨ger des
multivariaten B-Splines wesentlich geringer. Dieser kann sogar weniger Stu¨tz-
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Abbildung 5.1.: Tra¨ger eines multivariaten B-Splines bei gestreuten Daten
Die Abbildung verdeutlicht, dass bei gestreuten Daten im Tra¨ger (schraffierter
Bereich) eines multivariaten B-Splines weniger Stu¨tzstellen liegen ko¨nnen als in
den Tra¨gern der zugeho¨rigen univariaten B-Splines, welche dem Intervall [2, 4]
entsprechen.
stellen enthalten als der univariate Tra¨ger. Die Unterbestimmtheit des betrach-
teten Problems liefert einen weiteren Hinweis auf die geringe Anzahl von Stu¨tz-
stellen im Tra¨ger des Tensorprodukt B-Splines. Es kann beobachtet werden,
dass sich dieses Pha¨nomen bei ho¨heren Dimensionen versta¨rkt. Der beschriebe-
ne Sachverhalt ist in Abbildung 5.1 veranschaulicht.
Diese Beobachtung la¨sst sich ausnutzen, indem bei der ersten Verwendung des
Vorkonditionierers fu¨r jede Zeile die beteiligten Summanden bestimmt werden.
Im na¨chsten Durchgang werden dann nur diese fu¨r die jeweilige Zeile bei der
Berechnung verwendet. Dadurch verringert sich der Rechenaufwand massiv und
die Verwendung des SSOR-Vorkonditionierers la¨sst sich effizient umsetzen. In
Abbildung 5.2 ist ein Diagramm zu finden, welches an einem Beispiel die Anzahl
der relevanten Summanden pro Zeile der Matrix (Nµ)tNµ zeigt. Der Vorkon-
ditionierer ist weiterhin vorteilhaft, da er wenig zusa¨tzlichen Speicher beno¨tigt
und ohne Mehraufwand bestimmt werden kann. Nachteilig ist, dass im Ver-
gleich zum urspru¨nglichen Verfahren bei seiner Anwendung pro Iteration mehr
Rechenaufwand entsteht.
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Abbildung 5.2.: Anzahl relevanter Summanden pro Zeile der ”Least-squares“Vandermonde-Matrix
Das obige Diagramm zeigt den Anteil von relevanten Summanden pro Zeile der
Matrix Nµ(X|T )tNµ(X|T ). Das Beispiel bezieht sich auf den Datensatz NH3 in
vier Dimensionen aus [44]. Es wurden 12 innere Knoten pro Dimension gewa¨hlt.
Es ist zu sehen, dass die Anzahl der inneren Knoten der Anzahl der Spitzen im
Diagramm entspricht. In dem unteren Diagramm wird eine Spitze des obigen
Diagramms einzeln und vergro¨ßert dargestellt. Es sind wieder 12 Spitzen zu
erkennen, was mit dem Tensorprodukt der Knoten zusammenha¨ngt. Insgesamt
sind es 1009 Summanden, aber pro Zeile sind maximal 140 Summanden invol-
viert.
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Eine mo¨gliche Verbesserung des SSOR-Vorkonditionierers wa¨re die Bestimmung
eines Relaxations-Parameters ω, sodass die Matrix
C =
(
1
2− ω
( 1
ω
D + L
)( 1
ω
D
)−1 ( 1
ω
D + L
)t)−1
, mit ω ∈ (0, 2),
fu¨r die Vorkonditionierung verwendet werden kann. Dies scheint allerdings nicht
effizient, da die mo¨gliche Verbesserung nicht in Relation zu dem Aufwand der Be-
stimmung des Parameters ω steht. Die Ergebnisse zum SSOR-Vorkonditionierer
finden sich in Kapitel 6.3.
5.2. Prokrustes-Vorkonditionierer fu¨r das
CG-Verfahren
Es soll ein zweiter Vorkonditionierer bzgl. der Matrix A ∈ Rn×n, n = ∏pj=1 nj
fu¨r das CG-Verfahren vorgestellt werden, welcher im Zusammenhang mit Ten-
sorprodukt Smoothing Splines ein gewisses Potenzial besitzt. Er basiert auf der
Idee des Prokrustes-Problems und des ALS-Verfahrens analog zu der Approxi-
mation der Inversen in Kapitel 4. Allerdings werden die Anforderungen an einen
Vorkonditionierer fu¨r das CG-Verfahren mit einbezogen. Es ergibt sich folgendes
Minimierungsproblem
min
X,Y
‖Y AX − I‖2F + ω‖X − Y t‖2F , mit ω > 0 (5.4)
wobei
Rn×n 3 X =
p⊗
j
Xj, Xj ∈ Rnj×nj sowie Rn×n 3 Y =
p⊗
j
Yj, Yj ∈ Rnj×nj ,
und
A =
N∑
i=1
p⊗
j
Aij, Aij ∈ Rnj×nj ,
fu¨r j = 1, . . . , p. Der zweite Summand in (5.4) dient als Strafterm, um eine
Symmetrie zwischen den Matrizen X und Y zu fordern. Die Minimierung des
Ausdrucks in (5.4) erfolgt u¨ber die partielle Ableitung der einzelnen Kompo-
nenten Xj und Yj. Dies soll nicht weiter ausgefu¨hrt werden, da es analog zu der
Vorgehensweise in Kapitel 4 durchgefu¨hrt werden kann.
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Fu¨r die komponentenweise Minimierung von X` muss folgendes LGS gelo¨st wer-
den:
Bx`X` = Zx`
mit
Bx` :=
∑
j,i
∏
k 6=`
tr
(
X tkA
t
jkY
t
kYkAikXk
)
Atj`Y
t
` Y`Ai` + ω
∏
k 6=`
tr(X tkXk)I (5.5)
und
Zx` :=
∑
j
∏
k 6=`
tr
(
X tkA
t
jkY
t
k
)
Atj`Y
t
` + ω
∏
k 6=`
tr
(
X tkY
t
k
)
Y t` . (5.6)
Das LGS zur Minimierung fu¨r Y` ergibt sich analog durch
By` Y` = Z
y
` ,
wobei
By` :=
∑
j,i
∏
k 6=`
tr
(
Y tkA
t
jkX
t
kXkAikYk
)
Atj`X
t
`X`Ai` + ω
∏
k 6=`
tr(Y tkYk)I (5.7)
und
Zy` :=
∑
j
∏
k 6=`
tr
(
Y tkA
t
jkX
t
k
)
X`Aj` + ω
∏
k 6=`
tr (YkXk)X`. (5.8)
Mittels ALS ergibt sich der Algorithmus 5.1. Die beiden Matrizen X und Y
lassen sich als Vorkonditionierer fu¨r das CG-Verfahren verwenden. Dabei ist zu
beachten, dass nicht das vorkonditionierte CG-Verfahren verwendet wird, da
die Matrix C = Y X nicht den an das vorkonditionierte CG-Verfahren gestellten
Anforderungen genu¨gt. Dies liegt daran, dass C nicht wie in Unterkapitel 2.3.2
gefordert in C = KtK zerlegt werden kann. Die Matrix-Vektor-Multiplikation
Av des CG-Verfahrens wird durch (Y AX)v ersetzt. Der zusa¨tzliche Rechenauf-
wand fu¨r das CG-Verfahren ist dadurch minimal. Die Bestimmung der Matrizen
X und Y ist allerdings sehr aufwendig. Weiterhin kann bei praktischen Tests
festgestellt werden, dass die Vorkonditionierung nur gut funktioniert, wenn der
Gla¨ttungsparameter in einem bestimmten Intervall liegt. Dieses Intervall ist al-
lerdings vorher nicht zu erkennen.
Bei der Implementierung des Algorithmus 5.1 lassen sich einige Optimierungen
vornehmen, auf welche an dieser Stelle nicht weiter eingegangen wird, da die
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Algorithmus 5.1 : Algorithmus zur Bestimmung eines Prokrustes-
Vorkonditionierers fu¨r das CG-Verfahren
Input : Rn×n 3 A = ∑Ni ⊗pj Aij, mit Aij ∈ Rnj×nj , ε, ω > 0
Output : Kronecker-Produkte ⊗j Xj,⊗j Yj
1 begin
2 Initialisiere Xj = (
∑
k Akj)−1 und Yj = (
∑
k Akj)−t mit j = 1, . . . , p
3 while ‖Y AX − I‖F + ω‖X − Y t‖F > ε do
4 for j = 1 : p do
5 Berechne Bx` sowie Zx` mit (5.5) und (5.6).
6 Lo¨se Bx`X` = Zx` mittels ”Least-squares“.
7 Berechne By` sowie Z
y
` mit (5.7) und (5.8).
8 Lo¨se By` Y` = Z
y
` mittels ”Least-squares“.
9 end
10 end
11 end
theoretischen Defizite derzeit u¨berwiegen. Die Bestimmung des Parameters ω
wird zum Beispiel bisher nur heuristisch durchgefu¨hrt. Trotzdem hat die Idee
ein gewisses Potential und sollte deswegen vorgestellt werden. Weiterhin sollte
es mo¨glich sein die Komprimierung aus Kapitel 3 zu verwenden. Im Rahmen
dieser Arbeit konnten aber nur bedingt befriedigende Resultate erzielt werden
und die Vorstellung soll nur als mo¨glicher Anreiz fu¨r weitere Untersuchungen
dienen.
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Numerische Ergebnisse
Im folgenden Kapitel sollen die numerischen Ergebnisse der einzelnen Abschnitte
vorgestellt werden. Die Verfahren wurden in Octave programmiert, wobei an
manchen Stellen aus Effizienzgru¨nden auf oct-files zuru¨ckgegriffen wurde.
Oct-files bieten die Mo¨glichkeit Quellcode mittels C zu implementieren und
diesen in Octave einzubinden. Dies hat den Vorteil for-Schleifen sehr schnell
durchlaufen zu ko¨nnen. In Octave sind for-Schleifen sehr langsam umgesetzt.
Dort sollten diese vermieden und durch Matrix- bzw. Vektor-Multiplikationen
umgesetzt werden, da Octave dafu¨r optimiert ist. Dies ist aber nicht in jedem
Fall zu realisieren, weswegen als Alternative oct-files existieren.
Die gesamten Berechnungen der Ergebnisse wurden auf einem Desktop-PC mit
”AMD Phenom II X4 965“-Prozessor, 3.4 Ghz, 16 GiB Arbeitspeicher und
Ubuntu 14.04, 64 Bit LTS, als Betriebssystem realisiert. Als Programmierspra-
che diente Octave 3.8.1. Die Datensa¨tze der chemischen Reaktionen aus [44],
welche bereits in [24] als Testgrundlage dienten, wurden als Testdaten in dieser
Arbeit verwendet. Der Quellcode ist online unter
https://subversion.forwiss.uni-passau.de/publications/
Dissertation-Lamping
zu finden. Eine ausfu¨hrlichere Erla¨uterung der verwendeten Datenstrukturen
und des Quellcodes sowie dessen Anwendung ist im Anhang A beschrieben. Die
jeweiligen Tests und die verwendeten Fehlerberechnungen sind in den einzelnen
Unterkapiteln erla¨utert.
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6.1. Komprimierung
Die beschriebenen Verfahren wurden an allen Daten der chemischen Problem-
stellung getestet. Es werden aber nur exemplarische Ergebnisse von bestimmen
Daten vorgestellt, da sich die Resultate in allen Fa¨llen a¨hneln. Zum besseren
Versta¨ndnis: Der Algorithmus 3.1 wird iterativ angewendet. Zur Veranschau-
lichung werden immer die ersten 50 Singula¨rwerte aus Algorithmus 3.1 sowie
die ersten 50 Fehlerwerte (‖A−∑ki Xi‖F ) bzgl. Algorithmus 3.1 nebeneinander
geplottet. Da fu¨r die vierdimensionalen Daten nur Datensa¨tze der NH3-Daten
zur Verfu¨gung stehen, werden die Datensa¨tze NH3 1000A4D und NH3 100004D zu
Beginn betrachtet. Zum besseren Vergleich werden noch die fu¨nfdimensionalen
Datensa¨tze NH3 1000A5D und NH3 100005D hinzugefu¨gt. Um zu verdeutlichen,
dass bei den anderen Daten a¨hnliche Resultate vorliegen, werden im Anschluss
die Ergebnisse fu¨r die fu¨nfdimensionalen Datensa¨tze N2 1000A und N2 10000
vorgestellt.
Es wurde wie folgt vorgegangen: Mit den erwa¨hnten Datensa¨tzen wurde die
Matrix fu¨r das LGS des Tensorprodukt Smoothing Splines als Summe von
Kronecker-Produkten aufgestellt. Die Anzahl der inneren Knoten betra¨gt 12, da
diese Anzahl laut [24] fu¨r gute Ergebnisse ausreichend ist. Die Umformung in ei-
ne Multilinearform ist trivial und es kann der Algorithmus 3.1 wiederholt darauf
angewendet werden, um eine Approximation zu bestimmen. In Abbildung 6.1
sind die Ergebnisse fu¨r die NH3-Daten zu finden. Der Gla¨ttungsparameter be-
tra¨gt in diesem Fall λ = 1, wodurch der Gla¨ttungsanteil im Fall der betrach-
teten Daten sta¨rker als der Approximationsanteil gewichtet ist. Dies deuten
die separat berechneten σA ≈ 6.7 des Approximations- und σG ≈ 4871.9 des
Gla¨ttungsterms fu¨r NH3 1000A4D an. In der Abbildung la¨sst sich ein schnelles
Abfallen der beschriebenen Werte erkennen. Dies wirkt sich auf die Komprimie-
rung aus. Die ersten 20 Summanden sind fu¨r eine gute Komprimierung ausrei-
chend, da sie die meisten Informationen beinhalten. Dies la¨sst sich deutlich in
der Abbildung erkennen.
In Abbildung 6.2 sind die Ergebnisse fu¨r dieselben Daten mit dem Gla¨ttungs-
parameter λ = 0.0001 abgebildet. Ein sehr langsames Abfallen ist zu erkennen,
es ist nicht mehr so deutlich wie in der ersten Abbildung. Die Begru¨ndung dafu¨r
liefert der Wert des Gla¨ttungsparameters. Durch diesen ist der Gla¨ttungsanteil
nicht sta¨rker als der Approximationsanteil gewichtet. Die Singula¨r- und Fehler-
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Abbildung 6.1.: Abfallen der Singula¨r- und Fehlerwerte bei einer Anwendung
von Algorithmus 3.1 bei NH3-Daten und λ = 1
Die linke Abbildung zeigt die ersten 50 Singula¨rwerte und die rechte die ent-
sprechenden Fehlerwerte ‖A−∑ki Xi‖F bzgl. der iterativen Anwendung des Al-
gorithmus 3.1. Aufgrund der Rechenungenauigkeit kann es zu kleinen Spru¨ngen
bei den Werten kommen. Der Gla¨ttungsparameter hat den Wert 1 und die Da-
ten entsprechen den folgenden Punkten: + : NH3 1000A4D, ◦ : NH3 1000A5D, ∗ :
NH3 100004D sowie × : NH3 100005D.
werte vera¨ndern sich lediglich minimal, wenn der Wert des Gla¨ttungsparameters
kleiner als 0.0001 gewa¨hlt wird. Der Approximationsanteil ist bei λ = 0.0001
schon so stark gewichtet, dass im Grunde nur eine Komprimierung von diesem
berechnet wird. Die Komprimierung braucht in diesem Fall wesentlich mehr
Summanden und selbst dann ist sie in vielen Fa¨llen nicht gut genug, wie sich
spa¨ter zeigen wird. In der Abbildungen 6.3 sind der Vollsta¨ndigkeit halber die
Ergebnisse fu¨r die N2-Daten zu finden. In den folgenden beiden Unterkapiteln
soll durch numerische Tests veranschaulicht werden, dass die Komprimierung
effizient fu¨r weitere Verfahren verwendet werden kann, wenn der Gla¨ttungsterm
stark genug einfließt.
6.2. Approximation der Kronecker-Inversen
Zuerst werden die Ergebnisse bezu¨glich der Approximation der Kronecker-Inver-
sen fu¨r die Originaldaten und die komprimierten Daten vorgestellt. Im zwei-
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Abbildung 6.2.: Abfallen der Singula¨r- und Fehlerwerte bei einer Anwendung
von Algorithmus 3.1 bei NH3-Daten und λ = 0.0001
Die linke Abbildung zeigt wieder die ersten 50 Singula¨rwerte und die rechte
die entsprechenden Fehlerwerte ‖A−∑ki Xi‖F bzgl. Algorithmus 3.1. Aufgrund
der Rechenungenauigkeit kann es zu kleinen Spru¨ngen bei den Werten kommen.
Der Gla¨ttungsparameter hat den Wert 0.0001 und die Daten entsprechen den
folgenden Punkten: + : NH3 1000A4D, ◦ : NH3 1000A5D, ∗ : NH3 100004D sowie
× : NH3 100005D.
ten Teil wird die approximierte Inverse zur Vorkonditionierung des GMRES-
Verfahrens verwendet und die zugeho¨rigen Resultate pra¨sentiert. Als Daten-
grundlage wird der NH3 1000A4D-Datensatz verwendet. Mit diesem wird die
Matrix des LGS fu¨r den Smoothing Spline aufgestellt und die entsprechende
Summe von Kronecker-Produkten betrachtet. Die Anzahl der inneren Knoten
betra¨gt wieder 12 (nach [24]), fu¨r die Bestimmung der approximierten Inversen
wird eine Genauigkeit von 10−10 gefordert und es werden fu¨nf Summanden pro
Inverse berechnet.
In Tabelle 6.1 sind die Fehler der einzelnen Rechenschritte des Algorithmus 4.2
fu¨r die Originaldaten, bezeichnet mit A, zu finden. Es ist deutlich zu erkennen,
dass bei sta¨rkerer Gewichtung des Gla¨ttungsterms die Fehlerwerte wesentlich
schneller abnehmen und diese deutlich geringer sind. Wie spa¨ter na¨her erla¨utert
wird, ist in diesen Fa¨llen eine Verwendung als Vorkonditionierer mo¨glich und die
Bestimmung von nur fu¨nf Summanden fu¨r die Inverse ausreichend. Ein Nachteil
bei der Verwendung der Originaldaten ist die lange Dauer der Bestimmung der
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Abbildung 6.3.: Abfallen der Singula¨r- und Fehlerwerte bei einer Anwendung
von Algorithmus 3.1 bei N2-Daten
Die oberen beiden Abbildungen zeigen die ersten 50 Singula¨rwerte (links) sowie
die entsprechenden Fehlerwerte ‖A − ∑ki Xi‖F (rechts) bzgl. Algorithmus 3.1
fu¨r λ = 1. Die unteren beiden Abbildungen zeigen die jeweiligen Werte fu¨r
λ = 0.0001. Aufgrund der Rechenungenauigkeit kann es zu kleinen Spru¨ngen
bei den Werten kommen. Die Daten entsprechen den folgenden Punkten: + :
N2 1000A5D und ◦ : N2 100005D.
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Daten: NH31000A (orig.)
errk = ‖A∑ki Xi − I‖F
λ 1 0.1 0.01 0.001 0.0001 0.00001
err1 22.3347 21.8059 21.5704 27.7811 37.4053 37.2248
err2 18.7701 17.9761 20.4448 27.2714 37.2718 37.0945
err3 16.85 15.9937 17.0914 26.8584 37.1978 36.9074
err4 16.3183 15.4420 16.7612 26.6023 37.1199 36.8128
err5 9.7468 9.4408 15.1741 26.2569 37.0515 36.7443
Tabelle 6.1.: Fehlerwerte der approximativen Inversen fu¨r Originaldaten
Approximation. Diese beno¨tigt in dem vorliegenden Fall ca. neun Stunden, was
nicht effizient ist und eine Verwendung — zum Beispiel als Vorkonditionierer —
unmo¨glich macht. Dies liegt daran, dass die Originaldaten zuviele Summanden
haben und somit die Berechnung sehr aufwendig ist.
In Tabelle 6.2 sind die Ergebnisse fu¨r die komprimierten Daten, mit A˜ bezeich-
net, zu sehen. Dabei wurden fu¨r die Komprimierung jeweils die 20 fu¨hrenden
”Singula¨rwerte“ und -”vektoren“ der zugeho¨rigen Originaldaten verwendet. Die-
se wurden iterativ mit dem Algorithmus 3.1 berechnet. Es ist auffa¨llig, dass bei
sta¨rkerer Gewichtung des Gla¨ttungsterms die Fehlerwerte den Werten aus Ta-
belle 6.1 der Originaldaten a¨hneln. Im zweiten Teil der Tabelle werden weiterhin
die Werte der Norm ‖AX−I‖F bezu¨glich der Originaldaten A und der berechne-
ten Inversen X fu¨r die komprimierten Daten A˜ aufgelistet. Daraus folgt, dass die
Inverse bzgl. der komprimierten Daten auch fu¨r die Originaldaten in bestimmten
Fa¨llen gute Ergebnisse liefert und somit einen ada¨quaten Ersatz bietet. Wenn
die Gewichtung des Gla¨ttungsterms abnimmt, kann die Komprimierung zur Be-
stimmung der Inversen nicht mehr verwendet werden, da die Norm mit jedem
weiteren Summanden zunimmt. Dies wird sogar versta¨rkt, wenn anstelle von 20
Summanden bei der Komprimierung mehr Summanden eingesetzt werden. Ein
sehr großer Vorteil bei der Verwendung der Komprimierung ist die Dauer der
Berechnung. Diese betra¨gt in dem betrachteten Fall weniger als eine Minute und
dadurch kann diese Variante als Vorkonditionierer fu¨r das GMRES-Verfahren
in Betracht gezogen werden.
In Tabelle 6.3 sind die Ergebnisse bzgl. der Verwendung der approximativen In-
versen als Vorkonditionierer fu¨r das GMRES-Verfahren zu finden. Das GMRES-
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Daten: NH31000A (kompr.)
errk = ‖A˜∑ki Xi − I‖F
λ 1 0.1 0.01 0.001 0.0001 0.00001
err1 22.3325 21.6988 19.2876 24.0960 34.9536 35.0642
err2 18.7671 17.8227 15.2653 23.4988 34.6132 34.7257
err3 16.8471 15.8270 13.3920 23.0777 34.4084 34.4639
err4 16.3154 15.2766 12.8033 22.8455 34.1249 34.2545
err5 9.7237 8.8167 10.8876 22.4092 33.9647 34.0670
errk = ‖A∑ki Xi − I‖F
err1 22.3346 21.7987 22.1378 31.3139 41.4542 40.7624
err2 18.7696 17.9416 18.8557 32.0401 41.7309 40.8764
err3 16.8487 15.9360 17.1739 30.4360 41.7634 41.2060
err4 16.3174 15.3496 16.4694 30.2507 42.1578 41.2857
err5 9.7452 9.5257 16.5710 30.3910 42.5084 41.5635
Tabelle 6.2.: Fehlerwerte der approximativen Inversen fu¨r komprimierte Daten
Verfahren wurde wie folgt initialisiert: Die Rechentoleranz ist auf 10−5 gesetzt,
dies ist laut [24] ausreichend. Die Anzahl der Restarts betra¨gt 5 und die Anzahl
der maximalen Iterationen wird beliebig auf 500 festgelegt. Es werden diesel-
ben Daten verwendet und das zum zugeho¨rigen Smoothing Spline entsprechende
LGS gelo¨st. Der Fehler wird durch ‖b − Ax‖2 berechnet. An dieser Stelle wird
deutlich, wie gut die approximierte Kronecker-Inverse bei sta¨rkerer Gewichtung
des Gla¨ttungsterms funktioniert. Stellenweise erzielt die approximierte Inverse
der Komprimierung sogar bessere Ergebnisse. Dies veranschaulicht eine sinnvol-
le Verwendung der Komprimierung. Durch sie ist u¨berhaupt erst eine effiziente
Nutzung der Kronecker-Inversen mo¨glich, da die Bestimmung der Approxima-
tion dann schnell genug ist, um sie als Vorkonditionierer einsetzen zu ko¨nnen.
6.3. SSOR-Vorkonditionierer
An dieser Stelle werden die Resultate fu¨r den SSOR-Vorkonditionierer aus Kapi-
tel 5 bzgl. des CG-Verfahren vorgestellt. Die Daten sind aus dem NH3 1000A4D-
Datensatz und das zu lo¨sende LGS geho¨rt zum entsprechenden Smoothing Spli-
ne. Die Rechengenauigkeit fu¨r das CG-Verfahren betra¨gt 10−5, dies ist laut [24]
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Daten: NH31000A
λ
kein Vork. Skal.
err Iter. err Iter.
1 3.2138e-04 291 3.1981e-04 274
0.1 2.9499e-04 171 3.0374e-04 158
0.01 2.9471e-04 124 3.1105e-04 107
0.001 3.0449e-04 120 3.1659e-04 90
0.0001 3.2231e-04 198 3.2119e-04 196
0.00001 3.2163e-04 260 3.2167e-04 192
λ
approx. Inv. (or.) approx. Inv. (komp.)
err Iter. err Iter.
1 1.8469e-04 17 3.2211e-04 16
0.1 3.0721e-04 12 1.9150e-04 12
0.01 2.8309e-04 21 2.1341e-04 20
0.001 3.0657e-04 60 3.0409e-04 52
0.0001 3.2317e-04 155 3.2016e-04 176
0.00001 3.2263e-04 340 3.5692e-03 2500
Tabelle 6.3.: Ergebnisse der approximativen Inversen als Vorkonditionierer fu¨r
das GMRES-Verfahren
fu¨r die Bestimmung des Splines ausreichend. Der Fehler wird durch ‖b − Ax‖2
berechnet. In Tabelle 6.4 sind die erzielten Ergebnisse abgebildet. Mit dem
SSOR-Vorkonditionierer werden zwar in jedem Fall wesentlich weniger Itera-
tionen beno¨tigt, aber die Dauer der Rechenzeit ist viel zu groß, so dass die Ver-
wendung dieses Vorkonditionierers trotz der effizienten Umsetzung aus Kapitel 5
momentan nicht sinnvoll scheint. Aufgrund der zunehmenden Zeilenanzahl ver-
schlechtert sich in ho¨heren Dimensionen sogar die Dauer der Berechnung. Die
Ergebnisse sind allerdings abha¨ngig von der Implementierung, welche sicherlich
noch effizienter umgesetzt werden kann.
Eventuell kann das LGS des Vorkonditionierers auf eine andere Art als durch
Vorwa¨rtselimination und Ru¨cksubstitution effizienter gelo¨st werden. Interessant
ist allerdings, dass die Verwendung der Komprimierung bei entsprechenden Wer-
ten des Gla¨ttungsparameters wesentlich bessere Resultate erzielt, obwohl diese
im Vergleich zur Skalierung zeitlich gesehen auch nicht effizient sind. Wenn
der Approximationsterm allerdings zu stark gewichtet wird, dann divergiert das
Verfahren bei der Verwendung der Komprimierung als Grundlage fu¨r den Vor-
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Daten: NH31000A
λ
kein Vork. Skal.
err Iter. Zeit [sec] err Iter. Zeit [sec]
1 9.6421e-06 571 9.58 9.8738e-06 493 8.42
0.1 8.5935e-06 334 5.57 9.4932e-06 267 4.62
0.01 9.9815e-06 233 3.89 9.3146e-06 183 3.18
0.001 8.6204e-06 242 4.04 9.4633e-06 201 3.52
0.0001 9.8463e-06 578 9.67 8.9370e-06 394 6.74
0.00001 9.7799e-06 1468 24.71 9.8461e-06 773 13.02
λ
SSORorig SSORkompr
err Iter. Zeit [sec] err Iter. Zeit [sec]
1 9.2708e-06 170 750.62 8.8598e-06 171 77.88
0.1 9.1177e-06 81 360.43 7.8006e-06 85 39.8
0.01 9.0213e-06 50 223.25 6.8796e-06 58 27.62
0.001 7.1826e-06 51 239.26 9.3409e-06 86 40.98
0.0001 8.5591e-06 93 415.43 X X X
0.00001 9.9258e-06 234 1069.4 X X X
Tabelle 6.4.: Ergebnisse des SSOR-Vorkonditionierer mit originalen und kom-
primierten Daten fu¨r CG-Verfahren
konditionierer. Insofern kann der SSOR-Vorkonditionierer zwar theoretisch mit
der Kronecker-Struktur umgesetzt werden, bietet aber praktisch noch keinen
wirklichen Vorteil oder eine Anwendungsmo¨glichkeit.
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Zusammenfassung & Fazit
In dieser Arbeit wurden mehrere Methoden vorgestellt, um Tensorprodukt Smoo-
thing Splines auf gestreuten Daten effizient bearbeiten zu ko¨nnen. Diese Unter-
suchungen sind sinnvoll, da die Bestimmung eines solchen Splines mit zuneh-
menden Dimensionen sehr speicherintensiv wird. Ein wesentlicher Baustein bei
der Umsetzung der genannten Splines sind Kronecker-Produkte, welche eine zen-
trale Rolle in der vorliegenden Arbeit einnehmen. Die vorgestellten Verfahren
werden zwar teilweise fu¨r Tensorprodukt Smoothing Splines spezialisiert, aber
sie sind ebenfalls fu¨r reine Summen von Kronecker-Produkten anwendbar, wel-
che in einem anderen Zusammenhang — zum Beispiel bei ”Stochastic Automata
Networks“ — auftreten ko¨nnen.
Nachdem der Leser mit den Grundlagen vertraut gemacht wurde, bescha¨ftigte
sich diese Arbeit mit einem Algorithmus, um die auftretenden Summen von
Kronecker-Produkten effizient zu komprimieren. Fu¨r diesen Algorithmus wurde
ein Zusammenhang zwischen Kronecker-Produkten und Multilinearformen auf-
gezeigt und daraufhin von der zugeho¨rigen Summe von Multilinearformen eine
Approximation in 1-Formen bestimmt. Diese Anna¨herung la¨sst sich zur Kom-
primierung der urspru¨nglichen Summe verwenden. Der angegebene Algorithmus
kann im Zusammenhang mit Tensoren unter dem Begriff ”Higher Order Power
Method“ wiedergefunden werden, so dass der Zusammenhang zwischen Multi-
linearformen und Tensoren bei dem betrachteten Problem untersucht und die
bekannten Verfahren fu¨r Tensoren mit dem angegebenen Verfahren aus dieser
Arbeit verglichen wurden. Das Verfahren fu¨r Multilinearformen ist bereits be-
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kannt, nur die Anwendung auf Tensorprodukt Smoothing Splines sowie deren
Umsetzung sind neu. Es wurde außerdem hinterfragt, wann eine solche Kom-
primierung bei dem untersuchten Problem noch effizient ist und welche Infor-
mationen sie daru¨ber hinaus bieten kann. Weiterhin wurden Ergebnisse fu¨r die
Verwendung der Methode bei dem vorliegenden Problem pra¨sentiert. Diese Re-
sultate ko¨nnen in dem Fall u¨berzeugen, wenn der Gla¨ttungsterm des Smoothing
Splines sta¨rker gewichtet wird. Dadurch la¨sst sich die Komprimierung gewinn-
bringend einsetzen und es wurden direkt mo¨gliche Anwendungsfa¨lle aufgezeigt.
Diese Arbeit stellte weiterhin eine Mo¨glichkeit vor, um eine Inverse einer Sum-
me von Kronecker-Produkten zu approximieren. Die Approximation entspricht
ebenfalls einer Summe von Kronecker-Produkten und ist aufgrund dessen bei
dem untersuchten Problem verwendbar. Es wurde ein Algorithmus aufgestellt,
welcher diese Inverse bestimmt, und die Methode wurde fu¨r die vorliegende Ten-
sorprodukt Spline Problematik spezialisiert. Die Idee der Methode basiert auf
einer Idee des ALS-Konzepts. Abschließend wurde das Verhalten des Verfah-
rens im Bezug auf Konvergenz und Abklingrate untersucht. Die Arbeit stellte
des Weiteren Ergebnisse fu¨r die Approximation der Inversen in der behandel-
ten Problemstellung vor und zeigte mit Hilfe von numerischen Tests auf, dass
die Komprimierung an dieser Stelle gewinnbringend eingesetzt werden kann.
Daru¨ber hinaus wurde eine Verwendung der Inversen als Vorkonditionierer des
GMRES-Verfahrens pra¨sentiert. Die Resultate konnten u¨berzeugen, wenn der
Gla¨ttungsterm sta¨rker als der Approximationsterm gewichtet wird. Insbeson-
dere die Verwendung der Komprimierung ermo¨glicht dieser Methode einen ge-
winnbringenden Einsatz in der Praxis. Damit ist die Verwendung ein wichtiger
Anwendungsfall fu¨r die vorgestellte Komprimierung.
Als letzten Punkt pra¨sentierte die Arbeit zwei mo¨gliche Vorkonditionierer fu¨r
das CG-Verfahren, wobei der SSOR-Vorkonditionierer genauer untersucht und
der Vorkonditionier auf Basis des Prokrustes-Problems nur theoretisch aufge-
stellt wurde. Es wurde veranschaulicht, wie der SSOR-Vorkonditionerer ohne
Verletzung der Kronecker-Struktur angewendet werden kann. Weiterhin wurde
eine Struktur des Approximationsterms der Smoothing Splines aufgezeigt, wel-
che fu¨r den SSOR-Vorkonditionierer vorteilhaft einsetzbar ist. In praktischen
Tests zeigte sich allerdings, dass dieser Vorkonditionierer bisher nicht effizient
genug arbeitet, um unter reellen Bedingungen Anwendung finden zu ko¨nnen. Die
Tests weisen aber darauf hin, dass die Komprimierung in bestimmten Fa¨llen bei
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der Umsetzung von Nutzen sein kann und es durch sie vielleicht eine Mo¨glichkeit
gibt, den Vorkonditionierer profitabel umzusetzen.
Abschließend la¨sst sich sagen, dass durch die vorgestellten Verfahren und Ide-
en die Bestimmung von Tensorprodukt Smoothing Splines auf gestreuten Daten
wesentlich verbessert wurden und diese Verfahren auch unabha¨ngig von den Spli-
nes fu¨r Summen von Kronecker-Produkten anwendbar sind. Es wurden mehrere
Mo¨glichkeiten fu¨r potentielle Vorkonditionierer pra¨sentiert, wobei diese nur im
Fall der approximierten Kronecker-Inversen praktisch verwendet werden sollten.
In den anderen Fa¨llen kann dies eventuell durch weitere Forschung erreicht wer-
den. Die Bestimmung des Gla¨ttungsparameters konnte aus Zeitgru¨nden nicht
untersucht werden, aber auch in diesem Fall bieten die vorgestellten Verfahren
Verbesserungsmo¨glichkeiten — zum Beispiel ließe sich die Kronecker-Inverse fu¨r
das Verfahren der ”Generalized Cross Validation“ einsetzen.
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Ausblick
Zum Abschluss dieser Arbeit sollen mo¨gliche Ideen fu¨r die weiterfu¨hrende For-
schung vorgestellt werden. Ein zentraler Punkt, welcher bisher nicht ausreichend
bearbeitet wurde, ist die effiziente Umsetzung der Bestimmung des Splines bei
einer sta¨rkeren Gewichtung des Approximationsterms. In diesem Fall ko¨nnen
die vorgestellten Verfahren zwar noch verwendet werden, sind aber nicht mehr
von praktischer Relevanz, so dass an dieser Stelle Verbesserungsbedarf besteht.
Dies wirkt sich ebenfalls auf die Bestimmung des Gla¨ttungsparameters aus, wel-
che bisher nicht effizient implementiert werden konnte. Es wurde lediglich ein
heuristischer Schwellwert fu¨r den Gla¨ttungsparameter vorgestellt, welcher ei-
ne Grenze zwischen der Gewichtung des Approximations- und Gla¨ttungsterms
angibt. Dies wa¨re ebenfalls ein weiterer Forschungsansatz, den es sich lohnt
genauer zu untersuchen. Dafu¨r sollte u¨berpru¨ft werden, inwieweit die Appro-
ximation der Inversen bei der ”Generalized Cross Validation“ zur Bestimmung
des Gla¨ttungsparameters eingesetzt werden kann.
Beim SSOR-Vorkonditionierer wa¨re es sinnvoll nachzuforschen, ob dieser durch
bessere Ausnutzung der Strukturen und eine effizientere Implementierung prak-
tisch rentabel gestaltet werden kann. Des Weiteren sollte untersucht werden,
ob mit der Verwendung der Kronecker-Inverse und der Komprimierung bessere
Rechenzeiten erzielt werden ko¨nnen. Fu¨r die praktische Umsetzung wa¨re eine
Weiterentwicklung der Vorkonditionierer fu¨r das CG-Verfahren relevant, wobei
die bisherigen Ergebnisse durchaus aufgegriffen werden sollten. Dieser Punkt
bietet großes Verbesserungspotential fu¨r die Bestimmung des Tensorprodukt
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Smoothing Splines. Bei der Implementierung sollte im na¨chsten Schritt versucht
werden, die Mo¨glichkeit zur Parallelisierung gewinnbringend zu programmieren.
Es gibt sicherlich noch weitere Forschungsansa¨tze und aus den bisher genannten
werden sich wahrscheinlich auch neue Problemstellung ergeben, so dass dieses
Thema noch ein gewisses Potenzial fu¨r die Zukunft bietet.
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Implementierung
Der folgende Abschnitt wird zu Beginn kurz die verwendeten Datenstruktu-
ren erkla¨ren. Weiterhin wird die Implementierung der vorgestellten Verfahren
erla¨utert und es wird aufgezeigt, wie diese aufzurufen sind. Der Quellcode ist
unter dem Link
https://subversion.forwiss.uni-passau.de/publications/
Dissertation-Lamping
zu finden. Die Ordnerstruktur ist wie folgt aufgebaut: Die Verfahren werden nach
den Kapiteln geordnet und die Ordner sind nach diesen benannt. In den Ordnern
fu¨r die Komprimierung und die Approximation der Inversen befinden sich neben
dem Quellcode auch die berechneten Komprimierungen und Approximationen.
Es wird in den Unterabschnitten nur der zum Aufrufen relevante Quellcode
erkla¨rt. Auf die Erkla¨rung der Hilfsprogramme wird aus U¨bersichtsgru¨nden ver-
zichtet. Fu¨r weitere Informationen zu den Hilfsprogrammen ist jeweils zu Beginn
des entsprechenden m-files in den Kommentaren eine kurze Beschreibung der
Funktion sowie der Ein- und Ausgabe zu finden.
Wie bereits erwa¨hnt, werden for-Schleifen-lastige Programme durch effiziente
oct-files realisiert. Diese werden mittels der Programmiersprache C imple-
mentiert. Eine kurze U¨bersicht zu oct-files ist in [12] oder [10] zu finden. Zu
jedem oct-file existiert ein zugeho¨riges m-file, in welchem Kommentare zur
Vorgehensweise zu finden sind. Weiterhin ist zu sagen, dass die oct-files mit
dem Befehl
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mkoctfile DATEI.cc
fu¨r die entsprechende C-Datei kompiliert werden ko¨nnen. Fu¨r diesen Befehl muss
unter dem Betriebssystem Ubuntu das Paket liboctave-dev installiert sein.
Es existiert die Datei makefile, mit welcher zumindest unter dem Betriebs-
system Ubuntu alle oct-files in einem Ordner auf einmal kompiliert werden
ko¨nnen. Dieses Skript wird mittels make aufgerufen. Zur Implementierung wer-
den bekannte Datenstrukturen wie Matrizen, Vektoren und Skalare aus Octave
benutzt. Allerdings kommen auch zwei weniger bekannte Strukturen zum Ein-
satz. Dabei handelt es sich um cell-arrays und structs. Ein cell-array
entspricht einem mehrdimensionalen Array, in welchem bezu¨glich Art und Di-
mension unterschiedliche Variablen gespeichert werden ko¨nnen. Der Umgang
mit einem cell-array soll durch folgendes Beispiel verdeutlicht werden:
c = cell(1,2); % Initialisierung
c = {"a string", [1,2;3,4]}; % Befuellen des cell-arrays
c{1,1} % Aufrufen der Eintraege
ans = "a string"
Es ist zu beachten, dass mit Matrixvariablen eines cell-arrays nur mittels
geschweiften Klammern c{1,2}(1,2)=2 gearbeitet werden kann. Mehr Infor-
mationen zu cell-arrays sind zum Beispiel in der Octave-Dokumentation [12]
oder in [9] zu finden. Im Wesentlichen entspricht eine struct einem cell-array,
allerdings werden anstelle von Indizes direkte Bezeichnungen fu¨r die einzelnen
Variablen verwendet:
x.a = 1;
x.b = [1,2;3,4];
x.c = "string";
Weitere Information sind ebenfalls in der Octave-Dokumentation [12] aufgefu¨hrt
oder in [11] zu finden.
A.1. Tensorprodukt Smoothing Splines
Die Programme in diesem Abschnitt stammen noch aus der vom Autor erstellten
Diplomarbeit [24] und sollen der Vollsta¨ndigkeit halber vorgestellt werden. Die
Routinen bzgl. der univariaten Splines und ihrer Komponenten stammen aus
[41].
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TensorProductSmoothSpline:
Funktion: Die Prozedur bereitet die Daten auf und berechnet damit die
univariaten Komponenten eines Smoothing Splines. Anschließend werden
diese zum Beispiel an die Funktion SmoothSplineCoeffCG u¨bergeben, da-
mit die Koeffizienten des zugeho¨rigen Smoothing Splines bestimmt werden.
Eingabe: [X,Y,Grad,NKnots,lambda,tol,MinMax], dabei entsprechen X, Y
den Punkten der zu approximierenden Funktion, Grad dem Grad des Spli-
nes, NKnots der Anzahl der inneren Knoten, lambda dem Gla¨ttungsparame-
ter, tol der Fehlertoleranz und MinMax entspricht einer Matrix mit den
Grenzen der Daten X.
Ausgabe: [Modell], zuru¨ckgegeben wird eine struct Modell mit den Koef-
fizienten des Splines, den Knotenvektoren, dem Splinegrad und der Anzahl
der inneren Knoten.
SmoothSplineCoeffCG:
Funktion: Die Prozedur berechnet die Koeffzienten des Smoothing Splines
mittels dem CG-Verfahren.
Eingabe: [Vander,Gram,lambda,Ny,nKnots,tol,nX,dimX], der Input Van-
der und Gram sind cell-arrays mit den entprechenden univariaten Ma-
trizen des Smoothing Splines, lambda bezeichnet den Gla¨ttungsparameter,
Ny die rechte Seite des LGS, nKnots einen Vektor mit der Anzahl der in-
neren Knoten, tol die Fehlertoleranz fu¨r das CG-Verfahren, nX die Anzahl
der Stu¨tzstellen und dimX die Dimensionsanzahl.
Ausgabe: [coeff,counter], coeff bezeichnet die Koeffzienten des Smoothing
Splines und counter die Anzahl der beno¨tigten Iterationen fu¨r die Bestim-
mung dieser.
SmoothSplineCoeffPCG:
Funktion: Die Prozedur berechnet die Koeffzienten des Smoothing Splines
mit Hilfe des vorkonditionierten CG-Verfahrens. Die gewu¨nschten Vorkon-
ditionierer mu¨ssen jeweils per Kommentar eingeschaltet werden und die
beno¨tigten Daten werden direkt geladen.
Eingabe: Analog zu SmoothSplineCoeffCG.
Ausgabe: Analog zu SmoothSplineCoeffCG.
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UmicoreSmoothSpline*D:
Funktion: Die Funktion gibt es als 4D- oder 5D-Variante, dafu¨r ist * durch
4 oder 5 zu ersetzen. Sie la¨dt die Umicore-Datensa¨tze, bereitet diese auf
und u¨bergibt sie an die Prozedur TensorProductSmoothSpline. Sie be-
rechnet mit dem zuru¨ckgegebenen Modell des Smoothing Splines die zu-
geho¨rigen Fehlerwerte.
Eingabe: [TrainDatei,Grad,AnzKnots,lambda,tol,TestDatei], dei Eingaben
TrainDatei und TestDatei enthalten Umicore-Datensa¨tze und Grad, Anz-
Knots, lambda, tol entsprechen den Eingaben der Prozedur TensorProduct-
SmoothSpline.
Ausgabe: [Modell, RelErr], zuru¨ckgegeben wird eine struct-Variable Mo-
dell mit den Koeffizienten des Splines, den Knotenvektoren, dem Spli-
negrad und der Anzahl der inneren Knoten sowie eine struct-Variable
RelErr mit den Fehlern fu¨r die Trainings- und Testdaten.
SmoothSplKronSumUmicore*D:
Funktion: Die Prozedur existiert als 4D- und 5D-Variante, dafu¨r ist *
durch 4 oder 5 zu ersetzen. Sie berechnet die einzelnen Matrizen der Sum-
me von Kronecker-Produkten aus den Umicore-Daten fu¨r den zugeho¨rigen
Smoothing Spline.
Eingabe: Es ist keine Eingabe erforderlich. Die beno¨tigten Daten werden
intern geladen.
Ausgabe: [KronSumMat], zuru¨ckgegeben wird ein cell-array mit den
Matrizen der Summe von Kronecker-Produkten.
A.2. Iterative Verfahren zum Lo¨sen von LGS
Es sollen die implementierten Prozeduren fu¨r die iterativen Verfahren vorge-
stellt werden. Diese existieren in zwei Varianten. Zum einen gibt es allgemeine
Prozeduren fu¨r Summen von Kronecker-Produkten und zum anderen speziell
auf Tensorprodukt Smoothing Splines zugeschnittene. Es werden nur die all-
gemeinen Funktionen vorgestellt, bei den speziellen a¨ndert sich nur die Einga-
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be. Anstelle eines cell-arrays werden zwei cell-arrays mit den univariaten
Komponenten des Smoothing Splines u¨bergeben.
kronGMRES:
Funktion: Die Funktion berechnet iterativ die Lo¨sung x des LGS Ax = b
mittels GMRES-Verfahren. Sie ist speziell fu¨r Summen von Kronecker-
Produkten implementiert.
Eingabe: [A,b,max restrt,tol,max iter], A entspricht einem cell-array mit
den Matrizen der Summe von Kronecker-Produkten, b der rechten Seite
des LGS, max restrt der maximalen Anzahl an Neustarts, tol der Fehler-
toleranz und max iter der maximal erlaubten Anzahl an Iterationen.
Ausgabe: [x,err,iter ges], x ist der Lo¨sungsvektor, err der Fehler der Lo¨sung
und iter ges die beno¨tigte Anzahl an Iterationen.
kronCG:
Funktion: Die Funktion berechnet iterativ die Lo¨sung x des LGS Ax = b
mittels des CG-Verfahrens. Sie ist speziell fu¨r Summen von Kronecker-
Produkten implementiert.
Eingabe: [A,b,tol,max iter], A entspricht einem cell-array mit den Ma-
trizen der Summe von Kronecker-Produkten, b der rechten Seite des LGS,
tol der Fehlertoleranz und max iter der maximal erlaubten Anzahl an Ite-
rationen.
Ausgabe: [x,err,iter], analog zu kronGMRES.
kronPrecondCG:
Funktion: Die Funktion berechnet iterativ die Lo¨sung x des LGS Ax = b
mittels vorkonditioniertem CG-Verfahren. Sie ist speziell fu¨r Summen von
Kronecker-Produkten ausgelegt.
Eingabe: [A,b,C,tol,max iter], A entspricht einem cell-array mit den
Matrizen der Summe von Kronecker-Produkten, b der rechten Seite des
LGS, C einem cell-array mit den Matrizen der Summe von Kronecker-
Produkten zur Vorkonditionierung, tol der Fehlertoleranz und max iter
der maximal erlaubten Anzahl an Iterationen.
Ausgabe: [x,err,iter], analog zu kronGMRES.
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A.3. Komprimierung
Es werden die zwei wichtigsten Funktionen fu¨r die Komprimierung vorgestellt.
Sie minimieren mittels ALS die Norm ‖A − X‖F . Zu Testzwecken wurden die
Verfahren auch als pivotisierende Variante implementiert. Dabei werden im-
mer alle komponentenweisen ”Least-squares“ Probleme berechnet und nur das
mit der gro¨ßten Verbesserung ausgewa¨hlt. Die Beschreibung der Prozeduren ist
analog zum zyklischen Fall. Weiterhin wird noch zwischen Prozeduren unter-
schieden, die aufgrund der besseren Lesbarkeit auf oct-files verzichten und
jenen, die oct-files verwenden.
powerMethodMLFkronCyclic:
Funktion: Die Prozedur bestimmt eine Anna¨herung an die u¨bergebene
Summe von Kronecker-Produkten durch ein Kronecker-Produkt der glei-
chen Dimension bezu¨glich der Frobeniusnorm. Sie entspricht der Umset-
zung des Algorithmus 3.1.
Eingabe: [A,Y,tol], A ist ein cell-array mit den Matrizen einer Summe
von Kronecker-Produkten (entspricht MLF), Y ist ein cell-array mit
Initialisierung der Approximation und tol die Toleranz fu¨r das Abbruch-
kriterium.
Ausgabe: [sigma,X], sigma ist das σ aus Algorithmus 3.1 und X entspricht
den v1, . . . , vp aus diesem.
kronCompressCyclic:
Funktion: Die Prozedur bestimmt eine Anna¨herung an eine Summe von
Kronecker-Produkten durch eine Summe von selbigen mit weniger Sum-
manden. Erreicht wird dies durch die mehrfache Anwendung der Prozedur
powerMethodMLFkronCyclic.
Eingabe: [A,ranges,tol,s], A ist ein cell-array mit den Matrizen einer
Summe von Kronecker-Produkten (entspricht MLF), ranges die Dimen-
sion der einzelnen Faktoren der Kronecker-Produkte, s ist die maximale
Anzahl von Summanden, welche die Approximation besitzen darf, und tol
die Toleranz fu¨r das Abbruchkriterium.
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Ausgabe: [SIGMA,X], SIGMA entspricht den σ’s bei mehrfacher Anwen-
dung des Algorithmus 3.1 und X ist ein cell-array mit den zugeho¨rigen
Vektoren bzw. Matrizen.
A.4. Approximation der Kronecker-Inversen
Es wird die Anwendung der Implementierungen der Verfahren aus Kapitel 4
vorgestellt:
kronInvIter1:
Funktion: Die Funktion berechnet ein Kronecker-Produkt X als eine ap-
proximative Inverse an A mittels Minimierung der Norm ‖AX−I‖2F durch
ein ALS-Verfahren. Die Prozedur ist eine Implementierung des Algorith-
mus 4.1.
Eingabe: [A,X,tol,max iter,n], A entspricht einem cell-array mit den
Matrizen einer Summe von Kronecker-Produkten, X einem cell-array
mit der Initialisierung der Kronecker-Inverse, tol der Fehlertoleranz, die
Variable max iter der maximalen Anzahl an Iterationen und n ist ein Vek-
tor mit den Dimensionen der Kronecker-Faktoren.
Ausgabe: [X,nrm,iter], X entspricht einem cell-array mit der approxi-
mierten Kronecker-Inverse, nrm dem Wert der Norm und iter der Anzahl
von beno¨tigten Iterationen.
kronInvIterk:
Funktion: Die Prozedur bestimmt zusa¨tzliche Summanden fu¨r die approxi-
mative Kronecker-Inverse X an A, welche mittels kronInvIter1 berechnet
wurde. Die Funktion ist eine Implementierung des zweiten Teils des Algo-
rithmus 4.2.
Eingabe: [A,X,tol,max iter,n], analog zu kronInvIter1, wobei X dem
Ru¨ckgabewert aus kronInvIter1 entspricht.
Ausgabe: [X,nrm,iter], analog zu kronInvIter1.
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kronInverse:
Funktion: Die Prozedur berechnet mittels den Funktionen kronInvIter1
und kronInvIterk eine approximative Kronecker-Inverse X1 + · · · + Xs
an A durch mehrfache Minimierung der Norm ‖AX − I‖2F mit dem ALS-
Verfahren.
Eingabe: [A,tol,max iter,max sum], A entspricht einem cell-array mit
den Matrizen einer Summe von Kronecker-Produkten, tol der Fehlertole-
ranz, max iter der maximalen Anzahl an Iterationen und max sum ist die
maximale Summandenanzahl der Approximation.
Ausgabe: [X,nrm], X entspricht einem cell-array mit der approximier-
ten Kronecker-Inversen und nrm dem Wert der Norm.
A.5. Vorkonditionierer
Es wird die Anwendung bzw. Bestimmung der beiden Vorkonditionierer aus
Kapitel 5 erkla¨rt, wobei der Prokrustes-Vorkonditionierer fu¨r das CG-Verfahren
nur testweise implementiert wurde und noch nicht ausgereift ist.
applySSORPrec:
Funktion: Die Prozedur wendet den SSOR-Vorkonditionierer auf die einge-
gebenen Daten an, indem das LGS C−1h = r mit C−1 = (L+D)D−1(D+
L)t gelo¨st wird. Dieses wird mittels Vorwa¨rtselimination und Ru¨cksubstitu-
tion umgesetzt. Die Funktion ist explizit fu¨r Tensorprodukt Smoothing
Splines implementiert.
Eingabe: [r,cellVander,cellGram,lambda,diagVec,nDims], r entspricht der
rechten Seite des LGS, cellVander, cellGram und lambda sind die Daten
des Smoothing Splines, wobei cellVander und cellGram cell-arrays mit
univariaten Komponenten sind, diagVec ist die Diagonale der Matrix des
Smoothing Splines und nDims ist ein Vektor mit den Dimensionen der
Kronecker-Faktoren.
Ausgabe: [h], entspricht der Lo¨sung des LGS.
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applySSORPrecKompr:
Funktion: Die Prozedur berechnet das Gleiche wie applySSORPrec, ist
aber allgemein fu¨r beliebige Summen von Kronecker-Produkten ausgelegt.
Eingabe: [r,cellMat,diagVec,nDims], r entspricht der rechten Seite des
LGS, cellMat ist ein cell-array mit den Matrizen der Summe von Kron-
ecker-Produkten, diagVec entspricht der Diagonalen der Matrix C−1 und
nDims ist ein Vektor mit den Dimensionen der Kronecker-Faktoren.
Ausgabe: [h], entspricht der Lo¨sung des LGS.
calculKronProcPrecCGKron:
Funktion: Berechnet die Kronecker-Produkte X und Y des Prokrustes-
Vorkonditionierers ‖Y AX − I‖F +ω‖X −Y t‖F fu¨r das CG-Verfahren aus
Kapitel 5.2.
Eingabe: [A,omega,tol,max iter], A entspricht einem cell-array mit den
Matrizen einer Summe von Kronecker-Produkten, omega dem Gewicht des
Strafterms ‖X −Y t‖F , tol der Fehlertoleranz und max iter beschreibt die
maximal erlaubte Anzahl an Iterationen.
Ausgabe: [Y,X,nrm,iter], X und Y entsprechen cell-arrays mit Fakto-
ren der Kronecker-Produkte, nrm der Summe der beiden Normen und der
Ausgabewert iter beschreibt die Anzahl an beno¨tigten Iterationen.
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Symbolverzeichnis
Symbole Beschreibungen Seiten
(Ut)t∈Tp Basisbaum der hierarchischen Tucker-Zerlegung 88
(Xi, yi) Stu¨tzstellen und Funktionswerte eines Interpo-
lationsproblems
27
(kt)t∈Tp Rang-Verteilung bzgl. des Dimensionsbaums Tp 88
A† Moore-Penrose-Inverse einer Matrix 84
Bt Transfertensor der hierarchischen Tucker-
Zerlegung
89
Gµ(T ) Multivariate Gram-Matrix 36
G
µj
κj (Tj) Univariate Gram-Matrix in der j-ten Dimension 37
Nµj(Xj|Tj) Univariate Vandermonde-Matrix eines Splines
in der j-ten Dimension
33
Nµ(X|T ) Multivariate Vandermonde-Matrix fu¨r einen
Tensorprodukt Spline
33
N
µj
κj (·|Tj) Univariater B-Spline in der j-ten Dimension 30
Nµκ (·|T ) Tensorprodukt B-Spline 31
Tj Univariate Knotenfolge in der j-ten Dimension 29
Tp Dimensionsbaum der hierarchischen Tucker-
Zerlegung
86
Tµν Tensorprodukt Knotenfolge (auch T ) 29
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UΣV t Singula¨rwert-Zerlegung 23
Ut Basismatrix der hierarchischen Tucker-
Zerlegung
88
W (Tp) Wurzel eines Dimensionsbaums der hierarchi-
schen Tucker-Zerlegung
86
X[ Multilinearform 49
Γγη Menge von Multiindizes 50
α Multiindex 28
χ[a,b] Charakteristische Funktion auf [a, b] 30
◦H Hadamard-Produkt 83
◦j Tensor-Matrix Multiplikation in der j-ten Di-
mension
61
◦ Multilineare Multiplikation eines Tensors 61
∪˙ Disjunkte Vereinigung 87
κ(A) Konditionszahl einer Matrix A 42
‖A‖F Frobenius-Norm einer Matrix A ∈ Rm×n 21
‖H(sµ)‖2F Differentialoperator fu¨r Tensorprodukt Smoo-
thing Spline, H bezeichnet die Hesse-Matrix
35
〈X ,Y〉 Inneres Produkt zweier Tensoren 55
dxe Aufrundungsfunktion 57
Np p-dimensionale Menge der natu¨rlichen Zahlen 28
Sn n-dimensionale Einheitsspha¨re 73
Sµ(T ) Splineraum der Tensorprodukt Splines vom
Grad µ zu der Knotenfolge T
34
Tγη γη-dimensionaler Torus 69
I(Tp) Innere Knoten des Dimensionsbaums Tp 87
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L(Tp) Bla¨tter des Dimensionsbaums Tp 87
Mj(X ) Matrizication eines Tensors in die j-te Dimensi-
on
59
MHt (X ) Hierarchische Matrizication eines Tensors 88
R(A) Operator zur Umstrukturierung einer Matrix
A ∈ Rm×n
21
V Rang-1 Tensor 53
XH Hierarchische Tucker-Zerlegung eines Tensors X 89
X Tensor 50
 Khatri-Rao-Produkt 37
⊗t Tensorielles Produkt 52
⊗ Kronecker-Produkt 18
ψ(α) Abbildung eines Multindexes auf einen Spalten-
/Zeilenindex
58
rangH((kt)t∈Tp) Menge aller Tensoren mit maximalem hierarchi-
schen Rang (kt)t∈Tp
88
ρ(i, j) Abbildung von Zeilen-/Spaltenindizes auf einen
Multiindex
57
σj Singula¨rwert einer Matrix bzw. eines Tensors 23
rangj(X ) j-Rang eines Tensors 85
tr(Q) Spur einer Matrix Q ∈ Rn×n 20
ϕ(tκ) Vielfachheit eines Tensorprodukt-Knotens 34
kt Hierarchischer Rang eines Tensors 88
sµ(·) Tensorprodukt Spline 31
vec(A) vec-Operator bzgl. einer Matrix A ∈ Rm×n 19
vec−1(a) Inverser vec-Operator bzgl. eines Vektors a 19
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