A visualization methodology is presented in which a Pareto Frontier can be visualized in an intuitive and straightforward manner for an n-dimensional performance space. An approach for preference incorporation is presented that enables a designer to quickly identify 'good' points and regions of the performance spaces for a multi-objective optimization application, regardless of space complexity, numbers of objectives, or numbers of Pareto points. Visualizing Pareto solutions for more than three objectives has long been a significant challenge to the multi-objective optimization community. The Hyper-space Diagonal Counting (HSDC) method described here enables the lossless visualization to be implemented to achieve a hyperspace Pareto frontier. In this paper, we demonstrate the incredible power of using the hyperspace Pareto frontier as a visualization tool for design concept selection in a multiobjective optimization environment.
I. Introduction
ultiobjective Optimization Problems (MOPs), in contrast to single objective problems, involve a set of objectives that might be cooperative, competitive or have no relationship. Typically, the case of competitive objectives is the most interesting, since the choice of an 'acceptable' or 'best' solution depends on the preferences on, compromises between, and trade-offs of the objective functions. Most engineering design problems can be categorized as being MOPs. When the objectives in an MOP are conflicting, the set of optimal solutions is known as the Pareto set, wherein no one solution is superior to the others. The region defined by the Pareto optimum is called the Pareto frontier (Figure1).
The concept of Pareto optima was first introduced by Vilfredo Pareto in the 19th century 1 . Pareto optimality has been widely used in industry to aid designers in their decision-making processes. The decision-maker articulates his preference pertaining to the different objectives once he has knowledge of the Pareto frontier. The approach of visualizing the Pareto frontier has been widely used in decision-making for two and three objective problems, since it can be readily visualized using traditional 2-D and 3-D graphical means.
However, when the problem size is large (i.e. for more than three objective problems), the solution validation for MOPs becomes an extremely difficult issue, and there is no easy or intuitive method to visually represent the Pareto frontier. One standard approach is to use the parallel co-ordinate's representation, wherein a polyline is drawn for each set of Pareto points. Currently, General Motors, among other companies, use a program called Parallax 2 , which uses parallel coordinates 3, 4 to represent multiple objectives. A sample representation from a vehicle design problem is shown in Figure 2 .
Parallel coordinates has been one of the leading approaches used in industry to assist in ultimately choose leading design candidates to explore further, but remains unwieldy for large numbers of functions. As is seen in Figure2, trying to plot only 4 objectives using even a small number of solutions becomes rather challenging. It is quite difficult to make any intuitive or effective conclusions regarding the performance space and inherent tradeoffs. Being able to represent the multidimensional performance space in an intuitive way would be of significant value to many companies and researchers.
_____________________________________________
Other approaches include Cloud Visualization 5 , which provides a means by which a designer can view all previously generated design information in both the design and the performance spaces simultaneously. However, since all spaces are displayed in separate windows that are linked, the functionality is compromised for large numbers of functions, since it becomes tedious to work with too many windows. Mattson and Messac use a Pareto filter to reduce the Pareto frontiers from various disparate design concepts into a single Pareto frontier termed the s-Pareto frontie 6 . Figure 2 . Parallel Axis for MOP Unfortunately, the use of approximations in the s-Pareto approach ultimately results in loss of dimension representation.
In this paper, we present a new method for 'lossless' dimension blending to enable development of an intuitive visualization capability for representing the Pareto Frontier for multidimensional performance space in multiobjective optimization applications. The method proposed is termed the Hyper-Space Diagonal Counting (HSDC) Method 7 for Multidimensional Visualization. We will demonstrate the power of the HSDC approach, and will outline the means by which preferences can be incorporated into the visual representation to enable designers to intuitively choose the 'best' Pareto points for concept development -even in the presence of 20 or more objective functions. We will also demonstrate that a preprocessing step to determine correlation coefficients for all objective functions will provide a guide for grouping objective functions in the correct way for visualization purposes.
II. HSDC Methodology Development for Hyperspace Pareto Frontier
As we established in a previous paper 7 , the HSDC method can easily map n dimensions to a line, without loss of dimensional representation. In its application to multi-objective optimization, we can readily use the counting scheme described to map any number of objectives to a single line (i.e. axis) with any other number of functions mapped to another line (i.e. a different axis) in order to generate the visual representation of the Pareto frontier for a multiobjective optimization problem. The counting scheme is implemented together with a simple but very significant binning technique in order to enable this meaningful visualization. The steps for visualizing the Pareto frontier using the HSDC approach are as follows.
Step1. Obtain Pareto points using any appropriate optimization routine. Step2. Identify the minimum and maximum values for each of the objectives to establish a range. Divide these ranges into some finite number of compartments, resulting in small bins along each objective. Group objective functions into two sets and 'count' each set, producing indices for each.
Step3. The indices of the bins created are plotted on two axes, where multiple functions are represented on each single axis through the use of counting in the HSDC method. Note that this will result in a 2-D histogram that represents all dimensions in the performance space.
Step4. Determine what combination of indices correspond to which bins that contain each of the Pareto points.
The points are represented as a unit cylinder along the vertical axis. Multiple solutions might fall at the same set of indices, resulting in a bin that might contain multiple Pareto points.
We will use a four objective function problem to demonstrate the HSDC-based binning approach. Assume that there are 10 Pareto Points (A-J) for this problem, organized by increasing order of f1. indices for f1f2 and another for f3f4. Point F, for instance, has an f1 that falls into the 4 th bin on that axis and f2 falls into its 2 nd bin. This corresponds to an index in the f1f2 counted HSDC space of 12 ( Figure 3) . From Figure 4 , we see that f3 falls into the 1 st bin and f4 falls into the 2 nd bin, which results in an overall index of 3 in the f3f4 space. The same is done for all points, with indices as shown in Table 1 . Using this set of indices that correspond to the f1f2 functions and the f3f4 functions, a hyperspace Pareto frontier is constructed as shown in Figure 5 . This results from the extremely coarse discretization used for the f's for this example problem. The issue of discretization is one that will be addressed further in the paper. However, one can easily imagine how additional bins in all f's will result in more 'choices' for a Pareto point to ultimately fall elsewhere in the HSDC indexed space. A greater discretization will inevitably 'spread out' the distribution of Pareto points into more bins.
This HSDC-based binning approach results in an actual Pareto frontier for however many objective functions one might have. There is theoretically no reason that this approach will not scale to as many objectives as one might want, except that there will be a greater 'spread' of points associated with particular levels. Figure 6 shows a Pareto frontier for a six objective function MOP with f1f2f3 indexed on one axis and f4f5f6 indexed on the other. We see that a relatively smooth hyperspace Pareto frontier can be generated, even for a very rough discretization of the f's (10 bins).
Another important point to this representation is that the 'points' in the HSDC indexed space are actually bins that could conceivably contain numerous Pareto points. In Figure 6 , we see a rotated view, which clearly shows a height associated with each bin, which tells us how many points reside in each. This is incredibly valuable, as we can quickly determine where there might be multiple solutions of interest in a single bin. Such a representation indicates that there might be multiple design configurations yielding the same combinations of objectives.
An issue here pertains to the fact that different groupings of objectives will produce different representations in the HSDC-based Pareto frontier. This is absolutely true and different aspects of this issue will be discussed further in this paper. We will state here, however, that extreme points remain extreme in any representation and good points remain clustered around the same region regardless of representation. The reason for this is that the way in which indexing is performed in the HSDC follows the trends of the objective functions themselves (i.e. small to large function values generally correspond to small to large indexed values). Hence, Pareto points that correspond to upper ranges of all objectives will also have large indices in all objectives. If there were a Pareto point for which all objectives were small, this would translate to indices that are similarly small in the indexed space.
As mentioned before, there are two issues to be addressed here. The first pertains to ensuring that a full Pareto frontier has been generated. The second has to do with ensuring we have the best possible visual representation to enable eventual choices to be made for product concept development. In this paper, we will address the first point briefly, but will concentrate on the second as the major contribution. 
III. Methodology for Preference Incorporation in Hyperspace Pareto Frontier
The hyperspace Pareto frontier serves essentially the same purpose as does that for two objectives. Just as a two objective (i.e. f1 vs. f2) Pareto frontier can provide insights into missing design concepts as well as implicit tradeoffs between functions, so can the multidimensional representation generated from HSDC (the hyperspace Pareto frontier).
Messac and Mattson 8, 9, 10 refer to the approach of generating Pareto points, followed by an identification of the most desirable members of this set, as the Generate First -Choose Later (GFCL) approach. They point out that it's often difficult to sort through the existing Pareto points to identify what is really desirable, as well as the fact that generation of an even distribution of the Pareto frontier is critical. They demonstrate that their Normal Constraint (NC) method can be used to ensure an even representation. They essentially define a utopia line (or plane or hyper plane, depending on the number of objective functions) which connects all endpoints of the Pareto frontier and then create a set of evenly distributed points on that line, plane or hyper plane which are essentially used to create the limits for the various objectives in the epsilon-constraint method.
In this paper, we will be borrowing this concept to some extent. The hyperspace Pareto frontier representation has the tremendous benefit of blending all participating objectives in the indexed space in such a way that the nature of the original objectives is (basically) preserved once indexed. In other words, large objectives have large indices and small objectives have small indices. Further, if we think about what it means to have a cluster of Pareto points near the utopia point on a two dimensional Pareto frontier in performance space (i.e. both objectives relatively small simultaneously), we see that the same holds for the hyperspace Pareto frontier. The designer might be interested in Pareto points in a certain area, but observes a gap in the frontier in that region. This might suggest that additional design concepts might be worth investigating. It would then be possible to generate additional Pareto points. Since we know the ranges of the objective function 'bins' being used for each index, we have a means of identifying limits for objectives using the epsilon-constraint method in order to generate additional points. This is a tremendous advantage of the HSDC-based approach.
The ultimate goal of multiobjective optimization is to obtain one or a few select design candidates that represent the very 'best' combination of objectives to pursue further, according to the preferences of the designer(s). In this work, we develop a mechanism for establishing preferences according to objective function range, and then use these 'goodness indicators', through use of color and real-time interaction, to enable designers to make informed choices about the 'best' design candidates.
Here, we will again borrow a concept from Professor Messac. In Messac's Physical Programming approach to multiobjective optimization 11 , the designer specifies ranges for his objective functions according to the following classifications: Highly desirable; Desirable; Tolerable; Undesirable; Highly Undesirable; and Unacceptable. We propose a similar approach, prior to the optimization procedure, which will not affect the optimization itself, but will rather be used in the visualization of the Pareto frontier for the multidimensional performance space.
To understand the proposed approach here, let us go back to the four objective examples. Since there were only five bins originally specified for this example, let us assign the preferences per bin, leaving out for now the Unacceptable range. This results in the assignment of 'goodness' as seen in Table 4 . Using this assignment results in the distribution of preferences for each Pareto Point as seen in Table 5 .
We develop a procedure for identifying which of the Pareto points are 'best' and then represent them according to their 'goodness' values encoded as color. It is acknowledged that there might be many ways to achieve this. The approach presented here is a simple, straightforward way of representing and capturing these preferences. Additional investigations will explore alternative representations. At any rate, in this paper we assign a color-coding according to the most desirable (blue) to the least (orange), with ranges being set by the designer. We see from Figure 8 that there is one point that appears to be best, corresponding to indices (5, 9) (Pareto point D). We see that point F also has a total point value of 8, as does D, but is colored green. This is because the presence of an 'undesirable', for this example, automatically reduced the desirability by one level. In other words, is it truly better to have all tolerable over many highly desirables coupled with a sole undesirable. This would be completely up to the designer to make such decisions. If it is observed that a green point has the same point value as a blue point, a designer can easily delve into the data to determine whether that would still be a 'good' point.
Color code used: Blue Green Yellow Orange Red 
IV. Results: Validation of the Hyperspace Pareto Frontier
In this paper, we look at two major issues. The first involves a validation of the Hyperspace Pareto Frontier, beyond what was originally presented in reference [7] . The second involves the incorporation of the preference scheme into the hyperspace Pareto frontier, which is addressed in the next section. In this section, we will address several key issues, including how to choose the grouping of the objectives for counting using the HSDC and how function discretization impacts the visual representation.
Grouping Functions:
Recall that the goal of this research is to develop a new way to intuitively visualize a hyperspace Pareto frontier that will then enable designers to make an informed decision about which points are the 'best' design candidates. It is obviously critical that the visual representations be meaningful. One issue that exists with the proposed HSDCbased approach is that different groupings of objectives might produce very different visual representations. It is critical that there exists a reliable mechanism for making design choices, which means that there must be a way for designers to determine what functions, should be grouped together for meaningful visualizations.
We institute an approach whereby correlation coefficients are first calculated to provide guidance for subsequent grouping of the functions for counting. It is not necessary that functions be evenly distributed on the axes (i.e. 4 functions on one axis and 4 on the other). In fact, we could easily have five on one axis and 2 on another. It is critical, however, that those functions which are grouped be directly correlated with one another. Correlation is defined as a relation existing between two quantities that are somehow associated, or occur in a way not expected on the basis of chance alone. Subsequently, the correlation coefficient is a number that is indicative of the degree of correlation between two sets of data. Simple regression analysis illustrates how variables are linearly correlated. Depending on the nature of the data, quantities may be directly (positively) or inversely (negatively) correlated. A direct correlation between two quantities means that the quantities increase simultaneously and an inverse correlation means that when one grows the other degrades. The value of correlation coefficient ranges from -1 to 1, where -1 denotes a perfect inverse correlation and 1 denotes a perfect direct correlation between the quantities.
To demonstrate the importance of correlation coefficients, consider a simple two objective problem that result in a traditional Pareto frontier plot (with 21 Pareto points) as shown in Figure 9 . We will replicate our two objectives to create a four objective problem by having f3 the same as f1 and f4 the same as f2. Now, by plotting the hyperspace Pareto frontier for f1f3 vs. f2f4, we are essentially representing f1f1 vs. f2f2. We would expect to obtain the same trend in the HSDC-based hyperspace Pareto frontier representation as that obtained in the traditional Pareto plot. This particularly makes sense, given that the correlation coefficient for a grouping of f1-f1 and f2-f2 is unity for each. Indeed, we see from Figure 10 While the trend for the 10 bin discretization is close, it does not conform exactly to the trend seen in the traditional Pareto frontier. This is a result of a low discretization, which is improved to capture the trend in the figure on the right, by having a higher discretization of the objective function ranges (20 rather than 10). This clearly demonstrates that the hyperspace Pareto frontier resulting from the HSDC counting not only looks the same but has the same meaning for more than three objective functions.
We will explore this concept further by using the four objective multiobjective optimization problem previously discussed to demonstrate the importance of grouping objectives meaningfully.
Four-Objectives, Problem Description:
The problem description for this constrained multiobjective problem is as on the right. For this problem, 800 non-dominated Pareto points were generated. Correlation coefficients were then calculated for each objective function pair (f1f2, f1f3, etc.) and are shown in Table 6 below. This provides an interesting choice for the designer. While f2f3 have the largest positive correlation coefficient, f1f4 have a large negative correlation coefficient. This suggests an inappropriate grouping. The second highest positive correlation occurs between f1f2, while f3f4 has only a small negative correlation. This grouping is therefore chosen for the hyperspace Pareto frontier representation. The resulting visualization, associated with a discretization of 5 bins (i.e. ranges) for each objective function, is shown in Figure 11 . Alternatively, a grouping of f1f3 versus f2f4 results in the visualization next to it, in Figure 12 . One can see that there is a much greater distribution of points for the f1f3 versus f2f4 than for the f1f2 versus f3f4.
However, the small positive correlation in f1f2 and small negative correlation in f3f4 do contribute to some spread in the final hyperspace Pareto frontier. The discretization also impacts the visualization and is explored further in the next subsection.
If we were to group objectives that were highly inversely correlated (i.e. large negative correlation coefficients), then the impact of such a trend in the HSDC-based representation would be to invalidate the way in which counting is done, making the visual representation meaningless. 
(4 objectives, 5 bins, 800 points)
Recall that the indices increase from left to right and from bottom to top. Counting is performed as in Figures 3  and 4 , in a consistent spiraling manner, so as to ensure that any points on a particular level will not dominate one another. Further, as we move outward from one level to another, there will be a soft dominance to the right or up (in 2-D) with a hard dominance diagonally. If we match two (or more) inversely related functions (with large negative correlation coefficients), this will have the result of invalidating our presumptions of dominance, thereby invalidating our visual representation. We explore this with a six objective function example problem as well.
Six-Objectives, Problem Description:
The problem description for this constrained multiobjective problem is as on the right. For this problem, 1265 non-dominated Pareto points were generated. Correlation coefficients were then calculated for each objective function pair (f1f2, f1f3, etc.) and are shown in Table 7 below. The grouping of f1f2f3 versus f4f5f6 provides the best positive correlation of functions, while the second best is f1f5f6 versus f2f3f4 provides the second best combination. Figure 13a shows the hyperspace Pareto frontier for the 1265 nondominated Pareto points associated with the six objective optimization problem for a coarse discretization of 5 bins per objective. Again, we see a band of points that result in something similar to the traditional Pareto frontier representation. It should be noted here that while we say points, this is not totally accurate. In reality, these are bins that might hold multiple points, as demonstrated in the rotated view in Figure 13b . The better correlation of functions for this six objective problem results in a smaller 'band' of resulting points in the hyperspace Pareto frontier below. As mentioned previously, however, the discretization also impacts this representation and is addressed in the next subsection. An alternative grouping of objectives for this six function problem is explored in the preference section.
Impact of Discretization on Hyperspace Pareto Frontier:
One can see from Figures 14 a-c that increasing the discretization of each objective (from 15 to 20 to 30 bins each) results in more bins being represented in the hyperspace Pareto frontier. This provides a greater opportunity for points to be more accurately represented, since the bins no longer capture as great a range. For the four objective problem represented below, this also correlates to a more compact 'band' of points for higher discretizations. The same trend is seen in the six objective problem in Figures 15 a and b , where the ten bin representation is obviously more smooth than the five. Even higher discretizations are explored for this problem in the next section, which deals with incorporation of preferences in the hyperspace Pareto frontier representation.
Figures 13a-b. F1F2F3 vs. F4F5F6 (6 objectives, 5 bins, 1265 points)
From these results, one can conclude that it is possible to represent large numbers of Pareto solutions for optimization problems with many objective functions using the hyperspace Pareto frontier. While we can say that points (i.e. bins) that are extreme in function space remain extreme in indexed space, it is still not completely clear how this representation can be useful for identifying one or a select group of candidate designs from the Pareto set. This is covered in the next section. 
V. Results: Preferences in the Hyperspace Pareto Frontier
As explained earlier, color is used as a means to incorporate the preference strategies.
Preference Incorporation in Four and Six Objective Problems: Table 8 shows the point values assigned for function desirability, as well as the ranges specified for each function in terms of desirability. Figures 16a-b show the four objective problem, where all the objectives have been discretized into bins of 10 and 15 each, and Pareto points are color coded in accordance with their total goodness values. Here, the points with a total goodness between 0 and 7 are blue, between 7 and 14 are green, between 14 and 22 are yellow, and between 22 and 40 are red. Recall that the lower the numerical value of the total goodness, the better it is for the designer, as a lower value means that more functions have greater desirability. The plot clearly shows many blue points (i.e. bins) that have low total goodness values. These points are more desirable and are close, as a general trend, to the utopia point whereas the red points that have very high total goodness values (i.e. are least desirable) fall at the extremes in the hyperspace Pareto frontier representation. As a general trend, therefore, we see a move from blue to green to yellow to red.
Figures 17a-b corresponds to the same preference scheme applied to the six objective problem with a discretization of five and eight bins per objective, respectively, and a total of 1265 Pareto points. It would be absolutely impossible to achieve any kind of reasonable visual representation of this many Pareto solutions for six objectives using any of the other standard visualization approaches. The hyperspace Pareto frontier representation provides a highly intuitive mechanism for designers to better understand the Pareto solutions and to incorporate their preferences associated with different objectives. It also is sufficiently flexible to enable the designer to easily change preference ranges according to his desires, as well as to delve further into the performance space through a hierarchical scheme. This is explained further in the next section. At this point, a designer might want to tighten his range for the preferences, in order to eliminate some of the highly undesirable points at an early stage. Figure 18a shows the same representation (with a discretization of 10 bins per objective function) with a tighter range on the preferences where total goodness ranges are colored as follows: blue, 0-5; green, 5-10; yellow, 10-17; and red, 22-40. As one would expect, there are more red points that are undesirable to the designer, with fewer blue, as well. Figure 18b shows the same representation in which only 487 are left out of total 800 Pareto points, because the 313 undesired (red and yellow) points were eliminated. Once some clearly undesirable points are pruned, the designer might wish to again incorporate preferences with respect to the remaining Pareto points. Figures 19a-b show a second level application of designer's preferences, where ranges of the objectives from the remaining 487 points were again discretized into bins of 10 each, keeping the initial preference structure. This type of hierarchical preference investigation and implementation is easily accommodated with the hyperspace Pareto frontier representation and provides an intuitive and straightforward mechanism for designers to select one or more candidate Pareto solutions for concept development. 
Tailoring the Preferences for Individual Objectives:
There are a host of investigations in which a designer might wish to engage in order to identify a final design or set of designs that would then move to the concept development stage. A designer might wish to emphasize one or more objectives over the others and see the resulting impact. Consider a case where a designer might decide to emphasize f1 and f3 over f2 and f4. One approach (of many) might be to change the goodness structure and point values associated with the various functions so that the f2 and f4 are essentially more highly weighted in the total goodness metric (as is seen in Table 9 ). The resulting hyperspace Pareto frontier is seen in Figure 22 , where the total goodness breakdown corresponds to: blue, 0-6; green, 6.01-16; yellow, 16.01-26; and red, 26.01-52. The resulting representation shows the blue 'band' of points moving out away from the utopia point and merging more with green and yellow points. This makes sense, since we have essentially weighted f1 and f3 versus f2 and f4, even though f1 is not grouped with f3 (or f2 with f4) on the indexed axes. This results in a loss of the banding type of behavior previously observed as a result of incorporating equally distributed preferences, but still enables the designer to pull off specific points for further investigation according to his particular interests and goals. Recall from an earlier section that different groupings of objective functions will produce different hyperspace Pareto frontier representations. However, it is critical to note that the colored preference setting scheme ensures that the same points (i.e. bins) that are blue with one ordering will remain blue with another (as is also true with yellow, green, and red points). This eliminates the problem of potentially missing the 'good' points due to choosing one grouping of objectives over another. Figures 23 and 24 show the six objective hyperspace Pareto frontier (5 bins) for two different groupings of objectives (f1f2f3 vs. f4f5f6 and f2f3f4 vs. f1f5f6). The ranges on the color-coding are: blue, 0-7; green, 7.01-14; yellow, 14.01-22; and red, 22.01-40. Even though we see that the representations are slightly different, still there are 'bands' of goodness that are easily identifiable, with blue points still gathered close to the utopia point. 
VI. Conclusions
In this paper, the Hyperspace Diagonal Counting (HSDC) method is applied to multiobjective optimization with an incorporation of designer preferences. The goal is to create an easy and intuitive visual representation of the multidimensional performance space. The resulting hyperspace Pareto frontier can easily represent any number of functions and any number of Pareto solutions, while still enabling a designer to easily understand the visualization and its significance. In this paper, we have demonstrated that functions can be grouped according to correlation coefficients, and that a finer discretization of objectives contributes to more accurate visual representations. It was demonstrated that a simple preference setting scheme results in a powerful approach for enabling a designer to sort through hundreds or even thousands of Pareto points in order to identify the most desirable points for possible product concept exploration. A hierarchical scheme can be used to delve down into finer and finer preference
