Let / be a probability density function on the unit interval / . The inverse Perron-Frobenius problem involves determining a transformation t: I -» / such that the one-dimensional dynamical system x,+ 1 = t(x,) has f as its unique invariant density function. A matrix method is developed that provides a simple relationship between t and /, where / is any piecewise constant density function. The result is useful for modelling and predicting chaotic data.
Introduction
For many dynamical systems, only stochastic data in the form of an attractor srf and a probability density function / supported on srf is observed. The underlying dynamical system that generates the data is unknown. The problem of determining a deterministic transformation x whose asymptotic dynamics (invariant measure) is given by / is referred to as the inverse Perron-Frobenius problem.
This problem was treated in [2] , where a numerical algorithm is described that allows for the construction of a unimodal transformation x on an interval of the real line and whose unique invariant density function is the observed density function /. Although the method is general for one-dimensional transformations, it is only a numerical algorithm requiring the computation of the integral 9(x)= f f(y)dy J X on the mesh {xi, x2, ... , x^}. As such the algorithm cannot provide a theoretical basis for finding a relationship between x and /, which is the main objective of this note.
For density functions that are piecewise constant, the inverse problem was investigated in [1] , where special classes of piecewise constant density functions were characterized as invariant densities for ergodic transformations. The class of densities considered in [1] is very restrictive, requiring the relative minima of / to have the value 0. The methods used are entirely graph-theoretic and do not lend themselves to generalization.
In §2 we present a complete generalization of the results of [2] using matrix analysis. This is accomplished by defining a new class of piecewise linear transformations called ^-semi-Markov, where 3° denotes a partition of the interval under consideration. The main result is a simple relationship between the density function and x, where x is a special transformation called a 3-band transformation.
We present applications in §3 and an example in §4.
Main result
In this section we introduce a class of piecewise linear transformations that, for a given defining partition, is richer than a class of Markov piecewise linear transformations but preserves its most important property: invariant densities are constant on elements of the defining partition. It is easy to see that any ^"-Markov transformation is ^-semi-Markov and that there are ^-semi-Markov transformations that are not ^"-Markov.
The following theorem generalizes Theorem 1 to the case of semi-Markov transformations.
Theorem 2. Let x be a 3°-semi-Markov transformation. Let t| <" be linear with slope greater than 1 for j = I, ... , k(i), i = I, ... , N. Then any x-invariant density is constant on intervals of 3° .
Proof. It is easy to see that x is ^-Markov, where € = {Q^f: 1 < j < k(i), 1 < i < N} . Let / be a T-invariant density. By Theorem 1 / is constant on intervals Q(p . Let jjl) be the value of / on Qf . Let us fix 1 < iQ < N, and let 1 < ji, j2 < k(i0). The equations for the T-invariant density give us st = E id}0)'!"1/}0. fSi°] = E i(*y,),r1/7').
where r(i) = tL(,) and the sums are over all pairs (i, j) such that x(Qfl') = P,0. i Since both sums on the right-hand side of equations are equal, fj'0'1 = fj2o). D Mx can be identified with the Perron-Frobenius operator PT of r, restricted to the space of functions constant on intervals of 3s .
In the sequence of propositions and theorems below we prove that for any density / constant on intervals of 3° there exists a ^-semi-Markov transformation x such that / is T-invariant. The constructed transformation is piecewise linear and expanding and is related to / in a very simple way. Figure 1 . Given a density / constant on intervals of the partition 3$ , it is not always possible to find an ^"-Markov, piecewise linear, and expanding transformation t that leaves it invariant. The simplest such case occurs when 3f consists of two equal intervals. Then the only possible invariant density is (1,1) .
Below we prove that we can always solve the problem using an ^-semi-Markov transformation. Proof. Let g = [2.max(f: / = 1, ... , N)]~xf. We define an NxN probability matrix, which by Proposition 1 is a Perron-Frobenius matrix of some 3-band transformation x, as follows:
Pi,i-\=gi-\, Pi,i=l~ gi-i-gi+i, Pi,i+i=gi+i, 2</<JV-l;
Pn,n-\ -gN-i , Pn,n -1 -gN-\-It is obvious that x is piecewise expanding. By Theorem 3, g and thus / is T-invariant. □ It should be noticed that in general there exist infinitely many 3-band piecewise expanding transformations preserving a given density function. 
Applications
The 3-band transformations introduced in §2 are important because they provide an explicit and easy relationship between the invariant density of the transformation and the transformation itself. Given the density function, the construction of the transformation is not unique. Hence, if we want to ensure uniqueness of x, we must make additional assumptions. To choose among many possible x, we have to use some additional criteria, for example, Lyapunov exponents or other characteristics that can be extracted from the data.
The 3-band transformations have application to the following:
Chaotic data. Given chaotic experimental data, we form a histogram of the data and treat it as a density function. Then we can find a 3-band transformation t preserving this density, and using orbits of x, we can reproduce data statistically identical with the original data.
In [4] a nonlinear map is constructed directly from the data points themselves. The technique involves interpolating or approximating unknown functions from the data points and is extremely complex and computationally time consuming.
Random maps. Let Ti, T2 be two transformations on the interval, say, and let R = R(xx, x2, a, fl) denote the random map obtained from Ti and T2 by selecting Ti with probability a and T2 with probability /? at any iteration of the process. (See [5] for detailed definitions.) The method of 3-band transformations applies to random maps just as easily as it does to ordinary maps. Given an invariant density / for a random map [5] , we can construct a 3-band matrix that can be viewed as a point transformation and this transformation has / as its invariant density function. These ideas are relevant to dynamical system models for the two-slit experiment of quantum mechanics that will be presented in a subsequent note.
