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Abstract. This paper presents recent developments related to an adjoint RANS solver, which is
part of the TRACE flow solver developed at DLR in particular for applications in turbomachin-
ery. On the one hand, the implementation of an adjoint preprocess is described, which consists
of two separate parts. First, the adjoint solution is transformed into a field of sensitivities with
respect to grid point coordinates by calculating the derivative of the flow equation residual with
respect to these coordinates. Second, an elliptic grid deformation procedure is adjoined in or-
der to translate these sensitivities to surface values. The aim is to reduce the computational
cost for sensitivity evaluations in applications with a large number of parameters by avoiding
the generation of deformed volume grids. On the other hand, the evaluation of sensitivities with
respect to boundary values, i.e. average quantities (for example pressure) which are prescribed
at entry and exit surfaces, is discussed. In this context we also discuss an extension of the exit
boundary conditions for the adjoint and linear solvers, which corresponds to the radial equi-
librium condition in the nonlinear solver. For all these developments, exemplary applications
to turbomachinery configurations are presented.
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1 INTRODUCTION
For many applications of Computational Fluid Dynamics (CFD) it is important to know
not only global values computed from the flow solution (e.g. mass flow, pressure ratio, or
efficiency) for a given configuration, but also sensitivities of such functions with respect to
various parameters. In particular this is true for aerodynamic design and optimization [1, 2],
where many different geometries have to be taken into account. Many optimization procedures
make use of gradients of the objective functions. This information can be used either directly
in the optimization algorithm or for the training of surrogate models [3, 4, 5].
A straightforward way to compute such gradients is by finite differences, i.e. the evaluation
of the objective function for two configurations which differ by a small perturbation in the pa-
rameter of interest. But this approach has two major drawbacks. First, it is often difficult to
determine the optimal step size for the perturbation to avoid either large truncation or cancella-
tion errors. Moreover, one needs as many function evaluations – and therefore also solutions of
the flow equations – as there are parameters. For complex optimization problems with hundred
or more parameters this can become very costly.
Alternatively, the adjoint approach can be used, which is based on optimal control theory
[6]. It was introduced in the context of CFD by Jameson [7]. The main advantage is that the
adjoint problem has to be solved only once for each objective function, while the computation of
sensitivities for arbitrary parameters from the obtained adjoint solution is relatively cheap. Since
solving the adjoint problem has approximately the same complexity as one solution of the flow
equations, the adjoint approach yields a speed-up with respect to the forward approach if the
number of parameters is significantly larger than that of objective functions taken into account.
Besides aerodynamic optimization, applications of the adjoint method include the examination
of manufacturing and wear-and-tear tolerances [8] as well as error estimates [9, 10, 11].
The evaluation of an objective function depending on a parameter α usually consists of the
successive application of several tools. For the case of variations of the blade geometry this
process chain is illustrated in Fig. 1. Adjoining such a process chain as a whole is discussed for
example in [12]. To evaluate the derivative of the functional with respect to α exactly one has
to apply the chain rule. If, for example, I(α) = f(g(h(α))), it is
dI
dα
=
df
dx
dg
dy
dh
dα
. (1)
If all steps are adjoined, the derivative is calculated only once for each functional and can then
be used to obtain the variation of this functional from an arbitrary variation in α. But there are
also other possibilities to evaluate the product in Eqn. (1). If, for example, the last function h is
not included in the adjoint process, we have
dI
dα
=
(
df
dx
dg
dy
)
dh
dα
, (2)
where the part in parenthesis is evaluated only once (in adjoint mode), while dh
dα
has to be
calculated in forward mode for each value of α.
In this paper we present extensions of the CFD software package TRACE developed at
DLR [13, 14], which contains besides solution methods for the nonlinear (steady or unsteady)
RANS equations also solvers for the corresponding linearized and adjoint equations. The ad-
joint solver [15] uses a discrete adjoint approach. In the linear solver [16] the linearized equa-
tions are solved in frequency domain. For zero frequency this corresponds to solving the lin-
earized steady RANS equations for small stationary disturbances. This can be used to validate
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Figure 1: Schematic representation of a process chain for sensitivity evaluation.
results of the adjoint solver. Both solvers employ a preconditioned GMRES algorithm with
restarts for the solution of the resulting linear equation system.
In the framework of TRACE so far only the flow solver itself and the post-processing (for cer-
tain functionals) have been adjoined [15, 17]. The first part of the process chain (pre-process) is
evaluated in forward mode, which means that for each parameter variation a new computational
grid is generated. Apart from the computational effort, in applications with large numbers of
parameters also the storage space needed for these deformed grids can become an issue. There-
fore it is desirable to adjoin also (parts of) the pre-process. Here we discuss the step from
the surface geometry – more precisely, a surface grid – to the three-dimensional computational
grid. Its adjoint is implemented as a post-processing of the adjoint solution. As a starting point
we do not use the mesh generation process itself, but an elliptic mesh deformation [18, 19]
which is applied to the computational grid for the initial geometry. This is discussed in detail in
Section 2.
In the second part of the paper (Section 3) we deal with another extension of the adjoint
solver, namely the evaluation of sensitivities with respect to parameters which are not variations
of the geometry, but of boundary values. At artificial (open) boundaries of the computational
domain certain flow parameters have to be prescribed, and the solution depends of course on the
values of these parameters. In this work we consider in particular the nonreflecting boundary
conditions implemented in TRACE for entry and exit surfaces. The knowledge of sensitivities
of objective functionals with respect to these boundary values is useful for applications like
aerodynamic optimization. While a fixed exit pressure is usually used as boundary condition
in the flow solver, one is often interested in performing calculations for a fixed mass flow,
which can be achieved by employing a mass flow controller. Adjoining such a controller can be
avoided if sensitivities with respect to exit pressure can be efficiently calculated.
In turbomachinery applications it is also common to use the so called radial equilibrium
condition at outlets. This means that the distribution of the static pressure over the radius
is not prescribed explicitly, but only the pressure at one point (e.g. at midspan). The radial
distribution is then given as (approximate) solution of an ordinary differential equation. To
get consistent results with the nonlinear solver it is necessary to have an analogous boundary
condition also in the linear and adjoint solvers. The implementation, which uses similar ideas as
the inhomogeneous boundary conditions employed for the sensitivity calculation, is described
in Section 3.3.
2 ADJOINT MESH DEFORMATION AND MESH SENSITIVITIES
The sensitivity of a functional I with respect to a (geometric) parameter α is given by
dI
dα
=
∂I
∂q
dq
dα
, (3)
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where we assume I = I(q(α)), i.e. the functional depends on α only through the flow field q.
If q is determined by the condition R(q, x) = 0, where R is the residual of the discretized flow
equations and x represents the computational grid, we also have
0 =
d
dα
R(q(α), x(α)) =
∂R
∂q
dq
dα
+
∂R
∂x
dx
dα
(4)
and thus dq
dα
can be computed as solution of the linear problem
∂R
∂q
dq
dα
= −∂R
∂x
dx
dα
. (5)
If many different parameters αj are of interest, this approach is not very efficient, since a
system of the form (5) has to be solved for each parameter. Alternatively, the adjoint approach
can be used, leading to
dI
dα
= −ψt∂R
∂x
dx
dα
, (6)
where the adjoint solution ψ is given by(
∂R
∂q
)t
ψ =
(
∂I
∂q
)t
. (7)
Solving the system (7) has the same complexity as solving (5), but it has to be done only once
for each functional I , independent of the number of parameters.
So far, the procedure employed in TRACE is as follows: First, a variation of the geometry is
translated into a deformed computational grid, either by generating a new grid starting from the
disturbed geometry or by applying a deformation procedure to the given grid for the original
geometry. Then, the grid deformation δx in each point is calculated as the difference between
new and old coordinates, and the right hand side of (5) is approximated using a (central) finite
difference
∂R
∂x
δx ≈ R(q, x+ hδx)−R(q, x− hδx)
2h
, (8)
where x denotes the original grid coordinates. This approach has two drawbacks. First, it re-
quires two additional evaluations of the residual, which means that – besides the adjoint solution
– the underlying flow solution and details about the solution procedure have to be known for
the sensitivity calculation. More important is the fact that for each parameter variation a de-
formed (three-dimensional) grid has to be generated, stored, and processed to obtain δx. For
applications with many parameters, which are of course particularly attractive for employing
the adjoint method, this can become a real bottleneck. Therefore it is desirable to reduce the
necessary effort for each parameter by adjoining parts of the described pre-process.
The first step, which resolves the issue of additional residual evaluations, is to compute from
the adjoint solution the sensitivity of the functional with respect to the mesh coordinates (“mesh
sensitivities”, see Section 2.1). This corresponds to evaluating ∂R
∂x
dx
dα
not as one finite difference,
but computing each factor separately. The sensitivity with respect to α is then given by
dI
dα
=
(
−ψt∂R
∂x
)
dx
dα
=
dI
dx
dx
dα
. (9)
For practical computations dx
dα
is approximated by the mesh deformation δx, which means that
the sensitivity can be obtained by simply computing the scalar product of the mesh sensitivity
with the mesh deformation.
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Figure 2: Schematic illustration of the cells and faces which affect with their geometry the flux through the face σ.
To get rid of the need to deal with deformed 3D grids, we have to go one step further and
transform the three-dimensional field of mesh sensitivities into a two-dimensional quantity. This
is achieved by applying the adjoint mesh deformation procedure described in Section 2.2.
2.1 Computation of mesh sensitivities
In this section we discuss the computation of ∂R
∂x
. For a finite volume discretization the
residual Ri in cell i is given by
Ri =
1
Vi
∑
σ∈∂i
Fσ − Si, (10)
where Vi is the volume of cell i, ∂i denotes its boundary (i.e. the set of faces), Fσ is the flux out
of cell i through the face σ, and Si is the source term in i due to rotational effects.
The grid coordinates do not appear in the discretized equations explicitly. In turn, other
geometrical quantities which depend on these coordinates (e.g. coordinates of cell centers, cell
volumes, face normals) enter the residual expression in many different places, in particular in
the flux terms. Therefore it is convenient to split up the computation into two steps. First,
the derivative of the residual with respect to all relevant geometrical quantities is evaluated.
While the rotational source terms are rather simple and can be differentiated analytically, the
derivatives of the fluxes are approximated by finite differences. The geometrical quantities
which have to be taken into account can be grouped into cell data and face data. Each flux, and
therefore each cell residual, is affected only by the geometry of a limited number of cells and
faces (see Fig. 2). This can be exploited to reduce the computational effort. Each contribution
is immediately multiplied by the adjoint solution in the corresponding cell to yield a sensitivity
which is then stored.
In the second step the derivatives of the intermediate quantities (i.e. cell volumes etc.) with
respect to the grid point coordinates have to be evaluated. Since these quantities are given by
simple algebraic expressions in the coordinates (see e.g. [20]), the exact derivatives can be
written down explicitly. For each point, the contributions for each adjacent cell and face are
multiplied by the previously stored sensitivities and then added up. As result, one gets for each
vertex the sensitivity of the (total) residual with respect to its three coordinates.
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Due to the employed domain decomposition special care has to be taken for the boundary
points between two (or more) blocks. Each “copy” of these points contains only the sensitiv-
ities for the respective block. For a correct representation of the mesh sensitivities (e.g. for
visualization) these values have to be added up. This can be done in a separate post-processing
step.
2.2 Adjoint mesh deformation
2.2.1 The mesh deformation algorithm
The elliptic mesh deformation procedure we discuss here is implemented in a pre-processing
tool [21]. The deformation vector δx is given as the solution of the Poisson equation
∇ · (E(x)∇(δx)) = 0, (11)
where the modulusE is proportional to the inverse cell volume. More precisely, the deformation
of the vertex coordinates δx is given as an interpolation of the cell-centred deformation field,
δx = Jδxc, (12)
where the latter solve a cell-centred finite volume discretization of Eqn. (11)
R(xc) = 0. (13)
A given surface deformation δy defines an inhomogeneous boundary condition for Eqn. (11),
where y denotes the vertex coordinates of the surface mesh. Denoting by δxintc and δx
ext
c the
deformation at inner and ghost cells, respectively, the boundary condition is implemented as an
extrapolation
δxextc = Tδx
int
c + Tbdδy, (14)
such that the deformation δx, when interpolated onto the surface, coincides with δy. The op-
erators T and Tbd depend on the type of boundary condition specified. Apart from Dirichlet
boundary conditions, a slip boundary condition has been implemented for boundaries which
are not to be deformed but whose surface grid points are allowed to move tangentially along the
boundary [21].
From Eqns. (13) and (14) we infer that the cell-centred deformation field is obtained by
solving (
∂R
∂xintc
∂R
∂xextc
)(
1
T
)
δxintc = −
∂R
∂xextc
Tbdδy. (15)
2.2.2 Adjoint approach
We want to determine the sensitivity of a functional I with respect to a parameter α under
the assumption that a variation in α is first transformed into a variation of surface coordinates
δy,
δI =
dI
dα
δα =
dI
dy
δy. (16)
Now I depends on y via the 3D mesh deformation δx, i.e.
dI
dy
=
dI
dx
dx
dy
=
dI
dx
J
dxc
dy
, (17)
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and δxc is determined from δy using Eqns. (15) and (14). Hence it follows that
dxc
dy
=
(
dxintc
dy
,
dxextc
dy
)
=
(
1
T
)
dxintc
dy
+
(
0
Tbd
)
. (18)
Denoting by A the system matrix of Eqn. (15), i.e.
A =
(
∂R
∂xintc
∂R
∂xextc
)(
1
T
)
, (19)
it follows that
dxc
dy
= −
(
1
T
)
A−1
∂R
∂xextc
Tbd +
(
0
Tbd
)
. (20)
Inserting this equation into Eqn. (17), we obtain
dI
dy
=
dI
dx
J
(
−
(
1
T
)
A−1
∂R
∂xextc
Tbd +
(
0
Tbd
))
= ξt
∂R
∂xextc
Tbd +
dI
dx
J
(
0
Tbd
)
,
(21)
where ξ is given by
ξt = −dI
dx
J
(
1
T
)
A−1. (22)
This definition for ξ can be rewritten as the linear equation
Atξ = − (1 T t) J t(dI
dx
)t
. (23)
Once ξ has been computed, the surface sensitivities dI
dy
are computed as in Eqn. (21). This is
done only once for each cost functional I . The actual sensitivity for a given surface deformation
is computed as a surface scalar product
δI =
dI
dy
δy. (24)
It follows that the adjoint mesh deformation allows one to avoid costly 3D mesh deformations
for each design parameter.
2.2.3 Implementation of the adjoint deformation
Since the matrix
(
∂R
∂xintc
∂R
∂xextc
)
is symmetric, we can use it also for the adjoint defor-
mation. Only the modification due to the boundary conditions (i.e. the operator T ) has to be
considered separately. Further differences between the adjoint and the original deformation pro-
cedure occur in setting up the right hand side of the equation system and in the post-processing
of the obtained solution. These steps are in some sense exchanged.
The right hand side is in principle given by the mesh sensitivities dI
dx
calculated before, but
with some modifications (represented by the operator T and the interpolation J in Eqn. (23)).
First, the vertex-based values are interpolated onto cell centers. The obtained values on ghost
cells then have to be transferred to inner cells (“adjoint extrapolation”). On block cuts this
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Figure 3: Computational model of the Darmstadt Transonic Compressor.
is achieved by applying an adjoint communication procedure, while on proper boundaries the
respective boundary conditions have to be taken into account.
The adjoint solution ξ defined on cells has to be transformed into surface values. This cor-
responds to the application of ∂R
∂xextc
Tbd (cf. Eqn. (21)) from the right and is adjoint to the
computation of the right hand side of Eqn. (13), where (inner) cell values are determined from
the surface deformation. The second summand in Eqn. (21) corresponds to taking the value of
the right hand side of the adjoint system in the ghost cell, i.e. the right hand side of Eqn. (23)
without the application of the matrix
(
1 T t
)
, and applying Tbd to it.
2.3 Results
As a test case for the validation of our implementation we use the Darmstadt Transonic
Compressor with the baseline rotor geometry (Rotor 1) [22], see Fig. 3. We consider an oper-
ating point at a rotor velocity of 20,000 rounds per minute and a mass flow of 16.2 kg/s. The
pre-shock Mach number is approximately 1.5.
Parameter index
δm
 
[kg
/s
]
0 1 2 3 4 5 6 7
0.003
0.004
0.005
0.006
0.007
0.008 TRACE (steady, CEV)
adjointTRACE
adjointTRACE (mesh sensitivities)
adjointTRACE (surface sensitivities)
.
Figure 4: Sensitivities of mass flow obtained with the nonlinear solver and different processes using the adjoint
solver.
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We compare the sensitivities obtained using the adjoint solver with the three different meth-
ods described above to (central) finite differences of nonlinear steady solutions. For the latter,
the constant eddy viscosity (CEV) assumption has been employed, i.e. the eddy viscosity for
the initial geometry is used also for the calculations on the deformed grids and kept fixed during
these calculations. This is necessary for getting comparable results, since the adjoint solver
does not take into account the turbulence model. We use mass flow at the exit as objective
functional. The geometric parameters are small variations of the stagger angle at eight differ-
ent radial heights, as described in [17]. The results are shown in Fig. 4. We observe a good
agreement of all sensitivities. In particular, the sensitivities using mesh sensitivities and those
using surface sensitivities agree almost exactly, except for the last parameter. This deviation is
due to a subtle difference between the forward and the adjoint deformation procedure. After the
solution of the deformation problem has been obtained and interpolated onto the grid vertices,
an additional correction procedure is applied at block cuts, which was not taken into account in
the implementation of the adjoint deformation.
As an example for the resulting surface sensitivities we show the suction side of the rotor
blade in Fig. 5. The largest sensitivities can be seen at the leading and trailing edge. As the
pressure distribution shows, another region of rather high sensitivities occurs near the shock in
the upper part of the blade.
Figure 5: Left: Norm of the sensitivity vector of exit mass flow with respect to surface grid coordinates for the
suction side of the rotor blade of the Darmstadt Transonic Compressor. Right: Pressure distribution on the blade.
In the main adjoint process, which is aimed at computing sensitivities with respect to design
parameters, the 3D mesh sensitivities are only an intermediate result. But they also provide
interesting information by themselves. For a good mesh one would expect that the sensitivities
in the inner of the domain, i.e. away from solid boundaries, are zero. If in some area there are
large sensitivities, this is an indication that the mesh should be refined there to properly resolve
the flow solution. To illustrate this, we performed, for the same test case as before, calculations
on two different meshes. In Fig. 6 the x component of the mesh sensitivities is shown as an
example. While on the finer mesh it is mostly close to zero – except for a few spots near the
leading edge and in the region of the passage shock – we see very large sensitivities (about a
factor of ten larger) for the coarse mesh, in particular in the passage.
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Figure 6: Mesh sensitivities (x component) of exit mass flow in the rotor row of the Darmstadt Transonic Com-
pressor for two different meshes.
3 SENSITIVITIES WITH RESPECT TO BOUNDARY VALUES
In this section we first discuss briefly the implementation of nonreflecting entry and exit
boundary conditions for the linear and adjoint solver, as well as an extension which allows to
use inhomogeneous boundary conditions in linear calculations (see Section 3.1). This is used to
compute sensitivities with respect to boundary values, i.e. those quantities which are prescribed
at entries and exits, respectively. We denote the set of boundary values by qbv. At outlets, this
consists only of the (static) pressure, while for entries it contains four variables, e.g. entropy,
stagnation enthalpy, and two flow angles. Typically, the user provides inlet conditions for the
stagnation pressure and temperature. Entropy and stagnation enthalpy are then calculated from
these boundary values.
The evaluation of sensitivities with respect to the boundary values qbv using the linear and
the adjoint approach is described in Section 3.2. In the following part (Section 3.3) we discuss
the extension of the exit boundary conditions for the radial equilibrium.
3.1 Entry and exit boundary conditions in the linear and adjoint solver
In general, boundary conditions in TRACE are implemented using the concept of ghost cells.
This means that we divide the set of flow field variables into the inner and the ghost cell part:
q = (qint, qext). The values in the inner cells are determined as solution of the flow equations,
while the ghost cell values are given as a function of the inner values and prescribed boundary
values:
qext = T (qint, q∗bv). (25)
For the linear solver a linearized update operator T =
∂T
∂qint
is implemented. The linearization
of the residual with respect to the inner cell values then reads
δqint 7→ ∂R
∂q
(
1
T
)
δqint. (26)
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In the adjoint solver the left-hand side is the adjoint of (26)
(
1 T t
)(∂R
∂q
)t
. (27)
Hence, after each matrix-vector multiplication an adjoint boundary update is performed that
adds T tψext to ψint. For a more detailed description of the boundary treatment in the non-linear,
linear, and adjoint solver, the reader is referred to [23].
Consider the case of an entry or exit and assume that q∗bv is kept fix. The linearization
of the update operator in (25) can be expressed in terms of characteristic variables as fol-
lows. The outgoing characteristics are copied to the ghost cells from the interior cells, i.e.
δcextout = δc
int
out. Then the incoming characteristic variables in the ghost cells are modified in such
a way that the variations of the specified boundary values vanish. Define the boundary values
as the corresponding function of the averaged conservative variables of qint and qext, i.e.
qbv = qbv(
1
2
(qint + qext)). (28)
Writing the linearization of (28) in terms of characteristic variables and solving for the variation
of the incoming characteristics, one obtains
δcextinc = −δcintinc − 2
(
∂qbv
∂cinc
)−1
∂qbv
∂cout
δcintout. (29)
For entries, Eqn. (29) specializes to
δcextk = −δcintk − 2
((
∂qbv
∂c1...4
)−1
∂qbv
∂c5
)
k
δcint5 for k = 1, . . . , 4 (30)
and for exits we get
δcext5 = −δcint5 − 2
(
∂p
∂c5
)−1 4∑
k=1
∂p
∂ck
δcintk . (31)
Equation (29) (or Eqn. (30) or (31), respectively) is applied to states averaged over one band,
where a band consists of all boundary faces at (approximately) the same radius. The result is an
average state to be prescribed at the exterior cells. Several types of average techniques are used,
e.g. mass or flux averages [24], which means that (28) is slightly generalized. For the treatment
of different types of averages and the integration into the non-reflecting boundary condition,
see [23].
In the adjoint solver, for each routine of the linear boundary update an adjoint routine has
been implemented, and the order of the steps is reversed. In particular, adjoint versions of equa-
tions (30) and (31) are required. For this we have to determine the derivative of the characteristic
variables in the ghost cells with respect to those in the inner:
χint =
∂(δcext)
∂(δcint)
χext, (32)
where we denote the adjoint characteristic variables by χ. For entries we get
χintk = −χextk for k = 1, . . . , 4 (33)
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and
χint5 = χ
ext
5 − 2
4∑
k=1
((
∂qbv
∂c1...4
)−1
∂qbv
∂c5
)
k
χextk (34)
and for exits (32) yields
χintk = χ
ext
k − 2
(
∂p
∂c5
)−1
∂p
∂ck
χext5 for k = 1, . . . , 4 (35)
and
χint5 = −χext5 . (36)
For the linear solver we also implemented inhomogeneous boundary conditions. This means
that we replace the condition δqbv = 0 by δqbv = δq∗bv, where δq
∗
bv is some prescribed value.
This leads to modifications of equations (30) and (31), namely
δcextk = −δcintk − 2
((
∂qbv
∂c1...4
)−1
∂qbv
∂c5
)
k
δcint5 + 2
((
∂qbv
∂c1...4
)−1
δq∗bv
)
k
(37)
for entries and
δcext5 = −δcint5 − 2
(
∂p
∂c5
)−1 4∑
k=1
∂p
∂ck
δcintk + 2
(
∂p
∂c5
)−1
δp∗ (38)
for exits.
3.2 Implementation of the sensitivity evaluation
We assume now that the prescribed boundary values depend on a parameter α and we want to
compute the sensitivity of a functional I with respect to α. First we consider the linear approach.
For this we use the inhomogeneous boundary conditions given by Eqns. (37) and (38). These
correspond to the linearization of the boundary operator T (cf. Eqn. (25)) with respect to δq∗bv,
which we denote by Tbv. Using this we get for the derivative of q with respect to α
dq
dα
=
(
dqint
dα
,
dqext
dα
)
=
(
dqint
dα
, T
dqint
dα
+ Tbv
dq∗bv
dα
)
=
(
1
T
)
dqint
dα
+
(
0
Tbv
dq∗bv
dα
)
. (39)
Inserting this into (3) yields
dI
dα
=
∂I
∂q
(
1
T
)
dqint
dα
+
∂I
∂qext
Tbv
dq∗bv
dα
. (40)
Similarly, we can rewrite Eqn. (5), where we have in this case dx
dα
= 0, and get
∂R
∂q
(
1
T
)
dqint
dα
= − ∂R
∂qext
Tbv
dq∗bv
dα
. (41)
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In our implementation, the right hand side of (41) is computed by applying the inhomoge-
neous boundary condition to a zero vector (which changes only the ghost cell values and leaves
all values on interior cells equal to zero) and multiplying the result by the system matrix ∂R
∂q
.
The sensitivity evaluation is slightly different from what is suggested by Eqn. (40), since the
two summands are not computed separately. Instead, we rewrite the equation as
dI
dα
=
∂I
∂q
((
1
T
)
dqint
dα
+
(
0
Tbv
dq∗bv
dα
))
. (42)
The expression in parenthesis is obtained by applying the linear boundary operator again to the
solution of (41) and the sensitivity is computed as scalar product of the resulting vector with the
linearized functional ∂I
∂q
.
For the adjoint solver, the sensitivity evaluation is implemented as a post-processing step
during the determination of the adjoint solution. It is carried out each time the (approximate)
solution vector is available, i.e. at each restart of the GMRES algorithm. The sensitivity is in
this case given by
dI
dα
= −ψt ∂R
∂qext
Tbv
dq∗bv
dα
+
∂I
∂qext
Tbv
dq∗bv
dα
=
(
−ψt ∂R
∂qext
+
∂I
∂qext
)
Tbv
dq∗bv
dα
, (43)
where ψ is the solution of(
∂R
∂q
(
1
T
))t
ψ =
(
∂I
∂q
(
1
T
))t
=
(
1 T t
)(∂I
∂q
)t
. (44)
No modification of the actual adjoint code, e.g. boundary conditions, is necessary since existing
routines can be used to compute the terms appearing in Eqn. (43). The second factor, Tbv dqbvdα ,
is the same that appears on the right hand side of the linear system (41). The product in the
first term is rewritten as
(
∂R
∂qext
)t
ψ, which is nothing else than the system matrix of the adjoint
problem applied to the adjoint solution. Here, ∂R
∂qext
can be replaced by the full matrix ∂R
∂q
, since
the subsequent scalar product is evaluated on the ghost cells only. For the same reason, ∂I
∂q
,
which is known from the computation of the right hand side of the adjoint system (44), can be
used instead of ∂I
∂qext
.
3.3 Incorporation of radial equilibrium
So far we have dealt only with boundary conditions where the boundary values are prescribed
band-wise, with previously fixed values. But in turbomachinery applications it is common that
the pressure distribution is not known in advance, but determined by the so called radial equi-
librium condition. This applies to rotationally symmetric flows and is given by the differential
equation
∂p
∂r
= ρr(U θ + ω)2 (45)
in a rotating frame of reference, where ω is the rotation speed. It is used in the exit boundary
condition of the nonlinear solver in the form that an average pressure at a certain position
(“reference band”), e.g. at midspan, is prescribed and then integration towards hub and tip is
performed using the following discretization of Eqn. (45)
pn − pn−1
rn − rn−1 =
1
2
(fn + fn−1), (46)
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where fn = ρnrn(U θn + ω)
2.
For consistency with the underlying nonlinear solver it is desirable to provide a counterpart
of this boundary condition also in the linear and adjoint solvers. In the linear solver, this is
achieved by employing a similar idea as for the inhomogeneous boundary conditions, namely
to modify the way in which the characteristic values in the ghost cells are determined from those
in the inner cells.
For the reference band, the boundary condition (either the homogeneous or the inhomo-
geneous form) is applied as described in Section 3.1. For the other bands, the new ghost
cell values are determined iteratively from the condition that the solution at the boundary,
δqbd = 1
2
(δqint + δqext), satisfies the linearization of (46), i.e.
δpn − δpn−1
rn − rn−1 =
1
2
(δfn + δfn−1), (47)
where δfn = rn(U θn + ω)
2δρn + 2ρnrn(U
θ
n + ω)δU
θ
n. This can again be expressed in terms of
characteristic variables, yielding δcext5 = −δcint5 + 2δcbd5 with
δcbd5,n =
(
− ∂p
∂c4
δc4,n +
1
2
∆rnrn(U
θ
n + ω)
2
( ∂ρ
∂c1
δc1,n +
∂ρ
∂c4
δc4,n
)
+ ∆rnrnρn(U
θ
n + ω)δU
θ
n
+ δpn−1 + 12∆rnδfn−1
)
/
(
∂p
∂c5
− 1
2
∆rnrn(U
θ
n + ω)
2 ∂ρ
∂c5
)
, (48)
where we use the abbreviation ∆rn := rn − rn−1 and leave out the superscript “bd” for all
quantities on the right hand side.
The implementation of the adjoint radial equilibrium condition based on this linearization is
analogous to that of the “usual” adjoint boundary condition (at exits) described in Section 3.1.
3.4 Results
As a first test case for the validation of our implementation we use a 2D section of a subsonic
turbine stage. First, we test the linearized version by comparing the solution obtained with the
linear solver using inhomogeneous boundary conditions with the difference of two solutions
calculated by the nonlinear solver with different boundary conditions. An example for the
variation of the exit pressure is shown in Fig. 7, where a very good agreement can be observed.
The corresponding sensitivities – normalized to a change of 1 Pa – for some objective func-
tions are collected in Table 1 together with those obtained by the adjoint solver. For all function-
als except mass flow we see only very small (relative) differences between the three sensitivities.
In particular, the linear and adjoint results agree very well, which shows the correctness of the
adjoint implementation.
functional mass flow pressure ratio total pressure ratio total temperature ratio
nonlinear -6.0466e-03 0.5996 0.3539 0.1082
linear -6.0752e-03 0.5997 0.3546 0.1090
adjoint -6.0994e-03 0.5995 0.3544 0.1093
Table 1: Sensitivities of several objective functions with respect to static pressure at exit for a subsonic turbine
stage obtained with the nonlinear, linear, and adjoint solver, respectively. The results are normalized with the
reference outlet mass flow and pressure.
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Figure 7: Comparison of flow solutions for a subsonic turbine stage. Left: Difference of two nonlinear solutions
where the static pressure at the outlet differs by 100 Pa. Right: Linear solution where a pressure difference of 100
Pa has been prescribed at the outlet.
We did a similar comparison for the Darmstadt Transonic Compressor described in Sec-
tion 2.3. Here we did the calculations only for the rotor row. The results are collected in Table 2
and show again an excellent agreement between linear and adjoint sensitivities. The deviations
with respect to the nonlinear results are larger, but still acceptable – at most about five percent.
In most cases this can be improved by replacing the one-sided finite differences with central
differences.
functional mass flow pressure ratio total pressure ratio total temperature ratio
nonlinear -1.3388 0.7525 1.1093 0.3393
linear -1.2689 0.7857 1.1108 0.3235
adjoint -1.2688 0.7857 1.1108 0.3235
Table 2: Sensitivities of several objective functions with respect to static pressure at exit for the Darmstadt Com-
pressor obtained with the nonlinear, linear, and adjoint solver, respectively. A constant pressure difference was
prescribed at the outlet. The results are normalized with the reference outlet mass flow and pressure.
Since the sensitivities with respect to boundary values are – if the adjoint solver is used –
computed at each restart (see Section 3.2) we can also analyze their convergence behaviour. In
Fig. 8 this is shown for two functionals for the turbine test case from above. Also shown is the
residual which indicates the convergence of the adjoint solution. In both cases we observe that
the sensitivity does not change significantly after the residual has dropped below 10−4.
To test our implementation of the linearized and adjoint radial equilibrium condition we also
use the rotor of the Darmstadt Compressor as test case. We apply the same deformations as in
Section 2.3, which only affect the rotor. First we did calculations without radial equilibrium, i.e.
with constant pressure prescribed at the outlet. The corresponding results for two functionals
are shown in Fig. 9. While the sensitivities calculated with the linear and adjoint solver agree
almost exactly, we observe a small deviation with respect to the nonlinear solver. For mass
flow, these differences are somewhat larger than those seen in Fig. 4, where the stator row was
included in the calculation. One reason for this could be that prescribing a constant pressure at
the outlet of the rotor row is an unphysical boundary condition.
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Figure 8: Convergence of sensitivities of mass flow (left) and total pressure ratio (right) with respect to exit pressure
and corresponding residuals for a subsonic turbine stage.
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Figure 9: Sensitivities of mass flow (left) and total pressure ratio (right) for the rotor row of the Darmstadt Com-
pressor with constant pressure prescribed at the outlet, calculated with the nonlinear, linear, and adjoint solver.
functional mass flow pressure ratio total pressure ratio total temperature ratio
nonlinear -1.3685 0.8142 1.2353 0.3705
linear -1.5244 0.7630 1.2172 0.3836
adjoint -1.5244 0.7629 1.2171 0.3836
Table 3: Sensitivities of several objective functions with respect to static pressure at midspan of the outlet (with
radial equilibrium condition applied) for the Darmstadt Compressor obtained with the nonlinear, linear, and adjoint
solver, respectively. The results are normalized with the reference outlet mass flow and pressure.
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Figure 10: Sensitivities of mass flow (left) and total pressure ratio (right) for the rotor row of the Darmstadt
Compressor with radial equilibrium applied at the outlet, calculated with the nonlinear, linear, and adjoint solver.
When we take into account the radial equilibrium (Fig. 10), the picture is similar, but the
difference between adjoint/linear and nonlinear sensitivities is in many cases smaller. The good
agreement of all values indicates that the linearized and adjoint versions of the radial equilib-
rium condition are implemented correctly.
The radial equilibrium condition can also be used in the computation of sensitivities with
respect to boundary values. In the case of outlet pressure, the obtained sensitivity is that with
respect to the pressure at the reference band. We repeated the computations presented in Table 2
using the radial equilibrium condition (cf. Table 3). In this case the prescribed pressure differ-
ence applies only for the reference band. The results are very similar to those without radial
equilibrium, except that the differences between nonlinear and linear/adjoint sensitivities are in
some cases larger, in particular for the mass flow functional.
As a further test we look at the radial distribution of the pressure at the exit. More precisely,
we compare the difference between the distributions from the two nonlinear calculations (the
same that were used for Table 3) to the distribution obtained from the linear solution, which
also corresponds to a pressure difference (cf. Fig. 11). We observe a good agreement of the
overall shape of the two curves. The fluctuations seen in the linear solution are similar to those
in the distribution from a calculation without radial equilibrium and thus seem not to be due to
the implementation of the radial equilibrium condition.
4 CONCLUSIONS
We have discussed two extensions of a solver for the adjoint RANS equations. First we have
showed how sensitivities with respect to geometric parameters can be computed more efficiently
– for large numbers of parameters – by first computing from the adjoint solution sensitivities
with respect to grid coordinates on the surfaces which are affected by the parameters. This
corresponds to adjoining the pre-process of the flow solver. As an intermediate result we obtain
sensitivities with respect to the coordinates of the three-dimensional computational grid. These
can also be used to judge the quality of the grid – at least for the computation of the given
objective function – which we have not examined systematically so far.
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Figure 11: Radial distribution of the pressure difference at the outlet of the rotor row of the Darmstadt Compressor
calculated with the linear and nonlinear solver. The dotted lines represent calculations where a constant pressure
(difference) was prescribed.
In the second part we have discussed the computation of sensitivities with respect to bound-
ary values which are prescribed at inlets and outlets of turbomachinery configurations. In par-
ticular we have focused on the pressure at outlets, since this is relevant e.g. for optimizations
where outflow conditions like mass flow are used as a constraint. Moreover we have presented
an extension of the boundary conditions for the linear and adjoint solver, namely the radial
equilibrium condition. These developments have been validated by representative calculations
of turbomachinery components. In particular we have observed an excellent agreement between
sensitivities obtained with the linear and the adjoint solver, which shows that the implemented
boundary conditions are indeed adjoints of each other.
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