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This thesis studies the anticipative information dissemination under di¤erent mar-
ket and information structures. The rst model studies a multiasset continuous time
economy with heterogeneous information and a derivative market. The derivative has
a general payo¤ written on an underlying stock paying a future dividend distributed
as a weighted sum of noncentral chi-squares. The economy is populated by informed
and uninformed investors as well as investors trading on noise. The noisy rational
expectations equilibrium is derived in explicit form. The equilibrium stock price is
positive at all times and has a stochastic volatility which is a¢ ne in the fundamentals
and the endogenous information signals. The derivative cannot be replicated, except
at rare endogenous stopping times when the market becomes incomplete. Properties
of equilibrium, such as informational e¢ ciency and its relation to dynamic complete-
ness, volatility structure and asset holdings behavior are examined. The behavior
of asset holdings in periods surrounding times of market incompleteness is studied.
The model predicts an increase in trading activity, stock holdings and derivatives
open interest on expiration dates. The second model studies a market with multiple
v
periods and multiple private information signals. There are two groups of informed
investors: informed and super-informed. The di¤erence between them is that the
super-informed receives additional noised private information in the second period.
In the rst period, the informed and super-informed receive the same noisy signal
and have the same trading strategy, while the uninformed would infer one noisy sig-
nal from equilibrium prices and quantities. In the second period, the super-informed
investor receives a second private signal that is more precise than the rst one. The
market infers the combination of two noisy signals, and with the knowledge of the
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Information in nancial market plays a key role in securities trading. In a market with
anticipative information, it is of keen interest for market participants and regulators
how private information a¤ects equilibrium prices and trading strategies. Investors
who form anticipative belief about stock returns will trade on this information, while
uninformed investor will try to learn this information.
This thesis studies the dissemination of anticipative information in di¤erent mar-
ket settings. The rst model studies a continuous time economy with informed and
uninformed investors and noise traders, in a market with a stock and a derivative
security written on the stock. The model examines how the derivative price reveals
additional information compared to what is revealed by the stock price and other
quantities. The second model considers a market with a multi-level anticipative infor-
mation structure and examines how di¤erent information signals interact in a market
with a positive supply security.
In the rst model, three types of agents, informed, uninformed and noise traders,
are present in the market. The stock pays a terminal dividend distributed as a
weighted sum of two non-central chi-square factors which are observed by all agents.
A pair of private signals each correlated with the future value of one of the factors, is
received by the informed investor at the beginning. In equilibrium, public information
is the information generated by the observed factors and a pair of endogenous signals
that are noisy version of the private signals of the informed.
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First, in equilibrium, both the stock and the derivative are traded. The residual
demand which is observed by the uninformed investors with the observed factors
can reveal the pair of endogenous signals at any time. The residual demand is the
combined demand of the informed and the noise traders, and is a bivariate vector
which includes the stock demand and the derivative demand.
Second, the derivative price adds information relative to the current stock price.
The current stock price along with the current factors is not enough to infer the
endogenous signals. With the derivative price who has a convex payo¤, 4 pairs of
signals can be inferred. If prices from multiple dates are available, two dates of
stock and derivative prices are su¢ cient to infer the signal. Similarly, the covariances
between the stock price change and the changes in the underlying factors can be
enough to infer the signal.
It is worth noting that even though the current derivative price may add infor-
mation to the current stock price, it does not if the history of stock price can be
observed. In equilibrium, the derivative is informationally redundant although it
cannot be replicated.
The model generates a non-Markovian stock price which is a quadratic function of
the underlying factors. The stock price volatility is stochastic and the volatility coe¢ -
cients are a¢ ne functions of the factors and the endogenous noisy public information
signals. Volatility coe¢ cients are mean-reverting processes and have time-dependent
volvol coe¢ cients.
The second model extends the Detemple and Rindisbacher (2015) model to multi-
ple periods and multiple private information signals. There are two groups of informed
investors: informed and super-informed. The di¤erence between them is that the
super-informed receives additional noised private information in the second period.
In the rst period, the informed and super-informed receive the same noisy signal
3
and have the same trading strategy, while the uninformed would infer one noisy sig-
nal from equilibrium prices and quantities. In the second period, the super-informed
investor receives a second private signal that is more precise than the rst one. The
market infers the combination of two noisy signals, and with the knowledge of the
rst noisy signal, infers the second as well.
Chapter 2 reviews the related literature. Chapter 3 studies the rst model in the
economy with two factors and a pair of private signals. Chapter 4 studies the second
model with two levels of private information. Conclusions follow. Proofs of both
chapters are in the appendix.
Chapter 2
Literature Review
The informational role of nancial markets was brought to light in the seminal studies
of Grossman (1976, 1978) and Grossman and Stiglitz (1980). These papers establish
the possibility of information revelation through equilibrium prices in static environ-
ments. Hellwig (1980) and Leland (1992) study models with monopolistic informed
agents. Hellwig (1980) argues that the equilibrium price only reect the information
common to a large number of agents. Leland (1992) nds that private information in-
creases stock price on average, reduces the liquidity and increase or decrease welfare.
Kyle (1985) studies a model with endogenous acquisition of costly private information
and shows that prices are no longer fully informative in imperfect competition.
Wang (1993, 1994) studies dynamic innite horizon models with asymmetric in-
formation, where information pertains to contemporaneous factors and arises contin-
uously. The stock is an innitely-lived asset that pays dividends continuously through
time. Informed investors observe the state variable that drives dividend growth while
the uninformed investors do not. Dividends and prices will partially reveal the pri-
vate information as noise trading injects supply. Wang (1993) derives a competitive
noisy rational expectations equilibrium (NREE) and nds that stocks risk premium
is increased under asymmetric information. Price volatility and negative autocorrela-
tion in returns are increased due to information asymmetry. Asymmetric information
can therefore have a destabilizing e¤ect. Wang (1994) studies the relation between
volume and price changes in a similar setting.
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He and Wang (1995), Brennan and Cao (1996) and Detemple and Rindisbacher
(2015) study dynamic nite horizon models with asymmetric information about future
dividends. Throughout this literature, models rely on the CARA-Normal framework,
allowing for the possibility of negative prices and wealth. He and Wang (1995) study
a multiperiod model di¤erential private information signals about terminal dividend
across agents. They construct a competitive NREE and study the relation between
information ow and trading volume. Brennan and Cao (1996) develop the only model
with exogenous asynchronous information ows. In this setting informed investors
receive one private signal about nal payo¤ at the initial date, while the market
receives a sequence of public signals with increasing precision. Agents are assumed to
behave myopically. They examine the impact of an increase in the number of trading
dates and the e¤ects of nancial innovation. Detemple and Rindisbacher (2015) study
a continuous time economy with information production and belief-based speculation.
They focus on informational properties of the stock market and the associated impact
of information on trade and volatility.
The model described in the third chapter of this thesis also builds on the literature
about the e¤ect of derivative securities on competitive equilibria. Early studies focus
mainly on the role of derivatives in the absence of information. Various authors
have explored the spanning benets of options, e.g., Ross (1976), Hakansson (1978),
Breeden and Litzenberger (1978), Green and Jarrow (1987) and Nachman (1988).
Questions relating to the existence of competitive equilibria in the presence of options
are examined by Krasa (1989) and Polemarchakis and Ku (1990), among others.
E¤ects of options in incomplete nancial markets are studied by Detemple and Selden
(1991).
Other contributions also examine the informational role of derivatives. The no-
tion that options could enrich the public information set goes back to Black (1975).
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Grossman (1988) draws the distinction between synthetic and actual derivatives and
suggests that only the latter can add informational content, thereby a¤ecting the
underlying asset price. Back (1993) introduces an at-the-money option in a con-
tinuous time version of the Kyle model and notes that the standard no-arbitrage
pricing methodology fails. The risk neutral market maker observes the order ows
in both markets and liquidity trades in the option have a direct e¤ect on pricing
because they alter the information structure. Brennan and Cao (1996) examine the
introduction of quadratic derivatives in a CARA-Normal framework. They nd that
an at-the-money quadratic contract implements the Pareto e¢ cient allocation, but
does not a¤ect the underlying price and the informational properties of equilibrium.
Vanden (2008) reaches the same conclusions in a CARA-Gamma model where log
derivatives are introduced. Gao and Wang (2016) note that the addition of a classic
vanilla option in the CARA-Normal framework, like the quadratic derivative does not
reveal additional information, but in contrast to it does a¤ect the underlying price.
These results follow from properties of the CARA-Normal (or the CARA-Gamma)
framework, where the introduction of a quadratic (logarithmic) contract, in essence
a variance contract, e¤ectively completes the market, whereas a vanilla option does
not hence has an equilibrium e¤ect. In this class of economies, the equilibrium stock
price is a¢ ne. Malamud (2015) considers more general preferences and distributions,
resulting in non-a¢ ne prices, but restricts the analysis to a complete market with a
continuum of options. He shows that options can contain incremental information
relative to the stock price and identies conditions for full or partial revelation. In
contrast to previous studies, the economy examined here is dynamic and has a non-
a¢ ne, positive equilibrium stock price with a stochastic volatility process, and the
market is not always complete. As in Malamud (2015), the availability of an arbitrary
derivative adds to the information revealed by the stock price at any given date. Yet,
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the stock and derivative prices together are less informative, at any given time, than
the residual demand, hence fail to reveal all the endogenous information available.
Moreover, the information content of prices is typically coarser than the informational
content of the vector of stock price volatilities. Finally, the information contained in
the history of the stock price subsumes all other information sources. An additional
unique feature of our equilibrium is that the asset span uctuates stochastically: the
market with the derivative can indeed collapse at endogenous stopping times resulting
in stochastic variations in the rank of the volatility matrix and temporary turbulence
in trading activity.
The fourth chapter of this thesis is an extension of Detemple and Rindisbacher
(2015). The model studies a two-period economy with di¤erent informed investors.
The information of the super-informed investor is superior to that of the informed
investor, and uninformed investors and noise traders are also present in the market.
The informed and super-informed investors both receive one signal at t = 0; and
the super-informed receive another signal that is strictly superior at t = T=2: The
uninformed investors can infer noisy signals corresponding to each of the private
signals. The stock price is an a¢ ne function of the endogeneous signals. If the
proportion of the noise traders associated with the super-informed is not too large,
the volatility of the stock will jump down because with new private information, the
price becomes less sensitive to the fundamental information. Stock volatility is lower
and the stock price is higher when a higher portion of all the informed investors are
super-informed investors. Price and volatility have mixed behavior when the market
has only the informed investor, only the super-informed investor or both.
Chapter 3
Dynamic Noisy Rational Expectations
Equilibrium with Anticipative
Information in a Multi-security Market
3.1 The Economy
3.1.1 Assets and Markets
There are three types of assets in the economy, a riskless asset, a risky stock and a
derivative written on the stock. The riskless asset is a money market account paying
interest at the instantaneous rate r, a constant. The risky stock pays a liquidating
dividend DT at the terminal date T , where DT = 12
 
FF 2T + 
Y Y 2T

: The coe¢ cients 
F ; Y

are positive and capture the dividends exposures to the risk factors (FT ; YT ).
The random variables FT and YT are the terminal values of the underlying factors,












dt+ Y dW Yt
(3.1)
for t 2 [0; T ], where F ; Y are the constant speeds of mean reversion, F ; Y are
constant long run means and F ; Y are constant volatility coe¢ cients. W F ;W Y are
independent Brownian motions with natural ltrations FF();FY(). The two factors are
independent. The derivative matures at time T . Its payo¤ is HT = H (ST ). In the
case of a call option HT = (ST  K)+.
There is one share of stock outstanding. The derivative is in zero net supply. The
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stock and the derivative trade at endogenously determined prices S and B. Trading
takes place in continuous time. There are no restrictions on stock and derivative
holdings or on borrowing.
3.1.2 Agents, Noise and Information Signals
Three groups of investors operate in the nancial market, informed, uninformed and
noise traders. The weights of these groups in the population are !i; !u; !n, with
!i+!u+!n = 1. Each group is treated as a homogeneous entity with a representative
individual. The set of agents is A  fi; u; ng.
The (representative) informed investor has information skill, i.e., is able to extract
information about the future stock payo¤ components FT ; YT .Information extraction






























The noise vector has a bivariate normal distribution with null mean and diagonal












precision falls and the informational content of the signal pertaining to j decreases.





! 1, the signal Gj becomes pure





! 1 for j 2 fF; Y g, the informed investor
e¤ectively becomes uninformed.
The uninformed investor does not have information extraction ability. He/she
observes prices (S;B) and other quantities that are in the public information set. Let
Fm() be the public information ltration.
The noise trader is an agent with bounded rationality, as described in Detemple,
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Rindisbacher (2015). This individual mimics the demand behavior of the informed,
but uses noise as opposed to private information. Details will be presented below.
Agents are endowed with N
S;k




= 1. Endowments of the derivative are null N
B;k
= 0; k 2 A.
3.1.3 Stock and Derivative Prices and Information Sets
The opportunity set of investors depends on the structures of the stock and option
prices. In this environment, there are three sources of uncertainty,W F ;W Y associated
with market and rm information and  with noise trading behavior. Standard














t ; BT = HT
: (3.3)
In this structureW S;WB are Brownian motions relative to the public information
ltration Fm(). They are endogenous and, ultimately, relate to the underlying sources





processes are also endogenous and adapted to Fm(). The uninformed observes the stock
and derivative prices, hence can retrieve the volatility coe¢ cients from the quadratic










dBt   Bt dt

are innovation processes in their ltration. The
information ltration FS;B() generated by S;B is in the public information ow Fm().
That is, FS;B()  Fm().
In the public information ow Fm(), the processes
 
W F ;W Y

are no longer Brown-
ian motions. Instead, the translated processes,












































t ; BT = H (ST )
(3.5)



















t . All the coe¢ cients in (3.5) are adapted to Fm().
For the informed investor, the information from the stock and option market
is augmented by the private signals GF ; GY . Private information is carried by the




. As private information modies the
perception of the risk-reward trade-o¤s of the stock and option, the fundamental
sources of risk W S;WB are no longer Brownian motions relative to the enlarged












































become Brownian motions. The translation factor G
j jm
t (G
i) is the private informa-
tion price of risk (PIPR) associated with signal Gj; j 2 fF; Y g. Relative to private
















































t ; BT = HT
: (3.6)


























public information Fm() is endogenous, the private information premia are endogenous
as well.
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3.1.4 Informed and Uninformed Preferences and Optimal Demands









where the common utility function u (x) =    exp ( x= ) has con-
stant absolute risk aversion (CARA). The parameter   is the absolute risk tolerance.
Investors maximize utility subject to the dynamics of wealth,8>>>>>>>>>><>>>>>>>>>>:

























































































be adapted to F j() for
j 2 fi; ug. Policies also satisfy the usual integrability conditionR T
0





S   rS; B   rB

is the vector of risk premia and  the covariance
matrix for price changes. The policy N j represents the vector composed of the num-
ber of stock shares and the number of derivatives held. Proposition 1 describes the
optimal demands.
Proposition 1 Suppose that the determinant d  B;Yt S;Ft   B;Ft S;Yt 6= 0. The











































































































































is the informational demand of the informed, F;mt ; 
Y;m
t
are the prices of risk for the uninformed and hF;ut ; h
Y;u
t are components of the un-
informed dynamic hedging terms associated with stochastic uctuations in F; Y: The
informed holds more shares of stock than the uninformed if and only if the informa-
tional demand for the stock NS;i;it is positive. He/she holds more derivatives than
the uninformed if and only if the informational demand for the derivative NB;i;it is






































































































. In this de-
generate market case, the relative demand of stock shares to derivative contracts is
indeterminate, but the total demands for assets are not. The total informed demand
for assets exceeds the total uninformed demand of the uninformed if and only if the









The optimal demand functions have two components, a mean-variance term and
a dynamic hedging term. For the uninformed, the prices of risk associated with
the two sources of uncertainty are F;mt and 
Y;m
t . The resulting bivariate demand,
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under the non-redundancy condition dt  B;Yt S;Ft   B;Ft S;Yt 6= 0, is b 1t;TNut =
  (0t)



















is the hedging component of the uninformed. For the informed, the













ciated with the sources of uncertainty. The demand is b 1t;TN
i






















. If private information has
value, relative to public information, the informed demand will di¤er from the unin-
formed one.
Under the condition dt 6= 0; the derivative is not spanned and will be held by
investors provided there is su¢ cient diversity. More specically, it will be held if the
informational condition NB;i;it 6= 0 is satised. In this case, the informed has a di¤er-
ent assessment of the derivatives premium which provides the necessary incentives
for risk sharing through the derivative market.
If dt = 0, the derivative is locally replicable, so the derivative price change is
proportional to the stock price change. The market is e¤ectively comprised of a
single risky asset. The total demand for this asset has the traditional mean-variance
and hedging components. But, for each agent, the relative demand of stock shares to
derivative contracts is indeterminate, subject to the restrictions imposed by market
clearing.
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3.1.5 Noise Trader Behavior and Demands
The noise trader is an individual who trades on noise (see Black (1986)). He/she has
bounded rationality and holds beliefs,
dP n
dP










































and F ; Y are the realizations of independent, normally dis-









The function anT () is the beliefs distortion capturing the departure from rationality,











2 dxF  dxY jFmT

P ((GF ; GY ) 2 dxF  dxY jFm0 ) jxF=F ;xY =Y
:
The informed has the same beliefs distortion function, but rationally evaluated at the
private signal G. The noise traders information is the public information ltration
Fm().
Given the realization of , the noise trader evaluates consequences based on the
beliefs P n. Conditional preferences are Un () = En [u (XnT )j Fm0 ] where the expec-
tation is taken with respect to P n, u (x) =    exp ( x= ) has the constant ab-





















. Using the connection with the beliefs of the informed, condi-
tional preferences can also be written in the equivalent form Un () = E

u (XnT )j FG0

jG= where the expectation is under P and information is FG0 = Fm0 _ (G), but eval-
16

























t ; BT = HT
where S;nt ()  2IS;t G
jm
t (










are P n-Brownian motions. The prices of risk are













Proposition 2 If the derivative is unspanned at some time t 2 [0; T ], i.e., dt 6= 0;the
























































































are speculative premia reecting the








are components of the hedging
terms. The term Nn;st is a speculative component. The noise trader holds more
shares of stock than the uninformed if and only if the speculative component NS;n;st
is positive. He/she holds more derivatives than the uninformed if and only if the
speculative component NB;n;st is positive. If the derivative is spanned at t 2 [0; T ],








The noise trading demand emulates the demand of the informed, but is based on












t ()  t hnt ()

is a speculative demand associated with the irrational eval-
uation of prices of risk. In the spanned case, a similar interpretation applies to the
components of the total asset demand.
Remark 3 Suppose that the determinant dt  B;Yt S;Ft   B;Ft S;Yt 6= 0. The com-










































































where ! = !i+!n. The residual demand is an a¢ ne function of the weighted average
price of risk (WAPR) t (G; ) and the weighted average hedge ht (G; ), which are


















!iGY + !nY ;!








which is a function of the bivariate signal Z and is parametrized by the sum of popu-
lation weights ! = !i + !n.
3.1.6 Equilibrium
A rational expectations equilibrium (REE) for the economy under consideration is









t ; BT = H (ST ) such that,
(i) Individual rationality: Nk is optimal for agent k 2 A  fu; i; ng,
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(ii) Stock market clearing: !uNS;u + !iNS;i + !nNS;n = 1; and
(iii) Derivative market clearing: !uNB;u + !iNB;i + !nNB;n = 0:
The REE is noisy (NREE) if the informed and uninformed ltrations di¤er, Fu() 
F i().
3.2 Benchmark Economy without Private Information
In order to understand the equilibrium with asymmetric information, it is useful to
study the economy without private information rst (indexed by !i). Information
is homogeneous across agents, described by the public information ltration F!i() =
FF;Y() . In the absence of private information, the noise trader behaves like other agents.
The beliefs distortion function is anT () = 1. Equilibrium is described next.
Proposition 4 In the homogeneous economy without private information, the equi-
































where n2 (x) = 2In (x) is the bivariate normal density function and integration is











conditional expectation (resp. variance) of T under the risk neutral measure Q
wi.
These are given by,
M;Qwi;t M
;Q
wi (t; t) = m
;Q
wi (t; T )t +
TZ
t
m;Qwi (v; T ) c









m;Qwi (v; T )
2 dv
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where m;Qwi (t; T ) ; c

wi;3 (v; T ) are functions of time dened in Corollary and Lemma
in the Appendix. The volatility components are, for  = F; Y;
S;wi;t = 
S;
wi (t; t) = bt;T 
M;Qwi;tm
;Q




wi (t; t) = bt;T

wi;t











H 0 (Swi (t; xF ; xY ))

















Up to the positive normalization bt;T 




wi (t; Ft; Yt)
is the derivative of the price function with respect to factor  (called the factor delta).













wi;t; the derivative can be replicated. The equilibrium PIPR and
WAPR are trivially null, G
jm
wi;t (x) = 

wi;t (G; ) = 0: The market price of risk is

























for all t 2 [0; T ] : In this equilibrium, the derivative is not held.
In this benchmark economy, the stock price is a quadratic function of the condi-
tional meansMF;Qwi;t ;M
Y;Q
wi;t under the risk neutral measure and of the underlying factors
Ft; Yt: The stock price volatility stems from the stochastic uctuations of the condi-
tional means. The coe¢ cient S;wi;t is associated with the volatility of M
;Q
wi;t ;  = F; Y:
Each coe¢ cient S;wi;t is an a¢ ne function of the corresponding factor t, implying
that the stock price volatility is also stochastic.
The derivative price, for general payo¤structure, is a nonlinear function of the fac-
tors Ft; Yt; where the dependence also arises through the conditional meansM
;Q
wi;t ;  =
20
F; Y: An important di¤erence with the stock price structure is that the conditional
mean is now integrated over all possible values of the factors (i.e., integration is
over the random variables x in  = V
;Q
!i;t x + M
;Q
!i;t ;  = F; Y ). For this rea-
son, the derivative volatility is, in general, not proportional to the stock volatil-





wi;t: This degenerate case holds, in particular, when the coe¢ cients in the
dynamics of the factors are identical
 




Y ; Y ; Y ; Y

: It can also











= 0 for all t 2 [0; T ] :








wi;t : for some t 2 [0; T ]
o
has pos-
itive probability, the asset span can collapse at some stopping times. On these events,
the derivative price change can be replicated and the market is incomplete. But in-
completeness is a local phenomenon. An instant after collapsing, the volatility matrix
regains full rank and completeness is restored.
A particularly striking aspect of this phenomenon is that variations in the asset






; which are always given by 3.11. This
follows from the fact that the derivative security is in zero net supply. The valuation
of local risks is then entirely driven by the volatility properties of the stock price and
not those of the derivative price. Prices of risk, ultimately, reect the structure of the
stock price dividend.
A related property of equilibrium is that the derivative is not held. Hence, the
stock market is e¤ectively complete and the derivative is a redundant asset. This
global phenomenon holds because demand functions are the same across agents and
the aggregate supply of the derivative is null. The diversity required to support trade
in the derivative is absent in this homogeneous economy.
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H 0 (S (t; xF ; xY ))n2 (x) dx













the derivative price change cannot be replicated. This condition holds almost surely,
except when
 




Y ; Y ; Y ; Y

:
3.3 The Noisy Rational Expectations Equilibrium
The NREE is described in Section 3.3.1. Informational e¢ ciency is examined in
Sections 3.3.2. Properties of the PIPR and WAPR are discussed in Section 3.3.3.
Volatility, risk premia and holdings are examined in Sections 3.3.4 and 3.3.5. Turbu-
lence and market collapses are studied in Section 3.3.6 .
3.3.1 Equilibrium Prices and Volatilities
The next proposition describes the equilibrium with asymmetric information.























V ;Qt x +M
;Q
t
21An2 (x) dx (3.13)
where Z  !iG + !n is an endogenous noisy signal revealed in equilibrium and
M;Qt  M;Q (t; t; Z) (resp. V
;Q
t  V ;Q (t)) is the conditional expectation (resp.
22
variance) of T under the risk neutral measure Q. These are given by,
M;Qt M;Q (t; t; Z) = m;Q (t; T )t +
TZ
t
m;Q (v; T ) (c1 (v; T )Z







m;Q (v; T )2 dv (3.15)
where m;Q (t; T ) ; c1 (v; T ) ; c

3 (v; T ) are functions of time dened in Lemma 32 in
the Appendix. The volatility components are, for  2 I,
S;t  S; (t; t; Z) = bt;T M;Q (t; t; Z)m;Q (t; T ) (3.16)
B;t  B; (t; t; Z) = bt;T

t 





H 0 (S (t; xF ; xY ))





n2 (x) dx (3.18)
















The general structure of the price system is the same as in the benchmark model
without private information. The fundamental di¤erence is the appearance of the en-
dogenous noisy signal Z in the conditional meanM;Qt M;Q (t; t; Z) ;  = F; Y .




carries the endogenous information revealed in the NREE.
The bivariate signal Z a¤ects all aspects of equilibrium, such as prices, volatility coef-
cients and prices of risk. The partial revelation of private information also modies
the behavior of endogenous quantities, such as the response to innovations.




; f(Fs; Ys) : s 2 [0; t]g

: It
corresponds to the information that can be extracted from the residual demand and












the pair of endogenous signals can be recovered at any point in time from the factors


















public information is known at the outset. This initial condition is necessary for the
existence of a NREE.
3.3.2 Informational E¢ ciency of Prices and Volatilities
Proposition 6 shows that the stock price is a quadratic function of the factors Ft, Yt


























21A  I (St) (3.21)




t ) ;  2 fF; Y g are functions of time obtained from Proposition 6 and
I (St)  0: Information in (St; Ft; Yt) is carried by an ellipse centered at
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(see top left panel





. An exception is when I (St) = 0: In this
degenerate case, the ellipse collapses to a point and MF;Qt = M
Y;Q




















The next proposition summarizes the two cases. For an arbitrary set E, the notation
card (E) indicates the cardinality of E. The cardinality of the continuum is written
as c.
Proposition 7 Let SS;F;Yt = (St; Ft; Yt) be the observed stock price and factors at






: k 2 R+
	
be the set of endogenous signal pairs revealed.
Then,
(i) If I (St) = 0; then SS;F;Yt reveals a unique pair (card(Z)=1).
(ii) If I (St) > 0; then SS;F;Yt reveals a continuum of pairs (card(Z) = c).
The derivative price is also a nonlinear function of the factors and signals, but
it can be rewritten in terms of the stock price St and the squared conditional mean
MF;Qt
2







= I (St) :
Proposition 8 The derivative price is Bt
bt;T
= B (St; Ut; t) =
R1
0







0; I (St) =
F

 Ut and q (x;St; Ut; t) is the risk neutral den-
sity function,





e ixk0 (;St; t) e
k1(a;t)Utd (3.22)






































and I (St) is dened in 3.20. Moreover, the derivative price is an analytic function
of (St; Ut) :
The derivative price is the expectation of the discounted payo¤where expectation
is with respect to the risk neutral density. Equation 3.22 shows that the latter can
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be expressed as an inverse Fourier transform, that depends solely on (St; Ut). It
follows that the pair (St; Ut) is a su¢ cient statistic for the distribution of the future
stock price and the pricing of payo¤s written on that price. This dependence implies
that the price realization (St; Bt) conveys information about the underlying statistic
Ut. Knowledge about (St; Ut), in turn, provides information about M
Y;Q
t , because




: An additional property of the derivative
price function is its analycity with respect to (St; Ut) : Analycity follows from the
exponential relation to (St; Ut). It ensures that the derivative price can be written as
an innite series of powers in (St; Ut) :
Remark 9 (Single factor model) Suppose that the only underlying factor is F; i.e.,


































V F;Qt xF  J (St)
2









V F;Qt xF + J (St)
2








F;Q (t; T )F
where ZF  !iGF + !nF and where the second formula for B follows from the





identies a pair of possible values ZFk ; k = 1; 2: The derivative price, being a function
of the stock price, is informationally redundant. In contrast, the stock price volatility
reveals MF;Qt , hence the true value of Z
F . In this single factor model, at any xed
time t 2 [0; T ] ; volatility is strictly more informative than the stock price, which is
strictly more informative than the derivative price.
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3.3.3 PIPR and WAPR Properties
The information sets of the various agents in the economy ultimately determine the
structures of the PIPR and WAPR. The PIPR represents the incremental value of
private information for the informed, given the public information disseminated in
equilibrium. The conditional variance of the private signal G given factor infor-









is the unconditional variance. The conditional variance of G given the augmented




where  (t) represents the co-
e¢ cient of correlation between G and Zt conditional on t. For the uninformed,
the conditional variance of the endogenous signal based on factor information Ft




: The next proposition describes the equilibrium
information prices of risk.
















whereM (t; t; Z
), the conditional expectation of T given public information under
the physical measure P , is given by,
M (t; t; Z
) =  (t; T ) + t
 
Z   !i (t; T )  !n

(3.27)






























and  (t)2 = !it is the (square) conditional correlation between G
 and Z given
27
t:The PIPR and WAPR are a¢ ne functions of (t; Z
) ; for  2 I. The WAPR is
a decreasing function of t. It is a decreasing function of Z
 if and only if 1 < t :
The sensitivities of the WAPR with respect to t and Z
















































where @H (t) =@t < 0; @M (t) =@t < 0 and @t =@t < 0: These sensitivities are non-
stochastic. The factor sensitivity t is decreasing with respect to time. The signal
sensitivity t can be increasing, decreasing or U-shaped.
Conditional on the endogenous public information Ft _  (Z) ; the random vari-
able Ghas a normal distribution with mean M (t; t; Z
) and variance H (t) 
1   (t)2

. The PIPR is the volatility of the rate of growth of the normal density
function. The source of volatility is the impact of the random factor t on the condi-
tional mean M (t; t; Z
t). An application of Itos lemma shows that the volatility of






(T t) where  (t)2 = !it : The resulting volatility









which simplies to 3.25. The WAPR is the weighted average of the PIPR evaluated
at G and , leading to 3.26.
The sensitivity of the WAPR with respect to factor t is negative, 

t < 0. This
follows because a larger factor value raises the conditional mean of the terminal
factor, i.e., raises future prospects, which reduces the local value of the initial signal,
represented by the WAPR.
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The reaction of the WAPR with respect to the endogenous signal Z is the com-
bination of two e¤ects. A larger private signal G is indicative of greater future
dividends, which raises the local value of private information for the informed, i.e.,
the PIPR. The WAPR inherits this property. An increase in the endogenous signal Z
conveys positive news about future prospects to the uninformed, which increases the
value of the WAPR. The increase in the public signal Z, however, also has a negative
impact on the PIPR because it reduces the incremental informational content of the
private signal G. This reduces the PIPR for any given value of G. Consequently,
it reduces the WAPR. The behavior of the latter is the combination of these two
opposite forces. The rst e¤ect dominates when 1 > !t .
The behavior of the coe¢ cients with respect to time is the combination of three
fundamental e¤ects. With the passage of time, public information accumulates, which
reduces the conditional variance given private information (@H (t) =@t < 0). The
accumulation of information also weakens the inuence of endogenous information






: The factor sensitivity t is positively related
to the rst two e¤ects and negatively related to the last one. The combined impact
is unambiguously negative. The information sensitivity t is negatively related to
the three e¤ects when 1 > !t . In this case the combined e¤ect is positive. When
1 < !t , the coe¢ cient 

t is positively (negatively) related to the rst and last e¤ects
(second e¤ect). The overall impact depends on the relative strengths of these e¤ects
Illustrations are in Figure 31.
3.3.4 Volatility, Market Price of Risk and Risk Premia
In the economy under consideration, the underlying factors have a nonlinear (quadratic)
impact on the terminal dividend and the resulting stock price. The nonlinear struc-
ture of the price implies that the stock price volatility coe¢ cients are subject to
29
Figure 31: Coe¢ cients of WAPR w.r.t. F,Y
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stochastic uctuations.
Proposition 11 The equilibrium stock price volatility associated with factor , that
is S;t = bt;T 
M;Qt (t; T )
; is an a¢ ne function of (t; Z
). An increase in the























C1 (t; T ) 7 0, C1 (t; T ) 7 0
where C1 (t; T ) 
R T
t
m;Q (v; T ) c1 (v; T ) dv is the derivative of the conditional mean





 = bt;T 
m;Q (t; T )2 ()2 :
The stock price and its volatility coe¢ cients depend on the conditional means of
the underlying risk factors under the risk neutral measure. Conditional means respond
to factor changes and transmit stochastic uctuations to endogenous variables. An
increase in factor t increases the conditional risk neutral mean of 
T ; thus increasing
the stock price volatility associated with that factor. In contrast, it fails to a¤ect the
volatility of volatility, as that quantity only depends on the deterministic slope of the
conditional mean.
An increase in the endogenous signal Z has an ambiguous e¤ect on the conditional
risk neutral mean. It increases it if and only if the slope C1 (t; T ) is positive. This
coe¢ cient determines the response of the conditional factor meanM;Qt to an increase
in the signal. When C1 (t; T ) > 0, the conditional factor mean M
;Q
t increases.
An immediate corollary of Proposition 11 is,











where S;t is the speed of mean reversion, 
S;
t is the attractor and v
S;
t is the volatility
of volatility (volvol). The coe¢ cients are,
S;t = 
   r + 2c2 (t; T ) ; v
S;
t = bt;T 
m;Q (t; T )2 ()2
S;t =
vS;t
m;Q (t; T )










t (t; ; Z
) and @tM
;Q
t =  m;Q (t; T ) (c

1 (t; T )Z
+ c2 (t; T )
+c3 (t; T )): Volatility reverts toward the attractor 
S;
t . The speed of reversion 
S;
t
is a function of time that converges to S;T = 
   r + 2c2 (T; T ) : The attractor












Figure 32 shows that volvol coe¢ cients S;F ; S;Y are increasing functions of time
and are negatively a¤ected by the presence of private information. Figure 33 illus-
trates a typical trajectory of the volatility coe¢ cients. Asymmetric information has
a taming e¤ect as reduces volvols, hence the uctuations in volatility components.
As time passes, the inuence of the endogenous information collected at the outset
decreases. Volatility coe¢ cients in the NREE eventually converge to those in the
model without information.
The behavior of the market price of risk now follows from Propositions 13 and 14.
Proposition 13 Let Mt M (t; t; Z) be the conditional mean of T with respect















for  = F; Y; where ht = a
h;
1 (t; T )Z
 + ah;2 (t; T )t + a
h;
3 (t; T ) represents the
aggregate hedging component and functions ah;k (t; T ) ; k = 1; 2; 3 are dened in the
proof of Lemmas 32 in the Appendix. The market price of -risk is an a¢ ne function
of (t; Z
) : The sensitivities with respect to t and Z
, and their time derivatives,
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m;Q (t; T )
















where @H (t) =@t < 0; @M (t) =@t < 0; ah;1 (t; T ) ? 0 and ah;2 (t; T ) > 0: There
sensitivities are non-stochastic and can be positive or negative. They can increase or
33
Figure 33: Stock Volatility w.r.t. F,Y
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decrease with time.
The market price of -risk, ;mt , is positively related to the volatility 
S;
t , nega-
tively to the WAPR t and positively to the aggregate hedging component h

t . An
increase in the factor t raises all terms, therefore has an ambiguous e¤ect on 
;m
t . As
time passes, volatility becomes less sensitive to stochastic uctuations in the condi-
tional mean if c2 (t; T ) is positive. This coe¢ cient determines the responsem
;Q (t; T )
of the conditional factor meanM;Qt to a variation in the factor level t: If c

2 (t; T ) > 0,
the response decreases over time
 
@m;Q (t; T ) =@t =  m;Q (t; T ) c2 (t; T ) < 0

, im-
plying a reduced volatility sensitivity to factor shocks. With the passage of time,
the WAPR becomes more responsive to uctuations. The hedging component also
become less sensitive if c2 (t; T ) > 0: The market price of -risk can then increase or
decrease depending on the relative strengths of the various e¤ects. It unambiguously
decreases if c2 (t; T ) is positive.
An increase in the endogenous signal Z increases the conditional factor mean
M;Qt if the response coe¢ cient C

1 (t; T ) is positive. Under this condition, the volatil-
ity S;t increases. If 1 > !

t , the WAPR also increases, leading to conicting e¤ects
on the market price of -risk, ;mt : The latter unambiguously increases (decreases)




1 (t; T ) < 0 and 1 > !

t ) : Moreover, the hedging
term h;1 (t; T ) can increase or decrease. The passage of time also has an ambigu-
ous e¤ect on the informational sensitivity @;mt =@Z
: It decreases, in particular, if
c1 (t; T ) > 0; c

2 (t; T )C

1 (t; T ) > 0; 1 > !

t and  @ah;1 (t; T ) =@t > 0:
Proposition 14 The equilibrium stock and derivative risk premia are,














 t (Z;!) + t ht (Z;!)
!













And increase in the WAPR reduces the stocks (resp. derivatives) risk premium if
and only if S;t (resp. 
B;
t ) is positive. An increase in the stocks factor volatility
S;t increases the stocks (resp. derivatives) risk premium if and only if 
S;
t (resp.













































Sensitivities can be positive or negative. For J = S;B and L = t; Z
; @Jt =@L > 0








Risk premia are the sum of factor volatilities multiplied by factor prices of risk.
Their response to factor or information changes reects the combination of responses
of the various coe¢ cients involved. For instance, an increase in factor  increases the
factor volatility S;t and can increase or decrease the market price of -risk. The
overall impact also depends on whether the factor volatility and the price of -risk








is satised, the overall e¤ect is positive.
3.3.5 Asset Holdings and Trading
The diversity in equilibrium information sets induces agents to hold derivatives.
Proposition 15 The derivative security is held in equilibrium. Agentspositions in










































































































	t (x)  t   
Gjm





; x 2 fG; g
with Mt  M (t; t; Z) and M
;Q
t  M;Q (t; t; Z) : The uninformed takes a
long (short) derivative position if (S;Yt (
F
t + 


































> 0 (< 0) :
In order to understand equilibrium holdings, it is useful to write demand functions
in terms of the price of stock market risk St and the price of risk of the orthogonal


























 B;Yt FhF;ut + B;Ft Y hY;ut
S;Yt 










and St is the correlation between the stock and derivative
returns. The uninformed is seen to hold the derivative for its unique risk properties











FhF;ut   S;Ft Y hY;ut

:
The induced exposure to stock market risk is hedged with the stock. The position in
the stock has three components. The rst is motivated by the price of stock market
risk St =
S
t , the second is designed to hedge the instantaneous exposure created by the
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derivatives position,  St ?t =St ?t , and the last one is a dynamic hedging demand









































2    S;Ft  Ft   FhFt 
+S;Yt
 











Yt   Y hYt

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where the second equality is obtained by substituting the equilibrium values of the
market prices of risk. These expressions show that the equilibrium position in the






















the uninformed holds a long position in the derivative.
A similar analysis applies for the informed and the noise trader. For the in-
formed, the relevant prices of risk are the market prices of risk augmented by the








=S;Yt > 0 and
S;Ft 
S;Y





















In this case, the spreads between the risk-adjusted PIPRs and the risk-adjusted
hedging di¤erentials modify the basic uninformed position. For the noise trader, it is
the spreads between risk-adjusted PIPRs and hedging di¤erentials evaluated at pure
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noise that govern the direction of the incremental position in the derivative.
The expressions for the equilibrium positions show that informational heterogene-
ity is critical for activity in the derivative market. When information is homogeneous
across agents, the PIPRs and WAPRs are null and so are the positions in the deriv-
ative asset. When information di¤ers, the derivative is held at all times t at which













3.3.6 Turbulence and Market Collapses
Let S = f(!; t) : dt = 0g be the set of states and times at which the asset span
collapses. In these events the derivative price change can be replicated and the market
is incomplete. Let S (t) be the t-section of S, that is the set of states such that the
span collapses at time t. The next result describes properties of equilibrium at such
events and in their vicinity.
Corollary 16 Market collapses are rare events, P (S (t)) = 0 for all t 2 [0; T ], but
occur with strictly positive probability, P (S) > 0: As the economy approaches such















































































24 StSt   St BtSt NB;ut bt;T
NB;ut
 bt;T
35!  StSt   St BtSt (1)1

:
Holdings of the stock and the derivative explode as a market collapse approaches. The
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limit price of unspanned risk, nevertheless, remains nite because the WAPR and
hedging terms remain nite. Equilibrium uninformed wealth evolves according to,








































The limit wealth exposure to unspanned risk, limt!  vBt ; is also nite as the deriv-
atives exposure vanishes. This follows because the wealth volatility coe¢ cient  vBt
does not depend on the asset span and therefore remains nite in the limit. However,
at times  of market collapse, the derivative is spanned and the local wealth evolution








. Moreover, the demands for the stock and
the derivative are indeterminate. They can therefore be selected to be left continuous.
Such a selection is consistent with the equilibrium described.
Paradoxically, times of market collapse are preceded by periods of intense activity
in the asset market. During these periods, asset holdings become extremely sensitive
to stochastic uctuations in fundamentals, leading to an intense trading activity. In
the limit, as a collapse nears, agents seeking to maintain a nite exposure to derivative
market risk for diversication purposes are led to hold increasingly large positions in
the derivative contract. They hedge the induced exposure to stock market risk, by
an o¤setting, growing position in the stock. In the event of a collapse, the derivative
price evolution can be replicated. Asset holdings are therefore locally indeterminate,
but can be selected without loss of generality as the left limits of holdings prior to the
event. As the span rejuvenates, asset positions become large again, but jump from
long to short or conversely if the determinant changes sign.
Option expiry dates are examples of market collapses. On those dates, investor
e¤ectively lose the ability to use expiring contracts for hedging and portfolio allocation
purposes. Empirical studies document a signicant increase in the volume of trade
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in the underlying assets when options expire (e.g., Stoll and Whaley (1987), Chiang
(2009)). Our model shows an increase in the sensitivity of asset holdings to shocks,
hence an increase in the intensity of trade (volatility of holdings). These predictions
are broadly consistent with the empirical evidence.
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Chapter 4
DNREE with Multiple Anticipative
Information Signals
4.1 The Economy
4.1.1 Assets and Markets
The assets traded in the market are a riskless asset and a risky stock. The riskless
asset is a money market account paying interest at the instantaneous rate r, which
is assumed to be zero (r = 0). The risky stock pays a liquidating dividend DT at the
terminal date T . The dividend is the terminal value of the process
dDt = 
Ddt+ DdWDt ; t 2 [0; T ] ;
where D and D are both constant coe¢ cients. WD is a Brownian motion process






fectly divisible share of the stock is outstanding and traded at the endogenously de-
termined prices S. Trading takes place in continuous time. There are no restrictions
on stock holdings or borrowing.
4.1.2 Agents, Noise and Information Signals
There are three types of investors with the following information structures:
 Type 1 (uninformed): only observes public information;
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 Type 2 (informed): receives one noisy signal of the future stock dividend DT at
t0 = 0;
 Type 3 (super-informed): receives two noisy signals of the future stock dividend
DT at t0 = 0 and t1 = T2 ; respectively:
We label the groups as uninformed investors, informed investors and super-informed
investors respectively. Throughout this chapter, superscripts u; i and si are used to
distinguish between the uninformed (u) ; the informed (i) and the super-informed
(si) investor. The priori fractions of the three groups, !u; !i; !si are exogenous. In
addition, there are two groups of noise traders corresponding to the informed and
super-informed investors, with fractions !ni and !nsi, and the sum of noise traders
(!ni + !nsi) is exogenous: Thus !u+!i+!si+!ni+!nsi = 1: Investors in each group
are homogeneous and are treated as a representative individual.




: The noisy signals are,





; n = 0; 1
where WG is a standard Brownian motion process and is independent from WD: G
is a constant and positive volatility coe¢ cient. The signal Gsi1 is strictly superior to
Gsi0 :
The informed investor receives information about the future stock dividend DT
at the initial date t0 = 0 and generates the noisy signal
Gi0 = G
si
0 = DT + 
GWGT :
The uninformed investor does not receive any private information signal and only
observes the prices and demands that are in the public information set. Let Fm()
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denote the public information ltration, thus the uninformed ltration Fu() = Fm():
The noise trader is an agent with bounded rationality, and her beliefs and behavior
will be discussed in Section 4.1.5.
4.1.3 Stock Price and Information Sets









; ST = DT
whereW S is a Brownian motions relative to the public information ltration Fm() and
ST
2
is a jump at T
2
. The stock price is endogenous and depends on the underlying




of the price processes are endogenous and
adapted to Fm(). The uninformed observes the stock price and hence the volatility




dSt   St dt

is an innovation process in Fm(): The
information ltration FS() generated by S is in the public information ltration, or
FS()  Fm(). In the public ltration Fm(); the process WD is no longer a Brownian
motion, the following translated process is




t dt where 
D;m





The information ltration of the informed investor is the public information en-
larged by the signal Gi0; thus F i() = Fm() _  (Gi0) : The information ltration of the





; and by the set of






, thus F si() = Fm() _  (Gsi) : We assume
that Gsi0 = G
i











: W S is
no longer Brownian motion in F i() and F si(); but the translated processes,
















dW St j F it

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dW St j F sit









si) is the PIPR for the super-informed agents. Relative to the private













t ; for j = i; si:









si) for the informed and super-informed, respec-
tively. The public information Fmt is endogenous, thus the private information permia
are endogenous too.
4.1.4 Investor Preferences
Let Xjt denote the wealth of investor j at time t, j 2 fi; si; ug. The preferences are,










for j 2 fi; si; ug
and   (resp. 1= ) is a common absolute risk tolerance (resp. risk aversion) parame-
ter with   > 0. Preferences of the each group of investor are conditional on their
information set.
Let N j be the number of shares held by investor j: Investors maximize U j subject
to the dynamics of their wealth,















































N jt jt + N jt St 2 dt <1 (P-a.s.), for j 2 fi; si; ug :
4.1.5 Noise Trader Behavior and Preference
There are two groups of noise traders corresponding to the informed and super-
informed investors, with the fraction being !ni and !nsi: The noise traders are agents








































































































(x) ; j = ni; nsi are the belief distortions capturing the possible
departures from rationality for t 2 [0; T=2) ; while aj;1T
2
;T
(x) ; j = ni; nsi are the belief
distortions for t 2 [T=2; T ] :
The noise traders do not observe the private signals G; instead they believe in the
noised signal  unrelated to the fundamental dividend process. The i-noise trader
mimics the informed agents demand function, but with a random signal i0 generated
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at t = 0: The si-noise traders demand function is similar to that of the super-
informed investor, but with signals si0 for t 2 [0; t1) ; and si1 for t 2 [t1; T ) : The
noise trader trades on the realization of ; hence the belief distortion function is




1 . The informed and super-informed have similar belief
distortions but evaluated at the true private signals G0; G1. For simplicity we assume
si0 = 
i
0 = 0; 
si























ni; nsi where the expectation is taken with respect to P j: The utility function u (x) =
   exp ( x= ) has constant absolute risk aversion. The dynamics of noise traders















for j = ni; nsi:
The information of the i-noise trader is Fni() = Fm() _  (Gi0) evaluated at Gi0 = 0:
The information of the si-noise trader is Fnsi() = Fm() _  (Gsi) evaluated at Gsi0 = 0
and Gsi1 = 1:
4.1.6 Optimal Demands and Residual Demands
Assumption 4.1.6 : The jump in the stock price does not a¤ect the general structure
of demands during the rst period [0; t1).
Proposition 17 Under Assumption 4.1.6, the optimal number of stock shares held













































n ) are the Private
Information Price of Risk (PIPR) for the informed and super-informed investors,

























@Dt eE h j;1v 2 jF j;1t i dv

























1 ) and eE jF j;nt  is the risk-neutral measure under the ltration F jt for
t 2 [tn; tn+1), n = 0; 1 and j 2 fu; i; sig :
The optimal stock demand has a mean-reversion component and a dynamic hedg-
ing component. For t 2 [0; T=2) ; the uninformed investors price of risk is m;0t ; and for





0) : For t 2 [T=2; T ] ; the uninformed has price of risk 
m;1
t ; the informed in-










The second signal that the super-informed receives makes her PIPR di¤erent from
the informed. The informed investors PIPR is di¤erent in the two periods due to the
fact that the super-informed receives an additional signal Gsi1 .
The hedging demand for the di¤erent investors are also di¤erent. The uninformed
hedges the stochastic uctuations of the market price of risk, the informed and super-
informed would also hedge the uncertainty in their own PIPR conditional on each of
their information set.
Proposition 18 Under Assumption 4.1.6, the optimal number of stock shares held
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for t 2 [tn; tn+1), n = 0; 1:
The i-noise trader has the same demand structure as the informed investor, with
the di¤erence that the i-noise traders demand is evaluated at 0 instead of G
i
0:
Similarly, the si-noise traders demand has the same structure as the super-informed
investor, but evaluated at 0 and 1:
The residual demand the market observes is
N res;nt  !iN i;nt + !siN si;nt + !niNni;nt + !nNnsi;nt















































for t 2 [tn; tn+1), n = 0; 1. If the PIPR and hedging demand are both a¢ ne functions,
the residual demand becomes
































































































































, if the PIPR and hedging
demands are a¢ ne functions, the residual demand depends on the combined weighted


























































Both of them are functions of the signal Zi0 and the vector of the population weights





































, the residual demand that the informed investor observes is
N res;1;it = 1  !iN i;1t
= !uNu;1t + !










































































: Since the informed investor knows
Gi0; from Z
i




A rational expectation equilibrium for the economy is the population of investors







t ; ST = DT such that
(i) Individual rationality: N j is optimal for agent j 2 fu; i; si; ni; nsig, and
(ii) Stock market clearing: !uNut + !
iN it + !
siN sit + !
niNnit + !
nNnsit = 1
4.2 Competitive Noisy Rational Equilibrium
4.2.1 Equilibrium Prices and Volatilities
Equilibrium prices are given by the next proposition.
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; the equilibrium stock price is,
St = A
1
0 (t; T )Dt +B
1




0 (t; T )
and stock volatility is S;0t = A
1
























































































1A ; B00 (t; v) =  D vZ
t
01 (s; v) a
0
0 (s) ds;





D   Da02 (s)

ds;
a00 (v) =  ea00 (v)  eah;00 (v)  a;00 (v) ; a01 (v) =  ea01 (v)  eah;01 (v)  a;01 (v) ;
a02 (v) =
DA10 (v; T )
 







;the equilibrium stock price is
St = 
1
1 (t; T )Dt +B
1








1 (t; T )
and stock volatility is S;1t = 
1










1A ; B11 (t; v) =  D vZ
t
11 (s; v) a
1
0 (s) ds;
C11 (t; v) =  D
vZ
t
11 (s; v) b
1
1 (s) ds; F
1





D   Da12 (s)

ds
a10 (v) =  ea10 (v)  eah;10 (v)  a;10 (v) ;
a11 (v) =  ea11 (v)  eah;11 (v)  a;11 (v) ;
b11 (v) =  eb11 (v) ebh;11 (v)  b;11 (v) ;
a12 (v) =
D11 (v; T )
 
  ea12 (v)  eah;12 (v)  a;12 (v)
The equilibrium prices are an a¢ ne function of the fundamental dividend D and
of the signals Z: At t = 0; the informed and super-informed receive the same private
signal about DT ; and their corresponding noise traders have the same noise 0; there-





; the market can only observe Zi0 = !
iG0 + !
ni0: Thus the stock







informed receives additional private signal G1 thus the market can infer the linear
combination of Zi0 and Z
si
1 , thus further infer the additional Z
si
1 : Hence the stock price
is a function of Dt; Zi0 and Z
si
1 : The price S; the fundamental dividend D and the






In equilibrium, the uninformed infers the signal Z from (D;S) : The residual
demand, N res;nt = !
iN i;nt + !
siN si;nt + !
niNni;nt + !
nNnsi;nt is also observed by the
uninformed. In equilibrium, the residual demand is a¢ ne in D and Z: Therefore it
does not reveal any additional information beyond (D;S) : Thus FD;Z() = F
D;S
() =
Fm() = Fu(): The equilibrium informed ltration is strictly more informative, F i() =
Fm() _  (Gi0)  Fu(): The equilibrium super-informed ltration is strictly more infor-






For the proof and solution to the coe¢ cients, see Lemma 35, Lemma 36 and
Lemma 37 in Appendix II.
4.2.2 PIPR and WAPR Properties
The Private Information Price of Risk, or PIPR, is the negative of the instantaneous
volatility of the growth rate of the conditional density of the private signal given















2 vol GjD;Zt 
In this model, since Z is linear in G and  which are both normal, the conditional
density is normal distribution as well. As shown below, the PIPR is a¢ ne in the pri-










is an a¢ ne function of Z; and that the residual demand is a¢ ne in Z:





; the PIPR for the
informed and super-informed investors are,

Gi0jm;0
t (x) = 
Gsi0 jm;0















; ai;00 (t) =  0ta
i;0
3 (t) ; a
i;0








































; the PIPR for the informed investors are,

Gi0jm;1


















(1  11t !i   12t !si)D



















1  !i11t   !si12t





D (T   t)
 
1  !i11t   !si12t

  11t !ni   12t !nsi

and the PIPR for the super-informed are,

Gsi1 jm;1


































1  !i21t   !si22t





D (T   t)
 
1  !i21t   !si22t


























































































































; the super-informed and informed share the same price of risk, as
they receive the same anticipative information at t = 0. The PIPR is a¢ ne in their




super-informed receives the second signal G1 and it is strictly superior to G0: Once
the super-informed starts trading on G1; the uninformed and the informed can infer
another public signal Zsi1 = !
siGsi1 +!
nsi1: The PIPRs of the super-informed and the
informed become a¢ ne functions of their own private signals, Gi0 and G
si
1 respectively,
the two public signals Zi0 and Z
si
1 ; and the underlying dividend Dt:
The following corollary describes the properties of PIPR.
Corollary 22 Properties of the PIPR:






ai;03 (t) > 0; a
i;0
0 (t) < 0; a
i;0








asi;13 (t) > 0; a
si;1
0 (t) < 0; b
si;1
1 (t) < 0; a
si;1
1 (t) < 0;
and
ai;13 (t) > 0; a
i;1
0 (t) < 0; b
i;1
1 (t) < 0; a
i;1




















































The PIPR increases with a larger private signal which indicates a larger termi-
nal dividend. On the contrary, PIPR decreases with both of the endogenous public
signals, Zi0 and Z
si
1 , as well as the exogenous public information Dt:
Over time, the informed and super-informed update their private signals with the
observed fundamental dividend value, therefore the PIPR becomes more sensitive to
the private signals. For the super-informed investors, the endogeneous public signals,
Zi0 and Z
si
1 , also become more precise due to the observation of Dt; thus the negative
sensitivities are further reduced over time. For the informed investors, the sensitivities
to Zi0 are both decreasing over time for the same reason, however, the reaction to Z
si
1
is mixed. If the population of the super-informed is too small, or the volatility of
the noise-traderssignal is too large, the sensitivity could increase with time, as the
increase of precision of Zsi1 is compensated by the decrease of 
12
t .
Corollary 23 Let  = !si= (!i + !si) ; and suppose that !i = !i + !si and !n =





































Suppose that the total population of the informed and super-informed investors is
xed, and so is the total population of the two group of corresponding noise traders.
The proportion of the super-informed to the total informed population () does not
a¤ect the sensitivities of the PIPR to the private signals since they are only related
to the unconditional variance of the signals H0 (t) and H1 (t) : The sensitivities to the
fundamental dividend are independent from  as well, as Dt a¤ects only the residual
private signal G Dt: The sensitivities to the rst piece of public information, ai;00 (t) ;
ai;10 (t) and a
si;1
0 (t) ; decrease with  in both periods for both of the informed and
super-informed, as shown in Figure 42. With the increase of the proportion of the
super-informed investors, !i decreases and an increase in Zi0 indicates a larger increase
in the private signal, thus reduces the value of private information more. For the same
reason, the sensitivities to Zsi1 increase with :






























= ea00 (t)Zi0 + ea01 (t)Dt + ea02 (t)




































= ea10 (t)Zi0 +eb11 (t)Zsi1 + ea11 (t)Dt + ea12 (t)
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Figure 42: Sensitivity of PIPR under di¤erent 
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where
ea10 (t) = ai;13 (t) +  !i + !ni ai;10 (t) +  !si + !nsi asi;10 (t)eb11 (t) =  !i + !ni bi;11 (t) + asi;13 (t) +  !si + !nsi bsi;11 (t)ea11 (t) =  !i + !ni ai;11 (t) +  !si + !nsi asi;11 (t)ea12 (t) =  !i + !ni ai;12 (t) +  !si + !nsi asi;12 (t)
Corollary 25 Sensitivity to information:
1. The sensitivities to the fundamental information are the same as those of the
PIPR in both periods. ea01 (t) < 0;ea11 (t) < 0:
2. The sensitivities to the endogenous public signals have the following properties:
(a) ea00 (t) > 0 if and only if  2 > !i!niH0 (t) ;
(b) ea10 (t) > 0 if and only if 1 > 11t (!i + !ni + !si + !nsi) ;
(c) eb11 (t) > 0 if and only if (1  (!si + !nsi)22t )11t > 21t 12t :
Dynamic behavior:







2. The sensitivities to the endogenous public signals have the following dynamics:
(a) @ea00(t)
@t
> 0 if and only if (0t )
2
< 1=!i (!i + !ni) :
(b) @ea10(t)
@t






















( 12t !si + !i21t + !si22t )












Figure 43: Sensitivity of WAPR to private information
The sensitivity of WAPR to fundamental information is negative, and becomes
more negative as time passes. The sensitivities to the inferred private information





; the coe¢ cient increases over time if (0t )
2
<






; the coe¢ cients increase over time if conditions stated
in Corollary 25 are satised. Figure 43 presents the sensitivities of WAPR to the
endogeneous signals when !n = 1=125; !n = 1=60 and !n = 1=5 from left to right
panel respectively. Figure 44 illustrates the sensitivity of WAPR to the fundamental
information under the di¤erent !n same as previously.
Corollary 26 Let  = !si= (!i + !si) ; and suppose that !i = !i + !si and !n =
















In the rst period, the sensitivity of WAPR to Zi0 increases with  since an increase




Figure 44: Sensitivity of WAPR to fundamental information
in the second period decreases with  since a larger proportion of super-informed
population makes the rst piece of information less valuable. The sensitivity to the
fundamental dividend is independent from  in the rst period, for the reason that
the market views the informed and super-informed as one representative agent and
their total population is unchanged. However, the sensitivity to Dt is decreasing
with . ea11 (t) can be viewed as a weighted sum of ai;11 (t) and asi;11 (t) which are
independent from : Thus ea11 (t) decreases with  since the sensitivity of the super-
informed investorsPIPR to Dt is smaller than that of the informed investorsPIPR,
that is, asi;11 (t) < a
i;1
1 (t) : The (negative) sensitivity to the second public signal Z
si
1
increases with ; as an increase in Zsi1 indicates less change in the private signal
and provides less information. Figure 45 shows the sensitivities of WAPR when
 = 0; 0:5; 1 from left to right respectively.
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Figure 45: Sensitivity of WAPR under di¤erent 
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4.2.3 Price and Return Properties







: The volatility of the stock price in both periods, S;0t = A
1







; and S;1t = 
1
1 (t; T )



































Suppose that ebh;11 (v) = 0 for all t 2 T2 ; T ; if 0 < !siC11  T2 ; T < 1, the volatility of
the stock jumps down at t = T
2
:
We consider the pure mean-variance demand as a benchmark case to analyze price
behavior. At t = 0; the uninformed investors infer the rst endogenous public signal
!i+!si
!i
Zi0 from the stock price. At the beginning of the period, the signal Z
i
0 has
a higher value and the stock price is less inuenced by the fundamental dividend.
As time moves forward, more fundamental information is revealed and the signal Zi0
becomes less useful. At t = T
2
; the super-informed receives a new private signal and
the market extracts a new noisy signal Zsi1 : If the proportion of the noise traders
associated with the super-informed is not too large, the volatility of the stock will
jump down because Zsi1 provides new information and the price becomes less sensitive






; the volatility increases over time for
the same reason as in the rst period. See Figure 46.
Corollary 28 Suppose that eah;01 (v) = eah;11 (v) = 0,
@S;1t (t)
@













, the stock volatility decreases with the proportion of the super-
informed investors. The stock volatility in the second period is the cumulative e¤ect
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Figure 46: Stock volatility
of the sensitivity of the WAPR to the dividend. With a larger ; the WAPR is more
negatively a¤ected by Dt: Through the market clearing condition, the volatility is
then decreasing with : See Figure 47.







































< 1; stock price jumps down on at T
2
:
Figure 48 shows the price and volatility under  = 0:1; 0:5; 0:9 with a xed






< 0; the price and its volatility jump up at
t = T
2
: Given that the super-informed investors exists in this economy, volatility
decreases when the portion of super-informed investors increases.
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Figure 47: Price and volatility in di¤erent period under di¤erent 
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Figure 48: Stock price and volatility under di¤erent 
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4.2.4 Comparison to Benchmark Economy
In this section we compare the equilibrium to that of two benchmark economies. Let
 = !si= (!i + !si) : When  = 0; there is no super-informed investor and super-
informed noise trader, and the economy collapses to the economy described in De-
temple and Rindisbacher (2015) with only one private signal. When  = 1; there is no
informed investor and informed noise trader, and the economy becomes a two-period
Detemple and Rindisbacher (2015) economy with one noisy signal in each period.


























The stock price is an a¢ ne function in the dividend D and the noisy signals Z in
both periods. Figure 49 illustrates the di¤erence in price and volatility between the
economies with only the super-informed, only the informed, and with both investors.
The stock price is the largest in both period in the economy with only the super-
informed investor, and the price is lowest in the economy with only the informed
investor. Surprisingly, the volatility is highest in the economy with both informed
and super-informed investors in both period.
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This thesis develops a new class of intertemporal models with asymmetric information
admitting explicit solutions for competitive equilibria. The rst model studies an
economy with a stock and a derivative, and is populated by an informed investor, an
uninformed investor and a noise trader, and the anticipative information is generated
by a single signal. The second model considers an economy with only a stock, but with
an additional group of super-informed investor who receives another private signal in
the second period.
In the rst model the terminal dividend paid by the stock is distributed as a
weighted sum of noncentral chi-squares and arbitrary derivatives can be accommo-
dated. The equilibrium stock price is a positive and nonlinear function of the un-
derlying factors. The stock price volatility follows an a¢ ne stochastic process with
time-dependent volvol. Novel informational properties are obtained. Taken in iso-
lation, the equilibrium stock price, at any given time, is found to reveal an innite
dimensional set of possible endogenous signals. This set of possible signals reduces to
a nite dimensional set when information is jointly extracted from the stock price and
the derivative price. However, sampling su¢ ciently many times reveals the true values
of the endogenous signals, even if only one of the two asset prices is used. Prices, at
any given time, are also found to be strictly less informative than either the residual
demand or the vector of covariances between stock price changes and factor changes.
Implied volatility does not contain more information than the derivative price. Novel
71
results pertaining to the dynamic completeness of the market are also obtained. In
the equilibrium studied, the asset span is endogenous and collapses at endogenous
stopping times. Periods surrounding times of market collapse are characterized by
intense and volatile trading activity.
The second model studies an economy with multi-levels of anticipative information
signals and multiple groups of informed investors. The informed and super-informed
investors both receive one signal at t = 0; and the super-informed receive another
signal that is strictly superior at t = T=2: The uninformed investors can infer noisy
signals corresponding to each of the private signals. The stock price is an a¢ ne func-
tion of the endogeneous signals. If the proportion of the noise traders associated
with the super-informed is not too large, the volatility of the stock will jump down
because with new private information, the price becomes less sensitive to the funda-
mental information. Stock volatility is lower and the stock price is higher when a
higher portion of all the informed investors are super-informed investors. Price and
volatility have mixed behavior when the market has only the informed investor, only
the super-informed investor or both.
Chapter 6
Appendix I
Proof of Proposition 1. Let bt;T  exp ( r (T   t)) and recall that A  fi; u; ng.






























where kv represents the price of risk for agent k: By Itos lemma,
 kt;T
 






























































































































































































































and therefore, post-multiplying by the projection matrices PM(t) =  t t and











0    hkt 0  F;Y 0PM?(t)
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where the second equation gives the shadow price of incompleteness kt ;
 
kt
0PM?(t)   kt 0PM?(t) =  hkt 0  F;Y PM?(t):
The The matrix PM(t) projects onto the manifoldM (t) generated by the columns
of the volatility matrix t, PM?(t) projects onto the space orthogonal toM (t).
In the equilibrium that will be constructed, the asset volatility matrix is degenerate
at points of Lebesgue measure zero. Therefore, PM(t) = I2 and
 
kt
0PM(t) =  kt 0 ;
leb 
 P   a:e: on [0; T ]  
. As a result, points of incompleteness do not a¤ect the
hedging component hkt and thus the demand. The equilibrium can then be determined
assuming that markets are complete, i.e., det (t) = 0; leb 

















is the stock volatility






2  kt   diag  F Y hkt  : As








t at incompleteness points, the results follow by
substituting the appropriate prices of risk.
Proof of Proposition 4. Equilibrium in the economy without private information
corresponds to the limit of equilibrium in the economy with private information when
the signal noise goes to innity,
 

2 !1;  2 fF; Y g :
In order to prove Proposition 6, we rst establish auxiliary Lemmas 31-34.
Lemma 31 Assume that the equilibrium PIPR and hedging components are a¢ ne























































and at equilibrium, Fm()  F
F;Y;Z
() .
Proof of Lemma 31. Let Nt  !uNut + !iN it + !nNnt be the aggregate demand
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where ! = !i+!n and the PIPR components G
F jm
t (x) ; 
GY jm
t (x) are endogenous. By





























































































































Independently of the rank of the matrix t, equilibrium market prices of risk can be




S;t  t (Z;!)+ht (Z;!) : If 6= 0; this selection is
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unique. If  = 0; it is also unique under the additional requirement that the market






S;   (Z;!) +
h (Z
;!) : As the components of the market price of risk and of the stock volatility
are observed, the information revealed in equilibrium includes the noisy translation




. Thus, Fm()  F
F;Y;Z
() .
Lemma 32 Suppose that Fm() = F
F;Y;Z
() and consider the Ornstein-Uhlenbeck process
dt = 
 (  t) dt +dW

t , where  = F; Y . The evolution of  under the equi-
librium risk neutral measure is dt = 
:Q (t; T ) dt+ dW ;u;Qt , where,






+ a;Q1 (t; T )Z
 + a;Q2 (t; T )t + a
;Q
3 (t; T )
!
a;Q1 (t; T ) = a
m;





2 (t; T ) =  






a;Q3 (t; T ) =











































































and S;t is the volatility of the stock price with respect to W
. The process W ;u;Q is
a Qu-Brownian motion in the uninformed ltration Fm() = F
F;Y;Z
() . The evolution of
 under the equilibrium risk neutral measure of the informed is dt = 
:Q (t; T ) dt
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+ dW ;i;Qt , where dW
;i;Q
t  dW ;u;Qt is an FG-Brownian motion under Qi. The
conditional informed and uninformed moments are identical, EQ;jt [
n





n 2 N and j 2 fi; ug.
Proof of Lemma 32. For the Ornstein-Uhlenbeck process dt = 
 (  t) dt +























The conditional distribution of G = T+
 given Z = !iG+!n and t is normal
with conditional mean and variance,
M (t; t; Z
) =  (t; T ) + t
 
































































2  1  t !i e (T t)
=





is an a¢ ne function of x. The WAPR t (G



















































Z   !i (t; T )  !n

where O (t) = !ie 
(T t). The dynamics of  under the risk neutral measure is,
dt =


















Z   !M (t; t; Z) = Z   !
 
 (t; T ) + t
 
Z   !i (t; T )  !n











































































































































































Hence, under the risk neutral measure, dt = 
;Q (t; T ) dt+ dW ;u;Qt where,































a;Q1 (t; T )Z
 + a;Q2 (t; T )t + a
;Q
3 (t; T )

where a;Q1 (t; T ) = a
m;
1 (t; T )  12
ah;1t ; a
;Q
2 (t; T ) =  =+ a
m;
2 (t; T )  12
ah;2t
and a;Q3 (t; T ) = 
= + am;3 (t; T )  12
ah;3t .
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In order to derive the factor dynamics under the risk neutral measure of the
informed, note that,





















dt = dW ;i;Qt
so that dt = 
:Q (t; T ) dt+dW ;u;Qt = 
:Q (t; T ) dt+dW ;i;Qt . The conditional
moments of  under the informed and uninformed risk neutral measures are therefore
the same.




aS;1 (t; T )Z
 + aS;2 (t; T )t + a
S;





1 (t; T )Z
 + ah;2 (t; T )t + a
h;
3 (t; T )
for time-dependent functions aS;k (t; T ) ; a
h;
k (t; T ), k = 1; 2; 3 and dene,
a;k (t; T ) = a
S;





ah;k (t; T )

; k = 1; 2; 3
m;Q (t; v) = exp
0@ vZ
t
c2 (s; T ) ds
1A .
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Then a;k (t; T ), k = 1; 2; 3 solve the BDEs,




m;Q (v; T ) c1 (v; T ) dv


















m;Q (s; v) c1 (s; T ) ds





a;2 (v; T ) + 0 (v)

a;1 (v; T ) + 1 (v)

 2
m;Q (t; v) dv
a;2 (t; T ) = xm





a;2 (v; T ) + 0 (v)
 
!2
m;Q (t; v)2 dv




m;Q (v; T ) c3 (v; T ) dv









m;Q (s; v) c3 (s; T ) ds





a;2 (v; T ) + 0 (v)

a;3 (v; T ) + 0 (v)

 2
m;Q (t; v) dv
subject to the boundary conditions a;1 (T; T ) =   a
;
1 (T ) ; a
;
2 (T; T ) = x 
 a;2 (T ) ; a
;
3 (T; T ) =   a
;
3 (T ) where,
a;1 (T ) =
1  !T
H (T )
; a;2 (T ) =  
! (1  !iT )
H (T )












a;1 (t; T )














a;2 (t; T )

















a;3 (t; T )
1A
and the functions 0 (t) ; 1 (t) ; 0 (t) ; 0 (t) are dened in the proof below.
Proof of Lemma 33. Assume S;t =bt;T = (a
S;
1 (t; T )Z
 + aS;2 (t; T )t+
aS;3 (t; T ))
 and ht = a
h;
1 (t; T )Z
 + ah;2 (t; T )t + a
h;
3 (t; T ). By Lemma 32,
dt = 
:Q (t; T ) dt+ dW ;u;Qt with,
:Q (t; T ) = c1 (t; T )Z
 + c2 (t; T )t + c

3 (t; T )
ck (t; T ) = 

 
a;Qk (t; T ) 
aS;k (t; T )
 
!
; k = 1; 2; 3
where a;Q1 (t; T ) = a
m;
1 (t; T )  12
ah;1t ; a
;Q
2 (t; T ) =  =+a
m;
2 (t; T )  12
ah;2t ,
a;Q3 (t; T ) = 
= + am;3 (t; T )  12
ah;3t and a
m;
3 (t; T ) dened above. It follows
that T = tm
;Q (t; T ) +
R T
t
m;Q (v; T )
 
(c1 (v; T )Z
 + c3 (v; T )) dv + 
dW ;u;Qv

has the transition density under the Q-measure,
Q
















V ;Q (t)2 = ()2
TZ
t
m;Q (v; T )2 dv; m;Q (t; T ) = exp
0@ TZ
t
c2 (s; T ) ds
1A
M;Q (t; t; Z
) = m;Q (t; T )t +
TZ
t
m;Q (v; T ) (c1 (v; T )Z
 + c3 (v; T )) dv:
83
The stock price is St = bt;T
P
2fF;Y g S
 (t; t; Z




































To simplify notation, let M;Qt M;Q (t; t; Z) and V
;Q












V ;Q (t)2 +M;Q (t; t; Z
)2

and the resulting stock volatility components are,
S;t = bt;T xM
;Q
t @M
 (t; t; Z
) = bt;T xM
;Q
t m
;Q (t; T )
= bt;T x





m;Q (v; T ) (c1 (v; T )Z
 + c3 (v; T )) dv

m;Q (t; T )
= bt;T

aS;1 (t; T )Z
 + aS;2 (t; T )t + a
S;




aS;k (t; T ) = x
0@ TZ
t
m;Q (v; T ) ck (v; T ) dv
1Am;Q (t; T ) ; for k = 1; 3
aS;2 (t; T ) = xm
;Q (t; T )2
m;Q (t; T ) = exp
0@ TZ
t
c2 (s; T ) ds
1A ; V ;Q (t)2 = ()2 TZ
t
m;Q (v; T )2 dv
ck (t; T ) = 

 
a;Qk (t; T ) 
aS;k (t; T )
 
!
; k = 1; 2; 3
a;Q1 (t; T ) = a
m;





2 (t; T ) =  






a;Q3 (t; T ) =







As shown in Lemma 32, the evolution of  under Qi is the same as under Qu. Hence,
the informed, uninformed and noise trader have the same factor moments under their













 0 (t)x+ 1 (t)Z



























1 (t; T )Z
 + a;2 (t; T )t + a
;
3 (t; T )
 

M;Q (t; t; Z
) = m;Q (t; T )t +
TZ
t
m;Q (v; T ) (c1 (v; T )Z
 + c3 (v; T )) dv;
j 2 fi; u; ng
V ;Q (t; v) = ()2
vZ
t
m;Q (s; v)2 ds; m;Q (t; v) = exp
0@ vZ
t





















a;2 (v; T )
+0 (v)

a;1 (v; T )Z
 + a;3 (v; T )
+ (0 (v)x+ 1 (v)Z







a;1 (v; T )Z
 + a;3 (v; T ) + (0 (v)x+ 1 (v)Z














t [v] = @M






= 2M;Q (t; v;t) @M
;Q (t; v;t)
@M
;Q (t; v;t) = m
;Q (t; v)



































a;1 (v; T )Z
 + a;3 (v; T )
+ (0 (v)x+ 1 (v)Z
























a;1 (v; T )Z
 + a;3 (v; T )
+ (0 (v)x+ 1 (v)Z
 + 0 (v)) 1j 6=u






a;2 (v; T ) + 0 (v) 1j 6=u
 
!2














c1 (s; T )Z

+c3 (s; T )

ds











a;1 (v; T )Z
 + a;3 (v; T )
+ (0 (v)x+ 1 (v)Z
 + 0 (v)) 1j 6=u

m;Q (t; v) dv:
As h;jt = a
h;
1 (t; T )Z
 + ah;2 (t; T )t + a
h;
3 (t; T ), the coe¢ cients must satisfy,





a;2 (v; T ) + 0 (v) 1j 6=u

0 (v) 1j 6=u
 2
m;Q (t; v) dv
87











m;Q (s; v) c1 (s; T ) ds











a;1 (v; T ) + 1 (v) 1j 6=u

m;Q (t; v) dv





a;2 (v; T ) + 0 (v) 1j 6=u
 
!2
m;Q (t; v)2 dv











m;Q (s; v) c3 (s; T ) ds











a;3 (v; T ) + 0 (v) 1j 6=u

m;Q (t; v) dv
for j 2 fi; u; ng. The aggregate hedging components ht = ah;1 (t; T )Z+a
h;
2 (t; T )t
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+ah;3 (t; T ) satisfy,








a;2 (v; T ) + 0 (v) 1j 6=u

0 (v) 1j 6=u
 2














m;Q (s; v) c1 (s; T ) ds












a;1 (v; T ) + 1 (v) 1j 6=u

 2
m;Q (t; v) dv








a;2 (v; T ) + 0 (v) 1j 6=u
 
!2
m;Q (t; v)2 dv














m;Q (s; v) c3 (s; T ) ds












a;3 (v; T ) + 0 (v) 1j 6=u

 2
m;Q (t; v) dv
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where, for k = 1; 2; 3, a;k (t; T ) = a
S;




k (t; T )

. Hence,
a;1 (t; T ) = x
0@ TZ
t
m;Q (v; T ) c1 (v; T ) dv








a;2 (v; T ) + 0 (v) 1j 6=u

0 (v) 1j 6=u
 2














m;Q (s; v) c1 (s; T ) ds












a;1 (v; T ) + 1 (v) 1j 6=u

 2
m;Q (t; v) dv
a;2 (t; T ) = xm








a;2 (v; T ) + 0 (v) 1j 6=u
 
!2
m;Q (t; v)2 dv














m;Q (s; v) c3 (s; T ) ds












a;3 (v; T ) + 0 (v) 1j 6=u

 2
m;Q (t; v) dv
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a;3 (t; T ) = x
0@ TZ
t
m;Q (v; T ) c3 (v; T ) dv














m;Q (s; v) c3 (s; T ) ds












a;3 (v; T ) + 0 (v) 1j 6=u

 2
m;Q (t; v) dv
subject to the boundary conditions a;1 (T; T ) =   a
;
1 (T ) ; a
;
2 (T; T ) = x  
 a;2 (T ) ; a
;
3 (T; T ) =   a
;
3 (T ) where,
a;1 (T ) =
1  !T
H (T )
; a;2 (T ) =  
! (1  !iT )
H (T )
; a;3 (T ) =  
!!n
H (T )
c1 (t; T ) = 

 
a;Q1 (t; T ) 









aS;1 (t; T )
 
!
c2 (t; T ) = 

 
a;Q2 (t; T ) 
















c3 (t; T ) = 

 
a;Q3 (t; T ) 













































































As a;k (t; T ) = a
S;




k (t; T )

,








a;1 (t; T )














a;2 (t; T )

















a;3 (t; T )
1A :
92
The system of equations for a;k (t; T ) ; k = 1; 2; 3 has a solution as shown in Lemma
34 below.
Lemma 34 The coe¢ cient a;2 (t; T ) solves,
@ta
;
2 (t; T ) =
()2
 












a;2 (t; T )
+2 a;2 (t) 






subject to the boundary conditions a;1 (T; T ) =   a
;
1 (T ) ; a
;
2 (T; T ) = x 
 a;2 (T ) ; a
;
3 (T; T ) =   a
;
3 (T ), where,
a;1 (T ) =
1  !T
H (T )
; a;2 (T ) =  
! (1  !iT )
H (T )
; a;3 (T ) =  
!!n
H (T )











Coe¢ cients a;k (t; T ), k = 1; 3 are obtained in closed form as,
a;k (t; T ) =
a;k (T; T )




mk (v; T )
mk (t; T )
k2 (v; T ) dv; k = 1; 3
mk (t; T ) = exp
0@  TZ
t
k1 (v; T ) dv
1A ; k = 1; 3
11 (t; T ) = 31 (t; T ) = c



























(0 (t) + 1 (t))

a;2 (t; T ) + !0 (t)

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a;2 (t; T ) + 0 (t)

0 (t) :



















Proof of Lemma 34. First, recall that,













a;1 (t; T ) + 

1 (t)


















a;2 (t; T )  

2 (t)
























a;3 (t; T ) + 

3 (t) :
Next, di¤erentiate the recursive integral equation for a;2 (t; T ) and use @tm
;Q (t; v) =
94
 m;Q (t; v) c2 (t; T ) along with the expressions above to obtain,
@ta
;
2 (t; T ) =  2































a;2 (t; T )
+2 a;2 (t) 









1 (t; T ) =  















0 (t) 1j 6=u + a
;












c1 (t; T )
=  a;1 (t; T )
 




























!j1j 6=u (0 (t) + 1 (t))

a;2 (t; T ) + 0 (t) 1j 6=u

  11 (t; T ) a;1 (t; T )  12 (t; T )
a;2 (t; T ) = xm








a;2 (v; T ) + 0 (v) 1j 6=u
 
!2
m;Q (t; v)2 dv
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11 (t; T ) = c





























!j1j 6=u (0 (t) + 1 (t))






3 (t; T ) =  xm;Q (t; T )










a;2 (v;T )+0(v)1j 6=u
 
2
m;Q (t; v)2 dv
!








a;2 (t; T ) + 0 (t) 1j 6=u









c2 (t; T )
=  a;3 (t; T )
 

































a;2 (t; T ) + 0 (t)

0 (t)
  31 (t; T ) a;3 (t; T )  32 (t; T )
31 (t; T ) = c


































a;2 (t; T ) + 0 (t)

0 (t) :
The solution stated follows.
Proof of Proposition 6. Lemmas 31-34 ensure that the stock price is given by
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(3.12). As ST =
Q
2fF;Y gD
 (T ), the derivative price is,




















































The derivative volatility coe¢ cients follow by straightforward di¤erentiation.
Spanning of the derivative depends on the determinant of the volatility matrix
dt  B;Yt S;Ft   B;Ft S;Yt , given by,
dt = St




































Ft = 0 are times at which the rank of
the volatility matrix collapses.
To complete the proof of existence of equilibrium, it remains to show that F(m )
= F(F );Y;Z . This is accomplished in Lemma 20.




: Dene K2 (t)  rZt and ka2 (t) = rZkat where kat 
0tN
a
t ;t is the 2 2 volatility matrix of the stock and derivative and Nat is the 2 1
vector of residual demands. Similarly, given V 0t  [Ft; Yt] ; dene K1 (t)  rVtt and
ka2 (t) = rZ0tNat : Finally, let K0 (t) be the asset volatility if Z 0 = V 0t = [0; 0] and let










1 (t) diag [Vt] +K

2 (t) diag [Z] ;
kat = k
a
0 (t) + k
a
1 (t) diag (Vt) + k
a
t (t) diag [Z] :
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can be inferred from the residual demand
at time t = 0:





































































































The solution for the informed follows. The proof for the uninformed is similar.
Chapter 7
Appendix II
Throughout this Appendix, we assume that the jump in the stock price at T=2 does
not a¤ect the general structure of asset demand functions during the rst period
(Assumption 4.1.6).
Proof of Proposition 17. Under the assumption above, for n = 0; 1





@Dt eE h m;0v 2 jFm;0t i dv   D2
TZ
T=2
@Dt eE h m;1v 2 jFm;0t i dv





@Dt eE h m;1v 2 jFm;1t i dv











@Dt eEi m;1v + Gi0jm;1v  Gi02 jF i;0t  dv





@Dt eEi m;1v + Gi0jm;1v  Gi02 jF i;1t  dv
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@Dt eEsi m;1v + Gsijm;1v  Gsi1 2 jF si;0t  dv





@Dt eEsi m;1v + Gsijm;1v  Gsi1 2 jF si;1t  dv
The market clearing condition requires
1 = !iN it + !









































Conjecture that the aggregate hedging demand is a linear function of Zi0; Z
si
k ; Dt

















 eah;00 (t)Zi0 + eah;01 (t)Dt + eah;02 (t) for t 2 [0; T=2)eah;10 (t)Zi0 +ebh;11 (t)Zsi1 + eah;11 (t)Dt + eah;12 (t) for t 2 [T=2; T )
We further assume that stock volatility coe¢ cients St are functions of time, then






























ea00 (t) + eah;00 (t)Zi0 + ea01 (t) + eah;01 (t)Dt + ea02 (t) + eah;02 (t)
 ba00 (t)Zi0 + ba01 (t)Dt + ba02 (t)
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where
ba00 (t) =  ea00 (t) + eah;00 (t) ;
ba01 (t) =  ea01 (t) + eah;01 (t) ;
ba02 (t) = S;0t    ea02 (t) + eah;02 (t)





























ea10 (t) + eah;10 (t)Zi0 + eb11 (t) +ebh;11 (t)Zsi1 
 
ea11 (t) + eah;11 (t)Dt + ea12 (t) + eah;12 (t)
 ba10 (t)Zi0 +bb11 (t)Zsi1 + ba11 (t)Dt + ba12 (t)
where
ba10 (t) =  ea10 (t) + eah;10 (t) ; bb11 (t) =  eb11 (t) +ebh;11 (t)






@Dt eE h m;0v 2 jFm;0t i
= @Dt eE h ba00 (v)Zi0 + ba01 (v)Dv + ba02 (v)2 jFm;0t i
= 2ba01 (v)  ba00 (v)Zi0 + ba02 (v) @Dt eE DvjFm;0t + ba01 (v)2 @Dt eE D2vjFm;0t 
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@Dt eE h m;1v 2 jFm;1t i = @Dt eE ba10 (v)Zi0 +bb11 (v)Zsi1 + ba11 (v)Dv + ba12 (v)2 jFm;1t 
= 2ba11 (v)ba10 (v)Zi0 +bb11 (v)Zsi1 + ba12 (v) @Dt eE DvjFm;1t 
+ba11 (v)2 @Dt eE D2vjFm;1t 
@Dt eE h m;1v 2 jFm;0t i = @Dt eE ba10 (v)Zi0 +bb11 (v)Zsi1 + ba11 (v)Dt + ba12 (v)2 jFm;0t 
= 2
 ba10 (v)Zi0 + ba12 (v) @Dt eE hbb11 (v)Zsi1 + ba11 (v)DvjFm;0t i
+@Dt eE bb11 (v)Zsi1 + ba11 (v)Dv2 jFm;0t 
@Dt eE bb11 (v)Zsi1 + ba11 (v)Dv2 jFm;nt 
= @Dt eE hbb11 (v)2  Zsi1 2 + ba11 (v)2D2v + 2bb11 (v)ba11 (v)Zsi1 DvjFm;0t i
= bb11 (v)2 @Dt eE h Zsi1 2 jFm;0t i+ ba11 (v)2 @Dt eE D2vjFm;0t 
+2bb11 (v)ba11 (v) eE Zsi1 DvjFm;0t 
= bb11 (v)2  !si2 @Dt eE D2T jFm;0t + 2!si!nsisi@Dt eE DT jFm;0t 
+ba11 (v)2 @Dt eE D2vjFm;0t 
+2bb11 (v)ba11 (v)!si@Dt eE DvDT jFm;0t + !nsisi@Dt eE DvjFm;0t 
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Thus
@Dt eE h m;1v 2 jFm;0t i
= 2
 ba10 (v)Zi0 + ba12 (v) bb11 (v)!si@Dt eE DT jFm;0t + ba11 (v) @Dt eE DvjFm;0t 
+bb11 (v)2 h !si2 @Dt eE D2T jFm;0t + 2!si!nsisi@Dt eE DT jFm;0t i
+ba11 (v)2 @Dt eE D2vjFm;0t 
+2bb11 (v)ba11 (v)!si@Dt eE DvDT jFm;0t + !nsisi@Dt eE DvjFm;0t 









t (x)  bai;00 (v)Zi0 + bai;01 (v)Dv + bai;02 (v) + ai;03 (t)Gi0
where
bai;00 (v) = ba00 (v) + ai;00 (v) ; bai;01 (v) = ba01 (v) + ai;01 (t) ; bai;02 (v) = ba02 (v) + ai;02 (v)
@Dt eEi h i;0v 2 jF i;0t i = @Dt eEi h bai;00 (v)Zi0 + bai;01 (v)Dv + bai;02 (v) + ai;03 (t)Gi02 jF i;0t i
= 2bai;01 (v)  bai;00 (v)Zi0 + bai;02 (v) + ai;03 (t)Gi0 @Dt eE DvjFm;0t 
















 bai;10 (v)Zi0 +bbi;11 (v)Zsi1 + bai;11 (v)Dv + bai;12 (v) + ai;13 (v)Gi0
where
bai;10 (v) = ba10 (v) + ai;10 (v) ; bbi;11 (v) = bb11 (t) + bi;11 (t)
bai;11 (v) = ba11 (v) + ai;11 (t) ; bai;12 (v) = ba12 (v) + ai;12 (v)
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@Dt eEi h i;1v 2 jF i;1t i
= 2bai;11 (v)bai;10 (v)Zi0 +bbi;11 (v)Zsi1 + bai;12 (v) + ai;13 (v)Gi0 @Dt eE DvjFm;1t 
+bai;11 (v)2 @Dt eE D2vjFm;1t 
@Dt eEi h i;1v 2 jF i;0t i
= @Dt eEi bai;10 (v)Zi0 +bbi;11 (v)Zsi1 + bai;11 (v)Dv + bai;12 (v) + ai;13 (v)Gi02 jF i;0t 
= 2
 bai;10 (v)Zi0 + bai;12 (v) + ai;13 (v)Gi0

bbi;11 (v) @Dt eE Zsi1 jFm;0t + bai;11 (v) @Dt eE DvjFm;0t 
+@Dt eEi bbi;11 (v)Zsi1 + bai;11 (v)Dv2 jF i;0t 
@Dt eEi bbi;11 (v)Zsi1 + bai;11 (v)Dv2 jF i;0t 
= @Dt eEi hbbi;11 (v)2  Zsi1 2 + bai;11 (v)2D2v + 2bbi;11 (v)bai;11 (v)Zsi1 DvjF i;0t i
= bbi;11 (v)2 @Dt eE h Zsi1 2 jFm;0t i+ bai;11 (v)2 @Dt eE D2vjFm;0t 
+2bbi;11 (v)bai;11 (v) eE Zsi1 DvjFm;0t 
= bbi;11 (v)2  !si2 @Dt eE D2T jFm;0t + 2!si!nsisi@Dt eE DT jFm;0t 
+bai;11 (v)2 @Dt eE D2vjFm;0t 
+2bbi;11 (v)bai;11 (v)!si@Dt eE DvDT jFm;0t + !nsisi@Dt eE DvjFm;0t 
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Thus
@Dt eEi h i;1v 2 jF i;0t i
= 2
 bai;10 (v)Zi0 + bai;12 (v) + ai;13 (v)Gi0

bbi;11 (v)!si@Dt eE DT jFm;0t + bai;11 (v) @Dt eE DvjFm;0t 
+bbi;11 (v)2  !si2 @Dt eE D2T jFm;0t + 2!si!nsisi@Dt eE DT jFm;0t 
+bai;11 (v)2 @Dt eE D2vjFm;0t 
+2bbi;11 (v)bai;11 (v)!si@Dt eE DvDT jFm;0t + !nsisi@Dt eE DvjFm;0t 









t (x)  bai;00 (v)Zi0 + bai;01 (v)Dv + bai;02 (v) + ai;03 (t)Gi0
where
bai;00 (v) = ba00 (v) + ai;00 (v) ; bai;01 (v) = ba01 (v) + ai;01 (t) ; bai;02 (v) = ba02 (v) + ai;02 (v)
@Dt eEsi h si;0v 2 jF si;0t i
= @Dt eEi h i;0v 2 jF i;0t i
= 2bai;01 (v)  bai;00 (v)Zi0 + bai;02 (v) + ai;03 (t)Gi0 @Dt eE DvjFm;0t 















 basi;10 (v)Zi0 +bbsi;11 (v)Zsi1 + basi;11 (v)Dv + basi;12 (v) + asi;13 (v)Gsi1
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where
basi;10 (v) = ba10 (v) + asi;10 (v) ; bbsi;11 (v) = bb11 (t) + bsi;11 (t)
basi;11 (v) = ba11 (v) + asi;11 (t) ; basi;12 (v) = ba12 (v) + asi;12 (v)
@Dt eEsi h si;1v 2 jF si;1t i
= 2basi;11 (v)basi;10 (v)Zi0 +bbsi;11 (v)Zsi1 + basi;12 (v) + asi;13 (v)Gsi1  @Dt eE DvjFm;1t 
+basi;11 (v)2 @Dt eE D2vjFm;1t 
@Dt eEsi h si;1v 2 jF si;0t i
= @Dt eEsi basi;10 (v)Zi0 +bbsi;11 (v)Zsi1 + basi;11 (v)Dv + basi;12 (v) + asi;13 (v)Gsi1 2 jF i;0t 
= 2
 basi;10 (v)Zi0 + basi;12 (v)
 bbsi;11 (v) @Dt eE Zsi1 jFm;0t + basi;11 (v) @Dt eE DvjFm;0t 
+asi;13 (v) @Dt
eE Gsi1 jFm;0t 
!
+@Dt eEsi bbsi;11 (v)Zsi1 + basi;11 (v)Dv + asi;13 (v)Gsi1 2 jF si;0t 
@Dt eEsi bbsi;11 (v)Zsi1 + basi;11 (v)Dv + asi;13 (v)Gsi1 2 jF si;0t 
= @Dt eEsi !sibbsi;11 (v) + asi;13 (v)Gsi1 +bbsi;11 (v)!nsisi1 + basi;11 (v)Dv2 jF si;0t 
=

!sibbsi;11 (v) + asi;13 (v)2 @Dt eE D2T jFm;0t + basi;11 (v)2 @Dt eE D2vjFm;0t 
+2bbsi;11 (v)!nsisi !sibbsi;11 (v) + asi;13 (v) @Dt eE DT jFm;0t 
+2basi;11 (v)bbsi;11 (v)!nsisi eE DvjFm;0t 
+2

!sibbsi;11 (v) + asi;13 (v)basi;11 (v) @Dt eE DvDT jFm;0t 
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For n = 0; 1;
m;nt   D;m;nt  an0 (t)Zi0 + bn1 (t)Zsi1 + an1 (t)Dt + an2 (t)
where
an1 (t) = ban1 (t)  a;n1 (t) ; an0 (t) = ban0 (t)  a;n0 (t) ;
bn1 (t) =
bbn1 (t)  b;n1 (t) ; an2 (t) = ban2 (t)  a;n2 (t)
Thus we have for t; u 2 [0; T=2) ; u > t
@Dt eE hDvjF;0t i = 01 (t; v)
@Dt eE hD2vjF;0t i = 201 (t; v)  01 (t; v)Dt +B00 (t; v)Zi0 + F 00 (t; v)
For t; u 2 [T=2; T ) ; u > t
@Dt eE hDvjF;1t i = 11 (t; v)
@Dt eE hD2vjF;1t i = 211 (t; v) 11 (t; v)Dt +B11 (t; v)Zi0 + C11 (t; v)Zsi1 + F 11 (t; v)
For v 2 [T=2; T ) ; t 2 [0; T=2)
@Dt eE hDvjF;0t i = A10 (t; v)
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@Dt eE hD2vjF;0t i = 2A10 (t; v)  A10 (t; v)Dt +B10 (t; v)Zi0 + F 10 (t; v)
@Dt eE hDvDT jF;0t i = 2A10 (t; T )A10 (t; v)Dt
+
 
A10 (t; T )B
1




0 (t; T )

Zi0
+A10 (t; T )F
1




0 (t; T )







@Dt eE h m;0v 2 jFm;0t i dv   12D
TZ
T=2







2ba01 (v) (ba00 (v)Zi0 + ba02 (v)) @Dt eE DvjFm;0t 









2 (ba10 (v)Zi0 + ba12 (v))
 bb11 (v)!si@Dt eE DT jFm;0t 






@Dt eE D2T jFm;0t 
+2!si!nsi
si
@Dt eE DT jFm;0t 
#
+ba11 (v)2 @Dt eE D2vjFm;0t 
+2bb11 (v)ba11 (v)
 
!si@Dt eE DvDT jFm;0t 
+!nsi
si












2ba01 (v) (ba00 (v)Zi0 + ba02 (v)) 01 (t; v)













































A10 (t; T )Dt






















au;h;00 (t) =  
T=2Z
t
01 (t; v)ba00 (v)ba01 (v) dv  
T=2Z
t








bb11 (v)2  !si2A10 (t; T )B10 (t; T ) dv   TZ
T=2




bb11 (v)ba11 (v)  !siA10 (t; T )B10 (t; v) + !siA10 (t; v)B10 (t; T ) dv
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au;h;01 (t) =  
T=2Z
t
ba01 (v)2 01 (t; v)2 dv   TZ
T=2




ba11 (v)2A10 (t; v)2 dv   2 TZ
T=2
bb11 (v)ba11 (v)!siA10 (t; T )A10 (t; v) dv
au;h;02 (t) =  
T=2Z
t
















bb11 (v)ba11 (v) !si (A10 (t; T )F 10 (t; v) + A10 (t; v)F 10 (t; T ))+!nsisiA10 (t; v)

dv
For t 2 [T=2; T ) ;






2ba11 (v)ba10 (v)Zi0 +bb11 (v)Zsi1 + ba12 (v) @Dt eE DvjFm;1t 

































au;h;10 (t) =  
TZ
t
ba11 (v)ba10 (v) 11 (t; v) dv   TZ
t
ba11 (v)2 11 (t; v)B11 (t; v) dv
bu;h;11 (t) =  
TZ
t
ba11 (v) 11 (t; v)bb11 (v) dv   TZ
t
ba11 (v)2 11 (t; v)C11 (t; v) dv
au;h;11 (t) =  
TZ
t
ba11 (v)2 11 (t; v)2 dv
au;h;12 (t) =  
TZ
t
ba11 (v) 11 (t; v)ba12 (v) dv   TZ
t
ba11 (v)2 11 (t; v)F 11 (t; v) dv
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For the informed investors, t 2 [0; T=2) ;



















+bai;02 (v) + ai;03 (v)Gi0

@Dt eE DvjFm;0t 








 bai;10 (v)Zi0 + bai;12 (v) + ai;13 (v)Gi0











@Dt eE D2T jFm;0t 
+2!si!nsi
si
















!si@Dt eE DvDT jFm;0t 
+!nsi
si






















 bai;10 (v)Zi0 + bai;12 (v) + ai;13 (v)Gi0









0@ 2A10 (t; T )


A10 (t; T )Dt +B
1
0 (t; T )Z
i
0




















0@ 2A10 (t; T )A10 (t; v)Dt+(A10 (t; T )B10 (t; v) + A10 (t; v)B10 (t; T ))Zi0
+A10 (t; T )F
1
















1 (t)Dt + a
i;h;0







ai;h;10 (t) =  
TZ
t
bai;11 (v)bai;10 (v) 11 (t; v) dv   TZ
t
bai;11 (v)2 11 (t; v)B11 (t; v) dv
bi;h;11 (t) =  
TZ
t
bai;11 (v) 11 (t; v)bbi;11 (v) dv   TZ
t
bai;11 (v)2 11 (t; v)C11 (t; v) dv
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ai;h;11 (t) =  
TZ
t
bai;11 (v)2 11 (t; v)2 dv
ai;h;12 (t) =  
TZ
t
bai;11 (v) 11 (t; v)bai;12 (v) dv   TZ
t
bai;11 (v)2 11 (t; v)F 11 (t; v) dv
ai;h;13 (t) =  
TZ
t
bai;11 (v) 11 (t; v) ai;13 (v) dv
For super-informed investors, for t 2 [0; T=2) ;











@Dt eEsi m;1v + Gsijm;1v  Gsi1 2 jF si;0t  dv
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@Dt eE DvjFm;0t 








 basi;10 (v)Zi0 + basi;12 (v)

 
!sibbsi;11 (v) + asi;13 (v) @Dt eE DT jFm;0t 
























































 basi;10 (v)Zi0 + basi;12 (v)









!sibbsi;11 (v) + asi;13 (v)2
 2A10 (t; T )
 
A10 (t; T )Dt +B
1
















A10 (t; T )
TZ
T=2














!sibbsi;11 (v) + asi;13 (v)basi;11 (v)

0@ 2A10 (t; T )A10 (t; v)Dt+(A10 (t; T )B10 (t; v) + A10 (t; v)B10 (t; T ))Zi0
+A10 (t; T )F
1




0 (t; T )
1A dv
Let






1 (t)Dt + a
si;h;0








asi;h;00 (t) =  
T=2Z
t
bai;01 (v) 01 (t; v)bai;00 (v) dv  
T=2Z
t




basi;10 (v)!sibbsi;11 (v) + asi;13 (v)A10 (t; T ) + basi;11 (v)A10 (t; v) dv













!sibbsi;11 (v) + asi;13 (v)basi;11 (v)

 
A10 (t; T )B
1




0 (t; T )

dv
asi;h;01 (t) =  
T=2Z
t
bai;01 (v)2 01 (t; v)2 dv   A10 (t; T )2 TZ
T=2





basi;11 (v)2A10 (t; v)2 dv




!sibbsi;11 (v) + asi;13 (v)basi;11 (v)A10 (t; v) dv
117
asi;h;02 (t) =  
T=2Z
t
bai;01 (v) 01 (t; v)bai;02 (v) dv  
T=2Z
t




basi;12 (v)!sibbsi;11 (v) + asi;13 (v)A10 (t; T ) + basi;11 (v)A10 (t; v) dv








basi;11 (v)2A10 (t; v)F 10 (t; v) dv
 !nsisiA10 (t; T )
TZ
T=2









!sibbsi;11 (v) + asi;13 (v)basi;11 (v)

 
A10 (t; T )F
1




0 (t; T )

dv
asi;h;03 (t) =  
T=2Z
t
bai;01 (v) 01 (t; v) ai;03 (v) dv
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For t 2 [T=2; T ) ;











2basi;11 (v)basi;10 (v)Zi0 +bbsi;11 (v)Zsi1 + basi;12 (v) + asi;13 (v)Gsi1 












2basi;11 (v) 11 (t; v)







 basi;11 (v)2 211 (t; v)

 































asi;h;10 (t) =  
TZ
t
basi;11 (v)basi;10 (v) 11 (t; v) dv   TZ
t
basi;11 (v)2 11 (t; v)B11 (t; v) dv
bsi;h;11 (t) =  
TZ
t
basi;11 (v) 11 (t; v)bbsi;11 (v) dv   TZ
t
basi;11 (v)2 11 (t; v)C11 (t; v) dv
asi;h;11 (t) =  
TZ
t
basi;11 (v)2 11 (t; v)2 dv
asi;h;12 (t) =  
TZ
t
basi;11 (v) 11 (t; v)basi;12 (v) dv   TZ
t
basi;11 (v)2 11 (t; v)F 11 (t; v) dv
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asi;h;13 (t) =  
TZ
t
basi;11 (v) 11 (t; v) asi;13 (v) dv
where




1A ; B00 (t; v) =  D vZ
t
01 (t; v) a
0
0 (v) dv





D   Da02 (s)

ds




1A ; B11 (t; v) =  D vZ
t
11 (s; v) a
1
0 (s) ds
C11 (t; v) =  D
vZ
t
11 (s; v) b
1
1 (s) ds; F
1





D   Da12 (v)

dv






























































































































































B10 (t; T )
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F 10 (t; T )
Proof of Proposition 20. Assume that the stock volatility coe¢ cients are func-





ea00 (t) + eah;00 (t)Zi0 + ea01 (t) + eah;01 (t)Dt + ea02 (t) + eah;02 (t)





0@ ea10 (t) + eah;10 (t)Zi0 + eb11 (t) +ebh;11 (t)Zsi1
+
ea11 (t) + eah;11 (t)Dt + ea12 (t) + eah;12 (t)
1A
































m;0t   D;m;0t =
 ba00 (t)  a;00 (t)Zi0 +  ba01 (t)  a;01 (t)Dt + ba02 (t)  a;02 (t)
 a00 (t)Zi0 + a01 (t)Dt + a02 (t)
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m;1t   D;m;1t =
 ba10 (t)  a;10 (t)Zi0 + bb11 (t)  b;11 (t)Zsi1
+
 ba11 (t)  a;11 (t)Dt + ba12 (t)  a;12 (t)
 a10 (t)Zi0 + b11 (t)Zsi1 + a11 (t)Dt + a12 (t)
where
a00 (t) = ba00 (t)  a;00 (t) ; a01 (t) = ba01 (t)  a;01 (t) ; a02 (t) = ba02 (t)  a;02 (t)
a10 (t) = ba10 (t)  a;10 (t) ; a11 (t) = ba11 (t)  a;11 (t)
b11 (t) =
bb11 (t)  b;11 (t) ; a12 (t) = ba12 (t)  a;12 (t)












D   Da10 (v)Zi0   Db11 (v)Zsi1   Da12 (v)

dv
= 11 (t; T )Dt +B
1








1 (t; T )
where




1A ; B11 (t; v) =  D vZ
t
11 (s; v) a
1
0 (s) ds;
C11 (t; v) =  D
vZ
t
11 (s; v) b
1
1 (s) ds; F
1





D   Da12 (s)

ds
Thus S;1t = 
1
1 (t; T )






St = eE DT jFm;0t  = A10 (t; T )Dt +B10 (t; T )Zi0 + F 10 (t; T )
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where


















































































Thus S;0t = A
1
0 (t; T )
D is also a function of time.
Proof of Proposition 21. The PIPR satises d










0 = DT + 
GWGT = Dt + 













= Dt + 









































Under the assumption Fm() = F
D;Z














where GjD;Zt and 
GjD;Z
t are the conditional mean and volatility
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0 given Dt is









D (T   t)
Dt + 

















H0 (t) H1 (t) !
iH0 (t) !
siH1 (t)








































Therefore the conditional distribution of (Gi0; G
si





D (T   t)
Dt + 



































































































































































































































































Thus the conditional mean is











































































































































































= H1 (t)  21t !iH1 (t)  22t !siH1 (t)
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2  1  21t !i   22t !siD






; the PIPR G0jmt (x) ; 
G1jm
t (x) are linear in x; Z0; Z1; Dt

Gi0jm;1





















2 = (1  11t !i   12t !si)DH0 (t)  11t !iH0 (t)  12t !siHsi1 (t)
=
(1  11t !i   12t !si)D
(1  11t !i   12t !si)H0 (t) + 12t !si (G)
2 T
2















1  !i11t   !si12t





D (T   t)
 
1  !i11t   !si12t



























2 = DH1 (t)
















1  !i21t   !si22t





D (T   t)
 
1  !i21t   !si22t








; the market can infer signal Zi0 = !
iGi0 + !
ni0; thus the conditional
distribution of [Gi0; Z0]












































Therefore the conditional distribution of (Gi0) j (Dt; Zi0) is normal with mean
bGi0jD;Zt = Dt + D (T   t)
+
!iH0 (t)










= Dt + 























(!i)2H0 (t) + (!ni)






































2 = DH0 (t)
ai;00 (t) =  0ta
i;0
3 (t) ; a
i;0















Proof of Lemma 24.


















































 a;00 (t)Zi0 + a
;0





































 " (!si)2H1 (t) +  !nsi2  !i!siH1 (t)



















































































































































































































 !siD (T   t)  !nsi

b;11 (t)
Lemma 35 eah;11 (v) solves the Riccati equation
@teah;11 (t) =  Deah;11 (t)2 + q1 (t)eah;11 (t) + q0 (t)
where












q0 (t) = 
D
 
!uea11 (t)2 + (!i + !ni)  ea11 (t)  ai;11 (t)2
+(!si + !nsi)
 ea11 (t)  asi;11 (t)2
!
with eah;11 (T ) = 0:





ea00 (t) + eah;00 (t)Zi0 + ea01 (t) + eah;01 (t)Dt + ea02 (t) + eah;02 (t)
 ba00 (t)Zi0 + ba01 (t)Dt + ba02 (t)
ba00 (t) =  ea00 (t) + eah;00 (t) ; ba01 (t) =  ea01 (t) + eah;01 (t) ;






0@ ea10 (t) + eah;10 (t)Zi0 + eb11 (t) +ebh;11 (t)Zsi1
+
ea11 (t) + eah;11 (t)Dt + ea12 (t) + eah;12 (t)
1A
 ba10 (t)Zi0 +bb11 (t)Zsi1 + ba11 (t)Dt + ba12 (t)
S;0t = A
1













1 (t; T )Dt +B
1








1 (t; T )
where









 ea11 (v)  eah;11 (v)  a;11 (v) dv
1A







!uba11 (v)2 + (!i + !ni)bai;11 (v)2









2 =  2D11 (t; v)
2
ea11 (t) + eah;11 (t) + a;11 (t)
we have
@teah;11 (t) = D
 
!uba11 (t)2 + (!i + !ni)  ba11 (t) + ai;11 (t)2
+(!si + !nsi)
 ba11 (t) + asi;11 (t)2
!
 2Deah;11 (t)ea11 (t) + eah;11 (t) + a;11 (t)
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 ea11 (t)  eah;11 (t) + asi;11 (t)2
 2eah;11 (t)ea11 (t) + eah;11 (t) + a;11 (t)
= !u








 eah;11 (t)2 +  ea11 (t)  asi;11 (t)2
+2eah;11 (t)  ea11 (t)  asi;11 (t)
!
 2
eah;11 (t)2 +  ea11 (t) + a;11 (t)eah;11 (t)
=  eah;11 (t)2 + 2eah;11 (t)
0@ !uea11 (t) + (!i + !ni)  ea11 (t)  ai;11 (t)+(!si + !nsi)  ea11 (t)  asi;11 (t)
 
 ea11 (t) + a;11 (t)
1A




  ea11 (t)  asi;11 (t)2
=  eah;11 (t)2 + 2eah;11 (t)   (!i + !ni) ai;11 (t)  (!si + !nsi) asi;11 (t)  a;11 (t)





  ea11 (t)  asi;11 (t)2
Thus




!uea11 (t)2 + (!i + !ni)  ea11 (t)  ai;11 (t)2
+(!si + !nsi)
 ea11 (t)  asi;11 (t)2
!
  Deah;11 (t)2 + q1 (t)eah;11 (t) + q0 (t)
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where












q0 (t) = 
D
 
!uea11 (t)2 + (!i + !ni)  ea11 (t)  ai;11 (t)2
+(!si + !nsi)
 ea11 (t)  asi;11 (t)2
!
with eah;11 (T ) = 0:Existence of a unique solution follows from continuity of the ODE
and that eah;11 (t) 2 eah;11 (t) ; 0i where eah;11 (t)    R Tt exp    R st q1 (u) du q0 (s) ds < 0:
Lemma 36 For t 2 [0; T=2) ; dene




 ea11 (v)  eah;11 (v)  a;11 (v) dv
1A ;
then
eah;10 (t) =  D11 (t; T ) TZ
t
11 (v; T )
 1  10 (v) dv
where
 10 (t) =  




bai;11 (t)   ea10 (t) + ai;10 (v)
+bai;11 (t) ai;13 (t) +  !si + !nsibasi;11 (t)   ea10 (t) + asi;10 (t)
ebh;11 (t) =  D11 (t; T ) TZ
t
11 (v; T )
 1  11 (v) dv
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where
 11 (t) =





bai;11 (t) eb11 (t) + bi;11 (t)
+basi;11 (t) asi;13 (t) +  !si + !nsibasi;11 (t) eb11 (t) + bsi;11 (t)
And
eah;12 (t) =  D11 (t; T ) TZ
t
11 (v; T )
 1  12 (v) dv
where






1 (t; T )
D
 
+ ea12 (t) + a;12 (t)eah;11 (t)










basi;11 (t)11 (t; T )D    ea12 (t) + asi;12 (v)

Proof of Lemma 36. For eah;10 (t) we have
eah;10 (t)
D
















!uba11 (v)ba10 (v) + (!i + !ni)bai;11 (v)bai;10 (v)















!uba11 (v)2 + (!i + !ni)bai;11 (v)2











!uba11 (v)ba10 (v) + (!i + !ni)bai;11 (v)bai;10 (v)










1 (t; v) 
1
1 (s; v)
0@ !uba11 (v)2+(!i + !ni)bai;11 (v)2




1 (t; v) =  D11 (t; v)





ea11 (t) + eah;11 (t) + a;11 (t)
+

!uba11 (t)ba10 (t) + (!i + !ni)bai;11 (t)bai;10 (t) + bai;11 (t) ai;13 (t)









!uba11 (v)2 + (!i + !ni)bai;11 (v)2




eah;11 (t) =  D TZ
t
11 (t; v)
2  !uba11 (v)2 +  !i + !nibai;11 (v)2 +  !si + !nsibasi;11 (v)2 dv
@teah;10 (t)
D
=  eah;10 (t)ea11 (t) + eah;11 (t) + a;11 (t)+ a10 (t)eah;11 (t)
+!uba11 (t)ba10 (t) +  !i + !nibai;11 (t)  ba10 (v) + ai;10 (t)
+bai;11 (t) ai;13 (t) +  !si + !nsibasi;11 (t)  ba10 (t) + asi;10 (t)
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With ba10 (t) =  ea10 (t) + eah;10 (t) ; a10 (t) = ba10 (t)  a;10 (t)
@teah;10 (t)
D
=  eah;10 (t)ea11 (t) + eah;11 (t) + a;11 (t)+  ea10 (t)  eah;10 (t)  a;10 (t)eah;11 (t)
+
0BBB@
 !uba11 (t)ea10 (t) + eah;10 (t)
+(!i + !ni)bai;11 (t) ea10 (t)  eah;10 (t) + ai;10 (t)





= 10 (t)eah;10 (t) +  10 (t)
whereea11 (t) = (!i + !ni) ai;11 (t) + (!si + !nsi) asi;11 (t)
10 (t) =  




bai;11 (t)   !si + !nsibasi;11 (t)
=  




  ba11 (v) + ai;11 (t)   !si + !nsi  ba11 (v) + asi;11 (t)
=  
ea11 (t) + eah;11 (t) + a;11 (t)
 10 (t) =  




bai;11 (t)   ea10 (t) + ai;10 (v)
+bai;11 (t) ai;13 (t) +  !si + !nsibasi;11 (t)   ea10 (t) + asi;10 (t)
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with terminal condition eah;10 (T ) = 0: Thus with














11 (t; T )
 1 eah;10 (t) =  11 (t; T ) 1 D10 (t)eah;10 (t) + 11 (t; T ) 1 @teah;10 (t)
= 11 (t; T )
 1  D 10 (t)
11 (t; T )
 1 eah;10 (t) = eah;10 (T )  TZ
t
11 (v; T )
 1 D 10 (v) dv
eah;10 (t) =  11 (t; T ) TZ
t
11 (v; T )




11 (t; v) 
1
0 (v) dv








!uba11 (v)bb11 (v) + (!i + !ni)bai;11 (v)bbi;11 (v)




















ea11 (t) + eah;11 (t) + a;11 (t)ebh;11 (t)
+!uba11 (t)bb11 (t) +  !i + !nibai;11 (t)bbi;11 (t) + 
!si + !nsi







!uba11 (v)2 + (!i + !ni)bai;11 (v)2






ea11 (t) + eah;11 (t) + a;11 (t)ebh;11 (t) + b11 (t)eah;11 (t)




basi;11 (t)bbsi;11 (t) + basi;11 (t) asi;13 (t)
=  
ea11 (t) + eah;11 (t) + a;11 (t)ebh;11 (t)
+

 eb11 (t) ebh;11 (t)  b;11 (t)eah;11 (t)












 11 (t)ebh;11 (t) +  11 (t)
where
11 (t) =  
ea11 (t) + eah;11 (t) + a;11 (t)  eah;11 (t)
 !uba11 (t)   !i + !nibai;11 (t)   !si + !nsibasi;11 (t)
=  
ea11 (t) + eah;11 (t) + a;11 (t)
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 11 (t) =

 eb11 (t)  b;11 (t)eah;11 (t)




basi;11 (t) eb11 (t) + bsi;11 (t)+ basi;11 (t) asi;13 (t)
With terminal condition ebh;11 (T ) = 0: Therefore










11 (t; v) 
1
1 (v) dv








!uba11 (v)ba12 (v) + (!i + !ni)bai;11 (v)bai;12 (v)





















ea11 (t) + eah;11 (t) + a;11 (t)eah;12 (t)
+!uba11 (t)ba12 (t) +  !i + !nibai;11 (t)bai;12 (t) +  !si + !nsibasi;11 (t)basi;12 (t)
+
 






!uba11 (v)2 + (!i + !ni)bai;11 (v)2







ea11 (t) + eah;11 (t) + a;11 (t)eah;12 (t)  DD   a12 (t)
eah;11 (t)
+!uba11 (t)ba12 (t) +  !i + !nibai;11 (t)bai;12 (t) +  !si + !nsibasi;11 (t)basi;12 (t)
=  







1 (t; T )
D
 
+ ea12 (t) + eah;12 (t) + a;12 (t)eah;11 (t)















 12 (t)eah;12 (t) +  12 (t)
where
12 (t) =  




bai;11 (t)   !si + !nsibasi;11 (t)
=  
ea11 (t) + eah;11 (t) + a;11 (t)






1 (t; T )
D
 
+ ea12 (t) + a;12 (t)eah;11 (t)










basi;11 (t)11 (t; T )D    ea12 (t) + asi;12 (v)

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with terminal condition eah;12 (T ) = 0:










11 (t; v) 
1
2 (v) dv
Lemma 37 eah;01 (v) is the solution to the equation
@teah;01 (t)
D
=  eah;01 (t)2   2eah;01 (t)  a;01 (t) + (1  !u) ai;01 (t)













2bb11 (v)2 + (!i + !ni) (!si)2bbi;11 (v)2
+(!si + !nsi)








!uba11 (v)2 + (!i + !ni)bai;11 (v)2

















!u!sibb11 (v)ba11 (v) + (!i + !ni)!sibbi;11 (v)bai;11 (v)
+ (!si + !nsi)










. eah;00 (v) is
eah;00 (t) = 0 (t) 1 eah;00 (T=2)  0 (t) 1 T?2Z
t
0 (v)D 00 (v) dv
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where
0 (t) =  
eah;01 (t) + a;01 (t)  (1  !u) ai;01 (t)





 00 (t) =  
 ea00 (t) + a;00 (t)eah;01 (t)  !uba01 (t)ea00 (t)














+ (!i + !ni)bai;10 (v)bbi;11 (v)








!uba10 (v)ba11 (v) + (!i + !ni)bai;10 (v)bai;11 (v)
+ (!si + !nsi)basi;10 (v)basi;11 (v) + ai;13 (v)bai;11 (v)




























!uba11 (v)2 + (!i + !ni)bai;11 (v)2



















!u!sibb11 (v)ba11 (v) + (!i + !ni)!sibbi;11 (v)bai;11 (v)
+ (!si + !nsi)






























, and eah;02 (v) is
eah;02 (t) = 0 (t) 1 eah;02 (T=2)  D0 (t) 1
T=2Z
t
0 (v) 02 (v) dv
where
 02 (t) = !
uba01 (t)A10 (t; T )D    ea02 (v)









0 (t; T )
D
 













!u!siba12 (v)bb11 (v) + (!i + !ni)!sibai;12 (v)bbi;11 (v)







!uba12 (v)ba11 (v) + (!i + !ni)bai;12 (v)bai;11 (v)
























2bb11 (v)2 + (!i + !ni) (!si)2bbi;11 (v)2
+(!si + !nsi)












!u!sibb11 (v)2 + (!i + !ni)!sibbi;11 (v)2







!uba11 (v)2 + (!i + !ni)bai;11 (v)2













!ubb11 (v)ba11 (v) + (!i + !ni)bbi;11 (v)bai;11 (v)













!u!sibb11 (v)ba11 (v) + (!i + !ni)!sibbi;11 (v)bai;11 (v)
+ (!si + !nsi)


















































!uba01 (v)2 +  !i + !ni + !si + !nsibai;01 (v)2 01 (t; v)2 dv






2bb11 (v)2 + (!i + !ni) (!si)2bbi;11 (v)2
+(!si + !nsi)








!uba11 (v)2 + (!i + !ni)bai;11 (v)2









+ (!i + !ni)!sibbi;11 (v)bai;11 (v)
+ (!si + !nsi)

!sibbsi;11 (v) + asi;13 (v)basi;11 (v)




2 =  2D01 (t; v)
2
ea01 (t) + eah;01 (t) + a;01 (t) and
@tA
1
0 (t; T )






















=  2DA10 (t; T )
2




2 =  2DA10 (t; v)
2





0 (t; T )

=  2DA10 (t; T )A10 (t; v)
ea01 (t) + eah;01 (t) + a;01 (t)
146




ea01 (t) + eah;01 (t) + a;01 (t)eah;01 (t)
+!uba01 (t)2 +  !i + !ni + !si + !nsibai;01 (t)2
=  2
ea01 (t) + eah;01 (t) + a;01 (t)eah;01 (t) + !u ea01 (t) + eah;01 (t)2
+(1  !u)

 ea01 (t)  eah;01 (t) + ai;01 (t)2
=  eah;01 (t)2 + eah;01 (t)  2  ea01 (t) + a;01 (t)+2!uea01 (t)  2 (1  !u)   ea01 (t) + ai;01 (t)

+!uea01 (t)2 + (1  !u)   ea01 (t) + ai;01 (t)2
@teah;01 (t)
D
=  eah;01 (t)2   2eah;01 (t)  a;01 (t) + (1  !u) ai;01 (t)













2bb11 (v)2 + (!i + !ni) (!si)2bbi;11 (v)2
+(!si + !nsi)




















+ (!i + !ni)!sibbi;11 (v)bai;11 (v)
+ (!si + !nsi)











To solve for eah;00 (t) ;
B00 (t; v) =  D
vZ
t







ea00 (s) + eah;00 (s) + a;00 (s) ds
@tB
0
0 (t; v) =  D01 (t; v)
ea00 (t) + eah;00 (t) + a;00 (t)










!uba00 (v)ba01 (v) + (!i + !ni + !si + !nsi)bai;00 (v)bai;01 (v)




















+ (!i + !ni)bai;10 (v)bbi;11 (v)








!uba10 (v)ba11 (v) + (!i + !ni)bai;10 (v)bai;11 (v)
+ (!si + !nsi)basi;10 (v)basi;11 (v) + ai;13 (v)bai;11 (v)

A10 (t; v) dv





2bb11 (v)2 + (!i + !ni) (!si)2bbi;11 (v)2
+(!si + !nsi)








!uba11 (v)2 + (!i + !ni)bai;11 (v)2









!u!sibb11 (v)ba11 (v) + (!i + !ni)!sibbi;11 (v)bai;11 (v)
+ (!si + !nsi)

















ea01 (t) + eah;01 (t) + a;01 (t)eah;00 (t)












0 (t; T )

















!uba11 (v)2 + (!i + !ni)bai;11 (v)2













!u!sibb11 (v)ba11 (v) + (!i + !ni)!sibbi;11 (v)bai;11 (v)
+ (!si + !nsi)





A10 (t; T ) @tB
1
0 (t; v) + A
1
0 (t; v) @tB
1






0 (t; v) =  D01 (t; v)
ea00 (t) + eah;00 (t) + a;00 (t)



























































































ea00 (t) + eah;00 (t) + a;00 (t)
=  DA10 (t; T )
ea00 (t) + eah;00 (t) + a;00 (t)
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B10 (t; T )




































































































A10 (t; T )




















A10 (t; T )
ea00 (t) + eah;00 (t) + a;00 (t)
=  DA10 (t; v)






ea01 (t) + eah;01 (t) + a;01 (t)eah;00 (t)


















 DA10 (t; T )






2bb11 (v)2 + (!i + !ni) (!si)2bbi;11 (v)2
+(!si + !nsi)








!uba11 (v)2 + (!i + !ni)bai;11 (v)2
+(!si + !nsi)basi;11 (v)2

 A10 (t; v)

 DA10 (t; v)





!u!sibb11 (v)ba11 (v) + (!i + !ni)!sibbi;11 (v)bai;11 (v)
+ (!si + !nsi)

!sibbsi;11 (v) + asi;13 (v)basi;11 (v)
!

0@ A10 (t; T ) DA10 (t; v)ea00 (t) + eah;00 (t) + a;00 (t)
+A10 (t; v)

 DA10 (t; T )










!uba01 (v)2 +  !i + !ni + !si + !nsibai;01 (v)2 01 (t; v)2 dv






2bb11 (v)2 + (!i + !ni) (!si)2bbi;11 (v)2
+(!si + !nsi)








!uba11 (v)2 +  !i + !nibai;11 (v)2 +  !si + !nsibasi;11 (v)2A10 (t; v)2 dv




!u!sibb11 (v)ba11 (v) + (!i + !ni)!sibbi;11 (v)bai;11 (v)
+ (!si + !nsi)

!sibbsi;11 (v) + asi;13 (v)basi;11 (v)
!




ea01 (t) + eah;01 (t) + a;01 (t)eah;00 (t)  ea00 (t) + eah;00 (t) + a;00 (t)eah;01 (t)
+!uba00 (t)ba01 (t) + (1  !u)bai;00 (t)bai;01 (t) + bai;01 (t) ai;03 (t)1 + !si!i

=  
ea01 (t) + eah;01 (t) + a;01 (t)eah;00 (t)  ea00 (t) + eah;00 (t) + a;00 (t)eah;01 (t)
 !uba01 (t)ea00 (t) + eah;00 (t)+ (1  !u)bai;01 (t) ea00 (t)  eah;00 (t) + ai;00 (t)




= 0 (t)eah;00 (t) +  00 (t)
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where
0 (t) =  
ea01 (t) + eah;01 (t) + a;01 (t)  eah;01 (t)  !uba01 (t)  (1  !u)bai;01 (t)
=  
ea01 (t) + eah;01 (t) + a;01 (t)  eah;01 (t)
 !uba01 (t)  (1  !u)  ba01 (v) + ai;01 (t)
=  
eah;01 (t) + a;01 (t)  (1  !u) ai;01 (t)
 00 (t) =  
 ea00 (t) + a;00 (t)eah;01 (t)  !uba01 (t)ea00 (t)













uba10 (v)bb11 (v) + (!i + !ni)bai;10 (v)bbi;11 (v)








!uba10 (v)ba11 (v) + (!i + !ni)bai;10 (v)bai;11 (v)
+ (!si + !nsi)basi;10 (v)basi;11 (v) + ai;13 (v)bai;11 (v)



















2bb11 (v)2 + (!i + !ni) (!si)2bbi;11 (v)2
+(!si + !nsi)








!uba11 (v)2 + (!i + !ni)bai;11 (v)2



















!u!sibb11 (v)ba11 (v) + (!i + !ni)!sibbi;11 (v)bai;11 (v)
+ (!si + !nsi)











































0 (t)eah;10 (t) = 0 (T=2)eah;10 (T=2) 
T=2Z
t
0 (v)D 00 (v) dv
eah;00 (t) = 0 (t) 1 eah;00 (T=2)  0 (t) 1
T=2Z
t
















1AD 00 (v) dv
= 00 (t)







1A 00 (v) dv
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!uba01 (v)2 +  !i + !ni + !si + !nsibai;01 (v)2 01 (t; v)F 00 (t; v) dv




!u!siba12 (v)bb11 (v) + (!i + !ni)!sibai;12 (v)bbi;11 (v)







!uba12 (v)ba11 (v) + (!i + !ni)bai;12 (v)bai;11 (v)
+ (!si + !nsi)basi;12 (v)basi;11 (v)

A10 (t; v) dv





2bb11 (v)2 + (!i + !ni) (!si)2bbi;11 (v)2
+(!si + !nsi)

!sibbsi;11 (v) + asi;13 (v)2
!
dv




!u!sibb11 (v)2 + (!i + !ni)!sibbi;11 (v)2







!uba11 (v)2 + (!i + !ni)bai;11 (v)2









!ubb11 (v)ba11 (v) + (!i + !ni)bbi;11 (v)bai;11 (v)
+ (!si + !nsi)basi;11 (v)bbsi;11 (v)
!





!u!sibb11 (v)ba11 (v) + (!i + !ni)!sibbi;11 (v)bai;11 (v)
+ (!si + !nsi)


















ea01 (t) + eah;01 (t) + a;01 (t)eah;02 (t)
+!uba01 (t)ba02 (t) + (1  !u)bai;01 (t)bai;02 (t)
 
 




ea01 (t) + eah;01 (t) + a;01 (t)eah;02 (t)
+!uba01 (t)A10 (t; T )D    ea02 (v)  eah;02 (v)









0 (t; T )
D
 




ea01 (t) + eah;01 (t) + a;01 (t)
 !uba01 (t)  (1  !u)bai;01 (t)  eah;01 (t)
!eah;02 (t)
+!uba01 (t)A10 (t; T )D    ea02 (v)









0 (t; T )
D
 
+ ea02 (t) + a;02 (t)eah;01 (t)
@teah;02 (t)
D
 02 (t)eah;02 (t) +  02 (t)
where
02 (t) =  
ea01 (t) + eah;01 (t) + a;01 (t)  eah;01 (t)  !uba01 (t)  (1  !u)bai;01 (t)
= 0 (t)
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 02 (t) = !
uba01 (t)A10 (t; T )D    ea02 (v)









0 (t; T )
D
 
+ ea02 (t) + a;02 (t)eah;01 (t)
Thus
eah;02 (t) = 0 (t) 1 eah;02 (T=2)  D0 (t) 1
T=2Z
t













!u!siba12 (v)bb11 (v) + (!i + !ni)!sibai;12 (v)bbi;11 (v)







!uba12 (v)ba11 (v) + (!i + !ni)bai;12 (v)bai;11 (v)


























2bb11 (v)2 + (!i + !ni) (!si)2bbi;11 (v)2
+(!si + !nsi)














!u!sibb11 (v)2 + (!i + !ni)!sibbi;11 (v)2







!uba11 (v)2 + (!i + !ni)bai;11 (v)2



















!ubb11 (v)ba11 (v) + (!i + !ni)bbi;11 (v)bai;11 (v)













!u!sibb11 (v)ba11 (v) + (!i + !ni)!sibbi;11 (v)bai;11 (v)
+ (!si + !nsi)






























































1 (t)Dt + a
1
2 (t)
and an0 (t) ; b
n
1 (t) ; a
n
1 (t) ; a
n
2 (t) are functions of time. Then for t; v 2 [0; T=2) ; v > t
eE hDvjF;0t i = 01 (t; v)Dt +B00 (t; v)Zi0 + F 00 (t; v)
where





B00 (t; v) =  D
vZ
t
01 (s; v) a
0
0 (s) ds;









@Dt eE hDvjF;0t i = 01 (t; v)
@Dt eE hD2vjF;0t i = 201 (t; v)  01 (t; v)Dt +B00 (t; v)Zi0 + F 00 (t; v)
For t; v 2 [T=2; T ) ; v > t
eE hDvjF;1t i = 11 (t; v)Dt +B11 (t; v)Zi0 + C11 (t; v)Zsi1 + F 11 (t; v)
where






B11 (t; v) =  D
vZ
t
11 (s; v) a
1
0 (s) ds;
C11 (t; v) =  D
vZ
t
11 (s; v) b
1
1 (s) ds





D   Da12 (s)

ds
@Dt eE hDvjF;1t i = 11 (t; v)
@Dt eE hD2vjF;1t i = 211 (t; v) 11 (t; v)Dt +B11 (t; v)Zi0 + C11 (t; v)Zsi1 + F 11 (t; v)
For v 2 [T=2; T ) ; t 2 [0; T=2)
eE hDvjF;0t i = A10 (t; v)Dt +B10 (t; v)Zi0 + F 10 (t; v)
where















































































B10 (t; T )
































F 10 (t; T )
















































































@Dt eE hDvjF;0t i = A10 (t; v)
@Dt eE hD2vjF;0t i = 2A10 (t; v)  A10 (t; v)Dt +B10 (t; v)Zi0 + F 10 (t; v)
@Dt eE hDvDT jF;0t i
= 2A10 (t; T )A
1
0 (t; v)Dt +
 
A10 (t; T )B
1




0 (t; T )

Zi0
+A10 (t; T )F
1




0 (t; T )





t dt; dfWmt = dWmt + mt dt;








dt; dfW it = dW it + mt dt+ Gi0jmt  Gi0 dt;








dt; dfW sit = dW sit + mt dt+ Gsijmt  Gsin  dt;
















dWDt j F it























































































dt+ D;mt dt = dfW it   mt dt+ D;mt dt
dfWmt = dfW it = dfW sit
Therefore the dynamics of Dt in ePm; eP i; eP si are the same. Thus for n = 0; 1;
eE [DujFm;nt ] = eE DujF i;nt  = eE DujF si;nt 
mt   
D;m




























where b01 (t) = 0 and dfWt = dWDt + nt dt is a Brownian motion under eP : Thus let







d (n1 (t; s)Dt) = 
Dan1 (t) 
n
1 (t; s)Dtdt+ 
n
1 (t; s) dDt
= n1 (t; s)
 






Thus for t; v 2 [0; T=2) ; v > t
Dv = 
0


















For t; v 2 [T=2; T ) ; v > t
Dv = 
1
































11 (s; T )

D   Da10 (s)Zi0




























































































































Thus for t; v 2 [0; T=2) ; v > t




D   Da00 (s)Zi0   Da02 (s)

ds
 01 (t; v)Dt +B00 (t; v)Zi0 + F 00 (t; v)
where
B00 (t; v) =  D
vZ
t
01 (s; v) a
0
0 (s) ds; F
0





D   Da02 (s)

ds
@Dt eE hDvjF;0t i = 01 (t; v)
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@Dt eE hD2vjF;0t i = 2eE hDvjF;0t i @Dt eE hDvjF;0t i
= 201 (t; v)
 








For t; v 2 [T=2; T ) ; v > t






D   Da10 (s)Zi0   Db11 (s)Zsi1   Da12 (s)

ds
 11 (t; v)Dt +B11 (t; v)Zi0 + C11 (t; v)Zsi1 + F 11 (t; v)
where
B11 (t; v) =  D
vZ
t
11 (s; v) a
1
0 (s) ds; C
1
1 (t; v) =  D
vZ
t
11 (s; v) b
1
1 (s) ds









@Dt eE hDvjF;1t i = 11 (t; v)
@Dt eE hD2vjF;1t i = 211 (t; v)  11 (t; v)Dt +B11 (t; v)Zi0 + C11 (t; v)Zsi1 + F 11 (t; v)
For v 2 [T=2; T ) ; t 2 [0; T=2)
eE hDvjF;0t i = eE heE hDvjF;1T=2i jF;0t i










































































eE hDT jF;0t i = 1  !siC11 T2 ; T
 1



























 A10 (t; T )Dt +B10 (t; T )Zi0 + F 10 (t; T )
where
















































































@Dt eE hDT jF;0t i = A10 (t; T )
Thus



















































A10 (t; T )Dt +B
1




0 (t; T )

 A10 (t; v)Dt +B10 (t; v)Zi0 + F 10 (t; v)
where
















































































B10 (t; T )
































F 10 (t; T )
Therefore
@Dt eE hDvjF;0t i = A10 (t; v)


















@Dt eE hD2vjF;0t i = 2eE hDvjF;0t iA10 (t; v)
= 2A10 (t; v)
 








@Dt eE hDvDT jF;0t i
= @DtgCov hDvDT jF;0t i+ @Dt eE hDvjF;0t i eE hDT jF;0t i
= eE hDvjF;0t i @Dt eE hDT jF;0t i+ eE hDT jF;0t i @Dt eE hDvjF;0t i
= A10 (t; T )
 










A10 (t; T )Dt +B
1




0 (t; T )

= 2A10 (t; T )A
1
0 (t; v)Dt +
 
A10 (t; T )B
1




0 (t; T )

Zi0
+A10 (t; T )F
1




0 (t; T )
since @DtgCov hDvDT jF;nt i = 0:
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for j = i; si:
Proof.










for j = i; si; u

































    log m;1t1;T
(Xu0 )

































































































































































































































































































































































eE hGi0jm;nv  Gi0 2m;nv + Gi0jm;nv  Gi0 jF i;nt i dv
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for t 2 [tn; tn+1), n = 0; 1; where for t 2 [0; T=2) ;


















1 (t)Dt + a
i;h;0












1 (t)Dt + a
si;h;0






and for t 2 [T=2; T ) ;


























1 (t)Dt + a
i;h;1

















1 (t)Dt + a
si;h;1






Corollary 40 Properties of the PIPR:






ai;03 (t) > 0; a
i;0
0 (t) < 0; a
i;0








asi;13 (t) > 0; a
si;1
0 (t) < 0; b
si;1
1 (t) < 0; a
si;1
1 (t) < 0;
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and
ai;13 (t) > 0; a
i;1
0 (t) < 0; b
i;1
1 (t) < 0; a
i;1






















< 0 if and only if
0 >   1
!i11t
 




1  !i21t   !si22t



















































ai;00 (t) =  0ta
i;0
3 (t) < 0


















































(1  11t !i   12t !si)D




With 11t > 0; 
12
t > 0;






















With 21t > 0; 
22
t > 0; and
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1  !i21t   !si22t

< 0:






































































































































































































































































































































































































































































(1  11t !i   12t !si)D


























2  !nsi2 D  !nsi2 + (!si)2  G2 T2































































2  !nsi2 D  !nsi2 + (!si)2  G2 T2























































































































































































































1  !i21t   !si22t

0 >   1
!i11t
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Corollary 41 Let  = !si= (!i + !si) ; and suppose that !i = !i + !si and !n =
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ai;00 (t) =  0ta
i;0



















































(1  11t !i   12t !si)D

























!i (!si)2H1 (t) (G)
2 T
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where K1 (t) > 0 and
@K1(t)
@









1  !i11t   !si12t

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Corollary 42 The Sensitivities of WAPR has the following properties:
Sensitivity to information:
1. The sensitivities to the fundamental information are the same as those of the
PIPR in both periods. ea01 (t) < 0;ea11 (t) < 0:
2. The sensitivities to the endogenous public signals have the following properties:
(a) ea00 (t) > 0 if and only if  2 > !i!niH0 (t) ;
(b) ea10 (t) > 0 if and only if 1 > 11t (!i + !ni + !si + !nsi) ;
(c) eb11 (t) > 0 if and only if (1  (!si + !nsi)22t )11t > 21t 12t :
Dynamic behavior:







2. The sensitivities to the endogenous public signals have the following dynamics:
(a) @ea00(t)
@t
> 0 if and only if (0t )
2
< 1=!i (!i + !ni) :
(b) @ea10(t)
@t






















( 12t !si + !i21t + !si22t )



















































2   !ni!iH0 (t)
M0 (t)
!
Thus ea00 (t) > 0 if and only if  2 > !i!niH0 (t) :




ai;01 (t) < 0

























D (1  (!i + !ni)11t )







































































ea10 (t) > 0 ,
1 > 11t
 
!i + !ni + !si + !nsi

eb11 (t) =  !i + !ni bi;11 (t) + asi;13 (t) +  !si + !nsi bsi;11 (t)






































ea11 (t) =  !i + !ni ai;11 (t) +  !si + !nsi asi;11 (t) < 0
since ai;11 (t) < 0 and a
si;1

































































that is, (0t )
2




































































!i + !ni + !si + !nsi













!i + !ni + !si + !nsi


























> 0 if and only if
1





































































































































































































































































































































































































































































( 12t !si + !i21t + !si22t )

































Corollary 43 Let  = !si= (!i + !si) ; and suppose that !i = !i + !si and !n =
















Proof of Corollary 43.



































































ea10 (t) = ai;13 (t) +  !i + !ni ai;10 (t) +  !si + !nsi asi;10 (t)
=
(1  11t !i   12t !si)D
















(1  11t !i   12t !si)D































































































































































































































































where K5 (t) > 0 and
@K5(t)
@




ea11 (t) =  !i + !ni ai;11 (t) +  !si + !nsi asi;11 (t)
=  ai;13 (t)
 





























































































































































Corollary 44 Suppose that eah;01 (v) = eah;11 (v) = 0,
@S;1t (t)
@

















Proof of Corollary 44. Suppose that eah;01 (v) = eah;11 (v) = 0,
S;1t = 




ea11 (v) + eah;11 (v) + a;11 (v) dv
1A
We have



































































































































































































































: The volatility of the stock price in both periods, S;0t = A
1







; and S;1t = 
1
1 (t; T )






; increases over time.
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Proof of Corollary 45.
S;0t = 
































































 ea01 (t)  a;01 (t)
a;01 (t) < 0 and ea01 (t) < 0 for all t 2 0; T2  : Therefore @01(t;T2 )@t > 0:
S;1t = 








= D11 (t; T )
 
 ea11 (t)  a;11 (t)
a;11 (t) < 0 and ea11 (t) < 0 for all t 2 T2 ; T : Thus @S;1t@t > 0:



















































eb11 (t) =  !i + !ni bi;11 (t) + asi;13 (t) +  !si + !nsi bsi;11 (t)
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