Étude de la forme des impulsions par la méthode des moments : application à la propagation dispersive non-linéaire et aux équations maîtresses des lasers tout-fibre by Burgoyne, Bryan
UNIVERSITE´ DE MONTRE´AL
E´TUDE DE LA FORME DES IMPULSIONS PAR LA ME´THODE DES
MOMENTS : APPLICATION A` LA PROPAGATION DISPERSIVE
NON-LINE´AIRE ET AUX E´QUATIONS MAIˆTRESSES DES LASERS
TOUT-FIBRE
BRYAN BURGOYNE
DE´PARTEMENT DE GE´NIE PHYSIQUE
E´COLE POLYTECHNIQUE DE MONTRE´AL
THE`SE PRE´SENTE´E EN VUE DE L’OBTENTION DU DIPLOˆME DE
PHILOSOPHIÆ DOCTOR
(GE´NIE PHYSIQUE)
DE´CEMBRE 2010
c￿ Bryan Burgoyne, 2010.
UNIVERSITE´ DE MONTRE´AL
E´COLE POLYTECHNIQUE DE MONTRE´AL
Cette the`se intitule´e :
E´TUDE DE LA FORME DES IMPULSIONS PAR LA ME´THODE DES
MOMENTS : APPLICATION A` LA PROPAGATION DISPERSIVE
NON-LINE´AIRE ET AUX E´QUATIONS MAIˆTRESSES DES LASERS
TOUT-FIBRE
pre´sente´ par : BURGOYNE Bryan
en vue de l’obtention du diploˆme de : Philosophiæ Doctor
a e´te´ duˆment accepte´ par le jury d’examen constitue´ de :
M. SKOROBOGATIY Maksim, A., Ph.D., pre´sident.
Mme. LACROIX Suzanne, D. Sc., membre et directrice de recherche.
M. GODBOUT Nicolas, Ph.D., membre et codirecteur de recherche.
M. PICHE´ Michel, Ph.D., membre.
M. BE´LANGER Pierre-Andre´, Ph.D., membre.
iii
Remerciements
Une the`se est une aventure qui s’accomplit diﬃcilement seul. J’aimerais tout
d’abord remercier mes directeurs de the`se, Suzanne Lacroix et Nicolas Godbout,
pour m’avoir fait confiance dans le choix de mon sujet, leur patience devant mes
incessantes questions et toutes les discussions inte´ressantes sur les autres sujets. Je
voudrais aussi remercier mes colle`gues de Polytechnique, en particulier Alexandre
Dupuis, pour avoir inlassablement e´coute´ l’exposition de mes proble`mes du moment.
Je remercie e´galement mes colle`gues de Ge´nia pour leur compre´hension, en particulier
Alain Villeneuve, pour tous ses conseils et ses incessants encouragements.
Je voudrais aussi remercier mes parents, Ray et Jean-Pierre, pour avoir toujours
cru en moi et pour m’avoir appris a` perse´ve´rer malgre´ les diﬃculte´s. J’aimerais re-
mercier Martine pour son soutien. Je voudrais surtout remercier Anne-Julie qui m’a
jamais doute´ de moi dans les moments plus diﬃciles et qui m’a donne´ la force de
terminer cette the`se.
iv
Re´sume´
Le travail de cette the`se traite de la propagation d’impulsions optiques dans
les guides d’onde, dont la fibre optique, ainsi que des impulsions optiques station-
naires ge´ne´re´es par les lasers tout-fibre. La propagation d’impulsions lumineuses
dans un milieu dispersif et non-line´aire est e´tudie´e par la me´thode des moments.
Une repre´sentation claire des moments est e´labore´e, ce qui apporte une meilleure
compre´hension de la physique de la propagation. En supposant que la phase tem-
porelle de l’impulsion est quadratique, trois invariants sont trouve´s et une solution
analytique base´e sur les moments d’ordre 2 est obtenue. Cette solution de´crit a` la fois
le comportement asymptotique de l’impulsion dans le re´gime de dispersion normale et
son comportement pe´riodique dans le re´gime de dispersion anormale. Dans ces deux
cas, la solution analytique est compare´e a` diverses simulations nume´riques et montre
une excellente pre´cision dans le re´gime de dispersion normale. Dans le re´gime de dis-
persion anormale, la solution analytique de´crit bien qualitativement le comportement
de la solution. De plus, des expressions line´aires approximatives de´crivant l’e´volution
non-line´aire de la propagation sur de petites et grandes distances sont de´duites de la
solution analytique.
La solution analytique suppose cependant que la forme de l’impulsion est in-
variante lors de la propagation. Deux approches sont alors envisage´es pour e´tudier
l’e´volution de la forme de l’impulsion. La premie`re de ces approches examine la pro-
pagation d’une impulsion gaussienne dans le re´gime de dispersion normale. Au moyen
des expressions line´aires approximatives et des solutions analytiques de la propaga-
tion dans des cas purement dispersif et purement non-line´aire, l’e´volution de la forme
de l’impulsion est de´crite de manie`re purement analytique. La comparaison avec les
simulations nume´riques montre un tre`s bon accord. Pour pousser l’analyse au-dela` de
la propagation d’une impulsion gaussienne dans le re´gime de dispersion normale, il
faut cependant une autre approche.
La seconde approche consiste a` utiliser les moments d’ordre supe´rieur a` 2 ; les
moments d’ordre 4 et les moments d’ordre 2 non-line´aires, les moments d’ordre 3
e´tant nuls puisque l’impulsion est suppose´e syme´trique. Afin de re´soudre les e´quations
des moments, il faut une mode´lisation plus pre´cise de la phase qu’une de´pendance
vquadratique. Trois diﬀe´rentes formes approximatives de la phase sont e´tudie´es, ainsi
qu’une forme approximative sur la norme du champ base´e sur la distribution de
Pearson, qui permet de repre´senter diﬀe´rentes formes d’impulsions. Ces diﬀe´rentes
approximations sont compare´es, d’une part, aux simulations nume´riques a` travers
diﬀe´rents moments et, d’autre part, en inte´grant directement le syste`me d’e´quations
sur les moments de´crivant la propagation de l’impulsion. Une analyse de points fixes
est e´galement faite sur les e´quations re´gissant l’e´volution de l’impulsion. Il ressort
de ces e´tudes que la mode´lisation de la phase doit contenir un terme dispersif et un
terme non-line´aire pour de´crire ade´quatement l’e´volution de la forme des impulsions.
Les mode`les de´veloppe´s sont ensuite applique´s a` un proble`me plus complexe que
la propagation dispersive et non-line´aire : les e´quations maˆıtresses des lasers tout-
fibre. Dans ces e´quations, les diﬀe´rents eﬀets des e´le´ments optiques de la cavite´ sont
line´arise´s et repre´sente´s sous forme diﬀe´rentielle. Selon les e´le´ments optiques pre´sents,
des solutions particulie`res sur l’enveloppe complexe doivent eˆtre de´termine´es, lors-
qu’elles existent. En appliquant la me´thode des moments, une approche ge´ne´rale, qui
permet de transformer l’e´quation maˆıtresse diﬀe´rentielle en un syste`me d’e´quations
alge´briques, est obtenue et les solutions e´tudie´es. Les impulsions stationnaires des
lasers obtenues par cette approche sont compare´es aux solutions analytiques sur
l’enveloppe complexe des e´quations maˆıtresses dans trois cas de lasers : le laser a`
verrouillage actif des modes, le laser a` verrouillage passif des modes et le laser solito-
nique. La comparaison montre que l’approche ge´ne´rale de´veloppe´e fournit les meˆmes
relations entre les parame`tres de l’impulsion et ceux de la cavite´ laser. La forme de
l’impulsion est de´crite avec une erreur infe´rieure a` 5% pour trois diﬀe´rents types de
laser. Cette approche approximative est ensuite utilise´e avec succe`s dans la re´solution
de trois e´quations maˆıtresses pour lesquelles aucune solution analytique n’existe. La
me´thode que nous avons de´veloppe´e permet donc de de´crire la propagation d’impul-
sions optiques dans un milieu dispersif et non-line´aire et ce, dans les deux re´gimes de
dispersion. Elle permet e´galement d’e´tudier l’e´volution de la forme des impulsions lors
de la propagation. Finalement, elle permet de s’attaquer a` des e´quations maˆıtresses
afin d’obtenir des solutions approximatives lorsque les solutions analytiques ne sont
pas connues.
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Abstract
This thesis is about the propagation of optical pulses in waveguides, such as optical
fibers, as the study of the steady-state optical pulses of all-fiber lasers. Pulse pro-
pagation in a nonlinear dispersive medium is analyzed in this thesis by the moment
method. A clear representation of the moments is developed which enables a better
understanding of the underlying physics of the propagation. Assuming that the pulse
has a quadratic time-dependent phase, three invariants were found which lead to an
analytical solution based on the second order moments. This solution describes both
the asymptotic behavior in the normal dispersion regime as well as the periodic be-
havior in the anomalous dispersion regime. In both cases, the analytical solution is
compared to numerous numerical simulations and shows an excellent agreement in the
normal dispersion regime. In the anomalous dispersion regime, the analytical solution
describes well the qualitative features of the propagation. Linear expressions are then
derived from the analytical solution to approximate the nonlinear propagation over
short and long distances.
The analytical solution assumes that the pulse shape remains invariant along pro-
pagation. Two diﬀerent approaches are then considered to study the evolution of the
pulse shape. The first approach looks at the propagation of a gaussian pulse in the
normal dispersion regime. Using the linear expressions derived from the analytical
solution and the analytical solution of the purely dispersive and nonlinear propaga-
tion, the evolution of the pulse envelope is described analytically. Comparison to
numerical simulations shows a very good agreement. To go beyond the propagation
of a gaussian pulse in the normal dispersion regime, an other approach is needed.
The other approach makes use of higher order moments; either the fourth order
moments or the nonlinear second order moments (the third order moments being all
zero since the pulse is assumed symmetric). In order to solve the moments equations,
a model of the phase that goes beyond the quadratic phase approximation is requi-
red. Three such diﬀerent approximate models are studied as well as an approximate
representation of the field amplitude based on the Pearson distribution, which can re-
present several pulse shapes. These diﬀerent models are compared, on the one hand,
to numerical simulations through diﬀerent moments and, on the other hand, by direct
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integration ot the approximated system of equations describing the evolution of the
moments. A fixed point analysis is also carried out on the equations describing the
evolution of the pulse shape. It arises from these analyses that a proper modeling of
the phase must consider a dispersive term and a nonlinear term in order to describe
the pulse shape evolution.
These models are then applied to the more complex problem of the master equa-
tions in all-fiber lasers. In these equations, the eﬀects of the diﬀerent optical elements
in the laser cavity are linearized and represented in their diﬀerential form. Then, de-
pending on which optical element is present, particular analytical solutions on the
complex envelope must be found, if they exist. By using the moments method, a
general approach that transforms the master equation into a set of algebraic equa-
tions is obtained and studied. The properties of the steady-state pulses obtained from
this method are then compared to the analytical solutions on the complex envelope
of the master equation in three cases: the actively mode-locked laser, the passively
mode-locked laser and the solitonic laser. The comparison shows that the general ap-
proach based on the moments yield the same relations between the pulse parameters
and cavity parameters and describes the pulse shape within 5%. This approach is
then successfully applied to three other master equations where no analytical solution
exists.
The analytical method developed in this thesis thus enables us to describe the
propagation of pulses in a nonlinear dispersive medium in both dispersion regime. It
also allows us to study the evolution of the pulse shape along propagation. Finally,
this method can be used to find approximate analytical solutions to master equations
where none are known.
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1Chapitre 1
Introduction
Les proble`mes de design sont suˆrement parmi les plus inte´ressants du domaine de
l’inge´nierie. Ces proble`mes consistent a` trouver les parame`tres d’un composant, d’un
appareil, d’un instrument, afin d’obtenir un re´sultat pre´de´termine´. Il existe bien des
outils pour faciliter le design tels que des re`gles de design de´termine´es empiriquement,
des mode`les the´oriques et des programmes de simulation. Les me´thodes empiriques
sont ge´ne´ralement longues et couˆteuses ; elles sont toutefois tre`s rapides dans les
domaines ou` les technologies sont bien e´tablies. Les mode`les the´oriques permettent
d’exprimer clairement les relations entre les parame`tres de design et son re´sultat dans
la mesure ou` les e´quations puissent eˆtre re´solues analytiquement. Autrement, il faut
re´soudre nume´riquement.
La puissance sans cesse grandissante des ordinateurs a fait des simulations nume´ri-
ques un outils formidable pour tester les designs de toute sorte. Toutefois, tester des
designs est diﬀe´rent de cre´er un design. Les simulations nous permettent de connaˆıtre
le comportement de l’appareil en fonction de ses parame`tres alors que le design est
le proble`me inverse : de´terminer les parame`tres pour un comportement donne´. En
ge´ne´ral, ce dernier est beaucoup plus diﬃcile. La raison est qu’alors que le comporte-
ment se de´crit par quelques variables, voire, une seule, il y a ge´ne´ralement plusieurs
parame`tres de design. Quand le nombre de parame`tres de design est faible, et que
les simulations associe´es au proble`me se font rapidement, il est possible d’utiliser les
simulations nume´riques pour faire le design. Il suﬃt de cartographier l’espace des pa-
rame`tres afin de de´terminer les comportements de chaque combinaison de parame`tres.
Ce processus devient toutefois excessivement long quand le nombre de parame`tres est
grand ou que les simulations nume´riques sont longues a` faire. Dans ce cas, il faut
avoir recours a` d’autres me´thodes.
Une de ces me´thodes est de retourner aux mode`les the´oriques et tenter de les sim-
plifier judicieusement de telle sorte qu’ils puissent eˆtre re´solus analytiquement tout
en de´crivant ade´quatement le comportement du syste`me. Le travail de cette the`se
2consiste exactement en cela : mettre en place des mode`les the´oriques approximatifs
permettant de de´crire suﬃsamment ade´quatement le proble`me conside´re´ afin de faci-
liter le design de l’appareil correspondant. Le proble`me de design auquel on s’inte´resse
dans cette the`se est celui du design des lasers a` impulsions, en particulier les lasers
a` fibres. Plus pre´cise´ment, nous cherchons a` savoir quels doivent eˆtre les parame`tres
de la cavite´ de laser afin d’obtenir une impulsion donne´e. Pour ce faire, nous devons
re´soudre les e´quations de´crivant la propagation des impulsions dans la cavite´ laser. Les
lasers a` impulsions sont des syste`mes complexes qui prennent un temps conside´rable
a` simuler. En eﬀet, afin de de´terminer l’impulsion stationnaire d’un laser, il faut faire
la propagation de cette dernie`re a` travers la cavite´ laser a` plusieurs reprises jusqu’a`
ce qu’on obtienne une impulsion propre de la propagation, c’est-a`-dire que l’on re-
trouve la meˆme impulsions apre`s un cycle dans la cavite´. Lorsque la propagation
est dispersive et non-line´aire, le calcul de la propagation est long, d’autant plus que
les impulsions se propageant ne sont pas «Fourier-limite´es», c’est a` dire qu’elles ont
une phase qui de´pend du temps (ou des fre´quences). Il faut donc trouver une fac¸on
approximative de de´crire cette propagation.
Le proble`me de la propagation dans une cavite´ laser e´tant relativement complexe,
nous commenc¸ons l’analyse par la propagation dans un milieu dispersif et non-line´aire
avant de passer aux lasers proprement dits. Ces milieux de´crivent bien plusieurs com-
posantes technologiques dont, entre autres, les fibres optiques en font partie. Ainsi,
la propagation dans les syste`mes de communication, la compensation de dispersion
et la compression d’impulsions sont toutes de´crites par des milieux dispersifs et non-
line´aires. Nous utilisons l’e´quation de Schro¨dinger non-line´aire (ESNL) pour de´crire la
propagation d’une impulsion dans ces milieux. Cette e´quation est e´galement utilise´e
pour de´crire le mouvement d’onde dans les fluides ainsi que les fonctions d’onde en
me´canique quantique. Notons toutefois que selon le proble`me conside´re´, la dispersion
et la non-line´arite´ de´crites peuvent eˆtre spatiales ou temporelles. Dans les pages qui
suivent, nous conside´rons la propagation d’impulsions dans une fibre optique ; nous
nous attardons donc au cas temporel, sachant que les re´sultats trouve´s peuvent faci-
lement eˆtre transpose´s dans le cas spatial. Cette e´quation de´crit bien la propagation
dans les fibres optiques standard tant que l’impulsion n’est pas trop bre`ve (une dure´e
supe´rieure a` quelques picosecondes).
Diﬀe´rentes solutions analytiques a` l’ESNL existent, selon que la dispersion et la
non-line´arite´ du milieu s’additionnent ou s’opposent. Quand elles s’opposent, les so-
3lutions de l’ESNL sont les solitons : des impulsions qui se propagent de manie`re
invariante ou qui se de´forment de manie`re pe´riodique. Ces solutions ne surviennent
cependant que dans des cas particuliers ou` il y a compensation parfaite entre l’am-
pleur de la non-line´arite´ et celle de la dispersion est entier. Quand ces deux eﬀets
s’additionnent, une solution asymptotique de l’ESNL a e´te´ trouve´e sous la forme
d’impulsions paraboliques. Ces impulsions ne surviennent que dans le cas limite ou`
la non-line´arite´ est beaucoup plus grande que la dispersion ou pour des distances de
propagation infiniment longues. Notons aussi qu’il existe des solutions analytiques de
l’ESNL dans les cas purement non-line´aire et purement dispersif. Dans ce dernier cas,
la solution est gaussienne. Toutes ces solutions analytiques nous permettent d’avoir
une vue d’ensemble des comportements possibles des impulsions lors de la propaga-
tion dans les milieux dispersifs et non-line´aires. Elles ne permettent toutefois pas de
de´crire de manie`re ge´ne´rale la propagation d’une impulsion ; la plupart des cas ne
sont pas traite´s par ces solutions. Par exemple, lorsque les eﬀets s’additionnent, il
n’existe pas de solutions ge´ne´rales pour la propagation d’impulsions de forme quel-
conque. Il n’existe pas non plus de solutions ge´ne´rales dans les deux re´gimes lorsque
la non-line´arite´ et la dispersion n’ont pas la meˆme ampleur. Si nous voulons re´soudre
le proble`me inverse, il nous faut trouver un moyen de s’attaquer a` ces diﬃculte´s.
Conside´rant la diﬃculte´ de ce proble`me, il faut simplifier le proble`me ou la so-
lution. Les solutions que nous venons de voir ont e´te´ trouve´es en simplifiant le
proble`me, c’est-a`-dire en ne conside´rant que certains cas particuliers des parame`tres
de l’e´quation. La grande diﬃculte´ dans la re´solution de l’ESNL vient du fait que
l’e´quation est une e´quation aux de´rive´es partielles ; il faut la re´soudre dans l’espace et
le temps ou puisque c’est une e´quation d’onde, dans l’espace et les fre´quences. Nous
pouvons donc tenter l’analyse dans le domaine temporel ou spectral. Il se trouve
que la dispersion se re´sout tre`s facilement dans le domaine spectral ; par contre, la
non-line´arite´ se de´crit bien dans le domaine temporel. Il nous serait donc plus facile
de travailler dans un espace hybride temps-fre´quence ou` les deux domaines seraient
repre´sente´s simultane´ment. L’impulsion serait repre´sente´e dans ce cas comme une
fonction du temps, des fre´quences et de la distance de propagation. Ce genre de
repre´sentation est cependant ge´ne´ralement lourd. Une autre fac¸on est de simplifier
l’analyse est de faire en sorte qu’elle ne de´pende ni du temps ni des fre´quences. Une
fac¸on d’y arriver est d’utiliser la me´thode des moments qui consiste a` re´e´crire l’ESNL
en termes des diﬀe´rents moments de l’enveloppe de l’impulsion.
4Les moments, par de´finition, sont des quantite´s moyennes qui proviennent de
l’inte´gration d’un ope´rateur s’appliquant sur une distribution. Ils de´crivent certaines
proprie´te´s de la distribution (ici l’enveloppe de l’impulsion) de manie`re ge´ne´rale
puisque les de´tails spe´cifiques sont perdus lors de l’inte´gration (ici dans le domaine
temporel ou spectral). Il existe une infinite´ d’ope´rateurs de´finissant autant de mo-
ments ; il est important de bien les choisir en fonction de la physique du proble`me
a` re´soudre. Par exemple, pour une impulsion, les ope´rateurs de´crivant l’e´nergie, la
largeur temporelle et la largeur spectrale de l’impulsion sont tre`s pertinents. En com-
binant les moments sur l’ESNL, nous nous retrouvons avec un syste`me d’e´quations
diﬀe´rentielles ordinaires de´crivant l’e´volution de chacun des moments de l’enveloppe
de l’impulsion au lieu d’une e´quation aux de´rive´es partielles de´crivant la propaga-
tion de l’enveloppe de l’impulsion. Repre´senter l’impulsion sous forme de moments a
l’avantage d’enlever la de´pendance temporelle (ou spectrale) de la solution et de la
reporter dans un ensemble de variables a` trouver, les diﬀe´rents moments. Le prix a`
payer est que nous avons un syste`me de plusieurs e´quations a` re´soudre au lieu d’une
seule.
Une grande partie du travail de cette the`se consiste, d’une part, a` de´finir une nota-
tion claire des moments afin de simplifier l’analyse et, d’autre part, a` approximer ces
moments afin de re´soudre le syste`me d’e´quations diﬀe´rentielles. En eﬀet, le principal
proble`me de la me´thode des moments est la fuite vers l’avant des moments : l’e´quation
diﬀe´rentielle d’un moment donne´ de´pend de plusieurs autres moments ne faisant pas
partie du syste`me d’e´quations a` re´soudre. Autrement dit, le syste`me d’e´quations est
ouvert. Il faut donc approximer judicieusement les moments pour avoir un syste`me
ferme´ et ainsi re´soudre analytiquement le proble`me en conservant suﬃsamment de
pre´cision pour de´crire ade´quatement la propagation. Les approximations utilise´es re-
posent soit sur des approximations sur la phase de l’enveloppe de l’impulsion, soit sur
la forme de l’enveloppe de l’impulsion. De plus, nous devons choisir des approxima-
tions suﬃsamment simples pour qu’elles facilitent la re´solution, sans alourdir inutile-
ment les calculs. Pour ce faire, nous utilisons la distribution de Pearson qui permet
de repre´senter diverses formes de distributions en ne changeant qu’un seul parame`tre
dans la distribution (nous nous limitons aux distributions syme´triques). Nous e´tudions
e´galement diﬀe´rentes repre´sentations de la phase de l’impulsion (afin de repre´senter
les moments).
En utilisant les me´thodes des moments et graˆce a` la distribution de Pearson, nous
5pouvons e´tudier le proble`me inverse des lasers. Les lasers diﬀe`rent de la propaga-
tion simple car ils comportent diﬀe´rents composants ne pouvant eˆtre repre´sente´s par
l’ESNL. L’e´quation la plus souvent utilise´e pour repre´senter les lasers est l’e´quation
de Ginzburg-Landau e´tendue (EGLE) qui contient, en plus des termes dispersifs et
non-line´aires, des termes de saturation, de gain, de de´phasage et de filtrage temporel
et spectral. A` l’instar de l’ESNL, des solutions ont e´te´ trouve´es pour l’EGLE selon
les parame`tres pre´sents dans l’e´quation. Nous retrouvons parmi ces solutions des im-
pulsions gaussiennes et solitoniques. Toutefois ces solutions n’existent que dans des
cas particuliers. Tout comme dans le cas de la propagation, il nous faut une me´thode
pour de´terminer des solutions, meˆme si elles sont approximatives, dans le cas plus
ge´ne´ral ou` les parame`tres de la cavite´ peuvent eˆtre quelconques.
Il existe toutefois une diﬀe´rence importante entre le proble`me de propagation et le
proble`me des lasers. Contrairement a` la propagation ou` la forme initiale de l’impulsion
est connue, le proble`me en ge´ne´ral avec les lasers est que la forme de l’impulsion est
inconnue avant de re´soudre le syste`me. Il nous faut donc que la forme de l’impulsion
fasse partie des variables a` trouver ; il faut donc la repre´senter a` l’aide des moments.
Nous y arrivons, d’une part, en calculant des rapports entre certains moments et,
d’autre part, en utilisant la distribution de Pearson. La me´thode que nous de´crivons
dans les pages qui suivent permet pour la premie`re fois, a` notre connaissance, que la
forme de l’impulsion soit conside´re´e comme un parame`tre inde´termine´ de la solution.
Puisque notre approche est analytique, en re´solvant le proble`me direct, nous trouvons
par le fait meˆme la solution inverse.
En re´sume´, pour de´terminer les parame`tres d’une cavite´ laser afin d’obtenir une
impulsion donne´e, nous utilisons la repre´sentation par les moments. Dans le chapitre
3 nous examinons diﬀe´rentes de´finitions des moments et expliquons la signification
physique de chacun. Nous de´finissons e´galement une notation claire afin de bien conce-
voir le proble`me et d’interpre´ter facilement les relations entre les moments ainsi que
leur signification. Nous de´finissons e´galement diﬀe´rentes autres quantite´s permettant
de de´crire les distributions en utilisant les moments. Nous utilisons ces de´finitions
des moments dans le chapitre 4 afin de de´crire la propagation d’une impulsion dans
un milieu dispersif et non-line´aire. Nous utilisons des quantite´s invariantes dans la
propagation qui nous permettent de simplifier le syste`me d’e´quations. Toutefois pour
re´soudre, il nous faut approximer un des moments du syste`me, ce que nous faisons
en supposant une phase quadratique. La solution obtenue consiste en l’e´volution des
6moments du second ordre lors de la propagation. Nous comparons l’e´volution de ces
moments avec les simulations nume´riques correspondantes. Dans le chapitre 5, nous
tentons de retrouver la forme de l’enveloppe de l’impulsion a` partir de l’e´volution des
moments calcule´e au chapitre pre´ce´dent.
Nous nous attardons ensuite au chapitre 6 a` l’e´volution des moments d’ordre
supe´rieur lors de la propagation dans un milieu dispersif et non-line´aire. Ces moments
permettent de de´crire l’e´volution de la forme de l’enveloppe de l’impulsion lors de la
propagation. Pour obtenir une forme inte´grable du syste`me d’e´quations de´finissant
la propagation, nous devons approximer plusieurs moments. Nous e´tudions dans ce
chapitre diﬀe´rentes approximation possibles de la phase ainsi que diﬀe´rents niveaux
d’approximations sur le syste`me d’e´quations diﬀe´rentielles. Cette e´tude nous permet
de de´finir la limite d’applicabilite´ de la me´thode des moments pour la re´solution
des proble`mes de propagation. Les approximations de´veloppe´es et utilise´es dans ce
chapitre sont reprises au dernier chapitre, le chapitre 7 afin de de´terminer le re´gime
stationnaire des lasers a` fibres. Plusieurs cavite´s laser sont e´tudie´es dans ce chapitre.
Dans un premier temps, nous utilisons les moments pour ve´rifier si nous pouvons
obtenir les re´sultats the´oriques obtenus pre´ce´demment par d’autres me´thodes. Fina-
lement, nous utilisons les moments sur des cavite´s pour lesquelles il n’existe aucune
solution analytique connue.
Ces chapitres sont suivis de plusieurs annexes dans lesquelles ont retrouve des
de´finitions, des proprie´te´s, des fonctions utiles, et des exemples de calculs permettant
de mieux comprendre et de comple´ter le travail de cette the`se.
7Chapitre 2
Revue de litte´rature
2.1 La propagation et l’e´quation de Schro¨dinger
non-line´aire
La premie`re partie du travail de cette the`se utilise l’e´quation de Schro¨dinger non-
line´aire (ESNL). La litte´rature couvrant cette e´quation est conside´rable et nous n’en
donnons ici qu’un aperc¸u, comple´te´ plus en de´tails dans chacun des chapitres. Pour
une introduction de´taille´e sur l’ESNL, nous recommandons le livre Nonlinear fiber op-
tics (Agrawal, 2001). Ce livre explique en de´tail la formulation de l’ESNL a` partir des
e´quations de Maxwell. De plus, le cas purement dispersif de la propagation d’impul-
sions gaussiennes et le cas purement non-line´aire y sont traite´s. L’ESNL a e´te´ e´tudie´e
abondamment et re´solue analytiquement dans le cas bien connu ou` la dispersion et
la non-line´arite´ se compensent parfaitement ou harmoniquement : le soliton (Zakha-
rov et Shabat, 1972). Lorsque la compensation des eﬀets dispersifs et non-line´aires
est parfaite, l’impulsion solitonique se propage de manie`re invariante ; c’est le soliton
d’ordre 1. Les solitons d’ordre supe´rieur montre une compensation pe´riodique de ces
eﬀets. Il s’ensuit que l’impulsion se de´forme pe´riodiquement le long de la propaga-
tion. Des solutions ont e´galement e´te´ trouve´es lorsque diﬀe´rents eﬀets sont ajoute´s a`
l’e´quation, comme un terme de gain par exemple (Be´langer et al., 1989).
Une autre solution analytique de´couverte plus re´cemment (Anderson et al., 1993a)
est l’impulsion parabolique qui est une solution asymptotique de l’ESNL lorsque les
eﬀets de la dispersion et la non-line´arite´ s’additionnent au lieu de se compenser. Ce
cas limite survient lorsque la non-line´arite´ est beaucoup plus grande que la dispersion
ou encore quand un terme de gain est ajoute´ a` l’ESNL. L’impulsion parabolique a
l’importante caracte´ristique qu’elle ne subit pas de rupture du front d’onde (wave-
breaking) lors de la propagation. Lorsque les impulsions se propagent dans les milieux
dispersifs et/ou non-line´aires, diﬀe´rentes fre´quences se de´calent dans le temps et/ou
sont cre´e´es. S’il advient que les fre´quences se de´calent plus rapidement que d’autres,
8l’enveloppe de l’impulsion se brise et pre´sente des oscillations (Tomlinson et al., 1985).
Ce phe´nome`ne se produit lorsque la de´rive´e de la phase de l’impulsion n’est plus une
fonction monotone (Anderson et al., 1992). Puisque la phase induite par les eﬀets
non-line´aires est proportionnelle a` l’enveloppe, une enveloppe parabolique, la de´rive´e
de la phase est line´aire, donc monotone.
L’impulsion parabolique est un cas particulier de solutions auto-similaires de
l’ESNL. Les solutions auto-similaires sont des solutions qui conservent toujours la
meˆme forme lors de la propagation bien que leur phase, leur amplitude et leur dure´e
puissent changer. Le soliton d’ordre 1 est une solution auto-similaire puisque sa forme
ne change pas lors de la propagation. L’impulsion parabolique est une solution auto-
similaire asymptotique ; elle ne survient que pour de grandes distances de propagation,
lorsque la dispersion est pre´sente mais ne´gligeable par rapport a` la non-line´arite´ ou en
pre´sence de gain (Fermann, 2000), (Kruglov et al., 2000). Pour en savoir plus sur la
convergence d’impulsions paraboliques vers une solution auto-similaire, veuillez voir
(Hirooka et Nakazawa, 2004), (Wabnitz, 2007) et (Wabnitz et Finot, 2008). Les im-
pulsions auto-similaires forment une classe de solutions de l’ESNL ; la de´composition
auto-similaire s’applique a` d’autres formes d’impulsions lors de la propagation, Un
traitement en de´tail dans le re´gime de dispersion normale est disponible pour des im-
pulsions super-gaussiennes (Forest et al., 1999), des impulsions Hermite-gaussienne
(Chen, 2005b) et des impulsions se´cantes hyperboliques (Chen, 2005a). Notons aussi
que des solutions paraboliques ont e´te´ trouve´es dans le cas ou` la dispersion ou la
non-line´arite´ changent de manie`re arbitraire le long de la propagation (Kruglov et al.,
2004), (Kruglov et Harvey, 2006) ; dans ce cas les parame`tres de l’impulsion de´pendent
directement de ceux du milieu de propagation. Un traitement ge´ne´ral des solutions
auto-similaires peut eˆtre trouve´ dans (Kruglov, 2003) et (Kruglov, 2005). Finalement,
les solutions auto-similaires se retrouvent e´galement dans le cas spatial ou` le profil
des faisceaux est parabolique (Chang, 2005), (Ponomarenko, 2006), (Ponomarenko,
2010). Un re´sume´ de la propagation des impulsions auto-similaires est disponible dans
(Dudley et al., 2007).
Toutes ces solutions forment un ensemble de solutions exactes de l’ESNL dans
des conditions tre`s particulie`res. Elles ne de´crivent cependant pas la propagation
d’une impulsion donne´e dans des conditions ge´ne´rales de propagation ou meˆme la
propagation d’une impulsion de forme quelconque dans un milieu spe´cifique. Pour y
arriver, il faut avoir recours a` des me´thodes approximatives ou` la forme de l’impulsion
9n’intervient qu’indirectement. Une de ses approches est d’utiliser la me´thode varia-
tionnelle Rayleigh-Ritz (Anderson et al., 2001). Elle consiste dans un premier temps
a` choisir l’ESNL comme e´tant une e´quation d’Euler-Lagrange et d’en de´terminer le
lagrangien. Ensuite, une forme de solutions, ou «ansatz», est pose´e pour mode´liser le
type de solutions recherche´es, par exemple une impulsion gaussienne avec une phase
quadratique ou solitonique (Anderson et al., 1988). Puis, un calcul variationnel est ef-
fectue´ sur le lagrangien par rapport aux parame`tres de l’ansatz afin de de´terminer les
e´quations de´crivant leur e´volution (Anderson, 1983). Finalement, il reste a` re´soudre
ces e´quations pour obtenir l’e´volution des parame`tres. La me´thode a ses avantages et
ses inconve´nients. Lorsqu’il possible de de´terminer le lagrangien, elle permet d’ajouter
diﬀe´rents termes a` l’ESNL (par exemple un terme de gain/perte) et de trouver une
solution (Anderson, 1988). La me´thode peut meˆme eˆtre utilise´e pour re´soudre l’ESNL
incluant la diﬀraction du champ transverse (Desaix et al., 1991). Elle permet aussi de
conside´rer des parame`tres de´pendants de la distance de propagation (Andalib et al.,
2008) ainsi que de permettre une approche par perturbation (Malomed, 1997). Tou-
tefois, il faut toutefois eˆtre en mesure de de´terminer un lagrangien dont l’e´quation
d’Euler-Lagrange soit l’e´quation de propagation, ce qui est relativement facile dans
le cas de l’ESNL, mais pas ne´cessairement le cas dans le cas des lasers. De plus, il
faut supposer une forme d’impulsion de l’ansatz pour re´soudre, ce qui, dans le cas des
lasers, pre´suppose de connaˆıtre la solution avant de re´soudre. De plus, meˆme si des
e´quations de´crivant la propagation des parame`tres de l’ansatz sont trouve´es, il faut
encore eˆtre capable de les re´soudre, ou se re´soudre a` trouver des solutions sous des
formes de se´ries (Brandt-Pearce et al., 1999). Notons finalement, que cette me´thode
est alge´briquement complique´e, ce qui rend son application de manie`re universelle
diﬃcile.
La me´thode variationnelle fait une approximation sur la forme de la solution a`
travers l’anstaz, ce qui permet de trouver une solution approximative. Une autre
fac¸on de proce´der est de faire une moyenne ponde´re´e de la forme de la solution ;
c’est la me´thode des moments. Au lieu de faire propager une impulsion donne´e, les
e´quations de´crivant l’e´volution des moments de cette impulsion sont de´rive´es a` partir
de l’ESNL et ensuite re´solues. Par exemple, en ne tenant compte que de la portion
dispersive de l’ESNL, il est possible d’obtenir l’e´volution des moments d’impulsions
de forme arbitraire, c’est-a`-dire en ne supposant rien sur la forme de l’impulsion
(Anderson et Lisak, 1986). Comme nous l’avons vu plus haut, la solution analytique
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dans le cas purement dispersif n’existe que pour l’impulsion gaussienne. Ainsi, le
fait de faire une moyenne par les moments est une approximation suﬃsante pour
re´soudre le cas purement dispersif. La propagation est de´crite dans ce cas seulement
en termes des moments d’ordre 1 et d’ordre 2. Les moments d’ordre 1 repre´sentent les
valeurs moyennes temporelles (le de´lai par rapport au temps d’origine) et spectrales
(la fre´quence de la porteuse). Les moments d’ordre 2 repre´sentent les variances de
l’impulsion ; la variance temporelle, la variance spectrale et la variance mixte temps-
fre´quence qui est la covariance de l’impulsion (Cohen, 1994) et est proportionnelle
a` la phase. Il faut cependant connaˆıtre les moments initiaux pour re´soudre dans
un cas pratique, ces derniers pouvant eˆtre calcule´s a` partir de l’impulsion initiale.
Une application similaire des moments a e´te´ faite sur les syste`mes diﬀractants plutoˆt
que dispersifs, ce qui donne des re´sultats analogues (Be´langer, 1991). Dans ce cas,
la relation temps-fre´quence est remplace´e par la relation position-nombre d’onde.
Cette technique peut eˆtre ge´ne´ralise´e aux ordres supe´rieures de dispersion (Anderson,
1987) ou de diﬀraction (Weber, 1992), (Mart´ınez-Herrero et al., 1992). Dans ce cas,
il faut inclure les moments d’ordre supe´rieur repre´sentant indirectement la forme de
l’impulsion (Mart´ınez-Herrero et al., 1995), (Mart´ınez et al., 1997), ce qui permet de
de´crire les aberrations par les moments (Ji et Lu¨, 2003).
Lorsque la non-line´arite´ est ajoute´e, il est plus diﬃcile d’obtenir des solutions
ge´ne´rales ne de´pendant pas de la forme de l’impulsion ; des suppositions doivent eˆtre
faites. Par exemple, en supposant seulement que l’impulsion est un cre´neau, il est pos-
sible de de´river un expression relativement pre´cise a` basse puissance (Marcuse, 1992).
La ge´ne´ralite´ peut toutefois eˆtre conserve´e au prix d’obtenir un syste`me d’e´quations
n’ayant pas de solutions analytiques. Dans ce cas, il est possible d’obtenir une solu-
tion approximative sous forme d’une se´rie de Taylor qui est tre`s pre´cise sur de courtes
distances (Be´langer et Be´langer, 1995), (Be´langer, 1996). D’autres strate´gies peuvent
eˆtre utilise´es comme de proce´der en alternant des propagations line´aire et non-line´aire
pour lesquelles la propagation analytique est calculable (Potasek et al., 1986), (Mar-
cuse et al., 1999) ce qui ne donne de bons re´sultats que pour de tre`s courtes distances.
Un autre strate´gie consiste a` utiliser les quantite´s invariantes du syste`me, telle que
l’e´nergie. Ces quantite´s e´tant invariantes, elles peuvent eˆtre utilise´es pour re´duire le
nombre d’e´quations a` re´soudre afin de de´terminer la propagation des impulsions, ce
qui est particulie`rement utile dans les syste`mes a` plusieurs dimensions (Freeman et
Saleh, 1988), (Mart´ınez-Herrero et Mej´ıas, 1997), (Dodonov et Man’ko, 2000).
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En utilisant les invariants et en choisissant un ansatz pour la solution, il est pos-
sible de de´duire des e´quations de propagation pour les parame`tres de l’ansatz (Tsoy et
de Sterke, 2006). Ce faisant, l’e´volution du syste`me est de´crit a` travers les parame`tres
de l’ansatz au lieu des moments ; les deux sont relie´s directement en calculant les mo-
ments de l’ansatz. Il est possible de conside´rer une varie´te´ de perturbations a` l’ESNL
(Ma¨ımistov, 1993) ou encore des termes asyme´triques (Beech-Brandt et Smyth, 2001).
Notons finalement qu’il n’est pas ne´cessaire d’utiliser les invariants pour re´soudre. Le
seul fait d’utiliser un ansatz permet d’e´liminer tous les moments et de les remplacer
par les parame`tres. Dans ce cas, il faut bien choisir les moments utilise´s pour de´crire
les parame`tres de l’ansatz. Le choix des moments change e´videmment la forme des
e´quations de´crivant l’e´volution des parame`tres (Santhanam et Agrawal, 2003). Il est
ge´ne´ralement pre´fe´rable d’utiliser les moments d’ordre le plus bas possible. Il est ainsi
possible d’inclure des termes non-line´aires d’ordre supe´rieur dans l’ESNL (Chen et al.,
2010). Ce faisant toutefois, il est rare de pouvoir trouver des solutions analytiques
autres que sous forme de se´ries de Taylor.
Notons finalement que les moments ont e´te´ utilise´s avec succe`s dans d’autres cas,
tels que la gestion de la dispersion lors de la propagation solitonique (Be´langer et
Pare´, 1999), la mesure de gigue non-line´aire (McKinstrie et al., 2002), ainsi que la
mesure de la cohe´rence des faisceaux (Du et al., 1992), (Yang et Fan, 1999). Les mo-
ments d’ordre supe´rieur ont e´galement e´te´ utilise´s pour de´terminer la rupture du front
d’onde lors de la propagation (Rosenberg et al., 2007). En re´sume´, la me´thode des mo-
ments a l’avantage de pouvoir de´crire la propagation sans rien supposer sur la forme
de la solution dans le cas purement dispersif. En ajoutant les termes non-line´aires, il
faut toutefois poser un ansatz pour obtenir des e´quations de propagation sur les mo-
ments ou les parame`tres de l’anstaz, qui peuvent ou non eˆtre re´solues analytiquement.
Dans ce dernier cas, les solutions peuvent eˆtre obtenues pour de courtes distances de
propagation ou de faibles non-line´arite´s sous forme de se´ries de Taylor. En ce sens, la
me´thode variationnelle et la me´thode des moments se ressemblent. Les deux me´thodes
permettent e´galement d’inclure des perturbations a` l’ESNL pour re´soudre. Toutefois,
la me´thode des moments permet d’utiliser les quantite´s invariantes du syste`me pour
en re´duire la complexite´. De plus, les calculs de la me´thode des moments sont beau-
coup moins lourds que ceux de la me´thode variationnelle. Finalement, la possibilite´
de s’aﬀranchir d’un ansatz s’ave`re inte´ressant pour l’e´tude des lasers ou` la forme de
l’impulsion n’est pas connue a priori.
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2.2 Les lasers et l’e´quation de Ginzburg-Landau
Dans cette the`se, nous explorons seulement une facette de la mode´lisation des la-
sers a` impulsions, soient les e´quations maˆıtresses. La fac¸on la plus pre´cise de mode´liser
la propagation du champ de l’impulsion est de de´crire sa modification se´quentiellement
a` travers chaque composant optique pre´sent dans le laser. Cette me´thode implique
ge´ne´ralement de lourds calculs qui ne donnent ge´ne´ralement pas de solutions analy-
tiques. Une fac¸on de proce´der est de line´ariser la propagation du champ a` travers
chaque composant sous l’hypothe`se que le champ se de´forme peu lors de sa propaga-
tion en re´gime stationnaire (Haus, 1975a), (Martinez et al., 1984). L’e´quation ainsi
obtenue de´crit un milieu unique de propagation posse´dant toutes les caracte´ristiques
des composants pre´sents dans le laser ; c’est l’e´quation maˆıtresse. Cette e´quation
diﬀe´rentielle de´crit le changement que l’impulsion subit a` chaque cycle dans la ca-
vite´ ; lorsque la variation est nulle (a` une phase pre`s), nous trouvons le re´gime station-
naire. On distingue diﬀe´rents types d’e´quations maˆıtresses selon le type de laser. Par
exemple, l’e´quation maˆıtresse pour les lasers solitoniques a` synchronisation passive des
modes (Haus et al., 1975), (Haus, 1975b) est diﬀe´rente de l’e´quation maˆıtresse avec
une synchronisation active des modes. Une revue des types d’e´quations maˆıtresses
peut eˆtre trouve´e dans (Nelson et al., 1997) et (Haus, 2000).
D’une fac¸on ge´ne´rale, les composants les plus souvent retrouve´s dans les lasers
sont : un milieu de gain, des pertes, un e´le´ment dispersif, un e´le´ment filtrant dans le
domaine des fre´quences, un e´le´ment non-line´aire, un absorbant saturable avec la puis-
sance, une modulation de phase et un filtre temporel (un modulateur par exemple).
Notons que dans cette the`se nous n’e´tudions que les composants ayant des eﬀets
syme´triques sur les impulsions, ce qui exclut, entre autres, la modulation en fre´quence
de la porteuse (Siegman et Kuizenga, 1970), les dispersions d’ordre supe´rieur ainsi
que le gain Raman (Spence et Mildren, 2007). Une e´quation maˆıtresse particulie`re
a e´te´ e´tudie´e abondamment, celle ou` les deux derniers termes sont absents (aucune
phase temporelle ni filtrage temporel) ; c’est l’e´quation de Ginzburg-Landau (Hakim
et Rappel, 1992). Le laser qu’elle repre´sente est le laser solitonique (Haus et al.,
1994) ou` la dispersion de la fibre est compense´e par sa non-line´arite´, et le filtrage
spectral du milieu de gain par un absorbant saturable (Haus et al., 1991). Les impul-
sions/solutions dans ce cas sont des solitons montrant diﬀe´rents niveau de «chirp»
selon les parame`tres de la cavite´. Le fait d’avoir une solution analytique nous permet,
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entre autres, de faire des e´tudes de stabilite´ des impulsions (Chen et al., 1994).
L’inte´reˆt suscite´ vient de la brie`vete´ des impulsions pouvant eˆtre ge´ne´re´es pou-
vant atteindre de quelques centaines de femtosecondes a` quelques dizaines de fem-
tosecondes quand la dispersion est ge´re´e dans la cavite´ (Haus et al., 1995). Dans ce
dernier cas, la dispersion dans la cavite´ n’est pas uniforme ; des sections sont nor-
males et d’autres anormales. Par conse´quent, l’impulsion s’e´tire et se recompresse
dans la cavite´ d’ou` l’appellation «stretched pulse». L’avantage de cette configuration
est d’e´liminer la condition de re´sonance de l’e´nergie dissipe´e par l’impulsion lors de sa
propagation dans la cavite´ (Elgin et Kelly, 1993). Il faut, dans ce cas, avoir recours a`
une e´quation maˆıtresse quelque peu modifie´e pour tenir compte de la grande fluctua-
tion de l’impulsion lors de son cycle dans la cavite´, fluctuation qui est diﬃcilement
conside´re´e par l’eﬀet moyen de la line´arisation.
L’e´quation de Ginzburg-Landau ne´glige cependant plusieurs eﬀets se retrouvant
dans les lasers : entre autres, les dispersions d’ordre supe´rieur, le de´calage Raman
auto-induit, ainsi que des termes de non-line´arite´ d’ordre supe´rieur (Be´langer, 2005).
Des solutions analytiques sont diﬃcilement trouve´es dans le cas ou` tous ces eﬀets sont
pre´sents et il faut recourir aux solutions nume´riques (Kalashnikov et al., 2005). Tou-
tefois, des solutions analytiques inte´ressantes peuvent eˆtre trouve´es en ne conside´rant
que certains termes (Moores, 1993). Par exemple, en ne conside´rant qu’un ordre
de de´veloppement supple´mentaire sur l’absorbant saturable et la non-line´arite´ (une
de´pendance avec le carre´ de la puissance), nous obtenons l’e´quation de Ginzburg-
Landau quintique. Les solutions nume´riques de cette e´quation peuvent eˆtre plutoˆt ex-
centriques, donnant des comportements pouvant eˆtre chaotiques, explosifs, palpitants
ou rampants (Akhmediev et al., 2001). Cette e´quation admet cependant diﬀe´rentes
solutions analytiques sous la forme de solitons qualifie´s de «dissipatifs» (Akhmediev
et al., 1996). Certaines solutions s’ave`rent avoir un inte´reˆt pratique, par exemple un
soliton dissipatif en dispersion normale ayant une amplitude fixe et s’e´largissant avec
la puissance de pompage (Soto-Crespo et al., 1997). Ce type d’impulsion permet d’at-
teindre expe´rimentalement de hautes e´nergies par impulsions sans atteindre le seuil
de dommage des mate´riaux (par exemple, la silice) ni pre´senter une rupture du front
d’onde (Liu, 2010).
Parfois, ce sont les simulations nume´riques qui pre´ce`dent l’expe´rience (Ilday et al.,
2003b). Ce fuˆt le cas des lasers a` impulsions auto-similaires ou lasers a` similaritons
(Ilday et al., 2003a). Ces lasers ont la proprie´te´ de ge´ne´rer des impulsions pouvant
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atteindre plusieurs nanojoules (Chong et al., 2007). A` l’instar des impulsions auto-
similaires, les similaritons sont re´sistants a` la rupture du front d’onde (Ilday, 2004).
Il est meˆme possible de de´montrer l’existence de ce type d’impulsions a` partir de
l’e´quation de Ginzburg-Landau (Bale et al., 2008) (Bale, 2009). Ces lasers ont la
particularite´ d’e´mettre des impulsions «chirpe´es», c’est-a`-dire dont le contenu spectral
est e´tale´ dans le temps. En remettant ce contenu spectral en phase, des impulsions
de quelques femtosecondes peuvent eˆtre obtenues (Ruehl et al., 2005). Une autre
caracte´ristique de ce type de laser est que la forme et la largeur de l’impulsion changent
lors de sa propagation (Ruehl et al., 2006). Diﬀe´rentes e´quations maˆıtresses peuvent
eˆtre utilise´es pour mode´liser ce type de laser. L’e´quation de Ginzburg-Landau e´tendue
en incluant l’auto-raidissement et le de´calage Raman donne de tre`s bons re´sultats en
ce qui concerne la largeur des impulsions (Be´langer, 2006). Un autre approche est
d’ajouter des termes d’absorption saturable. Dans ce cas, la solution obtenue diﬀe`re de
la se´cante hyperbolique et se rapproche des formes d’impulsion et de spectre observe´es
expe´rimentalement (Renninger et al., 2008).
Il est e´galement possible d’avoir recours aux moments pour re´soudre l’e´quation
de Ginzburg-Landau. Une fac¸on de proce´der est de conside´rer les e´quations de´crivant
l’e´volution des moments a` travers l’e´quation de Ginzburg-Landau. Ces e´quations font
appel a` des moments d’ordre plus ou moins e´le´ve´ qui sont e´limine´s en posant un an-
satz, le plus souvent une se´cante hyperbolique ou une gaussienne. Les e´quations sont
ensuite re´e´crites en terme des parame`tres de l’ansatz (Tsoy et Akhmediev, 2005). Les
e´quations ainsi e´crites ne peuvent ge´ne´ralement pas eˆtre re´solues analytiquement mais
elles peuvent re´solues nume´riquement (Mahdi et al., 2010) et ce, beaucoup plus rapi-
dement qu’en propageant nume´riquement le champ e´lectrique (Usechak et Agrawal,
2005b). Des solutions stationnaires peuvent toutefois eˆtre obtenues, puisque, dans
ce cas, le syste`me d’e´quations diﬀe´rentielles devient un simple syste`me d’e´quations
alge´briques (non-line´aires !). Il est alors possible de faire une analyse de points fixes
sur ce nouveau syste`me (Zhuravlev et Ostrovskaya, 2004) afin de de´terminer les
zones de stabilite´ de l’e´quation. L’avantage de cette technique est qu’elle permet de
conside´rer des eﬀets qui ne donnent pas de solutions analytiques comme la modula-
tion en fre´quence (Usechak et Agrawal, 2005a) et d’obtenir des re´sultats. Toutefois, la
solution obtenue est d’autant plus pre´cise que l’anstaz utilise´ s’approche de la solution
exacte, qui est, bien suˆr, inconnue.
Notons finalement que la grande majorite´ des lasers e´tudie´s par les e´quations
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maˆıtresses s’articulent autour des lasers solitoniques, ou plus re´cemment auto-similaires
qui utilisent tous deux une synchronisation passive des modes. Ils sont plus faciles a`
e´tudier car les solutions en se´cantes hyperboliques de l’e´quation de Ginzburg-Landau
proviennent d’un e´quilibre entre, d’une part la dispersion et la non-line´arite´ (dans le
laser solitonique) mais aussi, d’autre part, entre l’absorption saturable et l’e´tendue
finie du gain. Quand la synchronisation est active, le cas est diﬀe´rent. Pour obtenir
une solution analytique, il faut soit ne´gliger la non-line´arite´ et la dispersion (Siegman
et Kuizenga, 1974) soit au moins la non-line´arite´ (Tamura et Nakazawa, 1996). Une
autre approche consiste a` supposer que la dispersion est normale et que le laser ope`re
dans un re´gime solitonique stabilise´ par la modulation active (Marti-Panameno et al.,
1994), (Ka¨rtner et al., 1995).
Notons finalement que les principales lacunes de ces me´thodes sont d’une part
qu’elles ne peuvent traiter que des cas tre`s particuliers ou` les eﬀets conside´re´s per-
mettent de trouver une solution analytique. Quand elles utilisent des me´thodes d’ap-
proximations, comme la me´thode des moments, il faut spe´cifier une forme d’impulsion
repre´sentant suﬃsamment bien le re´sultat final pour que la me´thode soit suﬃsam-
ment pre´cise. Ce re´sultat n’est e´videmment pas connu avant d’entreprendre le calcul,
a` moins de le ve´rifier nume´riquement (ce qui re´duit la pertinence d’avoir une solu-
tion analytique en premier lieu). Finalement, n’oublions pas que l’approximation a` la
base des e´quations maˆıtresses est que l’impulsion se de´forme peu lors de son parcours
dans la cavite´, ce qui n’est pas vrai dans bien des cas dont, entre autres, le laser a`
dispersion ge´re´e et le laser auto-similaire.
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Chapitre 3
Les moments
La me´thode des moments permet de de´terminer certaines proprie´te´s d’une distri-
bution telles que sa position, sa largeur, son asyme´trie. L’ensemble du travail de cette
the`se repose sur les moments ; au lieu de faire les calculs sur le champ e´lectrique d’une
impulsion, nous les faisons sur les moments de cette impulsion. Il est donc essentiel
de bien de´finir les moments, de bien comprendre ce qu’ils repre´sentent et de bien
en connaˆıtre les limites. Dans ce chapitre, nous de´finissons d’abord trois cate´gories
de moments et en expliquons la signification mathe´matique et la signification phy-
sique. Certaines proprie´te´s inte´ressantes sont e´galement pre´sente´es dans chacune de
ces cate´gories. Le chapitre se termine par une e´valuation des limites de la mode´lisation
d’une distribution par ses moments.
3.1 Moments d’une distribution re´elle
Les moments d’une distribution re´elle sont principalement utilise´s dans la the´orie
des probabilite´s pour caracte´riser les densite´s de probabilite´. Supposons que nous
ayons une distribution re´elle P (t) positive, fonction de la variable re´elle t. Lesmoments
bruts d’ordre j de la distribution sont de´finis par
￿tj￿ = 1
E
￿ ∞
−∞
tjP (t)dt E =
￿ ∞
−∞
P (t)dt (3.1)
si l’inte´grale converge. Les moments sont normalise´s par rapport a` l’aire sous la courbe
de P (t) (pour les densite´s de probabilite´ E = 1). Le moment ￿tj￿ repre´sente donc une
moyenne ponde´re´e de la distribution P (t) par la fonction de poids tj. Le moment
￿t￿ donne la position du «centre de masse» de la distribution P (t). Si la distribution
est symme´trique, ￿t￿ donne simplement la position du centre de la distribution. Pour
mieux comprendre ce que repre´sentent les moments d’ordre supe´rieur, il est e´clairant
d’exprimer la distribution comme la somme d’une distribution syme´trique PS(t) et
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antisyme´trique PA(t) (suppose´es centre´es en t = 0).
￿tj￿ = 1
E
￿ ∞
−∞
tj[PS(t) + PA(t)]dt (3.2)
Il apparaˆıt alors que les moments pairs (pour lesquels j est pair) ne de´pendent que
de la partie syme´trique de la distribution. Les moments impairs (pour lesquels j est
impair) ne de´pendent que de sa partie antisyme´trique. Puisque nous supposons que
la distribution P (t) est re´elle et positive, il s’ensuit que |PA(t)| < |PS(t)|. Conside´rons
alors se´pare´ment les moments pairs et impairs.
3.1.1 Moments pairs
Conside´rons le cas plus ge´ne´ral ou` la distribution PS n’est pas centre´e en t = 0. Il
est plus simple alors d’analyser les moments s’ils sont centre´s par rapport au centre
de la distribution ￿t￿ ; les moments centre´s sont ainsi obtenus.
￿T j￿ = 1
E
￿ ∞
−∞
T jP (t)dt T = t− ￿t￿ (3.3)
Les moments ￿T j￿ sont les moments de la distribution centre´e P (T ). Les moments ￿T j￿
pairs repre´sentent la moyenne de PS(t) ponde´re´e par T j lorsque j est pair comme le
montre la figure 3.1. Chacun de ces moments est une mesure indirecte de la largeur de
la distribution PS(t) ; par exemple ￿T 2￿ est la variance de la distribution. Ces largeurs
peuvent eˆtre compare´es entre elles en en extrayant la racine jie`me (les moments pairs
e´tant tous positifs),
∆Tj =
j
￿
￿T j￿ (3.4)
ou` ∆Tj est une mesure de la demi-largeur de la distribution PS(T ), s’apparentant
a` l’e´cart type (nous retrouvons l’e´cart type lorsque j = 2). Ces largeurs diﬀe`rent
entre elles par un facteur qui de´pend de la forme de la distribution. En eﬀet, en
regardant attentivement la figure 3.1, nous voyons que l’importance accorde´e aux
ailes de la distribution augmente avec j. Inversement, le centre de la distribution pe`se
plus lourd dans le calcul de la largeur lorsque j est faible. Notons toutefois que la
valeur du centre de la distribution (T = 0) ne compte pas dans le calcul de la largeur
puisque la fonction de poids T j vaut ze´ro. La largeur de la distribution P (T ) est la
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Figure 3.1 Ponde´ration de la distribution par la fonction de poids T j. La distribution
P (T ) est une gaussienne. Il apparaˆıt que les ailes de la distribution prennent une
importance d’autant plus grande par rapport au centre que j est grand.
meˆme que celle de PS(T ), puisque les moments pairs sont nuls pour PA(T ).
Les moments ￿T j￿ nous renseignent donc sur la forme de la distribution ; cette
information est toutefois indirecte duˆ a` l’eﬀet moyennant de l’inte´grale. Toutefois,
en comparant les diﬀe´rents moments entre eux, il est possible d’extraire une cer-
taine information sur la forme de la distribution. Par exemple, l’aplatissement de la
distribution ou kurtosis est de´fini en comparant les deux premiers moments pairs.
κt =
￿T 4￿
￿T 2￿2 (3.5)
Une fac¸on ge´ne´rale d’extraire la forme de la distribution est d’utiliser les moments
standardise´s, qui sont obtenus en normalisant le temps T par rapport a` l’e´cart type
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∆T2 =
￿￿T 2￿.
￿θj￿ = 1
E
￿ ∞
−∞
θjP (t)dt θ =
t− ￿t￿￿￿T 2￿ = T∆T2 (3.6)
Les moments standardise´s sont donc sans dimension ; l’information qu’ils repre´sentent
se rapporte d’autant plus aux ailes de la distribution que j est grand. Il s’ensuit de
la de´finition que ￿θ2￿ = 1 et ￿θ4￿ = κt. Notons que de reconstruire la distribution a`
partir des moments est un proble`me complexe que nous n’envisageons pas dans cette
the`se.
3.1.2 Moments impairs
Les moments impairs repre´sentent la moyenne de PA(t) ponde´re´e par tj lorsque j
est impair. Puisque PS(t) n’intervient pas dans le calcul des moments impairs, ces der-
niers ne repre´sentent donc que la largeur de la partie asyme´trique de la distribution
P (t) ; en d’autres termes ils caracte´risent l’asyme´trie de la distribution. Contraire-
ment aux moments pairs, les moments impairs ne sont pas ne´cessairement positifs ;
le signe du moment indique le sens de l’asyme´trie. Le moment d’ordre 1 repre´sentant
le centre de masse, son signe indique le sens du de´calage de la distribution. Le signe
des moments d’ordre supe´rieur indique lequel des coˆte´s de la distribution PA(t) est
le plus raide. Un signe positif indique que le coˆte´ gauche (vers t < 0) est plus raide
que le coˆte´ droit (vers t > 0) ; un signe ne´gatif indique le contraire. Les moments
standardise´s de´crivent la partie asyme´trique de la forme de l’impulsion.
3.2 Moments d’une distribution complexe
Les moments d’une distribution re´elle ne sont cependant pas suﬃsants pour l’ana-
lyse qui suit puisque nous nous e´tudions principalement l’e´volution de champs com-
plexes. Il nous faut donc un ensemble de moments pouvant de´crire les distributions
complexes. Dans cette section, nous pre´sentons un formalisme des moments d’une
distribution complexe qui forme la base de l’analyse qui suit dans cette the`se. Le
formalisme que nous utilisons est emprunter a` la me´canique quantique. Supposons
que nous ayons une distribution complexe A(t) qui est une fonction du temps t dont
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nous pouvons calculer la transforme´e de Fourier A˜(ω) tel que
A˜(ω) =
1√
2π
￿ ∞
−∞
A(t) exp(iωt)dt (3.7)
Les moments de cette distribution peuvent eˆtre alors de´crits a` l’aide d’ope´rateur de
temps t et de pulsation ω = i ddt . Les moments bruts complexes d’ordre n = j+k sont
de´finis par
￿tjωk￿ = 1
E
￿ ∞
−∞
A∗(t)tj
￿
i
d
dt
￿k
A(t)dt E =
￿ ∞
−∞
|A(t)|2dt (3.8)
et sont normalise´s par E (pour une fonction d’onde, E = 1). Cette de´finition est
analogue aux ope´rateurs ne me´canique quantique ; t est analogue a` l’ope´rateur de
position, ω a` la quantite´ de mouvement et le champ A a` la fonction d’onde. No-
tons que nous avons utilise´ le temps et les fre´quences pour de´crire la distribution
afin d’eˆtre cohe´rents avec les chapitres suivants. Ces moments ne de´crivent toutefois
pas la distribution de manie`re utile puisque leur valeur de´pend de la position de la
distribution. Pour interpre´ter les moments plus facilement, nous pouvons les centrer
autour de la valeur moyenne. En centrant les moments autour de ￿t￿ et de ￿ω￿, les
moments complexes centre´s sont ainsi obtenus.
￿T jΩk￿ = 1
E
￿ ∞
−∞
A∗(t)(t− ￿t￿)j
￿
i
d
dt
− ￿ω￿
￿k
A(t)dt (3.9)
Bien que ces moments soient complexes, il est possible de de´montrer que leur
partie re´elle est suﬃsante pour de´crire la distribution ; leur partie imaginaire pouvant
eˆtre exprime´e au moyen de la partie re´elle de moments d’ordre infe´rieur (voir annexe
A). Nous ne conside´rons donc que la partie re´elle de ces moments dans ce qui suit. Les
moments obtenus avec l’e´q. (3.9) peuvent eˆtre se´pare´s en deux cate´gories : les moments
purs, pouvant eˆtre uniquement par l’ope´rateur temps (k = 0) ou l’ope´rateur pulsation
(j = 0), et les moments mixtes, devant eˆtre de´crits a` l’aide des deux ope´rateurs.
Conside´rons se´pare´ment chacun de ces cas.
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3.2.1 Moments purs
Les moments purs sont toujours re´els ; c’est e´vident lorsque k = 0 car nous nous
retrouvons avec les moments ￿tj￿ de la section 3.1.1 avec P (t) = |A(t)|2. Dans le cas ou`
j = 0, l’e´q. (3.9) de´finit dans le temps les moments ￿ωk￿ qui de´crivent la distribution
dans le domaine spectral et il n’est pas e´vident que ces moments soient toujours re´els.
Pour s’en convaincre, il suﬃt de re´e´crire la de´finition des moments dans le domaine
spectral au lieu du domaine temporel.
￿tjωk￿ = 1
E
￿ ∞
−∞
A˜(ω)ωk
￿
i
d
dω
￿j
A˜∗(ω)dω E =
￿ ∞
−∞
|A˜(ω)|2dω (3.10)
Il devient alors clair que, lorsque j = 0, les moments ￿ωk￿ sont re´els. La signification
de ces moments est la meˆme que dans la section pre´ce´dente, sauf qu’il y a mainte-
nant deux groupes de moments, ￿tj￿ et ￿ωk￿, de´crivant la norme de la distribution
respectivement dans le domaine temporel et dans le domaine spectral.
3.2.2 Moments mixtes
Les moments mixtes contiennent de l’information appartenant a` la fois au do-
maine temporel et spectral. Ils de´crivent donc des covariances. Alors que les mo-
ments purs de´crivent la norme de la distribution, temporelle et spectrale, les mo-
ments mixtes de´crivent sa phase temporelle et spectrale (qui ne sont e´videmment pas
inde´pendantes). Pour s’en convaincre, il suﬃt d’exprimer la distribution en termes de
sa norme et de sa phase A(t) = |A(t)| exp[iφ(t)] et de conside´rer le cas ou` k = 1.
￿tjω￿r = − 1
E
￿ ∞
−∞
|A(t)|2tj d
dt
φ(t)dt (3.11)
L’indice r indique que seulement la partie re´elle du moment est conside´re´e. Le moment
￿tjω￿r de´pend directement de la fre´quence instantane´e, de´finie par
ωinst(t) = − d
dt
φ(t), (3.12)
et repre´sente donc dans quelle proportion la fre´quence instantane´e varie selon tj. Nous
de´finissons e´galement le chirp d’une impulsion comme la fre´quence instantane´e a` la-
quelle la porteuse ￿ω￿ (qui est e´galement ωinst(￿t￿) pour les distributions syme´triques)
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a e´te´ soustraite. En proce´dant de manie`re similaire dans le domaine spectral, le mo-
ment ￿tωk￿r est de´fini par
￿tωk￿r = 1
E
￿ ∞
−∞
|A˜(ω)|2ωk d
dω
Φ(ω)dω (3.13)
ou` Φ(ω) est la phase de A˜(ω). Ce moment caracte´rise le de´lai fre´quentiel tfreq tel que
tfreq(ω) =
d
dω
Φ(ω). (3.14)
Alors que la fre´quence instantane´e indique la fre´quence de la distribution a` un temps
donne´, le de´lai fre´quentiel donne le de´lai auquel une fre´quence donne´e se retrouve. Le
moment ￿tωk￿r indique alors a` quel point tfreq varie selon ωk. Il est a` noter que les
moments donnent des corre´lations moyennes, c’est-a`-dire qu’il ne faut pas interpre´ter,
par exemple, le moment ￿tjω￿r comme e´tant proportionnel au «jie`me» coeﬃcient de
la se´rie de Taylor de ωinst. Il faut plutoˆt le voir comme e´tant proportionnel a` la courbe
de tendance tj de´crivant le mieux ωinst.
Dans le cas ge´ne´ral ou` j ￿= 1 et k ￿= 1, les moments mixtes de´crivent comment la
fre´quence instantane´e varie avec tj/k ou encore comment le de´lai fre´quentiel varie en
ωk/j. Toutefois, lorsque n = j + k est pair et supe´rieur a` 2, le moment ￿tjωk￿r de´crit
en plus indirectement la norme de la distribution. Par exemple, le moment ￿t2ω2￿r
de´crit non seulement la phase de manie`re similaire a` ￿tω￿r mais contient e´galement
les ope´rateurs t2 et ω2 qui de´crivent la norme de la distribution.
La syme´trie des moments mixtes est le´ge`rement diﬀe´rente des moments purs.
Les moments purs d’ordre pair caracte´risent la partie syme´trique de la norme et les
moments impairs la partie asyme´trique. Les moments mixtes d’ordre pair sont non-
nuls pour une distribution syme´trique avec une phase syme´trique ou une distribution
asyme´trique avec une phase asyme´trique. Les moments mixtes d’ordre impair ont des
contributions provenant de la partie syme´trique de la norme ponde´re´e par la partie
asyme´trique de la phase ainsi que de la partie asyme´trique de la norme ponde´re´e par
la partie syme´trique de la phase.
Notons finalement que bien que les moments purs de´crivent la norme de la dis-
tribution, ils de´crivent e´galement indirectement la phase ; la norme de la distribution
dans le domaine temporel de´pend de la phase dans le domaine spectral et vice-versa.
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3.3 Moments non-line´aires
Les moments pre´sente´s depuis le de´but du chapitre ponde`rent la distribution avec
le monoˆme tj et/ou la de´rive´e
￿
i ddt
￿k
. Bien qu’il existe une infinite´ de fonctions avec
lesquelles la distribution puisse eˆtre ponde´re´e, il est inte´ressant de conside´rer la dis-
tribution elle-meˆme par le biais de l’ope´rateur P = |A(t)|2. Il est alors possible de
de´finir les moments bruts non-line´aires qui sont e´galement complexes.
￿P ptjωk￿ = 1
E
￿ ∞
−∞
A∗(t)|A(t)|2ptjik d
k
dtk
A(t)dt E =
￿ ∞
−∞
|A(t)|2dt (3.15)
Les moments non-line´aires sont diﬀe´rents des moment complexes a` plusieurs niveaux.
Premie`rement, leur partie imaginaire ne peut pas eˆtre exprime´e de manie`re ge´ne´rale
au moyen de moments d’ordre infe´rieur. Deuxie`mement, ils ne pre´sentent pas de
syme´trie temps-fre´quence, puisque l’ope´rateur P est de´fini dans le temps. La syme´trie
temps-fre´quence vient du fait que les ope´rateurs t et ω sont conjugue´s. Finalement,
ils n’obe´issent pas aux relations de commutation de´crites dans l’annexe A.
Il est diﬃcile d’expliquer de fac¸on ge´ne´rale ce que repre´sentent ces moments
puisque l’eﬀet de l’ope´rateur P de´pend explicitement de la forme de la distribution.
Toutefois pour les distributions en forme de cloches, l’eﬀet de l’ope´rateur P p est de
mettre plus de poids sur le centre de la distribution que sur les ailes et ce, d’autant
plus que p est e´leve´. Ils ont donc l’eﬀet contraire de l’ope´rateur tj qui met un poids
plus important sur les ailes. De plus, l’eﬀet de l’ope´rateur est d’autant moins prononce´
que la distribution se rapproche d’un cre´neau, pour lequel l’ope´rateur n’a aucun eﬀet.
La partie imaginaire du moment non-line´aire doit eˆtre interpre´te´e diﬀe´remment
de sa partie re´elle. La partie re´elle du moment conserve a` peu pre`s le meˆme sens que
le moment complexe e´quivalent. Par exemple, ￿PΩ2￿r est proportionnel a` la largeur
de la norme de la distribution dans le domaine spectral, tout comme ￿Ω2￿, mais
elle est e´galement proportionnelle a` son amplitude. Toutefois, ￿PΩ2￿i de´crit la phase
de la distribution. De fac¸on ge´ne´rale, la partie imaginaire de´crit la phase lorsque la
partie re´elle de´crit la norme et vice-versa. Ceci est e´galement vrai pour les moments
complexes. Notons que les moments non-line´aires pour lesquels k < 2 ont une partie
re´elle pouvant eˆtre exprime´e en terme de moments non-line´aire d’ordre infe´rieur.
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3.4 Facteurs de forme
Nous avons vu que les moments, quel que soit leur ordre, de´pendent indirectement
de la forme de la distribution. En les comparant entre eux, il est possible d’extraire
certaines informations sur la forme de l’impulsion. Le coeﬃcient d’aplatissement a
de´ja` e´te´ de´fini par l’E´q. (3.5) et peut eˆtre e´tendu aux moments complexes et non-
line´aires.
κT =
￿T 4￿
￿T 2￿2 κΩ =
￿Ω4￿
￿Ω2￿2 κP =
￿P 2￿
￿P ￿2 (3.16)
Plus κt est faible, plus la norme de la distribution temporelle est pointue ; κω de´crit
de manie`re similaire la distribution dans le domaine spectral. Le facteur de forme κP
de´crit e´galement l’aplatissement dans le domaine temporel de manie`re similaire a` κt
lorsque la distribution est en forme de cloche. Il est e´galement possible de d’obtenir
des facteurs de formes en utilisant des moments de natures diﬀe´rentes.
κTΩ =
￿T 2Ω2￿r
￿T 2￿￿Ω2￿ κPT =
￿PT 2￿
￿P ￿￿T 2￿ κPΩ =
￿PΩ2￿r
￿P ￿￿Ω2￿ (3.17)
Les facteurs de forme κtω et κPω sont de´finis a` la fois dans le domaine temporel et le
domaine spectral. L’asyme´trie de la distribution peut eˆtre de´finie a` l’aide des moments
d’ordre impair.
sT =
￿T 3￿
￿T 2￿ 32 sΩ =
￿Ω3￿
￿Ω2￿ 32 sPT =
￿Pt￿
￿P ￿￿t￿ sPΩ =
￿Pω￿r
￿P ￿￿ω￿ (3.18)
Il existe une infinite´ de parame`tres de forme en utilisant les moments d’ordre supe´rieur.
Nous n’avons pre´sente´ ici que quelques exemples faisant intervenir les moments com-
plexes d’ordre n ≤ 4 et les moments non-line´aire d’ordre n ≤ 2. Pour mieux com-
prendre comment ces facteurs caracte´risent la distribution, nous utilisons la distribu-
tion de Pearson.
3.4.1 Distribution de Pearson
Pour avoir une ide´e de ce que que repre´sentent les facteurs de forme, nous pour-
rions les calculer pour diﬀe´rentes distributions, ce qui serait relativement long. Ou si
nous avions une distribution pouvant prendre diﬀe´rentes formes, il nous suﬃrait de
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calculer les facteurs de forme de cette dernie`re. La distribution de Pearson (Pearson,
1916), (Craig, 1936) est une telle distribution re´elle qui permet de de´crire diffe´rentes
formes de distributions. Alors que la distribution gaussienne est la meilleure approxi-
mation qu’on puisse faire d’une distribution connaissant seulement ses deux premiers
moments (la moyenne et la variance), la distribution de Pearson est l’approximation
utilisant les quatre premiers moments re´els (l’asyme´trie et l’aplatissement). Nous pou-
vons donc e´tudier facilement les facteurs de forme. Puisque la distribution de Pearson
peut prendre diﬀe´rentes formes, elle nous sera utile pour approximer les moments afin
de re´soudre les e´quations de propagation et celles des lasers.
APrsn(t) = K
￿
at2 + d
√
bt+ b
￿− 12a
exp
￿
d+ 2am√
4a− d2 arctan
￿
d+ 2at/
√
b√
4a− d2
￿￿
(3.19)
Elle est alternativement de´crite sous forme diﬀe´rentielle.
1
APrsn(t)
d
dt
APrsn(t) =
m
√
b− t
at2 + d
√
bt+ b
(3.20)
La distribution de Pearson peut donc eˆtre vue comme le de´veloppement de Pade´
d’ordre (1,2) sur une e´chelle logarithmique de la de´rive´e de la distribution. Les pa-
rame`tres a, d et m sont des parame`tres re´els sans dimension. Les parame`tres K et b
sont des parame`tres re´els et positifs ; K est une constante de normalisation alors que√
b repre´sente la largeur de la distribution et a les dimensions de t. Les parame`tres a
et d dictent la forme de la distribution ; l’aplatissement et l’asyme´trie respectivement.
Le parame`tre m est le mode, ou valeur maximale, de la distribution ou` la de´rive´e est
nulle. Pour s’en convaincre, il suﬃt de calculer les moments re´els de la distribution
P (t) = A2Pearson(t), en supposant ￿t￿ = 0 pour fin de simplicite´.
￿t￿ = d+ 2m
2(1− a)
√
b = 0 ⇒ d = −2m
￿T 2￿ = b
2− 3a st =
2m
√
b
2a− 1 κt =
3(2− 3a)(1− 2a) + 12m2b
(2− 5a)(1− 2a) (3.21)
La largeur de la distribution, ￿T 2￿ est proportionnelle a` b. L’asyme´trie est propor-
tionnelle a` d (puisque d = −2m quand ￿t￿ = 0). Finalement κt est donne´e par a. Pour
que la distribution demeure inte´grable, lorsque a < 0, il faut limiter la distribution a`
l’intervalle r1 ≤ t ≤ r2, ou` r1 et r2 sont les racines de at2 + d
√
bt+ b. La distribution
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est nulle a` l’exte´rieur de cet intervalle.
La distribution de Pearson permet de repre´senter plusieurs distributions de pro-
babilite´ dont la distribution normale (gaussienne) (a = 0), beta, gamma et Student
Leon-Garcia (1994). Elle peut e´galement repre´senter entre autres les fonctions syme´tri-
ques (d = m = 0) parabolique (a = −1), lorentzienne (a = 1) et cre´neau (a = −b =
−∞). Diﬀe´rentes distributions syme´triques sont trace´es a` la figure 3.2 sur une e´chelle
logarithmique. La se´cante hyperbolique est repre´sente´e approximativement soit par
a = 1/3, soit par a ≈ 0.29 selon que la valeur soit obtenue par le de´veloppement en
se´rie de Pade´ de la se´cante hyperbolique, ou par la conservation de l’e´nergie (c’est-a`-
dire en faisant en sorte que la distribution de Pearson et la se´cante hyperbolique aient
la meˆme constante de normalisation). Cette dernie`re donne une meilleure approxima-
tion sur les ailes puisque la forme est ponde´re´e sur tout le temps dans le calcul de
l’e´nergie alors que le de´veloppement de Pade´ se fait autour de T = 0.
La figure 3.3 montre les facteurs de forme κT , κPT , κP , κΩ, κTΩ et κPΩ en fonction
de a pour une distribution syme´trique (leur de´finition exacte est donne´e a` l’annexe D).
Les diﬀe´rents facteurs de forme permettent de caracte´riser la forme de l’impulsion de
diﬀe´rentes fac¸ons en mettant l’accent sur le centre ou les ailes ; ainsi certains facteurs
de forme diminuent ou augmentent avec a. Cependant, pour certaines valeurs de a,
le facteur de forme diverge.
3.4.2 Limites des moments
La divergence possible de certains moments nous ame`ne aux limites d’utilisation
des moments. Pour mieux comprendre ces limites, conside´rons la largeur temporelle
et spectrale de la distribution de Pearson syme´trique.
￿T 2￿ = b
2− 3a ￿Ω
2￿ = 1
4b
￿
2− a
1 + a
￿
(3.22)
Le moment ￿T 2￿ est la variance de la distribution de Pearson, une quantite´ positive
par de´finition. Que ce passe-t-il alors lorsque a > 2/3 ? Est-ce que la distribution
devient infiniment large lorsque a = 2/3 ? La re´ponse est non. Le proble`me vient du
fait que les moments sont de´finis au moyen d’une inte´grale de´finie (de −∞ a` ∞) et
cette inte´grale doit converger. Il n’est pas suﬃsant que la distribution soit inte´grable ;
il faut aussi que l’ope´rateur du moment applique´ sur la distribution soit inte´grable.
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Figure 3.2 Diﬀe´rentes distributions pouvant eˆtre repre´sente´es par la distribution de
Pearson. La gaussienne (a = 0), la parabole (a = −1), la lorentzienne (a = 1) et
le cre´neau (a → −∞) sont repre´sente´s exactement. Notons que b = −a pour avoir
un cre´neau de´fini −1 ≤ T ≤ 1. La se´cante hyperbolique est repre´sente´e approxima-
tivement de deux manie`res diﬀe´rentes selon une expansion de Pade´ (a = 1/3) ou la
conservation de l’e´nergie (a ≈ 0.29).
Dans le cas de ￿T 2￿ pour la distribution de Pearson, l’inte´grale converge si a < 2/3 ;
au-dela` de cette valeur, l’inte´grale diverge et la valeur de la variance n’a plus de sens.
Il en va de meˆme pour ￿Ω2￿ qui devient infini lorsque la distribution est parabolique
(a = 1). La distribution parabolique a un spectre tre`s large et oscillant puisqu’elle
est finie dans le domaine temporel. Il s’ensuit que l’inte´grale de´finissant ￿Ω2￿, qu’elle
soit dans le domaine temporel ou spectral, diverge pour a ≤ 1. Un autre fait notable
est que ￿Ω2￿ est nul lorsque a = 2. La largeur spectrale ne peut e´videmment pas eˆtre
nulle sans violer le principe d’incertitude. Le moment ￿Ω2￿ devient nul parce que la
constante de normalisation E diverge lorsque a = 2. La largeur spectrale n’est donc
de´finie qu’a` l’inte´rieur de l’intervalle −1 < a < 2.
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Figure 3.3 Diﬀe´rents facteurs de forme de´crivant la forme de la distribution de Pear-
son re´elle en fonction du parame`tre de forme a. Certains facteurs de forme divergent
ou s’annulent indiquant que l’inte´grale du calcul d’au moins un des moments rattache´
au calcul de ce facteur de forme diverge.
Il faut donc bien comprendre que les moments ne sont qu’un moyen de caracte´riser
une distribution ; d’autres moyens existent. Par exemple, comparons l’e´cart type ∆T2
de la distribution de Pearson avec sa largeur a` mi-hauteur δT1/2.
∆T2 =
￿
b
2− 3a
￿ 1
2
(3.23)
δT1/2 = 2
￿
b
a
(2a − 1)
￿1/2
(3.24)
Nous constatons que l’e´cart type posse`de un poˆle en a = 2/3 alors que largeur a` mi-
hauteur est de´finie pour toutes les valeurs de a. Alors pourquoi utiliser les moments ?
Apre`s tout, la largeur a` mi-hauteur est de´finie de manie`re cohe´rente, pour toutes les
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valeurs de a contrairement a` ￿T 2￿ ! Les moments ont toutefois un avantage important :
ils se calculent inde´pendamment de la distribution. Plus exactement, l’expression de
la largeur a` mi-hauteur de´pend explicitement de la forme de la distribution alors que
la de´finition ￿T 2￿ est la meˆme quelle que soit la distribution. Ainsi, si les moments
sont utilise´s pour mode´liser une distribution dans un proble`me donne´, pour simpli-
fier la re´solution par exemple, aucune supposition n’a besoin d’eˆtre faite a priori
sur la forme de la distribution. Une fois le proble`me re´solu, les moments de´crivent
la distribution recherche´e (approximativement, bien entendu). Si nous voulions uti-
liser la largeur a` mi-hauteur pour caracte´riser la distribution lors de la re´solution
du proble`me, il faudrait supposer au de´part la forme de cette dernie`re. Cela revien-
drait a` connaˆıtre la solution du proble`me avant de l’avoir re´solu ! E´videmment, si
la distribution recherche´e ne peut eˆtre repre´sente´e par les moments, ces derniers ne
sont d’aucun secours pour re´soudre le proble`me. Nous reviendrons plus en de´tails
sur ces conside´rations au chapitre 6. Il est possible d’imaginer d’autres moyens de
caracte´riser la distribution, en utilisant par exemple d’autres ope´rateurs de moments.
Les moments ￿tjωk￿ ont toutefois l’avantage d’eˆtre faciles a` interpre´ter, contraire-
ment a` des ope´rateurs plus complexes. Certains ope´rateurs plus exotiques peuvent
cependant simplifier la re´solution a` l’occasion, surtout quand ils refle`tent la nature
du proble`me a` re´soudre.
Dans ce premier chapitre, les principaux concepts de base des moments ont e´te´
expose´s. Trois cate´gories de plus en plus ge´ne´rales de moments ont e´te´ de´finies : les mo-
ments re´els, complexes et non-line´aires. La signification de ces moments, par rapport
a` la distribution qu’ils caracte´risent, a e´te´ donne´e dans les diﬀe´rents cas. La de´finition
des moments ne de´pend pas directement de la forme de la distribution conside´re´e,
ce qui est un grand avantage ; il faut toutefois que l’inte´grale de´finissant le moment
conside´re´ converge. La distribution de Pearson a e´galement e´te´ pre´sente´e. Cette dis-
tribution permet de reconstruire approximativement une distribution a` partir de ces
quatre premiers moments. Elle peut donc repre´senter diﬀe´rentes distributions. Tous
ces concepts sont employe´s dans les chapitres suivants pour de´crire la propagation
d’impulsions dans un milieu dispersif et non-line´aire.
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Chapitre 4
Propagation non-line´aire et les
moments d’ordre 2
Regardons maintenant comment les moments pre´sente´s au chapitre pre´ce´dent nous
permettent de re´soudre l’e´quation de´crivant la propagation d’une impulsion dans une
fibre optique dispersive et non-line´aire. Bien que nous nous inte´ressons dans le reste
de cette the`se a` la propagation d’impulsion dans une fibre optique, l’e´quation de
Schro¨dinger non-line´aire est utilisable pour de´crire d’autres phe´nome`nes physiques.
En plus de la propagation dans les fibres optiques, elle permet de de´crire, entre autres,
la propagation d’ondes dans un fluide et la propagation d’ondes diﬀractantes.
4.1 L’e´quation de Schro¨dinger non-line´aire
Conside´rons une impulsion lumineuse se propageant dans une fibre optique. Nous
supposons que le champ e´lectrique de cette impulsion conserve la meˆme polarisation
line´aire tout au long de la propagation. Le champ est donne´ par (Agrawal, 2001)
￿E(t) = xˆ
2
{F (x, y)A(z, t) exp [i (β0z − ω0t)] + complexe conjugue´} . (4.1)
Le champ est de´composable en une partie transverse F (x, y), donne´e par le mode
de la fibre, et une partie longitudinale A(z, t), l’enveloppe de l’impulsion. Cette
de´composition se justifie dans le cadre de la the´orie des modes scalaires. L’ampli-
tude du champ est normalise´ de fac¸on que |F (x, y)|2 = 1 et |A(t)|2 est la puissance
du champ. Le champ est centre´ dans le domaine spectral autour de la porteuse ω0 et
se propage avec un nombre d’onde moyen β(ω0) = β0. Nous supposons e´galement que
la dure´e de l’impulsion est supe´rieure a` 1 picoseconde. Dans ce cas, la propagation de
l’amplitude du champ e´lectrique est donne´e par l’e´quation de Shro¨dinger non-line´aire
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(ESNL)
∂A
∂z
= −β1∂A
∂t
− iβ2
2
∂2A
∂t2
+ iγ|A|2A (4.2)
ou` les parame`tres β1 et β2 proviennent du de´veloppement en se´rie de Taylor de la
constante de propagation β(ω) autour de ω0. Ils repre´sentent respectivement l’inverse
de la vitesse de groupe de l’enveloppe de l’impulsion et la dispersion de la vitesse de
groupe. Le parame`tre γ donne l’ampleur de l’auto-modulation de phase, une phase
non-line´aire proportionnelle a` l’intensite´ du champ.
Il n’y a pas de solutions analytiques ge´ne´rales a` l’e´quation de Schro¨dinger non-
line´aire. Elle admet par contre des solutions analytiques dans certains cas particuliers.
Il existe une solution analytique dans le cas purement dispersif (γ = 0) et purement
non-line´aire (βj = 0). Lorsque β ￿= 0 et γ ￿= 0, il existe une solution pe´riodique, le
soliton, et une solution asymptotique.
4.1.1 Solution dispersive
Dans le cas dispersif, l’ESNL se re´duit a`
∂A
∂z
= −iβ2
2
∂2A
∂T 2
(4.3)
ou` T = t − β1z repre´sente un re´fe´rentiel de temps se de´plac¸ant a` la meˆme vitesse
que le centre de l’impulsion. Cette e´quation peut eˆtre re´solue lorsque l’impulsion se
propageant est une gaussienne en proce´dant par transforme´e de Fourier. Dans ce cas,
l’amplitude du champ de l’impulsion est donne´e par
A(z, T ) =
￿
P0T 20
T 20 − iβ2z
￿ 1
2
exp
￿
− T
2
2 (T 20 − iβ2z)
￿
(4.4)
ou` P0 est la puissance creˆte initiale en z = 0 et T0 la demi-largeur initiale a` 1/e de
l’intensite´. L’enveloppe de l’impulsion s’e´tale dans le temps pendant la propagation
Sa phase devient quadratique ce qui implique que la fre´quence instantane´e augmente
ou diminue line´airement avec le temps. La densite´ spectrale de l’impulsion ne change
pas pendant la propagation, la dispersion chromatique ne changeant que la phase
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dans le domaine spectral.
A(z,Ω) = |A(0,Ω)| exp ￿iβ2Ω2z￿ (4.5)
4.1.2 Solution non-line´aire
Le cas purement non-line´aire (βj = 0) est re´solue analytiquement pour n’importe
la forme d’impulsion. La solution est toutefois implicite et s’e´crit sous la forme
A(z, t) = A(0, t) exp
￿
iγ|A(0, t)|2z￿ (4.6)
ou` A(0, t) est l’amplitude initiale de l’impulsion. La puissance de l’impulsion demeure
constante lors de la propagation, seule une phase proportionnelle a` la puissance aug-
mente. Dans le domaine spectral, la densite´ spectrale s’e´largit avec la propagation.
4.1.3 Solution pe´riodique
Dans le re´gime de dispersion anormale (β2 < 0), la dispersion chromatique et
l’auto-modulation de phase peuvent se compenser pour former une impulsion qui
se propage sans se de´former lors de la propagation : c’est le soliton Agrawal (2001).
Lorsque la compensation est parfaite, nous avons un soliton d’ordre 1 qui est invariant
lors de la propagation. Lorsque la puissance est suﬃsamment e´leve´e, la compensation
est pe´riodique et l’impulsion retrouve pe´riodiquement sa forme initiale. L’enveloppe
du champ du soliton d’ordre un est donne´e par
A(z, T ) =
￿
|β2|
γT 20
sech
￿
T
T0
￿
exp
￿
− i
2
β2
T 20
z
￿
(4.7)
L’enveloppe du soliton est de´crite par une se´cante hyperbolique. Les solitons d’ordres
supe´rieurs sont obtenus par la me´thode de diﬀusion inverse (Zakharov et Shabat,
1972). La forme ge´ne´rale de leur amplitude est un rapport de sommes de cosinus
hyperboliques et trigonome´triques.
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4.1.4 Solution asymptotique
Dans le re´gime de dispersion normale, la dispersion chromatique et l’auto-modula-
tion de phase ne peuvent se compenser. Dans ce re´gime, une impulsion posse´dant
initialement une tre`s grande puissance creˆte tend de manie`re asymptotique en se pro-
pageant vers une impulsion tre`s «chirpe´e» dont l’enveloppe est parabolique (Anderson
et al., 1993b).
A(z, T ) =
￿
Pc(z)
￿
1− T
2
T 2c (z)
￿ 1
2
exp
￿
−ib(z)
2
T 2
￿
(4.8)
Les parame`tres Pc(z), Tc(z) et b(z) sont de´finis analytiquement de manie`re explicite
par les relations suivantes dans le cas asymptotique :
b(z) ≈ 1
β2z
(4.9a)
= 2K0K1Pc
￿
1−K1Pc (4.9b)
1
K1
= Pc(0) +
9
64
β2
γ
E2b2(0)
P 2c (0)
(4.9c)
K0 =
4
3
￿
γ
β2
K
− 32
1
E
(4.9d)
Tc(z)Pc(z) =
3
4
E (4.9e)
(4.9f)
ou` E est l’e´nergie de l’impulsion. Le parame`tre Pc(z) est obtenu en re´solvant l’e´quation
implicite 4.9b. Le parame`tre Tc(z) est obtenu en fixant l’e´nergie de l’impulsion.
4.2 E´quations de propagation des moments
Utilisons maintenant les moments dans le but de de´terminer une solution approxi-
mative ge´ne´rale de l’ESNL mais dans le cas ou` il y a dispersion et non-line´arite´. Nous
limitons l’analyse dans cette section au moments d’ordre 1 et 2. Les e´quations de pro-
pagation des moments sont obtenues en de´rivant les de´finitions des moments donne´es
au chapitre 3 et en y substituant l’e´q. (4.2). La constante de normalisation E devient
alors l’e´nergie de l’impulsion selon la de´finition (4.1). La propagation des moments
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d’ordre 1 est ainsi
d
dz
￿t￿ = β1 + β2￿ω￿ (4.10a)
d
dz
￿ω￿ = 2γ￿Pω￿i = 0. (4.10b)
Il faut faire attention ici a` la de´finition de ω qui n’est pas la fre´quence (pulsation) du
champ puisque nous avons soustrait cette dernie`re dans l’expression (4.1) du champ
e´lectrique. Le moment ω repre´sente dans ce cas l’e´cart a` la porteuse ω0. Notons que
pour les distributions syme´triques, cet e´cart est toujours nul. Ces deux e´quations sont
facilement inte´grables et donnent
￿t￿ = ￿t￿0 + β1z + β2￿ω￿0z ￿ω￿ = ￿ω￿0 (4.11)
ou` l’indice 0 repre´sente la valeur en z = 0. En supposant, sans perte de ge´ne´ralite´,
que ￿ω￿0 = 0 et ￿t￿0 = 0, les e´quations de propagation des moments d’ordre 2 peuvent
eˆtre e´crites sur les moments centre´s. Les e´quations de propagation pour les moments
d’ordre 2 sont alors
d
dz
￿T 2￿ = 2β2￿TΩ￿r (4.12a)
d
dz
￿TΩ￿r = β2￿Ω2￿+ γ
2
￿P ￿ (4.12b)
d
dz
￿Ω2￿ = 2γ￿PΩ2￿i (4.12c)
ou` T = t−￿t￿ et Ω = ω−￿ω￿. Il est e´galement utile d’e´crire l’e´quation de propagation
du moment non-line´aire d’ordre 0, ￿P ￿ puisqu’il intervient dans le calcul de ￿TΩ￿r.
d
dz
￿P ￿ = −2β2￿PΩ2￿i (4.13)
Ce moment est proportionnel a` la puissance creˆte de l’impulsion et de´pend e´galement
de la forme de l’impulsion ; il repre´sente une puissance eﬀective. Finalement, il est pos-
sible de montrer que l’e´q. (4.2) conserve l’e´nergie puisque dE/dz = 0. Les e´quations
de propagation des moments ne sont malheureusement pas ferme´es puisqu’il n’y pas
d’e´quation diﬀe´rentielle pour le moment ￿PΩ2￿i. Si nous e´crivions l’e´quation de pro-
pagation de cette dernie`re des moments d’ordre supe´rieur surviendraient. Il y a donc
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une fuite vers l’avant, c’est-a`-dire que les e´quations de propagation de ces moments
d’ordre supe´rieur font intervenir a` leur tour des moments d’ordre encore plus e´leve´.
Il faut donc approximer ces moments d’ordre supe´rieur pour re´soudre.
L’approximation la plus simple a` faire est de remplacer le moment ￿PΩ2￿i par
une expression ne de´pendant que de ￿T 2￿, ￿TΩ￿r, ￿Ω2￿ et ￿P ￿. Une fac¸on d’y arriver
est de supposer que la phase du champ est quadratique dans le temps. Ainsi, si nous
substituons A(z, T ) = |A(z, T )| exp (iφ) ou` φ = hT 2 dans les de´finitions de ￿TΩ￿r et
￿PΩ2￿i, nous obtenons
￿TΩ￿r = − 1
E
￿ +∞
−∞
|A(T )|2T dφ
dT
dT ≈ −2h￿T 2￿ (4.14)
￿PΩ2￿i = − 1
2E
￿ +∞
−∞
|A(T )|4 d
2φ
dT 2
dT ≈ h￿P ￿ = ￿P ￿￿TΩ￿r
2￿T 2￿ . (4.15)
Cette approximation permet de re´soudre les e´quations de propagation des moments
puisqu’il n’y a plus de fuite vers l’avant. Il est remarquable que le syste`me d’e´quations
puissent se fermer en faisant seulement une approximation sur la phase de l’impul-
sion. Autrement dit, nous avons ferme´ le syste`me en ne faisant aucune supposition
sur la forme de l’impulsion. La re´solution qui suit est donc valide pour des formes
arbitraires d’impulsions. Il y a toutefois deux restrictions a` faire. Premie`rement, le
re´sultat final, l’e´volution des moments d’ordre 2, ne nous informe que sur les diﬀe´rentes
largeurs de l’impulsion. Ainsi l’information de forme est plus ou moins absente des mo-
ments d’ordre 2 (il est possible d’y avoir acce`s indirectement, comme nous le verrons).
Deuxie`mement, une des conse´quences de supposer que la phase est quadratique est
que la forme de l’impulsion ne change pas lors de la propagation. Pour s’en convaincre,
il suﬃt d’e´crire l’e´volution du coeﬃcient d’aplatissement.
1
κt
dκt
dz
= 4β2
￿￿T 3Ω￿r
￿T 4￿ −
￿TΩ￿r
￿T 2￿
￿
≈ −4β2 (2h− 2h) = 0 (4.16)
Le fait que la forme de l’impulsion soit suppose´e invariante est une limitation im-
portante. Toutefois, notons que la forme de l’impulsion est invariante dans toutes les
solutions analytiques pre´sente´es pre´ce´demment dans la litte´rature (a` l’exception des
solitons d’ordre supe´rieur ou` elle change pe´riodiquement). Pour obtenir l’e´volution de
la forme de l’impulsion, il faut donc inclure l’e´volution des moments d’ordre supe´rieur
a` 2. Pour les distributions syme´triques, il faut conside´rer les moments d’ordre 4, ce
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que nous faisons au chapitre 6.
A` l’ordre 2, l’e´volution des moments est ainsi approximativement de´crite par le
syste`me d’e´quations diﬀe´rentielles suivant :
d
dz
￿T 2￿ ≈ 2β2￿TΩ￿r (4.17a)
d
dz
￿TΩ￿r ≈ β2￿Ω2￿+ γ
2
￿P ￿ (4.17b)
d
dz
￿Ω2￿ ≈ γ ￿P ￿￿TΩ￿r￿T 2￿ (4.17c)
d
dz
￿P ￿ ≈ −β2 ￿P ￿￿TΩ￿r￿T 2￿ (4.17d)
Un des avantages d’utiliser les moments, au lieu du champ, pour exprimer le proble`me
est que la physique de la propagation devient beaucoup plus limpide. Par exemple,
nous retrouvons par le biais de l’e´q. (4.17a) le re´sultat bien connu que la dure´e d’une
impulsion ne peut eˆtre comprime´e que si son «chirp» (proportionnel a` ￿TΩ￿r) et la
dispersion (β2) sont de signes oppose´s. D’une manie`re similaire, d’apre`s l’e´q. (4.17c), la
largeur de bande ne peut eˆtre re´duite que si le chirp est ne´gatif puisque γ est toujours
positif dans la silice. Cette compression spectrale est d’autant plus importante que
l’impulsion est courte et que sa puissance est grande. A` partir de l’e´q. (4.17d), il
apparaˆıt que plus l’impulsion est courte, plus sa puissance change rapidement, ce qui
est cohe´rent avec la notion de dispersion chromatique : plus l’impulsion est courte,
plus sa largeur de bande est grande et plus la dispersion chromatique est importante.
Il est e´vident selon l’e´q (4.17b) qu’il y a deux contributions au chirp : une dispersive,
proportionnelle a` la largeur de bande ￿Ω2￿, et une non-line´aire, proportionnelle a`
la puissance ￿P ￿. La condition solitonique (pour un soliton fondamental) peut eˆtre
retrouve´e a` partir de l’e´q. (4.17b) lorsque la de´rive´e est nulle, c’est-a`-dire que les deux
contributions se compensent parfaitement. La condition s’e´crit alors
LD
LNL
= 1 =
γ￿P ￿
2|β2|￿Ω2￿ (4.18)
ou` la longueur de dispersion LD et la longueur non-line´aire LNL sont de´finies par
LD =
1
|β2|￿Ω2￿ , LNL =
2
γ￿P ￿ . (4.19)
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Il est inte´ressant de remarquer qu’alors que la longueur de dispersion est habituelle-
ment de´finie par rapport a` la dure´e de l’impulsion, elle est de´finie ici par rapport a`
la largeur de bande, ce qui correspond mieux a` la physique de la dispersion chroma-
tique. La longueur non-line´aire est habituellement de´finie par rapport a` la puissance
creˆte, ce qui repre´sente le maximum du de´phasage non-line´aire par auto-modulation
de phase. Nous n’avons directement acce`s a` la puissance creˆte par les moments ; le
moment s’y approchant le plus est ￿P ￿ qui donne le de´phasage non-line´aire moyen.
4.2.1 Invariants
Une technique pour re´soudre un syste`me d’e´quations diﬀe´rentielles est de trouver
des quantite´s qui sont invariantes le long de la propagation. De plus, ces invariants
nous permettent de mieux comprendre la dynamique du syste`me. En combinant les
e´qs. (4.17), trois invariants peuvent eˆtre de´couverts.
I0 = β2￿Ω2￿+ γ￿P ￿ = sgn(β2)
LD
+
2
LNL
(4.20a)
I1 = ￿Ω2￿￿T 2￿ − ￿TΩ￿2r (4.20b)
I2 =
￿P ￿￿￿T 2￿
E
(4.20c)
Le premier de ces invariants I0 est e´galement un invariant du syste`me non approxime´
(4.12). Les deux autres invariants de´coulent de l’approximation (4.14). L’invariant I0
dit que la somme des eﬀets dispersifs et non-line´aires est conserve´e. Dans le re´gime de
dispersion normale, cela signifie que la largeur de bande augmente lorsque la puissance
creˆte diminue. La puissance diminue a` cause de la dispersion chromatique alors que
la largeur de bande augmente par l’auto-modulation de phase. Dans le re´gime de
dispersion anormale, la largeur de bande augmente avec la puissance creˆte, ce qui est
observable dans les solitons d’ordre supe´rieur.
L’invariant I1 est une formulation directe du principe d’incertitude d’Heisenberg.
Puisque I1 est invariant, il s’ensuit que la forme de l’impulsion reste inchange´e lors
de la propagation ou, pour eˆtre plus exact, l’information de forme obtenue au travers
des moments d’ordre 2 est invariante lors de la propagation. La distinction deviendra
claire a` la section 4.3.1. Le dernier invariant montre tout d’abord la conservation
de l’e´nergie (le terme au nume´rateur). En divisant par l’e´nergie (qui est e´galement
invariante), l’invariant I2 informe e´galement sur la forme de l’impulsion qui est cons-
38
tante. L’avantage de diviser par l’e´nergie est que l’invariant I2 demeure valable meˆme
si un terme d’absorption (ou de gain) est ajoute´ a` l’ESNL. Les invariants I1 et I2 sont,
par de´finition, des quantite´s re´elles et positives. Pour finir cette section, le tableau 4.1
pre´sente les valeurs des invariants I1 et I2 pour certaines formes typiques d’impulsions.
Les valeurs pour la parabole et le cre´neau ne peuvent eˆtre calcule´es car ￿Ω2￿ diverge.
4.2.2 Proprie´te´s
Certaines proprie´te´s inte´ressantes peuvent eˆtre de´duites du syste`me en utilisant
les invariants avant de l’inte´grer. En combinant les trois invariants et en isolant ￿TΩ￿r,
il est possible de trouver
|￿TΩ￿r| =
￿
I0
β2
￿T 2￿ − γI2E
β2
￿
￿T 2￿ − I1
￿ 1
2
. (4.21)
ou` le signe de ￿TΩ￿r demeure inconnu. Lorsque le moment ￿TΩ￿r est nul, il en va
de meˆme pour la phase de l’impulsion ; c’est le cas «Fourier limite´» ou` le produit
￿T 2￿￿Ω2￿ est minimal. La largeur Fourier limite´e de l’impulsion est alors
∆TFL = 2
￿
￿T 2￿FL =
γI2E
I0
+
sgn(β2)
I0
￿
γ2I22E
2 + 4β2I0I1. (4.22)
La largeur de bande Fourier limite´e se de´duit a` partir de l’e´q. (4.20b)
∆ΩFL = 2
￿
￿Ω2￿FL = 4
√
I1
∆TFL
(4.23)
Tableau 4.1 Invariants I1 et I2 pour des formes typiques d’impulsions
I1 I2
Gaussienne 14
1
2
√
π
Se´cante hyperbolique π12
π
6
√
3
Super Gaussienne (ordre 1) 0.3427 0.2697
Parabolique — 3
5
√
5
Cre´neau — 1
2
√
3
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et la puissance en utilisant l’e´q. (4.20a) ou (4.20c).
￿P ￿FL = 2I2E
∆TFL
=
I0
γ
− 4β2I1
γ∆T 2FL
(4.24)
L’e´q. (4.22) permet d’observer le cas inte´ressant de la compression solitonique. La
compression solitonique permet de changer le produit ￿T 2￿￿Ω2￿ tout en conservant
une impulsion Fourier limite´e. Ainsi pour diminuer ∆TFL. il faut que la dispersion
soit anormale (β2 < 0).
En remplac¸ant l’e´q. (4.21) dans l’e´q. (4.17a), nous pouvons e´crire l’e´quation de
propagation du moment ￿T 2￿ sans faire intervenir les autres moments.
d￿T 2￿
dz
= 2β2￿TΩ￿r = 2β2sgn (￿TΩ￿r)
￿
I0
β2
￿T 2￿ − γI2E
β2
￿
￿T 2￿ − I1
￿ 1
2
(4.25)
Le seul parame`tre inconnu est le signe de ￿TΩ￿r, ce qui n’empeˆche pas le syste`me
d’eˆtre inte´gre´. Le re´sultat de l’inte´gration de´pend e´videmment de ce signe qui peut
eˆtre de´termine´ ulte´rieurement.
4.3 Propagation des moments
L’e´quation (4.25) peut eˆtre inte´gre´e de fac¸on analytique pour obtenir
2β2sgn (￿TΩ￿r) z +K =2β2
I0
￿
I0
β2
￿T 2￿ − γI2E
β2
￿
￿T 2￿ − I1
￿ 1
2
(4.26)
− γI2E
I0
￿
β2
I0
￿ 1
2
arcsinh
￿
1
∆
1
2
￿
2I0
β2
￿
￿T 2￿ − γI2E
β2
￿￿
ou` K est la constante d’inte´gration et ∆ vaut
∆ = 4
I1I0
β2
− γ
2I22E
2
β22
=
I0
β2
￿
4I1 − γ
2I22E
2
β2I0
￿
. (4.27)
Nous trouvons la` un re´sultat tre`s important : la solution obtenue ne de´pend pas du
re´gime de dispersion. Autrement dit, l’e´q. (4.26) de´crit a` la fois des e´volutions mono-
tones ET pe´riodiques de ￿T 2￿, selon l’argument de arc sinus hyperbolique. Si l’argu-
ment est imaginaire, arcsinh(ix) = iarcsin(x) et l’e´volution est pe´riodique ; autrement
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elle est monotone. La question est maintenant de savoir sous quelle(s) condition(s) la
propagation devient pe´riodique. Le moment ￿T 2￿ est toujours positif par de´finition ;
il s’ensuit que l’argument de l’arc sinus hyperbolique devient imaginaire que si ∆
est ne´gatif. Nous avons de´ja` mentionne´ que I1, I2, γ et E sont toujours positifs. Il
en re´sulte que c’est le signe de β2I0 qui de´termine le signe de ∆. Lorsque β2I0 < 0,
nous avons ∆ < 0 et si β2I0 > 0, ∆ > 0 et ce quelle que soit la valeur des autres
parame`tres. Pour s’en convaincre, il suﬃt de re´e´crire ∆ en fonction du parame`tre
non-line´aire standard N de´fini par
N2 =
LD
LNL
=
γ￿P ￿
2|β2|￿Ω2￿ (4.28)
et du parame`tre q
q =
γI2E￿|β2I0| = N2
￿
4(I1 + ￿TΩ￿2r0)
|1 + sgn(β2)2N2|
￿ 1
2
. (4.29)
Le parame`tre N indique la force des eﬀets non-line´aires par rapport aux eﬀets disper-
sifs. Le parame`tre q est a` peu pre`s proportionnel a` N lorsque β2 > 0. Cela veut dire
qu’en re´gime tre`s non-line´aire q ￿ 1 et en re´gime dispersif q ￿ 1. Lorsque β2 < 0, il
y a une discontinuite´ en N2 = 1/2 ou` q → ∞ ; le re´gime demeure toutefois line´aire.
Il apparaˆıt alors que lorsque β2I0 > 0, β2 > 0 (d’apre`s (4.20a) et donc que ∆ > 0
(en posant arbitrairement ￿TΩ￿0r = 0). Nous pouvons donc de´finir deux cas, selon le
signe β2I0, mais a` quel re´gime de dispersion correspondent-ils ? Il semble a` premie`re
vue que β2I0 > 0 re´fe`re au re´gime de dispersion normal et β2I0 < 0 au re´gime de
dispersion anormale. Il en est ainsi sauf en re´gime de dispersion anormale a` basse
puissance (N2 < 1/2 d’apre`s l’e´q (4.20a)). Dans ce cas, I0 < 0 et β2 < 0 re´sultant en
β2I0 > 0. Le tableau 4.2 re´sume la situation. Nous traitons ces deux cas en de´tails
dans les sections qui suivent, mais auparavant il est instructif de conside´rer les cas
purement dispersif et purement non-line´aire.
Tableau 4.2 Signe de β2I0
N2 ≤ 1/2 N2 ≥ 1/2
β2 > 0 + +
β2 < 0 + −
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4.3.1 Cas purement dispersif et purement non-line´aire
Les cas purement dispersif (γ = 0) et purement non-line´aire (β2 = 0) sont fa-
cilement inte´grables, puisque les solutions sont polynomiales. Dans le cas purement
dispersif, l’inte´gration des e´qs. (4.17) donne
￿Ω2￿ = ￿Ω2￿0 (4.30a)
￿TΩ￿r = ￿TΩ￿r0 + β2￿Ω2￿0z (4.30b)
￿T 2￿ = ￿T 2￿0 + 2β2￿TΩ￿r0z + β22￿Ω2￿0z2 (4.30c)
￿P ￿ ≈ ￿P ￿0
￿
￿T 2￿0
￿T 2￿ . (4.30d)
L’indice 0 des moments indique leur valeur a` z = 0. Les e´quations (4.30), a` l’ex-
ception de (4.30d), sont valides quelle que soit la forme de l’impulsion. Une the´orie
plus ge´ne´rale s’appliquant aux dispersions d’ordre supe´rieur a de´ja` e´te´ de´veloppe´e
(Anderson, 1987). En combinant ces e´quations, il est possible de montrer que les
invariants (4.20) sont toujours valides. Pourtant, aucune supposition sur la phase
supple´mentaire a` celle de (4.30d) n’est ne´cessaire pour re´soudre (4.30) ! Il en ressort
que, dans le cas purement dispersif a` l’ordre 2, il est implicitement suppose´ que la
phase est quadratique. Pourtant la phase n’est quadratique que dans le cas d’une
impulsion gaussienne. Comment expliquer cette contradiction apparente ? Une fac¸on
de l’interpre´ter est que la diﬀe´rence entre la phase induite par la dispersion chroma-
tique et une phase quadratique ne peut eˆtre de´crite par les moments d’ordre 2 ; les
moments d’ordre 2 sont donc les meˆmes, peu importe la forme de l’impulsion. Toute-
fois, a` l’ordre 4, la diﬀe´rence apparaˆıt. Nous avons montre´ que l’approximation de la
phase quadratique a pour conse´quence que le coeﬃcient d’aplatissement κt, et donc
la forme de l’impulsion, ne changent pas lors de la propagation. Dans le cas purement
dispersif a` l’ordre 4, κt n’est pas invariant lors de la propagation.
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Dans le cas purement non-line´aire, l’inte´gration des e´qs. (4.17) donne
￿P ￿ = ￿P ￿0 (4.31a)
￿T 2￿ = ￿T 2￿0 (4.31b)
￿TΩ￿r = ￿TΩ￿r0 + γ
2
￿P ￿0z (4.31c)
￿Ω2￿ = ￿Ω2￿0 + γ ￿P ￿0￿T 2￿0 ￿TΩ￿r0z +
γ2
4
￿P ￿20
￿T 2￿0 z
2. (4.31d)
Il est remarquable que l’e´volution dans le cas purement non-line´aire soit e´galement
quadratique en z. Il est encore plus remarquable que le syste`me soit en quelque sorte
inverse´, c’est-a`-dire que les moments constants dans un cas changent en z2 dans l’autre
cas et vice-versa. Le moment ￿TΩ￿r est line´aire en z dans les deux cas.
4.3.2 Cas β2I0 > 0
Retournons maintenant au cas ge´ne´ral ou` la dispersion et la non-line´arite´ sont
pre´sentes dans la fibre optique. L’e´q. (4.26) peut eˆtre e´crite de manie`re plus claire en
utilisant l’e´q. (4.21) et la relation arcsinh(x) = ln
￿
x+
√
1 + x2
￿
et en supposant que
β2I0 > 0
|￿TΩ￿r| = K + sgn (β2￿TΩ￿r) I0z − sgn(β2)q
2
ln
￿
2 |￿TΩ￿r|+ 2
￿
I0￿T 2￿
β2
− sgn(β2)q
￿
(4.32)
ou` la constante d’inte´gration K est de´finie par
K = |￿TΩ￿r0|+ sgn(β2)q
2
ln
￿
2 |￿TΩ￿r0|+ 2
￿
I0￿T 2￿0
β2
− sgn(β2)q
￿
. (4.33)
Rappelons que β2 peut eˆtre ne´gatif si N2 < 1/2. Pour avoir une solution comple`te,
il faut maintenant connaˆıtre le signe de ￿TΩ￿r. Ce signe est lie´ a` la distance de
propagation zFL pour laquelle l’impulsion devient «Fourier limite´e», c’est-a`-dire pour
laquelle ￿TΩ￿r = 0. La distance zFL donc correspond e´galement a` la distance ou`
le «chirp» change de signe. En isolant z dans l’e´q. (4.32) et en posant ￿TΩ￿r = 0,
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￿T 2￿ = ￿T 2￿0 et sgn (￿TΩ￿r) = sgn (￿TΩ￿r0), la distance zFL est de´finie par
zFL = sgn (￿TΩ￿r0) q
2I0
ln
￿
(q2 + 4I1)
1
2
2|￿TΩ￿0r|+ (q2 + 4I1 + 4￿TΩ￿2r0)
1
2
￿
− ￿TΩ￿r0|I0| . (4.34)
Une valeur ne´gative de zFL indique que la distance «Fourier limite´e» se situe avant le
de´but de la propagation ; l’impulsion s’e´largit dans ce cas de manie`re monotone. Si zFL
est positif, l’impulsion subit une contraction jusqu’a` z = zFL puis s’e´largit de manie`re
monotone. Lorsque l’impulsion initiale n’est pas initialement «chirpe´e», ￿TΩ￿0r = 0
et zFL = 0. Le signe de ￿TΩ￿r peut eˆtre retrouve´ connaissant zFL, β2 et ￿TΩ￿r0. Si zFL
est ne´gatif, ￿TΩ￿r a le meˆme signe que ￿TΩ￿r0. Si zFL est positif, ￿TΩ￿r a le meˆme
signe que ￿TΩ￿r0 jusqu’a` zFL et change de signe apre`s. Dans le cas ou` ￿TΩ￿r0 = 0, le
signe de ￿TΩ￿r est le meˆme que celui de β2. Le tout peut eˆtre re´sume´ par
s = sgn (￿TΩ￿r) = sgn (β2) sgn [1 + sgn (β2￿TΩ￿0r) + sgn (z − zFL)] . (4.35)
En tenant compte de l’e´q. (4.35), l’e´volution du moment ￿TΩ￿r donne´e par l’e´q. (4.32)
devient
￿TΩ￿r = s |￿TΩ￿r| (4.36)
= ￿TΩ￿0r + I0z − sgn(β2)sq
2
ln
￿
￿TΩ￿r + s2 (q2 + 4I1 + 4￿TΩ￿2r)
1
2
￿TΩ￿0r + s2 (q2 + 4I1 + 4￿TΩ￿20r)
1
2
￿
.
Les autres moments sont calcule´s a` partir des invariants. Nous trouvons
￿
￿T 2￿ = γ￿P ￿0
￿￿T 2￿0
2I0
+
￿
γ2￿P ￿20￿T 2￿0
4I20
+
β2
I0
￿
I1 + ￿TΩ￿2r
￿￿ 12
(4.37)
￿P ￿ = ￿P ￿0
￿
￿T 2￿0
￿T 2￿ (4.38)
￿Ω2￿ = ￿Ω2￿0 + γ
β2
(￿P ￿ − ￿P ￿0) . (4.39)
Notons que l’e´q. (4.37) est obtenue a` partir de l’e´q. (4.21) en isolant
￿￿T 2￿ (en ne
conservant que la racine positive). Nous avons ainsi l’e´volution de tous les moments
d’ordre 2, ainsi que de ￿P ￿, lors de la propagation. L’e´q. (4.36) de´crivant l’e´volution
du moment ￿TΩ￿r, d’ou` tous les autres moments de´coulent, est implicite ; il faut
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donc, a priori, la re´soudre nume´riquement. Nous verrons a` la section 4.4 qu’il est
possible d’obtenir des expressions analytiques approximatives permettant de contour-
ner ce proble`me. Pour le moment, ve´rifions la validite´ du mode`le en comparant les
e´qs. (4.36)–(4.38) a` des simulations nume´riques de´crivant la propagation de l’impul-
sion, c’est-a`-dire la re´solution de l’E´SNL (e´q. (4.2)).
Le mode`le est valide´ en comparant les moments obtenus de la re´solution nume´rique
de l’e´quation implicite (4.36) avec les moments calcule´s a` partir du champ propage´
nume´riquement. La propagation nume´rique du champ est faite a` l’aide de la me´thode
«Split-Step Fourier» qui est standard pour l’E´SNL. La figure 4.1 montre cette com-
paraison pour les diﬀe´rents moments ainsi que pour les deux invariants approximatifs
I1 et I2 pour une impulsion super-gaussienne (A = exp{−T 4}) sans «chirp» initial
(￿TΩ￿r0 = 0). La comparaison est faite pour diﬀe´rentes valeurs de N2 comprise entre
0,01 et 10 afin de connaˆıtre la validite´ du mode`le dans les re´gimes hautement et
faiblement non-line´aires.
Les diﬀe´rents graphiques de la figure 4.1 et 4.2 montrent un excellent accord entre
le mode`le et les simulations nume´riques. L’accord est aussi bon sur de courtes que sur
de longues distances (plusieurs longueurs de dispersion), que pour le re´gime faiblement
(N2 ￿ 1) et hautement (N2 ￿ 1) non-line´aire. Il y a toutefois de petits e´carts. Ces
e´carts viennent du fait que I1 et I2 ne sont qu’approximativement invariants. L’e´cart
relatif sur les moments ￿T 2￿ et ￿TΩ￿r est moins de 2% ce qui est excellent. L’erreur est
cependant plus grande sur les moments ￿Ω2￿ et ￿P ￿ voisinant 15%. L’erreur est plus
grande sur ces moments car ils de´pendent indirectement des invariants par le biais
des e´qs. (4.39) et (4.38). L’erreur relative sur ces moments est d’ailleurs comparable a`
la fluctuation de I2. Nous voyons toutefois que I1 et I2 deviennent constants de fac¸on
asymptotique pour de longues distances de propagation. La phase de l’impulsion
devient asymptotiquement parabolique dans le re´gime de dispersion normale et ainsi
l’approximation de la phase quadratique devient progressivement meilleure lorsque z
augmente. Cet eﬀet est d’autant plus prononce´ que N est grand, car la phase tend
d’autant plus rapidement vers une parabole. Les plus grands e´carts se situent autour
de z = LD/2 ou` se trouve la plus forte variation de la forme d’impulsion (comme
nous le verrons au chapitre 6). Puisque l’approximation de la phase quadratique
suppose que la forme de l’impulsion est constante, il n’est pas surprenant de constater
que l’e´cart est plus grand quand cette dernie`re change fortement. Le bruit pre´sent
sur I1 lorsque N est grand est d’origine nume´rique. Le calcul de I1 consiste en une
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Figure 4.1 Propagation des moments d’ordre 2 d’une impulsion super gaussienne
dans le re´gime de dispersion normale (β2 > 0). Les diﬀe´rentes courbes repre´sentent
diﬀe´rentes puissances creˆtes initiales ; du haut vers le bas N2 = 10, 5, 2, 1, 0.5, 0.1, 0.01
(sauf pour I2). Les lignes pleines correspondent a` la re´solution nume´rique de l’E´SNL
e´q. (4.2) alors que les lignes pointille´es avec les losanges proviennent de la re´solution
nume´rique de l’e´quation implicite (e´q. (4.36)). Les deux invariants approximatifs I1
et I2, sont e´galement trace´s. Notons que l’ordre des courbes est inverse´ pour I2.
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Figure 4.2 Erreur relative entre les moments calcule´s nume´riquement et analytique-
ment. Les diﬀe´rentes courbes repre´sentent diﬀe´rents puissances creˆtes initiales ; du
gris paˆle vers le noir, N2=10, 5, 2, 1, 0.5, 0.1, 0.01. L’erreur relative sur les moments
￿T 2￿ et ￿TΩ￿r est infe´rieure a` 2%.
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diﬀe´rence tre`s faible entre deux termes tre`s grands (proportionnels a` N), ce qui est
nume´riquement instable.
Le mode`le permet e´galement de tenir compte d’une phase initiale sur l’impul-
sion. La figure 4.3 montre la propagation d’une impulsion gaussienne pour diﬀe´rentes
valeurs de phase initiale ￿TΩ￿r0. La phase initiale est d’origine dispersive ; c’est la
phase obtenue suite a` la propagation dans une fibre dispersive sans non-line´arite´. Les
diﬀe´rents cas ont tous N = 1 lorsque l’impulsion est «Fourier limite´e». La comparai-
son est encore une fois excellente. La distance zFL correspond au minimum de ￿T 2￿
et au maximum de ￿P ￿. Cette distance augmente avec le «chirp» initial puisqu’il faut
une distance de propagation plus grande pour annuler ce «chirp». Il y a un le´ger
e´cart autour de zFL qui augmente avec ￿TΩ￿r0. Cela vient du fait que plus la phase
initiale est grande, plus il y a une forte modification de la forme de l’impulsion par
auto-modulation de phase. Les points discute´s pour le cas Fourier limite´e pre´sente´s
pre´ce´demment s’appliquent e´galement lorsque l’impulsion est chirpe´e.
4.3.3 Cas β2I0 < 0
Conside´rons maintenant le cas ou` β2I0 < 0 qui ne survient qu’en re´gime de dis-
persion normale lorsque N2 > 1/2. Dans ce cas, l’e´volution des diﬀe´rents moments
est pe´riodique lors de la propagation ; c’est le cas, entre autres, des solitons d’ordre
supe´rieur. L’e´q. (4.26) montre un arc sinus trigonome´trique dans ce cas. Il est toute-
fois plus aise´ de travailler avec la fonction arc tangente car elle est de´finie pour tous
les arguments alors que pour l’arc sinus, il faut toujours s’assurer que l’argument est
situe´ dans l’intervalle [-1,1]. En utilisant la relation tan(x) = sin2(x)/
￿
1− sin2(x),
l’e´q. (4.26) devient
|￿TΩ￿r| = sgn (￿TΩ￿r) I0z +K + q
2
arctan
￿
1
|￿TΩ￿r|
￿￿
I0￿T 2￿
|β2| −
q
2
￿￿
(4.40)
ou` la constante d’inte´gration K est de´finie par
K = |￿TΩ￿0r|− q
2
arctan
￿
1
|￿TΩ￿0r|
￿￿
I0￿T 2￿0
|β2| −
q
2
￿￿
. (4.41)
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Figure 4.3 Propagation des moments d’ordre 2 pour une impulsion gaussienne dans le
re´gime de dispersion normale. Les diﬀe´rentes courbes repre´sentent des phases initiales
par le biais de ￿TΩ￿r0 = −10,−5,−2,−1, 0, 1, 2, 5, 10. Les lignes pleines correspondent
a` la propagation nume´rique du champ alors que les lignes pointille´es avec les carre´s
proviennent de la re´solution nume´rique de l’e´quation implicite. Les losanges vides
sont associe´s a` un «chirp» positif et les losanges pleins a` un «chirp» ne´gatif. Le cas
«Fourier limite´» est identifie´ par des cercles. Les moments sont normalise´s par leur
valeur «Fourier limite´e», de´note´e par l’indice FL. Tous les impulsions ont N = 1
lorsqu’elles sont «Fourier limite´es».
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Encore une fois, il faut de´terminer le signe de ￿TΩ￿r afin de re´soudre comple`tement
l’e´q. (4.40). Pour ce faire, employons la meˆme me´thode que pour le cas β2I0 > 0 et
trouvons la distances zFL ou` la phase est nulle. Contrairement au cas ou` β2I0 > 0, il
existe plusieurs distances zFL ou` l’impulsion est «Fourier limite´e» puisque l’e´volution
des moments est pe´riodique. Ces distances sont obtenus en posant ￿TΩ￿r = 0 dans
l’e´q. (4.40)
zFL,m =
sgn (￿TΩ￿0r)
I0
￿￿￿qπ
4
−K
￿￿￿+ qmπ
2I0
m ∈ Z (4.42)
La pe´riode d’oscillation Tosc est obtenue a` partir de l’e´q. (4.42) en conside´rant que la
fonction tan(x) passe deux fois par ze´ro par pe´riode.
Tosc = qπ
I0
∝ 1
N
(4.43)
En remplac¸ant q par l’e´q. (4.29) et I0 = β2￿Ω2￿0(1 + 2N2) dans l’e´q. (4.43), il
apparaˆıt que la pe´riode Tosc est inversement proportionnelle a` N lorsque N ￿ 1.
Ainsi, la pe´riode d’oscillation diminue lorsque la puissance creˆte initiale de l’impul-
sion augmente, ce qui correspond bien au comportement de solitons d’ordre supe´rieur.
Notons un cas particulier lorsque N = 1 puisque l’argument de l’arctangente s’an-
nule. Pour s’en convaincre, il suﬃt de remplacer q par l’e´q. (4.29) et de noter que
β2￿Ω2￿0 + γ￿P ￿/2 = 0 lorsque N = 1 dans le re´gime de dispersion anormale. En
notant que le «chirp» change de signe a` chaque fois que ￿TΩ￿r passe par ze´ro, le signe
de ￿TΩ￿r peut eˆtre e´crit
sm =sgn (￿TΩ￿r) = 1− 2
￿￿￿￿￿2(z − zFL,m)Tosc
￿
mod 2
￿￿￿￿ (4.44)
ou` les symboles ￿ et ￿ repre´sentent la fonction plancher et mod est la fonction modulo
donnant le reste de la division par l’argument du modulo. Connaissant le signe du
moment ￿TΩ￿r, l’e´volution de ce dernier peut maintenant eˆtre e´crite en utilisant les
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e´qs. (4.40) et (4.44).
￿TΩ￿r =sm |￿TΩ￿r| (4.45)
=I0z + ￿TΩ￿0r − qπ
2
￿
2(z − zFL,m)
Tosc
￿
+
q
2
arctan
￿
1
￿TΩ￿r
￿￿
I0￿T 2￿
|β2| −
q
2
￿￿
− q
2
arctan
￿
1
￿TΩ￿0r
￿￿
I0￿T 2￿0
|β2| −
q
2
￿￿
L’e´q. (4.45) de´pend a` la fois de ￿TΩ￿r et de ￿T 2￿. Elle peut eˆtre toutefois exprime´e
uniquement en fonction de ￿T 2￿ en utilisant l’e´q. (4.21). L’e´quation re´sultante est
e´galement implicite et doit eˆtre re´solue nume´riquement. Les autres moments sont
obtenus a` partir des e´qs. (4.21), (4.39) et (4.38). Pour ve´rifier la validite´ de ce mode`le,
nous le comparons avec les solutions de l’E´SNL re´solue nume´riquement par «force
brute».
La comparaison s’est faite a` l’instar du cas pre´ce´dent ; la re´solution nume´rique
du mode`le a e´te´ compare´e aux moments obtenus du champ propage´ nume´riquement.
La comparaison pour une impulsion se´cante hyperbolique avec diﬀe´rents niveaux de
puissance initiale est pre´sente´e a` la figure (4.4). Les courbes sont de´cale´es sur les
diﬀe´rents graphiques pour plus de clarte´. De fac¸on ge´ne´rale, l’accord est excellent
a` basse puissance et se de´te´riore progressivement lorsque N > 1. Contrairement
au re´gime de dispersion normale, la forme de l’impulsion change rapidement dans
le re´gime de dispersion anormale et ce, d’autant plus que N est grand. Le cas ou`
N2 = 0, 5 est le cas limite entre les solutions ou` β2I0 < 0 et β2I0 > 0. Le cas
N = 1 est le soliton d’ordre 1 et sa forme est invariante. Les cas N = 2 et N =
3 montrent la propagation des solitons d’ordre supe´rieur. Bien que la comparaison
soit loin d’eˆtre parfaite, nous voyons que le mode`le pre´dit bien qualitativement le
comportement. La pe´riode pre´dite par le mode`le s’approche de celle du soliton et
diminue avec N . L’amplitude des variations des diﬀe´rents moments du soliton d’ordre
2 est ade´quatement de´crite par le mode`le ; la comparaison est moins bonne pour le
soliton d’ordre 3. Le mode`le de´crit e´galement correctement comment les moments
varient avec la propagation, a` savoir si la variation est sinuso¨ıdale ou en dents de scie.
Lorsque N2 vaut 2, 3 ou 5, le mode`le pre´dit une e´volution pe´riodique alors que les
simulations nume´riques montrent qu’il y a en plus une de´rive plus ou moins polyno-
miale (particulie`rement visible sur N2 = 2). Lorsque N n’est pas entier, l’impulsion
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Figure 4.4 Propagation des moments d’ordre 2 d’une impulsion super gaussienne
dans le re´gime de dispersion anormale (β2 < 0). Les diﬀe´rentes courbes repre´sentent
diﬀe´rents puissances creˆtes initiales ; du haut vers le bas N2 = 9, 5, 4, 3, 2, 1, 0, 5. Les
lignes pleines correspondent a` la propagation nume´rique du champ alors que les lignes
pointille´es avec les losanges proviennent de la re´solution nume´rique de l’e´quation im-
plicite. Les deux invariants approximatifs I1 et I2, sont e´galement trace´s. Les courbes
sont de´cale´es de deux unite´s (100 en e´chelle logarithmique) les unes par rapport aux
autres pour plus de clarte´.
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n’a pas un comportement parfaitement pe´riodique puisque sa puissance est trop pe-
tite (ou trop grande) pour compenser la dispersion. Dans ce cas, l’impulsion change
de forme, mais ne revient pas pe´riodiquement a` sa forme de de´part car la propagation
est partiellement dispersive. Le mode`le dans le re´gime β2I0 < 0 pre´dit toutefois un
comportement strictement pe´riodique qui ne refle`te pas cette e´volution. Cela semble a`
premie`re vue surprenant ; apre`s tout, ce comportement e´tait mode´lise´ ade´quatement
dans le cas ou` β2I0 > 0 ! La re´ponse vient de modification de la forme d’impulsion.
Dans le re´gime de dispersion anormale, lorsque les eﬀets dispersifs et non-line´aire ne
se compensent pas parfaitement, il y a formation d’un pie´destal dans le profil de puis-
sance quand le centre de l’impulsion ne se de´place pas a` la meˆme vitesse que les ailes.
Ce pie´destal cause un e´largissement «artificiel» de ￿T 2￿. Le mot «artificiel» est entre
guillemets car l’augmentation de ￿T 2￿ est due plus au changement de forme de l’im-
pulsion qu’a` une augmentation de sa dure´e (en re´alite´, l’impulsion centrale est plus
courte). Le moment ￿TΩ￿r demeure faible et ￿Ω2￿ ne diminue pas, montrant bien que
l’augmentation de ￿T 2￿ est cause´ par un changement de forme. Rappelons-nous que
l’ope´rateur t2 met plus de poids sur les ailes de l’impulsion (et donc sur le pie´destal)
que sur son centre. Le mode`le ne peut pre´dire ce type de changement car il ne tient
compte que de la forme initiale de l’impulsion. C’est pour cette raison que le mode`le
donne des meilleurs re´sultats pour des valeurs entie`res de N car, dans ce cas, la forme
de l’impulsion revient pe´riodiquement a` sa forme initiale. Ce proble`me ne survient
pas dans le re´gime de dispersion normale puisque que la dispersion et la non-line´arite´
sont de meˆme signe et qu’aucun pie´destal ne se forme.
La variation des quantite´s I1 et I2, approximativement invariantes dans notre
mode`le, donne une bonne ide´e de la variation de la forme d’impulsion et donc de
la validite´ du mode`le. Dans le cas β2I0 > 0, l’invariant I1 (celui relie´ au principe
d’incertitude) varie d’un facteur 2 lors de la propagation ; dans le cas β2I0 < 0 c’est de
pre`s d’un facteur 50 qu’il varie. Le changement pour I2 est e´galement plus e´leve´ dans
ce cas. La pe´riodicite´ de la forme de l’impulsion est par ailleurs tre`s visible lorsque N
est entier. Il est inte´ressant de remarquer que les e´volutions de ces quantite´s sont lie´es
entre elles. En e´crivant les e´quations de propagation de I1 et I2 a` partir du syste`me
d’e´quations de propagation des moments original (4.12), nous obtenons
β2
dI1
dz
+ γE
￿
￿T 2￿dI2
dz
= 0. (4.46)
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Ainsi, l’e´volution des deux «invariants» est la meˆme lorsque la dure´e de l’impulsion est
constante. Les quantite´s I1 et I2 deviennent re´ellement invariantes que lorsque β2 = 0
ou γ = 0. Dans chacun de ces cas, nous avons vu a` la section (4.3.1) que la propagation
est de´crite par des polynoˆmes en z2. Le cas interme´diaire est beaucoup plus complexe
et doit eˆtre de´crit a` l’aide de fonctions hyperboliques ou trigonome´triques implicites,
selon le signe de β2I0. Regardons maintenant s’il est possible de simplifier ces e´quations
afin de les rendre explicites.
4.4 Approximation des solutions implicites
Bien que les e´qs. (4.36) et (4.45) de´crivent pre´cise´ment la propagation des mo-
ments, il demeure que ces e´quations doivent eˆtre re´solues nume´riquement, ce qui est
un inconve´nient. Les e´quations analytiques, implicites ou explicites, permettent de
mieux comprendre la physique d’un proble`me qu’une re´solution. Les e´quations expli-
cites peuvent eˆtre plus facilement utilise´es et sont ge´ne´ralement plus intuitives que les
e´quations implicites. Tentons donc de rendre explicites les e´quations de propagation
des moments. Lorsque la distance de propagation z est tre`s courte, l’e´q. (4.12b) peut
eˆtre line´arise´e, c’est-a`-dire inte´gre´e en supposant les autres variables cosntantes, et
donne
￿TΩ￿rL = ￿TΩ￿0r +
￿
β2￿Ω2￿0 + γ
2
￿P ￿0
￿
z (4.47)
ou` l’indice L signifie «line´arise´». Afin de de´terminer ￿T 2￿, il suﬃt de remplacer
l’e´q. (4.47) dans l’e´q. (4.12a) et d’inte´grer.
￿T 2￿L =￿T 2￿0 + 2β2￿TΩ￿0rz + β2
￿
β2￿Ω2￿0 + γ
2
￿P ￿0
￿
z2 (4.48)
Les moments ￿Ω2￿ et ￿P ￿ sont obtenus par le biais des e´qs. (4.39) et (4.38) respective-
ment. Le mode`le line´arise´ est le meˆme pour β2I0 > 0 et β2I0 < 0. Ce mode`le ne de´crit
ni l’e´volution asymptotique en re´gime de dispersion normale ni l’e´volution pe´riodique
en re´gime de dispersion anormale. Une e´quation similaire a` l’e´q. (4.48) a e´te´ obtenue
pre´ce´demment ou` la largeur de bande n’a pas e´te´ incluse. Le mode`le s’applique sur
de longues distances lorsque la puissance de l’impulsion est faible (N2 ￿ 1). Dans
un tel cas, la non-line´arite´ est faible et la densite´ spectrale de l’impulsion change peu
lors de la propagation ; l’approximation ￿Ω2￿ ≈ ￿Ω2￿0 est donc justifie´e. A` la limite,
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lorsque γ = 0, l’e´q. (4.48) de´crit exactement la propagation dispersive de l’e´q. (4.30c).
Lorsque la non-line´arite´ est importante, il faut de nouveau conside´rer deux cas selon
le signe de β2I0.
4.4.1 Cas β2I0 > 0
Dans ce re´gime, la dure´e, densite´ spectrale et phase augmentent de manie`re mo-
notone avec la propagation. Lorsque la distance de propagation tend vers l’infini
(z → ∞), le logarithme dans l’e´q. (4.36) devient ne´gligeable ; nous obtenons ainsi
l’expression asymptotique de ￿TΩ￿r.
￿TΩ￿r∞ = ￿TΩ￿0r + I0z (4.49)
￿T 2￿∞ = ￿T 2￿0 + 2β2￿TΩ￿0rz + β2I0z2
Le «chirp» est donne´e par l’e´q. (3.12) et s’exprime par le rapport ￿TΩ￿r/￿T 2￿ lorsque
la phase est quadratique dans le temps.
Ωinst,∞ =
￿TΩ￿r∞
￿T 2￿∞ T ≈
T
β2z
(4.50)
Ce re´sultat est similaire au chirp line´aire des impulsions paraboliques ou` une variation
en 1/z de la fre´quence instantane´e a e´te´ calcule´e (Anderson et al., 1993b). Il est
remarquable que ￿TΩ￿rL et ￿TΩ￿r∞ soient tous deux line´aires avec z et que leur pente
ne diﬀe`re que par γ￿P ￿0/2. Le logarithme de l’e´q. (4.36) assure donc une transition
douce entre ces deux pentes. Une expression explicite peut eˆtre trouve´e pour cette
transition en supposant que l’impulsion s’est tre`s e´largie, autrement dit ￿T 2￿ ￿ ￿T 2￿0,
ce qui se produit lorsque l’impulsion est tre`s «chirpe´e». Sous cette approximation,
l’e´q. (4.21) devient
|￿TΩ￿r| =
￿
I0
β2
￿T 2￿ − γI2E
β2
￿
￿T 2￿ − I1
￿ 1
2
≈
￿
I0￿T 2￿
β2
− sgn(β2)q
2
(4.51)
ce qui est e´quivalent a` supposer que ￿TΩ￿r ￿ I1, q. En utilisant cette approximation
dans l’e´q. (4.36), et en remplac¸ant le moment ￿TΩ￿r par l’e´q. (4.47) nous obtenons
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une e´quation de´crivant la transition.
￿TΩ￿rG =￿TΩ￿0r + I0z − sgn(β2)sq
2
ln
 2￿TΩ￿rL
￿TΩ￿0r + s
￿
I0￿T 2￿0
β2
− sgn(β2)s q2
 (4.52)
L’indice G indique une solution sur une grande distance de propagation. Il aurait
e´galement e´te´ possible de substituer ￿TΩ￿r par l’e´q. (4.49), mais puisque nous avons
de´ja` suppose´ que ￿TΩ￿r est tre`s grand, il est plus pre´cis sur de courtes distances
d’utiliser l’e´q. (4.47). Les autres moments sont obtenus a` partir des e´qs. (4.37)– (4.38).
L’e´q. (4.52) se re´duit au cas asymptotique lorsque la distance de propagation est tre`s
grande mais ne se re´duit pas au cas line´arise´ lorsque cette dernie`re est tre`s courte. Il
faut donc de´terminer la distance pour laquelle il faut passer du mode`le line´arise´ donne´
par l’e´q. (4.49) a` celui de l’e´q. (4.52). Cette distance zG de transition est l’endroit
ou` la diﬀe´rence entre les deux mode`les est la plus faible. Autrement dit, zG est la
distance minimisant la diﬀe´rence ￿TΩ￿rL − ￿TΩ￿rG.
zG =
￿
￿T 2￿0
β2I0
− ￿TΩ￿r0
I0 − γ￿P ￿02
(4.53)
Si la distance de propagation est infe´rieure a` zG, il vaut mieux utiliser l’e´q. (4.47) ;
au-dela` de zG, l’e´q. (4.52) est plus pre´cise. Puisque nous avons obtenu ￿TΩ￿rG en
supposant que le chirp e´tait grand, il n’est pas surprenant que la distance de transition
de´pende de ￿TΩ￿r0.
Pour ve´rifier la validite´ des e´qs. (4.47) et (4.52), nous les comparons de nou-
veau avec les simulations nume´riques pour diﬀe´rentes valeurs de N2 en utilisant la
meˆme proce´dure qu’a` la section pre´ce´dente. La comparaison est montre´e a` la figure
4.5. ￿TΩ￿rL repre´sente bien l’e´volution pour de courtes distances et ￿TΩ￿rG pour de
longues distances. L’e´cart est e´videmment le plus grand autour du point de transition
zG. Nous voyons qu’autour du point de transition, ￿TΩ￿rL est plus pre´cis que ￿TΩ￿rG,
ce qui sugge`re que de minimiser la distance entre les deux mode`les pour obtenir zG
n’est pas la me´thode optimale. Toutefois pour faire mieux, il faudrait connaˆıtre a priori
la solution recherche´e, ce qui n’est e´videmment pas possible. Tentons maintenant de
simplifier les e´quations implicites du cas ou` β2I0 < 0.
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Figure 4.5 Comparaison des mode`les explicites et des simulations pour moment
￿TΩ￿r d’une impulsion super gaussienne dans le re´gime de dispersion normale (β2 >
0). Les diﬀe´rentes courbes montrent diﬀe´rentes puissances creˆtes initiales ; du haut
vers le bas N2 = 10, 5, 2, 1, 0.5, 0.1, 0.01. Les lignes pleines repre´sentent les simulations
nume´riques alors que les lignes pointille´es avec les losanges repre´sentent le mode`le
line´arise´ lorsque z < zG et le mode`le pour de grandes distances lorsque z > zG. Le
point de transition vaut zG/LD = 0.13, 0.18, 0.26, 0.34, 0.41, 0.53, 0.58 selon N2. La
figure de droite est un agrandissement de celle de gauche.
4.4.2 Cas β2I0 < 0
Il est plus diﬃcile de de´terminer une e´quation explicite dans ce cas car il n’est pas
possible de supposer que le «chirp» est tre`s grand. De plus, tous les parame`tres sont
du meˆme ordre de grandeur de sorte qu’aucune simplification n’est possible. Toute-
fois, si l’impulsion posse`de un «chirp» initial important, l’e´q. (4.52) peut eˆtre utilise´e
puisque l’e´volution est monotone dans ce cas. Il n’y a pas de me´thodes e´vident pour
simplifier l’e´q. (4.45) afin d’obtenir une forme explicite ; elle est toutefois raisonnable-
ment de´crite par
￿TΩ￿rG =
￿￿
I0￿T 2￿0
|β2| −
q
2
￿
sin
￿
2I0z
q
￿
1 +
￿
1− 1N
￿
cos
￿
2I0z
q
￿ (4.54)
qui est similaire a` un de´veloppement de Pade-Fourier Geer (1995). La pe´riode en z du
moment ￿TΩ￿rG est celle de l’e´q. (4.43). Le parame`tre N au de´nominateur de´termine
la forme de la fonction pe´riodique. Lorsque N ≈ 1, l’e´volution est approximativement
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sinuso¨ıdale. Elle devient en dents de scie lorsque N ￿ 1. L’e´volution suit une tangente
lorsqueN ￿ 1. Il est donc e´vident que le mode`le ne s’applique que pour des puissances
suﬃsamment e´leve´es, c’est-a`-dire N > 1 puisque l’e´volution du moment ￿TΩ￿r n’est
pas pe´riodique lorsque N ≤ 1. Il est toujours possible d’utiliser le mode`le line´arise´
￿TΩ￿rL a` faible puissance N < 1. Puisque l’e´q. (4.54) n’est pas une solution valide de
l’e´q. (4.25), l’e´q. (4.37) ne peut eˆtre utilise´e pour de´terminer l’e´volution du moment
￿T 2￿. Pour y arriver, il est pre´fe´rable d’inte´grer directement l’e´q. (4.54).
￿T 2￿G = ￿T 2￿0 − qβ2
I0(1− 1N )
ln
1 + (1− 1N ) cos
￿
2I0z
q
￿
2− 1N
 (4.55)
Les autres moments sont donne´s par les e´qs. (4.39) et (4.38). Pour ve´rifier la justesse
des e´qs. (4.54) et (4.55), comparons-les au mode`le implicite de l’e´q. (4.45). Il est plus
justifie´ de les comparer a` cette dernie`re plutoˆt qu’aux solutions nume´riques. Comme
nous l’avons vu, l’e´q. (4.45) ne mode´lise pas pre´cise´ment les simulations nume´riques
a` haute puissance. Le mieux que nous pouvons espe´rer des e´qs. (4.54) et (4.55) est
de bien repre´senter l’e´q. (4.45). La comparaison est pre´sente´e a` la figure 4.6 pour
diﬀe´rentes valeurs de N . La correspondance est satisfaisante entre les mode`les expli-
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Figure 4.6 Comparaison entre des moments ￿TΩ￿r et ￿T 2￿ obtenus par les mode`les
implicites et explicites dans le re´gime de dispersion anormale (β2 < 0). Le mode`le
explicite donne´ par les e´qs. (4.54) et (4.55) est trace´ en ligne pointille´e avec les losanges
et la solution implicite de l’e´q. (4.45) est trace´e en lignes pleines pour N = 2, 3, 4. Les
courbes sont de´cale´es de trois graduations pour ￿TΩ￿ et de deux graduations pour
￿T 2￿ a` des fins de clarte´.
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cites et implicites, compte tenu du fait que les e´qs. (4.54) et (4.55) sont tre`s approxi-
matives. L’e´cart entre les mode`les diminue lorsque N augmente ; malheureusement
l’e´cart entre le mode`le implicite et les simulations nume´riques augmente lorsque N
augmente, comme nous l’avons vu a` la figure 4.4.
4.5 Conclusion
Dans ce chapitre, nous avons utilise´ les moments pour re´soudre l’e´quation de
Schro¨dinger non-line´aire. Nous avons limite´ l’analyse aux moments d’ordre 2 qui
de´crivent la dure´e de l’impulsion, sa largeur de bande ainsi qu’une covariance don-
nant la phase. Un autre moment, ￿P ￿, doit eˆtre introduit pour de´crire la puissance de
l’impulsion. Pour fermer le syste`me et calculer l’e´volution de ces moments, nous avons
suppose´ que la phase varie quadratiquement avec le temps. Cette approximation a
pour conse´quence que la forme de l’impulsion est invariante lors de la propagation.
Cette approximation a e´galement permis de de´terminer trois quantite´s invariantes
de´crivant respectivement la conservation des eﬀets dispersifs et non-line´aires, le prin-
cipe d’incertitude d’Heisenberg et la conservation de l’e´nergie.
Par le biais de ces trois invariants, une solution des e´quations de propagation a
e´te´ trouve´e, valide autant dans le re´gime de dispersion normale qu’anormale. Selon
le signe de β2I0, la solution a un comportement monotone (β2I0 > 0) ou pe´riodique
(β2I0 < 0). Les solutions ainsi obtenues sont implicites. Dans le re´gime monotone, la
solution ainsi trouve´e est tre`s proche de la solution trouve´e par re´solution nume´rique
directe autant pour de courtes que de longues distances de propagation, a` faible et
a` haute puissance. Dans le re´gime pe´riodique, l’accord entre la solution implicite et
les simulations nume´riques se de´te´riore avec la puissance creˆte initiale de l’impulsion.
Toutefois la solution de´crit qualitativement bien la diminution de la pe´riode lorsque
N augmente ainsi que la forme du comportement pe´riodique.
Nous avons finalement simplifie´ les deux solutions implicites afin d’obtenir des
expressions explicites. Nous avons d’abord trouve´ une expression explicite pour de
courtes distances, valide dans les deux re´gimes de propagation (selon le signe de β2I0).
Dans le re´gime de propagation monotone, une expression pour de grandes distances
de propagation a e´te´ obtenue en supposant la dure´e de l’impulsion beaucoup plus
grande que sa dure´e initiale. Un point de transition entre le mode`le a` courte et a`
longue distance a e´galement e´te´ de´fini. Les expressions explicites monotones sont en
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bon accord avec les simulations nume´riques. Dans le re´gime pe´riodique, une expression
explicite de´crit bien le mode`le implicite pour de grandes valeurs de N . Bien que d’une
utilite´ limite´e, elle repre´sente bien qualitativement la propagation, meˆme lorsque la
pre´cision diminue avec N .
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Chapitre 5
Propagation d’une impulsion
gaussienne
Au chapitre pre´ce´dent, des expressions analytiques implicites et explicites ont e´te´
obtenues pour de´crire la propagation d’une impulsion dans un milieu dispersif et
non-line´aire au moyen des moments d’ordre 2. Bien que ces expressions de´crivent les
principales caracte´ristiques de l’impulsion, elles n’en de´crivent pas la forme. Peut-on
espe´rer de´duire la forme des impulsions a` partir des moments d’ordre 2 ? La re´ponse
est non puisque nous avons suppose´ que la phase de l’impulsion est quadratique lors
de la re´solution. La phase quadratique n’est en eﬀet valide que pour les impulsions
gaussiennes dans un milieu dispersif, pour les impulsions paraboliques dans un milieu
non-line´aire et pour les solitons d’ordre 1, des impulsions qui sont toutes invariantes
lors de leur propagation.
Bien que l’e´volution de la forme de l’impulsion ne puisse eˆtre de´crite de manie`re
ge´ne´rale par les moments d’ordre 2, il est possible d’utiliser ces expressions afin de
perturber les solutions analytiques pour de´crire la propagation d’une impulsion gaus-
sienne dans un milieu dispersif et non-line´aire. Dans ce chapitre, des expressions
analytiques implicites de´crivant la propagation d’une impulsion dans un milieu dis-
persif et non-line´aire sont de´duites a` partir des cas purement dispersif et purement
non-line´aire ainsi que des moment d’ordre 2.
Dans ce chapitre, nous traitons seulement du cas ou` β2I0 > 0, e´tant donne´ que
le cas ou` β2I0 < 0 ne donne pas des re´sultats suﬃsamment pre´cis pour permettre
l’analyse qui suit.
5.1 Propagations dispersive et non-line´aire
Commenc¸ons par rappeler les solutions dispersives et non-line´aires et exprimons-
les en fonctions des moments d’ordre 2.
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5.1.1 Propagation dispersive
La solution dispersive (4.4) peut se re´e´crire en terme des moments d’ordre d’ordre
2 comme
A(z, T ) =
￿
P0
|η| exp
￿
−￿Ω
2￿
η
T 2
￿
η = 1− 2i￿TΩ￿r (5.1)
ou` P0 est la puissance initiale qui est donne´e par
P0 = E
￿
2
π
￿Ω2￿
￿ 1
2
. (5.2)
La propagation dispersive ne de´pend donc que des moments E, ￿Ω2￿ et ￿TΩ￿r. Notons
que la solution aurait pu s’e´crire avec les moments ￿P ￿ et ￿T 2￿, mais il est plus naturel
de l’exprimer avec E et ￿Ω2￿ puisque ces derniers sont invariants lors de la propagation
purement dispersive.
5.1.2 Propagation non-line´aire
La solution non-line´aire (4.6) peut se re´e´crire en terme des moments d’ordre
d’ordre 2 comme
A(z, T ) =
￿
Pc exp
￿
− T
2
4￿T 2￿
￿
exp
￿
iγ |A(z, T )|2 z￿ (5.3)
ou` Pc est la puissance creˆte qui est donne´e par
Pc =
√
2￿P ￿ = E￿
2π￿T 2￿ (5.4)
et ou` le facteur
√
2 de´coule de la forme gaussienne de l’impulsion. Puisque l’intensite´
de l’impulsion est invariante lors de la propagation non-line´aire, il est pre´fe´rable d’uti-
liser les moments E, ￿P ￿ et ￿T 2￿ qui sont e´galement invariants. Notons que l’e´quation
(5.3) est implicite.
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5.1.3 Perturbation des solutions analytiques
Maintenant que nous avons de´fini la propagation d’une impulsion gaussienne dans
un milieu dispersif et dans un milieu non-line´aire, nous pouvons les perturber pour
de´terminer la propagation d’une impulsion gaussienne dans un milieu dispersif et non-
line´aire. L’ide´e est de remplacer les moments qui sont invariants dans les e´quations
(5.1) et (5.3) par les expressions des moments d’ordre 2 obtenus au chapitre 4. Les
e´quations perturbe´es doivent ensuite eˆtre normalise´es afin de conserver l’e´nergie. No-
tons finalement que les e´qs. (5.1) et (5.3) sont perturbe´es de manie`res tre`s diﬀe´rentes
dans ce qui suit.
5.1.4 Perturbation de la propagation dispersive
Dans le cas de la propagation dispersive, il est inte´ressant de remarquer que le
seul parame`tre changeant lors de la propagation est le parame`tre η et donc ￿TΩ￿.
Rappelons les deux expressions explicites trouve´es au chapitre 4, (4.47) et (4.49),
de´crivant le moment ￿TΩ￿.
￿TΩ￿rL = ￿TΩ￿0r +
￿
β2￿Ω2￿0 + γ
2
￿P ￿0
￿
z (5.5)
￿TΩ￿r∞ = ￿TΩ￿0r +
￿
β2￿Ω2￿0 + γ￿P ￿0
￿
z (5.6)
Les deux expressions ne diﬀe`rent que par un facteur 1/2 sur le terme non-line´aire ;
nous utilisons donc la valeur moyenne et supposons une phase initiale nulle.
￿TΩ￿r =
￿
β2￿Ω2￿0 + 3
4
γ￿P ￿0
￿
z (5.7)
L’e´q. (5.7) contient un terme proportionnel a` ￿P ￿ qui change la valeur du «chirp»
pour inclure l’auto-modulation de phase ; ceci ne change cependant pas la forme de
l’impulsion, car le moment ￿P ￿ n’est pas une fonction du temps. Pour modifier la
forme de l’impulsion, il faut ajouter cette de´pendance temporelle. Remplac¸ons ainsi
le moment ￿P ￿ par la puissance |A(z, T )|2 /√2, ce qui revient a` s’aﬀranchir de l’eﬀet
moyennant de l’inte´grale dans la de´finition de ￿P ￿. L’e´q. (5.7) devient alors
{TΩ}r = β2
￿
Ω2
￿
z +
3
4
√
2
γ |A(z, T )|2 z (5.8)
63
ou` les accolades indiquent que les moments sont maintenant des quantite´s qui de´pen-
dent du temps. Ce ne sont donc plus des moments proprement dit mais continuent
a` repre´senter le meˆme concept. L’indice 0 a e´te´ retire´ de sorte que les moments ne
repre´sentent plus des valeurs initiales. Le moment {Ω2} est de´termine´ par l’invariant
I0 donne´ par l’e´q. (4.20a).
￿
Ω2
￿
=
I0
β2
− γ
β2
￿P ￿ = I0
β2
− γ√
2β2
Pc
|η|
=
I0
β2
− γ
β2
E
|η|
￿
1
π
￿
Ω2
￿￿ 12
, η = 1− 2i {TΩ}r (5.9)
Le moment ￿P ￿ est substitue´ par la puissance creˆte et Pc par l’e´q. (5.2). La raison
pour laquelle ￿P ￿ est substitue´ par des expressions diﬀe´rentes dans les e´qs. (5.8) et
(5.9) est que la phase non-line´aire est proportionnelle a` la puissance instantane´e alors
que l’invariant I0 lie la largeur spectrale a` la puissance creˆte. La largeur de bande
{Ω2} est donc de´finie si {TΩ} est de´fini. La seule inconnue est la puissance |A(z, T )|2
qui est obtenue a` travers l’amplitude complexe A(z, T ).
A(z, T ) =
￿
2
π
E2
|η|2
￿
Ω2
￿￿ 14
exp
￿
−{Ω
2}
η
T 2
￿
(5.10)
Puisque la puissance de´pend de {Ω2} et de {TΩ} qui eux-meˆmes de´pendent de la puis-
sance, l’e´q. (5.10) est de´finie de manie`re implicite. La solution implicite est repre´sente´e
sche´matiquement a` la figure 5.1. Bien que cette solution soit parfaitement de´finie ana-
lytiquement, elle doit eˆtre re´solue nume´riquement pour obtenir explicitement l’am-
plitude du champ. Cette re´solue nume´rique est plus rapide que la simulation de la
propagation du champ et peut eˆtre obtenue pour n’importe quelle valeur individuelle
de z.
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A(z, T )
|A(z, T )|2 {TΩ}r
η
{Ω2}
1
Figure 5.1 Repre´sentation sche´matique de la solution implicite a` la propagation non-
line´aire et dispersive d’une impulsion gaussienne. La variable a` la queue de la fle`che
doit eˆtre connue afin de de´terminer la variable a` la teˆte de la fle`che.
5.1.5 Perturbation de la propagation non-line´aire
Dans le cas non-line´aire, commenc¸ons par line´ariser l’e´quation de Schro¨dinger
non-line´aire (e´q. (4.2)) comme point de de´part a` la propagation
1
A
∂A
∂z
=− iβ2
2A
∂2A
∂T 2
+ iγ |A|2 (5.11)
⇒ A(z, T ) = A0 exp
￿￿
− iβ2
2A0
∂2A0
∂T 2
+ iγ |A0|2
￿
z
￿
ou` A0 = A(0, T ) est le champ initial en z = 0. Utilisons maintenant l’e´q. (5.3) comme
champ initial, bien qu’il soit de´fini sur tous les z. La de´rive´e seconde est alors de´finie
par
1
A0
∂2A0
∂T 2
= − 1
2￿T 2￿0 +
T 2
4￿T 2￿20
− iγ |A0|
2 z
￿T 2￿0 + 2iγ |A0|
2 z
T 2
￿T 2￿20
− γ2 |A0|4 z2 T
2
￿T 2￿20
.
(5.12)
Les termes re´els dans la de´rive´e seconde sont des termes de phase ; les termes ima-
ginaires agissent comme un filtre qui modifie la forme de l’impulsion. L’eﬀet filtrant
des termes imaginaires contribue a` changer la largeur l’impulsion de sorte que ￿T 2￿0
ne repre´sente plus la variance temporelle. De la meˆme manie`re ce filtre atte´nue la
puissance creˆte de sorte que Pc n’est plus la puissance creˆte. E´crivons la puissance de
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l’impulsion en changeant ￿T 2￿0 par ￿T 2￿ini et Pc par Pini pour marquer la diﬀe´rence.
|A(z, T )|2 = Pini exp
￿
− T
2
2￿T 2￿ini
￿
exp
￿
−β2γ |A(z, T )|
2 z2
￿T 2￿ini
￿
1− 2T
2
￿T 2￿ini
￿￿
(5.13)
Pour avoir une expression utile de l’amplitude, il faut s’aﬀranchir de Pini et de ￿T 2￿ini.
A` partir de l’e´q. (5.13), il est possible de de´terminer la vraie puissance creˆte, en
e´valuant la puissance autour de T = 0.
Pc = Pini exp
￿
−β2γPcz
2
￿T 2￿ini
￿
(5.14)
La puissance s’e´crit alors approximativement lorsque T 2 ￿ ￿T 2￿ini
|A(z, T )|2 = Pc exp
￿
− T
2
2￿T 2￿ini
￿
exp
￿−F ￿|A(z, T )|2 − Pc￿￿ (5.15)
ou` F agit comme un filtre non-line´aire et s’e´crit
F =
β2γz2
￿T 2￿ini
￿
1− 2T
2
￿T 2￿ini
￿
(5.16)
Pour de´terminer ￿T 2￿ini, il suﬃt de calculer la variance de l’e´q. (5.15). Il est toutefois
plus simple d’e´valuer la largeur a` 1/e et de noter que pour une gaussienne T 21/e =
2￿T 2￿ ; cela induit une le´ge`re erreur car l’impulsion n’est pas gaussienne. La variance
peut eˆtre ainsi relie´e a` ￿T 2￿ini au moyen d’une e´quation quadratique.
￿T 2￿ini = ￿T 2￿+ β2γPcz2
￿
1
e
− 1
￿￿
1− 4￿T
2￿
￿T 2￿ini
￿
(5.17)
En utilisant les e´qs. (5.15)–(5.17), nous obtenons une e´quation implicite qui de´crit la
propagation d’une gaussienne dans un milieu dispersif et non-line´aire a` condition que
l’e´volution selon z des quantite´s ￿T 2￿ et Pc soit connue. L’e´volution du moment ￿T 2￿
est donne´e en inte´grant l’e´q. (4.17a) au moyen de l’e´q. (5.7)
￿T 2￿ = ￿T 2￿0 + β2
￿
I0 − γPc
4
√
2
￿
z2 (5.18)
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ou` le moment ￿P ￿ est remplace´ par Pc/
√
2 et le moment ￿Ω2￿ est de´termine´ par
l’invariant I0. La seule quantite´ qu’il faut de´finir est la puissance creˆte Pc qui peut
eˆtre exprime´e en termes de l’e´nergie, en supposant que l’impulsion est gaussienne.
Pc =
E￿
2π￿T 2￿ (5.19)
En re´sume´, en connaissant le moment ￿T 2￿ et l’e´nergie, il possible de de´terminer Pc,
￿T 2￿ini et la puissance |A(z, T )|2 au moyen des e´qs. (5.19), (5.17) et (5.15) respective-
ment. Notons que, contrairement au cas pre´ce´dent, la solution obtenue est explicite
et non implicite. Pour obtenir l’amplitude A(z, T ) du champ de l’impulsion, il suﬃt
de conside´rer les termes imaginaires de l’e´q. (5.12). L’amplitude s’e´crit alors
A(z, T ) =
￿
Pc exp
￿
− T
2
4￿T 2￿ini
￿
exp
￿
−F
2
￿|A(z, T )|2 − Pc￿￿ exp (iφ) (5.20)
φ = γ |A(z, T )|2 z + β2￿Ω2￿
￿
1− T
2
2￿T 2￿
￿
(5.21)
= γ |A(z, T )|2 z +
￿
I0 − γPc√
2
￿￿
1− T
2
2￿T 2￿
￿
ou` le moment ￿Ω2￿ a e´te´ introduit pour remplacer (4￿T 2￿)−1 (le facteur de 4 est pour
une impulsion gaussienne). Bien qu’il n’y ait pas de diﬀe´rence entre les deux au de´but
de la propagation (puisque ￿TΩ￿0 = 0), ￿Ω2￿ est plus approprie´ car il refle`te mieux la
physique de la dispersion que ￿T 2￿. La phase est obtenue a` partir des e´qs. (5.11) et
(5.12) ou` le terme quadratique en γ a e´te´ ne´glige´.
5.2 Comparaison et validation
Pour valider les e´q. (5.10) et (5.20), nous les comparons avec les champs obte-
nus par simulation nume´rique a` l’aide d’un propagateur par transforme´e de Fou-
rier. Les comparaisons sont faites pour diﬀe´rentes longueurs de dispersion et pour
diﬀe´rents rapports N entre la longueur de dispersion et la longueur non-line´aire de´finis
a` l’e´q. (4.28). Spe´cifiquement, la comparaison est faite pour des valeurs de N = 1,
5, 10 correspondant a` des eﬀets non-line´aires e´gaux, cinq fois plus importants et dix
fois plus importants respectivement que les eﬀets dispersifs. Les puissances, chirps et
spectres sont compare´s aux figures 5.2–5.10 pour des distances de propagation allant,
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selon le cas, d’une fraction de la longueur de dispersion LD a` 4LD.
De manie`re ge´ne´rale, l’accord entre les deux mode`les et les simulations nume´riques
est bon, ce qui est surprenant, conside´rant la nature tre`s approximative des deux
mode`les analytiques. Les deux mode`les donnent des re´sultats plus proches des simu-
lations nume´riques pour de faibles valeurs de N que pour de grandes valeurs de N .
Lorsque les eﬀets non-line´aires sont importants, correspondant a` une valeur e´leve´e de
N , la modification de la forme de l’impulsion est importante. Il s’ensuit que la per-
turbation doit eˆtre plus forte pour modifier la gaussienne, ce qui augmente l’erreur.
Les deux mode`les donnent des re´sultats diﬀe´rents. Le mode`le dispersif e´value bien la
puissance creˆte de l’impulsion mais sous-estime sa dure´e. Le mode`le non-line´aire es-
time correctement la dure´e de l’impulsion mais surestime la puissance creˆte. Le meˆme
re´sultat se refle`te dans le domaine des fre´quences ou` le mode`le dispersif sous-estime
la densite´ spectrale creˆte et surestime la largeur spectrale et le mode`le non-line´aire
fait le contraire.
Bien que les deux mode`les estiment bien la pente du «chirp» autour de T = 0, ils ne
repre´sentent pas les oscillations rapides associe´es a` la rupture de l’enveloppe («wave-
breaking»). Le mode`le dispersif de´crit bien la courbure ge´ne´rale du «chirp», de sorte
que le «chirp» est bien de´crit sur les ailes de l’impulsion, ce qui n’est pas surprenant
puisque la dispersion domine sur les ailes. Toutefois, le mode`le dispersif ne de´crit pas le
chirp provenant de l’auto-modulation de phase. De plus, des instabilite´s apparaissent a`
haute puissance. Ces instabilite´s proviennent de la re´solution nume´rique de l’e´quation
implicite (5.10). L’eﬀet de ces instabilite´s est visible sur la puissance de l’impulsion
par une le´ge`re modulation sur les ailes de l’impulsion. Ces instabilite´s ne sont pas
pre´sentes sur le mode`le non-line´aire puisque ce dernier est explicite.
Le mode`le non-line´aire repre´sente ade´quatement le «chirp» non-line´aire autour de
T = 0 puisque la phase non-line´aire apparaˆıt explicitement dans l’e´q. (5.20). Toutefois
le «chirp» sur les ailes de l’impulsions est sous-estime´ a` haute puissance, puisque le
«chirp» sur les ailes est domine´ par la dispersion. L’eﬀet de la phase non-line´aire est
observe´e sur le spectre de l’impulsion ou` des oscillations dues a` l’auto-modulation de
phase sont visibles lorsque N = 10. La forme du spectre est de manie`re ge´ne´rale un
bon indicateur se la qualite´ de l’approximation de la phase dans le temps.
La validite´ des deux mode`les est bonne pour toutes les distances de propagation
simule´es. Nous remarquons cependant que l’accord est meilleur sur de longues dis-
tances lorsque la puissance est e´leve´e. La raison est, comme nous le verrons dans le
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Figure 5.2 Comparaison des puissances obtenues par les simulations nume´riques et
par le mode`le base´ sur une solution dispersive (haut) et le mode`le base´ sur la solution
non-line´aire (bas) pour un rapportN = 1 entre les eﬀets non-line´aires et dispersifs. Les
simulations nume´riques sont en traits pleins noirs et les mode`les analytiques en cercles
rouges. Les courbes sont trace´es pour des distances z/LD = {0, 1/4, 1/2, 1, 2, 4}. Le
temps est normalise´ par ￿T 2￿1/20 .
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Figure 5.3 Comparaison des «chirps» obtenus par les simulations nume´riques et par
le mode`le base´ sur une solution dispersive (haut) et le mode`le base´ sur la solution non-
line´aire (bas) pour un rapport N = 1 entre les eﬀets non-line´aires et dispersifs. Les
simulations nume´riques sont en traits pleins noirs et les mode`les analytiques en cercles
rouges. Les courbes sont trace´es pour des distances z/LD = {0, 1/4, 1/2, 1, 2, 4}. Le
temps est normalise´ par ￿T 2￿1/20 .
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Figure 5.4 Comparaison des spectres obtenus par les simulations nume´riques et par
le mode`le base´ sur une solution dispersive (haut) et le mode`le base´ sur la solution non-
line´aire (bas) pour un rapport N = 1 entre les eﬀets non-line´aires et dispersifs. Les
simulations nume´riques sont en traits pleins noirs et les mode`les analytiques en cercles
rouges. Les courbes sont trace´es pour des distances z/LD = {0, 1/4, 1/2, 1, 2, 4}. Les
fre´quences sont normalise´es par ￿Ω2￿1/20 .
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Figure 5.5 Comparaison des puissances obtenues par les simulations nume´riques et
par le mode`le base´ sur une solution dispersive (haut) et le mode`le base´ sur la solution
non-line´aire (bas) pour un rapportN = 5 entre les eﬀets non-line´aires et dispersifs. Les
simulations nume´riques sont en traits pleins noirs et les mode`les analytiques en cercles
rouges. Les courbes sont trace´es pour des distances z/LD = {0, 1/4, 1/2, 1, 2, 4}. Le
temps est normalise´ par ￿T 2￿1/20 .
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Figure 5.6 Comparaison des «chirps» obtenus par les simulations nume´riques et par
le mode`le base´ sur une solution dispersive (haut) et le mode`le base´ sur la solution non-
line´aire (bas) pour un rapport N = 5 entre les eﬀets non-line´aires et dispersifs. Les
simulations nume´riques sont en traits pleins noirs et les mode`les analytiques en cercles
rouges. Les courbes sont trace´es pour des distances z/LD = {0, 1/4, 1/2, 1, 2, 4}. Le
temps est normalise´ par ￿T 2￿1/20 .
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Figure 5.7 Comparaison des spectres obtenus par les simulations nume´riques et par
le mode`le base´ sur une solution dispersive (haut) et le mode`le base´ sur la solution non-
line´aire (bas) pour un rapport N = 5 entre les eﬀets non-line´aires et dispersifs. Les
simulations nume´riques sont en traits pleins noirs et les mode`les analytiques en cercles
rouges. Les courbes sont trace´es pour des distances z/LD = {0, 1/4, 1/2, 1, 2, 4}. Les
fre´quences sont normalise´es par ￿Ω2￿1/20 .
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Figure 5.8 Comparaison des puissances obtenues par les simulations nume´riques
et par le mode`le base´ sur une solution dispersive (haut) et le mode`le base´ sur la
solution non-line´aire (bas) pour un rapport N = 10 entre les eﬀets non-line´aires
et dispersifs. Les simulations nume´riques sont en traits pleins noirs et les mode`les
analytiques en cercles rouges. Les courbes sont trace´es pour des distances z/LD =
{0, 1/4, 1/2, 1, 2, 4}. Le temps est normalise´ par ￿T 2￿1/20 .
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Figure 5.9 Comparaison des «chirps» obtenus par les simulations nume´riques et par
le mode`le base´ sur une solution dispersive (haut) et le mode`le base´ sur la solution non-
line´aire (bas) pour un rapport N = 10 entre les eﬀets non-line´aires et dispersifs. Les
simulations nume´riques sont en traits pleins noirs et les mode`les analytiques en cercles
rouges. Les courbes sont trace´es pour des distances z/LD = {0, 1/4, 1/2, 1, 2, 4}. Le
temps est normalise´ par ￿T 2￿1/20 .
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Figure 5.10 Comparaison des spectres obtenus par les simulations nume´riques et par
le mode`le base´ sur une solution dispersive (haut) et le mode`le base´ sur la solution non-
line´aire (bas) pour un rapport N = 10 entre les eﬀets non-line´aires et dispersifs. Les
simulations nume´riques sont en traits pleins noirs et les mode`les analytiques en cercles
rouges. Les courbes sont trace´es pour des distances z/LD = {0, 1/4, 1/2, 1, 2, 4}. Les
fre´quences sont normalise´es par ￿Ω2￿1/20 .
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chapitre suivant, que la forme de l’impulsion reprend un peu une forme gaussienne
sur de longues distances de propagation. Finalement, le mode`le non-line´aire montre
de meilleures performances que le mode`le dispersif sur les diﬀe´rentes distances de pro-
pagation et diﬀe´rentes puissances creˆtes simule´es. Cela s’explique par le fait qu’une
line´arisation de l’e´quation de Schro¨dinger non-line´aire a e´te´ incluse dans le mode`le
non-line´aire, alors que le mode`le dispersif ne de´pend que de l’e´volution des moments
d’ordre 2.
Il est plus facile d’observer l’e´volution de la forme de l’impulsion en utilisant les
facteurs de forme. Les figures 5.11–5.13 montrent l’e´volution des facteurs de formes κT ,
κPT et κP des champs simule´s en trait plein et mode´lise´s en trait pointille´. Rappelons
que le facteur de forme κT accorde un poids plus important aux ailes de la distribution
alors que κP place le poids sur le centre. Le facteur κPT est un compromis entre les
deux. En observant ces figures nous voyons d’abord que le mode`le de´coulant de la
solution non-line´aire pre´dit beaucoup plus ade´quatement la forme de l’impulsion que
celui provenant de la solution dispersive. Les oscillations apparaissant dans la solution
dispersive proviennent de la re´solution de l’e´quation implicite (5.10) qui est ardue
lorsque les distances de propagation sont courtes. Ce proble`me ne se pose pas dans
le cas non-line´aire car le mode`le obtenu est explicite.
Les facteurs de formes montrent que les deux mode`les repre´sentent bien la modifi-
cation de la forme de l’impulsion lors de la propagation. Ils montrent e´galement que la
pre´cision est d’autant plus grande que N est faible, ce qui est compre´hensible puisque
le changement de forme s’accentue avec N . Notons e´galement que la diﬀe´rence entre
les diﬀe´rents κ des champs simule´s et mode´lise´s n’est pas la meˆme. La diﬀe´rence est
beaucoup plus faible pour κP est plus faible que pour κT , κPT se situant entre les
deux. Nous en de´duisons que les deux mode`les sont, de fac¸on ge´ne´rale, plus pre´cis
au centre de l’impulsion que sur ses ailes. Les deux mode`les oﬀrent une pre´cision
surprenante sur la forme de l’impulsion, surtout lorsque nous conside´rons l’ampleur
des approximations faites dans leur e´laboration.
5.3 Conclusion
Dans ce chapitre, nous avons e´tudie´ comment il est possible de de´terminer l’e´volu-
tion de l’enveloppe du champ d’une impulsion gaussienne se propageant dans un
milieu dispersif normal et non-line´aire connaissant l’e´volution des moments d’ordre 2.
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Figure 5.11 Comparaison entre les simulations nume´riques (lignes pleines) et le
mode`le (cercles) base´ sur une solution dispersive (haut) et le mode`le base´e sur la
solution non-line´aire (bas) pour un rapport N = 1 entre les eﬀets non-line´aires et
dispersifs. Le trait noir montre le facteur de forme κT , le trait bleu κPT et le trait
rouge κP .
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Figure 5.12 Comparaison entre les simulations nume´riques (lignes pleines) et le
mode`le (cercles) base´ sur une solution dispersive (haut) et le mode`le base´e sur la
solution non-line´aire (bas) pour un rapport N = 5 entre les eﬀets non-line´aires et
dispersifs. Le trait noir montre le facteur de forme κT , le trait bleu κPT et le trait
rouge κP .
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Figure 5.13 Comparaison entre les simulations nume´riques (lignes pleines) et le
mode`le (cercles) base´ sur une solution dispersive (haut) et le mode`le base´e sur la
solution non-line´aire (bas) pour un rapport N = 10 entre les eﬀets non-line´aires et
dispersifs. Le trait noir montre le facteur de forme κT , le trait bleu κPT et le trait
rouge κP .
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Une expression analytique implicite a e´te´ obtenue a` partir de la solution analytique de
la propagation d’une impulsion gaussienne dans un milieu dispersif. Une expression
analytique explicite a e´te´ obtenue a` partir de la solution analytique de la propagation
d’une impulsion gaussienne dans un milieu non-line´aire. Les deux expressions ont e´te´
compare´es a` des simulations nume´riques afin d’en e´tudier la validite´ pour diﬀe´rentes
valeurs de N et pour diﬀe´rentes distances de propagation.
Les deux mode`les se comparent bien aux simulations nume´riques, mais l’accord
diminue lorsque la non-line´arite´ croˆıt (N e´leve´). Le mode`le non-line´aire montre une
plus grande pre´cision sur l’ensemble de simulations que le mode`le dispersif. Bien que
les deux mode`les de´veloppe´s dans ce chapitre permettent de suivre l’e´volution de
l’enveloppe du champ, ils sont limite´s au cas ou` la dispersion est normale. De plus, ils
ne permettent pas de fournir un cadre syste´matique pour analyser l’e´volution de la
forme de l’impulsion lors de la propagation dans un milieu dispersif et non-line´aire.
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Chapitre 6
Propagation non-line´aire et les
moments d’ordre supe´rieur
Les moments d’ordre 2 donnent une description ade´quate des principales ca-
racte´ristiques d’une impulsion mais omettent une caracte´ristique essentielle : sa forme.
Comme nous l’avons au chapitre 4, en supposant la phase quadratique, la forme de
l’impulsion est invariante. Pour de´crire correctement la propagation d’une impul-
sion dans un milieu dispersif et non-line´aire, il faut eˆtre en mesure de mieux de´crire
ade´quatement la phase. Lors de l’analyse a` l’aide des moments d’ordre 2, nous avons
suppose´ une phase quadratique, ce qui est l’approximation la plus simple que nous
pouvions faire. Dans ce chapitre, nous tentons d’obtenir une expression plus pre´cise
pour de´crire la phase et ainsi obtenir une description plus juste de la propagation
d’une impulsion dans un milieu dispersif et non-line´aire. Pour bien de´crire la phase,
il est e´galement important de bien de´crire la puissance puisque la phase y est propor-
tionnelle par le biais de l’auto-modulation de phase.
Pour raﬃner la description de l’amplitude de l’impulsion, il faut avoir recours
aux moments d’ordre supe´rieur a` 2. Il est ne´cessaire d’avoir des moments d’ordre
supe´rieur car la forme de l’impulsion est de´duite en comparant des moments d’ordres
diﬀe´rents entre eux. Nous nous limitons a` des impulsions syme´triques, de sorte que
tous les moments impairs sont nuls. Il est possible, en the´orie, de conside´rer des
moments d’ordre arbitrairement e´leve´, mais l’analyse devient rapidement complexe
et inge´rable. Nous limiterons donc notre analyse aux moments line´aires d’ordre 4 et
aux moments non-line´aires d’ordre 2.
Dans ce chapitre, nous e´tablissons d’abord les e´quations de propagation des mo-
ments line´aires d’ordre 4 et des moments non-line´aires d’ordre 2. Ces e´quations
pre´sentent la meˆme fuite vers l’avant vers les moments d’ordre supe´rieur. Nous e´tudions
donc ensuite diﬀe´rents mode`les pour s’aﬀranchir de cette fuite vers l’avant et ap-
proximer les e´quations de propagation. Ces mode`les sont ensuite compare´s, dans un
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premier temps, a` des simulations nume´riques pour en analyser la validite´. Dans un
second temps, ces mode`les sont utilise´s pour inte´grer nume´riquement les e´quations de
propagation approximatives afin d’en tester la validite´ plus en de´tails. Ces analyses
nous permettront de de´terminer quel mode`le est plus apte pour repre´senter le champ.
6.1 E´quations de propagation
Les e´quations de propagation sont de´termine´es en inte´grant l’e´quation de Schro¨din-
ger non-line´aire, (e´q. (4.2)), par rapport au temps en conside´rant l’ope´rateur appro-
prie´ (les de´tails sont pre´sente´s a` l’annexe B). Nous conside´rons ici les moments centre´s
dans le re´fe´rentiel se de´plac¸ant a` la vitesse de groupe de l’impulsion.
6.1.1 Moments line´aires d’ordre 4
La propagation des moments line´aires est de´crite par les e´quations suivantes
d
dz
￿T 4￿ = 4β2￿T 3Ω￿r (6.1a)
d
dz
￿T 3Ω￿r = 3β2
￿
￿T 2Ω2￿r + 1
2
￿
+
3γ
2
￿PT 2￿ (6.1b)
d
dz
￿T 2Ω2￿r = 2β2￿TΩ3￿r + 4γ￿PTΩ￿r + 2γ￿PT 2Ω2￿i (6.1c)
d
dz
￿TΩ3￿r = β2￿Ω4￿+ 3γ￿PΩ2￿r + 2γ￿PTΩ3￿i (6.1d)
d
dz
￿Ω4￿ = 2γ￿PΩ4￿i. (6.1e)
Le syste`me d’e´qs. (6.1) n’est pas ferme´ ; il contient des moments d’ordre supe´rieur dont
les e´quations de propagation ne sont pas de´finies. Ces moments «externes», similaires
au moments ￿PΩ2￿i du syste`me d’e´qs. (4.12) a` l’ordre 2, sont de nature non-line´aire.
En eﬀet, le syste`me purement dispersif (γ = 0) est inte´grable (voir annexe B). Il y
a six moments externes au syste`me, trois d’ordre 2 et trois d’ordre 4. Pour re´soudre
le syste`me d’e´qs. (6.1), il faut repre´senter ces moments externes en fonctions des
moments line´aires.
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6.1.2 Moments non-line´aires d’ordre 2
La propagation des moments non-line´aires est de´crite par les e´quations suivantes
d
dz
￿PT 2￿ =− 2β2￿PT 2Ω2￿i (6.2a)
d
dz
￿PTΩ￿r =− 3
2
β2￿PΩ2￿r − 2β2￿PTΩ3￿i − 2β2
￿
∂P
∂T
TΩ2
￿
r
+
γ
3
￿P 2￿ (6.2b)
=
β2
2
￿PΩ2￿r − 2β2
￿
T
∂A∗
∂T
∂2A
∂T 2
￿
r
+
γ
3
￿P 2￿
d
dz
￿PΩ2￿r =− β2￿PΩ4￿i − 2β2
￿
∂A∗
∂T
∂3A
∂T 3
￿
i
− β2
￿
∂A
∂t
∂2A∗
∂T 2
Ω
￿
r
+ γ￿P 2Ω2￿i
(6.2c)
d
dz
￿PΩ2￿i =β2￿PΩ4￿r + 2β2
￿
∂A∗
∂T
∂3A
∂T 3
￿
r
+ β2
￿
∂A
∂T
∂2A∗
∂T 2
Ω
￿
i
− γ￿P 2Ω2￿r + γ
￿
P
￿￿￿￿∂A∂t
￿￿￿￿2
￿
− γ
￿
P
∂2P
∂T 2
￿
. (6.2d)
Il est e´galement utile d’e´crire l’e´quation de propagation de ￿P 2￿.
d
dz
￿P 2￿ = −3β2￿P 2Ω2￿i (6.3)
Le syste`me d’e´qs. (6.2) n’est e´galement pas ferme´. Les ope´rateurs requis pour de´crire
les moments externes sont plus complique´s que ceux dont nous calculons l’e´volution.
Toutefois, le formalisme des ope´rateurs permet de repre´senter succinctement ces mo-
ments en n’alourdissant pas la notation. Puisque le moment ￿P 2￿ est d’ordre 0 (comme
E et ￿P ￿), son e´quation de propagation a e´te´ de´finie a` l’e´q. (6.3).
6.2 Mode´lisation des moments d’ordre supe´rieur
Pour re´soudre le syste`me d’e´qs. (6.1) et/ou (6.2), il faut pouvoir e´crire les moments
externes en fonction des moments des deux syste`mes. Dans le chapitre 4, le syste`me
a pu eˆtre ferme´ en supposant que la phase de l’impulsion e´tait quadratique. Cette
approximation n’est toutefois pas suﬃsante a` l’ordre 4, comme nous le verrons plus
loin. De plus, certain des moments externes ne de´pendent que de la puissance de
l’impulsion. Il faut donc pouvoir mode´liser la puissance en plus de la phase.
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Une distinction importante doit eˆtre faite maintenant au sujet de la mode´lisation.
Dans la me´thode classique des moments, un ansatz est pose´ pour l’amplitude du
champ ; pour l’E´SNL, une se´cante hyperbolique est typiquement utilise´e ou` la puis-
sance creˆte, la dure´e et la phase sont des parame`tres. Ces parame`tres sont ensuite
relie´s aux moments de sorte qu’il y a une correspondance directe entre les parame`tres
et les moments. Il est alors possible d’obtenir des e´quations de propagation pour les
parame`tres en ayant celles des moments. Bien que les e´quations de´crivant l’e´volution
des moments contiennent des moments externes, ces derniers peuvent eˆtre exprime´s
en fonction des moments internes puisque la forme du champ est fixe´ par l’ansatz. Il
s’ensuit que la solution obtenue est confine´e par l’ansatz choisi pour l’amplitude. Si
un ansatz pouvant de´crire la forme de l’impulsion est utilise´, il est alors possible de
de´crire en partie l’e´volution de la forme de l’impulsion. Toutefois, cette e´volution est
toujours limite´e a` la forme de l’anstatz.
Pourtant si nous conside´rons l’ensemble des moments, il est possible de de´crire
n’importe quelle amplitude. Il faut cependant un nombre infini de moments pour
de´crire exactement l’amplitude du champ. Cela est duˆ au fait que les moments sont
des quantite´s moyennes dans le temps ; ainsi des amplitudes diﬀe´rentes peuvent avoir
un ou plusieurs moments en commun. Ce n’est qu’en connaissant tous les moments
qu’il est possible de de´terminer exactement la norme et la phase du champ et ce
proble`me demeure tre`s complexe (Talenti, 1987). Dans la me´thode des moments, il
n’est pas ne´cessaire d’avoir plus de moments que de parame`tres d’ansatz ; il suﬃt
d’avoir autant de moments que de parame`tres pour passer d’un a` l’autre. Nous avons
cependant acce`s a` bien plus de moments que ne´cessaire pour la me´thode des moments.
Ces moments contiennent de l’information qu’il est possible d’exploiter.
L’ide´e alors est d’utiliser un ansatz pour l’amplitude uniquement pour les moments
externes et de conside´rer tous les moments internes pour de´crire l’e´volution du champ.
Ainsi la description de l’amplitude du champ n’est pas limite´e qu’a` l’ansatz mais est
de´crite par l’ensemble des moments conside´re´s. La distinction est importante car les
moments de´crivent alors une famille d’amplitudes limite´e par la mode´lisation des
moments externes, au lieu d’eˆtre limite´e par l’ansatz de l’amplitude, re´sultant en une
description plus ge´ne´rale. Prenons comme exemple simple la mode´lisation faite au
chapitre 4. En ne mode´lisant que la phase du champ, et en ne supposant rien sur la
forme de l’impulsion, il a e´te´ possible de trouver les invariants approximatifs I1 et I2
qui de´pendent de la forme initiale de l’impulsion. Si la forme de l’amplitude avait e´te´
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fixe´e, I1 et I2 n’auraient pu prendre qu’une valeur.
En re´sume´, dans la me´thode que nous utilisons ici et dans la me´thode classique
des moments, l’amplitude du champ doit eˆtre repre´sente´e par un ansatz. Dans la
me´thode des moments, seuls les moments ne´cessaires pour repre´senter les parame`tres
sont conside´re´s. Dans notre me´thode, tous les moments sont conside´re´s et l’anstaz ne
sert qu’a` re´soudre le proble`me des moments externes. Autrement dit, l’ansatz sert a`
repre´senter les termes dans la de´rive´e de l’e´quation d’e´volution du moment au lieu
du moment meˆme. De manie`re plus ge´ne´rale, le niveau de pre´cision de la me´thode
peut eˆtre ajuste´e en incluant plus ou moins de moments, d’ordre plus ou moins e´leve´.
Regardons maintenant quelles formes l’ansatz repre´sentant l’amplitude peut prendre.
6.2.1 Mode´liser l’amplitude ou la norme ?
Pour faire la mode´lisation, deux chemins peuvent eˆtre emprunte´s ; soit de mode´liser
directement l’amplitude complexe du champ, soit de mode´liser la norme et la phase
du champ se´pare´ment. L’avantage de mode´liser directement l’amplitude, c’est-a`-dire
d’avoir un ansatz avec des parame`tres complexes dont la partie re´elle dicte la norme et
la partie imaginaire la phase, est que l’ansatz de´crivant la norme de´crit e´galement la
phase. Il est alors possible d’avoir une plus grande pre´cision avec moins de parame`tres
de mode´lisation. Le champ s’e´crit donc de manie`re beaucoup plus simple. De plus,
la phase est potentiellement de´crite par une fonction tre`s complexe, mais qui s’e´crit
toutefois (relativement) simplement. Un exemple de ce genre de mode´lisation est la
gaussienne dispersive ou encore le mode`le implicite base´ sur la solution dispersive
de´crit au chapitre 5.
Le proble`me toutefois avec cette avenue est que la norme et la phase sont intime-
ment couple´es ensemble. Il est ine´vitable que la mode´lisation ne repre´sente pas exac-
tement le champ (autrement, ce serait carre´ment une solution ge´ne´rale de l’E´SNL) ;
il y aura des erreurs d’approximation sur le champ, soit en norme ou en phase. Le
couplage entre la norme et la phase dans le mode`le amplifie les erreurs d’approxi-
mation car les fluctuations de phase se transforment en fluctuations de norme et
vice-versa dans l’E´SNL. Un autre proble`me survient lors de l’inte´gration du mode`le
dans la de´finition des moments. Il peut eˆtre diﬃcile d’inte´grer des fonctions avec des
parame`tres complexes (meˆme si la variable d’inte´gration est re´elle) tout en s’assurant
que l’inte´grale ne diverge pas ou que l’inte´grale simplement existe. C’est pour ces
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raisons que nous privile´gions une mode´lisation ou` la norme et la phase du champ sont
de´crites par des fonctions distinctes.
6.2.2 Mode´lisation de la puissance
Diﬀe´rentes avenues sont envisageables pour mode´liser la puissance du champ. Nous
ne conside´rons dans l’analyse qui suit que des impulsions syme´triques dans le temps ;
les eﬀets asyme´triques e´tant ainsi ne´glige´s. La mode´lisation choisie doit respecter trois
crite`res. Elle doit pouvoir repre´senter facilement les formes de «cloche» couramment
rencontre´es. Elle doit pouvoir e´galement s’inte´grer facilement dans la de´finition des
moments. Finalement, la mode´lisation devra eˆtre relativement simple ; nous nous
limitons a` un seul parame`tre pour repre´senter la forme. Ce parame`tre doit donc
pouvoir repre´senter la majorite´ des formes d’impulsions typiquement rencontre´es.
Ces conditions limitent les mode´lisations possibles. Par exemple, une expansion de
Taylor ne permet pas de repre´senter facilement des formes de cloche. Une alternative
est de prendre une expansion de Pade´, qui repre´sentent bien la forme de cloche.
Toutefois, elle ne permet pas de bien repre´senter les principales formes d’impulsions
sans avoir recours a` plusieurs termes. Une mode´lisation inte´ressante est la super-
gaussienne
P (T ) = Pc exp
￿
−
￿￿￿￿Tb
￿￿￿￿2￿
￿
(6.4)
ou` le parame`tre b est relie´ a` la dure´e de la super-gaussienne, Pc est la puissance creˆte
et ￿ est un parame`tre de forme. Lorsque ￿ est entier, les valeurs absolues peuvent eˆtre
ne´glige´es. Lorsque ￿ = 1, nous retrouvons l’impulsion gaussienne. Quand la valeur
de ￿ augmente, la super-gaussienne devient de plus en plus carre´e ; elle devient un
cre´neau lorsque ￿ → ∞. Les impulsions ont des ailes moins e´vanescentes pour des
valeurs de 0 < ￿ < 1. Toutefois, dans ce cas, il y a une discontinuite´ de la de´rive´e
de la puissance en T = 0 ; de fac¸on ge´ne´rale, lorsque ￿ n’est pas entier, il y a une
discontinuite´ provenant de la de´rive´e de la fonction valeur absolue. A` part le proble`me
de la discontinuite´ en T = 0, la super-gaussienne ne permet pas de repre´senter une
forme parabolique qui est une solution asymptotique de l’E´SNL et certains moments
non-line´aires ne peuvent eˆtre calcule´s. Autrement, la super-gaussienne est un mode`le
eﬃcace qui a e´te´ parfois utilise´es dans la description de la propagation non-line´aire
88
d’impulsions.
La mode´lisation que nous employons dans le reste de ce chapitre utilise la distribu-
tion de Pearson. Cette distribution a e´te´ pre´sente´e au chapitre 3. Nous ne conside´rons
ici que la forme syme´trique qui est beaucoup plus simple,
P (T ) = Pc
￿
1 +
aT 2
b
￿− 1a
lorsque a ≥ 0 (6.5)
ou` le parame`tre b est relie´ a` la dure´e de l’impulsion, Pc est la puissance creˆte et le
parame`tre a est un parame`tre de forme. Notons que de les parame`tres a, b et Pc sont
re´els. Pour que l’e´q. (6.5) demeure carre´e inte´grable sur l’intervalle lorsque a < 0, la
distribution est limite´e a` ses ze´ros.
P (T ) =

Pc
￿
1 + aT
2
b
￿− 1a
lorsque a ≥ 0
Pc
￿
1 + aT
2
b
￿− 1a
si T <
￿
b
|a| et a < 0
0 si |T | ≥
￿
b
|a| et a < 0
(6.6)
Dans le cas ou` a < 0, il y a une discontinuite´ dans la de´rive´e autour de T =
￿
b/|a| ;
toutefois la puissance y est nulle, ce qui ne pose donc pas un proble`me lors de
l’inte´gration. Il semble a` premie`re vue contraignant d’avoir deux de´finitions de la
norme selon la forme de l’impulsion. Nous verrons plus loin que les expressions des
moments sont les meˆmes peu importe le signe de a. Comme nous l’avons vu au
chapitre 3, la distribution de Pearson permet de repre´senter, exactement ou approxi-
mativement, la plupart des impulsions ou spectres utiles, soit la gaussienne, la se´cante
hyperbolique, la lorentzienne, la parabole et le cre´neau. De plus, elle permet de de´crire
les formes d’impulsions interme´diaires puisque le parame`tre de forme a est continu.
La distribution de Pearson est particulie`rement bien adapte´e aux moments car ces
derniers peuvent eˆtre de´finis de manie`re re´cursive en inte´grant par partie la forme
diﬀe´rentielle de la distribution (e´q. (3.20)), comme le montre l’annexe D. Il s’ensuit
que tous les moments peuvent eˆtre de´finis en fonction des parame`tres du mode`le ou
d’autres moments.
A` partir de la de´finition de la puissance du champ donne´e par l’e´q. (6.6), tous les
moments de la distribution de Pearson n’utilisant que les ope´rateurs T et P peuvent
eˆtre calcule´s, ainsi que l’e´nergie. Notons que les moments d’ordre impair (selon T )
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sont nuls car la puissance donne´e par l’e´q. (6.6) est syme´trique.
E = Pc
￿
πb
|a|
Γ
￿
1
a − 12
￿
Γ
￿
1
a
￿ ￿ 1 lorsque a ≥ 0
cot
￿
π
|a|
￿
lorsque a ≤ 0 (6.7)
￿T j￿ = 1√
π
￿
b
a
￿ j
2 Γ
￿
j+1
2
￿
Γ
￿
1
a −
￿
j+1
2
￿￿
Γ
￿
1
a − 12
￿ pour j pair, 0 autrement (6.8)
￿P p￿ = P pc
Γ
￿
p+1
a − 12
￿
Γ
￿
1
a
￿
Γ
￿
p+1
a
￿
Γ
￿
1
a − 12
￿ ￿ 1 lorsque a ≥ 0
tan
￿
π
a
￿
cot
￿
π
a (p+ 1)
￿
lorsque a ≤ 0 (6.9)
￿P pT j￿ = b(j − 1)
2(p+ 1)− a(j + 1)￿P
pT j−2￿ (6.10)
Le moment ￿P pT j￿ est de´fini de manie`re re´cursive alors que les autres moments sont
de´finis par la fonction Γ. Des expressions spe´cifiques pour certaines valeurs parti-
culie`res de j et de p sont pre´sente´es a` l’annexe D. Des expressions diﬀe´rentes sont
obtenues selon le signe de a. Bien que la fonction Γ soit parfaitement bien de´finie, il
est plus facile de manipuler des expressions polynomiales. Pour ce faire, l’approxima-
tion de la fonction Γ donne´e par l’e´q. (C.8) nous est utile pour simplifier les e´qs. (6.7)
et (6.9) lorsque a tend vers ze´ro.
E ≈ Pc
4
√
πb
￿
8− a
2− a
￿
(6.11)
￿P p￿ ≈ P
p
c√
n+ 1
￿
2− a
8− a
￿￿
8(p+ 1)− a
2(p+ 1)− a
￿
(6.12)
Ces e´quations approximatives sont valides peu importe le signe de a, ce qui simplifie
grandement l’analyse. Un des proble`me des e´quations de´finies par morceaux est que,
lors de calculs analytiques, il faut savoir quel morceau s’applique avant la fin du calcul.
Par exemple, si dans un calcul le parame`tre a doit eˆtre de´termine´, son signe doit
eˆtre connu pour savoir quelle de´finition utiliser. Il est donc plus simple d’avoir une
expression unique. Aucune approximation n’est ne´cessaire pour obtenir une forme
polynomiale pour le moment ￿T j￿ car les fonctions Γ se simplifient au moyen de
l’e´q. (C.2), sauf Γ[(j + 1]/2] qui ne de´pend que de l’ordre du moment.
La validite´ de ces approximations est montre´e a` la figure 6.1 ou` les e´qs. (6.11) et
(6.12) sont compare´es aux e´qs. (6.7) et (6.9). La figure 6.1 montre que les e´quations
approximatives donnent un re´sultat tre`s pre´cis sur l’intervalle de formes d’impulsion
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Figure 6.1 En haut : Comparaison entre la valeur the´orique de l’e´nergie de la dis-
tribution de Pearson et la valeur approximative. En bas : Comparaison du moment
￿P p￿ de la distribution de Pearson et la valeur approximative. Les quatre courbes
repre´sentent du haut vers le bas p = 1, 2, 3 et 4. Les valeurs the´oriques sont en lignes
pleines alors que les valeurs approximatives sont repre´sente´es par des cercles.
91
inte´ressantes −2 ≤ a ≤ 2. Notons que l’e´chelle de l’e´nergie est logarithmique, signi-
fiant que l’accord est bon sur plusieurs ordres de grandeur. Il est remarquable que
les e´quations approximatives (6.11) et (6.12) soient si pre´cises. Il est d’autant plus
remarquable qu’elles le sont aussi bien lorsque a ≥ 0 que lorsque a ≤ 0. La pre´cision
des approximations vient du fait que les e´qs. (6.11) et (6.12) sont les de´veloppements
en se´rie de Pade´ des e´qs. (6.7) et (6.9). Puisque ces approximations sont tre`s pre´cises,
simples a` manipuler et ne diﬀe`rent pas selon le signe de a, nous les pre´fe´rons aux
e´quations exactes pour le reste de l’analyse, e´liminant ainsi les fonctions gamma.
Les moments de´crits par les e´qs. (6.7)–(6.9) (ou encore les e´qs. (6.11) et (6.12) )
permettent de de´crire les facteurs de formes temporelles κ de´crit au chapitre 3. Ces
facteurs sont alors de´crits seulement par le parame`tre a de la distribution de Pearson.
κT = 3
￿
2− 3a
2− 5a
￿
(6.13)
κPT =
2− 3a
4− 3a (6.14)
κP =
2√
3
￿
8− a
2− a
￿￿
24− a
6− a
￿￿
4− a
16− a
￿2
≈ 2√
3
￿
96− 49a
96− 61a
￿
(6.15)
L’approximation de κP est obtenue par un de´veloppement de Pade´. Un autre pa-
rame`tre de forme inte´ressant est obtenu en comparant l’e´nergie avec les moments ￿P ￿
et ￿T 2￿.
κE =
E
￿P ￿￿￿T 2￿ =
￿
2π(2− 3a)
4
￿
4− a
16− a
￿￿
8− a
2− a
￿2
(6.16)
≈ 4
￿
2π(2− 3a)
￿
12− a
48− 31a
￿
Encore une fois, une valeur spe´cifique d’un de ses parame`tres ne permet pas de
connaˆıtre avec certitude la forme de l’impulsion ; diﬀe´rentes formes peuvent donner
la meˆme valeur de κ. Ainsi, plus il y a de facteurs de forme conside´re´s, plus la forme
de l’impulsion peut eˆtre de´termine´e pre´cise´ment. Toutefois, si nous supposons que la
forme de l’impulsion est de´crite par la distribution de Pearson, n’importe quel des
facteurs de forme κ est suﬃsant pour de´terminer le parame`tre a et ce faisant, la forme
de l’impulsion.
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6.2.3 Mode´lisation de la phase
La mode´lisation de la phase temporelle est tre`s importante car elle de´termine non
seulement la phase spectrale, mais e´galement en partie la forme de la densite´ spectrale
du champ. Autrement dit, les moments contenant l’ope´rateur Ω de´pendent fortement
de la phase temporelle. Notons que la mode´lisation pourrait eˆtre faite dans le domaine
spectral. La distribution de Pearson peut autant servir a` de´crire la puissance que la
densite´ spectrale. La raison pour laquelle il est pre´fe´rable de travailler dans le domaine
temporel est que les eﬀets non-line´aires sont de´crits plus facilement dans le domaine
temporel que dans le domaine spectral. Trois formes de phase sont envisage´es dans
ce qui suit. La premie`re est une phase quadratique, comme celle utilise´e au chapitre
4, la seconde une phase quadratique avec une contribution non-line´aire et enfin une
phase logarithmique, couramment utilise´e dans la mode´lisation des lasers.
Phase quadratique
Supposons que la phase du champ est quadratique et s’e´crit
φ(T, z) = hT 2 + iβ0z (6.17)
ou` h est une constante re´elle et le terme de droite donne l’e´volution de la phase
spatiale (qui n’apparaˆıt pas dans l’e´volution des moments). Les diﬀe´rents moments
de l’amplitude A(T, z) =
￿
P (T ) exp[iφ(T, z)] peuvent eˆtre calcule´s, ou` P (T ) est
de´crit par l’e´q. (6.6). Des expressions ge´ne´rales des moments utilisant les ope´rateurs
P , T et Ω sont toutefois diﬃciles a` calculer a` cause de la de´rive´e dans l’ope´rateur Ω.
Une liste des principaux moments de cette mode´lisation est cependant pre´sente´e a`
l’annexe D.
Il est maintenant inte´ressant de revenir brie`vement sur l’analyse du chapitre 4
en supposant que le champ est exactement de´crit par les e´qs. (6.6) et (6.17). Nous
proce´dons donc comme dans la me´thode classique des moments. Comme nous l’avons
mentionne´, l’approximation de la phase quadratique a pour eﬀet que le facteur de
forme κT est invariant lors de la propagation. En de´rivant les deux autres facteurs
de forme temporelle, κPT et κP , par rapport a` z et en remplac¸ant les moments par
les parame`tres du mode`le, nous constatons qu’ils sont e´galement invariants. Il est
inte´ressant de noter que les solutions analytiques connues de l’E´SNL dont la forme est
invariante (le soliton d’ordre, l’impulsion parabolique asymptotique et la gaussienne
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dispersive) ont toutes une phase quadratique.
Il est e´galement inte´ressant de re´e´crire les invariants approximatifs I1 et I2, donne´s
par les e´qs. (4.20b) et (4.20c) en fonction du parame`tre a.
I1 = ￿T 2￿￿Ω2￿ − ￿TΩ￿2 = 1
4(2− 3a)
￿
2− a
1 + a
￿
≈ 1
4
￿
1 +
3
2
a2
￿
(6.18)
I2 =
1
κE
≈ 1
2
√
π
￿
1 +
3a
16
￿
(6.19)
Les valeurs approximatives sont e´crites en se´rie de Taylor puisque le parame`tre a est
ge´ne´ralement pre`s de 0. Il se trouve que l’invariant I1 de´pend du parame`tre de forme
a a` l’ordre 2, de sorte que l’approximation de la phase quadratique est similaire a` une
approximation gaussienne de la forme (elle est le´ge`rement plus pre´cise car l’invariant
peut prendre diﬀe´rentes valeurs). L’invariant I2 montre une variation d’environ 20%
sur la plage des valeurs de a utiles. Notons toutefois que nous supposons que la forme
de l’impulsion peut toujours eˆtre de´crite par la distribution de Pearson, ce qui est
e´videmment une approximation.
Phase quadratique et non-line´aire
Puisque de supposer que la phase est quadratique n’est pas suﬃsant pour de´crire
l’e´volution de la forme de l’impulsion lors de la propagation, il faut mode´liser la phase
plus pre´cise´ment. Puisque la phase quadratique repre´sente a` peu pre`s bien la partie
dispersive de la phase, ajoutons une contribution non-line´aire pour bien refle´ter la
physique du proble`me.
φ(T, z) = hT 2 + fP (T ) + iβ0z (6.20)
ou` f est un parame`tre re´el et P (T ) est donne´ par l’e´q. (6.6). L’e´volution du parame`tre
de forme κT s’e´crit alors
dκT
dz
= −4β2f
b
￿P ￿κPTκT (1 + a) (6.21)
en supposant que le champ est ade´quatement de´crit par la distribution de Pearson.
Notons que dans l’e´q. (6.21) nous retrouvons a` la fois des moments (￿P ￿ et indirec-
tement κPT et κT ) et des parame`tres (a, b et f). Il serait plus propre de ne travailler
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qu’avec les moments ou qu’avec les parame`tres ; toutefois les expressions deviennent
rapidement tre`s lourde. Ainsi en se permettant d’utiliser a` la fois les moments et les
parame`tres, les e´quations sont alle´ge´es. Il est possible de passer d’un a` l’autre en
utilisant les e´qs. (6.8), (6.12), (6.13) et (6.14).
Il apparaˆıt selon l’e´q. (6.21) qu’il faut que la dispersion et f , donc indirectement la
non-line´arite´, soit non-nuls pour que la forme de l’impulsion se modifie au long de la
propagation. Il est inte´ressant de regarder sous quelles conditions κT devient invariant.
Il devient invariant lorsque la dispersion est nulle β2 = 0 puisque l’auto-modulation
de phase ne cause qu’un de´phasage dans le temps. Lorsque f = 0, nous sommes
dans le cas de l’approximation de la phase quadratique. Quand b → ∞, l’impulsion
devient infiniment longue et se rapproche d’un faisceau continu qui ne subit pas l’eﬀet
de la dispersion ou de l’auto-modulation de phase (du moins, si les fluctuations dues
au bruit sont ne´glige´es). Notons que pour traiter proprement le cas d’un faisceau
continu, le pre´sent mode`le n’est pas ade´quat. κT devient invariant quand le moment
￿P ￿ = 0, et donc que la puissance creˆte est nulle. La propagation est purement
dispersive dans ce cas. Bien que la dispersion change la forme de l’impulsion lors de
la propagation de fac¸on ge´ne´rale (voir annexe B), la phase devient quadratique lorsque
￿P ￿ = 0, tout comme la phase d’une impulsion gaussienne dispersive dont la forme
est invariante. Les parame`tres κT et κPT deviennent artificiellement nuls pour a =
2/3 puisque l’inte´grale de´finissant ￿T 2￿ diverge. Finalement, la forme de l’impulsion
devient invariante lorsque a = −1, ce qui correspond a` une impulsion parabolique, qui
est la solution asymptotique a` l’E´SNL. Notons que le soliton (a ≈ 0.29) est e´galement
invariant, mais cette condition n’apparaˆıt pas directement dans l’e´q. (6.21), puisque
l’invariance provient de l’e´quilibre entre la dispersion et l’auto-modulation de phase.
Phase logarithmique
Une autre option inte´ressante est une phase proportionnelle au logarithme de la
forme de l’impulsion
φ(T, z) = c ln
￿￿
P (T )
￿
+ iβ0z
= − c
2a
ln
￿
1 +
a
b
T 2
￿
+ iβ0z (6.22)
ou` c est un parame`tre re´el. Cette phase est en quelque sorte un compromis entre
une phase dispersive et non-line´aire. Elle intervient dans la solution de l’e´quation
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de Ginzburg-Landau de´crivant le soliton moyen dans les lasers a` fibre. Dans ce cas
l’e´volution de κT est donne´ par
dκT
dz
= −4β2ac
b
κT (6.23)
en supposant toujours que le champ est de´crit par distribution de Pearson. Une
diﬀe´rence est notable si l’e´q. (6.23) est compare´e a` l’e´q. (6.21). Le facteur de forme
κT est invariant lorsque a = 0, donc quand l’impulsion est gaussienne, comme dans
le cas de la propagation purement dispersive. La forme devient e´galement invariante
lorsque la phase c est nulle, donc lorsqu’il n’y a ni dispersion ni non-line´arite´. No-
tons que, contrairement au cas pre´ce´dent, les phases dispersives et non-line´aires sont
condense´es dans le meˆme terme. Nous n’observons pas dans le cas ici l’invariance de
la forme de l’impulsion ni dans le cas parabolique, ni dans le cas solitonique.
Il existe bien entendu d’autres mode´lisations possibles de la phase ; toutefois les
trois pre´sente´es ici sont simples et descriptives. Malgre´ cela, notons que la repre´senta-
tion des moments contenant l’ope´rateur Ωk en fonction des parame`tres devient rapi-
dement lourde a` cause des nombreux termes lorsque k > 2. Ces nombreux termes sont
ge´ne´re´s par la de´rive´e temporelle d’ordre k. Un point important qu’il faut conside´rer
au sujet de la mode´lisation est la diﬀe´rence entre repre´senter l’amplitude d’une impul-
sion stationnaire et mode´liser l’amplitude durant toute la propagation. Il est beaucoup
plus diﬃcile de repre´senter l’e´volution de l’amplitude pendant toute la propagation
car la mode´lisation doit eˆtre suﬃsamment pre´cise pour que les erreurs d’approxima-
tion n’aﬀectent pas significativement la propagation. Autrement dit, il faut eˆtre en
mesure de mode´liser raisonnablement toutes les formes de norme et de phase que l’im-
pulsion prend lors de la propagation. Dans le cas d’une solution stationnaire, il faut
seulement repre´senter la forme finale de la norme et de la phase. Par exemple, une
phase quadratique est suﬃsante pour de´crire les solutions stationnaire (ou asymp-
totique) de l’E´SNL, mais n’est pas suﬃsante pour de´crire la propagation dans des
conditions arbitraires.
Un autre point a` conside´rer est le choix des moments pour repre´senter les pa-
rame`tres, que ce soit dans la me´thode classique des moments ou la me´thode ge´ne´rale
des moments. Dans la me´thode classique des moments, il nous faut choisir autant
de moments que de parame`tres. Il y a toutefois une infinite´ de combinaisons pos-
sibles. Dans la me´thode ge´ne´rale des moments, il faut repre´senter les moments d’ordre
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supe´rieur en fonction des parame`tres et remplacer les parame`tres par des moments
faisant partie du syste`me ; le choix est e´galement grand. Pour de´terminer quels sont
les choix les plus eﬃcaces, comparons les moments d’ordre supe´rieur d’un champ
propage´ nume´riquement avec la reconstruction du meˆme moment obtenu a` l’aide de
diﬀe´rentes combinaison de moments d’ordre infe´rieurs e´galement calcule´s a` partir de
la propagation nume´rique du champ.
6.3 Repre´sentation des parame`tres par les moments
Si nous voulons approximer les moments ne faisant pas partie du syste`me afin
de fermer ce dernier, il nous faut exprimer ces moments externes en fonction des
moments internes, non des parame`tres. Il s’ensuit que nous devons e´tablir une corres-
pondance entre les parame`tres et les moments. Les choix possibles de moments pour
repre´senter les parame`tres a, b, c, f , h et Pc sont tre`s nombreux et il est impensable de
tous les conside´rer. Pour restreindre les choix, nous prenons comme re`gle d’utiliser les
moments d’ordre le plus bas possible pour repre´senter les parame`tres. Nous favorisons
e´galement les moments usant de l’ope´rateur T plutoˆt que ceux utilisant l’ope´rateur Ω
lorsque c’est possible puisque la mode´lisation est fait dans le domaine temporel. Fi-
nalement, nous cherchons a` repre´senter les parame`tres avec le moins de moments pos-
sible. Dans cette section, nous e´tudions diﬀe´rentes fac¸ons d’exprimer les parame`tres
du mode`le en fonction des moments respectant ces conditions. Nous comparons en-
suite certains moments d’ordre supe´rieur clefs obtenus a` partir de repre´sentations
avec ceux obtenus directement du champ complecxe simule´ nume´riquement afin de
de´terminer la repre´sentation la plus pre´cise.
6.3.1 Parame`tres de norme
Pour repre´senter le parame`tre a dictant la forme de l’impulsion, nous avons recours
aux facteurs de formes κ. Nous conside´rons seulement les facteurs sans l’ope´rateur Ω.
De plus, les facteurs κP et κE sont rejete´s car ils ne sont pas facilement inversibles pour
obtenir le parame`tre a. Ils ne restent alors que κT et κPT . Le parame`tre a s’exprime
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alors
aT = 2
￿
3− κT
9− 5κT
￿
(6.24)
aPT =
2
3
￿
1− 2κPT
1− κPT
￿
(6.25)
ou` les indices rappellent comment le parame`tre est obtenu. Dans le premier cas, le
parame`tre a est obtenu en comparant ￿T 4￿ a` ￿T 2￿ via κT . Dans le second cas, a
provient de la comparaison de ￿PT 2￿, ￿T 2￿ et ￿P ￿. Pour obtenir les parame`tres b et
Pc les moments les plus naturels a` utiliser sont respectivement ￿T 2￿ et ￿P ￿.
bT = (2− 3a)￿T 2￿ (6.26)
PcP =
√
2￿P ￿
￿
8− a
2− a
￿￿
4− a
16− a
￿
(6.27)
Les indices P et T re´fe`rent aux moments utilise´s pour obtenir les parame`tres. Le
parame`tre a doit eˆtre substitue´ par l’e´q. (6.24) ou (6.25). Il est e´galement inte´ressant
de conside´rer l’e´nergie E, le moment d’ordre 0, pour de´terminer b ou Pc.
bE =
1
π
￿
4E
PcP
￿
2− a
8− a
￿￿2
(6.28)
PcE =
4E√
πbT
￿
2− a
8− a
￿
(6.29)
L’e´nergie est ainsi utilise´e au lieu, ou en plus, du moment ￿T 2￿ ou ￿P ￿. Il y a
ainsi quatre fac¸ons diﬀe´rentes de repre´senter b et Pc ensemble. Avec les deux fac¸ons
diﬀe´rentes de repre´senter a, cela fait huit repre´sentations diﬀe´rentes.
Il faut maintenant une me´thode syste´matique pour de´terminer laquelle de ces huit
repre´sentations est la plus juste. Pour ce faire, nous calculons nume´riquement les mo-
ments entrant dans les diﬀe´rentes de´finitions de a, b, et Pc, soit ￿P ￿, ￿T 2￿, ￿PT 2￿, ￿T 4￿
et E pour diﬀe´rentes propagations de l’amplitude du champ. Les parame`tres des huit
repre´sentations peuvent alors eˆtre e´value´s a` partir du champ obtenu nume´riquement.
N’importe quel moment n’entrant pas dans les diﬀe´rentes de´finitions peut eˆtre obtenu
a` partir de l’une de ces huit repre´sentations ou directement a` partir du champ calcule´
nume´riquement (ces moments doivent toutefois ne contenir que les ope´rateurs P et
T ). En comparant les deux, nous obtenons la validite´ des diﬀe´rentes repre´sentations.
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Nous utilisons donc les deux moments d’ordre le plus bas n’entrant pas dans les
de´finitions et de s’exprimant qu’au moyen de P et T pour valider les repre´sentations,
soit ￿PT 4￿ et ￿P 2T 2￿. Ces moments se de´composent de la manie`re suivante en fonction
des parame`tres
￿PT 4￿ = 3￿P ￿b
2
(4− 5a)(4− 3a) ￿P
2T 2￿ = b
3
￿P 2￿
(2− a) (6.30)
ou` les moments ￿P ￿ et ￿P 2￿ doivent eˆtre exprime´s par l’e´q. (6.12). Le re´sultat des
diﬀe´rentes simulations dans le re´gime de dispersion anormale et normale, pour les huit
diﬀe´rentes repre´sentations possibles des moments ￿PT 4￿ et ￿P 2T 2￿ est pre´sente´ aux
figures 6.2–6.5. Nous utilisons e´galement les moments ￿P ￿, ￿T 2￿ et E pour valider les
repre´sentations quand ces derniers n’entrent pas dans les de´finitions des parame`tres.
Les figures 6.6–6.8 montrent le re´sultat des simulations dans les deux re´gimes de
dispersion dans ce cas.
Plusieurs constatations inte´ressantes ressortent de ces figures. Si nous comparons
les re´sultats entre aT et aPT , il apparaˆıt que ce dernier donne en moyenne de bien
meilleurs re´sultats que aT pour la plupart des moments conside´re´s, en particulier sur
les moments d’ordre infe´rieur E, ￿P ￿ et ￿T 2￿ de la propagation en dispersion anormale
ou` la diﬀe´rence est frappante. La diﬀe´rence n’est pas cependant tre`s marque´e dans le
re´gime de dispersion normal. Dans ce re´gime, nous voyons meˆme que aT est pre´fe´rable
a` aPT pour le moment ￿PT 4￿. La diﬀe´rence vient de la manie`re dont les deux facteurs
de forme κ caracte´risent la forme de l’impulsion. Le facteur κT compare les moments
￿T 2￿ et ￿T 4￿ qui tous deux caracte´risent les ailes de l’impulsion ; ils n’accordent que
tre`s peu d’importance au sommet de l’impulsion. Le facteur κPT utilise les moments
P , ￿T 2￿ et ￿PT 2￿. ￿T 2￿ caracte´rise les ailes de l’impulsion, ￿P ￿ caracte´rise plutoˆt le
centre de l’impulsion (pour des impulsions en forme de cloche). Ainsi, κPT donne
une mesure plus globale de la forme de l’impulsion. Il est a` noter toutefois que aT
donne un meilleur re´sultat de fac¸on ge´ne´rale pour ￿PT 4￿ que aPT et l’inverse pour le
moment ￿P 2T 2￿. Cela vient du fait que ￿PT 4￿ est similaire a` ￿T 4￿ et ￿P 2T 2￿ a` ￿PT 2￿.
Dans le re´gime de dispersion normale, le centre de l’impulsion change peu lors de
la propagation, ce qui explique pourquoi les deux parame`tres donnent des re´sultats
similaires. Toutefois en re´gime de dispersion anormale, le centre de l’impulsion se
modifie conside´rablement et le facteur κT ne permet pas de le caracte´riser conve-
nablement. Cela explique d’ailleurs pourquoi l’eﬃcacite´ de la mode´lisation dans le
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Figure 6.2 Comparaison nume´rique entre les diﬀe´rentes repre´sentations du moment
￿P 2T 2￿ normalise´ d’une impulsion gaussienne se propageant dans le re´gime de disper-
sion anormale avec N = 2. Le moment calcule´ directement a` partir de la propagation
nume´rique est en trait plein noir. La figure du haut en trait fonce´ pre´sente le cas
ou` aT est utilise´ alors que aPT a e´te´ utilise´ dans la figure du bas en trait clair. Le
parame`tre bT apparaˆıt en trait plein et bE en trait pointille´. Le parame`tre PcP est
repre´sente´ en cercle plein et PcE en cercle vide.
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Figure 6.3 Comparaison nume´rique entre les diﬀe´rentes repre´sentations du moment
￿PT 4￿ normalise´ d’une impulsion gaussienne se propageant dans le re´gime de disper-
sion anormale avec N = 2. Le moment calcule´ directement a` partir de la propagation
nume´rique est en trait plein noir. La figure du haut en trait fonce´ pre´sente le cas
ou` aT est utilise´ alors que aPT a e´te´ utilise´ dans la figure du bas en trait clair. Le
parame`tre bT apparaˆıt en trait plein et bE en trait pointille´. Le parame`tre PcP est
repre´sente´ en cercle plein et PcE en cercle vide.
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Figure 6.4 Comparaison nume´rique entre les diﬀe´rentes repre´sentations du moment
￿P 2T 2￿ normalise´ d’une impulsion gaussienne se propageant dans le re´gime de disper-
sion normale avec N = 2. Le moment calcule´ directement a` partir de la propagation
nume´rique est en trait plein noir. La figure du haut en trait fonce´ pre´sente le cas
ou` aT est utilise´ alors que aPT a e´te´ utilise´ dans la figure du bas en trait clair. Le
parame`tre bT apparaˆıt en trait plein et bE en trait pointille´. Le parame`tre PcP est
repre´sente´ en cercle plein et PcE en cercle vide.
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Figure 6.5 Comparaison nume´rique entre les diﬀe´rentes repre´sentations du moment
￿PT 4￿ normalise´ d’une impulsion gaussienne se propageant dans le re´gime de disper-
sion normale avec N = 2. Le moment calcule´ directement a` partir de la propagation
nume´rique est en trait plein noir. La figure du haut en trait fonce´ pre´sente le cas
ou` aT est utilise´ alors que aPT a e´te´ utilise´ dans la figure du bas en trait clair. Le
parame`tre bT apparaˆıt en trait plein et bE en trait pointille´. Le parame`tre PcP est
repre´sente´ en cercle plein et PcE en cercle vide.
103
0,5
1,0
1,5
2,0
2,5
0,0 0,5 1,0 1,5 2,0 2,5 3,0
Simulation
b
T
 P
cP
 a
T
b
T
 P
cP
 a
PT
E/
E 0
z/L
d
0,996
0,997
0,998
0,999
1,000
1,001
1,002
1,003
1,004
0,0 0,5 1,0 1,5 2,0 2,5 3,0
Simulation
b
T
 P
cP
 a
T
b
T
 P
cP
 a
PT
E/
E 0
z/L
d
Figure 6.6 Comparaison nume´rique entre la repre´sentation utilisant le parame`tres aT
(trait fonce´) et aPT (trait clair) de l’e´nergie E normalise´e d’une impulsion gaussienne
se propageant dans le re´gime de dispersion normale (figure du bas) et anormale (figure
du haut) ou` N = 2.
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Figure 6.7 Comparaison nume´rique entre la repre´sentation utilisant le parame`tres aT
(trait fonce´) et aPT (trait clair) du moment ￿P ￿ normalise´ d’une impulsion gaussienne
se propageant dans le re´gime de dispersion normale (figure du bas) et anormale (figure
du haut) ou` N = 2.
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Figure 6.8 Comparaison nume´rique entre la repre´sentation utilisant le parame`tres aT
(trait fonce´) et aPT (trait clair) du moment ￿T 2￿ normalise´ d’une impulsion gaussienne
se propageant dans le re´gime de dispersion normale (figure du bas) et anormale (figure
du haut) ou` N = 2.
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re´gime de dispersion normale est de loin supe´rieure a` celle dans le re´gime de disper-
sion anormale. La distribution de Pearson permet de bien mode´liser toutes les formes
d’impulsions pre´sentes pendant la propagation en dispersion normale. En dispersion
anormale, et en pre´sence de fortes non-line´arite´s, les impulsions pre´sentent des lobes
secondaires ou des pie´destaux qui ne peuvent pas eˆtre mode´lise´s par la distribution
de Pearson. Notons toutefois que meˆme en re´gime de dispersion anormale, l’accord
est tre`s bon en utilisant le facteur de forme κPT .
La mode´lisation de la puissance creˆte Pc semble de´pendre surtout du parame`tre
a utilise´. Lorsque le parame`tre de forme est aPT , la mode´lisation directe par le pa-
rame`tre PcP (cercles pleins) est plus pre´cise que PcE. C’est toutefois le contraire
lorsque le parame`tre de forme est aT . Nous pouvons voir sur les e´qs. (6.27) et (6.29)
que le parame`tre PcP de´pend plus fortement de a que PcE. Ainsi, l’accord est meilleur
avec PcE qu’avec PcP lorsque aT est utilise´ puisque la repre´sentation de la forme de
l’impulsion est moins pre´cise dans ce dernier cas. Lorsque aPT est utilise´, la diﬀe´rence
entre PcP et PcE est tre`s faible. La mode´lisation du parame`tre b de´pend e´galement de
a. Lorsque le parame`tre aPT est utilise´, le parame`tre bT (ligne pleine) est plus ade´quat
que le parame`tre bE (ligne pointille´e). L’inverse est vrai lorsque aT est utilise´. Notons
toutefois que bT est e´galement eﬃcace dans ce cas lorsque la puissance est mode´lise´e
par PcE.
En re´sume´, nous adoptons les parame`tres aPT , bT et PcE pour la mode´lisation de
ce qui suivra. Notons toutefois qu’en re´gime de dispersion normal, n’importe laquelle
des huit repre´sentations est ade´quate. Dans ce cas, il est possible d’adopter aT ou aPT
pour analyser l’e´volution de la forme de l’impulsion.
6.3.2 Parame`tres de phase
Mode´liser la phase est plus simple puisqu’il n’y a qu’un ou deux parame`tres a`
repre´senter. Les moments de plus bas ordre repre´sentant la phase sont ￿TΩ￿r, ￿PTΩ￿r
et ￿T 3Ω￿r. Conside´rons pour commencer le cas ou` ces moments sont exprime´s en
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fonction des parame`tres h et f de´finis a` l’e´q. (6.20).
￿TΩ￿r = −2 h
(2− 3a) +
f
2
￿P ￿ (6.31)
￿PTΩ￿r = −2 h
(4− 3a) +
f
2
￿P 2￿ (6.32)
￿T 3Ω￿r = −6 h￿T
2￿
(2− 5a) +
3f
2
￿PT 2￿ (6.33)
Il y a donc trois diﬀe´rentes fac¸ons d’e´crire h et f en utilisant deux de ces moments.
Nous ne conside´rons seulement que les deux fac¸ons incluant le moment ￿TΩ￿r puisque
c’est le moment de plus bas ordre. Les parame`tres h et f s’e´crivent alors :
fPTΩ =
6
￿P ￿2
￿￿PTΩ￿r − κPT ￿P ￿￿TΩ￿r
2κP − 3κPT
￿
(6.34)
fT3Ω =
2
￿P ￿￿T 2￿
￿￿T 3Ω￿r − κT ￿T 2￿￿TΩ￿r
3κPT − κT
￿
(6.35)
h =
￿
1− 3a
2
￿￿
f
2
￿P ￿ − ￿TΩ￿r
￿
(6.36)
Pour valider ces repre´sentations, nous comparons des moments calcule´s nume´riquement
avec les meˆmes moments obtenus en utilisant les e´qs. (6.31)–(6.33). Pour faire la
comparaison, trois moments sont conside´re´s. Premie`rement, il y a ￿PΩ2￿i, le seul
moment d’ordre supe´rieur du syste`me d’e´quations d’e´volution des moments d’ordre
2. Deuxie`mement, ￿PT 2Ω2￿i puisqu’il intervient dans l’e´quation d’e´volution du mo-
ment ￿PT 2￿ qui lui-meˆme sert a` de´finir le parame`tre a. Finalement, le moment ￿Ω2￿
est conside´re´ puisqu’il est seul moment d’ordre 2 autre que ￿TΩ￿r qui contienne de
l’information de phase. Ces moments sont de´finis a` partir des parame`tres comme suit
￿PΩ2￿i = −h
b
￿P ￿+ f
3b
￿P 2￿
￿
6− a
3 + a
￿
(6.37)
￿PT 2Ω2￿i = h
2− 3a￿P ￿ −
f
3b
￿P 2￿
￿
3 + 2a
3 + a
￿
(6.38)
￿Ω2￿ = 1
4b
￿
2− a
1 + a
￿
+
4h2
b(2− 3a) −
hf
b
￿P ￿+ f
2
3b
￿P 2￿
￿
6− a
3 + a
￿
(6.39)
ou` les moments ￿P ￿ et ￿P 2￿ sont de´finis par l’e´q. (6.12). La comparaison est montre´e
aux figures 6.9–6.11 pour des propagations dans les deux re´gimes de dispersion.
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Figure 6.9 Comparaison nume´rique entre la repre´sentation utilisant les parame`tres
h, fPTΩ (carre´) et fT3Ω (cercle) du moment ￿PΩ2￿i d’une gaussienne se propageant
dans le re´gime de dispersion normale (figure du bas) et anormale (figure du haut)
ou` N = 2 (ligne grasse noire). Les cercles vides indiquent que κT entrant dans les
de´finitions est obtenu nume´riquement a` partir de ￿T 4￿ et non a` partir de aPT .
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Figure 6.10 Comparaison nume´rique entre la repre´sentation utilisant les parame`tres
h, fPTΩ (carre´) et fT3Ω (cercle) du moment ￿PT 2Ω2￿i d’une impulsion gaussienne se
propageant dans le re´gime de dispersion normale (figure du bas) et anormale (figure
du haut) ou` N = 2 (ligne grasse noire). Les cercles vides indiquent que κT entrant
dans les de´finitions est obtenu nume´riquement a` partir de ￿T 4￿ et non a` partir de
aPT .
110
0,0 0,50 1,0 1,5 2,0 2,5 3,0
Simulation
f
T3!
 "
T
f
PT!
f
T3!
 a
PT
0
50
100
150
200
<
!
2 >
z/L
d
0,0 0,50 1,0 1,5 2,0 2,5 3,0
Simulation
f
T3!
 "
T
f
PT!
f
T3!
 a
PT
0
2
4
6
8
10
12
<
!
2 >
z/L
d
Figure 6.11 Comparaison nume´rique entre la repre´sentation utilisant les parame`tres
h, fPTΩ (carre´) et fT3Ω (cercle) du moment ￿Ω2￿ d’une impulsion gaussienne se pro-
pageant dans le re´gime de dispersion normale (figure du bas) et anormale (figure du
haut) ou` N = 2 (ligne grasse noire). Les cercles vides indiquent que κT entrant dans
les de´finitions est obtenu nume´riquement a` partir de ￿T 4￿ et non a` partir de aPT .
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Il ressort que le parame`tre fPTΩ est de loin plus eﬃcace que le parame`tre fT3Ω,
particulie`rement dans le re´gime de dispersion anormale. Dans le re´gime de dispersion
normale, la diﬀe´rence entre les deux mode`les est moins marque´e, mais fPTΩ l’em-
porte tout de meˆme. Dans l’e´q. (6.35), le facteur κT doit eˆtre connu pour de´terminer
fT3Ω. Deux fac¸ons diﬀe´rentes ont e´te´ prises pour le calculer ; directement a` partir de
￿T 4￿ calcule´ nume´riquement a` partir du champ et a` partir de l’e´q. (6.13) et aPT . Le
calcul direct a` partir du champ donne une plus grande pre´cision, ce qui n’est gue`re
surprenant puisqu’il y a moins d’approximations dans ce cas.
Encore une fois l’ope´rateur P permet de mieux quantifier la forme du champ. Le
moment ￿T 3Ω￿r donne plus de poids a` la phase lorsque T est tre`s grand alors que
￿PTΩ￿r permet de re´partir le poids plus uniforme´ment dans le temps, donnant une
mesure plus juste de la phase. Dans le re´gime de dispersion normale, cette diﬀe´rence
de ponde´ration apparaˆıt peu car la phase demeure plus ou moins quadratique lors
de la propagation, comme nous l’avons vu au chapitre 4. Toutefois la phase pre´sente
plusieurs variations temporelles dans le re´gime de dispersion anormale. Dans ce cas,
il est important d’avoir une ponde´ration permettant de bien conside´rer ces variations.
Un fait inte´ressant a` noter est que la pre´cision des diﬀe´rents mode`les est moins
bonne pour le moment ￿Ω2￿ que la pre´cision du mode`le quadratique du chapitre 4.
Cela est quelque peu surprenant puisque les e´qs. (6.34)–(6.36) sont plus ge´ne´rales
que l’approximation de la phase quadratique. La raison se trouve dans la diﬀe´rence
entre la me´thode classique des moments et la me´thode ge´ne´rale des moments. Dans
la me´thode classique, il ne faut mode´liser qu’autant de moments que de parame`tres.
Dans ce cas, il y a un moment redondant entre ￿T 2￿, ￿TΩ￿r et ￿Ω2￿ (en supposant
une forme connue d’impulsion) et seulement les deux premiers seraient conside´re´es
dans l’analyse, comme nous l’avons fait aux e´qs. (6.34)–(6.36). Toutefois, au chapitre
4, nous avons conside´re´ les trois moments dans l’analyse ce qui oﬀre une plus grande
pre´cision. Il est donc avantageux d’inclure le plus de moments possibles dans l’analyse
pour caracte´riser l’amplitude. Toutefois, plus de moments conside´re´s veut aussi dire un
syste`me plus lourd a` ge´rer et plus de moments d’ordre supe´rieur dont l’approximation
doit eˆtre faite ; il y a donc un e´quilibre a` rechercher.
Regardons maintenant le cas plus simple ou` il n’y qu’un seul parame`tre de phase.
Le cas de la phase quadratique a e´te´ traite´ au chapitre 4. Le parame`tre c de la phase
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logarithmique peut s’e´crire a` partir des moments ￿TΩ￿r, ￿PTΩ￿r et ￿T 3Ω￿r.
cTΩ = 2￿TΩ￿r (6.40)
cPTΩ = 4
￿PTΩ￿r
￿P ￿ (6.41)
cT3Ω =
2
3
￿T 3Ω￿r
￿T 2￿ (6.42)
Afin de de´terminer laquelle de cette fac¸on est la meilleure, nous proce´dons de la meˆme
manie`re que pre´ce´demment et les comparons avec des moments d’ordre supe´rieur. Les
moments utilise´s pour la comparaison s’e´crivent alors
￿PΩ2￿i = c￿P ￿
4b
￿
4− a
2 + a
￿
(6.43)
￿PT 2Ω2￿i = −c￿P ￿
4
￿
1 + 2a
2 + a
￿
(6.44)
￿Ω2￿ = (1 + c
2)
4b
￿
2− a
1 + a
￿
(6.45)
ou` le moment ￿P ￿ est donne´ par l’e´q. (6.12). La comparaison entre les moments
calcule´s nume´riquement et ceux obtenus a` partir de c est pre´sente´e aux figures 6.12–
6.14.
De fac¸on ge´ne´rale, l’accord est moins bon qu’avec la repre´sentation utilisant les
parame`tres h et f , ce qui est attendu puisqu’il y a un parame`tre de moins dans cette
repre´sentation. La repre´sentation la plus pre´cise parmi les trois valeur de c est cPTΩ.
Encore une fois, le moment ￿PTΩ￿r se re´ve`le eˆtre une excellente mesure de la phase.
Notons cependant que dans le re´gime de dispersion normale, la diﬀe´rence entre les
repre´sentations et les moments ￿Ω2￿ et ￿T 2Ω2￿i est particulie`rement importante. Il
faut donc trouver une autre fac¸on de repre´senter ces moments. Il est facile d’inclure
￿Ω2￿ dans le syste`me d’e´quations d’e´volution puisque c’est un moment d’ordre 2. Il
est e´galement possible d’utiliser l’invariant I0 et le repre´senter par le moment ￿P ￿.
Pour repre´senter le moment ￿PT 2Ω2￿i, conside´rons l’approximation suivante
￿PT 2Ω2￿i ≈ −￿PT
2￿￿PΩ2￿i
￿P ￿ (6.46)
qui est trace´e a` la figure 6.13 en trait paˆle avec des croix. Cette approximation donne
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Figure 6.12 Comparaison nume´rique entre la repre´sentation utilisant les parame`tres
cTΩ (cercles vides), cPTΩ (carre´s) et cT3Ω (cercles pleins) du moment ￿PΩ2￿i d’une
impulsion gaussienne se propageant dans le re´gime de dispersion normale (figure du
bas) et anormale (figure du haut) ou` N = 2 (ligne grasse noire).
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Figure 6.13 Comparaison nume´rique entre la repre´sentation utilisant les parame`tres
cTΩ (cercles vides), cPTΩ (carre´s) et cT3Ω (cercles pleins) du moment ￿PT 2Ω2￿i d’une
impulsion gaussienne se propageant dans le re´gime de dispersion normale (figure du
bas) et anormale (figure du haut) ou` N = 2 (ligne grasse noire). La ligne paˆle avec
les croix repre´sente l’approximation de l’e´q. (6.46).
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Figure 6.14 Comparaison nume´rique entre la repre´sentation utilisant les parame`tres
cTΩ (cercles vides), cPTΩ (carre´s) et cT3Ω (cercles pleins) du moment ￿Ω2￿ d’une im-
pulsion gaussienne se propageant dans le re´gime de dispersion normale (figure du bas)
et anormale (figure du haut) ou` N = 2 (ligne grasse noire).
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de bons re´sultat et de plus, peut eˆtre inte´gre´e de part et d’autres au moyen des
e´qs. (4.13) et (6.2a), ce qui me`ne a` un invariant approximatif.
I3 =
￿P ￿￿PT 2￿
E2
(6.47)
L’invariant I3 est normalise´ en utilisant l’e´nergie pour ne de´pendre que de a.
Il est clair, en regardant les figures 6.12–6.14, que la phase logarithmique est plus
approprie´e dans le re´gime de dispersion anormale que dans le re´gime de dispersion
normale. Rappelons que la phase logarithmique est issue du soliton moyen dans les
e´quations maˆıtresses des lasers ope´rant dans le re´gime de dispersion anormale. Il est
donc pre´visible qu’il y ait un meilleur accord dans ce re´gime de dispersion.
Certaines observations inte´ressantes ressortent de l’ensemble des repre´sentations
de la phase. Tout d’abord, le moment ￿PTΩ￿r est clairement le moment clef pour
repre´senter les parame`tres de phase. Il permet de repre´senter la phase plutoˆt simple de
la propagation en re´gime de dispersion normale ainsi que de bien faire la moyenne des
motifs de la phase dans le re´gime de dispersion anormale. D’ailleurs, la repre´sentation
est en ge´ne´rale meilleure dans le re´gime de dispersion normale, plutoˆt qu’anormale,
puisque la phase est plus facile a` mode´liser. Ensuite, il est pre´fe´rable d’utiliser les
parame`tres h et fPTΩ pour repre´senter la phase, qui donne une bonne repre´sentation
dans les deux re´gimes de dispersion. Toutefois, dans le re´gime de dispersion normale,
tous les h et f sont ade´quats. Dans la repre´sentation a` un parame`tre seul cPTΩ est
ade´quat, et ce, seulement dans le re´gime de dispersion anormale.
Nous pouvons maintenant repre´senter tous les moments d’ordre supe´rieur pre´sents
dans les syste`mes d’e´quations (6.1) et (6.2). Pour ce faire, nous supposons que les mo-
ments d’ordre supe´rieur du syste`me peuvent eˆtre remplace´s par les moments d’ordre
supe´rieur correspondants de la distribution de Pearson. Ces moments peuvent donc
eˆtre exprime´s en termes des parame`tres de la distribution de Pearson a, b et Pc et les
parame`tres de phase h et f ou c. Ces parame`tres peuvent a` leur tour eˆtre exprime´s
en terme des moments internes. Le syste`me d’e´quations se trouve alors ferme´ et il
devient possible de le re´soudre.
Bien que l’accord entre les moments calcule´s nume´riquement et leur repre´sentation
puisse eˆtre bon, il est important que l’accord le soit autour de z = 0. Si nous voulons
inte´grer les syste`mes d’e´qs. (6.1) et (6.2) ferme´s, il est capital que les erreurs soient
faibles autour de z = 0 pour e´viter les divergences et la propagation d’erreurs. Il
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s’ensuit qu’en re´solvant les syste`mes d’e´qs. (6.1) et (6.2) des moments d’ordre 4 et
d’ordre 2 non-line´aire et en les comparant aux moments calcule´s directement a` partir
du champ propage´ nume´riquement, nous obtenons une mesure de la pre´cision des
approximations de l’ensemble des moments d’ordre supe´rieur. C’est donc ce que le
reste de ce chapitre pre´sente.
6.4 Inte´gration nume´rique
Dans cette section, les syste`mes d’e´quations sur les moments d’ordre 4 (e´q. (6.1)),
d’ordre 2 non-line´aires (e´q. (6.2)), ainsi que ceux a` l’ordre 2 (e´q. (4.12)) sont inte´gre´s
en utilisant les diﬀe´rentes repre´sentations du champ pour s’aﬀranchir des moments
d’ordre supe´rieur. Puisque ces syste`mes comportent plusieurs e´quations et que ces
dernie`res sont non-line´aires, l’inte´gration est faite nume´riquement. Le parame`tre a
est alors calcule´ a` partir des moments inte´gre´s et compare´ avec le parame`tre a obtenu
a` partir des moments «exacts» calcule´s a` partir du champ propage´ nume´riquement
par la me´thode split-step Fourier. Cette comparaison nous donne une mesure glo-
bale de la pre´cision des approximations des moments d’ordre supe´rieur. De plus, les
syste`mes sont inte´gre´s en conside´rant toutes ou seulement quelques-unes des e´quations
diﬀe´rentielles. Autrement dit, la repre´sentation du champ de Pearson est utilise´e pour
approximer les moments faisant partie du syste`me, re´duisant ainsi la taille de ce der-
nier. Ceci nous permet de de´terminer le point a` partir duquel ajouter des moments
au syste`me introduit plus d’erreurs d’approximation qu’il n’augmente la pre´cision.
Les inte´grations des syste`mes d’e´quations diﬀe´rentielles des moments repre´sentent
e´videmment la propagation d’une impulsion dans un milieu dispersif et non-line´aire.
Des inte´grations (propagations) ont e´te´ eﬀectue´es dans les deux re´gimes de dispersion,
normale et anormale, pour trois diﬀe´rentes puissances creˆtes diﬀe´rentes donnant N =
1, 2 et 3, afin de ve´rifier la validite´ des diﬀe´rentes repre´sentations du champ dans
diﬀe´rentes conditions. Notons qu’une gaussienne a e´te´ prise comme forme initiale de
l’impulsion. Pour chacune de ces six conditions, le syste`me a` l’ordre 4 et le syste`me a`
l’ordre 2 non-line´aire, de´crits respectivement par les e´qs. (6.1) et (6.2) sont inte´gre´s
avec trois diﬀe´rentes repre´sentations de la phase ; la phase logarithmique, quadratique
et quadratique avec un terme non-line´aire, donnant 18 configurations pour chaque
syste`me.
Pour chacune de ces configurations, les e´quations du syste`mes sont conside´re´s
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dans leur inte´gralite´ ou certaines sont e´limine´es. Dans ce cas, le moment de´crit par
l’e´quation e´limine´e est approxime´ par la repre´sentation du champ utilise´ dans la
configuration. Spe´cifiquement, a` l’ordre 4, le syste`me est re´solu soit en tenant compte
des 5 e´quations a` l’ordre 4, soit en approximant le moment ￿Ω4￿ et en laissant tomber
l’e´q. (6.1e), soit en approximant le moment ￿TΩ3￿r et en laissant tomber les e´qs. (6.1d)
et (6.1e) et soit finalement en approximant le moment ￿T 2Ω2￿r tout en laissant tomber
les e´qs. (6.1c)–(6.1e). Pour le syste`me a` l’ordre 2 non-line´aire, le syste`me est inte´gre´
avec les quatre e´qs. (6.2), puis en approximant le moment ￿PΩ2￿i et en laissant tomber
l’e´q. (6.2d) et finalement en approximant le moment ￿PΩ2￿r et en laissant tomber les
e´qs. (6.2c)–(6.2d). Le tableau 6.4 re´sume les diﬀe´rents cas se retrouvant dans chaque
configuration.
Moments approxime´s dans le syste`me a` l’ordre 4 E´quations inte´gre´es
￿PT 2￿, ￿PTΩ￿r, ￿PT 2Ω2￿i, ￿PΩ2￿r, ￿PTΩ3￿i, ￿PΩ4￿i, ￿PΩ2￿i 6.1a–6.1e
￿PT 2￿, ￿PTΩ￿r, ￿PT 2Ω2￿i, ￿PΩ2￿r, ￿PTΩ3￿i, ￿Ω4￿, ￿PΩ2￿i 6.1a–6.1d
￿PT 2￿, ￿PTΩ￿r, ￿PT 2Ω2￿i, ￿TΩ3￿r, ￿PΩ2￿i 6.1a–6.1c
￿PT 2￿, ￿T 2Ω2￿r, ￿PΩ2￿i 6.1a–6.1b
Moments approxime´s dans le syste`me a` l’ordre 2 non-line´aire E´quations inte´gre´es
￿PT 2Ω2￿i, ￿PΩ2￿r,
￿
T ∂A
∗
∂T
∂2A
∂T 2
￿
r
, ￿P 2￿, ￿PΩ4￿i,
￿
∂A∗
∂T
∂3A
∂T 3
￿
i
6.2a–6.2d￿
∂A∗
∂T
∂2A
∂T 2Ω
￿
r
, ￿P 2Ω2￿i, ￿PΩ4￿r,
￿
∂A∗
∂T
∂3A
∂T 3
￿
r
,
￿
∂A∗
∂T
∂2A
∂T 2Ω
￿
i
￿P 2Ω2￿r,
￿
P
￿￿∂A
∂T
￿￿2￿, ￿P ∂2P∂T 2￿
￿PT 2Ω2￿i, ￿PΩ2￿r,
￿
T ∂A
∗
∂T
∂2A
∂T 2
￿
r
, ￿P 2￿, ￿PΩ4￿i,
￿
∂A∗
∂T
∂3A
∂T 3
￿
i
6.2a–6.2c￿
∂A∗
∂T
∂2A
∂T 2Ω
￿
r
, ￿P 2Ω2￿i, ￿PΩ2￿i
￿PT 2Ω2￿i, ￿PΩ2￿r,
￿
T ∂A
∗
∂T
∂2A
∂T 2
￿
r
, ￿P 2￿, ￿PΩ2￿i 6.2a–6.2b
Tableau 6.1 Liste des diﬀe´rentes approximations avec lesquelles les syste`mes
d’e´quations a` l’ordre 4 et a` l’ordre 2 non-line´aire sont inte´gre´s dans chaque confi-
guration.
Les diﬀe´rents parame`tres a obtenus de l’inte´gration des e´quations de propagation
sont pre´sente´es aux figures 6.15–6.20 dans les deux diﬀe´rents re´gimes de dispersion et
pour les diﬀe´rentes valeurs de N . Sur chacune de ces figures, le parame`tre a obtenu
de la simulation split-step est en trait plein noir. Les courbes avec les cercles pleins
repre´sentent la phase logarithmique, celle avec les carreaux la phase quadratique et
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le trait sans marqueur repre´sente la phase quadratique avec un terme non-line´aire.
Pour les syste`mes a` l’ordre 4, les courbes en trait plein indiquent que les cinq mo-
ments d’ordre 4 sont inclus dans l’inte´gration et seuls les moments d’ordre supe´rieur
sont approxime´s. Les courbes en tirets indiquent que le moment ￿Ω4￿ est approxime´
et qu’il n’y a que quatre e´quations d’ordre 4. Les courbes tiret-point et pointille´es
repre´sentent les cas ou` le moment ￿TΩ3￿r et ￿T 2Ω2￿r sont respectivement remplace´s
par la repre´sentation de Pearson. Dans le syste`me a` l’ordre 2 non-line´aire, les courbes
en trait plein indiquent que seuls les moments d’ordre supe´rieur sont approxime´s. Les
courbes avec les tirets indique le cas ou` le moment ￿PΩ2￿i est approxime´ par la dis-
tribution de Pearson et son e´quation diﬀe´rentielle est retire´e du syste`me. Les courbes
pointille´es indiquent que les moments ￿PΩ2￿r et ￿PΩ2￿i sont remplace´es par la distri-
bution de Pearson et leurs e´quations respectives sont retire´es du syste`me. Regardons
maintenant en de´tails les re´sultats pre´sente´s sur chacune de ces figures.
6.4.1 Dispersion normale
Dans le re´gime de dispersion normale, le parame`tre a diminue au de´but de la
propagation, indiquant que l’impulsion se rapproche d’une forme parabolique (et
e´ventuellement carre´e, selon la puissance) jusqu’a` atteindre un minimum correspon-
dant au point de rupture du font d’onde. L’impulsion reprend alors une forme de
cloche avec la dispersion des lobes ge´ne´re´s par la rupture du front. La forme de l’im-
pulsion se stabilise ensuite de manie`re asymptotique vers une impulsion parabolique.
Conside´rons dans un premier temps l’inte´gration des syste`mes a` l’ordre 4.
Syste`me a` l’ordre 4
Dans le syste`me a` l’ordre 4, le syste`me d’e´qs. (6.1) est inte´gre´ et le parame`tre a est
utilise´ pour comparer les diﬀe´rents cas avec les simulations nume´riques. Le parame`tre
a dans ce cas est obtenu a` partir du parame`tre de forme κT . Les trois diﬀe´rentes phases
pre´sente´es pre´ce´demment, la phase logarithmique, quadratique et non-line´aire, sont
e´tudie´es lors de l’inte´gration.
La phase logarithmique est repre´sente´e par les cercles sur les figures du haut 6.15–
6.17 pour diﬀe´rents valeurs de N . L’inte´gration des e´q. (6.1) donne en ge´ne´ral un
re´sultat proche des simulations, ce qui signifie que les moments ￿PTΩ￿r, ￿PT 2Ω2￿r,
￿PTΩ3￿i, ￿PΩ2￿r et ￿PΩ4￿i sont bien repre´sente´s. Quelques points sont remarquables.
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Figure 6.15 Parame`tre a obtenu de l’inte´gration des syste`mes a` l’ordre 4 (haut) et
a` l’ordre 2 non-line´aire (bas) pour N = 1 dans le re´gime de dispersion normale. Les
courbes rouges avec cercles repre´sentent la phase logarithmique, les courbes bleues
avec carreaux la phase quadratique et les courbes grises fonce´es la phase quadratique
et non-line´aire. Les traits indiquent les termes inclus dans les syste`mes (voir texte). La
courbe noire pleine repre´sente le parame`tre a obtenu par la propagation nume´rique.
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Figure 6.16 Parame`tre a obtenu de l’inte´gration des syste`mes a` l’ordre 4 (haut) et
a` l’ordre 2 non-line´aire (bas) pour N = 2 dans le re´gime de dispersion normale. Les
courbes rouges avec cercles repre´sentent la phase logarithmique, les courbes bleues
avec carreaux la phase quadratique et les courbes grises fonce´es la phase quadratique
et non-line´aire. Les traits indiquent les termes inclus dans les syste`mes (voir texte). La
courbe noire pleine repre´sente le parame`tre a obtenu par la propagation nume´rique.
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Figure 6.17 Parame`tre a obtenu de l’inte´gration des syste`mes a` l’ordre 4 (haut) et
a` l’ordre 2 non-line´aire (bas) pour N = 3 dans le re´gime de dispersion normal. Les
courbes rouges avec cercles repre´sentent la phase logarithmique, les courbes bleues
avec carreaux la phase quadratique et les courbes grises fonce´es la phase quadratique
et non-line´aire. Les traits indiquent les termes inclus dans les syste`mes (voir texte). La
courbe noire pleine repre´sente le parame`tre a obtenu par la propagation nume´rique.
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Premie`rement, la pre´cision est plus grande pour de courtes distances de propagation.
Les erreurs d’approximation s’accumulent lors de l’inte´gration. Ainsi, la distance a`
laquelle les moments inte´gre´s diﬀe`rent substantiellement des simulations est un indi-
cateur de la qualite´ des approximations. Deuxie`mement, la phase logarithmique est
une meilleure approximation lorsque le parame`tre N est faible puisque la phase est
d’autant plus quadratique que la non-line´arite´ est faible. Finalement, la pre´cision aug-
mente avec le nombre de moments conside´re´s lors de l’inte´gration. Ce dernier point
est important car il signifie que la me´thode classique des moments, ou` le nombre de
moments conside´re´s est e´gal au nombre de parame`tres de la repre´sentation, est plus
approximative compare´ au cas ou` plus de moments sont inclus dans la repre´sentation.
Autrement dit, le champ est repre´sente´ plus exactement avec un grand nombre de
moments au lieu de ne le repre´senter qu’avec les parame`tres de Pearson.
La phase quadratique, repre´sente´e par les carre´s, montre des conclusions le´ge`re-
ment diﬀe´rentes. A` courte distance, l’inte´gration est d’autant plus pre´cise que le
nombre de moments est grand. Toutefois, a` longue distance l’inte´gration diverge
lorsque tous les moments sont inclus ou lorsque ￿Ω4￿ est retire´ (ou lorsque N > 1,
￿TΩ3￿r est retire´ ). La divergence se produit parce que la phase quadratique est trop
simple pour repre´senter ade´quatement les moments d’ordre supe´rieur. En retirant des
moments de l’inte´gration, le nombre de moments a` approximer diminue et le syste`me
ne diverge plus. Parmi les cas ne divergeant pas lorsque N = 1, l’inte´gration ou`
￿TΩ3￿r et ￿Ω4￿ sont retire´s, est plus pre´cise que l’inte´gration ou` le moment ￿T 2Ω2￿r
est e´galement retire´. Cependant, dans ce dernier cas l’inte´gration se rapproche de la
simulation pour de longues distances. La raison est que dans le re´gime de dispersion
normale, la phase tend de manie`re asymptotique vers une parabole.
La phase quadratique avec contribution non-line´aire est repre´sente´e avec des lignes
sans marqueurs sur les figures 6.15–6.17. Tous les diﬀe´rents cas divergent pour de
longues distances sauf celui ou` les moments ￿TΩ3￿r et ￿Ω4￿ sont retire´s. Toutefois
dans ce cas, l’inte´gration donne le re´sultat le plus pre´cis de toutes les repre´sentations
pour toutes les diﬀe´rentes valeurs de N . Il est remarquable que dans le cas de la
phase quadratique, avec ou sans la contribution non-line´aire, l’inte´gration diverge
lorsque le syste`me d’e´qs. (6.1) contient des moments contenant les ope´rateurs Ω3 ou
Ω4. Ces ope´rateurs font intervenir des de´rive´es d’ordre e´leve´ du champ, et donc de la
phase. Bien que la phase soit repre´sente´e suﬃsamment pre´cise´ment pour repre´senter
les de´rive´es de bas ordre, elle ne l’est pas suﬃsamment pour e´viter que le syste`me ne
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diverge en pre´sence des de´rive´es d’ordre e´leve´.
Syste`me a` l’ordre 2 non-line´aire
La partie du bas des figures 6.15–6.17 montre l’inte´gration du syste`me d’e´quations
(6.2) de´crivant l’e´volution des moments d’ordre 2 non-line´aires dans le re´gime de
dispersion normal. Dans ce cas, le parame`tre a est obtenu a` partir du parame`tre de
forme κPT . Notons que les parame`tres a des simulations nume´riques provenant des
syste`mes a` l’ordre 4 et 2 non-line´aire sont le´ge`rement diﬀe´rents. La diﬀe´rence vient
du fait que le champ calcule´ nume´riquement n’est pas exactement repre´sente´ par la
distribution de Pearson. Ainsi, le parame`tre a diﬀe`re selon les moments utilise´s pour
l’obtenir. L’allure ge´ne´rale des deux courbes est toutefois la meˆme, ce qui montre que
la distribution est une bonne approximation.
De manie`re ge´ne´rale, l’accord entre les diﬀe´rentes inte´grations, pour les diﬀe´rentes
phases est moins bon que dans le cas a` l’ordre 4, ce qui est surprenant compte tenu
que le facteur de forme κPT repre´sente mieux le parame`tre a dans les diﬀe´rents mo-
ments comme nous l’avons vu a` la section pre´ce´dente. La raison principale est que les
e´quations du syste`me a` l’ordre 2 non-line´aire contiennent plusieurs moments conte-
nant le produit de de´rive´es du champ (directement ou` par le biais de l’ope´rateur Ω).
En inte´grant par partie, ces produits de de´rive´es peuvent eˆtre ramene´s a` des sommes
de moments contenant les ope´rateurs Ω3 ou Ω4. Et a` l’instar du syste`me a` l’ordre 4,
ces moments ne sont pas suﬃsamment bien repre´sente´s pour e´viter que l’inte´gration
ne diverge. On remarque toutefois que plus le nombre de moments est e´leve´, plus
l’inte´gration est pre´cise sur de courtes distances.
Lorsque les moments dont les e´quations d’e´volution contiennent des moments
de´finis par des de´rive´es d’ordre 3 ou supe´rieur (ou l’e´quivalent en produit de de´rive´es
d’ordre 1 ou 2) sont retire´s du syste`me, l’inte´gration converge pour les trois repre´senta-
tions de la phase et pour les diﬀe´rentes valeurs de N . Dans ce cas, les trois repre´senta-
tions de la phase se comportent diﬀe´remment. L’inte´gration de la phase logarithmique
suit la forme ge´ne´rale de la simulation nume´rique ; l’erreur est toutefois relativement
grande. L’erreur est d’ailleurs d’autant plus grande que N est e´leve´. L’inte´gration de
la phase quadratique s’approche plus de la simulation nume´rique que la phase loga-
rithmique au de´but de la propagation. Toutefois, sa forme ge´ne´rale ne suit pas celle
de la simulation nume´rique car il n’y a pas d’inflexion autour de z/LD ≈ 0, 4. Cet en-
droit est le point ou` le front de l’impulsion se brise. Finalement, c’est encore une fois
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la phase quadratique avec contribution non-line´aire qui repre´sente le mieux la phase
du champ. Pour les trois valeurs de N , l’inte´gration suit la simulation nume´rique avec
pre´cision pour de courtes et longues distances. L’accord est cependant d’autant moins
juste apre`s le point de rupture du front d’onde que N est e´leve´. A` cet endroit, l’im-
pulsion posse`de des lobes (qui disparaˆıtront) et est donc moins bien repre´sente´e par
la distribution de Pearson. Ces lobes sont d’autant plus important que la puissance,
et donc N , est grande.
En re´sume´, dans le re´gime de dispersion normale, nous retenons que la phase
quadratique avec contribution non-line´aire est la repre´sentation la plus pre´cise du
champ parmi les phases conside´re´es, que ce soit avec le syste`me a` l’ordre 4 ou a`
l’ordre 2 non-line´aire. Il faut toutefois ne prendre en compte que les moments dont
les e´quations d’e´volution ne contiennent pas de moments de´finis par des de´rive´es
d’ordre 3 ou 4 ou l’e´quivalent. Notons e´galement que la phase logarithmique donne
des re´sultats raisonnables pour le syste`me a` l’ordre 4 lorsque tous les moments des
e´qs. (6.1) sont conside´re´s. Les syste`mes a` l’ordre 4 a` l’ordre 2 non-line´aire donnent
des re´sultats de pre´cision semblable dans ce re´gime de dispersion.
6.4.2 Dispersion anormale
Dans le re´gime de dispersion anormale, l’impulsion gaussienne se de´forme pour
tendre vers une impulsion solitonique de forme se´cante hyperbolique. Lorsque N = 1,
la simulation nume´rique en trait noir montre que l’e´volution se fait asymptotiquement.
Toutefois a` puissance plus e´leve´, N = 2 ou 3, l’e´volution se fait de manie`re oscillante.
La diﬀe´rence entre les simulations nume´riques est plus marque´e que dans le cas ou`
la dispersion est normale. La raison est que dans le re´gime de dispersion anormale
le front d’onde se brise tre`s toˆt lors de la propagation pour former un pie´destal. Ce
pie´destal (et e´ventuellement des lobes) est tre`s important dans le re´gime de dispersion
anormale, et il ne peut eˆtre repre´sente´ ade´quatement par la distribution de Pearson.
Toutefois, puisque les moments sont des quantite´s moyennes, la distribution de Pear-
son peut eˆtre utilise´e malgre´ tout. La conse´quence est que le parame`tre a de´pend des
moments utilise´es pour le calculer, soit κT pour le syste`me a` l’ordre 4, soit κPT pour
le syste`me a` l’ordre 2 non-line´aire. Conside´rons chacun de ces syste`mes se´pare´ment
pour de´terminer laquelle des trois repre´sentation de la phase est la plus ade´quate dans
ce re´gime de dispersion.
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Figure 6.18 Parame`tre a obtenu de l’inte´gration des syste`mes a` l’ordre 4 (haut) et
a` l’ordre 2 non-line´aire (bas) pour N = 1 dans le re´gime de dispersion anormale. Les
courbes rouges avec cercles repre´sentent la phase logarithmiques, les courbes bleues
avec carreaux la phase quadratique et les courbes grises fonce´es la phase quadratique
et non-line´aire. Les traits indiquent les termes inclus dans les syste`mes (voir texte). La
courbe noire pleine repre´sente le parame`tre a obtenu par la propagation nume´rique.
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Figure 6.19 Parame`tre a obtenu de l’inte´gration des syste`mes a` l’ordre 4 (haut) et
a` l’ordre 2 non-line´aire (bas) pour N = 2 dans le re´gime de dispersion anormale. Les
courbes rouges avec cercles repre´sentent la phase logarithmique, les courbes bleues
avec carreaux la phase quadratique et les courbes grises fonce´es la phase quadratique
et non-line´aire. Les traits indiquent les termes inclus dans les syste`mes (voir texte). La
courbe noire pleine repre´sente le parame`tre a obtenu par la propagation nume´rique.
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Figure 6.20 Parame`tre a obtenu de l’inte´gration des syste`mes a` l’ordre 4 (haut) et
a` l’ordre 2 non-line´aire (bas) pour N = 3 dans le re´gime de dispersion anormale. Les
courbes rouges avec cercles repre´sentent la phase logarithmique, les courbes bleues
avec carreaux la phase quadratique et les courbes grises fonce´es la phase quadratique
et non-line´aire. Les traits indiquent les termes inclus dans les syste`mes (voir texte). La
courbe noire pleine repre´sente le parame`tre a obtenu par la propagation nume´rique.
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Syste`me a` l’ordre 4
Les parame`tres a obtenus par l’inte´gration du syste`me d’e´qs. (6.1) a` l’ordre 4
dans le re´gime de dispersion anormale sont pre´sente´s dans la partie supe´rieure des
figures 6.18–6.20. Les diﬀe´rentes courbes suivent la meˆme convention qu’a` la section
pre´ce´dente. La pre´cision des diﬀe´rentes repre´sentations de´pend beaucoup de la valeur
de N dans ce re´gime de dispersion. Dans le re´gime de dispersion anormale, l’impulsion
subit des changements de forme d’autant plus important que la valeur de N est e´leve´e.
Nous analysons donc les diﬀe´rents mode`les pour les trois valeurs de N .
Lorsque N = 1, l’inte´gration diverge pour les phases quadratiques et logarith-
miques lorsque tous les moments sont pre´sents ou lorsque l’e´q. (6.1e) est retire´e. En
retirant en plus l’e´q. (6.1d), l’inte´gration ne diverge plus. Dans ce cas, l’erreur est
maximale autour de z/LD ≈ 0, 6 et diminue avec la distance de propagation. Lorsque
l’e´q. (6.1c) est e´galement retire´e, l’erreur augmente avec la distance de propagation.
Pour ce qui est de la phase quadratique et non-line´aire, l’inte´gration diverge seule-
ment lorsque l’e´q. (6.1e) est retire´e ; autrement l’inte´gration converge. L’erreur est
minimale lorsque l’e´q. (6.1d) est e´galement retire´e. Nous voyons ici encore une fois
que la pre´cision augmente avec le nombre de moments conside´re´s tant que ces derniers
n’induisent pas des erreurs d’approximation importantes.
Dans le cas ou` N = 2, l’inte´gration est en ge´ne´rale plus instable que pour le cas
N = 1. La phase quadratique n’est ade´quate que sur de courtes distances de propa-
gation (z/LD ≈ 0.6). La phase logarithmique donne un re´sultat optimal lorsque les
e´qs. (6.1d)–(6.1e) sont retire´es ; en simplifiant davantage, la pre´cision diminue. Il en
va de meˆme pour la phase quadratique avec une contribution non-line´aire. Notons
que dans certains cas, l’inte´gration diverge abruptement. Ce comportement se pro-
duit quand le parame`tre a prend une valeur telle que le de´nominateur d’un terme
de´finissant un des moments approxime´s s’annule.
L’inte´gration redevient plus stable lorsque N = 3 que lorsque N = 2. La phase
quadratique ne donne toutefois pas de meilleurs re´sultats que dans le cas pre´ce´dent.
La phase logarithmique diverge quand tous les moments sont conside´re´s ou quand
les e´qs. (6.1d) et (6.1e) sont enleve´es. Dans les deux autres cas, l’inte´gration sur-
ou sous-estime la simulation nume´rique, en re´duisant ou exage´rant les oscillations
du parame`tre a lors de la propagation. La phase quadratique avec contribution non-
line´aire se rapproche des simulations nume´riques lorsque les e´qs. (6.1d) et (6.1e) sont
retire´es du syste`me. Lorsque l’e´q. (6.1c) est e´galement enleve´e, la pre´cision est encore
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plus grande, mais il y a une discontinuite´ autour de z/LD ≈ 0.6.
Pour les trois valeurs deN e´tudie´es, des points communs ressortent. Premie`rement,
tous les mode`les sont pre´cis sur de courtes distances de propagation, avant que les
erreurs d’approximation ne fassent diverger l’inte´gration. Deuxie`mement, le mode`le
quadratique n’est pas ade´quat pour de´crire la de´formation de l’impulsion lors de la
propagation. La phase de l’impulsion dans le re´gime de dispersion anormale n’est pas
monotone, d’autant plus que la non-line´arite´ est forte. La phase quadratique n’est
donc pas ade´quate pour de´crire la propagation d’autant plus que N est grand. Ainsi
s’explique que la phase quadratique donne une plus grande pre´cision lorsque N = 1
que lorsque N = 2 ou 3. Troisie`mement, la phase logarithmique est une repre´sentation
plus eﬃcace en dispersion anormale qu’en re´gime de dispersion normale. La phase lo-
garithmique est une solution stationnaire dans le re´gime de dispersion anormale de
l’e´quation de Ginzburg-Laudau qui est un cas plus ge´ne´ral de l’E´SNL car elle contient
des termes dissipatifs, comme nous le verrons au prochain chapitre. Il est donc raison-
nable qu’elle puisse eˆtre une bonne approximation pour repre´senter les solutions tran-
sitoires de l’E´SNL. Quatrie`mement, la phase quadratique et non-line´aire se montre
de nouveau comme e´tant la repre´sentation la plus eﬃcace pour approximer la phase
du champ. Finalement, dans la plupart des cas, le syste`me d’e´quations est optimal
quand les moments ￿Ω4￿ et ￿TΩ3￿r sont remplace´s par des moments faisant partie
du syste`me. Dans le re´gime de dispersion normale, le syste`me optimal approximait
e´galement le moment ￿T 2Ω2￿r. La diﬀe´rence s’explique par le fait que les moments
mixtes sont de plus faible amplitude dans le re´gime de dispersion anormale puisque
la dispersion et la non-line´arite´ s’annulent partiellement. Il s’ensuit que les moments
mixtes d’ordre supe´rieur ayant des de´rive´es d’ordre 3 ou 4 deviennent ne´gligeables
face aux autres moments de l’e´quation diﬀe´rentielle.
Syste`me a` l’ordre 2 non-line´aire
L’inte´gration du syste`me d’e´qs. (6.2) est repre´sente´e a` travers le parame`tre a dans
le re´gime de dispersion anormale dans la partie infe´rieure des figures 6.18–6.20. Pour
le syste`me a` l’ordre 2 non-line´aire, l’inte´gration change e´galement grandement selon la
valeur de N . Dans l’ensemble, le syste`me a` l’ordre 2 non-line´aire est beaucoup moins
pre´cis pour pre´dire l’e´volution de la forme de l’impulsion que le syste`me a` l’ordre 4
dans le re´gime de dispersion anormale.
Dans le cas ou` N = 1, la plupart des inte´grations oscillent autour de la simulation
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nume´rique ou divergent. Pour la phase quadratique, seul le cas ou` les e´qs. (6.2c)–
(6.2d) sont retire´es donne un re´sultat se rapprochant de la simulation nume´rique. Les
autres cas divergent apre`s une tre`s courte distance de propagation. L’inte´gration de
la phase logarithmique ne diverge pour aucune des simplifications. Quand toutes les
e´quations sont incluses, le parame`tre a oscille fortement. Dans les deux autres cas, ou`
les e´qs. (6.2d) et/ou (6.2c) sont enleve´es, les parame`tres a obtenus oscillent autour de
la simulation nume´rique. La phase quadratique avec contribution non-line´aire diverge
quand tous les moments sont conside´re´s et oscillent autrement. Le cas ou` les deux
e´qs. (6.2c)–(6.2d) sont retire´es est plus pre´cis seulement quand l’e´q. (6.2d) l’est. Dans
ces deux cas, le re´sultat est moins pre´cis qu’avec la phase logarithmique.
Lorsque N = 2, toutes les inte´grations divergent ou oscillent avec de grandes am-
plitudes. Tous les cas ou` tous les moments sont inclus divergent. Tous les cas ou` les
deux e´quations sont retire´es oscillent. Seul le cas de la phase quadratique avec contri-
bution non-line´aire oscille lorsque l’e´q. (6.2d) est enleve´e ; les autres repre´sentations
de la phase divergent. Notons que les diverses inte´grations s’e´loignent tre`s rapidement
de la simulation nume´rique.
Toutes les repre´sentations de la phase donnent des inte´grations qui divergent au-
tour de z/LD ≈ 0, 3 lorsqueN = 3, sauf pour la phase quadratique et uniquement dans
le cas ou` les e´qs. (6.2c)–(6.2d) sont retire´es du syste`me d’e´quations. Les diﬀe´rentes
inte´grations donnent des parame`tres a qui s’e´loignent aussi tre`s rapidement de la
simulation nume´rique lors de la propagation.
Ces observations sont surprenantes. Nous avons vu a` la section pre´ce´dente que la
mode´lisation utilisant κPT e´tait plus pre´cise que celle utilisant κ. Alors pourquoi le
syste`me d’e´quations a` l’ordre 2 non-line´aire est moins eﬃcace que celui a` l’ordre 4 ? La
re´ponse est que dans le re´gime de dispersion anormale, l’impulsion change beaucoup
de forme ; il y a formation de lobes et de pie´destal cause´s par la rupture du front
d’onde. Il s’ensuit que l’approximation de Pearson de l’enveloppe du champ devient
moins pre´cise. Une conse´quence indirecte est que l’erreur sur l’ope´rateur P augmente,
puisque que ce dernier, contrairement aux autres ope´rateurs, de´pend directement
de la forme de l’impulsion. Dans le syste`me a` l’ordre 4, l’ope´rateur P intervient
dans certains des moments pre´sents de´finissant les de´rive´es du syste`me. A` l’ordre 2,
l’ope´rateur est pre´sent dans tous les moments ; autant ceux du syste`mes que ceux
de´finissant leurs de´rive´es. Il en re´sulte que l’erreur d’approximation prend beaucoup
plus d’importance et l’inte´gration diverge rapidement lors de la propagation. L’erreur
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est par ailleurs d’autant plus importante que N est e´leve´, puisque le changement de
forme de l’impulsion est plus important quand la non-line´arite´ est forte par rapport
a` la dispersion.
En re´sume´, dans le re´gime de dispersion anormale, il existe une diﬀe´rence notable
entre les syste`mes a` l’ordre 4 et a` l’ordre 2 non-line´aire. Le syste`me a` l’ordre 4 donne
des re´sultats pre´cis pour la phase logarithmique et pour la phase quadratique avec une
contribution non-line´aire. Toutefois le syste`me a` l’ordre 2 ne donnent des re´sultats
qualitativement pre´cis que dans le cas ou` N = 1 ou sur de tre`s courtes distances de
propagation pour toutes les repre´sentations de la phase conside´re´e.
6.5 Approximation de l’E´SNL
Dans cette section, a` l’instar de ce que nous avons fait au chapitre 4, nous utilisons
les approximations pre´sente´es pre´ce´demment pour analyser l’E´SNL. Contrairement a`
ce que nous avons fait au chapitre 4, nous analysons ici la forme de l’impulsion. Apre`s
avoir analyse´ les diﬀe´rentes mode`les possibles pour approximer les moments, nous ne
conside´rons ici que la repre´sentation de la forme par le facteur de forme κPT ainsi que
la phase non-line´aire puisqu’ils donnent les re´sultats les plus pre´cis. Nous regardons
aussi la phase logarithmique a` des fins de comparaison. L’analyse pre´de´cente nous
montre e´galement qu’il est diﬃcile de re´soudre les e´quations de propagation des mo-
ments d’ordre e´leve´ puisqu’il faut approximer bon nombre de moments. Dans cette
section, nous n’utilisons que le moment ￿PT 2￿ comme moment d’ordre supe´rieur afin
de de´finir κPT .
6.5.1 Phase quadratique avec contribution non-line´aire
E´crivons l’e´quation d’e´volution du facteur de forme κPT en utilisant la phase
non-line´aire de´finie par l’e´q. (6.20). En utilisant le moment ￿T 2￿ pour remplacer le
parame`tre b, nous obtenons
dκPT
dz
=− 2β2 ￿PT
2Ω2￿i
￿P ￿￿T 2￿ + 2β2
￿PΩ2￿i￿PT 2￿
￿P ￿2￿T 2￿ − 2β2
￿PT 2￿￿TΩ￿r
￿P ￿￿T 2￿2
=fβ2κPT
￿P ￿
￿T 2￿
￿
4
3
(9− a− 3a2)
(2− 3a)(3 + a)κP − 1
￿
(6.48)
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ou` a est le parame`tre de Pearson et κP le facteur de forme donne´ par l’e´q. (6.15).
Encore une fois, nous utilisons une repre´sentation hybride entre les moments et les
parame`tres a` des fins de clarte´. Si nous nous attardons aux points fixes de l’e´q. (6.48),
c’est-a`-dire les conditions ou` la de´rive´e est nulle et donc que κPT ne change pas,
nous trouvons diﬀe´rentes conditions. Remarquons tout d’abord que l’e´q. (6.48) est
tre`s similaire a` l’e´q. (6.21) de´crivant l’e´volution de κT et que les deux ont plusieurs
points fixes en commun. Nous voyons tout d’abord que l’e´q. (6.48) ne de´pend pas
du parame`tre de phase quadratique h. Ceci n’est gue`re surprenant car, comme nous
l’avons vu au chapitre 4, une des conse´quences de supposer la phase quadratique est
que la forme de l’impulsion est invariante. Ainsi seul le parame`tre de phase f change
la forme de l’impulsion ; il s’ensuit que la forme de l’impulsion est invariante lorsque
f = 0. Nous voyons e´galement que la de´rive´e est nulle dans le cas purement non-
line´aire, lorsque β2 = 0, ce qui est conse´quent avec la solution analytique. Lorsque
le moment ￿P ￿ est nul, la puissance est infiniment faible, ce qui revient a` eˆtre dans
un cas purement dispersif qui, a` cause de l’approximation de la phase quadratique,
donne une forme invariante. De manie`re similaire, une impulsion infiniment large est
invariante car nous retrouvons dans le cas d’une e´mission continue. Le terme dans les
crochets du membre de droite de l’e´q. (6.48) s’annule lorsque a = {−1; 1, 8}. Lorsque
a = −1, l’impulsion est parabolique qui est obtenue asymptotiquement lors le cas
d’une propagation tre`s non-line´aire. La valeur a = 1, 8 provient de la divergence de
la de´finition des moments. Le facteur κPT est essentiellement positif.
Bien qu’il apparaˆıt que l’e´volution de l’impulsion soit proportionnelle au parame`tre
de phase f , il serait inte´ressant de comprendre sous quelles conditions ce parame`tre
devient nul. En se limitant seulement au moments d’ordre 2, il est possible de re´e´crire
ce parame`tre en termes des moments ￿P ￿, ￿T 2￿, ￿Ω2￿ et ￿TΩ￿r.
f =
3
4
(2− 3a)
κP ￿P ￿
￿
3 + a
6− a
￿￿
￿TΩ￿r ±∆ 12
￿
(6.49)
∆ = ￿TΩ￿2r −
16
3
κP
(2− 3a)
￿
6− a
3 + a
￿￿
￿T 2￿￿Ω2￿ − ￿TΩ￿2r −
1
4(2− 3a)
￿
2− a
1 + a
￿￿
(6.50)
En regardant cette de´finition de f , il n’est pas e´vident de voir dans quelles conditions
nous avons f = 0. Il est toutefois clair que la seule possibilite´ pour avoir f = 0 est
que le terme ￿TΩ￿r ±
√
∆ = 0 et donc ∆ = ￿TΩ￿2r ou ∆ = ￿TΩ￿2r = 0 puisque le
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terme en κP ne peut eˆtre nul de manie`re physiquement significative. Regardons s’il
est possible d’obtenir ces conditions en e´crivant explicitement la premie`re condition.
￿T 2￿￿Ω2￿ − ￿TΩ￿2r =
1
4(2− 3a)
￿
2− a
1 + a
￿
(6.51)
Cette condition n’est rien d’autre que la de´finition de l’invariant I1 lorsque la phase
est quadratique selon l’e´q. (6.18). Cette condition est ve´rifie´e dans deux cas ; lorsque
la propagation est dispersive et donc f = 0 et lorsque l’impulsion n’est pas chirpe´e,
c’est-a`-dire ￿TΩ￿r = 0. E´videmment, l’invariance dans le cas dispersif ne s’applique
que pour l’impulsion gaussienne ; c’est une approximation pour les autres formes
d’impulsions. La phase constante repre´sente´e par ￿TΩ￿r = 0 est le cas de l’impulsion
solitonique pour laquelle la propagation est invariante. Voyons si nous pouvons re-
trouver la forme de l’impulsion en se´cante hyperbolique dans ce cas. Du fait que le
moment ￿TΩ￿r = 0, nous obtenons l’e´quation suivante.
￿TΩ￿r = − 2h
(2− 3a) +
f
2
￿P ￿ = 0 ⇒ h = f
4
(2− 3a)￿P ￿ (6.52)
En posant que la forme de l’impulsion et que l’e´nergie demeurent constantes lors de
la propagation, il s’ensuit que ￿P ￿ est e´galement constant et donc que sa de´rive´e
est nulle. Puisque le seul moment pre´sent dans la de´rive´e de ￿P ￿ est ￿PΩ2￿i, nous
en de´duisons que ce dernier est nul, ce qui nous donne une autre relation entre les
parame`tres de la phase.
￿PΩ2￿i = −h
b
￿P ￿+ f
3b
￿P 2￿
￿
6− a
3 + a
￿
= 0 ⇒ h = f
3
κP
￿
6− a
3 + a
￿
￿P ￿ (6.53)
En e´galant les e´qs. (6.52) et (6.53), nous obtenons une expression ne de´pendant que du
parame`tre a et qui de´finit donc la forme de l’impulsion. En re´solvant cette e´quation,
nous trouvons deux valeurs a = {−1, 0595;−0, 9405} qui sont bien approxime´es par
a ≈ −1. La forme d’impulsion obtenue est parabolique alors que nous nous attendions
a` obtenir une se´cante hyperbolique. Comment expliquer cette diﬀe´rence ? La re´ponse
se cache dans la nature de l’invariance de l’impulsion solitonique. Le soliton demeure
invariant lors de sa propagation car la dispersion et la non-line´arite´ se contrecarrent.
Autrement dit, la phase issue de la non-line´arite´ annule celle provenant de la disper-
sion. Hors, dans notre mode`le, la dispersion est mode´lise´e par une phase quadratique ;
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il s’ensuit que l’impulsion doit eˆtre parabolique pour que la phase non-line´aire, ayant
la forme de l’impulsion, puisse l’annuler. Nous en de´duisons donc qu’une mode´lisation
plus pre´cise devrait s’attarder a` mieux mode´liser la phase dispersive.
6.5.2 Phase logarithmique
A` des fins de comparaisons, regardons les points fixes de l’e´volution de la forme
de l’impulsion en utilisant la phase logarithmique.
dκPT
dz
=
10βaκPT
(2− 3a)(2 + a)
￿TΩ￿r
￿T 2￿ (6.54)
La phase logarithmique permet de repre´senter l’e´volution de la forme de l’impul-
sion dans certains cas. L’invariance de l’impulsion lorsque la phase est constante ou
lorsque la dispersion est absente est bien repre´sente´e. Nous voyons aussi que la forme
de l’impulsion cesse de changer lorsque la largeur de l’impulsion devient arbitraire-
ment grande. Toutefois certaines diﬀe´rences sont remarquables. Premie`rement, nous
ne voyons plus apparaˆıtre le cas dispersif lorsque la puissance est tre`s faible. Ceci
vient du fait qu’il n’y a qu’un seul parame`tre de phase pour repre´senter la dispersion
et la non-line´arite´. Du meˆme coup, de poser que ￿TΩ￿r = 0 ne nous permet plus de
de´terminer la forme de l’impulsion solitonique. Deuxie`mement, la phase logarithmique
ne nous permet pas d’obtenir la forme asymptotique parabolique de l’impulsion. Fi-
nalement, notons que l’e´volution de la forme de l’impulsion devient invariante lorsque
a = 0. Hors, ceci n’a de sens que pour une propagation purement dispersive. Ceci
sugge`re que la phase logarithmique pourrait eˆtre un candidat inte´ressant a` envisager
dans le futur pour mieux mode´liser la phase dispersive.
6.5.3 Rupture du front d’onde
Le rupture du front d’onde est un phe´nome`ne important lors de la propagation
car il de´termine le point a` partir duquel l’impulsion n’a plus une forme de «cloche».
Elle est d’autant plus importante dans les lasers puisque seules les impulsions ne se
brisant pas peuvent exister dans un re´gime stable d’ope´ration car l’impulsion doit
eˆtre stationnaire d’un tour a` l’autre dans la cavite´. La rupture du front d’onde se
produit lors que la de´rive´e de la phase, le chirp, n’est plus une fonction monotone
(Anderson et al., 1992), autrement dit, lorsque la de´rive´e seconde de la phase a plus
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d’un ze´ro. Ainsi, si nous pouvons trouver plus d’une racine a` la de´rive´e seconde de
la phase, nous savons que l’impulsion est sur le point de se briser. E´crivons comment
cette condition se manifeste dans le cas de la phase quadratique avec contribution
non-line´aire et dans le cas de la phase logarithmique.
Phase quadratique avec contribution non-line´aire
La condition de rupture du front d’onde s’e´crit de la manie`re suivante,
∂2φ
∂T 2
= 2h+ 2fPc
￿
1 +
a
b
T 2
￿− 1a [(2 + a)T 2 − b]
(aT 2 + b)2
= 0 (6.55)
en n’oubliant pas que si le parame`tre a est ne´gatif, la fonction n’est de´finie que dans
l’intervalle T =]−￿a/b,￿a/b[. En remaniant, elle peut eˆtre exprime´e sous une forme
transcendante plus simple.
(1 + aτ 2)2+
1
a = Khf
￿
1− (2 + a)τ 2￿ ou` Khf = fPc
hb
et τ =
t√
b
(6.56)
Si l’e´q. (6.56) est ve´rifie´e pour une valeur re´elle et positive de τ , alors l’impulsion
est en train de se rompre. S’il n’existe pas de telle valeur, l’impulsion est stable. Par
exemple, si nous sommes dans un re´gime ou` f = 0 (par exemple, purement dispersif),
Khf = 0 et donc l’e´quation se re´duit a`
(1 + aτ 2)2+
1
a = 0. (6.57)
Dans un tel cas, aucune valeur de a sur l’intervalle ou` la fonction est de´finie ne peut
satisfaire cette e´quation et l’impulsion ne peut se briser, peu importe la valeur de a.
Notons que lorsque cette situation repre´sente un cas purement dispersif, nous voyons
une autre limite de l’approximation de la phase quadratique car certaines formes
d’impulsions peuvent se briser dans lors d’une propagation purement dispersive.
La condition de´crite par l’e´q. (6.56) est particulie`re a` la mode´lisation et non a`
la propagation. Si a` un moment donne´ lors de l’utilisation de cette mode´lisation, la
condition 6.56 est satisfaite, nous savons que l’impulsion est sur le point de se briser.
Ainsi, si nous voulons savoir la distance a` laquelle l’impulsion se brise lorsqu’elle se
propage dans un milieu dispersif et non-line´aire, il faut re´soudre la propagation et
ve´rifier quand la condition 6.56 devient satisfaite. Une autre fac¸on de proce´der est de
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line´ariser l’ESNL, ce qui permet de de´coupler le temps et la distance de propagation
et de ce fait de´terminer la distance de rupture du front d’onde (Anderson et al., 1992).
En supposant que l’impulsion n’est pas initialement chirpe´e, le point de rupture est
de´fini selon cette me´thode par
zR =− 1
β2
￿
∂2φL
∂T 2
￿−1
(6.58)
φL =
β2
2|A|
∂2
∂T 2
|A|− γ|A|2 (6.59)
ou` φL est la phase obtenue par la line´arisation de l’ESNL. Il est apparent a` partir
de l’e´q. (6.58) que la distance de rupture est ne´gative tant que la de´rive´e seconde
demeure positive. Si cette dernie`re vient a` eˆtre nulle, la distance de rupture devient
infinie ; l’impulsion commence a` se briser. Lorsque φL devient tre`s ne´gatif, l’impulsion
se brise rapidement. En utilisant la distribution de Pearson comme forme initiale, la
condition pour voir apparaˆıtre la rupture, soit φL = 0 s’e´crit alors
aτ 2[5 + 6(1 + a)(1− aτ 2)] = −K ￿1− (2 + a)τ 2￿ (1 + aτ 2)2− 1a ou` K = 2γPcb
β2
(6.60)
ou` τ prend la meˆme valeur que pre´ce´demment. Il existe une grande similitude entre
l’e´q. (6.60) et l’e´q. (6.56) montrant ainsi que notre mode´lisation s’apparente a` une
line´arisation de l’ESNL. Toutefois, nous voyons quelques diﬀe´rences. Par exemple,
lorsque K = 0, la condition purement dispersive s’e´crit
a[5 + 6(1 + a)(1− aτ 2)] = 0 (6.61)
Cette condition est toujours satisfaite, peu importe la valeur de τ lorsque l’impulsion
est gaussienne, c’est-a`-dire lorsque a = 0, comme attendu. Nous voyons aussi que
l’impulsion ne se brise pas lorsque a ∈]−1, 0[ et lorsque a < −11/6. Il serait inte´ressant
d’e´tudier plus a` fond ces cas afin de savoir s’ils repre´sentent bien des impulsions ne se
brisant pas lorsqu’elles se dispersent ou si ces cas sont des artefacts provenant de la
mode´lisation. La diﬃculte´ a` re´pondre a` cette question vient du fait que la largeur de
bande de ces impulsions est infiniment large puisqu’elles sont tronque´es dans le temps
et donc diﬃcile a` analyser nume´riquement. Notons toutefois que la condition (6.61)
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montre bien que les impulsions ayant a > 0, dont le soliton, se brisent lorsqu’elles se
dispersent.
Phase logarithmique
En utilisant la mode´lisation logarithmique de la phase, la condition de rupture du
front d’onde devient
∂2φ
∂T 2
=
4acT 2
(aT 2 + b)2
= 0 ⇒ 4acT 2 = 0. (6.62)
Il s’ensuit que l’impulsion dans ce cas ne se brise jamais car la seule racine du
syste`me est T = 0. La phase logarithmique n’est donc pas suﬃsamment pre´cise pour
repre´senter la propagation line´aire et non-line´aire puisque les impulsions se dispersant
peuvent e´galement se briser (Anderson et al., 1992). Toutefois, elle est utilise´e avec
succe`s pour calculer les impulsions en re´gime stationnaire des lasers.
6.6 Conclusion
Dans ce chapitre, nous avons e´tudie´ l’utilisation des moments pour de´crire l’e´volution
de la forme de l’impulsion. La forme de l’impulsion est de´crite en comparant des mo-
ments entre eux ; il faut donc avoir recours a` des moments d’ordre supe´rieur. Deux
options ont e´te´ conside´re´es. La premie`re consiste a` prendre des ope´rateurs de temps
et de fre´quences d’ordre plus e´leve´, ce qui donne les moments d’ordre 4 (puisque les
impulsions sont suppose´es syme´triques et que l’E´SNL est syme´trique, les moments
d’ordre 3 sont nuls). L’autre option est de comparer avec des moments non-line´aires
a` l’ordre 2, c’est-a`-dire utilisant l’ope´rateur P . Dans chacun de ces cas, un syste`me
d’e´quations diﬀe´rentielles est e´tabli pour de´crire l’e´volution de tous ces moments lors
de la propagation.
A` l’instar du syste`me a` l’ordre 2, les syste`mes d’e´quations diﬀe´rentielles d’ordre 4
et d’ordre 2 non-line´aires sont ouverts, c’est-a`-dire qu’ils contiennent des moments qui
ne font pas partie du syste`me. De plus, il y a maintenant plusieurs moments externes
qui ne peuvent eˆtre repre´sente´s par des moments internes que par une approximation
sur la phase. Nous avons e´tudie´ trois formes de la phase du champ : une phase qua-
dratique, une phase logarithmique et une phase quadratique avec une contribution
non-line´aire. La phase quadratique est la meˆme que celle utilise´e pour re´soudre le
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syste`me a` l’ordre 2. La phase logarithmique est couramment utilise´e dans les propa-
gations solitoniques. L’ajout d’une contribution non-line´aire a` la phase quadratique,
proportionnelle a` la puissance du champ, permet de mieux refle´ter la physique de
l’E´SNL. Au moyen de ces repre´sentations, il est possible d’exprimer tous les mo-
ments du syste`me, internes ou externes, en fonction des parame`tres du mode`le. Les
parame`tres du mode`le peuvent par la suite eˆtre exprime´s en fonction des moments
internes du syste`me pour le fermer. Diﬀe´rentes combinaisons de moments internes
ont e´te´ choisies sur la base de leur simplicite´ et ont e´te´ e´tudie´es. La validation de ces
mode`les s’est faite en les comparant avec des champs simule´s nume´riquement.
Il ressort de cette comparaison que le parame`tre a est repre´sente´ plus pre´cise´ment
par le facteur de forme κPT que par le facteur de forme κT . Pour ce qui est des pa-
rame`tres de phase, les moments ￿TΩ￿r et ￿PTΩ￿r donnent une plus grande pre´cision
que le moment ￿T 3Ω￿r. La raison est que les moments non-line´aires utilisent l’ope´rateur
P qui ponde`re le centre de l’impulsion, ce que ne font pas les ope´rateurs line´aires.
Cela sugge`re que le syste`me a` l’ordre 2 non-line´aire est plus pre´cis que le syste`me a`
l’ordre 4 pour de´crire l’e´volution de la forme de l’impulsion. Pour ve´rifier que tel est
le cas, les deux syste`mes, une fois ferme´s en utilisant les diverses repre´sentations, ont
e´te´ inte´gre´s nume´riquement dans les deux re´gimes de dispersion. Il s’ave`re que dans
le re´gime de dispersion normale, les deux syste`mes sont d’e´gale pre´cision. Toutefois,
dans le re´gime de dispersion anormale, le syste`me a` l’ordre 4 est plus pre´cis car le
syste`me a` l’ordre 2 diverge, surtout lorsque N > 1. Ce re´sultat semble contradictoire
par rapport a` la comparaison pre´ce´dente. La cle´ est qu’une chaˆıne n’est pas plus forte
que le plus faible de ses maillons. Ainsi, il suﬃt qu’un des moments du syste`me soit
mal repre´sente´ pour que l’inte´gration de tous les moments du syste`me divergent. Le
syste`me a` l’ordre 4 comporte moins de moments externes que le syste`me a` l’ordre
2. De plus, ces moments externes sont beaucoup moins non-line´aires. Il en re´sulte
que le syste`me a` l’ordre 2 non-line´aire est plus instable aux erreurs d’approximations
dans le re´gime de dispersion anormale ou` la forme de l’impulsion change de manie`re
significative lors de la propagation.
En ge´ne´ral, le nombre d’e´quations a` conside´rer dans le syste`me de´pend de la
pre´cision de la repre´sentation. Lorsque les moments externes sont en moyenne bien
repre´sente´s en fonction des moments internes, l’e´volution du parame`tre de forme
a est la mieux de´crite lorsque toutes les e´quations diﬀe´rentielles du syste`me sont
conside´re´es. Toutefois, pour e´viter que le syste`me ne diverge, il faut retirer les e´quations
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diﬀe´rentielles ou` les moments externes ne sont pas correctement approxime´s et ap-
proximer le moment interne de l’e´quation diﬀe´rentielle retire´e. Une re`gle approxima-
tive est de ne pas approximer les moments de´finis par les ope´rateurs Ω3 et Ω4. Le
nombre minimal de moments conside´re´s dans le syste`me doit eˆtre e´gal au nombre de
parame`tres, soit trois moments pour la norme et deux (ou un seul) pour la phase,
totalisant cinq. En employant la me´thode des moments classiques, seulement cinq
e´quations seraient ne´cessaires. Cependant en incluant plus de moments, la descrip-
tion faite du champ par les moments ne se limite plus a` l’ansatz de la distribution de
Pearson pour de´crire le champ et la description devient plus pre´cise.
Nous avons donc e´tabli diﬀe´rentes fac¸ons d’utiliser les moments d’ordre supe´rieur
pour obtenir la forme de l’impulsion, ainsi que les limitations d’une telle approche.
La mode´lisation employe´e dans ce chapitre peut maintenant eˆtre applique´e a` une
e´quation plus complexe, l’e´quation de Ginzburg-Landau, utilise´e pour de´crire les im-
pulsions dans les lasers a` fibre.
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Chapitre 7
Les moments et les lasers
Dans ce chapitre, les moments sont utilise´s pour caracte´riser les impulsions pro-
duites par les lasers. Les impulsions a` la sortie d’un laser de´pendent de sa configu-
ration et des parame`tres de la cavite´. Cette de´pendance est exprime´e sous la forme
d’e´quations diﬀe´rentielles partielles de´crivant la propagation de l’impulsion dans la ca-
vite´ laser. Nous utilisons les moments dans ce chapitre afin de re´soudre ces e´quations
de propagation. Nous nous attardons ici seulement au mode`le moyen pour de´crire
les lasers. Dans un mode`le moyen, tous les e´le´ments sont suppose´s eˆtre line´aires et
pre´sents simultane´ment dans la fibre de sorte que l’ordre dans lequel ces e´le´ments sont
traverse´s par l’impulsion est ignore´ (Haus, 2000). Par opposition, un mode`le discret
tient compte de chaque e´le´ment individuellement lors de la propagation. L’avantage
du mode`le moyen est sa simplicite´ car les e´quations de propagation sur un passage se
re´duisent a` une seule e´quation diﬀe´rentielle. Nous re´solvons donc dans ce chapitre les
e´quations diﬀe´rentielles de diﬀe´rents mode`les moyens de´crivant divers lasers a` l’aide
du formalisme des moments.
Nous e´nume´rons dans un premier temps les diﬀe´rents e´le´ments optiques se retrou-
vant les lasers et nous donnons la mode´lisation utilise´e pour repre´senter leur eﬀet
sur la propagation du champ. Nous de´finissons ensuite l’e´quation diﬀe´rentielle du
mode`le moyen a` l’aide de ces e´le´ments. Par l’application de diﬀe´rents ope´rateurs,
l’e´quation diﬀe´rentielle est ensuite transforme´e en un syste`me d’e´quations sur les mo-
ments. Ces e´quations sont ensuite re´solues dans trois cas particuliers dont les solutions
analytiques sont connues pour valider l’approche utilise´e et dans trois cas ou` aucune
solution analytique exacte n’est connue.
7.1 E´le´ments optiques
Dans cette section, les composantes se retrouvant typiquement dans les cavite´s
laser sont pre´sente´es et leur eﬀet est mode´lise´ sous forme diﬀe´rentielle. Nous nous li-
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mitons ici aux eﬀets pairs ; nous ne´gligeons les eﬀets impairs. Il en re´sulte que les eﬀets
non-line´aires d’ordre supe´rieur tel l’auto-de´calage Raman et l’auto-raidissement sont
ne´glige´s, ce qui limitent la validite´ du mode`le aux impulsions d’une dure´e supe´rieure
a` la picoseconde. De plus, certain e´le´ments couramment utilise´s ou pre´sents dans les
lasers tels les modulateurs de phase ou la dispersion de troisie`me ordre sont ignore´s.
7.1.1 E´lement dispersif
L’amplitude du champ a` travers un e´le´ment montrant de la dispersion chromatique
est de´forme´e puisque chaque fre´quence dans l’impulsion se propage a` une vitesse
diﬀe´rente. En supposant que la dispersion est quadratique en fre´quence, elle s’e´crit
∂A
∂z
= −iβ2
2
∂2A
∂T 2
(7.1)
ou` β2 est le parame`tre de dispersion. Ce cas a e´te´ pre´sente´ a` la section 4.3.1.
7.1.2 Filtre spectral
L’e´volution de l’amplitude du champ a` travers un filtre spectral gaussien passe-
bande s’e´crit
∂A
∂z
=
σ
2
∂2A
∂T 2
(7.2)
ou` σ est inversement proportionnel a` la largeur de bande au carre´ du filtre.
7.1.3 De´phasage non-line´aire
La propagation a` travers un e´le´ment pre´sentant de l’auto-modulation ge´ne`re une
phase non-line´aire et un e´largissement spectral. L’e´volution de l’amplitude s’e´crit dans
ce cas
∂A
∂z
= iγ |A|2A (7.3)
ou` le facteur γ donne l’ampleur de la non-line´arite´.
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7.1.4 Absorbant saturable
L’e´volution de l’amplitude du champ se propageant a` travers un e´le´ment pre´sentant
une saturation proportionnelle a` la puissance, tels un absorbant saturable ou une ab-
sorption non-line´aire s’e´crit :
∂A
∂z
=
δ
2
|A|2A. (7.4)
Lorsque nous sommes en pre´sence d’une absorption proportionnelle a` la puissance,
telle l’absorption a` deux photons, le facteur δ est ne´gatif. Il est positif dans le cas
d’une absorption saturable, c’est-a`-dire qui diminue avec la puissance. Ce terme est
souvent accompagne´ d’un terme constant de´crivant une perte ou un gain constant.
7.1.5 De´phasage quadratique
L’e´volution de l’amplitude du champ se propageant a` travers un e´le´ment induisant
une phase temporelle quadratique s’e´crit
∂A
∂z
= i
ρ
2
T 2A. (7.5)
Ce genre de phase est typique induite par le fonctionnement meˆme des modulateurs
e´lectro-optiques ou` l’indice de re´fraction change avec la tension ou le courant applique´
aux e´lectrodes.
7.1.6 Filtre temporel
L’e´volution de l’amplitude du champ se propageant a` travers un e´le´ment indui-
sant un filtrage temporel dans le temps tel qu’un modulateur d’intensite´ acousto- ou
e´lectro-optique s’e´crit
∂A
∂z
= − ￿
2
T 2A (7.6)
ou` le facteur ￿ est inversement proportionnel au carre´ de la largeur du filtre temporel.
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7.1.7 Gain uniforme
L’e´volution de l’amplitude du champ se propageant a` travers un e´le´ment ge´ne´rant
un gain uniforme g s’e´crit
∂A
∂z
=
g
2
A. (7.7)
Notons que si g est ne´gatif, nous obtenons une perte uniforme.
7.1.8 Gain saturable en e´nergie
L’e´volution de l’amplitude du champ se propageant a` travers un e´le´ment avec un
gain saturable lent en e´nergie s’e´crit
∂A
∂z
=
g0
2(1 + E/Esat)
A (7.8)
ou` g0 est le gain petit signal, E est l’e´nergie de l’impulsion et Esat l’e´nergie de satu-
ration du milieu de gain.
7.1.9 Gain saturable en puissance
L’e´volution de l’amplitude du champ se propageant a` travers un e´le´ment avec un
gain saturable lent en puissance s’e´crit
∂A
∂z
=
g0
2(1 + |A|2/Psat)A (7.9)
ou` g0 est le gain petit signal et Psat la puissance de saturation du milieu de gain.
7.1.10 Fibre optique
Comme nous l’avons vu aux chapitres pre´ce´dents, la fibre optique peut eˆtre mode´lise´e
par un e´le´ment dispersif et un e´le´ment avec une phase non-line´aire, ce qui donne
l’E´SNL.
∂A
∂z
= −iβ2
2
∂2A
∂T 2
+ iγ |A|2A (7.10)
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Bien qu’il soit possible d’ajouter les pertes de la fibre dans la mode´lisation, ce n’est
pas ne´cessaire puisque les longueurs de fibre sont typiquement courtes dans les lasers
et que les pertes sont faibles compare´es aux pertes des autres composants.
7.1.11 Fibre de gain
Une fibre de gain peut eˆtre mode´lise´e de manie`re re´aliste par un gain saturable
ainsi qu’un filtre spectral repre´sentant l’e´tendue finie du gain.
∂A
∂z
=
σ
2
g0
(1 + E/Esat)
∂2A
∂T 2
(7.11)
7.2 Mode`le moyen
Dans les mode`les moyens, le champ de l’impulsion est suppose´ changer tre`s peu lors
de la propagation a` travers les diﬀe´rents e´le´ments optiques. Dans ce cas, la propagation
a` travers un e´le´ment optique de´crit sous forme diﬀe´rentielle par H(A, T ) peut eˆtre
obtenu en inte´grant de part et d’autre en supposant que le champ intervenant dans
la de´finition est invariant, c’est-a`-dire H(A, T ) = H(A0, T ), ce qui donne
∂A
∂z
= H(A, T )A = H(A0, T )A ⇒ A = A0 exp[H(A0, T )z]. (7.12)
Ainsi le champ re´sultant de la propagation a` traversM e´le´ments optiques est obtenue
en multipliant les fonctions de transfert.
A = A0 exp
￿
M￿
i=1
Hi(A0, T )zi
￿
(7.13)
En supposant que la propagation a` travers les diﬀe´rents e´le´ments optiques se fait en
boucle, nous pouvons de´terminer la variation du champ a` chaque ite´ration de la cavite´
ainsi cre´e´e. Puisque les changements sont suppose´s faibles, le de´veloppement en se´rie
de Taylor de la fonction exponentielle peut eˆtre fait ; la variation du champ s’e´crit
alors
A− A0 ≈
M￿
i=1
Hi(A0, T )zi =
dA
dζ
(7.14)
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ou` ζ est correspond a` une unite´ de temps normalise´e marquant un cycle dans la cavite´.
Si nous conside´rons le cas ge´ne´ral ou` tous les eﬀets sont pre´sents, nous obtenons
dA
dζ
=
(σ¯ − iβ¯2)
2
∂2A
∂T 2
+
￿
δ¯
2
+ γ¯
￿
|A|2A+ g¯
2
A− (￿¯− iρ¯)
2
T 2A (7.15)
ou` g¯ est le gain net (gain moins perte) qui peut eˆtre soit le gain petit signal, soit le
gain saturable en puissance, soit le gain saturable en e´nergie. Les quantite´s barre´es
repre´sentent les quantite´s nettes ; nous entendons par quantite´s nettes la somme de
tous les e´le´ments dans la cavite´ donnant un certain eﬀet. Par exemple, la dispersion β2
est donne´e en secondes carre´es par me`tre alors que β¯2 =
￿
k β2kLk est l’eﬀet total des
k e´le´ments dispersifs dans la cavite´, en secondes carre´es. Si nous posons (￿¯ = ρ¯ = 0),
l’e´q. (7.15) se re´duit a` l’e´quation de Ginzburg-Laudau (E´GL). L’e´q. (7.15) est donc
une e´quation de Ginzburg-Landau e´tendue (E´GLE´), mais le´ge`rement diﬀe´rente de
ce qu’on retrouve dans la litte´rature (Akhmediev et al., 2001). L’E´GLE´ retrouve´e
le plus couramment contient des termes non-line´aires supple´mentaires montrant des
phases et des absorptions saturables en |A|4, ce qui permet d’obtenir des solutions
analytiques dans le cas stationnaire (Akhmediev et al., 1996). Toutefois, toutes ces
solutions supposent que le me´canisme de synchronisation des modes dans la cavite´
est passif et est de´crit par le terme d’absorption saturable afin d’obtenir une solution
analytique. Lorsque le me´canisme de synchronisation des modes est actif, il n’existe
pas de solution analytiques de l’E´GLE´.
L’e´q. (7.15) est l’e´quation maˆıtresse du laser. Elle permet de de´crire l’e´volution de
l’impulsion dans la cavite´ laser. Lorsque nous voulons de´terminer l’impulsion station-
naire dans la cavite´ laser, nous supposons que la de´rive´e du champ est nulle, a` une
phase pre`s. L’e´quation maˆıtresse devient alors dans le cas stationnaire :
iψA =
(σ¯ − iβ¯2)
2
∂2A
∂T 2
+
￿
δ¯
2
+ iγ¯
￿
|A|2A+ g¯
2
A− (￿¯− iρ¯)
2
T 2A (7.16)
ou` ψ est un de´phasage. Selon les termes qui sont suppose´s nuls, il existe diﬀe´rentes
solutions analytiques a` l’e´q. (7.16) ; certaines combinaisons de termes n’en ont pas.
Il est diﬃcile a priori de trouver ces solutions puisque le syste`me est non-line´aire ;
plusieurs cas ont toutefois de´ja` e´te´ e´tudie´s. Nous essayons dans le reste de cette
section de trouver une solution ge´ne´rale de l’e´q. (7.16) a` l’aide des moments.
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7.2.1 De´finition des e´quations sur les moments
Afin de re´soudre a` l’aide des moments, il nous faut de´crire le champ de l’impul-
sion laser par diﬀe´rents moments. Tout comme au chapitre 4, nous favorisons les
moments les plus naturels pour de´crire les impulsions : ￿T 2￿, ￿TΩ￿r, ￿Ω2￿ et ￿P ￿.
Nous appliquons donc les ope´rateurs de´finissant ces moments de part et d’autre de
l’e´q. (7.16), multiplions ensuite par A∗ et nous inte´grons sur tout le temps afin d’ob-
tenir un ensemble d’e´quations sur les moments de´crivant les proprie´te´s de l’impulsion
stationnaire dans le laser. L’ope´rateur de plus bas ordre que nous appliquons est 1,
ce qui ge´ne`re deux e´quations lorsque nous se´parons les parties re´elles et imaginaires.
0 =− σ¯￿Ω2￿+ δ¯￿P ￿+ g¯ − ￿¯￿T 2￿ (7.17)
ψ =
β¯2
2
￿Ω2￿+ γ¯￿P ￿+ ρ¯
2
￿T 2￿ (7.18)
L’e´q. (7.17) montre la partie dissipative du re´gime stationnaire, c’est-a`-dire que le gain
doit eˆtre e´gal aux pertes. L’e´q. (7.18) montre la partie conservative, soit la phase accu-
mule´e sur un aller-retour dans la cavite´. Nous proce´dons de meˆme pour l’ope´rateur T 2
ce qui ge´ne`re e´galement deux e´quations. Notons que la partie imaginaire des moments
a e´te´ remplace´e par sa partie partie re´elle e´quivalente (voir Annexe A).
0 =− σ¯￿T 2Ω2￿r + 2β¯2￿TΩ￿r + δ¯￿PT 2￿+ g¯￿T 2￿ − ￿¯￿T 4￿ (7.19)
ψ￿T 2￿ = β¯2
2
￿T 2Ω2￿r + σ¯￿TΩ￿r + γ¯￿PT 2￿+ ρ¯
2
￿T 4￿ (7.20)
Si nous divisons l’e´q. (7.19) et (7.20) par ￿T 2￿, nous obtenons des e´quations repre´sentant
e´galement la conservation de l’e´nergie et le de´phasage sur un aller-retour respective-
ment. Une diﬀe´rence est cependant remarquable ; la pre´sence d’un terme contenant
β2 dans l’e´quation dissipative et un terme contenant σ dans l’e´quation conservative.
Cela vient du fait que les e´quations repre´sentent les variations des parties conser-
vatives et dissipatives relatives a` la largeur de l’impulsion. L’e´quation conservative
indique comment la largeur de l’impulsions croˆıt ou de´croˆıt ; ainsi le terme en β¯2
repre´sente l’e´largissement duˆ a` la dispersion. L’e´quation dissipative repre´sente le chan-
gement d’une composante quadratique moyenne de la phase. Ainsi le filtrage spectral
σ¯ cre´e une diminution du «chirp» de l’impulsion. Nous voyons apparaˆıtre des mo-
ments d’ordre supe´rieur a` 2 ; ces termes devront eˆtre approxime´s pour re´soudre le
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syste`me d’e´quations.
De manie`re similaire, en appliquant l’ope´rateur P , nous obtenons les e´quations
suivantes.
0 =− σ¯￿PΩ2￿r − β¯2￿PΩ2￿i + δ¯￿P 2￿+ g¯￿P ￿ − ￿¯￿PT 2￿ (7.21)
ψ￿P ￿ = β¯2
2
￿PΩ2￿r − σ¯
2
￿PΩ2￿i + γ¯￿P 2￿+ ρ¯
2
￿PT 2￿ (7.22)
Il faut interpre´ter ici l’e´q. (7.21) comme le changement de la puissance creˆte et
l’e´q. (7.22) comme le changement de la composante de la phase qui corre`le avec
la puissance creˆte, la phase non-line´aire.
En appliquant l’ope´rateur TΩ, les e´quations obtenues me´langent les informations
de de´phasage et de gain net.
ψ =
3
2
β¯2￿Ω2￿ − σ¯￿TΩ3￿r + 3
2
γ¯￿P ￿+ δ¯￿PTΩ￿r + g¯￿TΩ￿r − ￿¯￿T 3Ω￿r − ρ¯
2
￿T 2￿
(7.23)
ψ￿TΩ￿r = β¯2
2
￿TΩ3￿r + σ¯
2
￿Ω2￿+ γ¯￿PTΩ￿r − δ¯
8
￿P ￿+ ρ¯
2
￿T 3Ω￿r − ￿¯
2
￿T 2￿ (7.24)
Puisque l’ope´rateur TΩ contient une partie re´elle et une partie imaginaire, nous avons
ici un couplage entre les parties conservatives et dissipatives. Toutefois seulement la
partie re´elle de l’ope´rateur TΩ a le sens d’une phase, la partie imaginaire e´tant une
constante. Le dernier ope´rateur repre´sentant les moments d’ordre 0 et 2 est Ω2. Les
e´quations obtenues de cet ope´rateur s’e´crivent comme suit.
0 =− σ¯￿Ω4￿+ 2γ¯￿PΩ2￿i + δ¯￿PΩ2￿r + g¯￿Ω2￿ − ￿¯￿T 2Ω2￿r − 2ρ¯￿TΩ￿r (7.25)
ψ￿Ω2￿ = β¯2
2
￿Ω4￿+ γ¯￿PΩ2￿r − δ¯
2
￿PΩ2￿i − ￿¯￿TΩ￿r + ρ¯
2
￿T 2Ω2￿r (7.26)
Encore une fois, il faut interpre´ter l’e´quation conservative (7.25) comme e´tant la
modification de la largeur de bande lors d’un cycle dans la cavite´ a` l’e´tat stationnaire.
L’e´quation dissipative (7.26) de´crit la modification de la composante de la phase qui
corre`le avec Ω2 lors d’un cycle.
A` ces 10 e´quations de´crivant diﬀe´rentes relations entre les moments, nous en ajou-
tons finalement deux autres en utilisant l’ope´rateur PT 2. Comme nous l’avons vu au
chapitre 6, ce moment donne une bonne approximation de la forme de l’impulsion
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lorsqu’il est compare´ aux moments ￿T 2￿ et ￿P ￿.
0 =− σ¯￿PT 2Ω2￿r − β¯2￿PT 2Ω2￿i + δ¯￿P 2T 2￿+ g¯￿PT 2￿ − ￿¯￿PT 4￿ (7.27)
ψ￿PT 2￿ = β¯2
2
￿PT 2Ω2￿r − σ¯2
2
￿PT 2Ω2￿i + γ¯￿P 2T 2￿+ ρ¯
2
￿PT 4￿ (7.28)
Ces 12 e´quations permettent de de´terminer les proprie´te´s de l’impulsion laser station-
naire. Nous avons cependant encore le proble`mes des moments d’ordre supe´rieur ; le
syste`me fait intervenir 19 moments diﬀe´rents (en supposant que le gain peut poten-
tiellement de´pendre de l’e´nergie E) et seulement 11 e´quations (puisque le parame`tre
ψ est de´crit l’impulsion et non la cavite´ laser et est donc inconnu, nous lui de´dions
l’e´q. (7.18) et la retirons des e´quations du syste`me). Quatre de ces moments ne sont
pre´sent que dans les deux dernie`res e´quations. Meˆme en les omettant, il reste 15
moments pour 9 e´quations. Il faut approximer les moments d’ordre supe´rieur pour
re´soudre le syste`me. Finalement nous terminons cette section en e´crivant (a` la page
suivante) toutes les e´quations de´crites ci-haut en y substituant le parame`tre ψ par
l’e´q. (7.18).
150
0 =− σ¯￿Ω2￿+ δ¯￿P ￿+ g¯ − ￿¯￿T 2￿ (7.29a)
ψ =
β¯2
2
￿Ω2￿+ γ¯￿P ￿+ ρ¯
2
￿T 2￿ (7.29b)
0 =− σ¯κTΩ￿Ω2￿+ 2β¯2 ￿TΩ￿r￿T 2￿ + δ¯κPT ￿P ￿+ g¯ − ￿¯κT ￿T
2￿ (7.29c)
0 =
β¯2
2
(κTΩ − 1)￿T 2Ω2￿r + σ¯ ￿TΩ￿r￿T 2￿ + γ¯(κPT − 1)￿P ￿+
ρ¯
2
(κT − 1)￿T 2￿ (7.29d)
0 =− σ¯κPΩ￿Ω2￿ − β¯2 ￿PΩ
2￿i
￿P ￿ + δ¯κP ￿P ￿+ g¯ − ￿¯κPT ￿T
2￿ (7.29e)
0 =
β¯2
2
(κPΩ − 1)￿Ω2￿ − σ¯2
2
￿PΩ2￿i
￿P ￿ + γ¯(κP − 1)￿P ￿+
ρ¯
2
(κPT − 1)￿T 2￿ (7.29f)
0 =β¯2￿Ω2￿ − σ¯￿TΩ3￿r + γ¯
2
￿P ￿+ δ¯￿PTΩ￿r + g¯￿TΩ￿r − ￿¯￿T 3Ω￿r − ρ¯￿T 2￿ (7.29g)
0 =
β¯2
2
(κTΩ3 − 1)￿TΩ￿r￿Ω2￿+ σ¯
2
￿Ω2￿+ γ¯
￿ ￿PTΩ￿r
￿P ￿￿TΩ￿r − 1
￿
￿P ￿￿TΩ￿r
− δ¯
8
￿P ￿+ ρ¯
2
(κT3Ω − 1)￿T 2￿￿TΩ￿r − ￿¯
2
￿T 2￿ (7.29h)
0 =− σ¯κΩ￿Ω2￿+ 2γ¯ ￿PΩ
2￿i
￿Ω2￿ + δ¯κPΩ￿P ￿+ g¯ − ￿¯κTΩ￿T
2￿ − 2ρ¯￿TΩ￿r￿Ω2￿ (7.29i)
0 =
β¯2
2
(κΩ − 1)￿Ω2￿+ γ¯(κPΩ − 1)￿P ￿ − δ¯
2
￿PΩ2￿i
￿Ω2￿ − ￿¯
￿TΩ￿r
￿Ω2￿ +
ρ¯
2
(κTΩ − 1)￿T 2￿
(7.29j)
0 =− σ¯κPTΩ￿Ω2￿ − β¯2 ￿PT
2Ω2￿i
￿PT 2￿ + δ¯κP2T2￿P ￿+ g¯ − ￿¯κPT4￿T
2￿ (7.29k)
0 =
β¯2
2
(κPTΩ − 1)￿Ω2￿ − σ¯2
2
￿PT 2Ω2￿i
￿PT 2￿ + γ¯(κP2T2 − 1)￿P ￿+
ρ¯
2
(κPT4 − 1)￿T 2￿
(7.29l)
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7.2.2 Approximation des moments d’ordre supe´rieur
Pour re´soudre le syste`me d’e´quations de´crivant le laser, il nous faut simplifier les
moments d’ordre supe´rieur. Pour ce faire, nous utilisons la distribution de Pearson
pour mode´liser la norme du champ dans la de´finition de ces moments. Nous de-
vons e´galement choisir une mode´lisation pour la phase. Nous avons vu au chapitre
pre´ce´dent que la phase de´crivant le mieux la propagation dans l’E´SNL est la phase
quadratique avec une contribution non-line´aire. Cette mode´lisation contient toute-
fois deux parame`tres h et f pour de´crire la phase. Compte tenu du grand nombre
d’e´quations, nous simplifions la mode´lisation en utilisant une phase a` un seul pa-
rame`tre, ce qui nous laisse le choix entre la phase quadratique et la phase logarith-
mique. Nous optons pour la phase logarithmique car elle est d’une part plus pre´cise
que la phase quadratique et d’autre part, plusieurs solutions exactes des e´quations
maˆıtresses ont une phase logarithmique et finalement elle ne pre´sente pas de rupture
du front d’onde. De plus, nous n’analysons ici que les solutions stationnaires, qui sont
moins sensibles aux approximations que les solutions dynamiques. Rappelons donc la
mode´lisation de l’amplitude que nous utilisons pour simplifier les moments d’ordre
supe´rieur.
A(T ) =
￿
Pc
￿
1 +
a
b
T 2
￿− (1+ic)2a
(7.30)
ou` Pc est la puissance creˆte, b est proportionnel au carre´ de la dure´e de l’impulsion, c
est l’ampleur de la phase et a est le parame`tre de forme. En substituant l’e´q. (7.30)
dans les moments externes, nous pouvons les exprimer a` l’aide des parame`tres a, b,
c et Pc. Le re´sultat de cette substitution est pre´sente´ a` l’annexe D. Pour re´soudre
le syste`me d’e´quations, il faut par la suite exprimer ces parame`tres en fonction des
moments faisant partie du syste`me. Un choix logique s’impose pour certains de ces
parame`tres. Par exemple la dure´e b, la phase c et la puissance creˆte Pc se mode´lisent
bien par ￿T 2￿, ￿TΩ￿r et ￿P ￿ respectivement. Nous avons vu au chapitre 6 qu’il y
a plusieurs fac¸ons diﬀe´rentes de repre´senter le parame`tre a ; c’est pour cette raison
que nous pre´fe´rons conserver ce parame`tre comme une variable du syste`me et ne
pas le remplacer par son e´quivalent en moments. Ceci constitue une approximation
moins pre´cise, mais simplifie conside´rablement l’analyse. Dans l’expression des mo-
ments en fonction des parame`tres, il ressort que les moments contenant l’ope´rateur Ω2
contiennent le parame`tre c2. Nous remplac¸ons donc le parame`tre c2 par ￿Ω2￿, ce qui
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a plus de sens physique que ￿TΩ￿2r. Il se trouve alors que le parame`tre c est remplace´
par deux moments diﬀe´rents, ￿Ω2￿ et ￿TΩ￿r selon le contexte. Il serait possible de
proce´der de meˆme pour d’autres parame`tres. Par exemple, Pc pourrait eˆtre remplace´
par E. En renversant ce raisonnement, pourquoi ne pas utiliser que les parame`tres au
lieu des moments ? Comme nous l’avons discute´ au chapitre 6, utiliser les moments
permet d’extraire plus d’informations du syste`me. Le choix des moments a` utiliser
doit eˆtre dicte´ par la physique du proble`me, ce qui rend les approximations plus justes.
Ainsi, les changements de variables cite´s ci-haut s’e´crivent comme suit.
b =(2− 3a)￿T 2￿ (7.31)
c =2￿TΩ￿r (7.32)
c2 =4(2− 3a)
￿
1 + a
2− a
￿
￿T 2￿￿Ω2￿ − 1 (7.33)
Pc =
√
2
￿
8− a
2− a
￿￿
4− a
16− a
￿
￿P ￿ (7.34)
Maintenant que nous pouvons exprimer les moments d’ordre supe´rieur en fonc-
tion des moments du syste`me, il reste a` savoir quels moments nous approximons.
L’approche la plus simple est de mode´liser tous les moments d’ordre supe´rieur. Nous
perdons toutefois de la pre´cision en proce´dant ainsi, puisqu’il n’est pas ne´cessaire
d’approximer autant ; cela toutefois diminue le nombre de variables a` conside´rer. En
omettant les e´qs. (7.27) et (7.28), nous devons simplifier un minimum de 7 moments
pour re´soudre (puisque a est maintenant conside´re´ une variable du syste`me) et un
maximum de 10 moments en ne conservant que les moments ￿T 2￿, ￿TΩ￿r, ￿Ω2￿, ￿P ￿ et
le parame`tre a. Nous avons vu pre´ce´demment que les moments purs temporels sont
tre`s bien repre´sente´s par la distribution de Pearson. Nous pouvons donc approxi-
mer les moments ￿T 4￿, ￿PT 2￿, ￿P 2￿ et E sans trop d’erreurs. Les moments de´crivant
la phase plutoˆt dans le temps qu’en fre´quence introduisent e´galement peu d’erreurs
puisque l’e´q. (7.30) est de´finie dans le temps. Nous approximons donc ￿T 3￿r, ￿PTΩ￿r
et ￿PΩ2￿i, qui, bien qu’il contienne l’ope´rateur Ω2, s’apparente a` ￿TΩ￿r comme nous
l’avons vu au chapitre 4. Nous avons ainsi 7 moments que nous pouvons retirer du
syste`me. Re´e´crivons les e´qs. (7.21) a` (7.28), en substituant la de´finition des moments
approxime´s, en remplac¸ant g¯ par l’e´q. (7.17) et en remplac¸ant ψ par l’e´q. (7.18). Le
re´sultat est 8 e´quations ne de´pendant que des moments d’ordre 2 et de parame`tres
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de formes.
0 =− σ¯(κTΩ − 1)￿T 2￿￿Ω2￿+ 2β¯2￿TΩ￿r − 2δ¯￿P ￿￿T
2￿
(4− 3a) − 4￿¯
￿
1− a
2− 5a
￿
￿T 2￿2 (7.35a)
0 =β¯2(κTΩ − 1)￿T 2￿￿Ω2￿+ 2σ¯￿TΩ￿r − 4γ¯￿P ￿￿T
2￿
(4− 3a) + 4ρ¯
￿
1− a
2− 5a
￿
￿T 2￿2 (7.35b)
0 =− σ¯(κPΩ − 1)￿T 2￿￿Ω2￿ − β¯2￿TΩ￿r
2(2− 3a)
￿
4− a
2 + a
￿
+ δ¯(κP − 1)￿P ￿￿T 2￿+ 2￿¯￿T
2￿2
(4− 3a)
(7.35c)
0 =
β¯2
2
(κPΩ − 1)￿T 2￿￿Ω2￿ − σ¯￿TΩ￿r
4(2− 3a)
￿
4− a
2 + a
￿
+ γ¯(κP − 1)￿P ￿￿T 2￿ − ρ¯￿T
2￿2
(4− 3a)
(7.35d)
0 =− σ¯(κTΩ3 − 1)￿TΩ￿r￿Ω2￿+ β¯2￿Ω2￿+ γ¯
2
￿P ￿ − δ¯
2
￿P ￿￿TΩ￿r − 2￿¯￿T 2￿￿TΩ￿r − ρ¯￿T 2￿
(7.35e)
0 =β¯2(κTΩ3 − 1)￿TΩ￿r￿Ω2￿+ σ¯￿Ω2￿ − δ¯
4
￿P ￿ − γ¯￿P ￿￿TΩ￿r + 2ρ¯￿T 2￿￿TΩ￿r − ￿¯￿T 2￿
(7.35f)
0 =− σ¯(κΩ − 1)￿Ω2￿2 + δ¯(κPΩ − 1)￿P ￿￿Ω2￿+ γ¯￿P ￿
(2− 3a)
￿
4− a
2 + a
￿ ￿TΩ￿r
￿T 2￿
− ￿¯(κTΩ − 1)￿T 2￿￿Ω2￿ − 2ρ¯￿TΩ￿r (7.35g)
0 =β¯2(κΩ − 1)￿Ω2￿2 + 2γ¯(κPΩ − 1)￿P ￿￿Ω2￿ − δ¯￿P ￿
2(2− 3a)
￿
4− a
2 + a
￿ ￿TΩ￿r
￿T 2￿
+ ρ¯(κTΩ − 1)￿T 2￿￿Ω2￿ − 2￿¯￿TΩ￿r (7.35h)
Nous proce´dons de la meˆme fac¸on avec les e´qs. (7.27) et (7.28) en approximant les
moments relatifs au temps ￿P 2T 2￿ et ￿PT 4￿ ainsi que le moment ￿PT 2Ω2￿i.
0 =− σ¯(κPTΩ − 1)￿T 2￿￿Ω2￿+ β¯2
2
￿
4− 3a
2− 3a
￿￿
1 + 2a
2 + a
￿
￿TΩ￿r
+ δ¯
￿
κP
3
￿
4− 3a
2− a
￿
− 1
￿
￿P ￿￿T 2￿ − 2￿¯
￿
1− 2a
4− 5a
￿
￿T 2￿2 (7.36)
0 =β¯2(κPTΩ − 1)￿T 2￿￿Ω2￿+ σ¯
2
￿
4− 3a
2− 3a
￿￿
1 + 2a
2 + a
￿
￿TΩ￿r
+ 2γ¯
￿
κP
3
￿
4− 3a
2− a
￿
− 1
￿
￿P ￿￿T 2￿+ 2ρ¯
￿
1− 2a
4− 5a
￿
￿T 2￿2 (7.37)
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Les diﬀe´rents facteurs de forme ont e´te´ de´finis au chapitre 3. Nous les re´pe´tons ici
pour plus de clarte´.
κTΩ =
￿T 2Ω2￿r
￿T 2￿￿Ω2￿ κTΩ3 =
￿TΩ3￿r
￿TΩ￿r￿Ω2￿ κΩ =
￿Ω4￿
￿Ω2￿2
κPΩ =
￿PΩ2￿r
￿P ￿￿Ω2￿ κPTΩ =
￿PT 2Ω2￿r
￿P ￿￿T 2￿￿Ω2￿ (7.38)
Nous avons ainsi quatre facteurs de forme et cinq variables pour les neuf premie`res
e´quations et un facteur de forme pour les deux e´quations provenant de l’ope´rateur
PT 2. Le facteur κP est de´fini explicitement en fonction du parame`tre a.
κP =
￿P 2￿
￿P ￿2 =
2√
3
￿
8− a
2− a
￿￿
24− a
6− a
￿￿
4− a
16− a
￿2
≈ √3
￿
2− a
3− 2a
￿
(7.39)
Notons qu’il se peut que certaines de ces e´quations soient redondantes selon les eﬀets
pre´sents dans la cavite´ laser, ce qui implique que des simplifications supple´mentaires
devront eˆtre faites. Ces e´quations forment un syste`me qui est non-line´aire et doit
eˆtre re´solu selon le cas particulier e´tudie´ afin d’obtenir les parame`tres de l’impulsion
en re´gime stationnaire. Bien que le syste`me soit relativement grand, il est toutefois
plus facile de re´soudre ce syste`me d’e´quations non-line´aires que de re´soudre l’e´quation
diﬀe´rentielle particulie`re de l’e´quation maˆıtresse. De plus, il est possible de de´terminer
une solution approximative la` ou` une solution analytique ne peut eˆtre trouve´e. Pour
se convaincre de la validite´ et de l’inte´reˆt de ces e´quations, proce´dons a` l’e´tude de cas
particuliers.
7.2.3 Validation du mode`le
Afin de valider notre mode`le moyen, nous le comparons a` trois cas ou` une solution
analytique est connue. C’est trois mode`les sont le laser a` verrouillage actif des modes,
le laser a` verrouillage passif des modes et le laser solitonique.
Laser a` verrouillage actif des modes (β¯2 = δ¯ = γ¯ = ρ¯ = 0)
Dans le cas du laser a` verrouillage actif des modes, il n’y a pas de dispersion
chromatique (β¯2 = 0), de non-line´arite´ (γ¯ = 0), d’absorbant saturable (δ¯ = 0) ou
de phase quadratique (ρ¯ = 0) (Siegman et Kuizenga, 1974). Dans ce cas, le syste`me
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d’e´quations (7.35) devient
0 =− σ¯(κTΩ − 1)￿Ω2￿ − 4￿¯
￿
1− a
2− 5a
￿
￿T 2￿ (7.40a)
0 =2σ¯￿TΩ￿r (7.40b)
0 =− σ¯(κPΩ − 1)￿Ω2￿+ 2￿¯￿T
2￿
(4− 3a) (7.40c)
0 =− σ¯￿TΩ￿r
4(2− 3a)
￿
4− a
2 + a
￿
(7.40d)
0 =− σ¯(κTΩ3 − 1)￿TΩ￿r￿Ω2￿ − 2￿¯￿T 2￿￿TΩ￿r (7.40e)
0 =σ¯￿Ω2￿ − ￿¯￿T 2￿ (7.40f)
0 =− σ¯(κΩ − 1)￿Ω2￿ − ￿¯(κTΩ − 1)￿T 2￿ (7.40g)
0 =− 2￿¯￿TΩ￿r (7.40h)
avec les deux e´quations supple´mentaire provenant de PT 2.
0 =− σ¯(κPTΩ − 1)￿Ω2￿ − 2￿¯
￿
1− 2a
4− 5a
￿
￿T 2￿ (7.41)
0 =
σ¯
2
￿
4− 3a
2− 3a
￿￿
1 + 2a
2 + a
￿
￿TΩ￿r (7.42)
Nous de´duisons des e´qs. (7.40b), (7.40d), (7.40e), (7.40d), (7.40h) et (7.42) que
￿TΩ￿r = 0, ce qui n’est gue`re surprenant puisqu’aucun e´le´ment optique de la cavite´
n’induit de de´phasage entre les diﬀe´rentes parties de l’impulsion. De l’e´q. (7.40f), nous
de´duisons une relation importante entre les filtrages temporels et spectraux.
σ¯￿Ω2￿ = ￿¯￿T 2￿ (7.43)
Il s’ensuit qu’en re´gime stationnaire, il y a un e´quilibre entre le filtrage temporel et
spectral de sorte que les deux sont e´gaux. Nous voyons ici un avantage de conserver
les moments par rapport a` n’utiliser que les parame`tres de la mode´lisation de Pear-
son. Nous pouvons tirer des conclusions sur la physique du syste`me car les moments
permettent de travailler dans les domaines spectral et temporel simultane´ment. En
remplac¸ant l’e´q. (7.43) dans les e´qs. (7.40a), (7.40c), (7.40g) et (7.41), nous trouvons
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4 e´quations reliant diﬀe´rents facteurs de forme entre eux.
κTΩ =1− 4
￿
1− a
2− 5a
￿
(7.44)
κPΩ =1 +
2
(4− 3a) (7.45)
κΩ =2− κTΩ = 1 + 4
￿
1− a
2− 5a
￿
(7.46)
κPTΩ =1− 2
￿
1− 2a
4− 5a
￿
(7.47)
Nous avons ainsi diﬀe´rents facteurs de forme qui de´pendent du parame`tre de forme
a, mais aucune de ces e´quations ne nous renseigne directement sur la valeur de ce
parame`tre. Il nous faut donc approximer un des parame`tres de forme pour de´terminer
a. La raison pour laquelle nous devons approximer davantage est que plus de la moitie´
des e´quations nous informaient uniquement sur la phase de l’impulsion et non sur
la forme ; nous nous retrouvons donc avec trop d’inconnues. En suivant la logique
d’approximer le moment de plus bas ordre, nous approximons le facteur κTΩ.
κTΩ =3
￿
2− 3a
2− a
￿
− 1￿T 2￿￿Ω2￿ (7.48)
Toutefois le facteur κTΩ ne de´pend pas que de a ; il faut une autre approximation.
Pour ce faire, nous e´crivons l’expression du principe d’incertitude en fonction des
moments pour l’approximation de la phase logarithmique.
￿T 2￿￿Ω2￿ =(1 + 4￿TΩ￿
2
r)
4(2− 3a)
￿
2− a
1 + a
￿
=
1
4(2− 3a)
￿
2− a
1 + a
￿
(7.49)
Il s’ensuit que κTΩ s’e´crit alors
κTΩ =− (1 + 4a)
￿
2− 3a
2− a
￿
(7.50)
et ne de´pend que du parame`tre a. Cela nous permet de de´terminer la valeur de a au
moyen des e´qs. (7.50) et (7.44).
1− 4
￿
1− a
2− 5a
￿
=− (1 + 4a)
￿
2− 3a
2− a
￿
⇒ a =
￿
0,
4
5
￿
(7.51)
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Nous trouvons ainsi deux valeurs du parame`tre a. Il est surprenant, quoique possible,
qu’il y ait deux valeurs de a. Pour ve´rifier qu’il n’y ait pas d’inconsistances sur ces
deux valeurs, nous e´valuons le produit dure´e-largeur spectral pour chacune d’entre
elles.
￿T 2￿￿Ω2￿ =
￿
1
4
,− 5
12
￿
(7.52)
Ce produit ne pouvant eˆtre ne´gatif, nous en de´duisons que la solution a = 4/5 est
inconsistante. Il s’ensuit que la solution est a = 0, ce qui donne une forme d’impul-
sion gaussienne, ce qui est pre´dit par la solution analytique de Siegmann-Huizenga.
Connaissant le parame`tre a, il est possible de de´terminer les autres moments du
syste`me a` l’aide des e´qs. (7.49), (7.43) et (7.17).
￿T 2￿ = 1
2
￿
σ¯
￿¯
￿Ω2￿ = 1
2
￿
￿¯
σ¯
g¯ =
√
σ¯￿¯ (7.53)
Les facteurs de forme deviennent alors
κTΩ = −1 κPΩ = 3
2
κΩ = 3 κPTΩ =
1
2
. (7.54)
Nous de´duisons entre autres de ces facteurs de forme que le spectre de l’impulsion est
e´galement gaussien puisque κΩ = 3.
Nous avons maintenant de´termine´ les moments de l’impulsion en fonction des pa-
rame`tres ge´ne´raux du laser. Pour de´terminer les moments en fonction des parame`tres
spe´cifiques de la cavite´ laser, nous proce´dons aux substitutions suivantes. En suppo-
sant que le milieu de gain a une largeur de bande finie Ωf un gain petit signal g0,
que la cavite´ a une perte nette α et que le modulateur a une modulation e´gale de√
MΩM , les constantes ￿¯, σ¯ et g¯ s’e´crivent
σ¯ =
g0
Ω2f
￿¯ = MΩ2M g¯ = g0 − α (7.55)
ce qui est exactement le re´sultat obtenu en re´solvant analytiquement l’e´quation maˆıtresse
(Siegman et Kuizenga, 1974). Notons qu’a` aucun moment l’e´nergie ou la puissance
creˆte de l’impulsion stationnaire n’ont e´te´ spe´cifie´es. Pour les de´terminer, il faut pous-
ser l’analyse plus loin que le mode`le de Siegmann-Huizenga, ce qui est tre`s facile avec
le formalisme des moments. Il suﬃt de remplacer le gain g0 par un gain saturable
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g0/(1 + ￿P ￿/￿Psat￿), ce qui fixe la puissance de l’impulsion stationnaire.
￿P ￿ =
￿
g0
α+
√
σ¯￿¯
￿
￿P ￿sat (7.56)
Laser a` verrouillage passif des modes (β¯2 = γ¯ = ￿¯ = ρ¯ = 0)
Nous avons retrouve´ la forme gaussienne de l’impulsion stationnaire du laser a`
verrouillage actif des modes a` la section pre´ce´dente. La forme gaussienne est un cas
particulier de la distribution de Pearson ; il n’est pas surprenant que nous l’ayons
retrouve´e. Un test de validation plus inte´ressant nous permettrait de voir si, en
re´solvant, nous retrouvons une forme d’impulsion qui n’est qu’approximativement
repre´sente´e par la distribution de Pearson. Pour ce faire, nous e´tudions maintenant
le laser a` verrouillage actif des modes qui a une se´cante hyperbolique comme solution
stationnaire analytique (Haus et al., 1975). Comme nous l’avons vu au chapitre 3, la
se´cante hyperbolique n’est pas repre´sente´e exactement par la distribution de Pearson.
Le laser a` verrouillage passif des modes est mode´lise´ en e´liminant les termes qua-
dratiques (￿¯ = ρ¯ = 0) et les autres termes de phases (β¯2 = γ¯ = 0). Dans ce cas, les
e´qs. (7.35) se re´duisent aux e´quations suivantes.
0 =− σ¯(κTΩ − 1)￿Ω2￿ − 2δ¯￿P ￿
(4− 3a) (7.57a)
0 =2σ¯￿TΩ￿r (7.57b)
0 =− σ¯(κPΩ − 1)￿Ω2￿+ δ¯(κP − 1)￿P ￿ (7.57c)
0 =− σ¯￿TΩ￿r
4(2− 3a)
￿
4− a
2 + a
￿
(7.57d)
0 =− σ¯(κTΩ3 − 1)￿TΩ￿r￿Ω2￿ − δ¯
2
￿P ￿￿TΩ￿r (7.57e)
0 =σ¯￿Ω2￿ − δ¯
4
￿P ￿ (7.57f)
0 =− σ¯(κΩ − 1)￿Ω2￿+ δ¯(κPΩ − 1)￿P ￿ (7.57g)
0 =− δ¯￿P ￿
2(2− 3a)
￿
4− a
2 + a
￿ ￿TΩ￿r
￿T 2￿ (7.57h)
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avec les deux e´quations supple´mentaire suivantes
0 =− σ¯(κPTΩ − 1)￿Ω2￿+ δ¯
￿
κP
3
￿
4− 3a
2− a
￿
− 1
￿
￿P ￿ (7.58)
0 =
σ¯
2
￿
4− 3a
2− 3a
￿￿
1 + 2a
2 + a
￿
￿TΩ￿r. (7.59)
Une fois de plus le moment ￿TΩ￿r = 0 par les e´qs. (7.57b), (7.57d), (7.57e), (7.57d),
(7.57h) et (7.59) puisqu’aucun e´le´ment dans la cavite´ ne cre´e de de´phasage. L’e´q. (7.57f)
nous donne une relation importante entre la largeur spectrale de l’impulsion et sa
puissance creˆte.
δ¯￿P ￿ = 4σ¯￿Ω2￿ (7.60)
Cette e´quation est analogue a` l’e´q. (7.43). Elle dit que la perte par filtrage dans
le milieu de gain doit eˆtre comparable a` la perte dans l’absorbant saturable. Cette
relation permet de de´terminer les relations entre les facteurs de forme.
κTΩ =1− 8
(4− 3a) (7.61)
κPΩ =1 + 4(κP − 1) (7.62)
κΩ =1 + 4(κPΩ − 1) = 1 + 16(κP − 1) (7.63)
κPTΩ =1 + 4
￿
κP
3
￿
4− 3a
2− a
￿
− 1
￿
(7.64)
Nous nous retrouvons devant le meˆme proble`me qu’avec le laser a` verrouillage actif
des modes. En proce´dant comme dans ce cas, nous obtenons deux valeurs pour le
parame`tre a,
1− 8
(4− 3a) =− (1 + 4a)
￿
2− 3a
2− a
￿
⇒ a = {0, 2324; 1, 434} (7.65)
dont seulement la premie`re valeur, a = 0, 2324, donne un produit ￿T 2￿￿Ω2￿ positif. A`
partir de cette valeur de a, nous pouvons calculer les autres facteurs de forme. Pour
ve´rifier la validite´ de notre me´thode, nous comparons ces facteurs de forme avec ceux
calcule´s a` partir de la solution analytique exacte. La comparaison est pre´sente´e a` la
table (7.2.3).
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Facteur de forme a=0,2324 se´cante hyperbolique erreur relative
κP 1,194 1,2 0,50%
κT 4.664 4,2 11,04%
κPT 0.3921 0,3945 0,61%
κTΩ -1,422 -1,432 0,70%
κPΩ 1,776 1,8 1,33%
κΩ 4,102 4,2 2,33%
κPTΩ -0,0256 -0.0238 7,56%
Tableau 7.1 Comparaison des facteurs de forme de la solution exacte et approxima-
tive du laser a` verrouillage passif des modes.
Nous voyons a` la table (7.2.3) que l’accord entre la solution obtenue par les mo-
ments et la solution analytique est excellent ; nous avons une erreur moyenne de
3,44%. L’erreur est principalement sur le facteur de forme κT et κPTΩ. La raison est
que κT met beaucoup de poids sur les ailes de la distribution, la` ou` la distribution
de Pearson et la se´cante hyperbolique diﬀe`rent le plus. Le facteur de forme κPTΩ
fait intervenir trois ope´rateurs de nature diﬀe´rente ; il s’ensuit que l’erreur y est plus
grande. Il ne reste qu’a` de´terminer l’expression des moments ￿P ￿, ￿Ω2￿ et ￿T 2￿ en
fonction des parame`tres de la cavite´. Nous reprenons pour ce faire l’e´q. (7.17) et le
principe d’incertitude (7.49).
￿P ￿ = −4
3
g¯
δ¯
￿Ω2￿ = − g¯
3σ¯
￿T 2￿ = −0.8257 σ¯
g¯
(7.66)
Nous remarquons que contrairement au verrouillage actif des modes, il faut que le
gain net g¯ soit ne´gatif pour que les moments soient des quantite´s positives. Cela
signifie que les pertes non sature´es doivent eˆtre plus grandes que le gain pour que
les impulsions soient stables, ce qui refle`te la conclusion du mode`le analytique (Haus,
2000). Autrement dit, le gain est plus grand que les pertes seulement quand ces
dernie`res sont sature´es. Les moments s’expriment en fonction des parame`tres de la
cavite´ au moyen des e´quations suivantes
σ¯ =
g0
Ω2f
δ¯ = s0/Pabs g¯ = g0 − α− s0 (7.67)
ou` s0 est la perte petit signal de l’absorbant saturable et Pabs est la puissance de sa-
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turation de l’absorbant saturable. Il est possible ici encore de tenir compte facilement
d’un gain saturable en puissance. Nous obtenons alors la puissance suivante :
￿P ￿ = 2
3
Pabs
 α
s0
+
1
4
±
￿￿
α
s0
+
1
4
￿2
+ 3
￿
g0 − α
s0
− 1
￿ (7.68)
Laser solitonique (￿¯ = ρ¯ = 0)
Nous avons montre´ avec le laser a` verrouillage passif des modes que la distribution
de Pearson peut eˆtre utilise´e eﬃcacement pour repre´senter la forme de l’impulsion,
meˆme si ce n’est qu’approximativement. Toutefois, nous n’avons pas encore e´tudie´
un cas ou` l’impulsion stationnaire avait une phase non nulle. Pour y reme´dier, le
dernier cas de validation que nous e´tudions est le laser solitonique ou` l’impulsion
stationnaire est une se´cante hyperbolique qui survient lorsque la largeur de bande
du gain est e´quilibre´e par l’absorption saturable et que la dispersion nette anormale
β¯2 est balance´e par la non-line´arite´ γ¯ (Haus et al., 1991). Les e´quations re´gissant le
syste`me s’e´crivent alors
0 =− σ¯(κTΩ − 1)￿T 2￿￿Ω2￿+ 2β¯2￿TΩ￿r − 2δ¯￿P ￿￿T
2￿
(4− 3a) (7.69a)
0 =β¯2(κTΩ − 1)￿T 2￿￿Ω2￿+ 2σ¯￿TΩ￿r − 4γ¯￿P ￿￿T
2￿
(4− 3a) (7.69b)
0 =− σ¯(κPΩ − 1)￿T 2￿￿Ω2￿ − β¯2￿TΩ￿r
2(2− 3a)
￿
4− a
2 + a
￿
+ δ¯(κP − 1)￿P ￿￿T 2￿ (7.69c)
0 =
β¯2
2
(κPΩ − 1)￿T 2￿￿Ω2￿ − σ¯￿TΩ￿r
4(2− 3a)
￿
4− a
2 + a
￿
+ γ¯(κP − 1)￿P ￿￿T 2￿ (7.69d)
0 =− σ¯(κTΩ3 − 1)￿TΩ￿r￿Ω2￿+ β¯2￿Ω2￿+ γ¯
2
￿P ￿ − δ¯
2
￿P ￿￿TΩ￿r (7.69e)
0 =β¯2(κTΩ3 − 1)￿TΩ￿r￿Ω2￿+ σ¯￿Ω2￿ − δ¯
4
￿P ￿ − γ¯￿P ￿￿TΩ￿r (7.69f)
0 =− σ¯(κΩ − 1)￿Ω2￿2 + δ¯(κPΩ − 1)￿P ￿￿Ω2￿+ γ¯￿P ￿
(2− 3a)
￿
4− a
2 + a
￿ ￿TΩ￿r
￿T 2￿ (7.69g)
0 =β¯2(κΩ − 1)￿Ω2￿2 + 2γ¯(κPΩ − 1)￿P ￿￿Ω2￿ − δ¯￿P ￿
2(2− 3a)
￿
4− a
2 + a
￿ ￿TΩ￿r
￿T 2￿ (7.69h)
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avec les deux e´quations supple´mentaires provenant de PT 2.
0 =− σ¯(κPTΩ − 1)￿T 2￿￿Ω2￿+ β¯2
2
￿
4− 3a
2− 3a
￿￿
1 + 2a
2 + a
￿
￿TΩ￿r
+ δ¯
￿
κP
3
￿
4− 3a
2− a
￿
− 1
￿
￿P ￿￿T 2￿ (7.70)
0 =β¯2(κPTΩ − 1)￿T 2￿￿Ω2￿+ σ¯
2
￿
4− 3a
2− 3a
￿￿
1 + 2a
2 + a
￿
￿TΩ￿r
+ 2γ¯
￿
κP
3
￿
4− 3a
2− a
￿
− 1
￿
￿P ￿￿T 2￿ (7.71)
Pour re´soudre, nous proce´dons de manie`re le´ge`rement diﬀe´rente que dans les deux
cas pre´ce´dents. Nous utilisons la syme´trie des e´quations, ce qui permet d’e´liminer les
facteurs de forme des e´quations. En prenant chaque paire d’e´quations similaires, nous
e´liminons le facteur par substitution, ce qui donne pour les e´qs. (7.69)
0 =
￿
β¯2
σ¯
+
σ¯
β¯2
￿
￿TΩ￿r −
￿
δ¯
σ¯
+
2γ¯
β¯2
￿ ￿P ￿￿T 2￿
(4− 3a) (7.72a)
0 =
￿
β¯2
σ¯
+
σ¯
β¯2
￿ ￿TΩ￿r
(2− 3a)
￿
4− a
2 + a
￿
− 2
￿
δ¯
σ¯
+
2γ¯
β¯2
￿
(κP − 1)￿P ￿￿T 2￿ (7.72b)
0 =
￿
β¯2
σ¯
+
σ¯
β¯2
￿
￿Ω2￿+ 1
4
￿
2γ¯
σ¯
− δ¯
β¯2
￿
￿P ￿ − 1
2
￿
δ¯
σ¯
+
2γ¯
β¯2
￿
￿P ￿￿TΩ￿r (7.72c)
0 =2
￿
δ¯
σ¯
+
2γ¯
β¯2
￿
(κPΩ − 1)￿T 2￿￿Ω2￿+
￿
2γ¯
σ¯
− δ¯
β¯2
￿
1
(2− 3a)
￿
4− a
2 + a
￿
￿TΩ￿r (7.72d)
et pour les e´qs. (7.70) et (7.71).
0 =
￿
β¯2
σ¯
+
σ¯
β¯2
￿￿
4− 3a
2− 3a
￿￿
1 + 2a
2 + a
￿
￿TΩ￿r
+ 2
￿
δ¯
σ¯
+
2γ¯
β¯2
￿￿
κP
3
￿
4− 3a
2− a
￿
− 1
￿
￿P ￿￿T 2￿ (7.73)
Les e´qs. (7.72a) et (7.72b) nous permettent de de´finir le parame`tre a. En re´solvant,
nous trouvons trois valeurs a = {−0, 9790; 0, 2246; 1, 394}. Pour de´terminer l’admis-
sibilite´ de ces trois solutions, nous utilisons encore une fois le principe d’incertitude
(e´q. (7.49)), en tenant compte cette fois-ci de la phase non nulle de l’impulsion. Il
s’ensuit que seule la solution a = 0, 2246 est valide. Nous pouvons e´galement re´soudre
le parame`tre a a` l’aide de l’e´q. (7.73) ; proce´dons ainsi afin de de´terminer si nous
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obtenons des valeurs de a consistantes. En re´solvant les e´qs.(7.72a) et (7.73) en-
semble, nous trouvons une seule solution a = 0, 2390. Les e´qs. (7.72b) et (7.73) donne
a = {0, 2573; 0.9823}, dont seulement a = 0, 2573 est admissible. Il s’ensuit que les
seules valeurs de a admissibles sont a = {0, 2246; 0, 2390; 0, 2573}, ce qui donne une
valeur moyenne a¯ = 0, 2403 ; nous reconnaissons ici la se´cante hyperbolique que nous
avons trouve´e pre´ce´demment. Les e´carts relatifs entre les valeurs par rapport a` la
valeur moyenne sont de ∆a/a¯ = 6, 53%; 0, 54%, 7, 07%. Nous avons donc une varia-
tion infe´rieure a` 10% sur la consistance des solutions. Cette valeur moyenne de a
est conforme a` la solution analytique ; nous utilisons donc la valeur moyenne a¯ pour
de´terminer les autres moments de l’impulsion stationnaire.
Il y a plusieurs fac¸on de de´terminer les autres moments de la solution. Une fac¸on
de proce´der est de multiplier l’e´q (7.72c) par ￿T 2￿ et d’utiliser les e´qs. (7.72a) et (7.49)
pour n’avoir que le moment ￿TΩ￿r.
0 =1 + 2, 956χ￿TΩ￿r − 1, 910￿TΩ￿2r (7.74)
χ =
2γ¯β¯2 − δ¯σ¯
2γ¯σ¯ + δ¯β¯2
(7.75)
A` des fins de comparaison, si nous utilisons les e´qs. (7.69a) et (7.69b), e´liminons
le terme en ￿P ￿￿T 2￿ par substitution et explicitons le facteur de forme κTΩ, nous
obtenons une e´quation similaire.
0 =1 + 2, 974χ￿TΩ￿r − 1, 948￿TΩ￿2r (7.76)
La diﬀe´rence moyenne entre les coeﬃcients n’est que de 1,29%. Pour simplifier les
expressions, nous arrondissons les coeﬃcients aux entiers les plus proches, ce qui cre´e
une faible erreur, infe´rieure a` 5%.
0 =1 + 3χ￿TΩ￿r − 2￿TΩ￿2r (7.77)
￿TΩ￿r =3χ+
￿
9χ2 + 8
4
(7.78)
La dure´e s’exprime en fonction de ￿P ￿ a` partir de l’e´q. (7.72a) et la largeur de bande
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a` partir du principe d’incertitude.
￿T 2￿ =3, 279￿TΩ￿r￿P ￿
￿
β¯2
2
+ σ¯2
2γ¯σ¯ + δ¯β¯2
￿
(7.79)
￿Ω2￿ =0, 08457 ￿P ￿￿TΩ￿r (1 + 4￿TΩ￿
2
r)
￿
2γ¯σ¯ + δ¯β¯2
β¯2
2
+ σ¯2
￿
(7.80)
Finalement la puissance eﬀective est obtenue avec l’e´q. (7.17).
￿P ￿ = g¯(β¯2
2
+ σ¯2)￿TΩ￿r
0.08457σ¯(1 + 4￿TΩ￿2r)(2γ¯σ¯ + δ¯β¯2)− δ¯(β¯22 + σ¯2)￿TΩ￿r
(7.81)
Les moments ainsi trouve´s correspondent exactement au mode`le analytique de´veloppe´
pour le laser solitonique.
7.2.4 E´tude de cas sans solution analytique
Nous avons e´tudie´ jusqu’a` maintenant des cas ou` il existait des solutions ana-
lytiques. Nous analysons maintenant des lasers ou` il n’existe pas de telle solution
analytique. Nous montrons que notre me´thode approximative base´e sur les moments
et la distribution de Pearson permet de de´terminer des solutions dans ce cas. Pour
commencer, nous regardons le cas d’un laser sans line´arite´, soluble analytiquement et
avec non-line´arite´ qui n’est soluble qu’approximativement.
Laser a` verrouillage actif des modes accordable en dispersion (σ¯ = δ¯ = ρ¯ = 0)
Pour tester l’inte´reˆt de cette me´thode, nous analysons le cas du laser a` verrouillage
actif des modes accordable en dispersion. Dans ce laser, la dispersion e´tale le contenu
fre´quentiel dans le temps et un modulateur ne laisse passer qu’une partie de ce dernier.
Nous regardons le cas ou` aucune non-line´arite´ n’est pre´sente dans le laser, cas qui est
re´solu analytiquement (Tamura et Nakazawa, 1996) et le cas ou` l’auto-modulation
de phase est pre´sente. Les e´quations de´crivant le laser, en incluant la non-line´arite´,
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s’e´crivent
0 =2β¯2￿TΩ￿r − 4￿¯
￿
1− a
2− 5a
￿
￿T 2￿2 (7.82a)
0 =β¯2(κTΩ − 1)￿T 2￿￿Ω2￿ − 4γ¯￿P ￿￿T
2￿
(4− 3a) (7.82b)
0 =− β¯2￿TΩ￿r
2(2− 3a)
￿
4− a
2 + a
￿
+
2￿¯￿T 2￿2
(4− 3a) (7.82c)
0 =
β¯2
2
(κPΩ − 1)￿T 2￿￿Ω2￿+ γ¯(κP − 1)￿P ￿￿T 2￿ (7.82d)
0 =β¯2￿Ω2￿+ γ¯
2
￿P ￿ − 2￿¯￿T 2￿￿TΩ￿r (7.82e)
0 =β¯2(κTΩ3 − 1)￿TΩ￿r￿Ω2￿ − γ¯￿P ￿￿TΩ￿r − ￿¯￿T 2￿ (7.82f)
0 =
γ¯￿P ￿
(2− 3a)
￿
4− a
2 + a
￿ ￿TΩ￿r
￿T 2￿ − ￿¯(κTΩ − 1)￿T
2￿￿Ω2￿ (7.82g)
0 =β¯2(κΩ − 1)￿Ω2￿2 + 2γ¯(κPΩ − 1)￿P ￿￿Ω2￿ − 2￿¯￿TΩ￿r (7.82h)
en incluant les deux e´quations suivantes.
0 =
β¯2
2
￿
4− 3a
2− 3a
￿￿
1 + 2a
2 + a
￿
￿TΩ￿r − 2￿¯
￿
1− 2a
4− 5a
￿
￿T 2￿2 (7.83)
0 =β¯2(κPTΩ − 1)￿T 2￿￿Ω2￿+ 2γ¯
￿
κP
3
￿
4− 3a
2− a
￿
− 1
￿
￿P ￿￿T 2￿ (7.84)
Il est facile de de´terminer la valeur du parame`tre a a` partir des e´qs. (7.82a), (7.82c)
et/ou (7.83) ; nous trouvons a = 0. Nous avons donc une impulsion de forme gaus-
sienne, comme dans le cas du verrouillage actif des modes sans dispersion. Notons
que le terme non-line´aire n’influence pas la forme de l’impulsion, ce qui est une ap-
proximation. La non-line´arite´ change la forme spectrale de l’impulsion qui, a` travers
la dispersion line´aire, transforme la forme temporelle de l’impulsion. Nous ne voyons
pas ici cet eﬀet a` cause de l’eﬀet moyen de l’e´quation maˆıtresse. Nous pouvons toute-
fois voir l’eﬀet se re´percuter sur les facteurs de forme et les moments. Pour re´soudre,
nous supposons que le milieu de gain est saturable en puissance, et s’e´crit
g¯ =
g0
1 + ￿P ￿￿P ￿sat
− α ￿P ￿ = ￿P ￿sat
￿
g0
￿¯￿T 2￿+ α − 1
￿
(7.85)
Le tableau (7.2.4) compare les cas line´aire et non-line´aire.
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Moments Cas line´aire (γ¯ = 0) Cas non-line´aire (γ¯ ￿= 0)
￿T 2￿
￿
|β¯2|
2￿¯ 4￿¯
2￿T 2￿4 − β¯22 − 2β¯2γ¯￿P ￿sat￿T 2￿
￿
g0
￿¯￿T 2￿+α − 1
￿
= 0
￿TΩ￿r sgn(β¯2)2 sgn(β¯2)2
￿
1 + 2 γ¯
β¯2
￿P ￿sat￿T 2￿
￿
g0
￿¯￿T 2￿+α − 1
￿
￿Ω2￿
￿
￿¯
2|β¯2|
1
2￿T 2￿ +
γ¯
¯2β2
￿P ￿sat
￿
g0
￿¯￿T 2￿+α − 1
￿
￿P ￿ ￿P ￿sat
￿
g0q
￿¯|β¯2|
2 +α
− 1
￿
￿P ￿sat
￿
g0
￿¯￿T 2￿+α − 1
￿
￿T 2￿￿Ω2￿ 12 12 + γ¯¯2β2 ￿P ￿sat￿T 2￿
￿
g0
￿¯￿T 2￿+α − 1
￿
a 0 0
κTΩ 1 1 + 4
γ¯￿P ￿
β¯2￿Ω2￿
κPΩ 1 1 +
2
3(2
√
3− 3) γ¯￿P ￿
β¯2￿Ω2￿
κΩ 3 1 + 2
￿
β¯22+2β¯2γ¯￿P ￿￿T 2￿− 83 (2
√
3−3)γ¯2￿P ￿2￿T 2￿2
(β¯2+γ¯￿P ￿￿T 2￿)2
￿
κTΩ3 1 1 +
1
￿T 2￿￿Ω2￿4
γ¯￿P ￿
β¯2￿Ω2￿
κPTΩ 1 1 + 2
￿
1− 4
√
3
9
￿
γ¯￿P ￿
β¯2￿Ω2￿
Tableau 7.2 Comparaison des facteurs de forme de la solution exacte et approxima-
tive du laser a` verrouillage actif des modes accordable en dispersion.
Nous voyons tout d’abord que la solution non-line´aire se re´duit a` la solution
line´aire lorsque la non-line´arite´ γ¯ = 0. Alors que les facteurs de formes sont constants
dans le cas line´aire, nous voyons qu’ils de´pendent des parame`tres du laser dans le
cas non-line´aire. Nous voyons alors l’importance de garder le plus grand nombre de
facteurs de formes possible pour bien de´crire l’impulsion. Nous voyons ainsi comment
la non-line´arite´ de´forme la densite´ spectrale de l’impulsion. De plus, nous voyons
que la de´formation ge´ne´re´e par les eﬀets non-line´aires est proportionnelle au rapport
γ¯/β¯2. Ainsi une faible non-line´arite´ peut tout de meˆme avoir une eﬀet remarquable
si la dispersion dans la cavite´ est faible. Nous de´duisons aussi de ce rapport que le
signe de la dispersion influence l’eﬀet de la non-line´arite´. En dispersion nette nor-
male, β¯2 > 0, la largeur spectrale de l’impulsion ainsi que son «chirp» augmentent
avec la non-line´arite´. En dispersion anormale, β¯2 < 0, c’est le contraire qui se produit,
comme la compression solitonique le pre´voit. Notons finalement que la non-line´arite´
n’influence pas la forme de l’impulsion dans le temps puisque, d’une part, celle-ci
est parfaitement de´finie par l’action du modulateur et, d’autre part, la non-line´arite´
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n’agit qu’au premier ordre dans le mode`le line´arise´ des e´quations maˆıtresses et, de ce
fait, ne change pas la forme de l’impulsion.
Laser a` verrouillage passif avec dispersion (σ¯ = ￿¯ = γ¯ = ρ¯ = 0)
Conside´rons maintenant un verrouillage passif des modes, au lieu d’un verrouillage
actif. Nous ne´gligeons la non-line´arite´ dans ce cas, question de ne regarder que la
diﬀe´rence cause´e pas la nature du verrouillage des modes. Alors que le cas du ver-
rouillage actif avec dispersion avait une solution analytique lorsque la non-line´arite´ est
absente, ce n’est pas le cas ici. Dans le verrouillage passif sans dispersion, l’absorption
saturable et la largeur finie du gain se compensent pour former une impulsion se´cante
hyperbolique, a` la manie`re d’une eﬀet solitonique. Ce n’est pas possible ici car nous
avons suppose´ une largeur infinie du milieu de gain (σ¯ = 0) ; la limitation de la largeur
de bande se faisant par le biais de la dispersion. Pour de´terminer les parame`tres de
la solution stationnaire, regardons les e´quations de´finissant les moments.
0 =β¯2￿TΩ￿r − δ¯￿P ￿￿T
2￿
(4− 3a) (7.86a)
0 =β¯2(κTΩ − 1)￿T 2￿￿Ω2￿ (7.86b)
0 =− β¯2￿TΩ￿r
2(2− 3a)
￿
4− a
2 + a
￿
+ δ¯(κP − 1)￿P ￿￿T 2￿ (7.86c)
0 =
β¯2
2
(κPΩ − 1)￿T 2￿￿Ω2￿ (7.86d)
0 =β¯2￿Ω2￿ − δ¯
2
￿P ￿￿TΩ￿r (7.86e)
0 =β¯2(κTΩ3 − 1)￿TΩ￿r￿Ω2￿ − δ¯
4
￿P ￿ (7.86f)
0 =δ¯(κPΩ − 1)￿P ￿￿Ω2￿ (7.86g)
0 =β¯2(κΩ − 1)￿Ω2￿2 − δ¯￿P ￿
2(2− 3a)
￿
4− a
2 + a
￿ ￿TΩ￿r
￿T 2￿ (7.86h)
Nous proce´dons de la meˆme fac¸on avec les e´qs. (7.27) et (7.28) en approximant les
moments relatifs au temps ￿P 2T 2￿ et ￿PT 4￿ ainsi que le moment ￿PT 2Ω2￿i.
0 =
β¯2
2
￿
4− 3a
2− 3a
￿￿
1 + 2a
2 + a
￿
￿TΩ￿r + δ¯
￿
κP
3
￿
4− 3a
2− a
￿
− 1
￿
￿P ￿￿T 2￿ (7.87)
0 =β¯2(κPTΩ − 1)￿T 2￿￿Ω2￿ (7.88)
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Il est facile de de´terminer la forme de l’impulsion a` l’aide des e´qs. (7.86a), (7.86c) et
(7.87). En combinant ces e´quations deux a` la fois, nous trouvons diﬀe´rents facteurs
de forme dont les seuls se croisant sont a = {0, 2246; 0, 2390; 0, 2573} donnant une
valeur moyenne de a¯ = 0.2403. Nous obtenons e´galement dans ce cas une solution
se´cante hyperbolique a` cause de l’action de l’absorbant saturable. Le fait d’avoir
un milieu dispersif au lieu d’un milieu de gain filtrant afin de limiter la largeur de
bande ne semble pas aﬀecter la forme de l’impulsion. Cela s’explique par le fait que
l’absorption saturable cause une de´croissance exponentielle des ailes de l’impulsion
(Haus et al., 1994). Les autres moments de´crivant l’impulsion peuvent eˆtre facilement
calcule´s et sont de´crits dans le tableau (7.2.4), en posant que le gain s’e´crit selon
l’e´q. (7.67).
Moments Moments et facteurs de forme
￿T 2￿ ¯|β2|
δ¯
2,371s0
￿P ￿sat(s0+α−g0)
￿T 2￿￿Ω2￿ 12￿TΩ￿r 0, 7231 sgn(β¯2)
￿Ω2￿ 0, 3616 δ¯|β2|￿P ￿sat
￿
1 + α−g0s0
￿
￿P ￿ ￿P ￿sat
￿
1 + α−g0s0
￿
￿T 2￿￿Ω2￿ 0, 8572
a 0, 2403
κTΩ 1
κPΩ 1
κΩ 2, 4944
κTΩ3 1, 956
κPTΩ 1
Tableau 7.3 Moments et facteurs de forme de la solution approximative du laser a`
verrouillage passif en pre´sence de dispersion.
Il y a quelques diﬀe´rences notables par rapport au cas actif et au cas non-dispersif.
En comparant avec le cas du verrouillage actif, nous voyons une correspondance entre
le roˆle joue´ par le filtrage temporelle actif du modulateur (￿¯) et celui passif de l’ab-
sorbant saturable (δ¯). Les facteurs de forme ont e´galement des valeurs similaires a`
l’exception du parame`tre κΩ qui est le´ge`rement plus faible dans le cas passif que
dans le cas actif ou` κΩ = 3 indique une densite´ spectrale gaussienne. En comparant
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maintenant au cas du verrouillage passif sans dispersion, nous voyons e´galement une
diﬀe´rence car la valeur de κΩ = 4, 2 signifie dans ce cas que la densite´ spectrale a
e´galement une forme de se´cante hyperbolique. Nous en de´duisons que l’eﬀet de la dis-
persion est d’atte´nuer les ailes spectrales de l’impulsion donnant une densite´ spectrale
s’approchant un peu plus d’une parabole. Une autre diﬀe´rence notable est la forme
de la phase de´crite a` travers le facteur κTΩ3 qui est deux fois plus grand dans le cas
passif que dans le cas actif ce qui refle`te e´galement le fait que la densite´ spectrale
est diﬀe´rente. Notons finalement que la me´thode des moments pre´sente´e ici n’informe
pas sur la stabilite´ des impulsions. Dans le cas du laser avec verrouillage passif avec
dispersion, aucun e´le´ment ne fixe le taux de re´pe´tition dans la cavite´, ce qui peut
avoir deux conse´quences. Premie`rement, le spectre devient infiniment large, ce qui est
physiquement impossible a` cause de l’e´tendue finie du gain. Deuxie`mement, le laser ne
se verrouille pas car tous les longueurs d’onde ont des temps de propagation diﬀe´rents
dans la cavite´. Pour reme´dier a` ce proble`me, il faudrait un verrouillage hybride des
modes.
Laser a` verrouillage hybride des modes (β¯2 = γ¯ = ρ¯ = 0)
Nous obtenons un verrouillage hybride des modes si nous conside´rons simul-
tane´ment un verrouillage actif et passif des modes. Puisqu’aucun terme n’induit un
de´phasage, nous avons ￿TΩ￿r = 0. Dans ce cas, les e´quations pertinentes de´crivant
les autres moments du syste`me s’e´crivent
0 =− σ¯(κTΩ − 1)￿T 2￿￿Ω2￿ − 2δ¯￿P ￿￿T
2￿
(4− 3a) − 4￿¯
￿
1− a
2− 5a
￿
￿T 2￿2 (7.89a)
0 =− σ¯(κPΩ − 1)￿T 2￿￿Ω2￿+ δ¯(κP − 1)￿P ￿￿T 2￿+ 2￿¯￿T
2￿2
(4− 3a) (7.89b)
0 =σ¯￿Ω2￿ − δ¯
4
￿P ￿ − ￿¯￿T 2￿ (7.89c)
0 =− σ¯(κΩ − 1)￿Ω2￿2 + δ¯(κPΩ − 1)￿P ￿￿Ω2￿ − ￿¯(κTΩ − 1)￿T 2￿￿Ω2￿ (7.89d)
avec l’e´quation supple´mentaire suivante.
0 =− σ¯(κPTΩ − 1)￿T 2￿￿Ω2￿+ δ¯
￿
κP
3
￿
4− 3a
2− a
￿
− 1
￿
￿P ￿￿T 2￿ − 2￿¯
￿
1− 2a
4− 5a
￿
￿T 2￿2
(7.90)
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Nous avons 4 variables a` de´terminer : ￿P ￿, ￿T 2￿, ￿Ω2￿ et a. En utilisant le principe
d’incertitude et l’e´q. (7.89c), il nous faut deux e´quations et donc deux facteurs de
forme a` re´duire. Nous prenons les e´qs. (7.89a) et (7.89b), ce qui signifie qu’il faut
simplifier les facteurs de forme κΩ et κPΩ. Ces facteurs de forme s’e´crivent alors
κTΩ =− (1 + 4a)
￿
2− 3a
2− a
￿
(7.91)
κPΩ =
3
2
￿
4− a
2 + a
￿￿
1 + a
2− a
￿
(7.92)
En re´solvant nous trouvons trois valeurs pour la forme a = {−0, 6856; 0; 0, 2838}.
Ces trois valeurs de a sont admissibles puisqu’aucune ne donne une valeur ne´gative
de ￿T 2￿. Il y a deux fac¸ons d’interpre´ter ces trois valeurs. Premie`rement, les trois
formes d’impulsions sont des solutions du syste`me d’e´quations. Deuxie`mement, les
trois solutions proviennent en partie des approximations sur les moments d’ordre
supe´rieur et certaines d’entre elles ne sont pas des solutions valables. Il est clair que
toutes ces valeurs ne peuvent eˆtre des solutions du syste`me car le cas gaussien a = 0
qui est exactement repre´sente´ par la distribution de Pearson n’est pas une solution de
l’e´quation maˆıtresse. Afin d’e´liminer les valeurs de a donnant des solutions invalides,
nous approximons le facteur de forme κPTΩ et re´solvons le syste`me a` l’aide de ce
dernier. Nous obtenons
κPTΩ =
(2− 3a)
2
￿
1− 4a
2 + a
￿￿
1 + a
2− a
￿
(7.93)
qui donne, apre`s re´solution les valeurs a = {0, 2325; 0, 8707}. De ces deux valeurs,
la deuxie`me est invalide par le principe d’incertitude. La premie`re s’approche suf-
fisamment de 0,2838 pour que la diﬀe´rence entre les deux s’explique par les er-
reurs d’approximation sur les moments d’ordre supe´rieur. Nous obtenons donc une
forme d’impulsion qui s’approche plus d’une se´cante hyperbolique que d’une gaus-
sienne. Par ailleurs les facteurs de formes sont, pour la valeur moyenne a¯ = 0.2582,
κTΩ = −1, 4301 et κPΩ = 1, 7954, ce qui correspond au cas du verrouillage passif a`
une diﬀe´rence infe´rieure a` 0.3%. Ce re´sultat correspond bien a` ce que nous obser-
vons expe´rimentalement ou` la modulation active sert a` de´marrer le verrouillage mais
e´ventuellement domine´e par le filtrage passif de l’absorbant qui, ultimement, dicte la
forme de l’impulsion (Delfyett et al., 1992), (Weber et al., 1992).
171
7.3 Conclusion
Les e´quations diﬀe´rentielles maˆıtresses des lasers ne sont solubles que dans quelques
cas particuliers de manie`re analytique ; les moments nous permettent toutefois de
trouver des solutions approximatives dans la plupart des cas. En e´crivant les e´quations
maˆıtresses des lasers par l’entremise des moments, nous avons pu ramener l’e´quation
diﬀe´rentielle de´crivant l’impulsion laser en un syste`me d’e´quations non-line´aires. Ces
e´quations expriment diverses relations entre des moments d’ordre diﬀe´rent. Pour
re´soudre le syste`me, il nous a fallu exprimer les moments d’ordre supe´rieur en fonction
des moments de plus bas ordre.
Nous avons utilise´ la distribution de Pearson avec une phase logarithmique pour
ce faire. Bien que la phase logarithmique soit moins pre´cise que la phase non-line´aire
avec une contribution quadratique pour la propagation dans les fibres optiques, elle
est fre´quemment utilise´e dans la plupart des solutions analytiques des lasers. En
re´duisant les moments d’ordre supe´rieur aux moments ￿T 2￿, ￿TΩ￿r, ￿Ω2￿ et ￿P ￿ ainsi
qu’a` diﬀe´rents facteurs de forme, nous avons pu re´soudre le syste`me dans divers cas.
Nous avons conside´re´ trois cas bien connus et re´solus analytiquement pour valider
notre me´thode : le laser a` verrouillage actif, le laser a` verrouillage passif et le laser
solitonique. Nous avons aussi e´tudie´ trois cas ou` les solutions analytiques n’existent
pas : le laser a` verrouillage actif accordable en dispersion incluant la non-line´arite´, le
laser a` verrouillage passif incluant la dispersion et le laser a` verrouillage hybride.
Les trois cas de validation nous ont donne´ des re´sultats tre`s proches des solutions
analytiques. Dans le cas du verrouillage actif, nous obtenons le meˆme re´sultat que la
solution analytique. Dans le cas du verrouillage passif, nous avons une erreur moyenne
infe´rieure a` 3,5% sur les facteurs de forme des impulsions. De plus, nous obtenons les
meˆmes relations entre les parame`tres des impulsions et les parame`tres de la cavite´ laser
que dans le cas analytique. Le laser solitonique nous donne un re´sultat similaire en
proce´dant de diﬀe´rentes fac¸ons pour faire le calcul ; toutes ces fac¸ons donnent le meˆme
re´sultats avec une variation infe´rieure a` 8%. Nous obtenons e´galement dans ce cas les
meˆmes relations, a` l’approximation de coeﬃcients pre`s, entre les caracte´ristiques des
impulsions et les parame`tres de la cavite´.
Nous avons finalement e´tudie´ trois cas n’ayant pas de solution analytiques. Le
premier de ces cas est le laser a` verrouillage actif des modes accordable en dispersion. Il
existe une solution analytique a` l’e´quation maˆıtresse de ce laser lorsque la non-line´arite´
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est absente. Lorsqu’elle est pre´sente, aucune solution analytique exacte n’existe. Nous
avons re´solu les e´quations maˆıtresses par l’entremise des moments dans les deux cas et
les avons compare´s. La solution line´aire s’exprime de manie`re explicite et la solution
non-line´aire de manie`re implicite ; a` faible puissance, le cas non-line´aire converge vers
le cas line´aire. De plus, nous constatons que la forme de l’impulsion dans le temps ne
semble pas eˆtre change´e par la pre´sence de la non-line´arite´ ; toutefois les facteurs de
forme de´crivant la densite´ spectrale sont fortement influence´s par cette dernie`re.
Le deuxie`me cas e´tudie´ sans solution exacte est le verrouillage passif avec dis-
persion. Dans le cas passif sans dispersion, c’est la largeur finie du milieu de gain
qui limite la dure´e de l’impulsion temporelle et donne une solution stable. Dans ce
cas, il y a un eﬀet «solitonique» entre la perte de l’absorbant saturable et le filtrage
spectral du milieu de gain. Qu’arrive-t-il si a` l’instar du verrouillage actif accordable
en dispersion, nous remplac¸ons le filtrage par la dispersion ? La solution analytique
approximative alors trouve´e est encore une se´cante hyperbolique. La solution ainsi
obtenue ressemble par ailleurs e´norme´ment a` la solution dans le cas actif ou` le roˆle
du filtrage temporel actif du modulateur a e´te´ remplace´ par le filtrage temporel passif
de l’absorbant saturable.
Finalement le dernier cas analyse´ est le verrouillage hybride ou` les filtrages tempo-
rels actif et passif sont pre´sents dans la cavite´. La re´solution des e´quations donne une
forme d’impulsion en se´cante hyperbolique, ce qui correspond bien a` ce qui est ob-
serve´ expe´rimentalement. Le verrouillage actif, donnant une impulsion gaussienne, ne
sert qu’a` amorcer le verrouillage qui est finalement domine´ par l’absorbant saturable,
donnant l’impulsion se´cante hyperbolique.
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Chapitre 8
Conclusion
Dans cette the`se, nous avons utilise´ les moments afin d’e´tudier la propagation d’im-
pulsions dans un milieu dispersif et non-line´aire de´crite par l’e´quation de Schro¨dinger
non-line´aire. Pour ce faire, nous avons e´tabli un formalisme de moments complexes,
utilisant des ope´rateurs line´aires et non-line´aires, ce qui a permis de repre´senter clai-
rement les e´quations ainsi que la physique sous-jacente. En supposant que la phase
temporelle du champ est quadratique et en utilisant les moments d’ordre 2, nous avons
de´rive´ une solution analytique de´crivant pour la premie`re fois, a` notre connaissance,
l’e´volution de l’impulsion a` la fois dans le re´gime de dispersion normale et anormale.
Cette solution a e´te´ obtenue au moyen de trois invariants, dont deux proviennent
de l’approximation de la phase quadratique. Ces invariants repre´sentent la conser-
vation de la somme des eﬀets dispersif et non-line´aire, la conservation de l’e´nergie
et la conservation de la forme de l’impulsion. Dans le re´gime de dispersion normale,
l’e´volution des moments est asymptotique alors qu’elle est pe´riodique dans le re´gime
de dispersion anormale. Diﬀe´rentes quantite´s importantes ont pu eˆtre obtenues, telles
que la distance pour avoir une impulsion « Fourier-limite´e » ainsi que sa dure´e a` ce
point. Afin de ve´rifier la validite´ de cette solution, elle a e´te´ compare´e a` la simulation
nume´rique de l’e´volution de l’amplitude complexe du champ. La comparaison montre
un excellent accord entre la solution analytique et la solution nume´rique dans le re´gime
de dispersion normale. Bien que l’accord ne soit pas aussi bon dans le re´gime de dis-
persion anormale, le comportement des deux solutions est qualitativement le meˆme.
Des e´quations approximatives line´aires ont e´te´ obtenues pour de´crire l’e´volution non-
line´aire pour de tre`s courtes distances et pour de tre`s longues distances lorsque la
dispersion est normale ; on donne aussi la distance a` laquelle la transition se fait entre
ces deux solutions approximatives.
Les moments d’ordre 2 ne de´crivent que les principales caracte´ristiques de l’im-
pulsion : sa dure´e, sa largeur spectrale, sa puissance eﬀective et son « chirp ». Ils
ne de´crivent pas directement la forme de l’impulsion. La solution obtenue en ne
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conside´rant que les moments d’ordre 2 ne permet pas non plus de de´crire l’e´volution
de la forme de l’impulsion puisque le second invariant dit que la forme de l’impul-
sion est constante. Afin de voir comment une impulsion gaussienne se de´forme lors
de sa propagation dans un milieu dispersif normal et non-line´aire, nous avons utilise´
les e´quations line´aires approximatives et suppose´ que les moments de ces e´quations
e´taient des fonctions du temps. En remplac¸ant ces e´quations dans les solutions analy-
tiques des propagations purement dispersive et purement non-line´aire, nous avons ob-
tenu des solutions implicites. Lorsqu’elles sont compare´es aux simulations nume´riques,
ces solutions implicites de´crivent tre`s bien la propagation d’une impulsion gaussienne,
incluant sa de´formation.
Afin d’avoir une fac¸on syste´matique d’e´tudier l’e´volution de la forme de l’im-
pulsion lors de la propagation dans un milieu dispersif et non-line´aire, il faut al-
ler au-dela` d’une simple approximation quadratique de la phase. Pour ce faire, il
faut non seulement une meilleure approximation de la phase, mais il faut e´galement
pouvoir approximer la norme du champ complexe. Nous avons donc examine´ trois
mode´lisations diﬀe´rentes de la phase temporelle : la phase quadratique, la phase qua-
dratique avec une contribution non-line´aire et la phase logarithmique. La norme a
e´te´ repre´sente´e par la distribution de Pearson. Celle-ci permet de repre´senter une
varie´te´ de formes d’impulsions dont la gaussienne, la parabole, la lorentzienne ainsi
que de passer continuˆment de l’une a` l’autre. Diﬀe´rents moments peuvent eˆtre em-
ploye´s afin d’obtenir les parame`tres de ces mode`les. Plusieurs simulations nume´riques
dans les deux re´gimes de dispersion ont e´te´ faites, d’une part, pour de´terminer quelle
mode´lisation est la plus pre´cise et, d’autre part, quels sont les moments les plus
ade´quats pour repre´senter les parame`tres. Il ressort que la phase quadratique avec
contribution non-line´aire donne les re´sultats les plus pre´cis, que les moments de plus
bas ordre donnent de meilleurs re´sultats et qu’il vaut mieux comparer les moments
d’ordre 2 avec les moments d’ordre 2 non-line´aires plutoˆt qu’aux moments d’ordre
4 pour de´crire la forme de l’impulsion. Diﬀe´rentes propagations nume´riques ont per-
mis de de´terminer que les moments contenant les ope´rateurs Ω3 et Ω4 ne sont pas
bien de´crits par les mode`les e´tudie´s et qu’il vaut mieux e´viter de les inclure. Finale-
ment, une analyse de points fixes a montre´ que la mode´lisation base´e sur la distri-
bution de Pearson et la phase quadratique avec contribution stationnaire permet de
de´crire diﬀe´rentes formes d’impulsion stationnaires dont la gaussienne et la parabole,
la se´cante hyperbolique ne pouvant toutefois pas eˆtre obtenue par ce mode`le.
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La mode´lisation de´veloppe´e a ensuite e´te´ applique´e aux e´quations maˆıtresses des
lasers tout-fibre qui de´crivent l’impulsion stationnaire de la cavite´ laser sous forme
diﬀe´rentielle. Il existe de nombreuses e´quations maˆıtresses selon les diﬀe´rents e´le´ments
optiques pre´sents dans la cavite´ ; chacune de ces e´quations a une solution diﬀe´rente
qu’il faut de´terminer. Puisque ces e´quations sont souvent non-line´aires, il n’existe pas
de moyen syste´matique d’obtenir une solution. En appliquant la me´thode des moments
et en utilisant la distribution de Pearson ainsi que la phase logarithmique (couram-
ment obtenue dans les solutions des e´quations maˆıtresses), les e´quations maˆıtresses
peuvent eˆtre ramene´es a` un syste`me d’e´quations alge´briques non-line´aires. Ce syste`me
a e´te´ re´solu dans trois cas ou` une solution analytique a` l’e´quation maˆıtresse est
connue : le laser a` verrouillage actif des modes, le laser a` verrouillage passif des
modes et le laser solitonique. Dans le premier cas, nous avons obtenu la solution ana-
lytique a` l’e´quation maˆıtresse. Dans les deux autres cas, des solutions approximatives
qui ont e´te´ trouve´es donnent les meˆmes relations physiques entre les parame`tres de
l’impulsion et ceux de la cavite´ et une forme d’impulsion qui s’approche a` moins de
5% de la se´cante hyperbolique, qui est la forme de la solution analytique dans ces
cas. Nous avons ensuite utilise´ le meˆme mode`le pour de´crire trois lasers pour lesquels
aucune solution n’est, a` notre connaissance, connue : le laser a` verrouillage actif des
modes accordable en dispersion (incluant la non-line´arite´), le laser a` verrouillage pas-
sif des modes accordable en dispersion et le laser a` verrouillage hybride des modes.
Dans les trois cas, les solutions obtenues sont cohe´rentes avec ce qui a e´te´ observe´
expe´rimentalement. La me´thode que nous avons de´veloppe´e permet donc de s’atta-
quer a` des e´quations maˆıtresses afin d’obtenir des solutions approximatives lorsque
les solutions analytiques ne sont pas connues.
Finissons sur diﬀe´rentes avenues qui peuvent eˆtre explore´es a` l’aide du travail
de cette the`se. Premie`rement, il est possible de s’attarder a` d’autres mode´lisations
et repre´sentations. La distribution de Pearson est probablement la fonction la plus
simple pour repre´senter diﬀe´rentes formes d’impulsion puisqu’elle n’a qu’un parame`tre
de controˆle. Diﬀe´rentes formes a` deux ou plusieurs parame`tres sont envisageables,
pour repre´senter, entre autres, le centre et la base de l’impulsion individuellement.
La mode´lisation de la phase peut e´galement eˆtre ame´liore´e, en essayant, entre autres,
d’obtenir une phase qui soit proportionnelle au carre´ de la fre´quence, mais qui soit
exprime´e dans le domaine temporel. Une autre option inte´ressante est d’introduire
de nouveaux ope´rateurs de´finissant de nouveaux moments. Par exemple, aucun des
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ope´rateurs utilise´s ne permet de mesurer le centre de l’impulsion ; les ope´rateurs en
T j n’accordent que du poids sur les ailes. L’ope´rateur P le fait seulement quand
l’impulsion est une cloche et le fait d’une manie`re relative a` la forme de l’impulsion.
Des ope´rateurs de la forme 1/(1 + T 2j) ou de la forme (1 + T 2)−j permettraient
d’avoir une lecture fiable du centre de la distribution. Il faut toutefois se rappeler que
la plus grande diﬃculte´ avec la mode´lisation par les moments est de de´terminer une
repre´sentation de la norme, de la phase et des ope´rateurs qui sont inte´grables dans la
de´finition des moments.
Une autre avenue est de conside´rer les eﬀets asyme´triques tels que la dispersion
d’ordre 3, l’auto-raidissement et l’auto-de´calage Raman. Dans ce cas, la norme du
champ peut, par exemple, eˆtre repre´sente´e par la distribution de Pearson incluant
l’asyme´trie et la phase temporelle e´tendue en ajoutant un terme line´aire et un terme
cubique. La diﬃculte´ survenant avec les distributions asyme´triques est que les mo-
ments centre´s ne sont plus e´gaux aux moments bruts. Les expressions deviennent plus
lourdes et diﬃciles a` ge´rer car les moyennes (moments d’ordre 1) changent avec les
eﬀets asyme´triques, ce qui a une re´percussion sur tous les autres moments.
Il serait e´galement inte´ressant d’appliquer les moments aux e´quations couple´es
telles que les e´quations de´finissant le gain Raman ou le me´lange a` quatre ondes. La
diﬃculte´ dans ce cas est qu’il y aura diﬀe´rentes covariances ; non seulement entre le
temps et les fre´quences, mais entre les champs aux diﬀe´rentes longueurs d’onde. Il
faut e´galement pouvoir tenir compte des phases relatives des champs aux diﬀe´rentes
longueurs d’onde a` travers les moments afin de bien mode´liser les accords de phases
qui sont critiques dans les processus non-line´aires.
Finalement, deux avenues peuvent eˆtre envisage´es dans le cas des lasers. Premie`re-
ment, il serait inte´ressant d’utiliser d’autres mode´lisations de la phase et d’e´tudier
l’impact qu’elles ont sur les solutions obtenues par rapport a` celles utilise´es dans
cette the`se. Entre autres, le fait d’utiliser une contribution non-line´aire a` la phase
donne-t-il d’autres formes d’impulsions ? Si tel est le cas, il y aurait d’autres solutions
aux e´quations maˆıtresses qui n’apparaissent pas avec les solutions analytiques tradi-
tionnelles. Finalement, l’avenue qui est certainement la plus inte´ressante a` explorer
est l’e´tude des e´quations maˆıtresses discre`tes. Les e´quations maˆıtresses que l’on re-
trouve dans la litte´rature se basent toutes sur les mode`les moyens ou` tous les eﬀets
sont suppose´s de´former peu les impulsions. Or, dans beaucoup de lasers ayant en ce
moment une grande importance technologie, tels que les lasers « stretched-pulse »
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et auto-similaires, l’impulsion se de´forme conside´rablement dans la cavite´ et la non-
line´arite´ y joue un roˆle clef. La non-line´arite´ est devient tellement importante qu’elle
cause la rupture du front d’onde, ce qui limite l’e´nergie des impulsions pouvant eˆtre
ge´ne´re´es par le laser. Ces eﬀets ne peuvent eˆtre analyse´s par les e´quations maˆıtresses
moyennes. Un mode`le est diﬃcilement envisageable dans bien des cas puisqu’il faut
trouver une fonction de transfert du champ complexe a` travers chaque e´le´ment op-
tique de la cavite´. Les moments s’ave`rent un outil puissant pour calculer ces fonctions
de transfert et ainsi obtenir une e´quation maˆıtresse discre`te exprime´e en termes des
moments. Ces e´quations pourraient pre´supposer une forme d’impulsion ou de´terminer
une forme moyenne de l’impulsion ou encore suivre la de´formation de l’impulsion a`
travers chaque e´le´ment. Une mode´lisation ade´quate de la phase permettrait d’e´tudier
la rupture du front d’onde apre`s chaque e´le´ment optique et ainsi de´terminer les limi-
tations de ces cavite´s tout en optimisant leur design.
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Annexe A
De´finitions et proprie´te´s des
moments
Cette annexe pre´sente diﬀe´rentes proprie´te´s des moments et explicite certaines
des de´finitions des moments.
A.1 Proprie´te´s des moments complexes
Conside´rons le moment ￿tjωk￿ d’ordre n = j + k de´fini dans le domaine temporel.
￿tjωk￿ = 1
E
￿ ∞
−∞
A∗tj
￿
i
d
dt
￿k
Adt (A.1)
E =
￿ ∞
−∞
|A(t)|2dt. (A.2)
En faisant la transforme´e de Fourier de l’e´q. (A.1), les moments peuvent eˆtre de´finis
dans le domaine spectral.
￿tjωk￿ = 1
E
￿ ∞
−∞
A˜(ω)ωk
￿
i
d
dω
￿j
A˜∗(ω)dω (A.3)
E =
￿ ∞
−∞
|A˜(ω)|2dω (A.4)
A.1.1 De´finition des moments purs dans le domaine spectral
En posant j = 0 dans l’e´q. (A.3), les moments purs spectraux s’e´crivent
￿ωk￿ = 1
E
￿ ∞
−∞
ωk |A(ω)|2 dω. (A.5)
Il ressort de l’e´q. (A.5) que les moments purs spectraux sont bien re´els.
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A.1.2 De´finitions re´currentes
Il est possible d’exprimer le moment ￿tjωk￿ diﬀe´remment en inte´grant par partie
k fois la de´finition e´q. (A.1).
￿tjωk￿ = ￿ωktj￿∗ (A.6)
=
k￿
p=0
p≤j
(−i)p j!k!
p!(j − p)!(k − p)!￿t
j−pωk−p￿∗. (A.7)
L’e´q. (A.7) est inte´ressante car elle exprime le moment ￿tjωk￿ en fonction des mo-
ments d’ordre e´gal ou infe´rieur. Pour y voir plus clair, exprimons les parties re´els et
imaginaires de ￿tjωk￿ en fonction de ces moments d’ordre infe´rieur
￿tjωk￿r =1
2
￿￿tjωk￿+ ￿tjωk￿∗￿ (A.8)
=
k￿
p=1
p≤j
p impair
(−1) p+12 p!
2
￿
j
p
￿￿
k
p
￿
￿tj−pωk−p￿i −
k￿
p=2
p≤j
p pair
(−1) p2 p!
2
￿
j
p
￿￿
k
p
￿
￿tj−pωk−p￿r
￿tjωk￿i =− i
2
￿￿tjωk￿ − ￿tjωk￿∗￿ (A.9)
=
k￿
p=1
p≤j
p impair
(−1) p−12 p!
2
￿
j
p
￿￿
k
p
￿
￿tj−pωk−p￿r −
k￿
p=2
p≤j
p pair
(−1) p2 p!
2
￿
j
p
￿￿
k
p
￿
￿tj−pωk−p￿i
en fonction de ces moments d’ordre infe´rieur ou` les indices r et i de´notent respecti-
vement les parties re´els et imaginaires. Nous voyons a` l’e´q. (A.8) que la partie re´el
￿tjωk￿r de´pend de la partie imaginaire et la partie re´elle des moments d’ordre e´gal
ou infe´rieur. Il en va de meˆme pour la partie imaginaire ￿tjωk￿i. Il est donc pos-
sible , par substitution, d’exprimer les parties imaginaires des moments en fonction
des parties re´elles des moments d’ordre infe´rieur. Une autre fac¸ons d’e´crire les par-
ties re´elles et imaginaires des moments est d’utiliser les relations de commutation et
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d’anti-commutation des moments.
[tj,ωk] = ￿tjωk￿ − ￿ωktj￿ = ￿tjωk￿ − ￿tjωk￿∗ = 2i￿tjωk￿i (A.10)
{tj,ωk} = ￿tjωk￿+ ￿ωktj￿ = ￿tjωk￿+ ￿tjωk￿∗ = 2￿tjωk￿r. (A.11)
Nous voyons a` l’e´q. (A.10) que les ope´rateurs tj et ωk ne commutent que pour les
moments purs, c’est-a`-dire lorsque j = 0 ou k = 0.
A.2 De´finitions explicites des moments
Les sous-sections suivantes contiennent les de´finitions des moments pre´sente´es de
manie`res explicites en terme de l’amplitude de la distribution complexe, A(t) et A∗(t),
ainsi que sa norme et sa phase A(t) = r(t) exp [iφ(t)]. Les indices r et i de´notent
respectivement les parties re´elle et imaginaire. Lorsqu’aucun indice n’est pre´sente, le
moment n’a pas de partie imaginaire et est donc re´el. Les de´pendances temporelles
des quantite´s, (t), n’est pas explicitement aﬃche´es pour alle´ger la lecture.
A.2.1 Moments complexes
Ordre 0
Le moment d’ordre 0 est utilise´ pour normalise´e les moments d’ordre supe´rieurs.
E =
￿ ∞
−∞
|A|2dt =
￿ ∞
−∞
r2dt (A.12)
Ordre 1
Les moments d’ordre 1 repre´sentent la position de la distribution dans le domaine
temporel et spectral.
￿t￿ = 1
E
￿ ∞
−∞
t|A|2dt = 1
E
￿ ∞
−∞
tr2dt (A.13)
￿ω￿ = i
E
￿ ∞
−∞
A∗
dA
dt
dt = − 1
E
￿ ∞
−∞
r2
dφ
dt
dt (A.14)
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Ordre 2
Les moments d’ordre 2 sont relie´s a` la largeur temporel et spectral de l’impulsion
ainsi qu’a` l’ampleur de la phase.
￿t2￿ = 1
E
￿ ∞
−∞
t2|A|2dt = 1
E
￿ ∞
−∞
t2r2dt (A.15)
￿tω￿r = ￿
￿
i
E
￿ ∞
−∞
A∗t
dA
dt
dt
￿
= − 1
E
￿ ∞
−∞
r2t
dφ
dt
dt (A.16)
￿tω￿i = ￿
￿
i
E
￿ ∞
−∞
A∗t
dA
dt
dt
￿
= −1
2
(A.17)
￿ω2￿ = 1
E
￿ ∞
−∞
A∗t
d2A
dt2
dt = − 1
E
￿ ∞
−∞
￿
dr
dt
￿2
+ r2
￿
dφ
dt
￿2
dt (A.18)
Ordre 3
Les moments d’ordre 3 caracte´risent l’asyme´trie de la norme et de la phase de la
distribution.
￿t3￿ = 1
E
￿ ∞
−∞
t3|A|2dt = 1
E
￿ ∞
−∞
t3r2dt (A.19)
￿t2ω￿r = ￿
￿
i
E
￿ ∞
−∞
A∗t2
dA
dt
dt
￿
= − 1
E
￿ ∞
−∞
r2t2
dφ
dt
dt (A.20)
￿t2ω￿i = ￿
￿
i
E
￿ ∞
−∞
A∗t2
dA
dt
dt
￿
= −￿t￿ (A.21)
￿tω2￿r = −￿
￿
1
E
￿ ∞
−∞
A∗t
d2A
dt2
dt
￿
=
1
E
￿ ∞
−∞
t
￿
dr
dt
￿2
+ tr2
￿
dφ
dt
￿2
dt (A.22)
￿tω2￿i = −￿
￿
1
E
￿ ∞
−∞
A∗t
d2A
dt2
dt
￿
= −￿ω￿ (A.23)
￿ω3￿ = − i
E
￿ ∞
−∞
A∗
d3A
dt3
dt = − 1
E
￿ ∞
−∞
3
￿
dr
dt
￿2 dφ
dt
− r2d
3φ
dt3
dt (A.24)
191
Ordre 4
La forme de l’impulsion est caracte´rise´e en comparant les moments d’ordre 4 avec
les moments d’ordre 2.
￿t4￿ = 1
E
￿ ∞
−∞
t3|A|2dt = 1
E
￿ ∞
−∞
t4r2dt (A.25)
￿t3ω￿r = ￿
￿
i
E
￿ ∞
−∞
A∗t3
dA
dt
dt
￿
= − 1
E
￿ ∞
−∞
r2t3
dφ
dt
dt (A.26)
￿t3ω￿i = ￿
￿
i
E
￿ ∞
−∞
A∗t3
dA
dt
dt
￿
= −3
2
￿t2￿ (A.27)
￿t2ω2￿r = −￿
￿
1
E
￿ ∞
−∞
A∗t2
d2A
dt2
dt
￿
=
1
E
￿ ∞
−∞
t2
￿
dr
dt
￿2
+ t2r2
￿
dφ
dt
￿2
dt− 1
(A.28)
￿t2ω2￿i = −￿
￿
1
E
￿ ∞
−∞
A∗t2
d2A
dt2
dt
￿
= −2￿tω￿r (A.29)
￿tω3￿r = −￿
￿
i
E
￿ ∞
−∞
A∗t
d3A
dt3
dt
￿
=
1
E
￿ ∞
−∞
−3t
￿
dr
dt
￿2 dφ
dt
+
3
2
r2
d2φ
dt2
+ r2t
d3φ
dt3
dt
(A.30)
￿tω3￿i = −￿
￿
i
E
￿ ∞
−∞
A∗t
d3A
dt3
dt
￿
= −3
2
￿ω2￿ (A.31)
￿ω4￿ = 1
E
￿ ∞
−∞
A∗
d4A
dt4
dt (A.32)
=
1
E
￿ ∞
−∞
￿
d2r
dt2
￿2
−
￿
r
d2r
dt2
+ 3
￿
dr
dt
￿2￿￿dφ
dt
￿2
+ r2
￿
dφ
dt
￿4
− r2
￿
d2φ
dt2
￿2
dt
(A.33)
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A.2.2 Moments non-line´aires
Ordre 1
Les moments d’ordre 1 non-line´aires de´crivent l’asyme´trie de la norme de l’impul-
sion dans le domaine temporel et la position dans le domaine spectral.
￿Pt￿ = 1
E
￿ ∞
−∞
t|A|4dt = 1
E
￿ ∞
−∞
tr4dt (A.34)
￿Pω￿r = ￿
￿
i
E
￿ ∞
−∞
|A|2A∗dA
dt
dt
￿
= − 1
E
￿ ∞
−∞
r4
dφ
dt
dt (A.35)
￿Pω￿i = ￿
￿
i
E
￿ ∞
−∞
|A|2A∗dA
dt
dt
￿
= 0 (A.36)
Ordre 2
Les moments d’ordre 2 non-line´aires sont relie´s a` la largeur temporel et spectral
de l’impulsion ainsi qu’a` l’ampleur de la phase.
￿Pt2￿ = 1
E
￿ ∞
−∞
t2|A|4dt = 1
E
￿ ∞
−∞
t2r2dt (A.37)
￿Ptω￿r = ￿
￿
i
E
￿ ∞
−∞
|A|2A∗tdA
dt
dt
￿
= − 1
E
￿ ∞
−∞
r4t
dφ
dt
dt (A.38)
￿Ptω￿i = ￿
￿
i
E
￿ ∞
−∞
|A|2A∗tdA
dt
dt
￿
= −￿P ￿
4
(A.39)
￿Pω2￿r = −￿
￿
1
E
￿ ∞
−∞
|A|2A∗dA
dt
dt
￿
= − 1
E
￿ ∞
−∞
r3
d2r
dt2
− r4
￿
dφ
dt
￿2
dt (A.40)
￿Pω2￿i = −￿
￿
1
E
￿ ∞
−∞
|A|2A∗dA
dt
dt
￿
= − 1
E
￿ ∞
−∞
r4
2
d2φ
dt2
dt (A.41)
A.3 Moments centre´s
Dans cette section, les relations explicites entre les moments centre´s et les moments
bruts sont pre´sente´es.
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A.3.1 Moments complexes
Ordre 1
Les moments centre´s sont par de´finition nuls.
￿T ￿ = 0 (A.42)
￿Ω￿ = 0 (A.43)
Ordre 2
￿T 2￿ = ￿t2￿ − ￿t￿2 (A.44)
￿TΩ￿r = ￿tω￿r − ￿t￿￿ω￿ (A.45)
￿Ω2￿ = ￿ω2￿ − ￿ω￿2 (A.46)
Ordre 3
￿T 3￿ = ￿t3￿ − 3￿t2￿￿t￿+ 2￿t￿3 (A.47)
￿T 2Ω￿r = ￿t2ω￿r − 2￿tω￿r￿t￿ − ￿t2￿￿ω￿+ 2￿t￿2￿ω￿ (A.48)
￿TΩ2￿r = ￿tω2￿r − 2￿tω￿r￿ω￿ − ￿t￿￿ω2￿+ 2￿t￿￿ω￿2 (A.49)
￿Ω3￿ = ￿ω3￿ − 3￿ω2￿￿ω￿+ 2￿ω￿3 (A.50)
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Ordre 4
￿T 4￿ = ￿t4￿ − 4￿t3￿￿t￿+ 6￿t2￿￿t￿2 − 3￿t￿4 (A.51)
￿T 3Ω￿r = ￿t3ω￿r − 3￿t2ω￿r￿t￿+ 3￿tω￿r￿t￿2 − ￿t3￿￿ω￿ − 3￿t2￿￿t￿￿ω￿+ 3￿t￿3￿ω￿
(A.52)
￿T 2Ω2￿r = ￿t2ω2￿r − 2￿t2ω￿r￿ω￿ − 2￿tω2￿r￿t￿+ 4￿tω￿r￿t￿￿ω￿
+ ￿ω2￿￿t￿2 + ￿t2￿￿ω￿2 − 3￿ω￿2￿t￿2 (A.53)
￿TΩ3￿ = ￿tω3￿r − 3￿tω2￿r￿ω￿+ 3￿tω￿r￿ω￿2 − ￿t￿￿ω3￿ − 3￿ω2￿￿t￿￿ω￿+ 3￿t￿￿ω￿3
(A.54)
￿Ω4￿ = ￿ω4￿ − 4￿ω3￿￿ω￿+ 6￿ω2￿￿ω￿2 − 3￿ω￿4 (A.55)
A.3.2 Moments non-line´aires
Ordre 1
￿PT ￿ = ￿Pt￿ − ￿P ￿￿t￿ (A.56)
￿PΩ￿r = ￿Pω￿r − ￿P ￿￿ω￿ (A.57)
Ordre 2
￿PT 2￿ = ￿Pt2￿ − 2￿Pt￿￿t￿+ ￿P ￿￿t￿2 (A.58)
￿PTΩ￿r = ￿Ptω￿r − ￿Pt￿￿ω￿ − ￿Pω￿r￿t￿+ ￿P ￿￿t￿￿ω￿ (A.59)
￿PΩ2￿r = ￿Pω2￿r − 2￿Pω￿r￿ω￿+ ￿P ￿￿ω￿2 (A.60)
￿PΩ2￿i = ￿Pω2￿i (A.61)
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Annexe B
De´tails de calculs
B.1 Re´solution du syste`me dispersif a` l’ordre 4
Soit le syste`me dispersif de´crit par l’e´quation de propagation
∂A
∂z
= −iβ2
2
∂2A
∂t2
. (B.1)
Les e´quations d’e´volution des moments complexes centre´s d’ordre 4 s’e´crivent dans
ce cas
∂
∂z
￿T 4￿ = 4β2￿T 3Ω￿r (B.2)
∂
∂z
￿T 3Ω￿ = 3β2
￿
1
2
+ ￿T 2Ω2￿r
￿
(B.3)
∂
∂z
￿T 2Ω2￿ = 2β2￿TΩ3￿r (B.4)
∂
∂z
￿TΩ3￿ = β2￿Ω4￿r (B.5)
∂
∂z
￿Ω2￿ = 0. (B.6)
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Le syste`me peut eˆtre inte´gre´ en commenc¸ant par l’e´q. (B.6) et en remontant jusqu’a`
l’e´q. (B.2). On obtient alors
￿T 4￿ = ￿T 4￿0 + 4β2￿T 3Ω￿0z + 6β22
￿
1
2
+ ￿T 2Ω2￿0
￿
z2 + 4β32￿TΩ3￿0z3 + β42￿Ω4￿0z4
(B.7)
￿T 3Ω￿ = ￿T 3Ω￿0 + 3β2
￿
1
2
+ ￿T 2Ω2￿0
￿
z + 3β22￿TΩ3￿0z2 + β32￿Ω4￿0z3 (B.8)
￿T 2Ω2￿ = ￿T 2Ω2￿0 + 2β2￿TΩ3￿0z + β22￿Ω4￿0z2 (B.9)
￿TΩ3￿ = ￿TΩ3￿0 + β2￿Ω4￿0z (B.10)
￿Ω4￿ = ￿Ω4￿0. (B.11)
Le changement de forme d’impulsion peut eˆtre exprime´ par le facteur de forme κT
a` l’aide des e´qs. (B.7) et (4.30c).
κT =
￿T 4￿
￿T 2￿2 (B.12)
=
￿T 4￿0 + 4β2￿T 3Ω￿0z + 6β22
￿
1
2 + ￿T 2Ω2￿0
￿
z2 + 4β32￿TΩ3￿0z3 + β42￿Ω4￿0z4
(￿T 2￿0 + 2β2￿TΩ￿r0z + β22￿Ω2￿0z2)2
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Annexe C
Fonctions utiles
C.1 Fonction Gamma
Cette annexe pre´sente quelques proprie´te´s utiles de la fonction Gamma.
C.1.1 De´finition
Γ(x) =
￿ ∞
0
tx−1e−tdt x > 0 (C.1)
Le cas ou` x ≤ 0 est calcule´ en utilisant les proprie´te´s suivantes.
C.1.2 Proprie´te´s
Γ(x+ 1) = xΓ(x) = x! (C.2)
Γ(nx) = (2π)
1−n
2 nnx−
1
2
n−1￿
k=0
Γ
￿
x+
k
n
￿
n ∈ N (C.3)
Γ(−x) = − π
xΓ(x) sin(πx)
= − π
Γ(x+ 1) sin(πx)
(C.4)
22x =
2
√
πΓ(2x)
Γ(x)Γ
￿
x+ 12
￿ (C.5)
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C.1.3 Approximation asymptotique (x→∞)
Γ(x) =
√
2πxx−
1
2 e−x
￿
1 +
1
12x
+
1
288x2
− 139
51840x3
− 571
2488320x4
+ ...
￿
(C.6)
Γ
￿
x+ 12
￿
Γ(x)
=
√
x
￿
1− 1
8x
+
1
28x2
+
5
1024x3
− 21
32768x4
+ ...
￿
≈ √x
￿
1− 1
8x
￿
(C.7)
Γ
￿
x− 12
￿
Γ(x)
≈ 1
4
√
x
￿
8x− 1
2x− 1
￿
(C.8)
Γ(x+ a)
Γ(x+ b)
≈ 1 + (a− b)(a+ b− 1)
2x
(C.9)
C.1.4 Valeurs particulie`res
Γ(
1
2
) =
√
π (C.10)
Γ(
3
2
) =
1
2
√
π (C.11)
C.2 Fonction Beta
Cette annexe pre´sente quelques proprie´te´s utiles de la fonction Beta.
C.2.1 De´finition
B(x, y) =
￿ 1
0
tx−1(1− t)y−1dt x > 0, y > 0 (C.12)
=
￿ ∞
0
tx−1
(1 + t)x+y
dt =
Γ(x)Γ(y)
Γ(x+ y)
(C.13)
Les valeurs ne´gatives de x et y sont de´termine´s a` partir de la relation de re´currence
C.2.
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C.2.2 Proprie´te´s
B(x, y) = by(1 + b)x
￿ 1
0
tx−1(1− t)y−1
(b+ t)x+y
dt (C.14)
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Annexe D
De´finition des moments de la
distribution de Pearson
Dans cette annexe, les diﬀe´rents moments sont exprime´s en fonction des pa-
rame`tres des deux repre´sentations de Pearson utilise´es au cours de ce travail. Ces
deux repre´sentations sont
Ac(T ) =
￿
Pc
￿
1 +
a
b
T 2
￿− (1+ic)2a
(D.1)
Ahf (T ) =
￿
Pc
￿
1 +
a
b
T 2
￿− 12a
exp
￿
hT 2 + f |Ahf (T )|2
￿
(D.2)
Les deux repre´sentations ne diﬀe`rent que dans la de´finition de la phase. Ainsi, elles
partagent les meˆmes de´finitions des moments ne contenant pas l’ope´rateur Ω puisque
la phase est de´finie dans le domaine temporel.
D.1 Relations de re´currence
La distribution de Pearson peut eˆtre re´e´crite sous forme diﬀe´rentielle en de´rivant
par rapport au temps les e´qs. (D.1) et (D.2).
(aT 2 + b)
d
dT
Ac = −(1 + ic)AcT (D.3)
(aT 2 + b)
d
dT
Ahf = −AhfT + (aT 2 + b)
￿
2hT + f
d
dT
|Ahf |2
￿
Ahf (D.4)
Il est facile d’obtenir des relations de re´currence entre certains moments en multi-
pliant par l’ope´rateur tj ou P p ou en appliquant l’ope´rateur ωk ou n’importe quelle
combinaison de ces dernier, en mulitpliant par A∗ et en inte´grant de part et d’autre
l’e´q. (D.3) ou (D.4). Par exemple, appliquons l’ope´rateur ω de part et d’autre de
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l’e´q. (D.3), multiplions par A∗c et inte´grons par rapport a` T . Nous obtenons alors
a￿T 2Ω2￿+ b￿Ω2￿+ 2ia￿TΩ￿ = 1 + ic+ (c− i)￿TΩ￿ (D.5)
qui se se´pare en partie re´elle et imaginaire pour donner
￿ ⇒ a￿T 2Ω2￿r + b￿Ω2￿+ a = c￿TΩ￿r + 1
2
(D.6)
￿ ⇒ 0 = c
2
− ￿TΩ￿r. (D.7)
D.2 Calcul typique d’un moment
Conside´rons le calcul du moment ￿P pT j−1Ω￿r avec une phase quadratique.
￿P pT j−1Ω￿r = ￿
￿
i
E
￿ r+
r−
|Ah|2pA∗T j−1dAh
dT
dT
￿
(D.8)
= − 2h
bE
￿ r+
r−
P p+1c
￿
1 +
a
b
T 2
￿− (p+1)a
T jdT (D.9)
Les racines T+ et T− sont les valeurs de T ou` la distribution s’annule ; ces valeurs sont
T± =
 ±∞ lorsque a ≥ 0±￿ b|a| lorsque a < 0 . (D.10)
Il est plus simple de re´e´crire l’e´q. (D.9) en faisant le changement de variable suivant
θ =
|a|
b
T 2 dθ =
2|a|
b
TdT (D.11)
et en exploitant la syme´trie de la distribution de Pearson pour obtenir
￿P pT j−1Ω￿r = − 2h
bE
P p+1c
￿
b
a
￿ j+1
2

￿ +∞
0
θ
j−1
2
(1+θ)
(p+1)
a
dθ lorsque a ≥ 0
i(−1) j2 ￿ 10 θ j−12
(1−θ) (p+1)a
dθ lorsque a < 0
. (D.12)
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En remplac¸ant l’expression de l’e´nergie par l’e´q. (D.18), on obtient
￿P pT j−1Ω￿r = −2hP
p
c√
πb
￿
b
a
￿ j
2 Γ
￿
1
a
￿
Γ
￿
1
a − 12
￿

￿ +∞
0
θ
j−1
2
(1+θ)
(p+1)
a
dθ si a ≥ 0
−(−1) j2 tan ￿πa￿ ￿ 10 θ j−12
(1−θ) (p+1)a
dθ si a < 0
.
(D.13)
L’inte´grale de´finit directement la fonction beta de´finie a` l’annexe C.
￿P pT j−1Ω￿r = −2hP
p
c√
πb
￿
b
a
￿ j
2 Γ
￿
1
a
￿
Γ
￿
1
a − 12
￿

Γ( j+12 )Γ(
p+1
a − (j+1)2 )
Γ( p+1a )
si a ≥ 0
−(−1) j2 tan ￿πa￿ Γ( j+12 )Γ[1−( p+1a )]Γ[ j+32 −( p+1a )] si a < 0 .
(D.14)
Il est possible de simplifier d’avantage l’e´q. (D.14) en multipliant l’argument de la
fonction gamma de l’expression ou` a < 0 en utilisant la proprie´te´ e´q. (C.4) de la
fonction gamma.
￿P pT j−1Ω￿r = −2hP
p
c√
πb
￿
b
a
￿ j
2 Γ
￿
1
a
￿
Γ
￿
j+1
2
￿
Γ
￿
1
a − 12
￿ Γ
￿
p+1
a − (j+1)2
￿
Γ
￿
p+1
a
￿
×
 1 si a ≥ 0−(−1) j2 tan ￿πa￿ sin[π( p+1a )−π2 (j+1)]sin[π( p+1a )] si a < 0 . (D.15)
Cette dernie`re expression se simplifie davantage si en notant que m est un entier .
￿P pT j−1Ω￿r = −2hP
p
c√
πb
￿
b
a
￿ j
2 Γ
￿
1
a
￿
Γ
￿
j+1
2
￿
Γ
￿
1
a − 12
￿ Γ ￿p+1a − j+12 ￿
Γ
￿
p+1
a
￿
×
￿
1 si a ≥ 0
tan
￿
π
a
￿
cot
￿
π
a (p+ 1)
￿
si a < 0
. (D.16)
Il est possible de l’exprimer plus simplement en fonction du moment ￿P pT j￿
￿P pT j−1Ω￿r = −2h
b
￿P pT j￿ (D.17)
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D.3 Moments d’ordre 0
E = Pc
￿
πb
a
Γ
￿
1
a − 12
￿
Γ
￿
1
a
￿ ￿ 1 lorsque a ≥ 0−i cot ￿πa￿ lorsque a < 0 (D.18)
≈ Pc
4
√
πb
￿
8− a
2− a
￿
(D.19)
￿P p￿ = P pc
Γ
￿
p+1
a − 12
￿
Γ
￿
1
a
￿
Γ
￿
p+1
a
￿
Γ
￿
1
a − 12
￿ ￿ 1 lorsque a ≥ 0
tan
￿
π
a
￿
cot
￿
π
a (p+ 1)
￿
lorsque a < 0
(D.20)
≈ P
p
c√
p+ 1
￿
2− a
8− a
￿￿
8(p+ 1)− a
2(p+ 1)− a
￿
(D.21)
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D.4 Moments d’ordre 2
D.4.1 Phase en c
￿T 2￿ = b
(2− 3a) (D.22)
￿TΩ￿r = c
2
(D.23)
￿Ω2￿ = (1 + c
2)
4b
￿
2− a
1 + a
￿
(D.24)
￿PT 2￿ = b￿P ￿
(4− 3a) (D.25)
￿PTΩ￿r = c￿P ￿
4
(D.26)
￿PΩ2￿i = c￿P ￿
4b
￿
4− a
2 + a
￿
(D.27)
￿PΩ2￿r = (3 + c
2)￿P ￿
8b
￿
4− a
2 + a
￿
(D.28)
￿P 2T 2￿ = b￿P
2￿
3(2− a) (D.29)
￿P 2TΩ￿r = c￿P
2￿
2(3 + a)
(D.30)
￿P 2Ω2￿i = c￿P
2￿
3b
￿
6− a
3 + a
￿
(D.31)
￿P 2Ω2￿r = ￿P
2￿
12b
(5 + c2)
￿
6− a
3 + a
￿
(D.32)
205
D.4.2 Phase en h et f
￿T 2￿ = b
(2− 3a) (D.33)
￿TΩ￿r = − 2h
(2− 3a) +
f
2
￿P ￿ (D.34)
￿Ω2￿ = 1
4b
￿
2− a
1 + a
￿
+
4h2
b(2− 3a) −
hf
b
￿P ￿+ f
2￿P 2￿
3b
￿
6− a
3 + a
￿
(D.35)
￿PT 2￿ = b￿P ￿
(4− 3a) (D.36)
￿PTΩ￿r = − 2h￿P ￿
(4− 3a) +
f￿P 2￿
3
(D.37)
￿PΩ2￿i = −h
b
￿P ￿+ f￿P
2￿
3b
￿
6− a
3 + a
￿
(D.38)
￿PΩ2￿r = 3￿P ￿
8b
￿
4− a
2 + a
￿
+
4h2￿P ￿
b(4− 3a) −
4
3
hf
b
￿P 2￿+ f
2￿P 3￿
4b
￿
8− a
4 + a
￿
(D.39)
￿P 2Ω2￿i = −4
3
h
b
￿P 2￿+ f￿P
3￿
2b
￿
8− a
4 + a
￿
(D.40)
￿P 2Ω2￿r = ￿P
2￿
12b
￿
5
￿
6− a
3 + a
￿
+
16h2
(2− a)
￿
− hf
b
￿P 3￿+ f
2￿P 4￿
5b
￿
10− a
5 + a
￿
(D.41)
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D.4.3 Moments d’ordre 4
D.4.4 Phase en c
￿T 4￿ = 3b
2
(2− 3a)(2− 5a) (D.42)
￿T 3Ω￿r = 3
2
bc
(2− 3a) (D.43)
￿T 2Ω2￿r = −1
4
￿
1− 3c2 + 4a
1 + a
￿
(D.44)
￿TΩ3￿r = 3
8
c(1 + c2)(2− a)
b(1 + a)(1 + 2a)
(D.45)
￿Ω4￿ = 3
16
(1 + c2)(4− a2) [4a(1 + a) + 1 + c2]
b2(1 + 3a)(1 + 2a)(1 + a)
(D.46)
￿PT 4￿ = 3b
2￿P ￿
(4− 3a)(4− 5a) (D.47)
￿PT 3Ω￿r = 3
4
bc￿P ￿
(4− 3a) (D.48)
￿PT 2Ω2￿i = −c￿P ￿
4
￿
1 + 2a
2 + a
￿
(D.49)
￿PT 2Ω2￿r = ￿P ￿
8
[3(1 + c2)− 2(1 + 2a)]
(2 + a)
(D.50)
￿PTΩ3￿i = 3
32
￿P ￿
b
(4− a)[c2(1− 2a)− 3(1 + 2a)]
(2 + a)(1 + a)
(D.51)
￿PTΩ3￿r = 3
32
c￿P ￿
b
(c2 + 4a+ 5)
(1 + a)
￿
4− a
2 + a
￿
(D.52)
￿PΩ4￿i = 3
16
c￿P ￿
b2
(16− a2) [c2 + 3 + 2a(2 + a)]
(2 + 3a)(2 + a)(1 + a)
(D.53)
￿PΩ4￿r = 3
64
￿P ￿
b2
(16− a2) [4a(c2 + 3)(2 + a) + c4 + 2c2 + 9]
(2 + 3a)(2 + a)(1 + a)
(D.54)
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D.4.5 Phase en h et f
￿T 4￿ = 3b
2
(2− 3a)(2− 5a) (D.55)
￿T 3Ω￿r =− 6bh
(2− 3a)(2− 5a) +
3
2
bf￿P ￿
(4− 3a) (D.56)
￿T 2Ω2￿r =− 1
4
￿
1 + 4a
1 + a
￿
+
12h2
(2− 3a)(2− 5a) −
6hf￿P ￿
(4− 3a) +
f 2￿P 2￿
(3 + a)
(D.57)
￿TΩ3￿r =− 3
2
h
b
￿￿
1− 2a
1 + a
￿
+
16h2
(2− 3a)(2− 5a)
￿
+
9
16
f￿P ￿
b(1 + a)
￿
4− a
2 + a
￿
+ 18
h2f￿P ￿
b(4− 3a) − 6
hf 2￿P 2￿
b(3 + a)
+
3
8
f 3￿P 3￿
b(2 + a)
￿
8− a
4 + a
￿
(D.58)
￿Ω4￿ = 3
16b2
￿￿
4− a2
1 + 3a
￿￿
1 + 2a
1 + a
￿
+ 32h2
￿
1− 2a
1 + a
￿
− 256h
4
(2− 3a)(2− 5a)
￿
− 9
2
hf￿P ￿
b2(1 + a)
￿
4− a
2 + a
￿
− 48 h
3f￿P ￿
b2(4− 3a) + 12
h2f 2￿P 2￿
b2(3 + a)
+
f 2￿P 2￿
12b2
(36− a2)(4a2 + 12a+ 11)
(3 + 2a)(3 + a)(1 + a)
− 3 hf
3￿P 3￿
b2(2 + a)
￿
8− a
4 + a
￿
+
3
5
f 4￿P 4￿
b2
(100− a2)
(5 + 3a)(5 + 2a)(5 + a)
(D.59)
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￿PT 4￿ = 3b
2￿P ￿
(4− 3a)(4− 5a) (D.60)
￿PT 3Ω￿r =− 6 bh￿P ￿
(4− 3a)(4− 5a) + f￿P
2T 2￿ (D.61)
￿PT 2Ω2￿i = h￿P ￿
(4− 3a) −
f￿P 2￿
3
￿
3 + 2a
3 + a
￿
(D.62)
￿PT 2Ω2￿r =￿P ￿
8
￿￿
1− 4a
2 + a
￿
+
96h2
(4− 5a)(4− 3a)
￿
− 4
3
hf￿P 2￿
(2− a) +
3
4
f 2￿P 3￿
(4 + a)
(D.63)
￿PTΩ3￿i = 3
32
￿P ￿
b
￿
32h2
(4− 3a) − 3
￿
1 + 2a
1 + a
￿￿
4− a
2 + a
￿￿
(D.64)
+ 2
ahf￿P 2￿
b(3 + a)
− 3
16
f 2￿P 3￿
b
￿
1 + 2a
2 + a
￿￿
8− a
4 + a
￿
￿PTΩ3￿r =− 3
4
h
b
￿P ￿
￿
32h2
(4− 5a)(2− 3a) +
￿
5− 2a
2 + a
￿￿
− 9
2
hf 2￿P 3￿
b(4 + a)
(D.65)
+ 4
h2f￿P 2￿
b(2− a) +
f￿P 2￿
4b
￿
11 + 4a
3 + 2a
￿￿
6− a
3 + a
￿
+
3
5
f 3￿P 4￿
b(5 + 2a)
￿
10− a
5 + a
￿
￿PΩ4￿i =3
4
h￿P ￿
b2
￿
3(4− a)
(1 + a)(2 + a)
+
32h2
(4− 3a)
￿
− 3
4
hf 2￿P 3￿
b2
￿
5− 2a
2 + a
￿￿
8− a
4 + a
￿
+ 24
h2f￿P 2￿
b2(3 + a)
+
f￿P ￿
6b2
(36− a2)(2a2 + 6a+ 7)
(1 + a)(3 + a)(3 + 2a)
+
6
5
f 3￿P 4￿
b2
(100− a2)
(5 + a)(5 + 2a)(5 + 3a)
(D.66)
￿PΩ4￿r =− 3
64
￿P ￿
b2
￿
3
￿
16− a2
2 + a
￿￿
1 + 2a
1 + a
￿
+ 64h2
￿
1− 4a
2 + a
￿
+
1024h4
(4− 3a)(4− 5a)
￿
− 10hf￿P ￿
b2
￿
1 + 4a
3 + 2a
￿￿
6− a
3 + a
￿
− 32
3
h3f￿P 2￿
b2(2− a) −
24
5
hf 3￿P 4￿
b2(5 + 2a)(5 + a)
+ 9
h2f 2￿P 3￿
b2(4 + a)
+
f 2￿P 3￿
32b2
(64− a2)(12a2 − 48a− 51)
(4 + a)(4 + 3a)(2 + a)
+
f 4￿P 5￿
12b2
(144− a2)
(6 + a)(3 + a)(2 + a)
(D.67)
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D.5 Moments d’ordre 6
D.5.1 Phase en c
￿T 6￿ = 15b
3
(2− 3a)(2− 5a)(2− 7a) (D.68)
￿T 5Ω￿r =15
2
cb2
(2− 3a)(2− 5a) (D.69)
￿T 4Ω2￿r = 3b
(2− 3a)
￿
5
4
(1 + c2)
(1 + a)
− 2
￿
(D.70)
￿T 3Ω3￿r =3c
￿
5
8
(1 + c2)
(1 + a)(1 + 2a)
− 1
￿
(D.71)
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D.6 Moments non-line´aires d’ordre arbitraire
D.6.1 Phase en h
￿T 2m￿ = 1√
π
￿
b
a
￿m
Γ
￿
m+
1
2
￿
Γ
￿
1
a − 12 −m
￿
Γ
￿
1
a − 12
￿ (D.72)
= bm
m￿
k=1
(2k − 1)
[2− (2k + 1)a] (D.73)
￿T 2m−1Ω￿r = − 2h√
πb
￿
b
a
￿m
Γ
￿
m+
1
2
￿
Γ
￿
1
a − 12 −m
￿
Γ
￿
1
a − 12
￿ (D.74)
= −2hbm−1
m￿
k=1
(2k − 1)
[2− (2k + 1)a] =
￿TΩ￿r
￿T 2￿ ￿T
2m￿ (D.75)
￿T 2mΩ2￿r = − 1√
8π
￿
b
a
￿m
Γ
￿
m+
1
2
￿
Γ
￿
1
a − 32 −m
￿
a(1 + a)Γ
￿
1
a − 12
￿ (D.76)
￿T 2mΩ2￿i = −2m￿T 2m−1Ω￿r (D.77)
￿T 2m−1Ω3￿r = 3
4
￿TΩ￿r￿T 2m￿
￿T 2￿2(1 + a)(2− 3a) [2− (2m− 1)(1 + 2a)][2− a(2m+ 1)] (D.78)
+
￿TΩ￿r￿T 2m￿
4￿T 2￿2(1 + a)
(2m+ 1)
[2− (2m+ 3)a] [4(2− 3a)(1 + a)￿T
2￿￿Ω2￿ − (2− a)]
￿T 2m+1Ω3￿i = ￿T
2m￿
8￿T 2￿(2− 3a)
￿
1 + 2m
1 + a
￿
[2m(1 + 4a)− 3][2− a(2m+ 1)] (D.79)
− 3
8
￿TΩ￿r￿T 2m￿
￿T 2￿
(2m+ 1)
[2− (2m+ 3)a] [4(2− 3a)(1 + a)￿T
2￿￿Ω2￿ − (2− a)]
￿PT 2m￿ = bm￿P ￿
m￿
k=1
(2k − 1)
[4− (2k + 1)a] (D.80)
￿PT 2m−1Ω￿r = − 2h√
πb
￿
b
a
￿m
￿P ￿Γ
￿
m+
1
2
￿
Γ
￿
2
a − 12 −m
￿
Γ
￿
2
a − 12
￿ (D.81)
= −2hbm−1￿P ￿
m￿
k=1
(2k − 1)
[4− (2k + 1)a] =
￿TΩ￿r
￿T 2￿ ￿PT
2m￿ (D.82)
(D.83)
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￿P pT 2m￿ = bm￿P p￿
m￿
k=1
(2k − 1)
[2(p+ 1)− (2k + 1)a] (D.84)
￿P pT 2m−1Ω2￿r = ￿P
pT 2m￿
4￿T 2￿
￿
2m+ 1
1 + a
￿￿
4(1 + a)(2− 3a)￿T 2￿￿Ω2￿ − (2− a)
2(p+ 1)− (2m+ 3)a
￿
(D.85)
+
￿P pT 2m￿
4￿T 2￿
[2(p+ 1)− (2m+ 1)a][2(p+ 1)− 2m(1 + 2a)− 1]
(p+ 1)(p+ 1 + a)(2− 3a)
￿P pT 2mΩ2￿i = −￿TΩ￿r￿T 2￿ ￿P
pT 2m￿
￿
2m− p
p+ 1
￿
(D.86)
D.7 Autres moments
D.7.1 Phase en c
￿
P
∂2P
∂T 2
￿
= −2
3
￿P 2￿
b
￿
6− a
3 + a
￿
(D.87)￿
P
￿￿￿￿∂A∂t
￿￿￿￿2
￿
=
(1 + c2)￿P 2￿
12b
￿
6− a
3 + a
￿
(D.88)￿
∂A∗
∂T
∂3A
∂T 3
￿
r
= − 3
128
￿P ￿
b2
(1 + c2)(16− a2) [4a(2 + a) + c+ 3]
(1 + a)(2 + a)(2 + 3a)
(D.89)￿
∂A∗
∂T
∂3A
∂T 3
￿
i
= − 3
64
c￿P ￿
b2
(1 + c2)(16− a2)
(1 + a)(2 + a)(2 + 3a)
(D.90)￿
∂A∗
∂t
∂2A
∂T 2
Ω
￿
r
=
c
16
￿P ￿
b2
(1 + c2)
(1 + a)
￿
4 + a
2 + 3a
￿￿
4− a
2 + a
￿
(D.91)￿
∂A∗
∂t
∂2A
∂T 2
Ω
￿
i
=
1
64
￿P ￿
b2
(3c2 − 1)(1 + c
2)
(1 + a)
￿
4 + a
2 + 3a
￿￿
4− a
2 + a
￿
(D.92)￿
∂P
∂T
TΩ2
￿
r
=
(1 + 3c2 − 2a)
16b(1 + a)
￿P ￿
￿
4− a
2 + a
￿
(D.93)￿
T
∂A∗
∂T
∂2A
∂T 2
￿
r
=
(1 + c2)
32b
￿P ￿
￿
1− 2a
1 + a
￿￿
4− a
2 + a
￿
(D.94)
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D.7.2 Phase en h et f
￿
P
∂2P
∂T 2
￿
= −2
3
￿P 2￿
b
￿
6− a
3 + a
￿
(D.95)￿
P
￿￿￿￿∂A∂t
￿￿￿￿2
￿
=
￿P 2￿
4b
￿￿
2− a
3 + a
￿
+
16h2
(6− a)
￿
− hf
b
￿P 3￿+ f
2￿P 4￿
5b
￿
10− a
5 + a
￿
(D.96)￿
∂A∗
∂T
∂3A
∂T 3
￿
r
= − 3
64
￿P ￿
b2
￿￿
16− a2
2 + a
￿￿
1 + 2a
1 + a
￿
+ 128h2
￿
1− a
2 + a
￿
+
1024h4
(4− 3a)(4− 5a)
￿
+ 2
hf￿P 2￿
b2
￿
3− a
3 + 2a
￿￿
6− a
3 + a
￿
+
24
5
hf 3￿P 4￿
b2(5 + 2a)
￿
10− a
5 + a
￿
− 18h
2f 2￿P 3￿
b2(4 + a)
+
32
3
h3f￿P 2￿
b2(2− a) −
3
4
f 2￿P 3￿(64− a2)
b2(4 + 3a)(4 + a)(2 + a)
− f
4￿P 5￿
12b2
(144− a2)
(6 + a)(3 + a)(2 + a)
(D.97)￿
∂A∗
∂T
∂3A
∂T 3
￿
i
=
3
8
h
b2
￿P ￿
￿
32h2
(4− 3a) +
￿
1− 2a
1 + a
￿￿
4− a
2 + a
￿￿
− 12 h
2f￿P 2￿
b2(3 + a)
+
9
4
hf 2￿P 3￿
b2
￿
8− a
4 + a
￿￿
1 + 2a
2 + a
￿
+
f￿P 2￿
12b2
(36− a2)(1 + 6a+ 2a2)
(1 + a)(3 + a)(3 + 2a)
− 3
5
f 3￿P 4￿
b2
(100− a2)
(5 + 3a)(5 + 2a)(5 + a)
(D.98)￿
∂A∗
∂t
∂2A
∂T 2
Ω
￿
r
= −1
4
h
b2
￿P ￿
￿
32h2
(4− 3a) +
￿
1− 2a
1 + a
￿￿
4− a
2 + a
￿￿
+ 8
h2f￿P 2￿
b2(3 + a)
− 3
2
hf 2￿P 3￿
b2(2 + a)
￿
8− a
4 + a
￿
+
f￿P 2￿
6b2
(36− a2)
(3 + a)(3 + 2a)(1 + a)
+
2
5
f 3￿P 4￿
b2
(100− a2)
(5 + a)(5 + 2a)(5 + 3a)
(D.99)￿
∂A∗
∂t
∂2A
∂T 2
Ω
￿
i
=
￿P ￿
64
￿
− (16− a
2)
(1 + a)(2 + a)(2 + 3a)
+ 64h2
￿
1− 4a
2 + a
￿
+
3072h4
(4− 3a)(4− 5a)
￿
+
hf￿P 2￿
2b2
￿
6− 11a
3 + 2a
￿￿
6− a
3 + a
￿
− 24
5
hf 3￿P 4￿
b2(5 + 2a)
￿
10− a
5 + a
￿
− 32
3
h3f￿P 2￿
b2(2− a) + 12
h2f 2￿P 3￿
b2(4 + a)
+
5
8
f 2￿P 3￿(64− a2)
b2(4 + a)(4 + 3a)(2 + a)
+
f 4￿P 5￿(144− a2)
12b2(6 + a)(3 + a)(2 + a)
(D.100)
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￿
∂P
∂T
TΩ2
￿
r
=
￿P ￿
16b
￿
96h2
(4− 3a) +
￿
1− 2a
1 + a
￿￿
4− a
2 + a
￿￿
+ 4
hf￿P 2￿
b(3 + a)
(D.101)
− 3
8
f 2￿P 3￿
b(2 + a)
￿
8− a
4 + a
￿
￿
T
∂A∗
∂T
∂2A
∂T 2
￿
r
=
￿P ￿
32b
￿
4− a
2 + a
￿￿
1− 2a
1 + a
￿
+
h2￿P ￿
b(4− 3a) +
2
3
ahd￿P 2￿
b(3 + a)
(D.102)
− d
2￿P 3￿
16b
￿
1 + 2a
2 + a
￿￿
8− a
4 + a
￿
