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The DOCRs coordination increases in complexity as the interconnected
electrical system increases. The difficult task to coordinate looped networks for
the past years has been solved using various analytical and graphical methods
which are considered to be the conventional solution approach. The task is very
tedious and challenging with the possibility of making very drastic mistakes that
can lead to undesired operations during normal or abnormal conditions of the
system. Therefore, researchers have focused their efforts on trying to solve the
problem using optimization techniques.
Various optimization techniques have been recently explored to solve the
complex DOCRs coordination on the large interconnected system. These
optimization techniques have improved the operating time of the relays to such
degree that the system can be more reliable, selective and more importantly
secure. This research presents the formulation of a newly proposed optimization
technique, known as the Grey Wolf Optimizer, as an alternative to solve the
DOCRs coordination using both its single and multi-objective function
formulations proposed in the literature.
The Grey Wolf Optimizer (GWO) has a unique exploration and exploitation
process that makes the algorithm capable of escaping the local optimal solutions
in its search for a global best. It does not require a large population as other similar
algorithms, mainly the Genetic Algorithm (GA) which in turn, has a significant
reduction in its execution time, especially when used on larger networks with an
increased number of restrictions. The GWO implementation to solve the DOCRs
viii
coordination is very simple.
The proposed GWO algorithm with both the single and multi-objective
function approach is compared to the Genetic Algorithm to verify if they provide
better results on both the IEEE-14 and IEEE-30 bus test network. The GWO
algorithm with the single-objective approach does obtain better results when
compared to both the benchmark GA and its multi-objective approach. As per the
main objective of the research, GWO algorithm results provides relay settings
that significantly reduces the operating time of the DOCRs for any given fault.
Various tests are accomplished with both of the approaches for the GWO
algorithm to determine if the inclusion of a genetically inspired operator named
Specific Gene mutation or the replacement of the linear decrease characteristic of
its exploration and exploitation component improves the overall performance of the
algorithm. The GWO single objective formulation did show significant results with
the mentioned improvements as oppose to the multi-objective approach resulting
in an averaged reduction of the Network operating time and settings.
The relays restricted settings are relaxed to verify if lower operating time is
achievable as reported in the literature. The results are as expected although
resulting on unpractical relay operating times. The introduction of the time-current
characteristic curve as a third adjustable setting of the relays satisfactorily reduces
the number of coordination pairs on both test networks with the GWO algorithm
but did not helped in reducing the relays overall operating time.
The objective function of the DOCRs coordination problem is extended to
include both fault current levels scenarios which increased the optimization
problem’s complexity and restrictions. The final result was positive, because the
algorithm did perform well, and did prove to be a good alternative to solve the
coordination problems. Three cases of coordination are presented to provide a
general idea of how complex the coordination of DOCRs relay is in
interconnected systems.
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Chapter 1
INTRODUCTION
1.1 Overview
Power system protection has always been a vital aspect of the electrical
power system engineering. Its main objective is to maintain a secure and reliable
network by isolating an element or a faulted section of the network during any
adverse condition that may occur during operation. A safe and dependable
protection system help to reduce equipment damage, reduce power
interruptions, improve power quality and most importantly improve safety.
Adverse conditions have various causes and are not limited to only distribution
networks, as it can also occur on a well designed and constructed network of
different voltage levels including sub-transmission and transmission networks.
Causes may include natural disasters, damage equipment, human errors or even
wildlife to name a few.
System protection coordination is imperative hence the reason why many
protection engineers are focused on obtaining alternative methods to simplify the
time-consuming task. There are various disadvantages and an increasing
difficulty when trying to coordinate relays in looped systems using the
conventional methods. Some disadvantages include high relay operation time,
low sensitivity and limited or no ability to withstand contingencies. These
1
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disadvantages have led companies and protection engineers to adapt other
protection principles as the distance and pilot protection which increases the
system protection operational cost because of the additional elements these
need to perform their task.
Security and reliability to some extent can be achieved with the help of
protective devices installed throughout the network. Over-current relays (OCR)
are the earliest adapted protection scheme and currently widely used due to their
simple operation characteristics, reliability, security, dependability and low-cost
which are basic functional requirements of any network protection. When used
on interconnected systems, these relays should include a direction discriminating
feature, to be selective because of the certainty of having bidirectional current
flow on the protected line. Protection engineers have taken the arduous task to
look for alternative methods that can assist in improving the operation times of
these relays so that they can provide better sensibility to fault conditions on
looped systems.
Direction over-current relays (DOCRs) coordination is complex in nature,
especially for large interconnected systems. The complex nature along with
major improvements in computer capabilities and the use of various optimization
techniques in recent years to solve difficult problems has awakened the
possibility to address the problem by formulating it as an optimization one. The
solution process has been automated and has been a constant activity. Various
approaches have been explored to solve the problem because there is not one
technique that can solve all according to the no free lunch theorem (NFL).
The relay coordination formulated as an optimization problem seeks to
minimize the relay’s operation time by seeking its adequate time dial setting
(TDS) and plug setting multiplier (PSM). The objective function is determined by
the relay time curves, subjected to parametric and time constraints to comply with
the coordination criterion. Deterministic methods are very challenging because
they are highly dependent of a good initial guess and has a high probability of
being trapped in local minima solutions. In search of the relay coordination
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solution, the use of heuristic optimization algorithms is very favorable due to their
simplicity, flexibility, derivative-free mechanism, local optima avoidance and
robustness showing good results in a highly-restricted problem domain.
Two meta-heuristic optimization algorithms are formulated to solve the
coordination problem in this research. Namely, the grey wolf optimization (GWO)
and the multi-objective grey wolf optimization (MOGWO) found in [1] and [2]
respectively. The proposed algorithms have been used as a solution to multiple
optimization problems including problems in the area of engineering and have
proven to be very robust with acceptable results. The main reason for the
research is because these have never before been applied to solve the DOCRs
coordination problem.
1.2 State of the Art
The complex aspect of interconnected networks has increased the difficulty
in coordinating the DOCRs without violating the restriction of time, and the
sensibility of these during operation. This process in recent years has been
considered an optimization problem of which researchers and protection
engineers have made efforts to solve these problems using computational tools.
These computational tools can be either of the three most explored methods;
these are the deterministic, meta-heuristic and hybrid algorithms.
Initially, to solve the protection coordination problem using DOCRs, manual
operations were done. As mentioned before, the process was a very tedious and
time-consuming task. In the 1960s, various graphical and analytical methods
using computational tools were proposed to assist with the tedious calculation
process in [3–5]. These methods included programs that could calculate the
relay settings automatically with the help of the computing capacities but were
still limited as they could not implement complex procedures. A serious proposal
for fault protection using digital computers was until 1969 by Rockefeller [6] on
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which he conceptualized a single computer performing relaying functions that
started a new era for researchers, later referred to as digital relaying.
In 1988, the first technique to solve the protection coordination problem was
introduced using a deterministic approach. The coordination problem initially
considered as a non-linear parameter optimization problem was solved using
linear programming [7]. Deterministic methods are widely used and improved to
solve the optimal coordination of DOCRs. These also includes linear
programming (LP), interval linear programming (ILP), mixed non-linear
programming (MINLP) and quadratically constrained quadratic program (QCQP)
techniques [8–11]. Deterministic methods had vast improvement to solve the
coordination problem but required a significant number of iteration and
computational resources. At the same time, these could not guarantee an
optimal solution because it could have easily get trapped in a local minima
solution as it highly depended on its initial parting point.
After the successful advances on solving the coordination problem using a
deterministic approach, heuristic and meta-heuristic optimization methods were
introduced using evolutionary concept. The first of these methods introduced
in [12] was the genetic algorithm (GA). Since then, various techniques under this
category has been explored to solve the problem and have proven capable of
overcoming most of the limitations of the deterministic methods. These
algorithms use a population-based technique which provides a global search that
improves the overall solution. Other explored techniques included the particle
swarm optimization (PSO), harmony search algorithm (HSA), self-adaptive
differential evolution (SADE), co-variance matrix evolution strategy (CMA-ES),
seeker algorithm (SA), cuckoo search algorithm (CSA), ant colony optimization
(ACO) and bio-geography based optimization (BBO) [13–20].
The possibility to combine both deterministic and meta-heuristic approach
have been recently explored by researchers to get the best of each category to
solve the DOCRs coordination. Algorithm capabilities, efficiency improvement,
parameters control, convergence speed and quality of solutions are main factors
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to determine which algorithms will be combined to obtain the best solution for a
problem. Algorithms are combined to exploit the individual performance of each
technique, as in literature it has been observed that it is not practical to state
that a hybrid algorithm would perform well on all the optimization problems it is
exposed. The solution of DOCRs coordination using hybrid algorithms has shown
great results using hybrid PSO-LP, GSO-SQP, Fuzzy-Based GA, HGA-LP and DE-
LP [21–25].
Most research focuses on modeling the DOCRs coordination as a
mono-objective formulation by combining two or more single objective functions
with the use of weighting factors. The main characteristic of many optimization
problems is that these are multi-objectivity. A most recent approach to solving the
coordination problem in interconnected networks is to formulate the problem as a
true constrained combinatorial multi-objective optimization problem as stated and
solved in [26,27].
1.3 Justification
The meta-heuristic optimization techniques have different advantages that
make it first option for the solving of optimization problems. Its simplicity comes
from observing natural phenomena, being it the animal behaviors or evolution
concept, complying with the basis of the scientific method. Moreover, they can be
applied to solve various optimization problem without any change in the algorithm
structure, and are the optimization techniques most appropriate for real problems.
Thereby the protection coordination problem is usually solved by using these types
of algorithms.
The GWO is a new technique that can be applied successfully to address
the coordination problem as it has shown great results when used to solve other
optimization problems. It simulates the wolf’s strict dominant social hierarchy and
their hunting mechanism. The exploration and exploitation mechanism provides
CHAPTER 1. INTRODUCTION 6
the algorithm with a robust formulation to avoid local minima solutions and
improve algorithm convergence without the need to involve a large population as
compared to other similar approaches. The GWO has proven successful even
under highly constrained optimization problems with various restrictions. These
qualities make the algorithm competitive to solve the highly constrained DOCRs
coordination problem using both the single objective and multi-objective
formulation.
1.4 Hypothesis
The electrical power system trend is to increase the loading levels of the
network bringing along changes on the network configuration with the addition of
new elements. As the network increases, such is the complexity to coordinate all
relays on the network. Various techniques have been applied to ease the burden
as a result of the difficult task to ensure an optimal network coordination.
The search for new optimization methods inspired by nature’s behavior is a
continuous trend in scientific research because it has proven suitable to solve the
protection coordination problem subjected to numerous restrictions. Both
evolutionary and swarm intelligence algorithm has been explored with
satisfactory results on the reduction of the operation time and settings of the
relays.
With increasing complexity of the coordination problem, the traditional
methods are subjected to various coordination pairs violations, obtaining results
that are hardly applicable in practice. New optimization methods namely grey
Wolf optimizer and multi-objective grey wolf optimizer, present a robustness
characteristic that makes them suitable to improve the results obtained with
previously used techniques.
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1.5 Methodology
For the execution of this research, initially, a comprehensive review of the
coordination problem as an optimization problem is done. The problem is
examined to determine how the GA can be coded so that it be used to compare
the results of the proposed GWO and MOGWO algorithms. For this research,
DOCRs are considered due to its simplicity and its great use in electrical
networks.
The proposed algorithms to solve the coordination problem are reviewed
initially to determine if they would be applicable and useful. Both techniques have
never been used to solve the coordination. Therefore this research would be the
first in presenting them as an alternative solution since the proposal done by Dr.
Seyedali in 2014. Other works that have been published using both formulations
are analyzed to determine if any improvement has been done to the original codes
such that these improvements be considered when adapting these algorithms to
solve the coordination problem on large inter-connected systems.
Presented, is a complete formulation of the proposed algorithms along with
the objective functions and the mathematical models used. A comparison
between GA, GWO and MOGWO is made to determine which provide better
results with regards to various parameters analyzed. The objective is to get
optimal relay settings that would provide less operation time for the primary and
backup relays which in return would provide proper coordination time intervals.
Electrical utility companies have their procedures while doing the protection
coordination which is why this research takes into consideration various
restrictions used by them. Some of these limitations are evaluated to determine if
these algorithms would be applicable and go in hand with their procedures.
Various simulations using the MATLAB package is done to determine the
algorithm robustness and to confirm these results. Finally, presented is a general
conclusion with regards to the evaluations obtained during the various
simulations completed.
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1.6 Thesis Structure
The first chapter presents a brief introduction to the power system protection
and its importance. The over-current relay is introduced and a discussion as to
why protection engineers are seeking new techniques to improve the coordination
is given. Included also is the state of the art, justification, objectives, hypothesis
and the methodology of the research.
The composition of the second chapter includes a more into detail
background of the DOCR principle and application on electrical networks and the
traditional technique to perform the protection coordination using this protection
scheme for a general idea of its operation principle.
The third chapter includes a general introduction to the benchmark genetic
algorithm (GA), the grey wolf optimizer (GWO), and the multi-objective GWO. The
formulation and methodology of each are discussed to provide a general idea of
how these are used to solve an optimization problem.
The fourth chapter expands into how these algorithms are structured and
adapted to address the coordination of protection problem with the help of flow
diagrams and other helpful material. General information as to some
considerations for the work is included to provide data as to how the development
of the algorithm is carried away for guidance to reproduce the results displayed.
The fifth chapter demonstrates the results and simulation of six test cases
using the IEEE 14 and 30 Bus with the steps elaborated in chapter 4. Results
and simulations are analyzed and discussed using various tables and figures
corresponding to each test to demonstrate their advantage and disadvantage
with regards to their overall performance.
The last chapter provides general conclusions of the results and simulation
presented to provide the reader with sufficient explanation and data of the
findings of this research along with the contributions achieved with this thesis.
Also, provided in this chapter are recommendations for future works to be done.
Chapter 2
OVERCURRENT PROTECTION
In the present chapter, the concept of power systems protection with
directional overcurrent relays will be discussed, along with the conventional
procedure of protection coordination using this principle. A brief introduction to
the concept is provided with an example of the coordination using radial and
interconnected systems. Finally, some considerations taken to solve the
coordination problem is presented.
2.1 Directional overcurrent relay (67)
In recent years, overcurrent relays (OCRs) has been the most reliable
protection schemes applied to electrical networks worldwide due to its simple
operation principle and the fact that it complies with the core objectives of system
protection reliability, selectivity, speed, simplicity, and economics. These qualities
make the OCRs the best option for protection engineers to select them among
the other types of protection schemes for both distribution and transmission
networks. Electrical networks increase in complexity causing the OCR principle
of protection to become more and more unreliable by losing selectivity.
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The directional aspect of the overcurrent relay provides the selectivity aspect
on interconnected systems. DOCRs are capable of discriminating between the
forward and reverse direction current on its protected line, which is an important
feature knowing that interconnected networks are certain to have multiple sources
that can contribute to the similar magnitude of fault current on either side of the
protected line and cause an unnecessary trip on the system. Should this feature
not be available, it would be impossible for the relay to discriminate the fault for
one direction. The directionality also helps in reducing the coordination pairs that
can be formed on these interconnected systems because currents on the reverse
direction are not of interest. For simplicity of this thesis, an extensive review of the
directional sensing procedures for fault current and use of CT’s is not discussed.
The operation of DOCRs is very simple which makes this protection
scheme to be widely used especially on interconnected systems. The operation
of the relay is triggered when the measured current cause a direction control unit
and an overcurrent unit to operate after its magnitude surpasses its assigned
pickup current. The right operation of the relay is ensured by normally setting its
pickup current greater than the maximum possible load current (Iload) and below
the minimum fault current that can be seen on the protected line by using a plug
setting multiplier (PSM) as shown in:
Ipickup = Iload ∗ PSM (2.1)
The PSM is a security factor that is used to prevent any unnecessary trips
caused by line overload and current measurement errors. PSM values should
ensure the reliability of the relay operation and at the same time prevent this
current to be over the minimum fault current that the relay can sense. The
minimum fault current is given by a fault at the far end of its adjacent lines under
minimum generation.
The overcurrent relays are classified based on their operation characteristics
into three groups as shown in Figure 2.1. (a) Definite curve, (b) definite time and
(c) time inverse.
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Figure 2.1: OCR time-current operation characteristics.
Definite current relays operate instantaneously after the measured current
overcomes its assigned pickup. The furthest relay from the source is typically
assigned a lower pickup current and vice-versa for relays closest to the source.
The reason behind these pickup settings is to allow the furthest relay with the
smallest pickup current to operate quicker. The definite relays present low
selectivity and poor discrimination for high fault currents.
Definite time relays permit variable settings for different levels of currents
using different operation times. Different operating times are used to discriminate
the fault current such coordination can be achieved. The furthest relay from the
source is assigned a smaller time compared to relays closest to the source.
Operation depends on time instead of the current magnitude. These relays are
more selective than the previous OCR class but have the disadvantage of higher
operation times for faults closer to the source if there are many tripping steps.
Inverse time relays operate in less time for higher fault current magnitude
and vice-versa for smaller fault current magnitudes which make it more selective
as compared to the previous relay class. The high selectivity ensures that relays
closest to the fault operate first, if not upstream relays functions as a backup
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protection, this is known as selective coordination. The time-current
characteristic curves give the classification of this type or relays. The curve types
are manipulated using constants from Table 2.1, to obtain the desired
characteristic curve from either ANSI/IEEE or IEC standards, and insert them
into:
trelay =

 A(
ISC
Ipickup
)p
− 1
+B

× TDS (2.2)
where
trelay = Operation time of the relay in seconds
ISC = Short-circuit current magnitude
A,B, p = Time curve characteristic constants
TDS = Time dial setting
Table 2.1: IEEE and IEC Standard relay characteristics constants.
Standard Curve Type A B p
MI - Moderately Inverse 0.0515 0.1140 0.02
VI - Very Inverse 19.61 0.491 2.0
EI - Extremely inverse 28.2 0.1217 2.0
NI - Normally Inverse 5.95 0.18 2.0
ANSI/IEEE
STI - Short-time Inverse 0.02394 0.01694 0.02
SI - Standard Inverse (C1) 0.14 0 0.02
VI - Very Inverse (C2) 13.5 0 1
EI - Extremely Inverse (C3) 80 0 2
STI - Short-time inverse (C4) 0.05 0 0.04
IEC-60255
LTI - Long-time Inverse (C5) 120 0 1
A comparison of the different standardized curves is shown in Figure 2.2 (a)
for IEEE/ANSI curves and (b) for IEC using a common setting current and TDS
setting of 1.
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(a) ANSI/IEEE Time-inverse Characteristic (b) IEC 60255 Time-inverse Characteristic
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Figure 2.2: Time-current tripping characteristics of IDMT relays.
The inversion grade is given by the characteristic curve constants, while the
TDS determines the time multiplier setting used to increase or decrease the time
to obtain coordination between relays. Considering M to be the multiples of pickup
term given by ISC/Ipickup it can be observed that if M is greater than 1, the resulting
time would be an acceptable positive operation time that tends to infinity if the
short circuit value is closer to the assigned pickup value. If M is lower than one,
the time would be a negative value causing the relay not to operate or define a
reset state in its operation.
The time dial settings as mentioned before is used to increase the operation
time of a relay for a particular fault current to assist with coordination between
other time overcurrent relays. Increasing the time dial setting increases the relay
operation time and vice versa when it is reduced. Figure 2.3 shows the effect of
the (a) TDS and (b) PSM on inverse-time curves.
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Figure 2.3: Effect of TDS and PSM on inverse-time curves.
2.2 Protection coordination
Electric power networks are designed and built to be reliable and secure so
that service continuity and safety of equipment is achieved. The main purpose of
adding protective devices is to minimize and isolate the affected area on which a
fault occurs at the quickest time possible to prevent any damages to equipment.
Protective devices are either time or time-current selective to ensure reliability.
Overcurrent relays are very selective because of their current grading settings.
OCRs in radial networks are not obliged to have a directionality feature because
the current is unidirectional before and during a fault as shown in Figure 2.4.
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Figure 2.4: Four bus radial system.
It is important for the protection to be reliable. To ensure reliability the
concept of coordination is introduced. Coordination between relay is necessary
so that if the relay that protects a specific fault should operate before any other
relay, therefore ensuring selectivity. Considering the radial feeder on Figure 2.4, if
a fault should occur at F, relay R3 should operate to eliminate the fault current on
its protected line. However, it is possible that relay R3 is defective and did not
see the faulted current, hence the need for relay R2 to operate and remove it.
For this particular radial case, R3 is the primary relay that protects the line
between bus C and D. Relay R2 acts as a backup device for R3 ensuring that the
fault does not affect other sections of the system and at the same time serves as
a primary relay for the line between nodes B and C.
Relay R1 should be used as a backup relay to R2 while still providing primary
relay operation for its protected line AB. The operation time of the relay greatly
depends on the current grading settings. For the relays to be coordinated properly,
the operation times should comply with a coordination time interval (CTI).
The CTI is defined as the time after which a backup relay should operate
from the main relay to prevent simultaneous tripping. For proper coordination
between relays for a remote fault, the backup relay operation time should not be
less than the sum of the main relay operation time and the CTI. Typical CTI values
range from 0.2 and 0.5 sec to prevent overlapping of time-current curves hence
ensuring proper coordination with downstream relays.
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Figure 2.5: Operating time of OCRs with inverse-time characteristics.
The fault current viewed at R3 is greater than the fault current at R1,
therefore, for the fault F, the operating time of the relay R3 is much faster than the
operating time of R2 and R3. The adjustment of each relay should be done
starting from the relay most distant electrically from the positive impedance
source and work backward towards the source. The very inverse time-current
curves for the presented radial system is illustrated in Figure 2.5.
The non-adjustable settings of the relays limit their sensitivity towards fault
currents on different system loading levels. Electrical networks undergo constant
configuration and load changes which can cause an undesired operation of the
DOCRs. Such is the case for fault currents that may occur on maximum and
minimum generation. Figure 2.6 shows the inverse time-current characteristic
for both the max and min load scenarios. Firstly, it can be observed that if the
relay is adjusted using the max generation scenario, the maximum load current
will establish a pickup value that will limit the sensitivity of the relay should the
network operating state is on minimum generation.
Secondly, the operating time of the relay as a result of the reduction in fault
current will have an increment. Therefore the relay would operate slower to a
maximum fault on min generation case. Both effects presented becomes very
significant on interconnected systems because the relays have different pickup
current and settings, making the coordination between the DOCRs more complex.
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Figure 2.6: Inverse time-current characteristic for max and min load.
Protection coordination for the radial system is easily achievable as
opposed to interconnected systems. The coordination complexity increases as
more than one positive-sequence source feed a specific load. A simple
interconnected system is shown in Figure 2.7. The certainty of having currents in
either direction of the protected lines forces the need to use directional
overcurrent relays. Green arrows depict the direction of the fault current for which
the relay show operate as currents can come from both sides of the relay on
normal and abnormal system conditions.
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Figure 2.7: Four buses interconnected system.
As oppose to the radial system, interconnected systems require much more
relays to ensure its reliability, protection becomes expensive and harder to
coordinate. For this interconnected scenario, relays should only see currents
coming from its forward direction, hence the need for the directional feature. For
a fault in line BC, both positive sequence sources would feed the fault causing
reverse currents on relays R3 and R6 as shown with the red arrows on Figure
2.7. Without the directional characteristic, both relays would unnecessarily
operate disconnecting loads on buses B and C.
The directional relays block the operation for currents coming in its reverse
direction to prevent the disconnection of unnecessary loads. Ideally, relays R4
and R5 should be the only relays to operate and free the fault. For coordination
purpose, relay R2 should act as backup for R4 and R7 for R5 should any of the
primary relays fail to operate. As observed, the complication is given by the
increase of relays and coordination pairs. The set of relays acting as the main
and backup relays for a protected line is referred to as coordination pairs (CPs).
As observed, the coordination for the interconnected system becomes very
complicated. The need to ensure coordination for al CPs makes it a very tedious
task which is sometimes not achievable due to various network restrictions. A
particular case to discuss for interconnected systems is that because it is more
than likely to have a relay being part of various CPs, time-current curves can be
overlapped at different fault levels as shown in Figure 2.8.
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The overlapping of the curves is given by various reasons including the use
of different relay characteristic curves, different fault levels, and different relay
pickup values among the CPs. It is recommended that for radial systems, the
same characteristic curve is used to prevent this condition to some extent.
However, this recommendation is not entirely applicable to interconnected
systems, because contrary to radial systems it is more than likely that curve
crossover occurs due to the mentioned reasons.
The crossover of curves, as can be seen, can be very deceiving for different
fault levels. For higher fault levels the coordination pair might seem to be well
coordinated, but as the fault level decreases, the possibility for the backup relay to
operate before the main relay is higher causing an unwanted tripping operation.
Various research has focused on trying to resolve the issue using a two-point or
three-point fault method evaluation or by even including more degrees of freedom
using the current grading constants to modify and manipulate the characteristic of
the relay curves.
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2.3 General considerations
Before solving the coordination, using an optimization method, it is of
critical note to discuss the steps carried out to obtain the data used as input. The
initial steps include the input of the data for the tested networks considering the
conversion of these to a common system base. Typical data contains the number
of buses, bus type, bus voltages, generator, shunt and line impedances,
generation and load powers.
Load flow analysis is used to solve the nonlinear power flow equations to
obtain node voltages and powers flowing in each direction of the network lines.
The obtained voltages at each network bus and the active and reactive power flow
are used to get the line loads each relay sees during the steady-state condition of
the interconnected system. DOCRs relays require that the pickup currents be set
above the protected line maximum load current to prevent any unnecessary trip
due to overload or transformer inrush currents.
For identification purposes, all relays are assigned a name based on the
network topology. If the relay is located between buses 1 and 4, with bus one
being the closest to the given relay, the assigned relay name is ’R14’ as shown
using IEEE 6 Bus network system in Figure 2.9.
Figure 2.9: IEEE 6 bus network system.
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Coordination pairs are formed using each relay in the network excluding
those that protects power transformers. Relays that protects transformers are
assumed to use a different protection scheme and are excluded from forming the
coordination pairs. The process to form coordination pairs involves locating the
relay that will serve as the main protection for the line and locate all adjacent
buses in its reverse direction. Considering that the relay’s reverse direction is
opposite to the blue arrows in Figure 2.9 if relay R14 located at bus one is
selected as the main protection for line L14, then relays from buses five and six
looking into bus one are chosen as its backup relay.
Figure 2.10: Coordination pairs.
Coordination pairs formed using relay R14 are R51 and R61 as shown in
Figure 2.10. For a fault at location F, the relay R14 would see a fault current
of higher magnitude than on relays R51 and R61, which would require that the
coordination is met on both CPs. The different current levels seen by each relay
on an interconnected system increases the difficulty of coordination especially if
there is more than one CPs formed by the same relay.
Fault analysis is later used to determine the maximum and minimum fault
currents for each coordination pairs. The maximum fault current is required to
calculate the operation time of each relay. The maximum fault current is calculated
assuming that a bolted three-phase fault (Zf = 0) occurs at bus nearest to the
relay, which is assumed to be of the same magnitude as a fault occurring directly
in front of the relay. Minimum fault currents are used for a sensitivity analysis and
are obtained for each CPs by opening the far end of the adjacent line. As an
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example, using Figure 2.10, the minimum fault current, seen by relay R51 is given
by opening the far end of its backup protected line R14 and considering the fault
impedance as the opened line impedance.
The final stage before starting any optimization technique is to determine
whether or not all the formed coordination pairs can coordinate. For this, the
sensitivity analysis is performed to remove all the coordination pairs that due to
system restrictions, will not be able to coordinate. Backup relays should have the
ability to detect minimum fault currents that occur at the far end of its protected
line. Equation 2.3 is used to analyze each coordination pair to determine whether
or not coordination can be achieved.
Sb =
Isc2φ
PSM ∗ Iload
(2.3)
where Isc2φ is the minimum fault current that can be sensed by the backup
relay and PSM ∗Iload is the pickup current (multiple of the maximum load current).
The coordination pairs that does not overcome the sensitivity analysis are
relays with either high or unacceptable operating times. For fault currents below
the pickup current, the operation time is not necessarily guaranteed because if
the fault current is at the same magnitude as the pickup current, Infinite operating
time would be obtained as shown in Figure 2.11. For fault currents located inside
the asymptotic region and greater than the pickup current, high operating times
are obtained. Therefore, it is necessary for a sensitivity factor to be considered.
To ensure desirable operating time the following inequality constraint is given:
Sb ≥ 1.5 (2.4)
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Figure 2.11: Relay sensitivity analysis.
2.4 Chapter conclusion
Directional overcurrent relays (DOCRs) are widely used in electrical
networks due to their simple operating characteristic and low cost. The
directionality feature is not necessary on the radial system but is indispensable
on large interconnected systems due to the certainty of having multiple sources
that can contribute fault currents in either direction of a relay.
The DOCRs have three main time-current characteristics which determine
its operation for a given fault. The main used characteristic is the inverse time-
current due to the selectivity it provides the relay. The chapter provides a general
overview of these features and some general considerations taken to perform the
coordination using the DOCRs.
Chapter 3
OPTIMIZATION AND THE NI
ALGORITHMS
The present chapter aims to briefly introduce the concepts of optimization
and objective functions along with a general overview of the formulation of two
main natural imitations (NI) algorithms, namely the genetic algorithm (GA) and
the grey wolf optimization (GWO). Generalized concepts and basic procedures
of these algorithms are described so that the reader gets a general idea of how
the algorithms are designed and modeled mathematically using genetic operators
and natural behaviors.
3.1 Optimization
The simplest definition of optimization is the determination of the best
decision variable vector such that an overall optimum value is obtained for a
specific problem. One or more decision variables are evaluated using a problem-
specific objective function (OF). Each evaluation corresponds to the performance
of each decision vector on the problem domain known as the fitness. Generally
speaking, the optimization is resolved when an optimal solution is found.
24
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On the entire search space on which the OF is evaluated, multiple solutions
can be found. However, it is hard to ascertain that the result after all the decision
variables are evaluated, is the global optima instead of a locally optimal solution.
Figure 3.1 intends to demonstrate the idea behind both optimal concepts for a
minimization problem. The global solution will be strongly dependent on the
optimization technique used to solve the problem.
f(x)
xx1 x2
Local 
Optimum
Global 
Optimum
Figure 3.1: Local and global optima solutions.
The problem becomes even more challenging when constraints are
considered in its OF. If at any given point, the evaluated decision vector satisfies
the constraint, it is said to be a feasible solution. There are various types of
constraints to be fulfilled that can be added to the OF. The two main types of
constraints are the equality and the inequality constraints which are also known
as hard constraints.
Constraints bind the objective function so that it does not try and search
beyond the restriction even though there is a high possibility that better results
can be obtained outside the confined space. Flexible or Soft constraints such
as the penalty method can also be included in the OF. However, contrary to the
hard constraints, these are not obligatory to be satisfied but still assist greatly in
deciding the importance and quality of the solution.
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3.2 Objective function
An objective function (OF) is defined as a mathematical function used to
determine the performance of each set of decision variable for a specific
problem. The individual’s performance, known as the fitness, gives a general
idea in the search space of where a problem’s possible optimum solution is
located, the better the fitness, the closer it is to the optimal. The OF can be either
a cost function that corresponds to minimization problem [min(f(x)] or a fitness
function that corresponds to a maximization problem [max(f(x)].
One main characteristic of engineering problems is their multi-objectivity
which makes it very challenging to solve. There are two approaches to handling
the multi-objectivity of many real problems, a priori, and a posteriori approach.
The priori approach involves combining two or more functions of a multi-objective
problem to create a single-objective. It uses a set of weights to articulate the
importance of each function before optimization to obtain a Pareto-Optimal
solution (PO). The posteriori method maintains the multi-objectivity of the
problem by allowing each function to create a set of PO solutions so that the
desired extraction method is finally used to determine the best compromise
solution.
The fitness value resulting from the objective functions are random
quantities that fully depend on the decision variables of each vector. A
well-rounded OF should include all restriction and decision variables to obtain the
best feasible solution for the given problem. There is not a specific OF for all
problems, hence the reason why the OF is stated to be problem dependent.
However, each optimization solvers requires an OF which can be the same if
they are used to solve a specific problem. This research uses three optimization
solvers that use the same OF to determine their optimal solution. Two of which
uses the same natural inspired methodology (GWO and MOGWO). An overview
of the GA and the GWO algorithms are presented in the subsequent sections.
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3.3 Genetic Algorithm
Genetic algorithm (GA) imitates and uses various natural evolution
concepts. It was introduced by Dr. John Holland and further developed in the
mid-1960s and 1970s by Holland, his students, and colleagues at the University
of Michigan. Up until today’s date, this algorithm is part of a larger class of
evolutionary algorithms (EA). The evolutionary algorithms started in the early
1950s with a publication from A.M Turning in which it was intended to make a
machine think, "Computing Machinery and Intelligence," which included some
principles of the evolution theory.
The computer simulations of evolution then started and became more and
more common in the early 1960s of which some elements used, were essential
to the genetic algorithm, mainly selection, recombination, and mutation. In the
next decade to the 1970s, these evolutionary algorithms were widely used
methods to solve optimization problems including some complex engineering
ones, becoming more and more popular among other methods previously used.
During Dr. Holland research, he introduced the fundamental theorem of the GA
which is known as the Holland’s Schema Theorem. This theorem emphasized
that the survival chances of low-order schemata with above-average fitness
increase exponentially in successive generations.
GA mimics the process of biological evolution to solve simple and complex
optimization problems using the Darwinian principle better know as the survival
of the fittest. Its method starts with a population containing a pre-defined number
of individuals, or chromosomes as referred to in this research, that contains a
unique associated fitness which represents an objective value to the problem.
The chromosomes with best fitness value in each generation are selected and
reproduced with genetic-inspired operators to form the next population. According
to the Schema Theorem, this new population should have a better performance
that will result in a better solution.
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To prevent any premature solution (local minimum), the newly formed
chromosomes, referred to as child chromosomes, undergo a mutation process
which randomly modifies some of its genes using an appropriate mutation factor,
with the expectation of expanding the search space so as to obtain a global
solution instead. GA algorithm, like many optimization solutions, provides more
than one solution to a given problem; therefore, the final result is dependent on
the user stopping criteria.
3.3.1 GA population (Px)
GA uses a population consisted of individuals that have a unique fitness
value that corresponds to the optimization problem. The individuals are referred to
in this thesis as chromosomes (Cx), which has decision variables that, combined,
are a point in the entire search space and a potential solution to the problem. The
population size depends greatly on the simplicity or complexity of the problem and
on how accurate the solution needs to be. Larger size population, increases the
search space and the possibility for the algorithm to locate a global solution. The
size has a direct effect on the execution time of the algorithm, for which logically for
simple problems, the size should be smaller and vice-versa for complex problems.
The chromosomes that form the GA’s population, consist of one or many
genes, as shown in Figure 3.2 which are mapped uniquely to a setting or decision
variable of the problem. The length of each chromosome depends on the total
number of decision variables the problem has, of which these decision variables
are formed either by alleles, integers, or real values. The GA does not depend
on initial starting points as deterministic methods do. Instead, the creation of the
first population is done with random genes for each chromosome that forms this
population. The random genes should be generated between the lower and upper
boundary assigned for each setting as required by the problem.
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Genes (Decision Variables)
Figure 3.2: Representation of chromosome (Cx) used on GA.
All the chromosomes in the population are evaluated using an objective
function to determine a fitness value for the given problem. These fitness values
determine the approximation each chromosome has with regards to the solution
for each generation, the closer these are, the better fitness these would have.
Chromosomes in nature do not contain similar genes, which is why all
organism are different. In the GA, this is one of many requirements that needs to
get accomplished which is why each chromosome and population are different
from generation to generation. Shown in Figure 3.3 is a typical GA’s population
consisting of four chromosomes with non-similar genes.
During the crossover process, two or more individuals are reproduced
giving the result to new chromosomes having traits from each of these "parent"
chromosomes that are expected not to have all the genes of only one parent.
Another nature inspired operator, know as mutation is used to improve the
diversity of the population after each generation.
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Figure 3.3: GA’s population formulation.
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Chromosomes are randomly selected from the population and applied a
mutation factor in determining which of its genes will be mutated giving the
algorithm to explore surrounding areas in the search space. After the selection,
crossover and mutation process, a new population replaces the initial random
generated population giving the algorithm a better location on the search area to
repeat the process and converge to obtain a better solution closer to the desired
global minimum.
The population size and chromosome length in the GA remain the same
throughout the simulation process to provide the algorithm the robustness that
characterizes these. For the purpose of this research, real-valued genes are used
to generate each population because these have been claimed to increase the
efficiency and precision of the algorithm.
The natural behavior of a chromosome in a population is to compete for
resources and mates for survival. The fittest will maintain itself strong and have
the ability to produce more child chromosomes than those that had a poor
performance. The child chromosomes in some cases have better genes than
their parent resulting in a better fitness value, hence being better capable of
surviving the exposed environment. Each chromosome is evaluated using a
defined OF according to the optimization problem to determine how well each
performed in a problem domain.
3.3.2 Selection
The selection process is vital in the genetic algorithm. After the evaluation
process, each chromosome in the population is assigned a fitness value
depending on its performance in the problem domain. The fittest will be biased
by this value to have a high probability to be selected to produce one or more
child chromosome that will form the new population. Based on the elitism
concept, the chromosomes that perform poorly during the evaluation will have
less to no probability of being selected and is replaced by newly generated
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offspring to maintain constant the size of the population. The selection process in
GA is done by either evaluating all or a portion of the population, depending a lot
on the execution time, as evaluating all possible solutions on a population can be
somewhat time-consuming on complex problems.
Each chromosome fitness represents a portion of the population’s selection
area, as illustrated in Figure 3.4. The percentage of the covered area depends
directly on the fitness value of each after the evaluation process. Chromosome
CX1 is the individual with the largest percentage of the entire selection area,
covering 50% of the entire area. Because this has a larger selection area, it is
more probable to be selected more than once to form the new generation as
opposed to chromosome CX4 which has a lesser percentage of coverage in the
selection area. The high probability for the fittest chromosome to be selected will
guarantee the formation of the next generation with the best individuals. At the
same time risking the population’s diversity as these will dominate the selection
process after a couple of generations which will probably lead to a premature
solution, denominated as "Algorithm stagnation."
Cx3
15%
Cx4
10%
Cx1
50%
Cx2
25%
Cx4
10%
Cx1
50%
Cx2
25%
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15%
Figure 3.4: Selection area of the GA population.
The percentage of the selection area for each chromosome can be
obtained using either a fitness-based approach, known as the fitness evaluation
percentage (FEP) or by a ranking-based approach, referred to as the fitness
ranking percentage (FRP). The first consist in obtaining the raw fitness value of
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each chromosome and determine what percentage of the total sum of all the
current population fitness value it corresponds to, while the latter consist on
sorting each fitness value starting from the fittest chromosome to the least fit and
obtaining the percentage based on its ranking. Each chromosome is then
assigned a proportion of the selection area using Equation 3.1.
Pi =
xi∑N
j=1 xj
(3.1)
Where:
Pi = Percentage value assigned to the Cx on the i
th position.
xi = Fitness or ranking value assigned to the Cx on the i
th position.
xj = Fitness or ranking value assigned to the Cx on the j
th position.
N = Total number of chromosomes on the population.
A comparison between the percentage calculation methods is depicted in
Figure 3.5 using the data from Table 3.1. On which it shows the fitness values
for a minimization problem along with the percentage assigned using the methods
mentioned above.
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Cx6Cx7
% Based on Fitness Ranking% Based on Fitness Evaluation
Figure 3.5: Fitness evaluation and fitness ranking approach results.
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Table 3.1: Evaluation and ranking based approach for the case study.
Fitness Fit-Evaluation Fit-Ranking
Cx1 17 5.33 6.13
Cx2 14 6.47 7.35
Cx3 22 4.11 4.59
Cx4 12 7.55 9.19
Cx5 8 11.3 12.2
Cx6 19 4.77 5.25
Cx7 6 15.10 18.38
Cx8 2 45.31 0.793
Considering the table shows data for a minimization problem, the smallest
fitness value represents the fittest chromosome and the largest fitness value, the
worst chromosome. The percentage assigned to the weakest chromosome
increases using the ranking-based approach, which would give this chromosome
a higher percentage to be selected compared to the evaluation-based approach.
The ranking-based approach also affects the fittest chromosome as it reduces its
selection area percentage, reducing its selection probability during the selection
process.
Minimizing the fittest chromosome selection percentage increases the
likelihood of fewer fit chromosomes to be selected. The selection method to be
used will choose the chromosomes randomly based on their selection space
each one is assigned. For the purpose of this research the fitness ranking
percentage method is used, to increase the chance of diversity of the population
by having a better probability to select fewer fit chromosomes and improve the
algorithm by preventing having an algorithm stagnation. Implementation of
various selection methods in the genetic algorithm is possible, of which the three
most commonly used methods are the tournament, roulette wheel selection, and
elitism that are subsequently described.
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3.3.2.1 Tournament selection method
The percentage of the selection space each chromosome occupies is
obtained using the fitness-based or ranking based approach as described earlier.
The selection mechanisms use the probability of each chromosome to select
parent chromosomes from the current population and insert into a mating pool so
that they can later be used to generate the population that will replace the current
one. In the tournament selection method, one or more chromosomes are
selected from the entire population randomly to compete against each other.
The number of chromosomes that are used in this tournament depends on
the tournament size which is adjusted using a selection pressure method. This
approach preserves diversity which can degrade the convergence speed of the
algorithm. Because of the percentage of selection area each chromosome
occupies, it is more likely to select the fittest to compete with another fit
individual. After the tournament, only one of the chromosomes selected will be
chosen to insert into the mating pool.
An example of a minimization problem using this selection method is shown
in Figure 3.6. It can be observed that if the selected tournament size is three, it will
randomly obtain three chromosomes from the current population and have them
compete against each other to determine and insert the fittest into the mating
pool. The chromosome with the best fitness, as in this case for a minimization
problem, is the winner. The process is repeated until the mating pool is filled with
the winners of each tournament.
f=17
f=22
Random
f=14
f=12
f=19
f=8
f=2
f=6
f=17
f=6
f=6
Tournament size = 3
Best ChromosomeSelection
f=12
Figure 3.6: Tournament selection.
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The tournament size controls the diversity of the selection, and the selection
pressure determines the favored chromosomes; the higher the selection pressure,
the fittest chromosomes are favored. The disadvantage of using the tournament
selection is that it can lead to a loss of diversity because of two main factors. 1.
The greater the possibility to select fitter chromosome to compete each other will
result in losing some of the fittest chromosomes and 2. Some of the population
might not get a chance to compete in a tournament and have the possibility to be
selected to be in the mating pool. The mating pool should have better average
fitness than the average population fitness as this is comprised mainly of winners
of their individual tournament. These will lead to having better offspring after the
reproduction process.
3.3.2.2 Roulette wheel selection method
The roulette wheel selection method, also known as the proportionate
fitness selection, uses a similar probabilistic mechanism as many selection
methods to select chromosomes based on its performance in the problem
domain. Each chromosome of the population is mapped to a contiguous interval
based on its performance, using its raw fitness value or the ranking value
assigned. In Figure 3.7 the area of the inner circle is the sum of the probability
percentage of all the individual that forms the population.
Cx4
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Cx6
Cx8
Cx1
Cx3
Cx5
Cx7
Figure 3.7: Ranking-based roulette wheel selection.
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Chromosome 8 has the best fitness and occupies the largest interval
because according to Table 3.1, it has a 36.79% chance to be selected using the
ranking-based approach. This chromosome has a better chance in comparison
to weaker ones to be chosen to reproduce the new generation. The roulette
wheel is simulated by randomly generating a number that will lie into an interval
[0, S], being S the sum of the ranking value or raw fitness value. The random
number generated will fall into one of the segmented intervals, being this the
chromosome that will be selected and inserted into the mating pool. This process
repeats until a desired number of parents is obtained. Weak chromosomes are
likely to be chosen using the roulette wheel selection method, helping in
diversifying the population and prevent a premature solution, promoting a
continuous exploration in successive generations.
3.3.2.3 Elitism
The Darwinian’s evolution theory states that strong individuals of a
population shall be more capable of surviving its environment and reproduce to
create the new population. Because most selection method is somewhat
stochastic, it is important to ensure the inclusion of fitter chromosomes by
passing them untouched to the newly generated population to prevent losing
these throughout the process. During the natural imitation operators as
crossover and mutation, it is possible that the best chromosome is changed
giving the result to a different chromosome, degrading the convergence of the
algorithm. Mutation and crossover are a major cause for the loss of the best
chromosome after generations. The elitism method ensures that the best, or
some of the best chromosomes in the population be included on the successive
generations unchanged.
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3.3.3 Crossover
Chromosomes in the mating pool created during the selection process, are
used in the crossover process to generate the offspring. Crossover is the core and
main genetic inspired operator that manipulates the genes of the chromosomes in
GA. It is the process that determines whether or not the newly created population
will be better than its predecessor. The Schema Theorem assumes that the newly
created chromosome on average produces better fitness in comparison to the
previous population.
The chromosomes from the mating pool are randomly chosen to
interchange genes to create new chromosomes using one of various crossover
methods. The idea of these methods is to produce offspring that will be made up
of genes from both parents expecting that these provide a better performance
during the evaluation process. The fitter these child chromosomes are in
comparison to the parents, improves the convergence curve of the GA.
Crossover can be done using two or more parent chromosomes with any of the
variations on the crossover. Three main variations are that of a single point,
multi-point, and uniform crossover.
3.3.3.1 Single-point crossover
The single-point crossover is the simplest of the crossover methods. It
requires a random generation of a single point for each reproduction done to
determine the exchanged genes of the parent chromosomes. The single point ’k’
is determined uniformly at random between 1 and the n-1 position of the
chromosome, being ’n’ the number of genes in the chromosome. The total
number of crossovers are determined based on the size of the population and
the number of parents selected to be reproduced.
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Parent 1
Offspring 1
Crossover point k= 3 (m=1)
n=8
Parent 2
Offspring 2
Gene 1 Gene 2 Gene 3 Gene 4 Gene 5 Gene 6 Gene 7 Gene 8
Gene 1 Gene 2 Gene 3 Gene 4 Gene 5 Gene 6 Gene 7 Gene 8
Gene 1 Gene 2 Gene 3 Gene 4 Gene 5 Gene 6 Gene 7 Gene 8
Gene 1 Gene 2 Gene 3 Gene 4 Gene 5 Gene 6 Gene 7 Gene 8
Figure 3.8: Single-point crossover, k = 1.
The selected parent chromosomes are selected randomly from the mating
pool. The single point is randomly generated for each pair of parents to
determine at which point each chromosome will be cut and divided. The genes
after the crossover point are exchanged among each parent to exchange genetic
information resulting in two offspring as illustrated in Figure 3.8. This simple
crossover method is excellent when it is necessary to reduce algorithm execution
time because it does not require too many operations. Population disruption with
this approach is dependent on the length of the chromosome and the number of
occasions a chromosome is selected as a parent.
3.3.3.2 Multi-point crossover
This method is similar to the single-point crossover with the exception that
two or more crossover points ki are randomly generated instead of one, ki ∈
{1,2,. . .,n-1}, n being the number of genes of the chromosome. The generated
cut points should not be repeated and, before the reproduction process they
should be sorted so that the cut-points appears in ascending order. As shown on
Figure 3.9, all genes from cut point ki to the cut-point (ki+1) is exchanged
between the parents. This exchange of genes should be done for each cut-point
interval.
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Figure 3.9: Multi-point crossover, ki=3,6.
The possible number of cut-points m increases if the chromosomes have a
greater number of genes, which in turn would increase the algorithm execution
time. The population disruption is dependent on the number of cut-points
generated and length of the chromosome.
3.3.3.3 Uniform crossover
Uniform crossover otherwise known as discrete recombination when using
real-valued alleles is a method that in comparison to the single and multi-point
crossover permits the uniform exchange at a gene level rather than an interval
level. The method is dependent on a randomly generated mutation vector know
as a crossover mask, cmsk. The crossover mask should have the same length
as the chromosome structure because each bit of this mask will determine the
exchanged genes of each parent as shown in Figure 3.10.
Figure 3.10: Uniform crossover.
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All genes of the parent chromosomes with this method has a probability of
50% to be exchanged. The bit parallel to the gene position determines if the
exchanged genes come from one parent or the next. If the bit is 1, the swapping
of the genes of each parent occurs at that position reproducing the first offspring;
the opposite occurs for the second.
3.3.4 Mutation
Another basic operator based on the natural imitation is the mutation
operator. This operator promotes the diversity on a population to prevent the
algorithm stagnation. It injects random alleles in selected chromosomes to
explore the neighborhood of the population’s search space which is somewhat
similar to what the crossover operator does inside the population search space.
The mutation operator gains importance during the algorithm convergence
because this permits the algorithm to continue searching generation after
generation to obtain a global solution instead of a possible solution using only the
crossover operator. In 1975, De Jong recommended using a mutation probability
of n-1, n being the length of the chromosome to determine what percentage of
the chromosome will be mutated during this process. Other researchers
proposed differently by including a mutation mask ’mut’ similar to the crossover
mask, generated randomly that instead of swapping the selected chromosome
gene, it replace it with a new gene as shown in Figure 3.11.
Figure 3.11: Mutation on selected chromosome.
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The number of chromosomes to be mutated should be specified before the
initialization and should remain constant throughout the generations. Some
researchers have proven very effective to increase this number especially if the
population disruption increases. Specific mutation is another way to implement
the mutation process whenever there is a compromise of diversity, on which
specific chromosomes from the population undergoes mutation. The reduction of
diversity in the population on the successive generations can occur during the
crossover process, which results in a faster convergence of the algorithm, limiting
it to continue to search its surroundings.
3.4 Grey Wolf Optimizer
The grey wolf optimizer (GWO) is a new optimization problem-solving
technique proposed by Mirjalili and Lewis et al. in 2014. The increasing interest
in applying meta-heuristic algorithms to solve real life problems in different areas
of study has led to the development and improvement of many optimization
algorithms that proves very effective considering their simplicity, flexibility and
their capabilities to avoid local minima. The algorithms simplicity is due to the
easily adaptive natural behavior and evolutionary concepts of natural
phenomena. The GWO is part of a larger class family of swarm intelligence (SI)
based on the natural imitation of the leadership and hunting mechanism of the
grey wolves (Canis Lupus).
The characteristic of the SI algorithms is their outstanding collective problem-
solving capabilities modeled by natural swarm systems. These algorithms have
been applied successfully to many real-life applications and have proven to be
suitable to address complex problems not easily solved with their conventional
methods. The GWO has been implemented to address some of these real-life
problems in various areas including engineering and has proven very successful.
CHAPTER 3. OPTIMIZATION AND THE NI ALGORITHMS 42
The inspiration of the GWO algorithm is the natural imitation of the strict
leadership hierarchy and hunting mechanism of the grey wolves. It starts by
generating a population of wolves (pack) that will have an initial random
distribution to cover a larger area of the search space to locate a possible prey
(solution). Each wolf explores its surroundings to determine if there is a weak
prey nearby, this process involves evaluating an OF corresponding to the
problem. Their performance on the problem domain is used to obtain the 3 best
solutions which will be considered the three best wolves in the social hierarchy,
alpha (α), beta (β) and delta (δ) that will be used to update the position of all the
other wolves in the pack known as the omega wolves (ω) or search agents.
The fitness value determines the wolf’s proximity to the weakest prey and, on
each iteration, update their position to get closer to the prey until they reach close
enough so that they can attack. The algorithm undergoes three main processes,
hunting, encircling and attacking of prey until it reaches an end criterion. At the
end of the algorithm, the position of the alpha wolf is considered the best solution
to the problem.
3.4.1 Motivation and social hierarchy
The grey wolves are part of the Canidae family and are considered apex
predators, meaning that they are at the top of the food chain. They live in packs
that are on average 5 - 12 individuals in size and response to a very strict dominant
leadership hierarchy as shown in Figure 3.12.
Figure 3.12: Hierarchy of the grey wolf.
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The leaders of the pack are known as alphas, comprised of a dominant male
and female that makes all important decisions that would reflect the growth and
welfare of the pack. These wolves are not necessarily the strongest of the pack
but are considered the most suitable to lead and manage the pack. They are
responsible for creating rules for the pack, maintain the hunting territory, decide
on hunting groups and when to go hunting. The alpha key role is to ensure that
the pack maintains itself as a family and act only for the well-being of the pack.
The second level within the dominance hierarchy are the beta wolves.
These wolves do not only receive direct commands from the alpha wolves for the
wolf pack to follow but also assist in the making of the decision and the
organization of the pack activities, they are committed and loyal to the pack and
ensure reinforcement of the alpha’s decision. Should something happen to the
alpha wolves or gets old, the beta wolves are the most suitable candidates to
replace them. They sometimes call, and decide when to hunt. The beta wolf’s
key role is to act as an adviser to the alpha and ensure that the pack follows the
commands.
The wolves that are on the third level of the hierarchy are the subordinates
known as the delta wolves which are somewhat in training to become beta wolves.
These delta wolves are under the alpha and beta wolves but are over the last
level wolves, the omegas. Delta wolves are made up of scouts that advise the
pack of possible dangers, sentinels to ensure the safeness of the pack, elders
that were once on the top of the hierarchy, hunters that ensure food abundance
and caretakers who keep the pack in a healthy state.
The wolves that are on the last level of the hierarchy are the omegas. These
wolves are at the lowest rank, because normally they are the young wolves which
are just learning the behavior of the pack, they can also be demoted wolves due
to bad behavior or those wolves that have returned after leaving the pack. These
wolves have to submit to the dominant wolves and are usually the last to eat.
Although these are not the in the top level of the hierarchy, they are vital to the
pack. Losing the omega wolf causes internal fighting as observed in nature.
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Figure 3.13: Wolf representation for GWO.
To mathematically model the social hierarchy of the wolves the alpha (α),
beta (β) and the delta (δ) will be considered the first, second and third best solution
respectively. These wolves guide the hunting process and the omega wolves
(ω) will just follow. The solution of each wolves is derivative of their individual
performance on a problem domain, denoted as fitness. Each wolf consists of a set
of traits that are unique to them, similar to the chromosomes in genetic algorithms
as shown on Figure 3.13. The set of traits of each wolf provides them with the
knowledge to know how far they are from the prey.
3.4.2 Hunting of prey
Grey wolves are well known for their pack collaboration and intelligence to
take down preys much larger than themselves. Similar to other optimization
algorithms, GWO search process initiates by creating a random population of
grey wolves (candidate solutions). Figure 3.14 shows a representative of the
GWO population known as the pack. Each of the randomly generated wolves of
the pack is positioned randomly in the search area with the intention that these
occupy as much space in the area where a possible prey is.
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Trait 1 Trait 2 Trait 3 Trait 4 Trait 5 Trait 6 Trait 7 Trait 8
Trait 1 Trait 2 Trait 3 Trait 4 Trait 5 Trait 6 Trait 7 Trait 8
Trait 1 Trait 2 Trait 3 Trait 4 Trait 5 Trait 6 Trait 7 Trait 8
Trait 1 Trait 2 Trait 3 Trait 4 Trait 5 Trait 6 Trait 7 Trait 8
Figure 3.14: Wolf pack representation for GWO.
While hunting, wolves are very opportunists, they test their prey to determine
its weakness and vulnerability. Each wolf in the pack has a specific role in the
searching for this prey. The alpha, beta and delta wolf are in charge to lead the
search and locate the prey while the omega wolves update their positions around
the prey after it is identified. In the search space, the location of the weakest prey
location is not known.
To cover as much of the search space, all wolves from the pack diverge from
each other to continuously search and select the prey that is in some way the
weakest and is more vulnerable than the other individuals in their herds, either
because they are sick, injured, old or young. A stronger prey may sometimes
find itself in a vulnerable situation making them the target instead. During hunting
in GWO, the wolf that performs better (closest to the prey) after each iteration is
updated as the alpha wolf; the second and third best solutions are updated as the
beta and delta wolves respectively. The hunting process is ongoing throughout
the iterations until an end criterion is met.
3.4.3 Encircling of prey
Once the pack identifies the weakest prey, the wolves position themselves
around it to instill fear and eventually attack. If the prey has many factors that
favor it, the wolves will initiate a persecution until the odds for the pack improve.
The wolves winning maneuver in many cases is to separate the prey from the
herd so that it becomes more vulnerable and easier to catch. When the prey
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means no threat to the pack, they would successfully encircle the prey so that it
eventually panics and succumbs to their attack. It is of interesting note that the
rest of the pack only assist in maximizing the success of the attack if needed. To
mathematically model the wolf behavior to encircle the prey, the following
equations are used:
−→
D =
∣∣∣−→C · −→Xp(t)−−→X (t)∣∣∣ (3.2)
.
−→
X (t+ 1) =
−→
Xp(t)−
−→
A ·
−→
D (3.3)
Where t is the current algorithm iteration,
−→
A and
−→
C are the exploration
coefficient vectors,
−→
X p is the prey position vector, and
−→
X is the wolf position
vector. The three best solutions α, β, and δ have the best knowledge of the prey,
their distance from a search agent wolf is given by:
−→
Dα =
∣∣∣−→C1 · −→Xα −−→X ∣∣∣
−→
Dβ =
∣∣∣−→C2 · −→Xβ −−→X ∣∣∣
−→
Dδ =
∣∣∣−→C3 · −→Xδ −−→X ∣∣∣
(3.4)
Where
−→
Xα, is the position of the alpha,
−→
X β is the position of the beta,
−→
X δ is
the position of the delta. All search agent ω wolves update their positions
according to the position of the best search agents somewhere in between the
best wolves and the prey after each iteration using:
−→
X1(t) =
−→
Xα −
−→
A1 ·
−→
Dα
−→
X2(t) =
−→
Xβ −
−→
A2 ·
−→
Dβ
−→
X3(t) =
−→
Xδ −
−→
A3 ·
−→
Dδ
−→
X (t+ 1) =
−→
X1(t)+
−→
X2(t)+
−→
X3(t)
3
(3.5)
Where
−→
C 1,
−→
C 2,
−→
C 3 and
−→
A 1,
−→
A 2,
−→
A 3 are all random vectors and
−→
X is the
position of the search agent to update.
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Figure 3.15: Position update in GWO.
As shown in Figure 3.15, the final position of the wolves is anywhere in
between the best wolves and the prey. The α, β, and δ define a circular area
estimating the location of the prey, and the other search agent wolves updates
their position randomly inside the circle, around the prey.
3.4.4 Attacking of Prey
The hunting process is concluded by attacking the prey. In nature, the α,
β, and δ are in charge to isolate the prey from its herd to consecutively weaken
it by issuing timely attacks to specific body parts like the nose and throat while
on the chase or when it has stopped moving. The attack can be frontal, from the
rear or the sides depending on the type, size and strength of the prey. In GWO
the attacking process is simulated on the final iterations. The mathematical model
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used in GWO to diverge to search for a weaker prey in the initial stage and to
converge and attack during the last stage given by:
∣∣∣−→A > 1∣∣∣ and−→C > 1 − Exploration∣∣∣−→A < 1∣∣∣ and−→C < 1 − Exploitation (3.6)
Where
−→
A and
−→
C are coefficient vectors used in the GWO formulation to
force the exploration in the initial stage and at the same time oblige the algorithm
to converge on the final iterations.
−→
A is generated randomly for each iteration with
values in the interval [-a,a], where −→a is decreased linearly from 2 to 0 during the
iterations. Whenever the random values generated
−→
A are within the range [-1,1],
the search agent wolf can be located in any position between its last position and
the prey. Figure 3.16 shows the effect of
−→
A in GWO to force the (a) search or the
(b) attacking of the prey.
The coefficient
−→
C favors the exploration and contains random values in
[0,2]. Vector
−→
C assist in emphasizing ( C > 1) or deemphasizing ( C < 1) the prey
effect stochastically with the objective to assist GWO to have a random behavior
throughout the optimization to continuously favor the exploration process. As
opposed to
−→
A ,
−→
C is not linearly decreased and shows greater importance
especially on the final iterations to prevent the local optima stagnation.
Figure 3.16: Searching vs. attacking of prey.
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3.5 Chapter conclusion
Initially, the chapter introduces the general concept of optimization for both
minimization and maximization problems. The local and global solution is
explained with the use of a figure to give an insight into the differences between
both. The use of an objective function on optimization problems is described to
introduce the concept and the reason why it is important.
The GA and the GWO are described in detail to give an overview of how
both techniques are used to solve any optimization problem. The generation of
the initial and subsequent generations are described for both along with their
evaluation process. The selection, crossover and mutation process of the GA
and the hunting, encircling and attacking of the GWO are explained. The
mathematical model of each of the GWO algorithm is also presented.
Chapter 4
FORMULATION OF THE NATURAL
IMITATION ALGORITHMS
In the present chapter, the algorithms presented in chapter three are
adapted to solve the DOCRs coordination problem using time-current curve
characteristics. The different considerations and modifications to the algorithms
used to adjust each of the algorithms to solve the problem on the restricted
domain are discussed. The weighted and the multi-objective formulation of the
proposed algorithm GWO is reviewed to give an overview of how these are used
to obtain the Pareto-front of the optimization problem.
4.1 Initial population
Meta-heuristic algorithms use a population-based approach to solving
optimization problems. The genetic algorithm is the first and most used
optimization technique to solve the DOCRs coordination and is utilized in this
research as a benchmark algorithm to compare the proposed GWO algorithms.
As discussed in the previous chapter, GA’s population is formed with various
individuals know as chromosomes that consist of different genes which give the
particular chromosome its unique characteristic. Similar to the GA, GWO’s
50
CHAPTER 4. FORMULATION OF THE NATURAL IMITATION ALGORITHMS 51
population is formed with some individuals known as search agent wolves that
consist of different traits that provide them with a unique capacity of knowing their
distance from other search agents and the prey. Using GA and GWO to solve the
DOCRs coordination, each relay setting is considered a gene on the GA’s
chromosome or a trait on GWO’s search agent wolf.
The DOCRs relay provides current dependent time operation based on its
characteristic curve given by Equation 2.2, where the relay adjustable settings
PSM, TDS, A, B and p, determines its degree of freedom. If only two settings are
adjusted on the relay, it is known as having only two degrees of freedom. A total
of five degrees of freedom is possible by adjusting all the settings of the relay
resulting in non-standardized characteristic curves. The length of the
chromosome or search agent wolf is dependent on the number of relays (NR) of
the system and their number of settings (NS). Figure 4.1 shows how a
chromosome or a search agent wolf is created for a network system with four
DOCRs if (a) 2 or (b) 3 degrees of freedom are considered respectively.
TDSR1 PSMR1 TDSR2 PSMR2 TDSR3 PSMR3 TDSR4 PSMR4
 
(a) Two Adjustable settings  - TDS and PSM
TCCR1 TDSR2 PSMR2 TCCR2 TDSR3 PSMR3 TCCR3 TDSR4TDSR1 PSMR1 PSMR4 TCCR4
(b) Three Adjustable settings  - TDS, PSM and TCC
Relay 1 Relay 2 Relay 3 Relay 4
Relay 1 Relay 2 Relay 3 Relay 4
Figure 4.1: Length of a chromosome (GA) or a search agent wolf (GWO).
The TCC is the time-current curve characteristic. This 3rd setting allows the
relays to adapt any of the characteristic curve presented in Table 2.1. Whenever
a non-conventional time-current curve is desired, the third degree of freedom
breaks into three settings, having a total of five adjustable settings resulting to an
individual with 20 adjustable settings for the 4-relay network system.
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The population size (PS) can remain constant or can be modified
throughout the iterations to improve the convergence rate of the algorithm. In this
research, the population size is maintained constant and will depend solely on
the considered number of individuals (NIND) and their length (LIND). The
population size is given by PS = [NIND × LIND] , where it is observed that
PS increases as more adjustable settings or individuals are used. Equation 4.1
shows the general matrix arrangement of the initial population where each row
represents a population’s individual and each column a relay setting.
PS =


TDSr1−1 PSMr1−1 TDSr2−1 PSMr2−1 . . . TDSNR−1 PSMNR−1
TDSr1−2 PSMr1−2 TDSr2−2 PSMr2−2 . . . TDSNR−2 PSMNR−2
...
...
...
...
. . .
...
...
TDSr1−NIND PSMr1−NIND TDSr2−NIND PSMr2−NIND . . . TDSNR−NIND PSMNR−NIND


(4.1)
Each consists of randomly generated values in the upper and lower
boundaries of each of its adjustable setting (AS). The assigned values for each
gene or trait for GA and GWO respectively is given by:
AS = ASlower + [ASupper − ASlower]×Rand, Rand ∈ [0, 1] (4.2)
Should three degrees of freedom be used instead, the TCC random
generated values is obtained using:
TCC = ⌈NC ×Rand⌉ , Rand ∈ [0, 1] (4.3)
Where NC is the number of characteristic curves to choose from, using
Table 2.1. The relay characteristic curve will depend on the parameters of the
chosen TCC. If this third degree of freedom is expanded to obtain
non-standardized curves, all randomly generated settings of the population’s
individual, are obtained using Equation 4.2.
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4.2 DOCRs coordination constraints
DOCRs coordination in large interconnected systems is a
highly-constrained optimization problem that has been solved using various
techniques. The restrictions limit the decision variables on its cost function
making it even more complex to solve using conventional methods. The
coordination viewed as an optimization problem requires the satisfaction of both
hard and soft constraints on the formulation of its population and the objective
function. The hard constraints are given for the ranges on which its decision
variables should operate while the soft constraints aid with assisting in the final
decision to choose the best individual of a population. The decision variables that
determines the characteristic curves on DOCRs are the plug multiplier setting
(PSM) and the time dial settings (TDS) for two degrees of freedom.
4.2.1 PSM inequality constraints
The PSM range should ensure that the relay discriminates between normal
and abnormal conditions. The maximum (PSMmax) and minimum (PSMmin) value
should ensure that the pickup current given by Equation 2.1, is set above the
maximum load current and below the minimum fault current seen by the relay
respectively. The PSM inequality hard constraint is given by:
PSMmin ≤ PSM ≤ PSMmax (4.4)
4.2.2 TDS inequality constraints
The TDS is the multiplier setting used to increase or decrease the relay
operation time to assist in the coordination between two relays. The effect of
increasing and decreasing the TDS is shown in Figure 2.3. The maximum setting
(TDSmax) should ensure that the resulting operation time for a fault current is not
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high to prevent damages to the network equipment. The minimum setting
(TDSmax) on the other hand should prevent the relay to operate as an
instantaneous relay defying the purpose of time-current grading curves. The TDS
inequality hard constraint is given by:
TDSmin ≤ TDS ≤ TDSmax (4.5)
4.2.3 CTI inequality constraints
It is required that the primary relay (tp ) is given ample time to operate to
free any abnormal condition present on its protected line before the backup relay
(tp operates for both near and far ended faults to guarantee coordination between
coordination pairs. The backup relay should operate only if one of the primary
relays in its forward direction adjacent line fails to operate. The recommended time
between the operation of both relays is known as the coordination time interval
((CTI). The CTI inequality soft constraint is given by:
tnb − t
n
p ≥ CTI, t
f
b − t
f
p ≥ CTI (4.6)
Where tnb and t
f
b are the operating times for the backup relay for both near
ended and far ended fault currents respectively, tnp and t
f
p are the operating times
for the primary relay for both the far ended fault currents respectively for the same
coordination pair.
4.3 Objective function
The main purpose of having an objective function is to define the
importance of an individual in the population by obtaining its overall performance
on the problem domain on which it is exposed. The individual with the set of relay
settings that performs the best after each iteration is considered to be the fittest
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of the population. DOCRs coordination in this research is formulated as a
minimization optimization problem with the intention to obtain optimal relay
settings which minimizes the operation time of each relay on the network while
maintaining selectivity and dependability throughout the interconnected system
for any abnormal condition that may occur. It is imperative to define a
well-rounded OF that encompasses all restrictions and decision variables to
solve the DOCRs coordination problem.
The objective function to address the problem of coordination has been
modeled using different approaches. These approaches are not discussed in
detail but can be found in various references provided in state of the art found in
Chapter 1. This research focusses on formulating the problem using both the
weighted and multi-objective formulation. It is of important note that the weighted
function is used to compare results obtained for both GA and GWO algorithms,
while the multi-objective is used for comparison purpose between the two
formulations of the GWO.
4.3.1 Weighted objective function
As discussed briefly in the previous chapter, the single objective is a priori
approach that combines two or more single objectives to create a weighted
objective function. The weights provide the importance of each single-objective
and are obtained by evaluating a different set of weights to determine the
problem’s unknown Pareto-Front that accurately represent the importance of
each function. For all optimization problem that uses the priori approach is
important to determine beforehand which function has a higher impact on the OF.
If the same OF is utilized for each algorithm designed, then it is important to use
the same set of weights for comparison purpose.
The single objective formulation is very helpful in providing a straightforward
solution for any optimization problem and is the most used approach to solving
the DOCRs coordination. The proposed weighted objective function used for the
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evaluation of one level of a fault current in this research is given by:
OFISC = min

 NVNCP + w1


NCP∑
p=1
tp
NCP

+ w2

NCP∑b=1 tb
NCP

+ w3
(
NCP∑
pb=1
CTIepb
)
 (4.7)
Where NCP and NV are the total numbers of coordination pairs (CPs), and
the number of CPs violated respectively. The variables w1, w2, and w3 are the
weighting factors used to determine the importance of each function in the OF
and CTIepb, is a soft constrained CTI error of the pb
th coordination pair given by:
CTIepb = tb − tp − CTI (4.8)
The soft constraint is given by CTIepb, and is used to avoid any lack of
coordination by using a penalty method that highly penalizes all CTI error that
does not satisfy the inequality constraint given by Equation 4.6 with a penalty
factor (ǫ). Any CTI error below the assigned CTI signifies that for the pbth
coordination pair, the operation time of the backup relay is less than the primary
relay’s. The expanded penalization method is shown in:
CTIepb = 0 ⇔ 0 ≤ CTIepb ≤ 0.3
CTIepb = exp(CTIepb)⇔ CTIepb > 0.3
CTIepb = ⇔ CTIepb < 0
(4.9)
For an optimal solution, there should be zero miscoordination among the
CPs of the tested network. As the interconnected system gets larger, with the
addition of lines and equipment, it is unlikely to have a reduction in the number of
miscoordination without expanding the range of each decision variable. The need
to reduce miscoordination is a dilemma in DOCRs optimal coordination because
sometimes to decrease the number of miscoordination it is necessary to increase
the operation time of the relays and vice-versa if the relay operation time needs to
be reduced due to limitations provided by the network configuration.
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The weighting factors are obtained by evaluating sets of values
correspondents to w1, w2, and w3 to get the Pareto-front that accurately
represents the effect and behavior each objective has on the weighted objective
function. The weighting factors are assigned values from 0.25 to 1 in increments
of 0.25. The entire sets of weights utilized and the results obtained for each on
this research can be found on Appendix A. Figure 4.2 shows a compact (a) 3D
and (b) 2D Pareto-front utilizing five best sets of weights in a max load scenario
for the DOCRs coordination.
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Figure 4.2: Max load Pareto-front evaluation.
The set of weights that provide better results during the evaluation in a max
load scenario was set 57 as can be observed in the 3D and 2D plots of the Pareto-
front. Set 57 corresponds to weights w1=1, w2=0.75 and w3=0.25. The OF that
corresponds to the primary relay operation time is weighted higher meaning it has
more importance during the evaluation.
A set of weights is not necessarily applicable for all optimization techniques
or scenarios considered. The evaluation is done on two other scenarios mainly the
medium and minimum load to determine whether the previously set of weights is
applicable for any scenario. The resulting Pareto-front using the best five results
for each scenario is shown in Figure 4.3 where it can be observed that for all
three cases, set 57 is the best resulting in an overall best minimum on the relay
operation time. The best set of weights used in this research is based on these
results.
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Figure 4.3: Max, Med and Min load Pareto-front evaluation.
To ensure coordination between two or more fault current levels, the OF is
expanded to include each level that is to be evaluated. The number of OF is
proportional to the number of fault levels used to assess the optimization. The
expanded OF that includes a maximum (ISC3φ) and a minimum (ISC2φ) fault
current is given by:
OF = min{OFIsc3φ +OFIsc2φ} (4.10)
4.3.2 Multi-objective functions
DOCRs coordination depends on various single objectives that are
simultaneously optimized to obtain the lowest operation time of the network
relays. The multi-objective (posteriori) approach allows that each objective is
optimized without any decision preference to guide the search for the best
solution. During the optimization process, the objectives compromise among
each other creating multiple Pareto optimal (PO) solutions referred to as the
non-dominated solutions. This multi-objective approach computes all or a set of
PO solutions to obtain the best compromise solution as there can be more than
one solution to the problem for any given iteration.
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As opposed to the single objective approach, there is no decision maker to
determine the most relevant OF. The main advantage of this approach is the
approximation of the true Pareto-front using multiple solutions, and the
disadvantages are the increase in algorithm execution time, and the Pareto
optimality is not guaranteed. The multi-objective approach of the GWO algorithm
uses a paradigm based on novelty to search for non-dominated solutions on
unexplored areas that help in boosting the exploration process. The objectives
used to solve the DOCRs coordination using the GWO multi-objectivity approach
are given by:
a) Minimization of the primary relay operation times
f1(
−→x ) = min
{
NCP∑
p=1
tp
}
(4.11)
b) Minimization of the backup relay operation times
f2(
−→x ) = min
{
NCP∑
b=1
tb
}
(4.12)
c) Minimization of the coordination time interval errors
f3(
−→x ) = min
{
NCP∑
pb=1
CTIpb
}
(4.13)
The purpose of solving the DOCRs coordination using the multi-objective
approach is done to determine if this method provides a better solution to the
problem. None of the above approaches have been used to solve the coordination
problem using the GWO algorithm and is the main purpose of this research.
All non-dominated solutions saved in the archive creates the optimal Pareto-
front obtained for DOCRs coordination using the multi-objective approach. Figure
4.4 shows an example of the resulting Pareto-front for a max load scenario. The
best results in the 2D plot are not necessarily the best because it does not involve
all three OF for DOCRs.
To determine the best compromise solution using the multi-objective the
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following steps of the preference techniques is presented. (1) Approximate the
Pareto optimal set in the objective space, (2) analyze the Pareto front using a
decision maker, (3) identify the best point on the Pareto front and (4) provide the
best solution given by the point determined by the decision maker.
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Figure 4.4: MOGWO Pareto-front evaluation (Max load scenario).
4.4 DOCRs coordination using GA
The genetic algorithm has been extensively used to solve the protection
coordination using DOCRs and has proven to provide competitive results
compared to other similar techniques. This section aims to describe the basic
considerations and the implemented operators utilized in this research to adapt
the algorithm as a solution so that it can be used as a benchmark algorithm to
compare the proposed weighted and multi-objective formulation of GWO
algorithm.
The initial population (Px) of the GA is created using uniformly random
values within the range of the operational adjustable relay settings as described
in section 4.1. Each chromosome in the population further referred to as (Cx), is
evaluated to determine its fitness value using the weighted objective function
given by Equation 4.7. Selection, crossover, and mutation is done to create the
create a new population that should prevail over its predecessor.
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4.4.1 Selection
The evaluation process assigns a fitness value for each Cx in the population
regarding their performance in the problem domain. The possibility for a Cx to be
selected as a parent to produce new off springs for the next generation depends
on its resulting fitness. The better the fitness, the higher the chance for the Cx to
be selected as a parent to produce the next population. A ranking mechanism is
used to sort all the Cx of the population based on its evaluated fitness as shown
on Figure 4.5.
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Figure 4.5: GA ranking mechanism based on the fitness evaluation.
After the sorting of the Cx based on their performance, each are assigned
a value based on their ranking using the ranking based-approach. The value
assigned is the inverse of its ranking position and it is applied on Equation 3.1 to
obtain the selection range and the percentage each Cx will occupy on the selection
area. The obtained percentage assigned for the presented example is given on
Table 4.1.
Table 4.1: Percentage assigned based on the ranking-based approach.
Chromosome Fitness Value(xi) Range Percentage
Cx5 0.24 1 [0, 0.4379] 43.79%
Cx3 0.33 1/2 [0.4379, 0.6569] 21.90%
Cx1 0.35 1/3 [0.6569, 0.8029] 14.60%
Cx2 0.58 1/4 [0.8029, 0.9124] 10.95%
Cx4 0.87 1/5 [0.9124, 1] 8.76%
Having assigned a proportion of the selection area to each Cx, the selection
process is commenced using the roulette wheel selection method as explained in
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chapter 3. This method ensures that although a Cx has not performed very well
during the evaluation, it still has a small possibility to be selected as a parent. The
use of the roulette wheel selection method is to ensure that diversity is maintained
throughout the execution of the algorithm and promote exploration on neighboring
search area. Each Cx selected as parent from the population is inserted into a
mating pool from which each will be selected randomly for the crossover process.
4.4.2 Crossover
Crossover is the main genetic operator used in GA to exchange genes
among the selected parent chromosomes to create the next generation. The
method employed in this research to perform the crossover is the single-point
crossover as shown in Figure 4.6, although the other methods were also
performed for comparison purpose. The single-point method is used because of
its simplicity and to reduce the computational effort of the algorithm. The
computational time of the algorithm increases as more crossover points (COP)
are considered.
The single-point crossover is performed using a crossover point vector that
determines on which point of the Cx the exchange of genes will commence for
each parent combination. The single point ’k’ is randomly obtained between 25%
and 75% of the Cx length. Having in mind that the Cx is confirmed by various
settings of a relay, it would be convenience for the crossover-point to be located
after each set of relays setting. However, to boost exploration the COP can be
located at locations in between relay settings.
TDSR1 PSMR1 TDSR2 PSMR2 TDSR3 PSMR3 TDSR4 PSMR4
TDSR1 PSMR1 TDSR2 PSMR2 TDSR3 PSMR3 TDSR4 PSMR4
TDSR1 PSMR1 TDSR2 PSMR2 TDSR3 PSMR3 TDSR4 PSMR4
TDSR1 PSMR1 TDSR2 PSMR2 TDSR3 PSMR3 TDSR4 PSMR4
Parent 1
Parent 2
Offspring 1
Offspring 2
Relay 1 Relay 2 Relay 3 Relay 4
k=3
Figure 4.6: Single-point Crossover (k=3).
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4.4.3 Mutation
Mutation is one of GA’s basic operator that involves the random swapping
of relay settings on selected Cx to force the algorithm to search outside the
population confined search area. During the initial stages of the algorithm, 3% of
the newly generated population are selected to undergo this process. Using the
single-point crossover method there is a high possibility that the same parents
are selected to generate offspring for the new population that can cause an
algorithm stagnation in early stages of the algorithm leading to a local minima
solution.
The percent of the selected Cx to undergo mutation depends on the outcome
of the algorithm after each generation. If the algorithm does not improve after ten
consecutive iterations, the mutation percentage is increased to 30%. Should no
improvement be obtained after fifteen iterations, a massive mutation is carried out
with up to 60% of the population undergoing mutation.
Crossover in GA is necessary, depending on how it is done and what
measures is taken, it can result in providing diversity as well as disrupting
diversity in the new population which again can lead to an algorithm stagnation.
Specific mutation is done to prevent the diversity disruption by identifying
identical Cx in the new population. Mutation is carried out on random genes to
assist in maintaining the population as diverse as possible.
The last method used, is named specific gene mutation (SGM). SGM
involves determining the coordination pairs that does not coordinate throughout
the algorithm. The settings of the relays that does not coordinate after various
iterations undergo the SGM process to aim and improve the coordination among
these relays and reduce the number of violated CPs.
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4.4.4 GA block diagram
Various steps and naturally inspired operators were incorporated into the
algorithm to solve the protection coordination using GA. Figure 4.7 shows a flow
chart of the steps taken to implement GA to address the problem of coordination
using DOCRs.
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Figure 4.7: Genetic algorithm flowchart.
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4.5 DOCRs coordination using GWO
Grey wolf optimizer (GWO) was introduced in 2014 by Mirjalili, Mirjalili, and
Lewis, and has been used to obtain competitive results for many complex
engineering problems. In the literature, there have been no reports of solving the
DOCRs coordination with the GWO. Hence, this research focuses on the
implementation of this algorithm to address the problem. Two approaches are
considered to explore the multi-objectivity of the problem; these are the priori and
posteriori approach. This section details the first approach to give a general
overview of various considerations taken and modifications done to the
algorithm.
The population used for GWO is known as the pack’s position because every
individual in the pack represents the position of each wolf instead of its survival
capabilities. Every individual of the pack is referred to as a search agent wolf
and is consisted with traits that provide each with an overall knowledge of their
distance from a possible prey as described in Chapter 3. The creation of the
initial population for the GWO algorithm is similar to the procedures taken for GA.
The traits are randomly generated within the boundary limits given by the relay
settings.
Each search agent wolf is evaluated using the OF given in section 4.3. The
resulting fitness value determines the distance each search agent wolf is from the
prey. The initial iterations in GWO serve to explore the entire search area trying to
locate the position of a possible prey. The final stages of the algorithm serve as the
attacking of the prey. After each iteration, the wolf closest to the prey is the alpha
(α), the second closest is the beta (β), and the third closest is the delta (δ) after
each iteration. Figure 4.8 shows how the evaluation process assists in ranking
each wolf after each iteration of the GWO algorithm. The last iteration evaluation
represents the distance after fitness convergence (DAFC) of the algorithm.
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Figure 4.8: Wolf ranking mechanism based on its distance from the prey.
4.5.1 Hunting (Exploration process)
The hunting mechanism is led by the alpha (α), beta (β) and delta (δ)
wolves. These wolves have better knowledge of the prey’s position and are the
three best solutions obtained during each iteration using the original formulation
of GWO algorithm. A slight modification was made to the initial GWO to improve
the ranking of wolf during the hunting process.
The three best solution obtained during the evaluation process are saved as
α, β, and δ only on the first iteration of the algorithm. For successive iterations,
the only solution that is stored is the best being this the α position. The β and δ
results are replaced with the previous positions of the α and β respectively not to
eliminate the best positions obtained in the previous iteration.
The original formulation of the GWO algorithm allows the wolf pack to hunt
for the weakest prey during the first half of the total iterations with the help of the
adaptive values of −→a and
−→
A . During the initial iterations, the wolves diverge from
each other to assist in searching for a better solution when random values of
−→
A
is greater than 1 or less than -1. The values of −→a throughout the iterations are
decreases linearly from 2 to 0 using:
−→a = 2
(
1−
t
MaxIt
)
(4.14)
The linear decrease characteristic of −→a is replaced with an exponential
decline to improve the behavior of the wolf during the hunting and attacking
process. The exponential decrease allows the GWO algorithm to spend less time
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searching for a prey and focus all efforts of the pack as soon as the prey is
identified. The exponential decrease of −→a is given by:
−→a = 2 ∗ exp
(
−
t ∗ 22
MaxIt
)
(4.15)
The effects on the exploration and exploitation of both linear and exponential
decrease of −→a are shown in Figure 4.9. The exploration is decreased drastically
to almost a quarter of the total algorithm iterations. The exponential decrease
characteristic was considered because GWO tends to obtain good results in its
initial stage.
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Figure 4.9: Comparison between linear and exponential decrease of a.
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4.5.2 Encircling of Prey
After the weakest prey has been identified and the three best wolf position
has been identified the omega (ω) wolf’s positions are updated. The distance of
each search agent wolf from the best wolf’s position is obtained using Equation
3.4. The wolves are then located somewhere in between the best wolf’s position
and the possible prey.
The position of a wolf can be updated according to that of the potential prey.
The adjustment to value of
−→
A and
−→
C aids to obtain places around the best Wolves
in their current position. The vectors
−→
A and
−→
C are calculated using the decrease
of the component −→a and random vectors −→r 1 and
−→r 2 values in [0,1] using:
−→
A = 2−→a · −→r1 −
−→a ,
−→
C = 2 · −→r2
(4.16)
The effect of Equations 3.2 and 3.3 to update the position of a grey wolf are
shown in Figure 4.10 in (a) a two-dimensional and (b) three-dimensional position
vector.
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(X,Y*)
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Figure 4.10: 2D and 3D position vector and wolf possible next location.
A wolf on the position (X, Y) can update its position according to the prey (X*,
Y*). Adjusting the values
−→
A = (1, 0) and
−→
C = (1, 1), the position (X*-X, Y*). Using
the random vectors −→r1 and
−→r2 , any random position inside the space around the
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prey can be obtained. Each position update is a modification to the relay settings
of the system.
There are many possibilities to integrate mutation and other evolutionary
operators to mimic the whole life cycle of the grey wolf. Each integration
increments the execution time of the algorithm and the opportunity to obtain
better results increases. To maintain the GWO algorithm as simple as possible
only mutation is considered in this research.
The mutation integrated to GWO is the same specific gene mutation (SPG)
included in GA. All wolves in the pack are evaluated using Equation 4.7 to identify
which Coordination pairs does not coordinate after each iteration. All primary and
backup relay settings of the violated CPs are mutated without affecting the entire
relay settings on the network aiming to reduce the number of violations.
The SGM provides diversity to the wolf so that it can explore surroundings
of the search space during the execution of the algorithm, especially during
convergence in the final stage to avoid local solutions. Figure 4.11 shows the
SGM procedure for a specific CP violated (R4-R2).
TDSR2 PSMR2 TDSR3 PSMR3 TDSR4 PSMR4 TDSR5 PSMR5TDSR1 PSMR1 TDSR6 PSMR6
Relay 1 Relay 2 Relay 3 Relay 4 Relay 5 Relay 6
Violated CP = R4 - R2
TDSR2 PSMR2 TDSR3 PSMR3 TDSR4 PSMR4 TDSR5 PSMR5TDSR1 PSMR1 TDSR6 PSMR6
Relay 1 Relay 2 Relay 3 Relay 4 Relay 5 Relay 6
Figure 4.11: SGM in GWO for a violated CP.
4.5.3 Attacking of prey (Exploitation process)
The pack concludes the hunting by attacking its prey after it stops moving.
When the value of −→a is decreased below one, the range of
−→
A is also decreased
forcing the algorithm to converge simulating the attack process in nature. As
shown in Figure 4.9, the attacking process with the original formulation of the
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GWO algorithm commence after 50% of the total iterations and finalizes when
the attack is completed (−→a = 0).
The proposed modification of the GWO to solve the coordination problem
permits that the attacking process commences after the first quarter of the total
iterations. The value of −→a does not reduce to 0 as on the original GWO but
approximates it in the final iterations. The behavior of GWO using the exponential
decrease prevents the algorithm to converge until 50% of the iterations have been
completed. Instead, convergence commences as −→a < 0.
The effect of the random values of
−→
A during the attacking of prey can be
seen in Figure 3.16. Another coefficient that assists with exploration and
exploitation is the coefficient vector
−→
C and is calculated with Equation 4.16. The
end criterion is determined by the max number of iteration defined at the start of
the optimization.
The final result of the alpha wolf at the last iteration is the best solution obtain
during the optimization. The alpha score provides the best fitness value, and the
alpha position provides the set of the relay settings that obtains the averaged
minimum operation time of the network relays.
4.5.4 GWO block diagram
The original formulation of the GWO is modified to include a natural inspired
genetic operator named specific gene mutation (SGM) to solve the protection
coordination. Figure 4.12 shows a flow chart of the steps taken to implement
GWO to solve the coordination problem using DOCRs. The
−→
Xα,
−→
Xβ,
−→
Xδ, and
−→
Xω
represent the position vectors of the alpha, beta, delta and omega wolf
respectively.
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Figure 4.12: Grey Wolf Optimizer flowchart.
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4.6 DOCRs coordination using MOGWO
The multi-objective grey wolf optimizer (MOGWO) is based on the recently
proposed grey wolf optimizer (GWO). This formulation can approximate the true
Pareto-optimal solutions of multi-objective problems effectively. The reason to
try and solve the DOCRs coordination using various optimization technique is
because of the no free lunch theorem (NFL). The NFL theorem indicates that there
is no optimization technique logically proven to solve all optimization problems.
The initial population used in MOGWO is created similar to how GWO’s
population is created, with the only exception that each search agents is
constructed in a structured array format. Each field contains related data for each
search agent including its position (Network relays settings) and resulting cost for
each function evaluated. The resulting cost is an array with individual evaluation
of each objective function to be minimized given by:
Minimize : F (−→x ) = f1(
−→x ), f2(
−→x ), f3(
−→x ) (4.17)
The objective functions f1(
−→
X ), f2(
−→
X )andf3(
−→
X ) are given by Equations 4.11,
4.12 and 4.13 respectively and are subjected to the coordination inequality
constraints previously discussed. The construction of the grey wolf pack is
depicted in Figure 4.13.
Wolf Pack
Wolf(1)
.Position
.Fitness
.Position
.Fitness
.Best
Wolf(2)
.Position
.Fitness
.Position
.Fitness
.Best
Wolf(NIND)
.Position
.Fitness
.Position
.Fitness
.Best
Figure 4.13: MOGWO construction of wolf pack.
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The GWO formulation is the foundation and motivation of the MOGWO
algorithm. MOGWO provides a different approach to solving the DOCRs
coordination by adding three operators, and the specific gene mutation to the
simple formulation of GWO explained in section 4.5. The three operators
integrated to the GWO algorithm to solve the problem using a multi-objective
approach are as follows:
• Integration of an archive to save all non-dominated solutions.
• Integration of a grid mechanism to improve the non-dominated solutions.
• Integration of a leader selection mechanism based on alpha, beta and delta
wolves to update and replace the solutions in the archive.
4.6.1 Archive integration
The archive is an operator responsible for storing or retrieving
non-dominated Pareto optimal solutions after each iteration. An archive controller
acts as a key module that controls what enters or exits the archive. The size of
the archive depends on the maximum number of desired non-dominated
solutions. The archive is on constant activity throughout the optimization process
because, after each iteration, the archive residents are compared against all
solutions obtained.
There is a total of three different cases used by the archive controller to
determine if a solution in the archive will be replaced. These cases are as follows:
1. A solution will not be allowed to enter if it is dominated by at least one archive
resident.
2. A solution will be allowed to enter if it dominates one or more archive
resident.
3. If neither the solution nor any archive dominates each other, the solution will
be allowed to enter if the archive is not full.
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In cases where a solution dominates more than one archive resident, all the
dominated residents are removed from the archive. All non-dominated solutions
represent solutions that are superior after each iteration. The archive comprised
of all non-dominated solutions is used at the end of the optimization process to
select the best compromise solution with an extraction method.
4.6.2 Grid mechanism integration
A grid mechanism is integrated to the archive control module to improve the
solutions in the archive. If the archive is full, the grid mechanism should be initiated
to re-arrange the objective space segmentation using a grid inflation parameter
and the desired number of grids per dimensions so that a segment be selected to
omit one of its solutions. The solution is inserted in the least crowded segment so
that the final approximated Pareto optimal front diversity is improved.
The arrange segments, where the non-dominated solutions are stored, are
not necessarily of the same size and are known as hypercubes as shown in Figure
4.14. The probability for a solution to be selected and deleted from the archive
increases proportionally to the size of each hypercube. Whenever the archive is
full, and a solution needs to be inserted, the hypercube with more non-dominated
is selected to omit randomly one of its solutions. Should a solution be inserted
outside a hypercube, all segments are extended to cover it.
4.6.3 Leader selection mechanism integration
In GWO the three best solutions after each iteration are selected as the
alpha, beta and delta wolves. These solutions are responsible for guiding the
omega wolves to promising search regions with the hope of locating the best
solution that is closer to the global optimum. In MOGWO the selection is not
made similar to GWO due to the concepts of Pareto optimality. Instead, the leader
selection mechanism is inserted to assist in the selection process.
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The selection mechanism is used to choose a non-dominated Pareto
optimal solution from the least crowded segments (hypercubes) and assigns it
firstly as the alpha, secondly as the beta and lastly as the delta wolf. Similar to
the parent selection method in GA, the probability a solution is selected from the
hypercube depends on the roulette wheel method. The total number of segments
in the roulette wheel depends on the total number of the obtained Pareto optimal
solutions in the selected hypercube.
If the least crowded hypercube dimension is greater than three, the three
lead wolves are selected from it ensuring that a wolf is not selected twice. If
there are only three non-dominated solutions in the chosen hypercube, then each
is randomly assigned as either the alpha, beta and delta wolf. For a selected
hypercube, a total number of non-dominated solutions less than three, not all
lead wolves will be able to be selected from it. Hence the second least crowded
segment is chosen to choose the other leaders.
Non-dominated solutions = 1
Non-dominated solutions = 8
Non-dominated solutions = 11
Archive
Figure 4.14: Segmented archive (Non-dominated solution storage).
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4.6.4 MOGWO block diagram
The flow chart shown in Figure 4.15 displays all the steps taken to solve the
DOCRs coordination using the multi-objective grey wolf optimizer.
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Figure 4.15: Multi objective Grey Wolf Optimizer flowchart.
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4.7 Chapter conclusion
The implementation of the genetic algorithm, and the two formulations of the
grey wolf optimizer to solve the DOCRs coordination is presented in this chapter.
The procedures to generated the initial populations for each algorithm are given
along with a brief explanation of how the relays can be given a total of five degrees
of freedom to generate their non-standardized time-current curves.
The objective function used to evaluate the chromosome fitness for GA and
the distance of a search agent from a prey for the GWO is presented as a weighted
objective function. The multi objective functions that are used to obtain the Pareto
optimal solutions with the MOGWO are also given along with the different hard and
soft constraints used for the optimization. The procedures to obtain the Pareto-
front for both the single and multi-objective approach is explained.
All the different considerations and modification to the original coding of the
GA, GWO and MOGWO are given to provide ample knowledge on how these are
adapted to solve the problem. The complete steps taken with each algorithm to
solve the coordination problem using the DOCRs are illustrated with the use of
block diagrams.
Chapter 5
SIMULATIONS AND RESULTS
In this chapter, the coordination problem is solved using three of the
previously discussed optimization techniques: An improved version of the genetic
algorithm, the proposed grey wolf optimizer (GWO) and the multi-objective grey
wolf optimizer (MOGWO). The settings obtained during the optimization process
directly affects the operation time and characteristic of the network relays. A
reduced dial or a smaller pickup are not directly related to the reduction of the
overall operation time. Hence the optimization is guided by the reduction of the
operation times instead. A total of six test cases is done on two test systems to
determine the best-implemented algorithm to solve the DOCRs coordination and
what improvements can be included in it to improve its results.
The benchmark algorithm GA is used to compare performance between the
GA, GWO, and the MOGWO algorithms to determine if the proposed solution
provides on average, better operation times for the network relays. The two test
systems, IEEE-14, and 30 buses are complex interconnected systems that have
been proven difficult to coordinate using both manual and graphical techniques.
Each test system consists of relays that form more than one coordination pair with
others in the network making them even harder to coordinate.
Various steps had to be completed before the initialization of the algorithm to
solve the DOCRs coordination using the described optimization techniques, The
78
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steps completed are as follows:
1. Input data from the test network systems
2. Power flow analysis to obtain line and load currents
3. Assign names to all relays of the test system
4. Determine relay coordination pairs based on the network configuration
5. Fault analysis to get the maximum near and minimum far ended fault
currents seen by each directional relay
6. Sensitivity analysis to filter CPs that cannot coordinate because of system
limitations.
5.1 Test systems
Two test systems are used in this research to solve the coordination problem
using DOCRs. The first test system is the IEEE-14 bus network system and the
second test system is the IEEE-30 bus network system with selected voltages
138/33KV and 132/33/11KV respectively. The complete line and bus data for both
systems are taken from [28] with the only consideration that the parallel lines
on both systems are combined to simplify the network configuration. Figure 5.1
and Figure 5.2 shows the IEEE-14 and 30 bus network used in this research
respectively.
The general considerations taken to determine the number of relays to be
used in the optimization process are described in section 2.3. The resulting
number of relays in the IEEE-14 and IEEE-30 bus test networks are 40 and 82
DOCRs respectively which are assigned a name using the buses at which its
primary line is located as described earlier. The fault and load currents seen by
each network relay are given on Appendix B for each test network systems.
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Figure 5.1: Modified IEEE-14 bus test system.
The number of relays that participates in the optimization process are
obtained after excluding protective devices for the transformers, considering that
a different protection scheme is utilized. A total of 50 and 120 coordination pairs
are formed with the remaining relays of both test network systems respectively.
The sensitivity analysis removed all CPs that were unable to coordinate because
of the network limitations resulting in a total of 37 and 92 CPs for max load
scenario of each test network respectively.
The generator impedances for both test network is 0.1 and 0.3 for the positive
sequence impedance of generator one and two respectively, while the negative
sequence impedance is considered to be 15% of these values. The generators
impedance is increased to twice resulting in a total of 37 and 93 CPS for the IEEE-
14 and IEEE-30 bus systems respectively to obtain the minimum far-ended fault
currents used on the two-point method that considers two fault current levels.
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Figure 5.2: Modified IEEE-30 bus test system.
The PSM and TDS maximum and minimum values are located in a
continuous range from [1.4:1.6] and [0.5:2.0] respectively to ensure obtaining
reasonable relay operation time. The PSM and TDS range are increased to [0.5
2.5] and [0.05 to 2] for results comparison with similar research and most
importantly to determine if there are any improvements on the average operation
times or the number of CPs violated on both test networks. The CTI used in this
research to ensure coordination is considered to be 0.3s throughout the
time-current curves, this is at the maximum and minimum fault current levels.
The very-inverse curve is used for most of the test cases as it is commonly used
on DOCRs.
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5.2 Results and discussion
This section presents the simulation results of the test cases to determine if
any of the proposed algorithms, mainly the GWO and MOGWO formulation
provides better results when compared to the benchmark algorithm GA. With the
information on the test systems and the general considerations discussed in
chapter 2, GA, GWO, and MOGWO algorithms are initialized to solve the
coordination problem.
For the optimization process, a total of 500 chromosomes is considered for
the GA on both test systems. Only 60 search agents are used for both the GWO
and MOGWO algorithms on the IEEE-14 bus test network system at maximum
load and a total of 100 search agents for the IEEE-30 bus test network system at
full load. A total of 20 repetitions is done to each algorithm with 1000 iterations to
determine their robustness.
The test cases used to evaluate the implemented algorithms are as follows;
the first test case determines whether the GWO and MOGWO algorithm
outperforms the benchmark GA using the base case being this the max load
scenario. The second and third test case intends to demonstrate whether the
inclusion of the specific gene mutation (SGM) or the modification of the linear
decrease of −→a to an exponential decline, improves the results obtained with both
the GWO and MOGWO algorithm respectively.
The fourth test case determines if the expansion of the TDS and PSM
range improves the results of the GWO algorithm with regards to the number of
coordination pair violations and operation times of the DOCRs. The fifth case
introduces the TCC as a third degree of freedom to determine if using different
TCC improves the results of the algorithms. Lastly, the sixth test case evaluates
the expanded objective function to include two levels of the fault current, mainly
the maximum near-end and minimum far-ended fault currents to determine if
coordination is maintained throughout the TCCs.
The first three cases are primarily used to determine the best algorithm
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among the three implemented for this research, being this the algorithm that
provides the overall best performance of both test systems. The last three test
cases are used mainly to evaluate the best algorithm obtained from the previous
test, to determine if the results improve when other scenarios are considered.
Each table presented shows the compact results of each test case. Best is
the average operation time of the DOCRs for the best repetition of the algorithm,
Average is the mean value of all the mean operation times obtained for each
algorithm repetition, and STD is the standard deviation of the repetitions. NV
represents the number of coordination pairs that did not coordinate at the end
of the optimization process, and TDS and PSM are the average TDS and PSM
setting of the DOCRs obtained for the best algorithm repetition.
On the figures presented, (a) shows the average operation times (tp, tb and
CTI) of the best repetition and the average operation times (Atp, Atb and ACTI) of
the 20 repetitions. (b) shows the number of violations in percentage (%NV), the
average TDS and PSM settings and the algorithms standard deviation. While (c)
shows the box plot of the algorithms overall performance.
5.2.1 Test case I - Algorithms comparison
The first test case is the implementation and comparison of the GA, GWO,
and MOGWO formulation to solve the DOCRs coordination problem on both
complex test systems. For this test case, the specific gene mutation (SGM) is
included in all the implemented algorithms and the linear decrease of −→a is
considered for both the GWO and MOGWO algorithms. The compact results
obtained for this test case is shown in Table 5.1 and Figure 5.3 for the IEEE-14
bus test system and in Table 5.2 and Figure 5.4 for the IEEE-30 bus test system
while the expanded results are given in Appendix C. The fitness and execution
time of each algorithm for both test system is provided on Table 5.3.
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Table 5.1: Results for test case I on IEEE 14-bus system.
GA GWO MOGWO
tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s)
Best 0.7858 1.0901 0.4138 0.5640 0.8649 0.3998 0.6471 1.1960 0.7291
Average 0.8197 1.1776 0.4541 0.6994 1.0138 0.4396 0.7165 1.2411 0.7416
STD 0.0575 0.0665 0.0201 0.0951 0.1303 0.0333 0.1347 0.2695 0.1628
NV 3 3 4
TDS 1.021 0.858 0.987
PSM 1.445 1.444 1.448
Overall 10.3519 9.5423 12.2743
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Figure 5.3: Comparison of GA, GWO, and MOGWO on IEEE 14-bus system.
Analyzing Table 5.1 and Figure 5.3, it can be clearly observed that the GWO
algorithm outperform both the GA and the MOGWO algorithms on the IEEE-14
bus test network. The average operation times obtained for the best repetition
and the average operation times of the 20 repetitions obtained with the GWO
were less when compared to the other two algorithms. The final number of CP
violations for the best algorithm repetition was three for both GA and GWO and
four for MOGWO. The averaged TDS and PSM settings obtained with GWO was
lower than the results obtained with the GA and the MOGWO algorithms. The GA
had better standard deviation but on the overall it was not better than the GWO
algorithm for this test system as can be seen in the box plot presented.
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Table 5.2: Results for test case I on IEEE 30-bus system.
GA GWO MOGWO
tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s)
Best 0.7956 1.2041 0.5648 0.7336 1.0974 0.5710 0.8587 1.3507 0.7805
Average 0.8298 1.2270 0.5830 0.7571 1.0799 0.5849 0.7292 1.1929 0.7919
STD 0.0426 0.0568 0.0326 0.0404 0.0462 0.0276 0.1360 0.2220 0.1445
NV 14 14 15
TDS 1.198 1.118 1.240
PSM 1.466 1.468 1.480
Overall 22.0001 21.5250 23.9267
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Figure 5.4: Comparison of GA, GWO, and MOGWO on IEEE 30-bus system.
The results obtained for the IEEE-30 bus system also shows that the overall
performance of GWO is superior to the GA and MOGWO algorithms. The
MOGWO did not perform well on both test systems with exception to the average
primary time obtained of all algorithm repetitions on the IEEE-30 bus. The
average best primary and backup operation times and TDS settings of the
DOCRs for the best repetition have been achieved with the GWO algorithm. GA
obtained the best CTI and the average PSM settings for the best algorithm
repetition and the best average primary operation time for the 20 repetitions. In
the other hand, GWO obtained the best average backup operation time and
standard deviation of the 20 repetitions. GA and GWO had 14 CPs violations,
and MOGWO had 15.
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Table 5.3: Comparison of fitness and execution time for both test systems.
IEEE-14 bus IEEE-30 bus
GA GWO MOGWO GA GWO MOGWO
Best Fit (p.u) 77.1388 76.2728 111.095 363.692 361.898 409.083
Average Fit (p.u) 106.385 102.073 153.820 417.252 427.730 543.608
Fitness STD 16.7176 13.4035 24.6790 32.4300 37.3069 52.6065
Execution time (s) 898.310 65.0500 587.800 2249.32 159.750 724.220
The best fitness value is the fitness value obtained on the last iteration of
the GA and GWO algorithm and the best out of all the non-dominated solutions
for the MOGWO algorithm. The Average Fit and the Fitness STD are the mean
fitness value and the standard deviation obtained for the 20 algorithm repetitions.
The execution time is the time each algorithm takes to execute 1000 iterations.
On the IEEE-14 bus test network GWO algorithm outperformed the GA and
MOGWO algorithm on all aspects displayed in Figure 5.3. On the IEEE-30 bus,
GWO obtained better fitness value and execution time for the best algorithm
repetition, but GA obtained the best STD and average operation times of the 20
repetitions. The MOGWO algorithm did not perform well on either test system.
As an overall conclusion, the GWO algorithm provides better overall results
as compared to the benchmark GA algorithm as was speculated on the
hypothesis of this research. The exploration and exploitation mechanisms help
the algorithm to search globally and provide better results utilizing a smaller
population compared to GA. The MOGWO algorithm although having an
independent Pareto-optimal search mechanism does not improve the results as
was expected when compared to the GA and GWO algorithms.
To further improve the GWO and MOGWO algorithms the effects of the
SGM and the decrease of the component −→a is analyzed on the following test
cases along with the expansion of the TDS and PSM settings range and the two
fault level methods referred to as the two-point fault method. The benchmark GA
algorithm is not considered for further tests as it did not perform better than the
proposed GWO algorithm in this test case. The MOGWO is further analyzed to
determine if it does obtain improvements on the following test cases.
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5.2.2 Test case II - Effects of the SGM on the GWO and
MOGWO algorithms
The second test case intendeds to demonstrate the effect of the specific
gene mutation operator included in the GWO and MOGWO formulation to solve
the DOCRs coordination problem. The specific gene mutation is not part of the
original formulation of GWO and MOGWO hence the effect on the results is
analyzed. The compact results obtained is shown in Table 5.4 and Figure 5.5 for
the IEEE-14 bus test network and in Table 5.5 and Figure 5.6 for the IEEE-30 bus
system. The expanded results of the test case are given in Appendix D.
Table 5.4: Results for test case II on IEEE 14-bus system.
GWOl GWOls MOGWOl MOGWOls
tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s)
Best 0.7259 1.0340 0.4488 0.5640 0.8649 0.3998 0.6458 0.9983 0.5179 0.6471 1.1960 0.7291
Average 0.7436 1.0638 0.4526 0.6994 1.0138 0.4396 0.6770 1.1533 0.6889 0.7165 1.2411 0.7416
STD 0.0797 0.0996 0.0262 0.0951 0.1303 0.0333 0.0807 0.1509 0.0947 0.1347 0.2695 0.1628
NV 3 3 4 4
TDS 1.000 0.858 0.872 0.987
PSM 1.477 1.444 1.504 1.448
Overall 10.1518 9.5423 11.3833 12.2743
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Figure 5.5: Comparison of GWO and MOGWO for test II on IEEE-14 bus.
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The GWOl and MOGWOl represent the GWO, and MOGWO algorithms
with the original linear decrease of −→a not including the SGM and the GWOls and
MOGWOls represents the GWO and MOGWO algorithms with the original linear
decrease of −→a with the inclusion of the SGM.
Analyzing the results for the IEEE-14 bus test system, it can be observed
that the specific gene mutation does improve the results of the GWO algorithm
but not on the MOGWO algorithm. The DOCRs operation times and settings on
average for the best repetition and average for all the 20 repetitions are better on
the GWOls and the MOGWOl formulations. The MOGWOls obtains better PSM
settings while the STD is better on GWOl results.
Table 5.5: Results for test case II on IEEE 30-bus system.
GWOl GWOls MOGWOl MOGWOls
tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s)
Best 0.7222 1.0932 0.6155 0.7336 1.0974 0.5710 0.7306 1.2002 0.7388 0.8587 1.3507 0.7805
Average 0.7515 1.0801 0.5820 0.7571 1.0799 0.5849 0.6886 1.1207 0.7281 0.7292 1.1929 0.7919
STD 0.0353 0.0482 0.0260 0.0404 0.0462 0.0276 0.0865 0.1534 0.0929 0.1360 0.2220 0.1445
NV 15 14 15 15
TDS 1.068 1.118 1.105 1.240
PSM 1.471 1.468 1.471 1.480
Overall 22.4929 21.8886 23.1166 23.9267
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Figure 5.6: Comparison of GWO and MOGWO for test II on IEEE-30 bus.
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The results obtained for the IEEE-30 bus system with the inclusion of the
SGM on the GWO and MOGWO algorithm clearly shows that GWOls and the
MOGWOl has an overall better performance. The GWOls is considered to be of
better performance because it reduces the number of CPs violated which resulted
in a slight increase in its DOCRs operation times excluding the CTI on the best
repetition and the averaged backup relay and STD of the 20 algorithm repetitions.
The increase in the operations times resulted in and increased on the TDS settings
but not on the PSM settings.
Similar to the IEEE-14 bus test network, the MOGWOl outperformed the
MOGWOls which confirms that SGM improves the results for the MOGWO
algorithm. All DOCRs operation times and settings are significantly better without
the SGM. The MOGWO algorithm is still not better than the GWO formulation
because of the resulting times, settings and the number of CPs violated.
As a general conclusion to this test case, it can be concluded that the SGM
does favors the GWO algorithm formulation on both test systems, although it
increased the operation times and average settings of the DOCRs for the
IEEE-30 with the reduction of the number of CPs violated. On the other hand,
MOGWO algorithm does not benefit from the inclusion of the SGM.
5.2.3 Test case III - Comparison of the linear and exponential
decrease of "a" on the GWO and MOGWO algorithms
The third test case compares the results obtained with the linear and
exponential decrease of −→a given by Equation 4.14 and Equation 4.15
respectively. The decrease of the component −→a changes the behavior of the
GWO and MOGWO algorithm to determine how much iteration is dedicated to
the exploration and exploitation process as described in section 4.5. The
compact results obtained for this test case is shown in Table 5.6 and Figure 5.7
for the IEEE-14 bus test network and in Table 5.7 and Figure 5.8 for the IEEE-30
bus network system. The expanded results of the test are given in Appendix E.
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Table 5.6: Results for test case III on IEEE 14-bus system.
GWOes GWOls MOGWOl MOGWOe
tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s)
Best 0.5640 0.8649 0.3998 0.5694 0.8570 0.3775 0.6458 0.9983 0.5179 0.6676 1.1315 0.6023
Average 0.6994 1.0138 0.4396 0.6358 0.9228 0.4074 0.6770 1.1533 0.6889 0.7102 1.2324 0.7465
STD 0.0951 0.1303 0.0333 0.0833 0.0897 0.0243 0.0807 0.1509 0.0947 0.0923 0.1785 0.1303
NV 3 3 4 4
TDS 0.858 0.851 0.872 0.999
PSM 1.444 1.448 1.504 1.463
Overall 9.5423 9.2659 11.3833 11.9538
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Figure 5.7: Comparison of GWO and MOGWO for test III on IEEE-14 bus.
The overall performance of the GWO algorithm including the exponential
decrease of −→a (GWOes) does improve the overall performance of the GWO
algorithm but does not improve MOGWO’s. The average backup relay’s
operating time and the CTI result for the best repetition and the 20 repetitions
along with their corresponding standard deviation were superior to the original
formulation of GWO using the linear decrease of −→a . The average primary relay
operating time is less on the GWOl but on average for the 20 repetition was best
on GWOes. For the MOGWO formulation the use of an exponential decrease of
−→a does not improves the result when compared to the original formulation of the
MOGWO algorithm, similar to what occurred in the previous test case.
CHAPTER 5. SIMULATIONS AND RESULTS 91
Table 5.7: Results for test case III on IEEE 30-bus system.
GWOls GWOes MOGWOl MOGWOe
tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s)
Best 0.7336 1.0974 0.5710 0.6923 1.0292 0.5338 0.7306 1.2002 0.7388 0.7135 1.1764 0.7081
Average 0.7571 1.0799 0.5849 0.7386 1.0367 0.5372 0.6886 1.1207 0.7281 0.6999 1.1326 0.7439
STD 0.0404 0.0462 0.0276 0.0352 0.0342 0.0179 0.0865 0.1534 0.0929 0.0742 0.1292 0.0881
NV 14 14 15 15
TDS 1.118 1.043 1.105 1.103
PSM 1.468 1.484 1.471 1.454
Overall 21.5250 21.1825 23.1166 23.0233
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Figure 5.8: Comparison of GWO and MOGWO for test III on IEEE-30 bus.
On the IEEE-30 bus test network tabulated results, the benefits to using an
exponential decrease of −→a instead of a linear decrease can be observed clearly.
For all the different averaged results, the GWOes showed significant
improvements with the only exception of the averaged PSM setting. The DOCRs
operating times and settings along with the algorithm STD were better on
GWOes.
The MOGWO formulation showed better results on this test network with
the inclusion of the exponential decrease of −→a when compared to the original
formulation with the only exception being the average performance for the 20
algorithm repetitions. MOGWO still does not provide better results than the
GWO.
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5.2.4 Test case IV - GWO with expanded TDS and PSM ranges
The fourth test case is based on the best algorithm obtained on the
previous test cases which are the GWO algorithm with the inclusion of SGM and
the exponential decrease of −→a . The various research considers an expanded
range of the TDS and PSM as oppose to this research whereby the range is
limited to provide practical results. The comparison of the GWO algorithm with
limited ranges and expanded ranges of the DOCRs TDS and PSM settings is
shown in Table 5.8 and Figure 5.9 for the IEEE-14 bus and the IEEE-30 bus test
systems. The expanded results of the test are given in Appendix F.
Table 5.8: Results for test case IV on IEEE-14 and 30 bus system.
GWOes14 GWOesr14 GWOes30 GWOesr30
tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s)
Best 0.5694 0.8570 0.3775 0.3855 0.6738 0.3842 0.6923 1.0292 0.5338 0.4796 0.6612 0.4376
Average 0.6358 0.9228 0.4074 0.3471 0.5986 0.3856 0.7386 1.0367 0.5372 0.3979 0.6121 0.4546
STD 0.0833 0.0897 0.0243 0.0466 0.0690 0.0335 0.0352 0.0342 0.0179 0.0563 0.0546 0.0159
NV 3 3 14 15
TDS 0.851 0.706 1.043 0.737
PSM 1.448 1.221 1.484 1.265
Overall 9.2659 7.8512 21.1825 20.1718
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Figure 5.9: Results for the expanded TDS and PSM for IEEE-14 and 30 bus.
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It is clearly observed that expanding the ranges of the TDS and PSM, the
overall performance of the algorithm improves by comparing the results of the
IEEE-14 bus. The average operating time of the DOCRs for both the best
repetition and all the repetitions improves significantly with the only exception
being the CTI. The standard deviation also improves as it is reduced to a 54% of
the results obtained for the limited case. The average TDS and PSM settings
also reduce for this test system. Therefore, the expansion of the ranges is
favorable for the reduction of the operating times and settings of the relay.
As for the IEEE-30 bus test system the averaged primary and backup
operating times along with the CTI are reduced significantly on both the best
repetition and 20 repetitions of the algorithm. The STD was better with the limited
ranges except for the CTI. With regards to the DOCRs settings a vast
improvement was observed as both the TDS and PSM were reduces significantly
as compared to the limited range results. One of the aspects that do not favors
the expansion of the settings ranges for this test system is the increase in the
number of CPs violated from 14 to 15. Overall the algorithm performance was
better. The expansion of settings ranges results in obtaining unpractical
operating times for some of the DOCRs relays as can be seen on Appendix F.
5.2.5 Test Case V - Including the TCC as an additional setting
The fifth test case is intended to demonstrate whether the inclusion of the
TCC as a third degree of freedom to the relay settings reduces both the operation
times of the network relays and some coordination pairs violated. The values of
the TCC in this research varies from 1 to 3 to choose between the moderately,
very and extremely inverse time curve characteristics (TCC) given in Table 2.1.
Previous test cases maintained the TCC constant to the very inverse time-current
curve characteristics as it is the commonly used characteristic on DOCRs installed
on the utility networks. The compact results are shown in Table 5.9 and Figure
5.10 for the IEEE-14 bus and the IEEE-30 bus network systems. The expanded
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results of the test are given in Appendix G.
Table 5.9: Results for test Case V on IEEE-14 and 30 bus system.
GWO14es GWO14es3D GWO30es GWO30es3D
tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s)
Best 0.5694 0.8570 0.3775 0.5924 1.0421 0.5035 0.6923 1.0292 0.5338 0.6545 1.0788 0.6139
Average 0.6358 0.9228 0.4074 0.6491 1.0150 0.4736 0.7386 1.0367 0.5372 0.6857 1.0510 0.6317
STD 0.0833 0.0897 0.0243 0.0971 0.1299 0.0453 0.0352 0.0342 0.0179 0.0563 0.0753 0.0568
NV 3 2 14 13
TDS 0.851 1.470 1.043 1.483
PSM 1.448 1.873 1.484 1.741
Overall 9.2659 9.8907 21.1825 21.1280
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Figure 5.10: Results including the TCC on GWO for IEEE-14 and 30 buses.
Analyzing the test results obtained for the IEEE-14 bus test system it can
be observed that the overall results obtained with the GWO algorithm without the
inclusion of the third degree are more favorable to the reduction of the DOCRs
average operating times and settings as oppose to the formulation that does not
include it. However, the formulation that includes the third degree of freedom
(GWOes3D) does favor the reduction of the number of CPs violated although
resulting in an increase of the DOCRs operating times and settings. The results
obtained for the IEEE-30 bus test network shows similar results except the
average best and average of the repetitions where GWOes3D was slightly better.
The number of CPs violated also improves with the inclusion of the TCC.
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5.2.6 Test case VI - Coordination on two levels of fault current
The sixth and last test case is done using the GWO algorithm with the
expanded objective function given by Equation 4.10 to determine if the
coordination is maintained throughout the time-current characteristic curve and
no overlapping of curve occur as illustrated in Figure 2.6. The effects of
expanding the objective function with regards to the operation times of the relays
and the number of CPs violated is discussed for both maximum and minimum
fault levels (Two-point fault method). The compact results are shown in Table
5.10 and Figure 5.11 for the IEEE-14 bus and the IEEE-30 bus network systems.
The expanded results of the test are given in Appendix H.
Table 5.10: Results for test case VI on IEEE-14 and 30 bus system.
GWO14-Max GWO14-Min GWO30-Max GWO30-Min
tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s) tp(s) tb(s) CTI(s)
Best 0.7958 1.0065 0.4239 1.1252 2.1255 1.4959 0.8102 1.1335 0.6732 1.0032 2.0026 1.5540
Average 0.9773 0.9639 0.4536 1.2756 2.0488 1.4760 0.8443 1.0407 0.6470 1.0735 1.8662 1.5747
STD 0.1597 0.0304 0.0227 0.1866 0.0530 0.0850 0.0760 0.0388 0.0297 0.1125 0.0608 0.0658
NV 4 4 20 18
TDS 0.977 1.086
PSM 1.462 1.475
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Figure 5.11: Two fault level analysis results for IEEE-14 and 30 buses.
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The presented results in Table 5.10 and Figure 5.11 are not used for
comparison but rather to demonstrate the behavior of the GWO algorithm when
the objective function is increased to verify coordination throughout the time
characteristic curve of each coordination pair. The operations times of the
DOCRs are increased due to increase in the complexity and restrictions of the
optimization problem using two levels of fault currents. The GWO algorithm
needs to ensure the coordination both on the maximum fault level as well as the
minimum fault level and any fault level in between.
As can be observed, for higher fault levels the operation of the DOCRs is
faster when compared to minimum fault levels on both test network. On the IEEE-
14 bus results, it can be observed that the CPs that could not coordinate at the
maximum and minimum fault level are a total of four. As viewed on the expanded
test results on Appendix H, only three of the four CPs violated were the same
on both fault levels. Figure 5.12 shows the TCC obtained for (a) A satisfactory
coordinated CP and (b) A mal-coordinated CP for the test system.
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Figure 5.12: Coordination and mal-coordination obtained on the IEEE-14 bus.
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The main relay should operate before the backup relay after and adequate
time given by the CTI for a properly coordinated system. If the backup operation
time is less than the principal relay operating time for a maximum and minimum
time, then it said to have failed coordination registered as a CP violation. Another
scenario that is usually present on large interconnected systems is the adequate
CP coordination at one fault level instead of both resulting in a misleading
coordination as shown in Figure 5.13 for the IEEE-14 bus test system.
The coordination of the CP on (a) shows that for a minimum fault current
that occurred on the main protected line L25 of the test network system the
systems would operate adequately but not for a maximum fault current on the
same line. The backup relay settings will allow the operation seconds after the
principal relay operating time which would cause an unnecessary trip. The
opposite scenario occurs on (b) whereby an adequate operation is obtained for
maximum fault current levels and vice-versa for a minimum fault level.
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Figure 5.13: Coordination on min and max fault level on the IEEE-14 bus.
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Figure 5.14: Overlapping of CP time-current curve for the IEEE-14 bus.
The overlapping of curves is illustrated in Figure 5.14 using the results for
a coordination pair on the test system. As can be observed it did not have an
adverse effect on the coordination because it did not occur in between of the
maximum near end and minimum far ended faults that the relays would see.
The maximum fault current seen on the main relay is much larger compared
to the current seen on the backup relay for the same fault condition. If both relays
on this CP sensed the same maximum near end fault current, the backup relay
would operate before the primary relay, which is an undesired behavior.
The results obtained for the IEEE-30 bus test network had a similar behavior
to those obtained for the IEEE-14 bus, which is why it is not discussed in detail. It
can be concluded with the presented test that GWO is very robust, and is capable
of solving the problem with increased complexity and restrictions.
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5.3 Chapter conclusion
The present chapter intends to demonstrate to detail the various test cases
elaborated to prove the hypothesis and objective of the research. The two test
networks, the IEEE-14, and IEEE-30 bus are presented with the general
considerations taken before and after the optimization process.
A total of six test cases is discussed with the help of different tables and
figures. Test one included the comparison of the three implemented algorithms,
with the grey wolf optimizer being the best. Furthermore, the single and
multi-objective formulation of the grey wolf optimizer is further tested to
determine whether the inclusion of the specific gene mutation or the change in
the convergence mechanism does provide significant improvements to both
algorithms. The improvement to the GWO algorithms benefited only the single
objective formulation.
Also, the expansion of the time dial setting and the plug multiplier settings
were also evaluated to determine if there is any improvement with regards to the
reduction of the overall DOCRs operating time or the number of CPs violated. The
main objective of these is to provide data of which can be used to compare similar
research in the literature.
Finally, the robustness of the grey wolf optimizer is tested by expanding the
objective function to include two fault current levels on the IEEE-14 bus test
system. The algorithm did provide great results as was expected, and its results
were used to explain the different scenarios of coordination that can occur during
coordination especially on large interconnected networks.
Chapter 6
CONCLUSIONS
In the present chapter, a general conclusion for this research is given based
on the results of the various test cases analyzed in the previous chapter. A
summary of the achieved contributions is highlighted to provide a general
overview of the successful implementation of the grey wolf optimizer algorithm to
solve the directional overcurrent relay coordination on complex interconnected
systems. Finally, a list of proposed works is provided for further research.
6.1 General conclusion
Three optimization methods have been implemented to solve the
highly-constrained DOCRs coordination problem. The genetic algorithm is the
most used meta-heuristic method that has provided excellent results throughout
the years, hence it is used in this research as a benchmark algorithm to compare
the proposed solutions. The main contribution given by this research is the
formulation and implementation of the proposed grey wolf optimizer (GWO) with
both single and multi-objective functions to assist in solving the coordination
problem.
Based on the results presented for both the IEEE-14 and IEEE-30 bus test
system on the previous chapter, it can be observed that the GWO does
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accomplish the objective of the research. The overall performance shows that
the it provides significant results when compared to the benchmark GA with
regards to the reduction of the networks DOCRs operating time and settings. On
the other hand, the MOGWO did not perform as well as was expected, producing
on average, increased operation time, settings, and the number of coordination
pairs violated.
The original formulation of the GWO and the MOGWO algorithms does not
include any genetic or evolutionary inspired operators, although many can be
used to mimic the entire life cycle of the grey wolves. However, to keep the
algorithm as simple as possible, only one was considered, known as the specific
gene mutation(SGM). The reason why this naturally inspired operator was
considered, is because it did improve the results on the benchmark GA. The
SGM as observed on the test results did improve the performance significantly
for the GWO but showed no improvement on the MOGWO algorithm. Therefore,
it was concluded that it should only be implemented to the first.
After analyzing various results and fitness convergence curve obtained for
the GWO algorithm, it was decided to modify the behavior of the algorithm with
regards to how it does its exploration and exploitation process. Therefore, a slight
modification to one of its components was considered, this being the changing of
the linear decrease characteristic of the vector "a" component to an exponential
decline. The modification of the component did show vast improvements to the
GWO formulation on both test system on the average operation times and settings,
while on the other hand, improvements on the MOGWO were most favorable only
on the largest interconnected system.
Out of the three implemented algorithms to solve the coordination problem
the formulation of the GWO algorithm including the SGM and an exponential
decrease of the "a" component was clearly the best solution. Therefore, a further
test was conducted to determine if the results can improve with other
considerations done to its formulation. The additional considerations are based
on similar research that has used optimization to solve the coordination problem.
CHAPTER 6. CONCLUSIONS 102
One of the considerations taken from similar research includes the use of
wider ranges for the time dial and plug multiplier settings. Therefore, the ranges
were expanded on this research to provide some degree of relaxation to the
algorithm. The reduction of the DOCRs operating time and settings was indeed
achieved as compared to the results obtained for the restricted ranges. The
results although showing competitive results to similar research and a
considerable reduction in operating time and settings did not maintain its
practicality. After analyzing the expanded results for the test case, it was
observed that some relays had operating time so low that they would operate as
an instantaneous relay rather than as an overcurrent relay which is unacceptable.
The possibility to include the various degree of freedom (DOF) to the
DOCRs is existent as has been done previously, resulting in non-standardized
characteristic curves. A total of five DOF is possible, being that each is an
adjustable relay setting. The increase of the DOF on each network relay would
result in an increased algorithm execution time. Hence only three DOF is
analyzed in this research. The third adjustable setting is the time-current curve
(TCC), which would be either of three mostly used characteristics, the
moderately, very and extremely inverse. The results show that including this third
DOF does improve the algorithm with a reduction in the number of coordination
pairs violated on both test network with a negative effect on the operating time
and settings of the relays. Therefore, as a general conclusion for this test case, it
can be stated that the inclusion of a third DOF would be necessary where the
fast operation of the relay is not a priority over the number of coordination pairs
violated.
The final test case that was done was to expand the objective function such
that two fault current levels are considered in the coordination. The coordination
on one fault current level does not guarantee the coordination throughout the
entire TCC of both the main and backup relay in interconnected systems. Each
relay has a different time dial and plug multiplier setting that would result in a
different time-curve characteristic that can lead to overlapping of TCC creating
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uncertain coordination regions. Therefore, two fault current levels are analyzed at
the maximum near ended and minimum far ended fault current to ensure
coordination of the relays throughout the TCC in this research. The results
indicate that coordination can be accomplished on one level of fault current and
not necessarily for the other known at this moment as the loss of coordination.
In some cases, the same coordination pairs that are violated on the
maximum fault current level are the same ones violated on the minimum fault
current level. The result is a complete mal-coordination where the Backup relay
characteristic is on top of the main relay characteristics, therefore causing the
backup to operate before the main relay for any given fault. Because of the
increased complexity of the objective function, restrictions, and variables, it is
expected that the operation time and settings be increased as shown in the
results obtained.
The grey wolf optimizer does prove to be robust and capable of solving the
DOCRs coordination problem on a high constraint domain for small and large
interconnected systems. Although it has never been used to address this
optimization problem, excellent results were obtained which with no doubt can
improve if other natural inspired operators are included. The inclusion of a
specific gene mutation operator and the exponential decrease of the "a"
component which is a change in the exploration process of the original GWO,
significantly improve the results. The scope of application of the enhanced GWO
algorithm increases due to the remarkable performance of fewer individuals and
an improved convergence mechanism as compared to similar nature inspired
algorithms. On the other hand, the MOGWO algorithm did not perform well,
although being capable of adapting it to solve the problem is a great achievement
that can be further improved and analyzed. All improvements done to the GWO
were suited to the MOGWO algorithm with no improvement to report, although
there is a lot of research area in this formulation because of the mechanism to
obtain the optimal Pareto-Front solutions.
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6.2 Achieved contributions
First and foremost, it is of significant note that the major contribution made
in this research is the formulation and implementation of the GWO and MOGWO
algorithm to successfully solve the highly constrained DOCRs coordination
problem, providing an alternative solution to what was once a very complex and
tedious task. Other significant achievements of the research are further listed:
• Three optimization algorithm based on natural imitation are implemented,
enhanced and compared to determine which provide better results for the
DOCRs coordination problem of which the GWO prove to be the best.
• The execution time to obtain solution closer to the global optima with the
GWO algorithm is reduced significantly because of the smaller population
size needed.
• A natural inspired genetic operator was included in the three implemented
solutions to determine if it does improve the results obtained and the overall
algorithm performance. The GA and The GWO did benefit from this inclusion
as oppose to the MOGWO algorithm.
• An improved way to choose the three best solutions on GWO after each
evaluation was completed to prevent discarding previous best solutions
found so as to continuously improving the algorithm convergence.
• The linear decrease of the "a" component was replaced with an exponential
decrease characteristics that showed superior results for the GWO and was
determined to not have positive results on the MOGWO.
• A brief analysis of expanding the TDS and PSM settings on the GWO
algorithm and the impacts it has on the DOCRs relay operating time.
• The possibility to include other degrees of freedom to the relay adjustable
settings is explored, of which three degrees of freedom were analyzed to
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determine if it did improve the results.
• An expanded objective function to include two levels of fault currents is
implemented and analyzed to ensure coordination throughout the
time-current characteristic curves. The GWO algorithm did provide better
results even though the complexity of the system and the restrictions
increased.
• An improved exponential penalization method is introduced to improve the
visualization of the converge curve. The algorithm with the best
performance obtains the best fitness at the final iteration, assisting in
identifying beforehand which algorithm is the best using its convergence
curves.
• The implementation of a multi-objective formulation to solve the
coordination problem using DOCRs are not common, of which this research
intends to spark more interest in solving the problem using an optimal
Pareto-front solution approach (Non-dominated) as presented.
• The simplicity of the GWO and the MOGWO makes these algorithms easy
to formulate as alternative solutions to the coordination problem.
6.3 Future Works
The DOCRs coordination has consistently been improved as more and
more optimization with excellent robustness are introduced. The grey wolf
optimizer and the Multi-objective grey wolf optimizer are satisfactorily
implemented in this research as alternative solutions providing significant results.
The good performance expands the scope of works of both algorithms on
different areas of interest for possible future works. Some of the Future works are
presented in the following paragraphs:
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• The methodology that the multi-objective grey wolf optimizer uses should be
explored in depth to determine on which section of its formulation a possible
improvement can be made to reduce the number of CPs violated along with
the DOCRs operating time and settings.
• The extraction method of the best optimal solution from the archive on which
all the non-dominated solutions are located in MOGWO can be improved
using other similar posteriori methods.
• The limits of the primary relays operating time can be restricted such that
fast clearing time is achieved for high fault currents, as most of the operating
times for some relays were slow.
• The penalty function used in this research assisted in providing a reduction
to the relay operating times, therefore exploring other formulation as the
linear penalty function or sign function can improve the results as reported
on some research.
• Distribution generations and the use of fault current limiters on the electrical
networks does affect the fault currents seen by the DOCRs. Therefore the
effect and the achieved improvements using the GWO algorithm can be
explored.
• Develop a software to perform the optimization of the DOCRs coordination
problem using the GWO and similar algorithms on which network data is the
input, and the relay settings are the output.
• Improve the relay coordination for the entire network by exploring a hybrid
coordination using both the directional overcurrent and distance relays. Most
of the network relays were omitted from the optimization process because
of the sensitivity analysis.
• Implement an adaptive protection scheme using the GWO algorithm as an
alternative solution.
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Appendix A
Weighting Factors
The sets of weighting factors (w1, w2, and w3) used to evaluate the weighted
objective function given in Equation 4.7 of this research is presented along with
the resulting average operating time on the maximum, medium and minimum load
scenario. The weights are assigned values in the range [0.25:0.25:1], leading to
a total of 64 combinations. Each combination is evaluated using 20 repetitions
of the grey wolf optimizer on the IEEE-14 bus test system with a total of 1000
iterations.
Table A.1: Weighting factors.
Weights A-tp (s) A-tb (s) A-CTI (s) Overall (s)
Set w1 w2 w3 Max Med Min Max Med Min Max Med Min Max Med Min
1 0.25 0.25 0.25 0.7554 0.8385 0.7960 1.0786 1.1719 1.1247 0.4571 0.4771 0.4819 2.2911 2.4875 2.4026
2 0.25 0.25 0.5 0.7497 0.7925 0.7971 1.0756 1.0983 1.1249 0.4524 0.4618 0.4775 2.2777 2.3526 2.3995
3 0.25 0.25 0.75 0.7574 0.7908 0.8597 1.0645 1.0875 1.2024 0.4576 0.4569 0.4867 2.2795 2.3352 2.5488
4 0.25 0.25 1 0.7571 0.8246 0.8556 1.0862 1.1364 1.1825 0.4696 0.4663 0.4774 2.3129 2.4273 2.5155
5 0.25 0.5 0.25 0.7707 0.7378 0.7754 1.0862 1.0381 1.1070 0.4555 0.4563 0.4601 2.3123 2.2322 2.3425
6 0.25 0.5 0.5 0.7922 0.7692 0.8488 1.1200 1.0733 1.1825 0.4651 0.4532 0.4824 2.3773 2.2957 2.5137
7 0.25 0.5 0.75 0.7900 0.8172 0.8065 1.1095 1.1429 1.1207 0.4619 0.4691 0.4598 2.3614 2.4292 2.3870
8 0.25 0.5 1 0.7225 0.8267 0.8115 1.0163 1.1471 1.1157 0.4309 0.4594 0.4644 2.1697 2.4332 2.3916
9 0.25 0.75 0.25 0.7239 0.8103 0.8232 1.0342 1.1292 1.1481 0.4425 0.4611 0.4608 2.2006 2.4006 2.4321
10 0.25 0.75 0.5 0.7342 0.8278 0.8132 1.0272 1.1508 1.1593 0.4379 0.4696 0.4769 2.1993 2.4482 2.4494
11 0.25 0.75 0.75 0.7274 0.8401 0.8226 1.0333 1.1665 1.1381 0.4383 0.4644 0.4647 2.1990 2.4710 2.4254
12 0.25 0.75 1 0.7820 0.7856 0.8120 1.0821 1.1312 1.1477 0.4516 0.4826 0.4657 2.3157 2.3994 2.4254
13 0.25 1 0.25 0.7572 0.8034 0.8010 1.0359 1.0961 1.1100 0.4355 0.4412 0.4626 2.2286 2.3407 2.3736
14 0.25 1 0.5 0.7498 0.7860 0.8360 1.0401 1.0926 1.1357 0.4323 0.4511 0.4625 2.2222 2.3297 2.4342
15 0.25 1 0.75 0.7460 0.8177 0.8262 1.0492 1.1275 1.1293 0.4413 0.4604 0.4623 2.2365 2.4056 2.4178
16 0.25 1 1 0.7462 0.8307 0.8248 1.0540 1.1369 1.1305 0.4452 0.4635 0.4643 2.2454 2.4311 2.4196
17 0.5 0.25 0.25 0.7308 0.7815 0.7943 1.0715 1.0765 1.1438 0.4584 0.4538 0.4933 2.2607 2.3118 2.4314
18 0.5 0.25 0.5 0.7647 0.8214 0.8573 1.0882 1.1348 1.1747 0.4736 0.4623 0.4747 2.3266 2.4185 2.5067
19 0.5 0.25 0.75 0.7923 0.8100 0.8234 1.1062 1.1431 1.1382 0.4608 0.4669 0.4734 2.3593 2.4200 2.4350
20 0.5 0.25 1 0.7833 0.8115 0.8146 1.0855 1.1491 1.1491 0.4543 0.4771 0.4725 2.3231 2.4377 2.4362
21 0.5 0.5 0.25 0.7321 0.7659 0.7984 1.0496 1.0586 1.1265 0.4554 0.4524 0.4653 2.2371 2.2769 2.3902
22 0.5 0.5 0.5 0.7828 0.8260 0.8088 1.0850 1.1679 1.1370 0.4490 0.4785 0.4693 2.3168 2.4724 2.4151
23 0.5 0.5 0.75 0.7646 0.8090 0.7744 1.0786 1.1272 1.0973 0.4555 0.4604 0.4577 2.2986 2.3966 2.3294
24 0.5 0.5 1 0.7691 0.7834 0.7855 1.0941 1.0822 1.1071 0.4571 0.4507 0.4635 2.3203 2.3163 2.3561
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Weights A-tp (s) A-tb (s) A-CTI (s) Overall
Set w1 w2 w3 Max Med Min Max Med Min Max Med Min Max Med Min
25 0.5 0.75 0.25 0.7198 0.7830 0.7917 1.0288 1.1037 1.1071 0.4405 0.4580 0.4603 2.1890 2.3447 2.3591
26 0.5 0.75 0.5 0.7294 0.7753 0.8470 1.0418 1.0644 1.1863 0.4525 0.4483 0.4764 2.2237 2.2880 2.5097
27 0.5 0.75 0.75 0.8017 0.7517 0.8300 1.1143 1.0806 1.1277 0.4725 0.4544 0.4699 2.3884 2.2867 2.4276
28 0.5 0.75 1 0.7747 0.8186 0.8195 1.0649 1.1292 1.1476 0.4447 0.4588 0.4935 2.2843 2.4066 2.4606
29 0.5 1 0.25 0.7368 0.7566 0.8210 1.0426 1.0448 1.1329 0.4399 0.4436 0.4581 2.2193 2.2450 2.4120
30 0.5 1 0.5 0.7467 0.7905 0.8274 1.0791 1.1012 1.1723 0.4501 0.4547 0.4714 2.2759 2.3464 2.4711
31 0.5 1 0.75 0.7941 0.8030 0.8222 1.0899 1.1011 1.1264 0.4558 0.4553 0.4607 2.3398 2.3594 2.4093
32 0.5 1 1 0.7730 0.8147 0.8506 1.0728 1.1372 1.1709 0.4394 0.4592 0.4776 2.2851 2.4111 2.4991
33 0.75 0.25 0.25 0.7109 0.7837 0.8098 1.0260 1.0910 1.1337 0.4509 0.4532 0.4706 2.1878 2.3279 2.4141
34 0.75 0.25 0.5 0.7862 0.8260 0.7878 1.1030 1.1644 1.1219 0.4636 0.4827 0.4684 2.3528 2.4731 2.3781
35 0.75 0.25 0.75 0.7423 0.8111 0.7988 1.0490 1.1193 1.1471 0.4557 0.4628 0.4711 2.2470 2.3932 2.4170
36 0.75 0.25 1 0.7264 0.8387 0.8119 1.0778 1.1861 1.1337 0.4692 0.4765 0.4696 2.2733 2.5013 2.4152
37 0.75 0.5 0.25 0.7382 0.7703 0.8088 1.0465 1.0914 1.1130 0.4484 0.4619 0.4633 2.2331 2.3236 2.3851
38 0.75 0.5 0.5 0.7586 0.7650 0.7904 1.0757 1.0940 1.1276 0.4547 0.4667 0.4701 2.2890 2.3257 2.3881
39 0.75 0.5 0.75 0.7492 0.8110 0.7776 1.0533 1.1400 1.1023 0.4487 0.4686 0.4673 2.2512 2.4196 2.3472
40 0.75 0.5 1 0.7111 0.8039 0.8055 1.0073 1.1194 1.1234 0.4415 0.4587 0.4781 2.1599 2.3820 2.4070
41 0.75 0.75 0.25 0.7362 0.7580 0.8018 1.0312 1.0676 1.1219 0.4379 0.4471 0.4600 2.2053 2.2727 2.3837
42 0.75 0.75 0.5 0.7458 0.8106 0.7849 1.0768 1.1209 1.1196 0.4516 0.4581 0.4599 2.2741 2.3896 2.3644
43 0.75 0.75 0.75 0.7386 0.8385 0.7889 1.0399 1.1494 1.1201 0.4446 0.4639 0.4698 2.2231 2.4518 2.3788
44 0.75 0.75 1 0.7553 0.7885 0.7848 1.0487 1.0948 1.1115 0.4490 0.4651 0.4667 2.2530 2.3484 2.3630
45 0.75 1 0.25 0.7081 0.7324 0.7904 1.0134 1.0309 1.1096 0.4465 0.4364 0.4607 2.1680 2.1997 2.3607
46 0.75 1 0.5 0.7608 0.7823 0.7874 1.0633 1.0979 1.0888 0.4391 0.4633 0.4575 2.2631 2.3435 2.3337
47 0.75 1 0.75 0.7566 0.7573 0.7778 1.0766 1.0612 1.0627 0.4530 0.4515 0.4444 2.2862 2.2700 2.2849
48 0.75 1 1 0.7283 0.7685 0.8351 1.0418 1.0749 1.1568 0.4448 0.4592 0.4659 2.2149 2.3026 2.4578
49 1 0.25 0.25 0.7041 0.7909 0.7844 1.0140 1.1218 1.1117 0.4545 0.4731 0.4680 2.1726 2.3858 2.3641
50 1 0.25 0.5 0.7762 0.7767 0.7826 1.1070 1.1216 1.1139 0.4653 0.4712 0.4835 2.3485 2.3695 2.3800
51 1 0.25 0.75 0.7806 0.8063 0.8128 1.1005 1.1128 1.1528 0.4656 0.4639 0.4755 2.3467 2.3830 2.4411
52 1 0.25 1 0.7591 0.7688 0.8562 1.0604 1.0821 1.1826 0.4463 0.4658 0.4803 2.2659 2.3167 2.5191
53 1 0.5 0.25 0.7362 0.7387 0.7867 1.0714 1.0624 1.0980 0.4544 0.4596 0.4653 2.2620 2.2607 2.3500
54 1 0.5 0.5 0.7410 0.7932 0.7708 1.0845 1.1225 1.0809 0.4640 0.4726 0.4608 2.2895 2.3883 2.3125
55 1 0.5 0.75 0.7499 0.7993 0.8006 1.0819 1.1086 1.1266 0.4644 0.4630 0.4754 2.2963 2.3709 2.4026
56 1 0.5 1 0.7748 0.7804 0.8019 1.0781 1.0881 1.1317 0.4672 0.4543 0.4741 2.3201 2.3228 2.4077
57 1 0.75 0.25 0.6842 0.7211 0.7243 0.9975 1.0287 1.0617 0.4458 0.4433 0.4600 2.1274 2.1931 2.2460
58 1 0.75 0.5 0.7157 0.7799 0.8053 1.0303 1.1066 1.1293 0.4445 0.4579 0.4713 2.1905 2.3444 2.4059
59 1 0.75 0.75 0.7188 0.8024 0.7988 1.0181 1.1465 1.1165 0.4305 0.4726 0.4644 2.1674 2.4215 2.3797
60 1 0.75 1 0.7828 0.8241 0.7528 1.0967 1.1288 1.0693 0.4538 0.4671 0.4513 2.3333 2.4200 2.2734
61 1 1 0.25 0.7471 0.7541 0.7630 1.0553 1.0591 1.0785 0.4474 0.4463 0.4482 2.2498 2.2595 2.2897
62 1 1 0.5 0.7484 0.7418 0.7849 1.0641 1.0628 1.0909 0.4488 0.4469 0.4512 2.2613 2.2515 2.3270
63 1 1 0.75 0.7767 0.7833 0.8292 1.0706 1.1147 1.1724 0.4456 0.4671 0.4779 2.2929 2.3651 2.4795
64 1 1 1 0.7728 0.7920 0.7822 1.0793 1.0885 1.1091 0.4488 0.4492 0.4629 2.3009 2.3297 2.3542
The highlighted values represent the minimum obtained for the respective
column. For the three evaluated scenarios, set 57 gets the lowest operating time
for both the primary and backup relay but not for the CTI. The sum of all three relay
operating times is tabulated on the overall columns for all the evaluated weighting
factor, on which it can be observed that as an overall minimum, set 57 is better on
the three scenarios. Therefore, for this research, the weighting factors used are
w1=1, w2=0.75 and w3=0.25.
Appendix B
Fault and load currents
The fault and load currents for all the coordination pairs formed for the test
network systems are presented in Table B.1, and B.2 for the IEEE-14 and IEEE-30
bus test systems respectively. The three phase and the two-phase fault currents
are shown for both the primary and backup relays along with the values obtained
for the sensitivity analysis on each coordination pairs. Values greater than 1.5 are
considered for the optimization process in this research and are highlighted on
each table.
Table B.1: Fault and load currents IEEE-14 bus.
CPs Primary Relay Isc 3φ(A) Isc 2φ(A) ILoad (A) Backup Relay Isc 3φ(A) Isc 3φ(A) ILoad (A) Sensitivity
1 R12 42515 9910 620 R51 688 108 302 0.24
2 R15 42998 3014 302 R21 1165 65 620 0.07
3 R23 8103 2590 292 R42 478 123 225 0.37
4 R23 8103 2590 292 R52 594 153 169 0.61
5 R23 8103 2590 292 R12 5688 1470 620 1.58
6 R24 8035 2764 225 R32 298 83 292 0.19
7 R24 8035 2764 225 R52 696 193 169 0.76
8 R24 8035 2764 225 R12 5698 1584 620 1.70
9 R25 7953 2785 169 R32 292 82 292 0.19
10 R25 7953 2785 169 R42 607 171 225 0.51
11 R25 7953 2785 169 R12 5711 1613 620 1.74
12 R34 1640 1089 104 R23 1647 1089 292 2.48
13 R45 2667 2179 250 R24 1543 1264 225 3.74
14 R45 2667 2179 250 R34 748 608 104 3.88
15 R611 5991 3893 205 R126 257 168 142 0.79
16 R611 5991 3893 205 R136 1005 655 342 1.28
17 R612 6776 3919 142 R116 1397 809 205 2.63
18 R612 6776 3919 142 R136 871 505 342 0.98
19 R613 6645 4674 342 R116 1490 1051 205 3.42
20 R613 6645 4674 342 R126 619 436 142 2.05
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CPs Primary Relay Isc 3φ(A) Isc 2φ(A) ILoad (A) Backup Relay Isc 3φ(A) Isc 3φ(A) ILoad (A) Sensitivity
21 R910 6583 5046 86 R149 1169 895 151 3.96
22 R914 6880 3888 151 R109 1560 880 86 6.82
23 R1011 4938 3388 147 R910 4938 3388 86 26.24
24 R1213 3266 2298 40 R612 3266 2298 142 10.79
25 R1314 4521 2664 140 R613 3609 2126 342 4.14
26 R1314 4521 2664 140 R1213 924 544 40 9.10
27 R21 2656 2807 620 R32 219 155 292 0.35
28 R21 2656 2807 620 R42 454 323 225 0.95
29 R21 2656 2807 620 R52 614 436 169 1.73
30 R51 2876 1483 302 R25 1377 708 169 2.80
31 R51 2876 1483 302 R45 1420 733 250 1.95
32 R32 1410 932 292 R43 1425 932 104 5.95
33 R42 3148 1667 225 R34 784 421 104 2.69
34 R42 3148 1667 225 R54 2242 1179 250 3.14
35 R52 3490 1775 169 R15 1702 837 302 1.85
36 R52 3490 1775 169 R45 1700 891 250 2.37
37 R43 3686 1850 104 R24 1451 746 225 2.21
38 R43 3686 1850 104 R54 2116 1046 250 2.79
39 R54 3619 2782 250 R15 1698 1257 302 2.77
40 R54 3619 2782 250 R25 1605 1269 169 5.02
41 R116 3123 2298 205 R1011 3123 2298 147 10.45
42 R126 2854 2032 142 R1312 2854 2032 40 33.96
43 R136 3482 2676 342 R1213 1864 1433 40 23.95
44 R136 3482 2676 342 R1413 1627 1251 140 5.94
45 R109 2452 2021 86 R1110 2452 2021 147 9.19
46 R149 2271 1665 151 R1314 2271 1665 140 7.90
47 R1110 3457 2522 147 R611 3457 2522 205 8.21
48 R1312 5102 3260 40 R613 3773 2410 342 4.70
49 R1312 5102 3260 40 R1413 1332 852 140 4.04
50 R1413 3200 2078 140 R914 3200 2078 151 9.20
Table B.2: Fault and load currents IEEE-30 bus.
CPs Primary Relay Isc 3φ(A) Isc 2φ(A) ILoad (A) Backup Relay Isc 3φ(A) Isc 3φ(A) ILoad (A) Sensitivity
1 R12 44469 10601 720 R31 740.3 119.3 363 0.22
2 R13 44959 4160 363 R21 1223.6 90.1 720 0.08
3 R24 8486 2929 183 R52 302.5 84.3 345 0.16
4 R24 8486 2929 183 R62 674.2 188.1 253 0.50
5 R24 8486 2929 183 R12 6107.2 1707 720 1.58
6 R34 2421 1926 353 R13 2429 1925.7 363 3.53
7 R25 8662 2718 345 R42 653.3 166.3 183 0.60
8 R25 8662 2718 345 R62 528.5 134.5 253 0.35
9 R25 8662 2718 345 R12 6078.8 1550.1 720 1.44
10 R26 8577 2905 253 R42 772.2 211.8 183 0.77
11 R26 8577 2905 253 R52 310.9 85.2 345 0.16
12 R26 8577 2905 253 R12 6092.5 1674.1 720 1.55
13 R46 3969 3039 313 R24 1673.4 1318.3 183 4.79
14 R46 3969 3039 313 R34 1909.9 1418.5 353 2.68
15 R57 1720 1250 83 R25 1726.9 1249.7 345 2.41
16 R67 3968 2621 165 R86 5.5 3.6 129 0.02
17 R67 3968 2621 165 R286 22.6 14.7 82 0.12
18 R67 3968 2621 165 R26 1525.2 1031.9 253 2.72
19 R67 3968 2621 165 R46 2296.7 1494.2 313 3.18
20 R68 4372 3365 129 R76 626.7 496.2 165 2.00
21 R68 4372 3365 129 R286 26.8 20.2 82 0.16
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CPs Primary Relay Isc 3φ(A) Isc 2φ(A) ILoad (A) Backup Relay Isc 3φ(A) Isc 3φ(A) ILoad (A) Sensitivity
22 R68 4372 3365 129 R26 1401.4 1106.9 253 2.92
23 R68 4372 3365 129 R46 2203.6 1659.6 313 3.54
24 R1214 7179 4060 147 R1512 1449.6 821.6 348 1.57
25 R1214 7179 4060 147 R1612 1349.4 764.8 159 3.20
26 R1215 6865 4787 348 R1412 884.8 618.3 147 2.81
27 R1215 6865 4787 348 R1612 1532.2 1070.7 159 4.48
28 R1216 6524 4136 159 R1412 404.7 257.1 147 1.17
29 R1216 6524 4136 159 R1512 1579.9 1003.8 348 1.92
30 R1415 3351 2342 38 R1214 3350.7 2342.1 147 10.64
31 R1617 3620 2638 95 R1216 3620.3 2638.4 159 11.03
32 R1518 5496 3528 118 R2315 1363.5 876.3 127 4.60
33 R1518 5496 3528 118 R1215 3305.9 2121.2 348 4.06
34 R1518 5496 3528 118 R1415 846.8 543.3 38 9.41
35 R1819 3130 2436 61 R1518 3130.2 2436.5 118 13.72
36 R1920 2491 2071 121 R1819 2491.3 2071.5 61 22.48
37 R1020 7596 4548 162 R1710 1338 799.8 102 5.22
38 R1020 7596 4548 162 R2110 734.5 439.6 331 0.89
39 R1020 7596 4548 162 R2210 480.1 287.3 158 1.21
40 R1017 7300 5509 102 R2010 924.8 696.8 162 2.87
41 R1017 7300 5509 102 R2110 755.7 570 331 1.15
42 R1017 7300 5509 102 R2210 493.9 372.5 158 1.57
43 R1021 7780 5924 331 R2010 699.5 531.7 162 2.19
44 R1021 7780 5924 331 R1710 1173.1 891.6 102 5.82
45 R1021 7780 5924 331 R2210 918.3 699 158 2.94
46 R1022 7809 5124 158 R2010 686 449.4 162 1.85
47 R1022 7809 5124 158 R1710 1161.2 760.5 102 4.96
48 R1022 7809 5124 158 R2110 987 647.4 331 1.30
49 R2122 5733 4904 37 R1021 5732.6 4904.2 331 9.88
50 R1523 5432 3572 127 R1815 1320.1 869.2 118 4.89
51 R1523 5432 3572 127 R1215 3285.7 2160.1 348 4.14
52 R1523 5432 3572 127 R1415 841.6 553.3 38 9.58
53 R2224 5827 3860 121 R1022 2302.9 1525.6 158 6.43
54 R2224 5827 3860 121 R2122 3523.7 2334.3 37 41.58
55 R2324 3214 2211 71 R1523 3213.5 2211.3 127 11.60
56 R2425 4488 2668 29 R2224 2975.1 1769.3 121 9.71
57 R2425 4488 2668 29 R2324 1513.7 899.5 71 8.49
58 R2527 2287 1734 94 R2425 2287.2 1734.2 29 39.61
59 R2729 4380 2449 114 R3027 0 0 130 0.00
60 R2729 4380 2449 114 R2527 1482.5 828.5 94 5.85
61 R2730 4380 2094 130 R2927 0 0 114 0.00
62 R2730 4380 2094 130 R2527 1482.5 708.6 94 5.01
63 R2930 2035 1371 68 R2729 2034.6 1370.6 114 8.00
64 R828 3043 1583 7 R68 3043.8 1583 129 8.15
65 R628 4372 3109 82 R76 626.7 458.5 165 1.85
66 R628 4372 3109 82 R86 23.4 16.3 129 0.08
67 R628 4372 3109 82 R26 1401.5 1022.6 253 2.70
68 R628 4372 3109 82 R46 2204.5 1533.8 313 3.27
69 R21 2847 3001 720 R42 682.1 486 183 1.77
70 R21 2847 3001 720 R52 229.2 163.2 345 0.32
71 R21 2847 3001 720 R62 510.9 364 253 0.96
72 R31 2366 1486 363 R43 2366.4 1485.6 353 2.81
73 R42 3789 1894 183 R34 1916.7 933.1 353 1.76
74 R42 3789 1894 183 R64 1756.7 904.7 313 1.93
75 R43 3021 2537 353 R24 1453.8 1217 183 4.42
76 R43 3021 2537 353 R64 1474.5 1238 313 2.64
77 R52 1363 916 345 R75 1364.7 915.5 83 7.37
78 R62 3361 1761 253 R46 2436 1268.3 313 2.70
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CPs Primary Relay Isc 3φ(A) Isc 2φ(A) ILoad (A) Backup Relay Isc 3φ(A) Isc 3φ(A) ILoad (A) Sensitivity
79 R62 3361 1761 253 R76 765 410.4 165 1.66
80 R62 3361 1761 253 R86 5.9 3.1 129 0.02
81 R62 3361 1761 253 R286 24 12.5 82 0.10
82 R64 2822 2304 313 R26 1627.9 1333.3 253 3.52
83 R64 2822 2304 313 R76 727.9 597.7 165 2.41
84 R64 2822 2304 313 R86 17.3 13.7 129 0.07
85 R64 2822 2304 313 R286 70.3 55.9 82 0.45
86 R75 2227 1516 83 R67 2228.5 1516.1 165 6.11
87 R76 1156 928 165 R57 1157.8 927.9 83 7.47
88 R86 1187 994 129 R288 1192.2 994.2 7 90.74
89 R1412 3065 2153 147 R1514 3065.1 2152.7 38 37.28
90 R1512 4469 3328 348 R1415 1720.2 1280.2 38 22.17
91 R1512 4469 3328 348 R1815 1370.1 1020.6 118 5.75
92 R1512 4469 3328 348 R2315 1389.3 1035 127 5.43
93 R1612 3313 2417 159 R1716 3313.3 2416.6 95 17.04
94 R1514 5862 3592 38 R1215 3535.7 2165.2 348 4.15
95 R1514 5862 3592 38 R1815 1143.4 701.3 118 3.95
96 R1514 5862 3592 38 R2315 1190.4 730.2 127 3.83
97 R1716 5320 3614 95 R1017 5320.2 3613.8 102 23.57
98 R1815 2598 1929 118 R1918 2597.9 1928.9 61 20.94
99 R1918 3298 2556 61 R2019 3298 2555.8 121 14.05
100 R2019 3841 3132 121 R1020 3841.5 3131.5 162 12.89
101 R2010 2249 1715 162 R1920 2248.9 1714.5 121 9.43
102 R1710 2563 2107 102 R1617 2563.3 2107.3 95 14.86
103 R2110 5101 4042 331 R2221 5101.1 4042.1 37 72.00
104 R2210 6067 4194 158 R2122 4518.7 3123.8 37 55.64
105 R2210 6067 4194 158 R2422 1562.1 1079.6 121 5.93
106 R2221 5518 4721 37 R1022 3838.4 3284.1 158 13.83
107 R2221 5518 4721 37 R2422 1687.8 1443.7 121 7.93
108 R2315 2540 1913 127 R2423 2540.4 1912.8 71 18.04
109 R2422 3322 2437 121 R2324 1923.6 1410.8 71 13.31
110 R2422 3322 2437 121 R2524 1401.3 1028.4 29 23.49
111 R2423 4493 2860 71 R2224 3214.9 2045.9 121 11.23
112 R2423 4493 2860 71 R2524 1280.7 815.4 29 18.62
113 R2524 2290 1618 29 R2725 2289.7 1617.9 94 11.43
114 R2725 3227 2358 94 R2927 0 0 114 0.00
115 R2725 3227 2358 94 R3027 0 0 130 0.00
116 R2927 1106 838 114 R3029 1106.1 838.5 68 8.19
117 R3027 1277 891 130 R2930 1277.2 890.7 68 8.70
118 R3029 1634 1150 68 R2730 1633.8 1150.5 130 5.91
119 R288 2757 1490 7 R628 2614 1412.4 82 11.44
120 R286 1415 1145 82 R828 1179.6 950.2 7 86.72
Appendix C
Test case I - Extended results
Table C.1: Extended results for test case I on IEEE-14 bus system.
CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GA GWO MOGWO GA GWO MOGWO GA GWO MOGWO
1 R23 R12 0.352 0.275 0.421 0.834 0.781 1.146 0.482 0.506 0.725
2 R24 R12 0.368 0.289 0.710 0.833 0.779 1.144 0.465 0.490 0.433
3 R25 R12 0.527 0.425 0.655 0.831 0.777 1.141 0.304 0.352 0.487
4 R34 R23 0.584 0.378 0.746 1.165 0.912 1.387 0.581 0.534 0.641
5 R45 R24 0.568 0.423 0.673 0.996 0.761 1.926 0.429 0.338 1.254
6 R45 R34 0.568 0.423 0.673 1.156 0.741 1.462 0.588 0.318 0.789
7 R612 R116 1.003 0.943 0.254 1.473 1.248 1.245 0.470 0.304 0.991
8 R613 R116 0.822 0.778 0.794 1.354 1.147 1.138 0.532 0.369 0.344
9 R613 R126 0.822 0.778 0.794 1.795 1.376 1.421 0.973 0.598 0.627
10 R910 R149 0.299 0.301 0.249 0.604 0.666 0.652 0.305 0.366 0.403
11 R914 R109 0.825 0.823 0.877 0.364 0.346 1.271 -0.461 -0.477 0.394
12 R1011 R910 0.962 0.869 0.903 0.303 0.305 0.251 -0.660 -0.565 -0.651
13 R1213 R612 0.816 0.763 0.846 1.117 1.072 0.282 0.301 0.309 -0.564
14 R1314 R613 0.645 0.580 0.579 1.171 1.119 1.141 0.527 0.539 0.561
15 R1314 R1213 0.645 0.580 0.579 0.953 0.884 0.975 0.308 0.304 0.396
16 R21 R52 4.883 1.432 1.541 5.222 2.001 3.244 0.339 0.570 1.703
17 R51 R25 0.848 0.468 0.544 1.185 0.936 1.397 0.337 0.468 0.853
18 R51 R45 0.848 0.468 0.544 1.286 0.892 1.420 0.438 0.425 0.875
19 R32 R43 1.167 1.164 1.429 0.799 0.521 0.489 -0.368 -0.643 -0.940
20 R42 R34 0.630 0.387 0.345 1.088 0.697 1.377 0.458 0.310 1.032
21 R42 R54 0.630 0.387 0.345 0.946 0.692 1.133 0.316 0.305 0.788
22 R52 R15 0.643 0.299 0.381 0.994 0.893 2.360 0.351 0.595 1.979
23 R52 R45 0.643 0.299 0.381 0.974 0.689 1.097 0.331 0.391 0.716
24 R43 R24 0.576 0.379 0.355 1.085 0.827 2.099 0.510 0.448 1.744
25 R43 R54 0.576 0.379 0.355 1.006 0.738 1.204 0.430 0.359 0.849
26 R54 R15 0.651 0.463 0.780 0.998 0.897 2.370 0.347 0.434 1.589
27 R54 R25 0.651 0.463 0.780 1.002 0.794 1.190 0.351 0.331 0.410
28 R116 R1011 0.712 0.606 0.568 1.058 0.965 1.000 0.346 0.359 0.433
29 R126 R1312 0.376 0.293 0.303 0.683 0.652 0.637 0.307 0.358 0.334
30 R136 R1213 0.478 0.447 0.464 0.840 0.785 0.869 0.362 0.338 0.405
31 R136 R1413 0.478 0.447 0.464 0.820 0.827 0.813 0.342 0.380 0.349
32 R109 R1110 0.322 0.304 1.098 0.630 0.607 0.424 0.308 0.303 -0.674
33 R149 R1314 0.341 0.370 0.375 0.812 0.708 0.714 0.471 0.338 0.339
34 R1110 R611 0.560 0.536 0.367 0.910 0.972 0.777 0.349 0.436 0.410
35 R1312 R613 0.676 0.643 0.630 1.129 1.077 1.098 0.453 0.434 0.468
36 R1312 R1413 0.676 0.643 0.630 0.982 0.987 0.966 0.306 0.344 0.336
37 R1413 R914 0.582 0.591 0.586 0.936 0.932 0.992 0.355 0.342 0.407
Average Best 0.786 0.564 0.647 1.090 0.865 1.196 0.414 0.400 0.729
Average Rep 0.820 0.699 0.717 1.178 1.014 1.241 0.454 0.440 0.742
Standard Deviation 0.058 0.095 0.135 0.067 0.130 0.270 0.020 0.033 0.163
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Table C.2: TDS and PSM for test case I on IEEE-14 bus.
GA GWO MOGWO
CPs Relay TDS PSM TDS PSM TDS PSM
1 R12 0.859 1.419 0.803 1.420 1.193 1.404
2 R15 0.548 1.416 0.501 1.401 1.324 1.400
3 R23 0.651 1.405 0.508 1.407 0.779 1.400
4 R24 0.702 1.455 0.553 1.421 1.356 1.456
5 R25 1.034 1.469 0.835 1.440 1.288 1.400
6 R34 0.897 1.417 0.583 1.402 1.152 1.400
7 R45 0.620 1.550 0.506 1.400 0.805 1.400
8 R611 1.445 1.414 1.534 1.435 1.166 1.588
9 R612 1.973 1.419 1.843 1.561 0.500 1.400
10 R613 1.382 1.409 1.300 1.435 1.327 1.432
11 R910 0.602 1.403 0.602 1.572 0.500 1.400
12 R914 1.619 1.416 1.615 1.406 1.722 1.400
13 R1011 1.830 1.418 1.641 1.493 1.707 1.481
14 R1213 1.637 1.572 1.533 1.525 1.700 1.501
15 R1314 1.199 1.569 1.093 1.439 1.088 1.480
16 R21 1.452 1.532 0.505 1.400 0.544 1.400
17 R51 0.916 1.401 0.500 1.415 0.588 1.400
18 R32 0.502 1.411 0.501 1.410 0.580 1.459
19 R42 0.907 1.418 0.556 1.423 0.500 1.400
20 R52 1.066 1.560 0.514 1.401 0.626 1.600
21 R43 1.093 1.501 0.722 1.473 0.676 1.480
22 R54 0.960 1.404 0.661 1.486 1.153 1.400
23 R116 1.080 1.408 0.921 1.401 0.829 1.510
24 R126 0.639 1.417 0.500 1.400 0.516 1.400
25 R136 0.537 1.438 0.513 1.405 0.500 1.502
26 R109 0.597 1.408 0.562 1.438 2.000 1.549
27 R149 0.509 1.439 0.543 1.478 0.567 1.400
28 R1110 0.999 1.403 0.945 1.464 0.631 1.600
29 R1312 1.369 1.415 1.303 1.547 1.277 1.400
30 R1413 1.018 1.456 1.038 1.436 1.034 1.410
Average 1.021 1.445 0.858 1.444 0.987 1.448
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Table C.3: Extended results for test case I on IEEE-30 bus system.
CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GA14 GWO14 MOGWO14 GA14 GWO14 MOGWO14 GA14 GWO14 MOGWO14
1 R24 R12 0.826 0.675 0.830 1.136 0.986 1.613 0.310 0.311 0.782
2 R34 R13 0.853 1.066 1.166 1.167 1.653 2.041 0.314 0.586 0.876
3 R26 R12 0.461 0.409 0.554 1.139 0.989 1.618 0.678 0.580 1.064
4 R46 R24 0.829 0.783 1.153 1.578 1.342 1.657 0.748 0.559 0.504
5 R46 R34 0.829 0.783 1.153 1.221 1.527 1.667 0.392 0.744 0.514
6 R57 R25 1.129 1.044 1.011 1.671 2.377 1.891 0.542 1.333 0.880
7 R67 R26 1.019 0.977 0.720 1.424 1.306 1.829 0.405 0.329 1.109
8 R67 R46 1.019 0.977 0.720 1.398 1.360 1.987 0.380 0.383 1.266
9 R68 R76 1.024 1.043 0.887 2.325 1.813 2.478 1.301 0.770 1.591
10 R68 R26 1.024 1.043 0.887 1.620 1.489 2.090 0.595 0.446 1.203
11 R68 R46 1.024 1.043 0.887 1.474 1.437 2.098 0.450 0.395 1.211
12 R1214 R1512 1.022 0.993 0.346 1.793 1.549 1.848 0.771 0.555 1.502
13 R1214 R1612 1.022 0.993 0.346 1.370 1.457 1.751 0.348 0.464 1.405
14 R1215 R1412 0.706 0.721 0.850 1.155 1.085 1.439 0.449 0.364 0.589
15 R1215 R1612 0.706 0.721 0.850 1.202 1.277 1.539 0.496 0.556 0.688
16 R1216 R1512 0.973 0.553 0.695 1.530 1.322 1.578 0.557 0.769 0.883
17 R1415 R1214 0.983 0.782 0.924 1.168 1.128 0.392 0.186 0.347 -0.533
18 R1617 R1216 0.515 0.279 0.440 1.076 0.622 0.775 0.561 0.343 0.335
19 R1518 R2315 0.708 0.378 0.581 1.135 0.944 1.344 0.427 0.566 0.764
20 R1518 R1215 0.708 0.378 0.581 1.127 1.135 1.347 0.419 0.757 0.767
21 R1518 R1415 0.708 0.378 0.581 1.137 0.904 1.079 0.429 0.525 0.498
22 R1819 R1518 0.383 0.816 0.913 0.766 0.408 0.631 0.383 -0.408 -0.282
23 R1920 R1819 0.773 0.888 0.609 0.390 0.830 0.932 -0.382 -0.057 0.323
24 R1020 R1710 0.797 0.871 0.932 1.184 1.185 1.397 0.387 0.314 0.465
25 R1017 R2010 0.974 0.757 0.766 1.299 1.117 1.364 0.324 0.361 0.598
26 R1017 R2210 0.974 0.757 0.766 4.170 2.717 4.872 3.195 1.960 4.105
27 R1021 R2010 0.949 0.399 0.928 2.103 1.789 2.192 1.154 1.390 1.264
28 R1021 R1710 0.949 0.399 0.928 1.312 1.310 1.550 0.363 0.912 0.623
29 R1021 R2210 0.949 0.399 0.928 1.274 0.852 1.370 0.325 0.453 0.442
30 R1022 R2010 0.822 0.812 0.968 2.182 1.854 2.273 1.360 1.042 1.305
31 R1022 R1710 0.822 0.812 0.968 1.324 1.322 1.564 0.502 0.509 0.597
32 R2122 R1021 0.672 0.907 0.681 1.071 0.447 1.025 0.398 -0.461 0.345
33 R1523 R1815 0.777 0.447 0.539 1.304 0.995 1.358 0.527 0.548 0.820
34 R1523 R1215 0.777 0.447 0.539 1.134 1.142 1.356 0.357 0.696 0.817
35 R1523 R1415 0.777 0.447 0.539 1.139 0.905 1.081 0.362 0.459 0.542
36 R2224 R1022 0.706 0.593 0.902 1.099 1.099 1.296 0.393 0.506 0.394
37 R2224 R2122 0.706 0.593 0.902 0.676 0.912 0.685 -0.030 0.320 -0.217
38 R2324 R1523 0.963 0.890 0.852 0.838 0.483 0.586 -0.125 -0.408 -0.266
39 R2425 R2224 0.347 0.288 0.482 0.788 0.651 1.004 0.441 0.362 0.522
40 R2425 R2324 0.347 0.288 0.482 1.109 1.013 0.970 0.762 0.724 0.488
41 R2527 R2425 0.939 1.067 1.046 0.351 0.291 0.487 -0.588 -0.776 -0.559
42 R2729 R2527 0.672 0.671 0.699 1.101 1.255 1.219 0.428 0.585 0.520
43 R2730 R2527 0.719 0.873 0.910 1.101 1.255 1.219 0.381 0.383 0.309
44 R2930 R2729 0.424 0.339 0.421 0.799 0.801 0.840 0.375 0.462 0.419
45 R828 R68 0.758 0.738 0.425 1.101 1.134 0.951 0.343 0.396 0.526
46 R628 R76 0.890 0.904 0.790 2.325 1.813 2.478 1.435 0.909 1.688
47 R628 R26 0.890 0.904 0.790 1.619 1.489 2.090 0.730 0.585 1.300
48 R628 R46 0.890 0.904 0.790 1.473 1.436 2.097 0.584 0.532 1.307
49 R21 R42 2.692 2.537 3.710 3.216 2.982 5.840 0.524 0.445 2.130
50 R31 R43 1.538 0.955 0.838 2.095 1.697 1.517 0.556 0.742 0.679
51 R42 R34 0.425 0.463 0.868 1.214 1.518 1.657 0.789 1.056 0.789
52 R42 R64 0.425 0.463 0.868 1.562 1.327 1.866 1.137 0.864 0.998
53 R43 R24 1.519 1.241 1.088 1.840 1.575 1.946 0.321 0.333 0.858
54 R43 R64 1.519 1.241 1.088 2.094 1.769 2.500 0.575 0.528 1.412
55 R52 R75 2.482 1.770 4.733 0.913 0.336 0.393 -1.569 -1.434 -4.340
56 R62 R46 0.996 0.559 0.478 1.301 1.261 1.844 0.305 0.702 1.367
57 R62 R76 0.996 0.559 0.478 1.594 1.246 1.650 0.598 0.687 1.173
58 R64 R26 0.838 0.722 1.004 1.297 1.187 1.660 0.458 0.465 0.656
59 R64 R76 0.838 0.722 1.004 1.743 1.362 1.817 0.905 0.640 0.813
60 R75 R67 0.781 0.283 0.330 1.287 1.235 0.918 0.506 0.953 0.588
61 R76 R57 0.841 0.661 0.825 1.347 1.256 1.219 0.506 0.595 0.394
62 R86 R288 1.095 1.296 1.777 0.376 0.382 0.458 -0.719 -0.914 -1.319
63 R1412 R1514 0.398 0.378 0.477 0.743 0.757 0.883 0.345 0.379 0.405
64 R1512 R1415 0.431 0.375 0.449 1.012 0.805 0.954 0.581 0.430 0.504
65 R1512 R1815 0.431 0.375 0.449 1.267 0.966 1.317 0.836 0.591 0.868
66 R1512 R2315 0.431 0.375 0.449 1.116 0.929 1.324 0.686 0.554 0.875
67 R1612 R1716 0.757 0.798 0.975 0.455 0.425 0.319 -0.302 -0.373 -0.656
68 R1514 R1215 0.736 0.751 0.874 1.057 1.067 1.265 0.321 0.316 0.391
69 R1514 R1815 0.736 0.751 0.874 1.478 1.127 1.549 0.742 0.376 0.675
70 R1514 R2315 0.736 0.751 0.874 1.298 1.070 1.520 0.562 0.320 0.646
71 R1716 R1017 0.437 0.409 0.306 0.991 0.768 0.779 0.554 0.359 0.474
72 R1815 R1918 0.922 0.705 0.941 0.490 0.355 0.291 -0.432 -0.351 -0.651
73 R1918 R2019 0.482 0.349 0.286 0.501 0.687 0.722 0.018 0.339 0.435
74 R2019 R1020 0.488 0.668 0.701 0.892 0.976 1.045 0.404 0.308 0.344
75 R2010 R1920 0.498 0.443 0.535 0.802 0.921 0.632 0.304 0.477 0.097
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CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GA14 GWO14 MOGWO14 GA14 GWO14 MOGWO14 GA14 GWO14 MOGWO14
76 R1710 R1617 0.879 0.885 1.032 0.547 0.296 0.464 -0.332 -0.589 -0.568
77 R2110 R2221 0.788 1.045 0.331 0.327 0.312 0.712 -0.461 -0.734 0.381
78 R2210 R2122 0.369 0.259 0.342 0.674 0.909 0.682 0.305 0.650 0.340
79 R2210 R2422 0.369 0.259 0.342 0.735 0.718 0.653 0.366 0.460 0.311
80 R2221 R1022 0.327 0.311 0.712 0.904 0.898 1.065 0.577 0.586 0.354
81 R2221 R2422 0.327 0.311 0.712 0.695 0.679 0.618 0.368 0.367 -0.094
82 R2315 R2423 0.772 0.662 0.951 0.298 0.270 0.460 -0.475 -0.392 -0.491
83 R2422 R2324 0.522 0.505 0.464 1.037 0.953 0.912 0.515 0.448 0.448
84 R2422 R2524 0.522 0.505 0.464 0.837 0.997 0.796 0.315 0.492 0.332
85 R2423 R2224 0.285 0.259 0.439 0.772 0.639 0.984 0.487 0.381 0.545
86 R2423 R2524 0.285 0.259 0.439 0.843 1.003 0.802 0.558 0.744 0.363
87 R2524 R2725 0.819 0.976 0.778 1.120 0.838 1.121 0.301 -0.138 0.343
88 R2927 R3029 0.542 0.512 0.792 0.864 0.899 1.125 0.323 0.387 0.333
89 R3027 R2930 0.609 1.248 0.917 0.478 0.384 0.476 -0.130 -0.864 -0.441
90 R3029 R2730 0.754 0.764 0.962 1.085 1.280 1.306 0.331 0.516 0.344
91 R288 R628 0.375 0.381 0.456 0.942 0.957 0.837 0.568 0.575 0.380
92 R286 R828 0.315 0.355 0.851 0.760 0.740 0.426 0.445 0.385 -0.425
Average Best 0.796 0.734 0.859 1.204 1.097 1.351 0.565 0.571 0.781
Average Rep 0.830 0.757 0.729 1.227 1.080 1.193 0.583 0.585 0.792
Standard Deviation 0.043 0.040 0.136 0.057 0.046 0.222 0.033 0.028 0.145
Table C.4: TDS and PSM for test case I on IEEE-30 bus.
GA GWO MOGWO
CPs Relay TDS PSM TDS PSM TDS PSM
1 R12 0.963 1.562 0.893 1.477 1.377 1.553
2 R13 0.836 1.405 1.080 1.500 1.303 1.525
3 R24 1.622 1.413 1.322 1.472 1.625 1.479
4 R34 0.593 1.474 0.740 1.476 0.815 1.468
5 R25 0.773 1.402 1.100 1.402 0.833 1.443
6 R26 0.879 1.408 0.776 1.444 1.048 1.479
7 R46 1.128 1.408 1.027 1.482 1.527 1.462
8 R57 1.937 1.419 1.771 1.467 1.711 1.477
9 R67 1.826 1.401 1.750 1.404 1.283 1.436
10 R68 1.940 1.466 1.950 1.593 1.684 1.440
11 R1214 2.000 1.570 1.947 1.531 0.678 1.519
12 R1215 1.184 1.439 1.219 1.408 1.433 1.421
13 R1216 1.889 1.434 1.063 1.574 1.342 1.507
14 R1415 1.980 1.430 1.575 1.425 1.861 1.475
15 R1617 0.984 1.557 0.533 1.558 0.847 1.467
16 R1518 1.386 1.482 0.742 1.439 1.133 1.533
17 R1819 0.755 1.473 1.609 1.448 1.795 1.536
18 R1920 1.310 1.453 1.515 1.426 1.030 1.464
19 R1020 1.558 1.526 1.701 1.537 1.821 1.538
20 R1017 1.946 1.589 1.515 1.462 1.532 1.559
21 R1021 1.641 1.566 0.697 1.505 1.654 1.400
22 R1022 1.620 1.415 1.599 1.449 1.908 1.419
23 R2122 1.365 1.417 1.841 1.429 1.381 1.503
24 R1523 1.516 1.417 0.870 1.437 1.044 1.513
25 R2224 1.379 1.567 1.166 1.430 1.763 1.545
26 R2324 1.878 1.519 1.743 1.448 1.668 1.451
27 R2425 0.704 1.498 0.585 1.450 0.978 1.450
28 R2527 1.676 1.437 1.899 1.457 1.877 1.406
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GA GWO MOGWO
CPs Relay TDS PSM TDS PSM TDS PSM
29 R2729 1.298 1.414 1.293 1.438 1.345 1.465
30 R2730 1.346 1.583 1.645 1.512 1.726 1.455
31 R2930 0.793 1.409 0.632 1.435 0.784 1.436
32 R828 1.543 1.437 1.502 1.455 0.865 1.483
33 R628 1.753 1.548 1.782 1.535 1.556 1.546
34 R21 0.672 1.541 0.604 1.577 0.986 1.495
35 R31 0.921 1.552 0.632 1.448 0.531 1.492
36 R42 0.708 1.539 0.795 1.405 1.480 1.440
37 R43 1.329 1.537 1.128 1.488 0.907 1.600
38 R52 0.637 1.519 0.532 1.404 1.361 1.436
39 R62 1.363 1.462 0.724 1.582 0.660 1.439
40 R64 0.836 1.438 0.741 1.400 1.005 1.432
41 R75 1.431 1.420 0.511 1.512 0.596 1.525
42 R76 0.632 1.418 0.505 1.401 0.528 1.593
43 R86 1.064 1.497 1.188 1.579 1.712 1.510
44 R1412 0.679 1.453 0.647 1.438 0.805 1.501
45 R1512 0.589 1.414 0.516 1.404 0.618 1.400
46 R1612 1.299 1.415 1.366 1.429 1.680 1.400
47 R1514 1.494 1.426 1.524 1.402 1.773 1.480
48 R1716 0.868 1.431 0.812 1.435 0.605 1.490
49 R1815 1.612 1.407 1.234 1.402 1.627 1.463
50 R1918 0.956 1.400 0.690 1.451 0.567 1.422
51 R2019 0.920 1.415 1.249 1.491 1.312 1.489
52 R2010 0.703 1.452 0.640 1.400 0.767 1.417
53 R1710 1.561 1.519 1.578 1.497 1.827 1.536
54 R2110 1.185 1.448 1.514 1.546 0.500 1.431
55 R2210 0.711 1.447 0.500 1.400 0.651 1.600
56 R2221 0.664 1.412 0.631 1.493 1.444 1.419
57 R2315 1.280 1.509 1.119 1.426 1.618 1.400
58 R2422 0.943 1.548 0.906 1.584 0.838 1.547
59 R2423 0.570 1.439 0.517 1.400 0.873 1.542
60 R2524 1.645 1.446 1.963 1.407 1.563 1.471
61 R2725 1.967 1.528 1.467 1.549 1.958 1.562
62 R2927 0.551 1.514 0.555 1.420 0.866 1.408
63 R3027 0.665 1.430 1.304 1.498 1.000 1.434
64 R3029 1.348 1.413 1.328 1.570 1.682 1.536
65 R288 0.762 1.403 0.776 1.419 0.929 1.512
66 R286 0.506 1.407 0.543 1.561 1.369 1.400
Average 1.198 1.466 1.118 1.468 1.240 1.480
Appendix D
Test case II - Extended results
Table D.1: Extended results for test case II on IEEE-14 bus system.
CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWOl GWOls MOGWOl MOGWOls GWOl GWOls MOGWOl MOGWOls GWOl GWOls MOGWOl MOGWOls
1 R23 R12 0.369 0.275 0.291 0.421 0.905 0.781 0.944 1.146 0.535 0.506 0.653 0.725
2 R24 R12 0.360 0.289 0.430 0.710 0.903 0.779 0.942 1.144 0.543 0.490 0.512 0.433
3 R25 R12 0.534 0.425 0.639 0.655 0.901 0.777 0.940 1.141 0.367 0.352 0.302 0.487
4 R34 R23 0.520 0.378 0.500 0.746 1.216 0.912 1.051 1.387 0.696 0.534 0.551 0.641
5 R45 R24 0.522 0.423 0.523 0.673 0.933 0.761 1.140 1.926 0.411 0.338 0.618 1.254
6 R45 R34 0.522 0.423 0.523 0.673 1.074 0.741 1.030 1.462 0.552 0.318 0.507 0.789
7 R612 R116 1.007 0.943 0.351 0.254 1.356 1.248 1.152 1.245 0.350 0.304 0.800 0.991
8 R613 R116 0.791 0.778 0.678 0.794 1.246 1.147 1.050 1.138 0.455 0.369 0.372 0.344
9 R613 R126 0.791 0.778 0.678 0.794 1.380 1.376 1.619 1.421 0.589 0.598 0.941 0.627
10 R910 R149 0.275 0.301 0.273 0.249 0.685 0.666 0.673 0.652 0.410 0.366 0.400 0.403
11 R914 R109 0.274 0.823 0.781 0.877 0.701 0.346 0.387 1.271 0.427 -0.477 -0.394 0.394
12 R1011 R910 1.011 0.869 0.783 0.903 0.279 0.305 0.276 0.251 -0.733 -0.565 -0.507 -0.651
13 R1213 R612 0.778 0.763 0.751 0.846 1.121 1.072 0.397 0.282 0.343 0.309 -0.354 -0.564
14 R1314 R613 0.600 0.580 0.537 0.579 1.185 1.119 1.009 1.141 0.585 0.539 0.472 0.561
15 R1314 R1213 0.600 0.580 0.537 0.579 0.907 0.884 0.861 0.975 0.307 0.304 0.324 0.396
16 R21 R52 2.773 1.432 2.821 1.541 3.339 2.001 3.133 3.244 0.565 0.570 0.312 1.703
17 R51 R25 0.793 0.468 0.552 0.544 1.151 0.936 1.365 1.397 0.357 0.468 0.814 0.853
18 R51 R45 0.793 0.468 0.552 0.544 1.113 0.892 1.156 1.420 0.320 0.425 0.604 0.875
19 R32 R43 2.152 1.164 1.914 1.429 0.593 0.521 0.418 0.489 -1.559 -0.643 -1.496 -0.940
20 R42 R34 0.637 0.387 0.470 0.345 1.008 0.697 0.966 1.377 0.371 0.310 0.496 1.032
21 R42 R54 0.637 0.387 0.470 0.345 0.944 0.692 0.932 1.133 0.308 0.305 0.462 0.788
22 R52 R15 0.456 0.299 0.413 0.381 1.072 0.893 1.342 2.360 0.615 0.595 0.930 1.979
23 R52 R45 0.456 0.299 0.413 0.381 0.857 0.689 0.881 1.097 0.401 0.391 0.468 0.716
24 R43 R24 0.440 0.379 0.293 0.355 1.014 0.827 1.241 2.099 0.574 0.448 0.948 1.744
25 R43 R54 0.440 0.379 0.293 0.355 1.004 0.738 0.993 1.204 0.564 0.359 0.700 0.849
26 R54 R15 0.648 0.463 0.626 0.780 1.076 0.897 1.348 2.370 0.429 0.434 0.722 1.589
27 R54 R25 0.648 0.463 0.626 0.780 0.979 0.794 1.163 1.190 0.332 0.331 0.537 0.410
28 R116 R1011 0.654 0.606 0.506 0.568 1.126 0.965 0.870 1.000 0.473 0.359 0.364 0.433
29 R126 R1312 0.294 0.293 0.306 0.303 0.702 0.652 0.618 0.637 0.408 0.358 0.312 0.334
30 R136 R1213 0.449 0.447 0.460 0.464 0.801 0.785 0.771 0.869 0.353 0.338 0.310 0.405
31 R136 R1413 0.449 0.447 0.460 0.464 0.963 0.827 0.869 0.813 0.515 0.380 0.408 0.349
32 R109 R1110 0.616 0.304 0.338 1.098 1.055 0.607 0.724 0.424 0.439 0.303 0.386 -0.674
33 R149 R1314 0.377 0.370 0.368 0.375 0.762 0.708 0.674 0.714 0.385 0.338 0.306 0.339
34 R1110 R611 0.924 0.536 0.634 0.367 1.285 0.972 1.070 0.777 0.361 0.436 0.437 0.410
35 R1312 R613 0.693 0.643 0.611 0.630 1.137 1.077 0.969 1.098 0.444 0.434 0.358 0.468
36 R1312 R1413 0.693 0.643 0.611 0.630 1.173 0.987 1.059 0.966 0.481 0.344 0.448 0.336
37 R1413 R914 0.654 0.591 0.588 0.586 0.313 0.932 0.907 0.992 -0.341 0.342 0.319 0.407
Average Best 0.726 0.564 0.646 0.647 1.034 0.865 0.998 1.196 0.449 0.400 0.518 0.729
Average Rep 0.744 0.699 0.677 0.717 1.064 1.014 1.153 1.241 0.453 0.440 0.689 0.742
Standard Deviation 0.080 0.095 0.081 0.135 0.100 0.130 0.151 0.270 0.026 0.033 0.095 0.163
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Table D.2: TDS and PSM for test case II on IEEE-14 bus.
GWOl GWOls MOGWOl MOGWOls
CPs Relay TDS PSM TDS PSM TDS PSM TDS PSM
1 R12 0.909 1.454 0.803 1.420 0.985 1.400 1.193 1.404
2 R15 0.601 1.400 0.501 1.401 0.643 1.546 1.324 1.400
3 R23 0.683 1.400 0.508 1.407 0.531 1.497 0.779 1.400
4 R24 0.691 1.403 0.553 1.421 0.823 1.429 1.356 1.456
5 R25 1.050 1.413 0.835 1.440 1.257 1.402 1.288 1.400
6 R34 0.776 1.496 0.583 1.402 0.747 1.491 1.152 1.400
7 R45 0.618 1.420 0.506 1.400 0.590 1.497 0.805 1.400
8 R611 1.976 1.515 1.534 1.435 1.620 1.563 1.166 1.588
9 R612 1.980 1.421 1.843 1.561 0.688 1.525 0.500 1.400
10 R613 1.282 1.551 1.300 1.435 1.105 1.531 1.327 1.432
11 R910 0.551 1.568 0.602 1.572 0.547 1.515 0.500 1.400
12 R914 0.535 1.461 1.615 1.406 1.520 1.558 1.722 1.400
13 R1011 1.904 1.521 1.641 1.493 1.478 1.498 1.707 1.481
14 R1213 1.562 1.562 1.533 1.525 1.510 1.468 1.700 1.501
15 R1314 1.113 1.598 1.093 1.439 1.000 1.553 1.088 1.480
16 R21 0.789 1.567 0.505 1.400 0.781 1.588 0.544 1.400
17 R51 0.787 1.526 0.500 1.415 0.588 1.420 0.588 1.400
18 R32 0.927 1.409 0.501 1.410 0.689 1.559 0.580 1.459
19 R42 0.892 1.479 0.556 1.423 0.653 1.499 0.500 1.400
20 R52 0.773 1.472 0.514 1.401 0.694 1.502 0.626 1.600
21 R43 0.842 1.419 0.722 1.473 0.553 1.579 0.676 1.480
22 R54 0.953 1.411 0.661 1.486 0.899 1.472 1.153 1.400
23 R116 0.989 1.413 0.921 1.401 0.720 1.577 0.829 1.510
24 R126 0.502 1.400 0.500 1.400 0.507 1.515 0.516 1.400
25 R136 0.513 1.410 0.513 1.405 0.517 1.439 0.500 1.502
26 R109 1.136 1.448 0.562 1.438 0.622 1.475 2.000 1.549
27 R149 0.550 1.495 0.543 1.478 0.534 1.509 0.567 1.400
28 R1110 1.615 1.514 0.945 1.464 1.105 1.525 0.631 1.600
29 R1312 1.402 1.589 1.303 1.547 1.239 1.406 1.277 1.400
30 R1413 1.115 1.581 1.038 1.436 1.002 1.587 1.034 1.410
Average 1.000 1.477 0.858 1.444 0.872 1.504 0.987 1.448
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Table D.3: Extended results for test case II on IEEE-30 bus system.
CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWOl GWOls MOGWOl MOGWOls GWOl GWOls MOGWOl MOGWOls GWOl GWOls MOGWOl MOGWOls
1 R24 R12 0.690 0.675 0.817 0.830 1.424 0.986 1.665 1.613 0.733 0.311 0.848 0.782
2 R34 R13 1.094 1.066 1.288 1.166 2.020 1.653 2.624 2.041 0.926 0.586 1.336 0.876
3 R26 R12 0.429 0.409 0.425 0.554 1.427 0.989 1.669 1.618 0.999 0.580 1.244 1.064
4 R46 R24 0.788 0.783 1.028 1.153 1.357 1.342 1.547 1.657 0.569 0.559 0.519 0.504
5 R46 R34 0.788 0.783 1.028 1.153 1.545 1.527 1.818 1.667 0.758 0.744 0.790 0.514
6 R57 R25 1.019 1.044 1.016 1.011 1.577 2.377 2.244 1.891 0.558 1.333 1.228 0.880
7 R67 R26 0.949 0.977 0.946 0.720 1.313 1.306 1.506 1.829 0.364 0.329 0.560 1.109
8 R67 R46 0.949 0.977 0.946 0.720 1.326 1.360 1.811 1.987 0.376 0.383 0.865 1.266
9 R68 R76 0.371 1.043 0.611 0.887 1.794 1.813 1.794 2.478 1.423 0.770 1.183 1.591
10 R68 R26 0.371 1.043 0.611 0.887 1.492 1.489 1.729 2.090 1.121 0.446 1.119 1.203
11 R68 R46 0.371 1.043 0.611 0.887 1.397 1.437 1.916 2.098 1.026 0.395 1.305 1.211
12 R1214 R1512 0.264 0.993 0.391 0.346 1.513 1.549 1.875 1.848 1.249 0.555 1.485 1.502
13 R1214 R1612 0.264 0.993 0.391 0.346 1.359 1.457 1.849 1.751 1.095 0.464 1.459 1.405
14 R1215 R1412 0.752 0.721 0.719 0.850 1.141 1.085 1.113 1.439 0.388 0.364 0.394 0.589
15 R1215 R1612 0.752 0.721 0.719 0.850 1.186 1.277 1.616 1.539 0.434 0.556 0.897 0.688
16 R1216 R1512 0.847 0.553 0.610 0.695 1.292 1.322 1.598 1.578 0.444 0.769 0.988 0.883
17 R1415 R1214 0.893 0.782 0.867 0.924 0.298 1.128 0.435 0.392 -0.596 0.347 -0.432 -0.533
18 R1617 R1216 0.374 0.279 0.261 0.440 0.939 0.622 0.674 0.775 0.566 0.343 0.413 0.335
19 R1518 R2315 0.693 0.378 0.558 0.581 1.105 0.944 1.379 1.344 0.413 0.566 0.821 0.764
20 R1518 R1215 0.693 0.378 0.558 0.581 1.209 1.135 1.232 1.347 0.516 0.757 0.673 0.767
21 R1518 R1415 0.693 0.378 0.558 0.581 1.035 0.904 1.001 1.079 0.342 0.525 0.443 0.498
22 R1819 R1518 0.371 0.816 0.256 0.913 0.754 0.408 0.601 0.631 0.383 -0.408 0.345 -0.282
23 R1920 R1819 0.912 0.888 1.059 0.609 0.379 0.830 0.261 0.932 -0.533 -0.057 -0.798 0.323
24 R1020 R1710 0.904 0.871 0.844 0.932 1.267 1.185 1.178 1.397 0.363 0.314 0.334 0.465
25 R1017 R2010 0.695 0.757 0.813 0.766 0.996 1.117 1.183 1.364 0.301 0.361 0.369 0.598
26 R1017 R2210 0.695 0.757 0.813 0.766 2.716 2.717 2.766 4.872 2.021 1.960 1.953 4.105
27 R1021 R2010 0.345 0.399 0.281 0.928 1.595 1.789 1.975 2.192 1.250 1.390 1.694 1.264
28 R1021 R1710 0.345 0.399 0.281 0.928 1.390 1.310 1.303 1.550 1.044 0.912 1.022 0.623
29 R1021 R2210 0.345 0.399 0.281 0.928 0.852 0.852 0.865 1.370 0.506 0.453 0.584 0.442
30 R1022 R2010 0.868 0.812 0.839 0.968 1.654 1.854 2.054 2.273 0.786 1.042 1.214 1.305
31 R1022 R1710 0.868 0.812 0.839 0.968 1.401 1.322 1.314 1.564 0.533 0.509 0.474 0.597
32 R2122 R1021 0.925 0.907 0.986 0.681 0.384 0.447 0.311 1.025 -0.542 -0.461 -0.674 0.345
33 R1523 R1815 0.283 0.447 0.486 0.539 0.982 0.995 1.155 1.358 0.699 0.548 0.669 0.820
34 R1523 R1215 0.283 0.447 0.486 0.539 1.216 1.142 1.240 1.356 0.933 0.696 0.754 0.817
35 R1523 R1415 0.283 0.447 0.486 0.539 1.037 0.905 1.003 1.081 0.754 0.459 0.517 0.542
36 R2224 R1022 0.604 0.593 0.546 0.902 1.163 1.099 1.160 1.296 0.560 0.506 0.614 0.394
37 R2224 R2122 0.604 0.593 0.546 0.902 0.931 0.912 0.991 0.685 0.327 0.320 0.445 -0.217
38 R2324 R1523 0.961 0.890 0.764 0.852 0.305 0.483 0.523 0.586 -0.656 -0.408 -0.241 -0.266
39 R2425 R2224 0.270 0.288 0.312 0.482 0.675 0.651 0.612 1.004 0.405 0.362 0.301 0.522
40 R2425 R2324 0.270 0.288 0.312 0.482 1.110 1.013 0.874 0.970 0.840 0.724 0.562 0.488
41 R2527 R2425 1.018 1.067 1.135 1.046 0.273 0.291 0.315 0.487 -0.745 -0.776 -0.820 -0.559
42 R2729 R2527 0.691 0.671 0.676 0.699 1.221 1.255 1.356 1.219 0.531 0.585 0.680 0.520
43 R2730 R2527 0.828 0.873 0.954 0.910 1.221 1.255 1.356 1.219 0.394 0.383 0.403 0.309
44 R2930 R2729 0.273 0.339 0.295 0.421 0.828 0.801 0.801 0.840 0.555 0.462 0.506 0.419
45 R828 R68 0.775 0.738 0.246 0.425 0.403 1.134 0.653 0.951 -0.372 0.396 0.407 0.526
46 R628 R76 0.996 0.904 0.750 0.790 1.794 1.813 1.793 2.478 0.799 0.909 1.044 1.688
47 R628 R26 0.996 0.904 0.750 0.790 1.492 1.489 1.729 2.090 0.497 0.585 0.979 1.300
48 R628 R46 0.996 0.904 0.750 0.790 1.397 1.436 1.914 2.097 0.401 0.532 1.165 1.307
49 R21 R42 3.571 2.537 2.872 3.710 4.116 2.982 4.730 5.840 0.545 0.445 1.858 2.130
50 R31 R43 0.923 0.955 0.836 0.838 1.383 1.697 1.329 1.517 0.460 0.742 0.494 0.679
51 R42 R34 0.625 0.463 0.656 0.868 1.537 1.518 1.808 1.657 0.912 1.056 1.152 0.789
52 R42 R64 0.625 0.463 0.656 0.868 1.193 1.327 1.366 1.866 0.568 0.864 0.710 0.998
53 R43 R24 1.023 1.241 0.988 1.088 1.590 1.575 1.801 1.946 0.567 0.333 0.813 0.858
54 R43 R64 1.023 1.241 0.988 1.088 1.600 1.769 1.822 2.500 0.577 0.528 0.835 1.412
55 R52 R75 2.493 1.770 2.607 4.733 0.417 0.336 0.650 0.393 -2.075 -1.434 -1.958 -4.340
56 R62 R46 0.802 0.559 0.611 0.478 1.234 1.261 1.677 1.844 0.432 0.702 1.066 1.367
57 R62 R76 0.802 0.559 0.611 0.478 1.234 1.246 1.233 1.650 0.432 0.687 0.622 1.173
58 R64 R26 0.640 0.722 0.744 1.004 1.196 1.187 1.362 1.660 0.556 0.465 0.618 0.656
59 R64 R76 0.640 0.722 0.744 1.004 1.348 1.362 1.348 1.817 0.709 0.640 0.604 0.813
60 R75 R67 0.353 0.283 0.558 0.330 1.216 1.235 1.242 0.918 0.864 0.953 0.684 0.588
61 R76 R57 0.655 0.661 0.655 0.825 1.245 1.256 1.224 1.219 0.590 0.595 0.570 0.394
62 R86 R288 0.831 1.296 0.531 1.777 0.263 0.382 0.944 0.458 -0.568 -0.914 0.413 -1.319
63 R1412 R1514 0.368 0.378 0.379 0.477 0.804 0.757 0.809 0.883 0.436 0.379 0.430 0.405
64 R1512 R1415 0.367 0.375 0.446 0.449 0.920 0.805 0.892 0.954 0.553 0.430 0.446 0.504
65 R1512 R1815 0.367 0.375 0.446 0.449 0.953 0.966 1.118 1.317 0.586 0.591 0.672 0.868
66 R1512 R2315 0.367 0.375 0.446 0.449 1.088 0.929 1.356 1.324 0.721 0.554 0.910 0.875
67 R1612 R1716 0.727 0.798 0.998 0.975 0.276 0.425 0.263 0.319 -0.451 -0.373 -0.735 -0.656
68 R1514 R1215 0.796 0.751 0.801 0.874 1.133 1.067 1.146 1.265 0.337 0.316 0.345 0.391
69 R1514 R1815 0.796 0.751 0.801 0.874 1.114 1.127 1.329 1.549 0.318 0.376 0.527 0.675
70 R1514 R2315 0.796 0.751 0.801 0.874 1.251 1.070 1.578 1.520 0.455 0.320 0.776 0.646
71 R1716 R1017 0.264 0.409 0.252 0.306 0.705 0.768 0.827 0.779 0.441 0.359 0.574 0.474
72 R1815 R1918 0.691 0.705 0.777 0.941 0.277 0.355 0.259 0.291 -0.415 -0.351 -0.518 -0.651
73 R1918 R2019 0.272 0.349 0.254 0.286 0.649 0.687 0.585 0.722 0.377 0.339 0.332 0.435
74 R2019 R1020 0.632 0.668 0.569 0.701 1.008 0.976 0.929 1.045 0.376 0.308 0.360 0.344
75 R2010 R1920 0.394 0.443 0.413 0.535 0.945 0.921 1.103 0.632 0.551 0.477 0.690 0.097
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CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWOl GWOls MOGWOl MOGWOls GWOl GWOls MOGWOl MOGWOls GWOl GWOls MOGWOl MOGWOls
76 R1710 R1617 0.975 0.885 0.879 1.032 0.394 0.296 0.277 0.464 -0.581 -0.589 -0.602 -0.568
77 R2110 R2221 0.368 1.045 0.527 0.331 0.415 0.312 0.249 0.712 0.047 -0.734 -0.278 0.381
78 R2210 R2122 0.259 0.259 0.261 0.342 0.927 0.909 0.988 0.682 0.669 0.650 0.726 0.340
79 R2210 R2422 0.259 0.259 0.261 0.342 0.811 0.718 0.625 0.653 0.552 0.460 0.364 0.311
80 R2221 R1022 0.415 0.311 0.249 0.712 0.956 0.898 0.935 1.065 0.541 0.586 0.686 0.354
81 R2221 R2422 0.415 0.311 0.249 0.712 0.769 0.679 0.594 0.618 0.354 0.367 0.345 -0.094
82 R2315 R2423 0.778 0.662 0.937 0.951 0.294 0.270 0.260 0.460 -0.485 -0.392 -0.676 -0.491
83 R2422 R2324 0.585 0.505 0.457 0.464 1.037 0.953 0.820 0.912 0.452 0.448 0.364 0.448
84 R2422 R2524 0.585 0.505 0.457 0.464 0.889 0.997 0.871 0.796 0.304 0.492 0.414 0.332
85 R2423 R2224 0.280 0.259 0.250 0.439 0.661 0.639 0.600 0.984 0.381 0.381 0.349 0.545
86 R2423 R2524 0.280 0.259 0.250 0.439 0.897 1.003 0.877 0.802 0.617 0.744 0.626 0.363
87 R2524 R2725 0.866 0.976 0.852 0.778 0.351 0.838 0.611 1.121 -0.515 -0.138 -0.241 0.343
88 R2927 R3029 0.526 0.512 0.554 0.792 0.904 0.899 0.889 1.125 0.378 0.387 0.335 0.333
89 R3027 R2930 0.933 1.248 0.947 0.917 0.309 0.384 0.332 0.476 -0.625 -0.864 -0.615 -0.441
90 R3029 R2730 0.780 0.764 0.763 0.962 1.257 1.280 1.339 1.306 0.478 0.516 0.576 0.344
91 R288 R628 0.262 0.381 0.942 0.456 1.052 0.957 0.797 0.837 0.789 0.575 -0.144 0.380
92 R286 R828 0.441 0.355 0.959 0.851 0.778 0.740 0.246 0.426 0.337 0.385 -0.712 -0.425
Average Best 0.722 0.734 0.731 0.859 1.093 1.097 1.200 1.351 0.616 0.571 0.739 0.781
Average Rep 0.752 0.757 0.689 0.729 1.080 1.080 1.121 1.193 0.582 0.585 0.728 0.792
Standard Deviation 0.035 0.404 0.087 0.136 0.048 0.046 0.153 0.222 0.026 0.028 0.093 0.145
Table D.4: TDS and PSM for test case II on IEEE-30 bus.
GWOl GWOls MOGWOl MOGWOls
CPs Relay TDS PSM TDS PSM TDS PSM TDS PSM
1 R12 1.366 1.402 0.893 1.477 1.600 1.400 1.377 1.553
2 R13 1.451 1.401 1.080 1.500 1.739 1.486 1.303 1.525
3 R24 1.352 1.457 1.322 1.472 1.605 1.400 1.625 1.479
4 R34 0.814 1.401 0.740 1.476 0.960 1.400 0.815 1.468
5 R25 0.653 1.497 1.100 1.402 0.824 1.600 0.833 1.443
6 R26 0.817 1.400 0.776 1.444 0.798 1.556 1.048 1.479
7 R46 1.073 1.404 1.027 1.482 1.326 1.516 1.527 1.462
8 R57 1.699 1.542 1.771 1.467 1.722 1.472 1.711 1.477
9 R67 1.686 1.453 1.750 1.404 1.653 1.543 1.283 1.436
10 R68 0.694 1.589 1.950 1.593 1.164 1.400 1.684 1.440
11 R1214 0.518 1.487 1.947 1.531 0.770 1.400 0.678 1.519
12 R1215 1.258 1.453 1.219 1.408 1.158 1.600 1.433 1.421
13 R1216 1.642 1.456 1.063 1.574 1.184 1.432 1.342 1.507
14 R1415 1.799 1.437 1.575 1.425 1.747 1.422 1.861 1.475
15 R1617 0.720 1.456 0.533 1.558 0.500 1.542 0.847 1.467
16 R1518 1.351 1.543 0.742 1.439 1.096 1.429 1.133 1.533
17 R1819 0.729 1.537 1.609 1.448 0.506 1.429 1.795 1.536
18 R1920 1.558 1.421 1.515 1.426 1.764 1.527 1.030 1.464
19 R1020 1.768 1.504 1.701 1.537 1.660 1.400 1.821 1.538
20 R1017 1.391 1.479 1.515 1.462 1.626 1.555 1.532 1.559
21 R1021 0.611 1.441 0.697 1.505 0.500 1.415 1.654 1.400
22 R1022 1.711 1.422 1.599 1.449 1.648 1.507 1.908 1.419
23 R2122 1.879 1.403 1.841 1.429 2.000 1.439 1.381 1.503
24 R1523 0.552 1.413 0.870 1.437 0.949 1.400 1.044 1.513
25 R2224 1.179 1.579 1.166 1.430 1.065 1.600 1.763 1.545
26 R2324 1.872 1.538 1.743 1.448 1.494 1.480 1.668 1.451
27 R2425 0.548 1.456 0.585 1.450 0.632 1.589 0.978 1.450
28 R2527 1.777 1.564 1.899 1.457 1.989 1.543 1.877 1.406
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GWOl GWOls MOGWOl MOGWOls
CPs Relay TDS PSM TDS PSM TDS PSM TDS PSM
29 R2729 1.330 1.452 1.293 1.438 1.307 1.400 1.345 1.465
30 R2730 1.547 1.598 1.645 1.512 1.818 1.400 1.726 1.455
31 R2930 0.509 1.429 0.632 1.435 0.551 1.408 0.784 1.436
32 R828 1.578 1.584 1.502 1.455 0.500 1.421 0.865 1.483
33 R628 1.964 1.509 1.782 1.535 1.474 1.600 1.556 1.546
34 R21 0.936 1.505 0.604 1.577 0.863 1.406 0.986 1.495
35 R31 0.639 1.402 0.632 1.448 0.564 1.428 0.531 1.492
36 R42 1.069 1.422 0.795 1.405 1.103 1.498 1.480 1.440
37 R43 0.971 1.430 1.128 1.488 0.955 1.407 0.907 1.600
38 R52 0.721 1.432 0.532 1.404 0.601 1.600 1.361 1.436
39 R62 1.095 1.466 0.724 1.582 0.794 1.574 0.660 1.439
40 R64 0.637 1.441 0.741 1.400 0.763 1.400 1.005 1.432
41 R75 0.640 1.487 0.511 1.512 1.025 1.400 0.596 1.525
42 R76 0.500 1.400 0.505 1.401 0.500 1.400 0.528 1.593
43 R86 0.817 1.481 1.188 1.579 0.530 1.460 1.712 1.510
44 R1412 0.615 1.536 0.647 1.438 0.644 1.468 0.805 1.501
45 R1512 0.504 1.403 0.516 1.404 0.606 1.425 0.618 1.400
46 R1612 1.232 1.473 1.366 1.429 1.699 1.456 1.680 1.400
47 R1514 1.615 1.485 1.524 1.402 1.626 1.458 1.773 1.480
48 R1716 0.524 1.486 0.812 1.435 0.500 1.480 0.605 1.490
49 R1815 1.205 1.420 1.234 1.402 1.319 1.547 1.627 1.463
50 R1918 0.538 1.462 0.690 1.451 0.500 1.539 0.567 1.422
51 R2019 1.192 1.417 1.249 1.491 1.065 1.483 1.312 1.489
52 R2010 0.569 1.403 0.640 1.400 0.547 1.600 0.767 1.417
53 R1710 1.765 1.400 1.578 1.497 1.566 1.500 1.827 1.536
54 R2110 0.558 1.423 1.514 1.546 0.765 1.540 0.500 1.431
55 R2210 0.500 1.400 0.500 1.400 0.505 1.405 0.651 1.600
56 R2221 0.842 1.489 0.631 1.493 0.505 1.400 1.444 1.419
57 R2315 1.320 1.412 1.119 1.426 1.550 1.515 1.618 1.400
58 R2422 1.063 1.504 0.906 1.584 0.834 1.466 0.838 1.547
59 R2423 0.557 1.543 0.517 1.400 0.500 1.400 0.873 1.542
60 R2524 1.735 1.591 1.963 1.407 1.712 1.437 1.563 1.471
61 R2725 0.613 1.565 1.467 1.549 1.098 1.400 1.958 1.562
62 R2927 0.576 1.407 0.555 1.420 0.604 1.410 0.866 1.408
63 R3027 0.922 1.582 1.304 1.498 0.986 1.505 1.000 1.434
64 R3029 1.375 1.488 1.328 1.570 1.340 1.513 1.682 1.536
65 R288 0.534 1.536 0.776 1.419 1.916 1.483 0.929 1.512
66 R286 0.686 1.510 0.543 1.561 1.539 1.407 1.369 1.400
Average 1.068 1.471 1.118 1.468 1.105 1.471 1.240 1.480
Appendix E
Test case III - Extended results
Table E.1: Extended results for test case III on IEEE-14 bus system.
CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWOls GWOes MOGWOl MOGWOe GWOls GWOes MOGWOl MOGWOe GWOls GWOes MOGWOl MOGWOe
1 R23 R12 0.275 0.279 0.291 0.451 0.781 0.745 0.944 1.159 0.506 0.466 0.653 0.708
2 R24 R12 0.289 0.272 0.430 0.609 0.779 0.743 0.942 1.156 0.490 0.471 0.512 0.547
3 R25 R12 0.425 0.431 0.639 0.556 0.777 0.742 0.940 1.153 0.352 0.310 0.302 0.597
4 R34 R23 0.378 0.381 0.500 1.036 0.912 0.927 1.051 1.484 0.534 0.546 0.551 0.447
5 R45 R24 0.423 0.418 0.523 0.604 0.761 0.726 1.140 1.622 0.338 0.309 0.618 1.018
6 R45 R34 0.423 0.418 0.523 0.604 0.741 0.748 1.030 2.030 0.318 0.330 0.507 1.426
7 R612 R116 0.943 0.910 0.351 0.344 1.248 1.224 1.152 1.100 0.304 0.314 0.800 0.756
8 R613 R116 0.778 0.789 0.678 0.690 1.147 1.121 1.050 1.005 0.369 0.332 0.372 0.315
9 R613 R126 0.778 0.789 0.678 0.690 1.376 1.378 1.619 1.376 0.598 0.590 0.941 0.686
10 R910 R149 0.301 0.273 0.273 0.513 0.666 0.591 0.673 0.825 0.366 0.318 0.400 0.312
11 R914 R109 0.823 0.279 0.781 0.799 0.346 0.589 0.387 0.428 -0.477 0.309 -0.394 -0.371
12 R1011 R910 0.869 0.856 0.783 0.727 0.305 0.276 0.276 0.519 -0.565 -0.580 -0.507 -0.208
13 R1213 R612 0.763 0.729 0.751 0.863 1.072 1.033 0.397 0.390 0.309 0.303 -0.354 -0.474
14 R1314 R613 0.580 0.529 0.537 0.640 1.119 1.120 1.009 1.017 0.539 0.591 0.472 0.377
15 R1314 R1213 0.580 0.529 0.537 0.640 0.884 0.852 0.861 0.979 0.304 0.322 0.324 0.339
16 R21 R52 1.432 1.801 2.821 1.655 2.001 2.201 3.133 2.412 0.570 0.400 0.312 0.758
17 R51 R25 0.468 0.531 0.552 0.650 0.936 0.957 1.365 1.310 0.468 0.426 0.814 0.660
18 R51 R45 0.468 0.531 0.552 0.650 0.892 0.882 1.156 1.332 0.425 0.351 0.604 0.683
19 R32 R43 1.164 1.227 1.914 1.634 0.521 0.595 0.418 0.723 -0.643 -0.633 -1.496 -0.911
20 R42 R34 0.387 0.388 0.470 0.657 0.697 0.705 0.966 1.912 0.310 0.317 0.496 1.255
21 R42 R54 0.387 0.388 0.470 0.657 0.692 0.699 0.932 0.960 0.305 0.311 0.462 0.304
22 R52 R15 0.299 0.327 0.413 0.318 0.893 0.898 1.342 1.607 0.595 0.571 0.930 1.290
23 R52 R45 0.299 0.327 0.413 0.318 0.689 0.681 0.881 1.016 0.391 0.355 0.468 0.699
24 R43 R24 0.379 0.433 0.293 0.524 0.827 0.791 1.241 1.766 0.448 0.358 0.948 1.242
25 R43 R54 0.379 0.433 0.293 0.524 0.738 0.743 0.993 1.021 0.359 0.310 0.700 0.497
26 R54 R15 0.463 0.480 0.626 0.661 0.897 0.902 1.348 1.614 0.434 0.422 0.722 0.953
27 R54 R25 0.463 0.480 0.626 0.661 0.794 0.810 1.163 1.100 0.331 0.331 0.537 0.439
28 R116 R1011 0.606 0.569 0.506 0.499 0.965 0.941 0.870 0.813 0.359 0.372 0.364 0.313
29 R126 R1312 0.293 0.294 0.306 0.293 0.652 0.594 0.618 0.649 0.358 0.300 0.312 0.355
30 R136 R1213 0.447 0.446 0.460 0.544 0.785 0.751 0.771 0.884 0.338 0.305 0.310 0.341
31 R136 R1413 0.447 0.446 0.460 0.544 0.827 0.753 0.869 0.852 0.380 0.306 0.408 0.308
32 R109 R1110 0.304 0.516 0.338 0.379 0.607 0.851 0.724 0.784 0.303 0.335 0.386 0.405
33 R149 R1314 0.370 0.335 0.368 0.446 0.708 0.657 0.674 0.775 0.338 0.322 0.306 0.329
34 R1110 R611 0.536 0.757 0.634 0.696 0.972 1.186 1.070 1.174 0.436 0.430 0.437 0.478
35 R1312 R613 0.643 0.587 0.611 0.642 1.077 1.079 0.969 0.977 0.434 0.493 0.358 0.335
36 R1312 R1413 0.643 0.587 0.611 0.642 0.987 0.898 1.059 1.024 0.344 0.311 0.448 0.382
37 R1413 R914 0.591 0.538 0.588 0.598 0.932 0.323 0.907 0.920 0.342 -0.215 0.319 0.322
Average Best 0.564 0.569 0.646 0.668 0.865 0.857 0.998 1.132 0.400 0.378 0.518 0.602
Average Rep 0.699 0.636 0.677 0.710 1.014 0.923 1.153 1.232 0.440 0.407 0.689 0.747
Standard Deviation 0.095 0.083 0.081 0.092 0.130 0.090 0.151 0.179 0.033 0.024 0.095 0.130
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Table E.2: TDS and PSM for test case III on IEEE-14 bus.
GWOls GWOes MOGWOl MOGWOe
CPs Relay TDS PSM TDS PSM TDS PSM TDS PSM
1 R12 0.803 1.420 0.777 1.400 0.985 1.400 1.138 1.484
2 R15 0.501 1.401 0.501 1.404 0.643 1.546 0.791 1.521
3 R23 0.508 1.407 0.514 1.411 0.531 1.497 0.833 1.400
4 R24 0.553 1.421 0.520 1.439 0.823 1.429 1.164 1.436
5 R25 0.835 1.440 0.847 1.451 1.257 1.402 1.087 1.531
6 R34 0.583 1.402 0.587 1.405 0.747 1.491 1.600 1.400
7 R45 0.506 1.400 0.500 1.400 0.590 1.497 0.684 1.492
8 R611 1.534 1.435 1.866 1.445 1.620 1.563 1.873 1.400
9 R612 1.843 1.561 1.779 1.550 0.688 1.525 0.672 1.545
10 R613 1.300 1.435 1.329 1.400 1.105 1.531 1.132 1.505
11 R910 0.602 1.572 0.547 1.524 0.547 1.515 1.029 1.506
12 R914 1.615 1.406 0.544 1.537 1.520 1.558 1.559 1.503
13 R1011 1.641 1.493 1.627 1.420 1.478 1.498 1.363 1.555
14 R1213 1.533 1.525 1.464 1.570 1.510 1.468 1.738 1.400
15 R1314 1.093 1.439 0.990 1.509 1.000 1.553 1.211 1.405
16 R21 0.505 1.400 0.636 1.400 0.781 1.588 0.500 1.519
17 R51 0.500 1.415 0.570 1.410 0.588 1.420 0.702 1.400
18 R32 0.501 1.410 0.527 1.412 0.689 1.559 0.712 1.400
19 R42 0.556 1.423 0.534 1.521 0.653 1.499 0.897 1.541
20 R52 0.514 1.401 0.562 1.405 0.694 1.502 0.534 1.503
21 R43 0.722 1.473 0.825 1.470 0.553 1.579 0.997 1.485
22 R54 0.661 1.486 0.706 1.410 0.899 1.472 0.977 1.400
23 R116 0.921 1.401 0.842 1.475 0.720 1.577 0.726 1.518
24 R126 0.500 1.400 0.500 1.401 0.507 1.515 0.500 1.400
25 R136 0.513 1.405 0.500 1.442 0.517 1.439 0.621 1.412
26 R109 0.562 1.438 0.950 1.464 0.622 1.475 0.703 1.400
27 R149 0.543 1.478 0.502 1.428 0.534 1.509 0.642 1.532
28 R1110 0.945 1.464 1.347 1.411 1.105 1.525 1.237 1.423
29 R1312 1.303 1.547 1.189 1.489 1.239 1.406 1.301 1.400
30 R1413 1.038 1.436 0.946 1.432 1.002 1.587 1.039 1.487
Average 0.858 1.444 0.851 1.448 0.872 1.504 0.999 1.463
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Table E.3: Extended results for test case III on IEEE-30 bus system.
CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWOls GWOes MOGWOl MOGWOe GWOls GWOes MOGWOl MOGWOe GWOls GWOes MOGWOl MOGWOe
1 R24 R12 0.675 0.633 0.817 0.817 0.986 1.332 1.665 1.350 0.311 0.699 0.848 0.533
2 R34 R13 1.066 1.109 1.288 1.312 1.653 1.703 2.624 2.485 0.586 0.595 1.336 1.173
3 R26 R12 0.409 0.380 0.425 0.446 0.989 1.336 1.669 1.354 0.580 0.956 1.244 0.908
4 R46 R24 0.783 0.673 1.028 0.730 1.342 1.216 1.547 1.615 0.559 0.543 0.519 0.884
5 R46 R34 0.783 0.673 1.028 0.730 1.527 1.565 1.818 1.868 0.744 0.893 0.790 1.137
6 R57 R25 1.044 1.002 1.016 0.428 2.377 1.514 2.244 2.361 1.333 0.513 1.228 1.933
7 R67 R26 0.977 0.670 0.946 0.774 1.306 1.203 1.506 1.401 0.329 0.533 0.560 0.627
8 R67 R46 0.977 0.670 0.946 0.774 1.360 1.208 1.811 1.262 0.383 0.539 0.865 0.488
9 R68 R76 1.043 0.977 0.611 0.694 1.813 1.794 1.794 2.156 0.770 0.817 1.183 1.462
10 R68 R26 1.043 0.977 0.611 0.694 1.489 1.371 1.729 1.595 0.446 0.394 1.119 0.901
11 R68 R46 1.043 0.977 0.611 0.694 1.437 1.280 1.916 1.334 0.395 0.304 1.305 0.640
12 R1214 R1512 0.993 0.997 0.391 0.686 1.549 1.588 1.875 1.979 0.555 0.591 1.485 1.293
13 R1214 R1612 0.993 0.997 0.391 0.686 1.457 1.341 1.849 1.739 0.464 0.344 1.459 1.053
14 R1215 R1412 0.721 0.675 0.719 0.751 1.085 1.229 1.113 1.267 0.364 0.554 0.394 0.516
15 R1215 R1612 0.721 0.675 0.719 0.751 1.277 1.165 1.616 1.521 0.556 0.490 0.897 0.769
16 R1216 R1512 0.553 0.850 0.610 0.946 1.322 1.355 1.598 1.678 0.769 0.504 0.988 0.732
17 R1415 R1214 0.782 0.731 0.867 0.864 1.128 1.119 0.435 0.769 0.347 0.388 -0.432 -0.094
18 R1617 R1216 0.279 0.605 0.261 0.568 0.622 0.956 0.674 1.045 0.343 0.351 0.413 0.478
19 R1518 R2315 0.378 0.278 0.558 0.605 0.944 0.866 1.379 1.271 0.566 0.588 0.821 0.667
20 R1518 R1215 0.378 0.278 0.558 0.605 1.135 1.060 1.232 1.189 0.757 0.782 0.673 0.584
21 R1518 R1415 0.378 0.278 0.558 0.605 0.904 0.852 1.001 1.006 0.525 0.574 0.443 0.401
22 R1819 R1518 0.816 0.885 0.256 0.342 0.408 0.302 0.601 0.656 -0.408 -0.583 0.345 0.314
23 R1920 R1819 0.888 0.525 1.059 0.990 0.830 0.902 0.261 0.349 -0.057 0.377 -0.798 -0.642
24 R1020 R1710 0.871 0.324 0.844 0.858 1.185 0.859 1.178 1.357 0.314 0.535 0.334 0.499
25 R1017 R2010 0.757 0.666 0.813 0.683 1.117 0.969 1.183 1.330 0.361 0.303 0.369 0.647
26 R1017 R2210 0.757 0.666 0.813 0.683 2.717 2.717 2.766 3.090 1.960 2.051 1.953 2.408
27 R1021 R2010 0.399 0.367 0.281 0.481 1.789 1.557 1.975 2.148 1.390 1.190 1.694 1.667
28 R1021 R1710 0.399 0.367 0.281 0.481 1.310 0.944 1.303 1.508 0.912 0.577 1.022 1.027
29 R1021 R2210 0.399 0.367 0.281 0.481 0.852 0.852 0.865 0.949 0.453 0.485 0.584 0.468
30 R1022 R2010 0.812 0.636 0.839 0.715 1.854 1.614 2.054 2.228 1.042 0.978 1.214 1.513
31 R1022 R1710 0.812 0.636 0.839 0.715 1.322 0.952 1.314 1.521 0.509 0.316 0.474 0.807
32 R2122 R1021 0.907 0.904 0.986 0.899 0.447 0.413 0.311 0.537 -0.461 -0.491 -0.674 -0.362
33 R1523 R1815 0.447 0.404 0.486 0.521 0.995 0.984 1.155 1.100 0.548 0.581 0.669 0.579
34 R1523 R1215 0.447 0.404 0.486 0.521 1.142 1.066 1.240 1.196 0.696 0.663 0.754 0.675
35 R1523 R1415 0.447 0.404 0.486 0.521 0.905 0.853 1.003 1.008 0.459 0.450 0.517 0.487
36 R2224 R1022 0.593 0.554 0.546 0.574 1.099 0.865 1.160 0.977 0.506 0.311 0.614 0.403
37 R2224 R2122 0.593 0.554 0.546 0.574 0.912 0.909 0.991 0.905 0.320 0.355 0.445 0.332
38 R2324 R1523 0.890 0.744 0.764 0.937 0.483 0.443 0.523 0.563 -0.408 -0.302 -0.241 -0.374
39 R2425 R2224 0.288 0.257 0.312 0.261 0.651 0.611 0.612 0.628 0.362 0.354 0.301 0.367
40 R2425 R2324 0.288 0.257 0.312 0.261 1.013 0.840 0.874 1.058 0.724 0.583 0.562 0.797
41 R2527 R2425 1.067 0.964 1.135 0.981 0.291 0.260 0.315 0.264 -0.776 -0.704 -0.820 -0.717
42 R2729 R2527 0.671 0.720 0.676 0.626 1.255 1.159 1.356 1.155 0.585 0.439 0.680 0.529
43 R2730 R2527 0.873 0.841 0.954 0.767 1.255 1.159 1.356 1.155 0.383 0.318 0.403 0.389
44 R2930 R2729 0.339 0.310 0.295 0.305 0.801 0.853 0.801 0.743 0.462 0.544 0.506 0.438
45 R828 R68 0.738 0.716 0.246 0.321 1.134 1.055 0.653 0.748 0.396 0.339 0.407 0.427
46 R628 R76 0.904 0.837 0.750 0.262 1.813 1.793 1.793 2.156 0.909 0.956 1.044 1.894
47 R628 R26 0.904 0.837 0.750 0.262 1.489 1.371 1.729 1.595 0.585 0.534 0.979 1.333
48 R628 R46 0.904 0.837 0.750 0.262 1.436 1.280 1.914 1.333 0.532 0.443 1.165 1.071
49 R21 R42 2.537 2.824 2.872 2.683 2.982 3.418 4.730 3.411 0.445 0.595 1.858 0.728
50 R31 R43 0.955 0.880 0.836 1.201 1.697 1.427 1.329 1.733 0.742 0.546 0.494 0.532
51 R42 R34 0.463 0.514 0.656 0.522 1.518 1.557 1.808 1.857 1.056 1.043 1.152 1.335
52 R42 R64 0.463 0.514 0.656 0.522 1.327 1.084 1.366 1.495 0.864 0.570 0.710 0.973
53 R43 R24 1.241 1.049 0.988 1.271 1.575 1.419 1.801 1.894 0.333 0.371 0.813 0.623
54 R43 R64 1.241 1.049 0.988 1.271 1.769 1.453 1.822 2.004 0.528 0.404 0.835 0.733
55 R52 R75 1.770 2.747 2.607 1.810 0.336 0.363 0.650 0.704 -1.434 -2.384 -1.958 -1.106
56 R62 R46 0.559 0.656 0.611 0.661 1.261 1.117 1.677 1.172 0.702 0.460 1.066 0.510
57 R62 R76 0.559 0.656 0.611 0.661 1.246 1.233 1.233 1.476 0.687 0.577 0.622 0.815
58 R64 R26 0.722 0.583 0.744 0.804 1.187 1.094 1.362 1.275 0.465 0.511 0.618 0.470
59 R64 R76 0.722 0.583 0.744 0.804 1.362 1.348 1.348 1.615 0.640 0.765 0.604 0.810
60 R75 R67 0.283 0.305 0.558 0.594 1.235 0.882 1.242 1.008 0.953 0.576 0.684 0.413
61 R76 R57 0.661 0.655 0.655 0.776 1.256 1.204 1.224 0.512 0.595 0.550 0.570 -0.264
62 R86 R288 1.296 0.709 0.531 0.529 0.382 0.286 0.944 0.910 -0.914 -0.423 0.413 0.381
63 R1412 R1514 0.378 0.389 0.379 0.428 0.757 0.692 0.809 0.744 0.379 0.304 0.430 0.316
64 R1512 R1415 0.375 0.381 0.446 0.442 0.805 0.754 0.892 0.891 0.430 0.373 0.446 0.448
65 R1512 R1815 0.375 0.381 0.446 0.442 0.966 0.956 1.118 1.068 0.591 0.575 0.672 0.626
66 R1512 R2315 0.375 0.381 0.446 0.442 0.929 0.851 1.356 1.250 0.554 0.470 0.910 0.808
67 R1612 R1716 0.798 0.699 0.998 0.943 0.425 0.326 0.263 0.271 -0.373 -0.373 -0.735 -0.672
68 R1514 R1215 0.751 0.686 0.801 0.737 1.067 0.996 1.146 1.116 0.316 0.310 0.345 0.379
69 R1514 R1815 0.751 0.686 0.801 0.737 1.127 1.115 1.329 1.248 0.376 0.429 0.527 0.511
70 R1514 R2315 0.751 0.686 0.801 0.737 1.070 0.990 1.578 1.454 0.320 0.304 0.776 0.717
71 R1716 R1017 0.409 0.313 0.252 0.261 0.768 0.677 0.827 0.692 0.359 0.364 0.574 0.431
72 R1815 R1918 0.705 0.698 0.777 0.776 0.355 0.459 0.259 0.266 -0.351 -0.239 -0.518 -0.509
73 R1918 R2019 0.349 0.451 0.254 0.262 0.687 0.912 0.585 0.580 0.339 0.461 0.332 0.318
74 R2019 R1020 0.668 0.887 0.569 0.563 0.976 0.363 0.929 0.944 0.308 -0.524 0.360 0.382
75 R2010 R1920 0.443 0.381 0.413 0.513 0.921 0.547 1.103 1.026 0.477 0.167 0.690 0.513
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CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWOls GWOes MOGWOl MOGWOe GWOls GWOes MOGWOl MOGWOe GWOls GWOes MOGWOl MOGWOe
76 R1710 R1617 0.885 0.656 0.879 0.998 0.296 0.642 0.277 0.597 -0.589 -0.015 -0.602 -0.400
77 R2110 R2221 1.045 0.477 0.527 0.349 0.312 0.300 0.249 0.268 -0.734 -0.177 -0.278 -0.081
78 R2210 R2122 0.259 0.259 0.261 0.278 0.909 0.906 0.988 0.901 0.650 0.647 0.726 0.624
79 R2210 R2422 0.259 0.259 0.261 0.278 0.718 0.641 0.625 0.608 0.460 0.382 0.364 0.330
80 R2221 R1022 0.311 0.299 0.249 0.268 0.898 0.704 0.935 0.793 0.586 0.405 0.686 0.524
81 R2221 R2422 0.311 0.299 0.249 0.268 0.679 0.607 0.594 0.579 0.367 0.307 0.345 0.310
82 R2315 R2423 0.662 0.588 0.937 0.864 0.270 0.303 0.260 0.271 -0.392 -0.285 -0.676 -0.593
83 R2422 R2324 0.505 0.457 0.457 0.450 0.953 0.793 0.820 0.998 0.448 0.336 0.364 0.549
84 R2422 R2524 0.505 0.457 0.457 0.450 0.997 0.792 0.871 0.758 0.492 0.335 0.414 0.309
85 R2423 R2224 0.259 0.291 0.250 0.260 0.639 0.600 0.600 0.617 0.381 0.309 0.349 0.358
86 R2423 R2524 0.259 0.291 0.250 0.260 1.003 0.797 0.877 0.764 0.744 0.506 0.626 0.504
87 R2524 R2725 0.976 0.775 0.852 0.741 0.838 1.136 0.611 1.048 -0.138 0.361 -0.241 0.307
88 R2927 R3029 0.512 0.492 0.554 0.509 0.899 1.077 0.889 0.895 0.387 0.585 0.335 0.386
89 R3027 R2930 1.248 0.998 0.947 0.939 0.384 0.359 0.332 0.348 -0.864 -0.640 -0.615 -0.591
90 R3029 R2730 0.764 0.914 0.763 0.773 1.280 1.266 1.339 1.079 0.516 0.352 0.576 0.306
91 R288 R628 0.381 0.285 0.942 0.908 0.957 0.884 0.797 0.276 0.575 0.600 -0.144 -0.632
92 R286 R828 0.355 0.395 0.959 0.988 0.740 0.718 0.246 0.322 0.385 0.323 -0.712 -0.666
Average Best 0.734 0.692 0.731 0.714 1.097 1.029 1.200 1.176 0.571 0.534 0.739 0.708
Average Rep 0.757 0.739 0.689 0.700 1.080 1.037 1.121 1.133 0.585 0.537 0.728 0.744
Standard Deviation 0.040 0.035 0.087 0.074 0.046 0.034 0.153 0.129 0.028 0.018 0.093 0.088
Table E.4: TDS and PSM for test case III on IEEE-30 bus.
GWOls GWOes MOGWOl MOGWOe
CPs Relay TDS PSM TDS PSM TDS PSM TDS PSM
1 R12 0.893 1.477 1.281 1.400 1.600 1.400 1.237 1.462
2 R13 1.080 1.500 1.224 1.402 1.739 1.486 1.607 1.511
3 R24 1.322 1.472 1.243 1.421 1.605 1.400 1.600 1.465
4 R34 0.740 1.476 0.826 1.400 0.960 1.400 0.938 1.444
5 R25 1.100 1.402 0.689 1.416 0.824 1.600 1.095 1.400
6 R26 0.776 1.444 0.723 1.434 0.798 1.556 0.848 1.426
7 R46 1.027 1.482 0.846 1.569 1.326 1.516 0.963 1.470
8 R57 1.771 1.467 1.701 1.462 1.722 1.472 0.729 1.442
9 R67 1.750 1.404 1.168 1.553 1.653 1.543 1.361 1.512
10 R68 1.950 1.593 1.840 1.520 1.164 1.400 1.311 1.496
11 R1214 1.947 1.531 1.961 1.450 0.770 1.400 1.350 1.443
12 R1215 1.219 1.408 1.143 1.401 1.158 1.600 1.267 1.417
13 R1216 1.063 1.574 1.637 1.563 1.184 1.432 1.837 1.431
14 R1415 1.575 1.425 1.472 1.467 1.747 1.422 1.739 1.465
15 R1617 0.533 1.558 1.159 1.531 0.500 1.542 1.095 1.427
16 R1518 0.742 1.439 0.543 1.514 1.096 1.429 1.181 1.516
17 R1819 1.609 1.448 1.744 1.478 0.506 1.429 0.676 1.447
18 R1920 1.515 1.426 0.870 1.549 1.764 1.527 1.698 1.406
19 R1020 1.701 1.537 0.634 1.528 1.660 1.400 1.687 1.400
20 R1017 1.515 1.462 1.331 1.572 1.626 1.555 1.370 1.400
21 R1021 0.697 1.505 0.639 1.536 0.500 1.415 0.845 1.482
22 R1022 1.599 1.449 1.252 1.463 1.648 1.507 1.405 1.476
23 R2122 1.841 1.429 1.835 1.420 2.000 1.439 1.824 1.525
24 R1523 0.870 1.437 0.779 1.580 0.949 1.400 1.014 1.444
25 R2224 1.166 1.430 1.088 1.470 1.065 1.600 1.130 1.404
26 R2324 1.743 1.448 1.461 1.400 1.494 1.480 1.838 1.404
27 R2425 0.585 1.450 0.521 1.593 0.632 1.589 0.529 1.523
28 R2527 1.899 1.457 1.680 1.575 1.989 1.543 1.743 1.464
APPENDIX E. TEST CASE III - EXTENDED RESULTS 132
GWOls GWOes MOGWOl MOGWOe
CPs Relay TDS PSM TDS PSM TDS PSM TDS PSM
29 R2729 1.293 1.438 1.391 1.402 1.307 1.400 1.209 1.406
30 R2730 1.645 1.512 1.576 1.575 1.818 1.400 1.460 1.407
31 R2930 0.632 1.435 0.566 1.587 0.551 1.408 0.564 1.496
32 R828 1.502 1.455 1.458 1.463 0.500 1.421 0.653 1.471
33 R628 1.782 1.535 1.652 1.511 1.474 1.600 0.518 1.452
34 R21 0.604 1.577 0.656 1.595 0.863 1.406 0.763 1.446
35 R31 0.632 1.448 0.592 1.431 0.564 1.428 0.810 1.429
36 R42 0.795 1.405 0.878 1.430 1.103 1.498 0.895 1.416
37 R43 1.128 1.488 0.972 1.462 0.955 1.407 1.166 1.475
38 R52 0.532 1.404 0.681 1.545 0.601 1.600 0.546 1.401
39 R62 0.724 1.582 0.844 1.597 0.794 1.574 0.905 1.461
40 R64 0.741 1.400 0.583 1.433 0.763 1.400 0.805 1.433
41 R75 0.511 1.512 0.551 1.517 1.025 1.400 1.077 1.494
42 R76 0.505 1.401 0.500 1.400 0.500 1.400 0.577 1.429
43 R86 1.188 1.579 0.697 1.481 0.530 1.460 0.533 1.449
44 R1412 0.647 1.438 0.646 1.561 0.644 1.468 0.725 1.479
45 R1512 0.516 1.404 0.521 1.414 0.606 1.425 0.581 1.498
46 R1612 1.366 1.429 1.172 1.520 1.699 1.456 1.608 1.447
47 R1514 1.524 1.402 1.391 1.459 1.626 1.458 1.495 1.451
48 R1716 0.812 1.435 0.621 1.464 0.500 1.480 0.517 1.453
49 R1815 1.234 1.402 1.222 1.400 1.319 1.547 1.354 1.416
50 R1918 0.690 1.451 0.890 1.503 0.500 1.539 0.519 1.424
51 R2019 1.249 1.491 1.663 1.468 1.065 1.483 1.047 1.535
52 R2010 0.640 1.400 0.546 1.415 0.547 1.600 0.728 1.441
53 R1710 1.578 1.497 1.183 1.425 1.566 1.500 1.762 1.551
54 R2110 1.514 1.546 0.708 1.479 0.765 1.540 0.531 1.412
55 R2210 0.500 1.400 0.500 1.400 0.505 1.405 0.535 1.438
56 R2221 0.631 1.493 0.607 1.414 0.505 1.400 0.544 1.437
57 R2315 1.119 1.426 0.974 1.512 1.550 1.515 1.429 1.514
58 R2422 0.906 1.584 0.826 1.540 0.834 1.466 0.826 1.429
59 R2423 0.517 1.400 0.581 1.438 0.500 1.400 0.518 1.439
60 R2524 1.963 1.407 1.559 1.406 1.712 1.437 1.489 1.473
61 R2725 1.467 1.549 1.979 1.574 1.098 1.400 1.836 1.544
62 R2927 0.555 1.420 0.527 1.436 0.604 1.410 0.538 1.457
63 R3027 1.304 1.498 1.070 1.460 0.986 1.505 1.028 1.429
64 R3029 1.328 1.570 1.583 1.583 1.340 1.513 1.367 1.474
65 R288 0.776 1.419 0.580 1.556 1.916 1.483 1.848 1.472
66 R286 0.543 1.561 0.631 1.417 1.539 1.407 1.589 1.400
Average 1.118 1.468 1.043 1.484 1.105 1.471 1.103 1.454
Appendix F
Test case IV - Extended results
Table F.1: Extended results for test case IV on IEEE-14 bus system.
CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWOes GWOesr GWOes GWOesr GWOes GWOesr
1 R23 R12 0.279 0.482 0.745 0.899 0.466 0.417
2 R24 R12 0.272 0.554 0.743 0.898 0.471 0.344
3 R25 R12 0.431 0.594 0.742 0.896 0.310 0.302
4 R34 R23 0.381 0.297 0.927 0.732 0.546 0.435
5 R45 R24 0.418 0.310 0.726 0.728 0.309 0.417
6 R45 R34 0.418 0.310 0.748 0.627 0.330 0.317
7 R612 R116 0.910 0.800 1.224 1.114 0.314 0.314
8 R613 R116 0.789 0.633 1.121 1.064 0.332 0.431
9 R613 R126 0.789 0.633 1.378 0.966 0.590 0.333
10 R910 R149 0.273 0.497 0.591 0.823 0.318 0.326
11 R914 R109 0.279 0.728 0.589 0.052 0.309 -0.676
12 R1011 R910 0.856 0.120 0.276 0.502 -0.580 0.382
13 R1213 R612 0.729 0.386 1.033 0.842 0.303 0.457
14 R1314 R613 0.529 0.173 1.120 0.763 0.591 0.589
15 R1314 R1213 0.529 0.173 0.852 0.476 0.322 0.303
16 R21 R52 1.801 0.123 2.201 0.448 0.400 0.325
17 R51 R25 0.531 0.213 0.957 0.807 0.426 0.594
18 R51 R45 0.531 0.213 0.882 0.710 0.351 0.497
19 R32 R43 1.227 0.500 0.595 0.801 -0.633 0.302
20 R42 R34 0.388 0.149 0.705 0.588 0.317 0.439
21 R42 R54 0.388 0.149 0.699 0.682 0.311 0.533
22 R52 R15 0.327 0.233 0.898 0.747 0.571 0.515
23 R52 R45 0.327 0.233 0.681 0.536 0.355 0.303
24 R43 R24 0.433 0.419 0.791 0.751 0.358 0.332
25 R43 R54 0.433 0.419 0.743 0.731 0.310 0.312
26 R54 R15 0.480 0.441 0.902 0.750 0.422 0.309
27 R54 R25 0.480 0.441 0.810 0.749 0.331 0.308
28 R116 R1011 0.569 0.789 0.941 0.134 0.372 -0.655
29 R126 R1312 0.294 0.142 0.594 0.442 0.300 0.300
30 R136 R1213 0.446 0.073 0.751 0.402 0.305 0.329
31 R136 R1413 0.446 0.073 0.753 0.616 0.306 0.543
32 R109 R1110 0.516 0.051 0.851 0.418 0.335 0.368
33 R149 R1314 0.335 0.476 0.657 0.181 0.322 -0.294
34 R1110 R611 0.757 0.377 1.186 0.706 0.430 0.329
35 R1312 R613 0.587 0.439 1.079 0.747 0.493 0.308
36 R1312 R1413 0.587 0.439 0.898 0.756 0.311 0.316
37 R1413 R914 0.538 0.411 0.323 0.850 -0.215 0.439
Average Best 0.569 0.386 0.857 0.674 0.378 0.384
Average Rep 0.636 0.347 0.923 0.599 0.407 0.386
Standard Deviation 0.083 0.047 0.090 0.069 0.024 0.034
133
APPENDIX F. TEST CASE IV - EXTENDED RESULTS 134
Table F.2: TDS and PSM for test case IV on IEEE-14 bus.
GWOes GWOesr
CPs Relay TDS PSM TDS PSM
1 R12 0.777 1.400 0.992 1.322
2 R15 0.501 1.404 0.572 1.125
3 R23 0.514 1.411 0.960 0.658
4 R24 0.520 1.439 1.115 0.619
5 R25 0.847 1.451 1.197 0.786
6 R34 0.587 1.405 0.437 1.537
7 R45 0.500 1.400 0.335 1.571
8 R611 1.866 1.445 1.213 1.147
9 R612 1.779 1.550 1.604 0.956
10 R613 1.329 1.400 1.179 0.937
11 R910 0.547 1.524 0.999 1.382
12 R914 0.544 1.537 1.415 1.584
13 R1011 1.627 1.420 0.225 1.546
14 R1213 1.464 1.570 0.769 1.862
15 R1314 0.990 1.509 0.348 0.640
16 R21 0.636 1.400 0.068 1.078
17 R51 0.570 1.410 0.229 1.410
18 R32 0.527 1.412 0.680 0.535
19 R42 0.534 1.521 0.228 1.272
20 R52 0.562 1.405 0.460 0.564
21 R43 0.825 1.470 0.720 2.396
22 R54 0.706 1.410 0.601 1.594
23 R116 0.842 1.475 1.444 0.809
24 R126 0.500 1.401 0.221 1.770
25 R136 0.500 1.442 0.082 1.440
26 R109 0.950 1.464 0.101 0.624
27 R149 0.502 1.428 0.722 1.389
28 R1110 1.347 1.411 0.683 1.311
29 R1312 1.189 1.489 0.892 1.141
30 R1413 0.946 1.432 0.695 1.629
Average 0.851 1.448 0.706 1.221
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Table F.3: Extended results for test case IV on IEEE-30 bus system.
CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWOes GWOesr GWOes GWOesr GWOes GWOesr
1 R24 R12 0.633 0.695 1.332 1.042 0.699 0.348
2 R34 R13 1.109 0.591 1.703 1.051 0.595 0.460
3 R26 R12 0.380 0.570 1.336 1.044 0.956 0.475
4 R46 R24 0.673 0.477 1.216 0.987 0.543 0.510
5 R46 R34 0.673 0.477 1.565 0.787 0.893 0.310
6 R57 R25 1.002 0.937 1.514 1.482 0.513 0.546
7 R67 R26 0.670 0.682 1.203 1.084 0.533 0.402
8 R67 R46 0.670 0.682 1.208 0.991 0.539 0.309
9 R68 R76 0.977 0.759 1.794 1.076 0.817 0.317
10 R68 R26 0.977 0.759 1.371 1.184 0.394 0.425
11 R68 R46 0.977 0.759 1.280 1.061 0.304 0.302
12 R1214 R1512 0.997 0.031 1.588 0.424 0.591 0.393
13 R1214 R1612 0.997 0.031 1.341 0.801 0.344 0.770
14 R1215 R1412 0.675 0.424 1.229 0.094 0.554 -0.330
15 R1215 R1612 0.675 0.424 1.165 0.734 0.490 0.311
16 R1216 R1512 0.850 0.031 1.355 0.383 0.504 0.352
17 R1415 R1214 0.731 0.674 1.119 0.032 0.388 -0.642
18 R1617 R1216 0.605 0.805 0.956 0.034 0.351 -0.771
19 R1518 R2315 0.278 0.138 0.866 0.589 0.588 0.452
20 R1518 R1215 0.278 0.138 1.060 0.712 0.782 0.574
21 R1518 R1415 0.278 0.138 0.852 0.708 0.574 0.571
22 R1819 R1518 0.885 0.876 0.302 0.145 -0.583 -0.731
23 R1920 R1819 0.525 0.502 0.902 0.882 0.377 0.380
24 R1020 R1710 0.324 0.041 0.859 0.635 0.535 0.594
25 R1017 R2010 0.666 0.140 0.969 0.440 0.303 0.300
26 R1017 R2210 0.666 0.140 2.717 0.738 2.051 0.598
27 R1021 R2010 0.367 0.035 1.557 0.733 1.190 0.697
28 R1021 R1710 0.367 0.035 0.944 0.721 0.577 0.685
29 R1021 R2210 0.367 0.035 0.852 0.336 0.485 0.301
30 R1022 R2010 0.636 0.418 1.614 0.762 0.978 0.344
31 R1022 R1710 0.636 0.418 0.952 0.728 0.316 0.310
32 R2122 R1021 0.904 0.686 0.413 0.043 -0.491 -0.644
33 R1523 R1815 0.404 0.240 0.984 0.641 0.581 0.401
34 R1523 R1215 0.404 0.240 1.066 0.717 0.663 0.476
35 R1523 R1415 0.404 0.240 0.853 0.708 0.450 0.468
36 R2224 R1022 0.554 0.345 0.865 0.646 0.311 0.300
37 R2224 R2122 0.554 0.345 0.909 0.688 0.355 0.343
38 R2324 R1523 0.744 0.551 0.443 0.248 -0.302 -0.303
39 R2425 R2224 0.257 0.046 0.611 0.357 0.354 0.312
40 R2425 R2324 0.257 0.046 0.840 0.633 0.583 0.588
41 R2527 R2425 0.964 0.843 0.260 0.046 -0.704 -0.797
42 R2729 R2527 0.720 0.813 1.159 1.171 0.439 0.358
43 R2730 R2527 0.841 0.701 1.159 1.171 0.318 0.470
44 R2930 R2729 0.310 0.745 0.853 1.070 0.544 0.324
45 R828 R68 0.716 0.540 1.055 0.873 0.339 0.333
46 R628 R76 0.837 0.740 1.793 1.076 0.956 0.336
47 R628 R26 0.837 0.740 1.371 1.184 0.534 0.445
48 R628 R46 0.837 0.740 1.280 1.060 0.443 0.321
49 R21 R42 2.824 5.418 3.418 0.174 0.595 -5.244
50 R31 R43 0.880 0.260 1.427 0.587 0.546 0.327
51 R42 R34 0.514 0.082 1.557 0.783 1.043 0.701
52 R42 R64 0.514 0.082 1.084 0.740 0.570 0.658
53 R43 R24 1.049 0.535 1.419 1.088 0.371 0.553
54 R43 R64 1.049 0.535 1.453 0.839 0.404 0.304
55 R52 R75 2.747 0.122 0.363 0.562 -2.384 0.441
56 R62 R46 0.656 0.036 1.117 0.901 0.460 0.865
57 R62 R76 0.656 0.036 1.233 0.876 0.577 0.839
58 R64 R26 0.583 0.597 1.094 1.018 0.511 0.421
59 R64 R76 0.583 0.597 1.348 0.918 0.765 0.321
60 R75 R67 0.305 0.423 0.882 0.817 0.576 0.394
61 R76 R57 0.655 0.651 1.204 1.231 0.550 0.581
62 R86 R288 0.709 0.067 0.286 0.439 -0.423 0.372
63 R1412 R1514 0.389 0.033 0.692 0.335 0.304 0.302
64 R1512 R1415 0.381 0.199 0.754 0.681 0.373 0.482
65 R1512 R1815 0.381 0.199 0.956 0.636 0.575 0.437
66 R1512 R2315 0.381 0.199 0.851 0.581 0.470 0.382
67 R1612 R1716 0.699 0.555 0.326 0.094 -0.373 -0.461
68 R1514 R1215 0.686 0.330 0.996 0.664 0.310 0.334
69 R1514 R1815 0.686 0.330 1.115 0.661 0.429 0.331
70 R1514 R2315 0.686 0.330 0.990 0.661 0.304 0.331
71 R1716 R1017 0.313 0.092 0.677 0.140 0.364 0.048
72 R1815 R1918 0.698 0.596 0.459 0.205 -0.239 -0.390
73 R1918 R2019 0.451 0.198 0.912 0.549 0.461 0.351
74 R2019 R1020 0.887 0.544 0.363 0.043 -0.524 -0.501
75 R2010 R1920 0.381 0.155 0.547 0.524 0.167 0.369
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CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWOes GWOesr GWOes GWOesr GWOes GWOesr
76 R1710 R1617 0.656 0.432 0.642 0.921 -0.015 0.489
77 R2110 R2221 0.477 0.358 0.300 0.030 -0.177 -0.328
78 R2210 R2122 0.259 0.187 0.906 0.687 0.647 0.500
79 R2210 R2422 0.259 0.187 0.641 0.499 0.382 0.312
80 R2221 R1022 0.299 0.030 0.704 0.485 0.405 0.456
81 R2221 R2422 0.299 0.030 0.607 0.458 0.307 0.428
82 R2315 R2423 0.588 0.430 0.303 0.041 -0.285 -0.389
83 R2422 R2324 0.457 0.280 0.793 0.593 0.336 0.313
84 R2422 R2524 0.457 0.280 0.792 0.617 0.335 0.337
85 R2423 R2224 0.291 0.038 0.600 0.355 0.309 0.317
86 R2423 R2524 0.291 0.038 0.797 0.618 0.506 0.581
87 R2524 R2725 0.775 0.613 1.136 0.260 0.361 -0.353
88 R2927 R3029 0.492 0.136 1.077 0.599 0.585 0.464
89 R3027 R2930 0.998 0.199 0.359 0.775 -0.640 0.576
90 R3029 R2730 0.914 0.587 1.266 1.080 0.352 0.493
91 R288 R628 0.285 0.438 0.884 0.770 0.600 0.332
92 R286 R828 0.395 0.047 0.718 0.540 0.323 0.493
Average Best 0.692 0.480 1.029 0.661 0.534 0.438
Average Rep 0.739 0.398 1.037 0.612 0.537 0.455
Standard Deviation 0.035 0.056 0.034 0.055 0.018 0.016
Table F.4: TDS and PSM for test case IV on IEEE-30 bus.
GWOes GWOesr
CPs Relay TDS PSM TDS PSM
1 R12 1.281 1.400 1.224 1.139
2 R13 1.224 1.402 0.507 1.827
3 R24 1.243 1.421 1.391 0.959
4 R34 0.826 1.400 0.575 1.121
5 R25 0.689 1.416 1.745 0.670
6 R26 0.723 1.434 1.127 0.924
7 R46 0.846 1.569 0.484 1.989
8 R57 1.701 1.462 1.419 1.918
9 R67 1.168 1.553 1.263 1.199
10 R68 1.840 1.520 1.330 2.153
11 R1214 1.961 1.450 0.062 0.785
12 R1215 1.143 1.401 0.690 1.555
13 R1216 1.637 1.563 0.059 1.494
14 R1415 1.472 1.467 1.369 0.803
15 R1617 1.159 1.531 1.406 2.468
16 R1518 0.543 1.514 0.273 1.213
17 R1819 1.744 1.478 1.766 0.847
18 R1920 0.870 1.549 0.829 1.566
19 R1020 0.634 1.528 0.082 0.906
20 R1017 1.331 1.572 0.284 0.601
21 R1021 0.639 1.536 0.055 2.085
22 R1022 1.252 1.463 0.807 1.811
23 R2122 1.835 1.420 1.396 0.951
24 R1523 0.779 1.580 0.480 0.923
25 R2224 1.088 1.470 0.694 0.851
26 R2324 1.461 1.400 1.075 1.511
27 R2425 0.521 1.593 0.092 1.616
28 R2527 1.680 1.575 1.242 2.357
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GWOes GWOesr
CPs Relay TDS PSM TDS PSM
29 R2729 1.391 1.402 1.513 1.858
30 R2730 1.576 1.575 1.305 1.633
31 R2930 0.566 1.587 1.478 0.769
32 R828 1.458 1.463 1.099 0.813
33 R628 1.652 1.511 1.472 1.289
34 R21 0.656 1.595 1.273 1.587
35 R31 0.592 1.431 0.311 0.856
36 R42 0.878 1.430 0.161 0.636
37 R43 0.972 1.462 0.921 0.578
38 R52 0.681 1.545 0.060 1.063
39 R62 0.844 1.597 0.055 1.231
40 R64 0.583 1.433 1.034 0.598
41 R75 0.551 1.517 0.693 2.091
42 R76 0.500 1.400 0.976 0.659
43 R86 0.697 1.481 0.083 1.151
44 R1412 0.646 1.561 0.057 1.429
45 R1512 0.521 1.414 0.353 0.778
46 R1612 1.172 1.520 1.032 1.014
47 R1514 1.391 1.459 0.667 1.942
48 R1716 0.621 1.464 0.184 1.149
49 R1815 1.222 1.400 1.181 0.571
50 R1918 0.890 1.503 0.380 2.121
51 R2019 1.663 1.468 1.077 0.847
52 R2010 0.546 1.415 0.206 1.588
53 R1710 1.183 1.425 0.729 1.806
54 R2110 0.708 1.479 0.569 1.289
55 R2210 0.500 1.400 0.374 0.827
56 R2221 0.607 1.414 0.060 0.822
57 R2315 0.974 1.512 0.745 1.316
58 R2422 0.826 1.540 0.448 2.257
59 R2423 0.581 1.438 0.074 2.064
60 R2524 1.559 1.406 1.243 0.796
61 R2725 1.979 1.574 0.389 2.300
62 R2927 0.527 1.436 0.240 0.594
63 R3027 1.070 1.460 0.342 0.662
64 R3029 1.583 1.583 1.174 0.509
65 R288 0.580 1.556 0.893 0.825
66 R286 0.631 1.417 0.086 0.914
Average 1.043 1.484 0.737 1.265
Appendix G
Test case V - Extended results
Table G.1: Extended results for test case V on IEEE-14 bus system.
CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWOes GWOes3D GWOes GWOes3D GWOes GWOes3D
1 R23 R12 0.279 0.405 0.745 0.723 0.466 0.318
2 R24 R12 0.272 0.130 0.743 0.722 0.471 0.592
3 R25 R12 0.431 0.180 0.742 0.720 0.310 0.540
4 R34 R23 0.381 0.530 0.927 1.334 0.546 0.804
5 R45 R24 0.418 0.517 0.726 1.150 0.309 0.633
6 R45 R34 0.418 0.517 0.748 1.065 0.330 0.548
7 R612 R116 0.910 1.123 1.224 1.470 0.314 0.347
8 R613 R116 0.789 0.833 1.121 1.349 0.332 0.516
9 R613 R126 0.789 0.833 1.378 1.689 0.590 0.856
10 R910 R149 0.273 0.598 0.591 1.103 0.318 0.505
11 R914 R109 0.279 0.640 0.589 0.165 0.309 -0.475
12 R1011 R910 0.856 0.112 0.276 0.606 -0.580 0.494
13 R1213 R612 0.729 0.882 1.033 1.384 0.303 0.502
14 R1314 R613 0.529 0.593 1.120 1.183 0.591 0.590
15 R1314 R1213 0.529 0.593 0.852 1.000 0.322 0.407
16 R21 R52 1.801 2.247 2.201 2.798 0.400 0.551
17 R51 R25 0.531 0.847 0.957 1.301 0.426 0.455
18 R51 R45 0.531 0.847 0.882 1.181 0.351 0.335
19 R32 R43 1.227 1.102 0.595 1.410 -0.633 0.308
20 R42 R34 0.388 0.488 0.705 1.001 0.317 0.513
21 R42 R54 0.388 0.488 0.699 1.175 0.311 0.687
22 R52 R15 0.327 0.135 0.898 0.891 0.571 0.756
23 R52 R45 0.327 0.135 0.681 0.892 0.355 0.757
24 R43 R24 0.433 0.988 0.791 1.295 0.358 0.307
25 R43 R54 0.433 0.988 0.743 1.301 0.310 0.312
26 R54 R15 0.480 0.551 0.902 0.895 0.422 0.344
27 R54 R25 0.480 0.551 0.810 0.988 0.331 0.437
28 R116 R1011 0.569 0.699 0.941 0.165 0.372 -0.534
29 R126 R1312 0.294 0.132 0.594 0.580 0.300 0.448
30 R136 R1213 0.446 0.422 0.751 0.903 0.305 0.481
31 R136 R1413 0.446 0.422 0.753 0.767 0.306 0.345
32 R109 R1110 0.516 0.108 0.851 0.663 0.335 0.555
33 R149 R1314 0.335 0.374 0.657 0.732 0.322 0.358
34 R1110 R611 0.757 0.456 1.186 1.009 0.430 0.553
35 R1312 R613 0.587 0.573 1.079 1.141 0.493 0.568
36 R1312 R1413 0.587 0.573 0.898 1.062 0.311 0.489
37 R1413 R914 0.538 0.329 0.323 0.745 -0.215 0.417
Average Best 0.569 0.592 0.857 1.042 0.378 0.504
Average Rep 0.636 0.649 0.923 1.015 0.407 0.474
Standard Deviation 0.083 0.097 0.090 0.130 0.024 0.045
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Table G.2: TDS and PSM for test case V on IEEE-14 bus.
GWOes GWOes3D
CPs Relay TDS PSM TCC TDS PSM TCC
1 R12 0.777 1.400 2.000 1.414 1.207 2.000
2 R15 0.501 1.404 2.000 1.400 1.172 2.000
3 R23 0.514 1.411 2.000 1.400 1.453 2.000
4 R24 0.520 1.439 2.000 1.511 2.443 3.000
5 R25 0.847 1.451 2.000 1.513 3.000 3.000
6 R34 0.587 1.405 2.000 1.445 1.449 2.000
7 R45 0.500 1.400 2.000 1.568 1.217 2.000
8 R611 1.866 1.445 2.000 1.456 1.595 2.000
9 R612 1.779 1.550 2.000 1.400 1.000 1.000
10 R613 1.329 1.400 2.000 1.401 1.948 2.000
11 R910 0.547 1.524 2.000 1.546 1.759 2.000
12 R914 0.544 1.537 2.000 1.570 1.479 2.000
13 R1011 1.627 1.420 2.000 1.523 2.333 3.000
14 R1213 1.464 1.570 2.000 1.401 1.144 2.000
15 R1314 0.990 1.509 2.000 1.483 1.504 2.000
16 R21 0.636 1.400 2.000 1.523 1.116 2.000
17 R51 0.570 1.410 2.000 1.546 1.697 2.000
18 R32 0.527 1.412 2.000 1.400 1.000 1.000
19 R42 0.534 1.521 2.000 1.595 2.269 3.000
20 R52 0.562 1.405 2.000 1.463 2.789 3.000
21 R43 0.825 1.470 2.000 1.579 1.621 2.000
22 R54 0.706 1.410 2.000 1.424 2.520 3.000
23 R116 0.842 1.475 2.000 1.436 1.521 2.000
24 R126 0.500 1.401 2.000 1.400 2.547 3.000
25 R136 0.500 1.442 2.000 1.423 2.640 3.000
26 R109 0.950 1.464 2.000 1.417 2.003 3.000
27 R149 0.502 1.428 2.000 1.462 2.669 3.000
28 R1110 1.347 1.411 2.000 1.442 2.969 3.000
29 R1312 1.189 1.489 2.000 1.546 1.744 2.000
30 R1413 0.946 1.432 2.000 1.400 2.385 3.000
Average 0.851 1.448 - 1.470 1.873 -
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Table G.3: Extended results for test case V on IEEE-30 bus system.
CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWOes GWOes3D GWOes GWOes3D GWOes GWOes3D
1 R24 R12 0.633 0.644 1.332 1.154 0.699 0.510
2 R34 R13 1.109 0.896 1.703 1.903 0.595 1.007
3 R26 R12 0.380 0.404 1.336 1.157 0.956 0.753
4 R46 R24 0.673 0.755 1.216 1.347 0.543 0.592
5 R46 R34 0.673 0.755 1.565 1.265 0.893 0.510
6 R57 R25 1.002 0.993 1.514 1.527 0.513 0.534
7 R67 R26 0.670 0.705 1.203 1.238 0.533 0.533
8 R67 R46 0.670 0.705 1.208 1.300 0.539 0.595
9 R68 R76 0.977 0.912 1.794 1.819 0.817 0.907
10 R68 R26 0.977 0.912 1.371 1.408 0.394 0.496
11 R68 R46 0.977 0.912 1.280 1.373 0.304 0.461
12 R1214 R1512 0.997 1.488 1.588 1.969 0.591 0.481
13 R1214 R1612 0.997 1.488 1.341 1.914 0.344 0.425
14 R1215 R1412 0.675 0.407 1.229 1.670 0.554 1.263
15 R1215 R1612 0.675 0.407 1.165 1.673 0.490 1.266
16 R1216 R1512 0.850 0.962 1.355 1.637 0.504 0.674
17 R1415 R1214 0.731 0.803 1.119 1.853 0.388 1.050
18 R1617 R1216 0.605 0.312 0.956 1.087 0.351 0.776
19 R1518 R2315 0.278 0.549 0.866 1.045 0.588 0.496
20 R1518 R1215 0.278 0.549 1.060 1.147 0.782 0.598
21 R1518 R1415 0.278 0.549 0.852 0.951 0.574 0.402
22 R1819 R1518 0.885 0.081 0.302 0.596 -0.583 0.515
23 R1920 R1819 0.525 0.650 0.902 0.089 0.377 -0.562
24 R1020 R1710 0.324 0.712 0.859 1.093 0.535 0.381
25 R1017 R2010 0.666 0.528 0.969 0.975 0.303 0.448
26 R1017 R2210 0.666 0.528 2.717 2.773 2.051 2.246
27 R1021 R2010 0.367 0.493 1.557 1.739 1.190 1.246
28 R1021 R1710 0.367 0.493 0.944 1.217 0.577 0.725
29 R1021 R2210 0.367 0.493 0.852 0.867 0.485 0.374
30 R1022 R2010 0.636 0.773 1.614 1.813 0.978 1.040
31 R1022 R1710 0.636 0.773 0.952 1.228 0.316 0.456
32 R2122 R1021 0.904 0.904 0.413 0.545 -0.491 -0.359
33 R1523 R1815 0.404 0.127 0.984 0.860 0.581 0.733
34 R1523 R1215 0.404 0.127 1.066 1.159 0.663 1.032
35 R1523 R1415 0.404 0.127 0.853 0.953 0.450 0.826
36 R2224 R1022 0.554 0.599 0.865 1.080 0.311 0.482
37 R2224 R2122 0.554 0.599 0.909 0.910 0.355 0.311
38 R2324 R1523 0.744 0.806 0.443 0.174 -0.302 -0.632
39 R2425 R2224 0.257 0.352 0.611 0.667 0.354 0.316
40 R2425 R2324 0.257 0.352 0.840 0.925 0.583 0.574
41 R2527 R2425 0.964 1.043 0.260 0.355 -0.704 -0.688
42 R2729 R2527 0.720 0.635 1.159 1.216 0.439 0.580
43 R2730 R2527 0.841 0.262 1.159 1.216 0.318 0.954
44 R2930 R2729 0.310 0.219 0.853 0.756 0.544 0.537
45 R828 R68 0.716 0.665 1.055 0.975 0.339 0.310
46 R628 R76 0.837 0.836 1.793 1.819 0.956 0.983
47 R628 R26 0.837 0.836 1.371 1.408 0.534 0.572
48 R628 R46 0.837 0.836 1.280 1.372 0.443 0.536
49 R21 R42 2.824 2.845 3.418 3.222 0.595 0.377
50 R31 R43 0.880 1.519 1.427 1.916 0.546 0.398
51 R42 R34 0.514 0.503 1.557 1.258 1.043 0.756
52 R42 R64 0.514 0.503 1.084 1.255 0.570 0.753
53 R43 R24 1.049 1.208 1.419 1.593 0.371 0.385
54 R43 R64 1.049 1.208 1.453 1.709 0.404 0.501
55 R52 R75 2.747 2.387 0.363 0.392 -2.384 -1.995
56 R62 R46 0.656 0.772 1.117 1.207 0.460 0.435
57 R62 R76 0.656 0.772 1.233 1.249 0.577 0.477
58 R64 R26 0.583 0.646 1.094 1.128 0.511 0.482
59 R64 R76 0.583 0.646 1.348 1.365 0.765 0.719
60 R75 R67 0.305 0.324 0.882 0.901 0.576 0.577
61 R76 R57 0.655 0.661 1.204 1.204 0.550 0.543
62 R86 R288 0.709 0.427 0.286 0.107 -0.423 -0.321
63 R1412 R1514 0.389 0.243 0.692 0.717 0.304 0.475
64 R1512 R1415 0.381 0.247 0.754 0.831 0.373 0.584
65 R1512 R1815 0.381 0.247 0.956 0.809 0.575 0.562
66 R1512 R2315 0.381 0.247 0.851 1.029 0.470 0.783
67 R1612 R1716 0.699 1.034 0.326 0.101 -0.373 -0.933
68 R1514 R1215 0.686 0.710 0.996 1.024 0.310 0.314
69 R1514 R1815 0.686 0.710 1.115 1.100 0.429 0.390
70 R1514 R2315 0.686 0.710 0.990 1.184 0.304 0.474
71 R1716 R1017 0.313 0.082 0.677 0.537 0.364 0.455
72 R1815 R1918 0.698 0.337 0.459 0.930 -0.239 0.593
73 R1918 R2019 0.451 0.911 0.912 0.357 0.461 -0.554
74 R2019 R1020 0.887 0.348 0.363 0.795 -0.524 0.447
75 R2010 R1920 0.381 0.210 0.547 0.675 0.167 0.465
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CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWOes GWOes3D GWOes GWOes3D GWOes GWOes3D
76 R1710 R1617 0.656 0.798 0.642 0.393 -0.015 -0.405
77 R2110 R2221 0.477 0.573 0.300 0.075 -0.177 -0.498
78 R2210 R2122 0.259 0.262 0.906 0.906 0.647 0.645
79 R2210 R2422 0.259 0.262 0.641 0.670 0.382 0.408
80 R2221 R1022 0.299 0.074 0.704 0.864 0.405 0.790
81 R2221 R2422 0.299 0.074 0.607 0.648 0.307 0.573
82 R2315 R2423 0.588 0.736 0.303 0.314 -0.285 -0.421
83 R2422 R2324 0.457 0.504 0.793 0.867 0.336 0.363
84 R2422 R2524 0.457 0.504 0.792 0.857 0.335 0.353
85 R2423 R2224 0.291 0.301 0.600 0.654 0.309 0.353
86 R2423 R2524 0.291 0.301 0.797 0.863 0.506 0.562
87 R2524 R2725 0.775 0.838 1.136 1.223 0.361 0.384
88 R2927 R3029 0.492 0.384 1.077 0.456 0.585 0.073
89 R3027 R2930 0.998 0.499 0.359 0.344 -0.640 -0.155
90 R3029 R2730 0.914 0.391 1.266 0.751 0.352 0.360
91 R288 R628 0.285 0.105 0.884 0.886 0.600 0.781
92 R286 R828 0.395 0.188 0.718 0.667 0.323 0.479
Average Best 0.692 0.655 1.029 1.079 0.534 0.614
Average Rep 0.739 0.686 1.037 1.051 0.537 0.632
Standard Deviation 0.035 0.056 0.034 0.075 0.018 0.057
Table G.4: TDS and PSM for test case V on IEEE-30 bus.
GWOes GWOes3D
CPs Relay TDS PSM TCC TDS PSM TCC
1 R12 1.281 1.400 2.000 1.420 1.336 2.000
2 R13 1.224 1.402 2.000 1.429 2.607 3.000
3 R24 1.243 1.421 2.000 1.550 1.250 2.000
4 R34 0.826 1.400 2.000 1.400 1.650 2.000
5 R25 0.689 1.416 2.000 1.454 1.179 2.000
6 R26 0.723 1.434 2.000 1.400 1.364 2.000
7 R46 0.846 1.569 2.000 1.460 1.495 2.000
8 R57 1.701 1.462 2.000 1.507 1.403 2.000
9 R67 1.168 1.553 2.000 1.444 1.672 2.000
10 R68 1.840 1.520 2.000 1.405 1.839 2.000
11 R1214 1.961 1.450 2.000 1.425 1.000 1.000
12 R1215 1.143 1.401 2.000 1.419 2.675 3.000
13 R1216 1.637 1.563 2.000 1.598 1.046 2.000
14 R1415 1.472 1.467 2.000 1.552 1.042 2.000
15 R1617 1.159 1.531 2.000 1.531 2.274 3.000
16 R1518 0.543 1.514 2.000 1.520 1.435 2.000
17 R1819 1.744 1.478 2.000 1.530 2.722 3.000
18 R1920 0.870 1.549 2.000 1.455 1.574 2.000
19 R1020 0.634 1.528 2.000 1.510 1.742 2.000
20 R1017 1.331 1.572 2.000 1.564 1.100 2.000
21 R1021 0.639 1.536 2.000 1.410 1.095 2.000
22 R1022 1.252 1.463 2.000 1.540 1.194 2.000
23 R2122 1.835 1.420 2.000 1.568 1.342 2.000
24 R1523 0.779 1.580 2.000 1.423 2.316 3.000
25 R2224 1.088 1.470 2.000 1.556 1.785 2.000
26 R2324 1.461 1.400 2.000 1.503 1.606 2.000
27 R2425 0.521 1.593 2.000 1.400 1.973 2.000
28 R2527 1.680 1.575 2.000 1.407 1.289 2.000
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GWOes GWOes3D
CPs Relay TDS PSM TCC TDS PSM TCC
29 R2729 1.391 1.402 2.000 1.417 1.259 2.000
30 R2730 1.576 1.575 2.000 1.470 2.347 3.000
31 R2930 0.566 1.587 2.000 1.521 2.755 3.000
32 R828 1.458 1.463 2.000 1.464 1.090 2.000
33 R628 1.652 1.511 2.000 1.559 1.115 2.000
34 R21 0.656 1.595 2.000 1.542 2.755 3.000
35 R31 0.592 1.431 2.000 1.534 1.399 2.000
36 R42 0.878 1.430 2.000 1.400 1.647 2.000
37 R43 0.972 1.462 2.000 1.542 2.782 3.000
38 R52 0.681 1.545 2.000 1.443 1.852 2.000
39 R62 0.844 1.597 2.000 1.553 1.601 2.000
40 R64 0.583 1.433 2.000 1.556 1.458 2.000
41 R75 0.551 1.517 2.000 1.593 1.827 2.000
42 R76 0.500 1.400 2.000 1.409 1.423 2.000
43 R86 0.697 1.481 2.000 1.448 2.948 3.000
44 R1412 0.646 1.561 2.000 1.412 2.547 3.000
45 R1512 0.521 1.414 2.000 1.400 2.215 3.000
46 R1612 1.172 1.520 2.000 1.454 1.254 2.000
47 R1514 1.391 1.459 2.000 1.502 1.695 2.000
48 R1716 0.621 1.464 2.000 1.567 2.035 3.000
49 R1815 1.222 1.400 2.000 1.559 2.394 3.000
50 R1918 0.890 1.503 2.000 1.580 1.019 2.000
51 R2019 1.663 1.468 2.000 1.435 1.458 2.000
52 R2010 0.546 1.415 2.000 1.406 2.269 3.000
53 R1710 1.183 1.425 2.000 1.575 1.213 2.000
54 R2110 0.708 1.479 2.000 1.471 1.606 2.000
55 R2210 0.500 1.400 2.000 1.406 1.947 2.000
56 R2221 0.607 1.414 2.000 1.575 2.870 3.000
57 R2315 0.974 1.512 2.000 1.415 1.063 2.000
58 R2422 0.826 1.540 2.000 1.596 1.000 1.000
59 R2423 0.581 1.438 2.000 1.463 1.398 2.000
60 R2524 1.559 1.406 2.000 1.452 1.165 2.000
61 R2725 1.979 1.574 2.000 1.401 1.000 1.000
62 R2927 0.527 1.436 2.000 1.407 2.265 3.000
63 R3027 1.070 1.460 2.000 1.489 2.172 3.000
64 R3029 1.583 1.583 2.000 1.526 1.507 2.000
65 R288 0.580 1.556 2.000 1.547 2.778 3.000
66 R286 0.631 1.417 2.000 1.414 2.774 3.000
Average 1.043 1.484 - 1.483 1.741 -
Appendix H
Test case VI - Extended results
Table H.1: Extended results for test case VI on IEEE-14 bus system.
CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWO14Max GWO14Min GWO14Max GWO14Min GWO14Max GWO14Min
1 R23 R12 0.290 0.577 0.591 4.729 0.301 4.151
2 R24 R12 0.269 0.400 0.588 3.940 0.319 3.540
3 R25 R12 0.436 0.570 0.586 3.762 0.150 3.193
4 R34 R23 0.510 0.674 1.055 2.244 0.545 1.570
5 R45 R24 0.452 0.549 0.754 1.003 0.302 0.454
6 R45 R34 0.452 0.549 1.084 1.446 0.632 0.897
7 R612 R116 1.029 1.118 1.351 3.255 0.322 2.137
8 R613 R116 0.897 1.082 1.237 2.038 0.340 0.955
9 R613 R126 0.897 1.082 1.651 3.354 0.753 2.272
10 R910 R149 0.692 0.699 1.022 1.452 0.330 0.753
11 R914 R109 0.323 0.353 0.737 1.069 0.414 0.716
12 R1011 R910 0.291 0.313 0.700 0.719 0.409 0.406
13 R1213 R612 0.876 0.886 1.177 1.372 0.302 0.486
14 R1314 R613 0.684 0.797 1.345 2.574 0.661 1.776
15 R1314 R1213 0.684 0.797 1.003 1.257 0.319 0.459
16 R21 R52 2.731 2.313 3.033 5.782 0.303 3.468
17 R51 R25 0.654 1.676 1.090 3.060 0.436 1.384
18 R51 R45 0.654 1.676 1.035 3.664 0.381 1.988
19 R32 R43 4.328 9.783 0.708 1.044 -3.620 -8.740
20 R42 R34 0.464 0.820 1.028 2.705 0.565 1.885
21 R42 R54 0.464 0.820 0.802 1.967 0.339 1.147
22 R52 R15 0.393 0.592 1.010 3.797 0.617 3.205
23 R52 R45 0.393 0.592 0.788 2.330 0.395 1.738
24 R43 R24 0.495 0.605 0.855 2.736 0.360 2.131
25 R43 R54 0.495 0.605 0.873 2.473 0.378 1.868
26 R54 R15 0.524 0.629 1.019 1.614 0.494 0.985
27 R54 R25 0.524 0.629 0.913 1.189 0.389 0.560
28 R116 R1011 0.625 0.762 0.320 0.361 -0.305 -0.401
29 R126 R1312 0.320 0.373 0.844 0.860 0.524 0.487
30 R136 R1213 0.550 0.739 0.898 0.921 0.349 0.181
31 R136 R1413 0.550 0.739 1.109 1.412 0.560 0.673
32 R109 R1110 0.636 0.665 0.955 1.061 0.319 0.397
33 R149 R1314 0.561 0.689 0.864 1.071 0.302 0.382
34 R1110 R611 0.843 0.942 1.203 1.445 0.359 0.503
35 R1312 R613 0.833 0.841 1.294 2.147 0.461 1.306
36 R1312 R1413 0.833 0.841 1.346 2.335 0.513 1.494
37 R1413 R914 0.7814 0.9322 0.374 0.463 -0.408 -0.470
Average Best 0.796 1.125 1.007 2.126 0.424 1.496
Average Rep 0.977 1.276 0.964 2.049 0.454 1.476
Standard Deviation 0.160 0.187 0.030 0.053 0.023 0.085
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Table H.2: TDS and PSM for test case VI on IEEE-14 bus.
GWO14
CPs Relay TDS PSM
1 R12 0.527 1.400
2 R15 0.504 1.400
3 R23 0.501 1.481
4 R24 0.500 1.407
5 R25 0.836 1.489
6 R34 0.767 1.407
7 R45 0.502 1.412
8 R611 1.876 1.439
9 R612 2.000 1.586
10 R613 1.439 1.525
11 R910 1.389 1.421
12 R914 0.627 1.519
13 R1011 0.552 1.402
14 R1213 1.761 1.424
15 R1314 1.267 1.564
16 R21 0.500 1.400
17 R51 0.583 1.537
18 R32 1.681 1.442
19 R42 0.638 1.408
20 R52 0.643 1.489
21 R43 0.922 1.555
22 R54 0.713 1.468
23 R116 0.940 1.400
24 R126 0.540 1.419
25 R136 0.565 1.541
26 R109 1.170 1.454
27 R149 0.840 1.408
28 R1110 1.481 1.453
29 R1312 1.686 1.571
30 R1413 1.363 1.442
Average 0.977 1.462
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Table H.3: Extended results for test case VI on IEEE-30 bus system.
CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWO30Max GWO30Min GWO30Max GWO30Min GWO30Max GWO30Min
1 R24 R12 0.829 1.130 0.617 4.575 -0.2123 3.4454
2 R34 R13 0.718 0.976 2.300 3.174 1.5811 2.1976
3 R25 R12 0.697 1.480 0.623 5.958 -0.0745 4.4784
4 R26 R12 0.315 0.506 0.620 4.825 0.3048 4.319
5 R46 R24 0.765 0.945 1.933 2.583 1.1679 1.6375
6 R46 R34 0.765 0.945 1.079 1.713 0.3138 0.7679
7 R57 R25 1.162 1.344 2.796 5.077 1.6339 3.7331
8 R67 R26 0.588 0.695 1.182 2.296 0.5937 1.6007
9 R67 R46 0.588 0.695 1.379 2.560 0.7912 1.8646
10 R68 R76 0.829 0.876 2.273 3.698 1.4443 2.822
11 R68 R26 0.829 0.876 1.391 2.069 0.5622 1.1933
12 R68 R46 0.829 0.876 1.480 2.178 0.6511 1.3024
13 R1214 R1512 0.440 0.475 1.629 5.967 1.189 5.4922
14 R1214 R1612 0.440 0.475 1.344 2.958 0.9037 2.4833
15 R1215 R1412 0.862 1.025 1.248 2.272 0.3857 1.2474
16 R1215 R1612 0.862 1.025 1.171 1.758 0.3087 0.7335
17 R1216 R1512 0.848 0.914 1.375 3.462 0.527 2.5483
18 R1415 R1214 0.881 0.892 0.499 0.576 -0.3829 -0.3159
19 R1617 R1216 0.528 0.555 0.949 1.077 0.4211 0.522
20 R1518 R2315 0.691 0.727 1.110 1.866 0.4196 1.1394
21 R1518 R1215 0.691 0.727 1.400 2.408 0.7095 1.6814
22 R1518 R1415 0.691 0.727 1.036 1.262 0.3451 0.5347
23 R1819 R1518 0.348 0.356 0.744 0.795 0.3957 0.439
24 R1920 R1819 1.159 1.251 0.355 0.363 -0.8043 -0.8887
25 R1020 R1710 0.948 1.014 1.369 2.245 0.4208 1.2311
26 R1017 R2010 0.696 0.704 1.000 1.591 0.3046 0.887
27 R1017 R2210 0.696 0.704 3.020 6.157 2.3249 5.4529
28 R1021 R2010 0.530 0.585 1.636 2.791 1.1051 2.206
29 R1021 R1710 0.530 0.585 1.525 1.984 0.9943 1.3991
30 R1021 R2210 0.530 0.585 0.918 1.425 0.3878 0.8398
31 R1022 R2010 0.820 0.856 1.698 4.138 0.8777 3.2819
32 R1022 R1710 0.820 0.856 1.539 2.407 0.7186 1.5512
33 R2122 R1021 0.918 0.919 0.595 0.646 -0.3222 -0.2727
34 R1523 R1815 0.498 0.527 1.574 2.417 1.0752 1.8906
35 R1523 R1215 0.498 0.527 1.408 2.345 0.91 1.8177
36 R1523 R1415 0.498 0.527 1.038 1.248 0.5392 0.7208
37 R2224 R1022 0.590 0.618 1.120 1.528 0.5308 0.9099
38 R2224 R2122 0.590 0.618 0.923 0.933 0.3333 0.3151
39 R2324 R1523 0.933 0.979 0.539 0.608 -0.3942 -0.3714
40 R2425 R2224 0.292 0.294 0.655 0.814 0.3632 0.5198
41 R2425 R2324 0.292 0.294 1.086 1.434 0.794 1.1404
42 R2527 R2425 1.021 1.118 0.295 0.298 -0.7256 -0.8202
43 R2729 R2527 0.488 0.557 1.216 1.934 0.7286 1.3767
44 R2730 R2527 0.368 0.452 1.216 2.327 0.8482 1.875
45 R2930 R2729 0.282 0.316 0.603 0.780 0.3203 0.4639
46 R828 R68 0.320 0.320 0.905 1.289 0.5848 0.9686
47 R628 R76 0.831 0.856 2.273 4.483 1.4414 3.6279
48 R628 R26 0.831 0.856 1.391 2.407 0.5594 1.5513
49 R628 R46 0.831 0.856 1.479 2.477 0.6476 1.6218
50 R21 R42 7.431 6.271 3.451 6.494 -3.9805 0.2239
51 R31 R43 1.000 2.214 1.458 3.147 0.4576 0.933
52 R42 R34 0.464 0.712 1.066 4.242 0.6024 3.5295
53 R42 R64 0.464 0.712 1.049 3.711 0.5855 2.9991
54 R43 R24 1.072 1.336 2.291 2.943 1.2185 1.6068
55 R43 R64 1.072 1.336 1.410 1.946 0.3372 0.6092
56 R52 R75 3.064 7.999 0.384 0.505 -2.6798 -7.4947
57 R62 R46 0.930 1.869 1.252 3.399 0.3222 1.5298
58 R62 R76 0.930 1.869 1.441 5.534 0.511 3.6648
59 R64 R26 0.531 0.667 1.022 1.391 0.4903 0.7241
60 R64 R76 0.531 0.667 1.555 2.261 1.0236 1.5941
61 R75 R67 0.322 0.364 0.772 1.078 0.4501 0.7135
62 R76 R57 0.683 0.934 1.406 1.657 0.7237 0.7236
63 R86 R288 0.858 1.057 0.271 0.272 -0.5862 -0.7848
64 R1412 R1514 0.405 0.474 0.914 0.927 0.5089 0.4533
65 R1512 R1415 0.370 0.469 0.910 0.941 0.5402 0.4722
66 R1512 R1815 0.370 0.469 1.518 1.991 1.1479 1.5222
67 R1512 R2315 0.370 0.469 1.083 1.485 0.713 1.0167
68 R1612 R1716 0.716 0.814 0.311 0.330 -0.4045 -0.4843
69 R1514 R1215 0.905 0.911 1.313 2.334 0.4081 1.4236
70 R1514 R1815 0.905 0.911 1.801 3.268 0.8957 2.357
71 R1514 R2315 0.905 0.911 1.284 2.477 0.3789 1.5666
72 R1716 R1017 0.298 0.308 0.706 0.731 0.4076 0.4231
73 R1815 R1918 1.082 1.210 0.367 0.380 -0.715 -0.8302
74 R1918 R2019 0.361 0.368 0.699 0.754 0.3384 0.386
75 R2019 R1020 0.678 0.708 1.056 1.127 0.3781 0.4194
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CPs Primary Backup tp (s) tb (s) CTI
Relay Relay GWO30Max GWO30Min GWO30Max GWO30Min GWO30Max GWO30Min
76 R2010 R1920 0.371 0.451 1.206 1.390 0.8354 0.9397
77 R1710 R1617 0.994 1.054 0.558 0.588 -0.4353 -0.4659
78 R2110 R2221 0.731 0.849 0.423 0.424 -0.308 -0.4252
79 R2210 R2122 0.260 0.275 0.920 0.925 0.6595 0.6504
80 R2210 R2422 0.260 0.275 0.808 1.102 0.5478 0.8279
81 R2221 R1022 0.423 0.423 0.908 0.949 0.4859 0.5258
82 R2221 R2422 0.423 0.423 0.766 0.848 0.3433 0.4251
83 R2315 R2423 0.725 0.834 0.282 0.295 -0.4429 -0.5396
84 R2422 R2324 0.589 0.638 1.010 1.109 0.4209 0.4714
85 R2422 R2524 0.589 0.638 0.803 0.829 0.2143 0.1913
86 R2423 R2224 0.271 0.279 0.642 0.751 0.3713 0.4725
87 R2423 R2524 0.271 0.279 0.810 0.864 0.5388 0.5848
88 R2524 R2725 0.783 0.795 0.824 0.936 0.0406 0.1411
89 R2927 R3029 0.636 0.877 1.071 1.258 0.4354 0.3816
90 R3027 R2930 1.251 1.963 0.326 0.402 -0.9248 -1.5613
91 R3029 R2730 0.936 1.052 0.524 0.710 -0.412 -0.3419
92 R288 R628 0.271 0.271 0.877 1.043 0.6067 0.7717
93 R286 R828 0.439 0.496 0.321 0.321 -0.1185 -0.1749
Average Best 0.810 1.003 1.134 2.003 0.673 1.554
Average Rep 0.844 1.074 1.041 1.866 0.647 1.575
Standard Deviation 0.076 0.113 0.039 0.061 0.030 0.066
Table H.4: TDS and PSM for test case VI on IEEE-30 bus.
GWO30
CPs Relay TDS PSM
1 12 0.500 1.400
2 13 1.504 1.425
3 24 1.576 1.570
4 34 0.500 1.400
5 25 1.188 1.405
6 26 0.574 1.482
7 46 0.955 1.446
8 57 1.935 1.475
9 67 1.006 1.505
10 68 1.525 1.572
11 1214 0.861 1.492
12 1215 1.426 1.435
13 1216 1.630 1.512
14 1415 1.774 1.459
15 1617 1.011 1.493
16 1518 1.352 1.421
17 1819 0.685 1.468
18 1920 1.932 1.504
19 1020 1.852 1.468
20 1017 1.392 1.446
21 1021 0.916 1.500
22 1022 1.612 1.425
23 2122 1.862 1.400
24 1523 0.969 1.428
25 2224 1.153 1.496
26 2324 1.814 1.540
27 2425 0.592 1.473
28 2527 1.806 1.468
APPENDIX H. TEST CASE VI - EXTENDED RESULTS 147
GWO30
CPs Relay TDS PSM
29 2729 0.927 1.578
30 2730 0.697 1.425
31 2930 0.517 1.557
32 828 0.651 1.437
33 628 1.635 1.431
34 21 0.981 1.492
35 31 0.562 1.508
36 42 0.756 1.496
37 43 0.883 1.479
38 52 0.692 1.562
39 62 1.123 1.598
40 64 0.503 1.400
41 75 0.574 1.509
42 76 0.500 1.400
43 86 0.788 1.530
44 1412 0.687 1.452
45 1512 0.500 1.400
46 1612 1.225 1.401
47 1514 1.835 1.492
48 1716 0.590 1.488
49 1815 1.877 1.422
50 1918 0.714 1.432
51 2019 1.253 1.554
52 2010 0.530 1.408
53 1710 1.764 1.495
54 2110 1.067 1.478
55 2210 0.501 1.400
56 2221 0.857 1.511
57 2315 1.182 1.549
58 2422 1.080 1.410
59 2423 0.541 1.402
60 2524 1.572 1.497
61 2725 1.448 1.506
62 2927 0.655 1.487
63 3027 1.231 1.576
64 3029 1.670 1.405
65 288 0.551 1.513
66 286 0.665 1.535
Average 1.086 1.475
