ABSTRACT. Let W be a Weyl group and let W' be a parabolic subgroup of W . Define A as follows: ®Q[uj .9f(W) where .9f (W) is the generic algebra of type An over Q [u] , u an indeterminate, associated with the group W, and R is a Q[u]-algebra, possibly of infinite rank, in which u is invertible. Similarly, we define A' associated with W'. Let M be an A-A bimodule, and let b EM. Define the relative norm
PRELIMINARIES
This section contains certain key definitions and results, presented without proofs, of standard fare needed for later sections. [12] which motivated the work of Hoefsmit and Scott [14] presented in the next section.
Proposition (1.2.4). Let f: D -Q be defined by f(u)
=
GENERAL RESULTS
The material in this section is due mostly to Peter Hoefsmit and Leonard Scott, taken from unpublished work [14] done in 1976. We would like at this time to point out the results of this section which the reader should focus on in order to understand the main results of this paper, given in §3. They are Lemma (2.12), Proposition (2.13), and Theorem (2.30).
where the ex are the central primitive idempotents associated with the irreducible characters for A over Q(u). We will determine C x explicitly. Applying a particular character X to the norm, we get (2.6) L u -/(w) x(aw-1a w ) = cxx(a l ). wEW Let {Xij 11 :::; i ,j :::; x(a l )} be a set of matrix coordinate functions associated with X and let {Iij I 1 :::; i ,j :::; X (a I)} be the set of corresponding matrix units. Multiplying both sides of (2.8) by fji and applying X gives (2.9) Summing both sides of (2.9) over i and j, we have
since fji!;j = fjj' Combining (2.10) with (2.7) yields (2.11 ) Finally, from (2.11) and (2.6) we deduce that C x = d;'dxx(a\) , which is invertible in Q(u) and the lemma follows. 0 We see that our norm has a nice transitivity property with respect to parabolic subgroups. 
Lemma
and 
if the exchange takes place in v ,
The first case cannot happen since (2) Thus
Since WI is fundamental, Theorem (1.1.5) implies that one of three cases occurs:
if the exchange takes place in t .
The first case cannot happen since 
Since r E R, r is distinguished in WI r = WI w l dw 2 , and so l(w~lwldw2) = l(w~ I) + l(w l dw 2 )
Lemma (2.17) . Combining these facts we have
which implies that l(w l ) = O. Hence WI is the identity and
, which gives a contradiction. Therefore r E dTd so that
Theorem (2.23). Let M be an A-A bimodule and N an A-A' bisubmodule of M such that M-:::=.N0 A ,A. Then ZM(A) = NW,W,(ZN(A')).
Proof. By Proposition (2. 
Equating terms in N gives a w no = un I. Then a w noa w = un I a w and so 
Equating terms in N we get that awn, = n,a w ' Thus n, E ZN(A' ).
Now let r E R be minimum in the sense that for all l' E R with 1(1') < I(r)
we know that it must be that /(w ' ) = 0 and so w' = 1. That is, WI w 2 .
• 
is a decomposition into A(Wk)-bimodules. thus ' Thus we may apply the result of this theorem to V; since this is just the special case of a single fundamental reflection whose proof was given early in the proof of this theorem. This gives us By the minimality of r, we have
n,a, = u aWk(u af-lnla,)aWk = u a,-ln1a, after all. Therefore and the theorem is proved. 0
Corollary (2.24). Let M be an A-A bimodule and N an
Proof. By Proposition (2.13), we have
w,(ZN(A)) $ NW,W,(ZM(A')).

Theorem (2.23) then implies that
ZM(A) = NW,W,(ZN(A')) $ N w ,w,(ZM(A')) $ ZM(A)
and the corollary follows. 0
Corollary (2.25). Let S be a direct summand of an
A-A bimodule M = N ® A' A with N an A-A' bimodule. Then N w w,(Zs(A')) = Zs(A).
Proof. Write M = S EB (M -S) . Theorem (2.23) implies that
NW,W,(ZM(A')) = ZM(A).
From Proposition (2.13) we get 
Nw,w,(Zs(A')) $ Zs(A).
Let s E Zs(A). Then s E ZM(A) = N w ,w,(ZM(A')
fi d -/(d) b d (1) or ED, u a d -I ad E ZM(A(~ n W 2 )). b " -/(d) b (2) N w ~ ( ) = L-dED
Similarly, I(wd-I) = I(w) + I(d-I ).
Therefore 
.fER R = set of distinguished right coset representatives for Wi in W. 
Then for a'
Since N w w'("'(}) is an A-map by Proposition (2.13), (1) 
) A, and hence
Thus W ~ W ,whlch proves the theorem. 0
A BASIS FOR Z(A(Sn)) OVER Q[U, u-I ]
Recall from § 1 that Sn is the Weyl group for SL (n, q) and that Sn is generated by the set {(12), (23), ... ,(n -1 n)} of fundamental reflections. In this section we obtain a basis for the center of A(Sn) over Q [u,u-I ] . This basis consists of relative norms of elements in certain parabolic subgroups of Sn' normed up from these subgroups to Sn' A particular element in A(Sn) of special importance to this construction is given in the following definition.
Definition (3.1). The element Yf in A(Sn) is defined as
with Sn_1 = ((12),(23), ... ,(n-2n-1) ).
Note. For r ~ n -2, Sn_r will mean ((12), (23), ... ,(n -r -1 n -r)), unless otherwise noted.
Lemma (3.2). Yf E Z(A(Sn))'
Proof. For n = 2 this is clearly true. Proceed by induction. By Proposition (3.13) we have immediately that Yf E ZA(S)A(Sn_I)) ' so to prove this lemma, it will be enough to show that To do this, we will examine in further detail the element Yf. Let 
Replacing N Sn _ I ,Sn_2(a(n-In») with this expression in equation (3.4), we get a common term of a(n_1 n)aa(n_1 n) on both sides of the equation. Thus, by subtracting this common term and multiplying both sides by u, we have that 
a(n_1 n)aNSn _ 2 ,Sn-3 (a(n-2 n-I )(n-I n)(n-2 n-I)
= N Sn _ 2 ,Sn_3(a(n-2n-l)(n-1 n)(n-2n-I»)aa(n-1 n)·
Rewriting a(n-2 n-I )(n-I n)(n-2 n-I) as a(n_1 n)(n-2 n-I)(n-I n) using the relations in Sn and recalling that a(n_1 n) E ZA(S./A(Sn_2)) gives us that equation (3.5) is true if and only if (3.6) -3) ) ' rewrite a as
a(n_1 n)aa(n_1 n)NSn _ 2 ,Sn-3 (a(n-2 n-I»)a(n-I n) = a(n_1 n)NSn _ 2 ,Sn-3 (a(n-2 n-I»)a(n-I n)aa(n_1 n) •
Now using Lemma (2.12) and the fact that a(n-2n-l) E ZA(Sn_Il(A(Sn
, and so
This expression for a allows us to rewrite the left-hand side of equation (3.6) as (3.7) a(n_1 n)NSn _ 3 ,SI (a( 12)(23) .. ·(n-3 n-2»)
• N Sn _ 2 ,Sn-3 (a(n_2 n-I»)a(n-I n) • N Sn _ 2 ,Sn-3 (a(n_2 n-I »)a(n_1 n) .
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But N Sn _ J ,SI (a(12)(23) ... (n-3n-2)) E A(Sn_2) and by Proposition (2.13),
N Sn _ z ,Sn-J (a(n_2 n-I)) E ZA(Sn_d (A(Sn_2))'
Thus, recalling once again that a(n_1 n) E ZA(sjA(Sn_2)) ' (3.7) may be rearranged to get
which is the right-hand side of equations (3.6), and the lemma is proved. It will prove convenient to have various representations for the element t7. In the next lemma we give some useful forms of t7.
Lemma (3.8). The following are equal:
(1) t7;
SI (a( 12)(23)··.(n-2 n-I))a(n-I n)) ; (3) N Sn _ z ,SI (a( 12)(23).·.(n-2 n-I))NSn _, ,Sn-Z (a(n_1 n)) ; (4) a(12)N Sz ,S, (a(23))N sJ ,Sz (a(34) ... N Sn _ , ,Sn-Z (a(n_1 n)
) ; (5) ( -1 ) ( -I -2 ) ( -I a
(12) a(23)+u a(13) a(34)+u a(24)+u a(14)'" a(n_1 n)+U a(n-2n)+ -(n-2) )
.
.. + u a(ln) .
Proof. Using Lemma (2.12) and the fact that a(n_In) E ZA(sjA(Sn_2)), (2) can be derived from (1). Lemma (3.2) 
implies that N Sn _ z ,S, (a( 12)(23) ... (n-2 n-I)) E Z(A(Sn_I)) so that (3) equals (2). Number (4) follows from (3) by induction, and (5) is just an expansion of (4). 0
Remark. Adopting the convention that So = SI =identity subgroup, representation (4) in Lemma (3.8) may be written as (3.9)
By Proposition (2.
13), N s . S (a(. '+1)) E ZA(S' )(A(S)). This implies that each
factor in (3.9) commutes with every other factor in (3.9). Thus, (12) Then an easy induction argument can be used to deduce that Proof. If a reduced expression for a is missing a fundamental reflection of Sn' then a, an n-cycle, would be living inside a parabolic subgroup of Sn. This is impossible since proper parabolic subgroups of Sn are direct products of symmetric groups Si where i < n. This proves (1). Parts (2) and (3) follow easily from (1), and the fact that Sn = ( (12), (23), ... , (n -1 n)). Part (4) is an immediate consequence of (3).
N Sn _ 1 ,S,,-2 (a(n_1 n))N Sn _ 2 ,Sn-3 (a(n_2 n-I)) ... NS2 ,SI (a(23))a(12) = NSn _ 1 ,SI (a(n_1 n)(n-2n-I) ... (23)(12))·
Lemma (3.11) . Let a E sn with I(a) = n -1. Suppose that a reduced expression Jor a involves every Jundamental reflection oj Sn exactly once. Then a is an n-cycle. ProoJ. Assume without loss of generality that the fundamental reflection (n -1 n) appears to the right of (n -2 n -1) in the reduced expression for a. Since (n -1 n) commutes with every other fundamental reflection of Sn' we may write a = a' (n -1 n) with a' ES n _ 1 = ((12),(23), ... ,(n-2n-1) ), a' reduced, I(a') = n-2 and a' involving every fundamental reflection of Sn_1 exactly once. By induction, a' is an (n -1 )-cycle. Write Then is an n-cycle. 0 a' = (7r ... n -1 ... 7r ) .
Remark. Although there are redundancies in the hypotheses of Lemma (3.11), we have stated it this way for clarity.
Definition (3.12) . A partition of n is a finite sequence of positive
The fact that Q is a partition of n is abbreviated Q f-n .
If 1C E Sn' then the ordered lengths of the cyclic factors of 1C in cycle notation form a uniquely determined partition of n. Since cycle structure in Sn uniquely determines conjugacy class, we have a one-to-one correspondence, in a natural way, between partitions of n and conjugacy classes of Sn' Lemma (3.13). Every conjugacy class in Sn' with the exception of the class of n-cycles, contains an element of length less than n -1 .
Proof. Let Q f-n with Q = (k l , k 2 , •• , , k t ), t > 1, so that Q corresponds to a conjugacy class Co of Sn other than the class of n-cycles. Consider the element
where the convention is that (rr) is the identity. Clearly 1C E C n and 1(1C) = "£:=I(k j -I) = "£:=1 k j -t = n -t < n -I. The lemma follows from Lemma (3.10), part (2) . 0
Notes. (I) When we sayan element at in A(Sn) contains or involves a particular fundamental reflection, we mean that any reduced expression for y contains or involves that particular fundamental reflection in Sn' (2) Given a), E A(Sn)' the length of at' denoted l(a), will mean the length of y, l(y).
(3) Let Q E A(Sn) . Then Q may be written as
By a term of Q we mean J;/l(u)all' for some WE Sn ' with J;1'(u) =I-O.
Lemma (3.14) . Every term of 17 contains each of the fundamental reflections (12) , (23), ... ,(n-In).
Proof. Appealing to Lemma (3.8), part (3), and expanding we have
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aya(n_t n-t+l)(n-t+l n-t+2)···(n-2 n-l)
is such that A. E Sn_l with A. involving all of the fundamental reflections of Sn-l with the possible exception of (n -t n -t + 1), (n -t + 1 n -t + 2) , ... ,
(n -2 n -1). But • contains these possible deficiencies in addition to (n -1 n) , and since • is a distinguished right coset representative for Sn-l in Sn' we have by Proposition (1.1.2) that aAa r = a Ar so that every term in aya(n_ln) contains each of the fundamental reflections (12), (23) Proof. By Lemma (3.10), part (3), a reduced expression for. involves every fundamental reflection of Sn exactly once. Assume first that (n -1 n) occurs to the right of (n -2 n -1) in a reduced expression for •. Since (n -1 n) commutes with every other fundamental reflection of Sn ' we may write
where .' is reduced, 1 ( r') = n -2 and .' involves each of the fundamental reflections (12), (23), ... , (n -2 n -1) exactly once. Thus Lemma (3.11) implies that .' is an (n -1 )-cycle. Therefore
Since this lemma is trivial for n = 2, by induction we have N Sn _ z ,S, (art) =
NSn _ z ,S, (a(12)(23)"'(n-2 n-l»)' Hence
Sn-' ,Sn-2 Sn-2,S, (12)(23) .. ·(n-2 n-l) (n-l n) = 11 by Lemma (3.8).
Now assume that (n -1 n) occurs to the left of (n -2 n -1) in a reduced expression for •. Following the same line of reasoning as above, we may write
where r' is reduced, l(t') = n -2 and .' involves each of the fundamental reflections (12) , (23) , ... , (n -2 n -1) exactly once. As before, Lemma (3.11) implies .' is an (n -1 )-cycle and we have By induction we have (12) =1'/ by the remark following Lemma (3. Proof. In taking the norm of a(12)(23)"'{n-l n) to get 1'/, the lengths for the right multiplications add by Proposition (1.1.2). Hence, the only way to get back down to an element a,/, with l(y) = n -1, is to have every fundamental reflection coming from the corresponding element being multiplied on the left reduce the length. That is, y must be of the form r-1 (12) (23)'''(n -1n)r which is of course an n-cycle. 0 Lemma (3.18). Let n E Sn be an n-cyc/e with l(n) = n -1. Then an occurs with coefficient one in the complete expansion of 1' / .
Proof. Lemma (3.10), part (3), implies that (n -1 n) occurs in any reduced expression for n. Assume that (n -1 n) occurs to the right of (n -2 n -1) in a reduced expression for n. So we may write
where n' is reduced, l(n' ) = n -2 and n' involves each of the fundamental reflections (12) , (23), ... ,(n-2n-l) exactly once. Hence, by Lemma (3.11),
, .
7C IS an (n -I)-cycle. Then using Lemmas (3.8) and (3.16), we get
From this we see that to get the term arc there must be some y E Sn_1 such that y(kn) = 7C = 7C'(n -1 n) for some 1 ::; k::; n -1.
This implies that
which is a contradiction unless k = n -1. Thus y = 7C'. This lemma holds obviously for n = 2 and so we assume by induction that arc' occurs with coefficient one in N Sn _ 2 ,SI (a( 12)(23) ... (n-2 n-I))' This forces the coefficient of an to be one in Yf. The case when (n -1 n) occurs to the left of (n -2 n -1) in a reduced expression for 7C is handled in a similar manner. 0
Notation. Let a E A(Sn) ' We will write a lu=1 to mean the image of a in the specialization of A(Sn) at u = 1. We say that a is specialized at u = 1. 
Lemma (3.19). Utilizing the fact that A(Sn)
which is the class sum of n-cycles in Sn' The proof given above is more consistent with the general methods of proof given for other results in this section. 
Definition (3.20). For each partition a
and so on. We will let ~. ,) be this particular left-justified choice and denote it simply as ~" deleting the subscript s. Remark. Lemma (3.25) and Lemma (3.27) imply that the elements of Bean be put into a triangular form with respect to the lengths of the terms involved in the elements of B. This fact is crucial to the proof of the following main theorem.
Theorem (3.33). The set B isabasisfor Z(A(Sn)) over Q[u,u-I ].
Proof. Suppose there is a relation L. Let n be the projection of Z(A(Sn)) onto (S). Considering dimensions over Q(u), we deduce from the fact mentioned in the remark following Theorem (1.2.5) that the kernel of n is trivial. Thus
(S)/n((B)) ~ Z(A(Sn))/(B).
From Lemma (3.25) and Lemma (3.27) we have n(B) = S so that n( (B)) = (S). Hence, (B) = Z(A(Sn)) and the theorem is proved. 0
Examples.
(1) n = 3 . 
