INTRODUCTION
As an adjunct to mammography, ultrasound (US) has been used to examine women with dense breasts.
1, 2 Recent studies showed that the screening US can detect additional cancers with an increase in false-positives (FPs).
3, 4 Compared with other modalities, US is radiation-free and well tolerated by patients. 5, 6 However, conventional US scanners based on hand-held probes are operator dependent and poorly reproducible. 7, 8 The automated breast ultrasound (ABUS) system 4, 9-11 is a newly developed technique to automatically scan the whole breast. Promising results in screening and diagnosis have been reported with the use of ABUS. 12 The interobserver agreement on tumor detection and characterization in ABUS has also been shown to be substantial. 13 However, reviewing the enormous three-dimensional (3D) ABUS images to discover suspicious abnormalities is time-consuming. To provide a more efficient procedure, computer-aided detection (CADe) systems using automatic tumor detection methods would be useful. Mogatadakala et al. 14 suggested using order statistic features extracted from multiresolution decompositions of the energy-normalized subregions for discriminating tumor and normal tissues. Drukker et al. 15 detected tumors in two stages. The lesion candidates were detected using a radial gradient index filtering technique and were segmented with a region growing method. A Bayesian neural network was then adopted for final classification. In the study of Ikedo et al., 8 the edge direction and the density difference between regions were used for tumor detection in whole breast images. In this study, tissues with similar echogenicities were segmented using the fast 3D mean shift 16 method. To accelerate the efficiency, only regions that belonged to the darkest cluster generated by the fuzzy c-means (FCM) clustering 17 were extracted as tumor candidates. In a classifier, seven quantified features related to tumor echogenicity and morphology were extracted from the tumor candidates and were used to evaluate the likelihood of the regions being tumors. The tradeoffs between sensitivity and FPs (i.e., regions misclassified as tumors) were evaluated using the free-response operating characteristics (FROC) curve. 
MATERIALS
For this retrospective study, the approval was obtained from our institution review board and informed consent was waived. The data used in this study were acquired between June 2007 and June 2008 from 148 biopsy-verified lesions (size 0.4-7.9 cm; mean 1.76 cm ± 1.15 cm) in 113 female patients (ages 20-79 years; mean 45.18 ± 10.59 years). Mammography data were available for 105 patients, and the density distribution was grade 1 (entirely fatty) in two patients, grade 2 (scattered fibroglandular) in 15 patients, grade 3 (heterogeneously dense) in 68 patients, and grade 4 (extremely dense) in 20 patients. The breast lesions were originally detected by palpation in 23 cases, screening mammography in 37 cases and screening US in 88 cases. The 148 lesions included 68 benign and 80 malignant lesions. The 68 benign lesions included 43 fibroadenomas, 22 fibrocystic changes, and 3 papillomas. The 80 malignant lesions included 67 invasive carcinomas and 13 ductal carcinoma in situ (DCIS).
The patients in the supine position were scanned by the SomoVu ScanStation (U-system, San Jose, CA) using the 10 MHz linear transducer with a width of 15.4 cm. While scanning, more than one pass was necessary to cover the entire breast of the patients. The ABUS scanned two or three passes per breast from different angles (anterior-posterior, medial, and lateral) to generate image volumes. The number of two-dimensional (2D) slices included in a volume ranged from 229 to 282 slices. The pixel resolutions of the acquired 3D image were 0.285 mm in the transverse direction, 0.086 mm in the sagittal direction and 0.6 mm in the coronal direction.
METHODS
This study focuses on the development of an automated segmentation technique to detect lesions in the breast based on the images generated using an ABUS volume scanner. The proposed automatic tumor detection method in the ABUS images involves two major procedures as shown in Fig. 1 . First, tissues with similar echogenicities were grouped by their mean value to provide a regional segmentation. Second, the hypoechogenic regions were extracted and analyzed using quantitative echogenicity and morphology features for region classification (i.e., FPs reduction). The margins of breast mass drawn by an expert breast radiologist were used as the ground truth. If a fraction of a tumor was detected as the white region, the result was visually determined as a true positive.
The proposed detection method was implemented using MATLAB 2008a (MathWorks, Natick, Massachusetts) with Microsoft Windows 7 operating system (Microsoft, Seattle, WA) on an Intel Core i7 CPU 920 processor (Intel, Santa Clara, CA), 3 GB memory.
3.A. Quantitative tissue clustering
In the breast, the tissues within a tumor are distinct from the surrounding normal tissues. For tissue clustering, the fast 3D mean shift method 16, 19 was used to segment an ABUS image into numerous homogeneous regions according to their echogenicities. The US noise was smoothed by averaging. Adjacent tissues with similar echogenicities were replaced by their mean value to form a region. The segmented regions were further classified into four clusters using FCM clustering. 17, 20 After calculating the echogenicity difference between regions, similar regions were labeled as the same cluster. Then, regions that belonged to the darkest cluster (i.e., hypoechogenicity) were extracted for further analysis and classification. Hypoechogenicity was shown to be a common property of tumors in a previous study. 21 Marked hypoechogenicity is even considered to be a typical characteristic of malignancy. 22 In addition, the extraction of hypoechogenic regions reduced the computation time compared with using the whole image.
3.A.1. Fast 3D mean shift segmentation
The fast 3D mean shift method was used for region segmentation. The method segmented pixels with local homogeneity into a region. Therefore, the effect of speckle noise that appeared as an outlier in the ABUS images could be removed. 23 After applying the region segmentation, all pixel values in a region were replaced with the mean of their values.
The mean shift method 24 is a feature-space analysis technique with the ability of clustering a discrete data set over the feature-space. Assume that a data set with n data points lying on the feature space and a spherical window of radius r is given. For each data point, the mean shift method computes the mean of the points that lie within the window and then shifts the window center to the point with the mean value, repeating the above process until convergence. If there is no point with gray value that exactly matches the mean value, the point with the minimum distance in the window is selected. Each point can be associated with a homogeneous region that represents a cluster with a guaranteed convergence.
The mean shift procedure estimates a probability density function using the Parzen window density estimator. 25 In a discrete data set with n data points denoted as
, each x i is a feature vector. The kernel density estimation with Epanechnikov kernel K(x) (Ref. 24) at the point x is given by
where
c is a normalization constant, and h is the bandwidth of the kernel.
To identify the local maximum in a density distribution, we focus on the gradient of this kernel density estimation:
Let g(x) = −k (x) and the formula can be represented as
and the mean shift vector is derived using
The algorithm uses formula (4) to update the window center in each iteration. The mean shift method is applied in image processing by employing mean shift clustering over a combined spatialrange domain. For a 3D gray-level image, the mean shift method works on each pixel over the four-dimensional feature space, i.e., three dimensions for the spatial domain and one dimension for the range (gray-level) domain; therefore, for the combined spatial-range domain, the kernel in formula (1) becomes
where x s is the spatial domain, x r is the range of a feature vector, h s and h r are the kernel bandwidths of the spatial and range domain, respectively, and C is the corresponding normalization constant.
However, the size of 3D volume data sets is extremely large, and it could take a large amount of processing time to apply the 3D mean shift method directly. To reduce the processing time, the fast 3D mean shift method can be used as an alternative. The fast 3D mean shift uses the 2D information propagation in a straight-forward manner. Instead of using a four-dimension window directly, the fast 3D mean shift method uses a 3D window in each 2D image slice. If the kth slice from the original 3D volume image is denoted as f k and its segmented result after applying the 2D mean shift method is denoted as g k , the algorithm computes the difference of each corresponding pixel between f k and f k+1 . If the difference is less than a threshold TH z , the pixel in f k+1 will be replaced by its corresponding pixel value in g k. After all pixels in f k+1 are checked, it applies the 2D mean shift method to generate the segmented result g k+1 . If there are M slices in our 3D image, the fast 3D mean shift method would execute the above 2D mean shift procedure starting from k = 1 to k = M and the segmented set is {g 1 ,. . . , g M }. In our experiment, the parameters used in the fast 3D mean shift method included h s , h r , and TH z . Figure 2 shows the segmentation result with h s = 7, h r = 15, and TH z = 1 in our experiment. Note that the number of regions was large and that the region size was small initially.
3.A.2. Fuzzy c-means clustering
After the initial segmentation, FCM clustering 17 was used to classify the segmented regions into four clusters according to their echogenicities (Fig. 3) . Hypoechogenic regions that belonged to the darkest cluster were extracted as tumor candidates.
A merging procedure was then used to combine the tumor candidates and their neighboring regions under the intensity difference, TH tumor = 4, to reduce the region numbers and to obtain better regional information. Figure 4 illustrates that some areas of the segmented regions in Fig. 2(c) were classified into the darkest cluster and merged.
3.B. False-positive reduction
Suspicious hypoechogenic regions were extracted after the quantitative tissue clustering. However, various hypoechogenic regions were nontumor in the darkest cluster, such as fat, shadow, and anechoic regions. Seven quantitative features were proposed to interpret the region characteristics for the reduction of FPs, namely, normal tissues misclassified as tumors. They were R IM (mean of region intensity), R ISD (standard deviation of region intensity), R NC (intensity difference between surrounding tissues), R V (region volume), R C (compactness of a region), R LS-ratio (ratio of the longest axis length and the shortest axis length), and R RSD (distances between the centroid point and the boundary pixels). These quantitative features were inspired by the echogenicity and morphology features defined in the American College of Radiology (ACR) Breast Imaging Reporting and Data System (BI-RADS). 22, 26 R IM and R ISD were the mean and standard deviation, respectively, of the region intensity used to describe the echogenicity distribution in a region, i.e., the echo pattern in BI-RADS. The contrast between a region and its neighboring regions, such as the posterior area, was calculated to be R NC , which interpreted the lesion boundary and the posterior acoustic features defined in BI-RADS. The typical echo properties, such as marked hypoechogenicity and complex echo patterns, can be presented using the proposed echogenicity features, particularly for malignant tumors.
Morphology features were quantified by automatically defining a bounding box, which enclosed a region with a minimum volume size. R V was the region volume used to remove particular sizes. The noise that appeared in the ABUS images was small, whereas the shadows shown in the bottom or the two lateral sides of an image occupied a large area. R LS-ratio as a morphology feature related to the tumor orientation was the ratio of the longest axis length and the shortest axis length in the bounding box. R C represented the compactness of a region by calculating the ratio between the region volume and the bounding box volume. The compactness level revealed whether a region had a regular shape or spicules and whether Fig. 2(b) . (b) The second cluster is the bright gray area in Fig. 2(b) . (c) The third cluster is the gray area in Fig. 2(b) . (d) The fourth cluster is the dark area in Fig. 2(b) . A tumor is circled in (d). a region was ellipse-like or not can be calculated. Additionally, R RSD was the standard deviation of radii defined as the distance between the centroid point and each boundary pixel on the bounding box. BI-RADS morphology features, such as shape, orientation, and margins, were therefore quantified to filter out normal tissues, such as fat.
3.C. Statistical analysis
The quantitative features were evaluated to determine whether they were significant in reducing FPs. Because all features used in the experiment had non-normal distributions, the value differences between the tumors and nontumors in a feature were evaluated using the Mann-Whitney U test. 27 A p-value less than 0.05 indicated a statistically significant difference.
To combine the abilities of the proposed features in discrimination, the binary logistic regression model 28 was used as the classifier. Based on the tumor location information specified in the pathology report and the margins of the breast mass drawn by an expert breast radiologist, the probability of being a tumor can be predicted as a probability in the classification. The classification result was evaluated with 10-fold cross-validation to show the generalization ability. The predicted probability obtained as the classification result was between 0 and 1. Using different threshold values, the trade-offs between the sensitivity and the number of FPs were determined. That is, if a loose threshold was used, the sensitivity of tumor detection can be higher, while the number of FPs (regions misclassified as tumors) could increase. The tradeoffs between the sensitivity and FPs using different threshold values were evaluated using the FROC curve.
RESULTS
All seven quantitative features were significant in distinguishing between tumors and nontumors (p-value < 0.001). The performances of the features evaluated, as assessed using the Mann-Whitney U test, are listed in Table I . For 148 tumors collected from 113 patients, the sensitivities of the malignant, benign, and total tumors are listed in Table II . The overall sensitivity of tumor detection was 89.19% (132/148) with 2.00 FPs per volume. For volumes without tumor, the FP number was 1.27. The sensitivity of malignant tumors was 92.50% (74/80), which is higher than the overall sensitivity. For benign tumors, the detection sensitivity was 85.29% (58/68). In the analysis of size distribution (Table III) , no notable difference in sensitivities for malignant tumors. However, benign tumors with sizes larger than 3.0 cm showed lower sensitivity.
The FROC curve 18 was used to evaluate the performance by the trade-offs between the sensitivity and FP numbers. In Fig. 5 , the FROC curve was generated using different threshold values to show the likelihood of a region containing a tumor. At the probability cut-off point of 0.513, the sensitivity was 89.19% with 2.00 FPs per volume. Figures 6 and 7 illustrate a case of detected invasive carcinoma and detected DCIS, respectively. A FP case of a rib is shown in Fig. 8 .
DISCUSSION
The ABUS system is promising as a screening tool for breast cancer because it is less operator dependent in data acquisition compared to a conventional hand-held US.
4, 11
However, ABUS scanners produce vast amounts of image data, and detecting tumors in 3D ABUS images is a timeconsuming and challenging task for radiologists. According to a recent review, a study of 3D breast volume data obtained from the same ABUS system used in this study and initially detected by conventional hand-held US demonstrated a poor performance of radiologists in the detection of nonpalpable breast cancers. 12 The sensitivities of the three readers for In a previous CADe study, 31 we achieved a sensitivity of 92.3% with 1.76 FPs per case with ABUS images. However, data acquisition was performed with a prone type ABUS system (SSD-5500; Aloka, Japan) with a 6 cm linear transducer and only 26 lesions (17 benign and 9 malignant lesions) were included. With respect to the method, anisotropic diffusion and stick filters were applied to remove the speckle noise and to enhance the tumor contour. Next, the gray-level slicing method was adopted to segment suspicious lesion regions, and seven features were used as the criteria to discriminate tumors and nontumors. Segmentation and noise removal were two necessary steps of preprocessing. In this study, the proposed quantitative tissue clustering reduced the influences of noise and merged similar neighbors simultaneously. Noise, defined here as slight variations in the US images, was reduced by averaging. Tissues with similar echogenicities were grouped by their mean value to provide regional segmentation. To accelerate the processing, hypoechogenic regions were extracted and analyzed using quantitative echogenicity and morphology features defined in BI-RADS for region classification. 22, 26, 32 The proposed quantitative procedure established an automatic tumor detection method for ABUS images. As a result, the sensitivity of overall tumor detection was 89.19% with 2.00 FPs per volume. For the volumes without lesion, the FP rate was 1.27 per volume.
In this study, the proposed CADe system performed better in malignant tumor detection than benign tumor detection. The reason for this performance could be because hypoechogenic regions were extracted as tumor candidates. Hypoechogenicity is considered to be a typical characteristic of malignancy. 22, 26 Therefore, the proposed CADe system satisfies the clinical requirement of avoiding missing malignant tumors. With respect to the tumor size, the sensitivities of malignant tumors achieved more than 90% for different sizes (Table III) . Only benign tumors with sizes larger than 3.0 cm showed lower sensitivity. The possible explanation is that the classifier could take the large size as the characteristic of nontumors because normal fatty tissues and shadow regions are often large and hypoechogenic. However, large tumors can be easily detected by human eyes on examination. The development of the CADe algorithm with high sensitivity for malignant tumors is important for the application of the ABUS CADe system into the clinical practice. The high FPs could be a problem for the clinical application of the CADe system. The limitation can be reduced by adding anatomical information in future studies. Definition of the breast area would prevent the FP case of the rib shown in Fig. 8 . Another limitation is that the collected image database was obtained using the default settings in a SomoVu ScanStation. The effect of different beam widths was not examined. US beam width correlates with the lateral resolution in an imaging system. The pixel resolutions of the acquired 3D image were 0.285 mm in the transverse direction, 0.086 mm in the sagittal direction and 0.6 mm in the coronal direction. The attenuation between region to region results in the brightness contrast existing in the tumor boundary. The contrast between a tumor and its surrounding tissues should be strong enough for region segmentation. If the boundary is indistinct, it would be a challenge for segmenting tumors from background tissues. Similar to attenuation, the gain settings may affect the image contrast that exists at different depths and therefore result in different segmentation of regions. To evaluate the generalization ability of the CADe method, the effect of various settings on the ABUS systems should be investigated in the future. Currently, using the training data produced from a specific ABUS system and fixing the parameters can optimize the performance.
In summary, the proposed CADe system can provide an automatic method to reduce the reviewing time of ABUS images with an increase in breast cancer detection for radiologists. Our CADe system detected 92.50% of malignant tumors with 2.00 FPs per volume. Further studies are needed to reduce the FP rate of the CADe algorithm in ABUS images. 
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