Transformation Function for the EOT Method
Under the EOT framework, we use a series of transformations t to generate synthetic images to simulate the effect of scaling, rotation, perspective changes. We use affine transformation to construct t. The parameters of the transformation are sampled uniformly at random from the distributions shown in Table 5 . More specifically, when we optimize the adversarial noises, during each iteration, we generate 10 synthetic images for the noise optimization. Each synthetic image is generated by performing scaling, rotation, and translation on the original image. We randomly select a tuple of 3 parameters (p s , p r , p t ) from the respective ranges in Table 5 for the transformation. For example, if the sampled parameters are (0.7, 15 , 0.1), we will scale down the size of the image by 70% and then rotate the image by 15 degrees, and then apply translation of 0.1 (to change the perspective) to generate the synthetic image. Table 5 : Distribution of transformations t, where each parameter is sampled uniformly from the specified range.
Simulated Physical Images Generated by Different Generative Adversarial Networks
In Figure 7 , we show the simulated physical images generated by two different types of cGANs, pix2pix and CycleGAN. As we discussed in the paper, the simulated physical image generated by cycleGAN is more visually similar to the actual physical image compared to that of pix2pix model.
Clean Img. Physical Img. pix2pix cycleGAN Figure 7 : Example of our cGANs results. The original label is "crane".
Impact of the Size of Training Dataset
In Figure 8 , we show a simulated physical images generated by cycleGAN using different size of the training dataset. As expected, we observe that the quality of the simulated physical images is increased with a larger training dataset. 
Adversarial Examples by Different Methods
In Figure 9 , we show an adversarial example generated by different methods including BIM, EOT, RP 2 and our D2P p and D2P c . The original label is "Dung beetle" and the classifiers will classify the adversarial example as the least-likely label "American Lobster". As shown in Figure 9 , the adversarial examples can still be visually perceived as a dung beetle.
The Impact of Viewing Angles
To validate the robustness of adversarial examples against viewing angles, we use the camera to take physical images from 9 different angles ranging from 60 to 60 by increasing 15 degrees at a time. We run this experiment for our D2P p method and the best performing baseline EOT method. The complete results are shown in Table 6 . Due to the space limit, we only show the top-1 accuracy for the target label in our main paper (Experiment B). Figure 10 shows an example of the physical images taken from different angles.
Transferability Experiment in the Digital Domain
We perform an experiment to examine the transferability of adversarial examples in the digital domain. More specifically, we optimize the adversarial examples targeting the Inception-V3 model. Then we directly test the digital version of the adversarial examples on a set of different classifiers built with Xception model, ResNet, and MobileNet. This is part of Experiment C in the main paper. We run this experiment for our D2P p method and the best performing baseline EOT method. The complete results are shown in Figure 9 : Adversarial examples in the physical domain. The original label is "Dung beetle", and the image is misclassified as "American lobster". Figure 10: The physical image of an adversarial example over 9 angles. The original label is "king penguin", and the images will be misclassified as "kite".
