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Abstract
We investigate the possibility of reducing the computational bur-
den of LES models by employing local polynomial degree adaptiv-
ity in the framework of a high order DG method. A novel degree
adaptation technique especially featured to be effective for LES ap-
plications is proposed and its effectiveness is compared to that of
other criteria already employed in the literature. The resulting lo-
cally adaptive approach allows to achieve significant reductions in
computational cost of representative LES computations.
2
1 Introduction
Discontinuous Galerkin (DG) methods have become increasingly
popular for Large Eddy Simulation (LES) and Direct Numerical Sim-
ulation (DNS) of turbulent flows over the last two decades, as shown
by the large number of paper devoted to this topic, among which we
mention for example [1], [4], [7], [8], [56], [28], [47], [54], [55], [59].
The remarkable accuracy of DG methods implies however that a
larger number of degrees of freedom is employed with respect to con-
tinuous finite elements approache, and, as a consequence, a higher
computational cost is required. A natural way to reduce such cost
in a DG framework is adapting the spatial resolution. In this paper,
we investigate the possibility of reducing the computational burden
of LES by employing local polynomial degree adaptivity, known as
p-adaptivity, in the framework of the high order DG-LES model
presented in [1].
p-adaptivity consists in employing a polynomial base of differ-
ent degrees in different elements and the refinement or coarsening
of the resolution relies on the increase or reduction of the base de-
gree. While this kind of adaptivity gives somewhat less freedom
than other types of mesh adaptivity, it is easy to implement in a DG
framework and does not require remeshing nor any significant com-
putational overhead. Degree adaptivity has been proposed in the
seminal papers [61], [62] and various p−adaptive approaches have
been proposed in the literature for a number of applications, see e.g.
[2], [5], [11], [12], [15] [18], [23], [42], [52], [53].
In a non adaptive LES, the mesh defines a priori the spatial
resolution and therefore the size of the resolvable turbulent scales,
often with rather little insight on the flow conditions that are to be
simulated, especially in complex geometries and in absence of refer-
ence high resolution simulations. As a result, the spatial resolution
will be insufficient in some regions of the computational domain and
excessive in others.
Where the resolution is insufficient, the main turbulent scales
will not be adequately simulated, while in over-resolved regions an
excessive computational effort is spent in approximating flows with
few or no turbulent structures. Under such circumstances, a locally
degree adaptive LES should have the double aim of reducing the
computational cost by removing excessive degrees of freedom in less
turbulent areas, while maintaining or increasing accuracy by keeping
or adding degrees of freedom in more turbulent areas.
However, very specific issues arise when applying degree adapt-
ation criteria to LES. Using adaptivity in other contexts where a
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convergence to an exact solution is possible and advisable, the cri-
teria used to decide whether to refine or coarsen are suitable local
error indicators. These may range from smoothness indicators [5] to
relative weight of the solution expansion modes [53] and solution of
complex dual problems [21], [22]. Even though the convergence of a
LES solution can be achieved, unlike for RANS solutions, increasing
the resolution in LES would ultimately lead to a DNS solution, as
pointed out by [36] and [46, p. 378]. Therefore, it is not a reason-
able aim, since it will simply remove the advantages of performing a
simulation that is not completely resolved. Instead, the final aim of
adaptive LES, as stated e.g. in [41], should be to obtain a procedure
in which the resolution of the discretization, and consequently the
size of the LES filter, is adapted so as to resolve only a prescribed
amount of the turbulent scales, while modelling the others.
In addition to the previous considerations, it has to be also noted
that changing the resolution of the discrete problem changes the LES
filter scale. For this reason the adaptation in a LES context should
not be driven by error minimization of the error, but rather aim at
the identification of the local resolution and filter scale distribution
most suitable to effectively simulate a turbulent flow and its local
features.
It is generally very difficult to adapt the local resolution to re-
produce only a prescribed amount of the energy at the turbulent
scales, for example by evaluating the resolved turbulent energy with
respect to the unresolved one, as proposed in [41]. This is mainly
because the only way to have any insight on the unresolved scales is
through the resolved ones. For this reason, it is still unclear how to
drive adaptivity by prescribing that a certain fraction of the turbu-
lent scales has to be resolved. In the present work we try instead to
achieve adaptation in LES context by using indicators that, rather
than estimating the local error, try to measure if the local flow con-
ditions are sufficiently well resolved for the LES model to effectively
account for unresolved motions or not.
With this aim, we propose a novel local degree adaptivity crite-
rion, based on an approximation of the classical structure function,
see e.g. [40]. The structure function is an estimate of the correla-
tion between velocity values at different locations. If the structure
function is computed for each element over distances of the order of
the element size, large values will indicate strong fluctuations inside
that element, highlighting the need for more resolution to effectively
simulate the flow conditions. Oppositely, smaller values will denote
either negligible fluctuations, as in laminar conditions, or a very well
resolved turbulent region, thus highlighting instead an opportunity
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to reduce the resolution in that element. In addition, to account for
conditions in which the subgrid model simulates well the turbulent
conditions, the form that the structure function assumes in isotropic
homogeneous turbulence has been subtracted from the indicator.
This novel approach has been compared to a more standard crite-
rion, based on the relative weight of the solution expansion modes,
described e.g. in [42], [53]. The two refinement criteria have been
tested in a statical adaptivity framework on the test case of the flow
around a square section cylinder at Re = 22000 and Ma = 0.3, in
which adaptation is performed based on a preprocessing of previous
run data.
The results of p−adaptive simulations carried out with different
adaptation criteria have been compared to those obtained in refer-
ence simulations with constant polynomial degree. Both indicators
were capable of highlighting domain areas of major turbulent ac-
tivity, but the indicator based on the evaluation of of the structure
function proved itself more capable to lead to accurate results than
the one based on the relative weight of the modal solution. How-
ever, results obtained with the novel indicator led to accurate results,
comparable to those obtained with constant maximum polynomial
degree, while reducing the required computational effort by approx-
imately 60%, which was not the case for adaptation criteria based
on error estimation.
Furthermore, the sensitivity of the results to the resolution of
the preliminary run required to compute the adaptation indicator
in a statically p−adaptive approach has been studied. It was shown
that an accurate adaptive solution can be achieved using a relatively
coarse resolution in the preliminary runs, thus outlining a practical
procedure to obtain efficient adaptive results with minimal addi-
tional effort.
In section 2, the compressible LES model based on a DG dis-
cretization proposed in [1] is reviewed. In section 3, the adaptation
criteria are described. In section 4 the results of our numerical ex-
periments are reported. Finally, some conclusions and perspectives
for future work are presented in section 5.
2 The compressible LES DG model
To model a turbulent compressible flow, we consider the com-
pressible Navier–Stokes equations, already in non dimensional form
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∂tρ+ ∂j(ρuj) = 0 (1a)
∂t(ρui) + ∂j(ρuiuj) +
1
γMa2
∂ip− 1
Re
∂jσij = ρfi (1b)
∂t(ρe) + ∂j(ρhuj)− γMa
2
Re
∂j(uiσij)
+
1
κRePr
∂jqj = γMa
2ρfjuj , (1c)
where the variables are density ρ, momentum ρu and volume specific
total energy ρe. The non dimensional form of the Navier–Stokes is
obtained by assuming a reference length Lr, density ρr, velocity
Vr and temperature Tr, from which all other reference value are
calculated. The Mach and Reynolds number are defined as
Ma =
Vr
(γRTr)
1/2
, Re =
ρrVrLr
µr
, (2)
while other non dimensional numbers based on the gas specific heat
and ideal gas constant are
γ =
cp
cv
, κ =
R
cp
. (3)
In equations (1) p denotes the pressure, f a prescribed forcing,
ρh = ρe + p the enthalpy and σ and q the momentum and heat
diffusive fluxes, respectively. Equations (1) must be complemented
by a (dimensionless) state equation
p = ρT, (4)
where T is the temperature, and the definition of specific total and
internal energy based on temperature and velocity is
e = ei +
γMa2
2
ukuk, ei =
1− κ
κ
T. (5)
To complete the set of equations is enough to specify the constitutive
equations:
σij = µSdij , qi = −µ∂iT, (6)
where the rate of strain tensor is defined as
Sij = ∂jui + ∂iuj Sdij = Sij −
1
3
Skkδij (7)
and the dynamic viscosity, according to Sutherland hypothesis, is
µ(T ) = Tα. (8)
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In order to obtain equations that describe the evolution only of
the larger turbulent scales, the Navier–Stokes equations (1) must
be filtered with an appropriate filter denoted by · characterized by a
spatial scale ∆. In the approach outlined in [1], that will be described
shortly, the actual implementation of the filter is strongly related to
the spatial discretization. As customary in both compressible LES
and RANS, the Favre filter operator ·˜ is introduced, which is defined
implicitly by the Favre decomposition and is applied to the non
linear terms composed by the density to avoid subgrid terms in the
continuity equation:
ρui = ρu˜i, ρe = ρe˜, ρei = ρ‹ei, ρh = ρh˜ = ρe˜+ p. (9)
In the same way, the Favre decomposition for the temperature, tak-
ing into account (4), yields:
ρT = ρ‹T = p. (10)
Finally, it is possible to define a Favre filtered version of (6)
σ˜ij = µ(‹T )S˜dij , q˜i = −µ(‹T )∂i‹T , (11)
by neglecting small scale contributions, where S˜ij = ∂j u˜i + ∂iu˜j
and S˜dij = S˜ij −
1
3
S˜kkδij . After applying the filter to equations (1),
a number of subgrid terms arise from filtering the nonlinear terms
and need to be modelled. Following [1] a number of such subgrid
terms are considered negligible and the resulting filtered equations
containing only the relevant subgrid terms are:
∂tρ+ ∂j(ρu˜j) = 0 (12a)
∂t (ρu˜i) + ∂j (ρu˜iu˜j) +
1
γMa2
∂ip− 1
Re
∂j σ˜ij
= −∂jτij + ρfi (12b)
∂t (ρe˜) + ∂j
Ä
ρh˜u˜j
ä
− γMa
2
Re
∂j (u˜iσ˜ij) +
1
κRePr
∂j q˜j
= −1
κ
∂jQ
sgs
j −
γMa2
2
∂j
Ä
J sgsj − τkku˜j
ä
(12c)
+ γMa2ρfj u˜j .
where the contributions to be modelled are the subgrid stress tensor
τij = ρuiuj − ρu˜iu˜j , the subgrid heat flux Qsgsi = ρuiT − ρu˜i‹T and
the turbulent diffusion flux J sgsi = ρuiukuk − ρu˜iu˜ku˜k.
Concerning the subgrid stress model, we will focus on this work
exclusively on the Smagorinsky model [48]. Exploring the interac-
tion between local degree adaptivity and more sophisticated subgrid
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scale models will be the target of future investigations. The mod-
elled terms are assumed to be proportional to the gradients of the
variables, with fixed proportionality constants. In the Smagorinsky
model, the deviatoric part of the subgrid stress tensor τij in (12) is
modelled by a so called eddy viscosity νsgs, yielding
τij − 1
3
τkkδij = − 1
Re
ρνsgsS˜dij , (13a)
νsgs = ReC2S∆
2|S˜|fD, (13b)
where CS = 0.1 is the Smagorinsky constant, |S˜|2 = 1
2
S˜ijS˜ij and
∆ is the filter length scale. To account for the smaller size of the
turbulent structures in the vicinity of a wall is necessary to correct
the filter size ∆ using the function fD, known as Van Driest damp-
ing function, in order to recover the correct trend of the turbulent
viscosity, see for example [46]. The function is defined as
fD(y
+) = 1− exp
Ä
−y+/A
ä
, (14)
where A is a constant and y+ = ρru
d
τd
d
wall
µr
, with ddwall denoting the (di-
mensional) distance from the wall and udτ the (dimensional) friction
velocity. In this work, a value of A = 25 has been considered.
Concerning the isotropic part of the subgrid stress tensor, in the
present work we have neglected it following other authors like [14]
considering it negligible with respect to the pressure contribution.
The temperature flux Qsgsi from (12c) is modelled with a similar
eddy viscosity concept, following [13], as
Qsgsi = −
Pr
Prsgs
ρνsgs∂i‹T , (15)
where Prsgs is a subgrid Prandtl number. Finally, the turbulent
diffusion flux J sgsi in (12c) can be rewritten using generalized central
moments as in [19], and neglecting the third order contribution in
the velocity in analogy with RANS models,(see e.g. [26]), yields
J sgsi ≈ 2u˜kτik. (16)
Equations (12), equipped with the appropriate subgrid stress
model, are discretized in space by a discontinuous finite element ap-
proach, based on the so called Local Discontinuous Galerkin (LDG)
method, see [6], to approximate the second order derivative of the
viscous terms. The equations (12) can be rewritten in compact form:
∂tU+∇ · Fc(U) = ∇ · Fv(U,∇U)−∇ · Fsgs(U,∇U) + S (17)
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where U = [ρ , ρu˜T , ρe˜]T are the prognostic variables, Fc the con-
vective fluxes, Fv and Fsgs the viscous and sub grid fluxes and S the
source term due to the generic forcing term. Using the LDG method
the gradients in (17) are substituted by an auxiliary variable G and
an additional equation for the gradient is introduced, obtaining
∂tU+∇ · Fc(U) = ∇ · Fv(U,G)−∇ · Fsgs(U,G) + S (18)
G − ∇ϕ = 0,
in which G represents the gradient of ϕ = [u˜T , ‹T ]T , which are the
only variables whose gradients are used in the definition of viscous
and turbulent fluxes. The spatial discretization of (18) starts from
the definition of a tessellation Th of the domain Ω into non overlap-
ping tetrahedral elements K, over which a discontinuous polynomial
finite element space Vh is defined
Vh =
¶
vh ∈ L2(Ω) : vh|K ∈ PqK (K), ∀K ∈ Th
©
. (19)
PqK (K) denotes the space of polynomial functions of total degree qK ,
which can arbitrarily vary from element to element. By defining the
outward unit normal n∂K on the boundary of each element ∂K, and
denoting with (Uh,Gh) ∈ ( (Vh)5 , (Vh)4×3 ) the numerical solution,
it is possible to formulate the following weak problem from equation
(18)
d
dt
∫
K
Uhvh dx−
∫
K
F(Uh,Gh) · ∇vh dx (20a)
+
∫
∂K
ÙF(Uh,Gh) · n∂Kvh dσ = ∫
K
Svh dx,
∫
K
Gh · rh dx+
∫
K
ϕh∇ · rh dx (20b)
−
∫
∂K
Ùϕn∂K · rh dσ = 0,
∀K ∈ Th, ∀vh ∈ Vh, ∀rh ∈ (Vh)3.
where Uh = [ρh , ρhuh , ρheh]T is the numerical solution in prognos-
tic variables, ϕh = [uh , Th]
T is the numerical counterpart of the
gradient variables, F = Fc − Fv + Fsgs denotes shortly the sum of
all the fluxes and ÙF, Ùϕ denote the numerical fluxes. A numerical
flux is needed since the solution is not in general single valued at the
element boundaries, due to the discontinuity of the finite element
space. This can be seen as a weak imposition of the solution on
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each element boundary, due to actual boundary conditions on ex-
ternal boundaries, or other elements solution on internal boundary
between elements. In the present work we employed a Rusanov flux
for the convective flux ÙFc and centred fluxes for viscous, subgrid
fluxes ÙFv, ÙFsgs and for gradient fluxes Ùϕ, whose detailed definitions
can be found in [20].
As mentioned before, the definition of the filter operator · is based
on the DG discretization, as proposed also in [56]. Let ΠV : L2(Ω)→
V be the L2 projector over the subspace V ⊂ L2(Ω), defined by∫
Ω
ΠVu v dx =
∫
Ω
u v dx, ∀u, v ∈ V.
The filter · is now simply defined as the projection over the solution
subspace
v = ΠVhv. (21)
The application of this filter coincides with the projection of the so-
lution over the finite dimensional numerical subspace Vh. For this
reason the filtered prognostic quantities ρ, ρu˜ and ρe˜ can be identi-
fied with their numerical solution counterparts ρh, ρhuh and ρheh.
The actual implementation of the discretization (20) used to com-
pute the results presented in section 4 is based on FEMilaro [16], a
generic finite element library written using latest Fortran and MPI
standards. The hierarchical orthonormal basis obtained from the
Legendre polynomials has been employed for the subspace Vh, which
has also been used to represent the prognostic unknowns, yielding
a so called modal DG formulation. As a result, for a generic model
variable α, its PqK (K) numerical approximation can be written as
αh|K =
nφ(K)∑
l=0
α(l)φKl , (22)
where φKl are the Legendre basis functions on element K, α
(l) the
modal coefficients and nφ(K) + 1 is the number of basis functions
required to span PqK (K). Notice that, thanks to the hierarchical
nature of the Legendre polynomial basis, equation (22) can also be
rearranged as
αh|K =
qK∑
p=0
∑
l∈dp
α(l)φKl , (23)
where d0 = {0} and
dp =
¶
l ∈ 1...nφ(K) | φl ∈ Pp(K)\Pp−1(K)
©
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is the set of indices of the basis functions of degree p. Notice that
we choose the basis normalization in such a way that the coefficient
α(0) coincides with the mean value of αh|K over K.
All the integrals in (20) and in the projection (21) have been
computed using symmetrical quadrature rules from [9] and [60]. The
formulae employed must be exact at least up to the degree 2qK on
each element to correctly integrate (20). For this reason, the quadra-
ture degree on the boundary of the element ∂K should not be lower
than 2qK from both sides. To enforce this condition, the integrals
on internal boundaries between two elements are performed with
the maximum degree between the two elements. On the external
boundaries, where a boundary condition is prescribed, the quadra-
ture degree is simply taken as the internal one. Once discretized
in space, the equations (12) are advanced in time with an explicit,
five stages fourth order, Strong Stability Preserving Runge-Kutta
method proposed in [50].
3 The degree adaptation criteria
The reasons for using p−adaptive techniques in the LES context
and the peculiarities of degree adaptation for such problems have
been discussed in section 1. Here, the chosen adaptivity indicators
will be introduced. Notice that degree adaptation can alternatively
be performed either during the simulation (dynamic adaptivity), or
only at the beginning of the simulation (static adaptivity). In the
present work, we only present results obtained in statically adaptive
simulations. In this case, the results of a previous run are used to
calculate an indicator, which is used to determine the polynomial
degree distribution at the beginning of the simulation and then kept
constant. This approach does not allow to adapt the resolution in
order to track non stationary phenomena, as done e.g. in [52], [53],
but it is nonetheless effective on statistically stationary flows and
has the main advantage of allowing a simple load balancing of the
simulation load on different processors without need of dynamic load
balancing. We plan to investigate the dynamic adaptivity in future
works.
3.1 Indicator based on modal coefficients
We consider first a simple indicator based on the comparison of a
proxy of the kinetic energy content at the smallest scales with respect
to the one contained in all the scales. The main advantage of this
approach, that is analogous to the one employed in [52], [53], is that
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it only uses modal values, without the need for interpolation, thus
being of very low computational impact. The indicator is defined,
on each element, as
IndM (K) =
√
es(K)
e∗(K)
, (24)
where we define
e∗(K) =
3∑
i=1
∫
K
(ρui)
′(ρui)′ dv, es(K) =
3∑
i=1
∫
K
(ρui)
s(ρui)
s dv.
Here the superscript s indicates the smallest scale contribution and
the prime ′ indicates the value of momentum after the mean value
over the element has been subtracted. Denoting by m(l)i the modal
coefficients of the i−th component of momentum and using the rep-
resentation in (23), the indicator (24) can be easily computed as
e∗(K) =
3∑
i=1
nφ(K)∑
l=1
(m
(l)
i )
2, (25)
es(K) =
3∑
i=1
∑
l∈dqK
(m
(l)
i )
2. (26)
The square of the momentum was employed in the indicator instead
of the kinetic energy because the modal expansion of the momen-
tum variables is immediately available and its use does not entail
computational overheads, while bringing similar information. The
mean over the element of the variable has been removed to avoid
the presence of a mean field strongly variable in the domain to af-
fect the indicator by under-weighting areas of strong mean flow, and
to ensure Galilean invariance, as done in a similar context by [17].
In a LES context, this indicator can be interpreted as a rough
local estimate of the relative amount of energy stored in smaller
scales with respect to larger ones. Throughout the energy cascade
and especially in the inertial range where LES operates, the energy
contained at smaller scales is less than that present at the larger
ones. A higher amount of energy at the small scales (and therefore
in higher order modes) is an unphysical sign of insufficient resolu-
tion and ineffectiveness of the subgrid model. Therefore, it should
trigger a resolution increase, while a very small amount of energy
contained at the finer scales simply means that they do not play
a significant role. While a similar indicator was employed in [52],
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[53] for dynamically adaptive simulations and computed at run time
to adjust the local degrees of freedom, for static adaptivity the in-
dicator value is computed from quantities averaged in time over a
preliminary simulation.
3.2 Indicator based on the structure function
As an alternative to the indicator (24), we now consider a new in-
dicator, meant to allow a better physical insight on the local flow
conditions. The indicator is based on the classical structure function,
which has been used extensively to study turbulence statistics,
Dij = 〈[ui(x + r, t)− ui(x, t)] [uj(x + r, t)− uj(x, t)]〉 , (27)
where 〈·〉 represents the expected value operator. The structure
function estimates the lack of correlation in the velocity values at
the two points x+ r and x. If evaluated inside each element, taking
the values of r comparable to the element size, it can estimate how
much the solution is fluctuating inside each element. As previously
remarked, large values of the structure function will denote the need
for more resolution to effectively simulate the flow conditions, while
smaller values will denote either laminar conditions, or a very well
resolved turbulent region, thus suggesting instead the possibility of
reducing the resolution in that element.
It should be remarked, however, that most of the subgrid models
(and in particular the Smagorinsky model) perform adequately in
a regime of homogeneous isotropic turbulence. Therefore, in such
regimes excessive refinement is not necessary and one can let the
subgrid scale model simulate the turbulent dissipation. For this
reason, we remove from the structure function (27) the contribution
due to homogeneous isotropic turbulence, for which the structure
function becomes an isotropic function of the sole r, i.e. Dij(Br) =
BDij(r)B
T where B is a rotation tensor. Using the notation of [40]
(p. 192), the structure function in isotropic conditions takes then
the form
Disoij (r, t) = DNN (r, t)δij + (DLL(r, t)−DNN (r, t))
rirj
r2
(28)
where r = ‖r‖ and DLL, DNN are the longitudinal and transverse
structure functions, respectively. Once r is known, only DLL and
DNN need to be determined. The complete calculations to obtain
such values is presented in appendix A. To obtain the isotropic form
of the structure function and remove it from the calculated structure
function we use the following procedure:
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1. choose a pair of points defining x and r in K
2. compute the structure function Dij(K) based on x, r and the
simulated velocity field
3. compute DNN and DLL by a least square fit of (28) to the
structure function values within the element
4. compute the square of the difference between the structure
function (27) and the approximate isotropic form (28):
Q(K) =
∑
ij
î
Dij(K)−Dij(K)iso
ó2
. (29)
Notice that the resulting scalar is the Frobenius norm of the struc-
ture function (27) minus the contribution that would be generated
in case of homogeneous isotropic turbulence. The degree adaptation
indicator can then be defined as:
IndSF (K) =
√
Q(K) =
√∑
ij
[Dij(K)−Dij(K)iso]2. (30)
The structure function definition (27) relies on the expected value
of the correlation and an adequate approximation through some sort
of averaging procedure of the correlation is required. For static adap-
tivity, the correlation is computed by averaging over all the available
previous results, while its anisotropic component is evaluated by the
previously described procedure. For dynamic adaptivity, a running
time average of the structure function could be computed.
In order to reduce the arbitrariness in the choice of x and r for
the computation of (27), its value is computed for each couple of ele-
ment vertices and then averaged. Alternatively, the maximum value
among those obtained for each couple of element vertices could be
considered. This procedure should create a sufficiently local quan-
tification of the turbulence intensity, aimed at revealing where the
turbulent flow features allow for a coarser resolution and more mod-
elling. The structure function indicator (30) could give more physical
insight on the flow conditions and be more robust than the indicator
(24), but it is more complex and implies a greater computational
overhead, since, in our modal framework, it requires the reconstruc-
tion of the solution point values at every element vertex. Note that
an indicator based on the interpolated values of the solution at dif-
ferent points of the element was already presented in [5], but in that
case the values were used to evaluate a local approximation of the
velocity gradients.
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Re/103 St <Cd> rms(Cl’)
Lyn et al. [31], [30] 21.4 0.13 2.1 -
Norberg [39] 1.3 and higher 0.13 2.16 -
Bearman and Obajasu [3] 22 0.13 2.1 1.2
McLean and Gartshore [32] > 20 - - 1.1-1.4
Minguez et al. [33] 22 0.13 2.1 -
Table 1: Global results of different laboratory experiments
4 Numerical results
To fully exploit the advantages of an adaptive LES framework on
a simple geometry, we identified as test case the compressible flow
around a square section cylinder at Mach number Ma = 0.3 and
Reynolds number Re = 22000, based on free stream conditions and
cylinder side. This test has been widely used as a benchmark for
LES computations and for this reason a large amount of data, both
numerical and experimental, are available for comparison. This flow
is representative of flows around bluff bodies with sharp edges and
it is ideal to test adaptivity in LES, since a variety of conditions are
expected in the domain, from laminar far field to separations, big
vortices and small scale turbulence. The flow separates immediately
at the front edges of the square cylinder. On the upper and lower
sides, recirculating bubbles are present, while on the rear of the
cylinder a bigger recirculation zone is subject to the big vortices
detached periodically from the upper and lower recirculation zones.
The spanwise direction, along the length of the cylinder, can be
considered statistically homogeneous.
Several authors presented experimental results regarding this
type of flow, some of which are grouped in table 1. While there
is a strong agreement on the shedding frequency and its associated
Strouhal number, as well as on the mean drag coefficient, there are
less data and less agreement on the force coefficient fluctuations,
which seem to depend heavily on the inflow turbulence level, see
[32]. Regarding velocity statistics in proximity of the cylinder, the
data from [31], [30] available from [24] are used as a reference and
will be cited as "experimental data" in the following figures.
Several numerical simulations have also been performed on this
test case by different authors, to test different LES approaches and
numerical frameworks. The global results of some of them are pre-
sented in table 2. It is evident that the results presented by those
authors, while in most cases plausible, are rather scattered around
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St <Cd> rms(Cd’) rms(Cl’)
Koobus & Farhat [27] 0.136 2.00 0.19 1.01
Minguez et al. [33] 0.141 2.2 - -
Minguez et al. [34] 0.141 2.31 0.131 -
Murakami et al. [37] 0.135 1.99 - 0.86
Murakami & Mochida [38] 0.132 2.09 0.13 1.60
Sohankar & Davidson [49] 0.127 2.22 0.16 1.50
Verstappen & Veldman [57] 0.133 2.09 0.178 1.45
Voke [58] 0.13-0.161 2.041-2.79 0.12-0.36 1.01-1.68
Rodi [45] 0.066-0.15 1.66-2.77 0.10-0.27 0.38-1.79
Trias et al. [51] 0.132 2.18 0.205 1.71
Table 2: Global results of different numerical simulation at the same
Reynolds number, Re = 22000
the experimental values. This highlights how the test case is chal-
lenging and how difficult it is to identify a reference value to assess
the quality of the simulations.
A sketch of the computational domain is shown in figure 1. Given
the square side H, the length of the inflow part has been taken as
Lf = 10H, the outflow Lr = 20H, the upper and lower height
Ls = 10H and finally the geometry is extruded in the z spanwise
direction of Lz = 4H. The blockage of the cylinder is 5%, less than
that in the original experiment reported in [30]. While some authors
[29], [37] tested different methods to enforce a certain level of tur-
bulence at the inflow to recreate the conditions at the inflow of the
experiment [30], we decided for simplicity to use a uniform inflow
condition, as done by other authors in different contexts, e.g. [49],
[51], [57]. Wall adhesion conditions are imposed on the cylinder and
Dirichlet conditions with far field values on the inflow and outflow
sides, with sponge layers to dampen the disturbances and avoid re-
flections, as discussed for example in [10], [43]. On the upper and
lower sides, Neumann boundary conditions are imposed, while in
the spanwise direction periodic boundary conditions are enforced.
The mesh used has 23816 tetrahedra and uses a structured block
around the cylinder, to better control the element anisotropy, while
being fully unstructured in the rest of the domain; this allows obtain
an adequate resolution on the cylinder sides, without an excessive
number of elements in the far field, as would happen with a fully ex-
truded mesh. A two-dimensional side view of the mesh is presented
in figure 2.
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Figure 1: Sketch of the square section cylinder computational domain, side
view, with plot lines
Figure 2: Two dimensional side view of the grid
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St <Cd> rms(Cd’) rms(Cl’) dofs core h.
experiments ≈ 0.13 ≈ 2.1 ≈ 0.18 ≈ 1.2 - -
degree 2 0.1462 2.321 0.148 1.204 238160 785
degree 3 0.1487 2.352 0.1605 1.305 476320 2665
degree 4 0.1410 2.398 0.1930 1.374 833560 7561
Table 3: Experimental and reference values of global quantities
Starting from a uniform initial condition, the simulation is evolved
until statistical steady state is achieved. The resulting fields are used
as a starting condition for the simulations described in the following,
in which statistics are accumulated for around 16 shedding periods,
averaging first along the spanwise direction and then in time. Af-
ter this time span, which is indeed longer than the averaging time
prescribed in [58], flow statistics showed only minor modifications.
Statistics will be then presented as plots along three lines in the x−y
plane, as illustrated in figure 1.
4.1 Constant degree simulations
Some standard non adaptive simulations have been performed, to
obtain a reference for the adaptive simulations with respect to the
quality of results and the required computational effort. Three dif-
ferent simulations have been performed on the same grid with uni-
form polynomial degree equal to 2, 3 and 4. The grid has been
dimensioned to be comparable with other similar computations [33],
[49] using polynomial degree 4, thus the simulation at lower degree
are considerably under-resolved. The subgrid model used for all the
square cylinder computations is the Smagorinsky model described
in section 2. While more refined subgrid models have been already
tested in the present computational framework, see e.g. [1], our goal
here was to carry out the analysis of adaptive approaches with the
simplest possible subgrid model. The impact of more sophisticated
models is the subject of ongoing work.
The global results, as well as computational data are presented
in table 3. The Strouhal number is generally over-predicted with
respect to the experimental values, as well as the drag coefficient
and fluctuations. Some of these trends are reported also by other
authors performing LES simulations, see e.g. [29], [33], [35], [37],
while the general over prediction of force coefficients might be due
to the low compressibility effects introduced here but not in any of
the other references.
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The profiles of some velocity statistics and total turbulent stresses
(resolved and modelled) are presented in figures 3, 4 and 5, measured
along a line in the wake center, a line across the wake two diameters
downstream and a vertical line over the rear corner of the cylinder.
First of all, when increasing the polynomial degree, we observe a
substantial convergence of the numerical solution to the experimen-
tal values in the wake, while over the rear corner of the cylinder the
results are closer for all the different polynomial orders employed.
The solutions computed with degree 2 are unsatisfactory in many
areas, but more interestingly the solutions with degree 3, while be-
ing generally better than the degree 2 ones, are not a substantial
improvement in the wake, where only the discretization with degree
4 gives acceptable results.
As noted above for the global results, these profiles are in general
agreement with the experimental results, but still there are some dis-
crepancies, which may be caused by employing compressible equa-
tions, or the lack of turbulence at inlet. The mismatch with ex-
perimental measurements is similar to the one observed in other
computations, e.g. [37], [44], [49]. Notice that even experimen-
tal records such as those reported in [30] show a lack of agreement
with other experimental data beyond 3 diameters downstream in the
wake. The lower velocity far from the wake in figure 4(a) is instead
clearly caused by the lower blockage of the cylinder in the simulation
with respect to the experiment.
Since the simulations have been performed in different conditions
than the experiments with which they have been are compared, some
discrepancies, especially in the wake area, are justifiable and the re-
sults can be considered accurate enough. Therefore, for the following
adaptive simulations, the main reference will be the refined constant
degree simulations, rather than experimental results.
4.2 Validation of the adaptive simulations
After the reference solutions have been obtained, adaptive simula-
tions have been performed. The aim of the adaptive computations
presented in the following is to validate the adaptation procedure, to
assess the quality of the results compared with the reference non ad-
aptive results, to compare the performances of the proposed indica-
tors and to check the reduction in computational effort with respect
to the non adaptive simulation. The adaptation procedure was based
on indicators computed on preliminary runs that employed constant
polynomial degree equal to 4, thus thwarting the reduction in com-
putational effort obtained with the adaptation. This however allows
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Figure 3: Velocity statistics in the wake of the cylinder along plot line Z
(see fig. 1), comparison of the results with different uniform polynomial
degree
20
exp.
deg 2
deg 3
deg 4
y/
H
0
1
2
3
4
5
<u>/U∞
0.4 0.6 0.8 1 1.2
(a) Streamwise mean velocity
exp.
deg 2
deg 3
deg 4
y/
H
0
1
2
3
4
5
<u'v'>/U∞2
−0.125 −0.1 −0.075 −0.05 −0.025 0 0.025
(b) total turbulent stresses, xy compo-
nent
exp.
deg 2
deg 3
deg 4
y/
H
0
1
2
3
4
5
rms(u')/U∞
0 0.1 0.2 0.3 0.4
(c) square root of total turbulent
stresses, xx component
exp.
deg 2
deg 3
deg 4
y/
H
0
1
2
3
4
5
rms(v')/U∞
0 0.2 0.4 0.6 0.8
(d) square root of total turbulent
stresses, yy component
Figure 4: Velocity statistics across the wake of the cylinder, along plot line
W (see fig. 1), comparison of the results with different uniform polynomial
degree
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Figure 5: Velocity statistics over the cylinder in correspondence of the
rear corner, along plot line K (see fig. 1), comparison of the results with
different uniform polynomial degree
us to validate the proposed approach, while adaptive simulations
based on cheaper adaptation procedure and yielding a net reduction
of the computational effort will be presented in the following section
4.3.
Both the indicator based on modal coefficients (M) and the struc-
ture function (SF) indicator introduced in section 3 have been com-
puted based on the results obtained from a preliminary simulation
with constant degree 4. Two threshold values 1 2 have been chosen
for each indicator. The threshold values were selected to obtain a
reasonable amount of degrees of freedom and an acceptable distribu-
tion of polynomial degrees, as well as to obtain a comparable number
of degrees of freedom for the two adaptive simulations. More specif-
ically, for the indicator based on modal coefficients (M) the values
1 = 0.075, 2 = 0.113 were used, while for the structure function
(SF) the values 1 = 5 × 10−4, 2 = 1 × 10−2 were used. The cells
with indicator values smaller than 1 have been assigned polyno-
mial degree 2, those with indicator values larger than 2 have been
assigned polynomial degree 4, while the others have been assigned
polynomial degree 3. The adaptive simulations have been initialized
with appropriate local projections of the previous uniform degree 4
results.
Both refinement indicators generally show larger values in the
wake of the cylinder and lower values away from it, as it is predictable
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(a) M indicator
(b) SF indicator
Figure 6: Map of the polynomial degree of the elements, on a vertical slice,
for the two different indicators
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St <Cd> rms(Cd’) rms(Cl’) dofs core h.
degree 4 0.1410 2.398 0.1930 1.374 833560 7561
adaptive M 0.1594 2.293 0.1319 1.191 398160 2949
adaptive SF 0.1410 2.350 0.1692 1.241 398270 2662
Table 4: Global quantities in p−adaptive simulations
and desirable. The M indicator yields a narrower range of values,
from O(10−4) to O(10−1), with larger values more scattered in the
wake, meaning that the high order elements are distributed over a
wider area. The SF indicator yields instead a broader value range,
from O(10−12) to O(1), with the larger values concentrated in the
near wake of the cylinder and in the shear layer generated by the
separations after the front vertexes of the cylinder. In the wake, the
indicator takes intermediate values, while outside the wake it reaches
very low values. This allows to identify more clearly the area to be
refined. The resulting polynomial distributions are shown in figure
6, on a 2D plane perpendicular to the spanwise direction. Along the
spanwise direction, the degree distribution is almost uniform and
small differences are due to the fact that the mesh is not uniform
in that direction. The polynomial distribution in case of the M
indicator shows a narrow high order zone in close proximity of the
cylinder wall, and a broader higher order area far in the wake of the
cylinder. In case of the SF indicator, the high order area is mainly
confined in the near wake of the cylinder and around the forward
corners, and generally the more refined zone has approximately at
the same width throughout the wake.
The domain decomposition for adaptive parallel runs was per-
formed using the METIS library [25], as in the non adaptive ones.
However, in order to ensure an efficient load balancing, each cell has
been assigned a different weight in the graph partitioning algorithm,
based on the element polynomial degree. Some experiments have
been performed by using different powers of the number of degrees
of freedom of the element, as a weight, but in the end the simple
weighting by the number of element degrees of freedom resulted in
the the best parallel load balance.
The global data of the adaptive simulations are presented in ta-
ble 4, compared with the uniform degree 4 simulation. It is clear
that the values obtained from the simulation with the SF indicator
are closer to those of the full degree 4 simulation than those obtained
from the simulation performed with the M indicator. With respect
to the full degree 4 simulation, there is a reduction of 52% of the de-
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grees of freedom from both simulations and a mean reduction of the
computational time of around 60%. Notice that, when considering
p−adaptation, the computational cost is not directly proportional to
the number of degrees of freedom, since within a high order element
more degrees of freedom are coupled with each other. Hence, reduc-
ing the number of high order elements has a beneficial effect that
goes beyond the mere reduction of the total number of degrees of
freedom. Fluctuations in the computational time are due to possible
unbalances during parallel runs.
The profiles of the velocity statistics are presented in figures 7
and 8. It is evident that in most cases the results obtained with the
SF indicator are much closer to the reference results, while using
the M indicator leads, with the same number of degrees of freedom,
to results closer to those obtained with uniform degree 3, which as
discussed previously are not satisfactory. It is worth noting that,
for both adaptive simulations, the number of degrees of freedom is
slightly smaller than that in the full degree 3 simulation, while the
computational time is comparable. Summarizing, adapting the so-
lution according to the M indicator allows to have results similar to
those of the uniform degree 3 simulations with similar effort, i.e. it
does not affect negatively the results, but only yields a small im-
provement. On the other hand, using the SF indicator it is possible
to obtain results comparable to those of a degree 4 solution with the
effort of a degree 3 solution.
Given the presented results, the SF indicator appears to be more
robust and to lead to more accurate results. In this context of static
adaptivity, where the indicator calculation is performed as a local
postprocessing task between a initial run and the actual adaptive
run, the additional computational cost due to the more complex
indicator is negligible. During the static indicator computation, only
a few hundreds of full instantaneous fields from a previous run are
processed and the impact of the indicator calculation is limited. In
fact, all indicators calculations did not exceed a few minutes of CPU
time on a personal computer. The cost of the indicator calculation
will be surely larger in future dynamically adaptative runs, where the
need to have a time resolved adaptation and a statistically reliable
indicator evaluation will lead to more frequent evaluations of the
indicator.
Considering the results with the perspective of adaptation based
on the physical local conditions of the flow, as discussed in sections
1 and 3, it is possible to correlate the better results obtained with
the SF indicator to the fact that it allows to have a better physical
insight on the actual flow conditions than the M indicator. This
25
exp.
adapt. SF
adapt. M
deg 3
deg 4
<u
>/
U ∞
−0.4
−0.2
0
0.2
0.4
0.6
0.8
x/H
0 2 4 6 8
(a) streamwise mean velocity
exp.
adapt. SF
adapt. M
deg 3
deg 4
rm
s(u
')/
U ∞
0
0.1
0.2
0.3
0.4
x/H
0 2 4 6 8
(b) square root of total turbulent
stresses, xx component
exp.
adapt. SF
adapt. M
deg 3
deg 4
rm
s(v
')/
U ∞
0
0.2
0.4
0.6
0.8
1
x/H
0 2 4 6 8
(c) square root of total turbulent
stresses, yy component
Figure 7: Velocity statistics in the wake of the cylinder, along plot line
Z (see fig. 1), adaptive solutions compared with uniform degree solutions
and experimental data
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Figure 8: Velocity statistics across the wake of the cylinder, along plot line
W (see fig. 1), adaptive solutions compared with uniform degree solutions
and experimental data
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encourages pursuing the study of other possible adaptation criteria
based on the evaluation of the local flow properties.
4.3 Sensitivity of the adaptive simulation on
the resolution of the indicator computation
Some simple sensitivity tests have been performed with respect to
the data used to calculate the indicator and the resulting polynomial
distributions. While keeping the rest of the procedure, thresholds
included, identical to that described in section 4.2, we have used as
data for the indicator calculation the results from
1 a different degree 4 simulation with identical setup as the one
presented in section 4.1
2 the results obtained with the uniform degree 2 simulation pre-
sented in section 4.1.
In the first case the aim is to test the variability of the final results of
the adaptivity procedure starting from different realizations of the
same simulation. In the second, we wanted to investigate whether it
was possible to use the much less expensive degree 2 results to calcu-
late the indicator, thus obtaining a real reduction in computational
time with respect to the uniform degree simulations. In both cases,
the polynomial distribution obtained is close to the one obtained
from degree 4, first realization, shown in figure 6(b).
The global data are presented in table 5, while velocity statistics
profiles are shown in figures 9 and 10. Both in the global results and
in the statistics profiles, the simulation performed with the indicator
calculated from the two different realizations shows some variability
in spite of the similar polynomial distribution. However, the differ-
ences between the results are clearly smaller with respect to those
between simulations performed with lower constant polynomial de-
gree and the reference simulation, or those between results achieved
with different adaptation indicators and the reference simulation.
Therefore, the adaptive simulation does not appear to be especially
sensitive to the preliminary run data. Even more interestingly, it can
be seen that the results obtained with the polynomial distribution
calculated from low degree preliminary runs, fall within the same
variability range as the results based on the degree 4 results.
This simulations show not only that the adaptation procedure is
robust, but also that it is possible to obtain good results based on an
indicator computed from a very coarse preliminary simulation, which
itself is inexpensive and produces unsatisfactory results as shown in
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Figure 9: Velocity statistics in the wake of the cylinder, along plot line
Z (see fig. 1), comparison of results based on indicators calculated from
different data
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Figure 10: Velocity statistics across the wake of the cylinder, along plot
line Z (see fig. 1), comparison of results based on indicators calculated
from different data
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St <Cd> rms(Cd’) rms(Cl) dofs core h.
P4 0.1410 2.398 0.1930 1.374 833560 7561
AP4R1 0.1410 2.350 0.1692 1.241 398270 2662
AP4R2 0.1425 2.400 0.1486 1.380 397210 2560
AP2 0.1483 2.390 0.1642 1.338 398105 2640
Table 5: Global quantities from different simulations with SF indicator for
sensitivity analysis: P4) constant degree 4, AP4R1) adaptive simulation
with SF criterion computed from degree 4 simulation, AP4R2) adaptive
simulation with SF criterion computed from a different degree 4 simula-
tion, AP2) adaptive simulation with SF criterion computed from degree 2
simulation.
figures 3 and 4. The coarse simulation contains however enough in-
formation to allow an effective adaptation and accurate results from
the following adaptive simulation. The total core hours used to ob-
tain the results from degree 2, starting from zero, is 3682, comprising
the time needed to achieve a statistical stationary state, accumulate
statistics at constant degree 2, a buffer time in the adapted config-
uration to allow the transition at the new degree distribution and
the statistics accumulation time in the adapted configuration. This
figure is around just 38% of the 9778 core hours needed to obtain the
full degree 4 polynomial base results starting from zero, and shows
that the static adaptation procedure is not only effective in terms
of quality of the results, but allows for a substantial computational
effort reduction also when approaching a new case without refined
reference results, which is the most realistic situation.
5 Conclusions and future perspectives
We have introduced and tested a novel approach for adapting the
local polynomial degree in the DG discretization of a compressible
LES model. The proposed indicator tries to measure the local tur-
bulence intensity in the flow by computing an approximation of the
structure function, rather than computing a local error estimate.
The novel indicator performance has been compared to that of more
conventional adaptation criteria using the flow around a bluff body
as benchmark. Static adaptivity based on preliminary model runs
has been performed. Both indicators were capable of highlighting
domain areas of major turbulent activity, but the indicator based
on the evaluation of the structure function proved itself more capa-
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ble to lead to accurate results than the one based on the relative
weight of the modal solution. Results obtained with the novel in-
dicator led to accurate results, comparable to those obtained with
constant maximum polynomial degree, with a reduction of the com-
putational effort of approximately 60%. A sensitivity analysis has
also been carried out, showing that an accurate adaptive solution
can be achieved using a relatively coarse resolution in the prelim-
inary runs, thus outlining a practical procedure to obtain efficient
adaptive results with minimal additional effort.
The adaptation procedure in the LES context has been shown
to be effective, in spite of the complexities and peculiarities illus-
trated in section 1. The use of physically based indicators produced
satisfactory results and proved to be a good candidate to overcome
the difficulties related to adaptive LES. Given this encouraging re-
sults, on one hand we plan to keep investigating also other indicators
capable to easily assess the local flow conditions from the LES view-
point. On the other hand, we are currently developing a dynamic
adaptation procedure based on the same approach proposed in this
paper. In this way we hope to extend the benefits of adaptation to
statistically non stationary phenomena, such as vortex interaction,
moving boundaries and general transient phenomena.
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A Structure function form in homoge-
neous isotropic turbulence
We report here the calculations necessary to obtain an analytical
expression of the isotropic form of the structure function from a
calculated structure function, and then to evaluate the difference
between the isotropic form and the calculated structure function.
Given the structure function
Dij(r,x, t) = 〈[Ui(x + r, t)− Ui(x, t)] [Uj(x + r, t)− Uj(x, t)]〉
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and its corresponding expression in the isotropic case
Disoij (r, t) = DNN (r, t)δij + (DLL(r, t)−DNN (r, t))
rirj
r2
, (31)
it is possible to define a quadratic error
Q =
î
Disoij −Dij
ó2
=
î
Disoij −Dij
ó î
Disoij −Dij
ó
(32)
which, thanks to the definition 31 becomes:
Q =
ï
DNN (r, t)δij + (DLL(r, t)−DNN (r, t)) rirj
r2
−Dij
ò2
. (33)
Looking for the values of DLL and DNN which minimize the error,
the following system of equations must be solved:
∂Q
∂DNN
= 0,
∂Q
∂DLL
= 0,
which becomesï
DNN (r, t)δij + (DLL(r, t)−DNN (r, t)) rirj
r2
−Dij
ò Å
δij − rirj
r2
ã
= 0ï
DNN (r, t)δij + (DLL(r, t)−DNN (r, t)) rirj
r2
−Dij
ò Å
rirj
r2
ã
= 0.
Noting that δijδij = 3, δijAij = tr (Aij) and
tr
Å
rirj
r2
ã
=
r2
r2
= 1,
the final formulation becomes
DNN =
Dij
rirj
r2
− tr (Dij)
Ä
rirj
r2
ä2
1− 3
Ä
rirj
r2
ä2
DLL = DNN (tr (Dij)− 2) .
Finally, once the two coefficients DNN , DLL have been computed,
it is possible to evaluate the quantity Q using equation 33.
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