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A B S T R A C T   
The growing prevalence of artificial intelligence and digital media in children’s lives provides them with the 
opportunity to interact with novel non-human agents such as robots and voice assistants. Previous studies show 
that children eagerly adopt and interact with these technologies, but we have only limited evidence of children’s 
distinction between artificial intelligence and humans. In this study, the communication patterns and prosocial 
outcomes of interactions with voice assistants were investigated. Children between 5 and 6 years (N ¼ 72) of age 
solved a treasure hunt in either a human or voice assistant condition. During the treasure hunt, the interaction 
partner supplied information either about their knowledge of or experience with the objects. Afterwards, chil-
dren were administered a sharing task and a helping task. Results revealed that children provided voice assistants 
with less information than humans and that only the type of information given by a human interaction partner 
was related to children’s information selection. Sharing was influenced by an interaction between type of in-
formation and interaction partner, showing that the type of information shared influenced children’s decisions 
more when interacting with a human, but less when interacting with a voice assistant. Children in all conditions 
enjoyed the treasure hunt with the interaction partner. Overall, these results suggest that children do not impose 
the same expectations on voice assistants as they do on humans. Consequently, cooperation between humans and 
cooperation between humans and computers differ.   
1. Introduction 
We interact with humans, digital devices and artificial intelligence 
devices in our everyday lives in the digital society. Consequently, chil-
dren are exposed to digital media and digital devices from an early age. 
The growing prevalence of artificial intelligence and digital media in 
children’s lives provides them with the opportunity to interact with 
novel non-human agents such as robots and voice assistants. Educational 
robots, for example, support children in learning by serving as a tutor 
(Kennedy et al., 2015) or a teaching assistant (Chang et al., 2010). 
Furthermore, robots assist children with physical disabilities to move 
and play, and they help children with autism learn about communica-
tion and emotions (Liu et al., 2008). Previous studies show that children 
eagerly adopt and interact with these technologies (Lovato & Piper, 
2015; McReynolds et al., 2017). While we as adults have a history of 
interactions with humans and artificial intelligence devices and can tell 
the differences between them, what about children growing up in the 
digital age? Does it matter with whom they interact? Do they impose the 
same expectations on humans as they do on virtual agents? How do 
children distinguish between artificial intelligence and humans? 
In this study, we report on the effects of children’s interactions with 
voice assistants. Voice assistants are speech-based user interfaces that 
interpret human language and offer a number of services, such as 
playing music and writing lists or messages (Hoy, 2018). Already one in 
four children between 5 and 16 years of age live in a household with a 
voice-activated virtual assistant in the UK (CHILDWISE Monitor, 2019). 
However, little is known about how children perceive these devices. Are 
they perceived similarly to humans as communicative and social inter-
action partners despite their features being very reduced? 
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2. Theoretical perspective: cooperation in communication and 
interactions 
Our human society is built on the principle of cooperation (Fehr & 
Fischbacher, 2004; Kohn, 1992; Lindenfors, 2017). We cooperate in 
social groups, with family and friends, as well as with people we have 
not met before. We are cooperative in our communications and social 
interactions based on a set of widely shared beliefs that prescribe how 
individual group members ought to behave in a given situation (Fehr & 
Fischbacher, 2004). Cooperation is seen as a mutualistic collaboration 
since it enables individuals to put their heads together to create complex 
solutions (Tomasello et al., 2012). The cooperative structures of 
communication and social interactions are said to be closely related: 
Human cooperative communication comprises both social-cognitive 
skills for creating the joint intention and attention needed in verbal 
communication and the prosocial motivations needed in social in-
teractions to help and share with others (Tomasello, 2008). Mutuality 
and reciprocity are thus core principles of our interactions with others. 
But how do we cooperate with interaction partners that are not 
human, such as artificial intelligence devices? Building on earlier work 
by Moreno and Mayer (2000) on social cues in computer-based envi-
ronments and work by Reeves and Nass (1996) on how people interpret 
computers as social partners, Mayer, Sobko and Mautone proposed social 
agency theory (2003). Social agency theory essentially argues that the 
social cues of a computer (e.g., modulated intonation, human-like 
appearance) encourage people to interpret the interaction with a com-
puter as being social in nature. Once the interaction is interpreted as 
social interaction, the social rules of human-to-human communication 
come into play, leading people to act as if they were in a conversation 
with another human person. Thus, people are more likely to engage in 
deep cognitive processing to make sense of what the artificial agent is 
saying and communicate accordingly. 
Given these assumptions, voice assistants should be viewed as 
interaction partners with reduced human features. Although voice as-
sistants are able to interpret human language and can reply using syn-
thesised voices, voice assistants lack all kinds of non-verbal 
communicative aspects such as gaze, facial expressions, postures, ges-
tures and emotional reactions. For this reason, the communicative 
means of voice assistants are reduced compared to those of humans. 
Moreover, they can only communicate with synthesised voices, which 
leads to reduced variability in their intonation. For all of these reasons, 
communication with voice assistants is more challenging, and the 
cooperation in communication between humans and voice assistants 
would likely be limited. Voice assistants do not have physical appear-
ance and presence, and they are not able to move or act. Voice assistants, 
therefore, have a limited repertoire for real-world interactions. In terms 
of behavioural interactions, reactions to user prompts cannot be 
contingent on the behaviour of the user. Cooperation in social in-
teractions, i.e., in terms of achieving a joint goal, is, therefore, also 
limited in voice assistants. Taken together, these features increase the 
social-cognitive skills humans need when attempting to create joint 
attention and intention in interactions (Tomasello, 2008) with voice 
assistants. It is expected it would be harder to perceive voice assistants as 
social actors than, i.e., social robots. 
Given the modified communication styles of voice assistants on the 
one hand, and their altered behaviours, on the other hand, it is especially 
likely that communication with voice assistants differs from that with 
human interaction partners. Expanding our knowledge about changes in 
communication styles in children who interact with voice assistants, as 
well as the related social outcomes, is of utmost importance in the 
current information society (Webster, 2002). In this study, we thus aim 
to answer the following questions: 
RQ1 What do children communicate with a voice assistant? 
The content of children’s communication with a voice assistant is the 
first step in investigating the cooperation principle in communication. If 
children differentiate what kind of information they provide to a human 
or a voice assistant, we can infer that two different principles of coop-
eration exist. 
RQ2 How does the interaction with a voice assistant affect children’s 
subsequent social interactions with humans? 
Due to the above-mentioned limited possibilities to cooperate with a 
voice assistant in a social interaction, we aim at shedding light on the 
cooperation by investigating the consequences for social interactions 
with humans. This is important to investigate if children are exposed to 
and interact with voice assistants often. If children share and help 
differently after interactions with voice assistants, we can infer that 
cooperation in the two types of interaction differs. 
3. Related literature: communicative and social interactions 
with voice assistants 
In the domain of communication, advances in natural language 
processing allow voice assistants to process user requests remarkably 
fast. Nevertheless, pragmatic and discourse skills are still limited 
(Hirschberg & Manning, 2015). Adults adjust to these limitations when 
communicating with voice assistants, e.g., by shortening sentences, 
simplifying their language, increasing the volume and using repetition 
(Pelikan & Broth, 2016). In contrast, while children can adapt their 
mode of communication with voice assistants (Beneteau et al., 2019), 
they still require help from adults in formulating adequate questions to 
ask them (Yarosh et al., 2018). When integrated into family life, 
communication breakdowns with voice assistants occur that require 
repair strategies and discourse scaffolding by other family members 
(Beneteau et al., 2019). In fact, children perceive voice assistants as a 
less appealing and pleasurable interaction partner (Sinoo et al., 2018). 
Some social cues seem to play an important role in the communicative 
expectations of children in interactions with robots: children are 
particularly attentive and receptive to robots with high non-verbal 
contingency (Breazeal et al., 2016) and an expressive narrative style 
(Westlund et al., 2017) and show longer engagement when robots adapt 
to their affective states (Ahmad et al., 2017). 
Given these previous research designs, we cannot disentangle 
whether children assume voice assistants to be human-like communi-
cation partners and do not want to adapt their communication style. Nor 
can we determine whether children’s social-cognitive adaptation skills 
to artificial intelligence remain tenuous, and the contingent cues pro-
vided by voice assistants are insufficient for them. Furthermore, we do 
not know whether having more human-like features in interactions 
would increase communication with a voice assistant. 
In the domain of social interaction, a growing body of literature fo-
cuses on how people conceptualise artificial agents in terms of interac-
tion partners. One of the most striking findings is that people treat 
computers as social actors (Isbister & Nass, 2000; Nass & Moon, 2000; 
Reeves & Nass, 1996; Sproull et al., 1996). Research with (social) robots 
provides evidence for children’s conceptualisation of artificial agents. A 
majority of children believe that robots are social beings (e.g., someone 
who can be a friend, play, comfort and keep secrets) with mental states 
(e.g., think, be intelligent, be happy), emotional states (e.g., be sad, like) 
and, to some extent, even moral states (Beran et al., 2011; Kahn et al., 
2012) – even if the robot is not a humanoid (Melson et al., 2009). 
Children also behave socially towards robots (e.g., hugging, correcting, 
shaking hands, making eye contact; Kahn et al., 2012), react with stress 
when robots are mistreated or behave incorrectly (Kahn et al., 2006; 
Melson et al., 2009; Kahn et al., 2012) and give in to pressure to socially 
conform with a group of robots (Vollmer et al., 2018). Even small 
children quickly form social bonds with them – just as they form bonds 
with other people (Tanaka et al., 2007). These results support the social 
agency theory. 
However, children also show some form of differentiation between 
human and artificial agents. Children engage in more physical and vi-
sual contact with living agents than social robots (Melson et al., 2009; 
Shahid et al., 2014). They feel a greater sense of friendship with living 
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agents than they do with virtual agents (Sinoo et al., 2018) and associate 
more morality and mental states with living agents (Melson et al., 2009). 
Furthermore, children aged 4–10 years afforded robots less moral 
concern than living agents (Sommer et al., 2019). Beyond these results, 
studies with adults showed that cooperation with a human occurred 
more frequently than with a robot, and adults showed more fairness 
towards humans, although the rates of reciprocity were similar with 
both kinds of agents (Sandoval et al., 2016). 
Given the previous findings, we have limited understanding of the 
cooperation between children and voice assistants. Although we have 
some insights into conceptualisations of social robots by children, we 
cannot transfer the results to voice assistants due to their limited human- 
like features. We thus need a study examining cooperation with voice 
assistants in social interactions. 
To investigate the open research questions, what children commu-
nicate with a voice assistant and whether the interaction affects chil-
dren’s subsequent social interactions with humans, we developed a new 
paradigm to reveal the principles of cooperation between children and 
voice assistants. Children were administered a treasure hunt game with 
either a human or a voice assistant (interaction partner) that provided 
knowledge-based or experience-based information about the treasure 
hunt cues (information type). In the second part of the study, children 
were administered tasks on sharing (Fehr et al., 2008; Moore, 2009) and 
helping (Beier et al., 2019; Warneken & Tomasello, 2006) to investigate 
the prosocial consequences. 
H1 Children communicate with the voice assistant providing 
experience-based information similarly than with humans, more so than 
they do with the voice assistant providing knowledge-based 
information. 
Talking about personal experiences hints at the capacity for joint 
attention and prosocial motivations in interactions with voice assistants 
with increased human-like features. If children expect this to be a pre-
requisite of cooperative communication, communication should in-
crease with virtual agents providing experience-based information 
compared to those providing knowledge-based information and be more 
comparable to a human interaction partner. 
H2 Children share and help less after interactions with voice assis-
tants compared to humans. 
In terms of social consequences, it is likely that children differentiate 
between the voice assistant and the human interaction partner given 
previous findings in adults (Sandoval et al., 2016) and children inter-
acting with social robots (Melson et al., 2009). Having more human-like 
features, as proposed by the social agency theory, would result in higher 
prosocial rates in the experience condition. 
4. Method of current study 
To investigate the research questions, children were administered 
two tasks, a treasure hunt task and a prosocial task. In the treasure hunt 
task, children interacted with two human experimenters in one of four 
conditions. The conditions were a combination of the interaction 
partner (a human or a voice assistant) and the information type 
(knowledge or experience) during the treasure hunt, resulting in four 
between-subjects conditions (human – knowledge, human – experience, 
voice assistant – knowledge, voice assistant – experience). While human 
experimenter 1 (E1) interacted with the child in the study room during 
the familiarisation for the treasure hunt, human experimenter 2 (E2) 
was only present via her voice in all conditions. In the voice assistant 
condition, the interaction partner E2 was introduced as a voice assistant, 
while in the human condition, the interaction partner E2 was introduced 
as a friend of E1 (interaction partner). After the introduction, children 
completed a treasure hunt together with E2. During the treasure hunt, 
E2 either provided personal experience-based or knowledge-based in-
formation about the treasure hunt objects (information type). In the 
second part of the study, children were administered tasks on sharing 
(Fehr et al., 2008; Moore, 2009) and helping (Beier et al., 2019; 
Warneken & Tomasello, 2006) to investigate the prosocial 
consequences. 
4.1. Participants 
We included 72 5- to 6-year-old children, 18 in each of four condi-
tions. The final sample was a matched sample of n ¼ 72 taken from a 
whole sample of 83 tested children. This sample was extracted by 
creating similar background environments for the children in the four 
conditions based on important covariates: age of the children at test time 
(we included children between 5 and 6 years of age, which is very 
broad), parental education (parental education is associated with chil-
dren’s cognition), media use of the child and the parents (the behaviour 
of the children in the treasure hunt task depends on the experiences of 
the children with digital media in general and smart home gadgets in 
particular), the social dimension of the Strengths and Difficulties 
Questionnaire (Goodman, 1997; Klasen et al., 2003) and a baseline 
need-of-help recognition task (Brielmann & Stolarova, 2014) (these two 
latter scores were included to have a baseline of social behaviour in-
dependent of the manipulation during the treasure hunt, see how they 
were assessed below). Refer to Table 1 for an overview of the 
demographics. 
Parents filled in a media consumption questionnaire that assessed 
parent and child media frequency (Common Sense Media, 2013; Genner 
et al., 2017). Parents were asked how often they use computers, 
smartphones, tablets, TV and voice assistants on a 7-level scale (never, 
once a month, once a week, several times a week, once a day, several 
times a day, hourly) and how many apps they have installed on their 
smartphone (none, 1–4, 5–9, 10–19, 20–29, �30 apps). The levels of 
these questions were summed up as a parent media score. Parents were 
asked how often their child uses computers, smartphones, tablets, TV 
and voice assistants on the same 7-level scale (never, once a month, once 
a week, several times a week, once a day, several times a day, hourly) 
and to report the time in minutes that children spent with those devices 
yesterday. Furthermore, parents were asked how frequently children use 
the electronic devices for specific activities (play games, listen to music 
or stories, watch videos on the internet, receive/send messages, edit 
pictures/videos, phone, search for information on the internet, send 
photos/videos, listen to the radio, watch TV, use a voice assistant) on a 
5-level scale (never, seldom, sometimes, often, very often). The levels of 
these questions were summed up as a child media score. 
We used a modified version of the Need-of-Help-Recognition Task 
(Brielmann & Stolarova, 2014). Children sorted cards showing everyday 
situations of someone either achieving a goal or needing help achieving 
a goal onto two stacks. The task consisted of 14 trials; two practice trials 
(demonstrating the procedure of the task), followed by 12 test trials, in 
which the child could sort a card onto one of two stacks: the person 
needs help, or the person does not need help. We coded for each test trial 
whether children sorted the card correctly (1; the person in the picture 
does not need help and child sorted the card onto the does not need help 
stack; the person in the picture does need help and child sorted the card 
onto the does need help stack) or not (0). The number of correct sorting 
choices was summed up as the need-of-help recognition score. 
All procedures were approved by the ethics committee of the Uni-
versity of Zurich and performed in accordance with the ethical standards 
of the 1964 Helsinki declaration and its later amendments. All parents 
gave informed consent. Children received a small toy and a certificate 
for their participation. 
4.2. Treasure hunt task 
Familiarisation. For the treasure hunt, 19 coloured treasure boxes 
were hidden in a room under a table, in shelves and behind chairs: Eight 
boxes were target boxes, while the other 11 boxes were used as dis-
tractors. Two of the eight target treasure boxes were used to explain the 
procedure of the treasure hunt to the child: Children started with a key 
S. Aeschlimann et al.                                                                                                                                                                                                                           
Computers in Human Behavior 112 (2020) 106466
4
that opens a box, and the experimenter knew where the treasure box was 
that had to be found next. Once children found the box, there was a cash 
box underneath the treasure box. This cash box could be opened with the 
key the child was given, and inside it, the next key was hidden. After two 
trials, E1 pretended not to know which cash box the second key would 
open, but they mentioned that E2 had done the treasure hunt several 
times before. 
Introduction of E2. E1 then introduced E2, called “Sila”, to the 
children by giving them information about their new interaction partner 
in equal domains but with different content, see Table 2. E1 subse-
quently presented the child with a small black box with which they 
could connect to Sila. Sila was talking as an audible voice via loud-
speakers. Children were encouraged to ask a few specific experimenter- 
prompted questions to Sila that were answered differently by both 
interaction partners to further help children understand the nature of 
the interaction partner, see Table 2. If children were too shy to ask, E1 
asked the questions. Sila as a voice assistant spoke with a monotone 
voice, while Sila as a human spoke with a modulated human intonation. 
We measured how many questions the child asked Sila as a measure of 
willingness to communicate with the unfamiliar interaction partner 
(questions). 
Interaction with E2. After this familiarisation, E1 brought the child 
to the treasure hunt part of the room and explained that the child only 
needs to tell E2 what is depicted on the key. Then, E1 left that part of the 
room. Each time the child mentioned the picture on the key, E2 provided 
two sentences with information on the object of the key and told the 
child which box to look for, see Fig. 1. The sentences were chosen in a 
way that the experience-based information contained their own expe-
riences of senses and emotions, while the knowledge-based information 
contained objective facts. These differences between information types 
were the most cited differences between humans and voice assistants in 
an adult survey of n ¼ 68 participants that was administered prior to the 
study. They testify to the importance of fostering joint attention and 
intention as well as prosocial motivations in interactions with others in 
human adults (Tomasello, 2008) and increase the number of human-like 
features. 
In the treasure hunt task, we measured how often children talked to 
the interaction partner during the search phases in which information 
sharing was optional but not obligatory: children talked mainly about 
the search process (“I can’t find the box”) and about the opening of the 
boxes (“Should I open the box?“) or they did not communicate with E2 
(communication), κ ¼ 0.91. Verbal attempts/reciprocity was used as a 
measure for communication (Melson et al., 2009). 
Interview. After the treasure hunt was solved, E1 came back and 
asked the child questions about E2 to check whether the child realised 
which interaction partner they interacted with during the treasure hunt. 
The questions E1 asked were: “Is Sila a human or built by a human?“, 
“Has Sila a mother?“, “Can Sila be sad?“, “Can Sila be scared?“, “Did you 
like the treasure hunt with Sila?“, “Would you like to play again with 
Sila?“, “Would you share your favorite toy with Sila?”. For the interview 
questions, we coded an affirmation (yes) or negation (no) as well as 
undecided (don’t know) for each question (interview), κ ¼ 0.96. 
4.3. (Pro-)Social tasks 
Sharing. We used a Resource Allocation Task (Fehr et al., 2008; 
Moore, 2009; Williams et al., 2014) with four trial types. The pictures for 
this task were chosen from Egger et al. (2011), and the task consisted of 
18 trials in which children were asked to choose between two different 
fixed options to distribute stickers between themselves and other kids. 
Two of these trials were practice trials, and in the first of which, children 
could either choose one sticker for themselves and three for the other 
children or two stickers for both. In the second practice trial, children 
could either choose three stickers for themselves and none for the others 
or three stickers for both (demonstrating the format of the task). The 
practice trials were followed by two repetitions of each trial type, which 
offered the child a forced choice between two alternative distributions of 
stickers. In no cost sharing trials, children chose between the allocation 
(1, 1) and (1, 0) – either one sticker for themselves and one for the other 
child or one for themselves and none for the other child. In costly sharing 
trials, children chose between (1, 1) and (2, 0), in no cost envy trials, 
Table 1 
Demographics of participants.   
Human - Experience Human - Knowledge Voice Assistant - Experience Voice Assistant - Knowledge Group Comparison 
Girls/Boys 7/11 10/8 10/8 12/6 X2 ¼ .89, p ¼ .35 
Age (Days) 2065.39 2042.94 2051.61 2039.17 all p � .35 
Education Father 4.56 3.83 4.25 4.18 all p � .13 
Education Mother 4.11 4.0 4.22 4.35 all p � .53 
Child Media 1.78 1.83 1.61 1.94 all p � .39 
Parent Media 4 4.28 3.78 3.78 all p � .45 
SDQ: Social 7.28 7.06 7.44 7.5 all p � .63 
Need-of-Help Recognition Task 9.78 10.22 10.5 9.61 all p � .11  
Table 2 
Introduction of the interaction partner (Sila).  
Phase Question Voice Assistant Human 
Introduction 
of E2  
“Sila is not a man, she 
was assembled by a 
man.” 
“Sila is a good friend 
of mine.”  
“She never has to sleep 
or eat, she just needs 
electricity.” 
“She likes to sleep in 
the morning and eat a 
lot for breakfast.”  
“She can’t move, she 
can only talk to you.” 
“She likes to cycle 
and hike outside.”  
“She always does what 
you tell her and can 
help with many 
things.” 
“She works as a cook 
and loves to prepare 
spaghetti.”  
“for example, she can 
tell you when the next 
train’s leaving, or tell 
you where to go when 
you’re driving.” 
“She loves to ride the 
train but sometimes 
she also loves to 
travel by car.”  
“She can also play 
music… 
“She likes to listen to 
children’s songs.”  
… or say what the 
weather will be like 
tomorrow.” 
“She doesn’t like bad 






“There’s a 95% chance 
it’s cloudy and a 90% 
chance there’ll be 10 
mm of rain in the next 
2 h.” 
“I don’t know, there 
are dark clouds, so it 
might rain soon, but I 





“My favorite color is a 
shade of green but with 
several dimensions.” 





“I don’t have a mum.” “My mum’s name is 
Daniela.” 
“How old are 
you? 
“I’ve been on for 3445 
h.” 
“I will turn 30 years 
this year.” 
“Do you have 
time for the 
treasure 
hunt?” 
“I am always at your 
service.” 
“I have half an hour 
left, then I have to go 
on.”  
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between (1, 1) and (1, 2), and in costly envy trials, between (1, 1) and (2, 
3). We coded for each trial whether children chose the prosocial option 
(choosing the (1, 1) distribution in the no cost sharing and the costly 
sharing, or the (1, 2) option in the no cost envy, or the (2, 3) option in the 
costly envy trials) or not (sharing), κ ¼ 0.96. 
Helping. Three helping trials were administered while the child was 
watching an episode of “Shaun the Sheep” to increase the costs for 
helping (Warneken et al., 2007) as preschoolers are nearly at the ceiling 
level in helping tasks at this age. In three trials, E1 dropped 10 pens, 10 
office clips and 10 sheets of paper and reached for them from a chair but 
could not pick them up (Beier et al., 2019). After the occurrence of the 
problem in each trial, there were three phases: E1 focused on the object 
and made three unsuccessful attempts to reach the objects, saying 
“Ohh!” each time (1–10 s), then alternated her gaze between object and 
child (11–20 s). In addition, she verbalised her problem while 
continuing to alternate her gaze (21–30 s). 
We used the same coding scheme from 1 to 6 points for each trial in 
line with Beier et al. (2019) in their study: Scores reflect the speed and 
the presence of helping behaviour (range ¼ 1–6). Children who helped 
received scores of 5 or greater, children who did not physically help but 
offered verbal solutions or other acknowledgments of the problem 
received scores from 2 to 4, and children who neither helped nor com-
mented supportively received a score of 1 (helping), κ ¼ 0.92. 
5. Results 
5.1. Communication with the interaction partner 
During the introduction of E2 as an interaction partner for the 
treasure hunt, we measured how many questions children asked E2 
(about their favorite color, their mother’s name and their age). Children 
asked the same number of questions to the voice assistant (1 question n ¼
4; 2 questions n ¼ 1; 3 questions n ¼ 18) and the human (1 question n ¼
3; 2 questions n ¼ 3; 3 questions n ¼ 14), X2 (2, N ¼ 72) ¼ 1.44, p ¼ .49. 
During the treasure hunt, we were interested in what information 
children would exchange with the interaction partner. All children told 
the interaction partner in all trials about the object on the key. For the 
communication during the search phases, we investigated whether 
children exchanged information with the interaction partner differently 
in the four conditions. We ran a logistic regression with the interaction 
partner, information and trial as fixed effects, child media as the co-
variate and the subject as a random effect. We then predicted whether 
children would say anything to the interaction partner (no communi-
cation, communication). We found that children were less likely to 
communicate with the voice assistant, and they were less likely to 
communicate when the interaction partner provided experience-based 
information compared to knowledge-based information (Fig. 2). 
Furthermore, we observed significant interactions between the inter-
action partner and information, suggesting that the difference between 
the information types was greater when interacting with a human, see 
Table 3. 
5.2. Interview about the interaction partner 
After the treasure hunt, we asked children about their interaction 
partners to ensure that they knew with whom they were interacting and 
determine how much they liked the treasure hunt. We found that chil-
dren gave different answers to the questions (human, mother, sad, 
scared), showing that they knew when they interacted with a human vs. 
a voice assistant. All children across all conditions equally enjoyed the 
treasure hunt; see Table A2 and Fig. 3. 
Fig. 1. Design and procedure of the study. Children were tested in one of four between-subject conditions interacting with either a voice assistant or a human that 
provided either knowledge-based or experience-based information during the treasure hunt. Differences between interaction partners were operationalised by 
monotone vs. dynamic intonation, as can be seen in the pitch contour and the different sentences spoken during the introduction and question phase. Differences in 
information types were operationalised by the different sentences about the objects on the keys during the treasure hunt. 
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5.3. (Pro-)Social tasks 
After the treasure hunt, we were interested in how children would 
decide on sticker distributions for themselves and absent, same-aged 
interaction partners that were presented in pictures. We investigated 
whether prosocial choices varied in the four conditions. We ran a logistic 
regression with the interaction partner and information as fixed effects, 
child media as a covariate and the subject and condition as random ef-
fects. We then predicted whether children chose the prosocial option 
(yes, no). We found that children were less likely to choose the prosocial 
option when the interaction partner provided knowledge-based infor-
mation. Furthermore, we found significant interactions between the 
interaction partner and information, suggesting that the difference be-
tween the information types was greater after interacting with a human, 
see Table 3 and Fig. 4. 
In the helping task, we were interested in whether children would 
change their prosocial behaviour towards the experimenter. Seven 
children were excluded from this analysis due to video loss (n ¼ 2) or 
parental/sibling interference (n ¼ 5). We ran an ordinal regression with 
the interaction partner and information as fixed effects, child media as 
the covariate and the subject and condition as random effects. We then 
predicted how children reacted in this task. None of the predictors was 
significant in explaining variance in the helping task. 
6. Discussion 
This study investigated children’s communicative interactions and 
the social consequences of interactions with voice assistants. Using a 
combination of information (knowledge, experience) and interaction 
partners (human, voice assistant) as characteristics, we had children 
perform a treasure hunt firstly and two social tasks subsequently. Results 
show that children talked less to the voice assistant than to the human 
during the treasure hunt. After children interacted with partners 
providing personal experiences, they said fewer sentences but shared 
more prosocially. During both the treasure hunt and the sticker task, 
interaction effects between the interaction partner and information were 
significant, showing that the type of information shared influenced 
children’s decisions more when interacting with a human, but less when 
interacting with a voice assistant. We found there were no predictors of 
children’s helping behaviour. 
6.1. Communication 
The results of the current study provide two novel contributions to 
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Fig. 2. Predicted probabilities of children communicating with the interaction partner during the search.  
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our understanding of children’s communicative skills. They show that 
children share less information with voice assistants than they do with 
humans and that the type of information given by a human interaction 
partner is related to children’s information selection. Although all 
children provided the required and essential information about the ob-
jects on the keys, children selectively gave some partners more infor-
mation about their search process. Results of the first trial revealed that 
with not even a 20% probability, children told a voice assistant about 
their search progress, but told a human with a 60% probability. Previous 
research showed that children need scaffolding during challenging 
communications with voice assistants (Beneteau et al., 2019; Yarosh 
et al., 2018), leaving two possible explanations open: either children do 
not know how to appropriately talk to a voice assistant, or they do not 
differentiate between voice assistants and humans in their communi-
cative expectations. The results of the current study provide evidence 
that children make a clear distinction between humans and voice as-
sistants as they assume voice assistants do not need to be informed about 
the same kinds of things as humans. They show a third option: Children 
know that voice assistants do not care much about progress talk while 
humans like to keep informed. Therefore they know how to talk with 
voice assistant appropriately. This option is plausible, because we do 
know that they are able to provide more information, as the children in 
our study did so in the human condition. These results might imply that 
the cooperative structure of communication is more difficult to establish 
for voice assistants due to the missing features enabling joint attention 
and joint intention (Tomasello, 2008). However, since the human in this 
study possessed the same features, it is likely that the cooperative 
structure is different for voice assistants than for humans. This leads to a 
decrease in the number of communicative acts directed at artificial 
intelligence. 
The study adds to our knowledge of pragmatic development and 
shows that children adapt their communication style according to their 
interaction partner. Cooperation in communication requires us to be as 
informative as needed, to be truthful and clear and to be relevant (Grice, 
1989), known as the Gricean maxims. The information the interaction 
partners gave during the treasure hunt was in all conditions irrelevant 
and violated the quantity maxim (do not provide more information than 
is required). For this maxim to be fulfilled, the interaction partner only 
needs to tell the children which box to look for next without providing 
information about the object on the key. Beyond violating the quantity 
maxim, the experience condition was poorer in the maxims of relevance 
and quality. Sharing their own experiences is less relevant than talking 
about the appearance and function of the objects. We have evidence that 
children at preschool age already recognise and penalise violations of 
the Gricean maxims (Davies & Katsos, 2010; Eskritt et al., 2008; Gweon 
et al., 2014). Expecting relevant and quantitatively well-suited infor-
mation, children in our study did share more information about the 
treasure hunt when confronted with a partner that shared more relevant 
information (knowledge information). But children did distinguish less 
between the two types of information in the voice assistant condition, 
providing further evidence that children have different pragmatic ex-
pectations of artificial intelligence. Increasing the information about 
joint attention experiences and prosocial motivations did affect chil-
dren’s communication with the human interaction partner but did not 
affect their communication with the voice assistant. These findings 
contrast to the assumptions of the social agency theory that proposes 
stronger human-like behaviour if more human-like features are given to 
an artificial agent. It might, however, be that a certain threshold of 
human-like features must be met to communicate with artificial agents 
similarly to human agents. If this is the case, then voice assistants might 
fall below this threshold because they do not have a sufficient number of 
communicative cues and lack all kinds of non-verbal communicative 
aspects such as gaze, facial expressions, postures, gestures, emotional 
reactions and behavioural actions. The results provide further evidence 
that the cooperative structure in communication differs between 
Table 3 
Results of the logistic regressions on communication and sharing and the ordinal 
regression on helping.  
Domain of Test Predictor Estimate SE p- 
value 
Communication Intercept  0.32 0.85 0.71 
Interaction Partner (voice 
assistant) 
 2.48 1.05 0.02 
Information (experience)  2.34 1.08 0.03 
Trial  0.22 0.09 0.02 
Child Media Score 0.52 0.22 0.02 
Interaction Partner x 
Information 
3.05 1.53 0.05 
Sharing Intercept  0.26 0.61 0.67 
Interaction Partner (voice 
assistant) 
0.46 0.42 0.27 
Information (experience) 0.97 0.43 0.02 
Child Media Score 0.10 0.09 0.27 
Interaction Partner x 
Information 
 1.18 0.60 0.05 
Helping Interaction Partner (voice 
assistant) 
 0.82 1.84 0.65 
Information (experience)  2.29 1.97 0.25 
Child Media Score 0.38 0.39 0.33 
Interaction Partner x 
Information 
0.58 2.62 0.83  
























































































































































































































































Fig. 3. Answers children gave to the interview questions. Children remembered which interaction partner they did the treasure hunt with, giving varied answers 
across the interaction partners but equally enjoying the treasure hunt. 
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humans and voice assistants. 
6.2. Social consequences 
In contrast to the findings in the domain of communication, sharing 
experience information during the treasure hunt influenced children 
positively in the prosocial distribution of stickers. This finding converges 
with earlier findings and theoretical accounts that emotional arousal 
and relatedness are linked to prosocial decisions in adults and children: 
empathic concern for the interaction partner was a major predictor of 
greater sharing in the sticker task already at three years of age (Bastian 
et al., 2014; Decety et al., 2016; Pavey et al., 2011; Williams et al., 
2014). A novel contribution is that shared auditory information about 
previous experiences is related to a higher probability of prosocial 
sharing decisions. This pattern was, however, not shown in the voice 
assistant condition, again suggesting that children differentiate between 
humans and voice assistants in their social interactions. The reduced 
scope to really interact with a voice assistant might lead to decreased 
prosocial motivations. This, in turn, may result in more selfish decisions 
among children. 
The results from the question of how many children enjoyed the 
treasure hunt with Sila provide further evidence that children perceive 
artificial intelligence agents as social beings (e.g., someone who can be a 
friend, gives comfort and keeps secrets) and attribute mental states (e.g., 
someone who is intelligent and has feelings) and, to some extent, even 
moral standing to them (e.g., someone who deserved fair treatment and 
should not be harmed) (Beran et al., 2011; Kahn et al., 2012; Melson 
et al., 2009). Evidence for social interactions with robots shows that 
children quickly form social bonds with them (Tanaka et al., 2007) and 
treat them socially (e.g., hugging, handshaking, joint attention, proso-
cial behaviour, social conformity) (Kahn et al., 2012; Kim et al., 2009; 
Melson et al., 2009; Vollmer et al., 2018). Children are particularly 
engaged when interacting with a robot with high non-verbal contin-
gency (Breazeal et al., 2016), an expressive narrative style (Westlund 
et al., 2017) and the ability to adapt to their affective states (Ahmad 
et al., 2017). The social agency theory (Mayer et al., 2003) argues that 
the quality of social interaction increases with the number of social 
characteristics an artificial agent possesses because humans tend to 
interpret the interaction as a social communicative situation, which 
leads to a deeper processing of the information presented by the agent. 
In particular, when interacting with artificial agents with more social 
characteristics, children have difficulties in correctly classifying them as 
artefacts (Kahn et al., 2013; Turkle, 2005). However, since research to 
date has only been conducted with embodied artificial agents, future 
research has to investigate the perceptions of disembodied agents such 
as voice assistants, as well as the consequences for cooperation. 
7. Implications 
Every invention has the potential for improvement. For example, 
cars became safer, and mobile phones became more multifunctional. 
Voice assistants can be a great tool to support humans in their daily 
activities. In particular, they have vast potential in supporting children’s 
learning and development. Children learn by imitation, and, therefore, 
we encourage product designers and developers of voice assistants to 
consider the implications of our findings. Improving voice assistants can 
help maximising the favorable outcomes of interactions between chil-
dren and voice assistants. Our study shows that children do hold 
different conceptualisations of voice assistants and humans and that 
adding human features (e.g., sharing experience-based information) 
does not affect children’s communicative or social behaviour in the 
short run. These insights are helpful for the development of future voice 
assistants because they reveal that product designers do not need to 
invest in these features. However, the reduced number of instances in 
which children shared information about their environment during the 
search in all conditions is alarming. If we imagine children to have 
regular interactions with voice assistants starting from an early age, we 
could conceive a world in which children no longer talk much about the 
things they encounter. They would be used to talking to voice assistants 
and may assume that humans behave similarly. This would be a very 
silent world. These possibilities support the relevance of either reducing 
children’s early contact with voice assistants or improving the 
communicative interaction between voice assistants and children 
substantially. 
8. Limitations and future research 
We did not find any differences between the conditions for the 
helping task. This task showed only small variability, as only a few 
children diverted their attention from the video. Therefore, further 
research is needed to investigate the consequences of interactions with 
voice assistants with tasks that provide a more detailed picture of 
Human Voice Assistant



































Fig. 4. Children’s predicted probabilities for prosocial choices during the sticker task.  
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prosocial willingness. Also, perhaps, more prolonged interactions with 
voice assistants can be designed to see if the influence does not exist 
when helping or not after such a short manipulation in which all chil-
dren finally receive the reward in the treasure hunt. Having different 
outcomes for the treasure hunt could be a further step. 
An additional venue for future research is to examine the possible 
effects of different brands. We used a non-brand neutral device that was 
novel to all children to control for varying previous experiences. Our 
study was performed by using a human imitating a voice assistant. We 
did not use any particular existing voice assistant devices, such as, for 
example, Amazon’s Alexa or Apple’s Siri, because the development of an 
appropriate and controllable voice assistant capability was outside the 
scope of our study. It would be interesting, though, to categorise the 
various existing voice assistants and compare their status and behaviour 
in a future study. It is possible that children who are already familiar 
with one of the existing voice assistants would communicate differently 
with this device than to another device and/or with our non-brand as-
sistant. To investigate this line of research, studies manipulating the 
familiarity and visual appearance of the devices are needed. 
Furthermore, only the short-term effects of a single interaction with 
voice assistants on prosocial behaviour were investigated experimen-
tally. It would be interesting to investigate the effects of repeated in-
teractions with voice assistants. Whether interaction with voice 
assistants is reflected in a child’s cooperation skills in the long term will 
depend on various person- (e.g., age and gender of the child, context of 
use, supervision, extent of use, type of use) and device-specific factors (e. 
g., degree of possible interactivity, intended target group) (Biele et al., 
2019). Previous research suggests that prosocial skills develop 
throughout childhood (Eisenberg & Miller, 1991), and prosocial 
behaviour increases (Eisenberg et al., 1991). Given this evidence, it is 
conceivable that the frequency of family and child media use may be 
related to the influence of the voice assistant. Especially in the case of 
younger children who grow up in an environment rich in media, 
repeated use of voice assistants could hinder their prosocial behaviour. 
In the future, it will be necessary to investigate more closely how forms 
of interaction differ in their long-term influence on cooperation and how 
specific media characteristics of children mediate this influence in 
different developmental phases. 
Lastly, due to the complex design and procedure adopted in our 
study, we were not able to test a higher number of children in each 
condition. The robustness of the findings might, therefore, be limited 
and needs to be validated in future studies. 
9. Conclusion 
Overall, the current results and findings converge with previous 
findings on other artificial intelligence devices like humanoid and ani-
maloid robots, showing that children like to play with such devices but 
do not impose the same expectations on them as they do on humans 
(Melson et al., 2009; Pelikan & Broth, 2016; Sandoval et al., 2016; 
Shahid et al., 2014; Sinoo et al., 2018; Sommer et al., 2019). These re-
sults provide significant insight into the influences of interactions with 
voice assistants on communication and prosocial behaviours. Children 
provided voice assistants with less information and shared stickers in-
dependent of the kind of information the voice assistant provided. These 
findings suggest the principles of human cooperation differs from the 
principles of human-computer cooperation. 
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Appendix 
Table A1 
Information on the objects given by the interaction partner.  
Object Information Experience 
Bee “Bees have stings with poison in them to protect themselves from enemies and 
attackers. They produce honey from pollen, which many animals eat.” 
“Ouch, last summer I saw a kid get stung by a bee, it must hurt so much. But honey 
buns are still very tasty." 
Sun “In winter, the sun is lower and the earth is less exposed to sunlight. Too much sun 
burns people’s skin.” 
“Ahh, in winter the sun shines so seldom, it always gets cold and dark so fast. At 
least, you can’t get a bad sunburn when you’re outside." 
Flower “Flowers have bright colors to attract insects. For example, there are roses in 
different colors.” 
“Wow, the beautiful colors of flowers always put me in a good mood. Especially 
roses I find incredibly great". 
Elephant “Shortly after an elephant is born, it tries to get up and walk. Elephants have huge 
ears so that they can fan each other air.” 
“Aww, on my last visit to the zoo I saw a clumsy baby elephant stumbling after its 
mother. So sweet, his ears seemed far too big for the little body." 
Plane “Airplanes fly several hundred meters above the clouds. Thanks to the airplane, 
people can fly anywhere in a short time.” 
“What I particularly like about flying is that you can look down on the clouds. Two 
months ago I flew to America, which took a really long time." 
Banana “The riper a banana is, the softer it becomes. A banana contains sugar and other 
substances that supply the body with energy.” 
“Eww, there’s nothing more disgusting than mushy bananas. But a lot of people 
like to eat them when they get tired."   
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Table A2 
Results on the comparisons between answers in the interview questions. Interaction partner and information differences were analysed by Chi-Square tests. For both 
factors, Cochran-Mantel-Haenszel tests were run.  
Question Interaction partner Difference Information Difference Interaction partner and Information Difference 
Is Sila a human or built by a human? X2 ¼ 29.43, p < .001 X2 ¼ 1.16, p ¼ .762 X2 ¼ 28.71, p < .001 
Has Sila a mother? X2 ¼ 53.49, p < .001 X2 ¼ 2.29, p ¼ .319 X2 ¼ 52.03, p < .001 
Can Sila be sad? X2 ¼ 18.94, p < .001 X2 ¼ 1.14, p ¼ .567 X2 ¼ 18.65, p < .001 
Can Sila be scared? X2 ¼ 19.56, p < .001 X2 ¼ 0.27, p ¼ .873 X2 ¼ 19.08, p < .001 
Did you like the treasure hunt with Sila? X2 ¼ 0.51, p ¼ .473 X2 ¼ 0, p ¼ 1 X2 ¼ 0.50, p ¼ .480 
Would you like to play again with Sila? X2 ¼ 0.53, p ¼ .766 X2 ¼ 3.26, p ¼ .196 X2 ¼ 0.54, p ¼ .764 
Would you share your favorite toy with Sila? X2 ¼ 0.27, p ¼ .875 X2 ¼ 0.27, p ¼ .875 X2 ¼ 0.26, p ¼ .878  
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