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We study theoretically the low-energy phonons and the static strain in cylindrical core/shell nanowires (NWs).
Assuming pseudomorphic growth, isotropic media, and a force-free wire surface, we derive algebraic expres-
sions for the dispersion relations, the displacement fields, and the stress and strain components from linear
elasticity theory. Our results apply to NWs with arbitrary radii and arbitrary elastic constants for both core and
shell. The expressions for the static strain are consistent with experiments, simulations, and previous analyti-
cal investigations; those for phonons are consistent with known results for homogeneous NWs. Among other
things, we show that the dispersion relations of the torsional, longitudinal, and flexural modes change differently
with the relative shell thickness, and we identify new terms in the corresponding strain tensors that are absent
for uncapped NWs. We illustrate our results via the example of Ge/Si core/shell NWs and demonstrate that
shell-induced strain has large effects on the hole spectrum of these systems.
PACS numbers: 63.22.Gh, 63.22.-m, 62.20.-x, 71.70.Fk
I. INTRODUCTION
In the past years, it has been demonstrated that the perfor-
mance of nanowires (NWs) can greatly benefit from the pres-
ence of a shell. For instance, surface passivation is an option
to reduce scattering, and measurements on InAs/InP core/shell
NWs have revealed significantly higher mobilities than in un-
capped InAs NWs [1]. Furthermore, experiments on various
core/shell NWs [2–6] have demonstrated that adding a shell
can be very useful for optical applications, a feature that is
well-known, e.g., from colloidal quantum dots (QDs) [7, 8].
In Ge/Si core/shell NWs, which recently attracted attention,
the shell is beneficial for several reasons. In particular, it pro-
vides a large valence band offset at the interface, leading to a
strongly confined hole gas inside the Ge core without the need
for dopants [9, 10].
Due to lattice mismatch, core/shell heterostructures are usu-
ally strained, which can have important consequences on their
electrical and optical properties. For instance, strain may
affect the lifetimes of spin qubits [11, 12] and has already
been used to tune photons from separate QDs into resonance
[13, 14]. The reason for such effects lies in the strain depen-
dence of the Hamiltonian of the electronic states [15]. For the
core/shell NWs of Refs. 2–5, a strong and strain-based cor-
relation between the shell thickness (or composition) and the
wavelength of the emitted photons has already been measured.
In addition, the shell-induced strain may lift quasidegenera-
cies in the spectrum of NWs and NW QDs [16]. Considering
these and other possibly relevant consequences, knowledge
of the strain distribution in core/shell NWs is crucial. Exact
calculations of the lattice displacement, however, typically re-
quire numerics [5, 17, 18]. Analytical results are rare and re-
quire simplifying assumptions that may or may not be justi-
fied, depending on the choice of materials and on the effects
that one is interested in. The model of Ref. 18, for instance,
assumes purely uniaxial strain along the NW axis. The results
of Refs. 19 and 20 apply when the core and shell materials are
isotropic and have the same elastic properties. To our knowl-
edge, the most general formulas provided so far are those of
Ref. 21, assuming isotropic media and requiring only Pois-
son’s ratio to be the same in core and shell.
A particularly attractive feature of NWs is their potential
to host electrically controllable spin qubits [22]. While bare
InAs and InSb NWs have been the workhorse systems [23–
27], spin qubits may also be implemented in core/shell NWs
such as Ge/Si [28–31], for which a large degree of external
control has been predicted [32]. As electrons and holes in-
teract with lattice vibrations, understanding of the quantum
mechanical behavior of the system requires knowledge of the
phonon bath. For instance, it is well-known that phonons can
be dominant decay channels for spin qubits [33–38]. The shell
of core/shell NWs not only induces static strain, it also affects
the phonon modes. While phonons in homogeneous NWs
have been discussed in detail in the literature [39, 40], we are
not aware of analytical results for NWs with a finite shell.
In this paper, we derive algebraic expressions for the static
strain and the low-energetic phonon modes in core/shell NWs.
Assuming isotropic materials and a force-free wire surface,
we allow for arbitrary core and shell radii, independent elas-
tic properties in core and shell, and take all components of
the stress and strain tensors into account. Our results for the
phonons illustrate that the shell notably affects the phonon-
based displacement fields and, among other things, that the
dispersion relations of the longitudinal, torsional, and flexural
modes change differently with the shell thickness. In particu-
lar, new terms arise in the corresponding strain and stress ten-
sors that are absent in homogeneous NWs. We illustrate our
results via the example of Ge/Si NWs, given the fact that the
coherence of their interfaces has already been demonstrated
experimentally [41, 42]. The derived formulas for the static
strain can be considered a further extension of those listed in
Ref. 21 and are consistent with experiments [2–5, 18, 41, 42]
and numerical simulations [3, 5, 17, 18]. We calculate the ef-
fects of the static strain on the low-energy hole spectrum of
Ge/Si NWs, complementing the analysis of Ref. 16.
The paper is organized as follows. In Sec. II we introduce
2the notation and recall relevant relations from linear elasticity
theory. The results for the static strain are derived in Sec. III,
where we also investigate the effects of strain on the spectrum
of Ge/Si NWs. Having summarized the low-energetic phonon
modes in homogeneous NWs in Sec. IV, we extend these re-
sults to the case of core/shell NWs in Sec. V, followed by
concluding remarks in Sec. VI. The appendix contains useful
relations and further details of the calculations. In particular,
providing also a comparison to the case of bulk material, we
discuss the displacement operator and the normalization con-
dition for phonons in core/shell and core/multishell NWs, as
quantization is mandatory for quantum mechanical analyses.
II. LINEAR ELASTICITY THEORY
In this section we recall relevant relations from linear elas-
ticity theory and introduce the notation used throughout this
paper. The information summarized here is carefully ex-
plained in Refs. 39 and 40, and we refer to these for further
details.
In a bulk semiconductor without additional forces, the
atoms form a periodic and very well structured lattice, charac-
terized by the lattice constant a. The displacement of an atom
X from its original position rX is described by the displace-
ment vector u(rX). It may be caused by externally applied
forces, or, as in the case of core/shell NWs, by an interface
between materials with different lattice constants. In the con-
tinuum model, the displacement field u(r) is directly related
to the strain tensor elements ǫi j via
ǫi j =
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)
, (1)
leading to strain-induced effects on the conduction and va-
lence band states [15]. The position is denoted here by
r =
∑
i xiei, where the three orthonormal basis vectors ei are
the unit vectors along the orthogonal axes i. Important quanti-
ties besides the strain are the stress tensor elements σi j. These
are of relevance as σi jdA corresponds to the force along ei
experienced by an area dA normal to e j. We note that ǫi j = ǫ ji
and σi j = σ ji, which implies that the strain and stress tensors
are fully described by three diagonal and three off-diagonal
elements each.
For semiconductors with diamond (Ge, Si, . . . ) or zinc
blende (GaAs, InAs, . . . ) structure, the relation between stress
and strain is given by
σ11
σ22
σ33
σ23
σ13
σ12

=

c11 c12 c12 0 0 0
c12 c11 c12 0 0 0
c12 c12 c11 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c44


ǫ11
ǫ22
ǫ33
2ǫ23
2ǫ13
2ǫ12

, (2)
where the ci j are the elastic stiffness coefficients and {1, 2, 3}
are the main crystallographic axes. Calculations with the ex-
act stiffness matrix often require elaborate numerical analyses,
and it is therefore common to replace the stress-strain relations
by those of an isotropic material. This simplification usually
results in good approximations when compared with the pre-
cise simulations [39, 40]. The elastic properties of such a ma-
terial are fully described by the two Lame´ parameters λ and µ,
which are found from Young’s modulus Y (often denoted by
E) and Poisson’s ratio ν through
λ =
Yν
(1 + ν)(1 − 2ν) , (3)
µ =
Y
2(1 + ν) . (4)
Considering the limit of isotropic media, we thus replace the
stiffness coefficients of Eq. (2) by c12 = λ, c44 = µ, and
c11 = 2µ + λ. The relations between stress and strain are now
the same for arbitrarily rotated coordinate systems. Hence,
referring to NWs, we obtain
σrr
σφφ
σzz
σφz
σrz
σrφ

=

2µ + λ λ λ 0 0 0
λ 2µ + λ λ 0 0 0
λ λ 2µ + λ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ


ǫrr
ǫφφ
ǫzz
2ǫφz
2ǫrz
2ǫrφ

, (5)
where
er = ex cos φ + ey sinφ, (6)
eφ = −ex sin φ + ey cosφ, (7)
and ez = ex×ey = er×eφ are the orthonormal basis vectors for
cylindrical coordinates r, φ, and z. The vector ez is oriented
along the symmetry axis of the NW, while er and eφ point in
the radial and azimuthal direction, respectively. From
r = rer + zez = xex + yey + zez (8)
it is evident that the cartesian coordinates x and y are related
to r and φ through x = r cos φ and y = r sin φ (the z axis is the
same in both coordinate systems). We wish to emphasize that
we use
r =
√
x2 + y2 (9)
throughout this work in order to avoid confusion with the den-
sity ρ, and so r , |r|. Detailed information about the stress
and strain tensor elements in cartesian and cylindrical coordi-
nates is provided in Appendixes B 2 and B 3. Finally, we note
that Eq. (5) is independent of the growth direction of the NW
because of the isotropic approximation.
III. STATIC STRAIN IN CORE/SHELL NANOWIRES
An interface between two materials of mismatched lattice
constants induces a static strain field. In core/shell NWs, such
an interface is present at the core radius Rc. When the lattice
constants in core (ac) and shell (as) are different, the system
will tend to match these for reasons of energy minimization.
For instance, ac = 5.66 Å and as = 5.43 Å for Ge/Si core/shell
3NWs [43, 44], and so the shell tends to compress the core
lattice, strongly affecting the properties of the confined hole
gas [15, 16]. Below, we analyze the strain in core/shell NWs
and derive algebraic expressions for both the inner and outer
part of the heterostructure. The resulting static strain is found
by assuming a coherent interface between the two materials,
i.e., pseudomorphic growth. We consider the limit of an infi-
nite wire, which applies well away from the ends of the NW
[17] when the length L is much larger than the shell radius Rs
(L ≫ Rs). Our approach is similar to those used previously
[17–21].
A. Boundary conditions
When the strain changes slowly on the scale of the lattice
spacing, the displacement field leads to the distorted lattice
vectors [17]
lc,s(r,n) =
∑
i
ei
∑
j
(
δi j +
∂u
c,s
i (r)
∂x j
)
n jac,s (10)
when viewed from an atom at position r + uc,s(r) in the core
(c) or shell (s), respectively, where ei are the orthonormal ba-
sis vectors of the lattice, n is a vector with integer compo-
nents ni, and δi j is the Kronecker delta. Pseudomorphic strain
requires the components of the distorted lattice vectors in core
and shell that are parallel to the interface to match at the core-
shell transition. Thus, t · lc = t · ls, where t stands for an
arbitrary tangent to the core-shell interface. Using cylindrical
coordinates, the two orthogonal directions eφ and ez are the
basis vectors for any t, which results in the boundary condi-
tions eφ · lc = eφ · ls and ez · lc = ez · ls at radius Rc. Further-
more, the core-shell transition needs to be spatially matched
in the radial direction, i.e., there should be no unrealistic gaps
or overlaps between the two materials at the interface.
In order to ensure pseudomorphic strain, we start from an
initial configuration where the shell is unstrained and the core
is highly strained, such that the lattice constant of the core
matches the one in the shell [17, 45]. Of course, this initial
arrangement is unstable, and so the system will relax into a
stable and energetically favored configuration. Considering
the continuum limit, the requirements for a coherent interface
at r ≃ Rc can now be summarized in a simple form [46],
u˜c(Rc, φ, z) = u˜s(Rc, φ, z), (11)
where the u˜c,s, in contrast to the uc,s of Eq. (10), denote the
displacement from the initially matched configuration. That
is,
uc(r) = u˜c(asr/ac) + as − ac
ac
r (12)
and us(r) = u˜s(r). As illustrated in Eq. (12), the displace-
ment field uc(r) in the core can be described by a sum of two
parts. When the lattice constant changes from ac to as, the
term (as/ac − 1)r shifts an atom that is originally located at
r to its new position asr/ac. Additional displacement from
this new position is then accounted for by u˜c(asr/ac). Conse-
quently, the strain tensor elements ǫc,si j (r) in the core and shell
read
ǫc,si j (r) =
as
2ac,s
[
∂u˜c,si (r′)
∂x′j
+
∂u˜
c,s
j (r′)
∂x′i
]
r
′ = asr/ac,s
+
as − ac,s
ac,s
δi j, (13)
where r′ =
∑
i x
′
iei. The resulting strain tensor ǫ
c,s(r) is lin-
early related to the stress tensor σc,s(r) via the Lame´ constants
[Eq. (5)]. As additional boundary conditions, the stress must
be continuous at the interface [46] and we assume that the
shell surface is free of forces,
σc(Rc, φ, z)er = σs(Rc, φ, z)er, (14)
σs(Rs, φ, z)er = 0. (15)
Next, using the above-mentioned boundary conditions, we de-
rive algebraic expressions for the static strain in core/shell
NWs.
B. Analytical results
From symmetry considerations, the displacement in both
core and shell must be of the form
u˜p = u˜
p
r (r)er + ηpz (r)zez, (16)
where we introduced p ∈ {c, s} for convenience. For the dis-
placement field to be static, the differential equations
∑
j
∂σ
p
i j
∂x j
= 0 (17)
need to be solved in the absence of body forces [40], and in
doing so we find
u˜
p
r = αpr +
βp
r
− δp(λp + µp)
2(λp + 2µp)r ln r, (18)
η
p
z = γp + δp ln r, (19)
where λc,s and µc,s are the Lame´ parameters in the core and
shell, respectively. The coefficients αc,s to δc,s are to be deter-
mined from the boundary conditions. Since the displacement
must be finite in the center, we first conclude that βc = 0 = δc.
Second, also δs = 0 because σsrz ∝ δsz/r must vanish at the
surface [Eq. (15)], and so the ηc,sz = γc,s are constants. Conse-
quently, one obtains
γs = ǫ
s
zz =
ae − as
as
, (20)
with ae as the resulting (equilibrium) lattice constant in the z
direction. From the boundary conditions listed in Eqs. (11),
(14), and (15), we can express all nonzero coefficients
γc = γs, (21)
βs = (αc − αs)R2c, (22)
4and αc,s in terms of ae only. The latter can finally be found by
minimizing the elastic energy of the system.
Using Eq. (13), the above-mentioned results for u˜c,s, and
the equations of Appendix B 3 for the strain tensor in cylin-
drical coordinates, one finds
ǫcrr = ǫ
c
φφ =
as
ac
αc + ǫ0, (23)
ǫczz =
as
ac
γc + ǫ0 =
ae − ac
ac
(24)
in the core, and
ǫ srr = αs −
βs
r2
, (25)
ǫ sφφ = αs +
βs
r2
, (26)
ǫ szz = γs =
ae − as
as
(27)
in the shell, with 0 = ǫc,s
rφ = ǫ
c,s
rz = ǫ
c,s
φz . The parameter
ǫ0 =
as − ac
ac
(28)
introduced in Eqs. (23) and (24) is the relative mismatch of
the lattice constants. Remarkably, Eqs. (23) and (24) imply
that the stress and strain are constant within the core, which is
consistent with simulations [5, 17, 18]. Furthermore, we note
that ǫcrr = ǫcφφ = ǫcxx = ǫcyy. Below, we outline the calculation of
ae and provide our final results.
The elastic energy density in an isotropic solid is [40]
F =
1
2
∑
i, j
σi jǫi j =
λ
2
[Tr(ǫ)]2 + µ
∑
i, j
ǫ2i j, (29)
where Tr(ǫ) = ∑i ǫii is the trace of the strain tensor, and
U =
∫
V
d3rF(r) (30)
is the elastic energy of an object with volume V . For the static
strain discussed in this section, the elastic energy density Fc
in the core is constant and Fs in the shell depends solely on
the coordinate r. The elastic energy of the NW can therefore
be calculated via
U = 2πL
(
R2c Fc
2
+
∫ Rs
Rc
drrFs(r)
)
. (31)
By imposing the condition ∂U/∂ae = 0 in order to find the
energetically favored configuration, we obtain algebraic ex-
pressions for ae and, thus, for all previously discussed quan-
tities. As expected, these are not affected by the length of the
wire, since U ∝ L for the regime L ≫ Rs considered here.
Moreover, the coefficients αc,s and γc,s do not depend on the
absolute values of Rc and Rs. Instead, they depend on the rel-
ative shell thickness
γ =
Rs − Rc
Rc
. (32)
More precisely, it is possible to write the dependence of αc,s
and γc,s on the radii in terms of
γ˜ = γ2 + 2γ =
R2s − R2c
R2c
(33)
only, which is the ratio between the shell and core area in the
cross section. Similarly, the coefficients αc,s, βs, and γc,s do
not depend on the absolute values of the lattice constants ac
and as, but on the relative lattice mismatch ǫ0 [Eq. (28)]. We
note that |ǫ0| ≪ 1, which is important for the linear elasticity
theory of this work to hold.
The full results are rather lengthy. Nevertheless, they can
be very well approximated through an expansion in the small
parameter ǫ0. Neglecting corrections of order ǫ20 and rewriting
the results in a convenient form, we obtain
αs = − ǫ0ξc2Dstr
[
µc(2µs − λs) + (2µ2s − λsµc )˜γ
]
, (34)
βs = −
R2cǫ0ξcξs
2Dstr
[
µc + (µc + µs )˜γ + µsγ˜2
]
, (35)
γs = − ǫ0ξcDstr
[
µc(2µs + λs) + (λsµc + µsµc + µ2s )˜γ
]
, (36)
where we defined
ξp = 2µp + 3λp. (37)
The denominator is
Dstr = µcξc(2µs + λs) + µsξs(λc + µc + µs )˜γ2
+
[
ξc(λsµc + µsµc + µ2s) + ξsµs(2µc + λc)
]
γ˜. (38)
Inserting αc = αs + βs/R2c, γc = γs, and the above-listed ex-
pressions into Eqs. (23) and (24), and neglecting again terms
of order ǫ20 , one finds
ǫc⊥ = ǫ
c
rr = ǫ
c
φφ =
ǫ0ξsµs
2Dstr
[
(2µc − λc )˜γ + (2µs − λc )˜γ2
]
, (39)
ǫczz =
ǫ0ξsµs
Dstr
[
(2µc + λc )˜γ + (λc + µc + µs )˜γ2
]
(40)
for the strain in the core.
The expressions derived in this work are more general than
those provided previously [18–21] and may be interpreted as
a further extension of those in Ref. 21. Indeed, by writing the
Lame´ parameters λc,s and µc,s in terms of Young’s modulus
Yc,s and Poisson’s ratio νc,s for core and shell [Eqs. (3) and
(4)], we find that our results are exactly identical to those of
Ref. 21 for the case νc = νs assumed therein. From the ratio
of Eqs. (39) and (40),
ǫc⊥
ǫczz
=
2µc − λc + (2µs − λc )˜γ
4µc + 2λc + 2(λc + µc + µs )˜γ , (41)
we find that typically |ǫczz| > |ǫc⊥|, in agreement with numerical
results [3, 5, 17, 18]. Our formulas also feature the correct
limits. For instance, we obtain ae → ac for γ → 0 as expected,
and so the strain in the core vanishes for a negligibly thin shell.
5In the limit of an infinite shell (γ → ∞), our formulas yield
ae → as, ǫczz → ǫ0, and
lim
γ→∞
ǫc⊥ =
ǫ0(2µs − λc)
2(λc + µc + µs) + O(ǫ
2
0 ), (42)
which corresponds exactly to the previously studied case of
a wire embedded in an infinite matrix [47]. When switch-
ing to cartesian coordinates, we obtain ǫ sxy = −βs sin(2φ)/r2,
which seems consistent with numerics [17]. As pointed out
in Ref. 17, where core/shell NWs with anisotropic materials
have been investigated, also other off-diagonal strain tensor
components may be nonzero in reality. However, these were
found to be very small, particularly in the core.
C. Results for Ge/Si core/shell nanowires
We conclude our discussion of the static stress and strain
fields by applying our results to the example of Ge/Si
core/shell NWs, demonstrating that the strain can have major
effects on the electronic properties of a system. As illustrated
in this example, the strain is usually not negligible, and so
our formulas derived for both core and shell may prove very
useful for a wide range of material combinations.
Ge/Si core/shell NWs have attracted attention because they
host strongly confined hole states inside their cores [9]. Thus,
we focus here on the static strain in the core and discuss its
effects on the holes in more detail. The lattice mismatch for
Ge/Si core/shell NWs is ǫ0 = −0.040 [43, 44], and the Lame´
constants, listed in units of 109 N/m2, are λc = 39.8, µc =
55.6, λs = 54.5, and µs = 67.5 (see also Appendix A) [39,
44]. In Fig. 1 (top), the strain tensor elements ǫc⊥ and ǫczz of
Eqs. (39) and (40) are plotted as a function of γ. These are
negative over the entire range of shell thicknesses, and so the
core material is compressed, as expected from ac > as. The
dependence of the strain on γ is consistent with simulations
and experiments [18], and we note that |ǫczz| > |ǫc⊥| for any γ.
The effects of strain on hole states in the topmost valence
band of Ge are described by the Bir-Pikus Hamiltonian [15].
Using the spherical approximation d =
√
3b, which applies
well to Ge (b ≃ −2.5 eV, d ≃ −5.0 eV [15]), and neglecting
global shifts in energy, the Bir-Pikus Hamiltonian for holes
reads
HBP = b
∑
i
ǫii J2i + 2
(
ǫxy{Jx, Jy} + c.p.
) . (43)
Here b and d are the deformation potentials, Ji are the com-
ponents of the effective spin 3/2 along the axes i, “c.p.” stands
for cyclic permutations, and {A, B} = (AB + BA)/2. We note
that the axes x, y, and z need not coincide with the main crys-
tallographic axes due to the spherical approximation. Our
results for the static strain in core/shell NWs reveal that the
relations ǫcxx = ǫcyy = ǫc⊥ and 0 = ǫcxy = ǫcxz = ǫcyz are ful-
filled in the core. Exploiting these properties and the equality
J2x + J2y = 15/4− J2z , the Bir-Pikus Hamiltonian for the core is
of the simple form
HcBP = b
(
ǫczz − ǫc⊥
)
J2z , (44)
FIG. 1. Static core strain and its effect on the hole spectrum of Ge/Si
core/shell NWs as a function of the relative shell thickness γ. In the
top figure, the nonzero components ǫc⊥ and ǫczz of Eqs. (39) and (40)
are plotted for the parameters in the text. The resulting splitting ∆BP
[Eq. (47), bottom figure] can be as large as ∼30 meV and strongly
affects the low-energetic hole states, as explained in detail in Ref. 16
[wherein δ(γ) = ∆BP(γ)].
where global shifts in energy have again been omitted. As
discussed in Ref. 16, this Hamiltonian has important effects
on the hole spectrum in Ge/Si core/shell NWs, because it de-
termines the splitting ∆ between the ground states |g±〉 and
the first excited states |e±〉 at wave number kz = 0 along
the NW. The subscripts “+” and “−” refer to the spin states,
and we note that the total angular momentum along the wire
is Fz = ∓1/2 for |g±〉, whereas Fz = ±1/2 for |e±〉. The
splitting ∆ = ∆LK + ∆BP comprises a strain-independent term
∆LK ∝ R−2c , which arises from the radial confinement and the
kinetic energy (Luttinger-Kohn Hamiltonian), and the strain-
induced term
∆BP = 〈e±|HcBP |e±〉 − 〈g±|HcBP |g±〉 . (45)
Defining
Λ = 〈e±| J2z |e±〉 − 〈g±| J2z |g±〉 , (46)
one finally obtains
∆BP = bΛ
(
ǫczz − ǫc⊥
)
. (47)
The parameter Λ turns out to be independent of Rc, and using
|g±〉 and |e±〉 of Ref. 16 we find Λ = 0.46 for Ge. That is,
∆BP = ∆BP(γ) is determined by ǫczz − ǫc⊥ and depends only on
the relative shell thickness.
Figure 1 (bottom) shows the dependence of ∆BP on γ for
Ge/Si core/shell NWs. Remarkably, ∆BP can be as large
as 30 meV and exceeds 10 meV at relatively thin shells
(γ & 0.15) already. For comparison, one finds ∆LK ≃
3.0–0.75 meV for typical core radii Rc ≃ 5–10 nm. There-
fore, the splitting ∆ is mostly determined by ∆BP, i.e., by the
6relative shell thickness. The combination of a small ∆LK and
0 ≤ ∆BP(γ) . 30 meV is of great importance not only for
the spectrum in the wire, but also for, e.g., the properties of
hole-spin qubits in NW QDs [12, 16, 27, 32].
IV. PHONONS IN HOMOGENEOUS NANOWIRES
In this section, we recall the calculation of lattice vibra-
tions in homogeneous NWs [39, 40, 48, 49] and provide the
displacement vectors and the core strain for the phonon modes
of lowest energy. The information forms a basis for Sec. V,
where the analysis is extended to the case of core/shell NWs.
A. Equation of motion, ansatz, and boundary conditions
For an isotropic material with density ρ and Lame´ parame-
ters λ and µ, the equations of motion
ρu¨i =
∑
j
∂σi j
∂x j
(48)
can be summarized in the form
ρu¨ = (λ + µ)∇(∇ · u) + µ∇2u, (49)
where
∇ = ex∂x + ey∂y + ez∂z = er∂r + eφ 1
r
∂φ + ez∂z (50)
is the Nabla operator and
∇2 = ∂2x + ∂2y + ∂2z = ∂2r +
1
r
∂r +
1
r2
∂2φ + ∂
2
z (51)
is the Laplacian. In order to find the eigenmodes for the cylin-
drical NW, the displacement vector may be written in terms of
three scalar functions Φη, η ∈ {0, 1, 2}, via [46, 48, 50]
u = ∇Φ0 + ∇ × ezΦ1 + ∇ × (∇ × ezΦ2). (52)
Inserting Eq. (52) into Eq. (49) and exploiting identities such
as ∇ · (∇ ×A) = 0, the resulting equation of motion reads
0 = ∇
(
ρ ¨Φ0 − (2µ + λ)∇2Φ0
)
+ ∇ × ez
(
ρ ¨Φ1 − µ∇2Φ1
)
+∇ ×
[
∇ × ez
(
ρ ¨Φ2 − µ∇2Φ2
)]
. (53)
This equation is therefore satisfied when the scalar functions
obey the wave equations
ρ ¨Φη =
[
µ + δη,0(µ + λ)
]
∇2Φη, (54)
where δη,0 is a Kronecker delta. While these wave equations
are sufficient criteria for the equation of motion to be satisfied,
we note that some special solutions of Eq. (49) can be found
that do not obey Eq. (54). An example is provided below for
the torsional mode. However, we also illustrate that this solu-
tion can be interpreted as the limit of a more general solution
obtained with an ansatz that relies on the above-mentioned
wave equations.
Due to the cylindrical symmetry and the translational in-
variance along the NW axis z (L ≫ radius), the Φη can be
written in the form
Φη = fη(r)ei(qzz+nφ−ωτ), (55)
where qz is the wave number along the wire, n is an integer,
ω is the angular frequency, and τ is the time. Insertion of
Eq. (55) into Eq. (54) results in the differential equation(
∂2r +
1
r
∂r − n
2
r2
− q2z +
ρω2
µ + δη,0(µ + λ)
)
fη(r) = 0 (56)
for the function fη(r). With Jn and Yn as Bessel functions of
the first and second kind, respectively, and with χη,J and χη,Y
as (dimensionful) complex coefficients, the general solution
of this differential equation is
fη(r) = χη,J Jn(κη,Jr) + χη,YYn(κη,Yr), (57)
where
κ2η,J = κ
2
η,Y =
ρω2
µ + δη,0(µ + λ) − q
2
z . (58)
We mention that κη,J and κη,Y need not be identical and may be
chosen arbitrarily, provided that Eq. (58) is satisfied. For ho-
mogeneous NWs considered in this section, χη,Y = 0 because
Yn diverges in the limit r → 0, and so
Φη = χη,J Jn(κη,Jr)ei(qzz+nφ−ωτ). (59)
For given n and qz, the corresponding eigenfrequencies and
coefficients can be determined from the boundary conditions
that we discuss below.
In vector notation, with the three components referring to
er, eφ, and ez, respectively, Eq. (52) reads as
u =
uruφ
uz
 =

∂rΦ0 +
1
r
∂φΦ1 + ∂r∂zΦ2
1
r
∂φΦ0 − ∂rΦ1 + 1r ∂φ∂zΦ2
∂zΦ0 −
(
∂2r +
1
r
∂r +
1
r2
∂2φ
)
Φ2
 . (60)
From Eq. (5) and the equations in Appendix B 3, one finds
σer =
σrrσrφ
σrz
 =

(2µ + λ)∂rur + λ
(
1
r
ur +
1
r
∂φuφ + ∂zuz
)
µ
(
1
r
∂φur − 1r uφ + ∂ruφ
)
µ (∂zur + ∂ruz)

(61)
for the stress related to the radial direction. For a homoge-
neous NW of radius R, the boundary conditions are
σ(R, φ, z)er = 0, (62)
i.e., the stress tensor elements σrr, σrφ, and σrz must vanish
at r = R due to the assumption of a force-free wire surface.
Using the ansatz introduced above, these boundary conditions
can be written in the form
∑
η
χη,JVη =
∑
η
χη,J
Vη,rVη,φVη,z
 = 0, (63)
7where Vη are vectors with components Vη,r, Vη,φ, and Vη,z. The
boundary conditions can only be met in a nontrivial fashion
(i.e., not all χη,J are zero) when the corresponding determinant
vanishes,
det[V0,V1,V2] = det
 V0,r V1,r V2,rV0,φ V1,φ V2,φV0,z V1,z V2,z
 = 0. (64)
For given n and qz, the allowed angular frequencies ω can be
found from this determinantal equation. We note, however,
that a root of Eq. (64) does not necessarily correspond to a
physical solution that describes a phonon mode. The latter
can be found for given n, qz, and ω by calculating the coeffi-
cients χη,J from the set of boundary conditions. One of these
coefficients can be chosen arbitrarily and determines the phase
and amplitude of the lattice vibration. In a quantum mechan-
ical description, this coefficient is finally obtained from the
normalization condition.
There are four types of low-energetic phonon modes in a
NW: one torsional (t; n = 0), one longitudinal (l; n = 0), and
two flexural modes ( f±; n = ±1). These modes are referred
to as gapless, as their angular frequencies ω(qz) and, thus, the
phonon energies ~ω(qz) converge to zero when qz → 0. In the
following, we summarize the dispersion relation, the displace-
ment field, and the strain tensor elements for each of these
modes. We consider the regime of lowest energy, i.e., the
regime of small qz for which an expansion in qzr applies. We
note that the investigated phonon modes are acoustic modes,
as the atoms of a unit cell move in phase, i.e., in the same
direction, in contrast to the out-of-phase movement of opti-
cal phonons where the atoms of a unit cell move in opposite
directions.
B. Torsional mode
We start our summary with a special solution. It can easily
be verified that the displacement [39]
uqzt = cqz tre
i(qzz−ωqztτ)eφ (65)
meets the boundary conditions, as 0 = σrr = σrφ = σrz. The
prefactor cqz t is a dimensionless complex number and may be
chosen arbitrarily. Furthermore, defining angular frequencies
as positive, the equation of motion [Eq. (49)] is satisfied for
ωqz t = vt|qz| =
√
µ
ρ
|qz|. (66)
Due to the displacement along eφ, this mode is referred to as
torsional (t), and vt is the speed of the corresponding sound
wave. From Eq. (60), it can be seen that uqzt of Eq. (65) is
generated via 0 = Φ0 = Φ2 and
Φ1 = −
cqzt
2
r2ei(qzz−ωqztτ). (67)
A special feature of this result compared to the others summa-
rized in this work is that Φ1 does not obey the wave equation,
Eq. (54). Moreover, the presented solution for the torsional
mode in homogeneous NWs is exact and does not require an
expansion in qzr. The only nonzero strain tensor element in
cylindrical coordinates is
ǫφz = i
cqzt
2
qzrei(qzz−ωqztτ), (68)
and we mention that ǫxz = −ǫφz sin φ and ǫyz = ǫφz cosφ in
cartesian coordinates.
In Sec. V B, the torsional mode in core/shell NWs is inves-
tigated with an ansatz based on Bessel functions, for which
Eq. (54) is satisfied. It is therefore worth mentioning that the
special solution for homogeneous NWs is obtained in the limit
of a vanishing shell. We consider 0 = Φ0 = Φ2 and
Φ1 = χ1,J J0(κ1,Jr)ei(qzz−ωτ) (69)
as an ansatz, assuming κ1,J , 0, i.e., ω , |qz|
√
µ/ρ, which may
be due to the presence of a shell. The resulting displacement
function is
u = χ1,Jκ1,J J1(κ1,Jr)ei(qzz−ωτ)eφ, (70)
and we note that 0 = σrr = σrz. The arbitrary coefficient χ1,J
may be written as χ1,J = 2cqzt/κ21,J. Considering κ1,Jr as a
small parameter, expansion yields
u = cqz tr
[
1 + O(κ21,Jr2)
]
ei(qzz−ωτ)eφ (71)
and
σrφ = −µ
cqz t
4
κ21,Jr
2
[
1 + O(κ21,Jr2)
]
ei(qzz−ωτ). (72)
For ω → |qz|
√
µ/ρ, i.e., κ1,J → 0, which corresponds to the
limit of a vanishing shell, one finds that the boundary condi-
tion of a force-free wire surface is fulfilled due to σrφ → 0.
As anticipated, the displacement u converges to the solution
for homogeneous NWs, Eq. (65).
C. Longitudinal mode
The longitudinal and torsional modes in the NW have no
angular dependence, n = 0. In stark contrast to the torsional
mode, however, the longitudinal mode (l) does not lead to dis-
placement along eφ, and so uφ = 0. The boundary condition
σrφ(R, φ, z) = 0 is therefore fulfilled and one may set χ1,J = 0
in the ansatz discussed in Sec. IV A. Analogously to Eq. (64),
the eigenfrequencies ωqz l can be calculated via the determi-
nant of a 2×2 matrix that summarizes the remaining boundary
conditions. Considering angular frequencies as positive, one
finds that the dominant terms of this determinant vanish for
[39, 40, 50]
ωqzl = vl|qz| = vl,0|qz|
[
1 + O(q2z R2)
]
, (73)
vl,0 =
√
Y
ρ
, (74)
8where vl is the corresponding speed of sound. The properties
of the longitudinal and flexural modes can conveniently be
written in terms of Young’s modulus and Poisson’s ratio [see
also Eqs. (3) and (4)]
Y =
µ(2µ + 3λ)
µ + λ
, (75)
ν =
λ
2(µ + λ) . (76)
Introducing the dimensionless cqzl as an arbitrary complex
prefactor, the resulting displacement vector is of the form
uqzl = cqzlR
−iνqzr + O(δ
3)
0
1 + O(δ2)
 ei(qzz−ωqzlτ), (77)
with er , eφ, and ez as the basis vectors. Here and in the re-
mainder of the section, O(δm) refers to higher-order terms of
type qmz Rkrm−k, where k ≥ 0 and m ≥ k are integers. For the
strain tensor elements in cylindrical coordinates, one obtains
ǫrr = −icqzlνqzR
[
1 + O(δ2)
]
ei(qzz−ωqzlτ), (78)
ǫφφ = −icqzlνqzR
[
1 + O(δ2)
]
ei(qzz−ωqzlτ), (79)
ǫzz = icqz lqzR
[
1 + O(δ2)
]
ei(qzz−ωqzlτ), (80)
and 0 = ǫrφ = ǫrz = ǫφz. We note that the corrections to ǫrr and
ǫφφ are not identical. In cartesian coordinates, one therefore
finds nonzero ǫxy, with
ǫxy = icqzl sin(2φ)
ν(1 − 2ν2)
8(1 − ν) q
3
z Rr
2
[
1 + O(δ2)
]
ei(qzz−ωqzlτ).
(81)
The dominant term for ǫxx and ǫyy is the same as that for ǫrr
and ǫφφ, and for completeness we mention that 0 = ǫxz = ǫyz.
D. Flexural modes
The flexural modes, also referred to as bending modes,
comprise displacement in all three dimensions. Furthermore,
the displacement is angular-dependent due to n = ±1. Con-
sidering positive ω, we note that a lattice vibration of type
exp[i(qzz + φ − ωτ)] cannot be written as a linear combina-
tion of those of type exp[i(qzz − φ − ωτ)], as the waves travel
in opposite directions around the NW for fixed z. Therefore,
the flexural modes f+ and f−, which correspond to n = +1
and n = −1, respectively, are independent. Among the gap-
less modes, the flexural ones are the most complicated, and
neither of the χη,J can be set to zero in the ansatz discussed
in Sec. IV A. Solving Eq. (64) yields the parabolic dispersion
relation [39, 40, 50]
ωqz f = ωqz f+ = ωqz f− = ζ f q
2
z = ζ f ,0q
2
z
[
1 + O(δ2)
]
, (82)
ζ f ,0 =
R
2
√
Y
ρ
. (83)
The displacement vectors for f± can be written as
uqz f± = cqz f±R
 ∓i ± O(δ
2)
1 + O(δ2)
∓qzr ± O(δ3)
 ei(qzz±φ−ωqz f τ), (84)
where the components of the vector refer again to the basis
{er, eφ, ez}, and cqz f± are dimensionless complex prefactors.
Introducing the shorthand notation
e(±) = ei(qzz±φ−ωqz f τ) (85)
for convenience, the diagonal strain tensor elements for the
flexural modes f± are
ǫrr = ±icqz f±νq2z Rr
[
1 + O(δ2)
]
e(±), (86)
ǫφφ = ±icqz f±νq2z Rr
[
1 + O(δ2)
]
e(±), (87)
ǫzz = ∓icqz f±q2z Rr
[
1 + O(δ2)
]
e(±), (88)
and the off-diagonal ones are
ǫrφ =
cqz f±
48
[
q4z Rr
(
R2 − r2
)
(1 − 2ν) + O(δ6)
]
e(±), (89)
ǫrz = ±
cqz f±
8
[
q3z R
(
R2 − r2
)
(3 + 2ν) + O(δ5)
]
e(±), (90)
ǫφz = i
cqz f±
8
[
q3z R
(
R2(3 + 2ν) − r2(1 − 2ν)
)
+ O(δ5)
]
e(±).
(91)
From the above equations, it is evident that ǫrφ and ǫrz van-
ish at r = R, consistent with the boundary conditions. The
dominant terms of the strain components in cartesian coordi-
nates may easily be obtained with the relations listed in Ap-
pendix B 2. We note that calculation of ǫxy requires knowledge
of the difference
ǫrr − ǫφφ = ±i
cqz f±
24
[
W1 + O(δ6)
]
e(±), (92)
where we defined
W1 = q4z Rr
[
2r2(1 + ν) − R2(1 − 2ν)
]
. (93)
It is worth mentioning that the listed expressions for displace-
ment and strain do not depend on Young’s modulus, whereas
the dispersion relation does not depend on Poisson’s ratio.
The same feature is seen for the longitudinal mode.
E. Normalization
When quantum mechanical effects of lattice vibrations in
NWs are investigated, such as, e.g., the phonon-mediated de-
cay of spin qubits in NW QDs [12, 49], the amplitudes of
the modes are no longer arbitrary as the phonon field must be
quantized [48]. Defining the time-independent displacement
operator as
u(r) =
∑
qz,s
(
aqz suqzs(r, τ = 0) + H.c.
)
, (94)
9where uqz s = uqz s(r, τ) are the displacement functions dis-
cussed in this section, s ∈ {l, t, f+, f−} indicates the mode, and
“H.c.” stands for the Hermitian conjugate, the normalization
condition for the coefficients cqz s is [51]∫ R
0
drru∗qz s · uqz s =
~
4πLρωqz s
(95)
in the case of homogeneous NWs. The introduced operators
a
†
qz s and aqz s are the creation and annihilation operators for the
phonons, and we mention that
H =
∑
qz ,s
~ωqz s
(
a†qz saqz s +
1
2
)
(96)
is the phonon Hamiltonian. As in Eq. (94), the sum runs over
all mode types s and all wave numbers qz within the first Bril-
louin zone. For details, see Appendix D (wherein uqz s is writ-
ten as cqz suqz s for illustration purposes).
From Eq. (95) and the derived expressions for uqzs, we cal-
culate the normalization condition for the coefficients cqz s in
leading order of qzR. For the torsional, longitudinal, and flex-
ural modes, respectively, one finds
|cqzt |2 =
~
πLR4ρvt |qz|
, (97)
|cqzl|2 =
~
2πLR4ρvl,0|qz|
[
1 + O(δ2)
]
, (98)
|cqz f± |2 =
~
4πLR4ρζ f ,0q2z
[
1 + O(δ2)
]
. (99)
V. PHONONS IN CORE/SHELL NANOWIRES
We now extend the analysis of the previous section to the
more complicated case of core/shell NWs. Considering the
complexity of the system, the resulting formulas are surpris-
ingly simple, and so we believe that our results will prove very
helpful in future investigations that involve acoustic phonons
in core/shell NWs.
A. Ansatz and boundary conditions
We assume pseudomorphic growth and start from a
core/shell NW that is statically strained. The static strain in
the NW was calculated in Sec. III and ensures that the sur-
face is free of forces, that the core-shell interface is coherent,
and that the stress at the interface is continuous. The dynami-
cal displacement field of the lattice vibrations discussed in this
section describes the displacement from this statically strained
configuration. As the lattice mismatch |ǫ0| ≪ 1 is small, the
static and dynamical displacement fields can be considered as
independent and add linearly in good approximation (analo-
gous for the stress and strain) [39].
The dynamical displacement uc,s and the stress tensor σc,s
for core (c; 0 ≤ r ≤ Rc) and shell (s; Rc ≤ r ≤ Rs), respec-
tively, are calculated with the ansatz introduced in Sec. IV A
[46]. Suitable functions Φc,sη are
Φcη = χ
c
η,J Jn(κcη,Jr)ei(qzz+nφ−ωτ), (100)
Φsη =
[
χsη,J Jn(κsη,Jr) + χsη,YYn(κsη,Yr)
]
ei(qzz+nφ−ωτ), (101)
where
(κcη,J)2 =
ρcω
2
µc + δη,0(µc + λc) − q
2
z , (102)
(κsη,J)2 = (κsη,Y)2 =
ρsω
2
µs + δη,0(µs + λs) − q
2
z . (103)
The boundary conditions are the same as for the static strain
and can be summarized as
uc(Rc, φ, z) = us(Rc, φ, z), (104)
σc(Rc, φ, z)er = σs(Rc, φ, z)er, (105)
σs(Rs, φ, z)er = 0. (106)
For given mode type and wave number qz, these boundary
conditions determine the eigenfrequency and the set of coef-
ficients {χc,s
η,J, χ
s
η,Y}. As in the case of homogeneous NWs, one
of the coefficients may be chosen arbitrarily and quantifies
the amplitude and phase of the lattice vibration. Analogous
to Eq. (64), the eigenfrequency can be calculated by solving
a determinantal equation that comprises the boundary condi-
tions (see also Fig. 2).
In order to derive algebraic expressions, we consider again
the regime of lowest energy (small qz) for which an expansion
in qzr applies. In this section, higher-order contributions de-
noted by O(δm) refer to corrections of type qmz R jsRkcrl, where
j, k, l, and m = j + k + l are integers. We note that l < 0 is
allowed in the shell due to the Bessel functions of the second
kind. While we list the dominant terms of the displacement
field for both the core and the shell, the phonon-based strain
tensor is provided in detail for the core only. This is typically
sufficient, as qubit states, for instance, are usually confined
therein.
B. Torsional mode
As expected from symmetry considerations, it turns out
that the main features of the gapless phonon modes remain
unchanged when the NW is surrounded by a shell. For in-
stance, the torsional mode has no angular dependence (n = 0)
and involves displacement along eφ only. Thus, one obtains
0 = χc,s0,J = χ
c,s
2,J = χ
s
0,Y = χ
s
2,Y , and the eigenfrequencyωqz t can
be calculated via the determinant of a 3×3 matrix that contains
the three remaining boundary conditions. We find
ωqz t = vt |qz| = vt,0|qz|
[
1 + O(δ2)
]
, (107)
vt,0 =
√
µcR4c + µs(R4s − R4c)
ρcR4c + ρs(R4s − R4c)
, (108)
and note that vt,0, in fact, is a function of the relative shell
thickness. Defining
γ˚ = γ˜2 + 2γ˜ =
R4s − R4c
R4c
(109)
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FIG. 2. Dispersion relation of gapless phonon modes in Ge/Si
core/shell NWs. Top: The thin red lines are numerically calculated
roots of the determinant that comprises the nine boundary conditions
described in Sec. V A. For the parameters in Appendix A and an as-
sumed core (shell) radius of Rc = 10 nm (Rs = 14 nm), phonons with
gapped spectra were found at ω > 5 × 1011s−1, i.e., ~ω > 0.3 meV.
The dashed black lines correspond to ω = vt,0|qz |, ω = vl,0 |qz |,
and ω = ζ f ,0q2z , respectively, and agree well with the exact result
even at relatively large qz. Bottom: The mode velocities vt,0 [tor-
sional, Eq. (110)], vl,0 [longitudinal, Eq. (116)], and ζ f ,0/Rs [flexural,
Eq. (138)] are plotted as a function of the relative shell thickness γ.
analogously to Eqs. (32) and (33), the mode velocity vt,0 has
the remarkably simple form
vt,0 =
√
µc + µsγ˚
ρc + ρsγ˚
. (110)
The displacement field is
ucqzt = cqz tr
[
1 + O(δ2)
]
ei(qzz−ωqztτ)eφ, (111)
usqzt = cqz tr
[
1 + O(δ2)
]
ei(qzz−ωqztτ)eφ, (112)
i.e., the dominant term for core and shell is the same. The
strain tensor elements for the core are
ǫcrφ =
cqzt
8
[
q2z r
2
(
1 − v2t,0
ρc
µc
)
+ O(δ4)
]
ei(qzz−ωqztτ), (113)
ǫcφz = i
cqz t
2
[
qzr + O(δ3)
]
ei(qzz−ωqztτ), (114)
and 0 = ǫcrr = ǫcφφ = ǫczz = ǫcrz. We emphasize that ǫcrφ is
nonzero, in stark contrast to ǫrφ in homogeneous NWs. The
strain components in cartesian coordinates, among which only
ǫczz is zero, can be calculated with the above-mentioned ǫcrφ and
ǫcφz and the relations in Appendix B 2.
In Fig. 2 (top), we illustrate that the derived formula for
the velocity vt,0 is consistent with exact, numerical solutions
of the underlying model (Sec. V A). This also holds for the
FIG. 3. Radial dependence of the displacement field (top) and core
strain (bottom) in cylindrical coordinates due to the torsional phonon
mode in a Ge/Si NW with core radius Rc = 10 nm and shell radius
Rs = 14 nm. Thin red lines correspond to the exact, numerical so-
lution of the ansatz described in Sec. V A, while dashed black lines
are calculated with the algebraic expressions listed in Sec. V B. Be-
sides the parameters for Ge and Si in the text (see also Appendix A),
we use cqz t = 0.01 and qz = 0.2/Rs. The global phase factor
exp[i(qzz−ωqztτ)] is set to 1. Excellent agreement between the exact
and approximate solutions is found even when qz is relatively large.
We note that 0 = ur = uz and 0 = ǫcrr = ǫcφφ = ǫczz = ǫcrz.
dispersion relation of the longitudinal and flexural modes that
we investigate next. The dependence of the different phonon
velocities on the relative shell thickness of a Ge/Si core/shell
NW is shown in Fig. 2 (bottom). A comparison between exact
results and the above-listed expressions for the displacement
and strain caused by torsional lattice vibrations is provided in
Fig. 3.
C. Longitudinal mode
In the ansatz for the longitudinal mode, we set n = 0 and
0 = χc,s1,J = χ
s
1,Y . From the boundary conditions, we obtain
ωqz l = vl|qz| = vl,0|qz|
[
1 + O(δ2)
]
, (115)
vl,0 =
√
YcG0 + YsG1γ˜2 + YcG2γ˜
(G0 +G1γ˜)(ρc + ρsγ˜) , (116)
where we introduced
G0 = 2Yc(1 − ν2s ), (117)
G1 = Yc(1 + νs) + Ys(1 − νc − 2ν2c), (118)
G2 = Yc(1 + νs) + Ys(3 − νc − 4νcνs) (119)
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FIG. 4. Comparison between exact results and derived formulas for
the longitudinal phonon mode, analogous to Fig. 3. Good agreement
is found for all components at qz = 0.2/Rs assumed here, and the
quality of the approximation increases with decreasing |qz |. The lon-
gitudinal mode features uφ = 0 and 0 = ǫcrφ = ǫcφz. For details, see
Sec. V C.
for convenience. The resulting displacement field uqzl is
ucqzl = cqzlRs
−i
νcG0+G3γ˜
G0+G1 γ˜ qzr + O(δ3)
0
1 + O(δ2)
 ei(qzz−ωqzlτ) (120)
within the core and
usqzl = cqzlRs

−i
[
(G4+νsG1 γ˜)qzr
G0+G1 γ˜ +
G5qzR2s
(G0+G1 γ˜)r
]
+ O(δ3)
0
1 + O(δ2)
 ei(qzz−ωqzlτ)
(121)
within the shell, where
G3 = Yc(1 + νs)νc + Ys(1 − νc − 2ν2c)νs, (122)
G4 = Yc(1 + νs)(νc + νs − 2νcνs), (123)
G5 = Yc(1 + νs)(νc − νs). (124)
An example based on Ge/Si NWs for the displacement and
the strain discussed below is shown in Fig. 4, where we also
provide a comparison with the exact solution.
The diagonal strain tensor elements for the core are similar
to those for homogeneous NWs,
ǫcrr = −icqzl
νcG0 +G3γ˜
G0 +G1γ˜
qzRs
[
1 + O(δ2)
]
ei(qzz−ωqzlτ), (125)
ǫcφφ = −icqzl
νcG0 +G3γ˜
G0 +G1γ˜
qzRs
[
1 + O(δ2)
]
ei(qzz−ωqzlτ), (126)
ǫczz = icqzlqzRs
[
1 + O(δ2)
]
ei(qzz−ωqzlτ). (127)
Furthermore, we note that 0 = ǫcrφ = ǫcφz as the longitudinal
mode is independent of φ and does not provide displacement
along eφ. In stark contrast to homogeneous NWs, however,
we find nonzero ǫcrz,
ǫcrz = cqzl(1 + νc)q2z Rsr
[
1 + O(δ2)
]
ei(qzz−ωqzlτ)
×Yc(G0ρs −G6ρc )˜γ + (YcG7ρs − YsG1ρc )˜γ
2
2Yc(G0 +G1γ˜)(ρc + ρsγ˜) , (128)
with
G6 = 2Ys(1 − νcνs), (129)
G7 = Yc(1 + νs) + Ys(1 − νc − 2νcνs). (130)
The dominant term for ǫcrr and ǫcφφ is identical to that for
ǫcxx and ǫcyy, and the off-diagonal strain components in carte-
sian coordinates may be calculated via ǫcxz = ǫcrz cosφ, ǫcyz =
ǫcrz sinφ, and ǫcxy = (ǫcrr − ǫcφφ) sinφ cosφ. The resulting for-
mula for ǫcxy involves higher-order corrections to ǫcrr and ǫcφφ
and is too lengthy to be displayed here in its entirety. Never-
theless, we provide an approximation that applies to the case
of a very thin shell (˜γ ≪ 1),
ǫcxy ≃ icqzl sin(2φ)q3zRsr2
[
1 + O(δ2)
]
ei(qzz−ωqzlτ)
×
[
νc(1 − 2ν2c)
8(1 − νc) +
γ˜(1 + νc)
16(1 − νc)
(
G8
G0
− ρ
′
ρc
)]
. (131)
In the opposite limit of a very thick shell, we find
lim
γ→∞
ǫcxy = icqzl sin(2φ)q3z Rsr2
[
1 + O(δ2)
]
ei(qzz−ωqzlτ)
× 1
16G1
(
Ys(1 + νc)ρc
Yc(1 − νc)ρs G9 −G10
)
. (132)
In Eq. (131),
G8 = 2Ys
[
1 + νs + νc(1 − 3νs)
+2ν2c(2νc − 1)(3νs + 1) − 8ν4c
]
(133)
and
ρ′ = ρs(1 + 2νc − 4ν2c), (134)
while
G9 = Yc(1 + 2νc − 4ν2c)(1 + νs)
+Ys(1 − νc − 2ν2c)(1 + 2νs − 4νcνs), (135)
G10 = Yc(1 + 2νc)(1 + νs) + Ys(1 + νc)(1 − 4νcνs) (136)
in Eq. (132).
D. Flexural modes
The calculation for the flexural modes in core/shell NWs is
most complicated as neither of the coefficients χc,s
η,J and χsη,Y is
zero. Furthermore, the flexural modes have an angular depen-
dence due to n = ±1. Despite this complexity, the resulting
formulas are relatively simple and can be written in a compact
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form. By solving the determinantal equation that comprises
the nine boundary conditions, we find the dispersion relation
ωqz f = ωqz f+ = ωqz f− = ζ f q
2
z = ζ f ,0q
2
z
[
1 + O(δ2)
]
, (137)
ζ f ,0 =
Rs
2
√
YcK0 + YsK1γ˚2 + YcK2γ˚
(1 + γ˜)(K0 + K1γ˚)(ρc + ρsγ˜) , (138)
where
K0 = 4Yc(1 − ν2s ), (139)
K1 = Yc(1 + νs) + Ys(3 − νc − 4ν2c), (140)
K2 = Yc(1 + νs) + Ys(7 − νc − 8νcνs), (141)
and γ˚ = γ˜2+2γ˜ has been introduced in Eq. (109). We note that
Rs/
√
1 + γ˜ = Rs/(1 + γ) = Rc in the expression for ζ f ,0 may
be substituted by the core radius. Remarkably, the dominant
terms of the displacement field in both core and shell turn out
to be equivalent to those for a homogeneous NW. Referring
again to the basis vectors er, eφ, and ez, we obtain
ucqz f± = cqz f±Rs
 ∓i ± O(δ
2)
1 + O(δ2)
∓qzr ± O(δ3)
 e(±) (142)
for the core, and the formally identical result
usqz f± = cqz f±Rs
 ∓i ± O(δ
2)
1 + O(δ2)
∓qzr ± O(δ3)
 e(±) (143)
for the shell. The shorthand notation e(±) for the phase factor
has been introduced in Eq. (85).
With the definitions
K3 = Yc(1 + νs)νc + Ys(1 + νc)(νs + 2νc − 4νcνs), (144)
K4 = Yc(1 + νs)νc + Ys(3 − νc − 4ν2c)νs, (145)
the diagonal core strain components due to the flexural modes
f± are
ǫcrr = ±icqz f±
νcK0 + K3γ˚
K0 + K1γ˚
q2z Rsr
[
1 + O(δ2)
]
e(±), (146)
ǫcφφ = ±icqz f±
νcK0 + K4γ˚
K0 + K1γ˚
q2z Rsr
[
1 + O(δ2)
]
e(±), (147)
ǫczz = ∓icqz f±q2z Rsr
[
1 + O(δ2)
]
e(±). (148)
Thus, in contrast to the case of homogeneous NWs, the
leading-order terms for ǫcrr and ǫcφφ differ when Poisson’s ra-
tios νc and νs are different,
ǫcrr − ǫcφφ = ±icqz f±
[
2Ys(1 + νc)(νc − νs)γ˚
K0 + K1γ˚
q2z Rsr + O(δ4)
]
e(±).
(149)
Similarly, the off-diagonal strain tensor element
ǫcrφ = cqz f±
[
Ys(1 + νc)(νs − νc)γ˚
K0 + K1γ˚
q2z Rsr + O(δ4)
]
e(±) (150)
FIG. 5. Comparison between exact and approximate solutions for a
flexural phonon mode (n = 1), analogous to Figs. 3 and 4. Assum-
ing again qz = 0.2/Rs, the top and middle figures exhibit very good
agreement for the displacement and the diagonal strain components,
respectively. In the bottom figure, ǫcrz and ǫcφz are well approximated
by Eqs. (157) and (158) (dashed black lines, γ˜ → ∞). Equations
(151) and (152) (not plotted, γ˜ ≪ 1) yield a slightly worse but still
good approximation. We note that the quantitative agreement can be
improved by taking γ˜ ∼ 1 of the studied NW fully into account in
the terms of order cqz f±O(δ3) (thin dotted lines for ǫcrz and ǫcφz, expres-
sions too lengthy for text). For ǫcrφ , the observed deviation between
Eq. (150) (dashed black line) and the exact result decreases rapidly
with decreasing |qz |, as expected. We illustrate that corrections of or-
der cqz f±O(δ4) become important in the considered example by taking
them into account (thin dotted line for ǫcrφ, expressions too long for
text). For details, see Sec. V D.
exhibits a new term that vanishes in homogeneous NWs or
when νc = νs. The expressions for ǫcrz and ǫcφz are rather
lengthy and therefore cannot be provided here completely.
When γ˜ ≪ 1, they are well approximated by
ǫcrz ≃ ±cqz f±qzRse(±) (151)
×
[
q2z
(R2s − r2)ν′
8 + γ˜q
2
z
R2s K5 + r2K6
2K0
+ O(δ4)
]
,
ǫcφz ≃ icqz f±qzRse(±) (152)
×
[
q2z
R2sν′ − r2(1 − 2νc)
8 + γ˜q
2
z
R2s K5 + r2K7
2K0
+ O(δ4)
]
,
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where
K5 = Ys(1 + νc)(3 − νs + 4ν2c − 6νcνs)
−Yc(3 + 2νc)(1 − ν2s ) (153)
and
K6 = 2Ys(1 + 3νc + 2ν2c)(νs − νc), (154)
K7 = 2Ys(3 + νc − 2ν2c)(νs − νc), (155)
ν′ = 3 + 2νc. (156)
In the opposite regime, i.e., γ˜ ≫ 1, the results for ǫcrz and ǫcφz
converge to
lim
γ→∞
ǫcrz = ±cqz f±
[
q3z Rs
(
R2s K8
8K9
− r
2K10
8K1
)
+ O(δ5)
]
e(±), (157)
lim
γ→∞
ǫcφz = icqz f±
[
q3z Rs
(
R2s K8
8K9
− r
2K11
8K1
)
+ O(δ5)
]
e(±), (158)
where we defined
K8 = 2Ys(1 + νc)(3 + 2νs), (159)
K9 = Yc(1 + νs) + Ys(1 + νc), (160)
and
K10 = Yc(3 + 2νc)(1 + νs)
+Ys(1 + νc)(9 − 2νc − 4νs − 8νcνs), (161)
K11 = Yc(1 − 2νc)(1 + νs)
+Ys(1 + νc)(3 + 2νc − 12νs + 8νcνs). (162)
The strain tensor elements in cartesian coordinates may again
be calculated with the relations listed in Appendix B 2. The
radial dependence of the displacement field and the core strain
of a flexural lattice vibration is plotted in Fig. 5, confirming
that our formulas are consistent with exact solutions.
As mentioned before, the new terms in Eqs. (149) and (150)
vanish when Rs → Rc or νs → νc. Therefore, the higher-
order contributions of order cqz f±O(δ4) may become important
for the calculation of ǫcrφ and ǫcxy, particularly when qzRs is
rather large and γ and νs − νc are small [see also Fig. 5 (bot-
tom)]. The expressions for these higher-order corrections in
core/shell NWs are too lengthy to be displayed here. How-
ever, if needed, they can be approximated via the formulas
that we provide in Eqs. (89) and (92) for homogeneous NWs.
E. Normalization
The normalization condition of Eq. (95) applies only to the
special case of homogeneous NWs with cylindrical symmetry.
In the more general case of cylindrically symmetric core/shell
and core/multishell NWs, the normalization condition reads∫ Rtot
0
drrρ(r)u∗qz s · uqzs =
~
4πLωqz s
, (163)
where ρ(r) is the radially dependent density, s ∈ {l, t, f+, f−} is
the mode type, and Rtot is the total radius of the NW, i.e., the
radius of the outermost shell. Considering core/shell NWs, we
therefore obtain the normalization conditions
|cqzt |2 =
~(1 + γ˚)
πLR4s(ρc + ρsγ˚)vt,0|qz|
[
1 + O(δ2)
]
, (164)
|cqzl|2 =
~(1 + γ˜)
2πLR4s(ρc + ρsγ˜)vl,0|qz|
[
1 + O(δ2)
]
, (165)
|cqz f± |2 =
~(1 + γ˜)
4πLR4s(ρc + ρsγ˜)ζ f ,0q2z
[
1 + O(δ2)
]
(166)
for the coefficients of the phonons investigated in this section.
Details about the derivation of Eq. (163) are provided in Ap-
pendixes C and D.
F. Limits of vanishing and infinite shell
Our results for phonons in core/shell NWs are fully con-
sistent with those in Sec. IV for homogeneous NWs. For in-
stance, when Rs → Rc, i.e., γ → 0, the expressions for the
mode velocities and for the displacement and strain in the core
converge exactly to those for a homogeneous wire made of the
core material. Analogously, it can easily be verified that the
dispersion relations and the shell displacement (also the shell
strain, not shown) match those of a bare wire made of the shell
material in the limit γ → ∞.
VI. CONCLUSIONS
In conclusion, we have derived a comprehensive list of al-
gebraic expressions that describe the static strain and the low-
energy phonons in core/shell NWs. We take all stress and
strain tensor elements into account, allow for arbitrary core
and shell radii, and consider the elastic properties of the in-
volved materials as independent. While the common approx-
imation νc = νs for Poisson’s ratio in core and shell is often
justified, we find that possibly important terms are ignored
with this assumption [see, e.g., Eq. (150)].
We have investigated the resulting strain field for both
the static and dynamical lattice displacement in great detail.
Among other things, knowledge of the strain tensor elements
is important for analyzing electron and hole spectra [15, 43]
and for studies that involve electron- and hole-phonon inter-
actions [48, 52, 53]. As seen in the example of Ge/Si NWs
(Sec. III C), the shell-induced strain can affect the carrier spec-
trum substantially [16]. Furthermore, we have shown that the
presence of a shell leads to additional, phonon-based strain
components within the core that are absent in homogeneous
NWs. Although the elements of the stress tensor are not listed
in this work explicitly, they can directly be obtained via the
stress-strain relations in Eqs. (2) and (5).
Given pseudomorphic growth, the dominant source of error
in our model is certainly the assumption of isotropic materials
(c11 = c12 + 2c44). Taking anisotropies exactly into account,
however, is usually not possible without extensive numerical
simulations [5, 17, 18] and, moreover, leads only to quanti-
tative rather than qualitative corrections in most applications
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(see also Sec. III B). We are therefore convinced that the re-
sults of our work will be very useful for future studies based
on core/shell NWs.
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Appendix A: Parameters for Ge/Si core/shell nanowires
In this appendix, we summarize the most important param-
eters used in the calculations for Ge/Si core/shell nanowires
(NWs). The lattice constants of the core (c, Ge) and shell
(s, Si) material are ac = 5.66 Å and as = 5.43 Å [43, 44].
The densities are ρc = 5.32 g/cm3 and ρs = 2.33 g/cm3
[39, 44]. As explained below, the Lame´ parameters are ap-
proximately λc = 39.8 × 109 N/m2, µc = 55.6 × 109 N/m2,
λs = 54.5 × 109 N/m2, and µs = 67.5 × 109 N/m2.
The elastic stiffness coefficients, taken from Ref. 39 and
listed here in units of 109 N/m2, are cc11 = 129, c
c
12 = 48, c
c
44 =
67.1, cs11 = 165, c
s
12 = 64, and c
s
44 = 79.2. We note that the
numbers agree very well with those provided, e.g., in Ref. 44.
Introducing p ∈ {c, s} for convenience and following Ref. 38,
we approximate these stiffness coefficients by c˜p11, c˜
p
12, and
c˜
p
44, respectively, such that the conditions c˜
p
11 = c˜
p
12 + 2c˜
p
44
for isotropic media are fulfilled. When the relative deviations
of the three coefficients for a material are chosen to be the
same, this approximation yields a relative deviation from the
original values of 17.1% in Ge and 14.8% in Si. The results
are c˜c12 = 39.8, c˜
c
44 = 55.6, c˜s12 = 54.5, and c˜s44 = 67.5, leading
to the above-mentioned Lame´ parameters due to c˜p12 = λp and
c˜
p
44 = µp.
Appendix B: Coordinate systems for stress and strain
1. Cartesian and cylindrical coordinates
We mainly consider two different coordinate systems in this
work. In the case of cartesian coordinates (x, y, z), a position
r is described by
r = xex + yey + zez. (B1)
The z axis coincides with the symmetry axis of the NW, and
ex, ey, and ez = ex × ey are the orthonormal basis vectors
pointing along the axes indicated by subscripts. In cylindrical
coordinates (r, φ, z), we write
r = rer + zez, (B2)
with
x = r cosφ, (B3)
y = r sinφ, (B4)
and so the z axis is the same for both coordinate systems. We
use
r =
√
x2 + y2 (B5)
throughout this work in order to avoid confusion with the den-
sity ρ. Therefore, r , |r|. The unit vectors
er = ex cos φ + ey sin φ, (B6)
eφ = −ex sin φ + ey cos φ (B7)
point in the radial and azimuthal direction, respectively, and
we note that {er, eφ, ez} forms again a right-handed, orthonor-
mal basis.
2. Transformation of second rank tensors
In the following, we recall how the strain and stress tensors
transform under a change of basis and summarize the relations
between the tensor elements in cartesian and cylindrical coor-
dinates. The chosen notation is similar to the one in Ref. 39.
We consider two coordinate systems Σ and Σ′ with basis
vectors ei and e′i , respectively, which are related via
e′j =
∑
i
Ri jei. (B8)
Given the two sets of basis vectors, an arbitrary vector a can
be written as
a =
∑
i
aiei =
∑
i
a′ie
′
i , (B9)
where ai (a′i) are the coefficients in Σ (Σ′). Inserting Eq. (B8)
into Eq. (B9) yields
a j =
∑
i
R jia′i . (B10)
These linear relations between the coefficients of a can con-
veniently be written as (considering three dimensions)a1a2
a3
 = R
a
′
1
a′2
a′3
 , (B11)
where the matrix
R =
R11 R12 R13R21 R22 R23R31 R32 R33
 (B12)
comprises the elements Ri j introduced in Eq. (B8). Since the
basis vectors of Σ and Σ′, respectively, are orthonormal, one
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finds RTR = 1 = RRT, and so the transposed matrix RT corre-
sponds to the inverse operation, i.e., RT = R−1. Consequently,
the inverse relations between the coefficients ai and a′i reada
′
1
a′2
a′3
 = RT
a1a2
a3
 , (B13)
which is equivalent to
a′j =
∑
i
Ri jai. (B14)
The transformation rules for second rank tensors, such
as stress and strain, can easily be found with the above-
mentioned equations, keeping in mind that the result of a ten-
sor acting on some vector a must be independent of the co-
ordinate system. When the matrices T ′ and T , respectively,
contain the tensor elements T ′i j and Ti j for the primed and un-
primed basis, the relations between these tensor elements are
given in matrix form by
T ′ = RTTR, (B15)
with R as shown in Eq. (B12). An intuitive proof for this re-
sult is obtained by applying the left- and right-hand side to
a column vector with coefficients a′i . As this column vector
corresponds exactly to the representation of a in Σ′, and anal-
ogously for the matrix T ′ representing the tensor, the left-hand
side yields a column vector whose coefficients b′i describe the
result of the operation “tensor on a” in the primed basis. On
the right-hand side, the matrix R transfers the coefficients a′i
of the column vector into ai. Next, applying T yields the re-
sulting coefficients of “tensor on a” in the unprimed basis. Fi-
nally, RT replaces these coefficients bi by those in Σ′, i.e., by
b′i . The equality of left- and right-hand side holds for arbitrary
a′i , and so Eq. (B15) applies. Analogously,
T = RT ′RT. (B16)
We note that the results are equivalent to
T ′mn =
∑
i j
RimR jnTi j, (B17)
Tmn =
∑
i j
RmiRn jT ′i j. (B18)
Considering the cartesian and cylindrical coordinate sys-
tems introduced in Appendix B 1 as Σ and Σ′, respectively,
the matrix R is
R =
cosφ − sinφ 0sin φ cosφ 00 0 1
 . (B19)
Thus, exploiting Eq. (B15), the relations between the strain
tensor elements in the two coordinate systems are
ǫrr = ǫxx cos
2 φ + ǫyy sin2 φ + ǫxy sin(2φ), (B20)
ǫφφ = ǫxx sin2 φ + ǫyy cos2 φ − ǫxy sin(2φ), (B21)
ǫrφ = ǫxy cos(2φ) + (ǫyy − ǫxx) sinφ cosφ, (B22)
ǫrz = ǫxz cos φ + ǫyz sin φ, (B23)
ǫφz = ǫyz cos φ − ǫxz sin φ, (B24)
where we made use of ǫi j = ǫ ji and the trigonometric identities
cos(2φ) = cos2 φ − sin2 φ and sin(2φ) = 2 sinφ cosφ. The
element ǫzz is the same in both coordinate systems, and the
inverse relations
ǫxx = ǫrr cos
2 φ + ǫφφ sin2 φ − ǫrφ sin(2φ), (B25)
ǫyy = ǫrr sin2 φ + ǫφφ cos2 φ + ǫrφ sin(2φ), (B26)
ǫxy = ǫrφ cos(2φ) + (ǫrr − ǫφφ) sinφ cosφ, (B27)
ǫxz = ǫrz cosφ − ǫφz sinφ, (B28)
ǫyz = ǫφz cosφ + ǫrz sinφ (B29)
can be derived from Eq. (B16). The above-listed equations
apply analogously to the stress tensor elements σi j, of course.
3. Strain in cylindrical coordinates
In cylindrical coordinates, the relations between the dis-
placement field
u = urer + uφeφ + uzez (B30)
and the strain tensor elements ǫi j are nontrivial, since the basis
vectors er and eφ depend on the angle φ. Based on Eqs. (B6)
and (B7), one finds
∂φer = eφ, (B31)
∂φeφ = −er. (B32)
Consequently,
∂ru = er∂rur + eφ∂ruφ + ez∂ruz, (B33)
1
r
∂φu = er
∂φur − uφ
r
+ eφ
∂φuφ + ur
r
+ ez
∂φuz
r
, (B34)
∂zu = er∂zur + eφ∂zuφ + ez∂zuz. (B35)
With
ǫi j =
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)
(B36)
as introduced in Sec. II of the main text, this yields [40]
ǫrr = ∂rur, (B37)
ǫφφ =
∂φuφ + ur
r
, (B38)
ǫzz = ∂zuz (B39)
for the diagonal elements, and
ǫrφ =
1
2
(
∂φur − uφ
r
+ ∂ruφ
)
, (B40)
ǫrz =
1
2
(∂zur + ∂ruz) , (B41)
ǫφz =
1
2
(
∂zuφ +
∂φuz
r
)
(B42)
for the off-diagonal elements.
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Appendix C: Phonons in bulk
In this appendix, we recall the theoretical description of
acoustic phonons in bulk material. The formulas and results
form the basis for Appendix D, where we derive the normal-
ization condition for phonons in core/shell and core/multishell
NWs.
1. Plane waves and classical lattice vibrations
We start from the dynamical equation of motion in an
isotropic material [39, 40, 53],
ρu¨ = (λ + µ)∇(∇ · u) + µ∇2u, (C1)
which is equivalent to
ρu¨i =
∑
j
∂σi j
∂x j
. (C2)
The introduced ∇ is the Nabla operator, and ∇2 is the Lapla-
cian. In bulk, where ρ, λ, and µ are constants, the elementary
solutions of Eq. (C1) are longitudinal (l) and transverse (t1, t2)
plane waves with wave vectors q,
u±ql ∝ eqlei(q·r±ωqlτ), (C3)
u±qt1 ∝ eqt1 ei(q·r±ωqt1τ), (C4)
u±qt2 ∝ eqt2 ei(q·r±ωqt2τ), (C5)
where the unit vectors eql = q/q, eqt1 ⊥ eql, and eqt2 = eql ×
eqt1 provide the polarizations and τ is the time. The dispersion
relations between q = |q| and the angular frequencies ωql and
ωqt = ωqt1 = ωqt2 are
ωql =
√
λ + 2µ
ρ
q = vlq, (C6)
ωqt =
√
µ
ρ
q = vtq, (C7)
respectively, where vl (vt) is the speed of sound for longi-
tudinal (transverse) polarization. Assuming periodic bound-
ary conditions and a rectangular sample of length Lx, width
Ly, and height Lz, the N = V/a3 allowed values of q =
qxex + qyey + qzez within the first Brillouin zone are given
by
qκ ∈
{
−π
a
,−π
a
+
2π
Lκ
, · · · , π
a
− 2π
Lκ
}
, (C8)
qκ ∈
{
−π
a
+
π
Lκ
,−π
a
+
3π
Lκ
, · · · , π
a
− π
Lκ
}
(C9)
for even or odd Lκ/a, respectively, where κ ∈ {x, y, z}, V =
LxLyLz is the sample volume, and a is the lattice constant of
the material.
Classically, an arbitrary acoustic lattice vibration in bulk is
described by the displacement function
u(r, τ) =
∑
q,s
eqs
(
cqse
i(q·r−ωqsτ) + c.c.
)
, (C10)
which corresponds to the most general, real-valued solution
to Eq. (C1) that fulfills the boundary conditions. The abbre-
viation “c.c.” stands for the complex conjugate, and the sum-
mation runs over all wave vectors q within the first Brillouin
zone and the three mode types s ∈ {l, t1, t2}. The real and
imaginary parts of the complex coefficients cqs (units: length)
can be chosen according to the initial conditions, and we note
that the 6V/a3 free parameters in Eq. (C10) are sufficient to
set the initial positions and velocities of all N = V/a3 lattice
sites in the sample. Equation (C10) yields the time derivatives
u˙(r, τ) = −i
∑
q,s
ωqseqs
(
cqse
i(q·r−ωqsτ) − c.c.
)
, (C11)
u¨(r, τ) = −
∑
q,s
ω2qseqs
(
cqse
i(q·r−ωqsτ) + c.c.
)
, (C12)
which serve as input functions for the Hamiltonian that we
discuss next.
2. Hamiltonian
In the continuum limit, the total energy of a lattice vibration
comprises the kinetic energy
Ekin =
1
2
∫
V
d3rρu˙2 (C13)
and the elastic energy
U =
1
2
∑
i, j
∫
V
d3rσi jǫi j, (C14)
where we note that the density ρ and the Lame´ parameters λ
and µ depend on r in the general case. Integrating Eq. (C14)
by parts and exploiting σi j = σ ji and Eq. (C2), one finds that
the elastic energy can be rewritten as
U = −1
2
∫
V
d3rρu · u¨. (C15)
We omitted here the surface terms that arise from the integra-
tion by parts as these terms vanish in most cases due to the
boundary conditions. For instance, considering the previously
introduced, rectangular sample centered at the origin, it can
directly be seen that the surface terms, which are of type[
σi jui
]x j=L j/2
x j=−L j/2
, (C16)
are zero both for periodic boundary conditions and for force-
free sample surfaces. In the above example of the rectangular
sample, the axes {1,2,3} correspond to {x, y, z}. We also ver-
ified that the surface terms vanish for the system discussed
in Appendix D, i.e., for a cylindrically symmetric NW with
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a force-free surface perpendicular to the radial direction and
periodic boundary conditions at the longitudinal ends. The
resulting Hamiltonian
H = Ekin + U (C17)
in the continuum limit reads
H =
1
2
∫
V
d3rρ (u˙ · u˙ − u · u¨) . (C18)
With
m(R) = ρa3|r=R (C19)
as the mass of the lattice site at position R (comprising the
masses of all atoms in the corresponding unit cell), the dis-
cretized version of H is
H =
1
2
∑
r=R
m (u˙ · u˙ − u · u¨) , (C20)
where the sum runs over all lattice vectors R in the material,
i.e., over all lattice sites.
We note in passing that insertion of Eqs. (C10) to (C12) of
Appendix C 1 into Eq. (C18) or (C20) yields
H = 2ρV
∑
q,s
|cqs|2ω2qs, (C21)
which corresponds to the total energy of a classical acoustic
lattice vibration in bulk.
3. Quantization
a. Generalized coordinates and momenta
Before quantizing the phonon field, we demonstrate that
u j(R) and
p j(R) = m(R)u˙ j(R) (C22)
correspond to the generalized coordinates and momenta of the
lattice vibrations investigated here. The subscript j refers to
the three spatial directions and, as introduced before,R can be
any of the N lattice vectors of the material. Using the results
of Appendix C 2 and the Hamiltonian of Eq. (C20), one finds
L =
∑
R, j
p j(R)u˙ j(R) − H
=
1
2
∑
R
m (u˙ · u˙ + u · u¨) = Ekin − U, (C23)
and so L indeed is the Lagrangian of the system. We note that
∂L
∂u˙ j(R) = p j(R) (C24)
can easily be verified, since terms of type u·u¨ are independent
of u˙ j [see also Eqs. (C1) and (C2)]. Furthermore, as outlined
below, one can prove that Hamilton’s equations of motion are
fulfilled, leaving no doubt about u j(R) and p j(R) being gen-
eralized coordinates and momenta.
Equations (C1) and (C2) illustrate that u¨ can be obtained
from the displacement field u via spatial derivatives. Due to
the linear dependence, one may write [53]∑
R
u(R) · m(R)u¨(R) = U · DU
=
∑
R, j
u j(R)
∑
R′ , j′
DR, j,R′, j′u j′(R′), (C25)
where U is a 3N-dimensional vector that comprises all u j(R),
and D is a 3N×3N matrix whose matrix elements DR, j,R′, j′
do not depend on U . An important relation evident from
Eq. (C25) is∑
R′ , j′
DR, j,R′, j′u j′(R′) = m(R)u¨ j(R) = p˙ j(R). (C26)
Furthermore, the matrix D must be Hermitian since U · DU
is part of the Hamiltonian, and so
DR, j,R′, j′ = DR′ , j′,R, j, (C27)
i.e., D = DT. We note in passing that the term U · DU and
the property D = DT apply to the case of real-valued U and
D considered here. More generally, with the complex conju-
gate denoted by an asterisk (∗) and the Hermitian conjugate
denoted by a dagger (†), they correspond to U ∗ · DU and
D = D†, respectively, and so DR, j,R′, j′ = D∗R′ , j′,R, j. Inserting
Eq. (C25) into Eq. (C20) yields the Hamiltonian
H =
1
2
∑
R, j
m(R)u˙2j(R) −
1
2
U · DU , (C28)
from which one finds
− ∂H
∂u j(R) = p˙ j(R) (C29)
by exploiting Eqs. (C26) and (C27). Similarly,
∂H
∂p j(R) = u˙ j(R) (C30)
can easily be verified with Eqs. (C22) and (C28).
b. Operators for phonons in bulk
Having identified u j(R) and p j(R) as the generalized coor-
dinates and momenta, we now promote them to operators and
refer, e.g., to Ref. 54 for further details about the information
summarized in this appendix. For the quantum mechanical de-
scription of u j(R) and p j(R), we introduce the bosonic ladder
operators a†qs and aqs, which obey the commutation relations[
aqs, a
†
q′s′
]
= δq,q′δs,s′ , (C31)[
a†qs, a
†
q′s′
]
= 0 =
[
aqs, aq′s′
]
, (C32)
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with δq,q′ and δs,s′ as Kronecker deltas and [A, B] = AB −
BA. We anticipate at this stage that the operators a†qs and aqs
generate and annihilate, respectively, a phonon of mode s with
wave vector q. Based on Eqs. (C10) and (C11), a reasonable
ansatz for the operators u j(R) and p j(R) is
u(R) =
∑
q,s
eqs
(
cqsaqse
iq·R + H.c.
)
, (C33)
u˙(R) = p(R)
m
= −i
∑
q,s
ωqseqs
(
cqsaqse
iq·R − H.c.
)
, (C34)
where u(R) = ∑ j e ju j(R), and analogous for the vector op-
erators p(R) and u˙(R). The Hermitian conjugate is denoted
by “H.c.”. As we analyze here the case of bulk material, the
mass m(R) = m is independent of the lattice site.
The introduced operators u j(R) and p j(R) need to meet a
list of criteria. Of course, they must be Hermitian, which ob-
viously is fulfilled. Moreover, they need to obey the canonical
commutation relations[
u j(R), p j′(R′)
]
= i~δ j, j′δR,R′ , (C35)[
u j(R), u j′(R′)
]
= 0 =
[
p j(R), p j′(R′)
]
. (C36)
Exploiting, among other things, the identity∑
q
eiq·(R−R
′) = NδR,R′ (C37)
and the properties of eqs, particularly∑
s
(eqs) j(eqs) j′ = δ j, j′ (C38)
due to their orthonormality, one finds that all canonical com-
mutation relations apply when
|cqs|2 =
~
2mNωqs
. (C39)
We note that mN = ρa3N = ρV is the mass of the sample.
The above-mentioned expressions for u j(R) and p j(R), how-
ever, are not the only ones that meet the criteria discussed so
far. For instance, it is obvious that the canonical commu-
tation relations also apply when u j(R) → u j(R)F j(R) and
p j(R) → p j(R)/F j(R), where F j(R) is an arbitrary factor
that is chosen real in order to preserve Hermiticity. Thus,
an important criterion remains. We can ensure that the in-
troduced operators feature the desired physical interpretations
by verifying that the Hamiltonian takes the well-known form
H =
∑
q,s
~ωqs
(
a†qsaqs +
1
2
)
. (C40)
Indeed, this requirement is satisfied for Eqs. (C33), (C34), and
(C39). It may easily be proven by inserting these equations
into Eq. (C20), exploiting
u¨(R) = −
∑
q,s
ω2qseqs
(
cqsaqse
iq·R + H.c.
)
, (C41)
the properties of eqs and ωqs, and the identity∑
R
ei(q−q
′)·R = Nδq,q′ . (C42)
Equation (C41) can readily be obtained from Eq. (C33) be-
cause the latter is written in terms of the eigenmodes, i.e., the
eigenstates of the matrix D. We conclude that Eqs. (C33) and
(C34) are suitable operators for the canonical coordinates and
momenta of acoustic lattice vibrations in bulk. The normal-
ization condition is shown in Eq. (C39).
Finally, we mention that the time dependence
O → O(τ) = eiHτ/~Oe−iHτ/~ (C43)
of an operator O, where τ is the time and H is the phonon
Hamiltonian [Eq. (C40)], can easily be obtained via
a†qs → a†qs(τ) = a†qseiωqsτ, (C44)
aqs → aqs(τ) = aqse−iωqsτ. (C45)
Appendix D: Phonon quantization in core/shell and
core/multishell wires
With the information of Appendix C, the normalization
condition for low-energetic phonons in cylindrically symmet-
ric core/shell and core/multishell NWs can quickly be derived.
Based on the main text, we consider here the four gapless
phonon modes and denote the time-independent and unnor-
malized part of the corresponding displacement fields by
uqz s(r) = uqz s(r, φ)eiqzz. (D1)
In contrast to Appendix C, s ∈ {l, t, f+, f−} now refers to the
longitudinal (l) and torsional (t) modes, which fulfill
uqzl(r, φ) = uqzl(r) = [uqzl(r)]rer + [uqzl(r)]zez, (D2)
uqzt(r, φ) = uqzt(r) = [uqzt(r)]φeφ, (D3)
and to the two flexural modes ( f±), for which
uqz f± (r, φ) = uqz f±(r)e±iφ. (D4)
The notation uqzs(r) indicates here that the components along
er, eφ, and ez depend solely on r in cylindrical coordinates.
In the main text, we explicitly show that the above-mentioned
properties apply to homogeneous NWs and core/shell NWs,
and we note that these features may analogously be considered
for arbitrary core/multishell wires with cylindrical symmetry.
The length of the NW is denoted by L = Lz, and Nz = Lz/a
is the number of lattice sites along z. We mention in pass-
ing that the lattice constant a along the NW corresponds to
an effective, equilibrated lattice spacing when the system is
coherently strained (see, e.g., ae in Sec. III of the main text).
Assuming periodic boundary conditions along z, the Nz val-
ues of the wave number qz in the first Brillouin zone are given
by Eqs. (C8) and (C9). Consequently, the displacement field
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of an arbitrary, classical lattice vibration based on the gapless
modes reads
u(r, τ) =
∑
qz,s
(
cqz suqz s(r)e−iωqzsτ + c.c.
)
, (D5)
where ωqz s (defined as positive) are the angular frequencies of
the phonon modes, cqz s are complex coefficients (dimension-
less), and the sum runs over all s and all qz within the first
Brillouin zone. The time derivative is
u˙(r, τ) = −i
∑
qz,s
ωqz s
(
cqz suqz s(r)e−iωqzsτ − c.c.
)
. (D6)
The Hamiltonian derived in Appendix C 2 and the dis-
cussion of the generalized coordinates and momenta in Ap-
pendix C 3 a are independent of the geometry and composi-
tion of the sample. (We note in passing that additional terms
of type σstatici j ǫ
phonons
i j and σ
phonons
i j ǫ
static
i j arise for the elastic en-
ergy in the Hamiltonian of NWs when both the static (see also
Sec. III) and the dynamical displacement are taken into ac-
count. However, these terms vanish when averaging over time
and also when integrating over the NW. Contributions of type
σstatici j ǫ
static
i j only provide a constant energy shift, and so we
can focus here on the terms caused solely by phonons.) For
the quantum mechanical description of low-energetic phonons
in NWs, we therefore proceed analogously to Appendix C 3 b
and define the operators
u(R) =
∑
qz ,s
(
cqz saqz suqz s(R) + H.c.
)
, (D7)
u˙(R) = p(R)
m(R) = −i
∑
qz ,s
ωqz s
(
cqz saqz suqz s(R) − H.c.
)
. (D8)
The creation (a†qz s) and annihilation (aqzs) operators for the re-
spective phonons obey again the commutation relations[
aqz s, a
†
q′z s′
]
= δqz,q′zδs,s′ , (D9)[
a†qzs, a
†
q′zs′
]
= 0 =
[
aqz s, aq′zs′
]
. (D10)
As we focus only on the four gapless modes, the canonical
commutation relations shown in Eqs. (C35) and (C36) cannot
be verified with Eqs. (D7) and (D8) only. The reason is sim-
ply that the cqz s introduced in Eq. (D5) provide only 8Nz free
parameters, and so phonon modes of higher energy need to be
included in order to reach the required 6N degrees of freedom
(N is the number of lattice sites). Nevertheless, Eqs. (D7) and
(D8) can be considered consistent with the canonical commu-
tation relations, given the formal analogy with the discussed
case of bulk. The normalization condition can therefore be
derived by choosing cqz s such that the resulting Hamiltonian
reads
H =
∑
qz,s
~ωqz s
(
a†qz saqz s +
1
2
)
. (D11)
We start from the Hamiltonian in the continuum limit,
Eq. (C18), and write
H =
a
2
∑
z
∫ Rtot
0
drrρ(r)
∫ 2π
0
dφ
[
u˙(r) · u˙(r) − u(r) · u¨(r)
]
,
(D12)
where ρ(r) = ρ(r) because of the symmetry, and Rtot is the
radius of the outermost shell, i.e., the total radius of the NW.
The summation over the coordinate z runs over the Nz lattice
positions along the z axis. That is, we consider here a dis-
crete lattice along the NW and use the continuum limit for the
transverse directions. After insertion of [see also Eqs. (D7)
and (D8)]
u(r) =
∑
qz ,s
(
cqz saqz suqz s(r) + H.c.
)
, (D13)
u˙(r) = −i
∑
qz,s
ωqz s
(
cqz saqz suqz s(r) − H.c.
)
, (D14)
u¨(r) = −
∑
qz,s
ω2qz s
(
cqz saqz suqz s(r) + H.c.
)
, (D15)
and Eq. (D1) into Eq. (D12), the dependence on z can be re-
moved due to [54] ∑
z
ei(qz−q
′
z)z = Nzδqz,q′z . (D16)
It is then convenient to introduce the shorthand notation
Int[a · b] =
∫ Rtot
0
drrρ(r)
∫ 2π
0
dφa · b (D17)
with arbitrary a and b, and we mention that Int[a · b] =
Int[b · a]. Exploiting the properties of the phonon modes, in
particular ωqz s = ω−qz s, ωqz f+ = ωqz f− , and
Int[u∗qz s(r, φ) · uqz s′ (r, φ)] = δs,s′Int[u∗qz s · uqz s] (D18)
due to Eqs. (D2) to (D4), the Hamiltonian can be reduced to
H = 2Lz
∑
qz ,s
ω2qz s|cqz s|2Int[u∗qzs · uqz s]
(
a†qz saqz s +
1
2
)
. (D19)
Thus, comparison with Eq. (D11) yields the normalization
condition
|cqz s|2Int[u∗qzs · uqz s] =
~
2Lzωqz s
. (D20)
For convenience, the arguments of uqz s were omitted here be-
cause of
u∗qz s(r, φ) · uqz s(r, φ) = u∗qz s(r) · uqz s(r)
= u∗qz s(r) · uqz s(r) = u∗qz s · uqz s, (D21)
as evident from Eqs. (D1) to (D4). Insertion into Eq. (D17)
therefore yields
Int[u∗qzs · uqz s] = 2π
∫ Rtot
0
drrρ(r)u∗qzs · uqz s. (D22)
In conclusion, the normalization condition for gapless
phonon modes in cylindrically symmetric core/shell and
core/multishell NWs is
|cqz s|2
∫ Rtot
0
drrρ(r)u∗qz s · uqz s =
~
4πLzωqz s
. (D23)
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When ρ(r) = ρ, this condition matches the well-known result
for homogeneous NWs [51]. In order to avoid confusion, we
mention that the displacement operator u(r) is sometimes de-
fined with an additional prefactor of 1/
√
N. A general discus-
sion of phonon quantization in nanostructures can be found in
Ref. 48. Analogous to the case of bulk (Appendix C 3 b), time-
dependent operators may easily be obtained through a†qz s →
a
†
qz s(τ) = a†qz seiωqz sτ and aqz s → aqz s(τ) = aqz se−iωqz sτ.
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