The effect of electron-phonon interactions on optical absorption spectra requires a special treatment in materials with strong electron-hole interactions. We conceptualize these effects as exciton-phonon coupling. Through phonon absorption and emission, the optically accessible excitons are scattered into dark finite-momentum exciton states. We derive a practical expression for the exciton-phonon self-energy that relates to the temperature dependence of the optical transitions and their broadening. This expression differs qualitatively from previous approximated expressions found in literature. * antonius@lbl.gov 1
I. INTRODUCTION
The interaction of electrons with lattice vibrations in solids underly numerous physical phenomena including resistivity, thermal transport and superconductivity. The electronphonon interaction also renormalizes the band structure at zero and finite temperature, and gives the electronic states a lifetime 1 . With the advent of density functional perturbation theory (DFPT) [2] [3] [4] , first-principle calculations of the electron-phonon coupling and related phenomena became commonplace 5 . It has been used to obtain the renormalized band structure of semiconductors [6] [7] [8] [9] [10] , insulators 11, 12 and organic materials 13, 14 .
Experimentally, the electronic structure is accessed via optical measurements. The effect of electron-phonon interaction on the optical properties is manifold. First, it shifts the energy of the optical transitions as a function of temperature due to the renormalization of the band structure. Then, it broadens the absorption peak of these transitions due to the finite lifetime of the electronic states. Finally, it allows for indirect absorption by transfering momentum to the excited particles. Computing the optical properties of materials however requires the inclusion of electron-hole interactions in the excited states of the system.
The effect of electron-phonon coupling on the optical spectrum is then complicated by this interaction.
The Bethe-Salpeter equation (BSE) solves a two-particles problem for an electron and a hole, and yields the exciton energies and wavefunctions 15 . Within the Tamm-Damcoff approximation, the exciton wavefunctions are constructed as a sum of electronic transitions between a valence band state and a conduction band state. If the exciton binding energy is small, or if the exciton is composed of a single electronic transition, the temperature dependence of the exciton state can be deduced from that of the individual one-particle states.
If however the binding energy is large, or if the exciton is composed of a large number of electronic transitions, then the exciton-phonon coupling requires a special treatment.
The first scheme to compute the temperature-dependent broadening and renormalization of exciton states was proposed by A. Marini 16 and applied to bulk silicon and hexagonal boron nitride. It has recently been used to compute the absorption spectrum of singlelayer MoS 2 at finite temperature 17, 18 . In this scheme, the exciton's wavefunction is used to sum up the temperature renormalization of each electronic transition. As we will show, one limitation of this approach is that is neglects the exciton's binding energy. When the binding energy becomes large, the scattering dynamics of the exciton differs significantly from that of the one-particle picture. This is because the density of states available for scattering is subject to energy conservation and depends on the precise energy of the exciton.
The electron-hole interaction is especially strong in low-dimensional materials due to the confinement of the excitons, and leads to exciton binding energies as large as 1 eV 17 .
Such marterials like the layered transition metal dichalcogenides and monochalcogenides have attracted much interest recently, owing to their good electrical properties and high photoresponsitivity [19] [20] [21] . For these systems, it is worth designing a theoretical scheme to compute the effect of electron-phonon interactions on the optical properties.
In this paper, we derive a rigorous theory of the exciton-phonon coupling. In section II, we review the mean field starting point for the treatment of electron-phonon and electronhole interactions. Section III explains how the optical absorption spectrum is affected by exciton-phonon interactions and defines the exciton-phonon self-energy. In section IV, we present the one-particle electron-phonon self-energy and derive a practical expression for the exciton-phonon self-energy. The self-energy without electron-hole interactions is derived in Appendix C.
II. ELECTRON-HOLE AND ELECTRON-PHONON INTERACTIONS
As a starting point for the treatment of electron-hole and electron-phonon interactions, we consider a mean-field fixed-ions Hamiltonian for the electrons
whereT k is the kinetic energy operator, and V SCF (r) is the self-consistent field potential. Within the density functional theory (DFT) framework, it includes the potential of the ions, the Hartree potential and the exchange-correlation potential. Solving the one-particle Hamiltonian yields the set of unperturbed wavefunctions φ i (r) and energies ε i , where the label i comprises a band index (n i ), a wavevector (k i ) and eventually a spin index (σ i ).
These quantities are used to construct the time-ordered Green's function, defined in the one-particle basis as G 0 ii ′ (t) = −i T t c i (t)c and annihilation operators,T t is Wick's time-ordering operator and the superscript or subscript "0" indicates here that the expectation value is taken over a ground states that is not perturbed by the phonons. In terms of frequencies, the one-particle Green's function writes
where η is an infinitesimal positive real number and the eigenvalues are measured with respect to the chemical potential.
The electronic energies and wavefunctions that define our starting point need not be obtained from DFT; they may also be obtained from a many-body scheme such as the GW formalism 22 . It is required however to have an effective Hamiltonian that depends implicitly on the atomic coordinates and that can be differentiated with respect to these coordinates to yield the dynamical matrix or the electron-phonon coupling elements. Such
Hamiltonian, for example, may be constructed from the self-energy computed in the GW formalism 12, 23 .
A. Electron-hole interaction
The neutral excitations of the system are composed of an electron being promoted into the conduction bands and leaving a hole in the valence bands. If the Coulomb attraction between the electron and the hole is sufficiently strong, they may form a bound exciton, that is, a bound state whose energy is smaller than the fundamental band gap. The procedure to compute the exciton spectrum from the Bethe-Salpeter equation (BSE) is described, e.g.
by Rohlfing and Louie 15 .
The starting point to describe excitons is the set of independent (or non-interacting)
electron-hole pairs. The corresponding two-particle propagator for these fictitious excitations is
where v and c refer to occupied (valence band) and unoccupied (conduction band) states.
Again, this two-particle propagator is computed with the fixed-ions hamiltonian, but the The BSE relates the interacting two-particle propagator, L, to the non-interacting one through the kernel K, as depicted in Fig. 1 . The BSE kernel K is composed of an attractive screened Coulomb interaction between the electron and the hole, and a repulsive Coulomb exchange term, as depicted in Fig. 2 . In practice, the BSE is solved by diagonalizing the two-particle Hamiltonian,
where K vc,v ′ c ′ is a static version of the BSE kernel, as explained in Ref. 15 . This Hamiltonian yields the exciton energies Ω S and electron-hole coefficients A S vc for each exciton S. The resonnant part of the exciton propagator can thus be written as
Like the one-particle state indices, the label S comprise a principal quantum number (n S )
as well as the momentum of the exciton (q S ) which is the wavevector difference between the unoccupied and occupied states that form the exciton. Because of the small momentum carried by photons, only excitons with q S ≈ 0 are optically accessible 24 . However, we will see that finite-momentum excitons are important in describing scattering events by phonons.
Since the A S vc are eigenfunctions of the two-particle hamiltonian, they form an orthonormal basis for the space spanned by the set of valence and conduction bands used to construct H 2p . We can use these coefficients to transfer between the vc basis and the S basis. For example, the electron-hole propagator writes
The absorption spectrum at zero temperature and without electron-phonon interaction can be constructed from the exciton energies and electron-hole coefficients. It takes the
where v is the velocity operator, e is the photon's polarization vector, and the summation over exciton states is restricted over zero-momentum exctions. The delta function in Eq. (6) is typically computed using a gaussian or a lorentzian function with a certain broadening parameter η. In most absorption spectra calculations, this parameter is chosen either empirically to reproduce the available experimental data, or based on an enlighted guess. We will show hereafter that this broadening can in fact be computed from first principles.
B. Lattice dynamics
The lattice dynamics can be obtained from a self-consistent calculation of the dynamical matrix of the crystal, Φ, as detailed in reference 3 . In real space, the dynamical matrix (or force matrix) corresponds to the second-order derivative of the total energy with respect to the displacement of two atoms:
where l labels a unit cell of the crystal with lattice vector R l , κ labels an atom of the unit cell, and j labels a Cartesian direction. The phonon frequencies ω λ and polarization vectors U λ κ j , are obtained from the Fourier transform of Φ as
where M κ is the mass of an atoms, and the label λ for a phonon mode comprises a wavevector (q λ ) and a branch index (n λ ). The DFPT method allows for the self-consistent calculation of the first-order derivative of the local potential with respect to atomic displacements, ∇ lκ j V SCF (r). Thanks to the Hellman-Feynman and the 2n + 1 theorem, only the first-order derivative of the potential and the density need to be computed self-consistently in order to construct the dynamical matrix 25 .
We define the phonon propagator as
is the sum of a phonon creation and annihilation operators, and the labeles −λ refers to the phonon mode with wavevector −q λ and branch index n λ . In frequency space, the phonon propagator writes
C. Electron-phonon interaction
The electron-phonon interaction stems from the perturbations to the fixed-atoms Hamiltonian created by the phonons. A thorough discussion of the electron-phonon interaction in the context of DFT is presented in reference 26 . Expanding the Hamiltonian up to second order in the atomic displacements, the electron-phonon coupling potential writes
ep +V (2) ep with the first-order term
and the second-order term
The derivative of the potential with respect to a phonon mode is defined as
In order to make the units explicit in Eq. (9) and (10), we have included the values ofh = 1 and the mass M, which normalizes the phonon eigenvectors according to
It is useful to assign M the value of the average mass of the atoms of the unit cell, so that the phonon eigenvectors are on the order of unity, and the factor 1/M serves as an expansion parameter. Note that each summation over phonon modes in Eq. (9) and (10) ii ′ λ is the electron-phonon coupling matrix element between the oneparticle states i and i ′ via the phonon mode λ . Because of momentum conservation, we must have
ii ′ λ to be nonzero. For g (2) ii ′ λ λ ′ , we must have k i ′ = k i and λ ′ = −λ for its contribution to be nonzero. In practice, the second-order electron-phonon coupling matrix elements g (2) ii ′ λ λ ′ are never computed explicitly. Their contribution to the self-energy is approximated in terms of the first-order electron-phonon coupling matrix elements by making use of the accoustic sum rule and the rigid-ions approximation 27, 28 .
III. TEMPERATURE DEPENDENCE OF ABSORPTION SPECTRA
Our goal now is to describe how the propagation of particles or electron-hole pairs is affected by the phonons, and ultimately to compute the temperature dependence and lifetime of these excitations.
We employ the Matsubara formalism to describe the propagators and self-energies at finite temperature (see appendix A). The propagators are defined on the imaginary time axis τ = it in the interval [−β , β ] and are made periodic outside of this range. The oneparticle propagator G is composed of fermionic (odd) Matsubara frequencies, while the two-particles propagator L 0 , the exciton propagator L, and the phonon propagator D are composed of bosonic (even) Matsubara frequencies.
The interacting Green's function G can be expanded in powers of the perturbation as
where the symbol . . . d.c. indicates that only distinct and connected diagrams should be retained upon using Wick's theorem to evaluate the expectation value. The time-dependent operators are expressed in the interaction picture, e.g.
with the mean field HamiltonianĤ 0 = ∑ i ε i c † i c i . Equation (12) can be cast into a Dyson equation for G as
defining the one-particle electron-phonon self-energy Σ.
Dyson equation for the one-particle propagator involving the electron-phonon self-energy.
The electron-phonon interaction allows for the mixing of electronic states through the off-diagonal components of the self-energy (i = i ′ ). This mixing however is only possible among states with the same crystal momentum (k i = k i ′ ). If the bands are well-separated in energy, one may use only the diagonal elements of the self-energy to obtain the renormalization of the bands as
and in general, ∆ε i (0) = 0. Correspondingly, the inverse lifetime asssociated with the lineshape broadening of the state is
In practice, the temperature renormalization and lifetime is often computed in the on-themass-shell limit, that is, by evaluating the self-energy at the bare energies 14 . Another approach is to linearize Eq. (15) by adding a renormalization factor Z to the self-energy evaluated at the bare energies 7 .
The fully interacting electron-hole propagator Λ that experiences the effect of both electron-hole and electron-phonon interactions will be given by
where the interaction termĤ 1 (τ) is the sum of the static electron-hole interaction kernelK and the electron-phonon coupling potentialV ep . In principle,Ĥ 1 should be build with the bare Coulomb interactionV C together withV ep . Here, the kernelK represents a summation of diagrams involvingV C , and Eq. (17) reduces to the BSE ifV ep = 0. We cast Eq. (17) into a Dyson equation that connects Λ to L through the exciton-phonon self-energy Ξ as This definition makes the exciton-phonon self-energy completely analogous to the oneparticle case. The renormalized exciton energies at finite temperature are given by
and the inverse lifetime (or broadening) of the exciton states are given by
Therefore, the exciton-phonon self-energy allows one to compute the renormalized absorption spectrum at zero and finite temperature from Eq. (6), and to use a physically meaningful broadening for each excitonic transition.
Finally, we define the propagator Λ 0 , as the two-particles propagator with electronphonon interaction, but without electron-hole interaction, given by
The corresponding self-energy Ξ 0 is defined through the Dyson equation
The self-energy for the independent electron-hole pair Ξ 0 acts as an intermediate quantity that will allow us to understand the structure of Ξ. 
= +

IV. SELF-ENERGIES
In this section, we present the standard expression of Σ, and its extension to the twoparticle self-energy without electron-hole interaction, Ξ 0 . We proceed to derive an expression for Ξ, the exciton-phonon self-energy. A detailed derivation of Ξ 0 is presented in appendix C.
The perturbative expansion of G with Eq. (12) yields powers of V 
ep is proportional to 1/M, two terms remain in the self-energy after truncation: the Fan term and the Debye-Waller term, written as
The Fan term is dynamical (frequency-dependent) and stems from the first-order electronphonon coupling potential appearing twice. Its analytical expression is
ii ′′ λ g
where N B (ω) is the Bose-Einstein distribution, which depends implicitly on temperature.
The Fan self-energy is evaluated on the real frequency axis by an analytical continuation iω n → ω + iη where η is an infinitesimal real number that is taken positive for the retarded Green's function (for unoccupied states) and negative for the advanced Green's function (for occupied states).
The Debye-Waller term is static (frequency-independent), and it stems from the secondorder electron-phonon coupling potential appearing once, giving A. Independent two-particles electron-phonon self-energy
The self-energy for the independent two-particles propagator is obtained by expanding Λ 0 from Eq. (21) and inverting the corresponding Dyson equation (22) . We assume the existence of a band gap that does not allow for a significant density of thermal carriers (E g ≫ k B T ), as explained in appendix B. Here, we enumerate the different diagrams obtained by this procedure and their corresponding expression.
The different contributions to the independent two-particle self-energy are grouped into three terms, according to the topology of the diagrams.
The Fan term is further split in two contributions: the dynamical Fan term and the Static Fan term.
The dynamical Fan term describes the propagation of an electron-hole pair being temporarily knocked into a different electron-hole state while absorbing/emitting a phonon, as depicted in Fig. 7 . Either the hole scatters into another valence state of different momemtum, or the electron scatters into another conduction state. Its diagrammatic expression
cc ′′ λ g
(1)
Performing the convolution of the independent two-particles propagator with the phonon
The dynamical Fan term contributing to Ξ 0 .
propagator, we obtain the analytic expression
In the large-band-gap approximation (see appendix B), we consider that
The static Fan term seemingly has the same topology as the dynamical Fan term and is represented in Fig. 8 . It writes
cv ′′ λ g
and its analytical expression is
FIG. 8. The static Fan term contributing to
where S is the symmetrization symbol described in appendix B. The static Fan term includes transitions that cannot be described as an intermediate electron-hole pairs, such as the hole being knocked into a conduction band state or the electron being knocked into a valence band state These transition are only virtual, in the sense that they do not conserve energy and do not contribute to the imaginary part of the self-energy.
The next set of diagrams are called the phonon exchange diagrams, depicted in Figure 9 , and defined as
The analytic expression for this term is
In this process, the electron emits a phonon that is being caught later on by the hole, or viceversa. This term is exclusively off-diagonal, since the electron and the hole exchange momentum and are being scattered into different states. It will be non-zero when
The phonon echange term contributing to Ξ 0 .
Finally, the Debye-Waller contribution to Ξ 0 is simply the direct interaction of the electron and the hole with the phonon modes, giving Consider a non-interacting electron-hole transitions with energy ε c − ε v . We can show that the diagonal components of the self-energy evaluated in the on-the-mass shell limit is
Since the same result holds for the DW term, we arrive at a simple relation between the non-interacting two-particle self-energy and the one-particle self-energy:
This is the expected result. Without electron-hole interaction, the corrections to the optical excitations are simply given by the corrections to the one-particle energies that make up the transitions. Since the imaginary part of the self-energy has opposite signs for electrons and holes, we also have that
The broadening of a non-interacting electron-hole transition is thus the sum of the broadenings of the one-particle states.
B. Exciton-phonon self-energy
Unlike Ξ 0 , the exciton-phonon self-energy Ξ is not derived directly from the corresponding Dyson equation (18) . Rather, we write the Dyson equation in the exciton basis (described hereafter) as
where we have regrouped the "non-excitonic" diagrams in Λ non-excitonic vc,v ′ c ′ , as described below.
The advantage of this formulation is that the electron-hole interaction has already been included in L, and one only needs to expand the perturbation in powers of V ep . The solution is thus analogous to the one-particle case. The physical motivation for this formulation is that the two kind of processes occur on different time scales. The time scale of the electronhole interaction is much smaller than that of the electron-phonon interaction, since the plasmon frequency is much larger than the typical phonon frequency.
We define the exciton annihilation operator as
and we treat these excitations as bosons. This treatment is not exact, since the commutation relations are not exactly fulfilled for excitons. However, in the low exciton density limit 31 we can take
The electron-hole propagator in the exciton basis writes
where the subscript 2p0 refers to the ground state of a hamiltonian that includes electronhole interactions through the BSE kernel but does not include electron-phonon interactions.
In this picture, the time evolution of operators is given, e.g., by ep appearing in Eq. (38) must be expressed in the exciton basis as
and
The electron-phonon coupling matrix elements in the two-particle basis are
and the transformation between the two-particle basis and the exciton basis is given by
Eq. (5). Momentum conservation dictates that q S
SS ′ λ to be nonzero, while q S ′ = q S for g (2) SS ′ λ −λ . We may now compute the self-energy from Eq. (38). The Debye-Waller diagram coming from the second-order matrix element is simply
This is exactly the same result as for the case without electron-hole interactions, meaning that Ξ DW SS ′ = Ξ 0 DW SS ′ . The first-order coupling matrix elements yield the Fan term. However, since the problem has been reformulated in the exciton basis, the perturbative expansion of Λ only produces the dynamical part of the Fan term, that is
giving the analytic expression
We can verify that in the limit where the electron-hole interaction vanishes, that is, when the excitons are composed of a single electronic transition, Eq. (49) reduces to Eq. (29).
In the exciton basis, the phonon exchange term doesn't need to be added; it is already included in the dynamical Fan term. This term arises from the cross terms between valence- 
Using the non-interacting static Fan term here is an approximation. Since the static Fan term is composed of virtual transitions across the band gap, the relative error induced by this approximation is at most on the order of E S b /E g . There remains one additional term in the self-energy that contributes to Λ non-excitonic . In typical BSE calculations, the exciton spectrum is computed only for a subset of the valence and conduction bands available from a DFT calculation. We must therefore include the virtual transitions into states outside of this subset. These transitions do not contribute to the imaginary part of Ξ, so we treat the corresponding self-energy term as a static contribution from Ξ 0 . In doing so, we approximate the intermediate states as free electron-hole pairs.
The error induced by this approximation depends on the size of the two-particle basis. A typical two-particle basis extends over 10 eV, ensuring the relative error is small. Let B denote the subset of valence and conduction bands used to construct the exciton spectrum.
The additional "completion" term is then
vv ′′ λ g
Collecting all terms, the final expression for the exciton-phonon self-energy reads
Note that only the dynamical Fan term contributes to the imaginary part of the excitonphonon self-energy, which is
where we used the fact that N B (Ω S ) ≪ N B (ω λ ). The temperature renormalization of the exciton energies and their lifetime can finally be computed according to Equations (19) and (20) .
C. Approximated expressions
Let us compared the full exciton-phonon self-energy with approximated expressions found in literature. We define the free exciton approximation to the exciton-phonon selfenergy as
Several approximations are being made between Eq. (52) and Eq. (54). First, the selfenergy is being constructed using the non-interacting two-particles propagator. Then, only the diagonal elements of Ξ 0 vcv ′ c ′ are being used when transforming from the one-particle basis into the exciton basis. Finally, the self-energy is being evaluated at the non-interacting transition energies. The free exciton approximation reduces tremendously the computational effort needed to obtain the self-energy, since the knowledge of the finite-momentum exciton states is no longer required. However, it might not yield accurate results for the broadening of the optical excitations into bound excitons.
In this approximation, each of the electron-hole pairs that compose the exciton scatters into other independent electron-hole pairs, disregarding the binding energy between the electron and the hole. This becomes apparent when looking at the imaginary part of the self-energy. Using Eq. (29), the imaginary part of Ξ Free
In the full expression of Eq. (53), the scattering occurs between exciton states. This distinction creates a qualitative difference in the low temperature limit, where N B (ω λ ) → 0.
For the lowest bound exciton, from Eq. (53), no states are available for scattering through phonon emission. Hence, the electron-phonon interaction does not contribute to its inverse lifetime. The physical lifetime of this exciton comes from other processes, such as radiative recombination or scattering by impurities 32 . In the free exciton approximation however, scattering events still occur because the binding energy of the initial and final states are being ignored, and the lowest bound exciton has an unphysical lifetime at T = 0.
V. CONCLUSION
In summary, we have derived a rigorous expression for the exciton-phonon coupling self-energy that renormalizes and broadens absorption spectra at zero and finite temperatures. Our expression takes into account the electron-hole interaction, as computed from the static Bethe-Salpeter equation. In this picture, phonons scatter the optically accessible excitons into dark finite-momentum exciton states.
The exciton-phonon self-energy improves upon approximated expressions found in literature by naturally enforcing energy conservation. The difference between this theory and previously used approximations becomes important in systems with strong electron-hole interaction, such as low-dimensional materials. In particular, one needs the fully interacting exciton-phonon self-energy to correctly descrbe the broadening of the absorption spectra for these materials.
The scheme developed in this paper readily applies to the study of exciton diffusion dynamics, which is experimentally observed in ultrafast spectroscopy 33 . The main challenge in applying this theory is the computation of finite-momentum excitons energies and wavefunctions. While such calculation has been demonstrated 24 , a full sampling of the Brillouin zone remains computationally expensive and would benefit from novel interpolation techniques.
Here we present the convention used in the Matsubara formalism and a few frequency summations that are used to obtain different self-energies. More details can be found in reference 29 . The transform between imaginary time and imaginary frequency for a quantity A is
where β = 1/k B T and the Matsubara frequencies are defined as
Throughout this paper, we use iω n and iω l for bosonic frequencies, and iω m for fermionic frequencies. We will recover all the retarded quantities on the real frequency axis with the analytic continuation
where η is a real positive infinitesimal number.
The one-particle propagator in Matsubara frequency is
while the phonon propagator is
And the electron-hole propagator is
For the phonon propagator, the summation over bosonic Matsubara frequencies yields
where N B (ω) is the Bose-Einstein distribution defined as
For the one-particle propagator, the summation over fermionic Matsubara frequencies
where f (ω) is the Fermi-Dirac distribution defined as
assuming that ω is measured from the chemical potential µ.
The independent two-particle propagator is expressed as the convolution of two oneparticle propagator
Upon computing the one-particle electron-phonon self-energy, we encouter a summation of the type
For the independent two-particles electron-phonon self-energy, we encouter summations of the type
The last approximation results from the large-band-gap approximation, as explained in appendix B.
In order to arrive at an expression for all the contributions to Ξ 0 , we will take advantage of the large-band-gap approximation for the one-particle occupation numbers, namely
For materials with band gaps larger than 1 eV, this approximation holds for temperatures up to 10, 000 K. As a result, the independent two-particle propagator writes
And we have the identity
Using this result, we have
which has been symmetrized in (v, v ′ ). The third line of Eq. (B5) gives a contribution that is exactly zero if it is summed along a frequency-independent term, such as the DW selfenergy. It's contribution is also zero when evaluated at iω n = ε c − ε v , and is vanishing in the neighborhood of this value. It will thus be neglected, giving the approximation
A similar reasonning gives
The symbol S in front of a quantity A vc,v ′ c ′ means that we are taking the symmetrization
Another result from the large-band-gap approximation is
Finally, we assume that all phonon frequencies are much smaller than the band gap and the exciton energies. This approximation allow us to write
for any pair of valence and conduction states (v, c) and any exciton energy Ω S .
Appendix C: More detailed derivation of Ξ 0
We proceed to a detailed derivation of the independent two-particles electron-phonon self-energy Ξ 0 by expanding Λ 0 from Eq. (21) . To the lowest order in the perturbation, the self-energy will be given by 
where
We recover Eq. (25) cv ′′ λ g
v ′′ c ′ −λ δ vv ′ Sδ cc ′′ (C13)
To obtain the phonon exchange term contribution, we insert Equations (C6) into (C1), and use (B8) and (B9), giving
Performing the imaginary frequency summation, we obtain Eq. (33). 
