The stress response differs between women using hormonal contraception and naturally cycling women. Yet, despite ample evidence showing that the stress response differs across the menstrual cycle in naturally cycling women, limited work has investigated whether the stress response differs across the hormonal contraceptive cycle, during which synthetic hormones are taken most of the month but not all of it. To induce a stress response, women using hormonal contraception completed the cold pressor test during either the active phase, when hormones are present, or during the inactive phase, when hormones are not present. Saliva was collected and assayed for free cortisol and progesterone levels prior to stress onset, immediately after stress termination, and 15-min post stress onset. Free cortisol and progesterone increased to a similar degree across both hormonal contraceptive phases in response to the cold pressor test. Post-hoc investigation indicates that the progestin "generation" (classification of synthetic progestins based on the compounds they are derived from) can differentially affect the free steroid response to cold pressor test stress, with the largest effects observed in women using formulations containing second-generation progestins. These findings indicate that progestin generation, particularly second-generation progestins, may have a more impactful influence on the stress response than hormonal contraceptive cycle phase. Potential mechanisms driving this effect and need for additional research are discussed.
Introduction
Women using hormonal contraception (HC) exhibit smaller free cortisol responses than naturally cycling (NC) women to psychosocial stressors, physical stressors, and even athletic competitions (Crewther et al., 2015; Kirschbaum et al., 1999; Nielsen et al., 2013 Nielsen et al., , 2014 , despite HC and NC women showing similar diurnal cortisol rhythms (Vibarel-Rebot et al., 2015) . Methodologically, however, although menstrual cycle phase is controlled and reported for NC women, studies examining differences between HC and NC women rarely report or control for position in the HC cycle. Lack of reporting or controlling whether HC women are in the active, hormone-containing phase, or inactive, no-hormone phase, of the HC cycle makes it difficult to interpret how HC is leading to reported differences. For instance, various forms of HC have been shown to increase corticosteroid binding globulin (Wiegratz et al., 2003) , which could explain the reduced salivary cortisol response to stress observed with HC but would likely only be seen during the active HC phase. Yet, this is only one possibility. The synthetic estradiol, ethinyl estradiol, and synthetic progestins contained in HC affect a multitude of systems beyond the reproductive system. Further complicating matters are findings showing that the different progestins can affect these systems differently, which makes understanding the mechanisms at play substantially more difficult. One way to begin uncovering which mechanism(s) contribute to the effect of HC on the stress response is to investigate patterns across the active and inactive HC phases.
A less intensively studied portion of the hypothalamo-pituitaryadrenal (HPA) axis is the adrenal progesterone response to stress. The adrenal release of progesterone in response to stress is well documented in animal models and men (Breier and Buchanan, 1992; Brown et al., 1976; Cooper et al., 1995; Deis et al., 1989; Duncan et al., 1998; Elman and Breier, 1997; Fajer et al., 1971; Romeo et al., 2004 Romeo et al., , 2006 , with more limited work investigating the response in women (Childs et al., 2010; Gaffey and Wirth, 2014; Herrera et al., 2016; https://doi.org/10.1016/j.ynstr.2019.100151 Received 31 October 2018; Received in revised form 24 January 2019; Accepted 28 February 2019 2011; Wirth et al., 2011) . Even more limited is work examining this portion of the HPA response in women using HC (Wirth et al., 2007) , which also did not report HC cycle phase.
In this preliminary report on the effects of HC phase on free cortisol and progesterone response to stress, women were exposed to cold pressor stress during either the active or inactive HC phase. We hypothesized that both cortisol and progesterone responses would differ between the active and inactive HC phases, such that responses would be larger during the inactive phase when synthetic hormones are no longer available to impact systems which might limit adrenal steroid response to stress. In a post-hoc analysis we also tested whether the class of progestins in the HC formulations was related to the magnitude of the free cortisol and progesterone responses to stress. The classes of progestins contained in HC are referred to as generations and are typically characterized by what the progestin was derived from (Davtyan, 2012) : first-generation progestins are created from estranes derived from testosterone or from pregnanes derived from 17-OH progesterone, second-generation progestins are created from gonanes derived from testosterone, third-generation progestins are created from second-generation gonane derivatives, and fourth-generation progestins are created from non-ethylated estranes or from pregnanes.
Materials and methods
Eighty-five participants were recruited from the University of Southern California psychology subject pool and provided written informed consent approved by the University of Southern California Institutional Review Board. Eligibility criteria included using monophasic oral HC containing 4-7 inactive days, or vaginal rings, for a minimum of 2 months. Additional eligibility criteria included being a non-smoker, having no chronic illness contraindicated for exposure to the cold pressor task, no pregnancy or nursing within the last 12 months, and no use of medications that might affect the stress response (e.g., corticosteroids, beta-blockers, and anxiolytics). See Table 1 for demographic information.
Women were tested once during either the active or inactive phase of their HC regimen. During the sessions, women provided 3 saliva samples and completed the cold pressor test (Lovallo, 1975) . The cold pressor test (CPT) involved holding their dominant hand in ice-cold water (0-3°C) for up to 3 min and has been shown to effectively increase salivary cortisol levels over the tested time course in our (Herrera et al., 2016 (Herrera et al., , 2017 Lighthall et al., 2009 Lighthall et al., , 2011 Lighthall et al., , 2013 and other (Buchanan et al., 2006; Cahill et al., 2003; Nielsen et al., 2013 Nielsen et al., , 2014 Schoofs et al., 2009) labs. Prior to beginning the CPT, participants were instructed to keep their hand immersed up to the wrist for as long as possible up to 3 min, at which time the researcher would terminate the task. Throughout the duration of hand immersion, a researcher watched the participant while holding a stopwatch the participant was unable to see.
Salivary samples are a reliable source for determining biologically available, unbound, levels of hormones (Duplessis et al., 2010; Gozansky et al., 2005; Tunn et al., 1992; Vining et al., 1983) . Participants passively drooled ∼1 mL of saliva into a collection tube for each sample. To ensure stable baseline hormone levels, sessions were conducted in the afternoons between 1200 h and 1800h, and participants were asked to refrain from food/drink within 1 h, sleep within 3 h, and caffeine, alcohol, and exercise within 24 h of their session start time. Women arrived for sessions an average of 23 min prior to CPT exposure, during which time they drank 8oz of water to clean the mouth for saliva samples (completed at least 10 min before the first saliva sample was collected) and completed questionnaires (i.e., demographics and mood measures). Saliva samples were collected prior to CPT (baseline), immediately after the hand was removed from the water (0 m post offset), and 15 min after the hand was placed in the water (15 m post onset). The 15 m-post-onset time point was selected for consistency with our previous work (Herrera et al., 2016 (Herrera et al., , 2017 , which aimed to have cognitive tasks performed during the peak times for salivary cortisol reactivity, between 21 and 40 min after stressor onset (Dickerson and Kemeny, 2004) . All samples were processed for cortisol and progesterone using Salimetrics, LLC (State College, PA) ELISA kits and measured optically using Molecular Devices, LLC SpectraMax M3 Multimode Microplate Reader (Sunnyvale, CA). The inter-and intra-assay variations for cortisol (6.5%; 11.6%) and progesterone (10.4%; 16.5%) were within the expected ranges from our lab.
Fifteen women were excluded; four for using multiphasic HC, two for unknown HC day, one for not yet taking the first pill of her current pack, seven for not completing the stress task, and one for insufficient sleep the night prior (< 2 h). Two baseline cortisol outliers, both in the active phase, were excluded from the cortisol analyses, and three progesterone baseline outliers, one in the inactive phase and two in the active phase, were excluded from the progesterone analyses. Due to their low enrollment (n = 4 per HC phase), women using fourth-generation formulations were also excluded from analyses. With these exclusions, cortisol analyses included 32 active HC phase women and 28 inactive HC phase women, while progesterone analyses included 30 active HC phase women and 27 inactive HC phase women (see Table 2 for HC information).
Statistical analyses were conducted using SPSS. The baseline cortisol and progesterone outliers were identified as values more extreme than 1.5x the interquartile range using boxplots. 3 (progestin generation) x 2 (HC phase) x 3 (time) mixed-model ANOVAs were conducted to test changes in cortisol and progesterone responses between women seen during the active and inactive HC phases using different generation progestins. Bonferroni Corrected pairwise comparisons for time and progestin generation were modeled into the ANOVAs. Follow-up analyses were conducted where appropriate. Women did not differ on scores of depression (CES-D; Radloff, 1977) or trait anxiety (STAI-Y2; Spielberger et al., 1983) between the HC phases. Women were tested during the fall and spring academic semesters.
Results

Influence of progestin generation on cortisol response to CPT between the HC phases
Over half the women held their hand in the ice water for the full 3 min, with only eight women removing their hand before completing 1 min. There was no relationship between immersion time and salivary cortisol reactivity 15 m post onset (r = −0.086, p = .480, n = 70).
CPT increased free cortisol levels over time across generations and HC phase, F (2,108) = 20.929, p < .001, η p 2 = 0.279. There was a significant generation × time interaction, F (4,108) = 3.836, p = .006, η p 2 = 0.124, suggesting that cortisol response to CPT differed between generations 1, 2, and 3 (see Fig. 1 ). Follow-up analyses revealed that women using generation 1 progestins experienced significant increases in free cortisol over time, Pairwise comparisons indicate the larger free cortisol response in women using second-generation progestins was driven by the free cortisol response during the inactive HC phase. Women using secondgeneration progestins and seen during the inactive phase showed a significant increase in free cortisol levels 15 m post onset compared with baseline, p = .003, 95% CI = 0.056, 0.286, while women seen during the active phase did not, p = .079, 95% CI = −0.009, 0.203 (see Fig. 2 ). The three-way generation x HC phase × time interaction was not significant, F (4,108) = 1.223, p = .305, η p 2 = 0.043. N is reported for each progestin and corresponding HC formulations for the active and inactive groups. Ethinyl estradiol and progestin dosages and number of inactive pills or days are also reported.
Influence of progestin generation on progesterone response to CPT between the HC phases
CPT increased free progesterone levels over time across generations and HC phase, F (2,102) = 3.847, p = .025, η p 2 = 0.070. There was a significant HC phase × generation interaction, F (2,51) = 3.706, p = .031, η p 2 = 0.127, driven by higher progesterone levels during the active phase in women using generation 1 progestins, p = .047, 95% CI = 0.779, 123.728 (see Fig. 3 ). The three-way generation x phase × time interaction was not quite significant, F (4,102) = 2.102, p = .086, η p 2 = 0.076. Follow-up analyses of the active group revealed no effect of time, generation, or interactions with progesterone response. In contrast, in the inactive phase group there was a significant time × generation interaction, F (4,48) = 3.300, p = .018, η p 2 = 0.216, suggesting that progestin generation differentially affected progesterone responses to CPT during the inactive phase only. Additional follow-up analyses of the inactive HC phase group revealed that women using either generation 1 progestins, F (2,14) = 0.902, p = .428, η p 2 = 0.114, or generation 3 progestins, F (2,14) = 2.997, p = .083, η p 2 = 0.300, did not experience significant increases in progesterone over time, whereas women using generation 2 progestins did show significant increases in progesterone, F (2,20) = 5.435, p = .013, η p 2 = 0.352, driven by significantly higher progesterone levels 15 m post onset compared with baseline, p = .036, 95% CI = 2.614, 78.908 (see Fig. 3 ).
Discussion
We examined whether free cortisol and free progesterone responses to cold pressor stress differed in women during the active and inactive HC phases. We found that although free cortisol response to stress did not systematically differ between phases, there was an effect of progestin generation. Women whose HC formulation contained secondgeneration progestins showed more robust free cortisol responses 15 m post-stress onset than women using formulations containing first-or third-generation progestins. Pairwise comparisons suggest the larger free cortisol response in women using second-generation progestins are driven by larger responses during the inactive HC phase than the active HC phase. Unlike the free cortisol response, we did find a significant effect of HC phase on CPT-induced progesterone response, with women experiencing a progesterone response during the inactive HC phase only. Interestingly, this effect was also limited to women using HC formulations containing second-generation progestins.
These progesterone response findings extend previous work suggesting that progesterone is released from the adrenal gland in addition to the ovaries in women (Wirth et al., 2007) and findings that CPT increases progesterone in naturally cycling women (Herrera et al., 2016) . Although progesterone is a known portion of the HPA axis response (Cooper et al., 1995; Elman and Breier, 1997; Gaffey and Wirth, 2014; Romeo et al., 2004; Wirth et al., 2011) , it is more difficult to ascertain whether stress-induced progesterone increases are of an adrenal or ovarian source in naturally cycling women (Wirth et al., 2007) . Finding a progesterone response during the active HC phase would be a clear indicator of adrenal progesterone release since HC Fig. 1 . Salivary cortisol response to cold pressor stress within different progestin generations. The two-way time × generation interaction was significant. Women using formulations containing firstgeneration progestins showed a main effect of time, but pairwise comparisons revealed no differences between specific timepoints for the first-generation progestins. Women using formulations containing second-generation progestins showed significant increases in free cortisol levels at the 15 m-post-onset time point compared to the baseline and 0 m-postoffset time points. Women using formulations containing third-generation progestins showed no change in cortisol. *p < .05, **p ≤ .01, ***p ≤ .001. Fig. 2 . Salivary cortisol response to cold pressor stress during the active and inactive hormonal contraceptive phases within different progestin generations. Pairwise comparisons indicate women using second-generation progestins showed a significant increase in free cortisol levels at the 15 mpost-onset time point compared with baseline during the inactive phase, while women seen during the active phase did not. The three-way phase x time × generation interaction was not significant. **p ≤ .01. inhibits ovarian production of progesterone by preventing ovulation (Lobo and Stanczyk, 1994) . However, our current results indicate that the progesterone response is observed during the inactive HC phase only, and only within users of second-generation progestins. The overall pattern suggests that the same or similar mechanisms of HC use which limit the free cortisol response to stress also limit stress-induced progesterone release.
Why free cortisol and progesterone responses differ as a function of progestin generation is difficult to elucidate as the synthetic hormones contained in HC affect so many systems, further complicated by progestins within a generation often times exerting different effects across systems (for reviews see, Benagiano et al., 2004; Sitruk-Ware and Nath, 2010 . Since the effects of progestin generation on cortisol and progesterone response appear limited to women using secondgeneration progestins, it is likely that the mechanisms driving the effects are similar. These effects include, but are not limited to, the upregulation of the corticosteroid binding globulin (Wiegratz et al., 2003) , sex hormone binding globulin (Gaspard et al., 1983; Rad et al., 2006; Van der Vange et al., 1990) , and altering both high-density and lowdensity lipoprotein cholesterol levels (Bergink et al., 1982; Gaspard et al., 1985; Godsland et al., 1990; Knopp et al., 2001; van Rooijen et al., 2002; Wynn and Niththyananthan, 1982) .
Corticosteroid binding globulin levels
A likely candidate mechanism for the smaller stress-induced free cortisol responses observed in prior research when comparing HC women to NC women (Crewther et al., 2015; Kirschbaum et al., 1999; Nielsen et al., 2013 Nielsen et al., , 2014 ) is the upregulating effect of the estradiol component of HC on corticosteroid binding globulin levels (Wiegratz et al., 2003) . Although to different degrees, the progestins are anti-estrogenic (for review see, Sitruk-Ware, 2004) , leading to the possibility that second-generation progestins exert a greater anti-estrogenic effect on corticosteroid binding globulin upregulation and blunt this effect relative to first-and third-generation progestins. Lesser upregulation of corticosteroid binding globulin relative to the other progestin generations would result in a greater level of free, unbound, cortisol. However, levonorgestrel, the most used second-generation progestin in our sample, does not appear to block or lessen the estrogen-induced increase in corticosteroid binding globulin, with some even reporting greater corticosteroid binding globulin upregulation in formulations using levonorgestrel (Ågren et al., 2011; Endrikat et al., 2002; Hammond et al., 1984; Kivelä et al., 2001; Ruokonen and Käär, 1985; Spona et al., 1996) . As such this does not appear to be a differentiating mechanism between progestin generations.
Competitive binding to corticosteroid binding globulin
Progesterone binds to corticosteroid binding globulin with some affinity (Dunn et al., 1981) . Coupled with evidence that progestins contained in HC promiscuously bind to other receptor complexes, such as glucocorticoid receptors (for reviews see, Schindler et al., 2003; Sitruk-Ware, 2004 , 2006 Sitruk-Ware and Nath, 2010 , perhaps progestins contained in HC also have some binding affinity to corticosteroid binding globulin. This could account for the observed pattern of results without affecting the estrogen-related upregulation of corticosteroid binding globulin. This would require that second-generation progestins display a relatively greater affinity for corticosteroid binding globulin than first-and third-generation progestins, comparatively displacing the amount of cortisol able to bind to the plasma protein, leading to higher levels of free cortisol. However, studies have shown that despite the varying affinity to other receptor complexes such as androgen, glucocorticoid, and mineralocorticoid receptors, synthetic progestins preferentially bind to sex hormone binding globulin and do not bind to corticosteroid binding globulin is any significant manner (Endrikat et al., 2002; Hammond et al., 1984; Kuhnz et al., 1994; Schindler et al., 2003) .
Androgens and androgenicity
Androgen levels are negatively correlated with glucocorticoid responses to stress. In rodent models, orchiectomy, or removal of the testes, is associated with larger corticosterone responses to multiple stressors, an effect often reversed with androgen replacement (for reviews see, Goel et al., 2014; Handa and Weiser, 2014 ). Yet, despite HCinduced decreases in free androgen levels (Vibarel-Rebot et al., 2015) , studies consistently find that HC users show smaller free cortisol responses than non-users (Crewther et al., 2015; Kirschbaum et al., 1999; Nielsen et al., 2013 Nielsen et al., , 2014 , suggesting the reductions in androgen levels are not a primary contributor to the HC-related effect on cortisol response.
Although HC inhibits the endogenous production and release of androgens, the synthetic progestins contained in HC differentially bind to and activate androgen receptors (for reviews see, Schindler et al., 2003; Sitruk-Ware, 2004 , 2006 Sitruk-Ware and Nath, 2010 . The varying androgenicity of the progestins may contribute to the differences in free cortisol response to stressors across progestin generation, with more androgenic progestins leading to blunted cortisol responses to stress. However, levonorgestrel, the most prevalently used second-generation progestin in this study, is highly androgenic (Kaplan, 1995; Lemus et al., 1992; McGuire et al., 1990; Schindler et al., 2003; Sitruk-Ware, 2004; Sitruk-Ware and Nath, 2011; Van der Vange et al., 1990) . Thus, despite the negative relationship between androgens and the steroid response to stress, the androgenicity of progestins does not Fig. 3 . Salivary progesterone response to cold pressor stress during the active and inactive hormonal contraceptive phases within different progestin generations. The three-way phase x time × generation interaction was not significant. However, there was a two-way phase × generation interaction. Women using formulations containing first-generation progestins showed significantly lower overall progesterone levels during the inactive phase. There also was significant time × generation interaction when looking only at the inactive phase where only women using formulations containing second-generation progestins showed a significant progesterone response to stress. This was not observed in women using formulations containing firstor third-generation progestins. *p < .05. appear to impart a similar effect on the stress steroid response.
Androgen metabolites
The presumed mechanism of action for androgen-related blunting of the steroid response to stress (for reviews see, Goel et al., 2014; Handa and Weiser, 2014) , would be direct action of androgens on androgen receptor complexes. Thus, it would follow that progestins that bind to and activate the androgen receptor would also be associated with relatively smaller cortisol responses. However, research suggests it is not activation of the androgen receptor complex that directly inhibits the stress response. For instance, flutamide, a classic androgen receptor antagonist (Nguyen et al., 2007) , failed to fully block the dihydrotestosterone (DHT)-related dampening of HPA axis reactivity (Lund et al., 2004 (Lund et al., , 2006 . DHT is a potent androgen that is converted from testosterone by the 5-alpha reductase enzyme. Thus, finding that an androgen receptor antagonist does not block the ability of DHT to dampen the HPA response suggests that classic androgen receptor is not involved in quieting the stress response. Rather, evidence suggests the primary mechanism for androgen-related quiescence of the HPA response is through androgen metabolites, particularly the DHT metabolite 5α-androstan-3β,17β-diol (3β-diol), via action on the estrogen receptor β (Lund et al., 2006) .
Reports that androgen metabolites and/or androgen action via estrogen receptor β suggests that the androgenicity of a progestin would not contribute to the relative magnitude of the stress steroid response. Importantly, if the mechanism of action for androgen-related quiescence of HPA reactivity is related to androgen metabolites, then the affinity of the progestin for the androgen receptor is irrelevant as these synthetic hormones will not be converted to androgen metabolites.
17β-estradiol and estrogenicity
HC use results in very low estradiol levels (for review see, Rivera et al., 1999) . Based on work showing post-menopausal women randomly assigned to 17β-estradiol showed blunted cortisol responses to CPT stress compared with women receiving placebo (Herrera et al., 2017) , HC-related blunting of estradiol levels should be associated with greater free cortisol response to stressors. Yet, that is not the case (Crewther et al., 2015; Kirschbaum et al., 1999; Nielsen et al., 2013 Nielsen et al., , 2014 .
According to the above-reviewed work suggesting that the androgen-related blunting of the HPA axis is a function of androgen metabolite activation of the estrogen receptor β (Lund et al., 2006) , it may be that the relative estrogenicity of HC is affecting the stress steroid response. If some progestins exert their anti-estrogenic effects (for review see, Sitruk-Ware, 2004 ) by having antagonistic effects on the estrogen receptor β, this may contribute to the larger relative free cortisol responses to stress in second-generation progestins such as levonorgestrel, which some have reported to be highly anti-estrogenic (Gaspard et al., 1983; Schindler et al., 2003) . However, this theoretical assertion can only address the interaction between time and generation on free cortisol response, not the findings from follow-up analyses showing the cortisol response was larger during the inactive phase only.
Cholesterol levels
Cholesterol is the precursor to sex and stress steroids. Levels of highdensity lipoprotein (HDL) and low-density lipoprotein (LDL) cholesterol are reportedly affected by HC, although the pattern of effects are mixed (Bergink et al., 1982; Bradley et al., 1978; Gaspard et al., 1985; Godsland et al., 1990; Kaupplnen-Makelln et al., 1992; Knopp et al., 2001; Tikkanen et al., 1982; van Rooijen et al., 2002; Wahl et al., 1983; Wynn et al., 1969; Wynn and Niththyananthan, 1982) . Importantly, LDL and HDL cholesterol can lead to increased cortisol levels in a dosedependent manner in vitro and in vivo (Hammami et al., 1986; Liu et al., 2000; Terao et al., 2000; Yaguchi et al., 1998) . Additionally, smaller cortisol responses are reportedly related to human patient populations with fewer LDL receptors (Illingworth et al., 1982 (Illingworth et al., , 1983 .
This may be one potential mechanism for greater cortisol response in users of second-generation progestins, although results are mixed. Some reports indicate that levonorgestrel increases LDL levels (Kiley and Hammond, 2007; Knopp et al., 2001; Nath, 2011, 2013) and decreases HDL (Bergink et al., 1982; Gaspard et al., 1985; Godsland et al., 1990; Kaupplnen-Makelln et al., 1992; Kiley and Hammond, 2007; McGuire et al., 1990; Ruokonen and Käär, 1985; Sitruk-Ware and Nath, 2013; Tikkanen et al., 1982; Wynn and Niththyananthan, 1982) , while other reports indicate deceases in LDL (Gaspard et al., 1985; Shaaban et al., 1984) , or no effect on HDL, LDL, or both (Godsland et al., 1990; Kaupplnen-Makelln et al., 1992; Knopp et al., 2001; Shaaban et al., 1984; van Rooijen et al., 2002; Wynn and Niththyananthan, 1982) . These mixed effects appear to be, in part, a result of progestin dosage, whether administered alone or in combination with ethinyl estradiol, or duration of use. Further complicating this matter are additional mixed results regarding whether LDL or HDL cholesterol levels and/or receptors are the primary contributor to corticosteroidogenesis (Bochem et al., 2013;  for review see, Gwynne and Strauss III, 1982; Hammami et al., 1986; Illingworth et al., 1982; Illingworth et al., 1983; Liu et al., 2000) .
Conclusions
Discussed herein are six possible mechanisms for our observed pattern, none of which offers a straightforward account for why secondgeneration containing HC formulations are associated with a relatively larger free cortisol response to cold pressor stress. Other possible mechanisms may also drive this effect including, but not limited to, the imbalance between endogenous hormone production and levels and receptor activation; progestins exerting differential effects higher up in the HPA axis, such as the hypothalamus (i.e., corticotropin releasing factor) or the pituitary (i.e., adrenocorticotropin); differential effects on the endocannabinoid system, which is also involved in suppressing corticotropin releasing hormone neurons and terminating the HPA response (Evanson et al., 2010;  for review see, Hill and Tasker, 2012) and interacts with sex steroids and the hypothalamo-pituitary-gonadal axis (for review see, Gorzalka and Dang, 2012) ; and differential binding to mineralocorticoid receptors, which exhibit a high affinity for glucocorticoids and are theorized to regulate both the basal and stress-induced levels of glucocorticoids (Rozeboom et al., 2007; van Haarst et al., 1997) .
Our study was a preliminary investigation into how the adrenal response to stressors varies across the hormonal contraceptive cycle. Although our hypotheses did not require inclusion of these factors, the study would have been strengthened by including a naturally cycling group and a no-stress condition, as well as including additional extended time points for salivary cortisol testing. An important next step is to replicate the observed progestin generation pattern while potentially also including for comparison a naturally cycling group and/or a no-stress control condition. Inclusion of additional time points for salivary cortisol analysis would also be useful to see if the time course of cortisol reactivity differs across the HC phase. For instance, women might return to baseline levels faster during one phase over the other, or have different delays in reaching peak cortisol levels. Though the 15 m-post-onset time point is commonly used in studies assessing reactivity to CPT (Buchanan et al., 2006; Herrera et al., 2016 Herrera et al., , 2017 Nielsen et al., 2013 Nielsen et al., , 2014 , and cortisol does not increase significantly from 15 to 30 min (Buchanan et al., 2006) nor from 15 to 42 min post onset (Herrera et al., 2016) , finding differences with additional later time points is plausible given work showing not only a delay between plasma and salivary cortisol levels but also peak levels occurring approximately 40 min after stress exposure (Duplessis et al., 2010; Gozansky et al., 2005) . We also did not record what time of day participants typically took their oral contraception. Given that different progestins are metabolized at different rates and can reach peak serum levels at different times (for review see, Benagiano et al., 2004) , this information would have been useful in further investigating these generational effects. Another aim for future research on this topic will be a priori inclusion of progestin generation, which will help address issues related to power that the post-hoc nature of our analyses cannot address. Despite these limitations, this preliminary work highlights the need to better understand how hormonal contraception is affecting women beyond the reproductive, cardiovascular, and lipid outcomes typically measured. Furthermore, as evident in our discussion of possible mechanisms, this approach will need to be multifaceted and translational, with the use of animal models to help determine the physiological and behavioral phenotypes observed in women.
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