The aim of this paper is to propose new mining techniques by which we can study the impact of different risk management techniques and different software risk factors on software analysis development projects. The new mining technique uses the fuzzy multiple regression analysis techniques with fuzzy concepts to manage the software risks in a software project and mitigating risk with software process improvement. Top ten software risk factors in analysis phase and thirty risk management techniques were presented to respondents. The results show that all software risks in software projects were very important from software project manager perspective, whereas all risk management techniques are used most of the time, and often. However, these mining tests were performed using fuzzy multiple regression analysis techniques to compare the risk management techniques with each of the software risk factors to determine if they are effective in reducing the occurrence of each software risk factor. The study has been conducted on a group of software project managers. Successful software project risk management will greatly improve the probability of software project success.
Introduction
Despite much research and progress in the area of software project management, software development projects still fail to deliver acceptable systems on time and within budget. Much of the failure could be avoided by managers' pro-active maintenance and dealing with risk factors rather than waiting for problems to occur and then trying to react. Project management and risk management have been proposed as a solution to preserve the quality and integrity of a project by reducing cost escalation (Schwalbe, 2010) . Due to the involvement of risk management in monitoring the success of a software project, analyzing potential risks, and making decisions about what to do about potential risks, the risk management is consideredthe planned control of risk. Integrating formal risk management with project management is a new phenomenon in software engineering and product management community. In addition to that, risk is an uncertainty that can have a negative or positive effect on meeting project objectives. Risk management is the process of identifying, analyzing and controlling risk throughout the life of a project, to meet the project objectives (Schwalbe, 2010) .
However, an intelligent performance analysis approach is adapted for decision making to select the optimization techniques to apply in real word problem solving approach, particularly related to industrial engineering problems (Vasant, 2013) The mining approach is a new way of identifying risk from data that creates relationships between data and finds the optimum result from them. This includes techniques such as simulation analysis, fuzzy logic models, fuzzy multiple regression, neural network models, genetic algorithm, and heuristic algorithm. However, the goal of risk management at early iden-tification and recognition of risks and then actively changes the course of actions to mitigate and reduce the risk (Miler & Górski, 2002) . In the process of understanding the factors that contribute to software project success, risk is becoming increasingly important. This is a result of the size, complexity and strategic importance of many of the information systems currently being developed. Today, we must think of risk as a part of software project lifecycle which is important for a software project survival (Pandian, 2007) On the other hand, risk management aims to read risks as improvement opportunities and provide inputs to growth plans (Pandian, 2007) .
In our paper, we identified software risk factors and risk management techniques that guide software project managers to understand and mitigate risks in software analysis development projects. However, Software Development Life Cycle according to (Hoffer, George, & Valacich, 2011) , is the process of creating or altering systems, and the models and methodologies that people use to develop these systems. Also, it includes these phases as follows (Hoffer et al., 2011) : Planning, analysis, design, implementation, and maintenance. In addition to that, we focused on the analysis phase: It includes looking at any existing system to see what it is doing for the organization and how well that system is doing its job. According to Taylor, we should apply techniques consistently throughout the software project risk management process (J. Taylor, 2004) . Risk management is a practice of controlling risk and the practice consists of processes, methods, and tools for managing risks in a software project before they become problems (Sodhi & Sodhi, 2001 ). This study will guide software managers to apply software risk management practices with real world software development organizations and verify the effectiveness of the modelling techniques on a software project. We hope that the approaches will succeed in the software risk management methodology, which will improve the probability of software project success. The objective of this study is: To identify the software risk factors of software analysis projects in the Palestinian software development organizations, to rank the software risk factors according to their importance, severity and frequency, based on data source, to identify the activities performed by software project managers to model and mitigate the identified software analysis project risks. The organization of this paper will be as follows. Section 2 presents an overview of the literature. Section 3 introduces the software risk factors (analysis phase) relevant for the study. Section 4 introduces the common risk management techniques for these software risks. Section 5 presents the empirical work. Section 6 concludes the article and glimpses on future work.
Literature Review
According to (H. Taylor, 2005) , the key risks are identified by a group of Hong Kong project managers working for vendor IT firms who offered package implementation solutions, both locally and overseas. In that study a number of new risks from the vendor perspective have been identified, which indicate that vendor project managers typically have a broader focus on risks than their in-house counterparts. Addison & Vallabh (Addison & Vallabh, 2002) focused on the experienced project manager's perceptions of software project risks and controls. This work reports on the more significant risks and controls that are utilized to reduce the occurrence of the risk factors. The effectiveness of various controls to reduce the occurrence of risk factors was also identified and discussed. We improved quality of software projects of the participating companies while estimating the quality-affecting risks in IT software projects (Elzamly & Hussin, 2011a) . The new technique used the chi-square (2) test to control the risks in a software project (Khanfar et al., 2008) . However, we also used new techniques the regression test and effect size test proposed to manage the risks in a software project and reducing risk with software process improvement (Elzamly & Hussin, 2011b) . Furthermore, we used the new stepwise regression technique to manage the risks in a software project. These tests were performed using regression analysis to compare the controls with each of the risk factors to determine if they are effective in mitigating the occurrence of each risk factor implementation phase (Elzamly & Hussin, 2013) . According to (Dash & Dash, 2010) 
Empirical Strategy
Data collection was achieved through the use of a structured questionnaire and historical data for assisting in estimating the quality of software through determining the risks that were common to the majority of software projects in the analyzed software companies. Top ten software risk factors and thirty risk management techniques were presented to respondents. The method of sample selection referred to as 'snowball' and distribution of personal regular sampling was used. This procedure is appropriate when members of homogeneous groups (such as software project managers, IT managers) are difficult to locate. The seventy six software project managers participated in this study. The project managements that participated in this survey came from specific, mainly software project managements in software development organizations.
The respondents were presented with various questions, which used scales 1-7. For presentation purposes in this paper and for effectiveness, the point scale was the following: For choices, being headed, 'unimportant' equals one and 'extremely important' equals seven. Similarly, seven frequency categories were scaled into 'never' equals one and 'always' equals seven. All questions in software risk factors were measured on a seven-point Likert scale from unimportant to extremely important and software control factors were measured on a seven-point Likert scale from never to always. Therefore, the more extreme categories were combined in a way such that sevenpoint scale were reduced to five-point scale as follows: A category called 'somewhat important' was created, combining the two ratings 'very slightly important' and 'slightly important'. Similarly, a category called 'very important' combined the two ratings 'very important' and 'extremely important'. Similarly, seven frequency categories were re-scaled into five subcategories for presentation purposes. 'Rarely' combined the two ratings: 'rather seldom' and 'seldom'. 'Never', 'sometimes' and 'often' was unchanged, while 'most of the time', combined the two ratings: 'usually' and 'always'. However, to describe "Software Development Although real data tends to be imprecise, no previous research has ever developed mining algorithms to find knowledge directly from imprecise data (Chen & Weng, 2008) . However, it identifies the various data types that may appear in a questionnaire. Then, we introduce the questionnaire data mining problem and define the rule patterns that can be mined from questionnaire data. A unified approach is developed based on fuzzy techniques so that all different data types can be handled in a uniform manner (Chen & Weng, 2009 ). Therefore, in order to discover rules from a questionnaire dataset, we need a brand new approach that can deal with different data types occurring (Chen & Weng, 2009 ). Therefore the same authors explained that all data types could be represented and operated from fuzzy points of view. Furthermore, we must extend the crisp association rules to fuzzy association rules from questionnaire data.
Regression Analysis Model

Fuzzy Concepts with Membership Function
Fuzzy concepts help us to find the deviation of each data from fitness equation, so we define a normal distribution membership function as follows (Marza & Seyyedi, 2009 ):
where  is an average of sample points and  is square root of variance math. If we add fuzzy domain to regression method, the effect of discrete data points on the fitness result will be reduced and the effect of concentrated data points on the fitness result will be enhanced. Indeed, a membership function is a curve that defines how each point in the input space is mapped to a membership value (or degree of membership) between 0 and 1 (Dom et al., 2012). Specifically, the simplest membership functions are formed using straight lines such as triangular membership function (specified by 3 parameters) and trapezoidal membership function 
Fuzzy Parameters
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Coefficient of Determination
Coefficient of determination is used to assess the quality of estimation models and is expressed by R 2 . The coefficient R 2 calculated by (Gu et al., 2006):
Here, y expresses the mean value of random variables. Obviously, the coefficient R 2 describes the percentage of variability and the value is between 0 and 1; when an R 2 is close to 1, it indicates that this model can explain variability in response to the predictive variables, so called there is a strong relationship between the independent and dependent variables. Table 2 . Mean score for each software risk factor (analysis phase).
Importance of Software Risk Factors in Analysis Phase
Ranking of Importance of Software Risk Factors for Project Managers' Experience
As we see, the results in Table 3 show that most of the risks are very important and important the overall ranking of importance of each software risk factor for the three categories of project managers' experience. R8  R7  R7  R6  R5  R1  R2  R7  R4  R9  R10  R8  R9  R8  R9  R9  R10  R10  R6  R10  R7  R2  R1   Table 3 . Overall risk ranking of each software risk factor (analysis phase). Table 4 shows the mean and the standard deviation for each control factor. The results of this paper show that most of the controls are used most of the time and often.
Frequency of Occurrence of Controls
Relationships between Software Risks and Risk Management Techniques in Analysis Phase
Regression technique was performed on the data to determine whether there were significant relationships between control factors and software risk factors. These tests were performed using fuzzy regression analysis, to compare the controls to each of the software risk factors to determine if they are effective in reducing the occurrence of each risk factor. Relationships between software risks and controls, which were significant and insignificant, any control is not significant, we are not reported according to the best model with fuzzy concepts. Table 5 shows that the significant value is less than the assumed value at the  = 0.05 level of significance, so there is a positive relation between controls 1, 6, 11 and risk 1. Also the control 1 has an impact on the risk 1. Additionally, the results show that the control 1 has positive impact value of 0.282, and the value of R 2 is 0.013367. This is interpreted as a percentage of 1.33 % from the dependent variable of risk1. According to the fuzzy concepts in multiple regression analysis to produce a fuzzy multiple regression model by solving these equations, the final fuzzy equation is: C8: Assigning responsibilities to team members and rotating jobs, C1: Using of requirements scrubbing.
8
Major requirements change after software project plan phase.
C10: Reviewing and communicating progress to date and setting objectives for the next phase, C7: Developing contingency plans to cope with staffing problems.
9
Changing software project specifications.
C21: Including formal and periodic risk assessment, Involving management during the entire software project lifecycle, C3: Assessing cost and scheduling the impact of each change to requirements and specifications.
10
Inadequate value analysis to measure progress.
C23: Educating users on the impact of changes during the software project, C20: Involving management during the entire software project life cycle. 
Conclusions
The concern of our paper is mitigating software project risks in the analysis phase. The results show that all risks in software projects were very important and important in software project manager's perspective, whereas all controls are used most of the time, and often. Therefore, the software risk factors in the analysis phase from risk numbers 3, 4, 5, 6, 1, 8, 2 were identified as very important, the risk factors from risk numbers 9, 7, 10 in descending means were identified as important, aggregating the responses resulted in the following ranking of the importance of the listed risks (in order of importance): Risk 3, Risk 4, Risk5, Risk 6, Risk 1, Risk 8, Risk 2, Risk 9, Risk 7, and Risk 10. The results of this paper show also that most of the top ten controls are used most of the time. These tests were performed using fuzzy regression analysis, to compare the control techniques to each of the software risk factors to determine if they are effective in mitigating and modelling the occurrence of each software risk factor. Relationships between risks and controls, which were significant and insignificant, any control techniques is no significant, we are not reported. However, we determined the positive correlation between software risk factors in the analy-sis phase and risk management techniques, then evaluate and estimated the impact software risk in software development life cycle. We used correlation analysis, fuzzy regression analysis techniques proposed. However, we referred the risk management techniques were mitigated on risk factors in Table 15 . Through the results, we found out that some control haven't impact, so the important controls should be considered by the software development companies in Palestinian.
In addition to the above, we cannot obtain historical data form database until using some techniques. As future work, we will intend to apply these study results on a real-world software project to verify the effectiveness of the new techniques and approaches on a software project. We can use more techniques useful to manage software project risks such as neural network, genetic algorithm, and Bayesian statistics and other artificial intelligence approaches to improve the models.
