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Abstract
We study how to support elasticity, i.e., the ability to dynamically
adjust the parallelism (number of GPUs), for deep neural network
(DNN) training. Elasticity can benet multi-tenant GPU cluster
management in many ways, e.g., achieving various scheduling ob-
jectives (e.g., job throughput, job completion time, GPU eciency)
according to cluster load variations, maximizing the use of transient
idle resources, performance proling, job migration, and straggler
mitigation. However, existing parallelism adjustment strategies in-
cur high overheads, which hinder many applications from making
eective use of elasticity. We propose EDL to enable low-overhead
elastic deep learning with a simple API. We present techniques
that are necessary to reduce the overhead of parallelism adjust-
ments, such as stop-free scaling and dynamic data pipeline. We
also demonstrate that EDL can indeed bring signicant benets to
the above-listed applications in GPU cluster management.
Keywords Elastic deep learning, distributed training
1 Introduction
Due to the huge success of deep learning (DL), many organizations
have built large GPU clusters for deep neural network (DNN) train-
ing. A GPU cluster typically serves many concurrent users. Users
submit training jobs and the resource requirements (e.g., the num-
ber of GPUs) to the cluster. ese multi-tenant GPU clusters are
usually managed by traditional cluster managers (e.g., YARN [42],
Mesos [17]) or schedulers tailored for GPU clusters (e.g., Opti-
mus [31], Gandiva [44], Tiresias [12]), with scheduling objectives
such as high throughput, high GPU eciency 1, short job completion
time (JCT), and good responsiveness for small jobs 2.
rough an analysis of the trace data from Microso’s produc-
tion GPU cluster [21], we found that elasticity, the ability to adjust
the parallelism (i.e., the number of GPUs) of a DNN training job, is
benecial to multi-tenant GPU cluster management in many as-
pects. First, elasticity can adjust the trade-o between throughput
and GPU eciency 3, enabling us to more exibly adapt to cluster
1Here, throughput is the average number of training samples processed per sec-
ond. Let t (p) be the average per-GPU throughput of a job using p GPUs, and
p∗ = argmaxp t (p). GPU eciency is dened as t (p)/t (p∗), which is an indica-
tor of how close the current average per-GPU throughput (using p GPUs) is to the
optimal one (using p∗ GPUs).
2Following Tiresias [12], we dene job size as parallelism×running time.
3For the same job, using more GPUs oen increases throughput but decreases GPU
eciency.
load variations. GPU clusters are fully loaded sometimes but under-
utilized at other times. With elasticity, DNN training jobs can be
scaled out (i.e., increase the parallelism) to achieve high throughput
when the cluster is not busy, and scaled in to improve GPU e-
ciency when the cluster is heavily loaded. Second, elasticity allows
transient idle resources to be eectively utilized. Transient idle re-
source are common in GPU clusters (even in peak hours as revealed
in Microso’s trace data) and most of the idle intervals are short
(lasting for a few minutes). Jobs can be scaled out to make use of
these transient idle resources, and scaled in to return the resources
when they need to be re-allocated to other jobs. ird, elasticity
can help enforce priority and improve the responsiveness for small
jobs. It is reported that small jobs are usually used for program
correctness checking, parameter conguration tuning, and network
architecture search, for which quick response is critical [12, 44].
We found from the trace data that there are many small jobs as
well as jobs of various sizes queuing during peak hours. us, elas-
ticity can be used to scale in large or low-priority jobs in order to
allocate sucient resources to small or high-priority jobs, which
helps prevent head-of-line blocking and improve responsiveness
and average JCT. Finally, important scheduling operations such as
straggler mitigation, performance proling, and job migration can
be easily implemented based on elasticity (§5).
e main challenge of supporting elasticity is to make its over-
head suciently low. Parallelism can be trivially adjusted by stop-
resume [31], which checkpoints a job and restarts it with the desired
parallelism, but the job typically needs to be stopped for more than
30 seconds. is overhead puts a limit on the frequency of paral-
lelism adjustments, which in turn limits the application scenarios of
elasticity. For example, Optimus [31] uses stop-resume only every
10 minutes in order to amortize the large overhead. In the case of
using transient idle GPUs, the overhead of stop-resume is also too
high for us to gain a performance improvement (§2.2). In addition,
the system should make the mechanism of elasticity transparent
to users and the changes that need to be made to users’ programs
should be minimal.
We propose EDL to support elastic deep learning in multi-tenant
GPU clusters. EDL is a light-weight coordination layer between
a cluster scheduler and a DL framework. Similar to Horovod [36],
EDL delegates single-machine execution to the underlying DL
framework (e.g., TensorFlow [1], PyTorch [29], MXNet [7]). e DL
framework only needs to retrieve the meta data of a block of train-
ing data from EDL and noties EDL aer nishing a mini-batch.
EDL can be used as a simple plug-in to dierent DL frameworks
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and maintains good usability, i.e., users only need to add a few
lines to their script to enjoy elasticity and EDL hides all the details
(e.g., dynamic parallelism adjustments) from users. e scheduler
can instruct EDL to remove/add any worker for a training job us-
ing a simple API, e.g., sclae in() and sclae out(). Most critically,
EDL signicantly reduces the overhead of elasticity compared with
stop-resume.
EDL is designed to ensure both correctness and eciency when
any worker may join/leave a job at any time. In EDL, each job is
managed by a leader process and EDL uses a distributed transaction-
based mechanism for fast leader election. To scale out, EDL pro-
poses stop-free scaling, which allows existing workers to continue
training while newly added workers are being prepared for execu-
tion. is hides most of the scaling overhead. To scale in, EDL uses
graceful exit to remove workers at the end of a mini-batch training
with negligible overhead. For data preparation, EDL uses a dynamic
data pipeline to assign blocks of data to workers in an on-demand
fashion and leverages data pre-fetching to avoid starvation of GPUs.
e data pipeline also ensures that the training goes over a dataset
once without repetition and omission in each epoch.
We conducted extensive experiments to validate the performance
of EDL. In trainings that use static parallelism without scaling,
EDL achieves similar throughput and good scalability as Horovod.
Compared with stop-resume, EDL reduces the overhead of scaling
out by an order of magnitude and has negligible overhead for scaling
in. In addition, we showed that using EDL brings signicant benets
to applications such as straggler mitigation, performance proling,
and job migration. With some simple modications, we enabled
Tiresias [12], a state-of-the-art DL scheduler, to eciently apply
elasticity in DNN job scheduling, which achieves a reduction in the
average JCT by 89.5%.
In §2, we give the motivation of the work. In §3 and 4, we present
the API and the system design. In §5, we discuss the use cases of
EDL. In §6, we report the experimental results. In §7 and 8, we give
the related work and conclusions.
2 Motivation
We rst give some background on distributed DNN training. en,
we motivate our work by presenting the benets of elasticity and
highlighting the challenges of the work.
2.1 Background
A DNN model is trained by going over a dataset many times (called
epochs), and in each epoch the dataset is randomly shued and
partitioned into a number of mini-batches. For each mini-batch,
the model is updated using stochastic gradient descent (SGD), or
its variants such as Adam and AdaGrad, with w(t+1) = w(t ) −
ηt
|Bt |
∑
i ∈Bt ∇f (xi ,w(t )), where w(t ) is the current model and Bt
contains the training samples of the mini-batch. As calculating the
gradient ∇f (xi ,w(t )) involves computation-intensive kernels such
as matrix multiplication, DNN training is usually conducted on
GPUs.
Due to the growing volume of data and the high complexity of
DNN models (e.g., ResNet [16], VGG [39], Inception [40]), DNN
training usually cannot be nished within a reasonable time on a
single GPU and thus distributed training on multiple GPUs oers a
good alternative. Among the various distributed training schemes,
synchronous data-parallel is the most popular one[23], which par-
titions a dataset among the GPUs and each GPU (i.e., a worker)
calculates the gradient for some training samples in parallel. When
all workers nish the gradient computation in a mini-batch, the
local gradient from the workers are aggregated and then added to
the model before the next mini-batch starts.
Allreduce [28, 30] is a popular protocol for coordinating model
updates from distributed workers and has been widely adopted in
TensorFlow, PyTorch, MXNet and Horovod due to its simplicity and
high network eciency. We present the implementation of Ring-
Allreduce as follows. Workers form a ring communication topology
and each worker communicates only with its two neighbors on
the ring. When one gradient tensor is ready, each worker sends,
receives and aggregates 1/N (where N is the number of workers)
of the tensor to the adjacent worker in a round-robin fashion in
each step. Aer N − 1 steps, each worker has 1/N of the tensor
that aggregates the updates from all workers. In the next N − 1
step, each worker passes its aggregated part of the parameters
along the ring such that the gradient on all workers will be updated.
Parameter server [18, 25, 45, 48] is also widely used in distributed
machine learning, which provides a key-value interface for model
update/lookup. However, conguration is more complicated for
parameter server as performance strongly depends on the number
and location of the servers as well as the skewness of tensor sizes
in the models[12, 20, 31, 33].
Horovod [36] is the state-of-the-art framework for distributed
DNN training based on Allreduce. It delegates single machine
execution to existing deep learning frameworks and adopts the
synchronous data-parallel computation model. In a Horovod job,
a leader process coordinates the order and granularity of gradient
synchronization among workers.
2.2 e Benets of Elasticity
We show the benets of elasticity for multi-tenant GPU cluster
management from observations in our experiments and the trace
data from Microso [3]. e trace data contains scheduling events
(e.g., job submission/nish time) and brief descriptions of jobs (e.g.
user id, number and location of allocated GPUs) collected over two
months from Microso’s production GPU cluster (with approxi-
mately 2,300 GPUs).
Adjusting the trade-o between throughput and eciency.
Figure 1 shows the throughput (th) and GPU eciency (ef) of
training VGG19 and ResNet50 using dierent batch sizes 4 (b) and
parallelism. e throughput of ResNet50 increases with the paral-
lelism but the gain diminishes, while the GPU eciency decreases
with the parallelism. is is because distributed training needs to
pay a higher communication cost under a larger parallelism. e
throughput of VGG19 even drops when the parallelism exceeds
8 GPUs because of the high communication cost caused by the
large model. Under a batch size of 384, the best GPU eciency of
training VGG19 is achieved with 4 GPUs because the intermediate
result (activations of the layers) takes too much memory on each
GPU under smaller parallelism, which degrades the computing
throughput of the kernels due to insucient cache space.
e results show that DNN training jobs can usually run with
a range of parallelism and the trade-o between throughput and
GPU eciency can change signicantly with parallelism. us,
4e batch size refers to the aggregate batch size of all GPUs running a job.
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Figure 1. roughput and GPU eciency vs. parallelism
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Figure 2. Variations of cluster load and job sizes
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Figure 3. Distribution of idle GPU intervals
elasticity can be used to dynamically adjust the parallelism of DNN
training jobs according to dierent objectives of cluster scheduling.
Improving cluster utilization and JCT. We plot the changes in
the load of the Microso cluster over time in Figure 2a. e cluster
is almost fully loaded in some periods and many jobs are queuing
to be processed, while in other periods the cluster load is relatively
low. We also plot the cumulative distribution function (CDF) of
the sizes of all jobs over the two-month period in Figure 2b, which
shows that there exists a large variation in job sizes. Among the
jobs, the 20th percentile takes 85 GPU*sec while the 90th percentile
takes 58,330 GPU*sec.
Based on the above ndings, elasticity is useful in improving
cluster utilization and JCT in the following ways: (1) when the
cluster load is high, scaling in large jobs (or low-priority jobs) as to
improve GPU eciency, while the GPUs freed from the scale-in can
be used to run small jobs (or high-priority jobs) that are queuing as
to reduce their JCT; and (2) when the cluster load is low, scaling
out jobs (e.g., high-priority ones) to make fuller utilization of the
cluster and improve throughput and JCT. Our experiments in §6
show that by enabling elasticity, the average JCT is reduced by
89.5%.
Utilizing transient idle resources. We dene the idle interval of
a GPU as the time elapsed between the nish of the previous job
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Figure 4. e positioning of EDL
and the start of the next job on the GPU. We plot the frequency
distribution of the idle intervals of the GPUs from the trace data in
Figure 3. e idle intervals follow a power law distribution and the
majority are short intervals. Specically, 39.62% of the idle intervals
are less than 4 minutes, which takes up 41.5% of the idle resources
during peak hours (when >90% of the GPUs are occupied).
Elasticity helps utilize transient idle resources by scaling out a
job when some GPUs become idle and scaling in the job when other
jobs need to use these GPUs later. However, stop-resume based
elasticity cannot eectively utilize transient idle resources due to
its high overhead. We used stop-resume to adjust the parallelism
of a job from 1 GPU to dierent number of GPUs. e overhead
ranges from 40 to over 80 seconds 5 as shown Figure 5. is renders
stop-resume based elasticity impractical, which we explain using
an example. Consider a job running on 4 GPUs and we have a GPU
that will be idle for 4 minutes. Stop-resume needs to rst adjust
the parallelism from 4 to 5 and then back to 4. Assume that each
parallelism adjustment takes 30 seconds, training is conducted with
5 GPUs for at most 3 minutes. us, the eective training time is at
most (5 GPUs * 180 sec) = 900 GPU*sec. In contrast, the eective
training time is (4 GPUs * 240 sec) = 960 GPU*s if we do not use the
idle GPU at all. In fact, the high overhead of stop-resume means that
scaling can only be conducted infrequently, which limits its ability
to adapt to dynamic resource availability and job requirements (e.g.,
resource demands, priority).
3 System Architecture and APIs
We focus on data-parallel, synchronous training as it is the dominant
paradigm of distributed DL [1, 7, 23, 29, 36]. As users of DL are
mostly familiar with popular frameworks such as TensorFlow, Py-
Torch and MXNet, it would be desirable if the core logic of elasticity
can be shared among dierent DL frameworks. e shared com-
ponent could be a new elastic communication library like Nvidia
NCCL [28] or parameter server [18, 25, 45, 45, 48]. However, sup-
porting elasticity not only requires synchronizing the model among
an elastic set of processes but also involves dynamically partition-
ing the training data and modifying parameters such as per-GPU
batch size. us, we design EDL as a coordination layer siing
between DL frameworks and the GPU cluster manager as shown in
Figure 4. e key APIs of EDL are summarized in Table 1. e clus-
ter manager can use EDL’s scheduler API to adjust the parallelism
of jobs without knowing the details of the parallelism adjustment
5e scaling overhead increases with parallelism as TensorFlow initializes the GPU
devices in one machine sequentially.
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Table 1. Key APIs of EDL
API for cluster scheduler Description
sclae in(job handle, rmv GPU info) remove GPUs from a job
sclae out(job handle, add GPU info) add GPUs to a job
prole(job handle, min p, max p) prole a job
API for DL frameworks Description
elastic shard generator() generate the next shard’s info
notify batch end() check the need of scaling
procedures. Users write training scripts using existing DL frame-
works and only need to add a few lines to use EDL. is design
incurs minimal change to existing infrastructures and results in
good usability.
In EDL, each job is executed by a group of worker processes
and each process is associated with an EDL daemon. A leader is
elected among the workers to schedule the order and granularity
of gradient synchronization (the synchronization process is similar
to Horovod [36]) and coordinate the parallelism adjustment (§4.1).
Each worker process is aached with one GPU and runs in the
single-machine mode using a DL framework to compute gradient on
some training samples for a mini-batch. We ingest communication
operators (e.g., using the Grapler graph edit APIs in TensorFlow or
hooks in PyTorch) in-between the computation and accumulation
of gradients. Within the communication operator, an EDL daemon
sends tensor synchronization requests asynchronously to the leader.
Aer receiving ready-to-reduce message from the leader, the EDL
daemon delegates the synchronization task to a dedicated thread to
avoid blocking message handling and the thread conducts gradient
synchronization using communication libraries such as NCCL.
3.1 API for Cluster Scheduler
We assume that there is a centralized cluster scheduler (e.g., YARN),
which has knowledge of resource availability and job status to make
scheduling decisions. e scheduler may instruct EDL to adjust
the parallelism of a job, identied by a unique job handle, using
the sclae in() and sclae out() operators. When a scaling operator is
called, a message is sent to the leader of the workers that execute
the job. e leader then coordinates the removal/addition of the
specied GPU(s) and replies an acknowledgment message to the
scheduler aer the adjustment completes. Scaling operations are
commied sequentially in EDL and if a scaling request is received
in the middle of a parallelism adjustment, the leader sends a retry
message to the scheduler. e leader may fail to reply in case of
failure (either the leader itself or a worker). In either case, the
scheduler may retry the scaling operation aer a specied time
(e.g., 60 seconds). e prole() operator measures the throughput
and GPU eciency of a job under a range of parallelism specied
by [min p, max p]. It can be used to nd the optimal parallelism
of a job or collect information for scheduling by running proling
tasks on a dedicated small cluster [12, 31]. For a job that is already
running, prole() can be called to report its throughput and GPU
eciency under the current parallelism without specifying the
range.
EDL automatically recovers a job from failure using the remain-
ing resources without intervention from the scheduler (§4.2), which
eliminates delays due to re-scheduling and re-launching. When
applying scaling, EDL keeps the aggregate batch size of all the
workers constant and decides the per-worker batch size according
1 import tensorflow as tf
2 import edl.tensorflow as edl
3 edl.init() # initialize EDL daemon
4 # create a generator object
5 ds = tf.data.Dataset.from_generator(
6 edl.elastic_shard_generator())
7 loss = Resnet50(ds) # construct a Resnet50 model
8 # ingest Allreduce into graph within Optimizer
9 opt = edl.Optimizer(tf.train.AdamOptimizer(...))
10 # create optmization objective
11 obj = opt.minimize(loss)
12
13 with tf.train.Session() as s:
14 while not s.Done():
15 s.run(obj, feed_dict={...})
16 edl.notify_batch_end()
Listing 1. An example code of EDL with TensorFlow
to the parallelism. Moreover, EDL ensures that training goes over
the dataset once in each epoch without repetition and omission. e
above consistency semantics are sucient for most DNN training
jobs [6, 11, 13].
3.2 API for DL Frameworks
EDL provides a simple API for users of popular DL frameworks to
run their scripts as elastic jobs. Some of them are standard and sim-
ilar to the ones in Horovod, e.g., init(), shutdown() and all reduce(),
while elastic shard generator() and notify batch end() are speci-
cally introduced for elasticity. elastic shard generator() returns a
generator object, which gives the meta-data of a chunk of training
samples to a worker when its next() method is called, and a DL
framework can use it to load training samples dynamically from
a list of partitions. is operator ensures the ecient distribution
of the training samples to a dynamic set of workers under scal-
ing (§4.3). EDL adds/removes workers for a job at the end of a
mini-batch so that no training progress is lost and users can call
notify batch end() to notify EDL of the mini-batch boundary. e
end of a mini-batch can be identied trivially in users’ training
script in existing DL frameworks, for example, aer session.run()
in TensorFlow and the end of the for-loop for each mini-batch in
PyTorch. Since each mini-batch typically takes hundreds of mil-
liseconds, the delay of waiting for the end of a mini-batch is usually
short.
Puing things together, we illustrate with an example that uses
EDL with TensorFlow in Listing 1. Line 3 initializes the EDL dae-
mon and Lines 5-6 construct a TensorFlow dataset object from
the elastic shard generator() method of EDL. e edl.Optimizer in
Line 9 is a helper class that inherits TensorFlow’s optimizer class
and we ingest the Allreduce operation into the computation graph
in edl.Optimizer. In Line 16, users indicate the end of one mini-batch
with notify batch end(). It can be seen that using EDL is easy and
it only requires adding a few lines (i.e., the lines containing “edl”)
to a user’s script.
4 System Design and Implementation
e design of the EDL system has three goals: exibility, eciency,
and consistency. Flexibility means that EDL should allow any pro-
cess, either a worker or the leader, to leave or join a job at any time,
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which enables the scheduler to exibly adjust parallelism. Eciency
means that EDL should signicantly reduce the parallelism adjust-
ment overhead compared with stop-resume, and should introduce
negligible overheads to training under static parallelism without
scaling. Consistency means that the execution of a job under scaling
should be equivalent to its execution without scaling [6, 11, 13].
To achieve these goals, EDL adopts three key designs: automatic
job management (§4.1), ecient parallelism adjustment (§4.2), and
dynamic data pipeline (§4.3).
4.1 Automatic Job Management
Each job has a leader to manage its workers. However, the leader
may leave the job due to scaling or failure. Each worker runs a
leader election/discovery procedure whenever the leader is not
known to the worker, which ensures that there is always a leader to
manage the job. Specically, when a job is launched, each worker
rst performs the leader election procedure, which is implemented
as a distributed compare and swap transaction using an external co-
ordination system such as ZooKeeper [19] or etcd [9]. e workers
query the leader’s connection information (e.g., hostname and port
number) in the external coordination service using the job handle
as key. If the connection information is void or expired, a worker
writes its own address into the information and becomes the leader.
e leader needs to periodically refresh its address information,
which is congured to expire automatically if the leader fails to
do so. Upon expiration, workers will be notied so that they will
perform leader election again.
Aer a leader is elected, it establishes an RPC server accepting
connections, while other workers connect to the leader and send
a registration message to join the job. According to our measure-
ment, leader election took 7ms on average and 33ms at maximum
when 256 workers used etcd for distributed coordination. During
job execution, the leader infers the liveness of the workers from
the gradient synchronization requests in every mini-batch and
thus explicit heartbeat message is not needed. When sclae out() or
sclae in() is called, the leader communicates with the new or exiting
workers to prepare them for joining or leaving the job. e leader
also constructs a new communication topology for distributed train-
ing with/without the new/exiting workers. More details will be
presented when we discuss sclae out() and sclae in() in §4.2.
An alternative to the leader discovery mechanism is to launch a
dedicated process (not aached with GPU) as the leader (similar
to an application master [42]). Such a design has the advantage
that sclae in() operations will not aect the leader. However, using
multiple types of processes complicates the current single-program-
multiple-data (SPMD) execution paern. Deployment is also more
complicated as users need to congure parameters such as the
network address and resource requirements for the leader.
4.2 Ecient Parallelism Adjustment
To reduce the overheads of parallelism adjustments, EDL uses stop-
free scaling to hide the high cost of execution context preparation
during sclae out() and applies graceful exit to make the overhead of
sclae in() negligible.
Scale out. Adding new workers to a running job takes three steps:
execution context preparation, communication topology construction,
and model preparation. Execution context preparation involves
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loading dynamic libraries (e.g., cuDNN, cuBLAS), preparing train-
ing data, allocating space on both GPU memory and main memory,
and so on. Declarative DL frameworks such as TensorFlow also
need to build and optimize the computation graph. For communi-
cation, new workers need to connect to the leader for coordination
and all the workers need to form a new ring topology for model
synchronization. New workers also need to acquire the up-to-date
model before joining the training. We provide a breakdown of the
time for scaling out a 1-GPU job on TensorFlow in Figure 5 with the
execution context preparation overhead marked in gray. e result
shows that the cost of execution context preparation dominates the
scaling overhead. is observation is consistent for all the models
we experimented.
Motivated by this observation, we propose stop-free scaling. e
key insight is that the training on the existing workers does not
need to be stopped when the new workers conduct execution con-
text preparation. Each new worker launches two separate threads,
a main thread and a background thread. e main thread conducts
execution context preparation while at the same time the back-
ground thread performs leader discovery and sends a registration
request to the leader. e leader constructs a new communication
topology involving the new workers aer receiving their registra-
tion requests and broadcasts it to all the workers. Note that the
original communication topology is not destructed yet, and thus the
existing workers can continue the training without being aected.
A new worker sends a ready message to the leader when it nishes
execution context preparation and receives the new communica-
tion topology, but is blocked until it receives an OK message from
the leader.
Once the ready messages from all the new workers have been
received, the leader broadcasts an OK message and a future times-
tamp to all the workers. e existing workers check at the end
of each mini-batch indicated by notifyBatchEnd() and switch to
the new communication topology when its next local timestamp
reaches the timestamp specied by the leader. e timestamp is
implemented as the mini-batch count and we set the future times-
tamp as t cur + k , where t cur is the current mini-batch count of
5
the leader. k is determined asTa/Tb , in whichTb is the current per-
mini-batch time for the job and Ta is a predened time allowance
(500ms by default) to tolerate uctuations in network latency. One
existing worker is chosen to broadcast its model to the new work-
ers as using only one worker for broadcasting reduces the time for
model synchronization. Aer the new workers obtain the latest
model, sclae out() completes and the training continues with the
new parallelism.
An illustration of stop-free scaling, contrasting with stop-resume,
is given in Figure 6, where we add two more GPUs to a job. With
stop-free scaling, existing workers only need to stop and wait until
the model is broadcast to the new workers, which can complete
within 1 second for most models according to our experiments.
Compared with stop-resume, the long execution context prepa-
ration time for new workers is now hidden behind the normal
execution of the existing workers.
Scale in. For sclae in(), we apply graceful exit, in which the sched-
uler gives the exiting workers a short time allowance (e.g., 30 sec-
onds, but usually a few seconds is enough) to leave. On receiving
the sclae in() request, the leader constructs a new communication
topology and broadcasts it to the remaining workers. Similar to
the case of sclae out(), the leader also sends a future timestamp
to all the workers, at which the exiting workers should leave and
the remaining workers should switch to the new communication
topology. Before reaching this timestamp, training continues with
all the workers. If the leader is instructed to leave, it will erase its
address in the external coordination system such that a new leader
can be elected using the leader election protocol. e old leader
will send the job meta-data (e.g., batch size, data loading progress,
etc.) to the new leader before exiting and all the remaining workers
will connect to the new leader at the scheduled timestamp. With
graceful exit, the overhead of sclae in() is negligible as the exiting
workers just need to leave and the remaining workers do not need
to stop and wait.
Failure recovery. We consider forced exit, including process fail-
ure, as a special case of scaling in. Worker failure can be detected
if a worker fails to send the gradient synchronization request for
a mini-batch and leader failure can be detected by the leader elec-
tion/discovery protocol. When failure happens, the model may be
inconsistent. For example, if a worker fails before nishing syn-
chronizing all gradients, the model on the other workers would
be partially updated. EDL provides two protocols to recover from
failure, i.e., consistent recovery and approximate recovery. Consis-
tent recovery requires the leader to write a checkpoint to per-
sistent storage such as HDFS [38] periodically (e.g., every 1000
mini-batch or every 10 minutes). Upon failure, the job is resumed
by loading and restarting from the latest checkpoint, which en-
sures model consistency. As DNN training is known to be robust to
bounded errors, approximate recovery can also be used to simply
construct a new communication topology for the surviving work-
ers and redo the current mini-batch. Users can choose one of the
two protocols by altering the value of the environment variable
USE APPX RECOVERY (our default is using consistent recovery).
4.3 Dynamic Data Pipeline
Existing DL frameworks partition a dataset among workers before
training starts, and each worker goes over its assigned partitions in
each epoch [1, 7, 29]. is static data allocation method works well
in practice, but we show that static data allocation lacks exibility
and results in complicated data management for elastic DL.
Consider a dataset with 1M samples, which is partitioned into
1K partitions each with 1K samples, and there are 10 workers each
geing 100 partitions. If we want to add 5 GPUs to this job, two
options are possible under static data allocation. First, we can
wait until the end of the current epoch and re-assign the partitions
among the 15 workers, which is inexible as parallelism adjustment
is only possible at the end of the current epoch (instead of the
current mini-batch as in EDL). Second, we can re-assign only those
unprocessed partitions in the current epoch among the 15 workers
and conduct a global re-allocation when the current epoch ends.
However, if another scaling instruction (e.g., removing 3 out of the
5 added GPUs because they are transient resources) comes before
the re-assignment nishes, a new data allocation plan needs to be
constructed on the partially re-assigned data within the current
epoch. Some other issues, such as hiding the delay of data re-
assignment and handling partition fragmentation or imbalance, also
need to be considered, which make the design and implementation
complicated.
To support elasticity, EDL assigns data partitions to workers dy-
namically in an on-demand fashion. e dataset is logically divided
into d partitions, where d is suciently larger than the number of
workers while the size of a partition is still large enough to allow
high-bandwidth data reading. e partitioning is only conducted
at the meta-data level, e.g., recording le names and osets, and
the dataset is not physically partitioned. e leader generates a
random permutation of the indexes of the partitions and uses it for
dynamic data assignment. When a worker needs a new partition, it
sends a data-read request to the leader by calling the next() method
of the generator object returned by elastic shard generator(). e
leader replies the request with the meta-data (e.g., le path, oset
and length) of the next unassigned partition. e worker then is-
sues asynchronous I/O request to the distributed le system (e.g.,
HDFS [38]) for reading this partition.
For the purpose of progress tracking, each worker records an
oset in its current patition, which indicates where the next mini-
batch should start. e workers report their osets to the leader at
the end of each mini-batch and this information is aached to the
gradient synchronization request with negligible overhead. When
new workers join a job, the leader simply assigns some unprocessed
(or partially processed) partitions to them. When a worker leaves
under graceful exit, it reports to the leader the meta-data of the
current partition and its oset in the partition such that the leader
can assign the remaining unprocessed data in this partition to
another worker. If the leader needs to leave, it sends the partition
permutation list and the progress of all the workers to the new
leader before it exits. EDL also writes the partition permutation
list and the worker progresses to checkpoint such that a job can be
restored properly.
e above procedure of dynamic data pipeline in EDL ensures
that training goes over the dataset once in each epoch without
repetition and omission regardless of whether scaling out and in
are performed. However, dierent runs of an algorithm may not
produce the same result as scaling may aect the order in which
the samples are used in the training. In essence, the change in the
processing order of the samples caused by scaling can be viewed
as an additional source of randomness in the sample permutation
6
and thus the consistency guarantee by dynamic data pipeline is
sucient for most deep learning tasks [6, 11, 13].
4.4 Implementation Details
We modied Horovod v0.16.1 and implemented the EDL daemon
and plugins using Boost.asio with around 4K lines of code. We use
NCCL v2.4.8 and TensorFlow v1.14.1. TCP is used to connect the
leader with the workers and the cluster manager. We observed
that usually tens of coordination messages are exchanged between
the leader and the workers in each mini-batch training and the
size of each message is within a few hundred bytes. As each mini-
batch training usually takes only a few hundred of milliseconds,
reducing the messaging latency is critical to avoid wasting GPU
cycles. erefore, we disabled the Nagle’s algorithm [26, 27] in the
TCP socket and the average latency of sending one message is 56
µs according to our measurement. We are also investigating to use
RDMA to further reduce the latency.
To hide the latency of reading training data from the le system,
each worker runs a producer-consumer data pipeline. A ping-pong
buer (or double buer) is maintained between CPU and GPUs.
e buers are blocks of pinned memory to avoid disk swapping
and enable fast data transfer to GPUs. A background thread serves
as the producer and asks the leader for the meta-data of a new
partition once a partition is dequeued from one of the buers by
the consumer. We overlapped host-to-device data movement with
GPU computation by pre-fetching multiple mini-batches of training
samples from main memory to GPU.
5 Elasticity In Use
In this section, we discuss how EDL can benet DL cluster sched-
uling and be used to implement a number of important system
functionalities such as straggler handling, performance proling,
and worker migration.
5.1 Elasticity-Aware DL Scheduling
According to §2, EDL can be used to (1) adjust the trade-o between
throughput and GPU eciency, (2) improve cluster utilization and
JCT by adapting to the variations in cluster load, and (3) make good
use of transient idle resources. One way to enjoy all of these three
benets is an elasticity-aware DL scheduler based on EDL.
As developing a new scheduler is out of the scope of this paper,
we extend Tiresias [12], a state-of-the-art GPU cluster scheduler
based on the shortest-job-rst principle. Tiresias manages jobs in
multiple groups,G0,G1, . . . , and the group with a smaller index has
higher priority. Scheduling is conducted by allocating resources to
jobs in the higher-priority groups rst. Each groupGi has a service
quantum ti for its jobs, meaning that a job can only consume up
to ti GPU*sec and aer that it will be moved to Gi+1. When a job
is submied to the cluster, it is rst placed into G0 and gradually
moved to a lower-priority group as it keeps running. If a job is
not scheduled for a long time, it will be moved to G0 to prevent
starvation. Tiresias computes a new scheduling plan for all jobs
whenever there is a new event (e.g., a new job is received or some job
changes its priority). A running job will be preempted if it cannot
be scheduled (i.e., its required resources cannot be allocated) in
the new plan. Tiresias achieves good responsiveness for small jobs
because they can be completed in the rst few groups, i.e., groups
with higher priority (e.g., jobs that take less than t0 GPU*sec are
always scheduled rst). Readers may refer to [12] for details.
To extend Tiresias to support elasticity, we add the following
two simple rules to its scheduling protocol.
• (R1: Compaction) If the number of waiting jobs (waiting
to be scheduled) exceeds a threshold N , we scan the pending
jobs starting from highest priority group. For each pending
job J˜i , we calculate Gain(i,p), which is the gain in GPU
eciency by removing p GPUs from the running jobs via
scaling in and allocating these GPUs to J˜i . We nd thep that
maximizes Gain(i,p) as the scheduling plan 6. We do not
remove GPU from jobs in G0 and constrain that a running
job Jj has a parallelism at least drpj e to guarantee quality
of service, where pj is the user-specied parallelism for Jj
and r ∈ (0, 1].
• (R2: Expansion) If there is no waiting job and there are idle
GPUs, sclae out() is to be applied to jobs in a greedy manner
as follows. In each step, the job that has the largest gain is
to be allocated 1 more GPU, where the gain is dened as
S (p+1)−S (p)
S (p) , in which S(p) is the training throughput with
the current parallelism p. e greedy procedure continues
until all the idle GPUs are allocated or no job can obtain a
positive gain.
We call the new scheduling algorithm Elastic-Tiresias. Intu-
itively, the two rules of Elastic-Tiresias aim to improve GPU ef-
ciency when the cluster load is high and try to fully utilize the
idle resources when the load is low. With these two simple modi-
cations, Elastic-Tiresias achieves signicantly beer performance
compared with the original Tiresias (§6.3). If users do not want the
scheduler to change the parallelism of a job, they can mark the job
as inelastic and Elastic-Tiresias simply skips it when conducting
parallelism adjustment.
5.2 Additional Use Cases of EDL
EDL can also be easily used to provide important system function-
alities such as follows.
Straggler mitigation. Some workers may become stragglers due
to reasons such as high GPU temperature (which leads to clock
frequency drop) and strong interference from co-located jobs. Strag-
glers are a major cause of performance degradation in synchronous
training as a synchronization barrier is enforced at the end of each
mini-batch. EDL detects stragglers by monitoring the time workers
spend on a mini-batch via the gradient synchronization requests.
If a worker is consistently slower than other workers in a few
consecutive mini-batches (e.g., its per-mini-batch time is longer
than 1.2 times of the median for 10 mini-batches), the leader may
trigger a sclae in() operation to remove this worker from training
with negligible overhead. Note that a smaller parallelism without
straggler can lead to beer performance as we report in §6.2. A
replacement worker, or the straggler itself (e.g., aer cooling down
or the completion of co-located jobs), can easily join the job using
sclae out() to restore to the original parallelism.
Performance proling. Building an analytical model for the per-
formance of DNN training jobs under dierent parallelism and
placement plans is important but generally challenging [12, 31, 44].
ere are many factors such as model architecture, global batch
6We enforce a locality constraint that the p GPUs to be allocated to J˜i must come
from no more than dpi /m e machines, where pi is the user-specied parallelism for
J˜i and m is the number of GPUs on each machine.
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Figure 7. Performance under static parallelism
size and network bandwidth, that may aect performance in dif-
ferent ways. erefore, it is common and also oen necessary to
run proling jobs to measure the performance under dierent con-
gurations to collect information for performance tuning and/or
job scheduling. e prole() method in EDL can be easily used to
measure the runtime performance under a range of parallelism,
dened by [min,max]. As sclae in() has much lower overhead than
sclae out(), EDL starts a proling job with the maximum parallelism
and gradually scales in to the minimum parallelism. At each par-
allelism, the job is run for a few mini-batch iterations (e.g., 20) to
measure the performance.
Worker migration. Sometimes the scheduler needs to move one
worker of a job from one machine to another machine, e.g., to
co-locate the workers of this job for communication cost reduc-
tion or to make room in a machine so that it can be dedicated for
some purposes. Worker migration can be easily operated in EDL by
rst scaling in to remove the workers on the destination machine
and then scaling out to add new workers from the target machine,
without stopping the job. We further optimize this procedure by
merging the scale-in and scale-out operations into one single migra-
tion operation, in which the communication topology is switched
only once.
6 Experimental Results
We evaluated EDL on a cluster with 8 machines each with a 96-core
Intel CPU, 8 NVIDIA Tesla V100 SMX2 GPUs and 256 GB RAM.
e machines are connected with 100 Gbps inniband.
6.1 e Overheads of Elasticity
Performance under static parallelism. As DNN training jobs
run with a static parallelism most of the time, it is crucial that the
designs for elasticity, e.g., RPC-based coordination and dynamic
data pipeline, incur lile overhead on normal training. We mea-
sured the throughput (averaged over 500 mini-batches) of EDL and
Horovod for training dierent DNN models using up to 32 GPUs.
As a common practice of testing the scalability of distributed DNN
training systems, we increased the total batch size linearly with
the number of GPUs. Due to the page limit, we only report the
results for ResNet101 and VGG16 in Figure 7, which show that EDL
achieves comparable performance with Horovod and scales almost
linearly for ResNet101. e scalability of both systems for training
VGG16 drops a bit due to the high communication cost caused by
the large model.
Scaling overheads. To scale in, EDL does not stop training and
uses graceful exit to remove exiting worker(s). To scale out, EDL
Table 2. Stopping time (sec) of scaling out
AlexNet ResNet152 ResNet50 VGG19 VGG16
Stop-resume 30 70 44 38 35
EDL 0.18 1.8 0.67 0.71 0.36
Table 3. End-to-end time (sec) of scaling in/out in EDL
AlexNet ResNet152 ResNet50 VGG19 VGG16
Scaling in 1.6 3.3 1.8 3.3 3.3
Scaling out 16 36 21 20 19
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Figure 8. GPU resource loss of scaling out
needs to stop training briey to broadcast the model to new worker(s) (§4.2).
In comparison, stop-resume needs to stop all workers for the entire
period for both scaling in and out. We report the stopping time
(averaged over 20 trails) of scaling out from 4 GPUs to 5 GPUs with
EDL and stop-resume in Table 2. Note that stop-resume has similar
stopping time for scaling in. Other factors, e.g., scaling to more
GPUs or the location (on the same machine or another machine) of
the added GPUs, have negligible inuence on the scaling overhead
and thus we omit the details.
We also report the end-to-end time of scaling in (from 5 to 4
GPUs) and scaling out (from 4 to 5 GPUs) operations in EDL in
Table 3. We remark that (1) the reported time only aects the join-
ing/exiting workers, while normal training continues with existing
workers, and (2) scaling in/out with more GPUs does not linearly
increase the end-to-end time (which is only aected by the slowest
worker that completes the scaling process). e results show that
the scaling operations in EDL can nish quickly.
As the longer the stopping time (Ts ) and the end-to-end time (T ),
the more is the GPU resource not used for training. us, we also
measured the total amount of resource loss (in GPU * time) due
to scaling out. We report the results for ResNet50 and VGG16 in
Figure 8, but similar paerns are observed for other models as well.
e resource loss of EDL is an order of magnitude smaller because
only the newly added GPUs are not used inT and the existing GPUs
are not used only in Ts ; in contrast, for stop-resume all GPUs (new
and old) are not used in T . We remark that the loss due to the new
GPUs is inevitable as new workers always need to conduct context
preparation before training, but this loss actually contributes to the
majority of EDL’s loss (as Ts is small).
6.2 e Benets of Using EDL
In this set of experiments, we demonstrate the benets brought by
EDL in various applications.
Performance proling. We report the time taken by EDL and
stop-resume for a proling job (testing the training performance
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Figure 10. Worker migration and transient GPU usage
with 2 to 8 GPUs and running for 10 mini-batches under each
parallelism) in Figure 9a. EDL rst started the job with 8 GPUs
and then gradually scaled in to 2 GPUs. In contrast, stop-resume
started a new job under each parallelism to measure the perfor-
mance. e results show that EDL used approximately 20% of the
time taken by stop-resume to do the same proling jobs. is is
because stop-resume needs to pay the expensive context initial-
ization cost repeatedly for each parallelism, while EDL pays the
context initialization cost only once at the beginning and then uses
low-overhead scale-in operations to adjust the parallelism.
Straggler mitigation. We manually created a straggler for a job
running with 16 GPUs, by delaying its gradient synchronization
requests by 1/3 of the per-mini-batch time, which is equivalent to
limiting its computation capability to 75% of the maximum. Fig-
ure 9b shows that the overall throughput also degrades to approxi-
mately 75% of the normal case, as all workers need to wait for the
straggler in synchronous training. We congured EDL to detect
stragglers based on the statistics of the past 10 mini-batches. For
all the jobs we tested, EDL took less than 10 seconds to detect the
straggler and removed it within 5 seconds using scale-in. Aer the
straggler was removed, the training throughout returned to about
94% of the normal case (with 1 less GPU, i.e., the removed straggler).
Note that when there are more stragglers, the detection time and
removal time do not increase.
Worker migration. Co-locating GPUs for a job is important for
training large models. We considered a job running on 2 machines,
each using 4 GPUs. We used EDL to migrate the job to one of the
machines and run on the 8 GPUs on that machine. We report the
training throughput before and aer the migration in Figure 10a.
For large models, e.g., VGG16 and VGG19, there was an signicant
increase in throughput (nearly 20%) aer migration, though the
increase was not obvious for small models (e.g., 2.9% for ResNet152).
We found that the cost of worker migration was similar to scaling
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Figure 11. Performance on synthetic workload
out and training on the target machine is only stopped for less than
a second.
Use of transient resources. To validate the benet EDL can bring
out of the transient idle resources, we conducted an experiment
using a job that trained ResNet50 with 4 persistent GPUs and con-
sidered the cases that there were 1, 2 and 4 idle GPUs on the same
machine. e idle GPUs were revoked every 4 minutes to simulate
the transient idle resources reported in §2.2. Four schemes were
used: (1) Baseline, which did not use the idle GPUs and used 4 GPUs
for training at all time; 2) Stop-resume (SR), which used stop-resume
for scaling out and scaling in when using the transient idle GPUs;
3) EDL, which used EDL for scaling; 4) Ideal, which assumed that
the scaling completed instantly without any overhead. Note that
scaling needed to be conducted twice for each idle interval, i.e.,
scaling out to add the idle GPUs to training and scaling in to remove
these GPUs aer the transient period.
Figure 10b shows that EDL achieved at least 97% of the through-
put of Ideal. In contrast, stop-resume performed even worse than
Baseline due to its high scaling overheads, which is in line with
our analysis in §2.2. We found that 11.7 minutes is the shortest
transient interval needed for stop-resume to outperform Baseline
with 1 idle GPUs, while EDL only requires the idle interval to be
longer than the launch-up time of a worker to outperform Baseline.
is result shows that the low scaling overhead enables EDL to
utilize idle resources more eectively.
6.3 Performance on Cluster Scheduling
Synthetic workload. To demonstrate the benets of using EDL
in scheduling, we created a synthetic workload to evaluate the
performance with/without elasticity. We submied a job to our
cluster using 4 machines, each with 8 GPUs, at every 30 seconds,
until 16 jobs were submied (no job le in the middle). Each job
trained a model randomly chosen from the 9 popular DNNs in
TensorFlow’s ocial benchmarks [41] (e.g., ResNet, VGG variants)
and all jobs ran using 4 GPUs by default. is synthetic workload
models dierent loading conditions that can appear in a production
cluster, i.e., the load was low at the beginning when only a few jobs
were running, and gradually the cluster was overloaded.
We compared two scheduling strategies: Static and Elastic (i.e.,
using EDL). Static ran each job with a static parallelism of 4 and
occupied all the GPUs for the rst 8 jobs. Aer that, new jobs
were put in a pending queue. Elastic allocated a new job to the
least loaded machine (measured by the number of running jobs)
and assigned the GPUs on a machine to its jobs uniformly. Elastic
also scaled out a job to use any idle GPUs on the machine the
9
job was running, as long as the scale-out does not decrease its
throughput 7. When all GPUs were occupied and a new job was
submied, Elastic scaled in the running job(s) to release GPUs for
the new job following the R1 rule introduced in §5.1.
We report the cluster eciency and the average GPU eciency
of Static and Elastic in Figure 11. e cluster eciency is dened as
the sum of the per-GPU eciency for all GPUs, where we set the
eciency of an idle GPU as 0. e average GPU eciency is the
average of the per-GPU eciency of the active GPUs. Figure 11a
shows that Elastic achieved higher cluster eciency than Static
almost all the time, while Figure 11b shows that the per-GPU ef-
ciency of Elastic was lower than Static at the beginning. is
is because Elastic scaled out the jobs to use idle GPUs when the
cluster load was light, which resulted in lower per-GPU eciency
but higher throughput. e per-GPU eciency of Elastic became
higher than that of Static when half of the jobs were submied, as
it scaled in the jobs to run more jobs concurrently. e small spikes
on the curves of Elastic were caused by the scaling operations. Both
per-GPU and cluster eciency of Elastic approached their maxi-
mum when 16 jobs were running, while those of Static reached their
maximum when approximately 8 jobs were running. e results
thus verify that using EDL improves the cluster eciency under
dierent loading conditions.
Production cluster simulation. To show the benets of using
EDL in scheduling a large GPU cluster, we compared Elastic-Tiresias
(presented in §5.1) with Tiresias [12]. We used the simulator pro-
vided in [12], which has been shown to produce results close to ac-
tual execution. e simulation was based on the trace data collected
from Microso’s production cluster [3, 21]. e trace data contains
more than 100,000 training jobs, but the model architectures of
the jobs are not disclosed. us, we followed the same approach
in [12] and generated models chosen uniformly at random from
TensorFlow’s ocial benchmarks. Both Tiresias and Elastic-Tiresia
were congured with three queues (also called groups in §5.1) and
the service quantum for G0 and G1 are 500 GPU*sec and 10,000
GPU*sec, respectively. Elastic-Tiresia uses N =10 for the threshold
of waiting jobs and r =0.5 for the quality of service guarantee.
We report some statistics of the JCTs of Tiresias and Elastic-
Tiresias in Table 4. With elasticity enabled, the JCTs of Tiresias are
signicantly reduced. To further examine the scheduling perfor-
mance of Tiresias and Elastic-Tiresias, we plot the GPU utilization
rate (i.e., the fraction of GPUs in use) and the cluster eciency
(normalized by the total number of GPUs) in Figure 12. e results
show that Elastic-Tiresias achieves higher GPU utilization rate and
cluster eciency than Tiresias. e GPU utilization rate of Elastic-
Tiresias is higher because it scales out the jobs to utilize the idle
GPUs. e cluster eciency curve is highly correlated with the
curve of the GPU utilization rate, which shows that utilizing the
idle GPUs also leads to higher cluster eciency, which in turn leads
to improved JCTs.
7 Related Work
Deep learning schedulers. Instead of using traditional cluster
manager such as Yarn[42], Mesos [17], Omega [35] and Borg[43], a
number of DL-specialized schedulers are proposed for multi-tenant
7We assume proling was conducted beforehand such that the scheduler knew the
performance of the jobs under dierent parallelism.
Table 4. Statistics of job completion time (sec)
Tiresias Elastic-Tiresias Reduction (%)
Mean 235,068 24,658 89.5%
Median 1,080 561 48.1%
95th 1,914,470 88,886 95.4%
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GPU clusters recently, e.g., Optimus [31], Gandiva [44] and Tire-
sias [12]. Optimus adjusts the number of parameter servers/workers
of MXNet periodically using the stop-resume approach to minimize
JCT. Gandiva [44] introduces various mechanisms such asmigration,
grow-shrink, proling and suspend-resume to adjust resource alloca-
tion according to runtime measurements. As grow-shrink adjusts
the batch size of a job along with the parallelism, Gandiva only uses
it when a job is declared to be parallelism insensitive. As introduced
in §5.1, Tiresias approximates the shortest-job-rst strategy with a
priority discretization framework to alleviate head-of-line blocking.
EDL positions itself as a system that provides low-overhead elastic-
ity, and can cooperate with existing GPU schedulers by enabling
more frequent parallelism adjustments and supporting schedul-
ing mechanisms such as migration and proling eciently. EDL
also provides consistency semantics under elasticity which helps
generalize grow-shrink to all jobs.
Elastic ML/DL systems. Machine learning (ML) systems are usu-
ally based on the parameter-server architecture [18, 25, 45, 45, 48]
and process distributed ML workloads such as Logistic Regression
and Latent Dirichlet Allocation [5] in CPU clusters. Elasticity has
also been found useful in adapting to resource availability for such
workloads. Litz [34] adopts designs such as update forwarding and
executor migration to support the dynamic addition/removal of
servers and workers. Based on a performance model, Cruise [24]
dynamically adjusts the congurations of the parameter servers
and workers for optimal performance.
Baidu’s Paddle EDL [4] is a DL system based on the parameter-
server architecture and integrated with Kubernetes. Very recently,
Ant Financial also introduced an early-stage ElasticDL project [10],
which is based on TensorFlow 2.0. Both systems are designed for
asynchronous training and fall back to stop-resume if parallelism
is adjusted during synchronous training. Concurrent with our
work, DL2 [32] supports elasticity on (parameter-server-based)
MXNet but it is not clear how DL2 hides the overheads of adding
new workers and how the training data is partitioned among a
dynamic set of workers. Compared with these systems, EDL is based
on the Allreduce architecture, supports synchronous training and
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introduces tailored designs such as stop-free scaling and dynamic
data pipeline to reduce the overheads of elasticity.
Systems for transient resources. Due to the signicantly lower
price of preemptible instances on cloud than on-demand ones, many
systems have been designed to utilize transient resources [2, 8].
Proteus [15] is a parameter server based ML system that manages
models on reliable server nodes and allows workers to be dynam-
ically added or removed to utilize the revocable resources. Hour-
glass [22] is a graph processing system that partitions a graph into
micro partitions and reassigns these micro partitions among the
machines when resource changes. Tributary [14] runs web servers
using transient resources across dierent cloud markets to avoid
correlated preemptions within one spot market and satisfy quality
of service guarantees (e.g., low latency). Flint [37], Pado [47] and
TR-Spark [46] focus on batch-processing jobs and use smart check-
pointing and task scheduling strategies to minimize the impact of
resource revocation. While transient workers usually last for hours
in cloud spot markets, EDL considers a more stringent situation
where it is common that transient GPU resources are only available
for minutes, which necessitates elasticity with low overheads.
8 Conclusions
We presented EDL, which supports elastic GPU utilization with low
overheads. EDL can benet multi-tenant GPU cluster management
in many ways, including improving resource utilization by adapt-
ing to load variations, maximizing the use of transient idle GPUs,
performance proling, straggler mitigation, and job migration. We
showed in our experiments that signicant performance benets
can be obtained using EDL in these applications.
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