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Note on Aggregation and Bounds for the Solution 
of the Matrix Riccati Equations 
1. INTRODUCTION 
Recently, a method for obtaining upper and lower bounds of the solution 
of the Matrix Riccati equations has been reported [l]. The method requires 
suitable choices of certain matrices (S, and S, of Ref. 1) and solutions of 
certain associated first-order matrix equations to obtain bounds. (An inversion 
of a matrix is additionally required to obtain a lower bound.) 
Upper bounds on the solutions of matrix Riccati equations associated with 
quadratic performance indices for linear control systems have also been 
obtained by the author [2] by applying the concept of aggregation [3] to the 
control system state variables. 
It is the purpose of this note to point out that the aggregation concept can 
be used to generate both upper and lower bounds on the system performance 
indices, that these bounds are computationally easier to obtain and to amplif! 
on a possible application to the control of systems with high state space 
dimension mentioned briefly in Ref. 1. 
The main results of the paper are: (1) A certain matrix related to aggrega- 
tion (P of Eq. (9)) is shown to be a suitable matrix S in obtaining an upper 
bound and (2) P is shown to be a lower bound, thus eliminating the inversion 
operation in obtaining a lower bound via S matrix 
2. PREVIOUS REWLT~ 
In this section, results of Ref. 1 are summarized in notations convenient 
for control svstems. Consider a linear control system described 
.t -= Ax + Bu, (1) 
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where s is the n-dimensional state vector, u is the v-dimensional control 
vector and where d and B are matrices of appropriate dimensions. A dot 
denotes a derivative with respect to time. 
Take the criterion of performance to be a 
J = /)dQx + u’Ru) dt, 
where 
Q=Qr>O and R = R’ > 0’ 
and where a prime denotes a transpose. 
It is well known that the optimal control, u*, is given by [4] 
u*(t) = --K*(t) x(t), 
where 
(2) 
S*(r) = R-lB’U(t; T) 
and where U(t; T) is a solution of the nfatrix Riccati equation 
ri = -lJA -- A’U + l.‘Dc’ - Q, U(T; I’) = 0, 
where 
D & BR-IB’ > 0. 
Then 
J = x’(0) U(0; T) x(0). 
(3)’ 
By using the method of Ref. I, an upper bound WJt; T; S) depending on 
a real symmetric matrix S is given by 
I$;, = - (SDS + Q) - WJA - DS) - W&4’ - SD) 
TVJ T, T) 1 0 
This IX/, can be represented as 
rf; (C T; S) = j-‘(&(+$,W(SDS + Q)&(s)+,‘(t) ds, (4) t 
where 
& =(-4-OS)&, MO) = 1. 
1 A > B is used to indicate that -4 - B is positive semidefinite. 
” If a feedback gain matrix K is used to generate a control linear in X, then 
where 
Jl = x’(0) V,(O; 5”) w(O), 
rx== -V,A-A/V,-Q++B’V,+V,BK-K’RK V,(T; T) = 0 (3’) 
If the criterion function of (2) is modified by an additive term .v’(t) Gr(T), where 
G ‘r- 0, then CT(T; T) = G is the terminal condition. 
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A lower bound on c: is obtained by an upper bound on [,:-I. Letting 
JJ,- = Z--l, it satisfies 
Ji’ = JVA j- A-1 JI’ + JJ,‘Q TIT -- D 
Its upper bound, J’(t; T), is obtained through 
J’ :~m J.-(X + Q.5’) + (A m,- .S’Q) J,’ - (S’QS 1 D) 
for some real symmetric S. 
It can be represented as 
J .(t: 7’) = (+,(7)$,‘(t))’ L-( 1’; T)c$“( T)+;‘(t) 
where 
4,. = - (-4 + SQ)4,. , #JO) = I. 
117th the criterion function given by (2), kV( T; T) = ,~72.3 Thus 
I,‘(t; T) 2 J7-‘(t; T) = @ - @Y”(Y@Y-1 Y@, for 0 : t .- ; T, 
where 
Q-‘(t) = : (~,(s)~;‘(t))‘(sos +- n)+,(s)&‘(t) ds 
and 
y = w%;‘W 
@-l(t) exists if (SQS + 0) > 0 for 0 2; f c: T. Note that (n in n) matrices 
need be inverted to obtain the lower bound with this method. 
3. BOUNDS VIA AGGREGATION CONCEPT 
Next consider an aggregated state vector of .v defined b! 
z = cs, (5) 
where C is (/ ;z.. n) matris of rank /, / -:: tl. Suppose that A and C are such 
that there exists the (/ x /) matris F satisfying 
FC = C--f. (W4 
1 I’(T: T) .mm Gm’ when (2) is modified by an additive term .x’(T) Gs(T), G :;- 0. 
’ Such F exists, for example, if rank =1 / or -4 is triangular in terms of sub- 
matrices. For modification of when (6) is not satisfied, see Ref. 7. 
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Then x satisfies the dynamic equation 
&=Fz+Gu, 
where 
G = CB. 
(7) 
See Ref. 2 for discussions of physical significance of aggregation. Take the 
criterion of performance for the aggregation system to be 
Jc = j-;(z7Qcz + u7Ru) dt, 
where QC is (/ x 1c) symmetric positive semidefinite matrix. Then the optimal 
control for (7) is given by 
where 
u* = -q%(t), 
K;(t) = R-‘G’P(t), 
and where P(t) is given by 
dP 
- = -PF - F’P + PGR-1G’P - Qe , 
dt 
P(T; T) = 0. (8) 
Note that P is (/; x e) matrix. Now, if the gain R-IG’PC is used in the ori- 
ginal system described by (I), a suboptimal system behavior results, i.e., 
J = W) Uc(O, T) 40) 
where from (3’) 
oc = -U&4 - DP) - (A - DP)’ U, - (Q + PDP), U,(T; T) = 0 
P 4 C’PC, (9) 
and where P is as given in (8). 
Denote 
where 
Then 
U,(t; T) = U(t; T) + d(t; T), 
d(T; T) = 0. 
d = --d(A - DP) - (A - DP)’ d - (U - P) D( c’ - P). 
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Thus 
d(t) = JT (Z(s)Z-yt))yu - P)D(U - P)Z((s)Z-yt) d.7 > 0, 
t 
where 
Therefore 
z = (A - DP)’ 2, Z(0) = 1. 
qt; q < U,(C q, 
i.e Cr is an upper bound for C’ associated with (I) and (2). 
~‘h%representation of this upper bound is given as 
U,(t; T) = j’(.Z(s)Z-l(t))‘@ + pDp)Z(s)Z-l(t) dt. 
t 
On comparing this equation with (4) it is seen that 
C,(t; T) = Ti’Jt; T; P), (10) 
i.e., a suitable choice of S to obtain an upper bound is generated via the 
aggregation matrix C and the solution P of the (/ ‘< I’) matris Riccati equation 
for the aggregated control system of (7). 
Note that if the system of (I) is completely controllable [4], then .J - Dl: 
is a stable matrix. Unless A - Dp is stable, Z’,. of (10) may not provide 
a useful bound. 
Actually, it can be easily seen that a use of any nonoptimal feedback gain 
for the system of (1) results in an upper bound on C:. The aggregation 
matrix C is used to provide a reasonably good suboptimal gain together with 
the P matrix associated with /‘-dimensional systems. See the example of 
Ref. 2. With any gain K, 
L’(t; T) < W,,:(t; T), 
where 
?@= =-T -W&4 - BK) - (A - BK)’ IV, - (Q + K’ RK) 
W’(T; T) = 0. 
Thus 
WJt; T) = I’(Y(s)Y-l(t))‘@ + K’RK)Y(s)Y-‘(t) ds, 
t 
where 
Y = (A - BK)’ Y, Y(0) = I, 
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Next, consider a lower bound computation. 
As shown in the Appendix, P is a lower bound on U. Thus, this lower 
bound is computationally easier to obtain than that of Section 2. 
This lower bound P is positive semi-definite. A positive definite lower 
bound can be obtained by suitable choices of at least two distinct aggregation 
matrices of dimensions fi and Lz such that PI + La >, rz and of the criterion 
functions for the aggregated control systems. 
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APPENDIX 
Derivation of a Lower Bound of U(t; T) 
From (6) N (9), the matrix p is seen to satisfy 
Define 
By writing 
- = --PA - A’15 + PDP - C’Q$ 
dt 
P(T; T) = 0. 
S(t; T) = U(t; T) - p(t; T). 
PDP=(U+P-U)D(U+P-U) 
> UDlJ-@-- lJ)DU+ UD(P- U) 
8 is seen to satisfy 
$ < --6(A - DU) - (A - DU)‘S - (Q - C’Q$) 
S(T; T) = 0. 
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Define 
s, =- -S,(J - DU) - (A - DU)’ 6, - (Q -- C’Q,C), S,(T; T) ==- 0
Then it can be represented as 
where 
g = (-4 - DU)‘c$, (b(0) r= I. 
Thus 
6,(t; T) 2 0 provided Q - C’QeC > 0. 
The choice of 0, suggested in Ref. 2 is to take 
0, = (CC’)-1 CQC’( CC’)-1. 
Therefore 
Q - @Q,C = Q - C’(CC’)-’ CQC’(CC’)-1 c’ ~ 0 
and then 
where 
Thus we have 
since 
