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Summary 
Aerosols are known to significantly affect cloud and precipitation patterns and intensity, but 
these interactions are ignored or very simplistically handled in climate and Numerical 
Weather Prediction models.  
A suite of one-way nested MetOffice UM runs, with a single-moment bulk microphysics 
scheme was used to study two convective cases with contrasting characteristics observed in 
southern England. The autoconversion process that converts cloud water to rain is directly 
controlled by the assumed droplet number. The impact of changing cloud droplet number 
concentration (CDNC), on cloud and precipitation evolution can be inferred through changes 
to the autoconversion rate. This was done for a range of resolutions ranging from regional 
NWP (1 km) to high resolution (up to 100 m grid spacing) to evaluate the uncertainties due to 
changing CDNC as a function of horizontal grid resolution.  
The first case is characterised by moderately intense convective showers forming below an 
upper-level PV anomaly, with a low freezing level. The second case, characterised by one 
persistent stronger storm, is warmer with a deeper boundary layer. The colder case is almost 
insensitive to even large changes in CDNC, while in the warmer case a change of a factor of 
3 in assumed CDNC affects total surface rain rate by ~17%. In both cases the sensitivity to 
CDNC is similar at all grid-spacing <1km. The contrasting sensitivities of these cases are 
induced by their contrasting ice-phase proportion. The ice processes in this model damp the 
precipitation sensitivity to CDNC. For this model the convection is sensitive to CDNC when 
the accretion process is more significant than the melting process and vice versa.  
Keywords: autoconversion, cloud droplet number, single-moment bulk microphysics, ice 
phase, CSIP  
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1. Introduction 
It is now well known that variations in atmospheric aerosols affect the properties of clouds 
and rainfall at different scales (see reviews by Graf, 2004; Lohmann and Feichter, 2005; 
Rosenfeld et al., 2008; Levin and Cotton, 2009; Khain, 2009; Stevens and Feingold, 2009; 
Tao et al., 2012; Gettelman et al., 2013). Several modelling studies (Levin and Cotton, 2009; 
Stevens and Feingold, 2009; Planche et al., 2010) using complex research models have 
shown that the aerosol effects extend from single clouds to whole cloud systems. However, it 
is also clear that single clouds and cloud fields respond differently to changes in aerosols (e.g. 
Seifert and Beheng, 2006a, b) because each cloud modifies the thermodynamic and aerosol 
environment experiences by subsequent clouds (Grabowski, 2006; Levin and Cotton, 2009, 
Yin et al., 2005; Devine et al., 2006) making it desirable to simulate the fully coupled 
aerosol-cloud system. Furthermore, the complex response of clouds to changes in the ambient 
aerosol differs depending on the cloud type and aerosol regime (Xue et al., 2008; Lee and 
Feingold, 2013). This is particularly true for mixed-phase convective clouds (Rosenfeld et al., 
2008) where besides the ice phase microphysical processes it is necessary to understand the 
impact of aerosols on cloud dynamical properties. In mixed-phase clouds a decrease in warm 
rain production due to increased aerosol concentrations can increase the availability of liquid 
water to produce ice, increasing overall rain production (Khain et al., 2004; Cui et al., 2006; 
Rosenfeld et al., 2008). Other studies suggest that sensitivities depend on the cloud 
environment (Cui et al., 2010), the convective organisation (Khain, 2009), the behaviours of 
the shear and stability of the flow in which the convection developed (Lee et al., 2008), and 
that the cloud systems are buffered implying they are less sensitive than single clouds 
(Stevens and Feingold, 2009). Nevertheless, the effects of aerosol-cloud interactions on the 
climatology of regional or global precipitation remain very poorly quantified and understood 
(Solomon et al., 2007). 
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In this study, simulations of two convective mixed-phase cloud systems, from the mid-
latitude maritime environment of the United Kingdom (UK), are analysed in order to evaluate 
the sensitivity of rain formation in an operational Numerical Weather Prediction (NWP) 
model to cloud droplet number and autoconversion.  
Operational NWP models generally use single-moment bulk microphysics schemes. In a 
single-moment model the microphysical structure of clouds is parameterized using empirical 
relationships where the mass and number concentrations of each water phase species are 
often monotonically related. For example, in a double moment representation of rain, 
accretion of cloud droplets only changes rain mass and does not change rain number 
concentration. In single moment rain representations mass and number are linked through an 
empirical relation that describes the shape of the rain droplet size distribution. Therefore, 
when the mass changes the implicit number concentration also changes. The representation of 
some microphysical processes in such schemes as the sedimentation or the evaporation may 
not be well captured when compared to multi-moment microphysics schemes (Morrison et 
al., 2009; Milbrandt and McTaggart-Cowan, 2010; Dawson et al., 2010) and may introduce 
uncertainties into the associated process rates. Nevertheless, single moment schemes have 
been shown to exhibit improved NWP performance when coupled to very simplified aerosol 
representations that control droplet number via simple empirical relationships (Wilkinson et 
al., 2012).The autoconversion process that converts cloud water to rain is directly controlled 
by the assumed droplet number. Therefore, the impact of changing cloud droplet number 
concentration (CDNC), on cloud and precipitation evolution can be inferred changes to the 
autoconversion rate. Indeed, in Wilkinson et al. (2012), in the latest UKV (1.5 km-scale 
forecasting over the UK with the MetUM) configuration, the CDNC, autoconversion and 
hence the precipitation rates are tied to the characteristics of the MURK aerosol scheme: 
MURK is a tracer representing all anthropogenic aerosols (their emissions, transport and wet 
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deposition) which is used in the forecast model for visibility prediction, providing a simple 
prognostic representation of the visibility as a function of the aerosol concentration and the 
total water. Therefore, if aerosols-cloud interactions are important for precipitation and cloud 
evolution it is important to explore the sensitivity of NWP models in different regimes, 
always bearing in mind the processes that are and are not captured by their relatively simple 
microphysics schemes.  
In bulk microphysics models the aerosol effect on precipitation is dependent on the 
autoconversion parameterization which represents the process whereby the raindrops are 
initiated by collisions and coalescence of cloud drops. This process leads to the formation of 
drizzle in stratiform clouds (Wilkinson et al., 2012). In reality, the collision-coalescence 
processes are mainly determined by the drop sizes, but in a model that simulates these 
processes in terms of the autoconversion, these processes are function of the cloud water 
mixing ratio as well as the size distribution and number concentration of cloud drops. 
Autoconversion schemes used in global scale models vary from linear/exponential functions 
of liquid water content (Kessler, 1969; Smith, 1990) to a more comprehensive expression 
accounting for cloud droplet number concentration (CDNC) and/or effective size/dispersion, 
although these quantities would not explicitly be simulated in a bulk model (Berry, 1967; 
Tripoli and Cotton, 1980; Beheng, 1994; Khairoutdinov and Kogan, 2000). While full 
microphysics is desirable in a model, the reality is that operational NWP models do not 
include it due to the computational cost. This paper attempts to evaluate the representation of 
the aerosol-cloud interactions in such models via changes in the CDNC (i.e. the 
autoconversion process) at different resolutions. 
Hereafter, the sensitivity of CDNC on the formation of precipitation associated to mixed-
phase convective systems is explored. The variations of cloud and precipitation properties 
related to different characteristics of the autoconversion scheme are examined across a range 
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of resolutions from regional NWP (1 km) convection permitting resolution to very high 
resolution (100 m) where the convection is resolved. The sensitivity study is conducted using 
the Met Office Unified Model (MetUM). The two simulated periods coincide with Intensive 
Observing Periods (IOP) of the Convective Storms Initiation Project (CSIP, Browning et al., 
2007) which took place over the south of the United Kingdom in summer 2005. The main 
model features and the model settings are described in Section 2. A brief description of both 
case studies and their associated default numerical representation are presented in Section 3. 
Section 4 shows sensitivity studies of cloud and precipitation properties to the number of 
cloud droplets. The mechanisms responsible for the variation in precipitation sensitivity are 
analysed also in Section 4. Section 5 summarizes the main findings of this analysis.  
 
2. Model description: The Met Office Unified Model 
2.1. Model setup 
The Met Office Unified Model (MetUM), at version 7.7, is a numerical weather prediction 
(NWP) model. In this study, the MetUM is used to produce a series of one-way nested 
simulations at increasing resolutions, using the same method as Webster et al. (2008) (Figure 
1). The model domains are chosen to be as large as computational resources allowed, with 
e.g. the 0.3-km domain covering most of Wales and southern England. 
The driving model is the operational configuration of the MetUM used for global NWP 
(GA3.0, Walters et al., 2011). The horizontal resolution is 0.83° longitude by 0.56° latitude 
(approximately 60 km) at mid-latitudes. 70 levels, quadratically spaced to give more levels 
near the surface, are employed in the vertical with the model lid at about 80 km. The model 
uses a non-hydrostatic dynamical core, with a semi-implicit semi-Lagrangian numerical 
scheme for atmospheric dynamics (Cullen et al., 1997; Davies et al., 2005) and includes a 
comprehensive set of parameterizations: a surface scheme based on Essery et al. (2001), the 
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boundary-layer scheme of Lock et al. (2000), and a convection scheme which follows the 
work of Gregory and Rowntree (1990). This model is initialised using 0000 UTC operational 
analyses from the European Centre for Medium-Range Weather Forecasts (ECMWF) for 
both study cases, i.e. on 4 and 13 July 2005.  
The configuration of the higher resolution domains follows the nested domains currently run 
over the UK for operational NWP (at least until 1-km resolution). Table I shows the main 
differences in their configuration from the global model. Some of the differences are required 
due to the resolution differences, whilst others are due to the latest physics developments not 
yet present in the higher resolution models. The limited-area domains use a rotated-pole 
coordinate system, placing the equator at the centre of the domain allowing an approximately 
uniform grid and a terrain-following hybrid-height vertical coordinate with Charney-Philips 
staggering (Arakawa and Konor, 1996).  
The first nested domain has a horizontal grid-length of 12 km. The configuration of this 
nested domain is comparable to the North Atlantic and Europe model (NAE). The main 
difference from the global model is that the prognostic PC2 cloud scheme (Wilson et al., 
2008) is replaced with the diagnostic scheme of Smith (1990). PC2 uses a prognostic 
representation of cloud fractions and liquid condensate by estimating their increments from 
each physical and dynamical process that is represented in the MetUM whereas the Smith 
(1990) scheme uses a prognostic variable characterising the total specific humidity and 
diagnoses the vapour and the liquid contents individually, whilst diagnosing a cloud fraction. 
This nested domain is reconfigured from the global model at 0100 UTC for both cases (i.e. T 
+ 1) and thereafter is free-running throughout the case-study period, forced only at the 
boundaries by the global model.  
The second nested domain has a horizontal grid length of 4 km. At this resolution, the 
convection is starting to be resolved on the model grid, so the convection scheme uses a 
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modified convective available potential energy closure (Lean et al., 2008). For this model, 70 
levels are also employed in the vertical with the model lid placed at about 40 km, and the 
highest vertical resolution concentrated near the ground such that 23 levels span the lowest 2 
km of the atmosphere. This resolution is reconfigured from the 12 km simulation at T + 1 
(i.e. 0200 UTC) and is free-running thereafter, forced at the boundaries by the 12 km model.  
A third domain using 1 km grid-length is nested in the 4 km model. This model is comparable 
to the operational UKV forecast model and it runs without convection parameterization. The 
only other difference from the 4 km model is the horizontal diffusion which is based in this 
domain on the method of Smagorinsky (1963). Again, this model is re-configured at T + 1 
from the 4 km domain (i.e. at 0300 UTC) and is free-running, forced at the boundaries by the 
4 km model.  
Finally, 0.3- and 0.1-km horizontal grid-length inner domains are used. As for the 1 km 
domain, no convection parameterization is used. The 0.3 km model is configured in a similar 
way to the 1 km model. The 0.1 km model is reconfigured at T + 1 from the 0.3 km domain 
(i.e. at 0400 UTC) and is free-running, forced at the boundaries by the 0.3 km model. For the 
different nested domains, the lateral boundary conditions are linearly interpolated in time 
between fields every hour for the 12- and 4-km models, and updated every 30 min for the 
others models.  
 
2.2. The microphysics scheme  
The MetUM cold microphysics scheme considers only one ice species as a prognostic 
variable (no graupel species) and no collision between ice and ice. This quantity is split by a 
diagnostic relationship, based upon both aircraft data (Houze et al., 1979; Field, 1999) and 
modelling data (Cardwell et al., 2002) into a large-ice (aggregate) and a small-ice (crystals) 
category which are then treated separately by the microphysical transfers before being 
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recombined after the transfers have been completed. Ice crystals can be formed via the 
homogeneous and heterogeneous nucleation processes. The homogeneous nucleation process 
assumes that all liquid water at temperatures less than -40ºC is instantaneously frozen to form 
ice crystals. The heterogeneous nucleation process is dependent on temperature, relative 
humidity and the mass of active nuclei (which is also temperature dependent). For ice to be 
produced by heterogeneous freezing, liquid water at temperatures colder than -10°C needs to 
be present. The description of the ice phase processes considered in this one-moment cold 
bulk scheme is detailed in Wilkinson (2011). 
The standard warm microphysics scheme used in the MetUM is based on Wilson and Ballard 
(1999). However, extensive improvements have been made to this scheme in recent years 
(see Table I). Detailed descriptions of these changes can be found in Wilkinson et al. (2012) 
where the representation of drizzle and fog in the MetUM is examined. Here, the structure of 
the warm microphysics scheme is outlined. Water vapour is represented as a prognostic 
variable. Cloud liquid and rain are represented as single-moment bulk variables. Cloud and 
rain droplet numbers are diagnosed (i.e. not directly predict by the model) by the scheme and 
are not represented as prognostic variables. The prognostic rain formulation uses the Abel 
and Shipway (2007) rain fall speed parameterization and the Abel and Boutle (2012) rain 
particle size distribution.  
The autoconversion scheme used in the MetUM is the same as used in Wilson and Ballard 
(1999) and is based on Tripoli and Cotton (1980) (referred hereafter by TC). The 
autoconversion scheme has two components: a cloud water mixing ratio threshold, below 
which there is no warm rain production via autoconversion, and the rate of change from cloud 
to rain above this threshold. The autoconversion rate, Raut, given by the Eq. (1), is dependent 
on three model variables: air density, ȡ, the cloud liquid water mixing ratio, qcl, and the 
droplet number concentration nd, while the threshold (Eq. (3)), is only dependent on ȡ and nd.  
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ܴ௔௨௧ ൌ ܣܧ௖ሺߩݍ௖௟ሻସ ଷൗ ఘ௤೎೗ሺ௡೏ሻభ యൗ    ,                                                                                              (1) 
where Ec represents a collision/coalescence coefficient and is equal to 0.55 in default forecast 
simulations. The parameter A is defined as, ܣ ൌ ସగ௚ଵ଼ቀరయగቁర యൗ ఓఘೢభ యൗ               ,                                                                                                (2) 
which has the numerical value 5907.24 at 0°C and g, ȝ and qw are, respectively, the 
acceleration due to gravity, the dynamic viscosity of air and the water density.  
The autoconversion threshold cloud water mixing ratio, qcl0, at which warm rain is presumed 
to start in a given grid cell of the model, is given by:  ݍ௖௟଴ ൌ ସଷ ߨ ఘೢ௥೎ೝ೔೟య ௡೏ఘ             ,                                                                                                  (3) 
where rcrit = 7 x 10-6 m. 
The control MetUM simulations referred to later in the text assume a CDNC of 100 cm-3 over 
the ocean and 300 cm-3 over the land, to indicate that the land is more polluted. The control 
runs also use the same collision/coalescence coefficient (Ec = 0.55) used in the default 
forecasting simulations.  
Figure 2 shows the autoconversion threshold and rate used by the MetUM. Except at small 
CDNC, the autoconversion threshold is more sensitive to changes in CDNC than the 
autoconversion rate is. For example, a change in CDNC from 100 to 300 cm-3 makes 
precipitation formation more difficult by increasing the threshold water mixing ratio for 
autoconversion by a factor of 3.5 (i.e. precipitation requires 3.5 times more liquid water to 
start), while the autoconversion rate reduces by a factor of 1.4.  
 
3. Simulation of two case-studies of UK convection 
3.1. CSIP IOP6 and IOP8 cases 
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The case studies used were observed during the Convective Storm Initiation Project (CSIP, 
Browning et al., 2007) field campaign which took place in southern England in 2005. In 
order to characterize the effect of the character of the environment and the convection on the 
sensitivity to warm rain processes, two cases were selected with contrasting microphysical 
and dynamical characteristics. 
The first case was observed on 4 July 2005 (IOP6). During the day, the CSIP area was under 
the influence of a strong north-westerly flow behind a low centred off the East Anglia region, 
on the west coast of England (see Browning and Morcrette, 2005). A cut-off low was over the 
area, characterised by low tropopause and cold air aloft producing a shallow boundary layer 
and low freezing level (see Figure 3). This led to modest CAPE (574 J kg-1), but with 
instability extending to about 7 km, and CIN was very small (2 J kg-1). The resulting 
moderately intense convective showers began in the morning and were observed until late 
afternoon (Figure 4).  
The second case was observed on 13 July 2005 (IOP8). Two trailing cold fronts associated 
with a low pressure centred over Scandinavia brought cooler and cloudier conditions to 
Scotland and Northern Ireland. These fronts were weakening as they moved slowly 
southwards, advecting some mid- and upper-level cloud over the northern part of the CSIP 
domain. Convection developed over the CSIP area in association with the diurnal heating 
cycle. For this case, the simulated CAPE is equal to 435 J kg-1 and the CIN is equal to 20 J 
kg-1. A few brief light showers appeared mainly in the north-east of this area (Fig 4). Even 
farther to the north-east there were a few heavier showers, particularly towards the 
Cambridge area (see Bennett, 2007; Khodayar, 2009). During the afternoon, a sea-breeze 
penetrated inland from the south coast cutting off convection at the southern end of the band. 
Ahead of it, the atmosphere was warmer with a deeper boundary layer than the IOP6 (Figure 
3), with weaker winds and less shear. These atmospheric conditions triggered the 
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development of a persistent convective storm a few kilometres to the north of London, which 
produced intense convective precipitation.  
 
3.2 Control simulations 
Figure 4 shows the comparison between the instantaneous precipitation fields obtained with 
the C-band rainfall radar retrievals from the UK radar network (called NIMROD) and the 1 
km model for IOP6 at 1300 UTC and for IOP8 at 1600 UTC. These times are chosen because 
they correspond to the more intense phase of both systems of convection. Figure 4 shows that 
for IOP6 there was widespread precipitation over the North Sea, east of the UK. There were 
convective showers along the west coast, with lines of showers running northwest to south 
east across the south of the UK. These showers are likely tied to both convergence lines 
driven by coastlines and orography and an upper-level PV anomaly (Browning and 
Morcrette, 2005). The model produces similar north-west-southeast lines of showers over the 
southern UK (with a line extending inland from northwest Wales), but exhibits larger errors 
further north, likely due to errors in the upper-level PV (Browning and Morcrette, 2005).  
IOP 8 is characterized by a persistent storm in south east England (a few kilometres to the 
north of London) and a line of showers running southwest from this (Figure 4), likely 
associated with sea-breeze convergence (Browning and Morcrette, 2005). The 1-km model 
captures this line of showers, with heavier rain in the northeast, but over-predicting the 
rainfall intensity in the southwest. The finer model grid spacing compared to the 5-km radar 
grid may contribute to this difference. Nevertheless, this difference is slightly reduced when 
model results are smoothed to 5 km grid spacing. For both IOP6 and IOP8, the model 
captures the location and timing of the precipitation well enough for us to proceed with a 
sensitivity study, focused on southern England (the 333 m domain, Figure 3).  
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Figures 5 and 6 respectively show that the organisation of the convection is similar at 333 m 
and 100 m grid-spacing for IOP6, whereas for IOP8 the 100 m grid-spacing gives narrower 
showers. Moreover, between 1 km and 333-m resolution, both IOP6 and IOP8 have a change 
in the locations of the heaviest precipitation. The finer scale representation of the convection 
can cause this spatial shift. In the lower resolution model (1-km model) the convection is 
permitted but not well resolved, whereas it is better resolved in the finest one (333-m model). 
This difference in the ability to resolve the cloud will lead to differences in the feedback onto 
the thermodynamics and dynamics of subsequent cloud and precipitation. Nevertheless, in 
this work, our subsequent results on sensitivities to CDNC are robust to the grid-spacing used 
in each case for grid-spacing less than 4 km (the same might not be true in a model where 
resolved vertical winds affect aerosol activation).  
 
4. Sensitivity to warm rain formation  
In order to study the importance of variations in the threshold for and rate of warm-rain 
formation by autoconversion, several sensitivity studies were performed varying the CDNC 
parameter in the autoconversion scheme (Eq. (1)) to ³polluted´ (nd = 900 cm-3 over land) and 
³clean´ (nd = 100 cm-3 over land). Hereafter, only the model results obtained with the 333 m 
horizontal grid spacing are presented, but, the tendencies are similar for other horizontal 
resolutions used such as 4-, 1- and 0.1-km. 
Figure 7 shows probability density functions (PDFs) of the surface rain rate multiplied by the 
corresponding rain rates for both cases studied for the entire lifetime systems. This is the first 
moment of the precipitation distribution. In this way the area under the curve represents total 
rain rate. In both cases the lowest precipitation rates are more numerous than the highest ones 
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For IOP6, Figure 7a shows that the surface rain rates are similar whatever the CDNC, 
although the clean simulations give slightly more rain in the 2.5-8 mm h-1 range. Table II 
shows that the relative difference in the total rain rate between the default and each sensitivity 
simulations for the 333-m modelled results is very small whatever the horizontal grid spacing 
used, since the maximum difference is only about -2%. The results are perhaps surprising; a 
modification by a factor of 9 in the cloud droplet concentration has no significant effect on 
the surface precipitation field in this case where the liquid water path (LWP) is quite high (up 
to 423 g m-2) but less important than the Ice Water Path (IWP) (up to 3231 g m-2). In the 
larger grid spacing simulation (1 km) the LWP is approximately 2.3 times larger than in the 
333 m simulations. Nevertheless, some studies, such as Seifert et al. (2012), have shown that 
high LWP may result in little sensitivity of precipitation to aerosol number concentration. 
In the IOP8 case (Figure 7b) the changes in CDNC induce more significant modifications in 
the surface precipitation rates. The increase in the CDNC causes a decrease of the surface 
precipitation rates which is more important for the lowest rain rates. The highest rain rates 
seem rather similar whatever the cloud droplet concentration used. Table II shows that an 
increase in the CDNC by a factor of 3 causes a decrease of 17% in the total precipitation for 
the polluted environment (considering the 333-m horizontal grid spacing). Table II also 
shows that the tendency is similar whatever the resolution but the relative differences in the 
precipitation rate are more important in the 1 km model simulations. The representation of 
the convection at different resolutions can account for these different responses of 
precipitation rate to changes in droplet concentrations: e.g. vertical wind speeds attain highest 
values (twice as high, i.e 14 m s-1) in the simulations using fine resolution (not shown), which 
then can impact the LWP.  
Figure 8 shows the PDFs of the surface rain rate in simulations where the autoconversion 
parameterization of TC is replaced by the approach of Khairoutdinov and Kogan (2000) 
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(referred hereafter by KK) (see Boutle et al. (2013) for more details). This KK 
autoconversion scheme is used in many global and operational models such as e.g. the NCAR 
CAM global model (Gettelman et al., 2013). When the KK autoconversion is used IOP6 is 
still insensitive whereas IOP8 shows sensitivity to changes in CDNC, however, the response 
of IOP8 appears much weaker with the KK scheme (also visible in Table II). This small 
response is due to the fact that the KK scheme produces less rain than the default 
autoconversion scheme (Figures 7 and 8). This trend is consistent with the conclusions of 
Wood (2005) and may be due to the fact that the KK scheme was developed in stratocumulus 
clouds where the associated precipitation is less intense than in convective clouds. However, 
the changes in warm rain production are dependent on the cloud microphysics and dynamics 
of both cases since the contrasted tendency between both cases remains the same whatever 
the autoconversion scheme used.  
 
4.1 Impacts of changes to warm rain on cloud dynamics 
In order to explain the contrasting behaviour of the two cases, the dynamical and 
microphysical properties that influence the evolution of the cloud systems in the different 
simulated environments are now analysed. These simulations are done with the default TC 
autoconversion scheme and not with the KK scheme. 
Figure 9 shows the temporal evolution of the variance of the vertical wind speed at the cloud 
base (i.e. only cloud regions where qc > 0.01 g kg-1 are sampled) for both CSIP cases. 
Modifying the CDNC has no strong influence on the dynamical development of the two 
convective cases since the variation of the vertical wind variance is very small for IOP6 case 
while there are no relevant changes for IOP8. Indeed, the overall shapes of the hourly PDFs 
of the vertical wind speeds obtained for IOP8 remain similar whatever the cloud droplet 
concentrations. As regards the hourly PDFs of the vertical wind speeds for IOP6, it seems 
16 
that the small variation of the variance is mainly due to the frequencies of the strongest 
updrafts. For example, at 1300 UTC, the maximum vertical wind speed in the clean test is 7.5 
m s-1 whereas it is 5.5 m s-1 in the polluted and default tests. However, the frequency for these 
maximal values is 5 orders of magnitude lower than the most common values.  
 
4.2 Impacts of changes to warm rain on cloud microphysics 
As shown in Figure 3 and explained in Section 3, the two cases have contrasted synoptic and 
thermodynamic conditions. IOP6 is colder than IOP8 since the 0°C level is lower and very 
close to the lifting condensation level (LCL). Indeed, the 0°C and the LCL are respectively 
situated at 800 hPa and 830 hPa in IOP6 and 750 hPa and 800 hPa in IOP8 (Figure 3). In 
order to understand if the ice phase can explain the lack of sensitivity to the CDNC in IOP6, 
simulations where the ice phase is switched off were performed. Figure 10 shows the PDF of 
the precipitation rate multiplied by the precipitation rate for both cases (the same 
representation as Figure 7). The grey lines show the default simulations for the IOP6 and 
IOP8 cases (same as the black solid lines in Figure 7) and the black solid lines correspond to 
the default case when the ice phase is switched off. The precipitation rate decreases 
significantly when no ice is present in the IOP6 simulations; this is consistent with more 
efficient formation of precipitation due to ice (Pruppacher and Klett, 1997). The same 
tendency is visible for the IOP8 simulations even if the decrease in the precipitation rate is 
weaker in this case (- 3%). Considering the same sensitivity studies as in Section 4, Figure 10 
shows that the IOP6 convective system becomes sensitive to the CDNC when the ice phase is 
switched off (dashed and dotted lines): for example, focussing on the 333 m model results 
and considering the IOP6 clean simulations, the relative difference in the precipitation rate 
with the default case increases from +2% to +29% (Table II). For IOP8, the no-ice run shows 
that ice is not playing such a strong role in this case, since the PDF of the precipitation rate 
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does not change when the ice phase is switched off and the sensitivity to CDNC is 
maintained. This initial investigation shows that the mechanisms of the ice phase plays a role 
in the contrasting behaviour of the two mixed-phase convective systems studied.  
Figure 11 shows the domain-averaged vertical profiles of the mixing ratios of the cloud liquid 
phase (black lines), the cloud ice phase (dark grey lines) and rain (light grey) for both cases 
(where the ice phase is not switched off) and default (asterisks), clean (diamonds) and 
polluted (squares) environments. The averages are obtained over the 333-m model domain 
and over the lifetime of each convective system. Figures 11a and b show that the default 
IOP8 cloud is deeper with a higher altitude cloud base than the IOP6 system. Figure 11a 
shows that the different sensitivity studies on the CDNC do not influence the precipitation 
and only slightly impact the different cloud water fields of the IOP6 case. The mean rates of 
cloud processes (obtained using the same averaging approach as for Figure 11) directly 
involved in the rain formation for the IOP6 case are represented in the Figure 12. For IOP6, 
the autoconversion and the rain evaporation rates are sensitive to drop number while 
accretion rate is nearly independent of the cloud drop number. The melting process is 
independent of the CDNC. However, the slight changes in the autoconversion and the 
evaporation rates have no influence on the rain production since for rain production the 
melting process is more than one order of magnitude more important (see Table III). 
Therefore, the lack of sensitivity in the surface precipitation of the IOP6 case is due to the 
fact that the rain production is dominated by the ice phase and the ice processes are not 
sensitive to the change in CDNC, since the warm rain process removes very little water that 
would otherwise form ice in these cold clouds (as discussed for example in Van den Heever 
et al., 2006; Rosenfeld and Khain, 2008; Khain, 2009).  
Figure 11b illustrates the mean vertical profiles of the mixing ratios of the cloud water phases 
and rain for IOP8. Figure 13 represents the rate of the main cloud processes involve in the 
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warm rain formation using the same representation as in Figure 12. Figure 11b shows that an 
increase in the CDNC produces an increase of the cloud liquid mixing ratio whereas the rain 
mixing ratio decreases. This tendency is comparable with the work of Planche et al. (2010) 
on a warm shallow convective system where the increase in the aerosol number concentration 
produces a decrease in the precipitation accumulation. Figure 11b also shows that an increase 
in the CDNC induces a decrease of the cloud ice mixing ratio. This result is opposite to the 
Rosenfeld et al. (2008) convective invigoration hypothesis where it is suggested that an 
increase in CDNC produces less warm rain but more ice particles. However, it should be 
borne in mind that the microphysics used here has no explicit dependence on aerosol number 
and so changes to the ice phase will only be linked to changes in cloud dynamical and 
thermodynamical evolution. Note that the changes in the cloud mixing ratios are less 
significant than the sensitivity of the precipitation at the ground. However, if the average of 
the mixing ratios conditionally samples only the cloudy columns where the surface 
precipitation is greater than zero, the polluted environment gives results more comparable to 
the proposal of Rosenfeld et al. (2008) since there is more cloud ice and more rain than the 
default case at low levels (not shown). Therefore in the polluted run, the rainy columns are 
icier, but they are fewer than in the clean study (consistent with Figure 7b). The increase in 
cloud-ice does not lead to increased rain to compensate for the loss of warm rain production 
in the polluted case. Figure 13 shows that the changes in the CDNC influences, to varying 
degrees, all of the processes involved in the rain formation of the IOP8 case. The change in 
the CDNC mainly influences the warm rain processes such as the autoconversion of cloud 
water to rainwater and the rain evaporation. The variation in the accretion process is 
nevertheless the most important term (Table III). The domain-average of the mixing ratios 
confirms that warm rain dominated columns are more numerous than ice process dominated 
columns. The freezing rate is slightly more important in the polluted case than in the default 
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case, but with 5 orders of magnitude less important than e.g. the accretion or the melting 
rates. The heterogeneous freezing is visible between approx. 6 and 8 km height due to the 
presence of a small amount of cloud water, a high amount of cloud ice and temperatures 
colder than -10°C. Note that the vertically integrated melting rate is 2.5 times lower than 
vertically integrated accretion and the vertically integrated ice sedimentation rate of the 
polluted case is 1.25 times bigger for the default case. The deposition of vapour on to ice is 
less important in the polluted case than in the default case. This reduction in the deposition 
rate is due to a reduction in the relative humidity with respect to the ice.  
Regarding both cases, it seems that the integral of the melting rate and accretion rate indicate 
whether the cloud will be sensitive to CDNC for this model with very simplified 
microphysics. 
 
5. Conclusions 
In this study, the impacts of changing warm-rain production by CDNC on UK convection in 
convection-permitting and convection-resolving simulations using an operational NWP 
model are analysed. Two mixed-phase convective summertime systems with contrasting 
characteristics observed during the CSIP campaign in southern England in 2005 have been 
simulated using the Met Office Unified Model. Although sensitivity to warm rain production 
has been investigated for many cases, there are very few such studies for moist convection in 
the mid-latitude maritime environment of the UK. The first case (IOP6) is characterised by 
moderately intense convective showers forming throughout the day in a north-westerly 
airstream below an upper-level PV anomaly, with a shallow boundary layer and low freezing 
level. The second case (IOP8) is warmer with a deeper boundary layer with weaker winds 
and less shear, and is characterised by isolate convective cells, with one persistent stronger 
storm. In order to simulate both cases at very high resolution, a suite of one-way nested 
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models was used with grid lengths of 12, 4, 1, 0.333 and 0.1 km. The simulations reproduce 
the convective showers observed in the area of interest, although the model also generates 
spurious precipitation outside of this area in IOP6.  
In order to evaluate the impact of CCN on the precipitation associated with mixed-phase 
convective systems in a NWP model, the role of the CDNC (that is not represented expliciltly 
in this model) via its impact on the autoconversion process (that is represented explciltly in 
this model) on the cloud evolution and precipitation formation is investigated. The influence 
on precipitation formation is very different between the two cases: the IOP6 case is almost 
insensitive to large changes in CDNC, while in the IOP8 case a change of a factor of 3 in 
assumed CDNC affects total precipitation by a maximum of ~17%. In both cases the 
sensitivities to CDNC are similar at all grid-spacings lower or equal to 1 km (although 
vertical velocities and cloud organisation are more sensitive to grid-spacing). The contrasting 
sensitivities of the two cases are induced by the contrasting role of the ice phase proportion in 
each case. Due to the dominance of the ice phase in IOP6, the impact of the CDNC changes 
on rain processes and then on the surface precipitation rain rates is small. In contrast, for the 
IOP8 mixed-phase cloud system, where the cloud ice phase is less important than the cloud 
liquid phase, an increase in the CDNC produces a decrease in the warm rain production. The 
frequency of light rain (likely from warm processes) is reduced, while the frequency of heavy 
rain (likely from ice) is largely unaffected. Decreased warm rain leads to a reduction in 
overall rain, and unlike many previous studies (Seifert and Beheng, 2006b; Morrison and 
Grabowski, 2011) there is no evidence of increased ice production to compensate for this 
decrease. This study shows a non-linear response of the mixed-phase convective systems to 
the change of the efficiency of warm rain production. It is also noticeable that the sensitivities 
of surface precipitation to variations in CDNC are only half as important as changes are the 
grid-spacing from 1 km to 100 m. This highlights the importance of resolving updraughts and 
21 
mixing. Some other studies show small precipitation sensitivity to CDNC or aerosols. Seifert 
et al. (2012), who showed little effect of CCN or IN on surface precipitation but a strong 
effect on in-cloud properties, concluded that cloud systems are buffered systems (Stevens and 
Feingold, 2009) because a microphysical cloud process which becomes more efficient or a 
different dynamical evolution of the system can compensate the aerosol effect on 
precipitation. Khain (2009) also showed how the short distance from the Lifting 
Condensation Level to freezing level reduces sensitivity to CCN. 
In this study, we used a single-moment bulk microphysics. Such microphysics schemes are 
simple but are generally used in global and regional operational NWP models. The single-
moment microphysics schemes have some limitations in the representation of the 
microphysics processes such as evaporation or sedimentation that are important in the 
evolution of precipitation and are sensitive to the hydrometeor size distribution. For example, 
Dawson et al. (2010) showed that, during sedimentation, the size distribution can become 
narrower from size sorting, which is not permitted in single-moment schemes because a 
single fall speed for the predicted moment for a hydrometeor category is used. To confirm 
and/or extend our findings on the impacts of changing warm-rain production in an 
operational NWP model, where the effects of variations in aerosol are introduced by simply 
changing CDNC, further simulation analyses using a more sophisticated multi-moment bulk 
microphysics scheme are necessary (e.g. Shipway and Hill, 2012, among others).  
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Tables 
 
Table I: Table showing the differences between different resolution models.  
 
Table II: Relative difference (in %) between the total surface rain rate in the default case and 
obtained with the different sensitivity studies on the cloud droplet concentration. The total 
surface rain rates obtained for each horizontal resolution are computed over the entire 
lifetime of the convective system and over all the grid points of the associated domain (see 
Figure 1). The columns intituled KK represent the results obtained using the autoconversion 
scheme of Khairoutdinov and Kogan (2000) instead of the Tripoli and Cotton (1980) scheme. 
Table III: Total (sum over the vertical layers) of the mean rate of the different microphysical 
processes involved in the precipitation formation (in g kg-1 s-1). The total values are obtained 
for the 333-m simulations for both cases.  
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Table I 1 
 2 
Model Global 12 km 4 km 1 km 0.3 km 0.1 km 
Resolution 60 km, 432 x 
325 pts, 70 
levels, 80 km 
top 
12 km, 80 x 120 pts, 70 
levels, 80 km top 
4 km, 160 x 
220 pts, 70 
levels, 40 km 
top 
1 km, 500 x 800 pts, 
70 levels, 40 km top 
0.3 km, 800 x 
800 pts, 70 
levels, 40 km 
top  
0.1 km, 800 x 
800 pts, 70 
levels, 40 km 
top 
Timestep 900 s 300 s 100 s 30 s 10 s 3 s 
Convection GA3.0, based on 
Gregory and 
Rowntree 
(1990) 
As GA3.0 As global 
model but with 
grid-box area 
scaled CAPE 
closure  
None None None 
Microphysics Wilson and 
Ballard (1999) 
with prognostic 
rain, droplet 
settling, Abel 
and Shipway 
(2007) rain fall 
speed 
parameterization 
and Abel and 
Boutle (2012) 
rain particle size 
distribution 
As global model As global 
model with 
Tripoli and 
Cotton (1980) 
autoconversion 
scheme 
As 4 km model As 4 km 
model 
As 4 km 
model 
Radiation GA3.0, based on 
Edwards and 
Slingo (1996). 3 
hourly calls with 
1 hourly cloud 
updates 
As GA3.0, but with plane-
parallel treatment of sub-
grid clouds. 1h call and 20 
min cloud updates 
As 12 km 
model. 15 and 
5 min calls 
As 12 km model. 5 
min calls 
As 1 km 
model 
As 1 km 
model 
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Cloud PC2 (Wilson et 
al., 2008) 
Smith (1990) with cloud 
area parameterization 
discussed in Boutle and 
Morcrette (2010). RHcrit = 
0.8 above 900m, linearly 
increasing to 0.91 at 
surface 
As 12 km 
model 
As 12 km model  Smith (1990). 
RHcrit = 0.97 
at each level 
Smith (1990). 
RHcrit = 0.99 
at each level 
Horizontal diffusion None None ۃ2 with fixed 
K = 8.5 x 103 
Smagorinsky (1963) 
type scheme 
As 1 km 
model 
As 1 km 
model 
Vertical diffusion GA3.0, based on 
Lock et al. 
(2000) 
None None None None None 
34 
Table II 
Case Horizontal 
resolution Clean Polluted 
KK  
Clean 
KK 
Polluted 
IOP6 
1 km +2.17 -1.25 +1.74 -3.03 
333 m +2.01 -2.21 +1.29 -2.36 
100 m +1.49 -1.38 +1.07 -1.98 
No ice 
IOP6 
1 km +12.83 -25.05   
333 m +29.10 -41.54   
IOP8 
1 km +22.61 -22.26 +9.87 -9.52 
333 m +9.32 -17.18 +7.83 -7.74 
100 m +7.82 -2.33 +6.54 -4.21 
No ice 
IOP8 
1 km +1.39 -3.10   
333 m +4.05 -5.08   
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Table III 
 IOP6 IOP8 
 Clean Ref Polluted Clean Ref Polluted 
Autoconversion 3.15 E-5 1.93 E-5 3.80 E-6 2.15 E-5 1.54 E-5 6.28 E-6 
Accretion 2.59 E-5 1.26
 
E-4 1.12 E-4 1.05 E-4 9.98 E-5 8.81 E-5 
Melting 9.21 E-4 8.79 E-4 0.86 E-4 4.41 E-5 3.73 E-5 3.56 E-5 
Evaporation 4.12 E-4 3.92 E-4 3.86 E -4 3.62 E-5 1.47 E-6 2.27 E-5 
Deposition 1.12 E-3 1.09 E-3 1.08 E-3 5.41 E-6 5.12 E-6 5.70 E-5 
Heterogeneous 
Freezing 
2.22 E-11 1.49 E-11 2.47 E-11 2.10 E-9 1.92 E-9 2.22 E-9 
Sedimentation 1.87 E-3 1.82 E-3 1.80 E-3 1.29 E-4 1.03 E-4 1.00 E-4 
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Figures 
 
Figure 1: Domains from n1 to n5 used for the 12-, 4-, 1-, 0.3- and 0.1-km models. The 
continuous and dashed lines represent the domain used respectively for the IOP8 and IOP6 
case. 
Figure 2: Autoconversion threshold (a) and rate (b) in the MetUM as a function of cloud 
droplet number concentration. The default simulation considers same values than forecast 
runs, i.e. Ec = 0.55, nd = 100 cm-3 over sea grid points and nd = 300 cm-3 over land grid 
points. 
Figure 3: Tephigram of the mean vertical profile of the simulated dew point temperature 
(dashed line) and temperature (solid line) for both cases: IOP6 (in grey) and IOP8 (in black) 
for the 333m-model. 
Figure 4: Comparison between the precipitation fields obtained with the radar observations 
of the NIMROD network and the 1 km model for the IOP6 at 1300 UTC and for the IOP8 at 
1600 UTC. 
Figure 5: Instantaneous rainfall rates of the CSIP IOP6 case over the 100-m model area and 
at 1300 UTC for runs which start at 0000 UTC: (a) 4-km model, (b) 1-km model, (c) 333-m 
model, (d) 100-m model. 
Figure 6: As Figure 5, but at 1600 UTC and for CSIP IOP8 case. 
Figure 7: Probability density function of the precipitation rate multiplied by the precipitation 
rate during all the lifecycle of the convective systems and over the 333-m domain area for 
both a) IOP6 and b) IOP8 cases considering the default (solid lines), clean (dashed lines) or 
polluted (dotted lines) environments. 
Figure 8: As Figure 7 but with the autoconversion scheme of Khairoutdinov and Kogan 
(2000). 
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Figure 9: Temporal evolution of the variance of the vertical wind speeds at the cloud base for 
the IOP6 (a) and IOP8 (b) cases considering the default (solid lines), clean (dashed lines) and 
polluted (dotted lines) environments. 
Figure 10: As Figure 7, but with the ice phase switched off in both cases. The solid grey 
lines are the same than the default solid lines in the Figures 7a and b.  
Figure 11: Mean profiles of the mixing ratios of the cloud liquid water (black lines), cloud 
ice water (dark grey lines) and rain (light grey lines) for the IOP6 (a) and IOP8 (b) cases 
considering the default (asterisks), clean (diamonds) and the polluted (squares) environments. 
The averages are obtained for the 333-m model and over the entire lifetime of each 
convective system. 
Figure 12: Mean profiles of the rate of autoconversion (a), accretion (b), melting (c) rain 
evaporation (d), heterogeneous freezing (e), ice sedimentation (f) and deposition of vapour on 
to ice (g) obtained for the IOP6 case considering the default (solid lines), clean (dashed lines) 
and polluted (dotted lines) environments. The averages are obtained for the 333-m model and 
over the entire lifetime of each convective system. Note that the axes ranges are different. 
Figure 13: As Figure 12, but for the IOP8 case.  
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