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Einleitung
Geometrische Objekte werden zur Darstellung im Rechner durch funktionale, para-
metrische oder implizite Fl¨achen beschrieben. W¨ahrend erstere f¨ur eine Freiformmo-
dellierung nur eingeschr¨ankt einsetzbar sind, haben sich parametrische Fl¨achen in B-
Spline- oder B´ezier-Darstellung in vielen CAD-Systemen als Standard etabliert. Sie
bieten den Vorteil einer einfachen und effizienten Auswertbarkeit in einzelnen Punkten
sowie einer intuitiven Handhabbarkeit durch Steuerung der Fl¨achengestalt ¨uber meist
wenige Kontrollpunkte. Demgegen¨uber steht die Darstellung mit impliziten Fl¨achen,
bei der geometrische Objekte durch Gleichungen in den Koordinaten ihrer Punkte be-
schrieben werden. In diesem Fall l¨aßt sich insbesondere das Zugeh¨origkeitsproblem
einzelner Punkte einfach l¨osen. Auch die Schnittpunktbestimmung mit einer Gera-
den, die beispielsweise beim “Raytracing”- (Strahlverfolgungs-) Verfahren zur Gene-
rierung photorealistischer Bilder vermehrt auftritt, ist f¨ur Flächen in impliziter Darstel-
lung effizienter als f¨ur parametrische Fl¨achen berechenbar (siehe z.B. [Hart ’93] oder
[Bloomenthal & Bajaj ’97]).
1985 entwickelte Sederberg ([Sederberg ’85]) eine B´ezier-Darstellung f¨ur algebrai-
sche Flächen, das sind implizite Fl¨achen, die durch eine polynomiale Gleichung be-
schrieben werden. Diese Darstellung wurde sp¨ater u.a. von Dahmen ([Dahmen ’89,
Dahmen & Thamm-Schaar ’93]) verwendet, um gr¨oßere Flächenverb¨unde aus alge-
braischen Fl¨achenst¨ucken zusammenzusetzen. Warren ([Warren ’86]) formulierte Kri-
terien für den glatten̈Ubergang zwischen algebraischen Fl¨achenst¨ucken.
Die nach Ebenen einfachsten algebraischen Fl¨achen sind sogenannte Quadriken, die
durch ein Polynom zweiten Grades in Punktkoordinaten beschrieben werden. Sie be-
sitzen nicht nur zahlreiche geometrische Eigenschaften, die sich zur Modellierung aus-
nutzen lassen, sondern lassen sich auch einfach auswerten und zu glatten, das heißt
tangentialebenenstetigen, Fl¨achenverb¨unden zusammensetzen. Weiterhin sind beliebi-
ge drei- und viereckige, eben berandete Fl¨achenst¨ucke sehr einfach in eine rationale
Parameterdarstellung vom Maximalgrad vier bzw. Bigrad (2,4) ¨uberführbar.
In dieser Arbeit werden verschiedene Fragestellungen, die im Zusammenhang mit
Quadriken und aus ihnen zusammengesetzten Fl¨achenverb¨unden auftreten, behandelt.
1
2 Einleitung
Im ersten Kapitel werden anhand einiger Grundlagen aus der projektiven Geometrie
die im folgenden verwendeten Notationen kurz eingef¨uhrt. Das zweite Kapitel faßt
wichtige Eigenschaften von Quadriken zusammen. F¨ur den sinnvollen Einsatz von
Quadriken zum geometrischen Modellieren ist eine Konvertierung zwischen den ein-
gangs erw¨ahnten verschieden Darstellungsformen erw¨unscht. Daher befassen sich Ka-
pitel drei und vier mit der rationalen Parameterdarstellung von Quadriken.
Schon 200 v. Chr. kannte Appolonius eine quadratische Parametrisierung des Krei-
ses (siehe [Blaschke ’54]), des “nat¨urlichsten” Kegelschnittes. Da in modernen CAD-
Systemen Kurven bevorzugt durch rationale Splines beschrieben werden, wurden in
den letzten Jahren vermehrt rationale Kreisdarstellungen untersucht (u.a. in
[Piegl & Tiller ’89, Hsu et al. ’93, Chou ’95, Piegl & Tiller ’97]). Bisher war jedoch
eine glatte periodische Parametrisierung regul¨arer zweidimensionaler Quadriken, wie
z.B. des Kreises, nicht bekannt. Kreise werden in zahlreichen Modelliervorg¨angen
benötigt und müssen für numerische Berechnungen mindestens ein- bis zweimal stetig
differenzierbar parametrisiert sein. In Kapitel drei dieser Arbeit werden daher Kon-
struktionsverfahren, Stetigkeitsbetrachtungen und Minimalgradsbestimmungen f¨ur ei-
ne Darstellung des gesamten Kreises als periodischen rationalen Spline angegeben.
Entsprechende Parametrisierungen regul¨arer Kegelschnitte ergeben sich als projektive
Bilder. Desweiteren werden diëUberlegungen auf ovale Quadriken erweitert.
Hipparch (180-125 v. Chr) verwendete bereits die stereographische Projektion auf
der Kugel ([Blaschke ’54]), doch erst 1993 zeigten Dietz, Hoschek und J¨uttler
([Dietz et al. ’93]), daß sich jede rationale Parametrisierung einer Quadrik mittels
einer verallgemeinerten stereographischen Projektion gewinnen l¨aßt. Diese Tatsa-
che wurde unter anderem dazu verwendet, Bedingungen aufzustellen, unter denen
ein rationales quadratisches Dreieckspatch auf einer Quadrik liegt. Weitere Kriteri-
en für rationale quadratische Dreieckspatche auf Quadriken finden sich bereits in
[Sederberg & Anderson ’85], [Boehm & Hansford ’91] und [Niebuhr ’92], bzw. sp¨ater
auch bei [Degen ’96] und [Albrecht ’98a]. In Kapitel vier wird ein Kriterium von
Niebuhr erweitert und eine einfache analytische Formulierung abgeleitet. Anhand
dieser analytischen Formulierung lassen sich einige Eigenschaften rationaler B´ezi -
Darstellungen dreieckiger Quadrikenst¨ucke ablesen und insbesondere die B´zier-
Darstellung eines Dreieckspatches auf einer Quadrik aus ihrer impliziten Gleichung
unmittelbar konstruieren.
Der Hauptteil der Arbeit ist Quadrikensplines gewidmet, das sind Fl¨achen, die aus
dreieckigen Quadrikenst¨ucken glatt zusammengesetzt sind. Mit ihnen lassen sich
beliebig vorgegebene Punkte eines Dreiecksnetzes mit zugeordneten Tangentialebe-
nen interpolieren. 1989 wurden Quadrikensplines von Dahmen im CAGD eingef¨uhrt
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([Dahmen ’89]), der sie anhand ihrer algebraischen Gleichung berechnet, sich jedoch
auf einen analytisch einfachen Spezialfall beschr¨ankt. Der in dieser Arbeit beschriebe-
ne geometrische Zugang bietet zahlreiche Vorteile: Zum einen erm¨oglicht er die Kon-
struktion allgemeinerer Quadrikensplines. Weiterhin lassen sich Aussagen ¨uber den
Einfluß der Freiheitsgrade auf die geometrische Gestalt der Fl¨ache gewinnen. Dar¨uber
hinaus ergibt sich durch Dualisierung der Konstruktion eine weitere Klasse von Qua-
drikensplines, die nur in bestimmten F¨allen mit der Klasse der primalen Quadriken-
splinesübereinstimmt. Schließlich ergeben sich die Powell-Sabin-Splines, st¨uckweise
quadratischeC1-Funktionen zur Interpolation funktionaler Daten, als Spezialfall eines
nur aus Paraboloiden zusammengesetzten Quadrikensplines.
In Kapitel fünf wird die geometrische Konstruktion von Quadrikensplines, die Punk-
te und zugeordnete Tangentialebenen eines Dreiecksnetzes interpolieren, beschrieben.
Da sich drei beliebig vorgegebene Punkte und Tangentialebenen nicht durch eine ein-
zige Quadrik interpolieren lassen, muß jedes Dreieck durch ein sogenanntes “Ma-
kroelement”, einem Fl¨achenverbund aus sechs Quadrikenst¨ucken, interpoliert wer-
den. Die Anordnung der dreieckigen Quadrikensegmente folgt hierbei dem Powell-
Sabin-Split ([Powell & Sabin ’77]). Die den Quadrikenst¨ucken paarweise gemeinsa-
men Randebenen treffen sich in einer Geraden, der Transversalengeraden, auf der
ein allen Quadriken des Makroelementes gemeinsamer Punkt mit Tangentialebene frei
gewählt werden kann. Durch diesen “Nabenpunkt”, seine Tangentialebene, die gege-
benen Eckdaten sowie die Randebenen sind die Quadriken des Makroelementes ein-
deutig bestimmt und lassen sich ¨uber einfache harmonische Verh¨altnisse mit Hilfe von
Quadrikenb¨uscheln konstruieren. Da zwei benachbarte Makroelemente im allgemei-
nen nicht glatt aneinanderstoßen, m¨ussen sie durch ein Fl¨achenst¨uck aus vier weiteren
Quadrikenst¨ucken verbunden werden. Die Tangentialebenenstetigkeit des verbinden-
den Flächenst¨uckes erfordert jedoch, daß die Tangentialebenen in den Nabenpunkten
angrenzender Makroelemente gewissen linearen Abh¨angigkeiten gen¨ugen und die ent-
sprechenden Transversalen koplanar sind.
Die bei der Wahl der Transversalen und Tangentialebenen in den Nabenpunkten be-
stehenden Freiheitsgrade werden in Kapitel sechs behandelt. Hierin wird gezeigt, daß
sich die globalen Bedingungen an die Tangentialebenen durch eine lokale Konstrukti-
on, bei der jedem Eckpunkt ein Freiheitsgrad in Form eines Gewichtes zugeordnet ist,
erfüllen lassen. Die sich ebenfalls global auswirkenden Koplanarit¨atsbedingungen f¨ur
benachbarte Transversalen k¨onnen nur bei Verfeinerung der gegebenen Daten durch ei-
ne lokale Konstruktion garantiert werden. Weiterhin werden ein globaler Algorithmus
zur Konstruktion g¨ultiger Transversalensysteme angegeben und spezielle Transversa-
lensysteme diskutiert.
4 Einleitung
Kapitel sieben befaßt sich mit dualen Quadrikensplines, die sich durchÜbertragung
der geometrischen Konstruktion eines Quadrikensplines in den Dualraum ergeben.
Diese Dualisierung ergibt eine weitere Klasse von Quadrikensplines, die nur f¨ur spe-
zielle Transversalensysteme mit der Klasse der primalen Quadrikensplines ¨uberein-
stimmt.
In Kapitel acht wird gezeigt, wie sich durch eine spezielle Wahl der Nabenelemente,
zugehörigen Tangentialebenen und Transversalen Quadrikensplines ergeben, die nur
aus Paraboloiden zusammengesetzt sind. Diese definieren gerade die von Powell und
Sabin ([Powell & Sabin ’77]) konstruierten st¨uckweise quadratischenC1-Funktionen
zur Interpolation funktionaler Daten, die sogenannten Powell-Sabin-Splines.
Für diesen Spezialfall lassen sich Konvexit¨atsaussagen gewinnen, die geometrisch und
algebraisch darstellbar sind und eine unvollst¨andige Aussage von Carnicer und Dah-
men ([Carnicer & Dahmen ’92]) ¨uber die Konvexit¨at von Powell-Sabin-Interpolanten
korrigieren. In Kapitel neun werden diese Kriterien hergeleitet und Verfahren be-
reitgestellt, die konvexe Interpolanten garantieren. Hierzu wird unter anderem un-
tersucht, wie konvexe Funktionen abgetastet werden m¨ussen, damit der zugeh¨orige
Powell-Sabin-Interpolant konvex ist. Durch geometrischeÜberlegungen lassen sich
die Konvexitätskriterien auch auf Makrolemente allgemeiner Quadrikensplines erwei-
tern. Weiterhin läßt sich die Konvexit¨at des zwei benachbarte Makroelemente verbin-
denden Fl¨achenst¨ucks durch eine einfache analytische Ungleichung ausdr¨ucken.
Werden die Freiheitsgrade in der Konstruktion der Quadrikensplines willk¨url ch
gewählt, ergeben sich zum Teil unerw¨unschte Artefakte oder sehr wellige Fl¨achen.
Kapitel zehn befaßt sich daher mit dem Gl¨atten von Quadrikensplines. Hierzu werden
zunächst Krümmungen einer Quadrik aus ihrer impliziten Darstellung berechnet. Die
bei der Glättung parametrischer Fl¨achen angewendeten Energiefunktionale k¨onnen
auch für durch implizite Gleichungen beschriebene Quadrikensplines eingesetzt wer-
den, da die numerische Auswertung der auftretenden Integrale keine Parametrisierung
der Fläche erfordert. M¨ogliche Verfahren zur Optimierung der Freiheitsgrade, um ei-
ne “ansprechende” Fl¨ache zu erhalten, werden diskutiert. Ihre genauere Untersuchung
und praktische Umsetzung bietet Raum f¨ur weitere Forschungen.
Zusammenfassend seien hier die Hauptresultate der Arbeit nochmals aufgef¨uhrt: Es
wird erstmalig ein Verfahren zur KonstruktionCk-stetiger st¨uckweise rationaler pe-
riodischer Kreisdarstellungen angegeben. Dar¨ube hinaus enth¨alt die Arbeit eine all-
gemeine geometrische Konstruktion von Quadrikensplines, die dualisierbar ist und
insbesondere Powell-Sabin Interpolanten als Spezialfall ergibt. Weiterhin wird ein
Konvexitätskriterium für Powell-Sabin-Interpolanten abgeleitet und auf Quadriken-
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splinesübertragen. Der allgemeine Zugang liefert dar¨uberhinaus Freiheitsgrade f¨ur
einen Glättungsprozeß.
An dieser Stelle m¨ochte ich Herrn Prof. Dr. H. Prautzsch herzlich f¨ur die Betreuung
meines Promotionsvorhabens und seine Unterst¨utzung während der letzten Jahre dan-
ken. Auch Herrn Prof. Dr. J. Hoschek gilt mein Dank f¨ur die Übernahme des Kor-
referates und zahlreiche wertvolle Anregungen. Schließlich m¨ochte ich noch meine
Kollegen erwähnen, die mir in vielen Diskussionen und mit tatkr¨ftiger Unterst¨utzung
bei praktischen Problemen mit Druckern, Rechnern etc. sehr hilfreich waren.
Kapitel 1
Projektive Geometrie
In diesem Abschnitt werden einige Grundlagen aus der projektiven Geometrie kurz
zusammengefaßt, um vor allem die in dieser Arbeit verwendeten Notationen vorzustel-
len. Für weitergehende Informationen sei beispielsweise auf [Boehm & Prautzsch ’94]
und [Schaal ’80] verwiesen.
1.1 Homogene Koordinaten
Im Rahmen dieser Arbeit werden Punkte ¨ublicherweise durch ihre affinen oder euklidi-
schen Koordinatenx = [x y]t im IR2 bzw.x = [x y z]t im IR3 beschrieben. Im Zu-
sammenhang mit Quadriken ist es jedoch h¨aufig vorteilhaft, den affinen Raum um sei-
ne Fernpunkte zu erweitern und im somit entstandenen projektiven Raum zu arbeiten.
Punkte des projektiven Raumes werden durch homogene Koordinatenx = [x0 x1 x2]t
im P2 bzw. x = [x0 x1 x2 x3]t im P3 beschrieben, die zur Unterscheidung mit
hohlen Buchstaben bezeichnet werden. Die Koordinatenvektorenx und x ( 6= 0)
bezeichnen denselben Punkt. Seine affinen Koordinaten ergeben sich durch Division












Verschwindetx0, so beschreibtx einen Fernpunkt - eine Richtung - des affinen Rau-
mes.
Geraden- und Ebenengleichungen der Form(x  x0)tn = xtn + d = 0 vereinfachen
sich im projektiven Raum zu einem Skalarprodukt der homogenen Punktkoordinaten
mit dem KoeffizientenvektorU der Ebene,








Die Menge der Hyperebenen bildet ebenso wie die Menge der Punkte einen projek-
tiven Raum, den sogenannten Dualraum. Dessen Elemente werden in analoger Weise
durch EbenenkoordinatenU beschrieben. Dies sind die bis auf einen gemeinsamen ho-
mogenen Faktor festgelegten Koeffizienten der Ebenengleichung. Zur Unterscheidung
von Ebenen und Punkten werden homogene Ebenenkoordinaten durch geschweifte
Großbuchstaben beschrieben. Dabei bezeichnetU sowohl die Ebene als auch den sie
beschreibenden Koordinatenvektor und ihre GleichungU(x) = Ux = 0. Die Punkte
der EbeneU bilden also die L¨osung der GleichungU(x) = 0.
Im projektiven Raum der Ebenen lassen sich Aussagen und Konstruktionen in gleicher
Weise formulieren bzw. durchf¨uhren wie im Punktraum. Werden diese Aussagen bzw.
Konstruktionen nun in den Punktraum zur¨uckübertragen, indem die Punkte des Hyper-
ebenenenraumes als Ebenen des Punktraumes usw. interpretiert werden, ergeben sich
die sogenannten dualen Aussagen und Konstruktionen.
Schnitt und Vereinigung werden im Rahmen dieser Arbeit mit\ und[ bezeichnet. So
schreibt sich die Schnittgerade zweier Ebenen im Raum alsA \ B oder die Verbin-
dungsgerade zweier Punkte als[ b. Für manche Berechnungen sind die homogenen
Koordinaten von Schnitten oder Vereinigungen erforderlich, die sich ¨uber alternieren-
de Produkte berechnen. Die Ebenenkoordinaten der Ebenea c ergeben sich zua^b^c
und analog ergeben sich die homogenen Koordinaten des Schnittpunktes der Ebenen
A, B undC zuA^ B ^ C.
1.2 Doppelverḧaltnis
Einen zentralen Begriff in der projektiven Geometrie bildet das Doppelverh¨altnis von
vier kollinearen Punktena, b, c, d. Bezeichnena = [a0 a1]t;b = [b0 b1]t; : : : die
homogenen und = a1=a0;  = b1=b0; : : : die inhomogenen Koordinaten kollinearer
Punkte bez¨uglich eines beliebigen Koordinatensystems der aufgespannten Geraden, so
berechnet sich das Doppelverh¨altnis wie folgt:








    :
Das Doppelverh¨altnis ist unabh¨angig vom verwendeten Koordinatensystem. Ist insbe-
sondere einer der Punkte ein Fernpunkt, so wird das Doppelverh¨altnis zum Teilverh¨alt-
nis.
Besonderes Interesse gilt dem Fall, daß das Doppelverh¨altnis DV[ab c d] =  1
beträgt. Die Punktea undb werden dann durchc und d harmonisch getrennt bzw.
8 Kapitel 1 Projektive Geometrie
befinden sich in harmonischer Lage bzgl.c undd . Ist beispielsweised ein Fernpunkt,
so istc der Mittelpunkt der Punktea undb. Diese Eigenschaft wird wie in Abbildung









Abbildung 1.1: Harmonische Lage.
Der Satz von Menelaos beschreibt die Kollinearit¨at von Punkten ¨uber Doppelverh¨alt-
nisse auf Dreiecksseiten.
Satz 1.1 (Satz von Menelaos)Gegeben seien ein Dreiecka b c sowie ein beliebiger
Punkty, der auf keiner Dreiecksseite liegt. Seien weiterhinyab = yc\ab, ybc = ya\bc,
yca = yb\ca. Auf den Seiten des Dreiecks seien zus¨atzlich Punktexab 6= yab, xbc 6= ybc,
xca 6= yca wie in Abbildung 1.2 gew¨ahlt.
Dann sind die Punktexab,xbc undxca genau dann kollinear, wenn
DV [ab xab yab] DV [bc xbc ybc] DV [c a xca yca] =  1:
Die affine Version dieses Satzes findet sich z.B. in [Boehm & Prautzsch ’94].






Abbildung 1.2: Satz von Menelaos.
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1.3 Projektive Abbildungen
Geraden- und doppelverh¨altnistreue Abbildungen zwischen projektiven R¨aumen sind
sogenannte projektive Abbildungen. Sie lassen sich in homogenen Koordinaten durch
eine Matrixmultiplikation realisieren:
x 7! Ax:
Im n-dimensionalen projektiven Raum ist eine projektive Abbildung durchn+1 Punk-
te in allgemeiner Lage und ihre Bilder eindeutig festgelegt.
Eine projektive Abbildung eines projektiven Punktraumes in seinen Dualraum wird als
Korrelation bezeichnet. So wird beispielsweise die Zuordnung eines Punktes zu seiner
Polarebene bez¨uglich einer fest vorgegebenen Quadrik durch eine spezielle Korrela-
tion, eine sogenannte Polarit¨at, beschrieben. Auch die weiter oben beschriebene Dua-
lit ät wird durch Korrelationen vermittelt.
Kapitel 2
Quadriken
Quadriken sind algebraische Kurven bzw. Fl¨achen zweiten Grades, d.h. Kurven und
Flächen, die sich implizit durch ein Polynom zweiten Grades in affinen, euklidischen
bzw. homogenen Koordinaten beschreiben lassen. Quadriken haben nicht zuletzt auf-
grund ihres niedrigen Grades einige angenehme Eigenschaften, die bei der Kurven-
und Flächenmodellierung genutzt werden. In diesem Abschnitt werden Quadriken
















mit einer symmetrischen MatrixA beschreibt eine QuadrikQ in affinen Koordinaten
x. In homogenen Koordinatenx schreibt sich die gleiche Quadrik alsxtAx = 0. Ist die
Matrix A regulär (d.h.detA 6= 0), heißt die Quadrik regul¨ar, andernfalls singul¨ar.
Die homogene Darstellung der Gleichung hat neben ihrer einfachen symmetrischen
Gestalt weitere Vorteile. So berechnet sich der TangentialraumX an die durch 2.1
definierte QuadrikQ in einem Punktx 2 Q durch eine einfache Matrixmultiplikation
X = Ax:
Punkte und zugeordnete Tangentialebenen werden im folgenden immer durch den
gleichen Buchstaben (beispielsweisep undP) beschrieben. Zusammen bilden sie ein
Kontaktelement, das auch durchp bezeichnet wird.
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Die Polargerade bzw. -ebene zu einem beliebigen Punkty ergibt sich gleichermaßen
alsY = Ay. Hierbei ist der Pol der EbeneY bezüglich der QuadrikQ die Spitzey des
(eventuell nicht reellen) Tangentenkegels an den Schnitt vonY mitQ.
2.2 Kegelschnitte
Kegelschnitte sind Quadriken in der Ebene und ergeben sich u.a. als ebener Schnitt mit
einem Kreiskegel. Enth¨alt die Schnittebene die Kegelspitze, ergibt sich ein singul¨arer
Kegelschnitt, der entweder aus einer oder zwei Geraden besteht oder zu einem Punkt
entartet. Andernfalls ergibt sich ein regul¨arer Kegelschnitt - eine Ellipse, Hyperbel
oder Parabel.
Projektiv sind alle regul¨aren Kegelschnitte ¨aquivalent (siehe beispielsweise
[Boehm & Prautzsch ’94]). Durch Auszeichung einer Ferngeraden (x0 = 0) lassen
sich jedoch in der verbleibenden affinen Ebene Unterscheidungen vornehmen. Eine
Ellipse schneidet die Ferngerade gar nicht, eine Parabel tangiert sie in einem Punkt
und eine Hyperbel schneidet die Ferngerade in zwei Punkten. Wird nun ein Punkt
[0; x1; x2]
t der Ferngerade in die Kegelschnittgleichung (2.1) eingesetzt und die Dis-
kriminante der sich ergebenden quadratischen Gleichung inx1=x2 bestimmt, ergibt
















Jeder regul¨are Kegelschnitt l¨aßt sich quadratisch rational parametrisieren. In der pro-
jektiven Geometrie finden sich dazu einige Verfahren. Eines dieser Verfahren, die ste-
reographische Projektion, wird in Abschnitt 3.1 n¨aher erläutert.
Satz von Brianchon
Da die symmetrische MatrixA nur sechs unabh¨angige Koeffizienten besitzt, ist je-
der Kegelschnitt bereits durch f¨unf Bestimmungswerte (Punkte und Tangenten) in
genügend allgemeiner Lage eindeutig festgelegt. Folglich sind sechs beliebig vorgege-
bene Tangenten nicht unabh¨angig voneinander, sondern gen¨ugen gewissen Abh¨angig-
keiten, wie sie im Satz von Brianchon formuliert werden:
Satz 2.1 (Satz von Brianchon)Die Geraden eines Sechsseits sind genau dann Tan-
genten an einen Kegelschnitt, wenn sich die Verbindungsgeraden gegen¨uberliegender
Eckpunkte in einem Punkt schneiden.
Fallen je zwei der sechs Seiten des Sechsseits zusammen, so ergibt sich die spezielle
Konfiguration in Abbildung 2.1 rechts.
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Abbildung 2.1: Satz von Brianchon.
Harmonische Verhältnisse
Bei Kegelschnitten finden sich in nat¨urlicher Weise harmonische Verh¨altnisse:
Bemerkung 2.2 Auf einer beliebigen Geraden werden ein Punkt und seine Polare
bezüglich eines die Gerade nicht tangierenden regul¨aren Kegelschnitts von den Schnitt-
punkten mit dem Kegelschnitt harmonisch getrennt.
Diese wohlbekannte Eigenschaft ist sehr einfach einsichtig, da sich alle Kegelschnitte
projektiv (i.e. unter Beibehaltung von Doppelverh¨altnissen) auf einen Kreis abbilden
lassen (siehe Abbildung 2.2).
1 : 1
1 : 1harmonische Lageharmonische Lage
Abbildung 2.2: Harmonische Verh¨altnisse bei Kegelschnitten.
Zweibogenkonstruktion
Liegt ein KegelschnittK2 mit einem weiteren KegelschnittK1 und einer Doppelgera-
denG im Büschel, d.h.K2 = K1 + G2, so haben die beiden Kegelschnitte in den
Schnittpunkten mit der Geraden gemeinsame Tangenten. Aus zwei Kegelschnittb¨ogen
aufK1 bzw.K2 läßt sich dann wie in Abbildung 2.3 eine Kurve tangentenstetig zu-
sammensetzen. Derartige Kurven werden im folgenden alsZweibogenbezeichnet, die
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DoppelgeradeG, die die beiden B¨ogen trennt, wirdÜbergangs-, Ber¨uhr- oderTrenn-
geradegenannt.
Drei beliebig vorgegebene Kontaktelemente, d.h. Punkte und Tangenten,a , b
und p , liegen im allgemeinen nicht auf einem Kegelschnitt (vergleiche Satz 2.1),
können aber nach Vorgabe einer TrenngeradenG durchp durch einen Zweibogen
mit C1-Kontakt entlangG interpoliert werden. Dieser Zweibogen ist durch die drei
Kontaktelemente und die Trenngerade eindeutig festgelegt und kann ¨uber harmonische
Verhältnisse konstruiert werden. Auf der Trenngeraden existiert nebenp och ein
zweites, beiden Kegelschnittb¨ogen gemeinsames Kontaktelementq . Aus Bemerkung
2.2 folgt, daßa und der Schnittpunkta der Tangente ina mit der TrenngeradenG von
den TangentenP undQ harmonisch getrennt werden. Diese Eigenschaft gen¨u t zur

































Konstruktion 2.3 (Zweibogen) Gegeben seien drei Kontaktelementea , b und p
sowie eine TrenngeradeG durch p, die wedera nochb enthält. Die Punktea, b
und p seien nicht kollinear, die zugeh¨origen Tangenten haben keinen gemeinsamen
Schnittpunkt und enthalten nur genau einen der Punktea, b oderp.
Seien weiterhina = G \ A, b = G \ B die Schnittpunkte der Tangenten mit der
Trenngeraden unda und b die Schnittpunkte der gemeinsamen TangenteP mitA und
B. Konstruiere den vierten harmonischen Punktâ bzw.b̂ zua, a unda bzw.b, b und
b. Dann istQ = âb̂ die zweite gemeinsame Tangente beider Kegelschnittb¨ogen und
Q \ G = q der gemeinsame Ber¨uhrpunkt. Die beiden Kegelschnitte des Zweibogens
sind durch a p q bzw. b p q eindeutig festgelegt.
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2.3 Quadriken im Raum
Klassifikation
Im Gegensatz zu Kegelschnitten finden sich bei regul¨aren Quadriken (RangA = 4)
im reellen dreidimensionalen projektiven Raum zwei Klassen projektiv ¨aquivalenter
Quadriken, die sogenannten ringf¨ormigen und ovalen Quadriken. Singul¨are Quadri-
ken teilen sich in kegelige Quadriken (RangA = 3), sich schneidende Ebenenpaare
(RangA = 2) und Doppelebenen (RangA = 1).
Anhand von Ebenenschnitten lassen sich diese und weitere Unterscheidungen charak-
terisieren. Jede Ebene schneidet eine Raumquadrik in einem Kegelschnitt. Der Schnitt
der Quadrik mit einer ihrer Tangentialebenen enth¨alt den Berührpunkt als Doppel-
punkt, der Kegelschnitt zerf¨allt somit in ein (evtl. zusammenfallendes) Geradenpaar
mit dem Berührpunkt als singul¨aren Punkt (siehe Abbildung 2.4). Tangentialebenen-
schnitte können somit zur projektiven Unterscheidung von Quadriken ohne plana-
re Komponenten verwendet werden (siehe beispielsweise [Boehm & Prautzsch ’94],
S.141):
Lemma 2.4 (ProjektiveÄquivalenzklassen)Eine Quadrik ist genau dann oval, ke-
gelig oder ringförmig, wenn eine beliebige Tangentialebene sie in einem konjugiert
komplexen, doppelt z¨ahlenden oder reellen Geradenpaar schneidet.
Abbildung 2.4: Schnitt einer Quadrik mit ihrer Tangentialebene.
Bemerkung 2.5 Die projektive Klassifikation von Quadriken ohne ebene Komponen-
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Zur Bestimmung der affinen̈Aquivalenzklassen wird wie bereits im zweidimensiona-
len Fall der Schnitt mit der Fernebene untersucht. Zu den ovalen Quadriken z¨ahlen das
Ellipsoid, das keinen reellen Schnitt mit der Fernebene besitzt, das elliptische Parabo-
loid, das die Fernebene tangiert und das zweischalige Hyperboloid, das die Fernebene
in einem reellen regul¨aren Kegelschnitt schneidet. Die Ringquadriken teilen sich in
einschalige (elliptische) Hyperboloide, die einen regul¨aren Schnitt mit der Fernebene
besitzen, und hyperbolische Paraboloide, die die Fernebene tangieren. Die kegeligen
Quadriken lassen sich analog unterteilen. Da im Rahmen dieser Arbeit im allgemeinen
singuläre Fälle ausgeschlossen sind, wird auf diese Quadriken nicht n¨a er eingegan-
gen. Durch Untersuchung gewisser Invarianten der UntermatrixA vonA läßt sich die
affine Unterscheidung auch analytisch beschreiben. EineÜbersicht hier¨uber findet sich
u.a. in [Flaquer et al. ’92].
Implizite B ézier-Darstellung von Quadrikenstücken
Sederberg ([Sederberg ’85]) f¨uhrte eine implizite B´ezier-Darstellung f¨ur algebraische
Flächen ein. Er verwendet ein Referenztetraederv1v2v3v4 und schreibt die implizite
Gleichung der Fl¨ache in baryzentrischen Koordinatenl = (1; : : : ; 4)t bezüglich die-
ses Tetraeders. Da baryzentrische Koordinaten spezielle projektive Koordinaten sind,
entspricht diese Darstellung dem Resultat einer projektiven Koordinatentransformati-
on. Seix =
P4
i=1 ivi = V l;
P4
i=1 i = 1 mit V = [v1    v4] ; vi = (1 vi)t. Dann
schreibt sich die Gleichung der QuadrikQ aus Gleichung (2.1) als
xtAx = ltVtAVl = ltBl = 0:














bijklBijkl(l) = 0: (2.2)
Die Koeffizientenrs der MatrixB entsprechen den B´ezier-Koeffizientenber+es mit
den r- bzw. s-ten Einheitsvektorener bzw. es. Da projektive Transformationen den
Typ einer Quadrik nicht ¨andern, kann die Klassifikation aus Bemerkung 2.5 auch mit
Hilfe der MatrixB vorgenommen werden.
Bemerkung 2.6 Die QuadrikQ enthält genau dann einen der Tetraedereckpunktevi,
wennb2ei = 0. Weiter ist eine EbeneVi genau dann die Tangentialebene anQ in vi,
wenn eine Konstante existiert, so daß f¨ur alle j 6= i gilt bei+ej = Vi(vj), wobei
vj = [1 vj]t.
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Büschel undC1-Übergänge
Die durch die Gleichung
Q = Q0 + Q1
beschriebenen Quadriken bilden ein Quadrikenb¨uschel. Durch jeden Punkt des projek-
tiven Raumes existiert genau eine Quadrik des B¨u chels. Jede QuadrikQ enthält den
SchnittQ0 \ Q1, der im allgemeinen aus einer algebraischen Kurve vierten Grades
besteht. Entartet diese Kurve wie in Abbildung 2.5 rechts zu einem doppelt z¨ahlenden
Kegelschnitt, so ber¨uhren sich alle Quadriken der Schar l¨ngs dieser Schnittkurve. In
diesem Fall geh¨oren die Ebene des Kegelschnitts als Doppelebene und der l¨angs dieser
Schnittkurve ber¨uhrende Tangentialebenenkegel zum B¨uschel und spannen ebenfalls
das Quadrikenb¨uschel auf.
Abbildung 2.5: Quadrikenb¨uschel.
Umgekehrt m¨ussen je zwei Quadriken mitC1-Kontakt in einer Ebene zu einem
Büschel geh¨oren, das die Ber¨uhrebene als Doppelebene ent¨alt. Eine Verallgemei-
nerung dieser Aussage f¨ur algebraische Fl¨achen beliebigen Grades findet sich in
[Warren ’86]. Die gemeinsamen Tangentialebenen l¨angs der Schnittkurve beider Qua-
driken hüllen den Tangentialebenenkegel durch den Pol der Ber¨uhr bene bez¨uglich
beider Quadriken ein. Somit ist derC1-Kontakt zweier Quadriken in einer Ebene be-
reits garantiert, falls drei nicht kollineare Punkte und Tangentialebenen ¨ub reinstim-
men, da hierdurch Ber¨uhrebene und Tangentialebenenkegel eindeutig festgelegt sind:
Lemma 2.7 Alle Quadriken mit drei gemeinsamen Kontaktelementena , b , c
gehören zum B¨uschelK + U2, wobeiU die Punktebeneabc undK den eindeutigen
Tangentialebenenkegel durcha , b und c bezeichne. Folglich haben sieC1-Kontakt
in der EbeneU .
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Korollar 2.8 Zwei Quadriken mitC1-Kontakt entlang einer Kurve geh¨oren notwendig
zu einem durch drei gemeinsame Kontaktelemente aufgespannten B¨uschel und umge-
kehrt. Insbesondere ist die gemeinsame Kurve ein (doppelt z¨ahlender) Kegelschnitt.
In Bemerkung 2.13 wird die explizite Gleichung des B¨uschelsK + U2 hergeleitet.
2.4 Interpolation mit Quadriken
Quadrikenb¨uschel können zur einfachen Konstruktion interpolierender Quadriken her-
angezogen werden. Hierzu seien drei beliebige unabh¨angige Kontaktelementea , b ,
c gegeben.
Definition 2.9 Ein Tripel von Kontaktelementena b c heißtunabhängig, wenn
die vier Punktea, b, c undA\B\C projektiv unabh¨angig sind und keiner der Punkte
a, b, c in zwei der EbenenA, B, C enthalten ist. Ein Tripela b c, a b c odera b
c heißt unabh¨angig, wenn es zu einem unabh¨angigen Tripel von Kontaktelementena
b c ergänzt werden kann.
Annahme 2.10 (Unabhängigkeitsvoraussetzung)Im folgenden werden zur Vermei-
dung von Spezialsituationen immer unabh¨ngige Tripel von Punkten und/oder Kon-
taktelementen vorausgesetzt.
Drei unabhängige Kontaktelementea , b , c können im allgemeinen nicht durch
eine einzige Quadrik interpoliert werden. G¨abe es eine derartige interpolierende Qua-
drik, so best¨unde ihr Schnitt mit der Punktebenea b c aus einem Kegelschnitt, der be-
reits durch fünf Bestimmungselemente festgelegt ist. Folglich m¨ußten die drei Punkte
und Tangentialebenen gewissen Bedingungen gen¨u , wie sie beispielsweise im Satz
von Brianchon (siehe Satz 2.1) formuliert sind. Dieser Sachverhalt l¨aßt sich analytisch
wie folgt ausdr¨ucken:
Lemma 2.11 Drei unabhängige Kontaktelementea , b , c liegen genau dann auf
einem Kegelschnitt, wenna , b , und c Brianchons Konfiguration bilden (vergl.
Abbildung 2.1). Dies ist genau dann der Fall, wenn die Punktea, b, c und die
zugehörigen TangentialebenenA, B, C folgende Gleichung erf¨ullen:
A(b)B(c)C(a) = B(a)C(b)A(c):
Beweis:
Die Ebene des B¨uschelsA B durchc wird durch
B(c) A   A(c) B
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dargestellt. Brianchons Bedingung ist somit genau dann erf¨ullt, wenn die vier Ebenen
B(c)A A(c)B,A(b) C C(b)A, C(a)B B(a) C unda ^ b ^ c einen gemeinsamen
Schnittpunkt besitzen. Das ist ¨aquivalent zu
0 = [(B(c)A A(c)B) ^ (A(b)C   C(b)A) ^ (C(a)B   B(a)C)] [a ^ b ^ c]
= (A(c)C(b)B(a)   B(c)A(b)C(a)) [A^ B ^ C] [a ^ b ^ c];
woraus aufgrund der projektiven Unabh¨angigkeit der Punktea, b, c undA\B\C die
Aussage des Lemmas unmittelbar folgt. 2
Lemma 2.11 bleibt auch dann g¨ultig, wennA, B undC als Geraden in der Ebeneabc
interpretiert werden. In diesem Fall kann der Faktora ^ b ^ c im Beweis weggelassen
werden.
Guo ([Guo ’91]) leitet wesentlich aufwendiger eine ¨aquivalente Darstellung dieser
Gleichung aus der algebraischen Gleichung der Quadrik durcha , b und c her.
Ein weiteres Kriterium, wann drei Kontaktelemente auf einem Kegelschnitt liegen,
beinhaltet die folgende Bemerkung:
Bemerkung 2.12 Drei unabhängige Kontaktelementea , b , c liegen genau dann
auf einem Kegelschnitt, wenn die TangentialebenenB und C den Punkta und den
Schnittpunkti der TangentialebeneA mit der Verbindungsgeradenbc harmonisch








Ist die Brianchon-Bedingung verletzt, k¨onnen die Kontaktelemente durch einen
Flächenverbund aus sechs Quadrikenst¨ucken interpoliert werden. Dies wird in Kapitel
5 näher behandelt. Existiert jedoch ein Kegelschnitt durch die Kontaktelementea , b
und c , so läßt sich nach Lemma 2.7 ein ganzes B¨uschel interpolierender Quadriken
bestimmen.
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Bemerkung 2.13 Der eindeutig bestimmte TangentenkegelK durch die Kontaktele-
mente a , b und c enthält c und liegt mit dem EbenenpaarA B und der Ebene
V = a ^ b ^ s mit s = A^ B ^ C
= B(a)A(b) C   B(a) C(b)A   C(a)A(b)B
im Büschel (siehe Abbildung 2.7). Damit schreibt sichK als
K =  2A(c)B(c)VV t + V(c)2(ABt + BAt)
und spannt gemeinsam mit der Ebene
U = a ^ b ^ c









Abbildung 2.7: Tangentialebenenkegel durch drei Kontaktelemente.
Durch jeden Punktq des Raumes existiert eine eindeutig bestimmte QuadrikQq des
Büschels durcha , b , c . Die Lage vonq bestimmt den projektiven Typ der Quadrik
Qq. Da jeder Kegel von seinen Tangentialebenen eingeh¨ullt wird, wird als “Äußeres”
des Kegels derjenige von ihm berandete Teil des Raumes bezeichnet, der die Tangenten
enthält. Damit läßt sich folgendes Lemma formulieren:
Lemma 2.14 Die QuadrikQq durch drei Kontaktelementea , b und c und einen
weiteren Punktq ist genau dann oval, wennq im Inneren des Tangentialebenenkegels
K liegt. Dies ist genau dann der Fall, wenn
A(c)B(c) K(q) > 0: (2.3)
K ist hierbei die Gleichung des Tangentialebenenkegels aus Bemerkung 2.13.
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Beweis:
Die QuadrikQq =  K(q)UU t + U(q)2K ist nach Bemerkung 2.5 genau dann oval,
wenn die Determinante ihrer beschreibenden Matrix (hier auch mitQq bezeichnet)
negativ ist. Da sie sich nicht direkt berechnen l¨aßt, wirdQq mit der regulären Matrix
[ab c s] multipliziert. Mit V(c) =  jabcsj und
Qq a = (U(q))2 (V(c))2B(a)A
Qq b = (U(q))2 (V(c))2A(b)B
Qq c = (U(q))2 f2A(c)B(c)jabcsjV + jabcsj2(B(c)A+A(c)B)g
Qq s =  K(q)jabcsj U
ergibt sich die Determinante
jQq [abcs]j = jQqj jabcsj =  2(U(q))6K(q) (A(b)) (B(a))A(c)B(c) 
 jabcsj6 jA B (a ^ b ^ s) (a ^ b ^ c)j :
Mithilfe der Beziehung
[A B (a ^ b ^ s) (a ^ b ^ c)] =
= (A ^ B ^ (a ^ b ^ s)) (a ^ b ^ c) =
2




berechnet sich schließlich die Determinante vonQq zu
jQqj =  2(U(q))6K(q) jabcsj6 (A(b))2 (B(a))2A(c)B(c);
woraus die Ungleichung 2.3 unmittelbar folgt.
Seir = A ^ B ^ U der Schnittpunkt der TangentialebenenA undB mit der Punk-
tebeneU . Als Schnittpunkt zweier Tangenten anK liegt er nach den hier gew¨ahlten
Bezeichnungen außerhalb des TangentialebenenkegelsK. Einsetzen in die Kegelglei-
chung ergibt:
K(r) =  2A(c)B(c) (V(r))2 + 0:
Damit ist die Ungleichung (2.3) gleichbedeutend damit, daß
K(r) K(q) < 0;




Die neben Geraden einfachsten geometrischen Objekte sind Kreise. Aufgrund ihrer
Symmetrie und Einfachheit treten sie in zahlreichen Anwendungen wie beispielsweise
bei der Modellierung von Rotationsfl¨achen oder im Musterentwurf auf.
In CAD-Systemen werden Kurven und Fl¨achen h¨aufig durch rationale Splines, d.h.
stückweise rationale Kurven, beschrieben, weswegen in den letzten Jahren vermehrt
nach rationalen Kreisdarstellungen gesucht wurde (siehe z.B. [Piegl & Tiller ’89,
Hsu et al. ’93, Chou ’95, Piegl & Tiller ’97]). Bereits 200 v. Chr. kannte Appolonius
eine quadratische Parametrisierung des Kreises und Hipparch (180-125 v. Chr) ver-
wendete die stereographische Projektion auf der Kugel (siehe [Blaschke ’54]).
Piegl & Tiller ([Piegl & Tiller ’89]) beschrieben 1989 eine st¨uckweise quadratische ra-
tionale Parametrisierung und zeigten dar¨uberhinaus, daß durch quadratische rationale
C1-Splines nicht der gesamte Kreis darstellbar ist.
Chou ([Chou ’95]) besch¨aftigte sich sp¨ater mit der Darstellung des gesamten Kreises
durch ein einziges rationales Segment. Hierzu ist mindestens Grad 4, mit positiven
Gewichten sogar Grad 5 erforderlich; die zugeh¨orige periodische homogene B-Spline-
Darstellung ist jedoch nicht differenzierbar.
In den vorangehenden Arbeiten findet sich keine glatte Parametrisierung des gesamten
Kreises. Da zahlreiche numerische Verfahren, die beim geometrischen Modellieren
zum Einsatz kommen, differenzierbare Parametrisierungen erfordern, wird hier eine
einfache Methode zur Konstruktion einern  1-mal differenzierbaren periodischen B-
Spline-Darstellung des Kreises vorgestellt. Diese ist von minimalem Grad2n (Siehe
auch [Bangert & Prautzsch ’97a]). Grundlage dieser Darstellung ist die stereographi-
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sche Projektion, die im folgenden Abschnitt kurz vorgestellt wird.
3.1 Stereographische Projektion
Die stereographische Projektion bildet eine projektive Ebene auf eine beliebige Qua-
drik ab. Seien hierzu eine Gerade bzw. EbeneU = fyjU ty = 0g, eine Quadrik
Q = fxjxtQx = 0g, sowie ein Punktz 2 Q, das Projektionszentrum, gegeben. Jeder
Punkty der EbeneU wird durch die stereographische Projektion auf den Schnittpunkt
der Geradenz y mit der QuadrikQ abgebildet. Jeder Punkt der Ebene wird hierdurch
genau einem Punkt der Quadrik zugeordnet; die Schnittgerade (der Schnittpunkt) zwi-
schen der Tangentialebene (Tangente) anQ i z und der EbeneU wird aufz abgebildet.
Die Beziehungen zwischen Bildx und Urbildy ergeben sich somit zu:
x = (2ztQy)y + (ytQy)z
y =  (U tz)x + (U tx)z:
Bemerkung 3.1 Ist y(t) bzw.y(u; v) eine rationale Parametrisierung der Gerade bzw.
EbeneU , so liefert die stereographische Projektion eine rationale Parametrisierung
der Quadrik. Jede Parametrisierung eines regul¨aren Kegelschnitts kann ¨uber stereo-
graphische Projektion gewonnen werden. Bei Raumquadriken gilt das jedoch nicht






Abbildung 3.1: Stereographische Projektion.
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3.2 Konstruktion einer rationalen Parametrisierung des
Kreises
Seix = [w x y]t eine periodische Parametrisierung des Einheitskreises in homogenen
Koordinaten mitw als homogenisierender Koordinate, d.h.
x2 + y2 = w2:
Wie im vorigen Abschnitt bereits erw¨ahnt, ergibt sich jede rationale Parametrisierung
x(t) des Kreises aus einer rationalen Parametrisierungp(t) = [r(t) p(t) 0]t der














Abbildung 3.2: Stereographische Projektion.
Für eine periodische Parametrisierung des Kreises ist somit eine periodische Parame-
trisierung der Geradeny = 0 als Urbild der stereographischen Projektion erforderlich.
Jede derartige Parametrisierung ergibt sich jedoch durch Zentralprojektion mit Zen-
trumc einer geschlossenen Kurve umc wie in Abbildung 3.3.
Der Einfachheit halber stellen wir diese Kurve alsp(t) = [p(t) r(t)]t bezüglich eines
affinen Koordinatensystems mit Ursprungc und Einheitsvektoren[1 0]t und[0 1]t dar.
Die Koordinatenspaltenp und [p=r 1]t bezeichnen somit den gleichen Punkt auf der
Geradeny = 0 und die Punktec, p undp = [p r]t liegen auf einer Geraden.
Sei nunp(t) eine geschlossene periodische Kurve umc, p(t) die durch Projektion aus
c induzierte Parametrisierung der Geradeny = 0 undx(t) das Bild der Geraden unter
stereographischer Projektion. Bei jedem Umlauf vonp(t) um c werden Gerade und








Kreis durchp(t) undx(t) zweimal durchlaufen. Istp(t) punktsymmetrisch zuc, d.h.
gilt p(t) =  p(t + m) mit einer Konstantenm, so sind beide Durchl¨aufe von Kreis
und Gerade gleich parametrisiert, d.h. f¨ur die Parametert undt +m ergeben sich die
gleichen Punkte auf Kreis bzw. Gerade. Die Koordinatendarstellung vonp hat jedoch
verschiedene Vorzeichen pro Durchlauf.
Da eine periodische Darstellung des Kreises keine zwei unterschiedlichen Parametri-
sierungen pro Durchlauf erlaubt, ergibt sich zusammenfassend:
Satz 3.2 Jede periodische st¨uckweise rationale Kreisdarstellungx(t) ergibt sich durch
Projektion einer geschlossenen periodischen polynomialen Kurvep(t), die symme-
trisch zum Projektionszentrumc ist, auf die Geradey = 0 und anschließender stereo-
graphischer Projektion mit Zentrumc der Geraden auf den Kreis.
Bemerkung 3.3 Eine periodische st¨uckweise rationale Parametrisierung eines belie-
bigen Kegelschnitts ergibt sich als projektives Bild der Kreisdarstellungx(t).
Beispiel 3.4 Mit Hilfe der oben dargestellten Konstruktion wird eine Darstellung
des Kreises als differenzierbarer periodischer Spline vierten Grades ermittelt. Sei







Weiterhin bezeichneN2i (t) die stückweise quadratischen B-Spline-Funktionen ¨uber







ein punktsymmetrischer Spline mitp(t) =  p(t+m). Abbildung 3.4 zeigt diese Kurve
für m = 3.











Abbildung 3.4: Punktsymmetrische Splinekurve







wobeiN4i die B-Spline-Funktionen ¨uber den Knotenbi=3c, b(i+1)=3c; : : : ; b(i+ 5)=3c,
bxc := maxfi  xji 2 Zg bezeichnet. Die Kontrollpunkte sind wie folgt gegeben (ver-
gleiche auch Abbildung 3.5):
x3l1 =
2
64 1c cos( + 4l )





64 !d cos( + 4l)
d sin( + 4l)
3
75
 = 2   90
c = 1= cos 
d = (cos2 + 2)=(3 cos2 )
! = (2 cos4    cos2 + 2)=(3 cos2 )
: (3.2)
Bemerkung 3.5 Die Kreisdarstellungx(t) ist rotationssymmetrisch bez¨uglich Rota-
tionen um den Winkel4.
Bemerkung 3.6 Die Konstruktion aus Beispiel 3.4 l¨aßt sich nicht mit = 90
(m = 1), d.h. mit nur einem Splinesegment, durchf¨uhren. In ([Chou ’95]) wird der
gesamte Kreis durch ein quartisches Segment beschrieben, bei dem jedoch Null als
Gewicht auftritt. Diese Darstellung l¨aßt sich auch nicht periodisch glatt fortsetzen.
Beispiel 3.7 Abbildung 3.6 zeigt ein einschaliges Rotationshyperboloid mit zugeh¨ori-
gem Kontrollnetz einer Tensorprodukt-B-Spline-Darstellung vom Grad (2,4).






   
t = 1
t = 0
Abbildung 3.5: Der Kreis als periodischer Spline.
Abbildung 3.6: Einschaliges Rotationshyperboloid mit zugeh¨origem Kontrollnetz.
3.3 Positive Gewichte
Positive Gewichte in der Parameterdarstellung der Splinekurve haben numerische Vor-
teile, u.a. liegt auch die Kurve in der konvexen H¨ulle der zugeh¨origen Kontrollpunkte.
Chou ben¨otigt für eine Kreisdarstellung mit positiven Gewichten ein Polynom f¨unften
Grades (siehe Bemerkung 3.6). Zum Vergleich werden in diesem Abschnitt die Ge-
wichte der Bézier-Darstellung der vorher konstruierten Kreissegmente untersucht.
Im vorangehenden Beispiel ergeben sich die B´ezier-Punkte der Parametrisierung aus
den Spline-Kontrollpunktenxi in Gleichung (3.2) zu
1
2
(x1 + x2); x2; x3; x4;
1
2
(x4 + x5); etc.;
die Gewichte, d.h.w-Koordinaten, sind somit alle positiv.



















und der Produktformel f¨ur Bernsteinpolynome (siehe [Farin ’90], S. 65). Insbesondere
















Beschreibt das Segmentxl höchstens einen Halbkreis, so kann aufgrund der nachfol-
gend gezeigten Symmetrieeigenschaften ohne Einschr¨ankung angenommen werden,
daßpl vollständig im ersten Quadranten derp; -Ebene liegt. Dies bedeutet aber
0  p0; rn
0 < pi+1; ri für i = 0 : : : k;
woraus sich die Positivit¨at der Gewichtewi unmittelbar ergibt:
Lemma 3.8 Die Bézier-Darstellung der Segmente der periodischen, st¨uckweise ratio-
nalen Kreisdarstellung aus Lemma 3.2 besitzt positive Gewichte.
3.4 Stetigkeitsordnung
Jede periodische Parametrisierungx(t) des Einheitskreises ist mittels stereographi-
scher Projektion mit einer geschlossenen Kurvep(t) verknüpft, die punktsymmetrisch
zum Projektionszentrumc verläuft. In diesem Abschnitt wird gezeigt, daß die Stetig-
keitsordnungen vonp(t) undx(t) übereinstimmen.
Istp(t) Ck-stetig, so ist nach Gleichung 3.1 auchx(t) k-mal stetig differenzierbar. F¨ur
die Umkehrung betrachten wir die inverse stereographische Projektion, die den Kreis
x2 + y2 = w2 auf die Gerade[r p 0]t abbildet. Sie wird durch
2p  p =
2
64 xw   y
0
3
75 bzw. 2r  p =
2




für x 6= [1 0 1]t bzw.x 6= c beschrieben.
Da w keine Nullstellen besitzt, k¨onnen wir ohne Einschr¨ankung der Allgemeinheit
annehmen, daßw positiv ist. Dann sind wegen(w   y)(w + y) = x2 die einzelnen
Faktorenw   y undw + y nichtnegativ und es gilt
p = 
q
(w   y)=2 und r = x=2p
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bzw.
p = x=2r und r = 
q
(w + y)=2:
Da nur entwederp oderr das Vorzeichen inx = [1 0 1]t bzw.x = c ändern, existiert
immer eine Darstellung vonp, die die gleiche Stetigkeitsordnung wiex besitzt. Damit
gilt:
Lemma 3.9 Die Parametrisierungenx(t) undp(t) aus Lemma 3.2 besitzen die gleiche
Stetigkeitsordnung.
Bemerkung 3.10 Ist die homogene Darstellungx(t) des Kreisesn-mal stetig diffe-
renzierbar, sind auch die affinen Koordinatenfunktionenx=w undy=w n-mal differen-
zierbar.x=w undy=w können jedoch auch glatter sein. Insbesondere l¨aßt sich zeigen,
daßn = 2k-fach stetig differenzierbare symmetrische affine Darstellungen des Kreises
auch2k +1-mal differenzierbar sind (siehe hierzu [Bangert & Prautzsch ’97a]). Dies
verallgemeinert die Aussage von Piegl und Tiller ([Piegl & Tiller ’89]) f¨ur n = 0.
3.5 Minimaler Grad und Segmentanzahl
Seienx; y; w stückweise polynomiale Funktionen ohne gemeinsamen Teiler. Dann
sind auchw  y undw+ y teilerfremd. Wegen(w  y)(w+ y) = x2 läßt sichx = 2pr
so faktorisieren, daß nochw  y = 2p2 undw+ y = 2r2, siehe [Kubota ’72]. Folglich
ist auchp stückweise polynomial und der Grad vonx ist doppelt so hoch wie der Grad
vonp.
Da Polynome nicht periodisch sind, mußp stückweise polynomial vom Gradk + 1
sein. Folglich erfordert einek-fach differenzierbare Parametrisierung des Einheitskrei-
ses den Minimalgrad2k + 2.
Das B-Spline-Kontrollpolygon einer periodischen, punktsymmetrischen Kurvep b -
steht aus einer geraden Anzahl von mindestens vier Kontrollpunkten.
Ist p vom Gradn und Stetigkeitsordnung(n   1), so stimmen die Anzahl ihrer B-
Spline-Kontrollpunkte und die Anzahl ihrer Segmente ¨uberein. Folglich bestehtp aus
mindestens 4 Segmenten, w¨ahrend die Kreisdarstellungx vom Grad2n mindestens 2
Segmente erfordert. Zusammenfassend ergibt sich:
Lemma 3.11 Eine periodische, st¨uckweise rationaleCk-Parametrisierungx(t) des
Kreises hat den Minimalgrad2k + 2 und benötigt mindestens zwei Segmente.
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3.6 Symmetrische Darstellungen
Zur Untersuchung von Symmetrieeigenschaften vonx(t) wird ohne Einschr¨ankung der
Allgemeinheit angenommen, daßx(0) = c. Daraus folgtr(0) = 0. Sei(t) der Winkel
p(0); c;p(t) und(t) der Winkelx(0); [1 0 0]t; x(t) vergleiche Bild 3.7. Wir machen
hier Gebrauch von der Tatsache, daß der Peripheriewinkel d r halbe Perimeterwin-
kel  ist.
























Aus der Formel (3.1) f¨ur die stereographische Projektion folgt dann
() = (2) = p2 + r2 = 2():
Ist die Kurvep(t) invariant unter Rotationen mit Zentrumc um den Winkel, dann
gilt
() = ( + );
woraus
() = ( + 2)
und somit die Invarianz vonx unter Drehungen um den Ursprung mit Winkel2 folgt:
Lemma 3.12 Istp(t) rotationssymmetrisch bez¨uglich Rotationen umc um den Winkel
, dann istx(t) rotationssymmetrisch bez¨uglich Rotationen um den Ursprung um den
Winkel2.
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Ist weiterhinp symmetrisch zur Geraden durchundp(t), dann gilt
(+ ) = (  );  = (t)
und somit
( + 2) = (   2);  = (t):
Folglich istx symmetrisch zur Geraden durch den Ursprung[1 0 0]t undx(t).
3.7 Kugeln
Die Konstruktion glatter periodischer Parametrisierungen f¨ur Kreise läßt sich nicht auf
Kugeln übertragen. Zun¨achst ist die stereographische Projektion auf die Kugel keine
Bijektion zwischen Ebene und Kugel. Weiterhin ist es nicht m¨oglich, einen ebenen
Bereich differenzierbar und singularit¨atenfrei auf die gesamte Kugel abzubilden, siehe
beispielsweise ([Prautzsch & Trump ’92]).
Es ist jedoch m¨oglich, die Kugel durch verschiedene Dreiecks- oder Vierecks-
flächenst¨ucke zuüberdecken. Farin, Piper und Worsey (1987) stellen Oktanten der
Kugel dar und Dietz zeigte 1995, daß f¨ur beliebig vorgegebene ebene Randkurven
(Kreise) ein Tensorprodukt-Patch vom Grad (2,4) auf der Kugel existiert. In Anleh-
nung an die W¨urfeltopologie läßt sich somit die gesamte Kugel mit 6 Tensorprodukt-
flächen vom Grad (2,4) ¨uberdecken.
Darstellungen niedrigeren Grades der gesamten Kugel sind jedoch nicht m¨oglich:
Angenommen, es existiertenf quadratische Dreieckspatches mit insgesamtv Ecken,
die die Kugelüberdeckten. Nach [Dietz ’95], Theorem 3.4, gilt, daß die Winkelsumme
in jedem Patch180 beträgt. Es folgt
v  360 = Summe aller Winkel= f  180
und damitv = f=2. Da insgesamte = 3f=2 Randkurven existieren, ist Euler’s Glei-
chungv   e+ f = 2 verletzt und somit die Annahme falsch.
Gleichermaßen ist es unm¨oglich, die gesamte Kugel in biquadratische Tensorprodukt-
flächenst¨ucke zu zerlegen. Jedes derartige Patch kann n¨amlich in zwei quadratische
Dreiecksst¨ucke zerlegt werden.
Da jede irreduzible Parametrisierung der Kugel von geradem Grad ist ([Dietz et al. ’93]),
kann die Kugel nicht in Dreiecks- bzw. Viereckspatche zerlegt werden, deren Grad





Während Raytraceprogramme zur photorealistischen Darstellung von Fl¨achen bevor-
zugt mit Netzen und impliziten Fl¨achen arbeiten, basieren die meisten Modellierpro-
gramme auf parametrischen Kurven und Fl¨achen. Aus diesem Grund sind Konver-
tierungen zwischen den Darstellungsmethoden erw¨unscht. In den vorangehenden Be-
trachtungen ¨uber Quadriken wird ihre implizite Darstellung verwendet. Jede Quadrik
läßt sich jedoch auch rational parametrisieren, was in den letzten Jahren ausgiebig er-
forscht wurde. In diesem Abschnitt werden einige weitere Aspekte der Erkennung und
Konstruktion quadratischer Dreiecksfl¨achenst¨ucke auf Quadriken dargestellt.
4.1 Kriterien
Jedes dreieckige Fl¨achenst¨uck auf einer Quadrik l¨aßt sich mithilfe der stereographi-
schen Projektion rational parametrisieren. In der Dissertation von Dietz ([Dietz ’95])
findet sich eine ausf¨uhrliche Erörterung dieser Methode. Schneiden sich die drei Rand-
kegelschnitte des Quadrikenst¨ucks in einem Punkt, so findet sich eine quadratische Pa-
rametrisierung, im allgemeinen Fall werden jedoch rationale Polynome vom Grad vier
benötigt.
Umgekehrt wurde seit l¨angerem das Problem diskutiert, unter welchen Bedingungen
ein rationales quadratisches Dreieckspatch auf einer Quadrik liegt. W¨ahrend eine ratio-
nale quadratische Kurve immer einen Kegelschnitt beschreibt, kann ein quadratisches
Dreieckspatch auf einer Fl¨ache vierten Grades liegen.Überlegungen hierzu finden sich
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u.a bei [Sederberg & Anderson ’85, Boehm & Hansford ’91, Niebuhr ’92, Dietz ’95,
Degen ’96, Albrecht ’98a]. Einige Ergebnisse seien an dieser Stelle kurz aufgef¨uhrt:




ijk(u; v; w) die rationale B´ezier-Darstellung eines nichtdege-
nerierten quadratischen Dreieckspatches in homogenen Koordinaten. Dann bezeichnen
U1 = b020 ^ b011 ^ b002, U2 = b002 ^ b101 ^ b200 undU3 = b200 ^ b110 ^ b020 die
Randebenen des Patches.
Ein geometrisches Kriterium wird durch folgenden Satz gegeben:
Satz 4.1 (Boehm & Hansford 1991, Dietz 1995)b liegt genau dann auf einer re-
gulären Quadrik, wennb nicht auf einem Kegel liegt, die drei Randkegelschnitte sich
in einem Punktq mit koplanaren Tangenten schneiden und die Anzahl der Randkur-
vensegmente durchq 0 oder 2 beträgt.
Niebuhr ([Niebuhr ’92]) entwickelte aus einer Idee von Sederberg & Anderson ein
einfaches hinreichendes Kriterium f¨ur quadratische Dreiecksfl¨achenst¨ucke auf Qua-
driken:
Satz 4.2 (Niebuhr 1992)Sind die Randkurven einer rationalen quadratischen Drei-
ecks-Bézier-Fläche Kegelschnitte, so zerfallen die Bilder der drei ebenen Schnitte -
bestimmt durch die drei Ebenen der Randkurven - in Geradenpaare:
u = 0 und U1(b200 u + b110 2v + b101 2w) =: u = 0
v = 0 und U2(b110 2u + b020 v + b011 2w) =: v = 0
w = 0 und U3(b101 2u + b011 2v + b002w) =: w = 0:
Für den Fall, daß die Geradenu = 0, v = 0 und w = 0 zusammenfallen, ist
die rationale quadratische Dreiecks-B´ezier-Fläche Parameterdarstellung einer nicht
zerfallenden Fl¨achen zweiter Ordnung.
Mit den “Bildern der drei ebenen Schnitte” bezeichnet Niebuhr diejenigen Kurven
im Parameterraum, die sich durch den Schnitt der RandebenenUi mit dem Dreiecks-
flächenst¨uck ergeben.
In einem kürzlich erschienen Artikel von Albrecht findet sich ein analytisches Krite-
rium, das auch zerfallende Quadriken umfaßt, jedoch recht komplexe Berechnungen
erfordert und trotz des geometrischen Ursprungs ¨uber die Veronese-Quadrik relativ
unanschaulich bleibt. Ist die Determinante der Matrix
B =
"
1 1 1 1
b200 b020 b002 b011
#
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und sind weiterhink101 bzw. 
k
110 die Determinanten der Matrizen, die sich durch
Ersetzen der(k + 1)-ten Spalte inB durch [1 b101]t bzw. [1 b110]t ergeben, so
schreibt sich Korollar 2 in [Albrecht ’98b] wie folgt:
Satz 4.3 (Albrecht 1998)Das nichtdegenerierte rationale quadratische B´zier-Flächenst¨uck
b in Standardform (d.h. mit Eckgewichten 1) liegt genau dann auf einer Quadrik, wenn
die Kontrollpunktebijk und Gewichtewijk die folgenden Gleichungen erf¨ullen:
 4w2101w2011010111012101 + w21010101(3101)2 + w201111012 = 0













  w101w01131012 + w110w201111102 = 0













  w110w01131102 + w101w201111012 = 0
 4w2110w2011011011102110 + w21100110(3110)2 + w201121102 = 0:
Im Gegensatz hierzu l¨aßt sich Niebuhrs Kriterium in Satz 4.2 analytisch sehr einfach
fassen und anwenden. Dar¨uberhinaus ist es f¨ur reguläre Quadriken sogar notwendig:
Satz 4.4 Ein nichtdegeneriertes quadratisches Patchb liegt genau dann auf einer
regulären Quadrik, wenn es auf keinem Kegel liegt und
Rang
2
64 U1b200 2U2b110 2U3b1012U1b110 U2b020 2U3b011
2U1b101 2U2b011 U3b002
3
75 = 1: (4.1)
Beweis:
Der Schnitt des Patchesb mit den EbenenU1 , U2 undU3 entspricht im Parameterraum
je zwei Geraden, die in Satz 4.2 aufgef¨uhrt sind.
Die erste Gerade beschreibt das Urbild der Randkurve,W1 = (U1b200 U1b110 U1b101)t,
W2 = (U2b110 U2b020 U2b011)t undW3 = (U3b101 U3b011 U3b002)t bilden die Spal-
ten der Matrix aus Gleichung (4.1) und beschreiben die Geradenu = 0, v = 0 und
w = 0 aus Satz 4.2.
Ist Gleichung (4.1) erf¨ullt, so fallen die Geradenu = 0, v = 0 und w = 0 aus Satz 4.2
zusammen, undb liegt auf einer regul¨aren Quadrik.
Ist umgekehrtb Teil einer regulären Quadrik, dann beschreibt die Parametrisierung
eine stereographische Projektion aus dem Parameterraum auf die Quadrik. Die drei
GeradenW1, W2 undW3 bestimmen die Fundamentalgerade im Paramterraum, die
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durch die Parameterabbildung auf das Projektionszentrumq = U1 ^ U2 ^ U3 ab-
gebildet wird.W1, W2 andW3 müssen somit paarweise linear abh¨ngig sein, also
Gleichung (4.1) erf¨ullen . 2
Bemerkung 4.5 Gleichung (4.1) ist f¨ur ein rationales quadratisches Dreieckspatch
auf einem Kegel nicht notwendig erf¨ullt (siehe [Niebuhr ’92]).
4.2 Anwendungen und Bemerkungen
Eine ringförmige, kegelige bzw. ovale Quadrik wird von jeder ihrer Tangentialebenen
in einem reellen Geradenpaar, einer Doppelgeraden bzw. einem konjugiert komplexen
Geradenpaar geschnitten (siehe Lemma 2.5). Folglich trifft ein beliebiger Kegelschnitt
auf einer Quadrik eine beliebige, ihn nicht tangierende Tangentialebene in zwei reellen
verschiedenen, zusammenfallenden oder zwei konjugiert komplexen Punkten. Beim
Schneiden der TangentialebeneV3 = b002 ^ b011 ^ b101 in b002 mit dem Randkegel-
schnitt in der EbeneU3 = b200 ^ b020 ^ b110 ergibt sich eine quadratische Gleichung,
die genau dann eine doppelt z¨ahlende L¨osung besitzt, wenn ihre Diskriminante Null
ist:
Lemma 4.6 Ein rationales quadratisches Dreieckspatch auf einem Kegel erf¨u lt not-
wendigerweise die folgende Bedingung:
(V3b200)(V3b020)  (V3b110)2 = 0; (4.2)
wobeiV3 = b002 ^ b011 ^ b101 die Tangentialebene inb002 beschreibt.
In [Albrecht ’98a] wird eineähnliche Formulierung dieses Kriteriums relativ aufwen-
dig über die Berechnung der Gaußschen Kr¨ummung hergeleitet. Eine ausf¨hrliche Ab-
handlung ¨uber rationale Patche auf Kegeln findet sich in der Dissertation von Niebuhr
([Niebuhr ’92]).
Lemma 4.7 Drei unabhängige Kontaktelemente (siehe Definition 2.9) liegen genau
dann auf einer Quadrik, wenn der Satz von Brianchon in der Ebene der drei Punkte
erfüllt ist (vergleiche 2.11). In den B´ezier-Punkten eines rationalen quadratischen
Dreieckspatches dr¨uckt sich diese Bedingung wie folgt aus:
jb020 b011 b002 b110j jb002 b101 b200 b011j jb200 b110 b020 b101j =
= jb020 b011 b002 b101j jb002 b101 b200 b110j jb200 b110 b020 b011j: (4.3)
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Bemerkung 4.8 Gleichung (4.3) ist quadratisch in jedem der B´ezier-Punkte. Insbe-
sondere ist sie nur von den Punkten abh¨ngig und unabh¨angig von den jeweiligen
Gewichten. Sollen nun f¨unf beliebig vorgegebene B´ezier-Punkte so durch einen sech-
sten Punkt erg¨anzt werden, daß das resultierende Dreieckspatch auf einer Quadrik
liegt, muß dieser sechste Punkt notwendig auf der durch Gleichung (4.3) definierten
Quadrik liegen.
Beispiel 4.9 Sind alle Punkte bis auf einen Eckpunkt, z.B.b200, gegeben, so muß dieser
gemäß Bemerkung (4.8) auf der durch
1x
t(b002 ^ b101 ^ b011)  (b110 ^ b020 ^ b101)tx  
2x
t(b002 ^ b101 ^ b110)  (b110 ^ b020 ^ b011)tx = 0;
1 = U1b110, 2 = U1b101, definierten Quadrik liegen. Sie enth¨alt insbesondere die
fünf gegebenen Punkteb002, b020, b101, b011, b110. Die Tangentialebene
T = 11b002 ^ b101 ^ b011   22b110 ^ b020 ^ b011
(1 = jb110b020b101b011j, 2 = jb002b101b110b011j) im Punktb011 schneidet die
Quadrik in den Geraden
b011 + (2b110 + 1b101);  2 IR
b011 + (2b110 + 1b101 + 1b002 + 2b020);  2 IR:
Die Quadrik ist folglich ringförmig.
Lemma 4.10 Gleichung (4.1) ist ¨aquivalent zu U1b200 2U2b1102U1b110 U2b020
 = 0 und (4.4)
 2U1b200 2U2b1102U1b101 2U2b011
 = 0 und (4.5)
 U1b200 2U3b1012U1b110 2U3b011
 = 0 und (4.6)
 2U1b200 2U3b1012U1b101 U3b002
 = 0: (4.7)
Diese Gleichungen sind wiederum ¨aquivalent zu
(4:4) und(4:5) und(4:7) und Brianchons Bedingung(4:3): (4.8)
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Beweis:
Da das Flächenst¨uck nicht degeneriert ist, istU2b110 6= 0 und U3b101 6= 0 und

















Dies ist äquivalent zu den Gleichungen (4.4) - (4.7). Aus den Gleichungen (4.5) und









Folglich sind die Gleichungen (4.4) - (4.7) und somit auch Gleichung (4.1) ¨aquivalent
zu (4.8). 2
Zur Überprüfung, ob ein ein rationales quadratisches Dreiecks-B´ezier-Patch auf einer
Quadrik liegt, müssen laut Satz 4.3 (siehe [Albrecht ’98b]) zun¨achst neun 44 Deter-
minantenijkl aus den erweiterten Koordinaten von je vier B´ezierpunkten bestimmt
werden. Anschließend werden vier Gleichungen aus zweimal drei und zweimal sieben
Summanden aufgestellt, die quartisch in den gegebenen Gewichten und kubisch in den
berechneten Determinanten sind.
Liegt das untersuchte rationale quadratische Dreiecks-B´ezier-Patch nicht auf einem
Kegel, erfüllt also nicht Gleichung (4.2), so l¨aßt sich die Zugeh¨origkeit zu einer Qua-
drik wesentlich effizienter bestimmen: Gleichung (4.1) erfordert ebenfalls die Bestim-
mung von neun 44 DeterminantenUibjkl, die sich jedoch aufgrund ihrer symme-
trischen Struktur durch drei alternierende Produkte und danach neun Skalarprodukte
bestimmen lassen. Anschließend ist nur dieÜberprüfung von vier quadratischen Glei-
chungen (4.4) - (4.7) erforderlich. Weiterhin weisen die Gleichungen eine symmetri-
sche Struktur und je nur zwei Summanden auf. Der f¨ur die Gleichungen (4.4) - (4.7)
wesentlich geringere erforderliche Aufwand wiegt bei weitem die notwendigeÜber-
prüfung auf ein kegeliges Patch gem¨aß Gleichung (4.2) auf.
Bemerkung 4.11 Die Gewichte eines nicht degenerierten rationalen quadratischen
Dreieckspatches, dessen B´ezier-Punkte den Satz von Brianchon (Gleichung 4.3)
erfüllen, können so berechnet werden, daß das Patch auf einer Quadrik liegt. Diese
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Quadrik ist bereits durch die B´ezier-Punkte eindeutig festgelegt, da sie den Schnitt-
punkt der RandebenenU1 \ U2 \ U3 enthalten muß (siehe Satz 4.1). Die Eckgewich-
te können ohne Einschr¨ankung zu eins normiert werden (siehe z.B. [Farin ’90] oder
[Hoschek & Lasser ’89]). Die “inneren” Gewichtew110 undw101 ergeben sich aus den
in den Gewichten quadratischen Gleichungen (4.4) und (4.7). Anschließend berechnet
sichw011 linear aus Gleichung (4.5). F¨ur die Wahl der Gewichte gibt es daher vier
Möglichkeiten entsprechend den vier M¨oglichkeiten, die Randsegmente des Patches zu
wählen. Nach Gleichung (4.8) liegt das Fl¨achenst¨uck auf einer Quadrik.
Sind drei Punkte und Tangentialebenen gegeben, die Brianchons Bedingung erf¨llen,
kann ein interpolierendes rationales quadratisches Dreieckspatch auf einer Quadrik
wie folgt bestimmt werden:
Konstruktion 4.12 (Interpolierendes rationales Dreieckspatch)Wähle den Schnitt-
punktq der Randebenen, der gleichzeitig eine eindeutige Quadrik aus der Schar in-
terpolierender Quadriken festlegt (siehe Bemerkung 2.7). Die inneren B´ezier-Punkte
ergeben sich als Schnittpunkte der Randebene durch je zwei Eckpunkte undq mit en
entsprechenden Tangentialebenen. Die Eckgewichte werden zu eins normiert, die in-
neren Gewichte bestimmen sich dann aus Bemerkung 4.11.
Kapitel 5
Quadrikensplines
Die Schnittpunktbestimmung einer Geraden mit einer Fl¨ache läßt sich für implizite
Flächen wesentlich einfacher als f¨ur parametrische Fl¨achen lösen. Aus diesem Grund
wurden unter anderem Splines aus algebraischen Fl¨achenst¨ucken entwickelt. Die ne-
ben Ebenen einfachsten impliziten Fl¨achen sind Quadriken, mit denen sich tangential-
ebenenstetige Fl¨achenverb¨unde konstruieren und zus¨atzlich Punkte eines Dreiecksnet-
zes mit zugeordneten Tangentialebenen interpolieren lassen.
Diese Eigenschaften wurden zuerst von Dahmen ([Dahmen ’89]) und sp¨ater von Guo
([Guo ’91]) ausgenutzt, um sogenannte Quadrikensplines zu berechnen. Sie verwen-
den die implizite Bézier-Darstellung von Sederberg ([Sederberg ’85]) zur Darstellung
der Quadrikensegmente sowie die Idee des Powell-Sabin-Splits ([Powell & Sabin ’77]).
Im Gegensatz zu Dahmens und Guos rein analytisch-algebraischen Ansatz werden in
diesem Abschnitt Quadrikensplines zur Interpolation gegebener Punkt- und Tangen-
tialebenendaten geometrisch hergeleitet. Neben einer Verallgemeinerung der Verfah-
ren von Dahmen und Guo, die insbesondere die Powell-Sabin-Interpolanten als Spe-
zialfall enthält, ergibt sich hierdurch auch eine geometrische Interpretation der Frei-
heitsgrade.
Zunächst wird die Interpolation eines einzigen Dreiecks durch ein aus sechs Quadri-
kenstücken bestehendes sogenanntes Makroelement dargestellt. Im Anschluß werden
die Lücken zwischen je zwei benachbarten Makroelementen durch vier weitere Qua-
drikensegmente gef¨ullt.
5.1 Konstruktion des Makroelementes
Gegeben sei ein r¨aumliches Dreiecksnetz, dessen Eckpunkten Tangentialebenen zuge-
ordnet seien. Weiterhin seien in jedem Dreieck die Unabh¨angigkeitsvoraussetzungen
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aus Definition 2.9 erf¨ullt.
Betrachten wir zun¨achst ein einzelnes Dreieckabc des gegebenen Dreiecksnetzes wie
in Abbildung 5.4(a). Drei beliebige Kontaktelemente k¨onnen nicht durch eine einzige
Quadrik interpoliert werden, da im allgemeinen kein Kegelschnitt durch die Kontakt-
elementea , b , c existiert (siehe Abschnitt 2.4). Auch eine Interpolation durch drei
oder vier tangentialebenenstetig anschließende Quadrikenst¨ucke wie in Abbildung 5.1
ist nicht möglich.
Existiert beispielsweise eine Anordnung wie in Abbildung 5.1 Mitte, so werden die
gegebenen Kontaktelemente durch drei Quadrikenst¨ucke mit gemeinsamem Kontakt-
element p interpoliert. Die Kegelschnitte durcha , b bzw. b , c bzw. c , a
und p auf je einer dieser Quadriken schneiden sich in einem Punkt mit koplanaren
Tangenten. Nach [Dietz ’95] lassen sich diese Kegelschnitte bereits durch eine ein-
zelne Quadrik interpolieren. Dies steht jedoch im Widerspruch zur allgemeinen Wahl
der Kontaktelementea , b , c . Dieser Widerspruch kann auch ¨uber die analytische
Formulierung des Satzes von Brianchon (Lemma 2.11) hergeleitet werden. Die Kon-
taktelementea , b bzw. b , c bzw. c , a und p müssen jeweils der Gleichung




Aufmultiplizieren der drei linken bzw. rechten Seiten ergibt, daß auch die Kontaktele-
mente a , b , c dem Satz von Brianchon gen¨ugen, somit auf einem Kegelschnitt
liegen.
Eine Anordnung wie in Bild 5.1 rechts kann durch Betrachtung der B´ezier-Darstellung






Abbildung 5.1: Makroelement (links) und unzul¨assige Splits .
Drei beliebige Kontaktelemente lassen sich jedoch durch einen tangentialebenensteti-
gen Flächenverbund aus sechs Quadrikenst¨ucken, der im folgenden alsMakroelement
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bezeichnet wird, wie in den Abbildungen 5.1 links und 5.4 (c) dargestellt, interpo-
lieren. DieÜbergangsebenen zwischen den Quadrikenst¨ucken sind wie beim Powell-
Sabin-Split angeordnet und treffen sich in einer gemeinsamentransversalen Geraden
(vergleiche Abbildung 5.4(b)). Auf dieser Transversalen kann noch ein allen sechs
Quadriken des Makroelementes gemeinsames Kontaktelementp frei gewählt wer-
den.
Definition 5.1 Ein Kontaktelementp , das allen sechs Quadriken eines Makroele-
mentes gemeinsam ist, wird alsNabenelementbezeichnet. Der Punktp heißtNaben-
punkt des Makroelements.
Da alle Berührebenen die Transversale enthalten, muß folglich noch ein zweiter Na-
benpunktq auf ihr liegen. Aus den̈Uberlegungen in Bemerkung 2.2 und der Zweibo-
genkonstruktion (2.3) folgt, daß die TangentialebenenP undQ die gegebenen Punkte
a, b, c und den Schnittpunkt ihrer Tangentialebenen mit der Transversalea, b, c har-
monisch trennen. Hierdurch lassen sich analog zur Zweibogenkonstruktion drei Punkte
konstruieren, die die TangentialebeneQ und damit den zweiten Nabenpunktq auf der


























Abbildung 5.2: Konstruktion des zweiten Nabenelementes.
Die drei Kontaktelementea , p und q können durch eine ganze Schar Quadriken
mit C1-Kontakt in der Ebeneapq interpoliert werden. Aus den Quadrikenb¨uschelna
p q bzw. b p q suchen wir nun je ein ElementQ1 bzw.Q2 mit C1-Kontakt in
der TrennebeneU zwischena undb. Hierzu konstruieren wir einen Zweibogen (siehe
Abbildung 2.3) in der Ebeneapb, der sich wie in Abbildung 5.3 als Schnitt dieser
Ebene mitQ1 undQ2 ergibt. Wir erhalten einen zweiten Ber¨uhrpunktx in der Trenne-
beneU , durch den die gesuchten Elemente der Quadrikenscharen eindeutig festgelegt
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sind. DaQ1 undQ2 in drei Kontaktelementenp , q und x , dessen Tangentialebene
durch die Tangenten an den Kegelschnittp q x und an den Zweibogen festgelegt ist,










Abbildung 5.3: Ebener Schnitt durch zwei Quadriken mit C1-Übergang.
Analog lassen sich die weiteren vier Quadriken des Makroelementes konstruieren. Die
Tangentialebenenstetigkeit des Fl¨achenverbundes ist durch die B¨uschelzugeh¨origkeit
der einzelnen Quadriken garantiert. So geh¨or n beispielsweiseQ1 undQ6 zum Qua-
drikenbüschel a p q , haben folglichC1-Kontakt in der Ebeneapq (vergl. Bemer-
kung 2.7). Zusammenfassend ergibt sich folgende Konstruktion:
Konstruktion 5.2 (Makroelementkonstruktion) Wähle eine geeignete transversale
Gerade, ein Nabenelementp mit p auf der Transversalen, sowie wie in Abbildung
5.4(b) sechsÜbergangsebenen durch die Transversale und je einen Eckpunkt bzw. je
einen inneren Punkt der Kanten des Dreiecksabc.
Bestimme die Schnittpunktea, b, c der TangentialebenenA, B, C mit der Transversa-
len. Konstruiere die TangentialebeneQ so, daßP undQ die Punktepaarea a, b b und
c c jeweils harmonisch trennen. Der zweite Nabenpunktq ergibt sich als Schnitt der
TangentialebeneQ mit der Transversalen.
Bestimme den Schnittpunktx des Zweibogensa p b mit der TrennebeneU zwischen
a undb. Die QuadrikenQ1 undQ2 ergeben sich als Quadriken des B¨uschels a p
q bzw. b p q durchx. Analog lassen sichQ3, : : :,Q6 konstruieren.
Aus der Konstruktion folgt also:
Lemma 5.3 Die Ausgangsdatena , b , c , die gewählte Transversale, das Na-
benelementp und dieÜbergangsebenen legen die Quadriken des Makroelementes
vollständig und eindeutig fest.
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Durch die Kanten des Dreiecks werden nun die Berandungsebenen des Makroelemen-
tes so gew¨ahlt, daß sie sich in einem Punktz auf der transversalen Geraden treffen.
5.2 Verbinden zweier Makroelemente
Benachbarte Makroelemente lassen sich im allgemeinen leider nicht direkt tangential-
ebenenstetig anschließen, da ihre Randkurven, selbst wenn sie in der gleichen Ebene
liegen, im allgemeinen verschieden sind. Unter gewissen Bedingungen kann die L¨ucke
zwischen ihnen jedoch mit vier weiteren Quadrikenst¨ucken, die wie in den Abbildun-
gen 5.8(b) und 5.7 angeordnet sind, glatt gef¨ullt werden. Hierzu wird zun¨achst die
folgende einfache Eigenschaft derC1-Vererbung ben¨otigt, die aus Lemma 2.7 folgt:
C1-Vererbung
Zwei Quadriken haben genau dannC1-Kontakt in einer EbeneV, wenn sie im B¨uschel
Q + V2;  2 IR1 liegen, wobeiQ eine der beiden Quadriken bezeichnet. Dieser
C1-Kontakt inV wird an alle Quadrikenpaare
Q + U2 und (Q + V2) + U2 (5.1)
mit C1-Kontakt mit Q bzw. Q + V2 in einer beliebigen EbeneU vererbt, da
(Q+ V2) + U2 = (Q+ U2) + V2.
Für jeden Punktx in V existiert genau ein solches Quadrikenpaar durchx, siehe
Abbildung 5.6. Folglich ergibt sich:
Lemma 5.4 SeienQ undQ+ V2 zwei Quadriken mitC1-Kontakt inV. Dann haben
auch die eindeutig bestimmten QuadrikenQ + U2 undQ + V2 + U2, dieQ und
Q + V2 in U berühren und durch einen gemeinsamen Punktx 2 V gehen, einen
C1-Kontakt inU : derC1-Kontakt “vererbt” sich.
Bemerkung 5.5 Seien a , p , b drei beliebige Kontaktelemente undU eine Ebene
durchp. Dann bilden alle Quadrikenpaare durcha , p bzw. b , p mitC1-Kontakt
in U ein Büschel von Quadrikenpaaren der Form 5.1 mit B¨uschelparameter.
Bemerkung 5.6 StimmenQ undQ+V2 überein, dann auchQ+U2 undQ+U2+
V2.





Abbildung 5.4: Konstruktion des Makroelementes: (a) Einzeldreieck mit Normalen,
(b) Unterteilung des Dreiecks an der transversalen Geraden (Powell-Sabin-Split), (c)
sechs tangentialebenenstetig anschließende Quadrikenst¨ucke, (d) Makroelement.






















Durch vier Quadrikenst¨uckeR1, R2, R1 und R2 wie in Abbildung 5.7 können zwei
benachbarte Makroelemente glatt verbunden werden. Die mit einem Querstrich verse-
henen Gr¨oßen geh¨oren dabei jeweils zum zweiten Makroelement.
Wie in der Konstruktion von Dahmen und Guo nehmen wir an, daß die Quadriken-
segmenteQ1, Q2 und Q1, Q2 der Makroelemente durch eine gemeinsame EbeneU
getrennt werden, die TransversalenL und L der benachbarten Makroelemente somit
koplanar sind. Weiterhin bezeichnenr bzw. r die Schnittpunkte der Randkurven der
beiden Makroelemente durcha b mit der TrennebeneU . Die Lücke zwischen den
Makroelementen kann nun durch folgende Konstruktion gef¨ullt werden:
Konstruktion 5.7 (Übergangskonstruktion) Wähle eine beliebige EbeneV durch
ab so, daß beide Makroelemente auf verschiedenen Seiten vonV liegen. Die Kontakt-
elementer , a , und r definieren einen Zweibogen in der Ebenerar mit Trennebene
V. Dieser Zweibogen trifftV in a und einem zweiten Punkts.















Abbildung 5.7: Verbinden zweier benachbarter Makroelemente.
SeiR1 die eindeutig bestimmte Quadrik durchs mit C1-Kontakt zuQ1 in der Ebene
arb, sei weiterhinR1 die Quadrik durchr mitC1-Kontakt zuR1 in der TrennebeneV.
Konstruiere die längsU tangentialebenenstetig anR1 bzw. R1 anschließenden Qua-
drikenR2 und R2 durch b. Der C1-Kontakt zwischenQ1 undR1 bzw.R1 und R1
vererbt sich aufQ2 undR2 bzw.R2 und R2 (siehe Lemma 5.4).
Bemerkung 5.8 SindQ1 undQ2 identisch, dann auchR1 undR2 bzw. R1 und R2
(siehe Bemerkung 5.6).
Glattheitsbedingung
Die vier QuadrikenR1, R2, R1 und R2 verbinden die Makroelemente genau dann
tangentialebenenstetig, wenn auchR1 und Q1 C1-Kontakt besitzen. Der folgende Satz
formuliert ein einfaches Kriterium f¨ur diesenC1-Kontakt:
Satz 5.9 Seixp der Schnittpunkt der Geradenab mit der TangentialebeneP im Na-
benpunktp. Der Schnittpunkt vonab mit der Ebene im B¨uschel der Tangentialebenen
A undB durchp werde mityp bezeichnet. Die entsprechenden Punkte des Nachbarm-
akroelementes seien wie in Abbildung 5.7 mit Querstrichen versehen.
Dann lassen sich zwei Makroelemente genau dann tangentialebenenstetig verbinden,
wenn die Doppelverh¨altnisse
DV [ab xp yp] = DV [a bxp yp]
übereinstimmen.
Die Tangentialebenen inr an R1 und Q1 müssen nach Konstruktion 5.7 nicht ¨uber-
einstimmen. Wird jedoch die TangentialebeneP in p verändert, so ¨andert sich auch
die TangentialebeneR in r an Q1. Die EbeneP kann sogar so ver¨andert werden, daß
die Tangentialebenen inr an R1 und Q1 übereinstimmen. Der Zusammenhang zwi-
schenR und P wird durch eine projektive Abbildung beschrieben, die im folgenden





Abbildung 5.8: Konstruktion des Keils: (a) Benachbarte Makroelemente, (b) F¨ullung
aus vier Quadrikenst¨ucken, (c) einzelne Quadrikenst¨ucke, (d) Quarikenspline.














Gegeben seien zwei Kontaktelementea und b sowie zwei weitere Punktep und
q. Die Schnittpunkte der TangentialebenenA bzw.B mit der Geradenpq seien wie
in Abbildung 5.2 alsa und b bezeichnet. Dann existiert eine eindeutig bestimmte
projektive Abbildung mit Fixpunktena, a, b und b, die jede EbeneP ’ durch p
auf eine EbeneQ’ durch q abbildet, so daßP ’ undQ’ die Punktepaarea a bzw.b b
harmonisch trennen.
Bemerkung 5.10 Ist ~P eine beliebige Ebene durchp, ~Q die Ebene durchq, so
daß ~P und ~Q die Punktepaarea a bzw.b b harmonisch trennen, so l¨aßt sich eine
AbbildungsmatrixP von wie folgt angeben:
P =
2





















Mit Hilfe dieser Abbildung läßt sich folgendes Lemma formulieren:
Lemma 5.11 Es existieren genau dann zwei QuadrikenQ1 bzw.Q2 durch die Kon-
taktelementea p q bzw. b p q mitC1-Kontakt in einer beliebig vorgegebenen
EbeneU durchp undq , wenn(P) = Q. In diesem Fall sind die beiden Quadriken
eindeutig bestimmt.
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Beweis:
Die Kegelschnittea p q bzw. b p q auf den QuadrikenQ1 bzw.Q2 legenüber har-
monische Verh¨altnisse je eine Tangente inq und damit die Tangentialebene(P) = Q
eindeutig fest. Existieren also die beiden Quadriken, so muß(P) = Q gelten.
Gilt umgekehrt(P) = Q, so erfüllen die gegebenen Kontaktelemente Brianchons
Bedingung (vergl. Bemerkungen 2.11 und 2.12), es existiert somit je eine Schar inter-
polierender Quadriken durcha p q bzw. b p q . Der Zweibogena p b trifft
seine TrennebeneU in p und einem zweiten Kontaktpunktx. Dieser Punktx legt aus
jedem Büschel eine QuadrikQ1 bzw.Q2 eindeutig fest. DaQ1 undQ2 die Kontakt-
elementep , q und x gemeinsam haben, haben sie einenC1-Kontakt längsU . Da
weiterhin jedes Paar von QuadrikenQ1 Q2 mit C1-Kontakt längsU den Zweibogen
a p b enthalten muß, sind diese Quadriken eindeutig. 2
Die Tangenten der Kegelschnittea p b bzw. a q b in p bzw. q schneiden die
Geradeab in zwei Punktenzp bzw. zq. Enthält P den Punktzp, so existiert nach Be-
merkung 2.7 bereits eine einzige Quadrik durch die Kontaktelementea , p , b und
den Punktq, insbesondere fallen die beiden Quadriken aus Lemma 5.11 zusammen.
Folglich enthältQ = (P) den Punktzq.
Sei wie in Satz 5.9yp der Schnittpunkt vona b mit der Ebene im B¨uschel der
TangentialebenenA undB durchp und seiyq analog definiert. Die Punktea, b, ypund
zp sind - ebenso wiea,b, yq undzq - in harmonischer Lage (siehe Abbildung 2.6). Da
die Punktea, b undzp aufa, b undzq abbildet, muß wegen der Doppelverh¨altnistreue
projektiver Abbildungen auchyp auf yq abgebildet werden. Folglich gilt:
DV[a b xp yp] = DV[a b xq yq]: (5.2)
Mit diesenÜberlegungen l¨aßt sich nun Satz 5.9 beweisen:
Beweis von Satz 5.9:
Wir wenden Lemma 5.11 und die nachfolgendenÜberlegungen nacheinander auf die
Kontaktelementea und b und anstelle vonp und q auf p r , r s , s r
und r p (mit jeweils anderen Abbildungen) an, wobei s ein (nach Konstruktion
existierendes) gemeinsames Kontaktelement der QuadrikenR1, R1 ,R2 , R2 darstellt.
Hieraus wird zun¨achst die Notwendigkeit der Doppelverh¨altnisbedingung gefolgert.
Bilden die QuadrikenR1 , R1 , R2 , R2 eine glatte Verbindung zwischen den
Makroelementen, so gilt nach Lemma 5.11 und Gleichung (5.2)
DV[ab xp yp] = DV[ab xr yr] = DV[ab xs ys] =
= DV[ab xr yr] = DV[ab xp yp]:
(5.3)
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Stimmen umgekehrt die Doppelverh¨altnisse DV[ab xp yp] und DV [ab xp yp] überein,
so haben die Tangentialebenen vonR1 und Q1 in r einen gemeinsamen Punktxr.
Weiterhin berühren sie außerdem den Zweibogenr a r , sind folglich identisch. Da
R1 R2 bzw. Q1 Q2 zwei Quadrikenpaare mitC1-Kontakt längsU sowie gemeinsamem
Zweibogena r b sind, haben auchR1 und Q1 bzw. R2 und Q2 einenC1-Kontakt
in der Zweibogenebene. 2
Bemerkung 5.12 Nach Lemma 5.11 existieren f¨ur Q = (P) zwei Quadriken durch
a , p , q bzw. b , p , q . Folglich erfüllen beide Tripel von Kontaktelementen
den Satz von Brianchon (siehe Satz 2.1), was sich nach Lemma 2.11 in zwei linearen
Bedingungen f¨urQ ausdrücken läßt:
A(p)P(q)Q(a) = P(a)Q(p)A(q)
B(p)P(q)Q(b) = P(b)Q(p)B(q)
Mit der ZusatzbedingungQ(q) = 0 berechnet sichQ wie folgt:
(P) = Q = A(q) B(p) P(a)  (b ^ p ^ q)
+ A(p) B(q) P(b)  (a ^ p ^ q)
+ A(p) B(p) P(q)  (a ^ b ^ q):
Lemma 5.13 Das Doppelverh¨altnis aus Satz 5.9 l¨aßt sich analytisch wie folgt darstel-
len:
DV[a b xp yp] =  
B(a) A(p) P(b)
A(b) B(p) P(a) :
Ist insbesondereP(x) = 0 in Hesse-Normalform gegeben unda in erweiterten
Koordinaten, so bezeichnetP(a) den euklidischen Abstand zwischena undP usw.
Beweis:
Der Schnittpunktxp der Kanteab mit der TangentialebeneP im Nabenpunkt schreibt
sich als
xp = P(b)a   P(a)b:
Die Ebene(A(p))B (B(b))A im Büschel der TangentialebenenA undB enthält den
Punktp und schneidet die Kanteab in
yp = (B(p)A(b))a   (A(p)B(a))b:
Aus der Definition des Doppelverh¨altnisses ergibt sich sofort die Behauptung. 2
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Bemerkung 5.14 Das Makroelement besitzt zwei Nabenelemente, d.h. zwei allen
Quadrikensegmenten gemeinsame Kontaktelementep and q auf der transversalen
Geraden. Im Beweis von Satz 5.9 sind sie beliebig austauschbar. Folglich ¨andert sich
das Doppelverh¨altnis aus Lemma 5.13 nicht, wennp durchq ersetzt wird.
Bemerkung 5.15 Das Produkt der drei Doppelverh¨altnisse auf den Kanten des Drei-
ecksabc ist unabhängig vonp . Werden die Schnittpunkte der Geradenab mitP bzw.
der Ebene im B¨uschelAB durchp mit xab bzw.yab bezeichnet und die Punktexbc, ybc,
xca undyca analog definiert, dann gilt nach Lemma 5.13:
 = DV [ab xab yab]  DV [bc xbc ybc]  DV [c a xca yca] =  
A(b) B(c) C(a)
B(a) C(b) A(c) :
Folglich sind drei beliebige Punktezab, zbc, zca auf den Kantenab, bc, ca genau dann
kollinear, wenn
DV[a b zab yab]  DV[bc zbc ybc]  DV[c a zca yca] =  :
Diese Bedingung verallgemeinert den Satz von Menelaos (siehe Satz 1.1) mit =  1.
Der Spezialfall =  1 tritt genau dann ein, wenn Brianchon’s Bedingung f¨ur die
Kontaktelementea , b und c erfüllt ist, siehe Lemma 2.11.
Beispiel 5.16Bild 5.10 zeigt den Kotfl¨ugel eines VW-K¨afers. Zur Konstruktion der
Fläche wurde ein Dreiecksnetz durch einen Quadrikenspline interpoliert. Die freien
Parameter wie Transversalen und Nabenelemente wurden gem¨aß den Abschnitten 6.2
und 6.4 zuf¨allig gewählt. Die resultierende Gestalt der Fl¨ache läßt bedauerlicherweise
sehr zu w¨unschen ¨ubrig. Einige Ans¨atze, die Gestalt des Interpolanten ¨uber die Wahl
der freien Parameter zu beeinflussen, finden sich in den Abschnitten 9 und 10.
Beispiel 5.17 In Abbildung 5.11 wurde eine Birne durch einen Quadrikenspline mo-
delliert.
5.3 Bézier-Darstellung der Quadrikensplines
Zur Visualisierung der hier konstruierten Quadriken beispielsweise mit dem Raytrace-
programm PovRay wird eine algebraische Gleichung ben¨otigt. Daher wird in diesem
Abschnitt kurz die Bernstein-B´ezier-Darstellung der impliziten Quadrikengleichungen
bezüglich eines jeweiligen Referenztetraeders angegeben, um insbesondere die zus¨atz-
lichen Freiheitsgrade im Vergleich zu Dahmen und Guo auch analytisch zu erfassen.
Die Notation folgt der Notation in Gleichung 2.2 im Abschnitt ¨uber implizite Bézier-
Darstellungen. Bemerkung 2.6 garantiert die Interpolationsbedingung.
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Abbildung 5.10: Kotflügel eines VW-Käfers, durch einen Quadrikenspline interpoliert.
Abbildung 5.11: Durch Quadrikensplines modellierte Birne.
Darstellung des Makroelements
Jedes Makroelement besteht aus Quadrikensegmenten, die durch Tetraeder berandet
werden. Bez¨uglich dieser H¨ulltetraeder wird die implizite B´ezier-Darstellung der Qua-
drikengleichungen angegeben.
Die QuadrikenQ1; : : : ;Q6 des Makroelementes werden somit bez¨uglich der Re-
ferenztetraedera yab y z, byab y z, bybc y z, : : : dargestellt. Hierbei bezeichneny =
aa + bb+ cc, a + b + c = 1, den Durchstoßpunkt der Transversalen durch die
Punktebene undyab = aba+abb (ab+ ab = 1) usw. den Schnittpunkt der Trenne-
bene zwischena undb mit der Kanteab, sowiez einen Punkt auf der Transversalen
(vergleiche Abbildung 5.12). Zur Vereinfachung seien im folgenden alle Punkte in
erweiterten Koordinaten angegeben. Die B´zierkoeffizientenbrijkl (r = 1; : : : ; 6) der
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Der frei wählbare Koeffizientd = br0002 legt den Nabenpunktp = y + (1   )z auf

















(br0011)2   br0020 br0011
br0020
:
Die TangentialebeneP im Nabenpunkt wird durch die Gewichte,  und bestimmt
(vergleiche hierzu Abschnitt 6.2):







Diese Gewichte verk¨orpern auch die im Vergleich zur Konstruktion von Dahmen
zusätzlich gewonnen Freiheitsgrade (siehe hierzu Bemerkung 6.1). Dahmens Ein-
schränkungen ergeben sich dadurch, daß die Gradienten der impliziten Darstellung
in den Eckpunkten normiert sind.
Übergangskonstruktion
Betrachten wir exemplarisch die Verbindung zweier benachbarter Makroelemente mit
gemeinsamen Kontaktelementena und b . Die TrennebeneV durchab trifft zz in
einem Punktu = z+ z,  +  = 1. Der Punktu läßt sich weiterhin schreiben als





















Die vier Quadrikensegmente der F¨ullung auf den QuadrikenR1, R2, R1, R2 werden
durch die Tetraedera yab u z, byab u z, a yab uz und byab u z berandet. Die B´ezier-
Koeffizientencrijkl bzw. c
r
ijkl (r = 1; 2) der impliziten Bézierdarstellungen vonRr
bzw. Rr bezüglich dieser Tetraeder ergeben sich dann wie folgt (wobei die mit einem











































Die im vorigen Abschnitt vorgestellte Konstruktion beinhaltet eine ganze Reihe von
Freiheitsgraden, wie beispielsweise die Wahl der Transversalen, der Randebenen und
Nabenelemente. W¨ahrend einige dieser Daten nahezu v¨ollig frei gewählt werden
können, m¨ussen manche globalen Abh¨angigkeiten gerecht werden. So m¨ussen bei-
spielsweise die transversalen Geraden benachbarter Patche koplanar sein oder die
Tangentialebenen in den Nabenpunkten gewisse lineare Beziehungen erf¨ullen. In die-
sem Abschnitt werden M¨oglichkeiten dargelegt, diese freien Komponenten passend zu
wählen.
6.1 Wahl der Randebenen und Nabenpunkte
Die einzelnen Quadrikensegmente eines Quadrikensplines k¨onnen so ung¨unstig abge-
schnitten werden, daß “L¨ocher” und Mehrfachkomponenten in den Fl¨achenverb¨unden
auftreten. Liegt beispielsweise bei einem Makrolement der Schnittpunkt einer Tan-
gentialebene mit der Transversalen außerhalb des berandenden Tetraeders, so kann in
einer Umgebung des zugeh¨origen Eckpunktes das Makroelement wie in Abbildung
6.1 links komplett außerhalb des Tetraeders liegen. Dahmen schlug zur Vermeidung
dieser Fälle vor, jedes Segment wie in Abbildung 6.1 rechts ¨uber die Dreiecksebenen
hinaus in einem zweiten Tetraeder fortzusetzen, was jedoch nicht die Einschichtigkeit
und den Zusammenhang der Fl¨achensegmente garantiert. Guo ([Guo ’95]) verwendete
die Idee eines zweiten berandenden Tetraeders und f¨hrte sogenannte “bitetrahedral
patches” ein, bei denen wie in Abbildung 6.2 zwei Makroelemente pro Dreieck bzw.
zwei Verbindungsfl¨achen pro Dreieckskante kombiniert werden.
Zu jedem Makroelement wird ein weiteres Makroelement gew¨ahlt, das mit dem er-
sten und der Doppelebene durch die gegebenen Punkte im B¨uschel liegt, d.h. einen
C1-Übergang entlang der Punktebene besitzt. Hierzu k¨onnen die Nabenpunkte belie-
big gewählt werden, die Wahl der Tangentialebene eines Nabenpunktes legt jedoch die
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Abbildung 6.1: Unerw¨unschte “Löcher” und Mehrschichtigkeiten in der Fl¨ache.
zweite fest. Jedes der beiden Makroelemente wird durch einen Tetraeder begrenzt, die
das zugeh¨orige Punktdreieck als gemeinsame Seitenfl¨ache besitzen und deren vierte
Tetraederspitzen ober- bzw. unterhalb der Punktebene liegen.
Abbildung 6.2: Guos Konstruktion mit zwei Makroelementen.
Guo gibt Kriterien an, wie die freien Koeffizientenbr0002 der impliziten Bézierdarstel-
lung der einzelnen Quadrikensegmente gew¨ahlt werden m¨ussen, damit die zusammen-
gesetzten Makroelemente einschichtig und zusammenh¨angend sind. Diese sind auch
für die hier vorgestellte allgemeinere Konstruktion g¨ultig und lassen sich unmittelbar
in Bedingungen an die Lage der Nabenpunkte umrechnen. Die zugeh¨ori n Tangen-
tialebenen m¨ussen sich aufgrund der B¨uschelzugeh¨origkeit in der Punktebene schnei-
den. Aus der Eindeutigkeit des Makroelementes (siehe Lemma 5.3) folgt umgekehrt,
daß die beiden Makroelemente im B¨uschel liegen, wenn sich die Tangentialebenen in
den Nabenpunkten in der Punktebene schneiden. Werden sie ¨uber Gewichte in den
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Eckpunkten wie im folgenden Abschnitt berechnet, so sind die Gewichte f¨ur beide
Makroelemente die gleichen.
Die Einschichtigkeit und Polstellenfreiheit der Keile l¨aßt sich ebenso durch Schranken
für die jeweils frei wählbaren Koeffizienten garantieren. Auch hierf¨ur sei auf [Guo ’95]
verwiesen.
6.2 Wahl der Tangentialebenen in den Nabenpunkten
Satz 5.9 beschreibt lineare Abh¨angigkeiten zwischen den Tangentialebenen in den Na-
benpunkten benachbarter Makroelementes. Ist n¨amlich das Kontaktelementp des
einen Makroelementes festgelegt, so l¨aßt sich die TangentialebeneP im Nabenpunkt
p des Nachbarpatches nur noch um die Geradepxp frei drehen. In dieser Beschreibung
sind die Abhängigkeiten global, sie lassen sich jedoch durch eine lokale Konstruktion
erfüllen.
Zulässige Tangentialebenenkonfigurationen, d.h. Konfigurationen, die den Bedingun-
gen von Satz 5.9 gen¨ugen, lassen sich n¨amlich einfach durch Zuordnung eines festen
Gewichtes zu den Punkten des gegebenen Netzes gewinnen. Die Tangentialebenen in
den Nabenpunkten bestimmen sich dann f¨ur jedes Dreieck lokal aus einem linearen
Gleichungssystem, das nur noch von den Daten des jeweiligen Dreiecks abh¨angt.
Betrachte hierzu eine Menge von DreieckenfT1;. . .;Tf g, die die Triangulierung der
Datenpunkteai, i = 1; : : : ; n, festlegen. Weiterhin bezeichnep den Nabenpunkt des
zum DreieckT gehörenden Makroelementes.
In diesem Abschnitt wird zu jedem Nabenpunktp eine TangialebeneP bestimmt, so
daß die Tangentialebenen die Doppelverh¨altnisbedingung aus Satz 5.9 f¨ur alle Kanten
der Triangulierung erf¨ullen.
Hierzu seien den Eckpunktenai beliebige Gewichtei zugeordnet, so daß in jedem
Dreieckaiajak mit Nabenpunktp mindestens ein Gewicht von Null verschieden ist.
Die EbenenP, die sich als L¨osung des linearen Gleichungssystems( P(al) = lAl(p); l = i; j; k
P(p) = 0
(6.1)
ergeben, bilden dann eine zul¨assige Menge von Tangentialebenen. F¨ur das Doppel-
verhältnis aus Satz 5.9 bez¨uglich der Kanteai aj ergibt sich nämlich nach Lemma
5.13
DV [ai aj x y] =  j Aj(ai)
i Ai(aj) : (6.2)
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Das Doppelverh¨altnis hängt somit nur vonai und aj und nicht mehr von den
Nabenpunkten und Tangentialebenen ab.
Bemerkung 6.1 Werden alle Gewichtei gleich eins gew¨ahlt und sind die Gleichun-
gen aller Tangentialebenen in Hesse-Normalform gegeben, ergeben sich genau die
speziellen Quadrikensplines von Dahmen ([Dahmen ’89]).
Beispiel 6.2 In Bild 6.3 werden vier verschiedene Quadrikensplines dargestellt, die
alle die gleichen sechs Kontaktelementeai eines Ellipsoids interpolieren. Oben links
wurden die Nabenpunktep beliebig und die zugeh¨origen TangentialebenenT wie in
Bemerkung 6.1 gem¨aß Dahmens Konstruktion gew¨ahlt. Oben rechts wurden die Na-
benpunkte auf das Ausgangsellipsoid gelegt. Links unten wurden die Gewichtei va-
riiert, so daß darüberhinaus die Tangentialebenen in den Nabenpunkten das Ellipsoid
berühren. Der Spline rechts unten besteht aus zwei verallgemeinerten Powell-Sabin-
Interpolanten (siehe Abschnitt 8), die das Ellipsoid exakt rekonstruieren.
Abbildung 6.3: Sechs Kontaktelemente eines Ellipsoids durch vier verschiedene Qua-
drikensplines interpoliert.
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6.3 Zulässige Konfigurationen
Satz 6.3 Ist der stückweise lineare Interpolant des gegebenen Dreiecksnetzes hom¨oo-
morph zu einer Scheibe oder Kugel, so l¨aßt sich jede zul¨assige Menge von Tangential-
ebenen wie in Gleichung 6.2 durch den Eckpunkten zugeordnete Gewichte bestimmen.
Für andere Netze ist in manchen Eckpunkten mehr als ein Gewicht erforderlich, um
alle zulässigen Tangentialebenenkonfigurationen zu erhalten.
Beweis: Gegeben sei ein beliebiges Dreiecksnetz. Besitzt das Dreiecksnetz einen
Rand, ist es also nicht geschlossen, dann lassen sich ohne Einschr¨ankung die Drei-
ecke des Netzes so durchnumerieren, daß jedes DreieckT für  = 2; : : : ; f maximal
zwei Kanten mit den vorhergehenden DreieckenT1,: : :, T 1 gemeinsam hat. Ist das
Netz geschlossen, so gelte diese Anordnung f¨ur  = 2; : : : ; f   1.
Jedem DreieckT mit Eckpunktenai , aj , ak wird eine EbeneP zugeordnet, so daß




; l = i; j; k; (6.3)
werden den Eckpunkten des DreiecksT Gewichte zugeordnet. Bis auf einen gemein-
samen Faktor bestimmen diese drei Gewichte durch das lineare Gleichungssystem
(6.1) die TangentialebeneP im Nabenpunkt eindeutig und umgekehrt.
Jedem Eckpunkt k¨onnen jedoch mehrere verschiedene Gewichte zugeordnet werden,
die jedoch im Falle einer zul¨assigen Tangentialebenenkonfiguration nicht mehr un-
abhängig sind und fast alle ohne Einschr¨ankung gleich gesetzt werden k¨onnen.
Dazu gehen wir folgendermaßen vor:
Für das DreieckT1 wählen wir die Gewichte1l beliebig und legen damit entsprechend
der Gleichung (6.3) eine Tangentialebene fest. Jedes DreieckT mit  > 1, hat mit ei-
nem weiteren DreieckT (mit  < ) eine Kanteaiaj gemeinsam. Wir setzeni := i
undj := 

j . HatT eine zweite Kante, beispielsweiseajak, mit einem DreieckT








j , um die
Doppelverhältnisbedingung von Satz 5.9 zu garantieren, siehe Gleichung (6.2). Exi-
stiert kein solches DreieckT, wählen wirk beliebig. Folglich können in jedem Punkt
freie Gewichte beliebig gew¨ahlt werden, w¨ahrend andere durch die Doppelverh¨altnis-
bedingung von Satz 5.9 festgelegt sind. In jedem Punkt existiert jedoch mindestens ein
frei wählbares Gewicht.
Für offene Netze ist diese Konstruktion immer durchf¨u rbar, in einem geschlossenen
Netz ist jedoch das letzte DreieckTf von drei bereits durchlaufenen Dreiecken, z.B.
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Ist das geschlossene Netz orientierbar, dann ist (6.4) immer erf¨ullt. In diesem Fall
orientieren wir alle Dreieckskanten im Gegenuhrzeigersinn und ordnen jeder orien-
tierten Kanteaiaj eines DreiecksT das Teilverh¨altnisk : i zu. Das Produkt aller
Teilverhältnisseüber alle Dreiecke ergibt folglich eins. Weiterhin sind die zwei einer
Kante zugeordneten Teilverh¨altnisse invers zueinander, da jede Kante in ihren beiden






















Abbildung 6.4: Teilverh¨altnisse auf den Kanten.
Betrachten wir nun die freien Gewichte. Ist das Netz berandet, so ergeben sich im
ersten DreieckT1 drei freie Gewichte. In jedem weiteren DreieckT ergeben sichr
freie Gewichte, wobeir zwei minus die Anzahl der mitT1, . . . , T 1 gemeinsamen
Kanten betr¨agt. Insgesamt ergibt sich somit
w := 3 + 2 (f   1)   einner;
mit einner als Anzahl der inneren Kanten. Seiv die Anzahl aller Kanten,e die Anzahl der
Eckpunkte,g das Geschlecht des Netzes undh ie Anzahl seiner Randkomponenten.
Aus der Euler-Poincar´e-Formel
v + f   e = 2   2g   h
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und
3f = e + einner
ergibt sich dann
w = 1 + 2f   einner
= 1 + (3f   e   einner)   f + e
= v   1 + 2g + h:
Für g = 0 und h = 1 ist der lineare Interpolant des Netzes hom¨oo orph zu einer
Scheibe und folglich die Anzahl der freien Gewichtew = v. Nur in diesem Fall erhal-
ten wir somit alle zul¨assigen Tangentialebenenkonfigurationen ¨uber die vorangehende
Konstruktion mit genau einem freien Gewicht pro Eckpunkt.
Ist das Netz geschlossen (h = 0) und orientierbar, bleibt die Anzahl freier Gewichte
für alle Dreiecke mit Ausnahme des letzten die gleiche, im letzten Dreieck ist sie null.
Die Gesamtzahl der Freiheitsgrade ergibt somit:
w = v + 2g:
Somit können wir auch hier nur f¨ur Netze, deren linearer Interpolant hom¨omorph zu
einer Kugel ist (d.h.g = 0), alle zulässigen Tangentialebenenkonfigurationen durch
genau ein freies Gewicht pro Punkt beschreiben. 2
6.4 Transversalensysteme
Um die Vererbung desC1-Kontakts zwischenQ1 undQ2 aufR1 undR2 bzw. R1 und
R2 zu garantieren, m¨ussen die transversalen Geraden benachbarter Makroelemente
koplanar gew¨ahlt werden. In diesem Abschnitt werden zun¨achst verschiedene speziel-
le Transversalensysteme und dann eine Strategie zur passenden Bestimmung solcher
“Transversalensysteme” dargestellt.
Jedem Dreieck des gegebenen Netzes muß eine transversale Gerade zugeordnet wer-
den, in der sich die Trennebenen zwischen den einzelnen Quadriken des Makroele-
mentes schneiden. Diese Transversalen m¨ussen gewissen globalen Abh¨angigkeiten
genügen, die in der folgenden Definition zusammengefaßt sind:
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Definition 6.4 (Transversalensystem)Eine Menge von GeradenGijk heißt Trans-
versalensystemeines Dreiecksnetzes, falls:
1. Jedes Dreieckaiajak wird von einer TransversalenGijk im Inneren geschnitten.
2. Für benachbarte Dreieckeaiajak undaiajal spannen die GeradenGijk undGijl
eine EbeneUij auf.
3. Die EbeneUij schneidet die gemeinsame Kanteai aj der Nachbardreiecke im
Inneren.
Dahmen ([Dahmen ’89]) nennt hierzu einige Systeme:
 Sterntransversalen:Ist der stückweise lineare Interpolant des Dreiecksnetzes
sternförmig, so können alle Transversalen durch einen Sternpunkt der Fl¨ache
und beispielsweise den Inkreismittelpunkt des jeweiligen Dreiecks gew¨ahlt er-
den.
 Umkreistransversalen:Sind alle Dreiecke der Triangulierung spitzwinklig, so
bilden die Geraden senkrecht zur Dreiecksfl¨ache durch den Umkreismittelpunkt
ein Transversalensystem.
Ein anderes Transversalensystem wird durch die Geraden
Gijk = fxjiAi(x) = jAj(x) = kAk(x)g; (6.5)
mit beliebigen Konstanten gebildet. Dieses Transversalensystem bewirkt zahlreiche
Vereinfachungen in der Konstruktion des Quadrikensplines.
Die GeradeGijk enthält insbesondere den Schnittpunkt der TangentialebenenAi,
Aj und Ak. Damit trennen die Nabenpunktepijk und qijk den Schnittpunkt der
TangentialebenenAi \ Aj \Ak und den Durchstoßpunkt der Transversalen durch die
Dreiecksebeneyijk = Gijk \ (ai [ aj [ ak) harmonisch. Die EbenenUij enthalten
die SchnittgeradeAi \ Aj. In der Doppelverh¨altnisbedingung von Satz 5.9 fallen
somit die zu benachbarten Dreieckenai aj ak und ai aj al gehörenden Punkte
((Ai \ Aj) + pijk) \ (ai [ aj) und ((Ai \ Aj) + pijl) \ (ai [ aj) - dort yp bzw.
yp genannt - zusammen. Folglich schneiden sich (bez¨uglich des Transversalensystems
Gijk) zulässige innere TangentialebenenPijk undPijl benachbarter Makroelemente auf
der Kanteaiaj. Eine derartige Menge zul¨assiger Tangentialebenen wird durch Ebenen
Pijk parallel zu den zugeh¨origen Dreieckenaiajak gebildet.
Bemerkung 6.5 Sind insbesondere alle gewichteten EbenengleichungeniAi(x) = 0
in Hesse-Normal-Form gegeben, so bestehtGijk aus allen Punkten mit gleichem
Abstand zu den EbenenAi,Aj undAk.
62 Kapitel 6 Freiheitsgrade
Bemerkung 6.6 Ein Problem bei der Verwendung des TransversalensystemsGijk be-
steht in der passenden Wahl der Gewichtei, so daß die Transversalen die zugeh¨origen
Dreiecke und die von ihnen aufgespannten Trennebenen die entsprechenden Kanten im
Inneren schneiden.
Die TransversaleGijk schneidet die Ebeneaiajak in
yijk = dijkai + djkiaj + dkijak; (6.6)
mit
dijk =  jAj(ak) kAk(aj) + iAi(ak) kAk(aj) + iAi(aj) jAj(ak)
(siehe hierzu Abschnitt 6.6). Sind die Punkteai in erweiterten Koordinaten gegeben,









> 0; d = dijk + djki + dkij :
Die TrennebeneUij schneidet die Kanteai aj im Punkt
yij = iAi(aj) ai + jAj(ai)aj;
also genau dann in ihrem Inneren, wenn
iAi(aj)  jAj(ai) > 0:
Leider ist keines der drei oben angegebenen Transversalensysteme bei allen Da-
tensätzen verwendbar. Die folgende Konstruktion beschreibt jedoch einen Algorith-
mus, nach dem ein globales Transversalensytem ermittelt werden kann.
Konstruktion 6.7 (Transversalensystem)Ein Transversalensystem zu einem gege-
benen Dreiecksnetz kann wie folgt bestimmt werden: Zun¨achst werden die Dreiecke
des Netzes wie im Beweis von Satz 6.3 so angeordnet, daß jedes Dreieck (bis auf gege-
benenfalls ein DreieckTf ) maximal zwei vorher auftretende Nachbarn besitzt. F¨ur das
erste DreieckT1 wird nun eine Transversale nach einer beliebigen Strategie bestimmt.
Hat das DreieckT nur einen einzigen NachbarT mit  < , so wird eine passende
TransversaleG durch einen inneren Punkt vonT bestimmt, so daß die vonG undG
aufgespannte Ebene das Innere der gemeinsamen Kante der Nachbardreiecke schnei-
det.
Existieren zwei NachbardreieckeT undT vonT mit  > ;  > , so lassen sich
aus den Ebenenb¨uscheln durch die TransversalenG bzw.G je eine Ebene ausw¨ahlen,
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die das Innere der gemeinsamen Kanten vonT undT bzw.T undT treffen und de-
ren Schnittgerade - die TransversaleG - das Innere des DreiecksT schneidet.
Im Falle geschlossener Netze gibt es ein DreieckTf , dessen drei Nachbardreiecken be-
reits eine Transversale zugeordnet ist. Findet sich hierzu keine passende Transversale
Gf , so kann das Dreieck wie im folgenden Abschnitt unterteilt werden.
Die Lage der Transversalen nimmt großen Einfluß auf die Gestalt des zugeh¨origen
Makroelementes, wie die Abbildungen 6.5, 6.6 und 6.7 zeigen.
Abbildung 6.5: Willkürlich gewählte Transversale.
Abbildung 6.6: Transversale senkrecht zur Dreiecksebene.
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Abbildung 6.7: Aus gegebenen Normalen gemittelte Transversale.
6.5 Vermeidung globaler Abḧangigkeiten
Bei der Bestimmung von Transversalensystemen l¨aßt sich (siehe Bemerkung 6.6) nicht
immer einfach garantieren, daß die Transversalen das Innere der Dreiecke und die auf-
gespannten Trennebenen das Innere der Dreieckskanten schneiden. Durch Untertei-
lung der Dreieckeabc des urspr¨unglichen Netzes in je drei Dreieckeabd, adc und
dbc kann dieses globale Problem jedoch umgangen werden.
Hierzu wird zunächst zu jedem Dreieckabc ein beliebiger Punktd gewählt. Weiterhin
wird zu jeder Kante des Ausgangsdreiecks eine Trennebene bestimmt, die die Kante im
Inneren schneidet. Die drei Trennebenen schneiden sich in einem Punktz, durch den
Geraden in den Trennebenen so gew¨ahlt werden, daß sie das Innere der Dreieckeabd,
adc bzw. dbc schneiden. Diese Geraden bilden ein passendes Transversalensystem;
der resultierende Quadrikenspline besteht im wesentlichen aus 36 Quadrikensegmen-
ten pro Dreieck des Ausgangsnetzes, w¨ahrend ein “gew¨ohnlicher” Quadrikenspline
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Bemerkung 6.8 Eine Verallgemeinerung der Makroelement-Konstruktion mit drei un-
abhängigen Transversalen liefert einen Fl¨achenverbund aus 12 Quadrikensegmenten
wie in Abbildung 6.9. Die Konstruktion dieses Quadrikensplines ist rein lokal und





Abbildung 6.9: Verallgemeinertes Makroelement.
6.6 Ein Beispielmakroelement
In diesem Abschnitt werden exemplarisch ein spezielles Makroelement konstruiert und
die algebraischen Gleichungen seiner Quadriken aufgestellt. Die Berechnungen wer-
den für die spezielle Wahl der Transversalen durch den Schnittpunkt der vorgegebenen
Tangentialebenen durchgef¨uhrt. Weiterhin wird die Tangentialebene im Nabenpunkt
parallel zur Ebene der gegebenen Punkte gew¨ahlt.
Gegebene Punkte und Tangentialebenen
Seien alsoa, b, c die gegebenen Eckpunkte des Makroelementes in erweiterten
Koordinaten, i.e.a = [1at]t. Die zugeh¨origen TangentialebenengleichungenA, B und
C seien so normiert, daß die Transversale durch
G = fxj A(x) = B(x) = C(x)g (6.7)
beschrieben wird. Sie enth¨alt insbesondere den Schnittpunkts = A ^ B ^ C der
TangentialebenenA, B undC. Sei
y = ya + yb + yc; (6.8)
der Durchstoßpunkty der Transversalen durch die PunktebeneS = a ^ b ^ c. Dabei
können die homogenen Koordinaten vony ohne Einschr¨ankung so normiert werden,
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 = AbBc Ca + AcBa Cb = Ss; (6.10)
das nach den Unabh¨angigkeitsvoraussetzungen (2.10) aus Abschnitt 2.4 von Null ver-
schieden ist.
Nabenpunkte und Tangentialebenen
Der frei gewählte Nabenpunktp läßt sich auf der Transversalen durchy unds als
p = y+ s
(mit einem geeigneten Faktor) und damit der zweite allen Quadriken des Makroele-
mentes gemeinsame Nabenpunktq als
q = y  s = p  2s
darstellen. Dies folgt unmittelbar aus der harmonischen Lage der Punktes, p, y undq,
die bei der speziellen Wahl der Transversalen durchs gegeben ist.
Aus den letzten beiden Gleichungen und der Normierung vony ergibt sich somit:
A(p) = B(p) = C(p) = A(y) = : : : = A(q) = : : : = 1: (6.11)
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Die Tangentialebene inp wird parallel zur Punktebeneabc gewählt. Daa, b undc in
erweiterten Koordinaten dargestellt sind, gebenP(a); P(b) undP(c) bis auf eine
gemeinsame Konstante den euklidischen Abstand der jeweiligen Punkte von der Ebene
P, der in diesem Fall in allen drei Punkten ¨ubereinstimmt, an. Folglich l¨aßt sichP aus
P(a) = P(b) = P(c) = 1;P(p) = 0 in ähnlicher Weise wiey zu










75 ; P(p) = P + P + P + PSs = 0;
















( P + P + P ):
(6.13)
Analog bestimmt sich die Tangentialebene inq:
Q = PA + PB + PC   PS;
mit Q(a) = Q(b) = Q(c) = 1. Damit gilt:
Pq = (y + y + y)  Ps
= (y + y + y) + (P + P + P )
= Qp:
Die Summe aller Elemente vonM 1 undM t stimmenüberein und werden im folgen-
den durch
L := y + y + y = P + P + P =
1
2
Pq = Py (6.14)
abgekürzt.
Die Zweibogenkonstruktion
Durch die spezielle Wahl des Transversalensystems schreibt sich dieÜbergangsebene
zwischen den QuadrikenQ1 undQ2 alsU = A B. Der Schnittpunktyp dieser Ebene
mit der Kanteab ergibt sich zu
yp = U \ (ab) = (Ab)a + (Ba)b: (6.15)
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Der Zweibogen a p b besteht aus den Kegelschnittb¨ogen durch a p und
einen weiteren Punktqab in U bzw. b p und qab. Hierbei ergibt sichqab über die
harmonische Lage der Punkte
sab = (a ^ b ^ p) ^ A ^ B = (Ab)(Ba)p  (Bp)f(Ab)a + (Ba)bg
= (Ab)(Ba)p  yp;p; yp undqab
zu
qab = (Ab)(Ba)p  2yp: (6.16)
Die Quadrikengleichung
SeiK der durch a p q definierte Tangentialebenenkegel,W die Ebene durcha,
p, q. Dann ist die QuadrikQ1 des Makroelementes durcha p q qab die eindeutig
bestimmte Quadrik des B¨uschelsK + W2 durchqab und schreibt sich als
Q1 = WW tK(qab)   2(Wqab)2K: (6.17)
Eine Gleichung des TangentialebenenkegelsK ergibt sich beispielsweise wie folgt
(siehe auch Abbildung 2.7):
K =  2PaQaVV t + (Va)2(PQt +QP t); (6.18)
mit
V = (P ^Q ^A) ^ p ^ q = QpPqA   QpAqP   ApPqQ:




fP +Qg  LA = PA+ PB + P C   (P + P + P )A (6.19)
gesetzt.
Die Ebeneapq berechnet sich ¨uber das alternierende Produkt zu
W = 1
2
a ^ p ^ q = a ^ y ^ s
= Ay fBaA + CaB   Ba C   CaAg
= (Ba  Ca)A + CaB   Ba C:
(6.20)
Einsetzen der Gleichungen 6.11 und 6.19 in 6.18 ergibt
K =  2VV t + PQt + QP t:
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Aus Gleichung 6.16 folgt:
A(qab) =  AbBa
B(qab) =  AbBa
C(qab) = AbBa   2Ab Ca   2Ba Cb =  2yM  AbBa
P(qab) =  2(Ab+ Ba)




fP(qab) +Q(qab)g   LA(qab)
= 2L(AbBa)  2(Ab+ Ba) = Q(qab)
= PA(qab) + PB(qab) + PC(qab)  (P + P + P )A(qab)
=  2P yM
und durch Einsetzen in die vorangehende Gleichung:
K(qab) =  2V(qab)2 + Q(qab)P(qab)
=  2Q(qab)f2LAbBag
= 8LM P y (AbBa):
Mittels
W(qab) = (Ba  Ca)A(qab) + CaB(qab)   Ba C(qab) = 2y BaM
und der vorangehenden Gleichung ergibt sich schließlich aus (6.17) die Gleichung der
QuadrikQ1 :
Satz 6.9 Die QuadrikQ1 des durch die Kontaktelementea , b und c , die Trans-
versaleG aus Gleichung 6.7 und das Nabenelementp festgelegten Makroelementes
genügt der Gleichung:
Q1 = P LAbWW t   y M BaK: (6.21)
Die Gleichungen der EbeneW und des KegelsK ergeben sich aus (6.20) und (6.18).
Die QuadrikenQ2,..., Q6 ergeben sich analog durch passende Vertauschung der
Punktea, b undc.
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Gleichungen
Für spätere Berechnungen werden hier einige Gleichungen bereitgestellt:
Wa = 0 Ka = 2LA
Wb =  My Kb = 2Lf1   LAbgA+ LAbfP +Qg
Wc = My Kc = 2Lf1   LAcgA+ LAcfP +Qg
Ws = 0 Ks =   2
2M
L2S
Wp = 0 Kp = 2LP
Wq = 0 Kq = 2LQ
Wy = 0 Ky = LfP +Qg
(6.22)
Va = 1 Q1a =  2y BaM LA
Vb = 1  LAb Q1b =  2yM L f(Ba Ab)A+AbBg
Vc = 1  LAc Q1c = : : :
Vs = 0 Q1s = 22y BaL2 S
Vp = 0 Q1p =  2y BaM LP
Vq = 0 Q1q =  2y BaM LQ
Vy = 0 Q1y =  y BaM L fP +Qg
Kapitel 7
Duale Quadrikensplines
In diesem Abschnitt wird die Konstruktion der Quadrikensplines in den Dualraum
übertragen, wodurch sich eine weitere Klasse von Quadrikensplines ergibt. Zun¨achst
werden hierzu einige grundlegenden Betrachtungen angestellt und im Anschluß der
Zusammenhang zwischen dualen und primalen Splines hergestellt.
Die Ebenen des dreidimensionalen projektiven Raums sind die Punkte im zugeh¨origen
Dualraum und umgekehrt. Eine Quadrik des Dualraums wird als Tangentenquadrik be-
zeichnet. Ist sie regul¨ar, so beteht sie aus den Tangentialebenen an eine Punktquadrik
des Primalraumes. Alle im folgenden betrachteten Quadriken werden als regul¨ar vor-
ausgesetzt. Zwei Punktquadriken, die sich l¨angs einer EbeneU berühren, werden durch
zwei Tangentenquadriken mitC1-Kontakt in einem Punkt eingeh¨ullt. Dieser Punkt ist
die Spitze des gemeinsamen Tangentenkegels, der bez¨uglich jeder der beiden Punkt-
quadriken polar zur̈UbergangsebeneU ist.
Ein Quadrikenspline im Dualraum h¨ullt folglich einen Flächenverbund aus tangential-
ebenenstetig zusammengesetzten Punktquadrikensegmenten ein. Dieser “Punktspline”
im Primalraum wird im folgenden alsdualer Splinebezeichnet.
Bemerkung 7.1 Eine Korrelation bildet einen Quadrikenspline auf einen Spline aus
Tangentenquadriken ab, der einen dualen Spline einh¨ullt.
Ein Makroelement im Primalraum wird durch ein Tangentenmakroelement eingeh¨ullt.
Die Schnittgerade der zwei Tangentialebenen, die allen sechs Punktquadriken des Ma-
kroelementes gemeinsam sind, ist die transversale Gerade des Tangentenmakroele-
mentes. Auf dieser “dualen Transversalen” liegen die Spitzen der den benachbarten
Quadriken des Makroelementes gemeinsamen Tangentialebenenkegel. Dies entspricht
im primalen Fall der Tatsache, daß alle sechs Ber¨uhrebenen zwischen je zwei benach-
barten Punktquadriken eines Makroelementes die primale Transversale enthalten. Zu-
sammenfassend ergibt sich:
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Lemma 7.2 Jedes primale Makroelement ist auch ein duales Makroelement und um-
gekehrt.
Zwei Nachbarmakroelemente wurden durch vier Quadrikensegmente glatt verbunden.
In der Konstruktion wurde hierbei eine gemeinsame, von den benachbarten Trans-
versalen aufgespannte Kontaktebene f¨ur beide Patche zugrundegelegt, l¨angs der die
QuadrikenQ1,R1, R1, Q1 die QuadrikenQ2,R2, R2, Q2 berühren (siehe Abbildung
5.7). Bei der dualen Konstruktion entstehen hier jedoch im allgemeinen vier verschie-
deneÜbergangsebenen, da die vier gemeinsamen Tangentialebenenkegel vonQ1 und
Q2, R1 undR2,... wie in Abbildung 7.1 im allgemeinen verschiedene Spitzen haben.
Folglich liefert im allgemeinen die duale Konstruktion eine andere Klasse von Qua-







Lemma 7.3 Liegt das spezielle TransversalensystemGijk aus Gleichung (6.5) in Ab-
schnitt 6.4 zugrunde, so fallen die Spitzen der Tangentialebenenkegel vonQ1 undQ2,
R1 undR2,... mit dem Schnittpunktxp= xp der TangentialebenenP und P mit der ge-
meinsamen Kanteab zusammen. Dies folgt unmittelbar aus Gleichung (5.3) im Beweis
des Satzes 5.9, dayp = yr = ys = yr = yp.
In diesem Fall ist somit die Konstruktion selbstdual und das duale Transversalensystem
schreibt sich als
Lijk = fX jiX (ai) = jX (aj) = kX (ak)g;













Abbildung 7.2: Duales Doppelverh¨altnis.
Der duale Spline erf¨ullt analogerweise die Doppelverh¨altnisbedingung von Satz 5.9,
wie beispielsweise unmittelbar aus Bemerkung 5.13 folgt. Um zul¨assige Konfigura-
tionen von Nabenpunkten und Tangentialebenen f¨ur einen dualen Spline zu erhalten,
kann die gleiche Konstruktion wie im primalen Fall angewandt werden. Die Gleichun-
gen (6.1) sind symmetrisch im Nabenpunktp und seiner TangentialebeneP. Folg-
lich können entweder Nabenpunkte vorgegeben und die zugeh¨ori n Tangentialebe-
nen passend zur Doppelverh¨altnisbedingung aus Satz 5.9 berechnet werden oder um-
gekehrt Tangentialebenen durch die dualen Transversalen frei gew¨ahlt und das lineare
Gleichungssystem nach den Nabenpunkten aufgel¨ost werden.
Bemerkung 7.4 Auch die Konstruktion verallgemeinerter Makroelemente l¨aßt sich
dualisieren (vergleiche [Bangert & Prautzsch ’99b]). Ein duales verallgemeinertes
Makroelement l¨aßt sich auch durch die primale Konstruktion gewinnen und umgekehrt.
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Abbildung 7.3: Primaler und dualer Quadrikenspline.
Kapitel 8
Powell-Sabin-Interpolanten
Die Anordnung der Segmente eines Makroelementes folgt dem Powell-Sabin-Split.
Die Zusammenh¨ange gehen jedoch wesentlich weiter: durch den geometrischen Zu-
gang zu Quadrikensplines ergeben sich Powell-Sabin-Splines als spezielle Quadriken-
splines. In diesem Abschnitt werden die Zusammenh¨ange näher erläutert.
8.1 Powell-Sabin-Interpolanten
Ein Powell-Sabin-Interpolant ist eine st¨uckweise quadratische bivariate Funktion. Er
interpoliert Funktionswertef(pi) und Gradientenrf(pi), die über einem Dreiecks-
gitter in der Parameterebene angeordnet sind. Zur Konstruktion des Interpolanten wird
jedes Dreieckpipjpk durch Einfügen eines Unterteilungspunktespijk im Dreiecksin-
neren und je eines Unterteilungspunktespij auf den Kantenpipj in sechs Dreiecke
pipijpijk unterteilt. Zu jedem dieser Dreiecke wird eine quadratische Funktion be-
stimmt, die längs der DreieckskantenC1-stetig an die ¨uber den angrenzenden Drei-
ecken definierten Funktionen anschließt.
Damit zwei Powell-Sabin-Elemente ¨uber benachbarten Dreiecken, etwapipjpk und
pipjpl, entlang der gemeinsamen Kantepipj einenC
1-Kontakt haben, m¨ussen die
Punktepijk, pij undpijl kollinear sein. Powell und Sabin zeigten 1977, daß bei ge-
gebenen Unterteilungspunkten der quadratischeC1-Interpolant existiert und eindeutig
bestimmt ist.
Der Nachweis der Existenz und Eindeutigkeit des Interpolanten erfolgt ¨uber die
Konstruktion der B´ezier-Ordinatenbijkrst, b
jik
rst etc. derüber den Dreieckenpipijpijk,
pjpijpijk etc. definierten quadratischen Polynomsegmente. Wie in Abbildung 8.2 dar-
gestellt, legen die Funktionswertef(pi) die Bézier-Ordinaten ¨uber den Abszissenpi
fest. Die angrenzenden Ordinatenbijk110 undb
ijk
101 werdenüber den Abszissen(pi+pij)=2
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in den durch die Gradienten festgelegten Tangentialebenen gew¨ahlt. DerC1-Übergang



















































koplanar sind, so haben je zwei zu benachbarten Dreieckenpipijpijk gehörende Funk-
tionen einenC1-Übergang.
Da die Unterteilungspunktepijk; pij undpijl kollinear sind, besteht automatisch ein







101 definieren eine Ebene - die gegebene Tangentialebene - ¨ub r
den zugeh¨origen Abszissenpi, (pi + pijk)=2, (pi + pij)=2 und (pi + pijl)=2 ; ana-








011 und ihre Abszissen
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8.2 Powell-Sabin-Interpolanten als Quadrikensplines
Die im vorigen Abschnitt gegebenen St¨utzstellen und Funktionswerte definieren Punk-
tepi eines räumlichen Dreiecksnetzes, die Gradientenrf(pi) legen zugeh¨orige Tan-
gentialebenenPi fest:
Bemerkung 8.1 Sind die Funktionswertepi einer Funktionf zu Stützstellenpi und











75 ; i = 1; 2; 3;
und die zugeh¨origen Tangentialebenen als
Pi =
2




Diese Punkte und Tangentialebenen lassen sich durch einen Quadrikenspline interpo-
lieren, der bei einer speziellen Wahl der Nabenelemente und Randebenen mit einem
Powell-Sabin-Spline ¨ubereinstimmt:
Satz 8.2 Wird der Nabenpunktp aller Makroelemente als Fernpunktfz der z-Achse
und die zugeh¨orige Tangentialebene als Fernebene gew¨ahlt und liegen zus¨atzlich die
Randebenen der jeweiligen Quadrikensegmente parallel zurz-Achse, so sind die Ma-
kroelemente Powell-Sabin-Elemente. Benachbarte Makroelemente stoßen direkt tan-
gentialebenenstetig aneinander, die Keilkonstruktion kann entfallen. Der resultierende
Quadrikenspline ist der Powell-Sabin-Interpolant mit den Durchstoßpunkten der je-
weiligen Transversalen durch die Parameterdreiecke als Unterteilungspunkt.
Beweis:
Jede Quadrik, die die Fernebene infz berührt, ist ein Paraboloid, das eine quadratische
Funktionüber derx-y-Ebene definiert. Die Randebenen der Paraboloidsegmente des
Makroelementes zerlegen diex-y-Ebene in die gleichen Teildreicke, ¨uber denen die
Segmente des Powell-Sabin-Interpolanten definiert sind. Die Eindeutigkeit des Ma-
kroelementes und des Powell-Sabin-Elementes zeigt ihreÜbereinstimmung.
Da hier die Nabenelemente der benachbarten Makroelemente ¨uber instimmen, kann
nach Lemma 5.4 die Keilkonstruktion entfallen: die QuadrikenpaareQ1 Q2 und Q1
Q2 mit C1-Kontakt in der durch benachbarte Transversalen aufgespannten EbeneU
haben auchC1-Kontakt in der Ebeneabp. 2
Satz 8.2 läßt sich für beliebige Punktdaten verallgemeinern:

























Abbildung 8.2: Powell-Sabin-Interpolant als Quadrikenspline mit speziellen Transver-
salen.
Korollar 8.3 Gegeben sei ein Dreiecksnetz mit den Eckpunkten zugeordneten Tangen-
tialebenen. Ist der st¨uckweise lineare Interpolant des Dreiecksnetzes sternf¨ormig und
liegt das Netz ganz in einem Halbraum, der von einer EbeneP durch einen Sternpunkt
p berandet wird, so kann das Netz durch ein projektives Bild eines Powell-Sabin-
Splines interpoliert werden. Hierzu wird der Sternpunktp als Nabenpunkt und die
EbeneP als zugeordnete Tangentialebene gew¨ahlt.
Ein Beispiel hierzu findet sich in Abbildung 8.3.
Für Powell-Sabin-Splines sind viele Konstruktionen einfacher als f¨ur allgemeine Qua-
drikensplines: Die Konstruktion des vierten harmonischen Punktes f¨ur das zweite
Nabenelement wird zur Mittelpunktskonstruktion. Werden die Transversalen spezi-
ell durch den Schnittpunkt der Tangentialebenen der zugeh¨origen Dreiecke gew¨ahlt,
so sind die Tangentialebenen im zweiten Nabenpunkt eines Makroelementes jeweils
parallel zur zugeh¨origen Dreiecksebene. F¨ur diesen Spezialfall werden im n¨achsten
Kapitel Konvexitätsbetrachtungen angestellt.
Beispiel 8.4 Bild 8.3 zeigt zwei Quadrikensplines, die die gleichen Kontaktelemente
ai interpolieren. Links oben wurden die Nabenelementep so variiert, daß sich
eine “optisch” glatte und sch¨one Fläche ergibt. Links unten wird ein verallgemeinerter
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Powell-Sabin-Interpolant, bei dem alle Nabenelementep zusammenfallen, gezeigt.
Rechts sind die einzelnen Splines in ihre Makroelemente und zugeh¨ori n Keile zerlegt.
Abbildung 8.3: Quadrikenspline (oben) und projektives Powell-Sabin-Element (unten)
zu den gleichen Kontaktelementen.
Multivariate Powell-Sabin-Splines
In [Bangert & Prautzsch ’99a] wird eine multivariate Verallgemeinerung der Powell-
Sabin Splines vorgestellt. Hierzu wird ein Simplexp1 : : :pn des Parameterraums
IRn 1 durch Einfügen eines inneren Punktespi1:::im auf jeder (m-1)-dimensionalen
Seitepi1 : : :pim in Teilsimplexepi1 pi1i2 : : : p1:::n zerlegt.Über jedem dieser Teil-
simplexe existiert dann eine eindeutig bestimmte quadratische Funktion mitC1-Über-
gang an den R¨andern, die Funktionswerte und erste Ableitungen in den Eckpunk-
ten des Ausgangssimplex interpoliert. Die aus diesen quadratischen Funktionen zu-
sammengesetzte st¨uckweise quadratischeC1-Funktion f(x) definiert ein multivariates
Powell-Sabin-Element. Stimmen die Unterteilungspunkte auf gemeinsamen Seiten-
flächen angrenzender Simplexe ¨uberein und sind die inneren Punktep1:::n bzw.p2:::n+1
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der Simplexe mit dem gemeinsamen inneren Punkt der Seitenfl¨achep2:::n kollinear, so










Abbildung 8.4: Parametersimplexe eines trivariaten Powell-Sabin-Splines.
Die Nullkonturf(x; y; z) = 0 des trivariaten “Powell-Sabin-Splines” definiert einen
Quadrikenspline, der einer Simplexzerlegung des Raumes einbeschrieben ist. Wer-
den beispielsweise die Funktionswertef(p1) = f(p2) = f(p3) auf Null gesetzt, so
beschreibt die Nullkontur des Powell-Sabin-Interpolanten im Simplex1 p2 p3 p1234
ein Makroelement. Ein Makroelement in einem Nachbarsimplex2 p3 p5 p2345 wird
durch einen Keil aus vier Quadrikenst¨ucken, die den Simplexep1 p12p124 p1234,
p1 p12 p124p2345, p2 p12 p124p1234 undp2 p12 p124p2345 einbeschrieben sind, verbun-
den. Die Transversalenp123p1234 undp235p2345 sind hierbei nicht mehr zwangsl¨aufig
koplanar. Stattdessen ist jedoch die Wahl der TrennebeneV zwischen den Makroele-




Ein wichtiges Kriterium bei der Beurteilung von Interpolationsverfahren ist die Form
des resultierenden Interpolanten. Spezielles Interesse gilt hierbei der Frage, ob konve-
xe Daten durch einen konvexen Interpolanten rekonstruiert werden.
In diesem Abschnitt werden zun¨achst verschiedene Kriterien f¨ur die Konvexität
von Quadrikenst¨ucken dargestellt. Hieraus werden Bedingungen f¨ur konvexe Powell-
Sabin-Interpolanten abgeleitet sowie Verfahren bereitgestellt, die konvexe Interpolan-
ten garantieren. Schließlich werden diese Ergebnisse auf allgemeine Quadrikensplines
übertragen.
9.1 Konvexe Quadrikenstücke
In der Literatur (beispielsweise in [Carnicer & Garcia-Esnaola ’98]) finden sich zahl-
reiche mehr oder weniger ¨aquivalente Definitionen von Konvexit¨at. In dieser Arbeit
wird im wesentlichen folgende Aussage zugrundegelegt:
Definition 9.1 Eine reguläre, tangentialebenenstetige, zusammenh¨angende Fl¨ache ist
genau dannkonvex, wenn sie ganz auf einer Seite jeder ihrer Tangentialebenen liegt.
Hiermit folgt notwendig, daß die Gaußsche Kr¨ummungK einer konvexen Fl¨ache im-
mer nichtnegativ ist (vergleiche z.B. [Laugwitz ’68], S. 50f), da nur dann die Fl¨ache
lokal auf einer Seite der Tangentialebene liegt.
Jede Tangentialebene an eine ringf¨ormige, kegelige bzw. ovale Quadrik schneidet diese
wie in Abbildung 2.4 in einem reellen Geradenpaar, einer Doppelgeraden bzw. einem
konjugiert komplexen Geradenpaar (und somit nur einem reellen Punkt). Folglich muß
ein streng konvexes Quadrikenst¨uck notwendig Teil einer ovalen Quadrik, d.h. eines
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einschaligen Hyperboloids, eines Ellipsoids oder eines elliptischen Paraboloids sein.
Wird die Quadrik in homogenen Koordinaten durch
xtMx = 0
beschrieben, so ist sie genau dann oval, wenn
detM < 0:
Da jede Tangentialebene an eine Quadrik das gleiche Verhalten zeigt, die Gaußsche
Krümmung somit in jedem Punkt der Quadrik das gleiche Vorzeichen besitzt, gen¨ugt
jeweils die Auswertung der Eigenschaften in einem Punkt. Insbesondere gilt:
Bemerkung 9.2 Eine Quadrik ist genau dann oval und insbesondere ein auf ihr lie-
gendes Dreieckspatch genau dann streng konvex, wenn eine beliebige Tangentialebene
an die Quadrik einen Kegelschnitt auf der Quadrik, der den Ber¨uhrpunkt der Tangen-
tialebene nicht enth¨alt, in keinem reellen Punkt schneidet.
Konvexitätskriterien f ür quadratische Dreiecksflächenstücke auf Quadriken
Die geometrischen Kriterien des vorangehenden Abschnitts werden nun zur Herleitung
analytischer Kriterien eingesetzt. Ein rationales quadratisches Dreiecksfl¨achenst¨uck




ijk(u; v; w) auf einer Quadrik ist genau dann konvex, wenn
es auf einer ovalen Quadrik liegt. Wird Bemerkung 9.2 auf die Tangentialebene
V = b002 ^ b101 ^ b011 in b002 und die gegen¨uberliegende Randkurve (w = 0)
mit Bézier-Punktenb200; b110 undb020 angewandt, so ergibt sich durch Einsetzen der
Kurve in die Ebenengleichung und Bestimmung der Diskriminante der quadratischen
Gleichung:
Lemma 9.3 Das zusammenh¨angende rationale quadratische Dreiecksfl¨achenst¨uck
b(u; v; w) auf einer Quadrik ist genau dann konvex, wenn
V(b200)V(b020)   (V(b110))2 > 0; V = b002 ^ b101 ^ b011:
Ist das Flächenst¨uck integral (beispielsweise als Graph einer quadratischen Funktion),
so kann für V(x) der Abstand des jeweiligen Punktesx von der EbeneV eingesetzt
werden.
Diese Gleichung findet sich in ¨aquivalenter Form auch in [Albrecht ’98a], wo sie
jedochüber die explizite Berechnung der Gaußschen Kr¨ummung hergeleitet wird.
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9.2 Konvexe Powell-Sabin-Interpolanten
Ein Powell-Sabin-Interpolant besteht aus dreieckigen Quadrikenst¨ucken. Da sie stetig
differenzierbar zusammengesetzt sind [Powell & Sabin ’77], ist der Interpolant trivia-
lerweise konvex, wenn alle Teilfl¨achen konvex sind (vergleiche hierzu beispielsweise
[Grandine ’89]). Folglich lassen sich die Ergebnisse der beiden vorangehenden Ab-
schnitte zur Charakterisierung konvexer Powell-Sabin-Interpolanten heranziehen. Ins-
besondere gen¨ugt es, ein einzelnes Powell-Sabin-Element zu betrachten.
Konvexitätsbedingungen
Gegeben seien drei Punktepi, i = 1; 2; 3, mit zugeordneten TangentialebenenPi, die
wie in Bemerkung 8.1 durch Parameterwertepi, Funktionswertepi und Gradienten
rf(pi) festgelegt sind. Die Daten seien streng konvex - beispielsweise von einer
streng konvexen Funktionf in den Parameterwertenpi abgetastet.
Definition 9.4 Punktepi = [1 pi pi]
t eines Dreiecksnetzes mit zugeordneten Tan-
gentialebenenPi bilden einestreng konvexe Konfiguration, wenn das Netz in jedem
Punkt ganz auf einer Seite der zugeordneten Tangentialebene liegt. Dies ist gleichbe-
deutend damit, daß sich die Tangentialebenengleichungen so normieren lassen, daß
aij := Pi(pj) > 0; 8 i 6= j: (9.1)
Bemerkung 9.5 Ergeben sich die Tangentialebenengleichungen wie in Bemerkung
8.1 aus Daten, die von einer streng konvexen Funktionf abgetastet wurden, so sind
diese Ungleichungen wegen




(pj   pi)Hf (pi + (pj   pi))(pj   pi);  2 [0; 1];
und der positiven Definitheit der Hesseform im Falle strenger Konvexit¨at immer erfüllt.
Der Graph einer streng konkaven Funktion bildet im Sinne von Definiton 9.1 ebenfalls
eine streng konvexe Fl¨ache. Daher wird im folgenden zwischen konkaven und kon-
vexen Funktionen nicht unterschieden; ist n¨amlich f konvex, so ist f konkav und
umgekehrt.
Wir werden uns weiterhin auf die Konstruktion spezieller Powell-Sabin-Interpolan-
ten beschr¨anken, bei denen die TransversaleGijk jedes Dreieckspipjpk den Schnitt-
punktsijk der TangentialebenenPi,Pj undPk enthält. Hierzu wird vorausgesetzt, daß
die Punkte und Tangentialebenen jedes Dreiecks “wohlassoziiert” sind, das heißt, die
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TransversalenGijk das Punktdreieckpipjpk im Inneren schneiden. Dies ist gleich-
bedeutend damit, daß die Projektionpijk des Tangentialebenenschnittpunktessijk auf
die x-y-Ebene im Inneren des zugeh¨origen Parameterdreieckspipjpk liegt (wie in
[Carnicer & Dahmen ’92] vorausgesetzt). Dieser Punktpijk ist der Unterteilungspunkt
für das Powell-Sabin-Element.
Lemma 9.6 Die Punktepl und TangentialebenenPl des Dreieckespipjpk sind genau
dann wohlassoziiert, wenn f¨ur alle zyklischen Permutationen von(i; j; k) gilt:
dijk := aijajk + aikakj   akjajk > 0: (9.3)
Obwohl diese Aussage auch in [Carnicer & Dahmen ’92] zu finden ist, soll sie mit den
hier verwendeten Notationen bewiesen werden:
Beweis:
Werden der Fernpunktfz = [0 0 0 1]t der z-Achse und der Schnittpunktsijk =
Pi\Pj\Pk der Tangentialebenen in die Tangentialebenengleichungen aus Bemerkung
8.1 eingesetzt, so ergibt sich
8i : Pi(fz) = 1; 8 Dreieckepipjpk : Pi(sijk) = 0:
Die Transversalefzsijk schreibt sich somit alsfxjPi(x) = Pj(x) = Pk(x)g und
schneidet die Punktebenepipjpk im Punkt
yijk = dijkpi + djkipj + dkijpk
mit Pl(yijk) = aijajkaki + ajiakjaik > 0; für l = i; j; k (siehe hierzu die Gleichungen
6.8 und 6.9). Die baryzentrischen Koordinaten vonyijk haben somit die gleichen Vor-
zeichen wie diedijk. Folglich liegtyijk genau dann im Inneren des Punktdreiecks bzw.
die gegebenen Daten sind wohlassoziiert, wenn alle Koeffizientendijk positiv sind.2
Entgegen einer Aussage von Carnicer und Dahmen ([Carnicer & Dahmen ’92]) muß
der spezielle Powell-Sabin-Interpolant zu wohlassoziierten Daten einer konvexen
Funktion nicht konvex sein ([Floater ’97]).
Mit einer Zusatzforderung an die Tangentialebenen l¨aßt sich die Konvexit¨at des
Powell-Sabin-Splines garantieren. Hierzu werden die Schnittpunkteti d r Punktebe-
ne p1p2p3 mit den GeradenPj \ Pk (den Schnittgeraden der EbenenPj undPk)
benötigt, wobei wie oben alle zyklischen Permutationen von(i; j; k) betrachtet wer-
den. Die Punkteti bilden dasTangentendreieck, das sich durch den Schnitt der Tan-
gentialebenen mit der Ebene der drei Punkte ergibt (siehe Abbildung 8.2). Hiermit ist
das gegebenenfalls unendliche Dreieck gemeint, das das Punktdreieck enth¨alt.

















Abbildung 9.1: Powell-Sabin-Interpolanten zu streng konkaven Daten mit wohlasso-
ziierten Tangentialebenen.
Satz 9.7 Gegeben seien Punktep1, p2, p3 mit wohlassoziierten TangentialebenenP1,
P2, P3, die eine streng konvexe Konfiguration bilden. Das hierdurch wie in Abbildung
8.2 bestimmte Powell-Sabin-Element mit projiziertem Schnittpunkts123 der Tangen-
tialebenen als Unterteilungspunkt ist genau dann konvex, wenn das Tangentendreieck
t1t2t3 endlich ist (siehe die Abbildungen 9.1 und 9.2).
Beweis:
Die Aussage von Satz 9.7 folgt unmittelbar aus der geometrischen Konstruktion des
Powell-Sabin-Interpolanten. Hierzu wird die Konvexit¨atsaussage von Bemerkung 9.2
verwendet, derzufolge eine Quadrik genau dann oval ist, wenn eine beliebige Tangen-
tialebene einen beliebigen regul¨aren Kegelschnitt auf der Quadrik, der den Ber¨uhr-
punkt nicht enth¨alt, in keinem reellen Punkt schneidet.












Abbildung 9.2: Unendliches und endliches Tangentendreieck.
Dementsprechend wird die Tangentialebene im zweiten allen Quadriken des Makro-
elementes gemeinsamen Nabenpunktesq (ungleich dem Fernpunktfz) mit den Zwei-
bögen in den Randebenen des Makroelementes geschnitten. Die Tangentialebene ist
aufgrund der speziellen Wahl der Transversalen parallel zur Dreiecksebene. Der Zwei-
bogen besteht aus 2 Parabelb¨ogen, die jeweils den Fernpunktfz derz-Achse enthalten
und deren zweite gemeinsame Tangente ebenfalls parallel zur Dreiecksebene liegt (sie-
he Abbildung 8.2). Damit nun kein Schnitt zwischen beispielsweise den Kegelschnit-
ten des Zweibogens durchp1undp2und der TangentialebeneQ auftritt, müssen der
Durchstoßpunkt3 vonP1 \ P2 durch die Dreiecksebenep1p2p3 sowie der Punktp3
auf verschiedenen Seiten der Kantep1p2 liegen. Mit Bemerkung 9.2 folgt sofort die
Aussage von Satz 9.7. 2
Korollar 9.8 Das Tangentendreieck ist genau dann endlich, wenn die Tangentialebene
P i im Nabenpunkt es nicht trifft.
Bemerkung 9.9 Der Powell-Sabin-Interpolant zu wohlassoziierten Daten mit den
projizierten Tangentialebenenschnittpunkten als Unterteilungspunkten ist genau dann
konvex, wenn die zugeh¨origen Bézier-Polygone konvex sind. Diese Tatsache folgt
unmittelbar aus dem Beweis von Satz 9.7 und Abbildung 8.2.
Willemans und Dierckx [Willemans & Dierckx ’94] beschreiben die Konvexit¨at eines
allgemeinen Powell-Sabin-Elementes durch zw¨olf Ungleichungen, um damit konve-
xe Approximanten zu berechnen. Da die Konvexit¨at jedes Quadrikensegmentes wie in
Lemma 9.3 durch eine einzige Ungleichung beschrieben werden kann, w¨ren bereits
sechs Ungleichungen hinreichend. In der speziellen Situation von Satz 9.7 kann diese
Zahl sogar auf drei verringert werden.
Lemma 9.10 Seiaij wie in Gleichung 9.1 definiert und weiter
bijk := aij ajk + aik aji   aij aji; (9.4)
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mit einer zyklischen Permutation(i; j; k) von(1; 2; 3). Das Tangentendreieckt1t2t3 ist
genau dann endlich, wennb123; b231 undb312 alle positiv sind. Da hierbei homogene
Faktoren in den Ebenengleichungen ausgeklammert werden k¨on en, kann f¨ur aij auch
der Euklidische Abstand(Pi;pj) zwischen der EbenePi und dem Punktpj eingesetzt
werden.
Beweis:
Das Tangentendreieckt1t2t3 ist genau dann endlich, wenn f¨ur alle Permutationen
(i; j; k) von (1; 2; 3) die Punktetk undpk auf verschiedenen Seiten der Kantepipj
liegen. Liegtpk auf der Kantepipj;so verschwindetbijk. Fallenpk undtk zusammen,
so istbijk < 0. Dabijk linear inpk ist, istbijk genau dann positiv, wenntk undpk auf
verschiedenen Seiten der Kantepipj liegen. 2
Bemerkung 9.11 Die Größenbijk und dkji sind dual zueinander, denn eine Vertau-
schung der Indizes, d.h. eine Ersetzung vonaij durchaji, und damit eine Vertauschung
von Punkten mit Ebenen und umgekehrt ¨uberführt die eine Gr¨oße in die andere.
Bemerkung 9.12 Die Koeffizientenbijk und dkji entsprechen den KoeffizientenP ,
P , P undy, y, y aus den Gleichungen (6.13) und (6.9) in Abschnitt 6.6.
Bemerkung 9.13 (Multivariate Verallgemeinerung) Satz 9.7 und das Konvexit¨ats-
kriterium (9.4) lassen sich v¨ollig analog aufn-variate Powell-Sabin-Splines ¨uber-
tragen. Hierbei muß ¨uber jederm-dimensionalen Randfl¨ache (m = 1; : : : ; n) das
jeweilige Tangentialebenensimplex endlich sein (siehe [Bangert & Prautzsch ’99a]).
9.3 Zuordnung passender Tangentialebenen
Die Konvexitätsbedingungen aus Gleichungen (9.4) und (9.3) k¨onnen zur Konstruk-
tion konvexerC1-Interpolanten eingesetzt werden. Zun¨achst werden Punkten eines
Dreiecksnetzes passende Tangentialebenen zugeordnet, so daß der zugeh¨o ige spezi-
elle Powell-Sabin-Spline konvex ist.
In [Carnicer & Dahmen ’92] wird ein Algorithmus zur Zuordnung wohlassoziierter
Tangentialebenen zu den Punkten eines konvexen Dreiecksnetzes angegeben. Dieser
Algorithmus bestimmt Tangentialebenen, die die folgende SummeX
Dreieckepipjpk

ij(a  aij)2 + jk(a  ajk)2 + ki(a  aki)2 + ijk(d  dijk)

minimieren. Durch die Bedingung aus Satz 9.7 kann er um den Summandenijk(b 
bijk) erweitert werden, um zus¨atzlich die Tangentialebenenbedingung zu garantieren.
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9.4 Abtasten konvexer Funktionen
Der im vorigen Abschnitt beschriebene Algorithmus zur Konstruktion konvexer
Powell-Sabin-Interpolanten ordnet gegebenen Punkten eines Dreiecksnetzes Tangen-
tialebenen zu, so daß der zugeh¨orige Powell-Sabin-Spline konvex ist. Sind jedoch die
Tangentialebenen bereits vorgegeben und sollen sie nicht ver¨and t werden, m¨ussen
die gegebenen Daten durch zus¨atzliche Kontaktelemente verfeinert werden. Ob der In-
terpolant konvex ist, h¨angt davon ab, wo neue Kontaktelemente eingef¨u t werden.
In diesem Abschnitt wird untersucht, wie konvexe Funktionen abgetastet werden
müssen, d.h., wie die zu interpolierenden Daten gew¨ahlt werden m¨ussen, damit sich
ein konvexer Powell-Sabin-Interpolant ergibt. Hieraus werden einige Ans¨atze zur Ver-
feinerung gegebener Dreiecksnetze abgeleitet.
Beispiel 9.14Die Funktionf(x) = f(x; y) = x2 + y2 ist streng konvex. Durch den
Gradientenrf = [2x 2y]t sind in Punktenpi = [1 xi yi x2i +y2i ]t Tangentialebenen
Pi = [x2i + y2i   2xi   2yi 1]t festgelegt. Hiermit ergibt sich f¨ur die Größen aus
den Gleichungen (9.1), (9.3) und (9.4):
aij =  2xixj   2yiyj + x2i + x2j + y2i + y2j
= kpi   pjk2 > 0;
dijk =

kpi   pjk2 + kpi   pkk2   kpk   pjk2

kpj   pkk2 =
bkji =

kpi   pjk2 + kpi   pkk2   kpk   pjk2

kpj   pkk2:
Beispielsweise istdijk positiv, wenn
kpi   pjk2 + kpi   pkk2   kpj   pkk2 > 0;
d.h.
2kpi   pjk kpi   pkk cos( 6 (pi   pj;pi   pk)) > 0:
Folglich sind die Daten genau dann wohlassoziiert, kann also der projizierte Schnitt-
punkt der Tangentialebenen als Unterteilungspunkt gew¨ahlt werden, wenn alle Drei-
ecke in der Parameterebene spitzwinklig sind.
Bemerkung 9.15 (Zusammenhang mit Voronoi-Diagramm)Das Voronoi-Mosaik
einer Menge von Punktenpi in der Ebene kann mit Hilfe des Paraboloids
z = f(x) = x2 + y2
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erzeugt werden. Die Tangentialebenen in(pi; f(pi)) an das Paraboloid definieren ein
konvexes Tangentenpolyeder. Es ist durch den Rand des Schnittes der Halbr¨aume
Pi : z   f(pi) + (pi   x)rf(pi)  0
gegeben. Die Projektion der Kanten des Tangentenpolyeders auf die Parameterebene
ergibt die Kanten des Voronoi-Mosaiks zur Punktmengepi (siehe hierzu beispielsweise
[Edelsbrunner ’87], S. 24 f). Die zugeh¨orige Delaunay-Triangulierung ist gerade die
Triangulierung, die zum eindeutig bestimmten konvexen linearen Interpolanten der
Punkte(pi; f(pi)) gehört. Die projizierten Schnittpunkte der Tangentialebenen, d.h.
die Eckpunkte der Voronoi-Zellen, sind die Umkreismittelpunkte der Dreiecke. Diese
können genau dann als Unterteilungspunkte f¨ur einen Powell-Sabin-Interpolanten
gewählt werden, wenn sie im Inneren der Punktdreiecke liegen, d.h. also, wenn die






Abbildung 9.3: Voronoi-Mosaik und Delaunay-Triangulierung.
Bemerkung 9.16 Eine beliebige quadratische konvexe Funktiong(x) beschreibt
ebenfalls ein Paraboloid, das durch eine affine Transformation aus dem Paraboloid aus
Beispiel 9.14 bzw. Bemerkung 9.15 hervorgeht. In derx-y-Ebene wird diese Transfor-
mation bis auf Translation durch eine MatrixB beschrieben, die mit der Hesse-Form
Hf der Funktionf über die BeziehungHf = BtB zusammenh¨angt.
Die Bedingung (9.3) f¨ur die Wohlassoziiertheit der Daten und die Tangentialebe-
nenbedingung (9.4) schreiben sich genauso wie in Beispiel 9.14, nur daß in die-
sem Fall nicht die euklidische Metrik, sondern die durch die Hesse-MatrixHf durch
< u;v >= utHfv festgelegte Metrik zugrundegelegt wird. Die Beziehungen zum
Voronoi-Mosaik sind gleichermaßen analog bez¨uglich der Metrik< u;v >.
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Powell-Sabin-Interpolanten besitzen quadratische Pr¨azision. Sind also die Funktions-
wertef(pi) über Abszissenpi von einer quadratischen Funktion abgetastet, so wird
diese unabh¨angig von der Wahl des Unterteilungspunktes rekonstruiert. Dies folgt un-
mittelbar aus der Eindeutigkeit des Powell-Sabin-Interpolanten. Folglich ist jeder be-
liebige Powell-Sabin-Interpolant zu einer beliebigen konvexen quadratischen Funktion
wieder konvex.
Da jede Funktion lokal durch eine quadratische Funktion approximiert werden kann,
sollte eine gen¨ugend feine Abtastung einer konvexen Funktion die Konvexit¨at des zu-
gehörigen Interpolanten garantieren. Im Fall beliebiger Powell-Sabin-Interpolanten ist
die Überprüfung der Konvexit¨at jedoch sehr aufwendig (siehe [Chang & Davis ’84],
[Willemans & Dierckx ’94]), weswegen wir diesen Sachverhalt nur f¨ur den speziellen
Interpolanten mit den projizierten Tangentialebenenschnittpunkten als Unterteilungs-
punkten untersuchen.
Für diesen speziellen Interpolanten reduziert sich insgesamt die Anzahl der Konve-
xitätsbedingungen auf die H¨alfte. Im folgenden wird gezeigt, daß sich diese Kriteri-
en geometrisch ausdr¨ucken lassen, so beispielsweise die Wohlassoziiertheit in einem
Winkelkriteriumähnlich wie in Beispiel 9.14. Bei gen¨ugend feiner Abtastung impli-
ziert die Wohlassoziiertheit sogar die Tangentialebenenbedingung.
Sei im folgendenf eine streng konvexe, bivariate Funktion von hinreichend hoher
Differenzierbarkeitsordnung. Taylorentwicklung ump0 ergibt:






rf(p0 + h) = rf(p0) +Hf (p0)h+ r(p0;h):
Das Konvexitätskriteriumaij > 0 ist nach Bemerkung 9.4 erf¨ullt. Werden die beiden




(pi   pj)Hf (p0)(pi   pj) + Rij;
wobeiRij eine Summe von Termen mindestens dritter Ordnung in(pi pj), (pi p0)
und (pj   p0) bezeichnet. F¨ur das Folgende wird die Abk¨urzung
Hij := 1=2(pi   pj)Hf (p0)(pi   pj) eingeführt.
Die Wohlassoziiertheit der Daten wird gem¨aß Gleichung (9.3) durch die Gr¨oßen
dijk = aijajk + aikakj   akjajk





f(pi   pj)Hf (p0)(pi   pk)g+ Fijk
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beschrieben, wobeiFijk für eine Summe von Termen mindestens f¨unften Grades
in (pi   pj); (pi   p0); : : : steht. Analog ergibt sich f¨ur die Größenbijk, die die
Tangentialebenenbedingung (9.4) beschreiben,




f(pi   pk)Hf (p0)(pj   pk)g+ Fijk:
Auch hier fassen die TermeFijk Summanden mindestens f¨unften Grades in(pi  
pj); (pi   p0); : : : zusammen.
Da die TermeHij etc. aufgrund der positiven Definitheit der Hesseform immer po-
sitiv sind, verhalten sich die Vorzeichen derbijk bzw. dijk in einer gen¨ugend klei-
nen Umgebung vonp0 wie die Vorzeichen von(pi   pj)Hf (p0)(pi   pk) bzw.
(pi   pk)Hf (p0)(pj   pk).
Hf (p0)ist positiv definit und symmetrisch, folglich auch diagonalisierbar:






wobei u;v die Eigenvektoren vonHf (p0)zum größten Eigenwertmax bzw. zum










(pi   pj)Hf (p0)(pi   pk) = jB(pi   pj)j jB(pi   pk)j cos;
 = 6 (B(pi   pj); B(pi   pk)):
Geometrisch beschreibt0 : x 7! Bx eine Abbildung, die die durchxHf (p0)x = 1
beschriebene Ellipse auf einen Kreis abbildet. Die Terme(pi   pj)Hf (p0)(pi   pk)
sind somit positiv, wenn die Dreieckepipjpk nach dieser Abbildung spitzwinklig sind.
p0 u
v 0
Abbildung 9.4: Abbildung0 mit bezüglich der MetrikHf spitzwinkligem Dreieck.
Mithilfe der durch die MatrixHf induzierten Metrik< u;v > = uHf (0)v ergibt
sich zusammenfassend:
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Satz 9.17Sind die gegebenen Daten von einer konvexen Funktionf abgegriffen und
die Punktdreiecke klein genug, dann ist der wie oben konstruierte Powell-Sabin-
Interpolant genau dann konvex, wenn die Parameterdreiecke spitzwinklig bez¨u lich des
durch die Hessematrix vonf in jedem Punktp0 induzierte SkalarproduktuHf (p0)v
sind.
Im folgenden untersuchen wir die durch die HessematrixHf induzierte Metrik etwas
genauer, indem wir rechte Winkel charakterisieren:
Satz 9.18Zwei Richtungenu;v sind genau dann orthogonal bez¨uglich der durch die
HessematrixHf (p0) induzierten Metrik, wenn sie konjugiert bez¨uglich der “Hesse-
Ellipse” E: xHf (p0)x = 1 sind. Dies ist ¨aquivalent dazu, daßu undv konjugierte
Richtungen der funktionalen Fl¨ache[xt f(x)]t in p0 sind.
Beweis:
Die zweite Fundamentalmatrix einer funktionalen Fl¨ache[xt f(x)]t in p0 ist




Diese legt die Dupinsche Indikatrix




















Abbildung 9.5: Projizierte Dupin’sche Indikatrix.
Wird die Dupinschen Indikatrix inp0 senkrecht auf die Parameterebene projiziert,
ergibt sich eine EllipseE , die ähnlich zur Hesse-EllipseE ist, d.h. E läßt sich durch
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eine Streckung mit Zentrump0 in E überführen. Konjugierte Richtungen bez¨uglichE,
E und somit auch bez¨uglich der funktionalen Fl¨ache entsprechen einander.
Die erste Aussage des Satzes folgt unmittelbar aus der Definition konjugierter Rich-
tungen. 2
Bemerkung 9.19 Hauptkrümmungslinien sind spezielle konjugierte Linien und bilden
folglich ein Netz orthogonaler Linien bez¨uglich der jeweils lokal durch die Hessema-
trix induzierten Metrik.
Satz 9.18 kann dazu verwendet werden, Dreiecke zu konstruieren, die bez¨uglich der
durch die Hesse-Form induzierte Metrik spitzwinklig sind.
Bezeichnenu undv zwei konjugierte Richtungen inp0, so sind nach Satz 9.18 die
Vektorenu und v orthogonal bez¨uglich der durchHf (p0) induzierten Metrik. Das
durchp0, 2hu undhu + kv aufgespannte Dreieck besitzt unabh¨ngig vom Verh¨altnis
h : k in den Eckpunktenp0 bzw.p0 +2hu spitze Winkel. Ist der Winkel des Dreiecks
in p0 + hu + kv größer als 90
, so läßt sichh unter Beibehaltung vonk so weit
herabsetzen, daß das Dreieck bez¨uglich der speziellen Metrik spitzwinklig wird.
p0
p0







Diese Konstruktion spitzwinkliger Dreiecke l¨aßt sich unter Verwendung eines Net-
zes konjugierter Linien, beispielsweise Kr¨ummungslinien, sogar global vornehmen.
Eine konvexe Funktionf kann folglich so abgetastet werden, daß der zugeh¨orige
Powell-Sabin-Interpolant konvex ist. Dies setzt allerdings voraus, daß das Netz konju-
gierter Linien keine Ausnahmepunkte besitzt, in denen das Netz kein regul¨a s Vier-
ecksnetz mehr ist, sich also beispielsweise mehr als zwei konjugierte Linien treffen.
Werden beispielsweise die Kr¨ummungslinien als konjugiertes Netz gew¨ahlt, so bilden
die Nabelpunkte der funktionalen Fl¨ache solche Ausnahmepunkte, in deren Umge-
bung die Krümmungslinien ein sehr irregul¨ares Verhalten aufweisen k¨onnen (siehe
z.B. [Maekawa et al. ’96]).
Sei also die durch den Graphen vonf definierte Fläche so nachu undv parametrisiert,
daß die Parameterlinien ein regul¨ares Vierecksnetz konjugierter Linien bilden, d.h.






75 = p(x(u; v)) = q(u; v):
Die Punkteuij mit passend gew¨ahltem Startpunktu00 und











bilden ein Rechtecksgitter in der(u; v)-Parameterebene. Da die Parameterlinien kon-
jugiert bezüglich der Hesse-EllipseE sind, wird das Gitter f¨ur genügend kleine Werte
hi undk auf ein bez¨uglich der durch die Hesse-Matrix induzierte Metrik n¨aherungs-
weise rechtwinkliges Gitterxij = x(uij) in derx-y-Parameterebene abgebildet. Im
folgenden werden alle Winkelangaben auf die jeweils lokal durchHf induzierte Me-
trik bezogen.
In das Gitterxij in derx-y-Parameterebene wird ein Dreiecksgitter aus den Dreiecken
ij : xij xi+2 j xi+1 j+1; i+ j gerade;
ij : xij xi+2 j xi+1 j 1; i+ j gerade;
eingepaßt (siehe Abbildung 9.7).




h1 h2 h3 h4
k
Abbildung 9.7: Dreiecksgitter.
Sindhi undk klein genug, so sind nach obigenÜberlegungen die folgenden Winkel
bezüglich der durchHf (xij) induzierten Metrik kleiner als 90:
ij = 6 (xi+2 j xij xi+1 j+1); ij = 6 (xi+1 j+1 xi+2 j xij)
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Ist für festesi einer der Winkel
ij = 6 (xij xi+1 j+1 xi+2 j)
stumpf, so wird die Schrittweitehi solange halbiert, bis f¨ur allej der Winkelij we-
niger als 90 beträgt und somit alle Dreieckeij spitzwinklig sind. Für die Dreiecke
ij wird analog vorgegangen.
Durch sukzessive Anpassung aller Schrittweitenhi ergibt sich ein Dreiecksgitter aus
spitzwinkligen Dreiecken. Nach Satz 9.17 ist der zugeh¨orige Powell-Sabin-Interpolant
konvex:
Satz 9.20Jede konvexe Funktion ¨uber einem kompakten Definitionsbereich l¨aßt sich
so abtasten, daß der zugeh¨orige Powell-Sabin-Interpolant konvex ist.
Beweis:
Es genügt zu zeigen, daß zu jeder konvexen Funktionf über kompaktem Definitions-
bereich ein Netz konjugierter Linien ohne Ausnahmepunkte gefunden werden kann.
Besitzt der Graph vonf keine Nabelpunkte, so l¨aßt sich die Fl¨ache nach Kr¨ummungs-
linien parametrisieren, die unser gesuchtes Netz bilden.
Ein Nabelpunkt auf der funktionalen Fl¨ache liegt vor, wenn der ¨uber der Hesse-Ellipse
in der Parameterebene errichtete orthogonale ZylinderZ durch die Tangentialebene
in einem Kreis geschnitten wird. Wird zur gegebenen Funktionf ein linearer Term
l dazuaddiert, so ver¨andert sich die Hesse-Matrix nicht, konjugierte Richtungen von
f und vonf + l stimmen somit ¨uberein. Auch der ZylinderZ verändert sich nicht,
während die Tangentialebene gekippt wird. Da das Ebenenb¨uschel durchp0 i.a. genau
zwei Ebenen enth¨alt, die ausZ einen Kreis ausschneiden, existieren in jedem Para-
meterwertp0 genau zwei lineare Termel und l, so daß die funktionale Fl¨achef  l
einen Nabelpunkt inp0 besitzt.
Über dem kompakten Definitionsbereich l¨aßt sich somit ein linearer Terml finden, so
daß der Graph vonf + l auf dem gesamten Definitionsbereich keinen Nabelpunkt be-
sitzt. Die Krümmungslinien der durchf + l definierten funktionalen Fl¨ache bilden ein
reguläres Netz konjugierter Linien des Graphen vonf . 2
Da konvexe Daten immer durch eine konvexe Funktion interpoliert werden k¨on en
und das Dreiecksgitterxij immer so gew¨ahlt werden kann, daß es gegebene Punkte
enthält, folgt:
Korollar 9.21 Konvexe Daten k¨onnen immer so verfeinert werden, daß die Tangen-
tialebenen wohlassoziiert und die Tangentialebenendreiecke endlich sind.
Das Auffinden effizienter Verfeinerungen bleibt weiteren Untersuchungen ¨ub rlassen.
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9.5 Konvexe Makroelemente
Die Konstruktion konvexer Powell-Sabin-Splines wie im vorangehenden Abschnitt
stellt einige Bedingungen an die Daten. Um jedoch beispielsweise die Wohlassoziiert-
heit zu erfüllen, müssen gegebenenfalls die Dreiecke sehr stark verfeinert werden, was
in einer großen Anzahl von Patchen resultiert. Allgemeine Quadrikensplines besitzen
hingegen zus¨atzliche Freiheitsgrade, die eingesetzt werden k¨o nen, um u.a. die Wohl-
assoziiertheitsbedingung direkt, d.h. ohne Verfeinerung, zu garantieren. Daher werden
in diesem Abschnitt Bedingungen f¨ur die Konvexität von Makroelementen aufgestellt.
Bei beliebigen Transversalensystemen werden Konvexit¨atsbetrachtungen sehr kom-
plex. Enthält jedoch die Transversale eines Dreiecks den Schnittpunkt der den Eck-
punkten zugeordneten Tangentialebenen, so lassen sich die Konvexit¨atsbetrachtungen
für Powell-Sabin-Elemente aus dem vorigen Kapitel auf das Makroelement ¨ub r ra-
gen. Ein beliebiges Makroelement l¨aßt sich projektiv auf die Powell-Sabin-Konfigura-
tion abbilden, indem einer der Nabenpunkte auf den Fernpunkt derz-Achse und sei-
ne Tangentialebene auf die Fernebene abgebildet werden. Jedes Quadrikenst¨uck i es
konvexen Makroelementes ist Teil einer ovalen Quadrik, das projektive Bild ebenfalls.
Zusammen mit Korollar 9.8 folgt hieraus:
Satz 9.22 (Konvexes Makroelement)Ein Makroelement, dessen Transversale den
Schnittpunkt der Tangentialebenen enth¨al , ist genau dann konvex, wenn die Tangen-
tialebene im Nabenpunkt das Tangentendreieck nicht schneidet.
Bemerkung 9.23 Durch eine Perspektivit¨at, die den Schnittpunkt der Tangentialebe-
nen geradenweise und die Dreiecksebene punktweise fest l¨aßt, kann ein konvexes Ma-
kroelement in ein konvexes Makroelement mit einem beliebigen Nabenpunkt auf der
Transversale ¨uberführt werden.
Im vorigen Abschnitt waren die Powell-Sabin-Splines durch die gegebenen Daten be-
reits vollständig festgelegt. Allgemeine Quadrikensplines haben mehr Freiheitsgrade,
die in der Wahl des Durchstoßpunktes der Transversalen durch die Punktebene, der
Nabenpunkte und zugeordneten Tangentialebenen bestehen. Um jedoch sp¨ater einfa-
che Aussagen ¨uber die Konvexit¨at der Keile machen zu k¨onnen, werden die Tangen-
tialebenen im Nabenpunkt im folgenden wieder auf Ebenen parallel zu den jeweiligen
Punktebenen eingeschr¨ankt.
Analytisches Konvexitätskriterium
Die Konvexitätskriterien (9.4) und (9.3) lassen sich in ¨ahnlicher Weise f¨ur Makroele-
mente formulieren. Diese allgemeinen Kriterien k¨onnen direkt aus den Quadrikenglei-
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chungen in Satz 6.9 abgeleitet werden.
Die gesamte Notation in diesem Abschnitt folgt Abschnitt 6.6. Die Eckpunktea,b und
c des untersuchten Makroelements seien in erweiterten Koordinaten gegeben und ihre
zugehörigen Tangentialebenen so normiert, daß die Transversale durchfxjA(x) =
B(x) = C(x)g wie in Gleichung (6.7) gegeben ist. Da die Daten eine konvexe
Konfiguration bilden, lassen sie sich zus¨atzlich so normieren, daß das Einsetzen eines
Punktes in eine beliebige Tangentialebenengleichung einen nichtnegativen Wert ergibt,
z.B.:
Ab > 0; Bc > 0; Ca > 0; : : : ;
was im folgenden vorausgesetzt wird.
Das Makroelement durcha b c besteht aus sechs QuadrikenQ1 , : : :, Q6 mit
zwei gemeinsamen Nabenelementenp und q . Hier wird exemplarisch die Quadrik
Q1 durch a p q und den durch den Zweibogena p b in Gleichung (6.16)
bestimmten Punktqab untersucht.Q1 ist genau dann oval, wenn die Determinante ihrer
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mit x =  2y BaM L und y = x(Ba   Ab)Ab=Ba. Die GrößenL, M , y
und P ergeben sich aus den Gleichungen (6.10), (6.14), (6.9) und (6.13). Unter
Berücksichtigung positiver Faktoren folgt zusammenfassend:
Lemma 9.24 Die QuadrikQ1 des Makroelementes ist genau dann konvex, wenn
yP L > 0:
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Dieses Ergebnis l¨aßt sich auch auf andere Art erhalten, indem ber¨ucksichtigt wird,
daßQ1 mit der EbeneW = a [ p [ q und dem durcha p und q festgelegten
TangentenkegelK im Büschel liegt. Nach Lemma 2.14 aus Abschnitt 2.4 ist die durch
den Punktqab festgelegte QuadrikQ1 des BüschelsK + W2 genau dann oval, wenn
mit den Darstellungen in den Gleichungen (6.18), (6.20) und (6.16) gilt:
K(qab)  PaQa > 0;
was sich unter Ber¨ucksichtigung der Gleichungen (6.22) zu
8yP LM AbBa > 0;
umformen läßt und somit ¨aquivalent zur Aussage von Lemma 9.24 ist.
Ist das Makroelement konvex, so liegt der Durchstoßpunkty = ya + yb+ yc der
Transversalen durch die Punktebene auf derselben Seite vonAwieb oderc. Aufgrund
der speziellen Normierung der Tangentialebenen in Abschnitt 6.6 giltA(y) = 1. Somit
ist die homogenisierende KoordinateL = y + y + y vony positiv. Sind umgekehrt
die Koeffizienteny; y; y und P ; P ; P alle positiv, dann ist auch ihre Summe
L positiv. Hieraus folgt mit Lemma 9.24 und symmetrischen Betrachtungen f¨ur die
übrigen Quadriken des Makroelementes:
Korollar 9.25 Das in Abschnitt 6.6 berechnete Makroelement zu konvexen Ausgangs-
daten ist genau dann konvex, wenn
y > 0; y > 0; y > 0 und P > 0; P > 0; P > 0:
Bemerkung 9.26 Ist einer der Koeffizienteny; y oder y negativ, schneidet die
Transversale das zugeh¨orige Dreieck nicht in einem inneren Punkt. Das Transversa-
lensystem ist nicht zul¨assig.
9.6 Konvexe Keilkonstruktion
Zwei benachbarte Makroelemente eines Quadrikensplines durch die Kontaktelemente
a , b , c bzw. a , b , c werden durch einen Keil aus vier QuadrikenR1, R2, R1
und R2 glatt verbunden (vergl. Abschnitt 5.2). In diesem Abschnitt wird untersucht,
unter welchen Bedingungen der Keil zwischen zwei konvexen Makroelementen, die
wie im vorangehenden Abschnitt konstruiert wurden, konvex ist. Auch f¨r die Konve-
xität eines Keils ist bereits hinreichend, daß er nur aus ovalen Quadriken besteht.
Der Keil ist durch die Randebenen des Makroelementes und eine EbeneV durch die
Kanteab, die Berührebene zwischen den Quadrikenpaaren (R1, R2) und (R1, R2)
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vollständig festgelegt (siehe die Konstruktion 5.7). Die Wahl der EbeneV w rden wir
weiter unten einschr¨anken, um zu einfachen Aussagen ¨uber die Konvexit¨at der Keile
zu gelangen. Die QuadrikenR1 undR2, R1 und R2, sowieQ1 undQ2 des einen bzw.
Q1 und Q2 des anderen Makroelementes ber¨uhren sich in der gleichen EbeneU , die
die Transversalen der Makroelemente sowie in unserem Spezialfall die Schnittgerade
der TangentialebenenA undB enthält.
Seienr undr wie in Abbildung 5.5 die Randpunkte der Makroelemente in derÜber-
gangsebeneU . Die Bezeichnungen in diesem Abschnitt folgen denjenigen in der Kon-
struktion 5.7 sowie dem vorigen und Abschnitt 6.6. Insbesondere sind die Punktea,
b, c,c, r undr in erweiterten Koordinaten gegeben undU läßt sich alsA -B darstellen.
Die TangentialebenenR bzw. R in r bzw. r sind parallel zur Geradenab, da wegen
der speziellen Transversalenwahl die Pole der EbeneU b züglich aller QuadrikenQ1,
R1, R1 und Q1 in einem Punktxp zusammenfallen (siehe Lemma 7.3). Weil die Tan-
gentialebenen in den Nabenpunkten im vorigen Abschnitt parallel zur entsprechenden
Punktebene gew¨ahlt wurden, ist dieser Punkt der Fernpunkt der Geradenab
xp = a   b = P \ (a [ b):
Aus der Parallelit¨at vonR und R zu ab und der Normierung der Koordinaten vona
undb folgt:
Ra = Rb und Ra = Rb:
Die TrennebeneV zwischen den QuadrikenR1 und R1 bzw.R2 und R2 durchab
wird hier speziell durch die Schnittgerade der TangentialebenenR und R gewählt.
Für die Zweibogenkonstruktion in der Ebenearr liegt somit ein besonders einfacher
Spezialfall vor. Die beiden Kegelschnittb¨ogen durcha und r bzw. a und r mit
tangentenstetigem̈Ubergang längsV treffen sich in einem zweiten Punktu. Da sich
die Tangenten inr undr an den Zweibogen in der TrennebeneV treffen, istu durch
die harmonische Lage vona, U \V \ (a[r[ r), u undR\ R\ (a[r[ r) festgelegt
(siehe Abbildung 9.8). Dieser Punktu legt die tangentialebenenstetig anQ1 bzw. Q1
anschließenden QuadrikenR1 und R1 mit C1-Kontakt inV eindeutig fest.
Weiterhin existiert auf dem Kegelschnitt durcha und r noch ein zweiter Punktra
in der EbeneU , der nach Bemerkung 2.2 mit den PunktenU \ V \ (a [ r [ r), r und
U \ A \ (a [ r [ r) in harmonischer Lage ist. Auch durch diesen Punktra und den
C1-Kontakt mitQ1 in der Ebenearb ist die QuadrikR1 vollständig bestimmt. Insbe-
sondere ist sie genau dann oval, wenn der Punktra im Inneren des KegelsK liegt, der
Q1 in der Ebenearb berührt (siehe Lemma 2.14 in Abschnitt 2.4).




















Abbildung 9.8: Zweibogen in der Ebenerar.
Diese Eigenschaft wird zur Herleitung eines Konvexit¨atskriteriums für das Verbin-
dungsst¨uck der beiden Makroelemente herangezogen.
Der Punktra ergibt sich mit den Normierungen aus den Abschnitten 6.6 und 9.5 aus
U \ A \ (a [ r [ r) = (A  B) ^ A^ (a ^ r ^ r) = (Ar)r   (Ar)r
V = (Ra) R   ( Ra)R
U \ V \ (a [ r [ r) = ( RaRr)r + (Ra Rr)r
und
r = f( RaRr)r + (Ra Rr)rg(Ar) + f(Ar)r   (Ar)rg(Ra Rr)
über harmonische Verh¨altnisse:
ra = f( RaRr)r + (Ra Rr)rg(Ar)   f(Ar)r   (Ar)rg(Ra Rr)
= fAr RaRr   ArRa Rrgr + 2fArRa Rrgr: (9.5)
Der KegelK, der die QuadrikQ1 in der Ebenearb berührt, bestimmt sich aus den
Kontaktelementena , r und a , wobeia den zweiten Schnittpunkt der Kanteab mit
der QuadrikQ1 darstellt. Nach Bemerkung 2.2 liegta mit a, yp undxp in harmonischer
Lage. Also folgt mityp = (Ab)a + (Ba)b (siehe Gleichung (6.15)) undxp = a  b:
a = (Ab   Ba) a + 2(Ba) b: (9.6)
Da die Geradea[b und die GeradeA\B polar bez¨uglich der QuadrikQ1 sind, enth¨alt
die Tangentialebene ina die Schnittgerade vonA undB:
A = 2AbB + (Ba   Ab)A: (9.7)
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Bei der Konstruktion des KegelsK wird wie in Bemerkung 2.13 vorgegangen. Die
Ebene
W = (A\ A\ R) [ a [ a
bestimmt sich aus
Aa = 2AbBa = Aa
Ra = (Ab+ Ba)Ra
und ergibt
W = Ra(BaA + AbB)   (AbBa)R:
Einsetzen der Punkter undr liefert:
Ar = Ar(Ab+ Ba)
Wr = ArRa(Ab+ Ba)
Wr = ArRa(Ab+ Ba)   (AbBa)Rr:
Der Tangentialebenenkegela a r schreibt sich nach Bemerkung 2.13 als
K =  2Ar Ar fWW tg + (Wr)2fA At + AAtg:
Die QuadrikR1 ist nach Lemma 2.14 genau dann oval, wenn
K(ra) Ar Ar > 0:
Einsetzen von Gleichung (9.5) in die Kegelgleichung ergibt
K(ra) =  8(Ab+ Ba)(Ar)4(Ra)2 RrRr(AbBa)
ABR R jabrrj :
woraus aus Symmetriegr¨unden und unter Ber¨ucksichtigung positiver Faktoren zusam-
menfassend folgt:
Lemma 9.27 Der Keil zwischen den Makroelementena b c bzw. a b c mit
Randpunktenr undr in der gemeinsamen̈UbergangsebeneU ist genau dann konvex,
wenn
RrRr
ABR R jabrrj < 0: (9.8)
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Abbildung 9.9: Schnitt des Quadrikensplines mit der EbeneU .
Geometrische Interpretation
Das Konvexitätskriteriums 9.8 l¨aßt sich durch Bedingungen an die Lage der Randebe-
nen der Makroelemente erf¨ullen:
Lemma 9.28 Sind die Randebenenabr undabr angrenzender streng konvexer Ma-
kroelemente so gew¨ahlt, daß8><
>:
A\ B \R undr auf verschiedenen Seiten vonR liegen und
A\ B \R undr auf derselben Seite vona [ b [ r liegen und
a undr auf derselben Seite vonR liegen,
(9.9)
dann ist der Keil zwischen den Makroelementen streng konvex (siehe Abbildung 9.9).
Beweis:Zum Beweis werden wir verwenden, daß sich die homogenisierende Koor-
dinate eines Punktesx durch Einsetzen in die Gleichung der FerngeradenE0 ergibt.
Damit liegen zwei Punktex undr in beliebigen homogenen Koordinaten genau dann
auf der gleichen Seite einer EbeneE, wenn
E(x) E(r) E0(x) E0(r) > 0
gilt.
Damit und mit den Normierungen des vorangehenden Abschnitts schreibt sich Bedin-
gung (9.9) als8><
>:
R(A ^ B ^R)  E0(A^ B ^R)  R(r) < 0;
(a ^ b ^ r)(r)  E0(A ^ B ^R)  (A ^ B ^ R)(a ^ b ^ r) > 0;
R(r) > 0:
Mit
(A ^ B ^ R)(a ^ b ^ r) = AbBrRa + BaRbAr > 0;
folgt Gleichung (9.8) und somit die Konvexit¨at des Keils unmittelbar. 2
9.6 Konvexe Keilkonstruktion 103
Bemerkung 9.29 Zu den vier Kontaktelementen zweier benachbarter Dreiecke, die
eine konvexe Konfiguration bilden, k¨onnen Randebenen und Nabenpunkte so bestimmt
werden, daß der sie verbindende Fl¨achenverbund konvex ist (siehe die Abbildungen
9.10 und 9.11). Die analytische Formulierung dieser Beziehung erfordert jedoch kom-
plexe Berechnungen, auf die hier verzichtet wird. Weiterhin bleibt noch zu untersuchen,
inwieweit sich die Abh¨angigkeiten global erf¨ullen lassen.
Abbildung 9.10: Konvexer Keil.
Abbildung 9.11: Nichtkonvexer Keil .
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Bemerkung 9.30 In Abschnitt 8.2, Seite 80, werden Nullmengen trivariater Powell-
Sabin-Splines betrachtet. Da der Schnitt einer konvexen Menge mit einer (Hyper-)
Ebene wiederum konvex ist, kann das Konvexit¨atskriterium für multivariate Powell-
Sabin-Interpolanten aus [Bangert & Prautzsch ’99a] auf diese speziellen Quadriken-
splines angewendet werden. Diese Zusammenh¨ange und ihre Auswirkungen m¨ussen
noch genauer untersucht werden.
Kapitel 10
Glätten von Quadrikensplines
Bei der Konstruktion der Quadrikensplines existieren zahlreiche Freiheitsgrade, deren
willk ürliche Wahl zu unerw¨unschten Artefakten oder zu sehr welligen Fl¨achen führen
kann (siehe hierzu Abschnitt 6.1 und die Abbildungen 5.10, 5.11 und 6.3). L¨aßt sich
der lokale Einfluß der Freiheitsgrade noch relativ gut geometrisch ausdr¨ucken, so sind
die globalen Auswirkungen nur schwer absch¨atzbar.
In diesem Kapitel werden einige Ans¨atze zur Glättung von Quadrikensplines vorge-
stellt, in denen die Freiheitsgrade optimal gew¨ahlt werden sollen, um m¨oglichst “an-
sprechende” Fl¨achen zu erhalten. Dieses “optische” Kriterium muß zun¨achst eine ma-
thematisch faßbare Form erhalten. Hierzu werden Kr¨ummungen einer Quadrik aus
ihrer impliziten Darstellung berechnet. Danach werden Energiefunktionale definiert,
mit denen die Glattheit einer Fl¨ache bewertet werden kann. Schließlich werden Strate-
gien zur Auswertung dieser Funktionale vorgestellt. Die Anpassung der Freiheitsgrade
zur Optimierung der Glattheitsfunktionale wird Stoff f¨ur zukünftige Untersuchungen
bieten.
10.1 Krümmungen
Anhand verschiedener Kr¨ummungen kann die Glattheit einer Fl¨ache beurteilt wer-
den. Wünschenswert ist eine m¨oglichst gleichm¨aßige Krümmungsverteilung ent-
lang der gesamten Fl¨ache oder zumindest eine geringe Oszillation der Kr¨ummung.
Zur Beurteilung der Kr¨ummung einer Fl¨ache stehen verschiedene Kr¨ummungsma-
ße zur Verfügung, beispielsweise die Hauptkr¨ummungen, die mittlere und Gaußsche
Krümmung. Sie berechnen sich im wesentlichen aus den ersten und zweiten Ablei-
tungen einer beliebigen regul¨aren Parametrisierung der Fl¨ache. Insbesondere sind sie
(eventuell bis auf Vorzeichen) invariant unter regul¨aren Umparametrisierungen und
Bewegungen.
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Seiengij = xixj die Fundamentalgr¨oßen erster Art,hij = xijn die Fundamental-
größen zweiter Art einer Parametrisierungx(y1; y2) der Fläche. Dann ergeben sich die
Gaußsche Kr¨ummungK bzw. die mittlere KrümmungH als
K = det[(gij)






1=2 = H 
p
H2  K
sind die Eigenwerte der Matrix(gij) 1 (hij), die zugeh¨origen Hauptkr¨ummungsrich-
tungen die entsprechenden Eigenvektoren.
Im folgenden werden Formeln hergeleitet, die die Kr¨ummungen einer Quadrik direkt
aus ihrer impliziten GleichungxtAx = 0 ermitteln. Mittels stereographischer Projek-
tion (siehe Abschnitt 3.1) wird hierzu zun¨achst eine Parametrisierung der Fl¨ache be-
stimmt, aus der sich die parametrisierungsinvarianten Kr¨ummungen in einem Punkt
x0 gemäß obiger Formeln berechnen lassen. Da die Kr¨ummungen bewegungsinvariant
sind, können wir weiterhin ohne Beschr¨ankung der Allgemeinheit annehmen, daß die
QuadrikxtAx = 0 den Punktx0 = [1 0 0 0]t enthält und dort die Tangentialebene









77775 mit A = (ij)3i;j=1:
Die z-Achse des Koordinatensystems schneidet die Quadrik in einem zweiten Punkt
z = [1 0 0 ]t, der als Zentrum der stereographischen Projektion gew¨ahlt wird (ver-
gleiche hierzu Abschnitt 3.1). Die Bildebene sei die TangentialebeneX0y = 0 mit
y = [1 y1 y2 0]
t = [1 y 0]t.
Diese stereographische Projektion ergibt folgende Parametrisierung der Quadrik:
x = c y   d z;








Insbesondere istx(o) = x0, c(o) = 2 undd(o) = 0.
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Zur Berechnung der Kr¨ummungen werden zun¨achst die Ableitungen nachy1 undy2,
die mit den Indizes 1 und 2 gekennzeichnet sind, bereitgestellt:





  x(c1   d1);





  x(c2   d2);
x11(c  d) =
"
cy11 + 2c1y1 + c11y
 d11
#
  2x1(c1   d1)  x(c11   d11);
x12(c  d) =
"
cy12 + c1y2 + c2y1 + c12y
 d12
#
  x1(c2   d2) 
 x2(c1   d1)  x(c12   d12);
x22(c  d) =
"
cy22 + 2c2y2 + c22y
 d22
#
  2x2(c2   d2)  x(c22   d22):
Hierbei ist
c = 2( + y113 + y223);
c1 = 213;
c2 = 223;
c11 = c12 = c22 = 0;
d = 11y21 + 212y1y2 + 22y
2
2;
d1 = 2(11y1 + 12y2);















; yij = o:
Auswerten der Ableitungen iny = o ergibt:
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Für die Fundamentalgr¨oßen folgt somit
g11 = 1 g12 = 0 g22 = 1
h11 =  11= h12 =  12= h22 =  22=;













Aus der Bewegungsinvarianz der Fundamentalgr¨oßen und der Kr¨ummungen folgt:
Satz 10.1Die Gaußsche Kr¨ummung einer Quadrik
xtAx + 2atx +  = 0







Bezeichnenu undv zwei orthonormale Vektoren in der Tangentialebene vonx0, so






SeiX0 = Ax0 = [ xt0n0 nt0]t die Tangentialebene inx0 = [1 x0]t und sei
 = ja+Ax0j. Der Normalenvektorn0 werde durch zwei Vektorenu undv zu einem
Orthonormalsystem erg¨anzt.
Dann bildet die Bewegung



































Die Quadrik schreibt sich somit alsxtB tAB 1x = xtAx = 0 mit
A = B tAB 1 =
2
66664
0 0 0 
0 utAu utAv utAn0























woraus wegen der Parametrisierungs- und Bewegungsinvarianz der Kr¨ummungen die
Behauptung folgt. 2
Beispiel 10.2 In einem Punktx0 = r[cos  cos cos  sin sin ]t ergeben die











Beispiel 10.3Das hyberbolische Paraboloidz = xy besitzt mita = [0 0 1]t,  = 0,
i 4 i = 1, ij = 0 sonst, inx0 = o die Krümmungen
K(o) =  1 und H(o) = 0:
10.2 Gl̈atten
In Kapitel 6 wurden die Freiheitsgrade der Quadrikensplinekonstruktion untersucht.
Diese bestehen in der Wahl der Randebenen der einzelnen Quadrikensegmente, der
damit verknüpften Wahl der transversalen Geraden, sowie der Wahl der Nabenelemen-
te. Die Wahl der Randebenen kann nicht auf einfache Weise analytisch formuliert und
insofern kaum f¨ur eine Optimierung der Fl¨achengestalt verwendet werden.Ähnliches
gilt f ür die transversalen Geraden, die dar¨uberhinaus komplexen globalen Abh¨angig-
keiten gen¨ugen müssen (siehe Abschnitt 6.4).
Die Wahl der Nabenelemente l¨aßt sich jedoch einfach durch analytische Gewich-
te steuern. Der Nabenpunkt wird hierbei durch eine Koordinate auf der Transver-
salengeraden festgelegt und eine zugeh¨orige Tangentialebene kann als L¨osung des
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Gleichungssystems (6.1) berechnet werden (siehe die Abschnitte 6.2 und 6.6). Diese
Lösung hängt von Gewichten ab, die den Eckpunkten des gegebenen Dreiecksnetzes
beliebig zugeordnet werden k¨onnen. Damit ergibt sich je ein Freiheitsgrad pro Dreieck
des gegebenen Netzes sowie je ein weiterer pro Eckpunkt des Netzes. Diese Freiheits-
grade können nun in einem Gl¨attungsprozeß variiert werden.
Das Glätten parametrischer Fl¨achen wirdüblicherweise auf die Minimierung gewis-
ser “Glattheitsfunktionale” zurc̈kgeführt. In diese Glattheitsfunktionale gehen ver-
schiedene Kr¨ummungsmaße und deren erste Ableitungen ein. In [Greiner ’91] wird









2) + 2(1   b)12 d! (10.3)
mit Hauptkrümmungen1 und2 und Materialkonstantena; b gegeben. Mit Hilfe der





4aH2 + 2(1   a  b)K d!: (10.4)
Da sich die Gaußsche und mittlere Kr¨ummung einer Quadrik nach dem vorangehen-
den Abschnitt direkt aus ihrer impliziten Gleichung bestimmen lassen, k¨o nen die
Integranden in (10.3) und (10.4) auch f¨ur implizit dargestellte Quadrikensplines auf-
gestellt werden.
Die Integrale lassen sich auch f¨ur parametrische Fl¨achen nur numerisch auswerten.
Hierzu werden in ausgew¨ahlten Punkten der Fl¨ache die Werte des Integranden be-
stimmt und mit bestimmten Gewichten multipliziert aufsummiert. Somit k¨onnen die
Integrale auch f¨ur implizit dargestellte Quadrikensegmente mit Hilfe von Integrati-
onsformeln ausgewertet werden. Integrationsformeln f¨ur mehrdimensionale Integrale
finden sich in zahlreichen Numerikb¨uchern, beispielsweise in [Stroud ’74].
Die einfachste Integrationsformel liefert die Verallgemeinerung der Trapezformel f¨ur
eindimensionale Integrale. Angewendet auf die dreieckigen Quadrikensegmente der
Quadrikensplines ergibt sich, daß zun¨achst der Integrand in den Eckpunkten der Seg-
mente ausgewertet wird. Nicht vorgegebene Eckpunkte berechnen sich hierbei durch
den Schnitt einer Kante des berandenden Tetraeders mit der Quadrik, d.h. durch L¨osen
einer quadratischen Gleichung. Die aus den Gleichungen (10.1) und (10.2) erhaltenen
Krümmungswerte werden in den Integranden in (10.4) eingesetzt und anschließend
aufsummiert. Mit einem Drittel der Fl¨ache des von den Eckpunkten aufgespannten
Dreiecks multipliziert ergibt sich eine N¨aherung für das IntegralJab des Segmentes.
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Die Genauigkeit des Integrals kann durch Unterteilung des Quadrikensegmentes oder
Anwendung komplexerer Integrationsformeln erh¨oht werden.
Die “thin-plate-energy” des gesamten Quadrikensplines, die sich durch Aufsummieren
der Energien der einzelnen Quadrikensegmente ergibt, kann nun in Abh¨angigkeit von
den vorher beschriebenen Gewichten, die die Nabenelemente festlegen, berechnet
werden. Dieser Ausdruck kann mit einem Optimierungsverfahren minimiert werden.
Die Auswahl geeigneter Optimierungsverfahren und anderer Energiefunktionale bietet
Raum für weitere Untersuchungen.
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