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1. Radicals and diradicals 
 Since 1897, when Moses Gomberg synthesized for 
the very first time the trityl radical,1,2,3 the chemistry of radicals 
has been subject of constant investigation. More than a 
century later, this special kind of molecules has been 
suggested as potential candidates for electronic devices, 4 
environmentally friendly redox active materials, 5 , 6 , 7  and 
optoelectronic devices.8,9 Most of the known radicals show an 
intrinsic instability and high reactivity in processes such as 
dimerization or polymerization, frequently appearing as 
intermediates in photochemical and thermal reactions. 
Nevertheless, there is a non-negligible number of radicals 
with longer life-times and stable enough to be characterized in 
solution (persistent radicals), 10  or even to be generated, 
isolated and stored. 
 Radical systems, also known as free radicals or 
monoradicals, are essentially those systems with an unpaired 
electron. Since the spin quantum number of an electron is 
S=1/2, the spin multiplicity (2S+1) for monoradicals is 2, that 
is, doublet. Those molecules with two unpaired and 
independent electrons are commonly denoted as diradicals or 
biradicals, depending on certain particularities. The long 
distance between the radical centers may produce an 
electron exchange interaction close to zero (J≈0), situation in 
which the appropriate denomination is biradical. Biradicals 
should be seen as two doublets inside the same moiety. In 
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the other hand, those molecules with two unpaired electrons 
and an electron exchange interaction different to zero (J≠0) 
are denominated diradicals, and may lead to two different 
spin multiplicities: singlet and triplet. 
 
Figure 1: Different types of diradical molecules. From left to right, the 
represented molecules are para-benzyne, para-benzoquinone, meta-
benzoquinone and cyclobutadiene. 
 Diradicals can be classified as localized and 
delocalized (see Figure 1). The latter can be further classified 
as Kekulé and non-Kekulé diradicals. Kekulé diradicals can 
be described as a structure with all the electrons paired 
(closed shell contribution) and as a structure with unpaired 
electrons (open shell contribution). Molecules such as meta-
quinodimethane, tetramethylenemethane or oxyallyl 
derivatives are classified as non-Kekulé delocalized 
diradicals, which are not fully conjugated in their Kekulé 
structures. Additionally, antiaromatic molecules are also 
classified as delocalized systems, defined as planar cyclic 
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represented with two rectangular isomers, where the diradical 
square structure plays the role of transition state. 
 When the two unpaired electrons are located in two 
non-bonding molecular orbitals, the diradical may be 
described by six electronic configurations: two triplets, two 
open-shell singlets and two closed-shell singlets (see Figure 
2). If the molecular orbitals are degenerate, the system is 
denoted as diradical; when they are quasi-degenerate, the 
preferred term is diradicaloid. 
 
Figure 2: Electronic configurations describing the ground state of a 
molecule with two unpaired electrons.  
 Following Hund´s rule,11 the most stable multiplicity for 
diradical molecules is the triplet followed by the open-shell 
singlet. The large electron-electron repulsion interaction (K) 
prevents the existence of two electrons sharing the same 
orbital, so that the closed-shell singlet is the least stable 
possibility. However, if the overlap integral between both 
molecular orbitals is quite small or negligible, Hund´s rule may 
not apply and the closed-shell singlet state might be the 
ground state. The electron exchange interaction (J) is 
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ground state, while J>0 states for a triplet. When the 
molecular orbitals are non-degenerate (diradicaloids), an 
energy gap appears between them. Thus, the closed-shell 
state appears as a possible electronic configuration for the 
ground state. If this energy gap is larger than the electron-
electron repulsion (K), the preferred spin multiplicity is the 
singlet state. This means that a diradicaloid molecule can 
show an electronic configuration that may be described as an 
intermediate situation between a diradical (degenerate 
orbitals) and a closed-shell molecule.  
 One of the most important parameters for the study of 
diradicals is the singlet-triplet energy gap (E[T1]
DFT), which 
can be calculated from J as: E[T1]
DFT=E[S0]–E[T1]=2J. At this 
point, the diradical character appears as a magnitude to 
measure how important is the diradical configuration on a 
particular system, and it can be estimated from the 
occupation of the lowest unoccupied molecular orbital 
(LUMO).  
 Many experimental research has been performed to 
investigate this kind of molecules.12,13,14,15,16,17,18 For instance, 
usual reactions as homolytic bond-cleavage or cyclization 
reactions depend fundamentally on localized diradicals that 
play the role of intermediate compounds. While triplet 
diradicals have been routinely investigated due to their long 
lifetimes, there is a lack of experimental data available for 
singlet diradicals. For example, molecules as ortho- and para-
quinodimethanes, as well as Thiele´s19 or Tschitschibabin´s20 
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hydrocarbons are illustrative Kekulé-type delocalized 
diradicals. Unfortunately, Kekulé-type diradicals are often 
unstable or difficult to stabilize.21,22  
 Nowadays, there is a renewed interest in diradical and 
multiradical systems due to the remarkable optical and 
magnetic properties they exhibit, in addition to their specific 
chemical reactivity. 23  For example, recent theoretical and 
experimental studies have opened a novel field of open-shell 
-conjugated systems, such as polycyclic aromatic 
hydrocarbons and graphene, endorsing unique physico-
chemical properties relevant in optoelectronics 24  and 
spintronics.25 , 26 , 27  Some of these interesting properties are 
low-energy excited states, 28 , 29  tailorable low-spin/high-spin 
gaps, 30 , 31  high-yield singlet fission processes, 32 , 33 , 34  short 
intramolecular distances in the solid state35,36 and large two-
photon absorptions,37 among others, and have been found to 
be originated in the singlet open-shell electronic structure of 
diradical character. Besides, singlet diradicals are involved in 
homolytic cleavage processes, and they are of great 
importance to investigate chemical reactivity and reaction 
mechanisms.38  
 For the sake of clarity, in this thesis, the difference 
between diradical and diradicaloid will be ignored and the 
term used to designate them will be “diradical”, despite most 
of the presented systems are actually “diradicaloid” 
molecules.  




2.1. Solar energy harvesting. Solar cells 
 During the last decades, solar energy has gained 
acceptance as a clean and renewable alternative to the 
combustion of fossil fuels. Despite solar panels are already 
providing a large amount of energy, they still represent a 
small fraction of the total energy generated and consumed. In 
that manner, a large amount of energy is daily wasted, since 
the global energetic demands would be covered just by 
harvesting a 0.1% of the total sunlight, with an average 
conversion efficiency of 10%.39 Moreover, this kind of energy 
can be indefinitely and ubiquitously harvested, avoiding 
accidents related to the inherent danger of installations such 
as nuclear power plants or oil refineries. 
 
Figure 3: General structure of solar cell.  
 Solar cells owe their existence to the observation done 
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produced small amounts of electricity after being irradiated 
with light. This finding was called photovoltaic effect, which is 
the basis of the physical process that leads to the conversion 
of sunlight into electrical energy. Thus, photovoltaics involves 
converting solar energy into electricity using semiconductor 
materials that exhibit the photovoltaic effect. 
 The general structure of a typical solar cell is shown in 
Figure 3. A layer of photoactive material is located between 
two electrodes. When a photon is absorbed, an electron-hole 
pair (exciton) is created. This pair can dissociate into separate 
charges that are transported to the electrodes, generating a 
current. 
Table 1. Band gaps of several photovoltaic materials, in eV and nm (in 
brakets). 
Material  Band gap 
Silicon (Si) 1.11 (1117) 
Copper oxide (CuO) 1.20 (1033) 
Indium phosphide (InP) 1.35 (919) 
Gallium arsenide (GaAs) 1.43 (867) 
Cadmium telluride (CdTe) 1.49 (832) 
Cadmium selenide (CdSe) 1.73 (717) 
Selenium (Se) 1.74 (713) 
 In order to create the electron-hole pair, energy equal 
or higher than the band gap must be provided to promote the 
electron from the valence band to the conduction band. All 
wavelengths with less energy than the required will be wasted 
by heating the panel or just will pass through. In general, the 
band gaps of photovoltaic materials range between 1.1 to 1.8 
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eV (see Table 1). 
 
Figure 4: Conversion efficiencies of solar cells (1976-2017) for various 
photovoltaic technologies at research level. Taken from the National 
Renewable energy Laboratory (NREL).
40
 
 In order to overcome traditional polluting fuels and 
impose the solar energy as one of the main sources of 
electricity, it is essential to keep on reducing the cost of the 
solar energy by increasing the efficiency of solar devices. 
Traditional crystalline silicon-based solar panels have 
achieved a 25.6% of efficiency, approaching the maximum 
theoretical limit for a single-junction solar cell, set as 32% by 
the Shockley-Queisser limit.41 In recent years, second- and 
third-generation solar cells based on organic 42  or hybrid 
materials 43  have been developed achieving promising 
efficiencies of conversion in research solar cells (22.1%),44 
see Figure 4. Amongst these technologies, organic-based 
solar cells are especially appealing due to their low 
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manufacturing costs, mechanical properties and design 
capabilities, but their conversion efficiencies are still too low. 
 One of the main energy losses in solar cells results 
from the inability to harvest and efficiently convert high-energy 
solar photons into electricity. Processes that can provide new 
paths to circumvent the energy loss are based either on the 
combination of two-low energy photons to generate a photon 
with a suitable energy or, alternatively, by splitting a high-
energy photon into two energetically adequate photons. 
Those processes are called, respectively, upconversion and 
downconversion. 39,45,46,47 In the case of organic materials, the 
downconversion of short wavelength photons is called singlet 
fission (SF).33 
2.2. Singlet fission 
 By definition, singlet fission is a spin-allowed 
photophysical process in which one spin-singlet excited state 
splits into two triplets, hence potentially generating two low-
energy excitons per absorbed photon. The whole process can 
be summarized as S0 + S1  T1 + T1, and is represented in 
Figure 5. Despite the growing interest and numerous 
experimental and theoretical efforts towards this 
phenomenon, the list of requirements has limited, so far, the 
number of efficient singlet fission compounds to only few 
molecules such as tetracene,48 pentacene,49,50,51 hexacene52 
and, more recently, copolymer structures based on strong 
intramolecular donor-acceptor interactions.53 In that manner, 
                                                              Chapter 1. Introduction 
12 
 
the implementation of the singlet fission process might boost 
the solar energy harvesting thanks to a remarkable 
enhancement of the energy recovery efficiency, due to the 
overcome of the Shockley-Queisser limit. 
 
Figure 5: Stages of the singlet fission mechanism in which molecules A 
and B are involved. Firsly, the photon excites molecule A from S0 to S1 (a). 
Following, molecule A decays into T1, so that the resulting energy may 
excite molecule B from S0 to T1 (b). Finally, both molecules, A and B, are in 
their triplet state (c). 
 In addition to the general requirements for solar cells 
sensitizers, such as good light-harvesting capabilities or 
photo-stability, singlet fission chromophores have to fulfill two 
energy conditions:32 (i) the energy of the first singlet excited 
state (E[S1]) should be slightly higher than (or at least equal 
to) twice the energy of the first triplet state (E[T1]), in such a 
way that the process is exoergic (or isoergic). If the process is 
exaggeratedly exoergic the efficiency may be reduced due to 
energy loss by heating. (ii) The second triplet excited state 
(E[T2]) must be higher in energy than twice the energy of the 
first triplet excited state (E[T1]) in order to avoid no-fission 
decay into the triplet manifold. The deactivation channel into 
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Q1 state in organic molecules is expected to lie at higher 
energies.  
 One of the fingerprints of diradical molecules is the 
small singlet-triplet gap (E[T1]
DFT), mainly derived from the 
small energy difference between the HOMO and the LUMO 
inherent to this kind of molecules. This feature can be 
exploited for singlet fission.  
3. Organic batteries 
 Since the early 90s, 54  lithium-based batteries have 
been gaining commercial acceptance, since they represent a 
big reduction on the size and weight of electronic devices. 
The main reason is the remarkable improvement of the 
energy density compared to traditional nickel-cadmium or 
nickel-metal hydride batteries. Together with the long cycle 
life, all these advantages have made lithium batteries the 
dominant technology to provide power for small portable 
devices, such as cell phones, as well as modern electric-
powered cars. However, the conventional inorganic cathode 
materials, such as LiCoO2 or LiFePO4, are composed of 
metals, some of which come from limited resources. Thus, 
waste processing is a difficult and crucial issue that causes 
environmental concern. As an alternative to inorganic 
functional materials, electroactive organics or polymers 
involving reversible redox reactions are promising candidates 
as electrode materials for green lithium batteries, because of 
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their light weight, flexibility, higher theoretical capacity, safety 
and potential low cost.55,56,57 
3.1. Working principles 
 Independently of how it is composed, a battery 
consists in a cathode (the electrode where the reduction 
occurs) and an anode (which supports the oxidation). The 
whole system is submerged on an electrolyte and, in order to 
avoid dead short circuit, both electrodes are separated by a 
separator. To assemble a rechargeable battery, there must be 
a voltage gap large enough between the cathode (with higher 
redox potential) and the anode (with lower redox potential). 
Among the possible cell configurations, one of the most 
common is the so-called n-type, where the redox reaction 
takes place between the neutral state and the negatively 
charged state. In this process, a cation (usually Li+) is 
necessary to neutralize the negative charge in the organic 
compound (see Figure 6).  
 A rechargeable battery may be characterized by the 
following values:58 
 Cell voltage: The common LiCoO2 battery shows high 
voltage (≈3.9V), but in certain cases a redox potential 
higher than 2 V can be considered enough. 




Figure 6: General structure of the discharge and charge processes of an 
organic battery.  
 Capacity (C): Defined as the ratio between the 
charges stored by unit of mass. The specific capacity 
(experimental) is always lower than the theoretical 
one, referred as the capacity that should show a 
molecule to be completely reduced or oxidized. The 
cathode of LiCoO2 battery is characterized by a 
capacity of 295 mAhg-1 (around 140 mAhg-1 if it is 
considered the full battery) and, considering that this 
magnitude is one of the weak points of the commercial 
Li-ion energy storage devices, batteries with high 
capacity can be expected in the future, expressed as 
shown in the formula below. There, n stands for the 
number of electrons transferred per molecule, F is the 
Faraday constant (96485 Cmol-1) and MW is the 
molecular weight (gmol-1). 
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 Energy density: Defined as the product of the cell 
voltage by the capacity. In case of LiCoO2, it may 
reach 600 WhKg-1. 
 Coulombic efficiency: It is the percentage that relates 
the charge and the discharge capacity. It should be 
higher than 95%. 
 Cycle life: Is the number of complete charge/discharge 
cycles that the battery is able to resist. It should be 
over 3000. 
 Rate capability: Measures the necessary current to 
completely charge the battery on a certain period of 
time. For instance, 1h is expressed as 1C, while 2C 
means 30 min. This feature can be related with the 
charging time, almost as important as the cell voltage 
itself for a practical commercial use. LiCoO2 batteries 
show rates between 0.1C and 5C (10 h-12 min), so 
higher rates would be recommended. 
 
3.2. Organic cathodes 
 After almost three decades of intense development of 
Li-ion batteries using metal-based inorganic materials 
(LiCoO2, LiFePO4) as cathode, this technology is reaching its 
theoretical limit.59,60 Thus, plenty of investigations and reviews 
can be found in the literature, where some promising 
materials are suggested.56,61Among them, different types of 
molecules can be highlighted, namely, conjugated amines, 
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thioethers and carbonyls, conducting polymers, 
organodisulfides, etc.  
 One of the most common sorts of organic cathodes is 
that composed of conjugated carbonyl compounds.55,56,57 In 
1972, Alt et al. 62  suggested a set of quinone molecules 
including p-benzoquinone or diphenoquinone, concluding that 
conjugated carbonyl molecules show adequate features to be 
used as cathode in secondary (rechargeable) batteries. In 
aqueous solution, quinones can be reduced in a two-electron 
step, while in an aprotic media the quinone (Q) can be 
reduced to the semiquinone (Q-) and to the quinone dianion 
(Q-2), in two separated monoelectronic processes. The Q- 
molecule is reversibly obtained and shows an intrinsic 
instability that leads to disproportionation, producing the initial 
Q molecule together with Q-2. In the other hand, the dianion 
generation by reduction of the semiquinone is a 
quasireversible process. The redox behavior of quinones has 
been profusely analyzed.63  
 The most striking disadvantage is the high solubility of 
the quinones on the electrolytes, reducing drastically the 
cyclability. Some attempts to solve this problem led 
fundamentally to two successful strategies. The first one is to 
increase the size of the molecules, for example synthesizing 
quinones with large substituents, or even polymers. The 
second strategy is to adsorb the molecules into surfaces, 
immobilizing them on solid substrates through physisorption 
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or chemisorption. Finally, solid-state organic batteries are a 
novel solution in which the electrolyte is a solid polymer.64,65 
 The reduction potentials of the traditionally 
investigated organic cathodes are determined by the stability 
of the reduced form, whereby the influence of the solvent, the 
electrolyte, etc., plays a fundamental issue. Additionally, the 
nature of the cathode ground state may deeply affect the 
reduction potential as well as other fundamental factors such 
as the stability. 
4. Motivation and scope of the work 
 The continued increase in global energy demand is 
today one of the greatest challenges that the scientific 
community must face. The increasingly limited supplies of 
fossil fuels together with the inherent problems they present 
(high environmental risks, rising prices, etc.) are an indication 
of the need to find alternative energy sources, 
environmentally sustainable and cheap. 
 Among the plethora of materials proposed, organic 
singlet open-shell diradicals represent a new and promising 
alternative to conventional organic materials due to their 
unique electronic structures and fascinating properties, such 
as low-energy gaps between the triplet and singlet ground 
states, near-IR absorption, enhancement of nonlinear optical 
properties, etc. In particular, theoretical studies on the singlet 
fission process suggest the important role of open-shell 
Chapter 1. Introduction   
19 
 
diradicals in future photovoltaic devices to enhance the 
efficiency of the current commercial solar cells. Furthermore, 
the electrochemical features of diradical molecules containing 
carbonyl groups deserve a close inspection, since quinones 
are capable to provide high reduction potentials and high 
energy density to design organic batteries. Nevertheless, the 
non-negligible diradical nature that many conjugated 
carbonyls present has been omitted in almost all of the 
published works so far. These appealing features are known 
to be originated in the open-shell character of the ground 
state. 
 In spite of the great experimental efforts devoted to 
the characterization of these systems, many of their 
properties remain elusive, fundamentally due to the difficulties 
to obtain empirical data from these unstable systems. In this 
context, computational approaches have emerged as a 
valuable tool to unravel some of the otherwise inaccessible 
features of diradicals. This thesis represents a contribution to 
this computational effort, aimed at calculating, understanding 
and predicting properties of singlet-open shell diradicals. 
 In this thesis, a systematic study is performed to:  
(i) Analyze in detail the features that may tune the 
open-shell diradical character of organic molecules 
and its influence in both the ground and low-lying 
excited states, as well as in the electrochemistry of 
these molecules, to be used as a useful guideline 
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for the design of new efficient singlet fission 
sensitizers and organic cathode materials. 
(ii) Accomplish a screening of a large number of 
diradical molecules that may be useful for the 
experimental community, as a first step towards 
the pursuit of these new materials. 
 The content of this thesis is organized as follows:  
 In Chapter 2, the most relevant computational 
methods used in this work are summarized.  
 In Chapter 3, different DFT and TDDFT 
approaches are assessed, in order to choose the 
best suited for the purpose of this thesis. 
 In Chapter 4, an extensive and systematic study of 
the conditions by which the diradical character 
may be affected is performed.  
 In Chapter 5, the carbonyl-containing molecules 
from Chapter 4 are selected to calculate their 
electron affinities, ionization potentials and their 
reduction potentials to evaluate their feasibility to 
be used as cathode materials.  
 In Chapter 6, the low-lying excited states are 
calculated for all the molecules of Chapter 4, as 
required to evaluate the energy requirements for 
an efficient singlet fission process.  
 Finally, in Chapter 7 are summarized the major 
conclusions of this thesis. 
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1. Schrödinger equation 
 The most fundamental equation in quantum 
mechanics is the Schrödinger equation,66 often expressed as: 
      
where   is the Hamiltonian operator and  is the 
wavefunction, a mathematical function that contains all the 
information of a given system and is the eigenfunction of  . 
The application of the Hamiltonian operator to the 
wavefunction yields the eigenvalue E, the energy of the 
system.  
 For a system with N electrons and M nuclei, the non-
relativistic Hamiltonian includes the kinetic energy of both 
nuclei (   ) and electrons (   ), the electron-nucleus attraction 
(    ) as well as the repulsion between electrons (    ) and 
nuclei (    ): 
                         
which, in atomic units, would be expressed as follows: 
    




   
             
 
   
   
 
         
  
   
 
   
 
   
 
   
 
   
  
    
                  
 
   
 




 This complex equation can only be solved exactly for 
a one-electron system (e.g. the hydrogen atom), due to the 
electron-electron interaction term (         , second summation 
in previous Equation) and approximations must be done. 
1.1. Born-Oppenheimer Approximation 
 The Born-Oppenheimer approximation 67  is based in 
the difference of mass between the electrons and the nuclei 
(the mass of the proton and the neutron is about 1800 times 
larger than the electron mass). Thereby, the motion of the 
electrons is several orders of magnitude faster than that of the 
nuclei, that is, on the time scale of the electron motion, nuclei 
can be considered as stationary objects. Similarly, electrons 
are assumed to respond instantaneously to any change in the 
nuclear configuration and, therefore, the nuclei are 
considered to move in the mean field generated by the 
electrons. In consequence, this allows the nuclear and 
electronic parts of the Schrödinger equation to be treated 
separately. In other words, for the electronic motion, the 
nuclear kinetic energy term (   ) is neglected and the nuclear 
repulsion term (     ) is a constant, while the interaction 
between nuclei and electrons (    ) depends parametrically on 
the coordinates of the fixed nuclei.  
 As a result, the molecular Schrödinger equation is 
transformed into the electronic Schrödinger equation, where 
the wavefunction, e, depends explicitly only on the electronic 
coordinates. 
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2. Ab initio methods 
 Besides the Born-Oppenheimer approximation, further 
approximations have to be made in order to solve the 
molecular Schrödinger equation, which are the origin of the 
field of quantum chemistry, in such a way that quantum 
chemical models differ in the nature of these approximations 
and span a wide range, both in terms of reliability and cost.  
 The most representative approximation is the Hartree-
Fock (HF) method68 which, when applied to the many-electron 
Schrödinger equation, leads to an important class of quantum 
chemical models, the molecular orbital models, and also 
provides the foundation for both simpler and more complex 
models. In the Hartree-Fock method, in order to fulfill the 
Pauli Exclusion Principle, the wavefunction is an 
antisymmetrized determinantal product (the so-called Slater 
determinant) of one-electron orbitals, which depends explicitly 
on the 3N coordinates of the electrons, in an N-electron 
system. In this approximation, each electron moves 
independently in the average field created by the rest of the 
electrons and the nuclei, leading to a set of uncoupled single-
particle equations, the Hartree-Fock equations.69,70 Using the 
variational principle, we ensure that the obtained 
wavefunction is the best one, that is, that yields the lowest 
energy of the system. 
 HF models provide reasonably good description of 
equilibrium geometries and conformations, except when 




transition metals are involved. However, they behave poorly 
in accounting for the thermochemistry of reactions involving 
explicit bond breaking and forming. The failures can be traced 
back to the incomplete description of electron correlation, that 
is, the way in which the motion of one electron affects the 
motions of all the other electrons. In order to allow for electron 
correlation, several quantum chemical methods have been 
developed. Among them, three fundamental approaches must 
be underlined: (i) configuration interaction (CI),71(ii) Møller-
Plesset perturbation theory (MP) 72  and (iii) coupled-cluster 
approaches (CC), 73  which extend the flexibility of the HF 
method by mixing ground-state and excited-state 
wavefunctions, that is, using several Slater determinants 
obtained from a permutation of electron occupancies among 
all the molecular orbitals available. These approaches are 
significantly more expensive than HF but provide excellent 
descriptions of thermochemistry. 
2.1. Density Functional Theory 
 A conceptually different methodology to include 
electron correlation is Density Functional Theory (DFT), which 
is based on the electron density (), as opposed to the many-
electron wavefunction, . This is the main difference that 
makes DFT to be more cost-efficient: the simplest 
wavefunction depends on 3N spatial coordinates, whereas 
the probability distribution of electrons in space depends only 
on three coordinates. 
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 There are, nevertheless, similarities between 
wavefuntion-based and electron density-based approaches. 
First, the essential building blocks of a many-electron 
wavefunction are the one-electron orbitals, which are 
analogous to the orbitals used in DFT. Second, both the 
electron density and the wavefunction are constructed from a 
self-consistent field (SCF) approach. This procedure is an 
iterative process where an approximate Hamiltonian is 
constructed to solve the Schrödinger equation and to obtain a 
set of molecular orbitals that are used to construct another 
Hamiltonian producing a new, more accurate set of molecular 
orbitals until the process reaches convergence. The SCF 
procedure leads to the molecular orbitals that minimize the 
energy. 
2.1.1. Hohenberg-Kohn Theorems 
 The formulation of DFT provided by Hohenberg and 
Kohn74 is based on the fact that the sum of the exchange and 
correlation energies of a uniform gas can be calculated 
exactly knowing only its density. These authors enunciated 
the following theorems: 
i) Any observable of a stationary non-degenerate ground state 
can be calculated, exactly in theory, from the electron density 
of the ground state. In other words, any observable can be 
written as a functional of the electron density of the ground 
state. 




ii) The electron density of a non-degenerate ground state can 
be calculated, exactly in theory, determining the density that 
minimizes de energy of the ground state. 
 The first theorem is considered the foundations of 
DFT, as states that the energy, as all the other properties of a 
system, is uniquely defined by the electronic density ():  
                          
                    
 In this equation, the ground state energy       is 
defined as the sum of the kinetic energy (     , the electron-
electron repulsion        ) and the nucleus-electron attraction 
(      ). As      and        are unknown, they are gathered 
in the so-called Hohenberg and Kohn functional       . 
 The second theorem provides the variational principle 
for E(), that is, allows to obtain  variationally. 
2.1.2. Kohn-Sham Approach 
 The Hohenberg-Kohn theorems are not enough to 
obtain information about the energy or other properties that 
could be calculated following the HF method, as none of them 
provide an explicit formula to perform the calculation of . 
However, Kohn and Sham suggested a route to find the 
electronic density in the ground state using a non-interacting 
reference system.75 In that manner, a Hamiltonian of a non-
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interacting system could be defined as follows, in which the 
first term is the kinetic energy and the second is an effective 
local potential. 
    
 
 




    
 
 
     
 Since this Hamiltonian does not contain any electron-
electron interaction term, the ground state wavefunction  
can be expressed in terms of spin orbitals (i), in analogy to 
the HF method, that are eigenfunctions of the so-called Kohn-
Sham operator (   ): 
                  




        
 To define the energy of a real (interacting) system, 
Kohn and Sham reformulated the Hohenberg-Kohn functional 
as:  
                                      
 Following the previous equation, the electron-electron 
repulsion term is split into the classical Coulomb part (    ) 
and an unknown term called exchange-correlation energy 
(      ), that basically contains the residual part of the true 
kinetic energy              and the non-classical 
electrostatic contributions (           ). 




 Finally, the potential due to the exchange-correlation 
energy        ), which is also unknown, is defined as the 
derivative of        with respect to : 
       
       
  
 
2.1.3. Approximations to the exchange-
correlation energy 
 The Kohn-Sham formalism is in principle exact, so it 
would lead to an exact energy value. However,        and 
       are unknown and approximations have to be made to 
decide the functional form of       . Thus, plenty of efforts 
have been focused on the development of an expression for 
the exchange-correlation term, summarized as follows: 
2.1.3.1. Local Density Approximation 
 As a first approach, the Local Density Approximation 
(LDA) has been proposed. Within this method, the density is 
considered as a homogeneous gas, so each single position of 
the space is assigned to have the same constant value for the 
density 
   
                     
 Despite this method performs well for some systems 
in which the electron density decays slowly, in general this 
approximation is too rough for most of the systems in which 
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the density suffers rapid variations. Anyway, some properties 
can be obtained quite accurately, for instance geometries or 
vibrational frequencies, while the energetics (bond energies, 
energy barriers, etc.) are poorly represented. 
 For open-shell systems the Local Spin Density 
Approximation (LSDA) has been designed, replacing the 
density  by  and . 
2.1.3.2. Generalized Gradient 
Approximation 
 More sophisticated methods have been designed in 
order to reduce the errors related to the simple account of the 
density on the LDA approach. Thus, the first step beyond LDA 
was to consider the variation of the density with the distance 
as a gradient ((r)). The functionals defined in this manner 
are known as Generalized Gradient Approximation (GGA) 
functionals. In practice, the exchange-correlation functional is 
split into the exchange (     ) and correlation (     ) terms: 
   
                   
 Popular exchange and correlation functionals are the 
ones of Becke (B 76  and B86 77 ) Perdew (P86), 78  Perdew, 
Burke and Ernzerhof (PBE),79 Perdew and Wang (PW91),80 
and Lee, Yang and Parr (LYP).81The GGA methods can be 
further improved by introducing the laplacian of the electron 
density or the local kinetic energy density, denominated as 
meta-GGA methods. 




2.1.3.3. Hybrid functionals 
 The exchange energy can be exactly calculated in 
Hartree-Fock, but lacks of electron correlation, which is 
accounted in DFT. Thus, the hybrid functionals are based on 
a combination of HF exchange and DFT correlation: 
      
        
   
 where   
     is referred to the exchange obtained from a 
Slater determinant built with the Kohn-Sham molecular 
orbitals.  
 One of the first hybrid functionals proposed has been 
the B3PW91 functional,82,83,84 that combines the Becke three-
parameter functional and the PW91 correlation as shown in 
the formula: 
   
              
         
       
    
         
     
where a, b and c are 0.20, 0.72 and 0.81, respectively. The 
PW91 correlation may also be substituted by the LYP 
functional. The obtained functional is known as B3LYP,81,82,85 
and probably is one of the most popular functional nowadays: 
   
             
         
       
         
    
    
    
 In both cases, the parameter that multiplies the   
  is 
0.2, so the percentage of HF used is 20%. However, these 
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parameters may be optimized for each functional and it may 
suffer strong variations from one to another. For instance, in 
the M06-2X functional developed by Truhlar and Zhao,86 the 
percentage of HF exchange is enhanced to 51%, following 
the next expression: 
   
              
        
     
    
 Besides, new classes of hybrid functionals have been 
developed with the use of meta-GGA methods, leading to 
hybrid meta-GGA functionals. 
 Since all these DFT methods do not use the exact 
form of the exchange-correlation functional, they cannot be 
considered, strictly speaking, ab initio methods. Besides, 
there is no systematic way to improve the functionals and, 
therefore, a growing number of them is available. 
Nevertheless, since DFT provides with satisfactory results 
making use of low computational cost, is the method of choice 
for large systems, for which the inclusion of electron 
correlation by post-HF methods is prohibitive. 
2.2. Time-Dependent DFT 
 The classic DFT formalism does not provide any 
information about the excited states, so only ground state 
properties can be predicted. Thus, the DFT fundamentals can 
be extended in order to describe time-dependent phenomena 
(TDDFT). 87,88 The time-dependent Schrödinger equation can 
be expressed as: 







                    
        
 
 
   
 
 






       
 
   
           
 The           is the generic time-dependent potential 
that acts as a perturbation and can be assumed to have linear 
response when is weak. Often, this perturbation is modelled 
as a long-wavelength electric field with oscillation frequency 
. 
2.2.1. Runge-Gross Theorem 
 Runge-Gross theorem is the time-dependent analogue 
of the first Hohenberg-Kohn theorem and provides a 
theoretical framework to construct the TDDFT formalism.87 
Hence, within this theorem can be proven that 
densities        and         of two systems evolving from the 
same initial state         under the influence of the scalar 
potentials        and        , both Taylor-expandable about    
and differing by more than a purely time-dependent function, 
will always differ. 
2.2.2. Time-dependent Kohn-Sham equations 
 In TDDFT it can be defined the action integral A, an 
analogous quantity to the ground state energy, that can be 
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expressed in terms of the density, as there is a unique 
mapping between the density and the wavefunction: 
                     
 
  
              
  
  
   
 This time-dependent density should be the one which 
makes the action stationary (
     
       
  ), so      could be 
written as: 
                  
  
  
           
in which      is independent of the external potential. 
Assuming the existence of a potential for an independent 
particle system in which the orbitals        have a density 
      ,      can now be written as:  
        
 
           
 
  







   
              
       
  
  
                
 The magnitude        stands for the exchange-
correlation term as an analogy of the KS approach in DFT, so 
it can be written as follows: 








 As it was previously stated, when the external 
potential is weak it can be assumed a linear response, in 
which         stands for the time-dependent linear response 
function as: 
                         
        
 For a non-interacting N-electron system: 
               
           
        
 Once         has been self-consistently calculated, 
the frequency-dependent polarizability (), which describes 
the response of the dipole moment to a time-dependent 
electric field with frequency , can be calculated: 
      
  
  
    
 
 
 It is noticeable that, at the exact excitation energy of 
the unperturbed system (  ), the equation diverges, so it is 
possible to obtain the excitation energies from the 
polarizabilities, while    stands for the oscillator strengths. 
 This formalism has been used in a wide variety of 
systems, as organic and inorganic molecules or metals, due 
to its low-time consumption compared to other methods as 
CASPT2. Nevertheless, TDDFT cannot describe properly 
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Rydberg states, charge transfer excitations or open-shell 
systems. 
2.3. Spin-flip TDDFT 
 A simple extension of the TDDFT methodology is the 
spin-flip TDDFT (SF-TDDFT) 89  method, in which a higher 
spin eigenvalue is used as reference instead of the desired 
one. Some articles can be found in the literature in which this 
methodology is nicely explained more in depth. 90 , 91 , 92  The 
target (Ms=0) states are obtained by flipping the spin of the 
reference, that normally is the triplet (Ms=1) or even higher 
multiplicities. 
 Thus, the wavefunction can be represented as follows:  
     
          
       
  
in which       
  stands for the reference state and       
  is 
an operator that flips the spin of the electron. In Figure 7 are 
shown the set of configurations obtained upon spin flip. 
Firstly, the first single electron configuration corresponds to 
the ground state singlet, followed by the configuration in 
which both electrons are in an excited state. Two next 
configurations correspond to the singlet diradical system. 
Then, these four configurations are the most important to 
describe diradical or slightly diradical systems, as both open-
shell and closed-shell representations are included. 





Figure 7: Configuration Φ0 of the four electron in four orbitals system as the 
reference configuration, followed by the one- and two-electron excitations 
with spin flip. 
 Once all the single and double configurations are 
included in the model, a spin-contaminated wavefunction is 
obtained since the wavefunction is not eigenstate of the total 
spin-squared operator        . 
 SF approach has been successfully implemented in 
TDDFT without any increase of the computational time with 
respect the non-SF calculations, keeping the formulation of 
the original TDDFT.  
 In conclusion, although single-reference methods are 
the most widely used to characterize the electronic structure 
of closed-shell systems (TDDFT), the excited states of singlet 
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with the spin-flip TDDFT wavefunction, as it includes the 
diradical configuration.  
2.4. Broken-symmetry calculations 
 Many chemically interesting processes, such as 
dissociation and fragmentation reactions, or the formation of 
molecules with low-spin diradical character, involve systems 
with non-dynamic correlation effects and their theoretical 
treatment requires multiconfigurational methods. Such 
treatment can be provided by multiconfigurational self-
consistent field methods (MCSCF), such as the complete 
active space second-order perturbation theory (CASPT2),93,94 
multireference configuration interaction (MRCI) 95  or MR-
averaged quadratic coupled-cluster (MR-AQCC).96 However, 
these methods can only be applied to relatively small systems 
due to their high computational cost. In the other hand, the 
Kohn-Sham formulation of DFT is restricted to single-
reference systems 
 The broken-symmetry (BS) formalism proposed by 
Noodleman and Yamaguchi allows the representation of 
open-shell singlet diradicals. 97 , 98 , 99 , 100 , 101  The broken-
symmetry wavefunctions are no longer eigenfunctions of the 
total spin operator,              . For a triplet state, the 
value of this operator is 2 and for a closed-shell singlet is 0; 
however, in the BS solution we look for     
    , which is not 
a pure spin state and the wavefunction is an approximate 
combination of the closed-shell singlet and the triplet 




wavefunctions, stated in computational chemistry as spin 
contamination. Therefore, in order to obtain reliable singlet-
state energies, this spin contamination must be corrected 
and, to do that, the approximation of Yamaguchi99,100 is 
particularly useful:  
 
  
          
        




where            is the vertical excitation energy. J is the 
electron magnetic exchange interaction and represents the 
electron-electron repulsion, which is related to the singlet-
triplet gap as follows: 
    
               
 
 In order to estimate the adiabatic energy, the following 
expression should be used:  
    
                                
 
where        is the energy of the triplet in the broken-
symmetry geometry of the singlet state, and       is the 
energy of the triplet in its optimized geometry. This equation 
can be simplified omitting the calculation of the vertical energy 
and using the energy of the relaxed triplet instead: 
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 The theoretical description of singlet diradicals 
remains a challenging task, since the standard 
implementation of methods such as Density Functional 
Theory (DFT) or single-reference Hartree-Fock (HF) and post-
HF does not describe open-shell singlet configurations 
properly 102  due to the multiconfigurational nature of this 
electronic state. A robust tool to study diradicals is the spin 
flip (SF) approach,90,91,92 in which the open-shell singlet states 
are described within a single-reference formalism as spin-
flipping excitations from a triplet state. Also, Natural Orbital 
Functional Theory (NOFT) 103 , 104 , 105  in its PNOF 
implementation, using the Piris reconstruction functionals,106 
has recently been successfully applied in the study of 
diradical species.107,108 Nevertheless, reliable descriptions can 
only be obtained if a multireferential approach is used, but the 
applicability of multireference methods is quite limited by the 
size of the molecules of interest and, for practical purposes, in 
many cases their use is precluded.  
 In order to overcome the inherent limitation of DFT, 
the broken symmetry (BS) formalism proposed by 
Noodleman,97,98 where the singlet open-shell state is a mixed 
state of the closed-shell singlet and the triplet states, appears 
as a good compromise method to describe singlet diradicals. 
Besides, during the last two decades, the set of composite 
procedures known as Gaussian-n (Gn) methods109,110,111,112,113 




have been developed for the calculation of reliable 
thermodynamic data. These procedures involve the 
combination of higher levels of theory with small basis sets 
and lower levels of theory with larger basis sets, in order to 
reach high accuracy. An extension of these procedures to 
study open-shell molecules (G3-RAD and G3X-RAD) was 
developed by Radom and coworkers 114  to improve the 
performance of their standard Gn counterparts for doublet 
radicals and triplet biradicals.115,116 
 To our knowledge, there is a lack of any systematic 
study to define an efficient and computationally less 
demanding method to treat these complicated electronic 
structures. Therefore, the purpose of this chapter is the 
assessment of a set of recently developed DFT functionals, 
including long-range corrected, dispersion corrected and 
screened-exchange density functionals. In addition, four high-
level composite methods G3-RAD, G3X-RAD, G3(MP2)-RAD 
and G3X(MP2)-RAD have also been tested. 
 This chapter will be organized as follows: (i) six well-
established radicals will be used to evaluate a group of DFT 
functionals and G3n-RAD composite methods in the 
computation of adiabatic singlet-triplet gaps (E[T1]
DFT), 
ionization potentials (IP) and electron affinities (EA). (ii) A 
reduced group of DFT functionals will be tested combined 
with TDDFT in the calculation of excited state energies on a 
set of molecules with increasing diradical character. The 
benchmark will be performed with available empirical results 
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and high-level wavefunction-based calculations, such as 
CASPT2. 
2. Performance of modern DFT functionals and 
G3n-RAD methods in the calculation of E[T1]
DFT, IP 
and EA 
 A set of 18 exchange-correlation functionals were 
tested, classified as follows: those functionals constructed 
from the gradient approximation (GA) including the exchange 
term in a separable way are denoted as generalized GA 
(GGA) functionals. In this group we have selected the popular 
BPW9176, 117  and PBE.79 Since the exchange term can be 
considered also in a non-separable form together with the 
correlation term, in this case we have non-separable GA 
(NGA) functionals, such as N12. 118  If the kinetic energy 
density is included, the functionals are denoted meta-GGA 
(MGGA) functionals, and the following two have been 
employed in this work: M11-L 119  and M06-L. 120  NGA 
functionals including the kinetic energy density are known as 
meta-NGA (MNGA), and the one used in this work is MN12-
L.121 Functionals with a given amount of Hartree-Fock (HF) 
exchange are designated as hybrid functionals. Usually, the 
functional to which the HF exchange is added is a GGA 
functional, denoted as hybrid-GGA (HGGA) functional. In this 
category we have chosen the well-known B3LYP (20% of 
Hartree-Fock exchange)81,82 and B3PW91 (20%),82,83,84 
together with the recent SOGGA11-X (40.15%). 122  If the 
functional is a meta-GGA, we have a hybrid meta-GGA 




(HMGGA) functional, such as M06 (27%),86 M06-2X (54%)86 
and TPSSH (10%).123 Finally, functionals that allow changing 
their own exchange character at long-range to account for a 
100% of HF exchange are called long-range corrected (LC) 
functionals, and can be generated starting from any type of 
the previously mentioned functionals. In this work, we have 
chosen LC-PBE 124 , M11 125 , B97X, 126  and B97X-D 127 
(including the D2 version of Grimme’s dispersion128). In this 
group we also include CAM-B3LYP 129  functional, which 
comprises, at long range, 65% of HF exchange and 35% of 
Becke’s 1988 gradient correction for exchange76, and MN12-
SX130 functional, with screened exchange (SX), a version of 
range separation in which the electron exchange for small 
interelectronic distances is treated with a finite percentage of 
nonlocal HF exchange, but the nonlocality is screened at 
larger distances, where electron exchange is treated by a 
local approximation. 
 
Figure 8: Singlet diradicals studied in this section. 
1: Oxyallyl 2: p-benzyne 3: m-benzyne
β
α
4: TOTMB 5: 1,5-naphthyne 6: 1,8-naphthyne
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 We have chosen a set of 6 experimentally well-
characterized organic singlet diradicals (see Figure 8): 
oxyallyl (1), two didehydrobenzenes labeled as para- and 
meta-benzyne (2 and 3, respectively), 1,2,4,5-
tetraoxatetramethylenebenzene, TOTMB (4), and two 
didehydronaphthalenes, denoted as 1,5-naphthyne (5) and 
1,8-naphthyne (6).  
2.1. Computational details 
 All structures have been optimized using the 6-
31+G(d,p) 131  basis set. The electronic energy is further 
refined by single-point calculations on the optimized 
structures using the aug-cc-pVTZ basis set.132 This basis set 
has been selected after a small calibration using the oxyallyl 
diradical. Thus, starting from the M06-2X/6-31+G(d,p) 
optimized structure, several single-point calculations have 
been performed using different basis sets. In Table 2 are 
collected the singlet-triplet gap (E[T1]
DFT), electron affinity 
(EA), ionization potential (IP) and total spin-squared operator 
        for this molecule together with the available 
experimental data. Small dependence with the basis set is 
accounted for EAs or IPs (>0.06 eV). However, these E[T1]
DFT 
values suggest that the required minimum-quality basis set is 
the aug-cc-PVXZ set, since the relative position of the triplet 
and the singlet state is of paramount importance, and a small 
difference on the energy can determine the spin multiplicity of 
the molecule. 




Table 2: Singlet-triplet gap (E[T1]
DFT
), electron affinity (EA) and ionization 
potential (IP) in eV, and total spin-squared operator (     ) calculated for the 
oxyallyl diradical at the M06-2X/BS//M06-2X/6-31+G(d,p) level of theory, 





2.1.1.  G3n-RAD composite methods 
 G3-RAD, G3X-RAD, G3(MP2)-RAD and G3X(MP2)-
RAD procedures have been used following the original 
formulation, whose main features may be found in the 
literature.114 G3X is an improvement over G3 theory, basically 
as an extension of the basis set. Thus, in the G3 method, the 
geometry optimization and the calculation of the ZPVE 
correction is carried out at the B3LYP/6-31G(d) level, while in 
the G3X method the 6-31G(2df,p) basis set is employed. 
G3(MP2) is a computationally less demanding variant, in 
which the effects of basis set extension are obtained from 
calculations at the MP2 level of theory. G3-RAD is the variant 
designed for open shell systems, and the most important 
changes are related to the use of URCCSD(T) single-point 
calculations instead of UQCISD(T). In this work, we have 
used the keyword UB3LYP together with guess=mix in the 
Basis set E[T1]
DFT EA IP <Ŝ
2>
6-31+G(d,p) 0.030 1.87 9.15 0.851
6-311++G(2df,2p) 0.014 1.92 9.20 0.845
aug-cc-pVDZ 0.029 1.88 9.15 0.842
aug-cc-pVTZ 0.039 1.94 9.21 0.841
aug-cc-pVQZ 0.036 1.94 9.21 0.842
aug-cc-pV5Z 0.035 1.93 9.21 0.843
Exp 0.055 1.94 9.30a
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geometry optimization step in order to allow a correct 
representation of the open-shell singlet geometry. All these 
calculations have been carried out using the Gaussian 09 
package.133 
2.1.2.  CASSCF/CASPT2 calculations 
 Geometry optimizations and single-point calculations 
have been performed at the CASPT2 level using the aug-cc-
pVDZ and aug-cc-pVTZ basis sets, respectively. 
Wavefunctions were obtained by means of complete active 
space self-consistent field calculations (CASSCF), 134 , 135 , 136 
where the active space CAS(n,m) is defined by the 
distribution of n electrons in m orbitals. For a correct 
description of the molecules studied in this work, the active 
space must include all the bonding and antibonding  
molecular orbitals plus the two orbitals and two electrons 
corresponding to the diradical. Thus, a CAS(4,4) space is 
used for oxyallyl, CAS(8,8) for para- and meta-benzyne, 
CAS(10,10) for TOTMB and CAS(12,12) for the naphthynes. 
Dynamic correlation is taken into account through complete 
active space second-order perturbation theory calculations 
(CASPT2).93,94 All calculations have been carried out using 
the MOLCAS 8.0 suite of programs.137 
2.2. Results and discussion 
 In the next subsection, we will accomplish an analysis 
of the performance of the different density functionals and the 
G3-based composite procedures in the modelization of 




several properties of the singlet diradicals displayed in Figure 
8, including molecular geometry, diradical character, singlet-
triplet energy separation, electron affinity and ionization 
potential. The discussion is performed using the available 
experimental data or wavefunction-based CASPT2 results, 
both from the literature and carried out in this work. In order to 
get a systematic assessment, the Mean Absolute Error (MAE) 
is employed, calculated as the average of the absolute 
deviation of each property and method with respect to the 
reference value, for all molecules considered.  
2.2.1. Diradical character 
 Before the discussion of the general performance of 
the different methodologies in the molecular properties, it is 
important to evaluate the diradical character and the 
capability of the functionals to properly represent a singlet 
diradical. Within the broken symmetry formalism, the value of 
the total spin-squared operator (     ) must be 1 for a perfect 
singlet diradical. However, deviations of this value may give 
us a hint of the diradical character of a molecule, as well as of 
the ability of the considered functional to represent it. Table 3 
gathers the values of this operator provided by all the 
functionals for each molecule, together with the diradical 
character calculated from the weights of the main (c0) and 
doubly-excited (cd) configurations in the CASSCF expansion, 
in the following way:138 
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Table 3: Value of the       operator obtained for the open-shell singlet state 
using the broken symmetry formalism, and diradical character (d) obtained 
from the CASSCF calculations. 
 
 
 The first striking feature is that some functionals have 
serious problems to correctly account for the open-shell 
character of meta-benzyne (3), providing a value of      =0, 
which corresponds to a closed-shell singlet. This feature is 
found to be related to a wrong geometry and will be discussed 
in the next subsection. In Table 3 it is possible to observe that 
up to 10 funcionals, including all pure functionals (GGA, NGA, 
1 2 3 4 5 6
GGA BPW91 0.70 0.86 0.00 1.00 0.77 0.96
PBE 0.64 0.83 0.00 1.00 0.74 0.95
NGA N12 0.69 0.86 0.00 0.76 0.79 0.96
MNGA MN12-L 0.77 0.98 0.00 0.96 0.92 1.00
MGGA M06-L 0.81 0.97 0.00 0.95 0.91 1.00
M11-L 0.72 0.97 0.00 0.93 0.90 0.99
LRC CAM-B3LYP 0.85 0.99 0.72 1.06 0.98 1.00
LC-ωPBE 0.91 1.03 0.83 1.09 1.05 1.01
M11 0.84 1.00 0.75 1.05 0.99 1.00
ωB97X 0.87 1.00 0.76 1.07 1.00 1.01
ωB97X-D 0.84 0.99 0.69 -- 0.98 1.00
MN12-SX 0.81 0.98 0.00 1.00 0.94 1.01
HGGA B3LYP 0.80 0.94 0.00 0.98 0.91 0.99
B3PW91 0.83 0.97 0.48 1.00 0.93 0.99
SOGGA11-X 0.82 0.97 0.59 0.00 0.95 0.99
HMGGA M06 0.80 0.99 0.00 0.99 0.96 1.01
M06-2X 0.84 1.00 0.74 1.03 0.99 1.02
TPSSH 0.83 0.96 0.00 0.98 0.91 0.99
CASSCF d 0.74 0.86 0.61 0.86 0.79 0.86




MNGA and MGGA), calculate a closed-shell singlet for this 
molecule. On the other hand, the long-range corrected 
functionals give reasonable results, except MN12-SX, 
precisely the functional in which the electron exchange is 
screened at long distances. This suggests that the Hartree-
Fock exchange at long distances plays an important role and 
its absence tends to bring together the radical centers to build 
a bicycle-like structure. It is relevant how the popular B3LYP 
also fails for this particular molecule. B3PW91 and 
SOGGA11-X provide with small values of      , which may be 
a reflection of the lower diradical character of the molecule 
(d=0.61). 
 All functionals are able to represent properly the 
radical character of molecules 1, 2, 5 and 6, but some trends 
can be devised. While GGA and NGA methods tend to 
provide with smaller       values, LRC functionals show values 
greater than 1 in several cases (especially LC-PBE), which 
may be ascribed to the contamination of the singlet with a 
state of higher multiplicity than triplet. It must be noted that 
the smallest values provided by GGA and NGA correspond to 
the oxyallyl molecule (1), which shows a less pronounced 
diradical character (d=0.74). Satisfactory values are 
accounted for by the rest of the functionals for these species. 
Inspecting molecule 4, all functionals find a singlet open-shell 
minimum except the following two: B97X-D and SOGGA11-
X. In the former, the optimization did not converge to a 
minimum (no stable open-shell singlet was found) and the 
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aromatic ring was split in two alkyl chains bearing two 
carbonyl groups each, while in the latter the reason is not 
obvious since the molecule retains the correct geometry, but 
the diradical character is lost and the result is a closed shell.  
 As a summary, the studied functionals are, in general, 
able to correctly represent the diradical character of the 
singlet diradicals, with particular exceptions such as molecule 
3, for which the account of long-range HF exchange is crucial 
to obtain a proper molecular structure and, therefore, two 
well-separated radicals centers.  
2.2.2.  Molecular geometries 
 We have optimized the geometries of all neutral 
molecules in their open-shell singlet and triplet states, as well 
as the cationic and anionic species. In Table 4 are collected a 
selection of the geometrical parameters of the neutral 
molecules. 
 The oxyallyl diradical (1), a planar molecule, is a 
particularly complicated case and debates may be found in 
the literature regarding the nature of the singlet state. In 
general, both high-level ab initio calculations and experiments 
describe this state as a C2v transition state and, following the 
imaginary frequency, a three-membered ring is 
obtained.139,140,141,142 Although all the tested functionals could 
find a minimum for this molecule, suitable structures were 
provided and the planarity of the molecule is, in general, well 
represented. In Table 4 it is observed that the predicted 




dihedral angle equals to zero for most of the functionals, 
except for GGA and NGA functionals, which lead to Cs 
symmetric structures. The deviations range from 9.7º (N12) 
up to 15.0º (PBE). The results for the triplet and the anion 
structures also compare well with the reference data in the 
literature.139 For the cationic species, most of the functionals 
predict a structure belonging to the C2v point group except 
GGA, NGA and TPSSH functionals. Also, the optimization of 
this cation using BPW91, M06-L and PBE lead to transition 
state structures, with an imaginary vibrational frequency. 
Table 4: Selected DFT- and CASPT2-optimized bond angles (in degrees) 




 Regarding p- and m-benzyne (2 and 3), plenty of 
theoretical work can be found in the 
literature.143,144,145,146,147,148,149 They are described as planar 
1 2 3 4 5 6
O-C-C-Hα  C6-C1-C2  C6-C1-C2  C6-C1-C2  C8a-C1-C2  C8a-C1-C2
BPW91 12.1 125.3 87.0 125.6 128.5 126.9
PBE 15.0 125.3 75.0 125.8 128.6 127.0
NGA N12 9.7 125.2 85.1 124.5 128.5 127.0
MNGA MN12-L 0.0 125.2 86.8 124.1 127.2 125.9
M06-L 0.0 125.1 71.7 124.6 127.2 125.9
M11-L 0.0 125.1 74.1 124.7 127.4 126.0
CAM-B3LYP 0.0 125.8 106.1 123.8 127.3 126.4
LC-ωPBE 0.0 126.0 107.5 123.8 127.1 126.3
M11 0.0 126.1 105.8 123.6 127.3 126.4
WB97X 0.0 125.7 106.8 123.8 127.0 126.1
ωB97X-D 0.0 125.6 105.7 -- 127.1 126.2
MN12-SX 0.0 125.4 71.2 124.0 127.1 125.9
B3LYP 0.0 125.6 73.2 124.2 127.7 126.5
B3PW91 0.0 125.7 101.8 124.2 127.6 126.5
SOGGA11-X 0.0 125.6 103.8 127.0 127.4 126.3
M06 0.0 125.5 69.9 124.6 127.1 126.1
M06-2X 0.0 125.4 106.5 123.9 126.7 125.7
TPSSH 0.0 125.6 71.8 124.1 127.7 126.5
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molecules belonging to the D2h and C2v symmetry point 
groups, respectively. In the case of para-benzyne (2), the 
geometries obtained for both the singlet and the triplet with all 
functionals are in very good agreement with the reference 
values. In Table 4 is observed that all functionals calculate 
the C6-C1-C2 angle (C1 is the carbon where one of the radical 
electrons is located) with a deviation of around 1º with respect 
to the calculated CASPT2 value (124.1º). However, in meta-
benzyne (3) significant deviations are found for the same 
angle (in this case C1 corresponds to the carbon located 
between the two radical centers), where the geometry 
optimization leads to an almost bicycle-like structure with the 
radical electrons forming a single bond and, therefore, a 
closed-shell singlet is obtained. This distortion of the 
molecular geometry was previously observed in this 
molecule149 as well as in pyridynes and others meta-arynes, 
150,151,152,153,154,155 and it was concluded that it might be due to 
the lack of non-dynamical correlation. In this work, all pure 
functionals calculate a wrong structure. Using long-range 
corrected functionals reasonable geometries are calculated, 
with observed overestimations of 2-4º, except for MN12-SX 
functional, which also represents m-benzyne as a bycicle, 
emphasizing the relevance of the Hartee-Fock exchange at 
long distances. B3LYP also fails in this case, while B3PW91 
and SOGGA11-X perform quite well. Surprisingly, only M06-
2X, among HMGGA functionals, is able to correctly represent 
this molecule. The geometries of TOTMB (4), 1,5-naphthyne 
(5) and 1,8-naphthyne (6) were accurately calculated 




compared to the reference data. The value corresponding to 
TOTMB using B97X-D is absent since, as it was previously 
explained, no stable molecular structure could be found. A 
small deviation from planarity is observed in the triplet species 
as well. 
 It is well known that the positively and negatively 
charged 2, 4, 5, and 6 molecules suffer a lowering in its 
symmetry, due to the pseudo Jahn-Teller effect, 156 , 157 
although this reduction of symmetry may be also caused by 
the so-called doublet instability problem in delocalized 
radicals.147 In general, GGA, MGGA and NGA functionals are 
not able to lower the symmetry accounting for the Jahn-Teller 
distortion.  
2.2.3.  Singlet-triplet gap 
 One of the most relevant parameters to study in these 
molecules is the singlet-triplet energy separation, which 
provides information about the interaction between the two 
radical orbitals. In that manner, in this work a positive value 
for E[T1]
DFT means a singlet ground state lower in energy than 
the triplet.  
 In Table 5 are collected the calculated and the 
reference values. No experimental data were found for the 
singlet-triplet gap of the naphthynes (5 and 6) and, therefore, 
the CASPT2 values will be used for the assessment. In 
Figure 9 are represented the mean absolute errors (MAEs) 
for each method in eV.  
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Table 5: Singlet-triplet gaps (E[T1]
DFT
), in eV, together with the available 












Ref. 148. The 
values corresponding to ωB97X, M11, and CAM-B3LYP were calculated 
with the simplified Yamaguchi approach due to difficulties to obtain the 
ET(BS) value.  
 
 The inspection of the results shows that, as a general 
pattern, GGA and NGA pure functionals provide with the 
poorest results among all methods, and large discrepancies 
with the experiments are observed. In general, too positive 
E[T1]
DFT values are found, as well as the previously mentioned 
1 2 3 4 5 6
GGA BPW91 0.21 0.32 0.85 -0.37 0.45 0.07
PBE 0.24 0.35 0.91 -0.38 0.47 0.08
NGA N12 0.20 0.36 0.85 -0.38 0.46 0.04
MNGA MN12-L 0.06 0.29 0.68 0.27 0.39 -0.03
MGGA M06-L 0.11 0.22 0.92 -0.08 0.36 0.02
M11-L 0.22 0.28 0.81 0.30 0.42 0.02
LRC CAM-B3LYP -0.08 0.19 0.71 0.20 0.30 -0.01
LC-ωPBE -0.13 0.17 0.59 0.17 0.29 -0.05
M11 -0.01 0.20 0.70 0.16 0.29 0.00
ωB97X -0.07 0.21 0.67 0.18 0.29 -0.03
ωB97X-D -0.02 0.22 0.72 -- 0.31 -0.01
MN12-SX 0.04 0.27 0.90 0.24 0.34 -0.01
HGGA B3LYP 0.02 0.24 0.64 0.21 0.36 0.03
B3PW91 0.00 0.22 0.77 0.21 0.35 0.01
SOGGA11-X -0.09 0.21 0.84 -0.81 0.35 0.01
HMGGA M06 0.12 0.21 1.05 0.20 0.31 -0.02
M06-2X 0.04 0.22 0.63 0.19 0.26 -0.03
TPSSH 0.01 0.24 0.69 0.18 0.39 0.03
Gn-RAD G3-RAD -0.04 0.30 0.89 -0.05 0.50 0.05
G3X-RAD -0.03 0.30 0.80 -0.05 0.49 0.05
G3(MP2)-RAD 0.06 0.35 0.94 0.08 0.52 0.14
G3X(MP2)-RAD 0.06 0.34 0.80 0.07 0.52 0.13
0.04a 0.25b 0.82b 0.16c 0.34d 0.04d
0.06e 0.16f 0.91f 0.15c -- --
CASPT2
Exp.




problem to represent correctly the diradical character in 
molecule 3. However, it is impressive how the inclusion of the 
kinetic energy density in their formulation to generate MNGA 
and MGGA functionals is decisive for an improved 
performance. 
 
Figure 9: Mean absolute error (MAE) of the singlet-triplet gaps (E[T1]
DFT
). 
 On the other hand, hybrid functionals provide with very 
satisfactory results, which highlights the well-known fact that 
the incorporation of a certain amount of Hartree-Fock 
exchange is crucial for an accurate calculation of the singlet-
triplet gap, since this energy separation is a direct measure of 
the electron exchange interaction. In particular, HGGAs and 
HMGGAs can be considered the best functionals, although 
B3LYP, M06 and TPSSH present the same problem with 
molecule 3 as pure functionals do. The great discrepancy 
found for SOGGA11-X in TOTMB (4) may be the 
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of the molecule. A negative E[T1]
DFT for oxyallyl diradical is 
calculated as well. Regarding long-range corrected 
functionals, a general good performance is observed, in the 
same line as HGGA and HMGGA, independently of the 
amount of HF exchange at long range. However, it must be 
noted how molecules 1, 4 and 6 are calculated to have 
negative E[T1]
DFT values, as a result of a general trend to 
overestimate the singlet state. A remarkable exception is the 
value for oxyallyl provided by MN12-SX, which shows a value 
very close to the CASPT2 reference. This functional and M11 
show the best performances among LR-corrected functionals. 
 Concerning G3n-RAD methods, an overall better 
performance is observed for the MP2 versions (see MAEs in 
Figure 9), at the same level of accuracy shown by hybrid 
functionals. G3-RAD and G3X-RAD methods predict negative 
singlet-triplet gaps for molecules 1 and 4 (in general, G3-RAD 
and G3X-RAD systematically give E[T1]
DFT values between 
0.02 and 0.13 eV more negative than G3(MP2)-RAD and 
G3(MP3)-RAD). Surprisingly, the use of a bigger basis set 
(G3X) deteriorates the result fundamentally due to the larger 
errors observed in molecule 3. 
2.2.4.  Electron affinity  
 The electron affinity (EA) is calculated as the negative 
of the difference in enthalpy when the neutral molecule gains 
an electron, in the following way:  
                              




 In Table 6 are gathered the calculated values and in 
Figure 10 are represented the MAEs for this property.  
Table 6: Electron affinities (EA), in eV, together with the available reference 

















 It is well known that the calculation of EAs using DFT 
may be problematic due to the self-interaction error (SIE), 
which is the spurious interaction of an electron with itself, 
arising from the use of approximate exchange functionals.161 
One of the main evidences that points out this problem is a 
higher anion energy compared to that of the corresponding 
neutral species, meaning that the anion is unstable against 
1 2 3 4 5 6
GGA BPW91 1.91 1.44 0.96 4.15 1.66 1.42
PBE 1.97 1.49 0.95 4.17 1.71 1.47
NGA N12 1.73 1.20 0.70 4.17 1.42 1.20
MNGA MN12-L 1.77 1.18 0.83 3.96 1.46 1.32
MGGA M06-L 1.75 1.15 0.57 4.07 1.40 1.13
M11-L 2.00 1.61 1.12 4.19 1.86 1.57
LRC CAM-B3LYP 1.96 1.17 1.14 4.04 1.39 1.00
LC-ωPBE 1.84 0.70 0.95 3.84 0.85 0.71
M11 1.98 0.90 1.04 4.04 1.11 0.94
ωB97X 1.86 0.91 1.04 3.84 1.08 0.90
ωB97X-D 1.88 1.14 1.10 -- 1.00 0.95
MN12-SX 1.98 1.39 0.86 4.12 1.66 1.53
HGGA B3LYP 1.99 1.38 1.12 4.21 1.60 1.40
B3PW91 1.92 1.26 1.14 4.17 1.49 1.32
SOGGA11-X 1.98 1.29 1.19 4.97 1.51 1.06
HMGGA M06 1.89 1.18 0.50 4.12 1.44 1.34
M06-2X 1.94 1.19 1.20 4.11 1.44 1.44
TPSSH 1.81 1.22 0.91 4.09 1.45 1.23
Gn-RAD G3-RAD 2.02 1.23 0.90 4.18 1.33 1.43
G3X-RAD 2.00 1.23 0.98 4.17 1.33 1.43
G3X(MP2)-RAD 1.97 1.25 0.91 4.08 1.36 1.40
G3(MP2)-RAD 1.92 1.19 1.00 4.10 1.30 1.33
1.80a 0.89b 0.70b 4.34c 1.00d 0.82d
1.94e 1.27f 0.85g 4.03c -- --
CASPT2
Exp.
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electron loss, and its description using standard DFT would 
be problematic. 
 In this work, all functionals show smaller anion 
energies. Besides, as it is observed in Table 6 and Figure 10, 
small deviations with respect to the reference values are 
accounted for regardless the functional, suggesting that DFT 
is a useful method to calculate accurate electron affinities in 
these species, and the influence of the SIE error on the anion 
is small. 
 
Figure 10: Mean absolute error (MAE) of the electron affinity (EA) 
 The results provided by the pure functionals point out 
that the incorporation of the kinetic energy density does not 
improve largely the results (MN12-L and M06-L) and, actually, 
M11-L shows the biggest deviation within this group. These 
six functionals show a satisfactory behavior, in the same line 





































































































































corrected functionals, although one of the best results is 
obtained by MN12-SX. Thus, both HGGAs and pure GGAs 
provide with similar deviations with respect to the reference 
values, which means that in this case the HF exchange is not 
as important as it was observed in the calculation of the 
singlet-triplet gaps. The meta version of HGGAs (HMGGA) 
somewhat improve these results, as found when using pure 
functionals. Although the overall behavior of the functionals is 
very satisfactory, it should be remarked the rather large 
deviations of the LC-PBE and B97X functionals, a result 
that is improved including the dispersion correction (B97X-
D). 
 Regarding the G3n-RAD composite procedures, 
outstanding results are obtained, especially with the 
computationally less demanding MP2 version, even in those 
cases where hybrid functionals show difficulties. An example 
of that is molecule 3, in which the deviations of the HMGGAs 
reach up to 0.35 eV while G3n-RAD methods range between 
0.05 and 0.15 eV. Very accurate results have been previously 
obtained in the study of radical reactions and the calculation 
of redox potentials of organic molecules using the G3(MP2)-
RAD method.162 Therefore, the results in this work suggest 
that these families of composite methods are also suitable for 
the calculation of accurate EAs (and then, redox potentials) in 
open-shell singlet diradicals. However, the computational cost 
may preclude their use in bigger molecules. 
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 The results in molecules 5 and 6 are compared 
against CASPT2 results. However, this analysis should be 
done carefully, since a general underestimation of the 
experimental findings is found, with a mean error of around 
0.25 eV. Nevertheless, almost all functionals provide with 
higher values than CASPT2, which may indicate a closer 
approximation to the experimental results and reinforcing the 
idea that DFT is a perfectly valid tool to calculate the EAs in 
singlet diradicals. 
2.2.5.  Ionization potential  
 The IP is calculated as the enthalpy change 
corresponding to the loss of an electron from the neutral 
molecule, in the following way: 
                           
 The calculated IPs are collected in Table 7, together 
with the only available experimental data for 1,5- and 1,8-
naphthyne.163 The rest of the ionization potentials are 
validated using the CASPT2 calculations although it must be 
highlighted the unexpectedly large discrepancy of 0.69 eV 
found for 6, compared to the overestimation of 0.20 eV 
obtained in 5, similar to the CASPT2 deviations previously 
observed in the calculation of the EAs. In order to rule out any 
limitation or error associated to the CASSCF/CASPT2 
procedure, further calculations were performed in molecule 6, 
using bigger basis sets and different active spaces, but no 
remarkable changes were found. Besides, the chemical 




structure and the molecular geometry of both molecules are 
very much alike, differing only in the location of the unpaired 
electrons (see Figure 8), and a difference of 0.25 eV in their 
IPs may be excessive. On the other hand, all of the methods 
used in this work show similar results for both molecules. 
Thus, since no reasonable explanation for this big 
discrepancy is found, a revision of this old experimental 
estimation of the IP of 1,8-naphthyne is suggested. 
Table 7: Ionization potentials (IP) in eV, together with the available 













1 2 3 4 5 6
BPW91 9.09 8.19 8.33 9.39 7.52 7.58
PBE 9.11 8.20 8.37 9.43 7.53 7.58
NGA N12 8.92 8.01 8.16 9.27 7.34 7.39
MNGA MN12-L 8.74 8.05 7.98 9.62 8.29 7.44
M06-L 9.07 8.13 8.33 9.52 8.32 7.55
M11-L 9.05 8.29 8.36 9.60 8.59 7.72
CAM-B3LYP 9.19 8.58 8.27 10.66 8.09 8.11
LC-ωPBE 9.50 8.73 8.29 10.80 8.31 8.30
M11 9.24 8.55 8.15 10.73 8.09 8.10
ωB97X 9.15 8.53 8.13 10.60 8.08 8.33
ωB97X-D 9.10 8.48 8.13 -- 7.97 8.00
MN12-SX 8.97 8.29 8.39 10.14 8.71 7.74
B3LYP 9.11 8.45 8.37 10.74 7.82 7.92
B3PW91 9.19 8.49 8.23 10.79 7.85 7.96
SOGGA11-X 9.22 8.50 8.21 9.62 7.98 8.02
M06 9.08 8.24 8.53 9.99 7.62 7.72
M06-2X 9.21 8.52 8.14 10.70 8.02 8.06
TPSSH 9.09 8.37 8.31 9.58 7.70 7.81
G3-RAD 9.26 8.81 8.72 10.55 8.32 8.21
G3X-RAD 9.27 8.80 8.63 10.54 8.32 8.21
G3X(MP2)-RAD 9.35 8.87 8.77 10.62 8.36 8.32
G3(MP2)-RAD 9.35 8.93 8.68 10.63 8.42 8.37
9.30a 9.27b 8.82b 10.85c 8.38d 8.62d
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 As a general observation, we find that the overall 
accuracy is decreased (see Figure 11) with respect to the 
singlet-triplet gaps and electron affinities, which implies that 
the description of the radical cation is not straightforward. This 
is reflected in the difficulties shown by several functionals in 
the geometry optimization step. 
 
Figure 11: Mean absolute error (MAE) of the ionization potentials (IPs) 
 Analyzing the results of pure functionals, it is observed 
that both GGAs and NGAs provide with very poor IPs, with 
deviations of 0.5-0.7 eV. However, this result is notably 
improved including the kinetic energy density in the 
functionals (MNGA and MGGA), with deviations of 0.3 eV or 
smaller, a feature that was previously observed in the 
calculation of singlet-triplet gaps. It must be noted that the 
molecular structure of oxyallyl (1) using BPW91, PBE and 







































































































































minimum could be found, so that these results may be 
handled with care. 
 The effect of the kinetic energy density is not 
accomplished in the case of HGGA functionals, which 
calculate rather accurate IPs, while HMGGAs provide with 
greater deviations, except for M06-2X. Long-range corrected 
functionals show the most accurate values, excepting LC-
PBE, B97X and MN12-SX. It is remarkable the big 
discrepancy of the MN12-SX result, which suggests that the 
screened exchange prevents the calculation of accurate IPs. 
On the other hand, the poor result found in B97X is 
remarkably improved including the dispersion correction 
(B97X-D). Again, the IP of molecule 4 calculated with M11 
and SOGGA11-X may be misleading, since the geometry 
optimization lead to a transition state structure. 
 Finally, the accuracy of the values calculated with G3-
RAD and G3X-RAD composite methods is similar to that of 
the LRC and HGGA functionals, although slightly lower. The 
cheaper MP2 versions provide with poorer results in this 
case.  
2.3. Summary and conclusions 
 In this section, a systematic analysis of the 
performance of 18 exchange-correlation functionals and four 
composite methods in the modelization of organic singlet 
diradicals has been performed. The difficulties associated to 
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the theoretical description of open-shell singlet molecules 
have been revealed in some of the studied molecules, which 
have demonstrated to be especially complex to be accurately 
described by means of DFT.  
 In general, the studied functionals are able to 
represent the diradical nature of these molecules. 
Nevertheless, the applicability of pure functionals may be 
more limited compared to that of the hybrid functionals due to 
the difficulties they show to represent the open-shell character 
of certain molecules (molecule 3, for instance). 
 Regarding the singlet-triplet gap, the main conclusion 
that can be extracted from this study is the well-known fact 
that the incorporation of a certain amount of Hartree-Fock 
exchange is essential to accurately calculate this parameter, 
as it is a measure of the electron exchange interaction. The 
long-range correction does not entail improvement compared 
to the HGGA and HMGGA functionals. Concerning the 
computation of EAs, we observe that all the analyzed 
functionals give rather accurate results, although M11-L, LC-
PBE and B97X show important discrepancies with respect 
to the experimental results. The analysis of the IPs is more 
subtle, since only two experimental results are available. 
Again, hybrid functionals, in general, outperform the rest, 
although M06 and TPSSH, as well as the screened-exchange 
LR-corrected MN12-SX functional show disappointingly bad 
results. 




 The effect of the dispersion correction is relevant for 
the computation of EAs and IPs, while is rather irrelevant for 
the E[T1]
DFT values. The long-range correction in hybrid 
functionals does not generally improve the results, and it is 
remarkable the good results obtained with the screened-
exchange MN12-SX functional for E[T1]
DFT and EA values. 
The incorporation of the kinetic energy density in the 
formulation of the functionals (meta functionals) improves 
notably the results in pure functionals, while in the hybrids this 
trend is not obvious (actually, for the IPs, there is a clear 
worsening). 
 As a general conclusion, the inclusion of Hartree-Fock 
exchange seems to be crucial, although pure meta functionals 
are also efficient in the calculation of E[T1]
DFT and EA. The 
popular B3LYP may be still considered as a good choice. The 
other HGGAs (B3PW91 and SOGGA11-X), as well as the 
long-range corrected M11 and B97X-D are suggested too 
as good candidates for the study of open-shell singlet 
diradicals, although limitations have been observed. 
 Finally, the validation of the G3n-RAD composite 
procedures shows that, in general, very accurate results are 
obtained with G3(MP2)-RAD and G3X(MP2)-RAD methods, 
in particular for E[T1]
DFT and EA. The main drawback of these 
procedures is that they are computationally more demanding 
and their use may be precluded for bigger molecular species.  
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3. Evaluation of TDDFT methods for the 
computation of low-lying excited states 
 The systematic calculation of transition energies with 
highly correlated wavefunction-based methods is unaffordable 
when the number and the size of the systems considered in a 
study are too large. Therefore, this study relies on the 
energies obtained within the TDDFT framework. The 
calculation of excited states is very important for the study of 
processes such as singlet fission (SF), in which two triplet 
states (T1) are created by the relaxation of an excited singlet 
state (S1). Thus, the accuracy of the computed T1 and S1 
relative energies is of vital importance and, therefore, a 
preliminary study must be performed in order to investigate 
the reliability of different exchange-correlation functionals in 
the calculation of vertical transitions. For this purpose, a set of 
linear acenes, from naphthalene to hexacene is used. 
 Several reasons make acenes an ideal training set for 
this study: 
i. structural and electronic similarities with the family of 
molecules that are studied in this thesis (quinones, 
quinone dimethides, and other aromatic moieties). 
ii. They contain a wide range of diradical characters that 
gradually increase with size. 
iii. Some of them, i.e. tetracene and pentacene, are 
archetype examples of singlet fission chromophores. 




iv. The existence of highly accurate ab initio results for 
E[S1] and E[T1] energies to use as reference. 
 
3.1. Computational details 
 Time-dependent density functional theory (TDDFT) 
calculations have been carried out using the B3PW91/6-
31+G(d) optimized structures. A set of recommended DFT 
functionals are tested, such as B3LYP, M06-2X, PBE0, 164 
CAM-B3LYP, LC-PBE and BHandHLYP, 81,82 together with 
the 6-31G+(d,p) basis set. Additionally, Spin-Flip TDDFT (SF-
TDDFT)89 calculations have also been carried out with the 6-
31G+(d,p) basis set using the Q-Chem package.165  
3.2. Results and discussion 
 In Table 8 are summarized the errors, as the average 
deviation with respect to the reference values, in the 
calculation of the energies of the first triplet (E[T1]) and singlet 
(E[S1]) excited states, together with the 2E[T1]-E[S1] energy 
difference. A good performance is observed for the M06-2X 
functional, especially for tetracene and pentacene (see values 
in italics). Moreover, the M06-2X functional shows rather 
balanced errors for E[S1] and E[T1] energies. The errors for 
the E[S1] and E[T1] states computed at the B3LYP level are 
systematically larger, especially for the lowest singlet. 
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 The 2E[T1]-E[S1] energies are in very good agreement 
with reference values due to error cancelation. The SF-
BHandHLYP approach exhibits very good results in the 
calculation of E[S1] for tetracene and pentacene, but it shows 
larger errors in the computation of E[T1] energies. Such 
behavior is also obtained with the CAM-B3LYP functional, 
resulting in large 2E[T1]-E[S1] errors, even for tetracene and 
pentacene. Besides, it is shown how far are the PBE0 and 
LC-PBE functionals of the reference 2E[T1]-E[S1] values. 
Also, high deviations arise from the B3PW91 functional, while 
the SF-B3PW91 seems to show better 2E[T1]-E[S1] relative 
energies. However, this effect appears as an artifact due to 
the compensation of errors in the calculated E[S1] and E[T1]. 
Table 8: Average absolute errors for the excitation energies of the first 
singlet (E[S1]) and triplet (E[T1]) excited states and the 2E[T1]-E[S1] energy 
difference, in eV, for linear acenes (from naphthalene to hexacene) 
calculated with different xc functionals with the 6-31+G(d,p) basis set. 




 In Figure 12 are represented the computed errors for 
the 2E[T1]-E[S1] energy difference, depending on the number 
of rings in the acene. Again, the best results are obtained with 
M06-2X functional for tetracene and pentacene. B3LYP also 
state B3LYP BHandHLYP M06-2X CAM-B3LYP SF-BHandHLYP PBE0 LC-ωPBE SF-B3PW91 B3PW91
E[T1] 0.33 0.87 0.20 0.54 0.26 0.50 1.24 0.38 0.37
0.41 0.55 0.08 0.45 0.28 0.70 0.84 0.36 0.50
E[S1] 0.47 0.28 0.15 0.18 0.27 0.36 0.56 0.76 0.44
0.45 0.18 0.10 0.08 0.07 0.38 0.64 0.69 0.44
2E[T1]-E[S1] 0.21 1.47 0.41 0.91 0.62 0.74 1.69 0.13 0.40
0.38 0.94 0.10 0.88 0.62 1.01 0.84 0.03 0.57




provides with reasonable results, especially in short-chain 
acenes. SF-BHandHLYP functional performs very well for 
anthracene, but for larger acenes notable errors are found. 
  
Figure 12: Computed errors for the 2E[T1]-E[S1] energy difference, in eV, 
for linear acenes calculated with selected xc functionals with the 6-
31+G(d,p) basis set. 
 Since the M06-2X approach systematically provides 
E[S1] and E[T1] energies and 2E[T1]-E[S1] differences with 
small errors with respect to the reference values, we choose 
this approach to proceed with our study. Moreover, it is 
important to notice that the largest errors for 2E[T1]-E[S1] are 
obtained for naphthalene and hexacene, that are not 
considered as singlet fission materials. Hence, we might 
expect that M06-2X energies will exaggerate endoenergicity 
(exoenergicity) of those systems with large |2E[T1]-E[S1]|, i.e. 
potentially less interesting as suitable singlet fission 
sensitizers. Additionally, we have also considered SF-
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strong diradical character, since this approach has shown 
good performance in such cases.166 
3.3. Summary and conclusions 
 In this section, the effect caused by the method in the 
calculation of excited states was tested in order to obtain 
reliable E[S1] and E[T1] energies, as well as the 2E[T1]-E[S1] 
value. Data calculated with high-level computational methods 
were chosen from the literature and served as reference 
values to perform the validation. TDDFT was firstly tested 
combined with the B3PW91, B3LYP, M06-2X, PBE0, CAM-
B3LYP, LC-PBE and BHandHLYP functionals. From this 
set, the M06-2X functional seems to give the most balanced 
results, accurately reproducing E[S1], E[T1] and 2E[T1]-E[S1]. 
However, the enhancement of the diradical character 
introduces spin contamination, decreasing the quality of the 
obtained data. Thus, the spin-flip procedure was also utilized 
together with the BHandHLYP and B3PW91 functionals. 
Despite the spin-flip B3PW91 method shows small deviations 
for 2E[T1]-E[S1], the E[S1] and E[T1] energies are far from the 
reference values, leaving the BHandHLYP functional as 
suitable option to calculate open-shell structures. 
 


















 After some decades of development of the chemistry 
of open-shell diradical structures,13,14 several investigations 
have been focused on how certain modifications could affect 
the electronic structure of the ground state on a given 
molecule. For instance, localized singlet 1,3-diradicals were 
used by several authors167,168,169 to rationalize the changes 
observed on the S0-T1 energy splitting when electron-
withdrawing (EWG) or electron-donating (EDG) groups are 
included into the main moiety. It was sketched that the singlet 
ground state was favored when a EWG is used due to an 
interaction of the lower energy non-bonding orbital of the 
molecule with the low-lying unoccupied orbital of the 
substituent, while the opposite effect is recovered when a 
EDG substituent is used instead. An analogue explanation 
was utilized to explain the effect of heteroatoms such as 
silicon 170 , 171  or nitrogen, 172  that seemed to favor a singlet 
ground state as EWGs did. 
 The separation between singlet and triplet states was 
also tuned using meta-benzoquinone (a non-Kekulé 
delocalized diradical) as probe molecule, in which the oxygen 
atoms can be substituted by CH2 (meta-
benzoquinodimethane), C(NH2)2 or C(Ph)2 (Schlenk diradical), 
among others. 173 , 174 , 175  The latter, which shows a triplet 
ground state, was used to elucidate how a series of EWG and 
EDG substituents may affect the nature of the ground state, 




considering the inductive and mesomeric effects (I and M, 
following Ingold’s notation). In this sense, substituents with -M 
and -I effects reduce the singlet-triplet gap (E[T1]
DFT), while 
+M and +I substituents generate the opposite effect. This 
behavior was explained by means of the spin density. 
 However, very little work could be found dealing with 
Kekulé delocalized diradicals, such as the quinoid structures. 
This lack of information is noteworthy in some cases in which 
the diradical character is not taken into account in the 
calculations, or at least mentioned,176,177,178,179,180 in order to 
provide a more realistic image of the ground state of these 
complicated systems. One of those publications was released 
by Canesi, 181  where it was observed that the diradical 
character of a bithiophene derivative could be removed 
introducing alkoxy groups (EDG) on the structure. 
 Heteroatoms have been already included into acene 
moieties in order to tune the diradical character (or other 
related properties). 182  , 183  The observed effect is that the 
inclusion of nitrogen atoms accomplishes an enlargement of 
E[T1]
DFT (and, then, a reduction of the diradical character), 
while the number and exact position of the nitrogens along 
the molecule can also determine the nature of the molecular 
ground state. Pairs of boron and nitrogen atoms have been 
already used to captodatively design diradical molecules 
taking as starting point benzene, naphthalene, azulene, 
fulvene and benzoquinone. 184  As it is observed for linear 
acenes, 185  the diradical character of quinone moieties has 
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been demonstrated to grow as the molecular chain is 
enlarged.186 
 As well as tuning the diradical character of any 
particular molecule, some of the mentioned chemical 
modifications may serve to experimentally stabilize molecules 
that in any other way would be impossible to synthesize. In 
fact, two main stabilizing strategies have been proposed, 
called respectively terminal functionalization and fusion. 187 
The first one introduces functional groups, as cyano group, in 
the terminal methylene sites to block the reactive sites and 
delocalize the spin density. Tetracyanoquinone dimethane 
derivatives,188,189 for instance, are good examples of stable 
para-quinones. The latter implies the addition of aromatic 
rings to enhance the rigidity of the system as well as to 
delocalize the spin density. In any case, the enlargement of 
the molecular size can reduce the solubility together with the 
stability. 
 Hence, during the last decades has been 
demonstrated that the diradical character can be tuned in a 
very controlled way, but the magnitude of the change that any 
structural modification can introduce in the ground state is still 
unknown. In that manner, the first part of this chapter 
represents an extensive and systematic study of the 
conditions by which the diradical character of conjugated 
quinones may be affected, generating a set of rules that may 
help the design of molecules with the desired diradical 
character by following fundamental structure-property 




relationships. Namely, the effect of the number and size of the 
rings, the presence of heteroatoms and substituents in the 
rings and the substitution of the carbonyl oxygen by other 
heteroatoms or small moieties are studied. The second part 
encompasses a large number of experimentally known 
molecules in order to analyze the diradical character of the 
ground state and, besides, a large number of molecules is 
proposed in the pursuit of new diradical molecules that might 
be potential candidates to be synthesized. As a consequence 
of this investigation, the diradical character is established as a 
new, unexplored variable for the design of novel molecules 
with potential technological applications.  
2. Computational details 
 All geometries have been obtained with the B3PW91 
functional and the 6-31+G(d) basis set, while the electronic 
energy is refined with the aug-cc-pVTZ basis set. The singlet 
diradical character has been evaluated using the diradical 
index (yi) from the spin-projected unrestricted Hartree-Fock 
(PUHF) theory,190,191,192 together with the aug-cc-pVTZ basis 
set, as: 
     
   
    
  
where Ti is defined as the orbital overlap and is calculated 
using the occupation number (n) of the UHF natural orbitals: 
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Thus, from these equations both the diradical (y0) and 
tetraradical (y1) character can be estimated. An index value of 
1 states for a perfect diradical (or tetraradical), while a value 
of 0 means a closed-singlet (no tetraradical character). 
The aromaticity is estimated by means of the GIAO 
method,193,194 at the B3PW91/6-311++G(d,p) level of theory, 
to perform calculations of NICS(1) 195  (nuclear independent 
chemical shift at 1 Å above the center of the ring) in order to 
better estimate the effects of the -electron ring current while 
the -bonding contributions are diminished.196,197 The NICS 
data are reported as the negative value of the absolute 
isotropic magnetic shielding, following NMR chemical shift 
conventions, where negative NICS values (magnetically 
shielded) indicate aromaticity, while positive values 
(magnetically deshielded) and values close to zero indicate 
antiaromaticity. Additionally, we have calculated the 
anisotropy of the magnetic susceptibility at the same level of 
theory, , which can be used as an experimental measure of 
aromaticity, and is defined as:198 
       
       
 
 
where ZZ is the magnetic susceptibility component 
corresponding to the axis normal to the molecule, while XX 
and YY are the in-plane components. Analogously to NICS(1) 
index, negative values of  denote aromatic character. 




3. Diradical character in conjugated quinones and 
methylene derivatives 
 In this section, a set of theoretically designed 
conjugated carbonyls and methylene derivatives are studied. 
All molecules contain one or two carbonyl groups in order to 
enable double-bond conjugation in the rings and are labeled 
using the following general nomenclature: n,m-C(x+y+z), 
where n and m refer to the positions of the carbonyl groups, 
and x, y and z the size of each ring, in increasing order. 
Additionally, an analogous set of molecules, denoted as 
quinone dimethides, is generated by substitution of the 
oxygen atom by a methylene group (CH2). Both groups of 
molecules, carbonyl and methylene derivatives, will be 
referred as Q and QDM molecules, respectively, and the 
particular molecules within each group will be referred as n,m-
C(x+y+z)/Q or n,m-C(x+y+z)/QDM. The monosubstituted 
molecules are labeled as n-C(x+y+z). Those structures will be 
also referred as Q and QDM although these molecules, 
strictly speaking, are not quinones or quinone dimethides. 
Furthermore, 26 highly symmetric molecules containing two 
carbonyl groups have been partially substituted with one 
methylene group, leading to quinone methide derivatives 
(QM), that will be labeled as n,m-C(x+y+z)/QM. For the sake 
of clarity, the whole collection of 206 molecules will be 
designated as “set”, while the label “group” will be used 
instead to refer the concrete case of Q molecules, QDM or 
QM. Finally, those molecules that can be labeled using the 
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same n,m-C(x+y+z) formula will be called “families”.  
 
Figure 13: Whole set of molecules used in this section, with X=O, CH2. 
Those molecules with a (*) are also calculated combining both O and CH2 
substituents (quinone methides). 
1-C3 1-C5 3-C(3+6)1-C7 2-C(3+6) 1-C(3+6)
3(a)-C(4+5) 4-C(4+5)3(b)-C(4+5) 1-C(4+5) 5(a)-C(4+7) 3(b)-C(4+7)
5(b)-C(4+7) 3(a)-C(4+7) 1-C(4+7) 4-C(4+7) 2-C(5+6) 5-C(5+6)
4-C(5+6) 1-C(5+6) 6-C(6+7) 2-C(6+7) 1-C(6+7) 5-C(6+7)
7-C(6+7) 1,2-C(4)* 1,3-C(4)* 1,2-C(6)* 1,4-C(6)* 1,2-C(3+3)*
1,3-C(3+5) 2,3-C(3+5) 1,2-C(3+5) 1,3-C(3+7) 3,4-C(3+7) 1,4-C(3+7)
2,3-C(3+7) 2,5-C(3+7) 1,2-C(3+7) 1,2(b)-C(4+4)* 1,2(a)-C(4+4)* 1,3-C(4+4)*
3,4(a)-C(4+6) 3,4(b)-C(4+6) 3,6(b)-C(4+6) 3,6(a)-C(4+6) 1,3-C(4+6) 1,5-C(4+6)
4,5-C(4+6) 1,2-C(4+6) 1,4-C(5+5)* 1,6-C(5+5)* 1,5-C(5+5) 1,2-C(5+5)
2,4-C(5+7) 1,2-C(5+7) 1,6-C(5+7) 2,6-C(5+7) 1,4-C(5+7) 1,8-C(5+7)
5,6-C(5+7) 4,7-C(5+7) 1,7-C(5+7) 4,5-C(5+7) 1,5-C(5+7) 2,3-C(6+6)*
1,5-C(6+6)* 1,7-C(6+6) 2,6-C(6+6)* 1,2-C(6+6) 1,4-C(6+6)* 1,2-C(7+7)
1,9-C(7+7) 2,3-C(7+7) 3,8-C(7+7)* 1,6-C(7+7)* 1,7-C(7+7) 2,8-C(7+7)
1,8-C(7+7) 1,4-C(7+7) 1,10-C(7+7)* 2,3-C(6+6+6)* 1,5-C(6+6+6)* 1,7-C(6+6+6)
2,6-C(6+6+6)* 1,10-C(6+6+6) 2,9-C(6+6+6) 1,2-C(6+6+6) 1,4-C(6+6+6)* 9,10-C(6+6+6)*




In Figure 13, the investigated molecules are 
represented. Besides, for completeness, the bare rings are 
also studied in order to analyze the effect of the carbonyl and 
methylene substitution.  
 Regarding the cyclobutadiene-based molecules, the 
relative position of the double bonds in cyclobutadiene leads 
to two different isomers. In order to distinguish them, it will be 
used the label (a) when it exists a double bond linking the 
shared carbons of the two rings, while (b) will be used instead 
with each shared carbon having a double bond. In order to 
confirm this result, the energy differences between these 
isomers, in the Q group, have been calculated at the CASPT2 
level of theory (see Table 9) and a good agreement is 
observed with the broken-symmetry DFT calculations.  
Table 9: Energy differences between (a) and (b) isomers of the 
cyclobutadiene derivatives, in eV, calculated at the CASPT2/aug-cc-
pVTZ//B3PW91/6-31+G(d) and both restricted and unrestricted 
B3PW91/aug-cc-pVTZ//B3PW91/6-31+G(d) levels of theory. 
 
CASPT2 UB3PW91 RB3PW91 
1,2-C(4+4) -1.28 -1.18 -1.43 
3-C(4+5) 0.42 0.72 0.80 
3,4-C(4+6) 0.00 0.00 0.17 
3,6-C(4+6) -0.02 -0.05 -0.05 
3-C(4+7) -0.59 -0.58 -0.75 
5-C(4+7) -0.23 -0.37 -0.41 
 In summary, this section is focused in the investigation 
of the diradical character in terms of nature and position of the 
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rings, as well as the kind of substituent employed (CH2 or O). 
The diradical character (y0) of each molecule is studied 
together with the spin densities () and the aromaticities, both 
in the full molecule (magnetic susceptibility, in Δχ (cgs-ppm)) 
and centered in the rings (NICS(1)). Firstly, the naphthalene 
derivatives are used to explain certain general considerations. 
Later, the whole set of molecules will be discussed. Finally, 
the aromaticity of the Q group of molecules will be discussed 
and related with the diradical character. 
3.1. General trends 
 Despite the large number of molecules that are 
investigated in the present study, the observed trends in the 
diradical character can be rationalized performing a detailed 
analysis in selected molecules. Molecules belonging to the 
n,m-C(6+6) group, that is, derivatives of naphthalene, may be 
useful in this task, since the introduced modifications (position 
and kind of substituent) seem to play a clear role in the 
diradical character of the derived molecules. 
 In Figure 14a, three representative open-shell Lewis 
structures are depicted to analyze the distribution of the spin 
densities, shown in Figure 14b. Thus, in 2,3-C(6+6)/Q 
molecule (Figure 14b, left), large values of spin density are 
observed in ring positions 1 and 4, corresponding to 
resonance structure 2, generating an aromatic -sextet (a 
benzene ring). When the carbonyls are substituted by 
methylene groups to form the 2,3-C(6+6)/QDM molecule 




(Figure 14b, center), a shift of the spin density is observed 
towards the CH2 groups, corresponding to an intermediate 
situation between resonance structures 2 and 3, anyway 
keeping the benzene ring. The 2,3-C(6+6)/QM molecule 
(Figure 14b, right) presents both characteristics, with an open 
shell structure that includes large spin density values in the 
CH2 group and in the 1 and 4 positions of the rings. In this 
way, resonance structure 1 is unfavored due to the loss of 
aromaticity.  
 
Figure 14: a) Lewis structure of the 2,3-C(6+6) molecule in the closed-shell 
(top) and the open-shell (bottom) resonance structures. b) Spin densities 
() of the 2,3-C(6+6)/Q,QDM,QM molecules. Green colour corresponds to  
 0.9, while red colour corresponds to   0.4. Intermediate values are 
denoted by intermediate colour intensities. The calculations were performed 
at the UHF/aug-cc-pVTZ level of theory. 
 The presence of substituting moieties in the 
naphthalene molecule has a dramatic effect in the diradical 
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character, increasing from y0=0.04 in the unsubstituted 
molecule up to y0=0.41 in 2,3-C(6+6)/QM, y0=0.43 in 2,3-
C(6+6)/Q and y0=0.59 in 2,3-C(6+6)/QDM derivatives. See 
Figure 15, where the diradical character of the Q (light blue 
bars), QDM (dark blue bars) and QM derivatives (white bars) 
are displayed. This is a relevant result, since, in the acene 
series, in order to have diradical characters of the same 
magnitude, the number of rings has to be increased at least 
up to 4. This means that we are able to induce a remarkable 
change in the diradical character by introducing a slight 
modification into the structure of small molecules, such as 
naphthalene. Nevertheless, the sole presence of the 
substituents in naphthalene is not enough to increase the 
diradical character and their relative position in the rings must 
also be considered. 
 As shown in Figure 15, 1,2-C(6+6)/Q is a closed shell 
(y0=0.00) and 1,2-C(6+6)/QDM shows only a slight diradical 
character (y0=0.12). This may also be explained by using the 
resonant structures. As it has been mentioned before, the 
strong diradical character shown by the 2,3-C(6+6) structure 
is favored by the stabilization provided by the formation of the 
-electron system. 199  In the 1,2-C(6+6) isomers, this -
electron system is already present in the closed-shell 
representation, which would disappear in any other resonant 
structure.  





Figure 15: Diradical character (y0) calculated at the UHF/aug-cc-
pVTZ//B3PW91/6-31+G(d) level of theory, for the Q, QM and QDM 
derivatives. 
 The variation of the electronic density was studied in 
order to elucidate the differences between a regular closed-
shell (CS) calculation with respect to a broken-symmetry 
open-shell (OS) calculation. This is shown in Figure 16, 
where the variation of the electron density from the closed-
shell to the open-shell structures in 1,5-C(6+6+6)/Q,QDM,QM 
is represented. In general, the main shift takes place in the 
carbon rings, among adjacent double bonds, and this effect 
can also be observed in the methylene group of the QDM 
molecule. In the other hand, the double bond of the carbonyl 
groups shows a density loss. In the QM derivatives, an 
intermediate behavior is observed. This means that, in the 
QDM molecules, which show a general greater diradical 
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more likely to be localized in the methylene moieties, leading 
to a stronger aromatic stabilization, as it has been previously 
discussed.  
 
Figure 16: Variation of the electron density (isovalue=0.0004) from the 
closed-shell to the open-shell electronic structures in the 1,5-C(6+6+6) 
derivatives, namely, Q (left), QM (center) and QDM (right). Purple color 
indicates regions that gain density, while brown color denotes loss. 
3.2. Diradical character of Q, QDM and QM 
molecules 
 Inspecting Figure 15, it is possible to observe that 
many of the carbonyl derivatives (Q) possess a non-negligible 
diradical character, and the ground state should be described 
as a singlet open-shell state. Thus, the monocycles (1-C3, 
n,m-C4, 1-C5, n,m-C6 and 1-C7) are basically closed-shell 
molecules, the same way as bicycles including a three-
membered ring, except for 1,3-C(3+5) and 1,3-C(3+7), which 
show slight diradical character. It is remarkable the diradical 
character (y0 ≥ 0.40) of the bicycles containing a 
cyclobutadiene moiety, especially those fused to six- and 
seven-membered rings, such as 3,4(a,b)-C(4+6) or 3,4(a,b)-
C(4+7). Carbonyls containing five-membered rings show 
small diradical character except 1-C(5+6), with a y0 value 
r(X1) 1.238 , 1.234 1.240 , 1.237 1.384 , 1.362
r(X2) 1.238 , 1.234 1.381 , 1.361 1.384 , 1.362
X1= X2 = O X1= O , X2 = CH2 X1= X2 = CH2




equal to 0.42. Three molecules with two benzene rings and 
six with three benzene rings show remarkable diradical 
character and, finally, bicycles with seven-membered rings 
display small diradical character.  
 When the carbonyl moieties are substituted by 
methylene, an important enhancement of the diradical 
character is observed. In most cases, the diradical character 
is increased following this general trend: y0(QDM) > y0(QM) > 
y0(Q). In fact, 70 molecules among the full QDM group show 
an enhancement in the y0 values compared to the Q group. 
Analogously, from the 26 QM calculated molecules, 18 show 
larger diradical character than the carbonyl homologues. 
Molecules that already showed non-negligible diradical 
character experience a greater increase upon substitution of 
the carbonyl. For example, 1,2(a)-C(4+4) with 0.14 (Q), 0.24 
(QM) and 0.50 (QDM); 3,6(a)-C(4+6) (0.33, 0.55 and 0.64); 
1,5-C(6+6) (0.34, 0.42 and 0.64) or 2,6-C(6+6+6) (0.35, 0.40 
and 0.52). Carbonyls that are basically closed-shell molecules 
remain this way, in general, but still some of them are found 
to have a non-negligible diradical character upon substitution, 
such as 1,2-C(6+6), 1,4-C(6+6), 1,2-C6 or 1,4-C6. It is 
remarkable the case of 1,3-C4, where the QM and QDM 
groups show a notable diradical character (0.38 and 0.65, 
respectively). However, it should be noted that this trend is 
not always fulfilled, such in 1,2(b)-C(4+4) or in 2-C(5+6). In 
general, all the studied acene derivatives: benzoquinone, 
naphthoquinone and anthraquinone, as well as their 
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methylene derivatives, show in certain cases an 
enhancement of the diradical character when compared to the 
parent acene molecule. 
 Regarding the number of rings, it has been previously 
observed in fused oligoacenes that the diradical character 
increases with the number of benezene rings. 200 
Nevertheless, this behavior becomes evident from pentacene 
and, therefore, it is difficult to establish a direct comparison 
with the set of molecules analyzed in this section. Still, we 
observe that the diradical character of the 2,3-, 1,5-, 1,7- and 
2,6-C(6+6)/Q,QDM isomers is notably increased when the 
third ring is included (C(6+6+6) group). Only the 1,2- and 1,4- 
isomers maintain basically the same diradical character, or 
even a small decrease is observed. As a summary, the size of 
the ring does not seem to be relevant for the diradical 
character. Instead, the relative position and the nature of the 
moieties, together with the number of rings, are the key 
parameters for tuning this property. The variation of y0 with 
the number of rings will be discussed in detail later on. 
3.3. Molecular geometries and stability  
 Since the geometry optimization is performed using 
the broken-symmetry approximation, every molecule is 
allowed to distort its closed-shell structure to an open-shell 
one, lowering the energy. Nevertheless, these changes on the 
structures are small and only noticeable in few structures with 
y0  0. Thus, it is observed that the C=O bond is likely to be 




elongated in the open-shell state, although this variation is 
very small (<0.01Å). Analogously, in the QDM group is also 
observed a small structural effect, although the 2,3-
C(6+6+6)/QDM molecule shows an elongation of 0.024 Å in 
their C=CH2 bonds. Additionally, in the backbone of the 
molecules are observed modifications, with a noticeable 
enlargement of double bonds accompanied with a shortening 
of the single bonds. For instance, the single bond between 
the carbons labeled as 5 and 6 of the 2,3-C(6+6+6)/Q 
molecule is 0.032 Å longer in the open-shell calculation, while 
the QDM analogue shows an enlargement of only 0.020 Å. 
These results support the previous analysis performed using 
the spin densities, were the unpaired electrons are mainly 
delocalized in the aromatic rings. 
 Finally, the diradical character may be related to their 
stability. Thus, it is observed that a greater diradical character 
implies a more energetical isomer. 
3.4. Aromaticity in Q molecules 
 The trend observed in the stability is in agreement with 
previously published theoretical data,180,199,201,202 and is also 
reflected in the aromaticity, which provides us with a deeper 
insight into the ring-size effect. In order to analyze this, we 
have used the anisotropy of the magnetic susceptibility (), 
which can be used as an experimental measure of 
aromaticity, together with the NICS(1) criterion, since it is also 
a useful indicator of aromaticity in a particular ring. In Figure 
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17, the calculated  together with the diradical character is 
represented, while the NICS(1) aromaticity indexes are 
included in the Table 10. Thus, although it is not 
straightforward to devise a clear tendency, a general 
decrease in the aromaticity (shift to positive values) is 
observed with the increase in the diradical character.  
 This behavior may be explained as a combination of 
two factors: firstly, as it was stated in the previous subsection, 
the diradical character implies a delocalization of the spin 
density into the carbon backbone, diminishing their 
aromaticity, and, secondly, the disposition of the carbonyl 
moieties in the rings, which may lead to a less conjugated 
molecule and, therefore, decreasing the aromaticity. 
 
Figure 17: Anisotropy of the magnetic susceptibility (, dotted line), in 
cgs-ppm, and diradical character (y0, bars) calculated at the B3PW91/6-







































































































































































































































  Following Hückel’s rule 203  for aromaticity in planar 
rings, 1-C3 and 1-C7 molecules are aromatic (NICS(1) values 
of −9.48 and −2.36), while 1-C5 is antiaromatic (4.03). In the 
monocycles with two carbonyl groups, 1,2-C4 is aromatic 
(−3.64), while n,m-C6 is antiaromatic (0.94 and 1.63 for 
n,m=1,2 and 1,4, respectively), in contrast to the case of 
cyclobutadiene and benzene. 
 However, in molecules with more than one ring, the 
relationship between aromaticity and the diradical character 
depends on the structure of each molecule. For instance, 
within the n,m-C(6+6) group, 2,3-C(6+6) molecule has one 
benzene-like aromatic ring (Clar sextet) in the closed-shell 
state, so that an eventual breaking-symmetry approach 
(enhancing the diradical character) may reduce the 
aromaticity by delocalizing the spin density on the carbon 
backbone. For that reason, the diradical 2,3-C(6+6) molecule 
is less aromatic (=−48.4 cgs-ppm) than the closed-shell 
1,2- and 1,4-C(6+6) molecules (=−91.4 cgs-ppm and 
=−116.6 cgs-ppm, respectively), even having the same 
number of Clar sextets. This analysis is also supported by the 
NICS(1) values gathered on Table 10. In this manner, 
molecules such as 1,2-C(6+6) or 1,4-C(6+6) show strongly 
aromatic benzene-like structures with NICS(1) ≈ -9 (this value 
for benzene is -10.4). However, the 2,3-C(6+6) structure 
shows more positive NICS(1) values, up to 1.68, indicating a 
non-aromatic structure.  
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Table 10: Nuclear Independent Chemical Shifts calculated at 1 Å over the 
center of the ring (NICS(1)). NPL states for non planar. 
 On the other hand, a closed-shell representation of 
1,5-, 1,7- and 2,6-C(6+6) molecules leads to structures 
    NICS(1)A NICS(1)B NICS(1)C     NICS(1)A NICS(1)B NICS(1)C 
C3   -9.48 -- -- C(4+6) 3,6 (a) 10.82 0.66 -- 
C5   4.03 -- --   1,3 -2.65 -1.15 -- 
C7   -2.36 -- --   1,5 -2.89 -2.03 -- 
C(3+6) 3 -11.04 -4.18 --   4,5 -2.46 -0.53 -- 
  2 -12.86 -4.73 --   1,2 -3.23 -10.09 -- 
  1 -9.44 -10.45 -- C(5+5) 1,4 3.62 3.62 -- 
C(4+5) 3 (a) 5.9 -0.79 --   1,6 1.83 1.83 -- 
  3 (b) 3.01 -8.96 --   1,5 -0.24 -3.83 -- 
  4 -4.58 -4.67 --   1,2 -2.65 -3.54 -- 
  1 -6.56 -5 -- C(5+7) 2,4 5.68 3.05 -- 
C(4+7) 5 (a) 13.17 0.6 --   1,2 3.38 5.43 -- 
  3 (b) 19.7 6.27 --   1,6 3.15 -1.98 -- 
  5 (b) 16.47 5.11 --   2,6 4.54 2.38 -- 
  3 (a) 15.32 -1.35 --   1,4 2.63 -2.9 -- 
  1 6.63 7.58 --   1,8 2.2 NPL -- 
  4 3.33 1.39 --   5,6 1.46 NPL -- 
C(5+6) 2 12.89 5.77 --   4,7 -0.53 1.53 -- 
  5 4.85 3.54 --   1,7 -0.77 -1.25 -- 
  4 3.75 4.28 --   4,5 0.18 NPL -- 
  1 4.24 -7.77 --   1,5 -0.94 -1.09 -- 
C(6+7) 6 -5.77 -4.52 -- C(6+6) 2,3 5.96 1.68 -- 
  2 -7.17 -0.68 --   1,5 0.44 0.44 -- 
  1 -6.68 -0.32 --   1,7 1.43 -0.86 -- 
  5 -10.58 -1.72 --   2,6 -0.35 -0.35 -- 
  7 -10.18 -1.33 --   1,2 3.38 -8.74 -- 
C4 1,2 -3.64 -- --   1,4 1.86 -9.54 -- 
  1,3 NPL -- -- C(7+7) 1,10 NPL -- -- 
C6 1,2 0.94 -- --   1,2 NPL -- -- 
  1,4 1.63 -- --   1,9 NPL -- -- 
C(3+3) 1,2  -11.21 -11.21 --   2,3 NPL -- -- 
C(3+5) 1,3 -4.88 3.87 --   3,8 -2.02 -2.02 -- 
  2,3 -7.16 -0.44 --   1,6 NPL -- -- 
  1,2 -11.73 0.77 --   1,7 NPL -- -- 
C(3+7) 1,3 -7.18 -1.89 --   2,8 NPL -- -- 
  3,4 -9.44 NPL --   1,8 NPL -- -- 
  1,4 -8.75 -0.79 --   1,4 NPL -- -- 
  2,3 -10.7 -1.68 -- C(6+6+6) 2,3 4.64 -0.74 -4.73 
  2,5 -8.57 -0.41 --   1,5 -1.14 -6.13 -1.14 
  1,2 -8.97 -2.04 --   1,7 0.44 -2.6 -1.24 
C(4+4) 1,2 (b) 1.64 16.5 --   2,6 -0.78 -1.41 -0.78 
  1,2 (a) -5.81 6.97 --   1,10 0.11 0.9 -8.7 
  1,3 -2.08 -2.08 --   2,9 -1.04 1.87 -8.49 
C(4+6) 3,4 (a) 6.23 -0.74 --   1,2 3.44 -8.48 -9.95 
  3,4 (b) 6.24 -0.74 --   1,4 2.09 -9.51 -10.14 
  3,6 (b) 11.54 -2.18 --   9,10 -9.36 2.69 -9.36 
 




without any aromatic ring. However, allowing the open-shell 
character may provide with naphthalene-like electronic 
arrangements to these structures, increasing the aromaticity 
of the molecules. Magnetic susceptibilities support this 
explanation, since  values of -77.7, -67.4 and -69.6 are 
found on the aforementioned structures, following the trend 
observed in the y0 values (0.43, 0.00 and 0.00). Again, the 
NICS(1) indexes support these findings.  
3.5. Summary and conclusions 
 In this section, the diradical character and its influence 
in molecular geometries, stability and aromaticity has been 
analyzed in a set of 206 conjugated carbonyl and methylene 
derivatives. We have found that, excluding the monocycles, 
many of the proposed molecules have a non-negligible 
diradical character and the ground state should be described 
as a singlet open-shell state.  
 Some of the calculated parameters such as the spin 
density, bond distances and aromaticity show that the radical 
electrons are mainly delocalized over the carbon backbone. 
The aromaticity shows a general decrease with the increase 
of the diradical character, although it is not straightforward to 
devise a clear tendency. The substitution of the carbonyl 
groups by methylene moieties enhances the diradical 
character, and the following trend is observed: y0(QDM) > 
y0(QM) > y0(Q). 
 Hence, these results highlight the singlet diradical 
nature shown by many conjugated cyclic compounds, and the 
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requirement to be properly described as singlet open-shell 
ground states, in contrast to the commonly assumed closed-
shell nature. This feature, which has been neglected in almost 
all of the previously published works, has a considerable 
impact on molecular properties. 
4. Effect of structural modifications 
 In this section, a systematic analysis is performed in 
order to elucidate how certain modifications on the molecular 
structure may affect the diradical nature of the ground state. 
The 1,5-C(6+6+6)/Q molecule has been selected due to its 
notable diradical character (y0=0.60) and high symmetry. 
Despite a good number of quinones have been synthesized 
during the years, this molecule has remained elusive. 
However, closely related compounds could be found.204  
 In order to quantify the effect that each modification 
may introduce in the diradical character, the proposed 
structural modifications are: i) substitution of the oxygen of the 
carbonyl group, ii) inclusion of heteroatoms in the aromatic 
rings, iii) addition of substituents in different positions in the 
rings and iv) increase of the number of rings.  
4.1. Substitution of the oxygen of the carbonyl 
group 
 In this subsection, the oxygen atom will be replaced by 
atoms of the groups 13 to 16 of periods 1 (B, C, N), 2 (Al, Si, 
P, S) and 3 (Ga, Ge, As, Se), including the required H atoms 




to maintain the double bond conjugation (see Figure 18). The 
substitution by carbon (methylene group, CH2) has been 
discussed in detail in the previous section. Besides, based on 
the methylene group, further modifications have been 
performed to include the following moieties: CF2, CCl2, CBr2, 
C(CH3)2 and C(CN)2. 
 
Figure 18: Derivatives of the 1,5-C(6+6+6)/Q molecule, where X=BH, CH2, 
NH, O (period 1); AlH, SiH2, PH, S (period 2) and GaH, GeH2, AsH, Se 
(period 3). Besides, the following methylene derivatives have also been 
included: X=CF2, CCl2, CBr2, C(CH3)2 and C(CN)2.  
 In Figure 19 are represented the diradical character, 
the spin density () over the substituting atoms and the 
NICS(1) aromaticity index, organized by periods (1, 2 and 3), 
and clear trends may be devised. First of all, with the 
exception of S and Se derivatives, all the molecules show 
large diradical character (y0 > 0.60) and, within periods 1 and 
2, both y0 and  are reduced by increasing the atomic 
number: B>C>N>O and AlSi>P>S. This trend, however, is 
reversed in period 3 for the spin density. The variation of y0 
within each group shows a general increase with the atomic 
number: B < Al ≈ Ga, C < Si ≈ Ge, N < P < As, except for 
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group 16. The behavior of  is less systematic. 
 The unexpected behavior of S and Se has been 
further investigated in 1,7- and 2,3-C(6+6+6) molecules. 
Thus, when O is replaced by both S and Se in the 1,7-
C(6+6+6) moiety, the diradical character is vanished from an 
original value of y0=0.44. For 2,3-C(6+6+6), y0 is reduced 
from 0.78 to 0.19 with S and is zero with Se. This feature has 
been further investigated using RASSCF calculations, which 
suggest that y0 should increase following this trend: 
O<S<Se.This means that the DFT description of the singlet 
open-shell in these cases might be misleading and some 
results should be handled with care. 
 
Figure 19: Diradical character (y0), Mulliken spin densities (ρ) and 
aromaticity calculated on the central ring (NICS(1)). 



































































































































the diradical character follow the same trend, and larger 
NICS(1) values are calculated for larger y0, as it was 
previously observed in the previous section, for those 
particular molecules in which a less aromatic closed-shell 
structure can be transformed into a more aromatic open-shell 
one. The anomalous y0 values of S and Se derivatives are 
reflected in the aromaticity, and slightly lower values are 
accounted for with respect to the expected values. 
 
Figure 20: Spin densities () in  (black),  (green),  (blue) and  (purple) 
positions of the 1,5-C(6+6+6)/Q molecule (O) and the NH, CH2 and BH 
derivatives.  
 In the bottom row of Figure 19 are represented the 
results for the molecules obtained by the replacement of the 
hydrogen atoms of CH2 moiety by halogens (F, Cl, Br), methyl 
(CH3) and cyano groups (CN). Small variations in y0 are 
observed, with values between 0.60 and 0.80 approximately, 
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one that provides larger diradical character than the parent 
CH2 structure. Regarding , small variations are also 
observed, almost negligible for C(CH3)2 and C(CN)2 The 
same can be concluded for the aromaticity. 
 
Figure 21: Selected resonance structures of the 1,5-C(6+6+6) molecule 
 The distribution of the spin density in the carbon 
backbone can be further used to analyze the variation of the 
diradical character. Four different positions can be noted in 
those structures, labeled as  (positions 2 and 6),  (positions 
3 and 7),  (positions 4 and 8) and  (positions 9 and 10). In 
this manner, Figure 20 shows how the spin density is 
concentrated on positions  and , while  and  positions are 
less populated, except for the case of the boron derivative. 
 This behavior can be explained using the resonance 
structures collected on Figure 21, where it can be observed 
that structures A, B and C contain one Clar sextet and, 
therefore, are expected to be dominant in the representation 
of the 1,5-C(6+6+6) molecule. Structures B and C correspond 




to localization of the spin density on  and  positions, which 
is favored in all cases expect in the boron derivative, where 
structures E and F (allocation of the spin density on  
position) are preferred. 
 
Figure 22: Derivatives of the 1,5-C(6+6+6)/Q molecule used in this study 
with the heteroatoms (X=N, B, P, Si) placed in  (top left),  (top right),  
(bottom left) and  (bottom right) positions. 
 In general, it is observed that  in the carbon 
backbone is reduced when the atomic number of the 
heteroatom that substitutes the oxygen atom decreases 
(except for the boron derivative), as expected, since the spin 
density in the heteroatoms follows the opposite trend (see 
Figure 20).   
4.2. Insertion of heteroatoms in the aromatic rings 
 The inclusion of heteroatoms in the carbon backbone 
has been one of the main strategies for the modification of the 
diradical character on a given system.205,206,207 Thus, we have 
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substituted two carbons in symmetric positions of the rings 
with heteroatoms from the adjacent groups (B and N) and 
from the period below (Si and P), leading to four different 
isomers (see Figure 22) labeled as in the previous 
subsection:  (heteroatoms in positions 2 and 6),  (3 and 7), 
 (4 and 8) and  (9 and 10). 
 In general, it is observed a decrease in y0 with the 
substitution (see Figure 23, left), although it is highly 
dependent on both the atom and the position. The most 
remarkable case is P, for which the y0 for  and  isomers is 
completely vanished (y0=-0.60), while for  and  is slightly 
increased with respect to the unsubstituted molecule. This 
trend is also observed in Si and B, while for N the opposite 
effect is found. Note that the Pauling electronegativities follow 
the trend Si (1.90) < B (2.04) < P (2.19) < C (2.55) < N (3.04). 
Only the nitrogen atom is more electronegative than the 
carbon, which may explain the deviation in the behavior. In 
general, the diradical character increases following N < B < C 
< P < Si in positions  and , while in positions  and  the 
trend goes P << B < Si < C < N. In the other hand, the 
variation of the aromaticity follows the opposite trend, as 
expected (see Figure 23, right).  
 Again, the distribution of the spin densities may help 
understanding this behavior. In general, it is found that the 
substitution with B, P or Si in positions with high spin density 
( and ) leads to an enhancement of the diradical character, 




while a decrease is found when the same atoms are inserted 
on low spin density positions ( or ). For the nitrogen atom, 
the opposite trend is observed instead. This is reflected in 
Figure 24, where it is shown how the density over the 
nitrogen atom in  or  positions is smaller (Figure 24b, red 
colour) than the density over boron (Figure 24c, dark green). 
 
 Figure 23:Variation of the diradical character, y0, (left) and the NICS(1) 
aromaticity index calculated on the central ring (right) with respect to the 
1,5-C(6+6+6)/Q molecule.  
Many other previous investigations have aimed at 
establishing a relation between the position and nature of 
heteroatoms in order to modulate the diradical character or 
related magnitudes (like the singlet-triplet gap, for instance). 
However, as it was noted in the Introduction of this chapter, 
most of this research is focused on localized diradicals,13 and 
very little work has been performed to understand the effect of 
substitution on delocalized diradicals. For instance, in the 
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study the variation of the diradical character after substitution. 
Nevertheless, this effect requires the simultaneous presence 
of an electron-donating and an electron-withdrawing 
substituent, or the substitution of a donating atom together 
with an acceptor atom, such as nitrogen and boron, which is 
out of the scope of this work. 
 
Figure 24: Mulliken spin densities (ρ) of the 1,5-C(6+6+6)/Q molecule (a), 
as well as the , ,  and  isomers of the nitrogen (b) and boron (c) 
substituted derivatives. The green colour represents  > 1.0 while red 
denotes  < 0.5. Intermediate colours denote intermediate spin density 
values.  
4.3. Addition of substituents 
 In this subsection, the effect of six different 
substituents in the 1,5-C(6+6+6)/Q molecule has been 
studied on the previously defined four positions labeled as , 








 (see Figure 25). The following substituents have been 
tested: two strong EWG, CF3 and CN, three strong EDG, OH, 
OCH3, and NH2, and one weak EDG group CH3. In order to 
relieve the computational effort, only the CF3, CN, CH3 and 
NH2 groups are used to generate the fully substituted 
molecule (). Thus, in this subsection, 28 molecules are 
investigated. 
 
Figure 25: Derivatives of 1,5-C(6+6+6)/Q used in this study, with the 
substituents placed in  (top left),  (top right),  (middle left) and  (middle 
right) positions. Additionally,  represents the fully substituted molecule 
(bottom). 
 As it has been previously observed for the  and  
substitutions, the diradical character undergoes a slight 
increase with respect to the unsubstituted 1,5-C(6+6+6)/Q 
molecule (see Figure 26). Despite the variations in the 
diradical character are small in most of cases, this effect is 
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more evident in the -substituted molecules, while the 
behavior of the -substituted molecules is not that clear and 
some exceptions should be noted. For instance, the addition 
of a CF3 substituent in  positions derives in a slight reduction 
of the diradical character, while the effect of the addition of a 
CH3 group is negligible in that position. In the other hand, the 
substituents introduced in  and  positions reduce the 
diradical character, especially if the substituent is an EDG 
group. The effect of CF3 and CN is small (for CN a slight 
increase is observed). Finally, it is observed that for the fully 
substituted molecule (), the EWG substituents enhance the 
diradical character, while the EDG groups diminish it. 
 
Figure 26: Variation of the diradical character (y0) calculated with respect 
to the 1,5-C(6+6+6)/Q molecule.  
 Regarding the nature of the substituent, very small 
variations of the diradical character are observed (less than 
0.2), with the exception of NH2 in  position, for which y0 is 
remarkably decreased. This behavior might be related to the 
existence of a hydrogen bond interaction with the carbonyl 























































































the enol resonance form. Thus, the N-H bond length of the 
interacting hydrogen is increased by 0.03 Å with respect to 
the other H, evidencing the existence of this interaction. In 
summary, the diradical character is mainly affected by the 
position of the substituent. This is a very relevant result from 
the experimental point of view, since most of the molecules 
proposed in this work may be difficult to synthesize, and 
chemical derivations may be needed in order to be isolated. 
With these results, we may conclude that the desired diradical 
character of a given molecule will remain basically unchanged 
after substitution. 
 
Figure 27: Variation of the NICS(1) aromaticity index with respect 
to the 1,5-C(6+6+6)/Q molecule. 
Finally, the variation of the NICS(1) index, gathered in 
Figure 27, follows the expected trend, as in previous 
subsections. 
4.4. Increase of the number of fused rings 
In this subsection, the naphthoquinone (n,m-
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variation of the diradical character with the increase of the 
number of fused rings, starting from naphthoquinone (n=2) up 
to hexaquinone (n=6). Depending on the starting 
naphthoquinone, two different families of compounds will be 
generated: if the carbonyl groups are located in the same ring 
(1,2-, 1,4- and 2,3-C(6+6)/Q), the extra rings will be added 
next to the benzene without carbonyls (see Figure 28, top 
row); if the two carbonyls are located in different rings (1,5-, 
1,7- and 2,6-C(6+6)/Q), the extra ones will be inserted in 
between, separating the carbonyl-containing rings (see 
Figure 28, bottom row). 
 
Figure 28: Naphthoquinone derivatives included in this subsection, for 2 ≤ 
n ≤ 6. 
As it was previously discussed, the relative disposition 
of the carbonyls is decisive in the diradical character. Thus, 
the 1,5-, 1,7-, 2,6- and 2,3-C(6+6)/Q molecules show much 
larger y0 values than the 1,2 and 1,4 isomers, as well as than 
the unsubstituted acenes. Increasing the number of rings 
greatly enhances y0, especially for 2,3-C(6+6)/Q, which is a 




perfect diradical for n=5 (y0=1.00) and for the 2,6-derivative, 
which shows a value of y0=0.02 with n=2 and y0=0.72 for n=6. 
This effect is also found in the unsubstituted acenes, whose 
diradical character increases from y0=0.05 in naphthalene to 
y0=0.57 in hexacene.  
 
Figure 29: Diradical (y0, top) and tetraradical (y1, bottom) 
character of dicarbonyls with increasing number of rings (n=2-6) based on 
the 1,2-, 1,4-, 1,5-, 1,7-, 2,3- and 2,6-C(6+6)/Q naphthoquinones, together 
with the unsubstituted acenes.  
In Figure 29, the diradical and tetraradical character 
of all studied quinone derivatives are depicted, together with 
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The behavior in 1,2- and 1,4- derivatives is more 
irregular. For instance, the diradical character of 1,2 isomer 
for n=3, 4, 5 is 0.09, 0.00 and 0.06, respectively. This trend is 
also observed in the calculated singlet-triplet gap of this 
molecules (1.76, 1.97 and 1.40 eV, respectively).  
Additionally, in Figure 29 is also observed that those 
molecules with the carbonyl groups located on separated 
aromatic rings show an important tetradiradical character. 
This feature will be of paramount importance for the 
application of these molecules as singlet fission 
sensitizers,34,208 that will be broadly discussed later on this 
thesis.  
4.5. Summary and conclusions 
 In summary, in this section we have analyzed the 
variation of the diradical character after structural 
modifications, such as substitution of the oxygen in the 
carbonyl group, insertion of heteroatoms in the aromatic rings, 
addition of substituents and, finally, increase of the number of 
fused rings. For that, the 1,5-C(6+6+6)/Q molecule has been 
used as a reference. 
 The first modification introduced is the replacement of 
oxygen by atoms of group 13 (B, Al, Ga), group 14 (C, Si, 
Ge), group 15 (N, P, As) and group 16 (S, Se), and it has 
been found that the diradical character is enhanced in all 
cases except for S or Se. It has been found that, 
independently of the substituent, there are higher spin 




densities in the positions 2, 4, 6 and 8 of the rings (positions 
labeled as  and ). 
 Heteroatoms have been introduced in four different 
positions, and a relationship between the diradical character 
and the spin density is observed. Hence, the positions with 
high values of  are related to remarkable reductions in the 
diradical character when B, Si and, especially P, are inserted. 
When these atoms are inserted in the 2, 7, 9 and 10 positions 
(labeled as  and ), the behavior of y0 is somewhat irregular, 
but the general trend is an increase of this parameter. The 
only exception is nitrogen, which follows the opposite trend. 
 When EWG and EDG groups are included in different 
positions of the rings, a similar dependence of y0 with the spin 
density is observed. Thus, the substitution in  and  positions 
enhances the diradical character, while in  and  positions y0 
is decreased. Nevertheless, it is important to emphasize that 
these variations are, in general, very small independently of 
the nature of the substituent, which may have important 
consequences for a hypothetical experimental synthesis of 
some of the molecules proposed in this work, since the 
desired diradical character of a given molecule will remain 
basically unchanged after substitution. 
 Finally, the increase of the number of fused rings 
results in the enhancement of the diradical (and tetraradical) 
character, but it depends on the relative position of the 
carbonyl groups, as it was explained previously in this 
chapter. Thus, those molecules with the carbonyl group 
inserted in separated rings experience a greater 
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enhancement of the diradical character.  
5. Other diradical structures 
 During the last years, plenty of singlet open-shell 
molecules have been investigated, leaving an open door for 
the pursuit of new materials with novel applications due to 
their special optical, electronic and magnetic properties. 
Hence, in this section, we perform a screening of diradicals 
available in the literature and propose new derivatives in 
order to expand the number of open-shell molecules, in the 
pursuit of promising candidates to be used in organic cathode 
materials and as singlet fission sensitizers.  
5.1. Croconate and squarate dyes 
 In the literature is found a considerable amount of 
investigations focused on the family of molecules based on 
squaric acid (3,4-dihydroxycyclobutenedione), denominated 
with several names as squarate, squaraine, or squarylium 
dyes.209,210,211 This interest was mainly motivated due to their 
optical features, allowing their application in xerographic 
devices,212  data imaging,213  fluorescence labels,214 , 215 , 216 , 217 
nonlinear optics218,219,220,221 and photovoltaics.222,223,224,225,226,227 
More information about squarates can be obtained from a few 
excellent reviews. 228 , 229 , 230 , 231  Less investigated was a 
structurally related group of molecules obtained from croconic 
acid (4,5-dihydroxycyclopentenetrione), known as croconates, 
croconines, croconaine, croconylium or croconium 




dyes.232,233,234 However, some reviews can still be found in the 
literature. 235 , 236  In any case, both categories can be 
considered as a group of aromatic oxocarbon-related 
compounds derived from oxyallyl diradical.  
 
Figure 30: Molecular backbone used to design the croconate-based (top) 
molecules as well as the squarate derivatives (bottom). The mesoionic (left) 
and diradical (right) forms are depicted. 
 The electronic arrangement of these molecules is a 
combination of two isomers, the mesoionic and the diradical 
form (see Figure 30), in which the dominant one depends on 
the substituents selected in each case. 237 
 In this subsection, a group of 22 substituents are 
designed to be inserted on the croconate and squarate basic 
moieties, leading to 44 molecules (see Figure 31) The 
substituents are arranged using the highest symmetry 
possible in order to save computational resources. 
 




Figure 31: Substituents employed to generate the 44 squarates and 
croconates. 
 The diradical character of these molecules is collected 
in Table 11. In general, larger values of y0 are observed for 
the croconate derivatives, which may be ascribed to lower 
HOMO-LUMO gaps, possibly due to a larger degree of 
conjugation in the croconates. Additionally, the existence of a 
non-negligible through-space radical-radical interaction 
between the unpaired electrons in the four-membered ring of 
the squarate may decrease the diradical character in these 
derivatives. As a consequence, only 7 squarate derivatives 
show significant diradical character (y0  0.15). In the set 
formed by the croconate molecules, y0 varies between 0.18 
 






Table 11: Diradical character (y0) of the studied croconate derivatives. In 
brackets are depicted y0 values from the literature.
233,234  
  y0 (Squarates) y0 (Croconates)   y0 (Squarates) y0 (Croconates) 
1 0.11   0.20   12 0.07   0.35 (0.38) 
2 0.35 (0.35) 0.63 (0.62) 13 0.10   0.39 (0.38) 
3 0.44 (0.44) 0.70 (0.68) 14 0.09 (0.10) 0.38 (0.36) 
4 0.46   0.71 (0.70) 15 0.08   0.37 (0.36) 
5 0.13 (0.14) 0.41 (0.44) 16 0.10   0.45   
6 0.02   0.27 (0.25) 17 0.09 (0.10) 0.45 (0.44) 
7 0.08 (0.00) 0.21 (0.18) 18 0.20   0.45 (0.44) 
8 0.17 (0.00) 0.26 (0.23) 19 0.18 (0.16) 0.43 (0.43) 
9 0.01 (0.00) 0.27 (0.25) 20 0.21 (0.22) 0.47 (0.46) 
10 0.08 (0.00) 0.20 (0.19) 21 0.00   0.18 (0.19) 
11 0.44   0.72   22 0.03 (0.03) 0.21 (0.21) 
 
 The highest diradical characters are calculated for R2, 
R3 and R4 derivatives, with values between 0.35 and 0.46 for 
the squarates and between 0.63 and 0.71 for the croconates. 
In these molecules, the resonant form of the closed-shell 
singlet involves a positively charged heteroatom (O, S or Se), 
destabilizing the mesoionic structure. Besides, the 
enhancement of y0 from O to Se is ascribed to an increase in 
the electronegativity, making it more difficult to accommodate 
a positive charge and favoring a delocalization of the spin 
density along the substituents, leaving the four- or five-
membered rings unchanged. This feature is observed in 
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Figure 32, where the spin density of the R2, R3 and R4 
croconate derivatives is depicted. Similar argument can be 
used for R12-R17. It is also remarkable the high diradical 
character of the R11 derivatives (0.72 for croconate and 0.44 
for squarate), which is due to a large delocalization of the 
unpaired electrons in the cyclopentadiene moieties. This 
feature is also shared by R5.  
 
Figure 32: Variation of the spin density in the croconate derivatives due to 
the substitution of oxygen in R2 (top) by sulfur (R3, middle) and selenium 
(R4, bottom). Green color corresponds to ρ=1.0, while red color 
corresponds to ρ=0.0. Intermediate values are denoted by intermediate 
color intensities. The calculations were performed at the UHF/6-
311++G(d,p) level of theory 








group (R6-R10), the diradical character is considerably 
reduced, although non-negligible values are calculated, 
ranging between 0.17 and 0.25. This behavior can be 
attributed to the stabilization of the mesoionic form by -
donation of the lone pair of the nitrogen to the adjacent 
carbon of the central ring. Smaller y0 values are found on their 
squarate counterparts, fluctuating between 0.01 and 0.17. 
Large diradical characters are found for those croconates in 
which the linker is a thiophene molecule (R18, R19 and R20), 
with an average of y0=0.45 (0.20 for their squarate 
counterparts). The diradical form is stabilized by the 
aromaticity of the thiophene, while the mesoionic form would 
imply the formation of a quinoidal, non-aromatic, thiophene.  
 Finally, the low diradical character observed in R21 and 
R22 for both the croconate and squarate may arise from a 
hydrogen bond interaction between the carbonyl oxygen and 
the hydrogen from the alcohol groups located in ortho position 
of the phenyl rings, stabilizing the mesoionic form.237,238 Thus, 
the calculated Ocarb-Halc bond distances in R21 are only of 1.67 
and 1.55 Å for squarate and croconate, respectively, 
indicating a rather strong hydrogen bond. In R22 derivative, 
since only one OH group is present, less stabilization is 
expected and somewhat larger values of y0 are calculated. 
5.2. Oligothiophenes 
 Quinoidal oligothiophenes have also been investigated 
in this thesis, since high y0 values have been found on this 
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class of molecules when two or more thiophene units are 
included into the structure.28,239 This behavior, together with 
their optical, electronic, electrochemical and magnetic 
properties makes this family of compounds to be very 
appealing for the development of novel and versatile 
materials in sunlight harvesting240 or non-linear optics.241 The 
most widely used terminal group is the cyano group. For 
instance, the longest quinoidal oligothiophene experimentally 
available is a tetracyano-derivative that contains six thiophene 
units, 242  while other functional groups, as the dicyanovinyl 
group240 or para-benzoquinones 243 , 244 , 245 , 246  have been 
investigated. 
 
Figure 33: Studied quinoidal oligothiophenes, A to H, with n=1-4. The 
group I is included as a reference. 
In this subsection, the diradical character of 32 




quinoidal oligothiophenes has been investigated. All those 
molecules have been designed considering 1, 2, 3 and 4 
thiophene monomers (n), as well as 8 different terminal 
substituents, labeled from A to H, as represented in Figure 
33.  
 
Figure 34: Diradical character (y0) of the quinoidal oligothiophenes.  
The I group, that can be considered as 
Tschitschibabin’s hydrocarbon derivatives, was also included 
as a reference to compare the theoretically obtained data with 
the experimentally available work. Recently, it has been 
proved the experimental existence of related molecules by 
Zhang et al.,247 and it was demonstrated by NMR their closed-
shell character. Additionally, the dimethide analogues of I 
molecules have been already studied,17 and a notable 
diradical character has been calculated. Thus, the para-
benzoquinone (n=1), di- (n=2), tri- (n=3) and 
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The calculated y0 values are depicted on Figure 34, 
where the expected dependence of the diradical character 
with the length of the chain is clearly observed.  
 
Figure 35: Spin density () of the quinoidal oligothiophenes with n=4. 
Green colour corresponds to   0.9, while red colour corresponds to   
0.5. Intermediate values are denoted by intermediate colour intensities. The 
calculations were performed at the UHF/6-311++G(d,p) level of theory. 
 The A, B and H groups are characterized by y0 values 
around 0.00-0.20 for n=1, 0.11-0.34 for n=2, 0.27-0.53 for n=3 
and 0.48-0.72 for n=4, following this increasing trend: H<B<A. 
This behavior is in agreement with the calculations performed 
in the subsection 4.1, where it was demonstrated that the 
diradical character follows the trend: y0(C=C(CN)2) > 
y0(C=CH2) > y0(C=O). H group can be compared to the 
reference I group, since in both cases the molecular chain 








observed that the diphenoquinones have much greater 
diradical character than the corresponding thiophenones. 
Groups E, F and G show much higher diradical character than 
any other quinoidal oligothiophene studied. The reason relies 
on the presence of para- and orto-benzoquinone (E and F, 
respectively) and heptafulvene (G) moeties as terminal 
functional groups, in such a way that two extra aromatic rings 
are added to the oligomer, enhancing the diradical character 
of the whole molecule. For those groups, the tetraradical 
character can also reach non-negligible values, namely, 
y1(E)=0.19, y1(F)=0.21 and y1(G)=0.15, for n=4. 
 
Figure 36: Derivatives of quinoidal oligothiophene A (n=2) with substituted 
S. 
In order to explain some of the patterns observed in 
Figure 34, we can make use of the spin density, depicted in 
Figure 35. Thus, it is observed how the CH2 group 
accomodates spin density more easily than the C=O group, 
displacing it to the thiophene moieties. In constrast, the spin 
density is well supported on the C(CN)2 group, in both the 
carbon and the nitrogen, increasing the diradical character. 
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Similarly, E, F and G groups also support the major part of the 
spin density on the terminal group (benzoquinone or 
heptafulvene moieties). 
 
Figure 37: Diradical character (y0) of the derivatives of quinoidal 
oligothiophene A (n=2) with substituted S. 
In order to know the effect that the S atom may 
introduce into the whole system, the n=2 molecule of A group 
was selected to make substitutions, as indicated in Figure 36. 
Thus, the thiophene moiety (f) is replaced by a furan (a),248 
cyclopentadienone (b), 249  selenophene (c), 250 
cyclopentadiene (d),251 and pyrrole (e).252 In that manner, it is 
shown that the replacement of the sulfur atom leads to a 
reduction of the diradical character independently of the atom 
or group chosen, see Figure 37. However, this reduction is, in 
the largest case, of only 0.10 (substituting the sulfur by a sp3 
carbon).  
5.3. Aromatic diimides 
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aromatic diimides,253 that have been investigated to be used 
in energy storage taking profit of their polymerization features. 
Since these molecules are mostly closed-shell structures, the 
electronic structure of their ground states has not been under 
debate. However, novel zethrene-based diimides have been 
experimentally described as open-shell structures, 254 , 255 , 256 
and even an open-shell naphthalene diimide derivative has 
been synthesized. 257  Recently, oligorylene systems have 
been calculated showing that perylene, terrylene, 
quaterrylene and pentarylene have growing diradical 
character from 0.21 to 0.57.258,259 It has been experimentally 
demonstrated the existence of the diimide derivatives of these 
molecules, and previous UV-Vis spectra suggest that the 
diradical character might be even higher according to 
absorbance in the near-IR range. 260  Finally, some novel 
diimines have been sketched as open-shell molecules257 and 
other diimides could be identified as potential diradicals.261   
 In Figure 38 are represented all the diimides analyzed 
in this thesis, and their diradical characters are gathered in 
Table 12. Attending to previous studies,262 the polyimides 1 – 
13 are classified as acene diimides, in wich 1, and 4 – 6 are 
based on the PMDA (pyromellitic anhydride) moiety, and 
closed-shell structures are found (y0=0.00-0.02) 
independently of the substituents employed. In general, the 
diradical character is slightly affected by the use of different 
substituents, so the rest of the molecules are considered 
using hydrogen as substituent in order to relieve the 





Figure 38: Diimides included on this section. 
 Molecules 2 and 3 are the result of the elongation of 
the structure by introducing aromating rings, obtaining 
benzene-(1), naphthalene-(2) and anthracene-(3) like 
structures, enhancing the diradical character from 0.02 to 
0.15, almost equal compared to that of the unsubstituted 
anthracene (0.14). Analogously to the longitudinal addition of 
six-membered rings, the addition of rings on the transversal 




axis leads to the formation of 7 (naphthalene diimide), 10 
(anthracene diimide), 11 (tetracene diimide), and 12 
(pentacene diimide). The presence of the diimide leaves 
almost unchanged the diradical character of the 
correspondent acene: naphthalene (y0=0.05), anthracene 
(y0=0.14), tetracene (y0=0.28) and pentacene (y0=0.42). In the 
other hand, molecules 8 and 9 are substituted derivatives of 
7, and the diradical character remains almost unchanged 
(y0≈0.08).  
Table 12: Diradical character (y0) of the studied diimides 
 
 Molecule 13 can be understood as a substituted 
tetracene diimide, in which the diradical character is 0.30, 
reproducing the diradical character of the unsubstituted 
tetracene. Molecules 14 and 15 show high y0 due to their 
naphthoquinone-like electronic arrangement (0.49 and 0.97, 
respectively), very similar to the previously studied 2,6-
C(6+6+6) structure. The larger degree of conjugation in 15 
y0 y0
1 0.02 12 0.46
2 0.00 13 0.30
3 0.15 14 0.49
4 0.01 15 0.97
5 0.02 16 0.03
6 0.02 17 0.00
7 0.08 18 0.26
8 0.08 19 0.45
9 0.08 20 0.61
10 0.19 21 0.71
11 0.34
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yields to larger value of y0. Molecules 16 and 17 can be 
experimentally found on the literature, 263  and the diradical 
character is shown to be very low (0.00 and 0.03). Instead, 
the diimides based on the enlargement of the perylene 
diimide (18-21) show notably larger diradical characters 
(y0=0.26–0.71) compared with the previous diimides, 
increasing with the size of the molecule. Those molecules can 
also be understood as zethrene derivatives, as will be 
discussed later. As it was previously mentioned, molecule 18 
(perylene diimide) can be also understood as a rylene 
derivative, with a calculated y0=0.21, slightly lower than the 
diradical character of 18 (0.26). 
5.4. Indigo-based chromophores 
 The indigo molecule was sketched as a possible 
singlet fission sensitizer, a feature that implicitly points to a 
non-negligible diradical character.33 In fact, this molecule, 
together with a large number of indigo-like molecules and 
other chromophores, have been already considered to 
investigate the nature of the ground state.264  Thus, in this 
subsection, a set of 33 indigo-related chromophores, 
represented in Figure 39, are proposed to study their ground 
state and analyze the diradical character. 
 The indigo molecule (1) shows a small diradical 
character, y0=0.04 (see Table 13), derived from the 
equilibrium represented in Figure 40, in which the structure 
can be understood as two radicals stabilized by captodative 




substitution,265 where both acceptor (C=O) and donor (NH) 
fragments coexist. In fact, the transition between the closed- 
and open-shell structures was experimentally reported in 
2002,266 in which an indigo-like molecule changed the colour 
in the solid state from yellow to red.  
Figure 39: Indigo-like molecules studied in this work.  
 The C=C bond distance between the two bicycle units 
can be used as an extra feature, apart from y0, to evaluate the 
nature of the ground state. This can be observed in Figure 
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41, where a relationship between this bond length and y0 may 
be devised. It must be noted that increasing the size on the 
substituents directly attached to the C=C bond may enhance 
the diradical character on the molecule, due to the torsion of 
the planar structure to minimize the steric hindrance and, 
therefore, weakening and enlarging this bond. 
 Thus, indigo (1), characterized by an almost negligible 
y0, shows a bond lenght of 1.36 Å. However, in molecule 15, 
which has the largest diradical character of the whole set 
(y0=0.72), this bond distance is increased up to 1.42 Å. Two 
molecules, 28 and 32, are clearly out of the main trend and 
will be discussed below.  
 
 
Figure 40: Closed-shell (left) and open-shell (right) resonance structures of 
indigo. 
 CH3 (2) and OH (3) groups were used to replace the 
hydrogen of the amine in an attempt to modify the strength of 
the C=C bond. Nevertheless, small changes are observed; a 
subtle enhancement of y0 (0.12) for molecule 2, while for 
molecule 3 remains basically unchanged (y0=0.05). 





Figure 41: Relationship between the C=C bond length, in Å, and the 
diradical character (y0).  
 The NH group has been substituted by oxygen, sulfur, 
boron and carbon (4-8), obtaining in all cases a reduction in 
the diradical character combined with a shortening in the C=C 
bond lengh. The oxygen of the carbonyl was replaced by 
sulfur, methylene, NH (indigoimine or nindigo), 267 , 268  NCN 
(cyanimide), 269  C(CN)2
269 and fulvene (groups 9-14). A 
general enhancement of y0 is observed, especially for sulfur 
(0.32), C(CN)2 (0.41) and fulvene (0.46). It is remarkable how 
the substitution by sulfur enhances the diradical character, in 
opposition to the result found in subsection 4.1, where the 
replacement of oxygen by sulfur in 1,5-C(6+6+6)/Q vanishes 
completely the diradical character. This finding supports 
previous results which suggest that the selenocarbonyl and 
thiocarbonyl molecules have greater diradical character than 
their carbonyl counterpart (section 4.1). 
 Molecules from 15 to 23 are structural isomers of the 
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energies of these isomers with respect to indigo, and it is 
observed that more stable isomers can be found.  
Table 13: Diradical character (y0) of indigo derivatives, as well as the bond 
distance of the central double bond (r(C=C)), in Å. The molecule with (*) 
shows three central bonds, and r(C=C) is refered to one of the double 
bonds. 
 
 From this group, molecule 15 is generated by the 
translation of the carbonyl group to the benzene ring. The 
result is an extraordinary enhancement of the diradical 
character (y0=0.76) due to the loss of aromaticity in the six-
membered rings. Additionally, a great enhancement of the 
diradical character (y0=0.65) is obtained when the migration of 
the amino hydrogens to the carbonyl oxygen is investigated, 
forming the di-enol derivative (16). The cis-indigo was also 
studied (17), resulting in similar y0 compared to the initial 
trans-indigo. However, these three isomers are less stable 
than the reference. Molecules from 18 to 23 are more stable 
isomers and are generated after the interchange of the 
connectivities in the C=O, C=C and NH groups. Among them, 
only 18 (indirubin) and 22 (isoindigo) show y0 values different 
to zero (0.09 and 0.13, respectively), but still very low. 
y0 r(C=C) y0 r(C=C) y0 r(C=C)
1 0.04 1.36 12 0.41 1.40 23 0.00 1.39
2 0.12 1.38 13 0.46 1.40 24 0.07 1.35
3 0.05 1.37 14 0.23 1.38 25 0.11 1.37*
4 0.03 1.35 15 0.76 1.42 26 0.21 1.39
5 0.03 1.36 16 0.65 1.41 27 0.01 1.38
6 0.02 1.35 17 0.04 1.36 28 0.13 1.42
7 0.00 1.36 18 0.09 1.37 29 0.00 1.36
8 0.00 1.35 19 0.00 1.36 30 0.00 1.36
9 0.32 1.39 20 0.00 1.37 31 0.03 1.37
10 0.17 1.37 21 0.00 1.37 32 0.14 1.34
11 0.16 1.36 22 0.13 1.38 33 0.08 1.36








 Bispyrroleindigo (24) and vinylogous indigo (25) show 
slightly larger y0 that, in the case of 25 (0.11), may be 
ascribed to a larger conjugated system. In molecule 26, the 5- 
and 6-membered rings are interchanged, and a notably larger 
diradical character is calculated (y0 = 0.21). The reddish 
pigment thiazine-indigo (27) 270  is a closed-shell molecule 
(y0=0.01). Molecule 28
271 is another experimentally available 
indigo-like molecule, with non-negligible diradical character 
(y0=0.13) and is a more energetic isomer of molecule 11 (0.23 
eV). Molecules 29 and 30 possess common features with 27, 
showing again a totally closed-shell ground state. Structure 
31 corresponds to the pigment known as Vat Blue 36, with 
negligible diradical character (y0=0.03). 
 Finally, two derivatives with a blocked N-C-C-N 
dihedral angle are considered, 272  which are simplified 
derivatives of cibalackrot (32) and its synthetic precursor, 
preCiba (33). The first one has been sketched as a singlet 
fission material, although further investigations are still 
needed.273 Both compounds have low diradical character, but 
ΔE ΔE
15 1.62 20 -0.16
16 1.46 21 -0.69
17 0.72 22 -0.30
18 -0.38 23 -0.73
19 -0.61
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still higher than the parent indigo molecule. In fact, the extra 
constrainment seems to enhance this property, since a value 
of y0=0.14 is reached in molecule 33, that can be considered 
as a 2,6-naphthoquinone derivative. 
5.5. Other carbonyl-containing chromophores 
 In this subsection, the following 17 quinone-based 
chromophores are investigated (see Figure 42): quinacridone 
(1), tetrabenzodiazadiketoperylene (2), perinone (3), DPP 
Flame Red FD (4), a simplified derivative of isorenieratene 
(5), yellow 139 (6), carbazole dioxazine (7), a simplified 
derivative of biliverdin (8), a thieno[3,2-b]thiophene quinoid 
derivative (9), dibromoanthranone (10), indanthrene red 
brown RR (11), 7,14-dibenzpyrenequinone (12), pyranthrone 
(13), flavanthrone yellow (14), isoviolanthrone (15), 
indanthrene marine blue R (16), and violanthrone (17). The 
values of the diradical character are gathered in Table 15.  
Table 15: Diradical character (y0) of the carbonyl-containing chromphores. 
   
y0 y0
1 0.00 10 0.00
2 0.00 11 0.00
3 0.17 12 0.20
4 0.17 13 0.24
5 0.56 14 0.23
6 0.01 15 0.36
7 0.33 16 0.11
8 0.26 17 0.36
9 0.00




 It is observed that molecules 1, 2, 6, 9, 10 and 11 
show closed-shell structures. These results are somewhat 
surprising, since molecule 2 can be related to 1,5-
anthraquinone, which shows large diradical character 
(y0=0.60), as well as molecule 10, which has certain 
similarities with the 2,6-naphthoquinone (y0=0.35). 3, 4 and 16 
possess very low diradical character, 7, 8, 12-15 and 17 show 
moderate values of y0 and the largest value is accomplished 
by molecule 5 (y0=0.56). In fact, molecules 15 and 17 have 
resemblance with the diimide 12 of subsection 5.3, but show 
higher y0 values (0.36 in both cases). 
5.6. Derivatives of naphthalene, pentalene, 
heptalene and azulene 
Conjugated hydrocarbons have been widely studied 
during the last century, fundamentally due the optical 
properties conferred by the -delocalized electronic structure. 
This interest has been mainly focused on tetracene and 
pentacene molecules, but plenty of alternatives have been 
proposed. For instance, acene derivatives have been 
theoretically designed by introducing five- and seven-
membered rings on the sides of the acene chain.274 Thus, 
non-alternant hydrocarbons such as pentalene, azulene and 
heptalene might be introduced for the seek of novel diradical 
structures.  




Figure 42: Carbonyl-containing chromophores.  
However, while naphthalene and azulene are aromatic 
structures, pentalene and heptalene are not aromatic,275 and 
lack the stability necessary for any practical application. For 
instance, pentalene molecule easily dimerizes above 140 
ºC. 276 , 277  Hence, larger efforts have been devoted in the 
investigation of novel applications for azulene derivatives, 
instead. 278  , 279 , 280 , 281  One of the strategies followed to 
synthesize stable derivatives is the inclusion of benzenoid 
 




rings in the middle of the structure, in a process called 
“benzinterposition”.282,283  Following this strategy, s-indacene 
derivatives were synthesized as stable derivatives of the 
pentalene parent molecule.284  
Therefore, in this subsection, we have studied 
derivatives of naphthalene, pentalene, heptalene and azulene 
by inserting benzene rings, as shown in Figure 43. In that 
manner, a total of sixteen molecules have been analyzed. 
Apart of the aforementioned s-indacene derivative and the 
acene molecules, only the heptalene, azulene and pentalene 
themselves have been synthesized, and the ground state of 
many of those molecules and their related features 
(aromaticity, diradical character, optical response, etc.) have 
been previously studied.200 
 
Figure 43: Derivatives of naphthalene (top left), pentalene (top right), 
heptalene (bottom left) and azulene (bottom right), with n=0-3. 
 The diradical character of the 16 hydrocarbons is 
represented in Figure 44, in order to see the evolution of this 
property with the number of inserted benzene rings (n). 
Compared with the acene series, the derivatives of pentalene, 
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heptalene and azulene show, in general, larger diradical 
character. However, all n=1 molecules (excepting 
anthracene) show y0=0, disrupting the expected progression 
of the diradical character with increasing molecular size. 
Motomura et al.200 have obtained LUMO occupation numbers 
of 0.21, 0.39 and 0.60 for the n=2, 3, 4 derivatives of 
pentalene, indicating an increase of the diradical character 
with the molecular size. 
 
Figure 44: Diradical character (y0, left) and singlet triplet gap (E[T1]
DFT
, 
right), in eV, as a function of the number of inserted benzene rings (n) for 
derivatives of naphthalene (black line), pentalene (blue line), heptalene (red 
line) and azulene (green line). 
 In order to validate our results, we have also 
performed CASSCF calculations on the n=1 isomers of the 
azulene and pentalene derivatives to estimate the diradical 
character, using the following expression shown on section 
2.2.1 of Chapter 3. Thus, we have obtained d values of 0.35 
and 0.53 for azulene and pentalene, respectively, that is, a 
clear diradical character, and suggesting that the present 
results may be an artifact of the PUHF method. Besides, 
singlet-triplet gaps (E[T1]













































Figure 44, and a decreasing trend with the molecular size is 
found, indicating again an increase of the diradical character. 
In this manner, the acene molecules would have the lowest 
diradical character of the group. 
  In conclusion, values of y0 around 0.70-0.80 can be 
reached with only five rings, notably larger than with the 
parent acene (pentacene), which shows a value of y0=0.42. 
The only exception is the n=3 azulene derivative, which has a 
triplet ground state. 
5.7. Indenofluorenes and indolocarbazoles 
 Based on the previous subsection, molecular 
structures in which five- and six-membered rings are fused 
forming fully conjugated structures have motivated plenty of 
theoretical and experimental 
investigations.285,286,287,288,289,290,291 This molecules are known 
as indenofluorenes, whose diradical character was recently 
studied.292,293 This type of molecules displays two interesting 
features:285,286 i) each five-membered ring has one carbon 
less compared to the corresponding acene molecule, 
transforming it in antiaromatic. ii) The indenofluorenes can be 
understood as derivatives of the unstable quinodimethane 
molecule. In this subsection, indolocarbazoles (nitrogen-
containing derivatives of indenofluorene) are also taken into 
account.  
A total of 16 indenofluorenes have been studied, most 
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of them selected from previous investigations found in the 
literature and are represented in Figure 45.  
 
Figure 45: Studied indenofluorenes.  
 Haley and coworkers synthesized a series of 
derivatives of 1 (indeno[1,2-b]fluorene), a molecule with a 6-5-
6-5-6 ring system286,294,295 and fully conjugated 20 -electrons, 
including the 2,8-mesityl derivative (2). Miyoshi et al.293 have 
obtained a non-negligible y0 value for indeno[2,1-b]fluorene 
(3). Besides, it is known that the tetraradical character may 
reach high values.34,25, 296  Other derivatives are: indeno[2,1-
a]fluorene (4), the 2,3-mesityl derivative (5), indeno[1,2-
a]fluorene (6), and indeno[1,2-c]fluorene (7). Additionally, 
other related compounds (8-10) have been synthesized.297 
Analogously, derivatives of 11 and 12 have been recently 
synthesized as black and green solids, respectively, with low 
diradical character.298 However, in the present thesis, these 




values have been calculated to be as high 0.46 and 0.44 
respectively. Molecule 14, commonly known as 
bifluorenylidene,299,300 has been discovered long time ago and 
has been broadly investigated. The introduction of spacers 
between the fluorine units leads to a molecule (16) that can 
be understood as a derivative of the Tschitschibabin 
molecule, and that could be isolated as an open-shell 
diradical. However, superconducting quantum interference 
device (SQUID) measurements suggest a triplet ground state 
separed to the singlet by less than 0.02 eV for a similar 
compound.13  
 The Lewis structure of the indenofluorenes can be 
rearranged forming Clar sextets on the external benzene-like 
rings, leading to the formation of a para-
benzoquinodimethane structure (para-BQDM) on molecules 1 
and 7, a meta-BQDM on molecules 3 and 6, and orto-BQDM 
on molecule 4. The diradical character has been shown to 
depend on these structures,18 fundamentally due to the 
number of aromatic sextets presented in each case. Thus, 
meta-BQDM derived indenofluorenes have just one aromatic 
sextet in the closed-shell form, while the other 
indenofluorenes have two. Once the open-shell structure is 
allowed, three aromatic sextets are formed, giving special 
stabilization (and then, high y0 values) to meta-BQDM derived 
molecules.  
 The effect of the mesityl (Mes) substituent is evaluated 
on molecules 1 and 4, leading to molecules 2 and 5 
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respectively. Despite the majority of indenofluorene 
derivatives have been experimentally described as closed-
shell structures based on NMR and ESR experiments, the 
mesityl derivative of 3 has been demonstrated to be a 
diradical.288 In fact, it has been noticed that this is the only 
diradical structure bearing a meta-quinodimethane unit in its 
structure.293 
Table 16: Diradical (y0) and tetraradical (y1) character of the 
indenofluorenes and indolocarbazoles. 
 
 The values of the diradical and tetraradical character 
of each molecule are depicted on Table 16. Indenofluorenes 
from 1 to 7 show, despite their similarities, y0 values from 0.28 
to 0.97. However, the influence of the Mes substituents 
seems to be small. This behavior is again observed for 
compounds 8-10 (y0 between 0.21 and 0.26), while the large 
compound 11 shows y0=0.46, surprisingly low considering the 
value of pentacene (0.42). In the other hand, molecule 12 has 
a similar size to pentacene and also comparable diradical 
character (y0=0.44). Molecules from 13 to 17 are a collection 
of 9-methylene-fluorene derivatives, in which the diradical 
character grows as the molecule becomes larger, as 
expected. Very small y1 values are recorded for all cases. 
y0 y1 y0 y1 y0 y1
1 0.29 0.01 9 0.21 0.02 1-N 0.26 0.04
2 0.30 0.01 10 0.21 0.02
3 0.67 0.01 11 0.46 0.18 3-N 0.68 0.02
4 0.32 0.01 12 0.44 0.03 4-N 0.27 0.04
5 0.32 0.01 13 0.06 0.00
6 0.97 0.03 14 0.22 0.01 6-N 0.95 0.04
7 0.28 0.01 15 0.50 0.02 7-N 0.26 0.04
8 0.26 0.02 16 0.89 0.03
INDENOFLUORENES INDOLOCARBAZOLES




Figure 46: Studied indolocarbazoles. 
The indolocarbazole class of molecules (Figure 46) 
has been less studied, although they are basically the same 
molecules as the indenofluorenes, only differenciated by 
substitution of two nitrogen atoms on the carbon backbone. 
However, the synthesis of derivatives of the molecules 1-N 
and 3-N can be found in the literature.301,302,303,304 The diradical 
character of the indolocarbazole molecules are also included 
on Table 16, and four out of the five molecules show smaller 
y0 values with respect to the parent indenofluorene. In any 
case, the accounted differences are small, in agreement with 
the findings explained on subsection 4.2. 
5.8. Carbazoloquinones 
The strategy of the combination of six- and five-
membered rings leads to the inclusion in this thesis of the 
carbazole group of molecules. The carbazoles is a family of 
compounds in which both aromatic rings of the biphenyl 
molecule are linked by a NH moiety. This versatile type of 
heterocycles have been proposed not only as optoelectronic 
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materials, like photovoltaic devices, 305  sensors 306  or 
diodes, 307 , 308  but also in the field of energy storage. 309 
However, the ground state of the carbazole molecule is 
clearly closed shell, therefore, in this thesis carbazoloquinone 
derivatives are taken into account instead,309 which are 
present in some plants and have been traditionally used for 
their medicinal properties.310,311,312,313,314  
 
Figure 47: Studied carbazoloquinones. 
Seven quinoidal derivatives of the carbazole molecule 
have been included in the present subsection (see Figure 
47): three derivatives with adjacent carbonyls (1,2-, 2,3- and 
3,4-carbazoloquinone), one 1,4-benzoquinone derivative (1,4-
carbazoloquinone), and three derivatives with a carbonyl in 
each benzene ring (2,5-, 2,7- and 4,5-carbazoloquinone). The 
1,4, 1,2 and 3,4 isomers have already been described in the 
literature.315,316 
The diradical character of these molecules is collected 
in Table 17, where it is observed that, for the 1,2, 2,3 and 3,4 
derivatives, is enhanced from y0=0.0 to y0=0.12-0.17.
 




Table 17: Diradical character (y0) of the studied carbazoloquinones. 
 
 In the other hand, the 1,4 and 2,7 isomers keep the 
closed-shell ground state. Finally, the 2,5 and 4,5 derivatives 
show important diradical character (0.36 and 0.58, 
respectively).  
5.9. Derivatives of phenalenyl and acenaphthylene 
This subsection is focused on the phenalenyl and 
acenaphthylene derivatives, a novel kind of polycyclic 
aromatic hydrocarbons (PAH) in which non-zero diradical 
character has been found. Thus, 23 molecules are 
investigated here, which are represented in Figure 48, and 
their diradical characters are collected in Table 18. 
Thus, bisphenalenyl molecules (1-9) have y0 values 
ranging from moderate (0.36) to very high (0.92). For 
instance, molecules 1 to 4 follow the expected trend of 
increasing y0 with the number of rings. It is remarkable the 
tetraradical character of 1 (0.31). Derivatives of molecules 2, 
3 and 4 were synthesized by Kubo and coworkers, pointing to 
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the values for the HOMO-LUMO and singlet-triplet 
gaps.35, 317 , 318 , 319 , 320 , 321 , 322  Molecules from 5 to 9 can be 
compared with molecule 2 (n=1), since they have the same 
number of rings. In fact, molecule 5 is as molecule 2, just with 
a modification in the attachment of the central benzene-like 
ring. The substitution of this central ring by a 5-membered 
ring allows the introduction of substituents that are able to 
tune the diradical character from 0.36 to 0.79. 
 
Figure 48: Studied phenalenyl and acenaphthylene derivatives. 
 




Table 18: Diradical (y0) and tetraradical (y1) character of the studied 
phenalenyl and acenaphthylene derivatives.
 
Derivatives of molecules 10 and 11 have been 
synthesized by Hibi et al.297 as dark purple solids, and in this 
work have been characterized as moderately open-shell 
molecules, with diradical characters equal to 0.33 and 0.31, 
respectively. In the same work is described the failed attempt 
to synthesize derivatives of molecules 12 and 13, that are 
closed-shell molecules.  
Pyrene-related derivatives (14-16) are closed-shell 
molecules, as expected, 323  while molecule 17 has low 
diradical character (0.18). The 1,6- and 1,8-
pyrenoquinodimethanes (18 and 19) show intermediate 
diradical character (0.35 in both cases), in agreement with 
previous calculations.297 However, those molecules have not 
been synthesized, despite the related 
tetracyanopyrenoquinonedimethanes can be found in the 
literature.324 
y0 y1 y0 y1
1 0.44 0.31 13 0.00 0.00
2 0.76 0.02 14 0.00 0.00
3 0.85 0.02 15 0.00 0.00
4 0.89 0.03 16 0.00 0.00
5 0.92 0.04 17 0.18 0.01
6 0.51 0.09 18 0.35 0.04
7 0.79 0.07 19 0.35 0.04
8 0.37 0.15 20 0.45 0.05
9 0.36 0.19 21 0.46 0.05
10 0.33 0.06 22 0.85 0.28
11 0.31 0.08 23 0.80 0.16
12 0.00 0.00
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 Additionally, larger derivatives (20 and 21) are also 
described in the literature297 as blue solids, and greater y0 
values (0.45 and 0.46) are calculated. Structures such as 22 
and 23 have notable y0 and derivatives of those molecules 
have been synthesized and already described as open-shell 
molecules.298 
5.10. Zethrenes 
 Very interesting features have been also found in the 
family of zethrenes,325,326,327 a type of molecules first reported 
in 1955 by Clar.328  The original zethrene molecule (closed 
shell) can be seen as two naphthalene moieties linked by a 
trans-1,3-butadiene unit,325 or as the fusion of two phenalenyl 
moieties. Extending the trans-1,3-butadiene moiety leads to 
larger open-shell zethrenes (heptazethrene, octazethrene, 
etc.), that were not possible to be synthesized,329,330 despite 
the synthesis of substituted derivatives was already described 
in the literature.255,256 Depending on the considered derivative, 
the heptazethrene molecule can be described as an open or a 
closed shell. In the other hand, octazethrene can be 
considered an open-shell molecule.256 Further information 
about zethrenes and their analogues has been gathered by 
Hu et al.326 The studied zethrenes are depicted on Figure 49 
and their y0 and y1 values are collected Table 19. Firstly, the 
importance of the chain length is observed comparing 
molecules from 1 to 4, where a notable increase of y0, from 
0.21 to 0.68, is observed. Octazethrene derivatives (4) have 
been previously characterized with y00.4.
331  The use of 




experimental techniques such as NMR or SQUID 
demonstrated that the open-shell ground state of those 
derivatives emerges from the presence of a 2,6-C(6+6)/QDM-
like electronic arrangement. 
 
Figure 49: Studied zethrenes. 
The tetraradical character may become an important 
factor in the understanding of these molecules. Hence, 
molecule 5, whose existence has been recently reported,298 
has a y1=0.28, while the diradical character is y0=0.63. It is 
noteworthy that previously reported values of y0 were much 
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lower.298 However, high tetraradical character is more likely 
due to the existence of two different 1,4-quinonedimethides 
inside the whole system.  
A side-extended zethrene was synthesized (6), 
obtaining a blue solution in hexane.326 The synthesis of 7 was 
unsuccessful and it was only possible to obtain derivatives of 
8 and 9, that showed diradical character (0.58 and 0.31 
respectively). 332  These values are overestimated in our 
calculations (0.77 and 0.48, respectively), but the trend is 
mantained.  
Table 19: Diradical (y0) and tetraradical (y1) character of zethrenes. 
 
As molecule 3, molecules 11 and 12 can also be 
related to 1,4- and 1,2-quinonedimethide, that should be 
highlighted due to the high diradical character they show. As 
expected, the 1,4 derivative shows lower diradical character 
compared with 1,2 (0.57 vs 0.73). Note that molecule 22 of 
the previous section can also be described as a zethrene 
derivative. Despite the structural resemblance of molecule 13 
with 4, the diradical character of the latter is much higher, due 
to the formation of a central 1,5-C(6+6)/QDM-like moiety.331 
However, this is an unstable molecule with high reactivity. 
y0 y1 y0 y1
1 0.21 0.02 8 0.77 0.13
2 0.40 0.04 9 0.48 0.12
3 0.57 0.09 10 0.65 0.18
4 0.68 0.16 11 0.57 0.06
5 0.63 0.28 12 0.73 0.05
6 0.50 0.06 13 0.90 0.07
7 0.66 0.08





Figure 50: Studied quinone zethrene derivatives.  
In the literature can be found several quinone 
derivatives of zethrene,300,331 (see Figure 50), based on 
perylene (1), indofluorene (2), heptazethrene (3) and non-
linear heptazethrene (4), which are characterized by 
intermediate y0 values except for molecule (4), see Table 20. 
This can be related again with the presence of a 1,2- and 1,4-
benzoquinone-like structure on the system, as well as with the 
formation of stable Clar sextets, once the carbonyl groups are 
inserted. 
5.11. Other polycyclic aromatic hydrocarbons 
 The last group of this large screening of potential 
diradicals that may be promising for technological applications 
corresponds to a set of different polycyclic aromatic 
hydrocarbons (PAHs). 333 , 334 , 335 , 336  Polyacenes longer than 
pentacene have been demonstrated to have open-shell 
ground states;185,337,338,339 however, those large systems, that 
can be described as truncated graphene sheets, are unstable 
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and their synthesis is problematic. Larger carbon surfaces 
may also present diradical or even polyradical character,340,341 
and a correct description of their ground state would probably 
lead to the pursuit of unexpected new applications.  
Table 20: Diradical (y0) and tetraradical (y1) character of quinone 
zethrenes.  
 
In this subsection, we have studied different PAHs 
(see Figure 51) based on previous studies found in the 
literature. Hence, Parac et al.336 have calculated the value of 
the S0  S1 and S0  T1 transitions on a series of extended 
polycyclic aromatic hydrocarbons such as pyrene (1), 
dibenzocoronene (2), bisanthene (3), coronene (4), 
benzo[a]pyrene (5), benzo[c]tetraphene (6) and anthanthrene 
(7). Analogously, Naskar et al.333 calculated the lowest 
excitation energies of a set of cyclopenta-fused polycyclic 
aromatic hydrocarbons (CP-PAH), namely, pyracylene (8), 
cycloocta-pentalene (9), and four dicyclo-pentacyclo-octenes 
(10-13). 
In both investigations, they found small energy gaps 
between the ground singlet and the lowest triplet state, which 
may indicate the possibility to display an open-shell ground 
state. It is important to note that in both works the calculations 










eventual open-shell character was neglected. Hence, in this 
subsection, the y0 values of both sets are calculated in order 
to establish the nature of the ground state of the proposed 
molecules. 
 
Figure 51: Polycyclic aromatic hydrocarbons (PAH) investigated in this 
section. 
The diradical character of naphthalene (0.05), 
anthracene (0.14), tetracene (0.28), pentacene (0.42) and 
hexacene (0.57) can be compared with the y0 values of larger 
carbon surfaces gathered on Table 21. It is noted that 
polyacenes show larger diradical character than the surfaces 
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with the same number of benzene-like rings (n). For instance, 
1 (n=4) has lower y0 than tetracene, the same way as 5 and 6 
(n=5) with pentacene, or 7 (n=6) with hexacene. However, y0 
values comparable to those of tetracene or pentacene are 
calculated if larger molecules are analyzed, as 2 or 3. 
Coronene (4) shows a surprisingly small diradical character 
(0.10). 
Table 21: Diradical (y0) and tetraradical character (y1) of the studied carbon 
surfaces.
 
 CP-PAH molecules have been also investigated, and 
moderate y0 values (0.07-0.39) have been found. However, 
molecules 12 and 13 show an important tetraradical 
character. 
5.12. Summary and conclusions 
 In this subsection, a screening of molecules with 
potential diradical character has been performed, based on 
previous experimental and theoretical works, in order to 
analyze the nature of their ground states. A large number of 
these structures were previously studied neglecting the 
possible open-shell diradical character. 
y0 y1 y0 y1
1 0.12 0.03 8 0.16 0.01
2 0.41 0.08 9 0.21 0.02
3 0.51 0.05 10 0.07 0.00
4 0.10 0.10 11 0.13 0.01
5 0.17 0.04 12 0.21 0.17
6 0.15 0.04 13 0.39 0.20
7 0.25 0.04




 Most of the analyzed molecules have been shown to 
have non-negligible diradical character. It is remarkable the 
high diradical character found among the croconates, 
diimides, indolocarbazoles and derivatives of pentalene, 
heptalene and azulene. Indigo-based and carbonyl-containing 
chromophores, as well as carbazoloquinones show moderate 
to low diradical character. Finally, groups such as zethrenes, 
oligothiophenes, phenalenyl derivatives or indenofluorenes 
have been demonstrated during the last years to show strong 
open-shell character. Nevertheless, scarce information can be 
found in the literature regarding the potential influence that 
this feature may have in phenomena such as singlet fission, 
which will be considered later in this thesis. 
 In conclusion, from this subsection we will select new 
diradical molecules to be object of further investigations in this 
thesis, in order to analyze their capability to be candidates for 
new organic cathode materials and singlet fission sensitizers. 
  

















 The rapid development of new technologies during the 
last decades has boosted the investigation of new cathode 
materials that could satisfy the necessities of modern society 
in terms of price, energy density and cycle life, as well as 
reduce the environmental impact by designing easily 
recyclable cathodes produced with cheap and abundant 
materials. 
 Although singlet diradicals have been widely 
investigated both experimental and 
theoretically,13,107,108,151,296,325, 342 , 343 , 344 , 345 , 346 , 347 , 348  there is a 
lack of fundamental research focused to unveil the redox 
behavior of these open-shell systems, a key feature for the 
design of new organic electrode materials. Organic systems, 
in general, are considered a very promising type of energy 
storage devices due to their unique properties, such as high 
energy density (product of the capacity and the working 
potential), flexibility, processability, sustainability and 
structural diversity.56  
 Every organic molecule that can undergo a reversible 
redox reaction is a possible candidate to be an electrode 
material but, besides this reaction reversibility, the 
accomplishment of some other basic requirements is 
requested to improve the electrochemical performance. Thus, 
in order to design and evaluate new organic cathode 




materials, we should look for structures with both high redox 
potential and theoretical capacity. The former is mainly 
determined by the electroactive moiety and the substituents, 
while the latter can be increased reducing the molecular 
weight of the structural unit. In this manner, conjugated 
carbonyl compounds are encouraging candidates for energy 
storage materials due to their stability, possibility of shifting 
the formal potential by introducing modifications in the 
molecule, reversibility of their redox chemistry, availability 
from biomass and low CO2 footprint.
349,350,351,352,353 Also, the 
combination of a large number of carbonyl groups with low 
molecular weights results in high capacity electrodes. For 
practical use in a battery, there must be a voltage gap large 
enough between a cathode with higher redox potential and an 
anode with lower redox potential. Nowadays, the highest 
average potential that can be obtained using carbonyl-based 
cells is around 2.8 V 354  (vs Li/Li+ electrode), still far from 
common inorganic cathode materials (3.5-4 V). Thus, in the 
pursuit of higher energy density, understanding carbonyl 
utilization and predictable engineering of the reduction 
potentials are desired.  
 In contrast to the case of inorganic electrode 
materials, a relatively low amount of fundamental studies 
have been conducted in order to understand the redox 
properties of organic materials,355,356,357,358,359,360,361 although 
some relationships between redox voltage and properties 
such as electrophilicity and LUMO energy levels have already 
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been established from theoretical studies. 362 , 363  In this 
manner, Aspuru-Guzik and coworkers employed a high-
throughput computational approach to determine the redox 
potentials of a large number of quinone derivatives with 
different backbone lengths and functionalities.177 Assary and 
coworkers also employed theoretical methods of quantum 
chemistry to investigate the first and second redox potentials 
of anthraquinone176 and quinoxaline 364  derivates. Jang and 
coworkers have recently investigated the fundamental redox 
characteristics of model quinone derivatives to be used as 
positive electrodes for lithium-ion batteries, in order to 
understand the Li-binding properties.365 Hernández-Burgos et 
al.361 studied how some substituents (NO2, CN, CF3, OCH3, 
CH3, NH2) and some heteroatoms in both aromatic (N) and 
non-aromatic positions (O, S, NH) could affect the reduction 
potential of a small set of benzoquinone derivatives. For 
instance, it is observed that the addition of EWG or the 
heterosubstitution of nitrogen lead to the enhancement of the 
reduction potentials. Nevertheless, we are still far from the 
degree of understanding regarding structure-redox activity 
that may be useful for a theoretically-aided selection prior to 
experimental characterization. 
 Besides, as it has been shown in Chapter 4, many 
conjugated carbonyls possess a non-negligible diradical 
character, and the lowest energy state corresponds to the 
open-shell singlet state. However, this important issue has 
been omitted in almost all of the published works so far. Thus, 




the aim of this chapter is to provide with a better 
understanding of how the diradical nature may affect common 
properties such as ionization energy or coordination energy of 
the reduced species to metal cations, as well as the 
electrochemical features, in the pursuit of new organic 
compounds with high redox potentials useful as cathode 
materials.  
2. Computational details 
  





) redox potentials. 
 Electron affinities, ionization energies and reduction 
potentials are calculated at the B3PW91/6-
311++G(d,p)//B3PW91/6-31+G(d) level of theory. This level of 
theory will be systematically used except in those cases in 
which something else is noted. The G3(MP2)-RAD composite 
method has also been employed in those molecules with 
mainly closed-shell character, since it has been shown to be 
an accurate method for the calculation of electron affinities 
and redox potentials of quinone derivatives.355 The reduction 
potentials have been calculated using the thermodynamic 
cicle shown in Figure 52, where the Gibbs free energy of the 
M(g) M
-














ΔG(solv) M ΔG(solv) M- ΔG(solv) M-2
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reduction half-reaction, GRED(solv), consists of the free energy 
change in the gas phase and the solvation free energies (in 
acetonitrile) of the oxidized and reduced species: 
        
         
             
            
 The relation between the Gibbs energy and the 
electrode potential (E) of a half-cell is: 
   
  
  
      
where F is the Faraday constant (96485 C/mol) and n is the 
number of electrons in the half-reaction, with the subtraction 
of the reduction potential of the reference electrode. In this 
work, we have used the reference value -1.24 V, which 
represents the difference between the standard hydrogen 
electrode (SHE, -4.28 V)366 and the Li/Li+ redox couple (-3.04 
V). In order to compare with the available experimental results 
expressed vs to the saturated calomel electrode (SCE), the 
reference value -4.67 V have been used. Additionally the 
value -4.988 367  is needed to obtain the redox potential vs 
ferrocene electrode. 
 
Figure 53: Lithiation mechanism in the charge/discharge process in a 
lithium-ion battery. 




 Additionally, we have studied the process of lithiation, 
described in Figure 53, since the molecules interact with Li (in 
lithium-ion batteries) during the charging and discharging 
processes. This methodology has been previously used in the 
literature368 and allows a better characterization of the redox 
properties of these molecules. The following three 
parameters, reduction energy (ERED), coordination energy 
(ECOOR) and total energy (ETOT), are defined as: 
 
ERED = E(M
-) + E(Li+) – (E(M) + E(Li)) 
ECOOR = E(LiM) – (E(M
-) + E(Li+)) 
ETOT = E(LiM) – (E(M) + E(Li)) 
 
 The number of carbonyl groups defines the number of 
successive reductions that certain organic molecule may 
undergo. As previously explained, the ratio between the 
number of electrons and the mass of the molecule is known 
as theoretical capacity (CTHEO). Thus, this quantity will be 
calculated with n=2 for dicarbonyl molecules. The product of 
the theoretical capacity when n=2 and the reduction potential 
for the correspondent bielectronic process leads to the energy 
density (EDEN), measured in Whkg
-1. For monocarbonyl 
molecules, EDEN is calculated using CTHEO calculated with n=1 
and ER
1. 
3. Redox properties of conjugated quinones  
 In this section, the redox properties of the group of 90 
conjugated carbonyls labeled as n,m-C(x+y+z)/Q are 
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investigated (Figure 13). The discussion involving the 
methylene derivatives (QM and QDM) is omitted due to the 
observed low reduction potentials. In the next subsections, 
the results are presented and organized as follows: firstly, 
electron affinities (EA), ionization potentials (IP), as well as 
first and second redox potentials (ER
1 and ER
2) are discussed. 
Finally, the complexation energy with the Li+ cation is studied, 
in an attempt to compare with the redox reactions that 
carbonyl compounds undergo in lithium-ion batteries. All 
these properties are discussed in terms of the diradical nature 
of the ground state as well as the aromaticity and some 
structural variations already studied in the previous chapter, 
such as the size and number of rings, or the relative 
arrangement of the carbonyls. 
3.1. Electron affinities and ionization potentials. 
 In Figure 54 are represented the electron affinities 
(EA) and the diradical character. The only available 
experimental data369,370 correspond to molecules that have a 
closed-shell ground state. DFT calculations overestimate the 
experimental values around 0.3 eV, an uncertainty that may 
be due partly to the previously explained self-interaction 
error.161 
 More accurate EAs have been obtained with the 
G3(MP2)-RAD composite method (with an average error of 
only 0.04 eV) but, due to its limited application in molecules 
with strong diradical character, and also due to convergence 




problems encountered in several molecules, we will discuss 
the results obtained with B3PW91 functional. 
 
Figure 54: Electron affinities (dotted lines), in eV, and diradical character 
(bars).  
 A trend in the electron affinities may be devised in 
several families of molecules such as C(4+5), C(4+7), C(5+6), 
C(6+7), C(4+4), C(4+6), C(5+5), C(6+6) and C(6+6+6), where 
higher y0 values correspond to higher EAs. This may be 
explained in terms of the HOMO-LUMO gap, which is small in 
molecules with a remarkable diradical character, mainly due 
to low-energy LUMO levels and, therefore, more likely to 
accept an electron. However, this trend is not clear in families 
where molecules are closed-shell singlets or in others with 
moderate (or small) diradical character, such as C(5+7), 
C(7+7), which can be ascribed to distortions in the molecular 
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Table 22: Electron affinities (EA), in eV, calculated with the B3PW91 
functional and the G3(MP2)-RAD composite method.  
 
 Monocarbonyl compounds show EAs between -0.09 
and 2.47 eV, while dicarbonyl EAs range from 1.03 to 3.28 eV 
(see Table 22). The highest value among all the molecules 
considered corresponds to 1,2(b)-C(4+4), with an EA of 3.28 













C3   -0.09 -0.18 -- C(4+6) 3,6 (a) 2.58 -- -- 
C5   1.36 1.10 --   1,3 2.21 2.00 -- 
C7   1.06 0.90 --   1,5 2.06 1.81 -- 
C(3+6) 3 1.13 1.02 --   4,5 1.46 1.25 -- 
  2 1.15 1.11 --   1,2 1.44 1.25 -- 
  1 0.64 0.55 -- C(5+5) 1,4 2.55 2.20 -- 
C(4+5) 3 (a) 2.18 -- --   1,6 2.48 2.18 -- 
  3 (b) 1.48 1.36 --   1,5 1.95 1.71 -- 
  4 0.84 0.67 --   1,2 2.21 1.98 -- 
  1 1.36 1.25 -- C(5+7) 2,4 2.68 2.35 -- 
C(4+7) 5 (a) 1.80 -- --   1,2 2.29 2.04 -- 
  3 (b) 2.47 -- --   1,6 2.48 2.21 -- 
  5 (b) 2.21 -- --   2,6 2.65 2.30 -- 
  3 (a) 1.86 -- --   1,4 2.35 2.11 -- 
  1 1.61 1.44 --   1,8 2.69 2.04 -- 
  4 1.30 1.07 --   5,6 2.56 2.25 -- 
C(5+6) 2 2.09 -- --   4,7 2.56 2.27 -- 
  5 2.08 1.83 --   1,7 1.96 1.67 -- 
  4 2.14 1.93 --   4,5 2.59 2.32 -- 
  1 1.34 1.15 --   1,5 1.98 1.74 -- 
C(6+7) 6 1.74 1.60 -- C(6+6) 2,3 2.72 -- -- 
  2 1.78 1.66 --   1,5 2.68 2.43 -- 
  1 1.74 1.69 --   1,7 2.66 2.38 -- 
  5 1.11 0.95 --   2,6 2.64 2.35 -- 
  7 0.92 0.79 --   1,2 2.10 1.84 -- 
C4 1,2 1.03 0.82 --   1,4 2.05 1.81 1.81 
  1,3 2.29 2.28 -- C(7+7) 1,2 2.07 1.86 -- 
C6 1,2 2.26 1.95 1.90   1,9 2.10 1.83 -- 
  1,4 2.20 1.89 1.85   2,3 2.29 2.08 -- 
C(3+3)  1,2 2.17 2.18 --   3,8 2.28 2.08 -- 
C(3+5) 1,3 3.08 2.81 --   1,6 1.98 1.77 -- 
  2,3 2.27 2.10 --   1,7 2.10 1.89 -- 
  1,2 2.42 2.17 --   2,8 2.22 1.97 -- 
C(3+7) 1,3 2.53 2.37 --   1,8 2.06 1.85 -- 
  3,4 1.86 1.60 --   1,4 2.12 1.87 -- 
  1,4 1.75 1.56 --   1,10 1.53 1.31 -- 
  2,3 2.06 1.87 -- C(6+6+6) 2,3 2.76 -- -- 
  2,5 2.06 1.83 --   1,5 2.80 -- -- 
  1,2 1.95 1.76 --   1,7 2.88 -- -- 
C(4+4) 1,2 (b) 3.28 -- --   2,6 2.89 2.61 -- 
  1,2 (a) 2.18 1.94 --   1,10 2.48 2.29 -- 
  1,3 1.58 1.41 --   2,9 2.45 2.23 -- 
C(4+6) 3,4 (a) 2.33 -- --   1,2 2.06 1.83 -- 
  3,4 (b) 2.33 -- --   1,4 2.03 1.79 -- 
  3,6 (b) 2.46 -- --   9,10 1.84 1.65 1.59 
 




eV, a molecule that shows a remarkable diradical character 
(y0=0.48). Large affinities are calculated for families such as 
C(6+6) or C(6+6+6). 
 
Figure 55: Ionization potentials (dotted lines), in eV, and diradical character 
(bars). 
 Analogously, we have calculated the ionization 
potentials (IP), which are gathered in Figure 55 together with 
the diradical character. All the calculated and the available 
experimental data,371,372 ,373,374 are listed in Table 23. In this 
case, both DFT and G3(MP2)-RAD calculate the IPs with 
similar accuracy. Monocarbonyl IPs range from 6.98 to 9.35 
eV, while dicarbonyl IPs range from 6.60 to 10.88 eV, much 
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Table 23: Ionization potentials (IP), in eV, calculated with the B3PW91 
functional and the G3(MP2)-RAD composite method.  
 
 
 While for the electron affinities a certain correlation 
with the diradical character is found within particular families, 
 













C3   9.35 9.38 9.47 C(4+6) 3,6 (a) 8.43 -- -- 
C5   9.11 9.33 9.49   1,3 8.87 9.03 -- 
C7   8.62 8.79 8.80   1,5 9.39 9.66 -- 
C(3+6) 3 8.46 8.50 --   4,5 8.41 8.68 -- 
  2 8.10 8.09 --   1,2 8.34 8.45 9.23 
  1 9.16 9.29 -- C(5+5) 1,4 8.45 8.73 -- 
C(4+5) 3 (a) 7.15 -- --   1,6 8.68 8.95 -- 
  3 (b) 7.86 8.05 --   1,5 9.13 9.33 -- 
  4 9.01 9.21 --   1,2 9.09 8.69 -- 
  1 8.78 8.89 -- C(5+7) 2,4 8.40 8.71 -- 
C(4+7) 5 (a) 7.49 -- --   1,2 7.99 8.13 -- 
  3 (b) 6.98 -- --   1,6 8.34 8.53 -- 
  5 (b) 7.29 -- --   2,6 8.58 8.87 -- 
  3 (a) 7.59 -- --   1,4 8.38 8.59 -- 
  1 7.66 7.82 --   1,8 8.27 8.64 -- 
  4 8.26 8.52 --   5,6 8.24 8.43 -- 
C(5+6) 2 7.75 -- --   4,7 8.66 8.85 -- 
  5 8.04 8.26 --   1,7 8.59 8.77 -- 
  4 8.28 8.50 --   4,5 8.44 8.64 -- 
  1 8.51 8.68 --   1,5 8.79 8.96 -- 
C(6+7) 6 7.61 7.77 -- C(6+6) 2,3 8.20 -- -- 
  2 7.57 7.74 --   1,5 8.43 8.64 -- 
  1 7.19 7.30 --   1,7 8.59 8.80 -- 
  5 8.14 8.34 --   2,6 9.76 9.89 -- 
  7 8.36 8.54 --   1,2 8.51 8.78 -- 
C4 1,2 9.11 9.12 9.79   1,4 9.27 -- 9.40 
  1,3 9.95 10.05 -- C(7+7) 1,2 7.42 7.57 -- 
C6 1,2 8.93 9.11 9.60   1,9 8.03 8.27 -- 
  1,4 9.72 9.98 10.11   2,3 7.80 7.93 -- 
C(3+3)  1,2 10.88 10.88 --   3,8 8.43 8.63 -- 
C(3+5) 1,3 9.76 9.92 --   1,6 8.12 8.34 -- 
  2,3 9.12 -- --   1,7 8.17 -- -- 
  1,2 7.89 7.83 --   2,8 8.39 8.61 -- 
C(3+7) 1,3 9.09 -- --   1,8 8.33 8.53 -- 
  3,4 8.31 7.54 --   1,4 7.75 7.94 -- 
  1,4 9.18 9.34 --   1,10 7.79 8.21 -- 
  2,3 8.20 8.19 -- C(6+6+6) 2,3 7.65 -- -- 
  2,5 8.79 8.82 --   1,5 7.65 -- -- 
  1,2 8.89 9.16 --   1,7 7.85 -- -- 
C(4+4) 1,2 (b) 8.07 -- --   2,6 8.26 8.42 -- 
  1,2 (a) 6.60 6.75 --   1,10 7.97 8.20 -- 
  1,3 9.71 9.78 --   2,9 8.13 8.34 -- 
C(4+6) 3,4 (a) 8.17 -- --   1,2 8.22 8.39 -- 
  3,4 (b) 8.17 -- --   1,4 8.27 8.42 8.48 
  3,6 (b) 8.42 -- --   9,10 8.90 9.32 9.00 
 




the case of the ionization potentials is less clear. Still, it is 
possible to observe that higher diradical character values 
correspond to lower IPs in families such as C(4+5), C(5+6), 
C(4+6), C(6+6) or C(6+6+6). Besides, in Figure 55 is also 
possible to see correlation between the number of fused rings 
and the IPs, which decrease as the number of fused rings 
increases. For example, the IPs of 1,2-C6, 1,2-C(6+6) and 
1,2-C(6+6+6) are 8.93, 8.51 and 8.22 eV, respectively. 
Nevertheless, in the present section, molecules with up to 
only three fused rings are compared and, therefore, probably 
not enough to extrapolate to larger molecules. A similar trend 
is found regarding the size of the ring: bigger rings show 
smaller IPs (e.g. comparing monocarbonyl C3, C5 and C7 or 
dicarbonyl C4 and C6). 
3.2. Redox potentials and coordination to Li+. 
 In Figure 56 are represented the first reduction 
potentials (ER
1) and the y0 values. In Table 24 are gathered 
the calculated values of all groups together with the available 
experimental data.375,376 Opposite to what was observed for 
the electron affinities, the first redox potentials are calculated 
more accurately with DFT (MAE=0.05 V) than with G3(MP2)-
RAD (MAE=0.22 V), which suggests that the inclusion of the 
solvation effects in the composite method may be 
problematic. 





Figure 56: First redox potentials (dotted lines), in V, and diradical character 
(bars). 
 The ER
1 values for monocarbonyls range from 1.05 to 
3.32 V, while for dicarbonyls range from 2.02 to 4.22 V. The 
highest value calculated in this work, 4.22 V, corresponds to 
1,2(b)-C(4+4), which also shows the highest electron affinity 
(3.28 eV) and a notable diradical character (y0=0.48). This 
redox potential is considerably higher than the usual values 
for carbonyl-based materials (less or around 3 V) and 
comparable (or even greater) to common inorganic cathode 
materials. There are 35 molecules that show redox potentials 





































































































































































































































Table 24: First redox potential (ER
1
), in V, calculated with the B3PW91 
functional and the G3(MP2)-RAD composite method. The reference 
electrode is Li/Li
+
, while experimental references and values between 
parenthesis are expressed vs saturated calomel electrode (SCE). 
 













C3   1.05   0.97   -- C(4+6) 3,6 (a) 3.36   --   -- 
C5   2.46   2.20   --   1,3 2.92   2.71   -- 
C7   1.85   1.70   --   1,5 2.69   2.44   -- 
C(3+6) 3 1.92   1.80   --   4,5 2.39   2.18   -- 
  2 1.98   1.94   --   1,2 2.23   2.03   -- 
  1 1.50   1.40   -- C(5+5) 1,4 3.30   2.95   -- 
C(4+5) 3 (a) 3.25   --   --   1,6 3.31   3.01   -- 
  3 (b) 2.45   2.31   --   1,5 2.70   2.46   -- 
  4 1.67   1.51   --   1,2 2.87   2.63   -- 
  1 2.22   2.11   -- C(5+7) 2,4 3.33   3.00   -- 
C(4+7) 5 (a) 2.56   --   --   1,2 2.89 (-0.54) 2.63 (-0.80) -0.56 
  3 (b) 3.32   --   --   1,6 3.01   2.74   -- 
  5 (b) 3.08   --   --   2,6 3.19   2.84   -- 
  3 (a) 2.61   --   --   1,4 2.98   2.73   -- 
  1 2.31   2.15   --   1,8 3.17   2.65   -- 
  4 2.03   1.80   --   5,6 3.17   2.84   -- 
C(5+6) 2 2.95   --   --   4,7 3.15   2.86   -- 
  5 2.83   2.59   --   1,7 2.54   2.25   -- 
  4 2.94   2.73   --   4,5 3.22   2.93   -- 
  1 2.21   2.01   --   1,5 2.58   2.33   -- 
C(6+7) 6 2.33   2.20   -- C(6+6) 2,3 3.42   --   -- 
  2 2.33   2.21   --   1,5 3.31   3.06   -- 
  1 2.39   2.34   --   1,7 3.28   3.00   -- 
  5 1.76   1.61   --   2,6 3.19   2.91   -- 
  7 1.54   1.41   --   1,2 2.88 (-0.55) 2.63 (-0.80) -0.56 
C4 1,2 2.02   1.81   --   1,4 2.75 (-0.68) 2.53 (-0.90) -0.71 
  1,3 3.22   3.21   -- C(7+7) 1,2 2.59   2.38   -- 
C6 1,2 3.19 (-0.24) 2.88 (-0.55) -0.31   1,9 2.57   2.30   -- 
  1,4 3.04 (-0.39) 2.74 (-0.69) -0.51   2,3 2.69   2.45   -- 
C(3+3)    1,2 3.12   3.12   --   3,8 2.53   2.35   -- 
C(3+5) 1,3 3.90   3.59   --   1,6 2.47   2.24   -- 
  2,3 3.18   3.02   --   1,7 2.58   2.34   -- 
  1,2 3.30   2.96   --   2,8 2.57   2.30   -- 
C(3+7) 1,3 3.11   2.96   --   1,8 2.47   2.25   -- 
  3,4 2.50   2.21   --   1,4 2.61   2.35   -- 
  1,4 2.31   2.13   --   1,10 2.17   1.95   -- 
  2,3 2.79   2.61   -- C(6+6+6) 2,3 3.24   --   -- 
  2,5 2.71   2.49   --   1,5 3.24   --   -- 
  1,2 2.49   2.30   --   1,7 3.28   --   -- 
C(4+4) 1,2 (b) 4.22   --   --   2,6 3.20   2.95   -- 
  1,2 (a) 3.00   2.77   --   1,10 3.02   2.82   -- 
  1,3 2.48   2.29   --   2,9 2.97   2.75   -- 
C(4+6) 3,4 (a) 3.18   --   --   1,2 2.74   2.51   -- 
  3,4 (b) 3.18   --   --   1,4 2.64 (-0.78) 2.43 (-1.00) -0.75 
  3,6 (b) 3.21   --   --   9,10 2.43 (-1.00) 2.27 (-1.16) -0.94 
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 Inspecting Figure 56, we find the following general 
trend: molecules with higher diradical character, within a 
particular family, possess higher reduction potentials, the 
same correlation observed in the EAs, as expected. However, 
those families with low or absence of diradical character may 
show large reduction potentials as well, such as 
benzoquinones (1,2- and 1,4-C6), for example, with 3.19 and 
3.04 V, respectively. This general trend is particularly clear in 
the following families: C(4+5), C(4+7) (with the exception of 
5(a)-C(4+7)), C(6+7), C(4+4), C(4+6) (except 3,6(a)-C(4+6)), 
C(5+5), C(6+6) and C(6+6+6). A somewhat irregular behavior 
is observed in C(5+6), C(5+7) and C(7+7).  
 Thus, in view of these results, the effect of the 
diradical character may be a new, unexplored variable for 
tuning the redox potential in the design of new organic 
cathode materials. Besides the diradical character, the size of 
the ring and the number of fused rings may affect the redox 
potential as well. We observe a decrease in ER
1 comparing 
C6, C(6+6) and C(6+6+6) for both 1,2 and 1,4 dicarbonyls. 
The same holds for 1,3-C4 and 1,3-C(4+4); however, the 
opposite trend is found in 1,2-C4 and 1,2-C(4+4). Regarding 
the size of the ring, an irregular behavior is observed in ER
1, 
increasing from C3 to C5 but decreasing in C7. We have also 
calculated the second reduction potential (ER
2), see Table 25 
and Figure 57. Monocarbonyls range from 0.72 to 2.08 V, 
while dicarbonyls range from 0.74 to 2.67 V. The trends are 
the same as in the ER
1. 




Table 25: Second redox potential (ER
2
), in V, calculated with the B3PW91 
functional and the G3(MP2)-RAD composite method. The reference 
electrode is Li/Li
+
, while experimental references and values between 
parenthesis are expressed vs saturated calomel electrode (SCE). 
 
 Finally, we have studied the process of lithiation. In 
Figure 58 are collected the values of the total binding energy 
(ETOT) of the lithiation process together with the diradical 
character. In  

















-- C(4+6) 3,6 (a) 2.33   --   -- 




--   1,3 1.85   2.16   -- 




--   1,5 1.76   2.13   -- 




--   4,5 1.00   1.08   -- 




--   1,2 1.31   1.57   -- 




-- C(5+5) 1,4 2.29   2.51   -- 




--   1,6 2.13   2.36   -- 




--   1,5 1.73   2.01   -- 




--   1,2 1.93   2.24   -- 




-- C(5+7) 2,4 2.39   2.62   -- 




--   1,2 2.00   2.28   -- 




--   1,6 2.00   2.25   -- 




--   2,6 2.25   2.51   -- 




--   1,4 1.98   2.25   -- 




--   1,8 1.94   2.60   -- 




--   5,6 2.22   2.49   -- 




--   4,7 2.20   2.49   -- 




--   1,7 1.73   2.09   -- 




--   4,5 2.29   2.58   -- 




--   1,5 1.71   2.06   -- 




-- C(6+6) 2,3 2.44   --   -- 




--   1,5 2.44   2.80   -- 




--   1,7 2.41   2.70   -- 




--   2,6 2.25   2.59   -- 




--   1,2 1.82   2.07   -- 




--   1,4 1.73 (-1.70) 2.07 (-1.36) -1.25 




-- C(7+7) 1,2 1.70   1.97   -- 
C6 1,2 2.08 (-1.35) 2.37 (-1.06) -0.90   1,9 1.88   2.22   -- 
  1,4 1.89 (-1.54) 2.24 (-1.19) -1.14   2,3 1.70   1.93   -- 




--   3,8 1.55   1.77   -- 




--   1,6 1.65   1.90   -- 




--   1,7 1.75   2.07   -- 




--   2,8 1.64   1.97   -- 




--   1,8 1.67   1.97   -- 




--   1,4 1.68   1.92   -- 




--   1,10 1.73   2.07   -- 




-- C(6+6+6) 2,3 2.64   --   -- 




--   1,5 2.53   --   -- 




--   1,7 2.48   --   -- 




--   2,6 2.40   2.76   -- 




--   1,10 2.22   2.53   -- 




--   2,9 2.12   2.40   -- 




--   1,2 1.66   1.89   -- 




--   1,4 1.68 (-1.75) 1.95 (-1.48) -1.25 




--   9,10 1.58 (-1.85) 1.90 (-1.53) -1.45 
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Table 26 are collected the numerical values for ECOOR, ERED 
and ETOT. Inspecting the monocarbonyl compounds, very 
similar coordination energies (ECOORD) are obtained, ranging 
from -5.88 to -6.49 eV, revealing that the reduction energy 
(ERED) is the main responsible of the observed pattern in the 
binding energies (ETOT). On the other hand, this feature is not 
observed in the dicarbonyl compounds, as expected, since 
the relative position of the carbonyl moieties will affect the 
interaction with Li+. This dependence of the binding energy on 
the position of the carbonyl groups is recognized in Figure 
58, where molecules with neighboring carbonyls tend to show 
higher coordination energies, as the lithium cation is located 
between both oxygen atoms. For instance, while for most of 
the anthraquinones (group C(6+6+6)) the coordination 
energies vary from -5.64 to -5.88 eV, this energy for 1,2- and 
2,3-C(6+6+6) molecules amounts -7.15 and -7.02 eV, 
respectively.  
 If the carbonyl groups are not adjacent, but spatially 
close, some extra stabilization is gained favoring the reduced 
complex. This can be observed comparing 1,2- and 1,9-
C(7+7), where the carbonyl oxygens are separated 2.81 and 
4.80 Å, respectively, and the coordination energies are -7.13 
and -6.35 eV, respectively. The latter is still greater than the 
energies of the rest of the C(7+7) molecules, which amount 
less than -6 eV.  
 It is not easy to establish a direct relationship between 
binding energy and diradical character. The binding energy 




depends on the reduction energy, which may be lowered with 
greater diradical character (due to larger electron affinities), 
but also on the anion-cation interaction, which is independent 
of the diradical character of the neutral species, and which 
probably is the most relevant feature. Thus, we find some 
groups where larger diradical characters yield larger binding 
energies, such as C(4+6), C(4+4), C(4+6) and C(6+6+6) 
groups. However, in other groups the behavior of ETOT is 
rather irregular.  
 
Figure 57: Second redox potentials (dotted lines), in V, and diradical 
character (bars). 
 Finally, the energy density of the whole set of 90 
molecules has been gathered in Figure 59. There is shown 
that the monocarbonyl molecules have, in general, lower EDEN 
compared to the quinones (264-837 WhKg-1). However, some 
monocarbonyl molecules as 1-C5 (823 WhKg-1) or 3(a)-
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Table 26: Reduction (ERED), coordination (ECOORD) and total binding 
energies (ETOT), in eV, of the lithiation process. 
 
 In the other hand, quinones yield really high EDEN 
values (517-1882 WhKg-1). The highest values are found on 
the smallest compounds 1,3-C4 (1610 WhKg-1), 1,2-C(3+3) 
(1882 WhKg-1), 1,3-C(3+5) (1660 WhKg-1), 1,2(b)-C(4+4) 
(1608 WhKg-1). Groups n,m-C(6+6+6) and n,m-C(7+7) are 
the largest molecules and, thus, show the lowest EDEN values. 
    ETOT  ECOORD  ERED     ETOT ECOORD ERED 
C3   -0.75 
 
-6.39   5.64 C(4+6) 3,6 (a) -3.03   -6.02   2.99 
C5   -2.16 
 





C7   -1.76 
 





C(3+6) 3 -2.00 
 
-6.41   4.42   4,5 -3.38   -7.47   4.09 
  2 -2.04 
 
-6.44   4.40   1,2 -2.46   -6.57   4.11 
  1 -1.16 
 
-6.06   4.90 C(5+5) 1,4 -2.61   -5.62   3.01 
C(4+5) 3 (a) -3.12 
 
-6.49   3.37   1,6 -3.99   -7.07   3.08 
  3 (b) -2.43 
 





  4 -1.43 
 
-6.13   4.70   1,2 -3.42   -6.77   3.35 
  1 -1.70 
 





C(4+7) 5 (a) -2.64 
 
-6.40   3.76   1,2 -3.65   -6.91   3.27 
  3 (b) -3.29 
 
-6.38   3.09   1,6 -2.48   -5.56   3.08 
  5 (b) -3.06 
 
-6.40   3.34   2,6 -2.68   -5.59   2.91 
  3 (a) -2.68 
 





  1 -2.00 
 
-5.94   3.95   1,8 -4.20   -7.06   2.86 
  4 -1.97 
 
-6.22   4.26   5,6 -4.06   -7.06   3.00 
C(5+6) 2 -2.70 
 
-6.17   3.46   4,7 -2.67   -5.67   3.00 
  5 -2.68 
 
-6.16   3.48   1,7 -2.24   -5.85   3.60 
  4 -2.79 
 
-6.21   3.42   4,5 -4.14   -7.11   2.97 
  1 -1.97 
 





C(6+7) 6 -2.39 
 
-6.21   3.81 C(6+6) 2,3 -4.23   -7.07   2.84 
  2 -2.42 
 
-6.19   3.77   1,5 -2.96   -5.84   2.88 
  1 -2.44 
 





  5 -1.67 
 
-6.11   4.44   2,6 -2.80   -5.73   2.93 
  7 -1.61 
 
-6.24   4.63   1,2 -3.74   -7.20   3.46 
C4 1,2 -1.89 
 
-6.41   4.52   1,4 -2.28   -5.79   3.51 
  1,4 -2.69 
 
-5.95   3.25 C(7+7) 1,2 -3.64   -7.13   3.49 
C6 1,2 -4.00 
 





  1,4 -2.54 
 
-5.91   3.37   2,3 -3.81   -7.08   3.27 
C(3+3) 1,2  -1.22 
 
-4.61   3.39   3,8 -2.18   -5.46   3.28 




2.49   1,6 -2.33   -5.90   3.57 
  2,3 -3.80 
 























  3,4 -3.61 
 
-7.31   3.70   1,4 -2.20   -5.64   3.44 




3.80   1,10 -3.18   -7.19   4.02 
  2,3 -3.79 
 
-7.29   3.49 C(6+6+6) 2,3 -4.22   -7.02   2.80 




3.50   1,5 -2.97   -5.73   2.76 
  1,2 -2.64 
 





C(4+4) 1,2 (b) -4.36 
 
-6.63   2.26   2,6 -2.96   -5.64   2.68 
  1,2 (a) -3.25 
 





  1,3 -1.78 
 





C(4+6) 3,4 (a) -4.17 
 
-7.40   3.23   1,2 -3.65   -7.15   3.50 
  3,4 (b) -4.17 
 
-7.40   3.23   1,4 -2.21   -5.74   3.53 
  3,6 (b) -3.09 
 
-6.19   3.10   9,10 -1.98   -5.71   3.72 
 





Figure 58. Total binding energy (dotted lines), in eV, of the lithiation 
process and diradical character (bars). 
3.3. Summary and conclusions 
 In this section, the EAs, IPs, redox potentials and 
binding energies to Li+ of a set of 90 conjugated carbonyls 
based on cyclic hydrocarbons have been studied and 
analyzed in terms of the diradical character and structural 
features. We have found that, in those families where several 
or all molecules show certain diradical character, this feature 
accomplishes larger EAs. Nevertheless, those molecules with 
closed-shell ground states may display large EAs too. With 
respect to the ionization potentials (IP), no clear tendency is 
observed related to the diradical nature of the molecules, 


















































































































































































































































1, we find the same trend as in the EAs, 
as expected, and molecules with large values of y0 within 
particular family yield larger redox potentials. This behavior is 
clearly observed in C(4+5), C(4+7), C(6+7), C(4+4), C(4+6), 
C(5+5), C(6+6) and C(6+6+6), with few exceptions. Besides, 
some closed-shell molecules also display large redox 
potentials. Finally, we have observed that, for the 
monocarbonyls, the most relevant term is ERED since ECOORD 
is very similar in all cases, while in dicarbonyls the most 
important feature is the relative position of the carbonyls. 
Thus, molecules with neighboring carbonyls show higher 
coordination energies, since Li+ is located between both 







































































































































































































character is observed, because the coordination energy 
depends on the carbonyl anion. The EDEN is greatly 
determined by the size of the molecule and the number of 
carbonyl groups. In that manner, higher EDEN values are found 
on small dicarbonyl molecules, while large dicarbonyl systems 
show EDEN values comparable to those of the monocarbonyls 
moieties. 
 As a summary, there are 35 molecules that show 
redox potentials greater than 3 V. 
4. Effect of structural modifications 
 In this section, a systematic analysis is performed in 
order to elucidate how certain modifications on the molecular 
structure may affect the redox properties of a diradical 
molecule. The 1,5-C(6+6+6)/Q molecule has been previously 
selected due to its notable diradical character (y0=0.60) and 
high symmetry, despite experimental data could not be found. 
However, data for similar derivatives are available.204 
Following the same scheme as in Chapter 4, the proposed 
structural modifications are: i) substitution of the oxygen of the 
carbonyl group, ii) inclusion of heteroatoms in the aromatic 
rings, iii) addition of substituents in different positions in the 
rings, iv) increase of the number of rings and v) inclusion of 
additional carbonyl moieties. 
4.1. Substitution of the oxygen of the carbonyl 
group. 
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 The oxygen atom will be replaced by atoms of the 
groups 13 to 16 of periods 1 (B, C, N), 2 (Al, Si, P, S) and 3 
(Ga, Ge, As, Se), including the required H atoms to maintain 
the double bond conjugation. Further modifications have also 
been performed to include the following moieties: CF2, CCl2, 
CBr2, C(CH3)2 and C(CN)2. 
Table 27: Electron affinities (EA) and ionization potentials (IP), in eV. First, 









, in V. Theoretical capacity (CTHEO), in mAhg
-1
, and 




 All the calculated redox data have been gathered on 
the Table 27, while ER
1 and EDEN have been represented in 
Figure 60 and Figure 61. 
 It is observed that the substitution of the oxygen by 
atoms with smaller atomic number within the periods leads to 
    EA IP ER
1 ER
2 ER EO
1 CTHEO EDEN 
PERIOD1  BH 1.71 5.74 2.00 1.54 1.77 2.79 268 474 
  CH2 1.62 6.41 2.05 1.50 1.78 3.57 262 467 
  NH 2.23 7.03 2.68 2.07 2.38 4.10 260 618 
  O 2.84 7.69 3.27 2.55 2.91 4.65 257 750 
PERIOD2  AlH 1.43 6.08 1.67 2.48 2.07 3.06 231 479 
  SiH2 1.89 6.36 2.28 2.84 2.56 3.46 227 580 
  PH 2.18 6.85 2.57 2.43 2.50 3.97 223 558 
  S 3.29 7.78 3.73 3.12 3.42 5.03 223 764 
PERIOD3 GaH 1.64 6.12 1.94 2.59 2.27 2.69 169 382 
  GeH2 2.10 6.39 2.48 3.05 2.77 3.50 165 456 
  AsH 2.14 6.81 2.56 2.63 2.60 3.94 163 424 
  Se 3.39 7.48 3.80 3.26 3.53 5.22 160 566 
CH2  CF2 1.70 6.37 2.12 1.78 1.95 3.51 194 378 
Deriv. CCl2 2.11 6.49 2.36 2.25 2.31 3.72 157 362 
  CBr2 2.20 6.46 2.44 1.90 2.17 3.74 103 224 
  C(CH3)2 1.38 5.79 1.79 1.16 1.48 3.21 206 304 
  C(CN)2 3.72 7.82 3.69 3.23 3.46 4.74 176 610 
 




a diminution of the EA. Thus, the EA of 1,5-C(6+6+6)/Q is 
2.84 eV, which is reduced to 1.71 eV when oxygen is 
replaced by boron. This trend is especially clear along the 
periods, while the variation along the groups is much smaller. 
The IPs follow the same trend, and the original value (7.69 
eV) is greatly reduced in the boron derivative (5.74 eV). The 
introduction of the C(CN)2 substituents lead to higher EA 
(3.72 eV) and IP (7.82 eV), while the other CX2 groups show 
lower EAs and almost unchanged IPs. 
 
Figure 60: First reduction potential of the derivatives of 1,5-C(6+6+6)/Q. 
 As shown in Figure 60, these trends can also be 
found on the first reduction potentials. In that manner, is 
clearly shown that group 16 yields the highest ER
1 values (up 
to 3.39 V), while the lowest values are found for group 13 
(1.67 V on the aluminum derivative). Again, high ER
1 is 
calculated for the C(CN)2 derivative. For the first period 
elements, ER
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in the second and third periods are found higher ER
2 and ER, 
as well as in the C(CN)2 derivative.  
 EDEN reaches its maximum on the S- and O-containing 
molecules (see Figure 61). The N- and Se-containing 
molecules yield also high EDEN values, but the C(CN)2 
derivative must be highlighted, as it can be used to stabilize 
the open-shell structures.187,188 
 
Figure 61: Energy density (EDEN) of the studied molecules, in Whkg
-1
. 
 Finally, the lithiation process is investigated in Table 
28. There, two lithium atoms are considered, one for each 
substituent included in the molecule. Note that  
Table 26 also deals with these magnitudes, but they are 
defined with only one lithium atom per molecule due to the 
presence of molecules with just one carbonyl group that, 
strictly speaking, are not quinones. The reduction energy 
(ERED) is reduced following the trend BH > CH2 > NH > O, 


























































carbonyl group (O atom). However, this trend is not preserved 
in periods 2 and 3. At the same time, the reduction energy is 
decreased when descending in each group (B > Al > Ga, C > 
Si > Ge, N > P > As and O > S > Se). Therefore, the most 
favorable molecule would be the seleno derivative.  
Table 28: Reduction (ERED), coordination (ECOORD) and total energy (ETOT) 
of the lithiation process, in eV.  
 
 The coordination energy, in general, is increased 
along the periods and decreased along the groups. Still, ETOT, 
calculated as the sum of ERED and ECOORD, shows almost the 
same trend as ERED. In that manner, the selenium- and sulfur-
containing molecules have the most negative ETOT. 
Additionally, the substitution of the hydrogens of the 
methylene group leads to more favorable ETOT for molecules 
containing heavier halogens. Despite ERED of the cyano-
containing molecule is the lowest, the steric effects yield an 
    ERED ECOORD ETOT 
PERIOD1  BH 11.81 -14.85 -3.04 
  CH2 11.55 -15.05 -3.50 
  NH 10.52 -15.66 -5.14 
  O 9.51 -15.17 -5.67 
PERIOD2  AlH 10.51 -13.31 -2.81 
  SiH2 9.93 -13.98 -4.05 
  PH 10.03 -14.23 -4.20 
  S 8.39 -14.44 -6.05 
PERIOD3 GaH 10.28 -13.56 -3.28 
  GeH2 9.43 -13.80 -4.37 
  AsH 9.98 -14.17 -4.19 
  Se 8.12 -14.20 -6.08 
CH2 deriv. CF2 11.17 -14.43 -3.26 
  CCl2 10.05 -14.22 -4.17 
  CBr2 10.13 -15.04 -4.91 
  C(CH3)2 11.82 -14.69 -2.86 
  C(CN)2 7.01 -12.29 -5.28 
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ECOORD of only -12.29 eV. As a result, ETOT is lower than the 
reference quinone structure. 
 In conclusion, the analyses performed in this 
subsection reveal that the molecules with better 
electrochemical features are the carbonyls (quinone) and the 
sulfur and selenium derivatives (C=S and C=Se). The 
reduction potentials are higher for S- and Se-containing 
molecules, and the energy density of the thiocarbonyl is even 
higher than that of the quinone, making these derivatives very 
promising candidates for the design of improved organic 
cathodes. 
4.2. Insertion of heteroatoms in the aromatic rings 
 The carbon atoms of 1,5-C(6+6+6)/Q have been 
substituted by boron, nitrogen, silicon and potassium atoms in 
order to evaluate the effect that these changes may introduce 
in the redox features of the molecule depending on the site 
they are substituted, either , ,  or . In Chapter 4 was 
already noted that positions  and  have higher spin density, 
as the unpaired electrons are majorly present in those 
positions. The electrochemical features are collected in Table 
29. In Figure 62 and Figure 63 are represented the variation 
of ER
1 and EDEN with respect to the 1,5-C(6+6+6) molecule. 
 The N- and P-containing molecules show enhanced 
EAs, IPs and redox potentials (both oxidation and reduction), 
while these quantities are reduced in most of cases if B or Si 




atoms are inserted. These analyses suggest that the nature of 
the heteroatom influences to a greater extent the redox 
features rather than the diradical character. However, it is 
also observable a trend for all these quantities, that shows 
that in  and  positions the variations are larger than in  or 
, in agreement with the trend observed for the diradical 
character. To illustrate this, the ER
1 of the molecule containing 
a nitrogen in  and  position grows 0.55 V and 0.74 V, 
respectively, with respect to the reference molecule. 
Table 29: Electron affinities (EA) and ionization potentials (IP), in eV. First, 









, in V. Theoretical capacity (CTHEO), in mAhg
-1
, and 










 CTHEO EDEN 
1,5-AQ 2.84 7.69 3.27 2.55 2.91 4.65 257 750 
α N 3.50 8.53 3.82 3.12 3.47 5.32 255 886 
  B 2.49 7.08 2.99 3.19 3.09 4.06 263 813 
  P 3.30 7.70 3.58 3.00 3.29 4.61 220 722 
  Si 2.58 6.88 2.78 2.57 2.68 3.86 223 597 
β N 3.31 8.26 3.64 2.90 3.27 5.02 255 834 
  B 2.75 7.67 3.15 2.43 2.79 4.71 263 733 
  P 3.42 7.96 3.64 2.98 3.31 4.87 220 727 
  Si 2.90 7.54 3.15 2.56 2.86 4.62 223 637 
γ N 3.63 8.54 4.02 3.20 3.61 5.47 255 920 
  B 1.47 6.70 2.02 1.56 1.79 3.73 263 470 
  P 3.26 8.05 3.57 2.93 3.25 4.96 220 713 
  Si 2.51 6.74 2.58 2.65 2.62 3.76 223 584 
δ N 3.14 8.14 3.60 2.89 3.25 5.07 255 828 
  B 2.55 7.65 2.93 2.66 2.80 4.64 263 736 
  P 3.13 7.68 3.47 2.76 3.12 4.70 220 684 
  Si 2.61 7.31 2.83 2.20 2.51 4.36 223 561 
 




Figure 62: Variation of the first reduction potential after insertion of N, B, P 
and Si in , ,  and  positions of the 1,5-C(6+6+6) molecule.  
 In the other hand, the introduction of N in  or  
positions results in an enhancement of only 0.37 and 0.33 V. 
This trend is not clearly shown for potassium, but the 
substitution of boron in  results in the reduction of ER
1 more 
than 1 V, while in  is only 0.28 V. Finally, the silicon atom 
reduces ER
1 around half a volt in ,  and  positions.  
 The theoretical capacity obtained upon substitution is 
reduced with P or Si due to the larger size of these atoms. 
Thus, EDEN of molecules with Si and P is lower than that of the 
original molecule, despite the P atom enhances the reduction 
potential. In the same way, boron induces higher CTHEO but 
lower ER
1, so that EDEN is reduced, except in case of the -
substituted isomer, that reaches higher ER
1. In fact, in this 
case, it is observed ER
2 > ER
1, which represents an even 
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those with the nitrogen atom, especially when the nitrogen is 
placed in  and . 
 
Figure 63: Variation of the energy density (EDEN) after insertion of N, B, P 
and Si in , ,  and  positions of the 1,5-C(6+6+6) molecule. 
 The effect of lithiation is collected in Table 30. 
According with the trends accounted for the EAs (and for the 
reduction potentials), the N- and P-substituted systems have 
higher reduction energies compared with the B or Si 
derivatives. Additionally, higher variations are accounted for in 
 and  positions for N- and B-containing molecules, while for 
P and Si this trend is not clearly visible. Although the same 
tendencies of ERED values can be observed, no clear trends 
are found for ECOORD. In that manner, it is observed that 
coordination energies suffer large, irregular variations 
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Table 30: Reduction (ERED), coordination (ECOORD) and total energy (ETOT) 
of the lithiation process, in eV.  
 Regarding ETOT, it is found a shift to more negative 
values with respect the unsubstituted molecule when the 
heteroatoms inserted are N and P, in opposition to the values 
given by the B and Si substituents.  
 In conclusion, high reduction potentials are accounted 
for those systems that include nitrogen and potassium, in 
opposition to boron or silicon. However, the large size of the 
potassium atom diminishes the energy density of the system, 
and only the nitrogen atom provides energy densities higher 
than the unsubstituted 1,5-C(6+6+6) molecule. 
4.3. Addition of substituents 
 In this subsection, the effect of six different 
substituents in the redox features of the 1,5-C(6+6+6)/Q 
    ERED ECOORD ETOT 
1,5-AQ 9.51 -15.17 -5.67 
N α 8.26 -16.30 -8.04 
  β 8.65 -14.75 -6.10 
  γ 8.11 -14.81 -6.70 
  δ 8.95 -17.05 -8.11 
B α 11.41 -16.27 -4.85 
  β 9.73 -14.92 -5.19 
  γ 11.44 -16.34 -4.90 
  δ 10.02 -15.46 -5.44 
P α 8.37 -14.73 -6.36 
  β 8.23 -14.43 -6.20 
  γ 8.52 -14.44 -5.92 
  δ 8.89 -15.89 -7.00 
Si α 9.30 -14.13 -4.83 
  β 9.14 -14.74 -5.60 
  γ 9.38 -14.21 -4.83 
  δ 9.85 -15.28 -5.43 
 




molecule has been studied, in the previously defined four 
positions labeled as , , ,  and the totally substituted 
molecule, labeled as . The following substituents have been 
tested: two strong EWG, CF3 and CN, three strong EDG, OH, 
OCH3 and NH2, and one weak EDG group, CH3. The 
calculation of the  isomer including OH and OCH3 
substituents showed to be complicated to optimize due to the 
large number of possible conformations. Thus, these two 
molecules are omitted. In summary, the redox features of 30 
different molecules have been investigated in this subsection. 
 
Figure 64: Variation of the first reduction potential after insertion of CF3, 
CN, CH3, OCH3, OH and NH2 groups in , ,  and  positions of the 1,5-
C(6+6+6) molecule.  represents the fully substituted molecule. 
 As it was observed in the previous subsection, the 
nature of the substituent is more important in the variation of 
the redox properties than their position in the ring (see Table 
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is accounted for EDGs. Besides, the addition of more 
substituents ( isomer) leads to a stronger enhancement (or 
reduction) of the properties following the trends pointed in the 
literature.361 
Table 31: Electron affinities (EA) and ionization potentials (IP), in eV. First, 









, in V. Theoretical capacity (CTHEO), in mAhg
-1
, and 










 CTHEO EDEN 
1,5-AQ 2.84 7.69 3.27 2.55 2.91 4.65 257 750 
CF3 α 3.63 8.29 3.74 3.03 3.39 5.14 156 527 
  β 3.49 8.28 3.72 2.98 3.35 5.06 156 521 
  γ 3.61 8.28 3.87 3.10 3.48 5.26 156 542 
  δ 3.24 8.03 3.50 2.71 3.11 4.99 156 484 
  ε 4.85 9.33 4.68 3.81 4.25 6.40 71 303 
CN α 3.88 8.38 3.88 3.22 3.55 5.18 208 736 
  β 3.78 8.45 3.75 3.01 3.38 5.12 208 701 
  γ 3.83 8.41 3.95 3.21 3.58 5.28 208 743 
  δ 3.55 8.29 3.72 2.98 3.35 5.12 208 696 
  ε 5.70 9.76 5.11 4.48 4.79 6.33 131 629 
CH3 α 2.67 7.29 3.10 2.35 2.72 4.42 227 618 
  β 2.71 7.46 3.26 2.43 2.85 4.59 227 646 
  γ 2.69 7.32 3.16 2.45 2.81 4.47 227 637 
  δ 2.65 7.44 3.08 2.34 2.71 4.55 227 615 
  ε 2.28 6.59 2.71 1.95 2.33 4.01 167 389 
OCH3 α 2.56 6.78 3.05 2.36 2.70 4.10 200 540 
  β 2.66 7.40 3.15 2.44 2.80 4.67 200 559 
  γ 2.38 6.74 2.96 2.35 2.65 4.07 200 530 
  δ 2.57 7.24 3.07 2.33 2.70 4.48 200 540 
OH α 2.74 7.23 3.07 2.32 2.69 4.20 223 601 
  β 2.81 7.61 3.17 2.49 2.83 4.65 223 631 
  γ 2.45 6.99 2.92 2.31 2.61 4.03 223 583 
  δ 2.66 7.52 2.99 2.24 2.61 4.50 223 583 
NH2 α 2.18 6.36 2.59 1.97 2.28 3.59 225 513 
  β 2.53 7.14 2.91 2.29 2.60 4.40 225 586 
  γ 2.17 6.41 2.56 2.01 2.29 3.49 225 515 
  δ 2.15 7.37 2.54 1.92 2.23 4.50 225 502 
  ε 1.52 5.54 1.85 1.43 1.64 2.99 163 267 
 





Figure 65: Variation of the energy density (EDEN) after insertion of N, B, P 
and Si in , ,  and  positions of the 1,5-C(6+6+6) molecule.  represents 
the fully substituted molecule.  
 In Figure 64 is represented the variation of the first 
reduction potential with respect to 1,5-C(6+6+6). EWG groups 
enhance ER
1 (0.23-0.29 V for CF3 and 0.45-0.68 V for CN). 
For the  isomer, ER
1 increases up to 2.01 and 2.87 V, 
respectively. In the other hand, the CH3 group reduces ER
1 
between 0.01 and 0.19 V, while the reduction of the OCH3 
group fluctuates between 0.12 and 0.31 V. The OH group 
reduces the reduction potential between 0.10 and 0.36 V, and 
the NH2 between 0.24 and 0.36 V. In summary, the strategical 
introduction of two substituents may vary the ER
1 between 
2.54 V (NH2 in  position) and 3.95 V (CN in  position). 
 Similar behavior is recorded for the other parameters 
investigated. However, the increase of the redox potentials 
with EWG substituents is not enough to compensate the 
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Figure 65). Thus, the only substituent capable to keep EDEN of 
the unsubstituted molecule is CN, while all the other 
substituents reduce the energy density more than 100 WhKg-
1. Nevertheless, in general the energy density fluctuate 
around 500-600 WhKg-1, similar to the common LiCoO2 
batteries. 
Table 32: Reduction (ERED), coordination (ECOORD) and total energy (ETOT) 
of the lithiation process, in eV.  
 
    ERED ECOORD ETOT 
1,5-AQ 9.51 -15.17 -5.67 
CF3 α 7.71 -14.88 -7.18 
  β 7.99 -14.25 -6.26 
  γ 7.79 -14.51 -6.72 
  δ 8.64 -15.63 -6.99 
  ε 5.07 -13.45 -8.39 
CN α 7.14 -15.02 -7.88 
  β 7.48 -13.91 -6.43 
  γ 7.34 -14.21 -6.87 
  δ 7.98 -15.91 -7.93 
  ε 3.16 -12.87 -9.71 
CH3 α 9.70 -15.11 -5.41 
  β 9.59 -15.16 -5.57 
  γ 9.64 -15.18 -5.54 
  δ 9.74 -15.18 -5.43 
  ε 10.17 -13.64 -3.48 
OCH3 α 9.67 -15.97 -6.30 
  β 9.69 -15.02 -5.33 
  γ 10.08 -15.46 -5.38 
  δ 9.79 -16.45 -6.66 
OH α 9.64 -14.74 -5.10 
  β 9.44 -14.96 -5.53 
  γ 10.09 -15.51 -5.42 
  δ 9.83 -16.81 -6.97 
NH2 α 10.43 -16.06 -5.63 
  β 9.91 -15.22 -5.31 
  γ 10.27 -15.32 -5.05 
  δ 10.64 -15.80 -5.16 
  ε 11.40 -15.87 -4.46 
 




 In the reduction process, two lithium atoms can also 
be considered. In that manner, it is observed that the 
reduction energy behaves following the same trends that 
were observed for the reduction potentials, as expected (see 
Table 32). However, no clear trend is found regarding the 
variation in the coordination energy. In most cases, this 
variation is smaller than that in the reduction energy, leading 
to a ETOT that follows, in general, the same trends as the 
reduction potentials. The exception is the  isomer, which 
shows the most exoergic coordination energy, in such a way 
that the process is more favorable for those molecules 
containing EWG groups, in the following order:  >  >  >  > 
. In the other hand, EDG groups slightly disfavor this process 
by shifting ETOT to more positive values. Nevertheless, only 
the  configuration for the CH3 and NH2 substituted molecules 
enhances ETOT to more positive values (>1 eV).  
 In summary, the inclusion of EWG groups yields to an 
enhancement of the reduction potential. However, large 
differences are accounted for depending on the position in the 
molecule. As expected, the  isomers show larger 
modifications of the redox-related parameters, followed in 
most of the cases by the  and  configurations. The 
coordination energy is enhanced for  substitutions. Although 
both CH3 and CN substituents can enhance the reduction 
potentials, the large size of those substituents reduce the 
energy density. 
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Table 33: Electron affinities (EA) and ionization potentials (IP), in eV. First, 









, in V. Theoretical capacity (CTHEO), in mAhg
-1
, and 




4.4. Increase of the number of fused rings 
 The naphthoquinone family of molecules (n,m-
C(6+6)/Q) is selected to study the variations of the redox 





1,2 2 2.12 8.59 2.91 1.83 2.37 5.50 339 803
3 2.08 8.25 2.76 1.68 2.22 5.08 257 572
4 2.09 7.57 2.70 1.49 2.09 4.55 208 434
5 2.19 7.05 2.59 1.52 2.05 4.16 174 357
6 2.42 6.66 2.54 1.73 2.13 3.88 150 319
1,4 2 2.09 9.34 2.80 1.76 2.28 6.11 339 773
3 2.07 8.32 2.69 1.68 2.19 5.17 257 563
4 2.08 7.54 2.65 1.54 2.10 4.55 208 435
5 1.95 7.00 2.46 1.57 2.01 4.14 174 350
6 2.10 6.60 2.54 1.60 2.07 3.84 150 310
1,5 2 2.71 8.48 3.34 2.46 2.90 5.26 339 983
3 2.84 7.69 3.27 2.55 2.91 4.65 257 750
4 2.88 7.21 3.16 2.59 2.87 4.31 208 596
5 2.89 6.88 3.03 2.60 2.82 4.08 174 490
6 2.88 6.62 2.95 2.61 2.78 3.90 150 416
1,7 2 2.69 8.63 3.32 2.43 2.87 5.33 339 973
3 2.92 7.89 3.32 2.50 2.91 4.81 257 749
4 2.97 7.41 3.21 2.55 2.88 4.46 208 598
5 2.98 7.05 3.11 2.57 2.84 4.20 174 494
6 2.97 6.78 3.01 2.58 2.79 4.00 150 418
2,3 2 2.75 8.24 3.44 2.46 2.95 4.89 339 1000
3 2.79 7.68 3.27 2.65 2.96 4.56 257 763
4 2.90 6.41 2.80 2.58 2.69 3.76 208 559
5 2.80 7.12 3.16 2.50 2.83 4.21 174 492
6 2.84 6.85 3.11 2.43 2.77 3.99 150 414
2,6 2 2.68 9.82 3.24 2.29 2.76 6.54 339 937
3 2.93 8.29 3.25 2.44 2.84 5.20 257 732
4 3.04 7.68 3.21 2.51 2.86 4.71 208 594
5 3.07 7.26 3.15 2.54 2.85 4.36 174 495
6 3.06 6.95 3.04 2.56 2.80 4.15 150 419




from naphthoquinone (n=2) to hexaquinone (n=6). Starting 
from naphthoquinone, six different relative positions of the 
carbonyls have been studied (1,4-, 1,2-, 1,5-, 1,7-, 2,3- and 
2,6-), so a total of 30 molecules have been investigated. The 
calculated data are gathered on the Table 33.  
 
Figure 66: First and second reduction potentials (top left and right), first 
oxidation potential (bottom left), in V, and energy density (bottom right), in 
Whkg
-1
, for the quinones with 2≤n≤6 number of fused rings. Straight and 
dotted red lines correspond to the reference values of 1,4-NQ and 9,10-AQ, 
respectively. 
 It is observed that the EAs in 1,2- and 1,4-quinones 
are considerably lower (about 2 eV). This effect can be 
related to the diradical character, as they have y0 values close 
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2.70 and 3.10 eV, approximately. In any case, it is observed a 
large dependence of the open-shell quinones with the 
molecular size, as higher EAs are accounted for larger 
molecules. The same is observed for the IPs. 
 In Figure 66, the variation of ER
1 (top left), EO
1 (bottom 
left), ER
2 (top right) and EDEN (bottom right) is represented. 
Same trends as in the EAs are observed for the reduction and 
oxidation potentials, increasing with the diradical character.  
 The resulting ER (see Table 33) is almost constant for 
the open shell structures 1,2-, 1,4-, 1,5-, 1,7- and 2,3-, while 
they have maxima at n=3 (1,2-, 1,4-, 1,5- and 1,7-) and n=4 
(2,3-). The closed-shell molecules show decreasing values for 
ER until a minimum is reached at n=5. The resulting EDEN (see 
Figure 66, bottom right) shows that the ER of open-shell 
molecules is high enough to improve the energy density about 
200 Whkg-1 for the smaller quinones or 100 for the larger 
ones. In fact, some 1,2- and 1,4- quinones have lower EDEN 
compared with larger open-shell molecules, as it happens 
when comparing 1,5-tetraquinone (596 Whkg-1) and the 1,2-
anthraquinone (572 Whkg-1).  
 In Table 34, can be observed that ERED of n=6 
molecules are 1.84-2.42 eV lower than the n=2 molecules. 
This trend could be adequate for the design of future organic 
cathodes, but the coordination energy is also reduced with the 
enlargement of the system and in similar magnitude (2.30-




2.51 eV). In that manner, ETOT remains almost unchanged 
upon the enlargement of the molecules.  
Table 34: Reduction (ERED), coordination (ECOORD) and total energy (ETOT) 
of the lithiation process, in eV. 
 
 In summary, the size enlargement does not bring 
evident benefits for the design of a better cathode material, as 
long as the calculated ER
1, ER
2, ER and ETOT values show a 
slow variation. Moreover, the energy density diminishes as 
the molecular size grows. 
    ERED ECOORD ETOT 
1,2 2 11.74 -17.95 -6.20 
  3 11.43 -17.44 -6.00 
  4 11.03 -16.94 -5.91 
  5 10.34 -16.20 -5.86 
  6 9.61 -15.44 -5.83 
1,4 2 11.84 -16.45 -4.62 
  3 11.53 -16.01 -4.48 
  4 11.33 -15.74 -4.42 
  5 10.45 -14.83 -4.39 
  6 9.76 -14.13 -4.37 
1,5 2 10.35 -16.02 -5.67 
  3 9.51 -15.17 -5.67 
  4 8.93 -14.53 -5.60 
  5 8.52 -14.04 -5.52 
  6 8.21 -13.66 -5.45 
1,7 2 10.39 -16.00 -5.60 
  3 9.43 -15.16 -5.73 
  4 8.85 -14.52 -5.68 
  5 8.43 -14.04 -5.61 
  6 8.12 -13.65 -5.54 
2,3 2 10.36 -17.51 -7.15 
  3 9.57 -16.72 -7.15 
  4 9.12 -16.12 -7.01 
  5 8.79 -15.58 -6.80 
  6 8.53 -15.20 -6.68 
2,6 2 10.45 -15.95 -5.51 
  3 9.43 -15.13 -5.70 
  4 8.78 -14.51 -5.74 
  5 8.34 -14.03 -5.69 
  6 8.03 -13.65 -5.62 
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4.5. Summary and conclusions 
 In this section we have analyzed the variation of the 
redox characteristics after structural modifications, such as 
substitution of the oxygen in the carbonyl group, insertion of 
heteroatoms in the aromatic rings, addition of substituents 
and increase of the number of fused rings. 
 It has been found that the reduction potentials are 
diminished with any replacement of the oxygen in all cases 
except for S or Se.  
 Heteroatoms were introduced in four different 
positions of the carbon backbone. In general, N- and P-
containing molecules show higher reduction potentials (and 
lower ETOT values). However, the energy density is increased 
only for N-substituted molecules. 
 When EWGs and EDGs are included into the 1,5-
C(6+6+6)/Q moiety is observed that EWG-containing 
molecules show higher reduction potentials and lower ETOT 
values, but lower EDEN values are obtained anyway.  
 Finally, the augmentation of the carbon backbone 
decreases the reduction potentials (related with more positive 
ETOT values).  
 As a summary, the following molecules can be 
highlighted: 
 1,5-C(6+6+6)/Q with the oxygen of the carbonyl 
substituted by S and Se. 
 1,5-C(6+6+6)/Q with N and P in  and  positions 




 1,5-C(6+6+6)/Q with CF3 and CN groups in  and  
positions 
5. Other diradical structures 
 From the whole set of structures studied in Chapter 4, 
those carbonyl-containing molecules will be analyzed in this 
section using the calculated values of 9,10-C(6+6+6)/Q and 
1,4-C(6+6)/Q molecules as a reference.  
5.1. Croconate and squarate dyes 
 Although very few works have been focused in the 
redox behavior of the croconate derivatives, some interesting 
publications can be found in the literature dealing with this 
type of carbonyl molecule. For instance, Fabre et al. 377 
characterized the redox states of the croconate blue, 
croconate violet, and croconate dianion, highlighting the large 
number of electron transfers. Analogously, Simard et al.378 
analyzed the effect of the inclusion of heteroatoms on the 
croconate derivatives together with their squarate-related 
molecules. They observed little changes on the first reduction 
potential as well as in the oxidation potential. Recently, Punzi 
et al.379 synthesized and characterized (both theoretically and 
experimentally) a reduced number of indolenine-based 
croconates. 
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Table 35: Electron affinities (EA) and ionization potentials (IP), in eV. First, 









, in V. Theoretical capacity (CTHEO), in mAhg
-1
, and 
energy density (EDEN), in Whkg
-1
, for the studied croconates. 
 
 The electrochemistry of squarates has been more 
extensively investigated due to their suitability for the 
construction of dye-sensitized solar cells. 380  For instance, 
Buschel et al.381 have described the oxidation and reduction 
of three squarates and noted the limited stability of the 
obtained anion, while Chen et al.382 compared the effect of the 
OH group on three squarates. There could be observed how 
the introduction of alcoxy groups reduced the reduction 





1 3.08 6.98 3.26 2.36 2.81 4.42 147 414
2 2.33 5.99 2.72 1.87 2.29 3.67 153 351
3 2.57 5.99 2.85 2.08 2.46 3.59 140 345
4 2.66 6.01 2.93 2.18 2.56 3.63 113 288
5 2.36 5.78 2.55 1.83 2.19 3.53 127 279
6 2.32 7.18 2.68 1.77 2.23 4.43 183 409
7 2.46 6.80 2.76 1.81 2.28 4.28 137 312
8 2.56 6.49 2.76 1.83 2.30 4.09 109 250
9 2.65 7.57 2.86 1.92 2.39 4.61 182 435
10 2.64 7.10 2.88 1.91 2.39 4.50 136 325
11 3.55 7.48 3.87 2.93 3.40 4.94 168 573
12 2.17 5.82 2.52 1.82 2.17 3.57 97 210
13 2.32 6.00 2.58 1.89 2.24 3.75 107 239
14 2.13 5.86 2.51 1.78 2.15 3.63 124 266
15 2.04 5.65 2.40 1.74 2.07 3.60 109 226
16 2.31 5.87 2.53 1.68 2.10 3.58 111 233
17 2.41 6.05 2.66 1.77 2.21 3.80 118 262
18 2.24 6.00 2.64 2.05 2.35 3.65 149 349
19 2.06 5.83 2.60 1.86 2.23 3.59 130 289
20 2.44 6.02 2.76 2.07 2.42 3.65 121 291
21 2.93 6.69 3.20 2.51 2.86 4.20 130 371
22 2.63 6.47 2.93 2.18 2.56 4.06 141 360




number of investigations deal with the practical application of 
the croconic acid as a cathode,383,384 in general with modest 
results.  
Table 36: Electron affinities (EA) and ionization potentials (IP), in eV. First, 









, in V. Theoretical capacity (CTHEO), in mAhg
-1
, and 
energy density (EDEN), in Whkg
-1
, for the studied squarates. 
 
 Both reversible and irreversible reduction381,382,385 and 
oxidation382, 386 , 387  processes have been found on these 
molecules. Additionally, the redox behavior of the croconates 
has also been already described as a mechanism in which 
two successive monoelectronic transfers are involved.377 High 





1 2.48 6.88 2.70 1.71 2.21 4.36 159 352
2 1.82 5.95 2.23 1.21 1.72 3.58 166 286
3 2.15 5.96 2.45 1.52 1.99 3.52 151 300
4 2.27 5.97 2.55 1.64 2.10 3.55 120 251
5 1.86 5.72 2.09 1.23 1.66 3.44 137 226
6 1.24 7.09 1.61 0.93 1.27 4.27 203 258
7 1.55 6.75 1.83 0.86 1.34 4.19 147 198
8 1.84 6.44 1.91 1.10 1.50 4.01 115 174
9 1.60 7.50 1.80 1.05 1.43 4.47 201 287
10 1.76 7.02 1.97 1.07 1.52 4.40 146 222
11 3.16 7.19 3.48 2.45 2.96 4.54 185 547
12 1.60 5.74 2.03 1.11 1.57 3.47 102 160
13 1.74 5.91 2.10 1.11 1.60 3.66 113 182
14 1.55 5.77 1.98 1.03 1.51 3.54 133 200
15 1.45 5.56 1.92 1.05 1.48 3.49 115 171
16 1.66 5.82 1.97 0.85 1.41 3.47 117 165
17 1.76 5.98 2.05 1.05 1.55 3.65 126 196
18 1.71 5.93 2.15 1.36 1.75 3.53 161 283
19 1.51 5.74 2.06 1.30 1.68 3.53 139 235
20 1.93 5.97 2.26 1.46 1.86 3.58 129 240
21 2.06 6.55 2.37 1.38 1.87 4.14 139 261
22 1.91 6.37 2.30 1.40 1.85 4.02 152 281
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molecules, that can reach values as high as -0.29 V vs Fc/Fc+ 
(around 3.5 V vs Li/Li+). Additionally, croconates have shown 
slightly higher reduction potentials (around 0.3 V) when 
compared with the corresponding squarate.378 
 In this subsection are investigated a total of 44 
derivatives (22 for each backbone, squarate and croconate). 
As a result, several molecules are proposed as candidates for 
the design of an efficient energy storage device. 
 All the croconates studied (see Table 35) have an EA 
between 2.04 eV and 3.08 eV, except R11 (3.55 eV). The 
same feature has been noticed for squarates, in which the R11 
substituent shows EA=3.16 eV, while the others fluctuate 
between 2.48 and 1.24 eV (see Table 36). In general, the 
squarates possess EAs about 0.4-1.0 eV lower than the 
croconates. Some trends can be identified in the rest of the 
molecules. For example, R2, R3 and R4 follow the same trend 
due to the heteroatom (O, S and Se). Additionally, molecules 
with substituents R6 to R10 show an increase in the EA with 
the size of the conjugated chain. The inclusion of nitrogen into 
the acene-like chain also enhances EA. Finally, low EAs are 
observed on thiophene-containing molecules (R18, R19, R20) 
as well as in molecules containing the indole group (R12-17). 
 Regarding the ionization potentials, both in the 
croconates and squarates, the R11 substituent shows an 
outstanding value, although high IPs are also found with the 
substituents linked by an amino group (R6-10). Besides the 




OH-containing molecules (R21-22) and R1 show IPs higher than 
6.3 eV. The rest of substituents give low IPs. 
 
Figure 67: First reduction potential (ER
1
) for squarates (black bars) and 
croconates (white bars). The red line stands for the ER
1
 of 9,10-
anthraquinone (2.48 V). Values in V vs Li/Li
+
. 
 In the literature, very few data dealing with the IP and 
the EA of these systems are available. For example, 
squarates with experimental EAs around 3.2 eV and IPs 
around 4.7 eV could be found.385 It must be noted that the 
oxidation on air may be a problem for those materials with IP 
below 5.2 eV, and IPs between 5.2 and 5.8 eV are typically 
wanted in photovoltaics. Nevertheless, the simple 
replacement of the substituent by a more (or less) electron-
deficient group would reduce (or enhance) the IP value. Both 
squarates and croconates show IPs that could be interesting 
for matching the range 5.2-5.8 eV. Thus, R5, R12, R14, R15 and 


























Figure 68: Energy density (EDEN), inWhkg
-1
, for squarates (black bars) and 




 The trends noticed for EAs and IPs are transferable to 
ER
1 and EO
1. Thus, apart from the R11-containing molecules, 
the ER
1 of squarates fluctuate between 1.61 and 2.70 V, while 
croconates vary between 3.26 and 2.40 V. Analogously, the 
EO
1 of squarates fluctuate between 3.44 and 4.54 V, while the 
oxidation potentials of croconates fluctuate between 3.53 and 
4.94 V. Again, the highest reduction potentials are found for 
croconates with R1, R21 and R22 substituents, as well as R3, 
R4, R9, R10 and R11, that can overcome a value of 2.8 V. 
These substituents on the squarate moiety also give the 
highest reduction potentials, but only overcome 2.26 V. All 
those features are more clearly shown on Figure 67. There is 
observed that only R11-containing molecules can overcome 
the first reduction potential of the 9-10-C(6+6+6)/Q. Both ER
2 























Table 37: Electron affinities (EA) and ionization potentials (IP), in eV. First, 









, in V. Theoretical capacity (CTHEO), in mAhg
-1
, and 
energy density (EDEN), in Whkg
-1






A 1 3.62 9.28 3.62 2.81 3.22 5.86 255 820
2 3.72 8.14 3.52 2.97 3.24 4.98 183 595
3 3.78 7.45 3.47 3.05 3.26 4.47 143 467
4 3.78 7.01 3.42 3.17 3.30 4.16 117 387
B 1 0.46 7.58 1.29 0.69 0.99 4.36 487 480
2 1.35 6.57 1.86 1.15 1.50 3.70 279 419
3 1.89 6.00 2.18 1.50 1.84 3.35 195 359
4 2.12 5.76 2.25 1.75 2.00 3.27 150 301
C 1 3.20 8.82 3.19 2.48 2.84 5.57 227 644
2 3.14 8.05 2.93 2.45 2.69 4.99 168 453
3 3.07 7.51 2.75 2.39 2.57 4.62 134 344
4 3.03 7.14 2.63 2.33 2.48 4.35 111 276
D 1 0.60 7.46 1.30 0.69 0.99 4.38 330 328
2 1.11 6.85 1.54 1.02 1.28 4.06 246 315
3 1.42 6.50 1.66 1.22 1.44 3.91 178 257
4 1.63 6.27 1.73 1.35 1.54 3.82 140 216
E 1 3.13 7.48 3.27 2.69 2.98 4.57 201 600
2 3.26 6.91 3.27 2.85 3.06 6.46 154 470
3 3.30 6.58 3.20 2.97 3.09 3.96 124 384
4 3.31 6.36 3.11 3.08 3.10 3.88 105 324
F 1 3.04 7.29 3.39 2.82 3.11 4.47 201 625
2 3.19 6.79 3.34 2.96 3.15 6.07 154 485
3 3.25 6.47 3.27 3.05 3.16 3.97 124 394
4 3.27 6.27 3.19 3.10 3.15 3.89 105 329
G 1 1.41 5.54 1.69 0.89 1.29 2.95 204 264
2 1.76 5.28 1.95 1.20 1.58 2.85 156 245
3 1.94 5.17 2.01 1.52 1.77 2.85 126 222
4 2.07 5.11 1.99 1.71 1.85 2.91 105 195
H 1 1.96 10.07 2.81 1.74 2.27 6.46 470 1067
2 2.75 8.08 3.17 2.20 2.68 4.85 273 733
3 2.83 7.34 2.99 2.46 2.72 4.38 193 524
4 3.03 6.75 3.02 2.63 2.82 3.99 149 420
I 1 2.25 9.80 3.09 1.92 2.51 6.31 496 1244
2 2.95 8.43 3.31 2.56 2.94 7.73 291 854
3 3.24 7.47 3.40 2.88 3.14 6.89 206 647
4 3.21 7.12 3.27 3.08 3.18 4.39 159 506
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 The energy density (EDEN) is represented in Figure 68. 
It is observed that only R11 can overcome the EDEN of the 
9,10-anthraquinone, while the rest of the substituents give 
EDEN values that are much smaller. However, the slightly 
higher size of the croconates is compensated by their higher 
reduction potentials, giving higher energy densities. In this 
group, no clear relationship of the EA, IP or the redox 
potentials with the y0 has been observed, as in other systems. 
 In summary, the ER
1 of the croconates (between 2.40 
and 3.87 V) are higher than those of the squarates (between 
1.61 and 3.48 V), while in any case the substituents that yield 
the highest potentials are R1, R3, R4, R9, R10, R21, R22  and, 
especially, R11. However, the energy density of these 
molecules is small due the large size of these systems. 
Similar EO
1 are found in both groups of molecules, and values 
larger 4 V are found for substituents R1, R6-11 and R21-22. 
5.2. Oligothiophenes 
 Quinoidal oligothiophenes have been widely 
investigated for their wide range of applications, related with 
their open-shell character, such as singlet fission388 or non-
linear optics.241 In that manner, a large variety of quinoidal 
oligothiophenes have been synthesized and some information 
about their redox features is available. Thus, it is well known 
that they show high electron affinities241, 389 ,390,391 and that the 
reduction takes place by two monoelectronic processes that 
can reach high values. 392  One example is the quinoidal 




bithiophene, whose reduction potentials are ER
1=-0.23 V and 
ER
2=-0.52 V vs SCE,243 which expressed in terms of Li/Li+ 
might overcome 3.0 V, higher than other organic molecules 
broadly investigated as cathode materials, such as the 
aforementioned anthraquinone.393,394  
 In this subsection, the set of quinoidal oligothiophenes 
defined in Chapter 4 is investigated to unveil their redox 
behavior depending on the number of thiophenes as well as 
the nature of the terminal group. 
 Thiophenes containing the CN group have the highest 
EA values (A and C), see Table 37, followed by carbonyl-
containing quinoidal oligothiophenes (E, F, H and I), as 
expected. The remaining groups (B, D and G) are formed 
only by conjugated carbons. With the exception of group C, 
the addition of thiophene units results into the increase of the 
electron affinity. In some groups of the set, the EA of the n=4 
structure is only by about 0.2 eV more than the n=1 (A, E, F), 
while groups B, D, H or I are strongly affected by the number 
of thiophene units. The calculated IPs (see Table 37) show 
large differences between different groups. In that manner, 
IPs of group G fluctuate between 5.11 and 5.24 eV, while in 
group H vary between 6.75 and 10.07 eV. Anyway, it is 
observed in all groups that the IP values decay from n=1 until 
n=4. 
 Figure 69 shows that the enlargement of the 
molecules leads to the diminution of the ER
1 potentials in 
Chapter 5. Redox chemistry  
207 
 
groups A, E and F, while the first reduction potential of group 
C decays more rapidly. Those groups have the highest ER
1 
values, so that the pursuit of high reduction potentials in 
quinoidal oligothiophenes might be restricted to small chains 
of carbonyl- or cyano-containing molecules.  
 




2 in groups A, E and F follows an increasing 
trend with the number of thiophenes, approaching the ER
1 
values. Inspecting the data in Table 37, E4 has ER
1=3.11 V, 
while ER
2 is only 0.02 V lower. This behavior has been 
experimentally observed.242 Additionally, the reduction 
potentials calculated for the cyano and carbonyl derivatives 
agree well with the experimental data:243 ER
1=-0.12 and ER
2=-
0.21 V, vs SCE (calculated ER
1=-0.16 and ER
2=-0.74 V vs 
SCE) for E1; ER
1=-0.32 and ER
2=-0.52 V, vs SCE (calculated 
ER
1=0.09 and ER










1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4


















 Thus, 19 of the studied molecules have ER
1 higher 
than 3.00 V and, in 13 molecules, even the two-electron 
reduction is favored enough to yield ER > 3.00 V, 
fundamentally in groups A, E, F and I. 
 
Figure 70: Energy density of the oligothiophenes studied (WhKg
-1
). 
 The energy density of the n=1,3 molecules of groups 
H or I are equal or higher than that of the 9,10-anthraquinone 
(526 WhKg-1), see Figure 70, as well as n=1,2 molecules of 
group A or n=1 of C, E and F. The EDEN of A1, H1, I1, and I2 
molecules is even higher than that of the 1,4-naphthoquinone 
(733 WhKg-1). It should be noted that the molecules of group I 
are not thiophenes and are included as reference. 
 As done in Chapter 4, the sulfur atom of the thiophene 
has been substituted by oxygen, carbonyl group, selenium, 
carbon and nitrogen, see Table 38. Thus, the original 
thiophene molecule (f) shows the highest EA. The reduction 
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followed by a, b and c molecules. However, the energy 
density of a and e systems are more adequate, due to lower 
molecular weights.  
Table 38: Electron affinities (EA) and ionization potentials (IP), in eV. First, 









, in V. Theoretical capacity (CTHEO), in mAhg
-1
, and 




 In summary, 13 molecules with ER
1 > 3.00 V are found 
in this group. The largest value is accomplished by A1 
(ER
1=3.62 V). Such high reduction potentials lead to high 
energy densities for small-chain oligothiophenes, but it suffers 
a fast decay with the enhancement of the molecular weight. 
5.3. Aromatic diimides 
 Among the large number of organic materials that 
have been proposed during the last decades, diimides are 
one of the most promising carbonyl materials for the 
consecution of an efficient and cheap battery cathode 
material. Several reviews have been published describing 
these molecules as feasible cathode materials.56,393, 395 , 396 
Besides, great efforts have been focused to enhance the loss 
  EA IP ER
1 ER
2 ER EO
1 CTHEO EDEN 
a 3.64 8.26 3.46 2.82 3.14 5.09 206 647 
b 3.60 8.90 3.38 2.76 3.07 5.57 189 579 
c 3.69 8.10 3.48 2.91 3.19 4.93 139 443 
d 3.22 8.20 3.03 2.45 2.74 4.95 209 573 
e 3.44 7.85 3.22 2.60 2.91 4.68 208 604 
f 3.72 8.14 3.52 2.97 3.24 4.98 183 595 
 




of capacity due to the dissolution of the cathode into the 
electrolyte,397,398,399 via polymerization of the diimide units253 
or adsorption into 2D surfaces, among others.400,401 
Table 39: Electron affinities (EA) and ionization potentials (IP), in eV. First, 









, in V. Theoretical capacity (CTHEO), in mAhg
-1
, and 
energy density (EDEN), in Whkg
-1
, for the diimides. 
 
 The redox processes involved in those systems are 
mostly reversible, and proofs of reductions in a two-electron 
step as well as in two consecutive monoelectronic processes 
can be found in the literature,253,402,403 while the most usual is 
the successive formation of the anion and the dianion. 
  EA IP ER
1 ER
2 ER EO
1 CTHEO EDEN 
1 2.37 9.75 2.68 1.87 2.28 6.75 248 565 
2 2.14 8.97 2.76 1.60 2.18 5.19 201 439 
3 2.27 8.11 2.30 1.49 1.90 4.94 169 322 
4 2.25 9.33 2.64 1.78 2.21 6.18 220 485 
5 2.31 9.57 2.66 1.82 2.24 6.37 233 522 
6 2.42 8.42 2.65 1.78 2.21 5.43 183 406 
7 2.71 9.06 2.90 2.26 2.58 5.77 201 520 
8 2.64 8.94 2.87 2.20 2.54 5.75 191 485 
9 2.67 8.65 2.85 2.14 2.50 5.71 157 391 
10 2.89 8.21 3.02 2.42 2.72 5.16 169 461 
11 3.19 7.63 3.34 2.65 2.99 4.78 146 438 
12 3.26 7.23 3.37 2.76 3.07 4.48 129 395 
13 3.48 8.00 3.55 2.75 3.15 5.25 102 321 
14 3.10 7.21 3.12 2.46 2.79 4.64 113 315 
15 3.80 7.76 3.55 3.25 3.40 5.02 120 406 
16 2.11 8.86 2.20 1.76 1.98 5.64 183 363 
17 2.39 9.20 2.39 1.78 2.08 6.23 167 349 
18 3.28 7.39 3.23 2.45 2.84 7.11 137 390 
19 3.23 7.16 3.09 2.63 2.86 4.26 122 348 
20 3.30 6.83 3.07 2.69 2.88 4.04 109 315 
21 3.31 6.63 3.02 2.71 2.87 3.92 99 284 
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Although it could be expected, the formation of the tetraanion 
moiety has not been proved as the main mechanism.395 
However, some examples can be found of imides that may be 
reduced more than the number of carbonyl groups present in 
the structure, 404 405  leading to higher theoretical capacities. 
Additionally, experimental works show that electrowithdrawing 
substituents such as CN have the ability to enhance the 
reduction potentials while the electrodonating moieties yield 
the opposite behavior.397 Such modifications, as the 
polymerization of the diimide units, might influence the 
cyclability of an eventual battery.397,253 
 
Figure 71: First reduction potential of the diimides (V, vs Li/Li
+
). 
 Few experimental or theoretical data regarding EAs or 
IPs can be found in the literature. Thus, oligorylenes have 
been theoretically predicted to show values of EA=2.27 eV 
and IP=8.72 eV for the naphthalene diimide, and EA=2.57 eV 
and IP=7.42 eV for the perylene diimide.260 These data agree 




























39. The diradical character seems to be related with both EAs 
and IPs, while large IPs and low EAs are found on closed-
shell molecules (1-6, 16-17), while open-shell ground state 
molecules have low IPs and high EAs (10-15, 18-21). In that 
manner, EAs fluctuate between 2.11 and 3.80 eV while IPs 
vary between 6.63 and 9.75 eV. 
Table 40: Theoretical and experimental E1 and E2 values for selected 
diimides (V, vs Fc/Fc
+
). Experimental data from Ref. 255, 406, 407, 408, 
and 409. 
 
 The reduction potentials are greatly affected by the 
behavior of the EA, and the same trends can be observed in 
both ER
1 and ER
2 (see Figure 71). In that manner, the 
calculated ER
1 values vary between 2.20 V and 3.55 V, and 
ER
2 ranges between 1.49 V and 3.25 V. This is a broad range 
of potentials, that can be even wider considering the 
possibility of adding electro-withdrawing or electro-donating 
substituents, as it has been previously described. This effect 
has been already observed on naphthalene diimides, and the 






7 -0.84 -1.49 -0.99 -1.41
10 -0.73 -1.33 -1.02 -1.39
11 -0.41 -1.10 -0.74 -1.08
12 -0.37 -0.99 -0.68 -1.00
13 -0.20 -1.00 -0.60 -0.96
18 -0.52 -1.30 -0.68 -0.91
20 -0.68 -1.06 -0.65 -0.69
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amine groups is -1.85 V, while four sulfone groups enhance 
the redox potential to -0.36 V vs ferrocene electrode.410,411,412  
Figure 72: Energy density of the diimides studied (WhKg
-1
). 
 Experimental reduction potentials (vs Fc/Fc+) have 
been found in the literature that compare well with the 
calculated data (see Table 40). Thus, MAEs of 0.24 and 0.14 
V for first and second reduction potentials are obtained, 
respectively, suggesting that the chosen methodology is 
appropriate for this kind of molecules. High reduction 
potentials are found for molecules with large y0. For instance, 
those molecules with y0 ≤ 0.15 have ER
1 between 2.20 and 
2.90 V, while the rest of the diimides fluctuate between 3.02 
and 3.55 V. The highest ER
1 have been found on molecules 
13 and 15, both with large diradical character. A total of 13 
molecules have an ER
1 higher than the 1,4-naphthoquinone 
molecule, while up to ten overcome 3.00 V. The ER
2 and ER 
systems show the same trends as the first reduction 




















systems, in general (see Figure 72). Thus, only molecules 1, 
5 and 7 surpass or almost reach the EDEN of 9,10-C(6+6+6).  
Table 41: Electron affinities (EA) and ionization potentials (IP), in eV. First, 









, in V. Theoretical capacity (CTHEO), in mAhg
-1
, and 
energy density (EDEN), in Whkg
-1






1 2.03 7.05 2.52 1.67 2.10 4.17 204 428
2 1.94 6.70 2.50 1.67 2.09 4.03 185 385
3 2.44 6.87 2.59 2.47 2.53 4.10 182 461
4 2.18 7.97 2.78 1.90 2.34 5.17 203 474
5 2.26 7.52 2.82 1.97 2.39 4.75 181 433
6 2.25 7.40 2.79 1.95 2.37 4.64 137 326
7 2.46 8.04 2.93 2.25 2.59 5.38 210 543
8 1.10 8.27 1.60 2.62 2.11 5.55 206 435
9 2.75 7.07 3.25 2.61 2.93 4.30 182 533
10 1.12 6.01 1.49 0.67 1.08 3.18 208 225
11 1.51 6.48 1.97 1.18 1.57 3.70 206 324
12 3.54 7.24 3.54 3.18 3.36 3.99 150 503
13 2.72 6.26 2.92 2.50 2.71 3.51 150 406
14 3.01 7.39 3.19 2.48 2.83 4.43 173 490
15 2.84 6.85 3.09 2.66 2.88 3.94 204 588
16 2.77 6.89 3.21 2.37 2.79 4.08 204 570
17 1.83 7.11 2.39 2.66 2.53 4.09 204 516
18 2.00 7.24 2.52 1.65 2.08 4.41 204 426
19 1.64 7.34 1.96 1.41 1.68 4.39 204 344
20 1.76 7.27 2.21 1.47 1.84 4.22 204 375
21 1.77 7.44 2.23 1.58 1.90 4.49 204 389
22 2.04 7.36 2.57 1.93 2.25 4.56 204 459
23 0.96 7.28 1.60 1.55 1.57 4.42 204 321
24 1.77 7.75 2.52 1.58 2.05 4.54 331 678
25 1.99 6.66 2.53 1.66 2.09 3.92 186 390
26 2.60 7.09 2.96 2.18 2.57 4.28 204 525
27 1.48 6.73 2.04 1.63 1.83 4.04 164 301
28 1.72 6.60 2.17 1.28 1.73 3.70 206 356
29 2.42 6.28 2.69 1.96 2.32 3.93 98 229
30 2.19 6.23 2.57 2.27 2.42 3.96 98 239
31 2.55 7.03 2.86 1.94 2.40 4.36 121 290
32 2.16 7.34 2.47 1.84 2.15 4.57 173 372
33 1.97 6.90 2.36 1.58 1.97 4.15 143 282
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 In summary, high reduction potentials are found for 
molecules with large y0. Ten molecules show ER
1> 3.00 V (11-
15 and 18-21), that reach 3.55 V in case of 13 and 15. 
However, the big size of these molecules reduces the energy 
density.  
5.4. Indigo-based chromophores 
 As the aromatic diimides, indigo derivatives have also 
been widely investigated. In fact, the addition of two sulfonate 
groups in the benzene-like rings leads to the molecule 
popularly known as indigo carmine, that has been used 
satisfactorily to design Li-ion and Na-ion batteries (2.2 vs 
Li/Li+ and 1.8 vs Na/Na+, respectively), 413  in which two 
electrons are transferred. Both lithium and sodium batteries 
showed high stability, good cycle stability and poor solubility 
in common organic solvents. For that reason, indigoid 
molecules have been included in many reviews together with 
other promising organic molecules in energy 
storage.56,404,395,414.  
 Nevertheless, the theoretical capacity of the indigo 
molecule is not high compared to other carbonyl compounds 
as anthraquinone (204 vs 257 mAhg-1, respectively) and the 
addition of sulfonate groups leads to a real capacity of around 
100 mAhg-1.413 The diversity of indigo-like molecules might 
help the pursuit of a promising cathode material and, thus, in 
this subsection a group of molecules based on experimentally 
known derivatives of indigo is analyzed. 









 In Table 41 is observed a large range of electron 
affinities. Thus, values from 0.96 to 3.54 eV have been 
obtained, while the EA of the original indigo molecule (1) is 
2.03 eV. Most of the molecules show slight variations of this 
value, but some structural modifications show quite large 
changes into their electrochemical features. For instance, the 
introduction of OH functional group (3) enhances the EA more 
than 0.40 eV, while the substitution of the carbonyl oxygen by 
sulfur or the substitution of the nitrogen by boron has similar 
effects, in agreement with the findings gathered on sections 
4.2 and 4.3 of this chapter. Molecules 12-16 also show much 
higher EAs than 1, in some cases due to the presence of CN 
and OH groups (12, 14, 16), as well as the presence of 
fulvene moieties and the translation of the carbonyl groups 
(13 and 15). Molecules 26 and 31 also have EAs about 0.5 
eV higher than 1. In the other hand, substitution of any of the 
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of the electron affinity (8, 10, 11). Additionally, despite the 
structural similitude, molecule 23 shows an EA 1.07 eV lower 
than 1, while the substitution of the five-membered ring by a 
six-membered ring leads to a diminution of 0.57 on the EA.  
 These variations can be approximately translated to 
the reduction potentials (see Figure 73), since lower values 
are accounted for molecules 10 and 11, and higher reduction 
potentials are found in molecules 12-16, as well as in 5, 7, 9, 
26 and 31, all of them with first redox potential higher than 
that of 1,4-naphthoquinone. It is still unclear if the 
experimental reduction of the indigo derivatives occurs in one 
(ER) or two steps (ER
1 and ER
2). In fact, the experimental 
value of the reduction is 2.2 V, but this value could match 
both ER
1 (2.52 V) and ER (2.10 V). Both ER
 and ER
2 follow the 
same trend than ER
1. In fact, the highest ER
2 has been found 
on molecule 12, which is as high as 3.36 V. 






















 The ionization potentials of these molecules have 
been also calculated and much smaller variations have been 
accounted, from 6.01 eV in molecule 10 to 8.27 eV in 
molecule 8. Those values are related with oxidation potentials 
of 3.18 V and 5.55 V respectively. The experimental oxidation 
potential of 1 is 0.67 vs Fc/Fc+, agreeing well with the 
calculated value of 4.17 V vs Li/Li+ (0.43 vs Fc/Fc+).  
Table 42: Electron affinities (EA) and ionization potentials (IP), in eV. First, 









, in V. Theoretical capacity (CTHEO), in mAhg
-1
, and 
energy density (EDEN), in Whkg
-1
, for other carbonyl-containing 
chromophores. 
 
 High energy densities are found in molecules with high 
reduction potentials (7, 9, 12, 13, 16), see Figure 74. 
However, small-sized molecules also show high energy 
densities, as molecule 24.  
  EA IP ER
1 ER
2 ER EO
1 CTHEO EDEN 
1 1.55 7.01 1.94 1.28 1.61 4.16 172 277 
2 1.94 6.24 2.13 1.63 1.88 3.80 110 207 
3 2.73 7.55 2.86 2.26 2.56 4.95 130 333 
4 1.71 6.73 2.08 1.27 1.68 4.11 169 284 
5 3.21 6.23 2.78 2.65 2.71 3.71 128 348 
6 3.03 8.46 3.11 2.52 2.82 5.40 146 411 
7 1.76 6.02 2.20 1.27 1.73 3.64 115 200 
8 2.50 6.62 2.49 1.88 2.18 3.91 162 354 
9 3.14 6.61 2.99 2.36 2.67 4.17 98 262 
10 2.66 7.75 2.88 2.20 2.54 4.97 115 294 
11 3.00 7.51 3.06 2.49 2.77 4.79 113 313 
12 2.36 7.69 2.68 2.07 2.38 4.96 161 383 
13 2.46 7.41 2.65 2.12 2.39 4.75 132 315 
14 2.78 7.83 2.96 2.41 2.68 5.16 131 352 
15 2.65 6.88 2.73 2.30 2.52 4.33 117 295 
16 2.59 6.93 2.71 2.18 2.44 4.32 120 293 
17 2.65 6.86 2.75 2.31 2.53 4.30 117 297 
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 In summary, 10 molecules have ER
1 higher than the 
1,4-naphthoquinone, but most of them are too large to keep a 
low value for EDEN. 
5.5. Other carbonyl-containing chromophores 
 During decades, the redox features of small dye 
molecules like indigo have been investigated. 415  However, 
less research efforts have been devoted to the investigation 
of the redox features of larger pigments. 416  Thus, this 
subsection is devoted to study a set of 17 well-known larger 
pigments.  
 




 The EAs fluctuate between 1.55 and 2.51 eV, and only 
molecules 1, 2, 4, and 7 have EAs lower than 2.00 eV, while 
molecules 5, 6, 9 and 11 have EAs above 3.00 eV (see Table 



























ascribed to the presence of six carbonyl groups instead of 
two.  
 All molecules show reduction potentials (ER) higher 
than 1 (see Table 42 and Figure 75), that should result in a 
better battery performance than indigo if it is assumed that the 
reduction process includes only a single two-electron step 
(ER=2.10 V). Anyway, up to six molecules show higher ER
1 
than the 1,4-naphthoquinone, namely 3, 6, 9-11 and 14. For 
molecule 9, a comparison with experimental data can be 
performed. In that manner, the calculated values vs SCE are: 
ER
1=-0.44 V, ER
2=-1.07 V and EO=-0.76 V, in good agreement 
with the experimental values (ER
1=-0.42 V, ER
2=-0.55 V and 
EO
1=1.04 V),417 except for the rather large deviation observed 
in EO. 
 Some comparisons with previously studied molecules 
can also be performed. For instance, molecule 2 shares the 
basic backbone with 1,5-C(6+6+6)/Q and the addition of extra 
benzene-like rings seems to negatively affect the 
performance as organic cathode. Thus, the original ER
1 is 
reduced from 3.27 V to 2.13 V, analogously as it happens 
with ER and ER
2. At the same time, molecule 3 can be 
considered as a derivative of the aromatic diimide labeled as 
7, and small differences are observed. The only difference to 
note is the variation of EO from 4.95 V to 5.77 V. Analogously, 
molecule 9 can be compared with the oligothiophene labeled 
as E2. Slightly lower redox potentials are found for molecule 
9. For instance, the ER
1 is reduced from 2.85 V to 2.36 V, and 
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the EO is lowered from 6.46 V to 4.17 V. All these features, 
added to the fact that these three molecules (2, 3 and 9) are 
bigger than their counterparts, will reduce their efficiency in 
the field of energy storage. 
 Molecules 13 and 14 can be compared as they are 
only differentiated by the substitution of two nitrogens into the 
structure. This modification leads to slightly higher reduction 
potentials, as it is observed in the pair of molecules 16 and 
17. This finding agrees with previous calculations, in which 
the substitution of nitrogen into the aromatic structure leads to 
higher reduction potentials. 
 




 Due to the large size of these molecules, the high 
positive value of the reduction potentials cannot mantain a 
high energy density (see Figure 76). While the indigo 




















selected five molecules have an energy density more than 
411 WhKg-1.  
 Summarizing, adequate reduction potentials have 
been found for all molecules (ER
1 around 2.7 V) although the 
large molecular weights yield low energy density values. 
5.6.  Carbazoloquinones 
 Seven quinoidal derivatives of the carbazole molecule 
have been included in the present subsection, three 1,2-
benzoquinone derivatives (1,2-, 2,3- and 3,4-
carbazoloquinone), one 1,4-benzoquinone derivative (1,4-
carbazoloquinone), and three diphenoquinone derivatives 
(2,5-, 2,7- and 4,5-carbazoloquinone), that can be compared 
with the molecule labeled as I2 from the subsection devoted to 
the oligothiophenes. 
Table 43: Electron affinities (EA) and ionization potentials (IP), in eV. First, 









, in V. Theoretical capacity (CTHEO), in mAhg
-1
, and 
energy density (EDEN), in Whkg
-1
, for carbazoloquinones. 
 
 The 1,2 and 1,4-benzoquinone derivatives have EAs 
  EA IP ER
1 ER
2 ER EO
1 CTHEO EDEN 
CARB. -0.14 7.45 0.56 1.26 0.91 4.37 321 291 
1,2 2.23 7.95 2.94 1.81 2.38 4.73 272 646 
2,3 2.26 7.84 2.98 1.89 2.44 4.59 272 662 
3,4 2.09 7.95 2.83 1.71 2.27 4.79 272 616 
1,4 2.18 8.22 2.84 1.75 2.30 5.01 272 624 
2,5 2.81 7.70 3.36 2.47 2.92 4.49 272 792 
2,7 2.77 8.16 3.20 2.35 2.78 4.93 272 755 
4,5 2.63 7.42 3.29 2.49 2.89 4.32 272 786 
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between 2.09 and 2.26 eV, while diphenoquinone derivatives 
show EAs from 2.63 to 2.81 eV (see Table 43). This 
difference is also observed in the redox features, as the 
highest reduction potentials from these three molecules are 
found on 2,7-carbazoloquinone (ER
1=3.20 V and ER
2=2.35 V), 
anyway, below the values recorded for diphenoquinone 
(ER
1=3.31 V and ER
2=2.56 V). Besides, these three molecules 
lead to high energy densities (750-800 WhKg-1).  
Table 44: Electron affinities (EA) and ionization potentials (IP), in eV. First, 









, in V. Theoretical capacity (CTHEO), in mAhg
-1
, and 
energy density (EDEN), in Whkg
-1
, for quinone zethrenes. 
 
 The inclusion of the carbonyl groups to the carbazole 
moiety does not strongly affect the IPs. However, the 1,4 and 
2,7-carbazoloquinones show higher values (8.22 and 8.16 eV, 
respectively), that also leads to high oxidation potentials (5.01 
and 4.93 V). 
5.7. Zethrenes 
 Due to their electrochemical features, carbonyl-
containing aromatic molecules such as zethrenes have 
conformed the target of investigations in the field of novel 
  EA IP ER
1 ER
2 ER EO
1 CTHEO EDEN 
1 2.63 6.44 2.40 2.06 2.23 3.88 88 197 
2 2.86 6.64 2.79 2.33 2.56 4.11 96 247 
3 2.76 6.45 2.88 2.38 2.63 3.96 124 326 
4 2.37 7.05 2.47 1.98 2.22 4.48 124 276 
 




battery materials. 394,395 In this subsection, the redox features 
of some zethrene derivatives containing carbonyl groups have 
been studied (see Table 44). 
Table 45: Redox potentials together with the available experimental results, 




1 values fluctuate between 2.40 and 2.88 V, 
while ER
2 vary between 1.98 and 2.38 V. However, these 
molecules are very large, and low energy density values are 
found, 326 WhKg-1 in the best of the cases. Since several 
carbonyl zethrene derivatives have been proposed as battery 
cathode,298, 331 in Table 45 are collected the experimental and 
the computed redox potential vs Fc/Fc+ electrode. The MAEs 





5.8. Summary and conclusions 
 This section was devoted to unveil the redox features 
of several different carbonyl-containing systems in order to 
evaluate their potential to be used as organic cathode 
materials. For that purpose, the 1,4-anthraquinone and 1,4-
naphthoquinone molecules have been used as reference. 
1 -1.35 (-1.67) -1.69 (-2.27) 0.13 (0.14)
2 -0.96 (-1.41) -1.42 (-1.59) 0.36 (0.49)
3 -0.87 -1.37 0.21
4 -1.28 (-1.54) -1.77 (-2.32) 0.73 (0.88)
E1 E2 EO
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 In general, high reduction potentials could be found, 
but the large size of the molecules reduces the EDEN below 
the values of the reference molecules. 
 Firstly, 22 substituents were inserted into the 
croconate and squarate moieties, and high reduction 
potentials have been found. In general, the reduction 
potentials of the croconates (between 2.40 and 3.87 V) are 
higher than those of the squarates (between 1.61 and 3.48 
V), while high energy density is reached when R11 is used 
(573 and 547 WhKg-1 for croconates and squarates, 
respectively). From the 22 substituents used, 8 croconates 
and 2 squarates have ER
1 > 2.80 V.  
 Regarding the quinoidal oligothiophenes, high 
reduction potentials were found for carbonyl- and cyano-
containing molecules. The increase of the molecular size 
leads to a decrease of ER
1 in case of A, C, E and F, while in 
the remaining groups the opposite effect is accounted. 22 
molecules have ER
1 > 2.80 V, while only A1, H1, I1 and I2 have 
an energy density higher to that of the 1,4-naphthoquinone. 
 Aromatic diimides show ER
1 values between 2.20 and 
3.55 V, and 13 have ER
1> 2.80 V. EDEN ranges from 284 to 
565 WhKg-1 due to the large size of some of the molecules.  
  33 indigo-like molecules were investigated, 10 of 
them with ER
1 over 2.80 V, and EDEN as high as 678 WhKg
-1 
are reached. Something similar was accounted for seventeen 
quinoidal-related chromophores (1.94 V < ER
1 <3.11 V), six of 





1> 2.80 V. Yet, the values of energy density are 
lower, varying between 200 and 411 WhKg-1. 
 Seven carbazoloquinones were studied, all of them 
with high reduction potentials above 2.80 V and EDEN up to 
792 WhKg-1, very similar compared with the diphenoquinone 
molecule. Finally, four large-sized quinone zethrenes lead to 
low EDEN values. From the four molecules, only one has ER
1 > 
2.80 V. 
 Thus, in this thesis, a total of 69 molecules are 
proposed for further investigations in order to get a cheap, 
clean and efficient battery cathode material. These molecules 
were chosen using the reduction potential of the 9,10-
anthraquinone molecule as lower bound (ER
1=2.80 V).  
 

















 As it was previously mentioned in the Introduction of 
this thesis, in addition to the general requirements for solar 
cell sensitizers, such as good light-harvesting capabilities or 
photo-stability, singlet fission (SF) chromophores have to fulfill 
two energy conditions:32 (i) the energy of the first singlet 
excited state (E[S1]) should be slightly higher than (or at least 
equal to) twice the energy of the first triplet state (E[T1]), in 
such a way that the process is exoergic (or isoergic). If the 
process is exaggeratedly exoergic, the efficiency may be 
reduced due to energy loss by heating. (ii) The second triplet 
state (E[T2]) must be higher in energy than twice the energy 
of the first triplet excited state (E[T1]) in order to avoid no-
fission decay into the triplet manifold. The deactivation 
channel into the quintuplet manifold is typically not 
considered, since the E[Q1] state in organic molecules is 
expected to lie at higher energies. The fulfillment of these 
energy conditions is considerably influenced by the diradical 
character of the molecule and compounds with an 
intermediate diradical character have been proposed as one 
of the main classes of promising singlet fission sensitizers, 
33,32,34, 418 , 419 , 420  fundamentally due to their inherent small 
singlet-triplet gaps that help the accomplishment of the 
aforementioned requirements. Since the energies of the 
singlet and triplet states are related to the diradical character 
of the ground state, this characteristic is suggested as a 
useful guideline for the design of new efficient SF molecules.  




 As it has been already demonstrated in Chapter 4, the 
diradical character can be tuned by introducing structural 
modifications and, therefore, the energies of the low-lying 
excited states may be modulated to fulfill the required energy 
conditions. In the literature, few articles can be found pointing 
to that direction and the acenes (especially tetracene and 
pentacene) have been used as a tool to probe that relation.421 
For instance, it was found that the substitution of silicon 
atoms into an acene moiety leads to the diminution of the 
singlet-triplet gap,422,423 reducing the value of the 2E[T1]-E[S1] 
energy difference. The opposite behavior was observed when 
sp2-conjugated nitrogen atoms are inserted into the backbone 
of the acene molecule. 424  Besides, the effect of the 
heteroatom strongly depends on the site of substitution. 
Similarly, the introduction of thiophene rings also shifts the 
2E[T1]-E[S1] to more negative values due to the enlargement 
of the molecule,182,183,424 favoring the SF process. In general, 
it has been observed that electron-withdrawing groups slightly 
shift the 2E[T1]-E[S1] to more negative values, especially for 
CN or NO2 substituents.
425,426 Very interesting results were 
also obtained using the captodative effect on various 
molecules as azulene, fulvene or benzene,184 reducing the 
2E[T1]-E[S1] energy difference. Hence, the introduction of 
boron and nitrogen atoms was found to be a viable way to 
create new singlet fission materials starting from a multitude 
of conjugated molecules 
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 As in previous chapters, we will start from the set of 
conjugated carbonyls and methylene derivatives and perform 
a detailed investigation of the low-lying excited states, in order 
to unravel the best strategy to design adequate SF materials 
that could be experimentally efficient. Then, the same 
modifications introduced in previous chapters are investigated 
in order to know their influence in the SF energy conditions 
(2E[T1]-E[S1]≤0 and 2E[T1]-E[T2]<0). It is important to keep in 
mind that commonly SF systems present extended structures, 
e.g. molecular crystals or thin films, which typically present 
redshifted transition energies with respect to the gas phase. 
In linear acenes, the S1 energies in the gas phase are 0.3-0.5 
eV higher than in the crystal, while this shift is one order of 
magnitude smaller for the triplet state.33,427 This fact makes 
the 2E[T1]-E[S1] energy difference around 0.4 eV more 
endoergic in the solid state, disfavoring the SF process in 
some cases, and favoring it in other cases with 2E[T1]-E[S1] > 
0. The case of tetracene is paradigmatic, since this molecule 
shows an almost isoergic 2E[T1]-E[S1] value in the gas phase 
but becomes endoergic in the solid state. 428  The SF 
phenomenon can be activated anyway with soft heating. 
2. Computational details 
 All geometry optimizations have been performed in 
gas phase using the B3PW91 functional in combination with 
the 6-31+G(d) basis set. Harmonic vibrational frequencies 
were obtained at the same level of theory to confirm that all 
the structures were minima in the potential energy surfaces 




(no imaginary frequencies were found) and to evaluate the 
zero-point vibrational energy (ZPVE) and the thermal 
corrections to the Gibbs free energy (T=298 K, 1 atm) in the 
harmonic oscillator approximation. Single point calculations 
using the aug-cc-pVTZ basis set were carried out on the 
optimized structures to refine the electronic energy.  
 Time-dependent density functional theory (TDDFT) 
calculations have been carried out using the M06-2X 
functional together with the 6-31G+(d,p) basis set, while the 
B3PW91 could be used if required with the same basis set. 
Additionally, in order to improve the description of the non-
dynamic correlation effects, Spin-Flip TDDFT (SF-TDDFT) 
calculations have been also carried out with the BHandHLYP 
functional and the 6-31G+(d,p) basis set. 
3. Singlet fission in conjugated quinones and 
methylene derivatives 
 The structural and electronic features, in the ground 
and low-lying excited states, of the previously designed set of 
206 molecules belonging to the groups labeled as n,m-
C(x+y+z)/Q, n,m-C(x+y+z)/QDM and n,m-C(x+y+z)/QM have 
been studied. In Figure 77, some representative molecules of 
each family are shown (the whole set of molecules is depicted 
in Figure 13, in Chapter 4). As previously done, the bare 
rings are also studied in order to analyze the effect of the 
carbonyl and methylene substitution. 




Figure 77: Representative molecules of each family, where X=O, CH2. 
 In the next sections, the results are presented and 
organized as follows: firstly, a thorough study of the low-lying 
excited states is performed, followed by an analysis of those 
systems that can be proposed as promising candidates to 
undergo singlet fission. 
 As it was mentioned in Chapter 4, many of the 
carbonyl derivatives (Q) possess a non-negligible diradical 
character, and the ground state should be described as a 
singlet open-shell state. It has also been noted the 
importance of an intermediate y0 value to get an exoergic 
singlet fission process. Two acenes, tetracene (Tc) and 
pentacene (Pc), will be used as guidelines for the pursuit of 
adequate SF sensitizers, since they are archetypal examples 










Figure 78: Relation between a) the tetraradical character (y1) and the 
energy of the first quintet state (Q1), in eV; b) the diradical (y0) and 
tetraradical characters; c) y0 and the energy of the first singlet state (S1), in 
eV and d) y0 and the singlet-triplet gap (E[T1]
DFT
), in eV, for Q, QM and 
QDM derivatives. For comparison, the values of the acene series up to 
octacene (n=8) have been included. 
 We have also computed the tetraradical character (y1), 
which measures the ability of a molecule to place four 
unpaired electrons in different atoms. An increase of this 
parameter is related with the presence of a low-lying quintet 
state (Q1), which may negatively interfere on an eventual SF 
process, reducing the efficiency as a competing state. In 
Figure 78a and Figure 78b are represented the relation 
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state, and the relation between y0 and y1, for all the Q, QM 
and QDM derivatives, together with the acenes. In general, 
larger y0 values accomplish larger y1 values; however, all the 
systems studied in this section show low y1 values, less than 
0.10, although larger values than those of the acenes are 
observed, regarding the same number of fused rings. 
Nevertheless, most of the molecules show Q1 energies 
greater than 4 eV, still smaller than those of the acene series. 
3.1. Low-lying singlet and triplet states 
 In order to study the singlet fission process, the nature 
of the lowest singlet (S1) and triplet (T1) excited states is of 
paramount importance. The energy and character of the S0  
S1 and S0  T1 transitions, as well as the oscillator strength 
for the Q, QDM and QM molecules, are collected in Table 46, 
Table 47 and Table 48, respectively. Since the large majority 
of the molecules show a small or intermediate diradical 
character, the main discussion will be performed at the 
TDDFT level. The data for molecular structures with large 
diradical character is obtained with SF-TDDFT and is included 
in the Tables in italics.  




Table 46: Energies of the first singlet (E[S1]) and triplet (E[T1]) excited 
states, as well as 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) energy 
conditions, in eV. Nature of the S0  S1 and S0  T1 transitions, and 
oscillator strength (f) of the Q molecules calculated with TDDFT. The spin-
contaminated values are substituted by those obtained by SF-TDDFT and 
highlighted in italics.  
 
 The main striking difference of substituted molecules 
with respect to pristine compounds is the nature of the 
transition in carbonyl-containing molecules due to the 
E(S1 ) S0->S1 f E(T1 ) S0->T1 E(T2 ) C1 C2 E(S1 ) S0->S1 f E(T1 ) S0->T1 E(T2 ) C1 C2
C3 4.40 n->π* 0.00 4.09 π->π* 4.92 3.79 3.27 C(4+6) 3,6 (a) 1.85 π->π* 0.01 0.46 π->π* 2.09 -0.93 -1.17
C5 2.73 n->π* 0.00 2.08 π->π* 2.32 1.44 1.85 1,3 2.80 n->π* 0.00 1.68 π->π* 2.44 0.56 0.92
C7 3.74 n->π* 0.00 2.43 π->π* 3.10 1.11 1.75 1,5 3.01 n->π* 0.00 2.17 π->π* 2.66 1.32 1.68
C(3+6) 3 3.36 n->π* 0.00 2.46 π->π* 3.08 1.56 1.84 4,5 2.60 n->π* 0.00 2.22 n->π* 2.75 1.84 1.70
2 3.24 π->π* 0.08 1.97 π->π* 2.95 0.69 0.98 1,2 2.82 n->π* 0.00 2.48 n->π* 3.48 2.13 1.47
1 3.88 n->π* 0.00 3.63 n->π* 3.95 3.38 3.31 C(5+5) 1,4 2.04 π->π* 0.01 1.08 π->π* 2.04 0.11 0.11
C(4+5) 3 (a) 1.54 -- -- 0.15 -- 0.77 -1.23 -0.46 1,6 2.29 π->π* 0.01 1.20 π->π* 2.01 0.11 0.39
3 (b) 2.30 π->π* 0.01 1.05 π->π* 1.99 -0.21 0.10 1,5 2.72 n->π* 0.00 1.77 π->π* 2.23 0.81 1.30
4 3.64 n->π* 0.00 3.02 π->π* 3.26 2.41 2.79 1,2 2.06 n->π* 0.00 1.67 π->π* 1.79 1.28 1.55
1 3.35 π->π* 0.00 2.47 π->π* 3.04 1.58 1.89 C(5+7) 2,4 2.33 π->π* 0.04 1.25 π->π* 2.00 0.17 0.50
C(4+7) 5 (a) 1.45 -- -- -0.46 -- 0.31 -2.36 -1.22 1,2 2.11 n->π* 0.00 1.47 π->π* 1.76 0.83 1.17
3 (b) 1.46 -- -- 0.09 -- 0.64 -1.28 -0.46 1,6 2.52 π->π* 0.02 1.40 π->π* 2.35 0.28 0.45
5 (b) 1.62 -- -- 0.13 -- 0.75 -1.35 -0.48 2,6 2.49 π->π* 0.00 1.46 π->π* 2.13 0.43 0.79
3 (a) 1.72 π->π* 0.02 0.08 π->π* 2.51 -1.57 -2.36 1,4 2.68 π->π* 0.07 1.54 π->π* 2.37 0.40 0.71
1 2.22 π->π* 0.01 1.49 π->π* 2.47 0.75 0.50 1,8 2.41 n->π* 0.00 1.76 π->π* 2.07 1.11 1.46
4 3.36 n->π* 0.00 2.22 π->π* 2.91 1.07 1.53 5,6 2.35 n->π* 0.01 1.44 π->π* 2.03 0.53 0.86
C(5+6) 2 1.65 -- -- 0.12 -- 0.68 -1.41 -0.44 4,7 2.75 π->π* 0.03 1.72 π->π* 2.39 0.69 1.04
5 2.33 π->π* 0.03 1.26 π->π* 2.31 0.20 0.21 1,7 3.04 n->π* 0.00 2.10 π->π* 2.65 1.15 1.54
4 2.38 π->π* 0.01 1.32 π->π* 1.64 0.27 1.00 4,5 2.27 n->π* 0.00 1.55 π->π* 1.76 0.83 1.35
1 3.00 n->π* 0.00 2.50 π->π* 2.60 2.01 2.40 1,5 3.14 n->π* 0.00 2.30 π->π* 2.60 1.46 2.00
C(6+7) 6 2.78 π->π* 0.09 1.23 π->π* 2.71 -0.33 -0.25 C(6+6) 2,3 1.71 n->π* 0.00 0.52 π->π* 1.36 -0.68 -0.33
2 2.57 π->π* 0.07 1.49 π->π* 2.26 0.41 0.72 1,5 2.33 n->π* 0.00 0.65 π->π* 2.05 -1.03 -0.75
1 2.11 π->π* 0.04 1.28 π->π* 1.83 0.45 0.72 1,7 2.43 n->π* 0.00 1.01 π->π* 2.10 -0.42 -0.09
5 3.63 n->π* 0.00 2.45 π->π* 3.25 1.27 1.65 2,6 2.70 n->π* 0.00 1.50 n->π* 2.34 0.30 0.66
7 3.53 n->π* 0.00 3.00 π->π* 3.03 2.47 2.98 1,2 2.21 n->π* 0.00 1.84 n->π* 2.35 1.47 1.33
C4 1,2 3.41 n->π* 0.00 3.03 n->π* 3.11 2.65 2.95 1,4 2.92 n->π* 0.00 2.54 n->π* 2.75 2.15 2.33
1,3 4.46 n->π* 0.00 4.04 n->π* 4.43 3.61 3.64 C(7+7) 1,2 2.40 π->π* 0.05 1.52 π->π* 1.80 0.64 1.24
C6 1,2 1.94 n->π* 0.00 1.57 n->π* 1.90 1.21 1.24 1,9 3.14 π->π* 0.14 1.71 π->π* 2.77 0.29 0.65
1,4 2.70 n->π* 0.00 2.30 n->π* 2.50 1.91 2.11 2,3 2.54 π->π* 0.07 1.56 π->π* 2.13 0.59 1.00
C(3+3) 3.54 n->π* 0.00 3.22 σ->π* 3.31 2.91 3.13 3,8 3.25 π->π* 0.09 1.90 π->π* 2.77 0.54 1.02
C(3+5) 1,3 1.94 n->π* 0.00 1.37 π->π* 1.60 0.80 1.14 1,6 3.43 π->π* 0.27 2.06 π->π* 2.77 0.68 1.34
2,3 2.11 n->π* 0.00 1.74 n->π* 2.14 1.37 1.34 1,7 3.18 π->π* 0.03 1.91 π->π* 2.46 0.64 1.36
1,2 2.56 n->π* 0.00 2.20 n->π* 2.58 1.84 1.81 2,8 3.21 n->π* 0.00 1.93 π->π* 2.50 0.64 1.35
C(3+7) 1,3 2.48 n->π* 0.00 1.57 π->π* 2.22 0.66 0.91 1,8 3.45 π->π* 0.13 2.06 π->π* 2.80 0.67 1.32
3,4 2.84 n->π* 0.00 2.38 π->π* 2.58 1.91 2.17 1,4 2.73 π->π* 0.06 1.85 π->π* 2.18 0.97 1.52
1,4 3.44 n->π* 0.00 2.83 π->π* 2.92 2.22 2.75 1,10 3.61 n->π* 0.00 2.47 π->π* 2.77 1.34 2.18
2,3 2.54 n->π* 0.00 1.76 π->π* 2.16 0.99 1.37 C(6+6+6) 2,3 1.33 -- -- -0.50 -- 0.15 -2.33 -1.15
2,5 3.05 n->π* 0.00 2.46 π->π* 2.65 1.86 2.26 1,5 2.10 -- -- -0.01 -- 0.70 -2.12 -0.72
1,2 3.20 n->π* 0.00 2.55 π->π* 2.87 1.90 2.23 1,7 2.21 -- -- 0.45 -- 1.12 -1.32 -0.23
C(4+4) 1,2 (b) 1.50 -- -- 0.02 -- 0.54 -1.47 -0.50 2,6 2.69 n->π* 0.00 0.59 π->π* 1.97 -1.50 -0.78
1,2 (a) 2.81 π->π* 0.00 1.49 π->π* 2.67 0.18 0.32 1,10 2.59 n->π* 0.00 1.06 π->π* 2.31 -0.47 -0.19
1,3 3.55 n->π* 0.00 3.16 π->π* 3.20 2.76 3.11 2,9 2.66 n->π* 0.00 1.38 π->π* 2.32 0.10 0.44
C(4+6) 3,4 (a) 1.16 -- -- -0.43 -- 0.24 -2.02 -1.10 1,2 2.31 n->π* 0.00 1.94 n->π* 2.42 1.56 1.45
3,4 (b) 1.16 -- -- -0.43 -- 0.24 -2.01 -1.10 1,4 3.00 n->π* 0.00 2.62 n->π* 2.80 2.23 2.44
3,6 (b) 2.02 π->π* 0.01 0.50 π->π* 2.17 -1.01 -1.16 9,10 3.16 n->π* 0.00 2.79 n->π* 3.01 2.42 2.57
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presence of the lone pairs of the oxygen atoms. Concretely, 
51 Q and 10 QM molecules show a S1 excited state with n  
* character and redshifted transition energies with respect to 
the unsubstituted counterpart. Moreover, the computed 
oscillator strengths for S1 in these cases is considerably lower 
since the n  * transitions are less intense than   * 
excitations. On the other hand, the promotion of lone pair 
electrons into * orbitals in the T1 state is only obtained for 15 
Q molecules. 
 Comparing the S0  S1 transition energies in the 
acenes with those calculated in the Q, QM and QDM 
derivatives, a general decrease is observed upon substitution. 
This stabilization of the S1 state may be related to a larger 
diradical character, see Figure 78c. In this way, QDM 
molecules are expected to show lower E(S1) values than Q 
molecules, due to the larger y0 values they exhibit. The nature 
of the transition plays a relevant role, and the presence of the 
oxygen lone pairs in carbonyl-containing molecules 
destabilizes the HOMO having as a consequence a shift to 
lower transition energies, which, in many cases, exceeds the 
stabilization accomplished by y0, in such a way that, in those 
cases, the following trend is observed: E(S1,QDM) > 
E(S1,QM) > E(S1,Q). In the case of the S0  T1 transitions, 
this behavior is less clear and in many cases the trend is 
reversed: E(T1,QDM) < E(T1,Q). This may be ascribed to two 
features: first, a greater stabilization of the T1 state due to the 




diradical character and, second, most of the transitions in the 
Q derivatives are of   * type, as in QDM derivatives.  
Table 47: Energies of the first singlet (E[S1]) and triplet (E[T1]) excited 
states, as well as 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) energy 
conditions, in eV. Nature of the S0  S1 and S0  T1 transitions, and 
oscillator strength (f) of the QDM molecules calculated with TDDFT. The 
spin-contaminated values are substituted by those obtained by SF-TDDFT 
and highlighted in italics.  
 
E(S1 ) S0->S1 f E(T1 ) S0->T1 E(T2 ) C1 C2 E(S1 ) S0->S1 f E(T1 ) S0->T1 E(T2 ) C1 C2
C3 4.48 π->π* 0.02 3.54 π->π* 4.74 2.59 2.34 C(4+6) 3,6 (a) 2.21 π->π* 0.01 0.48 π->π* 2.06 -1.24 -1.10
C5 3.54 π->π* 0.01 2.42 π->π* 3.00 1.31 1.85 1,3 3.27 π->π* 0.19 1.39 π->π* 2.99 -0.49 -0.21
C7 2.82 π->π* 0.01 1.86 π->π* 2.63 0.89 1.08 1,5 3.65 π->π* 0.35 1.67 π->π* 3.12 -0.32 0.21
C(3+6) 3 2.78 π->π* 0.08 1.69 π->π* 3.57 0.60 -0.19 4,5 3.98 π->π* 0.05 2.27 π->π* 2.88 0.56 1.66
2 3.05 π->π* 0.13 1.62 π->π* 2.90 0.20 0.34 1,2 4.49 π->π* 0.16 3.26 π->π* 3.50 2.04 3.02
1 4.49 π->π* 0.38 3.04 π->π* 3.99 1.59 2.09 C(5+5) 1,4 2.49 π->π* 0.02 1.59 π->π* 2.63 0.68 0.54
C(4+5) 3 (a) 1.72 π->π* 0.00 0.54 π->π* 2.72 -0.64 -1.64 1,6 2.58 π->π* 0.01 1.55 π->π* 2.47 0.53 0.64
3 (b) 1.17 -- -- -0.42 -- 0.30 -2.01 -1.14 1,5 3.18 π->π* 0.01 2.15 π->π* 2.43 1.12 1.87
4 3.85 π->π* 0.03 2.67 π->π* 2.80 1.48 2.54 1,2 2.85 π->π* 0.03 1.92 π->π* 2.29 1.00 1.56
1 3.02 π->π* 0.01 2.15 π->π* 2.73 1.27 1.56 C(5+7) 2,4 2.88 π->π* 0.07 1.55 π->π* 1.98 0.22 1.12
C(4+7) 5 (a) 0.98 -- -- -0.76 -- 0.04 -2.50 -1.55 1,2 2.08 π->π* 0.01 1.30 π->π* 1.98 0.51 0.61
3 (b) 1.66 -- -- 0.08 -- 0.79 -1.49 -0.63 1,6 2.13 π->π* 0.01 1.28 π->π* 2.48 0.43 0.08
5 (b) 1.58 π->π* 0.00 0.35 π->π* 2.11 -0.88 -1.41 2,6 3.05 π->π* 0.00 1.77 π->π* 2.05 0.50 1.50
3 (a) 0.87 -- -- -0.85 -- -0.08 -2.57 -1.62 1,4 2.24 π->π* 0.03 1.42 π->π* 2.35 0.60 0.49
1 2.36 π->π* 0.01 1.55 π->π* 2.43 0.73 0.66 1,8 2.46 π->π* 0.02 1.64 π->π* 2.56 0.81 0.71
4 3.60 π->π* 0.12 2.06 π->π* 2.59 0.52 1.53 5,6 2.61 π->π* 0.05 1.65 π->π* 2.33 0.68 0.96
C(5+6) 2 2.11 π->π* 0.02 1.03 π->π* 2.51 -0.04 -0.44 4,7 2.75 π->π* 0.05 1.68 π->π* 2.18 0.61 1.17
5 2.51 π->π* 0.06 1.31 π->π* 2.26 0.10 0.35 1,7 2.65 π->π* 0.04 1.64 π->π* 1.95 0.62 1.32
4 2.46 π->π* 0.04 1.12 π->π* 1.86 -0.23 0.38 4,5 2.55 π->π* 0.01 1.74 π->π* 1.85 0.93 1.62
1 3.78 π->π* 0.03 2.67 π->π* 3.14 1.56 2.20 1,5 2.60 π->π* 0.02 1.65 π->π* 1.98 0.70 1.33
C(6+7) 6 1.84 π->π* 0.02 0.71 π->π* 2.26 -0.41 -0.84 C(6+6) 2,3 2.21 -- -- -0.01 -- 0.63 -2.24 -0.66
2 2.13 π->π* 0.05 1.06 π->π* 1.93 -0.01 0.20 1,5 2.01 -- -- -0.22 -- 0.49 -2.45 -0.93
1 2.11 π->π* 0.03 1.16 π->π* 1.70 0.22 0.62 1,7 2.55 -- -- 0.24 -- 0.93 -2.07 -0.44
5 3.70 π->π* 0.09 2.49 π->π* 3.26 1.28 1.73 2,6 3.43 π->π* 1.03 0.84 π->π* 2.77 -1.75 -1.09
7 3.36 π->π* 0.01 2.56 π->π* 2.58 1.76 2.53 1,2 3.71 π->π* 0.14 2.20 π->π* 3.44 0.70 0.97
C4 1,2 5.12 π->π* 0.12 3.15 π->π* 3.90 1.19 2.41 1,4 4.32 π->π* 0.65 2.10 π->π* 3.65 -0.11 0.56
1,3 0.30 -- -- -1.69 -- -0.70 -3.67 -2.67 C(7+7) 1,2 2.75 π->π* 0.02 1.80 π->π* 2.02 0.84 1.58
C6 1,2 3.31 π->π* 0.14 1.53 π->π* 3.68 -0.26 -0.62 1,9 2.74 π->π* 0.11 1.58 π->π* 2.56 0.42 0.59
1,4 4.34 π->π* 0.87 1.81 π->π* 3.77 -0.73 -0.16 2,3 2.50 π->π* 0.06 1.56 π->π* 2.33 0.63 0.79
C(3+3) 1,2 2.91 π->π* 0.00 2.12 π->π* 3.07 1.32 1.17 3,8 2.05 π->π* 0.02 1.14 π->π* 2.36 0.24 -0.08
C(3+5) 1,3 3.25 σ->π* 0.00 1.72 π->π* 2.27 0.19 1.17 1,6 3.14 π->π* 0.13 2.10 π->π* 2.82 1.06 1.38
2,3 2.74 π->π* 0.03 1.72 π->π* 3.57 0.71 -0.13 1,7 2.97 π->π* 0.02 1.90 π->π* 2.29 0.82 1.50
1,2 2.77 π->π* 0.01 2.05 π->π* 2.87 1.32 1.22 2,8 2.52 π->π* 0.02 1.56 π->π* 2.03 0.59 1.09
C(3+7) 1,3 2.30 π->π* 0.02 1.45 π->π* 2.40 0.60 0.49 1,8 2.56 π->π* 0.04 1.61 π->π* 2.55 0.67 0.68
3,4 2.84 π->π* 0.03 2.16 π->π* 3.02 1.47 1.30 1,4 3.08 π->π* 0.02 2.20 π->π* 2.29 1.33 2.11
1,4 2.44 π->π* 0.01 1.64 π->π* 2.26 0.84 1.03 1,10 3.06 π->π* 0.01 2.08 π->π* 2.49 1.11 1.68
2,3 2.66 π->π* 0.04 2.08 π->π* 2.44 1.51 1.73 C(6+6+6) 2,3 1.78 -- -- -0.47 -- 0.22 -2.72 -1.16
2,5 2.99 π->π* 0.02 2.39 π->π* 2.48 1.79 2.31 1,5 1.47 -- -- -0.51 -- 0.31 -2.49 -1.32
1,2 2.62 π->π* 0.05 1.77 π->π* 2.47 0.92 1.07 1,7 1.74 -- -- -0.26 -- 0.52 -2.26 -1.03
C(4+4) 1,2 (b) 1.68 π->π* 0.00 0.16 π->π* 2.76 -1.35 -2.43 2,6 2.09 -- -- 0.09 -- 0.83 -1.91 -0.65
1,2 (a) 2.12 -- -- 0.24 -- 0.86 -1.65 -0.38 1,10 2.59 π->π* 0.29 1.03 π->π* 2.76 -0.52 -0.69
1,3 4.29 π->π* 0.00 2.91 π->π* 3.31 1.53 2.51 2,9 3.01 π->π* 0.47 1.19 π->π* 2.73 -0.63 -0.35
C(4+6) 3,4 (a) 1.31 -- -- -0.61 -- 0.11 -2.53 -1.33 1,2 3.77 π->π* 0.10 2.33 π->π* 3.07 0.88 1.59
3,4 (b) 2.06 -- -- 0.31 -- 0.95 -1.43 -0.32 1,4 3.93 π->π* 0.00 2.18 π->π* 2.95 0.42 1.40
3,6 (b) 1.85 π->π* 0.01 0.42 π->π* 2.16 -1.01 -1.32 9,10 4.52 π->π* 0.01 2.86 π->π* 3.49 1.19 2.22
Chapter 6. Singlet fission  
239 
 
Table 48: Energies of the first singlet (E[S1]) and triplet (E[T1]) excited 
states, as well as 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) energy 
conditions, in eV. Nature of the S0  S1 and S0  T1 transitions, and 
oscillator strength (f) of the QM molecules calculated with TDDFT. The 
spin-contaminated values are substituted by those obtained by SF-TDDFT 
and highlighted in italics.  
 
 In Figure 78d is represented the variation of the 
singlet-triplet gap (E[T1]
DFT) with the diradical character. It is 
well known that the molecules with notable diradical character 
display small singlet-triplet gaps, due to a stabilization of the 
T1 state. Inspecting Figure 78d, we find that the optimal y0 
E(S1 ) S0->S1 f E(T1 ) S0->T1 E(T2 ) C1 C2
C4 1,2 3.84 n->π* 3.30 3.30 π->π* 3.45 2.76 3.15
1,3 1.11 -- -- -0.86 -- 0.07 -2.83 -1.79
C6 1,2 2.96 n->π* 0.00 1.72 π->π* 2.64 0.48 0.80
1,4 3.11 n->π* 0.00 2.15 π->π* 2.73 1.19 1.57
C(3+3) 3.65 π->π* 0.00 2.83 π->π* 3.47 2.01 2.19
C(4+4) 1,2 (b) 2.36 π->π* 0.01 1.10 π->π* 3.50 -0.16 -1.30
1,2 (a) 2.35 π->π* 0.01 1.09 π->π* 3.49 -0.17 -1.31
1,3 3.95 n->π* 0.00 2.93 π->π* 3.17 1.91 2.69
C(4+6) 3,6 (b) 1.77 π->π* 0.01 0.36 π->π* 2.09 -1.05 -1.37
3,6 (a) 1.67 -- -- 0.07 -- 0.71 -1.54 -0.57
4,5 3.40 n->π* 0.00 2.47 π->π* 2.97 1.54 1.97
1,2 3.64 n->π* 0.00 3.27 π->π* 3.28 2.90 3.26
C(5+5) 1,4 2.22 π->π* 0.02 1.30 π->π* 2.33 0.38 0.27
1,6 2.38 π->π* 0.01 1.32 π->π* 2.37 0.26 0.27
C(6+6) 2,3 2.21 π->π* 0.07 0.54 π->π* 2.43 -1.13 -1.35
1,5 2.37 π->π* 0.22 0.44 π->π* 2.51 -1.49 -1.63
2,6 2.94 n->π* 0.00 1.15 π->π* 2.59 -0.64 -0.29
1,4 3.29 n->π* 0.00 2.39 π->π* 2.92 1.49 1.86
C(7+7) 3,8 2.41 π->π* 0.03 1.46 π->π* 2.48 0.51 0.44
1,6 3.12 π->π* 0.20 1.89 π->π* 2.88 0.66 0.90
1,10 3.50 π->π* 0.02 2.45 π->π* 2.81 1.40 2.09
C(6+6+6) 2,3 1.26 -- -- -0.31 -- 0.36 -1.87 -0.97
1,5 1.76 -- -- -0.24 -- 0.51 -2.25 -1.00
2,6 2.42 -- -- 0.55 -- 1.22 -1.33 -0.13
1,4 3.33 n->π* 0.00 2.40 π->π* 2.93 1.47 1.87
9,10 3.46 n->π* 0.00 2.80 π->π* 3.08 2.14 2.52




values according to the energy requirements discussed above 
vary between 0.2 and 0.4. 
 The shift of the transition energy to lower energies due 
to the enhancement of y0 may also be used to tune the 
optoelectronic properties of conjugated hydrocarbons, to 
include a broader range of wavelengths. Nevertheless, the n 
 * character of the S0  S1 transition may negatively affect 
the light harvesting power of the material, since the oscillator 
strength is very low. In such cases, it can be considered the 
possibility to excite to a higher S0  Sn transition, which may 
relax to the desired S1 state. Finally, it must be mentioned 
that 1,3-C(3+5)/QDM molecule shows a S0  S1 transition 
with   * character and the same is observed for the S0  
T1 transition in 1,2-C(3+3)/Q. Nevertheless, these transitions 
are only 0.02 and 0.09 eV, respectively, lower than the   * 
transition. 
3.2. Singlet fission suitability 
 In this section, the feasibility of each group of 
molecules to be potential candidates as singlet fission 
sensitizers will be analyzed. First of all, those molecules with 
a moderate diradical character (less than 0.4) will be the main 
target of the discussion, since an intermediate diradical 
character has been found to be optimal for singlet fission.34 
Molecules with strong diradical character are not likely to be 
good candidates since the 2E[T1]-E[S1] values tend to be too 
negative (exoergic), reducing the efficiency of the process. All 
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values discussed in this section have been obtained at the 
TDDFT level. 
 The analysis of the SF performance will be done 
considering the energetic conditions 2E[T1]-E[S1]≤0 and 
2E[T1]-E[T2]<0 discussed above, that will be referred as first 
(C1) and second (C2) conditions, respectively. It is 
experimentally seen that these conditions can be slightly 
relaxed, since tetracene, which is able to undergo SF, shows 
C1=0.14 eV and C2=0.07 eV. Therefore, in order to not 
exclude potential candidates, a margin of 0.2 eV will be 
introduced. In this manner, molecules with slightly positive C1 
and C2 values will be also labeled as potential singlet fission 
sensitizers, as well as those molecules that could be 
discarded due excessive exoergicity. In the following, we will 
use C1 as the main criteria and C2 as a secondary condition. 
 From the 206 molecules studied, only 6 molecules 
have a quintet state (Q1) below the energy of 2E[T1], that may 
be a competitive state. Therefore, these molecules will be 
excluded from the analysis. Also, some other molecules such 
as 1,4-C(6+6+6)/Q, 1,2-C(6+6+6)/QDM and 1,2-C(5+5)/Q 
have a low energy Q1, close to 2E[T1], that may reduce the 
efficiency of the process and, therefore, will be also excluded. 
The graphical representation of the 2E[T1]-E[S1] and 2E[T1]-
E[T2] energy differences are displayed in Figure 79 and 
Figure 80. The computed 2E[T1]-E[S1] values for tetracene 
(0.14 eV) and pentacene (-0.42 eV) (red lines in Figure 79) 




will be used as a guide to evaluate the SF suitability of the 
studied compounds. 
  
Figure 79: 2E[T1]-E[S1] energy differences values calculated with TDDFT, 
in eV, of the Q, QDM and QM systems. Red straight and dashed lines 
represent the values for tetracene and pentacene, respectively 
 Starting with the acene derivatives, in the n,m-
C(6+6)/Q family, three molecules show negative values for 
the C1 and C2 conditions, namely, 2,3-, 1,5- and 1,7- 
derivatives. However, the C1 condition is too negative for the 
first two compounds and only 1,7-C(6+6) can be appointed as 
a good candidate for singlet fission. When the carbonyls are 
substituted by methylene groups, the diradical character is 












































































































































































































Figure 80: 2E[T1]-E[T2] energy differences values calculated with TDDFT, 
in eV, of the Q, QDM and QM systems.  
 From the remaining molecules, only the 2,6 isomer 
fulfills both conditions, but C1 is again too negative. 
Considering the QM group, too negative C1 values are 
recorded in general. Regarding the anthracene derivatives, 
n,m-C(6+6+6)/Q,QM,QDM, none of them accomplishes the 
conditions for several reasons: large y0 values, positive C1 
and C2 or too negative C1 values. Nevertheless, 1,10-
C(6+6+6)/Q,QDM show values for C1 of -0.47 eV (Q) and -
0.52 eV (QDM), rather close to the value of pentacene (-0.42 
eV), and could eventually be considered as possible 
candidates. The enhancement of y0 in QDM with respect to Q 
derivatives in the n,m-C6 family facilitates the fulfillment of the 
C1 condition in 1,2-C6/QDM. Analyzing the results from the 













































































































































































































2E[T1]-E[S1] values (see Table 46), SF-TDDFT results 
suggest that 1,10-C(6+6+6)/Q should be also included in the 
list of candidates.  
 Amongst the family of explored compounds, 2,6-
C(6+6)/Q 429  and derivatives of 1,7-C(6+6)/Q 430  and 1,5-
C(6+6)/Q 431  have been synthesized, while 2,3-C(6+6)/Q 432 
and 2,6-C(6+6+6)/Q433 molecules have shown to be difficult to 
synthesize or isolate. The QM derivatives 2,3-, 1,5- and 2,6-
C(6+6) have also been synthesized. 434 , 435  Finally, the n,m-
C6/QDM molecules have also been found in the literature,436 
despite it is well known that they are very reactive. Molecules 
including a four-membered ring, such as n-C(4+5), n-C(4+7), 
n,m-C(4), n,m-C(4+4) or n,m-C(4+6), show high diradical 
character in most cases and, therefore, they are probably not 
good candidates for singlet fission, with the only exception of 
3(b)-C(4+5)/Q. 
 On inspecting the molecules containing three-
membered rings (n-C(3+6), n,m-C(3+3), n,m-C(3+5) and n,m-
C(3+7)), none of them could be considered as potential 
candidates. A similar behavior is accounted for the families 
n,m-C(5+7) and n,m-C(7+7). In these examples, the diradical 
character is small or moderate, but the energetic conditions 
are not fulfilled. Nevertheless, it is important to notice that the 
1,6-C(5+7)/Q compound has been isolated experimentally as 
a stable yellow crystalline solid, 437  and shows a C1 value 
close to that of tetracene. In the literature it is also possible to 
find experimental data for a derivative of the 2,6-C(5+7)/QM 
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molecule,438 as well as some other derivatives.439 Our results 
are not conclusive for 1,6- and 1,8-C(5+7)/Q, 1,4-C(5+7) 
(both Q and QDM) and 3,8-C(7+7) (both Q and QDM), since 
we find important discrepancies between the TDDFT and the 
SF-TDDFT computed energies. This disagreement has been 
also obtained for the n,m-C(5+5) family, where some of them 
are classified as good candidates by SF-TDDFT (1,4- and 
1,6-C(5+5)/QDM), while they should be discarded using 
TDDFT. It must be highlighted that 1,4-C(5+5)/Q 
accomplishes both C1 and C2 conditions and has been 
synthesized.440 None of the molecules within the n-C(5+6)/Q 
family shows promising interstate energy gaps. However, in 
the QDM derivatives, 2-, 4- and 5-C(5+6) fulfill the C1 
condition, while in certain cases the T2 state is placed 
excessively low. Thus, only 2-C(5+6) isomer 
(isobenzofulvene) seems to be appropriated to host singlet 
fission. This compound has been experimentally described441 
as a blue compound that easily dimerizes at low 
temperatures. 
 Other molecules from this family are also 
experimentally available, as 1-C(5+6)/QDM (benzofulvene442) 
and 1-C(5+6)/Q (indenone443,444), but should be discarded. 
Regarding the C(6+7) family, three molecules can be 
considered as potential candidates: 6-C(6+7)/Q,QDM and 2-
C(6+7)/QDM. Among them, the carbonyl 6-C(6+7)/Q should 
be highlighted, as it can be found in the literature445 as an 
orange compound that easily dimerizes in solution.  




3.3. Summary and conclusions 
 In this section, the electronic and structural properties 
of 206 conjugated carbonyl (quinone, Q), methylene (quinone 
dimethane, QDM) and mixed (quinone methide, QM) 
derivatives have been analyzed including the diradical 
character, singlet-triplet gap, low-lying excited states and their 
feasibility to undergo singlet fission, for the pursuit of new 
singlet fission sensitizers that may improve the performance 
of archetype molecules such as tetracene and pentacene. 
 As it was investigated in Chapter 4, an important 
number of the studied molecules show a non-negligible 
diradical character, which is mainly affected by the nature of 
the substituents and their relative position. Thus, methylene 
moieties enhance the diradical character at a greater extent 
than the carbonyl ones and the following trend is observed: 
y0(QDM) > y0(QM) > y0(Q). This characteristic affects the 
electronic structure of the ground and excited states and has 
implications in the possibilities of the molecules to undergo 
singlet fission. As it was previously known,34 an intermediate 
diradical character is optimal for singlet fission, that is, the 
fulfillment of the energetic conditions 2E[T1]-E[S1] ≤ 0 (C1) 
and 2E[T1]-E[T2] < 0 (C2) is favored. Besides, larger diradical 
characters imply a shift of the absorption energy to larger 
wavelengths, from UV to visible or even near-IR, which may 
be useful for the design of new optical devices. 




Figure 81: Set of promising candidates to undergo an efficient singlet 
fission process. In black, those molecules that fulfill only the condition: -0.62 
eV < C1 < 0.34 eV (C2 may be positive). In blue, those molecules that also 





































































 The character of the S0  S1 and S0  T1 transitions 
of the QDM molecules is   *, while in some carbonyl-
containing molecules (51 Q and 10 QM) these transitions 
show n  * character. This feature is relevant for the 
selection of a suitable singlet fission sensitizer, since the n  
* transitions appear, in general, at lower energies than the  
 * transitions, which, in some cases, may help to fulfill the 
energetic conditions 
 From the total set of 206 molecules discussed on this 
section, 48 molecules are predicted to fulfill the first condition 
using TDDFT. However, for those molecules with a 
remarkable diradical character, this value is often too 
negative, which may be related to a loss of efficiency. Hence, 
using the tetracene and pentacene values as boundaries for 
the first condition, up to 15 molecules can be selected with a 
C1 in between 0.14 and -0.42 eV. If we expand these 
boundary values just 0.2 eV, up to 32 molecules can be taken 
into account, which are represented in Figure 81. Besides, 12 
of these molecules can be found in the literature as 
experimentally available, although sometimes as very reactive 
intermediates. Out of these 32 molecules, 10 fulfill the 
following, more restrictive conditions: -0.42 eV ≤ C1 ≤ 0.14 eV 
and C2 ≤ 0.2 eV. Namely, 1,7-C(6+6)/Q, 3(b)-C(4+5)/Q, 2-
C(5+6)/QDM, 6-C(6+7)/Q, 6-C(6+7)/QDM, 2-C(6+7)/QDM, 
1,2-C6/QDM, 1,2(a,b)-C(4+4)QM and 1,4-C(5+5)/Q, which 
are highlighted with blue color in Figure 81. Some of this 
molecules have been experimentally obtained, i.e. 1,7-
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C(6+6)/Q, 6-C(6+7)/Q, 2-C(5+6)/QDM and 1,2-C6/QDM. It is 
worth noting that a derivative of 1,2-C6/QDM was already 
proposed as a potential SF sensitizer,32 and it has been 
experimentally shown to undergo efficient singlet 
fission.446,447,448  
 In this manner, these systems can open new avenues 
for understanding singlet fission and be used to develop new 
SF sensitizers that may improve the performance of tetracene 
and pentacene. 
4. Effect of structural modifications 
 Only a few of the whole set of molecules presented in 
the previous section have been experimentally synthesized. It 
is well known that unstable molecules with large diradical 
character can be stabilized by means of structural 
modifications, such as the addition of substituents, 
heteroatoms, etc. For instance, Nishida obtained stable 
derivatives of the 1,5-C(6+6+6) structure,204 showing intense 
absorption in the visible region, with maxima at 2.14 eV. 
Using TDDFT and SF-TDDFT calculations, this value is 
calculated to be 2.32 and 2.68 eV, respectively. The obtained 
2E[T1]-E[S1] values are -1.38 (TDDFT) and -1.61 eV (SF-
TDDFT), far from the reference value of pentacene. For 
comparison, the E[S1]
SF-TDDFT has been calculated to be 2.10 
eV for the unsubstituted 1,5-C(6+6+6) molecule, leading to 
2E[T1]-E[S1]=-2.12 eV, that is, 0.51 eV more exoergic.  




 Thus, the introduction of chemical modifications may 
help in the design of singlet fission materials in which the 
optical features can be tuned to enhance the efficiency of the 
process. Following the same scheme as in previous chapters, 
the proposed structural modifications are: i) substitution of the 
oxygen of the carbonyl group, ii) inclusion of heteroatoms in 
the aromatic rings, iii) addition of substituents in different 
positions in the rings and iv) increase of the number of rings. 
The calculations in the present section have been performed 
with SF-TDDFT instead of TDDFT due to the high spin 
contamination present in such open-shell structures. 
4.1. Substitution of the oxygen of the carbonyl 
group 
 In this subsection, the oxygen atoms in 1,5-
C(6+6+6)/Q molecule will be replaced by atoms of groups 13, 
14, 15 and 16 of period 1 (B, C, N, O), period 2 (Al, Si, P, S) 
and period 3 (Ga, Ge, As, Se). The required H atoms are 
included to maintain the double bond conjugation (see 
Chapter 4). Besides, further modifications have been 
performed to include the following moieties: CF2, CCl2, CBr2, 
CF2, C(CH3)2 and C(CN)2. 
 The numerical values of the low-lying excited states 
(E[S1], E[T1], E[T2] and E[Q1]), as well as the 2E[T1]-E[S1] and 
2E[T1]-E[T2] energy differences used to evaluate the C1 and 
C2 conditions, are gathered in Table 49. For period 1, E[S1] 
increases with the atomic number. This behavior was already 
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observed when comparing the Q and QDM molecules in 
previous sections. Those molecules containing elements from 
periods 2 and 3 show a more irregular behavior, with an 
increase from group 13 to 14 and then a decreasing trend for 
the rest of the groups. Besides, atoms with lone pairs allow 
the existence of low-lying n  * transitions, such as in the 
amino (NH2) derivative.  
Table 49: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions, in eV, calculated with SF-TDDFT. E[Q1] and E[T1]
DFT
 
have been calculated with DFT. 
 
  In Table 49 it is observed that all these molecules 
show a triplet ground state. Nevertheless, this feature may be 
ascribed to a previously observed additional stabilization of 
the triplet states accounted for by SF-TDDFT. Thus, the 
E[S1] E[T1] E[T1]
DFT E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2]
2.10 -0.01 0.42 0.70 4.07 -2.12 -0.72
PERIOD1 BH 0.89 -0.60 0.00 0.00 1.83 -2.09 -1.20
CH2 1.47 -0.51 0.18 0.31 2.97 -2.49 -1.33
NH 1.78 -0.36 0.27 0.48 3.33 -2.50 -1.20
O 2.10 -0.01 0.42 0.70 4.07 -2.12 -0.72
PERIOD2 AlH 1.77 -0.31 0.00 0.00 2.03 -2.39 -0.62
SiH2 2.36 -0.41 0.01 0.01 2.20 -3.17 -0.82
PH 1.29 -0.52 0.05 0.05 2.41 -2.34 -1.10
S 0.61 -0.23 0.02 0.36 2.57 -1.08 -0.82
PERIOD3 GaH 1.74 -0.16 0.00 0.00 2.02 -2.06 -0.32
GeH2 2.40 -0.29 0.01 0.01 2.19 -2.99 -0.60
AsH 1.50 -0.40 0.04 0.04 2.32 -2.30 -0.84
Se 0.28 -0.29 0.44 0.21 2.22 -0.86 -0.80
CH2 CF2 1.67 -0.39 0.25 0.45 3.23 -2.44 -1.22
Deriv. CCl2 1.45 -0.46 0.19 0.35 2.97 -2.37 -1.26
CBr2 1.50 -0.43 0.20 0.35 3.04 -2.35 -1.21
C(CH3)2 1.44 -0.45 0.20 0.34 2.98 -2.35 -1.24
C(CN)2 1.40 -0.42 0.16 0.28 2.81 -2.23 -1.12
1,5-C(6+6+6)/Q




calculation of the E[T1]
DFT values points to singlet ground 
states, although for those derivatives containing Al, Si, Ga or 
Ge, almost degenerated singlet and triplet states are 
observed. 
 
Figure 82: Variation of the 2E[T1]-E[S1] and 2E[T1]-E[T2] energy differences 
with respect to the 1,5-C(6+6+6) molecule, in eV, calculated with SF-
TDDFT 
  Hence, substitution of oxygen leads to a diminution of 
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exception of sulfur and selenium atoms, while for boron a 
slight increase is found. The reduction on the 2E[T1]-E[S1] 
value upon substitution with nitrogen is very similar to that of 
the methylene moiety. In the other hand, for silicon and 
germanium more negative shifts are observed. Finally, small 
variations are accounted for the CF2, CCl2, CBr2, CF2, 
C(CH3)2 and C(CN)2 groups with respect to 1,5-C(6+6+6)/Q. 
In that manner, the only substitutions able to shift the 2E[T1]-
E[S1] energy difference close to those of tetracene and 
pentacene are sulfur and selenium (see Figure 83). 
 
Figure 83: 2E[T1]-E[S1] (left) and 2E[T1]-E[T2] (right) energy differences, in 
eV, calculated with SF-TDDFT. Red straight and dashed lines represent the 
values for tetracene and pentacene, respectively. In the X axis are 
represented the groups from the periodic table.  
4.2. Insertion of heteroatoms in the aromatic ring 
 As in previous chapters, B, N, Si and P atoms are 
inserted into the 1,5-C(6+6+6)/Q molecule (see Chapter 4), 
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and 6),  (positions 3 and 7),  (positions 4 and 8) and  
(positions 9 and 10). 
Table 50: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions, in eV, calculated with SF-TDDFT. E[Q1] has been 
calculated with DFT. 
 
 The energies of the low-lying excited states are 
gathered on Table 50, as well as the 2E[T1]-E[S1] and the 
2E[T1]-E[T2] energy differences. Besides, the variation of 
2E[T1]-E[S1] and the 2E[T1]-E[T2] with respect to the 1,5-
C(6+6+6)/Q reference molecule is represented in Figure 84, 
while the C1 and C2 values have been plotted together with 
those of tetracene and pentacene (see Figure 85).  
E[S1] E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2]
2.10 -0.01 0.70 4.07 -2.12 -0.72
α N 2.26 0.48 1.13 4.22 -1.29 -0.16
B 1.73 0.02 0.60 3.68 -1.68 -0.55
P 1.64 -0.05 0.54 3.37 -1.75 -0.64
Si 1.40 -0.43 0.16 3.41 -2.26 -1.01
β N 1.64 -0.22 0.54 3.25 -2.08 -0.98
B 2.30 0.68 1.25 4.01 -0.93 0.12
P 2.07 0.33 1.02 3.71 -1.42 -0.37
Si 2.18 0.72 1.29 3.98 -0.73 0.16
γ N 2.12 0.44 1.20 4.37 -1.24 -0.31
B 1.27 0.09 0.59 4.30 -1.10 -0.41
P 2.21 -0.08 0.52 3.83 -2.37 -0.67
Si 2.01 -0.18 0.31 3.60 -2.37 -0.66
δ N 1.65 -0.28 0.51 2.83 -2.21 -1.06
B 1.81 0.89 1.48 2.92 -0.02 0.31
P 1.69 0.24 0.90 2.99 -1.22 -0.43
Si 2.13 0.78 1.34 2.83 -0.56 0.23
1,5-C(6+6+6)/Q




Figure 84: Variation of the 2E[T1]-E[S1] and 2E[T1]-E[T2] energy differences 
with respect to the 1,5-C(6+6+6) molecule, in eV, calculated with SF-
TDDFT. 
 It is observed a general lowering of E[S1] compared to 
the unsubstituted 1,5-C(6+6+6)/Q. The only molecules that 
show an enhancement of E[S1] are: N in  position, B and Si 
in  position, N and P in  position and Si in  position. This 
behavior cannot be easily related to the trend observed in the 
diradical character. For instance, the substitution of P in  
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Figure 23, Chapter 4), so an enhancement of E[S1] is 
expected, while it remains basically unaffected. 
 Similarly, the molecule containing boron on  position 
shows a large decrease of E[S1], while the diradical character 
is slightly modified. 
 
Figure 85: 2E[T1]-E[S1] and 2E[T1]-E[T2] energy differences, in eV, 
calculated with SF-TDDFT. Black straight and dashed lines represent the 
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Table 51: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions, in eV, calculated with SF-TDDFT. E[Q1] has been 
calculated with DFT.  
 
 In the chapter devoted to the diradical character, it 
was noticed how this feature depends not only on the nature 
but also in the position of the heteroatom. In that manner, the 
    E[S1] E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
1,5-AQ 2.10 -0.01 0.70 4.07 -2.12 -0.72 
α CF3 2.19 0.09 0.77 4.11 -2.01 -0.59 
  CN 1.95 -0.06 0.63 4.06 -2.07 -0.75 
  CH3 2.02 -0.01 0.66 4.09 -2.04 -0.68 
  OCH3 1.72 -0.23 0.38 3.53 -2.19 -0.85 
  OH 1.85 -0.07 0.51 3.63 -2.00 -0.65 
  NH2 1.88 0.04 0.52 3.45 -1.81 -0.45 
β CF3 2.01 -0.04 0.73 3.97 -2.08 -0.80 
  CN 1.96 -0.06 0.70 3.87 -2.08 -0.82 
  CH3 2.19 0.15 0.84 4.16 -1.89 -0.53 
  OCH3 2.44 0.56 1.17 4.33 -1.33 -0.05 
  OH 2.31 0.44 1.07 4.24 -1.42 -0.18 
  NH2 2.11 0.56 1.17 4.08 -0.98 -0.04 
γ CF3 1.82 -0.16 0.61 3.96 -2.14 -0.92 
  CN 1.90 -0.16 0.61 3.88 -2.21 -0.93 
  CH3 2.01 -0.17 0.52 3.93 -2.36 -0.87 
  OCH3 2.03 -0.28 0.35 3.85 -2.59 -0.91 
  OH 2.07 -0.20 0.44 3.86 -2.47 -0.84 
  NH2 2.06 -0.17 0.37 3.75 -2.40 -0.71 
δ CF3 1.99 -0.04 0.75 3.60 -2.07 -0.84 
  CN 1.86 -0.10 0.63 3.18 -2.07 -0.84 
  CH3 2.32 0.34 1.00 3.89 -1.64 -0.31 
  OCH3 1.67 0.22 1.34 3.82 -1.23 -0.90 
  OH 2.32 0.57 1.23 3.83 -1.19 -0.09 
  NH2 2.34 1.25 1.73 4.00 0.15 0.76 
ε CF3 1.71 -0.58 0.29 3.14 -2.86 -1.44 
  CN 1.55 -0.29 0.53 2.88 -2.13 -1.12 
  CH3 2.12 0.35 0.96 3.66 -1.43 -0.27 
  NH2 2.34 0.87 1.28 3.77 -0.60 0.45 
 




nitrogen was able to enhance the diradical character in 
positions  or  and reduce it in positions  and , while the 
reversed effect was noted in the rest of the elements.  
 The trends observed in the E[T1] energies can be 
related with those accounted for the diradical character, and 
those molecules that enhance their diradical character after 
the substitution have also lower singlet-triplet gap. Some 
examples can be cited, as Si in positions  and , or N in 
positions  or .  
 The variation of the 2E[T1]-E[S1] and 2E[T1]-E[T2] 
energy differences (see Figure 84) describes a general shift 
to more positive values (especially for B and Si in  or  
positions), that could be interesting to reduce the large 
exoergicity observed in systems such as 1,5-C(6+6+6)/Q. 
Thus, only Si ( and  positions), P ( position) and N ( 
position) induce more negative C1 values. Four of the 
investigated molecules can be emphasized, with C1 
conditions close to the limits of tetracene and pentacene (see 
Figure 85): molecules with B and Si in  position, the one 
with B in  and the molecule with Si in  position. It is 
remarkable how the molecule with B in  position greatly 
reduces the exoergicity in C1, from the original -2.12 eV value 
of 1,5-C(6+6+6)/Q to only -0.02 eV. As a consequence, this 
can be an option to tune the C1 requirement to improve the 
SF process, with minimum energy losses. Nevertheless, this 
molecule shows a somewhat too positive C2 value. 
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 Similar variations were accounted for the C2 condition; 
while most of the molecules show negative values, as 
required, some of them are shifted to positive values, such as 
those molecules with B and Si  position, B in  and B and Si 
in . 
4.3. Effect of the addition of substituents 
 The effect that the electron-withdrawing (CF3 and CN) 
and the electron-donating groups (OH, OCH3, CH3 and NH2) 
may introduce in the low-lying excited states is analyzed in 
this section. These substitutions were performed in , , , 
and  positions, while the  label stands for the totally 
substituted molecule, using only CF3, CN, CH3 and NH2.  
 In the literature can be found some examples in which 
the low-lying states of diradicaloid molecules are modified by 
substitution. For instance, the absorption energy of 
oligothiophenes181 and squarates382 is redshifted upon the 
introduction of OH groups 
 As it was previously noticed, the nature has a 
secondary importance compared to the position of the 
substitution, in such a way that the substitutions in  and  
yield, in most of cases, to a slight enhancement of the 
diradical character, while the substitutions in  and  positions 
accomplish a diminution of this feature. Inspecting Table 51, 
where the values of E[S1] and E[T1] are collected, it is 
observed that the substituents (both EWG and EDG) in  and 




 positions decrease the energies of both the singlet and the 
triplet, while the opposite effect is noticed when the 
substitution is on  and  positions, as expected from the 
variation of y0. This trend is more irregular in the E[S1] 
energies.  
 
Figure 86: Variation of the 2E[T1]-E[S1] and 2E[T1]-E[T2] energy differences 


























































































































































































Figure 87: 2E[T1]-E[S1] and 2E[T1]-E[T2] energy differences, in eV, 
calculated with SF-TDDFT. Black straight and dashed lines represent the 
values for tetracene and pentacene, respectively. 
 Regarding the 2E[T1]-E[S1] and the 2E[T1]-E[T2] 
energy differences (see Figure 86 and Figure 87), EWG 
groups show little effect in the C1 condition, independently of 
the position. Additionally, the effect of the substitution in  is 
also very small. The EDGs placed in  or  positions shift C1 
to more positive values, especially for the NH2 group. It is 
























































































































































































hydrogen bond with the carbonyl group, in a six-membered 
ring, which may have as a consequence a closed-shell 
structure and, then, shifting C1 to more positive 
values.Finally, the -substitution with EWD groups causes a 
shift of C1 to more negative values, while EDG groups shift 
that parameter to more positive values.  
 Comparing with the 2E[T1]-E[S1] value of 1,5-
C(6+6+6)/Q (-2.12 eV), we may highlight the following 
molecules that show a less exoergic value: NH2 in ,  and , 
nevertheless the last two show positive C2 values (0.76 and 
0.45 eV, respectively). Other promising molecules may be: 
OCH3 and OH in  positions, with C1 values close to -1 eV 
and negative C2 values. 
4.4. Increase of the number of fused rings 
 In Chapter 4, thirty molecules were designed adding 
aromatic rings to the backbone of six different 
naphthoquinones and it was noted an enhancement of y0 with 
the number of fused rings, although it was also related to the 
relative position of the carbonyl groups.  
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Table 52: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy differences, in eV, calculated with SF-TDDFT. E[Q1] has been 
calculated with DFT.  
 
    E[S1] E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
Acenes 2 3.93 2.92 3.49 7.29 1.92 2.36 
  3 3.47 1.95 2.46 6.46 0.43 1.45 
  4 2.96 1.24 1.76 5.27 -0.48 0.72 
  5 2.42 0.76 1.28 4.04 -0.91 0.24 
  6 1.99 0.31 0.85 3.03 -1.36 -0.22 
1,2 2 2.92 2.14 2.73 5.29 1.36 1.55 
  3 3.11 2.16 2.77 4.43 1.21 1.55 
  4 2.95 2.22 2.58 3.68 1.48 1.86 
  5 2.33 1.24 1.74 3.14 0.14 0.73 
  6 2.17 0.78 1.29 2.74 -0.60 0.28 
1,4 2 3.39 2.74 3.43 6.76 2.09 2.04 
  3 3.56 2.61 3.03 5.14 1.66 2.19 
  4 2.95 2.27 2.66 4.34 1.59 1.87 
  5 2.33 2.03 2.41 3.78 1.73 1.64 
  6 1.89 1.86 2.25 3.38 1.84 1.48 
1,5 2 2.28 0.73 1.38 4.98 -0.83 0.07 
  3 2.10 -0.01 0.70 4.07 -2.12 -0.72 
  4 1.60 -0.32 0.41 2.71 -2.24 -1.05 
  5 1.15 -0.47 0.29 1.99 -2.09 -1.23 
  6 0.79 -0.55 0.25 1.49 -1.89 -1.35 
1,7 2 2.35 0.95 1.62 5.06 -0.46 0.27 
  3 2.21 0.45 1.12 3.80 -1.32 -0.23 
  4 1.87 -0.09 0.63 2.72 -2.06 -0.82 
  5 1.34 -0.36 0.46 2.08 -2.06 -1.18 
  6 1.12 -0.38 0.50 1.61 -1.88 -1.27 
2,3 2 2.05 0.33 0.93 3.86 -1.38 -0.27 
  3 1.33 -0.50 0.15 2.91 -2.33 -1.15 
  4 1.15 -0.66 0.02 2.53 -2.46 -1.33 
  5 1.14 -0.65 0.04 1.92 -2.44 -1.34 
  6 0.83 -0.60 0.10 1.47 -2.03 -1.29 
2,6 2 3.17 2.37 2.79 5.11 1.58 1.96 
  3 2.45 1.93 2.36 3.84 1.41 1.49 
  4 2.00 0.24 0.94 2.83 -1.53 -0.47 
  5 1.64 -0.09 0.65 2.19 -1.82 -0.83 
  6 1.26 -0.29 0.50 1.73 -1.83 -1.08 
 




 In Table 52 are gathered the numerical values of the 
low-lying excited states, as well as the 2E[T1]-E[S1] and 
2E[T1]-E[T2] energy differences for these 30 molecules. In 
Figure 88 is represented the evolution of E[S1] and E[T1] as 
the size of the carbon backbone grows, compared with the 
acenes, from naphthalene to hexacene, and a general 
decreasing trend is observed.  
 
 
Figure 88: Variation of the first singlet (E[S1], left) and triplet (E[T1], right) 
excited states with the number of rings (n), in eV, at the SF-TDDFT level of 
theory. 
 The 1,2- and 1,4-substituted quinones, which are 
mainly closed-shell molecules, show almost the same E[S1] 
values than the corresponding acene for n>3, while for n=2,3 
the energy gap is lower than in naphthalene and anthracene. 
The carbonyl groups placed in 1,5, 1,7, 2,3 and 2,6 positions 
lower E[S1], in accordance to a larger y0 value than the parent 
acenes, following the trend: 2,6 > 1,7 > 1,5 > 2,3. The 
changes accounted for E[T1] are also in accordance with the 
variation of y0. Thus, the lowest values are observed in the 
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some molecules show a triplet ground state may be ascribed 
to the SF-TDDFT method, which may underestimate the 
energy of the triplet, since the results obtained with DFT show 
that all the molecules have a singlet ground state.  
 In Figure 89, the variation of the C1 and C2 energy 
conditions is represented. As expected, the open-shell 1,5, 
1,7 and 2,3 derivatives have negative C1 values, from n=2 to 
n=6, while for 2,6 is only exoergic for n>3 molecules. 
However, these values may be considered too exoergic, 
except for 1,5 and 1,7 molecules with n=2. In the other hand, 
1,2 and 1,4 molecules show positive C1 values although, in 
the 1,2-quinones, C1 becomes more negative in larger 
structures, in such a way that, for n=6, a convenient value for 
C1 is obtained. All the 1,4-quinones have C1≈2 eV, 
independently of the molecular size. Nevertheless, using 
TDDFT calculations, both 1,4 and 1,2 derivatives show similar 
behavior.  
 
Figure 89: Variation of the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) energy 
differences with the number of rings (n), in eV, at the SF-TDDFT level of 
theory. Red straight and dashed lines represent the values for tetracene 



























































 Regarding the second energy condition, 1,5, 1,7 and 
2,3 derivatives show C2<0 for any value of n (slightly positive 
values are calculated for 1,5 and 1,7) and 2,6 derivative for 
n>3. For 1,2 with n=6 is slightly positive. 
 As a conclusion, the only molecules we may highlight 
as promising singlet fission sensitizers, using the tetracene 
and pentacene as references, are the 1,5- and 1,7-
naphthoquinones (n=2), and the 1,7-anthraquinone (n=3). 
These molecules were already analyzed in section 3 by 
means of TDDFT and the same conclusion was obtained, 
except for 1,7-naphthoquinone, for which the spin 
contamination precluded its analysis. Besides, 2,6 derivatives 
for n=4-6, as well as 2,3- and 1,7-hexaquinone (n=6) show C1 
values not exaggeratedly exoergic ( -2 eV) and could be 
considered as potential candidates for singlet fission 
4.5. Summary and conclusions 
 In this section, we have analyzed the variation of the 
low-lying excited states after structural modifications, such as 
substitution of the oxygen in the carbonyl group, insertion of 
heteroatoms in the aromatic rings, addition of substituents 
and increase of the number of fused rings 
 As it was observed in section 3, the energy of the 
excited E[S1] and E[T1] states is decreased with larger y0. 
Additionally, both the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions are more negative on strongly open-shell 
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structures. These trends are also recorded in this section, 
although some irregular behavior is observed. Finally, the 
quintet state could be a competing state in some cases, still 
already discarded due to a positive C1. 
 In summary, the C1 condition of a particular quinoid 
molecule may be tuned in many ways, in order to fulfill the 
requirements for an efficient SF process. Thus, the following 
molecules can be underlined as potential candidates for 
singlet fission: 
 1,5-C(6+6+6)/Q with the oxygen of the carbonyl 
substituted by S and Se 
 1,5-C(6+6+6)/Q with B in  and , as well as Si in  
and  positions of the backbone. 
 1,5-C(6+6+6+)/Q with an NH2 group in ,  or  
positions, as well as OCH3 and OH groups in  
position. 
 2,6 dicarbonyl in tetracene, pentacene and hexacene 
(n=4-6), and the 2,3 and 1,7 dicarbonyls in hexacene 
(n=6) 
 
5. Other diradical structures 
 Plenty of singlet open-shell molecules have been 
proposed in Chapter 4, and many of them have been studied 
in the literature, either experimentally or theoretically. 
However, for most of them, there is still a lack of information 
about their low-lying excited states, and their suitability to be 




used as singlet fission materials is unknown. Thus, this 
section is focused in the calculation and analysis of the S0  
S1, S0  T1 and S0  T2 transitions, and to evaluate the 
2E[T1]-E[S1] and 2E[T1]-E[T2] energetic conditions (C1 and 
C2) to provide with a set of new promising candidates to be 
singlet fission sensitizers.  
5.1. Croconate and squarate dyes 
The optical activity of diradical croconate 449  and 
squarate450,451 dyes has been extensively studied during the 
last decades due to the intense color and the narrow and 
strong band they present in the red to near-infrared (NIR) 
region of the absorption spectra, so that they have become 
very popular in the photovoltaic 
field.212,222,223,224,225,226,227,452,453,454 For instance, in the design of 
dye-sensitized solar cells that could extend the range of 
absorption from the visible to the NIR,380, 455  enhancing the 
efficiency of the sunlight harvesting mechanism. Thus, both 
theoretical and experimental values for the singlet-singlet 
transition energies are available in the literature,234,237
,456,457 
and it is well known that the presence of donor or acceptor 
moieties on the backbone,386 -conjugation,458,459,460,461,462 or 
heavy atoms463 may lead to modifications in the absorption 
energy. Additionally, it was observed that the introduction of 
alkoxy groups on squarate moieties could modify the crystal 
packaging,382 which can be important for the consecution of 
an efficient singlet fission process. 




Figure 90: Relation between the tetraradical character (y1) and the energy 
of the first quintet state (Q1), top left, in eV; the diradical (y0) and the 
tetraradical character, top right; y0 and the energy of the first singlet state 
(S1), in eV, bottom left, and y0 and the singlet-triplet gap, in eV, bottom 
right, for squarates (black dots) and croconates (red dots). 
 No experimental data could be found regarding the 
singlet-triplet transition, although squarate dyes with relatively 
long-lived triplet states (>30 μs)387,464 have been described, 
with lifetimes depending upon the medium and concentration, 
among other variables. 
 Tripathi et al. 233 or Thomas et al.234 have calculated 
the transitions to both the first singlet (S0  S1) and triplet (S0 

































































derivatives, using density functional theory (DFT). Makowsy 
et al.465,466 have investigated the low-lying excited states of the 
1,3-dicyanomethylene croconate anion radical using both 
DFT and wavefunction-based methods (CASSCF). Srinivas et 
al.237 investigated the effect of the diradical character as well 
as the low-lying singlet-singlet transitions on a broad number 
of derivatives. However, despite the availability of information 
regarding the lowest excited states in a variety of derivatives 
of squarates and croconates, there is a lack of fundamental 
research focused in the performance and suitability of these 
dyes in singlet fission processes.  
 
 
Figure 91: Representation of the TDDFT S0  S1 transitions against 
experimental values (eV). 
 In this section is presented a detailed analysis of a 
total of 44 derivatives (22 for each backbone, squarate and 
croconate). The selection of molecules is based on previous 
experimental and theoretical investigations. As a result, we 
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implies, to our knowledge, a new use for these well-known 
dyes.  
5.1.1. Low-lying excited states and frontier 
molecular orbitals. 
Table 53: Energies of the singlet (E[S1]), triplet (E[T1], E[T2]), quintet (E[Q1]) 
excited states, in eV, and oscillator strength (f) of the croconate derivatives, 
together with the available experimental values from references 233, 234. 
For those S0  S1 transitions with f=0.00, the energy of the lowest optical 
state (E[Sn]) is also included. The spin-contaminated values are substituted 
by those obtained by SF-TDDFT and highlighted in italics 
 
 An increase of the tetraradical character (y1) is related 
with the presence of low-lying quintet states (Q1), which may 
  E[S1](f) E[Sn] E[Sn]
EXP
 E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
1 1.48 (0.00) 1.85 -- 0.42 1.30 3.03 -0.64 -0.46 
2 2.05 -- -- 1.47 0.11 0.50 2.97 -1.83 -0.29 
3 1.88 -- -- 1.31 0.01 0.39 2.83 -1.87 -0.38 
4 1.83 -- -- 1.24 -0.04 0.36 2.78 -1.91 -0.44 
5 1.74 (1.44) -- 1.46 0.23 1.73 3.11 -1.28 -1.27 
6 2.45 (0.00) 2.53 2.52 0.84 2.09 3.74 -0.76 -0.41 
7 2.22 (1.05) -- -- 0.74 1.99 3.67 -0.73 -0.50 
8 1.90 (0.81) -- -- 0.65 1.52 3.39 -0.59 -0.21 
9 2.42 (0.00) 2.56 -- 0.84 2.12 3.74 -0.75 -0.44 
10 2.30 (1.05) -- -- 0.76 2.07 3.63 -0.77 -0.54 
11 0.47 -- -- -- -0.38 0.32 2.51 -1.23 -1.08 
12 1.87 (1.29) -- 1.54 0.44 1.78 3.29 -0.99 -0.90 
13 1.88 (1.29) -- 1.56 0.37 1.76 3.17 -1.13 -1.02 
14 1.90 (1.29) -- 1.61 0.39 1.79 3.19 -1.12 -1.01 
15 1.88 (1.45) -- 1.56 0.41 1.82 3.20 -1.06 -1.00 
16 1.82 (0.00) 1.88 -- 0.12 1.66 3.15 -1.59 -1.43 
17 1.78 (0.00) 1.89 1.60 0.20 1.61 3.17 -1.38 -1.21 
18 1.97 (0.00) 2.00 1.58 0.32 1.80 3.20 -1.33 -1.17 
19 1.98 (1.25) -- 1.56 0.33 1.85 3.22 -1.32 -1.18 
20 1.94 (0.02) -- 1.56 0.28 1.78 3.18 -1.38 -1.21 
21 1.79 (0.00) 1.97 1.41 0.59 1.51 3.54 -0.60 -0.32 
22 1.84 (0.00) 1.97 1.52 0.62 1.67 3.11 -0.60 -0.43 
 




negatively interfere with an eventual SF process, reducing the 
efficiency as a competing state. In Figure 90 top, are 
represented the relationship between E[Q1] and y1 (left panel) 
and between y0 and y1 (right panel). In general, all the studied 
systems show very low y1 values, although some of the 
squarates present notably larger values. Nevertheless, still 
they are very low (less than 0.15-0.10) and most of the 
molecules show E[Q1] over 3.0 eV. 
 
 
Figure 92: HOMO and LUMO molecular orbitals of the R5 croconate (top) 
and HOMO-1 and LUMO orbitals of the R18 squarate derivative (bottom).  
 Nevertheless, the experimental data have been 
obtained from absorption spectra in solution, which typically 
present redshifted values with respect to the gas phase. 
Analogously, a solution-to-crystal redshift has been also 
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observed in the case of hexacene, for instance, where the 
E[S1] value is reduced from 1.82 eV in solution to 1.48 eV in a 
polycrystalline film.427 Therefore, the comparison with the 
calculated E[S1] should be carefully done. Nevertheless, good 
correlation is observed between the calculated and 
experimental values (see Figure 91). 
 
Table 54: Energies of the singlet (E[S1]), triplet (E[T1], E[T2]), quintet (E[Q1]) 
excited states, in eV, and oscillator strength (f) of the squarate derivatives, 
together with the available experimental values in references 237, 467,233, 
378. For those S0  S1 transitions with f=0.00, the energy of the lowest 
optical state (E[Sn]) is also included. The spin-contaminated values are 
substituted by those obtained by SF-TDDFT and highlighted in italics. 
 
  E[S1](f) E[Sn] E[Sn]
EXP
 E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
1 1.94 (0.00) 2.09 -- 1.02 1.80 4.22 0.11 0.24 
2 2.05 (0.00) 2.13 1.74 0.64 1.94 4.59 -0.77 -0.66 
3 1.93 (1.15) -- 1.54 0.45 1.83 4.22 -1.02 -0.92 
4 1.87 (1.18) -- 1.46 0.39 1.79 4.10 -1.09 -1.01 
5 2.01 (1.39) -- 1.69 0.83 1.92 4.50 -0.36 -0.27 
6 3.21 (0.87) -- 3.11 1.91 3.29 6.31 0.62 0.54 
7 2.81 (0.95) -- -- 1.72 2.40 5.20 0.63 1.03 
8 2.43 (0.77) -- -- 1.44 1.65 3.86 0.46 1.23 
9 3.20 (0.79) -- -- 1.90 3.21 6.28 0.61 0.59 
10 2.82 (0.89) -- -- 1.72 2.43 5.22 0.61 1.00 
11 1.03 -- -- -- 0.11 0.82 3.32 -0.82 -0.60 
12 2.10 (0.99) -- 1.81 0.99 2.32 5.16 -0.12 -0.34 
13 2.13 (1.07) -- -- 0.93 2.10 5.10 -0.27 -0.24 
14 2.16 (1.13) -- 1.86 0.95 2.14 5.13 -0.26 -0.24 
15 2.16 (1.28) -- -- 0.97 2.18 4.80 -0.23 -0.25 
16 2.29 (1.47) -- -- 0.96 2.21 5.17 -0.38 -0.29 
17 2.30 (0.00) 2.31 1.96 0.99 2.17 5.20 -0.32 -0.18 
18 2.26 (0.01) -- -- 0.90 2.13 5.19 -0.46 -0.33 
19 2.30 (1.18) -- 1.96 0.91 2.18 5.21 -0.48 -0.36 
20 2.22 (0.00) 2.29 1.87 0.88 2.09 5.18 -0.46 -0.33 
21 2.48 (1.57) -- 1.93 1.35 2.18 5.90 0.23 0.53 
22 2.43 (1.46) -- 1.95 1.27 2.48 5.42 0.10 0.05 
 




 Inspecting Table 53, we observe that the S0  S1 
transitions in croconates take place between 1.03 and 2.42 
eV. Those transitions with oscillator strength values of f=0 
correspond to n  * transitions, involving the excitation of 
the oxygen lone pairs of the carbonyls. In Figure 92 are 
represented the molecular orbitals involved in both   * 
(top) and n  * (bottom) transitions. As it was stated in 
subsection 3.1, this feature may negatively affect the light 
harvesting power of the material. Thus, in such cases, the 
possibility to excite to a higher S0  Sn transition is also 
considered (E[Sn]), which may relax to the desired S1 state. 
These Sn transitions are, in general, very close in energy, 
around 0.10 eV or less, and correspond to the second singlet 
excited state (S2), except for R1, where the Sn transition lies 
0.37 eV above the lowest excited singlet and corresponds to 
the fourth singlet excited state (S4). Thus, the energy losses 
by non-radiative relaxation from these optical states will be 
almost negligible. Finally, regarding the S0  T1 transitions, 
all of them appear below 1 eV.  
 In Table 54 is collected the same information for the 
squarate derivatives. The S0  S1 transitions appear between 
0.47 and 3.21 eV. As it has been mentioned before, those 
transitions corresponding to n  * excitations show an 
oscillator strength of f=0. The triplet states (T1) are located 
around 1 eV, although several molecules show notably larger 
gaps, such as R6 (1.91 eV), R7 (1.72 eV), R9 (1.90 eV) or R10 
(1.72 eV).  
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 Thus, it is observed a general decrease of the S0  S1 
and S0  T1 transition energies in croconates with respect to 
squarates that may be ascribed to the increase in the 
diradical character, leading to a stabilization of the S1 and T1 
excited states (see Figure 90, bottom left and right). 
Experimentally, it has been observed a redshift of around 0.5 
eV (100 nm) in the first visible excited state of croconates with 
respect to the corresponding squarates.233 The shift of these 
transitions to lower energies due to the enhancement of y0 
may be used to tune the optoelectronic properties, to include 
a broader range of wavelengths. 
5.1.2. Singlet fission suitability 
 In Figure 93 is displayed the graphical representation 
of 2E[T1]-E[S1] and 2E[T1]-E[T2] values, together with the 
computed 2E[T1]-E[S1] values for tetracene (-0.35 eV) and 
pentacene (-0.95 eV). The practical implementation of the 
singlet fission mechanism into the solar cell harvesting 
technology requires the use of materials in the solid state and, 
therefore, a redshift of the S0  S1 transition energy is 
expected compared to the gas-phase energies calculated 
here. This suggests that the optimal 2E[T1]-E[S1] values will 
be more exoergic than the ones represented in Figure 93. In 
order to have a good reference to evaluate the C1 and C2 
conditions for an optimal SF process, the calculated values of 
tetracene and pentacene are included. Besides, an efficient 
performance of this process within the solar cell harvesting 
technology would also require a E[T1] around 1.1 eV to match 




the energy gap of the silicon, which implies a E[S1] slightly 
over 2.2 eV. Taking into account the redshift of the E[S1] in 
the solid state, theoretical gas-phase S0  S1 transitions 
higher than 2.4 eV, approximately, would be specially 
interesting. In this study, only those croconates substituted 
with R6, R7, R9 and R10 have E[S1] > 2.0 eV. In the other hand, 
most of the squarates have E[S1] > 2.0 eV, (R6, R7, R9 and R10 
substituents show E[S1] > 2.5 eV) with the only exception of 
R1, R3, R4 and R11. However, although silicon is the most 
widely used semiconductor in the construction of solar cells, 
other materials with different energy gap may be also utilized.  
 Remarkable differences are observed between 
croconate (white bars) and squarate derivatives (black bars), 
that can amount more than 1 eV (0.75 eV in average). Thus, 
in derivatives such as R6 to R10, corresponding to the 
aromatic amines, 2E[T1]-E[S1] is negative for croconates while 
it is positive for squarates. In general, the observed greater 
stabilization of the T1 state in croconates may have as a 
consequence a more exoergic C1 condition, which, in some 
cases, can be detrimental. Despite the S0  S1 transition is 
forbidden for R6 and R9, the optical   
* transition (S0  
S2), appears only 0.08 eV and 0.14 eV over the first one, 
respectively. The values of 2E[T1]-E[S1] fluctuate, for 
croconates R6-10, between -0.77 and -0.59 eV, located 
between the values of tetracene and pentacene, which make 
these compounds to be appropriated for singlet fission 
purposes. Similarly, derivatives R1, R21 and R22 show 
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moderately negative 2E[T1]-E[S1] values, close to the Tc and 
Pc limits and, therefore, they could be considered as 
candidates for SF. Besides, the C2 condition is also fulfilled.  
 
Figure 93: 2E[T1]-E[S1] and 2E[T1]-E[T2] energy differences, in eV, for 
croconates (white bars) and squarates (black bars), calculated with TDDFT. 
Red straight and dashed lines represent the values for tetracene (Tc) and 
pentacene (Pc), respectively.  
 The R5 and R18-20 croconate derivatives show rather 
negative 2E[T1]-E[S1] values, which is related to their large 
diradical character (y0 > 0.40), a feature that may reduce the 











































































































































































molecules from R12 to R15 seem adequate for singlet fission, 
since R16 and R17 show too exoergic 2E[T1]-E[S1] values. 
However, for R12-15, despite TDDFT yields slightly more 
negative than tetracene, SF-TDDFT provides much more 
negative values. Finally, the results for R2-4 and R11 showed 
remarkable spin contaminations and, therefore, should be 
carefully considered. Thus, despite the TDDFT calculations 
show that the C1 and the C2 conditions are fulfilled for R2-4, 
the results calculated with SF-TDDFT show very exoergic 
2E[T1]-E[S1] values.  
 The results obtained for squarates (black bars in 
Figure 93) show positive 2E[T1]-E[S1] values for the aromatic 
amine derivatives (R6 to R10), which may be a consequence of 
less stabilized T1 states, due to smaller diradical character. 
These molecules, therefore, should be excluded as potential 
candidates. R1, R12, R21 and R22 show a nearly isoergic 
process, nevertheless, the C2 condition is not fulfilled. The 
rest of the derivatives (R2 to R5, R11 and R13 to R20) fulfill both 
C1 and C2 conditions, with 2E[T1]-E[S1] energy differences 
close to those of pentacene and tetracene. Again, squarate 
R11 showed spin contamination, so the interpretation of these 
results might be done with care  
 In summary, within the croconate group 11 molecules 
can be considered as potential candidates: R1-4, R6-10 and R21-
22 have adequate 2E[T1]-E[S1] and 2E[T1]-E[T2] values. 
Besides, four additional derivatives, R12-15, may also be 
considered, as the C1 condition is nearly fulfilled. It must be 
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emphasized that R2-4, R6, R21 and R22 have been already 
synthesized. 233, 234 Nevertheless, the E[S1] values are, in 
general, lower than required for an optimal match with the 
silicon energy gap, and only the R6, R7 , R9, and R10 show 
E[S1]>2 eV. Analogously, in the squarate set, a total of 13 
derivatives have been found suitable for singlet fission: R2-5, 
R11 and R13-20 fulfill both C1 and C2 conditions with 2E[T1]-
E[S1] values within or close to the limits imposed by tetracene 
and pentacene. The following derivatives: R2-5, R5, R14, R17, 
R21 and R22 have been experimentally obtained.
237,378,467 
Besides, the E[S1] energies are, in general, higher for 
squarates than for croconates, suggesting that the E[T1] 
energies should be closer to the silicon energy gap (1.1 eV). 
Then, from 28 potential sensitizers that may undergo this 
process efficiently, 15 are croconates and 13 are squarates.  
5.2.  Oligothiophenes 
 Some quinoidal oligothiophenes, fundamentally small 
chain molecules as the quinoidal bithiophene,346,388,469 have 
been already studied during the last years due to their 
applicability in singlet fission. The main features of these 
molecular structures are the low separation between the 
ground and the T1 states, which arises from the diradical 
character, 28,181,470, as well as the strong absorption they show 
in the NIR.  
Table 55: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 




energy conditions, in eV, calculated with SF-TDDFT. E[Q1] has been 
calculated with DFT.  
 
 In this subsection, we analyze the 32 oligothiophenes 
proposed in Chapter 4 (groups from A to H), together with the 
I group of molecules, used as a reference (see Figure 33, 
    E[S1] E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
A 1 3.41 1.25 1.87 6.16 -0.92 0.62 
  2 2.50 0.70 1.28 4.47 -1.11 0.12 
  3 1.64 0.16 0.74 3.26 -1.32 -0.43 
  4 1.03 -0.31 0.33 2.60 -1.65 -0.96 
B 1 4.25 1.97 2.58 7.56 -0.32 1.35 
  2 3.05 1.01 1.67 5.40 -1.03 0.34 
  3 2.23 0.50 1.20 3.85 -1.23 -0.19 
  4 1.16 -0.31 0.47 2.79 -1.78 -1.10 
C 1 3.37 1.57 2.13 5.55 -0.24 1.01 
  2 2.96 1.56 2.01 4.52 0.16 1.11 
  3 2.72 1.54 1.98 3.94 0.37 1.10 
  4 2.64 1.63 2.05 3.62 0.63 1.22 
D 1 4.17 2.06 2.68 7.07 -0.05 1.44 
  2 3.52 1.89 2.44 5.59 0.26 1.34 
  3 3.27 1.81 2.35 4.81 0.35 1.28 
  4 1.95 0.53 1.27 4.37 -0.89 -0.21 
E 1 2.19 0.34 1.04 4.40 -1.50 -0.36 
  2 1.22 -0.57 0.23 3.09 -2.37 -1.38 
  3 0.86 -0.56 0.25 2.50 -1.97 -1.36 
  4 0.64 -0.74 0.10 2.18 -2.12 -1.57 
F 1 1.71 0.23 0.86 3.43 -1.24 -0.40 
  2 1.15 -0.20 0.47 2.72 -1.54 -0.86 
  3 0.79 -0.50 0.22 2.32 -1.79 -1.22 
  4 0.62 -0.67 0.09 2.08 -1.97 -1.43 
G 1 1.34 0.71 1.19 3.35 0.08 0.23 
  2 0.92 0.10 0.66 2.79 -0.72 -0.46 
  3 0.39 -0.53 0.10 2.43 -1.45 -1.16 
  4 0.31 -0.58 0.09 2.19 -1.47 -1.26 
H 1 3.54 3.16 3.66 8.15 2.78 2.66 
  2 3.44 1.43 2.05 6.11 -0.57 0.82 
  3 2.60 0.81 1.33 4.62 -0.99 0.29 
  4 1.65 0.19 0.78 3.31 -1.26 -0.40 
I 1 3.30 2.47 3.01 6.60 1.65 1.94 
  2 2.31 0.76 1.55 5.45 -0.79 -0.02 
  3 1.32 -0.48 0.35 4.43 -2.29 -1.32 
  4 0.98 -0.84 0.04 3.75 -2.67 -1.72 
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Chapter 4). The SF-TDDFT method is used due to spin 
contamination found for molecules A3-4, B4, E1-4, F1-4, G2-4, H4 
and I3-4. Table 55 collects the excited states of these systems. 
Both S0  S1 and S0  T1 transitions are reduced as the 
molecular chain grows, as expected, due to an increment in 
y0. Experiments support this behavior and compare well with 
the calculated data.242 This reduction of the S0  S1 transition 
allows strongly open-shell structures, as group G, to absorb in 
the NIR, with wavelengths larger than 900 nm, while closed-
shell structures (group C) would absorb in the UV region.  
 A graphical representation of the 2E[T1]-E[S1] (C1) 
values is plotted on Figure 94. Closed-shell molecules, such 
as C3,4, H1 or I1 have endoergic C1 values. In the other hand, 
a large number of molecules show too exoergic C1 values. 
However, some interesting features can be found. For 
instance, the n=1,2 molecules of group A meet the C1 energy 
requirement (-0.92 and -1.11 eV, respectively, comparable to 
those of the tetracene and pentacene). The excited states of 
the A2 molecule have already been investigated and the 
values calculated in this thesis are in rather good agreement 
with the values of 2.25 eV (TDDFT) or 2.06 eV (CASPT2) 
reported for the S0  S1 transition,
469 while the singlet-triplet 
gap was predicted to be 0.96 eV within TDDFT.388 





Figure 94: 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) energy differences, in 
eV, calculated with SF-TDDFT. Black straight and dashed lines represent 
the values for tetracene and pentacene, respectively. 
 The n=1,2 molecules of group B also show negative 
C1 values, while from C and D groups the only molecule that 
seems to meet this requirement is D4. The trend within C and 
D groups is the opposite as observed in the rest of the 
groups, and more endoergic C1 values are calculated as the 
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by molecules with too negative C1 condition, except E1. From 
the rest of the groups, we may highlight G2, H2,3 and I2.  
Table 56: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions, in eV, calculated with SF-TDDFT. E[Q1] has been 
calculated with DFT. 
 
 Finally, Table 56 shows the effect exerted by the 
replacement of the sulfur atom by oxygen (a), carbonyl group 
(b), selenium (c), carbon (d) or nitrogen (e) (see Chapter 4). 
The reference molecule (A2) is denoted as f. The value of the 
S0  S1 transition is slightly enhanced independently of the 
substitution, and is more evident for molecule d. The S0  T1 
transition is also enhanced, especially in d. The only 
exception is e, in which the singlet-triplet gap is reduced.  
 Despite small differences are accounted for those 
transitions, stronger effects are shown in the C1 condition. 
Thus, the original -1.11 eV value might be enhanced to -1.19 
or -1.47 eV when O or N are used (a and e). In the other 
hand, the molecules c and d slightly reduce the exoergicity of 
the system, while in b is greatly reduced. 
  E[S1] E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
a 2.72 0.77 1.34 4.93 -1.19 0.19 
b 2.50 0.70 1.28 6.11 -1.11 0.12 
c 2.52 0.78 1.34 4.35 -0.96 0.23 
d 2.92 1.31 1.86 4.62 -0.31 0.75 
e 2.29 0.07 0.63 5.10 -2.16 -0.49 
f 1.92 0.05 0.76 4.58 -1.83 -0.67 
g 2.79 1.39 2.07 3.92 0.00 0.71 
       
 




 In summary, from this subsection we can underline the 
following oligothiophenes as promising candidates, since they 
show intermediate diradical character and C1 values close to 
those of tetracene and pentacene: A1, B1, C1, D1, E1, G2, H2, 
H3, b, c, and d. 
5.3. Aromatic Diimides 
 The preferred ground state on aromatic diimides is the 
closed shell, although some exceptions could be found, as 
sketched on Chapter 4. Thus, the diimides derived from 
zethrene moieties and oligorylene derivatives have small 
energy gaps and narrow and intense absorption bands in the 
NIR, converting these type of carbonyl molecules into an 
interesting group to investigate the singlet fission process. In 
fact, their parent molecules (zethrenes and oligorylenes) were 
recently predicted to host the singlet fission mechanism by 
the relative disposition of their low-lying excited 
states,258,259, 471  and the presence of the diimide functional 
group does not seem to modify the ground state of the 
molecules. Actually, perylene diimide has been investigated 
for singlet fission purposes.32,273,472,473  
 The excitation energies are gathered on Table 57 and 
good agreement is observed between the calculated E[S1] 
and the experimental values obtained in solution, although a 
general overestimation is observed. As recognized in 
previous sections, those molecules with larger diradical 
character (y0>0.15, molecules 10-14 and 18-19) yield lower 
Chapter 6. Singlet fission  
285 
 
E[T1] states (less than about 1.50 eV). Note that molecule 1 
has an optically forbidden S0S1 transition that could explain 
why in this case the experimental value is higher. Spin 
contamination was observed for molecules 15, 20 and 21, so 
that SF-TDDFT values (E[S1]
SF-TDDFT) are used instead. As 
shown, both TDDFT and experimental results place the E[S1] 
near 2 eV, encouraging the investigation of these molecules, 
as they could match the energy gap of silicon.  
Table 57: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions, in eV, calculated with TDDFT. E[Q1] has been calculated 
with DFT. Experimental values taken from references 254, 255, 257, 261, 
407, 408, 409, 474 and 475. The spin-contaminated values are substituted 
by those obtained by SF-TDDFT and highlighted in italics. 
 
  E[S1](f) E[Sn] E[Sn]
EXP
 E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
1 3.86 (0.00) 3.98 4.00 3.45 3.53 7.46 3.04 3.38 
2 4.02 (0.14) -- -- 3.01 3.40 6.26 2.01 2.63 
3 3.49 (0.05) -- 2.95 2.17 3.08 5.65 0.85 1.25 
4 3.91 (0.00) 4.03 -- 3.38 3.58 6.86 2.85 3.18 
5 3.88 (0.00) 4.01 -- 3.42 3.55 6.92 2.95 3.28 
6 3.83 (0.00) 3.90 -- 3.34 3.53 6.74 2.85 3.14 
7 3.74 (0.35) -- 3.54 2.36 3.31 6.50 0.98 1.40 
8 3.73 (0.36) -- -- 2.35 3.30 6.48 0.98 1.40 
9 3.73 (0.42) -- -- 2.36 3.32 6.48 0.99 1.39 
10 2.87 (0.24) -- 2.59 1.60 2.95 5.84 0.34 0.25 
11 2.13 (0.15) -- 1.99 0.90 2.24 4.35 -0.32 -0.43 
12 1.80 (0.12) -- 1.66 0.51 1.80 3.54 -0.79 -0.78 
13 2.29 (0.01) -- 2.25 1.33 2.08 3.99 0.38 0.58 
14 2.25 (1.22) -- 1.92 0.51 1.93 3.28 -1.23 -0.90 
15 0.82 -- -- 1.16 -0.91 0.03 2.34 -2.64 -1.85 
16 4.02 (0.00) 4.03 -- 3.34 3.67 6.73 2.66 3.01 
17 3.50 (0.00) 3.98 -- 3.02 3.55 6.65 2.55 2.50 
18 2.69 (0.74) -- 2.36 1.50 2.97 5.75 0.32 0.03 
19 2.11 (0.95) -- 1.91 0.69 2.31 4.05 -0.72 -0.92 
20 1.75 -- -- 1.50 0.05 0.69 2.90 -1.66 -0.59 
21 1.26 -- -- -- -0.42 0.28 2.14 -2.10 -1.13 
 




 The acene-derived diimides can be compared with the 
parent acene. Thus, the TDDFT S0T1 transitions for acenes 
from naphthalene to pentacene are, respectively, 3.19, 2.20, 
1.47, and 0.91 eV. In that manner, it is observed that the 
energy gap between the ground and the first triplet state is 
lower in the diimide, and also that this decrease is larger 
when the acene chain is placed in the perpendicular axis, as 
in molecules 7, 10, 11 and 12. It is noted that this difference 
becomes smaller as long as the acene chain gets larger. In 
that manner, the E[T1] energies for naphthalene diimide (7) is 
-0.83 eV higher than that of naphthalene, while the difference 
observed on pentacene diimide (12) is only -0.40. 
Additionally, experimental results for molecule 18, 1.1 or 1.2 
eV, 476 , 477  match very well the calculated E[T1]
DFT=1.11 eV 
value. 
 Finally, the C1 and C2 energy requirements for singlet 
fission are represented in Figure 95. As expected, molecules 
with low diradical character (molecules 1-9 and 16-17) should 
not be recommended for the design of singlet fission 
materials. However, the comparison of the diimides with the 
corresponding PAH is still possible. The parent acenes from 
naphthalene to pentacene show 2E[T1]- E[S1] values of 1.71, 
0.80, 0.14 and 0.42 eV. Thus, acene diimides with the acene 
chain placed in the longitudinal axis yield more positive C1 
values (molecules 2 and 3), while the placement of the acene 
chain in the perpendicular axis favors more exoergic C1 
values (molecules 7, 10-12). In that manner, the tetracene 
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(11) and pentacene (12) derived diimides give negative 
values for both C1 and C2. The 2E[T1]-E[S1] value in the 
anthracene diimide (10) and in the substituted tetracene 
diimide (13) are slightly positive, and the singlet fission 
mechanism might appear anyway by heating those materials.  
 
Figure 95: 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) energy differences, in 
eV, for the studied molecules calculated with TDDFT. Molecules 15, 20 and 
21 are not included due excessive spin contamination. Black straight and 






















































 Molecules 14 and 15 show very exoergic C1 values. 
The latter has been calculated using SF-TDDFT (C1=-2.64 
eV). The perylene diimide (18) shows a C1 value of 0.32 eV, 
a bit far from the 2E[T1]-E[S1]≤0 condition. Perylene and other 
rylene molecules (not diimides) have been already 
theoretically tested to know their singlet fission applicability, 
258,259 obtaining 2E[T1]-E[S1] values of 0.31 eV for perylene, -
0.08 for terrylene, -0.28 for quaterrylene and -0.44 eV for 
pentarylene. Those results point that the oligorylene diimide 
derivatives can also be used as singlet fission materials, 
favored by redshifted absorption maxima with respect their 
parent oligorylene.260 Large zethrene-like diimides also give 
negative C1 values, supporting previous investigations that 
propose zethrenes as singlet fission materials.471 However, 
zethrenes larger than 19 seem to have excessively negative 
C1 values, reducing the efficiency of the process. C1 values 
for 20 and 21 have been calculated with SF-TDDFT to be -
1.66 and -2.10 eV, excessively negative. Regarding the C2 
condition, the 10-14, 18 and 19 molecules show C2 < 0. In 
general, the quintet state is far of being a limitation. Only 
molecule 2 shows 2E[T1]-E[Q1] >0. 
 As a summary, the following molecules may be 
selected from this study: 10, 11, 12 and 19. 
5.4. Indigo-based chromophores 
 The indigo molecule has been broadly used as dye 
since the ancient ages and has been synthesized in industrial 
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scale since the XIX century. 478  Thus, a large amount of 
experimental and theoretical work can be found in the 
literature focused in this molecule or in their numerous 
derivatives,479,480 and the excited states of this molecule have 
also been widely investigated. 
 The experimental gas-phase value of the S0  S1 
transition is 2.30 eV 481  and is redshifted to 2.03 eV in 
solution. 482  Additionally, the redshift from solution to solid 
state has also been reported: E[S1] energy is 1.94 eV for 
amorphous indigo and 1.82 eV for crystalline indigo.483 In this 
section, all the experimental E[S1] values are obtained in 
solution. Besides, the S0  T1 transition has been also 
estimated from experimental data to be 1.04 eV on a benzene 
solution.484 Thus, the C1 energy condition is fulfilled in this 
molecule (2E[T1]-E[S1]≈0) and, together with its low toxicity, 
high stability, availability and absorbance in the visible region, 
the indigo molecule is a perfect candidate to be a good singlet 
fission sensitizer. However, no data related to singlet fission is 
available for this molecule. This lack of information might be 
caused for the short S1 lifetime that may hinder an efficient 
singlet fission process.482 Nevertheless, derivatives of indigo 
as the cibalackrot have shown moderated singlet fission 
activity due low triplet yield.273,485 
 Thus, chemical modifications may be useful for the 
pursuit of indigo-like molecules as singlet fission sensitizers.  




Table 58: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions, in eV, calculated with TDDFT. Experimental data were 
taken from Refs. 264, 269, 272, 481, 482, 486, 487 and 488. E[Q1] has 
been calculated with DFT. The spin-contaminated values are substituted by 
those obtained by SF-TDDFT and highlighted in italics. 
 
 In this sense, the low-lying excited states of 33 indigo 
derivatives have been calculated and gathered in Table 58. 
  E[S1](f) E[Sn] E[Sn]
EXP
 E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
1 2.51 (0.34) -- 2.03 1.08 2.76 4.90 -0.35 -0.60 
2 2.30 (0.25) -- 1.93 0.91 2.72 4.76 -0.49 -0.90 
3 2.09 (0.24) -- -- 0.77 2.36 4.29 -0.56 -0.83 
4 2.93 (0.00) 3.39 3.00 1.91 2.60 5.67 0.90 1.23 
5 2.72 (0.26) -- 2.27 1.65 2.77 5.32 0.57 0.53 
6 2.57 (0.23) -- 2.21 1.63 2.75 5.14 0.69 0.51 
7 2.67 (0.00) -- -- 2.41 2.71 5.32 2.14 2.10 
8 2.94 (0.00) -- -- 2.63 2.83 6.53 2.31 2.42 
9 1.56 -- -- -- 0.42 0.80 3.85 -0.72 0.05 
10 2.89 (0.36) -- -- 1.37 2.91 4.89 -0.14 -0.17 
11 2.57 (0.36) -- 2.08 1.06 2.86 4.82 -0.44 -0.73 
12 1.87 -- -- 1.66 0.34 0.80 3.71 -1.20 -0.12 
13 1.47 -- -- -- 0.25 0.64 3.37 -0.97 -0.14 
14 2.11 (0.43) -- 1.65 0.58 2.32 4.32 -0.95 -1.16 
15 1.23 -- -- -- -0.50 0.20 3.44 -2.22 -1.20 
16 1.05 -- -- -- -0.25 0.22 3.35 -1.54 -0.71 
17 2.75 (0.06) -- -- 1.60 2.50 5.18 0.44 0.69 
18 2.71 (0.27) -- 2.25 1.53 2.73 5.61 0.36 0.34 
19 3.47 (0.85) -- 3.00 2.00 3.76 6.48 0.52 0.23 
20 3.12 (0.27) -- 2.40 1.83 3.07 5.72 0.54 0.59 
21 3.34 (0.35) -- 2.73 2.12 3.45 5.89 0.90 0.79 
22 2.84 (0.22) -- 2.53 1.73 2.71 6.12 0.63 0.76 
23 3.59 (0.01) -- 3.49 2.95 3.30 6.29 2.31 2.61 
24 2.79 (0.22) -- 2.30 1.13 2.51 5.46 -0.53 -0.25 
25 2.52 (0.65) -- 2.16 0.99 2.46 4.39 -0.54 -0.48 
26 2.24 (0.54) -- -- 0.80 1.72 4.03 -0.65 -0.13 
27 3.17 (0.44) -- 2.76 2.07 3.52 6.07 0.97 0.63 
28 2.60 (0.31) -- 2.01 1.57 2.91 5.20 0.54 0.23 
29 2.15 (0.90) -- 1.70 1.31 2.02 3.57 0.47 0.60 
30 2.62 (0.61) -- 2.12 1.88 2.13 3.87 1.15 1.63 
31 2.37 (0.39) -- -- 1.29 2.57 4.64 0.21 0.01 
32 2.79 (0.24) -- 2.28 1.45 2.84 5.16 0.11 0.07 
33 2.68 (0.14) -- 2.29 1.44 2.37 4.62 0.19 0.50 
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Somewhat large discrepancies are observed with respect to 
the experimental values (MAEs of 0.62 and 0.43 eV for SF-
TDDFT and TDDFT, respectively). However, both calculated 
and experimental values follow the same trend. The 
calculated E[S1] values range 2.09-3.59 eV, many of them 
near 2.70 eV. This places the absorption of these molecules 
between 344-620 nm, adequate for singlet fission purposes. 
These transition energies are reduced as the diradical 
character grows, as expected.  
 The calculated low-lying excited states of the indigo 
molecule (1) point to an exoergic singlet fission process and 
high absorption in the visible region, while this mechanism 
has not been experimentally observed for this molecule. The 
substitution of the amine hydrogen by methyl and alcohol 
moieties (2 and 3) enhances the diradical character, shifting 
the 2E[T1]-E[S1] energy difference to more negative values. 
Those features are more clearly shown on Figure 96. 
 Molecules from 4 to 8, as the result of the substitution 
of the NH by O, S, Se, B and C, have C1 shifted to more 
positive values. Molecules 7 and 8 showed no optically active 
excitations in the studied range. Molecule 4 also has a 
forbidden S1, but there is an available excitation at 3.39 eV. 





Figure 96: 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) energy differences, in 
eV, for the studied molecules calculated with TDDFT. Some molecules 
have been omitted due to excessive spin contamination. Black straight and 
dashed lines represent the values for tetracene and pentacene, 
respectively. 
 In molecules 9-14, the carbonyl oxygen has been 
substituted by S, CH2, NH, C(CN)2, cyclopentadiene and NCN 
moieties. These structures show negative C1 values, some of 
them obtained with SF-TDDFT. However, these molecules 
(except 12) could be valid anyway for singlet fission purposes. 
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ring, the diradical character is greatly enhanced and then, 
2E[T1]-E[S1] becomes too negative. Something similar occurs 
on molecule 16, in which the hydrogen of the amino group is 
transferred to the carbonyl oxygen, generating an alcohol. 
 The modification of the position of the C=C linker, as 
well as the C=O and NH groups gives rise to molecules 17-
23, all of them calculated as near closed-shell molecules and, 
thus, positive C1 values are found.  
 Negative C1 values could be found on molecules 24-
26. Molecule 24 is an indigo molecule without the benzene-
like rings, while 25 has two vinyl groups to enlarge the 
conjugated system. In the other hand, in molecule 26 the 
rings are interchanged, in such a way that the six-membered 
rings are linked with the double bond. Both 24 and 25 have 
been synthesized. Molecules 27-30 have positive C1 values, 
while in 31-33 are near the isoergicity. A derivative of 32, 
cibalackrot, has been found as singlet fission material, and 
the 2E[T1]-E[S1] value is in agreement with our result. The 
innovative feature is the blockage of the central double bond, 
so molecule 33 (a simplified derivative of preCiba) is also 
calculated, and a slightly positive value of 2E[T1]-E[S1] is 
found. The 2E[T1]-E[T2] energy difference is negative for 1, 2, 
3, 10, 11, 14, 24, 25, 26, 31 and 32, mostly the same 
molecules that fulfill the 2E[T1]-E[S1] condition, with the 
exception of 33. Molecules 9, 12, 13, 15 and 16 are excluded 
in the Figure due to spin contamination. However, SF-TDDFT 
calculations show that molecules 9 (2E[T1]-E[S1]=-0.72 eV) 




and 13 (2E[T1]-E[S1]=-0.97 eV) fulfill the energy requirements. 
Nevertheless, they show too low values of E[S1]. 
 As a summary, molecules 1, 2, 3, 10, 11, 24, 25 and 
26 could be highlighted as possible candidates. 
5.5. Other carbonyl-containing chromophores 
 The molecules studied in this section have been 
suggested for many applications. For instance, the 
quinacridone molecule (1) 489  has been applied in emitting 
diodes (OLEDs), 490 , 491  organic field-effect transistors 
(OFETs),492 , 493  or organic solar cells (OSCs).494  The trans-
perinone (3) molecule has been investigated as an organic 
photoconductive (OPC) device. 495  Diketopyrrolopyrrole (4) 
derivatives have been proposed in OSCs technologies496 and 
OFETs.497 Dibromoanthranone (10) and flavanthrone yellow 
(14) were investigated due to their semiconductor 
properties.498 
 The energies of the low-lying excited states have been 
collected on Table 59. The E[S1] values are between 2.07 – 
3.43 eV above the ground state, in the visible region of the 
spectrum. Some experimental absorption maxima (in solution) 
could be found in the literature: molecule 1 shows a transition 
at 2.37 eV,499 3 at 2.77 eV,500 9 at 2.09 eV,41715 at 2.07 eV501 
and 17 at 2.00 eV.501 The largest discrepancy is observed for 
the quinacridone molecule (1), still within the error previously 
observed in the calculation of the first excited states with 
several TDDFT functionals.499 The only molecules with f=0 are 
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11 and 14, with active S0  S2 transitions at 2.70 eV (f=0.57) 
and 3.14 eV (f=0.85) respectively.  
Table 59: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions, in eV, calculated with TDDFT. Experimental values 
taken from Refs. 417, 499, 500 and 501. E[Q1] has been calculated with 
DFT. 
 
 Regarding the S0  T1 transition, molecules with clear 
open-shell character as 3-5, 7, 8 and 12-17 show values 
between 0.52 and 1.91 eV, an appropriate range for singlet 
fission. Molecule 9 shows a triplet ground state. However, 
further calculations with SF-TDDFT and DFT suggest that this 
transition should be positive.  
  E[S1](f) E[Sn]
EXP
 E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
1 3.43 (0.16) 2.37 2.12 3.20 6.11 0.81 1.04 
2 2.33 (0.76) -- 1.39 2.23 3.85 0.44 0.54 
3 2.95 (0.88) 2.77 1.91 2.64 5.23 0.88 1.18 
4 2.81 (0.63) -- 1.24 3.06 5.88 -0.32 -0.57 
5 2.07 (5.39) -- 0.52 0.99 2.31 -1.04 0.04 
6 3.30 (0.64) -- 2.06 2.87 5.73 0.82 1.25 
7 2.51 (1.31) -- 0.84 2.82 5.02 -0.83 -1.14 
8 2.53 (2.15) -- 1.15 1.91 3.69 -0.22 0.40 
9 2.12 (2.34) 2.09 -0.62 1.91 3.77 -3.37 -3.16 
10 2.87 (0.31) -- 1.80 2.56 4.80 0.73 1.05 
11 2.24 (0.00) -- 1.50 1.70 3.74 0.76 1.30 
12 3.10 (0.56) -- 1.86 2.84 5.52 0.62 0.88 
13 3.05 (0.80) -- 1.76 2.71 4.91 0.47 0.81 
14 3.13 (0.00) -- 1.87 2.79 5.03 0.62 0.95 
15 2.40 (1.02) 2.07 1.26 2.51 4.52 0.13 0.02 
16 2.45 (0.76) -- 1.50 2.57 4.73 0.56 0.44 
17 2.37 (0.97) 2.00 1.26 2.53 4.84 0.15 -0.01 
 





Figure 97: 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) conditions, in eV, for the 
studied molecules calculated with TDDFT. Black straight and dashed lines 
represent the values for tetracene and pentacene, respectively. 
 In Figure 97 it is observed that molecules 4 and 8 
show slightly exoergic 2E[T1]-E[S1] energy differences, while 
molecules 5 and 7 show a too negative value, arising from an 
excessive diradical character. For molecules 12-17 a slight 
endoergicity is observed, while molecules 15 and 16 have C1 
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molecules with appropriated C1 present negative C2 values. 
The only exception is molecule 8, with 2E[T1]-E[T2]=0.40 eV. 
 In summary, molecules 4, 8, 15 and 17 are found as 
possible candidates for singlet fission. 
5.6. Derivatives of naphthalene, pentalene, 
heptalene and azulene 
 In the literature can be found a large number of 
applications for the acene molecules185 derived from their 
unique optical properties (singlet fission, semiconductors, 
organic LEDs, solar energy devices, etc.). Similar linear 
conjugated compounds also share that interest, such as 
azulene-derived non-alternant hydrocarbons.278,279,280,281 
Additionally, the non-alternant hydrocarbons derived from the 
benzinterposition process applied in pentalene and heptalene 
can also be proposed. 
 The excited states of naphthalene (C(6+6)), 
anthracene (C(6+6+6)), tetracene (C(6+6+6+6)) and 
pentacene (C(6+6+6+6+6)) have been extensively studied 
and they will be used as reference. Inspecting Table 60, it is 
observed that almost all of the molecules considered here 
show optically inactive S0  S1 transitions. One exception is 
azulene,278,280, 502  (C(7+5), f=0.01), whose calculated value 
(2.37 eV) matches well with the experimental one (2.12 
eV),503 responsible of the observed blue color. However, in 
the literature can also be found articles that claim that the first 




observable value transition is located at 3.65 eV, 504 matching 
the calculated energy of the S0  S2 transition (3.86 eV). 
According with these calculations, low absorption should be 
accounted for the S0  S2 transition, that shows f=0.003. 
Previous analysis of the excited states for heptalene (C(7+7)) 
shows a forbidden S0  S1 transition, while the S0  S2 
absorbs in the near-UV (3.52 eV),505,506 showing brownish red 
color. 506,507 
Table 60: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions, in eV, calculated with TDDFT. E[Q1] has been calculated 
with DFT. The spin-contaminated values are substituted by those obtained 
by SF-TDDFT and highlighted in italics. 
 
 For pentalene ((C(5+5)), previous CASPT2 
calculations277 claim that the only optically active transition is 
S0  S3. However, in this work is shown that the allowed 
  E[S1](f) E[Sn] E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
C(6+6) 4.66 (0.00) 4.75 3.19 4.26 7.29 1.71 2.12 
C(6+6+6) 3.59 (0.08) -- 2.20 3.69 6.46 0.80 0.70 
C(6+6+6+6) 2.80 (0.08) -- 1.47 2.87 5.27 0.14 0.07 
C(6+6+6+6+6) 2.25 (0.07) -- 0.91 2.23 4.04 -0.42 -0.40 
C(5+5) 1.71 (0.00) 3.88 0.92 2.13 6.02 0.14 -0.28 
C(5+6+5) 1.03 (0.00) 2.65 -0.44 0.80 3.92 -1.92 -1.69 
C(5+6+6+5) 0.87 -- -- -0.03 0.65 3.30 -0.94 -0.72 
C(5+6+6+6+5) 1.13 -- -- -0.33 0.37 2.94 -1.79 -1.02 
C(7+7) 2.24 (0.00) 3.47 1.61 2.29 5.17 0.97 0.93 
C(7+6+7) 0.86 (0.00) 2.02 -0.73 0.68 3.08 -2.32 -2.14 
C(7+6+6+7) 0.71 -- -- -0.31 0.43 2.75 -1.33 -1.04 
C(7+6+6+6+7) 0.83 -- -- -0.49 0.27 2.52 -1.81 -1.24 
C(7+5) 2.37 (0.01) -- 2.00 2.44 5.15 1.63 1.56 
C(7+6+5) 1.11 (0.00) 2.81 0.85 1.66 4.03 0.58 0.03 
C(7+6+6+5) 0.86 -- -- -0.09 0.49 3.32 -1.05 -0.68 
C(7+6+6+6+5) 0.65 -- -- -0.73 -0.07 2.01 -2.11 -1.39 
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transition is S0  S2. In any case, the experimental value 
(3.48 eV) is close to the calculated one (3.88 eV). Finally, s-
indacene (C(5+6+5)) can also be compared with experimental 
data,284 and good agreement has been found: a forbidden 
band at 1.15 eV (1.03 eV with TDDFT) and an active 
transition at 2.25 eV (2.65 eV). 
 Few information is found about the triplet excited 
states. However, the azulene molecule and their elongated 
derivatives have been already theoretically studied giving 
singlet-triplet gaps matching the present values. Additionally, 
the same quantity has been calculated274 referred to the 
larger molecule of each group (C(6+6+6+6+6), 
C(5+6+6+6+5), C(7+6+6+6+7) and C(5+6+6+6+7)), giving 
satisfactory results. The only experimental value refers to 
azulene, in which the singlet-triplet gap was measured to be 
1.739 eV in solution, close to the results in the present 
study.508 C(5+6+5) and C(7+6+7) show triplet ground states 
with TDDFT; however, DFT calculations show that their 
ground state is actually a singlet excepting C(7+6+6+6+5). 
 Irregular behavior is found on the E[T1] values 
calculated with both SF-TDDFT and TDDFT, and no clear 
trend is devised.  





Figure 98: 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) conditions, in eV, for the 
studied molecules calculated with TDDFT. Some molecules have been 
omitted due to excessive spin contamination. Black straight and dashed 
lines represent the values for tetracene and pentacene, respectively. 
 In Figure 98, C1 positive values are found for all 
bicycles, while pentalene has an almost isoergic 2E[T1]-E[S1] 
value. Tricycles have more negative values than bicycles. The 
low values calculated for T1 in molecules C(5+6+5) and 
C(7+6+7) are responsible for the observed too negative C1 
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resembling the one of tetracene. However, such big systems 
are likely to have S0  S1 transitions lower than 1 eV, so the 
adequacy of these molecules for singlet fission purposes is 
not expected. 
 In summary, apart from the acene series of molecules, 
only pentalene combines a nearly isoergic C1. However, 
molecules C(5+6+6+5), C(5+6+6+7) and C(7+6+6+7) show 
C1 values near to the one of pentacene, so these could also 
be good candidates. 
5.7. Indenofluorenes and indolocarbazoles 
 In Chapter 4, sixteen indenofluorenes (1-16) and five 
indolocarbazoles (1-N, 3-N, 4-N, 6-N and 7-N) were sketched 
as open-shell molecules. Despite this feature was already 
known for some of the proposed molecules, very little 
information is available regarding the singlet fission suitability 
of those molecules. To our knowledge, only the low-lying 
excited states of the indeno[1,2-b]fluorine molecule have 
been studied,25 suggesting a slightly endoergic singlet fission 
process according with theoretical predictions.  
 In Table 61 are summarized the electronic features of 
the proposed molecules. 1 and 4 molecules are investigated 
together with their mesityl derivatives (2 and 5). Interestingly, 
little differences are accounted for in the energy of their S0  
Sn transitions. Additionally, UV-vis measurements of 2 and 4 
have shown that their S0  Sn transitions are 2.41 and 1.70 




eV, respectively. The mesityl derivative of 7 has also been 
measured to be 2.06 eV. The large open-shell character of 3, 
6, 15 and 16 precluded the proper calculation of their excited 
states with TDDFT. The S0  S1 of molecules 1-7 fluctuate 
between 2.33 and 2.01 eV. SF-TDDFT calculations yield S0 
 S1 transitions of 0.66 and 0.57 eV for molecules 3 and 6, 
respectively. Note that the nitrogen-containing molecules 
(indolocarbazoles) reduce the energy of the S1 state 0.08-
0.29 eV with respect to the parent indenofluorene.  
 From the whole set of 21 molecules, two of them were 
predicted to have triplet ground state from the E[T1]
DFT 
calculations: 6 and 6-N. Besides, 3, 3-N and 16 have their 
triplet states only 0.12, 0.11 and 0.03 eV over the singlet, 
respectively. SQUID measurements on a molecule similar to 
16 showed a triplet ground state only 14 meV below the 
singlet.509  
  The calculated C1 energy requirement is represented 
in Figure 99. The obtained 2E[T1]-E[S1] values are negative 
for indenofluorenes (from -0.09 to -0.55 eV), while the 
smallest C1 for the indolocarbazoles is 0.50 eV. SF-TDDFT 
shows that the molecules 3, 3-N, 6 and 6-N yield excessively 
negative C1 values. The C2 condition is also fulfilled for 
molecules 2, 4, 5 and 7, so these molecules are good choices 
for the accomplishment of efficient singlet fission. Molecules 
8, 9, 10 and 14 show high and optically active S0  S1 
transitions, that combines well with the energy of the S0  T1 
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to get slightly endoergic C1 conditions. However, their 2E[T1]-
E[T2] values are higher than 0.30 eV.  
Table 61: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions, in eV, calculated with TDDFT. E[Q1] has been calculated 
with DFT. Reference values taken from Refs. 285, 287 and 298. 
 
 Similar features are accounted for molecules 11 and 
12, while their triplet states are only 0.59 eV over the ground 
state in both cases, originating too exoergic 2E[T1]-E[S1] 
values. Molecule 13 is apparently the less appropriated for 
singlet fission of the whole set. The absorption of the S0Sn 
transitions (n=1,2) is small and the singlet-triplet gap is too 
large. Finally, regarding molecules 14-16, only 14 could be 
  E[S1](f) E[Sn] E[Sn]
EXP
 E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
Indenofluorenes     
1 2.29 (0.00) 2.68 -- 0.99 1.83 4.10 -0.31 0.16 
2 2.33 (0.00) 2.57 2.41 0.89 1.87 4.04 -0.55 -0.09 
3 0.66 -- -- -- -0.51 0.20 3.51 -1.68 -1.21 
4 2.01 (0.08) -- 1.70 0.81 1.67 4.28 -0.39 -0.05 
5 2.06 (0.11) -- -- 0.82 1.75 4.27 -0.42 -0.11 
6 0.57 -- -- -- -0.85 -0.17 3.20 -2.28 -1.53 
7 2.04 (0.07) -- 2.06 0.97 2.15 4.39 -0.09 -0.20 
8 2.59 (0.31) -- -- 1.40 2.51 4.84 0.22 0.30 
9 2.66 (0.33) -- -- 1.45 2.55 4.87 0.24 0.35 
10 2.65 (0.29) -- -- 1.47 2.56 4.94 0.29 0.38 
11 1.81 (0.23) -- -- 0.59 1.16 2.44 -0.63 0.02 
12 2.20 (0.58) -- -- 0.59 2.28 3.85 -1.01 -1.10 
13 2.39 (0.00) 2.49 -- 1.55 1.76 5.11 0.70 1.33 
14 2.79 (0.49) -- -- 1.53 2.69 5.38 0.26 0.37 
15 2.14 -- -- -- 0.28 0.83 4.50 -1.57 -0.27 
16 1.46 -- -- -- -0.61 0.05 3.88 -2.68 -1.26 
Indolocarbazoles      
1-N 2.00 (0.00) 2.76 -- 1.38 1.48 4.38 0.76 1.28 
3-N 1.36 -- -- -- -0.54 0.12 3.45 -1.42 -1.20 
4-N 1.84 (0.00) 2.60 -- 1.17 1.31 4.54 0.50 1.03 
6-N 0.36 -- -- -- -0.75 -0.06 3.62 -1.86 -1.44 
7-N 1.96 (0.01) -- -- 1.25 1.88 4.65 0.55 0.62 
 




calculated with TDDFT methods. However, it shows a 2E[T1]-
E[S1]=0.26 eV.  
 
Figure 99: 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) conditions, in eV, for the 
studied molecules calculated with TDDFT. Some molecules have been 
omitted due to excessive spin contamination. Black straight and dashed 
lines represent the values for tetracene and pentacene, respectively.  
 In summary, molecules 2, 4, 5 and 7 fulfill both C1 and 
C2 conditions and might be considered for future 
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low-lying excited states as well as their experimental 
availability. 
5.8. Derivatives of phenalenyl and acenaphthylene 
 The low-lying excited states of 23 phenalenyl and 
acenaphthylene derivatives have been studied in this 
subsection. In the literature, a few experimental values can be 
found. For instance, the singlet-triplet gaps of very similar 
structures to 2 and 3 (see Figure 48, Chapter 4) have been 
estimated to be 0.21 and 0.17 eV, respectively,13 and their 
absorption spectra show a band at 1.66 eV and 1.43 eV, 
respectively.13,319 With those results C1 can be estimated to 
be -1.24 and -1.10 eV respectively. Better values have been 
obtained for the singlet-triplet gap by means of DFT (0.23 and 
0.12 eV respectively)  
 In Table 62 are collected the excited states of the 
studied molecules, as well as the C1 and C2 energy 
requirements. Molecule 1 shows a triplet ground state, 
following TDDFT results. Nevertheless, E[T1]
DFT is 0.60 eV, 
suggesting a singlet ground state. Too negative 2E[T1]-E[S1] 
values are calculated for these molecules. Similar results are 
obtained for molecules 2-5, 7 and 22-23, using SF-TDDFT. 
Molecules 6, 8 and 9 show too low S0  S1 to match the 
silicon energy gap.  
 Molecules 10-13 have S0  S1 between 1.84 and 2.07 
eV, and only in case of 12 there is a forbidden transition (the 




allowed one is only 0.01 eV above). The singlet-singlet 
transitions compare well with the experimental results. 
Molecules 14-17 have high S0  S1 transitions (higher than 
2.75 eV) and high S0  T1 transitions (higher than 1.57 eV). 
Molecules 18-21 have S0  S1 transitions between 2.01 and 
2.71 eV, apparently appropriated to match the ≈2.2 eV 
desired. 
Table 62: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions, in eV, calculated with TDDFT. E[Q1] has been calculated 
with DFT. Experimental results from Refs. 13, 297 and 319. The spin-
contaminated values are substituted by those obtained by SF-TDDFT and 
highlighted in italics. 
 
    E[S1](f) E[Sn] E[Sn]
EXP
 E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
1 0.65 (0.00) 1.94 -- -0.47 0.51 3.05 -1.58 -1.44 
2 0.72 -- -- 1.66 -0.40 0.38 3.35 -1.52 -1.18 
3 1.13 -- -- 1.43 -0.58 0.21 3.08 -2.29 -1.37 
4 1.09 -- -- -- -0.67 0.12 2.32 -2.44 -1.47 
5 0.74 -- -- -- -0.76 -0.02 3.33 -2.25 -2.44 
6 1.06 (0.11) -- -- 0.24 1.10 2.71 -0.59 -0.63 
7 0.50 -- -- -- -0.56 0.13 2.70 -1.61 -1.25 
8 1.48 (0.01) -- -- 0.83 1.25 2.43 0.18 0.42 
9 1.51 (0.01) -- -- 0.86 1.08 2.39 0.20 0.63 
10 1.89 (0.13) -- 1.63 1.17 1.71 3.12 0.45 0.62 
11 2.01 (0.15) -- 1.54 1.18 1.70 3.04 0.35 0.66 
12 2.07 (0.00) 2.08 -- 1.62 1.69 3.17 1.17 1.56 
13 1.84 (0.03) -- -- 1.46 1.84 3.54 1.08 1.07 
14 3.49 (1.01) -- -- 2.21 2.44 4.53 0.93 1.98 
15 3.65 (0.04) -- -- 2.63 2.91 5.45 1.60 2.35 
16 3.39 (0.00) 3.41 -- 2.22 2.90 4.88 1.05 1.55 
17 2.75 (0.02) -- -- 1.57 2.72 4.46 0.39 0.43 
18 2.71 (0.49) -- -- 1.09 2.62 4.73 -0.54 -0.45 
19 2.67 (0.52) -- -- 1.08 2.59 4.60 -0.52 -0.44 
20 2.01 (0.66) -- -- 0.67 1.97 3.87 -0.67 -0.64 
21 2.08 (0.94) -- -- 0.64 1.92 3.70 -0.79 -0.63 
22 0.69 -- -- -- -0.63 0.28 1.67 -1.95 -1.53 
 




Figure 100: 2E[T1]-E[S1] and 2E[T1]-E[T2] energy differences, in eV, 
calculated with TDDFT. Black straight and dashed lines represent the 
values for tetracene and pentacene, respectively. 
 In Figure 100 are represented the 2[T1]-E[S1] and 
2E[T1]-E[T2] energy differences. The only molecules that fulfill 
C1 and C2 conditions are 6, 18, 19 and 20, although the first 
one shows too low excited states to match the silicon energy 
gap. Molecules 8-11 present reasonable C1 conditions but C2 
is too endoergic. In summary, the selected molecules in this 



















































 As it was previously advanced, zethrene diimides 
show endoergic values for the 2E[T1]-E[S1] condition. 
Zethrene, heptazethrene and octazethrene have been 
previously presented for their use in singlet fission devices. 
471,510 Nevertheless, the research focused on these systems 
still represents a very small fraction compared to that focused 
on the acenes, whose applicability is still limited by low 
extinction coefficients and instability. 511  Thus, in this 
subsection are evaluated a set of zethrene derivatives that 
can be described as quinoidal derivatives. Their excited 
states are investigated using SF-TDDFT method, since large 
spin contamination precluded the use of TDDFT. 
 The excited states are gathered on Table 63, together 
with the 2E[T1]-E[S1] and 2E[T1]-E[T2] energy differences. 
Molecules 1-4 (perylene, zethrene, hexazethrene and 
heptazethrene) show decreasing E[S1] and E[T1] energies as 
long as the molecular size grows. For instance, from perylene 
to octazethrene, the calculated singlet-singlet transition is 
reduced in 1.71 eV, larger than the reduction of 0.99 eV 
observed experimentally. This might be related to an 
overestimation of the S0  S1 transitions. Thus, a large 
molecule such as 5 shows E[S1] as low as 1.45 eV, while the 
experimental value is 2.00 eV. Molecules 3, 6, 11 and 12 
have a structure formed by seven benzene-like rings and 
similar E[S1] energies can be noted, except for molecule 12, 
which has been already described as an almost perfect 
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diradical molecule and shows E[S1]=1.61 eV. In the same 
way, molecules with the same size as octazethrene (7, 9 and 
13) can be compared and low E[S1] are found (1.36-1.57 eV), 
with the only exception of molecule 9 (2.12 eV), which can be 
related to larger diradical character. Finally, molecules 8 and 
10 are comparable to nonazethrene, and very low E[S1] 
energies are found (1.18 and 1.51 eV, respectively, very close 
to the experimental data). In general, although large diradical 
characters are calculated for this group of molecules, which 
would correspond to low-energy excited states, molecules like 
1, 2, 3, 6, 9 and 11 show values of E[S1]>2 eV. 
Table 63: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions, in eV, calculated with SF-TDDFT. E[Q1] has been 
calculated with DFT. Experimental results taken from Refs from 512, 254, 
326, 298 and 513. 
 
 Some negative TDDFT E[T1] energies have been 
found for molecules 4, 7, 8, 10, 12 and 13 but, according to 
  E[S1] E[Sn]
EXP
 E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
1 3.21 2.85 1.58 2.14 6.17 -0.04 1.02 
2 2.64 2.27 0.74 1.40 4.57 -1.17 0.07 
3 2.03 2.11 0.14 0.86 3.19 -1.75 -0.58 
4 1.50 1.86 -0.21 0.56 2.32 -1.92 -0.98 
5 1.45 2.00 0.39 1.19 1.78 -0.68 -0.41 
6 2.23 2.03 0.43 1.07 4.08 -1.38 -0.22 
7 1.57 -- -0.11 0.60 3.42 -1.78 -0.81 
8 1.18 1.25 -0.44 0.35 2.59 -2.05 -1.23 
9 2.12 -- 0.57 1.23 3.29 -0.97 -0.08 
10 1.51 1.51 -0.08 0.70 2.42 -1.66 -0.85 
11 2.12 -- 0.15 0.85 3.55 -1.82 -0.56 
12 1.61 -- -0.36 0.40 3.96 -2.32 -1.11 
13 1.36 -- -0.75 0.08 3.18 -2.87 -1.58 
 




DFT calculations, singlet ground states are predicted. 
Nevertheless, E[T1]
DFT values as low as 0.05 eV (13) or 0.19 
eV (8) were found. Additionally, SQUID experiments provide a 
S0  T1 transition of a close derivative of molecule 4 equal to 
0.17 eV,256 far from the -0.21 eV computed with SF-TDDFT, 
but not so far from the 0.32 eV predicted by DFT. Nonazene 
has also been determined to have a singlet ground state 0.22 
eV lower than the triplet state.337  
 In Figure 101 is observed that all the molecules have 
negative C1 and, with the exception of 1 and 2, also negative 
C2 values. As the zethrene chain length grows (molecules 
from 1 to 4), the C1 values become more negative, as 
expected, due to the reduction of the S0  S1 and S0  T1 
excitations. Molecule 5 also shows negative C1 and C2 
conditions, although rather large tetraradical character is 
observed (y1=0.28). Nevertheless, the quintet state is high 
enough in energy to be problematic. The obtained C1 value is 
located between the limits of tetracene and pentacene. Thus, 
considering the C1 of these molecules (-0.48 and -0.91 eV, 
respectively), it can be asserted that molecules 2, 5 and 9 
have the most adequate 2E[T1]-E[S1] values, combined with 
negative (or almost negative) 2E[T1]-E[T2] quantities. 
Nevertheless, it should not be neglected the rather large 
diradical character they possess. 




Figure 101: 2E[T1]-E[S1] and 2E[T1]-E[T2] energy differences, in eV, 
calculated with SF-TDDFT. Black straight and dashed lines represent the 
values for tetracene and pentacene, respectively. 
 Besides, in the literature can be found several quinone 
derivatives based on the zethrene backbone (see Chapter 4). 
The data of the excited states are collected in Table 64. 
Experimental UV-Vis data are available for zethrene quinones 
derived from molecules 4, 5 and 13. Thus, it is observed that 
the conversion to zethrene quinones leads to the diminution 














































states are shifted to higher energies. Molecules 1, 2 and 4 
show E[S1] values above the desired 2 eV. The C1 energy 
requirement is fulfilled for molecules 2 and 4, while in case of 
molecule 1 is close to the fulfillment. . 
Table 64: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions, in eV, calculated with SF-TDDFT. E[Q1] has been 
calculated with DFT. Experimental data from Refs. 298 and 331. 
 
 As a conclusion, zethrenes 2, 5 and 9 as well as the 
zethrene quinones 1, 2 and 3 might be good candidates for 
singlet fission sensitizers. 
5.10. Polycyclic aromatic hydrocarbons 
 In this subsection, the low-lying excited states of 
thirteen polycyclic aromatic hydrocarbons (PAH) have been 
investigated. Among them, molecules 1-7 are well described 
and have been selected from the analysis carried out by 
Parac and Grimme,336 in which the lowest excitation energies 
were calculated by means of TDDFT and compared with 
experimental data. Additionally, six of the cyclopenta-fused 
PAHs (CP-PAHs) investigated by Naskar and Das (8-13)333 
may provide a starting point for further considerations, as 
these authors have observed that molecule (8), pyracylene, 
might match the 2E[T1]-E[S1] requirement.  
  E[S1] E[Sn]
EXP
 E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
1 2.59 2.00 1.10 1.66 3.53 -0.39 0.54 
2 2.02 1.86 0.76 1.38 3.56 -0.51 0.13 
3 1.75 -- 0.44 0.88 2.47 -0.88 -0.01 
4 2.60 2.24 1.78 2.18 3.45 0.96 1.38 
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Table 65: Energies of the first singlet (E[S1]) and two triplet (E[T1] and 
E[T2]) excited states, and the 2E[T1]-E[S1] (C1) and 2E[T1]-E[T2] (C2) 
energy conditions, in eV, calculated with TDDFT. E[Q1] has been calculated 
with DFT. Experimental data from references 514 and 515. 
 
 The lowest excited states of molecules 1-13 are 
gathered on Table 65. The S0  S1 transitions are 
characterized as   * transitions, and high oscillator 
strengths could be found for molecules from 1 to 7. These 
molecules show large E[S1] values that, in some cases, 
exceeds 3 eV. As it has been already commented, the 
change of aggregation state from gas to the solid results on 
the redshift of the absorption band and, therefore, more 
reasonable values (around 2 eV) may be expected in these 
molecules. Additionally, experimental data could be found 
regarding the E[T1] values. Thus, molecules 1, 4 and 5 have 
T1 states 2.08, 2.40 and 1.82 eV higher than the values 
predicted by TDDFT, respectively. Some optically forbidden 
transitions can be found (1, 4, 8, 9). Among them, no active 
  E[S1](f) E[Sn] E[Sn]
EXP
 E[T1] E[T2] E[Q1] 2E[T1]-E[S1] 2E[T1]-E[T2] 
1 3.98 (0.00) 4.02 3.53 2.51 3.76 6.39 1.04 1.27 
2 2.57 (0.81) -- -- 0.98 2.27 3.81 -0.61 -0.31 
3 1.95 (0.32) -- 1.87 0.58 2.35 4.15 -0.78 -1.18 
4 3.49 (0.00) -- 3.72 2.77 3.32 5.66 2.04 2.22 
5 3.50 (0.36) -- 3.06 2.15 3.37 5.69 0.81 0.93 
6 3.54 (0.11) -- 3.23 2.30 3.16 5.50 1.07 1.45 
7 3.12 (0.44) -- 2.87 1.67 3.04 5.66 0.22 0.30 
8 2.26 (0.00) 3.44 2.56 1.57 2.58 5.95 0.87 0.55 
9 2.34 (0.00) 3.21 -- 1.58 2.23 4.88 0.82 0.93 
10 0.89 (0.01) -- 0.90 0.43 1.30 3.44 -0.04 -0.45 
11 2.07 (0.01) -- 1.61 1.55 1.72 3.40 1.03 1.38 
12 1.21 (0.01) -- -- 0.59 1.47 3.20 -0.04 -0.30 
13 1.25 (0.01) -- -- 0.57 1.16 2.73 -0.12 -0.03 
 




transition could be found on molecule 4, although an 
experimental absorption maximum is present at 3.72 eV.  
 
Figure 102: 2E[T1]-E[S1] and 2E[T1]-E[T2] energy differences, in eV, 
calculated with TDDFT. Black straight and dashed lines represent the 
values for tetracene and pentacene, respectively.   
 The 2E[T1]-E[S1] and 2E[T1]-E[T2] conditions are 
depicted on Figure 102. Only five molecules show negative 
C1 and C2, PAHs 2 and 7, as well as CP-PAHs 10, 12 and 
13. While these CP-PAHs show 2E[T1]-E[S1] values between 
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and 3 show excessively negative C1 values. In the other 
hand, molecule 7 has a slightly endoergic C2 condition (0.22 
eV), but this molecule will be included in the final selection 
because the soft application of heat could overcome this 
disadvantage. Regarding molecules 10, 12 and 13, they show 
low S0  S1 absorptions that could negatively affect the 
efficiency of the process.  
 In summary, five promising candidates for singlet 
fission have been found in this group: 2, 7, 10, 12 and 13. 
5.11. Summary and conclusions 
 To conclude, the low-lying excited states of up to 538 
molecules have been analyzed in this chapter in order to 
establish their ability to undergo the singlet fission 
mechanism. Two energy conditions have been used to select 
promising candidates: (i) the energy of the first singlet state 
(E[S1]) should be at least double of that of the first triplet state 
(E[T1]). (ii) The energy of the second triplet state (E[T2]) 
should be at least double of that of E[T1]. This two conditions 
can be expressed as 2E[T1]-E[S1]≤ 0 and 2E[T1]-E[T2] 0. Note 
that slight endoergicity in the first condition (2E[T1]-E[S1]>0) 
can be accepted. 
 Additionally, other considerations have also been 
inspected in this chapter. These features should be taken into 
account as recommendations, rather than compulsory 
requirements. They are listed as follows: 




i. An optimal efficiency on the transformation of sunlight 
into electrical energy by means of singlet fission 
mechanism connected with a solar cell would require 
a T1 state matching the bandgap of the 
semiconductor. In general, crystalline silicon is used 
(1.1 eV), but other semiconductor with bandgaps up to 
1.8 eV can be used instead. 
ii. The diradical character is intimately related with the 
energy of the T1 state, and optimal E[T1] values are 
found for intermediate y0, such as in pentacene 
(y0=0.42). 
iii. The tetraradical character (y1), which is related to low 
Q1 states that may diminish the efficiency of the 
process, might also be studied. The y1/y0 ratio should 
be lower than 0.2.  
 From the exhaustive TDDFT and SF-TDDFT analysis, 
we have found up to 126 molecules (around 23% from the 
total) that match the energy requirements and can be 
considered as potential singlet fission sensitizers: 
 32 conjugated quinones and methylene derivatives 
(14 Q, 14 QDM and 4 QM) 
 11 molecules resulting from structural modifications of 
the 1,5-anthraquinone: a) the oxygen of the carbonyl 
substituted by S and Se; b) substitution of boron in  
and  positions; c) substitution of silicon in  and  
positions; d) insertion of NH2 in ,  and  positions; e) 
insertion of OCH3 and OH in  position. 
Chapter 6. Singlet fission  
317 
 
 2,6 dicarbonyl in tetracene, pentacene and hexacene 
 2,3 and 1,7 dicarbonyl in hexacene 
 15 croconates and 13 squarates 
 11 oligothiophenes 
 4 aromatic diimides 
 8 indigo-like cromophores 
 4 other carbonyl-containing chromophores 
 4 derivatives of naphthalene, pentalene, heptalene 
and azulene 
 4 indenofluorenes  
 4 phenalenyl and acenaphthylene derivatives 
 6 zethrenes and quinone derivatives 
 2 PAHs and 3 CP-PAHs 
 From section 3, 32 molecules have been selected and 
some of them are experimentally available, such as 1,7-
C(6+6)/Q, 6-C(6+7)/Q or 1,2-C6/QDM and 1,4-C6/QDM. 
Following, many croconates and squarates have been 
already experimentally studied and, inspecting their low-lying 
excited states, croconates as 6 or squarates as 2, 5, 17, 19 
and 20 should be highlighted. From the aromatic diimides, 
molecule 11 matches both C1 and C2 conditions, has an 
optically active S0  S1 transition and it has already been 
synthesized. This molecule is structurally related with 
tetracene. Indigo-related structure 11 nicely fulfills the singlet 
fission requirements. Indenofluorenes 2, 4 and 7 have been 
synthesized and the calculations performed suggest that they 
should be further investigated from an experimental point of 




view. Zethrene quinones seem appropriated for SF like their 
zethrene counterparts and zethrene quinone 1 is the most 
attractive. 
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 Organic open-shell diradicals have motivated intense 
consideration of experimentalists and theoreticians in the 
search of molecular materials with new and intriguing 
properties. Nevertheless, many of their features remain 
elusive due to difficulties to obtain experimental data. In this 
context, computational approaches have emerged as a 
valuable tool to unravel some of the otherwise inaccessible 
characteristics. In this thesis, a detailed analysis of the 
diradical nature and its influence in features such as low-lying 
excited states and redox chemistry has been performed in a 
large number of diradical structures. 
 Firstly, an assessment of a set of recently developed 
DFT functionals including long-range corrected, dispersion 
corrected and screened-exchange functionals has been 
carried out to define an efficient and computationally less 
demanding method to study these complicated electronic 
structures. Besides, four high-level composite methods 
designed for the study of radical species (G3n-RAD) have 
been tested. The main conclusion is that, in general, the 
studied functionals represent fairly well the diradical nature, 
although the incorporation of a certain amount of Hartree-
Fock exchange is essential to calculate certain parameters. 
Functionals such as B3PW91, SOGGA11-X, M11 and 
B97X-D are suggested as good candidates for the 
calculation of features like EA, IP and E[T1]
DFT. Besides, M06-
2X functional is highlighted for the calculation of low-lying 
excited states using TDDFT.  




 A representative selection of molecules has been 
selected to characterize their ground state and analyze their 
diradical character (y0). Firstly, a set of conjugated quinones 
and methylene derivatives formed by one, two or three fused 
rings with sizes between three and seven carbons is 
proposed. Then, the 1,5-anthraquinone is selected as a probe 
molecule to introduce modifications such as substitution of the 
carbonyl oxygen, substitution of carbons in the backbone by 
heteroatoms, addition of substituents and elongation of the 
conjugated chain. Large dependences have been found with 
the studied modifications. For instance, in the substitution of 
the carbonyl oxygen, y0 is generally increased with the atomic 
number. The presence of heteroatoms in the carbon 
backbone modifies the diradical character depending both on 
the nature and the position of the heteroatom. Additionally, 
the effect of EWG or EDG substituents mainly relies upon the 
position rather than in their nature. Finally, increasing the 
chain length leads to an enhancement of y0. 
 Next, a large screening of potential diradicals available 
in the literature has been performed and new derivatives have 
been proposed in order to study the nature of their ground 
state and expand the number of open-shell molecules, in the 
pursuit of promising candidates to be used in organic cathode 
materials and as singlet fission sensitizers. Most of the 
analyzed molecules show non-negligible diradical character 
and it is remarkable for groups like croconates, diimides, 
indolocarbazoles, zethrenes, oligothiophenes and derivatives 
of pentalene, azulene and hepatalene. Indigo-based and 
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carbonyl-containing chromophores show moderate to low 
diradical character. 
 The electrochemical features of the previously studied 
carbonyls have been investigated, including the first and 
second reduction potentials, first oxidation potential, electron 
affinity, ionization potential, and energy density. It is found 
that, in general, larger diradical characters accomplish larger 
EAs and redox potentials, suggesting that this feature may be 
used as a new, unexplored variable for tuning redox 
potentials. The addition of EWG substituents increases the 
reduction potentials, nevertheless lower energy densities are 
obtained due to the increase of the molecular weight. 
Additionally, the substitution of carbonyl oxygen by S and Se, 
as well as N and P in the carbon backbone (in  and  
positions) lead to derivatives with larger reduction potentials 
that may be good candidates for improved cathode materials. 
From the experimentally available carbonyl-containing 
molecules investigated, many of them show high reduction 
potentials, such as croconates, diimides, indigo-based dyes 
or carbazoloquinones, and may be proposed for further 
investigations. Thus, although the large size of some of them 
might be detrimental, an eventual experimental design with 
some of these materials might overcome the limitations of the 
traditional inorganic battery catodes. 
 The low-lying excited states of the whole set of 
molecules proposed in this thesis have been analyzed in 
order to establish their ability to undergo singlet fission, in the 




pursuit of new sensitizers that may improve the performance 
of archetype molecules such as tetracene and pentacene. 
Two energy conditions have been used to select promising 
candidates: (i) 2E[T1]-E[S1]0 and (ii) 2E[T1]-E[T2]<0. The 
energies of the singlet and triplet states are, in general, 
decreased with larger y0. Besides, it is known that adequate 
singlet fission materials require moderate diradical character, 
singlet-triplet gaps around 1.1 eV, and separation between 
the S0 and S1 around 2.2 eV. Thus, from the exhaustive 
TDDFT and SF-TDDFT analysis, up to 126 molecules from all 
the studied groups match the energetic requirements and can 
be selected as potential singlet fission sensitizers, including 
more than 40 carbonyls and methylene derivatives, 15 
croconates, 13 squarates, 11 oligothiophenes and more than 
10 chromophores, to mention some. 
 To conclude, although part of the results presented 
here are still unpublished, this thesis has contributed, up to 
now, to the following publications: 
 López-Carballeira, D. and Ruipérez, F. (2016). 
Evaluation of modern DFT functionals and G3n-RAD 
composite methods in the modelization of organic 
singlet diradicals. Journal of Molecular Modeling, 
22(4):76. doi: 10.1007/s00894-016-2950-z 
 López-Carballeira, D. and Ruipérez, F. (2017). Singlet 
open-shell diradical nature and redox properties of 
conjugated carbonyls: a quantum chemical study. 
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Theoretical Chemistry Accounts, 136(3):32. doi: 
10.1007/s00214-017-2061-7 
 López-Carballeira, D., Casanova, D. and Ruipérez, F. 
(2017). Theoretical design of conjugated diradicaloids 
as singlet fission sensitizers: quinones and methylene 
derivatives. Physical Chemistry Chemical Physics, 
19(44), 30227–30238. doi: 10.1039/c7cp05120d 
 López-Carballeira, D., Casanova, D. and Ruipérez, F. 
Potential use of squarates and croconates as singlet 






 Se usa el término dirradical para designar a aquellas 
moléculas que tienen dos electrones desapareados en su 
última capa y, por tanto, son moléculas de capa abierta. 
Cuando estos electrones están localizados en dos orbitales 
moleculares no enlazantes, el dirradical se puede representar 
por medio de seis configuraciones electrónicas: dos tripletes, 
dos singletes de capa cerrada y dos singletes de capa 
abierta. Según la regla de Hund, el dirradical más estable 
será aquél cuya multiplicidad es triplete, seguido por el 
singlete de capa abierta, de modo que el singlete de capa 
cerrada es el más inestable, debido a la repulsión 
interelectrónica. Sin embargo, si el valor de la integral de 
solapamiento entre los orbitales moleculares donde se 
encuentran los electrones desapareados es muy pequeño o 
despreciable, es posible que la regla de Hund no se cumpla y 
la multiplicidad más estable sea el singlete de capa abierta. . 
 Actualmente, hay un gran interés en el estudio de 
estos dirradicales debido a las extraordinarias propiedades 
ópticas y magnéticas que muestran, siendo de gran 
relevancia en optoelectrónica y espintrónica. Algunas de 
estas propiedades son estados excitados de baja energía, 
alto rendimiento en procesos de fisión de singlete, absorción 
en el infrarrojo cercano, diferencias de energía modulables 
entre alto y bajo espín, mejora de las propiedades ópticas no 
lineales, etc., cuyo origen está en el carácter dirradical de su 




estructura electrónica singlete de capa abierta. De este 
modo, este tipo de moléculas representan una alternativa 
prometedora a los materiales orgánicos convencionales, en 
particular para su aplicación en dispositivos fotovoltaicos o en 
cátodos de baterías orgánicas. 
 A pesar de los esfuerzos llevados a cabo para la 
caracterización experimental de estos sistemas, muchas de 
sus propiedades siguen estando sin dilucidar debido a su 
inestabilidad y reactividad. En este contexto, los enfoques 
computacionales han surgido como una herramienta valiosa 
para desentrañar algunas de las características que de otro 
modo serían inaccesibles. Sin embargo, la descripción teórica 
de dirradicales singlete es muy complicada, ya que métodos 
como la Teoría del Funcional de la Densidad (DFT) o 
métodos monoconfiguracionales Hartree-Fock (HF) o post-HF 
no son capaces de representar correctamente una 
configuración singlete de capa abierta. Así, una descripción 
precisa de esta situación debería llevarse a cabo con 
métodos multiconfiguracionales como CASSCF/CASPT2, 
MR-CI o MR-AQCC, cuyo uso está muy limitado para el 
análisis de sistemas moleculares grandes o para el análisis 
sistemático de muchos sistemas, por el alto coste 
computacional que suponen. 
 Una alternativa para superar las limitaciones 
inherentes de DFT es el uso del formalismo broken symmetry 
(BS), donde la función de onda es una combinación de las 




y ya no es autofunción del operador total de espín     , lo 
que se denomina como contaminación de espín. Así, para 
obtener valores representativos de las energías del estado 
singlete, esta contaminación de espín debe corregirse y, para 
ello, la aproximación de Yamaguchi es particularmente útil. 
 Esta tesis representa una contribución al cálculo y 
entendimiento de propiedades relevantes en dirradicales 
orgánicos singlete. Para ello, se ha realizado un análisis 
detallado de la naturaleza dirradical y la influencia que pueda 
tener sobre los estados excitados y la electroquímica de un 
gran número de estructuras donde el carácter diradical (y0) 
sea distinto a cero. 
 En primer lugar, se ha llevado a cabo una evaluación 
de un conjunto de funcionales DFT recientemente 
desarrollados, que incluyen correcciones de largo alcance, de 
dispersión y funcionales conocidos como screened-
exchange, con la finalidad de definir un método eficiente y 
que demande menos recursos desde un punto de visto 
computacional, para el estudio estos sistemas complicados. 
Además, se han evaluado cuatro métodos compuestos de 
alto nivel diseñados especialmente para el estudio de 
especies radicalarias (G3n-RAD). La conclusión principal es 
que, en general, los funcionales estudiados representan 
bastante bien la naturaleza de capa abierta de estos 
sistemas, aunque la incorporación de una cierta cantidad de 
intercambio Hartree-Fock es esencial para calcular ciertas 
magnitudes. Se sugieren funcionales tales como B3PW91, 




SOGGA11-X, M11 y B97X-D como buenos candidatos para 
los cálculos de afinidad electrónica (EA), potencial de 
ionización (IP) y singlet-triplet gap (STG). Además, el 
funcional M06-2X destaca para el cálculo de estados 
excitados en combinación con TDDFT. 
 Se ha realizado una selección de un conjunto 
representativo de moléculas para caracterizar la naturaleza 
del estado fundamental y su carácter dirradical. Primero, se 
ha propuesto un conjunto de quinonas conjugadas y 
derivados de metileno formados por uno, dos o tres anillos 
fusionados con tamaño de anillo de entre 3 y 7 carbonos. A 
continuación, la 1,5-antraquinona es seleccionada para 
realizar modificaciones en su estructura y analizar sus 
efectos en el carácter dirradical. Estas modificaciones 
incluyen la sustitución del oxígeno carbonílico, la sustitución 
de carbonos por heteroátomos, la adición de grupos 
funcionales y la elongación de la cadena conjugada. Se han 
observado importantes modificaciones del carácter dirradical; 
por ejemplo, al sustituir el oxígeno carbonílico, y0 suele 
aumentar con el número atómico. La presencia de 
heteroátomos en la cadena conjugada modifica esta 
propiedad dependiendo tanto de la naturaleza del 
heteroátomo como su posición. Además, el efecto de la 
presencia de grupos funcionales se basa fundamentalmente 
en su posición más que en su naturaleza dadora o aceptora 
de electrones. Finalmente, el aumentar la longitud de la 





 A continuación, se ha realizado una amplia selección 
de posibles dirradicales disponibles en la literatura y se han 
propuesto nuevos derivados para estudiar la naturaleza de su 
estado fundamental y expandir el número de moléculas de 
capa abierta. Esto ayudará a encontrar nuevas y 
prometedoras moléculas que puedan ser utilizadas como 
cátodo en nuevas baterías orgánicas y como sensibilizadores 
en células solares basadas en fisión de singlete. La mayoría 
de las moléculas analizadas muestran un carácter diradical 
apreciable que incluso llega a ser muy notable para grupos 
como croconatos, diimidas, indolocarbazoles, zetrenos, 
oligotiofenos y derivados de pentaleno, azuleno y heptaleno. 
Por otro lado, cromóforos que contienen grupos carbonilo 
(como el índigo) muestran un carácter dirradical bajo o 
moderado. 
 Se han investigado las características electroquímicas 
de los compuestos carbonílicos estudiados previamente, 
incluyendo el primer y segundo potencial de reducción (ER
1 y 
ER
2), el primer potencial de oxidación (EO
1), la afinidad 
electrónica (EA), el potencial de ionización (IP) y la densidad 
de energía (EDEN). Se ha encontrado que, en general, un 
carácter dirradical alto se relaciona con valores altos de 
afinidad electrónica y potencial de reducción, lo que sugiere 
que esta característica se puede utilizar como una nueva 
variable no explorada para modificar los potenciales redox. 
La adición de sustituyentes dadores de electrones aumenta 
los potenciales de reducción; sin embargo, se obtienen 
densidades de energía más bajas debido al aumento del 




peso molecular. Además, la sustitución del oxígeno de 
carbonilo por azufre y selenio, así como nitrógeno y potasio 
en la cadena principal de carbono (en las posiciones 
denominadas como  y ), conduce a derivados con altos 
potenciales de reducción y que, por tanto, pueden ser buenas 
opciones para el diseño de baterías orgánicas más eficientes. 
 Se han investigado derivados carbonílicos que están 
experimentalmente disponibles, y muchos de ellos muestran 
potenciales de reducción altos. Ejemplos de ello son los 
croconatos, diimidas, índigo y sus derivados o las 
carbazoloquinonas. Por tanto, algunas de las moléculas 
propuestas pueden, por sus propiedades, ser un buen punto 
de partida para futuras investigaciones ya que, aunque el 
gran tamaño de algunos de ellos podría influir negativamente 
en propiedades como la densidad de energía, un diseño 
específico molecular podría superar las limitaciones de los 
cátodos inorgánicos tradicionales. 
 Los estados excitados más bajos de todo el conjunto 
de moléculas propuesto en esta tesis han sido analizados 
para establecer su capacidad de experimentar el proceso de 
fisión de singlete, para así poder diseñar sistemas que 
puedan mejorar el rendimiento de moléculas arquetípicas en 
fisión de singlete como tetraceno y pentaceno. Se han 
utilizado las siguientes dos condiciones de energía para 
seleccionar candidatos óptimos: (i) la energía del primer 
estado excitado singlete debe ser ligeramente mayor, o al 




excitado triplete: 2E[T1]-E[S1]0; (ii) la energía del segundo 
estado excitado triplete debe ser mayor del doble de la 
energía del primer triplete: 2E[T1]-E[T2]<0. 
 Previamente a este estudio, moléculas con carácter 
dirradical intermedio han sido propuestas como candidatos 
prometedores para experimentar fisión de singlete, debido a 
sus pequeñas diferencias de energía entre el singlete y el 
triplete (singlet-triplet gap) que favorecen el cumplimiento de 
las dos condiciones mencionadas. Como las energías de los 
estados excitados singlete y triplete están relacionados con el 
carácter dirradical, esta propiedad es sugerida como una 
pauta para el diseño de nuevos sensibilizadores de fisión de 
singlete. Se ha observado que las energías de los estados 
singlete y triplete disminuyen, en general, al aumentar y0, por 
lo que ambas condiciones serán satisfechas preferentemente 
por aquellas moléculas con cierto carácter dirradical, si bien 
un carácter dirradical demasiado alto daría lugar a que la 
condición (i) fuera demasiado negativa, lo que también 
tendría un efecto negativo. Además de las dos condiciones 
energéticas citadas anteriormente, se sabe que los 
materiales adecuados para fisión de singlete requieren una 
energía entre el estado fundamental (S0) y el primer triplete 
(T1) de alrededor de 1.1 eV y una separación entre S0 y S1 
alrededor de 2.2 eV. 
 Gracias a un exhaustivo análisis en el que se han 
analizado los estados excitados obtenidos mediante cálculos 
TDDFT y SF-TDDFT, hasta 126 moléculas propicias para 




fisión de singlete han sido seleccionadas, entre las que se 
pueden destacar 40 carbonilos y derivados de metileno, 15 
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