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ABSTRACT
The geometry of rock joint systems was studied through the
development of five rock joint system models and measures for
rock joint system intensity ("persistence"), connectivity, and
intact rock block size. The five rock joint models are:
orthogonal joints, disk shaped joints (Baecher et.al.,1978),
Poisson planes forming polygonal joints (Veneziano, 1979),
Poisson planes forming polygonal joints and polyhedral rock
blocks, and mosaic block tesselation. Rock joint models were
compared to observed joint geology and known geological
mechanisms.
Analytical derivations and numerical simulations were performed
to characterize the models and measures in both two and three
dimensions. Hydrological applications of the models and measures
were developed in detail, and additional applications were
introduced in the areas of hydrology, slope stability, excavation
engineering, and site characterization.
Of the five models studied, three are in current use, and two are
new. One of these new models, based upon Poisson planes with
joints defined between joint plane intersections, appears to be
well suited for description of a number of features of observed
joint geometries not found in earlier models. This model also has
significantly higher connectivity and hydraulic conductivity than
earlier models.
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1.0 INTRODUCTION
1.1 SCOPE
Faults, folds, and joints are major structural features which
influence most of the behavior of rock formations. Rock joints in
particular play an important role in determining most rock mass
properties, since they occur in almost all rock formations. Rock
mass properties influenced by jointing include hydraulic
conductivity and dispersion, strength, and deformability.
Characterization of rock joints is therefore essential for
applications in geohydology, slope stability, excavation
engineering, and site characterization.
There are three basic approaches to the characterization of the
geometry of rock joints: disaggregate measures, rock joint system
models, and aggregate measures. In the disaggregate measure
approach, the geometric characteristics of each joint (size,
shape, location, orientation, and planarity) are described
separately. This approach is useful for description of specific
geological conditions, but is problematic for engineering
applications, in which a description of the overall jointing
system are required.
This dissertion will characterize the geometry of rock joint
systems using rock joint system models and aggregate measures.
Joint system models are simplified mathematical representations
of joint geometry, which can be used in the conceptual
development of approaches to the solution of rock mechanics
23
problems. Aggregate measures describe the overall geometry of
joint systems, and are useful for applications where descriptions
of complete joint systems are required.
Five rock joint system models, and three classes of aggregate
joint system measures will be developed in this disseration. The
classes of aggregate measures developed here are: persistence
(intensity), connectivity, and block size. The models and
measures will be developed and evaluated from the perspectives of
geology, theoretical derivation, numerical simulation, and
application:
o Geology: Joint system models are only useful if
they are representative of joint system geometries
which occur frequently in actual rock formations.
The applicability of the joint system models
developed here will be assessed on the basis of
observed in situ jointing patterns, and on the
basis of an understanding of the fundamental
mechanisms of joint genesis.
o Theoretical Derivation: One of the advantages of
the development of mathematical models for rock
joint systems, is that many of the characteristics
of these models can be derived analytically. Thus,
Aggregate measures of joint system geometry will be
derived for each of the five joint system models,
in both two and three dimensions.
24
o Numerical Simulation: Rock joint system models can
also be simulated numerically. Two and three
dimensional computer programs will be developed for
simulation of rock joint system models. Simulations
will be performed to supplement the results of
theoretical derivations of aggregate measures, and
to verify theoretical solutions.
o Applications: Applications of rock joint models and
measures to hydrological scale and anisotropy
effects will be developed in detail. In addition,
potential applications to slope stability,
excavation engineering, and site characterization
will be described, and directions for future
research will be presented.
1.2 ORGANIZATION
This dissertation is orgainized into twelve chapters and an
appendix.
Chapters 1, 2, and 3 introduce the basic concepts necessary for
development of joint system models, and define the five joint
system models which will be developed and characterized
throughout the dissertation. Chapter 4 presents a geological
perspective of joint system models, including their relationship
to observed jointing patterns and joint formation mechanisms.
Chapter 4 may be skipped by readers interested only in the
characterization and application of joint system models and
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measures.
Aggregate measures for joint system persistence (intensity),
connectivity, and rock block size are defined in Chapter 5. In
addition, Chapter 5 presents two dimensional theoretical
derivations for these aggregate measures for all five joint
system models. Two dimensional numerical simulations of joint
systems, and parametric studies with aggregate measures and joint
systems models are described in Chapter 6.
Theoretical derivations and numerical simulations for joint
systems models and aggregate measures are extended to three
dimensions in Chapters 7 and 8 respectively.
Chapters 9 and 10 present new applications of joint system models
and aggregate measures. Chapter 9 develops detailed applicarions
of connectivity measures to scale effects and anisotropy in the
hydrological behavior of joint systems. Chapter 10 surveys
potential applications of joint system models and measures to
rock slope stability, excavation engineering, and site
characterization.
Important results of research into rock joint models and measures
are summarized in Chapter 11, which also describes directions for
future research. Conclusions are presented in Chapter 12.
Documentation for the joint system simulation package JINX is
provided in Appendix A.
1.3 NOTATION
This dissertation was produced with equipment incapable of
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displaying Greek and mathematical symbols. As a result, Greek
letters and mathematical functions are specified by their English
names. In this notation the Greek letters used in this
disseration include, for example, alpha, pi, lambda, phi, and
theta. Mathematical functions of integration, summation,
exponentiation, and natural (base e) logarithm are represented as
integral, sum, exp, and log. Sine, cosine, tangent, arcsine,
arccosine, and arctangent are represented as sin, cos, tan,
asin, acos, and atan.
Multiplication and division are represented by the symbols * and
/ . Polynomial powers are represented by the caret ^. Thus X
squared is represented as X^2, and Y to the power -1.3 is
represented as Y^(-1.3) 
Dimensions for parameters are provided in square brackets, [ ].
Abbreviations for symbols include length L, time t, temperature
T, and mass M. Thus dimensions of area are represented as L^2],
and dimensions of length per unit time squared are represented as
CL/t^2].
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2.0 BACKGROUND FOR JOINT SYSTEM MODELING
2.1 INTRODUCTION
Rock joints play an important role in determining the mechanical
and hydrological behavior of rock masses. An accurate description
of jointing is therefore critical to all rock mechanics analyses.
The types of information required for complete description of
jointing can be divided into three classes:
o Geometric characteristics - The shape, size, location,
orientation, and planarity of joints,
o Distributional parameters - Distributions of joint
shape, size, orientation, location, and planarity,
o Joint properties - Joint stiffness, strength,
effective hydraulic aperture, and roughness.
The emphasis of this dissertation is on the development and
characterization of new and existing models for the geometric
characteristics of systems of rock joints within a rock mass,
"joint system models". Distributional parameters and joint
properties have been addressed in earlier research (Dershowitz,
1979; Einstein et.al, 1980), and will be referred to here only in
the context of joint system modeling. Research on distributional
parameters necessary for development of joint system models is
summarized nevertheless in Section 2.3 
Joint system models are constructed by specifying particular
combinations of joint geometric characteristics (i.e. joint
shape, size, location, orientation, and planarity) to obtain a
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complete and consistent representation of joint geometry. This
chapter will introduce the concepts necessary for the development
of rock joint system models. Chapter 3 will describe five joint
system models which will provide the basis for the remainder of
this dissertation.
2.2 BASIC CONCEPTS
2.2.1 Introduction
Rock joints can be viewed conceptually as two dimensional
features within a three dimensional region, the rock mass (Figure
2.1). The purpose of joint system modeling is to describe both
the two dimensional geometric characteristics, such as size and
shape, and the three dimensional characteristics of location and
orientation of these two dimensional features within the three
dimensional region. In this section, the range of possible two
and three dimensional geometrical characteristics will be
discussed. In addition, "secondary" characteristics of joint
termination and autocorrelation, which provide more consise
description of some of the above primary characteristics will be
discussed.
While joints are two dimensional features, it is frequently
desirable to evaluate joints as one dimensional traces in a two
dimensional trace plane. Geometric characteristics of for joints
traces will also be discussed.
All joint geometric characteristics may be defined either
deterministically or stochastically. Stochastic characteristics
29
for Rock Joint SystemsFigure 2 Conceptual Model
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must be described by distributional information. Distribution for
joint geometric characteristics are discussed in Section 2.3, and
will be referred to in this section only as necessary to clarify
basic concepts of joint geometric characteristics.
2.2.2 Joint Shape
Joint shapes in rock masses depend upon a large number of factors
related to joint formation, including rock mass lithology,
crystal structure, stress history, and the mechanics of rock
fracture. Given the variety of geological conditions, it is
reasonable to expect that joints will assume a wide variety of
shapes, and that many of these shapes can not be described by
standard mathematical forms.
In general, however, joint system models are limited to regular,
convex mathematical shapes, which are more tractable for analysis
and simulation. Regular shapes for convex two dimensional regions
are as shown in Figure 2.2. Regular two dimensional regions
include:
o Smooth Boundaries: Circle, Ellipse
o Three Sides: Right, Equilateral, and Oblique Triangles
o Four Sides (Quadrilateral): Square, Rectangle,
Parallelogram, Trapezoid, Trapezium
o n Sides (Polygon): Equilateral and non-equilateral Pentagon,
Hexagon, Septagon, etc.
Many of these shapes have been used in rock joint system models
reported in the literature. Circular and elliptical joint shapes
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have been utilized in rock joint modeling by Baecher and
Lanney(1978), Warburton(1980a),and Long(1984). Warburton(1980b)
evaluated the implications of quadrilateral joint shapes,
including squares, rectangles, and parallelograms. A joint system
model developed by Veneziano(1979) incorporates polygonal joint
shapes with a stochastic distribution of the number of joint
sides.
For trace plane representations of joint geometry, the shape of
joints can only be represented by line or curve segments, or
splines.
2.2.3 Joint Size
The term joint applies to a wide range of structural features,
from the scale of centimeters to hundreds of meters. Where joints
extend beyond the scale of the problem being evaluated, or
traverse the entire rock mass, joints are referred to as
"unbounded" or "infinite" size. For bounded joints, joint size
may be represented by joint area, or, for regular joint shapes,
by joint radius or joint edge dimensions.
Joint size for bounded joints may be assumed to be either
constant or stochastic. Most analyses of three dimensional
jointing have assumed stochastic joint size, defined by a
distribution of joint radius or edge dimension (Einstein et.al.,
1980, Warburton, 1980a and b).
If joint locations are stochastic, even if joint sizes are
deterministic, joint traces will be stochastic. The distribution
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of joint trace lengths depends upon both joint sizes and joint
shapes (see Section 2.3.3).
2.2.4 Joint Planarity
As will be shown in the survey of the geological basis of joint
system modeling (Chapter 4), joints are generally planar, but
can also have curved and undulatory shapes. To facilitate joint
system modeling,
Non-planar joints
planar joints, as a
by the equation
possible mathemati
splines, sinusoids,
For models of plana
linear. The traces
projection of the
For joints strik
projections will
dimensional joint.
sine curve traces.
however, planar joints are generall
might be represented as series of
spline fit to the desired nonplanar
of a regular curve. F
cal representation of
and three dimensional
r joints, joint traces
of non-planar joints ar
three dimensional joint
ing parallel to the
correspond directly to
For example, sinisoidal
Wheter the joints strik
y assumed.
connecting
shape, or
igure 2.3 illustrates
non-planar jointing by
surfaces of revolution.
in two dimensions are
e curves defined by the
onto the trace plane.
trace plane, these
the form of the three
surfaces will produces
e parallel to the trace
plane or not, however, the equation for joint curvature in a
trace plane will be derivable directly from three dimensional
representations.
2.2.5 Joint Location
It is difficult to define joint locations without respect to the
distribution of all joint locations. As a result, most discussion
heter 
the ioints strike Darallel to the trace
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of joint location will be presented in the context of stochastic
representations in Section 2.3 . Here, regular and stochastic
joint location processes will be described briefly.
Joint location, specified by the center or end points of
jointing, may be either a regular, deterministic process, or a
stochastic process. Regular jointing may be either uniform or a
regular series, for example an exponential or geometric series of
progressively increasing spacings between joints. Jointing
location on a regular grid with constant distances is one of the
simplest assumptions for rock joint location, and has been
utilized by Snow(1965).
The most commonly utilized stochastic processes for definition of
joint location is the Poisson process, in which joints are
located independently according to a uniform distribution in
x,y,and z axes (i.e., Einstein et.al, 1980; Baecher and Lanney,
1978; Veneziano, 1979). The Markov Process (Benjamin and Cornell,
1970) is and alternative stochastic process which has not yet
ben used for location of jointing in a joint model. In the Markov
process, joints are located in a manner such that the location of
each joint depends upon the location of the previous one or more
joints. Both Poisson and Markov processes lead to exponential
distributions of spacings between joints.
Joint locations may also be specified in terms of the process of
joint termination. Joints may terminate independent of
intersections with other joints, or systematicly at joint
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intersections. Joint termination may also be stochastic, with
joints terminating at intersections randomly, with a given
probability. Joint terminations have been assumed independent of
joint intersections by Baecher(1980), Schwartz and Smith(1984),
and Long(1984). Veneziano(1979) assumed joint terminations at
intersections for coplanar joints only.
2.2.6 Joint Orientation
Joint orientation is described primarily by the relationship
between the orientations of all joints within a rock mass. As a
result, orientation generally requires stochastic representation,
which will be described in Section 2.3.5 . Here, the concepts of
definition of joint orientation will be introduced.
One class of deterministic joint orientations is parallel
jointing, in which all joints have the same orientation. Groups
of joints with the same or similar joints are referred to as
"joint sets".
A joint system model may have any number of sets, although one
to three sets is the most common assumption. Parallel jointing
was assumed by Snow(1965), and Schwartz and Smith(1984).
For stochastic joint orientations, joint orientations are
specified by a probability distribution. In this case, the term
"joint set" is used to refer to a group of joints defined by a
single distribution about a mean value. Joint orientation
distributions were studies by Dershowitz(1979).
Joint orientations in three dimensions produce joint trace
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orientations in two dimensions. Two and three dimensional
orientations can be related by formula for the "apparant dip",
phia, the angle between the joint trace and a horizontal line.
(Billings, 1972).
(2.1) phia - atan[ tan(phip-phij)*sin(thetaj-thetap)]
where (phip,thetap) are the dip and dip direction of the trace
plane, and (phij,thetaj) are the dip and dip direction of the
joint plane.
2.2.7 Autocorrelation
Any joint property, wheter geometric, mechanical, or
hydrological, may be correlated between joints as a function of
the distance between the joints. This correlation as a function
of location is referred to as "autocorrelation", and may have a
significant effect upon the properties of joint systems, but has
not yet been adequately studied to determine appropriate forms or
assumptions. Autocorrelation may be either positive or negative,
as for example, when the location of a large joint decreases the
probability that another large joint will be located near it due
to distributions of the stress field.
Einstein et.al.(1980) and Call(1977) studied autocorrelation of
trace length and joint orientation and found no significant
autocorrelation of these properties at one specific site.
Miller(1979) and LaPoint(1982) did find autocorrelation of joint
orientation over distances of up to 20 meters. In these studies,
autocorrelation was be expressed in terms of an auto covariance
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function g(X,r),
(2.2) g(X,r) = E[(Xi - Xi+r)^2]
where Xi is the value of parameter X at location i, and Xi+r is
the value at a distance r away.
Autocorrelation of rock mass properties such as bulk hydraulic
conductivity, strength, and ore grade have been studied
extensively by techniques of Kriging(Matheron, 1976), and these
techniques may also be applicable to rock joint system modeling.
2.2.8 Summary
Rock joint system models are developed by combining geometric
characteristics of shape, size, location, and orientation to
develop a consistent representation of conditions at a particular
site. The characteristics have been introduced in this section,
providing the basis for the definition of models in Chapter 3. In
the following section, distribution forms for geometric
characteristics will be described.
2.3 DISTRIBUTION FORMS FOR USE IN JOINT SYSTEM MODELS
2.3.1 Introduction
When geometric characteristics are expressed stochastically in
joint system models, it is necessary to specify appropriate
distribution forms for stochastic parameters. Characteristics
which may be expressed stochastically, and for which distribution
forms have been developed, include joint shape, size, location,
and orientation. This section summarizes the results of research
into the appropriate forms for these disrtibutions, so that these
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forms may be used as part of rock joint system models developed
during the remainder of the dissertation. For more detailed
discussion of this topic, see Einstein et.al.(1980).
2.3.2 Joint Shape
In most joint system models, joint shape is assumed constant
within the model. Veneziano(1979) developed a joint system model
in which joints are defined by polygons formed by a system of
Poisson lines in a plane (Figure 2.4), and the shape of joints is
therefore stochastic. Other models in which the distribution of
the shape of polygonal joints are also stochastic will be
introduced in Chapter 3. For Veneziano's model, the distribution
form of joint shape is not known, but the moments of the number
of vertices per joint, Nv, have been obtained by Miles(1971),
(2.3) E[Nv] = 4.
V[Nv = Pi^2/2 -4. 0.935
2.3.3 Joint Size
Joint sizes have .been measured only on two dimensional trace
planes. Three dimensional joint size distributions must therefore
be made on the basis of inference from two to three dimensions,
which depends upon assumptions of joint shape and orientation
distributions.
Three distribution forms have been proposed for joint trace
length Lj on the basis of in-situ observations and statistical
analyses. Robertson(1970) and Ca11(1976) maintain that data
demonstrates an exponential form for trace length distributions.
4.n
Joint Plane
THE THREE JOINTS IN THIS FIGURE HAVE 3, 4, AND
6 SIDES,
FI GURE 24 JOINT SHAPES INJ PISSON PLANE MODEL
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McMahon(1974) , Bridges (1976), Barton(1977), and Einstein
et.al.(1980) support a lognormal form. Siegel and Pollard(1984)
propose an hyperbolically shaped distributional form, postulating
a continuum of joint sizes from crystal to microcrack, fracture,
joint, to fault scales. The exponential distributions is defined
by,
(2.4) fe(Ljilambda) = lambda*exp(-lambda*Lj) on [O,oo]
The moments of the exponential distribution are,
(2.5) E[Lj = 1/lambda
V[L = 1./lambda^2
The lognormal distribution is defined by,
(2.6) flN(Ljim,v = (1/Lj) * (2.*v*Pi)^(-1/2) *
exp{-(1/2)*log(Lj/m)^2)/v on [O,oo
with parameters m and v equal to the median and variance of
log(Lj). The moments of this distribution are,
(2.7) E[Lj] = m*exp(1./(2.*v))
V[Lj] = E[Lj]*{exp(v)-l.}
The hyperbolic distribution is defined within a range [1,S],
where 1 and S are the minimum and maximum values of joint length
Lj respectively.
(2.8) fh(LjIS] = l./(log(S)*Lj)
The moments of the hyperbolic distribution are,
(2.9) E[Lj] = (S-1.)/log(S)
V[Lj] = [(S-1.)/log(S)]*{ (S+1)/2. - (S-1.)/log(S) }
An additonal possible distribution for joint trace length is the
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gamma-1 distribution (Raiffa and Schlaifer, 1961), also refered
to simply as the gamma distribution,
(2.10) G(Ljlr,a) = exp(-Lj*a)*(Lj*a)^(r-l)*Lj/gm(r) on O[0,oo]
where gm(r) is the gamma function. For positive integers, the
gamma function is related to the factorial function by,
(2.11) gm(r) = (r-1.)!
with moments,
(2.12) E[Lj] = r/a
V[Lj] = r/a^2
The exponential distribution is actually a special case of the
gamma-1 distribution, with r=1. In addition, the gamma-1
distribution with r=0.5 has a shape which is similar to that of
the hyperbolic distribution.
Einstein et. al.(1980) and Warburton(1980a,b) developed methods
for statistical inference from trace length distributions to
joint sizes for circular and parallelogram joint shapes with
constant orientations with respect to the trace plane. Einstein
et.al.'s solution for the distribution of trace lengths ft(Lj)
given a distribution fr(Rj) of radii for circular joints is,
(2.12) ft(Lj) = Co * integral( fr(Rj)*(4.*Rj^2-Lj)^-(0.5)*dRj
Lj/2 to oo
where Co is a normalizing constant such that the integral of
ft(Lj) from 0 to infinity is equal to 1. According to this
equation, both exponential and lognormal distribution of joint
radii lead to approximately lognormal distributions of trace
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length.
For parallelogram joint shapes, Warburton(1980b) found
distributions of joint edge length distribution fe(Ej) on the
basis of trace length distributions ft(Lj) for both area and line
sampling on a trace plane. For joints oriented such that one edge
is parallel to the trace plane,
(2.13) fe(Ej) = (m/Ej)*ft'(Lj)
fe(Ej) = (mu/Ej)^2*ft"(Lj)
where ft'(Lj) and ft"(Lj) are the distributions of trace lengths
for line and area sampling respectively, and m and mu are
parameters related to the geometry of the parallelogram.
Warburton observes that for most standard distribution forms for
ft'(Lj) and ft"(Lj), fe(Ej) is a unimodal distribution with value
zero at the origin. For a lognormal distribution of joint lengths
ft(Lj) = flN(Ljlm,v), fe(Ej) is lognormal for both line and area
sampling.
For parallelogram joint shapes not oriented with an edge parallel
to the trace plane, the distributional forms for fe(Ej) are more
complex, and must be solved by numerical integration. The results
of numerical integration for several assumed values of joint
orientation with respect to the trace plane are given in
Warburton(1980b).
2.3.4 Joint Location
Joint location has not been studied in three dimensions, but the
location of joint traces in two dimensions has been studied
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extensively. Results for location in two dimensions may be
extrapolated to three dimensions, since two dimensional results
are simply a planar section of the three dimensional joint
system .
For stochastic joint location, three stochastic processes for
joint location have been proposed. The first, and most commonly
accepted form is the Poisson process, in which jointing is
distributed by a uniform distribution in three space,
(2.14) f(x,y,z) = 1/Ar
where x,y,z are the coordinates of the center of a joint, and Ar
is the volume of the region (rock mass) being modeled. This form
is supported by Snow(1968), Priest and Hudson(1976), Call
et.al.(1976), and Einstein et.al.(1980) on the basis of inference
from surface surveys and boreholes showing exponential
distributions of spacing between joints along sampling lines.
The Poisson process will produce an exponential distribution of
spacings along a sampling line in any direction. The exponential
distribution is given in equation 2.4.
The second process, proposed by Barton(1967), Barton(1976), and
Steffen et.al.(1975) is a process which locates joint centers
(x,y,z) such that joint spacings along a sampling line is
lognormal (see equation 2.6). Einstein et.al.(1980) raise
objections to this process on the basis that known two
dimensional processes which produce lognormal distribution along
one sampling line will not produce a lognormal distribution along
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another sampling line.
The third process is a correlated, stationary correlated
stochastic process (Vanmarke,1983). In this process, the location
of joints is correlated with the location of other joints, but
the process of location of joints over the region is homogeneous.
This process can be represented as independent processes for x,
y, and z,
(2.15) X(t) = al*[X(t-1) + X(t+1)] + U(t)
Y(t) a2*[Y(t-1) + Y(t+1)] + U2(t)
Z(t) a3*[Z(t-1) + Z(t+l)] + U3(t)
where (t-1), t, and (t+1) represent previous, curr
following joint locations; al, a2, and a3 are cons
proportionality; and U1(t), U2(t), and U3(t) are unc
stochastic processes.
The associated covariance function is,
(2.16) Cov(X(t),X(t+l) = Vx*[b*abs(tau)]*exp(-b*tau)
where,
(2.17) tau abs[X(t)-X(t+1)],
ent, and
tants of
orrelated
b (1-2.*al)/al,
and Vx is the variance of the stochastic process U(t).
2.3.5 Joint Orientation
Joint orientations in three dimensions are represented by two
parameters, the dip phi, and dip direction theta. The definitions
of dip and dip direction are illustrated in Figure 2.5. Dip is
defined as the angle between the joint plane and a horizontal
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plane, measured in a plane normal to both joint and horizontal
planes. Dip direction is defined as the angle between the North
(y) axis in the horizontal plane and the intersection between the
horizontal plane and the vertical plane in which the dip is
measured.
Distributions of joint orientation were studied extensively by
Dershowitz(1979) on the basis of statistical analysis of data
from 25 sites in a variety of geologies. None of the
distributions evaluated consistently fit field data at the 95%
confidence level. The distributions evaluated in that study were
the Fisher (also refered to as the Fisher-Von Mises), Bingham,
Bivariate Fisher, and Bivariate Normal. The distributional forms
for these distributions are summarized in Table 2.1.
The Fisher distribution is the most commonly accepted
distribution for joint orientations, because it is the analog of
the normal distribution for orientation data, which are
distributed on a hemispherical rather than a planar surface
(Mardia, 1972). The Fisher Distribution has additional advantages
arising from the ease with which its parameters can be derived
from in- situ data, and the availability of a closed form
cumulative distribution function (CDF) (Dershowitz, 1979). The
CDF for the Fisher distribution is,
F(p,tlk) = (k/((exp(k)-1.)*2.*Pi))*exp(k*cos(p))
where p is the dip on [O,Pi/2] and t is the dip direction on
[0,2.*Pi] in a coordinate system in which the z axis is the mean
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joint orientation.
2.3.6 Summary
Distribution forms have been presented for joint shape, size,
location, and orientation. These distributional forms provide a
disaggregate measure for quantification of the geometry of joint
systems, and also form an important component of joint system
models. These distribution forms, and alternative forms
appropriate to specific sites may be used in conjunction with
assumptions of joint geometry and spatial structure to develop
joint system models.
2.4 SUMMARY
This chapter introduced the concepts necessary for development of
joint system models. In Chapter 3, these components will be
combined to produce archetypal joint system models.
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3.0 ROCK JOINT SYSTEM MODELS
3.1 INTRODUCTION
3.1.1 Scope
Chapter 2 introduced the basic concepts of rock joint geometry
necessary for the development of rock joint system models. In
this chapter, these concepts will be applied to the definition of
five rock joint system models.
Rock joint system models can be defined in a number of ways. The
most rigorous definition of a model involves specification of the
exact value of every characteristic of each joint in the rock
mass. Characteristics which must then be specified for each joint
include joint shape, size, location, orientation, and planarity.
This usage is appropriate for applications in which the goal is
simulation of a particular in-situ jointing pattern.
The alterna
rather thar
class still
rather thar
defined by
characterist
specifying
while other
consistent
flexibility
itive adopted here is definition of model classes,
i models for specific sites. Each joint system model
includes specification of each characteristic, but
i one exact value for each joint, each model class is
a range of permissible values or "states" for each
tic. For example, one model class might be defined by
that joint shape is restricted to elliptical disks,
characteristics may take on any combination of states
with that joint shape. This approach provides
regarding the permissible states of those
characteristics which are not essential to the definition of the
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model class.
In this chapter, five rock joint system model classes will be
defined, and discussed qualitatively. For reasons of simplicity,
from this point on, these model classes will be refered to simply
as "models".
The five models defined here do not represent an exhaustive
statement of all of the possible combinations of states of joint
system characteristics. They are also not mutually exclusive,
since the same combination of some characteristic states may be
permissible for several different models. Rather, the models were
chosen to provide conceptually clear models which can represent a
range of natural joint systems. Due to the complexity of natural
joint systems, the models selected make tradeoffs between
conceptual clarity and realism.
The conceptual and geological advantages and disadvantages of the
models are discussed qualitatively in this chapter and Chapter 4
respectively. Quantitative evaluation of these models is
performed in two dimensions in Chapters 5 and 6, and in three
dimensions in Chapters 7 and 8.
3.1.2 Summary of Models
The charactersitics which must be combined to form rock joint
system models introduced in Chapter 2 can be divided into primary
and secondary classes, as shown in Table 3.1 . Primary
characteristics of joint shape, size, location, orientation, and
planarity completely define the joint system. Secondary
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TABLE 3.1
JOINT SYSTEM CHARACTERISTICS
Primary Characteristics Possible Discrete States
====z===== Rz=================
Joint Shape
Joint
Joint
Joint
Size
Location
Planarity
Joint Location
Secondary Characteristi
Joint Termination
Joint Coplanarity
Autocorrelation
Circle, ellipse, equilateral and non-
equilateral triangle, quadrilateral, or
other polygon
Bounded or Unbounded (infinite)
.... no discrete states ----
Planar or non-planar
correlated stochastic process
---- no discrete states ----
cs Possible Discrete States
===z=====s=====================Ir==
Independent or correlated to joint
intersections
Coplanar or non-coplanar
Positive, negative,or no autocorrelation
for any combination of parameters
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characteristics of joint termination, autocorrelation, and
coplanarity are not necessary for joint system definition, but
provide a more concise description of the relationships among
joint shape, size, location, and orientation.
All joint characteristics may be either deterministic or
stochastic. Table 3.1 shows the possible states for those
characteristics which can be described by discrete states. Joint
location and orientation are described by a discrete value for
each individual joint. However, the location and orientation of
joints can only be described by the assemblage of individual
locations and orientations, and therefore do not take on discrete
states.
Each of the five models defined in this chapter consists of a
particular combination of permissible states for every
characteristic (Table 3.2). Joint planarity is specified as
planar for all joint models, and any joint location and
autocorrelation process is permissible in every model. Where
models may be defined with more than one assumption for any
characteristic, permissible variations are listed. Any component
specified as stochastic may also be deterministic.
Model names used in this table are used consistently throughout
the dissertation. The use of author's names to refer to three of
the models is not intended to imply that the individuals named
are solely responsible for the models, but rather to provide a
simple, concise identification for the models. All five joint
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TABLE 3.2
JOINT SYSTEM MODELS
Model Number Joint Joint Termination Co- Orientation
and Name Shape Size at Intersect. Planarity of sets
1. Orthogonal Rectangle Bounded no ---- Parallel
Unbounded yes yes Parallel
Unbounded no yes Parallel
2. Baecher Circle Bounded no no Stochastic
3. Veneziano Polygon Bounded in joint yes Stochastic
planes only
4. Dershowitz Polygon Bounded yes yes Stochastic
5. Mosaic Polygon Bounded yes yes Systematic
Tesselation Stochastic
For all models, joints are planar, and any location or
autocorrelation process is possible.
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models assume planar joints.
Detailed definitions and qualitative discussions of each model
are presented in Sections 3.2 through 3.6.
3.2 ORTHOGONAL MODEL
3.2.1 Introduction
The earliest models developed for rock joint systems were based
upon an assumptions that all joints can be defined by three sets
of unbounded orthogonal joints (Figure 3.1). This model was
characterized by Irmay(1955), Childs(1957), Snow(1965), and
others for applications in hydrology. Recent applications of the
model have been reported by Schwartz and Smith(1980). In this
section, the basic orthogonal model, and variations on the model,
will be described, and discussed qualitatively.
3.2.2 Definition of Model
The distinguishing feature of the orthogonal joint system model
is the assumption that joints are contained in two or three
mutually orthogonal sets of parallel joints. Within this
assumption, a variety of assumptions can be made to increase the
range of applications for which the model is realistic.
The basic orthogonal joint system model as defined by Snow(1965)
consists of orthogonal sets of parallel unbounded joints, with a
constant spacing between each set of joints (Figure 3.1). In a
two dimensional trace plane, this model is defined as two
orthogonal sets of unbounded, parallel joint traces (Figure 3.2).
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This model can be described completely by one parameter, the mean
spacing between joints in each set, measured on a normal to the
set,
S1 = spacing between joints in set 1
S2 = spacing between joints in set 2
S3 = spacing between joints in set 3.
Within the orthogonal joint system model, the assumption of
constant spacing Sj can be relaxed, and replaced by any of the
assumptions for joint location described by Section 2.2.6 . The
most common assumption is that joints in each set are located by
a Poisson process. In this case, the location of joints can still
be described by the distance between joints in each set, defined
by spacing Sj, with Sj now a random variable. For a Poisson
process with intensity parameter lambda, the spacing between
joints is exponential,
(3.1) fs(Sj) = lambda * exp(-lambda*Sj)
The mean and variance of spacing are,
(3.2) E[Sj = /lambda
VESj] = /lambda^2
If joint location is assumed as a Markov process, joint spacing
Sj will also be distributed exponentially.
Orthogonal joint models may also be defined with bounded joints.
MUller(1963) introduced a version of the orthogonal joint model
for rock mechanics applications in which joints are defined as
coplanar on joint planes. Under this assumption, the joint planes
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are termed "impersistent", and the percentage of each joint plane
which is defined as open or jointed is termed the "area
persistence", PA.
PA - Percentage of the area of joint plane which is
jointed.
When joints are bounded, it is necessary to define joint shapes,
sizes, and termination processes. Joint terminations can be
assumed to be systematic at joint plane intersections, or
independent of joint plane intersections. When joints are assumed
to terminate at joint plane intersections, joint shapes are
rectangular, and the size of joints is defined by the spacing
distribution
When joints a
intersections
defined by an
2.2.3, inclu
exponential c
the simplici
restricted to
parallel to j
3.2.3 Qualita
The orthogor
evaluate anal
between joint planes (Figure 3.3a).
ire assumed to terminate independently of joint plane
, joint shapes and sizes may theoretically be
iy of the assumptions discussed in Sections 2.2.2 and
iding circular, elliptical, and polygonal shapes, and
or lognormal size distributions. However, to maintain
ty of the orthogonal model, joint shapes will be
rectangulars and squares of constant size with axes
oint planes (Figure 3.3b).
itive Discussion
ial joint system model is the simplest model to
ytically, and to model numerically, as a result of
the assumption of deterministic joint orientations. As a result,
the orthogonal model has been used extensively in hydrology for
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A. JOINTS DEFINED BY JOINT PLANE
INTERSECTIONS
B. JOINTS DEFINED WITHOUT RESPECT TO
JOINT PLANE INTERSECTIONS
FIGURE 3.3 DEFINITION OF BOUNDED JOINTS IN
ORTHOGONAL JOINT SYSTEM MODEL
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prediction of the hydrologic performance of jointed rock masses.
For rock mechanics applications where realistic representation of
joint orientations is very important, the orthogonal model has
been of much more limited application.
In addition to creating a relatively tractable representation of
jointing, orthogonal models produce a simple model for the rock
blocks bounded by the joints. For unbounded rock blocks, the
joints produce blocks which are rectangular prisms with
dimensions defined by the spacing between joint planes. For
bounded joint models with impersistent joint planes, rock blocks
are aggregates of the blocks defined by the joint planes.
3.3 BAECHER MODEL
3.3.1 Introduction
The fundamental feature of the Baecher model is the assumption of
circular or elliptical joint shapes (Figure 3.4). This assumption
produces more complex joint networks than those obtained by the
orthogonal model, and avoids the restriction of joints to joint
planes. The name used for the model is the result of the
introduction of the model in the rock mechanics literature by
Baecher, Lanney and Einstein(1978). The model has been used in
rock mechanics applications by Einstein et.al.(1980),
Warburton(1980), and Einstein et.al.(1984).
3.3.2 Definition of Model
The fundamental assumption of the Baecher model is circular or
elliptical joint shapes. This assumption makes it impossible for
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FIGURE 3 .4 BAECHER JOINT SYSTEM MODEL
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the Baecher model to be defined with joint terminations at joint
intersections, since intersections between planar joints are
always line segments. Beyond this restriction, however, any
combination of joint size, location, and orientation assumptions
is possible.
The size of circular joints is defined completely by a single
parameter, the joint radius Rj. Joint radius may be defined
deterministically, as a constant for all joints, or
stochastically by a distribution of radii fr(Rj). Since joint
radii distributions have not been measured in situ, the selection
of a distribution form is primarily a matter of convenience.
Distribution forms for joint radius discussed in Section 2.3.3
include the exponential and lognormal distributions, both of
which produce lognormal distributions of joint trace length.
Analyses and simulations presented in Chapters 5 through 11
assume an exponential distribution of joint radii.
The size of elliptical joints is defined by two parameters, the
minimum and maximum chord lengths, Cmax and Cmin, for chords
through the center of the joint. The length of a chord Ca through
the center of the joint oriented at an angle alpha from the
maximum chord is,
(3.3) Ca = {(1.+tan(alpha)^2)/(1/Cmax2 +
tan(alpha) ^2/Cmin^2)}^0.5
These parameters may also be defined by any distributional form,
and may be either independent or correlated random variables.
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Joint location may be defined by any of the processes described
in Section 2.3.4. The simplest assumption is a Poisson process,
in which joint centers are located by a uniform distribution in
space. This assumption will be used in analyses and simulations
in Chapters 5 through 11.
Joint orientations may also be defined by any orientation
distribution, or by a constant orientation. In analyses and
simulations in Chapters 5 through 11, a Fisher distribution of
orientations will be used.
3.3.3 Qualitative Discussion
Baecher joint system models are relatively difficult to evaluate
in three dimensions because of the complexity of intersections
between discs in three dimensions, and the complexity of the rock
blocks defined by Baecher model joints.
Joint intersections in the Baecher model are line segments formed
by the intersection of circular or elliptical disks in three
dimensional space (Figure 3.5). These intesections are defined by
the line of intersection between the planes containing the two
joints, and the two innermost points of the four intersections
between the boundaries of the joints and the intersection line.
These intersection line segments , or "fibres" in stochastic
geometry terminology, have distributions of location and
orientation which must be derived from the distributions of joint
locations and orientation.
Rock blocks in the Baecher model are not shaped as regular
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rectangular prisms, as in the orthogonal model, or even as convex
polyhedra as in Veneziano, Dershowitz, and Mosaic Tesselation
model. Instead, blocks are only formed when jointing intensity is
sufficiently high to result in intersections between triples of
joints rather than simply pairs, such that blocks of rock may be
completely surrounded by jointing (Figure 3.6a). These blocks
frequently contain circular saw cut shaped portions of joints
which extend within the joints bounding the block. For lower
jointing intensity, all rock within the rock mass is connected by
the doubly concave bridges of intact rock between adjacent or
intersecting joints. (Figure 3.6b). While this pattern of rock
blocks may be difficult to visualize aad describe analytically,
it is nevertheless realistic for rock masses not exhibiting
distinct rock blocks.
The visualization and analysis of Baecher models is considerably
simpler in two dimensional trace planes, and most Baecher model
implementations have therefore been two dimensional (i.e. Long,
1983; Neuman et.al.,1984). Figure 3.7 depicts a two dimensional
Baecher Model. In two dimensions, a Baecher model is defined by
joint segments ("fibres") in a plane. The joint location, size,
and orientation distributions correspond to those of the three
dimensional model.
A Poisson process for joint locations in three dimensions, as
assumed for three dimensional analyses, results in a Poisson
process for joint trace locations in two dimensions.
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CANNOT COMPLETELY SURROUND A BLOCK OF
ROCK
FIGURE 3.6 ROCK BLOCK FORMATION IN BAECHER MODEL
FIGURE 3.7 Two DIMENSIONAL BAECHER MODEL
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The distribution of joint trace lengths depends upon the
distribution of joint radii and orientations in three dimensions.
Distributions for joint trace length were discussed in Section
2.3.3, with the most commonly accepted assumptions the
exponential and lognormal distributions. In analyses and
simulations in Chapters 5 and 6, an exponential distribution of
trace lengths will be assumed.
Joint orientation in a trace plane can be defined by a single
parameter, the angle between the joint trace and a horizontal
line in the trace plane. This is called the apparant dip of the
joint, phia. The relationship between phia and the orientation of
the joint in three dimensions (phi,theta) is given in equation
2.1. The distribution of joint orientations is defined from the
distribution or joint orientations in three dimensions. In
general, even if the distribution of joint orientations has one
of the standard forms given in Table 2.1, the distribution of
trace orientations will not have a standard form unless joint dip
directions theta are constant. (This effect is the result of the
transformation in equation 2.1). Two dimensional analyses in
Chapters 5 and 6 assume constant dip direction in the trace
plane, while analyses in Chapter 9 assume a uniform distribution
of joint dip directions.
3.4 VENEZIANO MODEL
3.4.1 Introduction
Priest and Hudson(1976) were the earliest researchers to
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recognize the similarity between the geometry of rock joint
systems observed in the field and the geometries of Poisson
planes and lines studied by mathematicians in the field of
"stochastic geometry". Stochastic geometry, pioneered by Prof. W.
Blaschke at the University of Hamburg in the 1930's, is the study
of the statistical properties of intersecting curves and regions
in n-dimensional spaces. Priest and Hudson represented joints as
Poisson planes with a uniform distribution of orientations. In a
two dimensional trace plane, this model produces a system of
joints represented by Poisson lines (Figure 38).
The use of Poisson planes to represent joints in three dimensions
and Poisson lines to represent joints in two dimensions has a
number of advantages. The primary advantage is that the model
corresponds well to observed rock joint systems in a number of
geologies, as will be shown in Chapter 4. Additional advantages
arise from the availability of analytical solutions from
stochastic geometry, especially those of Miles(1971) and
Santalo(1976). Priest and Hudson have utilized their model for
evaluation of the distribution of rock block sizes (Hudson and
Priest, 1978), and for interpretation of borehole and scanline
statistics (1977).
The primary disadvantage of the Poisson plane joint model is the
infinite extent of joints, which makes the model unsuitable for
scales and joint systems in which a model for bounded joints is
required. Veneziano(1979) introduced a method for adaptation of
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FIGURE 3,8 POISSON LINES JOINT SYSTEM MODEL
72
the concept of Poisson plane joints to bounded joints. In
Veneziano's approach, Poisson lines represent joint planes, and
a proportion PL of the area of each joint plane is defined by
polygonal joints. These joints may be defined by any desired
size.
Veneziano's model has been applied to slope stability problems by
Einstein et.al.(1984), and to the hydrology of jointed rock
masses by Rouleau(1984). Both of these applications utilized the
Veneziano model in a two dimensional trace plane only, since the
geometry of the Veneziano model is quite complex in three
dimensions.
3.4.2 Definition of Model
Figure 3.9 illustrates the generation of a Veneziano rock joint
system model. The Veneziano model requires three consecutive
stochastic processes. First, joint planes are generated as
Poisson planes. These joint planes are located in space by a
uniform distribution, but may have any desired distribution of
orientation. Second, a Poisson line process on each joint plane
divides joint planes into polygonal regions. Finally, a
percentage PA of these polygons are randomly marked as open or
jointed, while the remainder is defined as intact rock.
With this model, joint shapes are polygonal, and joint sizes are
defined by the intensity of the Poisson line process and the
proportion of polygons marked as joints. The use of joint planes
in the generation of joints results in a tendency toward coplanar
a) 2-D Poisson
Line Process
b) Marking of
Polyaonal Joints
c) 3-D Poisson
Plane Process
Figure 3,9 Generation of Veneziano (1979) Joint Model
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jointing. The degree of coplanarity is controlled by the
specification of area persistence PA.
In a two dimensional trace plane, the Veneziano model resembles
the Baecher model, except that joints are represented by coplanar
line segments or fibres (Figure 3.10) rather than independent
fibres (Figure 3.7). In addition, Veneziano(1979) demonstrated
that the Veneziano model leads to an exponential distribution of
joint trace lengths, which contrasts with the lognormal
distribution found with the Baecher model.
3.4.3 Qualitative Discussion
In order to understand the Veneziano model, one must consider the
logical basis and consequences of each of the three processes
required to generate the model. The first process of Poisson
planes defines joint planes which are more likely to be jointed
than other planes, since each joint plane contains many coplanar
joints. This process can be understood from a mechanistic
standpoint as the result of planes of weakness in the rock such
as bedding or aligned crystal faces.
The second process of joint lines defining polygons on each joint
plane is more difficult to understand. Since joints terminate
independently of joint plane intersections, it is difficult to
see what geological conditions would give rise to a Poisson line
process for joint edges. This process for definition of joints
within joint planes also leads to complex joint intersections,
since joint polygons on different planes intersect without
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FIGURE 3.10 Two DIMENSIONAL VENEZIANO MODEL
76
reference to the edges of the polygons.
The third process of marking of open joints and intact rock among
the polygons defined on joint planes can be explained as the
result of local differences in strength of rock along joint
planes. This marking process implicity assumes that there is not
trend or autocorrelation in the strength of rock along joint
planes. This assumption may be questionable in geologies where
rock strength has been shown to be autocorrelated, but may be
reasonable in many othercases.
By selection of extreme values of parameters, the Veneziano model
can be transformed to the Priest and Hudson, Orthogonal, or
Baecher models. When area persistence is specified as 100%, and
joint plane locations are specified by a Poisson process,the
Veneziano model reduces to the Priest and Hudson model. If, in
addition, joint orientation distributions are specified by three
orthogonal sets of parallel joints, the Veneziano model reduces
to the Orthogonal model.
The Veneziano model can not be transformed to either the Baecher
model or the Orthogonal model with PL less than 100 in three
dimensions, because the Veneziano model specifies polygonal joint
shapes with a distribution of number of edges, while Baecher and
Orthogonal models specify circular or elliptical and rectangular
joint shapes respectively. In two dimensions, however, the shape
of joints is is not relevant. In two dimensions, the only
difference between Veneziano and Baecher models is the
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specification of joint coplanarity. The coplanarity of Veneziano
models decreases with area persistence, and therefore in two
dimensions, the Veneziano model can be reduced to the Baecher
model by taking the limit as PA approaches zero.
With regard to joint termination, in the Veneziano model, joints
in each joint plane are defined by an independent Poisson line
process. Therefore, the definition of joints on each joint plane
is independent of joint plane intersections. If joint
orinetations are specified by two perpendicular sets of joints,
the Veneziano model in two dimensions reduces to an Orthogonal
model with joints terminating without respect to joint
intersections.
With regard to the formation of rock blocks, in three dimensions,
the definition of joints on each plane by independent Poisson
line processes results in joint intersections and block
definitions which are even more complex than those for the
Baecher model. Intersections between joints are defined by the
line segment of intersection between two polygons in space
(Figure 3.11), which is more difficult to calculate than
intersections between disks in space.
In the Priest and Hudson model of unbounded Poisson plane joints,
such joints define convex polyhedral rock blocks. The Veneziano
model with area persistence PA of 100 is equivalent to the
Priest and Hudson model, and produces the same pattern of rock
blocks. With area persistence PA less than 100, the Veneziano
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FIGURE 3,11 JOINT INTERSECTIONS IN VENEZIANO MODEL
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model produces rock blocks which are aggregates of the blocks
defined by joint planes (Figure 3.12). Since joints on each plane
are defined independently of joints plane intersections, the
resulting blocks can be quite complex. The blocks defined by
joint planes may be connected over only a portion of each face,
since joint definitions do not correspond to the faces of the
blocks formed by joint planes.
3.5 DERSHOWITZ MODEL
3.5.1 Introduction
The previous section discussed both the strengths and weaknesses
of the Veneziano model. The primary difficulty with the Veneziano
model is the definition of joints on joint planes by a process of
Poisson lines which is unrelated to the intersection between
joints planes. The mechanism of such a process of Poisson lines
is unclear, which raises questions of the applicability of the
model to actual jointing. It also results in complex
intersections between joints, and complex rock block shapes. One
approach to the solution of this problem is to define the Poisson
line process in joint planes by the intersections between joint
planes, rather than by an independent process. This approach has
been immodestly named the "Dershowitz Model", since no previous
use of this approach in rock mechanics is recorded in the rock
mechanics literature. The use of the authors name for this model
is primarily a convenience, since it make it possible to refer to
this model in a fashion parallel to that used for Baecher and
ation of
across
rock in
plane
joint
ded in
(saw cut)
ROCK BLOCK FORMATION IN VENEZIANO MODEL
80
FIGURE 3.12
81
Veneziano models.
3.5.2 Definition of Model
Like the Veneziano model, the Dershowitz model is based upon a
system of Poisson planes representing joint planes. Rather than
requiring three seperate processes, however, the Dershowitz model
is generated by two processes (Figure 3.13). The first process is
the definition of joint planes by a Poisson plane process of
uniformly distributed locations and orientations distributed by
a specified distribution. The intersections between these planes
defines a process of lines on each joint plane, which divides
each plane into polygons. The second process is the marking of a
percentage PA of the polygons on each plane as joints, and the
remainder as intact rock. As in the Veneziano model, this is done
by a stochastic process in which each potentail joint has an
equal probability of being marked as an open joint.
Although Veneziano and Dershowitz models are both derived from
Poisson plane models, they are very different both in their
geometries and in their properties. In the Dershowitz model,
joint edges are defined by joint plane intersections, and as a
result all joint intersections occur at joint edges. Figure 3.14
illustrates this schematically for a Dershowitz model in a trace
plane. Joint terminations in the Dershowitz models always occur
at joint plane intersections, and frequently at joint
intersections.
3.5.3 Qualitative Discussion
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a) 3-D Poisson
Plane Process
b) Poisson Line
Process Formed
by Intersections
c) Marking of
Polygonal Joints
FIGURE 3,13 GENERATION OF DERSHOWITZ JOINT MODEL
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FIGURE 3.14 To DIMENSIONAL DERSHOWITZ MODEL
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The use of the joint plane intersection process to create joints
provides the Dershowitz model with many attractive properties,
and also many difficulties.
Joint intersections are simple to analyze and represent, because
they correspond exactly to joint edges. Similarly, the process
leading to jointing termination is relatively easy to understand:
joints are assumed to end at joint plane intersections because of
the same inhomogeneities of crystal structure which led to the
formation of joint planes, and the changes in stress fields which
occur in the vicinity of the joints and joint planes.
The rock blocks defined by Dershowitz model joints are aggregates
of the polyhedra defined by joint planes. Unlike the Veneziano
model, however joints correspond directly to the faces of these
polyhdra. As a result, polyhedra faces are either completely
intact or open, and polyhdra are only connected on complete
faces. This results in simpler rock block shapes than in the
Veneziano model, where polyhedra faces do not coincide with
joints.
Difficulties with the Dershowitz model result from the dependence
of joint edge definition on joint plane intersections. Joint
polygon sizes are contolled by the intensity of intersecting
joint plane processes. This is illustrated by Figure 3.15 . As
the intensity of the plane process increases, the number of
intersecting lines on each plane increases, and therefore the
size of polygons defined by the lines decreases. If joints define
85
in fi-
a) Poisson Lines, Intensity, = 1.0
Averape Joint Polygon Size = 270 ft2
b) Poisson Lines, Intensity, = 0,4
Average Joint Polygon Size = 12.5 ft2
FIGURE 3.15 INFLUENCE OF JOINT PLANE INTENSITY ON
JOINT SIZE IN DERSHOWITZ MODEL
36
a constant percentage of each plane, the increase in plane
process intensity results in a larger number of smaller polygons.
Where joint plane orientations are highly disperse or where there
are three sets of orthogonal joints, the joint line process on
each joint plane is well defined, and it is not difficult to mark
the process of polygons. However, for few joint sets and
semiparallel jointing, joint planes do not have a high
intersection intensity, and as a consequence, the polygons
defined by the joint intersections may be larger than the scale
of the problem of interest and it may be difficult to model
bounded joints.
One approach to this problem is to define sets of joint planes
with zero persistence such that they do not contribute additional
jointing to the joint system, but do provide joint plane
intersections to provide the bounds for jointing. This is
illustrated in two dimensions in Figure 3.16 . In this model, a
joint set with zero percent of each joint plane defined as
jointed is used to define the terminations of the single joint
set with fifty percent of each joint plane jointed (i.e. PA = 50
percent). Without this additional set, joints could not be
bounded, because the single joint set is semi-parallel, and joint
planes do not intersect within the scale of the problem. The
"impersistent" joint set does not add additional jointing, but
does add the required joint plane intersections. This provides
the Dershowitz model with the flexibility to approximate the
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properties of the Veneziano model, in which joint terminations
are in intact rock, independent of joint and joint plane
intersections.
3.6 MOSAIC TESSELATION MODEL
3.6.1 Introduction
Mosaic tesselation is defined in two dimensions by
Ambartzumian(1974) as a process of "random subdivision of the
plane into non-overlapping convex polygons". This definition can
be generalized to three dimensions as any stochastic process of
subdivision of space into non-overlapping convex regions. In the
mosaic tesselation rock joint system model, the faces of these
polyhedra define joints, and the polyhedra are blocks bounded by
joints.
Although the classical definition of mosaic tesselation requires
that regions defined must be convex, and that the process of
division of space be stochastic, the term mosaic tesselation will
be used more loosely for any process of division of space into
non-overlapping regions, whether the process is stochastic or
not. By this definition, Orthogonal, Veneziano, and Dershowitz
models can all be considered as special cases of Mosaic
tesselation in which space is divided by a process of joint
planes.
Space may also be divided into reqions by regular or stochastic
grids of interlocking polyhedra without joint planes going
through them. This form of tesselation will be referred to as
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"mosaic block tesselat-ion", since the tesselation is based upon
the definition of blocks containing the space rather than upon
the definition of joints which incidentally divide space into
blocks.
3.6.2 Definition of Model
A variety of mosaic tesselations have been characterized in the
stochastic geometry literature. Figures 3.17 and 3.18 illustrate
a variety of deterministic and stochastic tesselations in two and
three dimensions, respectively. In each of these models, the
faces of rock blocks are used to define joints. Mosaic
tesselations may be either regular(deterministic) or stochastic.
In the former, all blocks and joints are identical, and are
repeated in a systematic pattern. In the latter, blocks are
formed by a specific stochastic process, and both joint and block
shapes may very according to a distribution.
Regular two dimensional mosaic tesselations include
quadrilateral, hexagonal, and triangular grids. These two
dimensional tesselations represent sections through three
dimensional tesselations of rectangular and orthogonal prisms and
pyramids.
Stochastic tesselations are generally based upon a process of
defining block centers and vertices, with a specific process for
definition of blocks based upon those seeds. Figure 3.19
illustrates the variety of combinations of stochastic and
deterministic seed points and block processes which can be used
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a. Regular
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(Deterministic) Tesselations
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Poisson Planes Polyhedra
b, Stochastic Tesselations
FIGURE 3.18 THREE DIMENSIONAL MOSAIC TESSELATIONS
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to define a stochastic tesselation in two dimensions. When both
the location of seed points and the growth rate from those points
are deterministic, a deterministic tesselation results. If either
the location of points or the growth rate from points is
stochastic, the resulting tesselation is also stochastic.
One process for definiton of blocks from seed points is the use
of seed points as the center for blocks, with block faces(joints)
defined on the normal between seeds at a location determined by a
"growth rate" from each of the centers (Figure 3.19). If seed
points are located on a regular grid, and growth rates are
constant, a regular hexagonal grid of blocks results. If seed
points are located systematically but growth rates are maintained
constant, the resulting tesselation is made up of irregular
hexagons. If growth rates are defined stochastically, the
resulting blocks are a distribution of n-sided polygons (Figure
3.19).
Two tesselations which are standard in both stochastic geometry
and crystallography are the Voronoi and Delaunay tesselations.
The Voronoi(1908) tesselation is defined by a Poisson process of
joint centers, with a constant growth rate from each center.
Figures 3.20 and 3.21 illustrate Voronoi tesselations in two and
three dimensions.
The Delaunay tesselation is also defined by a Poisson point
process, but with the points representing block vertices rather
than block centers (Figure 3.22 and 3.23). All block faces are
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FIGURE 3.21 THREE DIMENSIONAL VOROOI TESSELATION
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triangles, with edges defined by line segments connecting
adjacent points. Voronoi, Delaunay, and other mosaic block
tesselations are discussed in Santalo(1976) and in Serra(1982).
In rock joint system models based upon mosaic tesselation, not
all block faces need be defined as joints. Models can be
constructed in which a percentage PA of the polyhdra faces from
the mosaic tesselation are marked as open joints, while the
remainder are considered as intact rock. This correponds to the
concept of area persistence in the Dershowitz model, since joints
are defined coincident with polyhedron faces, and all joints
intersect and terminate at intersections with block faces. This
increases the flexibility of the mosaic tesselation model, since
the systematic, completely connected system of block faces can
thus be converted to a stochasticly connected system of rock
joints. Correspondingly, the regularity of the jointing system
can be reduced directly by reduction in the percentage of block
faces which are marked as joints.
3.6.3 Qualitative Discussion
Mosaic tesselation, and specifically mosaic block tesselations,
introduces a class of rock joint system models which has not been
utilized before in rock mechanics. Mosaic tesselation models
feature polygonal joints, with terminations at the edges of rock
blocks, and systematic joint intersections at joint intesections.
These two features make mosaic tesselation similar to the
Dershowitz model. However, unlike the Dershowitz model, Mosaic
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tesselation offers the capability to model joints which are not
coplanar. This provides a new level of flexibility in joint
system modeling.
Another interesting feature of mosaic block tesselation is the
generation of rock blocks first, followed by rock joints derived
from the faces of the blocks. This feature is distinctly
different from the process used in models discussed previously.
Since joints are modeled only indirectly, joint sizes, shapes,
locations, and orientations are also modeled indirectly. As a
result, specification of distributions for these properties must
be done indirectly, as part of the definition of the process of
block formation. For example, in order to obtain a specific
distribution of joint shapes, an appropriate combination of
processes for location of the seeds and for block growth must be
determined. Similarly, in order to obtain a desired orientation
distribution, the process of block seed location and block growth
must be controlled simultaneously.
Joint locations in mosaic block tesselation
necessarily correlated, since joints are all located
of systematic polyhedral rock blocks. This is especia
models with area persistence PA of 100, since
terminate at intersections with other joints.
persistence is reduced, this autocorrelation of joi
and of other joint properties is reduced, since
joints are located on blocks which are further
models are
on the faces
lly true for
all joints
As area
nt location,
neighboring
apart, and
l UU
therefore less correlated. As area persistence approaches zero,
the Delanauy tesselation model becomes similar to the Dershowitz
model, with low PA. At low area persistence PA, both Delanauy
mosaic tessealation and Dershowitz models become models of
independent, non-coplanar, n-sided polygonal joints. Despite this
similarity, the two models never converge precisely, becuase the
two different processes for joint definition lead to different
distributions for joint size and shape.
3.7 SUMMARY
This chapter introduced the five joint system models which will
be evaluated and characterized in the following 7 chapters. The
Orthogonal, Baecher, Veneziano, Dershowitz, and Mosaic
Tesselation models are summarized in Table 3.2, and are
illustrated in Figures 3.1, 3.4, 3.9, 3.13, and 3.17 
The geological basis for each of these models is discussed in
Chapter 4. Aggregate measures for characterization and comparison
of the five models are developed in Chapters 5 through 8, and
applications of both models and measures are described in
Chapters 9 and 10.
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4.0 GEOLOGICAL BASIS FOR ROCK JOINT SYSTEM MODELS
4.1 INTRODUCTION
4.1.1 Scope
Rock joint system models are inevitably simplifications of the
complex geometries found in nature. Simplifications are necessary
to make mathematical and numerical conceptualization possible.
Nevertheless, it is essential that the relationship of models to
actual geologic conditions be clearly understood, and the
simplifying assumptions stated.
The purpose of this chapter is to describe the variety of rock
joint systems found in nature, and their relationship to the
available joint system models developed in Chapter 3 as well as
to other models described in the rock mechanics literature.
Section 4.2 surveys the geometrical characteristics of joint
systems observed in nature using photographs and joint maps.
Section 4.3 compares the joint systems described in Section 4.2
to rock joint system models. Section 4.4 explores the geological
basis of rock joint system models from the perspective of
geological mechanisms.
Before beginning discussion of field observations of joint
systems, the sources of information on joint system geometry will
be surveyed briefly, to provide a perspective for evaluation of
geological observation.
4.1.2 Sources of Information on Joint System Geometry
Chapter 2 described the geometric characteristics which define
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joint systems: joint size, shape, location, and orientation.
Joint systems are three dimensional structures contained within
rock masses, and direct observation is therefore extremely
difficult. Sources of information can be divided into three
classes: one dimensional sources, such as boreholes, two
dimensional sources, such as essentially planar surface
exposures, and three dimensional sources, such as tunnels and
irregular surfaces.
The most common source of information on joint system geometry is
data from boreholes cored into the rock mass. Boreholes provide
only a one dimensional view of the joint system. Information
available from boreholes consists of the distribution of spacings
between intersections between the borehole and jointing, the
autocorrelation process of the location of these intersections,
and the distribution of joint orientations. Information on the
location and spacing of intersections between boreholes and
joints provides a measure of the quantity of joints within the
rock mass, the "intensity" of jointing, and also provides a
partial perspective on the location of joints within the rock
mass. Information on joint shape and size (extent) can not be
obtained directly from boreholes. Information on joint
orientation obtained from boreholes may be either apparent dips,
if boreholes are not marked for absolute orientation, or both
dip and dip direction if cores are oriented.
Two dimensional sources of information include visual inspection
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and mapping of essentially planar surface and adit exposures.
Joint intersections with planar exposures are referred to as
joint traces, and can provide information about jointing
intensity, location, size, and orientation, but not joint shape.
Jointing intensity and location can be obtained from joint traces
in a number of ways. The most rigorous approach is the
enumeration of the location and length of every joint trace
within a given area of the exposure. This is a very expensive
procedure, and is therefore rarely undertaken. More frequently,
trace intersections with a line drawn on the exposure are used to
obtain a measure of spacing between joint intersections with a
one dimensional feature comparable to that obtained from
boreholes.
Joint size can be obtained in terms of joint trace length on
exposures. This is an incomplete measure, since it does not
describe the true size of the two dimensional joint, but can be
used for inference of joint size (e.g. equation 2.13). Joint
orientation information can be obtained in terms of both dip and
strike from exposures, using photographic techniques or a Brunton
compass. Joint shape information can not be obtained from two
dimensional exposures.
The direct three dimensional sources of joint system geometry
information are irregular surfaces, tunnels, and the simultaneous
excavation and observation of rock joints using hand tools. Only
the last of these provides detailed and complete three
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dimensional information. This type of observation is, however,
rarely done, due to the time and expense involved, but is part of
current radioactive waste repository characterization programs
(NTS, STRIPA, AECL, etc). Finally, three dimensional joint system
geometry information may eventually be obtainable by geophysical
means. Techniques are currently under development (Doe, 1984) for
measurement of joint size, shape, and orientation by geophysical
means.
4.2 GEOLOGICAL EVIDENCE
4.2.1 Introduction
This section will evaluate geological evidence for each of the
geometric characteristics of rock joint systems presented in
Chapter 2, including joint size, shape, location, and
orientation. The geological evidence that will be used here is in
the form of photographs, observations, and statistics of joint
systems observed in surface outcrops and adits.
As explained in Section 4.1.2, the geological evidence available
from these essentially two dimensional sources is limited for
description of jointing, which is essentially a two dimensional
process in a three dimensional space. Inferences about three
dimensional joint system geometry here will be based primarily
upon observation of rock blocks, joint terminations, and joint
planarity which can be observed in surface outcrops.
The photographs presented here have been selected because they
illustrate specific geometric characteristics, and are therefore
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not representative of the relative frequency of different type of
rock joint systems.
4.2.2 Rock Blocks
Rock blocks are formed when joints completely surround portions
of a rock mass, dividing the rock mass. The formation of rock
blocks provides information about the size, shape, location, and
orientation of jointing.
Figure 4.1 show rock blocks observed in an outcrop in a Limestone
formation at Birdspring Ridge in southern Nevada. The joint
system shown in this figure consists of joints which are
unbounded within the scale of the rock mass, such that joints
completely define rock blocks. The joint orientation pattern is
defined by three generally orthogonal joint sets of planar
joints, which produce rock blocks which are primarily rectangular
prisms. Dispersion of orientations is sufficient, however, to
produce a variety of polyhedral block shapes in addition to
rectangular prisms.
The joint system shown in Figure 4.2 from a siltstone outcrop in
the Soda Mountains of California, again exhibits polyhedral rock
blocks. This joint system, however, has greater dispersion of
joint orientation, and as a result a greater variety of
polyhedral block shapes. In addition, the joints in this
formation do not appear as unbounded planes, since horizontal
joints are offset across the vertical joint set. This provides an
indication of a polygonal joint shape, since joints are defined
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FIGURE ,1 ROCK LOCKS, BIRDSPRING RANGE, NEVADA
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FIGURE 4,2 Roci< BLOCKS) SODA iOUNTAINS, CALIFORNIA
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by the faces of polyhedral rock blocks.
Polyhedral rock block shapes, and bounded joint sizes are also
indicated by rock blocks shown in Figures 4.3 and 4.4. Figure 4.3
shows a rock slope in the Butte Valley, California marble
formation, and Figure 4.4 shows an outcrop at Trondheim Fjord,
Norway. Blocks have fallen from outcrops, exposing joints which
appear to be defined by bounded polygons.
Blocks shaped as hexagonal prisms can be seen in photographs of
the Devils's Post Pile, California, Figure 4.5, and Giant's
Causeway, Ireland, Figure 4.6. Here, joints are not described by
sets of subparallel joints, but by the faces of prismatic blocks.
The regular geometric pattern of these blocks defines a
corresponding pattern of the shape, size, and orientation of rock
joints on block faces.
Figures 4.8 and 4.9 illustrate rock joint systems in which
extensive jointing patterns do not seem to define any rock
blocks. In Figure 4.8, from Hornell, New York, a single set of
parallel joints corresponding to bedding planes divides the rock
mass into layers. This joint system is an example of jointing in
which joints are unbounded within the scale of the rock mass, and
have very little orientation dispersion.
Figure 4.9 illustrates sheet jointing at the Sima Fjord in
Norway. Here jointing does not define rock blocks, even though
there is some dispersion of joint orientation in the single joint
set. Joint shapes cannot be distinguished, but joints do appear
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FIGURE 4,8 PARALLEL JOINTING, HORNELL, NEW YORK
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to be bounded.
4.2.3 Joint Termination
The geometry of joint terminations can provide information about
joint shape, size, and location. If joints do not terminate
within the scale of the rock mass, as in Figure 4.1, joints can
be inferred to be unbounded, and without a specific shape.
Alternatively, if joints terminate within the rock mass, joints
are bounded, and if they terminate at joint intersections, their
size is determined by the intensity of jointing, and they are
polygonally shaped.
For joints which do not terminate by intersection with
perpendicular jointing, Hodgson(1961) has identified four types
of joint termination (Figure 4.10). Hodgson identified joints
which terminate in intact rock without curving, terminate by
intersection with a subparallel joint, terminate with curving of
the joint tip, and terminate by bifurcation. Each of these
termination patterns has implications for joint shape and size.
Joint termination in intact rock is consistent with bounded
joints, and is consistent with an elliptical, polygonal, or
irregular joint shape in two dimensions.
Joint termination by intersection with a subparallel joint or by
curving of the fracture tip both lead to joints which are non-
planar. Curving of the fracture tip results in a continuous
curvature along the joint length, and termination by intersection
with subparallel joints results in a stepwise curvature. These
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FIGURE 4.10 OBSERVED CLASSES OF JOINT TERMINATION
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in Figure 4.12 from the Darwin Hills, California, the portions of
joints capable of carrying flow through the differentiated arkose
sandstone are highlighted by quartzite alteration. These joints
generally terminate at joint intersections. This is reasonable,
since joints terminating in intact rock would not be capable of
carrying flow.
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FIGURE 4,12 JOINT TERMINATION HIGHLIGHTED BY
ALTERATION, DARWIN HILLS, CALIFORNIA
All of the joint terminations seen in Figure 4.13 from the Dimple
Limestone in Marathon, Texas are at joint intersections. A
substantial proportion of the joints in this figure are bounded
within the scale of the photograph, and the shape of these joints
can be inferred to be polygonal.
This variety of terminations is seen again in joint trace maps of
the Cambridge, Massachusetts Argillite (Figure 414), Stripa
Project, Sweden granite (Figure 4.15), and the Sierra Nevada
granodiorite (Figure 4.16). In the Cambridge argillite trace
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FIGURE 4.13 JOINT TERMINATION, MARATHON TEXAS
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(AFTER M,B.TA,., 1980)
FIGURE 4,14 JOINT TRACE MAP, CAMBRIDGE ASSACHUSETTS
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A. JOINTING VISIBLE TO NAKED EYE
BE COPLANAR ON JOINT PLANES
B. CLOSE INSPECTION WITH HAND MAGNIFIER SHOWS THAT
JOINTS ARE ACTUALLY CONTINUOUS ON JOINT PLANES
(1x SCALE)
FIGURE 4.17 TRACE MAP OF ARKOSE SANDSTONE,
DARWIN HILLS, CALIFORNIA
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presents a detailed map of jointing observed in a 100 cm^2 sample
of arkose sandstone from Darwin Hills, California. From visual
inspection (Figure 4.17a) joint traces appear to be have a
tendency toward collinearity, and most joints apear to terminate
in intact rock. If joint traces are in fact colinear, joints are
coplanar. Close examination with a hand held magnifier (Figure
4.17b) shows that what appeared to be intact portions of joint
planes is actually jointing with a very small aperture. In this
case, therefore, joint planes are joints with a distribution of
apertures.
4.2.4 Joint Planarity
Most of the joints shown in Figures 4.1 through 4.12 have been
planar, and relatively easy to conceptualize. As stated in
section 4.2.1, these figures were selected to be illustrative
rather than representative. In order to provide a more complete
picture of in-situ joint systems, more complex jointing patterns
should also be considered. Weiss (1972) presents over 200 plates
of rock joints, including a wide variety of non-planar joints.
Here, a few complex and non-planar jointing systems will be
presented to illustrate the limitations of models which are
restricted to planar jointing and polyhedral rock blocks.
The joints in Figures 4.18, from the Inyo Mountains, California,
and 4.19, from the Soda Mountains, California do not exhibit the
simple, generally planar features that have been shown until now.
An even more complex jointing pattern is shown in Figure 4.20,
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FIGURE 4.18 NON-PLANAR JOINTING, INYO MOUNTAINS,
CALIFORNIA
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FIGURE 4.19 NON-PLANAR JOINTING, SODA fiOUNTAINS,
CALIFORNIA
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FIGURE 4,.20 COMPLEX JOINTING, BR I ENZj SWITZERLAND
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from Brienz, Switzerland. Figures 4.21 and 4.22 from Le Sepey,
Switzerland and Oslo, Norway show the non-polyhedral rock blocks
which can be formed by non-planar joint systems.
Non planar joints can be formed by several geologic processes.
Folding and shear can distort joints which were originally
planar, and create new curvilinear joints where there were no
joints before. Additional sources of curvilinear joints include
conchoidal fracture, and curving of fracture tips during joint
formation (Figure 4.10).
4.2.3 Summary
Photographs and trace maps of jointing have been examined to
provide geological evidence for evaluation of joint system
models. Evidence has been presented for a wide variety of
different types of joint systems. Joints were seen which were
bounded and unbounded, planar and non-planar. Joint systems were
observed which produced polyhedral and non-polyhedral blocks, and
no blocks at all. Different types of joint terminations examined
indicated potentials for polygonal, elliptical, and irregular
joint shapes.
4.3 GEOLOGICAL EVALUATION OF ROCK JOINT SYSTEM MODELS
4.3.1 Introduction
Having examined the geometries of rock joint systems on the basis
of geological evidence, we will now consider the available
mathematical models, and their relationship to observed jointing
patterns. The five joint system models to be evaluated have been
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LE SEPEY, SWITZERLANDFIGURE 421 COMPLEX JOINTING,
132
FIGURE 4,.22 COMPLEX JOINTING, OSLO, NORWAY
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defined in Chapter 3, and are illustrated in Figures 3.1, 3.4,
3.9, 3.13, and 3.17 . The assumptions for model components of
shape, size, location, and orientation are summarized in Table
3.2 . Rock joint system models will be compared to geological
evidence on the basis of rock block formation, joint
terminations, joint planarity, and model components.
4.3.1 Orthogonal Model
The fundamental assumption of the the Orthogonal joint system
model (Figure 3.1) is that joints are defined in three mutually
perpendicular sets of parallel joints. As a consequence of this
assumption, rock blocks are rectangular prisms. Joints may be
either unbounded or bounded, although bounded joints are
restricted to quadrilateral shapes.
All of the joint systems shown in Section 4.2 involved some
scatter of joint orientation, and therefore are not exactly
represented by the Orthogonal model. However, Figures 4.1, 4.2,
and 4.4 show joint systems in which the primary jointing pattern
consists of three orthogonal joint sets, and rock blocks are
generally rectangular prisms. Therefore, the Orthogonal model may
provide a reasonable approximation for these joint systems.
Further, many sites exist where the joint orientations correspond
very well to those assumed by the Orthogonal model.
In Figures 4.1, 4.2, and 4.3 many joints terminate at
intersections with other joints and are therefore bounded within
the scale of the rock mass. These joints define the faces of
L34.
hexahedral rock blocks, and are therfore shaped as
quadrilaterals. This is consistent with one of the alternative
forms of the Orthogonal model (Figure 3.3), in which joint
terminations are defined by joint plane intersections.
The Orthogonal model is clearly not appropriate for joint systems
such as that in Figure 4.6, in which rock blocks are hexagonal
prisms, Figure 4.11, in which joints orientations have a high
level of dispersion, and Figure 4.16 in which only a single joint
set is present, and no rock blocks are formed.
4.3.3 Baecher Model
The Baecher model (Figure 3.4) is characterized by an assumption
that joint shapes are elliptical (or circular, which is a special
case of elliptical shapes). Elliptical joint shapes have not
been observed in any of the over 1500 photographs of jointing
reviewed for this chapter. However, this does not necessarily
indicate that elliptical joint shapes are not common in nature.
As explained in Section 4.1.2, joint shape can generally be
observed only when rock blocks are formed which can be viewed in
outcrops or excavations. Since elliptical joints do not form rock
blocks, at a scale where the shape of the joint can be detected,
one would not expect to be able to observe elliptical joints in
photographs of joint outcrops.
One approach to determination whether an elliptical joint shape
is appropriate is on the basis of the joint termination process,
which can be seen directly from two dimensional surface surveys.
,.
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If joints generally terminate by intersection with other joints,
those terminations will lead to a polygonal joint shape. However,
if joints generally terminate within intact rock, without respect
to intersections, an elliptical or irregular disk shape may be
inferred, since the joint would only have distinct corners as a
result of intersection. Figure 4.16 from the Sierra Nevada is a
case in which almost all joints terminate in intact rock.
Sega11(1984) examined joint terminations in this outcrop at the
microscopic scale, and found that almost joint traces are planar,
and terminate to a point. Based on this evidence, if these
joints have a regular shape, they are probably elliptical. If
joint shape is irregular, an ellipse is still probably the most
appropriate regular shape for approximation in joint system
modeling.
Another important feature of the Baecher model is the assumption
that joints are not coplanar. The joints in Figure 4.11, and in
many other outcrops reviewed for this chapter, are clearly not
coplanar, which again supports the application of the Baecher
model to this site. In general, where joints are planar, bounded,
and terminate without respect to joint intersections, the Baecher
model may be an appropriate joint system model, even though
elliptical joint shapes cannot be justified by direct
observation.
Because joints in the Baecher model terminate without respect to
joint intersections, Baecher models cannot form rock blocks
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unless the blocks are formed at a scale which is small relative
to the size of joints, such that joints are effectively unbounded
planes. Therefore, the Baecher model is not appropriate for any
joint systems in which blocks are formed at the scale of joints,
such as Figures 4.1, 4.2, and 4.3 
4.3.4 Veneziano Model
The essential feature of the Veneziano model(Figure 3.9) is the
definition of joints on joint planes by a Poisson line process
such that joints are coplanar and polygonal. The size of joints
is defined both by the intensity of the Poisson line process, and
the proportion of the polygons defined by such a Poisson line
process which are marked as open joints or intact rock.
Intersections between joints on different joint planes do not
match joint edges, and as a result rock blocks are only defined
at scales smaller than the size of individual joints.
Polygonal joint shapes have been seen in a number of joint
systems, such as those in Figures 4.1 through 4.4 . In these
examples, the Veneziano has an advantage over the Orthogonal
model, because it does not place any restriction on joint
orientation distributions, such that the actual orientation
distribution observed in the field can be incorporated directly
into the joint system model. The joint coplanarity assumed by the
Veneziano model is not visible in Figures 4.1 through 4.4, since
most of these joints are either larger than the scale of the
photograph terminate such that it is not possible to determine
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whether other joints are coplanar. Figure 4.17, however, shows
joint traces which clearly indicate the existence of coplanar
jointing, at least at some sites.
The difficulty with application of the Veneziano model to the
sites such as those shown in Figures 4.1 through 4.4 is the
presence at these sites of distinct rock blocks, which would not
be possible in a regular Veneziano model with impersistent joint
planes (i.e. joint planes with less than 100 of the polygons
formed by the Poisson line process marked as open joints). Since
joint edges in the Veneziano model are not defined by joint
intersections, blocks can only form at a scale at which each
individual joint is effectively an unbounded plane (Figure 3.12).
Since joints are bounded in these figures, the Veneziano model
could not be applied to these sites.
The Veneziano model might be appropriate, however, to the site in
Figure 4.17, since the coplanar joints at this site do not form
distinct blocks.
Veneziano models in which 100 percent of each joint plane is
defined as jointed are essentially models of unbounded joint
planes with arbitrary orientation distributions. These models do
produce polyhedral rock blocks such as those shown in Figures 4.1
through 4.4. The difficulty in application of this type of
Veneziano model to these sites is that joints can be seen to
terminate within each of these joint systems, and therefore
joints clearly are bounded. However, where a substantial
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proportion of the joints in the joint system are unbounded, as in
Figure 4.8, the Veneziano model may be a reasonable
approximation.
4.3.5 Dershowitz Model
The Dershowitz model (Figure 3.13) is similar to the Veneziano
model, except that instead of defining polygonal joints on joint
planes by an independent Poisson line process, joints are defined
by the line process of intersections between joint planes. Since
joint edges correspond to joint intersections in the Dershowitz
model, distinct rock blocks can be defined at any scale,
regardless of the proportion of each joint plane which is defined
as jointed. Thus the Dershowitz model has the advantages of the
Orthogonal model for definiton of distinct rock blocks, but has
the additional advantage of flexibility in specification of
orientation distributions, such that a variety of polygonal joint
shapes and polyhedral block shapes can be modeled.
As a result, the Dershowitz model is a more accurate
representation than any of the preceding models for the joint
systems shown in Figures 4.1 through 4.4 and 4.11 through 4.13,
which exhibit distinct rock blocks, bounded polygonal joints, and
orientation dispersion.
The Dershowitz model may also be used for joint systems such as
those in Figures 4.8, 4.16, and 4.17 where distinct rock blocks
are not seen. This is possible because joints in the Dershowitz
model are bounded by joint plane intersections, and not
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necessarily by joint intersections. Therefore, by introduction of
a system of impersistent joint planes, a portion of joints can be
defined as terminating without respect to open joints, and joint
systems without distinct blocks can be simulated.
As in the Veneziano model, joints in the Dershowitz model are
coplanar, and the model is not accurate for models with bounded,
non coplanar joints. However, by a reduction in the proportion of
each joint which is defined as jointed, the effect of coplanarity
can be reduced, and the Dershowitz model can be used as an
approximation. As this proportion is reduced, however, rock block
formation and the proportion of joints terminating at joint
intersections is also reduced, such that the model has the same
strengths and weaknesses as the other non-coplanar model, the
Baecher model.
4.3.6 Mosaic Tesselation Models
Mosaic Tesselation joint system models (Figures 3.17,3.18, and
3.19) include regular joint system models such as the Orthogonal
model, Poisson plane based Dershowitz models, and Mosaic Block
Tesselation models such as Voronoi (Figures 3.20 and 3.21), and
Delaunay (Figures 3.22 and 3.23) models. Here, only Mosaic Block
Tesselation models will be discussed, since other classes of
Mosaic Tesselation models have already been discussed.
Jointing in Mosaic Block Tesselation models is defined by the
faces of a process of non-overlapping blocks completely
containing the rock mass. Mosaic Block Tesselations models are
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therefore appropriate for joint systems which
result of a process of block formation in a
example of such a joint
(Figures 4.5 and 4.6),
of columns formed during
of columnar basalts is
Voronoi tesselations (Fi
The geometry of jointi
corresponds directly to
blocks are in a regular,
a regular repetitive pat
will also be stochastic.
are actually
rock mass.
system is jointing in columnar basalts
in which jointing is formed on the faces
the cooling of magma. The joint system
very similar to that of two dimensional
gure 3.20).
ng systems in block tesselation models
the geometry of the process of blocks. If
repetitive pattern, jointing is also in
tern, if blocks are stochastic, jointing
As a result, mosaic block tesselation
can model a wide variety of joint system geometries, in addition
to columnar basalts.
The primary limitations on the application of Mosaic Block
Tesselation models are requirements for joint and block shapes.
Mosaic Block Tesselation model joints are the faces of polyhedral
blocks, and as a result must always be polygonal and terminate at
joint intersections. Ample geological evidence has been presented
for polyhedral rock blocks and polygonal jointing (i.e. Figures
4.1 through 4.4). For cases which do not display polyhedral
blocks, polygonal joints, or joint terminations at
intersections, Mosaic Block Tesselation models are not
appropriate.
4.3.7 Summary
the
One
141
Each of the rock joint models defined in Chapter 3 have been
discussed from the perspective of geological evidence presented
in Section 4.2 . All models have been shown to be realistic
combinations of assumptions for components such as joint shape,
size, location, and orientation.
Model limitations have also been examined. While models have been
defined which incorporate the characteristics of block size,
joint termination, and joint shape described in Sections 4.2.2
and 4.2.3, no models incorporate the non-planarity and complex
geometries described in Section 4.2.4. This limits the range of
application of these joint system models to relatively simple
joint systems. The severity of this restriction for practical
applications has not been quantified.
4.4 GEOLOGICAL MECHANISMS
4.4.1 Introduction
Joints, faults, and folds are the most important structural
features in geology. Accordingly, significant research efforts
have been devoted to the interpretation of these features,
although somewhat less research has been devoted to jointing
than to faulting and folding, which play a more significant role
in the understanding of geological history. Important
contributions to the understanding of rock jointing have been
made by, for example, Salomon(1911), Stini(1929), Cloos(1936),
Sander(1948), Muller(1963), Wilson(1982), and Price(1965).
Most research in the area of rock jointing has been conducted
either from the perspective of the description of joint geometry,
or from that of determination of joint genesis . Although joint
geometry and joint genesis are interrelated, treatment has
usually concentrated on only one aspect. As a result, little
effort has been devoted to the relationship between joint
geometry and the mechanisms of joint genesis, which is necessary
to provide a geological basis for rock joint system models. More
recent studies (i.e. Segall, 1984) aim at a more integrated
approach, but are limited to specific sites or specific jointing
patterns rather than providing the desired general treatment.
In this section, current knowledge of the mechanisms of joint
genesis will be surveyed to develop a relationship between joint
system models and geological mechanisms. Inferences about the
relationship between joint genesis and joint geometry is somewhat
speculative, since little fundamental research has been performed
in this area. However, given the wealth and quality of
information about both joint genesis and joint geometry, the
integration of the two provides a sound geological basis for
joint system models.
The basic mechanisms of joint genesis are surveyed in Section
4.4.2. In Sections 4.4.3 and 4.4.4, the relationship between the
mechanisms of joint genesis and joint geometric characteristics
and joint system model geometries will be elucidated.
4.4.2 Joint Genesis
Joints, as discussed in this dissertation, are created by two
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basic mechanisms: tension, with little or no displacement along
joint surfaces, and shear along existing weakness surfaces. The
predominant tension mechanism can occur in tensional,
compressional, or shear stress fields.
In this section, the basic mechanisms of joint genesis will be
described for tensional, compressional, and shear stress fields.
It is important to note that the mechanism of joint formation
does not necessarily correspond to the stress field. Shear stress
fields, for example, generally produce jointing by a tensional
mechanism.
The distinction between stress fields used to classify joint
formation mechanisms below can be somewhat arbitrary, since the
stress field producing jointing may depend upon the scale. For
example, folding, which occurs in a large scale compressional
stress field produces tensional as well as shear stresses at the
scale at which joints are formed. As a result, the division
between categories below may be blurred somewhat. The
distinctions are necessary, however, to allow the development of
a systematic approach to joint genesis.
Factors which infuence joint genesis, in addition to stress
fields, include rock type, strength, mineralogy, grain size, and
temperature. The geological mechanisms of joint formation can
occur simultaneously or in series, and joints may be subjected to
shearing following their formation. As a result, combinations of
a relatively few mechanisms can produce the wide variety of
I '. L I
jointing patterns seen in the field.
In addition to the definition of jointing on the basis of
mechanism above, jointing can be defined on the basis of scale.
In general joints are defined as features of lengths and spacings
of at least one centimeter, while smaller scale features are
defined as cleavage or microcracks. This definition of jointing
on the basis of scale is, however, subject to a variety of
interpretations, and as a result is only used to supplement the
definition based upon mechanism.
Tensional Stress Field
The primary mechanisms of jointing in a tensional stress field
are stress relief jointing, in which joints are formed by
tensional failure perpendicular to the direction of the minor
principal stress, and contraction, in which joints are formed as
the result of changes in the volume of rock accompanying changes
in temperature or water content.
Stress relief jointing, or "exfoliation", occurs when originally
existing compressional stresses are relieved in one or two
directions. This causes an induced tension field, and results in
rock fracture perpendicular to the induced minor principal
stress.
A prime example of stress relief jointing occurs when parts of
the earth's crust are uplifting and originally acting horizontal
(lateral) stresses are relieved. Depending upon the rock strength
and the stress field, the resulting induced tension field
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frequently results in the formation of vertical tension joints,
which are perpendicular to the minor principal stress.
Similar mechanisms occur in the case of glacial valley cutting
and post-glacial unloading. In both of these cases, the resulting
joints are perpendicular to the direction of the induced minor
principal stress: parallel to the valley wall in the case of
valley cutting, and parallel to the surface upon which the
glaciar rested in the case of post-glacial unloading. Post-
glacial unloading can occur either in isolation or in combination
with valley cutting, and is one of many mechanisms which can
result in sheet jointing (Twydale, 1971)
Stress relief jointing may also result from erosion of softer
overlying formations. These stress relief joints are parallel to
the surface of the remaining rock. If the remaining rock is
curved, the stress relief jointing will also be curved (Figure
4.23).
Since stress relief jointing occurs perpendicular to an induced
tension field, the intensity of jointing is frequently
proportional to the strength of the induced tension field. As a
result, the spacing between tension joints often is correlated
with the distance from the source of the induced tension field.
In addition, the spacing between stress relief joints often
increases with increased bed thickness.
The mechanism of stress relief jointing can be enhanced in rock
formations with interlayering of deformable and less deformable
146
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B. SOFTER STRATUM IS ERODED, CREATED INDUCED TENSION FIELD
C, STRESS RELIEF TENSION JOINTING IS
TO DIRECTION OF STRESS RELIEF.
FORMED PERPENDICULAR
FIGURE 4,23 NON-PLANAR STRESS RELIEF JOINTING
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rocks; shear stresses transmitted at the interfaces between
layers can increase fracturing in less deformable layers.
Joint formation mechanisms related to rock contraction are
generally related either to changes in rock water content,
changes in mineralization, or changes in temperature.
Since sedimentary rocks are formed by lithification under high
pressure, it is interesting to note that some joints formed
during formation of sedimentary rocks are the result of a
tensional stress field. This is, however, the case. Decreases in
the water content during the formation of sedimentary rocks cause
a decrease in the volume of the rocks being formed. This
"shrinkage" can only be accomodated by formation of joints in an
induced tension field between the regions with the greatest
decrease in volume. These joints are generally horizontal, or
orthogonal, with spacings related to the process of water content
and volume reduction during lithification.
Rock volume can also be reduced by changes in mineralization. For
example, the conversion of Gypsum to Anhydrite is accompanied by
a significant decrease in the amount of water incorporated into
the minerals, and a decrease in volume. This decrease in volume
again induces a tensional stress field and contraction jointing.
Contraction joints formed during cooling of igneous rocks are the
result of an induced tension field resulting from decreases in
the volume of the rock. This tension field can only be formed if
the cooling is relatively rapid, as in small intrusive bodies
148
(i.e. sills and dykes) and basalts cooled at the surface. The
location, shape, size, and orientation of the joints formed
during cooling of igneous rocks depends upon the process of
cooling; more regular cooling processes such as those in columnar
basalts result in more regular jointing patterns.
An additional mechanism for joint formation in tension is fatigue
failure, as a result of cyclical thermal or stress loadings.
Cyclical stresses may occur, for example, as a result of "earth
tides", which accompany the cyclical expansion and contraction of
the earth. The formation of jointing by fatigue failure resulting
from earth tides generally occurs in conjunction with the
lithification of sediments, and creates jointing patterns which
are generally horizontal.
Compressional Stress Field
Large scale horizontal (lateral) compressional stress fields can
result in both faulting and folding. Both of these large scale
structural features are accompanied by the formation of a large
number of joints by tensional mechanisms.
Tensional joints occur as an integral part of the formation of
faults. It is therefore not surprising that a number of
researchers describe faulting as tension fracturing followed by
shearing along the previously created tension fractures (Lajtai,
1969; Hoek, 1968; Brace and Bombolakis, 1963).
Figure 4.24 illustrates the formation of tensional joints
accompanying faulting (Riedel, 1929; DeSitter, 1956; Wilson,
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1960). The stress field leading to faulting is usually such as to
cause tensile fractures in the direction of the major principal
stress, i.e. bisecting the smaller of the angles between the two
conjugate shear directions. An analogous mechanism originally
postulated by Riedel(1929) and extended by Wilson(1960) involves
the formation of tensile fractures at (45-phi/2) degrees to the
direction of fault slip. These joints are often called "tension
gashes". As slip continues, further fracturing at (45-phi/2)
occurs while the earlier jointing is rotated. This leads to
sigmoidally shaped joints (see Figure 4.10).
Segall and Pollard(1983) have proposed additional mechanisms for
joint formation in conjunction with faulting.
Jointing is also formed by tensional mechanisms in conjuction
with folding (Price, 1966; deSitter, 1956). These fractures occur
both parallel and perpendicular to the fold axis. (Figure 4.25).
Joints perpendicular to the fold axis are parallel to the major
principal stress, and are therefore similar in mechanism to those
accompanying faulting.
The geometry of both fold and fault related jointing depends upon
the size and orientation of the major structural feature. Fault
related joints are generally arranged en-echelon, while no
definitive information could be found for the joints
perpendicular to fold axes. Joints parallel to fold axes are
spaced according to the thickness of the folded bed.
Shear Stress Fields
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FIc. 43. (a) Block diagram silowing typical relationship of master ioints
to an anticline. (b) Stereogram of master joints shown in (a). (c) Block
diagram showing typical relationship of joints in the limbs of an
asymmetrical anticline. (d) Stereogram of joints in the gently dipping limb.
(e) Stereogram of joints in the steeply dipping limb.
(AFTER PRICE, 1966)
FIGURE 4.25 TENSIONAL JOINTS ACCOMPANYING FOLDING
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All of the discussion of joints accompanying compressional stress
fields could alternatively have been catagorized as occuring in a
shear stress field, since both faulting and folding are
accompanied by major shear stress fields.
In addition to the jointing mechanisms discussed under the
heading of "compressional stress fields", the shear stresses
related to folding can result in the formation of joints through
shear failure along pre-existing planes of weakness such as
bedding or foliation surfaces or the direction of predominate
cleavage.
After joints have been formed, they are frequently subjected to
shear stress field which can significantly distort the original
joint geometry (Figure 4.26). This shearing is not in itself a
mechanism of joint formation, but is an important aspect of the
genesis of joint geometry.
Interaction of Mechanisms
The mechanisms described above all result in relatively simple
joint geometries. However, in practice, these mechanisms can be
combined concurrently or serially to produce the wide variety of
observed joint geometries. The above mechanisms are not presented
as an exhaustive set of all possible mechanisms, but rather as a
survey of those which are most important and best understood. The
combination of these mechanisms may not be sufficient to explain
all observed joint geometries. Combination of these mechanisms
may or may not be sufficient to explain, for example, the genesis
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a) Pre-existino joint field subjected to shear
stress (i.e, during folding)
b) Resulting Non-planar jointing
FIGURE 4,26 NON-PLANAR JOINTING RESULTING FROM
SHEARING FOLLOWING JOINT FORMATION
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of major and minor joint sets, regular (systematic) and irregular
(non-systematic) jointing, and complex joint shapes.
In the following section, the mechanisms of joint formation
surveyed above will be used to develop hypotheses concerning
joint geometric characteristics of shape, size, orientation,
location, and autocorrelation. These hypotheses are speculative,
since they are related to unproven relationships between joint
genesis and joint geometry. However, they are useful for the
understanding of the geologic mechanisms which might produce
joint systems, and they are founded upon sound geological
reasoning and known geological mechanisms.
4.4.3 Joint Genesis and Joint Geometric Characteristics
The primary geometric characteristics exhibited by individual
joints as defined in Chapter 2 are joint shape, size, location,
orientation, and planarity. Secondary geometric characteristics
which provide a more complete description of the
interrelationship between primary characteristics include joint
termination and autocorrelation.
In this section, hypotheses will be developed to describe the
relationship between these geometric characteristics and the
geological mechanisms described in Section 4.4.2 . Hypotheses
are based both upon established geological mechanisms, and
interactions between mechanisms, which are not well established.
Relationships between geological mechanisms and joint systems
geometries will be discussed in Section 4.4.4 
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Joint Shape
Cleary(1984) and others have shown that joints formed by
hydrofracturing of an isotropic rock have an elliptical or
circular shape. Within actual rock formation, elliptical joints
have rarely been documented, although an elliptical joint has
been reported by Bankwitz(1968). More frequently, observed joints
have polygonal shapes, which is the result of joint termination
mechanisms involving intersections between joints and pre-
exisiting joints or other structural features. Joint termination
is discussed in reference to joint size.
Joint Size and Termination
In the absence of pre-existing structural features, joints must
terminate either at the boundaries of the rock mass, resulting in
unbounded jointing within the scale of the rock mass, or in
intact rock. Mechanisms for termination of joints within intact
rock are described by Hodgson (1961) and Price, 1966) (Figure
4.10).
In many cases, however, the termination of joints occurs as a
result of interaction between joints and between mechanisms of
joint formation. When new jointing is superimposed upon a pre-
existing joints, the new joints will frequently terminate at
intersection with the pre-existing joints, as a result of
disruption of the tension field. Joint termination can also
result from interaction with other structural features, whether
occuring prior or concurrently with joint formation, including
bedding and cleavage planes, faulting, and folding.
Another possible mechanism for termination of tension jointing in
intact rock is the shielding of smaller joints from the induced
tension field by larger joints (Figure 4.27).
Joint Location
Joint location is defined by the coordinates of joints within the
rock mass. It is difficult to discuss the location of individual
joints without reference to the location of other joints, because
the relationship between joint mechanism and joint location is
related primarily to relative rather than absolute joint
locations.
Several joint formation mechanisms have been demonstrated to have
a direct effect on joint location (Hodgson, 1961). The intensity
of jointing formed by stress relief is related to the intensity
of the induced stress field, and therefore the distance between
joints (joint spacing) increases with the distance from the
source of the stress relief.
In tension jointing resulting from contraction, the location of
jointing is related directly to the mechanism of rock
contraction. If contraction occurs in a regular pattern, joint
location will be regular or systematic. For example, the cooling
of basalts frequently occurs rapidly, accompanied by a
homogeneous reduction in volume throughout the rock mass. This
results in a regular hexagonal jointing pattern.
Joint location may also be influenced by complicated interactions
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1) Cracks begin from uniformly distributed microcracks,
2) Cracks propogatina more rapidly shield neighborin
joints from stress, terminatina them, Larper joints
continue to propocate,
3) The process of shielding continues at larger scales.
FIGURE 427 CONCEPT OF JOINT TERMINATTON BY SHIELDING
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between joint formation mechanisms, and inhomogeneity of the rock
mass, resulting in patterns of joint location which can not be
related to any single mechanism.
Joint Orientation
Joint orientation can also not be discussed for individual joints
without reference to the orientation of other joints. Here, the
orientation of joints within single sets of subparallel joints
will be addressed.
Individual, non-intersecting (subparallel) joints are usually
formed by a single mechanism. The orientation of joints created
in tension is generally perpendicular to the direction of applied
tensile stress. If the dispersion of the direction of applied
tensile stress were symmetrical, therefore, the dispersion of
tension joint orientation might be expected to be symmetrical
about the normal to the mean joint plane (Figure 4.28a). However,
considerable evidence indicates that tension joints generally
have little dispersion in joint strike or dip direction in
comparison to dispersion in dip (Hodgson, 1961).
The relationship between jointing orientation and dispersion of
the orientation of the stress field can be quite complex. For
example, for tension gashes (Figure 4.24), joints are formed at
an angle of approximately (45-phi/2) degrees to the slip
direction, which is in turn oriented with respect to the shear
stress field. Dispersion in the stress field will result in
corresponding dispersion in joint orientation about an axis
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related to mechanism of tension gash formation. (Figure 4.28b).
Joints formed by shearing along pre-existing weakness surfaces
will have orientation dispersion corresponding to that of the
weakness surfaces.
For joints formed by rock contraction, the distribution of joint
orientations is related to the process of contraction, which may
result in highly uniform or disperse orientations, depending upon
the circumstances.
For complex joint formation mechanism such those related to
faulting and folding, the dispersion of joint orientation is the
result of a very complicated interaction of joint formation
mechanisms, and variations in stress fields, and rock
inhomogeneity and anisotropy. As a result, it is very difficult
to formulate reasonable hypotheses concerning the relationship
between these mechanisms and joint orientation.
Joint Planarity
Tension fractures when they originate are generally planar
(Bankowitz, 1966; Hodgson, 1961; Price, 1960). They can, however,
extend as curved fractures and can be distorted and can be
distorted to a sigmoidal shape by shearing occurring as part of a
faulting process. (Figure 4.26). Thus, even for a single
(original) joint formation mechanism, planar, undulating, and
sigmoidal joints can be expected.
Correlation and Autocorrelation
Because the mechanisms of joint formation control all the
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characteristics of joint geometry simultaneously, it is
reasonable to expect that joints characteristics will be
correlated and autocorrelated (i.e. correlated with respect to
location). Figure 4.29, for example, shows a correlation between
joint size and orientation which might occur as a result of joint
formation by two different, consecutive mechanisms.
Autocorrelation and correlation has not, however, been related to
any specific joint formation mechanism; it is more likely that,
as in Figure 4.29, autocorrelation and correlation occur as the
result of interaction of joint formation mechanisms.
4.4.4 Joint Genesis and Joint System Models
In this section, the relationship between joint formation
mechanisms and the five joint system models defined in Chapter 3
will be discussed. As in Section 4.4.3, hypotheses concerning the
relationship between joint system geometry and joint genesis are
somewhat speculative, but are founded upon the well established
mechanisms of joint formation described in Section 4.4.2.
Orthogonal Joint System Model
Stress relief, earth tides, and folding mechanisms can all lead
to orthogonally oriented joint sets. In the case of earth tides
and folding, a single mechanism can create the entire joint
system, while stress relief joints in several directions usually
requires a sequence of stress relief mechanisms.
Joint shape in the orthogonal joint system model is assumed to be
rectangular, both when joints are defined by intersections
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between joint planes, and when they are defined independent of
joint plane intersections. The rectangular shape between joint
plane intersections is consistent with a mechanism in which an
original system of orthogonal joint planes with unbounded joints
is sheared along one or more sets, creating bounded, rectangular
joints terminating at intersections with joint planes.
Another possible mechanism for rectangular joint shapes in
an orthogonal joint system is a change in the stress field
subsequent to the creation of an original orthogonal joint
system. This subsequent joint system can terminate at
intersections with the original joint system, producing
rectangular jointing.
The location or spacing of joints is related to the original
mechanism of joint formation. For stress relief mechanisms, the
location of joints within an orthogonal system will be related to
the thickness of layers, and the decrease in the intensity of the
induced tension field with distance from its source. If joint
formation mechanisms interact or occur serially, essentially any
pattern of joint location is possible within an orthogonal joint
system.
The orientation of jointing within this joint system model is
clearly governed by the requirement of orthogonality. By
definition of the model, in the orthogonal joint system model,
only very minor variations in joint orientation are permissible.
As a result, this model is only appropriate where joint formation
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processes are sufficiently reqular as to produce subparallel
jointing. Complicated mechanisms such as complex folding,
subsequent shearing, or superposition of other jointing patterns
could introduce sufficient dispersion so as to make the
orthogonal joint system model inappropriate.
The orthogonal joint system model assumes planar joints, which
can be produced by any of the tensional or compressional joint
formation mechanisms in Section 4.4.2 . However, since many
mechanisms can produce non-planar jointing, this requirement is a
significant limitation of the model.
Baecher Joint System Model
Evidence exists to support the concept of tensional geological
mechanisms for the formation of joints of elliptical or circular
shape. (see Section 4.4.3). It is therefore conceivable that
elliptical or circular joints could be found in joint systems
made up of parallel or subparallel joints formed by a single
mechanism, or systems of randomly oriented joints formed by many
sequential and differently oriented mechanisms.
In addition, if joints intersecting existing joints are not
strongly influenced by the intersection, elliptical and circular
joints could exist even in multiset joint systems. However, if
joint terminations in subsequent sets are controlled by
intersections with earlier jointing, such a system of
intersecting circularly shaped joints is unlikely to occur.
From the above, the following hypotheses can be made concerning
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the relationship between the Baecher joint system model and joint
formation mechanisms:
o Joint formation mechanisms do exist which could result
in elliptical or circular joint shapes,
o Joint termination in such systems will generally be
within intact rock and not at intersections between
joints,
o Orientation of circular or elliptical joints will be
subparallel or random. Subparallel joints may have
greater dip dispersion than strike dispersion, as was
discussed in Section 4.4.3.
As for the orthogonal joint system model, the restriction to
planar joints eliminates a number of joint formation mechanisms
which can result in non-planar jointing. For orthogonal joints
which terminate within intact rock, possible sources of such non-
planarity include joint termination by curving of the crack tip
(Hodgson, 1961), and subsequent shearing of existing joints.
Joint location and orientation in sets are related. Mechanisms
such as stress relief tension which produce regular, subparallel
or parallel orientations will also produce regular spacing
patterns. Combinations of mechanisms and changes in stress fields
which can produce randomly oriented jointing can also produce
random (i.e. Poisson) joint locations.
Veneziano and Dershowitz Joint System Models
The Veneziano and Dershowitz joint system models are
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generalizations of the orthogonal joint system model in which
joint orientation is not restricted to three orthogonal sets of
parallel joints, but can be described by any distribution, and
joint shapes can be any polygon. The difference between Veneziano
and Dershowitz models is in the determination of the location and
termination of individual joints on joint planes; in the
Veneziano model, joints are defined by an independent Poisson
line process on each joint plane, so that joint intersections are
not related to joint edges, while in the Dershowitz model, joints
are defined by joint plane intersections, and joint edges are
generally defined at joint intersections.
The generality of these models accomodates all the joint
formation mechanisms mentioned in Section 4.4.2, and most
importantly many of the possible interactions between those
mechanisms, which most frequently lead to polygonal joint
shapes.
For example, the combination of stress relief and earth tidal
fatigue mechanisms, and tilting of the resulting jointing between
stress changes will result in non-orthogonally oriented joint
sets. Shrinkage and cooling joints can be represented by the
Veneziano and Dershowitz models, as can patterns of polygonal
joints associated with faulting and folding. The secondary
tension jointing of rock blocks isolated by tension gashes can be
represented, as can joints caused by complex folding mechanisms.
The main issue to be addressed here is the difference between the
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Veneziano and Dershowitz joint system models. This difference in
the definition of jointing in relation to joint intersections
determines how well each of the two models can represent joint
size, shape, and termination.
Considering joint formation mechanisms which produce intersecting
joints, such as rock contraction and interacting mechanisms , one
finds that,
o Tension fractures will often stop when intersecting
existing discontinuities, and
o Existing joints provide points of stress concentration
for the formation of new fractures crossing them
(Einstein and Hirschfeld, 1973; Baecher and Einstein,
:198 1) 
While the first of these observations implies termination of
joints at joint intersections, as in the Dershowitz model, the
second implies the formation of joints crossing pre-existing
joints, as in the Veneziano model. Closer examination of joints
originating from existing fractures indicates, however, that
these fractures frequently are formed with an offset across the
pre-existing joint, making the Dershowitz model more appropriate
in both cases.
Nevertheless, these is evidence for mechanisms supporting the
suitability of the Veneziano model also. Secondary tension joints
within existing blocks frequently are formed without extending to
the original joint system forming the blocks, or having only
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hairline cracks extending the full distance (as in Figure 4.17).
In this case, joints do not terminate at joint intersections.
In light of the above, several hypotheses can be stated
concerning the relationship between joint formation mechanisms
and Veneziano and Dershowitz joint system models.
o Joint sizes may be bounded or unbounded, depending upon
the scale of the stress field producing jointing.
Unbounded jointing is particularly likely for large scale
stress relief jointing mechanisms, such as valley cutting
and post-glacial unloading. Both models are equivalent
for representation of unbounded jointing such as sheet
jointing.
o The Veneziano model is particularly well suited for
representation of mechanisms which produce very small
scale jointing, since there is no need to define
intersecting joint planes to bound joint sizes.
o Both individual joint formation mechanisms and
combinations can result in polygonal joint shapes, as
assumed in Veneziano and Dershowitz joint system models.
Polygonal joint shapes are particularly appropriate where
joints terminate at intersections with pre-existing
jointing.
o The ability to represent any distribution of joint
orientation in Veneziano and Dershowitz models provides a
significant advantage over the orthogonal model for
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representation of more complex mechanisms, such as
folding and faulting, interactions between mechanisms,
and subsequent effects such as tilting.
o The effect of joint formation on joint location mechanism
has not been defined well, but since both models can
incorporate any distribution of joint location, this does
not represent a significant limitation.
o The limitation of both models to planar jointing makes
the models unsuitable for the many joint formation
mechanisms and interactions which can produce non-planar
jointing.
Mosaic Block Tesselation Joint System Models
Mosaic block tesselation models represent joints as the faces of
a process of rock blocks, rather than as a process of disks or
polygons defining blocks. As a result, mosaic tesselation models
are clearly appropriate for mechanisms related to rock
contraction, in which joints are in fact formed as the faces of
rock blocks. This model essentially duplicates the physics of the
actual process of joint formation by contraction.
For representation of other jointing mechanisms, Mosaic block
tesselation is, however, of limited value, since it represents
specific geometric patterns, which are not formed by stress
relief, compressional, or shear stress field joint formation
mechanisms.
4.4.5 Summary
17n
This section has surveyed the mechanisms of joint formation, and
has related those processes to both the geometric
characterisitics of rock joints, and the joint system models
defined in Chapter 3. Mechanisms have been identified which
correspond to each of the five joint system models in Chapter 3,
and the scope of the applicability of models has been defined in
terms of those mechanisms.
4.5 SUMMARY
This chapter has demonstrated the need for a wide variety of
joint system models for different geological conditions, on the
basis of both observed joint geometries and geological mechanisms
of joint formation. The chapter has shown how an appropriate
model might be selected on the basis of observed joint system
geometry and an understanding of geological mechanisms. All of
the models defined in Chapter 3 appear to be appropriate for a
significant class of geological conditions.
#..
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5.0 MEASURES-FOR ROCK JOINT SYSTEMS IN TWO DIMENSIONS
5.1 INTRODUCTION
5.1.1 Disaggregate and Aggregate Measures
The development of rock joint system models to this point has
been based upon a disaggregate approach, in which each of the
characteristics of joint system geometry is described seperately.
In this and succeeding chapters, a new, aggregate approach to the
description of rock joint system geometry will be developed.
In the disaggregate
characterist
shape, loca
advantage
characterist
to directly
disaggregate
possible to
ic
ti
ic
approach, each of the geometric
s of jointing is described seperately: joint size,
on, planarity, orientation, and termination. The
this approach is that, by isolating each
:, disaggregate descriptions of jointing can be used
describe the geometry of jointing in-situ. The
description of joint system geometry also makes it
develop joint system models by combination of
specific values of each joint system characteristic.
A consequence and disadvantage of the disaggregate approach is
that it can only describe joint systems as combinations of
individual characteristics. For for comparison of different joint
systems, and for many engineering applications, it is frequently
desireable to have aggregate measures, which are able to describe
the properties of the entire joint system.
The joint system measures developed in this and succeeding
chapters are based upon an aggregate approach. These measures
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quantify important geometric properties of joint systems, without
specific reference to the exact geometry of the joint system.
The use of rock joint measures is a complement rather than a
substitute for the more complete description of jointing given by
the disaggregate approach. While the disaggregate approach
provides a complete picture of joint system geometry, it cannot
easily be used to compare the practical consequences of system
geometry. The Rock joint system measures developed by the
aggregate approach provide a basis for comparison of joint
systems and joint system geometries, and for development of
empirical design and analysis approaches.
5.1.2 Joint System Measures
Three classes of joint system measures, "persistence",
"connectivity", and "block size" will be identified and developed
in this and succeeding chapters. The terminology used to define
these classes is somewhat different from conventional usage, and
will therefore be defined from the beginning.
PERSISTENCE measures quantify the intensity of jointing within a
rock mass, as well as the intensity of jointing on specific
planes ("joint planes") within the rock mass. Persistence
measures are useful for comparison of the amount of jointing in
different rock masses and joint system models, and for comparison
of the amount of jointing required to produce a given level of
performance (i.e. rock mass strength, deformation, or groundwater
flow).
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CONNECTIVITY measures quantify intersection between joints within
the rock mass, and the resulting formation of networks of
connected joints. Connectivity measures are useful in
applications where the extent of joint interconnection is
important, such as in hydrological applications. Connectivity
measures vary as a function of the level of jointing intensity
("persistence"), and also as a function of joint geometric
parameters such as orientation dispersion, shape, and
termination.
BLOCK SIZE measures quantify the size of the blocks of intact
rock defined by the joint system. The division of the rock mass
into rock blocks is a direct consequence of jointing, and in many
applications it is the size of the blocks rather than the
intensity of the actual jointing which is of interest. Block size
measures are an alternative representation of jointing intensity,
presenting the information in terms of blocks rather than joints.
Applications where this representation may be useful include
mining and slope stability.
5.1.3 Scope of Presentation
Rock joint system persistence, connectivity, and block size
measures can be developed analytically and by simulation in both
two and three dimensions. In addition, these measures can be
developed for every joint system model, and for different
combinations of joint system geometric characteristics such as
joint size, shape, location, and orientation.
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In this chapter, six persistence measures, eight connectivity
measures, and three block size measures will be defined. Not all
possible combinations of measures, models, dimensionalities, and
geometric characteristics have been treated analytically.
However, in general, measures are described by simulation in
Chapter 8 if analytical solution is not possible. The models and
measures treated analytically and by simulations are listed in
Section 5.5 
This chapter presents detailed definitions of each of the
persistence, connectivity, and block size measures, and two
dimensional analytic treatments of each of the measures for the
five joint system models defined in Chapter 3. Two dimensional
simulations are presented in Chapter 6, while three dimensional
analytical and simulation treatments are presented in Chapters 7
and 8.
5.1.4 Basis for Two Dimensional Analytical Treatment
Two Dimensional Geometries
Although joint systems are three dimensional, two dimensional
versions of joint system models and measures are valuable,
because they provide a representation that is easier to
visualize, analyse, and interpret.
In order to treat joint systems in two dimensions, a trace plane
must be defined through the three dimensional joint system. In
addition, a boundary must be defined on the area of the plane to
be evaluated, the "model region". In this chapter, analysis is
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performed on a vertical trace plane through the joint system. All
joint orientations are defined with respect to that plane as
apparent dips, referred to as "phi".
Model regions on trace planes may be defined by any region shape.
Although some solutions are possible for any region or for convex
regions, most solutions require assumptions of a specific region
shape. In general, either circular or square region shapes are
assumed, and solutions frequently vary, depending on the region
shape selected. The particular region shape used is therefore
noted with those derivations where an assumption is required.
Analytical Techniques
The analytical derivation of joint system measures in this
chapter draws heavily upon the literature in the branch of
mathematics referred to as "stochastic geometry". Stochastic
geometry defines measures to describe random patterns of
geometrical objects such as lines, planes, and polyhedra. A large
portion of the problem of development of joint system measures is
the adaptation of these measures to the geometry of joints.
The field of stochastic geometry is relatively recent, with most
of the major work in the field published since 1970. It developed
from classical problems of geometry, such as Buffon's needle, the
probability that a needle of length L dropped at random will hit
one or more line in a grid of parallel lines of spacing S. Major
texts in the field of stochastic geometry utilized here include
Santalo(1976) and Harding and Kendall(1974).
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Derivations in stochastic geometry combine techniques of integral
geometry, stochastic processes, and geometric probability. The
derivations of joint system measures in this chapter and chapter
8 based upon stochastic geometry quote the stochastic geometry
solutions, without detailing the basis for those solutions. The
reader interested in pursuing the details of these derivations in
encouraged to refer to cited references.
Terminology
Since many of the measures developed here describe the
interconnection of joints within joint systems, a special
terminology has been defined to describe interconnected joints.
This terminology is illustrated in Figure 5.1 . The term
"isolated joint" is used to describe joints which have no
intersections with other joints within the model region. When two
or more joints intersect, all joints sharing at least one
intersection are referred to as a "joint network". The term
"joint unit" refers to the set of all joint networks and isolated
joints within a joint system.
5.2 PERSISTENCE MEASURES
5.2.1 Introduction
The intensity of jointing, i.e. the quantity of joints within a
given rock mass, is an important factor in determining the
effect of jointing on the mechanical and hydrological performance
of jointed rock masses. Little attention has been paid however,
to the different possible representations of jointing intensity, A
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A. ALL JOINTS FORM THE "JOINT SYSTEM"
B. Two OR MORE INTERCONNECTED JOINTS FORM A "NETWORK"
C. JOINTS WITH NO INTERSECTIONS ARE "ISOLATED JOINTS"
D. JOINT NETWORKS AND ISOLATED JOINTS ARE "JOINT UNITS"
FIGURE 5,1 TERMINOLOGY OF JOINT SYSTEMS AND NETWORKS
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or the use of intensity as a measure for comparison of different
rock joint system models or jointed rock masses.
In current rock mechanics practice, jointing intensity is
frequently described on the basis of the frequency with which a
borehole into a rock mass or trace line on an exposure is
intersected by joints. This produces four quantitative measures
of intensity,
o the mean number of intersections joints and a borehole,
lambda (Stini, 1939),
o the mean spacing between joints in the borehole, Sbar
(which is equal to 1/lambda),
o the distribution of joint spacing, and
o the Rock Quality Designation (RQD) (Deere, 1966), an
empirical function of the joint spacing distribution
(Priest and Hudson, 1976; Sen and Kazi, 1984).
These measures, while useful, describe the intensity of
jointing in only one dimension, and are therefore of limited
value for comparison of joint systems in two or three dimensions.
Miller(1964) extended the quantification of joint intensity into
three dimensions by introduction of a measure he calls "Spatial
Persistence". Spatial persistence Xr is defined as,
(5.1) Xr = (Nj/Vr)*(L1*L2)/(N1*N2)
where Nj is the number of joints contained in a rock mass of
volume Vr, L1 and L2 are the total length of joint traces
intersected by two perpendicular scanlines, and N1 and N2 are the
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number of joints intersected by those same scanlines.
MUller's measure is the forerunner of the intensity measures
developed in this section. It introduces several important
concepts of jointing intensity. MUller recognized that jointing
intensity is properly expressed as a volumetric rather than
linear intensity, and that in quantifying joint intensity in
three dimensions, it is necessary to take into account the size
rather than simply the number of joints. Thus although MUller's
intensity measure has not found widespread acceptance in rock
mechanics practice, it is a very important contribution.
This chapter will develop five measures for describing the
intensity of jointing in two dimensions. These measures are
independent of joint model, but the interrelationship between the
measures is different for different models. Relationships between
the different measures for each of the joint system models
introduced in Chapter 2 will be derived in this section.
The five measures of joint intensity will be refered to as
"persistence measures". This is a very broad usage of the term
"persistence", a term which has been used in the United States
rock mechanics literature since the early 1970's. No standard
definition for the term persistence has been published in the
terminology reference of the International Society for Rock
Mechanics (ISRM, 1977), although the term was used in another
ISRM publication (ISRM,1974). The usage of the term persistence
to describe the intensity of jointing derives from the usage
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originated by Mller(1964), in defining his jointing intensity
measure Xr, which he refers to as "spatial persistence" (Equation
5.1).
A more common usage of the term persistence refers to rock joint
system models in which joints tend to be coplanar (MUller, 1964;
ISRM, 1974; Jennings(1970); Call and Nicholas(1978); Einstein
et.al.(1983)). This usage also derives from Muller(1964), where
"Plane Persistence" is defined as the percentage of the area of a
plane containing joints ( a "joint plane") which is defined by
open joints rather than intact rock,
(5.2) PA = Sum (Aj)/ Ap
where Aj is the area of each joint on a joint plane, and Ap is
the area of the joint plane. This usage of the term persistence
will be retained, but will be referred to specifically as "area
persistence". An analogous measure for one dimensional joints in
a trace plane is referred to as "length persistence", the
percentage of the area of a joint line which is defined by open
joints rather than intact rock,
(5.3) PL = Sum(Lj)/Lp
where Lj is the length of each joint on a joint line, and Lp is
the length of the joint line. The terms "area persistence" PA and
"length persistence" PL are used to distinguish these measures
from the more general usage of the term. Where the term
"persistence" is used by itself, it refers to jointing intensity,
without respect to a particular joint model.
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An equivalent, but mathematically superior definition of
persistence proposed by Einstein et.al.(1983), expresses
ratio of total joint area to joint plane area as a limit as
size of the joint plane approaches infinity,
(5.4) PA = lim { Sum(Aj)/Ap }
Ap -> oo
For joint length, Einstein et.al.(1984)'s definition is,
(5.5) PL = lim { Sum(Lj)/Ap }
area
the
the
Aj - oo
Throughout this dissertation, it is essential to remember that,
except where specifically noted as "length persistence" or "area
persistence" , the term persistence is used for measures of
INTENSITY. These measures allow one to normalize joint system
intensity for comparison of different models, and for use in
stochastic geometry analyses.
5.2.2 Definition of Two Dimensional Persistence Measures
In this section, definitions will be provided for measures based
on both usages of the term "persistence".
Length Persistence
Figure 5.2 illustrates the Einstein et. al.(1983) concept of
persistence for coplanar joints. Assuming that joints tend to be
coplanar, they define persistence as the average percentage of
any plane containing joints (a "joint plane") which is actually
jointed. In three dimensional space, this percentage is defined
as the total area of joints on a joint plane per unit area of the
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A, AREA PERSISTENCE PA = LIMI (SuiM AJ/A )
Ap -' C
B. LENGTH PERSISTENCE PL = LIM (SUM L/LT )
LT -- co
FIGURE 5.2 EINSTEIN ET.AL.("l 984) CONCEPT OF PERSISTENCE
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joint plane. This will be referred to as "area persistence", PA
(5.6) PA = Total area of joints on a joint plane per
unit area of joint plane.
In a two dimensional trace plane, joint planes become joint
lines, and "length persistence" is defined as,
(5.7) PL = Total length of joint traces on a joint line
per unit length of joint line.
The concept of joint planes containing several coplanar joints
can be interpreted as planes which, as the result of some
inherent weakness in the rock, tend to contain joints, but which
have not been fractured completely to form one joint, but instead
contain several coplanar joints. An alternative interpretation is
that the joint plane has been completely fractured, but the
aperture of some portions of the plane is sufficiently small that
the rock may be considered intact, while other portions of the
plane have significant aperture, and can be considered jointed.
Under this interpretation, area persistence PA and length
persistence PL are. actually measures of the aperture distribution
of the joint plane, and may even vary as a function of the stress
level on the joint. (Figure 5.3) 
Measures for Intensity
Measures for joint intensity in two dimensions are developed from
intensity measures for Poisson processes (Raiffa and Schlaifer,
1970). The intensity of point processes is generally described by
an arrival rate nu, defined as the probability that an event
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AS THE STRESS LEVEL INCREASES FROM A. TO B.,, JOINT
PLANE APERTURE AND THE PORTION OF THE JOINT PLANE
CONSIDERED AS OPEN JOINTS DECREASE.
FIGURE 5.3 EFFECT OF STRESS LEVEL ON AREA PERSISTENCE PA.
e
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(in our case, a joint) will occur in any random infinitesimal
time or space interval dt (Benjamin and Cornell, 1970).
Conveniently, in the one dimensional Poisson processe, the rate
nu, the expected number of events per unit time, can be found by
dividing the number of events encountered in a given interval by
the size of that interval.
In two dimensions, joints are defined by traces, the
intersections between joints and a plane. If joints are planes
which extend continuously through the rock mass, then the joint
trace will be a line in the trace plane. Such joints are
referred to below as "unbounded" joints. Miles(1971) defines the
intensity of Poisson line processes by lambda, the intensity of
the Poisson process resulting from the intersection of Poisson
lines and a random line segment such as a joint trace (Figure
5.4). The dimensions of lambda are 1/length [L^-1].
The Poisson line intensity parameter, lambda, can also be used to
describe the intensity of joint systems in which joints have a
finite size, and are therefore "bounded". For these joints, the
intersection between the joints and a two dimensional trace plane
is a line segment or, in geometric probability terminology, a
"fibre" (Figure 5.4a). It should be noted that the joint
intensity measure lambda can also be defined as the number of
joints per unit length of borehole (Figure 5.4b). Poisson line
intensity, lambda, can also be used to define the intensity of
joint system models consisting of fibres in a trace plane.
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"FIBRE"
OF JOINTS
LINE LENGTH
A. DEFINITION OF LAMBDA IN A TRACE PLANE
No. OF JOINTS
B. DEFINITION OF LAMBDA IN A BOREHOLE
FIGURE 5.4 DEFINITION OF LAMBDA FOR SCANLINE AND BOREHOLE
I
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Persistence measure P1 is a measure of jointing intensity defined
as the number of joint traces per unit area:
(5.8) Persistence measure P1 = Number of joint traces
per unit area of the trace plane (Figure 5.5a).
This measure has dimensions of 1/area [L^-2]. Persistence measure
P1 can be used for either bounded or unbounded joints, but since
it does not include information about the size of joints, it
cannot be used to compare the intensity of jointing for systems
with different joint sizes or to compare bounded and unbounded
joints.
Persistence measure P2 is a jointing intensity measure which
incorporates joint size directly. In a two dimensional trace
plane, joint size is defined by the length of traces, and P2 is
therefore defined as,
(5.9) P2 = Sum of joint trace lengths per unit area of the
trace plane (Figure 5.5b).
The dimensions of this measure is 1/length, [L^-I].
The three measures of jointing intensity lambda, P1, and P2
introduced above, are all dimensional. It may be desireable to
define measures of jointing intensity which are dimensionless in
order to facilitate comparison of joint systems exressed in
different units. Three dimensionless intensity measures can be
derived from persistence measure P2:
(5.10) P3 = Sum of joint trace lengths per (unit area ^1/2)
of the trace plane.
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B. PERSISTENCE MEASURE P2: SUM(LJ)/AR
FIGURE 5.5 PERSISTENCE EASURES P1 AND P2
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(5.11) P4 = Sum of (joint-trace lengths)^2 per unit area of
the trace plane.
(5.12) P5 = (Sum of Joint Lengths)^2 per unit area of the
trace plane
Dimensions of these measures are L/L], [L^2/L^2], and [L^2/L^2]
respectively.
The following work with two dimensional intensity measures
compares the various measures for the five rock joint system
models presented in Chapter 3. Derivations are divided into three
sections:
o relationships between P1,P2, and lambda for unbounded joint
models,
o relationships between P1, P2, and lambda for models with
bounded joints, and
o dimensionless persistence measures P3, P4, and P5.
5.2.3 Jointing Intensity Measures P1, P2, and lambda, Unbounded
Joints.
The intensity of jointing can be expressed by any of the
intensity measures defined in Section 5.2.2 . There are
differences, however, in the ease with which different measures
can be derived from in-situ measurements, the scale dependence of
the measures, and the type of information conveyed by the
measures. Therefore, relationships among the measures are derived
in this and the following sections.
Intensity measures for unbounded joint models will be developed
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first. These models include the Baecher model with joint trace
lengths larger than scale of the problem being solved, and
Orthogonal, Veneziano, and Dershowitz models with length
persistence PL=100. Since all developments in this chapter are
for one dimensional joint traces in two dimensional trace planes,
all references to "joints" below is to the one dimensional
traces. "Joint length" refers to the length of the joint trace or
"fibre", and "area" refers to the area of the trace plane.
Derivations for conversion between lambda, P1, and P2 will ve
developed from the simplest models first, proceeding to
progressively more complex models.
Parallel and Orthogonal Jointing
The simplest model for joints in two dimensions is that of a
single, parallel joint set with constant spacing Sj contained in
a square region with sides of dimension R. The area of the region
is R^2. Assuming that joint are oriented normal to the axis of
the square region, the length of each joint is R. If the number
of joints in the square region is Nj, then persistence measures
P1 and P2 for this model are,
(5.13) P1 = Nj/ R^2
(5.14) P2 = Nj*R/R^2 = Nj/R
The number of joints in a square RxR region can be expressed in
terms of the constant spacing between joints Sj as,
(5.15) Nj = R/Sj
where Sj is measured along the normal to joints. In terms of
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spacing Sj, P1 and P2 can be expressed as,
(5.16) P1 = (R/Sj)/R^2 = 1./(R*Sj)
P2 = (R/Sj)/R = 1./Sj
This derivation shows that for unbounded joint models, jointing
intensity measure P2 is independent of the size of the region,
while P1 is directly proportional to the size of the region. The
relationship between P1 and P2 can be derived from equation 5.16,
(5.17) Sj = 1./(P1*R) = 1./P2
P1 = P2/R
This derivation is exact for the assumed model of parallel joints
with constant spacing in a square region. For different region
shapes, the relationship between joint length and joint area will
be different, and the proportionality constant will not be R, but
will remain a constant.
The assumption of constant spacing Sj made in the above
derivation can be relaxed by introduction of a distribution of
spacings, fs(Sj). In addition, the solution can be extended to
orthogonal models with two sets of joints, one normal to each
axis of the square region. In this case, Sj, P1, and P2 refer to
each of the two sets. For sets of parallel joints not oriented
normal to the square region axis, a different constant of
proportionality would be required for the average joint length.
If the location of joints is a Poisson process, the distribution
of spacings fs(Sj) will be exponential,
(5.18) fs(Sj) = (1/Sbar)*exp(-Sj/Sbar)
where Sbar is the mean and standard deviation of joint spacing.
The number of joints in an interval R is described by the Poisson
distribution (Benjamin and Cornell, 1970),
(5.19) fn(Nj) = Nbar^(Nj)*exp(-Nbar)/Nj!,
with mean number of joints Nbar and standard deviation Nbar^0.5
The relationship between mean spacing Sbar and the mean number of
joints in an interval R is,
(5.20) E[Nj] = Nbar = R/Sbar
Intensity measures P1 and P2 are given in terms of Nj in equation
5.13 above. Since the region dimension R is a constant, The
expected values of P1 and P2 can be expressed as,
(5.21) E[P1] = E[Nj]/R^2 = 1./(Sbar*R)
E[P2] = E[Nj]/R = 1./Sbar
The distribution of P1 and P2 can be derived from the
distribution of Nj using a transformation of variables,
(5.22) fp(PI) = fn(Pl*R^2)
= [Nbar^(P *R^"2) *exp (-Nbar)/[ (P *R^2) !]
= E(R/Sbar)^(P1*R^2)]*exp(-R/Sbar)/[(Pl*R^2) !'
fp(P2) = fn(P2*R)
= ENbar^(P2*R)I *exp (-Nbar)/[(P2*R) !]
= [(R/Sbar)^(P2*R)]* (-R/Sbar)/[ (P2*R) !]
This indicates that, while the expected value of P2 is
independent of the region size R, the distribution of P2 is not.
The distributions of both P1 and P2 depend upon the region
dimension R. This is reasonable, since the variability of P2
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could be expected to decrease as the scale of the problem
increases.
Poisson intensity parameter lambda is equal to the expected
number of joints intersecting a line segment of unit length, and
is therefore the inverse of the mean spacing Sbar.
(5.23) lambda = 1./Sbar
All the relationships between P1, P2, and mean joint spacing
above can therefore also be expressed in terms of lambda. For a
square region,
(5.24) E[P1] = 1./(Sbar*R) = lambda/R
fp(P1) = [(R*lambda)^(P1*R^2)] *
exp (-R*l ambda) / (P1*R^2) t1
E[P2] = 1./Sbar = lambda
fp (P2) = (R* lambda) ^ (P2*R) *exp (-R* lambda)/[ (R2*R) !]
The relationship between lambda and P1 is independent of the
shape of the region, provided that lambda is measured along the
normal to the joints. For lambda and P2 in other region shapes,
the same relationships apply, except that a constant of
proportionality must be introduced to account for region shape.
The expected value of P2 is equal to P1 times the mean length of
a joint trace in the region. Since joints are unbounded, within a
given convex region, the joint can be considered as a chord
across the region. The mean length of joint traces within the
region is therefore equal to the mean chord length Cbar (Figure
5.6), and the relationship between P1 and P2 can be expressed as,
(5.25) P2 = P1*Cbar
Santalo(1976) has shown that, if the location of chords is
Poisson process, the mean chord length Cbar is equal to,
(5.26) Cbar = pi*Ar/L
where Ar is the area of the region and L is the perimeter. For
circular regions, this equation applies regardless of the
distribution of joint orientations since the region is
axisymmetrical. For the orthogonal joint model currently being
evaluated, the relationship between P2 and P1 for a circular
region can therefore be calculated as,
(5.27) P2 = P1*(pi*Ar/L) = P*(pi*(pi*R^2)/(2.*pi*R))
P2 = P1 * R * (pi/2)
The facility with which intensity measures P1, P2, and lambda can
be converted for these simple assumptions makes the selection of
a particular measure less important. P2 has the an advantage as a
measure for practical applications, since it has a clear physical
meaning as the total trace length of joints per unit are, is
directly related to the Poisson intensity parameter lambda, and
is scale independent.
Randomly Oriented Jointing
The next assumption to be relaxed is that of constant joint
orientations such that joints form parallel sets. The orientation
of joint traces in two dimensions can be expressed by apparant
dip, phi, the angle between the joint trace and a horizontal
line. Random joint orientation can be expressed in terms of the
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distribution of apparant dip, fp(phi).
In order to determine the relationship between P, P2, and lambda
for models with orientations distributed by a distribution
f(phi), the relationship between joint and region sizes must be
derived. For a square region with jointing in parallel sets
normal to the axes of the cube, the joint area is R^2, but for a
square region and orientations distributed by fp(phi), the
relationship between joint size and region size has not yet been
derived analytically.
For a circular region, Sulanke(1961) derived a distribution
for chord lengths c as a function of the radius R of the region,
which is independent of the distribution of orientations,
(5.28) Fc(c) = 1 - [ 1 - (c/(2.*R))^2]^0.5
fc(c) = (c/4)*(I/R) 2*[ 1.- (c/(2.*R))^2"-0.5
for c on [0, 2.*R]
where Fc(c) is the cumulative distribution function of chord
length c, and fc(c) is the corresponding probability density
function. Sulanke also derived the expected value and variance of
chord length c to be,
(5.29) E[c] = (pi/2)*R
VEc] = (8/3)*R^2.
The distribution fL(Lj) of the length of joint traces in a
circular region of radius R is the same as the distribution of
chord lengths in a circle,
(5.30) fL(Lj) = fc(c)
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fL(Lj) = (Lj/4)*(1/R)^2*[ 1. - (Lj/(2.*R))^2]^-0.5
E[Lj] = E[c] = (pi/2)*R
VELj] = V[c] = (8/3)*R^2
From the definition of P1 and P2, (equations 5.8 and 5.9), the
expected value of P2 can be expressed in terms of the exprected
values of P1 and joint length Lj as,
(5.31) E[P2) = E[P1]*E[Lj].
Inserting the expression for E[Lj] in a circular region for any
distribution of orientation,
(5.32) E[P2] = E[P1 * (pi/2)*R 1.57*R*E[P1]
Analytical relations between P1 and P2 and Poisson intensity
parameter lambda have been derived by Morton(1966) for a uniform
distribution of joint orientation. According to Morton, in a p
circular region of radius R, lambda is equal to (2./pi) times the
total length of lines within the region per unit area (P2),
(5.33) lambda = (2./pi)*P2
The relationship between lambda and P2 for other distributions of
orientation has not been derived.
Intensity Measure tau
One additional intensity measure must be addressed before turning
to derivations involving intensity measures for bounded joints.
This is tau, used by Solomon(1978) to define the intensity of
systems of Poisson lines. Solomon defines tau as the expected
number of lines intersecting a circular region of unit diameter,
(5.34) tau = ENjc]
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where Njc is the number of joints intersecting a circular region.
tau can be expressed in terms of intensity measures P1, P2, and
lambda. P and tau are directly related, since P1 is the number
of joints per unit area intersecting an arbitrary region, while
tau is the number of joints intersecting a circular region, with
a unit diameter. Since the area of a circular region of unit
diameter is equal to pi/4,
(5.35) E[tau/(pi/4)] = EP']
E[PI'] = (4/pi)*EEtau]
where P1' is the value of P1 for a circular region of radius 0.5.
The relationship between tau and P2 can be derived using the
relationship between tau and P1, and the mean chord length for a
circular area of radius R, (pi/2)*R (Equation 5.29). The
relationship between P1 and P2 for a circular region or radius R
is (Equation 5.32),
(5.36) E[P2] = E[P1J * (pi/2)*R
For the calculation of tau, a circular region with a radius of
0.5 is used, so that in this case,
(5.37) P2 = P1' * (pi/2)*0.5 = P' * (pi/4)
Substituting the value of P1' in terms of tau from equation 5.35,
we find that tau is exactly equal to P2 for a circular region.
(5.38) P2 = (4/pi)*tau *(pi/4) = tau
The relationship between tau and lambda can therefore be
expressed by the same equation used for P2 (Equation 5.33),
(5.39) lambda = (2/pi) *tau
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Summary
Relationships between jointing intensity measures P1, P2, lambda,
and tau have been derived for orthogonal and randomly oriented
jointing. These relationships are applicable for Baecher,
Veneziano, Dershowitz, and Mosaic Tesselations joint system
models, which all share a common (line segment) joint shape in
two dimensions. In a circular model region, relationships between
P1, P2, and tau are all independent of the joint system model,
while relationships with lambda depend upon joint orientation
distributions. For other model region shapes, all
interrelationships may be dependent upon the joint orientation
distribution.
Measures P2, lambda, and tau are all independent of the scale of
the model region, while P1 is scale dependent for all joint
system models with unbounded joints.
5.2.4 Jointing Intensity Measures P1, P2, and lambda, Bounded
Joints.
The scale effect for joint system measure P1 observed in the
previous section arose from the change in the size of joints
within model regions with the size ofthe region. In this section,
derivations will be performed for models in which joints are
bounded, and have sizes and shapes which are independent of the
region being modeled. These models include the Orthogonal,
Veneziano, and Dershowitz models with area persistence PA less
than 100 percent, Mosaic Block Tesselation models, and the
199
Baecher model with joint sizes smaller than the scale of the
region being evaluated.
By definition, persistence measures P1 and P2 are related by
the mean joint length Lbar regardless of the joint model,
P1 = Number of Joint Per Unit Area Nj/Ar
P2 = Total Length of Joints Per Unit Area = Nj*Lbar/Ar
P2 = P*Lbar
where Nj is the number of joints, Lbar is the mean joint length,
and Ar is the area of the region of trace plane being modeled.
The relationship between distributions of P2 and P1 can be
expressed in terms of the distribution of mean joint length
fL(Lbar) using the method of Jacobian determinates (Papoulis,
1965),
(5.40) fp(P2) = integral ( (1/Lbar)*fL(Lbar)*fp(P1)*dLbar )
0 to oo
where the distributions fp(P1) and fp(P2) are assumed to be
continuous distributions. Since mean joint length Lbar is the sum
of Nj independent random variables, by the central limit the
distribution of Lbar is normal with mean Lbarr and standard
deviation Lbarsd. The distribution of P1 is the distribution of
the number of joints in a region. If the occurance of joints is a
Poisson process, then the distribution the number of joints Nj is
a Poisson distribution, or, for a large region, a normal
distribution,
(5.41) fn(Nj) = (Nbar^Nj) *exp (-Nbar)/Nj ! small Nj
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fn(Nj) = N[Nbar,Nsd] large Nj
with mean Nbar and standard deviation Nbar^(0.5) for the Poisson
distribution and Nsd for the normal distribution N[Nbar,Nsd].
Since for any given region of area Ar, P1 is simply a constant Ar
times Nj, the distribution of P1 is also Poisson,
(5.42) P1 = Nj/Ar
Nj = P1*Ar
fp(P1) = (1./Ar)*fn(P1/Ar)
fp(P1) = (1./Ar)* N [(Plbar*Ar), (Plsd*Ar)]
The distribution of P2 can be obtained by evaluation of the
integral (Equation 5.40) above with the distributions of P1 and
Lbar. Alternatively, the distribution can be obtained by using
the implication equations 5.33 above, that P2 is simply
proportional to lambda, with the constant of proportionality
dependent upon the shape of the region and the orientation of the
line along which lambda is calculated with respect to the
orientation of joints,
(5.43) P2 = C*lambda
where C is a constant of proportionality. lambda, the intensity
parameter for a Poisson process, is frequently assumed to have a
Gamma-1 distribution (Raiffa and Schlaifer, 1961),
(5.44) fl (lambda) = lambda*exp(-y*lambda)*
(y'lambda)^(r-l)/(r-l)!
with parameters y and r defined in terms of the mean and standard
deviation on lambda as,
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(5.45) y = E[lambda]/V[lambda]
r = Elambda]^2/V[lambda]
If the distribution of lambda is Gamma-1 as in equation 5.33, the
distribution of P2 is also. The distribution of P2 is found from
that of lambda by a transformation of variables,
(5.46) fp(P2) = (1/C)*fl (P2/C)
where fl (l) is the Gamma-i distribution defined in equation 5.44
above. The constant of proportionality C was derived in Section
5.2.3, equation 5.26 C is 1 for joints oriented parallel to the
axes of a square region and (2/pi) for joints with a uniform
distribution of orientation in a circular region.
The second moment approximation formulas (Papoulis, 1965, p152
and 213) can be used to relate the moments of P1, P2, and lambda.
The first and second moments of any funtion g(x) of one random
variable are approximately,
(5.47) E[g(x)] g(xbar) + g"(xbar)*xvar
V[g(x)] - (g'(xbar))^2*xvar
where xbar and xvar the mean and variance of variable x, and g'
and g" are the first and second derivatives of g(x) with respect
to x. The first and second moments of any function g(x,y) of two
random variables are approximately,
(5.48) E[g(x,y)] g(xbar,ybar) + 0.5*[ xvar*g"x(xbar,ybar) +
yvar*g"y(xbar,ybar) + xycov*g"xy(xbar,ybar) ]
V[g(x,y)] xvar*(g'x(xbar,ybar))^2+
yvar*(g'y(xbar,ybar))^2 + xycov*g"xy(xbar,ybar)
where g'x, g"x, g'y, g"y, and g"xy - are first and second
derivatives of the function g with respect to x, y, and x y, and
xycov is the covariance of random variables x and y.
Intensity measure P2 is a function of two independent random
variables, P1 and Lbar (equation 5.31). Since the function
P2(P1,Lbar) is linear in both P1 and Lbar, the second derivative
is zero. Independence of P1 and Lbar (E[Lj) results in a zero
covariance. As a result, the moments are simply,
(5.49) E[P2] = E[P1]*E[Lbar]
VEP2] = V[P1]*?[Lbar] + V[Lbar]*E[P1]
Intensity measure P1 is proportional to lambda, so the moments of
P2 with respect to lambda are,
(5.50) EEP2] = C*E[lambda]
V[P2] = C^2 *V[lambda]
Equating equations 5.49 and 5.50, the moments of P1, Lbar, and
lambda can be related,
(5.51) E[lambda] = (1/C) *E[P1]*E [Lbar]
V[lambda] = (1/C)*{ V[PI]*E[Lbar]+V[Lbar]*E[P1] }
Summary
Full distribution and second moment solutions have been obtained
relating the three intensity measures P1, P2, and lambda for
joint system models with bounded joints. The relationships
between P1 and P2 obtained in both full distribution and second
moment forms are independent of joint system models, model region
shape, and joint orientation distribution. Relationships to
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Poisson intensity parameter lambda are also valid for all five
joint system models developed in Chapter 3, but may be dependent
upon joint region shape and joint orientation distribution.
In the next section, derivation will be developed for the
dimensionless intensity measures P3, P4, and P5.
5.2.5 Dimensionless Persistence Measures P3, P4, and P5.
Dimensionless persistence measures P3, P4, and P5 are derived
directly from perisistence measure P2, the total length of joint
traces per unit area on the trace plane. P3, P4, and P5 are
defined as,
P3 = Sum of joint trace lengths per (unit area)^(l/2)
P4 = Sum of (joint trace lengths)^2 per unit area
P5 = (Sum of joint trace lengths)^2 per unit area
P3 can be expressed in terms of persistence measure P2 as,
(5.52) P3 = P2* Ar^(1/2)
where Ar is the area of the trace plane .The distribution of P3
can therefore be expressed in terms of the distribution of P2
as,
(5.53) fp(P3) = Ar^(-1/2)*fp2 (P3*Ar^(-1/2))
where fp2 is the distribution of P2. The mean and standard
deviation of P3 in terms of P3 are,
(5.54) E[P3] = E[P2]*Ar^(1/2)
V[P3] = SDCP2]*Ar
Intensity measures P4 and P5 may both be derived from jointing
intensity measure P1, the number of joints per unit area, and the
moments of joint trace length Lbar and Lvar using the approximate
second moment formula (Equation 5.47). For a given value of P1,
P4 can be expressed as,
(5.55) P4 = P1 * Sum(Lj^2)/Nj
and therefore the moments of P4 are
(5.56) E[P4] P1 * E[Lj^2]
V[P4] P1^2 * VLj^2]
E[Lj^2] - Lbar^2 + Lvar
V[Lj^2] - 4.*Lbar^2*Lvar
E[P4] - Pl*(Lbar^2 +Lvar)
V[P43 P1^2*(4.*Lbar^2*Lvar)
where Lj is joint trace length, and Nj is the number of joints in
the region of the trace plane.
Intensity measure P5 is related directly to the mean joint length
Lbar,
(5.57) P5 = P*(Sum(Lj))^2/Nj = P*Lbar^2
E[P5S = Pl*Lbar^2
Summary
Relationships have been derived making it possible
intensity measures P3, P4, and P5 to be obtained
requires a dimensionless measure of jointing intensity.
since the calculation of these dimensionless measures
additional complexity compared to the more fundamental
P1 and P2, they will not be used further here.
If applications are found which require dimensionless
jointing
when one
However,
introduces
measures
intensity
Mna
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measures, any results expressed in terms of P and Lbar, or P2,
may by converted to a dimensionless measure using equations 5.52
through 5.57.
5.2.6 Summary
Full distribution and second moment relationships have been
derived relating jointing intensity measures P1 through P5, and
Poisson intensity parameter lambda. Derivations show that for
unbounded joints, persistence measure P1 is dependent on the
scale of the region being modeled, while P2 and lambda are scale
independent.
Derivations for dimensionless measures P3, P4, and P5 have
demonstrated that they can be derived easily from P1, P2, and the
moments of joint trace length.
Relationships between persistence measures P1 through P5 are the
same for all joint system models. These relationships do vary,
however, depending upon whether jointing is bounded or unbounded,
and upon the joint length distribution. For circular model
regions, orientation distributions do not affect relationships,
while they may for other model region shapes.
Jointing intensity measure lambda is sensitive to the
distribution of joint orientation for all joint system models and
model regions.
5.3 NETWORK CONNECTIVITY MEASURES
5.3.1 Introduction
For many applications, especially in geohydrology, it is
/t 't
important to know not only how intense jointing is, and the
distribution of joint sizes, but also whether joints tend to be
isolated as individual joints, or whether they interconnect to
form networks of joints. This section develops eight quantitative
measures to describe the level of interconnection of the joints
in a rock mass. These measures will be referred to as
"connectivity measures".
The reason for definition of connectivity measures is to quantify
the tendency of joints to interconnect to form networks. This can
be done in a variety of ways, and as a result, there is a large
number of possible measures. Four types of measures are defined
here. The first type of measure is based on the intensity of
joint intersections. This type of measure is relatively easy to
define, and to calculate. It is a useful measure of connectivity
because the more intersections there are between joints, the
greater will be the tendency of joints to form networks.
The second type of measure quantifies the tendency of joints to
form networks on the basis of the probability that any given
joint will be part of the same network as another joint a
distance away. These are indirect measures of network size, since
larger networks will have greater probabilities of connection.
Similarly, the greater the tendency of joints to form networks,
the larger the networks that are formed will be. These measures
are derived from "percolation theory", an approach used by
electrical engineers to quantify the formation of networks from
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lattices of resistors with varying resistances.
The third type of connectivity measure is the effective hydraulic
conductivity of the rock joint system as a result of the
formation of networks. It depends upon the scale of the rock
joints, and the scale of the networks formed by the joints. The
larger the networks that are formed, the greater the effective
hydraulic conductivity will be. This is again an indirect measure
of network formation, but it is one which is directly applicable
to many problems of geohydrology.
The fourth type of connectivity measure is the distribution of
the number and size of joint networks formed by joint
intersections. These measures have the advantage that they are
direct measures of network formation, but they are difficult to
derive analytically, and will be obtained primarily from
numerical simulations in Chapter 6.
Definitions of connectivity measures for the four types of
measures are as follows:
o Measures based on intersection intensity (number of joint
intersections in joint system). Figure 5.6 
C1 = Number of intersections between joints per
unit area
C2 = Number of joint intersections in joint system
divided by the number of intersections between
joint lines.
o Measures based on percolation theory, which measure the
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F
TIONS
REGION
NI' = NUMBER OF INTERSECTIONS
BETWEEN JOINT LINES
C2 = Ni/Ni'
B. CONNECTIVITY MEASURE,C2
FIGURE 5.6 CONNECTIVITY MEASURES C1 AND C2
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size of rock joint networks on the basis of the
probability that any randomly selected joint will be part
of a network of a given size, measured in a particular
manner. Percolation theory will be discussed in detail in
Sections 5.3.4 and 5.3.5. The connectivity measures
defined by percolation theory are illustrated in Figure
5.7
C3(n) Expected number of self-avoiding paths* of n
steps starting from a randomly selected joint.
(Figure 5.21) .
*[Self avoiding paths are defined as paths via
connecting joints in which the same joint is
never transversed twice].
C4 = "Connective Constant", exp(lim(C3(n)/n), as n
approaches infinity. This is a measure of the
formation of networks containing an infinite
number of joints for joint systems with very
high levels of interconnection. Since the
number of self-avoiding paths for an infinite
network C3(oo) is infinity, this limit makes it
possible to quantify the relative level of
interconnection for joint systems which contain
networks of an infinite number of joints.
C5 = "Percolation Probability", the probability that
a randomly selected joint is a member of a
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* C3(n) measures the number of self avoidinc paths
from a randomly selected point. There are 4 paths
of 1 step, 6 paths of 2 steps, and 1 path of 3
steps from point A.
* C4 measures the expected number of paths of an
infinite number of steps from a randomly selected
joint. There are zero such paths fror A, and at
least 2 from B.
* C5 measures the probability that a randomly selected
joint will be part of a network of a certain size.
The joints near B are part of a network of at least
the scale of the region shown.
* C6 measures the probability that a randomrly selected
joint will be part of a network of n joints.Joint
C is part of a network of 7 joints.
FIGURE 5.7 PERCOLATION THEORY CONNECTIVITY EASURES
i-
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joint network extending all the way from one
edge of a region of a particular scale to the
other. (i.e. a joint would contribute to flow
between the boundaries of the region.) This is
a measure for the scale at which networks are
formed. Another way to look at C5 is as the
probability that a randomly selected joint is a
memeber of a joint with a maximum difference in
x-Resultant length (C8x) greater than a
specific value.
C6 = "Connection Probability", the probability that
a randomly selected joint is a member of a
joint network of at least a certain number of
joints. The difference between C5 and C6 is
o Measures
as an anal
C7 =
that C5 is defined in terms of the x-Resultant
length of the network, while C6 is defined in
terms of the number of joints.
based on hydraulic (or electrical) conductivity
og for connectivity,
Hydraulic or electrical conductivity of joint
system. This measure is used extensively in
percolation theory, and is of interest also for
geohydrological applications in which the
interest in joint system connectivity is
related to conductivity. The conductivity of
L I
joint systems which arises from the
interconnection of joints to form networks is
generally refered to as "bulk" or "effective"
conductivity, which implies that the network
might be represented by an equivalent continuum
with the same conductivity. (The validity of
this assumption is discussed in Chapter 9).
o Measures based on direct measurement of the distribution
of joint network or unit sizes and intensities. (Figure
5.8) 
C8 = Joint Network or Joint Unit Size Distribution:
C8t = Distribution of joint network or unit
size expressed as total length of all
joints in the network or unit.
C8r = Distribution of joint network or unit
size expressed as the maximum distance
between any two points in the network
or unit.
C8x = Distribution of joint network or unit
size expressed as the maximum
difference in x coordinate between any
two points in the network or unit.
(C8x is used to describe the component
of network or unit size in any
direction by rotation of the joint
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From Point(A):
From Point(B):
From Point(C):
From Point(D):
C8t, Total Joint Network Length
C8m, Maximum Path Length
C8r, Maximum Resultant Joint Network Len.cth
C8x, Maximum x-Resultant Joint Network Length
FIGURE 5,8 JOINT NETWORK SIZE rEASURE, C8
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system such that the component to be
measured corresponds to the x axis).
CSm = Distribution of maximum self avoiding
path lengths from randomly selected
joints in the joint system. This
measure is an alternative form for
connectivity measure C3(n), the
expected number of self avoiding paths
of n steps from a randomly selected
joints.
Each of these connectivity measures is developed analytically in
Sections 5.3.2 through 5.3.6 . Connectivity measures are
developed for all five of the joint system models presented in
Chapter 2.
5.3.2 Intersection Intensity, Connectivity Measure C1
Connectivity measure C1 is defined as the number of intersections
between joints per unit area. This measure can be derived
analytically for all five of the rock joint system models.
Derivations are developed below by proceeding from the simple to
increasingly complex models.
Unbounded, Orthogonal Jointing
For orthogonal systems of infinite (unbounded) joint lines,
joints in each of the orthogonal sets intersect all joints in the
other set, but none of the joints within the same set. As a
result, intersection intensity in proportional to the intensity
$F
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of jointing in each set. The intensity of jointing can be
expressed in terms of jointing intensity measure P1, the number
of joints per unit area of the trace plane. From this definition,
it can be seen that the number of joints Nj in an area Ar is
equal to P1 times Ar,
(5.58) Nj = P1*Ar
The number of intersections Ni in area Ar is the product of the
number of joints in set one and the number of joints in set two.
Representing the intensity of jointing in each set as Pla and
Plb,
(5.59) Ni = (Pla*Ar)*(Plb*Ar)
Intersection intensity C1 is expressed as the number of joint
intersections per unit area,
(5.60) C = Ni/Ar (Pla*Ar)*(Plb*Ar)/Ar
C1 = Pla*Plb*Ar
This formula shows a dependence of intersection intensity C on
the area Ar in which it is calculated when the .intensity of
jointing is represented in terms of P1. If the intensity of
jointing is expressed in terms of measure P2, the total length of
joints per unit length, however, there is no dependence upon the
size of the region being evaluated.
For a square region of dimension RxR, with axes normal to the
orientation of the two joint sets, P1 and P2 are related by,
(5.61) P2 = P1*R
Ar = R *R
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R = sqrt (Ar)
P1 = P2/sqrt(Ar)
Therefore, in terms of the scale independent jointing intensity
parameters P2a and P2b for each joint set, intersection intensity
C1 is also scale independent,
(5.62) C1 = Pla*Plb*Ar
C1 = (P2a/sqrt(Ar))*(P2b/sqrt(Ar))*Ar
C1 = P2a*P2b
This equation is limited to the assumed square region with axes
normal to the orientation of joint sets. For other region shapes
constant of proportionality must be introduced into equation 5.58
above to account for the region shape, but C1 is still
independent of scale.
For example, in a circular region of radius R, two orthogonal
joints will only intersect if their point of intersection is
located within the circular region K. If the center of the
circular region is represented as the point (0,0), and the
intersection point between the two joint lines is represented as
(x,z), the probability that the intersection will be within the
circle can be represented mathematically as,
(5.63) PLL1 int L2 int K] = P sqrt(x^2 +z^2) < R]
The probability that the intersection between the lines will be
within the region can be expressed in terms of the distribution
fg(g) of the variable g = sqrt(x^2 + y^2), as
(5.64) P[L1 int L2 int K] = integral ( fg(g) dg)
V0
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O to R
The distribution fg(g) can be found by a Jacobian transformation
of the distributions of x and y,
(5.65) fg(g) = 2.*integral ((g/(1+w^2))*fxz( (g*w*(1+w^2)^-O .5,
O to 1 g* (1+w^2)^-0.5) dw )
where fxz(x,z) is the distribution of the location of each of the
two orthogonal joint lines along the x and z axes. For uniformly
spaced joints, the distributions of x and z are independent,
(5.66) fx(x) = 1/R on [O,R]
fz(z) = /R on [O,R]
fxz(x,z) fx(x)*fz(z) = /R^2 on O,R^2]
fg(g) = 2.*integral ( (g/(1+w^2))*I/R^2 dw )
0 to 1
P[L1 int L2 int K =(2/R^2)*integral(integral(g/(1+w^2)dw)dg)
0 to R 0 to 1
This integral evaluates to pi/4,
(5.67) PEL1 int L2 int K = pi/4,
so that the intersection intensity for the orthogonal model in a
circular region is equal to
(5.68) C = P2a*P2b *P[L1 int L2 int K = (pi/4)*P2a*P2b
The above solutions for C in terms of jointing intensity are
exact for orthogonal joint sets with constant spacing between
joint set. For joint sets with variable spacing, the above
solution provides the expected value.
Unbounded, Randomly Oriented Jointing
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The next level of complexity is the introduction of- variability
in joint orientation. For unbounded joint lines with a uniform
orientation distribution, Santalo(1976) provides both first and
second moment solutions for intersection intensity. The expected
number of intersections within a convex reqion K between joint
lines with random orientations is
(5.69) E[Ni] = Nj*(Nj-l)*pi*Ar/L^2
where Nj is the number of joints intersecting the region, and Ar
and L are the area and perimeter of the region, respectively. For
large numbers of joints Nj-1 is approximately equal to Nj, so
(5.70) E[Ni] = Nj^2*pi*Ar/L^2
This equation can be expressed in terms of jointing and
intersection intensities P1 and C1 by djviding by the area of the
region,
(5.71) E[Ni/Ar = (Nj/Ar)^2*pi*Ar^2/L^2
E[C1] = P1^2 *pi*(Ar/L)^2
For unbounded joints, jointing intensities expressed in terms of
measure P1, the number of joints per unit area, can be expressed
in terms of P2, the total length of joints per unit area P2 by
multiplying P1 by the mean chord length across the region
(Equation 5.25),
(5.72) P2 = P1 *Cbar
P1 = P2/Cbar
Santalo(1976) provides an expression for the mean chord length
across any convex region of area Ar and perimeter L for a uniform
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distribution of chord orientations (Equation 5.26),
(5.73) Cbar = pi * Ar/L
Therefore, from equation 5.71, C can be expressed in terms of
jointing intensity measure P2 as,
(5.74) E[CI] (P2/Cbar)^2 * pi*(Ar/L)^2
ECC1] P2^2 * (L/(Ar*pi))^2 * pi*(Ar/L)^2
E[C1] = P2^2/pi
This expression does not depend upon the area or perimeter of the
region, and therfore is valid for any convex region.
The second moment of intersection intensity C1 is derived from
Santalo's result for the expected value of Ni^2,
(5.75) E[Ni^2] = 2*pi*{Nj 2}*Ar/L^2 +24.*pi^2*{Nj 4 +
24*{Nj 3}*12/L^3,
where {n m} is the combinatoric of n and m, the number of ways of
choosing m objects from a collection of n distinct objects, and
12 is Santalo's geometric integral function of the second kind.
For a circular region, area Ar = pi*R^2, perimeter L 2.*pi*r,
and integral 12= (16/3)*pi*R^3, where R is the radius of the
region, so
(5.76) E[Ni^2 = (1/2)*{Nj 2 + (3/2)*{Nj 4} +
(16/pi^2)*{Nj 3}
EE(Cl*A)^2] = (1/2)* {PI*Ar 2} + (3/2)*{PI*Ar 4 +
(16/pi^2)*{P1*Ar 31
E[C1^2 = (1/A^2)*[ (1/2)*{P1l*Ar 2 +
(3/2)*{P1*Ar 4 + (16/pi^2)*{P1*Ar 3} ]
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The standard deviation of C1 can then be calculated using the
formula (Papoulis, 1965)
(5.77) SD[C1] = sqrt ( E[C1^2] - E[C1^2 )
This is plotted in terms of P1 in Figure 5.9, using the formula
for {n ml
(5.78) {n m = n!/[ m! (n-m)! ]
Figure 5.9 shows that the standard deviation of C1 increases with
increases in jointing intensity P1, as the mean value of C1
increases (equation 5.74).
The next level of model complexity is the introduction of a
distribution function f(phi) for the orientation of joints,
expressed by phi, the apparant dip of joints in a trace plane.
This corresponds to Baecher models with joint length greater than
the scale of the problem, and Veneziano and Dershowitz models
with length persistence PL = 100. Solomon(1978) quotes a
solution by Dufour(1972) for the expected number of
intersections between two joint sets with orientation
distributions fl(phi) and f2(phi),
(5.79) E[Ni Setl,Set2 ] =(1/2)*Ar*tau^2*l (S1,S2)
where tau is the total number of joints from both sets
intersecting a circle of unit radius, and I(S1,S2) is the
integral,
(5.80) I (S1,S2) = integral ( sin(phil-phi2)* fl(phil)
phil, phi2 * f(phi2)*dphil*dphi
In equations 5.35 and 5.38, relationships were derived between
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tau and intensity measures P1 and P2 for a circular region,
(5.81) tau = P2
tau = P1 *(pi/2)*R
Substituting these expressions for tau into equation 5.80, the
expected number of intersections between two joint sets with
orientation distributions fl(phi) and f2(phi) can be expressed in
terms of intensity measures P1 or P2 as,
(5.82) E[Ni Setl,Set2 = (1/2)*Ar*(P2^2)*I (S1,S2)
E[Ni Setl,Set2 ] = (pi/8)*Ar^2*(Pl^2)*I (S1,S2)
This equation in plotted in Figure 5.10 for a Fisher distribution
of phi, as a function of the Fisher dispersion parameter K. For
two joint sets with the same mean orientation, intersection
intensity increases with the joint orientaion dispersion (i.e.
decreased K), since joints can only intersect when dispersion
increases the angle between joints. For perpendicular joint sets,
the maximum jointing intensity occurs when the sets are
completely perpendicular. When dispersion increases for the
perpendicular sets, some joints are more parallel, and
intersection intensity decreases.
This solution is for the number of intersections between two
joint sets, and does not account for intersections within joint
sets. In order to account for these, the additional intersections
can be calculated by dividing each set into two halves and
calculati
dividing
ng the intersections between those halfs, and the
in half again and calculating the intersections between
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E[Nk = At2 sinl-- f()f()djld2
x=2/r
(1972)
Two Joint Sets
01=0, f2=900, A=900
Two //Joint Sets
1==2=°, "m=0
20 30 40 50
Fisher Dispersion Parameter, K
Figure 5,19 Dufour (1972) Solution for Intersection
Intensity, C1
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those halves,
(5.83) E[Ni Total] = E[Ni S1,S2] + E[Ni S1/2,S1/2] +
2.*E[Ni S1/4,S1/4] + ... + (n/2)*E[Ni S1/n,S1/n] +
E[Ni S2/2,S2/2] + ... + (n/2)*E[Ni S2/n,S2/n]
The intensity of intersection for the halved sets is obtained by
recognizing that the intersection intensity is proportional to
the intensity of jointing P2 squared and that each time a joint
set is divided in half, the intensity of jointing of each of the
resulting halves is one half the intensity of the joint set
before division.
(5.84) E[Ni S1/n,S1/n] = (1/2)*Ar*(P2/n)"2*;1(S1,Sl),
where I(SI,S1) is the integral with identically distributed joint
sets. The total number of intersections in then found by solving
the series
(5.85) E[Ni Total] = (1/2)*Ar*P2^2*(I (S1,S2)+
( I(S1,S1) + I(S2,S2))*( 1/4 +1/8 +1/16 +...))
which converges to
(5.86) E[Ni Total] = (1/2)*Ar*P2^2*(I (S1,S2)+(1/2)*(I (S1,S1)+
I(S2,S2))
Since intersection intensity C1 is equal to the total number of
intersections Ni divided by the area of the region Ar, C1 is
(5.87) E[C1] =(1/2)*(P2^2)*(I (S 1 , S2)+(1/2)*(I (S1 , S 1) + I (S2,S2))
This formula can be used for evaluation of intersection intensity
for any number of joint sets. For two joint sets, equation 5.87
can be applied directly to calculate intersection intensity. For
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only one joint set, S1 and S2 in equation 5.87 are equal, as are
I (S1,S2), I (Sl,S1), and 1(S2,S2). The solution for Cl is
therefore,
(5.88) E[C1] = 0.5*P2^2*(2.*l (S1,S1)) = 1.0*P2^2*I (Si,S1)
Using equation 5.87, intersection intensity C1 is plotted in
Figure 5.11 as a function of Fisher orientation dispersion
parameter K for two parallel joint sets and for two perpendicular
joint sets with identical intensities and dispersion parameters.
The results are shown for an area of 10^4 units and P2 = 1. The
result for parallel joint sets corresponds to the case of a
single joint set, while the result for perpendicular joint sets
corresponds to the case of an orthogonal joint model with
orientation dispersion.
For parallel joint sets, intersection intensity increases rapidly
as dispersion increases (decreasing K), approaching the value for
perpendicular joint sets. For perpendicular joint sets,
intersection intensity is insensitive to orientation dispersion,
except for very low levels of dispersion ( K >50 ).
These results can be compared to results for orthogonal models
without orientation dispersion (Equation 5.68). and to results
for unbounded joint models with uniform orientation distribution
(Equation 5.74):
The intensity of intersections within a circular region for two
orthogonal joint sets each of intensity P2a is,
(5.89) C1 = (pi/4) * P2a^2 0.785*P2a^2
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In order to allow comparison with results for orthogonal joint
sets and joints sets with orientation distribution f(phi), the
intensity of intersections for unbounded joint models with
uniform orientation dispersion is specified as 2.*Pa, twice that
of each of the two orthogonal joints sets, so that the total
jointing intensity is the same. The intersection intensity for
one joint set with a uniform orientation distribution and
intensity 2.*P2a is,
(5.90) Cl = (2.*P2a)^2/pi = (4/pi)*P2a^2 1.273*P2a^2
If P2a is 0.5, then the intersection intensity C1 for orthogonal
joint sets is equal to 0.196, and the intensity for uniform
orientation distribution is 0.318 · These values can be compared
directly to the values in Figure 5.11, which were calculated for
P2 = 1.0, which corresponds to P2a = 0.5, since intensity is
specified as the total for both sets. For Fisher orientation
dispersion parameter K=1, joint sets with both parallel and
perpendicular mean orientation have approximately the same
intersection intensity C1 as found by the solution for a uniform
orientation distribution. As orientation dispersion decreases,
however, the results for parallel and perpendicular mean
orientations diverge. For parallel mean orientation, intersection
intensity decreases by over 70 percent between K = 1 and K = 50.
Within the same range, the intersection intensity for
perpendicular mean joint orientations decreases only 6% to 0.29,
still well above the intersection intensity for orthogonal joints
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with no orientation dispersion.
Bounded Jointing With PL Less Than 100%
The intersection intensity for bounded joint models will now be
developed on the basis of the solution for unbounded joints
above. Bounded joint models include Baecher models and
Orthogonal, Veneziano, and Dershowitz models with length
persistence PL less than 100%.
For Orthogonal, Veneziano, and Dershowitz models with PL less
than 100%, the intersection intensity for joints is equal to the
intensity of intersections for joint lines times the probability
p that an intersection between joint lines will also be an
intersection between joints.
(5.91) p = P[Joint intersection I Joint line intersection]
E[C joints] = p * E[C1 joint lines]
The probability p is a function of length persistence PL,
the proportion of any joint line which is defined as jointed, and
of the way in which joints are defined with respect to joint line
intersections. Two types of joint definition will be examined,
each of which can be used with either orthogonal or Poisson line
joint lines.
In the first type of joint definition (Figure 5.12a), joints are
defined independent of joint line intersections. For Poisson
joint lines, this assumption corresponds to the Veneziano model.
In the second type (Figure 5.12b), joints are defined only
between joint line intersections. For Poisson joint lines, this
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A, JOINTS DEFINED BETWEEN JOINT LINE INTERSECTIONS
B. JOINTS DEFINED WITHOUT RESPECT TO JOINT LINE
INTERSECTIONS
FIGURE5.12ORTHOGONAL JOINT SYSTEM rf"ODEL WITH BOUNDED JOINTS
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a) Joint intersection, no termination, with both sides
of intersection marked "open"
b) Joint termination at intersection, one side marked
"closed"--two intersections at end
c) Joint termination at intersection--one intersection
/
d) Joint termination at intersection, intersection and
continuing segments marked closed--zero intersections
FIGURE 5. 13 JOINT INTERSECTION CONFIGURATIONS
'9.
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assumption corresponds to the Dershowitz model. The probability
of joint intersections given joint line intersections will be
represented as pv for the first assumption and pd for the second.
If joints are defined independent of joint intersections, then
the probability pv that a joint line intersection will be a joint
line intersection is equal to the probability that a joint will
be defined at any random point on each of two joint lines,
(5.92) pv = P[Joint on Joint Lines Li and Lj]
Since the definiton of joints on each joint line is independent,
this is simply equal to PL^2,
(5.93) pv = PL^2.
This is plotted in Figure 5.14.
If joints are only defined between joint intersections, there are
four possible configurations for the combination of joints and
intact rock around a joint line intersection. These are
illustrated in Figure 5.13. For this case, the probability that
an intersection between joint lines Li and Lj will represent an
intersection between joints Jj and Jk is equal to the probability
that both of the two lines will have at least one joint defined
on either side of the intersection. This probability is
calculated as follows:
The probability q that joint line Li has intact rock on both
sides of the joint line intersection is (Figure 5.13d),
(5.94) q = (1.-PL)^2
The probability r that joint line Li has at least one side open
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(jointed) is equal to 1.-q (Figure 5.13a,b,c),
(5.95) r = (1.-q)
Since the designation of intact rock and joints is
lines Li and Lj, the probability pd that both lini
will have at least one side of the intersection opel
(5-96) pd = r^2 = (1 - (1-PL)^2)^2
pd = PL^2 * (2.-PL)^2
The probability pd is plotted in Figure 5.14 
For Orthogonal, Veneziano, and Dershowitz models
the intersection intensity of joints is calculated
either pv or pd as a correction factor to the
intensity of joint lines.
independent on
es Li and Lj
n is r^2,
(Figure 5.15),
by applying
intersection
(5.97) E[C1 joints] = pv*E[C1 lines] (Orthogonal and
Veneziano models)
E[CI joints] = pd*E[C1 lines] (Orthogonal and
Dershowitz models)
The intersection intensity for joint lines has already been
obtained, since it is equal to the intersection intensity for
unbounded joints. The intersection intensity for orthogonal joint
lines in a square region with axes normal to joint orientations
is (Equation 5.62),
(5.98) EC1 joint lines] = P2aL*P2bL
where P2aL and P2bL are the intensity of the joint line process
for each of the two orthogonal joint sets, not the intensity of
jointing.
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Joint Colinearity
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The intersection intensity for randomly oriented joint lines in a
convex region of area Ar and perimeter L is (Equation 5.74),
(5.99) E[C1 joint lines] P2L^2/pi
where P2L is the intensity of joint lines.
The intersection intensity for joint lines in two sets with
orientation distributions fl(phi) and f2(phi) in a circular
region is (Equation 5.87)
(5.100) EEC1 joint lines] = 0.5*P2L^2* (I (S1,S2)+0.5*(1 (S1,S1)
+ I(S2,S2) ) )
where P2L is the intensity of joint lines and I(x,y) is the
integral defined in equation 5.80).
As noted above in equation 5.91, a conversion must be derived
between joint line and joint intensities, in order to express
joint intersection intensities in terms of joint intensities
rather than joint line intensities, In some cases, this
conversion depends upon the assumed model region shape, and the
distribution of joint orientations.
In equations 5.98, 5.99, and 5.100, a conversion is required
between P2L for joint lines and P2j for joints. For all region
shapes, this is simply,
(5.101) P2j P2L*PL
P2L = P2j/PL
The equation for intersection intensity for orthogonal joint
models a square region normal to jointing with joints defined
without respect to joint intersections is obtained by applying
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the correction factor pv (equation 5.92),
(5.102) E[C1] = p E[C1 lines]
E[C1] = pv * P2aL * P2aL
E[C1] = (PL^2)* (P2a/PL)*(P2b/PL)
E[C1] = P2a*P2b
where P2aL and P2bL are intensities for joint lines in each set,
and P2a and P2b are corresponding intensities for joints. The
equation for intersection intensity for the same model with
joints defined between joint intersections is obtained by
applying the correction factor pd (equation 5.96),
(5.103) E[C13 = pd * P2aL * P2aL
E[C1] = (PL^2)*(2.-PL)^2 * (P2a/PL)*(P2b/PL)
E[C1] = (2.-PL)^2 * P2a*P2b
For the Veneziano model in a circular region, joints are defined
without respect to joint line intersections, so that intesection
intensity C1 is obtained by combining pv with equations 5.93 and
5.100,
(5.104) E[C1] = pv * EC1 lines]
E[C1] = (PL^2)* 0.5*P2L^2*(I (S1,S2)+0.5*(I (S1,S1)+I (S2,S2)))
E[C1 = (PL^2)* 0.5*(P2/PL)^2 *(I (S1,S2)+0.5*(l (S,Sl)+
I (S2,S2)))
E[C1] = 0.5*P2^2 *(I (Sl,S2)+0.5*(I(Sl,Sl)+I(S2,S2)))
For the Dershowitz model in a circular region, joints are define
between joint line intersections. Intersection intensity C1 i
therefore obtained by using probability pd in equations 5.96 ar
d
s
id
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5. 100,
(5.105) E[C1
E[C1]
E[C1]
Intersection int
distribution in
equations 5.99 ar
= pd * E[C1 lines]
= PL^2*(2.-PL)^2 * 0.5*(P2/PL)^2*(I (S1,S2)+0.5*
(I (S1,S1)+l (S2,S2)))
= (2.-PL)^2 *P2^2 * 0.5*(I(Sl,S2)+0.5*(I (Sl,Sl)+
I (S2,S2)))
:ensity for a model with a uniform orientation
a convex region is obtained by combining
id 5.101,
(5.106) E[C1] = p * (P2/PL)^2 /pi
where p is the probability that a joint line intersection will
also be a joint line intersection (Equation 5.91). Note that this
result does not depend upon either the area or perimeter of the
region. This indicates that, for a uniform orientation
distribution, the expected intersection intensity is independent
of the shape of the region being evaluated!
If joints are defined without respect to joint line
intersections, probability p is equal to pv,
(5.107) ECC1] = pv *E[C1 lines]
E[C1] = (PL^2) * (P2/PL)^2 /pi
E[C1] = P2^2/pi
If joints are
probability p is
(5.108) E[C1]
E[C1]
defined between joint line
equal to pd,
= pd *E[Cl lines]
= (PL^2)*(2.-PL)^2 * (P2/PL)^2 /pi
intersections,
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E[C1] = (2.-PL)^2 *P2^2/pi
The above equations 5.102 through 5.108 provide analytical
expressions for intersection intensity for orthogonal, Veneziano,
and Dershowitz models with length persistence PL less than 100%.
Dependence upon PL is different depending upon whether joints are
defined between joint intersections, as in the Dershowitz model,
or independent of joint intersections, as in the Veneziano model.
For models such as the Dershowitz model in which joints are
defined between joint line intersections, the dependence upon PL
is contained in the term (2.-PL)^2. This expression, termed the
"persistence correction factor", Cf is plotted in Figure 5.16
The correction factor Cf ranges from 1 for length persistence PL
= 100% , to 4 for PL = 0%. This increase in intersection
intensity C1 with decreased PL occurs because the number of joint
lines increases in proportion to 1/PL as PL decreases, while the
probability that a joint line intersection will constitute a
joint intersection decreases more slowly, in proportion to
PL^2* (2-PL) ^2.
For models such as the Veneziano model, in which joints are
defined without respect to joint line intersections, intersection
intensity is independent of PL. This results because intersection
intensity is effected by the number of joint lines squared, which
is proportional to (1/PL)^2, while the probability that a joint
line intersection will be is joint intersection is equal to PL^2.
These two factors balance each other exactly.
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Having obtained solutions for. intersection intensity for
Orthogonal, Veneziano, and Dershowitz models with PL less than
100%, we will now turn to the remaining two models with bounded
joints, the Baecher model and Mosaic Block Tesselation.
Bounded, Baecher Model Jointing
In the Baecher model, joints are not defined on joint lines, and
therefore length persistence PL is not defined in the model. One
approach to calculation of intersection intensity in the Baecher
model is to assume that the intersection intensity of Baecher
models can be represented approximately by the intersection
intensity of Veneziano models with very low PL such that the
effect of joint colinearity in Veneziano models is minimized.
However, since PL does not affect intersection intensity for
constant jointing intensity P2, Baecher model intersection
intensity is identical to that of the Veneziano model, if P2 is
held constant.
Bounded, Mosaic Block Tesselation Jointing
In mosaic block tesselation models, joints are defined as the
edges of rock blocks. The geometry of the joint system therefore
depends upon the process which generates rock blocks, and
intersection intensity depends on the geometry of the joint
system. The solution above for the orthogonal system is a form
of block tesselation.
For a mosaic block tesselation model with hexagonal rock blocks,
each block vertex defines an intersection between three joints.
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Since each joint has two ends, there are (2/3) joict
intersections per joint. The number of intersections Ni for Nj
joints is,
(5.109) Ni = (2/3)*Nj
By dividing both sides by the area of the region Ar, Ni and Nj
can be expressed as intersection intensity C1 and jointing
intensity P1,
(5 .110) Ni/Ar = (2/3)*Nj/Ar
C1 = (2/3)*P1
This solution is different from previous results, in which
intersection intensity was proportional to P1*Lbar, rather than
P1. This difference arises because the number of intersections
per joint is constant in mosaic block tesselation, whereas it
increases with jointing intensity for the models discussed to
this point.
Intersection intensity for this mosiac block tesselation models
can be expressed in terms of jointing intensity measure P2 by
using equation 5.31 to convert from P1 and Lbar to P2,
(5.111) P2 = P1*Lbar
C1 = (2/3) * (P2/Lbar)
An impersistent block tesselation model can be defined by
assigning a proportion PL of the sides of blocks as open joints,
and the remainder as intact rock. In this case, the probability p
that any block vertex will be a joint intersection is equal to
1 minus the probability q that less than two of the block sides
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at the vert
(5.112)
The probab
equal to t
or exactly
(5.113)
In terms
(5.114)
of
ex are
P PE
q = PE
p = 1.
open.
joint intersectionf block vertex]
less than 2 block sides open at vertex]
-q
ility q that less than two block sides are open is
he sum of the probabilities r and s that exactly zero
one of the block sides meeting at the vertex is open,
r - P zero sides open at vertex]
s = P one side open at vertex]
q = r+s
PL, the probabilities r and s are equal to,
r = (1.-PL)^3
s (1-PL)^2 * (PL)
Therefore, the probability p that a block vertex will be a joint
intersection is,
(5.115) p 1. - (r + s)
p - 1. - [(1.-PL)^3 + (1-PL)^2*(PL)]
p = PL*(2.-PL)
The intersection intensity C1 is found by multiplying the
intersection intensity for PL=100% (Equation 5.11) by the
probability p that a block vertex will be a joint intersection,
(5.116) Cl = p * C1[PL=100%]
C1 = PL*(2.-PL) * (2/3)*(P2L/Lbar)
where P2L is the intensity of joints when PL=100%. This
corresponds to the terminology for Veneziano and Dershowitz
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models for unbounded joint lines, which also have PL100%. In
order to express intersection intensity C in terms of the
intensity of jointing P2, P2L must be converted to P2. By the
definition of PL,
(5.117) P2 = P2L*PL
P2L = P2/PL
Therefore, in terms of the intensity of joints, intersection
intensity C1 is,
(5.118) C1 = PL*(2.-PL) * (2/3)*( (P2/PL)/Lbar )
C1 = (2.-PL)*(2/3)*P2/Lbar
As with the solution for PL=100% (equation 5.111), this result is
different from those for intersection intensities for Orthogonal,
Baecher, Veneziano, and Dershowitz models, because it is
proportional to intersection intensity P2 divided by Lbar, rather
than P2^2, as is the case for all other models. This is again the
result of the independence of the number of intersections per
joint and.jointing intensity.
Length persistence PL affects intersection intensity for this
mosaic tesselation as (2.-PL), rather the (2.-PL)^2, as for the
Dershowitz model.
Table 5.1 Summarizes the expressions for intersection intensity
C1 for each of the models derived above. All solutions are
expressed in terms of the scale independent joint intensity
parameter P2 and mean joint length Lbar. Since connectivity
measure C1 has been derived analytically for all rock joint
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TABLE 5.1
INTERSECTION INTENSITY, C1,
FOR TWO DIMENSIONAL JOINT SYSTEM MODELS
Model Description Expression for C1
UNBOUNDED JOINTS AND JOINT LINES
Orthogonal joint sets, unbounded joints
(Square region) C1 P2a*P2b
(Circular region) C1 = (Pi/4)*P2a*P2b
Randomly oriented joint lines E[C1] = P2^2/Pi
(Any convex region)
Randomly oriented joint E[C1^2] = (1/A^2)*[ (1/2)* {P1*A 2} +
lines (Circular region) (3/2)*{PI*A 4 + (16/Pi^2)*{Nj 3} ]
SD[C1] = sqrt ( E[C1^2] - E^2[C1]
Two joint sets, unbounded joint lines E[C1 = 0.5*(P2a*P2b)*
(Circular region) (I (S1,S2)+(1/2)*(I (S1,S1)+I (S2,S2))
BOUNDED JOINTS
Joints defined between joint line multiply result for
intersections (i.e. Orthogonal, joint lines by (2.-PL)^2
Dershowitz models)
Joint defined without respect to same as results for
joint line intersections (i.e. joint lines
Orthogonal, Veneziano, Baecher models) (no PL dependence)
Hexagonal Block Tesselation C1 = (2/3)*(2.-PL)*P2/Lbar
DEFINITION OF PARAMETERS USED IN TABLE 5.1
P2a,P2b are intensity measure P2 for each joint set, the total
length of joint lines per unit area. PL is length persistence,
the percentage of each joint line defined as open joints.
fl(phil) and f2(phi2) are distributions of joint orientation for
each set . I(S1,S2) is the integral
I(S1,S2) = integral ( sin(phil-phi2)* fl(phil)
phil, phi2 * f(phi2)*dphil*dphi
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system models, it can be used in applications without the need
for simulation, making it a very attractive index for
connectivity.
5.3.3 Connectivity Measure C2
Connectivity measure C2 is defined as the ratio of intersection
intensity for a rock mass model to the intersection intensity for
a corresponding model with the same number of joint lines, but
with length persistence on each line PL = 100%, rather than the
PL value in the model. The intersection intensity with PL=100%
corresponds to the intersection intensity of a system which is
connected at all scales, and therefore C2 can be viewed as a
measure of how closely the rock joint system model approaches
the maximum connectivity system for that level of jointing
intensity.
For all models of unbounded joints or joint lines with PL=100%,
the value of connectivity measure C2 is 1 by definition. For
other models it depends on length persistence PL or, in the case
of the Baecher model, the distribution of joint trace lengths.
The derivation of C2 requires the determination of the number of
joint lines in the model, and the calculation of intersection
intensity for the model at its actual length persistence and with
PL=100%. Note that the joint line model will have a different
value of joint intensity P2 than the model being evaluated unless
PL=100% for the model.
An equivalent definition of C2 is, the probability that a joint
2A.6
line intersection will
Orthogonal, Veneziano,
recognized as probabili
derived in the previous
the Veneziano model, in
joint
also be a joint intersection. For
and Dershowitz models, this can be
ties pv and pd, which have already been
section. Therefore, for models such as
which joints are defined independent of
line intersections, C2 is (equation 5.91),
(5.119) C2 = pv = PL^2
and for models such as the Dershowitz model, in which joints are
defined between joint line intersections, C2 is (equation 5.96),
(5.120) C2 = pd = (PL^2)*(2.-PL)^2
For the Baecher model, PL is not defined, and each joint is
defined on a separate joint line. In order to obtain an
approximate solution for C2 for the Baecher model, the Baecher
model will be viewed as a Veneziano model with joints defined
indepentent of joint line intersections, with an appropriate
value of PL. Under this assumption, the value of C2 for the
Baecher model is found by the equation used for the Veneziano
model,
(5.121) C2 = PL^2
An appropriate value of PL for the Baecher model may be obtained
from the ratio of the average joint length, Lbar, to the average
joint line length, which is the mean chord length Cbar, in the
model area,
(5.122) PL - Lbar/Cbar
where Lbar is less than or equal to Cbar. For Lbar greater than
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Cbar, the-equivalent value of PL is 100%.
Santalo(1976) 's solution for the mean chord length for lines with
a uniform orientation distribution in a convex region is
(equation
(5.123)
where Ar
equivalen
distribut
(5.124)
Santalo 's
orientati
region of
Thus, for
circular
(5.125)
From this
a scale
increases
0 to 100%
length pe
For mosai
models ca
hexagonal
5.26),
Cbar = pi * Ar/L
and L are the area and perimeter of the region. The
t PL for a Baecher model with a uniform orientation
ion in a convex region is therefore,
C2 (Lbar*L/(pi*Ar))^2
equation for mean chord length applies for all
on distributions in a circular region. For a circular
radius R, area Ar = pi*R^2, and perimeter L = 2.*pi*R.
a Baecher model with any orientation distribution in a
region of radius R,
C2 (Lbar*L/(pi*Ar))^2
C2 (Lbar*2.*pi*R/(pi*pi*R^2))^2
C2 (2.*Lbar/(pi*R))^2
equation it can be seen that for Baecher models, C2 is
dependent parameter. As mean joint trace length Lbar
from 0 to the mean chord length Cbar, C2 increases from
. For values of Lbar greater than Cbar, the equivalent
.rsistence PL is 100%, and C2 = 100%.
c block tesselation, there are no joint lines, but joint
n be compared to corresponding models with PL=100. For
block tesselation, C2 can again be found as the
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probability that a joint intersection for a model with PL=100%
will be a joint intersection for the same model with PL less than
100. From equation 5.115, this probability p is,
(5.126) C2 = p = (PL)*(2.-PL)
Equations for connectivity measure C2 are summarized in Table
5.2. There are four different solutions for C2 for different
types of rock joint system models, indicating the differences
in connectivity between the different types of models. The four
classes of solution are: Connectivity for joints defined between
joint line intersection (Orthogonal and Dershowitz models),
connectivity for joints defined without respect to joint line
intersections (Orthogonal and Veneziano models), connectivity for
models in which joints are defined without joint lines (Baecher
model), and connectivity for mosaic block tesselations.
Connectivity measure C2 clearly demonstrates the differences
between these types of connectivity.
5.3.4 Introduction to Percolation Theory Connectivity
Measures C3(n), C4, C5., and C6
The connectivity measures C3 through C6 discussed in this section
are based on Percolation theory. Percolation theory is an
approach to the connectivity of regular systems of resistors, and
was developed originally for applications in electrical
engineering. The essence of percolation theory is to take regular
grids of electrical resistors, randomly remove a certain
proportion of those resistors, and determine the effect of this
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TABLE 5.2
CONNECTIVITY MEASURE C2
FOR TWO DIMENSIONAL JOINT SYSTEM MODELS
Model Description Connectivity Measure C2
Models with joints defined between C2 = PL^2 * (2.-PL)^2
joint line intersections (i.e.
Dershowitz, Orthogonal models) (Any region)
Models with joints defined independent C2 = PL^2
of joint line intersections (i.e.
Veneziano, Orthogonal models) (Any region)
Models with joints defined without C2 = (2.*Lbar)/(Pi*R))^2
joint lines (i.e. Baecher model)
(Circular region)
Mosaic block Tesselation with C2 = (PL)*(2.-PL)
Hexagonal blocks (Any region)
======~3~~11~P ~ ~ eDI~e~=== == == === = = =
PL = Length Persistence, Lbar= Mean Joint Length, R = Radius of
Circular region.
lltlPlfllPPltl3PII13===========---mm --- mmm m --
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on the connectivity of the grid, as measured by electrical
conductivity (Figure 5.17). As a result, it is very similar to
problems of connectivity of rock joint systems, and there is
potential that Percolation theory results might be applied to
rock joint systems. In this section, percolation theory will be
introduced, and the transformations necessary to apply
Percolation theory to rock joint systems will be derived. In the
following section, potentially useful percolation theory results
will be presented. Percolation theory is surveyed in Shante and
Kirkpatrick (1971).
Two types of systems of resistors are studied in Percolation
theory (Figure 5.18): systems in which individual resistors are
randomly removed ( "bond percolation"), and systems in which
individual intersections are randomly removed (" atom
percolation"). Most of the problems of rock joint system
connectivity can be viewed as problems of bond percolation, where
joints are viewed as the resistors in the percolation system.
Two reinterpretations are necessary in order to utilize
percolation results for electrical systems for two dimensional
joint systems. First, electrical conductivities in percolation
models must be reinterpreted as hydraulic conductivities. This
interpretation is reasonable for most cases, since the
differential equations of electrical conductivity correspond to
those for laminar hydraulic flows in pipes. The only limitation
of this interpretation occurs where turbulent flows would occur
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in joint systems. This is a potentially serious limitation, but
one which also applied to most current hydrological modeling of
joint systems. Second, the proportion p of resistors randomly
removed from a percolation system must be reinterpreted as the
proportion 1.-PL of joint lines which are defined as intact rock.
Percolation theory results have been derived for a wide variety
of geometries. All of the geometries are defined by regular grids
of resistors. Percolation grids, or "lattices" may be defined by
any regular cell shape which can be repeated to form a grid.
Typical "cells" include squares, rectangles, triangles, and
hexagons.
Because percolation theory is derived for regular grids,
percolation results can be applied directly to any joint system
model which forms a regular grid of repetitive cells. Therefore,
Orthogonal and regular Mosaic Block Tesselation models can be
evaluated directly by percolation theory. These models do not
require any transformation for interpretation in terms of
percolation theory.
For Baecher, Veneziano, and Dershowitz models, percolation
results can not be applied directly because joint geometries are
not regular, and therefore the systems produced are not regular
grids as assumed in percolation theory. This problem can be
overcome by developing an approximate method for transforming the
geometry of joint systems to approximately equivalent regular
geometries.(Figure 5.19).
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B. REGULAR PERCOLATION GRID
FIGURE 5.19TRANSFORMATION OF STOCHASTIC GEOMETRIES 
TO
REGULAR PERCOLATION GRIDS
In Baecher and Veneziano models, there is a second difficulty in
application of percolation theory results. This problem arises
because joints in percolation models are defined between the
intersections of joint lines, while in Baecher and Veneziano
models, joints are defined on joint lines without regard for
joint line intersections. This is not a problem in the Dershowitz
model, in which joints are defined between joint line
intersections. One approach to this problem is the normalization
to percolation results to account for the difference in
connectivity between models with and without joints terminating
at joint line intersections.
The remainder of this section will develop these methods for
converting percolation results for application to Veneziano and
Dershowitz models. No transformations are necessary for joint
system models with regular geometries and joints defined between
joint line intersections, such as Orthogonal and some mosaic
block tesselation models.
No transformation will be derived for the Baecher model, because
its geometry is fundamentally different from the grid geometries
used in percolation theory. In the Baecher model, joints are not
defined on joint lines, and the location of each joint is
independent. It is therefore not appropriate to describe Baecher
models by percolation theory, which is based on grids of joint
lines.
Veneziano Model
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Two transformations are necessary to apply percolation theory
results to the Veneziano joint system model. First, Veneziano
model geometries must be transformed from a system of Poisson
lines to an equivalent regular lattice. Then, the percentage of
joints included in the system, PL, must be transformed into an
equivalent percentage of bonds between nodes in the regular
percolation system.
This first transformation requires that an appropriate regular
grid geometry be selected to represent the geometry of a
particular Veneziano model. This grid should have approximately
the same types of interconnection as the Veneziano model. Two
factors will be considered in making this transformation: the
number of bonds (joints) meeting at each node (joint line
intersection), and the shape of the repetitive cells of the grid.
In the Veneziano model, if length persistence PL is equal to
100%, then each node will be the junction for four joints.
Sanatalo(1976) has shown that the average block formed by the
Poisson lines used in the Veneziano model is a quadrilateral.
Therefore, the appropriate transformation of Veneziano model
geometry is a regular, quadrilateral grid. (Figure 5.20). For
isotropic orientation distributions, Veneziano models can be
transformed to square grid percolation models with cell
dimensions equal to the mean joint length in the Veneziano model.
The second transformation is necessary because Veneziano joints
do not terminate systematically at joint line intersections, as
bi /
IS THE
ION OF
3INTS
SVERAGE
HAS 4 SIDES
A, POISSON LIHES
LODE IS THE
SECTION OF
UR JOINTS
CH CELL HAS 4SIDES
REGULAR PERCOLATION 
MODEL
FIGURE 520 CONNECTIVITY 
OF 
tIFoDELS
LINE AND PERCOLATION
258
bonds do in a percolation model. This can be treated by
derivation of an appropriate percentage of bonds remaining in
the percolation model grid, PLp, to correspond to the same level
of connectivity as the Veneziano model. The approach which will
be used here is to assume that connectivity can be adequately
represented by intersection intensity C1, and therefore the
equivalent value of PLp for the percolation grid will be that
which results in the same intersection intensity as is found in
the Veneziano model,
(5.127) NiP(PLp) = NiV(PL)
where NiP(PLp) is the number of intersections in a percolation
grid with a proportion of resistors PLp remaining, and NiV(PL) is
the number of intersections in the Veneziano model with length
persistence PL.
In the percolation grid, the relationship between the number of
joint lines and the number of joint line intersections is,
(5.128) NiP = NL^2,
where NiP is the number of intersections in an orthogonal
percolation model of area A, and NL is the number of joint lines
in each of the orthogonal sets of lines. Since joints are removed
between joint line intersections in percolation models, the
number of intersections when a proportion -PL of joints is
removed is found using the probability pd (Equation 5.96),
(5.129) NiP = pd * NL^2
NiP = PL^2*(2.-PL)^2 *NL^2
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The number of intersections in a Veneziano system, NiV with
length persistence PLV and orientation distribution fp(phi) is
found by combining equations 5.91 and 5.87,
(5.130) NiV = 0.5*PLV^2*NL^2*(I (S1,S2)+(1/2)*(I (S1,S1) +
I (S2,S2)))
The value of PLp for the persistence model is to be selected so
that the number of intersections in the persistence model equals
that in a Veneziano model with the same number of joint lines.
The appropriate value of PLp is therefore derived by equating NiV
and NiP and solving for PLp in terms of PL.
(5.131) NiV = NiP
[PLp*(2.-PL)*NL]^2 = 0.5*P L^2*NL^2*
(I (S1,S2)+(1/2)*(I (S1,Sl)+1 (S2,S2)))
PL*(2.-PL) = PL*sqrt(0.5*(I(S1,S2)+
(1/2)*(I (S1,S1)+I (S2,S2))))
0 = PLp^2 -2.*PLp + PL*sqrt(0.5*(I (S1,S2)+
(1/2)*(I (SI,Sl)+I (S2,S2))))
PLp = [-b + sqrt(b^2-4.*a*c)]/(2.*a)
where a,b, and c are the coefficients in the immediately
preceeding quadratic equation,
(5.132) a = 1
b = -2
c = PL*sqrt(0.5*(I (S1,S2)+0.5*(I (S1,S1)+l (S2,S2)))
The number of joint lines NL for the equivalent percolation model
is equal to the number of joint lines in the Veneziano model.
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This can be calculated from jointing intensity P2, length
persistence PL, and the area Ar and average chord length Cbar of
the modeled region. The total length of joint lines Lj in a
Veneziano model is equal to intensity measure P2 multiplied by
the area of the region, and divided by length persistence PL,
(5.133) Lj = P2*Ar/PL
The number of joint lines NL in a region is approximately equal
to the total length of joint lines Lj divided by the mean chord
length in the region Cbar,
(5.134) NL Lj/Cbar
NL - P2 * Ar/(PL*Cbar)
In a square region of dimension R, Ar = R^2, and Cbar depends
upon the distribution of joint orientations. For a uniform
distribution of joint orientations in a square region, Cbar =
(pi/4)*R (Equation 5.26),
(5.135) NL - P2*R^2/(PL*(pi/4)*R)
NL 1.273*P2*R/PL
For a circular region, regardless of the joint orientation
distribution, Cbar = (pi/2)*R, and Ar = pi*R^2
(5.136) NL P2*(pi*R^2)/(PL* (pi/2)*R)
NL - 2.*P2*R/PL
Dershowitz Model
For the Dershowitz model, joints are defined by Poisson lines in
the same manner as in the Veneziano model, and therefore, the
same transformation to a regular square or rectangular
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percolation grid is appropriate.
The appropriate value of PLp for the percolation grid equivalent
to a Dershowitz model is the value of PL in the Dershowitz model.
This occurs because in the Dershowitz model, as in percolation
grids, joints are defined between joint line intersections.
The appropriate number of joint lines in a percolation grid for a
Dershowitz model is the same as that for a Veneziano model
(equation 5.136).
Summary
In this section we have introduced the concept of percolation
theory. Percolation grids for orthogonal and regular mosaic block
tesselation models have been shown to be the same as the actual
joint system model. Transformations have been derived to allow
the development of percolation grids to correspond to Veneziano
and Dershowitz models. The parameters of percolation system for
rock joint system models are summarized in Table 5.3. The next
section will summarize results of percolation theory which have
potential application in derivation of joint netowork
connectivity measures C3 through C7.
5.3.4 Connectivity Measures C3(n),C4,C5,C6, and C7 from
Percolation Theory.
In this section, solutions for connectivity measures based on
percolation theory will be presented. For a complete description
of the derivation of these measures, see the references cited. In
this section, connectivity measures C3 through C7 will be
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TABLE 5.3
PERCOLATION MODEL PARAMETERS FOR APPROXIMATION OF
JOINT SYSTEM MODELS
Parameter Models Equation
Shape of Percolation Orthogonal, Square or rectangular
Grid Veneziano, Dershowitz grid
Shape of Percolation Block Tesselation Same as tesselation
Grid
Number of Lines Orthogonal, Block NLp NL
Tesselation
Number of Lines Veneziano, Dershowitz NL 2.*P2*R/PL
(Circular Region)
Proportion of Orthogonal,Block
active resistors Tesselation, Dershowitz PLp = PL
or open joints
Proportion of Veneziano PLp = (-l+sqrt(4.-4*c))/2.
active resistors where
or open joints c=PL*sqrt((1/2)*(I (S1,S2)+
(1/2)*(I (S1,S1)+I (S2,S2))))
Definition of Parameters: NL,P2,PL are number of lines, joint
intensity (total length of joints per unit area), and length
persitence of joint system model being studied. R is the radius
of a circular region. NLp,PLp are number of lines and proportion
of active resistors in percolation model. I(x,y) is the integral
defined in equation 580.
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referred to by their percolation theory terminology (Cn, mu, Pp,
Pn, and K). Percolation theory connectivity measures were defined
briefly in Section 5.3.1. Before proceeding to presentation of
percolation theory results, these measures will be defined in
greater detail, as follows,
o C3(n) = "Network Connectivity", Cn(n) , the expected number
of self-avoiding paths of n steps from a randomly selected
point in the system. A self avoiding path is defined as
any path which does not traverse the same joint twice
(Figure 5.21). A step is defined as a joint traversed along
the path.
Cn(n) is determined by the geometry of the percolation grid,
and the percentage of joints which are included in the grid,
PL. The geometry of the grid controls the possible number of
paths of n steps from any point in the grid. The number of
possible paths of 1 step, for example is equal to the number
of joints connected to that point. In a square grid, each
node (or joint intersection) has exactly 4 other joints
connected to it, so the maximum value of Cn(l) is 4. From
each of these joints, three additional joints may be
connected, so that the maximum value of Cn(2) is
approximately equal to 4*3=12. As n becomes large, the
maximum value of Cn(n) approaches infinity by a complicated
combinatorial relationship. (Figure 5.22).
While geometry increases Cn(n) as n increases, the random
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removal of joints measured by PL decreases Cn(n) as n
increases. A possible path of n steps in a percolation grid
geometry will be connected only if all the joints in the
path are defined. This occurs with probability PL^n. For
any value of PL less than one, therefore, the effect of PL
is to decrease Cn(n) exponentially with n. These two effects
can balance each other, so that Cn(n) may be larger or
smaller with increased n, depending upon the grip geometry
and the value of PL.
Cn(n) is a measure of the scale of networks formed by
connected joints. For example Cn(l) is the expected number
of self-avoiding paths of one step from a randomly selected
point. If Cn(1) is less than one, then the average number of
connecting joints for any randomly selected point would also
be less than one. The maximum value of Cn(1) is equal to the
number of joints which could be connected to a point in the
grid.
In a two dimensional square grid, for example, each point
could have a maximum of four connected joints. Cn(10) is the
expected number of self-avoiding paths of 10 steps from a
randomly selected point. Cn(10) may be greater than Cn(l) if
a large number of different self-avoiding paths branch off
of the individual one step paths connected directly to a
joint. Cn(10) may also be less than Cn(1) if there the
individual joints connected to a randomly selected joint
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have an average of less than one 9-step path connecting to
them.
o C4 = "Connective Constant", mu = exp(lim (ln(Cn(n))/n)),
n -> oo
Since Cn(n) can approach infinity as n goes to infinity, the
connective constant was defined as a limit of ln(Cn(n))/n,
which is rational for all values of PL, to indicate how fast
Cn(n) approaches infinity, and therefore how completely
interconnected the system is.
o C5 = "Percolation Probability", Pp, is the probability that
any randomly selected joint is part of a network of joints
connecting two boundaries of a model region. In percolation
theory, the boundaries of the model region are generally
considered to be separated by an infinite distance, so that
Pp corresponds to Pn(oo), where Pn is the probabability that
a randomly selected joint is part of a network containing an
infinite number of joints (C6).
Since percolation probability Pp does vary with the size of
the model region, it is potentially useful as a measure of
the scale dependence of hydrological properties of joint
systems. This feature will be studied by simulation in
Chapter 6. In percolation theory, however, the scale is
always assumed to be "infinite", even though solutions are
generally performed using grids of less than 25 x 25
resistors.
An alternative, but equivalent definition of Pp is the
proportion of all joints which are part of networks of
infinite number of joints. This definition is equivalent
because the probability that a randomly selected joint will
be part of an infinite network is equal to the proportion of
all joints which are part of infinite networks.
o C6 = "Connection Probability", Pn , the probability that any
randomly selected joint is part of a network of joints
connecting n or more joints. Pn is equal to the proportion
of all joints which are part of networks connecting n or
more joints, because the probability that a joint will be
selected randomly is equal to its frequency of occurence in
the population of all joints. Pn is similar to Cn(n), in
that both measure the formation of networks of connected
joints. However, while Cn(n) measures the maximum distance
that an electron or water particle could travel from a
randomly selected point in the network, Pn measures the
total number of joints in the network. Pn is useful
parameter for measuring the scale of networks of connected
joints. Unlike Cn(n) , it is bounded for all values of PL
and n, since probabilities must always be in the range 0 to
1.
o C7 = " Effective Conductivity", K, the effective
electrical or hydraulic conductivity of the percolation
system.
o PL = "Active Proportion", PL, the proportion of joints
(resistors) which are not removed from the system. This
equivalent to length persistence, PL, the proportion of the
length of joint lines which are defined as joints.
An additional important connectivity measure is the "Critical
Probability", Pc, the value of PL below which the expected value
of effective conductivity K approaches zero.
Percolation connectivity measures are generally derived on the
basis of either series solutions or Monte Carlo simulations. The
equations which describe percolation connectivity measures are
generally either empirical or analytical approximations to these
series or simulation solutions.. Below are several analytical and
empiricial solutions for percolation connectivity measures which
have been reported in the literature.
Network Connectivity, Cn
Shante and Kirkpatrick(1971) present analytically and numerically
derived limits and series relating Pp, mu, and Cn. Of particular
interest is the approximate solution for network connectivity Cn
for PL=100% in terms of connective constant mu by Hammersley
(1954):
(5.137) Cn = mu'n *fl(n), where n is the number of connected
joints, and fl(n) is a function bounded by
1 < fl(n) < exp(a*n^0.5), and a is a
proportionality constant.
The probability that any one of these self avoiding paths will be
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completely connected is,
(5.138) P[path connectedipath] = PL^n
This solution can only be used as an approximation for
evaluating the effect of PL on Cn, the expected number of self
avoiding paths from a randomly selected joint. While for any
individual path, the probability that each joint will be open is
PL, when a number of paths are evaluated, many of the same joints
are utilized in several different paths, and therefore there is a
correlation between the path connection probabilities for
different paths. The average probability for paths with a large
number of joints is therefore not exactly PL^n.
Recognizing this limitation, PL^n can still be used as an
approximation for estimation of Cn. Cn as a function of PL can
be approximated as,
(5.139) Cn = P[path connected path]*Cn[PL=100]
Cn = (PL^n)*(mu^n)*f 1(n)
Percolation Probability, Pp
Frisch et.al.(1961) performed Monte Carlo simulations to evaluate
Pp, the probability that a randomly selected joint is part of a
network of an infinite number of joints, for bond and atom
percolation with different system geometries. Their results are
summarized in Figure 5.23 
For a given value of PL, their results show that Pp is higher for
bond percolation than for atom percolation. By analogy Pp is
higher for flow in trace planes than for flow in joint planes in
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a Veneziano model. Kirkpatrick(1971) demonstrated that Pp is
correlated to effective hydraulic conductivity K, and therefore
it can also be stated that hydraulic conductivity is generally
higher in trace planes than in joint planes. This corresponds to
Shante and Kirkpatrick's series solution result in the previous
derivation.
Effective Hydrualic Conductivity,K
Kirkpatrick(1971) performed analog simulations of the behavior of
orthogonal systems of resistors, and defined the behavior in
terms of effective hydraulic conductivity K, critical probability
Pc and percolation probability Pp. The behavior observed is shown
in Figure 5.24. Pc, the critical value of PL, is unique for each
percolation system geometry. For values of PL below Pc, the
expected value of effective conductivity K, and the probability
that a randomly selected joint will be part of an network
extending completely across the "infinite"* system are
approximately zero. Once Pc is reached, K increases approximately
linearly until it approaches the value for a system with all
connections included (PL=100). Pp increases in an s-curve from O
at Pc to 1. at PL=100%.
Since this behavior is found in almost all simulations of two
dimensional percolation systems, it is clear that Pc is an
important parameter for definition of the expected hydrologic
behavior of percolation (and joint) systems. It is also clear
that Pp is correlated with K, and since Pp can be calculated from
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*After KirkPatrick (1971)
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system geometry without performing finite element simulations of
flow (Shante and Kirkpatrick, 1971), it is also a potentially
useful parameter.
* Kirkpatrick approximates an "infinite" system as a 25x25
resistor grid. Adler, Flora, and Senturia (1973) performed
sensitivity studies on the size of systems, and found that
network formation at scales above 15 resistors converge rapidly,
and can therefore be considered as equivalent to infinite
systems. This is reasonable, considering that, as explained in
the discussion of Cn above, the effects of network size n are
combinatorial from geometry and exponential from PL, and
therefore can be expected to converge quite rapidly.
Effective Hydraulic Conductivity, K
Shante and Kirkpatrick(1973) showed that for two dimensional
grids, effective conductivity K is approximately linear beteen
zero at PL=Pc and PL=100%, i.e.
(5.140) K oc (PL-Pc)/(1.-Pc)
This equation is very useful, because once K for PL=100% and Pc
are known, K can be derived approximately for models with any
value of length persistence PL.
Effective Hydraulic Conductivity,K
Kirkpatrick(1971) reports on the basis of numerical
simulations that above the critical probability Pc, the effective
conductivity K of a (three dimensional) cubic system is
(5.141) K = a*(PL-Pc)^1.6, where a is a constant of
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proportionality and PL is the proportion of
joints which are active for flow.
Adler, Flora, and Senturia (1973) performed similar analog and
digital simulations of square and cubic systems of resistors.
They found a similar relationship,
(5.142) K = a*(PL-Pc)^2.0
The difference between these two results may be the result of
differences in the configurations of systems evaluated, or the
procedures used to fit curves to the results of Monte Carlo
simulations.
Critical Probability, Pc
Shante and Kirkpatrick(1973) derive an analytical lower bound
for solutions for the critical probability Pc,
(5.143) Pc > 1./(Nc-1),
where Nc is the matrix coordination number, defined as the number
of joints connected to each intersection. In two dimensions, Nc=3
for hexagonal block tesselation, Nc=4 for quadrilateral grids
(including squares and rectangles), and Nc=6 for triangular block
tesselations.
Shante and Kirkpatrick also present approximate solutions for Pc
in terms of Nc for two and three dimensional percolation models.
For any dimensionality D, the approximate value of Pc is
(5.144) Pc = D/(Nc*(D-1)), or
Pc = 2/Nc for two dimensional models, and
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Pc = 1.5/Nc for three dimensional models.
The two dimensional grids used in percolation theory correspond
to the geometry of two dimensional joint system models. The three
dimensional percolation models (Figure 5.25) do not correspond as
well because instead of changing from two dimensional grids of
one dimensional pipes to three dimensional grids of two
dimensional plates, percolation models in three dimensions are
still grids of one dimensional pipes.
Critical Probability, Pc
Shante and Kirkpatrick(1971). The above derivations are based on
bond percolation, which corresponds to the removal of random
joints from a joint system in a two dimensional trace plane.
Aton percolation, the random removal of intersections ("nodes" or
"atoms") can be viewed as the random removal of polygonal joints
in a joint plane. This is illustrated in Figure 5.26 -
This conceptualization of bond and atom percolation can be used
to compare the connectivity of Veneziano joint system models in
trace planes and in joint planes. Given a Veneziano model defined
by a particular value of length persistence PL, is flow more
likely to occur through joint connections in the trace plane or
the joint plane?
Shante and Kirkpatrick derived series solutions relating the
critical probability Pc for bond and atom percolation systems.
Their solutions show that the critical probability for atom
percolation Pc(atom) is always greater than that for bond
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Figure 5.25 Cubic Percolation Network
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percolation Pc(bond),
(5.145) Pc(atom) >= Pc(bond).
This indicated that the level of PL below which hydraulic
conductivity is insignificant at a large scale is higher for atom
percolation than for bond percolation. By analogy, the
connectivity of Veneziano joint system models is higher in trace
planes than in joint planes.
Shante and Kirkpatrick also present a lower bound on Pc for atom
percolation,
(5.146) Pc(atom) >= /mu >= (1/Nc) - Nc
where Nc is the matrix coordination number for the system
geometry, defined above.
Critical Probability, Pc
Shante and Kirkpatrick(1971) tabulated relationships between the
connective constant mu and the critical probability Pc for a
number of regular joint geometries. These relationships were
derived by Domb(1970), Vyottsky et.al.(1961), Frish et.al.(1961),
Dean(1963), and Sykes and Essam(1964). These results are
presented in Table 5.4.
Summary
The connectivity measures derived from percolation theory can be
applied to rock joint system models using the transformations
described in Section 5.3.4. The principal advantage of
percolation theory connectivity measures is that they represent
connectivity in terms of measures which directly describe the
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Table 2. Critical probabilities and dileiisiolnal invarianlts
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factors which effect the formation of joint networks which allow
flow. In addition, since they describe the behavior of systems
in terms of general regular geometries, they can be applied to
all geometries, even stochastic geometries with appropriate
assumptions. (The representation of stochastic system geometries
in terms of regular percolation grids was discussed in Section
5.3.4). The connectivity measures developed in this section have
great potential as index measures in many rock mechanics
applications.
5.3.6 Effective Hydraulic Conductivity, Connectivity Measure C7
Effective hydraulic conductivity is a very important measure of
joint system connectivity. It is both a measure of practical
significance in hydrologic application and an intuitively
understandable aggregate measure of the relative connectivity of
different joint systems which can also be used in non-
hydrological applications.
Effective hydraulic conductivity was utilized as a measure of
connectivity in several of the percolation theory results
presented in the previous section. In this section, C7 will be
discussed briefly in the context of unbounded line joint models.
For more complex, bounded models, C7 is evaluated by numerical
simulation in Chapter 6, and by correlation with other measures
for applications in Chapter 9.
Effective hydraulic conductivity of systems of unbounded joint
lines can be calculated using an analogy of joints to open pipes.
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Under this assumption, Snow(1969) developed an equation for the
effective hydraulic conductivity of a rock joint system,
(5.147) C7ij = (g/(12*nu))*Sum {(ai^3/Si)*Jj*(dij-ni*nj)}
i=l,m
where C7ij is the effective hydraulic conductivity in direction i
with respect to a gradient in direction j, g is the acceleration
of gravity (32 ft/sec^2, 9.8 m/sec^2), nu is the I
viscosity of water (1.124 x10^-6 m^2/sec) , ai is the ape
joint set i, m is the number of sets of parallel joints
the spacing between joints in sets, Jj is the grac
direction j, dij is the Dirac delta function (1 in the 
ij, other wise 0), ni is the normal to joint set i, and i
normal to the direction of gradient J)
This solution can be used only for systems of unbounded
but it can be used for any geometry of unbounded joints,
kinematic
erture of
,Si is
dient in
direction
nj is the
joints,
whether
stochastically or deterministically oriented. Thus it applies to
Orthogonal, Veneziano, and Dershowitz models with PL=100%, and to
Baecher models with joint length greater than the scale of the
problem being solved.
For models with PL<100, effective hydraulic conductivity can be
calculated from percolation theory solutions presented in
Section 5.3.5. These solutions express effective hydraulic
conductivity, normalized by effective hydraulic conductivity for
PL=100, as a function of length persistence PL. In equation
5.140, C7 at large scales in two dimensional systems is
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expressed as an approximately linear function of PL,
(5.148) C7/C7' -' (PL-Pc)/(1.-Pc) (PL > Pc)
C7 O. (PL < Pc)
where Pc is the critical probability, the value of PL below
which there are almost zero networks formed of a significant
number of joints, and C7' is the effective hydraulic conductivity
for the system with PL=100%. In equation 5.141, C7 at large
scales in three dimensional percolation systems is expressed as
an exponential function of PL,
(5.149) C7/C7' ' (PL-Pc)^1.6 (PL > Pc)
C7/C7' ' 0 (PL < Pc)
These percolation theory results may be applied as first
approximations for Orthogonal, Veneziano, and Dershowitz models
using the transformations derived in Section 5.3.4 (Table 5.3).
Since no exact analytical approaches have been derived to
determine the effective hydraulic conductivity C7 of joint
systems with PL less than 100, C7 must still be obtained by
numerical simulation.if exact results are required.
5.3.7 Joint Network Size, Connectivity Measure C8
Joint networks are defined as collections of two or more
interconnecting joints. The concept of joint network size is
appropriate primarily for joint models with bounded joints. For
joint models with unbounded joints, all non parallel joints
intersect, and therfore all joints are contained in a single
network of infinite extent.
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For bounded joints, the intersection of joints to form networks
allows individual joints to contribute to groundwater flow and
mechanical behavior at scales much larger than their own size.
The size of the networks formed by intersecting joints is
therefore an important parameter in evaluation of rock mass
hydrological and mechanical performance.
The size of joint networks for bounded joints depends on the
combination of the size of joints and the number of joints which
are connected to form networks. The percolation theory measures
Cn and Pn (connectivity measures C3 and C5) quantify the size of
networks of connected joints in terms of the number of joints
which are connected to the average joint, and are therefore
possible measures for joint network size.
Connectivity measure C8 is an additional measure of joint network
scale. Instead of expressing scale in terms of the number of
joints in networks, C8 is expressed in terms of the length of
joints in networks. This is not a significant difference for the
regular grids used in percolation theory, but is important for
the variable joint sizes in most rock joint models, C8 is a more
accurate measure of size.
There are a number of possible ways to measure the size of joint
networks. As a results, four different measures C8t, C8r, C8m,
and C8x have been defined (Figure 5.8):
o C8t: The distribution of total length of joints in a network
o C8r: The distribution of maximum self-avoiding path length
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from a randomly selected point in a network (equivalent to
percolation theory measure Cn(n) )
o C8x: The distribution of maximum distance between any two
points in the network in a specific direction ( for example,
the maximum difference between x coordinates, hence "x-
Resultant length", when refering to C8x in the x direction)
o C8m: The distribution of maximum distance between any two
points in the network in any direction.
Joint network size measures C8t, C8r, C8x, and C8m may also be
defined in terms of joint unit size rather than joint network
size. According to the definitions in Section 5.3.1, the term
"joint network" is used only when refering to collections of two
or more intersecting joints, while "joint unit" refers to both
individual joints with no intersections and joint networks. The
terms "joint network" and "joint unit" are equivalent if all
joints have at least one intersection. The use of C8 measures for
units or networks depends upon whether joints without
intersections are of interest in the scale or application being
considered.
Each of these measures is useful in different applications. C8t,
for example is analogous to C5, since it depends upon the total
number of joints in a network. C8x is a measure of the size of
networks in a specific direction, and is therefore useful in
problems where the scale of importance is the distance between
two specific points. C8m is a measure of the maximum dimension of
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the network, and is therefore useful in applications where the
distance between non-specific points defines the scale.
Distributions of network size are problems of "clumping" (Roach,
1968), the interconnection of series of joints. They are
difficult to derive analytically, even for the simplest
orthogonal networks. As a results, these distributions are
obtained by simulation in Chapter 6. The following is a
preliminary development of the theory necessary for analytical
development of these network size measures.
Joint networks are formed when a series of joints all share at
least one intersection with other joints in the network. From a
simplistic point of view, therefore, the formation of joint
networks can be viewed as a series of conditional probabilities.
The probability that two joints J1 and J2 will intersect to form
a network of at least two joints, N(2), can be represented as
(5.150) PE N(2) ] = P J int J2]
The probability that a third joint J3 will intersect this network
to form a network of at least three joints, N(3), is equal to the
probability that J1 will intersect either J1 or J2, given that J1
is already intersecting J2,
(5.151) PE N(3) ] = P[N(2)] * PE(J3 int J)or(J3 int J2)IN(2)]
The probability that J3 will intersect J1 or J2 must be evaluated
conditionally with respect to the intersection between J1 and J2
because the fact that J1 and J2 intersect affects the probability
that J3 and J1 intersect. A posteriori, since J and J2
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intersect, it is more probable, for example, that J is a
particularly long joint than would be expected if it were not
known that J1 and J2 intersected.
As the size of the network being evaluated increases, the chain
of conditional probabilities to be evaluated becomes increasingly
complex. The probability of a network of at least n joints can be
expressed in terms of the probability of a network of at least
n-I joints as,
(5.152) P[ N(n)] =P[N(n-1)] * P( (Jn int J)or(Jn int J2)or..
... (Jn int Jn-1) IN(n-l) 
This concept of the development of joint networks is illustrated
in Figure 5.27 
For a one dimensional geometry, the probability that a given
number of joints will form a joint network is equal to the
probability that each of the joints in the network will be open,
while the joints bounding the network are closed or missing
(Figure 5.28). For a network of n joints, this requires a total
of n open joints, and 2 closed joints out of a total of n+2
joints. The probability that a given joint is open is PL, while
the probability that a given joint is closed is (1-PL), so that
the probability of the combination of open and closed joints
required to produce a network of n joints N(n) is,
(5.153) P[ N(n) = P [ n open joints, 2 closed joints ]
P[ N(n) = PL^n * (1.-PL)^2
Roach(1968) used this result to derive the expected number of
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FIGURE 5.27 DEVELOPMENT OF JOINT NETWORKS
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networks of n joints EN(n)] in a one dimensional system of N
line segments, marked either jointed or intact with probabilities
PL and (1.-PL),
(5.154) E[N(n)] = N* PL^(n-1) * (1.-PL)^2
Roach also derived the expected number of joint networks EENnets]
in this system,
(5.155) E[Nnets] = N*(1.-PL)
This result can be used to normalize equation 5.154 to obtain the
distribution of joint network sizes,
(5.156) fn(n) = E[N(n)]/E[Nnets]
fn(n) = PL^n * (1.-PL)
This solution is plotted in Figure 5.29 . Roach hypothesized
from the shape of the curve in Figure 5.29 that, with the
exception of a discontinuity at 0 (there is no such thing a chain
of zero joints), the distribution of clump sizes is approximately
exponential.
Difficulties in the evaluation of network sizes in two and three
dimensions arise from the need to evaluate conditional
probabilities, which are related both to the size of individual
joints and to joint system geometry. This is not a problem in one
dimensional systems, where the probability that any joint will
intersect another is independent of how many other joints
intersect that joint.
In addition, in two or more dimensions, a given joint may connect
to a number of different joints, and the probability of a given
PL=5%
PL=50%
1 2 3 4 5 6 7 8 9 10
Number of Joints per Joint Unit ( "C1 ump " )
Figure 5,29 Distribution of Number of Joints er Joint
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network size must be evaluated for all possible connections. This
is a difficult task even when intesections are limited to the
ends of joints. Figure 5.30 illustrates the large number of
possible connection configurations for a single joint with
intersections limited to joint ends. It is easy to see from this
that for joint networks wiht joints of varying sizes, the
analytical evaluation of joint network size distributions rapidly
becomes intractible.
For joints of constant size in a regular matrix, the distribution
of two dimensional network sizes can still be found by
enumeration of all the possible configurations of n joints
withing the matrix, athough this is a very involved process. For
joint networks of up to 7 joints, Roach(1968) performed this
enumeration, and obtained an estimate of the expected number of
networks of n joints T(n) in a square grid of N nodes. His
enumeration is as follows,
(5.157) T(1) = N * q^4
T(2) = N * p^l * q^5 * (2.*q)
T(3) = N * p^2 * q^6 * (4.*q+2.*q^2)
T (4) = N * p^3 * q^7 * (9.*q+8.*q^2+2 .*q^3)
T(5) = N * p^4 * q^8 * (1.+20.*q+28.*q^2+12.q^3+2.*q^4)
T(6) = N * p^5 * q^9 * (4.+54.*q+80.*q^2+60.*q^3+16.*q4 +
2. *q^5)
T(7) = N * P^6 * q^10* (22.+136.*q+252.*q^2+228.*q^3 +
100. *q^4+20. *q5+2.*q^6)
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where p=PL is the proportion of open joints (bonds or links
included in the network and q=(I.-PL) is the proportion of
closed joints (bonds or links not included in the network).
For the complex geometries of Baecher, Veneziano, Dershowitz, and
Mosaic Block Tesselation models, the task of enumeration of all
possible joint network configurations, and assignment of
probabilities and conditional probabilities to their formation is
stagaring indeed. As a result, network size measure C8 is
characterized primarily by simulation in Chapter 6.
5.3.7 Summary
Connectivity measures have been developed which can be useful for
quantifying the level of connectivity of joint networks, and for
comparing the various rock joint network models. Connectivity
measures C1 and C2 can be derived well using analytical
techniques. Connectivity measures C3 through C7 can be derived in
to a limited extent by analytical series derivations, and are
characterized primarily by empirical relations based on
simulations. Connectivity measure C8 is a full distribution
measure, and is derived by simulation.
5.4 BLOCK SIZE
5.4.1 Introduction
Block size distributions in rock masses are important for
applications in slope stability, tunneling, and mining. In many
cases, the block size distributions of interest in these
applications are not the distributions for undisturbed rock, but
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the distributions following blasting or exacavation. As a
result, the derivations of block size distributions in this
section must be used with the explicit understanding that the
joint systems used for calculation of block size distributions is
not necessarily that observed during size characterization.
Two examples of applications of block size distributions are
mining and slope cuts, and key block theory. In mining and slope
cut applications, it is important to be able to predict the blast
energy required to produce a rubble with a distribution of block
sizes which can be transported by the available equipment. In key
block theory of underground excavation, the size distribution of
blocks with kinematic potential for instability is important for
assessment of support requirements (Goodman and Shi, 1979). In
both of these examples, disturbed rather than undisturbed joints
and blocks which are of interest.
Rock block sizes are represented most completely by the
distributions of block area (in 2-D) and block volume (in 3-D).
In this section, both full distribution and second moment
techniques will be developed for describing both rock block size
and shape for different joint system models. In addition,
empirical measures of block size will be developed for those
models for which the geometry is too complicated for development
of more exact measures.
Previous research into rock block sizes has been performed by
Kaplan(1976), and by Hudson and Priest(1979). Results by Hudson
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and Priest(1979) are cited where appropriate.
5.4.2 Block Size Measures
In this section, block size measures will be defined and
developed. The block size measures developed here are defined
specifically for the area of two dimensional cross sections of
rock blocks, as seen for example in trace planes. Three
dimensional block size measures will be developed in Section 7.4.
The most complete measure of block size is the distribution of
the areas of blocks, f(Ba). This measure can only be developed
for the simplest orthogonal joint system model with unbounded
joints (i.e. PL=100%), and for models with deterministic,
regular geometries, such as regular hexagonal block tesselations.
For more complex models, based on unbounded Poisson lines (i.e.
Baecher, Veneziano, and Dershowitz models with very large joint
lengths, Lbar or with PL=100), second moment solutions for block
area, Abar (expected value of block area) and Asd (standard
deviation of block area) are available from stochastic geometry.
For other models, where Lbar is less than the scale of the
problem, or where PL is less than 100%, the definition of rock
blocks is more complex. Unbounded joints or joint planes divide
the rock mass into convex, polyhedral blocks. When PL is less
than 100, part of each joint plane is intact rock, and adjacent
polyhedral blocks form a single rock block, since there is no
open joint to divide it (Figure 5.31). Similarly, for the Baecher
model, joints can be viewed as open portions of joint planes.
297
ROCK BLOCK DEFINED BY AGGREGATION OFPOLYGONS DEFINED BY LINES
FIGURE5,31 DEFINITION OF ROCK BLOCKS BY AGGREGATION OFPOLYGONS
298
These joint planes form polyhedral blocks which are aggregated
into larger blocks when no joint is defined between two adjacent
polyhedra.
One approach to the derivation of the area distribution for these
models is the use of clumping theory (Roach, 1968) to determine
the probability that any number of blocks will be aggregated into
a larger block. This approach is limited by the intractability of
the clumping problem for even the simplest two dimensional
geometries (Roach, 1968).
An alternative approach is the definition of empirical block size
measures. Empirical block size measure B is defined as the
distribution of distances Db from Poisson points in the rock
mass to the nearest joint in a random direction. (Figure 5.32).
B1 is an indirect measure of block size, i.e., larger rock blocks
result in higher levels of B1, but B1 is not related to block
size by a unique relationship for all joint systems. Block size
measure B1 does include for the effect of rock blocks formed by
aggregation of the polyhedral blocks formed by joint planes,
since the distance in a random direction will extend into any
portion of the block which is radially connected to the random
point in the block. B1 does not accurately measure block area,
however, since portions of blocks witch are separated from the
Poisson point used for calculation of Db by "sawcut" joints or
other more complex block geometries are not included in
measurements.
299
;tance from Random
.nt to Nearest
int in Random
-ect ion
B1 = f(Db)
Bo=Area Estimate
circle: X(Db)2
Square: 4(Db)2
B2 = f(Ba)
FIGURE 5.32 DEFINITION OF BLOCK SIZE MEASURES B1 AND B2
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The dimension of block size measure B1 is [L], rather than [L^2]
as is approporiate for area. The second empirical block size
measure, B2, is the distribution of the areas of circular areas
with radius Db. Individual values of both Db and pi*Db^2 used in
block size measures B1 and B2 may either overestimate or
underestimate the area of the block that they are in. If the
Poisson point and random direction are such that the point is
close to the nearest joint, Db will be small, and will lead to an
underestimate. Alternatively, if the Poisson point is close to
one joint, but the random direction is in the opposite direction,
Db will lead to an over estimate. Nevertheless, both B1 and B2
are able to approximately measure the area of rock blocks which
otherwise could not be quantified.
Analysis of block size measures will proceed from the simplest
orthogonal rock joint systems for which full distribution
descriptions of block size are possible to more complex
geometries and more empirical measures.
5.4.3 Full Distribution Description of Block Size
Full distribution solutions for block size have only been
obtained for orthogonal joint systems with unbounded joints, and
for mosaic block tesselation models with constant block shapes.
Unbounded, Orthogonal Jointing
The simplest rock joint system models for calculation of block
size are deterministic models such as orthogonal models with a
constant spacing between joints in each set and deterministic
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block tesselations. For orthogonal models with constant spacing
the block area is simply the product of the two spacings,
(5.158) Ba = S1*S2,
where Ba is block area and S1 and S2 are the spacings between the
two joint sets. For a square region with axes normal to the
orientation of jointing, the spacings S1 and S2 between joints
can be expressed in terms of jointing intensity measuers P2a and
P2b for each set as,
(5.159) SI = 1./P2a
S2 = 1./P2b
The area of each rock block formed by orthogonal joint sets with
constant spacing in a square region is therefore,
(5.160) Ba = 1./(P2a*P2b)
The next level of complexity for derivation of block areas is the
introduction of stochastic joint spacings into the orthogonal
joint model (Figure 5.33). A full distribution measure of block
area can still be derived for orthogonal joint system models
with distributions of spacing between joints in each joint set
fl(S1) and f2(S2). Using a transformation of variables (Papoulis,
1965),
(5.161) Ba = S1*S2
f(Ba) = integral( (1/S)*fl(S)*f2(Ba/S)*dS )
0 to oo
If the distributions fl(S1) and f2(S2) are assumed to be
exponential,
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(5.162) fl(S1) = lambdal*exp(-lambdal*S1), and
f2(S2) = lambda2*exp(-lambda2*S2)
where lambdal and lambda 2 are the frequency of jointing along
normals to sets 1 and 2 respectively.
(5.163) f(Ba) = integral( (1/S)*lambdal*lambda2*
0 to oo exp(-lambdal*S -lambda2* Ba/S)*dS)
This distribution function is plotted on the basis of numerical
integration in Figure 5.34, which shows a distribution of block
area which becomes increasingly uniform as jointing intensity
decreases. Hudson and Priest(1979) derive a solution to this
integral in terms of a Bessel function of order zero Ko,
(5.164) f (Ba) = (w^2/(2.*Ba) ) *Ko(w)
where w is defined as,
(5.165) w = 2.*sqrt(lambdal*lambda2*Ba)
For a uniform distribution of spacings,
(5.166) fl(S1) = lambdal
f2(S2) = lambda2
Hudson and Priest(1979) derive the following distribution of
block areas,
(5.167) f (Ba) = (1./Am)*log(Am/Ba)
where Am is the maximum block area,
(5.168) Am = 4./(lambdal*lambda2)
For both exponential and uniform distributions of joint spacing,
Hudson and Priest derive the mean block area Abar to be,
(5.169) E[Ba] = Abar = 1./(lambdal*lambda2)
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Since spaci.ngs in each joint set are assumed to be independent,
the standard deviation for block area Asd and a uniform
distribution of spacing can be evaluated exactly by integration
of equation 5.167 to be,
(5.170) SD[Ba] = Asd = sqrt(7/9)/(lambdal*lambda2)
SD[Ba] 0.882/(lambdal*lambda2)
Regular Mosaic Block Tesselation Jointing
Exact solutions for block size is possible for all mosaic block
tesselation models in which joints form blocks which have a
regular, polygonal shape. For such joint systems, block area Ba
is constant, and can be derived from geometrical formulae
relating the area Ba and perimeter L of blocks.
For a regular mosaic block tesselation producing polygonal
blocks, both block area Ba and Perimeter L can be expressed in
terms of the length of each side, a, and the number of sides n
(Hudson, 1939)
(5.171) Ba = (n*a^2/4)/tan(pi/n)
L = n*a
Since the total length of joints per unit area, P2, is equal to
one half the perimeter of each block multiplied by the number of
blocks per unit area,
(5.172) P2 = (L/2) * rho
where rho is equal to the number of blocks per unit area. rho is
equal to the reciprocal of Ba,
(5.173) rho = 1./Ba
Ju/
Expressing a in terms of P2 and n by combining equations 5.171
though 5.173,
(5.174) a = L/n
a = (2.*P2*Ba)/n
Replacing a in equation 5.171 by this expression, Ba can can
derived exactly in terms of jointing intensity P2 and the number
of sides per block n,
(5.175) Ba = (n* (2.*P2*Ba/n)^2/4) /tan (p i /n)
Ba = (P2*Ba) ^2*(1/n)/tan(pi/n)
Ba = n*tan(pi/n)/P2^2
For example, for a mosaic block tesselation model of regular
square block (i.e. the orthogonal model),
(5.176) Ba = 4*tan(pi/4)/P2^2 = 4./P2^2
Noting that P2 in equations 5.176 is the total jointing
intensity, it can be shown that this solution is identical to
that obtained earlier (equation 5.160). In equation 5.160,
jointing intensity is expressed in terms of the intensity of each
of two identical joint sets,
(5.177) P2a = P2b = P2/2
Therefore, in terms of P2, the total jointing intensity, equation
5.160 is,
(5.178) Ba = 1./(P2a*P2b)
Ba 1./(0.25*P2^2) = 4./P2^2
For mosaic block tesselation models producing regular triangular
(n = 3) and hexagonal (n = 6) blocks with equal sides, equation
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5.175 can be used to derive the following expressions for block
area,
(5.179) Ba = 3.*tan(pi/3)/P2^2 - 5.2/P2^2 (triangular blocks)
Ba = 6.*tan(pi/6)/P2^2 = pi/P2^2 (hexagonal blocks)
5.4.4 Second Moment Description of Block Size
Second moment solutions for block size will be developed for
orthogonal joint systems with bounded jointing, for unbounded
jointing with random orientations, and for stochastic mosaic
block tesselation joint systems.
Bounded, Orthogonal Jointing
For orthogonal joint systems with PL less than 100% and joints
defined between joint line intersections, rock blocks are formed
by aggregates of blocks defined by joint lines. The distribution
of block sizes must then take into account the probability that n
blocks formed by joint lines (termed "blocks" below) will be
formed into one block (termed a "unit" below) because the joint
lines between the blocks are intact (Figure 5.35),
(5.180) fc(Bac) = Sum { fn(n) * fs(Sum Ba ] }
all n 1 to n
where fc(Bac) is the distribution of areas of units made up of
several connected blocks, n is the number of blocks in a unit,
fn(n) is the distribution of number of blocks per unit, and
fs(Sum[Ba]) is the distribution of the sum of the area of n
blocks. Unfortunately, the distribution fn(n) has not been solved
(Roach, 1968), so the distribution of the area of units cannot
yet be solved analytically. A second moment solution can,
however, be obtained.
By the central limit theorem, for a large number of blocks n, the
distribution of the sum of n block areas approaches the normal
distribution, with mean and variance,
(5.181) EE Sum (Ba) ] = n*E[Ba]
1 to n
vE Sum (Ba) = n*V[Ba]
1 to n
Other joint systems with unbounded joints include Baecher models
with joint lengths greater than the scale of the problem, and
Veneziano and Dershowitz models with PL=100. For these models
with bounded joints, and for mosaic tesselation models with PL
less than 100, block sizes must again be calculated by
determining the distributions of number of joints connected
together into clumps as a function of length persistence PL. For
Baecher models, block geometry is very complex, and it is
difficult to even define what is meant by a rock block, since
joints do not divide the rock into distinct blocks unless joint
intersection densities are high. For these models, even second
moment estimates of block size are unavailable, and empirical
measures of block size must be used.
Unbounded, Randomly Oriented Jointing
For unbounded, randomly oriented joint system models with
unbounded, randomly oriented and located joints, full
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distribution solutions have not been obtained for block size, but
second momemt- solutions have been obtained using stochastic
geometry.
Miles(1973) derived the mean and expected value of block areas
for blocks formed by randomly oriented, unbounded Poisson lines:
(5.182) E[Ba] = 4/(pi*lambda^2)
E[Ba^2J = 8/lambda^4,
V[Ba = (8-16./pi^2)/lambda^4 = 6.379/lambda^4
where lambda is the number of lines intersecting an arbitrary
segment of unit length. Miles(1973) also solved moments for the
shape of blocks formed by Poisson lines,
(5.183) E[N] = 4.
E[N^2 = (pi^2 + 24.)/2 = 16.935
where N is the number of sides of blocks. This result shows that
the average rock block area is quadrilateral, and that the
standard deviation of the number of sides of block areas is only
approximately 0.967 -
Stochastic, Mosaic Block Tesselation Jointing
Two dimensional stochastic mosaic block tesselation models can be
defined either as a planar section through a three dimensional
tesselation, or as a two dimensional tesselation. Using the
first approch, Miles(1972, 1976) derived moments for the block
area of Voronoi and Delaunay tesselations. For a planar section
through a three dimensional Voronoi tesselation,
(5.184) E[Ba] 0.6859 * rho^(-2/3)
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V[Ba] 0.228 * rho^(-1/3)
EEL] 3.136 * rho^(-1/3)
where rho is the number of blocks per unit volume, and L is the
block perimeter. n order to express block area Ba in terms of
jointing intensity measure P2, P2 must be expressed in terms of
Ba and L. This relationship has already been derived for a
regular mosaic tesselation in equations 5.172 and 5.173; the same
relationship
tesselations,
(5.185) P2
Substituting
into equation
(5.186) P2
P2
Therefore, in
of block area
holds as an approximation for stochastic
- E[L]/(2.*E[Bal)
expressions for EBa] and E[L] from equation 5.184
5.185,
- 3. 136*rho^ (-1/3)/(2.*0.6859*rho^ (-2/3))
-2.286*rho^(1/3)
terms of jointing intensity measure P2, the moments
for a planar section through a Voronoi tesselation
in equation 5.184 are,
(5.187) E[Ba] 3.584/P2^2
VEBa] 0.521/P2
This solution for Ba can be compared against results for regular
mosaic tesselations (Equation 5.179). The expected number of
sides of polygonal blocks formed by a planar section through a
three dimensional Voronoi tesselation is 6 (Miles, 1972). For a
regular mosaic tesselation of identical hexagonal blocks, the
value of Ba is pi/P2^2, approximately 15% less than the value
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obtained in equation 5.187.
For a Voronoi tesselation defined in a plane, Meijering(1953)
derived moments of block area Ba and perimeter L,
(5.188) . EBa = rho^(-1)
EEL] = 4.*rho ^(-1/2)
where rho is now the number of two dimensional blocks per unit
area of the plane. Using equation 5.185 to express rho in terms
of jointing intensity measure P2,
(5.189) P2 = 4.*rho^(-1/2)/(2.*rho^-1)
P2 = 2.*rho^(1/2)
In terms of intensity measure P2, the expected block area Ba for
this mosaic tesselation is found by combining equations 5.188 and
5.189,
(5.190) EBa] = 4./P2^2
As for the planar section through a three dimensional Voronoi
tesselation (equation 5.187), the expected number of edges per
block for this mosaic tesselation is 6 (Miles, 1970). The
expected block area derived for this mosaic tesselation is
slightly greater than that for the Voronoi model planar section,
where E[Ba] - 3.584/P2^2, which is in turn greater than that for
the regular hexagonal mosaic tesselation (equation 5.178), where
E[Ba] = pi/P2^2.
Miles(1970) derived first and second order moments for a Delaunay
tesselation formed by a two dimensional process in a plane,
(5.191) ElBa] = 0.5*rho^(-1)
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VEBa = (35/8)*(pi*rho)^ (-2) 0.4433*rho^( -2)
EELI = 32/(3.*pi)*rho^(-1/2) 3.3953*rho*(-1/2)
where rho is now the number of block vertices per unit area
the plane, and all blocks are triangular. Again making use
equation 5.185 to express rho in terms of intensity measure P2,
(5.192) P2 EL]/(2.*E[Ba) 3.3953*rho^(-1/2)/(2.*O0.5/rho)
P2 3.3953*rho^(1/2)
The mean and standard deviation for block area Ba in terms of
are,
of
of
P2
(5.193) E[Ba] = 5.764/P2^2
V[Ba] 58.91/P2^4
This can be compared to the block area for a tesselation of
identical equalateral triangles (equation 5.179), Ba 5.2/P2^2.
As with results for Voronoi tesselations, the expected block area
for the Delaunay tesselations is slightly greater than that for
the regular grid tesselation with the same mean number of
sides per block.
5.4.5 Empirical Description of Block Size
The empirical block size measures defined in Section 5.4.2 are
applicable to any rock joint system model. Empirical block size
measures are necessary because the complexity of block shapes for
Baecher models (Figure 5.36), and for other models with PL less
than 100*. In these models, block shapes are composites of the
simple polyhedral shapes formed by Poisson lines.
One approach to the development of an empirical measure of block
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Figure 5,36 Block Shape for 2-D Baecher Disk Model
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size for these shapes is to attempt to approximate the area of
the block by a the sum of the areas of a series of wedges
radiating from a point in the region (Figure 5.37). This approach
will consistently underestimate the area of rock blocks, since it
will not include portions of blocks which are separated from the
point selected by a portion of another block. This approach might
be refined by selecting several points within the block, such
that all areas are accounted for. If this is done, however, it
becomes difficult to evaluate the overlap between the areas due
to each point.
The approach taken for block size measure B is to take a
distribution of distances Db from a number of random points
within the rock mass to the nearest rock joint in random
direction.(Figure 5.32). Distances Db may either over or
underestimate the area of the block that they are in, depending
on whether the direction selected extends into connecting
portions of the block (Figure 5.38). The distribution on Db is
thus only a rough approximation of the distribution of the area
of rock blocks. It has the advantage that it can be derived
analytically from the jointing intensity, and can be simulated
relatively easily.
Rock block size measure B1 is related to the Poisson line
intensity parameter lambda, the intensity of intersections
between a random line segment and a system of rock joints. The
distance Db between a random point in a rock block and the
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FIGURE 5,:37 APPROXIMATION OF BLOCK SIZE BY WEDGES
317
FIGURE 5,38 ERRORS IN ESTIMATION OF BLOCK AREA BASED UPON DB
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nearest joint in a random direction can be viewed as a random
fraction Ci of the spacing between two joints along a random line
segment such as that used for calculation of lambda. (Figure
5.39).
(5.194) Db = Ci*Si
where Db is an individual measurement of Db from a random point,
Si is the spacing between joints along a random segment in the
random direction used for calculation of Db, and Ci is the
fraction of the distance between the two joints which is the
distance between the random point and the joint.
Block size measure B1, the distribution of Db can be derived from
the distributions of Ci and Si. The distribution of Ci is uniform
between zero and one,
(5.195) fc(Ci) - 1
The distribution of spacing between joints along a randomly oriented
line segment is exponential (Benjamin and Cornell,1970),
(5.196) fs(Si) = lambda*exp(-lambda*Si),
where 1/lambda is the mean spacing. B1, the distribution of Db
can then be derived using the Jacobian of the transformation
(Papoulis, 1965),
(5.197) B1 = fd(Db) = integral ( (1/S)*fc(Db/S)*fs(S)*dS )
0 to oo
B1 = fd(Db) = integral (1/S)*(1.)*lambda*
0 to Db exp (-lambda*S) *dS )
The distribution fd(Db) is plotted for various levels of jointing
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intensity on the basis of numerical integration in Figure 5.40 
These distributions appear to be very similar to that for the
orthogonal joint system model (Figure 5.34).
The moments of block size measure B is defined as the mean and
variance of distance Db. Since Si and C are independent,
uncorrelated random variables, by the second moment equation
(Papoulis, 1965),
(5.198) E[B1] - ECi]*E[Si] 0.5 * (./lambda)
V[Bi1 - V[Ci]*EECi]^2 + VSi]*E[Ci]^2
V[B1] - (I/12)*(1/lambda)^2 +(1/lambda)^2*(0.5)
VEB] 0.583/lambda^2
The relationship between lambda and jointing intensity measure P2
depends upon the orientation distributions of jointing. For a
uniform orientation distribution (equation 5.33),
(5.199) lambda = (2./pi)*P2
For a uniform orientation distribution, the moments of block size
measure can therefore be expressed in terms of P2 as,
(5.200) E[B1] 0.5*(pi/2)/P2 0.785/P2
VEB1] - 0.583*(pi/2)/P2^2 - 0.916/P2^2
This shows that both the mean and variance of block size measure
B1 decrease as jointing intensity increases. This is reasonable,
since the more joints there are, the smaller rock blocks will be.
For other distributions of joint orientation, the relationship
between lambda and P2 may be different from that in equation
5.199 (see equation 5.43), and equation 5.200 would be
4 -
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correspondingly different. The difference is not large, however;
for orthogonal jointing, the ratio of lambda to P2 is 1, only 35%
more than for a uniform orientation distribution. Equation 5.200
is frequently a reasonable approximation, even when orientation
dispersion is not uniform. The approximation becomes less
accurate, however, for single joint sets with low dispersion,
where the expected value of lambda, and block size measure Db,
may approach infinity for Db measured parallel to the mean joint
orientation.
Block size measure B is the distribution of distances from a
random point, and is therefore of dimension L, rather than
[L^2], as is appropriate for block areas. An approach to this is
the definition of block size measure B2, which is a measure of
the area of circles defined by radius Db.
(5.201) Ba = pi*Db^2
B2 = fa(Ba)
This distribution can be derived from the distribution of Db by
transformation of variables (Papoulis,1965),
(5.202) fa(Ba) = (1./(2.*sqrt(pi)))* fd(sqrt(Ba/pi))
Summary
Empirical block size measures B1 and B2 are useful for describing
and comparing the areas of rock blocks formed by rock joint
systems which produce complicated block geometries, such as the
Baecher and Veneziano models.
The usefulness of both B1 and B2 is diminished somewhat, however,
L. -
by the fact that they are are dependent primarily on the value of
jointing intensity (lambda or P2)', rather than other important
properties of the rock joint system, such as joint orientation
and joint termination. This is the result of the approximation of
block areas by radii from random points.
5.4.6 Summary
Rock block measures have been developed in full distribution,
second moment, and empirical form for the different rock joint
system models. Full distribution solutions for block area were
possible only for regular block shapes, such are those produced
by orthogonal jointing and deterministic mosaic tesselations.
Second moment solutions were possible for stochastic joint
systems with unbounded jointing, and for stochastic mosaic
tesselations. For joint system models with bounded joints, only
approximate empirical block size measures were obtained.
For these joint systems with unbounded joints, additional
research on the clustering of rock blocks defined by rock joint
lines to form blocks is necessary before it will be possible to
accurately describe rock block sizes for all but the simplest
rock joint system models.
5.5 SUMMARY
5.5.1 Joint System Models and Measures
This chapter has introduced and described measures for rock joint
persistence (intensity), connectivity, and block size. These
aggregate measures are a valuable supplement to the disaggregate
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measures of joint system characteristics (i.e. joint shape, size,
planarity, and orientation) discussed in Chapters 3 and 4.
Models
The derivations presented with rock joint system measures
illustrate a variety of ways in which the measures can be
interrelated, and derived from rock joint model parameters. The
variation in measures between different models illustrates the
differences between models. In general, the derivations in this
chapter indicate that with regard to intensity, connectivity, and
block size measures, Baecher and Veneziano models are
approximately equivalent. Orthogonal, Dershowitz, and Mosaic
Block Tesselation models are more tractible analytically than
Baecher and Veneziano models, and also tend to have higher
connectivity.
Persistence Measures
Of the five joint system persistence (intensity) measures
developed in this chapter, the most useful appears to the P2, the
total length of jointing per unit area In general, connectivity
is related to P2 as a scale independent variable, while
relationships to other persistence measures depend upon the scale
of the model region being considered. P2 is also related linearly
to the Poisson line process intensity parameter lambda, which
facilitates the application of results from stochastic geometry
to problems of rock mechanics.
Exact and second moment relationships were derived between the
five jointing persistence measures, for all joint system models.
This facilitates the conversion of persistence measures to the
most convenient form for any given application.
Connectivity Measures
Eight joint system connectivity measures were defined and
described. Joint intersection intensity, C1, and the ratio of
joint intersection intensity to joint line intersection
intensity, C2 were developed in detail for all five joint system
models, including a variety of assumptions regarding orientation
distributions, joint size, and model region geometries.
Unique relationships between these connectivity measures and
jointing intensity were derived for each joint system model.
Connectivity measures C3 through C6 are based upon percolation
theory. Transformations were developed to allow approximate
conversions between the geometries of Orthogonal, Venziano ,
Dershowitz, and Mosaic Block tesselation joint system models and
the models used in percolation theory. Transformations were not
derived for the Baecher model, which is fundamentally different
from the grids of resistors used is percolation theory.
Percolation theory results presented for connectivity measures C3
through C6 describe the behavior of flow through joint systems as
a function of the size and intensity of jointing. Below a certain
critical value, almost no water is able to flow through joint
systems at scales significantly larger than the scale of an
individual joint. Above a certain critical value of intensity,
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however, the scale at which flow can occur increases very
rapidly, until a plateau is reached, where the flow at all scales
is approximately equivalent, and a representative elementary
volume (REV) porous media approach may be possible.
One percolation theory measure, C5, "percolation probability",
the probability that a randomly selected joint will be part of a
network of at least a certain size, was found to be correlated
well with effective hydraulic conductivity in percolation theory
studies. This correlation has significant potential application,
since C5 is much easier to calculate than effective hydraulic
conductivity.
Effective hydraulic conductivity, connectivity measure C7, was
studied primarily through percolation theory. Analytical
solutions for C7 are only possible under the assumption that flow
is contolled by individual joints rather than joint networks made
up of a large number of joints, which is the primary interest
here. Equations for effective hydraulic conductivity for flow
through joints without consideration of the effects of joint
network formation were presented from Snow(1969)
Connectivity measure C8 can also not be derived analytically for
any of the joint system models studied here, and was only
described qualitatively. Quantitative studies of both C7 and C8
will be performed by simulation in Chapter 6.
Block Size Measures
Rock joint systems with unbounded joints, and mosaic block
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tesselation models produce well defined, convex, polygonal rock
blocks. For these joint systems, exact, full distribution, or
second moment descript
For joint systems with
with small joint sizes
length persistence PL
measures are necessary,
clearly defined. For
aggreagation of the def
of joint lines which ar
Empircial block size
joint systems for whic
These measures were
second moment form, fo
ions of joint geometry have been obtained.
bounded joints, such as Baecher models
and Dershowitz and Veneziano models with
less than 100 %, empirical block size
since rock blocks are neither convex nor
these models, rock blocks are formed by
ined by joint lines accross those portions
e intact rock.
measures B1 and B2 were defined for
h more precise solutions are not possible.
developed in both full distribution and
r any joint system model. Unfortunately,
these model are not able to accurately represent the differences
in block size between different joint system models. Empirical
block size measures B1 and B2 reflect primarily the influence of
jointing intensity on block size.
5.5.2 Parametric Studies
In chapter 6, parametric studies of joint system models and
measures will be performed to verify analytical results for joint
system models and measures, and to provide results for those
measures for which analytical solution was not possible.
Simulations will be performed for Baecher, Veneziano, and
Dershowitz joint system models.
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The analytical solutions to be verified by simulation include the
relationships:
o between persistence measures P1 and P2,
o between connectivity measure C, intersection intensity,
and jointing intensity P2, joint size, and orientation
dispersion, and
o between block size measure B1 and persistence measure P2.
Simulations to be performed to provide results for measures for
which analytical solutions were not obtained include
relationships:
o between connectivity measure C5, percolation probability,
and jointing intensity and joint size,
o between connectivity measure C7, effective hydraulic
conductivity, and jointing intensity P2, joint size, and
percolation probability,
o between joint network size measure C8x and jointing
intensity and orientation dispersion, and
o between block size measure B1 and orientation dispersion.
These simulations will be presented in Chapter 6, and will
complete the two dimensional study of joint system measures.
Three dimensional joint systems will be studied in Chapters 7 and
8.
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6.0 TWO DIMENSIONAL NUMERICAL MODELING
6.1 INTRODUCTION
6.1.1 Scope and Purpose
This chapter describes the implementation of computer programs
for two dimensional Baecher, Veneziano, and Dershowitz rock joint
system models and parametric studies performed with those
programs. Assumptions and algorithms utilized in the computer
programs are described in order to provide the background
necessary for interpretation of parametric studies.
The purpose of parametric studies is two fold. First, computer
simulations allow verification of the analytical expressions for
characterization of rock joint systems derived in Chapter 5.
Second, simulations can be used to evaluate measures for which no
analytical expression has been derived. This chapter presents
both types of parametric study. Parametric studies have been
performed for all of the persistence, connectivity, and block
size measures defined in Chapter 5 for Baecher, Veneziano, and
Dershowitz rock joint system models. Section 5.5.2 lists the
parameteric studies carried out in this chapter, and their
relationship to analytical developments in Chapter 5.
6.1.2 Computer Models Developed
The three two dimensional models described in this chapter are
part of an integrated joint system modeling package, JINX (Joints
in Networx). This package provides the capability for simulation
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of Baecher and Dershowitz models in both two and three
dimensions, and Veneziano models in two dimensions. Orthogonal
models can be evaluated as either Veneziano or Dershowitz models
with no dispersion of joint orientation. JINX calculates
persistence(intensity), connectivity, and block size measures for
any rock joint system model.
Documentation for the entire rock joint system modeling package
is provided in Appendix A. Implementations of Baecher and
Dershowitz models in three dimensions are discussed in Chapter 7.
6.2 ALGORITHMS AND ASSUMPTIONS FOR NUMERICAL MODELS
6.2.1 Introduction
This section describes the implementation of two dimensional
Baecher, Veneziano, and Dershowitz rock joint system models
within the JINX joint system modeling package. Most of the
algorithms and assumptions used in numerical modeing are shared
by all of the programs in the JINX package. Discussion of
algorithms and assumptions used in numerical modeling are divided
into four sections:
o Simulation of stochastic parameters,
o Measurement of persistence, connectivity, and
block size, and sampling for fracture frequency
and Deere(1966) 's Rock Quality Deisgnation (RQD),
o Finite element flow modeling and preprocessing,
o Assumptions made in all models and specific features
of Baecher, Veneziano, and Dershowitz models.
6.2.2 Simulation of Stochastic Parameters
The rock joint system models implemented numerically in the JINX
package are stochastic, and therefore require a large amount of
information in the form of distributions rather than as fixed
parameters. Each simulation with a stochastic model represents
one "realization" of the possible configurations described by the
distributions, and a number of simulations must be carried out to
determine the distribution of outcomes of the model.
Three techniques are used in the JINX package for simulation of
stochastic parameters. The first technique, the "Monte Carlo
method", is a standard simulation technique for uncorrelated
parameters. It is described in, for example, Benjamin and
Cornell(1970). The second is a technique for direct simulation of
correlated parameters from probability density functions (pdf's)
developed by Veneziano(1984). The third technique is a method for
simulation of autocorrelation of joint location.
Monte Carlo Method
Figure 6.1 illustrates the Monte Carlo method for selection of a
value of an uncorrelated parameter X from a given distribution
fx(X). A value is selected from a uniform distribution on [0,1],
and is entered in the desired cumulative distribution function
(CDF). The corresponding value of the stochastic variable is then
selected for the simulation.
Veneziano's Technique
Veneziano's technique for generation of random variables is
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illustrated in Figure 6.2. In this method, random variables can
be simulated directly from any probability density function
(pdf), making the method suitable for correlated random variables
and random variables without analytical forms for the cumulative
distribution function.
The principle of Veneziano's technique is as follows. The goal of
random variable generation is to obtain a simulated sample of
random variables with the same frequency distribution as in the
desired probability density function. In order to obtain this
sample, Veneziano's technique generates a sample of the random
variable from a uniform density distribution, and then prunes
that sample be retaining values in proportion to the desired
probability density function. The sample of random variables
remaining after this pruning then has the desired probability
density function.
This technique can be used for multivariate probability density
functions with any number of random variables, since the initial
sample can be generated from independent uniform distributions,
and the pruning is done in proportion to the value of the joint
pdf. The illustration in Figure 6.2 is for a bivariate
probability density function, and is described below.
First, maximum and minimum values of each of the parameters to be
simulated and the maximum value of the pdf are determined. In the
example in the Figure 6.2, the parameters are designated as X and
Z, with maximum and minumum values Xmin, Xmax, Zmin, and Zmax. If
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X and Z represented orientation parameters (phi,theta) the values
of (Xmin,Xmax,Zmax,Zmin) would be (O.,pi/2,0.,2.*pi). The maximum
value of the pdf is represented as Pmax.
In order to simulate values of X and Z from the probability
density function, values of X and Z are first selected from a
uniform distribution on [Xmin,Xmax] and [Zmin,Zmax],
(6.1) f(X) - ./rangx on [Xmin,Xmax]
f(Z) = 1./rangz on [Zmin,Zmax]
The value P of the probability density function for this value of
X and Z is then calculated, and compared to the value of a
uniform random variable Q simulated on [O.,Pmax]
(6.2) P = fxz(X,Z)
f(Q) = 1./Pmax on [O.,Pmax]
where fxz(X,Z) is the probability density function (pdf) being
evaluated. If Q is less than P, the value of X,Z is accepted, and
is used in the simulation. Otherwise, it is rejected, and the
process is repeated.
The only parameter used in the joint system simulation package
JINX which required the use of this simulation technique is joint
orientation for Bingham, and Bivariate Fisher and Normal
distributions of phi and theta.
Autocorrelation
Any of the characteristics of rock joint systems may be
autocorrelated. In the JINX joint system simulation package, the
only parameter for which a technique for simulation of
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autocorrelation has been implemented is joint location.
Autocorrelation of location implies that the probability of any
joint location is dependent upon the location of other joints in
the system. This is simulated by locating joints serially, such
that the location of each successive joint depends upon the
location of the previous joint. This produces a "random walk", a
process which is described by, for example, Vanmarke(1984).
Figure 6.3 illustrates the technique used for simulation of
autocorrelation. For each joint set, the first joint in the set
is located from a uniform distribution within the model region.
Each successive joint, however, is located from a symmetrical
bivariate normal distribution centered at the location of the
previous joint. The degree of correlation between successive
joint locations is controlled by the standard deviation used in
the normal distribution about the previous joint. If the standard
deviation is small, successive joints will generally be located
close to other joints, and will bave a high degree of
autocorrelation. If the standard deviation is large, joint
locations will only depend to a small extent upon the location of
other joints, and autocorrelation will be small.
6.2.3 Sampling and Measurement Algorithms
Table 6.1 lists the sampling statistics and aggregate measures
calculated automatically for each joint system simulated by the
JINX package. The definitions of persistence(intensity),
connectivity, and block size measures calculated are provided in
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TABLE 6.1
SAMPLING STATISTICS AND AGGREGATE JOINT SYSTEM MEASURES
CALCULATED BY THE JINX JOINT SYSTEM SIMULATION PACKAGE
Borehole Sampling Statistics
Fracture frequency in borehole
Mean spacing between joints in
borehole
Rock Quality Designation (RQD)
Persistence Measures
Jointing intensity
measures P1,P2,P3,
P4, and P5
i i M i . .1 . . . .X i i i a 9 1 i i M l L i ! i i fi i i ! 11 1 1 11 a 1 1 1 11
Connectivity Measures
Intersection Intensity, C1
Percolation Probability, C5
Distribution of joint network and
unit x-Resultant lengths, C8x, C8'
Distribution of joint network and
unit total lengths, C8t, C8t'
Effective Hydraulic Conductivity
C7
Block Size Measures
Distribution of Distance
Db from random point to
nearest joint in random
direction, B1
Distribution of Db^2, B2
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Joint centers are located serially from bivariate
normal distribution about previous joint location
Spatial Autocorrelation ProcessFiure 63
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Chapter 5. Algorithms for each of these classes of measure are
described below:
Borehole Sampling Statistics
Borehole sampling statistics are calculated by simulating a
borehole through the rock joint system, and calculating the
locations of all intersections between joints and the borehole.
Boreholes are specified by top and bottom coordinates
(X1,Z1,X2,Z2), and joints are specified by left and right
coordinates (Xi,Zi,Xk,Zk). The intersections between joints and
boreholes are calculated using the equation for the line
containing the joint,
Joint: Zj = aj*Xj + bj
(6.3) aj = (Zi-Zk)/(Xi-Xk)
bj = Zi - aj*Xi
Borehole: Zs = as*Xs + bs
(6.4) as = (Z1-Z2)/(X1-X2)
bs = ZI - as*X1
where aj,bj and as,bs are the coefficients of the equations for
the lines containing the joint and sample line respectively.
The point of intersection between these lines (Xint,Zint) is,
(6.5) Xint = (bs-bj)/(aj-as)
Zint = aj*Xint + bj
In order to determine whether the intersection point between
joint and borehole lines in also an intersection between borehole
and joint, the coordinates (Xint,Zint) are compared with the
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coordinates of the endpoint of the borehole and joint. The
intersection is accepted only if,
(6.6) Xi < Xint < Xk, and
X1 < Xint < X2
The fracture frequency Ff and mean spacing Sbar along boreholes
is calculated from the total number of joint intersections per
borehole Nint and the borehole length Lb.
(6.7) Ff = Nint/Lb
Sbar = 1/Ff
Rock Quality Designation (RQD) is defined by Deere(1966) as the
percentage of spacings between joints in a borehole which are
greater than 4 inches or 0.1 meters. In order to calculate RQD,
therefore, it is necessary to define the units used in the
simulation. Assuming that units are in meters,
(6.8) RQD = Sum ( Sj I Sj > 0.1)/Lb
all Sj
where Sj is the spacing between joint intersections in a
borehole. Sj is calculated by sorting the coordinates of
intersections (Xint,Zint) in the borehole, and then calculating
the distance Sj between successive intersections.
Persistence Measures
Simulation of rock joint systems requires specification of at
least one measure of jointing intensity. The JINX package is set
up to allow specification of model intensity by any of the five
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persistence measures defined in Chapter 5. As each joint is
generated, therefore, each of the five persistence measures is
calculated,
(6.9) P = Nj/Ar
P2 = Sum(Lj)/Ar
P3 = Sum(Lj)/(Ar^O.5)
P4 = Sum(Lj^2)/Ar
P5 = [Sum(Lj) ^2/Ar
where Nj is the number of joints in the joint system, Lj is the
length of each joint, Ar is the area of the model region, and
sums are taken over all the joints in the joint system.
Joint generation for each joint set is terminated when the
specified value of the required persistence measure is obtained.
At this point, all five persistence measures for that set are
output.
Connectivity Measures
The JINX package calculates connectivity measures Cl(Intersection
Intensity), C5(Percolation Probability), and C8(Joint Network
Size) directly. Effective hydraulic conductivity, connectivity
measure C7 is calculated by finite element program PIPES, and is
discussed in Section 6.2.4.
Intersection intensity, C1, is defined as the total number of
intersections between joints per unit area of the model region,
(6.10) C1 = Nint/Ar
where Nint is the number of intesections between joints in the
model region, and Ar is the area of the model region.
Nint is calculated by determining the point of intersection
between every pair of joints in the joint system, using the same
equations employed to calculate intersections between joints and
boreholes ( equations 6.3 through 66), C1 is then calculated by
simply dividing Nint by the model region Ar.
Percolation probability, C5, is defined as the percentage of all
joints which are part of networks which are part of networks of
more than a given size, measured by the x-Resultant network
length C8x. Recall from Section 5.3 that x-Resultant length is
defined as the maximum difference in x coordinates in a network,
and joint networks are defined as groups of two or more joints,
all of which share at least one intersection with another joint
in the network.
(6.11) C5 = Nj'(Xs)/Nj
where Nj '(Xs) is the number of joints which are part of networks
of joints with x-Resultant lengths of at least Xs, and Nj is the
total number of joints in the joint system.
JINX calculates C5 for joint networks of the scale of the model
region, so that joints are only counted if they are part of
networks with x-Resultant length of at least
(6.12) Xs = (xtop-xbot)
where xtop and xbot are the top and bottom x coordinates of the
model region. The calculation of network sizes is discussed in
reference to connectivity measure C8.
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Joint network size, C8, can be defined in a-variety of different
ways, which are discussed in Section 5.3. JINX calculates four
different network size measures: C8x, C8x', C8t, and C8t'. C8x
and C8t refer to the distributions of maximum x-Resultant length
and total length of joints in networks, and C8x' and C8t' refer
to the distributions of maximum x-Resultant length and total
length of units. (Units are defined in Chapter 5 as the set of
networks made up of two or more joints, and isolated joints which
have no intersections, and are therefore not part of any
network).
In order to calculate these joint network size measures, it is
necessary first to identify all joint networks and isolated
joints. This is done by the following recursive process. First, a
random joint intersection is selected from the list of joint
intersections previously calculated to obtain intersection
intensity, Cl. This list contains both the coordinates of the
intersection, and the indices of the two joints connecting at
that intersection,
(Xi,Zi, Jli,J2i)
where Xi,Zi are the coordinates of the intersection, and Jli,J2i
are the indices of the two joints intersecting. The network then
contains two joints, Jli and J2i,
Net = (Jli,J2i)
The list of intersections is then searched to determine all
joints intersecting with either Jli or J2i, and these joints are
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added to the list of joints in the network,
Net = (Jli,J2i,...Jni)
The list of intersections is then searched to determine all
joints intersecting the joints added to the list, and the process
is repeated until no more joints can be found. The process is
then repeated for the next joint network from a joint
intersection which was not incorporated into any of the networks
already identified, until all joint intersections have been
identified as part of a particular network. Isolated joints are
then identified by comparing the list of all joints to the the
list of those contained in networks.
Once joint networks and isolated joints have been identified,
the distributions of x-Resultant and total length for joint
networks and units can be determined from joint coordinates. For
a given joint network, the maximum x-Resultant length, C8x, and
total length, C8t, can be calculated as,
(6.13) C8x = Max (X2i) - Min(Xli)
C8t = Sum { ((X2i-Xli)^2 + (Z2i-Zli))^2)^0.5 }
where (Xli,Zli) and (X2i,Z2i) are left and right coordinates of
joint i in the network, and maximum, minimum, and sum operations
are taken over all joints in the network. The same operations are
performed to calculate C8x' and C8t' for joint units, except that
calculations are performed for both joint networks and isolated
joints.
Joint network and unit size measures C8x, C8t, C8x', and C8t' are
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calculated for each joint network, so that results are available
in full distribution form. In addition, both mean and standard
deviations of C8x and C8t are calculated.
Since joints are defined only within a rectangular model region
defined by (xbot,zbot) and (xtop,ztop), distributions of C8x and
C8x' are truncated at the maximum possible value of x-Resultant
network length Xrmax,
(6.14) Xrmax = (xtop-xbot)
All joint network lengths which would be greater than this value
in a larger simulation region are recorded with a x-resultant
network length of Xrmax.
A comparable phenomenon occurs for total network and unit lengths
C8t and C8t' when joints extend beyond the boundaries of the
model region. This distortion is unavoidable, and is reasonable,
provided it is considered in interpretation of both distributions
and moments of joint network size.
Block Size Measures
JINX calculates both moments and distributions of empirical block
size measures B1 and B2. Empirical block size measures BI and B2
are defined as the distributions of the distance Db, and of
pi*Db^2, where Db is measured from a random point in the model
region to the nearest joint in a random direction (Figure 5.32).
In simulations, B1 and B2 are calculated as follows. A large
number (currently 2000) points (Xi,Zi) are selected within the
model region, using uniform distributions of location,
in
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(6.15) fx(Xi) = 1./rangx on [xbot,xtop]
fz(Zi) = 1./rangz on [zbot,ztop]
rangx = xtop - xbot
rangz = ztop - zbot
A random direction phi is then assigned to each point from a
uniform distribution,
(6.16) fp(phi) = 1./(pi) on [O.,pi]
The equation of the line through each of these point in the
random direction is,
(6.17) Z = ai*X + bi
ai = tan(phi)
bi = Zi - ai*Xi
This direction defines a line through (Xi,Zi). In order to
determine the direction of Db on this line, the up-x or down-x
direction on the line is selected randomly using a uniformly
distributed variable R on [0,1]. The up-x direction is selected
selected if R is greater the 0.5, and the down-x direction is
selected if R is less than 0.5.
The distance Db for each random point is determined by using
equations 6.3 through 6.6 to determine the intersection between
the random line and each of the vectors. The distance Db is equal
to the minimum distance between any intersection which is in the
proper direction on the line and the point Xi,Zi. If no
intersection is found within the model region, the distance to
the model region boundary is used for calculation of Db.
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Once Db has been calculated for each of the 2000 points, the
empirical block size measures B1 and B2 can be calculated
directly, since B is the distribution of Ob, and B2 is the
distribution of pi*Db^2.
6.2.4 Finite Element Flow Simulation
This section describes the techniques used for preproceessing of
joint systems simulated by JINX to create input for finite
element flow program PIPES, and the use of PIPES to calculate the
effective hydraulic conductivity of joint systems.
For groundwater flow applications, only those joints which are
connected into a network at the scale of the problem being
modeled contribute to flow (Figure 6.4). All other joints, which
either dead end within the rock mass , or form closed loops, or
are part of networks which do not extend to boundaries, do not
contribute to flow. These flow inactive joints need not be
included in finite element models for solution of flow equations,
and should not be, as the cost of finite element modeling
increases geometrically with the number of elements. As a result,
the finite preprocessing system developed to create finite
element input from JINX joint systems utilizes a technique which
we will call "joint simplification" to reduce joint systems to
finite element models. Below we will first describe the
techniques used for joint simplification, and then the finite
element program PIPES .
Theoretical Development of Network Simplification
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Only joints in large network contribute to flow
Figure 6.L Influence of Joint Network Size on
Groundwater Flow
3'! 9
Network simplification is a technique for reduction in the
number of elements required to model flow through joint systems.
Note that this simplification is only applicable to hydrologic
modeling for calculation of effective hydraulic conductivity. It
is not appropriate for other rock mechanics applications, or even
for hydrological applications such as those involving solute
transport or dispersion, where joints may effect storage times,
dispersion, and retardation, without actually contributing to
flow.
Network simplification reduces the total number of elements
required for finite element flow modeling by elimination of all
joints which are not connected for flow at the scale of the model
region, and simplification of the remaining joints.
The first step in network simplification is done during the
identification of joint networks for calculation of joint network
size measure C8x. Since only networks with C8x greater than or
equal to the scale of the problem contribute to flow, all joints
which are parts of networks of C8x less than xtop-xbot are
automatically eliminated from finite element generation.
Within those networks which are connected to the xbot and xtop
boundaries of the model region, simplification can be done by two
methods:
o Removal of dead end joints (i.e. joints with only one
intersection) (Figure 6.5),
o Pairs of parallel or series joints can be replaced by
Joint System
Joint System
with Dead Ends
Removed
Removal of Dead Ends
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a single equivalent joint (Figure 6.6).
The simplification of parallel and series joints to equivalent
joints necessitates the definition of what is meant by
"equivalent". An equivalent joint is a joint which connects the
same points in the flow network, and has the same flow
resistance, with the same flow time and loss of hydraulic head.
This can be achieved by two approaches: A virtual length can be
maintained for the "equivalent" joint, which is not the joint
length between the two points connected by the equivalent joint,
but is the length that would be required to obtain the same head
loss and travel time as the initial network. This approach is
somewhat counter-intuitive, as joint lengths , and flow paths
cannot be calculated from the graphical representation, since
flow lengths are not the same as Cartesian distances.
Alternatively, equivalent joints can be given equivalent head
losses by specifying appropriate joint apertures. Although
variations in joint aperture have been specificly excluded form
the scope of these studies, the introduction of aperture here
provides a facility for incorporation of aperture effects in the
future, while allowing a topologically reasonable definition for
equivalent joints.
The equivalent flow resistance for series and parallel joint
simplification, whether represented as a length or aperture, can
be determined using simple formulae from electronic circuits
(Senturia and Wedlock, 1971):
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Figure 6,6 Equivalents for Parallel and Series Joints
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(6.18) Re = R + R2 Series Flow
Re = 1/(1/R + 1/R2) Parallel Flow
where R1, R2, and Re are flow resistance of the two joints being
simplified and the equivalent resistance respectively.
The flow resistance of a joint is proportional to:
(6.19) Rj oc Lj /(Aj)^3
where Rj is joint flow resistance (Hydraulic Conductivity^-1), Lj
is joint length, and Aj is joint aperture. Therefore, equivalent
joint lengths can be defined by:
(6.20) Le = L + L2 Series Flow
Le = 1/(1/L + 1/L2) Parallel Flow
where L, L2, and Le are joint lengths of the two joints being
simplified and the equivalent joint length respectively.
Alternatively, equivalent joint apertures can be defined by:
(6.21) Ae = (1./A1^3 + 1./A2^3)^(1/3) Series Flow
Ae = (AI^3+ A2^3)^(1/3) Parallel Flow
where Al, A2, and Ae are joint apertures of the two joints being
simplified and the equivalent aperture respectively.
Implementation of Network Simplification
Network simplification is implemented as a recursive process by
program NETSMP. As each joint is simplified, either by removal of
a dead end, or combination of series or parallel joints, the
affected joints in the network become potential sites for
additional simplification. Therefore, NETSMP proceeds by
simplifying jointing at a specific location, and then simplifying
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the resulting elements until no more simplification is possible.
NETSMP them proceeds to the next location requiring
simplification, and repeats the process until all possible
simplifications have been performed.
In addition to network simplification, NETSMP optimizes node
numbering to minimize the bandwidth of the resulting finite
element model, and outputs element data to a data file in the
format required by the finite element program PIPES. Node
numbering is carried out by numbering each simplified network
contibuting to flow seperately from left to right. This reduces
the bandwidth for finite element calculations to the lowest
possible level, since adjacent elements are numbered
consecutively.
Finite Element Flow Program PIPES
The finite element program used to calculate effective hydraulic
conductivity was written by John Kafritsas, and is described in
detail in Kafritsas(19xx). The fundamental techniques used by the
program will be summarized here.
PIPES solves the partial differential equation for one
dimensional flow based upon Darcy's law(Freeze and Cherry, 1979),
(6.22) dQ/dt = -Kxx *dh/dx
where dQ,dt,dh, and dx are differential flow volume, time, head,
and distance, and Kxx is hydraulic conductivity of the joint in
the direction of flow.
Since the flow in each joint is calculated for its entire length,
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finite element equations are set up using the hydraulic
conductivity Kxx' for the total length of a joint. This is
calculated on the basis of the aperture and length of the joint,
using the equation for plate flow,
(6.23) Kxx ' g/(12*nu)*Aj^3/Lj
where g is the acceleration of gravity (0-098 m/sec^2), nu is the
kinematic viscosity of water (0^-6 m2/sec at 20.2 degrees C),
Aj is joint aperture, and Lj is joint length.
PIPES solves the partial differential equations for flow using
the method of Gaussian elimination, and determines hydraulic head
at each point in the finite element mesh. Effective hydraulic
conductivity, C7, is calculated from the total flow through the
finite element flow mesh,
(6.24) C7 (dQ/dt)tot / (dh/dx)tot
where (dQ/dt)tot and (dh/dx)tot are the total flow through the
finite element mesh, and the total gradiant applied at the
boundaries of the mesh.
The boundary conditions assumed for finite element modeling are
illustrated in Figure 6.7a . These boundary conditions assume no
flow through the upper and lower boundaries of the flow region,
and a constant head on left and right boundaries. This creates a
one dimensional flow gradient in the x direction.
This boundary condition assumption can be compared to that used
by Long(1983), shown in Figure 6.7b. Long assumed a triangular
distribution of gradients on top and bottom boundaries,
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progressing linearly between the heads at left and right
boundaries. Long's assumption is the equivalent to placing the
joint system being modelled between two layers of a porous medium
such as sand. As a result, the flows that Long obtains for the
joint system are effected significantly by flows in the porous
media, and results obtained for the joint system are biased
toward by the performance of the porous media.
This study assumes an impermeable boundary at the top and bottom
of the model region. This avoids averaging to flows in the joint
system with flows in a porous medium, but results in an
underestimation of the flow between boundaries, because joint
systems which are connected beyond the edge of the joint system
are not taken into account in calculating flows. The results of
effective hydraulic conductivity calculations must therefore be
interpreted in the context of assumptions made for boundary
conditions.
6.2.5 Specific Features of Baecher, Veneziano, and
Dershowitz Model Implementations
This sections describes the specific assumptions and techniques
used by the JINX package for simulation of Baecher, Veneziano,
and Dershowitz models in two dimensions. Techniques for
simulation of stochastic variable, calculation of joint system
measures, and finite element simulation or hydrological
properties shared by all three models have already been described
in the previous sections. Assumptions and techniques discussed in
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this section include distributional forms for joint length and
orientation, and joint location.
Joint Length
All three models utilize an exponenential distribution (equation
6.25) for joint trace length, Lj. This correponds to the
theoretical distributions appropriate for Veneziano and
Dershowitz models (Veneziano, 1979), but not to the results of
in-situ studies compiled by Einstein et.al.(1980), which indicate
a lognormal distribution.
Exponential distributions are simulated by the Monte Carlo method
described in Section 6.2.2 . The probability density function
(pdf), f(Lj), and cumulative distribution function (cdf), F(Lj),
for the exponential distribution are,
(6.25) f(Lj) = lambda * exp (-Lj lambda) on [O,oo3
F(Lj) = 1. - exp(-Lj*lambda)
where lambda is equal to the reciprocal of the mean joint length
Lbar. To simulate a random exponential deviate Lj from a uniform
random deviate R on [0,1] by the Monte Carlo method,
(6.26) Lj = ln(1.-R)/lambda
Joint Orientation
The JINX package can simulate any of the orientation
distributions described in Table 2.1 for Baecher, Veneziano, or
Dershowitz models. All simulations reported in this chapter
assume a Fisher distribution of orientation, with constant dip
direction parallel to the plane of the model. The pdf fp(phi) and
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cdf, Fp(phi) for the Fisher distribution in a plane are,
(6.27) fp(phi) = (K/(EK-1.))*exp{K*cos(phi)}*sin(phi)
on [0, pi/2]
Fp(phi) = (1./EK-1.))*exp{K*cos(phi)}
where K is the dispersion parameter of the Fisher distribution,
and,
(6.28) EK - exp(K)
To simulate a random Fisher deviate phi from a uniform random
deviate R on [0,1] by the Monte Carlo method,
(6.29) phi = acost In [ R*(EK-1.)]/K }
where acos is the inverse cosine function.
Joint Location
The process of joint location is different for each of the three
models. The techniques used for each model are described below.
All three two dimensional models are based upon a rectangular
model region defined by coordinates (xbot,zbot) and (xtop,ztop).
Within this region, all three joint system models assume that
joints are located with homogeoneous, isotropic intensity defined
by a Poisson process. The differences between the three models
are primarily in how joints are located within this region. The
location of joints in each of the three models is explained
diagramatically in Figure 6.8, and is explained below.
Baecher Model: In the Baecher model, joints are represented by
oriented line segments, with the center of each joint located by
a Poisson point process in the plane of the model region. In
36n
~ = Model Region
' C---- -- -~Joint Generation
Region
2 X Lbar
Joint Centers Located
by Poisson Process
(a) BAECHER MODEL
/ /
/ /
!Il
/(xtop, top)
(xbot,zbot
Model Region
__________- _ Joint Lines Located by Pois-
son Process in Model egion
Rock Joint, Exponential
Length Distribution
Intact Rock, Exponential
Length Distribution
Joint Generated on Joint Line
from 3 Times Mean Joint +
Intact Rock Length from Model
Region
(b) Veneziano Model
" -- 2 --Model R gion
-Joint Lines Located by
Poisson Process in Model
Region
-- - _Rock Joint Defined between
Joint Line Intersections
Intact Rock
(c) Dershowitz Model
Figure 68 Location of Joints in Baechcer, \eneziano,
and Dershowit Models
/ /
I
r
- - -
- -
361
order to avoid edge effects, joints are simulated within a region
larger than the model reqion by two mean joint trace lengths on
each edge. Thus joints are simulated from a uniform distribution
on
(6.30) f(x) - 1./rangx on xbot-2.*Lbar,xtop+2.*Lbar]
f(z) = ./rangx on [zbot-2.*Lbar,ztop+2.*Lbar]
rangx - (xtop-xbot)+4.*Lbar
rangz = (ztop-zbot)+4.*Lbar
where Lbar is the mean joint length.
Since only joints within the model region are to be modeled,
joints and portions of joints simulated by this method which
extend beyond the edge of the model region are cut off at the
region boundary.
Veneziano Model: In the Veneziano model, joints are located on
joint planes, and therefore joint traces in two dimensions are
located on joint lines. Joint lines are located in the same
manner used in the Baecher model for joints, except that joint
lines are generated in the model region with no excess area,
since only joint lines intersecting the model region will contain
joints in the model region.
In order to account for edge effects, however, joints are
generated on joint lines beginning three mean joint lengths
beyond the left most intersection between the joint line and the
model region.
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Intact rock and rock joints are defined alternately along each
joint line. Length persistence PL , the proportion of each joint
line which is jointed, is assumed to have a truncated normal
distribution (Figure 69). A value of length persistence PLi for
each joint line is generated by the Monte Carlo method using a
Normally distributed random deviate R with mean zero and standard
deviation 1,
(6.31) PLi = PLbar + R*PLsd
Since length persistence PL cannot exceed the range [0,1], while
the normal distribution is defined on [-oo,+oo], simulated values
of PLi beyond the bounds [0,1] are truncated at 0.0001 and 0.9999
respectively.
The length distributions for both rock joints and intact rock are
assumed to be exponential. In order to obtain a joint length of
Lbar and a length persistence value of PLi for each joint line,
intact rock is generated with a mean length Ibar, for each joint
line,
(6.32) Ibar = (1.-PLi)*Lbar/PLi
Dershowitz Model: In the Dershowitz model, joints are defined
between joint plane intersections. In two dimensions, therefore,
joints are defined between joint line intersections.
Joint lines in the Dershowitz model are located by a Poisson
point process within the model region, as in the Veneziano model.
For each joint line, a value of length persistence PL is selected
PL 1
Figure 6.9 Truncated Normal Distribution for Length
Persistence PL
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by Monte Carlo simulation from a truncated normal distribution
with mean PLbar and standard deviation PLsd, again using the
procedure described for the Veneziano model (equation 6.31).
Once joint lines and persistences values have been simulated,
joints can be defined. In the Dershowitz model, potential joints
are defined on joint lines between every joint line intersection,
and between the boundaries of the model region and the closest
joint line intersections. Of these potential joints, a percentage
PLi should be marked as jointed in order to obtain the desired
level of length persistence. This is done by assigning a uniform
[O,1] random deviate R to each potential joint, and defining
potential joints with R less than PLi as joints, and potential
joints with R greater than PLi as intact rock.
6.3 PARAMETRIC STUDIES
6.3.1 Introduction
This section presents the results of parametric studies carried
out with two dimensional Baecher, Veneziano, and Dershowitz
models. Parametric studies were carried out to both validate and
supplement analytical developments in Chapter 5. Studies
performed for persistence, connectivity, and block size measures
address the sensitivity of these measures to differences between
models, and to differences in joint system geometric parameters
such as orientation and length distributions. In addition, a few
parametric studies were carried out to explore the influence of
autocorrelation of joint location on joint network formation.
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Measures for persistence, connectivity, and block size studied
here were defined in Chapter 5. All simulations were carried out
in a region of 100 by 100 units. An exponential distribution is
used for joint trace lengths, and a Fisher distribution is used
for joint orientation. Joint dip direction is assumed to be
constant, and parallel to the plane of the model. Joint dip is
assumed to be scattered symmetrically about the mean dip vector.
The values of jointing intensity P2, mean joint length Lbar,
length persistence PL, number of joint sets, and Fisher
distribution orientation dispersion parameter K used in each
simulation are listed on the figures. Two dimensional Baecher,
Veneziano, and Dershowitz models are labeled as B2, V2, and D2
respectively.
Simulations varying length persistence PL are performed for
Veneziano and Dershowitz models only, as PL is not a parameter of
Baecher models.
6.3.2 Persistence Measures
The relationships between persistence measures P1 through P5 are
defined analytically in Section 5.2.3, and it was therefore not
necessary to perform extensive parametric studies comparing
persistence measures. Rather, persistence measures are used to
control the intensity of jointing for comparison of models in
other parametric studies.
Persistence Measures P1 and P2
Two paramteric studies were carried out with persistence
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measures P1 and P2 to verify the validity of numerical models.
The relationship between mean values of persistence measures P1
and P2 is described by Equation 5.32,
(6.33) E[P2] - E[Lj]*E[P1]
where Lj is joint trace length. Figure 6.10 shows the result of a
study in which jointing intensity measure P2 (trace length per
unit area) was held constant at 0.2 , while mean joint length was
varied between 1 and 20 units. Results for all three models show
good correspondence to the analytical expression, indicating that
the models are functioning properly. The mean value of P1 is in
general slightly higher than would be predicted by equation 5.32.
This is the result of truncation of joints at the model region
boundaries, which slightly lowers the mean joint length within
the region.
A similar parametric study comparing P2 and P is presented in
Figure 6.11. In this study, mean joint length, Lj, is maintained
constant at 5., while persistence measure P2 is varied between
0.05 and 0.5 . This study also corroborates equation 5.32, with a
slight bias in simulation resulting from truncation of joints and
model region boundaries.
Summary
Parametric studies of persistence measures P and P2 verify the
linear relationship (equation 5.32) derived in Chapter 5, and
indicate the magnitude of the effect of truncation of joints at
the edge of the model region on numerical simulations. that
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simulations
6.3.3 Connectivity Measures
Parametric studies were carried out for four connectivity
measures: intersection intensity C1, percolation probability C5,
effective hydraulic conductivity C7, and joint network size C8.
Of these measures, analytical expressions are available only for
C1, and therefore studies of C5, C7, and C8 supplement analytical
derivations.
Intersection Intensity, Connectivity Measure C1
Simulations of intersection intensity C1 were performed to
validate analytical expressions derived in Chapter 5. Analytical
expressions derived for intersection intensity C1 in Chapter 5
indicate:
o Intersection intensity for Baecher and Veneziano
models is proportional to P2^2, and independent of
mean joint length Lbar and length persistence PL.
o Intersection intensity for Dershowitz models is also
proportional to P2^2, but varies from one to four
times the intensity of Baecher and Veneziano models
with the same value of P2 as a function of length
persistence PL.
o Intersection intensity decreases with decreased
orientation dispersion for models with only one joint
set, but is almost independent of orientation
dispersion for models with two perpendicular joint
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sets.
These characteristics are verified by simulations. Figure 6.12
shows intersection intensity C1 for constant intensity P2, with
varying length persistence PL for Veneziano and Dershowitz
models. As predicted, intersection intensity in the Veneziano
model is approximately constant as a function of PL in the
Veneziano model, and increases by a factor of approximately four
as PL goes to zero in the Dershowitz model.
Intersection intensity is not exactly constant in the Veneziano
model, since it decreases somewhat for PL less than 20%. This is
the result of the effects of the limited size of model regions
for Veneziano models with low PL, and illustrates a limitation of
the applicability of the model. The mean length of intact rock
Ibar in Veneziano models is calculated by (equation 6.32),
Ibar Lbar*(1.-PL)/PL
where Lbar is the mean joint length. For mean joint length Lbar
of 10 units, and PL of 10%,
Ibar = 10.*(1.-0.1)/0.1 = 90.
This results in a maximum of one joint per joint line, and
decreases intersection intensity. In order to avoid this effect
in simulations with low PL, a proportionately larger simulation
region must be used.
Figure 6.13 shows intersection intensity C1 for constant joint
intensity P2 with varying mean joint length for Baecher and
Veneziano models. In both of these simulations, intersection
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intensity is approximately constant in Baecher and Veneziano
models, as predicted by analytical derivations.
Figure 6.14 shows intersection intensity C1 for Baecher models
with a single joint set, and with two joint sets with orthogonal
mean poles as a function of orientation dispersion. Orientation
dispersion is measured by Fisher distribution dispersion
parameter K, which decreases for increased dispersion. As
predicted by analytical solutions (Figure 5.11), orientation
dispersion has little effect on intersection intensity for joint
sets with orthogonal mean poles, and decreases intersection
intensity by a factor of six as dispersion decreases from K = 1
to K 50 for one joint set.
Percolation Probability, Connectivity Measure C5
Percolation Probability, C5, is the proportion of joints which
are part of joint networks with x-Resultant length C8x greater
than a given value. Connectivity measure C5 may be an approximate
measure for prediction of effective hydraulic conductivity,C7
since the more joints that are participating in flow, the higher
the effective hydraulic conductivity. This application is
discussed in Chapter 9.
Percolation probability C5 is plotted as a function of joint
intensity P2 for Baecher and Dershowitz models in Figure 6.15.
The scale used for calculation of C5 is 100 units, or 10 times
the mean joint length of 10. Two perpendicular joint sets with
Fisher dispersion parameter K of 20 are used. For low values of
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P2, there are no complete networks, so C5 = 0. As P2 increases,
C5 increases rapidly, then levels off at around 90%. This
behavior corresponds to that found in percolation theory (Section
5.3.3).
Figure 6.16 shows C5 as a function of average joint length Lbar
for the same scale of 100 units. Joint intensity is held constant
at P2 = 0.2 for Baecher, Veneziano, and Dershowitz models with
two joint sets with Fisher dispersion parameter K = 20. For low
average joint lengths, there are no complete networks, so C5 = 0.
As mean joint length increases, C5 approaches 100 percent. This
again corresponds to behavior observed in percolation theory
(e.g. Figure 5.23).
Effective Hydraulic Conductivity, Connectivity Measure C7
Effective Hydraulic Conductivity, Connectivity Measure C7 was
calculated using the pipe network finite element program PIPES
described in Section 6.2.4 C7 is plotted as a function of
jointing intensity, P2 for Baecher and Dershowitz models in
Figure 6.17, and as a function of mean joint length Lbar for the
Baecher model in Figure 6.18. Results are again intuitively
reasonable. Increases in joint intensity P2 and mean joint length
Lbar both result in rapid increases in C7 from zero at low values
of P2, followed by fairly gradual increases and leveling off at
higher values. This corresponds to the result obtained in
percolation theory (Figure 5.23), where below a critical
intensity level, Pc, no flow occurs, and above that level, flow
377
Model Sets P2/Set K Lbar PL
D B2 2 0.1 20 vart --
+ V2 2 0.1 20 var 0.5
0 D2 2 0.1 20 var 0.5
0 20 40
Mean Joint Length, Lbar
FIGURE 6.16 PERCOLATION PROBABILITY C5, VARYING MEAN
JOINT LENGTH, LBAR
0.9
0.8
-0
nc)
.0
o
uLa)
L
'U
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
378
10
9
8
7
6
5
4
3
2
0
0 0.2 0.4 0.6 0.8 1
Persistence Measure, P2
FIGURE 6.17 EFFECTIVE HYDRAULIC CONDUCTIVITY C7,
PERSISTENCE MEASURE P2
VARYING
(
0
x
I-
0
0
oU
I
>
4 J
--
l
379
Model Sets P2/Set K Lbar PL
a B2 2 0. 20 var --
+ V2 2 0.1 20 var 0.5
OD2 2 0.1 20 var 0.5
15
14
13
12
11
10
9
8
7
6
5
4
3
2
0
0 20 40
Mean Joint Length, Lbar
FIGURE 6.18 EFFECTIVE HYDRAULIC CONDUCTIVITY C7, VARYING
MEAN JOINT LENGTH, LBAR
(0
x
,U
4-J
o
19
c
0
0
I
Ld
u-
1
380
approaches the value for a completely interconnected network.
Connectivity Measures C7 and C5 are plotted against each other
for the results from the above simulations in Figure 6.19. The
two connectivity measures appear to be fairly well correlated,
with a constant, linear relationship for Baecher, Veneziano, and
Dershowitz models with both one and two joint sets. Note that in
this figure the exact values from simulations, rather than
smoothed curves are presented, because the actual correlation,
rather than the general trend is desired.
Joint Network Size, Connectivity Measure C8
For many practical applications, the size of networks of
interconnected joints is of major importance. According to the
definitions of Chapter 5, joint networks form whenever two or
more joints intersect. Joint networks are thus defined
recursively: All joints intersecting a given joint, or
intersecting any joint in the same network, are part of the same
network. Simulations are carried were carried out with all three
joint system models to examine the effects of joint system models
and jointing intensity, size, and orientation on the formation of
joint networks.
Joint network size is measured by Connectivity Measure C8. Four
network size measures were defined in Chapter 5,
C8x - maximum x-resultant network length
C8t - total joint network length
C8r - maximum resultant network length
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C8m - maximum self avoiding path length
Two of these measures have been studied by simulations: C8x and
C8t.
In studying joint network formation, two phenomena must be
observed simultaneously: the number of joint networks, and the
distribution of joint network sizes. If only one of these is
considered, an incomplete, and possibly missleading view of joint
network formation can result. Increases in the number of joint
networks, for example, may indicate greater connectivity if the
distribution of network sizes is constant, but if the
distribution of network sizes is shifting toward smaller
networks, it may actually indicate lower connectivity.
As a result, in each of the studies below, results will be
presented in terms of the number of networks and in terms of the
distribution of network sizes, and discussions will require
reference to both. Figures are grouped in sets of three for
Baecher, Veneziano, and Dershowitz joint system models.
x-Resultant Network Length, Connectivity Measure C8x
x-Resultant network length, C8x is defined as the distribution of
the maximum difference between x coordinates at any two points in
a joint network. In simulations, joints are only defined within a
100 by 100 by 100 model region, and therefore the maximum
possible value of C8x is 100 units. Distributions of C8x are
presented as the average of 5 simulations.
Figures 6.20, 6.21, and 6.22 present x-Resultant joint network
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length as a function of jointing intensity P2 for Baecher,
Veneziano, and Dershowitz joint system models with a two
perpendicular joint sets, Fisher dispersion parameter K of 5,
length persistence PL of 0.5, and mean joint length Lbar = 10.
The basic network formation pattern seen in all three joint
system models is as follows. For very low jointing intensity ( P2
approaches zero), there are no joint networks, since joints do
not intersect. As the intensity of jointing increases, the number
of joint networks increases. For the Baecher and Veneziano models
shown in these figures, the maximum number of joint networks is
found at approximately P2 = 0.2. For the Dershowitz model, joint
network formation occurs at lower levels of jointing intensity,
and the maximum number of joint networks occurs at P2 less than
0.1 . For all three joint system models at levels of jointing
intensity below this maximum network formation level, the shape
of the distribution of joint networks sizes appears approximately
lognormal or beta.
For still higher levels of jointing intensity joint networks
combine, and the number of joint networks decreases, until all
joints are interconnected, and there is only one joint network,
with C8x equal to 100 units, the size of the model region. As
this shift occurs, the distribution of joint network sizes shifts
from a lognormal shape to a bimodal distribution of small
networks which have not yet intersected the major joint networks,
and the few networks of the size of the model. In all three joint
387
system models, by P2 = 0.8 ( P2 = 0.4 in each set), the majority
of joint networks are part of a single large network.
A similar pattern of joint network formation as a function of
mean joint length for constant P2 is shown in Figures 6.23 and
6.24 for Baecher and Veneziano models. Simulations are not shown
for the Dershowitz model, for which joint length can only be
controlled indirectly as a function of the number of joint lines
and length persistence PL. Figures 6.23 and 6.24 show results for
two perpendicular joint sets with P2 = 0.1 in each set, Fisher
orientation dispersion parameter K = 20, and length persistence
PL = 0.5 
Figures 6.23 and 6.24 show almost identical network formation
behavior in Baecher and Veneziano models as a function of joint
length. As the size of joints increases, the number of joint
networks decreases, and the distribution of joint network sizes
shifts from a lognormal shape to a more uniform distribution,
with more large networks. This change in joint network size is
reasonable, since when joints are larger, the networks they form
are larger. The decrease in the number of joint networks with
increasing joint size parallels the decrease in the number of
joints with increases in joint size for constant P2 (Figure
6.10).
It is important to recall at this point that changes in joint
length do not affect intersection intensity (Figure 6.13). This
contrasts with the clear affect of joint length on joint network
388
50
40
30
20
10
0
0 4 8 12 16 20 24 28
Mean Joint Length. Lbor
0.9
0.8 -
0.7 -
0.6 -
0.5 -
0.4 -
0.3 -
0.2 -
0.1 -
0- i I 2
0 10 20
FIGURE 6.23
30 40 50 60 I I 1
30 40 50 60 70 80 90 100
x-Resultant Joint Network Length, C8x
DISTRIBUTION OF X-PESULTANT NETWORK LENGTH
C8x, VARYING JOINT LENGTH LBAR, BAECHER MODEL
a
-o0
._
z
'o
E
z
x
000
a
c
0e
C
.
uc
c1
S
01
a
0
.0
0
a.
1
NJ
Nj
Nj
N
N
N
N
- | 
,x . '.' T^ T_ · __·
-
71
%1
j"
%1
389
0 4 8 12 16 20 24 28
Mean Joint Length, Lbar
0.9
x
0
tJ
v
CL5o
u
c
IL
a
cS
Q0
I0
.Q0o2
nL.
0.8 -
0.7 -
0.6 -
0.5 -
0.4 -
0.3-
0.2 -
0.1 -
n
FIGURE 6.24
t]0
0 10 20
i .0 I i i i i
30 40 50 60 70 80 90 100
x-Resultant Joint Network Length, C8x
DISTRIBUTION OF X-RESULTANT NETWORK
C8x, VARYING JOINT LENGTH LBAR, VENEZIANO MODEL
50
40
0I
o-za0
L
E
zz
30
20
10
0
Pd
Pd
Pd
Pd
/
Pd
Pd
Pd
N
P 
PN
LENGTH
s i l l X X | | X §
I -
I~~rl TP q 
u
390
formation shown above. While the number of joint intersections is
constant for models with different joint lengths, the
intersections in modes with smaller joints are forming smaller
networks than those in models with larger joints.
Figures 6.25 and 6.26 show joint network length C8x as a function
of length persistence PL for Veneziano and Dershowitz models. PL
is not a parameter of the Baecher joint system model. Simulations
were performed for two orthogonal joint sets with P2 = 0.1 in
each set, mean joint length Lbar = 10, and Fisher orientation
dispersion parameter K = 5.
The formation of joint networks as a function of length
persistence PL is very different for these two models. For the
Veneziano model (Figure 6.25) , length persistence PL has a very
minor influence on the number of joint networks, and the
distribution of joint network sizes. As PL increases from 0.2 to
0.8, the number of joint networks increases by approximately 30
percent, and the distribution does not change noticebly. In
contrast, in the Dershowitz model (Figure 6.26), increases in
area persistence cause rapid decreases in the number of joint
networks and the formation of larger joint networks.
This difference is similar to the difference between the two
models for intersection intensity as a function of PL (Figure
6.12). For the Veneziano model, intersection intensity only
changes with PL as a result of modeling errors related to the
size of the model region. For the Dershowitz model, increases in
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PL result in parabolic decrease in intersection intensity. Thus
PL appears to have the same effect on intersection intensity and
on joint network formation, even though the effect of joint
length on intersection intensity and joint network formation is
not the same (Figures 6.23 and 6.24).
Figure 6.27 shows the influence of orientation dispersion on
joint network formation for a Baecher joint system model with two
perpendicular joint sets, each with jointing intensity P2 = 0.1,
and mean joint length Lbar = 10 . Behavior of Veneziano and
Dershowitz models with two perpendicular joint sets is identical
to that of Baecher models, and is not shown in a Figure. For
joint system models with two perpendicular joint sets,
orientation dispersion does not affect either the number of joint
networks or the distribution of joint network sizes. This is
consistent with the lack of influence of orientation dispersion
on intersection intensity (Figure 6.14). Since orientation
dispersion does not influence intersection intensity, or joint
size, these it is reasonable that it does not influence joint
network size distributions.
For a single joint set, orientation dispersion does influence
intersection intensity (Figure 6.14), and might therefore be
expected to affect joint network formation. Figures 6.28, 6.29,
and 6.30 show joint network x-Resultant length for Baecher,
Veneziano, and Dershowitz joint system models with a single joint
set, mean joint length Lbar = 10, and jointing intensity P2 =
394
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For Baecher and Veneziano models (Figures 6.28 and 6.29),
orientation dispersion does not appear to influence either the
number of joint networks or the distribution of joint network
size. This may indicate that although there are less joint
intersections for joint systems with less orientation dispersion,
these intersections are forming networks at a greater rate, such
that network formation is not affected by orientation dispersion.
For the Dershowitz model, increases in orientation dispersion
increase intersection intensity, and decrease joint length, since
joints are defined between joint intersections. Therefore, the
effect of decreases in orientation dispersion in the Dershowitz
model is to increase the mean joint length, and in order to
maintain a constant mean joint length of 10 units, the number of
joint lines must be decreased. The effect of this on joint
network formation is shown in Figure 6.30. As orientation
dispersion decreases (i.e. Fisher orientation dispersion
parameter K increases), joints are on fewer joint lines, and more
joint networks are formed. The distribution of joint network
sizes does not appear to change significantly.
Total Joint Network Length, Connectivity Measure C8t
Total Joint Network Length, C8t, is defined for two dimensional
joint systems as the total length of all joints in a joint
network. It defines joint network size slightly differently than
C8x, and is useful for different applications. However, since the
3q0
process of joint network formation is the same whether joint
networks are described in terms of C8x or C8t, there is no need
to perform an extensive suite of parametric studies for C8t, once
joint network formation has been described in terms of C8x. Only
one parametric study is presented here in terms of C8t: to
understand the formation of joint networks with regard to C8t for
other joint system characteristics, see the discussion of C8x
above.
The distribution of total network length C8t is subject to the
same caviates applicable to x-Resultant network length C8x. Since
simulations are done within a 100 by 100 by 100 model region,
portions of networks extending beyond model boundaries are
truncated at the boundary. The maximum value of C8x is clearly
defined at 100, since no network may have a difference in
x coordinates within the model region of more than the x
dimension of the model region. Total joint network length C8t, on
the other hand, is a total for all joints in the network, and
therefore does not have such a constraint. Histogram
distribution functions for C8t are, however, only calculated
between zero and 100.
Figure 6.31, 6.32, and 6.33 show the distribution of total
network length C8t as a function of jointing intensity P2 for
Baecher, Veneziano, and Dershowitz joint system models with two
perpendicular joint sets with mean joint length Lbar = 10
Fisher dispersion parameter K = 5, and length persistence PL =
400
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The relationship between the number of joint networks and
jointing intensity P2 is identical to that in Figures 6.20, 6.21,
and 6.22, since the number of networks is the same for C8x as for
C8t. In all three joint system models, as the intensity of
jointing increases, the number of joint networks increases to a
maximum, and then decreases to one as all joints become
interconnected to form a single network.
The distribution of C8t for Baecher, Veneziano, and Dershowitz
models as a function of jointing intensity P2 is also similar to
that for C8x, but is not identical. The distributions of both C8x
and C8t shift toward larger joint networks as jointing intensity
increases. The distribution of C8t, however, is flatter than the
distribution of C8x, at all levels of jointing intensity. This
may be the result of the fact that C8t is a sum of joint lengths,
and therefore approaches a normal distribution by the central
limit theorem, while C8x is based upon extreme values of x, and
therefore is more likely to have an extreme value type
distribution (Benjamin and Cornell, 1970), which is shaped more
like a lognormal distribution.
Summary
Parametric studies were performed for connectivity measures C1,
C5, C7, C8x, and C8t. For intersection intensity, C1, simulations
verified analytical relationships derived in Section 5.3, and
showed the sensitivity of C1 to changes in jointing intensity,
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mean joint length, area persistence PA and joint orientation
dispersion. As predicted by analytical solutions (Equations 5.58
through 5.120), intersection intensity increases quadratically
with jointing intensity in all three joint system models, and is
insensitive to mean joint and length persistence in Baecher and
Veneziano models. In the Dershowitz model, C1 is related to
length persistence as (2.-PL)^2. Intersection intensity decreases
with decreased orientation dispersion for models with a single
joint set, and is relatively constant with orientation dispersion
for models with two perpendicular joint sets.
Percolation probability, connectivity measure C5, was simulated
with respect ot joint size and jointing intensity. For all three
models, the increase in C5 from 0 to 100 percent with increasing
joint size or jointing intensity follows an s-curve, as predicted
by percolation theory. The increase occurs most rapidly in
Dershowitz models, followed by Veneziano and Baecher models.
Effective hydraulic conductivity, C7 was also simulated with
respect to joint size and jointing intensity, with results
similar to those for connectivity measure C5. C7 was also plotted
against C5, and showed a single linear relationship for all three
models.
The x-Resultant joint network length, C8x , and total network
length, C8t, were used to examine the formation of joint networks
with regard to orientation dispersion, jointing intensity, area
persistence, and joint size. The effect of joint orientation on
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joint network formation was shown to be similar to its effect on
intersection Cl: For perpendicular joint sets, orientation
dispersion has little effect on network formation, while for a
single set more and larger joint networks are formed as
orientation dispersion increases.
Jointing intensity and joint size influence the formation of
joint networks in the same way. For low levels of these
parameters, increases in the parameter values result in
corresponding increases in both the number and the size of joint
networks. Beyond a certain point, however, further increases lead
to the combination of existing network, and therefore a decrease
in the total number of joint networks, while the size
distribution skews toward larger networks. Length persistence,
PL, does not influence network formation for the Veneziano model,
but is similar in effect to joint length and jointing intensity
in the Dershowitz model.
With regard to differences between the three joint system models,
studies of all five measures indicate that the Veneziano and
Baecher models have similar behavior, while the Dershowitz model
is distinctly different. For the other measures, all three models
behave differently. For a given level of jointing intensity P2,
the largest networks and highest effective hydraulic conductivity
as found in the Dershowitz model, followed by the Veneziano and
Baecher models.
6.3.4 Block Size Measures
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Empirical block size measures B and B2 were defined in Section
5.4 on the basis of the distribution of a Distance Db from a
random joint in a rock mass to the nearest joint along a vector
in a random direction. Empirical block size measure B1 is defined
as the distribution of Db, and empirical block size measure B2 is
defined as the distribution of areas of circles defined with
radius Db.
Analytical derivations in Section 5.4 indicate that the means of
block size measures B1 and B2 are dependent primarily on the
level of intensity of jointing, measured by P2, and not on the
differences between rock joint system models. The distributions
of B1 and B2 may, however, be sensitive to these differences.
Parametric studies were carried out to investige the effect of
differences between joint system models on empirical block size
measure B1. Empirical block size measure B2 is a simple
transformation of B1, and was therefore not simulated.
Empirical Block Size Measure B1
Figure 6.34 presents Blbar, the mean values of B1, for Baecher,
Veneziano, and Dershowitz models with one joint set, jointing
intensity P2 = 0.2, average joint length Lbar = 10, and values
of Fisher orientation dispersion parameter K from 1 to 50.
Results for all three models are approximately eguivalent, and
orientation dispersion does not appear to influence Bbar. This
corresponds to the predictions of analytical treatments in
Section 5.4. It might have been expected intuitively that average
407
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block sizes would increase significantly for subparallel jointing
(high K), since the length of random vectors parallel to jointing
could be quite large. However, it should be remembered that in
these simulations, vectors extending beyond the model region (in
this case 1OOx1OO units) are truncated, such that very large
vectors are not sampled accurately.
The effect of mean joint length on the mean value of B1 is shown
in Figure 6.35. These simulations were carried out for Baecher,
Veneziano, and Dershowitz models with P2 = 0.2, two
perpendicular joint sets, and Fisher dispersion parameter K=5.
For these assumptions, mean joint length Lbar does not appear to
have a significant effect on the mean value of block size measure
B1. This is again consistent with the prediction of derivations
in Section 5.4.
Figures 6.36, 6.37, and 6.38 present the full distribution for
empirical block size measure B for the Baecher, Veneziano, and
Dershowitz models with a single joint set, P2 = 0.2, and mean
joint length Lbar = 10, as a function of Fisher orientation
dispersion parameter K. Changes in orientation dispersion (and by
inference, other changes in joint system geometry) do appear to
influence the distribution of empirical block size measure B.
Decreases in orientation dispersion (i.e. increases in K)
increase the number of both small and large values of B, and
thus significantly change the shape of the distribution of B.
This effect appears to be the same for all three models
,·
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simulated.
Summary
Analytical derivations in Section 5.4, predict that the mean
value of empirical block size measure B1, Blbar, are not less
sensitive to differences in orientation and joint length
distributions, and between different models, than to jointing
intensity as measured by persistence measure P2. In simulations,
Blbar was found to be insensitive to orientation and length
distributions, but did vary between models. This may indicate
differences in the effect of the truncation of B1 calculations at
the boundaries of the model region on the different models, or a
real difference between B for different models.
6.3.5 Autocorrelation
Parametric studies were performed to assess the effect of
autocorrelation of location on joint network formation in Baecher
and Veneziano models. In each of these studies, the
autocorrelation process described in Section 6.2.2 was used to
simulate joint location autocorrelation. The strength of
autocorrelation is measured by Sa, the standard deviation of the
normal distribution used to define the joint location
autocorrelation process (Figure 6.3). In both studies,
intersection intensity C1 was used as an index for measurement of
the effect of location autocorrelation.
Figure 6.39 shows the results of parametric studies performed for
the Baecher model. Simulations were performed with mean joint
A414
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length Lbar = 10 units, and total jointing intensity P2 = 0.4.
In simulations with only one joint set, an increase in the
strength of the autocorrelation process as measured by a decrease
in standard deviation Sa from 40 to 1.5 resulted in an increase
in intersection intensity of approximately 6 times. In
simulations with two perpendicular joint sets, a similar increase
in intersection intensity increased intersection intensity C1 by
2 to 3 times. These studies indicate a consistent effect of joint
location autocorrelation on joint network formation in the
Baecher model.
Parametric studies carried out with the Veneziano model are shown
in Figure 6.40. In these simulations, the joint location
autocorrelation process was used to locate joint lines rather
than joints, and therefore could be expected to have signicantly
less influence on joint network formation. This is confirmed by
results plotted in Figure 6.40. In both simulations with one set
and simulations with two perpendicular sets, changes in Sa do not
influence intersection intensity C1. This indicates that in order
for a joint location autocorrelation process to effect network
formation, joint location must be correlated directly,rather than
through joint line location.
Summary
Parametric studies of joint location autocorrelation indicate
that autocorrelation can significantly affect joint network
formation, as measured by intersection intensity, C1.
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6.4 SUMMARY
Parametric studies with two dimensional Baecher, Veneziano, and
Dershowitz rock joint system models have been performed for
persistence, connectivity, and block size measures. Results have
generally been consistent with those obtained analytically in
Chapter 5, and with qualitative intuition.
Persistence Measures
Parametric studies were performed for persistence measures P1 and
P2. These studies verified the linear relationship (equation
5.32) derived in Chapter 5, and indicated the magnitude of the
effect of truncation of joints at the edge of the model region on
numerical simulations of the Veneziano model. Simulations were
not carried out for other persistence measures, since simple
analytical relationships have been obtained in Chapter 5, and the
most important relationship (between P1 and P2) was verified by
simulation.
According to derivations in Chapter 5, for models with bounded
joints, the relationships between persistence measures do not
depend upon the particular joint system model, and therefore
simulations comparing the persistence measures for different
models were only carried out for P1 and P2. As expected,
differences between models did not influence relationships
between persistence measures.
Connectivity Measures
Parametric studies were performed for connectivity measures Cl,
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C5, C7, C8x, and C8t. For all five of these measures, the
connectivity of Baecher and Veneziano models was very similar,
while the Dershowitz generally had higher connectivity, and
different relationships between joint geometric parameters and
connectivity measures.
Intersection intensity analytical relationships in Section 5.3
were verified with respect to the effects of jointing intensity
P2, joint length Lbar, length persistence PA, and orientation
dispersion K. As predicted by analytical solutions (Equations
5.58 through 5.120), intersection intensity increases
quadratically with jointing intensity in all three joint system
models, and is insensitive to mean joint and length persistence
in Baecher and Veneziano models. In the Dershowitz model, C1 is
related to length persistence as (2.-PL)^2. Intersection
intensity decreases with decreased orientation dispersion for
models with a single joint set, and is relatively constant with
orientation dispersion for models with two perpendicular joint
sets.
Percolation probability, connectivity measure C5, was simulated
with respect ot joint size and jointing intensity. For all three
models, the increase in C5 from 0 to 100 percent with increasing
joint size or jointing intensity follows an s-curve, as predicted
by percolation theory. The increase occurs most rapidly in
Dershowitz models, followed by Veneziano and Baecher models.
Effective hydraulic conductivity, C7 was also simulated with
OF<
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respect to joint size and jointing intensity, with results
similar to those for connectivity measure C5. C7 was also plotted
against C5, and showed a single linear relationship for all three
models.
The x-Resultant joint network length, C8x , was used to examine
the formation of joint networks with regard to jointing
intensity, joint size, length persistence PL, and orientation
dispersion. Jointing intensity and joint size influence the
formation of joint networks in the same way. For low levels of
these parameters, increases in the parameter values result in
corresponding increases in both the number and the size of joint
networks. Beyond a certain point, however, further increases lead
to the combination of existing networks, and therefore a decrease
in the total number of joint networks, while the size
distribution skews toward larger networks.
Length persistence PL effects joint network formation in the
Dershowitz model, but not in the Veneziano model. In the
Dershowitz model, increases in PL have an affect similar to that
of increases in joint length, while in the Veneziano model,
increases in PL do not change the distribution of joint network
length, but do slightly increase the number of joint networks.
The effect of joint orientation on joint network formation was
shown to be similar to its effect on intersection Cl: For
perpendicular joint sets, orientation dispersion has little
effect on network formation, while for a single set more and
4-20
larger joint networks are formed as orientation dispersion
increases.
The behavior of total joint network length, C8t, was presented
only as a function of jointing intensity P2. The behavior of C8t
is similar to that for C8x, except that the distribution of C8t
appears to be somewhat more uniform than the distribution of C8x.
Block Size Measures
Simulations of block size measures were performed for block size
measure B1, but not for B2, which is related to B1 analytically
in Section 5.4. Analytical derivations in Section 5.4, predict
that the mean value of empirical block size measure B1, Blbar,
are less sensitive to differences in orientation and joint length
distributions, and between different models, than to differences
in jointing intensity as measured by persistence measure P2. This
behavior was verified by simulations.
Differences between models, however, were found to influence
empirical block size measure B1. This may indicate differences in
the effect of the truncation of B1 calculations at the boundaries
of the model region on the different models, or a real difference
between B1 for different models.
Autocorrelation
Parametric studies of joint location autocorrelation indicate
that autocorrelation can significantly affect joint network
formation, as measured by intersection intensity, C1.
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7.0 THREE DIMENSIONAL MEASURES FOR ROCK JOINT SYSTEMS
7.1 INTRODUCTION
This chapter presents analytical treatments of rock joint system
persistence, connectivity, and block size measures in three
dimensions. The measures defined and analysed in this chapter are
three dimensional analogs of the two dimensional measures of
chapters 5 and 6.
Three dimensional joint system geometry is significantly more
complex than the geometry of two dimensional joint systems
studied in Chapters 5. Nevertheless, almost all of the
analytical derivations performed in two dimensions have also been
performed in three dimensions. Derivations are presented in this
chapter for three dimensional versions of the following joint
system measures:
o Persistence Measures:
- Jointing intensity measures P, P2, and lambda for
all five joint system models with unbounded joints
with orthogonal and uniform orientation
distributions,
- Intensity measures P, P2, and lambda for all five
joint system models with bounded joints and any
orientation distribution,
- Relationship between P2 and dimensionless intensity
measures P3, P4, and P5 for all five joint system
models with any size and orientation.
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o Connectivity Measures:
- Intersection intensity C1 for all five joint
systems with unbounded joints and orthogonal and
uniform orientation distributions,
- Intersection intensity for Orthogonal, Baecher,
Dershowitz and Mosaic Block Tesselation models with
bounded joints and orthogonal and uniform
orientation distributions,
- Connectivity measure C2 for Orthogonal, Dershowitz,
and Mosaic Block Tesselation Models,
o Block Size Measures:
- Block sizes for Orthogonal, Dershowitz, and Mosaic
Block Tesselation Models,
- Empirical Block Size Measures B1 and B2 for any
model with a uniform orientation distribution.
Of all of the measures and models for which two dimensional
derivations were performed in Chapter 5, only a few solutions for
connectivity measures have not been extended to three dimensions,
as follows:
- Intersection Intensity C1 for a specific orientation
distribution fp(phi) for either bounded or unbounded
joints,
- Intersection Intensity C1 for the Veneziano model,
- Connectivity Measure C2 for Baecher and Veneziano
models,
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- Percolation Theory Connectivity Measures C3(n), C4,
C5, and C6.
Chapter 8 presents numerical simulations of persistence,
connectivity, and block size measures for Baecher and Dershowitz
models which verify and supplement the derivations presented in
this chapter. Of the two dimensional solutions which were not
extended to three dimensions, only intersection intensity C1 for
specific orientation distributions, and percolation probability
C5, are explored by simulation in Chapter 8. Numerical models
were not implemented for the Veneziano model, or for percolation
theory measures other than C5.
7.2 PERSISTENCE MEASURES
7.2.1 Introduction
The three dimensional persistence measures defined in this
section are analogous to those defined in two dimensions in
Chapter 5. As in Chapter 5, the term persistence is used
primarily to mean INTENSITY rather than as a measure of
coplanarity or connectivity of jointing. The difference between
the definitions of persistence measures P1 through P5 in two
dimensions and measures P31 through P35 in three dimensions is
only that while intensity in two dimensions are defined in terms
of the number or total length of joints per unit area, in three
dimensions, it is defined in terms of the number or total area of
joints per unit volume.
The two principal measures of jointing intensity in three
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dimensions are P31 and P32. Persistence measure P31 is the number
of joints per unit volume of the rock mass, and has dimensions
[L^-3]. It corresponds to two dimensional persistence measure P1,
the number of joints per unit area on a trace plane. Persistence
measure P32 is the total area of joints contained per unit volume
of the rock mass, and has dimensions [L^-I].
(7.1) P31 = Nj/Vr
(7.2) P32 = Sum(Aj)/Vr
where Nj is the number of joints within a region of volume Vr,
and Sum(Aj) is the sum of the areas of all joints within the
region.
Persistence measures P33, P34, and P35 are dimensionless
intensity measures based on P32. Like two dimensional measures P3
through P5, these measures are derived by converting the
dimensionality either joint size or unit volume. Dimensionless
three dimensional persistence measures are,
(7.3). P33 = Sum of joint areas per (unit volume)^2/3
(7.4) P34 = Sum of (Joint Areas)^3/2 per unit volume
(7.5) P35 = (Sum of Joint Areas)^3/2 per unit volume.
In addition to the above, two Poisson rate intensity measures,
rho and lambda will be referred to in this chapter. rho is
defined as the rate of occurrence of joints per unit volume [L^ -
3], and therefore corresponds directly to persistence measure
P31. rho is used, for example, in decription of the intensity of
seed processes for mosaic block tesselation models. lambda is
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defined as the rate of intersection between joints and a random
line, and is used for describing the intensity of jointing. This
definition of lambda is the same as that used in two dimensions,
and as a result, it is useful for comparing two and three
dimensional jointing intensities.
For Veneziano and Dershowitz models, an additional persistence
measure is defined, based on the concept of joint planes with
open (jointed) and closed (intact) portions. This concept was
developed for both two and three dimensional geometries in
Chapter 5. "Area persistence" is defined as the percentage of any
joint plane which consists of open joints (equation 5.2),
(7.6) PA = Sum(Aj)/Ap
where Aj is the area of joints on a joint plane, and Ap is the
area of the joint plane. PA can also be expressed as the limit of
the above ratio as the plane area Ap approaches infintity
(equation 5.4),
(7.7) PA = lim { Sum(Aj)/Ap 
Ap -> oo
This persistence measure corresponds to the
measure PL, the percentage of joint trace i
joints.
Derivations with three dimensional persistence
primarily on conversion between the different
conversion between two and three dimensional
Relationships between persistence measures
two dimensional
nes defined as
measures focus
measures, and
representations.
are evaluated
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primarily for first moments only.
7.2.2 Jointing Intensity Measures P31, P32, and lambda, Unbounded
Joints
The intensity of jointing can be expressed by any of the
intensity measures defined in Section 7.2.1. n this section, the
relationships between the measures P31, P32, and lambda will be
derived for models with unbounded joint planes. These
relationships will make it possible to convert intensities
expressed in one form into the other forms. The models evaluated
in this section are those in which joint planes are unbounded.
Unbounded models include Orthogonal, Veneziano, and Dershowitz
models with area persistence PA=100%, and Baecher models with
joint diameter larger than the scale of the problem. Derivations
based on the simplest, orthogonal model are presented first,
followed by increasingly more complex models.
Unbounded Parallel and Orthogonal Jointing
The simplest model for joints in three dimension is that of a
single, parallel joint set with constant spacing Sj contained in
a cubic region with sides of dimension R. Dimension R will be
referred to as the "scale" of the region. The volume of the
region is R^3, and the area of each joint is R^2. If the number
of joints in the cubic reqion is Nj, then persistence measures
P31 and P32 for this reqion are,
(7.8) P31 = Nj/ R^3
P32 = Nj*R^2/R^3 = Nj/R
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P32 = P31 * R^2
The number of joints Nj in a cubic RxRxR region can be expressed
in terms of the spacing Sj between joints as,
(7.9) Nj R/Sj
Therefore, in terms of the spacing between joints Sj, persistence
measures P31 and P32 are,
(7.10) P31 (R/Sj)/R^3 1/(Sj*R^2)
P32 = (R/Sj)*R^2/R^3 1/Sj
This derivation indicates that P32 is dependent only on the mean
spacing between joints Sj and is therefore independent of the
size of the region being modeled. P31, on the other hand, is
dependent upon model region size, and also on model region shape.
For a spherical region of radius R, the mean joint area, Aj for
parallel joint systems with constant spacing Sj is (Solomon,
1978)
(7.11) E[Aj] = (2/3)*pi*R^2
The volume of the spherical. region is,
(7.12) Vr = (4/3)*pi*R^3
and number of joints in the spherical region Nj is
(7.13) Nj = 2.*R/Sj
Therefore, P31 and P32 can be expressed in terms of Sj as,
(7.14) P31 = Nj/Vr = 2.*R/Sj]/[(4/3)*pi*R^3]
P31 = (3/2)/(pi*Sj*R^2)
P32 = P31*E[Aj] - 1./Sj
Again, P32 is independent of the size of the model region. This
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solution can be generalized to orthogonal models consisting of
three sets of parallel joints by using Sj to calculate P31 and
P32 for each joint set, and then adding the intensities for each
set to obtain the total intensity. If the spacing Sj is the same
for each of three orthogonal joint sets,
(7.15) P31 = 3.*(3/2)/(pi*Sj*R^2)
P32 = 3./Sj
The assumption of constant spacing Sj made in this derivation can
be relaxed by introduction of a distribution of spacings fs(Sj).
If the location of joints within each set is a Poisson process,
the distribution of spacings fs(Sj) will be exponential,
(7.16) fs(Sj) = (1/Sbar)*exp(-Sj/Sbar) on [O,oo]
where Sbar is the mean joint spacing.
The number of joints in the interval R is described by the
Poisson distribution (Benjamin and Cornell, 1970),
(7.17) fn(Nj) = Nbar^(Nj)*exp(-Nbar)/Nj!, on [O,oo]
with mean number of joints Nbar and standard deviation Nbar^O0.5
The relationship between mean spacing and the mean number of
joints in an interval R is,
(7.18) E[Nj] = Nbar = R/Sbar.
From equation 7.9, P32 can be expressed in terms of Nj as,
(7.19) P32 = Nj/R,
and therefore the expected value of P32 is equal to,
(7.20) EP32] = E[Nj]/R = 1/Sbar
Since P32 and Nj are related only by the constant R, the
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distribution of P32 can be derived from the distribution of Nj
as,
(7.21) fp(P32) = fn(P32*R) on [O,oo]
= [Nbar^(P32*R) *exp(-Nbar)/[(P32*R)!]
= [(R/Sbar)^(P32*R) ]*exp (-R/Sbar)/[(P32*R) !]
This indicates that while the expected value of P32 is
independent of the scale of the problem R, the distribution
fp(P32) is scale dependent. This is reasonable, since P32 is in
effect an average, so that the variance decreases with the number
of joints (Benjamin and Cornell, 1970),
(7.22) V[P32] oc /Nj = 1/(P32*R)
For large numbers of joints Nj, P32 is a continuous random
variable, and the Poisson distribution reduces to a normal
distribution, so that the distribution of P32 can be considered
normal for practical purposes.
(7.23) fp(P32) = N(P32bar,P32var]
where NE ] is the normal distribution and P32bar and P32var are
the mean and standard deviaton of P32.
The relationship between P31, P32, and Poisson intensity
parameter lambda can be derive in the following way. lambda is
equal to the expected number of joints intersecting a randomly
oriented line segment of unit length. For a single set of
parallel joints, lambda is equal to the inverse of the mean joint
spacing Sbar, and 1/lambda can therfore be substituted directly
for Sbar in equations 7.9 through 7.21. For a joint system with
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three orthogonal joint sets, a line segment with a random
orientation will only intersect on the average two of the three
joint sets. As a result, for an orthogonal joint system with mean
spacing Sbar in each set, the expected value of lambda is 2/Sbar,
rather than 3/Sbar as would be calculated by adding the
intensities of the three sets.
(7.24) lambda = 2/Sbar
Relationships between P32 and Sbar for orthogonal jointing can
therefore be expressed in terms of lambda. For three orthogonal
joint sets, both P31 and P32 are three times the values obtained
for a single set of parallel joints (equation 7.15). In a cubic
region,
(7.25) EP32] = 3./Sbar = (3/2)*lambda
E[P31 = 3./(Sbar*R ^2) = (3/2)*lambda/R^2
Unbounded, Randomly Oriented Jointing
The next assumption to be relaxed is that of constant joint
orientations such that joints form parallel sets. In order to
determine the relationship between P31 and P32 for models with
orientations distributed by a distribution f(phi,theta), the
relationship between joint area and region size must be derived.
Joint areas have been derived for spherical model regions and
uniform orientation distributions only. Solomon(1978) has shown
that the distribution of chord lengths in a sphere of radius R
is,
(7.26) fc(c) = (c/2)*(1/R)^2*[1- (c/(2.*R))^2'"-0.5 on 0O,2R]
"I
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where fc(c) is the probability density function. The expected
value and variance of chord length c are,
(7.27) E[c] = (pi/2)*R
E[c^2 = (8/3)*R^2
V[c] = (8/3-pi^2/4)*R^2 O0.1993*R^2
The moments of the area Aj of circular joints within a sphere of
radius R can be obtained from the moments of chord length c,
using the second moment approximation formula (Equation 5.47)
(7.28) E[g(x)] g(xbar) +g"(xbar)*xvar]/2
VEg(x)] - xvar * (g'(xbar))^2
In terms of chord length c, the area of circular joints Aj is,
(7.29) Aj (c) = (pi/4)*c^2
The moments of joint area Aj are therefore,
(7.30) E[Aj] ' Aj(EEc]) + Aj"(E[c])*Vc]/2
' (pi/4)*[pi*R/2]^2 + (pi/2)*(0.1993)*(R^2)/2
E (pi^3/16 + pi/20.07)*R^2
2.094*R^2
(7.31) V[Aj] - Aj '(E[c])^2*V[c]
- [(pi/2)*(pi*R/2)]^2 * (0.1993)*R^2
(0. 1993*pi^4/16) *R^4
- 1.2134*R^4
The relationship between persistence measures P31 and P32 is,
(7.32) EP32] EP31]*E[Aj].
Inserting the above expression for E[Aj] in terms of the radius
of a spherical modeling region,
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(7.33) E[P32) - 2.094*R^2*ECP31J
For other distributions of joint orientation, the expected value
of joint area may be different, in which case the relationship
between P31 and P32 in equation 7.33 above would only be
approximate. However, according to Sulanke(1961), the
distribution of chord lengths is not sensitive to orientation
distributions. As a result, the distribution of joint areas would
also be the same, and equation 7.33 would apply.
Analytical relations between Poisson intensity parameter lambda
and persistence measures P31 and P32 have not been derived
exactly even for uniform orientation distribution. These
relationships can be obtained approximately, however, on the
&·
basis of work by Miles (1973). Miles was interested in the
polyhedra formed in a region K by randomly oriented Poisson
planes of intensity lambda. He derived values for the expected
volume Va and surface area Sa per polyhedron, independent of the
shape of region K. As the area of the region approaches infinity,
(7.34) E[Va] = (6/pi)/lambda^3
E[Sa] = (24/pi)/lambda^2
The expected value of the number of polyhedra per unit volume Np
in a region K is equal to the inverse of the expected volume per
polyhedron,
(7.34) E[Np] - 1/E[Va] = (pi/6)*lambda^3
The total joint area per unit volume P32 inside region K is
approximately equal to one half the total surface area of
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polyhedra, since each joint is the face of two polyhedra.
(7.35) P32 T (1/2)*E[Np]*E[Sa]
(1/2)*[(pi/6)*lambda^3]*[(24/pi)/1 ambda^2]
2.*lambda
This solution is almost 1.5 times that obtained for orthogonal
jointing in a cubic region (Equation 7.25). This difference is
the result of differences in the shape of the model region, and
in the orientation of jointing.
The relationship between P31 and lambda for a spherical region of
radius R is obtained by combining equations for P32 in terms of
P31 and P32 in terms of lambda (Equations 7.32 and 7.35),
(7.36) E[P31] = E[P32]/(2.094*R^2)
E[P31] - (2.*lambda)/(2.094*R^2)
E[P31] 0.9551 *lambda/R^2
Summary
Equations 7.8 through 7.36 above relate the three primary
measures of jointing intensity for unbounded parallel joints in a
cubic region, and for unbounded joints with a uniform orientation
distribution in a spherical region. For joints oriented according
to a distribution f(theta,phi), exact solutions are not
available, but the above expressions may be applied as a
reasonable approximation.
The derivations performed in this section are applicable to any
joint system model provided the joints are unbounded within the
scale of the model region. The solutions are all dependent upon
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the shape of the model region. Solutions for P32 and lambda are
independent of the size of the model region, while those for P31
are scale dependent.
7.2.3 Jointing Intensity Measures P31, P32, and lambda, Bounded
Joints.
Derivations in the previous sections were based upon the
assumption of unbounded joints, which resulted in a scale effect
in persistencce measure P31, since the size of each joint
included in any region depended upon the size of the region. In
this section, derivations will be performed for models in which
joints are bounded, and have sizes and shapes which are
independent of the region being modeled. These models include the
Orthogonal, Veneziano, and Dershowitz models with area
persistence PA less than 100 %, and the Baecher model with joint
sizes smaller than the scale of the region being evaluated.
By definition, persistence measures P31 and P32 are related by
the mean joint area Abar, regardless of the joint model
(equations 7.1 and 7.2),
(7.37) P31 = Number of Joint Per Unit Volume = Nj/Vr
P32 = Total Area of Joints Per Unit Volume = Nj*Abar/Vr
P32 = P31*Abar,
where Nj is the number of joints, Abar is the mean joint area,
and Vr is the volume of the region being modeled. Therefore, in
order to relate P31 and P32 for bounded joint models, all that is
needed is a value for mean joint area Abar.
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Second moment descriptions of joint areas for different models
and model regions have been derived using the equations for
approximate second moment formula (Equation 7.28) in terms of the
mean Abar standard deviation Abar. Second moments are summarized
in Table 7.1.
The mean and variance of measures P31 and P32 can be calculated
using the second moment approximation formula above and
means and standard deviations of joint area Abar and Asd from
Table 7.1.,
(7.38) EEP32] - E[P31]* Abar
V[P32] E- P31]*Asd"+ V[P31]*Abara
Note in Table 7.1 that the mean joint area Abar in the Dershowitz
model depends upon jointing intensity P32 and area persistence
PA. This occurs because increases in jointing intensity and
decreases in area persistence PA necessitate increases in the
number of joint planes. This increases in the number of joint
planes causes a decrease in the size of joints defined by joint
plane intersections.
The Poisson intensity parameter, lambda, is defined as the
intersection rate of a random line segment and the joints in a
joint set. For unbounded joints the relationship between lambda
and persistence measure P32 is (equation 7.35),
(7.39) P32L - 2.*1ambdaL
where P32L and lambdaL are intensity measures for unbounded
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TABLE 7.1
JOINT AREAS FOR JOINT SYSTEM MODELS
Model Joint Area References
Orthogonal Model, Abar = S1*S2
Constant Spacing S1,S2 Asd = 0.
-------______------.._--_______________________________________
Orthogonal Model Abar - 2.*S^2
Exponential Spacing, Asd - 1.414*S^2
Mean Spacing S
Baecher Model, Abar = Pi*R^2
Constant Radius R Asd = 0.
Baecher Model, Abar 2.*Pi*R^2
Exponential Radius, Asd - 2.*Pi*R^2
Mean Radius R
Veneziano and Abar = (4/Pi)*Lbar^2 Miles(1964)
Dershowitz Models, Mean Asd n 7.898 *Lbar^2
Trace Length Lbar
Dershowitz Model, Abar = (4*PA/Pi*P32)^2 -------
Jointing Intensity P32
and Area Persistence PA
=============== c == =============== =======z=======
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joints, which correpond to joint planes in the Orthogonal,
Veneziano, and Dershowitz models.
Noting that lambda is equal to the intersection rate of a random
line with joints, the probability that an intersection with a
joint line in an Orthogonal, Veneziano, or Dershowitz model will
also be an intersection with a joint is equal to area persistence
PA.
(7.40) PA lambda/lambdaL
By the defintion of area persistence PA (equation 7.7), the ratio
of the total joint area P32L to total joint plane area P32L is
also equal to PA,
(7.41) PA = P32/P32L
The expression for lambda in terms of P32 for bounded joints can
be found by substituting equations 7.40 and 7.41 into equation
7.39,
(7.42) P32*PA - 2.*lambdaL*PA
P32 2.*lambda
E[P32J = 2.*lambda.
This expression is valid also for Baecher models in which joints
are not defined on joint planes, since Baecher models may be
considered to be on joint planes with area persistence PA
approaching zero.
Summary
Second moment solutions have been obtained relating the three
intensity measures P1, P2, and lambda for joint systems with
A_
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bounded joints. All of these relationships are independent of the
shape of the model region, provided the size of the region is
sufficient to avoid significant changes in the mean joint area
due to intersections with the boundaries of the model region.
The relationships between P1, P2, and lambda for bounded joints
are dependent upon joint shape, and are therefore different for
all joint system models with different joint shapes.
7.2.4 Dimensionless Persistence Measures P33, P34, and P35.
Dimensionless persistence measures P33, P34, and P35 are derived
directly from perisistence measure P32, the total area of joints
per unit volume of the rock mass. P33, P34, and P35 are defined
as,
(7.43) P33 = Sum of joint areas per (unit volume)^2/3
P34 = Sum of (Joint Areas)^3/2 per unit volume
P35 = (Sum of Joint Areas)^3/2 per unit volume.
P33 can be expressed in terms of persistence measure P32 as,
(7.44) P33 = P32* Vr^(1/3)
where Vr is the volume of the model region. The distribution of
P33 can therefore be expressed in terms of the distribution of
P32 as,
(7.45) fp(P33) = Vr^(-1/3) *fp32(P33*Vr^(-1/3))
where fp32 is the distribution of P32. The mean and standard
deviation of P33 in terms of P32 are,
(7.46) EEP33 = E[P32]*Vr^(1/3)
SD[P33] = SDtP32]*Vr^(1/3)
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P34 and P35 must be derived from persistence measure P31, the
number of joints per unit volume, and the moments of joint area
Abar and Asd listed in Table 7.1, and the approximate second
moment formulae (Equation 7.28)
(7.47) P34 = P31* Sum [A^1.5] all joints/Nj
E[A^1.5] - Abar^1.5 + O.75*Asd^2/(2.*Abar^0.5)
SD[A^1.5 1.5*Abar^(O.5)*Asd
E[P343] P31*E[A^1.5]
SD[P34] = 1.5*P31*E[A^1.5]^0.5 *SD[A^1.53
P35 = P31* Abar^(1.5)
E[P35] = P31*Abar^1.5
SD[P35 1.5*P31*Abar^O.5*Asd
Summary
Relationships have been derived making it possible for jointing
intensity measures P33, P34, and P35 to be obtained when one
requires a dimensionless measure of jointing intensity. However,
since the calculation of these dimensionless measures introduces
additional complexity compared to more fundamental measures P31
and P32, they will not be used further here.
If applications are found which require dimensionless intensity
measures, any results expressed in terms of P31 and Abar, or P32
may be converted to a dimensionless measure using equations 7.45
through 764.
7.2.5 Summary
Full distribution and second moment relationships have been
440
derived relating persistence measures P31 through P35, and
Poisson intensity parameter lambda. Derivations show that for
unbounded joints, persistence measure P31 is dependent on the
scale of the region being modeled, while P32 and lambda are scale
independent.
The facility with which P31, P32, and lambda can be converted
using the equations derived in this section makes the selection
of a particular measure unimportant. P32 has an advantage as a
measure for practical applications, since it has a clear physical
meaning as the total area of joints per unit volume, is directly
related to Poisson intensity parameter lambda, and is scale
independent.
Derivations for dimensionless measures P33, P34, and P35 have
demonstrated that they can be derived easily from P31, P32, and
the moments of joint area.
Relationships between persistence measures P31 through P35 are
the same for all joint system models. These relationships do
vary, however, depending upon whether jointing is bounded or
unbounded, and upon the joint area distribution. For spherical
model regions, orientation distributions do not affect
relationships between intensity measures, while they may for
other model region shapes. Relationships between P32 and lambda
are dependent upon the joint system model.
Poisson intensity parameter lambda is defined identically in two
and three dimensions and can therefore be used to relate the
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intensity of jointing in a trace plane to the intensity of
jointing in the rock mass. Relationships between persistence
measures and lambda depend upon the geometry of the model region,
and the distributions of joint orientation. In addition, they may
be be limited to a Poisson process for joint location, since all
derivations for lambda are based upon that assumption. As a
result, any solution relating two and three dimensional
persistence measures based upon lambda will also be subject to
those restrictions.
For a uniform distribution of joint orientation in a spherical
region, persistence measures P2 in two dimensions and P32 in
three dimensions are related to lambda as (equations 5.33 and
7.42),
(7.48) P2 = (pi/2)*lambda
P32 = 2.*lambda
As a result, for these assumptions, persistence measures P2 and
P32 can be related by the expression,
(7.49) P32 = (4./pi)*P2
This relationship allows direct comparison of two and three
dimensional models. For other model regions and joint systems,
the relationship between P32 and P2 will be different, but can be
obtained using the equations in Sections 5.2 and 7.2
7.3 NETWORK CONNECTIVITY MEASURES
7.3.1 Introduction
The motivation for measurement of the connectivity of rock joint
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systems in three dimensions is the same as that for two
dimensional models discussed in Section 5.3.1 Many aspects of
the mechanical and hydrological performance of jointed rock
masses depend upon the level of interconnection of rock joints.
It is therefore useful to have quantitative measures of the level
of interconnection which results from different models and
assumptions
Four kinds of measures of joint system connectivity were
introduced in Chapter 5: intersection intensities, measures based
upon percolation theory, effective hydraulic conductivities, and
joint system size measures. All of these measures are also
applicable in three dimensions. Only one of the connectivity
measures defined in Section 5.3 must be defined differently in
two and three dimensions, and that is intersection intensity C1,
which must be converted from an intersection rate per unit area
to a rate per unit volume. Other measures are defined identically
in two and three dimensions. Table 7.2 summarizes the definitions
of connectivity measures in three dimensions. For more detailed
definitions, see Section 5.3.1 
These measures are developed analytically in the remainder of
this section. Because of the increased complexity of three
dimensional geometries, derivations are performed under more
restrictive assumptions in three dimensions than in two
dimensions. In addition, percolation theory measures C3 through
C6 have been developed in the literature only for systems of
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TABLE 7.2
MEASURES OF JOINT SYSTEM CONNECTIVITY
o Measures based on intersection intensity (number of joint
intersections in joint system)
C1 = Number of intersections between joints per
unit volume
C2 = Number of joint intersections in joint system/
number of intersections in a system with
similar geometry, except that PL=100%
o Measures based upon percolation theory, which measure
the size of joint networks of the basis of the
probability that any randomly selected joint will be
part of a network of a given size, measured in a
particular manner (see Figure 5.7 and Section 5.3.4),
C3(n) = Expected number of self-avoiding paths of n
steps starting from a randomly selected joint.
C4 = "Connective Constant", exp(lim(C3(n)/n), as n
approaches infinity.
C5 = "Percolation Probability", the probability
that a randomly selected joint is a member of
a network with x-Resultant length greater than
a given value. (i.e. the proportion of
joints which are part of networks which can
contribute to flow at a given scale)
C6 = "Connection Probability",the probability that
a randomly selected joint is a member of a
joint network of at least a certain number of
joints.
o Measures based on hydraulic (or electrical) conductivity
as an analog for connectivity,
C7 = Equivalent bulk hydraulic or electrical
conductivity of joint system.
o Measures based upon joint networks or unit size
distributions (see Figure 58),
C8 = Joint Network or Unit Size Distribution:
C8t = Distribution of joint network or unit size
expressed as total length of all joints in
the network or unit.
C8r = Distribution of joint network or unit size
expressed as the maximum distance between
any two points in the network or unit.
C8x = Distribution of joint network or unit size
expressed as the maximum difference in x
coordinates between any two points in the
network or unit.
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linear rather than planar elements. As a result, no solutions
based on percolation theory measures are presented.
7.3.2 Intersection Intensity, Connectivity Measure C1
Intersection between planar joints in three dimensions differs
from intersection between joint traces in that intersections are
line segments or lines rather than simple points. As a result of'
this difference, it can be difficult to define joint
intersections for the Baecher and Veneziano models in which
joints are defined in specific shapes (i.e. disks and polygons),
and joint intersection line segments must be defined within the
boundaries of two joints simultaneously.
Connectivity measure C1 is defined as the number of intersections
between joints per unit volume of the rock mass. This measure can
be derived analytically for all five of the rock joint system
models. Derivations are developed below by proceeding from simple
to increasingly complex models.
Unbounded, Orthogonal Jointing
For unbounded joint models, joint intersections in three
dimensions are defined by the line intersections between planes.
As a result, intersections are considerably more complex than the
point intersections between joint traces in two dimensions. For
an orthogonal joint model with three sets of infinite (unbounded)
joint planes, joints in each of the orthogonal sets intersect all
joints in the other two sets, but none of the joints within the
same set. As a result, intersection intensity must be calculated
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by summing the number of intersection between each pair of joint
sets, and is therefore proportional to the product of intensities
in each pair of joint sets.
The intensity of jointing can be expressed in terms of
persistence measure P31, the number of joints per unit volume. By
definition of P31, in a region of volume Vr there are P31*Vr
joints. The number of intersections in region of volume Vr is the
product of the number of joints in each set. Representing the
number of joints in each set as Nja, Njb, and Njc, and the
intensity of jointing in sets one, two, and three as P31a and
P31b, and P31c, and assuming that all jointing is normal to the
axes of a square region of area Vr,
(7.50) Ni = Nja*Njb + Nja*Njc + Njb*Njc
Ni = (P31a*P31b + P31a*P31c + P31b*P31c)*Vr^2
where Ni is the number of joint intersections in volume Vr. Since
C1 is the number of intersections per unit volume,
(7.51) C = Ni/Vr
C1 = (P31a*P31b + P31a*P31c + P31b*P31c)*Vr
In this equation, intersection intensity C1 appears to be scale
dependent when expressed in terms of scale dependent jointing
intensity measure P31. Unlike two dimensional solutions, in which
this scale dependence disappears when the solution is expressed
in terms of scale independent intensity parameter P32, in three
dimensions, this scale dependence is a real characteristic of the
measure.
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From equation 7.8, the expression for the relationship between
P31 and P32 for unbounded orthogonal joint sets normal to the
axes of a cubic region of dimension R is,
(7.52) P32 = P31*Aj
Aj R^2
P32 = P31*R^2
where Aj is the area of each joint contained within the region.
Since the volume of a cubic region is R^3, P32 can be expressed
in terms of region volume as,
(7.53) P32 = P31*Vr^(2/3)
and P31 and be expressed in terms of region volume and P32 as,
(7.54) P31 = P32*Vr^(-2/3)
Replacing P31a, P31b, and P32c in equation 7.51 by scale
independent jointing intensity measures P32a, P32b, and P32c,
(7.55) C1 = (P32a*P32b+ P32a*P32c+ P32b*P32c)*Vr^-(4/3)]*Vr
C1 = (P32a*P32b + P32a*P32c + P32b*P32c)*Vr^-(1/3)
Therefore, even in terms of the scale independent jointing
intensity parameter P32, three dimensional intersection intensity
C1 is still scale dependent. This can be explained as follows.
For unbounded joints, intersection intensity C1 decreases in
proportion to the area of joints and the probability of joint
intersection, and increases in proportion to the volume of the
region. In terms of the dimension R of the model region, joint
area and the probability of intersection are proportional to R^2
(Santalo, 1976), and the volume of the model region in
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proportional to R^3, so that,
(7.56) C1 oc R^3/(R^2*R^2) oc 1/R oc Vr^(-1/3)
In contrast for unbounded joint traces in two dimensions,
intersection intensity decreases in proportion to their length
and their probability of intersection, and increase in proportion
to the area of the model region. Length and probability of
intersection are both proportional to R (Santalo, 1976), while
the area of the region is proportional to RA2, so that
intersection intensity C1 is independent of the size of the model
region,
(7.57) Cl oc R^2/(R*R) oc 1
As a result, the intersection intensity of unbounded joints is
scale dependent in three dimensions and scale independent in two
diimensions.
If the intensity of jointing in each of the three sets were
equal, the total jointing intensity might be represented as,
(7.58) P32 5 P32a + P32b + P32c
where,
(7.59) P32a = P32b = P32c = P32/3.
Then, the intersection intensity in terms of the total joint
intensity P32 would be,
(7.60) C = (1/9)*P32^2*Vr^(-1/3) 0O.1111*P32^2*Vr^(-1/3)
The above solutions for C in terms of jointing intensity are
exact for orthogonal joint sets with constant spacing between
joint set. For joint sets with variable spacing, the above
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solution provides the expected value. The application of the
solutions for C1 in terms of P32 above are all subject to the
assumption of a cubic region with joints normal to the region
axes. This assumption was required in order to calculate the
average joint area for conversion between P31 and P32. For
a different region
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stochastic geometry solutions by
Miles(1964) and Santalo(1976). Unfortunately, the two derivations
produce different results. This difference may be the result of
the differences in assumptions in the derivations, although not
unreasonable assumption has been identified for either
derivation.
As noted in Section 7.3.2, intersections between unbounded joint
planes are defined by lines in three dimensional space. The
derivation of intersection intensity C1 based upon Miles(1964)
utilizes the fact that these plane intersection lines correspond
to the edges of the polyhedra bounded by the process of Poisson
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planes. The derivation based upon Santalo(1976) utilizes
solutions for the probability of intersection between joint
planes within a convex region. The derivation based upon Miles
will be presented first.
Miles(1964) derived the geometric characteristics of polyhedra
formed by intersections between Poisson planes with a uniform
distribution of orientation in a spherical region of infinite
extent. Among the characteristics he derived are the expected
number of polyhedral blocks per unit volume Np, and the expected
total edge length per block Le, for blocks formed by Poisson
planes with a uniform orientation distribution,
(7.61) ELel = 12/lambda
E[Np] (pi/6)*lambda^3
where lambda is the Poisson intensity parameter for joint planes.
In addition to E[Le] and E[Np] derived by Miles, two additional
geometric characteristics must be derived in order to calculate
intersection intensity C1. These characteristics are:
o The expected number of polyhedral blocks sharing each
edge E[Se], where edges are defined as the intersections
between block faces,
o The average length of joint intersections within the model
region, E[Lc].
Intersection intensity C1 will be derived first by assuming that
the values of ESe] and E[Lc] are known, and then determining the
values of E[Se] and E[Lc].
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The expected total length of block edges E[Lt] in a region K is
equal to the product of number of blocks per unit volume E[Np],
the region volume Vr, and the expected total edge length per
block E[Le],
(7.62) E[Lt] E[Np]*Vr*E[Le]
The total length of joint plane intersections Li is approximately
equal to the total edge length divided by the number of blocks
sharing each edge,
(7.63) E[Li] - E[Lt]/E[Se]
E[Li] E[Np]*Vr*E[Le]/E[Se]
The number of intersections in region K, Ni, is approximately
equal to the total length of intersections divided by the average
length of each intersection line, E[La], within the region,
(7.64) E[Ni] - E[Li]/E[La]
E[Ni] - E[Np]*Vr*E[Le]/(E[Se]*E[La])
Introducing the expected values of Np and Le derived by Miles and
dividing both sides of equation 7.64 by region volume Vr,
(7.65) EEC1] = Ni/Vr - E[Np]*E[Le]/(ECSe]*E[La])
E[C1 - [(pi/6)*lambda^3 ]*[12/lambda]/(E[Se]*E[La])
E[CI] 2.*pi*lambda^2/(E[Se]*E[La]),
Dimensional analysis can be performed to verify that this
solution is reasonable. The appropriate dimensionality for
intersection intensity C is [L^-3]. The dimensionality of
lambda, Se, and La are [L^-l], [1] and [L] respectively, so that
(7-66) [L^-3] =? [L^-1]^2/[L]
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[L^-3 = [L^-3]
This verifies that the solution is at least dimensionally
correct. Values of the expected number of blocks sharing each
edge, ESeJ, and the mean length of joint plane intersections La
must now be evaluated. Since each joint plane intersection
divides the'rock mass into four regions,
(7.67) E[Se] = 4.
The value of ELa] depends upon the geometry of the region. For a
spherical region, ELa] is equal to the expected value of chord
length for randomly oriented chords in a spherical region. This
was derived by Solomon(1978) to be,
(7.68) E[La = (pi/2)*R
where R is the radius of the spherical region. Expressing R in
terms of the volume Vr of the spherical region,
(7.69) R (O.75*Vr/pi)^(1/3)
E[La = (pi/2)*(0.75*Vr/pi)^(1/3),
The expression for intersection intensity C1 in terms of Poisson
intensity parameter lambda is found by combining equations 7.61
through 7.69,
(7.70) E[C1C] lambda^2*(0.75*Vr/pi)^(-1/3)
From equation 7.35, lambda can be expressed in terms of
persistence measure P32 as,
(7.71) lambda = P32/2
Intersection intensity C1 can be expressed in terms of
persistence measure P32 by substituting equation 7.71 into
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equation 7.70,
(7.72) E[C11] = 0.25*P32^2*(0.75*Vr/pi)^(-1/3)
E[CI] 0.4030 * P32^2 *Vr^(-1/3)
Like the expression for intersection intensity C1 for unbounded
orthogonal jointing (Equation 7.60), and unlike expressions for
intersection intensity in two dimensions (Section 5.3), this
derivation produces a result which is scale dependent. This scale
dependence remains even though the solution is expressed in terms
of scale independent jointing intensity parameters lambda and
P32.
An alternative derivation of the intersection intensity for
unbounded joints with a uniform orientation distribution is based
upon Santalo(1976) 's solution for the probability that two
regions of dimensionalities p and q intersecting an n dimensional
region K will intersect within that region,
(7.73) PEL1 int L2 int K] = {2.*(p-l)!*(q-1)!*0(p-l)*O(q-1)*
0 (2n-p-q+1) *M (p+q-n- 1,K)} /
{(p+q-n-1) !*(n-1) !*0(n-p+l)*0(n-q+l)*
0(p+q-n-1)*M(p-1, K)*M(q-1,K)}
where Santalo defines O(r) as the surface area of an r-
dimensional unit sphere and M(r,K) as the integral of mean
curvature of r dimensional region K.
Since our primary purpose here is to derive a value for
intersection intensity, only the values of O(r) and M(r,K)
required for this derivation will be provided here. Refer to
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Santalo(1976) for further discussion of O(r) and M(r,K).
For the problem of interest, the dimensionality of the two joint
planes p-q=2, and the dimensionality of the region n=3, and
(7.74) P[L1 int L2 int K = 2.*(2-1)1*(2-1)!*0(2-1)*0(2-1)*
0 (6-2-2+1) *M (2+2-3-1, K) }/
{ (2+2-3-1) ! t(3-1) !*0 (3-2+1)*0(3-2+1)*
0(2+2-3-1)*M(2-, K)*M (2-l,K) 
- {0 (1) ^2*0 (3) *M (0, K) } /
{0 (2)^2*0 (0) *M (1, K)^21
Values of O(r) obtained from Santalo(1976) are,
(7.75) 0(0) 2, 0(1) = 2*pi, 0(2) = 4.*pi, 0(3) = 2.*pi^2
Calculation of M(r,K) requires designation of the shape of the
region. For a spherical region of radius R,
(7.76) M(O,ball) = 4.*pi*R^2 , M(1,ball) = 4.*pi*R
Introducing these values into the equation above, the probability
that two joints intersecting a spherical region K is
(7.77) P L int L2 int K] = {(2.*pi)^2*(2.*pi^2) *
(4.*pi*R^2) / {(4.*pi)^2*(2.) (4.*pi*R)^2)
- pi/16
This probability can be used to derive intersection intensity C1
for randomly oriented joint planes. In order to facilitate the
derivation, the assumption will be made that the probability that
a given joint plane is within the region is independent of the
number of joint planes that it is already intersecting,
(7.78) P[L1 int L31 L1 int L2] = PL1 int L2]
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This assumption introduces some error, since the conditional
probability is not exactly equal to the unconditional
probability. For example, the expected number of intersections
for joint planes located near the center of the region is greater
than the expected number for joint planes near the edge of the
region.
Given the above assumption and the probability P of intersection
of randomly oriented joint planes within a spherical region K,
the expected number of intersections Ni between Nj joint planes
within the region is,
(7.79) Ni = Nj * (Nj-1)* P/2
For large values of Nj, this is approximately equal to,
(7.80) Ni - Nj^2 * P/2
Introducing the value of P for unbounded joint planes in a
spherical region (equation 7.77),
(7.81) Ni - Nj^2 * (pi/16)/2.
Recalling that C1 is equal to Ni divided by the volume of the
region Vr, and P31 is equal to Nj divided by Vr, equation 7.81
can be expressed in terms of P31 and Vr as,
(7.82) C1 = Ni/Vr ' (P31*Vr)^2 * pi/32
C1 P31^2 * (pi/32) * Vr
C1 0.0982 * P31^2 * Vr
For a spherical region of radius R and volume Vr, the
relationship between P31 and P32 is (equation 7.32),
(7.83) P32 - 2.094 * R^2 * P31
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Expressing the radius of the-region in terms of the region
volume (Equation 7.69),
(7.84) R = (0.75*Vr/pi)^(1/3)
P32 2.094 * (0.75*Vr/pi)^(2/3) * P31
P32 ~ 0.8058 * Vr^(2/3) * P31
P31 ' 1.2409 * Vr^(-2/3) * P32
Intersection intensity C1 can be expressed in terms of P32 by
substituting equation 7.84 into equation 7.82,
(7.85) C1 - 0.0982 * (1.2409*Vr^(-2/3)*P32)^2 * Vr
C1 0.1512 * P32^2 * Vr^(-1/3)
This result is different from the solution obtained in equation
7.72 based upon Miles(1964). While intersection intensity is
proportional to P32^2*Vr^(-1/3) in both equations, the
coefficient of equation 7.72 is 0.4030, which is (8/3) the
coefficient in equation 7.85. Both derivations assume randomly
oriented, unbounded joints, and would therefore be expected to
produce the same result. Differences between the two solutions
may be result of differences in the assumptions made in the two
derivations, although no unreasonable assumption has been
identified in either derivation.
Equations 7.72 and 7.85 can be compared to the results obtained
for unbounded orthogonal joints in three dimensions, , and for
randomly oriented joints in two dimensions. Intersection
intensity C1 for unbounded orthogonal joints in a cubic region is
(equation 7.60),
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(7.86) C1 ' 0.1111 * P32^2 * Vr^(-1/3)
The coefficient in this equation is 73 percent of
that in equation 7.85, while it is only 28 percent of the
coefficient in equation 7.72 . In two dimensions, the
intersection intensities for orthogonal jointing in a square
region and uniformly oriented jointing in a circular region are
(equations 5.62 and 5.74),
(7.87) cl ' P2^2/4 Orthogonal jointing, square region
C1 v P2^2/pi Uniform orientations, circular region
In two dimensions, the intersection intensity for orthogonal
jointing in a square region is (pi/4) or approximately 79 percent
of the intersection intensity for jointing with a uniform
orientation distribution in a circular region. This is similar to
the result of the derivation based on Santalo(1976) in equation
7.85. Equation 7.85 is also supported by simulations presented in
Section 8.3 
The next level of model complexity is the introduction of a
distribution function f(phi,theta) for the orientation of joints.
This corresponds to Baecher models with joint length greater than
the scale of the problem, and Veneziano and Dershowitz models
with area persistence PA = 100%. In two dimensions, it was
possible to calculate intersection intensity for joint lines with
a given orientation distribution on the basis of an analytical
solution by Dufour(1972). Unfortunately, a corresponding solution
for planes in three dimensions has not been obtained. As a
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result, intersection intensity as a function of orientation
distribution for three dimensional models must be obtained on the
basis of simulation (Chapter 8).
Bounded Jointing
The intersection intensity for bounded joint models is developed
on the basis of the solution for unbounded orthogonal and
uniformly oriented joint planes above. The difficulties with
derivation of intersection intensity for bounded joint models
arise from the complexity of the shape of intersections between
two dimensional figures in three dimensions. Intersections
between quadrilateral, disk, and polygonal joints from
Orthogonal, Baecher, Veneziano, Dershowitz, and Mosaic Block
Tesselation models are shown in Figures 3.2, 3.4, 3.11, 3.13,
3.20, and 3.21.
Intersections between Baecher and Veneziano models are
particularly difficult to evaluate, because the intersections are
not located systematically with respect to the edges of the
disks. For models in which joint intersections correspond to
edges, joint intersection intensity can be calculated on the
basis of Miles(1964) solutions for the geometry of the polyhedra
formed by joint planes and Miles(1971b) solutions for Mosaic
Block Tesselation.
Intersection intensity will be derived below for Orthogonal,
Dershowitz, Mosaic Block Tesselation, and Baecher models. No
derivation will be presented for the Veneziano model, because of
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the complexity of intersections between joints in that model.
(The three dimensional Veneziano model was also not implemented
in joint system simulation package JINX).
In this section, joint boundaries in Orthogonal, Dershowitz, and
Mosaic Block Tesselation models are defined by joint plane
intersections, even when both sides of a joint plane intersection
are marked as open joints. Note that this definition of joints is
different from that used for two dimensional models: In two
dimensional models (Chapter 5), joints were defined by
continuously open portions of joint planes, regardless of whether
joint plane intersections occured along the length of the joint
(Figure 7.1a). For three dimensional models, all joints are
assumed to terminate at joint plane intersections. As a result,
continuously open portions of a joint plane divided by joint
plane intersections are counted not as one joint, but as the
number of polygons formed by the joint planes (Figure 7.lb).
Bounded Orthogonal Jointing
The first model for which intersection intensity will be
calculated is the Orthogonal model. In this derivation, the three
orthogonal joint sets are assumed to be normal to the axes of a
cubic region. The spacing between joints in each set is Sj, and
the side length of the cubic region is R. In this model, each
joint has four edges, with each edge formed by the intersection
of two joint planes.
The area Aj of each joint formed by the intersection of joint
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(a) Two Dimensions
(b) Three Dimensions
Figure 7.1 Definition of Bounded Joints in Two and Three
Dimensions
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planes is,
(7.88) Aj = Sj^2
The number of joints on each joint plane Njp is equal to the area
of the joint divided by the area of the joint plane within the
cubic region, R^2,
(7.89) Njp = R^2/Sj^2
The number of joints in the region Njt is equal to the number of
joints in each joint plane times the total number of joint planes
Np,
(7.90) Njt = Np*Njp,
where the total number of joint planes is equal to the number of
joint sets (i.e. 3), multiplied by the dimension of the region R
divided by the spacing between joints in each set, Sj
(7.91) Np = 3.*R/Sj
If all of the joints in the region are defined as open, the
number of joint intersections Ni is then equal to the total
number of joint edges Ne, divided by the number of joints sharing
each edge (i.e. 4),
(7.92) Ni = Ne/ 4
Since each joint is a quadrilateral, the number of joint edges is
equal to four time the number of joints, and the number of
intersections is equal to,
(7.93) Ni = (4.*Njt)/4
Ni = Np*Njp
Ni = (3.*R/Sj)*(R^2/Sj^2)
461
Ni 3.*R^3/Sj^3
Since the volume of the cubic region is R^3, intersection
intensity C1 can be calculated by dividing both sides of the
equation by R^3,
(7.94) C1 = 3./Sj^3
From equation 7.15, the intensity of jointing P32a in each joint
set can be expressed in terms of Sj as,
(7.95) P32a 1l/Sj
The total jointing intensity P32 for three joint sets of equal
spacing Sj is therefore,
(7.96) P32 = 3.*P32a 3./Sj
Intersection intensity C1 in terms of P32 is found by
substituting equation 7.96 into equation 7.94,
(7.97) Cl = (1/9)*P32^3
Note that this solution, unlike those for unbounded joints
(Equation 7.60) is scale independent. This is because in this
case of bounded joints, the number of joint intersections on a
joint plane intersection line is proportional to the length of
the joint plane intersection line within the region. Since the
length of joint plane intersections within the model region is
proportional to the dimension of the model region R, the
intersection intensity for bounded line is proportional to R
times the intersection intensity for joint planes. Equation 7.49
shows that the intersection intensity for joint planes is
proportional to 1/R (equation 7.49), so that the intersection
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intensity for bounded joint is,
(7.98) C1 oc (1/R) * R
The solution in equation 7.97 is for joint planes with all
quadrilaterals defined by joint plane intersections defined as
open joints,i.e. area persistence PA=100%. For area persistence
less than 100, not all of the quadralaterals defined by joint
plane intersections are open joints, and consequently some joint
edges are not joint intersections.
The probability Pne that a joint edge does not correspond to a
joint intersection is equal to the probability that each of the
other three quadrilaterals sharing the edge are closed (i.e. not
joints),
(7.99) Pne = (1-PA)^3
The intersection intensity for an orthogonal joint system with PA
less than 100 percent can be found by multiplying the
intersection intensity with PA = 100 percent by the probability
that a joint edge will corresond to a joint intersection. This
probability is equal to 1.-Pne. Using P32p to indicate the
intensity of joint planes in equation 7.97,the intersection
intensity for an orthogonal model with PL less than 100% is,
(7.100) CI = (1.-Pne)*(1/9)*P32p^3
Cl = (1. - (1-PA)^3)*(1/9)*P32p^3
The total area of joints P32 for PA less than 100% is related to
the total area of the joint planes by,
(7.101) P32 = P32p*PA
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Therefore, in terms of the intensity of jointing P32, intersection
intensity for this model is,
(7.102) C (1. - (1-PA)^3)*(1/9)*(P32/PA)^3
Intersection intensity is plotted as a function of area
persistence PA in Figure 7.2, based upon equation 7.102. From
Figure 7.2 it can be seen that for constant jointing intensity
P32, intersection intensity increases
asymptotically to infinity as PA decreases to zero. This occurs
because as PA decreases, the number of joint planes must increase
for jointing intensity P32 to remain constant. As the number of
joint planes increases, the number of joint plane and joint
intersections increases.
Bounded Dershowitz Model Jointing
Intersection intensity C1 for the Dershowitz model with PL less
than 100% can be approximated by that for the orthogonal model
with joints defined by joint plane intersections. (Equation
7.102). Miles(1971) has shown that the average number of faces on
blocks formed by Poisson planes with uniform random orientation
is 6. This is a the same number of faces as the blocks formed by
the orthogonal model and therefore the intersection intensity for
the edges of the average block in the Dershowitz model is the
same as that for the orthogonal model.
The intersection intensity of the Dershowitz model as a function
of area persistence PA can therefore be approximated by that for
an orthogonal model. The standard deviation of the number of
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faces on blocks in the Dershowitz model is approximately 6.22,
and therefore this solution only a rough approximation.
Bounded Mosaic Tesselation Model Jointing
For Mosaic Block Tesselation models, the derivation of
intersection intensity C1 parallels that for the orthogonal
model. The differences between the two models are only in the
number of edges per joint E, and the number of joints sharing
each joint edge Ne. In terms of the number of joints per unit
volume P31, intersection intensity C1 is,
(7.103) C1 = P31*(E/Ne)*[1. - (1-PA)^(Ne-1)]
For Mosaic Block Tesselation, joint intensity measures P31 and
P32 are related by the mean joint area Abar, so that in term of
P32, intersection intensity C1 can be expressed as,
(7.104) Cl = (P32/Abar)*(E/Ne)*[1.- (-PA)^(Ne-1)]
For Voronoi tesselation (Figure 3.20), the number of edges per
joint E is 6, and the number of joints sharing each edge Ne is 3,
so that,
(7.105) C1 = 2.*(P32/Abar)*[1.-(1-PA)^2]
For Deluanay Tesselation (Figure 3.22), the number of edges per
joint E is 3, and the number of joint sharing each edge Ne is 4,
(7.106) C1 = (3/4)*(P32/Abar)*[1.-(1-PA)^3]
Bounded Baecher Model Jointing
The intersections between Baecher model disks are considerably
more complex than intersections for the Orthogonal, Dershowitz,
and Mosaic Block Tesselation models considered above. In all of
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the three dimensional models with bounded joints considered to
this point, joint edges have corresponded to joint intersections,
so that intersection intensity could be obtained from joint
geometry.
In the Baecher model, intersections between circular joints do
not correpond to the edges of joints. Intersection intensity C1
for the Baecher model will be derived approximately from the
probability of intersection of unbounded joints in a spherical
region.
Joint planes will be defined for the Baecher model as unbounded
planes containing circular joints. The intersection intensity for
joint planes Clp can be calculated from either equation 7.72 or
7.85 for unbounded joints,
(7.107) Cip 0.1512 * P32p^2 * Vr^(-1/3) equation 7.85
Clp 0.4030 * P32p^2 * Vr^(-1/3) equation 7.72
where P32p is the intensity of joint planes. The solution in
equation 7.85 will be used in this derivation, since it is more
consistent with other results (see equation 886).
The intersection intensity of the Baecher model can be
approximated by the intersection intensity for unbounded joint
planes times the probability that disk joints will intersect
given that joint planes intersect, p
(7.108) C1 ' p * Clp
The probability p can be approximated as the ratio of joint area
Aj to joint plane area Ap.
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(7.109) p - Aj/Ap
From equation 7.30 and Table 7.1, the expected values of joint
plane area in a spherical region and disk area are,
(7.110) E[Ap] - 2.094*Rr"2
E[Aj] 2.*pi*Rj^2
where Rr is the radius of the model region and Rj is the mean
joint radius.
Combining equations 7.107 through 7.110, intersection intensity
for bounded Baecher model joints can be expressed in terms of the
intensity of the process of joint planes as,
(7.111) C1 - (Aj/Ap) * 1.514 * P32p^2 * Vr^(-1/3)
C1 4.543 * (Rj/Rr)^2 * P32p^2 * Vr^(-1/3)
The intensity of circular joints, P32, is equal to the intensity
of joint planes, P32p, times the ratio of joint area to joint plane
area,
(7.112) P32 = P32p * E[Aj]/ELAp]
P32 P32p * (2.*pi*Rj^2)/(2.094*Rr^2)
P32 P32p * 3.* (Rj/Rr)^2
P32p - (1/3) * (Rr/Rj)^2 * P32
Intersection intensity C1 can be expressed in terms of the
intensity of jointing P32 by substituting equation 7.112 into
equation 7.111,
(7.113) C1 - 4.543*(Rj/Rr)^2*[(1/3)*(Rr/Rj)^2*P32]^2*Vr^(-1/3)
C1 - 0.505 * (Rr/Rj)^2 * P32^2 * Vr *(-1/3)
Equation 7.113 can be simplified by replacing Rj by an equivalent
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expression in terms of Vr (equation 7.84),
(7.114) Rr = (0.75*Vr/pi)^(1/3)
C1 0.194 * 1/Rj^2 * P32^2 * Vr^(1/3)
This expression should be considered as only a first
approximation, since the 7.109 is only a rough estimation of the
relationship between the probability of disk intersections within
a spherical region and the probability of joint plane
intersections.
Unlike derivations for intersection intensity C1 for bounded
Orthogonal, Dershowitz, and Mosaic Block Tesselation models, this
solution is dependent upon the volume of the model region.
Intersection intensity in these models is independent of the
volume of the model region because joint edges are defined by
joint intersections, so that increases in the number of joints
does not effect the expected number of intersections per joint.
In contrast, in the Baecher model, an increases in the absolute
number of joints causes an increase in the probability of joint
intersections. As a result, for constant jointing intensity P32,
decreases in joint radius, and increases in the volume of the
model region, which both increase the absolute number of joints,
increase intersection intensity C1.
Summary
Intersection intensity, C1, has been derived for Orthogonal,
Baecher, Dershowitz, and Mosaic Block Tesselation joint systems
models with bounded and unbounded joints.
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For all joint systems with unbounded joints, and Baecher models
with bounded joints, intersection intensity CI increases with the
volume of the model region. For Orthogonal, Dershowitz, and
Mosaic Block Tesselation models, intersection intensity C is
independent of the volume of the model region.
Two different solutions were obtained for the intersection
intensity of joint systems with unbounded joints and a uniform
orientation distribution. The derivation based upon Miles(1964)
resulted in an value of intersection (8/3) times that obtained
from the derivation based upon Santalo(1976). The value of
intersection intensity based upon Santalo(1976) is more
consistent with other results obtained for C than that for
Miles, and is probably correct. The solution based upon Santalo
corresponds well to numerical simulations presented in Section
8.3 
For Orthogonal, Dershowitz, and Mosaic Block Tesselation models,
with joints defined by joint plane intersections, intersection
intensity Cl is dependent upon area persistence PA. The
functional dependence of C on PA is different for each joint
system model.
Table 7.3 summarizes the expressions for intersection intensity
C1 for each of the joint system models derived above. All
solutions are expressed in terms of the scale independent joint
intensity measure P32 and region volume Vr. For unbounded joints,
the solution for the Orthogonal and Dershowitz models are in
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TABLE 7.3
INTERSECTION INTENSITY, C1
FOR THREE DIMENSIONAL JOINT SYSTEM MODELS
Model Description Intersection Intensity
UNBOUNDED JOINTS AND JOINT PLANES
Orthogonal joint sets Cl = (1/9) * P32^2 * Vr^(-1/3)
(Cubic region)
Randomly oriented joints (Miles) C1 = 0.1512 * P32^2 * Vr^(-1/3)
(Spherical region) (Santalo) C1 = 0.4030 * P32^2 * Vr^(-1/3)
BOUNDED JOINTS
Orthogonal Model C1 = (1/9)*[(1.-(1-PA))/PA]^3
Dershowitz Model *P32^3
Voronoi Mosaic Tesselation C1 = 2.*(P32/Abar)*
[1.-(1.-PA)^2]
Delaunay Mosaic Tesselation C1 = (3/4)*(P32/Abar)*
[1.-(1-PA)^3
Baecher Model C1 - O.194*(P32/Rj)^2*Vr^(1/3)
Definition of parameters used in Table 7.3:
P32 is the total jointing intensity for the model, including all
joint sets. Vr is the volume of the model region. PA is area
persistence, the percentage of each joint plane defined by open
joints. Rj is the joint radius in the Baecher model, and Abar is
the mean joint area in the Voronoi and Delaunay Mosaic Block
Tesselation models.
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cubic and spherical regions, respectively, For bounded joints,
the exact region shape is unimportant, provided the region is
sufficiently large that intersections with the region boundary do
not substantially alter the joint system geometry.
7.3.3 Connectivity Measure C2
Connectivity measure C2 is defined as the ratio of intersection
intensity for a rock mass model to the intersection intensity for
a corresponding model with the same number of joint planes but
with area persistence on each plane PA = 100%, rather than the PA
value in the model.
The intersection intensity with PA=100% corresponds to the
intersection intensity of a network which is connected at all
scales, and therefore C2 can be viewed as a measure of how
closely the rock joint network model approaches the maximum
connectivity network for that level of jointing intensity.
For all models of unbounded joints or joint planes with PA=100%,
the value of connectivity measure C2 is 1 by definition. For
other models it depends on area persistence PA. For the Veneziano
model, intersection intensity C1 has not been derived for bounded
joints, and it is therefore not possible to calculate P32.
The derivation of C2 requires first the determination of the
number of joint planes in the model, and then the calculation of
intersection intensity for the model, and the corresponding model
of joint planes with PA=100. Note that the PA=100 model will
have a different value of joint intensity P32 that the model
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being evaluated.
In Section 5.3.3 it was shown that connectivity measure C2 is
equal to the probability that a joint plane intersection will
also be a joint intersection. This probability was derived for
Orthogonal and Dershowitz models in equation 7.100 to be,
(7.115) C2 = (1.-(1-PA)^3)
For Mosaic Block Tesselations, there are no joint planes, but
joint system models with PA less than 100 percent can be compared
to corresponding models in which all block faces are defined as
joints. The probability that a joint intersection in the model
with PA = 100 percent will also be a joint intesection in the
model with PA less than 100 percent is equal to the probability p
that only one polyhedral block face meeting at a block edge will
be defined as an open joint. If the number of block faces meeting
at each block edge is Ne,
(7.116) C2 = p = (1-PA)*(PA) ^(Ne-1)
For the Voronoi and Delaunay Mosaic Tesselations, Ne is 3 and 4
respectively,
(7.117) C2 = (1-PA)*PA^2 Voronoi Tesselation
C2 = (1-PA)*PA^3 Delaunay Tesselation
For the Baecher joint system model, the probability p was derived
in equation 7.112,
(7.118) C2 = p - (Aj/Ap) = (2.*pi*Rj^2)/(2.094*Rr)^2
C2 - 3.*(Rj/Rr)^2
where Aj is the expected area of a joint of radius Rj, and Ap is
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the area of a joint plane in a spherical region of radius Rr.
Table 7.4 summarizes values of connectivity measure C2 for three
dimensional rock joint network models.
7.3.4 Percolation Theory Connectivity Measures C3, C4, C5, and C6
The definitions of percolation theory connectivity measures C3
through C6 are the same in both two and three dimensions.
Detailed definitions are provided in Section 5.3.4; Definitions
are summarized in Section 7.3.1.
All percolation theory results reported in the literature are for
networks of one dimensional conductors in two, three, or four
dimensional spaces. This corresponds directly to the problem of
flow in one dimensional joints in a two dimensional trace plane,
but not to two dimensional joints in three dimensional rock
masses (Figure 7.3). As a result, percolation theory results are
not directly applicable to three dimensional joint system
geometries. Here, possible approaches for application of
percolation theory results to three dimensional geometries will
be discussed.
The problem of interpretation of percolation theory results for
plate joints is one of transformation of the geometry of the
joints from one to two dimensions. Kirkpatrick(1971) provides a
formula for transformation of results between different
percolation networks. The geometry of the percolation network is
summarized in terms of the dimensionality of the problem D, and
the number of joints connected at each intersection ("node"), Nc.
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TABLE 7.4
CONNECTIVITY MEASURE, C2
FOR THREE DIMENSIONAL JOINT SYSTEM MODELS
Model Description
Orthogonal and Dershowitz Models
Block Tesselation: Voronoi
: Delaunay
Baecher Model
Connectivity Measure C2
C2 = (1.-(1-PA)^3)
C2 = (1.-PA)*PA"2
C2 = (1.-PA)*PA"3
C2 - 3.*(Rj/Rr)^2
PA = Area persistence, Rj = Mean joint radius, Rr = Radius of
spherical model region.
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A. THREE DIMENSIONAL PERCOLATION GRIDS ARE MADE UP OF
ONE DIMENSIONAL RESISTORS
B. THREE DIMENSION JOINTS SYSTEMS ARE MADE UP OF
PLANAR JOINTS
FIGURE 7.3 THREE DIMENSIONAL PERCOLATION THEORY
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For a simple two dimensional orthogonal network (Figure 5.17), D
is 3 and Nc is 4. The formula for conversion between geometries
is (irkpatrick, 1971),
(7.119) Pc = D/(Nc*(D-1))
Two dimensional joints can not be evaluated directly by this
formula, which assumes one dimensional connections between nodes.
However, if joints are represented as the nodes formed by
intersections in the percolation grid, then the topology of
percolation and joint networks correpond better (Figure 7.4).
Using this analogy, it might be possible to apply "atom"
percolation results to three dimensional Orthogonal, Dershowitz,
or Block Tesselation joint network models. Because of the
tenuosity of the geometrical correspondence, however, it is not
clear that, even with this conversion, percolation theory results
would be applicable. Further research on percolation theory
utilizing plate rather than linear resistors is necessary before
a realistic understanding of percolation theory connectivity
measures for three dimensional joint networks will be possible.
7.3.5 Effective Hydraulic Conductivity, Connectivity Measure C7
Effective hydraulic conductivity, C7 is a very important measure
of the connectivity of rock joint networks, esspecially for
hydrological applications. In general, effective hydraulic
conductivity must be determined by finite element models (Chapter
8). Analytical solutions for effective hydraulic conductivity are
possible only for relatively simple networks of unbounded joints
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(a) Atom Percolation: Each atom ("node") is connected
to six other atoms
I
(b) Orthogonal Joint System: Each joint is connected to
twelve other joints
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with constant strike. For these networks, the analytical solution
of Snow(1969) can be used (Equation 5.147). The constraint of
constant strike assures that the results of three dimensional
joints are equivalent to those for two dimensional joints in a
trace plane. Under this constraint, Orthogonal, Veneziano, and
Dershowitz models with area persistence PA of 100% can be
evaluated by equation 5.147.
For other joint network models, finite element modeling is
necessary. To date, very little analysis of the effective
hydraulic conductivity of plate joints has been conducted. Recent
research reports are presented by Neuman et.al.(1984) and
Long (1983)
Effective hydaulic conductivity for three dimensional Baecher and
Dershowitz models will be obtained by finite element simulation
in Chapter 8.
7.3.6 Joint Network Size, Connectivity Measure C8
Connectivity Measure C8 measures the extent of networks of
interconnected joints, where the term "network" is used to refer
to two or more intersecting joints. Percolation theory
connectivity measures Cn and Pn (Connectivity measures C3 and C6)
measure network size as the expected number of joints connected
into networks from a randomly selected joint within the rock
mass. Connectivity meaure C8 measures joint network size as a
function of the distance which a particle could travel within
the network. C8x measures the distribution of the maximum
17,
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difference in x coordinate between any two points in a network.
C8t measures the distribution of the total length of all joints
within a network. C8r measures the distribution of the maximum
absolute distance between any two points in a network.
No analytical solutions for connectivity measure C8 have been
obtained to date in either two or three dimensions. At present,
C8 must be evalutated by simulation. Simulations of C8 are
reported in Chapter 8.
7.3.7 Summary
Derivations have been performed for three dimensional
connectivity measures CI and C2 for Orthogonal, Baecher,
Dershowitz, and Mosaic Tesselation joint system models. For
connectivity measures C3 through C8, no three dimensional
analytical solutions have been obtained. Percolation probability,
C5, Effective Hydraulic Conductivity, C7, and Joint Network Size,
C8 will be studied by simulaton in Chapter 8.
Results obtained in this section for intersection intensity C1
and connectivity measure C2 indicate a substantial difference
between joint system models, and between two and three
dimensional implementations of those models.
When expressed in terms of dimensionless intensity measure P32,
intersection intensity is independent of the size of the model
region ("scale") for all joint system models in two dimensions.
Analyses in this section have found that in three dimensions,
intersection intensity is dependent on scale for all joint system
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models with unbounded joints, and for the Baecher model with
bounded joints.
The functional dependence of intersection intensity on jointing
intensity P32, joint size Aj, area persistence PA, and model
region volume Vr was derived for Orthogonal, Baecher, Dershowitz,
and Mosaic Block Tesselation models. The following
generalizations can be made about the connectivity of these
models in three dimensions on the basis of derivations for
intersection intensity C1:
o The intersection intensity of joint systems with a
uniform orientation distribution is greater than that
for orthogonal systems.
o Intersection intensity is approximately the same for
Orthogonal and Dershowitz models.
o For all four models studied, if jointing intensity P32
is constant, intersection intensity increases as area
persistence PA and joint size decreases.
o For the Baecher model with bounded joints, intersection
increases as the volume of the model region increases,
for constant jointing intensity P32.
o Intersection intensity decreases as the volume of the
model increases for models with unbounded joints.
Of the derivations which were performed for connectivity measures
in two dimensions in Chapter 5, the only major derivation which
was not carried out for the four models studied in three
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dimensions is the relationship between joint orientation
distribution and intersection intensity. This will be studied by
simulation in Chapter 8. In addition to this, derivations were
not performed in three dimensions for the Veneziano model,
because of the complexity of three dimensional intersections
between Veneziano model joints. The Veneziano model was also not
implemented in three dimensions in the JINX joint system
simulation package, so no three dimensional simulations will be
carried out with that model.
Percolation theory results reported in Chapter 5 are limited to
grids of one dimensional joints, and are therefore not directly
applicable to three dimensional problems. No percolation theory
solutions are reported in the literature for grids of two
dimensional resistors.
7.4 BLOCK SIZE
7.4.1 Introduction
Rock joint systems divide rock masses into blocks of rock.
Depending upon the model, these blocks may be well defined as in
the case of Veneziano, Dershowitz, and Mosaic Block Tesselation
models with PA=100%, or poorly defined, as in the case of Baecher
models. The purpose of block size measures is to evaluate the
distribution of the sizes of these blocks, for applications in
the fields of underground construction, mining, and slope
stability.
Block size measures were defined for two dimensional sections of
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rock blocks in trace planes in Section 5.4. Two type of measures
were defined: Full distribution or second moment measures, and
empirical measures. In three dimensions, the same measures
apply, and the same distinction must be made between rock joint
system models for which full distribution or second moment
descriptions are possible and those for which it is necessary to
rely an empirical measures.
The difference between two and three dimensional rock block size
measures is primarily one of dimension: In two dimensions, blocks
are measured in terms of areas [L^2], while in three, block sizes
are measured in volumes [L^3]. Beyond this difference, however,
the descriptors are the same: The models for which second moment
discriptions are possible in two dimensions are the same as those
for which second moment descriptions are possible in three
dimensions. Those which require empirical description in two
dimensions also require empirical description in three dimensions
7.4.2 Block Size Measures
In this section, block size measures will be defined and
developed. The block size measures developed here are defined for
the volume of three dimensional rock blocks.
The most complete measure of block size is the distribution of
the volumes of blocks, f(Bv). This measure can only be developed
for the simplest orthogonal joint system model with unbounded
joints (i.e. PA=100), and for other models with deterministic,
regular geometries.
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For more complex models, based on unbounded Poisson planes (i.e.
Baecher, Veneziano, and Dershowitz models with very large joint
sizes or PA=100%), second moment solutions for block volume, Vbar
(expected value of block volume) and Vsd (standard deviation of
block volume) are available from stochastic geometry (e.g.
Santalo, 1976).
For other models, where the size of joints is less than the scale
of the problem, or where PA is less than 100%, rock blocks are
formed by aggregation of the adjacent volumes which would be
distinct blocks if PA were 100% (Figure 7.5).
One approach to the derivation of the volume distribution for
these models is the use of clumping theory (Roach, 1968) to
determine the probability that any number of blocks will be
aggregated into a larger block. Analytical solutions have not yet
been obtained for any three dimensional clumping problems.
An alternative approach is the definition of empirical block size
measures. In both two and three dimensions, Empirical block size
measure B1 is defined as the distribution of distances Db from
Poisson points in the rock mass to the nearest joint in a random
direction. B is an indirect measure of block size: the larger
the rock blocks, the higher B1 is. B1 is able to approximately
take into account the effect of blocks formed by aggregation of
the blocks formed by Poisson planes, since the distance in a
random direction will extend into any portion of the block which
is radially connected to the random point in the block. B1 is not
ination of
ks across
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FIGURE 7.5 AGGREGATION OF ROCK BLOCKS IN THREE DIMENSIONS
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able to accurately measure block volume, however, since portions
of blocks which are blocked by "sawcut" joints or other more
complex block geometries are not included in Db.
The dimension of block size measure B is L], rather than [L^3]
as is approporiate for volume. The second empirical block size
measure, B2, is the distribution of the volumes of spherical
volumes with radius Db. Individual values of both Db and
(4/3)*pi*Db^3 used in block size measures B and B2 may either
overestimate or underestimate the volume of the block that they
are in. If the Poisson point and random direction are such that
the point is close to the nearest joint, Db will be small, and
will lead to an underestimate. Alternatively, if the Poisson
point is close to one joint, but the random direction is in the
opposite direction, Db will lead to an overestimate.
Nevertheless, both B1 and B2 are able to approximately measure
the volume of rock blocks which otherwise could not be quantified.
Analysis of block size measures will proceed from the simplest
orthogonal rock joint systems for which full distribution
descriptions of block size are possible to more complex
geometries and more empirical measures.
7.4.3 Full Distribution Description of Block Size
Unbounded, Orthogonal Jointing
The simplest rock joint system models for calculation of block
size are deterministic models such as orthogonal models with a
constant spacing between joints in each set and deterministic
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block tesselations. For orthogonal models with constant spacing
the block volume By is simply the product of the spacings S1, S2,
and S3 in each of the three sets of parallel joints,
(7.120) B = S1*S2,
where By is block volume and S1, S2, and S3 are the spacings
between the two joint sets.
In order to express Bv in terms of the intensity of jointing P32,
a particular region geometry must be assumed. For a cubic region
with axes normal each of the three joint sets, the spacing
between joints can be expressed in terms of P32 as,
(7.121) S1 = 1./P32,
so that,
(7.122) Bv = 1./(P32a*P32b*P32c)
where P32a, P32b, and P32c are intensities of jointing for the
three joint sets.
A full distribution measure of block volume can still be derived
for orthogonal joint system models with distributions of spacing
between joints in each joint set fl(S1), f2(S2), and f3(S3).
Using a transformation of variables similar to that used in
Chapter 5 (equation 5.161), (Papoulis, 1965),
(7.123) Bv = S1*S2*S3 = g(S1,S2)* S3,
where g = S1*S2,
(7.124) fg(g) = integral( (1/S)*f(S)*f2(g/S)*dS )
0 to oo
f(Bv) = integral( (1/S)*f3(S)*fg(Bv/S)*dS )
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O to oo
According to Baecher and Einstein(1983) and others, the
distribution of spacing between joints in sets of parallel joints
is commonly exponential, with parameter lambda equal to the
reciprocal of the mean spacing in each set. If the distributions
fl(S1), f2(S2), and f3(S3) are assumed to be exponential,
(7.125) fl(S1) - lambdal*exp(-lambdal*S1)
f2(S2) = lambda2*exp(-lambda2*S2)
f3(S3) = lambda3*exp(-lambda3*S3)
These distributions of can be used in equation 7.124 to obtain
the full distribution for block volume for the orthogonal joint
system model,
(7.126) fg(g) = integral( (1/S)*lambdal*lambda2*
O to oo exp(-lambdal*S -lambda2* Bv/S)*dS)
fv(Bv) = integral( (1/S)*lambda3*fg(Bv/S)*
0 to oo exp(-lambda3*S)*dS )
The mean and standard deviation of By is derived by the second
moment approximation formula (Equation 7.28) to be,
(7.127) E[Bv] = 1./(lambdal*lambda2*lambda3)
SD[Bv] = sqrt (7) /(lambdal*lambda2*lamdba3)
7.4.4 Second Moment Description of Block Size
For more complex models which include variation in joint plane
orientation, full distribution solutions have not been obtained.
Second moment solutions are available for Poisson plane and
mosaic block tesselation models. Both solutions require that
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planes be unbounded, with area persistence PA - 100%. The
solution for Poisson planes requires that joint planes have a
uniform distribution of orientations. The solution for Poisson
planes correponds to Veneziano and Dershowitz models with PA =
100% and to Baecher models with joint radius larger than the
scale of the problem. Solutions for mosaic block tesselation are
for Voronoi and Delaunay tesselations.
Unbounded, Randomly Oriented Jointing
Miles(1973) derived the mean and expected value of block volumes
for blocks formed by randomly oriented, unbounded Poisson planes.
Miles' derivations are expressed in terms of lambda, the
intensity of the point process formed by the intersections of a
random line segment with the Poisson plane process. In Equation
7.42, it was shown that for randomly oriented jointing lambda is
approximately equal to P32/2. Miles solutions for the moments of
block volume for unbounded Poisson planes with a uniform
orientation distribution are,
(7.128) E[Bv] = 6/(pi*lambda^3)
E[Bv^2] = 48/lambda^6,
V[Bv = (48-36./pi^2)/lambda^6 44.352/lambda^6
Miles(1973) also derived moments for the shape of blocks formed
by Poisson planes,
(7.129) E[N] = 8.
E[N^ 2 ] = (13.*pi^2+96)/3 74.768
VEN = EN^2 - (E[N])^2 ~ 10.768
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EES] = 6.
E[S^2 = (13*pi^2 +336)/12. 38.692
V[S] = E[S^2] -(E[N])^2 2.692
where S and N are the number of faces and vertices of the
polyhedral blocks respectively. This result shows that the
average rock block shape is a quadrilateral prism, with a
standard deviation of the number of sides of blocks formed by
Poisson planes of only approximately 1.64. Within about one
standard deviations, therefore, block shapes range between 4 and
8 sided polyhedra.
For this model, Miles also described an additional block size
measure, the distribution of I, the radius of the largest circle
which can be inscribed in a block. In terms of the intensity of
jointing Miles showed that the distribution fi(I) is,
(7.130) fi(I) = 2.*lambda*exp(-2*lambda*l)
where lambda is the Poisson intensity parameter for joint planes.
This is an approximate full distribution description of the
volume of blocks formed by unbounded Poisson planes with a
uniform distribution of orientations.
Mosaic Block Tesselation Jointing
For mosaic block tesselations, Miles(1971) derived second moments
for block volume and number of sides of blocks for both Voronoi
and Delaunay tesselations. Moments are expressed in terms of rho,
the number of seed points per unit volume. For the Voronoi
tesselation each seed point is the center of a block and,
4qC
(7.131) E[Bv = 1/rho
E[Bv^2] = 1.180/rho^2
V[Bv] = E[Bv^2) - (E[Bv])^2 = 0.180/rho^2
E[N] = 8
where N is the number of vertices of the blocks. For Delaunay
tesselation, each seed represents a vertex of a four sided block
and,
(7.132) E[Bv] 0.1478/rho
E[Bv^2] - 0.0248/rho^2
VEBv = E[Bv^2 - (E[Bv])^2 0.0030/rho^2
N = 4.
Bounded Jointing
For rock joint system models with area persistence PA less than
100%, the volume of blocks must be calculated by determining the
distributions of number of blocks connected together into clumps
as a function of area persistence PA. For Baecher and Veneziano
models, block geometry is very complex, and it is difficult to
even define what is meant by a rock block, since joints do not
divide the rock into distinct blocks unless joint intersection
densities are high. For these models, even second moment
estimates of block size are unavailable, and empirical measures
of block size must be used.
Second moment derivations are presented below for the volume of
Orthogonal, Dershowitz, and Mosaic Block Tesselation joint
system models with PA less than 100%. For Baecher and Veneziano
A(
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models, only empirical block size measures can be used. Empirical
block size measures are developed in Section 7.4.5 which can be
applied to all joint system models, including the Baecher and
Veneziano models. Simulations are performed for empirical block
size measures of Baecher and Dershowitz models in Chapter 8.
Bounded Orthogonal, Dershowitz, and Mosaic Tesselation Jointing
For orthogonal models with joints defined by joint plane
intersections joint systems, Dershowitz models, and Mosaic Block
Tesselation models, rock blocks are formed by aggregates of
blocks defined by joint planes (Figure 7.6b). The distribution of
block sizes must then take into account the probability that n
blocks formed by joint planes (termed "blocks" below) will be
formed into one block (termed a "unit" below) because the joint
planes between the blocks are intact. The procedure for
calculating the distribution of the volumes of units made up of
several blocks is the same as that for calculation of the
distribution of the areas of units made up of several blocks in
two dimensions described in Section 5.4.
The distribution fc(Bvc) of the volume Bcv of units made up of n
blocks is,
(7.133) fc(Bvc) = Sum { fn(n) * fs(Sum [ Bv ] }
all n 1 to n
where fn(n) is the distribution of number of blocks per unit, and
fs(Sum[Bv]) is the distribution of the sum of the volume of n
blocks. Unfortunately, the distribution fn(n) has not been solved
492
(Roach, 1968), so the distribution of the volume of units cannot
be solved analytically.
For Orthogonal, Dershowitz, and Mosaic Block Tesselation joint
system models with area persistence PA less than 100, the
expected value of units made up of several blocks can be obtained
approximately from a solution by Sykes and Essam (1964). Sykes
and Essam used an infinite series to obtain a solution for the
expected number of connected nodes E[n] in a three dimensional
percolation system (Figure 5.24) as a function of the percentage
of blocked bonds PL. If intersections in this system are
interpreted as blocks, and bonds are interpreted as the sides of
the blocks, Sykes and Essams's problem corresponds to the problem
of formation of units from rock blocks as a function of area
persistence PA (Figure 7.6).
Sykes and Essam's solution for the expected number of connected
nodes in a percolation model, and by analogy for the expected
.number of blocks per unit En] in an Orthogonal or Dershowitz
model is,
(7.134) E[n] oc (PA+Pc-1)^(-1.685)
where Pc is the critical probability, the value of (1-PA) beyond
which units containing infinite numbers of blocks are formed.
This solution is only valid for values of PA greater than hPc-1),
since once units containing infinite numbers of blocks begin to
be formed, it is not possible to calculate an average number of
blocks per unit.
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The value of critical probability Pc is determined on the basis
of the number of bonds connected to each atom, or in our analogy,
the number of sides on each block, and the dimensionality of the
problem. Shante and Kirkpatrick(1971) 's formula for Pc on the
basis of dimensionality D and the number of bonds connecting to
each node is,
(7.135) Pc = D/(Nc*(D-1))
For orthogonal joint systems, all blocks have six sides, and for
Dershowitz models, the expected value of the number of sides on
each block is 6. Therefore, in both cases,
(7.136) Pc = 3/(6.*(3.-1.) = 0.25 ,
and,
(7.137) E[n] = C * (PA+0.25-1)^(-1.685)
where C is a constant of proportionality.
For Voronoi tesselation, the expected number of sides per block
is 8, so that by Equation 7.135 Pc = 0.1875. For Delaunay
tesselation, the number of sides per block is 4, so that by
equation 7.135, Pc = 0.375.
Equation 7.137 provides as solution for the expected value of
the number of blocks per unit (clump of blocks) which depends
upon a constant of proportionalist C which has not been derived.
In order to use equation 7.137 for calculation of expected unit
size, a value for the constant of proportionality C must be
derived. C can be estimated by assumin a value of PA at which
E[n] approaches 1. If E[n] - 1 for PA=0.99 and Pc = 0.25
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(Orthogonal or Dershowitz models) the constant of proportionality
becomes 0.090293,
(7.138) ECn] - 0.090293*(PA-0.75)^ (-1.685)
This is plotted in Figure 7.7. For Voronoi and Delaunay
tesselations under the same assumptions, the value of the
proportionality constant is 0.054312 and 0.183005 respectively.
The expected volume of units made up of several blocks E[Bvc] can
be calculated approximately as,
(7.139) E[Bvc] - E[n]*E[Bv]
This solution provides an approximate first moment solution for
the volume of units made up of connecting rock blocks for
Orthogonal, Dershowitz, and Mosaic Block Tesselation models as a
function of area persistence PA. The solution shows that as area
persistence PA decreases, the expected number of connected blocks
per unit, n, rapidly becomes quite large (Figure 7.7)
By the central limit theorem (Benjamin and Cornell, 1970), as n
becomes large the distribution of the sum of n block volumes
approaches the normal distribution with moments,
(7.140) EC Sum (Bv) = n*E[Bv]
1 to n
V[ Sum (Bv) = n*V[Bv]
1 to n
7.4.5 Empirical Description of Block Size
The empirical block size measures defined in Section 7.4.2 are
directly analagous to the empirical measures defined for two
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-dimensional rock joint systems in trace planes (Section 5.4.5).
Measure B1 is the distribution of distances Db from a Poisson
point within the rock mass to the nearest joint in a random
direction . Measure B2 is the distribution of volumes of the
spherical region with radius defined by Db. The same caveats
which applied to B1 and B2 in two dimensions apply in three
dimensions: B1 and B2 may either over or underestimate the actual
block volume. Analytical derivation of B1 below shows that B1 is
insensitive to the nuances of joint system geometry, and depends
almost exclusively on the intensity of jointing. This derivation
is identical to that in two dimensions.
Rock block size measure B1 is related to the Poisson plane
intensity parameter lambda, the intensity of intersections
between a random line segment and a system of rock joint planes.
The distance Db between a random point in a rock block and the
nearest joint in a random direction can be viewed as a random
fraction Ci of the spacing between two joints along a random line
segment such as that used for calculation of lambda,
(7.140) Db = Ci*Si
where Db is an individual measurement of Db from a random point,
Si is the spacing between joints along a random segment in the
randoi direction used for calculation of Db, and Ci is the
fraction of the distance between the two joints which is the
distance between the random point and the joint.
The distribution of Db, B1, can then be derived from the
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distributions of Ci and Si. The distribution of Ci is uniform
between zero and one,
(7.141) fc(Ci) = 1 on [0,1]
The distribution of spacing between joints along a randomly
oriented line segment is exponential (Benjamin and Cornell,1970),
(7.142) fs(Si) = lambda*exp(-lambda*Si), on [0,oo
where 1/lambda is the mean spacing. B1, the distribution of Db
can then be determined using the Jacobian of the transformation
(Papoulis, 1965),
(7.143) B1 = fd(Db) = integral
0 to oo
B1 = fd(Db) = integral
0 to oo
This integral can be expressed
Integral function (Abramowitz and
(7.144) B1 = Io(Db)
( (1/Si)*fc(Db/Si)*fs(Si)*dSi )
( (I/Si)*(1.)*lambda*
exp(-lambda*Si)*dSi )
in terms of the Exponential
Stegun, 1965 ),
The moments of block size measure B1 are defined as the mean and
variance of the distance Db. Since Si and Ci are independent,
uncorrelated random variables, by the approximate second moment
formula (equation 7.28),
(7.145) E[B1] - ECi] * E[Si] = 0.5*(1./lambda)
V[B1] - V[Ci]*E[Si]^2+V[Si]*E[Ci]^2 (1/3)*(1/lambda)^2
The relationship between lambda an jointing intensity measure P32
depends upon the orientation distribution of jointing. For a
uniform orientation distribution (equation 7.35),
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(7.146) lambda (1/2)*P32
By combining equations 7.145 and 7.146, the moments of block size
measure B1 can be expressed in terms of P32 for a uniform
orientation distribution as,
(7.147) EEB1] - 1./ P32
V[B1] - (4/3)/ P32^2
Equation 7.147 shows that both the mean and variance of block
size measure B1 decrease as jointing intensity P32 increases.
This is reasonable, since the more joints there are, the smaller
rock blocks will be. For other joint orientation distributions,
the relationship between lambda and P32 will be different from
that in equation 7.146, and equation 7.147 will change
proportionally. The difference is not large, however. For
orthognonal joints, the ratio of P32 to lambda is 1.5, only 25
percent less than for a uniform orientation distribution
(equation 7.25). As a result, Equation 7.147 is frequently a a
reasonable approximation, even when the orientation distribution
is not uniform. The approximation becomes less accurate, however,
for single joint sets with low dispersion, lambda approaches
zero, and the mean block size approaches infinity.
Block size measure B1 is the distribution of distances from a
random point, and therefore has dimension [LI, rather than [L^3],
which is appropriate for block volumes. Block size measure B2 is
defined as the distribution of the volumes of spherical regions
of radius Db. It is directly related to B1, the distribution of
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Db, but has the appropriate dimensionality for volume
measurements, [L^3], is therefore a more intuitive measure. By
the formula for the volume of a sphere,
(7.148) Bv = (4/3)*pi*Db^3
B2 = fv(Bv)
This distribution can be derived from the distribution of Db by
transformation of variables (Papoulis,1965),
(7.149) fv(Bv) = fd{(4.*pi*Bv/3)^(1/3)}/
{4.*p i * (3. *Bv/(4.*pi)  ^ (2/3) 
The moments of empirical block size measure B2 can be derived
using the approximate second moment formula (equation 7.28) and
the moments of Db (equation 7.145]
(7.150) E[B2 - (4/3)*pi*EEB1]"3 +(8.*pi*E[B1]*V[B1])/2.
E[B2] - (4/3)*pi*(0.5/lambda)^3 + (4.*pi*(0.5/lambda)*
( (4/3)/lambda^2)
E[B2 - 8.901/lambda^3
VEB2] (4.*pi*E[B1]^2)^2 * V[B1]
VEB2 - (4.*pi*(0.5/lambda)^2)^2 * ( (4/3)/ lambda^2)
V[B2 - 13.159/lambda^6
Equation 7.150 can be expressed in terms of jointing intensity
measure P32 for a uniform orientation distribution using equation
7.147,
(7.151) E[B2] " 8.376/P32^3
V[B2] - 16.8/P32^6
This solutions is subject to the same assumptions as equation
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7.147, and is therefore subject to the same caveats regarding
application with different orientation distributions.
Summary
Full distribution and second moment solutions have been obtained
for empirical block size measures B and B2 based upon Poisson
intensity parameter lambda and persistence measure P32. These
results are applicable to all joint system are useful for
comparing the block sizes in different models. When expressed in
terms of lambda, equations for B and B2 are not dependent on the
differences between joint systems. However, since the
transformation from lambda to P32 is dependent upon both the
joint system model and joint orientation distributions,
expressions for empirical block size measures in terms of P32 may
be used for comparison of models and model geometries.
Empirical block size measures are of limited usefulness for joint
system models such as the Orthogonal model, for which full
distribution so
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of the approximation of block areas by radii from random points.
7.4.6 Summary
Three dimensional rock block size measures have been developed in
full distribution, second moment, and empirical form for the
different rock joint system models. Full distribution solutions
for block area were possible only for regular block shapes, such
are those produced by orthogonal jointing. Second moment
solutions were possible for stochastic joint systems with
unbounded jointing, and for stochastic mosaic tesselations. For
joint system models with bounded joints, only approximate second
moment and empirical block size measures were obtained.
For these joint systems with unbounded joints, additional
research on the clustering of rock blocks defined by rock joint
lines to form blocks is necessary before it will be possible to
accurately describe rock block sizes for all but the simplest
rock joint system models.
7.5 SUMMARY
7.5.1 Joint System Models and Measures
This chapter extended the development of measures for rock joint
persistence (intensity), connectivity, and block size to three
dimensions. These results supplement the two dimensional
solutions obtained in Chapter 5, and provide insight into the
difference between joint system models and measures, and the
differences between two and three dimensional implementations of
the same model.
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Models
Much can be learned about the differences between joint system
models by comparing solutions for joint system measures. Many
of the three dimensional results obtained in this chapter are
significantly different from two dimensional results in Chapter
5. This indicates the importance of performing three dimensional
solutions when an accurate description of joint system geometry
is required.
All five joint system models defined in Chapter 3 were evaluated
for persistence and block size measures. However, for
connectivity measures, the Veneziano model was not evaluated, due
to the complexity of intersections between Veneziano model
joints. In three dimensions, the Baecher model is also
significantly more difficult to evaluate than models with joints
terminating at joint intersections, although approximate
solutions were obtained. Below, the results for persistence,
connectivity, and block size measures in three dimensions will be
discussed.
Persistence Measures
Three dimensional analysis of persistence measures confirms the
results of Chapter 5, which indicate that of the five joint
system persistence (intensity) measures, the most useful is P32,
total area of jointing per unit volume. P32 is independent of the
size of the model region (the "scale") for both bounded and
unbounded joints, while persistence measure P31 is scale
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dependent for unbounded joints. Dimensionless persistence
measures P33, P34, and P35 were developed based upon P32, but
were not used to compare joint system models because they are not
physically meaningful.
The relationship between persistence measures P31 through P35 is
not dependent upon joint system models, but only on joint
orientation distribution, and wheter joints are bounded or
unbounded within the scale of the model region. As a result,
these measures could not be used to compare joint system
measures.
One particularly useful result obtained in this chapter is the
relationship between two and three dimensional persistence
measures P2 and P32. For bounded joints with a uniform
orientation distribution (equation 7.49),
P32 = (4/pi)*P2
This equation can be used to compare two and three dimensional
joint system models.
Exact and second moment relationships were derived between the
five jointing persistence measures, for all joint system models.
This facilitates the conversion of persistence measures to the
most convenient form for any given application.
Connectivity Measures
Of the eight joint system connectivity measures defined in
Chapter 5, only two, intersection intensity C1, and connectivity
measure C2 were evaluated analytically in three dimensions.
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Connectivity measues C3 through C7 are based upon percolation
theory, which utilizes grids of one dimensional resistors, and it
therefore not directly applicable to three dimensional joint
system geometries. Joint network size, C8, is only evaluated by
simulation in both two and three dimensions.
Joint intersection intensity, C1, and C2, the ratio of joint
intersection intensity to joint line intersection intensity, were
developed in detail for Orthogonal, Baecher, Dershowitz, and
Mosaic Block Tesselation models, including a variety of
assumptions regaoding orientation distributions, joint size, and
model region geometries. C1 and C2 were not evaluated either
analytically or by simulation for the Veneziano model.
Unique relationships between connectivity measures C1 and C2 and
jointing intensity were derived for each joint system model,
which indicate significant differences between the models. For
unbounded joints, intersection intensity C1 is scale dependent,
even when expressed in terms of scale independent jointing
intensity measure P32. In two dimensions, intersection intensity
is scale independent for all joint system model except the
Dershowitz model.
For bounded joints, intersection intensity is not scale dependent
for the Orthogonal, Dershowitz, and Mosaic Block Tesselation
models, but is for the Baecher model.
Based upon intersection intensity C1, the relative connectivity
of the Dershowitz model with a uniform orientation distribution
506
is slightly greater than that of the Orthogonal model. The
relative intersection intensity of the Baecher model depends upon
the scale of the model region, and can be higher or lower than
that of Orthogonal and Dershowitz models, depending upon the
region being evaluated.
For Orthogonal and Dershowitz joint system models, intersection
intensity increases asymptotically to infinity as area
persistence PA decreases to zero. For Mosaic block tesselation
models, intersection intensity approaches a constant as PA
decreases to zero. This behavior is again different from that
observed in two dimensions, where intersection intensity for
all of these models increases to a constant as length persistence
PL approaches zero.
Block Size Measures
Rock joint systems with unbounded joints, and mosaic block
tesselation models produce well defined, convex, polygonal rock
blocks. For these joint systems, exact, full distribution, or
second moment descriptions of joint geometry were derived.
For joint systems with bounded joints, such as Baecher models
with small joint sizes and Dershowitz and Veneziano models with
length persistence PL less than 100 %, empirical block size
measures are necessary, since rock blocks are neither convex nor
clearly defined. For these models, rock blocks are formed by
aggreagation of the defined by joint lines accross those portions
of joint lines which are intact rock.
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Empirical block size measures were developed in both full
distribution and second moment form, for any joint system model.
Unfortunately, these model are not able to accurately represent
the differences in block size between different joint system
models. Empirical block size measures B and B2 reflect primarily
the influence of jointing intensity on block size.
7.5.2 Simulation Studies
In chapter 8, parametric studies of joint system models and
measures will be performed to verify analytical results for joint
system models and measures, and to provide results for those
measures for which analytical solution was not possible.
Simulations will be performed for Baecher and Dershowitz joint
system models. Orthogonal models can be considered in simulations
as Dershowitz models with three orthogonal joint sets and very
low orientation dispersion. Three dimensionsal Veneziano and
Mosaic Block Tesselation models were not implemented in computer
programs.
The analytical solutions to be verified for Baecher and
Dershowitz models by simulation include the relationships:
o between persistence measures P31 and P32,
o between connectivity measure C1, intersection intensity,
and jointing intensity P32, joint size, and area
persistence PA.
o between block size measure B1 and persistence measure P32.
o between block size measures B1 and B2.
508
Simulations to be performed to provide results for measures for
which analytical solutions were not obtained include
relationships:
o between connectivity measure C1, intersection intensity,
and orientation dispersion K,
o between connectivity measure C5, percolation probability,
and jointing intensity, joint size, and area persistence,
PA
o between connectivity measure C7, effective hydraulic
conductivity, and jointing intensity P2, joint size, and
percolation probability,
o between joint network size measure C8x and jointing
intensity and orientation dispersion, and
This suite of simulations is substantially the same as the
simulations performed in two dimensions in Chapter 6, except that
the Veneziano model is not simulated in three dimensions, and the
number of geometric parameters studied in three dimensions is
smaller, because of the greater cost of three dimensional
simulation.
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8.0 THREE DIMENSIONAL NUMERICAL MODELING
8.1 INTRODUCTION
This chapter continues the characterization of.three dimensional
rock joint systems begun in Chapter 7 by describing numerical
implementation of three dimensional models. This chapter thus
parallels the description of numerication two dimensional rock
joint system models in Chapter 6.
Only two of the three joint network models which were implemented
numerically in two dimensions, however, have been implemented in
three dimensions. Baecher and Dershowitz models have been
implemented in both two and three dimensions, while the Veneziano
model has been implemented in two dimensions only.
The selection of Baecher and Dershowitz models for three
dimensional implementation was made on the basis of relative
difficulty involved. In order to produce a computer program for
the Baecher model (Figure 8.1a), it was necessary to derive an
approach to the calculation of intersections between disks in
three space, which was complicated, but not intractable. For the
Dershowitz model, joint intersections are defined at the edges of
polygonal joints, and therefore the difficulty of implementation
lies calculation of joint plane intersections required for
definition of joint polygons. For the Veneziano model (Figure
8.1b), it would have been necessary to both calculate polygonal
joints formed by Poisson lines, and the intersections between
polygons in three space, a very complex procedure; therefore, no
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computer program was produced for the three dimensional Veneziano
model.
This chapter decribes the numerical implementation of three
dimensional Baecher and Dershowitz models, and parametric studies
carried out with those models.
The three dimensional models have been developed as a part of the
modular joint network modeling package JINX. Appendix A provides
a users manual for the JINX package. A three dimensional plate
flow model developed by John Kafritsas for use with joint network
models is described in Kafritsas(19xx).
The purpose of parametric studies is two fold. First, computer
simulations allow verification of the analytical expressions for
characterization of rock joint systems derived in Chapter 7.
Second, simulations can be used to evaluate measures for which no
analytical expression has been derived. This chapter presents
both types of parametric study. Section 7.5.2 lists the
parametric studies carried out in this chapter, and their
relationship to analytical development in Chapter 7.
8.2 NUMERICAL IMPLEMENTATION
8.2.1 Introduction
This section describes the development of computer programs for
Baecher and Dershowitz rock joint network models in three
dimensions. Three aspects of model implementation will be
discussed:
o Definition of three dimensional geometries
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o Calculation of joint intersections
o Generation of finite element input from joint networks.
Three dimensional models are implemented in the same joint
network simulation package JINX used for two dimensional models.
As a result, the structure of the models, and the calculation of
persistence, connectivitity, and block size measures, and
sampling statistics are the same in two and three dimensions,
and need not be repeated here. For discusssion of these
algorithms, see Section 6.2 
The persistence, connectivity, and block size measures calculated
for three dimensional models are those defined in Chapter 7:
Persistence measures P31, P32, P33, P34, and P35, connectivity
measures C1 and C5, and empirical block size measures B1 and B2.
The difference between two and three dimensional measures is that
while three dimensional measures are normalized with respect to
the volume of the model region, two dimensional measures are
normalized with respect to the area of a model region on a trace
plane. This difference requires only a change in the denominator.
The sampling statistics RQD and fracture frequency calculated in
two dimensions are identical in two and three dimensions.
The Monte Carlo simulation techniques used for stochastic
parameters in two dimensional computer programs are used in the
three dimensional implementations, and will not be described
again here. For a discussion of Monte Carlo methods, see Section
6.2.2.
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Joint models in three dimensions are defined within a rectangular
region in a Cartesian coordinate system (Figure 8.2). The
coordinate system is defined by the axes of the model region.
Joint planes in three dimensions can be described most concisely
by a single equation in Cartesian coordinates,
(8.1) Z A'*X + B'*Y + C'
This definition requires a minimum number of parameters, and is
therefore used for storage of joint plane definitions. For most
calculations, an alternative representation of joint planes using
four parameters is preferable, because it is symmetrical in its
parameters for X, Y, and Z terms,
(8.2) 0 = A*X + B*Y +C*Z + D
An additional advantage of the four parameter form is that its
parameters A, B, and C are proportional to the direction cosines
of the normal to the plane, which facilitates conversion to
cylindrical coordinates (phi, theta) used for definition of joint
orientation (Figure 2.5). If phi is the dip, and theta is the dip
direction of a joint plane, and (X,Y,Z) are the coordinates of a
point on the plane,
(8.3) A = cos(theta)*cos(phi)
B = sin(theta) *cos (phi)
C = sin(phi)
D = Z - (A*X + B*Y +C*Z)
Geometries, intersections, and finite elements for both Baecher
and Dershowitz models are developed using the four parameter
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equation.
8.2.2 Baecher Model
This section will describe the calculation of Baecher model
joints and joint intersections, the identification and
measurement of joint networks, and the generation of finite
element meshes.
In the Baecher model (Figure 3.1), joints are defined by circular
disks in three dimensions. Disks in three dimensions cannot be
described by a single equation - two equations are required. A
disk in three dimensions is defined by the intersection of a
sphere, described by center coordinates (x,y,z), and radius Rc,
and a plane with parameters A, B, C, and D.
The generation of Baecher model joints therefore requires first
the specification of the sphere of the joint and then the
orientation of the joint plane through the center of the sphere.
As in two dimensions, the center coordinates of joints must be
specified in a region larger than the desired model region, in
order to avoid underrepresenting the intensity of joints near the
boundaries of the region.
In order to ensure a uniform distribution of joints within the
model region, joint centers for the Baecher model are generated
from a uniform distribution,
(8.4) fx(x) = 1./rangx on [xbot-1.*Rbar, xtop+l.*Rbar]
fy(y) = I./rangy on ybot-1.*Rbar, ytop+l.*Rbar
fz(z) = 1./rangz on [zbot-l.*Rbar, ztop+l.*Rbar]
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rangx = (xtop-xbot) + 2.*Rbar
rangy = (ytop-ybot) + 2.*Rbar
rangz = (ztop-zbot) + 2.*Rbar
where (xbot,xtop), (ybot,ytop), and (zbot,ztop) are the minimum
and maximum x,y, and z coordinates of the model region (Figure
8.2), and Rbar is the mean joint radius. A Monte Carlo simulation
(Section 6.2.2) is used to generate random variables x, y, and z
for each joint.
The radius of each joint is also generated by a Monte Carlo
simulation. In the current imlementation, an exponential
distribution is used for joint radius,
(8.5) fr(R) = (1/Rbar)*exp(-R/Rbar) on O,oo]
The joint plane orientation required for each joint is then
generated from a Uniform, Fisher, Normal, Bingham, Bivariate
Fisher, or Bivariate Normal distribution using the same
techniques used to generate joint orientations for two
dimensional models (Section 6.2.2). These orientations are
generated in terms of dip and dip direction (phi,theta), and are
converted to plane equations A, B, C, and D through the center
point (x,y,z) using equation 8.3 
Joints generated in the expanded region are not necessarily
included in the model region, and therefore it is necessary to
determine whether any given joint in fact entirely outside the
model region. In order the determinine this, the minimum and
maximum values of x, y, and z on the joint must be determined.
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This is done by solution of the minima and maxima of x, y, and z
on the sphere (Xc,Yc,Zc,R) subject to the constraint that the
points be located on the joint plane (A,B,C,D).
The solution requires the use of the .method of Lagrange
multipliers (Hildebrand, 1976).The minimum and maximum values of
x are,
(8.6) x = Xc - sqrt(R2-DY2-DZ2) (maximum)
x = Xc + sqrt(R2-DY2-DZ2) (maximum)
where
R2 = R^2, A2 = A^2, B2 = B^2, C2 = C^2
DZ2 = A2*R2/((B2/C-C)^2+A2*(1.*B2/C2))
DY2 = (B2/C2)*DZ2
Minimum and maximum values of y and z are found by the same
equations, substituting B for A and C for A respectively, and Yc
or Zc for Xc.
Joints generated are included in the joint network model only if
their minimum x,y, and x values are less than xtop,ytop, and
ztop, and their maximum x, y, and z values are greater than xbot,
ybot, and zbot.
Determination of intersections between joints in the Baecher
model is done by solution of the four simultaneous equations
defining each pair of joints, two for spheres (8.7a and 8.7b) and
two for planes (8.7c and 8.7d),
(8.7a) 0 = (x-X1)^2 + (y-Y1)^2 + (z-Z1)^2 - R1^2
(8.7b) 0 = (x-X2)^2 + (y-Y2)^2 + (z-Z2)^2 - R2^2
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(8.7c) 0 = Al*x + B*y + Cl*z + D1
(8.7d) 0 = A2*x + B2*y + C2+z + D2
where (X1,Y1,ZI,R1) and (X2,Y2,Z2,R2) are the center coordinates
and radius of each joint and (A1,B1,C1,D1) and (A2,B2,C2,D2) are
the equations of each joint plane.
The solution is carried out by successive elimination. The two
plane equations are used to obtain z in terms of x and y, and y
in terms of x,
(8.8) z = (-D1-AI*x-B1*y)/C1
y = [(A1-A2*(C1/C2))*x + (D1-D2*(C1/C2))]/
(B2* (C1/C2)-B1)
These solutions for z and y are then substituted into the sphere
equations, which can then be solved for x by the quadratic
equation,
(8.9) x' = -b - sqrt(b^2 - 4.*a*c)]/(2.*a)
XIl
where x' and
and the coeff
(8.10) a
b
c
' = -b + sqrt(b^2 - 4.*a*c)]/(2.*a)
I x" are the two solutions of the quadratic equation,
'icients a,b, and c for the first joint are,
= 1. + D^2 + F^2
= -2*X1 + D*(E-Y1) + F*(G-Z1)
= X1"2 + (E-Y1)^2 + (G-Z1)^2 - R^2
where,
D = (A1-A2*(C1/C2))/
E = (D1-D2*(C1/C2))/
F = -(A1+BI*D)/Cl
(B2* (C1/C2)-B1)
(B2* (C1/C2) -B 1)
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G (D1-BI*E)/Cl
The coefficients a, b, and c for the second joint are,
(8.11) a 1. + D^2 + F^2
b = -2*X2 + D*(E-Y2) + F*(G-Z2)
c - X2^2 + (E-Y2)^2 + (G-Z2)^2 - R2^2
If two joints intersect, the values of x obtained from solution
of the quadratic equation for both spheres must be real. If they
are, the joint intersection is defined by
the maximum of x' for joints one and two
for joints one and two.
The evaluation of network formation is
models in both two and three dimei
interconnected joints are identified by
joints connected at each joint inters,
through lists of intersections to de
a line segment between
and the minimum of x"
the same for Baecher
nsions. Networks of
keeping track of the
ection, and searching
termine sets of all
intersections sharing at least one joint with any of the other
intersections in the set. The joints represented by such a set of
intersections form a single network.
Joint network size measure C8x, the maximum difference between x
coordinates on joints in a network is determined by calculating
the minimum and maximum values of x for all joints in the network
using equation 8.9 . Joint network size measure C8t, the total
length of joints in a network, is summing the diameters of all
the joints in the network. An alternative network total size
measure, C8t' is calculated by summing the areas Aj of all joints
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in the network, where
(8.12) Aj = pi * Rj^2
and Rj is the radius of the joints.
For those networks which extend from bottom to top x boundaries
of the model region, joints are discretized as triangles for
finite element flow model PLATES (see Appendix A). The
discretization of joints for flow modeling is illustrated in
Figure 8.3 . On any joint in the network, triangular elements are
defined by connecting the ends and intersections of all joint
intersection line segments in the joint. All overlapping or
intersecting line segments are then removed one by one, until no
lines intersect. The remaining set of line segments define a set
of triangular finite elements which can then be placed in a file
for use in the finite element program PLATES.
This approach does require some simplification of flow
assumptions, since no flow is modeled outside of the region
defined by triangular elements (Figure 8.4). This introduces an
error which has not been quantified.
8.2.3 Dershowitz Model
In the Dershowitz model, joints are defined as polygons on joint
planes (Figure 3.13). Each joint plane is divided into polygons
by a process of Poisson lines formed by intersections between the
joint plane and all other joint planes. A percentage PA of the
polygons formed by these lines are selected randomly and
designated as joints. This section will describe the definition
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Figure 8.4 SimPlification of Flow in Baecher Model Joints
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of Dershowitz model joints on joint planes within a model region,
and the definition of triangular finite elements from these
polygonal joints. Joint intersections are located simultaneously
with joint polygon definition, and therefore do not need to be
discussed separately. The calculation of joint networks and
network statistics is identical for three dimensional Baecher and
Dershowitz models.
The first step in the simulation of Dershowitz model joints is
the generation of a set of joint planes. Joint planes for
Dershowitz models are generated in the same manner as joint
planes for the Baecher model: Joint plane orientations are
generated by Monte Carlo simulation from Uniform, Fisher, Normal,
Bivariate Normal, or Bivariate Fisher distributions in terms of
dip and dip direction (phi,theta). Random points (x,y,z) within
the model region are then selected within the model region using
a Uniform distribution,
(8.13) fx(x) 1/rangx on [xbot,xtop]
fy(y) = 1/rangy on [ybot,ytop]
fz(z) = /rangz on [zbot,ztop]
where
rangx = xtop-xbot
rangy = ytop-ybot
rangz = ztop-zbot
There is no need to generate points in a range which extends
beyond the model region, since joints will be generated over
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joint planes which are bounded by the model region. When joint
plane orientations and points have been obtained by Monte Carlo
simulation, the equation for each plane can be defined using
equation 8.3
Once joint planes have been generated, the lines defined by the
intersections between joint planes must be calculated. These
lines will then be used to determine joint polygons on each
plane. Intersections must also be calculated between the edges of
the model region and each joint planes, since these lines will
also form the edges of joint polygons.
The intersection between three joint planes defines a vertex in
the system of polygons formed on each joint plane. This
intersection is calculated by solution of the three simulataneous
equations defined by the joint planes,
(8.14) 0 = Al*x + Bl*y + Cl*z + D 
0 = A2*x + B2*y + C2*z + D2
0 = A3*x + B3*y + C3*z + D3
where (A1,B1,C1,D1), (A2,B2,C2,D2), and (A3,B3,C3,D3) are the
coefficients of the equations defining each plane. The
intersection point of the three planes is found by linear
algebra,
(8.15) [A]*[X] = [C]
[X = A]^-1 * C]
where
x [ -D1 [ Al B1 C1 ]
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A =] A2 B2 C2 J X -I y I LCJ -D2 
[ A3 B3 C3 ] [ ] [ -D3 
These simultaneous linear equations are solved by Cramer's r
(Hildebrand, 1976),
(8.16) x = det [A']/det[A]
y = det [A"]/det [A
z = det[A"']/det[A]
where det [ ] is the determinant, i.e.
(8.17) det [A] = A1*(B2*C3-B3*C2) - B*(A2*C3-A3*C2) +
C1* (A2*B3-A3*B2)
ule
and [A'], [A"], and [A"] are the matrices,
[ D1 B1 Cl ] [ Al D1 C1 ] [ Al B D1 ]
[A')=I D2 B2 C2 [A"I A2 02 C2 [A"'I A 2 02
[ D3 83 C3 [ A3 D3 C3 [ A3 83 D3 
The set points defined by the intersection of three joint planes
on a joint plane intersections on a joint plane form a process of
polygons in which each intersection of three joint planes is the
vertex of four polygons (Figure 3.13). Given the set of polygon
vertices (i.e. joint plane intersections) on a particular joint
plane, these polygons are identified as follows. First, a random
vertex is selected, together with a direction on one of the
corresponding joint plane intersection lines. The vertices
defining the polygon are then identified by proceeding on that
line to the next polygon vertex. Once two points have been
identified, the rest of the vertices of the polygon are found by
r _ . _ _ .
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continuing counterclockwise on joint intersection lines until the
original point is found again. After each polygonal joint is
identified, its area is calculated. When the total area of all
joints on the joint plane reaches the specified area persistence,
the joints on that plane are recorded, and joint identification
continues on the next plane, until the specified level of
jointing intensity is reached.
These vertices of joint polygons are also the intersections
between joints. Joints are considered as intersecting only if
they intersect along an edge, not if only one vertex is shared.
Therefore the identification of joint intersections is carried
out by sorting through the list of joint vertices and locating
pair of vertices shared by two or more joints.
Joint networks are identified and measured as for Baecher models
by sorting through lists of joint intersections, and determining
sets of intersections sharing at least one joint with any other
intersection in the set. The x Resultant joint network length,
C8x, is calculated by determining the minimum and maximum x
coordinate of all vertices in each network. The total joint
network length, C8t, is calculated by summing the average chord
length across all joints.
For joint networks extending to the xbot and xtop edges of the
model region, finite element networks are generated by
discretizing polygonal joints into triangular joint elements. The
algorithm used for discretization is illustrated in Figure 8.5 
Polygon Element Configuration
Triangle
(3-sided)
Quadrilateral
(4-sided)
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(8-sided)
Figure 8.5 Conversion of General Polygons
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These triangular elements can then be used in program PLATES to
compute effective hydraulic conductivity.
8.2.4 Finite Element Flow Program PLATES
The joint network characterization capabilities of the JINX
package include measures of persistence, connectivity, and block
size as defined in Chapter 7. In addition, a three dimensional
plate flow program was written by Karfritsas(19xx) to calculate
the effective hydraulic conductivity of joint systems. This
program named "PLATES", calculates flows across joint networks
discretized into triangular elements. A brief description of this
model is provided here. For a more detailed description, source
listing, and users manual see Kafritsis (19xx).
Three dimensional modeling of equivalent porous media requires
the use of three dimensional elements, since from each element,
flow has components in the x, y, and z directions. For three
dimensional flow in rock joint systems, two dimensional elements
are sufficient, since within each joint flow only occurs in the
plane of the joint (Figure 86).
The three dimensional joint system model can therefore be
implemented with standard 2-D elements, with modifications to
account for:
o Out of plane connections between joints, with up to
four joints connected at an edge instead of the two
joints per edge in standard 2-D models (Figure 86),
o Node locations in three dimensions rather than two
connected
,nnected
-/U
/?
No Flow Boundary
Flow BoundarY
Figure 8.6 Planar Flow in Three Dimensional Joint System
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dimensions,
o Elements throughout the mesh with edges with zero
flow where joints do not intersect (Figure 86).
The three dimensional joint flow model is thus a modification of
standard two dimensional porous media flow model approaches. The
program PLATES assumes saturation and laminar flow, and utilizes
the partial differential equation (Freeze and Cherry, 1979),
(8.18) qx = -Kxx*(dh/dx) - Kxz*(dh/dz)
qz = -Kxz*(dh/dx) - Kzz*(dh/dz)
where qx,qz are x and z components of the flow velocity,
Kxx,Kxz,Kzz are the hydraulic conductivities in x, xz, and x
directions, and dh/dx,dh/dz are hydraulic gradients in the x and
z directions.
The assumption of laminar flow for rock joints is consistent with
that of the majority of researchers in the field (e.g. Neuman
et.al, 1984, Long et.al, 1983, Roleau, 1984), although turbulent
flow may be more appropriate in many cases, according to Sharp
and Maini(1972). For further discussion of the equations of flow
in rock joints see Sharp and Maini.
For laminar plate flow, the hydraulic conductivities per plate
can be calculated using the solutions presented by Snow(1968)
In terms of the aperture a of the joints,
(8.19) Kxx = Kxz = Kzz = (g/nu)*(a^3/12)
Kxx = Kxz = Kzz 7266*a^3
where g is the acceleration of gravity (.098 m/sec^2), and nu is
ZDJJ
531
the kinematic viscosity of water (1.124 *10^-6 m^2/sec). The
dimensions of hydraulic conductivity K above are meters squared
per second. For parallel joints, the total hydraulic conductivity
of the rock mass can be found by multiplying the hydraulic
conductivity of each joint plane by the number of joints in the
joint plane. For more complex joint geometries such as those
considered here, the effective hydraulic conductivity must be
calculated by numerical methods, such as the finite element
method used in program PLATES.
In the finite element solution implemented in the program PLATES,
triangular finite elements are used, with the laminar flow
equations above. Simultaneous equations are solved by Gaussian
elimination.
8.3 PARAMETRIC STUDIES
8.3.1 Introduction
This section presents the results of parametric studies carried
out with three dimensional Baecher and Dershowitz joint network
models. Sensitivity studies were carried out to both validate and
supplement analytical developments in Chapter 7. The parametric
studies evaluate the relationships between persistence,
connectivity, and block size measures, and the sensitivity of
these measures to differences between Baecher and Dershowitz
models. The relationship between the parametric studies in this
section and the analytical derivations in Chapter 7 is described
in Section 7.5.2 .
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Measures of persistence, connectivity, and block size evaluated
in parametric studies are defined in Chapter 7. All simulations
are carried out in a square model region of 1OOxlOOx1OO units. An
exponential distribution is used for joint radii in the Baecher
model, and a Fisher distribution is used for joint orientation.
Unlike two dimensional simulations in Chapter 6, in which dip
directions were assumed to be parallel to the plane of the model,
in three dimensional simulations, the joint plane dip vector
orientations are assumed to be distributed symmetrically about
the mean dip vector.
The values of jointing intensity P32, mean joint length Lbar,
area persistence PA, number of joint sets, and Fisher
distribution orientation dispersion parameter K used in each
simulation are listed on the figures. Three dimensional Baecher
and Dershowitz models are labeled as B3 and D3.
8.3.2 Persistence Measures
The relationships between persistence measures P31 through P35
are derived analytically in Section 7.2.3, and it was therefore
not necessary to perform extensive parametric studies comparing
persistence measures. Rather, persistence measures P31 and P32
are used to control the intensity of jointing for comparison of
models in other parametric studies.
For comparison of two and three dimensional results, the
transformation between persistence measures P2 and P32 derived in
equation 7.49 is,
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(8.20) P32 = (4/pi)*P2
Thus the range of intensity values modeled in Chapter 6, P2 0.1
to 0.5 would correspond to approximately the same range for P32.
However, as a result of the higher cost of three dimensional
simulations with large number of joints, a range of only P32 =
0.01 to 0.2 was simulated. The range proved to be sufficient for
calculation of all connectivity measures, including percolation
probability C5 and effective hydraulic conductivity C7, allowing
results of three dimensional simulations to be compared to those
in Chapter 6.
Persistence Measures P31 and P32
The relationships between jointing intensity measures P31
through P35 have deen derived analytically in Section 7.2, and it
was therefore not necessary to perform extensive parametric
studies comparing these measures directly. Jointing intensity is
an important parameter in jointed rock mass behavior, and is
therefore used primarily as an independent variable in parametric
studies of joint network connectivity and block size.
Two parametric studies were carried out for persistence measures
to verify analytical relationships between persistence measures
P31 and P32 for Baecher and Dershowitz models, and between the
standard deviation of P32 and P31 for a Baecher model with
a constant value of P31.
The analytical relationship between intensity measures P31 and
P32 derived in Section 7.2 is (equation 7.15),
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(8.21) P32 = P31 * E[Aj]
where Aj is the'joint area.
For the Baecher model, E[Aj] is constant, and equation 8.21
predicts a linear relationship between P31 and P32.
For the Dershowitz model with constant area persistence PA,
jointing intensity P32 can only be increased by increasing the
number of joint planes. This increases the intensity of the joint
line process defining joints, and results in a decrease in mean
joint area E[Aj]. The expected value of joint area in the
Dershowitz model is given in Table 7.1,
(8.22) E[Aj] = (16/pi) * (PA/P32)^2
The relationship between P31 and P32 is found by substituting
equation 8.22 into equation 8.21,
(8.23) E[P31] = (pi/16) * P32^3 * (1/PA)^2
Figure 8.7 presents the results of simulations comparing P31 and
P32 for Baecher and Dershowitz models and analytical equations
8.21 and 8.23 Both Baecher and Dershowitz model simulations
compare well to analytic solutions. Differences between
analytical and simulation results can be explained by changes in
the mean joint area for joints intersecting the boundaries of the
model region.
The second simulation carried out for persistence measures P31
and P32 compares the standard deviation of P32 to the constant
value of P31 used in the simulation of the Baecher model.
Equation 7.38 predicts that the standard deviation of P32 for
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constant P31 will be,
(8.24) SD[P321 P31* Asd
where Asd is the standard deviation of joint area. For the
Baecher model with an exponential distribution of joint radii
(Table 7.1),
(8.25) Asd 2.*pi*Rbar^2
SD[P32] 2.*pi*P31*Rbar^2
This expression is plotted with the value of the standard
deviation of P32 in Figure 8.8 . The analytical and simulation
results for SDEP32] compare well, indicating both that
the analytical expression in valid, and that simulations are
modeling joints accurately.
Summary
Two analytical relationships between persistence measures P31 and
P32 have been verified by simulations for three dimensional
Baecher and Dershowitz joint system models. The simulations
indicate both that analytical expressions are correct, and that
numerical models are accurately representing the rock joint
systems, except for a small effect of trunctation of joints at
the boundaries of the model region.
Simulations verified the linear and cubic relationships between
P31 and P32 for Baecher and Dershowitz models, respectively,
derived in Chapter 7, and the quadratic relationship between the
standard deviation of P32 and P31 derived for the Baecher model.
8.3.3 Connectivity Measures
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In Chapter 6, parametric studies were carried in out two
dimensions for four connectivity measures: intersection intensity
C1, percolation probability C5, effective hydraulic conductivity
C7, and joint network size, C8. The same connectivity measures
will be evaluated in three dimensions in this section.
Definitions and derivations for connectivity measures in three
dimensions were presented in Section 7.3.
Of the connectivity measures studied by simulation, only C1 has
been characterized analytically in Section 7.3 . Simulations are
performed to verify analytical relationships between C1 and
jointing intensity, joint size, and area persistence. An
additional simulation is performed to evaluate the effect of
orientation dispersion on C1, since no analytical expression has
been derived for this effect.
For connectivity measures C5, C7, and C8, no analytical
expressions have been derived in Section 7.3, and all simulations
are performed to extend the characterization of joint system
models and measures.
Intersection Intensity, Connectivity Measure C1
Connectivity measure C1 is the intensity of intersections between
joints, measured as the number of intersections per unit volume
of the model region. Parametric studies are presented here
relating intersection intensity C1 to orientation dispersion, and
jointing intensity P32 for Baecher and Dershowitz models, to
joint size for the Baecher model, and to area persistence PA for
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the Dershowitz model.
Figure 8.9 shows intersection intensity C1 for both Baecher and
Dershowitz models as a function of the dispersion of joint
orientation in a single joint set. In the Baecher model,
intersection intensity increases gradually as the dispersion of
orientation increases (Fisher dispersion parameter K decreases).
This is consistent with the result observed in two dimensions
(Figure 6.14), although no analytical expression has been
obtained for intersection intensity as a function of orientation
dispersion.
In the Dershowitz model, the level of intersection intensity of
much lower than in the Baecher model, and increases in
intersection intensity with increase in orientation dispersion
are more pronounced. This is result of the definition of joints
by joint plane intersections in the Dershowitz model. As the
dispersion of orientations increases, the intensity of the
Poisson line process of intersections between joint planes
increases, and joint size decreases. As joint size decreases,
intersection intensity increases.
The magnitude of intersection intensities in Figure 8.9 can be
compared agaiant analytical expressions for intersection
intensity in Baecher and Dershowitz models with a uniform
orientation distributon in a spherical region (Table 7.3),
(8.26) C1 = (1/9)*(P32/PA)^3*[1.-(1.-PA)^3)] Dershowitz
Cl 0.128*(P32/Rj)^2*Vr^(1/3) Baecher
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The simulations shown in Figure 8.9 were performed with model
region volume Vr=10^6, jointing intensity P32=0.02, mean joint
radius Rj-5, and area persistence PA-0.5, so that equation 8.26
predicts intersection intensities of 6.2*10^6 and 205*10^6 for
Dershowitz and Baecher models respectively. At the highest level
of orientation dispersion simulated, K = 1, the intersection
intensity values levels from simulation are 14*10^6 and 27*10^6
for Dershowitz and Baecher models. These values are significantly
different from values predicted by equation 8.26.
In the case of the Dershowitz model, the difference might be
explained on the basis that the analytical expression is for an
infinite spherical region, while the simulation was performed in
a relatively small, cubic region. The higher intersection
intensity in simulation may be the result of the region shape,
since a cubic region requires more joint planes, and hence more
joint intersections to obtain the same level of jointing
intensity as a spherical region.
In the case of the Baecher model, the equation derived in Section
7.3 is only a first order approximation, since the derivation
depends upon an assumption about the probability that joints will
intersect given that joint planes intersect. Thus, while the
difference between analytical and simulation results may again be
the result of differences in the geometry of the model region, it
is more likely that at least part of the difference is the result
of questionable assumptions used in the derivation of
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intersection intensity for the Baecher model.
Simulations for intersection intensity as a function of jointing
intensity P32 for Baecher and Dershowitz models, joint radius
Rbar for the Baecher model, and area persistence PA for the
Dershowitz model are presented in Figures 8.10, 8.11, and 8.12 .
These simulations are compared to the analytical expressions for
jointing intensity in equation 8.26 In all three cases,
simulations confirm the form of equation 8.26, but not the
magnitude: intersection intensity is proportional to P32^2 and
Rbar^(-2) in the Baecher model, and P32^3 and (1.-(1.-PA)^3)/PA^3
in the Dershowitz model. This indicates that the equations for
jointing may be correct, if the difference in the magnitude of
simulation and analytical results are the result of differences
between spherical and cubic model regions. Alternatively, part of
the difference between analytical and simulation results may be
the result of simulation errors resulting from the truncation of
joints at the boundaries of the model region.
Percolation Probability, Connectivity Measure C5
Percolation probability, Connectivity Measure C5 is the
proportion of joints which are part of joint networks connecting
the xbot and xtop edges of the model region. For two dimensional
models, Percolation theory (Section 5.3.4) predicts that as
jointing intensity increases, C5 will increase from 0 to 100% as
an s-curve, leaving the x axis at a value of intensity dependent
upon the geometry of jointing (Figure 5.23) . In two dimensional
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simulations on a scale of P32 from 0.1 to 0.5 (Figure 6.15),
Baecher, Veneziano, and Dershowitz models all displayed this
behavior. In Figure 8.13, percolation probabability C5 is plotted
as a function of jointing intensity P32 for three dimensional
Baecher and Dershowitz models. For both Baecher and Dershowitz
models, the shape of C5 curves appear to correspond to those
predicted by percolation theory, despite the difference in
dimensionality. The Dershowitz model, however, corresponds more
closely to the rapid transition from C5 = 0 to 100 seen in two
dimensional simulations, since the span required for the
transition in the Dershowitz model is only P32 = 0 to P32 = 0.02,
while a span of P32 = 0.0 to P32 = 0.2 is required in the Baecher
model. The more rapid transition in the Dershowitz model may be
indicative of that models higher connectivity, resulting from the
definition of joint edges by joint plane intersections.
Connectivity measure C5 also varies with the scale of the
problem, which can be expressed as the ratio of the mean joint
radius divided by the length of the model region, or, for
problems with a constant model region size, by the mean joint
radius. Figure 8.14 shows the effect of the mean joint radius,
Rbar, on C5 for a Baecher model, with three orthogonal joint sets
of intensity P32 = 0.03 each. For this intensity level, C5
increases rapidly to approximately 50 percent between Rbar = 0
and Rbar = 10 percent of the problem scale. C5 then increases
more slowly, and does not approach 100 percent until Rbar = 70%
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of the problem scale. This is probably the result of the large
variability of joint areas in the Baecher model with an
exponential distribution of joint radii (see Table 7.1) which
results in a substantial number of very small joints, even when
the mean joint radius is large relative to the problem scale.
For the Dershowitz model, C is related to both jointing
intensity and area persistence, PA. The effect of jointing
intensity for constant PA was shown in Figure 8.13. The effect of
increases in PA for constant jointing intensity is shown in
Figure 8.15. For constant jointing intensity, increases in area
persistence PA result in increases in the size of joints, and
therefore increase C5. In the simulation shown in Figure 8.15, C5
increases from zero to over 95 percent between PA zero and PA
equals 40 percent, and then converges as an S-curve to C5 = 100%
as PA approaches 100 percent.
Effective Hydraulic Conductivity, Connectivity Measure C7
Percolation theory (Section 5.3.4) predicts that the behavior of
effective hydraulic conductivity , Connectivity Measure C7, will
be similar to that of C5 as a function of jointing intensity,
scale, and area persistence. Effective hydraulic conductivity is
calculated using the plate flow finite element program PLATES in
conjunction with the finite element preprocessor NETSMP3 in the
JINX joint network simulation package.
Effective Hydraulic Conductivity C7 is plotted as a function of
joint size for Baecher and Dershowitz model models in Figure
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8.16. Joint size for the Baecher model is expressed in terms of
Rbar, the mean joint radius. For the Dershowitz model, individual
joints are bounded by joint plane intersections, so that a
continuously jointed area on a joint plane are considered to be
made up of a number of seperate joints if it is divided by a
joint plane intersection line (see Section 7.3.2). In order to
obtain a value of joint size which can be compared to that of
Baecher models, an equivalent Rbar' is calculated from an
approximation of the area of joints Aj' in a Dershowitz model in
which adjacent jointed polygons are not counted as seperate
joints.
Representing the shape of each of these aggregated joints as a
circular disk, the equivalent radius Rbar is calculated by,
(8.27) Rbar' = sqrt ( Aj'/pi)
In order to calculate Aj', it is necessary to estimate the
expected number of adjacent joints to be combined into each
aggregate joint, Nc2. This can be estimated using Figure 5.29,
which presents the expected number of adjacent one dimensional
joint traces along a joint line, Ncl. For this approximation, the
expected number of adjacent two dimensional joints Nc2 is
estimated as Nc1^2,
(8.28) Nc2 Nc1^2
The aggregate joint area Aj' can then be expressed in terms of
the area of joint polygons Aj as,
(8.29) Aj' = Nc2 * Aj
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Aj' = Nc1^2 * Aj
The equivalent Rbar' used in Figure 8.16 is therefore,
(8.30) Rbar' = Ncl * sqrt(Aj/pi)
where Ncl is obtained from Figure 5.29
The simulations of effective hydraulic conductivity in Figure
8.16 show behavior similar to that seen for percolation
probability C5 in Figures 8.14 and 8.15, with an S-curve
relationship between joint size and effective hydraulic
conductivity C7. Again, the Dershowitz model shows effective
hydraulic conductivity which is consistently higher than that in
the Baecher model, and also increases much more rapidly as a
function of joint size because of the greater connectivity in the
Dershowitz model resulting from definition of joints by joint
plane intersections.
Connectivity Measures C7 and C5 are plotted against each other
for the results from the above simulations in Figure 8.17. The
relationship between the two connectivity measures appears to be
almost linear for both models. This is the same result found in
two dimensional simulations (Figure 6.19).
Joint Network Size, Connectivity Measure C8
Joint network size is measured by Connectivity Measure C8. Four
network size measures were defined in Chapter 7,
C8x - maximum x-resultant network length
C8t - total joint network length
C8r - maximum resultant network length
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C8m - maximum self avoiding path length
Two of these measures have been studied by simulations: C8t and
C8x. As explained in Section 6.3.2 , joint size measures must be
presented both in terms of the number of joint networks formed
and the distribution of joint network sizes. In terms of the
number of joint networks, increases in both joint size and
jointing intensity result first in an increase in the number of
networks, as isolated joints are combined to form networks, and
then in a decrease in the number of networks, as networks combine
until all joints are part of a single network (eg. Figure 6.20).
As a result, in each of the studies below, results will be
presented both in terms of the number of joint networks and in
terms of the histogram probability density functions for joint
network size. Since the basic pattern of joint network formation
is the same in two and three dimensions, parametric studies for
connectivity measures C8x and C8t for Baecher and Dershowitz
models as presented only a function of jointing intensity P32.
For studies of the effect of joint size and orientation
dispersion on joint network formation, see Section 6.3.3
x-Resultant Network Length, Connectivity Measure C8x
x-Resultant network length, C8x is defined as the distribution of
the maximum difference between x coordinates at any two points in
a joint network. In simulations, joints are only defined within a
100 by 100 by 100 model region, and therefore the maximum
possible value of C8x is 100 units. Distributions of C8x are
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presented as the average of 5 simulations.
Figures 8.18 and 8.19 present x-Resultant joint network length
C8x as a function of jointing intensity P32 for a Baecher model
for constant joint size Rbar = 5, and a single joint set with
Fisher orientation dispersion parameter K = 5, and for a
Dershowitz model with three orthogonal joint sets, K = 5, and
area persistence PA = 0.5 
As in two dimensional simulations, the higher connectivity of the
Dershowitz model results in the formation of larger networks at
lower level of jointing intensity than in the Baecher model. In
both Baecher and Dershowitz models, joint networks of the scale
of the model region are formed at intensity levels of P32 = 0.02
or less. However, in the Dershowitz model, almost all joints are
incorporated into a single joint network with only few joints in
smaller networks, while in the Baecher model, a substantial
proportion of the joints in the joint system remain parts of
small networks even at P32 = 0.1 . The formation of numerous
smaller joint networks in the Baecher model may be explained by
the high standard deviation of joint area, which results in
joint small enough to have a low probability of intersection.
Total Network Length, Connectivity Measure C8t
Total Network Length, C8t, is defined for two dimensional joint
trace networks as the total length of all joints in a joint
network. The three dimensional definiton of C8t maintains the
same units as the two dimensional measure, substituting joint
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diameter for joint trace length. This is straightforward for the
Baecher model, which has circular joints. For the Dershowitz
model, joints are polygonal, and an equivalent joint diameter Lj'
must be calculated on the basis of joint area Aj,
(8.31) Lj ' = 2.*sqrt(Aj/pi)
The distribution of total network length C8t is subject to the
same caveats applicable to x-Resultant network length C8x. Since
simulations are done within a 100 by 100 by 100 model region,
portions of networks extending beyond model boundaries are
truncated at the boundary. The maximum value of C8x is clearly
defined at 100, since no network may have a difference in
x coordinates within the model region of more than the x
dimension of the model region. Total joint network length C8t, on
the other hand, is a total for all joints in the network, and
therefore does not have such a constraint. Cumulative
distribution functions for C8t are, however, only calculated
between zero and 100.
Figure 8.20 and 8.21 show the distribution of total network
length C8t as a function of jointing intensity P32 for the same
Baecher and Dershowitz models as in Figures 8.18 and 8.19. For
vales of P32 between 0.02 and 0.1, all joint systems have
networks with C8t values of greater than 100, so that the total
number of joints shown in the probability density function from 0
to 100 is not equal to the total number of joint networks shown
in corresponding Figures 8.18 and 8.19.
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The change in the probability density function for C8t with
jointing intensity P32 is'similar to that seen for C8x for both
Baecher and Dershowitz models, except for the effect of joint
networks with total length greater than 100, which are not shown
in histograms. Again, as jointing intensity increases beyond
0.02, the number of joint networks decreases, and the size of
joint networks increases. Because of the similarity of the shapes
of distribution functions for C8x and C8t, it might be reasonable
to calculate only one of the measures, and develop correlations
for calculation of the other.
Summary
Simulations of connectivity measures C1, C5, C7, C8x, and C8t
all demonstrate considerably higher connectivities for three
dimensional models than for two dimensional trace plane models at
comparable levels of jointing intensity.
The functional forms of analytical expressions for intersection
intensity C1 derived in Section 7.3.2 were verified by simulation
results, although the magnitude of C1 predicted analytically in a
spherical region is different from that found by simulation in a
cubic region. In the Baecher model, C1 is proportional to P32^2
and Rbar^(-2), while in the Dershowitz model, C1 is proportional
to P32^3 and (1.-(1.-PA)^3)/PA^3.
Simulations of Baecher and Dershowitz models demonstrate a marked
difference between the models for all connectivity measures. In
general, the connectivity of the Dershowitz model is
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significantly greater than of the Baecher model. This is
evidenced by higher percolation probabilities C5 and effective
hydraulic conductivities C7, as well as by formation of larger
joint networks as measured by C8x and C8t.
8.3.4 Block size Measures B1 and B2
Empirical block size measures B1 and B2 are defined in Section
7.4 as the distributions of the distance Db from a random point
in a rock mass to the nearest joint in a random direction, and
the distributions of the volume of spheres with radius Db. Two
simulations have been performed to verify analytical expressions
for B1 and B2 derived in Section 7.4.
Empirical Block Size Measure B1
Approximate distributions and moments of empirical block size
measure B1 derived in closed form in Section 7.4 are based upon
uniform orientation distributions, and are unable to distinguish
between different rock joint models. These solutions state that
the moments of empirical block size measure B1 are related to
jointing intensity parameter P32 by (Equation 7.147),
(8.32) E[B1] - 1/P32
V[B1] - (4/3)/P32^2
In simulations, when a vector from a random point reaches the
boundary of the model region before encountering a joint, the
distance from the point to the boundary is used for calculation
of Db. This results in a decrease in the value of Db and a shift
in the distribution of B1 to the left, since the maximum values
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of B1, B2, and B3 are then defined by the size of the model
region. This results in only minor errors at high levels of
jointing intensity, but low values of P32 may respresent a
substantial error.
The error in calculation of Blbar from this approximation is
quantified by simulation in Figure 8.22 . The Baecher model used
in this simulation has one joint set, mean joint radius Rbar = 5,
and Fisher orientation dispersion parmameter K = 5. The
Dershowitz model has three orthogonal joint sets, with the same
orientation dispersion, and area persistence PA of 0.5 . The
difference between analytical and simulation results increases as
P32 decreases, since a larger percentage of distances Db are
calculated to boundaries rather than to joints as jointing
intensity decreases. In addition, this simulation shows that
empirical block size measures are different for Baecher and
Dershowitz models at comparable levels of jointing intensity P32.
This is the result of differences in orientation distributions,
which were not included in analytical derivations.
Empirical Block Size Measure B2
For joint systems with a uniform distribution of joint
orientations, the moments of B2 are related to the moments of BI
by (Equation 7.150),
(8.33) E[B2] = B2bar = (4/3)*pi*Blbar^3 +4*pi*Blbar*Blvar
V[B2] = B2var = (4.*pi*Blbar^2)^2*Blvar
where Blbar, Blvar, B2bar, and B2var are the first second moments
565
Model Sets P32/set K Rbar PA
0 B3 1 var 5 5 --
4 D3 3 var 5 -- 0.5
0 Analytical
0 0.02 0.04 0.06 0.08 0.1
Persistence Measure, P32
FIGURE 8,22 BLOCK SIZE MEASURE B1, VARYING
PERSISTENCE P32
20.00
19.00
18.00
17.00
16.00
15.00
0 14.00
n
13.00
. 12.00
N 11.00
10.00
U 9.000
m 8.00
C 7.000
a 6.00
5.00
4.00
3.00
2.00
1.00
0.00
566
of B1 and B2 respectively. Assuming that the distribution of B1
is exponential, as predicted in Section 7.4, Blvar is equal to
Blbar^2,
(8.34) B2bar = (16/3)*pi*Blbar^3
B2var = (4.*pi*Blbar^3)^2
Figure 8.23 shows the relationship between moments of B1 and B2
obtained from equation 8.34 and by simulation for the same
Baecher and Dershowitz models shown in Figure 8.22 . Again, the
simulated relationship between Blbar, and B2bar and B2sd is
different for Baecher and Dershowitz models and from those
predicted analytically. As in Figure 8.22, this is probably the
result of the truncation of calculations of Db at the boundaries
of the model region, and the assumption of a uniform orientation
distribution in the analytical derivation.
An additional source of error in equation 8.34 is the assumption
of an exponential distribution of block size measure B1. Note
that in Figure 8.23, the mean and standard deviation of B1 are
not equal, as they would be if the distribution were exponential.
Summary
Empirical block size measures B1 and 82 are related directly to
jointing intensity P32, as predicted by analytical solutions in
Section 7.4.5 . However, due to the techniques used for
calculation of B1 and B2 in simulations, simulations results do
not correpond exactly to those predicted analytically. In
addition, it appears that empirical block size measures do
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produce different results for different rock joint systems.
Empirical block size measure B1 predict larger blocks in the
Baecher model than in the Dershowitz model. This is intuitively
reasonable, since disk shaped Baecher model joints partition the
rock mass into poorly defined, highly interconnected blocks.
8.4 SUMMARY
Parametric studies with three dimensional Baecher and Dershowitz
rock joint system models have been performed for persistence,
connectivity, and block size measures. Parametric studies of
persistence measures P31 and P32, connectivity measures C1, and
block size measures B1 and B2 were carried out to verify
analytical relationships derived in Chapter 7, while parametric
studies of percolation probability C5, effective hydraulic
conductivity C7, and joint network size measure C8 were performed
to characterize measures for which no analytical derivations were
performed.
In general, the parametric studies for verification of analytical
results demonstrated that the functional forms of analytical
expressions are correct, although the the exact values obtained
for some measures have been significantly different from the
values predicted analytically. These differences may be explained
at least in part by the difference between the spherical model
region used in derivations and the cubic region used in
simulations.
Parametric studies of percolation probability C5, effective
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hydraulic conductivity C7, and joint network size C8 demonstrated
that the formation of joint networks in three dimensions is
similar to that found in two dimensions in Chapter 6, although
network formation occurs at significantly lower levels of
jointing intensity.
Below, the results of simulations of persistence, connectivity,
and block size measures are summarized.
Persistence Measures
Parametric studies were performed for persistence measures P31
and P32. These studies verified the linear and cubic
relationships between P31 and P32 derived for Baecher and
Dershowitz models respectively in Section 7.2 , and indicated the
magnitude of the effect of truncation of joints at the edge of
the model region on numerical simulations. Simulations were not
carried out for other persistence measures, since simple
analytical relationships have been obtained in Chapter 5, and the
most important relationship (between P31 and P32) was verified by
simulation.
Simulations also were carried out to verify the relationship
derived in Chapter 7 between P31 and the standard deviation of
P32 for the Baecher model. The results of simulations correspond
well to analytical predictions.
Connectivity Measures
Parametric studies were performed for connectivity measures C1,
C5, C7, C8x, and C8t. For all five of these measures, the
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connectivity of the Dershowitz model was higher than that of the
Baecher model, and the connectivity of both three dimensional
models was higher than that for the same models in two
dimensions.
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simulation results was small enough that it might be explained on
the basis of the difference between the spherical model region
and uniform orientation distribution used in derivations, and the
cubic region and Fisher orientation distribution used in
simulations. However, for the Baecher model, the difference
between the magnitude of analytical and simulation results was
such that at least part of the discrepency must be explained by
the coarseness of assumptions used in the derivation of the
analytical expression.
A,
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A simulation carried out to examine the influence of orientation
dispersion of intersection intensity, for which no analytical
solution was derived, indicated that the decrease in intersection
intensity with decreasing orientation dispersion is more
pronounced for the Baecher model than for the Dershowitz model.
This is likely to be a result of the definition of joints by
joint plane intersections in the Dershowitz model, which requires
all joints to intersect joint planes, even when orientation
dispersion is very low.
Percolation probability, connectivity measure C5, was simulated
with respect to joint size and jointing intensity. For both
Baecher and Dershowitz models, the increase in C5 from 0 to 100
percent with increasing joint size or jointing intensity follows
an S-curve, similar to that predicted percolation theory and seen
in two dimensional simulations. However, the transition from C5 =
O to C5 = 100 percent is much more rapid in the Dershowitz model,
again indicating the higher connectivity of that model.
Effective hydraulic conductivity, C7 was also simulated with
respect to joint size and jointing intensity, with results
similar to those for percolation probability C5. C7 was also
plotted against C5, and showed a linear correlation for both
Baecher and Dershowitz models.
The x-Resultant joint network length, C8x , was used to examine
the formation of joint networks with regard to jointing intensity
P32 in both Baecher and Dershowitz models. The functional
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relationship between P32 and joint network size found in three
dimensional simulations was the same as that found in two
dimensional simulations, except that larger networks were formed
at lower levels of jointing intensity in three dimensions than in
two dimensions. As in two dimensional simulations, jointing
intensity P32 influence the formation of joint networks as
follows. For low levels of P32, increases in P32 result in
corresponding increases in both the number and the size of joint
networks. Beyond a certain point, however, further increases lead
to the combination of existing networks, and therefore a decrease
in the total number of joint networks, while the size
distribution shifts toward larger networks.
The behavior of total joint network length, C8t, was presented as
a function of jointing intensity P32. The behavior of C8t is
similar to that for C8x, except that the distribution of C8t
appears to be somewhat more uniform than the distribution of C8x.
Block Size Measures
Simulations of block size measures were performed for both block
size measures B and B2. Analytical derivations in Section 7.4,
predict that the mean values of empirical block size measures B1
and B2 are less sensitive to differences in orientation and joint
length distributions, and between different models, than to
differences in jointing intensity as measured by persistence
measure P2. This behavior was verified by simulations.
Differences between models, however, were found to influence both
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the mean and standard deviations of empirical block size measures
B1 and B2. This may indicate differences in the effect of the
truncation of B1 calculations at the boundaries of the model
region on the different models, or a real difference between B1
for different models.
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9.0 HYDROLOGICAL APPLICATIONS OF JOINT SYSTEM
MODELS AND MEASURES
9.1 INTRODUCTION
9.1.1 Background
Groundwater resources are recieving increasing attention as a
result of incrasing demand for potable water, problems of
groundwater contamination and the development of underground
facilities for long term storage of chemical and radioactive
hazardous wastes. A substantial proportion of the total
groundwater resource of the United States is contained not in
porous materials such as sand or sandstone, but in the joints of
rock masses (referred to as "fractures" or "secondary porosity"
in hydrology literature, and in this chapter). This is
particularly true in the vicinity of underground waste storage
facilities, which are being planned and developed in a variety of
jointed rock environments.
In light of these problems, there is a pressing need for a better
understanding of groundwater flow in fractured rock. The
difference between groundwater flow in fractured rock and in
porous media has been recognized since at least 1956, when Huitt
presented a paper on fluid flow in simulated fractures. However,
from 1960 to the present, the primary method of analysis of flow
in fractured rock has been the use of an equivalent porous media
models (Snow,1965,1969). The use of these approaches is based on
the establishment of a representative elementary volume (REV)
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over which the fractured rock can be approximated by a porous
continuum. (Figure 9.1)
Problems with the equivalent porous medium approach arise from
the difficulty of establishing a representative elementary volume
within the scale of the practical groundwater flow problem, since
very large volumes of rock can be required to produce sufficient
spatial averaging of flow to achieve the REV. While the REV may
be achieved in porous media at the scale of thousands of grains
(i.e. centimeters), for a jointed medium, a scale of several
thousand rock blocks (i.e. kilometers) could be required.
Long(1983) studied the problem of definition of REV for fractured
media extensively. She found that REV can frequently not be
achieved in fractured rock, and that when it is not, direct
modeling of fracture flow is necessary. This fractured flow
modeling can only be performed using stochastic joint system
models such as those developed and characterized in the
preceeding chapters.
Parallel to Long's work, Rouleau(1984), Smith and Schwartz(1982),
and Neuman et.al.(1984) have developed fracture flow approaches
based on finite element flow modeling of stochastic joint
networks. To date, all published work has utilized two
dimensional pipe flow networks. Smith and Schwartz study
orthogonal joint models, while Long and Neuman study Baecher
models, and Rouleau utilizes a Veneziano model.
In the remainder of this section, a third approach to evaluation
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INDIVIDUAL JOINTS, FRACTURE FLOW MUST BE MODELED.
Figure 9.1 Porous Mediumr and Fracture Flow
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of the hydrologic properties of jointed rock will be developed.
This method is based on the use of persistence and connectivity
measures developed in Chapters 5 and 7.
9.1.2 New Approach to Fracture Flow
As outlined above, there are now two approaches to modeling flow
in jointed media. One approach is to attempt to define a REV and
an equivalent porous medium model, and apply the classic
equations of porous continuum flow (Bear, 1972). The second
approach is to perform finite element modeling utilizing the
joint network geometry directly, with Monte Carlo simulations of
the joint network to represent the stochastic nature of jointing.
In this chapter, a third approach to fracture flow will be
developed based upon joint persistence and connectivity measures
presented in Chapters 5 and 7. This approach is complementary to
the direct modeling of fracture flow by finite elements, and will
be calibrated using finite element methods. Since the approach
is based on connectivity and persistence measures, it has the
potential for use in empirical estimation of hydrologic
properties during site characterization, before large scale
hydrologic tests and finite element modeling.
The new approach will be explained
the assesment of fracture flow and
and 9.4 respectively. Sections
parametric studies to illustrate
approach, and also to illustrate
in Section 9.2, and applied to
scale effects in Sections 9.3
9.3 and 9.4 will include
the properties of the new
the relationship of the new
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approach to Baecher, Veneziano, and Dershowitz rock joint network
models, and to finite element fracture flow modeling. This new
approach does not include the effect of aperture on hydrologic
performance. This effect will be discussed seperately in Section
9.5. Section 9.6 contains a summary and discussion of the new
approach.
9.2 HYDROLOGIC ANALYSIS BY CONNECTIVITY MEASURES
9.2.1 Development of Method
Fracture flow between two boundaries occurs only when there are
one or more continuously connected fracture networks extending
between those boundaries (Figure 9.1c). This leads to both scale
and anisotropy effects in fracture flow. In this chapter, an
approach to scale and anisotropy effects based upon connectivity
measures will be developed.
Three scale effects occur in rock fracture flow.
The first, and most commonly recognized effect, is the "extreme
effect": The larger a region is, the more likely it is that the
region will contain joints with extreme values of characteristics
such as size and aperture. As a result, if flow is dominated by a
single joint, larger regions, with joints with high values of
joint size and aperture will have a higher hydraulic conductivity
than smaller regions. This is similar to the scale effect in
strength testing, where larger samples are more likely to contain
low strength zones than smaller samples.
The second scale effect is related to the size of joints and
579
joint networks. In fracture flow, only joints or joint networks
of at least the scale of the region can carry flow across the
region. While almost any joint can carry flow across small
regions, only very large joints or joint networks can carry
flow across a large region. As a result, this effect leads to
higher hydraulic conductivity in small regions than in larger
regions.
The third scale effect arises from the averaging of flow in joint
networks made up of a large number of joints. If the scale being
evaluated is small, the model region may contain either a single
joint or no joint, and the variability of hydrological properties
between regions will be very high. As the scale being evaluated
increases, the "sample" of joints and joint networks within the
region approaches the mean, and the variability of hydrological
properties decreases.
Anisotropy occurs in fracture flow because water flow is
controlled directly by the location, and orientation of jointing.
If joints or joint networks only carry flow in a single
direction, hydraulic conductivity in all other directions will
be zero. If there is some dispersion of joint or joint network
orientation, hydrological properties will have anisotropy
corresponding to the anisotropy of joint orientations.
Anisotropy effects are subject to all the scale effects of
averaging and network formation discussed above. The averaging
scale effect results in an increase in the regularity in the
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pattern of anisotropy as scale increases, and more joints are
included within the model region. The scale effect of joint
network size causes a shift in the control of anisotropy from the
orientation of joints at small scales to the orientation of joint
networks at larger scales, where individual joints play less of a
role in flow.
Throughout this chapter, the term "scale effect" will be used to
refer primarily to the second scale effect listed above, the
effect of the relationship between the scale of the problem being
considered and the size of joints and joint networks. This scale
effect was selected because it is well suited for treatment by
connectivity measures - no implication is intended about the
relative importance of different scale effects.
Scale effects and anisotropy effects are inseparable, since they
are caused by the same basic mechanisms of fracture flow. In
order to address both of these effects clearly, however, scale
effects will be addressed without reference to anisotropy effects
in Section 9.3, and anisotropy effects will be added to scale
effects in Section 9.4.
Since it is the distributions of joint and joint network length
which actually control flow, and lead to the scale effect
addressed here, it is reasonable to attempt to characterize
fracture flow on the basis of measures of joint network size.
Among the measures developed in Chapters 5 and 7 which might
serve this purpose, four connectivity measures seem particularly
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well suited to this task:
o Intersection Intensity C1, the intensity of joint
intersections, which is related to jointing intensity,
joint length distributions, and the formation of joint
networks, all of which control hydrologic performance.
o Percolation Probability C5, the percentage of all joints
which are contained in joint networks of sufficient size
to be connected for flow at a given scale.
o x-Resultant Joint Network C8x, the distribution of rock
joint network lengths, as measured by the maximum
difference in x-coordinates on the network. This is a
direct measure of the number of joint networks which could
be active for flow at any scale, at any specific
orientation, and is therefore a likely measure for
quantification of both scale and anisotropy effects.
o Total Joint Network Length C8t, the distribution of rock
joint network lengths, as measured by the total length of
all joints connected into the network. This is a direct
measure of the storage capacity of a joint network, and is
therefore a likely measure for the hydraulic properties of
joints in transient single borehole tests.
The actual applicability of these measures is best established on
the basis of correlation between the measures and the results of
actual single and multiple borehole hydrologic tests. Such
correlations may be difficult to obtain, given the expense and
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error involved in hydrological testing, and are outside the scope
of this dissertation.
Instead, the measures will be evaluated on tle basis of
analytical development and parametric studies in which
connectivity measures are compared with the results of finite
element modeling. This will be done as part of the development of
scale effect and anisotropy applications in Sections 9.3 and 9.4.
Below, the connectivity measures C1, C5, C8x, and C8t and their
potential application and limitation are discussed.
9.2.2 Intersection Intensity, Connectivity Measure C1
Intersection intensity is an indirect measure of many of the
factors which affect the formation of joint networks capable of
flow at any given scale. Both intersection intensity and fracture
network effective hydraulic conductivity increase with joint
length, jointing intensity, and dispersion of joint orientations.
Figure 9.2 shows a correlation between effective hydraulic
conductivity and intersection intensity for a simple two set
Baecher model, in which C1 does appear to be well correlated with
hydraulic conductivity.
From a theoretical perspective, this correlation can be explained
on the following basis. Equations derived in Chapter 5 (Table
5.1) show that for all five joint network models, intersection
intensity C1 is proportional to jointing intensity P2 squared,
(9.1) C1 oc P2^2
with the constant of proportionality dependent upon the geometry
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of the joint system model and model region. Equation 9.1 may
also be expressed in terms of Poisson intensity parameter lambda,
because lambda is linearly proportional to P2 (Equation 5.50),
(9.2) C1 oc lambda^2
For joint networks of a single parallel joint set, effective
hydraulic conductivity, C7 is proportional to lambda, provided
joint lengths are sufficient to carry flow (Snow,1965):
(9.3) C7 oc lambda * (a^3/(12*nu)),
where a is the hydraulic aperture of open joint joints, and nu is
the kinematic viscosity (0.987 x 10^-6 m^2/sec at 21 degrees C).
On this basis alone, a correlation would exist between C1 and C7,
but since it is an indirect relationship, joint intensity
measures P2 or lambda would serve just as well.
For two or more joint sets, or one set with disperse orientation,
intersection between joints leads to the formation of networks of
joints through which flow can occur, even when the individual
joints are of insufficient length to provide flow paths. Thus for
scales above that at which flow can be maintained on a single
joint, increases in intersection intensity are related not only
to increases in intensity of jointing but to the formation of
joint networks in which flow can take place.
At this point, it is necessary to recall the terminology defined
for interconnecting joints in Chapter 5. The term "joint system"
is used to describe all the joints and joint networks in a rock
mass. "Joint network" is used exclusively to describe a
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collection of two or more interconnected joints. "Isolated joint"
refers to individual joints which have no intersections and
therefore are not part of any joint networks. "Joint unit" refers
to joint networks without the restriction to collections of two
or more joints, i.e. both isolated joints and joint networks.
These concepts are illustrated in Figure 5.1 .
The relationship between intersection intensity C1 and the
formation of joint networks is complex, and cannot be formulated
in a simple analytical expression . Initially, as joints just
begin to intersect, increases in intersection intensity result in
single joints being connected, resulting in a decrease in the
number of units, and an increase in the number of networks. As
intersection intensity increases further, however, increases in
intersection intensity result from intersection and combination
of joint networks, resulting in decreases in both the number of
units and the number of networks. Thus as intersection intensity
increases, joint systems change from isolated joints to small
networks, and then to large networks. This relationship is shown
diagramatically in Figure 9.3 
This makes intersection intensity a difficult measure for
prediction of hydrological properties, since the scale at which
this effect occurs is dependent on the distribution of joint
lengths, and the particular joint network model. The importance
of the particular joint model can be seen in the contrast between
Baecher models with one subparallel joint set and two
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perpendicular sets. With one set, each intersection initially
creates networks with up to twice the x length of the two
individual joint that they combine. With two sets, two or more
intersections could be required, since the perpendicular joint
(in the intersection) must intersect two horizontal joints to
achieve the same effect (Figure 9.4).
For Dershowitz model joint systems, changes in intersection
intensity have an even more complex effect on the formation of
joint networks, since joints always terminate at intersections,
and therefore almost always form networks. For the Dershowitz
model, intersection intensity could be doubled with no effect on
the distribution of network lengths by replacing each joint by
two joints of half the length connecting at their intersection.
(Figure 9.5)
In summary, intersection intensity C1 is related to hydraulic
conductivity C7, but the relationship is sufficiently complex
that it can not be used directly as an index measure, without
substantial amounts of information about other aspects of joint
system geometry. Within a given model, intersection intensity
will be related to effective hydraulic conductivity by an S-curve
relationship at every scale. (Figure 9.6)
9.2.3 Percolation Probability, Connectivity Measure C5
Percolation probability, connectivity measure C5 is defined in
terms of active fracture flow networks, and it is therefore
reasonable to expect that C5 will be a useful measure of joint
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system hydrologic behavior. Percolation probability C5 is defined
as the proportion of all joints which are part of joint networks
capable of flow at a given scale. This can be visualized by the
series of joint networks in Figure 9.3. In the first network, no
joints are connected for flow at the problem scale. As the
proportion of joint lines defined as open joints, PL, increases,
the proportion of joints active for flow increases rapidly, and
then gradually approaches 100 percent as PL goes to 100 percent.
Within any given model, the larger the percentage of joints
connected for flow at a given scale, the greater the hydraulic
conductivity at that scale. As a result, for similar geometries,
C5 can be used as an index for relative hydraulic conductivity
between different scales, and between different levels
of jointing intensity, and length and orientation
distributions.
For comparison between models, percolation probability C5 may be
used as an index measure for hydrological properties. However,
any such use must be done with an explicit recognition of the
indirect relationship between C5 and effective hydraulic
conductivity. For example, for systems with more than one joint
set, one or more sets may make minimal contributions to flow, so
that the appropriate measure is not the percentage of joints in
the entire system which contribute to flow, but the percentage of
joints in the joint sets.
9.2.4 x-Resultant Joint Network Length, Connectivity Measure C8x
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Unlike percolation probability C5, the percentage of joints
connected for flow at a given scale, C8x is the distribution of
joint network lengths, and therefore provides information about
hydrologic performance at all scales simultaneously. Further, C8x
is the distribution of joint network lengths in a particular
direction, and therefore provides information about anisotropy
and scale simultaneously.
A typical set of distributions of C8x is shown schematically in
Figure 9.7. For low jointing intensity, all networks formed are
composed of only two or three joints, and therfore have values of
C8x between 10 and 30 units for a mean joint length of 10 units.
As intensity increases, the number of networks increases, and the
size of the maximum network increases, ul
networks begin to connect more rapidly th;
formed from previously unconnected joints;
the total number of networks declines,
connected into only one network.
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the distribution of the size of these flow paths is represented
approximately by C8x.
Since C8x can be calculated from the maximum difference in x
coordinates for networks of any orientation relative to the
coordinate axes, relative values of C8x in different directions
indicate directional differences in hydraulic conductivity, and
thus anisotropy.
Application of C8x to scale effects and anisotropy will be
discussed in detail in sections 9.3 and 9.4. Caveats on the use
of C8x as an index for effective hydraulic conductivity include
the following:
o Since the definiton of C8x only includes joint networks,
that is collections of two or more joints, it is only
applicable at scales where isolated joints do not
contribute to flow. For scales at which isolated joints do
contribute to flow, the alternate definition of C8x' in
terms of joint units rather than joint networks is
appropriate.
o Large joint networks may include parallel sections of
joints (Figure 9.8) such that a network of C8x 100 may
represent not one path of length 100, but several. This
introduces some non-linearity into the relationship
between C8x and effective hydraulic conductivity.
9.2.5 Total Joint Network Length, Connectivity Measure C8t
Both C5 and C8x are related to the size distribution of rock
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joint networks, with regard to the scale at which flow can occur
through joint networks. C8t is also a measure of the size
distribution of rock joint networks, but since it measures the
total length of network rather than a resultant network length,
it is not as directly related to conductivity as to the storage
capacity ("storativity") of the joint network.
The storativity of fractured rock, the amount of water which can
be stored in pores and joints per unit volume of a rock mass, is
related to the total volume of fractures within the rock mass
which are connected to the source of water flow. For regional
scale problems, the storativity of concern is therefore that of
only those joints which are part of joint networks extending to
aquifer boundaries. For smaller scale problems, such as single
borehole tests, however, the storativity of concern is that of
any networks which are intersected, and that is where the
usefulness of C8t arises.
Given that a borehole intersects a joint network, the
distribution of C8t can be used to determine the possible
variability in the storativity of the intersected network, based
on the total length of the network. In applications where both
isolated joint and joint networks storativity is of concern, the
distribution of joint unit total length, C8t', rather than joint
network total length is a more appropriate measure. Further
caveats to application of C8t include:
o The probability that a joint network will be intersected
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by a borehole is related to the size of the network, and
therefore the distribution of C8t for all networks is not
the same as the distribution of C8t given that the network
intersects a borehole. The conditional probability of a
particular value of total joint network length given that
the network is intersected by a borehole theoretically
might be calculated by Bayes theorem using the probability
that a network of that size will intersect a borehole.
Since that expression has not been derived, the
distribution of C8t is only an approximate measure.
o A borehole intersecting more than one joint
intersecting the same network, or several ni
A further important refinement of C8t wot
determination of the probability that an ad(
network has been intersected given intersection
additional joint.
9.3 APPLICATION OF CONNECTIVITY MEASURES TO SCALE EFFECTS
9.3.1 Problem Statement
The three major scale effects of flow in fractured roe
may be
ttworks.
uld be
ditional
with an
:k were
introduced in the previous section. In this section, application
of connectivity measures to the scale effect of joint and joint
network size will be developed by theoretical derivations and
numerical simulations. Before developing applications of
connectivity measures, the scale effect of joint and joint
network size will be defined and discussed.
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In a rock joint or joint network, water can only flow as far as
the extent ("scale") of the joint or joint network. The scale of
hydrological problems is defined as the size of the region over
which hydrological properties are being evaluated. If the scale
of the hydrological problem is larger than the scale of the
largest joint network in the region being evaluated, no flow can
occur, and the effective hydraulic conductivity at that scale
will be zero. If many joint networks of the same size or scale as
the region of interest exist, effective hydraulic conductivity
will be related to the frequency of occurence of joint networks
of that scale.
Since this scale effect is directly related to the distribution
of joint network size, any connectivity measure which is able to
express the size of joint networks might be useful as a measure
for this scale effect. x-Resultant joint network length C8x and
percolation probability C5 are defined directly in terms of the
size of joint networks, and are therefore especially promising
measures for this scale effect.
Investigation of the scale effect of joint network size will be
carried out analytically on the basis of simplifying assumptions,
and by simulation for complex joint network geometries.
Parametric studies will be carried out to assess the differences
in results obtained with connectivity measures C5 and C8x, and
finite element modeling, and the differences between different
rock joint system models.
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9.3.2 Analytical Development
The scale effect addressed in this section arises from the fact
that flow in jointed rock masses is carried through individual
fractures, rather than through the rock matrix, and therefore,
the length of individual fractures controls the scale at which
flow can occur.
As a first step in analytical treatment of this problem, we shall
assume that flow is dominated by flow through individual
fractures rather than fracture networks, so that joint
intersections are not important. As a further simplification, we
shall assume initially parallel joints in the direction of flow.
(Figure 9.9) Under these assumptions, the expected number of
joints Na carrying flow between two vertical boundaries S units
apart and Z units long is
(9.4) E[Na] = Nj * integral (f(Lj))dLj
2*S to oo
where Nj is the number of joints at least partially contained in
the S by Z unit area and f(Lj) is the distribution of joint
lengths. 2*S is the expected joint length required for a joint at
least partially contained between two boundaries to intersect
both boundaries (Figure 9.10).
Effective hydraulic conductivity C7 can be calculated from Na by
Snow(1965) 's equation,
(9.5) C7 = (1/12nu)*(Na/Z)* a^3
where a is joint aperture and nu is kinematic viscosity. Since
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the area of the model region Ar is the product of the height of
the region Z and the width of the region S,
(9.6) Ar = Z * S
The number of joints in the model region Nj can be expressed in
terms of persistence measure P1 (Equation 5.42) as,
(9.7) P1 = Nj/Ar
Effective hydraulic conductivity C7 can therefore be expressed
in terms of persistence measure P1 by combination of equations
9.4 through 9.8,
(9.8) C7 = (1/12nu)*(P1*S)*(a^3)*(integral (f(Lj))dLj
2*S to oo
Assuming an exponential distribution of joint lengths, the
integral in equation 9.8 evaluates to,
(9.9) integral (f(Lj)) = exp(-2*S/Lbar)
where Lbar is the mean joint length. Persistence measure P1 can
be expressed in terms of persistence measure P2 (Equation 5.31),
(9.10) E[P2] = E[P1] * E[Lj] = EP1] * Lbar
Replacing P1 in equation 9.8 by its expected value in terms of P2
and Lbar, and substituting equation 9.9 for the integral of joint
length Lj,
(9.11) C7 = (1/12nu)*(P2*S/Lbar)*(a^3)*exp(-2*S/Lbar)
This relationship for hydraulic conductivity as a function of
scale S is shown in Figure 9.11. This equation demonstrates that,
under the simplifying assumptions made, effective hydraulic
conductivity, C7, is a function of the dimensionless parameter
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Sp = S/Lbar. For these simplified assumptions, effective
hydraulic conductivity C7 increases dramatically from a scale of
approximately Sp = 3 to Sp = 1, and then decreases for very small
values of Sp. The decrease in C7 for very low Sp can be explained
by the decrease in the number of joints Nj in the region with the
size of the region. For very low values of Sp, the expected
number of joints approaches zero, causing C7 to decrease to zero
also.
Removing the restrictive assumption that all joints be parallel,
the flow of wa
distribution of
(9.12) Lx =
where phi is
calculated by
distributions of
(9.13) f (Lx)
where fj
and fc (c)
is calcu
Assuming
parameter
(9.14)
(Lj) is
is the
lated
that t
iter between the boundaries is dependent on the
the x component of joint length, Lx.
cos(phi)*Lj
the joint dip. The distribution of Lx can be
the method of Jacobian determinants from the
F phi and Lj,
= integral( (1/Lj)*fc(Lx/Lj)*fj (Lj) )dLj
O to oo
the (exponential) distribution of joint length,
distribution of cos(phi). The distribution fc(c)
using the method of transformation of variables.
:he distribution of phi is Fisher with dispersion
K (Table 2.1),
fp(phi) = [K/(exp(K)-1.)]*exp(K*cos(phi))*sin(phi)
on O,pi/2],
the distribution of cos(phi) is
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(9.15) fc(c) - [K/(exp(K)-l.)]*exp(K*c) on [0,1]
The distribution of effective hydraulic conductivity C7 is found
by combining equations 9.12 through 9.15,
(9.16) C7 - (1./(12.*nu))* (P2*S/Lbar)*(a^3)*
integral { integral [ (1/Lj)*(K/(1.-exp(K))*exp(K*Lx/Lj)
2.*S to oo Lx to oo * (1/Lbar)*exp(-Lj/Lbar))]
dLj )dLx
C7 (1./12.*nu)*(P2*S/Lbar)*(a^3)*(K/(1.-exp(K))*(1/Lbar)*
integral { integral [ exp(K*Lx/Lj - Lj/Lbar) dLj }dLx
Equation 9.16 for effective hydraulic conductivity can be solved
by numerical integration. Figure 9.12 shows the results of
numerical solution of equation 9.16 for a range of orientation
dispersion values and mean joint length Lbar of 1. In Figure
9.12, the terms P2, a, and nu are selected such that the constant
terms in equation 9.16 are equal to one. Since kinematic
viscosity, nu, is equal to approximately 10^-6 m^2/sec, with P2 -
0.2 meters^-1, and aperture a 0.04 meters,
(9.17) (P2*a^3)/(12.*nu) = (0.2*(0.04^3))/(12.*10^-6) 1
So that,
(9.18) C7 - (S/Lbar)*(K/(exp(K)-1.)*
integral { integral [ (1/Lj)*exp(K*Lx/Lj-Lj/Lbar) ] dLj}dLx
2*S to oo Lx to oo
where C7 is effective hydraulic conductivity with persistence P2
and aperture a such that the value of the coefficient in equation
9.17 is equal to 1.
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x-Resultant Joint Network Length, Connectivity Measure C8x
The remaining restrictive assumption placed on the analytical
solution is the assumption that only individual joints rather
than joint networks contribute to flow. This assumption can be
removed by replacement of the distribution of joint length x
component by the distribution of joint network x-resultant
network length f(Lnx), which is also refered to as connectivity
measure C8x,
(9.19) C7 = (1/12nu)*(P2*S/Lnxb)*(a^3)*(integral (f(Lnx))
2*S to oo
where f(Lnx) is the distribution of joint network length, and
Lnxb is now the mean joint unit (joint network or isolated joint)
length.
This substitution is only approximately correct, since a joint
network of length S may contain more than one flow path of
smaller length (Figure 98) . Also, the flow length of joint
networks is generally not the same as the x-component length,
since it may involve considerable tortuosity, with many sections
of parallel joints within the same network (Figure 9.13).
The distribution f(Lnx) is obtained by simulation, and will
therfore be explored further in Section 9.3.3, "Parametric
Studies".
Percolation Probability, Connectivity Measure C5
As mentioned above, a weakness of the derivation of effective
hydraulic conductivity from distributions of joint unit length
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Figure 9,13 Flow Path Tortuosity and x-Resultant Lenoth
for Joint Networks
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arises from the assumption that each joint network consists of
only one flow path at all scales. One approximate approach to
this problem is the use of connectivity measure C5 to calculate
an equivalent number of flow paths from the total length of
joints involved in flow at any given scale.
Percolation probability C5 is defined as the percentage of the
total joints that are active for flow at any given scale. For
example, in Figure 9.14, one network containing 40 joints is
active for flow at the scale of 100 units. Given an average joint
length of 10 units (and assuming that the average in the network
is the same), the total length of joints in the network can be
calculated as 400, or 4 times the scale. In order to obtain an
estimate of the number of equivalent linear flow paths, an
assumption must be made about the proportion of this total length
which is directed between the two boundaries. Assuming an
isotropic or orthogonal system, this factor would be 50%, so that
the joint network with total length 400 might be considered
equivalent to two linear flow paths of length 100 units.
This is a very rough approximation, involving several
questionable assumptions, including the factor for conversion
from total joint length to linear flow paths and the calculation
of the total length of joints in a network using average joint
length.
Further, this derivation only really works when C5 is calculated
as the percentage of joints active for flow at a given scale,
610
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rather than by the alternative definition as the percentage of
joints in networks with x-Resultant length greater than a
particular value. The difference between these two definitions is
subtle, but very important for this application. According to the
first definition, a joint is only counted as part of a network
active for flow if the network actually extends between the
boundaries of a region of the scale of interest. The actual x-
Resultant of the network must not only be greater than the scale
of the region, but in addition, the joint must be located such
that it actually extends between the boundaries of the
region.
According to the alternative definition, however, any joint which
is part of a network of greater than the scale of the region is
included in calculation of C5, whether of not it is located such
that it can contribute to flow. (Figure 9.15). If this definition
is used for C5, the applicability of C5 for quantification of the
scale effect of joint length is questionable, since C5 is no
longer representative of the effect of joint network on joint
system hydrologic properties.
This problem is similar to that encountered in the application of
C8x. In application of C8x, the size of networks contributing to
flow at scale S were calculated by integrating from 2. * S to
infinity in order to compensate for the probability that any
network will be located such that it can contribute to flow in a
particular region. In the case of C5, however, joint networks are
612
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Figure 9.15 Limitations to Application of Percolation
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treated not individually, but collectively, so that the use of
only networks of length 2.*S would not be an accurate reflection
of the number of joints participating in flow. Therefore,
calculation of C5 for this application must be performed by
actually determining the joint networks spanning a particular
region of the scale of interest.
9.3.3 Parametric Studies
In this section, the application of connectivity measures C1, C5,
C7, and C8x to scale effects is evaluated on the basis of
parametric studies. The purpose of these parametric studies is
both to investigate the application of these measures to
hydrological scale effects, and to address the differences
between hydrologic scale effects in different joint system
models. Simulations are performed with two dimensional Baecher,
Veneziano, and Dershowitz joint system models. All simulations
are carried out using two dimensional joint system models from
the JINX joint network simulation package (Appendix A).
As in Chapter 6, all simulations are performed in a 100 by 100
unit region. Joint trace lengths are assumed to be exponentially
distributed and the joint orientation distribution is assumed to
be Fisher. Unlike simulations in Chapter 6, however, joint dip
direction is not assumed to be constant. Instead, joint dip
vectors are assumed to be symmetrically distributed about the
mean dip vector by an axisymmetrical Fisher distribution. This
assumption for joint orientation correponds to joint systems with
614
greater variation in strike than assumed in Chapter 6, but less
than joint systems with pole vectors assumed to be symmetrically
distributed about a mean pole vector. All simulations are run at
a jointing intensity level described by persistence measures P2 =
0.2, either with a single joint set at P2=0.2, or two
perpendicular joint sets, each with P2 = 0.1 .
Since these simulations are directed primarily at investigation
of scale effects, most simulations results are expressed in terms
of a scale parameter Sp defined as the ratio of the model region
scale S to mean joint length Lbar,
(9.20) Sp = S/Lbar
Since all simulations are performed in a 100 by 100 model region,
S is equal to 100, so
(9.21) Sp = 100./Lbar
This measure of scale is consistent with the results of equation
9.11, which indicate that scale effects are proportional to
S/Lbar.
Intersection Intensity, Connectivity Measure C1
As was shown in Figure 9.2, intersection intensity C1 can be
correlated to the hydrologic performance of joint systems.
However, discussion of intersection intensity C1 in Section 9.2.2
indicated that C1 would not be useful to analysis of scale
effects, since it is insensitive to joint size and, in Veneziano
models, to length persistence PL.
This is confirmed in Figures 9.16, 9.17, and 9.18 which plot
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intersection intensity as a function of model scale Sp for
Baecher, Veneziano, and Dershowitz models respectively. For
Baecher and Veneziano models, intersection intensity C1 is
independent of model scale, as expected, and are therefore not
promising as a method for assessing scale effects. For the
Dershowitz model, C1 does vary with scale because of the need to
define a greater number of joint lines with lower length
persistence PL in order to decrease mean joint length Lbar (see
Section 6.3). This indicates potential application of C1 to
reflect scale effects with Dershowitz models. The measure is
still not attractive however, since it is only indirectly related
to joint network formation.
Percolation Probability, Connectivity Measure C5
Figures 9.19, 9.20, and 9.21 present percolation probability C5
as a function of scale for Baecher, Veneziano, and Dershowitz
rock joint system models respectively. Percolation probability C5
is defined as the percentage of joints which are part of networks
connected for flow at any given scale, and it is therefore not
surprising to find that C5 is scale dependent for all three
models. In addition, the shape of the relationship between C5 and
scale is similar in all three models, with a rapid increase in C5
as Sp decreases from a critical value, followed by gradual
increase for very low values of Sp.
The primary difference between the three models is in the scale
at which percolation probability begins to increase rapidly.In
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both Baecher models, with one joint set or two perpendicular
joint sets, and Veneziano models with two perpendicular joint
sets and length persistence PL of 0.5 and 0.8, percolation
probability increases rapidly for scale parameter Sp less than
10. For the Dershowitz model, this critical value of scale
parameter Sp appears to be higher, approximately 20 to 30,
indicating that substantial flows can be expected in the
Dershowitz model at much larger scales than in Baecher or
Veneziano models. This is the result of the higher connectivity
of the Dershowitz joint system model. Note, however, that for
scales less than Sp = 5, all three models approach C5 = 100%.
Figure 9.22 shows the correlation between percolation probability
C5 and effective hydraulic conductivity C7 for all of the above
simulations of Baecher, Veneziano, and Dershowitz models, at
scales between Sp = 2 and Sp=100. The correlation appears to be
quite good, and is not dependent upon the individual models,
indicating that C5 may serve as an accurate measure for
hydrological scale effects, despite the theoretical caveats
described in Section 9.3.2. These caveats are related primarily
to the problem that C5 counts all joints in networks of a given
scale, including dead end joints and other joints not directly
contributing to flow.
Effective Hydraulic Conductivity, Connectivity Measure C7
The effect of scale on effective hydraulic conductivity is shown
in Figures 9.23, 9.24, and 9.25 for Baecher, Veneziano, and
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Dershowitz models. As would be expected from the correlation with
C5 shown in Figure 9.22, the effective hydraulic conductivity
varies with scale in much the same way as percolation
probability C5. For Baecher and Veneziano models, effective
hydraulic conductivity is approximately zero for scales larger
than a critical scale of approximately Sp = 10, or ten times the
mean joint length (at this jointing intensity level). For smaller
scales, effective hydraulic conductivity increases rapidly as Sp
decreases from 10 to zero. For Dershowitz models, behavior is
similar, except that the critical scale is approximately Sp-20 to
30.
The cost of simulation of joint systems with a very large number
of joints prevented the simulation of effective hydraulic
conductivity at scales less than Sp = 1%, but from Figure 5.24,
it is expected that as Sp approaches zero, effective hydraulic
conductivity approaches a constant value as an S-curve.
x-Resultant Joint Network Length, Connectivity Measure C8x
A method for prediction of scale effects on effective hydraulic
conductivity based upon x-Resultant joint network length C8x is
derived in equations 9.4 through 9.19. This method predicts that
the effective hydraulic conductivity at any scale S will be
proportional to the integral of the x-Resultant joint unit (i.e.
network and isolated joint) length distribution from 2.*S to
infinity (Equation 9.19).
Figure 9.26 presents distributions of x-Resultant joint unit
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lengths C8x' for Baecher, Veneziano, and Dershowitz models. The
integral of these distributions from 2.*S to the model region
scale (100) are presented in Figure 9.27. In all three models,
the integral increases dramatically at approximately C8x' = 10 to
20, which corresponds to Sp 5 to 10. This is consistent with
the results obtained for percolation probability C5 and effective
hydraulic conductivity C7.
The advantage of the distribution of joint unit size C8x' for the
evaluation of scale effects is that, while a series of
simulations is required to obtain the relationship between scale
and C5 or C7, a single simulation can provide the distribution of
joint unit size C8x'.
Summary
Hydrologic scale effects in rock joint systems can be described
by percolation proabability C5, effective hydraulic conductivity
C7, or x-Resultant joint unit length C8x', with comparable
results. Intersection intensity C1, however, is not sensitive to
scale effects, and is therefore not applicable.
Scale effects were studied in Baecher, Veneziano, and Dershowitz
models. Results for a variety of joint system geometries indicate
that scale effects are similar in Baecher and Veneziano models,
although effective hydraulic conductivity is higher in the
Veneziano model. In the Dershowitz model, effective hydraulic
conductivity is significantly higher than in the Veneziano model
at the same level of jointing intensity. In addition, significant
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hydrologic conductivity occurs at scales significantly larger
than those required for Baecher and Veneziano models.
Although the three connectivity measures produced similar
descriptions of scale effects, the analytical requirements of the
three measures were quite different. Effective hydraulic
conductivity C7 requires the most computation, including both
joint system modeling and finite element flow modeling. In
addition, calculation of effective hydraulic conductivity C7
necessitates assumptions about boundary conditions, but produces
results which are expressed directly in hydrological terms.
Percolation probability C5 can be calculated by joint system
modeling alone, but still requires a simulation at each scale in
order to assess the magnitude of scale effects. The distribution
of x-Resultant joint unit length C8x' can provide a description
of scale effects based upon a single simulation of the joint
system.
9.4 APPLICATION OF CONNECTIVI.TY MEASURES TO ANISOTROPY EFFECTS
9.4.1 Problem Statement
The anisotropy observed in the hydrologic behavior of jointed
rock masses arises directly from the anisotropy of the joint
system geometry. Therefore, it is reasonable to expect that this
anisotropy should be derivable from measures of the anisotropy of
joint network geometry, rather than requiring finite element
modeling to calculate the variation of effective hydraulic
conductivity C7 with orientation.
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Two approaches are available for the description of the rock
joint system anisotropy, the disaggreagate and aggregate
approaches. In the disaggregate approach, anisotropy is described
directly in terms of the anisotropy of individual joints, the
distribution of joint orientations. The disaggregate approach is
appropriate at scales where flow is controlled by joints rather
than joint networks. In this case, anisotropy can be evaluated by
direct substitution of the orientation distribution into Snow's
equation (Equation 5.147).
For more complex joint systems in which flow is controlled by
joint networks, the aggregate approach has more potential. The
aggregate approach is based upon the use of joint system
connectivity measures which are defined with regard to specific
directions. Below, aggregate approaches are developed based upon
directional versions of percolation probability C5, effective
hydraulic conductivity C7, and x-Resultant joint network length
C8x.
The scale dependence of rock joint system hydrology discussed in
Section 9.3 also applies to anisotropy effects - joint system
anisotropy may be different at different scales just as hydraulic
conductivity is different at different scales. This is
illustrated in Figure 9.28. Figure 9.28a shows a joint system at
a scale where flow is controlled by isolated joints, and
therefore anisotropy corresponds exactly to the joint orientation
distribution. Figure 9.28b shows a joint system at a scale where
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flow is controlled by joint networks such that individual joint
orientations only affect hydrological anisotropy indirectly.
As shown in Section 9.3, the three connectivity measures C5, C7,
and C8x are all capable of expressing the scale effect of joint
and joint network size. When these measures are expressed in term
of specific flow orientations for evaluation of anisotropy
effects, they continue to express scale effects. As a result, all
studies of anisotropy effects based upon these connectivity
measures can be used to investigate the influence of scale on
anisotropy.
In section 9.4.2, the connectivity measure approach for
evaluation of anisotropy effects will be developed analytically.
Parametric studies of anisotropy using connectivity measures will
be presented in Section 9.4.3.
9.4.2 Analytical Development
The anisotropy of joint system hydrological properties arises
directly from the anisotropy of joint and joint network
orientations. As a result, connectivity measures for
quantification of joint system anisotropy must express the
distribution of orientation of joints and joint networks.
Up to this point, connectivity measures C5, C7, and C8x have been
defined to measure joint networks parallel to the x axis. In
order to express anisotropy, these measures must be redefined for
flow in any direction. Directional definitions of these measures
in terms of orientation alpha from the x axis and scale S are as
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follows (Figure 9.29):
o Percolation Probability,C5(alpha,S): Proportion of joints
in networks active for flow in direction alpha in a
region of scale S.
o Effective Hydraulic Conductivity, C7(alpha,S): effective
hydraulic conductivity of a region of scale S with
respect to flow and gradient in direction alpha.
o x-Resultant Joint Network Length C8x(alpha): Distribution
of the maximum difference in x' coordinates in joint
networks, measured in a coordinate system with an x' axis
oriented at an angle alpha from the x axis.
The anisotropy of any material property can be represented
by the ratio of the value in any direction a to the value in a
reference direction,
(9.22) I (alpha,S) = V(alpha,S)/V(x,S)
where I(alpha,S) is the index of anisotropy in direction alpha at
scale S, V(alpha,S) is the value of the property V at scale S in
direction alpha , and V(x,S) is the value of the property V at
scale S in a reference direction x . In the case of joint system
hydrological anisotropy, the reference direction x will be chosen
as the x axis, and V(alpha,S) and V(x,S) can be any of the
directional connectivity measures defined above.
The anisotropy index I(alpha,S) can be represented visually as a
closed curve in which the value of I(alpha,S) is represented by
the radius of the closed curve in direction a (Figure 9.30). For
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the permeability of anisotropic porous media, this curve is an
ellipse, and is referred to as a "permeability ellipse" (Long,
1983). In this section, the visual representation of I(alpha,S)
will be referred to as a "permeability ellipse", even though the
curve is in general not an ellipse, and measures other than
permeability are being represented. This is consistent with
current usage (Long, 1983).
Below, the derivation and interpretation of anisotropy index
I(alpha,S) will be presented for connectivity measures C7, C8x,
and C5.
Effective Hydraulic Conductivity, C7
Snow(1969) derived an analytical solution for the anisotropy of
rock joint systems with unbounded joints,
(9.23) C7ij = (1/(12*nu))*Sum( (ak^3/Sk)*(dij -nki*nkj) )
all joint sets k
where C7ij is the directional hydraulic conductivity for flow in
a direction defined by pole direction i and gradient direction j,
ak is the hydraulic aperture of joint set k, Sk is the spacing
between joints in joint set k, dij is the Kronecker delta
function ( if nki = nkj, otherwise 0). and nki and nkj are
the unit vectors normal to joint set k. Unit vector nki is used
for projection of the gradient to the plane of joint set k. Since
this solution is for unbounded joints, it is valid for all
scales.
This directional effective hydraulic conductivity C7(alpha,S) for
w0
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this joint system is found by setting flow and gradient
directions i and j equal to alpha, so that,
(9.24) C7(alpha,S) = (1/(12*nu))*Sum((ak^3/Sk)*(dij -nka^2))
all joint sets k
where nka is the unit normal to joint set k in direction alpha.
Equation 9.24 can be used to obtain the anisotropy index
I(alpha,S). Using the x axis as the reference direction,
Sum (ak^3/Sk)*(dij - nka^2)
(9.25) I (alpha,S) --
Sum (ak^3/Sk)*(dij - nkx*nka)
where nkx is the unit normal to joint set k in direction x.
This solution has several limitations, which are discussed in
Long(1983). The most serious limitation is that, as a result of
the assumption of unbounded joints, no account is taken for the
effect of joint network formation on hydrological anisotropy.
Hydrological anisotropy is assumed to be directly related to
joint orientation distributions, which are expressed by nka in
equations 9.24 and 9.25.
A recent solution by Sagar and Runchal (1982) attempted to
compensate for this deficiency by modification of equation 9.23
to take into account the effect of bounded joints. However, since
their solution did not consider the formation of joint networks,
it is of limited value value.
Lacking analytical solutions for C7(alpha,S), finite element flow
models must be used to calculate effective hydraulic conductivity
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C7(alpha,S) for joint systems with bounded joints. In this case,
the anisotropy index I(alpha,S) is defined as,
(9.26) I(alpha,S) C7(alpha,S)/C7(x,S)
where C7(alpha,S) and C7(x,S) are the values of effective
hydraulic conductivity at scale S in directions alpha and x
obtained by finite element simulation. This approach is used very
commonly (e.g., Neuman, et.al.(1984), Rouleau(1984), Long(1983),
Smith and Schwartz(1982), Caldwell (1971), Wilson (1970),
Snow(1965), Fatt(1956) ).
The use of finite element modeling to obtain anisotropy indices
and permeability ellipses has the advantage that it describes
anisotropy
interest,
of this
which can
assumptior
applicable
therefore
sites wi
I directly in terms of the hydrologic property of
effective hydraulic conductivity C7. The disadvantages
method are that it requires finite element simulation,
be expensive and time consuming, and that it requires
of specific boundary conditions, and is therefore only
to the specific case simulated. This approach is
appropriate for evaluation of anisotropy at specific
th known conditions, but may be ill suited for
description of anisotropy for earlier stages of exploration where
boundary conditions are not well defined, and a more easily
obtained description of anisotropy is desired.
x-Resultant Joint Network Length, C8x
In the Section 9.3, it was demonstrated that C8x is related to
effective hydraulic conductivity, and can accurately represent
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the scale effects of joint network size on effective hydraulic
conductivity. In that section, C8x was always measured in the x
direction. Thus, although it was not emphasized , in equation
9.19 C8x was actually used as a measure of hydraulic conductivity
parallel to the x axis.
In order to use x-Resultant joint network length C8x to evaluate
evaluate directional effective hydraulic conductivity
C7(alpha,S), equation 9.19 must be modified to replace C8x by the
directional joint network size measure C8x(alpha) defined above.
(9.27) C7(alpha,S) = (1/(12.*nu))*(P2*S/Lnab)*(a^3)
* integral ( f(Lna) )dLna
2.*S to oo
where f(Lna) is equal to Cx(alpha), the distribution of joint
network x-Resultant lengths measured parallel to an x' axis
oriented at angle alpha from the x axis, and Lnab is the mean
joint network x-Resultant length measured parallel to the x'
axis.
In terms of anisotropy index I(alpha,S) relative to a reference
parallel to the x axis,
(9.28) I(alpha,S) = C7(alpha,S)/C7(x,S)
I (alpha,S) =(Lnxb/Lnab)*integral (f(Lna)dLna)/integral (f(Lnx)dLna
2.*S to oo 2.*S to oo
Note that this solution provides a result for anisotropy index
I(alpha,S) which is dependent upon the scale S of the region in
which flow is being evaluated. This is a desirable property
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since, as shown in Figure 9.28, joint system anisotropy is a
scale dependent phenomenon. Thus, using x-Resultant joint network
length, both anisotropy and scale effects can be assessed
simultaneously from a single joint sytem simulation. As will be
seen in parametric studies in Section 9.4.3, the scale effects on
joint system hydrological anisotropy are substantial.
The solution for anisotropy index I(alpha,S) in equation 9.28 is
subject to the same limitations which applied to equation 9.19
for the quantification of scale effects in Section 9.3.3 · The
distribution of x-Resultant joint network length C8x(alpha) and
C8x(x) (f(Lna) and f(Lnx)) must still be obtained by simulation
for all but the simplest joint network geometries. Errors of
unknown magnitude are introduced by calculation of the integral
based upon f(Lnx) when the relationship between flow path length
(see Figure 9.13) and joint network x-Resulant length is not
known.
As in the studies of scale effects in Section 9.3.3, the
distribution f(Lnx) may be described by the distribution of x-
Resultant lengths only if the scale is sufficiently large that
only joint networks, and not isolated joints, contribute to flow.
At smaller scales, the distribution of joint unit x-Resultant
length C8x', which includes both joint networks and isolated
joints, is more appropriate for f(Lnx).
The errors involved in use of C8x for calculation of anisotropy
index I(alpha,S) in equation 9.28 may be smaller than those for
It
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calculation of absolute values of effective hydraulic
conductivity C7 in equation 9.19. This is because errors in
equation 9.19 which arise from the tortuosity and multiplicity of
flow paths within joint networks may be less severe for the
calculation of relative effective hydraulic conductivities
required for equation 9.28. The calculation of scale effects from
C8x reguires the questionable assumption that joint network
tortuosity and the multiplicity of flow paths within networks are
scale independent. For the calculation of anisotropy effects, it
need only be assumed that they are independent of the direction
of flow and gradient.
Percolation Probability, Connectivity Measure C5
The application of percolation probability C5 to anisotropy is
similar to that of x-Resultant joint network length C8x.
Directional percolation probability C5(alpha,S) is defined at the
beginning of this section as the proportion of joints which are
part of networks active for flow in direction alpha in a region
of scale S with respect to a gradient in direction a. Using this
definition, the anisotropy index I(alpha,S) based upon
percolation probability is,
(9.29) I (alpha,S) = C5(alpha,S)/C5(x,S)
where C5(x,S) is the percolation probability for flow and
gradient parallel to the x axis.
Like x-Resultant joint network length C8x(alpha), directional
percolation probability C5(alpha,S) is able to represent scale
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and anisotropy effects simultaneously. The application of
directional percolation probability C5(alpha,S) to anisotropy
effects is also subject to the same limitations which apply to
the use of C5 for quantification of scale effects. No
relationship has been derived between C5 and C7 which would allow
estimation of absolute effective hydraulic conductivities.
However, for evaluation of anisotropy effects, only a relative
relationship between C5 and C7 is required, and the use of C5 may
be more reliable than for scale effects.
9.4.3 Parametric Studies
In this section, the application of connectivity measures C5, C7,
and C8x for evaluation of anisotropy effects are evaluated on the
basis of parametric studies. Simulations are performed for
Baecher, Veneziano, and Dershowitz joint system models to allow
comparison of anisotropy effects and the application of
connectivity measures in different joint system models.
The model region and distributional assumptions used in these
simulations are identical to those in scale effect simulations
(Section 9.3.4). Simulations were performed for a single joint
set with mean dip direction parallel to the x axis.
Percolation Probability, C5
Figures 9.31, 9.32, and 9.33 present the first quadrant of
permeability ellipses based upon percolation probability C5 for
Baecher, Veneziano, and Dershowitz joint system models
respectively. Permeability ellipses have been discussed in
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Section 9.4.2 and are presented diagramatically in Figure 9.30.
These simulations were performed at a scale parameter Sp (Model
Scale S/Mean Joint Length Lbar) of 5. This scale was selected
because simulations described in Section 9.3.4 indicated that at
a scale of approximately Sp = 10 effective hydraulic conductivity
in the Baecher and Veneziano models rapidly approaches zero, even
in the mean dip (x) direction. For scales between Sp=10 and Sp =
5, non zero percolation probabilities were obtained only in the x
direction, making presentation of permeability ellipses
impossible.
In order to accentuate the anisotropy displayed in permeability
ellipses, simulations were performed for subparallel jointing
with a Fisher dispersion parameter K of 20. As a result of this,
Figures 9.31, 9.32, and 9.33 all show almost zero percolation
probability for flow perpendicular to the x axis.
The shapes of permeability ellipses based upon C5 are similar,
but not identical for the Baecher, Veneziano, and Dershowitz
models. For all three joint system models, the value of C5 is
approximately constant for orientations within approximately 20
degrees from the x axis. This is consistent with the dispersion
of orientation in the Fisher distribution, which for K of 20 has
approximately 70% of all joint orientations within 20 degrees of
the mean (x) direction.
The permeability ellipses based on C5 are not smooth for any of
the joint network models in these simulations - none of these
.··
figures could reasonably be considered an ellipse. It is
difficult to discern a pattern in the differences in ellipses
between Baecher, Veneziano, and Dershowitz models. Possibly, the
ellipse for the Dershowitz model is smoother than the others, as
a result of the requirement for termination of joints at
intersections, which may increase the hydraulic conductivity in
directions other than the mean joint dip direction.
As was shown in scale effect simulations, percolation probability
C5 is higher for Dershowitz models than for either Baecher or
Veneziano models. This is the result of the higher connectivity
of the Dershowitz model.
Effective Hydraulic Conductivity C7
Figures 9.34,
permeability el
C7' for Baecher
these ellipses
9.33 indicate
approximately
calculate C7
For all three
upon C7 are sim
slightly more
9.35, and 9.36 present the first quadrant of
lipses based upon effective hydraulic conductivity
, Veneziano, and Dershowitz models. Comparison of
to those based upon C5 in Figures 9.31, 9.32, and
that the anisotropy indicated by C5 and C7 is
equivalent, and finite element modeling to
may not be necessary if C5 is calculated.
joint system models, permeability ellipses based
ilar in shape to those based upon C5, with perhaps
gradual decreases in effective hydraulic
conductivity as the angle from the x axis increases in the
Dershowitz model.
x-Resultant Joint Network Length, C8x'
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Figures 9.37, 9.38, and 9.39 present distributions of x-Resultant
joint unit (i.e. joint network and isolated joint) length at
angles of 0, 30, 60, and 90 degrees for Baecher, Veneziano, and
Dershowitz joint system models. In all three models, the
distribution of x-Resultant lengths changes dramatically with
orientation. As the angle from the x axis increases, the number
of larger joint networks decreases rapidly. This clearly
illustrates the scale effect in anisotropy, which occurs because
the relationship of the number of networks at different
orientations changes with the size of the network.
Figures 9.40, 9.41, and 9.42 present permeability ellipses for
Baecher, Veneziano, and Dershowitz joint system models at
different scales. The ellipses are based upon the distributions
of effective x-Resultant joint unit length in Figures 9.37, 9.38,
and 9.39, using the solution for anisotropy index (alpha,S)
(equation 9.28) to express the relationship between effective
hydraulic conductivity C7 and joint unit size distributions at
orientation alpha and scale S. At each scale S, the permeability
ellipses are expressed as the ratio of the number of joint
networks larger than twice that scale S at orientation a to the
number parallel to the x axis.
These simulations clearly show a scale effect in joint system
anisotropy in all three joint system models. As a result of joint
network formation, it appears that the effect of joint system
anisotropy is higher at smaller scales (i.e. Sp = 2.5) than at
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larger scales (i.e. Sp = 20.) This is reasonable, since at small
scales, flow is controlled by individual joints, and anisotropy
is determined by the joint orientation distribution, while at
larger scales, joint networks made up of many joints control
flow, and the influence of the distribution of joint orientation
is decreased by the combination of joints to form networks.
9.4.4 Summary
Joint system hydrological scale effects can be represented by
connectivity measures C5, C7, or C8x'. The parametric studies
performed do not indicate significant differences in the
representation of anisotropy from the three measures. The
relative accuracy of the representation of hydrological
anisotropy by each of the three measures can only be assessed by
in situ testing, which is probably not feasible (see section
9.6) 
Parametric studies do show a difference in joint system
hydrological anisotropy between Baecher, Veneziano, and
Dershowitz models. This difference is not large however, when
compared to the differences in geometry between the three models.
The difference between the anisotropy of the three models is
difficult to describe verbally, although it can be seen in
Figures such as 9.40, 9.41, and 9.42. In general, the anisotropy
of the Dershowitz model is less pronounced than that of Baecher
and Veneziano models. This is probably the result of the higher
connectivity of the Dershowitz model, which leads to a greater
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tendency toward combination of joints to form networks, reducing
the influence of individual joint orientations.
Since all three measures provide approximately equivalent
results, the use of connectivity measures C5 and C8x', which do
not require finite element flow modeling may be advantageous.
C8x' has the additional advantage that it can be used to explore
scale effects and anisotropy effects simultaneously. For C5 and
C7, a simulation must be performed for each scale, and for large
scales, the value of C5 and C7 is sufficiently low that
anisotropy, can not be evaluated realisticly, since it is a ratio
of two very small numbers.
9.5 EVALUATION OF APERTURE EFFECTS
9.5.1 Background
Throughout the development of joint network models and measures
above, the effect of variation and uncertainty of joint apertures
has been omitted. This is not from lack of recognition of the
importance of aperture in jointed rock mass behavior, and
esspecially hydrologic behavior. Rather, aperture was omitted so
that the effects of other factors of rock joint network model
geometry could be examined without being diluted or overshadowed
by the effects of aperture. In this section, aperture effects
will be briefly discussed, and developed in relation to the scale
effect and anisotropy applications developed in Sections 9.3 and
9.4 above.
The equation for flow in a jointed rock mass (Snow, 1965) is
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based upon the assumption that flow occurs as flow in an open
plate (Hudson, 1939). In this equation, flow depends upon both
the aperture and number of plates or flow paths. The effect of
aperture upon flow, however, varies as aperture cubed, while the
effect of the number of flow paths is simply proportional to the
number of paths. As a result, the effect of variation in aperture
is generally considered to be much more dramatic than variation
in other parameters of joint system geometry (Long, 1983). While
a doubling in, for example, jointing intensity, can perhaps
double effective hydraulic conductivity, a doubling in aperture
increases effective hydraulic conductivity by a factor of 8.
Hydraulic aperture is extremely difficult to estimate, and highly
variable in situ. The most commonly assumed distributional form
for aperture is lognormal, such that a variation of several
orders of magnitude from say 0.01 to 1.0 centimeters can easily
be within one standard deviation of the mean aperture. According
to the cubic law, a variation of three orders of magnitude in
aperture would result in a variation in effective hydraulic
conductivity of 6 orders of magnitude !
For individual open joints, the cubic law has been fairly well
established on the basis of experimental studies ( Witherspoon
et.al., 1980, Sharp, 1970, Gelhar, 1984). In situ studies are
currently under way (Doe, 1984) to determine whether the cubic
law is valid for in-situ joints. Conditionally accepting the
assumption of cubic law for performance of individual open
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joints, the following section will attempt to analytically assess
the effect of aperture effects on scale effects and anisotropy.
9.5.2 Analytical Development
Uncertainty and variability effects of aperture can be
incorporated into the solutions already presented for scale
effects and anisotropy using the techniques of propagation of
error analysis.
The effect of uncertainty and variation of aperture on scale
effects can be assessed by use of the simplified geometry shown
in Figure 9.43. Since our intention is to assess scale effects of
aperture alone, the geometry evaluated is simplified to joints of
constant length, connected in series, with apertures assigned
stochasticly to each joint. Aperture will be assumed to be
defined by a lognormal distribution with parameters abar and asd,
as was assumed by Long(1983).
For the scale of an individual joint, the cubic law is applied
directly to a lognormal distribution of apertures. The effective
hydraulic conductivity is calculated by the method of Jacobian
determinants. First, all the terms other than aperture will be
collected into a constant c for the purpose of this analysis,
(9.30) C7 = c*a^3
If the distribution of aperture if fa(a), by transformation of
variables (Papoulis, p 264)
(9.31) fc(C7) = fa( (rl) )/C7'(rl)
where rl is the root of the equation for a in terms of C7,
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(9.32) rl = a = (C7/c)^(1/3)
And C7' is the first derivative of C7 in terms of a,
(9.33) C7' - 3c*a^2
Substituting equations 9.30, 9.32, amd 9.33 into equation 9.31,
(9.34) fc(C7) - fa[ (C7/c)^(/3) / {3c*E(C7/c)^(1/3)]^2 }
Assuming a lognormal distribution of aperture fa(a), as
recommended by Long(1983),
(9.35) fa(a) = (1/(a*sqrt(2*pi)*sln)) *
exp{-0.5*[ln(a/ma)/s ln]^2
where ma is the median aperture, and sin is the standard
deviation of the natural logarithm of a. The mean and standard
deviation of aperture abar and asd can be expressed in terms of
ma and sin by (Benjamin and Cornell,1970),
(9.36) abar ma * exp(0.5*sln^2)
asd = abar * sqrt(exp(s1n^2)-1.)
The distribution of c7 is found be substituting fa(a) into the
expression for fc(C7). This distribution in plotted in Figure
9.44 for a mean aperture of 0.1 cm and standard deviations of
0.05, 0.1, and 0.5 cm. This figure shows that, for a single
joint, increases in the variability of joint aperture do indeed
result in increases in the variability of effective hydraulic
conductivity.
In order to illustrate the magnitude of the effect of propogation
of variability in aperture to uncertainty in hydraulic
conductivity C7, the coefficient of variation (standard deviation
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divided by mean) of C7 is plotted against the coefficient of
variation of aperture a in Figure 9.45. While a coefficient of
variation of 0.5 in aperture produces a coefficient of variation
of 2.6 in effective hydraulic conductivity, a coefficient of
variation of 5 in aperture produces a coefficient of variation
of 40.5 in effective hydraulic conductivity.
The hydraulic conductivity of networks of more than one joint is
calculated using the solution for resistances in series (Senturia
and Wedlock, 1971). Hydraulic conductivity is the reciprocal of
resistance,
(9.37) C7 = 1/R
where R is hydraulic resistance, the analog of electrical
resistance. Resistance for a series circuit is calculated by,
(9.38) Rn = Sum (Ri) = R1 + R2 + R3 +...
In terms of hydraulic conductivity, therefore,
(9.39) C7n = 1/Sum (1/ C7i)
The distribution of 1/C7i, fi(i), is solved by a transformation
of variables, in terms of the distribution fc(C7) ,
(9.40) fi(i) = fc(1/i)/i^2
Designating distribution of the sum of n resistances as fn(n),
(9.41) fn(n) = fn( i + i2 + ... in)
Since the apertures of successive joints are assumed to be
independent, this distribution can be evaluated by successively
applying the method of Jacobian determinants used to calculate
the distribution of sums of random variables. For a network of
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two joints, fn(n) = f2(n)
(9.42) f2(n) integral(fi (n-i)*fi(i)di)
O to oo
This solution can be repeated for longer networks, i.e.
(9.43) f3(n) = integral(f2(n-i)*fi(i)di)
O to oo
f4(n) = integral(f3(n-i)*fi(i)di)
O to oo
fn(n) = integral(fn-1(n-i)*fi(i)di)
0 to oo
The distribution of C7 for a network of n joints, fcn(C7) is then
solved by transformation of variables,
(9.44) fcn(C7n) = fn(l/n)/n^2
This distribution can be derived analytically by back
substituting expressions for fn(n), fi(i), fc(C7), and fa(a) in
equations 9.30 though 9.41 into the expression for fcn(C7n) in
equation 9.44,
(9.45) fcn(C7n) = integral [ fn-1((i/n)-i)*fi(i)]di/n^2
fcn(C7n) =
fcn(C7n) =
0 to oo
integral
0 to oo
integral
0 to oo
[ fn-1 ((1/n) -i)*fc (1/ i) / i ^ 2] d i /n^2
[ fn-l((/n)-i)*fa(C7/c)^(1/3)/
( (i^2*3. *c*(C7/c)^(1/3) )^2]di/n^2
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where fa( ) is the distribution of aperture. The distribution
fn-l( ) is calculated recursively, from n = 1 to n = 2, from n =
2 to n = 3 and so forth. For large values of n, this recursive
solution of successive integrations becomes less efficient than
Monte Carlo simulation.
Monte Carlo Simulation
In order to characterize the effect of increasing the number of
a linear network on the sensitivity
hydraulic conductivity to changes in aperture, a
simulation was performed using the joint model in F
a lognormal distribution of apertures. Results are
terms of effective hydraulic conductivities for c =
9.30 
Figure 9.46 shows the cumulative distributions
hydraulic conductivity C7' for joint networks of 1,
and 100 joints, with each aperture having mean
deviation of 0.1 cm. As the number of joints in
of effective
Monte Carlo
igure 9.43 and
presented in
1 in equation
of effective
5, 10, 50,
and standard
the network
increases, the variability of effective hydraulic conductivity as
a result of aperture variability decreases sharply. For one joint
network, the central 60 percent of the distribution covers a
range of over two orders of magnitude. As the number of joints
increases to 100, this variability decreases to only a fraction
of an order of magnitude.
Figures 9.47, 9.48, and 9.49 show the mean, standard deviation,
and coefficient of variation of C7 as a function of the number of
joints in
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joints in the network for a mean aperture of 0.1, and aperture
standard deviations of 0.05, 0.10, and 0.50. Figure 9.47 shows
that for the series connection of joints assumed in this
analysis, increases in aperture variability decrease the mean
effective hydraulic conductivity substantially, and that the
amount of the decrease increases with the standard deviation of
aperture. This shows that for joint networks aperture variability
affects not only the variability of effective hydraulic
conductivity, but its mean value. Thus, the incorporation of
specific assumptions for aperture variability can have serious
effects upon the mean effective hydraulic conductivity of a joint
system.
With regard to the variability of effective hydraulic
conductivity, however, Figures 9.48 and 9.49 show that, as the
number of joints in a joint network increases, the effect of
aperture variability on variability in effective hydraulic
conductivity decreases dramatically. For an aperture standard
deviation of 0.5 in Figure 9.49, an increase in the number of
joints in the network from 1 to 100 results in a decrease in the
coefficient of variation from 40.5 to 2.2 .
These results have significant implications for the incorporation
of joint aperture distributions into joint system hydrologic
models. While the effect of aperture on variability is very large
for networks of up to 3 joints such as those simulated by
Long(1983), for complex networks made up of a large number of
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joints, other factors, such as networks model and length
distribution can be of comparable importance. At large scales,
complex networks are likely to dominate flow, and the influence
of aperture variability is likely to be less than is generally
assumed.
The above analysis does show that aperture variability does have
a major effect upon the mean effective hydraulic conductivity,
and that this effect varies with the number of joints. However,
since hydraulic apertures are frequently obtained by back
calculation from observed hydrological behavior, it is not clear
that this is an effect of practical significance. Since aperture
cannot be measured directly in situ, while other geometric
characteristics such as joint size and orientation can, perhaps
the exclusion of aperture effects from simulation of joint system
models is appropriate.In any case, the above analysis provides a
simple method for estimating the effect of aperture variability
on the mean effective hydraulic conductivity C7 as a function of
the size of the joint networks involved in flow.
9.5.3 Discussion
Aperture is a very important factor in joint network hydrologic
performance, but it is also one of the most difficult to
quantify, and it is therefore desireable to treat it separately
from the better understood joint network properties such as
length, intensity, orientation, and joint network model. The
above treatment of aperture demonstrates that it is possible to
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treat aperture separately from the other factors. More
importantly, it also demonstrates that for networks of many
joints, aperture is not as dominant an effect as was previously
assumed, but is rather of a comparable order of magnitude.
The presentation of scale and anisotropy effects in Sections 9.3
and 9.4 does not include the affect of aperture, and therefore
must be interpreted in light of the increase in variability of
results which occurs as a result of aperture effects. In
addition, since the effect of aperture variablity on the
variability of effective hydraulic conductivity decreases with an
increase in the number of joints in the joint network, the
aperture effect on both the variabilty and mean effective
hydraulic conductivity is related to the scale of the problem
being evaluated. This scale effect must be superimposed on the
scale effect studied in Section 9.3.
The separate treatment afforded the effect of aperture in this
section, has made it possible to evaluate the effects of each of
the joint system characteristics individually, and obtain a
better understanding of the underlying mechanisms of scale and
anisotropy effects in rock joint network hydrology.
9.6 SUMMARY AND DISCUSSION
9.6.1 General
Rock joint network connectivity measures present an attractive
third approach to the evaluation of the hydrology of jointed rock
masses. Unlike effective porous media and finite element
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approaches, which utilize averaged properties, and are therefore
incapable of treating the underlying mechanism of flow in jointed
media, analysis based on connectivity measures are related
directly to the geometry of fracture networks. As a result,
connectivity measure approaches are well suited for evaluation of
the sensitivity of hydrologic scale and anisotropy effects to
joint network geometry, including different joint system models,
joint length, orientation, and intensity.
Joint network connectivity measures do not incorporate the
effects of aperture on flow, and as a result do not present a
complete picture of either variability and uncertainty of
effective hydraulic conductivity or scale effects. The effect of
aperture must therefore be treated separately. This can be done
analytically, as shown in Section 9.5. In order to treat all
effects simultaneously, however, a finite element approach must
be used. The finite element approach to fracture flow has been
treated extensively in the literature. The advantage that it
offers through separate treatment of aperture and other factors
is that the sensitivity of each factor can be assessed
independently, and therefore provide a clearer understanding of
each.
Examination of aperture effects in Section 9.5 has shown that
they are not as dominant in networks of many fractures as had
previously been assumed. This reinforces the appropriateness of
the use of connectivity based approaches, especially where data
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on aperture is unavailable. By treating joint geometric
characteristics which can be quantified separately from aperture,
which is not currently measurable, the connectivity measure
approach provides a clearer picture of the functional
relationship between mechanism and performance.
9.6.2 Research Directions
The connectivity measure approach has never been tested against
actual site data, and as a result is not yet suitable for use in
engineering analysis. This section will address the types of in-
situ testing and verification studies which must be carried out
before rock joint network connectivity measures can become a
standard analysis technique.
Table 9.1 outlines the type of procedure which would have to be
carried out to verify the connectivity measure approach to joint
network hydrology.
Rock joint connectivity measures are related directly to rock
joint geometry descriptors including joint intensity, length, and
orientation distributions. Therefore verification can only be
carried out where sufficient data is available to characterize
these parameters. Jointing intensity and orientation
distributions can be obtained from oriented boreholes, and can
therefore be obtained from the same holes used for hydrological
pumping tests.
Techniques for assessing rock joint size from boreholes are
currently being developed on tie basis of geophysical and
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TABLE 9.1
VERIFICATION OF THE CONNECTIVITY MEASURE APPROACH TO
JOINTED ROCK MASS HYDROLOGY
Step Difficulties
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
1. Characterize Joint Network
Geometry: Obtain distributions
of joint intensity, orientation,
size, location, and aperture.
developed.
sampling b
considered
Only intensity and orientation
can be obtained directly from
boreholes. Size and location
must be obtained from planar
exposures.Methods for obtaining
aperture are only now being
All parameters are subject to
iases and errors, which must be
in interpretation.
2. Determine Appropriate Joint Joint shape and size can only
System Model: Examine geology, be inferred indirectly from
joint shape, termination, and planar exposures. Planar
coplanarity. information may be inadequate
for prediction of three
dimensional joint system geometry.In-situ
geometry will frequently require simplifi-
cation to match a joint system model.
3. Apply Connectivity Measure Scale effects from connectivity
Approach: Set up joint system measure approach do not include
model, calculate connectivity aperture effects, which must be
measures C5, C7, C8x, and C8t, considered seperately, and then
and predict hydrological per- combined to make predictions.
formance at various scales and
orientations.
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TABLE 9.1
Step
(continued)
Difficulties
_____________________________
4. Determine In-Situ Scale In-situ tests are very expensive
and Anisotropy Effects: Perform and time consuming. Boundary
and evaluate cross hole hydro- conditions are difficult to
logical tests at many scales establish in-situ. Heterogeneity
and orientations. at the scale of tests may mask
hydrological scale and aniso-
tropy effects.Anisotropy effects
may only be measured by oriented cross hole
tests, which are very difficult to run.
(see e.g. Snow, 1969). Establishment of
scale effects could reguire a large number
of in-situ tests at many different scales.
5. Validate Connectivity Measure Connectivity measure approach
Approach: Compare results with provides full distribution
predictions of the connectivity results for scale and aniso-
connectivity measure approach tropy effects, while in-situ
to in-situ test results. tests only provide a few reali-
sations. It is doubtful that
enough in-situ testing could be
carried out at any one site to obtain
statistical significance for hypothesis
testing.
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hydrological tests (Doe, 1984). Until these tests become
available, however, either surface exposures or adits must be
mapped to obtain distributions of joint trace length. These
distributions can be used directly in two dimensional
connectivity measure approaches or can be converted to three
dimensional size measures on the basis of specific rock joint
models using back calibration.
Rock joint network statistics obtained from boreholes and joint
surveys should be corrected for biases by the methods explained
in Einstein et.al.(1979). Corrected statistics can then be used
to calculate connectivity measures for use in estimation of
hydrological performance.
Since connectivity measure approaches do not account for the
effect of hydraulic aperture, connectivity measure estimates of
anisotropy and scale effects are relative rather than absolute.
In order to obtain absolute values for comparison to in-situ test
results, connectivity measure results must be calibrated against
in-situ test results at one scale, and then used to predict
hydrologic performance at another scale or orientation.
In situ hydrologic tests are generally done with only one
borehole, which does not allow calculation of either scale
effects or anisotropy. As a result, connectivity measure
predictions (and finite element analyses such as those of
Long(1983), Rouleau(1984), and Neuman et.al.(1984) ) of scale
effects can not be verified against conventional hydrologic tests
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such as those described in Freeze and Cherry(1980). Instead,
multiple borehole tests with at least three boreholes are
required, such that flow properties can be calculated for at
least two scales or orientations. The boundary conditions and
assumptions required for analysis of multiple borehole tests are
quite complicated, and are discussed in Roberds et.al.(1983).
If multiple borehole tests can be performed and interpreted, the
efficacy of connectivity measure approaches in assessing scale
effects and anisotropy can be evaluated by comparison of
connectivity measure approach results to in-situ test results.
Unfortunately, it is unlikely that results will be conclusive
unless large numbers of tests are performed at each scale at
different locations within a homogeous
variability in in-situ effective hydrauli
by the connectivity measure analysis in
several orders of magnitude variability
scale. Therefore, if only a few tests a
and anisotropy effects may be obscured
variability effects. Thus although t
conductivity is higher at small scales,
greater, so that it is not unlikely t
hydraulic conductivity will be observed
than in larger scale tests. This has
(Roberds et.al., 1983).
It is unlikely that any in-situ explorati
rock mass. Given the
c conductivity predicted
Sections 9.3 and 9.4,
may be expected at any
re conducted, both scale
in in-situ testing by
he expected hydraulic
the variability is also
hat a lower effective
in smaller scale tests
in fact been observed
on program would include
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a sufficiently large number of tests at each scale-to establish
in-situ scale effects with any degree of statistical
significance. Therefore comparison of connectivity measure
results and in-situ tests results will probably have to be done
qualitatively rather than quantitatively. That is, in-situ
testing will answer the question, "are the results predicted by
the connectivity measure approach qualitatively consistent with
those obtained from in-situ tests ?", rather than "Are the
predictions of the connectivity measure correct from a
statistical point of view ?"
In-situ tests cannot quantify in-situ hydrology sufficiently
accurately to answer the latter question without a very large
number of in-situ tests. They can, however, verify, for example,
whether scale and anisotropy effects are of the same magnitude
and direction, and whether scale effects are seen in anisotropy,
as predicted by the connectivity measure approach.
9.6.3 Summary
The connectivity measure approach can be used to predict both
hydrologic scale effects and anisotropy of jointed rock masses.
Analytical and simulation results have been obtained using the
connectivity measure approach which correpond well with results
obtained by finite element modeling. Results indicate that the
network model as well as the statistical parameters describing
joint network geometry are important to predictions of
hydrological performance.
685
Verification of the connectivity measure by in-situ experiments
is important before the method is applied quantitatively to
practical engineering problems. Even without verification,
however, the qualitative results of this chapter provide a basis
for development of engineering judgement about the implications
of site geology for prediction of in-situ hydrological
properties.
It is unlikely that in-situ experimetation will obtain conclusive
results because of the in-situ variability of hydrological
performance of rock joint networks, even in spatially homogeneous
rock masses. Verification can be obtained empirically rather than
statistically as part of a large scale testing program with
several hydrologic tests at a variety of scales.
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10.0 APPLICATIONS OF ROCK JOINT SYSTEM MODELS AND MEASURES
10.1 INTRODUCTION
In many rock mechanics many assumptions made about rock joint
system models are critical to the results of analysis. The new,
more flexible and realistic rock joint models introduced and
characterized in the preceeding chapters have the potential for
significant improvements in rock mechanics practice.
This chapter introduces potential rock mechanics applications of
new joint system models and measures. Applications are described
in the areas of slope stability, excavation engineering, and site
characterization. Applications to hydrology were discussed in
Chapter 9.
Since the purpose of presenting these applications is to
elucidate the possibilities for new models and measures,
applications are only developed in sufficient detail to convey
the essence of the approach. Details of the analysis are omitted.
A basic understanding of rock mechanics analysis procedures is
assumed: rock mechanics texts by Coates (1976), Goodman (1982),
Hoek and Bray (1977), and Hoek and Brown (1980) should be
referred to for background information.
Rock joint system models and measures have been described in
Chapters 5 through 8 in both two and three dimensions. In
applications, either two or three dimensional versions may be
used, depending upon circumstances. In this chapter, rather than
continually referring to both two and three dimensional models
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and measures, the terminology of two dimensional models and
measures will be used. Therefore, all references to models and
measures include the implicit understanding that both two and
three dimensional forms may be applied in practice.
10.2 SLOPE STABILITY
10.2.1 Introduction
Methods for analysis of rock slope stability generally employ
limit equilibrium approaches (Hoek and Bray,1977), which are
based upon calculation of driving and resisting forces for
failure along an assumed "failure surface" through the slope.
Failure is assumed to occur if a failure surface exists upon
which driving forces exceed resisting forces. In soil mechanics,
slope materials are assumed to be a continuum, and therefore, the
failure surface can be defined as whatever surface is found to
have the highest ratio of driving to resisting forces.
In rock mechanics, it is necessary to account for the presence of
rock joints in the definition of failure surfaces, and for
calculation of driving and resisting forces. In addition, the
presence of jointing affects the possible mechanisms of slope
failure. As a result, a wide variety of limit equilibrium
approaches have been developed for rock slope stability analysis
for different kinematic conditions, failure modes, and joint
geometries. New rock joint models and measures may provide a
basis for refinement of existing approaches, and possibly for the
development of new approaches. Slope stability approaches
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considered here include equivalent continuum, en-echelon, and
wedge failure.
10.2.2 Equivalent Continuum
In the equivalent continuum approach (Hoek and Brown, 1980), rock
slope stability is calculated as for soil slopes, except that
the strength used for calculation of resisting forces is based
upon a combination of rock joint and intact rock strengths,rather
than upon the strength of intact rock alone. In this approach,
failure surfaces are still calculated without regard to the
actual location of joints, and the effect of jointing on the
mechanism of failure.
The primary difficulty with the equivalent continuum approach is
the necessity of determining rock mass strength parameters which
account for the effect of both intact rock and joints on
strength. There are two basic approaches to this task: Empirical
techniques, in which rock mass strength parameters from in-situ
tests and large scale tests are calibrated to rock mass
descriptors; and the theoretical approach, in which rock mass
strengths are estimated from study of the mechanics of rock mass
failure. The first of these approaches may potentially benefit
from new rock joint system measures, the second from rock joint
system models.
Measures
Rock mass strengths are generally calculated by an empirical
combination of joint and intact rock strengths. Many different
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approaches have been developed for this calculation. The system
proposed by Hoek and Brown (1980) is based upon the Norwegean
Geotechnical Institute (NGI) Tunnel Quality Rating Q (Barton
et.al.,1974), and the South African Council for Scientific and
Industrial Research (CSIR) Geomechanics Classification RMR ("Rock
Mass Rating") (Bieniawski, 1976), which measure relative degrees
of jointing, in addition to many other rock mass
characterisitics.
Rock joint persistence, connectivity, and block size measures all
have potential for use in empirical rock mass strength
calculation. The potential applications of these new measures
include:
o Persistence Measures: One of the important factors in the
calculation of rock mass strength is the relative
intensity of jointing. Q (NGI) and RMR (CSIR) rock mass
indices express jointing intensity primarily in terms of
RQD, which is an empirical measure of jointing intensity
as measured by intersections between jointing and
boreholes.
Persistence measures P1 and P2 may be preferable in many
applications, since they define jointing intensity
explicitly in both two and three dimensions. In addition,
P2 can be derived from both borehole statistics and
surface surveys, and can therefore be obtained from the
best quality information available at any site.
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o Connectivity Measures: Although equivalent continuum
analysis assumes a rock mass failure mechanism which does
not explicitly recognize the affect of joint geometry,
the rock mass strength may be calculated to recognize
this affect. Connectivity measures provide a method for
incorporation of joint geometry affects on rock mass
strength.
For any given level of jointing intensity, the larger the
joints or joint networks, the greater the effect of
jointing on rock mass strength, and hence the lower the
strength of the rock mass. Connectivity measures such as
percolation probability C5 and joint network size C8
measure the size of jointing, and therefore have
potential for application in rock mass strength
calculation, as a supplement to jointing intensity.
o Block Size Measures: Research by Hoek and Brown(1980) and
others has utilized the strength of crushed rock as a
lower bound for rock mass strength. This approach might
be refined by use rock block size distributions to
establish the appropriate type of crushed rock for this
analysis.
Models
Theoretical studies of rock mass failure must model the strength
and deformation behavior of both intact rock and rock joints. As
a result, rock joint system models are an important part of any
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theoretical study of rock mass strength. The models introduced
and characterized in Chapters 3 and 8 may greatly assist those
efforts, since they provide a conceptually clear and geologically
reasonable representation of joint geometry.
Research to date (e.g. Roberds, 1980) has generally been
performed in two dimensions, using models similar to the Baecher
model. The availablity of a greater variety of models will allow
advancement in the theoretical study of rock mass strength. Rock
joint system models can be incorporated into a variety of
numerical models for study of rock mass strength, including
finite element, boundary integral equation, displacement
discontinuity, and hybrid methods.
10.2.3 En-echelon Slope Stability Analysis
En-echelon slope stability analysis attempts to increase the
realism of limit equilibrium analysis by replacing conventional
circular arc failure surfaces through a continuum by a
multilinear failure surface through intact rock and rock joints.
This concept of slope stability analysis was pioneered by
Jennings(1970). Jennings assumed that the failure path would be a
simple linear failure surface, divided into lengths of jointed
and intact rock, such that an equivalent rock mass strength could
be calculated as,
(10.1) tau = Sn*tan(phia) +Ca
where,
(10.2) Ca = (1.-PL)*Cr + PL*Cj
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tan(phia) = (1.-PL)*tan(phir) + PL*phij
Cr,phir = Mohr strength coefficients for intact rock
Cj,phij = Mohr strength coefficients for rock joints.
This concept has been extended to increasingly complex two
dimensional joint system geometries by Call and Nicholas(1978),
Glynn(1978), O'Reilly(1980)', Shair(1981), and Einstein
et.al.(1983).
En-echelon slope stability analysis explicitly evaluates the
affect of jointing on both rock mass strength and the development
of failure surfaces. As a consequence, it relies heavily upon
assumptions of rock joint system geometry. En-echelon approaches
can therefore benefit from the systematic treatment of both rock
joint system measures and models.
Measures
Rock joint system measures provide a method for comparison of
different joint systems, and are therefore essential for
interpretation of en-echelon slope stability analyses. All en-
echelon analyses performed to date have utilized disaggregate
measures of joint system geometry such as number of joints, and
joint length and joint orientation distributions for comparison
of joint systems.
The availability of aggregate connectivity and block size
measures, and the clear definition of jointing persistence
measures will facilitate the rational comparison of joint
system geometries, and will therefore improve the simulation and
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evaluation of slope stablity by en-echelon methods. Further,
these measures will allow comparison of the results of en-echelon
analysis to empirical strength parameters obtained for equivalent
continuum analysis.
Other potential applications of rock joint system measures to en-
echelon slope stability analysis include:
o Replacement of en-echelon analysis of joints with an
assumed distribution of joint lengths by en-echelon
analysis of joint networks with a distribution of network
sizes described by joint network size measure C8x. This
has the potential to dramatically decrease the cost of
dynamic programming solutions in en-echelon slope
stability analysis.
o Scaling of en-echelon analysis results by joint network
size measures C8x or C8t.
o Extrapolation of results from two to three dimensions
using joint system connectivity and persistence measures.
Aodels
The essence of en-echelon slope stability analysis is the
evaluation of the interaction of failure in intact rock and along
rock joints. En-echelon analysis therefore depends upon the
realism and modeling facility of rock joint system models. With
the new rock joint models developed in Chapters 3 through 8, en-
echelon techniques can be extended to more realistic two and
three dimensional geometries than those previously studied.
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In addition, since these models have been characterized both
analytically and numerically, the relative connectivity of the
models is well understood. As a result, it is possible to predict
the relative performance of the different models in en-echelon
analysis on the basis of differences in connectivity.
10.2.4 Wedge Stability Analysis
One of the most commonly encountered rock slope stability
problems is wedges of rock falling from slope faces. The
evaluation of rock wedge stability requires evaluation of the
geometry of jointing, the formation of rock wedges from intact
rock and rock joints, and the kinematics and kinetics (statics)
of wedge stability. As in en-echelon slope stability analysis,
knowledge of the geometry of jointing is essential to wedge
stability analysis, and rock joint models and measures have
considerable potential for application.
Measures
Wedge stability analysis is most useful where the exact joint
geometry is known from detailed joint surveys, and it is
therefore possible to identify the exact locations of potentially
unstable wedges. More often, the exact location of joints is not
known within the slope, and only the distribution of orientations
can be estimated from boreholes. When this is the case, the
probability of unstable wedges Pf is frequently expressed as the
ratio of the number of combinations of observed joint
orientations which produce unstable wedges Nu to the total number
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of possible combinations Nt (Goodman, 1978)
(10.3) Pwedge failure] = Pf = Nu/Nt
This approach neglects the affect of the intensity and size of
jointing on the probability that unstable wedges will be formed.
Rock joint system persistence, connectivity, and block size
measures might be used in analytical or empirical approaches to
the correction of the probability of wedge failure in equation
10.3 to account for jointing intensity and size. Possible
approaches include:
o Develop empirical relationships between the probability
of failure Pf as calculated in equation 10.3 and the
actual incidence of wedge failure Pf', and use a function
based upon persistence measures P1 or P2 to define a
correction factor to account for the affect of joint
intensity, i.e.,
(10.4) Pf' = f(P2)*Pf
o Utilize peristence or block size measures as part of
analytical expressions for the probability of wedge
failure which incorporate the affects of both jointing
intensity and joint size.
In addition to the need for corrections to wedge failure analysis
to account for the affects of jointing intensity and joint size
on the probability of failure, there is a need for methods for
the evaluation of the size of potentially unstable wedges.
The economic consequences of wedge failures are directly related
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to the size of unstable wedges - small wedges may be of no
consequences, while large wedges may represent catastrophic
failure.
Block size measures may be used as part of approaches to the
problem of estimation of the size of unstable wedges.
Models
All rock wedge slope stability analysis is based upon joint
geometry, and therefore makes implicit use of joint system
models. Most rock wedge analyses utilize an unbounded Poisson
plane model, in which joint locations are assumed to be random,
and joint orientations are assumed to follow the distribution
observed in boreholes or joint surveys (Einstein et.al.,1980).
While the assumption of unbounded jointing may be appropriate for
some sites, in many cases, a model which incorporates bounded
jointing would be more appropriate, and the five joint system
models developed and characterized in Chapters 3 through 8 may be
useful in the development of more realistic wedge stability
models. Joint surveys and inspection of local geology can be used
to determine the appropriate joint system model (see Section
4.3), and wedge stability analysis based upon the actual joint
system rather than unbounded jointing models can be performed.
Rock joint models can be used both for refinement of the
calculation of the probability of unstable wedge formation, and
the size distribution of potentially unstable wedges. Rock joint
system models with bounded joints can be used to calculate, for
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example,
o the probability that wedges will be formed from only two
or three joints, on the basis of the joint size
distribution,
o the probability that two or more intersecting,
subparallel joints could combine to form a single wedge
sliding surface, on the basis of joint size, orientation,
and intensity distributions, or connectivity measures,
o the distribution of block sizes, on the basis of block
size measures
10.2.4 Summar y
New rock joint system models and measures have tremendous
potential for advancing the state of the art of rock slope
stability analysis. Potential applications have been described in
the areas of equivalent continuum, en-echelon, and wedge failure
analysis techniques. In each case, more realistic and flexible
rock joint systems models and measures have the potential for
incorporation into new theoretical, numerical, and empirical
methods to produce more reliable estimates of rock slope
stability.
10.3 EXCAVATION ENGINEERING
10.3.1 Introduction
Potential applications of rock joint models and measures to
excavation engineering are similar to those for slope stability
analysis: evaluation of equivalent rock mass strengths, modeling
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of failure mechanisms involving both rock joints and intact rock,
and characterization of rock blocks. The difference in
applications are primarily in the geometries being evaluated:
rather than slope surfaces, excavation engineering must consider
cavern geometries, in which rock forms walls, floor, and roof.
All of the applications discussed in Section 10.2 are therefore
applicable also to excavation engineering, with a shift in the
geometry of the problems being evaluated. In addition, however,
excavation engineering must consider problems of stress and
deformation, and the design of excavation blasting. This section
will describe potential applications of rock joint models and
measures to these problems.
Rock mass behavior is controlled by the combination of intact
rock and rock joint mechanical properties and rock joint system
geometry. Approaches to the analysis of rock mass stress and
deformation behavior will be divided into three classes in this
section: equivalent continuum approaches, combined intact rock-
rock joint analysis, and rock block analysis. Equivalent
continuum approaches are based upon an attempt to represent the
behavior of rock masses by an equivalent continuum. Combined
intact rock-rock joint analysis evaluates the behavior of the
rock mass by mechanisms which recognize the effect of both intact
rock and rock joints. Rock block analysis evaluates rock masses
as an assemblage of rock blocks, defined by rock joints. These
three approaches correspond to equivalent continuum, en-echelon,
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and wedge analysis techniques described for slope stability
analysis.
10.3.2 Equivalent Continuum Approaches
Rock joint measures and models can be utilized in equivalent
continuum approaches as part of empirical relationships between
the observed joint system geometry and empirically obtained
equivalent continuum properties, and as part of derivations of
equivalent continuum properties from the mechanics of intact rock
and rock joints.
Measures
Rock mass properties are obtained primarily from large in-situ
tests. These tests are extremely expensive, and it is therefore
desirable to develop empirical relationships between joint system
measures and rock mass properties. Empirical relationships for
deformation have been developed, for example, by
Bieniawski(1978), based upon Q (NGI) and RMR (CSIR) rock mass
measures, and by Deere(1967), based upon RQD. As discussed in
Section 10.2.2, the measures developed in Chapters 5 through 8
have many advantages for applications in empirical methods for
assessment of the effect of jointing on rock mass properties.
These include:
o Scale indepenent representation of jointing intensity in
both two and three dimensions, based upon one, two, or
three dimesional data.
o Quantification of the interconnection of joints and the
700
ize of rock blocks, which may influence stress,
deformation, and blasting properties, as well as
strength and hydrologic properties.
Rock mass properties such as effective static and dynamic
deformation moduli, and Poisson's ratio, and design parameters
such as support requirements and powder factor (explosive energy)
may be expressed in terms of empirical relationships with rock
joint system measures.
Rock joint system measures may also be used as a method for
relating in situ rock mass geometries to rock mass properties
derived analytically using rock joint system models.
Models
Rock joint system models are an essential part of the analytical
development of equivalent continuum methods, because although
rock mass properties are represented by a continuum, the
continuum properties must be derived from the actual mechanism of
intact rocks and rock joints. Thus the analytical basis of
continuum methods must be a combined intact rock-rock joint
approach, as described in the following section.
10.3.3 Combined Intact Rock-Rock Joint Approach
The mechanics of rock mass behavior involves rock joints, intact
rock, and the interaction between them. The combined intact rock-
rock joint approach is therefore the most realistic method for
evaluating rock mass behavior. Examples of this approach include
the Dershowitz(1979) model for rock mass deformation, and the
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Roberds(1980) rock mass constitutive model. The combined intact
rock-rock joint approach depends upon the use of rock joint
system models to describe the geometry of jointing, and are
therefore likely applications for new rock joint system models
and measures.
Measures
Rock joint system measures can be used as part of any rock mass
modeling which includes rock joint systems, both as a method for
comparing different joint systems, and for development of
correlations between rock mass behavior and rock joint system
geometry. Examples of applications of rock joint system measures
in excavation engineering include,
o Persistence measures: to compare the level of jointing
intensity in different sites and simulations, and to
define the functional relationship between jointing
intensity and rock mass behavior,
o Connectivity measures: to compare the level of joint
interconnection in different sites and simulations, and
to define the functional relationship between joint
connectivity and rock mass behavior.
Models
The availability of geologically realistic, well characterized
joint system models will facilitate improvements in all analysis
techniques which require definition of rock joint system
geometry. The intact rock-rock joint model of Dershowitz(1979),
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for example, was based upon a model of unbounded Poisson plane
jointing. Refinements could be made by incorporation of any of
the bounded joint models, including the Baecher, Veneziano,
Dershowitz, and Mosaic Block Tesselation models.
10.3.4 Rock Block Approaches
A number of approaches to analysis of rock mass deformation have
been developed on the basis of models of rock as an assemblage of
rock blocks, including key block theory (Goodman and Shi, 1980),
Warburton(1983), and the distinct element method (Cundall, 1977).
All of these approaches depend upon the joint system geometry,
and can benefit from the new rock joint system models and
measures.
Measures
Key block theory is primarily a method for assessing the
kinematics of potentially unstable blocks. Rock persistence
and connectivity measures can be used to assess the frequency
with which kinematicly unstable blocks occur within a given
excavation, and the probability that rock blocks will be formed
which are completely surrounded by rock joints, with no intact
rock bridges providing stability. Rock block size measures can be
used in key block theory to assess the size of blocks, and thus
the potential seriousness of any block movements.
The distinct element method models rock masses as an assemblage
of rock blocks, and block size measures can therefore be used to
relate in-situ block size distributions to modeled sizes.
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Models
To date, all key block and distinct element models have been
based upon models of unbounded joint planes defining polyhedral
blocks. This is only realistic for a limited number of sites. New
rock joint models, incorporating bounded joints and the resulting
complex block geometries can be used as the basis for a new
generation of key block and distinct element models which are
applicable to a wider range of geologies.
10.4 SITE CHARACTERIZATION
10.4.1 Introduction
There a large number of potential applications of rock joint
system models and measures to site characterization. Rock joint
system models may be used to improve techniques for inference
from observed to actual joint system properties, and as part of
analyses for optimization of site characterization programs.
Aggregate joint system measures may be used for comparison of
different sites, and for development of empirical relationships
to mechanical and design parameters such as those discussed in
Sections 10.2 and 10.3 . This section will briefly describe each
of these applications, for both joint system measures and models.
10.4.2 Applications
Measures
Potential applications of joint system measures in site
characterization include:
o Summary description of joint system geometry: Like the
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rock mass measures RQD, Q (NGI), and RMR (CSIR), rock
joint system measures provide a concise method for
summarizing joint geometry. This is useful for comparison
of different sites, and for matching of joint models to
observed jointing patterns. Unlike RQD, NGI, and CSIR
measures, however,the measures defined and developed in
chapters 5 through 8 are expressed in terms of
characteristics of joint systems such as intensity,
connectivity, and block size distributions, rather than
as empirical measurements, such as the percentage of core
pieces measuring over 4 inches.
This has advantages for the use of joint system measures
for comparison of models, since each measure explicitly
defines a particular aspect of joint system geometry. For
comparison of in-situ geometries, it has the disadvantage
that the measures are not obtained directly as part of
conventional site characterization programs, but must be
calculated specially. Some measures, such as jointing
intensity measure P2 can be obtained by calculations
based upon results which are obtained from conventional
site characterization, in this case from joint spacings
in boreholes. Other measures, such as block size or
intersection intensity can only be obtained by changes in
site characterization methods to include collection of
data on joint intersections or rock blocks.
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o Empirical relationships: Joint system measures may be
used as part of empirical relationships to rock mass
properties such as equivalent continuum strength,
and deformation properties, or to design parameters such
as excavation support requirements. Joint system measures
are well suited for this application, because they
explicitly describe particular aspects of joint system
geometry, as they affect rock mass properties, rather
than being limited to conventional borehole statistics.
Models
Potential application of rock joint system models in site
characterization include:
o Interpretation of Site Characterization Results: A large
number of errors and biases are introduced into sampling
of rock joints as a result of geometrical and measurement
problems. Many of these are summarized in Einstein et.al.
(1980). The combined effect of biases and error can be of
the same magnitude as the statistical significance of
joint measurements, making the applicability of such
joint survey results questionable. Rather than a simple
problem of data reduction, biases and errors make the
interpretation of joint sampling data a problem of
statistical inference: given a particular data set, what
is the likelyhood of any particular in-situ joint
geometry?
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Rock joint system models can be used in simulations and
in analytical methods for solution of this statistical
inference problem. One approch to the solution of this
problem is to simulate samples from joint system models
with a variety of geometric properties, and observe the
samples obtained. These samples can then be used in a
Bayesian approach to determine the likelihood of a
particular in-situ geometry given a particular sample.
o Site Characterization Program Optimization: The cost of
site characterization programs, and the usefulness of the
information obtained from those programs can be optimized
by consideration of the pattern and sequence of sampling.
Both simulation and analytical methods are available for
optimization of site characterization programs. The
optimization depends upon a priori assumptions of the
spatial structure of the parameters being studied. In
exploration programs for characterization of joint.ing,
the rock joint system models developed.in Chapters 3
through 8 may be used as part of a priori joint geometry
models to facilitate the optimization of site
characterization.
10.5 SUMMARY
A number of possible applications of rock joint system measures
and models to rock mechanics problems have been presented in the
areas of slope stability, excavation engineering, and site
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characterization. These applications are all promising prospects
for future research. In addition to the applications suggested in
this chapter, and the applications to hydrology discussed in
Chapter 9, there are doubtless a large number of other potential
applications for new rock joint system measures and models. This
is the result of the central role of rock joint geometry in all
rock mechanics applications.
In this chapter, potential applications have only been surveyed,
with little detailed development. It is hoped that oppportunities
for future research will permit more complete development of
these ideas.
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11.0 REVIEW OF JOINT SYSTEM MODELS
11.1 INTRODUCTION
The geology of rock formations is diverse, and as a result there
is a clear need for a variety of rock joint system models and
measures. The preceding chapters have developed and characterized
both new and existing rock joint system models and measures, and
have proposed practical applications based on the the use of
aggregate measures of joint system geometry, and the conception
of rock masses as systems of interconnected joints rather than
equivalent continua.
This chapter presents a review of the information which has been
obtained about rock joint system models, measures, and
applications.
The primary goal of this review is to compare models, assessing
their advantages and disadvantages, and the sensitivity of
measures and applications to the assumptions made in selection of
models. This review, therefore, encompasses joint system
geology, measures, and applications, and draws upon information
from all the preceding chapters.
The secondary goal of this review is to assess the needs for
future research in the area of rock joint systems, in light of
results to date.
11.2 GEOLOGY
11.2.1 Review
The diversity of observed jointing patterns and joint formation
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mechanisms presented in Figures 4.1 through 4.10 demonstrate that
there is a need for a variety of rock joint system models, that
no one model is adequate for all geologies. Further, the
complexity of rock joint systems is such that the simple
mathematical models defined in Chapter 3 and developed in
Chapters 5 through 8 are necessarily significantly different from
reality.
The five rock joint system models are defined in Chapter 3 by
specific geometric characteristics of joint size, shape,
location, orientation, and planarity. As a result, they are only
realistic where corresponding geometric conditions are found.
Figures in Chapter 4 demonstrate that sites can be found which
correspond fairly well to each of the five models developed.
Orthogonal
Model
(Fig 4.2)
Defined by orthogonal or Semi-orthogonal joint sets.
Joints may be either unbounded planes within the
scope of the model or joints defined between joint
plane intersections in an orthogonal system of joint
planes. Spacings between joints in each set may be
constant, or defined by a stochastic process such as
Poisson (exponential spacings), or Markov
(exponentials spacing with autocorrelation). Figure
4.2 shows an outcrop of rock blocks which are
clearly formed by orthogonal joint sets, unbounded
within the scale of the outcrop.
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Baecher
Model
(Fig 46)
Veneziano
Model
(Fig 4.17)
Defined by joints of disk shape, with any
distribution of joint locations, sizes, and
orientations. Joint trace locations, sizes, and
orientations have distributions derived geometrically
from those in 3-D. Disk joint shapes are not commonly
observed in outcrops, where rock blocks and polygonal
joints are much more common. However, a consequence
of the assumption that joints are shaped as disks and
located by a 3-D Poisson point process is that joint
trace intersections are not related to joint
terminations, and joints are not coplanar, and this
is frequently observed, as shown in Figure 4.16 
Defined by joints of polygonal shape, bounded by a
Poisson line process on joint planes, but with no
relationship between joint edges and intersections
between joint planes. Any distribution of joint plane
locations and orientations can be modeled, and the
coplanarity of joints can be reduced by reduction of
the proportion of each plane specified as jointed to
the limit, where each joint plane has only one joint.
Joint coplanarity, independence of joint terminations
and intersections, and joint polygonal shape are
illustrated seperately in Figures 4.17, 4.16, and 4.3
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respectively.
Dershowitz
Model
(Fig 4.13)
Defined by joints of polygonal shape, bounded by the
line process of joint plane intersections, with joint
edges defined by intersections between joint planes.
Any distribution of joint plane location may be
modeled, but joint plane intensity and orientation
determines joint size, and joint location is always
defined by the line process formed by joint plane
intersections. Joint coplanarity and polygonal shape
are shown to occur by Figures 4.17 and 4.3. Figure
4.13 shows how polyhedral rock blocks are formed when
joint terminations and intersections are coincident.
Mosaic Defined by block tesselations processes. The variety
Block of possible block tesselations makes block
Tesselation tesselation flexible enough to represent a wide
Model variety of geologies in which rock blocks are seen,
(Fig 4.5) including as a subset the rectangular prisms of
Figure 4.2 and the polyhedra of Figure 4.13. The
classic Voronoi tesselation of random seeds with
constant growth rates, defined in 2-D corresponds to
columnar basalts (Figure 4.5).
Review of a large number of joint outcrops in Massachusetts,
Nevada, Utah, California, Norway, Sweden, and Switzerland
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indicates that a reasonable correpondance between geology and
models can be found for a large number of sites, at least for
surface outcrops and adits in hard rock.
It is clear from the above examples that the rock joint models
developed all correspond well to some geology. It is equally
clear that there are geologies for which the models developed are
inadequate.
Weiss(1972) presents over 200 plates of jointing patterns. This
encyclopeadic compendium illustrates a large number of sites in
which jointing is non-planar, and therefore not suitable for any
of the models developed. Jointing patterns found in Weiss which
can not be treated well by current models include:
o Jointing patterns with a constant or varying offset
across faults,
o Undulating non-planar jointing, with regular
periodicity,
o Highly inhomogeneous rock masses, where a number of
different joint patterns overlap or connect within a
small area, such that no one model or set of model
parameters is valid over any continuous area,
o Incidental jointing, a few major structural features
(i.e. extensive joints or faults) not part of the
general jointing pattern, but superimposed on that
pattern by different geologic processes,
o Mixtures of joint geometries such that several
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different models would be required simultanously to
represent the geology (i.e. Mosaic Block Tesselation
with a superimposed Veneziano model).
The applicability of any of the rock joint models developed in
this dissertation to a specific site can be established by a
visual and statistical inspection of outcrops or joint
surveys.
Matching of models and geologies can be done on the basis of
criteria of joint extent, shape, planarity, and termination,
joint set orientation dispersion, and rock block formation. Table
3.2 shows the correspondence between these criteria and the
existing models.
Matching of geologies and models by geometric criterea can also
be supplemented by comparison of values of connectivity measures
observed in the field, and values predicted by joint system
models.
11.2.2 Research Directions
Most research in structural geology is directed toward large
scale features such as faulting, faulting, and tectonics. As a
result, the geology of joints is still poorly understood, and
many questions of importance to joint system modeling remain
unanswered. Many of these questions have been addressed
speculatively in Section 4.4. A major research effort will be
required, however, before concepts of geological mechanism can be
used in the selection and characterization of rock joint system
/ L.!'
models. Major questions to be addressed include the following:
o Joint Shape and Size: What are the most common joint
shapes, and what geological mechanisms lead to those
shapes? Are different joint shapes related to rock
type, stress field, or structural history ? What is
the distributional form for joint size, and what
determines joint size ?
o Joint Location and Termination: Are joint locations
generally a Poisson process, or are they set by a
more complex process? Is autocorrelation of joint
location significant in some geologies? To what
extent do joints tend to terminate at joint
intersections, and what are other common joint
termination mechanisms?
o Jointing Statistics: Joint spacing in boreholes and
trace length distributions have been researched
extensively (Einstein et.al., 1979). Joint
orientation distributions have not been addressed as
comprehensively - the question of mean pole and mean
dip vector dispersion has not been treated on the
basis of actual joint measurements at all. What are
the appropriate distributional forms for joint
spacing, trace length, and orientation, and what are
their auto- and cross- correlations structures ?
o Joint planarity and coplanarity: Are there common,
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regular forms for non-planar joints which might be
represented accurately by a mathematical model ? What
sort of parameters would be neccessary to describe
non-planar joints ? Are coplanar joints on joint
planes a common or unusual occurance, and to what
extent are coplanar models realistic ? Is the concept
of joint planes with open and closed portions based
upon a distribution of apertures valid ?
o Joint aperture and joint surfaces: What are the
appropriate distributional forms for joint aperture,
and effective hydraulic aperture, both on individual
joints and between joints in a rock mass ? What is
the geometrical character of joint surfaces, and how
can these be incorporated into joint system models
and applications? Is there a correlation between
aperture and joint size, as has been suggested by
Long(1983) ?
Three approaches are available for research directed t,
resolution of these questions: Empirical, statistical,
mechanistic.
The empirical approach is based on the recognition that j
are a common feature of rock formations, and
properties can be discerned by empirical observation of
geometries and parameters which exist in nature.
meaningful, observations must be made on a large number
that
oward
and
oints
their
the joint
To be
of sites,
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with a wide variety of geologies, including hard and soft rock,
surface and adit exposures, and different joint formation
mechanisms and stress fields. Empirical observations can be used
to relate joint geometries, statistical parameters, geological
conditions, and joint formation mechanisms. For examples,
empirical observations of stress relief jointing may indicate a
certain dominant joint shape and joint termination mode,
indicating an appropriate joint system model.
The statistical approach is useful not only for obtaining
distributional forms and correlation structures, but for
evaluating the frequency of occurrence of, for example, different
joint shapes or termination modes. In the statistical approach,
joint geometries are evaluated quantitatively, and regression,
distribution hypothesis testing, and correlation analysis is
performed.
Mechanistic evaluation involves investigation of the mechanism of
joint formation, and how that mechanism is related to joint and
joint system properties. The mechanism of joint formation lies
between crack propagation on the micro scale, and faulting on the
macro-scale. Attempts to characterize the mechanism of joint
formation on a theoretical basis include, for example, laboratory
and in-situ joint formation studies, development of theories to
explain the mechanisms of joint formation in different stress
fields, and numerical simulation of joint formation.
A better understanding of the mechanism of joint formation will
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provide insight into the appropriate distributional forms for
joint system parameters, and also shape, extent, and termination
processes.
The empirical, statistical, and mechanistic approaches to
development and verification of joint system models and measures
are all related and should by explored simultaneously. For
example, insights into the mechanisms of joint formation should
be supplemented by empirical verification that theoretical
mechanisms actually produce the joint geometries predicted.
Similarly, statistical approaches should be used to back up
empirical observations.
11.3 JOINT SYSTEM MEASURES AND MODELS
11.3.1 Introduction
Three classes of rock joint measures have been developed,
characterised, and applied: measures of persistence (intensity),
connectivity, and block size. The measures developed are by no
means an exhaustive set of all possible measures, or even of all
types of measures. In this section, the measures developed will
be reviewed, in light of what they indicate about rock joint
system models. Research needs in the area of joint system
measures will also be reviewed.
11.3.2 Measures and Models
The rock joint system models are clearly different from a
geometric point of view. Joints have different shapes, different
intersections and terminations, and different spatial structures.
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From a practical perspective, however, the difference between
models is only significant if it is sufficient to result in
differences in application.
For example, the shape of joints is unimportant if it does not
significantly change rock mass mechanical or hydrological
properties, or inferences from site characterization. Similarly,
measures are useful primarily as they quantify differences
between joint systems.
A large number of parametric studies have been carried out in
Chapters 6, 8, and 9 to illustrate the application of joint
models and measures. In this section, those results will be
compared, so that conclusions can be drawn both about rock joint
measures and models.
Persistence Measures
The definitons of persistence measures are summarized briefly as
follows: Two dimensional persistence measure P1 is the number of
joints per unit area of the model region, and P2 is the total
length of joints per unit area. Three dimensional persistence
measures P31 and P32 are the total number and total area of
joints per unit volume of the model region, respectively.
Persistence measures P3 through P5 and P33 through P35 are
dimensionless versions of P2 and P32 respectively. Persistence
measures P1 through P5 and P31 through P35 measure the intensity
of jointing. Persistence measures P1 through P5 and P31 through
P35 are directly related, and therefore somewhat redundant, since
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P1 and P2, and P31 and P32, can be related simply through the
mean joint length Lbar (equation 5.31) or mean joint area Abar
(equation 7.37), and P3 though P5 and P33 through P35 are simply
normalized versions of P2 and P32.
In joint system models in which joint sizes are constant, such
as regular Orthogonal or Mosaic Block Tesselation models, the
number of joints per unit area and the total joint length per
unit area are related by a constant joint size, and as a result,
it is immaterial which one is specified in modeling. This is also
true for joint system models with unbounded joints or joint
planes with length or area persistence PL or PA of 100 percent.
For joint system models with bounded joints of varying sizes,
such as the Baecher Model, and Veneziano and Dershowitz models
with PL less than 100 percent, the choice of persistence measure
can make a difference in stochastic modeling. For example, if
persistence measure P1 is selected, the total number of joints
may be maintained constant, but the total length of joints per
unit area P2 will vary as a result of variations in joint size.
Alternatively, if P2 is selected, the total length of joints per
unit area may be constant, but the number of joints per unit area
will vary.
As a result of the variability of persistence measures other than
the one specified, the selection of a particular persistence
measure may increase or decrease the variability of simulation
results. For example, if simulation results are directly
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proportional to P2, specification of P1 and the resulting
variability in P2 may increase the variability of simulation in
comparison with results obtained for simulations with a fixed
value of P1.
The relationship between the variance of persistence measures P1,
P2 and mean and variance of mean joint trace length is given by
equation 5.49,
(11.1) V[P2] = VP1]*?[Lbar] + V[Lbar]*?EP1]
Since the variance of the mean joint length Lbar decreases as the
size of the region being simulated increases, the variance of the
persistence measure which is not specified also decreases. As a
result, the importance of the selection of a particular
persistence measure decreases with increases in the size of the
region being simulated.
The relationship between the variability of three dimensional
persistence measures P31 and P32 in term of the mean and variance
of mean joint area Abar is given by equation 7.38 ,
(11.2) VEP32. = VP31]*EAbar] + VAbar)*E[F1]
As with two dimensional measures, the variance of the persistence
measure not specified decreases with increases in the size of the
region being simulated, as VYAbar] decreases. It is important to
note, however,that V[Abarl can be significantly greater VLbar],
in Baecher models with stochastic radii, because the variance of
joint area V[Aj] is related to the variance of joint radius V[Rj]
by (Table 7.1),
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(11.3) V[Aj] = (4.*pi*E[Rj])^2 * V[Rj]
For three dimensional Veneziano and Dershowitz models, the
variance of joint area Aj is also greater than that of joint
trace length, and the variance of P32 for constant P31 is
correspondingly higher the the variance of P2 for constant P1.
The variance of joint area V[Aj] in Veneziano and Dershowitz
models is related to the mean joint trace length Lbar by (Table
7.1),
(11.4) V[Aj] - (62.4)*Lbar^2
On the basis of the above, it can be concluded that the
relationships between persistence measues P1 and P2, and between
P31 and P32, are similar for all models developed, but that three
dimensional models have significantly greater variability thn
two dimensional models. This is born out by simulations (Figures
6.11 and 8.8).
Since the selection of either P1 or P2 to control the intensity
of jointing will result in a significant variation in the other,
the decision of which measure to use is important for models in
which joint size is a random variable (i.e. Baecher models with
Lbar less than the scale of the model region, and Veneziano and
Dershowitz models with PL less than 100 %). For models with
unbounded or constant joint sizes, the selection is again
arbitrary (i.e. regular Orthogonal or Mosaic Block Tesselation
models, Baecher models with Lbar greater than the scale of the
model region, and Veneziano and Dershowitz models with PL 
.
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100%) .
The suitability of different persistence measures can also be
assessed on the basis of their relationship with connectivity and
block size measures. Analytical derivations for both connectivity
measures and block size measures (i.e. equations 5.58 through
5.125 and 5.158 through 5.203, and equations 7.50 throgh 7.149)
are generally scale independent when expressed in terms of P2,
but scale dependent when expressed in terms of P1. This indicates
that, for many applications, persistence measures P2 and P32 are
preferable to P1 and P31.
Connectivity Measures
The usefullness of connectivity measures has been established in
Chapter 9, on the basis of their application to hydrological
problems. Since the analysis done is related directly to
application, it will be discussed in Section 11.4 .
In this section, connectivity measures will be discussed in terms
of what they indicate about the different rock joint system
models. The intuitive relationship between the connectivities of
joint system models is as follows:
o The connectivity of joint system models increases with
the scatter of joint orientation, the intensity of
jointing, joint non-colinearity, joint orthagonality, and
joint location processes which foster intersection.
o As a result, the general hierarchy of decreasing
connectivity of joint system models is:
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- Bounded joints, with systematic joint termination at
joint intersections and orthogonal mean orientations
with some dispersion to maximixze intersection
intensity (Dershowitz and Mosaic Block Tesselation
models)
- Unbounded joints in orthogonal sets with some
scatter or orientation. Each joint intersects every
joint in the other set. Slight variation in
orientation within each set allows some additional
intersection within each set.
- Unbounded joints in orthogonal sets.(Orthogonal
Model)
- Unbounded joint with random orientations.(Veneziano
and Dershowitz models with length persistence PL =
100%.)
- Unbounded joints, one set with sub-parallel
orientations.
- Bounded joints, terminating without respect to joint
intersections. Connectivity decreases as orientation
goes from orthogonal to random to parallel
orientations (Baecher model)
- Bounded, coplanar joints, terminating without
respect to joint plane intersections (Veneziano
model).
This intuitive heirarchy is in general supported by analytical
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derivations of intersection intensity equations 5.58 through
5.125 and 7.50 throgh 7.149) and numerical simulations (i.e.
Figures 6.13 and 8.9). However, analytical derivations and
simulations point out several deficiencies in this intuitive
ranking.
The first error in the ranking above is based upon the assumption
that joint system connectivity will be higher for systems with
larger joints. Equations 5.62 and 5.87, and simulations in Figure
6.13 demonstrate that for constant jointing intensity expressed
as P2, intersection intensity C1 is independent of joint size.
Further, equation 5.107 and Figure 6.12 show that two dimensional
intersection intensity C for Veneziano models is independent of
length persistence PL, and further that C1 is identical for
Baecher and Veneziano models.
For the Dershowitz model (equations 5.108 and Figure 6.12),
intersection intensity C1 actually increases with decreasing PL,
as a result of the increase in the number of joint lines required
to maintain the same level of jointing intensity. The same is
true for Mosaic Block Tesselation models and Orthogonal models
with joints terminating at joint plane intersections.
As a result the actual ranking of joint system model
connectivities based upon intersection intensity C1 in order of
decreasing connectivity is,
- Mosaic Block Tesselation Models with low PL,
- Dershowitz models with low PL and high orientation
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dispersion,
- Orthogonal models with joints terminating at joint
plane intersections with low PL,
- Baecher and Veneziano models, independent of joint
size and PL.
Depending upon the application, other connectivity measures may
also be used for ranking the connectivity of joint system models,
and results may again be different. In the case of percolation
probability C5 and x-Resultant joint network length C8x, mean
joint length Lbar and length persistence PL do influence
connectivity. According to these measures, joint system models
with larger joint sizes do have higher connectivities (see
Figures 6.16, 6.23,6.24, 8.14, and 8.18). Based upon these
measures, therefore, the heirarchy of joint system connectivities
in order of decreasing connectivity is,
- Joint systems with unbounded joints (Baecher models
with large joints, and Orthogonal, Veneziano,
Dershowitz, and Mosaic Block Tesselation models with
PL = 100%)
- Joint systems with large, bounded joints terminating
at joint intersections (Dershowitz, Mosaic
Tesselation, and Orthogonal models with joints
terminating at joint intersections)
- Joint systems with joints terminating without respect
to joint plane intersections (Baecher and Veneziano
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models).
From the above, it is clear that the selection of measures for
connectivity is important, since different connectivity measures
may give different results. The appropriateness of individual
connectivity measures can only be determined from the intended
application.
For site characterization, intersection intensity C1 may be the
appropriate measure for connectivity, since it is the only
connectivity measure which can be measured easily in the
field.
For applications for evaluation of rock joint system hydrological
properties, connectivity measures C5 (percolation probability),
C7 (effective hydraulic conductivity), and C8x (x-Resultant joint
network length) are more appropriate, since they can be used for
assessment of hydraulic conductivity, scale, and anisotropy
effects (see Chapter 9). In particular, good correlations have
been found between percolation probability C5 and effective
hydraulic conductivity C7 (Figure 9.22).
Block Size easures
The geometries of rock blocks are very different between the
different rock joint models (see Figures 3.6, 3.12, and 3.18). As
a result, it is difficult to compare the block sizes of different
models, except by the use of empirical block size measures.
Analytical derivations (equations 5.200 and 7.145) indicate that,
for uniform orientation distributions, empirical block size
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measures B1 and B2 are insensitive to the differences between
rock joint system models. In simulations with oriented joints,
however, the empirical block size measures was found to vary
between joint system models (i.e. Figures 6.34, 6.35, 6.36, 8.24,
and 8.25).
This indicates that, while analytical solutions for empirical
block size measures based upon uniform joint orientation may not
be useful for comparison of block sizes, simulated empirical
block size measures may be. Three dimensional simulation of
Baecher and Dershowitz joint systems indicates that the block
size for Baecher models is larger than that of Dershowitz models
(Figure 8.24). From two dimensional simulations (Figures 6.34,
6.35, and 6.36), the mean block sizes of the Baecher, Veneziano,
and Dershowitz joint system models appear to be the same, while
distributions of B1 indicate that there is greater variability of
block sizes in the Dershowitz model than in Baecher and Veneziano
models.
11.3.3 Research Directions
The value of the new rock joint system models has been clearly
established on the basis of geological evidence summarized in
Section 11.2. The value of joint system measures, on the other
hand, can only be determined on the basis of their applicability
to practical problems of rock mechanics. In order to better
establish the usefulness of the measures, research is required in
two areas:
728
o Obtaining measures as part of a site characterization
program,
o Development of empirical and analytical techniques for
use of measures in engineering analysis.
These areas for future research are surveyed below.
Site Characterization
Most site characterization programs collect very little of the
total rock joint system data possible. Further, the data that is
collected is generally presented graphically as trace maps and
coring logs, and is not reduced to numerical form. An important
area for research in rock joint system measures is therefore the
integration of the determination of aggregate joint system
measures into rock mechanics site characterization.
Measures which can be calculated as part of site characterization
are rock joint system intensity (Persistence measures P1 and
P2), length persistence PL, and intersection intensity C1. P2 can
be derived from either boreholes or trace planes, using equations
5.50 and 5.51 . P1, PL, and C1 can only be derived by visual
inspection of exposures in adits or on the surface. Other
connectivity and block size measures are derived from joint
system geometric parameters by simulation and from equations in
Chapters 5 and 7.
In addition to collection of these measures, it would be useful
to simultaneously collect joint geometric parameters so that the
appropriate rock joint system model could be derived for use in
$1
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rock mechanics analyses. Joint geometric parameters which should
be collected are summarized in Table 11.1
TABLE 11.1
JOINT SYSTEM MEASURES FROM SITE CHARACTERIZATION
------Measures------ Available From
Jointing Intensity P1 Traces
Jointing Intensity P2 Traces and Boreholes
Jointing Persistence PL Traces
Intersection Intensity C1 Traces
---Parameter Distributions---
Joint Trace Length Traces
Joint Orientation Traces and Boreholes
Joint Spacing in Core Boreholes
---Additional Geometric Info---
Joint Shapes 3-D Exposures
Joint Location Structure Traces and Boreholes
Joint Termination Traces
Research on site characterization collecting the in
Table 11.1 serves the following purposes:
o Demonstrating that it is feasible to s
collect rock joint system measures,
o Determining the applicability of different
system models and measures to specific sites,
o Providing rock joint measures for use in
formation In
ystematically
rock joint
engineering
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analysis,
o Increasing the data base of well characterized sites for
future research in the area.
Engineering Analysis
The analysis techniques based on rock joint system measures
presented in Chapters 9 and 10 are a small portion of the
potential of the rock joint system measure approach to rock
mechanics problems. Chapters 9 and 10 primarily describes ways
in which joint system measures can be used in new approximate
derivations of hydrological and mechanical performance of jointed
rock masses. Additional research is necessary both to further
develop the approaches introduced in Chapters 9 and 10 and to
develop new approaches.
Rock joint system measures can also be used in developing
empirical indices for design. Current indices in use include
Rock Quality Designation RQD (Deere,1966), NGI index Q (Barton,
1974), and Geomechanics Index RMR (Bieniawski,1977). Since rock
joint system measures contain so much information about the
structure of jointing, it is possible that useful empirical
correlations may be derived between, for example, Jointing
intensity measure P2 and rock mass strength or deformabilty
reduction factors.
Research to develop new empirical approaches will have to
include an integration of case histories in a wide variety of
geologies with measures obtained from thorough site
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characterization studies.
11.4 APPLICATIONS
11.4.1 Introduction
Two applications of rock joint system models have been developed
in detail: hydrological scale effects and anisotropy effects.
Simulations performed with the different models are described in
Sections 9.4 and 9.6. These simulations highlight the importance
of the selection of the appropriate rock joint system model, and
give meaning to the more abstract difference in joint system
measures discussed in Section 11.3 . In this section, the results
of simulations in Chapter 9 will be reviewed from the perspective
of comparison of the different joint system models.
11.4.2 Qualitative Comparison of Joint System Models
Scale effects and anisotropy effects are qualitatively the same
for all rock joint system models: At smaller scales, there is
more heterogeneity, and therefore more variation in performance;
At larger scales there are fewer active joint networks, and
therefore lower effective hydraulic conductivity. (Figure 11.10).
At larger scales, there are more extremely conductive joints, and
therefore a higher probability of significant flow through a
single joint. Increases in the anisotropy of joint orientations
increase the anisotropy of effective hydraulic conductivity.
Although these phenomena are qualitatively similar among
different models, quantitatively, the model selected affects the
magnitude and character of both scale and anisotropy effects. For
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the purpose of examining hydrological applications,- rock joint
system models can be divided into three classes:
o Class 1: Unbounded Jointing: ( Orthogonal, Veneziano,
Dershowitz, and Mosaic Block Tesselation Models
with PL=100, Baecher Model with joint size
larger than the scale of the model region)
o Class 2: Bounded jointing with joint termination
without respect to joint intersections
(Orthogonal and Veneziano models with PL less
than 100% and Baecher model)
o Class 3: Bounded jointing with joint termination at
joint intersections. (Orthogonal, Dershowitz,
and Mosaic Block Tesselation Models)
The hydrologic scale and anisotropy effects on each of these
classes of joint system models are as follows:
Scale Effects - Unbounded Jointing (Class 1)
Since all unbounded joints extend to the boundaries of the model
region, there are no joint network size or extreme value scale
effects in joint system models with unbounded joints. The only
hydrological scale effect for this type of joint system model is
the effect of the decrease in heterogeneity with increase in
scale. This decrease in heterogeneity results from an increase in
spatial averaging, which reduces the importance of the behavior
of individual joints.
Anisotropy Effects - Unbounded Jointing (Class 1)
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Anisotropy effects for joint sytems with unbounded joints are
described analytically by Snow's equation (equation 9.23), and
simulation is therefore not necessary for these models. However,
since scale effects and anisotropy effects occur simultaneously,
the variability of permeability ellipses describing anisotropy
will be greater at small scales.
Scale Effects - Bounded Jointing, Termination in Rock (Class 2)
Joint system models with bounded joints terminating without
respect to joint intersections are subject to all three scale
effects defined in Section 9.2.1 : Averaging of heterogeneities,
joint network size, and extreme values.
The three scale effects on these joint systems are as follows:
o Increases in the scale of the model region being
evaluated increase the degree of averaging, resulting in
less variability between different regions at the same
scale.
o As the scale of the model region being evaluated
increases beyond the scale of individual joints, flow can
only occur through networks of interconnected joints. At
progressively larger scales, more and more joints are
required to form a system capable of flow, and the
percentage of all joints which can participate in flow at
that scale decreases. This results in a lower mean
effective hydraulic conductivity is lower at larger
scales.
o For scaler
significan
likely to
result in
Anisotropy Effects
Anisotropy effect!
network anisotropy
orientations. It
(equation 9.23),
anisotropic joint
These measures
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s at which individual joints can still have a
t effect upon flow, larger scales are more
contain extremely conductive joints, which
higher mean effective hydraulic conductivity.
- Bounded Jointing, Termination in Rock
s for bounded joints are the result of joint
as well as the anisotropy of individual joint
can not be described by Snow's equation
but must be determined by calculation of
connectivity measures defined in Section 9.4.
include directional percolation probability
C5(alpha,S), directional effective hydraulic conductivity
C7(alpha,S), and directional x-Resultant joint unit length
C8x'(alpha,S), where alpha is the orientation of the measure with
respect to the x axis, and S is the scale of the model region.
The anisotropy of joint systems increases with decreases in the
dispersion of the orientation of individual joints. In general,
the anisotropy of joint networks is less than that of individual
joints. As a result, as scale increases, and joint networks play
an increasing rock in flow, the anisotropy of joint system
hydrological properties decreases.
Scale Effects - Bounded Jointing, Termination at Joint
Intersections (Class 3)
The only difference between this and the previous class of joint
systems is that joints in this class of models tend to terminate
d;
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at intersections with other joints. This increases the formation
of joint networks, and causes a reduction in the scale at which
joint networks rather than individual joints control flow.
Otherwise, the scale effects of averaging of heterogeneity,
joint network size, and extreme values is the same as for the
previous class of joint system models.
Anisotropy Effects - Bounded Jointing, Termination at
Joint Intersections
As a result of the more rapid formation of joint networks in this
class of joint system models, anisotropy effects are generally
smaller for this class of models than for models with joints
terminating without respect to joint intersections.
11.4.3 Quantitative Comparison of Joint System Models
Simulations of rock joint system scale and anisotropy effects
are described in Sections 9.3.3 and 9.4.3 . The results of these
parametric studies can be used for quantitative comparison of
rock joint system models. In Chapter 9, scale and anisotropy
effects were evaluated on the basis of three connectivity
measures, Percolation probability C5, Effective Hydraulic
Conductivity C7, and x-Resultant Joint Unit Length C8x'. The
scale and anisotropy effects described by these three measures
are the same. Here, scale and anisotropy effects in different
joint system models will be summarized on the basis of
percolation probability, C5.
Scale Effects
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Figures 9.19, 9.20, and 9.21 show the scale effect of joint
network size for two dimensional Baecher, Veneziano, and
Dershowitz joint system models. As expected from the qualitative
discussion, Baecher and Veneziano models, which both have bounded
joints terminating without respect to joint intersections, are
very similar. For the joint systems simulated, almost no flow
occured for scales larger than approximately 10 times the mean
joint length. The hydraulic conductivity of these joint systems,
as measured by percolation probability C5, increases rapidly as
scale decreases from 10 to 1 times the mean joint length, and
then levels off, since flow is then dominated by individual
joints rather than joint networks.
For the Dershowitz model (Figure 9.21), scale effects are
similar, except that significant flows begin to occur at much
larger scales, between 20 and 40 times the mean joint length.
Orthogonal and Mosaic Block Tesselation models were not similar.
However, on the basis of the joint system model classes defined
in Section 11.4.2, Mosaic block tesselation models are expected
to be similar to Dershowitz models, and orthogonal models are
expected to be similar to either Dershowitz or Veneziano models,
depending upon whether joints terminate at joint intersections.
Scale effects can also be compared on the basis of the
dimensionality of joint system models. All simulations performed
in Chapter 9 are for two dimensional joint system models.
However, three dimensional simulations of joint system models are
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described in Chapter 8. Figure 8.14 presents percolation
probability C5 for three dimensional Baecher and Dershowitz
models as a function of scale, expressed by the mean joint length
for a constant model region of 100 by 100 by 100. Figure 8.14
shows significant flows occuring at a scale of almost 100 times
the mean joint radius for the Dershowitz model, and 20 times the
mean joint radius for the Baecher model, indicating that scale
effects from joint network formation occur at significantly lower
scales in three dimensions than is indicated by two dimensional
simulations. Further, since these three dimensional simulations
were performed at a total jointing intensity level correponding
to approximately P2 = 0.03, while two dimensional simulations
were performed at P2 0.2, the scale effect of joint network
formation also appear to occur at much lower jointing intensity
levels in three dimensions than is indicated by two dimensional
simulations. As a result of this difference between the result of
two and three dimensional simulations, when quantitative results
are required for practical analyses of joint system hydrology,
three dimensional models are preferable.
Anisotropy Effects
Figures 9.30, 9.31, and 9.32 show permeability ellipses based
upon Percolation Probability C5 for Baecher, Veneziano, and
Dershowitz joint system models. For all three models, anisotropy
predicted on the basis of joint networks is less than would be
predicted from Snow's equation (equation 9.23), because of the
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effect of joint network formation on anisotropy. Some differences
in the shape of permeability ellipses between Baecher, Veneziano,
and Dershowitz models can be seen in these figures, but it is not
clear whether the differences are significant.
Summary
The selection of a particular joint system model and
dimensionality has a significant effect on the quantitative
evaluation of scale effects. In general, joint system models with
joints terminating at joint intersections have significant flows
at larger scales than models which terminate without respect to
intersections.
The selection of a particular joint system model may also effect
the quantitative evaluation of anisotropy effects, although the
significance of the differences among the various models is not
clear from simulations performed.
11.4.4 Research Directions
Further research in application of rock joint system models and
measures should be directed primarily toward verification of the
approaches that have been developed against specific case
studies. Research programs for verification of applications are
described in Section 9.5.
Three dimensional and two dimensional system simulations produce
quantitatively different results. However, two dimensional
systems on trace planes can be characterized more accurately in
site characterization, and are easier to use and therefore more
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appropriate for preliminary analyses. Further research is
therefore appropriate to establish the appropriate uses of two
and three dimensional implementations, and to determine
conversion factors between two and three dimensional results.
11.5 SUMMARY
This chapter has demonstrated that no one rock joint system
model or measure is 'correct'. A variety of models and measures
are necessary to meet the requirement of the variety of geologies
and applications which occur in practical rock mechanics
problems. Rock joint system models have been compared with
respect to geology, measures, and applications, and have been
found to be sufficiently different to justify the development of
a number of different models. The five joint system models
defined in Chapter 3 have been shown to be appropriate for a wide
range of jointing patterns observed in the field. The principal
weakness of these models is in their failure to describe of non-
planar jointing.
The differences between the five joint system models have been
described on the basis of aggregate measures of persistence
(intensity), connectivity, and block size, and by applications to
problems of hydrological scale and anisotropy effects. In
general, the models in which joints terminate at joint
intersections such as Dershowitz and Mosaic Block Tesselation
models, have higher connectivities and form better defined rock
blocks than other models. Baecher and Veneziano models are
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approximately equivalent on the basis of connectivity and block
size measures, and for applications to hydrological scale and
anisotropy effects, except when length persistence PL is greater
than about 50 percent.
Research directions have been proposed for joint system model
geology, measures, and applications.
O
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12.0 CONCLUSIONS
Rock joints play an important role in determining most rock mass
properties; therefore it is essential to have realistic,
conceptually simple, and well characterized models and measures
for rock joint systems. These models and measures are necessary
for almost all rock mechanics applications, including
geohydrology, slope stability, excavation engineering, and site
characterization.
In this dissertation five joint system models and sixteen
aggregate measures of joint system persistence (intensity),
connectivity, and block size were defined and characterized
systematically, and were used in the development of new methods
for solution of practical rock mechanics problems in
geohydrology. The new models and measures can form the basis for
significant advances in the theory and practice of rock
mechanics, which depends heavily upon the quantification of the
influence of jointing on rock mass behavior.
The major results of this dissertation are as follows:
o Systematic development of new and existing models
for rock joint systems, including a significant new
model (the "Dershowitz Model") which appears to be
more representative of many observed jointing
patterns than earlier models, and also has
connectivity properties which are different from
those found in earlier models.
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o Evaluation of the relationship between joint system
models, and both observed jointing patterns and
known joint formation mechanisms. This relationship
has never been addressed in detail before: Previous
joint system models have, in general, been
developed without reference to observed geologies
and geological mechanisms.
o Development of aggregate measures for joint system
persistence (intensity), connectivity, and block
size. These measures can be used for
characterization and comparison of joint systems
and also for development of empirical engineering
design methods.
o Study hydrological scale, anisotropy, and aperture
effects in joint systems.
In addition to the above, this dissertation has produced a number
of significant results concerning joint system geometry and
application of joint system models to rock mechanics problems:
o Until now, all evaluation of joint orientation
dispersion has assumed symmetrical dispersion of
poles about a mean pole. This dissertation has
demonstrated the possibility that dispersion may
occur about other vectors such as the mean dip
vector, rather than the mean pole vector. Support
for the concept of dip vector dispersion was found
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in observed jointing patterns and geological
mechanisms.
o Studies of the effect of scale, anisotropy, and
joint aperture on the hydrological performance
demonstrated that:
- The effect of aperture variability is much less
significant in joint networks made up of many
joints than was generally assumed on the basis
of the influence of aperture on a single joint,
- The difference in hydrological behavior of
joint systems of different scales is influenced
strongly by assumptions about the formation of
networks of interconnected joints, such that
solutions based upon individual joints are
generally not applicable
- The anisotropy of joint systems varies as a
function of the scale being considered, with
greater anisotropy at smaller scales, in
general.
- Two and three dimensional joint system models
produce results which are significantly
different, such that the applicability of
standard two dimensional fracture flow
approaches is questionable.
o Comparison of the connectivity of different joint
7A4
system models showed that for practical purposes,
the Baecher and Veneziano models are sufficiently
similar that the selection of one or the other is
unimportant. The connectivity of the new
("Dershowitz") model is significantly different
from both Baecher or Veneziano models.
Future research in rock joint system models should focus upon
improvement of the understanding of geological mechanisms of
joint formation and their relationship to joint geometry,
refinement of theoretical derivations of joint system measures,
and application of new joint system models and measures to
practical problems of rock mechanics.
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APPENDIX A - COMPUTER PROGRAM DOCUMENTATION
A.1 Introduction
A.1.1 ScoDe
This appendix contains a users' manual for the rock joint system
model simulation package developed as part of this research. This
package is an integrated collection of programs for generation
and evaluation of Baecher, Veneziano, and Dershowitz rock joint
system models in both two and three dimensions. Features of the
simulation package include:
o Modular organization of programs to allow linking
of only those features desired for any simulation,
to increase computing efficiency,
o Standardization of variable definitions through
out the programs and extensive commenting to
facilitate debugging and interpretation of code,
o Fortran coding according to ANSI x3.9-1978
(FORTRAN-77) standards, and Tektronix PLOT-10
graphics commands to facilitate implimentation on a
variety of computer systems. Current Implimentation
is for Digital Eguipment Corporation VAX11/780,
Fortran 3.3.
Contents of this appendix includes an overview of the simulation
package, user instructions for input and output, and detailed
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discussions of the function, algorithms, and variables used in
each program in the package.
A.1.2 Package Overview
The joint network simulation package JINX consists of 6 basic
components, which can be linked together in any combination as
desired. Each of the components consists of 1 or more programs
for specific applications. The components are as follows:
o Common Variable Storage: RASHI - Storage for all
major variables, with dimensions defined by PARAMETER
statements to allow reallocation of storage for
different model sizes.
o Input and Control: JT3D - Reads data for both two
and three dimensional simulations. Controls execution
of simulation, analysis, and finite element
preprocessor packages.
o Simulation: FRENZY - Monte Carlo generation of joint
orientations in three dimensions, or in two
dimensions on a trace plane. BINX - Baecher model,
Monte Carlo generation of joint networks in two and
three dimensions. VINX - Veneziano model, Monte Carlo
generation of joint networks in two dimensions. DINX-
Dershowitz model, Monte Carlo generation of joint
networks in two dimensions. DINX3 - Dershowitz model,
Monte Carlo generation of joint networks in three
dimensions.
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o Analysis: SAM - Calculation of joint intersections
and sample statistics (RQD, fracture frequency) for
two dimensional networks. SAM3 - Calculation of joint
intersections for three dimensional networks. CONEM -
Calculation of joint network connectivity measures
and definition of connected joint units for two and
three dimensional models. BLOKHED - Calculation of
block size measures for two and three dimensional
networks. CARLOS - Statistics and output for Monte
Carlo simulations.
o Graphics: DRAW2 -Graphical display of two dimensional
rock joint networks. DRAW3 - Graphical display of
projection of an individual 3-D Dershowitz model
joint plane on the horizontal (x-y) plane. STEREO -
Stereoplotting of generated joint orientation
distributions.
o Finite element flow programs and preprocessors:
NETSMP - Preprocessor to create input for two
dimensional pipe flow program PIPES, including
network simplification and optimal node numbering.
NETSMP3 - Preprocessor to create input for three
dimensional plate flow program PLATES. Finite element
programs PIPES and PLATES are described in Kafritsis
(19xx).
Figure A.1 is a flow chart for the overall package JINX, showing
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Additional Prograns
Figure A. 1 JINX Joint Network Simulation Package
Stereonet Plotting
STEREO
2-D Pipe Flow by
Finite Element
Method
P IP E S
3-D Plate Flow by
Finite Element
Method
PLATES I
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how the components are organized. The common storage component
RASHI is incorporated into all programs through INCLUDE
statements.
Program JT3D is used to control the entire joint system
simulation package. If all programs in the package are linked to
JT3D, all options contained in any of the programs can be
accessed by input in data files. However, with the default data
array dimensions in RASHI, the entire package requires
approximately 1 megabyte of core memory. In order to increase the
efficiency of computer memory allocation, only programs which
contain options to be used need to be linked to JT3D.
Programs STEREO, PIPES, and PLATES run as independent modules
using output files created by JINX, and are therefore not linked
with the other programs.
A.2 USERS' MANUAL
A.2.1 Introduction
This users' manual contains all information necessary to link,
load, and run the network simulation package JINX. Job control
cards for the program are provided for the Digital Equipment
Corporation VAX 11/780 VMS operating system. Data file contents
are described and discussed, and sample input and output is
provided.
A.2.2 Job Control
Job control for the VAX 11/780 is described here for compilation,
linking, loading, and assignment of input and output channels
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("un its").
Program Compilation
Source code for programs in the JINX package is provided in files
RASHI.FOR, JT3D.FOR, FRENZY.FOR, BINX.FOR, VINX.FOR, DINX.FOR,
DINX3.FOR, SAM.FOR, SAM3.FOR, CONEM.FOR, BLOKHED.FOR,
CARLOS.FOR, DRAW2.FOR, DRAW3.FOR, NETSMP.FOR, and NETSMP3.FOR on
the program distribution tape. Additional programs STEREO, PIPES,
and PLATES are also included. These program can all be compiled
on the VAX 11/780 using the command:
$ FORTRAN/CHECK=ALL programl,program2,...
where programl,program2,... are the programs listed above.
Program Linking
Compilation produces object files with the same names as the
source files, but with the extension .OBJ . These object files
must be linked with each other, and with utility libraries to
produce executable code. Utility libraries required are the
International Mathematical Subroutine Library (IMSL) , and the
Tektronix PLOT10 graphics library. The IMSL provides random
number generation subroutines GGUBS (uniform random deviate
generator), GGNML (normal random deviate), GGEXN (exponential
random deviate generator), DCADRE ( numerical integration), and
DBLIN (double integration). The PLOT10 library provides graphics
routines INITT (initialize plot), SHOW (defines plotting region
coordinates), MOVEA ( move pen to coordinates), and DRAWA ( draw
line to coordinates). If these libraries are not available, all
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calls to the above routines should be replaced with calls to
available utility routines before compilation.
The general format for the link command is:
$ LINK programl, program2, program3,...,PLOT10/LIB,IMSL/LIB
programl,program2,... are again the names of the programs listed
above. If desired, all programs in JINX can be linked together to
form one executable file, JT3D. However, if not all of the
features are to be used, it is more efficient to link only those
programs required, and to keep multiple executible files for
different purposes. For example, if no graphics are to be used,
DRAW2 and PLOT10O/LIB can be omitted from the LINK statement. If
only two dimensional analysis is to be done, SAM3, NETSMP3, and
DINX3 can be omitted, and if only three dimensional analysis is
the be done, VINX, DINX, NETSMP, and SAM can be omitted. If
finite element preprocessing is not desired, NETSMP and NETSMP3
can be omitted. For example, if only two dimensional Baecher
modeling is desired, with no graphics or preprocessing, the
appropriate link statement would be:
$ LINK JT3D,FRENZY,BINX,SAM,CONEM,BLOKHED,CARLOS,IMSL/LIB
Note that not all combinations of programs are possible: The
program control program, JT3D, and the orientation generation
program, FRENZY, must be included in all executable files.
Input and output units must be assigned before execution. Unit 5
is assigned for input, unit 6 is assigned for output of the
results of individual simulations, and unit 8 is assigned for
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output of Monte Carlo simulation summaries from CARLOS. Unit 4 is
used for both output of joint orientations for stereoplotting
from FRENZY and for finite element preprocessing output from
NETSMP and NETSMP3. Units 5, 6, and 8 should be assigned by job
control cards, for example:
$ ASSIGN DATA1.DAT FOR005
$ ASSIGN OUT1.OUT FOR006
$ ASSIGN SUMMARY.OUT FOR008
Unit 4 is assigned internally by FRENZY to JMODEL.DAT if output
for stereoplotting is specified in the input file. Unit 4 is
assigned internally to the input value FNAME if finite element
preprocessing is specified in the input file. These assignments
will supercede any assignments made by $ ASSIGN commands.
Program Execuation
Program loading and execution is specified by the command:
$ RUN JT3D
Compilation and linking ($ FORTRAN and $ LINK ) need only be done
once. Once the programs are compiled, there is no need to
recompile unless the programs are modified. Linking need only be
repeated if an executible vesion with different features is
desired. Unit assignment and loading and execution commands must
be used every time the program is to be executed.
The network simulation package is designed for either
interactive or batch processing. For interactive processing,
input or output units can be assigned to the terminal,i.e:
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$ ASSIGN TT FOR006
For interactive execution, graphical output will be directed to
the screen, so a Tektronix 4010 graphics terminal or terminal
emulator should be used. A Tektronix 4025 terminal can be used to
emulate a 4010 terminal by the following sequence of commands:
Iwor 30
Igraphics 1,35
Ishrink
The standard 4025 command character I above must be assigned
before typing the above commands if it has not been assigned by
default. The entire network plot may not appear on a 4025
terminal, so the display can be scrolled using the command:
Ijump n
Where n is the desired number of lines from the top of the
graphics display.
For batch processing, a unit must be assigned for graphics output
in addition to units 5 and 6 for text input and output. Since
graphics is sent to device SYS$OUTPUT, the approrpiate assignment
statement is
$ ASSIGN GRAF.OUT SYS$OUTPUT
GRAF.OUT is the graphics output file. Both graphical and text
output can be viewed interactively using the command
$ TYPE file.OUT
Additional Programs
Programs STEREO, PIPES, and PLATES, which are not part of the
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JINX package should be linked and run seperately, using data
files generated by JINX:
$ LINK STEREO,PLOTIO/LIB
$ LINK PIPES
$ LINK PLATES
Just like the JINX programs, STEREO, PIPES, and PLATES read input
from a data file assigned as unit 5, and produce printed output
to unit 6 and graphics output to SYSSOUTPUT. The same $ ASSIGN
and $ RUN statements are therefor appropriate for these programs
as those given above for JINX.
For additional information on VAX job control commands, see
Digital Equipment Corporation VAX/VMS documentation.
A.2.3 Input Files
All input to the program JINX is contained in one data file,
which is read in by program JT3D using unit 5. The data file is
set up in the following seven blocks.
Block 1: Initial Seed Format : free Number of Records: 1
Contents: DSEED
Description: DSEED, the initial double precision seed for random
number generator. Must be a number between O.DO and 1.D4
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Block 2: Header Card Format : (211,A72) Number of Records: 1
Contents: NMODEL, NDIM, TITLE
Description: NMODEL, the model number (2-Baecher, 3Veneziano,
4-Dershowitz). NDIM, the dimensionality (2=Two-D, 3=Three-D).
TITLE, the problem title, a character string of up to 72
characters. No quotation marks are required.
Block 3: Region Definition Format: free Number of Records: 1
Contents (NDIM - 3, 3-D Model) XBOT, XTOP, YBOT, YTOP, ZBOT, ZTOP
Description: XBOT,XTOP,YBOT,YTOP,ZBOT, and ZTOP, the coordinates
of the corners of the joint simulation region. For Baecher
models, joints will be simulated which at least intersect this
region, although they may not be entirely contained in the
region. For Dershowitz models, the edges of the region will form
edges of polygonal joints intersecting the box.
Contents (NDIM 2, 2-D model): XBOT, XTOP, ZBOT, ZTOP, TPLANE
Description: XBOT,XTOP,ZBOT,ZTOP, the coordinates of the corners
of the joint simulation region (Figure 8.2). All joints are
wholly contained within the region. Joints are truncated at the
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region. TPLANE, the dip direction of the trace plane for the 2-0
simulation. If TPLANE is set to -1., the dip direction will be
constant, parallel to the trace plane.
Block 4: Problem Statement Format: free Number of Records: 1
Contents: NSETS,NSMPL,LPLOT,LSTEREO,LMESH,LBLOK,FNAME,NITER
Description: NSETS, the number of joint sets to be specified in
Blocks 5 and 6. NSMPL, the number of sampling boreholes specified
in Block 7. LPLOT, the graphics control flag (.T. = create a
plot, .F.= no plot). LSTEREO, the stereonet control flag (.T. =
create file JMODEL.DAT containing the orientation distribution
for stereoplotting by program STEREO, .F. = no stereoplotting
output). LMESH, the finite element preprocessor control flag (.T.
= create input file for finite element modeling, .F. = no
preprocessing). LBLOK, the block measure control flag (.T. =
calculate block size measures B and B2, .F. = do not calculate
B1 and B2). FNAME, the file name for network output (must be
included even if LMESH=.F., and must be enclosed in quotation
marks). NITER, the number of times that the simulation specified
is to be repeated.
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Block 5: Joint Persistence Format: free Number of Records: NSETS
Contents: LBAR, PBAR, PSIG, NLIN, PSET, IPSET
Description: LBAR, the average joint length (2-D) or radius (3-D)
for exponential distribution, (Not used in Dershowitz model).
PBAR, the average length persistence (2-0) or area persistence
(3-0), in range O. to 1., (Not used in Baecher model). PSIG,the
standard deviation of length or area persistence for a Normal
distribution. (Not used in Baecher model). NLIN, the maximum
number of joint lines or planes (Can be used to control the
simulated number of lines or planes with large PSET). PSET, the
desired level of persistence measure IPSET for this joint set.
IPSET, the persistence measure used for PSET, in the range 1 to
5. Note that although some models do not utilize one or more of
these variables, all must be included.
Block 6: Joint Orientation Format: free Number of Records: NSETS
Contents: DIST, VECT, PHI, THETA, K1, K2
Description: DIST, the type of orientation distribution (must be
one of the following, enclosed in quotation marks (See Table
2.1): 'FS' Fisher Distribution, 'FB' Bivariate Fisher
Distribution, 'NS' Normal Distribution, 'NB' Bivariate Normal
Distribution, 'BB' Bingham Distribution, 'CS' Constant
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Orientation. For 'CS',NLIN must equal 1, since exactly parallel
joints are not allowed). VECT, the type of dispersion (must be
one of the following, enclosed in quotation marks: 'D' dispersion
about the mean dip vector, 'P' dispersion about the mean pole
vector). PHI, the mean dip angle (0. to 90. degrees). THETA, the
mean dip direction (0. to 360. degrees), (Figure 2.5). K and K2
are the parameters of the specified orientation distribution.
Both K1 and K2 must be specified. If the orientation distribution
is univariate (e.g. the Fisher Distribution), K2 is a dummy
variable.
Block 7: Sampling Lines Format: free No. of Records: NSMPL
Contents X1, Y1, Z1, X2, Y2, Z2
Description: X1, Y1, Z1, X2, Y2, Z2, the coordinates of the top
and bottom of the sampling line (borehole). Vertical boreholes
may be specified.
The data file may be structured to contain any number of problem
statements, by simply repeating blocks 2 through 7 for each
problem. In addition, individual problem statements within a data
file may be skipped by placing. a record with two blank spaces
followed by the word SKIP before the problem to be skipped, and a
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record with two blank spaces followed by the word START before
the next probelm to be solved. The last problem to be solved may
optionally be followed by a card with two blank spaces followed
by the word END. A sample data file structure is shown in Table
A.1
A.2.4 Package Output
A sample output is provided in Table A.2 for the two dimensional
Baecher model simulation in the sample input in Table A.1
A.3 PROGRAM SUMMARIES
A.3.1 Program JT3D
Program JT3D includes input to the JINX package, and controls
execution of all programs within the package based upon that
input. All programs in the JINX package are called directly from
JT3D. JT3D is structured so that for each data set, any number of
Monte Carlo simulations can be performed, with a statistical
summary of results outfut for FOR008 by CARLOS. JT3D echos all
input in a clear format. The only calculation done in JT3D is the
length of sample lines (if any). JT3D always calls FRENZY to
generate as many orientations as required by the maximum number
of joint lines for each set as specified in the input, and then
calls the appropriate simulation program (BINX,VINX,DINX,or
DINX3), graphics programs (DRAW2 or DRAW3, if specified in
input), analysis modules (SAM or SAM3, CONEM, BLOKHED), and
finite element preprocessors (NETSMP or NETSMP3, if specified in
input).
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Table A.1 JT3D Sample Data File Structure
0.4D00
22 Baecher 2-D Model Sample Data
0. 100. 0. 100. 0.
2 2 .F. .F. .T. .T. 'MESH.MSH 1
10. 0.5 0.01 1000 0.1 2
10. 0.5 0.01 1000 0.2 2
'FS' 'P' 0. 0. 20. 1.
'FS' 'D' 90. 0. 5. 10.
50. 50. 100. 50. 50. o.
80. 50. 100. 80. 50. 0o.
SKIP
23 Baecher 3-D Model Sample Data
0. 100. 0. 100. 0. 100.
1 .F..F. .F. .F. 'MESH.MSH' 2
5. 0.5 0.1 1000 0.01 1
'NB' 'D' 90. 0. 5. 1.
START
43 Dershowitz 3-D Model Sample
0. 100. 0. 100. 0. 100.
3 0 .F. .T..T. .F. 'MESH.DAT' 1
10. 0.7 0.1 20 1.0 2
10. 0.7 0.1 20 1.0 2
10. 0.7 0.1 20 1.0 2
'FS' '' 0. 0. 50. 1.
'FS' 'D' 90. 0. 50. 1.
'FS' 'D' 90. 90. 50. 1.
END
random seed (Block 1)
Model 2, 2-D(Block 2)
x-z trace plane (Block 3)
no plots, output mesh, block(B.4)
0.5 0.01 not utilized in model(B.5)
Second joint set(B.5)
Fisher distribution about pole(B.6)
Fisher Distribution about dip(B.6)
Sample line(B.7)
Sample line(B.7)
Do not process this data set
Model 2, 3-D(B.2)
model region(B.3)
I set, 0 sample lines, 2 iters(B.4)
average radius 5(B.5)
Normal distribution about dip(B.6)
Continue processing data sets
Model 4, 3-D(B.2)
model region(B.3)
3 sets, stereoplot and mesh(B.4)
20 lines used to define joints(B.5)
PSET will never be reached(B.5)
area persistence 0.7(B.5)
subparallel horizontal joints(B.6)
subparallel vertical x-z jnts(B.6)
subparallel vertical y-z jnts(B.6
end of last analysis
Input parameters are described in Section A.2.3. The notation
(B.n) in this table refers to the input blocks described in
Section A.2.3.
$
!.
781
Table A.2 JT3D Sample Output
A**** PROGRAM JT3D
***** 2-D JOINT NETWORK MODEL
*
***** BAECHER
*
MODEL
***** 5-DEC-84 ** 23:15:28
*A
* APPENDIX A EXAMPLE SIMULATION
*
*
***** TWO DIMENSIONAL MODEL ON TRACE PLANE *****
** TRACE PLANE POLE THETA = 0.00 DEGREES **
** (CLOCKWISE FROM NORTH) **
*********************************************
THE COORDINATES OF THE GENERATION REGION ARE:
X = 0.0000 TO 100.0000
Y = 0.0000 TO 100.0000
THE NUMBER OF SETS IS 2
THE NUMBER OF SAMPLE LINES IS 2
BAECHER MODEL (NO. 2)
MESH FILE NAME =MESH.MSH
DSEED = 0.4000000000000000
MESHES WILL BE GENERATED
BLOCK SIZE MEASURES WILL BE CALCULATED
TYPE MEAN
LENGTH
-- PERSISTENCE--- NO. OF.
MEAN. ST.DEV. JOINT PLANES PERSISTENCE (IPSET)
2 10.00000 0.50000 0.01000 1000
2 10.00000 0.50000 0.01000 1000
2.OOOOOE-O1 (P2)
.0OOOOOE-O (P2)
JOINT SET ORIENTATION SPECIFICATIONS
(FS=FISHER,BF=ELLIPTICAL FISHER,BN=BIVARIATE NORMAL,BB=BINGHAM,CS=CONSTANT)
1
File
*
*
*
*
*
*
*
*
*
*
SET
NUMBER
1
2
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(P=DISPERSION ABOUT POLE,D=DISPERSION ABOUT DIP VECTOR)
SET DISTRIB. DISPERS. MEAN DIP MEAN DIPDIR DISPERSION PARAM
NO. TYPE TYPE (DEGREES) (DEGREES) K1 K2
1 FS
2 FS
SAMPLE LINES
INDEX Xl
D 0.000 0.000
P 90.000 0.000
Y1 Z1 X2
1 50.00000 50.00000 100.00000 50.00000 50.00000 0.00000 100.00000
2 80.00000 50.00000 100.00000 80.00000 50.00000 0.00000 100.00000
SET NUMBER
PERSISTENCE(1)
2.4400E-02
NO. LINES NO.
244. 244.
1
PERSISTENCE(2) PERSISTENCE(3) PERSISTENCE (4) PERSISTENCE(5)
2.0010E-01 2.0010E+01 3.4550E+00 4.0038E+02
SEGS AV.SEG SD.SEG
8.20 8.62
SET NUMBER 2
PERSISTENCE(1) PERSISTENCE(2) PERSISTENCE(3)
1.0800E-02 1.0220E-01 1.0220E+01
NO. LINES NO. SEGS AV.SEG SD.SEG
108. 108. 9.46 9.60
THE NUMBER OF INTERSECTIONS IS 85
CONNECTIVITY MEASURE C1 IS 2.0999999E-03
I = 1 RQD = 100.000 FRACTURE FREQUENCY =
I = 2 RQD = 100.000 FRACTURE FREQUENCY =
CONNECTIVITY MEASURE C5 IS O.OOOOOOOE+00
CONNECTIVITY MEASURES :
NO OF NO OF COMPLETE SEGMENTS IN AVG SEGS
INTS NETWORKS NETWORKS CMPLT NTWKS IN NETWRK
85 12 o o 2.7
PERSISTENCE (4) PERSISTENCE (5)
1.9628E+00 1.0446E+02
0.34000
0.40000
SDV SEGS NO. OF
IN NETWRK UNITS
1.4 332
AVG SEGS
IN A UNIT
1.1
-RESULTANT LENGTH X- - - - TOTAL NETWORK LENGTH
AVERAGE STD. DEV. AVERAGE STD.DEV.
28.248 18.087 46.647 46.801
NUMBER OF NETWORKS OF X-RESULTANT OVER
10% 20% 30% 40% 50% 60% 70% 80% 90% 100% XRANGE
1 2 3 3 2 0 0 1 0 0
NUMBER OF NETWORKS WITH TOTAL LENGTH OVER
10% 20% 30% 40% 50% 60% 70% 80% 90% 100% XRANGE
1.000
1.000
20.000
5.000
Y2 Z2 LENGTH
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1 0 2 4 1 1 2 0 0 1
BLOCK SIZE MEASURES:
BI: DISTANCE TO CLOSEST JOINT
B2: INSCRIBED CIRCLE/SPHERE
PERCENTAGE OF B1 GREATER THAN
> 0% 10% 20% 30% 40% 50%
14 22 13 10 8 7
PERCENTAGE OF B2 GREATER THAN
> % 10% 20% 30% 40% 50%
32 13 7 5 3 3
MEAN ST.DEV
33.291 28.653
6.06E+03 8.70E+03
X % IF XTOP-XBOT
60% 70% 80% 90% 100%
6 5 4 2 3
X% OF REGION AREA OR VOLUME
60% 70% 80% 90% 100%
3 3 2 1 23
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A.3.2 Program FRENZY
Program FRENZY is a Monte Carlo orientation distribution
generation program. Unlike other programs in the JINX package,
FRENZY can be accessed directly as well as through a call from
JT3D. As an independent program, FRENZY must be linked and
executed in an interactive mode by:
$ LINK FRENZY,IMSL/LIB
$ RUN FRENZY
All input to FRENZY in interactive mode is controlled by self-
explanatory prompts. As a program in the JINX package, FRENZY is
accessed through entry point FRENZY, which initializes all
variables according to the distributions specified in the input
to JT3D.
Monte Carlo simulation of orientations is carried out directly
for Fisher distributions, using the equation
PHI = ACOS(ALOG(EK+R*(1-EK))/K)
THETA = 2*PI*R
where, PHI, THETA = Cylindrical coordinates of vector being
generated about mean pole or dip, K= Fisher distribution
dispersion parameter, EK = exp(K), and R is a uniform random
deviate between O and 1. This equation is based on the closed
form solution of the cumulative distribution function of the
Fisher distribution. For the Normal and Bivariate Normal
distributions utility routines for generating normal random
deviates from the IMSL library are used. For Bivariate Fisher and
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Bingham distributions, the simulation method based on probability
density functions developed by Veneziano(1984) is used: Three
random numbers are generated, representing uniform random
deviates for phi on [O,pi/2], theta on [O,2.*pi], and the pdf on
[0,10. The pdf of phi,theta is then evaluated, and the values
are accepted if the pdf is less than or equal to the random
deviate representing the appropriate proportion of phi,theta
values. This process is repeated until the desired number of
orientations has been generated.
Orientations are generated around the z axis in a transposed
x,y,z coordinate system. Orientations are then transformed back
to the reference frame using the direction cosines for the mean
pole of mean dip vector (Figure 2.5).
For generation of orientations on a trace plane, the equation for
apparent dip on a trace plane from Billings(1972) is used,
PHIA = ATAN( TAN(DIP)*SIN(ABS(THETA-TPLANE))), where TPLANE is
the dip direction of the trace plane.
If the flag LSTEREO - .T., a data file containing the
orientations generated in dip, strike format is generated. This
data file is always named JMODEL.DAT, and can be used directly as
input to the stereoplotting program STEREO.
A.3.3 Program BINX
Program BINX generates both two and three dimensional Baecher
joint system models (Figures 3.4 and 3.7) using geometric
information from JT3D and orientations generated by FRENZY. Joint
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centers are simulated within the model simulation region with an
additional dimension of 3 times the average joint length (or
radius) added on to each edge of the region. Joint centers are
generated using a uniform random deviate generator from the IMSL,
GGUBS.
Joint lengths or radii are simulated according to an exponential
distribution using an exponential random deviate generator from
the IMSL, GGEXN.
Persistence measures P1 to P5 , defined in Chapters 5 and 7, are
calculated for each joint set as each additional joint is
simulated, and generation of joints in each joint set is
terminated when either the input maximum number of lines or the
desired persistence level is reached.
A.3.4 Program VINX
Program VINX generates two dimensional Veneziano joint system
models (Figures 3.9 and 3.10). Treatment of the modeling region
and generation of joint lines is identical to BINX, except that
several joints may be generated on each joint line. Joint lines
are generated from random points within the generation region
only, but joints are generated on those lines starting 3 times
the sum of average joint and intact rock lengths beyond the left
intersection of the joint line and the model region. Joint line
persistences are generated from a normal distribution with mean
and standard deviation as specified in the input using the IMSL
routine GGNML. Lengths of both open and intact portions of joint
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lines are generated using an exponential distribution from IMSL
routine GGEXN. In order to maintain a value of length persistence
PL on joint lines with an average open joint length LBAR, the
intact portion of joints is generated with an average length of
LBAR* (1-PL)/PL.
Persistence measures P1 to P5 , defined in Chapter 5 , are
calculated for each joint set as each additional joint line is
simulated, and generation of joints in each joint set is
terminated when either the input maximum number of lines or the
desired persistence level is reached.
A.3.5 Program DINX
Program DINX generates two dimensional Dershowitz joint system
models (Figures 3.13 and 3.14) Unlike BINX and VINX, in which
the maximum number of joint lines NLIN in each set is used only
to terminate generation of joints for large values of persistence
PSET, in DINX the maximum number of joint lines is an important
part of the model. In program DINX the number of joint lines
indicated by NLIN is generated for each set. The joint lines are
simulated by a uniform random coordinate within the generation
region and an orientation generated by FRENZY. A value of length
persistence is then generated for each joint line from a Normal
distribution using the IMSL routine GGNML. Open joints are then
generated on each joint line between its two intersections with
the boundaries of the model region. For each potential joint
between a pair of intersections of joint lines, a [O,1] random
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deviate R is generated. The joint is accepted if R is less than
length persistence PL for that line.
Persistence measures P1 to P5 , defined in Chapter 5 , are
calculated for each joint set as each additional joint line is
simulated, and generation of joints in each joint set is
terminated when either the input maximum number of lines or the
desired persistence level is reached.
A.3.6 Program DINX3
Program DINX3 generates three dimensional Dershowitz joint system
models (Figure 3.13) in a method analogous to that of program
DINX in 2-D. NLIN joints planes with orientation from FRENZY are
generated for each joint set, and area persistence values PA are
generated from a Normal distribution for each joint plane.
Polygonal joints defined by joint plane intersections are then
incorporated into the model in proportion to PA for each plane.
Persistence measures P1 to P5 , defined in Chapter 7 , are
calculated for each joint set as each additional joint plane is
simulated, and generation of joints in each joint set is
terminated when either the input maximum number of lines or the
desired persistence level is reached. Note that for Three
dimensional Dershowitz models, the size of joints depends upon
the intensity of joint plane intersections. For a large number of
joint planes, and a low area persistence on each plane, joints
terminate at intersections between joint planes, but not at
intersections between joints.
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A.3.7 Program SAM
Program SAM calculates joint intersections and sample statistics
for all two dimensional models. Joint line intersections are
first calculated between every pair of joint lines. Then,
intersection coordinates are checked to see if they fall on
joints which have been defined on each of the joint lines. Sample
statistics are calculated in a similar manner. Sample lines are
expressed as line equations of the form Z - A + B*X, and first
and last x coordinates. Coordinates of intersections between
joints and sample lines are sorted so that the length
distribution of pieces of core between joints can be calculated.
RQD for each borehole is calculated as the sum of the lengths of
all core pieces over 0.1 (i.e., assuming that dimensions are in
meters).
A.3.8 Program SAM3
Program SAM3 calculates joint intersections and sample statistics
for three dimensional Baecher disk and Dershowitz polygon models.
For Baecher disk models, the intersection lines between all pairs
of joint planes are calculated first. The intersection between
this line and the sphere equations defining the disks is then
solved by a quadratic equation. Real intersections between disks
and joint plane intersection lines exist only if the quadratic
equation has real roots. Intersections between disks exist only
if the pair of line segments defined by the intersections between
disks and plane intersection lines overlap.
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For three dimensional Dershowitz models, joint intersections are
calculated by comparing the coordinates defining the vertices of
the polygonal joints. Identical coordinates on different joints
indicate intersecting (connected) joints.
A.3.9 Program CONEM
Program CONEM calculates joint system connectivity measures for
two and three dimensional joint systems. CONEM utilizes the
array of joint intersections calculated by SAM or SAM3 to
identify joint "units" or "networks" of interconnected joints,
connected to no other joints. CONEM starts from the first joint
intersection, and identifies all joints connected to either of
the joints at that intersection. It then continues its search
from the additional joints found in the network, until no more
connected joints can be found. It then identifies the second
network from the next intersection which has not already been
incorporated into a network, and continues until all
intersections have been accounted for. Since search is conducted
from intersections, joints with no intersections are not included
in the networks, which are therefore defined as collections of
two or more connected joints.
Network statistics calculated include the distribution of x-
Resultant (C8x) and total (C8t) lengths of networks, average and
standard deviations of network x-Resultant and total length, and
Percolation probability C5. (C8x, C8t, and C5 refer to the
definition of connectivity measures in Chapter 5. C8x is the
791
difference between the maximum and minimum x coordinates in a
network. C8t is the total length of joints in a network. C5 is
the proportion of joints contained in networks extending between
the left and right boudaries of the model region. See Figure
5.8). Networks spanning from the XBOT to XTOP of the model region
are identified for use in finite element preprocessing programs
NETSMP and NETSMP3.
A.3.10 Program BLOKHED
Program BLOKHED calculates rock block size measure B1 and B2, as
defined in Chapters 5 and 7. Block size measure B1 is the
distribution of distances from a Poisson point in the system to
the nearest joint in a random direction selected from a uniform
distribution. Block size measure B2 is the distribution of the
area of a circle with radius B1 (Two Dimensions) or the volume of
a ball with radius 1. BLOCKHED calculates these block size
measures by simulating 2000 random points and directions, and
calculating the distance to the nearest joint in that direction.
BLOKHED is the most computation intensive part of the JINX
package, since every joint must be checked for each of 2000
random points. One approximation used in BLOKHED is the
truncation of distances to nearest joint for random vectors
which leave the model region without intersecting a joint. These
vectors are truncated at the edge of the simulation region. This
effect is significant only for very small numbers of joints,
because in almost all cases with over 100 joints in a 100x100
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region, very few random vectors leave the region before
intersecting a joint.
A.3.11 Program CARLOS
Program CARLOS calculates the mean and standard deviation for
persistence and connectivity measures from Monte Carlo
simulations, and outputs averaged distributions of x-Resultant
joint network and unit lengths (C8x and C8x') and total network
and unit lengths (C8t and C8t').
A.3.12 Program DRAW2
Program DRAW2 creates graphical displays of two dimensional rock
joint system models. DRAW2 utilizes region and joint geometry
information from programs BINX, VINX, and DINX. DRAW2 plots the
entire joint model, with a boundary indicating the location of
the edge of the model region.
A.3.13 Program DRAW3
Program DRAW3 creates graphical displays of the projections of
joints on individual Dershowitz model joint planes (DINX3) to a
horizontal plane. Since the display is two dimensional, only one
joint plane at a time can be displayed. DRAW3 should be run in
interactive mode. DRAW3 creates a projection of joint planes by
plotting the X-Y coordinates of polygons for each joint plane.
A.3.14 Program NETSMP
Program NETSMP tranforms two dimensional joint system geometries
generated by programs BINX, VINX, and DINX, to corresponding
input files for finite element flow program PIPES. Rather than
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producing flow systems from all joints in a model, NETSMP
utilizes only those joints identified by CONEM as part of
complete joint networks from XBOTtom to XTOP boundaries. NETSMP
takes these complete joint networks, and simplifies them by
applying rules of parallel and series circuits to the minimum
number of elements. The program then numbers nodes along networks
to optimize the model bandwidth, and outputs the model in the
form reguired as input to finite element program PIPES. Nodes on
XBOTtom and XTOP boundaries are identified, and assigned head
boundary conditions of 100m at XBOT and Om at XTOP, and apertures
of 0.1.
A.3.15 Program NETSMP3
Program NETSMP3 transforms three dimensional joint system
geometries generated by programs BINX and DINX3 to corresponding
input files for finite element flow program PLATES. Like NETSMP,
NETSMP3 utilizes only those joints identified as part of complete
networks by program CONEM. In addition, however, NETSMP must
convert disk or polygonal joints to triangular elements for
finite element modeling. Circular joints are converted by
identifying all joint intersection line segments on each joint,
and adding line segments between the ends of every segment and
between ends of these segments and the intersections between
segments (Figure 83). Intersecting segments are then removed one
by one until only non intersecting segments remain. When this
has been completed, the active flow area of each joint has been
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replaced by triangular elements.
Polygonal joints are replaced by triangular elements by the
dividing the polygon in half, and then dividing each half in
half, until only triangles remain (Figure 85).
Once triangular elements have been defined, NETSMP3 outputs the
joint model in a format for simulation by program PLATES. As with
NETSMP, constant apertures of O.lcm and XBOTtom and XTOP boundary
conditions of 100m and Om respectively are assigned.
A.3.16 Program STEREO
Program STEREO is Stone and Webster's program for stereoplotting
joint strike and dip data. The program utilizes a contouring
routine based upon square cells containing 1 percent of the area
of the projection. STEREO creates lower hemisphere conformal
projections in both scatterplot and contoured formats. STEREO
utilizes standard projection geometry calculations such as those
described in Billings (1972).
A.3.17 Program PIPES
Program PIPES solves pipe flow equations (Hudson, 1917) for
three dimensional systems of one dimensional pipes. PIPES
assumes infilled joints such that hydraulic conductivity
increases linearly with aperture, rather than as aperture cubed
for open pipes. For use with models generated by the JINX
package, only two dimensional pipe systems are utilized, since
two dimensional models are defined on a trace plane. PIPES was
written by John Kafritsas, and is described in Kafritsas (19xx).
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PIPES utilizes standard Gaussian elimination techniques to solve
the finite element equations. Program PIPES provides output in
terms of the steady state, saturated flow rate Q across a section
of the pipe network, such that effective hydraulic conductivity
can be calculated directly from the D'Arcy equation Q=KiA (Freeze
and Cherry, 1979).
A.3.18 Program PLATES
Program PLATES solves plate flow equations (Hudson, 1917) for
three dimensional networks of triangular plate elements. PLATES
can be configured for either open or filled joints, such that
hydraulic conductivity is proportional to either aperture or
aperture cubed. Program PLATES solves the finite element
equations by standard Gaussian elimination. PLATES was written by
John Kafritsas, and is described in Kafritsas (19xx).
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A.4 DICTIONARY OF VARIABLES
A.4.1 Introduction
This section presents a dictionary of the major variables used in
the programs of the JINX joint system simulation package. The
variables listed in this dictionary are those included in common
blocks in RASHI.FOR .
A.4.1 Arrays
CIRCS(4,NCIRCX)
CMEAS (8)
CMODEL(5)
DIST(10)
INET(NINTX)
INODES(4,NINTX)
INUT(NINTX)
IPOLY (10,NCIRCX)
IPSET(NSETX)
ISEGR(2,NSEGX)
ISEGS(NSEGX)
IUSE(NWRKX)
IWRK(NWRKX)
x,y,and z coordinates and the radius
of Baecher model circular joints
Connectivity measures C-C8
model names (2=Baecher, 3=Veneziano,
4=Dershowitz)
Orientation distribution ('FS','NS'
'NB','FB', 'BB' = Fisher, Normal,
Bivariate Normal, Fisher, and Bingham)
List of line segments in networks
Each row represents a point in a
network referring to its neighboring
points
List of points in networks
Each row holds the points of the
polygons used in the Venzenano model.
Persistence measure used to defined
joint system intensity (1,2,3,4, or 5)
Range of joint numbers on joint lines
or planes
Joint line or plane corresponding to
each joint.
Joint networks in IWRK() which extend
from xbot to xtop boundaries of model
region.
Index for beginning of list of joints
in each joint network in INET()
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IXNTS (3,NINTX)
KI(NSETX)
K2 (NSETX)
LAMS (NSETX)
NL (NSETX)
PBAR (NSETX)
PHIV(NLINX)
PLANEQ (5, NPLANX)
PMEAS (5)
PPHI (NSE.TX)
PSET (NSETX)
PSIG(NSETX)
PTHE (NSETX)
R(10)
SEGS (2,NSEGX)
SMPL (7,20)
Indices of joints which intersect to
form joint intersections in
corresponding element of XINTS( )
First parameter of orientation
distribution (i.e. K for Fisher
distribution) in joint set.
Second parameter of orientation
distribution in joint set.
Mean joint length (2-D) or radius (3-
D) in joint set.
Number of joint lines or joint planes
in joint set.
Mean length or area persistence of
joint set.
Simulated dip values from FRENZY.
Equation of joint line or joint plane.
(z=Ax+By+C or Y = A + Bx).
(PLANEQ(4, ) and (5, ) are used to
store the size of the joint plane.
Value of persistence measures PMEAS
1,2,3,4, and 5 from simulation.
Mean dip for joint set.
Value of jointing intensity measure
IPSET for joint set.
Standard deviation of length or area
persistence
Mean dip direction for joint set.
Random numbers generated by GGUBS,
GGNML, or GGEXN (IMSL subroutines).
x coordinates of end points of joint
lines.
Top and bottom (x,y,z) coordinates and
length of sample lines
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THEAV(NLINX)
VECT(NSETX)
XINTS(3,NINTX)
A.4.3 Variables:
AVSEG
CDATE
CONNI
CONN5
CTIME
DSEED
FNAME
IGLITR
LBLOK
LMESH
LPLOT
LSTEREO
LTHRED
LTWOD
Simulated dip direction values from
FRENZY
Pole vector ('P') or dip vector ('D')
dispersion for orientation distribution
of joint set.
Coordinates of joint intersection points
Mean joint length from simulation
Date of simulation.
Intersection Intensity C1 from
simulation.
Percolation probability C5 from
simulation.
Time of simulation
Initial seed for random number
generation.
Name of file for output of finite
element mesh.
Iteration number of simulation
Logical flag for calculation of block
size measures B1 and B2 (true if block
size measures are to be calculated).
Logical flag for finite element mesh
generation (true if meshes are to be
generated).
Logical flag for two dimensional
plotting of joint system (true if a
joint system is to be plotted).
Logical flag for output of data file
for stereoplotting with STEREO. (true
if the file is to be created).
Logical flag for dimensionality (true
if joint system being simulated is
three dimensional).
Logical flag for dimensionality (true
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NCIRCZ,NCIRCX
NGLITR
NINTZ,NINTX
NLINZ,NLINX
NMODEL
NPLANZ,NPLANX
NSEGZ,NSEGX
NSETS
NSETZ,NSETX
NSMPL
NSMPZ,NSMPX
NWRKX
ONE
Pl
PIH
RADEG
TITL
TITLE
TPLANE
XBOT,XTOP,YBOT,YTOP,
ZBOT,ZTOP
if joint system being simulated is two
dimensional).
Maximum number of Baecher model
joints.
Number of iterations for simulation.
Maximum number of joint intersections
in program.
Maximum number of joint orientations
to be generated in FRENZY.
Model number for simulation
(2=Baecher,3-Veneziano, 4Dershowitz).
Maximum number of joint planes or
joint lines.
Maximum number of joints in program.
Number of joint sets in simulation.
Maximum number of joint sets in
program.
Number of sample lines in simulation.
Maximum number of sample lines in
program.
Maximum number of joint networks in
program
1.
3.141593
1.5707963
PI/180.
First 15 characters of TITLE
Title of the simulation
Trace plane orientation (-1 for
constant dip direction parallel to
trace plane, otherwise dip direction
of trace plane).
Boundaries of the model region.
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A.5 LISTING OF PROGRAMS IN JINX
JOINT SYSTEM SIMULATION PACKAGE
801
PROGRAM JT3D
THIS IS THE NIFTY PROGRAM TO GENERATE 3-D
BAECHER OR DERSHOWITZ (MODEL 4) JOINT NETWORKS
INPUT IS SPECIFIED AS:
XTOP,XBOT,YTOP,YBOT,ZTOP,ZBOT,NSETS
PARAMETERS FOR EACH SET: NUMBER OF PLANES,
SO HERE WE GO: DIMENSIONS SECTION
INCLUDE 'RASHI/LIST'
DIMENSION NLL(2,NLINX)
LOGICAL LBEGIN
READ(5,*) DSEED
LBEGIN = .TRUE.
CALL DATE(CDATE)
CALL TIME(CTIME)
READ(5,1000,END=9999) NMODEL,NDIMN,TITLE(1:78)
IF(TITLE(1:3).EQ.'END') GOTO 9999
IF(TITLE(1:4).EQ.'SKIP') THEN
READ(5, 1010,END=999) TITLE(1:4)
FORMAT(2X,A4)
IF(TITLE(1:4).EQ.'STAR') GOTO 1
GOTO 2
END IF
WRITE(6,1007) NDIMN,CMODEL(NMODEL),CDATE,CTIME
1 ,TITLE(1:36),TITLE(37:72)
FORMAT(1H1,/1X,40('*')/' *',38X,'*'/' ***** PROGRAM
1 ' ***** ',11,'-D JOINT NETWORK MODEL',1OX,'*'/' *
1 '*'/' ***** ',A10,' MODEL',17X,
1 '*'/' *',38X, '*'/' ***** ',A9,' ** ',A8,12X, '*'/'
1 /' * ',A36, ' * '/' * ',A36, ' *'/' * ',38X,'*'/,1X,4(
TITL = TITLE(1:15)
FORMAT(2I1,A78)
IF(NDIMN.EQ.2) THEN
LTHRED = .FALSE.
LTWOD = .TRUE.
JT3D',21X, '*'/
',38X,
* ', 38X  '* ',
) ( '  ') //)
TWO DIMENSIONAL MODEL INPUT
READ(5,*) XBOT,XTOP,ZBOT,ZTOP,TPLANE
IF TPLANE = -1 THEN DO ANALYSIS WITH NO VARIATION
IN STRIKE, IE ONLY VARY DIP IN TRACE PLANE
FISHER DISTRIBUTION WILL BE ASSUMED.
IF (TPLANE.EQ.-1.) THEN
TPLANE = 0.
CCC
CCCCC
CCCCC
CCC
CCCC
CC
CC
CC
CCCC
CCCCC
CC
CCCCC
2
1010
1007
1000
CC
CCCC
CC
CCC
CCC
CCC
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WRITE(6,*) ' PURE TWO-D ANALYSIS,',
1 ' ALL DIP-DIRECTIONS IN TRACE PLANE'
LTWOD = .FALSE.
END IF
WRITE (6, 1011) TPLANE,XBOT,XTOP,ZBOT,ZTOP
1011 FORMAT(//' ***** TWO DIMENSIONAL MODEL ON TRACE PLANE *****'/
1 ' **',45X,'**'/
2 ' ** TRACE PLANE POLE THETA ',F7.2' DEGREES **'/
3 ' ** (CLOCKWISE FROM NORTH) **'/
4 1X,49(1H*)//' THE COORDINATES OF THE GENERATION REGION ARE:'/
5 lox, ' X = ',F9.4,' TO ',F9.4/
6 10X, ' Y = ',F9.4,' TO ',F9.4//)
ELSE
CC
CCCC THREE DIMENSIONAL MODEL INPUT
CC
LTWOD = .FALSE.
LTHRED = .TRUE.
READ (5,*) XBOT,XTOP,YBOT,YTOP,ZBOT,ZTOP
WRITE(6,1001) XBOT,XTOP,YBOT,YTOP,ZBOT,ZTOP
1001 FORMAT(// ' ***** THREE DIMENSIONAL MODEL ****'
· //' THE COORDINATES OF THE GENERATION REGION ARE: '/
. lox, ' X -- ',F9.4, ' TO ',F9.4/
. lox, ' Y =- ',F9.4, ' TO ',F9·.4/
· lox, ' Z = ',F9.4,' TO ',F9.4//)
END IF
CC
CCCC
CC
COMMON INPUT SECTION TWO AND THREE DIMENSIONS
READ(5,*) NSETS,NSMPL,LPLOT,
· LSTEREO,LMESH,LBLOK,FNAME,NGLITR
WRITE(6,1002) NSETS,NSMPL,CMODEL(NMODEL),NMODEL
. ,FNAME
1002 FORMAT(/1OX,'THE NUMBER OF SETS IS ',14/
.,1OX,'THE NUMBER OF SAMPLE LINES IS ',14/
.,1OX,A10,' MODEL (NO. ',12,') '/
.,10OX,'MESH FILE NAME =',A10)
WRITE(6,*) ' DSEED =',DSEED
IF(LPLOT) WRITE(6,*) ' NETWORK PLO
IF(LMESH)THEN
WRITE(6,*) ' MESHES WILL BE GENERATE
IF(LBEGIN)THEN
OPEN (4,FILE=FNAME,STATUS= 'NEW')
LBEGIN *FALSE.
END IF
END IF
IF(LSTEREO) WRITE(6,*) ' POLES WILL
IF(LBLOK) WRITE(6,*)' BLOCK SIZE M
IF(NGLITR.GT.1) WRITE(6,*) ' ',NGL
WRITE(6,1005)
TS WILL BE MADE'
D'
BE STEREOPLOTTED'
EASURES WILL BE CALCULATED'
ITR,' ITERATIONS'
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1005 FORMAT (///
' SET TYPE MEAN
·. ' --PERSISTENCE--- NO. OF.'/
' NUMBER LENGTH
.' MEAN. ST.DEV. JOINT PLANES PERSISTENCE (IPSET) '/)
DO 10 I - 1,NSETS
READ(5,*) LAMS(I),PBAR(I),PSIG(I)
1 ,NLL(2,I),PSET(I),IPSET(I)
IF (LTHRED.AND.NLL(2,1).EQ.O.AND.IPSET(I).EQ.2) THEN
NLL (2, I) (XTOP-XBOT) *(ZTOP-ZBOT) * (YTOP-YBOT) *PSET(I)
1 /(PBAR(I)*10000.)
END IF
WRITE(6,1003) I,NMODEL,LAMS(I),PBAR(I),PSIG(I)
1 ,NLL(2, I) ,ET),IPSET((I),IPSETI)
1003 FORMAT(I3,19,2X,3F10.5,1X,15,5X,1P1E13.5,'(P',OPIl,') ')
10 CONTINUE
WRITE (6,1009)
1009 FORMAT(//' JOINT SET ORIENTATION SPECIFICATIONS'/
1 ' (FS=FISHER,BF=ELLIPTICAL FISHER,BN=BIVARIATE NORMAL'
2, ',BB=BINGHAM,CS=CONSTANT) '/
3 ' (P-DISPERSION ABOUT POLE,D=DISPERSION ABOUT DIP VECTOR) '
4 /' SET DISTRIB. DISPERS. MEAN DIP MEAN DIPDIR DISPERSION PARAM'/
5 ' NO. TYPE TYPE (DEGREES) (DEGREES) K1 K2'//)
DO 12 1 - 1,NSETS
READ(5,*) DIST(I) ,VECT(I) ,PPHI(I) ,PTHE(I) ,K1(I) ,K2(I)
WRITE(6,1006) I,DIST(I),VECT(I),PPHI(I),PTHE(I),K1(I),K2(I)
1006 FORMAT(I5,4X,A2,9X,A2,4F10.3)
CCC
CCC FOR PURE TWO-D ANALYSIS, THETA IS THE MEAN DIP
IF (NDIMN.EQ.2.AND..NOT.LTWOD) THETA(I) = PPHI(I)*RADEG
CCC
12 CONTINUE
WRITE (6, 1008)
1008 FORMAT(//' SAMPLE LINES '/
1 ' INDEX Xi Y1 Z1 X2',
2 ' Y2 Z2 LENGTH'/)
DO 11 I = 1,NSMPL
CCC SAMPLE AND BOUNDARY LINES:
READ(5,*) (SMPL(J,I),J=1,6)
IF(LTHRED) THEN
SMPL(7,I) = SQRT( (SMPL(1,I)-SMPL(4,I))**2 +
1 (SMPL (2, I)-SMPL(5, I) ) **2+(SMPL (3, I)-SMPL(6, I))**2 )
ELSE
SMPL(7,I) = SQRT( (SMPL(1,I)-SMPL(4,I))**2 +
1 (SMPL(3,I)-SMPL(6,I))**2 )
END IF
WRITE(6,1004) I,(SMPL(J,I),J=1,7)
IF(LTWOD) THEN
SMPL (2, I)=SMPL (3,I)
SMPL (3, I)=SMPL (4,I)
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SMPL (4, I)=SMPL (6,i)
END IF
1004 FORMAT(15,7F10.5)
11 CONTINUE
CCCCCC DO THIS ANALYSIS NGLITR TIMES
CC
DO 400 IGLITR = 1, NGLITR
CC REINITIALLIZE NUMBER OF LINES PER SET
DO 20 I = 1,NSETS
20 NL(2,1) = NLL(2,I)
CCCCC THE BUSINESS END: GENERATE JOINT PLANES, JOINTS
CC
IF(LTHRED.OR.LTWOD) THEN
CC USE FRENZY TO GENERATE JOINT PLANE ORIENTATIONS
CALL FRENZ
CC FRENZY RETURNS ORIENTATIONS IN COMMON BLOCK ORIENT
ELSE
CCC TWO-D ANALYSIS WITH ALL DIP-DIRS IN TRACE PLANE
END IF
CC
CCCCC TWO DIMENSIONAL MODELING
IF(NDIMN.EQ.2) THEN
IF(NMODEL.EQ.2) THEN
CCCC BAECHER DISK MODEL
CALL BINX(NLINN,NSEGN)
CCCC VENEZIANO MODEL
ELSE IF (NMODEL.EQ.3) THEN
CALL VINX(NLINN,NSEGN)
CCCC DERSHOWITZ MODEL
ELSE
CALL DINX(NLINN,NSEGN)
END IF
CCCC IF A MESH IS DESIRED, CALL NETSIMP
IF(LPLOT) CALL DRAW2(NSEGN,TITL)
CALL SAM(NLINN,NSEGN,NINT)
CALL CONEM(NLINN,NSEGN,NINT,NUSE)
IF(LBLOK) CALL BLOKHED(NSEGN)
IF(LMESH) THEN
CALL NETSMP(NLINN,NSEGN,NINT,NUSE)
END IF
CC
CCCC NEXT ITERATION
GOTO 400
CCCC
ELSE
CC
CCCC THREE-DIMENSIONAL MODELING
LTHRED = .TRUE.
CC
CCCCCC IF(NMODEL=2) THIS IS THE BAECHER MODEL
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IF(NMODEL.EQ.2) THEN
CALL BINX(NLINN,NSEGN)
CC
ELSE
CCC
CCCCC THIS IS THE DERSHOWITZ MODEL (MODEL 4)
CALL DINX3(NLINN,NSEGN)
IF(LPLOT) CALL DRAW3(NSEGN,TITL)
END IF
CALL SAM3(NLINN,NSEGN,NINT)
CALL CONEM(NLINN,NSEGN,NINT,NUSE)
IF (LBLOK) CALL BLOKHED(NSEGN)
IF(LMESH) THEN
CALL NETSMP3(NLINN,NSEGN,NINT,NUSE)
END IF
C CONTINUE ANALYSIS NGLITR TIMES
END IF
400 CONTINUE
C IS THERE ANOTHER PROBLEM IN THE DECK ?
GOTO 1
9999 IF(.NOT.LBEGIN) CLOSE(4)
STOP 'END OF JT3D MODELING'
END
CALL FRENZY
END
CCCCCC
SUBROUTINE FRENZY
C CCCC
C CCCC GENERATES JOINT PLANES AROUND A MEAN ORIENTATION
C CCCC USING FISHER, NORMAL, DERSHO, OR BINGHAM DISTRIBUTIONS
C CCCC IN A FORMAT FOR INPUT TO STEREOPLOTTING PROGRAM STEREO
INCLUDE 'RASHI/LIST'
C CCCC
REAL LMN(3),DC(3,3),K1X,K2X,KSX
LOGICAL. LNMORE
CCC NMODEL = 2(BAECHER) OR 4(DERSHO)
CCC LPLOT = .T. FOR NETWORK GRAPHIXC DISPLAY
CCC LMESH = .T. TO GENERATE MESH FOR INPUT TO FE CODE
CCC LSTEREO=.T. FOR STEREO PLOT USING PROGRAM STEREO
CCC LTWOD = .T. FOR 2-D APPARANT DIP OUTPUT
CCC NSETS = NUMBER OF JOINT SETS BEING GENERATED
CCC TPLANE = DIRECTION OF NORMAL TO SAMPLING PLANE
CCC IN X-Y PLANE, MEASURED COUNTERCLOCKWISE FROM N
CCC I.E. DIP DIRECTION FORMAT
CCC TPLANE= 0 FOR X-Z PLANE
COMMON/FISH/COEF,K1X,K2X
CHARACTER DIR1*1,DIR2*1,DIR3*1,VECTX*1,DISTX*2
EXTERNAL FISHER,BINGHAM,AY,BY
data dseed/1.OdO/ ,radeg/0.01745329/,twopi/6.283185/,IJOINT/O./
1 write(6,*) 'enter FNAME (MORE to continue same file) ?'
read(5,1002) FNAME
1002 FORMAT(A)
LNMORE = .FALSE.
IF(FNAME.NE.'MORE') THEN
CC LNMORE = .TRUE. INDICATED THAT THIS ISNT A FILE CONTINUATION
LNMORE = .TRUE.
IF(IJOINT.EQ.O) THEN
LSTEREO = .TRUE.
ELSE
CC LAST ENTRY IN FILE SHOULD HAVE IDIP = 99
IDIP = 99
WRITE (3, 1001) DIRI,IVAR,DIR2,IDIP,DIR3
CLOSE (3)
IF(FNAME.EQ.'END')GOTO 9999
END IF
IJOINT = 1
open(3,file=FNAME,STATUS= 'UNKNOWN')
END IF
WRITE(6,*) 'DISTRIBUTION: FISHER(FS),BIVARIATE FISHER(FB) ',
1 'NORMAL(NS),BIVARIATE NORMAL(NB),BINGHAM(BB) ?'
READ (5,1002) DISTX
WRITE(6,*) 'DISPERSION ABOUT POLE(P) OR DIP VECTOR(D) ?'
READ (5, 1002) VECTX
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CCC THETAX IS DIP DIRECTION, CLOCKWISE FROM NORTH
CCC PHIX IS DIP ANGLE (DOWN FROM X-Y PLANE)
write(6,*) 'enter mean orientation (DIP,DIPOIR) ?'
CC CC PPHIX DIP, PTHEX = DIP DIRECTION, CLOCKWISE
CC CC FROM NORTH
READ(5,*) PPHIX,PTHEX
1003 FORMAT(2F5.0)
IF(DISTX.EQ. 'FS')THEN
WRITE(6,*) 'ENTER KS,NUMBER OF JOINTS ?'
READ(5,*) KX,NJOINT
IF(LNMORE)WRITE(3, 1000) FNAME,K1X,VECTX,PPHIX,PTHEX,NJOINT
1000 FORMAT(IX,A15,' FISHER KS -',F5.2,
1/ ' DISPERSION VECTOR =',Al,' MEAN PHIX,THETAX =',2f5.1,
2 ' NJOINT ',15/'L')
ELSE IF(DISTX.EQ. 'FB')THEN
WRITE(6,*) 'ENTER KIX,K2X,NUMBER OF JOINTS ?'
READ(5,*) K1X,K2X,NJOINT
IF (LNMORE)WRITE(3, 1005) FNAME,K1X,K2X,VECTX,
1 PPHIX,PTHEX,NJOINT
1005 FORMAT(IX,A15, 'BIVARIATE FISHER KX =',F5.2, ' K2X =',F5.2,
1/ ' DISPERSION VECTOR =',Al,' MEAN PHIX,THETAX ',2f5.1,
2 ' NJOINT ',15/'L')
ELSE IF(DISTX.EQ.'NS')THEN
WRITE(6,*) 'ENTER ST.DEV.,NUMBER OF JOINTS ?'
READ(S,*) KX,NJOINT
IF(LNMORE)WRITE(3,1006) FNAME,K1X,VECTX,PPHIX,PTHEX,NJOINT
1006 FORMAT(1X,A15,'NORMAL DISTX. ST.DEV =',F5.2,
1/ ' DISPERSION VECTOR =',A1,' MEAN PHIX,THETAX =',2f5.1,
2 ' NJOINT ',15/'L')
ELSE IF(DISTX.EQ.'CS')THEN
WRITE(6,*) 'ENTER NUMBER OF JOINTS ?'
READ(5,*) NJOINT
IF(LNMORE) WRITE (3,1050) FNAME,PPHIX,PTHEX,NJOINT
1050 FORMAT(1X,A15,' CONSTANT ORIENTATION'/
1 ' MEAN PHIX,THETAX-',2F5.2,' NJOINT=',I5/'L')
ELSE IF(DISTX.EQ.'NB')THEN
WRITE(6,*) 'ENTER ST.DEV1,ST.DEV2, NUMBER OF JOINTS ?'
READ(5,*) KX,K2X,NJOINT
IF(LNMORE)WRITE(3,1007) FNAME,K1X,K2X,VECTX,PPHIX,PTHEX,NJOINT
1007 FORMAT(1X,A15, 'BIVARIATE NORMAL ST.DEV1 =',F5.2, 'ST.DEV2 =',F5.2,
1/ ' DISPERSION VECTOR =',A1,' MEAN PHIX,THETAX ',2f5.1,
2 ' NJOINT =',15/'L')
ELSE IF(DISTX.EQ. 'BB')THEN
WRITE(6,*) 'ENTER KX,K2X,NUMBER OF JOINTS ?'
READ(5,*) KX,K2X,NJOINT
IF(LNMORE)WRITE(3,1008) FNAME, KX,K2X,VECTX,PPHIX,PTHEX,NJOINT
1008 FORMAT(1X,A15,'BINGHAM DISTRIBUTION KX =',F5.2,' K2X -',F5.2,
1/ ' DISPERSION VECTOR =',Al,' MEAN PHIX,THETAX -',2f5.1,
2 ' NJOINT =',15/'L')
END IF
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1004 FORMAT(F5.0,15/'L')
IENTER = 0
KSX = K1X
WRITE(6,*) ' IF PROBLEM IS TWO-D ENTER DIP DIRECTION'
WRITE(6,*) ' OF SAMPLE PLANE, IF 3-D ENTER -1'
READ (5,*) TPLANE
IF(TPLANE.GE.O)THEN
TPLANEX = (90.-TPLANE) * RADEG
LTWOD = .TRUE.
ELSE
LTWOD = .FALSE.
END IF
GOTO 2
CC
CCCC FOR A CALL FROM JT3D WHICH HAS READ INPUT TO
CCCC COMMON BLOCK /EXPRESS/
CC
ENTRY FRENZ
IENTER = 1
IJOINT = 1
TPLANEX = (90.-TPLANE) * RADEG
DO 10 ISET = 1,NSETS
CCC NL(1,ISET) IS THE FIRST PHIV IN SET ISET
NL(1,ISET) = IJOINT
NJOINT = NL(2,ISET)
DISTX = DIST(ISET)
VECTX = VECT(ISET)
PPHIX = PPHI (ISET)
PTHEX = PTHE(ISET)
K1X = Kl(ISET)
K2X = K2(ISET)
KSX = K1X
IF (LSTEREO) THEN
OPEN (3,FILE='JMODEL.DAT ',STATUS= 'NEW')
IF(IJOINT.EQ.1)
1 WRITE(3,1012) 'JMODEL.DAT',DISTX,KlX,K2X,VECTX,PPHIX,PTHEX,NJOINT
1012 FORMAT(lX,A15,' DISTRIBUTION TYPE =',A2, ' DISPERSION PARAM ='
1 ,F5.2,', ',F5.2
1/ ' DISPERSION VECTOR =',Al,' MEAN PHIX,THETAX =',2f5.1,
2 ' NJOINT =',15/'L')
END IF
CC
CCCC MOVING RIGHT ALONG
2 CONTINUE
pPHIX = -pPHIX*radeg
PTHEX = ( 90.-PTHEX)*radeg
ek = exp(KSX)
c cccc calcualate direction cosines dc for principal plane
sint = sin(PTHEX)
cost = cos(PTHEX)
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cosp = cos(pPHIX)
sinp = sin(pPHIX)
dc(2,1) --sint
dc(2,2) = cost
dc(2,3) = O
dc(1,1) = cosp*cost
dc(1,2) = cosp*sint
dc(1,3) = sinp
dc(3,1) =-cost*sinp
dc(3,2) =-sint*sinp
dc(3,3) = cosp
c
c cccc generate NJOINT THETAX's and PHIX's around 0,0,0 z axis
c
C SET FOEC O SO NORMALIZING CONSTANT WILL BE CALCULATED
COEF = 1
FOEC = 0
do 10 i = 1,NJOINT
IF(DISTX.EQ.'CS')THEN
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
C CONSTANT ORIENTATION C
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
PHIX = 0.
THETAX = 0.
ELSE IF(DISTX.EQ. 'FS')THEN
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
c FISHER DISTRIBUTION C
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCcCCCCCCCCCCCCCCCCCCCCCCCCCC
nr = 2
call ggubs(dseed,nr,r)
PHIX = acos(alog(ek+r(l)*(1-ek))/KSX)
c if(PHIX.gt.twopi/4.) PHIX twopi/4. - 0.001
C PHIX = 20.*twopi/360.
THETAX = twopi*r(2)
ELSE IF(DISTX.EQ.'NS')THEN
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
C NORMAL DISTRIBUTION C
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
NR = 1
CALL GGNML(DSEED,NR,R)
PHIX = KSX*R(1)
CALL GGUBS(DSEED,NR,R)
THETAX = TWOPI*R(1)
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
C BIVARIATE FISHER DISTRIBUTION C
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
ELSE IF(DISTX.EQ. 'FB')THEN
COEF = 1.
AER = 0.01
IF( FOEC.EQ.O) THEN
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FOEC = DBLIN(FISHER,O.,1.5708,AY,BY,AER,ERR,IER)
WRITE (6,*) 'INTEGRAL =',FOEC,AER,BER,ERR,IER
COEF = 1./FOEC
END IF
NR = 3
CCC VENEZIANO'S QUAINT METHOD FOR SIMULATION FROM A PDF
5 CALL GGUBS(DSEED,NR,R)
PHIX (TWOPI/4.)*R(1)
THETAX TWOPI*R(2)
IF(FISHER(PHIX,THETAX).LT.R(3)*10) GOTO 5
CCC THIS ASSUMES MAX VALUE OF F(P,T)-10
cccCCccccCCcccCCCCCCC CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
C BINGHAM DISTRIBUTION C
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
ELSE IF(DISTX.EQ.'BB') THEN
COEF = 1.
AER = 0.01
IF(FOEC.EQ.O) THEN
CCC CALCULATE NORMALIZING COEFFFICIENT COEF
FOEC = DBLIN(BINGHAM,O.,1.5708,AY,BY,AER,ERR,IER)
COEF = 1./FOEC
WRITE(6,*) 'INTEGRAL =',FOEC,AER,BER,ERR,IER
END IF
CCC VENEZIANO'S QUAINT METHOD FOR SIMULATION FROM A PDF
NR - 3
6 CALL GGUBS(DSEED,NR,R)
PHIX = (TWOPI/4.)*R(1)
THETAX = TWOPI*R(2)
IF(BINGHAM(PHIX,THETAX).LT.10.*R(3)) GOTO 6
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
ELSE
WRITE(6,*) 'THE DISTRIBUTION ',DISTX,' NOT CODED YET'
STOP 'ILLEGAL DISTX'
END IF
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
C
c cccc transform from mean orientation to e,n,z cordinates
C CCCC
IF(VECTX.EQ. 'D')THEN
CCCCCC AROUND DIP VECTOR
C PHIX TWOPI/4. - PHIX
C IF(PHIX.LT.O.) PHIX = 0.
C AM = cos(PHIX)*cos(THETAX)
C AN = cos(PHIX)*sin(THETAX)
C AL = sin(PHIX)
CCC ALTERNATIVELY, IF YOU DONT WANT TO CHANGE PHIX
AM -SIN(PHIX)*COS(THETAX)
AN = -SIN(PHIX)*SIN(THETAX)
AL = COS(PHIX)
ELSE IF(VECTX.EQ.'P')THEN
0.
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CCCCCC AROUND POLE VECTOR
PHIX = -PHIX
AL = cos(PHIX)*cos(THETAX)
AM = cos(PHIX)*sin(THETAX)
AN = sin(PHIX)
ELSE
WRITE(6,*) 'VECTX MUST BE EITHER P OR D. NOT ',VECTX
STOP 'ILLEGAL VECTX'
END IF
CCCCCCC
do 20 j = 1,3
20 lmn(j) = dc(1,J)*al+dc(2,J)*am+dc(3,J)*an
CC IF(IENTER.EQ.1) THEN
C CCCC ENTER PLANE ORIENTATIONS PHIX,THETAX TO COMMON/ORIENT/
C
C CCCC PHIV IS ANGLE UP TO POLE FROM X-Y PLANE
C CCCC THETAV IS ANGLE COUNTER-CLOCKWISE FROM E OF POLE
C CCCC PROJECTION TO X-Y PLANE.
C CCCC PHIV = 90 - PHIX WHERE PHIX = -DIP
PHIV(IJOINT) = ACOS(-LMN(3))
THETAV(IJOINT) = ATAN2(LMN(2),LMN(1))
CCC CALCULATE APPARANT DIP IN TRACE PLANE
IF (LTWOD) PHIV(IJOINT) = ATAN( TAN(PIH-PHIV(IJOINT))*
1 SIN((THETAV(IJOINT)-TPLANEX)))
IJOINT = IJOINT + 1
CC END IF
CCC
CCCCC IS OUTPUT IN FORMAT FOR STEREPLOTTING PROGRAM DESIRED ??
C
IF(.NOT.LSTEREO) GOTO 10
c
C cccc convert to NxxExxE format
C
C CCCC THETAX IS THE COUNTER-CLOCKWISE ANGLE OF THE DIP VECTOR
C CCCC FROM THE X (EAST) AXIS. DIP-DIR = 450-THETAX
C
C CCCC PHIX IS THE DIP ANGLE (I.E POSITIVE DOWN FROM X-Y PLANE)
THETAX = atan2(lmn(2),lmn(1))/radeg
THETAX = THETAX
rmag = sqrt(lmn(1)**2+lmn(2)**2+lmn(3)**2)
PHIX = -asin(lmn(3)/rmag)/radeg
C CCCC THETAX IS NOW ON (-90,270). PHIX IS ON (-90,90)
if(PHIX.lt.O)then
PHIX = -PHIX
THETAX = 180.+THETAX
IF(THETAX.GT.360.) THETAX = THETAX - 360.
end if
C CCCC PHIX IS NOW ON (0,90). THETAX IS ON (-90,360)
THETAX = 450.-THETAX
if(THETAX.gt.360)THETAX = THETAX-360.
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c THETAX is now the clockwise angle from n
c instead of counterclockwise from e
c cccc now change to format for stereo
if (THETAX.gt.270) then
ivar = THETAX-270.
dirl = 'N'
dir2 = 'E'
dir3 = 'W'
else if(THETAX.gt.180) then
ivar = 270.-THETAX
dirl = S'
dir2 = 'E'
dir3 = 'W'
else if(THETAX.gt.90.)then
ivar = THETAX-90.
dirl = 'N'
dir2 = 'E'
dir3 = 'E'
else
ivar = 90.-THETAX
dirl = 'N'
dir2 = 'W'
dir3 = 'E'
end if
idip = PHIX
PHIVI = PHIV(IJOINT-1)/RADEG
write(3, 1001) dirl,ivar,dir2, idip,dir3,THETAX,PHIVI
1001 format(llx,al,i2,al,2x,i2,al,' THETAX=',F7.2,' APP. DIP=',
1 F7.2 )
continue
IF(IENTER.EQ.O) GOTO 1
IF(LSTEREO) THEN
CLOSE FILE JMODEL.DAT WITH IDIP = 99
IDIP = 99
WRITE (3, 1001) DIR1,IVAR,DIR2,IDIP,DIR3
CLOSE (3)
END IF
RETURN
stop
end
REAL FUNCTION FISHER(PHIX,THETAX)
REAL K1X,K2X
COMMON/FISH/ COEF,K1X,K2X
AK = KX*(SIN(THETAX))**2+K2X*(COS
FISHER = COEF*SIN(PHIX)*EXP(AK*COS
RETURN
END
REAL FUNCTION BINGHAM(PHIX,THETAX)
REAL K1X,K2X
COMMON/FISH/COEF,K1X,K2X
(THETAX)) **2
(PHI X))
10
CC
9999
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AK = KX* (SIN(THETAX)) **2+K2X* (COS (THETAX)) **2
BINGHAM = COEF*SIN(PHIX)*EXP(AK*(SIN(PHIX))**2)
RETURN
END
REAL FUNCTION AY(X)
AY = 0.
RETURN
END
REAL FUNCTION BY(X)
BY = 6.28318
RETURN
END
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SUBROUTINE BINX(NLINN,NSEGN)
CCC
CCCCC TWO-D BAECHER DISK MODEL (POISSON FIBRE PROCESS)
CCCCC THREE-D BAECHER DISK MODEL (LTHRED=.T.,LTWOD=.F.)
INCLUDE 'RASHI/LIST'
CCCCCC SET UP LINES AND LINE SEGMENTS
CCC
ILIN - 1
ISEG 1
LSEG = O.
ITER = 0
CCC INITIALIZE STATISTICAL PARAMETERS
DNSEG 1.
AVSEG - 0.
SDSEG = 0.
CCC CALCULATE AREA CONSTANTS
AREA = (XTOP-XBOT)*(ZTOP-ZBOT)
AREAR = SQRT(AREA)
CCC JOINT GENERATION REGION IS (XBOT-4L,ZBOT-2L)TO(XTOP,ZTOP+2L)
RANGX = (XTOP+O.5*LAMS(1)-XBOT)
RANGZ = (ZTOP+O.5*LAMS(1)-ZBOT)
XBOTT = XBOT-0.5*LAMS(1)
ZBOTT = ZBOT-0.25*LAMS(1)
CCC THREE DIMENSIONAL
IF(LTHRED) THEN
CCC JOINT GENERATION (XBOT-2L,YBOT-2L,ZBOT-2L)
AREA = AREA *(YTOP-YBOT)
RANGY = YTOP+O.5*LAMS(1)-YBOT
XBOTT = XBOT - 0.25*LAMSS(1)
YBOTT = YBOT - 0.25*LAMS(1)
AREAR = AREA**(2/3)
END IF
CCC ITERATE THROUGH SETS
DO 30 1 = 1,NSETS
CCC NL(1,I) IS THE 1ST LINE NO FOR SET I IN /ORIENT/
IP = NL(1,I) -1
CCC NL(l,I) IS NOW THE 1ST LINE/SEG NO FOR SET I IN /JOINTS/
NL(l,I) = ILIN
EK = EXP(Kl(I))
CK = l./(1.-EK)
CCC INITIALIZE PERSISTENCE MEASURES FOR SET
DO 16 1 = 1,4
16 PMEAS(I1) = 0.
AVSEG = 0.
SDSEG = 0.
CCC ITERATE THROUGH LINES IN SET
DO 20 J = 1,NL(2,1)
CCC
IP = IP + 1
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CCC IP IS THE INDEX FOR PHIV IN THIS JOINT SET
CC
13 NR - 4
CALL GGUBS(DSEED,NR,R)
XO R(1)*RANGX + XBOTT
ZO R(2)*RANGZ + ZBOTT
CCC THREE DIMENSIONAL
IF(LTHRED) THEN
YO - R(3)*RANGY + YBOTT
CCC
CCC CALCULATE EQUATION OF PLANE FROM ORIENTATION
T THETAV(IP)
P PHIV(IP)
CCC PLANE OF CIRCLE IS DEFINED BY Z = AX + BY + C
AL COS(T)*COS(P)
AM = SIN(T)*COS(P)
AN SIN(P)
CCC STORE IN PLANEQ(A,B,C)
A = -AL/AN
B = -AM/AN
C = ZO-A*XO-B*YO
CC RDISK IS THE RADIUS OF THE DISK
NR 1
CALL GGEXN(DSEED,LAMS(I),NR,R)
RDISK R(1)
CCC ELIMINATE THIS DISK IF IT DOES NOT INTERSECT BOX
CCC
CCC EQUATIONS FOR MIN, MAX X,Y,Z USING LAGRANGE MULTIPLIERS,
CCC SOLUTION BASED ON EQUATION OF PLANEQ AX+BY+CZ+D5O
CCC I.E. CC -1, DC IN OUR STANDARD EQUATION
A2 = A**2
B2 = B**2
CC = -1
C2 = CC**2
R2 = RDISK**2
DZ2 = A2*R2/((B2/CC-CC) **2+A2*(1 .+B2/C2))
DY2 - (B2/C2)*DZ2
DX = SQRT(R2-DY2-DZ2)
DZ2 - B2*R2/((A2/CC-CC) **2+B2*(1 .+A2/C2))
DX2 = (A2/C2)*DZ2
DY = SQRT(R2-DX2-DZ2)
DX2 = C2*R2/((B2/A-A) **2+C2*(1.+B2/A2))
DY2 = (B2/A2)*DX2
DZ = SQRT(R2-DX2-DY2)
C WRITE(6,*) T,P,A,B,C,XO,YO,ZO,RDISK,DX,DY,DZ
IF((XO+DX.LT.XBOT.OR.XO-DX.GT.XTOP) .OR.
1 (YO+DY. LT.YBOT.OR.YO-DY.GT.YTOP) .OR.
2 (ZO+DZ.LT.ZBOT.OR.ZO-DZ.GT.ZTOP) ) GOTO 13
CCC OTHERWISE, SAVE THIS CIRCLE
CIRCS(1,ISEG) = XO
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CCC
CCCC
C
CCC
CCCCC
CCC
CIRCS(2,ISEG) = YO
CIRCS(3,ISEG) = ZO
CIRCS(4,1SEG) = RDISK
PLANEQ(1,ISEG) = A
PLANEQ(2,ISEG) = B
PLANEQ(3,ISEG) = C
CALCULATE PRESISTENCE MEASURES
PMEAS(1) = (ISEG+1-DNSEG)/AREA
PINC = PI * RDISK**2
PMEAS(2) = PMEAS(2) + PINC/AREA
PMEAS(3) = PMEAS(2)/AREAR
PMEAS(4) = PMEAS(4) + PINC**(1.5)/AREA
PMEAS(5) = PMEAS(2)**(1.5) * AREA**(0.5)
SDSEG = SDSEG + PINC**2
ELSE
TWO DIMENSIONAL
R(4) = R(4)-0.5
IF(LTWOD) THEN
THETI = PHIV(ILIN)
ELSE
THETI = ACOS(ALOG(EK+R(3)*(1.-EK))/Kl(l))
*SIGN(ONE,R (4))+THETA(I)
END IF
IF(THETI.GT.PIH)THETI=THETI-2.*PIH
IF(THETI.LT.-PIH)THETI=THETI+2.*PIH
B = TAN (THETI)
A = ZO-XO*B
PLANEQ(2,ILIN) = B
PLANEQ(1,ILIN) = A
THETD = THETI/RADEG
Write(6,*) ' lines ',ilin,(r(ii),ii=1,4)
IF(ILIN.EQ.NLINZ)THEN
WRITE(6,*) ' ** ERROR: OVER ',NLINZ,' LI
STOP ' TOO MANY LINES'
END IF
C LINE SEGMENTS
CCCCCC ONLY ONE SEGMENT PER LINE IN THIS
ISEGR(1,ILIN) = ISEG
ISEGR(2,ILIN) = ISEG
NR = 1
CCCCCC GENERATE EXPONENTIAL DEVIATES
40 CALL GGEXN(DSEED,LAMS(I),NR,R)
X = XO + R(1)*COS(THETI)
CCCCCC NOW DEFINE JOINT WITHIN BOX
IF(X1.GT.XTOP) X1=XTOP
IF(XO.LT.XBOT) XO=XBOT
IF(X1.LT.XBOT) X1=XBOT
ZO = A +B*XO
,xO,zO,a,b,thetd,pers
NES'
I MODEL
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Z1 = A +B*X1
IF(ZO.GT.ZTOP) XO = (ZTOP-A)/B
IF(ZO.LT.ZBOT) XO = (ZBOT-A)/B
IF(Z1.GT.ZTOP) X1 = (ZTOP-A)/B
IF(Z1.LT.ZBOT) X = (ZBOT-A)/B
CCCCCC TEST WHETHER SEGMENT HAS GONE OUTSIDE REGION OF INTEREST
CCCCCC IF IT HAS, GENERATE ANOTHER JOINT
IF(X1.EQ.XO) GOTO 13
CCCCCC SET OPEN SEGMENT: START X,END X,LINE NO.
SEGS(1,ISEG) = XO
SEGS(2,ISEG) = Xl
ISEGS(ISEG) = ILIN
CCC CALCULATE PERSISTENCE MEASURES
CCC P1 = NO OF JOINTS IN SET/AREA
PMEAS(1) = (ISEG+1-DNSEG)/AREA
CCC PINC IS JOINT LENGTH
PINC = SQRT((L.+B**2)*((XI-XO)**2))
CCC P2 = TOTAL LENGTH OF JOINTS IN SET/AREA
PMEAS(2) = PMEAS(2)+PINC/AREA
CCC P3 = TOTAL LENGTH OF JOINTS IN SET/SQRT(AREA)
PMEAS(3) = PMEAS(2)*AREAR
CCC P4 = TOTAL (LENGTH^2) OF JOINTS IN SET/AREA
PMEAS(4) = PMEAS(4) + PINC**2/AREA
CCC P5 = (TOTAL LENGTH OF JOINTS IN SET)^2/AREA
PMEAS(5) = (PMEAS(2)**2)*AREA
SDSEG = SDSEG + PINC**2
CCC
CCCCCC ISEGR DEFINES THE SEGMENT NUMBERS FOR LINE ILIN
C Write(6,*) ' segs ',iseg,r(1),r(2),xl,x2
CCC
END IF
CCC
CCCCC FOR BOTH TWO-D AND THREE-D
ISEG = ISEG+l
CCC MAKE SURE WE AREN'T EXCEEDING MAX NO. OF SEGS
IF(ISEG.GT.NSEGZ) THEN
WRITE(6,*) ' ** BINX FATAL ERROR ISEG>',NSEGZ
STOP 'BINX NSEGZ EXCEEDED'
END IF
CCC HAVE WE REACHED THE DESIRED PERSISTENCE LEVEL ?
ILIN = ILIN + 1
IF(PMEAS(IPSET(I)).GE.PSET(I))GOTO 29
20 CONTINUE
CCC ERROR... DID NOT REACH PMEAS DESIRED WITHIN NL
WRITE(6,*) ' ** ERROR: SET',I,' :OVER ',NL(2,1),' LINES'
29 CONTINUE
CCC SUMMARIZE STATISTICS FOR THIS JOINT SET
DNSEG = ISEG - DNSEG
DNLIN = ILIN -NL(1,1)
AVSEG = PMEAS(2)*AREA/DNSEG
818
SDSEG = SQRT(ABS(SDSEG/DNSEG-AVSEG**2))
WRITE(6,1009) I,(PMEAS(II), 11=1,5)
1 ,DNLIN,DNSEG,AVSEG,SDSEG
1009 FORMAT(/' SET NUMBER ',15
1 /' PERSISTENCE (1) PERSISTENCE(2) PERSISTENCE(3) ',
1 ' PERSISTENCE(4) PERSISTENCE(5) '/5(1X,1PE13.4)/
2 ' NO. LINES NO. SEGS AV.SEG SD.SEG'/
3 OPF7.0,F9.O,2(F10.2))
DNSEG = ISEG
NL(2,1) = ILIN-1
30 CONTINUE
CCC
CCCCCC NUMBER OF JOINT LINES = NLINN, NO OF JOINTS=NSEGN
NLINN = ILIN -1
NSEGN = ISEG -1
RETURN
END
819
SUBROUTINE VINX(NLINN,NSEGN)
CCC
CCCCC VENEZIANO (POISSON PLANE & LINE PROCESS) MODEL
CCCCC TWO DIMENSIONAL VERSION
CCC
CCCCCC SET UP LINES AND LINE SEGMENTS
INCLUDE 'RASHI/LIST'
CCC
ILIN - 1
ISEG 1
LSEG = 0.
ITER 0
CCC INITIALIZE STATISTICAL PARAMETERS
DNSEG 1.
AVSEG 0.
SDSEG = 0.
CCC CALCULATE AREA CONSTANTS
AREA = (XTOP-XBOT)*(ZTOP-ZBOT)
AREAR = SQRT(AREA)
XRANG = XTOP-XBOT
ZRANG , ZTOP-ZBOT
CCC ITERATE THROUGH SETS
DO 30 1 - 1,NSETS
CC NL(l,I) WAS 1ST PHIV IN ISET, WILL NOW BE 1ST ILIN
IP NL(l,I) - 1
NL(1,l) 5 ILIN
IPANIC = 0
15 EK = EXP(KI(I))
CK 1./(1.-EK)
DO 16 11 = 1,4
16 PMEAS(I1) O0.
CCC ITERATE THROUGH LINES
DO 21 J = 1,NL(2,1)
IP = IP + 1
22 NR = 4
CALL GGUBS(DSEED,NR,R)
XO = R(1)*XRANG + XBOT
ZO = R(2)*ZRANG + ZBOT
R(4) = R(4)-0.5
IF(LTWOD) THEN
THETI = PHIV(IP)
ELSE
THETI = ACOS(ALOG(EK+R(3)*(1.-EK))/Kl(I))
. *SIGN(ONE,R(4))+THETA(I)
END IF
IF (THETI .GT.PIH)THETI-THETI-PI
IF(THETI.LT.-PIH)THET ITHETI=THETI+PI
B = TAN(THETI)
A = ZO-XO*B
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PLANEQ(2,ILIN) 
- B
PLANEQ(I,ILIN) = A
NR = 1
CALL GGNML(DSEED,NR,R)
PERS = PSIG(I)*R(1)+PBAR(I)
IF(PERS.LT.O)PERS 
-- 0.0001
IF(PERS.GT.1) PERS = 0.9999
CCC
CCCC AVERAGE JOINT LENGTH IN SET
ALAM - LAMS(I)
CCCC AVERAGE GAP LENGTH SO THAN ALAM/(ALAM+BLAM) = PERS
BLAM ALAM*(1.-PERS)/PERS
THETD = THETI/RADEG
COSTI = COS(THETI)
C Write(6,*) ' lines ',ilin,(r(ii),ii=1,4),xO,zO,a,b,thetd,pers
IF(ILIN.EQ.NLNMX)THEN
WRITE(6,*) ' ** ERROR: OVER ',NLNMX,' LINES'
STOP ' TO MANY LINES'
END IF
CCC
CCCCCC LINE SEGMENTS
CCC
ISEGR(1,ILIN) ISEG
CCC STARTING PLACE FOR DEFINITION OF SEGMENTS IS
CCC DEFINED BY XBOTT, ZTOPP, AND ZBOTT
XBOTT = XBOT - 3.*(ALAM+BLAM)
ZTOPP = ZTOP + 3.*(ALAM+BLAM)
ZBOTT = ZBOT - 3.*(ALAM+BLAM)
X2 = XBOTT
Z2 = A+B*X2
IF(Z2.GT.ZTOPP) THEN
Z2 = ZTOPP
X2 = (Z2-A)/B
ELSE IF(Z2.LT.ZBOTT) THEN
Z2 = ZBOTT
X2 = (Z2-A)/B
END IF
CCC RIG A DUMMY X,Z1 TO AVOID DEFINING THIS SEG
X1 = X2
Z = Z2
CCC
CCCC FIND FIRST SEGMENT TO INTERSECT REGION
CCCC ALL LINES INTERSECT REGION BECAUSE OF RANGE.
CCCC ALSO, ALL LINE GO LEFT TO RIGHT ( -90<THETD<90)
ITER = 0
25 ITER = ITER + 1
IF(ITER.GT.25) THEN
CCC DOESNT LOOK LIKE THIS LINE WILL EVER INTERSECT - TROUBLE
CCC BETTER TRY ANOTHER LINE
C WRITE(6,*) 'WARNING (VINX) LINE NOT IN REGION A=',A,' B',B
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IF(IPANIC.GT.50) STOP ' FATAL VINX ERROR IPANIC'
IPANIC = IPANIC + 1
GOTO 22
END IF
if(barf.eq.1) WRITE(6,*) 'X1,X2,Z2', xl,x2,z2
IF( (X2.LT.XBOT).OR.
1 ((Z2.LT.ZBOT) .AND. (Z1.LT.ZBOT)) .OR.
1 ((Z2.GT.ZTOP).AND.(Z1.GT.ZTOP)) ) THEN
CC SEGMENT HAS NOT REACHED REGION YET
CC IF X2>XTOP SEGMENT HAS PASSED BOX BY WITHOUT INTERSECTING
IF (X2.GT.XTOP) ITER = 25
NR = 1
CALL GGEXN(DSEED,BLAM,NR,R)
X1 = X2 + R(1)*COSTI
Z1 = A + B*X1
CALL GGEXN(DSEED,ALAM,NR,R)
X2 = X1 + R(1)*COSTI
Z2 = A + B*X2
GOTO 25
END IF
CCC
CCCC LINE HAS REACHED REGION: CUT OFF PORTIONS OUTSIDE REGION
IF( X1.LT.XBOT) X1 = XBOT
IF( X2.GT.XTOP) X2 = XTOP
Zl = A + B*X1
Z2 = A + B*X2
IF( Z1.GT.ZTOP) X1 = (ZTOP-A)/B
IF( Z1.LT.ZBOT) X1 = (ZBOT-A)/B
IF( Z2.GT.ZTOP) X2 = (ZTOP-A)/B
IF( Z2.LT.ZBOT) X2 = (ZBOT-A)/B
GOTO 41
CCCC GENERATE REST OF LINE
CCCCCC GENERATE EXPONENTIAL DEVIATES
40 CALL GGEXN(DSEED,BLAM,NR,R)
X1 = X2 + R(1)*COSTI
Z1 = A + B*X1
CALL GGEXN(DSEED,ALAM,NR,R)
X2 = X1 + R(l)*COSTI
Z2 = A + B*X2
c Write(6,*) 'deviates',r(1),r(2),THETI,PERS,xl,x2
CCCCCC TEST WHETHER SEGMENT HAS GONE OUTSIDE REGION OF INTEREST
IF( (X1.GT.XTOP).OR.
1 (Z1.GT.ZTOP).OR.
2 (Z1.LT.ZBOT) ) GOTO 20
CCCC TRIM OFF END OF SEGMENT EXTENDING BEYOND BOX
IF(X2.GT.XTOP) X2 = XTOP
IF(Z2.GT.ZTOP) X2 = (ZTOP-A)/B
IF(Z2.LT.ZBOT) X2 = (ZBOT-A)/B
CCCCCC SET OPEN SEGMENT: START,END,LINE NO.
41 SEGS(l,ISEG) = Xl
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SEGS(2,ISEG) = X2
ISEGS(ISEG) = ILIN
CCCC CALCULATE PERSISTENCE MEASURES
CCC P1 NO OF JOINTS IN SET/AREA
PMEAS(1) = (ISEG-DNSEG)/AREA
CCC PINC IS JOINT LENGTH
PINC SQRT((1.+B**2)*((X2-X) **2))
CCC P2 = TOTAL LENGTH OF JOINTS IN SET/AREA
PMEAS(2) = PMEAS(2)+PINC/AREA
CCC P3 TOTAL LENGTH OF JOINTS IN SET/SQRT(AREA)
PMEAS(3) = PMEAS(2)*AREAR
CCC P4 TOTAL (LENGTH^2) OF JOINTS IN SET/AREA
PMEAS(4) = PMEAS(4) + PINC**2/AREA
CCC P5 = (TOTAL LENGTH OF JOINTS IN SET)^2/AREA
PMEAS(5) = (PMEAS(2) **2) *AREA
CCC
CCCCCC ISEGR DEFINES THE SEGMENT NUMBERS FOR LINE ILIN
ISEGR(2,ILIN) = ISEG
C Write(6,*) ' segs ',ISEG,r(1),r(2),xl,x2
ISEG ISEG+I
CCC MAKE SURE WE AREN'T EXCEEDING MAX NO. OF SEGS
IF(ISEG.LT.NSEGZ)GOTO 40
WRITE(6,*) ' ** VINX FATAL ERROR: ISEG>',NSEGZ
STOP 'ISEG EXCEEDED'
20 CONTINUE
ILIN = ILIN + 1
IF(PMEAS(IPSET (I)).GE.PSET (I))GOTO 29
21 CONTINUE
CCC ERROR... OVER NL(2,I) LINES GENERATED
WRITE(6,*) ' ** ERROR: OVER ',NL(2,1),' LINES IN SET',I
CCC NEXT SET
29 CONTINUE
CCC SUMMARIZE STATISTICS FOR THIS JOINT SET
DNSEG = ISEG - DNSEG
DNLIN = ILIN - NL(1,I)
AVSEG = PMEAS(2)*AREA/DNSEG
SDSEG = SQRT (PMEAS (4) *AREA/DNSEG-AVSEG**2)
WRITE (6,1009) I,(PMEAS(I),I11=1,5)
1 ,DNLIN,DNSEG,AVSEG,SDSEG
1009 FORMAT(/' SET NUMBER ',15
1 /' PERSISTENCE(1) PERSISTENCE(2) PERSISTENCE(3) ',
1 ' PERSISTENCE(4) PERSISTENCE(5) '/5(1X,1PE13.4)/
2 ' NO. LINES NO. SEGS AV.SEG SD.SEG'/
3 OPF7.O,F9.0 ,2F10. 5)
SDSEG - 0.
DNSEG = ISEG
NL(2,I) = ILIN-1
30 CONTINUE
CCC
NLINN = ILIN -1
823
NSEGN = ISEG -1
CC
RETURN
END
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SUBROUTINE DINX(NLINN,NSEGN)
TWO-DIMENSIONAL DERSHOWITZ ( MODEL 4 ) JOINT MODEL
DIMENSION PERS(3000)
INCLUDE 'RASHI/LIST'
ILIN = 1
ISEG = 1
LSEG = 0.
ITER = 0
INITIALIZE STATISTICAL PARAMETERS
DNSEG = 1.
AVSEG = 0.
SDSEG = 0.
CALCULATE AREA CONSTANTS
AREA = (XTOP-XBOT)*(ZTOP-ZBOT)
AREAR = SQRT(AREA)
RANGX = (XTOP-XBOT)
RANGZ = (ZTOP-ZBOT)
SET UP LINES AND LINE SEGMENTS
DO 30 1 = 1,NSETS
IP = NL(l,I) - 1
NL(1,1) WAS THE FIRST PHIV, IS
NL(l,1) = ILIN
EK = EXP(Kl(I))
CK = 1./(1.-EK)
DO 20 J = 1,NL(2,1)
IP = IP + 1
NR = 4
CALL GGUBS(DSEED,NR,R)
XO = RANGX*R(1) + XBOT
ZO = RANGZ*R(2) + ZBOT
R(4) = R(4)-0.5
IF(LTWOD) THEN
THETI = PHIV(IP)
ELSE
THETI = ACOS(ALOG(EK+R(3)*(1.-EK))/
.*SIGN(ONE,R(4))+THETA(I)
END IF
IF(THETI.GT.PIH)THETI=THETI-2.*PIH
IF(THETI.LT.-PIH)THETI=THETI+2.*PIH
B = TAN(THETI)
A = ZO-XO*B
PLANEQ(2,ILIN) = B
PLANEQ(1,ILIN) = A
NR = 1
CALL GGNML(DSEED,NR,R)
PERS(ILIN) = PSIG(I)*(R(1))+PBAR(I)
NOW 1ST ILIN IN SET
KlI(I))
CCC
CCCC
CCC
CCC
CCC
CCCCCC
CCC
CC
15
825
IF(PERS(ILIN).LE.O)PERS(ILIN) = 0.0001
IF(PERS(ILIN).GT.1) PERS(ILIN) = 0.9999
THETD = THETI/RADEG
C Write(6,*) ' lines ',ilin,xO,zO,a,b,thetd,PERS(ILIN)
ILIN = ILIN+1
20 CONTINUE
NL(2,I) = ILIN-1
30 CONTINUE
CCC
CCCCCC LINE SEGMENTS
CCC
CCC FIND LINE INTERSECTIONS
CCC
NLIN = ILIN - 1
CC ITERATE THROUGH SETS AGAIN
=0
NR = 1
DO 56 ISET = 1,NSETS
CCC INITIALIZE PERSISTENCE MEASURES
DNLIN = 0.
DO 36 II = 1,5
36 PMEAS(II) = 0.
CCC
CCC ITERATE THROUGH LINES IN SET
DO 54 I = NL(1,ISET),NL(2,ISET)
A = PLANEQ(1,1)
B = PLANEQ(2,I)
CC FIND INTERSECTIONS WITH THIS LINE
INTS = 1
DO 51 J = 1,NLIN
IF(PLANEQ(2,I).NE.PLANEQ(2,J))THEN
X = (PLANEQ(1,I)-PLANEQ(1,J))/(PLANEQ(2,J)-PLANEQ(2,I1))
Z = PLANEQ(1,I)+PLANEQ(2,I)*X
IF( (X.GT.XBOT.AND.X.LT.XTOP) .AND.
1 (Z.GT.ZBOT.AND.Z.LT.ZTOP) )THEN
CC SAVE INTERSECTION
XINTS(1,INTS) = X
XINTS(2,INTS) = Z
INTS = INTS + 1
END IF
END IF
51 CONTINUE
NINT = INTS - 1
IF (NINT.EQ.O) THEN
CC THIS LINE HAS ZERO INTERSECTIONS
CALL GGUBS(DSEED,NR,R)
CCC SKIP THIS LINE IF PERS IS TO LOW
IF(R(1).GT.PERS(I)) THEN
DNLIN = DNLIN + I
GOTO 54
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END IF
CCC DEFINE THIS LINE AS A JOINT EXTENDING ACROSS REGION
Z = A+ B *XBOT
Z2 A + B*XTOP
IF(Z1.GT.ZTOP) THEN
xi = (ZTOP-A)/B
ELSE IF(Z1.LT.ZBOT) THEN
Xl - (ZBOT-A)/B
ELSE
X1 = XBOT
END IF
IF(Z2.GT.ZTOP) THEN
X2 = (ZTOP-A)/B
ELSE IF(Z2.LT.ZBOT) THEN
X2 = (ZBOT-A)/B
ELSE
X2 = XTOP
END IF
CCC SAVE THIS SEGMENT AND CHECK PERSISTENCE
ISEGR(1,I) = ISEG
ISEGR(2,I) = ISEG
GOTO 41
ELSE
CCC THIS LINE HAS 1 OR MORE INTERSECTIONS: USE IT
CC SORT INTERSECTIONS ON LINE
J2 = NINT-!
DO 52 J = 1,NINT
J1 = J+1
DO 52 K = J1,NINT
IF(XINTS (1,J) .GT.XINTS (1,K))THEN
CC SWITCH INTERSECTIONS
X = XINTS(1,J)
XINTS(l,J) = XINTS(1,K)
XINTS(1,K) = X
X = XINTS(2,J)
XINTS(2,J) - XINTS(2,K)
XINTS(2,K) = X
END IF
52 CONTINUE
CCC DEFINE SEGMENTS ON LINE
C NINT1 NINT+1
ISEGR(1,l) = ISEG
DO 53 J = O,NINT
CCC IS THIS SEGMENT TO BE DEFINED? - PICK A RANDOM NUMBER FROM R
NR = 1
CALL GGUBS(DSEED,NR,R)
IF(R(l).LT.PERS(I))THEN
CC ACCEPT THIS SEGMENT
IF(J.EQ.O)THEN
CC THIS IS THE SEGMENT AT THE LEFT END OF BOX
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Z1 = PLANEQ(1,I)+PLANEQ(2,I)*XBOT
IF(ZI.LT.ZBOT) THEN
xl = (ZBOT-PLANEQ(1,I))/PLANEQ(2,I)
ELSE IF(ZI.GT.ZTOP) THEN
X = (ZTOP-PLANEQ(1,I))/PLANEQ(2,I)
ELSE
X1 = XBOT
END IF
X2 = XINTS(l,l)
ELSE IF(J.LT.NINT) THEN
X1 = XINTS(1,J)
X2 = XINTS(1,J+l)
ELSE
CC THIS IS THE SEGMENT AT THE RIGHT END OF BOX
Zl = PLANEQ(1,I)+PLANEQ(2,I)*XTOP
IF(Z1.LT.ZBOT) THEN
X2 = (ZBOT-PLANEQ(1,I))/PLANEQ(2,I)
ELSE IF(Z1.GT.ZTOP) THEN
X2 = (ZTOP-PLANEQ(1, I))/PLANEQ(2,I)
ELSE
X2 = XTOP
END IF
X1 = XINTS(1,NINT)
END IF
CCC SAVE THIS SEGMENT
41 SEGS(1,ISEG) = X1
SEGS(2,ISEG) = X2
OPINC = 0.
ISEGS(ISEG) 
-- I
IF (ISEG.GT.1) THEN
IF (SEGS(2, ISEG-1) .EQ.X1) THEN
ISEG = ISEG - 1
OPINC = SQRT((1.+B**2)*((SEGS(2, ISEG)-SEGS(1,ISEG))**2))
SEGS(2,1SEG) = X2
X1 = SEGS(1,ISEG)
END IF
END IF
CCC CALCULATE PERSISTENCE MEASURES
CCC P1 = NO OF JOINTS IN SET/AREA
PMEAS(1) = (ISEG-DNSEG)/AREA
CCC PINC IS JOINT LENGTH
PINC = SQRT((1.+B**2)*((X2-Xl)**2))
CCC P2 = TOTAL LENGTH OF JOINTS IN SET/AREA
PMEAS(2) = PMEAS(2) + PINC/AREA - OPINC/AREA
CCC P3 = TOTAL LENGTH OF JOINTS IN SET/SQRT(AREA)
PMEAS(3) = PMEAS(2)*AREAR
CCC P4 = TOTAL (LENGTH"2) OF JOINTS IN SET/AREA
PMEAS(4) = PMEAS(4) + PINC**2/AREA - OPINC**2/AREA
CCC P5 = (TOTAL LENGTH OF JOINTS IN SET)^2/AREA
PMEAS(5) = (PMEAS(2) **2) *AREA
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CCC
CCC
ISEG = ISEG+1
CCC MAKE SURE WE HAVENT EXCEEDED MAX NO OF SEGMENTS
IF(ISEG.GE.NSEGZ)THEN
WRITE(6,*) ' ** FATAL DINX ERROR ISEG>',NSEGZ
STOP 'FATAL DINX ERROR ISEG>NSEGZ'
END IF
END IF
53 CONTINUE
CCC CHECK WHETHER SET HAS REACHED PSET
CC
IF(PMEAS(IPSET(ISET)).GE.PSET(ISET))GOTO 55
ISEGR(2,I) = ISEG-1
CCC ELSE, NEXT LINE IN SET
END IF
54 CONTINUE
CCC UH-OH... WE USED UP ALL THE LINES IN SET, BUT
CCC NEVER REACHED PSET
WRITE(6,*) ' ** WARNING: SET ',ISET,' HAS PMEAS<PSET'
CC PRINT PMEAS, GO TO NEXT SET
CCC SUMMARIZE STATISTICS FOR THIS JOINT SET
55 DNSEG = ISEG - DNSEG
DNLIN = I +1 - DNLIN - NL(1,ISET)
AVSEG = PMEAS(2)*AREA/DNSEG
SDSEG = SQRT(PMEAS(4)*AREA/DNSEG-AVSEG**2)
WRITE(6,1009) ISET, (PMEAS(II),11=1,5)
1 ,DNLIN,DNSEG,AVSEG,SDSEG
1009 FORMAT(/' SET NUMBER ',15
1 /' PERSISTENCE(I) PERSISTENCE(2) PERSISTENCE(3)',
1 ' PERSISTENCE(4) PERSISTENCE(5) '/5(1X,1PE13.4)/
2 ' NO. LINES NO. SEGS AV.SEG SD.SEG'/
3 OPF7.0,OPF9.0,2F10.5)
SDSEG = O.
DNSEG = ISEG
NL(2,ISET) = I
CCC ON TO THE NEXT SET
56 CONTINUE
CC
CCCC NUMBER OF LINES NLINN, NUMBER OF SEGS NSEGN
NSEGN = ISEG -1
NLINN = ILIN -1
CCCC
CC
RETURN
END
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SUBROUTINE DINX3(NLINN,NSEGN)
THREE DIMENSIONAL DERSHOWITZ MODEL (MODEL 4)
NOTE: THIS PROGRAM BOTH DEFINES POLYGONAL JOINTS AND
INTERSECTIONS.
INCLUDE 'RASHI/LIST'
COMMON/DINX3C/ XIN(3,5000),IXN(2,5000)
MATRIXES FOR USE WITH SIMULTANEOUS EQUATION SOLVER
DIMENSION XYZBDY(6) ,AEQ(3,3),BEQ(3),XEQ(3)
DIMENSION S(3,3)
INITIALIZE EVERYTHING
WRITE(6,*) 'DSEED =',DSEED
ISEG = 0
DNSEG = 1
DNLIN = 0
SET BOX TOLERANCE
XBOTT = XBOT-.O1
XTOPP = XTOP+.O1
ZBOTT = ZBOT-.O1
ZTOPP = ZTOP+.O1
YBOTT = YBOT-.O1
YTOPP = YTOP+.O1
CALCULATE AREA CONSTANTS
AREA = (XTOP-XBOT)* (YTOP-YBOT) *ZTOP-ZBOT
AREAR = AREA**(2./3.)
RANGX = (XTOP-XBOT)
RANGY = (YTOP-YBOT)
RANGZ = (ZTOP-ZBOT)
THE FIRST SIX PLANES TO BE DEFINED ARE THE SIMLATION BOX
BOTTOM(ZBOT) = 1, TOP(ZTOP) = 2, RIGHT(XBOT) = 3,
LEFT(XTOP) = 4, FRONT(YBOT) = 5, BACK(YTOP) = 6.
XYZBDY(1) = ZBOT
XYZBDY(2) = ZTOP
XYZBDY(3) = XBOT
XYZBDY(4) = XTOP
XYZBDY(5) = YBOT
XYZBDY(6) = YTOP
POINTOO1 = 0.00001
ONINE999 = 0.99999
ONEOO1 = 1.00001
BOUNDARIES ARE STORED IN 0 = AX + BY + CZ + D FORMAT
PLANEQ(1,1) = -POINTO01
PLANEQ(2,1) = -POINTO01
PLANEQ(3,1) = ONINE999
PLANEQ(1,2) = POINTOO1
PLANEQ(2,2) = POINTOO1
PLANEQ(3,2) = ONEOO1
CCC
CCCC
CC
CCC
CCC
CCC
CC
CC
CCC
CCC
C
CCC
CC
CC
CCC
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PLANEQ(1,3)
PLANEQ(2,3)
PLANEQ (3,3)
PLANEQ(1,4)
PLANEQ (2,4)
PLANEQ(3,4)
PLANEQ(1,5)
PLANEQ (2,5)
PLANEQ (3,5)
PLANEQ(1,6)
PLANEQ (2,6)
PLANEQ(3,6)
D IS STORED
PLANEQ (1,1)
PLANEQ (2,t)
PLANEQ (3, 1)
PLANEQ(4,1)
PLANEQ(5,1)
PLANEQ(6,1)
PLANEQ(1,2)
PLANEQ(2,2)
PLANEQ (3,2)
PLANEQ (4,2)
PLANEQ(5,2)
PLANEQ (6,2)
=
=
I
i.i.i.i=
i.
ONINE999
-POINTOO1
-POINTO01
ONEOO1
+POINTO1
+POINTOO1
-POINTOO1
ONINE999
-POINTOO1
POINTOO1
ONEOO1
POINTOO1
XYZBDY (I)
3
3
1
1
2
2
ZBOT
ZTOP
XBOT
XTOP
YBOT
YTOP
INDEX FOR PLANEQ IS INITIALIZED AT 7, SINCE 1-6
ILIN = 7
ITERATE THROUGH JOINT SETS
DO 20 ISET = 1,NSETS
IP IS THE INDEX FOR ORIENTATIONS IN /ORIENT/
NL(1,ISET) IS THE INDEX TO THE FIRST ORIENTATION
IP = NL(1,ISET) - 1
NL(1,ISET) IS NOW THE CHANGED TO THE FIRST PLANE
NL(1,ISET) = ILIN
ITERATE THROUGH JOINTS PLANES IN SET
DO 10 IPLANE = 1,NL(2,ISET)
ARE BOX
FOR SET
IN SET
LOCATION OF PLANE
NR = 3
CALL GGUBS(DSEED,NR,R)
X = R(1)*RANGX + XBOT
Y = R(2)*RANGY + YBOT
Z = R(3)*RANGZ + ZBOT
ORIENTATION FOR PLANE : FROM THETA,PHI IN /ORINET/
TO Z = AX + BY + C FORMAT
IP = IP + 1
AL = COS(THETAV(IP))*COS (PHIV(IP))
AM = SIN(THETAV(IP))*COS (PHIV(IP))
AN = SIN(PHIV(IP))
CCC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
C
C
CC
CC
CC
CC
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A -AL/AN
B -AM/AN
C Z - A*X - B*Y
PLANEQ(1,ILIN) A
PLANEQ(2,ILIN) = B
PLANEQ(3,ILIN) = C
CC INCREMENT INDEX FOR NUMBER OF PLANES
ILIN ILIN + 1
10 CONTINUE
CC REDEFINE NL(2,ISET) AS THE INDEX FOR LAST PLANE IN SET
NL(2,1SET) = ILIN - 1
20 CONTINUE
CC NLIN IS THE NUMBER OF PLANES
NLIN ILIN - 1
CC NOW ITERATE THROUGH SETS AND PLANES AGAIN TO CREATE POLYGONAL
CC MODEL 4 JOINTS. IP IS THE INDEX FOR POLYGON BEING DEFINED
IP - 1
ILIN = O
CCC NINTS IS THE INDEX FOR THE POINTS DEFINED IN XINT
NINTS O
DO 200 ISET = 1,NSETS
DNLIN O
CC INITIALIZE PERSISTENCE MEASURES
DO 36 11 = 1,5
36 PMEAS (I I) = 0.
DO 100 I = NL(1,ISET),NL(2,ISET)
CC CALCULATE AREA OF THIS PLANE WIHIN BOX
INT = 1
CC SAREA, SAREAS ARE THE SUM OF POLYGON AREAS AND AREAS^2
CC ON THIS JOINT PLANE
SAREA O0.
SAREAS O0.
DO 30 J = 1,4
CCC INITIALIZE AEQ AND BEQ
DO 31 IXA 1,3
BEQ(IXA) = 0.
DO 31 JXA 1,3
31 AEQ(IXA,JXA) = 0.
CCC SET UP MATRIX OF SIMULT. EQUATIONS COEFFICIENTS
AEQ(1,1) - PLANEQ(1,1)
AEQ(1,2) = PLANEQ(2,1)
AEQ(1,3) = -1.
BEQ(1) = -PLANEQ(3,I)
AEQ(2,1) = PLANEQ(1,J)
AEQ(2,2) = PLANEQ(2,J)
AEQ(2,3) = PLANEQ(3,J)
BEQ(2) = XYZBDY(J)
CEQ Al = (PLANEQ(1,1)-PLANEQ(1,J))/(PLANEQ(2,J)-PLANEQ(2,1))
CEQ sB1 (PLANEQ(3,1 )-PLANEQ(3,J))/(PLANEQ(2,J)-PLANEQ(2,1))
J1 = J+l
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IF(J.EQ. 1.R.J.EQ.3) J=J1+1
DO 30 K = J1,6
ADD THIRD PLANE TO SIM. EQAUATION MATRICES
AEQ(3,1) = PLANEQ(1,K)
AEQ(3,2) = PLANEQ(2,K)
AEQ(3,3) = PLANEQ(3,K)
BEQ(3) = XYZBDY(K)
A2 = (PLANEQ(1,1)-PLANEQ(1,K))/(PLANEQ(2,K
B2 = (PLANEQ(3,I)-PLANEQ(3,K))/(PLANEQ(2,K
X = (B2-B1)/(A1-A2)
Y = A1*X + B1
Z = PLANEQ(1,1)*X + PLANEQ(2,1)*Y + PLANEQ
SOLVE SIMULTANEOUS EQUATION
CALL LINEQS(AEQ,BEQ,XEQ, IERR)
IF (IERR.EQ.1) GOTO 30
X = XEQ(1)
Y = XEQ(2)
Z = XEQ(3)
REJECT POINT IF IT IS OUTSIDE BOUNDS
IF( (X.GT.XTOPP.OR.X.LT.XBOTT).OR.
1 (Y.GT.YTOPP.OR.Y.LT.YBOTT).OR.
1 (Z.GT.ZTOPP.OR.Z.LT.ZBOTT) ) GI
XIN(1,INT) = X
XIN(2,INT) = Y
XIN(3,1NT) = Z
IXN(1,INT) = MIN(J,K)
IXN(2,INT) = MAX(J,K)
WRITE(6,4003) INT,XIN(1,INT),XIN(2,1INT'
1 IXN(1,INT),IXN(2,INT)
FORMAT('INTS = ',15,3F10.5,215)
INT = INT + 1
CONTINUE
IF(INT.NE.5) THEN
SOMETHING IS ROTTEN IN DENMARK
WRITE(6,*) ' ONLY',INT,' INTERSECTIONS
WRITE(6,1005) PLANEQ(1,1),PLANEQ(2,1),
1 (((XIN(II,J),11=1,3),(IXN(II,J),II=1
FORMAT (3F10.5,215)
STOP ' PLANE - BOX INTERSECTION ERROR'
END IF
AREAP = PLAREA(INT)
SIMULATE PERSISTENCE FOR THIS PLANE
NR = 1
CALL GGNML(DSEED,NR,R)
PERS = PSIG(ISET)*R(1)+PBAR(ISET)
IF(PERS.LT.O.) PERS = 0.00001
IF(PERS.GE.1.) PERS = 0.9999
CC FIND ALL PLANES INTERSECTING WITH
INT = 1
) -PLANEQ(2,1))
)-PLANEQ(2, I))
(3,1)
OTO 30
),XIN(3, NT),
WITH BOX'
PLANEQ(3,I),ISET,I,
,2)),J=1, INT)
THIS PLANE
CCC
CEQ
CEQ
CEQ
CEQ
CEQ
CCC
CCC
CC
CC
4003
30
CCC
CCC
CCC
CCC
CCC
1005
CCC
CCC
CC
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DO 60 J = 1,NLIN
IF(J.EQ.I) GOTO 60
CCC SET UP MATRICES FOR LINEAR EQUATION SOLVER LINEQS
IF(J.GT.6) THEN
AEQ(2,1) = PLANEQ(1,J)
AEQ(2,2) = PLANEQ(2,J)
AEQ(2,3) = -1.
BEQ(2) = -PLANEQ(3,J)
ELSE
CCC THIS PLANE IS PART OF THE BOX
AEQ(2,1) = PLANEQ(1,J)
AEQ(2,2) = PLANEQ(2,J)
AEQ(2,3) = PLANEQ(3,J)
BEQ(2) = XYZBDY(J)
END IF
CEQ Al = (PLANEQ(1,1)-PLANEQ(1,J))/(PLANEQ(2,J)-PLANEQ(2,1))
CEQ B1 = (PLANEQ(3,1)-PLANEQ(3,J))/(PLANEQ(2,J)-PLANEQ(2,1))
CC ISEGR IS THE 1ST AND LAST INTERSECTION ON THE PLANE I-J LINE
ISEGR(1,J) = INT
ISEGR(2,J) = 0
DO 50 K = 1,NLIN
IF ( (J.EQ.K).OR.(I.EQ.K).OR.
2 ( ( (J.GT.6).AND.(K.GT.6) ).AND.
3 ( (PLANEQ(2,K).EQ.PLANEQ(2,1)).OR.
4 (PLANEQ(2,K).EQ.PLANEQ(2,J)) ) ) GOTO 50
CEQ IF (PLANEQ(2,K) .EQ.PLANEQ(2,I).OR.
CEQ ( PLANEQ(2,K).EQ.PLANEQ(2,J)))
CCC SET UP MATRICES FOR LINEAR EQUATION SOLVER LINEQS
IF(K.GT.6) THEN
AEQ(3,1) = PLANEQ(1,K)
AEQ(3,2) = PLANEQ(2,K)
AEQ(3,3) = -1.
BEQ(3) = -PLANEQ(3,K).
ELSE
CCC THIS PLANE IS PART OF THE BOX
AEQ(3,1) = PLANEQ(1,K)
AEQ(3,2) = PLANEQ(2,K)
AEQ(3,3) = PLANEQ(3,K)
BEQ(3) = XYZBDY(K)
END IF
CCC SOLVE SIMULTANEOUS EQUATIONS
CALL LINEQS(AEQ,BEQ,XEQ,IERR)
IF (IERR.EQ.1) GOTO 50
X = XEQ(1)
Y = XEQ(2)
Z = XEQ(3)
CEQ A2 = (PLANEQ(1,1)-PLANEQ(1,K))/(PLANEQ(2,K)-PLANEQ(2,1))
CEQ B2 = (PLANEQ(3, 1)-PLANEQ(3,K))/(PLANEQ(2,K)-PLANEQ(2,1 ))
CEQ IF(A1.EQ.A2) GOTO 50
CEQ x = (B2-B1)/(A1-A2)
834
CEQ Y = A1*X + B1
CEQ Z = PLANEQ(1,1)*X + PLANEQ(2,1)*Y + PLANEQ(3,I)
CC REJECT POINT IF IT IS OUTSIDE BOX
IF( (X.GT.XTOPP.OR.X.LT.XBOTT) .OR.
1 (Y.GT.YTOPP.OR.Y.LT.YBOTT) .OR.
1 (Z.GT.ZTOPP.OR.Z.LT.ZBOTT) ) GOTO 50
XIN(1,INT) = X
XIN(2,INT) = Y
XIN(3,INT) = Z
IXN(1,INT) = J
IXN(2,INT) = K
CC WRITE(6,4003) INT,XIN(1,INT),XIN(2,INT),XIN(3,INT),
CC 1 IXN(1,INT),IXN(2,INT)
INT = INT + 1
50 CONTINUE
IF(INT.GT.ISEGR(I,J)) ISEGR(2,J) = INT - 1
60 CONTINUE
CC INT IS THE NUMBER OF INTERSECTIONS ON PLANE I
INT = INT - 1
NR = 3
CC IPI IS THE FIRST POLYGON DEFINED FOR THIS PLANE
IPI = IP
CC
CCCC RANDOMLY DEFINE POLYGONS ON PLANE I TO PERS
CC
CCC RANDOMLY SELECT A POINT AND A LINE THROUGH IT FROM XIN
55 CALL GGUBS(DSEED,NR,R)
IPNT = 1 + R(1)*INT
IL = 1 + NINT(R(2))
IL = IXN(IL,IPNT)
CC DIRECTION IS UP-X (IDIR=O) OR DOWN-X (IDIR=1)
IDIR = NINT(R(3))
C
X = XIN(1,IPNT)
Y = XIN(2,IPNT)
Z = XIN(3,IPNT)
C
C FIND NEXT POINT IN IDIR DIRECTION
INL = O0
CALL NEXTP(IPNT,INXT,IL,INL, IDIR)
C FAILURE (I.E. END OF LINE IF INL = 0
IF(INL.EQ.O) THEN
IDIR = IABS(1-IDIR)
CALL NEXTP(IPNT,INXT,IL,INL,IDIR)
IF(INL.EQ.O) THEN
CC FATAL ERROR
WRITE(6,*) 'ABSOLUTELY NO NEXTPOINT i!', IPNT,I,
1 ((XIN(J,K),J=1,3),K=I,INT),((IXN(J,K),J=1,2),K=I,INT)
STOP ' NO NEXTPOINT'
ELSE
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CC SWITCH DIRECTION BACK
IDIR = IABS(1-IDIR)
IX IPNT
IPNT INXT
INXT IX
END IF
END IF
CC CHECK WHETHER THIS POLYGON HAS BEEN DEFINED BEFORE
IA - MIN(IXN(1,IPNT),IXN(2,IPNT)) +
1 1000*MAX(IXN(1,IPNT),IXN(2,IPNT))
IB- MIN(IXN(1,INXT),IXN(2,INXT)) +
1 1000*MAX(IXN(1,INXT),IXN(2,INXT))
IF(IP.EQ.IPI) GOTO 80
DO 80 IPI - IPI,IP-1
N = IPOLY(1,IPI) + 1
JA = MIN(IXN(,IPOLY(N,IP)),IXN(2,IPOLY(N,IP1))) +
1 1000*MAX(IXN(2,IPOLY(N,IP1)),IXN(2,IPOLY(N,IP1)))
DO 80 IP2 2,N
JB = MIN(IXN(1,IPOLY(IP2,IP1)),IXN(2,IPOLY(IP2,IP1))) +
1 1000*MAX(IXN (1, IPOLY(IP2,IP1)),IXN(2,IPOLY(IP2,IP1)))
IF(JA.EQ.IA.AND.JB.EQ.IB) THEN
CCC THIS POLYGON HAS BEEN DEFINED BEFORE - REJECT IT
GO TO 55
END IF
JA JB
80 CONTINUE
CC THIS POLYGON HAS NEVER BEEN DEFINED BEFORE
IPOLY(2,1P) = IPNT
IPOLY(3,1P) INXT
IPN = 4
CC FIND THE LAST LINE IN POLYGON
ILO = IXN(1,IPNT)
IF(ILO.EQ.IL) ILO IXN(2,IPNT)
CC FIND THE NEXT LINE
IF(IL.EQ. IXN(2, INXT))THEN
IL = IXN(1,INXT)
ELSE
IL = IXN(2,INXT)
END IF
CC COMPLETE DEFINITION OF POLYGON
85 X - XIN(1,INXT)
Y = XIN(2,INXT)
Z = XIN(3,INXT)
CEQ Al = (PLANEQ(1,I)-PLANEQ(1,IL))/(PLANEQ(2,IL)-PLANEQ(2,1))
CEQ B1 = (PLANEQ(3,1)-PLANEQ(3,1L))/(PLANEQ(2,1L)-PLANEQ(2,1))
CEQ Xl = X+1.
CEQ Y1 = Al*Xl + B1
CEQ IF(YI.EQ.Y) THEN
CEQ Xl = Xl+l.E30
CEQ Yl = AI*Xl + B1
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END IF
Zl = PLANEQ(1,1)*X1 + PLANEQ(2,1)*Y1 + PLANEQ(3,1)
DETERMINE X,Y,Z CORRODINATES OF A POINT UP-X FROM
CURRENT POINT USING LINEQS
SET UP MATRICES FOR LINEAR EQUATION SOLVER LINEQS
IF(IL.GT.6) THEN
AEQ(2,1) = PLANEQ(1,IL)
AEQ(2,2) = PLANEQ(2,1L)
AEQ(2,3) = -1.
BEQ(2) = -PLANEQ(3,IL)
ELSE
THIS PLANE IS PART OF THE BOX
AEQ(2,1) = PLANEQ(1,IL)
AEQ(2,2) = PLANEQ(2,1L)
AEQ(2,3) = PLANEQ(3,1L)
BEQ(2) = XYZBDY(IL)
END IF
AEQ(3,1) = 1.
AEQ(3,2) = 0.
AEQ(3,3) = O.
BEQ(3) = -(X + 1.)
CALL LINEQS(AEQ,BEQ,XEQ,IERR)
IF (IERR.EQ.1) WRITE(6,*) 'WARNING. DET=O'
X = XEQ(1)
Y1 = XEQ(2)
IF(Y1.EQ.Y) THEN
BEQ(3) = -(X + 1.E30)
CALL LINEQS(AEQ,BEQ,XEQ,IERR)
IF (IERR.EQ.1) WRITE(6,*) ' WARNING. DET = 0.'
Xl = XEQ(1)
Yl = XEQ(2)
END IF
ZI = XEQ(3)
CROSS PRODUCT TO DETERMINE WHETHER UP-X OR DOWN-X IS
COUNTERCLOCKWISE
S(1,1) = X - XIN(1,IPNT)
S(2,1) = Y - XIN(2,1PNT)
S(3,1) = Z - XIN(3,1PNT)
S(1,2) = X - Xl
S(2,2) = Y - Y1
S(3,2) = Z - Z1
CROSS = S(1,2)*S(2,3)-S(2,2) *S(1,3)-S(1, 1)*S (2,3)
1 +S (2,1)*S (1,3)+S (1,1) *S (2,2) -S(2, 1) *S(1,2)
COUNTERCLOCKWISE IS UP-X FOR CROSS LESS THAN 0
IDIR = 0
IF(CROSS.GT.O.) IDIR = 1
FIND THE NEXT POINT
IPNT = INXT
CALL NEXTP(IPNT,INXT, IL,INL,IDIR)
CEQ
CEQ
CCC
CCC
CCC
CCC
CC
CC
CC
CC
CC
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HAS A NEXT POINT BEEN FOUND ?
IF(INXT.EQ.O) THEN
POLYGON IS BEING DEFINED OUTSIDE BOX
IF(IPN.GT.4) WRITE(6,*) 'WARNING: POLYGON GOING
1 ,'OUTSIDE BOX.',IP, (IPOLY(II,IP),11=2,1PN)
GOTO 55
END IF
ADD THIS POINT TO POLYGON DEFINITION
IPOLY(IPN,IP) = INXT
IL = INL
IPN = IPN + 1
HAS THE POLYGON BEEN CLOSED ?
IF(INL.EQ.ILO.OR.IPN.EQ.8) GOTO 90
CONTINUE FINDING POINTS DEFINING POLYGON
GOTO 85
CONTINUE
REJECT POLYGON IF IT STUTTERS
IF (IPOLY(4,1P).EQ.IPOLY(2,1P)) GOTO 55
ELSE SAVE IT
IPOLY(1,IP) = IPN - 2
CALCULATE POLYGON AREA
AND STORE APPROXIMATE BAECHER MODEL REPRESENTAT
PAREA = 0.
XCG = 0.
YCG = O.
ZCG = 0.
1 = IPOLY(2,IP)
DO 95 J = 3,IPOLY(1,IP)
J1 = J+1
12 = IPOLY(J,IP)
13 = IPOLY(J1,IP)
TAREA = TRAREA(I1,12,13)
XCG = XCG + (TAREA/3.)*(XIN(,I1)+XIN(1,12)+XIN
YCG = YCG + (TAREA/3.)*(XIN(2,11)+XIN(2,12)+XIN
ZCG = ZCG + (TAREA/3.)*(XIN(3,11)+XIN(3,12)+XIN
PAREA = PAREA + TAREA
CIRCS(1,IP) = XCG/PAREA
CIRCS(2,1P) = YCG/PAREA
CIRCS(3,IP) = ZCG/PAREA
CIRCS(4,1P) = SQRT (PAREA/PI)
ISEGS(IP) = I
SAREA = SAREA + PAREA
SAREAS = SAREAS + PAREA**2
IPOLY(IPN,IP) = PAREA
WRITE (6,1001) IP, (IPOLY(II,IP),II=1,IPN)
DO 4000 IBURP = 1,IPN-2
IFART = IPOLY(IBURP+1,IP)
WRITE (6,4001) (XIN(IPUKE,IFART),IPUKE=1,3)
FORMAT (3F 10.5)
CONTINUE
cc
CC
cc
cc
CC
90
cc
cc
cc
cc
95
cc
CC
cc
CC
4001
4000
ION
(1, 13))
(2,13))
(3,13))
I
833
FORMAT(1X,415,719)
IP = IP + 1
IF(SAREA/AREAP.LT.PERS) THEN
CONTINUE DEFINING POLYGONS ON THIS PLANE
GOTO 55
END IF
STORE THESE POLYGONS IN XINTS AND IXNTS
DO 75 J = IPI,IP-1
DO 75 J = 2,IPOLY(1,J)+l
J2 = IPOLY(Jl,J)
AI=NINT (XIN (1,J2)) *1 .E6+NINT (XIN(2,J2)) *1 .E3+NINT(XIN(3,J2))
I1 = MIN(I,IXN(1,J2),IXN(2,J2))
13 = MAX (I,I XN (1,J2),I XN (2,J2))
12 = I+IXN(1,J2)+IXN(2,J2)-il-13
DO 70 K = 1,NINTS
AJ=NINT(XINTS (1,K))*.E6+NINT(XINTS(2,K))* .E3+NINT(XINTS(3,K))
IF(II.EQ. IXNTS (1,K) .AND. 12.EQ. IXNTS (2,K) .AND.
1 13.EQ.IXNTS(3,K)) THEN
THIS POINT IS ALREADY DEFINED IN XINTS
IPOLY(J1,J) = K
GOTO 75
END IF
CONTINUE
ADD THIS POINT TO XINTS AND IPOLY
NINTS = NINTS+l
XINTS(1,NINTS) = XIN(1,J2)
XINTS(2,NINTS) = XIN(2,J2)
XINTS(3,NINTS) = XIN(3,J2)
IXNTS(1,NINTS) = I1
IXNTS(2,NINTS) = 12
IXNTS(3,NINTS) = 13
IPOLY(J1,J) = NINTS
CONTINUE
CALCULATE AND CHECK PERSISTENCE MEASURES FOR THIS SET
ILIN = ILIN + 1
PMEAS(1) = (IP - DNSEG)/AREA
PMEAS (2) = PMEAS(2) + SAREA/AREA
PMEAS(3) = PMEAS(2)/AREAR
PMEAS(4) = PMEAS(4) + SAREAS/AREA
PMEAS(5) = PMEAS(2)**(1.5) * AREA**(0.5)
IF(PMEAS(IPSET(ISET)).GE.PSET(ISET)) GOTO 110
ON TO THE NEXT PLANE
CONTINUE
UH-OH WE HAVE NOT REACHED THE DESIRED PSET WITHIN THE NUMBER
OF PLANES ALLOWED BY NL(2,1SET)
DNLIN = NL(2,ISET)+l-NL(1,ISET)
I = -1
WRITE(6,*) ' WARNING: SET ',ISET,' NEVER REACHED PSET'
1 , ' WITHIN ',DNLIN,' LINES'
CONTINUE
1001
CC
CC
CC
CC
CC
70
CC
75
CC
CC
100
CCC
CCC
110
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PRINT OUT POLYGONS
DO 109 J = DNSEG,IP-1
N = IPOLY(l,J) +2
WRITE(6,1002) J,(IPOLY(JJ,J),JJ=1,N)
CONTINUE
FORMAT (717)
SUMMARIZE STATISTICS FOR THIS SET
DNSEG = IP - DNSEG
DNLIN = I + 1 - NL(1,ISET)
AVSEG = PMEAS(2)*AREA/DNSEG
SDSEG = SQRT(PMEAS(4) *AREA/DNSEG-AVSEG**2)
WRITE(6,1009) ISET,(PMEAS(I),I11=1,5)
1 ,DNLIN,DNSEG,AVSEG,SDSEG
FORMAT(/' SET NUMBER ',15
1 /' PERSISTENCE(1) PERSISTENCE(2) PERSISTENCE(3) ',
2 ' PERSISTENCE(4) PERSISTENCE(5) '/5(1X,1PE13.4)/
3 ' NO. LINES NO. SEGS AV. SEG SD. SEG'/
4 OPF7.0,F9.0,2F10.5)
DNSEG = IP
ON TO THE NEXT SET
CONTINUE
NSEGN = IP - 1
NLINN = ILIN - 1
RETURN
END
FUNCTION TRAREA(I,J,K)
SUBROUTINE TO CALCULATE AREA OF TRIANGLE
COMMON/DINX3C/ XIN(3,5000), IXN(2,5000)
A = SQRT( (XIN(1,I)-XIN(1,J))**2 + (XIN(2,1)-XIN(2
1 + (XIN(3,I)-XIN(3,J))**2 )
B = SQRT( (XIN(l,I)-XIN(1,K))**2 + (XIN(2,1)-XIN(2
1 + (XIN(3,I)-XIN(3,K))**2 )
C = SQRT( (XIN(1,K)-XIN(l,J))**2 + (XIN(2,K)-XIN(2
1 + (XIN(3,K)-XIN(3,J))**2 )
S = 0.5*(A + B + C)
TRAREA = SQRT( S*(S-A)*(S-B)*(S-C))
RETURN
END
FUNCTION NEXTP(IPNT,INXT,IL,INL,IDIR)
COMMON/DINX3C/ XIN(3,5000),IXN(2,5000)
INCLUDE 'RASHI/LIST'
FIND NEXT POINT FROM IPNT ON LINE IL
IN DIRECTION UP-X (IDIR = O) OR DOWNX (IDIR = 1)
INXT = 0
IF(IDIR.EQ.O) THEN
X = 999999.
DO 10 I = ISEGR(l,IL),ISEGR(2,IL)
IS THIS POINT UP-X BUT CLOSER TO IPNT ?
IF(XIN(1,I).LT.X.AND.XIN(1,I).GT.XIN(1,IPNT)) THEN
,J) ) **2
,K) ) **2
,J) ) **2
CCC
CC
CC
CC
109
1002
CC
1009
cc
200
CC
CCC
CC
CC
CC
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X = XIN(l,I)
INXT = I
END IF
10 CONTINUE
ELSE
X = -999999.
DO 20 1 = ISEGR(1,IL),ISEGR(2,IL)
.CC IS THIS POINT DOWN-X BUT CLOSER TO IPNT ?
IF(XIN(1,l).GT.X.AND.XIN(, I) .LT.XIN(1,IPNT)) THEN
X = XIN(1,I)
INXT = I
END IF
20 CONTINUE
END IF
CC HAS A NEXT POINT BEEN FOUND ? - SET NEXT LINE
INL = O0
IF(INXT.NE.O) INL = IXN(2,INXT)
IF(INL.EQ.IL) INL = IXN(1,INXT)
RETURN
END
FUNCTION PLAREA(INT)
CCC
CCCC SUBROUTINE TO DETERMINE THE AREA OF THE PORTION OF A
CCCC PLANE WHICH INTERSECTS A BOX. THE NUMBER OF EDGES
CCCC OF BOX INTERSECTED BY THE PLANE IS INT-1. VERTICES OF
CCCC POLYGON INSIDE BOX ARE STORED IN XIN(1,1) TO XIN(2,1N)
CCC
COMMON/DINX3C/ XIN(3,5000),1 IXN(2,5000)
IN = INT-1
II = IXN(1,1)
K=2
J= 1
DO WHILE(J.LT.IN)
J = J+1
CCC EACH PLANE IS INTERSECTED EXACTLY TWICE IF AT ALL
IF( IXN(1,J).EQ.II) THEN
II = IXN(1,K)
JJ = IXN(2,K)
X = XIN(1,K)
Y = XIN(2,K)
Z = XIN(3,K)
IXN(1,K) = IXN(1,J)
IXN(2,K) = IXN(2,J)
XIN(1,K) = XIN(1,J)
XIN(2,K) = XIN(2,J)
XIN(3,K) = XIN(3,J)
IXN(1,J) = II
IXN(2,J) = JJ
XIN(1,J) = X
XIN(2,J) = Y
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XIN(3,J) = Z
THE NEW SIDE IS IXN(2,K)
II = IXN(2,K)
THE NEW INT TO BE SORTED
K = K+1
J -K
ELSE IF( IXN(2,J).EQ.II)
II = IXN(1,K)
JJ = IXN(2,K)
X = XIN(1,K)
Y = XIN(2,K)
Z = XIN(3,K)
IXN(1,K) = IXN(1,J)
IXN(2,K) = IXN(2,J)
XIN(1,K) = XIN(1,J)
XIN(2,K) = XIN(2,J)
XIN(3,K) = XIN(3,J)
IXN(1,J) = II
IXN(2,J) = JJ
XIN(1,J) = X
XIN(2,J) = Y
XIN(3,J) = Z
THE NEW SIDE IS IXN(2,K)
II = IXN(1,K)
THE NEW INT TO BE SORTED
K = K+1
J=K
END IF
END DO
CONTINUE
NOW CALCULATE AREA
PLAREA = O.
IS K
THEN
IS K
J = 1
DO 20 J1 = 2,INT-2
J2 = J1 + 1
PLAREA = PLAREA+TRAREA(J,J1,J2)
CONTINUE
RETURN
END
SUBROUTINE LINEQS( A,B,X,IERR )
DIMENSION X(3),A(3,3),B(3), T(3,3),D(4)
THIS SUBROUTINE CALCULATES THE ROOTS OF
THREE SIMULTANEOUS LINEAR EQUATIONS IN 3 UNKNOWNS
IERR = 0.
INITIALIZE TEMPORARY MATRIX T
DO 10 11 = 1,4
DO 20 1 = 1,3
DO 20 J = 1,3
T(I,J) = A(I,J)
CCC
CCC
CCC
CCC
10
CCC
20
CCC
CCC
C
CCC
20
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SUBSTITUTE IN THE APPROPRIATE ROW FROM B
AX=B
IF (II.EQ.4) GOTO 30
T(1, II) = B(1)
T(2,11) = B(2)
T(3,11) = B(3)
CONTINUE
CALCULATE DETERMINATES D
D(11) = T(1,1)*(T(2,2)*T(3,3)-T
1 T(1,2)*(T(2,1)*T(3,3) -T
2 T(1,3) *(T(2,1)*T(3,2)-T
CONTI
CHECK
IF( 
WE IN
WRITE
X (1)
X(2)
x(3)
I ERR
ELSE
x(1)
X(2)
x(3)
END
RETUF
END
(2,3)*T(3,2)) -
(2,3)*T(3, 1)) +
(2,2)*T (3, 1))
NUE
K TO MAKE SURE DETERMINATE IS NOT ZEI
D(4).EQ.O) THEN
HEAP BIG TROUBLE
E(6,*) ' ERROR : ZERO DETERMINANT '
= 0.
= 0.
= 0.
= 1.
= D
= D
= D
IF
RN
RO
(1)/D (4)
(2)/D (4)
(3)/D (4)
CCC
CCC
C
30
CCC
10
CCC
CCC
843
SUBROUTINE SAM(NLINN,NSEGN,NINT)
CCC
CCCCC THIS SUBROUTINE CALCULATES INTERSECTIONS AND
CCCCC SAMPLE STATISTICS (RQD, AVERAGE SPACING) FOR NETWORK
CCC
INCLUDE 'RASHI/LIST'
CCC
ILIN = NLINN +1
ISEG NSEGN +1
CCC
CCC
CCCCCC SET UP SAMPLE LINES
CCC
DO 35 1 = 1,NSMPL
CCC AVOID PERFECTLY VERTICAL OR HORIZONTAL LINES
IF(SMPL(1, I).EQ.SMPL(3,1)) SMPL(3,1I)=(SMPL(3,1)+1.E-5)*1.00001
IF(SMPL(2,I).EQ.SMPL(4,1)) SMPL(4,1)-(SMPL(4,1)+1.E-5)*1.00001
PLANEQ(2,ILIN) - (SMPL(4,1)-SMPL(2,1))/(SMPL(3,1)-SMPL(I,I))
PLANEQ(1,ILIN) = SMPL(2,1)-PLANEQ(2,ILIN)*SMPL(l,)1,1)
CCC SAMPLING LINES ARE DEFINED WITH A WIDTH OF 1 UNIT
SEGS(I,ISEG) = SMPL(1,1)-0.5
SEGS(2,ISEG) SMPL(3,1)+0.5
ISEGS(ISEG) - ILIN
ISEGR(1,ILIN) = ISEG
ISEGR(2,ILIN) ISEG
ILIN = ILIN+1
ISEG = ISEG+1
35 CONTINUE
CCCCCC NSEGT AND NLINT ARE TOTAL NUMBER OF SEGMENTS AND LINES RESPECTIVELY
NLINT ILIN -1
NSEGT ISEG -1
CCC
CCCCCC CALCULATE SEGMENT INTERSECTIONS
CCC
INTS = 1
XBOTT = XBOT + 0.001
XTOPP XTOP - 0.001
DO 50 1 = 1,NSEGN
1 = ISEGS(I)
CCC CREATE INTERSECTIONS WITH TOP AND BOTTOM X
IF(SEGS(1,l).LE.XBOTT) THEN
XINTS(1,INTS) = XBOT
XINTS(2,INTS) = PLANEQ(1,11)+XBOT*PLANEQ(2,11)
IXNTS(I,INTS) I
IXNTS(2,INTS) = -1
INTS = INTS + 1
END IF
IF(SEGS(2, I).GE.XTOPP) THEN
XINTS(I,INTS) = XTOP
XINTS(2,INTS) - PLANEQ(1,I )+XTOP*PLANEQ(2,11)
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IXNTS(1,INTS) = I
IXNTS(2,INTS) = -2
INTS = INTS + 1
END IF
CCCCC INTERSECT LINES WITH HIGHER LINE NOS TO AVOID DUPLCIATION
IP1 = 1+1
DO 50 J = IP1,NSEGN
J1 = ISEGS(J)
IF(PLANEQ(2,11).EQ.PLANEQ(2,Jl))GOTO 50
X = (PLANEQ(1, I 1)-PLANEQ(1,J1))/(PLANEQ(2,J1)-PLANEQ(2, 1 1))
CCC CHECK WHETHER INTERSECTION IS WITHING SEGMENT
IF(X.GE.SEGS(1,l).AND.X.LE.SEGS(2,1)) THEN
IF(X.GE.SEGS(1,J).AND.X.LE.SEGS(2,J)) THEN
CCC SAVE THIS INTERSECTION
XINTS(1,INTS) = X
XINTS(2,INTS) = PLANEQ(1,Jl)+PLANEQ(2,Jl)*X
IXNTS(2,INTS) = I
IXNTS(1,INTS) = J
C Write(6,*) ' ints ',ints,x,xints(2,ints),ii,jj,i,j
ints = ints+l
END IF
END IF
50 CONTINUE
NINT = INTS-1
WRITE(6,*) ' THE NUMBER OF INTERSECTIONS IS',NINT
CONN1 = NINT/((XTOP-XBOT)*(ZTOP-ZBOT))
WRITE(6,*) ' CONNECTIVITY MEASURE C1 IS ',CONN1
CCC
CCCCCC CALCULATE BOREHOLE INTERSECTIONS AND SPACING FOR RQD
NSEGNN = NSEGN+1
NINT1 = NINT+1
DO 80 I = NSEGNN,NSEGT
ISMPL = I-NSEGN
INTS = NINT1
11 = ISEGS(I)
CCC INTERSECT BOREHOLES WITH ALL SEGMENTS
DO 60 J = 1,NSEGN
J1 = ISEGS(J)
IF(PLANEQ(2,11).EQ.PLANEQ(2,Jl))GOTO 60
X = (PLANEQ(1, I 1)-PLANEQ(I,Jl))/(PLANEQ(2,Jl)-PLANEQ(2,11))
CCC CHECK WHETHER INTERSECTION IS WITHING SEGMENT
IF(X.GE.SEGS(1,J).AND.X.LE.SEGS(2,J)) THEN
IF(X.GE.SEGS(1,l).AND.X.LE.SEGS(2,1)) THEN
Y = PLANEQ(1,11)+X*PLANEQ(2,11)
IF(Y.GE.SMPL(4,1ISMPL).AND.Y.LE.SMPL(2,1ISMPL)) THEN
CCC SAVE THIS INTERSECTION
XINTS(1,INTS) = X
XINTS(2,INTS) = PLANEQ(1,11) +PLANEQ(2,11)*X
INTS = INTS +1
END IF
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END IF
END IF
60 CONTINUE
CCC
NINTT = INTS 
-1
CCC SORT INTERSECTIONS
DO 70 J = NINTI,NINTT
J1 = J+I
DO 70 JJ = J1,NINTT
IF(XINTS (1, JJ) .LT.XINTS (1,J))THEN
CC SWITCH INTERSECTIONS
X1 = XINTS(1,J)
Z1 = XINTS(2,J)
XINTS(1,J) = XINTS (1,JJ)
XINTS(2,J) = XINTS(2,JJ)
XINTS(1,JJ)= Xl
XINTS(2,JJ)= Z1
END IF
70 CONTINUE
CCC CALCULATE RQD,FRACTURE FREQUENCY
SUM = 
X1 = SEGS(1,I) + 0.5
X2 = PLANEQ(1, ISEGS(I))+PLANEQ(2,ISEGS(I))*X1
DO 90 J NINT1,NINTT
DELTA = SQRT((XINTS(1,J)-X1)**2+(XINTS(2,J)-X2) 
**2 )C Write(6,*) ' delta ', i,j,xl,x2,xints(1,j),xints(2,j)
IF(DELTA.GT.O. 1) SUM = SUM + DELTA
X1 = XINTS(1,J)
X2 = XINTS(2,J)
90 CONTINUE
X = SEGS(2,1) 
-0.5
Z = PLANEQ(, ISEGS(I))+PLANEQ(2,ISEGS(I))*X
DELTA = SQRT((X-Xl) **2+ (Z-X2) **2)
IF(DELTA.GT.O.1) SUM = SUM+DELTA
RQD = 100.*SUM / SMPL(7,ISMPL)
FRFREQ = (NINTT-NINT)/SMPL(7,ISMPL)
WRITE(6,1006) ISMPL,RQD,FRFREQ
1006 FORMAT(' I = ',14,' RQD = ',F8.3,' FRACTURE FREQUENCY = ',F10.5)
80 CONTINUE
CCCW IF(.NOT.LMESH) GOTO 300
CCCW OPEN(4,FILE='JTEMP.TMP',STATUS='NEW' 
,FORM= 'FORMATTED')
1000 FORMAT(lX,15,A70)
CCCW WRITE(4,1000) NMODEL,TITLE(1:50)
CCCW DO 299 1 = 1,NSEGN
CCCW ILIN = ISEGS(I)
CCCW A = PLANEQ(1,ILIN)
CCCW B = PLANEQ(2,ILIN)
CCCW ZI = A + B*SEGS(1,I)
CCCW Z2 = A + B*SEGS(2,1)
CC299 WRITE(4,1020) 1,SEGS(1,I),Zl,SEGS(2,I),Z2
846
1020 FORMAT(15,4F10.5)
CCCW CLOSE (4)
300 CONTINUE
RETURN
END
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SUBROUTINE SAM3(NLINN,NSEGN,NINT)
CCC
CCC THIS SUBROUTINE CALCULATES INTERSECTIONS AND
CCC SAMPLE STATISTICS (RQD, AVERAGE SPACING) FOR
CCC THREE DIMENSIONAL MODELS
C
INCLUDE 'RASHI/LIST'
LOGICAL LB,LE
IF(NMODEL.EQ.2) THEN
CC BAECHER (MODEL 2)
CC
CC ADD XBOT AND XTOP PLANES FOR INTERSECTIONS
NBDY = 0
NTOT = NSEGN + 1
PLANEQ(1,NTOT) = 1.E5
PLANEQ(2,NTOT) = -l.EO
PLANEQ(3,NTOT) = -XBOT*1.E5
CIRCS(1,NTOT) = XBOT
CIRCS(2,NTOT) = (YBOT+YTOP)/2.
CIRCS(3,NTOT) = (ZBOT+ZTOP)/2.
CIRCS(4,NTOT) = O.707*(XTOP-XBOT)
NTOT = NTOT + 1
PLANEQ(1,NTOT) = I.E5
PLANEQ(2,NTOT) = 1.EO
PLANEQ(3,NTOT) = -XTOP*1.E5
CIRCS(1,NTOT) = XTOP
CIRCS(2,NTOT) = (YBOT+YTOP)/2.
CIRCS(3,NTOT) = (ZBOT+ZTOP)/2.
CIRCS(4,NTOT) = 0.707*(XTOP-XBOT)
CC CALCULATE INTERSECTIONS
INTS = 1
DO 10 I = 1,NSEGN
LB = .FALSE.
LE = .FALSE.
ISEGR(1,I) = INTS
Al = PLANEQ(1,l)
B1 = PLANEQ(2,1)
C1 = PLANEQ(3,1)
XC1 = CIRCS(l1,)
YC1 = CIRCS(2,1)
ZC1 = CIRCS(3,I)
RC1 = CIRCS(4,I)
DO 10 J = 1,NTOT
IF(I.EQ.J) GOTO 10
C PATCH FOR XTOP BOUNDARY
IF (J.EQ.NTOT) THEN
C CALCULATE INTERSECTION BETWEEN XTOP AND SPHERE OF JOINT
R2P = RC1**2-(XTOP-XC1)**2
IF(R2P.LE.O) GOTO 10
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C CALCULATE INTERSECTION BETWEEN CIRCLE AT XTOP AND
C PLANE OF JOINT
AA B1**2 + 1
BB = 2.*Bl*(AI*XTOP+C1-ZCI) - 2.*YC1
BB2 = BB**2
CC (A1*XTOP +C1 -ZC1)**2 +YC1**2 -R2P
FAACC = BB2 - 4.*AA*CC
CC IF FAACC IS LT O, PLANE OF JOINT DOESNT INTERSECT
IF(FAACC.LE.O.) GOTO 10
YI = (-BB - SQRT(FAACC))/(2.*AA)
Y2 = (-BB + SQRT(FAACC))/(2.*AA)
XINTS(1,INTS) = XTOP-.O1
XINTS(2,INTS) = Y1
XINTS(3,INTS) = A1*XTOP + B1*YTOP + C1
IXNTS(1,INTS) = I
IXNTS(2,INTS) = -2
INTS = INTS + 1
XINTS(1,INTS) = XTOP
XINTS(2,INTS) = Y2
XINTS(3,INTS) = A1*XTOP + B*YTOP + C1
IXNTS(1,INTS) = I
IXNTS(2,INTS) = -2
FAACC = -9999.
ELSE
CCC NOT INTERSECTION WITH XTOP
A2 = PLANEQ(1,J)
82 = PLANEQ(2,J)
C2 = PLANEQ(3,J)
D = (A1-A2)/(B2-B1)
E = (C1-C2)/(B2-B1)
F = A1 + B1*D
G = C1 + B1*E
AA = 1 + D**2 + F**2
BB = 2.*(-XC1 + D*(E-YC1) + F*(G-ZC1))
882 = BB**2
CC = XC1**2 + (E-YCI)**2 + (G-ZC1)**2 -RCI**2
FAACC = 4.*AA*CC
IF(FAACC.GE.BB2) GOTO 10
CC ELSE, THERE IS AN INTERSECTION BETWEEN DISK I AND
CC PLANE I,J INTERSECTION LINE
SQT = SQRT ( BB2 - FAACC )
X1 = (-BB -SQT)/(2.*AA)
X2 = (-BB +SQT)/(2.*AA)
XC = CIRCS(1,J)
YC = CIRCS(2,J)
ZC = CIRCS(3,J)
RC = CIRCS(4,J)
F = A2 + B2*D
G = C2 + B2*E
AA = 1 + D**2 + F**2
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BB = 2.*(-XC + D*(E-YC) + F*(G-ZC))
BB2 = BB**2
CC = XC**2 + (E-YC)**2 + (G-ZC)**2 -RC**2
FAACC = 4.*AA*CC
IF(FAACC.GE.BB2) GOTO 10
CC ELSE, THERE IS AN INTERSECTION BETWEEN DISK J AND
CC PLANE I,J INTERSECTION LINE
SQT = SQRT ( BB2 - FAACC )
X = (-BB -SQT)/(2.*AA)
X1 = MAX(X1,X)
X - (-BB +SQT)/(2.*AA)
X2 = MIN(X2,X)
CCC DO THESE POINTS OVERLAP TO FORM A LINE SEGMENT ?
IF(X1.GT.X2) GOTO 10
IF(X2-XC1.GT.RC1.OR.X2-XC.GT.RC) GOTO 10
IF (J.LE.NSEGN) THEN
IF (X1l.LE.XBOT+.O1.AND.X2.GE.XBOT) LB = .TRUE.
IF (X2.GE.XTOP-.O1.AND.Xl.LE.XTOP) LE = .TRUE.
ELSE IF (J.EQ.NSEGN+I) THEN
IF (LB) GOTO 10
ELSE IF (J.EQ.NSEGN+2) THEN
IF (LE) GOTO 10
END IF
END IF
CCC ELSE SAVE THIS INTERSECTION
IF(J.GT.I) THEN
CCC THE FOLLOWING FLAG INDICATES AN INTERSECTION WITH XTOP
CCC WHICH HAS ALREADY BEEN DEFINED
IF(FAACC.NE.-9999.) THEN
XINTS(1,INTS) = XI
XINTS(2,INTS) = D*X + E
XINTS(3,INTS) = Al*X1 + Bl*XINTS(2,INTS) + Cl
IXNTS(1,INTS) = I
IXNTS(2, INTS) = J
INTS = INTS + 1
XINTS(l,INTS) = X2
XINTS(2,INTS) = D*X2 + E
XINTS(3,INTS) = A1*X2 + B1*XINTS(2,INTS) + C1
IXNTS(1,INTS) = I
IXNTS(2,INTS) = J
END IF
ISEGR(2,I) = INTS
CCC IS THIS AN INTERSECTION WITH BOUNDARY
IF(J.GT.NSEGN) THEN
NBDY = NBDY + 
IF(J.EQ.NTOT) THEN
IXNTS(2,INTS-1)= -2
IXNTS(2,1NTS) = -2
ELSE
IXNTS(2,1NTS) = -1
Z50
IXNTS(2,INTS-1) - -1
END IF
END IF
INTS INTS + 1
ELSE
THIS INTERSECTION HAS ALREADY BEEN SAVED: FIND
REFERENCE TO IT AND SET XINTS(1,INTS)-K, (2,=-9999.
DO 15 K - ISEGR(1,J),ISEGR(2,J)
IF(IXNTS(1,K).EQ.J) THEN
IXNTS(1, INTS)=l
IXNTS (2, INTS)-J
XINTS (1, INTS)-K
XINTS(2, INTS) =-9999.
INTS = INTS+1
IXNTS(1, INTS)=I
IXNTS (2, INTS)=J
XINTS (1, INTS)=K
XINTS(2, INTS) -- 9999.
ISEGR(2,1) = INTS
INTS=INTS + 1
GOTO 10
END IF
CONTINUE
WRITE(6,*) ' DIDNT DOUBLE FIND DISK INTERSECTION '
STOP ' NO DOUBLE FIND INT
END IF
CONTINUE
ELSE
DERSHOWITZ (MODEL 4)
CALCULATE INTERSECTIONS
INTS = 1
DO 20 1 = 1,NSEGN-1
IP = IPOLY(IPOLY(1,l)+1,I)*1000
DO 20 11 = 2,1POLY(1,I)+1
Al = IPOLY(I1,I) + IP
A12 = IP/1000 + IPOLY(11,I)*1000
IP = IPOLY(1,I)*1000
COMPARE THIS POLYGON TO OTHERS
DO 30 J = I+1,NSEGN
JP = IPOLY(IPOLY(,J)+1,J),J)*1000
DO 30 J1 = 2,IPOLY(1,J)+l
AJ = IPOLY(J1,J) + JP
JP = IPOLY(J1,J) * 1000
IF (AJ.EQ.AI.OR.AJ.EQ.AI2) THEN
THESE POLYGONS ARE CONNECTED
IXNTS(1,INTS) = I
IXNTS(2,INTS) = J
INTS = INTS + 1
END IF
CONTINUE
CCC
CCC
15
10
CC
CC
CC
CC
30
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20 CONTINUE
END IF
NINT = INTS - 1
CINT = NINT
CC FOR BAECHER MODEL INTERSECTIONS ARE FOUND TWICE, AND
CC EACH INTERSECTION CONTAINS TWO POINTS SO CINT=CINT/4
IF(NMODEL.EQ.2) CINT = (CINT-2.*NBDY)/4 + NBDY
CONNI = CINT/((XTOP-XBOT) * (YTOP-YBOT)* (ZTOP-ZBOT))
WRITE(6,*) ' THE NUMBER OF INTERSECTIONS IS ',CINT
, ' CONNECTIVITY MEASURE 1 IS ', CONNI
IF(NMODEL.EQ.2) WRITE(6,*) ' NO. OF INTERSECTIONS WITH X'
1, 'BOT AND XTOP BOUNDARIES -',NBDY
CC
CCC NO SAMPLING LINES IMPLIMENTED IN 3-D : USE 2-0 MODEL IN TRACE
C
RETURN
END
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SUBROUTINE CONEM(NLINN,NSEGN,NINTS,NUSE)
C
CCCC SUBROUTINE TO CALCULATE 2-D CONNECTIVITY MEASURES
C
INCLUDE 'RASHI/LIST'
CC
CCC ISEG(IS)= -1 WHEN SEGMENT IS IS COMPLETELY SEARCHED
CCC IWRK(I) CONTAINS INDEX OF LAST SEGMNT OF NETWORK I IN INET
CCC ISET(INT) CONTAINS FLAG -1 WHEN INT HAS BEEN ADDED TO A NETWORK
CCC INUT(IN) CONTAINS INTERSECTION NO.S FOR NETWORKS
CCC INET(IN) CONTAINS SEGMENT NO.S FOR NETWORKS
C
CCC ICNT(I) IS THE NUMBER OF SEGMENTS IN NETWORK I
CCC CDST(I) IS THE TOTAL JOINT LENGTH OF NETWORK I
CCC XDST(I) IS THE RESULTANT JOINT LENGTH OF NETWORK I
C
DIMENSION ISEG(NSEGX), ISET(NINTX),ICNT(NWRKX)
1 ,XDST(NWRKX) ,CDST(NWRKX) ,ADST(NWRKX)
2 ,ISEZ(-2:NSEGX)
DIMENSION IADST(10), IXDST(10), ICDST(10)
1 ,IXBIS(1O),ICBIS(10)
CCC ZERO OUT ALL IMPORTANT ARRAYS
NWRKZ = 500
DO 5 1 = 1,NWRKZ
IWRK(I) =0
ICNT(I) = 0
CDST(I) = 0
XDST(I) = 0
ADST(I) = 0
5 CONTINUE
DO 6 1 = 1,10
IXDST(I) = 0
IADST(I) = 0
IXBIS(I) = 0
ICBIS(I) = 0
6 ICDST(I) = 0
DO 7 1 = 1,NINTZ
7 ISET(I) = 0.
IWS = 0
IBIS = 0
IWX = 0
WBAR = 0.
WSD = 0.
XDBAR = 0.
XDSD = 0.
CDBAR = 0.
CDSD = 0.
DO 8 1 = 1,NSEGN
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ISEZ(I) = 0
8 ISEG(I) - 1
ISEZ(-2) - 0
ISEZ(-1) = 0
ISTEP 1
NINTT = NINTS
CC
CC FOR 3-D BAECHER MODEL, SKIP EVERY OTHER POINT, AS IT
CC TAKES 2 POINTS TO DEFINE AN INTERSECTION (ISTEP=2).
CC ALSO, IGNORE INTERSECTIONS WHICH HAVE BEEN DEFINED
CC TWICE FOR NODE NUMBERING CONVENIENCE (XINTS=-9999.)
IF(NMODEL.EQ.2.AND.LTHRED) THEN
ISTEP = 2
DO 9 I = 1,NINTS
IF(XINTS(2,I).NE.-9999.) GOTO 9
ISET(I) - -1
NINTT = NINTT-1
9 CONTINUE
END IF
IW 1i
IN = 1
NUSE = 1
CCC INUT,INET DO NOT NEED TO BE INITIALIZED
DO 40 I=I,NINTS,ISTEP
IF (ISET(I).NE.-1.AND.IXNTS(2,I).GT.O) THEN
IL = IN
INET(IN) IXNTS(1,1)
ISEZ(IXNTS(1,l)) = -1
INUT(IN) = I
ISET(I) = -1
IN = IN + 1
INET(IN) = IXNTS(2,1)
ISEZ(IXNTS(2,1)) = -1
INUT(IN) = I
IN = IN + 1
DO WHILE (IL.LT.IN)
IF (INET(IL).LT.O) THEN
IL = IL + 1
ELSE
DO 20 J=1,NINTS,ISTEP
IF (ISET(J).NE.-1) THEN
IF (IXNTS(1,J).EQ.INET(IL)) THEN
IF (ISEZ(IXNTS(2,J)).NE.-1) THEN
INET(IN) = IXNTS(2,J)
ISEZ(IXNTS(2,J)) = -1
INUT(IN) = J
ISET(J) = -1
IN = IN + 1
ELSE
INET(IN) = -3
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INUT(IN) = J
ISET(J) = -1
IN = IN + 1
END IF
ELSE IF (IXNTS(2,J).EQ.INET(IL)) THEN
IF (ISEZ(IXNTS(1,J)).NE.-l) THEN
INET(IN) = IXNTS(1,J)
ISEZ(IXNTS(1,J)) = -1
INUT(IN) = J
ISET(J) = -1
IN = IN + 1
ELSE
INET(IN) = -3
INUT(IN) = J
ISET(J) = -1
IN = IN + 1
END IF
END IF
END IF
20 CONTINUE
IL = IL + 1
END IF
END DO
IWRK(IW) = IN - 1
IW = IW + 1
END IF
40 CONTINUE
CCC TOTAL NUMBER OF NETWORKS
IW = IW -1
CCC
CCCC CALCULATE CONNECTIVITY MEASURES
CCC
C NUMBER OF NETWORKS FROM START TO FINISH
CCC SEARCH THROUGH NETWORKS FOR THOSE CONTAINING SEGS WITH ISEG 1000 &100
IL = 1
CC IWX IS THE NUMBER OF COMPLETE NETWORKS
IWX = 0
DO 70 1 = 1,IW
IN = IWRK(I)
CCC AOK1 AND AOK2 ARE SET IF BOUNDARYS ARE ENCOUNTERED IN NETWORK
AOK1 = 0
AOK2 = 0
XMIN = 99999.
XMAX =-99999.
DO 60 J = IL,IN
CCC ICNT IS THE NUMBER OF SEGMENTS IN NETWORK
CCC CDST IS THE LENGTH OF SEGMENTS IN NETWORK
IS = INET(J)
IF(IS.LT.O) GOTO 60
ICNT(I) = ICNT(I)+1
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IF(LTHRED) THEN
CCC THREE DIMENSIONAL MODEL
RANGA = (XTOP-XBOT) * (YTOP-YBOT) * (ZTOP-ZBOT)
IF(NMODEL.EQ.2) THEN
CCC BAECHER DISK MODEL
CC FIND MAXIMUM AND MINIMUM X VALUE
A2 PLANEQ(I,IS)**2
B2 PLANEQ(2,IS)**2
CC -1
C2 - CC**2
R2 = CIRCS (4,IS)**2
DZ2 = A2*R2/((B2/CC-CC) **2+A2* (1 .+B2/C2))
DY2 = (B2/C2)*DZ2
DX = SQRT(R2-DY2-DZ2)
Xl = CIRCS(1,IS) - DX
X2 CIRCS(l,IS) + DX
CDST(I) = CDST(I) + 2.*CIRCS(4,1S)
ADST(I) = ADST(I) + PI*R2
ELSE
CCC DERSHOWITZ (MODEL 4) - THREE DIMENSIONAL
CCC POLYGONS ARE DEFINED IN IPOLY(NVERTEX,V,V2..,VN,AREA)
CCC VERTICES ARE DEFINED IN XINTS(l,IS),(2,IS),(3,IS)
X1 = XINTS(l,IPOLY(2,1S))
X2 = XINTS(l, IPOLY(2,IS))
DO 45 IPOL 3,1POLY(1,IS)+l
X1 = AMINI(Xl,XINTS(1,IPOLY(IPOL,IS)))
45 X2 = AMAXI(X2,XINTS(l,IPOLY(IPOL,IS)))
CCC AREA OF N=IPOLY(1,lS) SIDED POLYGON
AREA = IPOLY(IPOLY(1,IS)+2,1IS)
CDST(I) = CDST(I) + 2.*SQRT(AREA/PI)
ADST(I) = ADST(I) + AREA
END IF
CCC TWO DIMENSIONAL
ELSE
Xl = SEGS(l,IS)
X2 = SEGS(2,IS)
B = PLANEQ(2,ISEGS(IS))
CDST(I) = CDST(I) + SQRT((l+B**2)*(X2-Xl)**2)
END IF
CCC FIND MINIMUM AND MAXIMUM X IN NETWORK
XMIN AMINI(XMIN,X1)
XMAX = AMAXI(XMAX,X2)
60 CONTINUE
XDST(I) = XMAX-XMIN
CCC FIND WHETHER THIS NETWORK IS COMPLETE
IF (XMIN.LE.XBOT+.I) AOKl = 1
IF (XMAX.GE.XTOP-.1) AOK2 = 1
IF(AOKI+AOK2.EQ.2.) THEN
CCC THIS IS A COMPLETE TRAVERSE NUMBER OF COMPLETE NETWORKS IWX,
CCC NUMBER OF SEGMENTS IN NETWORKS WITH COMPLETE TRAVERSES IWS
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IWX = IWX + 1
IWS = IWS + ICNT(I)
I USE(NUSE) = I
NUSE = NUSE+1
END IF
IL = IWRK(I) + 1
CONTINUE
NUSE = NUSE -1
CALCULATE MEAN AND SD OF NUMBER OF SEGMENTS IN NETWORKS
WBAR = 0.
RANGX = XTOP-XBOT
RANGA = (XTOP-XBOT) * (YTOP-YBOT) * (ZTOP-ZBOT)
WSD = 0.
DO 80 I = 1,IW
XDBAR = XDBAR + XDST(I)
CDBAR = CDBAR + CDST(I)
XDSD = XDSD + XDST(I)**2
CDSD = CDSD + CDST(I)**2
CALCULATE PDF OF XDST,ADST,CDST
11 = MIN(1O,1+NINT(lO.*XDST(I)/RANGX))
IXDST(II) = IXDST(II) + 1
11 = MIN(1O,1+NINT(1O.*ADST(I)/RANGX))
IADST(II) = IADST(II) + 1
11 = MIN(10,1+NINT(1O.*CDST(I)/RANGX))
ICDST(II) = ICDST(II) + 1
WBAR = WBAR + ICNT(I)
WSD = WSD +(ICNT(I))**2
CALCULATE X-RES AND TOTAL LENGTH OF JOINTS
WHICH ARE NOT PART OF JOINT NETWORKS
DO 90 IS = 1,NSEGN
IF(ISEZ(IS).NE.-1) THEN
IF(.NOT.LTHRED) THEN
TWO DIMENSIONAL JOINTS
B = PLANEQ(2,ISEGS(IS))
TLEN = SQRT((I+B**2)*(SEGS(1,IS)-SEGS(2,1S
XLEN = ABS(SEGS(2,IS)-SEGS(1,IS))
ELSE IF(NMODEL.EQ.2) THEN
BAECHER DISK MODEL
FIND MAXIMUM AND MINIMUM X VALUE
A2 = PLANEQ(1,IS)**2
B2 = PLANEQ(2,IS)**2
CC = -1
C2 = CC**2
R2 = CIRCS (4,IS)**2
DZ2 = A2*R2/((B2/CC-CC) **2+A2*(1.+B2/C2))
DY2 = (B2/C2)*DZ2
DX = SQRT(R2-DY2-DZ2)
X1 = CIRCS(1,IS) - DX
X2 = CIRCS(1,IS) + DX
) ) **2)
70
CC
CCCC
CCC
80
CCC
CCC
CCC
CCC
CC
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XLEN = 2.*DX
TLEN TLEN + 2.*CIRCS (.,IS)
ELSE
CCC DERSHOWITZ (MODEL 4) - THREE DIMENSIONAL
CCC POLYGONS ARE DEFINED IN IPOLY(NVERTEX,V1,V2..,VN,AREA)
CCC VERTICES ARE DEFINED IN XINTS(1,IS),(2,IS),(3,1S)
X1 - XINTS(1,IPOLY(2,IS))
X2 = XINTS(1,IPOLY(2,IS))
DO 95 IPOL - 3,1POLY(1,IS)+l
X1 - AMINI(X1,XINTS(1,IPOLY(IPOL, IS)))
95 X2 = AMAX1(X2,XINTS(l,IPOLY(IPOL,IS)))
XLEN - X2-X1
CCC AREA OF NIPOLY(l,IS) SIDED POLYGON
AREA = IPOLY(IPOLY(1,IS)+2,IS)
TLEN - TLEN + 2.*SQRT(AREA/PI)
END IF
11 MIN(1O,1+NINT(1O.*XLEN/RANGX))
IXBIS(II) = IXBIS(II) + 1
11 MIN(10,1+NINT(10.*TLEN/RANGX))
ICBIS(II) - ICBIS(II) + 1
IBIS IBIS + 1
END IF
90 CONTINUE
CC
CCC CALCULATE CONNECTVITY MEASURE C5
CONN5 - FLOAT(IWS)/FLOAT(NSEGN)
CC
CCC
CC UNITS ARE COLLECTIONS OF INTERCONNECTED JOINTS
CC NETWORKS ARE UNITS OF AT LEAST 2 JOINTS
IU = IW + (NSEGN-WBAR)
UBAR = FLOAT(NSEGN)/FLOAT(IU)
IF(IW.EQ.O) THEN
WBAR=O.
WSD = O.
XDBAR = 0.
CDBAR = 0.
XDSD = 0.
CDSD = 0.
ELSE
WBAR = WBAR/IW
WSD = SQRT(WSD/IW-WBAR**2)
XDBAR = XDBAR/IW
CDBAR = CDBAR/IW
XDSD = SQRT(XDSD/IW-XDBAR**2)
CDSD = SQRT(CDSD/IW-CDBAR**2)
END IF
CC
CCC OUTPUT CONNECTIVITY MEASURES FOR THIS NETWORK
CC
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WRITE (6,*) ' CONNECTIVITY MEASURE C2 IS',CONN5
WRITE(6,1001) NINTT,IW,IWX,IWS,WBAR,WSD,IU,UBAR
1001 FORMAT(//' CONNECTIVITY MEASURES :'/
1 ' NO OF NO OF COMPLETE SEGMENTS IN AVG SEGS SDV SEGS',
2 ' NO. OF AVG SEGS'/
2 ' INTS NETWORKS NETWORKS CMPLT NTWKS IN NETWRK IN NETWRK',
4 ' UNITS IN A UNIT'/
3 X,16,15,110,113,FlO.1,F10.1,16,F10.1//)
WRITE(6,1002) XDBAR,XDSD,CDBAR,CDSD,(IXDST(I),I=1,10),
1 (ICDST(I),I=1,10)
1002 FORMAT(/' -RESULTANT LENGTH X- - - - TOTAL NETWORK LENGTH'/
1 ' AVERAGE STD. DEV. AVERAGE STD.DEV.'/
2 4(F10.3)//' NUMBER OF NETWORKS OF X-RESULTANT OVER '/2X,
3 ' 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% XRANGE '/
4 10(15)//' NUMBER OF NETWORKS WITH TOTAL LENGTH OVER'/2X,
5 ' 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% XRANGE '/
6 1015//)
IF(LTHRED) THEN
WRITE(6,1003) (IADST(J),J=1,10)
1003 FORMAT(' NUMBER OF NETWORKS WITH JOINT AREA ',
1 ' AS A FRACTION OF BOX VOLUME OVER '/
5 ' 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% '/
6 1015)
END IF
CCC CALL CARLOS FOR MONTE CARLO SIMULATION STATISTICS
CCC AND AVERAGED OUTPUT TO FORO08
CALL CARLOS(IBIS,IW,IXDST,ICDST,IXBIS,ICBIS)
RETURN
END
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SUBROUTINE BLOKHED(NSEGN)
C
CCCC SUBROUTINE TO CALCULATE NUMERICAL BLOCK SIZE MEASURES
C
INCLUDE 'RASHI/LIST'
DIMENSION IDST(ll),IVOL(11)
NPTS 2000
CC ZERO OUT ARRAYS AND STATISTICS
DO 3 1 = 1,11
IDST(I) = 0
3 IVOL(I) = 0
SUM = 0
SUM2 0= 
SUM3 = O.
RANGX = (XTOP-XBOT)
RANGY (YTOP-YBOT)
RANGZ = (ZTOP-ZBOT)
CCC TWO-DIMENSIONAL
IF(.NOT.LTHRED) THEN
CCC SIMULATION FROM NPTS SAMPLING POINTS
RANGA = RANGX*RANGZ
NR 3
DO 20 I=1,NPTS
CC SELECT A POINT
5 CALL GGUBS(DSEED,NR,R)
X = RANGX*R(1) + XBOT
Z = RANGZ*R(2) + ZBOT
PHI = 2.*PI*R(3)
SIGN = 1
IF(PHI.GT.PI) SIGN = -1.
B = ATAN(PHI)
A = Z - X*B
CCC LINES ARE DEFINED BY Z = A + B*X
CCC A = PLANEQ(1,I) B=PLANEQ(2,I)
CC
C FIND INTERSECTION WITH CLOSEST SEGMENT IN
C THIS DIRECTION
C
DSTI = 9999.
DO 10 J 1,NSEGN
K = ISEGS(J)
Al = PLANEQ(1,K)
B1 = PLANEQ(2,K)
Xl = (Al-A)/(B-B1)
DX = XI-X
IF( SIGN*DX.LT.O ) GOTO 10
CC ELSE, INTERSECTION IS IN THE RIGHT DIRECTION
C
CC IS INTERSECTION ON AN OPEN SEGMENT
IF(XI.GT.SEGS(1,J).AND.XI.LT.SEGS(2,J)) THEN
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CC IS INTERSECTION THE CLOSEST FOUND YET?
DZ = (AI+Bl*XI) - Z
DST = SQRT(DZ**2 + DX**2)
IF(DST.LT. DST1) DST1=DST
END IF
10 CONTINUE
IF(DST1.EQ.9999) THEN
CC THIS POINT/DIRECTION FOUND NO INTERSECTION WITH
CC SEGMENTS - TRY AGAIN
GOTO 5
END IF
CC PERFORM STATISTICAL ANALYSIS
DST2 = DSTI**2
SUM = SUM+ DSTI
SUM2 = SUM2 + DST2
SUM3 = SUM3 + (DST2**2)
I1 = 1 +NINT(10.*DST1/RANGX)
IF(II.GT.11) 11=11
IDST(II) = IDST(II) + 1
11 = 1+NINT(10.*PI*DST2/RANGA)
IF(II.GT.11) 11=11
IVOL(II) = IVOL(II) + 1
20 CONTINUE
CC
CCC THREE DIMENSIONAL
ELSE
CCC THREE DIMENSIONAL MODEL
CCC NOTE: DERSHO MODELS ARE EVALUATED USING THE
CCC EQUIVALENT BAECHER MODEL STORED IN CIRCS,PLANEQ,ISEG
CC BAECHER MODEL
RANGA = RANGX*RANGY*RANGZ
NR = 6
DO 40 1 = 1,NPTS
DST1 = 9999.
25 CALL GGUBS(DSEED,NR,R)
X = RANGX*R(1) + XBOT
Y = RANGY*R(2) + YBOT
Z = RANGZ*R(3) + ZBOT
CC LINE IS DESCRIBED BY DIRECTION COSINES A,B,C,
C I.E A = COS (ANGLE WITH X AXIS), ETC
CC ANGLES ARE DSTRIBUTED UNIFORMLY OF (-90,90)
A = COS(PI*R (4))
B = COS(PI*R(5))
C = COS(PI*R(6))
CC (X1-X)/A = (Y1-Y)/B = (Z1-Z)/C
CC X = Xl + (A/C) *(Z-Z1) = G +AC*Z
CC Y = Y1 + (B/C)*(Z-Z1) = H +BC*Z
AC = A/C
BC = B/C
G = X -AC*Z
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H Y -BC*Z
DO 30 J = 1,NSEGN
CC INTERSECTION WITH PLANES
CC PLANES ARE DEFINED BY Z = D*X +E*Y +F
IF(NMODEL.EQ.2) THEN
IPLAN -- J
ELSE
CCC EQUIVALENT BAECHER FORMULATION FOR DERSHO MODEL
IPLAN ISEGS(J)
END IF
D PLANEQ(1,IPLAN)
E PLANEQ(2,IPLAN)
F = PLANEQ(3,1PLAN)
ZI = (D*G+E*H+F)/(1.-(D*AC+E*BC))
XI G +AC*Z
YI = H +BC*Z
CC IS INTERSECTION OF PLANES WITHIN CIRCULAR JOINT ?
DR2 = (XI-CIRCS(1,J))**2 + (YI-CIRCS(2,J))**2 +
1 (ZI-CIRCS(3,J))**2
IF(DR2.GT.CIRCS(4,J)**2) GOTO 30
CC ELSE, INTERSECTION IS ON CIRCLE, CALCULATE DSTANCE
DST SQRT( (X-Xl)**2 + (Y-YI)**2 + (Z-ZI)**2 )
IF (DST.LT.DST1) DSTI = DST
30 CONTINUE
CC HAS A CIRCLE INTERSECTION BEEN FOUND
IF(DST1.EQ.9999.) GOTO 25
CC CALCULATE STATISTICS
DST2 = DST1**2
DST3 = DSTI**3
SUM SUM+ DST2
SUM2 SUM2 + DSTI**2
SUM3 = SUM3 + DST3
SUM4 = SUM3 + DST3**2
II = 1 +NINT(1O.*DST1/RANGX)
IF(II .GT.11) I 1=11
IDST(II) = IDST(II) + 
11 = +NINT(PI*1O.*DST2/RANGA)
IF(II.GT.11) Il11
IVOL(II) IVOL(II) + 1
40 CONTINUE
END IF
CC CALCULATE AND OUTPUT BLOCK SIZE STATISTICS
DBAR = SUM/NPTS
DSD = SQRT(SUM2/NPTS 
-DBAR**2)
IF(LTHRED) THEN
VBAR = (4./3.)*PI*SUM3/NPTS
VSD = ((4./3.)*PI)**2/NPTS - VBAR**2
ELSE
VBAR = PI*SUM2/NPTS
VSD = SQRT( PI*PI*SUM3/NPTS - VBAR**2)
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END IF
DO 70 I = 1,11
IDST(I) = IDST(I)*100/NPTS
70 IVOL(I) = IVOL(I)*100/NPTS
WRITE(6,1001) DBAR,DSD,VBAR,VSD,
I (IDST(II),II=1,11),(IVOL(II),Il=1,11)
1001 FORMAT(//' BLOCK SIZE MEASURES:',10X, 'MEAN ST.DEV'/
1 ' B1: DISTANCE TO CLOSEST JOINT ',2F10.3/
2 ' B2: INSCRIBED CIRCLE/SPHERE ',2(1PE10.2)/
3 ' PERCENTAGE OF B1 GREATER THAN X % IF XTOP-XBOT '/
4 ' > 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%'/
5 (11(1PI5))/
6 ' PERCENTAGE OF B2 GREATER THAN X% OF REGION AREA OR VOLUME'/
7 ' > 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%'/
8 (11(1PI5)) )
RETURN
END
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SUBROUTINE CARLOS(NSEGN,I W, IXDST,iCDST,IXBIS,ICBIS)
INCLUDE 'RASHI/LIST'
DIMENSION IXDST(10),ICDST(1O),IXBIS(1O),ICBIS(10)
DIMENSION TXTOT(10) ,TCTOT (10)
DIMENSION TXDST(1O),TCDST(10),TXBIS(1O),TCBIS(10)
DIMENSION HPLOT(4,11),XSCL(4)
CHARACTER*80 XLAB
DATA NVARS,NPTS,LABEL,ISCL,FTIME,MOVE/
1 2, 11, 4, 1, 100., 00/
DATA NROW,NX/4,0/
INITIALIZE ALL COUNTERS ON FIRST ITERATION
IF(IGLITR.EQ.1)
DO 5 I = 1,10
TXDST(I) = 0.
TCDST(I) = 0.
TXBIS(I) = 0.
TCBIS(I) = 0.
TXTOT(I) = 0.
TCTOT(I) = 0.
CONTINUE
TCONN1 = 0.
TCONN5 = 0.
TAVSEG = 0.
SCONN1 = 0.
SCONN5 = 0.
TPERS1 = 0.
TPERS2 = 0.
SPERS1 = O.
SPERS2 = 0.
END IF
ADD UP THE TXTC
MAXNET = 0
THEN
IT AND TCTOT
OUTPUT CONNECTIVITY MEASURES FOR THIS
WRITE(8,1002) CONN1,CONN5
FORMAT(/' CONNECTIVITY MEASURES: C1',F
DO 10 1 = 1,10
TXDST(I) = TXDST(I) + IXDST(I)
TCDST(I) = TCDST(I) + ICDST(I)
TXBIS() TXBIS(I) + IXBIS(I)
TCBIS(I) = TCBIS(I) + ICBIS(I)
TXTOT(I) = TXTOT(I) + IXDST(I) + IXBIS
TCTOT(I) = TCTOT(I) + ICDST(I) + ICBIS
FIND MAXIMUM NO OF NETWORKS
MAXNET = MAX(MAXNET,TCTOT(I),TXTOT(I))
CONTINUE
TCONN1 = TCONN1 + CONN1
TCONN5 = TCONN5 + CONN5
ITERATION
10.6,' C5 ',F10.6)
;(I)
i(I)
CC
CCC
CC
5
CCC
C
CCC
CCC
C
1002
CCC
C
10
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SCONN1
SCONN5
TAVSEG
TPERS1
TPERS2
SPERSI
SPERS2
IF (IGL
= SCONNI + CONN1**2
= SCONN5 + CONN5**2
= TAVSEG + AVSEG
= TPERS1 + PMEAS(1)
= TPERS2 + PMEAS(2)
= SPERS1 + PMEAS(1)**2
= SPERS2 + PMEAS(2)**2
ITR.LT.NGLITR) RETURN
CALCULATE AVERAGE VALUES FOR
AGLITR = FLOAT(NGLITR)
ITNETS = 0.
ITBIS = 0.
ITUNIT = 0
DO 25 I = 1,10
TXDST(I) = TXDST(I)/AGLITR
TCDST(I) = TCDST(I)/AGLITR
TXBIS(I) = TXBIS(I)/AGLITR
TCBIS(I) = TCBIS(I)/AGLITR
TXTOT(I) = TXTOT(I)/AGLITR
TCTOT(I) = TCTOT(I)/AGLITR
ITNETS = ITNETS + TXDST(I)
ITBIS = ITBIS + TXBIS(I)
ITUNIT = ITUNIT + TXTOT(I)
CONTINUE
TCONN1 = TCONN1/AGLITR
TCONN5 = TCONN5/AGLITR
TAVSEG = TAVSEG/AGLITR
SCONN1 = SQRT(SCONN1/AGLITR-
SCONN5 = SQRT(SCONN5/AGLITR-'
TPERS1 = TPERS1/AGLITR
TPERS2 = TPERS2/AGLITR
SPERS1 = SQRT(SPERS1/AGLITR-'
SPERS2 = SQRT(SPERS2/AGLITR-'
SIMULATION
TCONN 1**2)
rTCONN5**2)
TPERS1**2)
TPERS2**2)
OUTPUT SUMMARY FOR SIMULATION
WRITE(8,1000)
1 PBAR(1),K1(
WRITE(8, 1010)
FORMAT(' MODL
1 ' PL(1)
2 214,5F9.4,2
NMODEL,NSETS,PMEAS (1),PMEAS(2) ,TAVSEG,
1) ,TCONN1,TCONN5
ITBIS,ITNETS,ITUNIT
NSETS P1 P2 AVSEG'.
KS(1)
(1PE10.3))
CMEAS (1) CMEAS (5) '/
FORMAT(' ISLTD NETWRKS UNITS'/317)
OUTPUT PERSISTENCE AND CONNECTIVITY MEASURE STATISTICS
WRITE(8,1003) TPERS1,TPERS2,SPERS1,SPERS2,SCONN1,SCONN5
FORMAT(' EXPECTED VALUE STANDARD DEVIATION',
CCC
CCC
25
C
CCC
1000
1010
CCC
CC
CCC
C
1003
865
1 ' STANDARD DEVIATION '/
2 ' PMEAS(1) PMEAS(2) PMEAS(1) PMEAS(2) ',
3 ' CONN(1) CONN(2) '/6(1PE10.3)/)
CC OUTPUT AVERAGED HISTOGRAMS
WRITE(8, 1001) (TXDST(I), I=1,10),(TXTOT(I), =1,10),
1 (TCDST(I),I=1,10),(TCTOT(I), I=1,10)
1001 FORMAT(//' AVERAGED HISTOGRAMS OF JOINT NETWORK',
1 ' X-RESULTANT LENGTH C8X'/' 10% 20% 30% 40%',
2 ' 50% 60% 70% 80% 90% 100%'/,1X,10F5.1//
3 ' AVERAGED HISTOGRAMS OF JOINT UNIT X-RESULTANT',
4 ' LENGTH C8X"'/' 10% 20% 30% 40% 50% 601',
5 ' 70% 80% 90% 100%'/lX,lOF5.1//
3 ' AVERAGED HISTOGRAMS OF JOINT NETWORK TOTAL',
4 ' LENGTH C8T'/' 10% 20% 30% 40% 50% 60%',
5 ' 70% 80% 90% 100%'/1X,1OF5.1//
3 ' AVERAGED HISTOGRAMS OF JOINT UNIT TOTAL',
4 ' LENGTH C8T"'/' 10% 20% 30% 40% 50% 60%',
5 ' 70% 80% 90% 100%'/lX,10F5.1//)
CCCC CREATE SUMMARY PLOTS
HPLOT(l,1) = 0.
HPLOT(2,1) = 0.
DO 20 I = 1,10
J = 1+1
HPLOT(1,J) = TXTOT(I)
20 HPLOT(2,J) = TCTOT(I)
CC USE PENPLOT QPICTR TO PRODUCE PLOT
XLAB(1:40) = ' X-RESULTANT OR TOTAL NETWORK LENGTH'
XLAB(41:80) =' NUMBER OF JOINT UNITS (NETS AND JOINTS)'
cgraph CALL PICTR(HPLOT,NROW,XLAB,XSCL,NVARS,NPTS,
cgraph 1 NX,MOVE,LABEL,ISCL,FTIME,LOOK)
C
RETURN
end
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SUBROUTINE DRAW2(NSEGN,TITL)
INCLUDE 'RASHI/LIST'
CALL TITLE(TITL)
CALL INITT(1200)
CALL T4025
CALL DWINDO(XBOT,XTOP,ZBOT,ZTOP)
CALL SHOW (XBOT, XTOP, ZBOT, ZTOP)
XT = XBOT+.3*(XBOT+XTOP)
YT = ZTOP-.05*(ZBOT+ZTOP)
CALL MOVEA(XT,YT)
CALL LABEL(FLAG)
XBOTT = XBOT + 0.1
XTOPP = XTOP - 0.1
ZTOPP = ZTOP - 0.1
ZBOTT = ZBOT + 0.1
CALL MOVEA (XBOTT, ZBOTT)
CALL DRAWA (XTOPP, ZBOTT)
CALL DRAWA (XTOPP, ZTOPP)
CALL DRAWA (XBOTT, ZTOPP)
CALL DRAWA (XBOTT, ZBOTT)
XTIC = .1*(XTOP-XBOT)
YTIC = .1*(ZTOP-ZBOT)
XORG = 0.
YORG = 0.
ILOG = 0
XLABL = '(F5.2)'
CALL LXAXIS(XORG,YORG,XTIC, ILOG,XL
XLABL = '(F5.2)'
CALL LYAXIS(XORG,YORG,YTIC,ILOG,XL
DO 100 I = 1,NSEGN
IF(FLAG(1:4).EQ.'MESH')THEN
IS = IELM(1,1)
C IF = IELM(2,1)
C XPS = XNODE(1,IS)
C YPS = XNODE(2,IS)
C
C
XPF = XNODE(1,IF)
YPF = XNODE(2,IF)
ELSE
XPS = SEGS(1,I)
XPF = SEGS(2,I)
IS = ISEGS(I)
IF(IS.EQ.O)THEN
WRITE(6,*) ' **
1 , 'I=',I,' NL
GOTO 100
END IF
YPS = PLANEQ(1,IS)+I
YPF = PLANEQ(1,IS)+I
ERROR IS=O
IN= ',NLIN
.ABL)
.ABL)
IN DRAW.43
PLANEQ(2, IS) *XPS
PLANEQ(2, IS) *XPF
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
r
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C END IF
CALL MOVEA (XPS,YPS)
CALL DRAWA (XPF,YPF)
100 CONTINUE
CALL ENDPLT
RETURN
END
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SUBROUTINE DRAW3(NSEGN,TITL)
CCC
CCC PROGRAM TO PLOT THREE-D DERSHO (MODEL-4 )
CCC NETWORKS
INCLUDE 'RASHI/LIST'
CCC SET UP I/O TO UNIT 4
OPEN (4,FILE= 'TT ',STATUS= 'UNKNOWN')
JNT = 1
ILIN = ISEGS(JNT)
10 CONTINUE
CCC INITIALIZE PLOT
CCC SELECT PROJECTION PLANE: 1(X-Y) 2(X-Z) 3(Y-Z)
WRITE (4,*) ' JOINT PLANE NO.',ILIN, 'ENTER PROJECTION PLANE :
1 ' 1=(X-Y) 2=(X-Z) 3=(Y-Z) 4=(QUIT) ?'
READ (4,*) I
GOTO (1,2,3) I
CCC END OF PLOTTING
GOTO 9999
1 'I = 1
J = 2
CALL INITT (1200)
CALL DWINDO(XBOT,XTOP,YBOT,YTOP)
XBOTT = XBOT + 0.1
XTOPP = XTOP - 0.1
YBOTT = YBOT + 0.1
YTOPP = YTOP - 0.1
GOTO 5
2 1= 1
J=3
CALL INITT(1200)
CALL DWINDO(XBOT,YBOT,ZBOT,ZTOP)
XBOTT = XBOT + 0.1
XTOPP = XTOP - 0.1
YBOTT = ZBOT + 0.1
YTOPP = ZTOP - 0.1
GOTO 5
3 1=2
J=3
CALL INITT(1200)
CALL DWINDO(YBOT,YTOP,ZBOT,ZTOP)
XBOTT = YBOT + 0.1
XTOPP = YTOP - 0.1
YBOTT = ZBOT + 0.1
YTOPP = ZTOP - 0.1
5 CONTINUE
CCC DRAW BOX
CALL MOVEA(XBOTT,YBOTT)
CALL DRAWA(XBOTT,YTOPP)
CALL DRAWA(XTOPP,YTOPP)
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CALL DRAWA(XTOPP,YBOTT)
CALL DRAWA(XBOTT,YBOTT)
CCC DRAW ALL JOINT POLYGONS FOR THIS JOINT PLANE
20 CONTINUE
IF(ISEGS(JNT).EQ.ILIN) THEN
CCC WE ARE STILL ON THE SAME JOINT PLANE
N - IPOLY(1,JNT)+
CALL MOVEA(XINTS(I,IPOLY(2,JNT)),XINTS(J,IPOLY(2,JNT)))
DO 30 IP 3,N
30 CALL DRAWA(XINTS(I,IPOLY(IP,JNT)),XINTS(J,IPOLY(IP,JNT)))
CALL DRAWA(XINTS(I,IPOLY(2,JNT)),XINTS(J,IPOLY(2,JNT)))
CCC ON TO THE NEXT JOINT
JNT JNT + 1
IF(JNT.GT.NSEGN) GOTO 9999
GOTO 20
ELSE
CCC WE A ENTERING A NEW JOINT PLANE
ILIN ISEGS(JNT)
IF(ILIN.GE.O) GOTO 10
END IF
9999 CONTINUE
CLOSE (4)
RETURN
END
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SUBROUTINE NETSMP(NLINN,NSEGN,NINT,NUSE)
CCCC THIS SUBROUTINE SIMPLIFIES A 2-D NETWORK THROUGH PARALLEL AND
CCCC SERIES REDUCTIONS.
INCLUDE 'VAR/LIST'
CCCC INODES(J,I) CONTAINS FOR NODE NUMBER 1, NUMBERS WHICH REFER TO
CCCC ITS NEIGHBORING NODES. MAXIMUM OF 4 NEIGHBORS POSSIBLE.
CCCC INODES REFERS TO ITSELF. THE NODES ARE NUMBERED FROM 1 TO NNODES.
CCCC INUT(I+OFFSET) IS THE ACTUAL NODE NUMBER FOR NODE I.
CCCC OFFSET ALLOWS INODES TO BE REUSED FOR EACH NETWORK.
CCCC RNODES(J,I) CONTAINS THE RESISTANCE BETWEEN NODE I AND J.
CCCC NNODES IS THE NUMBER OF UNSIMPLIFIED NODES IN THE NETWORK.
CCCC NUMBERING(I) CONTIANS A REFERENCE TO THE I 'TH NODE IN INODES.
IF (NUSE.EQ.O) GOTO 600
CC WRITE HEADER TO PIPES INPUT FILE
NDIM = 2
WRITE(4,*) CMODEL(NMODEL),NDIM,'-D',NSETS,LAMS(1),PBAR(1)
WRITE(4,*) NUSE
NPOINT = 0
NCOUNT = 0
DO 500 11 = 1,NUSE
CCCC DO THE FOLLOWING PROCESS FOR ALL THE NETWORKS WHICH
CCCC EXTEND FROM THE BEGINNING TO THE END BOUNDARIES.
DO 100 12 = 1,NINTZ
DO 90 13 = 1,4
INODES(13,12) = 0
90 CONTINUE
100 CONTINUE
12 = 1
DO WHILE (IBNODES(12).NE.O)
IBNODES(12) = 0
12 = 12 + 1
END DO
12 = 1
DO WHILE (IENODES(12).NE.O)
IENODES(12) = 0
12 = 12 + 1
END DO
IB = O
IE = O0
NNODES = 0
IF (IUSE(I1).EQ.1) THEN
ISTART = 2
ELSE
ISTART = IWRK(IUSE(I1)-) + 2
END IF
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CCCC FIND THE NEIGHBORING NODES OF EACH NODE.
CCCC IF A NODE HAS A SEGMENT IN COMMON WITH ANOTHER NODE THEN
CCCC CHECK TO SEE IF IT IS A NEIGHBOR AND PUT
CCCC THE APPROPRIATE VALUES INTO INODES.
DO 300 12 - ISTART,IWRK(IUSE(I 1))
NNODES = NNODES + 1
INODE1 = INUT(12)
IF (IXNTS(2,INODE) .EQ.-1) THEN
IB = IB + 1
IBNODES(IB) = NNODES
ELSE IF (IXNTS(2,INODE1).EQ.-2) THEN
IE IE + 
IENODES(IE) - NNODES
END IF
DO 200 13 = 12+1,lWRK(IUSE(I1))
INODE2 = INUT(13)
IF (IXNTS(1,INODE1).EQ.IXNTS(1,INODE2)) THEN
CALL CHECK(1,I,INODEl,INODE2,13, START)
ELSE IF (IXNTS(1,INODEI).EQ.IXNTS(2,INODE2)) THEN
CALL CHECK(1,2,INODE1,INODE2,13,1START)
END IF
IF (IXNTS(2,INODE1).GT.O) THEN
IF (IXNTS(2,INODE1).EQ.IXNTS(1,INODE2)) THEN
CALL CHECK(2,1,INODE1,INODE2,13,1START)
ELSE IF (IXNTS(2,INODE1).EQ.IXNTS(2,INODE2)) THEN
CALL CHECK(2,2,1NODE1,INODE2,13,1START)
END IF
END IF
200 CONTINUE
300 CONTINUE
CCCC DO THE ACTUAL REDUCTIONS
CCCC
LRED = .TRUE.
DO WHILE (LRED)
LRED .FALSE.
DO 400 12 = 1,NNODES
CALL REDUCE(12,LRED,ISTART)
400 CONTINUE
END DO
CCCC NUMBER THE REMAINING NODES IN ORDER
CCCC AND PRINT THEM OUT.
CALL NNUM2D
DO 410 12 = 1,NNODES
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NMBR = INUT(NMBRNG(12)+ISTART-1)
WRITE(4,*) 12+NPOINT,XINTS(1,NMBR),
1 XINTS(2,NMBR) ,O.
410 CONTINUE
WRITE(4,*) 0,0.,0.,0.
15 = 0
DO 430 12 = 1,NNODES
DO 420 13 = 1,4
IF (INODES(13,NMBRNG(12)).NE.O) THEN
15 = 15 + 1
WRITE(4,*) 15+NCOUNT,12+NPOINT,
1 NPNTR(INODES (13,NMBRNG(12)))+NPOINT,
2 RNODES (13,NMBRNG (12))
14 = 1
DO WHILE (INODES(14,INODES(13,NMBRNG(12)))
1 .NE.NMBRNG(12))
14 = 14 + 1
END DO
INODES(14,1NODES(13,NMBRNG(12))) = 0
END IF
420 CONTINUE
430 CONTINUE
WRITE (4,*) 0,0,0,0.
WRITE (4,*) 0.1
DO 440 12=1,IB
IF (INODES(1,IBNODES(12)).NE.-1) THEN
WRITE (4,*) NPNTR(IBNODES(12))+NPOINT,10
END IF
440 CONTINUE
DO 450 12=1,IE
IF (INODES(1,IENODES(12)).NE.-1) THEN
IF (NPNTR(IENODES(12)).NE.O) THEN
WRITE (4,*) NPNTR(IENODES(12))+NPOINT,O
END IF
END IF
450 CONTINUE
WRITE (4,*) 0,0
NPOINT = NPOINT + NNODES
NCOUNT = NCOUNT + 15
500 CONTINUE
WRITE (4,*) 1.,0.,0.,-50.
600 RETURN
END
SUBROUTINE CHECK(I,J,INODE1,INODE2,13,ISTART)
CCCC THIS SUBROUTINE CHECKS TO SEE IF TWO NODES ARE ACTUALLY
CCCC NEIGHBORS. GIVEN A NODE ITS NEIGHBORS ARE THE NODES
CCCC WHICH ARE ON THE SAME SEGMENT AND ARE CLOSEST.
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WHEN A NEIGHBOR IS FOUND IT IS PUT INTO INODES FOR THE NODE
AND THE NODE IS ALSO PUT INTO INODES AS A NEIGHBOR.
EACH LOCATION FROM 1 TO 4 IN INODES IS RESEARVED FOR A SPECIFIC CASE.
INODES(1,1): THE NEIGHBOR IS ON THE I 'TH NODES FIRST SEGMENT
AND HAS A LOWER X VALUE.
INODES(2,1): FIRST SEGMENT AND HIGHER X VALUE.
INODES(3,1): SECOND SEGMENT AND LOWER X VALUE.
INODES(4,1): SECOND SEGMENT AND HIGHER X VALUE.
INCLUDE 'VAR'
IF (XINTS(I,INODE1).GT.XINTS(1,INODE2)) THEN
IF ((INODES(2*I-1,NNODES).EQ.O).OR.
1 (XINTS(1,INUT(ISTART-1+INODES(2*I-1,NNODES))).LE.
1 XINTS(I,INODE2))) THEN
INODES(2*1-1,NNODES) = 13-ISTART+l
INODES(2*J,13-ISTART+l) = NNODES
DX = XINTS(1,INODE1) - XINTS(1,INODE2)
DY XINTS(2,INODE1) - XINTS(2,INODE2)
RESIS SQRT(DX*DX + DY*DY)
RNODES(2*I-1,NNODES) = RESIS
RNODES(2*J,13-1START+1) = RESIS
END IF
ELSE
IF ((INODES(2*1,NNODES).EQ.O).OR.
1 (XINTS(1,INUT(ISTART-I+INODES(2*1,NNODES))).GT.
1 XINTS(1,INODE2))) THEN
INODES(2*I,NNODES) 13-ISTART+l
INODES(2*J-1,13-1START+1) = NNODES
DX XINTS(1,INODE1) - XINTS(1,INODE2)
DY XINTS(2,INODE1) - XINTS(2,1NODE2)
RESIS = SQRT(DX*DX + DY*DY)
RNODES(2*I,NNODES) = RESIS
RNODES(2*J-1,13-ISTART+1) = RESIS
END IF
END IF
RETURN
END
SUBROUTINE REDUCE(12,LRED,ISTART)
THIS SUBROUTINE CHECKS TO SEE IF THE GIVEN NODE CAN BE REDUCED.
IF SO THE PROPER REDUCTION ROUTINE IS CALLED.
INCLUDE 'VAR'
DIMENSION IS(4)
J = 1
CCCC
CCCC
CCCC
CCCC
CCCC
CCCC.
CCCC
CCCC
CCCC
CCCC
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LPAR = .FALSE.
LPOINT = .TRUE.
IF (INODES(1,12).NE.-1) THEN
IF (I XNTS(2,INUT(12+ISTART-1))
1 IXNTS(2,INUT(12+ISTART-1))
.EQ.-1.OR.
.EQ.-2) THEN
LPOINT = .FALSE.
END IF
CALL CHANGES(12,1NBRS,IP1,IP2,IS,LPAR)
IF (LPAR) THEN
CALL PREDUCE(12,IP1,IP2)
LRED = .TRUE.
ELSE IF (INBRS.EQ.2.AND.LPOINT) THEN
CALL SREDUCE(12,1S)
LRED = .TRUE.
ELSE IF (INBRS.EQ.1.AND.LPOINT) THEN
CALL DEREDUCE(12,IS)
LRED = .TRUE.
ELSE IF (INBRS.EQ.1) THEN
CALL EDREDUCE(12,IS)
END IF
END IF
RETURN
END
SUBROUTINE CHANGES(I,INBRS,IP1,IP2,IS,LPAR)
THIS SUBROUTINE SCANS THROUGH A INODES FROM 1 TO 4 FOR
A GIVEN NODE AND RETURNS THE NUMBER OF NEIGHBORS <INBRS>
AND THEIR LOCATIONS <IS>
IF TWO NEIGHBORS ARE THE SAME PFLAG IS SET TRUE
AND THE LOCATIONS ARE MARKED BY IP1 AND IP2
INCLUDE 'VAR'
DIMENSION IS(4)
INBRS = 0
LPAR = .FALSE.
DO 100 11 = 1,3
IF (INODES(I, I).GT.O)
INBRS = INBRS + 1
IS(INBRS) = I1
END IF
DO 50 12 = 11+1,4
IF ((INODES(I 1. I).EO
THEN
.INODE
1 (INODES(,I).GT.O))
IPI = 11
IP2 = 12
LPAR = .TRUE.
S(12,1)).AND.
THEN
CCCC
CCCC
CCCC
CCCC
CCCC
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END IF
50 CONTINUE
100 CONTINUE
IF (INODES(4,I).GT.O) THEN
INBRS = INBRS + 1
IS(INBRS) = 4
END IF
RETURN
END
SUBROUTINE SREDUCE(I,IS)
CCCC THIS SUBROUTINE PERFORMS A SERIES REDUCTION ON A NODE
CCCC THE FIRST NEIGHBOR'S NEIGHBORS ARE SCANNED UNTIL THE NODE'S
CCCC NUMBER IS FOUND. THIS IS REPLACED BY THE OTHER NEIGHBOR'S NUMBER.
CCCC THE SAME IS DONE FOR THE OTHER NEIGHBOR'S NEIGHBORS.
CCCC THE NEW RESISTANCE IS ALSO PUT INTO RNODES AT THE CORRESPONDING
CCCC LOCATION
CCCC INODES(l,1) IS SET TO -1 TO PREVENT ANY FURTHER REFERENCE TO.
CCCC THE TWO NEIGHBORS ARE THEN CHECKED FOR POSSIBLE REDUCTION.
INCLUDE 'VAR'
DIMENSION IS(4)
RESIS = RNODES(IS(1),I) + RNODES(IS(2),I)
11 1
DO WHILE (INODES(I1,INODES(IS(1),I)).NE.I)
I1 = 11 + 1
END DO
INODES(I1,INODES(IS(1),I)) = INODES(IS(2),I)
RNODES(I1,INODES(IS(l),I)) RESIS
11 1
DO WHILE (INODES(I1,INODES(IS(2),I)).NE.I)
I1 = 11 + 1
END DO
INODES(I1,INODES(IS(2),I)) = INODES(IS(1),I)
RNODES(I1,INODES(IS(2),I)) = RESIS
INODES(1,1) = -1
RETURN
END
SUBROUTINE PREDUCE(I,IP1,IP2)
CCCC THIS SUBROUTINE PERFORMS A PARALLEL REDUCTION.
CCCC THE SECOND REFERENCE TO THE NEIGHBOR IS SET TO 0.
CCCC THE NEW RESISTANCE IS PUT AT THE FIRST REFERENCE.
CCCC THE SAME IS DONE FOR THE NEIGHBOR.
CCCC THE NODE IS RECHECKED FOR FURTHER POSSIBLE REDUCTIONS.
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INCLUDE 'VAR'
RESIS = (RNODES(IP1,I)
1 / (RNODES(IP, I)
INODES(IP2,I) = 0
RNODES(IP1,I) = RESIS
12 = 1
DO WHILE (INODES
12 = 12 + 1
END DO
RNODES(12,INODES
12 = 12 + 1
DO WHILE (INODES
12 = 12 + 1
END DO
INODES(12,INODES
RETURN
END
* RNODES(IP2,I))
+ RNODES(IP2,1))
(12, INODES(IP, )) .NE. 1)
(IPI,I)) = RESIS
(12, INODES(IP1, I)).NE. I)
(IPl,I)) = 0
SUBROUTINE DEREDUCE(I,IS)
THIS SUBROUTINE ELIMINATES DEAD ENDS.
INODES(1,1) IS SET TO -1 TO PREVENT FURTHER REFERENCE.
THE REFERENCE BY ITS ONE NEIGHBOR IS SET TO O.
THE NEIBHBOR IS CHECKED FOR POSSIBLE REDUCTIONS.
INCLUDE 'VAR'
DIMENSION IS(4)
11 = 1
DO WHILE (INODES
1 = 11 + 1
END DO
INODES(I,INODES
INODES1 = INODES
INODES(1,1) = -1
RETURN
END
(11,INODES(IS(1),I)).NE.I)
(IS(1), 1)) = 0
(IS (1), I)
SUBROUTINE EDREDUCE(I,IS)
THIS SUBROUTINE ELIMINATES EDGE POINTS WHEN THEY ARE DEAD ENDS.
INODES(l,I) IS SET TO -1 TO PREVENT FURTHER REFERENCE.
INCLUDE 'VAR'
DIMENSION IS(4)
CCCC
CCCC
CCCC
CCCC
CCCC
CCCC
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IF (INODES(1,INODES(IS(1),I)).EQ.-1) THEN
INODES(l,I) -1
END IF
RETURN
END
SUBROUTINE NNUM2D
CCCC THIS SUBROUTINE NUMBERS THE NODES TO MINIMIZE
CCCC THE DIFFERENCE IN NUMBERINGS OF ADJACENT NODES.
INCLUDE 'VAR/LIST'
DIMENSION LEVEL(2,NWRKX)
LOGICAL LNODE(NLINX)
CCCC NUMBERING(I) CONTAINS THE LOCATION IN INODES OF THE I 'TH
CCCC NUMBERED NODE.
CCCC LEVEL(IARRAY) CONTAINS THE NODES WHICH ARE TO BE NUMBERED NEXT.
CCCC LEVEL(3-IARRAY) IS FILLED WITH THE NEIGHBORS OF THE NODES JUST
CCCC NUMBERED (THOSE IN LEVEL(IARRAY). IARRAY IS THEN SWITCH TO 3-IARRAY.
CCCC NODEFLAG CONTAINS TRUE FOR NODES WHICH HAVE BEEN NUMBERED.
CCCC NUMBERING STOPS WHEN NO NEW NODES ARE NUMBERED; NNODES, THE NUMBER
CCCC OF SIMPLFIED NODES, EQUALS IOLD_NNODES.
DO 10 I1-1,NLINX
NPNTR(11) = 0
10 CONTINUE
DO 50 11-1,IB
IF (INODES(1,1BNODES(I1)).NE.-1) THEN
NPNTR(IBNODES(11)) = 11
NMBRNG(11) IBNODES(11)
END IF
50 CONTINUE
ISTART = 1
IEND lB
NNODES - IB
DO WHILE (ISTART.LE.IEND)
DO 200 I1=ISTART,IEND
DO 100 12=1,4
IF (INODES(12,NMBRNG(11)).NE.O) THEN
IF (NPNTR(INODES(12,NMBRNG(I1))).EQ.O) THEN
NNODES - NNODES + 1
NMBRNG(NNODES) - INODES(12,NMBRNG(11))
NPNTR(INODES(12,NMBRNG(11))) - NNODES
END IF
END IF
100 CONTINUE
200 CONTINUE
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ISTART = IEND + 1
IEND = NNODES
END DO
RETURN
END
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SUBROUTINE NETSMP3(NLINN,NSEGN,NINT,NUSE)
CCCC THIS SUBROUTINE TAKES A SET OF SEGMENTS AND FORMS TRIANGLES
CCCC BETWEEN THEM. THE PROCESS IS DONE FOR EACH COMPLETE NETWORK.
INCLUDE RASHI/LIST'
NOFF1 - 0
NOFF2 0
IF (NUSE.GT.O) THEN
WRITE(4,*) NUSE
END IF
DO 500 INETWORK 1,NUSE
CCCC INITIALIZE VARIABLES TO WORK ON NEXT NETWORK
CCCC ISTART IS THE BEGINNING IN INET OF THE NETWORK
IF (NMODEL.EQ.4) THEN
CALL TRIAGE(NSEGN, INETWORK)
ELSE
NTRI 0
NFIRST = 1
IF (IUSE(INETWORK).EQ.1) THEN
ISTART = 1
ELSE
ISTART = IWRK(IUSE(INETWORK)-1) + 1
END IF
DO 400 11 - ISTART,IWRK(IUSE(INETWORK))
CCCC FIND ALL THE SEGMENTS IN ONE CIRCLE
CCCC STORE THE LOCATIONS OF THE ENDPOINTS IN ILINES(l,I) AND ILINES(2,1)
NILINES 0
ICIRC = INET(I1)
IF (ICIRC.LT.O) GOTO 400
A PLANEQ(1,ICIRC)
B = PLANEQ(2,ICIRC)
C = PLANEQ(3,ICIRC)
AB = 1.E05
BB = -1.EO
CB = -. EO5*XBOT
BE = .EO
CE = -. EO5*XTOP
CCCC IF ONE OR NO SEGMENTS IN THE CIRCLES NO TRIANGLES CAN BE FORMED
CCCC SKIP, AND DO THE NEXT CIRCLE
IF (ISEGR(2,ICIRC)-ISEGR(1,ICIRC).LE.2) GOTO 400
DO 75 12 = ISEGR(1,ICIRC),ISEGR(2,ICIRC),2
NILINES = NILINES + 1
CCCC IF A REPEATED POINT LOOK UP ORIGINAL REFERENCE
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IF (XINTS(2,12).EQ.-9999.) THEN
13 = ISEGR(1,IXNTS(2,12))
DO WHILE (IXNTS(2,13).NE.IXNTS(1,12))
13 = 13 + 2
END DO
ILINES(1,NILINES) = 13
ILINES(2,NILINES) = 13 + 1
ELSE
ILINES(,NILINES) = 12
ILINES(2,NILINES) = 12 + 1
IF (XINTS(1,12+1).LT.XBOT.OR.XINTS(1,12).GT.XTOP) THEN
NILINES = NILINES - 1
ELSE
1
1
EN
END
75 CONTIN
IF (XINTS(1,12).LT.XBOT) THEN
DX = XINTS(1,12)-XINTS(1,12+1)
DY = XINTS(2,12)-XINTS(2,12+1)
DZ = XINTS(3,12)-XINTS(3,12+1)
T =(AB*XINTS(1,12)+BB*XINTS(2, 12)+CB-XINTS(3,12))/
(DZ-AB*DX-BB*DY)
XINTS(1,12) = XINTS(1,12)+T*DX
XINTS(2,12) = XINTS(2,12)+T*DX
XINTS(3,12) = XINTS(3,12)+T*DX
END IF
IF (XINTS(1,12+1).GT.XTOP) THEN
DX = XINTS(1,12)-XINTS(1,12+1)
DY = XINTS(2,12)-XINTS(2,12+1)
DZ = XINTS(3,12)-XINTS(3,12+1)
T =(AB*XINTS(1,12)+BE*XINTS (2, 12)+CE-XINTS (3,12))/
(DZ-AB*DX-BE*DY)
XINTS(1,12+1) = XINTS(1,12)+T*DX
XINTS(2,12+1) = XINTS(2,12)+T*DX
XINTS(3,12+1) = XINTS(3,12)+T*DX
END IF
ID IF
IF
IUE
FIND INTERSECTION POINTS OF THE SEGMENTS IN THE CIRCLE
NEW POINTS ARE PUT AT THE END OF XINTS
TWO NEW ILINES ARE ADDED AT THE END OF ILINES
THE PREVIOUS ILINES ARE ALTERED. THE INTERSECTION POINT AN ENDPOINT.
12 = 1
DO WHILE (12.LE.NILINES-1)
DO 100 13=12+1,NILINES
CALL INTRSCT(12,13,LINT,X,Y,Z,A,B,C)
IF (LINT) THEN
NINT = NINT + 1
XINTS(1,NINT) = X
XINTS(2,NINT) = Y
CCCC
CCCC
CCCC
CCCC
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XINTS(3,NINT) - Z
NILINES NILINES + 
ILINES(1,NILINES) - NINT
ILINES(2,NILINES) ILINES(2,12)
ILINES(2,12) = NINT
NILINES - NILINES + 1
ILINES(1,NILINES) NINT
ILINES(2,NILINES) - ILINES(2,13)
ILINES(2,13) NINT
END IF
100 CONTINUE
12 = 12 + 1
END DO
CCCC CONNECT THE POINTS TO FORM TRIANGLES
CCCC THIS IS WHEN THINGS START GETTING TRICKY
CCCC CHECK TO SEE IF A LINE CAN BE CONNECTED FROM SEGMENT 12
CCCC TO THE POINT ILINES(1,13). IF NOT CHECK TO SEE IF A LINE
CCCC CAN BE CONNECTED FROM SEGMENT 12 TO THE POINT ILINES(2,13)
CCCC EVERY SEGMENT MUST BE CHECKED WITH EVERY SEGMENT AFTER IT.
IORIG = NILINES
10 = NILINES
IBEGIN = 2
DO WHILE (IBEGIN.LE.IO)
DO 380 12=1,10-1
DO 360 13=IBEGIN,10
LCHECK = .FALSE.
CALL CHECK(12,13,1,LCHECK)
CALL CHECK(12,13,2,LCHECK)
360 CONTINUE
380 CONTINUE
IBEGIN 10 + 1
10 = NILINES
END DO
400 CONTINUE
END IF
CCCC NUMBER THE POINTS OF THE TRIANGLES
CALL SMP3(NUSE)
500 CONTINUE
RETURN
END
SUBROUTINE INTRSCT(I,J,LINT,X,Y,Z,A,B,C)
THIS SUBROUTINE TAKES TWO SEGMENTS, ILINES(,I) AND ILINES(,J)CCCC
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CCCC AND DETERMINES WETHER THEY INTERSECT.
CCCC INT IS TRUE IF THEY INTERSECT AND X,Y,Z ARE THE
CCCC COORDINATES OF THE INTERSECTION POINT
INCLUDE RASHI'
LINT = .FALSE.
X1 = XINTS(1,ILINES(1,l))
X2 = XINTS(1,ILINES(2,1))
Y1 = XINTS(2,ILINES(1,l))
Y2 = XINTS(2, LINES(2,1))
X3 = XINTS(1,ILINES(1,J))
X4 = XINTS(1,ILINES(2,J))
Y3 = XINTS(2,ILINES(1,J))
Y4 = XINTS(2, LINES(2,J))
SLOPE1 = (Y2-Y1)/(X2-X1)
SLOPE2 = (Y4-Y3)/(X4-X3)
IF (SLOPE1.NE.SLOPE2) THEN
X = (Xl*SLOPElY1-x3*SLOPE2+Y3)/(SLOPEl-SLOPE2)
Y = SLOPE1*X - X*SLOPE1 + Y1
Z = A*X + B*Y + C
IF (Xl.NE.X3.AND.X2.NE.X3.AND.X1.NE.X4.AND.X2.NE.X4) THEN
IF ((Xl-X)*(X2-X).LT.O.AND. (X3-X)*(X4-X) .LT.O) THEN
LINT = .TRUE.
END IF
END IF
END IF
RETURN
END
SUBROUTINE CHECK(12,13,1,LCHECK)
CCCC THIS SUBROUTINE DETERMINES IF A TRIANGLE CAN BE FORMED
CCCC FROM LINE 12 AND THE POINT LINE(1,13)
CCCC IF SO THE NEW SEGMENT(S) IS FORMED AND THE TRIANGLE IS
CCCC ADDED.
CCCC FIRST THE PATH BETWEEN THE FIRST POINT ON 12 AND THE
CCCC POINT ON 13 ARE CHECKED. IF THERE ARE NO OBSTRUCTIONS
CCCC (FREE IS TRUE) THEN THE SECOND POINT ON 12 IS CHECKED WITH
CCCC THE POINT ON 13. IF THIS ALSO CHECKS OUT THEN A NEW TRIANGLE IS FORMED.
CCCC THE SAMES DETERMINE WETHER THE TWO POINTS BEING CHECKED
CCCC ARE CONNECTED BY ONE OF THE ILINES.
INCLUDE RASHI'
CALL FRPATH(12,13,1,1 ,LFREE,LSAME1)
IF (LFREE) THEN
CALL FRPATH(12,13,2,1,LFREE,LSAME2)
IF (LFREE) THEN
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IF (LSAME1) THEN
CALL ADDLINE(12,13,2,1)
CALL ADDTRI (12,13,NILINES)
ELSE IF (LSAME2) THEN
CALL ADDLINE(12,13,1,1)
CALL ADDTRI(12,13,NILINES)
ELSE
IF (LCHECK) THEN
CALL CLUDGE(12,13,K,LBARF)
IF (.NOT.LBARF) THEN
CALL ADDLINE(12,13,1,1)
CALL ADDLINE(12,13,2,I)
CALL ADDTRI (12,NILINES-1,NILINES)
IF (K.EQ.1) THEN
CALL ADDTRI (13,NILINES-3,NILINES-1)
ELSE
CALL ADDTRI (13,NILINES-2,NILINES)
END IF
END IF
ELSE
CALL ADDLINE(12,13,
CALL ADDLINE(12,13,
CALL ADDTRI(12,NILI
END IF
END IF
LCHECK = .TRUE.
END IF
END IF
RETURN
END
1,1)
2,1)
NES-1,NILINES)
SUBROUTINE CLUDGE(12,13,K,LBARF)
INCLUDE RASHI'
LBARF = .FALSE.
X1 = XINTS
Y1 = XINTS
X2 = XINTS
Y2 = XINTS
X3 = XINTS
Y3 = XINTS
X4 = XINTS
Y4 = XINTS
DX = X4 -
DY1 = Y4 -
(1,
(2,
(1,
(2,
(1,
(2,
(1,
(2,
X1
Y1
ILINES (1,
ILINES (1,
ILINES (2,
I LINES (2,
ILINES (1,
ILINES (1,
ILINES (2,
ILINES (2,
DX2 = X4 - X2
DY2 = Y4 - Y2
DX3 = X4 - X3
DY3 = Y4 - Y3
12))
12))
12))
12))
13))
13))
13))
13))
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DISI = SQRT(DX1**2+DYI**2)
DIS2 = SQRT(DX2**2+DY2**2)
DIS3 = SQRT(DX3**2+DY3**2)
CROSS = (DXl*DX2+DY1*DY2)/(DIS*DIS2)
IF (CROSS.GT.1.) CROSS=.9
IF (CROSS.LT.-1.) CROSS=-.9
THETA12 = ACOS(CROSS)
CROSS = (DXl*DX3+DYl*DY3)/(DISl*DIS3)
IF (CROSS.GT.1.) CROSS=.9
IF (CROSS.LT.-1.) CROSS=-.9
THETA13 = ACOS (CROSS)
IF (THETA13.LT.THETA12) THEN
IF ((DXl*DY2-DX2*DY1)*(DXl*DY3-DX3*DY1).GT.O) THEN
LBARF = .TRUE.
END IF
END IF
IF (.NOT.LBARF) THEN
SLOPE = DY3/DX3
B = Y3 - SLOPE*X3
DIS1 = ABS((Yl-SLOPE*Xl-B)/((M**2+1)**.5))
DIS2 = ABS((Y2-SLOPE*X2-B)/((M**2+1)**.5))
IF (DIS1.LT.DIS2) THEN
K = 1
ELSE
K = 2
END IF
END IF
RETURN
END
SUBROUTINE FRPATH(12,13,1,J,LFREE,LSAME)
THIS SUBROUTINE DETERMINES IF THE PATH IS CLEAR BETWEEN
POINT ILINES(I,12) AND ILINES(J,13)
SAME IS TRUE IF THE POINT ILINES(1,12) IS ON THE
SAME SEGMENT AS 13 BUT IS OPPOSITE THE POINT ILINES(J,13)
INCLUDE RASHI'
LSAME = .FALSE.
LFREE = .TRUE.
X1 = XINTS(1, ILINES(I,
Y1 = XINTS(2,ILINES(I,
Z1 =XINTS(3,ILINES(I,
X2 = XINTS(1,ILINES(J,
Y2 = XINTS(2,ILINES(J,
Z2 = XINTS(3,ILINES(J,
IF (ILINES(I,12).EQ. IL
1 ILINES(J,13).EQ.IL
LFREE = .FALSE.
12))
12))
12))
13))
13))
13))
INES(J,13) .OR.
INES(3-I,12)) THEN
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ELSE IF (ILINES(I,12).EQ.ILINES(3-J,13)) THEN
LSAME .TRUE.
ELSE
IC 1
DO WHILE (LFREE.AND.IC.LE.NILINES)
IF (ILINES(I,12).EQ.ILINES(1,IC).AND.
1 ILINES(J,13).EQ.ILINES(2,IC).OR.
1 ILINES(I, 12).EQ.ILINES(2,IC).AND.
1 ILINES(J,13).EQ.ILINES(1, IC)) THEN
IF (ILINES(3-1,12).EQ.ILINES(3-J,13).AND.
1 (12.LE.IORIG.AND.13.LE.IORIG.AND.IC.LE.IORIG.OR.
1 12.GT.IORIG.AND.13.GT.IORIG.AND.IC.GT.IORIG) .AND.
1 12.LT.13.AND.13.LT.IC) THEN
CALL ADDTRI(12,13,IC)
END IF
LFREE - .FALSE.
ELSE
CALL CONNECT(12,13,X1,Y1,Z1,X2,Y2,Z2,IC,LINT)
IF (LINT) THEN
LFREE - FALSE.
END IF
END IF
IC = IC + 1
END DO
END IF
150 RETURN
END
SUBROUTINE CONNECT(12, 13,X1,YI,Z1,X2,Y2,Z2, IC,LINT)
CCCC
CCCC
CCCC
CCCC
CCCC
CCCC
CCCC
CCCC
THIS SUBROUTINE DETERMINES WETHER A LINE FROM (Xl,YI,Zl) TO (X2,Y2,Z2)
INTERSECTS WITH THE LINE ILINES(,IC)
IF SO INT IS SET TO TRUE
TO TEST FOR INTERSECTIONS THE PROJECTIONS OF THE ILINES ONTO THE
X-Y PLANE ARE USED. SIMPLY PUT, THE Z COORDINATES ARE IGNORED.
THE COMPLICATIONS SET IN WITH THE POSSIBILITY OF HAVING INFINITE
SLOPES (DY/DX). ALSO THE ILINES MAY BE THE SAME IN WHICH CASE
INT IS ALSO SET TO TRUE.
INCLUDE RASHI'
LINT .FALSE.
X3 XINTS(,ILINES(1,IC))
X4 - XINTS(1,ILINES(2,1C))
Y3 XINTS(2,ILINES(1,IC))
Y4 = XINTS(2,ILINES(2,IC))
IF (X1.EQ.X2) THEN
IF (X3.EQ.Xl.OR.X4.EQ.X1) THEN
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LINT = .TRUE.
END IF
ELSE IF (X3.NE.X4) THEN
SLOPE = (Y2-Yl)/(X2-X1)
SLOPE2 = (Y4-Y3)/(X4-X3)
IF (Xl.EQ.X3.0R.X1.EQ.X4.OR.X2.EQ.X3.OR.X2.EQ.X4) THEN
DSLOPE = ABS(SLOPEI-SLOPE2)
IF (DSLOPE.LT.1E-05) THEN
LINT = .TRUE.
END IF
ELSE IF (SLOPE1.NE.SLOPE2) THEN
X = (Xl*SLOPE1-Y1-X3*SLOPE2+3)/(SLO2+Y3)/(SLOPE-SLOPE2)
IF ((Xl-X)*(X2-X).LT.O.AND.(X3-X)*(X4-X).LT.O) THEN
LINT = .TRUE.
END IF
END IF
END IF
RETURN
END
SUBROUTINE ADDLINE(12,13,I,J)
CCCC THIS SUBROUTINE SIMPLY ADDS A LINE TO ILINES(). THE NEW LINE
CCCC HAS AS ENDPOINTS ILINES(I,12) AND ILINES(J,13)
INCLUDE RASHI '
NILINES = NILINES + 1
ILINES(1,NILINES) = ILINES(I,12)
ILINES(2,NILINES) = ILINES(J,13)
RETURN
END
SUBROUTINE ADDTRI (11,12,13)
CCCC THIS SUBROUTINE TAKES THE THREE ILINES ILINES(,I1),LINES(,12),AND
CCCC LINE(,13) AND FORMS A TRIANGLE OUT OF THEM. THE XINTS REFERENCES TO
CCCC THE THREE POINTS WHICH MAKE UP THE TRIANGLE ARE PUT INTO
CCCC ITRI(1-3,NTRI). NTRI IS THE NUMBER OF TRIANGLES.
CCCC THE POINTS ARE PUT IN COUNTERCLOCKWISE ORDER.
CCCC THE SEGMENTS ARE PUT TAIL TO TAIL AND THEN THE
CCCC Z COMPONENT OF THE CROSS PRODUCT IS USED TO DETERMINE THE
CCCC COUNTER CLOCKWISE DIRECTION.
INCLUDE RASHI'
IF (ILINES(1,12).EQ.ILINES(1,13)) THEN
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CALL VECTOR(12,13,1,1,IVERTEX,IEND1,IEND2)
ELSE IF (ILINES(1,12).EQ.ILINES(2,13)) THEN
CALL VECTOR(12,13,1,2,IVERTEX,IEND1,IEND2)
ELSE IF (ILINES(2,12).EQ.ILINES(1,13)) THEN
CALL VECTOR(12,13,2,1,IVERTEX,IEND1,IEND2)
ELSE
CALL VECTOR(12,13,2,2,IVERTEX,IEND1,IEND2)
END IF
DX1 - XINTS(l,IEND1)-XINTS(l,IVERTEX)
DY1 - XINTS(2,IEND1)-XINTS(2,IVERTEX)
DX2 = XINTS(1,IEND2)-XINTS(l,IVERTEX)
DY2 - XINTS(2,IEND2)-XINTS(2,IVERTEX)
NTRI NTRI + 
IF (DXI*DY2-DX2*DY1.GT.O) THEN
ITRI(1,NTRI) IVERTEX
ITRI(2,NTRI) = IENDI
ITRI (3,NTRI) = IEND2
ELSE
ITRI(1,NTRI) = IVERTEX
ITRI(2,NTRI) = IEND2
ITRI(3,NTRI) = IEND1
END IF
RETURN
END
SUBROUTINE VECTOR(12,13,1,J,IVERTEX,IEND1,IEND2)
CCCC THIS SUBROUTINE ASSIGNS TO IVERTEX THE POINT WHICH IS
CCCC COMMON BETWEEN ILINES(,12) AND ILINES(,13)
CCCC IENDI IS THE OTHER END OF LINE(,12) AND
CCCC IEND2 IS THE OTHER END OF LINE(,13)
INCLUDE RASHI'
IVERTEX ILINES(I,12)
IENDi = ILINES(3-1,12)
IEND2 ILINES(3-J,13)
RETURN
END
SUBROUTINE SMP3(NUSE)
CCCC THIS SUBROUTINE NUMBERS THE NODES IN A
CCCC THREE DIMENSIONAL JOINT NETWORK'
INCLUDE RASHI/LIST'
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CCCC INITIALIZE VARIABLES: INODESO(),NODE_POINTER() TO ZERO
CCCC ISTART POINTER TO BEGINNING OF NETWORK IN INET(
CCCC IB, NUMBER OF BEGINNING NODES, TO ZERO
CCCC NNODES, NUMBER OF NODES, TO ZERO
DO 200 12 1,NWRKX
DO 100 13 = 1,18
INODES(13,12) - 0
100 CONTINUE
200 CONTINUE
DO 250 12 = 1,NINTX
NPNTR(12) = O
250 CONTINUE
IB = O
IE - 0O
NNODES = 0
CCCC SET UP INODES() DATA STRUCTURE BY FINDING THE NEIGHBORS OF EACH NODE.
DO 300 12 = 1,NTRI
IPI = ITRI (1,12)
IP2 = ITRI (2,12)
IP3 ITRI (3,12)
CALL MAKENUM(IP1)
CALL MAKENUM(IP2)
CALL MAKENUM(IP3)
CALL INSERT(IP1,IP2,1P3)
CALL INSERT(IP2,1P1,IP3)
CALL INSERT(IP3,IP1,IP2)
300 CONTINUE
CCCC DO THE ACTUAL NUMBERING AND PRINT OUT THE RESULTS
CALL NNUM3D
DO 400 12 = 1,NNODES
NNUM = NLOC(NMBRNG(12))
WRITE(4,*) 12+NOFF1,
1 XINTS(1,NNUM),XINTS(2,NNUM),XINTS(3,NNUM)
400 CONTINUE
WRITE (4,*) 0,0.,0.,0.
15 = 0
DO 450 12 = 1,NTRI
WRITE (4,*) 12+NOFF2,NPOS(NPNTR(ITRI (1,12)))+NOFF1
1 ,NPOS(NPNTR(ITRI(2,12)))+NOFF1,NPOS(NPNTR(ITRI(3,12)))+NOFF1
450 CONTINUE
WRITE (4,*) 0,0,0,0
WRITE (4,*) 1.
DO 460 12=1,IB
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WRITE (4,*) NPOS(IBNODES(12))+NOFFl,10
460 CONTINUE
DO 470 12-1,1E
IF (NPOS(IENODES(12)).NE.O) THEN
WRITE (4,*) NPOS(IENODES(12))+NOFF1,O
END IF
470 CONTINUE
WRITE (4,*) 0,0
DO 480 12-1,1B
WRITE (4,*) NPOS(IBNODES(12))+NOFFI
480 CONTINUE
WRITE (4,*) 0
NOFF1 NNODES + NOFF1
NOFF2 - NTRI + NOFF2
500 CONTINUE
RETURN
END
SUBROUTINE MAKENUM(IPOINT)
CCCC THIS SUBROUTINE CHECKS TO SEE IF A NODE HAS ALREADY BEEN
CCCC ASSIGNED A NUMBER IN NODE POINTER. IF SO IT RETURNS THIS NUMBER.
CCCC IF NOT THE CURRENT NUMBER OF NODES + 1 IS ASSIGNED TO THIS NODE.
CCCC THE NODE IS ALSO CHECKED TO SEE IF IT IS A BEGINNING NODE.
INCLUDE RASHI '
IF (NPNTR(IPOINT).EQ.O) THEN
NNODES - NNODES + 1
NPNTR(IPOINT) - NNODES
NLOC(NNODES) - IPOINT
IF (XINTS(l,IPOINT).LT.XBOT+.l) THEN
18 - lB + 1
IBNODES(IB) - NNODES
ELSE IF (XINTS(1,IPOINT).GT.XTOP-.1) THEN
IE = IE + 1
IENODES(IE) - NNODES
END IF
IPOINT NNODES
ELSE
IPOINT - NPNTR(IPOINT)
END IF
RETURN
END
SUBROUTINE INSERT(INODE,INGHBRI,INGHBR2)
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CCCC THIS SUBROUTINE ADDS INGHBR1 AND INGHBR2 ONTO THE LIST OF
CCCC NEIGHBORS FOR INODE IF THE NEIGHBORS ARE NOT ALREADY IN THE LIST.
INCLUDE RASHI'
LFIND1 = .FALSE.
LFIND2 = .FALSE.
I 
DO WHILE (INODES(I,INODE).NE.O.AND.(.NOT.(LFIND1.AND.LFIND2)))
IF (INODES(I,INODE).EQ.INGHBR1) THEN
LFIND1 = .TRUE.
ELSE IF (INODES(I,INODE).EQ.INGHBR2) THEN
LFIND2 = .TRUE.
END IF
I = I +1
END DO
IF (.NOT.(LFIND1.OR.LFIND2)) THEN
INODES(I,INODE) = INGHBR1
INODES(I+1,INODE) = JNGHBR2
ELSE IF (LFIND2.AND.(.NOT.LFIND1)) THEN
INODES(I,INODE) = INGHBR1
ELSE IF (LFIND1.AND.(.NOT.LFIND2)) THEN
INODES(I,INODE) INGHBR2
END IF
RETURN
END
SUBROUTINE NNUM3D
CCCC THIS SUBROUTINE NUMBERS THE NODES TO MINIMIZE
CCCC THE DIFFERENCE IN NUMBERINGS OF ADJACENT NODES.
CCCC IT IS A SLIGHT MODIFICATION OF THE NODE NUMBERING ROUTINE
CCCC FOR TWO DIMENSIONAL NETWORKS.
INCLUDE RASHI/LIST'
CCCC NUMBERING(I) CONTAINS THE LOCATION IN INODES OF THE I 'TH
CCCC NUMBERED NODE.
CCCC LEVEL(IARRAY) CONTAINS THE NODES WHICH ARE TO BE NUMBERED NEXT.
CCCC LEVEL(3-IARRAY) IS FILLED WITH THE NEIGHBORS OF THE NODES JUST
CCCC NUMBERED (THOSE IN LEVEL(IARRAY). IARRAY IS THEN SWITCHED TO 3-IARRAY
CCCC NODE CONTAINS TRUE FOR NODES WHICH HAVE BEEN NUMBERED.
CCCC NUMBERING STOPS WHEN NO NEW NODES ARE NUMBERED; NNODES, THE NUMBER
CCCC OF SIMPLFIED NODES, EQUALS IOLD_NNODES.
ISTART = 1
IEND = IB
DO 50 I1=1,NWRKX
89.1
NPOS (I 1) =0
50 CONTINUE
DO 100 11 = 1,lB
NPOS(IBNODES(I 1)) = 11
NMBRNG(I11) = IBNODES(11)
100 CONTINUE
IONNODES = 0
NNODES = IB
DO WHILE (IONNODES.NE.NNODES)
IONNODES = NNODES
DO 200 I1=ISTART,IEND
12 = 1
DO WHILE (INODES(12,NMBRNG(I1)).NE.O)
IF (NPOS(INODES(12,NMBRNG(I1))).EQ.O) THEN
NNODES = NNODES + 1
NMBRNG(NNODES) = INODES(12,NMBRNG(I 1))
NPOS(INODES(12,NMBRNG(11))) = NNODES
END IF
12 = 12 + 1
END DO
200 CONTINUE
ISTART = IEND + 1
IEND = NNODES
END DO
RETURN
END
subroutine triage(nsegn,inetwork)
parameter (nelmx = 1000)
include 'VAR3'
ntri = 0
if (iuse(inetwork).eq.1) then
istart = 1
else
istart = iwrk(iuse(inetwork)-1) + 1
end if
do 100 i = istart,iwrk(iuse(inetwork))
ip = inet(i)
if (ip.le.O) goto 100
goto (10,10,30,40,50,60,70,80),ipoly(1,ip)
10 write(6,*) ' error in element ',ip,' no. of nodes=',ielm(l,ip)
stop ' triage no. nodes'
ccc
40 continue
c 4 noded element
c
ntri = ntri + 1
itri(1,ntri)=ipoly(4,ip)
itri (2,ntri)=ipoly(5,ip)
itri(3,ntri)=ipoly(2,ip)
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goto 30
ccc
50 continue
cccc 5 sided element
cc
ntri = ntri + 1
itri (1,ntri)=ipoly(4, ip)
itri (2,ntri)=ipoly(5,ip)
itri (3,ntri)=ipoly(6,iP)
ntri = ntri+l
itri(1,ntri)=ipoly(6,ip)
itri (2,ntri)=ipoly(2,ip)
itri(3,ntri)=ipoly(4,ip)
goto 30
ccc
60 continue
cccc 6 sided element
cc
ntri = ntri+l
itri (1,ntri) =ipoly (2, ip)
itri(2,ntri)=ipoly(4,ip)
itri (3,ntri)=ipoly(5,ip)
ntri = ntri+1
itri (1,ntri)=ipoly(2, ip)
itri(2,ntri)=ipoly(5,ip)
itri (3,ntri)=ipoly(7,ip)
ntri = ntri+l
itri(1,ntri)=ipoly(5,ip)
itri(2,ntri)=ipoly(6,ip)
itri(3,ntri)=ipoly(7,ip)
goto 30
70 continue
cc
ccc 7 sided elements
cc
ntri = ntri+1
itri (1,ntri)=ipoly(4, ip)
itri(2,ntri)=ipoly(7,ip)
itri (3,ntri)=ipoly(2,ip)
ntri = ntri+1
itri(1,ntri)=ipoly(4,ip)
itri(2,ntri)=ipoly(5,ip)
itri(3,ntri)=ipoly(7,ip)
ntri = ntri+1
itri(1,ntri)=ipoly(5,ip)
itri(2,ntri)=ipoly(6,ip)
itri(3,ntri)=ipoly(7,ip)
ntri = ntri+l
itri(1,ntri)=ipoly(7,ip)
itri (2,ntri)=ipoly(8,ip)
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itri (3,ntri)=ipoly(2,ip)
goto 30
80 continue
cc
ccc 8 sided elements
ntri = ntri+1
itri (1,ntri)=ipoly(2,ip)
itri(2,ntri)=ipoly(4,ip)
itri (3,ntri)=ipoly(5,ip)
ntri = ntri+l
itri(1,ntri)=ipoly(2,ip)
itri (2,ntri)=ipoly(5,ip)
itri(3,ntri)=ipoly(9, ip)
ntri = ntri+1
itri (l,ntri)=ipoly(6,ip)
itri (2,ntri)=ipoly(9,ip)
itri (3,ntri)=ipoly(5,ip)
ntri=ntri+1
itri (1,ntri) =ipoly (6, ip)
itri (2,ntri)=ipoly(8,ip)
itri (3,ntri)=ipoly(9,ip)
ntri=ntri+1
itri(1,ntri)=ipoly(6,ip)
itri(2,ntri)=ipoly(7,ip)
itri(3,ntri)=ipoly(8,iP)
goto 30
30 continue
c 3 noded element
c
ntri = ntri + 1
itri(1,ntri)=ipoly(2,ip)
itri (2,ntri)=ipoly(3,ip)
itri (3,ntri)=ipoly(4,ip)
100 continue
return
end
894
CCCCCC cot*On vA.PjuA3E S R I S ,CO c
PARAMETER (NPLANX=20000,NCIRCX=20000)
PARAMETER (NL INX=20000,NSEGX=20000,NSETX=20,NSMPX=20)
PARAMETER (NWRKX=10000, NINTX=20000)
COMMON/GEORGE/PLANEQ(3,NPLANX)
COMMON/CIRCUS/CIRCS (4,NCIRCX), IPOLY (10,NCIRCX)
COMMON/SGMNT/ SEGS(2,NSEGX),ISEGS(NSEGX),ISEGR(2,NSEGX)
COMMON/JOINT/ KS(NSETX),THETA (NSETX) ,LAMS (NSETX) ,PBAR (NSETX)
1 ,PSIG(NSETX) ,NL(2,NSETX) ,PSET(NSETX), IPSET(NSETX)
COMMON/ORIENT/ PHIV(NLINX),THETAV(NLINX)
COMMON/EXPRESS/ DIST(1O),VECT(1O),PPHI(10),PTHE(10),K1(10),K2(10)
COMMON/BOX/ XBOT,XTOP,ZBOT,ZTOP,YBOT,YTOP
COMMON/GRAPH/ IGLITR,AVSEG,PMEAS(5),CONNI,CONN5
COMMON/SMPL/ NSMPL,SMPL(7,20)
COMMON/MODEL/ NMODEL,LPLOT,LMESH,LSTEREO,LTWOD,LTHRED
1 ,LBLOK,NSETS,TPLANE,NGLITR,DSEED
COMMON/CONN/I NET (N I NTX), I NUT (N I NTX), I WRK (NWRKX), I USE (NWRKX)
COMMON/XINT/ XINTS(3,NINTX),IXNTS(3,NINTX),CMEAS(8)
DIMENSION R(10)
REAL KS,K1,K2,LAMS
DOUBLE PRECISION DSEED
CHARACTER*80 TITLE
CHARACTER FLAG*40,TITL*15,CTIME*8,CDATE*9
CHARACTER FNAME*10,VECT*2,DIST*2
CHARACTER*10 CMODEL(5)
LOGICAL LPLOT,LSTEREO,LMESH,LBLOK,LTWOD,LTHRED
DATA RADEG/0.01745329/
DATA ONE/1./,PI/3.141593/,PIH/1.5707963/
DATA CMODEL/'ORTHOGONAL', BAECHER', 'VENEZIANO',
1 'DERSHOWITZ', 'MOSAIC TES'/
DATA NPLANZ/20000/,NCIRCZ/20000/
DATA NLINZ/20000/,NSEGZ/20000/,NSETZ/20/,NSMPZ/20/,NINTZ/10000/
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ccc_ v4a Oe Oto D 0N s iss5AF3
IMPLICIT LOGICAL (L)
INCLUDE 'RASHI/LIST'
COMMON/NODES/ INODES(4,NINTX),RNODES(4,NINTX)
COMMON/NNODES/ NNODES, IBNODES(50),1IENODES(50),1IB, IE
COMMON/NUMBER/ NMBRNG(NINTX),NPNTR(NINTX)
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IMPLICIT LOGICAL (L)
INCLUDE 'RASHI/LIST'
COMMON/LINES/ ILINES(2,1000),NILINES,NTRI,IORIG
COMMON/NODES/ INODES(18,NWRKX) 
, ITRI (3,NWRKX)
COMMON/NNODES/ NNODES,IBNODES(500),IENODES(500),IB, IE
COMMON/NUMBER/ NMBRNG (NWRKX) ,NOFF 1,NOFF2
COMMON/NPNTR/ NPNTR(NINTX),NLOC (NWRKX) ,NPOS (NWRKX)
897
PROGRAM PIPES
DIMENSION NODE(260,2)
DIMENSION X(260) ,Y(260) ,Z(260)
DIMENSION H(260),HA (260) ,NB(260) ,NODACT(260)
DIMENSION AK(260)
DIMENSION AMTRX(260,251)
DIMENSION AL(260)
CHARACTER TITLE*80
C READ INPUT
C READ HEADER
1 READ(7,2,END=500) TITLE
2 FORMAT(A80)
NNOD = 0
NEL = 0
DO 5 J1,100
NB (J) =0
NODACT (J)=0
5 CONTINUE
C READ NUMBER OF NETWORKS
READ(7,*) NUSE
DO 700 I1=1,NUSE
C READ COORDINATES OF NODE J
READ (7,*)J,XJ,YJ,ZJ
DO WHILE (J.GT.O)
NNOD = NNOD + 1
x (J) =XJ
Y (J)=YJ
Z (J) =ZJ
READ (7,*)J,XJ,YJ,ZJ
END DO
C READ NODES OF ELEMENT I
READ(7,*) I1,NODEIl,NODEI2,ALI I
DO WHILE(I.GT.O)
NEL NEL + 1
NODE(I, 1)=NODEIl
NODE(I ,2)=NODEI2
AL(I) = ALII
C COMPUTE LENGTH OF ELEMENT I
C AL(I)=(X(NODEI1)-X(NODEI2))**2+(Y(NODE I 1)-Y(NODEI2))**2
C AL(I)=SQRT(AL(I))
READ (7,*) I ,NODEI 1,NODEI2,ALI I
END DO
C READ (FILLER PERMEABILITY)*(APERTURE)
C ZERO VALUE => DIFFERENT VALUE FOR EACH ELEMENT
READ(7,*) AKI
IF(AKI.GT.O) GO TO 40
30 CONTINUE
C READ (FILLER PERMEABILITY)*(APERTURE) FOR ELEMENT I
READ(7,*) I,AKI
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IF(I.LE.O) GO TO 31
AK(I)=AKI
GO TO 30
31 CONTINUE
GO TO 51
40 CONTINUE
DO 50 I=1,NEL
AK(I)=AKI
50 CONTINUE
51 CONTINUE
70 CONTINUE
C READ HEAD HJ AT BOUNDARY NODE J
READ (7,*)J,HJ
IF(J.LE.O) GO TO 71
H (J)=HJ
NB (J)=l
GO TO 70
71 CONTINUE
700 CONTINUE
C READ COEFFICIENTS A,B,C,D OF EQ. A*X+B*Y+C*Z+D=O
C DEFINING PLANE OF CROSS SECTION
READ (7,*) A,B,C,D
C ECHO OF INPUT
C WRITE(6,1005)
C WRITE(6,1000) NNOD
C WRITE(6,1001) NEL
C WRITE(6,1002)
C WRITE(6, 1003)(J,X(J),Y(J),Z(J),NB(J),H(J),J=1,NNOD)
C WRITE(6,1004)
C WRITE(6,1020) (I ,NODE (I, 1) ,NODE(I ,2)
C 1 ,AL(I),AK(I), I=1,NEL)
1020 FORMAT(1X,3110,2F10.5)
C ESTABLISH NODE - ACTIVENODE CORRESPONDENCE
JA=O
DO 80 J=1,NNOD
IF(NB(J) .EQ. 1) GO TO 80
JA=JA+1
NODACT(J)=JA
80 CONTINUE
NNODA=JA
C FORM SET OF EQUATIONS
DO 85 JA1=1,NNODA
DO 85 JA2=1,NNODA+l
AMTRX(JA1,JA2)=0.
85 CONTINUE
DO 100 I=I,NEL
TEMP=AK(I)/AL(I)
DO 91 K1=1,2
JKI=NODE(I,K1)
JK1A=NODACT(JK1)
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IF(JK1A.EQ.O) GO TO 91
DO 90 K2-1,2
JK2-NODE(I ,K2)
JK2A-NODACT (JK2)
CORR=TEMP
IF(JK1A.EQ.JK2A) CORR--TEMP
IF (JK2A.NE.O) AMTRX(JK1A,JK2A)=AMTRX(JK1A,JK2A)+CORR
IF (JK2A.EQ.O) AMTRX(J K 1A,NNODA+1) AMTRX(JK 1A,NNODA+1)-
* H(JK2)*CORR
90 CONTINUE
91 CONTINUE
100 CONTINUE
C SOLVE
CALL ELIMIN(AMTRX,HA,NNODA,260,261)
DO 200 J1,NNOD
IF(NB(J).EQ.1) GO TO 200
JA-NODACT (J)
H (J) -HA (JA)
200 CONTINUE
C WRITE (6,1005)
C WRITE(6,1000) NNOD
C WRITE(6,1001) NEL
C WRITE(6,1002)
C WRITE(6,1003) (J,X(J),Y(J),Z(J),NB(J),H(J),J-I,NNOD)
C WRITE(6,1004)
C WRITE (6,1020) (I,NODE(I,1),NODE(I,2)
C 1 ,AL(I),AK(I),I-1,NEL)
C COMPUTE FLOWS
QTOT-O
TEMP-A**2+B**2+C**2
IF(TEMP.EQ.O.) GO TO 290
TEMP=SQRT (TEMP)
AN=A/TEMP
BN=B/TEMP
CN=C/TEMP
290 CONTINUE
C WRITE (6,1008)
DO 300 I-1,NEL
J 1=NODE(I,l1)
J2-NODE(I ,2)
QI=(H (J1) -H (J2))*AK(I)/AL (I)
C WRITE(6,1009)I,J1,J2,QI
IF(TEMP.EQ.O.) GO TO 300
F I=A*X (J 1) +B*Y (J 1)+C*Z (J 1)+D
F2=A*X (J2) +B*Y (J2) +C*Z (J2) +D
IF(Fl*F2.GT.O.) GO TO 300
CCC THIS SECTION IS FOR CALCULATING FLOW COMPONENTS
CC ALI SQRT( ( X(J2)-X(J1) )**2 +
CC 1 ( Y(J2)-Y(J1) )**2 + ( Z(J2)-Z(J1) )**2 )
CC RX-(X(J2)-X(J1))/ALI
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CC RY=(Y(J2)-Y(J1))/ALI
CC RZ=(Z(J2)-Z(J1))/ALI
CCC THIS SECTION CALCULATES TOTAL Q ACROSS PLANE INSTEAD
CC QTOT=QTOT+QI * (RX*AN+RY*BN+RZ*CN)
QTOT = QTOT + QI*SIGN(1.,X(J2)-X(J1))
300 CONTINUE
C IF(TEMP.NE.O.) WRITE(6,1010) QTOT
IF(TEMP.NE.O.) WRITE(9,1010) QTOT
GOTO 1
500 STOP
1005 FORMAT(1X,/,IX, 'ECHO OF INPUT')
1000 FORMAT(1X, 'NNOD=',15)
1001 FORMAT(X, 'NEL= ',15)
1002 FORMAT(lX,/, X,4X, 'J',7X, 'X(J) ',11X, 'Y(J) ',11X, 'Z(J) ',4X,
* 'NB(J) ',7X, 'H(J) ')
1003 FORMAT(lX,15,3G15.5,15,G15.5)
1004 FORMAT(1X,/,1X, ' I NODE(I,1) NODE(I,2)'
1 , ' AL(I) AK(I) ')
1006 FORMAT (1X,3I 10)
1007 FORMAT(IX, '! TYPE 1 TO CONTINUE, O TO QUIT')
1011 FORMAT(lX,/, 1X, 'RESULTS')
1008 FORMAT(1X,/1X,' I NODE(I,1) NODE(I,2) Q 1->2')
1oo9 FORMAT(lX,3110,G15.5)
1010 FORMAT(1X,/, X, 'FLOW THROUGH SECTION = ',G15.5)
END
SUBROUTINE ELIMIN(A,X,MEQN,NROW,NCOL)
DIMENSION A(NROW,NCOL),X(NROW)
NEQN=MEQN
IF(NEQN.LE.NROW.AND.NEQN.LE.NCOL-1) GO TO 1
C WRITE (6,61)
61 FORMAT(' ! STOP - DIMENSION ERROR IN ELIMIN')
STOP
1 CONTINUE
IF(MEQN.EQ.O) RETURN
JMAX=NEQN+l
NEQNMl=NEQN-1
DO 6 IEQN=1,NEQNM1
IMIN=IEQN+l
IMAX=IEQN
DO 3 I=IMIN,NEQN
3 IF(ABS(A(I,IEQN)).GT.ABS(A(IMAX,IEQN))) IMAX=I
IF(IMAX.EQ.IEQN) GO TO 5
DO 4 J=IEQN,JMAX
AA=A(I EQN,J)
A (I EQN,J)=A (IMAX, J)
4 A(IMAX,J)=AA
5 CONTINUE
DO 6 I=IMIN,NEQN
FACT=A (I, IEQN)/A(I EQN, IEQN)
DO 6 J=IMIN,JMAX
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6 A(I,J)=A(I,J)-FACT*A(IEQN,J)
x (NEQN) =A (NEQN ,JMAX)/A (NEQN,NEQN)
DO 8 L=2,NEQN
I=NEQN+I-L
SUM=A(I,JMAX)
IP1=1+1
DO 7 J=IP1,NEQN
7 SUM=SUM-A(I ,J)*X(J)
8 X(I)=SUM/A(I, I)
RETURN
END
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PROGRAM PLATES
COMMON/Cl/NODE (1000,3)
COMMON/C2/X (1000) ,Y (1000) ,Z (1000)
DIMENSION H(1000),HA(1000),NB(1000),NODACT(1000)
DIMENSION NINF(1000)
DIMENSION AK(1000)
DIMENSION A(3),B(3)
DIMENSION AMTRX(1000,1001)
C READ INPUT
1 READ(7,*,END=500) NUSE
NNOD = 0
NEL = 0
DO 5 J=l,1000
NB (J)=0
NODACT (J)=0
NINF(J)=O
5 CONTINUE
DO 700 I1=1,NUSE
10 CONTINUE
READ (7,*)J,XJ,YJ,ZJ
IF(J.LE.O) GO TO 11
NNOD = NNOD + 1
J = NNOD
x (J) =XJ
Y (J) =YJ
z (J) =ZJ
GO TO 10
11 CONTINUE
20 CONTINUE
READ(7,*) I,NODEI1,NODEI2,NODEI3
IF (I.LE.O) GO TO 21
NEL = NEL + 1
I = NEL
NODE (I, 1)=NODEIl 1
NODE (1 ,2)=NODEI2
NODE(I ,3)=NODEI3
GO TO 20
21 CONTINUE
READ(7,*) AKI
IF(AKI.GT.O) GO TO 40
30 CONTINUE
READ(7,*) I,AKI
IF(I.LE.O) GO TO 31
AK(I)=AKI
GO TO 30
31 CONTINUE
GO TO 51
40 CONTINUE
DO 50 I=1,NEL
AK(I)=AKI
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O CONTINUE
1 CONTINUE
0 CONTINUE
READ (7,*)J,HJ
IF(J.LE.O) GO TO 71
H(J)=HJ
NB (J)=1
GO TO 70
1 CONTINUE
75 CONTINUE
READ(7,*) J
IF(J.LE.O) GO TO 76
NINF (J)=l
GO TO 75
76 CONTINUE
O CONTINUE
ECHO OF INPUT
WRITE (8, 1005)
WRITE (8,1000) NNOD
WRITE(8,1001) NEL
WRITE (8, 1002)
WRITE (8, 1003) (J,X(J)
WRITE (8, 1004)
WRITE (8, 1006) (I,NODE
WRITE (6,1007)
READ (5,*) IANS
IF(IANS.EQ.O) STOP
ESTABLISH NODE - ACTIVE NODE
JA=O
DO 80 J=1,NNOD
IF (NB(J) .EQ. 1)
JA=JA+1
NODACT(J)=JA
CONTINUE80
C FORM SE
85
,Y (J) ,Z(J) ,NB(J) ,NINF (J) ,H(J) ,J=I,NNOD)
(I,1) ,NODE(I ,2) ,NODE (1,3), I=1,NEL)
CORRESPONDENCE
GO TO 80
NNODA=JA
T OF EQUATIONS
DO 85 JA1=1,NNODA
DO 85 JA2=1,NNODA+l
AMTRX (JA1,JA2)=O.
CONTINUE
DO 100 I=1,NEL
CALL ELMNT(I,A,B,AREA)
IF (AREA.EQ.O) AREA = 1
F=AK (I)/AREA
DO 91 K1=1,3
JK1=NODE (I ,K1)
JK1A=NODACT (JK1)
IF(JK1A.EQ.O) GO TO 91
DO 90 K2=1,3
JK2=NODE (I ,K2)
5
5
7
7
70
C
c
C
c
c
c
c
c
C
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JK2A=NODACT (JK2)
TEMP=F* (B (Kl) *B(K2)+A(K1)*A (K2))
IF(JK2A.NE.O) AMTRX(JKlA,JK2A)AMTRX(JK1A,JK2A)+TEMP
IF(JK2A.EQ.O) AMTRX(JK1A,NNODA+l)=AMTRX(JK1A,NNODA+l)-
* H(JK2)*TEMP
90 CONTINUE
91 CONTINUE
100 CONTINUE
C SOLVE
CALL ELIMIN(AMTRX,HA,NNODA,1000,1001)
DO 200 J1,NNOD
IF(NB(J).EQ.1) GO TO 200
JA=NODACT (J)
H (J) =HA (JA)
200 CONTINUE
Q=o
DO 300
291
300
C GIVE RESULTS
C WRITEI
C WRITE4
C WRITE!
C WRITEI
C WRITEI
C WRITEI
C WRITEI
I=1,NEL
DO 291 K1=1,3
JK1=NODE(I ,K1)
IF(NINF(JK1).NE.1) GO TO 291
K2=K1+1
IF(K2.GT.3) K2=K2-3
JK2=NODE(I,K2)
IF(NINF(JK2).NE.1) GO TO 291
K3=K2+1
IF(K3.GT.3) K3=K3-3
JK3=NODE (I,K3)
CALL ELMNT(I,A,B,AREA)
DHDX=- (B (K1) *H (JK1)+B (K2) *H (JK2)+B (K3)*H (JK3))/(2. *AREA)
DHDY= (A (Kl)*H(JK1)+A(K2)*H (JK2)+A (K3)*H (JK3))/(2.*AREA)
Q=Q+AK(I)* (DHDY*A (K3)-DHDX*B (K3))
CONTINUE
CONTINUE
1008)
1000) NNOD
1001) NEL
1002)
1003) (J,X(J),Y(J),Z(J),NB(J),NINF(J),H(J),J=1,NNOD)
1004)
1006) (I ,NODE (I,1) ,NODE (1,2) ,NODE (1 ,3) , I=1,NEL)
WRITE(10,1009) Q
'Y (J) ', 1ix, 'Z(J) ',4X,
NODE (I ,3) ')
(10,
(10,
(10,
(10,
(10,
(10,
(10,
GOTO 1
1005 FORMAT(1X,/, IX,'ECHO OF INPUT')
1000 FORMAT(1X, 'NNOD=',15)
1001 FORMAT(1X, 'NEL= ',15)
1002 FORMAT(lX,/,lX,4X, 'J',7X, 'X(J) ',11X,
* 'NB(J) ', 1X, 'NINF(J) ', 1X, 'H(J) ')
1003 FORMAT(lX,15,3G15.5,15,15,G15.5)
1004 FORMAT(lX,/,lX,' I NODE(I,1) NODE (I,2)
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FORMAT(1X,41 10)
FORMAT(IX,'! TYPE 1 TO CONTINUE, TO QUIT')
FORMAT(1X,/, lX, 'RESULTS')
FORMAT(1X,/, ' Q=',G15.5)
END
SUBROUTINE ELIMIN(A,X,MEQN,NROW,NCOL)
DIMENSION A(NROW,NCOL),X(NROW)
NEQN=MEQN
IF(NEQN.LE.NROW.AND.NEQN.LE.NCOL-1) GO TO 1
WRITE (6,61)
FORMAT(' ! STOP - DIMENSION ERROR IN ELIMIN
STOP
CONTINUE
IF(MEQN.EQ.O) RETURN
JMAX=NEQN+l
NEQNM1=NEQN-1
DO 6 IEQN=1,NEQNM1
IMIN=IEQN+l
IMAX=IEQN
DO 3 I=IMIN,NEQN
IF(ABS(A(I,IEQN)).GT.ABS(A(IMAX,IEQN))) IMA;
IF(IMAX.EQ.IEQN) GO TO 5
DO 4 J=IEQN,JMAX
AA=A(I EQN,J)
A (IEQN,J) =A(IMAX,J)
A(IMAX,J) =AA
CONTINUE
DO 6 I=IMIN,NEQN
if (a(ieqn,ieqn).eq.O) a(ieqn,ieqn)=l.
FACT=A(I, IEQN)/A(IEQN, IEQN)
DO 6 J=IMIN,JMAX
A(I ,J)=A(I ,J)-FACT*A(IEQN,J)
X (NEQN)=A (NEQN,JMAX)/A (NEQN,NEQN)
DO 8 L=2,NEQN
I=NEQN+1-L
SUM=A(I,JMAX)
IPl=l+1
DO 7 J=IP1,NEQN
SUM=SUM-A(I ,J) *X(J)
X(I)=SUM/A(I, I)
RETURN
END
SUBROUTINE ELMNT(I,A,B,AREA)
DIMENSION A(3),B(3)
COMMON/Cl/NODE(1000,3)
COMMON/C2/X(1000),Y(1000) ,Z (1000)
JI=NODE (I,1)
J2=NODE (1 ,2)
J3=NODE (1,3)
V12= (X (J2) -X (Jl))**2+(Y (J2)-Y (J 1) ) **2+ (Z (J2) -Z (J I) ) **2
1006
1007
1008
1009
500
61
1
3
4
5
6
7
8
,)
X=I
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V12=SQRT(V12)
V13= (X (J3) - (J 1) ) **2+ (Y (J3) -Y (J 1) )**2+ (Z (J3) -Z (J 1)) **2
V13=SQRT(V13)
V12V13=(X(J2)-X (Jl))*(X(J3)-X(J1))+
*( (Y(J2)-Y (J 1))*(Y (J3)-Y (J1))+
*( (Z(J2) -Z (J 1)) * (Z (J3) -Z (J1))
IF (V12.EQ.O.OR.V13.EQ.O) THEN
COS213=1.0
ELSE
COS213=V12V13/(V12*V13)
END IF
IF (1.-C0S213**2.LE.0) THEN
SIN213 = 0.
COS213 = 1.
AREA = 1.
ELSE
S IN213=SQRT(1.-COS213**2)
AREA=.5*V12*V13*SIN213
END IF
A (3)=V12
A (2) =-V13*COS213
A (1) =-A (2) -A (3)
B(1)=V13*SIN213
B (2) =-B(1)
B (3) =0.
RETURN
END
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PROGRAM STEREO
DIMENSION X(3000),Y(3000) ,KOUNT (961), IBUF (8000)
COMMON /PDATA/ XX (961) ,YY (961) ,PERCEN (961) ,NELMT(900,5)
C DIRi BEARING DIRECTION N S E W
C XX VARIANCE ANGLE 0 TO 90
C DIR2 VARIANCE DIRECTION N S E W
C XX2 DIP ANGLE · 0 TO 90
C DIR3 DIP DIRECTION N S E W
C
C INPUT TO GO IN AS NXXEXXW A1,12,A1,12,A1
C X Y COORDS OF POINTS
C XX YY COORDS OF NODES
C NPNTS TOTAL NUMBER OF POINTS
C SMALLR SMALL CIRCLE RADIUS
C RMAIN LARGE CIRCLE RADIUS
C KOUNT COUNTER OF NO OF POINTS IN AREA
LOGICAL UPPER
c INTEGER XY,XX2
CHARACTER*1 N,S,E,W,DIRi,DIR2,DIR3,BLANK
CHARACTER*1 UPP,DOW,BOTH,WORD
CHARACTER*80 HED1,HED2
CHARACTER*24 TITLE
DATA N/'N'/
DATA BLANK/' '/
DATA S/'S'/
DATA E/'E'/
DATA W/'W'/
DATA RADEG/0.0174532/
DATA TITLE/ ' GEOLOGY JOINTS PLOTS '/
DATA UPP,DOW,BOTH/'U', 'L', 'B'/
999 CONTINUE
READ (5,9875,END=915) HEDI,HED2
9875 FORMAT(A80/A80)
WRITE (6,9876) HED1,HED2
9876 FORMAT ('1', A80/A80//)
CCCCCCCC WORD UPPER OR LOWER (HEMISPHERE) DEFAULT:LOWER
CCCCCCCC QCNT CONTOUR ONLY (O) OR CONTOUR AND SCATTER (1)
CCCCCCCC DIAM = PLOT SIZE IN INCHES - CURRENTLY DISABLED
CCCCCCCC CINT = CONTOUR INTERVAL DEFAULT: 10
CCCCCCCC NNNN = ECHO INPUT (O) OR DO NOT (1) DEFAULT: O
READ(5,500) WORD,QCNT,DIAM,CINT,NNNN
500 FORMAT (A1,9X, 3F10.0,15)
CCCCCCCC
IF (DIAM .EQ. 0.) DIAM=7.8
IF (CINT .EQ. 0.) THEN
CONTS = 10.
ELSE
CONTS = -CINT
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END IF
IF(WORD.EQ. 'L')THEN
UPPER = .FALSE.
ELSE IF(WORD.EQ.'U')THEN
UPPER = .TRUE.
ELSE
WRITE(6,*) 'INPUT ERROR - CARD 2 - U OR L ONLY'
GOTO 9999
END IF
CALL T4025
IF(QCNT.EQ.O) THEN
CALL SHOW(O.,50.,0.,32.).
CALL ROTATE(90.)
ELSE
CALL SHOW(0.,80.,0.,50.)
END IF
501 CONTINUE
R = 15.
D=30.
DO 100 J =1,3000
C CARD WITH DIP (XX2) EQUAL TO 99 SIGNIFIES END OF DATA
C TO RUN ADDITIONAL SET OF DATA, PUT ANOTHER TITLE CARD AND THEN THE
C 4 READ (5,1,END=101) DIRI,XY,DIR2,XX2,DIR3
C 1 FORMAT(11X,A,12,A1,2X,12,A1)
C
C ALTERNATE FOREMULATION XY=DIP-DIR,XX2 = DIP
4 READ(5,1,END=101) XY,XX2
1 FORMAT(F10.0,2X,F10.0)
IF(XX2.EQ.O) GO TO 4
IF(XY.EQ.O) GO TO 4
99 CONTINUE
IF(XX2.EQ.99) GO TO 101
IF(XX2.EQ.90) XX2=89
GOTO 28
IF(DIR3.EQ.BLANK) DIR3=E
XXX = 3.14159*(XY-90.)/180.
XXX2= 3.14159*XX2/360.
RR=1.414*R
RAD=RR*S IN(XXX2)
CCC
CCCCCC FOR INPUT IN DIP-DIR DIP FORMAT
X(J) = RAD*COS(XXX)
Y(J) = RAD*SIN(XXX)
GOTO 21
CCCCCC
CCC
CCCCCC FOR INPUT WITH DECLINATION DIP FORMAT
IF(DIR1.EQ.N) GO TO 2
IF(DIR1.EQ.S) GO TO 2
IF(DIR1.EQ.BLANK) GO TO 101
90o
GO TO 4
2 IF(DIR2.EQ.E) GO TO 5
IF(DIR2.EQ.W) GO TO 5
GO TO 4
5 X(J) = RAD*COS(XXX)
9 Y(J) = RAD*SIN(XXX)
IF(DIR3.NE.E.AND.DIR3.NE.W) GO TO 4
IF(DIR3.EQ.W) X(J)=-X(J)
IF(DIR1.EQ.N) GO TO 404
IF(DIR2.EQ.E.AND.DIR3.EQ.W) Y(J)=-Y(J)
IF(DIR2.EQ.W.AND.DIR3.EQ.E) Y(J)=-Y(J)
GO TO 21
404 IF(DIR2.EQ.E.AND.DIR3.EQ.E) Y(J)=-Y(J)
IF(DIR2.EQ.W.AND.DIR3.EQ.W) Y(J)=-Y(J)
GO TO 21
21 XN=-X(J)
YN=-Y (J)
IF(NNNN.EQ.O) GO TO 100
WRITE(6,27) DIR1,XY,DIR2,XX2,DIR3
27 FORMAT(5X,A1,12,Al,2X,12,Al)
28 CONTINUE
X(J) = 15*1.414*SIN (RADEG*XX2)*COS (RADEG*XY)
Y(J) = 15*1.414*SIN(RADEG*XX2)*SIN(RADEG*XY)
100 CONTINUE
101 NPNTS=J-1
WRITE(6,1001) NPNTS
1001 FORMAT(///,' NO. OF POINTS IN THE SAMPLE IS',15)
RMAIN=D/2.
RMAIR=RMAIN+1.414
SMALLR=RMAIN/10.
XNEG=- (D/2.)
XINC=D/30.
YNEG=XNEG
YINC=XINC
XC=XNEG
YC=YNEG
KK=I
DO 200 J=1,31
DO 210 JK=1,31
XX (KK) =XC
XC=XC+XINC
YY (KK)=YC
210 KK=KK+1
XC=XNEG
200 YC=YC+YINC
NUMB=1
NSTART=1
DO 300 KJ=1,30
DO 301 KJK=1,30
NELMT (NUMB,5) =NUMB
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NELMT (NUMB, 1)=NSTART
NELMT(NUMB,2) =NSTART+31
NELMT (NUMB,3)= NSTART+32
NELMT (NUMB,4) =NSTART+1
NUMB=NUMB+1
301 NSTART=NSTART+1
NSTART=NSTART+1
300 CONTINUE
NOELMT=NUMB-1
IUP=-
610 CONTINUE
DO 761 KJ=1,961
PERCEN (KJ) =0.
761 KOUNT(KJ)=O
DO 750 KMJ=1,961
RR=SQRT (XX(KMJ) **2+YY(KMJ) **2)
IF(RR.GT.RMAIR) GO TO 750
RTEMP=RR+SMALLR
IF(RTEMP.GT.RMAIN) KRIDE =2
C NEW ORIGIN AT XX(KMJ),YY(KMJ)
XNEW=XX(KMJ)
YNEW=YY (KMJ)
770 CONTINUE
DO 760 KKMJ=1,NPNTS
XXX= X(KKMJ)-XNEW
YYY=Y (KKMJ)-YNEW
RS=SQRT (XXX**2+YYY**2)
IF(RS.LE.SMALLR) KOUNT(KMJ)=KOUNT(KMJ)+1
760 CONTINUE
IF(KRIDE.NE.2) GO TO 750
XBAR=XNEW* (2.*RMA I N-RR)/RR
XNEW=-XBAR
YBAR=YNEW* (2 .*RMA I N-RR)/RR
YNEW=-YBAR
KRIDE=1
GO TO 770
750 CONTINUE
DO 762 KJ=1,961
IF(KOUNT(KJ).LE.O) GO TO 762
PERCEN (KJ)=(KOUNT (KJ) *100.)/NPNTS
762 CONTINUE
IF ( .NOT. UPPER.AND.IUP.NE.2) THEN
IUP=2
DO 605 I=1,NPNTS
(I ) =-(I)
605 Y(I)=-Y(I)
GO TO 610
END IF
IF(QCNT.EQ.O.)GOTO 800
CALL CCPLOT(25.,25.,-3)
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GO TO (601,602),IUP
CALL SYMBOL (-2.94,-17.42,0.28, 'UPPER', O., 5)
GO TO 603
CALL SYMBOL (-2.94,-17.42,0.28, 'LOWER', O., 5)
CALL SYMBOL (999., 999., 0.28, ' HEMISPHERE PLO
FRAMNO= 1
CALL SYMBOL (-20.,-24., 0.50, 'FRAME NO' , 90.,
CALL NUMBER (999., 999., 0.50, FRAMNO, 90., -1)
CALL CIRC(15.)
DO 911 KK=1,NPNTS
SYMBOL (X (KK) ,Y (KK),.
SYMBOL (-O.21,-16.42
CCPLOT (0. ,-15.,3)
CCPLOT (0.,15. ,2)
SYMBOL (-0.63, 16.,
SYMBOL (-16., -0.21,
CCPLOT(-15.,O.,3)
CCPLOT(15.,O.,2)
CALL SYMBOL (16., -0.21
CONTINUE
CALL CCPLOT(-15.,-15.,3)
CALL CCPLOT(-15.,15.,2)
CALL CCPLOT(15.,15.,2)
CALL CCPLOT(15.,-15.,2)
CALL CCPLOT(-15.,-15.,2)
XSUM=-15.
DO 913 KJM = 1,15
CALL CCPLOT(XSUM,-15.,3)
CALL CCPLOT(XSUM,15.,2)
XSUM=XSUM+1.
CALL CCPLOT(XSUM,15.,2)
CALL CCPLOT(XSUM,-15.,2)
XSUM =XSUM+1.
YSUM=-15.
DO 914 KJM=1,15
CALL CCPLOT(-15.,YSUM,3)
CALL CCPLOT(15.,YSUM,2)
YSUM=YSUM+1.
CALL CCPLOT(15.,YSUM,2)
CALL CCPLOT(-15.,YSUM,2)
YSUM=YSUM+1.
CALL CCPLOT(40.,O.,-3)
GOTO 801
CONTINUE
CONTOUR ONLY
CALL CCPLOT(16.,-30.,-3)
FRAMNO=2
CALL SYMBOL (-20.,-24., C
CALL NUMBER (999., 999.,
write(6,*) 'ready to call
07,112,0.,-1)
,0.42, 'S', O.,
0.42, 'N', 0.
0.42, 'W', O.,
, 0.42, 'E', O.
IT', 0., 16)
9)
1)
, 1)
1)
, 1)
).50, 'FRAME NO' , 90., 9)
0.50, FRAMNO, 90., -1)
contur'
601
602
603
911
912
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
913
914
800
CCCCC
801
912
CALL CONTUR (TITLE,HED1,HED2,CONTS, IUP,QCNT)
915 CONTINUE
CALL ENDPLT
9999 CONTINUE
STOP
END
SUBROUTINE CIRC(R)
C 1 DEGREE = .0174533 RADIANS
CALL CCPLOT(R,0.,3)
DO 10 J=1,361
RJ =J
X = R*COS(RJ*.0174533)
Y = R*SIN(RJ*.0174533)
10 CALL CCPLOT(X,Y,2)
RETURN
END
SUBROUTINE CONTUR (TITLE,HED1,HED2,CONTS, IUP,QCTR)
COMMON /PDATA/ R(961) ,Z(961) ,ENDV (961), IX(900,5)
CHARACTER*(*) TITLE,HED1,HED2
LOGICAL TEST
LOGICAL HYPAR,ILOW
NUMNP=961
NUMEL=900
TOP=15.
ANGLE = (1.-QCTR)*90.
CENTER=TOP/2.
C WRITE (6,6000) (I ,ENDV(I), I=1,NUMNP)
6000 FORMAT (' NODAL VALUES TO BE CONTOURED '/
1 ' NODE VALUE '//(15,E12.5))
C WRITE (6,6001)
6001 FORMAT (' NOW PLOTTING HEADING')
DO 10 1=1,961
10 ENDV(I)=ENDV(I)+.001
SX=-7.6
SCALE=.25
SY=TOP+4.7 +.65
CALL SYMBOL(SX,SY,0.28,HED1,ANGLE,80)
SY = SY -.65
CALL SYMBOL(SX,SY,0.28,HED2,ANGLE,80)
SY=SY-.65
sx=-3.00
CALL SYMBOL(SX,SY,O.28,TITLE,ANGLE,24)
SY=SY-.65
SX=1.2
CALL SYMBOL(SX,SY,O.28, 'ONE INCH = ',ANGLE,11)
SX=SX+3.54
CALL NUMBER(SX,SY,O.28,SCALE,ANGLE,2)
SY=TOP+3.5
sx=-5.6
CALL SYMBOL(SX,SY,O.28,0,ANGLE,-1)
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SX=SX+.35
CALL SYMBOL(SX,SY,0.28,'MAXIMUM 
= ',ANGLE,10)
SY=SY- 1.0
sx=-5.6
CALL SYMBOL(SX,SY,0.28,5,ANGLE,-1)
SX=SX+.35
CALL SYMBOL(SX,SY,O.28,'MINIMUM 
= ',ANGLE,10)
SX=1.2
SY=TOP+2.5
CALL SYMBOL(SX,SY,O.28,'CONTOUR INTERVAL = ',ANGLE,19)
C FIND MAXIMUM AND MINIMUM
C WRITE (6,6002)
6002 FORMAT (' HEADING PLOTTED'/' COMPUTING MAXIMUM AND MINIMUM')
IBIG=1
BIG=ENDV(1)
ISMA=1
SMALL=ENDV (1)
DO 100 1=2,NUMNP
IF (ENDV(I).LE.BIG) GO TO 50
BIG=ENDV(I)
IBIG=I
50 IF (ENDV(I).GE.SMALL) GO TO 100
SMALL=ENDV(I)
ISMA=I
100 CONTINUE
SX=R(IBIG)-0.035
SY=Z(IBIG)-0.035
CALL SYMBOL(SX,SY,0.21,0,ANGLE,-1)
SX=R(ISMA) 
-0.035
SY=z (ISMA)-0.035
CALL SYMBOL(SX,SY,0.21,5,ANGLE,-1)
SX=-1.85
SY=TOP+3.5
CALL NUMBER(SX,SY,0.28,BIG,ANGLE,3)
SY=SY- 1.00
CALL NUMBER(SX,SY,0.28,SMALL,ANGLE,3)
IF (CONTS.GT.O.) GO TO 120
CONTS=-CONTS
GO TO 122
120 CONTS= (BIG-SMALL)/CONTS
CALL STAN(CONTS)
IF (CONTS .LT. 2.) CONTS=2.
122 SY=TOP+2.5
SX=7.2
CALL NUMBER(SX,SY,0.28,CONTS,ANGLE,3)
NREF=SMALL/CONTS
IF (SMALL.GT.O.) NREF=NREF+1
NTOP=BIG/CONTS
IF (BIG.LT.O.) NTOP=NTOP-1
C WRITE (6,6003)
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6003 FORMAT (' MAXIMUM AND MINIMUM COMPUTED AND PLOTTED')
C PLOT OUTLINE
CALL CIRC(15.)
CALL SYMBOL (15.58, -0.2
CALL SYMBOL (-0.21, 15.5
CALL SYMBOL (-16., -0.21
CALL SYMBOL (-0.21, -16.
GO TO (601, 602), IUP
601 CALL SYMBOL (-2.94, -17.
GO TO 603
602 CALL SYMBOL (-2.94, -17.
603 CALL SYMBOL (999., 999.,
C PLOT CONTOURS BY ELEMENT
DO 300 N=1,NUMEL
C WRITE (6,6004) N
6004 FORMAT (' COMPUTING CONT
HYPAR=.FALSE.
I=IX (N,1)
JJ=IX (N,2)
KK=IX (N,3)
LL=IX (N,4)
IB=1
IS=1
BG=ENDV(I I)
SM=ENDV(I I)
DO 210 1=2,4
IF (ENDV(IX(N,I)). LE.BG)
BG=ENDV(IX(N, I))
IB=I
IF (ENDV(IX(N,I)).GE.SM)
SM=ENDV(IX (N, I))
1, 0.42, 'E',
8, 0.42, 'N',
, 0.42, 'W' ,
, 0.42, 'S',
ANGLE,
ANGLE,
ANGLE,
ANGLE,
1)
1)
1)
1)
0.28, 'UPPER', ANGLE, 5)
, 0.28, 'LOWER', ANGLE, 5)
0.28, ' HEMISPHERE PLOT', ANGLE, 16)
OURS FOR ELEMENT',15)
GO TO 205
GO TO 210
IS=I
210 CONTINUE
NHIGH=BG/CONTS
NLOW=SM/CONTS
IF (BG.LT.O.) NHIGH=NHIGH-1
IF (SM.GT.O.) NLOW=NLOW+1
NUM=NHIGH-NLOW+1
IF (NUM.LE.O) GO TO 300
C WRITE (6,6006) NUM,N
6006 FORMAT (15,' CONTOURS TO BE PLOTTED IN ELEMENT', 15)
VI=ENDV(I I)
VJ=ENDV (JJ)
VK=ENDV (KK)
VL=ENDV (LL)
IF(VI.GT.VJ) GO TO 405
IF(VJ.LE.VK.OR.VK.GE.VL.OR.VL.LE.VI) GO TO 415
ILOW=.TRUE.
GO TO 410
405 IF(VJ.GE.VK.OR.VK.LE.VL.OR.VL.GE.VI) GO TO 415
205
I
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ILOW=.FALSE.
410 HYPAR=.TRUE.
415 CONTINUE
BETA1=VI+VJ+VK+VL
BETA2=VK+VL-VI 
-VJ
BETA3=VI-VJ-VK+VL
BETA4=VJ-VI-VK+VL
RHO 1=R (I I)+R (JJ)+R (KK)+R (LL)
RHO2--R(I I)-R(JJ)+R(KK)+R (LL)
RH03=R(li)-R(JJ)-R(KK)+R (LL)
RH04=-R(I I)+R(JJ) -R (KK) +R (LL)
ZETAI=Z(I I)+Z(JJ)+Z(KK)+Z (LL)
ZETA2=-Z(I I)-Z(JJ)+Z(KK)+Z (LL)
ZETA3=Z (II)-Z(JJ)-Z(KK)+Z(LL)
ZETA4=-Z(I I)+Z(JJ)-Z(KK)+Z (LL)
DO 260 I=1,NUM
VALUE=CONTS*(NLOW+I-1)
IF (VALUE.GT.VI.AND.VALUE.LE.VJ) GO TO 230
IF (VALUE.LE.VI.AND.VALUE.GT.VJ) GO TO 230
214 IF (VALUE.GT.VJ.AND.VALUE.LE.VK) GO TO 225
IF (VALUE.LE.VJ.AND.VALUE.GT.VK) GO TO 225
215 IF (VALUE.GT.VK.AND.VALUE.LE.VL) GO TO 220
IF (VALUE.GT.VK.OR.VALUE.LE.VL) GO TO 260
220 RATIO= (VALUE-VK) / (VL-VK)
XENT=R (KK) +RATI O* (R (LL) -R(KK))
YENT=Z (KK) +RAT I O(Z (LL) -Z (KK))
ETAENT=I.
XIENT=2.*RATIO-1.
CALL PLOTT(XENT,YENT,3,VALUE)
GO TO 250
225 RATIO= (VALUE-VJ) / (VK-VJ)
XENT=R (JJ) +RAT I O* (R (KK) -R (JJ))
YENT=Z (JJ) +RAT I 0* (Z (KK) -Z (JJ))
XIENT=-1.
ETAENT=2.*RATIO-1.
CALL PLOTT(XENT,YENT,3,VALUE)
GO TO 240
230 RATIO=(VALUE-VI)/(VJ-VI)
XENT=R(I I)+RATIO*(R(JJ)-R(I I))
YENT=Z(I I)+RATIO*(Z(JJ)-Z(II))
ETAENT=-1.
XIENT=-2.*RATIO+1.
CALL PLOTT(XENT,YENT,3,VALUE)
IF (VALUE.GT.VJ.AND.VALUE.LE.VK) GO TO 235
IF (VALUE.GT.VJ.OR.VALUE.LE.VK) GO TO 240
235 IF(.NOT.HYPAR) GO TO 430
VAVE= (VI+VJ+VK+VL) *0.25
IF(ILOW) GO TO 420
IF(VALUE.LE.VAVE) GO TO 430
IF(VALUE.LE.VL.OR.VALUE.GT.VI) GO TO 430
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GO TO 425
420 IF(VALUE.GE.VAVE) GO TO 430
IF(VALUE.GT.VL.OR.VALUE.LE.VI) GO TO 430
425 GO TO 250
430 CONTINUE
RATIO= (VALUE-VJ) / (VK-VJ)
XEX=R (JJ) +RATI O* (R (KK) -R (JJ))
YEX=Z (JJ)+RATI O* (Z (KK)-Z (JJ))
XIEX=-1.
ETAEX=2.*RATIO-1.
GO TO 251
240 IF (VALUE.GT.VK.AND.VALUE.LE.VL) GO TO 245
IF (VALUE.GT.VK.OR.VALUE.LE.VL) GO TO 250
245 RATIO= (VALUE-VK) / (VL-VK)
XEX=R (KK) +RATIO* (R (LL) -R (KK))
YEX=Z (KK)+RATI O* (Z (LL)-Z (KK))
ETAEX=1.
XIEX=2.*RATIO-1.
GO TO 251
250 RAT I O= (VALUE-VL) / (VI -VL)
XEX=R(LL)+RATIO*(R(I I)-R(LL))
YEX=Z(LL)+RATIO*(Z(I I)-Z(LL))
XIEX=1.
ETAEX=-2.*RAT 0+1.
251 ETA=ETAENT
XI=XIENT
DETA=(ETAEX-ETAENT)*0.2
DXI= (XIEX-XI ENT) *0.2
TEST=.TRUE.
IF (ABS(DETA).LT.ABS(DXI)) TEST=.FALSE.
DO 255 J=1,4
IF(TEST) GO TO 252
XI=XI+DXI
ETA= (4.*VALUE-X I *BETA3-BETA1) / (BETA2+X I *BETA4)
GO TO 253
252 ETA=ETA+DETA
X I= (4.*VALUE-BETA 1-ETA*BETA2)/(BETA3+ETA*BETA4)
253 XN=0.25* (RHO 1+ETA*RH02+X I *RH03+X I *ETA*RH04)
YN=O. 25* (ZETA I+ETA*ZETA2+X I *ZETA3+X I *ETA*ZETA4)
CALL PLOTT(XN,YN,2,VALUE)
255 CONTINUE
CALL PLOTT(XEX,YEX,2,VALUE)
IF (XIEX.EQ.-1.) GO TO 215
IF(HYPAR.AND.ETAENT.EQ.-1..AND.XIEX.EQ.1.) GO TO 214
260 CONTINUE
C WRITE (6,6005) N
6005 FORMAT (' CONTOURS COMPUTED FOR ELEMENT',15)
300 CONTINUE
RETURN
END
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SUBROUTINE PLOTT(X,Y,NN,VALUE)
RMAIN=15.
IF(IABS(NN).EQ.3) GO TO 10
SQ1 = SQRT(X**2+Y**2)
SQ2 = SQRT(XOLD**2+YOLD**2)
IF(SQI.LE.RMAIN.AND.SQ2.LE.RMAIN) GO TO 10
IF(SQ1.GT.RMAIN.AND.SQ2.GT.RMAIN) GO TO 20
IF(SQ1.GT.RMAIN) GO TO 11
IF(SQ2.GT.RMAIN) GO TO 12
11 IF(SQ2.GT.RMAIN) GO TO 20
C NEW POINT OUTSIDE CIRCLE OLD POINT IN CIRCLE
CALL TRYHD(XOLD,YOLD,X,Y,TRY,YY)
CALL CCPLOT(TRY,YY,NN)
CALL CCPLOT(X,Y,3)
XRT = (TRY/RMAIN) * 0.35 - 0.14
YRT = (YY/RMAIN) * 0.35 - 0.14
CALL NUMBER(TRY+XRT,YY+YRT,.28,VALUE,O.,-1)
CALL CCPLOT(X,Y,3)
20 XOLD=X
YOLD=Y
RETURN
10 XOLD =X
YOLD =Y
CALL CCPLOT(X,Y,NN)
RETURN
C OLD POINT OUTSIDE CIRCLE NEW POINT INSIDE CIRCLE
12 CALL TRYHD ( XOLD,YOLD,X,Y,TRY,YY)
CALL CCPLOT(TRY,YY,3)
CALL CCPLOT(X,Y,NN)
XRT= (TRY/ABS (TRY))*.2
YRT= (YY/ABS (YY))*.2
CALL NUMBER(TRY+XRT,YY+YRT,.28,VALUE,O.,-1)
CALL CCPLOT(X,Y,3).
XOLD=X
YOLD=Y
RETURN
END
SUBROUTINE STAN(S)
D=S
DO 10 N=1,1000
D=D/10.
IF (D.LT.1.) GO TO 15
10 CONTINUE
15 DO 20 M=1,1000
N=N-1
D=D* 10.
IF (D.GT.1.) GO TO 25
20 CONTINUE
25 IF (D.GT.1..AND.D.LE.2.) D=2.
IF (D.GT.2..AND.D.LE.2.5) D=2.5
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IF (D.GT.2.5.AND.D.LE.4.) D=4.
IF (D.GT.4..AND.D.LE.5.) D=5.
IF (D.GT.5..AND.D.LE.10.) D=10.
S=D*1O.**N
RETURN
END
SUBROUTINE TRYHD(XOLD,YOLD,X,Y,TRY,YY)
REAL*4 M
R=15.
DEN = X - XOLD
IF (ABS(DEN) .LT. 0.001) GO TO 215
C = (YOLD*X - Y*XOLD)/DEN
M = (Y - YOLD)/DEN
A=1.+M**2
B=2.*M*C
CC=C**2-R**2
TRY 1= (-B+SQRT (B**2-4.*A*CC))/(2.*A)
TRY2= (-B-SQRT (B**2-4.*A*CC))/(2.*A)
IF(TRY1.LE.XOLD.AND.TRYl.GE.X) GO TO 11
IF(TRYl.GE.XOLD.AND.TRYl.LE.X) GO TO 11
TRY=TRY2
GO TO 14
11 TRY=TRY1
GO TO 14
215 TRY=X
14 YY= (SQRT (R**2-TRY**2)) * (Y/ABS (Y))
RETURN
END
