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ABSTRACT  
Investigation into the Ionization Mechanism Occurring in Matrix Assisted Laser 
Desorption Ionization and Factors Affecting Ion Flight Time in MALDI Time-of-Flight 
Mass Spectrometry.  
April M. Holcomb 
Kevin G. Owens, Ph.D. 
 
 
 
This thesis focuses on understanding and improving the fundamental aspects of 
MALDI TOFMS by examining the various elements operating within the technique. 
Sample preparation, ionization mechanisms, and ion flights times are investigated.  
A modified aerospray device was utilized to deposit mostly aqueous samples onto 
the sample probe. Initial attempts resulted in very poor analyte signal precision, therefore 
a two-level plus center point factorial design experiment was performed on five device 
parameters. From the first factorial, two device parameters (gas pressure and spray 
distance) were identified as having a significant effect on the signal reproducibility. A 
second factorial was performed varying these parameters to further improve signal 
precision.  The spray-to-spray reproducibility of the device was improved 4.5-fold, while 
the within-sample reproducibility improved 3-fold.  
The same modified aerospray device was used to prepare samples for 
investigation into the primary ionization mechanism occurring in the MALDI process. To 
confirm that photoexcitation and energy pooling occur within the MALDI plume, the 
signal of amino acids was monitored in the presence of increasing concentrations of 
halide salts. As the concentration of the halide increased, the analyte and matrix signals 
decreased due to collision spin-orbit coupling of the matrix and halide ions. Other analyte 
techniques were performed in order to rule out other possibilities as causes for the 
observed reduced signals.  
xxii 
The effect of changes in ion parameter values was performed. Various amounts of 
ammonium salt were added to the sample and caused time-of-flight (TOF) shifts. A TOF 
model was attempted, and although the calculated TOFs matched fairly accurately, the 
instrument parameters were not realistic. By performing the experiment at various pulsed 
ion extraction (PIE) delays and comparing the ratios of the PIE to the TOFs, it was 
determined that the ion velocities were increasing as the ammonium salt was added.  
Evaluation of qualitative and quantitative MALDI analysis using novel microwell 
plates was performed. The effect of the pore diameters and depths was investigated. The 
microwell plates were assessed based on sensitivity, mass accuracy, resolution, metal 
coatings, and manufacturing process. Other studies focused on the microwell plates’ 
ability to perform polymer analysis and alkali scrubbing.  
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CHAPTER 1: INTRODUCTION AND OVERVIEW 
 
 
MALDI TOFMS 
 
 Matrix assisted laser desorption ionization (MALDI) is an analytical technique 
that was discovered in the late 1980’s.1, 2 This ionization technique utilizes laser 
desorption of an analyte dissolved in an excess amount of a UV light absorbing organic 
matrix compound. The biggest advantage of MALDI over other ionization methods, such 
as fast atom bombardment (FAB), is that MALDI is able to produce intact molecular ions 
of high molecular weight compounds with little or no fragmentation similarly to 
electrospray ionization.3 Since its discovery, MALDI has been utilized as an ionization 
method for the analysis of a number of different classes of analytes, such as peptides and 
proteins4-6, carbohydrates7, bacteria8, polymers9, and inorganic materials10.  
 The MALDI time-of-flight mass spectrometry (TOFMS) analysis can be broken 
down into four major steps: sample preparation, desorption, ionization, and mass 
analysis. Many aspects of sample preparation can affect the spectra that are observed. 
Selection of the appropriate matrix for a particular analysis is very important, as many of 
the MALDI matrices used are specific for a class or range of analytes. As will be 
discussed in later chapters, the matrix serves many important functions in the MALDI 
process. The solubility of both the matrix and the analyte in the chosen solvents and 
solvent miscibility must be taken into consideration in order to prevent analyte and 
matrix segregation. Another factor in sample preparation that is extremely important is 
the amount of matrix relative to analyte. At both too high and too low of a matrix-to-
2 
analyte (M/A) ratio, little or no analyte signal is observed.11 The last thing that must be 
considered in MALDI sample preparation is the method of depositing the matrix/analyte 
mixture onto the sample probe and the means of removing the solvent. The goal is to 
have a thin, homogenous mixture of analyte and matrix. Choosing the appropriate method 
for sample deposition is essential for achieving this.  
 The second major step in the MALDI process is sample desorption. After sample 
preparation and deposition, the resulting solid sample mixture is placed into the vacuum 
system of the mass spectrometer where it is irradiated with a UV laser. The laser desorbs 
the material off the sample surface and into the gas phase, creating what is known as the 
MALDI plume. The matrix compound absorbs the UV laser energy through electronic 
excitation and releases the energy through heat, which causes the sample to disintegrate 
into the gas phase as a supersonic expansion of excited matrix compounds. 12 
 The next step in the MALDI process is ionization. Ionization in MALDI is 
believed to be occurring in both the solution phase13 as well as in a series of chemical 
reactions caused by collisions of excited matrix and analyte molecules in the dense plume 
of the material that is desorbed off the solid surface.14  
 The last process in MALDI TOFMS is the analysis of the ions produced via mass 
spectrometry. The most common mass analyzer used for MALDI is the time-of-flight 
(TOF) mass spectrometer due to its theoretically unlimited mass range. In TOFMS, the 
length of time the ion takes to travel a fixed distance in an evacuated field-free drift 
region is related to its mass-to-charge (m/z) ratio based on the physics of kinetic energy. 
Instrument calibration is a very important process in TOF analysis because unlike other 
mass analyzers, the ion TOF is measured directly and converted to m/z.   
3 
 Understanding each of these four steps in MALDI TOFMS is essential to 
applying and improving the technique for analysis of many different classes of 
compounds.  
 
Organization of the thesis 
 
The main goal of each of the projects presented in this thesis is to gain a better 
understanding of the main steps operating in the MALDI TOFMS process, including 
sample preparation, ionization, and mass analysis.  
Chapter 2 describes all of the analytical instrumentation, materials, and sample 
preparation methodology used in the four main projects performed. Additional 
experimental detail is presented in each of chapters 3 through 6 in order to better explain 
the theory and goals of the specific experiments described there.   
Chapter 3 focuses on improving the reproducibility of analyte signal in the 
MALDI experiment resulting from a specific sample deposition method. The modified 
aerospray apparatus is a combination of two previously known sample deposition 
systems (the oscillating capillary nebulizer15 (OCN) and aerospray16), and was utilized 
for depositing samples for quantitative analysis. It was found that the variability of 
analyte peak areas was too high for the analysis being performed, and it appeared that 
many experimental variables affected the sample spray. A factorial design optimization 
was performed in order to determine which variables significantly affected the spray and 
what the optimal conditions were for best MALDI signal reproducibility.  
4 
Chapter 4 investigates the ionization mechanisms operating within the MALDI 
ionization step. A proposed mechanism that combines photoexcitation of the matrix and 
energy pooling14 as a means for ionization in the MALDI plume was investigated by 
monitoring the analyte signal in the presence of halide salts. Preliminary work showed 
that the concentration of halide anions present was inversely proportional to the analyte 
signal observed. Similar to solution phase fluorescence quenching, it is hypothesized that 
the halide anion present in the MALDI plume collides with the excited matrix molecules, 
converting the matrix molecule into a lower energy triplet state that no longer participates 
in the energy pooling process. With this work, a better understanding of the ionization 
mechanism occurring in the MALDI process is achieved.  
Chapter 5 explores the time-of-flight process and instrumental factors that affect 
the ion flight times. This chapter demonstrates m/z shifts observed with the addition of 
ammonium salts to the sample preparation and relates the observed shifts to changes in 
the initial ion velocities. The work presented also illustrates the important need for 
adequate instrument calibration methods as well as understanding how certain factors 
affect the ion flight times.  
Chapter 6 discusses the use of novel microwell sample plates for both qualitative 
and quantitative MALDI TOFMS analysis. This work was done in collaboration with 
Photonis USA, Inc, a microchannel plate manufacturing company, in the hopes of 
developing the plates as a better sample surface than traditional stainless steel. The 
microwell plates were constructed from lead oxide glass using traditional microchannel 
plate technology. A number of experimental parameters, including the microwell pore 
depth and diameters were evaluated for their effect on MALDI ion signal intensity. 
5 
Additional investigations focused on the microwell plate’s sensitivity, mass accuracy, and 
resolution. Additional studies focused on the effect of changes in the manufacturing 
process, and the effect of metal coatings on MALDI analysis.  
Chapter 7 describes future work that should be performed to further investigate 
the projects described in the earlier chapters.   
 
6 
References 
 
1. Tanaka, K.; Waki, H.; Ido, Y.; Akita, S.; Yoshida, Y.; Yohida, T., Protein and polymer 
analyses up to m/z 100,000 by laser ionization time-of-flight mass spectrometry, Rapid 
Commun. Mass Spectrom. 2 (1988) 151-3. 
 
2. Karas, M.; Hillenkamp, F., Laser desorption ionization of proteins with molecular 
masses exceeding 10,000 daltons, Anal. Chem. 60 (1988) 2299-301. 
 
3. Fenn, J. B.; Mann, M.; Meng, C. K.; Wong, S. F.; Whitehouse, C. M., Electrospray 
ionization for mass spectrometry of large biomolecules, Science. 246 (1989) 64-71. 
 
4. Hillenkamp, F.; Karas, M., Mass spectrometry of peptides and proteins by matrix-
assisted ultraviolet laser desorption/ionization, Methods Enzymol. 193 (1990) 280-95. 
 
5. Burnum, K. E.; Frappier, S. L.; Caprioli, R. M., Matrix-assisted laser 
desorption/ionization imaging mass spectrometry for the investigation of proteins and 
peptides, Annu. Rev. Anal. Chem. 1 (2008) 689-705. 
 
6. Sachon, E.; Jensen, O. N., Protein and peptide analysis by matrix-assisted laser 
desorption/ionization tandem mass spectrometry (MALDI MS/MS), Spectral Tech. 
Proteomics.  (2007) 67-79. 
 
7. Harvey, D. J., Analysis of carbohydrates and glycoconjugates by matrix-assisted laser 
desorption/ionization mass spectrometry: an update for 2003-2004, Mass Spectrom. Rev. 
28 (2009) 273-361. 
 
8. Teramoto, K.; Sato, H.; Sun, L.; Torimura, M.; Tao, H., Rapid classification and 
identification of bacteria by matrix-assisted laser desorption/ionization-mass 
spectrometry using ribosomal proteins as biomarkers, J. Mass Spectrom. Soc. Jpn. 55 
(2007) 209-216. 
 
9. Nielen, M. W. F., MALDI time-of-flight mass spectrometry of synthetic polymers, 
Mass Spectrom. Rev. 18 (1999) 309-344. 
 
10. Hunsucker, S. W.; Watson, R. C.; Tissue, B. M., Characterization of inorganic 
coordination complexes by matrix-assisted laser desorption/ionization mass spectrometry, 
Rapid Commun. Mass Spectrom. 15 (2001) 1334-1340. 
 
11. Chavez-Eng, D. Quantitative Aspects of Matrix-Assisted Laser Desorption/Ionization 
Using Electrospray Deposition. Ph.D. Thesis, Drexel University, Philadelphia, PA, 2002. 
 
12. Dreisewerd, K., The desorption process in MALDI, Chem. Rev. 103 (2003) 395-425. 
7 
13. Karas, M.; Gluckmann, M.; Schafer, J., Ionization in matrix-assisted laser 
desorption/ionization: singly charged molecular ions are the lucky survivors, J. Mass 
Spectrom. 35 (2000) 1-12. 
 
14. Knochenmuss, R., Ion formation mechanisms in UV-MALDI, Analyst. 131 (2006) 
966-86. 
 
15. Browner, R. F.; Wang, L. Oscillating Capillary Nebulizer. US Patent # 5,725,153, 
1998. 
 
16. Yao, J.; Dey, M.; Pastor, S. J.; Wilkins, C. L., Analysis of High-Mass Biomolecules 
Using Electrostatic Fields and Matrix-Assisted Laser Desorption/Ionization in a Fourier 
Transform Spectrometer, Anal. Chem. 67 (1995) 3638-3642. 
 
 
 
8 
CHAPTER 2: EXPERIMENTAL 
 
 
Instrumentation 
 
MALDI TOFMS analysis 
 
Mass spectra in chapters 3, 4, and 6 were collected on a Bruker (Bremen, 
Germany) Reflex III MALDI TOFMS running XACQ version 4.0 software on a Sun 
(Sunnyvale, CA) Sparcstation 5 workstation. The instrument was operated in reflectron 
mode with typical voltage values of 20.0 kV on IS1, 16.3 kV on IS2 and 23.0 kV on the 
reflector; however these values are generally adjusted for optimal mass resolution. The 
Pulsed Ion Extraction (PIE) delay was set to medium. The voltage applied to the standard 
microchannel plate detector was 1.65 kV for all experiments. The nitrogen laser intensity 
was adjusted to just above threshold for ion production. Each mass spectrum was the sum 
of 50 laser shots collected by continuously rastering the laser spot across the sample 
surface as the spectrum was accumulated. All mass spectra were digitized at 1 GSample 
per second (GSa/s), the maximum sample rate of the installed digitizer system.  
Mass spectra in chapter 5 were collected on a Bruker (Bremen, Germany) 
UltraFlex III MALDI TOF/TOF running FlexControl version 3.0.173.0 software. The 
instrument was operated in both reflectron and linear mode with various source voltage 
values and pulsed ion extraction (PIE) delays. The neodymium-doped yttrium aluminum 
garnet (Nd:YAG) laser intensity was adjusted to just above threshold for ion production. 
9 
Each mass spectrum was the sum of 200 laser shots collected by continuously rastering 
the laser spot across the sample surface as the spectrum was accumulated. All mass 
spectra were digitized at 2 GSa/s, the maximum sample rate of the installed digitizer 
system.  
 
Liquid chromatography mass spectrometry analysis 
 
Samples were analyzed via multiple reaction monitoring of the arginine peaks on 
a Waters Quattro Ultima operating in ESI positive mode with a 50 x 2.1 mm HILIC Luna 
column, starting at 90% 10 mM ammonium formate in 0.1% (v/v) formic acid H2O buffer 
and 10% acetonitrile mobile phase. A 6 minute gradient was applied to reach 60% buffer, 
40% ACN. 
 
Fluorescence spectroscopy and Rayleigh scattering analysis 
 
Samples were analyzed on a Perkin-Elmer LS-55B Emission Spectrometer 
operating in concentration mode with slit widths of 5nm. Details of the fluorescence 
spectroscopy experiments are given in the experimental section of chapter 4. For 
Rayleigh scattering experiments the emission and excitation wavelengths on the LS55B 
were set to 543nm. 
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Materials 
 
MALDI matrix materials 
 
The matrix materials, α-cyano-4-hydroxycinnamic acid (CHCA) (CAS: 28166-
41-8), and 2,5-dihydroxybenzoic acid (DHB) (CAS: 490-79-9), were obtained from 
Aldrich Chemical Company (Milwaukee, WI). Both matrices were used as received 
unless otherwise noted.  
 
Analytes 
 
 Polyethylene glycol (PEG) 1000 and 3400, L-lysine, angiotensin II, bradykinin, 
angiotensin I, neurotensin, glucagon, adrenocorticotropic hormone fragment 18-39 
(ACTH), imipramine, and lidocaine were purchased from Aldrich Chemical Company. 
L-arginine was purchased from Calbiochem Biochemicals (Darmstadt, Germany). L-
aspartic acid, DL-tryptophan, and DL-phenylalanine were purchased from Sigma 
Chemical Company (St Louis, MO). L-serine and L-leucine were purchased from 
Nutritional Biochemicals Corp (Cleveland, OH).  
 
Salts  
 
Sodium trifluoroacetate (98% purity) (NaTFA), which was used as the 
cationization agent in the polymer analysis described in chapter 6, was purchased from 
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Aldrich Chemical Company. Ammonium trifluoroacetate (99% purity) (NH4TFA) used 
in chapter 5 was purchased from Fluka Chemical Company (Milwaukee, WI).  The 
ammonium salts of both matrices were synthesized by combining equimolar amounts of 
the acids dissolved in methanol with ammonium hydroxide purchased from Fisher 
Scientific (Pittsburgh, PA), then removing the solvent with a Savant Speedvac 
Concentrator1. The sodium chloride, bromide, iodide and fluoride used in chapter 4 were 
purchased from Fisher Scientific. 
 
Solvents 
 
 The deionized water was prepared using a Barnstead E-Pure purification system 
equipped with a 0.2μm filter. ACS reagent grade tetrahydrofuran (THF) was purchased 
from Aldrich Chemical Company. Trifluoroacetic acid (TFA) was purchased from 
Aldrich Chemical Company and EMD Chemicals (Gibbstown, NJ). HPLC grade 
acetonitrile (ACN) and methanol were purchased from Fisher Scientific. Isopropyl 
alcohol (IPA) was purchased from Spectrum Chemical Mfg. Corp. (Gardena, CA).  
 
Microwell plates 
 
 All microwell plates were fabricated by Photonis USA, Inc. Most microwell 
plates were used as received. Those that were indicated as cleaned before being used 
were done so by sonicating the plates in a Branson (Danbury, CT) model 1510R-MTH 
ultrasonic cleaner for 2 minutes at a time in a series of solvents. The series of solvents 
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used were HPLC grade methanol, ACS grade hexanes, HPLC grade methanol, deionized 
water, and HPLC grade methanol once more. The plates were allowed to dry at room 
temperature and pressure before spotting samples.   
 
 
Data Analysis 
 
The analyte peak integrations for all quantitative analyses were performed using 
Sierra Analytics, LLC (Modesto, CA) Polymerix version 2.0 software. In all cases the 
spectra were baselined and the full isotopic pattern was measured. All data plots were 
created using Microsoft Excel. Any comparison of values was identified as statistically 
different when the 95% confidence intervals do not overlap. 
For the data in chapter 5, instrument calibration and analyte m/z and resolution 
values were obtained using the Bruker FlexAnalysis version 3.0.96.0 software. Exact 
masses of the PEG oligomers for calibration were calculated using the Bruker Isotope 
Pattern utility. Direct time-of-flight (TOF) data were obtained using the FlexControl 
spectral window presented in the TOF view or by use of a custom-built program that 
reformats the Bruker FID data into JCAMP-DX files readable by JSpecView 
(Department of Chemistry, University of the West Indies, Mona, Jamaica, WI).  
For the data shown in chapter 6, the mass resolution was calculated using the 
resolution function in the Bruker XTOF version 5.0.1 software. For mass accuracy 
studies, the mass scale of the instrument was calibrated using the calibration routine 
which is part of the XTOF software. The four peptides were selected from a list that 
contained the exact masses of each peptide peak. Once all peaks were selected, a linear fit 
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was calculated. This calibration method was then repeated twice using selecting 3 
peptides at a time to calibrate. Peptides bradykinin and then angiotensin I were each 
excluded from the linear fit one at a time. 
 
Time-of-flight peak modeling program 
 
 A time-of-flight mass spectrometer simulation program (TOFMS) written by K.G. 
Owens was used in this work. The program is written in Borland (Scotts Valley, CA) 
Pascal with Objects v.7.0 and runs in an MS-DOS window on a PC compatible computer. 
The program uses a Monte Carlo approach2  to model the distribution of ion flight-times 
observed given the selected instrument parameters and ion distribution characteristics. 
With respect to instrument parameters, the user may choose to model an instrument with 
either a linear or reflectron geometry; code is included for modeling a one, two or three-
stage ion source, a one or two-stage ion mirror, and a post-acceleration detector. The 
program can simulate both continuous and delayed extraction operation. The user enters 
values for the voltages applied and the distances separating the grids that define the 
acceleration and drift regions of the instrument. Previous work with the program3 focused 
on developing a realistic model of the fine metal mesh grids (e.g., 70 lpi) used in a 
gridded instrument to enable the estimation of the small shifts in flight time and loss of 
sensitivity due to the presence of these grids in the flight path. With respect to ion 
characteristics, the user may select the mass and charge of the ion under study, and 
whether it is stable or may undergo fragmentation to one or more fragments with a 
certain lifetime. Other ion parameters, such as the time of ion formation (relative to the 
14 
ionization pulse), initial position of the ion (relative to the sample plate), and initial 
velocity, can be modeled as distributions (e.g., Gaussian) described by mean and standard 
deviation values. Using a Monte-Carlo approach, the program uses the 
acceptance/rejection method4 to select an initial set of ion characteristics from the defined 
distributions in order to calculate the TOF for a large set of ions; the program “bins” the 
ions given a selected TOF axis resolution and then plots the calculated TOF distribution. 
A simplex optimization routine5 is included that can use as variable factors any of the 
TOF instrument parameters or the ion distribution characteristics. For this work the 
program was modified to include as the simplex response the sum of the squares of the 
differences between the experimental and calculated flight times for a set of mass 
calibrants.  
 
 
Sample Deposition Methods 
 
Dry drop method 
 
 All experiments using the dry drop method involved mixing the matrix, analyte, 
and any other material (such as a cationization reagent) appropriately. A 0.5μL or 1μL 
aliquot of the sample mixture was deposited onto either a Bruker Scout 26 probe (used in 
the Reflex), MTP 384 ground steel target plate (used in the Ultraflex), or microwell plate 
inserted into a scout 26 multiprobe and allowed to dry. The rate of drying was increased 
by placing the Scout 26 probes in a Waters HPLC column heater which was held at 40°C.  
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Modified aerospray method 
 
Aerosprayed samples were prepared using a custom-built modified aerospray 
apparatus.6 Figure 2.1 shows a diagram of the modified aerospray apparatus used in this 
work. The apparatus was constructed from a series #1725 250µL gas-tight RN syringe 
(Hamilton Company., Reno, NV, Part #9301-0678) mounted in a Harvard model 22 
infusion pump (Harvard Apparatus Inc., Holliston, MA). The syringe is connected to a 
40cm length of 0.015” i.d. PEEK tubing(Upchurch Scientific, Oak Harbor, WA, Part 
#1565) by a dual ferrule, RN adaptor luer lock fitting (Hamilton Company, Part #55751-
01). The backing solvent (25:75 (v/v) ACN:0.1%TFA) is pumped to a three port 90° flow 
path manual valve (Hamilton Company, Part # 86728). Samples are injected via the 
three-way valve into a 25cm length of 0.020” i.d. PEEK tubing (Upchurch Scientific, Part 
#1532), which is connected by a stainless steel (SS) union (Valco Instruments Co. Inc, 
Houston, TX, Part #ZU1MFPK) to a ~11cm length of fused silica capillary of 75µm, or 
100µm, i.d. (Polymicro Technologies, Phoenix, AZ, Part #2000019, #2000023). When a 
fused silica capillary of 50µm i.d. (Polymicro Technologies, Part #2000017) is used, the 
three-way valve is removed due to leaking from high back pressure and the 0.015” i.d. 
PEEK tubing is directly connected to the SS union. The o.d. for all fused silica capillaries 
used is 360µm. The fused silica capillary passes through a 0.040” thru tee (Upchurch 
Scientific, Part #U-429) into a 5cm length of 1/16” o.d., SS HPLC tubing with i.d. of 
either 0.020”, 0.030”, or 0.040” (Upchurch Scientific, Part #U-101, #U-115, #U-138). 
The fused silica capillary protrudes out of the SS HPLC tubing 0mm, 1mm, or 2mm, and 
the portion of capillary between the SS union and tee assay is enclosed in a small length 
of the 0.015” i.d. PEEK tubing. The tee is connected to a gas cylinder of either nitrogen 
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(Airgas, Radnor, PA, Part # NI300 industrial grade) or helium (Airgas, Part # HE300 
industrial grade). The pressure of the gas used is monitored by a solid state pressure 
transducer (Omega Engineering, Inc., Stamford, CT, Part # PX209-015G5V) that 
measures 0 to 300psia and provides a proportional read out of 0-5 volts. The sample is 
sprayed onto the sample plate, which is mounted in a custom-designed rotation platform7. 
 
 
 
 
 
Figure 2.1. Diagram of the modified aerospray apparatus utilized in this work. 
 
 
An observation was made that when the humidity in the room where the sample 
deposition was being performed was too high (>35%), the resulting sample spot peak 
areas were not as reproducible as when the humidity was lower. High humidity in the air 
may prevent the sample droplets from completely drying before reaching the plate 
surface. To accommodate sample deposition on days with high humidity, a Plexiglass 
box was constructed to surround the modified aerospray system, and dry air was passed 
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through desiccant and pumped into the box at low gas pressure. Samples were deposited 
when the humidity within the Plexiglass box reached below 35% on a hygrometer. 
 
 
Sample Preparation Details 
 
Chapter 3 
 
The analyte for all experiments, L-arginine, was made up at a concentration of 
107µM in deionized water containing 0.1% (v/v) TFA.  The MALDI matrix CHCA was 
used at a concentration of 5mg/mL in 50% (v/v) ACN, 50% 0.1% TFA. Matrix and 
analyte were mixed at a 1:1 (v/v) ratio. A 100µL volume of the analyte/matrix mixture is 
injected into the modified aerospray apparatus and sprayed onto a rotating sample plate. 
The fused silica capillary tubing is cleaned in between each sample sprays with 40% IPA, 
40% ACN, and 20% 0.1% TFA solution. For each apparatus set-up, three separate sprays 
were performed. Five mass spectra were obtained from each spray deposition and the 
peak area for each spectrum was calculated. For with-in spray reproducibility studies, the 
percent coefficient of variation (%CV) from each spray was calculated and the average of 
the three sprays for one apparatus set-up was used as the response. For spray-to-spray 
reproducibility studies, the total %CV of all 15 spectra from the three sprays was used as 
the response.  
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Chapter 4 
  
For the matrix-to-analyte (M/A) molar ratio plots, approximately 5mM stock 
solutions of arginine, aspartic acid, tryptophan, leucine and phenylalanine were prepared 
in DI water containing 0.1% (v/v) TFA. The matrix CHCA was prepared at a 
concentration of 5mg/mL in 50% (v/v) ACN, 50% 0.1% TFA. Matrix and analyte were 
mixed at a 1:1 (v/v) ratio resulting in a M/A of 50.  Additional dilutions of the stock 
solutions were made in order to achieve M/A ratios of 100, 150, 200, 300, 500, 750, and 
1000 when mixed with the matrix at a 1:1 (v/v) ratio. The serine stock solution was made 
at a concentration of ~10mM resulting in a M/A ratio of 25 when mixed at a 1:1 (v/v) 
ratio with the matrix solution. Dilutions of the serine stock solution were made in order to 
obtain M/A ratios of 50, 75, 100, 150, 300, 500, and 1000.  
All samples were deposited onto a rotating MALDI target using the optimized 
modified aerospray apparatus described in chapter 3. Five mass spectra were obtained 
from each spray deposition. The average peak area for each sample was calculated and 
plotted against the M/A ratio to determine the optimal matrix-to-analyte ratio for each 
amino acid. 
For MALDI TOFMS analysis a stock solution of the amino acid was prepared at a 
concentration of 211μM in 0.1% TFA/H2O. Stock solutions of NaCl, NaBr, NaI, and NaF 
were prepared at a concentration of 200mM in 0.1% TFA/H2O. The stock solutions of the 
amino acid and halide salt were combined together with 0.1% TFA in order to produce 
amino acid concentration of 110μM and 0, 1, 5, 10, 15, 20, 25, 30, 35, 40, 50, and 
100mM concentrations of the halide unless otherwise noted. Each sample was combined 
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1:1 (v/v) with the CHCA solution matrix prepared at a concentration of 5mg/mL in 50% 
ACN/0.1% TFA. All samples were deposited onto a rotating MALDI target using the 
optimized modified aerospray apparatus described in chapter 3. Five mass spectra were 
obtained from each deposition spray. The average peak area for each sample was 
calculated and plotted against the sodium halide concentration. For Stern-Volmer plots, 
the ratio of the peak area with 0mM sodium halide over the peak area of analyte with 
sodium halide present at a given concentration is plotted against the concentration of 
sodium halide.  
For LC-MS the samples were prepared the same as mentioned above, however, 
the matrix and analyte/salt solutions were mixed together just prior to analysis. For 
Rayleigh scattering measurements, the same method of sample preparation was used, but 
the concentrations of sodium halides were 0, 10, 30, 50, 70, 90, and 100mM in order to 
observe a more evenly distributed range of concentrations. 
  For fluorescence spectroscopy, matrix solutions of CHCA and DHB were 
prepared at 5mg/mL in 50%ACN/0.1%TFA. The DHB solution was diluted 1000-fold to 
a concentration of ~5ppm in water in order to avoid the inner filter effect. The CHCA 
solution needed to be further diluted to ~0.5ppm to again avoid the inner filter effect 
observed at higher concentrations. Sodium chloride, bromide, and iodide were prepared 
as 200mM stock solutions in water and dilutions were made to achieve a range of sodium 
halide concentrations from 0-100mM. The salt solutions and matrix were mixed at a 1:1 
(v/v) ratio just prior to measurement.  
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Chapter 5 
 
PEG 3400 was prepared at 5mg/mL concentration. Ammonium salts of DHB and 
CHCA, and ammonium trifluoroacetate (NH4TFA) were prepared at concentrations equal 
to the MALDI matrices CHCA and DHB in methanol or THF. The matrix/salt solutions 
were prepared at salt volume percentages of 0%, 5%, 10%, 20%, and 30%. A 47.5μL 
volume of the matrix/salt solutions were combined with 2.5μL of the PEG solution. 
Sample spots of 0.5μL were deposited onto the MTP 384 target plate using the dried drop 
method.  
 
Chapter 6 
 
Stock peptide mixtures of angiotensin II, bradykinin, angiotensin I, neurotensin, 
glucagon, and ACTH were prepared in deionized water at 1mg/mL concentrations. The 
seven peptide sample solutions used in the various studies are listed in Table 2.1. For the 
drug mixture experiments, a 3.09mg/mL solution of imipramine and a 0.74mg/mL 
solution of lidocaine were prepared in methanol. The matrix of choice for the peptide and 
drug mixture experiments was CHCA, which was prepared at a concentration of 0.1M in 
methanol. For the polymer studies, a 5mg/mL solution of PEG 1000 was prepared in 
methanol. The matrix solution used for the polymer studies was 0.1M DHB also prepared 
in methanol. The final matrix/analyte solutions were prepared as follows: 5µL of the 
peptide mixture was combined with 47.5µL of the CHCA matrix solution; 3µL of the 
imipramine and 10µL of the lidocaine solutions were combined with 80µL of the CHCA 
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matrix solution; and a 5µL aliquot of the polymer solution was mixed with 95µL of the 
DHB matrix solution. For the alkali scrubbing studies, 5µL of a 2.50mmol/L, 
0.50mmol/L, or 0.25mmol/L solution of NaTFA is added to the matrix/analyte solution 
described above. One µL of the matrix/analyte solution is deposited onto the sample plate 
via the dry drop method. 
 
 
 
Table 2.1. Stock peptide mixture concentrations (in mol/µL) used for all experiments and 
dilutions in chapter 6. Highlighted concentrations indicate the peptide used as an internal 
standard (IS). Note that the concentration of the internal standard remains constant 
through all dilutions.  
 
Sample Mixture 
ID (pmol/µL) 
A1 A2 B2 C2 D2 E2 F2 G2 
Angiotensin II 4.33 0.45 2.28 20.22 4.55 18.2 2.28 36.4 
Bradykinin 4.28 1.79 6.74 19.96 17.96 17.96 6.74 17.96 
Angiotensin I 7.00 0.73 3.68 16.32 29.38 29.38 3.68 3.67 
Neurotensin 5.42 1.13 5.69 18.98 19.93 22.77 5.69 19.93 
Glucagon 19.54 0.00 20.52 0.00 0.00 0.00 0.00 0.00 
ACTH 0.00 5.77 0.00 0.00 0.00 0.00 0.00 0.00 
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CHAPTER 3: OPTIMIZATION OF A MODIFIED AEROSPRAY DEPOSITION 
SYSTEM FOR THE PREPARATION OF SAMPLES FOR QUANTITATIVE 
ANALYSIS BY MALDI TOFMS 
 
 
Introduction 
 
 Sample preparation for matrix-assisted laser desorption/ionization (MALDI) time-
of-flight mass spectrometry (TOFMS) is extremely important, especially for quantitative 
work. In order to obtain highly reproducible signal that is also proportional to the amount 
of analyte present, the analyte should be homogenously incorporated into a thin layer of 
uniform matrix crystals on the sample surface. Through the years, a number of different 
techniques have been developed in order to achieve such a homogenous sample spot. The 
dry drop method 1, 2 is the quickest and simplest form of sample deposition. However, the 
crystallization that results from the generally slow sample drying often causes separation 
of matrix and analyte on the sample surface. This sample segregation results in areas of 
little or no analyte ion signal, as well as areas of large analyte signal, which are often 
called “sweet spots”. Sample preparation techniques, such as the fast evaporation 3, thin 
film 4, 5, two-layer 6, and three-layer 7 methods, have all been employed in order to 
produce more homogenous sample spots.   
 Another means to achieve homogenous sample spots is through the use of a spray 
deposition system that produces small droplets that are nearly dry when they hit the 
surface of the sample probe. Some of the spray apparati or techniques that have been 
utilized to generate homogenous sample spots are the oscillating capillary nebulizer 
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(OCN) 8, 9, the aerospray apparatus 10-12, and electrospray deposition (ESD) 13-15. The 
OCN and aerospray are both composed of a pair of coaxial tubes, the outer of which is 
connected to a source of high pressure gas. The OCN uses a nebulizing gas flowing over 
flexible tubing to cause an oscillation that breaks up the pumped sample stream exiting 
the inner tubing into small droplets. The aerospray, unlike the OCN, does not use a 
pumping system; instead the sample is pulled through the inner tubing from a sample 
reservoir by the Venturi effect. ESD uses a high voltage supply and a liquid pumping 
system to produce a Taylor cone at the end of a narrow i.d. metal tube. ESD produces 
droplets 1 to 3 µm in diameter 16 and was demonstrated to produce MALDI spots that 
yield a reproducibility of 3-15% coefficient of variation (CV) in the analyte ion signal 14. 
An attempt to reproduce and extend experiments in the thesis of Jennifer Dally 17 
was initially made with the goal of using ESD as the sample deposition technique. We 
chose to use ESD as our laboratory had much more experience with it than any of the 
other spray techniques. However, with the high water and salt content in the samples 
under study, it was difficult to maintain the stability of the Taylor cone long enough to 
produce a sample with the desired thickness. It was therefore determined that the best 
way to reproduce Dally’s experiments was to use the same sample deposition technique 
as she did.  
Dally used a sample deposition technique that she referred to as aerospray, 
however, it was established that the apparatus used was not constructed exactly as 
described by Yao and coworkers 11. In the traditional aerospray device shown in Figure 
3.1, air flows through the outer stainless steel (SS) tube (0.042” o.d, 0.027” i.d.) and over 
a fused silica capillary (0.50mm o.d., 320µm i.d.). The small vacuum created at the end 
25 
of the tubing by the Venturi effect pulls the sample from the sample reservoir. The flow 
rate of air over the capillary is adjusted to produce a fine aerosol mist of the sample that 
is deposited onto a rotating plate.  
 
 
 
 
 
Figure 3.1. A schematic diagram of the aerospray apparatus described by Yao and co-
workers.10  Reproduced from reference 10 with permission.  
 
 
 
In contrast, Dally pumped the sample through the inner capillary at a rate of 
5μL/min by the use of a Harvard Apparatus, Inc. model 11 syringe pump 18. Another 
variation between Dally’s apparatus and the aerospray is in the size of capillary used.  
Dally used a capillary with an internal diameter (i.d.) of 50μm, which is more than 6 
times smaller than that originally used by Yao et al. The dimensions of the SS tubing 
used by Dally were not specified. The use of the syringe pump and the dimensions of the 
inner tubing more closely resemble that of the OCN deposition apparatus 9, which is 
illustrated in Figure 3.2.  
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Figure 3.2. A schematic diagram of the OCN apparatus used for sample deposition.19 
Reproduced from reference 19 with permission. 
 
 
 
As initially described by Browner and co-workers, the OCN is comprised of an 
inner tube (50μm i.d., 142μm o.d) consisting of flexible material, such as a fused silica 
capillary, while the outer tube (350μm i.d., 440μm o.d.) can be made from either flexible 
or inflexible material. Perez and coworkers 19 described an OCN setup for use in the 
production of samples for MALDI analysis. The sample is pumped through the inner 
capillary while gas flows through the outer capillary and over the inner tube. The gas 
flow causes turbulence of the gas stream around the free end of the inner capillary, which 
in turn causes an oscillation of the inner tube. The oscillation results in a high frequency 
standing wave along the length of the inner tube and a break-up of the exiting liquid flow. 
Browner and co-workers extensively studied the different elements of the apparatus, such 
as inner and outer tube dimensions in order to determine the optimal conditions 9, 20. 
Dally reported that MALDI samples created with her apparatus yielded an 
average reproducibility of 15%CV, with a maximum of 21.41%18. Dally’s modified 
apparatus was duplicated as closely as possible and her experiment was repeated, 
however, initial experiments in our laboratory yielded a within-sample reproducibility of 
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20-30%CV. It was suspected that the conditions in Dally’s apparatus needed to be 
optimized in order to provide maximum reproducibility.  
The first step in optimizing a process is to determine the important experimental 
variables or “factors” that affect the desired response 21. After reviewing the apparatus, a 
number of experimental factors, including the internal diameter and lengths of the outer 
SS tubing and inner fused silica capillary, the liquid flow rate, the gas pressure and 
identity, the distance the apparatus is from the sample plate, the distance the inner 
capillary extends past the end of the outer SS tubing (termed the exposed capillary 
length), and the length of time that the sample is sprayed onto the sample plate, were 
proposed for investigation. One way to optimize a process is to vary one factor while 
holding all others constant. Once an optimum for the chosen factor is reached, the next 
factor is optimized similarly. Once all factors are optimized, the process begins again 
starting with the new conditions. This one-factor-at-a-time approach is very time 
consuming, and can fail if there are significant interactions between the individual 
experimental factors.  
A better way to study the effect of multiple factors on a system is to perform a 
factorial design experiment. A factorial experiment varies all factors simultaneously, 
resulting in a more efficient process. It was decided to initially focus on only seven 
factors for optimization in order to limit the number of required experiments. The seven 
factors chosen for study were: i.d. of the outer SS tubing, i.d. of the inner fused silica 
capillary, liquid flow rate, gas pressure, distance the apparatus is from the sample plate, 
exposed capillary length, and the length of time the sample is sprayed. A two-level plus 
center point factorial was performed. Using coded variables, a two-level factorial has a 
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high (+1) and low (-1) value for each factor which are studied in all possible 
combinations. The center point (0) is set to the midpoint of the high and low levels for all 
factors 21. 
 
 
Results and Discussion 
 
 
 
With seven variables identified as factors to be studied in this experiment, the 
next step in setting up the factorial is to determine the high and low values for each 
factor. For some factors, the high and low values were limited by what was available for 
purchase, such as the SS and fused silica capillary tubing i.d. The other factors were 
given high and low values in the range that was reported as used by Dally et al. 18 or to 
values that gave promising results in initial scouting experiments. Table 3.1 lists the 
high, low, and midpoint values for each of the seven factors used in this study.  
 
 
 
Table 3.1. The high, low, and midpoint values for the factors explored in the original 27 
+ 1 factorial experiment. 
 
Factor 
Level 
Capillary 
i.d.  
(μm) 
SS 
i.d.  
(inch) 
Liq flow 
rate 
(μL/min)
Gas 
pressure 
(psi) 
Exposed 
capillary 
length 
(mm) 
Spray 
Distance  
(mm) 
Spray 
time  
(s) 
-1 50 0.020 8 100 0 20 40 
0 75 0.030 9 110 1 30 50 
+1 100 0.040 10 120 2 40 60 
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Scouting experiments conducted before the factorial experiment started indicated 
that the i.d. of the SS tubing chosen for study was going to lead to a problem. As the i.d. 
of the tubing increased, the gas flow velocity decreased, resulting in larger droplets 
hitting the sample plate. Figure 3.3 shows the micrographs of the sprays using each value 
of SS tubing i.d. with all other factors kept constant. The micrograph of the spray 
produced using the 0.040” i.d. tubing shows very large sample drops on the surface. The 
micrograph of the spray done with the 0.030” i.d. tubing looks better, however, the drops 
on the surface are distinguishable, whereas they are not on the spray produced using the 
0.020” i.d. tubing. In order to achieve a thin, homogenous layer of sample, the gas 
pressure would have to be increased well above the capability of the pressure regulators 
currently available in our lab. Therefore, the only SS tubing i.d. that works well in the gas 
pressure range available for study is the 0.020”, which was then kept constant throughout 
the factorial design.  
 
 
 
 
 
Figure 3.3. Micrographs of the modified aerospray samples (10x magnification) 
produced using three different SS HPLC tubing internal diameters. The apparatus factors 
were set as following: 360µm o.d., 100μm i.d. capillary, 2mm exposed capillary length, 
8μL/min sample flow rate, 120psi gas pressure, 20mm spray distance, and 60s spray 
time.  
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The same preliminary experiments also indicated that the exposed capillary length 
significantly affected the results. Figure 3.4 shows the micrographs of 4 different sprays. 
Two sprays (A & C) were produced with the exposed capillary length of 2mm while the 
other two (B & D) were produced with the capillary flush with the end of the SS tubing. 
With an exposed capillary length of 2mm, the spray resulted in a smooth, homogenous 
surface, but when the capillary was flush with the SS tubing, the surface was spotty and 
inhomogenous. The obvious visual difference between the 2mm and 0mm sprays is the 
spotty coverage of the SS, which is dark gray in the 0mm sprays.  There also was a 
difference in reproducibility of the analyte peak area. Samples corresponding to 
micrographs A and C had 8.6% and 5.6% CVs respectively, while samples corresponding 
to micrographs B and D exhibited 20.8% and 27.8% CVs.  
 
 
 
 
 
Figure 3.4. Micrographs of the modified aerospray samples (60x magnification) 
produced using 2 different spray distances and 2 different lengths of capillary. The 
apparatus factors were set as following: 0.020” i.d. SS tubing, 100μm i.d. capillary, 
10μL/min flow rate, 100psi, and 60 second sprays. A. 2mm exposed length, 40mm 
distance from plate. B. 0mm exposed length, 40mm distance from plate. C. 2mm exposed 
length, 20mm distance from plate. D. 0mm exposed length, 20mm distance from plate.  
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The reason for the difference in surface coverage and reproducibility caused by 
the change in the exposed length of capillary isn’t completely understood. If the inner 
capillary oscillates, as it does in the OCN, when the capillary is flush with the SS tubing 
the side of the tubing may restrict the gas turbulence and/or oscillation causing larger 
droplets to form. Because there was such an obvious difference between the observed 
sprays, the exposed length was held constant at 2mm for the remainder of the 
experiments.  
 
First factorial 
 
After reviewing the results of the preliminary experiments investigating the effect 
of the SS tubing i.d. and exposed length of capillary, it was decided to reduce the scope 
of the factorial experiment to five factors: capillary i.d., distance from the sample plate, 
liquid flow rate, gas pressure and spray time. All possible combinations of the five factors 
at two levels plus the center point results in 33 factor combinations. Because it was 
important to keep these factors as consistent as possible, the experiments were blocked to 
group together the capillary i.d. and distance from the plate values. The gas pressure, 
liquid flow rate, and spray time experiments were then performed in random order as 
they were easily adjusted. Table 3.2 shows the 33 experimental conditions and the order 
in which they were performed.  
In general, data analysis for factorial experiments is accomplished using an 
analysis of variance (ANOVA) approach. Experimental F-ratios are calculated and 
compared to tabulated F-values in order to determine the statistically significant factors 
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or interactions 21. In the original experimental design the center point was replicated (with 
N=3) in order to provide an estimate of the experimental error in the experiment. [Note 
that for each of these 35 (25+3) experimental combinations, that three independent 
sample sprays were produced and five mass spectra were collected from each spray. 
]Unfortunately, the low number of degrees of freedom for pure error (DF=2) required that 
the experimental F-ratios be extremely large to be judged statistically significant. To 
overcome this difficulty, the contribution of the five four-factor and one five-factor 
interactions (plus the LOF term) were pooled with the information from the replicated 
center point value into a single residual value that had 9 total DF. The single, two and 
three factor interactions were then evaluated with respect to this residual value for 
statistical significance.  
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Table 3.2. The factorial design for all combinations of a 25+1 experiment with the 
capillary i.d. and spray distanced blocked together. Experiments were randomized within 
each block. The stainless steel tubing i.d. and exposed capillary length were held constant 
for all experiments at 0.020” and 2mm respectively.  
 
Order Exp # 
Capillary i.d. 
 (μm) 
(x1) 
Distance  
from plate  
(mm) 
(x2) 
Liq flow  
rate  
(μL/min) 
(x3) 
Gas 
Pressure 
(psi) 
(x4) 
Spray  
Time 
(s) 
(x5) 
1 13 100 40 8 100 60 
2 14 100 40 8 100 40 
3 6 100 40 10 100 40 
4 9 100 40 8 120 60 
5 5 100 40 10 100 60 
6 2 100 40 10 120 40 
7 10 100 40 8 120 40 
8 1 100 40 10 120 60 
9 19 50 40 10 120 40 
10 22 50 40 10 100 60 
11 23 50 40 10 100 40 
12 26 50 40 8 120 60 
13 31 50 40 8 100 40 
14 18 50 40 10 120 60 
15 30 50 40 8 100 60 
16 27 50 40 8 120 40 
17 17 75 30 9 110 50 
18 15 100 20 8 100 60 
19 11 100 20 8 120 60 
20 8 100 20 10 100 40 
21 4 100 20 10 120 40 
22 12 100 20 8 120 40 
23 7 100 20 10 100 60 
24 16 100 20 8 100 40 
25 3 100 20 10 120 60 
26 29 50 20 8 120 40 
27 33 50 20 8 100 40 
28 20 50 20 10 120 60 
29 28 50 20 8 120 60 
30 25 50 20 10 100 40 
31 24 50 20 10 100 60 
32 32 50 20 8 100 60 
33 21 50 20 10 120 40 
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Using the average %CV of the peak areas from the three separate sprays for each 
apparatus set-up as a measure of the within-sample variability for the factorial response, 
the only individual factor showing a significant F-value at the 95% confidence level was 
the gas pressure. However, if a 90% confidence level was used as the cutoff, then the 
distance from the plate was also a significant factor. There were also three two-factor 
interactions that were found to be statistically significant. The distance from the plate and 
spray time interaction was significant at the 95% confidence level, while the interaction 
of the capillary i.d. and distance from the plate, and the gas flow and spray time were 
significant at the 85% confidence level. A three-factor interaction involving the capillary 
i.d., distance from the plate, and liquid flow rate was also significant at the 95% 
confidence level, while an interaction of capillary i.d., distance from the plate, and gas 
flow was significant at the 85% level. These results are summarized in Table 3.3.  
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Table 3.3. ANOVA results for the first factorial using the residuals to calculate the 
experimental F value. The values with probability of lower F value less than 0.150 are 
highlighted.  
 
Source 
Sum of 
Squares DF 
Mean of 
Squares Fresid P lower F 
CF 8686.639 1 8686.639   
x1 (cap i.d.) 0.006418 1 0.006418 0.00 0.985
x2 (spray distance) 81.2744 1 81.2744 4.47 0.064
x3 (liquid flow) 2.528528 1 2.528528 0.14 0.718
x4 (gas pressure) 98.30534 1 98.30534 5.41 0.045
x5 (spray time) 3.725606 1 3.725606 0.20 0.661
x1x2 46.04709 1 46.04709 2.53 0.146
x1x3 1.878086 1 1.878086 0.10 0.755
x1x4 2.669805 1 2.669805 0.15 0.710
x1x5 0.841797 1 0.841797 0.05 0.834
x2x3 5.759245 1 5.759245 0.32 0.587
x2x4 7.483793 1 7.483793 0.41 0.537
x2x5 281.5526 1 281.5526 15.49 0.003
x3x4 0.054991 1 0.054991 0.00 0.957
x3x5 7.926392 1 7.926392 0.44 0.526
x4x5 50.25786 1 50.25786 2.77 0.131
x1x2x3 54.62631 1 54.62631 3.01 0.117
x1x2x4 108.258 1 108.258 5.96 0.037
x1x2x5 2.507654 1 2.507654 0.14 0.719
x2x3x4 2.772252 1 2.772252 0.15 0.705
x2x3x5 9.30226 1 9.30226 0.51 0.493
x3x4x5 0.076196 1 0.076196 0.00 0.950
x1x3x4 3.862399 1 3.862399 0.21 0.656
x1x3x5 2.878788 1 2.878788 0.16 0.700
x1x4x5 32.29421 1 32.29421 1.78 0.215
x2x4x5 4.772399 1 4.772399 0.26 0.621
LOF 79.14991 7 11.30713 0.62 0.451
error 84.43523 2 42.21762   
residuals 163.5851 9 18.17613   
Total 9661.886 35    
 
 
 
Once the statistical significance of the factors has been determined through the 
ANOVA analysis, the same experimental data can be used to calculate an equation 
relating the experimental response to the significant factors using a standard multiple 
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regression analysis. The effects for the significant factors identified in the ANOVA 
analysis are given in Table 3.4. The “effect” of the gas pressure (i.e., the calculated slope 
of the fitted line for the gas pressure factor) was negative, indicating that as the gas 
pressure increases, the experimental response, average %CV, decreases. The effect of the 
distance from the plate was positive, indicated that as the distance decreases, so does the 
%CV. Interpreting the factor interactions is more difficult, and is generally done 
graphically using interaction plots. Figure 3.5 shows the interaction plot for the distance 
from the plate and spray time. Note that the two lines have slopes of opposing signs, 
indicating an interaction. Figures 3.6 and 3.7 show the interaction plots for the other two 
significant two-factor interactions. As a comparison, the interaction between the plate 
distance and liquid flow rate was determined to be not significant; the interaction plot in 
Figure 3.8 shows that the slopes of the two lines are nearly equal and of the same sign.  
 
 
 
Table 3.4. A summary of the results of the effect for the significant factors and 
interactions.  
Source Effect
x2 3.19
x4 -3.51
x1x2 -2.40
x2x5 5.93
x4x5 -2.51
x1x2x3 -2.61
x1x2x4 3.68
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Figure 3.5. An interaction plot for the spray distance and spray time. The spray time high 
values are the solid line, while the spray time low values are the dashed line. Error bars 
are calculated for 95% confidence intervals.   
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Figure 3.6. An interaction plot of the gas pressure and the spray time. The spray time 
high values are the solid line, while the spray time low values are the dashed line. Error 
bars are calculated for 95% confidence intervals. 
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Figure 3.7. An interaction plot of the distance from the plate and the capillary i.d. The 
capillary i.d. high values are the solid line, while the capillary i.d. low values are dashed 
line. Error bars are calculated for 95% confidence intervals. 
 
 
  
 
 
Figure 3.8. An interaction plot of the distance from the plate and the liquid flow rate. The 
liquid flow high values are the solid line, while the liquid flow low values are the dashed 
line. This interaction was not significant. Error bars are calculated for 95% confidence 
intervals. 
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In Figure 3.5, the combination of the two factors that gives the lowest %CV is the 
low spray distance value and high spray time value. In Figure 3.6, we see a similar 
interaction with the lowest average %CV being found at the high gas pressure value and 
high spray time value. This is congruent with the single factor effects, which yield low 
average %CVs at higher pressure and shorter spray distances. The interaction in Figure 
3.7 shows the lowest %CV with the low plate distance value and low capillary i.d. value, 
which is also consistent with the above results.  
A three-factor interaction between the capillary i.d., distance from the plate and 
gas pressure was found to be significant at the 95% confidence level. Figure 3.9 
illustrates the interaction in a three-dimensional cube format. It is harder to determine 
where the optimum is for a three factor interaction graphically (vide infra), however, it 
appears that lower average %CV values are found at the low value for the plate distance 
and capillary i.d., and the high value for the gas pressure (the back lower right corner of 
the cube). Again, this is consistent with the discussion of the single and two-factor 
interactions above. 
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Figure 3.9. The three-factor interaction plot of the capillary i.d., distance from the plate, 
and gas pressure. The average %CV was used for each corner and the center point of the 
cube.  
 
 
 
 
Second factorial 
 
The first factorial experiment was designed to determine the significant factors for 
optimization. A second factorial analysis was performed using only the significant factors 
identified in the initial factorial in order to achieve optimal reproducibility of the 
apparatus. The single factors determined to be significant, gas pressure and distance from 
the plate, are the two that are going to be the focus of the second factorial. Spray time 
wasn’t determined to be significant alone, but because it was significant in interactions 
with both the gas pressure and distance, it was included in the second factorial as a 
varible. As the goal of this experiment was to decrease the sample-to-sample variability 
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(total %CV), the high value for the gas pressure became the low value in the second 
factorial as it was determined that the average %CV decreases as the gas pressure 
increases. The high value of gas pressure for the second factorial was selected as 160psi. 
The small expansion in range was not expected to change the effect of the other factors, 
which will now be held constant. Similarly, the low value for the distance from the plate 
in the first factorial became the new high value, and a new low value for the second 
factorial was selected to be 10mm distance. The distance was not decreased more, as it 
was expected that some distance was needed to ensure that the sample drops were 
sufficiently dry before hitting the sample probe surface.  
In the first factorial experiment the liquid flow rate was found to be not significant 
as an individual factor or in any interaction, therefore it is set to the midpoint value of 
9μL/min and kept constant throughout the second factorial. The capillary i.d. was 
determined to be significant in interactions and showed the best response with the low 
value. However, because of the issue with back pressure using the 50μm i.d. capillary, the 
75μm i.d. capillary was selected for use in the second factorial as it allows for faster 
experiment turnaround time, and the use of smaller sample volumes. Spray time was also 
determined to be significant in several interactions, but because the spray time interacts 
with both of the significant single factors, the decision was made to keep the values in the 
same range.  
This second factorial required only 9 total experimental combinations (the 
centerpoint was replicated in triplicate). Table 3.5 shows the factor levels studied in this 
23+1 experiment. As in the first factorial, the SS tubing used had an i.d. of 0.020”, and 
the exposed length of the fused silica capillary was held constant at 2mm.  
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Table 3.5. The factorial design for all combinations of a two-level, 3-factor, plus center 
point experiment.  
 
Order 
Exp 
# 
Distance 
from plate 
(mm) 
(y1) 
Gas 
pressure 
(psi) 
(y2) 
Spray time 
(s) 
(y3) 
1 3 20 120 60 
2 2 20 160 40 
3 4 20 120 40 
4 1 20 160 60 
5 9 15 140 50 
6 5 10 160 60 
7 7 10 120 60 
8 8 10 120 40 
9 6 10 160 40 
 
 
 
Instead of using the average of the %CV of the analyte peak areas for each of the 
3 sprays as in the first factorial, the total %CV of the analyte peak areas for all 15 mass 
spectra was used as the response in the analysis of the second factorial. Using the total 
%CV provides additional information about the spray-to-spray variability in comparison 
to the initial response of the average %CV, which provides information about the within-
sample variability. Unlike the first factorial, the F-ratios in the ANOVA table shown in 
Table 3.6 were calculated using the pure error term (determined with DF=2) alone as the 
reproducibility was better because the factors were closer to the optimal.  
The ANOVA analysis, which is outlined in Table 3.6, indicated that at the 95% 
confidence level, significant single factors were the distance from the plate and gas 
pressure. The interaction of those two factors was also significant at the 95% confidence 
level, which can be seen in the interaction plot shown in Figure 3.10. The spray time was 
not statistically significant as a single factor or in any interactions in this region of the 
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factor space. The lack-of-fit (LOF, a measure of second order curvature in the response) 
was nearly significant at the 95% level.  
 
 
 
Table 3.6. A summary of the results of the total %CVs from the second factorial. The 
values with probability of lower F value less than 0.050 are highlighted.  
 
Source 
Sum of 
Squares DF 
Mean of 
Squares F P lower F 
CF 3170.159 1 3170.159   
y1 490.8143 1 490.8143 35.6506 0.027 
y2 353.6118 1 353.6118 25.68481 0.037 
y3 2.410539 1 2.410539 0.175091 0.716 
y1y2 294.7349 1 294.7349 21.40825 0.044 
y1y3 3.317333 1 3.317333 0.240957 0.672 
y2y3 2.763619 1 2.763619 0.200737 0.698 
y1y2y3 0.000948 1 0.000948 6.89E-05 0.994 
LOF 240.5622 1 240.5622 17.47339 0.053 
error 27.5347 2 13.76735   
residuals 268.0969 3 89.36564   
total 4585.909 11    
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Figure 3.10. Interaction plot of the spray distance and gas pressure from the second 
factorial. The gas pressure high values are the solid line, while the gas pressure low 
values are the dashed line. Error bars are calculated for 95% confidence intervals. 
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Table 3.7 is a summary of the effects from the second factorial. The effect of the 
distance from the plate was negative, indicating that as the distance of the spray 
increased, the %CV decreased. This is shown graphically in Figure 3.11, which shows 
the plot of %CV as a function of spray distance. Note that this is the opposite conclusion 
from the first factorial experiment, indicating that the true optimum likely lies within the 
range of these experiments. Figure 3.12 shows the plot of %CV versus gas pressure. The 
effect of the gas pressure had a positive slope (again, opposite of the first factorial), 
which means that as the gas pressure decreased, so did the total %CV. If only the single 
factors were significant, the optimal distance would be 20mm and the gas pressure would 
be 120psi, however, these two factors also have a significant interaction.  
 
 
 
Table 3.7. A summary of the results of the effect for the significant factors, spray 
distance (y1) and gas pressure (y2), and the interaction for the total %CV. 
 
Source Effect 
y1 -15.67
y2  13.30
y1y2  -12.14
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Figure 3.11. Total %CV versus spray distance as obtained from the second factorial. 
Error bars are the confidence interval at 95% for data pooled at each spray distance. 
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Figure 3.12. Total %CV versus gas pressure for the second factorial. Error bars are the 
confidence interval at 95% for data pooled at each gas pressure. 
 
 
 
 The total %CV for both the high and low value for the gas pressure is 
significantly higher at the shorter spray distance than at the larger spray distance, 
illustrating the negative effect for spray distance. However, at the the larger spray 
distance, the reproducibility (as measured by the total %CV) is about the same for the 
high and low gas pressure values. Overall, the observed positive effect of the gas pressure 
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may be because there is a larger total %CV when spraying from the shorter distance 
regardless of the gas pressure.  
The interaction of the spray distance and gas pressure was also observed visually. 
Figure 3.13 includes micrographs of the four sprays done at high and low values for each 
of the spray distances and the gas pressures. Micrographs A and C show the sprays 
produced at a distance of 10mm. Notice that both have obvious circles or rings in the 
middle, which appear to be thinner. It is more obvious in micrograph C, which is 
produced using the higher gas pressure. These rings may be a result of the distance to the 
plate not being large enough for the sample drops to dry, the still-liquid sample that is 
deposited being pushed away from the center of the spray by the higher pressure of gas. 
Higher gas pressure would result in more of the sample being pushed outward, which is 
why there is a more obvious hole in the middle of the spray shown in micrograph C.  
 
 
 
 
 
Figure 3.13. Micrographs of the modified aerospray samples (10x magnification) 
produced using 2 different spray distances and 2 different gas pressures. The apparatus 
factors were set as following: 60s, flow rate of 9µL/min, and 75µm i.d. capillary, 0.020” 
i.d. SS tubing. A. 120psi gas pressure, 10mm spray distance. B. 120psi gas pressure, 
20mm spray distance. C. 160psi gas pressure, 10mm spray distance. D. 160psi gas 
pressure, 20mm spray distance.   
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Average peak areas 
 
 This “ring effect” was also noticed when the absolute peak areas of the analyte 
from each spray in the second factorial were analyzed. An additional ANOVA analysis 
(Table 3.8) using the absolute peak area (rather than total %CV) as the response 
indicated that the gas pressure and spray distance were both significant factors. There was 
also a significant interaction between the two, and a significant interaction between the 
spray distance and spray time.  
 
 
 
Table 3.8. A summary of the results of the absolute peak area from the second factorial 
for spray distance (y1), gas pressure (y2) and spray time (y3). The values with probability 
of lower F value less than 0.050 are highlighted.  
 
Source 
Sum of 
Squares DF 
Mean of 
Squares F P lower F 
CF 2.12E+10 1 2.12E+10   
y1 6.53E+08 1 6.53E+08 68.32842 0.014 
y2 3.93E+08 1 3.93E+08 41.11065 0.023 
y3 49547813 1 49547813 5.180773 0.151 
y1y2 5.4E+08 1 5.4E+08 56.49874 0.017 
y1y3 2.77E+08 1 2.77E+08 28.96215 0.033 
y2y3 60840771 1 60840771 6.361577 0.128 
y1y2y3 10407.47 1 10407.47 0.001088 0.977 
LOF 5493094 1 5493094 0.574364 0.528 
error 19127574 2 9563787   
total 2.32E+10 11    
 
 
 
A summary of the effects from this analysis is given in Table 3.9. The spray 
distance factor had a positive effect, while the gas pressure had a negative effect. The 
positive effect for the spray distance meant that as the distance increased so did the 
average peak area response. As the spray distance becomes greater the spot becomes 
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larger, presumably resulting in a thinner sample. Other studies using ESD have shown 
that thinner samples resulted in better analyte signal.22 The negative effect of the gas 
pressure confirms the ring effect. The spray distance doesn’t have as large of an effect on 
the peak area at low gas pressure, but has a very large effect at high gas pressure. The 
difference between peak areas at the larger spray distance for both high and low gas 
pressures are not statistically significant.  The interaction plot for the spray distance and 
gas pressure is shown in Figure 3.14. 
 
 
 
Table 3.9. A summary of the results of the effect for the significant factors, spray 
distance (y1), gas pressure (y2), and spray time (y3), and interactions for the average 
peak area. 
 
 
 
 
 
Source Effect 
y1 18076
y2 -14021
y1y2 16437
y1y3 -11768
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Figure 3.14 The interaction plot of the spray distance and gas pressure for absolute 
analyte peak area. The gas pressure high values are the solid line, while the gas pressure 
low values are the dashed line. Error bars are calculated for 95% confidence intervals. 
 
 
 
Spraying with high gas pressure results in larger peak areas while the 
reproducibility (total %CV) is not significantly affected as compared to sprays produced 
at low gas pressures. The larger spray distance has much better reproducibility, while the 
peak area differences are not statistically significant. Therefore, in order to 
simultaneously obtain the largest peak area and lowest %CV, the high values for both the 
gas pressure at 160psi and spray distance 20mm will be utilized in the optimized 
apparatus. The spray time, which was not significant in this range, will be kept constant 
at the midpoint value of 50s.  
Overall, the optimal reproducibility for the modified aerospray device was 
achieved using the 75µm i.d capillary with an exposed length of 2mm, 0.020” i.d. SS 
outer tubing, 9µL/min liquid flow rate, 160psi gas pressure, and when the sample was 
sprayed for 50s at a distance of 20mm from the plate. Table 3.10 summarizes the optimal 
conditions for the 7 original factors in the apparatus.  
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Table 3.10. The optimal conditions for the modified aerospray apparatus. 
  
Capillary 
i.d.  
(μm) 
SS 
o.d.  
(mm) 
Liq flow 
rate 
(μL/min) 
Gas 
pressure 
(psi) 
Length out of 
tube  
(mm) 
Distance from 
plate 
(mm) 
Spray 
time  
(s) 
75 0.020 9 160 2 20 50 
 
 
 
 
Additional experimental factors  
 
After optimizing the original seven factors, two additional experimental factors 
were explored separately. The first factor tested was the identity of the nebulizing gas 
used in the apparatus. All previous experiments were performed using helium, but 
because helium is expensive, nitrogen was evaluated as a less expensive substitution. All 
other factors were kept constant at the optimal values described above and three sprays 
for each gas were produced. The average %CVs from each spray were compared using a 
one-way ANOVA.  The experimental F-ratio of 0.25 (less than the F-critical of 7.71) 
indicates that the identity of the gas did not significantly affect the measured 
reproducibility, therefore nitrogen can be used in place of helium for future experiments.  
The other factor tested was the length of the SS tubing comprising the sprayer. It 
was hypothesized that if the inner fused silica capillary tubing is acting like that of the 
OCN apparatus and oscillating, then the length of the tubing should affect the frequency 
of oscillation. SS tubing with lengths of 10.0cm, 7.5cm, 5.0cm and 2.5cm were tested 
with all other experimental variables constant. Three sprays per length were produced 
and a one-way ANOVA of the average %CVs was performed. The F-ratio was calculated 
to be 1.69 with an F-critical of 4.07, which indicates that the length of SS tubing is not a 
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significant factor with respect to the reproducibility of the apparatus. This result was 
somewhat surprising, and merits further investigation. 
 
Characterization of the optimized modified aerospray apparatus 
 
 The modified aerospray apparatus was then tested to determine the overall 
reproducibility when operated using the optimized conditions. The seven original 
experimental factors were set to the values that were determined to give optimal 
reproducibility. Nitrogen gas flowed through a 5cm length of SS tubing. Three sprays 
were produced and 5 mass spectra per spray were collected. Micrographs of one of these 
sprays at magnification 10x, 60x, and 200x are presented in Figure 3.15. The average 
%CV was calculated for each spray and is shown in Table 3.11. Table 3.11 also includes 
results from an experiment performed before the apparatus was optimized. The 
conditions before optimization were as follows: 5cm length of 0.020” i.d. SS tubing, 
320µm i.d. fused silica capillary, 10µL/min liquid flow rate, 80psi helium gas, 40mm 
distance from plate, 30s spray time, and no specific measurement of the exposed capillary 
length. As shown in Table 3.11, the reproducibility of the modified aerospray apparatus 
improved about 3 fold when comparing the average %CV for the three sprays, and 4.5 
fold for the total %CV calculated from all 15 spectra.  
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Figure 3.15 Micrographs of the sample deposition using the modified aerospray 
apparatus optimized conditions. 
 
 
 
Table 3.11.  A comparison of the reproducibility before and after optimization of factors.  
 
 Before Optimization After Optimization 
Spray 1 35.35% 9.97% 
Spray 2 19.12% 3.80% 
Spray 3 19.71% 12.62% 
Average %CV 24.73% 8.80% 
Total %CV (15 spectra) 42.54% 9.38% 
 
 
 
 
Conclusions 
 
A factorial design experiment was performed in order to improve the 
reproducibility of a modified aerospray apparatus. A two-level plus center point factorial 
experiment was performed for five factors, which included capillary i.d., gas pressure, 
liquid flow rate, spray time, and spray distance. It was determined that the only 
significant factors out of the original five were the gas pressure and spray distance, with 
spray time significant as an interaction with the other two. With higher gas pressure and 
shorter spray distances the reproducibility of the device was improved.  
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A second factorial experiment was then performed varying the spray time, spray 
distance and gas pressure while using the midpoint of the factors found not to be 
significant in the first factorial. After the optimal values for each of the seven original 
factors was determined, a short study found no statistical difference in the choice of gas 
identity, therefore using nitrogen gas instead of helium is acceptable. Another short study 
was performed investigating the length of SS tubing, which indicated that the length of 
the tubing used is not statistically significant.  
A comparison of the data from before and after optimization shows a 3 fold 
improvement of the within-spray reproducibility. The average %CV for three sample 
sprays before optimization was about 24%, while the average %CV after optimization 
improved to about 8%. The total %CV of all 15 spectra (a measure of the sample-to-
sample reproducibility) improved from 43% to 9%. This is a four-and-a-half fold increase 
in reproducibility. Not only is this optimized apparatus able to achieve the reproducibility 
that Dally et al.18 reported, but can actually attain lower %CVs consistently.  
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CHAPTER 4: INVESTIGATION INTO THE IONIZATION MECHANISMS 
OPERATING IN MALDI TOFMS 
 
 
Introduction 
 
 While MALDI mass spectrometry is widely used in applications such as 
proteomics and metabolomics, investigations into the fundamental desorption and 
ionization mechanisms occurring in MALDI mass spectrometry have been limited. 
Although there is widespread agreement on the function of the MALDI matrix within the 
desorption process1-3, disagreement still exists over the primary ionization mechanism 
that is occurring. The problem in identifying the ionization mechanisms occurring in the 
MALDI plume is that it is not a simple process, and in fact several different mechanisms 
may be operating simultaneously.  
 A mechanism that was initially considered as a means for primary ionization 
occurring in MALDI is direct photoionization.4 In multiphotoionization, which is shown 
schematically in Figure 4.1, several photons are absorbed by a molecule, either 
sequentially or simultaneously, causing the ejection of a free electron, leaving behind a 
radical cation. The main problem with direct photoionization as a primary mechanism is 
that the energy needed to reach the ionization potential of most MALDI matrices is too 
high for two UV laser photons and would require an absorption of three photons, which is 
a highly unlikely proccess.5 This two-photon excitation may still be a minor pathway 
when considering the fact that the MALDI plume is hot (about 500K6) and thermal 
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energy may make up the difference between the two-photon excitation and the ionization 
potential.7 
 
 
 
 
 
Figure 4.1. Schematic of sequential and simultaneous multiphotoionization pathways in 
MALDI both resulting in the creation of a radical cation. 
 
 
 
 Another ionization mechanism initially considered was excited-state proton 
transfer (ESPT) due to the soft ionization nature of the MALDI technique.8, 9 Here a 
singly excited matrix molecule would transfer a proton to a more basic neighboring 
analyte or ground-state matrix molecule. ESPT-active compounds typically are more 
acidic in the excited state and contain aromatic hydroxyl or amine groups. Most matrices 
are carboxylic acids, and the acidity of carboxylic acids is typically not affected by 
electronic excitation.10 Therefore, none of the popular matrix compounds are known to 
participate in gas or liquid phase ESPT.5 
A model that is currently more accepted, which was coined the “lucky survivor” 
or cluster model, is illustrated in Figure 4.2 and proposes that multiply charged ions are 
preformed in the sample solution and then locked in the solid MALDI sample when the 
solvent evaporates. The ablated matrix analyte clusters within the MALDI plume undergo 
either evaporation of neutral species or proton-transfer neutralization resulting in the 
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liberation of matrix and analyte ions.11, 12  The “lucky survivors” are ions that survive 
charge neutralization with a single charge still intact. In an attempt to demonstrate this 
model, a study was performed where matrix-incorporated pH dyes were dried using 
typical MALDI sample preparation. 13 The resulting solid samples were the same color as 
the solution, indicating no change in the protonation or deprotonation state of the dye. 
Although these results indicate that the cluster model is possible, the use of dyes can be 
misleading as many of their characteristics can change from solution to solid phase.  
 
 
 
 
 
Figure 4.2. The mechanisms proposed in the cluster model for the primary ionization in 
MALDI. Note that this figure only shows positive ion formation. With the analyte (A) 
already protonated in solution, cluster evaporation frees the ion. When the matrix (m) is 
charged in solution, analyte ionization occurs through charge transfer. Neutralization by 
electrons or counterions on multiple charged analytes forms different ions.14 
 
 
 
 An alternative to the cluster model considers the primary ionization mechanism as 
a combination of photoexcitation of the matrix and energy pooling events.14 Figure 4.3 
illustrates the energy pooling reactions occurring in the MALDI primary ionization 
model. Photoexcitation is the promotion to the first excited energy state (S1) through the 
absorption of a photon.15 This first excited energy state does not have sufficient energy to 
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permit ionization.  Through collisional energy pooling two excited state matrix molecules 
come together; one molecule is promoted to a higher energy level (Sn), while the other 
would be demoted to the ground state energy level (S0). Another collision of this Sn 
excited state molecule with a singly excited matrix molecule carries the molecule over 
the ionization potential. Matrix molecules above the ionization potential energy level can 
then interact in secondary reactions with ground state molecules to produce primary ions 
of the matrix. 
 
 
 
 
 
Figure 4.3. The energy pooling and primary ionization process occurring within the 
MALDI process. Note that energy level Sn is required for ionization.14 
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 A common agreement between both of the lucky survivor and energy pooling 
models is that the ions produced in the primary ionization step may be very different 
from the ions observed in the MALDI spectrum.  Secondary reactions, including gas 
phase proton transfer, electron transfer and cation transfer, are believed to occur 
producing various types of protonated and cationized analyte and matrix ions. These 
interactions can be very simple single-step events or complex reactions requiring multiple 
steps. In the following work, investigation into the primary ionization mechanism 
operating in MALDI is explored.  
 
 
 
 
Initial Motivation 
 
 In a study performed by Jennifer Dally16 on developing a rapid MALDI-MS 
method for the quantitative analysis of amino acids (AA) present in a mammalian cell 
culture medium, it was observed that an exponential decrease in analyte signal occurred 
as the concentration of sodium chloride in the sample was increased. The signal decrease 
can be observed in Figure 4.4 for the amino acid arginine in the MALDI matrix CHCA.  
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Figure 4.4. The ion signal intensity of arginine in CHCA when increasing the 
concentration of sodium chloride present. 17 
 
 
 
This decrease in MALDI signal is reminiscent of the decrease in the fluorescence 
intensity of a fluorescent compound like quinine in the presence of increasing 
concentration of halide salts, which is commonly performed in laboratories as a means to 
educate students on fluorescence spectroscopy.18 In this experiment, collision of the 
excited state (S1) quinine molecule in solution with a halide ion causes spin-orbit 
coupling, converting the excited state quinine into the slightly lower energy triplet-state 
(T1). In the triplet-state, the quinine molecule will preferentially undergo non-radiative 
relaxation, resulting in a decrease in the observed fluorescence signal.19 Halides of higher 
atomic numbers will cause a larger decrease in signal because of an increase in the 
probability of spin-orbit coupling occurring due to the electrons in the heavier atom being 
more available to interact. The magnitude at which a halide ion quenches the 
fluorescence signal can be quantified by a Stern-Volmer quenching constant, which is 
calculated from the slope of the data as plotted as a Stern-Volmer plot. The y values of 
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the plot are the ratio of intensity with no halide present to the intensity with halide present 
in the sample, while the x values are the concentration of quencher. The quenching 
constant will typically increase with the size of the halide ion.20 Figure 4.5 is the Stern-
Volmer plot of the arginine data shown in Figure 4.4.  
 
 
 
 
 
Figure 4.5. The Stern-Volmer plot of arginine in CHCA with sodium chloride present. 16 
 
 
 
 Based on the similarity of the solution phase quinine fluorescence quenching and 
the results seen by Dally, a hypothesis was proposed that in the gas-phase MALDI plume 
excited state (S1) matrix molecules collide with halide ions causing the matrix molecules 
to convert from their singlet-state to the triplet-state (T1). It is further proposed that 
matrix molecules in the triplet-state either do not undergo energy pooling or do so with 
decreased efficiency, either case resulting in a decreased number of primary ions formed. 
The decrease in MALDI analyte signal is then the result of a decrease in the number of 
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primary ions available for the secondary reactions.  The following experiments were 
performed in an attempt to replicate and extend the results seen by Dally to include larger 
halide ions, such as bromide and iodide, in order to achieve a better understanding of the 
ionization mechanisms occurring in the MALDI process.  
 
 
Results and Discussion 
 
Amino acid analyte selections 
 
Table 4.1 provides information on the molecular structure, elemental formula and 
molecular weights of the six amino acids that were used in these studies. The amino acids 
were chosen in order to achieve diversity in the chemical and physical properties of the 
analytes. Arginine was chosen because it is a very basic compound, therefore it is more 
likely to protonate in the MALDI process resulting in higher signal.16, 21, 22 Aspartic acid 
was chosen to represent a more acidic compound. Leucine has a nonpolar side group, 
while serine and phenylalanine have more polar side groups. Serine has a small side 
group, while tryptophan has a relatively large side group. Phenylalanine and tryptophan 
also have aromatic functional groups.  
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Table 4.1. The structures, elemental formulas, molecular weights, and CAS registry 
numbers of the six amino acids analyzed.  
 
Amino Acid Structure 
Molecular 
formula 
Molecular 
weight 
CAS 
RN 
Arginine 
 
NH2 NH
NH
NH2
O
OH
 
C6H14N4O2 174.20 74-79-3 
Aspartic Acid OH
O
O
OH
NH2  
C4H7NO4 133.10 56-84-8 
Leucine CH3
CH3 NH2
O
OH
 
C6H13NO2 131.17 61-90-5 
Phenylalanine 
NH2
O
OH
 
C9H11NO2 165.19 63-91-2 
Serine OH
NH2
O
OH
 
C3H7NO3 105.09 56-45-1 
Tryptophan 
 
N
H
NH2
O
OH
 
C11H12N2O2 204.23 73-22-3 
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MALDI-TOFMS analysis before modified aerospray optimization 
 
 Several attempts were initially performed to obtain Stern-Volmer plots for 
arginine with increasing concentrations of sodium chloride, bromide, and iodide. Figure 
4.6 is a Stern-Volmer plot of the most reproducible data acquired. The expected trend is 
observed where the sodium chloride exhibits the lowest slope, while the slope increases 
as the size of the ion increases for bromide and iodide. There is, however, significant 
overlap of the error bars between points from the different halide curves, and the points 
do not always lie close to the line. This suggests that there is poor reproducibility of the 
peak areas acquired. Based on these data, optimization of the modified aerospray device 
was performed as described in chapter 3.  
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Figure 4.6. Stern-Volmer plots of the MALDI-TOFMS signal of arginine in CHCA with 
sodium chloride, bromide, and iodide acquired before optimization of the sample 
deposition system. Error bars are calculated for 95% confidence intervals. 
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Matrix-to-analyte plots 
 
In MALDI-MS many sample preparation parameters, such as choice of matrix, 
solvent and deposition method, can affect the analyte signal. As this experiment is 
attempting to relate the suppression of analyte signal to the presence of counterions, it is 
crucial that all parameters that affect the analyte signal are kept under control. An 
important parameter that can be overlooked is the amount of matrix relative to the 
amount of analyte. 23-26 The first step in this project was to determine the optimal matrix-
to-analyte (M/A) ratio for each amino acid selected with no halide salt present. From that 
information, an appropriate M/A will be determined and used for all AAs in order to 
maintain a constant amount of matrix in every sample analyzed. If the amount of matrix 
present in the sample changes, then the MALDI process may also change, affecting the 
analyte signal.  
M/A plots for the six individual amino acids are shown in Figures 4.7 through 
4.12. Figure 4.13 summarizes the results for all six individual amino acid M/A plots on a 
single graph. All of the M/A plots start with low signal, but as the M/A increases (i.e., the 
amount of matrix relative to analyte increases) the signal improves, reaches a maximum 
and then decreases again.  Note that the serine plot (Figure 4.11) exhibits the narrowest 
peak at the lowest M/A ratio, while tryptophan (Figure 4.12) exhibits the widest peak 
with the largest optimal M/A ratio. The other 4 AAs, which are all similar in molecular 
weight, all peak at around M/A=100. This may have something to do with the size of the 
amino acids, or the matrix’s ability to surround the compound in the solid state.  
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Figure 4.7. Matrix to analyte ratio plot of arginine in CHCA. Error bars are calculated for 
95% confidence intervals.   
 
 
 
Aspartic Acid in CHCA
0
5000
10000
15000
20000
25000
30000
35000
40000
0 200 400 600 800 1000 1200
Matrix to Analyte Ratio
Av
er
ag
e 
P
ea
k 
A
re
a
 
 
Figure 4.8. Matrix to analyte ratio plot of aspartic acid in CHCA. Error bars are 
calculated for 95% confidence intervals.   
 
 
 
 
68 
 
 
 
Leucine in CHCA
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Figure 4.9. Matrix to analyte ratio plot of leucine in CHCA. Error bars are calculated for 
95% confidence intervals.   
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Figure 4.10. Matrix to analyte ratio plot of phenylalanine in CHCA. Error bars are 
calculated for 95% confidence intervals.   
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Figure 4.11. Matrix to analyte ratio plot of serine in CHCA. Error bars are calculated for 
95% confidence intervals.   
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Figure 4.12. Matrix to analyte ratio plot of tryptophan in CHCA. Error bars are 
calculated for 95% confidence intervals.   
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Figure 4.13. Matrix to analyte ratio plot of the six amino acids studied in this experiment 
in CHCA.   
 
 
 
In other analytical techniques, typically you would see a proportional increase in 
signal as the amount of analyte increases. However, in MALDI, when a higher analyte 
concentration is used (moving to the left on the x-axis in the figures above) the signal 
reaches a maximum and then decreases. While not completely understood, this may be 
due to the fact that there is not enough matrix relative to analyte present in the sample to 
efficiently desorb and/or ionize the analyte. With a low enough M/A, the process would 
be only laser desorption ionization, and the effect of the matrix would be lost. It is 
important to know where samples are on the M/A plots for these experiments. If samples 
are made at a M/A lower than the maximum, when the analyte concentration is increased, 
the signal will actually decrease. Because of this, it is essential to always work at M/A 
ratios slightly higher than the maximum.   
Figure 4.14 is a plot relating the position of the M/A peak for each amino acid to 
its molecular volume. The molecular volumes were obtained from Chemspider 
71 
(http://www.chemspider.com). If there was a particular relationship observed between the 
optimal M/A and molecular volume, it would be a good guide for future experiments. 
Serine, which exhibited a peak in the M/A plot at 75, has the smallest molecular volume 
while tryptophan showed a peak at M/A=150 and has the largest molecular volume.  
Because the study only looked at M/A ratios every 50 units, the maximum M/A for the 
four other AAs is the same, therefore it cannot be determined if there is a direct 
relationship between molecular volume and optimal M/A ratio.  It may be possible that a 
linear trend might emerge if larger compounds were analyzed for their optimal M/A and 
plotted in this way. From the results of the M/A ratio studies, it was decided that all 
experiments would be run at a M/A of 250:1 molar ratio.  
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Figure 4.14. The relationship between the peak maximum observed in the M/A plots for 
each amino acid and its molecular volume.  
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MALDI-TOFMS analysis of AAs with addition of sodium halides 
 
Arginine was chosen as the first amino acid to be studied because it resulted in the 
highest protonated signal. The counterions studied with arginine were sodium salts of 
chloride, bromide, iodide, and fluoride. Chloride, bromide, and iodide are expected to act 
as quenchers, with the larger counterions resulting in a larger effect. Sodium fluoride, 
which will be discussed later, was included because the fluoride counterion isn’t expected 
to quench the molecular excited state, therefore there should be no change in analyte ion 
signal as the concentration of NaF increases. Figure 4.15 shows the average peak area for 
protonated arginine at m/z= 175 as a function of the concentration of NaCl. As the 
concentration of NaCl increases, the peak area or signal of arginine decreases 
exponentially. Figures 4.16 and 4.17 are the resulting data when NaBr and NaI are 
investigated. As expected, the use of NaBr (Figure 4.16) shows a larger decrease in 
arginine signal than with NaCl. Note that the plot for NaI (Figure 4.17) only goes up to 
35mM concentration because the signal is reduced so low, that it is no longer within the 
dynamic range of the instrument.  
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Figure 4.15. The peak area of 106μM arginine with varying concentrations of NaCl up to 
100mM. Error bars are calculated for 95% confidence intervals. 
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Figure 4.16. The peak area of 106μM arginine with varying concentrations of NaBr up to 
100mM. Error bars are calculated for 95% confidence intervals. 
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Figure 4.17. The peak area of 106μM arginine with varying concentrations of NaI up to 
35mM. Error bars are calculated for 95% confidence intervals. 
 
 
 
These data are replotted in Stern-Volmer fashion in Figure 4.18 to 4.20 in order 
to study the dynamic quenching behavior of the three halides. In these plots, a similar 
leveling off of signal quenching at around 25mM of sodium halide added is observed for 
both NaCl and NaBr. At the highest concentration of NaBr there appears to be more 
quenching than at previous concentrations. From all three plots, there appears to be a 
linear trend up to about 25mM. The leveling off that occurs in the NaCl and NaBr plots is 
not completely understood, and may have to do with the causes of non-linear Stern-
Volmer curves seen in the solution phase. In the MALDI experiments, it was proposed 
that the first excited state energy level (S1) is being quenched to the triplet-state in the 
presence of halide anions before undergoing energy pooling to reach higher level energy 
states. Non-linear Stern-Volmer curves seen in the solution phase are believed to occur 
due to the existence of the molecule in more than one excited energy state level and the 
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higher energy state level excited molecules being quenched causing the molecule to drop 
down in energy levels, but still remain in the excited state. 27, 28  If the higher energy level 
excited state molecules are being quenched to a lower excited state, the process of energy 
pooling could still occur resulting in no further signal decrease and the leveling off seen 
in the Stern-Volmer plots. It should also be noted, as shown in Table 4.2, that the salt-to-
matrix ratio is about 1:1 at a concentration of 25mM sodium halide. This suggests that 
once the number of counterions is equal to the number of matrix molecules in the sample 
preparation, the addition of further counterions does not quench the excited state matrix 
any further.  
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Figure 4.18. The Stern-Volmer plot of the MALDI signal of arginine with the addition of 
sodium chloride from 1-100mM. Error bars are calculated for 95% confidence intervals. 
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Figure 4.19. The Stern-Volmer plot of the MALDI signal of arginine with the addition of 
sodium bromide from 1-100mM. Error bars are calculated for 95% confidence intervals. 
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Figure 4.20. The Stern-Volmer plot of the MALDI signal of arginine with the addition of 
sodium iodide from 1-35mM. Error bars are calculated for 95% confidence intervals. 
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Table 4.2. The molar ratios of salt-to-matrix and salt-to-analyte for all arginine samples. 
  
[NaCl] 
(mM) Salt/Matrix Salt/Analyte
0 0.000 0 
1 0.037 11 
5 0.186 57 
10 0.372 115 
15 0.557 172 
20 0.743 230 
25 0.929 287 
30 1.115 344 
35 1.301 402 
40 1.487 459 
50 1.858 574 
100 3.717 1148 
 
 
 
The data from Figures 4.18-4.20 are replotted in Figure 4.21 up to 25mM in 
order to observe the linear portion of the curves.  Table 4.3 shows the slopes and 
intercepts of the three curves. Sodium chloride has the lowest slope, while sodium iodide 
has the largest slope, which is consistent with the theory that a larger counterion will 
result in a greater degree of quenching. Theoretically the y-intercepts for all the curves 
should be 1 because at 0mM of added sodium halide the numerator and denominator of 
Io/I is the same value. All y-intercepts are statistically the same as 1, and the slope for 
each halide is statistically different than the others at 95% confidence.   
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Figure 4.21. Stern-Volmer plots of arginine with NaCl, NaBr, and NaI from 1-25mM 
concentrations. Error bars are calculated for 95% confidence intervals. 
 
 
 
Table 4.3. The slopes and intercepts of the Stern-Volmer plots of arginine with NaCl, 
NaBr, and NaI up to 25mM halide concentration with the 95% confidence intervals.  
 
Sodium Halide Y-intercept Slope 
NaCl 1.00 ± 0.33 0.087 ± 0.022 
NaBr 1.57 ± 0.97 0.203 ± 0.064 
NaI -0.3 ± 2.5 0.79 ± 0.17 
 
 
 
 
 
Behavior of cationized peak in the presence of sodium halides 
 
Since sodium was being added to the sample, it was important to examine the 
behavior of the sodium cationized peaks of both the analyte and matrix. From the sodium 
chloride data, the six largest protonated and sodium cationized peaks from both the 
matrix and analyte were measured and a plot of signal strength versus concentration of 
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added salt was created. The protonated analyte, sodium cationized matrix, and the double 
sodium cationized matrix peak areas all follow a similar trend in which a decrease of 
peak area occurs until about 25mM followed by a leveling off as shown in Figure 4.22. 
The protonated matrix and matrix dimer do not change very much after the 5mM NaCl 
point, which is shown in Figure 4.23. This difference in behavior suggests that the matrix 
has a higher affinity for sodium than for a proton. Once a certain concentration of the 
NaCl is reached only a minimal number of matrix molecules would protonate as most of 
the matrix molecules would be more inclined to sodium cationize, resulting in very little 
change in the protonated matrix peak areas. However, measurements of proton29 and 
sodium30 affinities of matrices have been performed and indicate the contrary that the 
proton affinity for CHCA is much higher than its sodium affinity. This unique behavior 
must be further investigated.  
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Figure 4.22. A plot of the MALDI peak areas of the matrix and analyte peaks with 
various cationization as the concentration of NaCl is increased. 
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Figure 4.23. The expanded view of the MALDI peak areas of the protonated matrix, and 
matrix dimer and the sodium cationized analyte peak as the concentration of NaCl is 
increased.  
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Sodium fluoride addition 
 
Sodium fluoride was also investigated because it should not quench the excited-
state matrix molecules like the other halides, therefore, it is expected that the protonated 
analyte signal should remain constant as more sodium fluoride is added. Figure 4.24 
shows the arginine signal when NaF is introduced at concentrations ranging from 1 to 
25mM. The analyte signal unexpectedly decreases at a higher rate than observed for the 
other halides. While this is contrary to the quenching theory, it must be noted, that 
fluoride has the highest proton affinity of 1554 kJ/mol in comparison to chloride, 
bromide, and iodide at 1395, 1354, and 1315 kJ/mole, respectively.31 The higher proton 
affinity is likely causing HF formation in the MALDI plume, which in turn results in a 
lack of protons being available for analyte protonation, producing the reduced observed 
protonated analyte signal. The formation of HF and the lack of protons in the MALDI 
plume may be useful in cases where cationization needs to be increased.  However, 
investigation into another non-quenching anion is necessary for this study as a consistent 
analyte signal with increasing concentration of a non-quenching compound would 
reinforce the proposed theory that halide quenching mechanisms are causing the observed 
decreased MALDI signal.    
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Figure 4.24. The peak area of 106μM arginine with varying concentrations of NaF up to 
25mM. Error bars are calculated for 95% confidence intervals. 
 
 
 
 
Additional amino acids analytes 
 
 
 If the quenching process observed in the MALDI sample is purely a matrix effect, 
then another amino acid analyte should yield the same slopes for the Stern-Volmer plots 
for the various sodium halides.  Out of the original 6 amino acids studied, phenylalanine 
was selected as the best candidate because it had the best signal after arginine and was a 
more polar compound than the others. Figures 4.25 and 4.26 are plots of the average 
peak area of phenylalanine as sodium chloride and bromide are added. Both appear to 
have an exponential decrease in signal as more sodium halide is added. The data from 0-
25mM are replotted in Stern-Volmer fashion in Figures 4.27 and 4.28.  Notice that in the 
NaBr Stern-Volmer plot, many of the points do not fall on or near the line. This is most 
likely due to the fact that the peak areas drop below 2500 very quickly, and variation in 
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lower signal results in higher error in the peak areas. Table 4.4 gives the slopes and 
intercepts of the sodium chloride and bromide Stern-Volmer plots. Statistically, the y-
intercepts and the slope for the NaCl curve are the same for the phenylalanine as the 
arginine. The slope for the NaBr for the phenylalanine curve is statistically higher than 
for arginine, but the error bars for the phenylalanine slope are very large. 
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Figure 4.25. The average MALDI peak areas of phenylalanine as sodium chloride is 
added. Error bars are calculated for 95% confidence intervals. 
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Figure 4.26. The average MALDI peak areas of phenylalanine as sodium bromide is 
added. Error bars are calculated for 95% confidence intervals. 
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Figure 4.27. The Stern-Volmer plot of phenylalanine MALDI signal in the presence of 
sodium chloride. Error bars are calculated for 95% confidence intervals. 
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Figure 4.28. The Stern-Volmer plot of phenylalanine MALDI signal in the presence of 
sodium bromide. Error bars are calculated for 95% confidence intervals. 
 
 
 
Table 4.4. The slopes and intercepts of the Stern-Volmer plots of phenylalanine with 
NaCl and NaBr up to 25mM halide concentration with the 95% confidence intervals. 
 
Sodium 
Halide 
Y-
intercept Slope 
NaCl 1.12 ± 0.80 0.138 ± 0.053 
NaBr -1.8 ± 8.5 0.95 ± 0.56 
 
 
  
 The difference in Stern-Volmer plots of arginine and phenylalanine with NaBr 
may be attributed to differences in proton affinity between arginine and phenylalanine. 
The signal of phenylalanine decreased much faster than arginine because as there are less 
protons available, compounds with lower proton affinities would protonate less and this 
causes the signal to drop out of the dynamic range of the instrument.  From Figure 4.26, 
it is observed that the signal of phenylalanine drops below an average peak area of 2500 
after 15mM NaBr, and doesn’t change much after that.   
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To further investigate the effect of the proton affinity, another quenching 
experiment was performed comparing arginine to lysine, the next most basic amino acid. 
Both amino acids were combined with sodium chloride and analyzed at the same laser 
fluence. It was important that the curve for arginine was measured again to ensure that 
the data were collected with the same laser fluence. Figures 4.29 and 4.30 are the 
resulting curves. Figure 4.31 shows the Stern-Volmer plots of both amino acids, and 
Table 4.5 includes the y-intercepts and slopes of the Stern-Volmer fits.   
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Figure 4.29. Average peak areas of arginine with increasing concentration of NaCl at 
laser attenuation 64. Error bars are calculated for 95% confidence intervals. 
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Figure 4.30. Average peak areas of lysine with increasing concentration of NaCl at laser 
attenuation 64. Error bars are calculated for 95% confidence intervals. 
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Figure 4.31. Stern-Volmer plots of arginine and lysine with increasing concentration of 
NaCl at laser attenuation 64. Error bars are calculated for 95% confidence intervals. 
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Table 4.5. Slopes and y-intercepts of arginine and lysine with increasing concentration of 
NaCl at laser attenuation 64 with the 95% confidence intervals.  
 
Amino Acid Y-intercept Slope 
Arginine 1.75 ± 1.39 0.139 ± 0.092 
Lysine 6 ± 17 1.2 ± 1.1 
 
 
 
 Note that in Figures 4.29 and 4.30 the initial peak area (Io) for lysine is more than 
4 times lower than for arginine. Therefore, when the counterion is added, the peak area 
decreases much faster for lysine, resulting in a Stern-Volmer slope value a little less than 
ten times larger, although it is not statistically different from the arginine slope due to the 
large error bars.  Also, the y-intercept for lysine is high, but also due to large amount of 
error, not statistically different from 1.  A similarly high error was found for 
phenylalanine when a high concentration of counterion is present. The phenylalanine 
curve in Figure 4.28 also appears to be linear until after the 10mM counterion 
concentration, where it then levels off. This may also be attributed to the low peak areas 
of phenylalanine.  
 During data analysis, it was observed that although matrix ions had different 
absolute peak areas, which can be seen in Figure 4.32, the peak areas were similarly 
decreasing in both the arginine and lysine experiments. Figure 4.33 is the Stern-Volmer 
plot of the largest matrix peak (sodium cationized) for both the arginine and lysine 
experiments. All points and the slopes are statistically the same. As both experiments 
were performed at the same laser fluence, we expect that the same matrix Stern-Volmer 
slope would result as the same amount of material was removed from the surface and 
therefore the quenching mechanism would be the same. The difference in absolute peak 
areas can be attributed to the proton (or cation) affinity of analyte. When an analyte has a 
89 
lower proton affinity, like lysine, the signal from the non-analyte ions would be larger 
than with a compound with a higher proton affinity due to the fact that there are more 
protons available for non-analyte ion protonation. This is observed in Figure 4.32 where 
the signal for the sodium cationized peak is much higher in the lysine experiment than in 
the arginine experiment.  
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Figure 4.32. Peak areas of the sodium cationized matrix peak with increasing 
concentration of NaCl from the arginine and lysine experiments performed at laser 
attenuation 64.  
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Figure 4.33. The Stern-Volmer plot of the sodium cationized matrix peak with increasing 
concentration of NaCl from the arginine and lysine experiments performed at laser 
attenuation 64. Error bars are calculated for 95% confidence intervals. 
 
 
 
 The lysine experiment was performed again, but at a laser fluence that resulted in 
the highest peak area possible without saturation of the detector when no counterions 
were present. The Stern-Volmer plot for the resulting data are shown in Figure 4.34, and 
the slope and y-intercept values are given in Table 4.6. With higher laser fluence the 
lysine data remain within the dynamic range of the instrument, and is much more 
consistent with the previous arginine data. The slope is statistically the same as the slopes 
from arginine and phenylalanine. This suggests that in practice, the laser fluence should 
be maximized for each analyte studied, and the amount of overall material desorbed off 
the surface does not change the quenching process because the ratio of matrix-to-analyte 
and matrix-to-salt remains the same.  
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Figure 4.34. Stern-Volmer plot of lysine with increasing concentration of NaCl 
performed at laser attenuation 60. Error bars are calculated for 95% confidence intervals. 
 
 
 
Table 4.6 The slopes and y-intercepts of arginine and lysine at laser attenuations 63 and 
60, respectively, with increasing concentration of NaCl up to 20mM with the 95% 
confidence intervals. 
 
  Y-intercept Slope 
Arginine 1.8 ± 2.4 0.12 ± 0.21 
Lysine 1.19 ± 0.44 0.169 ± 0.039
. 
 
 
 
Rayleigh scattering measurements 
 
A possible cause for the reduced MALDI signal could be that the matrix 
precipitates out of solution as more salt is added. Any changes in the amount of matrix 
present in the solid MALDI sample will affect the resulting peak areas acquired. In order 
to rule this out as a possibility, Rayleigh scattering can be used to determine if any 
aggregates are forming in the sample solution. Because the analyte is at a very low 
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concentration in comparison to the matrix, any aggregation that is observed can be 
attributed to the matrix only. In Rayleigh scattering, the excitation and emission 
wavelengths monitored are the same, so any light detected is a result of scattering by 
particles in solution. Equation 4.132 is the intensity of light scattered by a single small 
particle, where I0 is the intensity of light at wavelength λ with incident angle θ.  The 
distance from the center of the particle to the detector is R, the particle diameter is d, and 
n is the refractive index of the particle. If the particle in solution is much larger than the 
wavelength of light used, i.e., a molecule, then Equation 4.1 is simplified to Equation 
4.2 where α is the molecular polarizability.  
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Solution particle sizes from the nanometer to the micrometer range have been 
determined using Rayleigh scattering.33 The first step is to determine the wavelength of 
greatest sensitivity of the instrument, which is done by an excitation scan of the samples 
without any salt present. Figure 4.35 is the resulting excitation scan, which shows a 
maximum at 543nm. All scattering data were monitored for 150 seconds with emission 
and excitation wavelengths on the instrument set to 543nm.  
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Figure 4.35. Fluorescence excitation scan of CHCA with arginine from 200-700nm 
wavelengths with maximum scattering intensity around 543nm.  
 
 
 
Figures 4.36 and 4.37 show the Rayleigh scattering at 543nm for arginine with 
concentrations of 0mM-100mM of NaCl and NaBr, respectively, over a range of 150s. 
Figure 4.38 and 4.39 are summary plots of the average scattering intensity versus the 
concentration of halide salt. All solutions studied had a larger intensity of light scattering 
than water, but there doesn’t appear to be any specific linear trend relating to the 
concentration of salt present, and both the NaCl and NaBr data range from 64 to 100 
intensity units. This would suggest that the amount of matrix in solution isn’t changing as 
more salt is added as the overall intensity of the instrument goes from 0 to 1000 units.  
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Figure 4.36. Rayleigh light scattering at 543nm for sodium chloride, arginine, and 
CHCA samples.  
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Figure 4.37. Rayleigh light scattering at 543nm for sodium bromide, arginine, and 
CHCA samples.  
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Figure 4.38. The average Rayleigh scattering intensity of arginine in CHCA versus the 
concentration of sodium chloride. Error bars are calculated for 95% confidence intervals. 
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Figure 4.39. The average Rayleigh scattering intensity of arginine in CHCA versus the 
concentration of sodium bromide. Error bars are calculated for 95% confidence intervals. 
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LC-MS analysis for analyte concentration determination 
 
To ensure that the addition of the salt is not causing the analyte to precipitate out 
of solution (due to “salting out”), a liquid chromatography tandem mass spectrometry 
experiment was performed on the samples. Each of the twelve samples of arginine with 
varying concentrations of NaCl were mixed with matrix and analyzed through reaction 
monitoring of the  transition of the m/z=174 arginine peak to a fragment at m/z=116. The 
peak areas that were obtained are shown in Table 4.7. The peak area of arginine clearly 
remains constant as more salt is added to the solution. The reproducibility is slightly over 
5%, therefore, the significantly reduced signal observed in the MALDI analysis cannot be 
attributed to less analyte being present in the original sample solutions.  
 
 
 
Table 4.7. The peak areas of LC-MS data of reaction monitoring of arginine (175 m/z) to 
a fragment (116 m/z). 
 
[NaCl] 
(mM) 
Peak Area 
(175->116)
0 11587 
1 10913 
5 12041 
10 11165 
15 11626 
20 11700 
25 12049 
30 10874 
35 11578 
40 11114 
50 10240 
100 10549 
Average 11286 
σ 573 
%CV 5.07 
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Fluorescence spectroscopy analysis 
 
The idea behind this experiment is that if halide quenching of the excited state 
matrix in the gas-phase is occurring, the same quenching should also be observed in the 
solution phase. Initial excitation scans were taken of CHCA at 5ppm, 0.5ppm and 
0.28ppm concentrations in water and are shown in Figure 4.40. The unusual appearance 
of the most intense band from 250-400nm for the 5ppm solution indicates that there is 
either more than one band, or it is a result from the inner filter affect. The inner filter 
effect is observed at high concentrations of a highly absorbing compound. Emission band 
distortion occurs due to reabsorption of the emitted radiation by the compound in the 
solution cell.15 When the concentration of CHCA was reduced to 0.5ppm, which is also 
shown in Figure 4.40, a more defined maximum is observed at around 330nm. Going to 
a lower concentration of 0.28ppm does not show any improvement in peak shape, 
indicating that the inner filter effect is no longer an issue.  
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Figure 4.40. The fluorescence excitation scans of CHCA at 0.28, 0.5 and 5ppm 
concentrations in water.  
 
 
 
Unfortunately, CHCA does not fluoresce very strongly in comparison to other 
MALDI matrices.34 Figure 4.41 is the emission scan of the 0.28ppm CHCA solution with 
excitation at a wavelength of 337nm, which is the wavelength of the nitrogen laser used 
in the MALDI experiments. Note that the emission band between 400 and 500 nm is very 
weak. For this reason, DHB, which has a much higher intensity of emission, was studied.  
The excitation scan of DHB is shown in Figure 4.42, which was acquired with both the 
excitation and emission signal reduced with neutral density filters to maintain the signal 
in a range that is detectable by the instrument.  
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Figure 4.41. Emission spectrum of 0.28ppm CHCA in water at excitation wavelength of 
337nm. Note the Rayleigh scattering peak at 337nm, and the second-order grating 
overtone of this band at 674nm. 
 
 
Excitation Scan on DHB only
0
200
400
600
800
1000
1200
200 300 400 500 600 700
Wavelenth (nm)
In
te
ns
ity
 
 
Figure 4.42. The fluorescence excitation scan of 5ppm DHB in water. 
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Emissions scans across the absorption band from 275-375nm with excitation at 
290, 310, 322, 337, and 355nm were obtained. The resulting emission scans are shown in 
Figure 4.43. As expected, the emission band was most intense when an excitation 
wavelength corresponding to the maximum absorbance was used.   
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Figure 4.43. The emission scans of 5ppm DHB with excitation at 290, 310, 322, 337, and 
355nm.  
 
 
 
Fluorescence emission measurements with excitation at 337nm and emission 
wavelength of 445nm are taken of DHB with varying concentrations of each of the three 
sodium halides. The results of the sodium chloride experiment, Figure 4.44, show a 
decrease in intensity as the concentration of NaCl increases. If the data are presented as a 
Stern-Volmer plot (Figure 4.45), there is a linear trend observed. The slope of this linear 
trend is the Stern-Volmer quenching constant. Table 4.8 present the slopes, from which 
the quenching constants can be calculated, and intercepts for the three sodium halides 
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studied. Sodium chloride has the smallest slope, while sodium iodide is the highest, 
which is consistent with the theory that larger ions will quench the signal greater than 
smaller ones. Through an Analysis of Variance, the slopes for NaCl and NaBr curves 
were determined to be statistically equivalent, but the slope from the NaI curve was 
statistically larger than the other two slopes. Also, all three sodium halides resulted in 
curves with y-intercepts very close to 1, which is what is expected with Stern-Volmer 
plots. Note, however, that the slope values were not close to the values determined in the 
MALDI analysis, which can be attributed to the fact that the quenching in the MALDI 
process is done in the gas-phase, while this experiment was done in the solution-phase. It 
would be expected that the quenching in solution phase would be smaller than in gas 
phase because the collisions between the fluorescent compound and quencher would be 
hindered by the presence of solvent molecules. The MALDI plume also is a highly dense 
supersonic expansion and the close and fast moving molecules would have a higher 
likelihood of colliding in this gas-phase rather than in the solution-phase environment.  
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Figure 4.44. The fluorescence emission intensity of DHB versus the concentration of 
sodium chloride.  
 
 
 
Stern-Volmer Plot of DHB with NaCl
0.95
1
1.05
1.1
1.15
1.2
1.25
1.3
1.35
0.0 20.0 40.0 60.0 80.0 100.0 120.0
[NaCl] (mM)
Io
/I
 
 
Figure 4.45 Stern-Volmer plot of DHB quenched by sodium chloride in solution.  
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Table 4.8. The slopes and y-intercepts of Stern-Volmer plots of DHB quenched by 
sodium halides in solution with the 95% confidence intervals. 
 
Sodium Halide Y Intercept Slope 
NaCl 1.066 ± 0.040 0.00273 ± 0.00064 
NaBr 1.024 ± 0.030 0.00314 ± 0.00048 
NaI 1.039 ± 0.025 0.00430 ± 0.00040 
 
 
 
 
Conclusions 
 
 Investigation into the primary ionization mechanism occurring in MALDI MS 
was performed based on the observed quenching of protonated analyte signal in the 
presence of halide salts. The M/A ratios for optimal MALDI signal were determined for 
six amino acids of different chemical properties. Based on the M/A plots, a common M/A 
of 250:1 was used for all MALDI analysis.  
MALDI analysis of arginine, the most basic amino acid, was performed in the 
presence of increasing concentrations of sodium chloride, bromide, and iodide. 
Consistent with the proposed theory, results from these plots showed higher signal 
quenching with the larger sodium halides. MALDI analysis of arginine with increasing 
concentration of sodium fluoride resulted in contradictory results, where the MALDI 
signal actually decreased as NaF was added, but it was hypothesized to likely be caused 
by lack of protons in the MALDI plume due to the formation of HF.  
The same sodium chloride and bromide quenching curves were repeated with 
phenylalanine. The sodium chloride quenching slope was the same for phenylalanine as 
arginine, but the sodium bromide resulted in a higher slope for phenylalanine. It was 
determined through another experiment at the same laser attenuation using lysine as the 
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analyte that the difference in slope value was due to the data being out of the dynamic 
range of the instrument. Interesting observations of the slope of the matrix peaks 
indicated that the same quenching process was occurring, but because of lower analyte 
proton affinities the analyte signal decreased much faster. Performing the experiment at a 
laser fluence ideal for each analyte resulted in the same quenching slopes.  
Other analytical experiments were performed in order to ensure the observed 
reduced analyte signal was only due to changes in the MALDI ionization process. 
Rayleigh scattering and LC-MS analysis were performed to rule out the cause of reduced 
analyte signal being due to matrix or analyte precipitating out of solution. A solution 
phase fluorescence spectroscopy quenching experiment was also performed with sodium 
chloride and bromide to confirm that the quenching could occur with a MALDI matrix. 
Although further investigation is required of the MALDI signal quenching 
process with other amino acids and other types of analytes, such as proteins and 
polymers, the experiments performed in this chapter suggest that photoexcitation and 
energy pooling may very well be the primary ionization mechanism operating in MALDI 
MS. A better understanding of the primary ionization mechanism will help to improve 
ion yields, and control fragmentation and charge states, and overall improve the MALDI 
technique.  
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CHAPTER 5: CHANGES IN ION TIME-OF-FLIGHT AND MASS RESOLUTION 
WITH THE ADDITION OF AMMONIUM SALTS IN THE MALDI TOFMS 
ANALYSIS OF POLYETHYLENE GLYCOL 
 
 
Introduction 
 
 Time-of-flight (TOF) mass spectrometry emerged as a mass separation technique 
in the late 1940’s1 and, since the development of soft ionization techniques, such as 
matrix assisted laser desorption/ionization (MALDI)2 and electrospray ionization (ESI)3, 
has become one of the most popular mass analyzers in use today. Quadrupole and 
magnetic sector mass analyzers can only transmit one ion mass-to-charge (m/z) at a time, 
resulting in a loss of information about all other ions of different m/z. Each of these 
analyzers also exhibit a fundamental upper mass limit.4 TOF mass analyzers are 
advantageous over these other techniques because of the relatively simple and 
inexpensive instrument design, and high-mass detection ability.5 TOF mass analyzers 
also have faster acquisition time, high ion transmission, and simultaneous ion detection 
over the entire mass range.6, 7 
A linear TOF mass spectrometer, the simplest form of TOF instruments, consists 
of an ion source and a detector at opposite ends of an evacuated drift tube as shown in 
Figure 5.1. Ions are accelerated out of the ion source by an electric field, and arrive at the 
detector with a flight time that is proportional to the ion’s m/z ratio. The figure labels will 
be explained in a later section.  As shown in Equation 5.1, if all ions are accelerated to 
the same initial kinetic energy (Ek) value, then the ion velocities vary with a square-root 
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dependence on their mass. Higher mass ions have a lower velocity, resulting in a longer 
flight time, while lower mass ions reach the detector faster.  
 
 
 
 
 
Figure 5.1. Diagram of a linear time-of-flight instrument. The dashed line is the ions’ 
path of travel. 
 
 
 
21
2k
E mv=                                        (Equation 5.1) 
 
 
 
 Historically, the major drawback to early time-of-flight instruments was the poor 
mass resolution in comparison to other mass analyzers. A device that was added to the 
TOF instrument to improve resolution was the reflector or ion mirror.8 The reflector is 
positioned at the end of the field free drift region and reflects ions through a second drift 
region to a detector. Figure 5.2 is a schematic diagram of a reflectron time-of-flight 
instrument. The reflector corrects for velocity distributions of ions of the same m/z 
because ions of higher velocity will travel further into the reflector before stopping and 
turning around.7, 9 This increased time in the reflector corrects for the shorter time the 
higher velocity ion spends in the drift region. The ion mirror also increases the effective 
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distance that the ions travel, which results in better separation between ions of different 
m/z.10  
 
 
 
 
Figure 5.2. Diagram of a reflectron time-of-flight instrument. The dashed line is the ions 
path of travel.  
 
 
 
Correction of poor mass resolution can also be accomplished by modifying the 
acceleration of the ions out of the source. Initially, a static electric field was applied in the 
source (now termed “continuous extraction”) to accelerate ions into the field-free drift 
region.11, 12 In 1955 a technique called “time-lag focusing” was first used in a TOF 
instrument.6 This technique, which has since been referred to as delayed extraction, or 
pulsed ion extraction (PIE) in Bruker instruments, involves a time delay that is inserted 
between ion production and the when the ion acceleration voltages are applied to the 
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source grids. Delayed extraction was not routinely used in TOF instruments until shortly 
after the discovery of MALDI.13, 14 The time delay corrects for the spatial and velocity 
distributions in the formation of ions within the MALDI plume.10, 11  Delayed extraction 
and the reflector are both used regularly in modern MALDI TOF instruments.  
The actual measurement that a TOF instrument acquires is the time the ions take 
to reach the detector; the m/z of the ion is calculated from the TOF through instrument 
calibration.  Instrumental parameters, such as voltages and distances, as well as ion 
parameters like ion velocity, position, and the length of the PIE delay all will affect the 
overall ion TOF. Many of the instrumental and ion parameters are affected by changes in 
others. For example, the initial position where ions are located at the time of ionization 
will affect the distance the ion travels out of the source. Any change in an instrument or 
ion parameter value will result in a change in the measured time-of-flight. To understand 
how each parameter affects the ion time-of-flight, it is essential to completely understand 
the TOF calculation.15-17  
Using the labeling of the linear TOF instrument schematic shown in Figure 5.1, 
an ion is initially formed at time t0 a distance x0 from grid 0 (G0) with an initial velocity 
(v0). When using continuous extraction, the ion is immediately accelerated out of the first 
and second source regions (d1, d2) by the  electric fields (E1, E2) created by the electric 
potentials (P0, P1, P2) applied to source grids 0, 1 and 2 (G0, G1, G2). The electric fields 
can be calculated using Equations 5.2 and 5.3:  
0 1
1
1
( )P PE
d
−=                                                (Equation 5.2) 
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d
−=                                               (Equation 5.3) 
 
The ion acceleration in each region is calculated using Equations 5.4 and 5.5 and 
is proportional to the electric field and the m/z.: 
1
1
zEa
m
=                                                 (Equation 5.4) 
 
 
 
2
2
zEa
m
=                                                 (Equation 5.5) 
 
 
 
The velocity at which the ion is traveling when it leaves each region is calculated 
using Equations 5.6 and 5.7, while the time spent in each of the source regions is 
calculated using the velocities and accelerations as shown in Equations 5.8 and 5.9.  
2
1 1 1 0 02 ( )v a d x v= − +                                         (Equation 5.6) 
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The ion then moves through the field-free drift region, which has a length L at 
constant velocity, and the time the ion drifts in this region is calculated using Equation 
5.10. The sum of t1, t2, and tdrift is the ion’s total flight time.  
2
drift
Lt
v
=                                              (Equation 5.10) 
 
 
 
Using a reflectron TOF complicates the situation by the addition of additional 
deceleration and acceleration regions as well as the second drift region. Further, if 
delayed extraction is utilized, the initial x0 position and v0 velocity will depend on the 
length of time before the source voltages are applied. In the following experiment, 
changes in ion velocity and position and their effect on time-of-flight measurements are 
investigated.  
 
  
Initial Motivation 
 
 Early experiments in the Owens’ research group were performed to investigate 
the cationization processes occurring in the MALDI process were performed in linear 
mode on a custom-built linear TOFMS using continuous extraction, 18 and showed a 
marked improvement in mass resolution when the ammonium salt of the matrix was 
present at 10% concentration of the MALDI matrix. Polyethylene glycol 1000 was mixed 
with 0.25M DHB and dry-drop deposited onto the MALDI sample plate. The resulting 
spectrum, which is shown in Figure 5.3, was compared to a spectrum acquired with the 
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same analyte mixed with 90% 0.25M DHB and 10% 0.25M NH4DHB (Figure 5.4). The 
spectrum collected using the 100% DHB matrix only shows the sodium cationized PEG 
peaks observed clearly. There appears to be some peak splitting due to the presence of the 
potassium cationized species, however, it is not baseline resolved. When the ammonium 
salt is present in the sample, the resulting spectrum clearly shows baseline resolved 
potassium cationized peaks.  
 Several years later this experiment was repeated using PEG 1500 with DHB and 
ammonium hydroxide on a commercial Bruker Biflex III TOFMS; the resulting spectra 
are presented in Figures 5.5 and 5.6. Although there was no apparent resolution 
improvement (the Biflex incorporated delayed-extraction), a similar m/z ratio shift was 
observed. When the ammonium salt was present in the sample, the m/z ratio shifted about 
0.15 Da from when no ammonium ions were present. The m/z shift observed here, as 
well as the observed m/z shift and increase in mass resolution in the previous experiment 
suggest that the presence of ammonium ions in the MALDI sample affects the analyte 
ion’s overall measurement of time-of-flight by increasing the initial velocity of the ions.  
Preliminary experiments repeating this work on a Bruker UltraFlex III at Ethicon, Inc. 
confirmed the mass shifts and initially indicated a measurable improvement in observed 
mass resolution. The following work was performed in order to better understand which 
factors in the TOF experiment were being affected by the addition of the ammonium salt.   
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Figure 5.3. MALDI-TOFMS spectrum of dry drop deposited polyethylene glycol 1000 
with 2,5-dihydroxybenzoic acid (DHB) obtained on a custom-built linear TOFMS.  
 
 
 
 
 
Figure 5.4. MALDI-TOFMS spectrum of dry drop deposited polyethylene glycol 1000 
with 90% 2,5-dihydroxybenzoic acid (DHB), 10% ammonium DHB obtained on a 
custom-built linear TOFMS. 
116 
 
Figure 5.5. Linear MALDI-TOFMS spectrum of dry drop deposited polyethylene glycol 
1500 with 2,5-dihydroxybenzoic acid (DHB) obtained on a Bruker Biflex III TOFMS.  
 
 
 
 
 
Figure 5.6. Linear MALDI-TOFMS spectrum of dry drop deposited polyethylene glycol 
1500 with 90% 2,5-dihydroxybenzoic acid (DHB), 10% ammonium hydroxide obtained 
on a Bruker Biflex III TOFMS.  
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Results and Discussion 
 
 At the start of this project it was expected that a number of sources of TOF shifts 
might be observed. Because the new Ultraflex instrument is capable of much higher 
performance than the mid-1990’s era Biflex, it was important to investigate how these 
sources of error manifest themselves on the new instrument and how they can be 
controlled or corrected for. Unevenness in the sample plate surface is a very common 
cause of TOF shifts. Because the stainless steel surface is not completely level, variation 
from spot to spot will cause the distance between the sample plate and the first source 
grid (d1) to change, resulting in TOF shifts. This can be corrected for by measuring the 
m/z of the same sample at each spot, effectively “mapping the surface” and creating a 
correction factor for each sample spot. Another expected source of TOF shift occurred 
when the sample plate was removed from the source and reinserted. Small variations in 
the location of the plate in the sample holder in the instrument source will again affect the 
distance d1. A third source of TOF shift that was not expected was found to be due to 
“settling” of the high voltage power supplies used in the instrument (i.e., the voltage 
varies for a short time after they are first turned on). The first section of results presented 
in this chapter focus on understanding and correcting for these instrumental sources of 
TOF drift.  
 
118 
Power supply drift and plate mapping 
 
 There were two sources of time-of-flight shift observed initially. The first was 
when calibration was performed immediately after the source voltages reached the set 
point. The TOF of the analyte was observed to shift over time, affecting the m/z ratio. 
This was first observed when analyzing a number of identical sample spots made from 
the same sample solution. Once the source voltages ramped to the set point several 
spectra were collected from sample spots moving left-to-right across the plate; these data 
were compared to data taken right-to-left after removal and reinsertion of the plate.  Both 
sets of data would show a shift to lower m/z values from the first sample spot measured 
to the next.  
In order to understand these voltage shifts, a time-based experiment was 
performed where a spectrum was collected immediately after the source voltages reached 
the set point; then a spectrum was acquired every 30 seconds thereafter for a total of 13 
and a half minutes. The first spectrum collected was used to calibrate all subsequent 
spectra collected. A mixture of PEG 3400 and MALDI matrix DHB were spotted on the 
sample plate location I12. Figure 5.7 shows that the observed m/z value shifts for the 
first 200 seconds, then levels off and remains fairly stable. These data suggest that in 
order to minimize the effect of this power supply drift, a 4 minute delay from the point 
when the power supply voltages reach the set point should be incorporated into all 
subsequent measurements.  
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Figure 5.7. A plot of the absolute change in mass (delta m/z) of the A+1 isotope of the 
sodium cationized DP=71 oligomer of PEG over a time range of 13 and a half minutes. 
Calibration was done at t=0. 
 
 
 
 The second source of m/z shift was attributed to when the sample plate was 
removed and reinserted into the source. The same PEG and DHB sample was spotted on 
sample plate spots I6-I18 (even numbers only). Calibration was done on sample plate 
location I6, and 5 spectra on each sample spot were acquired moving left to right. The 
sample plate was then removed and reinserted and 5 spectra per sample spot were 
acquired again without the calibration step. Figure 5.8 shows the change in observed m/z 
for the two plate insertions. When the plate is removed and reinserted the delta m/z 
increases about 3 and a half fold at each sample location. To ensure accuracy, all 
measurements were performed on a single plate insertion, or recalibrated at the center 
point if the plate had to be reinserted. 
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Figure 5.8. Comparison of the absolute error (delta m/z) of the A+1 isotope of the 
sodium cationized DP=70 oligomer of PEG after initial calibration and sample plate 
reinsertion. Calibration was done on spot I6 on insertion 1 only.  
 
 
 
 The data in Figure 5.8 also show that there is a slight slant in the surface of the 
sample plate. Starting at sample position I6 and moving across the sample plate to I18 the 
difference in measured m/z to expected m/z increases, indicating a longer flight time for 
the ions acquired from the I18 sample spot. This suggests that the distance d1, which is 
the distance between the sample plate and the first source grid, increases in moving from 
sample spots I6 to I18.  
 The previous experiment was repeated four times with initial calibration occurring 
on the center sample spot on the plate (I12). The plate was inserted twice, and two 
calibration sets were performed on each insertion resulting in four sets of data. In Figure 
5.9, the same trend of increased m/z moving left-to-right across the plate is seen for the 
second insertion, second set of data.  Using the average slope values of the four different 
trials, a correction factor can be calculated to correct data for the location on plate from 
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which it was acquired. Table 5.1 is a summary of the slopes for the four trials performed. 
The average slope for the four lines is 0.0042. All data will be corrected by anchoring the 
I6 data and applying the slope correction across the plate. Table 5.2 is an example 
applying the correction factor to insertion 1 set 1 data. Prior to correction, the average 
relative error is 20.3 ppm, while after correction the relative error is 1.4 ppm.  
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Figure 5.9. Change in m/z of the A+1 isotope of a sodium cationized PEG peak (DP=72) 
at m/z= 3211 versus plate position acquired in reflectron mode.  
 
 
 
Table 5.1. Slopes of the lines from the delta m/z vs plate position data for two plate 
insertions with each having two different calibrated experimental sets.  
 
  SLOPE
Ins 1 set 1 0.005 
Ins 1 set 2 0.0037 
Ins 2 set 1 0.0043 
Ins 2 set 2 0.0035 
AVG 0.0042 
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Table 5.2. Example of the m/z correction for insertion 1 set 1 for PEG peak of 3123.8387 
m/z. The predicated delta m/z values are calculated based on the absolute differences 
(delta m/z) values from that of the sample in position I6. 
 
Correcting for Sample Plate Tilt 
Sample Measured Predicted   Difference Adjusted  
spot delta m/z delta m/z measured-predicted delta m/z 
6 0.0339 0.0000 0.0339 0.0000
8 0.0414 0.0084 0.0330 -0.0009
10 0.0499 0.0168 0.0331 -0.0008
12 0.0689 0.0252 0.0437 0.0098
14 0.0751 0.0336 0.0415 0.0076
16 0.0817 0.0420 0.0397 0.0059
18 0.0927 0.0504 0.0423 0.0084
Average 0.0634  Average 0.0043
ppm  20.3  ppm  1.4
 
 
   
 This same plate mapping was done in linear mode and a correction factor was 
calculated for the linear mode as well. Figure 5.10 is a plot of the data for the change in 
m/z versus plate position. The change in m/z in both linear and reflectron mode follows 
the same shift confirming that the d1 distances increases across row I in moving from 
spot I6 to I18.  The average slope of the change in m/z of the second isotope of the 
sodium cationized DP=70 through DP=73 oligomers was 0.0070 in linear mode as 
compared to 0.0042 in reflectron mode. The difference in absolute values between the 
two modes is attributed to the reflector correcting for some of these differences. These 
correction values are applied to all subsequent data.  
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Figure 5.10.  Change in m/z of the A+1 isotope of a sodium cationized PEG peak 
(DP=72) at m/z= 3211 versus plate position acquired in linear mode.  
 
 
 
 
Addition of ammonium salts in reflectron mode 
 
With the understanding of some of the instrumental sources of TOF drift, the next 
step was to compare the TOFs for the PEG peaks with and without ammonium salts 
present in the sample. It was hypothesized that the addition of the ammonium salt 
increases the initial velocity of the ions within the MALDI plume. Various volume 
percentages and ammonium salt counterions were investigated in order to determine what 
composition and compound results in the highest TOF shift. Several different instrument 
parameters were also investigated to gain a better insight into the cause of these shifts.  
The ammonium salts of DHB and CHCA were prepared and a short study was 
performed to look at the effect of one matrix with both ammonium salts in reflectron 
mode. Both matrices were combined with the ammonium salt of itself and of the other 
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matrix to investigate the m/z shift and mass resolution observed for each combination. 
Using CHCA with 10% (v/v) NH4CHCA added showed no significant difference in m/z 
shift or mass resolution as compared to using CHCA with 10% NH4DHB. Likewise, 
there was no significant difference in m/z shift or mass resolution when using DHB with 
either 10% NH4DHB or 10% NH4CHCA. There was, however, a significant difference in 
mass resolution observed using CHCA as opposed to DHB as the matrix.  
Figure 5.11 is a plot of the average resolution measured for each oligomer of 
PEG 3400. The plots using DHB as the matrix results in an average resolution of about 
14500 while the plots using CHCA as the matrix results in an average resolution of about 
17000. For both matrices the error bars for the ammonium salts overlap at most 
oligomers indicating that there is no significant difference between the two.  
From the trend it appears that using the ammonium salt of CHCA would be 
slightly better than using the ammonium salt of DHB, however, NH4CHCA is found to 
only be soluble in the solvent (THF) up to a concentration of 0.05M. The ammonium salt 
of DHB will go into solution at a concentration of 0.1M, which is the preferred matrix 
concentration in our lab; therefore the combination of CHCA and NH4DHB was 
determined as the best to use for all experiments.  
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Figure 5.11. Resolution versus m/z of PEG 3400 using CHCA and DHB in combinations 
with 10% (v/v) of ammonium salts of DHB and CHCA. Error bars are calculated for 95% 
confidence intervals. 
 
 
 
 An additional study was performed to investigate the effect of changing the 
amount of the ammonium salt added to the sample preparation. Figure 5.12 shows a plot 
of the absolute mass error obtained with different percentages of the ammonium salt of 
DHB added to samples prepared using either DHB or CHCA as the matrix. Note that the 
CHCA data show larger changes in observed m/z with added ammonium salt. Therefore, 
shifts in m/z will be easier to see with CHCA than with DHB. This difference in shift 
may have something to do with the difference in initial velocity of the matrix compounds, 
which will be discussed in more detail below.  
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Figure 5.12. A comparison of the change in m/z of the A+1 isotope of the sodium 
cationized DP=70 oligomer of PEG using CHCA and DHB matrices with varying 
concentrations of the ammonium salt. These data were acquired with a 100ns pulsed ion 
extraction (PIE) delay time.  
 
 
 
 Although there was an observable shift in calculated m/z of the PEG peaks 
observed when adding the ammonium salt of DHB to CHCA matrix, there is still a 
question of whether there is a significant change in mass resolution observed when 
ammonium salts are added. The data in Figure 5.13 indicate that while there is a slight 
increase in average mass resolution in going from 0 to 10% added ammonium salt, the 
error bars on these values indicate there is no statistically significant difference in 
observed mass resolution between 0, 5, 10, and 20% (v/v) of added ammonium salt. 
However, using 30% ammonium salt results in a mass resolution that is significantly 
lower than the resolution obtained when using 10% ammonium salt at this given PIE 
delay.  
 
 
 
127 
Average Resolution 
20000
20500
21000
21500
22000
22500
23000
23500
0 5 10 15 20 25 30 35
%NH4DHB 
A
vg
 re
so
lu
tio
n
 
 
Figure 5.13. Plot of average resolution of the A+1 isotope of the sodium cationized 
DP=70 of PEG versus the volume percentage of the ammonium salt of DHB. Acquired 
using 100ns PIE delay. Error bars are calculated for 95% confidence intervals. 
 
 
 
Data from preliminary experiments performed on an UltraFlex III instrument 
located at Ethicon, Inc., in August of 2008 were collected using ammonium TFA instead 
of the ammonium salt of the matrices. To attempt to recreate the initial improvement in 
resolution, ammonium TFA was substituted for the ammonium salts of the matrices. The 
voltages and PIE delay used in the experiments performed at Ethicon were employed, and 
although no significant improvement in mass resolution was observed, an interesting m/z 
shift occurred compared to the data gathered using 100ns delay. Figure 5.14 is a plot of 
the observed m/z shift versus the percentage of ammonium salt added. Note that for the 
100ns delay data in Figure 5.12 the curve increases to a maximum and then begins to 
decrease. In the 20ns PIE delay data the curve first increases to a maximum and then 
decreases to a minimum (i.e., a sine wave-type pattern) within the same range of 
percentage of ammonium salt present. To better understand the effect of PIE delay, an 
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experiment was performed where the voltages are kept constant and only the PIE delay is 
changed to four different values.  
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Figure 5.14. A plot of the change is m/z of the A+1 isotope of the sodium cationized 
DP=70 oligomer of PEG versus the volume percentage of ammonium TFA added to the 
sample. Data were acquired using 20ns PIE delay.  
 
 
 
 Data were collected using a PIE delay of 50ns, 100ns, 150ns, and 200ns at the 
same source and reflectron voltages that were optimized for the 100ns PIE delay. The 
voltage values are given in Table 5.3. Figure 5.15 is a plot of the change in measured 
m/z versus the percentage of ammonium salt added to the sample. The shortest PIE delay, 
50ns, shows a trend similar to the 20ns data presented in Figure 5.14 with a maximum 
followed by a minimum. The curve for 100ns PIE delay only has a maximum, which 
occurs at a higher percentage of ammonium salt than the maximum in the 50ns data. The 
150ns PIE delay data show the same shape, but a steeper ascent to the maximum at the 
20% ammonium salt.  The longest PIE delay studied, 200ns, shows the same shape as the 
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two previous settings, but is much steeper to the maximum at 20% ammonium salt. The 
differences in shape of the curves can be attributed to two factors. The first is that as the 
PIE delay value changes, the location at which the ions are when the source voltages are 
pulsed on will be different causing differences in the ion’s time-of-flight. The second 
reason for the shifts is attributed to the presence of ammonium ions in the gas plume, 
which will change the ions’ initial velocities. 
 
 
 
Table 5.3. Source and reflectron voltages applied for PIE delays 50, 100, 150, and 200ns.  
 
IS1 (kV) 25.0
IS2 (kV) 21.4
Lens (kV) 9.7
Ref1 (kV) 26.3
Ref2  (kV) 13.75
 
 
 
Comparing PIE delays
-0.0200
-0.0100
0.0000
0.0100
0.0200
0.0300
0.0400
0.0500
0.0600
0 5 10 15 20 25 30 35
% NH4TFA
D
el
ta
 m
/z
50
100
150
200
 
 
Figure 5.15. A plot of the change is m/z of the A+1 isotope of the sodium cationized 
DP=70 oligomer of PEG versus the volume percentage of ammonium TFA added to the 
sample for four different PIE delay values.   
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 Figure 5.16 shows the mass resolution observed for each of the four PIE delay 
values at each percentage of the ammonium salt. The longest PIE value resulted in the 
worst resolution, while the shortest PIE value is the second worst. The PIE delay for best 
resolution is 100ns, with the 150ns PIE delay better than the 50ns and 200ns, but worse 
than the 100ns. Unlike with m/z shifts, the presence of ammonium salt does not affect the 
mass resolution in a significant way. The differences in resolution can be attributed to the 
change in PIE delay. Recall that the source and reflectron voltages that were applied in 
this experiment were optimized for 100ns PIE delay, but as the PIE delay time was 
changed the instrument voltages were not changed. Variation in the ion’s initial position 
when the source voltage is applied can affect the focusing of ions and therefore the mass 
resolution observed. This is why the 100ns data show a maximum for the observed mass 
resolution, which then decreases if the PIE delay is set to longer or shorter times.  
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Figure 5.16. The resolution of the second isotope of the A+1 isotope of the sodium 
cationized DP=70 oligomer of PEG versus the percentage of ammonium TFA added to 
the sample for four different PIE delay values at one set of source and reflectron voltages.  
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 To determine the best PIE delay value for the optimal resolution in the specific 
instrument, the source and reflectron voltages must be optimized for each PIE delay. 
These optimized voltages are given in Table 5.4. Figure 5.17 shows the mass resolution 
values observed when these optimized voltage values are applied. Although the error bars 
are large, there is a distinct difference between the longer PIE delays and the shorter at 
each plate location. For this particular instrument, optimal resolution is attained when 
longer PIE delays are used.  
 
 
 
Table 5.4. The source and reflectron voltages for optimal resolution for PIE delays of 20, 
50, 100, 150, and 200ns.  
 
PIE (ns) 20 50 100 150 200 
IS1 (kV) 25 25 25 25 25 
IS2 (kV) 21.05 21.05 21.3 21.4 21.5 
Lens (kV) 9.55 9.55 9.65 9.6 9.6 
Ref1 (kV) 26.3 26.3 26.3 26.3 26.3 
Ref2  (kV) 13.8 13.8 13.8 13.8 13.8 
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Figure 5.17. The resolution of the A+1 isotope of the sodium cationized DP=70 oligomer 
of PEG versus the percentage of ammonium TFA added for five different PIE delay 
values with source and reflectron voltages optimized for highest resolution for each delay 
time. Error bars are calculated for 95% confidence intervals. 
 
 
 
 At the specific voltages for each PIE delay studied, spectra were obtained with 
and without 10% ammonium salt added, and the delta m/z values obtained were 
compared in order to see if one particular PIE delay with optimized voltages results in a 
significantly larger m/z shift than what was observed in the earlier studies. Figure 5.18 
shows the change in m/z observed versus the percent of ammonium salt added to the 
sample at various PIE delay values.  Table 5.5 outlines the shift in m/z from when 0% 
ammonium salt is present to when 10% is present. While the 20ns PIE delay resulted in 
the lowest resolution, it had the largest m/z shift in comparison to all other PIE values. 
Likewise, the 100ns PIE delay resulted in high resolution, but showed the smallest m/z 
shift when ammonium salt was added.  
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Figure 5.18. The change in m/z of the A+1 isotope of the sodium cationized DP=70 
oligomer of PEG versus the percentage of ammonium TFA added for five different PIE 
delay values with source and reflectron voltages optimized for highest resolution for each 
delay time. 
 
 
 
Table 5.5. The increase in TOF when 10% ammonium is present in the sample for each 
of the five PIE delay values in Figure 5.18. 
 
PIE Delay 
(ns) 
TOF Shift 
(m/z) 
20 0.0068 
50 0.0049 
100 0.0016 
150 0.0030 
200 0.0046 
 
 
 
 
Addition of ammonium salts in linear mode   
 
 Using the instrument voltages optimized for best resolution with a 100ns PIE 
delay, an experiment was performed in linear mode varying the volume percent of 
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ammonium TFA. The absolute mass error (delta m/z) and mass resolution of the PEG 
peaks were monitored, but because the flight length is shorter and there is no velocity 
focusing in linear mode, the resolution is not as high as in reflectron mode. Figure 5.19 is 
a plot of the change in m/z versus the volume percent of ammonium salt in the sample. 
Both trials resulted in a similarly shaped curve, but with different signs. The difference in 
the direction in which the shift occurs is because in reflectron mode, ions will actually 
have to stop and reverse direction. The ions in the presence of the ammonium salt have a 
higher velocity and therefore will penetrate further into the reflector before stopping and 
reversing direction, but the higher velocity will cause the ion to spend less time in the 
field free drift regions.  The longer time spent in the reflectron is a larger affect and 
results in longer flight times to the reflectron detector and therefore higher m/z values. In 
linear mode, the faster ions will reach the detector first causing a shift to lower m/z. 
Figure 5.20 is a plot comparing the changes in m/z for reflectron mode to the negative of 
the change in m/z for linear mode with a 100ns PIE delay. The reason for looking at the 
negative change in m/z for linear is so the absolute magnitude of the shift can be 
observed easier. The shapes of the two curves are similar in both modes, however, there 
is a larger shift observed in linear mode than in reflectron mode. This makes sense in that 
the reflector is designed to focus different velocity ions, thus resulting in smaller changes 
in m/z with changes in initial velocity produced by the addition of the ammonium salt. As 
far as resolution in linear mode, there is no significant difference in mass resolution 
observed when ammonium salt is present.  
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Figure 5.19. A plot of the change in m/z of the A+1 isotope of the sodium cationized 
DP=70 oligomer of PEG versus the volume percentage of ammonium TFA added to the 
sample for a 100ns PIE delay value.   
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Figure 5.20. A comparison of the change in m/z of the A+1 isotope of the sodium 
cationized DP=70 oligomer of PEG for reflectron mode and the negative m/z for linear 
mode while varying the volume percent of ammonium TFA added to the sample for a 
100ns PIE delay value.  
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Time-of-flight calculations 
 
To better understand what is occurring when changes in initial ion position (PIE 
delay) and ion velocity (amount of ammonium salt present) occur, time of flight 
calculations were done and compared to experimental data. The TOFMS program used in 
this work was designed to allow the user to enter specific instrument parameters, such as 
applied voltages and the distances between the source plates, in order to calculate the 
expected ion time-of-flight. Figures 5.1 and 5.2 are diagrams of both the linear and 
reflectron type instruments, respectively, including the proper labeling of the instrument 
parameters. The program also takes into account ion-specific information, such as initial 
ion velocity (v0) and initial ion position (x0). One problem with using this program to 
simulate the experimental data was that many of the parameters that would be used in the 
calculations were unknowns, such as the exact instrumental distances and ion parameters. 
Another issue was that the TOFMS program was designed to simulate a gridded 
instrument, and the experimental data were acquired on a non-gridded Bruker UltraFlex 
instrument. For these reasons, a simplex optimization was performed in order to 
determine the “equivalent gridded parameters” for the data obtained on this non-gridded 
instrument. In a simplex optimization, the responses from an initial set of n+1 (where n = 
# of variables investigated) experiments are ranked from best to worst.  The instrument 
parameter values for the next experiment are then identified by moving away from those 
used in the experiment yielding the worst response. This process is then repeated until a 
desired optimum response is reached.19 In this case, the response used was the sum of 
squares of the difference in the calculated TOF and the experimentally determined TOF 
values for 20 different PEG oligomers across the mass range given in Table 5.6.  Figure 
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5.21 is the mass spectrum obtained for PEG obtained with DHB only. Figures 5.22 and 
5.23 are expanded views of the sodium cationized N=74 oligomer with the x axis and 
mass peak values given in m/z and TOF, respectively. Note that the observed mass 
resolution of the m/z=3299 peak is 54,000, which is significantly higher than the stated 
specifications for the instrument. 
 
 
 
Table 5.6. Experimental ion time of flight for a range of sodium cationized PEG peaks.  
 
ID m/z TOF (ns) 
Peak 1 2727.602316 81087.48
Peak 2 2815.654745 82379.99
Peak 3 2859.680960 83018.95
Peak 4 2904.710309 83666.99
Peak 5 2947.733389 84281.72
Peak 6 3035.785819 85525.70
Peak 7 3079.812033 86140.97
Peak 8 3123.838248 86751.81
Peak 9 3167.864463 87358.82
Peak 10 3211.890678 87960.98
Peak 11 3256.920056 88572.98
Peak 12 3300.946274 89166.96
Peak 13 3343.969322 89743.98
Peak 14 3387.995537 90330.17
Peak 15 3476.047966 91491.96
Peak 16 3521.077363 92079.49
Peak 17 3565.103581 92651.69
Peak 18 3609.129798 93219.48
Peak 19 3653.156016 93783.98
Peak 20 3829.260885 96008.49
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Figure 5.21. MALDI mass spectrum obtained of PEG 3400 with matrix DHB. Peaks 
identified correspond to TOFs listed in Table 5.6. 
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Figure 5.22. Expanded view of the sodium cationized DP=74 oligomer region of PEG 
displayed in m/z using DHB as the matrix.  
 
 
 
 
 
 
Figure 5.23. Expanded view of the sodium cationized DP=74 oligomer region of PEG 
with the peak positions given in time-of-flight. 
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In order to model the instrument, all instrumental parameters such as distances 
and voltages, were set as variables in the simplex optimization. The starting point for all 
voltages was set to what was used in the acquisition of experimental data. The distances 
were estimated based on the known instrument geometry. A summary of the starting 
points for each variable is given in Table 5.7. The initial simplex step sizes were set to 
values 20% of the starting value for each parameter in the optimization. The ion 
parameters initial ion velocity (v0), initial x position (x0), and initial time of ion 
formation (t0) were kept constant throughout the instrument optimization. The pulsed ion 
extraction (PIE) delay time was set as a variable in the simplex but a value of 250ns was 
used as the starting point because the instrument has an unknown fixed delay on top of 
the set value of 100ns.  
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Table 5.7. The starting values for parameters in a simplex optimization. The parameters 
in gray were not changed during the optimization. 
 
Grid 0 voltage (IS1) 25000 
Grid 1 Voltage (IS2) 21300 
Grid 2 voltage  0 
Grid 5 voltage (Ref1) 13800 
Grid 6 voltage (Ref2) 24995.62 
Detector voltage -1594 
Ionization length (m) d1 0.002 
Acceleration length #1 (m) d2 0.005 
Acceleration length #2 (m) d3 0 
Retarding length (m) d4 0.05 
Reflecting length (m) d5 0.2 
Detector acc length (m) d6 0.002 
Detector drift length (m)d7 0.001 
t0 (ns) 0 
t0 standard deviation (ns) 2.5 
x0 (µm) 10 
x0 standard deviation (µm) 2 
v0 (m/s) 300 
v0 standard deviation (m/s) 30 
Max 1st drift length (m) L1  1.392 
Max 2nd drift length (m) L2 0.843 
Pulsed ion extraction delay (ns) 250 
 
 
 
The optimization continued until 3447 simplexes were completed in which the 
sum of squares of the TOF matches reached a minimum of 3.52. Table 5.8 shows the 
difference in the calculated TOFs as compared to the experimental TOFs. Table 5.9 
shows the values for the instrument parameters that resulted in the optimal TOF match. 
There was a slight difference in the delta TOFs that were presented in Table 5.8 obtained 
from the simplex to those calculated by entering the values directly into the TOFMS 
program. This was because the distances and voltages were rounded to 8 decimal places 
while the simplex routine used twice as many. Figure 5.24 is a plot of the simplex 
calculated delta TOFs and the delta TOF values calculated using the rounded parameter 
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values. The difference between the simplex data and the calculated Data was only a shift 
of 0.05ns; therefore these rounded values are acceptable.  
 
 
 
Table 5.8. The difference in the calculated TOF and actual experimental TOF after a 
simplex optimization for the sodium cationized peaks across the distribution of PEG 
3400.  
 
ID Delta TOF (ns) 
Peak 1 1.36
Peak 2 0.59
Peak 3 0.55
Peak 4 0.13
Peak 5 0.02
Peak 6 -0.44
Peak 7 -0.56
Peak 8 -0.70
Peak 9 -0.35
Peak 10 -0.61
Peak 11 -0.47
Peak 12 -0.61
Peak 13 -0.32
Peak 14 -0.46
Peak 15 0.09
Peak 16 -0.50
Peak 17 0.33
Peak 18 0.30
Peak 19 0.46
Peak 20 1.20
Sum of Squares  3.52
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Table 5.9. The optimal settings used in the TOFMS software to match the experimental 
time-of-flight values. 
 
Grid 0 voltage (IS1) 23541.91373815 
Grid 1 Voltage (IS2) 23496.09226818 
Grid 2 voltage  0 
Grid 5 voltage (Ref1) 14625.92900992 
Grid 6 voltage (Ref2) 23544.84556195 
Detector voltage -1507.99602834 
Ionization length (m) d1 0.00209565 
Acceleration length #1 (m) d2 0.00535578 
Acceleration length #2 (m) d3 0 
Retarding length (m) d4 0.05188901 
Reflecting length (m) d5 0.20834496 
Detector acc length (m) d6 0.00204666 
Detector drift length (m)d7 0.00103216 
t0 (ns) 0 
t0 standard deviation (ns) 2.5 
x0 (µm) 10 
x0 standard deviation (µm) 2 
v0 (m/s) 300 
v0 standard deviation (m/s) 30 
Max 1st drift length (m) L1  1.41789958 
Max 2nd drift length (m) L2 0.84675728 
Pulsed ion extraction delay (ns) 249.7289093 
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Figure 5.24. A comparison of the delta time-of-flight values calculated by the simplex to 
the delta time-of-flight values calculated using the rounded parameter values.  
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 Note that in this initial experiment the simplex was only matching time-of-flight 
and not peak width. From the expanded views (Figures 5.22 and 5.23) of the 
experimental data, the full width at half maximum (FWHM) is estimated to be about 0.1 
m/z or approximately 1.0 ns. The TOFMS program can also estimate a peak width by 
varying the ion parameters (x0, v0 and t0) using a Monte Carlo approach; a standard 
deviation of 1.28ns for the A+2 isotope of the sodium cationized N=74 oligomer of PEG 
at 3300 m/z was calculated. The FWHM can be calculated from the standard deviation 
directly as shown in Equation 5.11: 
FWHM 2 2ln 2σ 2.35482σ= ≈                       Equation 5.11 
 
 
 
 The FWHM for the calculated peak is approximately 3.01ns, which is slightly 
larger than the FWHM of the experimental data. Figure 5.25 is the calculated TOF 
isotopic pattern for the sodium cationized N=74 PEG oligomer. Comparing the 
experimental (Figure 5.23) to the calculated spectrum confirms that the optimized 
parameter values are a fairly accurate representation of the instrument used.   
 
 
 
145 
 
 
Figure 5.25. Calculated isotopic pattern in time-of-flight of the sodium cationized DP=74 
oligomer of PEG.   
 
 
 
 In order to compare the experimental data with the calculated, the first thing is to 
determine what the TOF shift is in regards to the m/z shift observed in the experiment. At 
100ns PIE delay, the largest m/z shift of 0.01Da was observed at 20% NH4TFA. Figure 
5.26 is plot of TOF versus m/z obtained from the TOFMS program with the optimal 
variable values obtained from the simplex. From this plot, it is determined that a mass 
shift of 0.01Da would correspond to a TOF shift of 0.138ns. This is a much smaller effect 
than what was originally thought to be occurring.  
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Figure 5.26. A plot of the calculated TOF (ns) versus the m/z using the optimized 
variables from the simplex outlined in Table 5.9.  
 
 
 
 The change in velocity that would cause a TOF shift of 0.14ns was estimated to 
be only a difference of 0.1m/s by plotting the TOF versus the initial ion velocity (Figure 
5.27). However, note that the shift is observed to move in the wrong direction.  The ion 
moving at the higher velocity of 300.1 m/s travels 0.01um further into the reflector than 
the ion traveling at 300 m/s. Note in Table 5.9 that the optimized values for IS1 (G0) and 
IS2 (G1) are much closer to each other than the starting points. The kinetic energy applied 
to an ion in the source region (d1) in the actual experiment is 3700V, while there is only a 
kinetic energy of 46V being applied in the calculated experiment. This may be why the 
TOF is decreasing as the ion velocity increases. The TOF calculation program can report 
flight times in each region of the instrument and the largest difference in TOF was 
observed in the ionization length (d1) for which the starting point was estimated based on 
the design of older Bruker instruments, such as the Reflex and Biflex. If this distance is 
much larger than what is being used, then the effect of the time in that region would be 
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less on the overall TOF. The same applies for all other distances within the UltraFlex 
instrument. With the TOFMS program unable to produce a realistic model of the actual 
instrument, the modeling of the experimental data cannot be performed using this 
program.  
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Figure 5.27. TOF versus velocity using the optimized variables from the simplex.  
 
 
Initial ion velocity calculations 
 
 One of the goals of this work was to investigate the hypothesis that the presence 
of ammonium salts in the MALDI plume is causing the ions to have a higher initial 
velocity. Several research groups have used different methods in order to determine the 
initial velocity of the ions produced.13, 20  One method that seemed to be simple and 
didn’t require instrument modifications was a method described by Karas et al.21, 22 in 
which they used the linear relationship between the TOF of the ion and the PIE delay in 
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order to estimate the initial ion velocity.  Plotting the TOF of ions at multiple PIE delays 
results in a line in which the slope of that curve is directly related to the initial ion 
velocity. Karas et al. reported a slope value of 0.2 (ns/ns) corresponded to initial 
velocities of approximately 300 m/s. Using this they determined v0 values between 238 
and 323 m/s for CHCA as a matrix.21  
 We first applied this method to data obtained in reflectron mode. The TOFs were 
obtained for the A+1 isotope of the sodium cationized N=70 PEG oligomer peak at 3123 
m/z for PIE delays of 50, 100, 150, and 200ns. The instrument voltages had been 
optimized for 100ns PIE delay and are given in Table 5.3. Table 5.10 is the resulting 
slopes calculated from the plots of the TOF versus PIE delay. The replicate slope values 
for 0% NH4TFA added are similar indicating good stability in the analysis. Note that 
there appears to be an increase in slope as the ammonium salt is added with a maximum 
at 20%, which suggests there is an increase in initial ion velocity with the addition of the 
ammonium salt. This correlates with the m/z shifts observed, however, the slope 
magnitude is 10 times smaller than what was observed by Karas et al. who had performed 
their experiments in linear mode. As the purpose of the reflector is to correct for spatial 
and energy distributions for like-mass ions, it may not be possible to use this method on 
reflectron data.  
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Table 5.10. The slopes of the TOF vs. PIE delay for 50, 100, 150 and 200ns in reflectron 
mode. 
 
Plate Spot %NH4TFA (v/v) Slope (ns/ns) 
I6 0 0.0577 
I8 5 0.0594 
I10 10 0.0600 
I12 0 0.0575 
I14 20 0.0617 
I16 30 0.0581 
I18 0 0.0581 
 
 
 
 The same experiment was repeated in linear mode. The instrument voltages were 
optimized for 100ns PIE delay, and TOF data were obtained at 50, 80, 100, 130, and 
150ns PIE delays. The range of PIE delays was smaller due to loss of oligomer resolution 
in the linear mode at large PIE delay values. Table 5.11 shows the slopes of the TOF 
versus PIE delay curves as a function of added ammonium salt in linear mode. Once 
again, the replication at 0% added ammonium salt is very good, and there is an increase 
in slope as the percentage of ammonium is increased with a maximum at 20%. Even 
more interesting is the fact that the slope values correlate to initial velocities between 200 
and 300 m/s, as was seen by Karas et al. for the matrix CHCA. Ideally, these 
experimental slopes should be compared to slopes calculated using a modeled instrument 
to confirm the velocities, but due to problems with the modeled parameters of the 
“equivalent gridded instrument” discussed above, this was not possible. Karas et al. saw 
that a change of 0.1 ns/ns in slope correlated to an ion velocity change of approximately 
100 m/s.  In this experiment the maximum change in slope is about 10 times smaller than 
that, indicating a very small change of about 10 m/s in initial velocity with the presence 
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of the added ammonium salt. This small shift will only be observed in instruments with 
excellent mass resolution.   
 
 
 
Table 5.11. The slopes of the TOF vs. PIE delay for 50, 80, 100, 130 and 150ns in linear 
mode. 
 
Plate Spot %NH4TFA (v/v) Slope (ns/ns) 
I6 0 0.156 
I8 5 0.163 
I10 10 0.168 
I12 0 0.158 
I14 20 0.170 
I16 30 0.167 
I18 0 0.157 
 
 
 
 
Conclusions 
 
 An investigation into the effect of the presence of ammonium ions in the MALDI 
plume on observed time of flight and mass resolution was performed. Sample plates were 
mapped in order to correct for slight variations on the surface in both reflectron and linear 
modes. Exploration of the instrument’s power supply drift and shifts due to sample plate 
reinsertion was done in order to isolate the effect of the ammonium ions.  
 The ideal matrix and ammonium salt was identified and studied in reflectron 
mode.  M/z shifts were observed with the presence of ammonium salt in the sample 
preparation. Volume percentages of ammonium salt at 0, 5, 10, 20, and 30% were 
analyzed at different PIE delays, resulting in longer shifts with larger PIE delays, 
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indicating a change in initial ion velocity. There was no statistically significant 
improvement in mass resolution observed at any PIE delay. 
 An attempt was made to use a TOFMS calculation program utilizing a gridded 
model to match the ion time-of-flight values obtained experimentally on a non-gridded 
instrument. The optimization was able to identify parameter values that match TOF and 
peak width values within 2ns of experimental values, but these unfortunately resulted in 
unrealistic instrumental voltages and distances.  
 To confirm that the added ammonium salt was resulting in changes in initial ion 
velocities, a method was implemented that used the linear relationship of the TOF to the 
PIE delay and the resulting slopes were compared to previously published values. 
Although there was no significant resolution improvement observed in any experiment, it 
was confirmed that the initial ion velocity increased when ammonium ions were present 
in the solid sample. A 10m/s increase in initial ion velocity was estimated when 20% 
ammonium was present at 100ns PIE delay. In overall, the early experiments on the 
Biflex and the home-built instruments were confirmed and shifts in m/z were contributed 
to changes in initial ion velocities. 
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CHAPTER 6: EVALUATION OF NOVEL MICROWELL SAMPLE PLATES 
FOR THE USE IN QUALITATIVE AND QUANTITATIVE ANALYSIS BY 
MALDI-TOFMS 
 
 
Introduction 
 
Matrix-assisted laser desorption/ionization mass spectrometry (MALDI-MS) has 
enabled the mass measurement of high molecular weight compounds due to the ability of 
the matrix to absorb UV radiation from the incident laser and effectively transfer the 
energy required for desorption and ionization to the analyte. The use of organic matrices 
for this purpose, however, often complicates small molecule analysis because of large 
background peaks in the low mass range that interfere with the sample analysis. Note that 
direct laser desorption of higher molecular weight solid analytes from metal surfaces 
generally results in poor ionization and strong fragmentation.1 A number of studies have 
focused on finding surfaces or media that can provide soft ionization without generating 
the undesirable low mass interference.  
As early as 1988, Tanaka et al. used an “ultra fine metal plus liquid matrix 
method” instead of organic matrices to assist laser desorption and ionization.2 Here, ultra 
fine cobalt powder (300Å) is mixed with glycerol and used as a liquid matrix for the laser 
desorption of analytes also dissolved in the glycerol.  High mass ions of biological and 
polymer analytes were detected up to 34K Da. Ultra fine powders have high photo-
absorption, and low heat capacity resulting in thermal desorption/ionization of high 
molecular weight analytes.  
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Similarly, Sunner et al. used graphite particles (2-150µm) dispersed in glycerol as 
a medium for laser desorption on the basis that proteins can be desorbed in a thermal 
process.3 This technique was termed graphite surface-assisted laser desorption/ionization 
(SALDI). This technique provided spectra of low mass peptide and protein analytes with 
minimal interference from carbon clusters.  
More recently, advances in nanotechnology have allowed for the use of 
nanoparticles in SALDI.4, 5 Nanoparticles are of interest because of their high surface 
areas, simple sample preparation, high UV absorptivity, and the ability to functionalize 
the surface for targeting different materials.6  Nanoparticles made from materials such as 
carbon7, zinc sulfide8, and gold6, 9, as well as other materials, have been utilized for the 
mass spectrometric analysis of both low and high MW analytes.  
Another medium that was found to be effective for the desorption and ionization 
of intact compounds into the gas phase is porous silicon.10  Desorption/ionization on 
silicon mass spectrometry (DIOS-MS) has displayed intact molecules at the femtomole, 
and attomole levels with spectra similar to MALDI spectra.11 DIOS-MS has also been 
applied to small molecule analysis in forensics, protein identification, and enzymatic 
reactions. 1, 11 
Photonis USA, Inc. approached the Owens research group to investigate the 
applicability of novel microwell sample plates for use as alternative MALDI sample 
targets. These microwell sample plates are constructed using traditional microchannel 
plate technology. Microchannel plates are constructed using two types of compatible 
glass in which the core glass rod fits inside the outer channel glass shell. The core glass is 
soluble in an etchant while the channel glass is not; the channel glass is typically 
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composed of lead oxide. The two glasses are cemented together and drawn into a thin 
fiber. Multiple fibers are then packed into a symmetrical hexagonal array and then drawn 
again into multifibers. These multifibers are then stacked and fused together. The 
resulting bundle is sliced and the core glass is removed with an etchant leaving the 
channel glass intact.12, 13 Figure 6.1 shows a cutaway view of a traditional microchannel 
plate. The microwell sample plates are manufactured using shorter chemical etch time 
such that pores do not go all the way through the plate, resulting in a well rather than a 
channel. The depth of the wells can be controlled by the etch time.  
 
 
 
 
 
Figure 6.1. A schematic diagram of a microchannel plate (MCP) in a cutaway view.13 
 
 
 
Originally, it was thought that these microwell plates might be good candidates 
for matrix-free SALDI. In the following work, the microwell plates were assessed for 
their performance in this mode. The microwell plate optimal pore depth and diameter 
were determined and then samples were evaluated based on the sensitivity, mass 
resolution, and accuracy in MALDI analysis of biological mixtures. The effect of an 
additional metal coating on the surface of the microwell plates was studied. Additionally, 
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the shelf life and effect of different manufacturing processes was investigated, and the 
application of the microwell plates in polymer analysis was explored. 
 
 
Initial Probe Experiments 
 
Matrix-free SALDI 
 
 Investigation into the use of the microwell plate for matrix-free laser desorption 
ionization (LDI) was performed using the peptide mixture A2 from Table 2.1 and the 
drug mixture described on page 20 of chapter 2. All microwell plates were cleaned before 
use. Figure 6.2 shows the mass spectra obtained on a traditional stainless steel (SS) 
sample plate and on a microwell plate for the peptide mixture at the same laser fluence. 
The three lower mass peptides were barely observed at low light intensities on the SS 
surface, but no peaks are observed from the microwell plate. Microwell plates of different 
pore diameters (12 and 32μm) and etch time (20 and 30 minutes) were investigated using 
the peptide mixture; all resulted in no signal when used in matrix-free experiments.  
 
 
 
159 
-20
0
20
40
60
80
100
In
te
ns
. [
a.
u.
]
1200 1400 1600 1800 2000 2200 2400
m/z
-20
0
20
40
60
80
100
In
te
ns
. [
a.
u.
]
1200 1400 1600 1800 2000 2200 2400
m/z
1060
1296
1673
 
 
Figure 6.2. Laser desorption ionization on SS (top) and a microwell plate (bottom) for 
the peptide mixture A2 from Table 2.1. 
 
 
 
A drug mixture described in Chapter 2 was also deposited on the reference SS and 
microwell plates without matrix. Figure 6.3 is the spectrum obtained of the drug mixture 
without matrix on SS. Figure 6.4 shows the spectra obtained on the four combinations of 
the different pore diameters and etch times studied. Because all spectra weren’t obtained 
at the same laser fluence, only ones with the same laser power can be compared directly. 
The SS plate resulted in better signal for the drug mixture than all of the microwell plates 
except the plate that had 32μm pore diameter and a 30-minute etch time. The 
improvement in signal observed on the 32μm, 30-minute etch plates is minimal, however, 
which would indicate that the microwell plates are only ideal for matrix-free laser 
desorption for low molecular weight analytes.  
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Figure 6.3. The spectrum obtained of the drug mixture on SS without matrix present at 
laser attenuation 38.  
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Figure 6.4. Spectra obtained of the drug mixture without matrix on microwell plates of 
different pore diameters and etch times. Note that the molecular weight shifts are due to 
variation in plate thickness.   
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Microwell pore diameter and depth study  
 
 Investigation into the effect of the microwell pore diameter and depth was 
performed using the peptide mixture A2 from Table 2.1 and the drug mixture described 
on page 20 of chapter 2. All microwell plates were cleaned before use. With MALDI 
matrix present, good signal is observed with only slightly higher laser fluence than used 
with SS. Figure 6.5 shows the spectra obtained on the SS plate and a microwell plate at 
the same laser fluence. All peptides in the mixture are observed on the SS plate, but only 
bradykinin and neurotensin are observed on the microwell plate.  
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Figure 6.5. Spectra obtained with laser power 72 on SS (top) and on a microwell plate 
(bottom) of 12µm pore diameter and 20-minute etch of the peptide mixture with matrix 
present.  
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A comparison of different pore diameters (12 and 32µm) and etch times (20 and 
30 minutes) was performed using both the peptide mixture and the drug mixture. Figure 
6.6 displays the spectra obtained of the peptide mixture with the four pore diameter and 
depth combinations.  Because only the 12µm, 20minute, and 32µm, 30 minute plates 
were studied at the same laser attenuation, from this information it was erroneously 
concluded that the best analyte signal was observed with the smaller pore diameters. 
Ideally, the comparison should have been made at the same laser fluence for like pore 
depth plates to identify the best pore diameter. For the etch time investigation, it was 
concluded that the 20 minute etch resulted in better signal because with the 12µm plates a 
high laser attenuation was required in order to observe all 5 peptides on the 30-minute 
etch as compared to the 20-minute etch plates.  
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Figure 6.6. Mass spectra of the peptide mixture obtained on four microwell plates with 
MALDI matrix.  
 
 
 
 The same four plates were evaluated using the drug mixture. Figure 6.7 shows 
the spectra obtained with matrix present all with the same laser fluence. From this 
comparison of the low MW drug compounds, the 12µm, 20minute microwell plate 
resulted in the highest signal. The two different pore depths of the larger pore diameter 
plates resulted in similar signal while the deeper pore depth of the smaller 12µm pore 
diameter plates resulted in very poor analyte signal. From this information, the 
desirability of using the 12µm, 20 minute microwell plates is much clearer. It would 
appear that the microwell plates perform differently based on the molecular weight range 
of the analyte.  
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Figure 6.7. Spectra obtained on 4 microwell plates with the same laser fluence and 
matrix present. Note that the molecular weight shifts are due to variation in plate 
thickness.   
 
 
 
 
 
Results and Discussion 
 
Microwell pore diameter study  
 
As the initial probe experiments described above were performed in a largely 
qualitative manner, additional experiments were performed at a later date in an attempt to 
obtain more quantitative data. Sample A1 from Table 2.1 was mixed with 0.1M CHCA 
and deposited onto four separate microwell sample plates. The plates were the same ones 
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described above and obtained 2 years previously, and include a 12µm pore diameter 20-
minute etch, a 12µm pore diameter 30-minute etch, a 32µm pore diameter 20-minute etch 
and a 32µm pore diameter 30-minute etch plates. Figure 6.8 displays a summary of the 
peak areas of the 5 peptides in the mixture obtained on each microwell plate. For the 30-
minute etch microwell plates, the plate with the smaller pore diameter of 12µm had little 
or no signal in comparison to the larger diameter plates for all 5 peptides. The results 
from the 20 minute etch sample plates is not as obvious, however, angiotensin I and 
neurotensin showed a significant improvement in signal with the larger pore diameter. 
There was also a visual observation that when spotting a sample, the middle of the spot 
was very thin and visually appeared to have no sample present. When sampling from the 
middle of the spotted sample the 32µm diameter plates produced good analyte signal, 
however the 12µm plates yielded very little or no signal. With the smaller diameter pore 
plates sampling had to be done in a location where the sample was more visible or 
thicker. The larger pore diameter may be allowing more sample and/or laser light to reach 
the bottom of the wells, therefore resulting in larger analyte signal.  
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Figure 6.8. Results from the quantitative comparison of the 12µm and 32µm pore 
diameters.  
 
 
 
The results from the more quantitative experiments performed later are 
contradictory to those from the earlier experiment. This is likely due to the fact that 
adequate replicate data were unfortunately not collected in the preliminary experiments.  
 
Pore depth study 
 
Results from the initial experiments showed that larger analyte signal was 
observed from plates with shallower well depths. Additional sample plates produced 
using etch times of 5, 10, and 20 minutes (corresponding to well depths of 27µm, 40µm, 
and 68µm, respectively) were obtained and tested with peptide mixture B2 from Table 
2.1, the most concentrated solution. The results from the second set of experiments 
investigating well depth are shown in Figure 6.9. For all 5 peptides, the largest analyte 
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signal was observed with the 68µm pore depth plates. The 40µm pore depth resulted in 
the next largest peak area, while the 27µm pore depth had the smallest peak area. Results 
from preliminary experiments indicated that the 20-minute etched (68µm pore depth) 
resulted in larger peak areas than the 30-minute etch, therefore the optimal well depth 
appears to be the 68µm pore depth. If available, the 68µm pore depth microwell plate 
was used for all other experiments.  
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Figure 6.9. Results of the well depth investigation for the 27, 40 and 68µm pore depth 
microwell plates. All three plates had 12µm diameter pores.  
 
 
 
 Recall that the initial experiments explored only 20 and 30 minute etch plates in a 
qualitative manner. In order to compare the quantitative data of the 5 and 10 minute 
etched microwell plates to the larger pore depths, the experiment needed to be repeated. 
The original 20 and 30 minute etch plates (obtained about a year before the second set of 
plates) used in the initial probe experiments section and the new plates for this 
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experiment were cleaned before use; peptide mixture A2 from Table 2.1 was spotted 
down on each plate. Figure 6.10 shows the results for each of the peptides obtained on 
the different microwell plates. The plates obtained from the initial experiment resulted in 
much lower signal than the plates from the second experiment, which may be accounted 
for by differences in manufacturing processes or by aging of the initial plates (a “shelf 
life” effect). Both of these issues are explored later in this chapter.   
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Figure 6.10. Comparison of the microwell plates used in the initial probe experiments 
section with etch times of 20 and 30 minutes to the microwell plates obtained for the 
secondary experiment of 5, 10, and 20 minute etches, corresponding to 27, 40, and 68µm 
pore depths respectively.  
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Plate cleaning 
 
 The cleaning process was only performed on the microwell plates used in the 
initial set of experiments. To ensure that the cleaning procedure had no effect on the 
microwell plate performance, a comparison was made using the 12µm, 68µm pore depth 
microwell plates from the second experiment. Peptide mixture A2 from Table 2.1 was 
spotted on one plate that was cleaned beforehand and on another that was not cleaned. 
Figure 6.11 shows the results obtained from this comparison. For angiotensin II, 
bradykinin, and neurotensin, the error bars overlap indicating that there was no difference 
in signal. Angiotensin I and glucagon show a slightly higher intensity on the plate that 
was cleaned, but the signals were not dramatically improved. This slight increase in 
signal may be attributed to the quality of the sample spot. 
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Figure 6.11. A comparison of a microwell plate that wasn’t cleaned before use to one 
that was. Both plates had a 12µm pore diameter and a 68µm pore depth.  
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Metal coating study 
 
All of the pore diameter and depth studies described above were performed on 
noncoated microwell plates. As the performance of the noncoated plates described above 
was generally lower than that of a conventional SS MALDI target, several metal-coated 
microwell plates were investigated. Initially a nichrome-coated microwell plate was 
compared to a noncoated microwell plate. In Figure 6.12, the average peak area is 
compared for each peptide in the B2 mixture from Table 2.1. The only pore depth 
provided for the nichrome-coated microwell plate was 27µm, therefore it was used for 
both the coated and noncoated plates. For all 5 peptides an increase in the peak area was 
observed when using the nichrome-coated microwell plates over the noncoated plates. 
The difference in peak area is larger with the lower mass peptides than the higher mass 
peptides.  
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Figure 6.12. Comparison of the nichrome-coated microwell plates to noncoated 
microwell plates using sample B2 from Table 2.1.  
 
171 
The results of these experiments indicated that metal coating of the microwell 
plates positively affected the signal strength of the analyte. Photonis USA also has the 
ability to coat the microwell plates in gold. Peptide mixture C2 from Table 2.1 was used 
to test the signal response of the noncoated, nichrome, and gold-coated microwell plates 
and compare them to a traditional SS MALDI plate. A 5-fold dilution of the C2 mixture 
was also tested in order to investigate any concentration effects. The results for sample 
C2 on the four surfaces is shown in Figure 6.13. Comparing the SS plate to the 
microwell plates, the signal for the SS is better than all of the microwell plates for the 
undiluted samples. Looking at the different types of microwell plates, the gold-coated 
plates exhibited the best signal, while the noncoated and nichrome-coated plates 
produced about the same signal. There is a much larger difference between the SS and 
gold for the higher molecular weight analytes than the lower molecular weight analytes.  
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Figure 6.13. The comparison of the signal observed on the SS plates and the noncoated, 
nichrome, and gold-coated microwell plates using sample C2 from Table 2.1.  
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 Results from the C2/5X dilution sample are shown in Figure 6.14. These results 
show that SS is the best surface for the two lower molecular weight peptides angiotensin 
II and bradykinin. Angiotensin I appear to exhibit a similar signal intensity on all four of 
the surfaces and neurotensin actually has better signal on the gold-coated microwell plate 
at this lower concentration than any other surface. Similar to the results using the more 
concentrated solution, the noncoated plates show the lowest analyte signal with the 
nichrome-coated plates showing only slightly better signal.  
 
 
 
 
 
Figure 6.14. The comparison of the signal observed on the SS plates and the noncoated, 
nichrome, and gold-coated microwell plates with sample C2/5. 
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Sensitivity studies 
 
Investigation into the sensitivity of the microwell plates was initially done 
comparing a noncoated microwell plate to a traditional SS MALDI plate. The optimal 
microwell plate from the preliminary probe experiment, which was the 20min etch with 
12µm diameter pores, was used in these studies. This experiment would not only test the 
microwell plate’s ability with low concentrations, but also test the effect of higher mass 
analytes on the novel plates. The calibration curves for the microwell plate and for the SS 
plate cannot be directly compared because a higher laser power had to be used in order to 
desorb enough sample off the microwell plate to see an adequate signal-to-noise (S/N) 
ratio signal.   
Because the calibration curves from the previous study weren’t comparable 
because they were performed at a different laser fluence, another experiment was 
performed using an internal standard (IS). The IS chosen for these studies is angiotensin 
II, and is kept at a constant concentration in all samples. In the studies below, the ratio of 
the analyte to the IS peak area, rather than absolute peak area, is compared. The peptide 
mixture D2 from Table 2.1 and 2, 5, 10, 50, and 100-fold dilutions of D2 were analyzed 
on the noncoated, nichrome and gold-coated, and reference SS surfaces.  
For the lowest molecular weight peptide bradykinin the slope values of each curve 
for all four surfaces are statistically the same, as seen in Figure 6.15. Similar slopes 
indicate similar sensitivity. A summary of the slopes and y-intercepts of each peptide on 
all 4 surfaces are given in Table 6.1. For the two larger peptides, angiotensin I and 
neurotensin, the gold and the nichrome-coated surfaces resulted in calibration curves with 
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statistically the same slope values, while the noncoated microwell plate has a slope value 
that was statistically the same as that of the SS. Figure 6.16 is a plot of the calibration 
curves for angiotensin I. All y-intercept values for the different microwell plate surfaces 
were statistically the same. However, the y intercepts for all peptides on SS are positive 
values, while all other surfaces result in negative y intercepts with the exception of 
neurotensin on the noncoated microwell plate.  
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Figure 6.15. The calibration curves obtained for bradykinin at 1060 m/z on the different 
microwell plate and SS surfaces.  
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Table 6.1. Slope and y-intercept values for the calibration curves of the peak area ratio 
(analyte/calibrant) versus concentration for all 4 surfaces for peptide mixture D2 from 
Table 2.1.  
 
Slope 
  Stainless Steel Gold Nichrome Noncoated 
Bradykinin  0.329 ± 0.044 0.330 ± 0.034 0.328 ± 0.078 0.314 ± 0.050 
Angiotensin I  0.314 ± 0.072 0.75 ± 0.10 0.90 ± 0.47 0.273 ± 0.037 
Neurotensin  0.32 ± 0.12 1.053 ± 0.096 1.12 ± 0.65 0.233 ± 0.038 
Y Intercept 
Bradykinin  0.16 ± 0.37 -0.03 ± 0.28 -0.09 ± 0.66 -0.20 ± 0.42 
Angiotensin I  0.020 ± 0.98 -1.1 ± 1.4 -2.3 ± 6.5 -0.20 ± 0.51 
Neurotensin  0.2 ± 1.1 -0.75 ± 0.89 -1.9 ± 6.0 0.13 ± 0.35 
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Figure 6.16.  The calibration curves obtained for angiotensin I at 1297 m/z on the 
different microwell plate and SS surfaces. 
 
 
 
Note that the mean slope values for all peptides are similar on the SS surface. The 
results from the gold-coated surface show an increase in slope as the molecular weight of 
the peptide increases, while the results from the noncoated plate show a decrease in slope 
as the molecular weight of the peptide increases. The nichrome-coated plate shows a 
lower slope for bradykinin, and statistically similar slopes for the two larger peptides. 
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Shelf life 
 
Photonis USA sent plates at different times over the course of this study. The 
microwell plates that had been sitting on the shelf since May 2007 were compared to new 
plates received in February 2008. Initially this was done to determine if there was a 
noticeable shelf life for these materials. The F2 peptide mixture from Table 2.1 was 
deposited on the two different microwell plates and the results compared to those 
obtained on the traditional SS MALDI plate.  
Figure 6.17 shows the results from the older and newer microwell plates. The fact 
that the older plates yield a better signal for angiotensin I and neurotensin in particular 
wouldn’t make sense if there was a limited shelf life; however, it was noted that the older 
microwell plates were manufactured slightly differently than the newer plates, therefore 
they couldn’t be directly compared as in a shelf life study. The SS plates required less 
laser fluence than the microwell plates, which accounts for some of the lower signal 
observed there. Even though the original objective of this experiment was unsuccessful, 
the fact that the manufacturing procedure affects signal strength is very interesting, and 
something that needs to be investigated further.  
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Figure 6.17. Comparison of microwell plates from May 07 and Feb 08 and SS. A 
different manufacturing procedure was used for the microwell plates. Note that the 
spectra obtained with SS required less laser fluence, which would account for the lesser 
signal.  
 
 
 
 
Effect of manufacturing process 
 
The purpose of the following experiments is to investigate if there is an effect of 
the manufacturing process as observed in the shelf-life experiments described above. 
After discussing this with our colleagues at Photonis USA, it was determined that a 
different processes was followed in the manufacture of the two sets of plates investigated 
above. Photonis USA then provided six noncoated microwell plates labeled A, B, C, D, 
F, and H processed at different times and temperatures to be tested with peptide sample 
G2 from Table 2.1 and the 2, 5, 10, and 50 fold dilutions of G2 in order to construct a 
calibration curve for each peptide. Angiotensin I was used as an IS and the curves were 
constructed using the peak area ratio of the analyte to the internal calibrant. SS was also 
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tested as the control. The microwell plates were unidentified such that there would be no 
bias.  
R2 values for the calibration curves obtained on each of the 7 plates involved in 
the study are found in Table 6.2. Note the generally low r2 values, such as the 0.1936 
value for bradykinin on sample plate H, which indicates poor fit to a straight line. After 
review of the data it was determined that the 2 fold dilution of sample G2 was an outlier, 
which could have been caused by a sample preparation error. 
 
 
 
Table 6.2. R2 values for SS and microwell plates A, B, C, D, G, H.  
 
R2 Values
0.70460.19360.3481H
0.97620.99410.9783G
0.96500.94290.9596D
0.99520.96680.9639C
0.92470.82390.7836B
0.80810.69370.8217A
0.98570.98100.9506SS
NeurotensinBradykininAngiotensin IIPlate
 
 
 
 
The 2 fold dilution point was removed from the analysis and the slopes and r2 
values were recalculated. Table 6.3 shows the regression results for each plate for the 
three peptides in the study. The r2 value for all calibration curves with the outlier 
removed was noT less than 0.95, with many showing an r2 value above 0.99.  
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Table 6.3. R2 values for SS and microwell plates A, B, C, D, G, H with the 2-fold 
dilution point removed. 
 
R2 Values
G2/2 removed
0.98270.96100.9918H
0.99730.99390.9951G
0.99540.99380.9946D
0.99570.96900.9668C
0.96050.99810.9997B
0.99470.95750.9877A
0.99881.00000.9887SS
NeurotensinBradykininAngiotensin IIPlate
 
 
Figures 6.18 through 6.20 show the calibration curves for each of the three 
peptides. For angiotensin II (Figure 6.18), which is the smallest peptide at 1046 m/z, 
microwell plate C shows the largest slope. SS and microwell plate D have similar slopes, 
while plates G and A have only slightly smaller slopes. Microwell plate B and H have the 
lowest slopes. For bradykinin at 1060 m/z (Figure 6.19), microwell plate C still has the 
highest slope, but now the curve for SS is larger than the microwell plate D curve, which 
wasn’t the case with angiotensin II. For neurotensin (Figure 6.20), the SS now shows the 
largest slope, with microwell plate C with the next largest. A summary of the slopes are 
presented in Table 6.4 and Figure 6.21, which indicates which plates are statistically 
different from each other for the three peptides. In all three peptides, the microwell plate 
slopes seem to follow a certain trend where C is the largest, then D, A, G, B, and finally 
H having the smallest slope. 
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Figure 6.18. Calibration curves of the angiotensin II peak on SS, and microwell plates A, 
B, C, D, G, and H. Angiotensin I was used as an internal calibrant.  
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Figure 6.19. Calibration curves of the bradykinin peak on SS, and microwell plates A, B, 
C, D, G, and H. Angiotensin I was used as an internal calibrant.  
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Figure 6.20. Calibration curves of the neurotensin peak on SS, and microwell plates A, 
B, C, D, G, and H. Angiotensin I was used as an internal calibrant.  
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Figure 6.21. Summary of the slopes for the calibrations curves for angiotensin II, 
bradykinin, and neurotensin on SS and six different microwell plates. The values go from 
low to high starting on the left. Plates with statistically the same slope at 95% confidence 
are indicated with a solid bar.  
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Table 6.4.  Calibration curve slopes for SS and microwell plates A, B, C, D, G, H with 
the 2-fold dilution point removed. 
 
Slopes
G2/2 removed
0.06210.01670.0128H
0.07230.07200.0673G
0.12080.14140.0896D
0.15730.23150.1481C
0.05920.03580.0221B
0.08360.10000.0600A
0.29750.19700.0797SS
NeurotensinBradykininAngiotensin IIPlate
 
 
 
 
 
Mass resolution 
 
The initial pore size studies also showed that mass spectra collected from the 
microwell plates demonstrated better mass resolution than those collected from the 
traditional SS sample plates. The reason for higher resolution may be that the wells help 
desorb the ions on a trajectory straight towards the detector, keeping like ions closer 
together. In the following experiments, peptide mixture E2 from Table 2.1 was analyzed 
on microwell plates coated with nichrome and gold and compared to a noncoated 
microwell plate and SS. Figure 6.22 shows an expanded view of the bradykinin isotope 
cluster from the mass spectra obtained from each of the sample plate surfaces. Figure 
6.23 summarizes the mass resolution values obtained from 5 replicate mass spectra 
collected on all four surfaces. Note that the nichrome-coated microwell plate consistently 
showed the best resolution for all four peptides. There was a much larger improvement in 
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resolution for the smaller peptides when using the nichrome-coated microwell surface. 
The noncoated and gold-coated microwell plate and the SS MALDI plate showed similar 
results, however, the noncoated microwell plate had much larger mass error than the 
others.  
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Figure 6.22. Expanded view of the bradykinin isotope cluster at 1060 m/z collected on 
each of the four surfaces tested. 
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Figure 6.23. Measured mass resolution values of the monoisotopic peak of each peptide 
obtained on the four sample plate surfaces. 
 
 
 
 
Mass accuracy  
 
Mass accuracy is critical when using the data for qualitative identification. A study was 
conducted to ensure that the microwell plates, coated and noncoated, would give at least 
the same mass accuracy as traditional SS MALDI plates. Figure 6.24 shows the results 
obtained from analysis of the C2 peptide mixture from Table 2.1 on all four sample 
surfaces. Calibration is done using all four analyte peaks, and again using only 3 peaks 
excluding bradykinin or angiotensin I one at a time. All of the surfaces yield an average 
mass error under 20 ppm, which is below the specifications of the Reflex instrument. The 
mass accuracy values from the four different surfaces showed no obvious pattern, and 
have similar errors for the 4 point, and both 3 point calibrations. Note that when 
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angiotensin I is excluded from the peaks selected, the mass accuracy increased by a factor 
of about 4. The reason for this is not clear. 
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Figure 6.24. Mass accuracy values obtained from the 4 point, and 3 point calibrations of 
the 4 peptide mixture. 
 
 
 
 
Alkali scrubbing study 
 
Preliminary experiments showed that samples desorbed from the noncoated 
microwell plates showed a lower amount of alkali cationized analyte signal than those 
desorbed from the traditional SS sample plate. This observation suggested that the glass 
surface of the microwell plates may be absorbing or adsorbing the alkali present in the 
deposited MALDI samples. The noncoated microwell plate’s ability for “alkali 
scrubbing” was investigated by depositing the peptide mixture B2 from Table 2.1 with 
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varying amounts of sodium trifluoroacetate (NaTFA) (0.2mmol/L, 0.50mmol/L, and 
2.50mmol/L) added to the sample. 
Figures 6.25 and 6.26 present the results of the B2 sample with 2.50mmol/L 
NaTFA for both the SS plate and the noncoated microwell plate. Note that while the 
absolute size of the protonated signal is larger on the SS plate, the ratio of the protonated 
to the sodium cationized peak is much larger on the SS plate than on the noncoated 
microwell plate. On the SS plate the lithium, sodium, and double sodium cationized 
peaks are also observed. Only the sodium cationized peak is observed above the threshold 
of the noise on the microwell plate. 
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Figure 6.25. Expanded view of the protonated and cationized peaks of neurotensin 
desorbed from a SS plate at a NaTFA salt concentration of 2.50mm/L.  
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Figure 6.26. Expanded view of the protonated and cationized peaks of neurotensin 
desorbed off of a noncoated microwell plate at a NaTFA salt concentration of 2.50mm/L. 
 
 
 
Figure 6.27 shows the ratio of the sodium cationized to protonated analyte peak 
signal for all 5 peptides versus added NaTFA concentration. The microwell plates 
showed alkali scrubbing ability for lower concentrations of salt. For all 5 peptides, the 
ratio of the sodium cationized to protonated peak area at 0.20mmol/L TFA is much lower 
than at 0.50mmol/L. At 2.50mmol/L NaTFA, the peak area ratio is only slightly larger 
than the ratio at 0.50mmol/L, indicating that the curve is leveling off. Because this 
leveling off is occurring on both the SS and microwell plate, this suggests that it has 
something to do with the cationization process.   
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Figure 6.27.Alkali cationized to protonated peak area ratio for all 5 peptides versus 
NaTFA concentration for SS and noncoated microwell sample plates. 
 
 
 
 
Polymer analysis 
 
 As it was observed that the microwell plates have some alkali scrubbing ability, 
observing how a synthetic polymer sample (which requires cation attachment to be 
observed as an ion) behaves on this surface became the next focus of interest.  A sample 
created by mixing the 5mg/mL PEG 1000 and 0.1M DHB matrix solutions was analyzed 
on a noncoated microwell plate and the results compared to those obtained on SS. The 
polymer experiment was performed on 12µm pore diameter 68µm pore depth microwell 
plates. Figure 6.28 shows that on the traditional SS plate, only the sodium, potassium, 
and lithium cationized peaks were observed. As expected, the sodium cationized peak 
had the strongest signal, while the lithium cationized peak, which may have been a 
contaminant either on the plate or in the analyte, is low in intensity.  
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Figure 6.28. Mass spectrum of the PEG1000 sample showing an expansion of the N=21 
oligomer region from a SS sample plate.  
 
 
 
Figure 6.29 shows the results obtained from the PEG 1000 sample on the 
noncoated microwell plate. The same 3 cationized peaks observed on the SS are present, 
however, the microwell plate also shows an additional protonated peak and a large 
rubidium cationized peak. Figure 6.30 shows an expansion of the overlap of the 
protonated, potassium, and rubidium cationized peaks. The rubidium is believed to be 
coming from the glass used in construction of the microwell plate. Typically, PEG will 
not protonate easily using MALDI as an ionization technique, and must be cationized 
with alkali metal.14 The sodium cationized peak still is the strongest signal, but the fact 
that the protonated peak is observed demonstrates unique polymer ionization that hasn’t 
been observed using SS surfaces without extensive ion exchange to remove alkali 
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contamination.15 The protonated PEG peak could be a result of the alkali scrubbing that 
was already observed with the microwell plates.  
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Figure 6.29. Spectrum of the n=21 oligomer, except for the rubidium cationized peak 
which is n=20, of poly(ethylene glycol) on a noncoated microwell plate. 
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Figure 6.30. Expanded view of the overlap of the protonated, potassium and rubidium 
cationized PEG peaks.  
 
 
 
 
 
Conclusions 
 
 A number of experiments were performed to investigate the MALDI behavior of a 
novel set of microwell sample plates. Data from the initial probe experiments section 
indicated that for low molecular weight compounds the smaller pore diameter of 12µm 
resulted in better analyte signal. Subsequent quantitative experiments found the contrary 
for larger molecular weight compounds, such as peptides, which yielded larger signal 
when the 32µm pore diameter plates were used.  Experiments determined that the best 
well depth for signal strength is the 68µm pore depth, which corresponds to 68µm depths. 
Although the microwell plate requires the use of a higher laser power than the traditional 
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SS in order to observe similar signal intensity, it still has the ability to be used at low 
analyte concentrations with similar results. It was also determined that coating the 
microwell plates with nichrome or gold increased the analyte signal by about 2 fold for 
all five peptides studied.  
Other experiments determined that the traditional SS plates still yield better 
analyte signal, however, at lower concentrations of larger analytes, the gold-coated 
microwell surfaces result in better signal. Gold-coated microwell plates consistently 
showed higher signal than the nichrome-coated and noncoated microwell plates.  
 Gold and nichrome-coated microwell plates showed similar sensitivity for the five 
peptides studied, while the SS and noncoated plate were similar to each other. The 
sensitivity for bradykinin, which is the smallest peptide tested, was comparable on all 
four surfaces. Also, the slope of the calibration curves increased on the gold surface and 
decreased on the noncoated surface as the molecular weight of the analyte is increased.  
 Experiments also showed that there was an effect of the manufacturing process 
for the microwell plates that needs further study.  The slope of the calibration curve for 
plate C is the largest out of all the microwell plates. Microwell plate C also shows a 
larger slope than SS with the smaller of the two peptides, but with neurotensin, the SS has 
the largest slope with plate C next. A trend in the slope of the curves is observed with all 
three peptides and from largest to smallest is C, D, A, G, B, and H. Experiments showed 
that there is a definite effect of the manufacturing process in the signal response of the 
analyte.  
Mass resolution was shown to improve from SS only on the nichrome-coated 
surfaces, while the mass accuracy on all of the coated and noncoated microwell plates 
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was determined to be the same as that on the reference SS plate. The microwell plates 
showed alkali scrubbing ability with lower salt concentration, which can be useful when 
analyzing dirty samples. The noncoated microwell plates also showed interesting 
cationization with polymers, and are able to achieve protonation of the polymer, which is 
not easily done with a SS plate. 
 Unfortunately, overall the results obtained suggest that the microwell plates do 
not show a significant improvement over traditional SS sample plates. They do, however, 
exhibit some interesting properties that could be useful in specialized MALDI analysis. 
Further investigation into these properties is needed.  
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CHAPTER 7: FUTURE WORK 
 
 
 The information presented in this chapter includes ideas for future experiments 
related to each of the four major projects described in this thesis. These suggestions were 
developed either while performing the experiment or during the writing process.  
 
Chapter 3 
  
 There were a number of unanswered questions regarding the droplet formation 
mechanisms operating for the modified aerospray deposition system. Because the 
apparatus was a combination of the aerospray device1 and the OCN2, it wasn’t clear what 
mechanism formed the small sample droplets. If gas turbulence is causing an oscillation 
of the inner capillary like in the OCN system, then there should be a standing wave 
formed in the inner fused silica capillary. This was briefly explored by varying the free 
moving length of the capillary.  
In the experiments performed, 2.5cm, 5.0cm, 7.5cm and 10.0cm lengths of 
capillary were investigated, however, it was found that there was no significant difference 
in peak area precision obtained by using the different lengths. However, because 
fractional lengths (i.e., 1, ¾, ½, and ¼) were used, the overall wave height and 
wavelength of the standing wave produced may not have been affected by the selected 
capillary length. Investigation into other length fractions, such as 3.0cm or 8.0cm, may 
result in production of a standing wave with different wavelength that may produce 
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MALDI samples with better reproducibility. Another way to confirm oscillation of the 
inner capillary is through the use of a high speed camera, which has been used to image 
Taylor cone modes operating in electrospray.3, 4   
Further investigation should also be performed into the effect of other apparatus 
parameters on the droplet size and velocity distributions. The droplet size and distribution 
can be explored through the use of Phase Doppler Anemometry (PDA).4-6 PDA analysis 
is based on the measurement of light scattered by particles passing through the cross-
section of two laser beams. This method would also be useful in investigating the effects 
of other apparatus parameters, such as gas pressure and liquid flow rate, on the resulting 
sample droplets.  
One factor that was initially identified as an important variable was the i.d. of the 
outer stainless steel tubing. Initial scouting experiments determined that only the 
narrowest i.d. tubing available would work in the range of gas pressure selected. If 
oscillation of the inner capillary is confirmed, use of larger i.d. outer tubing may allow 
the inner capillary to move more freely or more gas turbulence to occur, which may 
change the resulting standing wave. Using a high pressure regulator, investigation into 
larger outer tube i.d.’s may provide conditions that result in the production of samples 
with better MALDI signal reproducibility.  
The optimization of the modified aerospray device was accomplished using a 
sample that was 75% aqueous. An arginine/CHCA sample solution composed completely 
of organic solvent (methanol) was briefly explored using the modified aerospray device 
as a means for deposition. Figure 7.1 is a micrograph of a sample produced from the 
organic solution when using apparatus parameters similar to the optimal values 
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determined in chapter 3. Note that the resulting sample spray is spotty, resulting in areas 
of exposed stainless steel. Performing a new factorial design optimization that includes 
different solvent identities may provide insight for developing a model that can predict 
the best parameter values for a number of different solvent compositions.   
 
 
 
Figure 7.1. Micrograph (60x) of an aerosprayed sample made in methanol with apparatus 
parameters similar to the values in Table 3.10.  
 
 
 The resulting sample spot can also be further characterized using techniques such 
as atomic force microscopy (AFM), secondary electron microscopy (SEM), fluorescence 
microscopy, and secondary ion mass spectrometry (SIMS). These techniques could be 
utilized to give more information regarding the solid particle size distribution, 
morphology, chemical homogeneity of the analyte/matrix spot and surface coverage.7, 8 
These types of analysis would be useful in comparing the modified aerospray deposition 
to other sample preparation techniques and in the identification of the ideal method for 
MALDI TOFMS analysis of various analytes, matrix, and solvent combinations.   
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Chapter 4 
 
 The most immediate extension of the present work investigating the signal 
quenching observed in the presence of halide anions is to complete the initial set of 
amino acids selected based on their varying chemical and physical properties.  
Experiments with the amino acids aspartic acid, tryptophan, serine, leucine, and 
phenylalanine should be repeated with increasing concentrations of sodium chloride, 
bromide, and iodide in order to determine if the properties of the analyte affect the 
measured Stern-Volmer quenching constant. Larger analytes, such as peptides, proteins, 
and polymers, would also give insight into analyte effects.  
 Another extension of this work would be to repeat the work done on the amino 
acids in negative ion mode. Monitoring the deprotonated analyte and matrix signals may 
yield results that provide additional information regarding the signal quenching and the 
mechanism operating in the MALDI ionization process. In the negative ion mode the 
effect of the increasing concentration of sodium cation would not cause saturation of 
matrix peaks as observed in positive mode, and as signal quenching is a matrix effect, 
more accurate studies of matrix peak areas can be performed.  
The identity of the counterion cation should also be examined. In the work 
presented, only the sodium halide salts were analyzed. Sodium cationization is a common 
occurrence in MALDI analysis, and with high concentrations of sodium cations present, 
the protonated analyte signal, which was the peak area being monitored, may be affected. 
Other common alkali cations, such as potassium or cesium, as well as molecular cations, 
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such as ammonium, should be investigated to ensure that the identity of the cation is not 
also a cause of the observed signal quenching.  
An alternative explanation for the reduced analyte signal when salt is added may 
be the fact that less matrix/analyte material is being desorbed off the surface with each 
laser shot. A quartz crystal microbalance (QCM) can be utilized to measure the sample 
mass before and after a laser shot is pulsed. 9 
 
Chapter 5 
 
 The major difficulty in determining changes in initial ion velocities when 
ammonium was present in the PEG sample was the fact that an accurate calculational 
model of the instrument was never achieved. The data were taken on a non-gridded 
instrument, while the calculational model available was based on gridded electric fields. 
Constructing a model for a non-gridded instrument would be the only way to truly 
determine the absolute value of the velocity changes using the methods described in 
chapter 5.   
 If the MALDI plume truly is a supersonic expansion, the initial ion velocity is 
expected to be independent of mass; studying analytes of different mass ranges can 
confirm the observed mass shifts as changes in initial ion velocities and not due to 
another effect. Note that larger m/z shifts were observed when CHCA was used as the 
matrix as opposed to DHB. It is well known that different matrices have different initial 
velocities10, 11, so repeating the experiments with other MALDI matrix compounds could 
provide more information needed to determine absolute velocity changes.  
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 Anions of the ammonium salts explored in this work included DHB, CHCA, and 
TFA, which all resulted in different values for the m/z shifts. The largest shift was 
observed with the CHCA/NH4DHB combination, which was different from the 
DHB/NH4DHB, and CHCA/NH4TFA combinations. The use of other ammonium anions 
may result in larger shifts.  
 
Chapter 6 
 
 With the unfortunate misidentification of the smaller pore diameter microwell 
plate as the better candidate for further studies in the initial experiments, repeating all of 
the experiments with microwells of the larger pore diameter is an absolute must in order 
to fully evaluate the microwell plates for use in MALDI analysis. Improvements in any of 
the areas investigated, such as sensitivity, mass accuracy, or resolution, may spark the 
interest needed to continue this project in the future.  
 All analyses were done with fairly low mass compounds (<3500 Da). Large 
protein compounds may reveal interesting results when analyzed on the microwell plates.  
At lower concentrations it appeared that the larger peptide neurotensin was observed with 
a higher signal on the gold and nichrome-coated microwell plates than on the noncoated 
plate. Other metal coatings, such as nickel, or use of a bovine serum albumin (BSA) 
underlayer, may also reveal exciting benefits. The noncoated microwell plates also 
exhibited some interesting results when used for synthetic polymer analysis. Investigating 
different repeat group polymers, and mass ranges could yield other appealing functions.  
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 Additional work can also be done by our collaborators at Photonis USA, Inc., to 
investigate the effect of the microwell manufacturing process. Parameters, such as plate 
material composition, processing time and temperature, can be varied in order to identify 
the optimal surface characteristics needed for MALDI analysis.   
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APPENDIX A: LIST OF ABBREVIATIONS 
 
 
 
Å  ångström  
AA  amino acid 
ACN  acetonitrile 
ACTH  adrenocorticotropic hormone fragment 18-39 
AFM  Atomic Force Microscopy  
Ang I  angiotensin I 
Ang II  angiotensin II 
ANOVA  analysis of variance  
Arg  arginine 
Asp  aspartic acid 
Brady  bradykinin 
CAS RN  Chemical Abstracts Service registry number 
CHCA  α-cyano-4-hydroxycinnamic acid   
CV  coefficient of variation 
d  distance 
Da  daltons 
DF  degrees of freedom 
DHB  2,5-dihydroxybenzoic acid  
DI  H2O  deionized water 
DIOS  desorption/ionization on silicon  
E  electric field  
ESD  electrospray deposition 
ESI  electrospray ionization 
ESPT  excited-state proton transfer 
FAB  fast atom bombardment 
FWHM  full width at half maximum 
G  grid 
Gluca  glucagon 
HF  hydrogen fluoride 
HPLC  high pressure liquid chromatography 
i.d.  inside diameter 
IPA  isopropyl alcohol 
IS  internal standard 
IS1  ion source 1 
IS2  ion source 2 
KE  kinetic energy 
L  length 
LC  liquid chromatography  
LDI  laser desorption/ionization 
Leu  leucine 
LOF  lack of fit 
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Lys  lysine 
m  mass 
M/A  matrix to analyte ratio 
m/z  mass to charge ratio 
MALDI  matrix assisted laser desorption ionization 
MCP  microchannel plate 
MS  mass spectrometry 
MW  molecular weight 
NaBr  sodium bromide 
NaCl  sodium chloride 
NaF  sodium fluoride 
NaI  sodium iodide 
NaTFA  sodium trifluoroacetate 
Nd:YAG neodymium-doped yttrium aluminium garnet 
Neuro  neurotensin 
NH4CHCA   ammonium α-cyano-4-hydroxycinnamic acid   
NH4DHB  ammonium 2,5-dihydroxybenzoic acid 
NH4TFA  ammonium trifluoroacetate  
o.d. outside diameter 
OCN  oscillating capillary nebulizer 
P  potential 
PDA  Phase Doppler Anemometry  
PEEK  polyaryletheretherketone 
PEG  polyethylene glycol 
Phe  phenylalanine 
PIE  pulsed ion extraction 
ppm  parts per million 
psi  pounds per square inch 
psia  pounds per square inch absolute 
R2  coefficient of determination 
RN  removeable needle  
S/A  salt to analyte ratio 
S0  singlet ground state energy level 
S1  first excited singlet state energy level 
SALDI  surface assisted laser desorption/ionization 
SEM  Secondary Electron Microscopy  
Ser  serine 
SIMS  Secondary Ion Mass Spectrometry  
Sn  singlet excited state energy level 
SS  stainless steel 
t  time 
T1  first excited triplet state energy level 
TFA  trifluoroacetic acid 
THF  tetrahydrofuran 
TOF  time-of-flight  
Trp  tryptophan 
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UV  ultraviolet 
v velocity 
v/v  volume to volume ratio 
x0  initial position 
z  number of charges on an ion 
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