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Abstract
The main goal of this thesis is the description of the section ring of a surface
R(S,L) = ⊕∞n=0H0(S, nL) where L is an ample base point free divisor defining a
covering map ϕL : S → P2 such that ϕ∗OS = OP2 ⊕ Ω1P2 ⊕ Ω1P2 ⊕ OP2(−3). This
is an abelian surface with a polarization of type (1, 3) which was studied before in
[BL94, Cas99, Cas12].
Given a covering map ϕ : X → Y , following the methods introduced by
Miranda for general d covers, in chapter 3 we will define a cover homomorphism
that will induce a commutative and associative multiplication in ϕ∗OX .
Chapter 4 focuses in the OP2-modules Hom
(
S2Ω1P2 ,Ω
1
P2
)
that will be used
to define a commutative multiplication for our surface. Chapter 5 is about the
associative condition. It is a computational method based on the paper [Rei90].
In the last chapter we use the ring R(S,L) to prove that the moduli space
of abelian surfaces with a polarization of type (1, 3) and canonical level structure is
rational. We will also show how to use the same method to find models for covering
maps such that ϕ∗OS = OP2 ⊕ Ω1P2(−m1)⊕ Ω1P2(−m2)⊕OP2(−m1 −m2 − 3).
The last section contains new problems whose goal is to construct and study
algebraic varieties given by the vanishing of a high codimensional Gorenstein ideal.
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Chapter 1
Introduction
Given a smooth complex projective variety X, its irregularity is q(X) = h0(Ω1X) =
h1(OX), andX is said to be irregular if q(X) > 0. Explicitly describing the equations
of an irregular variety has always been considered a challenge, mainly because the
section ring of L
R(X,L) =
∞⊕
n=0
H0 (X,nL)
where L is an ample base point free divisor, is not Cohen–Macaulay. Our main goal
is describing the section ring of an irregular surfaces family.
Problem 1.0.1. Describe the section ring R(S,L) where S is a surface and L an
ample base point free divisor that defines a morphism ϕL : S → P2 such that
ϕ∗OS = OP2 ⊕ Ω1P2(−m1)⊕ Ω1P2(−m2)⊕OP2(−m1 −m2 − 3) (1.1)
for non negative integers m1,m2.
Assume that m1 ≤ m2. Then the surfaces are only irregular if m1 = 0 but
the method we will present works for a general pair (m1,m2). The case we will give
more emphasis to is m1 = m2 = 0 which is an abelian surface with a polarization
of type (1, 3).
Birkenhake and Lange in [BL94] considered a one dimensional family of (1, 3)-
abelian surfaces, S = E × E and L = OX(E × {0} + {0} × E + A), E an elliptic
curve E, A the antidiagonal in S. Casnati described a two dimensional family of such
surfaces in [Cas99], the surfaces for which ϕ can be decomposed as S
ρ−→ S′ ς−→ P2
where ρ and ς are a double and triple cover respectively.
The dimension of the moduli space of abelian surfaces has dimension three.
By describing the section ring of abelian surfaces with a polarization of type (1, 3)
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we will find the “third dimension” missing from the papers above. Furthermore we
will prove that the moduli space of (1, 3)-polarized abelian surfaces with canonical
level structure is rational.
Our method to describe the section ring of a covering map is strongly based
on the methods developed in the last years to construct the section ring of regular
varieties. [BK+09] is a database of section rings for these that includes classification
of toric varieties, polarized K3 surfaces, Fano 3-folds and 4-folds, (see [ABR02] for
an introduction to the methods used).
Given a variety X over a field k, the constructions in the database start with
the use of Hilbert Series method to describe an ambient space P(a0, . . . , an), ai ≥ 1,
and a free resolution of the ideal defining an embedding X ↪→ P(ai). Such method
does not work for irregular varieties as the section ring is not Cohen–Macaulay.
Nonetheless, we mimic the method as we start by describing the ambient
space. This will be a relative affine space over the projective space that we will
define in chapter 2 - Preliminaries. Having an embedding X ↪→ A, we will study
the ideal IX ⊂ OA and, as X is a finite cover over Pn, the ideal is locally Cohen–
Macaulay. Notice that this does not contradict the failure of the Cohen–Macaulay
condition for the section ring of an (1, 3)-abelian surface as the non CM point is the
vertex of the affine cone over P2.
Studying this local structure will be the connection with the methods for
regular varieties. In particular, we will determine local generators for the initial
ideal in(IX) and study under which conditions its resolution lifts to one for IX
following a method of Reid [Rei90], i.e. a deformation–theoretic / infinitesimal view–
point that we get by considering in(IX) an hyperplane section in a larger ambient
variety. The theory will be explained with detail in chapter 3 - Algebraic Covers
and the computations for the abelian surface carried out in chapter 5 - Associative
Multiplication (with the computer code associated with it shown in Appendix).
Given ϕ∗OX and an embedding X ↪→ A(F) for a covering map the initial
ideal in(IX) might not be unique. As an example take a general regular surfaces Sd
such that h0(Sd) = 3,K
2
Sd
= d. Then the initial ideal will be given by a Gorenstein
ideal with codimension d − 2 and there is no structure theorem for such ideals if
d ≥ 6. This is where irregularity comes as an advantage.
In section 3.3 - Gorenstein Covers we will prove that the term OP2(−3) in
the equation describing ϕ∗OS as an OP2-module for the abelian surface appears as
a direct summand of S2
(
Ω1P2 ⊕ Ω1P2
)
(equation (1.1) for m1 = m2 = 0).
Chapter 4 - Commutative Multiplication, will be fundamentally about the
OP2-modules Hom
(
S2Ω1P2 ,−
)
. There we prove that Hom
(
S2Ω1P2 ,OP2(−3)
)
= 0
2
which implies in(IX) ∼= Hom
(
(S2Ω1P2)
⊕3,OP2
)
for (1, 3)-polarized abelian surface.
Moreover, in this chapter we also determine the structure of the morphisms in
Hom
(
S2Ω1P2 ,Ω
1
P2
)
which will provide the gluing of the local structures. To make
it clear, take into account that all the results about extensions of the ideal in(IX)
we will arrive at will be independent of a choice of basis and, for any open sets
U1,U2 ⊂ P2, the transition morphisms
Hom
(
S2Ω1P2 ,Ω
1
P2
)∣∣
U1 7→ Hom
(
S2Ω1P2 ,Ω
1
P2
)∣∣
U2
are given by a OP2-linear change of basis.
The last chapter of the thesis, chapter 6 - Constructing varieties as algebraic
covers of the projective plane, will contain models that are solutions to Problem 1.0.1
for general pairs (m1,m2). For (m1,m2) equal to (0, 0) and (0, 1) we can completely
determine the section ring, being the second an irregular surface S with invariants
pg(S) = 3,K
2
S = 6, q(S) = 1.
Covering Maps
The constructions described above are obtained via study of algebraic covering maps
over the projective space. A surjective morphism between schemes is called a cov-
ering map if it is finite and flat.
In section 2.2.1 - Trace free basis will start with the notion of trace free
module introduced in the celebrated paper of Miranda - Triple Covers in Algebraic
Geometry, [Mir85]. For a covering map ϕ : X → Y , the trace free lemma states that
ϕ∗OX = OY ⊕ E where E is a locally free OY -module called the trace free module.
Picking (zi)1≤i≤d−1 a local basis for E , the (local) equations defining the covering
map can be written as
∀i≤j , zizj =
∑
k
cijkzk + dij
with cijk, dij ∈ OY such that this multiplication is associative. Assuming Y is
integral, by Nakayama lemma this is the structure of a fibre, i.e. the equations of d
points in Ad−1 = Spec (k[z1, . . . , zd−1]).
Besides the trace free conditions, Miranda found that for (local) triple covers
we can pick any cijk and write the dij as quadratic forms in the cij . Miranda and
Hahn proved that the cijk defining a quadruple cover have to satisfy the equations
defining the Plu¨cker embedding of Gr(2, 6) in P14 and the dij can be written as
quadratic forms in the cijk.
In section 3.4 we present our point of view on trace free basis. We show that
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for Q = {q1, . . . , qd} a set of d points in Spec(k[zi]), the trace free condition can
be restated as having
∑
j zi(qj) = 0. This brings a relation between the equations
defining Q as a subset in Ad−1 and the equations defining Q as a subset of Pd−2
obtained by projection from the origin.
In particular, the projection of four points from A3 to P2 is given by the
vanishing of two quadratic polynomials in k[z1, z2, z3]. As dim
(
k[z1, z2, z3]
(2)
)
= 6,
these two polynomials can be considered a point in the Grassmannian Gr(2, 6).
We have done the change of affine equations to projective ones only for triple
covers and using computer. Four quadruple covers such relation is too heavy to
get it via computer so we leave it as an open problem to explored in the future.
Furthermore, for the family of surfaces in Problem 1.0.1 we get a fibre defined by
nine equations
qi =
4∑
j=1
cijzj + di
for 1 ≤ i ≤ 9, qi quadratic equations in the zi and cij , di ∈ k. The di can be written
as quadratic forms in the cij which satisfy the equations of the spinor embedding
of the affine orthogonal Grassmannian aOGr(5, 10). Unfortunately we can see no
reason for this relation and leave it as an open problem as well.
High Codimension Gorenstein Ideals
One of the major difficulties behind describing the section ring of a smooth variety
is the lack of structure theorems for Gorenstein ideals with codimension bigger or
equal to four. Miles Reid describes the projective resolution of these in [Rei15].
Unfortunately it still is far from bringing an explicit description of such ideals. The
(1, 3)-polarized abelian surface section ring, which is (locally) given by a codimen-
sion four Gorenstein ideal, is obtained in a natural way and is described by three
parameters.
This should be a common feature of the section ring for (1, d)-polarized
abelian surfaces as their moduli space is three dimensional. On the other hand the
codimension of the ideal defining each section ring will grow with d which makes the
study of these section rings a good starting point to find and study high codimension
Gorenstein ideals.
As we only work with an abelian surface which is a cover of the P2, we leave
throughout the thesis open problems related with the study of irregular varieties
which are covers of Pn. Problem 2.1.13 relates with the method of unprojection
initiated by Miles Reid ([Pap04, PR04]) that allows to construct higher codimension
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Gorenstein ideals from existing ones. In section 6.3 - Future Work, we will leave as
open problems the construction of the section ring for irregular varieties which can
be achieved using similar methods to the ones used to solve the main problem in
this thesis.
As said in the beginning, the goal of this thesis is the description of a ring so
it is strongly commutative algebra flavored and we assume the reader familiar with
the standard results from the field. When needed we will recall results as stated
in [Eis95, Mat80, BH93]. In section 2.2.3 we will go over the results about abelian
surfaces with a polarization of type (1, 3) we will need from [BL04, BL94, Cas99]
and recall some definitions from [GP98, GP01] concerning their moduli space.
The computations in the Appendix are done via Sage or Magma.
Notation 1.0.2. 1. k will denote an algebraically closed field, char(k) = 0,
2. X,Y for Noetherian schemes, separated of finite type over k,
3. For a covering map ϕ : X → Y , Y is always considered integral.
5
Chapter 2
Preliminaries
In this section we present the tools and background material that will be used
throughout the thesis. We start by presenting one example of the Hilbert Series
method for constructing the canonical ring of a regular variety.
First Problem. Let S be a surface with ample base point free canonical divisor KS
such that K2S = 5, pg = 3, q = 0. Construct its canonical ring.
With a simple application of Riemann-Roch one can compute its Hilbert
series
HSS(t) =
1− 5t4 + 5t6 − t10
(1− t)3(1− t2)3
which suggests the weighted projective space P(13, 23) = Proj(k[xi, yi]), 0 ≤ i ≤ 2,
deg(xi) = 1, deg(yi) = 2, as an ambient space from the denominator. The numerator
suggests the resolution
R(S,KS)← T ← T (−4)⊕5 M←− T (−6)⊕5 ← T (−10)← 0,
T = k[xi, yi], as a way of constructing examples. As it is symmetric, the Buchsbaum–
Eisenbud symmetrizer trick allows you to change bases in the two modules to make
M a skew 5× 5 matrix with entries of weight 2 in S. Then the ideal is given by the
4× 4 Pfaffians of M .
This is one idea that we will use for the definition of the ambient space and
to describe the structure of the fibres. For the ambient space, given an OPn-module
F we will use a set of generators and the relations between them to define A(F).
To study the equations defining a fibre, i.e. the relations between the coefficients
involved in them, we will use an extension method based on the resolution of the
ideal. As for First Problem the first sygyzy matrix plays a fundamental role.
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Notice that KS is an ample base point free divisor and h
0(S,KS) = 3 so
KS determines a morphism ϕ : S → P2. Furthermore, assuming that M is general
enough, as a k[x0, x1, x2] vector space, R(S,KS) is generated by 〈1, y0, y1, y2, q〉,
where q is a quadratic form in the variables yi. We get then the following equality
ϕ∗OS = OP2 ⊕OP2(−2)⊕3 ⊕OP2(−4).
This brings the definition that will be our main object of study.
Definition 2.0.1. Let X,Y be schemes over a field k, Y irreducible and integral.
A covering map of degree d is a flat and finite morphism ϕ : X → Y , such that the
locally free OY -module ϕ∗OX has rank d.
A covering map ϕ : X → Y is called a Gorenstein covering map if all its
fibres are Gorenstein. In section 3.3 we will recall the main results presented in
[CE96] about them by Casnati and Ekedahl. Gorenstein covering maps will be of
importance for us as our main problem is the description of one.
We recall now a family of surfaces studied by Casnati which includes the
family of surfaces from First Problem.
Proposition 2.0.2. [Cas96, Proposition 6.1] Let Xd be the canonical model of a
minimal and regular surface Sd of general type with pg(Sd) = 3,K
2
Sd
= d and assume
that |KSd | is base point free and not composed with a pencil. Then the canonical
map of Sd induces a Gorenstein cover ϕ : Xd → P2 of degree d such that
ϕ∗OS = OP2 ⊕OP2(−2)⊕d−2 ⊕OP2(−4).
Notice that for d = 5 it is the surface we described before. For d ∈ {3, . . . , 9},
Casnati shows they can be constructed as bidouble covers of a Del Pezzo surface
Yd ∈ Pd of degree d.
To explicitly describe the equations defining the canonical ring R(Sd,KSd)
we need to describe a Gorenstein ideal of codimension d − 2 in the ring Td =
k[xi, yj ], deg(xi) = 1, deg(yi) = 2, 0 ≤ i ≤ 2, 0 ≤ j ≤ d − 3. For d = 5 the ideal
has codimension three, the highest codimension for which there exists a structure
theorem for Gorenstein ideals. For codimension one and two we have complete
intersections and for codimension three we have Buschbaum–Eisenbud theorem,
that we used in the solution above. Casnati also goes over the explicit construction
for this case but for d− 2 ≥ 4 this is not possible anymore.
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2.1 Ambient Space
2.1.1 Definition of P(F)
This section is based on the notes about scrolls by Miles Reid, [Rei97]. For a locally
free OPn-module F of rank d, fix a free resolution
F ξ¯←− P0 M←− P1 ← · · · ← Pm ← 0 (2.1)
where Pi =
⊕ki
j=0OPn(−aij), ξ¯ = (ξ0, . . . , ξk0) and M is a (k0 + 1)× (k1 + 1) matrix
with entries in k[x0, . . . , xn]. Assume that for all i, j, ai,j ≥ 0 and for simplicity sake
denote k0 by k and a0j by aj .
Denoting by (x0, . . . , xn), (ξ0, . . . , ξk) and (λ, µ) a choice of coordinates for
An+1, Ak+1 and G2m, we define P(F) as the quotient of ZM by an action of G2m,
ZM := {ξ¯M = 0} ⊂ (An+1\0)× (Ak+1\0) , ξ¯ = (ξ0, . . . , ξk)
and the action of (λ, µ) ∈ G2m is given by
(λ, µ) : (x0, . . . , xn; ξ0, . . . , ξk) 7→ (λx0, . . . , λxn;µλa0ξ0, . . . , µλakξk) (2.2)
The action is well defined as all polynomials in ξ¯M are homogeneous for µ and λ.
Furthermore, the ratio (x0 : x1 : · · · : xn) is preserved by the action of G2m so the
projection to the first factor defines a morphism pi : P(F)→ Pn.
(An+1\0)× (Ak+1\0)
p1

// P(F)
pi

(An+1\0) // Pn
Definition 2.1.1. Given a locally free OPn-module F of rank d, and P• a free
resolution starting with the terms
F (ξ0,...,ξk)←−−−−−
k⊕
i=0
OPn(−ai) M←−
k1⊕
i=0
OPn(−a1i)← . . .
we denote by R (P•) the ring k[x0, . . . , xn; ξ0, . . . , ξk]/(ξM) and denote the scheme
Proj (R(P•)) as
pi : P(F)→ Pn.
Notice that we defined P(F) for a locally free sheaf F but for the construction
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we use a free resolution which is not unique as we see in the next example.
Example 2.1.2. Let F = OP1 ⊕OP1(−a), a ≥ 0. As is it a free sheaf,
P(F) = Proj(k[x0, x1; ξ0, ξ1])
where deg xi = (1, 0), deg ξ0 = (0, 1), deg ξ1 = (a, 1). On the other hand we can
write the following exact sequence
F d0←− OP1 ⊕OP1(−a− 1)⊕2 d1←− OP1(−a− 2)← 0
where d0 =
[
1 0 0
0 x0 x1
]
, d1 =
 0x1
−x0
 which gives us
P(F) = Proj (k [x0, x1; ξ′0, ξ′1, ξ′2] / (x1ξ′1 − x0ξ′2))
with deg xi = (1, 0), deg ξ
′
0 = (0, 1) and deg ξ
′
1 = deg ξ2 = (a+ 1, 1).
Notice that we have a homomorphism
h : k[x0, x1; ξ
′
0, ξ
′
1, ξ
′
2]/(x1ξ
′
1 − x0ξ′2))→ k[x0, x1; ξ0, ξ1]
where h(xi) = xi, h(ξ
′
0) = ξ0, h(ξ
′
1) = x0ξ1 and h(ξ
′
2) = x1ξ1. This homomorphism
shows that P(F) is well defined as the constructions are isomorphic as schemes (any
homogeneous ratio in k[x0, x1; ξ0, ξ1] has an inverse image, ξ1 7→ ξ′1/x0 or ξ′2/x1, over
the open sets in P1, U0 = {x0 6= 0} and U1 = {x0 6= 0}, respectively).
We wish to prove that as in the example above P(F) is independent of the
choice of free resolution for F . To do so, given P• a free resolution of an OPn-module
F , denote by P (P•) the scheme Proj (R (P•)) (as in definition 2.1.1).
Theorem 2.1.3. Let P• and Q• be two free resolutions of the locally free OPn-
module of rank d, F . Then, as schemes over Pn,
(
pi : P(P•)→ Pn
) ∼= (pi′ : P(Q•)→ Pn).
Proof. Assume P• is the minimal free resolution of F . Then we have a morphism
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of chain complexes,
F Q0ξ¯
′
oo
f0

Q1MQoo
f1

· · ·oo
F P0ξ¯oo P1MQoo · · ·oo
that induces a morphism between the bi-graded rings R(Q•) and R(P•),
f : R(Q•) −→ R(P•)
xi 7→ xi
ξ′i 7→ f0(ξ′i)
which gives us a morphism P(P•)→ P(Q•).
As F is locally free, take U ⊂ Pn an open set such that
P(Q•)|U ∼= Proj
(OPn(U)[ξ′(0), . . . , ξ′(d−1)]).
Then ξ¯′|U is an isomorphism and, by the commutativity of the first square in the
diagram, f0|U is also an isomorphism.
Then for any two resolutions of F , Q1•, Q2•, we have isomorphisms
P(Q1•) d1←− P(P•) d2−→ P(Q2•),
where P• is a minimal free resolution, so even without a morphism in between them,
they are isomorphic through P(P•).
With this theorem we can indeed write P(F). Most of the time we will be
using the construction with respect to the minimal free resolution of F . When not,
we will be working locally so there will be no harm done as we can see by the
following proposition.
Proposition 2.1.4. Let R(P•) be the ring associated with a free resolution of a
locally free OPn-module F of rank d. Then there is a set of elements γi ∈ k[xi] such
that for any i ∈ I, I a index set, we have
R(P•)γi ∼= k[γ−1i , x0, . . . , xn; ξ(0,i), ξ(1,i) . . . , ξ(d−1,i)]
where each ξ(j,i) is a OPn-linear combination of the ξj.
Proof. Just take γi as the element such that Ui = D(γi), where Ui is an open covering
of Pn and E|Ui is a free OPn(Ui)-sheaf.
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Over the ring k[γ−1i , x0, . . . , xn] we can run Gaussian elimination in M to its
echelon form with leading coefficients equal to 1. As the rank of M is k − d, the
cokernel of M is generated by d elements that we denote by ξ(j,i), for 0 ≤ j ≤ d.
Proposition 2.1.4 shows that definition 2.1.1 agrees with the one presented
in [Har77, §II.7], P(F) = Proj(F). For each open affine subset U = SpecA of Pn,
we are choosing as generators for Γ (U ,F|U ), (ξ(0,i), . . . , ξ(d−1,i)), from the first term
of the resolution P•, with the glueing of the patches
pi : Proj
(
A[ξ(0,i), . . . , ξ(d−1,i)]
)→ U
given by the relations M .
Proposition 2.1.5. For a locally free sheaf F ,
1. P(F) ∼= P(F(m)), for any m ∈ Z,
2. the divisor class group of P(F) is the free abelian group
PicP(F) = ZL⊕ ZF
with nF +mL the divisor class attached to a polynomial p(xi, ξj) such that
p((λ, µ)(xi, ξj)) = λ
nµmp(xi, ξj)
Proof. Item (1) comes from the geometric definition of P(F), by
(λ, µ) 7→ (λ, µ+mλ)
and item (2) comes directly from the definition of Proj of a bi-graded ring.
Notice that the divisor class L is the class corresponding to pi−1(l) where l
is a hyperplane in Pn. If F = ϕ∗OX for a covering map over Pn, then ξ0 will be the
variable associated with the term OPn , from where we have deg(ξ0) = (0, 1) and the
hyperplane {ξ0 = 0} is an element in the divisor class F .
2.1.2 Definition of A(E)
Definition 2.1.6. Let F be a locally free OPn-module of rank d such that F =
OPn ⊕ E . We define
A(E) = P(F)|ξ0 6=0 = Spec
( ∞⊕
n=0
Symn E
)
.
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We will keep the notation pi for the morphism pi : A(E)→ Pn.
Exactly as for the definition of Proj(F), in [Har77, §II.5] we can find the
definition of Spec (
⊕
n S
nE) and our description just shows how to chose the local
generators and relations between them, i.e. given a free resolution of E ,
E (ξ1,...,ξk)←−−−−−
k⊕
i=1
OPn(−ai) M←−
k1⊕
i=0
OPn(−a1i)← . . .
A(E) can be written as
Proj
(
k[x0, . . . , xn; ξ1, . . . , ξk]/(ξM)
)
where deg(xi) = 1, deg(ξj) = aj . We use the semi-colon just to denote that we have
a morphism to Pn so we only consider prime ideals not containing the irrelevant
ideal of k[xi].
Remark 2.1.7. We could consider a larger ambient space as A(E) is contained in
the weighted projective space
A˜(E) = V (ξM) ⊂ P(1n+1, a1, . . . , ak)
and the polynomials defining X guarantee that if xi = 0 for all i, then ξj = 0 for all
j which is not a point in P(1n+1, aj) and although we the object is different this is
always the idea we have in our minds.
We started with the definition of P(F) and not of A(F) as it allows to put
together with the arguments in section 3.2. It was also a way to explain better our
constructions with the description of Gorenstein covers as in [CE96], section 2.2.2.
2.1.3 Examples
The first example we want to look at is the one obtain in the construction of the
section ring in First Problem and Casnati theorem 2.0.2.
Example 2.1.8. Let Sd be a surface such that K(Sd) = d, pg(Sd) = 3, q(Ss) = 0.
Then by Casnati theorem 2.0.2 the canonical map of Sd induces a Gorenstein cover
of degree d ϕ : Xd → P2 such that
ϕ∗OXd = OP2 ⊕OP2(−2)d−2 ⊕OP2(−4).
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As ϕ∗OXd is a free OP2-module we have the following bigraded ring defining
P
(OP2 ⊕OP2(−2)d−2 ⊕OP2(−4))
R (ϕ∗OXd) = k[x0, x1, x2; ξ0, ξ1, . . . , ξd−2, ξd−1]
deg(xi) = (1, 0), deg(ξ0) = (0, 1), deg(ξj) = (2, 1), deg(ξd−1) = (4, 1), 1 ≤ j ≤ d− 2.
And the graded ring defining A
(OP2(−2)d−2 ⊕OP2(−4))
R (ϕ∗OXd)ξ0 = k[x0, x1, x2, y1, . . . , yd−2, yd−1]
where yj = ξj/ξ0, deg(xi) = 1, deg(yk) = 2, deg(yd−1) = 4, 1 ≤ k ≤ d− 2.
Recall that for the case d = 5 the solution we presented does not have the
variable yd−1 of degree four. Instead, the term OP2(−4) corresponds to a quadratic
form in the variables yi not killed by the equations defining the ideal IX5 ⊂ k[xi, yj ].
As we will discuss in section 3.3 the same will apply for all d as ϕ is a Gorenstein
covering map. So we have the embedding
Xd ↪→ A
(
OP2(−2)d−2
)
.
Example 2.1.9. Let E = Ω1P2(−m), m ≥ 0. Using the Euler sequence
Ω1(−m)← OP2(−m− 2)⊕3 M←− OP2(−m− 3)← 0
M =
(
x0 x1 x2
)t
, we get
A
(
Ω1P2(−m)
)
= Proj
(
k[x0, x1, x2; y0, y1, y2]/
(∑
xiyi
))
deg xi = 1, deg yi = m+ 2. Let Ui = {xi 6= 0}, then over U2 we have
A
(
Ω1P2(−m)
) ∣∣
pi−1(U2) = Proj
(
k[x0, x1, x
±
2 ; y0, y1]
)
and the transition map from U2 to U1 is given by the change of coordinates(
y0 y1
)
7→
(
y0 −x0x2 y0 − x1x2 y1
)
=
(
y0 y2
)
The computation of the section ring in our main problem is based on the example
above. Now we will look for a relation like the one found in First Problem, i.e. as
we had the term OP2(−4) a quadratic term in the three generators OP2(−2), how
can we write OP2(−m1 −m2 − 3) as a summand of S2
(
Ω1P2(−m1)⊕ Ω1P2(−m2)
)
.
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Example 2.1.10. In this example we want to see what the following inclusion
OP2(−3) ⊂
⊕
n≥0
Symn
(
Ω1P2 ⊕ Ω1P2
)
implies in terms of the graded ring defining A
(
Ω1P2 ⊕ Ω1P2
)
. Recall that the inclusion
above is expected
S2
(
Ω1P2
)⊕2
= S2
(
Ω1P2
)⊕ Ω1P2 ⊗ Ω1P2 ⊕ S2 (Ω1P2)⊕2
=
(
S2
(
Ω1P2
))⊕3 ⊕ (Ω1P2 ∧Ω1P2)
=
(
S2
(
Ω1P2
))⊕3 ⊕OP2(−3).
As for the example 2.1.9 we have the following equality
A
(
Ω1P2 ⊕ Ω1P2
)
= Proj
(
k[xi; yi, zi]/
(∑
xiyi,
∑
xizi
))
where 0 ≤ i ≤ 2, deg(xi) = 1, deg(yi) = deg(zi) = 2. The interesting fact is that
the summand OP2(−3) should correspond to a variable of degree three and at the
same time to the multiplication of variables of degree two.
The first explanation for this came from using unprojection methods (see
[Pap04, PR04]), i.e. the unprojection of the following pair of ideals(∑
xiyi,
∑
xizi
)
⊂ (xi).
This example is described in [Pap04, §4] but for completeness sake we will recall the
result. From the equations
(
y0 y1 y2
z0 z1 z2
)x0x1
x2
 = 0
we know that the first matrix has rank 1 and by Cramer’s rule also the following
vector is in its kernel
2∧(y0 y1 y2
z0 z1 z2
)
=
y1z2 − y2z1y2z0 − y0z2
y0z1 − y1z0

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from where we conclude that there exists an element t such that
2∧(y0 y1 y2
z0 z1 z2
)
= t
x0x1
x2

deg(t) = 3 which is the quadratic term corresponding to the summand OP2(−3).
A different reasoning comes from applying theorem 2.1.3 to the following free
resolutions of OP2(−3)
Ω1P2
∧
Ω1P2 OP2(−4)⊕3oo
f0

OP2(−5)⊕3oo · · ·oo
OPn(−3) OPn(−3)oo 0oo
The map f0 is exactly the map
(
x0 x1 x2
)
.
Besides being an important part in the description of the section ring of
our abelian surface, the example above shows a relation between the unprojection
methods and the description of a ring R(F) for F a locally free OPn-module.
Based on this example, we believe that the study of irregular covers Pn might
bring new types of unprojection and in this direction we finish with the following
examples.
Example 2.1.11. Let E = Ω1P3(−m), m ≥ 0. Using that Ω1P3 ∼= T2P3(−4) we have
the resolution
Ω1(−m)← OP3(−m− 2)⊕6 M←− OP3(−m− 3)⊕4 ← OP3(−m− 4)← 0.
We get then 6 variables, yij , 0 ≤ i < j ≤ 3, with deg yij = m+ 2, satisfying
0 y01 y02 y03
0 y12 y13
0 y23
− sym 0


x0
x1
x2
x3

so we can write
A
(
Ω1P3
)
= Proj (k[x0, . . . , x3; yij ]/(equations above)) .
In the description above we are not using the matrix M but the isomorphism
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Ω1P3
∼= T2P3(−4) and the Koszul complex of a complete intersection (see [Eis95, §17]
for further reading).
Over the open set U3 = {x3 6= 0} we have
A
(
Ω1P3
) ∣∣
pi−1(U3) = Proj
(
k[x0, x1, x2, x
±
3 ; y01, y02, y12]
)
with transition morphism to U2 = {x2 6= 0} given byy01y02
y12
 7→
 y01−x1x3 y01 − x2x3 y02
x0
x3
y01 − x2x3 y12
 =
y01y03
y13
 .
Example 2.1.12. Let E = Ω2P3(−m), m ≥ 0. From Ω2P3 ∼= T1P3(−4) we can use the
Euler sequence
Ω2P3(−m)← OP3(−m− 3)⊕4
M←− OP3(−m− 4)← 0
to get the equality
A
(
Ω2P3(−m)
)
= Proj
(
k[xi; yi]
/(∑
xiyi
))
0 ≤ i ≤ 3, deg(xi) = 1, deg(yi) = m+ 3.
Although the case Ω2P3 seems less complex than Ω
1
P3 as it as fewer equations,
it is the opposite. More conditions bring more obstructions which in the end makes
everything easier to compute as we will see in chapter 4.
Problem 2.1.13. Let X = A
(
Ω1P3 ⊕ Ω1P3 ⊕ Ω1P3
)
. Determine the equations defining
the following inclusions
A
(
Ω2P3
) ⊂ X
A (OP3(−4)) ⊂ X.
The solution of the problem above involves again the study of an ideal derived
from an inclusion I ⊂ J = (xi), codim(J) = 4. It suggests again some type of
unprojection method but not necessarily the Kustin–Miller type as the result is not
globally Gorenstein (about different types of unprojection [Pap06a, Pap06b, Pap07]).
2.2 Background
2.2.1 Trace free basis
Lemma 2.2.1. [HM99, 2.2] Let ϕ : X → Y be a covering map. Then ϕ∗OX splits
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as OY ⊕ E, where E is the sub-module of trace-zero elements.
Proof. For an open set U ⊂ Y , the multiplication by x ∈ OX
(
ϕ−1(U)) defines a
morphism
ϕ∗OX(U) x−→ ϕ∗OX(U).
After a choice of basis for ϕ∗OX(U), this morphism is represented by a matrix, Mx,
with entries in OY (U). If char k - d, we can define the map 1d tr : ϕ∗OX(U)→ OY (U)
by x 7→ 1d tr (Mx). This map is well defined as the trace of a matrix is unchanged
by a change of basis and so we get the following short exact sequence,
0→ E → ϕ∗OX
1
d
tr−−→ OY → 0.
This sequence splits as for y ∈ U the matrix is diag(y, y, . . . , y) and so
1
d tr(y) = y and
1
d tr ◦ϕ∗ = id.
The sheaf E is called the Tschirnhausen, or trace-free, module of the covering
map ϕ. Let (z1, . . . , zd−1) be a local basis for E . Then lemma 2.2.1 allows us to
write the local equations defining a multiplication in ϕ∗OX as
zizj =
d−1∑
k=1
cijkzk + dij
i ≤ j, cijk, dij ∈ OY , and tr(yi) =
∑d−1
j=1 cijj = 0 for all i.
Such multiplication needs to be commutative and associative. The commu-
tative condition is directly satisfied as it is, but the associative condition
(zizj)zk = zi(zjzk)
will bring the relations between the coefficients cijk, dij that we need to detect.
From [Mir85, Lemma 2.4, Lemma 2.6], for triple covers these relations are
z21 = c1z1 + c0z2 + 2(c
2
1 − c0c2)
z1z2 = −c2z1 − c1z2 − (c0c3 − c1c2)
z22 = c3z1 + c2z2 + 2(c
2
2 − c1c3)
(2.3)
where ci ∈ OY (U)1. Such multiplication is just a form of writing a morphism
Φ ∈ Hom(S2E ,OY ⊕ E) that we can decompose as Φ1 ⊕ Φ2, Φ1 the map to OY
1The notation zi, cj was not the one used by Miranda but it gives index homogeneity that is
easier to remember.
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and Φ2 the map to E . The structure above shows that Φ1 is locally determined by
Φ2 and furthermore, as Y is irreducible and the transition functions are given by
OY -automorphisms (that keep a basis trace-free), Φ1 is determined by Φ2 globally.
Theorem 2.2.2. [Mir85, Theorem 1.1] A triple cover of Y is determined by a locally
free rank 2 OY -module E and a map Φ: S3E →
∧2 E, and conversely.
The equations (2.3) already show that the triple cover is determined by Φ2.
Miranda then proved the existence of a natural isomorphism between CHom(S2E , E)
and Hom(S3E ,∧ E), where CHom(S2E , E) is the set of locally trace-free morphisms.
Locally, this isomorphism is given by
Φ(z31) = −c0(z1 ∧ z2)
Φ(z21z2) = c1(z1 ∧ z2)
Φ(z1z
2
2) = −c2(z1 ∧ z2)
Φ(z22) = c3(z1 ∧ z2).
(2.4)
In section 3.4 we will show a different way in which a triple cover is birational
to a hyperplane defined by a cubic polynomial.
The fact that a triple cover is defined by a morphism Φ2 ∈ CHom(S2E , E)
was proven for quadruple covers as well in [HM99] where E is a locally free OY -
module. For this case the coefficients cijk will satisfy more relations than the trace
free ones as we can see in the next theorem.
Theorem 2.2.3. [HM99, Theorem 3.1] Under a linear change of coordinates, the
relations which must be satisfied for the multiplication in the trace zero module E
to be associative, along with the trace zero relations, are the equations of an affine
cone over a Gr(2, 6), the Grassmanian of the two dimensional subspaces of a six
dimensional space, under its natural Plu¨cker embedding in P14.
The equations of the Plu¨cker embedding of an affine cone over a Gr(2, 6)
are quadratic equations. We will generalise this result for covers of any degree in
chapter 3 where we present our method for computing these relations, and prove
that a cover homomorphism is always determined by a morphism in Hom(S2E , E).
2.2.2 Gorenstein covers
Definition 2.2.4. A covering map ϕ : X → Y is called a Gorenstein covering map
if for every y ∈ Y the fibre ϕ−1(y) is a Gorenstein scheme.
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This was the definition Casnati and Ekedahl used in the paper [CE96] from
which we will present the main theorem. Further papers from Casnati are also a
very interesting read on the topic, some of which about the polarization of type
(1, 3) of an abelian surface ([Cas96, Cas12, Cas99] are some we will cite later on).
Before going to Casnati and Ekedahl theorem we recall the definition and
some results about Gorenstein rings.
Definition 2.2.5. Let (R,m, k) be a local Noetherian Cohen-Macaulay ring. A
R-module ωR is called canonical module if
ExtiR(k, ωR) =
{
0, if i 6= d
k, if i = d
where d = dimR. R is Gorenstein if R ∼= ωR.
Notice that for d = 0, the injective hull is its canonical module. More than
that we have the following proposition.
Proposition 2.2.6. [Eis95, 21.5] A zero dimensional ring R is Gorenstein if and
only if the socle of R is simple.
In particular, a zero dimensional k-algebra R is Gorenstein if as a k-vector
space it is generated by
q
z1 z1 . . . zd−2
1
where q is a quadratic polynomial in the zi which are the generators of R as a k-
algebra. The upper element q is called the socle of R. Note that we always have
such decomposition but the zi do not need all to be generators of the ring R, in
example 3.3.4 we will show a different case.
One can also define Gorenstein rings by their minimal free resolution as we
see in the next proposition.
Proposition 2.2.7. [Eis95, 21.16] Let R be a regular local ring, suppose that I is
an ideal of codimension c in R, and suppose that S = R/I is Cohen-Macaulay. If
F• is the minimal free resolution of S as an R-module, then the length of F is c,
and F∨ is the minimal free resolution of ωS. Then the following statements are
equivalent:
1. S is Gorenstein.
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2. F• is symmetric, Fi ∼= F∨c−i.
3. Fc ∼= R.
Below we have the Factorization theorem by Casnati and Ekedahl. It is a
general structure theorem for Gorenstein covers of degree d and it has been used
for characterizing covers of degree 3, 4 and 5 (in [CE96] and [Cas96] respectively) of
algebraic varieties.
Theorem 2.2.8. [CE96, Theorem 2.1] Let X and Y be schemes, Y integral and let
ϕ : X → Y be a Gorenstein cover of degree d ≥ 3. There exists a unique Pd−2-bundle
pi : P→ Y and an embedding i : X ↪→ P such that ϕ = pi ◦ i. Moreover the following
hold.
1. P ∼= P(E) where E∨ ∼= cokerϕ#, ϕ# : OY → ϕ∗OX being the trace map.
2. The composition ϕ : ϕ∗E → ϕ∗ϕ∗ωX|Y → ωX|Y is surjective and the ramifica-
tion divisor R satisfies OX(R) ∼= ωX|Y ∼= OX(1) := i∗OP(E)(1).
3. There exists an exact sequence N∗ of locally free OP-sheaves
0← OX ← OP α1←− N1(−2) α2←− · · · αd−3←−−− Nd−3(−d+ 2) αd−2←−−− Nd−2(−d)← 0
(2.5)
unique up to isomorphisms and whose restriction to the fibre Py := pi−1(y)
over y is a minimal free resolution of the structure sheaf of Xy := ϕ
−1(y), in
particular Ni is fibrewise trivial. Nd−2 is invertible and, for i = 1, . . . , d − 3,
one has
rkNi = βi = i(d− 2− i)
d− 1
(
d
i+ 1
)
,
hence Xy ⊂ Py is an arithmetically Gorenstein subscheme. Moreover pi∗pi∗N∗ ∼=
N∗ and Hom (N∗,Nd−2(−d)) ∼= N∗.
4. If P ∼= P(E ′), then E ′ ∼= E if and only if Nd−2 ∼= pi∗ det E ′ in the resolution
(2.5) computed with respect to the polarization OP(E ′)(1).
As we are following Miles Reid notation introduce in [Rei97] we stumble in
a terminology difference for the ambient space. We can see it explicitly for the
surfaces Sd of example 2.1.8 where we got
Sd ↪→ A
(
OP2(−2)⊕(d−2)
)
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and from the theorem above we have
Sd ↪→ P
(
OP2(2)⊕(d−2) ⊕OP2(4)
)
.
It is just a different perspective. In our way we look at the generators of the
graded ring, Casnati and Ekedahl look at the sections of the sheaf.
Furthermore, in the proof of lemma 2.2.1 we saw that for a covering map
ϕ : X → Y the (local) basis element of ϕ∗OX defined by OY behaves as the identity
when multiplying by elements in OY . This is what allows us to consider ξ0 6= 0.
2.2.3 Abelian Surface with a polarization of type (1, 3)
Let S be an abelian surface over k with a polarization of type (1, 3) defined by a
symmetric line bundle L. From [BL04, Example 10.1.5] the morphism ϕL : S → P2
is a 6-fold covering map ramified on a curve of degree 18 in P2.
The group K(L) := {x ∈ S|t∗xL ∼= L} is the kernel of ϕL and is isomorphic
to Z/3Z×Z/3Z. Choosing coordinates (x0, x1, x2) for P2, the extended Heisenberg
group H(1, 3)e associated to L is just the Heisenberg group H(3)e generated by
σ′1, σ′2, τ ′ ∈ PGL(3,C)
σ′1 =
0 1 00 0 1
1 0 0
 , σ′2 =
0 1 01 0 0
0 0 1
 , τ ′ =
1 0 00 ξ 0
0 0 ξ2
 (2.6)
where ξ is a cube root of unity, and the morphism ϕL is equivariant for H(3)e.
Birkenhake and Lange in [BL94] use the kernel of ϕL to determine the branch
locus of a one dimensional family of (1, 3) polarized abelian surfaces S = E × E,
where E is an elliptic curve, and
L = {E × {0}+ {0} × E +A} (2.7)
where A is the antidiagonal.
Proposition 2.2.9. [BL94, Proposition 3.3] Let (S,L) be an abelian surface with
a polarization of type (1, 3) such that S = E × E, E an elliptic curve, and L is
given by equation (2.7). Then its branch locus in P2 is 3D where D is given by the
vanishing of the polynomial
(x60 + x
6
1 + x
6
2) + 2(2λ
3 − 1)(x30x31 + x30x32 + x31x32)
−6λ2(x40x1x2 + x0x41x2 + x0x1x42)− 3λ(λ3 − 4)(x20x21x22)
. (2.8)
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λ ∈ C− {1, ξ, ξ2}.
In [Cas99] Casnati studied a bigger family of abelian surfaces considering the
covering maps ϕ : S → P2 that decompose as S ρ−→ S′ ς−→ P2 where ρ and ς are a
double and triple cover respectively. Such surfaces are called bielliptic as they have
a nontrivial involution j : S → S.
S′ is a ruled surface with invariant e(S′) = −1 over an elliptic surface E and
as a triple cover ς : S′ → P2 it satisfies ς∗OS′ = OP2 ⊕ Ω1P2 .
Proposition 2.2.10. Let (S,L) be a bielliptic abelian surface with a polarization of
type (1, 3). Then its branch locus can be decomposed as 2D + D′ where D is given
by the vanishing of the polynomial (2.8) and D′ := ς∗Bρ, Bρ ⊂ S′ the branch locus
of ρ. Furthermore, D and D′ are K(L)-invariant.
Connecting this work with the theory of Gorenstein covers developed by him
and Ekedahl in [CE96], Casnati proves the following theorem.
Theorem 2.2.11. [Cas99, Theorem 0.4] Let (S,L) be a (1, 3)-polarized surface.
Then L defines a morphism ϕL : S → P2 such that
ϕ∗OS = OP2 ⊕ Ω1P2 ⊕ Ω1P2 ⊕OP2(−3).
Following [GP98, GP01]. For every x ∈ K(L) there is an isomorphism t∗xL ∼=
L. This induces a projective representation K(L) → PGL (H0(L)), which lifts
uniquely to a linear representation of K(L) after taking a central extension of K(L)
1→ C∗ → G(L)→ K(L)→ 0,
whose Schur commutator map is the Weil pairing. K(L) is the theta group of L and
is isomorphic to the abstract Heisenberg group H(D), while the above linear repre-
sentation is isomorphic to the Schro¨dinger representation of H(D) on V = C(Z/Zd),
the vector space of complex-valued functions on Z/Zd. An isomorphism between
G(L) and H(D), which restricts to the identity on centers induces a symplectic iso-
morphism between K(L) and Z/dZ× Z/dZ. Such an isomorphism is called a level
structure of canonical type on (S,L).
Denote by AlevD the moduli space of g dimensional abelian varieties with a
polarization of type D and with canonical level structure, where D = (d1, . . . , dg),
d1|d2| . . . |dg.
Using theorem 2.2.11 we will construct the section ring R(S,L) for a abelian
surface with a polarization of type (1, 3). The section ring R(S,L) is generated as
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a k-algebra by a basis (xi, yi, zi)0≤i≤2 where the basis (xi) is the image of a basis
for OP2(1). Choosing this basis so that ϕL is equivariant for σ1, σ2, τ will force by
construction the (yi), (zi) to be equivariant for σ1, σ2, τ
−1.
This gives us that a general section ring is determined by three parameters
from which we conclude unirationality of Alev3 and more than that we will prove
that it is rational. Notice that Birkenhake and Lange proved that A3, the moduli
space of abelian surfaces with a polarization of type (1, 3), is rational in [BL95]. The
rationality of Alev3 , as far as we know, was still an open question (see [GP01]).
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Chapter 3
Algebraic Covers
Let ϕ : X → Y be a covering map of degree d and assume that F is anOY -submodule
of ϕ∗OX such that ϕ∗OX a direct summand of the graded OY -algebra R(F) :=⊕∞
n=0 Sym
nF , and R(F)\ϕ∗OX a R(F)-ideal. Then we have the diagram
X
ϕ
""
  i // A(F)
pi

Y.
(3.1)
The existence of such an F is always guaranteed by lemma 2.2.1, as we can
take F = E where ϕ∗OX = OY ⊕ E . Throughout this chapter whenever we take
an OY -module F such that X ↪→ A(F)  Y we assume it satisfies the conditions
written above.
3.1 Local analysis
Assume in this section that X,Y are local schemes over k and let ϕ : X → Y be a
covering map. Furthermore, consider F an OY -module with rank r such that we
have an embedding i : X → A(F). Then we have the exact sequence
0→ IX → OA(F) i
]−→ i∗OX → 0. (3.2)
Let (z1, . . . , zr) be a basis for F , then OA(F) ∼= OY [zi]. Given an element
f ∈ OA(F) we use this isomorphism to define in(f) as the sum of the terms with
maximal degree in the variables zi of f and the initial ideal of IX as
in(IX) = {in(f) : f ∈ IX} .
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Lemma 3.1.1. Let OY be a local k-algebra which is an integral domain and OX
a finite flat OY -algebra such that OX ∼= (
⊕∞
n=0 Sym
nF) /IX , where F is a free
OY -module with rank r. Then
1. the ideal sheaf IX is Cohen-Macaulay,
2. the ideal in(IX) is independent of the choice of basis for F ,
3. the free resolution of the ideal in(IX) has the same format as the one for IX ,
in particular in(IX) is also CM.
Proof. 1: As OX is a finite flat OY -algebra, dimOX = dimOY ⇒ codim(IX) = r.
Take n ∈ N such that SymnF ∩ ϕ∗OX = ∅. Then the sequence (znj − i](znj )),
1 ≤ j ≤ r, is a OA(F)-sequence in the ideal in(IX) from where get
r ≤ depth(IX) ≤ codim(IX) = r,
which asserts that IX is CM.
2: Denote by in(IX)(zi) the initial ideal when defined with the basis (zi) for F .
A change of basis for SymF is given by a OY -linear automorphism, Ψ: F → OY ⊕F .
Decomposing Ψ as Ψ1 ⊕ Ψ2, where Ψ1 : F → OY , Ψ2 : F → F , we have that Ψ2 is
an isomorphism and sends in(IX)(zi) into in(IX)Ψ(zi) so we are done.
3: Use a change of variables zi 7→ zi/z0 to homogenize IX and take the
quotient by (z0). By proposition 5.1.2, as z0 is a non-zero divisor taking the tensor
of a minimal free resolution of IX with OY [zi]/(z0) gives a resolution of the ideal
in(IX) so we have the right depth. As its codimension is smaller or equal to r we
are done.
For a covering map ϕ : X → Y , there are occasions where F and in(IX)
can be determined. E.g. 1) if we want to assume that X and Y are Gorenstein
as we will see in section 3.3, 2) for a general covering map of degree d such that
ϕ∗OX = OY ⊕ E , then F = E and in(IX) = (zizj), for all 1 ≤ i ≤ j ≤ d− 1.
In such case denote by qi the generators of the ideal in(IX) for a fixed basis
(z1, . . . , zr) of F . We want to determine the relations between coefficients cij ∈ OY ,
(i, j) ∈ N× Nr, such that the ideal generated by the polynomials
fi := qi −
∑
j
cijz
j
zj = zj11 · · · zjrr , has the same resolution as in(IX). By definition qi is the sum of the
monomials with maximal degree in fi so cij = 0 if deg(j) ≥ deg(qi). We have then
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a finite number of coefficients cij .
By Nakayama lemma, the image of the generators of IX in IX ⊗ k are the
generators of IX ⊗ k. As Y is integral, the relations between the cij are also kept,
so in chapter 5 we study these relations in the case OY = k.
The method uses the same idea behind the proof of item 3 in Lemma 3.1.1.
Consider a new variable z0 and homogenize the fi to get the polynomials
Fi := qi + z0f
′
i + z
2
0f
′′
i + · · ·+ zmi0 f (mi)i
where mi = deg(qi) and f
(j)
i =
∑
l cilz
l with deg(l) = mi − j.
Let R(k) = k[z0, z1, . . . , zr]/(z
k+1
0 ) and I(j)X ⊂ R(k) the ideal generated by
Fi := qi + z0f
′
i + z
2
0f
′′
i + · · ·+ zk0f (k)i .
With the use of a computer we check degree by degree the extension
R(j) ← R(j+1)
that keeps the resolution of I(j)X with the same format as the one of in(IX). Each
step is determined by checking a set of linear equations so, although it might be a
quite large number of equations, they will not be heavy computations.
Notation 3.1.2. Let OY be a local k-algebra which is an integral domain, OX a flat
OY -algebra and F a free OY -module of rank r such that OX is a direct summand of
R(F). For q = (q1, . . . , qm) a minimal set of generators for the ideal in(IX) ⊂ R(F)
denote by Iq ⊂ k[cij ], (i, j) ∈ N× Nr, deg(j) < deg(qi), the ideal with the relations
between the cij such that the polynomials qi −
∑
j cijz
j generate an ideal with the
same resolution as in(IX).
The two cases of main interest to us are,
1. Fat point deformation, q =
(
z21 , z1z2, . . . , zizj , . . . , z
2
r
)
,
2. in(IX) a Gorenstein ideal generated by polynomials of degree two, i.e., for a
cover of degree d, q =
(
q1, . . . , q(d−12 )−1
)
, qi ∈ k[z1, . . . , zd−2](2).
Although the method we will present can be used for any generating set q,
for our main cases we will get the following results.
Theorem 3.1.3. Let OY be an integral local k-algebra and OX a flat OY -algebra
of rank d. Given a basis (zi)1≤i≤d−1 for E, where OX decomposes as OY ⊕ E, then
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the multiplication in OX can be written as
zizj −
d−1∑
k=1
cijkzk − dij
with cijk, dij ∈ OY satisfying the relations in the ideal Iq, q = (zizj)1≤i≤j≤d−1. The
generators of Iq have degree smaller or equal to two and all the dij can be written
as quadratic forms in the cijk.
For general covering maps of degree d, the fat point deformation, we will use
the notation Id for Iq + (trace free relations) and E is the trace free module. Often
we will ignore the relations involving the dij .
The fat point deformation case was studied by Miranda when the relations
between the cijk and dij were determined by explicitly checking the associativity
condition. Notice that, if zizj =
∑
k cijkzk + dij is an associative multiplication for
i ≤ j, then these polynomials define an ideal IX . By Lemma 3.1.1 the free resolution
of IX has the same format as the one for in(IX) hence by finding all extensions of
in(IX) one gets the same relations between the cijk.
This is the reason for the name of chapter 5 - Associative multiplication.
Theorem 3.1.4. Let OY be an integral local k-algebra and OX a flat OY -algebra
of rank d. Given a basis (zi)1≤i≤d−2 for F , a free summand of OX of rank d − 2,
suppose that the multiplication in OX can be written as
qi −
d−2∑
j=1
cijzj − di
cij , di ∈ OY , qi being
(
d−1
2
)− 1 quadratic forms in the zi such that in(IX) = (qi) is
a Gorenstein ideal. Then the cijk, dij satisfy the relations in Iq, q = (qi)1≤i≤j≤d−1,
whose generators have degree smaller or equal to two and all the dij can be written
as quadratic forms in the cijk.
Furthermore, if q, q′ are two sets of generators for in(IX), then Iq ∼= Iq′.
Proof. The first sentence in both theorems follows from the discussion above. The
statement about the ideal Iq is a corollary of proposition 5.2.1 and 5.3.1 respectively.
The theorems above seem a bit vague and out of context but they will be
useful as the process of extension to determine Iq finishes for a k large enough such
that
k ≥ max
i
{deg(di ◦ di+1)}
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where di is the i-syzygy matrix on a free resolution of the ideal in(IX). In both
cases k = 3 and if one checks associativity directly from the equations there will be
linear, quadratic and cubic equations. Theorem 3.1.3 and 3.1.4 prove that they are
generated by the linear and quadratic ones.
3.2 Global analysis
Given a covering map ϕ : X → Y of degree d, as topological spaces we can write the
following short exact sequence
Fd ↪→ X  Y
where Fd is just a set of d points. If for all y ∈ Y the fibres ϕ−1(y) ⊂ X are
homeomorphic the sequence is called a fibre bundle (see [Hat02, p.375]). Important
to notice that X is not determined by Fd and Y , e.g. just take a section in the
Mo¨bius strip and a trivial double cover over a circle.
For covering maps, although it is still not enough to know the base and the
fibre structure to determine X, we want to show it is enough to know the base and
the stalk over any point in Y .
Proposition 3.2.1. Given a covering map ϕ : X → Y and F an OY -module such
that X ↪→ A(F)  Y . Then OX is determined by the stalk IX,y := IX ⊗ OY,y ⊂
OA(Fy) for any point y ∈ Y .
Proof. Given a covering map ϕ : X → Y , taking the stalk at a point y ∈ Y we have
the short exact sequence
0→ IX,y → OA(Fy) → i∗OX,y → 0.
Let (z1, . . . , zr) be a basis for Fy and (f1, . . . , fm) a set of generators for IX,y
fi ≡ qi −
∑
j
cijz
j
with Nr 3 j, deg(j) < deg(qi), qi generators of in(IX,y) and cij ∈ OY,y satisfying
the relations in Iq. If we take an open set U ⊂ Y such that all cij ∈ OY (U), then
for any y′ ∈ U , the image of the cij in OY,y′ also satisfy the relations in Iq (as
OY (U) ↪→ OY,y because Y is integral by assumption).
Furthermore, given any other point y′ ∈ U ′ ⊂ Y , as Y is irreducible and
the transition morphisms in A(F) are given by OY -linear automorphisms, we can
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compute i∗OX |U ′ . Note that if IX,y′ is generated by f ′i , in(IX |U ′) ∼= in(IX |U ) and
Iq ∼= Iq′ .
Important to notice that in the proof above we used a local basis of F to
define the structure of Iq. As we will see in Proposition 4.4.2 a general triple cover
ϕ : S → P2 such that ϕ∗OS = OP2⊕Ω1P2 is a smooth surface which implies that each
fibre is Gorenstein but by construction each fibre is defined by three equations of the
form zizj =
∑2
k=1 cijkzk + dij , for 1 ≤ i ≤ j ≤ 2, which could be Cohen–Macaulay
but not Gorenstein. As described in [CE96] such triple cover is Gorenstein as it is
generated by a cubic polynomial obtained by eliminating one of the variables zi but
such construction does not appear naturally from the structure of ϕ∗OS .
Having so, the proposition above shows that the ideal Iq is fundamental as
the structure of a stalk give us the structure of OX . On the other hand, remember
that the relations in Iq treat the entries cij as token variables and in the proof above
we start with coefficients cij for a given stalk IX,y.
If OY,y is a regular k-algebra with maximal ideal my ⊂ OY,y generated by
(x1, . . . , xn), one way to choose the cij would be to write them as
cij =
∑
k
αijkx
k
deg(k) = deg(qi) − deg(j), αijk ∈ k satisfying the relations in Iq. Then, picking
αijk for each open set of an open cover of Y , one could check impositions on them
brought by the gluing.
Example 3.2.2. Let ϕ : S → P2 be a triple cover such that ϕ∗OS = OP2⊕Ω1P2(−m).
Then following example 2.1.9 we have the embedding
S ↪→ A (Ω1P2) ∼= Proj(k[x0, x1, x2; y0, y1, y2]/(∑xiyi))
where deg(xi) = 1,deg(yj) = 2 + m. Following the results by Miranda for triple
covers, over the open set U = {x2 6= 0}, OS(U) is given by the equations
y20 = c1y0 + c0y1 + 2(c
2
1 − c0c2)
y0y1 = −c2y0 − c1y1 − (c0c3 − c1c2)
y21 = c3y0 + c2y1 + 2(c
2
2 − c1c3)
where ci ∈ OP2(U). As each yi has degree 2 and we are over the open set {x2 6= 0}, we
could take each ci as a sum of monomials in k[x0, x1, x
±
2 ]
(2+m) with token coefficients.
The problem with such approach is the computational effort needed to do
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so. For a general cover one would have to carry a large number of variables αijk
satisfying quadratic equations between themselves on which we would impose further
relations. So instead of starting with the stalk IY,y, we will start with the global
structure.
Recall that ϕ∗OX is a direct summand of R(F) =
⊕∞
n=0 Sym
nF . Let
Q be an OY -module generating (R(F)\ϕ∗OX), (z1, . . . , zr) a basis for Fy and
q = (q1, . . . , qn) a homogeneous one for Qy. We can write a general element in
Hom (Q, ϕ∗OX)⊗OY,y as
Φ|y(qi) =
∑
j
cijz
j
cij ∈ OY,y(U) for an open set U containing y.
Essentially, what we are doing is treating Φ as a general global section of
(Q∨ ⊗ ϕ∗OX)
∣∣
U . The advantage of doing so is that now the gluing given by the
transition morphisms in A(F) is guaranteed which was what we used in the proof
of Proposition 3.2.1.
Definition 3.2.3. Given a covering map ϕ : X → Y and F ,Q locally free OY -
modules such that X ↪→ A(F) Y and Q is a direct summand of R(F) for which
R(F) = Q · R(F)⊕ ϕ∗OX and Q ∩ ϕ∗OX = ∅. Then a morphism Φ ∈ Hom (Q,F)
is called a cover homomorphism if it induces a morphism Φ′ ∈ Hom (Q, ϕ∗OX)
that can be written as
Φ′|U (qi) =
∑
deg(j)<deg(qi)
cijz
j
for any open U ⊂ Y where the cij ∈ OY (U) satisfy the relations in Iq for (zi)≤i≤r,
q = (qi)≤i≤m local basis of F and Q.
The set of cover homomorphisms is denoted by CHom (Q,F).
As said before, the two cases we are most interested in are
1. ϕ : X → Y a general cover of degree d, ϕ∗OX = OY ⊕ E . Then F = E ,
Q = S2E .
By Theorem 3.1.3 and Proposition 3.2.1, a multiplication in ϕ∗OX defines and
is defined by Φ ∈ Hom (S2E , E) that locally satisfies the relations in Id. So we
are just keeping the notation introduced by Miranda.
2. ϕ : X → Y a covering map such that ϕ∗OX = OY ⊕ F ⊕ L, for a line bundle
L over Y which is a direct summand of S2F .
Theorem 3.1.4 and Proposition 3.2.1 guarantee that if the multiplication in
ϕ∗OX is given by an ideal IX such that in(IX) = Q ⊂ S2F is locally a Goren-
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stein ideal, then from Φ ∈ Hom (Q,F) we can construct Φ′ ∈ Hom (Q,OY )
that together define a Gorenstein covering map.
Important to notice that there is no reason to have a single Q, e.g. for First
Problem
(R(F)\ϕ∗OS) = OP2(−4)⊕5 ⊂ OP2(−4)⊕6
and there is not an unique way up to change of basis to choose 5 polynomials from
(zizj)1≤i≤j≤3 generating a Gorenstein ideal.
On the plus side, the obstructions brought by working with an irregular
surface will be of help. For the abelian surface with a polarization of type (1, 3) we
will have an unique Q as we are working with a Gorenstein cover.
3.3 Gorenstein Covers
A covering map ϕ : X → Y is called a Gorenstein covering map if all its fibres are
Gorenstein. For the method we want to use, we need a stronger assumption which
brings the next definition.
Definition 3.3.1. A covering map ϕ : X → Y is called a Gorenstein covering map
if there is a line bundle L in Y such that ωY ∼= L⊗kY , ωX ∼= ϕ∗L⊗kX , kX , kY ∈ Z.
This will be a method for us to be able to use the ideal in(IX) as the structure
of ϕ∗OX will be the same as the structure of the fibre as we prove now.
Proposition 3.3.2. Let ϕ : X → Y be a Gorenstein covering map of degree d, and
L the line bundle in Y such that ωY ∼= L⊗kY , ωX ∼= ϕ∗L⊗kX , kX , kY ∈ Z. Then
ϕ∗OX = OY ⊕F ⊕ L⊗kY −kX , m ∈ N.
Furthermore, X is contained in A(F).
Proof. DenoteOY (L⊗n) , ϕ∗ (L⊗m) byOY (n), OX(m) respectively. By lemma 2.2.1,
ϕ∗OX = OY ⊕ E for a locally free OY -module E , from where we get
ϕ∗ωX ∼= ϕ∗(OX(kX)) = OY (kX)⊕ E(kX).
At the same time, by adjunction formula, we have
ϕ∗ωX = Hom(ϕ∗OX , ωY ) = (ϕ∗OX)∨ ⊗ ωY = OY (kY )⊕ E∨(kY ),
which implies that ϕ∗OX = OY ⊕F ⊕OY (kY − kX) and F∨(kY − kX) ∼= F .
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As X is Gorenstein, OX,y is a Gorenstein local ring for all y ∈ Y , and the
socle of OX,y ⊗ k(y) is the term OY (kY − kX) ⊗ k(y) in ϕ−1(y). By Nakayama’s
lemma we can drop the −⊗ k(y) and we get a surjective morphism on the stalks
S2Fy → OY,y(kY − kX).
As F is a locally free sheaf, there is a surjective morphism S2F → OY (kY −kX).
Corollary 3.3.3. Let (S,L) be an abelian surface with a polarization of type (1, 3).
Then S ↪→ A
((
Ω1P2
)⊕2)
.
Proof. For an abelian surface with a polarization of type (1, 3), ωS ∼= ϕ∗OP2 and
ωP2 ∼= OP2
(
H−3
)
, where H is a hyperplane section.
We want now to show a continuation of Problem 2.1.13.
Example 3.3.4 (Future Work). Let ϕ : X → P3 be a Gorenstein covering map of
degree 20 such that
ϕ∗OX = OP2 ⊕
(
Ω1P3
)⊕3 ⊕ (Ω2P3)⊕3 ⊕OP2(−4).
From the inclusions Ω2P3 ⊂ S2
((
Ω1P3
)⊕3)
, OP3(−4) ⊂ S3
((
Ω1P3
)⊕3)
we can obtain
model for X such that
X ⊂ A
((
Ω1P3
)⊕3)
.
These are not all X with ϕ∗OX satisfying the splitting above as we are imposing
some structure on X. Without doing so we get a Gorenstein ideal of codimension
18 that should be more complex to study.
This is an interesting example as the fibre structure as a k-vector space is
not the traditional one described in proposition 2.2.6 generated by the identity, d−2
linear generators and a quadratic form as socle.
As rank(Ω1P3) = 3, the fibre as nine generators as an algebra that we denote
by yi, zj and wk, 0 ≤ i, j, k ≤ 2. The terms Ω2P3 will be generated by the nine
polynomials yi ∧ zj , zj ∧ wk, wk ∧ yi (where yi ∧ zj denotes yizj − yjzi for 0 ≤
i < j ≤ 2), and the socle will be the term yi ∧ zj ∧ wk (which represents the
polynomial
∑
(−1)σ(i,j,k)yizjwk for σ(i, j, k) the sign of the permutation (i j k)).
The diagram is the following
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yi ∧ zj ∧ wk
zj ∧ wk wk ∧ yi yi ∧ zk
yi zj wk
1
0 ≤ i, j, k ≤ 2.
3.4 Trace free basis
As described in section 2.2.1 in [Mir85] Miranda proves that given a locally free
OY -module of rank 2, E , any OY -linear map Φ : S3E →
∧2 E determines a unique
triple cover homomorphism Φ2 via the natural isomorphism from Hom(S
3E ,∧2 E)
to CHom(S2E , E) and vice-versa.
Recall that by the equations (2.4) this correspondence is given by
(z31 , z
2
1z2, z1z
2
2 , z
3
2) 7→ (−c0, c1,−c2, c3)
where (z1, z2) is a local basis for E and ci ∈ OY . To a certain level is just giving us
that a triple cover is defined by the four elements ci which is not a geometric result.
We want to address that question, what does it mean geometrically to choose
a trace free basis to write d points in Ad−1? Notice that the theorem seems to show
that given a triple cover on two variables, we can write it as a single cubic polynomial.
This is what we want to show.
Let Q = {q1, . . . , qd} be d general points in Ad−1 = Spec (k[z1, . . . , zd−1]).
By lemma 2.2.1 we can assume that the equations defining the points Q are trace
free. Denote by IQ ⊂ k[zi] the ideal defined by such equations
IQ =
(
∀i≤j , zizj =
∑
k
cijkzk + dij
)
.
By a linear change of variables, z′i =
∑
j αijzj , we can assume z
′
j(qi) = δij ,
for 1 ≤ i, j ≤ d − 1, and, as by lemma 2.2.1 a trace free basis is trace free after a
change of basis, we can evaluate z′i(qd).
Evaluating the polynomial (z′1)2 =
∑
c11jz
′
j + d11 in the d points we get,
1 = c111 + d11
0 = c11i + d11 for 2 ≤ i ≤ d− 1
(z′1(qd))2 =
∑
c11iz
′
i(qd) + d11
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from which we get, c111 = 1− (z
′
1(qd))
2−z′1(qd)
1−(∑j z′j(qd)) , 1− (∑j zj(qd)) 6= 0 as equality would
imply that the d points to be in the hyperplane
∑
zi = 1. Evaluating the polynomial
z′1z′i =
∑
c1ijz
′
j + d1i, for i 6= 1,{
0 = c1ij + d1i for 1 ≤ j ≤ d− 1
(z′1z′i)(qd) =
∑
c1ijz
′
j(qd) + d1i
we find c1ii = − (z
′
1z
′
i)(qd)
1−(∑j z′j(qd)) . tr(z′1) = ∑i c1ii = 0 which implies that z′1(qd) = −1
and, by the same argument, for all i, z′i(qd) = −1. In particular, we get the following
proposition.
Proposition 3.4.1. Given Q = {q1, . . . , qd} ⊂ Ad−1 a set of d generic points and
(z1 . . . , zd−1) a trace free basis for the zero ideal IQ ⊂ k[z1, . . . , zd−1]. Then∑
j
zi(qj) = 0
The following lemmas will be of use to prove rationality of Alev(1,3).
Lemma 3.4.2. Let IQ ⊂ k[z1, . . . , zd−1] be an ideal generated by the equations
∀i≤j , zizj =
∑
k
cijkzk + dij
where the cijk, dij satisfy the relations in Id. Then Q generates Ad−1 or there are
two or more points that coincide.
Proof. Assume the d points in Q to be distinct and not generating Ad−1. Then by
change of variables we can assume zd−1(q) = 0 for all q ∈ Q. This implies
Rad (IQ) = (zd−1) · IQ,
where Q is the set of points in Ad−2 obtained by projecting Q from (0, . . . , 0, 1). As
zd−1(q) = 0 for all q ∈ Q, the ideal IQ contains the equations
∀1≤i≤j≤d−2, zizj =
∑
k
cijkzk + dij .
Hence Q is a set with d− 1 points which is a contradiction.
Remark 3.4.3. Let cijk, c
′
ijk ∈ k coefficients of the equations defining covering
maps of degree d over a point. The lemma above shows that if the cijk and c
′
ijk are
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not in the branch locus then, via a GL(d− 1, k) change of variables in k[zi], we can
send the cijk into c
′
ijk.
Lemma 3.4.4. Let IQ ⊂ k[z1, z2] be an ideal generated by the equations
z21 = c1z1 + c0z2, z1z2 = −c1z1 − c2z2, z22 = c3z1 + c2z2.
If the ci are not in the branch locus of a triple cover then the 2× 2 matrices that fix
these equations are a representation of the symmetric group S3 in GL(2, k).
If (c0, c1, c2, c3) = (0, 1, 1, 0) then these matrices are(
1 0
0 1
)
,
(
0 1
−1 −1
)
,
(
−1 −1
1 0
)
,
(
0 1
1 0
)
,
(
−1 −1
0 1
)
,
(
1 0
−1 −1
)
.
Proof. By Lemma 3.4.6 with a change of variables we can choose the (ci) to be
(0, 1, 1, 0) and the result comes from the second statement.
The action of
(
a b
c d
)
∈ GL(2, k) in the equations can be written as
 z
2
1
z1z2
z22
 =
 a
2 2ab b2
ac ad+ bc bd
c2 2cd d2

−1 1 0−1 −1
0 1
( a b
c d
)(
z1
z2
)
.
The system of equations
 a
2 2ab b2
ac ad+ bc bd
c2 2cd d2

−1 1 0−1 −1
0 1
( a b
c d
)
=
 1 0−1 −1
0 1

have as solutions the set of matrices claimed above.
3.4.1 Affine vs. Projective equations
Given d general points in Ad−1, picking a trace free basis allows us to treat them
as d points in kd−1 and as a trace free basis keeps being trace free after a change of
basis, we can also consider them as d points in Pd−2. The passage from one to the
other is simply a projection from the origin.
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For a general covering map of degree d, ϕ : X → Y , we can homogenize the
equations defining X ⊂ A(E) by adding a variable t (corresponding to OY ⊂ ϕ∗OX),
and then eliminate this variable from the ideal.
X
i

p|X // X˜
j

A(E) ⊂ P(ϕ∗OX)
pi
''
p // P(E)
pi′

Y
We get X˜ birational to X (birational as it is not defined when zi = 0 for all i). It
is well defined as all transition morphisms keep a basis trace free.
In theory such a change could make us lose information (as we should end
up with less equations) but given d points in Pd−2y , y ∈ Y , we can choose a basis
(z1, . . . , zd−1) and write them as qi = λi(qi1, . . . , qid−1). If we solve the linear system
in the λi
d−1∑
j=1
λjqji = 0
and fix the points q˜i = λiqi, we can get the equations in Ad−1 for a trace free basis
by Proposition 3.4.1.
Example 3.4.5. For d = 3, over an open U ⊂ Y and with a local basis (z, w), X|U
is given by the polynomials
z21 = (c1z1 + c0z2)t+ 2(c
2
1 − c0c2)t2
z1z2 = (−c2z1 − c1z2)t− (c1c2 − c0c3)t2
z21 = (c3z1 + c2z2)t+ 2(c
2
2 − c1c3)t2
where ci ∈ OY (U). By p that is just the elimination of the variable t in the ideal
generated by the three equations (see A.1.1) we get
FX |U := (c1c2c3 − 13c0c23 − 23c32)z31 + (2c21c3 − c1c22 − c0c2c3)z21z2
+(c21c2 + c0c1c3 − 2c0c22)z1z22 + (23c31 − c0c1c2 + 13c20c3)z32
(3.3)
Proposition 3.4.6. The branch locus of a triple cover in Y is defined locally by
4c0c
3
2 + 4c
3
1c3 + c
2
0c
2
3 − 3c21c22 − 6c0c1c2c3 = 0
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This is not a new result as we can find it in [Mir85, Lemma 4.2] but now we can
compute it directly.
Proof. The branch locus is given by the discriminant of the cubic FX |U . In appendix
A.1.2 we have the computations that show,
∆(FX |U ) = (4c0c32 + 4c31c3 + c20c23 − 3c21c22 − 6c0c1c2c3)3
The big question becomes how to go get the ci back from the polynomial
FX |U . Denoting by C the column matrix with the coefficients of FX |U in the order
(z31 , z
2
1z2, z1z
2
2 , z
3
2), its left kernel is generated by the rows of the matrix
MX |U :=
3c1 −2c2 c3 03c0 −c1 −c2 3c3
0 c0 −2c1 3c2

(see appendix A.1.3). If (c0, c1) or (c2, c3) are complete intersections then, using a set
of generators for the module ker(C), we can determine the quadruple (c0, c1, c2, c3)
by arranging them in a 3× 4 matrix like MX |U .
Notice that the coefficients of FX |U are in fact the minors of MX |U .
For d ≥ 4 it is not so simple. The cij have relations between them so the
computation of the elimination ideal is not so easy. On the other hand, we know
that d generic points in Pd−2 are given as zeros of a Gorenstein ideal generated by
d(d − 3)/2 quadratic homogeneous polynomials, for d = 4 it is generated by two
quadratic polynomials in three variables that we can see as a point in Gr(2, 6). By
[HM99, Theorem 3.1], the relations between the coefficients cijk defining four points
in A3 are the equations of the Plu¨cker embedding of Gr(2, 6) in P14.
We have not explored this relation further but we finish by proposing a
method to do so. We can say that d points in Ad−1 written using a trace free basis
are the GLd−1 orbits of the d− 1 vertex points and the point (−1,−1,−1, . . . ,−1)
by proposition 3.4.1. These are given by the zeros of the equations z
2
i = zi − 2d
(∑d−1
j=1 zj
)
+ 2d
zizj = −1d
(∑d−1
j=1 zj
)
+ 1d , i 6= j.
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Their projection in Pd−2 is given by the zeros of the equations
zizj = zkzl
for all (i, j, k, l) where i 6= j, k 6= l. So a starting point would be to compute the
equations obtained by the action of a general element of GL(d− 1, k) in each set of
such equations. This is just a computational approach to the problem. Of greater
value would be to predict the relations between the cijk for the equations defining
d points in Ad−1 for d > 4.
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Chapter 4
Commutative multiplication
As discussed in chapter 3, part of constructing a general cover is to find a cover
homomorphism Φ2 ∈ CHom
(
S2E , E). If E is a sum of line bundles the commutative
condition is trivial as we can pick a global basis for E , (z1, . . . , zd−1), and any map
of the form
zizj 7→
∑
cijkzk
i ≤ j, cijk ∈ OY . The goal of this chapter is to discuss the structure of the OP2-
module
CHom
(
S2
(
Ω1P2(−m)
)
,Ω1P2(−m)
)
for a non-negative integer m. Recall the free resolution of S2(Ω1P2(−m))
S2(Ω1P2(−m))
p←− OP2(−2m− 4)⊕6 M←− OP2(−2m− 5)⊕3 ← 0. (4.1)
As S2(Ω1P2(−m)) is the cokernel of M , for an OP2-module F , we treat a
morphism Φ ∈ Hom(S2(Ω1P2(−m)),F) as a morphism Φ˜ ∈ Hom(6OP2(−2m− 4),F)
such that Φ˜ ◦M = 0. As we will always be interested in locally free modules, the
starting point is the case F = OP2 .
4.1 Hom
(
S2
(
Ω1P2(−m)
)
,OP2
)
Using the notation introduced in example 2.1.9, let (y0, y1, y2) be a basis for Ω
1
P2(−m)
and write a basis for S2(Ω1P2(−m)) as the symmetric matrix
Y 2 :=
 y
2
0 y0y1 y0y2
y0y1 y
2
1 y1y2
y0y2 y1y2 y
2
2

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The relation given by M translates as Y 2x = 0, where x =
(
x0 x1 x2
)t
. So we
need to find a 3× 3 symmetric matrix, L, such that Lx = 0.
Lemma 4.1.1 (Kovacˇec Lemma). If L is a 3× 3 symmetric matrix in C[x0, x1, x2]
such that Lx = 0 then L = M3NM3 where N is a symmetric matrix and M3 is the
syzygy matrix of the ideal (x0, x1, x2),
M3 =
 0 x2 −x1−x2 0 x0
x1 −x0 0

Proof. It follows from the Koszul complex that Lx = 0 implies the existence of a
3× 3 matrix P such that L = PM3,
0 = Lx = Ltx = −M3P tx =⇒ P tx = λx,
=⇒ (P t − λI) = QM3
=⇒ L = −M3QM3 − λM3
⇐⇒ Lt = −M3QtM3 + λM3, λ ∈ C[x0, x1, x2]
taking N = − (Q+Qt)2 we get the result
Corollary 4.1.2. A morphism Φ ∈ Hom(S2(Ω1P2(−m1)),OP2(−m2)) can be written
as a 3× 3 matrix,
D = M3
d1 d2 d3d4 d5
d6
M3
di ∈ k[x0, x1, x2], deg(di) = 2m1−m2+2. In particular, Hom(S2Ω1P2 ,OP2(−3)) = 0.
4.1.1 Hom
(
S2
(
Ωn−1Pn (−m)
)
,OPn
)
We can generalize Lemma 4.1.1 to (n+ 1)× (n+ 1) symmetric matrices. From the
resolution of Ωn−1Pn (−m)
Ωn−1Pn (−m)← OPn(−n−m)⊕(n+1) ← OPn(−n− 1−m)← 0,
it will give us morphisms in Hom
(
S2
(
Ωn−1Pn (−m)
)
,OPn
)
.
Denote the vector
(
x0 x1 . . . xn
)t
by xn.
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Corollary 4.1.3. A (n+1)× (n+1) symmetric matrix L such that Lxn = 0 can be
decomposed as L = Mn+1NM
t
n+1 where Mn+1 is the first syzygy matrix of the ideal
(x0, . . . , xn) and N is a symmetric matrix.
Proof. Let’s assume the result true for k ≤ n− 1. If Lxn = 0, setting xn = 0,
L|xn=0 =
(
MnN1M
t
n MnN2
N3M
t
n N4
)
where N1 is a
(
n+1
2
)×(n+12 ) symmetric matrix, N2, N3 and N4 are (n+12 )×1, 1×(n+12 )
and 1× 1 matrices.
From the symmetry of L we have that N3M
t
n = (MnN2)
t so we can choose
N3 = N
t
2. By the homogeneity of the entries in L, the entries in N2 have degrees
≥ 1 which allows us to write N2 = N˜2xn−1.
As deg(N4) ≥ 2 we can write N4 = xtn−1N˜4xn−1, with N˜4 symmetric, which
gives us
L|xn=0 =
(
MnN1M
t
n MnN˜2xn−1
xtn−1N˜ t2M tn xtn−1N˜4xn−1
)
If xn 6= 0, to keep Lxtn = 0, L will be of the form
L =
(
MnN1M
t
n − xn(MnN˜2 + N˜ t2M tn) + x2nN˜4 MnN˜2xn−1 − xnN˜4xn−1
xtn−1N˜ t2M tn − xnxtn−1N˜4 xtn−1N˜4xn−1
)
which can be decomposed as
L =
(
Mn −xnIn
0 xtn−1
)(
N1 N˜2
N˜ t2 N˜4
)(
M tn 0
−xnIn xn−1
)
= Mn+1NM
t
n+1
which is exactly the decomposition we were looking for.
Corollary 4.1.4. Given a basis for Pn, Φ ∈ Hom(S2(Ωn−1Pn (−m1)),OPn(−m2)) can
be written as a (n+ 1)× (n+ 1) matrix,
D = Mn+1NM
t
n+1,
N a symmetric matrix with entries nij ∈ k[x0, . . . , xn], deg(nij) = 2n+2m1−m2−2.
Looking at Problem 2.1.13 and Example 3.3.4 we should be looking for the
OPn-module Hom(S2Ω1Pn ,Ω1Pn). In the next section we will say some words about
this case for P3.
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4.1.2 Hom
(
S2
(
Ω1P3(−m)
)
,OP3
)
Recall example 2.1.11, the generators for Ω1P3 are yij , 0 ≤ i < j ≤ 3, with relations,
0 y01 y02 y03
0 y12 y13
0 y23
− sym 0.


x0
x1
x2
x3
 = 0
Locally Ω1P3 is given by 3 elements, i.e. over the set Ui = {xi 6= 0} we can eliminate
the variables yjk when one of j, k is i. More than that, from the relation(
y01 y02 y03
)(
x1 x2 x3
)t
= 0,
by lemma 4.1.1, we have that y
2
01 y01y02 y01y03
y01y02 y
2
02 y02y03
y01y03 y02y03 y
2
03
 = M3
d1 d2 d3d4 d5
d6
M3
with di homogeneous polynomials in k[x0, . . . , x3].
Now we have to do the same computations for all the rows of the matrix
defining the relations between the yij and make the di agree globally. Notice that
not all pairs yij , ykl appear in a common line but all the yij generating Ω
1
P3 locally
do and the local structure will define a global one.
We will not show the final result as it is a simple computation that does
not bring much yet, but this was to show that the structure of Ω1Pn has so many
restrictions that all these constructions are simpler than expected and can be a link
to connect purely algebraic constructions with geometric objects.
4.2 Hom(S2(Ω1P2(−m)),Ω1P2(−m))
We want to describe the module Hom(S2(Ω1P2(−m)),Ω1P2(−m)) and the trace free
morphisms inside. By theorem 3.1.3 for d = 3 and the discussion in section 3.2,
this will be enough to completely describe the triple covering maps of degree 3,
ϕ : S → P2, such that
ϕ∗OS = OP2 ⊕ Ω1P2(−m).
Let Φ ∈ Hom (S2(Ω1P2(−m)),Ω1P2(−m)) and Φ˜ ∈ Hom (OP2(−2m− 4)⊕6,Ω1P2(−m))
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such that Φ˜ ◦M = 0.
S2(Ω1P2(−m))
Φ

OP2(−2m− 4)⊕6
Φ˜
vv
Φ′

poo OP2(−2m− 5)⊕3Moo 0oo
Ω1P2(−m) OP2(−m− 2)⊕3
qoo OP2(−m− 3)Noo 0oo
Applying the functor Hom
(OP2(−2m− 4)⊕6,−) to the lower exact sequence we get
0 = H1
(OP2(m+ 1)⊕6)← H0 (Ω1P2(m+ 4)⊕6)← H0 (OP2(m+ 2)⊕18)← . . .
so for any Φ˜ there exists Φ′ ∈ Hom(OP2(−2m − 4)⊕6,OP2(−m − 2)⊕3) such that
Φ˜ = q ◦ Φ′. Given a basis (xi, yi) for P2, Ω1P2 , we write Φ′ as
Y 2 = C0y0 + C1y1 + C2y2
where C0, C1, C2 are symmetric matrices in k[xi]. The ideal case would be to have
Ci = M3NiM3 but this is not necessarily true, just consider Ci = xiC for some
symmetric matrix C. On the other hand for this case we have Y 2 = C (
∑
xiyi) = 0
and this comes from the fact that Φ˜ ◦M = 0⇔ q ◦ Φ′ ◦M = 0⇒ Φ′ ◦M ∈ ImN .
Although we have this ambiguity in global terms, if Φ′1 =
∑
Ciyi and Φ
′
2 =∑
C ′iyi differ by an element
∑
(xiC)yi ∈ ImN , then locally they are the same. E.g.
take the open set U = {x2 6= 0} then
Φ′1|U =
1∑
i=0
(
Ci − xi
x2
Cn
)
yi =
1∑
i=0
(
C ′i −
xi
x2
C ′n
)
yi = Φ
′
2|U
and the morphisms to any other open set are just given by an OP2-automorphism.
All this discussion is still valid for morphisms between S2Ωn−1Pn and Ω
n−1
Pn
so we prove now that by a change of basis we can write all the Ci in the form
Mn+1NiMn+1.
Proposition 4.2.1. Given a morphism Φ ∈ Hom (S2(Ωn−1Pn (−m)),Ωn−1Pn (−m)) and
any basis (xi) for Pn, there is a basis (yi) for Ωn−1Pn such that Φ can be written as
Φ = C0y0 + · · ·+ Cnyn,
Cixn = 0 for all i.
Proof. Assume Φ can be written as C ′0y0 + · · ·+C ′nyn for a basis (xi, yi) of Pn,Ωn−1Pn .
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If C ′nxn = 0 then
Φ|{xn 6=0} ◦M = 0⇔ (xnC ′i − xiC ′n)xn = 0⇒ C ′ixn = 0
so we just need to make a change of variables in the yi such that C
′
nxn = 0.
Decomposing C ′n = Cn+xnC, where the entries of Cn are in k[x0, . . . , xn−1],
define Ci = C
′
i−xiC. Let Ĉn−1 be the submatrix of Cn with its first n columns and
n rows. Then Ĉn−1 satisfies Ĉn−1xn−1 = 0 as none of its entries has a multiple of
xn and (Ci − xi/xnCn)xn = 0.
We only have to deal with the last column and row of Cn. Choosing a
decomposition of Cn[n+ 1, n+ 1] = 2
(∑n−1
i=0 aixi
)
and changing variables yn 7→
yn−
∑
aixi and yi 7→ yi+xnai for i 6= n, only the last row and column of Cn change
and Cn[n+ 1, n+ 1] = 0. Cn has the form(
Ĉn−1 vt
v 0
)
where Ĉn−1xn−1 = 0. Using the same trick as in the beginning, we can get rid of
all the multiples of xn in v. With all the entries of v in k[x0, . . . , xn−1], a change of
variables yi 7→ yi − v[i] completes the proof.
Remember that being trace-free is a local property but the form Φ is written
above is a global decomposition that might not be trace-free.
Corollary 4.2.2. Given Φ ∈ Hom (S2(Ωn−1Pn (−m)),Ωn−1Pn (−m)) and any basis (xi)
for Pn, there is a basis (yi) for Ωn−1Pn such that we can write Φ as
∑
Ciyi and for all
open sets {xi 6= 0} the variables yj, j 6= i, are trace zero elements.
Proof. Using proposition 4.2.1, write Φ as
∑
Ciyi where Cixn = 0 for all i. If
xn 6= 0, we have that the trace of yi, i 6= n, is given by
tr(yi) =
∑
j 6=n
(
Cj − xj
xn
Cn
)
[i, j] =
n∑
j=0
(
Cj − xj
xn
Cn
)
[i, j] =
n∑
j=0
Cj [i, j]
In particular, tr(yi) does not depend on xi and we can define the row v as v[i] =
tr(yi). From the following equalities∑
i
xiv[i] =
∑
i
xi
∑
j
Cj [i, i+ j] =
∑
j
∑
i
xiCj [i, i+ j] = 0
one see that v can be written as v′Mn which allows to use the change of variables
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yi 7→ yi − v[i]n+1 and we are done.
Notice that the proof of corollary 4.2.2 is similar to the change of basis to
make a polynomial of degree n trace free, i.e., if we take the polynomial p(x) ∈ R[x],
p(x) = xn + an−1xn−1 + · · ·+ a1x+ a0, then the change of variables x 7→ x− an−1n
sends p(x) to a trace free polynomial.
In the case n = 2 we can write Φ ∈ Hom (S2(Ω1P2(−m)),Ω1P2(−m)) as
Y 2 = C0y0 + C1y1 + C2y2, Ci = M3
 ci1 ci2 ci3ci4 ci5
sym ci6
M3
where each cij is a polynomial of degree m. Using the change of variables described
in Corollary 4.2.2, Φ|{x2 6=0} can be written as
y20 =c1y0 + c0y1
y0y1 =− c2y0 − c1y1
y21 =c3y2 + c2y1
(4.2)
where each ci is of the form
c0 =x
2
2(c14)− x1x2(2c15 + c24) + x21(c16 + 2c25)−
x31
x2
(c26)
c1 =
1
3x
2
2(c04 + 2c12)− 23x1x2(c05 + c13 + c22) + 13x21(c06 + 2c23)
− 13x0x2(2c15 + c24) + 23x0x1(c16 + 2c25)−
x0x
2
1
x2
(c26)
c2 =
1
3x
2
2(2c02 + c11)− 13x1x2(2c03 + c21)− 23x0x2(c05 + c13 + c22)
+ 23x0x1(c06 + 2c23) +
1
3x
2
0(c16 + 2c25)−
x20x1
x2
(c26)
c3 =x
2
2(c01)− x0x2(2c03 + c21) + x20(c06 + 2c23)−
x30
x2
(c26)
(4.3)
From the open set {x2 6= 0} to any other {x1 6= 0} it is just a OP2–linear
transformation, so the 10 parameters
c01, 2c02 + c11, 2c03 + c21, c04 + 2c12, c05 + c13 + c22,
c06 + 2c23, c14, 2c15 + c24, c16 + 2c25, c26
describe all the morphisms in CHom(S2(Ω1P2(−m)),Ω1P2(−m)).
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To simplify notation we will denote the parameters above as
c01 β0 2c02 + c11 β01 c05 + c13 + c22 β012
c14 β1 2c03 + c21 β02
c26 β2 c04 + 2c12 β10
2c15 + c24 β12
c06 + 2c23 β20
c16 + 2c25 β21
so the equations over {x2 6= 0} look like,
c0 =β1x
2
2 − β12x1x2 + β21x21 − β2
x31
x2
c1 =
1
3β10x
2
2 − 23β012x1x2 + 13β20x21 − 13β12x0x2 + 23β21x0x1 − β2
x0x
2
1
x2
c2 =
1
3β01x
2
2 − 13β02x1x2 − 23β012x0x2 + 23β20x0x1 + 13β21x20 − β2
x20x1
x2
c3 =β0x
2
2 − β02x0x2 + β20x20 − β2
x30
x2
(4.4)
Because we are always allowed to multiply any element in CHom
(
S2Ω1P2 ,Ω
1
P2
)
by an element in k∗, for each choice basis (xi) and trace free basis (yi), we have a
correspondence between each morphism and a point in P9. In the next section we
will see how to choose a better trace free basis and the relation with the group whose
action fixes the abelian surface with a polarization of type (1, 3).
4.2.1 Group actions and change of basis
Recall that if (S,L) is an abelian surface with a polarization of type (1, 3) the
morphism ϕL is equivariant for the Heisenberg group H(3)e. Choosing coordinates
(x0, x1, x2) a representation of this group in PGL(3,C) is generated by σ′1, σ′2, τ ′
σ′1 =
0 1 00 0 1
1 0 0
 , σ′2 =
0 1 01 0 0
0 0 1
 , τ ′ =
1 0 00 ξ 0
0 0 ξ2
 (4.5)
ξ 6= 1 a cubic root of unity. Notice that σ′1, σ′2 generate the symmetric group S3 and
τ ′ generates the multiplicative group µ3. These elements act on the graded ring
R = C[x0, x1, x2, ; y0, y1, y2]/
(∑
xiyi
)
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deg(xi) = 1,deg(yi) = 2, as
σ1(xi, yi) = (σ
′
1(xi), σ
′
1(yi))
σ2(xi, yi) = (σ
′
2(xi), σ
′
2(yi))
τ(xi, yi) = (τ
′(xi), τ ′−1(yi))
These are actions of the groups in the scheme A
(
Ω1P2
)
= Proj(R), (see example
2.1.9). We will now find the conditions on the coefficients βi so that an element
Φ2 ∈ CHom
(
S2Ω1P2 ,Ω
1
P2
)
is an equivariant map for H(3)e.
Let us start with σ1. Over the open set U1 = {x1 6= 0}, Φ2|U1 is of the form,
y20 = c
′
1y0 + c
′
0y2
y0y2 = −c′2y0 − c′1y2
y22 = c
′
3y0 + c
′
2y2.
Applying σ1 we get
y21 = σ
′
1(c
′
1)y1 + σ
′
1(c
′
0)y0
y1y0 = −σ′1(c′2)y1 − σ′1(c′1)y0
y20 = σ
′
1(c
′
3)y1 + σ
′
1(c
′
2)y0,
which gives us that
c0 = σ1(c
′
3), c1 = σ1(c
′
2), c2 = σ1(c
′
1), c3 = σ1(c
′
0),
where the ci appear in Φ2|U2 (see 4.4), and the c′i in Φ2|U1 ,
c′0 =β2x
2
1 + β12x
2
2 − β21x1x2 − β1
x32
x1
c′1 =
1
3β10x
2
2 − 23β012x1x2 + 13β20x21 + 23β12x0x2 − 13β21x0x1 − β1
x0x
2
2
x1
c′2 =− 13β01x1x2 + 13β02x21 + 23β10x0x2 − 23β012x0x1 + 13β12x20 − β1
x20x2
x1
c′3 =β0x
2
1 − β01x0x1 + β10x20 − β1
x30
x2
(4.6)
As there is no relation between the xi we get the following equalities
β0 = β1 = β2
β01 = β12 = β20
β02 = β10 = β21.
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To compute the relations between the coefficients for the action of σ2 we just
need to apply it to the equations 4.4
y21 = σ2(c1)y1 + σ2(c0)y0
y1y0 = −σ2(c2)y1 − σ2(c1)y0
y20 = σ2(c3)y1 + σ2(c2)y0,
from where we get
σ2(c0) = c3, σ2(c1) = c2, σ2(c2) = c1, σ2(c3) = c0,
which brings the equalities
β0 = β1
β01 = β10
β02 = β12
β20 = β21.
For the action of τ ∈ µ3, we get the relations
τ(c0) = ξ
2c0, τ(c1) = c1, τ(c2) = ξc2, τ(c3) = ξ
2c3
from where we conclude
β01 = β02 = β10 = β12 = β20 = β21 = 0.
Proposition 4.2.3. Given a morphism Φ2 ∈ CHom
(
S2Ω1P2 ,Ω
1
P2
)
and basis (xi), (yi)
for P2,Ω1P2 such that Φ2|{x2 6=0} can be written as
y20 = c0y0 + c1y1
y0y1 = −c3y3 − c0y1
y21 = c2y2 + c3y1
with the ci as in 4.4. Then Φ2 is equivariant for the symmetric group S3 if,
β0 = β1 = β2
β01 = β02 = β10 = β12 = β20 = β21,
equivariant for the group µ3 if,
β01 = β02 = β10 = β12 = β20 = β21 = 0,
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and equivariant for the actions of σ1 and τ if,
β0 = β1 = β2
β01 = β02 = β10 = β12 = β20 = β21 = 0.
Notice that if Φ2 it is equivariant for σ1 and τ , it also is for σ2.
Remark 4.2.4. The choice of index in the coefficients β∗ was not random. If we
assign to the coefficient βi the monomial x
3
i , to βij the monomial x
2
ixj and to β012
the monomial x0x1x2, each of the actions σ1, σ2, τ change them exactly as if they
are acting on those monomials.
We have no explanation for this fact but it would be something worth further
exploration, first studying if we have such a relation for m > 0 and if get some similar
structure in the OP3-module CHom
(
S2Ω1P3 ,Ω
1
P3
)
.
Theorem 4.2.5. Given a general element Φ2 ∈ CHom
(
S2Ω1P2 ,Ω
1
P2
)
, there is a
choice of basis (xi) for P2 such that Φ2|{x2 6=0} can be written in the form 4.2 with
the following ci
c0 = β0x
2
2 − β0 x
3
1
x2
c1 = −23β012x1x2 − β0
x0x21
x2
c2 = −23β012x0x2 − β0
x20x1
x2
c3 = β0x
2
2 − β0 x
3
0
x2
In particular, Φ2 is equivariant for the groups S3, µ3.
The basis choice is only for the (xi) as the (yi) are fixed for each such choice
by the relation
∑
i xiyi = 0. The only change of basis left in the (yi) would be a
change
yi 7→ yi + v[i]
with v a 3×1 matrix such that∑i xiv[i] = 0, but such change would imply tr(yi) 6= 0.
Proof. In section 6.2.1 we see that a general morphism Φ2 ∈ CHom
(
S2Ω1P2 ,Ω
1
P2
)
generates a smooth model for an abelian surface with a polarization of type (1, 3)
and therefore, by a change of variables, we can make the basis (xi) equivariant for
H(3)e.
This is not a surprising result as a morphism in CHom
(
S2Ω1P2 ,Ω
1
P2
)
depends
on 10 parameters and dim (PGL(3,C)) = 8.
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4.3 Curve in the linear system |L|
Given a curve C in the linear system |L|, the linear system defining the covering
map ϕ : S → P2 such that ϕ∗OS = OP2 ⊕ Ω1P2 , we want to study ϕ|C .
Proposition 4.3.1. Given a general triple cover ϕ : S → P2 such that
ϕ∗OS = OP2 ⊕ Ω1P2
then, for a general line l ∈ P2, ϕ′ := ϕ|C : C → l ∼= P1 satisfies
ϕ′∗OC = OP1 ⊕OP1(−1)⊕OP1(−2),
with C ⊂ A (OP1(−1)), in particular, C is a elliptic curve that can be seen as the
zero of a cubic polynomial in P2.
Proof. Given a line l ⊂ P2,
A
(
Ω1P2(−m)
) ∣∣
l
∼= A (OP1(−m− 1)⊕OP1(−m− 2))
as from the free resolution of Ω1P2(−m)
Ω1P2(−m)← OP2(−m− 2)⊕3
M←− O(−m− 3)← 0,
by change of variables we can make the first entry of M to be l and denote the other
2 entries by x1, x2, from where we can decompose the resolution as the sum of the
following resolutions
OP1(−m− 2)← 0 and OP1(−m− 2)⊕2 ← OP1(−m− 3)← 0.
Using 2.1.3 and the fact that the cokernel of the second one is OP1(−m− 1) we get
the isomorphism as in example 2.1.2.
Taking a general morphism Φ2 ∈ CHom
(
S2Ω1P2 ,Ω
1
P2
)
we can assume l =
{x0 = 0} and get Φ2|{x2 6=0,x0=0} written with the equations in 4.2, where deg(y0) = 2,
deg(y1) = 1, with the following ci
c0 =β1x
3
2 − β12x1x22 + β21x21x2 − β2x31
c1 =
1
3β10x
2
2 − 23β012x1x2 + 13β20x21
c2 =
1
3β01x2 − 13β02x1
c3 =β0
(4.7)
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If Φ2 is general enough we can rescale yi and assume β0 = 1. Setting x2 = 1 we get
the equation
y21 = y0 +
(
1
3β01 − 13β02x1
)
y1
+29
(
(β201 − 3β10)− 2(β01β02 − 3β012)x1 + (β202 − 3β20)x21
)
,
which allows us to eliminate the variable y0 and get the single equation
y31 + 3
(
c1c3 − c22
)
y1 +
(
3c1c2c3 − c0c23 − 2c32
)
= 0.
The polynomial (c1c3 − c22) is quadratic and (3c1c2c3 − c0c23 − 2c32) cubic
in C[x1, x2]. As the coefficients of the ci are free we get any cubic polynomial in
C[x1, x2, y1] so in general it is smooth.
4.4 Constructions
In this section we want to say some words about the polarized surfaces (S,L), where
L is a base point free ample divisor, such that
ϕ∗OS = OP2 ⊕ Ω1P2(−m).
Proposition 4.4.1. [Mir85, Corollary 10.6] Assume that ϕ : S → P2 is a triple
cover with Tschirnhausen module Ω1P2(−m) with m ≥ 0. Then
1. q(S) = 0 if m ≥ 1; q(S) = 1 if m = 0.
2. pg(S) = m
2 − 1 if m ≥ 1; pg(S) = 0 if m = 0.
3. K2S = m(5m− 9).
4. e(S) = m(7m+ 9).
By theorem 3.1.3 for d = 3 and the discussion in section 3.2, we now
have the explicit construction of such surfaces as we understand the OP2-module
CHom
(
S2
(
Ω1P2(−m)
)
,Ω1P2(−m)
)
. The structure of these modules gives us for free
the following result.
Proposition 4.4.2. Consider a covering map of degree three, ϕ : S → P2, such
that ϕ∗OS = OP2 ⊕ Ω1P2(−m), m ∈ N. If ϕ is determined by a general morphism
Φ2 ∈ CHom
(
S2Ω1P2(−m),Ω1P2(−m)
)
, then S is smooth.
Proof. For m = 0 the magma code in appendix A.1.4 shows smoothness over the
open set {xi 6= 0} for general β∗.
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Singularities over the open set {x2 6= 0} are given by the vanishing of all the
2× 2 minors of the 3× 4 Jacobian matrix of the local equations of S and this is an
ideal in the variables x0, x1 that has no solution for m = 0.
For m > 0, we are changing the degree of the polynomials ci from 3 to 3+m.
If the coefficients of the terms added to the polynomial are general, the 2×2 minors
of the Jacobian matrix do not intersecting as well and the surface is smooth.
Note that by proposition 4.4.2 all the fibres are Gorenstein. If the fibre over
a point p ∈ P2 is defined with c0 6= 0, one may solve for y1 in terms of y0 and S will
be defined by
y30 − 3(c21 − c0c2) + (c0(c0c3 − c1c2)− 2c1(c21 − c0c2)) = 0,
and similar for c3 6= 0. If c0 = c3 = 0 then, assuming Φ2 is general, c1 6= 0 6= c2 and
using a linear change of basis we can get c′1 6= 0.
It does not agree with proposition 3.3.2 exactly because there is no line
bundle on P2 such that ωS|P2 = ϕ∗L.
4.4.1 Main Problem
Now we can apply the results from the chapter to our main problem. Let ϕ : S → P2
is a Gorenstein covering map of degree 6 such that
ϕ∗OS = OP2 ⊕ Ω1P2 ⊕ Ω1P2 ⊕OP2(−3).
By corollary 3.3.3 we have the embedding S ↪→ A (Ω1P2 ⊕ Ω1P2). We want to find the
initial ideal in(IS). As
S2
((
Ω1P2
)⊕2)
=
(
S2Ω1P2
)⊕3 ⊕OP2(−3)
and by corollary 4.1.2
Hom
(
S2Ω1P2 ,OP2(−3)
)
= 0
we get
Q = (S2Ω1P2)⊕3 .
We conclude that the Gorenstein covering maps solution we are searching for
are given by sections of the OP2-module
CHom
((
S2Ω1P2
)⊕3
,
(
Ω1P2
)⊕2)
.
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As A
(
Ω1P2 ⊕ Ω1P2
)
= Proj (k[xi; yi, zi]/ (
∑
xiyi,
∑
xizi)), 0 ≤ i ≤ 2, for a point
p ∈ {x2 6= 0} ⊂ P2 we have
q =
(
y20 y0y1 y
2
1 y0z0
1
2(y0z1 + y1z0) y1z1 z
2
0 z0z1 z
2
1
)
.
By theorem 3.1.4 the associative condition will give us Φ1 from Φ2, i.e. the
di will be given by quadratic equations on cij . In chapter 5 we will compute this
equations and the relations that the entries cij have to satisfy between themselves.
Recall that for an (1, 3)-polarized abelian surface (S,L) the covering map ϕL
is equivariant for the extended Heisenberg group He(3). As, by Proposition 4.2.3, a
He(3)-equivariant map in CHom(S2Ω1P2 ,Ω
1
P2) depends on two parameters (β0, β012),
we have a very small family of morphisms in Hom
((
S2Ω1P2
)⊕3
,
(
Ω1P2
)⊕2)
candidates
for solution.
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Chapter 5
Associative multiplication
Given a covering map ϕ : X → Y , OY an integral local k-algebra, let F be an
OY -module, rank(F) = r, such that there is an embedding i : X ↪→ A(F)→ Y .
Denote a basis for F by (z1, . . . , zr) so that we have the isomorphism OA(F) ∼=
OY [zi], and let (f1, . . . , fn) be generators of the ideal sheaf IX ⊂ OY [zi], where
fi = qi −
∑
j
cijz
j , j ∈ Nr,
qi generators of the ideal in(IX). In this chapter we want to determine the relations
between the cij so that the ideal IX is Cohen-Macaulay. In Lemma 5.1.2 we prove
that the minimal free resolution of IX and in(IX) have the same format and by
Nakayama’s lemma, the relations between the cij are kept in IX ⊗ k, so we can
consider cij ∈ k.
Starting with the ideal in(IX), generated by the homogeneous polynomials
q ∈ R = k[z1, . . . , zr], where we are considering that deg(zi) = 1, we want to add a
variable z0 with degree 1 so that the ideal generated by the polynomials qi + z0q
′
i,
q′i ∈ R[z0], has the same resolution.
This chapter is strongly based in the paper [Rei90] by Miles Reid. We will
start by briefly recalling some results from the paper and apply them to prove
theorems 3.1.3 and 3.1.4. In the end we use the theory to compute Iq for our main
problem, q as shown in section 4.4.1.
5.1 Preliminaries
The (more) general problem attacked in paper [Rei90] is the following:
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Problem 5.1.1. Given a graded ring R and a0 ∈ Z, a0 > 0, describe the set of
all pairs (z0, R), where R is a graded ring and z0 ∈ Ra0 a homogeneous, non-zero
divisor of degree a0 such that
R = R/(z0).
In this chapter, we will keep the notation of the problem. R for a graded ring,
R =
⊕∞
i=0Ri, R0 = k, and R = R/(z0), where z0 is a non-zero divisor in Ra0 . If
R is generated by (z1, . . . , zn), deg(zi) = ai, then R is generated by (z0, z1, . . . , zn).
Let S = k[z0, z1, . . . , zn] and S = S/(z0), then we can write the free resolutions,
R← P0 F←− P1 L←− P2 ← · · · ← Pc ← 0, (5.1)
where Pi ∼=
⊕
j S(−aij),
R← P0 f←− P1 l←− P2 ← · · · ← Pc ← 0, (5.2)
P i = Pi⊗S/(z0). If we denote by I the ideal such that R = S/I, F is a vector with
the generators for I, L its first syzygy matrix, f = F |{z0=0} and l = L|{z0=0}.
In chapter 3 we already claimed that if z0 is a non-zero divisor, then the
resolutions have the same format without proof. For completeness sake, we add the
result here.
Proposition 5.1.2. If z0 is a non-zero divisor in a ring R = S/I, then for all
i > 0, TorSi (R,S/(z0)) = 0.
Proof. Using the resolutions above, by exactness of tensor product on the right, we
have to prove first that P• is exact at P1. Denote by ¯ residue classes modulo z0.
If fv = 0, then Fv = z0w, for some w ∈ P0 and z0w ∈ I. As z0 is a non-zero
divisor in R, w ∈ I ⇒ w = Fv′ ⇒ F (v− z0v′) = 0. By exactness at P1, there exists
v′′ ∈ P2 such that v − z0v′ = Lv′′ and v = lv′′ as desired.
As z0 is a non-zero divisor on all Pi it is also in the image of all morphisms
Pi di−→ Pi−1 so we can apply the same argument to the sequence
0← im(di)← P ′i ← P ′i+1 ← P ′i+2,
and by induction we are done.
By the proposition above the resolution of R and R/(z0) have the same
format. Now we will show conditions on the Fi such that the resolution of R has
the same format as the one of R.
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Proposition 5.1.3. Given a ring R = S/I with a free resolution as in 5.2, if
every relation
∑
i lifi ≡ 0, where fi ∈ I, li ∈ S, lifts to a relation
∑
i LiFi, then the
resolution lifts to a resolution of R and R = R/(z0).
Proof. Let S = S[z0], I the ideal generated by Fi and let P• be its minimal free
resolution,
0← I d1←− P1 d2←− P2 ← · · · ,
Pi ∼=
⊕
j S(−aij), d1 is multiplication by F = (Fi), d2 by L.
By assumption, applying −⊗ S/(z0) to the exact sequence,
0← I F←−
⊕
j
S(−a1j) L←− ker(d1)← 0,
we get that TorS1 (I, S/(z0)) = 0. As z0 is a non-zero divisor for all Pi, we can use
proposition 5.1.2 and get TorSi (I, S/(z0)) = 0, for all i > 0, so P• is the lift of P•, a
minimal free resolution of I.
The proposition above solves the problem 5.1.1, the set of pairs (z0, R) such
that z0 ∈ Ra0 and R = R/(z0) can be given as the set of polynomials Fi extending
the relations fi of R such that the syzygies σi extend to Σi.
Definition 5.1.4. We call the following set the big Hilbert scheme of extensions of
R by a variable of degree a0
BH
(
a0, R
)
=
{
Fi = fi + z0gi,
Σi : Lij = lij + z0mij
∣∣∣∣∣∑
i
LijFi ≡ 0
}
where deg(z0) = a0 and Fi, Lij are homogeneous. BH(a0, R) has the structure of an
affine scheme with coordinates given by the coefficients of gi,mij .
The coefficients of gi,mij are finite in number and the conditions
∑
i LijFi
are a finite set of polynomial relations on these coefficients. We will present the
algorithm to compute the big Hilbert scheme of extensions that will give us the
structure of a fibre but we also need to show that these constructions are independent
of the choice of coordinates, which brings the next definition,
Notation 5.1.5. We call Hilbert scheme the following set,
H
(
R, a0
)
=
{∀R, z0|R/(z0) ∼= R}
The Hilbert scheme parametrises ideals I ⊂ k[z0, . . . , zn] such that (z0)∩I =
z0I, I/z0I = I and it might be seen as dividing the big Hilbert scheme by an
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equivalence relation
Fi ∼ Fi + z0
(∑
aijFj
)
, and similarly for the Σj .
Definition 5.1.6. Given a graded ring R and a degree a0, we call a ring R
(k)
together with a homogeneous element z0 ∈ R(k)a0 such that R = R(k)/(z0), a kth-
order infinitesimal extension of R if zk+10 = 0 and R
(k) is flat over the subring of
k[z0]/(z
k+1
0 ) generated by z0.
Based on this definition we can introduce the big Hilbert scheme of kth-order
infinitesimal deformations of R, BH(k)(a0, R) as the affine scheme parametrising the
polynomials
Fi = fi + z0f
′
i + z
2
0f
′′
i + · · ·+ zk0f (k)i ,
Lij = lij + z0l
′
ij + z
2
0 l
′′
ij + · · ·+ zk0 l(k)ij
for which the syzygies are satisfied up to kth order,∑
i
LijFi ≡ 0 mod xk+10
The Hilbert scheme H(k)(R, a0) parametrises ideals I(k) ⊂ k[z0, . . . , zn]/(zk+10 ) with
(z0) ∩ I(k) = x0I(k) and I(k)/x0I(k) = I.
For sufficiently large k, H(R, a0) = H(k)(R, a0), as the the syzygies
∑
i lijfi
are identities in fixed degrees and Fi, Lij have the same degrees as fi, lij . As soon
as
(k + 1)a0 = deg z
k+1
0 > max
(
deg
∑
i
lijfi
)
we get that that H(R, a0) ⊂ H(k)(R, a0). We can now describe a tower of schemes,
H→ · · · → H(k) → H(k−1) → . . .H(1) → H(0) = pt
where the morphisms H(k) → H(k−1) correspond to the forgetful maps R(k) →
R(k−1),
fi + z0f
′
i + z
2
0f
′′
i + · · ·+ zk0f (k)i 7→ fi + z0f ′i + z20f ′′i + · · ·+ zk−10 f (k−1)i
lij + z0l
′
ij + z
2
0 l
′′
ij + · · ·+ zk0 l(k)ij 7→ lij + z0l′ij + z20 l′′ij + · · ·+ zk−10 l(k−1)ij
57
Given the (k − 1)st order power series Fi and Lij satisfying∑
i
LijFi ≡ 0 mod zk0 (5.3)
an extension to the kth order is equivalent to fixing up new terms, f
(k)
i , l
(k)
ij , that
satisfy the same equation mod zk+10 . Writing down all the terms and, by 5.3, killing
the terms divisible by zk0 , we get
∑
i
lijf
(k)
i +
k−1∑
a=1
∑
i
l
(a)
ij f
(k−a)
i +
∑
i
l
(k)
ij fi ≡ 0 mod zk+10
This is a set of linear equations in the new unknowns f
(k)
i and l
(k)
ij . As the last term
in the left side is an element of I, working mod I
∑
i
lijf
(k)
i = −
k−1∑
a=1
∑
i
l
(a)
ij f
(k−a)
i = ψj ∈ R (5.4)
This is all one needs to carry the computations. The right-hand side of 5.4 is a
given vector ψ = {ψj} ∈
⊕
j R. If the left hand side fails to hit ψ, then there’s an
obstruction to extending R(k−1), if it does hit ψ, the ambiguity in the choice of f (k)i
is the vector space {f (k)i |
∑
lijf
(k)
i ∈ R}, that depends only on R and not on R(k−1).
5.2 Fat point deformation
Our goal is to determine the relations that the cijk, dij have to satisfy so that the
multiplication,
zizj =
∑
cijkzk + dij
where (z1, . . . , zd−1) is a basis for kd−1, is associative. In section 3.1, we saw that
this is equivalent to have the ideal (zizj −
∑
cijkzk − dij) being Cohen-Macaulay
with codimension d− 1.
Fix the basis (z1, . . . , zd−1). If we homogenize the ideal I with a non-zero
divisor variable z0, we get
I =
(
Fij := zizj −
(∑
k
cijkzk
)
z0 − dijz20
)
, 0 ≤ i < j ≤ d− 1
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Let S = k[z0, z1, . . . , zd−1] and R = S/I. Then we have the following exact sequence,
R← S (Fij)←−−− S(−2)⊕n1 L←− S(−3)⊕n2 ← · · · ← S(−d)⊕nd−1 ← 0 (5.5)
As z0 is a non-zero divisor, the resolution of R = R/(z0) has the same format
and what we are looking for is the set of all pairs (R, z0), deg z0 = 1, such that
R = R/(z0), the solution of problem 5.1.1, H
(
R, 1
)
.
We now have the generators for I, fij = zizj , with degree 2 and the syzygies
are generated by the relations zjfij−zkfik, for any i, j < k, the entries in the matrix
l := L(0, z1, . . . , zd−1) with degree 1. So we know that H
(
R
) ⊂ H(3) (R).
We want to describe the algorithm that we implement in a computer to
construct BH(R). Take the following matrices,
• f := (z21 , z1z2, . . . , zizj , . . . , z2d−1) ∈ Mat1×(d2)(A),
• z := (z1, . . . , zd−1) ∈ Mat(1×(d−1))(A),
• C := [cijk] ∈ Mat(d−1)×(d2)(A),
• D := [dij ] ∈ Mat1×(d2)(A),
• l ∈ Mat(d2)×(d−1)(d−12 )(A), the first syzygy matrix of I,
• N := [nij ] ∈ Mat(d2)×(d−1)(d−12 )(A).
where A = k[zi, cijk, dij , nij ]. The entries cijk, dij , nij are just token coordinates so
that we have a morphism A BH (R) where the ideal is given by the relations that
make the following equality true,
(
f + zCz0 +Dz
2
0
)
(l +Nz0) = 0
Decomposing the equality in powers of z0 we get the equations,
1. fl = 0
Always true by definition of syzygy.
2. z0 (fN + (zC) l) = 0
Allows us to write all nij as linear combination of the cijk and get linear
equations between the cijk.
3. z20 (zCN +Dl) = 0
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As we can write N with the entries of C, gives us identities dij = q(cijk), where
the q are quadratic polynomials on the entries cijk, and quadratic equations
in the cijk.
4. z30 (DN) = 0
Should give us cubic equations in the cijk but they will always be contained
in the ideal generated by the equations found before.
Proposition 5.2.1. In the setting described above, BH(R) = BH(2)(R).
Proof. By proposition 5.1.3 after the second step we have the resolution of R(2),
S(2)
d1←− S(2)(−2)⊕n1 d2←− S(2)(−3)⊕n2 d3←− · · · ← S(2)(−d)⊕nd−1 ← 0
where S(2) = S/(z30). For i > 1, the di are linear maps so di ◦ di+1 = 0 as maps in S
and not only in S(2) from where we get that rank(d2) =
(
d
2
)− 1. This implies that
the left kernel of d2 = (l +Nz0) is generated by a single vector, v ∈ S⊕n1 .
If deg(v) = 2 then v = d1. Assume that deg(v) > 2. Then we can write
v = αd1 + βz
3
0
α ∈ A, β ∈ Hom(S(−1 − a)⊕n1 , S), where a = deg(zi)(α) ≥ 1. We have the free
resolution
S
v←− S(−2− a)⊕n1 d2←− S(−3− a)⊕n2 d3←− · · · ← S(−d− a)⊕nd−1 ← 0
with the following Hilbert series
HS(t) =
1−n1t2+a+n2t3+a−···±nd−1td+a
(1−t)d
=
1−ta+ta(1−n1t2+n2t3−···±nd−1td)
(1−t)d
= ta
(
1+(d−1)t
1−t
)
+ 1−t
a
(1−t)d
The Hilbert function is dominated by the terms from 1−t
a
(1−t)d . This implies
that the projective dimension of Proj(S/Iv) is d − 2 and we conclude that the v
decomposes in two (or more) components. As
v ≡ αd1 mod z0
there is α′, β′ such that one of the components is generated by
v′ = α′d1 + β′z30
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with deg(α′) < deg(α). By induction we get deg(v) = 2 and we are done.
We just found that BH
(
R
)
is determined by BH(2)
(
R
)
. It’s important to
see that any linear change of coordinates in the basis (z1, . . . , zd−1) gives a new ideal
I that we can write again as a deformation of the same ideal (z′iz
′
j) so the ideal Id
is fixed by a change of basis. Furthermore, fixing the basis (z1, . . . , zd−1) to be a
trace free basis is just adding a set of linear equations in A and, as proved in lemma
2.2.1, these equations are independent of a choice of basis.
Example 5.2.2 (Triple Covers). Given a covering map of degree 3, ϕ : X → Y ,
ϕ∗OX = OY ⊕ E . Denoting by (z1, z2) a local trace-free basis for E|U , i.e. the
morphism Φ2 : S
2E|U → E|U is of the form
z21 = c1z1 + c0z2
z1z2 = −c2z1 − c1z2
z22 = c3z1 + c2z2
then the syzygy matrix is
(l +N) =
z1 − 2c1 c0z2 + c2 z1 + c1
c3 z2 − 2c2

that has left kernel generated by the 2× 2 minors of (l +N).
5.3 Gorenstein Fibre
For d ≥ 4, consider a Gorenstein ideal, I ⊂ k[z1, . . . , zd−2], generated by
(
d−1
2
) − 1
quadratic equations,
I =
fi := qi −∑
j
cijzj − di

where qi are homogeneous quadratic polynomials in the zi. As in the previous
section, if we homogenize I by adding a non-zero divisor variable z0, we get
I =
qi −
∑
j
cijzj
 z0 − diz20

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Let S = k[z0, . . . , zd−2] and R = S/I. As I is a Gorenstein ideal we have the
resolution,
R← S (fi)←−− S(−2)⊕n1 ← S(−3)⊕n2 ← · · · ← S(−d)← 0
The quotient by z0, R = R/(z0), has the same resolution format, I has qi as genera-
tors and we can run the same algorithm as before to find all pairs (R, z0), deg z0 = 1,
such that R = R/(z0).
Remember n1 =
(
d−1
2
)− 1, n2 = d(d− 2)(d− 4)/3, and take the matrices,
• q := (q1, . . . , qm) ∈ Mat1×n1(A),
• z := (z1, . . . , zd−1) ∈ Mat1×(d−2)(A),
• C := [cij ] ∈ Mat(d−2)×n1(A),
• D := [di] ∈ Mat1×n1(A),
• l ∈ Matn1×n2(A), the first syzygy matrix of I,
• N := [nij ] ∈ Matn1×n2(A).
where A = k[zi, cij , di, nij ]. The solution we are looking for is the ideal Jq ⊂
k[cij , di, nij ] such that(
q + zCz0 +Dz
2
0
)
(l +Nz0) ≡ 0 mod Jq
For d = 4, I is given by a complete intersection of two quadratic polynomials
so there are no obstructions to the deformation and for d = 5 we have a Gorenstein
ideal of codimension 3 so by Auslander-Buchsbaum theorem we have the resolution,
R← S ← 5S(−2) l←− 5S(−3)← S(−5)← 0
where l is a 5× 5 anti-symmetric matrix so N is also an anti-symmetric matrix and
the 5 equations are given by the Pfaffians of (l +N). For d ≥ 6, we can mimic the
argument of proposition 5.2.1
Proposition 5.3.1. In the setting described above, BH(R) = BH(2)(R).
Proof. For d ≤ 5 it is proven by the argument above. By proposition 5.1.3 after
the second step we have the resolution of R(2). The maps di for 2 ≤ i ≤ d − 3 are
linear maps so di+1 ◦ di = 0 as maps in S. As I(2) is Gorenstein, the resolution
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is symmetric, rank(d2) = rank(dd−3) =
(
d−1
2
) − 2 as a matrix over S so there is a
unique vector in the left kernel of d2, v ∈ S⊕n1 , such that
v = αd1 + βz
3
0 , α, β ∈ A
and the Hilbert series,
HS(t) = 1−n1t
2+a+n2t3+a−···±td+2a
(1−t)d−1
= 1−t
a∓td+a±t2d+a+ta(1−n1t2+n2t3−···±td)
(1−t)d−1
= ta
(
1+(d−2)t+t2
1−t
)
+ 1−t
a∓td+a±td+2a
(1−t)d−1 ,
a = deg(α). If deg(α) > 0, then for d odd we get a component with projective
dimension d−3, degree 0 and if d is even two components with dimension d−3 and
degree a which means we can cancel α and BH(R) = BH(2)(R).
The proposition proves the first statement of theorem 3.1.4. The second
statement comes from the construction, a change of basis (zi) will give I ′q isomorphic
to Iq, just the relation between BH(R) and H
(
R
)
. For Gorenstein covers it is not
so easy to talk about a trace-free basis but what we know is that for any cover of
codimension r we will always have r change of variables to use. This will be visible
in the main example that we will compute now.
5.3.1 Main Example
Following the discussion from section 4.4.1 and using the machinery described in
this chapter we want to describe the ideal Iq where
q =
(
y20 y0y1 y
2
1 y0z0
1
2(y0z1 + y1z0) y1z1 z
2
0 z0z1 z
2
1
)
. (5.6)
In appendix A.2 we have the calculations using Sage. The first step shows us that
Ct =

c32 + 2c43 −c33 −c13 c03
c53 c32 −c23 c13
−c52 2c42 + c53 c22 c23
c73 −c63 c32 c33
−12c72 + 12c83 12c62 − 12c73 c42 c43
−c82 c72 c52 c53
−c71 c61 c62 c63
−c81 c71 c72 c73
c80 c81 c82 c83

63
With a change of variables
y0
y1
z0
z1
 7→

y0 − (c32 + c43)
y1 − (c42 + c53)
z0 − (c62 + c73)
z1 − (c72 + c83)

we get the matrix
Ct =

c43 −c33 −c13 c03
c53 −c43 −c23 c13
−c52 −c53 c22 c23
c73 −c63 −c43 c33
c83 −c73 −c53 c43
−c82 −c83 c52 c53
−c71 c61 −c73 c63
−c81 c71 −c83 c73
c80 c81 c82 c83

=

c′11 c′10 c′01 c′00
−c′12 −c′11 −c′02 −c′01
c′13 c′12 c′03 c′02
−c′21 −c′20 −c′11 −c′10
c′22 c′21 c′12 c′11
−c′23 −c′22 −c′13 −c′12
c′31 c′30 c′21 c′20
−c′32 −c′31 −c′22 −c′21
c′33 c′32 c′23 c′22

In the last matrix we renamed the variables to have a better look at the
structure of C and we see that C has the same decomposition as a triple cover
homomorphism where each of the entries is a triple cover homomorphism,
Ct =
 C1 C0−C2 −C1
C3 C2
 , Ci =
 ci1 ci0−ci2 −ci1
ci3 ci2
 (5.7)
With the second step we get the vector D,
Dt =

−2c211 + 2c10c12 + 2c01c21 − c02c20 − c00c22
−c10c13 + c11c12 − 2c02c21 + c03c20 + c01c22
2c11c13 − 2c212 − c03c21 − c01c23 + 2c02c22
−c01c31 + c00c32 + c11c21 + c12c20 − 2c10c22
1
2(−c00c33 + c01c32 − 5c12c21 + c13c20 + 4c11c22)
c01c33 − c02c32 + c13c21 − 2c11c23 + c12c22
2c11c31 − c12c30 − c10c32 − 2c221 + 2c20c22
c12c31 + c10c33 − 2c11c32 − c20c23 + c21c22
−c13c31 − c11c33 + 2c12c32 + 2c21c23 − 2c222

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and all the quadratics equations that the cij need to satisfy,
Iq =

3c12c01 − 3c11c02 − c13c00 + c10c03
3c02c21 − 3c01c22 − c03c20 + c00c23
3c12c31 − 3c11c32 − c13c30 + c10c33
3c32c21 − 3c31c22 − c33c20 + c30c23
3c10c21 − 3c11c20 − c00c31 + c01c30
3c12c20 − 3c10c22 − c02c30 + c00c32
3c13c21 − 3c11c23 − c03c31 + c01c33
3c12c23 − 3c13c22 − c02c33 + c03c32
9c12c21 − 9c11c22 − c03c30 + c00c33
c02c31 − c01c32 − c13c20 + c10c23
Theorem 5.3.2. Given a basis (z1, z2, z3, z4) for k
4, the relations which must be
satisfied by the coefficients cij for the ideal defined by the equations
qi =
∑
cijzj + di
qi being the i
th entry of the vector q (5.6), to be Gorenstein are the equations of the
spinor embedding of the affine orthogonal Grassmannian aOGr(5, 10) in P15.
Let us recall the definition of OGr(5, 10). Consider the vector space V = C10
with p a nondegenerate quadratic form. Using a change of basis we can put p in the
form
p =
(
0 I
I 0
)
, that is, V = U ⊕ U∨.
A vector space F ⊂ V is isotropic if p is identically zero on F , for example U is an
isotropic 5-space. The orthogonal Grassmannian variety OGr(5, 10) is defined as
OGr(5, 10) =
{
F ∈ Gr(5, V )
∣∣∣∣ F is isotropic for pand dimF ∩ U is odd
}
.
The equations of aOGr(5, 10) can be written as the 10 equations centered at x,
xv − Pfaff M = 0 and Mv = 0
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where
M =

x12 x13 x14 x15
x23 x24 x25
x34 x35
−sym x45
 and v =

x1
x2
x3
x4
x5
 .
To read more about the orthogonal Grassmannian OGr(5, 10) and its construction
see [CR02].
Proof 5.3.2. Consider the matrices,
M =

3c21 c30 −c33 −c31
−c00 c03 c01
3c12 −c10
-sym c13
 , v =

c02
c32
c23
c20
3c22

then Iq is given by the equations{
3c11v − Pfaff(M) = 0
Mv = 0
that up to rescaling are the equations of aOGr(5, 10) centered at 3c11.
Exactly as in the general covers case we end up finding the structure of the
fibre being related with the structure of a Grassmannian but unfortunately we do
not have a interpretation for this fact. We hope that with the computation of more
examples some light will be shed in the topic.
A cover homomorphism in CHom
((
S2Ω1P2
)⊕3
,
(
Ω1P2
)⊕2)
can be written as
described in (5.7) from where we get the following result.
Proposition 5.3.3. Given a Gorenstein covering map, ϕ : S → P2, such that
ϕ∗OS = OP2 ⊕ Ω1P2 ⊕ Ω1P2 ⊕OP2(−3),
then the associative multiplication Φ ∈ Hom (S2 (ϕ∗OS) , ϕ∗OS) , is determined by
Φ2 ∈ Hom
(
S2Ω1P2 ,Ω
1
P2
)⊕ 6
which is generated by CHom
(
S2Ω1P2 ,Ω
1
P2
)⊕ 4
.
66
Proof. The first statement comes from the decomposition Φ = Φ1 ⊕Φ2 where Φ1 ∈
Hom
(
S2
(
Ω1P2 ⊕ Ω1P2
)
,OP2
)
and Theorem 3.1.4.
The form of the matrix C shows that locally Φ2 is generated by C0, C1, C2, C3
and so it is determined globally by a morphism in CHom
(
S2Ω1P2 ,Ω
1
P2
)⊕ 4
.
Additionally, we can determine CHom
(⊕9
i=1OP2(−4),
⊕4
i=1OP2(−2)
)
us-
ing Iq that will give a canonical model for S6, the surface satisfying pg(S6) =
3, q(S6) = 0,K
2
S6
= 6 (see Theorem 2.0.2). We will get a large number of equations
in the coefficients of each cij ∈ k[x0, x1, x2](2) but it shows how the study of irregular
varieties can bring new algebraic methods for regular varieties.
In the next sections we will show two simple models that end up being related
with two families for the abelian surface that were studied before.
5.3.2 First Model
In a quick glance at the equations in Iq, one can see index homogeneity (e.g. in
3c10c21 − 3c11c20 − c00c31 + c01c30 the indices add to the pair (3, 1)) which suggests
that as a first model we can use the case where all the Ci are all multiples of a
common factor C˜, i.e.
Ci = kiC˜,
C˜ =
 c1 c0−c2 −c1
c3 c2
 .
In 5.8 below one can see the equations. Important to see that in this model
we can use a use a GL(2) × GL(2) action on the basis (yi, zi) to change ci, ki, i.e.,
for g, h ∈ Mat2×2 consider the action,
g
(
y0 y1 z0 z1
)
7→
(
(y0 y1)g (z0 z1)g
)
h
(
y0 z0 y1 z1
)
7→
(
(y0 z0)h (y1 z1)h
)
.
By lemma 3.4.2, if (ki, ci) ∈
(
k4\Bltc
)2
, then we can change them at will. In
general we are not in such case but for this family of examples, for all i, ki ∈ k so
we can choose them to be in
(
k4\Bltc
)
.
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
y20 + k1(c1y0 + c0y1) + k0(c1z0 + c0z1)− 2(k21 − k0k2)(c21 − c0c2)
y0y1 − k1(c2y0 + c1y1)− k0(c2z0 + c1z1) + (k21 − k0k2)(c1c2 − c0c3)
y21 + k1(c3y0 + c2y1) + k0(c3z0 + c2z1)− 2(k21 − k0k2)(c22 − c1c3)
y0z1 − k2(c1y0 + c0y1)− k1(c1z0 + c0z1) + (k1k2 − k0k3)(c21 − c0c2)
1
2(y0z1 + y1z0) + k2(c2y0 + c1y1) + k1(c2z0 + c1z1)− 12(k1k2 − k0k3)(c1c2 − c0c3)
y1z1 − k2(c3y0 + c2y1)− k1(c3z0 + c2z1) + (k1k2 − k0k3)(c22 − c1c3)
z20 + k3(c1y0 + c0y1) + k2(c1z0 + c0z1)− 2(k22 − k1k3)(c21 − c0c2)
z0z1 − k3(c2y0 + c1y1)− k2(c2z0 + c1z1) + (k22 − k1k3)(c1c2 − c0c3)
z21 + k3(c3y0 + c2y1) + k2(c3z0 + c2z1)− 2(k22 − k1k3)(c22 − c1c3).
(5.8)
At this point we do not know exactly if this model brings six distinct points
for any quadruples (ki, ci) but for that we only need to compute its branch locus.
Proposition 5.3.4. The branch locus of a covering map which locally can be written
in the format (5.8) is given by the vanishing of the polynomial
(4k0k
3
2 + 4k
3
1k3 + k
2
0k
2
3 − 3k21k22 − 6k0k1k2k3)×
(4c0c
3
2 + 4c
3
1c3 + c
2
0c
2
3 − 3c21c22 − 6c0c1c2c3).
(5.9)
The branch locus is given by the projection on U ⊂ Y of the Jacobian matrix(
∂
∂yi
∂
∂zj
)
applied to the equations 5.8. We used Sage for the computation but
just by the equations it was expected as we see that the branch locus is the product
of branch locus of triple covers with coefficients ci and ki, see proposition 3.4.6.
Another relevant question is if this model will ever give us a smooth variety.
As for our main case we proved smoothness of triple covers such that ϕ∗OS =
OP2 ⊕ Ω1P2(−m), the following proposition will be enough.
Proposition 5.3.5. Let ϕ : X → Y over k be a covering map of degree 6. If for a
general y ∈ Y
OX,y ∼= OY,y[y0, y1, z0, z1]/I
where I is an ideal generated by polynomials with the format (5.8), then we can
decompose ϕ as
X
ρ−→ X ′ σ−→ Y,
where X ′ is a triple cover of Y , and X a double cover of X ′. Furthermore, if X ′ is
smooth then so is X.
Proof. If the ki are not in the zero locus of a triple cover, by lemma 3.4.2, we can
use a change of variables so that ki = (0, 1, 1, 0). Take the involution i : X → X,
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zi ↔ yi, then X/i ∼= X ′ and as this double covering map is unramified the last
statement follows.
Note that for degree reasons we might not be allowed to have a decomposition
like this, e.g., if deg(zi) 6= deg(yi). This motivates our next model.
5.3.3 Second Model
Suppose that in the decomposition 5.7, C0 = 0. Then we can compute the relations
between the cij easily
rk
(
c10 c11 c12 c13
c20 c21 c22 c23
)
= 0,
c13c30 − 3c12c31 + 3c11c32 − c10c33 = 0,
c23c30 − 3c22c31 + 3c21c32 − c20c33 = 0.
If there is no common divisor to the c0i, there is l ∈ OY (U) such that c2i = lc1i
for all i. By change of coordinates zi 7→ zi + lyi, we get C2 = 0 and the model is
very simple
y20 +c01y0 + c00y1 −2c211 + 2c10c12
y0y1 −c02y0 + c01y1 −c10c13 + c11c12
y21 +c03y0 + c02y1 +2c11c13 − 2c212
y0z1 −c01z0 + c00z1
1
2(y0z1 + y1z0) +c02z0 + c01z1
y1z1 −c03z0 + c02z1
z20 +c31y0 + c30y1 +2c11c31 − c12c30 − c10c32
z0z1 −c32y0 + c31y1 +c12c31 + c10c33 − 2c11c32
z21 +c33y0 + c32y1 −c13c31 − c11c33 + 2c12c32,
(5.10)
with the relation c13c30 − 3c12c31 + 3c11c32 − c10c33 = 0.
Taking c3i = c1i for all i gives us the First Model. As smoothness is an open
condition we can then argue that this model is smooth as well. If deg(c3i) > deg(c0i)
this model is not a degeneration of the First Model and the argument does not work.
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Chapter 6
Constructing varieties as
algebraic covers of the
projective plane
Recall that the main goal of this thesis is to solve Problem 1.0.1. Describe the section
ring of a surface (S,L) for which L is an ample base point free divisor inducing a
covering map ϕL : S → P2 such that
ϕ∗OS = OP2 ⊕ Ω1P2(−m1)⊕ Ω1P2(−m2)⊕OP2(−m1 −m2 − 3)
m1,m2 ∈ Z≥0.
We will start with the case m1 = m2 = 0, the section ring of an abelian
surface with a polarization of type (1, 3) and a canonical level structure. For this
case we can completely describe the family of section rings which we will use to
prove that Alev(1,3) is rational.
Using the structure of CHom
(
S2Ω1P2(−m),Ω1P2(−n)
)
for a pair (m,n) ∈ Z2≥0
we show models for any pair (m1,m2) using the same fibre structure used for the
abelian surface.
We finish this chapter with some words of conclusion for the Future Work
examples and new open problems related with constructing section rings for irregular
n-folds that are covers of Pn.
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6.1 (1, 3)-polarized abelian surface
Let (S,L) be an abelian surface with a polarization of type (1, 3). By Theorem
2.2.11, L defines a morphism ϕ : S → P2 such that
ϕ∗OS = OP2 ⊕ Ω1P2 ⊕ Ω1P2 ⊕OP2 .
From Corollary 3.3.3, we have an embedding
S ↪→ A := A (Ω1P2 ⊕ Ω1P2) ∼= Spec
⊕
n≥0
Symn
(
Ω1P2 ⊕ Ω1P2
)
so we have to determine IS ⊂ OA.
Corollary 4.1.2 states that Hom
(
S2Ω1P2 ,OP2(−3)
)
= 0. From the equality
S2
(
Ω1P2
)⊕2 ∼= (S2Ω1P2)⊕3 ⊕OP2(−3)
we conclude that IS is generated by a cover homomorphism in
CHom
((
S2Ω1P2
)⊕3
,
(
Ω1P2
)⊕2)
(see Definition 3.2.3 and section 4.4.1). Recall from chapter 2 that
A ∼= Proj
(
C [xi; yi, zi]
/(∑
xiyi,
∑
xizi
))
0 ≤ i ≤ 2. Using this choice of basis, in(IS,p) is locally generated by the polynomials
in the following vector
q =
(
y20 y0y1 y
2
1 y0z0
1
2(y0z1 + y1z0) y1z1 z
2
0 z0z1 z
2
1
)
p ∈ {x2 6= 0} =: U . IS,p is generated by the entries of the vector
q +
(
y0 y1 z0 z1
)
C +D
where C and D are a 4×9 and 1×9 matrices with entries cij , di ∈ OP2(U) satisfying
the relations in Iq. By Theorem 3.1.4 the di can be written as quadratic forms
in the cij which satisfy the relations given by the spinor embedding of the affine
orthogonal Grassmannian aOGr(5, 10) in P15, see Theorem 5.3.2.
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The linear relations between the cij show that C can be decomposed as C1 C0−C2 −C1
C3 C2

where is Ci is of the form
Ci =
 ci1 ci0−ci2 −ci1
ci3 ci2

Each Ci represents a morphism in CHom
(
S2Ω1P2 ,Ω
1
P2
)∣∣
U . Assuming that the
basis (xi) of P2 is so that ϕ is equivariant for the extended Heisenberg group H(3)e,
then by Proposition 4.2.3 the cij can be written as
ci0 = βix
2
2 − βi x
3
1
x2
ci1 = −23αix1x2 − βi
x0x21
x2
ci2 = −23αix0x2 − βi
x20x1
x2
ci3 = βix
2
2 − βi x
3
0
x2
The relation between the αi, βi so that the cij satisfy the relations in Iq is
3α0β3 − α1β2 + α2β1 − 3α3β0 = 0.
As we have the embedding S ↪→ A (Ω1P2 ⊕ Ω1P2)  P2 and for a p ∈ P2 the
structure of the stalk IS,p, by Proposition 3.2.1 we have the global structure of OS .
Notice that the matrix C has the structure of a triple cover homomorphism.
Furthermore, although we are not allowed a change of variables for the (xi) as we
picked a specific one so that ϕ is equivariant for H(3)e, we can use a change of
variables between the yi and zi, i.e. g ∈ GL(2,C) acts on (y0, y1, z0, z1) as
( yi zi ) 7→ ( yi zi )g
for all i. If we assume that (β0, β1, β2, β3) /∈ Bltc, i.e. the βi do not satisfy the
equation defining the branch locus of a triple cover, then using Lemma 3.4.2 there
is a GL(2,C)-change of variables as above such that
(β0, β1, β2, β3) 7→ (0, 1, 1, 0).
The relation between the αi becomes α1 = α2 and a cover homomorphism for an
abelian surface is determined by the three parameters α0, α1 = α2, α3 which proves
that Alev(1,3) is unirational.
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Theorem 6.1.1. The moduli space of abelian surfaces with a polarization of type
(1, 3) and canonical level structure Alev(1,3) is rational.
Proof. Denote by R(S,L)(αi) the section ring of a (1, 3)-polarized surface with a
model defined by (α0, α1, α3) and Proj
(
R(S,L)(αi)
)
by S(αi).
Let γ : S(αi) → S be an isomorphism. As S(αi) is a covering map it is defined
by a stalk over a point in P2 so γ is defined by the images γ(xi), γ(yi), γ(zi), 0 ≤
i ≤ 2. Recall from section 4.2.1 that the action of H(3)e on R(S,L)(αi) is linear
which implies that γ is H(3)e-equivariant and (γ(xi), γ(yi), γ(zi)) is a basis for which
ϕ′ : γ
(
S(αi)
)
= S → P2 is H(3)e-equivariant as well.
Using the basis (γ(xi), γ(yi), γ(zi)), a projective model for S depends on the
coefficients α′i, β
′
i. By a (γ(yi), γ(z1)) change of variables we can set (β
′
i) = (0, 1, 1, 0)
so that S = S(α′i) and we are looking for the automorphisms of R(S,L)(αi) that fix
xi and the coefficients βi. Using the following equalities
Hom
(
Ω1P2 ,Ω
1
P2
) ∼= H0 (P2, TP2 ⊗ Ω1P2) ∼= H0 (P2,OP2 ⊕ (S2Ω1P2) (−3)) ∼= C
these automorphisms are given by a (yi, zi) linear change of variables.
By Lemma 3.4.4 the morphisms that fix the βi are given by a representation
of S3 generated by the matrices I2×2, s, s2, r, sr, s2r where
s =
(
0 1
−1 −1
)
, r =
(
0 1
1 0
)
.
These elements act on (α0, α1, α3) as
s : (−α0 + α3,−α0 + α1,−α0)
s2 : (−α3, α1 − α3, α0 − α3)
r : (α3, α1, α0)
sr : (α0 − α3, α1 − α3,−α3)
s2r : (−α0,−α0 + α1,−α0 + α3).
With a change of basis
δ0 = α0 + α1 + α3, δ1 = −3α0 + α1 + α3, δ2 = α0 + α1 +−3α3
the action of S3 above is just the standard action generated by
s˜(δi) = δi+1, r˜(δi) = δ−i.
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As C[δ0, δ1, δ2]S3 ∼= C[s1, s2, s3] where si are the symmetric polynomials of
degree i we get that the moduli space Alev(1,3) is rational.
We want to connect our construction with the families studied in [BL94,
Cas99]. Taking α0 = α3 = 0 and a general α1, we get the First Model described in
section 5.3.2. By proposition 5.3.4, the branch locus is given by 3C ∈ P2, where C
is defined by the vanishing of the polynomial
(x60 + x
6
1 + x
6
2) + 2(2α
3 − 1)(x30x31 + x30x32 + x31x32)
−6α2(x40x1x2 + x0x41x2 + x0x1x42)− 3α(α3 − 4)(x20x21x22).
This was the case studied in [BL94].
Setting α0 = 0 and taking general α1, α3 we get the Second Model - section
5.3.3. This is the case of a bielliptic surface studied in [Cas99] as having C0 = 0
we can project to the triple cover ς : S′ → P2. S′ is a ruled surface as its Kodaira
dimension is −∞ and q = 1.
We can then decompose ϕ : S
ρ−→ S′ ς−→ P2, where ρ is a double cover. The
branch locus is 2C + C ′, where C is the curve giving the branch locus above with
the parameter α1 and C
′ := ς∗Bρ, Bρ the branch locus of the double cover ρ.
Unfortunately we do not have a relation with the parameter α3.
For the general model, [LS02, proposition 5.2] says that the branch locus
C ∈ P2 is a reduced and irreducible curve of degree 18. We do not know how to
relate the values of αi to the equation defining C and leave it as an open problem.
6.2 General Case
Assume in this section that (S,L) is a surface for which L is an ample base point
free divisor inducing a Gorenstein covering map ϕ : S → P2 such that
ϕ∗OS = OP2 ⊕ Ω1P2(−m1)⊕ Ω1P2(−m2)⊕OP2(−m1 −m2 − 3)
for general (m1,m2). Denote L := OS(1), then S satisfies
• L2 = 6, KS = (m1 +m2)L,
• if m1 = m2 = m, h1(S,OS(m)) = 2, 0 otherwise,
• if m1 6= m2, h1(S,OS(mi)) = 1, 0 otherwise,
• pg = h0(ωS) = h0(OP2(−3)⊕ Ω1P2(m1)⊕ Ω1P2(m2)⊕OP2(m1 +m2)).
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In particular, for m1 = 0,m2 = 1 we have an irregular surface for which K
2
S =
6, pg(S) = 3, q = 1. We want to present algebraic models for all pairs (m1,m2).
6.2.1 m1 = m2 = m
If m = m1 = m2 then Hom
(
S2
(
Ω1P2(−m)
)
,OP2(−2m− 3)
)
= 0 by Corollary 4.1.2.
This implies that the covering maps are constructed by cover homomorphisms in
CHom
((
S2
(
Ω1P2(−m)
))⊕3
,
(
Ω1P2(−m)
)⊕2)
and the ideal Iq is exactly the same as the one for the abelian case. The only
difference is that each Ci in the decomposition of C is generated by maps in
CHom
(
S2
(
Ω1P2(−m)
)
,Ω1P2(−m)
)∣∣
U .
Take Ci = kiC where (k0, k1, k2, k3) /∈ Bltc and C generated by
c0 =β1x
2
2 − β12x1x2 + β21x21 − β2
x31
x2
c1 =
1
3β10x
2
2 − 23β012x1x2 + 13β20x21 − 13β12x0x2 + 23β21x0x1 − β2
x0x
2
1
x2
c2 =
1
3β01x
2
2 − 13β02x1x2 − 23β012x0x2 + 23β20x0x1 + 13β21x20 − β2
x20x1
x2
c3 =β0x
2
2 − β02x0x2 + β20x20 − β2
x30
x2
β∗ homogeneous polynomials of degree m in C[x0, x1, x2]. Then by Proposition 5.3.5
ϕ decomposes as
S
ρ−→ S′ σ−→ P2,
where ρ is a double cover and σ a triple cover such that σ∗OS′ = OP2 ⊕ Ω1P2(−m).
By Proposition 4.4.2, S′ is smooth and so S is smooth as well.
Notice that for m = 0, as the Kodaira dimension of S is zero, q(S) = dim(S)
and S is smooth for a general morphism in CHom
(
S2Ω1P2 ,Ω
1
P2
)
, S is an abelian
surface with a polarization of type (1, 3). Then we can make a change of basis in P2
such that the morphism ϕ is equivariant for H(3)e.
6.2.2 m1 < m2
If m1 < m2 then we no longer have necessarily in(IS) locally generated by the
entries in the vector q. Nonetheless we will still use the ideal Iq and the cover
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homomorphisms in
CHom
(
S2Ω1P2(−2m1,−m1 −m2,−2m2),Ω1P2(−m1,−m2)
)
where for an OP2-module F , F(n1, . . . , nk) denotes F ⊗
(⊕k
i=1OP2(ni)
)
.
As CHom
(
S2Ω1P2(−2m1),Ω1P2(−m2)
)
= 0 for degree reasons, we have C0 = 0
and we can only use the Second Model from section 5.3.3. Via change of variables
we can also assume C2 = 0 and the cover homomorphism is determined by C1 and
C3 under the relation
c13c30 − 3c12c31 + 3c11c32 − c10c33 = 0. (6.1)
For m1 = 0,m2 = 1, the irregular surface case, in Appendix A.3.2 we prove
that for a general C1, C3 satisfying the relation above we get a smooth surface. We
conjecture that this is true for general m1 < m2 but we do not have a proof.
6.3 Future Work
The biggest question this thesis leaves open is the following.
Problem 6.3.1. Let Q ⊂ A4 = Spec(k[y0, y1, z0, z1]) be a set of six points whose
vanishing ideal IQ is generated by
q =
(
y20 y0y1 y
2
1 y0z0
1
2(y0z1 + y1z0) y1z1 z
2
0 z0z1 z
2
1
)
.
Find a reason for the ideal Iq to be isomorphic the spinor embedding of the affine
orthogonal Grassmannian aOGr(5, 10) in P15.
Recall that in [HM99] it was proven that for a general quadruple cover I4
is generated by the equations defining the Plu¨ker embedding of the Grassmannian
Gr(2, 6) in P14 and in section 3.4, using a projection, we found that they can be
defined by 2 elements in the 6 dimensional space k[z1, z2, z3]
(2).
Besides Problem 6.3.1, further exploring this relations for covers of degree
d > 4 to the point we can predict the ideals Iq for simple q would be worth pursuing,
e.g. q = (zizj), q given by local generators for Yn, Y
′
n, Xn described below.
The computational aspect of studying general covering maps of degree d can
be done using the algorithm explained in chapter 5. The problem is that for large
d the number of variables and equations defining Id will be quite large. For this
reason we propose the following problem.
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Problem 6.3.2. Let ϕ : Yn → Pn be a covering map of degree n+ 1 such that
ϕ∗OYn = OPn ⊕ Ω1Pn .
Describe its section ring.
In section 4.1.2 we gave some hints in how to describe the elements in
Hom
(
S2Ω1P3 ,OP3
)
. Getting their full description and similarly for other Pn will
be the first step to solve problem 6.3.2. Exactly as for the case of P2, for Pn the
number of coefficients defining such morphism is small (relative to its degree and
number of variables) and these can be determined using Kovacˇec Lemma. Then,
even if the ideal In+1 is generated by a large number of polynomials, the obstructions
brought by the structure of Ω1Pn might make it a simple problem.
A continuation of the problem above is the following.
Problem 6.3.3. Describe the section ring of Y ′n where ϕ : Y ′n → Pn is a covering
map of degree 2n+ 2 such that
ϕ∗OY ′n = OPn ⊕ Ω1Pn ⊕ Ωn−1Pn ⊕OPn(−n− 1).
This problem is a generalization to Pn of the main problem solved in this
thesis. In particular, notice that for a point p ∈ Pn the fibre ϕ−1(p) is given by the
vanishing of a Gorenstein ideal. We believe that the ideal Iq, where q is a set of
local generators for the ideal in(IY ′n), is related with the one for our case from the
similarities in the structure of ϕ∗OY ′n with the structure of ϕ∗OS for the abelian
surface with a polarization of type (1, 3). In specific, we have Y ′n ⊂ A
(
Ω1Pn ⊕ Ωn−1Pn
)
and the socle term in ϕ∗OY ′n is the wedge product of the two summands defining
the ambient space.
Problem 6.3.4. Describe the section ring of Xn where ϕ : Xn → Pn is a covering
map of degree
(
2n
n
)
such that
ϕ∗OXn =
n⊕
i=0
(
ΩiPn
)⊕(ni) .
The varieties Xn are a different generalization of our main problem. As
explained for the case n = 3 in Example 3.3.4, given a point p ∈ Pn, the fibre
ϕ−1(p) does not have the typical decomposition a Gorenstein fibre has, i.e.
ϕ−1(p) ∼= k 〈1, z1, . . . , zd−2, q〉
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where the zi are generators of ϕ
−1(p) as a k-algebra and the socle q is a quadratic
term in the zi. Instead, as a k-vector space, the fibre will have generators in n+ 1
degrees corresponding to the summands ΩiPn that, as a k-algebra, will be polynomials
of degree i in the generators of Ω1Pn .
The interest in studying these varieties is mainly related with the study of
high codimensional Gorenstein ideals but it is also interesting to study the geometry
of so many points in a relatively small dimensional space.
Proposition 6.3.5. If n > 2, a general Yn, Xn is singular.
Proof. (Sketch) Notice that hi (Xn,OXn) =
(
n
i
)
. Then, if Xn is smooth it would be
a n-dimensional abelian variety. By Riemann–Roch for abelian varieties
χ(L) = Ln/n!
where L is the line bundle defining the morphism ϕ : Xn → Pn from where we have
Ln = deg(ϕ) =
n∑
i=0
(
n
i
)
=
(
2n
n
)
.
Then χ(L) = n+ 1 only if n = 2.
We can construct Xn as an unramified cover of Yn as for the First Model
(see section 5.3.2). Smoothness of Yn would then imply the existence of a smooth
Xn which is only true for n = 2.
This brings the last problem we leave in this thesis.
Problem 6.3.6. Let n > 2 be an integer. Determine the singularities of a general
model for Yn, Y
′
n, Xn.
It does not fall in the construction type of problem that this thesis was all
about but the question of understanding the singularities of high codimensional
ideals is an interesting one. Recall that Beauville proved in [Bea79] that if pg(S) =
3, q(S) = 0 for a surface S, then K2S ≤ 36. Together with Theorem 2.0.2 that says a
regular surface such that pg(S) = 3,K
2
S = d is given by the vanishing of a Gorenstein
ideal with codimension d−2, we should expect singularities to be attached with high
codimension ideals.
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Appendix A
Computations
A.1 Triple cover
A.1.1 Elimination Ideal
RR<t,z,w,a,b,c,d> := PolynomialRing(Rationals(), 7);
Mat := Matrix(3, [z+a*t, w-2*d*t, c*t, b*t, z-2*a*t, w+d*t]);
Mat;
II := Minors(Mat,2); Ideal(II);
EliminationIdeal(Ideal(II), 1);
A.1.2 Branch locus
S.<a,b,c,d>=QQ[]
f1=a*c*d-(1/3)*b*c*c-(2/3)*d*d*d
f2=2*a*a*c-a*d*d-b*c*d
f3=a*a*d+a*b*c-2*b*d^2
f4=(2/3)*a^3 - a*b*d + (1/3)*b^2*c
F=f2^2*f3^2-4*f1*f3^3-4*f2^3*f4-27*f1^2*f4^2+18*f1*f2*f3*f4
F.factor()
A.1.3 Kernel of C
RR<a,b,c,d> := PolynomialRing(Rationals(), 4);
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C := Matrix(1,[
a*c*d-(1/3)*b*c*c-(2/3)*d*d*d,
2*a*a*c-a*d*d-b*c*d,
a*a*d+a*b*c-2*b*d^2,
(2/3)*a^3 - a*b*d + (1/3)*b^2*c
]);
Kernel(C);
A.1.4 Triple cover Smoothness
KK := FiniteField(997);
P<y0,y1,z0,z1,x0,x1> := AffineSpace(KK,6);
x2:=1;
b0:=Random(996); b1:=Random(996);
b2:=Random(996); b01:=Random(996);
b02:=Random(996); b10:=Random(996);
b12:=Random(996); b20:=Random(996);
b21:=Random(996); b012:=Random(996);
c00:=(1/3)*b10*x2^2 -(2/3)*b012*x1*x2 +(1/3)*b20*x1^2
-(1/3)*b12*x0*x2 +(2/3)*b21*x0*x1 -b2*x0*x1^2;
c01:=b1*x2^2 - b12*x1*x2 + b21*x1^2 - b2*x1^3;
c02:=b0*x2^2 - b02*x0*x2 + b20*x0^2 - b2*x0^3;
c03:=(1/3)*b01*x2^2 -(1/3)*b02*x1*x2 -(2/3)*b012*x0*x2
+(2/3)*b20*x0*x1 + (1/3)*b21*x0^2 - b2*x0^2*x1;
X := Scheme(P,[
y0*y0 + (c00*y0+c01*y1) + (c10*z0+c11*z1) -2*c00^2 + 2*c01*c03,
y0*y1 - (c03*y0+c00*y1) - (c13*z0+c10*z1) -c01*c02 + c00*c03,
y1^2 + (c02*y0+c03*y1) + (c12*z0+c13*z1) +2*c00*c02 - 2*c03^2
]);
IsNonsingular(X);
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A.2 Main Example
A.2.1 Fibre Structure
S.<y0, y1, z0, z1, nij, di, cij>=QQ[]
from sage.libs.singular.function_factory import singular_function
minbase = singular_function(’minbase’)
I = S.ideal([y0**2, y0*y1, y1**2, y0*z0,
(1/2)*(y0*z1 + y1*z0), y1*z1, z0**2, z1*z0, z1**2])
M = I.syzygy_module()
F = matrix(S, 9,1, lambda i,j: I.gens()[i]);
v=matrix(S,4,1,[y0,y1,z0,z1])
N = matrix(S, 16, 9, lambda i, j: ’n’+ str(i) + str(j));
C = matrix(S, 9, 4, lambda i, j: ’c’+ str(i) + str(j));
D = matrix(S, 9, 1, lambda i, j: ’d’+ str(i) + str(j));
V = [y0**2, y0*y1, y1**2,z0**2, z1*z0,
z1**2, y0*z0, y1*z1, y0*z1, y1*z0]
Z2 = M*C*v+N*F
a = [c32 + c43,c42 + c53, c72 + c83, c62 + c73]
for i in range(Z2.nrows()):
for j in range(len(V)):
a.append(Z2[i][0].coefficient(V[j]))
J = S.ideal(a)
R=S.quotient_ring(J)
R.inject_variables()
N = matrix(R, 16, 9, lambda i, j: ’n’+ str(i) + str(j));
C = matrix(R, 9, 4, lambda i, j: ’c’+ str(i) + str(j));
Clift = matrix(S, C.nrows(), C.ncols(), lambda i, j: C[i][j].lift())
Nlift = matrix(S, N.nrows(), N.ncols(), lambda i, j: N[i][j].lift())
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Z1 = Nlift*Clift*v + M*D
b=[]
for i in range(Z1.nrows()):
for j in range(v.nrows()):
b.append(Z1[i][0].coefficient(v[j][0]))
JJ = S.ideal(b)
A.3 Irregular Surface
A.3.1 Relations
KK := FiniteField(23);
P<x0,x1,x2,a0,b0,a2,b2> := AffineSpace(KK,7);
c00:=a0*x1*x2^2-b0*x0*x1*x1;
c01:=b0*(x2^3-x1^3);
c02:=b0*(x2^3-x0^3);
c03:=a0*x0*x2^2-b0*x0*x0*x1;
c20:=a2*x1*x2^2-b2*x0*x1*x1;
c21:=b2*(x2^3-x1^3);
c22:=b2*(x2^3-x0^3);
c23:=a2*x0*x2^2-b2*x0*x0*x1;
c02*c21-3*c03*c20+3*c00*c23-c01*c22;
A.3.2 Smoothness
KK := FiniteField(997);
P<y0,y1,z0,z1,x0,x1> := AffineSpace(KK,6);
x2:=1; c10:=0; c30:=0; c13:=0;
a0:=1; c11:=0; c31:=0; c33:=0;
b0:=3; c12:=0; c32:=0;
a2:=x0^2+x1^2+1;
b2:= 5*x0*x1+x1^2+x0+x1+1;
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c00:=a0*x1*x2^2-b0*x0*x1*x1;
c01:=b0*(x2^3-x1^3);
c02:=b0*(x2^3-x0^3);
c03:=a0*x0*x2^2-b0*x0*x0*x1;
c20:=a2*x1*x2^2-b2*x0*x1*x1;
c21:=b2*(x2^3-x1^3);
c22:=b2*(x2^3-x0^3);
c23:=a2*x0*x2^2-b2*x0*x0*x1;
X := Scheme(P,[
y0*y0 + (c00*y0+c01*y1) + (c10*z0+c11*z1)
-2*c00^2 + 2*c01*c03 + 2*c10*c30 - c13*c31 - c11*c33,
y0*y1 - (c03*y0+c00*y1) - (c13*z0+c10*z1)
-c01*c02 + c00*c03 - 2*c13*c30 + c12*c31 + c10*c33,
y1^2 + (c02*y0+c03*y1) + (c12*z0+c13*z1)
+2*c00*c02 - 2*c03^2 - c12*c30 - c10*c32 + 2*c13*c33,
y0*z0 - (c30*y0+c31*y1) - (c00*z0+c01*z1)
-c10*c20 + c11*c23 + c00*c30 + c03*c31 - 2*c01*c33,
(1/2)*(y0*z1+y1*z0) + (c33*y0+c30*y1) + (c03*z0+c00*z1)
+(1/2)*( -c11*c22 + c10*c23 - 5*c03*c30 + c02*c31 + 4*c00*c33),
y1*z1 - (c32*y0+c33*y1) - (c02*z0+c03*z1)
+c10*c22 - c13*c23 + c02*c30 - 2*c00*c32 + c03*c33,
z0^2 + (c20*y0+c21*y1) + (c30*z0+c31*z1)
+2*c00*c20 - c03*c21 - c01*c23 - 2*c30^2 + 2*c31*c33,
z0*z1 - (c23*y0+c20*y1) - (c33*z0+c30*z1)
+c03*c20 + c01*c22 - 2*c00*c23 - c31*c32 + c30*c33,
z1^2 + (c22*y0+c23*y1) + (c32*z0+c33*z1)
-c02*c20 - c00*c22 + 2*c03*c23 + 2*c30*c32 - 2*c33^2]);
IsNonsingular(X);
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