Differentiated services (DiffServ) is a promising architecture for the next generation Internet due to its scalable and flexible design. In DiffServ, scheduling disciplines play an important role in achieving service differentiation. In this paper, we extend the average delay analysis of the probabilistic priority (PP) scheduling discipline first proposed in [Proc. 2001 IEEE Workshop on High Performance Switching and Routing (HPSR 2001 (HPSR ), 2001 ] to the multi-class case. The PP discipline is based on the strict priority discipline with the difference that each priority queue is assigned a parameter p i 2 ½0; 1 which determines the probability that the queue is served. We derive the relationship between the average queueing delay of each class and these parameters, as well as the upper and lower bounds of the average queueing delay for each class. This relationship shows that PP can provide different quality of service (QoS) to different priority classes in a controllable way. Simulation results are presented to assess the validity of these findings in different scenarios, e.g. different traffic types, offered traffic loads and parameterizations. We also specifically address the issues concerning the use of the PP discipline in DiffServ networks to achieve different per-hop-behaviors and describe the performance of a Linux implementation of PP running on a DiffServ testbed. Finally, we evaluate the ability of the PP discipline to provide relative and proportional DiffServ.
Introduction
The current Internet offers best-effort (BE) service to all kinds of traffic. But as the number of users and diversity of applications increase dramatically, this ''one-size-fits-all'' service cannot satisfy usersÕ requirements [2] . Different kinds of applications and users require different quality of service (QoS) and their network usage can also be charged at different rates. To this end, the Internet engineering task force (IETF) has considered a number of architectural extensions to the current Internet. Among these efforts, differentiated services (DiffServ or DS) has emerged as one of the more promising architectures for the next generation Internet.
In the DiffServ architecture [3] , packets are classified into several behavior aggregates according to their diverse QoS requirements, such as delay, throughput and drop precedence. This is done by marking packets with the appropriate DiffServ codepoint (DSCP) at the edge of the network. Within the core of the network, the interior routers simply forward packets based on the per-hopbehavior (PHB) associated with the DSCP. By pushing most of the state and forwarding complexity to the network edges, this architecture is highly scalable. DiffServ is also a flexible framework under which a variety of services may be implemented by defining different PHBs. Three kinds of forwarding service have been defined: expedited forwarding (EF) [4] , assured forwarding (AF) [5] and BE forwarding. EF, also known as premium service, can be used to build a low loss, low latency and low jitter assured bandwidth endto-end service. AF does not provide end-to-end service, but assigns each of the three levels in its four classes a different level of drop precedence. BE provides the same service as that in the current Internet.
In DiffServ networks, the three PHBs, EF, AF and BE, are handled in a descending priority order. Packet scheduling is a crucial technique for performing resource allocation to bring about QoS and service differentiation [6] . Recently, the QoS research community has started considering the concept of relative and proportional DiffServ [7, 8] , which are simpler to implement compared to absolute DiffServ.
Among the many available scheduling disciplines that can be implemented in the routers of a DiffServ network, the strict priority (SP) [9] discipline is perhaps the simplest and most commonly used discipline. With the SP scheduler, packets with the highest priority will always be selected first. Only when the queues of higher priority are empty can packets of lower priority be served. The SP discipline is able to provide preferential treatment to the higher priority classes at the expense of service degradation of the lower priority classes. In a heavily loaded network with the SP discipline, packets with lower priority may be kept waiting indefinitely in their corresponding queues, giving rise to large packet delays and intermittent starvation. Moreover, the behavior of the SP discipline cannot be adjusted when the network condition changes.
In [1] , we proposed a probabilistic priority (PP) scheduling discipline which enhances the SP discipline and overcomes some of its shortcomings. The PP discipline is based on the SP discipline with the difference that a parameter p i 2 ½0; 1 is assigned to each of the different priority queues. The parameter p i determines the probability with which the corresponding queue is served. By adjusting the p i parameters, the average queueing times of packets in different priority classes and their average throughput in a congested network will be affected. Through the proper setting of p i values, the lower priority classes can get a share of the link bandwidth even in a heavily loaded network, thus avoiding the some of the problems encountered with the SP discipline mentioned above.
We have analyzed the properties of the PP discipline and conducted extensive simulation studies of its performance [1, [10] [11] [12] , which include comparisons with well-known scheduling disciplines such as weighted fair queueing (WFQ) [13] and weighted round robin (WRR) [14] . The PP discipline is considerably simpler to implement compared to WFQ since timestamping of packets is not required, there is no virtual and finish time computation and it does not require a sorted priority queue. We are not advocating the PP scheduling discipline to be a replacement for other disciplines like WFQ or WRR, but simply as an alternative with its own strengths and weaknesses. In particular, the PP discipline has certain properties which make it suitable to be used in DiffServ routers.
This paper extends the average delay analysis of the PP scheduling discipline in [10] to the multiclass case, derives several useful relationships concerning the average queueing delays of different classes and verifies the analytical results through simulation and implementation on a real DiffServ testbed. The implementation on the DiffServ testbed provides a proof of concept of the applicability of the PP discipline in real networks. The ability to control the average queueing delay and throughput of different classes through the p i parameters provides a flexible way for higher level control agents, such as policy servers [15] or bandwidth brokers in the Internet2 QBone architecture [16] , to manage the level of service differentiation between classes in dynamic networks.
The rest of the paper is organized as follows. Section 2 describes the model of the PP scheduling discipline and presents an efficient algorithm for its implementation together with a discussion of its complexity. This section also includes a description of the formal and experimental results obtained so far for the PP discipline. Section 3 summarizes the results of a two-class PP system obtained in previous work [10] . In Section 4, we analyze the relationship between the average queueing delay of a particular class in a multi-class system and the assigned p i parameters. Results from simulations using a variety of traffic scenarios will be presented and discussed in Section 5. Section 6 deals with the issues concerning the use of the PP scheduling discipline in DiffServ networks, such as the implementation of different PHBs, and provides experimental results from a Linux implementation of the PP discipline on a DiffServ testbed. Section 7 contains a discussion of several pertinent issues, and finally, Section 8 gives the conclusion.
Probabilistic priority scheduling discipline

Principle of operation
Consider a single-server system in which there are N ( P 2) classes of packets as shown in Fig. 1 . We define that a class with a smaller class number has a higher non-preemptive priority than a class with a larger class number. Each class of packets has its own service queue and the buffer size of the queue is assumed to be infinite. Packets of the same class are served in first-come-first-served (FCFS) fashion.
In the system described above, the PP discipline is applied in the following manner. Each queue is assigned a parameter p i 2 ½0; 1 (i ¼ 1; 2; . . . ; N À 1) and p N ¼ 1. When the server is available, it serves the queues in order of their priority:
1. the server always polls 2 the class i ¼ 1 queue first; 2. if queue i (< N ) is empty when it is polled, it will not be served and the server will poll the next queue i þ 1; 3. if queue i is not empty and all the queues that have lower priority than queue i are empty, the first packet of queue i will be served with probability 1; 4. if queue i is not empty and at least one of the queues that have lower priority than queue i is not empty, the packet at the head of queue i will be served with some probabilityp p i (to be defined later) and the server polls the next nonempty queue with probability (1 Àp p i ); 5. only when all the N queues are empty, can the server be in an idle state, i.e. PP is a work-conserving discipline.
This completes a service cycle in which only one packet is served and the server returns to poll the class i ¼ 1 queue after that.
To determine the quantityp p i , let us first consider the relative weight of class i, denoted by r i and given by
Fig.
1. An N-class PP system. 2 Polling is only used here to illustrate the principle of operation of PP. In an implementation of the PP discipline, polling is not necessary.
Letr r i denote the normalized relative weight which represents the probability that a packet at the head of non-empty queue i will be served among the non-empty queues in each service cycle:
where X is the set of non-empty queues. Thus, the probabilityp p i of serving a packet at the head of non-empty queue i when that queue is polled iŝ
When all the N queues are non-empty,r r i ¼ r i , and it can be verified that P j¼1;...;N r j ¼ 1 and P j¼1;...;Nr r j ¼ 1. However, note that the p j and b p j p j values do not sum to unity. If p i ¼ 1 for i ¼ 0; 1; 2; . . . ; N , the PP discipline reduces to the SP discipline, while if p i ¼ 0 for i ¼ 0; 1; 2; . . . ; N À 1 (p N ¼ 1), the inverse SP discipline in which a larger class number has a higher priority over a smaller class number is obtained.
Algorithm for implementing the PP scheduler
According to the model of the PP discipline described above, the PP scheduler can be implemented efficiently in the following way:
1. For parameters (p 1 ; p 2 ; . . . ; p N ), calculater r i (defined in Eq. (2)) for all possible combinations of empty and non-empty queues (each combination corresponds to a particular instance of X) and store in a look-up Step 5 may also be implemented in hardware with complexity Oð1Þ using the connectionist method introduced in [17] . Note that the computation of sum i values in Step 4 still requires at most N additions and is therefore of complexity OðN Þ. However, the sum i values can also be precalculated for all possible cases and stored in a look-up table instead of ther r i values mentioned in Step 1, thus reducing the complexity of Step 4 to Oð1Þ.
Thus, the implementation complexity of the PP scheduler is Oðlog 2 ðN ÞÞ in software and Oð1Þ in hardware. In addition, the number of queues N that need to be considered in Steps 2-6 can be reduced if group segregation in PP [11, 12] is implemented. 4 As mentioned in Section 1, the PP scheduling discipline is simpler to implement than WFQ or its approximations, which have complexity OðN Þ and typically Oðlog 2 ðN ÞÞ respectively, since timestamping of packets and a sorted priority queue are not required.
Formal and experimental results for PP scheduling discipline
We have obtained analytical and experimental results on several aspects of the PP scheduling discipline. The key results are summarized in this section to enable the reader to place the contributions of this paper in the proper context.
In [1] , the class differentiation behavior of the PP scheduling discipline was rigorously compared through simulation to other well-known scheduling disciplines such as WFQ and WRR in terms of throughput differentiation under different timescales, fairness and delay differentiation. To facilitate a fair comparison, the same relative weight r i values, which represent the long-term throughput share of class i when all classes are continuously backlogged, was used in all three scheduling disciplines. 5 The PP discipline is able to achieve throughput differentiation comparable to WFQ and WRR, but over slightly longer timescales. In terms of fairness with respect to the ability to obtain the max-min weighted fair share allocation and protection against misbehaving classes, the performance is similar across all three disciplines. Finally, we found that PP and WFQ can both approximate the SP discipline and provide maximum delay differentiation between classes, whereas WRR is unable to do so satisfactorily.
An in-depth analysis of the delay performance of the two-class PP system is given in [10] . A decomposition approach was proposed for calculating the average queueing delay and upper and lower bounds were obtained. These bounds are fairly tight when the arrival process is Poisson. Two approximation approaches were proposed to estimate the average queueing delay. In addition, an accurate method for approximating the tail distribution of queueing delay in the PP system based on [18] was proposed and verified.
Ref. [12] , which expands on [11] , presents a summary of the results in [1] and introduced the group segregation property of the PP discipline which allows a SP ordering between groups of classes and bandwidth sharing among queues in the same class. We also presented the worst case delay bound for a particular class when traffic is token-bucket constrained, and compared this bound with those of WFQ and WRR. In addition, the upper and lower bounds on average queueing delay for this multi-class PP system, derived from the group segregation property, are presented. These bounds are independent of the traffic arrival process and are thus looser than the bounds which are derived in this paper, in which a Poisson arrival process is assumed.
Analysis of average queueing delay in a two-class PP system
In a two-class PP system shown in Fig. 2 , p 1 2 ½0; 1 and p 2 ¼ 1. Note that if p 1 ¼ 1, PP is the same as the SP discipline; while if p 1 ¼ 0, it becomes the inverse SP discipline. The operational procedure of the PP scheduling discipline in this case is simple since when both queues are nonempty, i.e.r r 1 ¼ p 1 andr r 2 ¼ 1 À p 1 , and no other calculations are required.
A detailed analysis of the two-class PP system can be found in [10] . Only the relevant concepts and results which are necessary in order to facilitate the explanations in subsequent sections of this paper will be presented here.
The queueing delay of a packet of class i (i ¼ 1; 2) can be decomposed into three parts:
1. The average residual time that the packet encounters due to another packet found in service upon its arrival. 2. The delay it experiences due to packets in front of it in the same queue. 3. The delay due to packets from other queues which are served before it after its arrival.
We assume that packets arrive at the corresponding queues according to independent Poisson 5 The relative weight r i of queue i is given by r i ¼ / i = P N i¼1 / i in WFQ and r i ¼ w i = P N i¼1 w i in WRR, where N is the number of classes or queues, / i is the weight assigned to queue i in WFQ and w i is the smallest all-integral weight for queue i in WRR. The relative weight r i for the PP discipline is obtained using Eq. (1) Hence, the average queueing delay of class i can be expressed as
where i i refers to the class other than i, N i is the average queue length of class i, and n i i is the average number of class i i packets that are served before the class i packet. It can be shown that W 0 depends on q i and q i i , while n i i depends onr r i . 6 For ease of presentation in the rest of the paper, we define the notation ''x " ½0 ! 1'' to mean ''x increases from 0 to 1''.
In [10] , the average queueing delay W i for class i in a two-class PP system was studied and expressions for its upper and lower bounds were derived. Here, we provide a summary of those results:
1. Asr r i " ½0 ! 1, W i is continuous and monotonically decreasing and W i i is continuous and monotonically increasing. 2. The corresponding upper and lower bounds of W i are
where c i and c i i represents the probability that a class i and class i packet, respectively, is served given that there is a waiting packet in class i and i, respectively. Both c i and c i i depend onr r i .
Further details including the expressions for W 0 , c i and c i i can be found in [10] .
Analysis of average queueing delay in a multiclass PP system
In a multi-class 7 PP system with N > 2 classes, p i 2 ½0; 1 for i ¼ 1; 2; . . . ; N À 1 and p N ¼ 1. As mentioned in Section 2, when p i ¼ 1 (i ¼ 1; 2; . . . ; N À 1), the PP discipline is the same as SP, while when
The analytical procedure of the PP scheduling discipline in the multi-class case is more complicated than that in the two-class case. Fortunately, we can leverage on the results from the two-class case. In this section, we first analyze the relationship between W i and the parameters p 1 ; . . . ; p N . Subsequently, we derive upper and lower bounds for W i . Since the performance of the PP discipline for different classes can only be affected when there is competition for resources between the classes (unlike the SP discipline), the following analysis is based on the condition that there are always at least two queues that are non-empty.
Relationship between W i and p j
Once the normalized relative weightr r i values are obtained, there is no further need to consider the priority relationships between the different queues since the system appears as just a set of queues where each non-empty queue has a probabilityr r i of being served in each service cycle. Furthermore, the arrival processes at the queues are Poisson and independent of each other. Thus, when class i (1 6 i 6 N ) is non-empty, we can combine all the other N À 1 classes into a single big class, referred to as class i i with
The N-class system is now reformulated as a two-class system as shown in Fig. 3 .
In such a two-class system,r r i i ¼ 1 Àr r i . Using the results for a two-class PP system presented in Section 3, the average queueing delay of class i can be expressed as
The value ofr r i is difficult to determine since it varies under different network conditions, i.e. the empty and non-empty status of all the other N À 1 queues. Let W ik denote average queueing delay of class i in network condition k and P ik denote the probability that this network condition appears, then
where the total number of possible network con-
Ifr r ik is the normalized relative weight of class i in condition k, W ik is obtained by
As mentioned in Section 3, W ik would be a continuous and monotonically decreasing function aŝ r r ik " ½0 ! 1.
Suppose that under network condition k, X k denotes the set of all non-empty queues. The probability that the packet at the head of class i is served in a service cycle isr
To
where X jk1 ¼ fm 2 X jk and m < jg and X jk2 ¼ fn 2 X jk and n > jg. Due to the different priority relationships between class j and class i, there are three cases that need to be considered:
(1) j < i. By dividing the numerator and denominator on the right side of Eq. (10) with (1 À p j ), we obtain:
For p j 2 ½0; 1Þ, since
Note that r m =ð1 À p j Þ and r j =ð1 À p j Þ are continuous and monotonically increasing, whereas r n =ð1 À p j Þ is constant, as p j " ½0 ! 1. Furthermore, when p j ¼ 1,r r ik ¼ 0 (since j < i).
Since the numerator of Eq. (11) is independent of j,r r ik is continuous and monotonically decreasing as p j " ½0 ! 1. (2) j ¼ i. The treatment for this case is similar to case 1 above, but now we use p i as the divisor. Eq. (10) is thus rewritten aŝ For p i 2 ð0; 1, since (12) is independent of j,r r ik is continuous and monotonically increasing as
When class j has a lower priority than class i, since: (1) r j is continuous and monotonically increasing, (2) r n is continuous and monotonically decreasing, and (3) r i and r m are constant, all as p j " ½0 ! 1, a monotonic relationship between p j andr r ik does not exist. However, in a heavily loaded network in which almost all the queues are non-empty, r r ik % r i ¼ p i Q iÀ1 l¼1 ð1 À p l Þ, which indicates that the parameters of classes that have lower priority than class i cannot affect the performance of class i.
Since W ik is a monotonically decreasing function asr r ik " ½0 ! 1, we can make the following propositions for W i based on Eq. (8): 1. As p j " ½0 ! 1 for j < i, W i is continuous and monotonically increasing. 2. As p i " ½0 ! 1, W i is continuous and monotonically decreasing. 3. As p j " ½0 ! 1 for j > i, W i is nearly constant under congested network conditions.
These propositions state that certain W i values can be obtained by adjustingr r i 2 ½0; 1, i.e. by adjusting the parameter p i , the average queueing delays of different classes can be affected. Using these results, we can tune the behavior of the PP scheduler to obtain the desired network performance in different situations.
Relationship between delays of different classes
Let m denote the class that has higher priority than class i and n denote the class that has lower priority than class i. As p i " ½0 ! 1, since W m is constant, W i is monotonically decreasing and W n is monotonically increasing, we can make the following propositions:
1. W i =W m is monotonically decreasing, 2. W i =W n is monotonically decreasing, and 3. W n =W m is monotonically increasing.
Bounds of W i
We had pointed out that W i is a continuous and monotonically decreasing function asr r i " ½0 ! 1. Ifr r i max andr r i min are the maximum and minimum values ofr r i respectively, andr r i min 6r r i 6r r i max , then we have W i 6 F ðr r i min ; q i ; q À q i Þ 6 F upp ðr r i min ; q i ; q À q i Þ and W i P F ðr r i max ; q i ; q À q i Þ P F low ðr r i max ; q i ; q À q i Þ:
Hence, in an N-class system with PP, the upper and lower bounds of W i (i ¼ 1; 2; . . . ; N ) are given by
Usually P j2X r j 6 1, but when all the queues are non-empty, we obtain P j2X r j ¼ 1 andr r i reaches its minimum value:
Since r j P 0 and we have the condition that at least two queues are non-empty, the maximum value of r r i iŝ r r i max ¼ r i r i þ min 1 6 l 6 N and l6 ¼i ½r l :
Asr r i max andr r i min are the largest and smallest possible normalized relative weights of class i in all the service cycles, the difference between these values and the average value ofr r i may be significant. This accounts for the spacing between the observed average queueing delay and the bounds.
Simulation study of PP scheme
In this section, simulation results which demonstrate the average queueing delay of the PP discipline in a variety of scenarios will be presented. In all the simulations, a four-class system is considered. For each class, two types of packet arrival processes are considered: (1) independent and identically distributed Poisson processes, and (2) long range dependent (LRD) traffic modelled as Pareto ON-OFF processes. Although the upper and lower bounds derived in Section 4 were based on Poisson arrival processes to all the queues, it is useful to examine the validity of these bounds when the arriving traffic is LRD since aggregated traffic in real DiffServ networks is LRD in nature.
The mean packet service time is taken to be the unit of time, and the service times of packets in each class follow the same exponential distribution with mean 1.0 units. The run time of each simulation is 10 6 units of time. The buffer size of each queue is assumed to be infinite and the service discipline within the same class is FCFS. In the results shown in this section, the four classes have the same traffic load, i.e. q i ¼ q=4. The Pareto ON-OFF processes have a burst rate of 0.25, mean ON time of 10.0 units of time and shape parameter of 1.9. The mean OFF time is adjusted depending on the desired traffic load, e.g. in the case of q ¼ 0:7, the mean OFF time is 4.29 units of time. corresponding calculated upper and lower delay bounds at different traffic loads with p 1 ¼ p 2 ¼ p 3 ¼ 0:8 and p 4 ¼ 1. The horizontal axis indicates the network utilization factor q (denoted as rho in Fig. 4) . From Fig. 4 , it can be seen that the average queueing delays of all the four classes increase with q. When the traffic load is light (q 6 0:3), network resources are sufficient such that when a packet enters its corresponding queue, it almost always finds the other three queues empty. In this case, the delay performance of the four classes are nearly the same. However, as q increases, the probability that packets of different queues must compete for the server also increases, and the difference in performance between the different classes becomes more significant. Since the parameters p i (i ¼ 1; 2; 3) have been set to favor the higher priority classes, classes with higher priority have better performance than classes with lower priority. These results show that the PP discipline can effectively provide different levels of service to different classes, which causes the performance in each of the classes, in terms of average queueing delay, to be different.
Different traffic loads
The upper and lower bounds of the average queueing delay of each class shown in Fig. 4 are calculated using Eqs. (13) and (14) . All the simulation results of average queueing delay for the Poisson traffic case fall within their corresponding upper and lower bounds, even under high load conditions.
In the Pareto ON-OFF case, the average queueing delays are generally still between the upper and lower bounds, except for several instances when it is less than the lower bound (class 1) and exceeds the upper bound (class 4). This shows that the derived bounds are useful for predicting the behavior of the PP system in the presence of realistic network traffic. 8 Although the differences between the average queueing delay and the upper or lower bounds are quite large when q is high, these computed bounds are still useful for estimating the network performance under different load conditions.
Different p i parameter values
To verify the analysis of the relationship between average queueing delay and the p i parameters, another set of simulations was conducted under moderately loaded network conditions where q ¼ 0:7. The results of the average queueing delay of each class and the corresponding calculated upper and lower bounds at different values of p 1 with p 2 ¼ p 3 ¼ 0:8 and p 4 ¼ 1 are shown in Fig. 5 . It can be seen that as p 1 changes from 0 to 1, the average queueing delay of class 1 decreases monotonically while the average queueing delays of the other three classes change in the opposite direction, i.e. increase monotonically. In the case of Poisson traffic, all the simulation results of average queueing delay are still bounded by the upper and lower bounds. The case of Pareto ON-OFF traffic is also similar to the previous experiment in which the average queueing delay generally falls within the upper and lower bounds except for several instances.
To investigate the effect of varying the p i parameters of other queues, Fig. 6(a) shows the average queueing delay of each class at different values of p 2 with p 1 ¼ p 3 ¼ 0:8 and Fig. 6(b) shows the average queueing delay of each class at different values of p 3 with p 1 ¼ p 2 ¼ 0:8, for the case of Poisson traffic. From Fig. 6(a) , it can be seen that as the value of p 2 changes from 0 to 1, the average queueing delay of class 2 is monotonically decreasing while the delays of the two lower priority classes are monotonically increasing. The average queueing delay of class 1 is almost constant. From Fig. 6(b) , it can be seen that when p 3 increases and all other parameters are kept unchanged, the average queueing delay of class 3 is monotonically decreasing and that of class 4 is monotonically increasing, while the delays of classes 1 and 2 are almost constant.
The results for the case of Pareto ON-OFF traffic under the same conditions as Fig. 6 (a) are shown in Fig. 7(a) . This shows that the relationships between W i and p j derived in Section 4.1 above remains valid for Pareto ON-OFF traffic.
To verify the relationships between average delays of different classes presented in Section 4.2, the ratios of average delays between different classes for both Poisson and Pareto ON-OFF traffic are shown in Fig. 7(b) . It is easy to see that there is close agreement between the experimental results and the derived relationships. 
Relative and proportional differentiated services
Instead of trying to achieve differentiation between classes in terms of absolute values of metrics of interest such as average queueing delay, simpler alternatives are to provide relative [7] or proportional [8] DiffServ. The concept of relative DiffServ simply requires that the QoS experienced by a higher priority class be better than that of a lower priority class under all operating conditions. On the other hand, proportional DiffServ, which is a special case of relative DiffServ, requires that the metrics of interest be ratioed proportionally according to class differentiation parameters set by the network operator, e.g. class 2 has two times the average delay of class 1, independent of the traffic load of the classes.
From all the results presented so far, it can be seen that PP can provide relative DiffServ in terms of average queueing delay since the delay of a higher priority class is always less than that of a lower priority class under different traffic types and loads, provided the value of the p i parameter of the higher class is at least as big as that of the lower class.
In order to evaluate the ability of the PP discipline to provide proportional DiffServ, we examine the ratio of the average queueing delays between classes as the traffic load varies, based on the results in Section 5.1 we saw earlier. Both Poisson and Pareto ON-OFF traffic cases will be considered. Note that the ratios of the p i parameters are Fig. 8 shows that there is fairly good agreement between the ratio of p i parameters and ratio of delays, especially for the Poisson traffic, higher priority classes and moderate traffic load cases.
PP scheduler in a differentiated services network
Implementing DiffServ per-hop-behaviors with PP discipline
In DiffServ networks, the number of classes is small and not all classes need a deterministic or statistical delay bound. The EF class has a delay bound and usually requires SP over other classes, followed by the AF classes which require bandwidth sharing amongst themselves, and finally the BE class. While WFQ can approximate the SP discipline to achieve significant delay differentiation [1] as well as bandwidth sharing between classes, these cannot be satisfactorily met using WRR. 9 A multi-level or hierarchical scheduling scheme with SP at the top level and either WFQ or WRR at the lower level is usually used to overcome these difficulties.
The PP discipline has several distinct advantages for implementing the different PHBs in DiffServ. The group segregation property of PP [11, 12] enables higher priority groups of queues to have SP relationships over lower priority groups while permitting bandwidth sharing among queues in the same group, all done using a single PP scheduler for which formal results exist. Thus, the desired differentiation for EF, AF and BE classes can be achieved with a single PP scheduler, instead of using an ad hoc concatenation of schedulers. The queues in the PP scheduler can be arranged in groups easily by setting the p i parameter of the last queue in each group with the value 1.
To implement the EF service, the queue for aggregated EF traffic should be implemented as the first queue, i.e. i ¼ 1 with p 1 ¼ 1, so that the PP discipline will provide SP preferential treatment for EF traffic over other traffic. To ensure that EF traffic does not occupy more than a specified fraction of bandwidth, a policing scheme, e.g. a token-bucket regulator and dropper, is required.
For AF classes which usually require statistical or proportional guarantees, the queues corresponding to different classes can be positioned after the queue for the EF class. Different bandwidth shares for the AF classes corresponding to relative weight r i values (see Section 2.3) can be obtained by setting appropriate p i 2 ½0; 1 values for the AF queues. Since there is no drop differentiation mechanism in the PP framework, the PP scheme needs to work together with a buffer management technique such as random early detection [19] to achieve a different level of drop precedence for the AF sub-classes.
Finally, the BE class(es) should use the lowest priority queue(s), with p N ¼ 1 for the last queue.
Experiments on a DiffServ testbed
We have seen in the previous sections of this paper that the PP discipline can achieve service differentiation in a controllable manner in a multiclass environment. Hence, the PP discipline can be used in the packet scheduler within routers that make up the core infrastructure of DiffServ networks.
The topology of the DiffServ testbed we have used is shown in Fig. 9 . The testbed is a self-contained network with five PCs which act as three sources, a router and a destination. The three sources send out independent traffic flows to the destination. The router in the middle of Fig. 9 is DiffServ enabled and acts as both edge router and interior router. We implemented the PP scheduling discipline in the manner described in Section 2.2 by extending the DiffServ on Linux version 6 [20] package which runs on PCs with the Linux version 2.2.12 operating system. The DiffServ router has three Ethernet cards which connect to the sources and destination with a capacity of 10 Mbps on each link.
Traffic control and measurement
The traffic control procedure performed at the router is shown in detail in Fig. 10 . There are four parts in the traffic control procedure: classifier, marker, meter and the PP scheduler. First, packets from each of the three sources are classified into three classes at the incoming interface (eth1 or eth2). Following the convention adopted in earlier sections of this paper, we define that a class with a smaller class number has a higher priority than that with a larger class number. The procedure dsmark is applied as the marker and packets of the three classes are marked with DSCP 0xb8, 0x48 and 0x00 10 respectively before entering their respective queues. The meter measures the offered load at each ingress interface, the queueing delay in the PP scheduler and the throughput of the different queues at the egress interface. Some of these measurements will be shown in the graphs that will be presented in the next section.
6.2.2. Experimental results 6.2.2.1. Different traffic loads. In the experiments described in this section, three UDP flows were sent from the sources to the destination independently. The three flows are independent and identical Poisson processes with exponentially distributed packet lengths and having the same mean sending rate and mean packet size. The queueing delay results shown in the following graphs have been averaged over periods of one minute. Experiments which are similar to the simulations described in Section 5.1 have been conducted and the corresponding results are shown in the following figures.
The experimental results of the average queueing delays of the three classes at different offered loads with p 1 ¼ p 2 ¼ 0:8 and p 3 ¼ 1 are shown in Fig. 11(a) . The horizontal axis indicates the offered load to each of the three classes. As q increases, the difference in the average queueing delays of the three classes becomes more pronounced. Note that the queueing delay values are measured by the meter within the DiffServ router mentioned above--thus, the delays shown here for the different classes are due solely to the PP mechanism and not congestion and collision on the Ethernet links.
By setting the p i values to favor the higher priority classes, the packets belonging to higher priority classes receive better service (in medium to high load conditions), or at least no worse (in low load conditions) than the packets of lower priority classes. Thus, the PP scheme is able to provide relative DiffServ.
Next, we consider the ratios of the delays between classes and compare them with the ratios of the p i parameters: p 2 =p 1 ¼ 1:0, p 3 =p 2 ¼ 1:25. Fig.  11(b) shows that there is fairly good agreement between the ratios of parameters and ratios of delays, especially for moderate traffic loads. However, when the network utilization exceeds 60%, the proportional relationship deteriorates as the delay for class 1 is kept small while those of lower classes increase more rapidly. Fig. 12(a) shows the average queueing delays for the three classes at different values of p 1 with p 2 ¼ 0:8 (p 3 ¼ 1) and constant offered load of 4.5 Mbps each, while Fig. 12(b) shows the average queueing delays for the three classes under the same conditions but with the difference that p 1 ¼ 0:8 and p 2 changes from 0 to 1 (p 3 ¼ 1). The curves in these two figures show that the properties of the PP scheduler in a real network are similar to those observed in the simulations described in Section 5.2, and are consistent with the analysis in Section 4.1. that this is the m ¼ 1, i ¼ 2, n ¼ 3 case). There is close agreement between the analytical and experimental results.
Different p i parameter values.
Discussion
In this paper, we focussed primarily on the average delay aspects of the PP discipline. We have mentioned that PP is also able to achieve throughput differentiation between classes and fairness and protection against misbehaving flows [1] . Furthermore, the group segregation property of PP [11, 12] permits bandwidth sharing among queues in the same group, while enforcing a SP ordering between groups of queues. Simulation and experimental results which illustrate these properties exist, but have not been presented here due to space limitations.
On the issue of delay jitter, although queues with small values of the p i parameter may encounter some degree of delay jitter arising from the probabilistic nature of PP, this situation is not severe in high priority queues with larger values of p i close to 1.
The results in Sections 5.3 and 6.2.2.1 show that the PP scheduler is able to achieve relative DiffServ under all traffic situations, whereas proportional DiffServ is only achieved for moderate traffic loads and among the higher priority classes. The issue of proportional DiffServ using the PP discipline deserves further study and we aim to achieve proportional differentiation between classes that is independent of class loads over a wider range of traffic loads and timescales. Instead of simply considering the ratios of the p i parameters themselves as has been done in this paper, the values of the p i parameters can be tuned in order to preserve the desired proportional relationship between classes in different situations, i.e. desired ratio d i = d j ¼ f i ðp i ; . . .Þ=f j ðp j ; . . .Þ, where d i and d j are class differentiation parameters [8] .
Conclusion
The aim of DiffServ is to provide different levels of service to different users and applications. To this end, the scheduling discipline at each router plays an important role in achieving service differentiation.
In this paper, we extended the average delay analysis of the PP scheduling discipline to the multiclass case and implemented it on a real DiffServ network. Specifically, we analyzed the relationship between the average queueing delay of a particular class and the parameters of a multi-class PP system, and derived upper and lower bounds for this delay. We also looked at the relationships between the delays in different classes and these parameters. Both simulation and experimental results have verified the validity of the analysis in various scenarios. Furthermore, the PP scheduler is wellsuited for implementing the currently defined DiffServ PHBs and can achieve relative and proportional DiffServ, thus providing a simple and flexible way to manage QoS and service differentiation in DiffServ networks.
In future work, we plan to examine the performance of a network of PP schedulers and admission control for a PP system, as well as further study proportional differentiation and delay jitter issues. 
