demonstrates the case-by-case and temporal variability of the spatial spread-skill, which can again be linked to physical processes.
The use of kilometre-scale ensembles in operational forecasting provides new challenges for forecast interpretation and evaluation to account for uncertainty on the convective scale. A new neighbourhood based method is presented for evaluating and characterising the local predictability variations from convective scale ensembles. Spatial scales over which ensemble forecasts agree (agreement scales, S A ) are calculated at each grid point ij, providing a map of the spatial agreement between forecasts.
By comparing the average agreement scale obtained from ensemble member pairs (S A(mm) ij ), with that between members and radar observations (S A(mo) ij ), this approach allows the location-dependent spatial spreadskill relationship of the ensemble to be assessed. The properties of the agreement scales are demonstrated using an idealised experiment.
To demonstrate the methods in an operational context the S A(mm) ij and S A(mo) ij are calculated for six convective cases run with the Met Office UK Ensemble Prediction System. The S A(mm) ij highlight predictability differences between cases, which can be linked to physical processes. Maps of S A(mm) ij are found to summarise the spatial predictability in a compact and physically meaningful manner that is useful for forecasting and for model interpretation. Comparison of S
Introduction
Recent increases in computing power have allowed a shift towards higher resolution numerical weather prediction (NWP) models in which convection can be explicitly simulated. However, although these high resolution simulations produce realistic features (Mass et al. 2002; Lean et al. 2008) , errors grow rapidly (Hohenegger and Schär 2007; Melhauser and Zhang 2012; Radhakrishna et al. 2012) , and small-scale predictability is maintained for only a few hours. Hence, to fully benefit from convection permitting NWP it is necessary to understand and quantify the forecast uncertainty. Ensembles have been successfully used for this purpose in larger scale NWP (e.g. Palmer 2000 , and references therein), and are now being run at convection permitting resolutions. In particular, convection permitting ensembles have been investigated for a range of case studies (Hanley et al. 2011; Leoncini et al. 2013; Clark et al. 2013; Hanley et al. 2013) , nowcasting applications (Migliorini et al. 2011) , and are now run, or about to be run, operationally at several forecasting centres (Baldauf et al. 2011; Gebhardt et al. 2011; Bouttier et al. 2012; Golding et al. 2014 ).
However, questions remain about the best methods for interpreting and evaluating convection permitting ensembles.
In particular the ensemble mean, successfully used for smoothly varying, large-scale fields, may not be physically appropriate at the convective scale (e.g. Ancell 2013 ). This is particularly true for quantities with high spatial variability, It has been shown that the skill of convective-scale forecasts is scale dependent, with skill increasing as a function of spatial scale Roberts 2008; Ben Bouallègue and Theis 2014; Mittermaier et al. 2013; Mittermaier 2014) . Clark et al. (2011) showed this was also true for ensemble forecasts, with ensemble skill increasing with both spatial scale and ensemble size. Given this dependence on spatial scale, methods have also been developed to evaluate the differences between ensemble member forecasts, a measure of the ensemble spread, at different spatial scales. In particular, Johnson et al. (2014) used wavelet decomposition to investigate perturbation growth, Surcel et al. (2014) The measures of skillful and believable scales of Roberts and Lean (2008) ; Dey et al. (2014) can provide a compact summary of both the domain-averaged spatial error and spread of an ensemble. However, as highlighted in Dey et al. (2014) , by considering only one value to represent the whole domain, differences in spatial agreement across different parts of the domain are missed. These differences will arise because different meteorological phenomena, such as convective and frontal precipitation, may have an inherently different predictability and ensemble spread. Hence, it would be informative to examine the ensemble spatial characteristics in a manner that preserves location-dependent information.
Using similar principles to the FSS, this paper presents a new, location-dependent measure of the scales over which precipitation fields (either forecasts or observations) are acceptably similar (defined in Section 3.2). When calculated for ensemble members, these agreement scales, denoted as In Section 2 the neighbourhood approach is introduced, and spatial predictability is defined. The methods used to calculate the S A(mm) ij and S A(mo) ij are presented in Section 3, and compared to and contrasted with the FSS. For a new method to be of use for interpreting forecast performance, it is essential that it behaves in a sensible manner, and gives useful and robust information. To investigate these requirements for the S A(mm) ij and S
A(mo) ij
, an idealised ensemble was employed, with simple geometric forecast fields. By considering an idealised ensemble the method can be examined in detail (a) (b) Figure 1 . Schematic representing precipitation forecasts from three different ensemble members (grey circles, one per member). Each grey circle represents an area of forecast precipitation, say with a uniform rain rate of 0.1mm hr −1 . Events are shown with different levels of spatial predictability: (a) a spatially predictable event and (b) a less spatially predictable event.
for a large number of cases. The idealised experiments are described in Section 4. In Section 5 six convective case studies are presented using forecasts from the operational Met
Office Global and Regional Ensemble Prediction System UK ensemble (MOGREPS-UK Mylne 2013; Golding et al. 2014 ).
The aim is to understand how the agreement scales behave, what information they can provide about the ensemble spatial spread and error, and how this relates to physical processes.
We do not aim to give a statistical verification of MOGREPS-UK. The overall conclusions are presented and discussed in Section 6.
Spatial predictability and the neighbourhood approach
Here, and for the remainder of this paper, the term "spatial predictability" refers to differences in the location of precipitation in the ensemble member forecasts. Cases where the member forecasts are in close agreement that precipitation will occur locally are termed spatially predictable, and cases where the location of precipitation is uncertain (i.e. when ensemble members produce rain at different places in the domain) are termed less spatially predictable. Examples with different spatial predictability are shown schematically in Fig. 1. Note that this definition of spatial predictability only refers to the positional differences between the ensemble member forecasts (i.e. amplitude errors are not included).
We use a neighbourhood based approach to quantify differences between precipitation forecasts. In the neighbourhood approach, forecasts are compared over differently sized areas Accepted Article (neighbourhoods). Summary measures are then used to compare the forecasts over these areas. For example, the amount of precipitation exceeding a specified threshold, the maximum or average precipitation value of all raining points, or the average precipitation over all points in the neighbourhood, could be considered.
In this paper the average precipitation rate is taken from all points in the neighbourhood, including points with zero precipitation (without thresholding). Hence no distinction is made between amplitude, timing and spatial structural differences. This method was chosen to be as generally applicable as possible, giving an overview of the forecast differences, and keeping the number of parameters to a minimum. The aim is to provide a single summary measure of the location-dependent forecast differences. Of course, this comes at the cost of providing less detailed information about individual components such as timing errors, although some timing errors due to advection (rather than initiation or decay)
are naturally included in the spatial approach.
It is informative to relate the neighbourhood approach used in this paper (which calculates the spatial agreement between fields; to be discussed in Section 3) to the spatial predictability as defined above. First consider the comparison of two binary fields, for example created by setting precipitation values to zero/one dependent on whether they are below/above a predetermined threshold. In this case, any differences in the neighbourhood averaged values of the two fields will relate to differences in the location of precipitation.
Hence, in this situation, the forecasts will agree over a smaller/larger neighbourhood for cases with higher/lower spatial predictability. Thus, when binary fields are considered, the spatial predictability relates directly to the neighbourhood size. Next consider precipitation fields where no threshold has been applied. The spatial predictability will still influence the neighbourhood size over which the forecasts agree, but any difference in the magnitude of the two fields will also contribute. This is also true for other fields which, indicate that large/small neighbourhoods are needed to obtain sufficient agreement between the fields, but this should not be interpreted as poor/good forecast performance.
The calculation of S
A(f1f2) ij proceeds as follows:
1. One grid point in the domain is selected. Call this point P at i, j.
2. The precipitation values from the two forecasts are compared at point P, and their similarity assessed using the methods presented in Section 3.2.
3. If the forecasts are found to be suitably similar (defined in Section 3.2), then the agreement scale at point P,
, is the grid scale. If the fields are not suitably similar, then a square neighbourhood of scale 1 (3 by 3 grid points), centred upon the point P, is considered. In point 6 it has been implicitly assumed that f 1 and f 2 always become increasingly similar as they are compared over increasingly large neighbourhoods. Although this has been shown to be true for precipitation fields on average (e.g. Roberts and Lean 2008; Clark et al. 2011; Mittermaier et al. 2013) , there are situations when this will not be the case, for example when forecasts have reasonable agreement over a small neighbourhood (say they both predict a light shower), but as the neighbourhood increases, one field has no rain whereas the other has large amounts of rain. This situation will result in a noisy map of S A(f1f2) ij , as neighbouring grid points could (depending on the exact field characteristics) have very different values. However, as the S A(f1f2) ij are only used after averaging over a number of field comparisons (to be discussed in Section 3.4), this is not found to be a problem in practice. Another instance when f 1 and f 2 will not become increasingly similar with increasing scale is when the fields have a large scale gradient. Although fields of this nature are unlikely to be seen for precipitation, the criterion for deciding whether the forecasts are suitably similar is designed to give a sensible outcome in the presence of such gradients as discussed in Section 3.2.
Criterion for assessing forecast similarity
It remains to define how the forecast similarity is assessed and how "suitably similar" is defined. Consider the comparison of two fields f 1 and f 2 for a given neighbourhood size (scale)
S, and at grid point i, j. For both fields, the average over all points in the neighbourhood is taken: we denote these averages as f S 1ij and f S 2ij . The fields (assuming at least one average is non zero) are compared by taking the ratio of the squared difference between these averages and the sum of their squares: The fields are then deemed sufficiently similar (i.e. to be in
where
The agreement scale between forecasts f 1 and f 2 at point
, and defined as the minimum scale S at which Eq. 2 is met. The minimum possible S Additionally, it is necessary to separate cases where two forecasts predict the same event, but at a different location, from those where each forecast predicts essentially different events. Consider the comparison of two forecasts which both produce precipitation, but at a different location in the domain. In some situations the forecasts will be predicting a region of precipitation with the same physical characteristics.
In this case, we could say that the same event is predicted by both forecasts, but with uncertainty in the location. This is the location uncertainty that can be quantified using the agreement scales, S A(f1f2) ij . However, it is also possible that the forecasts are predicting different events entirely, such as convective showers due to low level convergence in one, and convection associated with a frontal system in another. In this second situation, the differences between the forecasts are not Equation 3 is formulated so that, as forecast differences increase, the scales of acceptable agreement tend smoothly towards S lim . Specifically, the fractional difference between the fields that is considered acceptable increases for increasing S until, at S lim itself, any difference is accepted. The dependence of the acceptable fractional discrepancy between the fields as a function of spatial scale S is shown in Fig. 2 for α = 0.5 and S lim =80 or 100. Thus, the agreement scales close to S lim are highly dependent on this value. However, as long as S lim is chosen to be sufficiently large that any useful information from the convective-scale forecasts has already been extracted, this will not effect the overall message from the agreement scales. This article is protected by copyright. All rights reserved.
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Comparison with the Fractions Skill Score
It is informative at this stage to compare Eq. 2, defining the agreement scale at a particular location, with the FSS useful scale as defined in Roberts and Lean (2008) and given by the neighbourhood size at which the FSS=0.5 + f 0 /2. Although there are some similarities between the agreement scales and the FSS useful scale, there are many fundamental differences.
Hence these measures should not be confused.
As detailed in Roberts and Lean (2008) , the FSS compares a forecast with gridded observations over different predetermined neighbourhood sizes. There are three steps to calculating the FSS between a forecast field and observations. First a threshold is selected, either as a fixed value (e.g 4 mm hr −1 ) or as a percentile (e.g top 1% of precipitation field).
The field is then converted to binary form with grid points set to 1 for values above the threshold and 0 otherwise. Next, a neighbourhood size is selected and, for each neighbourhood centred upon each grid point, the fraction of grid points with the value '1' within this square is computed. This step is completed for both fields to give two "fields of fractions", 
where the sums are over all grid points in the domain.
There are some similarities between the method of calculating the agreement scales (Eq. 2) and the FSS (Eq. 4).
For example, in both calculations, the difference of quantities squared is divided by the sum of their squares. However, there are also some important differences.
• The FSS is a score which can be used directly for forecast verification. In contrast, the agreement scales here provide a general measure of the agreement between different fields and do not directly measure forecast performance.
• The FSS gives a single domain-wide value for the spatial agreement, whereas the agreement scales provide a location-dependent map of the spatial agreement.
Therefore, in the FSS, the squared difference between fields, and sum of the squares of the two fields, are further summed over all points in the domain. This is not the case for the agreement scales (Eq. 2), where each location is considered separately. The denominator of the FSS equation (Eq. 4) is the maximum possible difference that can be obtained from two fields of fractions, whereas in Eq. 2 the denominator is a convenient normalisation factor.
• Scales of interest are obtained for S 2 ensures that the search algorithm always returns a meaningful scale.
• Although both equations consider errors both in precipitation location and precipitation amount, these are treated differently. In particular, the FSS is applied to precipitation fields that have undergone thresholding to produce binary fields. In contrast, the agreement scales compare the precipitation amounts themselves (Eq. 2). This is a more general approach which does not require a threshold to be defined, and directly considers the scale-dependent bias between the fields. . It represents the scales over which the ensemble should be evaluated (believable scales), and the area over which individual features seen in the member forecasts should be expected to occur.
Mathematically, the S A(mm) ij are given by S A(mm) ij
In a similar manner to S A(mm) ij , we can also characterise the average spatial differences between ensemble members and radar observations, denoted S A(mo) ij
. It is necessary to use radar observations for this comparison due to their high spatial coverage. To calculate the S A(mo) ij
Therefore, for an ensemble of twelve members, there are 66 pairs contributing to the S A(mm) ij , but only twelve pairs contributing to the S A(mo) ij For any situation where the ensemble members differ spatially or in magnitude, the S A(mm) ij will be non-zero. Hence the This article is protected by copyright. All rights reserved.
Accepted Article minimum S
A(mo) ij will also be non-zero: this is limited by, and related to, the ensemble spread. Note that this is a general feature of spatial analysis and would also be true of other spatial comparison methods; for example, any method which considers the differences in location of forecast features between observations and individual ensemble members.
Idealised experiment
To investigate the properties of the S A(mm) ij and S A(mo) ij , an idealised experiment was performed. This allows links between the precipitation distribution and agreement scales to be explored for configurations with known properties.
Additionally, by using this simple setup, the method's interpretation could be tested using many runs and configurations. Synthetic ensembles were created that were defined to be either spatially well spread, over spread or under spread, allowing the validity of the spatial spread-skill comparison between S A(mm) ij and S A(mo) ij to be tested.
Overall setup
To mirror the analysis of the real cases (to be discussed in Although it will highlight that the error is there, the spatial spread-skill relationship obtained by comparing S A(mm) ij and S A(mo) ij cannot distinguish between these two possible error mechanisms.
The S
A(mm) ij
and S
A(mo) ij
are compared for idealised ensembles with known spatial spread-skill properties: well spread, over spread, under spread due to not enough variation between members, and under spread due to wrongly-located precipitation. To generate a spatially well spread ensemble both members and radar were selected from the same area (i.e.
L = Lo and (X, Y ) = (Xo, Yo)).
To generate an over/under spread ensemble the radar rain area was defined to be smaller/larger than the member rain area. An additional case, where the ensemble was under spread due to a spatial displacement between the ensemble and observations was also considered with L = Lo but (X, Y ) = (Xo, Yo). The radar and member rain areas for these different ensemble configurations are shown in Fig. 6 , and the settings for these idealised setups are given in Table 1 . 
Methods of comparing S
A(mm) ij and S
A(mo) ij
Although histograms of all points from the S A(mm) ij maps allow the differences between configurations to be visualised (e.g First, a bin is selected, say from 0 to 9 grid points. The points for which the S A(mm) ij value lies within the bin are then considered and the mean S A(mm) ij over such points is calculated. By definition this mean value will lie within the selected bin. Next, the S A(mo) ij mean value over the same spatial points is considered. If the ensemble is well spread this will equal the S A(mm) ij mean value; if the ensemble is over/under spread then the S A(mo) ij mean value will be smaller/larger than that of the S A(mm) ij . Hence, on the binned scatter plot, a well spread ensemble should lie on the diagonal, and under/over spread ensembles should lie above/below the diagonal.
We have checked these interpretations using various idealised ensembles with pre-defined spread-skill characteristics, such as those specified in Fig. 6 average S A(mo) ij over these points is larger than the average
. This is due to our simple method of defining the idealised ensemble: randomly selecting a modest number of ensemble members within a given area results in a nonuniform member distribution over that area, which would for an ideal ensemble represent an uneven radar spatial probability distribution across the area. However, the radar distribution was assumed to be uniform. This interpretation was confirmed by experiments in which the rain blobs for the ensemble members were positioned not randomly but at fixed, uniformly-distributed, locations.
The results from this section show that the S A(mm) ij and S A(mo) ij can successfully be used to determine the spatial spread-skill characteristics of an ensemble system, and that the binned scatter plot provides a particularly clear method of viewing these results. In section 5 these methods will be applied to real convective cases.
Convective cases from MOGREPS-UK
Model set up
In this study forecasts are evaluated from the Met Office Global and Regional Ensemble Prediction System UK ensemble, MOGREPS-UK, which has been run operationally 8. This study used radar-derived rain rates from the Radarnet system which provides a rain rate composite at 1 km resolution and includes calibration against rain gauge data (Golding 1998; Harrison et al. 2000 Harrison et al. , 2012 . The region of radar coverage is shown by the dotted area in Fig. 8 and fully includes the analysis region. To make a fair comparison with the model, the Radarnet radar-derived rain rates were interpolated onto the 2.2 km resolution MOGREPS-UK grid before any comparisons were carried out. (Lock et al. 2000) , radiation (Edwards and Slingo 1996) and mixed phase cloud microphysics based on Wilson and Ballard (1999) . Accepted Article 
Introduction to cases
(a) (b) (c) (d) (e) (f)
Results: Spatial maps
To investigate the spatial agreement for these six cases we examine the spatial difference between ensemble members. To do this, S A(mm) ij
were calculated hourly for each case using instantaneous rain rates. Example S A(mm) ij maps are given in
This article is protected by copyright. All rights reserved. The results from Fig. 10 provide a summary of the spatial uncertainty within the ensemble for each case, in one single picture. This is useful for model interpretation and evaluation, and would be valuable in an operational forecasting context.
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However, it is also important to consider whether these scales are representative of the true spatial uncertainty for each case.
To assess the 'spatial spread-skill relationship' the S A(mo) ij was also calculated hourly for all cases as described in Sections 3.2 and 4. Example S A(mo) ij maps for Case A at 1700 UTC and Case D at 1500 UTC are given in Fig. 11a and 11b respectively. Comparing Fig. 11a and 11b with Fig. 10a and   10d respectively, the S A(mm) ij and S A(mo) ij look qualitatively similar. There are however some differences. In particular, the S A(mo) ij have larger areas of both the smallest and largest scales, and are more noisy. These differences will be quantified in the following subsections. It is also interesting to compare the S A(mo) ij with the radar observations for these cases, shown in Fig. 9a and Fig. 9d respectively. Similarly to the the Case A at 0900 UTC and 1300 UTC (Fig. 13a,b ) and for all cases at 1700 UTC (Fig. 13c) . A bin size of 10 grid points has been used for these plots. This bin size was chosen as it allows low agreement scales to be represented, whilst still considering enough grid points in each bin to give robust results. Similar conclusions are obtained from bin sizes in the range of 4 to 20 grid points, and are not presented here.
At 0900 UTC and 1300 UTC ( Fig. 13a and b respectively) the spatial spread-skill relationship is highly case and time . This is related to 8 out . This is particularly noticeable at the earlier time, and is related to the ensemble members producing showers in a different area of the domain to where they were seen in reality. Later in the day both model and observations produced precipitation associated with convergence lines from the SW and Welsh peninsulas and the spread-skill relationship improved.
At 1700 UTC (Fig. 13c ) the case-to-case differences in spread-skill, seen at 0900 UTC and 1300 UTC, are much where precipitation was strongly linked to convergence along the SW peninsula showed high levels of spatial predictability, and high spatial agreement, with local S A(mm) ij of less than 10 grid points. This high spatial predictability is expected from the topographic influence for these cases. In contrast, other cases, such as Case E, showed that precipitation could also be highly spatially unpredictable. It should be reiterated that, independently, the S A(mm) ij and S
A(mo) ij
can not be used to measure forecast quality.
Used in conjunction with a single ensemble member, or deterministic forecast, the S A(mm) ij provide a useful visualisation for forecasting. The rainfall structures themselves can be viewed from an individual model run (perhaps the Accepted Article control) and the S A(mm) ij map can be used to view the spatial uncertainty in that rainfall given by the ensemble.
This provides a method of quickly assessing the spatial predictability obtained from the ensemble. It gives a more physically meaningful view of ensemble-member differences than using grid point measures, for example, the variance at each grid point.
To demonstrate how the location-dependent agreement scales can be used to diagnose ensemble performance, the S A(mm) ij and S
were compared for the six summer convective cases. Note that the aim was to provide concrete examples of how these techniques can be applied and interpreted, not to provide a statistical verification of the operational ensemble system. It was found that, as well as having different levels of spatial agreement, the different cases showed different spatial spread-skill relationships. Poor spatial spread-skill consistency, measured by larger differences between the S A(mm) ij and S
, could be linked to differences between the model and observations, such as a timing error or precipitation incorrectly forecast by the model. For these six convective cases, the spatial spread-skill relationship improved in the afternoon, suggesting that it was the spatial characteristics during precipitation initiation that were most difficult for the model to handle in these instances.
Once established, precipitation occurred for a number of hours and the spatial spread-skill improved. Through comparing the S A(mm) ij and S
, these features of the ensemble performance were easily identified. This suggests that the agreement scales would provide a valuable diagnostic for verifying the spatial ensemble performance. Future work will conduct such an investigation for the MOGREPS-UK ensemble. Additionally, these methods could be used to assess the impact of changes to the forecasting system, for example the use of stochastic increments to model systematic initiation uncertainties (e.g. Leoncini et al. 2010) .
This paper has focused on calculating the S A(mm) ij and S A(mo) ij for forecasts of instantaneous rain rates. Rain rates were selected for this study to avoid any temporal smoothing from using precipitation accumulations, and hence to focus on the spatial features. Of course, the methods presented here could also be used to evaluate precipitation accumulations. at different vertical levels in order to probe the vertical structure of horizontal spatial differences. This is the subject of ongoing work.
It should be emphasised that for fields other than precipitation, the link between the agreement scales and spatial predictability may be lost. In particular, for fields which vary on large scales, such as those with large scale gradients, the agreement scales will reflect only the bias between the fields over the area in question. The link between the agreement scales and spatial predictability could be reestablished by converting the field to binary (i.e setting points to one or zero dependent on their position above/below a predefined threshold) before calculating the agreement scales. Using a threshold would remove any bias (or background gradient) and hence only relate the agreement scales to positional differences between the fields, but would also make the agreement scales less general: a threshold must be selected and the bias between fields is no longer considered. Additionally, a value of S lim appropriate to the large scale differences between these fields (i.e. larger than that used for precipitation) would have to be selected.
There are some limitations to this study. In particular it has been assumed here that the radar data is 'truth' and observational errors have been neglected. Although the Radarnet radar data has been quality checked (Golding 1998; Harrison et al. 2000 Harrison et al. , 2012 and the rain rate composite is used operationally in the Met Office nowcasting (Bowler et al. 2006) and latent heat nudging assimilation (Simonin et al. 2014) systems, there are still likely to be unaccounted-for errors.
is an important avenue of future investigation.
Despite these limitations there are some important conclusions from this work. A simple method has been demonstrated to calculate the spatial differences between pairs of ensemble members (S A(mm) ij
) and also between ensemble members and observations (S
). The method is easily applied to other ensemble systems, and to fields other than precipitation (e.g. satellite imagery). For idealised simulations, and six case studies with an operational ensemble system, these measures were found to give a location-dependent and physically meaningful summary of information from the ensemble. This suggests that these measures could be used to better understand forecasting systems, and hence to highlight areas needing improvement. Additionally, these methods could be used in a forecasting context to visualise the spatial uncertainty forecast by the ensemble.
