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A b s t r a c t
This thesis presents original work contributing to the understanding of coherent 
control of wave packet dynamics in atomic and molecular systems excited by sequences 
of ultrafast laser pulses.
An introduction to coherent control and a review o f the literature is presented in 
chapter 1. Different approaches to coherent control are considered from the perspective 
of the phase complexity of the light fields used to achieve them, starting with a single 
transform-limited pulse, advancing through two-colour and multi-pulse schemes to 
chirped pulses, and finally arbitrarily shaped pulses. The purpose of this literature 
review is to position the work described in this thesis within the context of 
contemporary coherent control. In particular, our approach is seen to be in line with the 
current trend towards understanding the physics underlying coherent control processes.
In chapter 2, development of a sodium atom and dimer beam source for use in 
optical coherent control experiments is described. The concepts o f molecular beams are 
introduced along with a brief review of the literature on sodium atom and dimer beams. 
The beam source is considered in two parts. Firstly the sodium oven and nozzle are 
described in detail, along with the vacuum chamber that houses them. This is followed 
by a description o f the experimental chamber, which contains a time-of-flight mass 
spectrometer. Finally a number of potential improvements to the system are discussed.
Experiments to control the angular momentum composition of Rydberg 
electronic wave packets in atomic sodium are reported in chapter 3. The control scheme 
uses phase-locked pairs of transform-limited picosecond laser pulses to create pairs of 
identical radial wave packets in the Rydberg states. Quantum interference between the 
wave packets, or the excitation pathways to them, is manipulated to control the total 
angular composition o f the resultant wave packet, which is detected either by the optical
Ramsey method or by state-selective field ionisation. The results are interpreted both 
from the perspective of time evolution of the wave packet and the frequency content of 
the laser fields. The control strategy is then extended theoretically by the inclusion of 
linear chirp in one of the laser pulses.
Chapter 4 describes progress towards a novel experiment for optical coherent 
control o f vibrational wave packet dynamics in the sodium dimer. A coherent 
superposition of high-lying Rydberg states of the Na2 is excited by the broad bandwidth 
of a femtosecond laser pulse. The Rydberg states converge to several vibrational 
ionisation limits o f the dimer, so the excitation effectively forms a vibrational wave 
packet in the X+ 2Zg+ ionic potential. Excitation of several wave packets by a series of 
phase-locked transform-limited pulses allows control over the composition and 
dynamics o f the wave packet, and its detection using a combination of the optical 
Ramsey method and pulsed-field ionisation techniques adapted from ZEKE 
spectroscopy.
A simple genetic algorithm is presented in chapter 5. It has been implemented 
to investigate the suitably o f this type of optimisation procedure in simulations of 
Rydberg electronic wave packet coherent control in atomic sodium. The operation of 
the algorithm is described in detail. It is then tested against known solutions for two 
experimental scenarios: coherent control based on pairs of transform-limited laser 
pulses; and transform-limited first pulse followed by a chirped second pulse. The 
behaviour of the algorithm is discussed in detail for each of these cases. Finally, the 
potential for application of the algorithm to unknown problems is briefly discussed.
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C h a p t e r  1 In t r o d u c t io n  to  C o h e r e n t  C o n t r o l
A b s t r a c t
This chapter introduces coherent control and briefly reviews the literature. Different 
approaches to coherent control are considered from the perspective o f the phase 
complexity of the light fields used to achieve them, starting with a single transform- 
limited pulse, advancing through two-colour and multi-pulse schemes to chirped pulses 
and finally arbitrarily shaped pulses. The purpose o f this literature review is to position 
the work described in this thesis within the context of contemporary coherent control. 
In particular, our approach is seen to be in line with the current trend towards 
understanding the physics underlying coherent control processes.
1.1 In t r o d u c t io n
Having recognised the quantum mechanical nature of matter at the atomic and 
molecular level, it is inevitable that attempts would be made to manipulate, and if 
possible fully dictate, the quantum state distribution of such systems. This endeavour 
has become known as coherent control or quantum control.
Targets for coherent control tend to be atomic and small molecular systems in all 
states of matter. The ideas do however extend to more exotic systems, for instance 
quantum dots [1], solutions of large molecules, for example azulene in cyclohexane [2 ], 
laser dyes and biological molecules [3, 4] and semiconductors [5].
At present, coherent control is largely of interest as a piece of fundamental 
science. There have been model chemical reaction control schemes (for example [6 , 7]) 
but their value as synthetic tools is limited by cost. Perhaps ironically however, 
coherent control is finding applications within spectroscopy and laser physics. It has 
been used to reduce the natural linewidth of transitions in Rb vapour [8 ]. In laser 
physics coherent control has been used in the generation o f femtosecond pulses over 
wide wavelength ranges [9], including high-order harmonic generation [10], and in the 
phase control o f femtosecond pulses using molecular rotational wave packets [11].
1
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The high coherence and intensity of laser light has meant that most coherent 
control efforts have involved their use, although now it is extending to using the 
coherent properties of Bose-Einstein condensates to control reaction dynamics on 
surfaces, at least in theory [12]. The earliest experiments attempted to utilise the high 
intensity and monochromacity of laser light to cleave chemical bonds selectively by 
exciting their vibrational overtones. This was unsuccessful because the energy put into 
the bond is rapidly redistributed among other vibrational modes of the molecule.
Approaches to coherent control usually fall into either the frequency domain or 
the time domain, roughly along the lines of the division between narrow band and broad 
band lasers. However, the two approaches are in fact equivalent, as shown by Shapiro 
and Brumer [13] and in many ways overlap [14, 15]. For this reason, here they are 
considered from the point-of-view of the phase complexity o f the laser fields used.
1.2 C o h e r e n t  C o n t r o l  U s in g  a  S in g l e  T r a n s f o r m -l im it e d  L a s e r  
P u l s e
The simplest laser-matter interaction is probably an atom excited by a 
monochromatic continuous-wave (CW) laser field, but it is useless as a quantum control 
strategy. In principle a single transform-limited laser pulse should be able to achieve a 
7r-pulse. For a two-level system, if the product of the Rabi frequency, 
n 0 = (where E0 is the amplitude of the electric field of the laser pulse and // is
the dipole moment [16]), and the pulse duration is an odd integer multiple of tt, total 
inversion of the population occurs. In reality the ;r-pulse is impracticable because it is 
impossible to satisfy simultaneously the conditions for multiple states.
1.3 T w o -L a s e r  F ie l d  C o h e r e n t  C o n t r o l
Frequency domain coherent control was proposed in 1986 by Shapiro and 
Brumer [17]. The central idea is that in order to control the population of a final 
quantum state, it must be simultaneously accessed by multiple independent excitation 
paths [18]. The net excitation results from interference between the competing 
pathways, and control is achieved by altering the relative phases and amplitudes of
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those pathways. There are numerous ways to implement these ideas using combined 
single photon and multi photon excitations. The most frequently discussed is a control 
scheme involving simultaneous excitation by three photons at frequency co and one 




Figure 1.1 Schem atic representation o f  an ideal (co + co + co) + 3co excitation schem e for 
frequency dom ain coherent control. Two excitation pathw ays exist betw een the lower level 
and the upper level. One pathw ay excites the transition w ith a single photon o f  frequency 
3co, w hile the other requires 3 photos with 1/3 the frequency. W hich excitation dom inates 
is controlled  by the phase difference betw een the pathw ays and is m anipulated by the 
phases betw een the light.
Combining one- and three-photon transitions means that the angular momentum 
selection rules allow both routes to access the same final state. The popularity of this 
formulation stems from the ease with which it can be implemented by tripling the 
output o f a pulsed narrow band (nanosecond) laser. The phase between the beams is 
controlled by passing them through a gas cell containing, for example, H2 [20], or H2 
and argon [2 1 , 2 2 ], in which the gas pressure is altered, or by exploiting the phase shift 
occurring at a focus [23].
There are many experiments demonstrating (co + co + co) + 3co control over 
ionisation/excitation ratios in atoms and molecules, and product branching ratios in 
molecules. Excitation of two paths into degenerate continuum states has allowed 
control of the ionisation/excitation ratio in Hg atoms [24] and Ca atoms [22], Likewise 
ionisation/excitation control has been achieved in molecules, for example in HC1 and 
CO [21] and CH3I [25]. In these experiments competition between two paths to a 
Rydberg state followed by photoionisation effected control. Experiments involving
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reaction product branching ratios include HC1 and CO [21], CH3I [26] and HI (and DI). 
In the HI work the relative excitation of HI+ and I+ was the control objective.
A related approach is (co + co) + 2co excitation. This scheme has been applied to 
slightly different problems, mostly in the high field regime, because optical selection 
rules preclude accessing the same state with both one and two photons. Above­
threshold ionisation rates in Kr and Xe have been shown to exhibit phase dependence 
[27, 28]. In a molecular systems this method has been used to control the yield of spin- 
orbit excited I from IBr [29]; and the direction of photoionisation fragments in HD+ [30] 
and photoelectrons in rubidium [31] and NO [32]. Recently, rotational coherent control 
has been achieved with the (co + co) + 2co scheme in the iodine-containing molecules 
IBr, CH3 I and C3H5 I [15]. It is interesting to note that, with lasers now capable of 
generating pulses with a spectral width spanning more than an octave of frequency [14], 
it should be possible to perform these experiments with a single laser pulse.
In another variation, control over ionisation/excitation has also been 
demonstrated in barium [33, 34] and NO [35] using a resonant (&>, + co2) + (co2 + cox) 
excitation. These experiments revealed interferences between the resonant 
intermediates that could be controlled by detuning the lasers from resonance, in addition 
to the control achieved by altering the laser phase and amplitude.
A whole series of frequency domain coherent control methodologies fall into the 
category o f adiabatic population transfer, and they are beautifully reviewed by Vitanov 
et.al. [36]. Although these do not rely on optical or molecular phase to achieve control, 
they are very powerful techniques and included here for completeness. Adiabatic 
population transfer can achieve efficiencies very close to 100 % for some systems.
The most versatile variant appears to be stimulated Raman adiabatic passage 
(STIRAP) and its derivatives. In STIRAP two lasers are used to couple three states as 
shown in figure 1.2. The objective is to transfer population from state |l) to state |3).
It has been found that to achieve high population transfer the Stokes pulse, with 
frequency co23, has to come before the pump pulse, which has frequency cou.
STIRAP experiments have been reported on atomic and molecular systems. 
Bergmann and co-workers were able to control the 3P0^ 3P ,-> 3P2 excitation in neon 
atoms [37], and were the first to report STIRAP in a molecule, NO [38]. The STIRAP
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scheme was also used to excite from the So ground state of benzene to the 62 state via 
the Si 6 1 [39],
1)
Figure 1.2 Schem atic representation o f  STIRAP for an ideal three-level system  som etim es 
referred to as a A -atom . The laser fields, con (the pum p pulse) and a>23 (the Stokes pulse),
lead to tim e dependent m ixing o f  the stationary states 11), 12^ and 13^. Population is
transferred from  state 11) to state 13) without ever populating state 12^.
A quantum control process closely related to STIRAP is electromagnetically 
induced transparency (EIT), which also includes light-slowing. EIT has been studied 
widely, but was first demonstrated by Harris et al. in strontium vapour [40]. EIT 
involves essentially a three-level system where two narrow linewidth lasers couple an 
excited state to two non-degenerate low-lying states, one of which is populated and the 
other not. Scanning the wavelength of the laser coupling the excited and populated 
lower state through resonance reveals no absorption at resonance.
1A  P h a s e - l o c k e d  L a s e r  P u l s e s
The development of ultrafast lasers has driven the development of time- 
dependent coherent control. The field really started with lasers producing pulses lasting 
a few picoseconds and continues to expand as laser pulses get shorter. Pulses of 30 fs 
duration are now routine in many laboratories round the world, and the shortest 
experimentally realisable pulse is just 250 attoseconds in duration [41], so there are 
enormous opportunities for coherent control.
The first experiments in, and theoretical treatment of, short pulse excitation were 
pump-probe and pump-dump schemes. A short laser (pump) pulse excites a coherent 
superposition o f stationary states of the system -  a wave packet. Although coherent,
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and therefore phase synchronised, this work was not primarily concerned with phase 
evolution. The stationary states can be rotational, vibrational or electronic, or 
combinations o f them. The excitation is impulsive -  the duration of the excitation is 
small compared to the timescales of the wave packet evolution. The wave packet 
evolves in time and its behaviour can be monitored by a second, time delayed short 
laser pulse, the probe. Pump-probe investigation o f wave packet dynamics continues to 
be applied to increasing complex systems [2 ],
The first control experiments and theory developed from this idea. Instead of 
simply monitoring wave packet evolution, in some systems controlling the timing of the 
second pulse can select between excitation of two or more final states. The classic 
demonstration o f this approach was made by Gerber and co-workers [42] in the sodium 
dimer. From the Na2 X 1Sg+ (v" = 10) ground state, a one photon excitation with a 70 fs 
laser pulse at 627 nm created a vibrational wave packet in the A lHu+ (v -  10-14) state 
of with a period o f 306 fs. A two photon excitation simultaneously formed a wave 
packet in the 2 'rig (v’ = 11-18) state, which has a period of 363 fs. A time-delayed but 
otherwise identical laser pulse was used to probe the wave packet motion. Two-photon 
ionisation by the probe laser from the inner turning point of the A state wave packet
2  4“ 4” 1generated the Zg state of the Na2 ion. From the outer turning point of the 2 n g wave 
packet the probe laser made a single photon excitation to a doubly excited Rydberg 
state, which autoionised to Na2+ (2£g+), and dissociated to give Na+ and Na(3s).
The related pump-dump approach was formalised by Tannor, Kosloff and Rice. 
[43, 44]. Their model is based on a ground state potential energy surface of a molecule 
ABC featuring a minimum separated from two product channels, say AB + C and A + 
BC, by saddle points. Above the ground state surface is an excited state surface with a 
minimum that is displaced from that of the ground state, and has rotated normal 
coordinates. An ultrafast (femtosecond) laser pulse excites vertically from the ground 
state, forming a vibrational wave packet on the excited surface. The wave packet 
evolves on the excited state surface and at some later time is pumped back down to the 
ground state surface by a second ultrafast laser pulse. If  the wave packet on the excited 
surface takes the molecule to geometries corresponding to those in the product channels 
of the ground state, vertical transitions from these points will place the wave packet in a 
product channel o f the ground state. The second laser pulse can be timed, therefore, so 
that it causes de-excitation into specific products.
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Pulse sequence experiments where the relative phase of the electric field 
between the pulses, and between the pulses and the wave packets they excite were first 
used to study wave packet evolution. Zewail and co-workers performed the first 
experiments in iodine [45] and anthracene [46], controlling the relative pulse phase and 
delay with an acousto-optic modulator. Scherer et al. [47] measured fluorescence to 
follow the temporal behaviour of rovibrational wave packets in iodine vapour generated 
by phase-locked pulse pairs from Michelson and Mach-Zender interferometers. That 
work lead to the first demonstration of control by the same group [48]. The total 
excited state population of the iodine molecule was monitored by fluorescence as a 
function of the phase difference between the two pulses for a fixed time delay.
Noel and Stroud [49] proposed and executed a coherent control scheme in the 
Rydberg states of potassium that is the prototype for the work described in this thesis. 
They excited two identical time-delayed phase-locked wave packets centred around n = 
66  with a 15 cm-1 bandwidth (picosecond) laser. The second wave packet was excited 
after a delay of one half the classical orbit period. The system was then allowed to 
evolve until the second order partial revival. This ensured that the two wave packets 
overlapped spatially and could therefore interfere. The phase of the second wave packet 
determined the outcome of the interference, which was monitored interferometrically 
using the optical Ramsey method. Three key phase differences were identified. If the 
phase was /r/ 2  the interference completely removed the sub-wave packet at the outer 
turning point at the time of the second order partial revival. If the phase was -  /r/2 the 
sub wave packet at the inner turning point was destroyed. A phase difference of n  left 
both sub-wave packets intact but shifted their phases. Removing one sub-wave packet 
effectively shifts the time of the full revival. State-selective field ionisation (see chapter 
3) allowed the same workers to measure directly the Rydberg state distributions 
resulting from the above wave packet interference [50].
Employing wave packet interference to exploit accumulated phase relationships 
between constituents o f Rydberg wave packets in atoms and molecules, Fielding and 
co-workers were able to manipulate the electronic angular momentum in xenon atoms 
[51], the ratio of predissociation to autoionisation in NO [52], and rotational angular 
momentum in NO [53]. The xenon work exploited the phase shift that arises as a result 
of the different quantum defects of the Rydberg series comprising the wave packet. As 
the wave packet orbits, this phase difference increases. By exciting a second wave
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packet, phase matched to the first, one or other angular component (s or d) could be 
selectively enhanced or diminished. In the NO rotation control experiments, a phase 
contribution from the different rotational series of a Rydberg wave packet was utilised 
in a similar way. In this case the researchers were able to create, from an initial 
superposition of both, a wave packet comprising only N + = 0 or N + = 2 , where N + is 
the rotational quantum number of the core.
Girard et al. [54] have used phase-shifted transform-limited pulses to control 
interference between matter wave packets in Na+ formed by predissociation from Nal. 
Suitably phased pulses could be used to control the kinetic energy of the fragments. 
Free particle wave packet interference was also demonstrated for electrons ionised from 
potassium [55]. A pair of time-delayed 30 fs pulses ionised potassium from the 5p  
state. Two ionisation pathways occurred: one-photon threshold ionisation, and two- 
photon continuum ionisation. The two pathways interfered, depending on the delay 
between the ionisation pulses, allowing manipulation of the free-electron wave packet 
dynamics.
Control over bound-bound and bound-free transitions (but not their branching 
ratios) was reported in NO by Faucher et al. [56] using phase-locked non-transform- 
limited pulses. They made a two-photon excitation from the ground state to an 
intermediate (A) state, and from there ionised with another two photons. Oscillations 
were observed in the ion yield as a function of delay between various combinations of 
intermediate and ionisation steps.
1.5 C h ir p e d -P u l s e  C o h e r e n t  C o n t r o l
The next step in increasing phase complexity brings us to the use o f frequency- 
chirped laser pulses. In a chirped laser pulse there is a change o f phase with frequency 
or, equivalently, a change in wavelength with time. Thus the instantaneous frequency 
of an up- (or positively) chirped pulse increases as the pulse passes, i.e. it becomes 
bluer, whereas that of a down- (or negatively) chirped pulse decreases, i.e. it becomes 
redder. The simplest case of chirping is linear, characterised by a quadratic phase shift, 
followed by increasingly higher orders, cubic and so on. Most work in coherent control 
uses linear chirp but cubic phase shifts have been considered recently [57].
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A single chirped pulse has been used extensively to manipulate quantum state 
amplitudes and is often combined with a transform-limited probe pulse. A 
simplification of STIRAP replaces the pair o f pulses with a single chirped ultra fast 
pulse [58] for population transfer in a three-level A-atom (see figure 1.2). The 7r-pulse 
approach discussed for atomic excitation in section 1.2 was extended theoretically to 
molecules by Wilson and co-workers [16] by considering a chirped pulse. The chirp 
ensures the 7r-pulse condition is met for all the rovibrational states of the molecule by 
providing a range of Rabi frequencies. Warren et al. [59] used a chirped picosecond 
laser pulse to selectively excite the transitions2 <—2Sy2 or 2Py2'<r~2S\i2 atomic
sodium -  a quasi three-level system. A positive chirp preferentially excited 
2T5/2 whereas a negative chirp only excited2Py2. The same group has also extended this
approach to I2, a multi-level system [60, 61]. Chelkowski proposed a vibrational 
ladder-climbing approach to dissociate H2 [62] using a chirped pulse. Vibrational levels 
are sequentially excited as the negatively chirped pulse comes into resonance with the 
decreasing vibrational transition energies. Eventually the asymptotic levels are reached 
and the molecule dissociates. Their view was that this approach should be applicable to 
polyatomics provided the pulse was short compared to the vibrational relaxation time.
The ladder-climbing approach has been extended theoretically to pure 
vibrational excitation of ground state potentials by Raman adiabatic passage (ARP) [63- 
6 6 ], and in conjunction with rotational alignment with the laser field [67]. Chelkowski 
et al. [6 8 ] have also formulated the non-adiabatic case for H2, which they called Raman 
chirped non-adiabatic passage (RCNAP).
Experimentally vibrational ladder-climbing has been demonstrated in the X 2IT/2 
state o f NO [69] where the excitation v" = 0 —» v' = 1 —» v = 2 lead to enhanced v = 2 
population when the chirp follows the reduction in vibrational energy levels. A chirp- 
dependant oscillation in the population was also observed due to interferences between 
different rotational pathways in the excitation. Electronic ladder climbing has been seen 
in 5 s —> 5/?—»5<7 excitation o f atomic rubidium by a chirped pulse [70]. The 
‘intuitive’ case, where the chirped pulse comes into resonance first with the 5s -> 5p 
transition followed by the 5p  -> 5d  transition, leads to population inversion. 
Surprisingly the ‘counter intuitive’ case, where the resonances are reversed, works 
equally well. Gerber et al. [71] found that in Na2, multiphoton excitation by a
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negatively chirped pulse lead to enhanced final state population compared to excitation 
by a positively chirped pulse, but the positively chirped pulse gave a higher Na+ yield 
upon multiphoton ionisation. The group of Girard have studied several systems using 
single chirped pulses. In the two-level system formed by the 5p  <— 5s transition of 
atomic rubidium excited by a weak chirped pulse [72], chirp-dependent oscillations 
occur in the population of the excited state. These resulted from interference between 
resonant and non-resonant excitation pathways and occurred only after the pulse passed 
through resonance. Similar results were reported for multiphoton excitation of Na [57]
leading to enhancement of the final population compared to excitation with a transform-
2 2limited pulse. Using interference between wave packets in the 4 Pj/2 and 4 P3/2 states 
of potassium formed by a chirped pulse and a transform-limited pulse [73], the same 
group were able to shape the wave packets and alter their dynamics.
Bardeen et al. demonstrated a pump-dump experiment to control vibrational and 
electronic population in the laser dyes LDS690 and LDS750 [74] and bacteriorhodopsin 
[3] in solution using excitation by a single chirped pulse. A similar approach was used 
in 3-3'-diethylthiatricarbocyanine iodide (DTTCI) in ethanol [4]. Figure 1.3 shows 
schematically how a vibrational wave packet is formed on the excited state potential 
energy surface by the blue leading edge of the chirped pulse. The wave packet moves 
to the outer turning point of the potential and, in a stimulated emission process, is 
pumped back down to the ground state potential surface by the trailing red edge of the 
pulse.
Other studies also take the perspective of wave packet motion. Wilson et al. 
studied vibrational wave packets in the B-state of I2 in the gas [75] and condensed (in 
solid Kr) [76] phases. The same group also revisited an early Zewail coherent control 
experiment in Nal [77]. They found that a chirped pulse could pre-compensate for 
dispersion o f the wave packet over its trajectory in such a way that it was ‘focussed’ 
into an optimal Frank-Condon window for subsequent excitation. For I2 this increased 






Figure 1.3 Schem atic representation o f  the single chirped pulse pum p-dum p coherent 
control schem e for large solution phase m olecules. The blue edge o f  the chirped laser pulse
(bottom ) excites a vibrational wave packet on the upper surface. The wave packet quickly 
relaxes (curved arrow) and is then pum ped down to the ground state again by the red end o f  
the laser pulse.
Although carried out in a Rydberg electron wave packet, a similar model was 
used by Arlt and co-workers [78]. The chirped pulse created an initially dispersed wave 
packet that becomes temporally narrower with time until it resembled a wave packet 
generated by a transform-limited laser pulse. Having first narrowed, the wave packet 
then dispersed in the normal way. Effectively the dynamics of the wave packet had 
been temporally shifted.
Rotational wave packets have also been manipulated. This was demonstrated 
experimentally by Faucher et al. [79] for N2. The shape o f ground state rotational wave 
packet recurrences was found to be highly sensitive to the chirp. Higher rotational 
terms were excited after lower ones, leading to altered dynamics.
A . M u l t ip l e  C h ir p e d  P u l s e s
Warren and Davis [80] considered theoretically a Raman chirped adiabatic passage 
scheme using two chirped pulses. This allows selective population of ground-state 
vibrational levels. Bhattacharyya [81] extended these ideas theoretically to two 
oppositely chirped pulses making a non-resonant stimulated Raman excitation of H2 
from v" = 0, f  = 0 to v' = 1, J . A negatively chirped pump pulse combined with a 
positively chirped Stokes pulse placed all the population in the S-branch if the pulse
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was long and the chirp slow. Reversing the chirps of the pump and Stokes pulses 
populates only the Q-branch. If the pulse is short and the chirp is fast, then the S/Q 
branching ratio can be controlled by the chirp.
Sauerbrey et al. [82] created a very simple technique to selectively excite one or
9 9other of the 5 P 1/2 and 5 P3/2 states of rubidium. Interference between two phase- 
locked chirped pulses leads to modulation of the frequency spectrum of the pulse pair. 
The positions of peaks and troughs in the spectrum can be controlled simply by phase 
shifting two replicas of the chirped pulse with a Michelson interferometer. Selective 
excitation was achieved by placing a spectral hole at one resonant frequency and a peak 
at the other.
Additional theoretical proposals for the use of multiple chirped pulses include 
chirped adiabatic passage by two-photon absorption (CAPTA) [83]. This allows 
selective excitation of single rovibrational states of a diatomic by non-resonant 
excitation via an electronic intermediate. Very recently Dunning and co-workers [84] 
proposed an extension of the half-cycle pulse control of Rydberg electron wave packets 
to include trains of chirped pulses that, modulated in the right way, control the 
dynamics of the wave packet.
1.6 P u l s e  S h a p in g
The advent of pulse shaping of ultrafast laser pulses has made it possible to 
generate laser pulses with regular phase functions that are much more complex than 
simple linear chirps. These have included phase steps [85-87], sine functions [85] and 
square waves [88] and arbitrary phases output by feedback-based optimisation.
There are several different designs o f pulse shaper reported in the literature, but 
most are based on a zero-dispersion, or 4 -/, compressor [89] (also known as a null 
stretcher). The layout of a typical pulse shaper is shown in figure 1.4 [90], Variations 
of the optical arrangement of the pulse shaper include replacement of the lenses with 
cylindrical mirrors and different input and output geometries, but the concept of 
operation is the same. The grating -  lens -  lens -  grating arrangement performs a 
Fourier transform of the laser pulse from time to frequency and back to time. The pulse 
shaping operation occurs in the frequency domain.
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The pulse-shaping device itself can be a liquid crystal spatial light modulator 
(LC-SLM) [91, 92], an acousto-optic modulator (AOM) [93, 94], or less commonly, a 
deformable mirror [10, 95] or reflective SLM (the parallel aligned nematic liquid 
crystal, PAL-SLM [96]). Liquid crystal spatial light modulators comprise a linear array 
of pixels (typically 128, but recently extended to 640 [97]) containing a liquid crystal. 
The array is connected so that a different electrical potential can be applied to each 
pixel. The refractive index of the liquid crystal depends on the applied potential. The 
difference in refractive index between pixels shifts the relative phase of the laser light 
passing through them. When the pulse is reformed the phase shifts imprinted by the 
SLM are retained, and the pulse is shaped. The degree of shaping available depends on 
how well separated are the frequency components of the pulse. Often two such arrays 
are stacked together, one altering the phase and the other adjusting the amplitude.
CL CL
TL pulse shaped pulsePS
Figure 1.4 Schem atic layout o f  a zero-dispersion (4 -f) pulse shaper. A  transform -lim ited 
laser pulse enters the pulse shaper from  the left and is dispersed by a grating (G). Gratings 
for this application typically have around 1800 lines m m -1. The grating separates spatially 
the spectral frequency (co) com ponents o f  the pulse. A  cylindrical lens (CL) positioned at 
its focal length (/) from  the grating serves to collim ate the beam  com ing o ff the grating, and 
focus the frequency com ponents into the SLM pixels [98]. A  second identical lens is 
located tw o focal lengths from  the first. The pulse-shaping (PS) device is placed h a lf  way 
betw een the lenses, as this is the Fourier plane, w here the spectral resolution is highest.
The second lens focuses the light onto the second grating w here it is recom bined to form  a 
tem porally  shaped pulse.
Acousto-optic modulators comprise a photonic crystal (usually TeC>2, but fused 
silica was recently used to shape 400 nm pulses [99]) attached to a piezoelectric actuator 
to which is applied a shaped radio-frequency (RF) potential. This sets up a shaped
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acoustic wave in the material that presents a frequency dependent diffraction grating to 
the laser pulse [93]. AOMs can be used without the 4 -f arrangement, in which case they 
are known as acousto-optic programmable dispersive filters (AO-PDF) [100]. Although 
originally developed for use at the fundamental wavelengths of titanium sapphire lasers 
(around 800 nm), these devices have recently been extended to below 500 nm [101], 
and will doubtless be extended into the UV.
A . R e g u l a r  P h a s e  F u n c t i o n s
Meshulach and Silberberg [87, 102] demonstrated coherent control of the two- 
photon transition 8Si/2 <— 6Si/2 in atomic Cs using a 30 fs laser pulse with a n phase 
step. The 7r-step is generated by having the phases (p -  0 for all frequencies co<con ,
and ( p - n  for co>con , and leads to a “dark pulse” [85], where for (ox ~ <y85<_6S/ 2 , i.e.
near the two-photon resonance, no excitation occurs, whereas for con = coss^ 6S/ 2 the 8S
population is maximal, as if  excited by a transform-limited pulse. The same approach 
was found to be applicable also in the laser dye Coumarin 6H, in which the absorption 
forms a broad continuum as opposed to discrete atomic levels. The Silberberg 
experiment was repeated in sodium by Baumert and co-workers [85] and extended by 
the addition of a transform-limited “pre-pulse”. By exciting the system first with a 
phase-locked transform-limited pulse the effect of the 7r-step pulse could be controlled, 
and even inverted, depending on the relative phases.
Meshulach and Silberberg [102] used a cosine phase function to shape 31 fs 
pulses at 822 nm to generate dark pulses in the same transition in Cs as their 7r-step 
work. Motzkus and co-workers [103] also generated dark pulses in a two-photon 
excitation o f atomic sodium using a cosine phase function, but combined it with a 
feedback algorithm (discussed below). A cosine function applied to the spectral phase 
o f the laser pulse was studied in detail by the Baumert group [85]. A single pulse 
shaped by a sine phase function generates a train o f pulses. The relative phases between 
the pulses can be controlled by the phase of the sine function. For the two-photon 
excitation o f atomic sodium (4s <— 3s), changing the phase o f the function lead to 
enhancement or reduction of the 4s population. If the shaped pulse was preceded by a 
transform-limited pulse, the role of the shaped pulse could itself be controlled,
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depending on the relative phases between them. Pastirk et al. [104] were able to select 
single fluorescent marker species for excitation in solution mixture by applying a cosine 
phase function in femtosecond two-photon microscopy.
A square-step phase function was employed by Renard et al. [88] to shape 100 
fs pulses to control ground state rotational wave packet dynamics in N2 in a stimulated 
Raman process. Altering the spectral phase reduced or accentuated interference 
between contributions from odd and even rotational states.
Perhaps the most sophisticated pulse shaping experiment not to include 
experimental feedback (discussed in the following section) was performed by the 
Bucksbaum group [105]. A Rydberg wave packet was excited in atomic caesium by a 
shaped optical pulse. The initial wave packet included the states 24p to 29/?, the 
populations o f which were redistributed by a shaped THz half-cycle pulse to include 
only the 21s state.
B . I r r e g u l a r  P h a s e s  a n d  G e n e t i c  A l g o r i t h m s
The real power of ultrafast optical pulse shaping has come from its combination 
with feedback optimisation. In this arrangement, a genetic algorithm (GA) or other 
automatic optimisation algorithm optimises the shape of the laser field using feedback 
from the experiment to select a particular objective. The objective can be any of the 
normal coherent control products, for instance ionisation yield, particular dissociation 
products or generation of a particular harmonic order. This section reviews some 
examples o f coherent control using pulse shaping coupled with feedback optimisation. 
Chapter 5 discusses in greater detail what these experiments have revealed about 
coherent control physics and the algorithms themselves.
The GA combined with a pulse-shaper was first realised by Gerber et al. in 
1997. In a proof-of-principle experiment, second harmonic generation in a BBO crystal 
[91] was optimised by correcting a pre-chirped 60 fs laser pulse. The first molecular 
coherent control was reported by Warren and co-workers [106], Their experiment 
monitored the population of the first excited state of the laser dye IR125 in methanol, 
and demonstrated maximisation of both the efficiency (excited state population/laser 
power) and efficacy (total excited state population) using feedback from fluorescence. 
Since that time there have been many studies using these techniques to control
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excitation of atoms and molecules ranging from homonuclear diatomics to biological 
macromolecules in the gas and solution phases, and even in vivo (at least in principle 
[107]). In atomic physics the GA and pulse shaping approach has selected a particular
tV iharmonic order (the 27 ) from its neighbours in high-order harmonic coherent XUV 
generation in argon in a 175 pm diameter capillary waveguide [10]. More recently, 
resonant two-photon absorption was maximised in rubidium atoms [96]. In diatomics, 
Pearson et al. were able to select the relative ratios o f dissociative ionisation and non- 
dissociative ionisation in Na2 [94]. Bartelt et al. maximised single pulse multiphoton 
ionisation in NaK (and Na2K) [108]. In Li2, Leone and co-workers [92] optimised the 
delay between a shaped pump and a transform-limited probe to maximise the 
photoionisation yield. The Motzkus group selected arbitrary vibrational states the 
potassium dimer by stimulated Raman scattering in a degenerate four-wave mixing 
experiment [109]. A recent development from the established techniques of phase and 
amplitude shaping by Brixner et al. enhanced the three-photon K \ signal by 
incorporating polarisation shaping with phase shaping.
Work on polyatomic molecules has included control of the self-phase 
modulation spectrum of C C I 4 [110], selection of individual vibrational modes in 
methanol [94, 111] and benzene [94], SF6 and CO2 [95], and polydiacetalene [112]. 
Selective bond cleavage was first demonstrated in CpFe(CO)2Cl (where Cp is 
cyclopentadiene) and Fe(CO)s by Gerber’s group [113], and has now been extended to 
include fragmentation of CH3COCF3 [93] and CpMn(CO )3 [114]. Rabitz and co­
workers [7] used pulse-shaping coupled to a learning algorithm in an impressive set of 
high field experiments in simple organic molecules. Working in the high field, they 
argued, offers more powerful control over chemical reactions as it allows ac-Stark 
shifting of energy levels and multiphoton ionisation, which overcome the limitations 
imposed by the laser bandwidth in weak field experiments. They were able to 
selectively enhance photofragmentation products from acetone, trifluoroacetone and 
acetophenone. In addition, the dissociative rearrangement product of acetophenone 
could be optimised. Other studies in polyatomics include simultaneous optimisation of 
absorption by solution phase DCM and [Ru(dpb)3](PF6)2 [115], and multiphoton 
excitation of [Ru(dpb)3](PF6)2 [90].
Extending both the molecular size and the utility of coherent control, Motzkus et 
al. have studied electron transfer in a bacterial light harvesting complex [107], and the
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Dantus group have demonstrated that in principle coherent control could be used as a 
probe in vivo [116].
1.7 C o n c l u s io n
This chapter has introduced coherent control and reviewed particular instances 
from the literature. There are many approaches to coherent control ranging from simple 
schemes to complex multiple shaped pulses and feedback optimisation by machine 
learning. The enormous power of ultrafast pulse shaping coupled with genetic 
algorithms has altered the path of coherent control research. Howerver, it is no longer 
sufficient simply to select the outcome of photoexcitation. The objective now is to 
understand the physics of the interactions between light and matter so that our reliance 
on the genetic algorithm to find optimal pulses is removed. The work presented in this 
thesis is a contribution to such understanding. By returning to simpler systems, atomic 
sodium and sodium dimers, we have been able to relate the properties of the laser pulses 
required to achieve particular control objectives to the properties of the system, such as 
its anharmonicity.
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C h a p t e r  2
C h a p t e r  2 D e v e l o p m e n t  o f a  B e a m  S o u r c e  f o r  S o d iu m  A t o m s  a n d  
D im e r s
A b s t r a c t
This chapter describes development of a sodium atom and dimer beam source for use in 
optical coherent control experiments. The concepts of molecular beams are introduced 
along with a brief review of the literature on sodium atom and dimer beams. The beam 
source is considered in two parts. Firstly the sodium oven and nozzle are described in 
detail, along with the vacuum chamber that houses them. This is followed by a 
description o f the experimental chamber, which contains a time-of-flight mass 
spectrometer. Finally a number of potential improvements to the system are discussed.
2.1 In t r o d u c t io n
A large part o f this research project has been the development of a source for 
molecular beams of sodium atoms and sodium dimers. This chapter details the system 
we have built and describes how it has been developed and used. The chapter starts 
with an introduction to molecular beams, focussing on the particular characteristics that 
have been found to pertain to beams of alkali metals, especially sodium. Our molecular 
beam is then presented, starting with the sodium source, which comprises an oven, 
nozzle and vacuum system. That is followed by a description of the experimental 
chamber, where we make use of the molecular beam in coherent control experiments. 
The experimental side includes a time-of-flight mass spectrometer and micro-channel 
plate detector and the vacuum pumps. Finally, some lessons learnt and suggestions for 
improvements are noted.
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2 .2  In t r o d u c t io n  t o  A t o m ic  a n d  M o l e c u l a r  B e a m s
A . T h e  F r e e  J e t
Chapter 2 of Atomic and Molecular Beam Methods by D. R. Miller [1] is an 
excellent introduction to free jet sources. This section follows its structure, starting with 
an ideal analysis o f the free jet expansion, but then concentrates on expansions and 
beams of alkali metals atoms and dimers.
An atomic or molecular beam source like ours is driven by the pressure 
difference between the high pressure P0 inside an oven separated by a small aperture
from a lower background pressure Pb. Gas escaping from the oven is accelerated by
the pressure difference and its approach to the aperture. If,
where y  - C p jC v , the flow velocity of the gas will reach the local speed of sound in 
the aperture. The gas flow velocity is expressed by the Mach number,
where V is the flow velocity and a is the local speed of sound. Expansion of the gas into 
the vacuum accelerates it further, to M >  1, so the expansion is called supersonic.
The expansion does flow work so enthalpy is the natural thermodynamic 
quantity to use. Within the source the gas has a stagnation enthalpy ho. The expansion 
is divided notionally into streamlines along which ho is constant. The first law of 
thermodynamics then gives,
l b v  ^  J
(2.1)
M  = — = 1, (2 .2)
a
V 2h H = hr,
2 0
(2.3)
along a streamline. For an ideal gas dh = Cpd t , where Cp is the heat capacity at
constant pressure, so velocity and flow can be related by,
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V = ^ 2 C p(T0- r ) , (2.5)
if Cp is constant over the temperature range To to T. This gives the final velocity 






if  T « T0 (i.e. the gas is cooled), and the gas is ideal with molar mass W and 
Cp = RW  y /{y  - 1). Taking the ideal local speed of sound a = ^]yRT/W  , equation 2.5
can be recast in terms of just y  and M  to give temperature, velocity, pressure, and 





r - 1 »jf2M x (2.7)
so.
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, and —  = —  =
f  J  \ / y-\
TV o y
(2.9)
where p  is the mass density, n the number density and R is the gas constant.
For these expressions to be useful it is necessary to calculate the velocity or
Mach number behaviour of the expansion. A fluid mechanical continuum (high
collision frequency) model can be used to calculate these. The expansion is assumed to 
be isentropic and starts from a steady state. Viscosity and heat conduction are 
neglected. The fluid mechanics equations to be solved are for the conservation of mass, 
momentum and energy, given respectively by,
V -(pV ) = 0 (2.10)
/r,V-VV = -V P  (2.11)
V-V/;0 = 0  (2.12)
where P  = p R T /W . These equations can be solved numerically but the details lie 
outside the scope of the work presented here. The numerical results have been fitted to
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equations which can be conveniently used to calculate properties of an expansion. The 
most useful of these for this work describes the Mach number as a function of distance 
from the nozzle for an axis-symmetric ideal expansion,
M  = A




where, for y = 5/3, the constant A = 3.26, x is distance from the nozzle aperture along 
the centreline and d  is the nozzle diameter. The term x 0/ d  = 0.075 is the effective
position o f the source aperture, and lies slightly in front of the real aperture. This 
expression is applicable to distances greater than 2.5 diameters from the aperture. 
Having calculated the Mach number, equations (2.7) to (2.9) can then be evaluated at 
any point along the centreline of the expansion.
The behaviour of the ideal isentropic expansion can be summarised as follows. 
The velocity reaches its terminal value Vx within a short distance (< 4 nozzle 
diameters) after leaving the nozzle. Temperature, pressure and density, on the other 
hand, fall much more slowly and only approach their terminal values after > 20 nozzle 
diameters. Eventually however the collision rate falls to a level where the continuum 
model breaks down and collision-free molecular flow prevails. The distance to the 
transition to free-molecular flow is important when the expansion is being used to cool 
the internal degrees of freedom of a molecule, as in our experiment. Once free- 
molecular flow occurs there is no further cooling.
Figure 2.1 summarises a supersonic expansion near the nozzle. As the gas 
accelerates towards the nozzle the Mach number reaches 1. Outside the nozzle the gas 
expands and accelerates until its velocity is higher than the local speed of sound (M  »  
1). Since information about the surrounding, background, pressure is transmitted 
through the expanding gas at the local speed of sound, the expansion region cannot 
adjust to background pressure. The deceleration to M  < 1 is achieved by shock 
structures. These are thin regions (with a thickness o f about the mean free path) where 
density, pressure, temperature and velocity change rapidly. Around the outside of the 
expansion is a cylindrical ‘barrel shock’, and perpendicular to the beam axis is the 
‘Mach disk shock’. Between the barrel shock and the je t boundary is a viscous, heat 
conducting, non-isentropic region. Downstream of the Mach disk is a collision-free
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For diffusion-pumped systems, it is possible to have pressure ratios so large that 
the Mach disk lies outside the apparatus and there is a smooth transition from 
continuum to free-molecular flow.
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Figure 2.1 A  cross-section o f  the continuum  free-jet axis-sym m etric expansion. For a short 
converging nozzle like this the flow  is approxim ately isentropic w ith negligible viscosity 
and heat conduction. A pproaching the nozzle, m aterial is accelerated by the dim inishing 
area from  very low  velocity w ithin the source to the local speed o f  sound. Once outside the 
nozzle the acceleration continues as the gas expands (continuum  region). Eventually the 
flow  decelerates to local conditions by developing regions o f  shock. A dapted from [1].
Since most molecular beams are ‘used’ far downstream from the nozzle it is 
useful to know the characteristics of the expansion in that region. In addition to the 
terminal temperatures and densities, a useful parameter to come out of this analysis is 
the terminal speed ratio -  the mean terminal velocity divided by the spread in velocity. 
Beijerinck and Verster [2] have correlated the terminal speed ratio to the source 
conditions,
B
S. = A ■Jln0dC A (2.15)
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where A and B  are parameters dependent on y, no is the number density of particles in 
the source and d  is the nozzle diameter. C is the collision cross section, which for 
heated sources like ours, can be taken as n a 1, where cr is a hard-sphere cross section. 
From Sj^ the parallel temperature can be calculated. In the molecular free-flow region




For an expansion of a mixture of light and heavy molecules with a given average 
velocity V and perpendicular temperature T± , the lighter component will have smaller
The centreline characteristics of the expansion are the most important for 
molecular beam systems because this section is often skimmed off and used 
downstream. The ideal centreline intensity 70 can be calculated from the flow rate 
through the nozzle [2], 
kN
h  = n
(2.17)
where k  is a gas-dependant peaking factor. N  -  tn/W Nav where, from equations (2.7) to 
(2.9) the mass flow rate is,
m = P0A yW f  2 1
r+i/ 1A-i
RT0 U  +  l J ( 2 .1 8 )
which gives,
N  = F (y)n( ‘2kT"
m
, and F (y) = r
r + i y + l
y - 1
(2.19)
where A* =7id2/4  is the effective nozzle area, which is significantly smaller than its 
physical area.
B . S o d i u m  A t o m  a n d  D i m e r  E x p a n s i o n s
Real systems exhibit deviations from ideal isentropic expansion because the 
approximations it uses are incomplete. Firstly, as the collision rate falls, non-
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equilibrium kinetic effects within the continuum region alter the temperature and 
velocity distributions. Secondly the beam intensity is usually reduced from ideal by 
scattering from background gas molecules, and by the presence of skimmers. Finally 
co-expansion o f gas mixtures presents another set of properties. Since we have been 
concerned with constructing a sodium atom and dimer molecular beam, discussion of 
non-ideal effects in the expansion are confined as far as possible to sodium and the 
other alkali metals.
The continuum approximation in the isentropic supersonic expansion depends 
on the collision rate being high enough to maintain equilibrium. As the collision rate 
falls the equilibrium (and continuum) assumption fails and velocity and temperature 
distributions are altered from equilibrium. The continuum model can be used to 
estimate where in the expansion non-equilibrium effects start to appear. Since most 
atomic and molecular beams are ‘used’ in the molecular free-flow region it is the 
terminal velocity and temperature distributions that are o f interest. Their determination 
requires solution o f the Boltzmann equation for the velocity and temperature in the 
expansion taking account of the changing collision rates. Both calculations and 
experiments have found the velocity distribution in the direction parallel to the 
expansion to be more or less Gaussian. Velocity perpendicular to the expansion is 
distributed in a double Gaussian: one forming a sharp peak and the other a broad tail [1, 
2]-
C . C l u s t e r i n g
The two most important kinetic effects for the current study are clustering and 
internal energy relaxation. It was noticed early in the use o f molecular beams that the 
dimer concentration in supersonic expansions is increased above equilibrium levels [3]. 
This offers greater signal intensities for molecular beams over closed cells for 
spectroscopic studies. The equilibrium dimer fraction, such as might occur in a heated 
closed cell, can be calculated from its tabulated vapour pressure. Atomic and dimer 
vapour pressures tabulated by Nesmeyanov [4] are commonly referenced in the 
literature and are plotted in figure 2.2. Alternatively the dimer fraction can be 
calculated from the thermal equilibrium constant for dimer formation. The equilibrium
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K = - £ i  fexp
k T
r(f ,Vx / k T ) d 3R (2.20)
where gx  and g 3s are the multiplicities of the molecular and atomic states, VX(R) is the X 
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Figure 2.2 E quilibrium  vapour pressure o f  sodium  atom s and dim ers as a function o f 
tem perature from  [4]. N a data is indicated by circles, N a2 is represented  by diamonds.
Gordon, Lee and Herschbach [3] performed a detailed study of the oven pressure 
and nozzle diameter dependence of alkali metal (Rb and Cs) dimer fraction in molecular 
beams with high source pressures. Their short converging (approximately ideal) nozzles 
ranged in diameter from 0.04 mm to 0.16 mm, and the source pressure was varied from 
~ 0.3 mbar to ~ 470 mbar by changing the oven temperature from ~ 500 K to ~ 880 K. 
Their experiment measured the frozen (terminal) atom and dimer intensity and velocity 
approximately 80 cm downstream from the nozzle. The dimer fraction was found to 
increase with nozzle diameter and oven pressure, levelling off at a maximum of ~ 
5 x l 0 17 sr_1 s_1 due to scattering from background metal atoms. For larger nozzles the 
dimer fraction increased faster with oven pressure than for smaller ones. The dimer 
fraction fell slightly when the nozzle temperature was more than 70 °C greater than the 
oven. Optimising these conditions allowed generation o f 30% mole fraction dimers. 
Higher order clusters were found to have < 1 %  fractions. Zare et al. [7] reported a
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dimer fraction between 15% and 45% for a similar experimental arrangement. The 
concept that dimers are formed in the expansion is supported by the work of Whitehead 
and Grice [8]. Their crossed beam experiments on reactive collisions between alkali 
dimers and different alkali metal atoms showed that the formation of dimers is highly 
favourable.
In reference [7] the parallel velocity distributions of the atoms and dimers were 
both very sharp, corresponding to translational temperatures of 26 K and 37 K 
respectively. There was a small velocity ‘slip’: the atom and dimer velocities differed 
by only about 1%, with the dimer having a slightly lower velocity and slightly narrower 
distribution. The velocities, and therefore terminal Mach numbers, increased with 
nozzle diameter and oven pressure, again the pressure dependence being steeper for the 
larger nozzles. Significantly for the current work, the terminal velocities o f the atoms 
and dimers did not exceed the isentropic limit. This indicated that the heat of 
condensation o f dimers was not transferred to the expansion and must therefore have 
remained as vibrational excitation of the dimers.
The process o f dimer formation was modelled by Gordon et al. as a two step 
process [3, 9], valid under equilibrium or expansion conditions, where a ‘virtual- 
orbiting collision state’, A *, is stabilised by collision with a third body M,
where M can be another A atom or a carrier gas atom. The forward and reverse rate 
constants, kf and kx, scale as P0d 2 and P0d  respectively [1] so increasing the nozzle
diameter strongly favours dimer formation, but of course also increases the required 
pumping speed.
Knuth [9] used the ‘quitting surface’ or ‘freezing surface’ analysis o f expansions 
of rare gases to correlate terminal dimer mole fraction to parameters and measurable 
quantities o f the sytem, such as the nozzle diameter and temperatures in the expansion. 
Thus the dimer fraction xAz is given by,
where n0 is the source number density, a  is the zero-potential interaction radius, s  is 
the potential-well depth of the dimer, d* is the effective source diameter, k is the
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Boltzmann constant and T0 is source temperature. While this expression was not
applied to either alkali metals or heated sources, there was no indication that it cannot 
be, and given the wealth of data available on sodium potential energy curves, it seems 
potentially useful.
The dimerisation process in the continuum region of a nozzle expansion of 
sodium was studied by laser-induced fluorescence by Aerts and co-workers [10, 11]. 
Fluorescence from a small range of rovibrational transitions in the B -  X ]Zg 
excitation were studied in an expansion from a 0.5 mm nozzle at 800 K into a vacuum 
of < 10-6mbar. This work indicated that dimerisation was almost complete within the 
first 0.7 nozzle diameters of the expansion and that higher source pressures lead to 
higher dimer fractions at large distances from the nozzle.
Experiments using time-of-flight mass spectrometry with optical pumping by 
Bergmann, Hefter and Hering [12, 13] revealed that the velocity of dimers in a pure 
sodium expansion is strongly correlated with the internal energy. The vibrational 
ground state was found to have a higher terminal velocity than the atoms, whereas 
higher rovibrational states had lower velocity and a wider velocity distribution than 
lower lying states, corresponding to a fall in the speed ratio with vibrational excitation.
A laser-induced fluorescence (LIF) study conducted further out in the expansion 
[14] found that for P0d<  1 the off-axis dimer population decreased with increasing PQd
and with increasing internal energy of the dimer, whereas for P0d  > 1 the situation
reversed. The dependence on source conditions indicates that molecules formed in the 
expansion, as opposed to those formed inside the nozzle, have excess kinetic energy and 
rapidly move away from the beam centre. More highly excited molecules move further 
from the axis, leaving the beam centreline populated by molecules in low vibrational 
states. Molecules formed in the oven or nozzle are more likely to be found in the beam 
centre. O f the high percentage dimer fractions (15% to 45%) reported by Zare et al. [7], 
between 2% and 17% were estimated to have formed downstream of the nozzle 
respectively.
Measurements o f fluorescence polarisation from dimers in a sodium expansion 
showed that there is partial (around 10 %) alignment of the molecular angular 
momentum perpendicular to the flow direction [15]. The degree of alignment was 
found to increase linearly with the logarithm of oven pressure. This was explained by
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Visser and co-workers [16] in terms of the molecule -  atom interaction potential and 
their relative velocities. The potential is anisotropic for a diatomic molecule so the 
scattering cross section depends on the orientation o f the molecule to the relative 
velocities of the molecule and atom (or another molecule). Lower vibrational states 
were found to align more strongly; an observation attributed their velocity more closely 
matching that o f the atoms.
D . Q u a n t u m  S t a t e  D i s t r i b u t i o n
The quantum state distribution in sodium dimer expansions has been studied 
widely. Gordon et al. [3] and Whitehead et ah [8] both interpreted the absence of 
translational excitation to indicate the energy of bond formation must remain as 
vibrational excitation. The work of Aerts et al. [10] on the very start of the expansion 
(out to 1.5 nozzle diameters) showed that, on the contrary, dimers were not formed in 
highly excited vibrational states, but were Boltzmann distributed about the equilibrium 
temperature. Further away from the nozzle the distribution became non-Boltzmann as 
the collision rate fell. Work by the same group [17] revealed that low vibration and 
rotation states reside in the beam centreline, whereas higher lying states have angular 
distributions that broaden with v and J. These propensities are amplified as the source 
pressure increases.
Sinha, Schultz and Zare [7] measured the vibrational and rotational state 
distribution o f the ground state of Na2 as a function o f nozzle diameter and source 
conditions using white light and laser-induced fluorescence. No evidence was found for 
highly excited vibrational states. In fact the optimal beam, emanating from a 0.5 mm 
nozzle at 970 K had a vibrational temperature of 153±5 K and a rotational temperature 
of 55±10 K. The state distributions were found to be insensitive to source pressure.
Fluorescence studies on the source pressure dependence of rovibrational state 
occupancy by Visser et al. [16] indicated that at low source pressures dimers were 
formed vibrationally excited, but cooled efficiently as the source pressure increased.
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E . I n t e r n a l  E n e r g y  R e l a x a t i o n
In addition to generating nearly collision-free environments, cooling of 
rotational and vibrational degrees of freedom in supersonic expansion makes them 
highly attractive as a spectroscopy tool. If the molecules are in a much smaller number 
of rotational and vibrational states than room temperature or, in the case of alkali 
metals, elevated temperatures then experimental signals are likely to improve.
Most of the collisions in a free jet expansion occur within the first few tens of 
nozzle diameters from the nozzle. The collision rate for two body collisions falls off 
rapidly with distance and scales as P0d /T 0 . Molecules in a typical supersonic
expansion will undergo in the region of 100 to 1000 collisions before the flow becomes 
free-molecular. The key question is how far will rotational and vibrational degrees of 
freedom relax before collisions cease and they ‘freeze’? Rotations of a small diatomic 
molecule require between 10 and 100 collisions to relax, so rotational cooling is 
extensive [1].
Vibrational cooling o f a diatomic will take approximately 104 collisions to relax 
[1], so might not be expected to occur in typical supersonic nozzle expansions. However 
the failure to observe any evidence of highly excited vibrational states in, for example, 
the LIF experiments discussed above lead Bergmann et al. to conclude that molecules 
formed in the expansion convert their heat of formation to kinetic energy in a very 
efficient cooling mechanism [12].
The details of rotational and vibrational relaxation in Na/Na2 expansions have 
been studied by several groups [18-20]. Kompitsas and co-workers [21] excited the 3
2 1 1  T"P state of atomic sodium and analysed fluorescence from B n u —*■ X ‘V  of Na2 
excited by collisions with the excited atoms. A strong correlation was observed 
between the oven temperature, i.e. source pressure and thus density of collision partners, 
and population o f higher rovibrational states. The collision rate fell off very fast with 
distance from the nozzle: a molecule made less than one collision once it travelled more 
than a nozzle diameter from the nozzle. From such low collision rates it was concluded 
that each collision must involve a large exchange of energy, probably by reactive 
collision, but possibly also non-reactive inelastic collision.
Aerts, Hulsman and Willems [18] studied relaxation o f vibration and rotation 
along the molecular beam axis from the nozzle (in the equilibrium region) to far out in
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the molecular free-flow region using LIF of several rovibrational states. The population 
of states was found to be Boltzmann distributed in the continuum region, becoming non- 
Boltzmann as the collision rate fell with distance. Everywhere in the expansion, higher 
vibrational and rotational states were less populated. Populations of lower internal 
states were found to be fairly constant along the beam axis, whereas for higher states it 
fell with distance. The decrease was faster for higher states. Effective inelastic 
collision cross-sections were enumerated and found to increase with the source pressure 
(and therefore with the gas density) and collision number. The change in internal state 
population was found to occur gradually with distance from the nozzle, not abruptly at a 
shock structure, for their experimental conditions. Nonetheless Gundlach et al. [19] 
analysed translational and rotational relaxation in a Na/Na2 expansion in terms of a 
‘sudden-freeze’ model. In this picture the expansion is divided into two regions: the 
continuum region where collisions are common and relaxation is efficient, and the free- 
molecular flow region where there are negligible collisions, no relaxation and the 
internal states are ‘frozen’. The transition from continuum flow to frozen flow is abrupt 
and described by a surface lying some distance from the nozzle orifice. Although 
apparently a significant approximation, the experimental data can be well modelled 
using it.
F . M i x e d  E x p a n s i o n s : T h e  R o l e  o f  t h e  C a r r i e r  G a s
Binary collision rates scale as Pod so can be adjusted to increase cooling to some 
extent [1]. A more useful method though is the use of mixed species expansions. The 
ideal continuum expansion can be cast in terms of molar average heat capacity 
x >cPl = and molecular weight W = ^ j X jWi , where X t is the mole
fraction. This gives Cp = CpjW  in equations 2.4 and 2.6. Equation 2.6 shows that the
terminal velocity depends inversely on the molar average mass if Cpi and yt are equal 
and constant. The practical consequences are that expansion of a heavy gas can be 
accelerated by a light one, creating a narrower velocity distribution, or a light gas can be 
slowed down by addition of a heavier one. A heavy carrier gas added to the sodium 
expansion extends the equilibrium region further from the nozzle, leading to more 
collisions and increase vibrational and rotational cooling.
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Pritchard et al. [22] reported a 30 % dimer fraction o f Na2 in sodium expanding 
through a 70 pm nozzle from an oven at 800 °C (pNa ~ 400 mbar) with argon or krypton 
at 2670 mbar as a carrier gas. These conditions correspond to P0d = 21.5 mbar cm.
Although the vibration and rotation temperatures were not reported, the beam was 
described as cold and the dimer fraction was used in molecular interferometry, which 
suggests high population o f a few rovibrational states.
Bergmann et al. [23] reported a sodium dimer source operated at 930 K (giving 
a sodium vapour pressure of 65 mbar) with 500 mbar argon as a carrier gas and 
expanded through a 0.2 mm diameter orifice. This gave estimated translational, 
rotational and vibrational temperatures of 10 K, 30 K and 70 K respectively.
Very recently, Vigue et al. [24] discovered lower than expected parallel velocity 
distribution for an expansion of lithium in argon at low lithium densities. If the effect 
they report scales linearly with the mass of the seed molecule, it suggests krypton or 
xenon might be a more suitable carrier than argon for sodium expansions where 
vibrational and rotational cooling are desirable.
Data on alkali metal seeded beams of rare gases is surprisingly scarce in the 
literature. It may be possible to make use of a model proposed by DePaul and co­
workers [25] for mixed gas expansions. Their objective was to provide convenient 
expressions for important beam quantities such as terminal temperatures, velocity slip, 
enrichment and beam intensity without recourse to complex numerical methods. They 
applied their model to the expansion of iodine diluted by rare gases and demonstrate 
excellent agreement to experiment. It would be very interesting to adapt this approach 
to our system.
G . S k i m m e r s
A skimmer selects a small diameter sample from the centreline of an expansion 
to isolate it from the rest o f the expansion. This is done mostly to move the sample to a 
region of lower pressure where it can be utilised without interference. In principle a 
skimmer can be any small aperture but usually skimmers are approximately conical, 
thin-walled structures with sharp-edged orifices.
Three characteristics of the skimmer require attention: its shape, its position in 
relation to the nozzle and beam target (a detector or, in our case, lasers), and its
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diameter. Campargue [26] argued that for molecular beams operating with low 
background pressure, such as diffusion pumped systems, the internal and external 
angles of the skimmer have weak effects on the beam intensity downstream. This is 
because the low pressure means there is little scattering off the inside of the skimmer, 
and there are only infrequent collisions within the beam because it is cold. Miller 
agrees [1] but considers gas molecules scattered into the centreline before the skimmer, 
and suggests long narrow skimmers with total exterior angles of around 30°.
The optimum position for a skimmer depends on several factors, including the 
allowable flux of material into the second chamber, the beam divergence after 
skimming, and interference from material scattered into the expansion before skimming. 
Broadly, skimmers can be placed in one of two regions of the expansion: in the 
continuum region, in which case the system is described as a Campargue type source; or 
in the free-molecular flow region, when it is called a Fenn type source. Most sodium 
sources for atoms or dimers are of the latter type.
The effect of a skimmer on the intensity o f an atomic or molecular beam can be 
understood by consideration o f the perpendicular velocity components in the expansion. 
In the molecular free-flow region the average terminal perpendicular speed ratio can be 
expressed as shown in equation (2.16). For an expansion of a mixture of light and 
heavy molecules with a given average velocity V and perpendicular temperature T± . 
The lighter molecules have a smaller perpendicular velocity and spread more than the 
heavier ones. Therefore the intensity of lighter molecules downstream of the skimmer 
is lower than that o f the heavier ones. Such fractionation is not expected to be a 
problem for an expansion of sodium dimers in argon as their masses are so similar, 
indeed it might be expected to concentrate dimers in the beam centre at the expense of 
sodium atoms. In addition, consider the effect of the wall on which the skimmer in 
mounted. Molecules that will not pass through the skimmer, but which have 
perpendicular velocities such that they would have reached the detector if there was no 
wall, are blocked by the wall, so the intensity at the detector falls. The effect of a 
skimmer on the centreline beam intensity /  can be related to its ideal value I0 for 
diffusion pumped systems by [1],
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where S  is the speed ratio at the quitting surface; xq, xs and x j  are the distances of the 
nozzle to the quitting surface, skimmer aperture and detector respectively. To include 
background interference a Beer - Lambert attenuation can be added in the form,
y  = e-”a',  (2.25)
0
where n is the number density of background gas, / is the path length and Q is the total 
collision cross section.
Beijerinck and Verster [2] investigated the shielding effects of skimmers in 
expansions o f rare gases, diatomics and small polyatomics, including the role of the 
skimmer diameter. They proposed that for monatomic gases the radius of a circular 
skimmer should be 2 0 ^  , and for a diatomic it should be 40Rn , where Rn is the nozzle 
radius.
H . C o n c l u s i o n  o f  I n t r o d u c t i o n  t o  M o l e c u l a r  B e a m s
The expansion of gas to form a molecular beam is well understood. Beams of 
alkali metals and their dimers have been studied extensively. Important characteristics 
of these beams, such as their intensity, velocity, and temperatures of translation, 
vibration and rotation can be expressed conveniently in terms P0d , the product of the
source stagnation pressure P0 and the nozzle diameter d. Likewise the roles of nozzle
geometry, skimmer shape and position and detector position have all been investigated 
thoroughly and well characterised into simple expressions which the experimentalist can 
easily utilise. Molecular beam apparatus have a range of formats and configurations 
and there appears to be considerable latitude in the exact details that will generate 
suitable beams, notwithstanding the need to be able to attain high P0d  values. It should
be noted that LIF experiments conducted near nozzles usually operate at low source 
pressures to avoid radiation trapping caused by the high density of sodium in that 
region. In general, LIF experiments can be operated at much lower particle density than 
we require.
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2.3  O u r  S o d iu m  A to m ic  a n d  M o l e c u l a r  B e a m : S y s t e m  O v e r v ie w
Having reviewed the literature on sodium molecular beams, this section details 
the system we have developed, and continue to develop, for use in our coherent control 
experiments. It is convenient to consider our molecular beam apparatus in two parts: a 
sodium atom or dimer beam source and an attached experimental chamber. This is 
justified on the basis of their operating conditions and the way they are used, but 
slightly artificial in so far as they are closely interconnected. The sodium atom or dimer 
source comprises an oven mounted inside a diffusion-pumped vacuum chamber. 
Sodium vapour, and sometimes a carrier gas, expands through a small aperture in the 
oven into the surrounding vacuum. The central portion of the expanding vapour/gas is 
selected by a skimmer and passes into the experimental chamber. Within the 
experimental chamber the sodium beam is crossed by the laser beams at the base of a 
time-of-flight mass spectrometer. The mass spectrometer is fitted with a micro-channel 
plate detector sensitive either to ions or electrons. The layout of the beam source and 
experimental chambers is shown in figure 2.3
Beam  source Experim ental.HE.
Diffusion pum p Turbom olecular
pump
F ig u re  2.3 A n elevation o f  the vacuum  chamber, drawn to scale, showing the separate 
source and experim ental chambers. The sodium oven lies horizontally in the left-hand 
cham ber. The sodium  atom ic/m olecular beam  passes through a skim m er mounted on the 
flange betw een the chambers in the direction indicated by the horizontal arrow. The cross 
indicates w here the laser beams pass through the experim ental cham ber com ing out o f the 
plane o f  the page. Ions or electrons travel vertically up a tim e-of-flight m ass spectrometer 
(vertical arrow). The vacuum  pumps are connected as indicated.
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A . T h e  S o d i u m  O v e n
i . I n t r o d u c t i o n
Several classes of molecular beam sources for alkali metals appear in the 
literature and they are briefly reviewed here. The simplest consist o f a cylindrical 
crucible with a hole in it through which sodium vapour escapes [27, 28]. More 
sophisticated designs include a simple [29] or complex nozzle assembly including high 
precision molybdenum apertures [30] that can be heated independently of the main 
body. The crucibles can be made from stainless steel or graphite and are heated using 
coaxial cable, tantalum-ceramic heaters, resistive heating of the crucible by a large 
direct current, or inductive heating by high frequency alternating current. These sources 
often allow for a carrier gas to be introduced into the space above the liquid metal to 
control the properties o f the molecular beam. A high capacity development of this type 
of source was reported in [31]. The apparatus was constructed from 4.5 in. diameter 
Conflat standard parts (a T-piece and a cross) and included a skimmer. It was heated by 
mantles placed round the outside o f the tubing and was attached to two diffusion pumps. 
This design could be easily included in or added to an existing vacuum system.
Similar systems are used where very large clusters are required [32, 33], In 
these devices however the sodium vapour diffuses through a large aperture into a 
chamber filled with the seed gas (He). The mixture then passes into a ‘condensation 
channel’ where clusters form, before escaping into the vacuum chamber as a molecular 
beam.
The ‘Candlestick’ is a very elegant and apparently reliable design developed by 
Bums, Golovchenko and Hau [34]. An outer cylinder (outside diameter ~ 30 mm), 
heated at its base, contains a reservoir of liquid sodium. A thin inner tube lined with 
metal gauze wicks liquid sodium up its length by capillary action. The top of this tube 
is heated to a much higher temperature causing the sodium to vaporise and expand 
through a small hole in its side. A hole in the outer cylinder allows sodium 
atoms/dimers to pass through, forming a collimated molecular beam. Any atoms which 
miss this aperture are returned to the reservoir by wicking down another metal gauze. 
The outer cylinder insulates the high temperature heater from the outside. This design 
has also been used for rubidium [35],
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A non-thermal source for a sodium molecular beam which also readily allowed 
for pulsing and mixed beams is laser ablation from a solid surface [36]. The surface 
was made by sputtering a mixture of Na and Au or Na and F to a depth of 1000-3000 A 
on top of vacuum-evaporated vanadium (300 A thick) on a fused silica glass slide. The
molecular beam was formed by irradiating this surface with a Nd:YAG laser at 1.06
_2
pm, 0.6-0.7 J cm with pulse length of 10 ns full-width at half-maximum,
ii. S o d i u m  O v e n : P h y s i c a l  D e s c r i p t i o n
We have opted for an oven comprising two independently heated cylindrical 
sections similar to one described by [37] and [3] and many others. This is not strictly a 
double-chamber design because the small and large diameter sections are not thermally 
isolated. Rather it is a single oven with a nozzle that can be held at a higher temperature 
(50 to 100 K) to prevent clogging.
The oven was machined to our specifications by VacWeld Ltd. from a single 
piece of 316 stainless steel. While this is an expensive approach it allows for thick 
walls and avoids welded joints, both features we felt would better withstand thermal 
cycling between room temperature and approximately 700 °C. The oven, complete with 
door, nozzle and heaters, is shown in cross-section in figure 2.4. The larger chamber on 
the left is a reservoir for liquid sodium. The narrower section on the right transmits the 
sodium vapour (or sodium vapour plus carrier gas mixture) to the nozzle. The 
dimensions o f the reservoir were chosen so that it could hold enough sodium to run for a 
reasonable length o f time before refilling. This is important because refilling is time- 
consuming; involving cleaning sodium off most of the inside of the vacuum chamber. 
Such cleaning was necessary because reaction of sodium with air forms hygroscopic 
products (probably peroxides) that, if not removed, might have made re-evacuating the 
chamber very slow. The level of sodium has to be kept below the smaller diameter 
section otherwise liquid metal will block the nozzle aperture. This limits the maximum 
volume o f sodium that can be put into the oven to approximately 72 cm . In practice the 
most sodium we put in the oven was about 25 cm3. On one occasion even this relatively 
small amount wetted the inside surface of the oven enough to reach the nozzle and 
block it.
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F ig u re  2.4 Scale draw ing o f  the sodium oven, a) Cross-section through the sodium oven 
show ing attachm ent o f  the nozzle and rear flange. The larger diameter section is the 
sodium  reservoir. The narrow er section to the right is referred to as the nozzle section. The 
w alls o f  the w hole oven are 5 mm thick throughout, except where the nozzle and rear 
flanges attach, w here it thickens to 8 mm. The internal diam eter o f  the reservoir is 50 mm, 
that o f  the nozzle section 10 mm. The reservoir and nozzle sections are 98 mm and 38 mm 
in length respectively. The small circles along the w alls o f  the reservoir and nozzle section 
indicate Therm ocoax heaters, b) shows outside views o f  the rear flange (left) and nozzle 
(right).
The thinner section of the oven has to be thin enough not to reduce the capacity 
of the reservoir but not so thin as to be readily blocked. The outer diameter of this 
section has to be big enough to wrap heaters round, but this was easily achieved by 
having thick walls. This section had to be long enough to carry a heater with sufficient 
power output to keep the nozzle hotter than the oven.
The oven is sealed at both ends by bolting on modified Conflat flanges (shown 
in figure 2.4b). For the reservoir this flange is a blank with a tube (1/8 in. outside 
diameter) welded into its centre to admit the carrier gas. When the carrier gas was not 
used this was sealed using a stainless steel Swagelok fitting. The knife-edges are the
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same as for an 85 mm diameter Conflat (this is no longer a standard size flange) but the 
eight M6 bolt holes are on a slightly larger diameter (80 mm versus 72.4 mm), and the 
flange is thinner than normal (8 mm compared to the 16 mm standard). For the nozzle 
the knife-edges are standard DN16CF but there are eight M5 bolt holes instead of six 
M4, and they are also on a larger diameter (40 mm compared to 27 mm). In both cases 
this modification was made to allow clearance between the heater elements and the nuts 
and bolt heads.
The rear door and nozzle flanges are sealed using standard copper Conflat 
gaskets. The literature is contradictory on the effect o f liquid sodium on copper gaskets. 
Some authors use copper gaskets [28] while others avoid them [38]. However the 
solubility o f copper is liquid sodium is not very high [39]: 3.7 ppm at 385 °C, 5.0 ppm 
at 485 °C and 7.7 ppm at 530 °C. At no time did sodium ever noticeably corrode a 
copper gasket, and certainly these seals did not leak. Equally we have not seen 
evidence that copper contamination of the sodium was a problem for our experiments. 
To start with we used spectroscopic grade sodium (Aldrich 99.95%), breaking the phial 
inside the oven under an argon stream before sealing the rear door. This was replaced 
by reagent grade sodium (Aldrich 99%) when it was realised how quickly the sodium 
was exhausted during operation, and that in all probability the small contamination (< 
1%) would not affect our experiments. In this case the oxidised surface of the sodium 
was cut off under the paraffin oil, kerosene or hexane in which the sodium is stored. 
The oil or hexane was rinsed off using ethanol before the sodium was put in the oven. 
This was done in air as an inert gas atmosphere was found to be ineffective at 
preventing re-oxidation. In any case the oxide appears to be refractory and remains in 
the oven when the sodium has been exhausted.
h i . H e a t i n g  o f  t h e  O v e n  a n d  N o z z l e
Both sections of the oven were initially heated by Thermocoax mineral-insulated 
coaxial wire resistive heaters. The heaters comprised an Inconel (an alloy of 76% Ni, 
17%Cr and 7% Fe) wire core and sheath separated by compacted MgO powder. The 
heater on the larger section of the oven had an outer diameter of 1.5 mm and a heating 
length o f 315 cm. This heater dissipated a maximum of 700 W at 120 V, and was 
specified to heat the oven to 800 °C. There was an additional 100 cm of non-heating
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wire on each end of the heating section. These ‘cold ends’ were not attached to the 
oven. A threaded stainless steel and ceramic connector was brazed onto each end of the 
wire for electrical connection. The heater for the smaller section of the oven was 
similar but only 1 mm in diameter. It had 100 cm of heating wire with 100 cm cold 
ends, and connectors like the larger heater. It produced a maximum power of 184 W at 
42 V, and was specified to heat the nozzle to 850 °C. The smaller section is maintained 
at a slightly higher temperature (50 K to 100 K) to prevent the nozzle blocking.
Thermocoax heaters can be bent to very small radii and withstand very high 
power densities, but proved to be inappropriate for our first oven design. To prevent the 
high power density we required (approximately 4.5 W cm-1 for the reservoir) damaging 
the heaters, they were brazed to the outside of the oven using a high-melting nickel 
alloy (Nicobrase). Unfortunately, because we had to regularly remove the whole oven 
from the chamber, disassemble, clean, refill and reassemble it, the points of connection 
of the heater to the oven were constantly flexed, suffered fatigue and broke. Without 
specialised tools it is almost impossible to splice this type o f coaxial cable, especially 
where it joins to a surface. Instead, the brazed-on remnants of the heaters were removed 
on a lathe and the heaters replaced. For the sodium reservoir a larger diameter (8 mm) 
coaxial heater was used. This was approximately one tenth the cost of a replacement 
Thermocoax heater and much more robust in these circumstances. It was first coiled 
around a slightly smaller cylinder then ‘sprung’ onto the oven to ensure good thermal 
contact. Connection to this heater is less convenient than the Thermocoax. The heating 
element protrudes about 30 mm from the end of the sheath and is threaded (4BA). Ring 
terminals can be retained between two nuts tightened on the thread to attach electrical 
power. This brings the connecting wires into close proximity with the heater and 
required that glass-fibre insulated cable be used. This is a workable solution but 
ceramic ‘fish spine’ beads would probably be better.
The smaller heater was replaced with a 2 mm diameter Thermocoax heater (SEI 
20/100). This was thin enough to bend round the tube but thick enough to withstand 
more flexing than the 1 mm diameter heater. The heater was simply wound round the 
oven and held in place by a stainless steel worm-drive (Jubilee) hose clip. This fixing is 
more flexible than the brazed joint so there is less stress on the heater where it joins the 
oven. To stop the clamp damaging the heater, and to retain the whole heater winding, a
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thin sheet o f copper (ca . 1 mm) was placed between them. The replacement heaters 
have survived many cycles of filling, cleaning and refilling.
Power is supplied to the two oven heaters from the mains (240 VAC, 50 Hz) 
using two variable autotransformers (Carroll and Meynell CM V8E-land CMV5E-1 for 
the reservoir and nozzle heaters respectively). These are rated at 15 A and 8 A for the 
larger and smaller heaters respectively. The voltage supplied is measured on a 
voltmeter connected in parallel as shown in figure 2.5.
V ariable transform er
Figure 2.5 The circuit used to pow er the oven heaters. These are not isolating transform ers 
so there is a danger o f  short circuit w ithin the w indings. Each heater has a separate pow er 
supply. The larger heater can w ithstand having full line voltage across it. The sm aller 
heater is rated  for a m axim um  o f  approxim ately 40 V so a 10:1 stepdow n transform er (not 
show n) is connected  in series w ith the autotransform er to p revent accidental overload.
The heater temperature is controlled by increasing the voltage applied to each 
heater until the desired temperature is reached. Typically it would take about one hour 
for the oven to stabilise at an operating temperature o f around 600 °C.
Each section of the oven has a thermocouple attached near the centre of the 
heater to monitor the temperature. These have a coaxial construction much the same as 
the heaters and have the same respective diameters. The coaxial wire extends from the 
oven for 50 cm before a connection to 15 cm of PTFE insulated thermocouple extension 
wire. The pins from a standard miniature thermocouple connector have been attached to 
the ends o f the extension wire. These are used to connect to a K-type thermocouple 
feed-through. Like the brazed-on heaters, the attached thermocouples snapped off and 
were replaced by loose ones o f much the same construction. These are held in close 
contact with the heating elements.
We use K-type thermocouples formed by the junction of Chromel and Alumel. 
Chromel is an alloy of chromium (10%) and nickel (90%); Alumel is an aluminium
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(2%), manganese (2%) and nickel (95%) alloy. These materials are the same colour but 
can be distinguished with a permanent magnet: Alumel is magnetic while Chromel is 
not. Thermocouple wires are colour coded: Chromel is green; Alumel is white. The 
connectors are marked for polarity: Chromel is positive; Alumel is negative; and colour 
coded for type: K-type thermocouple connectors are green. The temperature range for a 
K-type thermocouple is -200 °C to +1200 °C [40],
Temperature measurements using thermocouples measure the junction potential 
generated between two dissimilar metals in contact. The junction potential varies (non- 
linearly) with temperature by approximately 41 pV K_1. The temperature is found by 
comparing the measured potential against the known and tabulated behaviour of the 
thermocouple. It is not good practice to simply measure the voltage across a 
thermocouple as shown in figure 2.6. This is because where the thermocouple wires 
connect to the voltmeter two more thermocouples will be established. The measured 
potential is the sum of all the active thermocouples in the circuit. Since thermocouple 
potentials are small (<  20 mV at 1000 K) incorrect potentials can give significant errors 
in temperature. There are two ways round this problem. The first is to add another 
thermocouple of the same type that is held at a known temperature. Thermocouple data 
tables give voltages for a circuit where the second thermocouple is held at 0 °C, figure 
2.7.
Figure 2.6 C ircuit diagram  for a single therm ocouple. The voltage m easured is the sum o f 
the junc tion  potentials o f  the therm ocouple A-B at the tem perature to be m easured and the 
junc tions A-C and B-C  at a different tem perature.
The second solution to the problem of unwanted thermocouples is as follows. If 
all the junctions in figure 2.6 are at the same temperature then the potentials from the 
AC and BC junctions is equal to the AB potential.
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Figure 2.7 C ircuit diagram  for a cold-junction com pensated  therm ocouple pair. An 
additional therm ocouple m eans that it is the tem perature difference between the 
tem perature to be m easured and the one held at 0 °C. The connections to the voltm eter (A- 
C junctions) cancel each other. A dapted from ref. [40],
This is because the intermediate metal (C) has no effect if  all the junctions are at the 
same temperature. It is possible to measure the temperature o f the AC and BC junctions 
with a thyristor or semiconductor transducer and subtract the potential expected for an 
AB thermocouple at that temperature from the measured potential. The difference is the 
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Figure 2.8 The potential difference betw een a single therm ocouple and a pair o f 
therm ocouples (one o f  w hich w as at 0 °C) plotted against the single therm ocouple potential 
from  root tem perature to the operating range o f  the sodium  oven (approxim ately 650 °C). 
The linear fit to the data can be used to estim ate the correct tem perature when m easuring 
w ith a single therm ocouple.
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We actually operated the thermocouples without a cold junction because, 
without using commercial thermocouple readers, it is more convenient. While this is 
poor practice it can be justified somewhat because it is more important for us to be able 
to repeat a particular set of oven and nozzle temperatures than to know exactly what the 
temperature is. Operated in this way there is an offset to the measured potential 
compared to the cold-compensated set up. This was measured on one occasion to 
quantify the error in our normal practice with a digital voltmeter on 2 mV and 20 mV 
scales. The results are shown in figure 2.8.
iv . O v e n  S u p p o r t
Like the oven heating, the way the oven is mounted inside the vacuum chamber 
has undergone several changes. The first arrangement is shown in figure 2.9. It was 
made to our specification by VacWeld Ltd. from 316 stainless steel.
The oven was fixed inside the vacuum chamber by two rings (10) which braced 
against the inside walls of the smaller vacuum chamber with six screws each (as shown 
in figure 2.13). The rings supported two horizontal rails (9) on to which the water- 
cooled jacket was bolted (8). The cooling jacket comprised two vertical end walls (3 
and 4) supporting a cylinder (2) with a 1/4 in. diameter tube (11) tack welded round it 
for cooling water. The rear end wall (3) had a hole in its centre large enough for the 
oven to fit through. The front wall (4) had a 10 mm diameter hole in it aligned with the 
nozzle to act as a collimator. A coiled tube (1/4 in. outside diameter, not shown) was 
tack-welded onto the outside of this wall (4). Two rings bolted onto the inside of the 
cylinder suspended the oven (6 and 7). Where they touch the oven the edges of the disks 
were thinner to minimise conduction of heat away from the oven. Two rods (5) screwed 
into the front disk stopped the oven moving forwards in its mount. It was prevented 
from moving backward by two screw clamps in the rear disk (not shown). The tubing 
on the end wall and round the cylindrical section were connected together and the two 
remaining ends connected to a water feed-through so that mains water could be 
circulated round the oven support to cool it. These connections were made using 
stainless steel Swagelok compression fittings and required three additional lengths of 
tubing. All the connections were leak-tested before the chamber was evacuated.
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In principle supporting the oven in this way allowed it to be aligned to point 
precisely to the interaction region. The horizontal rails had six sets of holes so that the 




Figure 2.9 Side (upper) and rear end (lower) elevations o f  the first oven mount. N um bered 
parts are described in the text. The oven (1) is show n solid  w ith the nozzle and rear flange 
in place, bu t w ithout heaters. The large rings and horizontal rails (8, 9 & 10) and the oven 
depth stops (5) are show n solid. The end w alls (3 & 4), oven support rings (6 & 7), 
cylindrical w ater jack e t (2) and cooling w ater tubing (11) are show n in cut away.
Vertical adjustment and tilt, while not easy, was made by moving the bracing 
screws that hold the whole assembly in the vacuum chamber. Alignment was achieved 
by directing a HeNe laser beam into the diffusion pump chamber, through the nozzle 
and out of the far end of the experimental chamber. In practice this whole arrangement 
lead to very poor alignment and was abandoned in favour of one which allowed some 
adjustment from outside while the chamber was under vacuum.
The next oven support was developed to allow the oven to be aligned from outside 
the vacuum chamber. This was necessary because we started using a 1 mm diameter 
skimmer between the source and experimental chambers. The oven hung on a 1/4 in. 
diameter rod mounted on a commercial xyz manipulator (ThermoVacuum Generators
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Miniax) as shown in figures 2.11 and 2.12. A home-made aluminium framework 
attached the oven to the rod.
Figure 2.10 P ositioning o f  the oven in its first m ount in the source vacuum  chamber. Only 
one h a lf  o f  the cham ber is shown. The sodium  beam  travelled rightw ards (as indicated by 
the heavy arrow ) through the skim m er and into the experim ental cham ber. Connections for 
therm ocouples and heater pow er w ere m ade through the cluster flange on the left. Cooling 
w ater for the oven entered through a flange directly in front o f  the oven (not shown).
Aluminium is too low melting (660 °C) and too soft for this purpose but it was 
expedient to use it at the time and it worked quite well, indeed all the experiments 
carried out in atomic sodium (described in chapter 3) used it. Provided it was not badly 
misaligned in rotation about the suspension rod, moving the manipulator allowed the 
oven to be aligned adequately with respect to the skimmer. Clearly however there was 
no facility to correct errors o f rotation or elevation. The distance between the nozzle 
and skimmer (shown in figure 2.12) could be moved only ±12 mm, which is not 
enough to be useful.
The rod on which the oven hung was kept thin to retain as much movement as 
possible, even thought this made it prone to swinging if  the chamber was knocked, 
susceptible to vibration and to being displaced by tension in the heater and 
thermocouple wires. There was no water-cooling inside the chamber so the outside of
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the chamber became very hot. Eventually the bolts were pulled through the aluminium 
and it had to be discarded.





2 m m  heater
Figure 2.11 The sodium  oven m ounted on an xyz  translator. The verticals (1) at either end 
o f  the oven w ere m ade from  1/8 in. thick alum inium  and w ere retained by the oven sealing 
bolts. The horizontal beam  (2) was also m ade from  alum inium  (3/8 x  1 in.) and attached 
to the verticals w ith  tw o M 4 cap screws at each end. The 1/4 in. diam eter vertical rod 
passed through a hole in the beam  positioned in line w ith the centre o f  gravity to reduce its 
tendency to tip. N onetheless the oven always had a slight front-dow n tilt. A second re­
shaped bar w as later added (dashed line) to stop the oven rotating around the 1/4 in. rod.
The second generation o f  heaters (with diam eters 8 m m  and 2 m m ) are show n in cross- 
section.
A final configuration was developed for sodium dimer experiments. It is 
described here as it is the on-going set-up but has been used relatively little to date. The 
objective was to reduce both the nozzle-skimmer distance and the skimmer-interaction 
region distance with a view to increasing the beam intensity in the interaction region. 
Figure 2.13 shows how this was achieved. Firstly the flange between the source and 
experimental chambers was replaced by a top hat shaped structure that projects towards 
the time-of-flight apparatus. This served to move the wall separating the two chambers 
towards the interaction region. The skimmer was attached to this wall (as detailed later) 
so the effect o f this change was to move the skimmer closer to the interaction region.
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To xyz  translator
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Tim e o f  flight
Interaction 
. region
F igure 2.12 C ross-section  o f  the sodium  source cham ber show ing the position o f the oven 
w hen suspended from  an xyz  translator (not shown) with respect to the skim m er and laser 
interaction region. The skim m er and its m ounting flanges (hatched areas) are show n in 
cross-section.
Moving the skimmer closer to the interaction region meant that the oven also 
had to be moved. At the same time it was decided to reduce the nozzle -  skimmer 
distance. The oven support made to achieve these objectives is shown in figure 2.13. 
The nozzle - skimmer distance was set to between 5 mm and 10 mm. At point (6) in the 
figure a vertical rod from an xyz translator attached to the frame. By moving the 
translator up and down or in and out of the page the nozzle could be aligned accurately 
with the skimmer.
Judging from the strong Na+ ion signals and the sensitivity of the ion signal to 
adjustments of the xyz translator, this arrangement appears to be fairly effective. This is 
not surprising as the shorter nozzle-skimmer-interaction region distance can be expected 
to have increased the signal intensity, and the nozzle does not have to move far before 
the beam misses the skimmer completely. Pivoting the oven support at the rear and at 
such a large distance from the nozzle effectively removed misalignment of the 
molecular beam axis with respect to the skimmer. On the other hand, the top hat has a 
number o f rather serious problems.
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Figure 2.13 A  partial cutaw ay o f  the source cham ber show ing the m ost recent oven 
support. The oven is projected  tow ard the interaction region on four horizontal bars (1) 
screw ed into a ring (2) that bolts to the back o f  the oven. The structure is pivoted at the 
central bo lt (3) on the left and supported in the m iddle (6) by  the vertical bar (shown cut) 
connected to an xyz translator (not shown). The p ivot is form ed from  a bar (4) bolted 
across a ring (5) (see figure 2.12) braced by six screw s against the inside o f  the vacuum 
cham ber. O n the far right is a section o f  the tim e o f  flight apparatus, show n to illustrate the 
nozzle -  sk im m er and skim m er -  laser distances.
 n  c
The pressure in the experimental chamber increased from mid 10 mbar to low 10 
mbar, which is close to the maximum operating pressure o f the MCP. It proved very 
difficult to get the oven in the chamber after refilling. Crucially for a configuration with 
the nozzle so close to the skimmer, there was no possibility to change the nozzle -  
skimmer distance while the oven was operational. The thin rod attached to the xyz 
translator was still susceptible to vibration and tension in the heater and thermocouple 
wires. Finally given the requirement for high nozzle throughput in sodium dimer 
experiments, extending the chamber with a narrower tube which is partially filled by the 
oven will have significantly reduced the pumping speed and raised the background 
pressure the sodium expands into. These are probably not ideal conditions for a sodium 
dimer beam.
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h i . T h e  N o z z l e
There are an enormous number of different nozzle designs for gas expansions in 
the chemical physics literature, varying in geometry and materials of construction. 
Nozzle materials span the range of metals from brass to stainless steel to molybdenum 
and tantalum. One group made a high temperature nozzle entirely from ceramics, using 
a ruby watch bearing for the aperture [41], another was cleverly heat shielded and 
water-cooled [42]. Nozzle geometries vary in sophistication from converging-diverging 
Laval nozzles to ideal short-converging nozzles, capillary nozzles and sharp-edged 
orifices. Laval nozzles are largely confined to cluster work and CRESU experiments 
[43], but they have also been used for sodium beams [44]. Gordon and co-workers [3] 
used approximately ideal (short converging) stainless steel nozzles made by electric 
discharge to study alkali metal dimer formation. Campargue found that ‘capillary’ 
nozzles give close to ideal expansion without clustering when / / d > 2, where I is the 
capillary length and d  its diameter [26]. Capillary geometry also has the benefit of 
reducing the net flux in the beam in all but the direction along the nozzle axis [45]. 
Sharp-edged nozzles are often used because they can be readily made by laser or 
mechanical drilling, or chemical etching. These nozzles have the advantage of requiring 
lower source pressure to achieve the same throughput o f material than do supersonic 
ones, but they can be mechanically frail and the number o f collision occurring in the 
nozzle throat is reduced.
Murphy and Miller [46] studied the effects o f nozzle geometry using Pitot tube 
pressure measurements as a function of position from the nozzle in a free-jet of argon. 
They compared the temperature profile, velocity and nucleation rate (which relates to 
collision rate) from the orifice to about 16 nozzle diameters away for a sharp-edged 
orifice, an ideal (short converging) orifice and a long capillary. All three gave similar 
translational temperatures, and Mach numbers, however the nucleation rates differed 
considerably. For the sharp-edged and ideal orifices there is no nucleation before the 
gas leaves the orifice. On the other hand nucleation peaks inside the capillary. Within 
the expansion the nucleation rate falls sharply with distance, fastest for the sharp-edged 
orifice and slowest for the ideal orifice by a factor o f about 2. It seems likely that this 
will have implications for vibrational and rotational cooling in our work, and suggests a 
short-converging ideal nozzle geometry should be used.
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In practice the choice of nozzle is influenced strongly by manufacturing 
constraints. The first nozzle we used was machined directly into the centre of a 
modified 316 stainless steel Conflat flange. To fit the smaller flange on the oven this 
flange had a standard DN16CF knife-edge but eight M5 clearance holes on a diameter 
of 40 mm instead o f the standard six M4 holes on 27 mm. At the time this nozzle was 
made we were unable to find anyone able to drill hole less than 0.5 mm diameter in 
stainless steel. This drilling was also confined to making holes as long as they are wide. 
Consequently our first nozzle comprised a hole 0.5 mm long and 0.5 mm in diameter 
bored in the centre o f the flange. The hole enlarged to 10 mm diameter on the outside 
as shown in figure 2.14. A positive feature of this design is that it was relatively 
inexpensive to replace -  an important consideration as sodium is corrosive to stainless 
steel. Gerber has reported erosion o f the nozzle after only a few hours of operation [47].
Inside Cross-section O utside
Figure 2.14 The first nozzle used in the sodium  atom ic/m olecular beam  source. The 
aperture w as drilled  directly into the flange used to seal the front end o f  the oven. Like the 
front flange o f  the oven, the knife-edges (not show n) are those o f  a standard DN16CF 
flange, bu t there are eight bolt holes on a diam eter o f  40 m m  instead o f  six on 27 mm.
The 0.5 mm diameter nozzle proved to be too large. In the mean time a supplier 
called Lenox Laser Inc. was found who could laser-cut very small holes in all kinds of 
materials. They were able to produce 10 pm, 50 pm and 100 pm diameter holes in 
molybdenum disks 250 pm thick and 3/8 in. in diameter. Holes of these diameters can 
be photo-etched in molybdenum, but its thickness is limited to the hole diameter. We 
felt they would be fragile and difficult to seal.
To carry the thicker molybdenum disks one o f the nozzles discussed above was 
modified as shown in figure 2.15. This nozzle is something of a hybrid. It is long 
compared to its diameter so it has some characteristics of a capillary nozzle, but the 
insert creates an approximately short-converging section.
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Figure 2.15 C ross-section  o f  the holder for the 3/8 in. diam eter m olybdenum  disk nozzle. 
The disk sits in a recess in the outer flange. It was com pressed betw een the outer flange 
and a sm all stainless steel insert. The insert was m ade so that tightening the flange bolts 
form ed a seal betw een the stainless steel and m olybdenum  faces, in addition to the copper 
gasket. The flange has the sam e dim ensions as the nozzle described above, indeed it was 
m ade from  one o f  them. In addition to the recess for the M o disk, the outside o f  the flange 
was opened  out to allow  the sodium  to expand freely.
The molybdenum aperture has worked extremely well. It has withstood many 
months o f daily cycling from room temperature to about 650 °C. It shows no sign of 
having been etched by sodium. There was no evidence that sodium leaked between the 
molybdenum and the stainless steel. However, some sodium did appear to leak round 
the outside of the insert. This could be remedied easily by placing a tantalum gasket 
between the insert and the oven [3]. The only other improvement would be to better 
accommodate the different thermal expansion coefficients o f stainless steel and 
molybdenum. The disk has become embedded in the edge o f the recess it sits in and its 
front face is slightly bowed outward. Embedding could be simply rectified by enlarging 
slightly the diameter of the recess.
A third nozzle variation, shown in figure 2.16, was briefly tested but its 
behaviour remains mostly unknown, but it did appear to deposit a smaller diameter of 
sodium on the chamber wall. In an attempt to initiate more dimerisation at lower source 
temperatures and nozzle throughput, an approximately Laval nozzle was made. The 
nozzle was machined directly in a flange used to seal the front end of the oven in the 
same way as the first nozzle we used (figure 2.14). The flange was made by the UCL 
Chemistry mechanical workshop and bored by Drill Service Ltd.
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Cross-section O utside
Figure 2.16 C ross-section  o f  the nozzle currently under test in our system. It approxim ates 
a Laval nozzle bu t has no internal converging section. It w as m achined directly into a 
stainless steel b lank  flange m ade to fit on the front o f  the oven. The nozzle aperture is 250 
pm  in diam eter and opens out to a 3 m m  diam eter section approxim ately 6 m m  in length.
iv . T h e  S k i m m e r
Our first designs did not include a skimmer in the normal sense of the term. 
Instead we used a simple collimator placed in the centre o f the wall separating the 
source and experimental chambers. Kappas and Leutwyler [48] report a liquid nitrogen 
cooled collimator comprising an array of disks of decreasing diameter arranged 
perpendicularly to the beam axis to collimate a lithium expansion. It condenses all but 
the central portion o f the expansion, which is transmitted to another chamber. Gordon 
et al. [3] used a simpler collimator to investigate dimerisation in rubidium and caesium. 
Three disks with central holes of diameter 6.2 mm, 3.1 mm and 3.1 mm were positioned 
30 mm, 50 mm and 110 mm from the nozzle respectively. This was used instead of a 
skimmer to avoid having to put the nozzle about 1 mm from the skimmer, and fabricate 
a nozzle with an aperture of about 100 pm diameter, which they thought would become 
blocked. Liquid nitrogen cooling of this collimator was found to significantly increase 
the dimer intensity, an observation attributed to reduced interference by molecules 
scattering o f it.
Our collimator was perhaps a little too simple, comprising a commercial Conflat 
flange (Thermo Vacuum Generators DN35CF) with a bevelled 10 mm diameter hole 
bored through its centre. Figure 2.17 shows the geometry of this collimator. It was 
mounted in the centre o f the flange separating the source and experimental chambers.
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Figure 2.17 T he collim ator used to reduce the flux o f  sodium  into the experim ental 
cham ber show n in cross-section (left) and from  the side facing the sodium  oven (right).
The co llim ator w as bolted  into the centre o f  the flange separating the source and 
experim ental cham bers (see figure 2.15). The sodium  approached the collim ator from the 
left o f  the cross-section.
The aperture diameter of this collimator was much too big for this system, 
especially when used in conjunction with the 0.5 mm diameter nozzle, as it allowed too 
much gas into the experimental chamber. It was replaced with a nickel skimmer of the 
design o f Gentry and Giese [49], purchased from Beam Dynamics Inc., with the 
dimensions shown in figure 2.18. The skimmer is designed to project into the 
impinging beam and sample only the central portion, which is then isolated from 
interference from the rest of the expansion. The exact shape is a compromise between a 
small external angle at the orifice facing the beam and a wide angle on the down-stream 
side. The small external angle ensures that the shock wave at the orifice is ‘attached’. 
The large internal angle minimises beam intensity loss by scattering off the inside of the 
skimmer. The thin walls of this skimmer are an excellent realisation of these conflicting 
requirements. The orifice rim is electrochemically sharpened to minimise scattering of 
impinging atoms and molecules. The polished surface resists any build up of beam 
material during operation. After running the system for several weeks at a time we 
would find the shiny surface o f the skimmer only slightly dulled by a coating of sodium. 
The skimmer mount on the other hand was always coated in several millimetres of 
sodium.
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Figure 2.18 A dim ensional draw ing o f  the B eam  D ynam ics M odel-2 nickel skimmer. A =
25.4 m m, B = 27.9 mm, C -  2.5 m m  (rim  w idth), D = 1.0±0.05 mm. The height is reduced 
by 2.26 tim es the orifice diam eter, D. The w all thickness is 50 pm  to 80 pm  and the orifice 
edge thickness is less than 10 (am. The internal and external angles at the orifice are 25° 
and 30° respectively. The angle at the base is 70°. Im age reproduced from  the 
m anufactu rer’s w eb site: http ://w w w .beam dynam icsinc.com .
The skimmer was mounted in place of the collimator, clamped to a modified 
DN35CF flange, shown in figure 2.19. Clearly the structure of the skimmer means that 
it must be treated with great care. The body is fairly robust and it has survived quite 
large pressure differences across it. It was routinely operated with lx l0~ 4mbar 
difference in pressure, and occasionally lx l0 ~ 3mbar. While venting and pumping 
down from atmospheric pressure care was taken to keep both sides of the skimmer at 
approximately the same pressure. The sharpened tip is easily damaged by any contact. 
The manufacturers report that damage to the tip of a skimmer has a very deleterious 
effect on its performance.
When the source chamber was modified to reduce the nozzle-skimmer and 
skimmer-laser distances, the skimmer was clamped directly to the wall separating the 
chambers by a ring shown in figure 2.13, but without the intervening 70 mm Conflat 
that is shown in figure 2.19.
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Figure 2.19 A  cross-section  o f  the m ounting assem bly for the skim m er. The base o f the 
skim m er sits in a recess 0.5 m m  deep to centre it in the larger flange. It is clam ped down 
by a stepped ring  held  in place by six M 3 cap screws. The dow n stream  side o f the larger 
flange is bevelled  to  m atch the angle at the base o f  the skim m er. The m olecular beam  
approaches from  the left.
v .  S o d i u m  S o u r c e  V a c u u m  C h a m b e r
The sodium oven is housed in a vacuum chamber to provide a low background 
pressure for the expansion. The high vacuum pump is a diffusion pump. Rough 
vacuum, and backing for the diffusion pump, is provided by a rotary-vein pump. This 
section details the chamber, feedthroughs, vacuum pumps, gauges and connections. 
The sodium source chamber is shown in figure 2.20 with all cluster flanges in place.
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Figure 2.20 End and side elevations o f  the sodium  source vacuum  cham ber. Small flanges 
on the cluster flange on port 4 carry therm ocouple, oven pow er and gas feedthroughs. The 
sm all flanges on port 3 have been used for a view ing w indow  and pressure gauge, and 
currently  for the xy z  translator. Port 5 was initially a w ater feedthrough but is currently 
b lanked off. The pressure gauge is now  attached to a right-angel valve and extension on the 
D N 35C F flange on Port 7. The diffusion pum p is connected  at port 1, the experim ental 
cham ber connects to port 2, and the sodium  expansion travels in the direction show n by the 
bo ld  arrow. P ort 6 is a D N 40K F roughing vacuum  connection.
The chamber is essentially a 250 mm diameter four-way cross. A third 100 mm 
diameter pipe crosses at the same point, perpendicular to the other two. The chamber 
comprises an asymmetric 250 mm diameter tube terminated by 300 mm (nominal) 
diameter Conflat flanges, with the exception of the connection to the diffusion pump 
(port 1). The diffusion pump connection is an DN 250 ISO-F flange. Port 2 is the 
connection to the experimental chamber. Electrical and gas feedthroughs are attached 
to a cluster flange which seals port 4. Port 3 is closed by a cluster flange used for an xyz 
translator (when one is used). Port 7 carries a pressure sensor and a spare port. Port 5 
was initially a water feedthrough for the cooling jacket for the oven, but is currently 
blanked off.
Connection between the sodium source and the experimental chamber took two 
forms. The first, used in all the atom experiments, was a blank flange with a recess in 
its center for a DN35CF flange shown in figure 2.19. The collimator and later the
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skimmer were mounted at this point. More recently, in an effort to reduce the skimmer 
-  laser distance, the blank flange was replaced by one with a top-hat shape. This is 
sandwiched between the two chambers and projects towards the time-of-flight tube by 
15 cm. Figures 2.12 and 2.13 make a comparison between these two arrangements.
The cluster flange at port 4 is used for feedthroughs for the oven. Two power 
feedthroughs (Thermo Vacuum Generators ZEFT34A) connect the oven heater power 
supplies. These comprise four ceramic-insulated conductors in a DN35CF flange. The 
pins are stainless steel with M5 threads on each end. Each pin is rated at 40 A and 15 
kV, easily meeting our requirements. Connections are made using M5 ring crimp 
terminals, both inside and outside the chamber. A single four-conductor thermocouple 
feedthrough allows connection of the nozzle and oven thermocouples. These are 
ceramic-insulated conductors through a DN16CF flange. Two of the conductors are 
Chromel and two Alumel to match the K-type thermocouples. Vacuum side connection 
uses a miniature standard thermocouple connector. The air side connection uses 
terminal blocks.
The carrier gas feedthrough was made to our specification by VacWeld Ltd. 
from 316L stainless steel. It is DN16CF blank flange with a tube (1/8 in. outside 
diameter) welded through its centre. As with most welding in vacuum systems the joint 
is made on the vacuum side. The tubing extends approximately 150 mm on each side of 
the flange. The vacuum end is connected to the oven with an intervening length of tube. 
This has been a problematic item. The first was a length o f 1/8 in. diameter stainless 
steel tube bent into a hairpin to give it some springiness. Although very fiddly during 
assembly, this worked for the fixed oven mount. When the oven was mounted on a 
translator the tube was replaced first with 1/8 in. diameter copper tubing and finally 
1/16 in. stainless steel tube. Both of these were supple enough not to push the oven out 
of alignment, but the stainless steel was more resistant to corrosion by sodium.
A control valve for the carrier gas attached to the air side of the gas feedthrough. 
A variety o f valves were tried, including a Nupro M-series needle valve, a General 
Valve solenoid valve, a UHV dosing valve (Vacuum Generators MD5-series), and 
finally a Nupro SS-4BMW-TSW bellows-sealed metering valve. Except for the last one 
none of the valves had fine enough control of low flow rates. The Nupro SS-4BMW- 
TSW has a flow range around 1 std. L min-1 (approximately 20 mbar L s '1). A 
micrometer on the valve allows it to be set reproducibly. Using this valve enabled us to
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control the argon flow from levels so low the chamber pressure hardly increased 
(< l x l 0 _6mbar), right up to the limit of the pump (<  l x l 0 _4mbar). The argon (BOC 
Pureshield) fitted with a 12 bar output pressure multistage regulator (BOC Saffire [sic]). 
Typically the output pressure was set at 2 bar when using the Nupro SS-4BMW-TSW 
valve.
A venting valve (Whitey 43-series ball valve) is fitted to a 1/4 in. diameter tube 
welded through a DN16CF flange at port 4. The tube simply opens into the vacuum 
chamber and is used to admit air or other gas. The air side has a Swagelok compression 
fitting so that inert gases can be used. Although we have never seen it, others report 
spontaneous ignition o f deposited sodium on venting with air. In addition to preventing 
fire, venting with inert gas (usually nitrogen) allowed us to vent, open and reseal the 
chamber without the risk of sodium reacting with atmospheric water vapour and 
blocking the nozzle.
A DN35CF on the cluster flange on port 7 is used for a vacuum gauge. The 
sensor is fitted at the end of an UHV extension attached to a UHV right-angel valve 
(Vacuum Generators CR-series). Although this reduces the reliability of the pressure 
reading, both fittings keep the gauge away from the sodium vapour. Exposure to 
operational levels o f sodium vapour while the gauge was turned on was found to 
prevent it working properly. Once exposed the gauge would not function again until 
cleaned. The right-angle valve was used to isolate the gauge for removal and cleaning 
without venting the whole chamber. Turning the gauge off while the sodium oven was 
hot mostly avoided this problem. Condensing the sodium on cold surfaces inside the 
chamber would be a better solution.
The gauge is a Penning (or cold-cathode) ionisation type (Leybold PTR225). 
These operate by ionising gas molecules in the gauge volume and measuring the ion 
current. Ionisation at low pressures is maintained by the presence of a magnetic field. 
The magnetic field is arranged so that it forces electrons emitted by the cathode into a 
spiral path. The long path increases the likelihood of collision with a molecule. The 
pressure is displayed on a Leybold Combivac IT23. Connection to the chamber is by a 
DN25KF HV flange and FPM o-ring seal.
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v i .  V a c u u m  P u m p s , G a u g e s  a n d  C o n n e c t i o n s
This section details the vacuum pumps and fittings forming part the sodium 
source chamber. The vacuum pumps o f the experimental chamber are dealt with later. 
It is slightly artificial to separate the vacuum system in this way as they are, as figure 
2.21 shows, interdependent and interconnected.
The high vacuum pump is a diffusion pump fitted with a water-cooled baffle. 
Between the chamber and the baffle is a gate valve. The gate valve is used to isolate the 
pump from the chamber. A rotary-vein pump backs the diffusion pump. This pump 
























V 1 vacuum gauge with digital display
Figure 2.21 Left: a sym bolic representation o f  the vacuum  com ponents o f  the whole 
system . The vacuum  com ponents o f  the sodium  source are on the left o f  the figure; those 
o f  the experim ental cham ber are on the right. The skim m er is represented  as a throttle 
betw een the two cham bers. M ost o f  the sm all flange interconnections have been om itted 
for clarity. R ight: key to the vacuum  sym bols, w hich are from  D IN  28401.
The diffusion pump is a Leybold DIP 3000 specified to pump air at 3000 L s 1 in 
its operating pressure range of < 1 x 10 4 mbar. The pump operates by evaporating oil 
(about 1.5 L) in a boiler at the base. Two cartridge heaters operating at 240 VAC and
5.4 A generate a total of 2.6 kW. The oil vapour ascends the height of the stack to a
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water-cooled cap which deflects it downwards and towards to water-cooled outer walls. 
Any gas molecules that have diffused into the pump from the chamber are entrained in 
the oil vapour jet. The oil vapour condenses on the cooled outer wall, carrying the gas 
to the boiler where, on reheating, it escapes and is removed from the exhaust port by the 
rotary pump. We chose to use a silicone oil (DC 705, trimethylpentaphenyltrisiloxane) 
because it is better able to withstand oxidative chemical attack than other pump oils. 
This proved to be a somewhat inappropriate choice. The oil was destroyed by sodium 
and crystallised round the top of the pump (where it is cool) and in the baffle.
The baffle (Leybold Astrotaurus) attaches to the top of the diffusion pump using 
a DN 250 ISO-K flange and FPM o-ring seal. Its purpose is to reduce the inevitable 
‘backstreaming’ (diffusion) o f diffusion pump oil vapour into the vacuum chamber and 
thus reduce the ultimate pressure attained by the diffusion pump from < 5  x 10-7 mbar
 o
to < 1 x 10 mbar. It has a chevron interior construction that blocks all optical paths 
through the baffle. This increases the likelihood that any oil will hit a cooled surface 
before reaching the vacuum chamber. The compromise is that this inevitably reduces 
the throughput o f the pump. Although this baffle has a quoted conductance of 3000 L 
s’ 1, it also throttles the pump by approximately 30%.
The gate valve (VAT) is manually operated. It uses FPM O-rings for shaft seals 
and to seal the valve when closed. Like the diffusion pump, the connections between 
the gate valve and the baffle and vacuum chamber use DN 250 ISO flanges and FPM o- 
ring seals.
The backing (or forevacuum) pump is a two-stage oil-sealed Leybold Trivac
O _1
D40B rotary’ vein pump. The specifications of this pump indicate it displaces 40 m h 
and can achieve pressures lower than 5 x 10'4 mbar. It must keep the pressure at the 
exhaust port of the diffusion pump below 6 x 10_1 mbar and has proved more than 
adequate. All connections between the inlet port of the rotary pump and the diffusion 
pump are made with the same size fittings (DN40KF and FPM o-rings) to conserve 
conductance. An absorption trap containing alumina pellets is fitted to the inlet port of 
the pump to prevent backstreaming of rotary pump oil into the diffusion pump. 
However we find that (presumably damaged) diffusion pump oil travels to the rotary 
pump. A cross piece connects the pump to two valves and a pressure gauge. The 
pressure gauge is a Pirani type (Leybold TTR90) connected to the same reader as the 
Penning gauge on the chamber. The valves isolate the connections to the chamber and
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diffusion pump. When roughing the chamber it is necessary to close the valve on the 
backing line o f the diffusion pump. This is to stop the sudden high pressure at the 
rotary pump causing the diffusion pump to backstream oil. It is also necessary to close 
the roughing line once the diffusion pump is pumping the chamber. Otherwise the 
lower pressure above the diffusion pump draws rotary pump oil vapour into the 
chamber. The connections between the rotary pump and the diffusion pump and the 
chamber are made with flexible stainless steel hose to reduce transmitted vibration. The 
rotary pump is also mounted on rubber feet designed to minimise vibration transmitted 
to the floor.
2 .4  E x p e r im e n t a l  C h a m b e r
The experimental chamber is where our wave packet coherent control 
experiments are conducted. The atomic/molecular beam interacts at right angles with 
the laser beams between two electric field plates at the base of a linear time-of-flight 
mass spectrometer. Following laser excitation a pulsed electric field is applied to the 
plates to ionise the target atoms or molecules and accelerate them to a microchannel 
plate detector. This apparatus is housed in a vacuum chamber attached to the molecular 
beam source chamber. The following paragraphs detail the time-of-flight mass 
spectrometer, detector, vacuum chamber and pumps, and associated instrumentation.
A . T i m e - o f - f l i g h t  M a s s  S p e c t r o m e t e r
i . O p e r a t i o n  o f  a  L i n e a r  T i m e - o f - f l i g h t  M a s s  S p e c t r o m e t e r
The linear time-of-flight mass spectrometer separates ions by their charge to 
mass ratio. The principle of operation (shown in figure 2.22) is simple: an ion or 
electron is accelerated by an external electric field, it then passes into and through a 
field-free region to a detector. If  the accelerating field is constant and applied for the 
whole time the ion is in the acceleration region, all the ions will increase in energy by 
the same amount [50]. Neglecting the time to leave the extraction region, the flight time 
for an ion o f mass m and charge z can be readily derived from the kinetic energy, U, 
imparted by the field,
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(2.26)
which can be expressed in convenient units [51],
t amu (2.27)
where is the flight time in ps, dmm is the length of the free-flight region in 
mm, mamu is the ionic mass is atomic mass units, z  is the charge in units of electronic 
charge and UeV is the kinetic energy in electron volts taken to equal the applied electric
the ion passes through the hole in the second grounded plate and is accelerated into the 
detector by  the field  from  its attractive potential Vdel. A ccelera tion  o f  the ion is discussed in 
the text.
Accordingly, the flight times for N a+and Na^ calculated by equation (2.27) for a 2000 
V accelerating field are 1.26 ps and 1.78 ps respectively, so these ions can be easily 
distinguished by mass in our system. For comparison, to achieve a 1 ps flight time an 
electron would need to be accelerated by approximately only 13 V cm-1 (although this 
field would be insufficient to ionise in our experiments).
field in volts cm 1. Clearly, starting at the same point in space, for a given field and the
same charge, an ion with mass 2m will have a flight time longer than an ion of mass 
m and an electron will have a very much shorter flight time than any ion.
d
m
Figure 2.22 O peration  o f  a linear tim e-of-flight m ass spectrom eter. The left hand pair o f 
plates are com m only  referred  to as the ion source, although w e use the term  interaction 
region. In either case a positive ion form ed there, indicated by  a b lack dot, will experience 
an electric field E s = Vs / l s V cm -1. The ion is accelerated  by  the field  through the hole in 
the grounded plate into the field free region Ed = 0 V cm -1. H aving traveled a distance d,
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Our time-of-flight apparatus has been used in several different ways. In chapter 
3 frequency-resolved experiments and time-resolved wave packet experiments in 
sodium atoms are described. In these experiments high fields (between 500 V cm-1 and 
2000 V cm ’) were applied to the interaction region as square pulses to field ionise Na 
and accelerate the ions to a detector. Later in the same chapter ramped electric fields 
were used to field ionise atoms state selectively and accelerate the electrons to a 
detector. Chapter 4 describes our plans for the sodium dimer experiments, which will 
be a ZEKE experiment where time-varying shaped fields as low as 10 V cm- ’will be 
used to ionise very high-lying Rydberg states.
ii. P h y s ic a l  D e s c r ip t io n  o f  T O F  A p p a r a t u s
The time o f flight apparatus was designed following ones used in this group 
[52], and others [53]. The layout of electrostatic lenses was modelled in Simion [51, 
54], but since we are ionising with a pulsed electric field the behaviour is very simple 
and the simulations revealed no useful information, aside from accurate flight times. 
All the components were made by Thermo Vacuum Generators to our specifications. 
Figure 2.23 shows the key components. A field plate lies in the plane of the molecular 
and laser beams with its centre 5 mm below the point where they cross. 10 mm above 
the field plate is the first o f six electrostatic lenses, each separated by 10 mm. A field- 
free flight tube starts 10 mm higher than the last electron lens. There is a final lens 5 
mm above the top o f the free flight tube. A micro-channel plate (MCP) detector lies 
approximately 5 mm above the last electron lens.
The field plate, electron lenses and free-flight tube are made from 316 stainless 
steel. The field plate, lenses and the ends of the flight tube are disks 60 mm in diameter 
and 1 mm thick. The field plate is a solid disk, whereas the electron lenses have a 10 
mm diameter hole in the centre (see figure 2.24b). High transmission stainless steel 
mesh provided and spot-welded in place by Thermo Vacuum Generators covers the 
central hole. Four holes 5 mm diameter on a diameter o f 50 mm carry the rods that hold 
the assembly together. The free flight tube is 150 mm long and the tubular section has 
an internal diameter of 14.4 mm (this is a standard tube size). The time-of-flight 
components are assembled outside the vacuum chamber. The PTFE 
(polytetrafluoroethylene) base o f the assembly rests on a 3 mm thick stainless steel plate
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welded into the vacuum chamber just inside port 10. PTFE spacers maintain the height 
of the field plate above the base and the 10 mm spacing between the plates. The whole 
assembly is held together by four rods (4 mm diameter, 316 stainless steel) which pass 
through the plates and spacers and are secured with M4 nuts at each end. The ends of 
the rods pass through holes in the base plate so that the whole assembly can be secured 
to the vacuum chamber. When the apparatus was first assembled and put into the 
vacuum chamber the field plate was too low by about 2 mm. The height was adjusted 
by adding washers to the rods between the PTFE base and the plate on which it rests. 
Consequently the PTFE does not rest on the plate as intended. Instead an additional nut 
was added so that the whole assembly could be jacked up to the correct height then 
locked in place by another nut on the outside of the base plate.
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Figure 2.23 A cross-section  through the electron/ion tim e-of-flight apparatus showing its 
position  in the cham ber body and the position o f  the M C P detector. The m olecular beam  
passes through the interaction region in the plane o f  the page. The laser beam s cross the 
m olecu lar beam  as they pass through the interaction region com ing out o f  the page. Ions or 
electrons are accelerated  upw ards in the plane o f  the page to the m icro-channel plate 
detector.
The PTFE spacers isolate the plates and free flight tube electrically so that each 
can be held at different potentials as required. The spacers are stepped so that they 
create a continuous insulation between the lenses and the rods. A detail o f the spacers, 
lenses and rods is shown in figure 2.24.
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Figure 2.24 a) C ross-section  detail o f  the interconnection betw een ion/electron lenses,
PTFE  spacers and  rods in the tim e-of-flight apparatus. The sodium  -  laser interaction 
region is m arked  by an cross, b) An electrostatic lens show ing the central hole through 
w hich ions or electrons pass, the four holes for PTFE spacers and the support rods, and the 
slots used for electrical connection.
Each o f the plates and the free flight tube has two slots cut in its edge for lA in. 
push-on electrical connectors. The connectors are soldered onto wires that connect to 
electrical devices outside the vacuum chamber via a commercial feed-through located in 
the cluster flange at the bottom of the base of flight tube (port 10, figure 2.23). Initially 
this was a 19-pin instrumentation feed-through (Thermo Vacuum Generators ZEFT19) 
and this would be sufficient for experiments using low voltages (< 50 V), such as 
ZEKE. It was replaced with an 11-pin high-voltage instrumentation feed-through 
(Thermo Vacuum Generators ZEFT16) when our experiments required 2000 V square 
pulses or ramped high voltages applied to the field plate. It is specified up to 1000 V 
but had been used successfully to 2000 V. The feedthrough has gold plated pins on the 
vacuum side which accept push-on sockets soldered on the wires from the field plate 
and lenses. The air-side connection is to a removable plug (Thermo Vacuum 
Generators ZEFT17SK). Wires are soldered to the pins in the plug and connected to 
electrical devices described later.
The vacuum chamber has been designed so that a synchronous detector such as a 
counter-propagating ion time-of-flight mass spectrometer can be built below the 
electron time-of-flight if  future experiments demand it.
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h i. E l e c t r o n / I o n  D e t e c t o r
At the top o f the time o f flight tube the electrons are detected on a microchannel 
plate detector (MCP). Two different models of detector were employed. For 
experiments where sodium ions were detected we used a Hamamatsu F4566-10. To 
detect electrons we fitted a Hamamatsu F4566-12. The latter is capable of detecting 
electrons or ions depending how it is connected.
The operation o f both detectors is essentially the same and is shown in figure 
2.25. The microchannel plate itself is a thin ceramic material perforated diagonally by 
many tiny holes. MCPs can detect charged or neutral particles, and photons. Electrons 







Figure 2.25 A  schem atic representation o f  the operation o f  a single channel o f a 
m icrochannel p la te  detector seen in cross-section. A  particle arriving from  the left causes a 
cascade o f  ejected  electrons from  the b iased channel wall. The strip current is provided by 
the external DC pow er supply that biases the channel. A dapted  from  H am am atsu product 
literature.
On hitting the channel wall the particle causes a cascade of secondary electrons 
to be ejected. This is repeated along the channel length amplifying the arrival of one 
particle to a measurable current. At the end o f the channel the electrons are emitted 
towards an anode (or a phosphor screen in imaging detectors). The current at the anode 
is transmitted to instruments outside the vacuum chamber.
Both the F4566-10 and -12 comprise two microchannel plates with the angle of 
their channels arranged in a chevron. Both models have the same effective diameter 
(14.5 mm) and channel diameter (12 pm). Electrical connection, plate arrangement and 
anode position o f the two models o f detector is shown in figure 2.26. The F4655-10 has
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a rise time o f 250 ps, a fall time of 750 ps and a gain of 5 x 107 when biased at 2400 V. 
The F4655-12 has is specified to have a rise time o f 370 ps, a fall time of 910 ps and a 
FWHM of 720 ps when connected for negative ion or electron detection. When biased 
at 2400 V its gain is at least 107. Hamamatsu claim both detectors generate 3 dark 
counts per second when biased at 2400 V. Both the detectors generate a maximum 
anode voltage o f 500 V and current of 1 pA, and they are both output impedance 
matched to 50 Q. We operate the detectors with a bias o f between 2000 V and 2500 V, 
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F igure 2.26 C ircuit diagram s for a) the F4566-10 and b) F4566-12 (set up for negative 
ions or electrons) m icrochannel p late detectors. The angled  lines indicate the two 
m icrochannel p la tes arranged in a chevron. The dashed line indicates com ponents that are 
built in to the detector assem bly. The external resistors (0.5W  at 70 °C, ±5% , 2500 VAC 
m ax.) are connected  inside the vacuum  cham ber. A  SRS PS325 provides high voltage bias, 
w ith the ground side o f  the circuit form ed by the vacuum  cham ber. The signal connector is 
a BN C chassis plug.
The detector is mounted on the inside face a cluster flange at the top of the time- 
of-flight tube (port 11. figure 2.23). Figure 2.27 shows the detector mount, which can 
accept either model o f MCP and electrically isolate the detector from the vacuum 
chamber if required (although this option was never used).
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8=i
B ase p la te Leg DN 150 CF flange
(cross-section) on port 11
Base plate 
(end view)
Figure 2.27 Left: an assem bly draw ing o f  the m icrochannel plate (M CP) support. Right: 
the stainless steel d isk  to w hich the m icrochannel p late attaches. The vertical line in this 
im age indicates the shaded cross-section on the right hand image. The ring has tapped 
holes at tw o diam eters so that either the F4655-10 or F4655-12 (show n) can be bolted to it. 
The ring bo lts to  th ree legs (one show n), w hich in turn screw  into tapped holes in the 
vacuum  flange at the top o f  the tim e-of-flight apparatus (see figure 2.23).
Both the high voltage DC biasing supply and the detector output signal use 
chamber-grounded BNC feedthroughs (Thermo Vacuum Generators ZEFT920). 
Internally the high voltage supply is wired using the thickly insulated solid conductor 
core o f a BNC cable with a push terminal onto the feedthrough. Connection to the 
F4655-10 is made with M2 screws, and to the F4655-12 with solder and M2 screws. 
The signal output is wired using PVC insulated instrumentation wire with a push 
terminal on the feedthrough end and the central pin o f a BNC terminal on the other.
iv . E x p e r im e n t a l  S id e  V a c u u m  C h a m b e r
The above instrumentation is housed in a vacuum chamber arranged so that the 
molecular beam and laser beams cross at right angles 5 mm above the field plate. The 
laser beams are able to pass right through the chamber through windows on either side. 
A liquid nitrogen-cooled trap lies in the molecular beam path, behind the time-of-flight 
mass spectrometer, to condense sodium and stop it reaching the turbomolecular pump 
that evacuates this section.
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The vacuum chamber, shown in figure 2.28, was fabricated by Thermo Vacuum 
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F igure 2.28 A n elevation o f  the experim ental vacuum  cham ber. The sodium  beam  
approaches through port 12. The tim e-of-flight apparatus is show n in the vertical tube to 
the left, partly  obscured by port 13 through w hich the laser beam s pass. The pulsed 
voltages to the field  plates are connected via a feedthrough on the cluster flange at port 10.
The electrical connections to the M CP are m ade via feedthroughs at port 11. The liquid 
n itrogen cooled  trap at port 9 is indicated by the square in the centre o f  the cham ber 
suspended by  the tubes used to fill it. A vacuum  gauge attaches to the sm all flange on port 
9. The sm all flanges on port 8 are connected to a roughing line and a venting valve. The 
turbom olecular pum p attaches to a gate valve attached to port 7.
The time-of-flight apparatus is housed in a 150 mm diameter vertical tube which 
crosses the main tube near the connection to the molecular beam source. A vertical 250 
mm diameter tube crosses the other and this attaches the cold trap and the vacuum 
pump. With the exception of the connection to the vacuum pump all flanges on these 
tubes are Conflats: 300 mm diameter on the 250 mm tube, and DN150CF on the 150 
mm tube. The pump is connected with an DN 250 ISO-K flange.
The lasers beams pass through the chamber in a perpendicular direction to the 
sodium (out o f the plane o f figure 2.28) through port 13. The vacuum connection is a
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DN35CF on a 73 mm tribulation from the wall of the main chamber. Mounts (figure 
2.29) for angled input and output windows were fabricated to our specification by 
Thermo Vacuum Generators Ltd.




Figure 2.29 A ngled m ounts for laser input and output w indow s. R ight: horizontal cross- 
section through a w indow  m ount show ing its assem bly. The V iton o-rings w ere purchased 
from  Jam es W alker Ltd.. They have an inside diam eter o f  34.50 m m  and a section o f  3.00 
mm. The w indow s are 3 m m  thick fused silica. The PTFE w asher prevents the stainless 
steel clam p from  dam aging the window. Eight M 2 countersunk screw s secure the clamp.
Left: view  o f  the D N 35C F connection showing the orientation  o f  the bolt holes with respect 
to the w indow  angle. The vertical line indicates the cross-section  show n on the left. A 
rotating flange either on the cham ber or the w indow  m ount w ould have allow ed the 
w indow  to be ro tated  to accept different laser polarisations.
From the centre o f the window to the interaction region is approximately 300 mm. 
This distance prevents tight focussing of the laser beams, which is probably not a 
problem for the femtosecond lasers, but had to be addressed when nanosecond and 
picosecond lasers were used as they have to be focussed. It would be sensible to 
minimise the length of both the input and output ports o f the chamber, and the window 
mounts. As an interim measure we replaced the input window mount with a flat Kodial 
window (Thermo Vacuum Generators ZVPZ38), which appears to have performed 
adequately for experiments with nanosecond and picosecond lasers.
v . T h e  C o l d  T r a p
Figure 2.28 shows the liquid nitrogen cooled trap and its feedthroughs in a 300 
mm diameter cluster flange. The flange also has a DN35CF flange where a Penning 
gauge (Leybold PTR225) is attached using a CF to KF adaptor. The cold trap presents a 
cold surface directly in the path of the molecular beam after it has passed through the
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interaction region on to which sodium can condense. This reduces the amount of 
sodium vapour passing into either of the vacuum pumps. The trap also operates as a
 n
cryopump -  reducing the pressure in the chamber by around 3><10 mbar when filled 
with liquid nitrogen.
The cold trap is a cylindrical vessel 150 mm in diameter and 200 mm long with 
its axis lying horizontally. It is suspended from the cluster flange by two tubes (0.5 in. 
outside diameter). As the figure shows, the cold trap projects slightly towards the time- 
of-flight apparatus to intercept as much of the molecular beam as possible. The tubes 
are used to fill and vent the liquid nitrogen. Their connection to the flange is a standard 
liquid nitrogen feedthrough, designed to minimise the conduction of heat from the 
flange to the tubes. The 0.5 in. tubes are welded into 1 in. diameter tube, which in turn 
is welded into the flange. In this way there is very little direct contact between the 
flange and cold tube.
The flange on port 8 of the experimental chamber attaches a roughing 
connection via a DN35CF and a right-angle valve (Vacuum Generators CR-series), and 
a DN16CF connection taken by a venting valve (Thermo Vacuum Generators CR- 
series).
v i. V a c u u m  P u m p s  o n  t h e  E x p e r im e n t a l  C h a m b e r
The experimental chamber is pumped by a Leybold Turbovac 1000C 
turbomolecular pump. It is specified to pump 1000 L s~* o f nitrogen at 10-5 mbar and
 i a   n
can achieve pressure lower than 10 mbar. We operate it in the range 3 x 1 0  mbar to 
< 1 x 10~6 mbar. This pump contains a series o f rotating turbines and fixed chevrons. 
Gas molecules entering the pump are deflected further inwards by consecutive 
collisions with the rapidly rotating turbine blades and the chevrons until they reach the 
exhaust. The rotation speed of the turbines is controlled electronically by a Leybold 
Turbotronic controller. We eventually decided to fit a nitrogen purge valve to the turbo 
pump to reduce further the possibility of sodium vapour reaching the bearings. The 
purge valve has a predetermined leak rate when supplied at 1 bar input pressure. The 
leak rate is determined to keep laminar flow of nitrogen in the bearings to exclude any 
gas or vapour. Even with this precaution the bearings have started to ‘sing’ a little.
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Since the throughput of the turbo pump was expected to be small we started out 
backing it with a relatively small rotary pump (Leybold Trivac D16B). This displaces a 
volume o f 16 m3 h-1 and can achieve an ultimate pressure o f < 5 x KT4 mbar, and was 
more than adequate until the purge gas was introduced. The leak rate o f the purge valve 
is intended for a larger backing pump and increased the exhaust pressure of the turbo 
pump above its operating range (< 1 x 10 mbar). We replaced the backing pump with 
a bigger one (Leybold Trivac D40BCS). The exhaust pressure has still always run 
higher than optimal (~ 1 x 10-1 mbar), even with the gas supply pressure to the purge 
valve reduced to ~ 0.5 bar, but this does not appear to affect the ultimate pressure 
achieved by the turbo pump. Connection to the turbo pump and chamber is similar to 
that for the backing pump on the molecular beam source, incorporating an alumina 
absorption trap, a four-way cross, right angle valve and bellows. The roughing line is 
also attached to the four-way cross. Backing pressure is measured with an identical 
Pirani gauge which shares a display (Leybold Combivac IT23) with the high vacuum 
gauge on this chamber.
2 .5  T h o u g h t s  o n  F u t u r e  D e s ig n s  a n d  M o d i f i c a t i o n s
A . O v e n  D e s ig n
The most serious problem with the oven design concerns the nozzle heating. 
The nozzle flange is not directly heated and heat conduction between the heated part 
and the flange is probably not ideal. There have been indications o f periodic clogging 
of the nozzle when using a carrier gas, and even without a carrier gas if the nozzle was 
not hot enough. If  this proves to be a serious problem it could be quite a difficult to 
solve, involving a third heater attached directly to the nozzle flange.
We opted for an oven machined from a single piece o f stainless steel. This was 
a costly choice made because we feared a welded oven would not survive the thermal 
stress of daily temperature cycling. We briefly tried an oven made from a standard 
UHV extension (Thermo Vacuum Generators ZBS19) which has Conflat flanges 
(DN16CF) welded onto the ends of a thin walled tube (1.22 mm). This did not appear 
to suffer any damage from thermal cycling. Gerber also reported using a welded 
cartridge in a lithium source [48]. It seems likely therefore that a welded oven would be
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adequate and cost less than a one-piece construction. In addition a welded construction 
would more easily allow for complex oven layouts. For instance to connect the nozzle 
off-centre in a welded construction is no harder than having it centrally placed. In a 
machined oven, having the nozzle off-centre adds considerable complexity to the 
machining process.
Given a certain diameter for the sodium reservoir, having the nozzle attached 
off-centre and higher than in the cylindrical design would allow more sodium to be 
stored. This would lead to less frequent refills.
For our work, contamination of sodium by copper from the gaskets used to seal 
the oven and nozzle was not a problem. However it would be interesting to investigate 
other methods of sealing heated sources, particularly ones where only one material is 
used.
B. O v e n  M o u n t in g
The oven mounting is where most improvement could be made to the current set 
up. Ideally the oven should be held rigidly (which rules out the type of xyz translator we 
used) and be able to be moved in the three Cartesian coordinates aligned with the beam 
axis, as well as rotating around a vertical and a horizontal axis. Probably the easiest 
way to achieve this in the current chamber would be to upgrade the system used in the 
sodium atom experiments. If the source was suspended from an xyz translator with 
rotation and tilt adjustments, any misalignment could be corrected from outside the 
chamber while the source was operating. The bar on which the oven hangs would have 
to be much thicker than 1/4 in. in diameter, more like 20 mm. To reduce the nozzle -  
skimmer distance and reduce the cantilever load of the heavy oven on the translation 
stage, the flange connecting to the experimental chamber (Port 3 in figure 2.20) should 
be moved towards the diffusion pump. This would have the added advantage of 
increasing the pumping speed of the chamber -  always a desirable feature in molecular 
beams.
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C. N o z z l e  - S k im m e r  D is t a n c e  A d ju s t m e n t
When the nozzle -  skimmer distance is very small (< 10 mm), as it is in many 
experiments, it would be highly desirable to be able to see the separation to avoid hitting 
the skimmer and to know the distance precisely. A view port at the front of the 
molecular beam chamber would allow such observation. This arrangement would also 
permit laser excitation of the expansion very close to the nozzle, as is sometimes 
desirable.
D. T h e r m a l  S h ie l d in g  a n d  C o o l in g
During our sodium atom experiments there was no thermal shielding or cooling 
jacket round the oven. This made the vacuum chamber wall dangerously hot and would 
probably have rendered useless the baffle on the diffusion pump. Ideally we should 
incorporate a combination of both thermal shielding, using tantalum foil or thin stainless 
steel [7], and a thin-walled water-cooled jacket to reduce heat loss from an oven. This 
will be imperative if  sodium is cold-trapped within the source chamber (see below).
E. T r a p p in g  S o d iu m  in  t h e  S o u r c e  C h a m b e r
Subject to the installation of water cooling o f the oven, it would be advantageous 
to condense sodium onto liquid nitrogen cooled surfaces surrounding the expansion and 
the skimmer wall. Condensed sodium would not then attenuate the beam by scattering 
off the chamber walls. In addition, not only would this reduce the flux o f sodium into 
the diffusion pump, but it would also reduce the gas load on the pump and allow for 
higher source pressures (and P^d), especially when a carrier gas is used. The simplest 
way to cool the skimmer wall would be to create a hollow, sealed from the vacuum, in 
the flange separating the two chambers that can be filled with liquid nitrogen form 
outside. For the chamber walls, passing liquid nitrogen (or liquid nitrogen cooled 
nitrogen gas) through channels on the outside of the chamber is preferable as there are 
no internal structures to reduce pumping speed and it does not require costly liquid 
nitrogen feedthroughs.
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One final comment on the sodium source side concerns the sealing technology 
used. The operating pressures in the source chamber do not require UHV compatible 
vacuum components, and in any case the diffusion pump, gate valve and baffle do not 
use them. In a new system it would be cost effective to use the HV ISO system.
F. Im p r o v e m e n t s  t o  t h e  E x p e r im e n t a l  S id e  o f  t h e  V a c u u m  S y s t e m
The first improvement would be to move the flange connecting to the source 
chamber towards the time-of-flight tube. This would reduce the distance from the 
skimmer to the interaction region and lead to higher beam intensity, without recourse to 
the top hat and its associated problems. Combined with moving the mirror flange on the 
source chamber, this change would make for a much improved molecular beam 
chamber.
G. Im p r o v e m e n t s  t o  t h e  T im e -o f -f l ig h t  A p p a r a t u s
The most significant improvement to the TOF apparatus would be to build the 
whole system on to a single flange (as is the case for many commercial devices), and 
could be easily implemented. This would allow electrical connections to be made on 
the bench and would facilitate alignment.
A related modification would be to attach the microchannel plate detector to the 
top o f the TOF apparatus. The distance between the TOF and the detector is then 
known and does not depend on the rather poor tolerances o f vacuum chamber 
fabrication. Thermo Vacuum Generators quote a port length tolerance o f ±1 mm, and 
an angular tolerance o f ±1 °. Although we did not experience problems of this nature, it 
could be easily eliminated as a potential problem.
A suggestion for another time-of-flight apparatus is the use o f ceramic or PEEK 
spacers in place o f PTFE. Both ceramics and PEEK have better dimensional integrity, 
especially for long tubes and small machined features like the steps shown in figure 
2.24.
The final improvement suggested is to the electron/ion lenses. Unless mesh is 
spot-welded wire by wire there are inevitably some ‘strays’ that lift off the surface of 
the lens. This has not manifested problems for us but it could if  the lenses were used to
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focus electrons, as in photoelectron spectroscopy, or when smaller accelerating fields 
are applied, as in ZEKE spectroscopy. If it is possible to perform resistance welding 
with a ring electrode instead of a point, all wires would then be welded simultaneously. 
This is a possibility that can be easily investigated with the support facilities at UCL.
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C h a p t e r  3 C o h e r e n t  C o n t r o l  o f  R y d b e r g  E l e c t r o n  W a v e  P a c k e t s  
in  A to m ic  S o d iu m
A b s t r a c t
This chapter describes experiments to control the angular momentum composition of 
Rydberg electronic wave packets in atomic sodium. The control scheme uses phase- 
locked pairs o f transform-limited picosecond laser pulses to create pairs of identical 
radial wave packets from the Rydberg states. Quantum interference between the wave 
packets, or the excitation pathways to them, is manipulated to control the total angular 
composition o f the resultant wave packet, which is detected either by the optical 
Ramsey method or by state-selective field ionisation. The results are interpreted both 
from the perspective o f time evolution of the wave packet and the frequency content of 
the excitation laser fields. The control strategy is then extended by the inclusion of 
linear chirp in one of the laser pulses.
3.1 I n t r o d u c t i o n
A . S o d i u m  a t o m  s p e c t r o s c o p y
The sodium atom is a classic spectroscopic model exhibiting many simple 
features that make it an ideal system in which to test coherent control schemes. The 
electronic structure o f ground state sodium is [Ne](31s)1 giving the term 32Si/2. 
Excitation o f the 3s electron gives [Ne](3p)1, which has terms 32Pi/2 and 32P3/2. These 
states lie 16956.1(72) cm-1 and 16973.3(68) cm-1 [1] above the ground state and can be 
excited in an optically allowed (A/ = ±1) transition. Here and below, wavenumbers are 
quoted to the linewidth of the nanosecond lasers (0.1 cm-1) with the remaining higher 
precision terms in brackets. Degeneracy makes the transition amplitude to the 3 P3/2
'y
level a factor o f 2 larger than the 3 Pi/2 level so, in the experiments discussed in this
•y
chapter, the 3 P3/2 level was chosen as the intermediate from which to excite high-lying 
Rydberg states.
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B . A t o m i c  R y d b e r g  s t a t e s
In general Rydberg states are defined as electronic configurations of atoms and 
molecules that behave hydrogenically. This often, but not exclusively, corresponds to 
excitation to high principal quantum number. Far from the nucleus, where the Rydberg 
electron spends most o f its time, it experiences a simple - \ / r  Coulomb potential. In 
sodium the nuclear charge is shielded by the remaining electrons, so the Coulomb 
potential the Rydberg electron feels is modified compared to the hydrogen atom. 
Rydberg electrons with low angular momentum penetrate the inner electron cloud more 
than higher angular momentum states and, as a result, experience increased nuclear 
charge and binding energy. This lowers the energy o f low angular momentum states 
from the hydrogenic case by an amount accounted for by the quantum defect, jui, which 
depends on the orbital angular momentum /. The Rydberg state energies are then given 
by the familiar Rydberg formula,
E „ = I P - - RN° (3.1)
where IP  = 41449.4(51) cnT1 is the ionisation potential and Rn0 -  109734.6(97) cm-1 is 
the Rydberg constant for sodium calculated from accurate electron and sodium atomic 
masses, n is the principal quantum number and /i/ is the quantum defect [2]. For sodium 
the quantum defects are 1.35 for the 5 Rydberg series and 0 for the d  series [3].
Rydberg states have characteristics that are very different from low-lying 
electronic states. The orbital radius is large and scales as n2, so the 35d  state of sodium 
has an orbital radius of approximately 95 nm [2], The orbital period is very long
compared to the ground state, 6.5 ps at n = 35 compared to ~ 24 attoseconds (1 as =
_ 1810 s) at n = 1, which brings the electronic motion into the reach of picosecond lasers. 
The spacing between adjacent energy levels scales as n 3, giving a spacing of 
approximately 5 cm-1 between 355 and 365. This allows several Rydberg states with 
different principal quantum numbers to be excited within the bandwidth of a picosecond 
laser pulse. Finally, the binding energy is low, approximately 90 cm-1 for a 35d
 'y
electron, and scales with n . Rydberg states are therefore readily ionised by external 
electric fields, which facilitates their detection.
In the following experiments we have excited high-lying Rydberg states of 
atomic sodium, as shown in figure 3.1.








Figure 3.1 Laser excitation scheme for sodium  for the experim ents in this chapter. 
Excitation from  the 32Si/2 ground state to the 32Pj/2 or 32P 3/2 level is m ade w ith a narrow 
bandw idth  nanosecond dye laser. Excitation to the R ydberg  states is m ade either using a 
narrow  bandw idth  nanosecond dye laser (for frequency reso lved  experim ents), or a broad 
bandw idth  p icosecond  dye-laser (giving tim e-resolved data). The angular m om entum  
selection rules dictate that from  a 32P3/2 state ns and n d  R ydberg  series are excited. The 
energy levels o f  bo th  series converge to the same ionisation  lim it (41449.4(51) cm -1). The 
broad bandw idth  o f  the picosecond laser excites coherently  several R ydberg states, forming 
a w ave packet. W ave packets are discussed in section 3.1 B. A  description o f  the lasers is 
given in section 3.2 A.
Excitation o f the 3s electron into the high-lying Rydberg states leaves the neon closed 
shell electronic configuration, which makes this effectively a one-electron system.
The oscillator strengths for excitation of the s and d  Rydberg series from the 
32P3/2 level in sodium differ. The d  oscillator strength is double that of the s, so the d  
series is excited with twice the probability. This can be seen clearly in the frequency 
resolved spectra o f the Rydberg series (see figure 3.16). The average oscillator strength 
for a transition from state \nl) to state |ft'/')can be written [2],
where eonT t = (EnT -  E nl/f i) is the transition angular frequency, /max is the larger of I 
and /', and E nl and E nT are the energies o f the lower and upper states in Joules
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respectively. The bra-ket is the same for both transitions, giving an oscillator strength 
ratio d /s  = 2 (see figure 3.17).
C . R y d b e r g  E l e c t r o n  W a v e  P a c k e t s
A Rydberg electron wave packet is formed by excitation o f a coherent 
superposition of stationary Rydberg eigen states. In our experiments, this excitation is 
made by a picosecond dye laser. The broad bandwidth o f the laser (around 21 cm-1) 
simultaneously and coherently excites between 5 and 8 Rydberg states. Considering 
first the interaction of just the launch state |l), in this case the 32P3/2, and one Rydberg
state 12} and the electric field of the laser light allows an understanding of the 
excitation. Solution of the time-dependent Schrodinger equation,
with the Hamiltonian H  = H atom+ H i , where H atomi//J(r) = E Ji//j (r) is the time-
Application of equation (3.3) and the atomic Hamiltonian to equation (3.5), multiplying
dt
(3.3)
independent atomic Hamiltonian and H t is the interaction Hamiltonian. Solution of
equation (3.3) gives the time-dependent wavefunctions
\ /
where the radial wavefunctions y/. (r) and energies Ej come from H atom. 
function for the two-level system can then be written as a linear combination,
(3.4)
atom ' The wave
¥  (r, /) = ax (t )¥ , (r, t ) + a2 (r, t) (3.5)
where the at are the time dependent amplitudes, and |ax(t)f +|tf2(/)|2 = 1 • The transition 
angular frequency between states |l) and |2) is
(3.6)
through by the complex conjugates, y/*x(r) and y/*2 (r), integrating over all space and
noting the orthogonality between eigenstates,
\v '„ v J V  = 5, (3 .7)
gives expressions for the amplitudes,
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axM u + a2 exp(-ico0t)M n = i ^ -  = iax (3.8)
dt
ax exp(- ico01)M2 x + a2 M 22 = i = ia2 (3.9)
where the transition matrix elements are,
tiM nm = y . H / r J V  (3.10)
The interaction Hamiltonian H. derives from the potential energy felt by the induced
electric dipole eD = e ^ j rj because of the electric field o f the light. For a laser pulse
with a full-width at half-maximum duration of rp, the electric field can be written
E(t) = E 0 cos(a>t)f(t), (3.11)
where / ( / )  = exp[- 2 In 2 (//rp )2 ] is the pulse envelope and assumed to be Gaussian. 
The interaction Hamiltonian becomes,
H t =£?D-E0cos(fitf)/(f), (3 -12)
and from symmetry,
M u = M 22 = 0  and M n = M 2X = —eEQX X2cos(cot) (3.13)
ft
where X ]2 = ji//*Xy/2dV  = |^ |^ 2) is the dipole matrix element. Equations (3.8) and
(3.9) can now be written,
«1 = - ^ a 2a M,[eXP ( - ^ - ® o ) ) + eXP (-'(® + ® o)?)] (3-14)
« 2  = “ «if i * .Jexp(i(® -® 0)f)+exp(/tfl> + <B0)f)] (3-15)
where ClRabi = eE0X n /h  is the Rabi frequency. For frequencies of light such that
\cd -  co01«  co, i.e. near resonance, the fast oscillating term exp(-z(<z) + 6;0)/) can be
neglected as it does not contribute to the amplitude. This is known as the rotating wave
approximation (RWA) and gives,
«1 = - ^ « 2 f i fioW[exp ( - '( 'y - " o ) ) ]  (3-16)
«2 = [exp(/(<w -  » ]  (3-17)
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We are primarily interested in the amplitude of the excited state a2 , so to make equation 
(3.14) tractable an assumption is made, known as the weak field approximation, that the 
lower state population is not depleted by the excitation and can be ignored. Equation 
(3.16) can then be integrated to give the upper state amplitude after the perturbation has 
been removed, i.e. after the laser pulse,
1 00 1 
a({) = - ~ a Rob, = - - o . RMg((o) (3.18)
2  ■r  ' '  2
—00
where g(co) = exp[-(&>-&>0)2r^/81n2] is the Fourier transform of the laser pulse. The
experimental observable, discussed in later sections, is S  oc \a(tj2.
If  the excitation is made by a broad bandwidth picosecond laser pulse coupling a 
launch state with several Rydberg states | n ) , the resulting wave function may be 
expressed,
'i'{r ,t)  = ag<//g{r)e '“‘' + . (3-19)
n
where agn are, respectively, the time-dependant amplitudes o f the launch and Rydberg 
states with stationary radial wavefunctions y/g n ( r ) , and angular frequencies cog n. Thus, 
following excitation by k  + 1 pulses, the population o f each Rydberg state | nj becomes,
e ,A » 'k e ‘«*k (3.20)
where An = con -  cog -  co is the detuning frequency. The term in square brackets
oscillates with an angular frequency co = cog -co n, the angular frequency of the laser
pulse resonant with the transition. When multiple Rydberg states have been excited 
these terms beat in and out of phase with each other. For a wave packet excited in a 
single Rydberg series, this beating can be understood by casting the frequency as a 
Taylor expansion about the average, or central, principal quantum number,
1 1co -
2 n: 2 n
1 Sn ( S n \  1 - 2  —  +  —  
n \ n  J
for Sn «  n (3.21)
where Sn = (n - n )  and n is the central principal quantum number o f the wave packet, 
which corresponds to the central angular frequency o f the laser field, co = -  l / l n 2 . The 
first term in the expansion corresponds to the average oscillation of the population
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amplitude o f the wave packet. The second term is linear in Sn and gives rise to a 
harmonic phase evolution of the population amplitudes. This is the classical oscillation 
of the wave packet with period Tcl = 2 ,  and can be understood as follows. In the
time taken for its excitation by a laser pulse the wave packet essentially does not move, 
i.e. the excitation is impulsive. The radial distribution of the 3s electron, which is close 
to the core, is mapped into the much larger distribution of the Rydberg states. Therefore 
it immediately starts to move away from the core to sample the full spatial extent of the 
Rydberg states. When it reaches the edge o f the Coulomb potential it is reflected back 
towards the core. This oscillation would continue indefinitely were it not for the 
anharmonicity o f the Coulomb potential, which causes the wave packet to de-phase and 
spread as described by the third term in equation (3.21), which is quadratic in Sn . The 
dispersion spreads the wave packet over the whole radial coordinate. This leads to 
interference that generates partial revivals -  sub-wave packets that are distributed 
around the radial coordinate and visit the core at equal time intervals. At time 
Tr = nTcl/2> there is a full revival where the single wave packet reforms. This revival
structure was first seen in calculations by Parker and Stroud [4], and elucidated by 
Averbukh and Perelman [5]. Typical temporal evolution o f a radial Rydberg electronic 
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Figure 3.2 Experim ental (low er trace) and calculated (upper trace) recurrence spectra o f  a 
radial R ydberg  electronic w ave packet in sodium  excited  around n -  35 showing its 
classical-like recurrence at 6.51 ps, dispersion o f  the recurrence, a th ird  order partial revival 
around 20 ps, a second order partial revival around 40 ps and a full revival around 70 ps.
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Although it is not obvious in the above figure, there is a quantum beat between 
the angular momentum states in addition to the obvious oscillation of the wave packet. 
The beat period depends on the difference between the quantum defects Ajli of Rydberg 
series,
(3 -22)
In the case of the sodium 5 and d  Rydberg series excited here, the quantum defect 
difference is 0.35 (in modulo 1) giving an angular beat period of 18.6 ps.
D. INTERFEROM ETRIC CONTROL OF RYDBERG ELECTRO N  W A V E  PACKETS
The presence of phase properties of a wave packet suggests that it may be 
possible to engineer interference effects to exert control, and that is exactly the approach 
taken in this work. This type of coherent control was first demonstrated by Noel and 
Stroud [6, 7]
1. W a v e  P a c k e t s  S e p a r a t e d  b y  Td
The phase behaviour we shall examine first derives from the difference between 
the quantum defects of the two Rydberg series that are excited in the wave packet. 
Consider the Rydberg state component of the wave function shown in equation (3.3),
allows expansion of the frequency about the central state o f the wave packet v ,
(3.23)
nl
where y/nl (r) is the radial wavefunction of the eigenstate | nl) with amplitude anl in the 
wave packet and angular frequency conl = - 1/2(n -  ju,)2 . Defining an effective 
principal quantum number, vnl = n -  n t and making the substitution ® „ = - l / 2  vl,
(3.24)
1 [vi-v)
2 v 2 v
Substituting this back into the time dependent term of equation (3.6) gives,
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Qxp(iconlt) = exp












The first term corresponds to the classical recurrence o f the wave packet dictated by the 
spacing o f the energy levels in the superposition. The second exponential shows a 
phase shift o f Infj, accumulating for every orbit o f the wave packet. This idea can be 
easily extended to two Rydberg series, as required by the current work, giving an 
accumulated phase difference between the angular momentum components of I tiAju 
for each orbit o f the wave packet, where Aju is the difference (in modulo 1) between 
the quantum defects of the s and d  Rydberg series.
If  a second wave packet, identical to the first, is then excited it can be phase- 
matched to either one or other angular component o f the existing wave packet. By 
suitable phase matching, the quantum state of the system can be controlled. For 
example, if  the second wave packet is excited exactly in phase with the d  component of 
the first, the population of the d  Rydberg states o f the system will be enhanced. 
Alternatively if  the second wave packet is exactly out o f phase with the d  component of 
the first, the result will be zero d-state population. It would be nice if while enhancing 
the population of one angular component we could simultaneously depopulate the other. 
This situation is possible but not with the quantum defects o f sodium.
To observe the result o f coherent control discussed here the Rydberg state 
populations were analysed using state-selective field ionisation. This experimental 
technique allows the relative populations of the Rydberg states in the wave packet to be 
observed directly by ionising them sequentially. The experimental details are discussed 
in section 3.2B and the results in section 3.3C.
ii. W a v e  P a c k e t s  S e p a r a t e d  b y  3 r c// 2
In addition to the phase contribution from the quantum defect, there is a phase 
evolution arising in all wave packets in anharmonic potentials. Averbukh and Perelman 
[5, 8] showed that around the time of the second order partial revival, the wave function 
of the wave packet can be written
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v{r,t = 7’rell/2) = -^ r[exp(-i> /4V c,(f,0  + exP(!' ;r/ 4Vc/(''»? + ^ / 2)] (3-27)
where y/d (r ,t)  and y/cl(r,t + tcl/2 )  are the two sub wave packets, separated in time by
half the classical orbit period. The exponents show there exists a phase difference of 
7r/ 2 between the two sub-wave packets forming a second order partial revival. These 
ideas have been used to develop an additional coherent control scheme [9, 10], 
developing the ‘Young’s Double-Slit Interferometry’ approach of [6]. To utilise the 
phase behaviour of wave packet revivals, it must be combined with the phase 
accumulation arising from the quantum defect. Equation (3.26) can be used to find 
when the accumulated phase difference between the two angular momentum 
components of the wave packet is exactly n , i.e. when
(j) = 2 7tA/j —  = n  (3.28)
tci
The difference in quantum defects for the 5 and d  states in sodium are 0.35 (modulo 1). 
If this is approximated to 1/3 it is clear from equation (3.28) that t l tcl = 3/2 is required 
for the two series to be out of phase. That is, the two angular momentum components 
will be exactly out of phase after 1 |  orbits o f the wave packet. If a second identical
wave packet is launched at this time they will not immediately interfere because they 
occupy different regions of space. Figure 3.3 illustrates the situation and resulting 
interference.
96
C h a p t e r  3
* = 0
wp2 w p l
* = T J  2
wp2 w p l
(b) (c)
Figure 3.3 C artoon show ing the relative phases o f  two w ave packets that arise when the
second w ave packet (wp2) is excited in phase w ith the d  com ponent o f  the first (w p l), after 
the first has perform ed 1-  ^orbits, (a). Both w ave packets are allow ed to evolve to the
second order partial revival, (b) and (c), at w hich tim e the ir sub-w ave packets have the 
indicated phases. Labelling the d  state phase o f  w p l at the ou ter turning point as 0 fixes the 
phase o f  the d  part o f  wp2 at the inner turning point. The relative phases betw een d  and s 
parts o f  the sam e w ave packet is retained from  (a). The phases o f  the partial revivals derive 
from  the k / 2  rule. Inspection o f  the phases for the s  and d  com ponents betw een w pl and 
w p2 at the inner and outer turning points reveals neither fully  constructive nor destructive 
interference.
The first wave packet is at the outer turning point and the second is formed near 
the nucleus. If  the system is allowed to evolve until the second order partial revival 
(Tr /2  = nTcl/6 ) ,  the two wave packets will occupy the same regions of space and can
interfere. In the special case that n/6 = 3k , where k -  1,2,..., the relative phases of the 
first and second wave packets retains the value it had when the second wave packet was 
formed, and the partial revivals have the phase relationships discussed above. Since the 
relative phases of the two wave packets are fixed when the second is excited, by 
controlling this initial phase difference we can engineer a phase relationship at the 
second order partial revival that results in constructive or destructive interference. 
Figure 3.4 illustrates the principle of this coherent control strategy.
(a)
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Figure 3.4 Cartoon illustrating two opposite instances o f  coherent control using wave 
packet in terference at the second order partial revival. I f  the second  w ave packet is excited 
w ith an initial phase difference o f ; r /2 to  the first, by  the second order partial revival the 
sub-w ave packets w ill have phases shown in (a) and (b). Sub-w ave packets from  w p l and 
wp2 w ith the sam e angular m om entum  interfere w here they overlap  spatially. W here there 
is zero phase difference they interfere constructively to enhance the am plitude. W here 
there is a n  phase difference destructive interference rem oves the w ave packet am plitude. 
The resulting w ave packet (d) has a d  com ponent localised at the inner turning point, and an 
s  com ponent at the outer. The location o f  the constructive and destructive interference is 
inverted (e) i f  the second wave packet is initially shifted by - J t j 2  w ith respect to the first
By phase shifting the second wave packet by n  / 2 from the first, by the time of 
the second order partial revival the phases o f the angular components of the sub wave 
packets will have evolved such that the d  components interfere constructively at the 
inner turning point but destructively at the outer turning point, and vice versa for the 5 
component. By shifting the phase of the second wave packet by -  n  / 2 , the positions 
of constructive and destructive interference are reversed.
In summary, the wave packet resulting from the interference of two identical 
wave packets phase shifted and separated in time by the classical orbit period of the 
wave packet is divided into two, each with different angular momentum character. The
(c).
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control approach discussed above requires monitoring o f alterations in the dynamical 
behaviour of the wave packet. This is done using a phase sensitive wave packet 
interferometry technique known as the optical Ramsey method. Experimental and 
theoretical aspects of the approach are discussed in section 3.3D.
3 .2  E x p e r im e n t a l
A . M o l e c u l a r  B e a m
The molecular beam apparatus was described in detail in Chapter 1. The 
particular setup used in all the sodium atom experiments is shown in figure 2.15. The 
distance between the nozzle and the skimmer tip was approximately 70 mm. The 
interaction region was approximately 200 mm from the skimmer tip. The oven was 
operated at approximately 600 °C, with the nozzle held approximately 50 °C higher to 
prevent blocking by sodium. The pressure in the source chamber was difficult to 
measure as sodium appears to interfere with operation o f the Penning gauge, but was 
approximately 5 x 10-5 mbar. The pressure in the experimental chamber was typically 
around 3 x l0 _7mbar.
Simple geometric considerations of the relative positions o f the nozzle, skimmer 
and interaction region indicate that the sodium beam had a diameter of approximately 4 
mm in the interaction region. Evaluation of equation (2.13) indicates the Mach number 
in the interaction region would be around 650 if the expansion was ideal and there was 
no skimmer. From this it is possible to calculate the number density from equation (2.9) 
and consideration of the source pressure and temperature. The calculated number
15 3density at the interaction region was estimated to be 7.5 x 10 m' .
B . L a s e r s
The lasers used in these coherent control experiments are part of an existing set­
up, shown schematically in figure 3.5, that has been successfully employed in Rydberg 
electron wave packet dynamics and coherent control in xenon [9, 10] and NO [11]. The
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frequency spectra (section 3.3B) were recorded using a nanosecond dye laser, which is
also described in this section. 
/
/
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Figure 3.5 Schem atic layout o f  the laser bench for w ave packet interferom etry 
experim ents. The output o f  a picosecond N d:Y A G -pum ped dye laser is am plified in a 
series o f  three B ethune cells using part o f  the output from  a nanosecond N d:Y A G  laser 
operating at 10 Hz. The am plified p icosecond beam  is frequency-doubled and passed 
through either a single or a nested M ichelson interferom eter. The resulting phase-locked 
pu lse pair or pulse triplet crosses the sodium  m olecular beam  to excite the R ydberg electron 
w ave packet. The rem ainder o f  the nanosecond Y A G  beam  pum ps a narrow  line w idth dye 
laser, w hich is used to excite the 32Pi/3 and 32P3/2 states from  the ground state.
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i. L a s e r s  f o r  F r e q u e n c y - R e s o l v e d  S p e c t r a
High-resolution frequency-resolved spectra were recorded prior to attempting 
time-resolved experiments to establish the accessible energy levels. The excitation 
scheme is shown in figure 3.1 and is the same as that for time-resolved spectra. A 
nanosecond dye laser was used to excite from the ground 3 2Si/2 state to the intermediate 
3 P3/2 state. From there a second dye laser excited the Rydberg states. Frequency 
spectra were recorded by scanning the wavelength of the second laser, pulsed-field 
ionising the excited Rydberd states and detecting either the resulting ions or electrons 
on an MCP.
*7 ”7To excite from the 3 S1/2 ground state of sodium to the intermediate 3 P 1/2 or 
3 P3/2 states in both frequency and time-resolved studies, we used a Continuum ND6000 
dye laser. Rhodamine 610 dye at concentrations o f 0.11 g L-1 in methanol for the 
oscillator and 0.02 g L-1 for the amplifier was pumped by the 10 Hz Nd:YAG with 
around 200 mJ pulse-1 at 532 nm and generated approximately 2 mJ pulse-1 at 589 nm 
with a bandwidth specified at 0.05 cm-1.
Excitation of the sodium Rydberg states for frequency spectra (section 3.2A) 
and for signal analysis o f the state-selective field ionisation data (section 3.2D) was 
made by the output o f a Sirah Precisionscan dye laser (not shown in figure 3.5) on loan 
from the Rutherford Appleton Laboratory. This was operated with Exalite 411 dye 
(0.15 g L-1 in p -dioxane in the oscillator and pre-amplifier and 0.04 g L-1 in the 
amplifier). Around 410 nm the dye laser generated 10 pJ pulse-1 with a bandwidth of 
0.1 cm-1 (0.0024 nm). Wavelength tuning is by means o f a variable angle grating (1800 
lines mm-1) under computer control. The beams from both dye lasers were combined 
on a dichroic beam splitter and focussed collinearly into the sodium atomic beam with a 
300 mm lens.
The two dye lasers were pumped by a Continuum Powerlite II 8000 Nd:YAG 
laser borrowed from the Rutherford Appleton Laboratory. The Powerlite is a Q- 
switched Nd:YAG laser operating at 10 Hz. It generates 5-8 ns pulses with 1100 mJ per 
pulse at 1064 nm and 1 cm-1 bandwidth. It was operated in two modes: to pump red 
(Rhodamine 610) and infrared (Staryl 9) dyes, the 1064 nm output was frequency 
doubled in KDP to give 532 nm with 500 mJ pulse-1. To pump Exalite 411 dye, which
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emits around 410 nm, the 532 nm light was mixed with the fundamental to give 355 nm 
at 280 mJ pulse-1.
ii. L a s e r s  f o r  C o h e r e n t  C o n t r o l  E x p e r i m e n t s
For the coherent control experiments, excitation from the ground 21S i/2 state of 
sodium to the intermediate state (32Pi/2 or 32P3/2) was by the Continuum nanosecond 
dye laser as above. Rydberg electron wave packets were excited by the output of an 
amplified picosecond dye laser. This system starts with the frequency doubled output 
of an actively modelocked picosecond Nd:YAG laser (Coherent Antares 76s) generating 
2 W output power at a repetition rate of 76 MHz at 532 nm. This was used to pump 
Staryl 9 (LDS 821) dye (2 g L-1) dissolved in propylene carbonate (300 mL) and 
ethylene glycol (700 mL) in a synchronously pumped picosecond dye laser (Coherent 
700). An intracavity bireffingent filter (BRF) allows for wavelength selection by 
manually turning a micrometer screw gauge. For these experiments a three-plate BRF 
was fitted that limited the output bandwidth to approximately 21 cm-1 around 810 nm. 
The output power was typically 50 mW at 76 MHz repetition rate. The pulse duration 
was monitored periodically by taking its autocorrelation with a commercial 
autocorrelator (Femtochrome Research FR103).
The beam then passed, via two steering mirrors, through a lab-built amplifier 
comprising three Bethune [12] cells as indicated in figure 3.5. A cross section of a 
Bethune cell is shown in figure 3.6. The amplification is maximised when ar = 1, 
where a is the absorption coefficient of the dye solution at the pump wavelength (532 
nm in this case) and r is the radius of the channel. This determines for each cell the 
diameter of the beam being amplified, the dye concentration and the pump energy. In 
our amplifier the first cell has a diameter of 1 mm, the second 4 mm and the third 12 
mm. The cell lengths are 30 mm, 40 mm and 40 mm respectively. Before each cell is a 
collimating telescope, which also expands the beam for cells 2 and 3. The 
concentrations o f Styryl 9 dye in methanol were approximately 50 mg L-1, 12.5 mg L 1 
and 4.2 g L-1 for cells 1, 2 and 3 respectively. 60 % (300 mJ pulse-1) of the 10 Hz 
Nd:YAG laser output was directed to the amplifier and directed to the Bethune cells by 
the beam splitters shown in figure 3.5.
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Figure 3.6 A cross-section through a Bethune cell (shaded triangle) show ing the position o f 
the channel for the dye solution (off-centre circle) and its diam eter relative to the whole 
cell. The beam  being am plified m ust be collim ated and o f  the sam e diam eter as the 
channel. It passes through the dye solution in the channel in the sam e direction as the dye.
The pum p laser beam  approaches from  the right and is expanded to four tim es the diam eter 
o f  the dye channel so that its internal reflection pum ps the channel from  all sides, as shown 
by the num bered blocks.
The pump pulse energies were 15 mJ, 85 mJ and 200 mJ for cells 1, 2 and 3. To effect 
the pumping shown in figure 3.6, before impinging on the cell each pump beam was 
expanded to four times the channel diameter by a diverging lens, and collimated using a 
cylindrical lens.
The output of the amplifier is a train of picosecond pulses of 300 pJ with a 
repetition rate of 10 Hz. After the final Bethune cell the beam diameter is reduced to 
approximately 1 mm by a collimating telescope before frequency doubling in an 18 mm 
long KDP crystal, yielding ~ 20 pJ pulses around 410 nm with a bandwidth of 
approximately 21 cm-1.
Careful synchronisation is required if this amplification is to be successful. A 
pulse from the 10 Hz pump laser has to coincide exactly with one o f the pulses in the 76 
MHz pulse train from the picosecond dye laser. This is achieved, as figure 3.7 shows, 
by locking the trigger timing of the nanosecond YAG to the optical pulse timing of the 
picosecond YAG. In addition to optical alignment, the Q-switch timing of the 
nanosecond laser must be optimised to maximise the frequency-doubled pulse energy. 
The 10 Hz pulse timing is used to synchronise data collection electronics to the laser 
pulses, which is discussed in section 3.2C
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Figure 3.7 Synchronisation o f  the picosecond and nanosecond lasers and data collection 
electronics. A  10 H z TTL from  a function generator (Thandar T G I05) is synchronised with 
a 38 M H z TTL from  the m odelocking electronics for the p icosecond N d:Y A G  laser by 
frequency m ixing (H atfield 1750). The 38 M H z signal is synchronous w ith the laser 
output. The locked 10 H z TTL is then tim e-delayed by a d ig ital delay generator (SRS 
D G 535) and used to generate triggering TTL pulses for the nanosecond  N d:Y A G  laser and 
data collection  instrum entation via a second delay generator (see figure 3.10). Typical 
delays are show n relative to the trigger T for each output o f  the delay generators.
III. M i c h e l s o n  i n t e r f e r o m e t e r
To generate sequences of phase-locked picosecond laser pulses, the frequency 
doubled picosecond beam is directed into a nested or three-path Michelson-type 
interferometer. The layout and operation of the interferometer are shown in figure 3.8.
The interferometer generates three phase-locked picosecond pulses with variable 
phase and timing between them for use in time-resolved coherent control experiments. 
Time delay and relative phase are altered by moving the mirrors MM1 and MM2. 
Coarse time delays are achieved by moving computer controlled DC motor-driven 
translation stages (Physik Instrumente M510.12). The range o f the stages is 100 mm, 
which corresponds to a 670 ps pulse delay. To minimise the distance the stages have to 
be moved the relative path lengths are adjusted so that the second pulse comes from
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path 1 in the figure. Phase control is effected by piezoelectric linear translators (Physik 
Instrumente P780.00 and P753.31C) mounted on the translation stages, and upon which 
the mirrors are mounted.
The time-resolved single wave packet experiments and the coherent control 
experiments detected by state-selective field ionisation require only two phase-locked 
pulses. The interferometer can be quickly reconfigured to generate two pulses instead 
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Figure 3.8 Schem atic o f  the nested M ichelson-type interferom eter. The incom ing 
p icosecond laser pulse (solid line) divides equally at the first beam splitter (BS1). The pulse 
in path 2 is reflected o ff  a m oving m irror (M M 1) back  to B S1, w here it divides in half 
again. The transm itted h a lf  is pulse 2 and the reflected h a lf  is w asted. The pulse in path 1 
passes through the second 50%  beam splitter (BS2) to the fixed m irror (FM ), then back to 
BS1 w here it is reflected as pulse 1. Pulse 3 is generated  by reflection  at BS2 and at a 
m oving m irror (M M 2), re-reflection at BS2, and finally reflection  at BS1. H a lf  o f  each 
pu lse reflected o ff  M M 2 and FM  is lost on returning to BS2. To ensure all the pulses have 
the sam e energy after the interferom eter, MM1 is therefore only 25%  reflecting. Each o f  
the output pulses has 1/16th o f  the input pulse energy. S tabilisation  for each m oving m irror 
is m ade w ith reference to the fixed m irror w ith in terference fringes from  a separate HeNe 
laser. Interference fringes from  the paths show n in dotted  and dashed lines are collected 
separate CC D  arrays.
In order that the three (or two) output pulses from the interferometer be phase- 
locked, it is necessary to stabilise the interferometer from vibrations that alter the
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relative path lengths. Each moving mirror is stabilised independently with reference to 
the fixed mirror by monitoring interference fringes from a HeNe laser beam that passes 
through the interferometer as shown in figure 3.8. Two different stabilisation systems 
are in use: a home-built analogue instrument that stabilises path 2 in figure 3.8, and a 
digital system controlled by a personal computer (PC) that stabilises path 3. The 
analogue system samples HeNe (Carl Zeiss Jena LGK7628) interference fringes (from 
the paths shown as a dashed lines) that are expanded onto a 1-dimensional CCD array. 
The electronics monitors the position of the fringes on the CCD and a PID feedback 
loop moves the piezoelectric actuator to correct any movements.
The digital system operates in essentially the same way, but uses commercial 
hardware controlled by software running on a PC. HeNe (Plasma 303) interference 
fringes (from the paths indicated by dotted lines in figure 3.6) are expanded onto a CCD 
camera (Basler L lO lk -lk ) and digitised by a PCI expansion card in the PC (Bitflow 
RoadRunner CL). A lab-written software PID loop running in Lab View (National 
Instruments LabView v5.1) monitors the fringes and generates a signal to move the 
piezoelectric actuator (Physik Instrumente P753.31C) to correct for movements. This 
signal is sent to the piezo driver (Physik Instrumente E501.00, a x 10 voltage amplifier) 
by a 16-bit analogue output PC expansion card (National Instruments PCI 6703).
C. T h e  I n t e r a c t i o n  R e g i o n
Both for frequency-resolved and time-resolved experiments, the laser beams 
(either two nanosecond beams or one nanosecond and one picosecond beam) were 
focussed into the sodium atomic beam using a 250 mm lens. The atomic and laser 
beams crossed at 90° in a horizontal plane half way between the extractor and repeller 
plates at the base o f the time-of-flight mass spectrometer, as shown in figure 3.9.
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F igure 3.9 A schem atic representation o f  the interaction region view ed along the 
electron/ion  tim e-of-flight axis. The slightly diverging sodium  atom ic beam  has a 
d iam eter estim ated as 4 m m  and is crossed by the focussed laser beam  at 90° in the 
p lane o f  the page. The curved lines indicate the extent o f  the laser beam  
perpendicu lar to the propagation axis and m ark w here the laser intensity falls to 1/e2 
o f  its value at the beam  centre. The beam  radius reaches a m inim um , co0 , at the 
w aist. The distance along the propagation axis before and after the beam  waist, 
w here the beam  radius reaches 4 2 a>0 defines the interaction volum e (shaded
region), w hich is lim ited by the laser beam s not the atom ic beam . The circle 
indicates the 10 m m  diam eter hole in the centre o f  the extractor p late through which 
ions or electrons (depending on the field polarity) are accelerated towards the 
detector (out o f  the plane o f  the page).
Both the nanosecond and picosecond lasers operating at around 410 nm had a 
beam diameter estimated by eye to be approximately 6 mm prior to focussing. Under 
the assumption of a diffraction-limited Gaussian beam, this leads to a beam waist radius 
at the focus o f w0 = fX/7tws « l l p m ,  w here/ is the focal length of the lens, X is the
wavelength and ws is the unfocussed beam radius. The beam radius is taken as the 
distance from the beam centre to the point where the intensity falls to 1/e of the peak 
intensity. The confocal parameter, defined as twice the Rayleigh range 
2z R =27twH 2 « 2 m m  and is the distance along the beam propagation direction from 
the position o f the minimum beam waist, wq, where the beam waist has expanded to
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V2w0. This defines an interaction volume of approximately 7.6 x 10'13 m '3. The
15 3number density o f sodium atoms discussed in section 3.2A is 7.5 x 10 m' , so each 
laser pulse interacts with approximately 5000 atoms.
The PrecisionScan nanosecond dye laser used to excite Rydberg states for
frequency spectra generates 10 pJ pulses of approximately 5 ns duration. The power
8 2density at the interaction region for this excitation is approximately 5 x 10 W cm' . 
After the Michelson interferometer, the energy o f the picosecond laser pulses reaching 
the interaction region is approximately 5 pJ and their duration is around 1 ps, giving a 
power density o f approximately 1 x 1012 W cm'2.
D . D a t a  c o l l e c t i o n
Data collection for all the experiments described in this chapter is done with the 
same basic arrangement of instruments, which is shown in figure 3.10. Each 
experiment also has its own details and these are discussed here. All data collection is 
controlled by lab-written software running under LabView on a Windows PC.
1. F r e q u e n c y  S p e c t r a
Frequency resolved spectra of the Rydberg states were collected using the above 
set-up but the interferometers were not used so the software does not move the motor or 
piezoelectric translators. For this work the Rydberg states were pulsed-field ionised by 
a square high voltage (HV) pulse of 2000 V, generating a field in the interaction region 
of 2000 V cm-1. The HV pulse was switched on between 50 ns and 100 ns after the 
laser pulse and lasted for 30 ps. The timing and rise of the HV pulse was monitored by 
a 1:1000 image signal from the pulser. The HV pulse timing was compared to a 
photodiode signal from the laser pulse on the oscilloscope and set using the variable 
delay generator (Stanford Research Instruments DG535) prior to running the 
experiment.
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F igure 3.10 Schem atic show ing the interconnection o f  data collection instruments. 
S traight connectors carry digital signals, curved connectors are for analogue signals. 
T im ing o f  data collection events derives from the laser-synchronized 10 H z TTL described 
in figure 3.7. This signal triggers a delay generator (SRS D G 535), w hich triggers the high- 
voltage pulse generator (D irected Energy PV X 4140) and w aveform  capture by the 
oscilloscope (LeC roy W averunner LT372). The H V  pulse is triggered after a delay o f 
266.46 ps and the pulse lasts for 300 ps. The oscilloscope is triggered 2.48 ps after the HV 
pulse is triggered. The high voltage pulse ionises the sodium  atom s and repels the ions or 
electrons tow ards the M CP. The M CP output is pre-am plified  (O rtec-EG & G  VT120) and 
then sam pled by the oscilloscope. The digital w aveform  is recorded on a PC, which also 
controls the oscilloscope (via GPIB), and m ovem ent o f  the piezoelectric and m otor driven 
m irror translators. For clarity only one o f  the two m otor plus p iezo translation setups is 
shown.
The data collection software downloads the current waveform from the 
oscilloscope (LeCroy Waverunner LT372) every 100 ms, integrates it to give the total 
ion or electron signal for each laser shot, and writes this to file. It is possible to average 
the integrated data over several laser shots if required, and we typically averaged over 5 
laser shots. The laser was typically set to scan at 0.01 nm s-1 for these spectra, so
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averaging leads to a very small error. The software does not communicate with the dye 
laser or control its scanning. Instead, it simultaneously records the wavelength from a 
wavelength meter (Angstrom WS7) running on a separate PC. There is only one 
wavelength data point for every four spectral data points so, in order to plot the 
spectrum against wavelength, the wavelength data is interpolated to have the same 
number o f points as the spectrum.
ii. R e c u r r e n c e  S p e c t r a  a n d  O p t ic a l  R a m s e y  M e t h o d  C o h e r e n t  C o n t r o l
Recurrence spectra of single wave packets and two-wave packet coherent 
control are detected by the optical Ramsey method (ORM). This approach was 
developed by Noordam, Duncan and Gallagher [13] and, like the coherent control 
strategies described here, relies on phase and interference effects of wave packets.
Formally, the optical Ramsey method shares the same basis as the coherent 
control scheme discussed in section 3.1C. The probe pulse forms a wave packet that is 
identical to the first (and second, in the control experiments). For the case of a single 
existing wave packet being probed by an identical probe wave packet, the amplitude of 
Rydberg states | n) can be written [14],
-  [l + exp((A„rrf )exp{icoTtl)] (3.31)
where %d is the time delay between the pump and probe wave packets and other terms 
have the definitions given above. The A nxd term in the exponent is a slow oscillation 
corresponding to the wave packet overlap, underneath which is a fast oscillation caused 
by interference term between the wave packets coxd . This indicates that, since the
probe wave packet is formed at the core, the existing wave packet is probed only in the 
vicinity o f the core. The interference term causes the population to oscillate from 0 to
|2a2| = 4|a|2 and this is seen as an oscillation on top o f the constant signal from the
incoherent sum of the two wave packets. In order to make a measurable signal from the 
Rydberg state population, a short time (typically 5 0 < f  <100 ns) after the probe laser 
pulse the system is pulsed field ionised. The low field ionisation thresholds of Rydberg 
states assure nearly unit efficiency. Figure 3.11 shows the fast and slow oscillations in
the total Rydberg population P{rd) = 2 „ K |2 o^r a w ave Packet excited around n = 35
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in sodium. The optical Ramsey signal is proportional to the time autocorrelation of the 
existing ^ ( r )  and probe ¥ ( 0 ) wave packets [16, 17],
( 4 '(0 )+ 'f ( r ) |vF (0 )+ >P(r)) = (>J/(0)|'},(0)) + ( 'l'(r) |lI'(r)) + 2Re[('I'(o)|'F(r))] (3.32)
The first two terms on the right do not depend on the delay and contribute to the 
background ion (electron) signal. The last term gives the Ramsey fringes shown in 
figure 3.12. The optical Ramsey method thus provides two measurements of the 
existing wave packet: whether or not it is at the core, and the extent to which it 
resembles the probe wave packet. From this we can ascertain the temporal behaviour of 
the wave packet -  the classical orbit period, dispersion and revival evolution, which 
allows observation of the temporal results of our coherent control experiments.
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Figure 3.11 C alculated  optical Ram sey fringes for a pair o f  w ave packets excited around 
the 40]p  state o f  hydrogen. The fast oscillations indicate interference betw een the wave 
packets. Since the second w ave packet is excited at the core, the slow ly oscillating 
envelope orig inating  from  the spatial overlap o f  the w ave packets indicates w hen both wave 
packets are at the core. The fast oscillation has been scaled by 2000 to facilitate plotting 
[15].
The instrumentation shown in figure 3.10 was used to record these spectra. To 
achieve the required pulsed-field ionisation, between 50 ns and 100 ns after the probe 
laser pulse the HV pulser applied a ± 2000 V square pulse (rise time < 25 ns, duration 
30 ps) to the field plate. For these spectra, either Na+ ions or electrons can be detected, 
but they were mostly done with ion detection using the Hamamatsu F4655-10 MCP. 
The ion signal from the MCP is sampled by the oscilloscope, transferred via GBIP to
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the PC at 10 Hz, integrated, averaged, and written to file. It was found that averaging 
over 7 laser shots typically gave the best spectra. The software also controls the 
position of the motor and piezoelectric translators. The motor stages are controlled by 
an ISA format PC expansion card (Physik Instrumente C842). To acquire the spectrum 
of a single wave packet, where there is only one moving mirror in the interferometer, 
the spectrum starts with the moving arm of the interferometer shorter than the fixed arm 
and steps till the moving arm is longer. This shifts the timing of the laser pulse from the 
moving arm of the interferometer from (typically) -  2 ps to + 70 ps relative to the pulse 
from the fixed arm. Starting at ‘negative tim e’ allows us to clearly identify zero time, 
the point where the pulses arrive simultaneously. Data are collected at intervals of 
typically 0.2 ps, which corresponds to moving the motor driven translator by 
approximately 30 pm. At each interval a series of ion signal Ramsey fringes is recorded 
by stepping the piezoelectric translator through about 3 optical cycles in (typically) 40 
steps. For light at 410 nm this corresponds to a step size of around 15 nm. The data 
written to file therefore comprises blocks of 40 data points, one block for each 0.2 ps 
step. To extract the recurrence spectrum, the raw data undergoes non-linear filtering by 
fitting a sine function to the interference fringes and taking the root mean square (RMS) 
value o f each block of 40 data points, as shown in figure 3.12. Each block of 40 data 
points then gives one point in the recurrence spectrum.
Data collection in coherent control experiments using optical Ramsay method 
detection (three pulse experiments) is the same as above but there are two moving 
mirrors in the interferometer, as in figure 3.8. To keep the movement of the motor 
driven translators to a minimum, and so that each delay is measured from the fixed 
mirror rather than from another moving mirror, pulse 1 (pump pulse) comes from path 1 
(the outer moving arm of the interferometer), pulse 2 (the control pulse) comes from the 
fixed arm and pulse 3 (detection pulse) from the inner moving arm.
112
C h a p t e r  3
Figure 3.12 A sam ple o f  raw  data from an O RM  experim ent in atom ic sodium  and its 
reduction to a recurrence spectrum . The raw  data (a) com prises b locks from  each coarse 
pum p - probe delay. Each block sam ples the Ram sey fringes m ade by scanning the phase 
through approxim ately  Sn  in 40  steps. The trace also show s a superim posed sine wave used 
to extract the w avelength. N on-linear filtering, by  taking the R M S o f  a fit o f  the fringes to 
a sine function, generates one data point in the recurrence spectrum  (c) for each block o f 
fringes.
Experience has revealed that the analogue stabilizer is more stable than the digital 
one in the long term. We therefore arrange that the timing between the first (pump) and 
second (control) laser pulses in three pulse coherent control experiments is stabilized by 
the analogue system. On the other hand the digital system is easier to use and has better 
short-term stability so it is used for two pulse experiments.
h i . S t a t e  S e l e c t i v e  F i e l d  I o n i s a t i o n
An alternative method to observe the effects o f coherent control in Rydberg 
wave packets is state-selective field ionisation (SSFI). SSFI has been applied widely to 
state-selective detection of Rydberg states (see for example [18-21]), and Rydberg wave 
packets [7, 22-24], particularly those excited using half-cycle pulses [25, 26]. SSFI 
measures directly the population of the Rydberg states in the wave packet so
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complements the optical Ramsay method, which monitors dynamical changes brought 
about by coherent control. The utility of SSFI in the current work is that it allows 
comparison between experimental results and calculated Rydberg state populations 
from equation (3.20).
(a)
Figure 3.13 A  schem atic representation o f  state-selective field ionisation. The field-free 
C oulom b potential, (a), is tilted in the direction o f  the applied  field, (b), creating a saddle 
po in t that falls as the field increases. Only electrons below  the saddle point are classically 
bound and those above it ionize. I f  the field rises quickly, as in pulsed-field  ionisation, all 
the states ionise effectively sim ultaneously. In state-selective field  ionisation the field is 
increased sufficiently  slow ly that the states ionize sequentially  and separately, as indicated 
on the far right.
The principle of state-selective field ionisation can be understood simply in 
terms o f the Coulomb potential and is shown in figure 3.13 [2]. The tilted Coulomb 
potential is a classical picture but it provides a useful indication o f the field required to 
ionise a particular Rydberg state [2]. The potential experienced by an electron moving 




where E  is the applied field and £0 is the permittivity of free space. The potential at the 
saddle point is given by,
Vs = - 2 J E /4 tt£0 . (3.34)
Equating this to the Rydberg state energy - R / n 2 gives the classical field required to 
ionise the Rydberg state | n),
E
R 2nsn
classical , or (3.34)
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Eau ~ -----7 in atomic units. (3.36)
16 n
This level of detail is sufficient for calculating the field required for pulsed-field 
ionisation in optical Ramsey experiments and frequency resolved experiments and is
often expressed, E  x = —6.12-\[F where F  is the field in V cm-1. This figure represents
the adiabatic limit and corresponds the lowest field at which ionisation will occur. The 
opposite extreme is the diabatic case, in which classical ionisation occurs at 
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Figure 3.14 C alculated  Stark m anifold for the m = 0 states o f  sodium  around n = 33d. The 
field free R ydberg states split into n|& ) states in an applied  electric field. The splitting
increases w ith the field and avoided crossing form  w hen the m anifolds overlap. The field- 
free quantum  num bers are shown along the vertical axis. C lassical (adiabatic) ionisation 
occurs at the heavy curved line given by equation (3.36).
The applied electric field splits each field-free state | n) into a manifold of n Stark states.
The angular momentum quantum number I ceases to be a good quantum number and the 
states are labelled by a new quantum number k. As the field increases, the splitting
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between |&) states increases. Eventually blue-shifted states from the n -  1 manifold
cross red-shifted states from the n manifold, forming avoided crossings. The resulting 
Stark ‘m ap’, shown in figure 3.14, can be calculated by solving the time-independent 
Schrodinger equation for the system as the field increases.
The Landau-Zenner approximation can be used to find the trajectory of the 
system from a field-free state to ionisation. The probability o f a crossing between two 
states |l) and |2) being traversed diabatically is given by,




where Vu is the coupling between the states and E\^_ are their energies. F  = dF /dt is the 
field ramp rate. I f  the coupling is small, the field ramps quickly, or the slopes of the 
states on the Stark map differ greatly, then the crossing will probably be crossed 
diabatically. It is possible to evaluate equation (3.37) at each crossing to establish the 
spread of field strength over which each state ionises, and hence the shape of the SSFI 
signal [21]. This approach, although it provides ready insight into the ionisation 
process, has been superseded by direct solution of the Schrodinger equation for the 








Figure 3.15 The circuit seen by a HV pulse. The resistors are discrete electronic 
com ponents (1 x 10 kQ  and l x 4.7 kQ , ± 5 %, 2 W  carbon film ) soldered into a break in 
the BN C cable. The capacitance derives from  the B N C  cable (100 pF m _1), w hich was kept 
to m inim um  length (approxim ately 60 cm), and the face-to-face arrangem ent o f  the field 
plate and first ion lens. K now ing the resistance and fitting equation (3.38) gave a system 
capacitance o f  72 pF.
The optical set-up for SSFI is that in figure 3.5, and the instrumentation is shown in 
figure 3.10. An electron MCP (Hammamatsu F4655-12) was used to detect electrons 
ionised by a ramped-field. The electric field was switched on approximately 50 ns after
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the laser pulse as before, but was made to rise much more slowly by addition o f two 
series resistors in the BNC cable between the HV pulser and the field plate. This has 
the effect o f increasing the RC time constant of the resistor-capacitor circuit seen by the 
high voltage pulse (figure 3.15). The mathematical form of the potential, V(t), applied 
to the field plate is that o f a charging capacitor,
y{t)= y ,.
f  z i \
1 -  e CR
\  J
(3.38)
where V0 is the amplitude of the square pulse (in this case -1000 V), C is the capacitance
in Farads, R is the resistance in ohms and t is time in seconds. Increasing the time 
constant, CR, increases the rise time of the otherwise square pulse generated by the HV 
pulser, as shown in figure 3.16.
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Figure 3.16 Left panel: The shape o f  HV pulse applied to the field  p late w ith (a) V0 = -5 0 0
V, (b) V0 = - 7 5 0  V  and (c) V0 -  -1 0 0 0  V with a load o f  14.57 kQ . C hanging V0 alters the
ram p rate in the key tim e interval, 0 to 2 ps. V0 = -1 0 0 0  V w as found to be m ost suitable.
R ight panel: pu lse shape for V0 = -1 0 0 0  V w ith loads o f  (d) 14.57 kQ  and (e) 18.97 kQ.
The 14.57 kQ  load was used for the SSFI coherent control experim ents. The polarity o f  the 
potentials has been reversed to facilitate plotting.
The ramp-rate o f the field, and thus the rise-time and resistance, required to 
separate the signals depended on the Rydberg states being ionised. Around n = 35 a 
suitable rise-time (defined as the time taken for the potential to change form 0.1 to 0.9 
of the maximum) was found to be 2.37 ps, which was achieved by adding 14.57 kQ 
load to the pulser. In addition, to optimise the resistance value, the maximum applied 
potential was altered to achieve the best separation o f states on the oscilloscope.
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The integrated electron signal from all the Rydberg states ionised by the ramped 
electric field was probably of the same magnitude as for a pulsed-field ionisation 
experiment using fast-rising pulses, as in the frequency resolved and optical Ramsey 
method experiments above. However the signal from each state in the SSFI 
experiments was much smaller and it was necessary to accumulate data for many laser 
shots in order to see the spectrum. Initially this was done using a summing function on 
the oscilloscope, but superseded by accumulating the data in software (National 
Instruments LabView). We found that summing the data from between 500 to 1000 
laser shots gave good results.
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3.3 R e s u l t s  a n d  D is c u s s io n
A . F r e q u e n c y  S p e c t r a
Frequency resolved spectra of the Rydberg states of sodium excited in a two
'y
colour (1 + 1) photon process via the 3 P3/2 state recorded to identify unequivocally the 
states involved in subsequent wave packet experiments are shown below.
c
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Figure 3.17 Frequency resolved spectrum  o f  the R ydberg states o f  sodium  excited from the 
32P3/2 state w ith a narrow  linew idth nanosecond laser. The com bs along the top assign the 5 
and d  R ydberg series. The difference in peak heights betw een the two Rydberg series can 
be clearly  seen. The integrated peak area for the 5 and d  series are in a 1:2 ratio (see section 
3 .IB).
B . D y n a m i c s  o f  S i n g l e  W a v e  P a c k e t s
Figure 3.18a shows the experimental (lower trace) and calculated (middle trace) 
recurrence spectrum of a single Rydberg electron wave packet excited around w = 31 in 
sodium detected using the optical Ramsey method. This wave packet was excited by a 
laser pulse with a wavelength in vacuum centred around 410.48 nm with 21 cm 1 
bandwidth (corresponding to a 0.7 ps transform-limited Gaussian pulse) and is
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composed o f both s and d  angular momentum states with relative populations shown in 
figure 3.15b. The wave packet has a classical orbit period Tci = 4.5 ps, exhibits a clear 
second order partial revival at about 23 ps a full revival at 47 ps. The 12.9 ps quantum 
beat between the angular components is shown in the top trace of figure 3.18a, and 
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Figure 3.18 (a) Experim ental (low er trace) and calculated  (m iddle trace) dynam ics o f  a 
R ydberg electron w ave packet in sodium  excited around n = 31. Td = 4.5 ps, a second 
order partial revival can be seen around 23 ps and a full rev ival at 47 ps. The top trace 
show s the 12.9 ps calculated angular quantum  beat betw een  the s  and d  states, b) Calculated 
relative R ydberg state populations o f  the wave packet excited  in a), w ith s  states shown in 
b lack and d  states in white.
Similar recurrence spectra were recorded for wave packets centred over a range of 
principal quantum numbers from n = 25 to 40. It has been found that for Rydberg wave 
packets in NO [27, 28] a plot of the classical orbit period versus n reveals the influence 
of the core on the electron dynamics. If this is used as a measure o f the hydrogenicity 
of the system we see from figure 3.19 that sodium is, as we expect, a highly hydrogenic 
system.
Having established the typical behaviour o f a Rydberg electron wave packet in 
sodium we can go on to apply our control schemes. These are reported in the following 
two sections in order of increasing complexity of the control mechanism.
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Figure 3.19 The dependence o f  the classical orbit period  on the average principal quantum  
num ber for experim ental (circles) Rydberg electron w ave packets in sodium  com pared to 
the classical case, hydrogen (solid line). M easurem ent o f  the ps laser w avelength (to ±0.1 
nm) leads to an error in the principal quantum  num ber w hich increases at higher n, as 
show n by the horizontal error bars. The classical orb it tim e can be estim ated from 
recurrence spectra to approxim ately one experim ental step o f  0.25 ps.
C . C o h e r e n t  C o n t r o l  o f  W a v e  P a c k e t s  S e p a r a t e d  b y  Tc! D e t e c t e d  b y  S t a t e  
S e l e c t i v e  F ie l d  I o n i s a t i o n
As discussed in section 3 .ID, if a Rydberg electron wave packet is allowed to 
evolve for one classical oscillation, on its return to the core we can exploit phase 
differences between the angular momentum components to achieve control over the 
final quantum state distribution. By stepping the phase o f a second identical wave 
packet so that it sequentially moves in and out o f phase with the existing wave packet, 
the different angular momentum components can be selectively enhanced or reduced in 
population. Results for this experiment, where the final quantum state distribution was 
detected by state-selective field ionisation, are shown in figure 3.20. The phase of the 
second wave packet was stepped through 3n in steps of approximately 0.077T. As the 
phase changes each Rydberg states is enhanced then reduced, and so on. At each phase 
angle the SSFI trace was collected and summed for between 500 and 1000 laser shots.
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F ig u re  3.20 SSFI data for control o f  the angular m om entum  com position o f  a Rydberg 
electronic wave packet in sodium. Panel (a) shows the experimental control data. As the 
phase (ordinate) o f  the second wave packet is changed the relative population o f  the states 
is modulated. The phase angle has been arbitrarily zeroed at the maximum o f  the 3>Ad state.
The separation o f  s and d  com ponents is clearest for the 34d  and 355 states along the right- 
hand side o f  the figure. 34d  is maximal at On and In ,  w hereas 355 is maxim ised at 0.7n.
Panel (b) is modelled data generated by convolving the SSFI traces o f  separately excited 
Rydberg states (see figure 3.21) with the populations found from equation (3.39), and 
shows clear qualitative agreem ent with the experimental data.
Assignment o f the wave packet SSFI data (figure 3.20b) required that we perform 
frequency-resolved SSFI experiments. Each state was excited individually using a 
narrow line-width ns laser instead of the ps laser used in the wave packet experiments 
then field-ionised under exactly the same conditions as in the wave packet experiments 
so that its SSFI trace could be unambiguously assigned. The traces from all the states
122
C h a pt e r  3
were combined to make figure 3.21. The data was collected on a digital oscilloscope, 
which has only a limited time base. To record the traces with sufficient resolution it 
was necessary to alter the timing of the scope trigger signal to catch the signal. Great 
care had to be taken to repeat the time delays and position of the signal on the scope in 
order that the composite trace could be made. As for the wave packet SSFI data, each 
trace was made by summing over 500 to 1000 laser shots.
160 180 200 220 240 260 280
Time / ns
F igu re  3.21 A com posite o f  SSFI traces for individual Rydberg states excited a narrow 
linewidth nanosecond laser. Apart from the nanosecond laser, the experiment was identical 
to the wave packet experiments and allowed unam biguous assignm ent o f  the states, as 
indicted in the figure, s and d  states are indicated by dashed and solid lines respectively.
Having assigned the wave packet SSFI traces by reference to the frequency data 
it was possible to compare the coherent control experimental results with calculated 
values. The populations were calculated from equation (3.22), rewritten to include two 
pulses (same as equation (3.31)),
(Td ) = [l + exp(/A ,nrd)exp )], (3.39)
and evaluated for small steps of phase angle to give relative populations of the quantum 
states after the second laser pulse. These values were then convolved with the 
frequency resolved SSFI traces for each state to model the experimental data. Figure 
3.20b shows that the resulting SSFI spectra agree well with the experimental data.
The SSFI traces in figure 3.20a show overlapping 5 and d  signals so it is difficult 
to see the control result on first inspection. A fortunate exception is the trace for 34d  
and 35^, which are shown enlarged in figure 3.22. There is a phase shift between the 
maximum of the d  state population and that of the 5 state of approximately 2;r/3,
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indicating control o f the angular momentum composition o f the wave packet if the 








F igu re  3.22 Right panel: Enlargem ent o f  the experimental SSFI data showing the 
populations o f  the 34d  and 35s  states as a function o f  the phase between the two laser 
pulses. The right hand vertical band is the SSFI signal arising from the 35s state. The two 
intense peaks on the left are from the 3Ad  state. Left panel: Calculated populations for the 
35s and 34d  Rydberg states as a function o f  the phase between the laser pulses. The 
population increases to the left, as indicted by the arrow. The m axim a in the calculated and 
experimental data show clear agreement.
From the calculated populations we can see exactly the effects of coherent 
control we have achieved, and that the populations o f the 355 and 34d  states discussed 
above are indeed representative of the series as a whole. Figure 3.23 shows the 
calculated populations o f s and d  states at key phase angles o f the second wave packet.
To determine the size of the phase steps in the experiment, the SSFI data can be 
summed to include all states for each step (i.e. across figure 3.20). This gives the 
Ramsey fringe that would be recorded in an optical Ramsay experiment, where the 
electric field rises much faster. We know how many steps were made by the 
piezoelectric translator in the interferometer, and the Ramsey fringes show how many 
optical cycles this corresponded to. It is then straightforward to calculate the size (and 
phase change) of each step. This can also be cross-referenced to the HeNe interference 
fringes used to stabilise the interferometer. In this case the steps corresponded to 0.07 n 
(approximately 29 nm).
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Figure 3.23 C alculated 5 and d  Rydberg state populations for the m ost significant phase 
angles betw een the two w ave packets, (a) Putting the d  series exactly  in phase m axim ises 
the d  population  at the expense o f  the s. All other phase angles are m easured relative to this 
zero, (b) Shifting the phase angle by n  m inim izes the d  population, (c) and (d) show 
respectively  m axim ization and m inim ization o f  the 5 population , achieved by a phase 
differences o f  0.7 n  and -  0.3 n.
In addition to comparing the wave packet and frequency resolved SSFI data to 
understand the coherent control, we have attempted to understand the shapes of the 
SSFI traces themselves. Some of the traces in figure 3.17a are broad and others sharply 
peaked. Some SSFI work reported in the literature has included calculated traces and 
the agreement between them is very good [21]. The state-of-the-art approach to this
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problem is to solve directly the time-dependant Schrodinger equation for the atom 
including the applied external electric field as it rises [29]. The Hamiltonian is,
H { t ) = H , +z F ( t ) ,  (3.40)
where H\ is the atomic Hamiltonian and F(t) is given by equation (3.38). The wave 
function is a sum of products of radial wave functionsRt{r,t)and spherical
harmonics Ylm (<9, (f) ,
<?'(t ) = ' £ Ri(r’l )Yi ,M 0 )  (3.41)
/
evaluated on a radial grid equally spaced in the variable s = r 2 at time intervals 
dt = Tc, 1100 [30]. The outgoing electron flux is absorbed by a complex potential whose 
imaginary part is zero for r < 5800 a.u. and increases to the edge of the radial range at 
r -  8800 a.u. These calculations, kindly carried out for us by Francis Robicheaux at 
Auburn University using the same electric field parameters as our experiment, gave 
SSFI traces shown in figure 3.24a, along with the experimental frequency resolved SSFI 
traces. Clearly the agreement is not as good as we would have hoped for.
The calculation gives the flux of electrons very close to the atom ( r < 1 0 4a.u.) 
and does not include the flight time that electrons in our experiments experience. An 
attempt was made to account for flight time and time-varying acceleration field in the 
hope of matching better the experimental and calculated SSFI traces. Flight times were 
calculated for electrons ejected and accelerated by the ramped field. The calculation 
was carried out assuming that an electron ionised by a particular field would instantly 
feel the force of that field and all subsequent fields until it left the interaction region, 
and would be accelerated by the integral of the instantaneous accelerations during that
time. This was done by iteratively evaluating the instantaneous velocity in small time
steps for electrons ionised at small increments o f an applied field used in the experiment 
until the electron had travelled out of the interaction region. This gave a final velocity 
from which the flight time could be calculated. The calculated SSFI traces were then 
‘corrected’ by multiplying by the flight times (figure 3.24b). This approach could not 
reproduce in the calculated traces either the spacing or profile seen in the experiment.
The interaction volume between the lasers and the sodium beam discussed in 
section 3.2C is very small, approximately 22 pm in diameter, so it seems unlikely that 
electrons formed at its upper and lower edges (i.e. nearer or further form the detector)
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would have substantially different flight times. This suggests some as yet unidentified 
process was shaping the SSFI traces.
38d 37d 36d 35d 34d 38d 37d 36d 35d 34d
39s 38s 37s 36s 35s 39s 38s 37s 36s 35s
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Figure 3.24 C om parison o f  calculated (a) and experim ental (b) SSFI traces for individually 
excited R ydberg states. The calculation m odelled the experim ental external electric field 
and laser excitation  param eters, but excluded the flight tim e to the detector. The 
experim ental traces are a com posite o f  traces from R ydberg states excited individually by a 
narrow  linew idth ns laser and ionised by a ram ped electric field. 5 and d  states are shown 
by dashed and solid lines respectively. The peak intensities have been norm alised to the 
highest in each trace.
SSFI experiments in the literature that match calculated values well were carried 
out with the electron detector just outside the interaction region. It would be interesting 
to reposition the detector region and repeat these experiments to see the effect on the 
SSFI trace shapes.
Finally, one feature of figure 3.20 that has so far been neglected is the slight 
phase shift between the maxima of adjacent states, which leads to the sloped appearance 
of the figure. Since this is present in both the experimental and calculated spectra it is 
unlikely to be an experimental artefact, such as a chirp in the laser pulses, so it is most 
likely due to higher order dispersion in the wave packet.
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D . W a v e  P a c k e t  In t e r f e r o m e t r y
Where SSFI directly measures the Rydberg state populations, an entirely 
equivalent way to observe the results of control is to monitor changes in the dynamical 
behaviour of the wave packet, and from that infer the populations.
These experiments require three identical laser pulses, time-delayed and phase- 
locked by the stabilised three-arm Michelson interferometer. The first pulse created a 
wave packet, which was allowed to evolve for 1.5TC/ before a second wave packet was 
launched. The system was then allowed to evolve until the second order partial revival 
before being probed by the third wave packet using the optical Ramsey method. Having 
set the coarse delay between the first and second wave packets, the initial phase 
difference between them is unknown. To be sure we have generated the correct relative 
phases between the wave packets to achieve control, it is necessary to step the phase 
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Figure 3.25 (a) Experim ental (lower) and calculated (upper) recurrence spectrum  o f  a 
single w ave packet around the tim e o f  the second order partial revival. The 5 com ponent is 
show n dotted  and the d  is dashed to em phasise the separation  o f  the angular parts due to 
their different quantum  defects, which reproduced in the experim ental data. The wave 
packet w as excited around n = 35 by a 0.7 ps (21 cm '1 bandw idth) laser pulse centred at a 
w avelength in vacuum  o f 410.1 nm. The population o f  R ydberg  states is show n in (b); d  
states are white, 5 states are black. The overall envelope o f  the w ave packet reflects the 
G aussian laser energy profile and the relative intensities arise from  the oscillator strengths.
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At each phase step the resultant wave packet was probed at the second order 
partial revival using the optical Ramsey method. The requirement for a doubly 
stabilised Michelson interferometer is evident: the optical Ramsey method requires a
relative phases o f the first and second wave packets must be locked. If at any time 
during an experimental run the phase locking between the wave packets was lost, the 
experiment had to be restarted. Figure 3.25 shows experimental recurrence spectra 
around the second order partial revival for two interfering wave packets separated by 
time t = 3 7^ /2  + ^ fo r  a series of phase steps for wave packets excited around n =
35 by 0.7 ps (21 cm-1 bandwidth) laser pulses.
Recurrence spectra were modelled by evaluating the time autocorrelation 
function for three wave packets formed at t = 0, 1.5Tcl + <j> and around tprobe = Trev/ 2,
data allows us to find the zero phase difference case. It is then possible to identify key 
phase difference spectra for coherent control. For this system these are when the two 
wave packets are separated by time t = 3Tcl/2  + t^, where (f) = - n / l  (upper plot) and
(f) = +^-/2 (lower plot) and these results are shown in figure 3.26 along with modelled 
data and calculated Rydberg state populations. The populations were calculated by 
evaluation of equation (3.39) for excitation of the second wave packet at 1.5 Tci. The 
figure indicates that we have indeed been able to selectively remove one of the two sub- 
wave packets at the second order partial revival to leave either just the s or just the d  
angular momentum component, although this is clearer in the time domain spectra than 
in the calculated Rydberg state populations.
phase-locked pulse pair (the 2nd and 3rd pulses), and during each detection period the
(3-42)
where T'(o) is the first wave packet formed, ^(1.57^ +$) is the control wave packet 
and be) is the probe wave packet. Comparison of the modelled and experimental
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Figure 3.26 Experim ental (a) and calculated (b) recurrence spectra around the tim e o f  the 
second order partial revival resulting from  excitation o f  two w ave packets excited around n 
— 35 and separated  by t -?>Tc l + , for (upper) and ^  = + ;r /2  (lower). The
recurrence spectrum  o f  a single w ave packet is show n as a dashed line in (b) and the 
classical orbit tim es are indicated in (a) and (b) by vertical lines. P lot (c) shows the 
calculated R ydberg  state population for a w ave packet pair w ith these relative phases.
It is clear from the upper and lower traces of figure 3.26(a) and (b) that we can 
select which sub-wave packet to keep by shifting the phase o f the second wave packet 
by ± n j l  compared to the first. This detection method cannot discriminate between the 
angular momentum components of the remaining sub-wave packet, so this experiment 
effectively generates a full revival at the time of the second order partial revival, as 
shown by the removal o f every other peak from the single wave packet spectrum (panel 
(b) dashed line).
3 .4  C h ir p e d  W a v e  P a c k e t  In t e r f e r o m e t r y
The coherent control discussed above in terms o f wave packet interferences can 
also be viewed in an entirely equivalent way in the frequency domain because of the 
Fourier transform relationship between optical pulses in the time domain and their
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spectral content in the frequency domain. This equivalence was noted by both Noel and 
Stroud [7] in their seminal ‘Shrodinger’s cat states’ paper, by Noordam et al. in their 
description o f the optical Ramsey technique [13], and by Scherer et al. [31] who used 
the spectrum to stabilise the pulse phase, but it has been explored very little. The 
frequency picture of the coherent control described above offers significant insight into 
correlations between the characteristics of the light field and the atomic system with 
which it interacts.
For two laser pulses, separated by time r, the total electric field experienced by 
the atom can be written,
E ( t ) = f ( t ) e M + / ( / - r y « M) (3.43)
where E 0 is field amplitude, co is the central wavelength of the laser pulse. The 
temporal profile of the laser pulse is assumed to be Gaussian with the form 
A t )  = exp[-21n2(^/Vp)2], where rpis the temporal full-width-at-half-maximum 
(FWHM). Since our experiment operates in the weak field limit, excitation only occurs 
at resonant frequencies contained in the spectral profile o f the pulse pair. The spectrum 
of the pulse pair can be found from their Fourier transform,
1 00
g(©) = -7=  \E (t)e-ia,d t,  (3.44)
V
which can be evaluated analytically or numerically. For its flexibility we used a fast 
Fourier transform (FFT) algorithm [32]. Calculated spectra for pairs of time-delayed 
transform-limited laser pulses with duration and bandwidth used in our experiments are 
shown in figure 3.27. It is clear from the figure that when the first and second
pulses arrive simultaneously the spectrum is that of a single transform-limited pulse of
0.7 ps duration. As the delay between the pulses increases the frequency comb 
develops more peaks. The relationship between temporal and spectral phase can be 
seen clearly between spectra (c) and (d). A k  shift in the time domain gives rise to a n 
phase shift in the spectrum.
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Figure 3.27 F FT o f  a pair o f  transform -lim ited 0.7 ps laser pulses centred at the 35d  <—
32P3/2 transition  frequency o f  sodium  and separated by tim es (a) 0, (b) T J 2, (c) Tci, (d) Tc! + 
coin, and (e) 3 T J 2 .  The Principal quantum  num bers o f  the corresponding d  Rydberg states 
are show n along the top.
The pulse spectra offer an alternative perspective on the Rydberg state 
populations in our coherent control calculations and SSFI data. When the spectral 
peaks of the pulse pair correspond to selected Rydberg states, the state populations are 
altered compared to those excited by the full bandwidth o f a single pulse or pulse pair 
(figure 3.27(a)). Figure 3.27(b) suggests that by separating the pulses by Tci/2 only 
alternate Rydberg states in the d  series will be excited. Figure 3.27(c) and (d) show that 
by shifting the optical phase the states which are excited, and those which are not, can 
be chosen. Finally figure 3.27(e) shows that it is possible to excite, for instance, the d  
series intensely while the interleaved 5 series, lying in the spectral troughs, will be 
excited with smaller amplitude. This is exactly our objective: to selectively excite either 
the 5 or d  components using broad bandwidth laser pulses.
This frequency domain perspective suggests that if the spectral peaks the pulse 
pair could be made to better coincide with resonances we wish to excite, and the troughs 
coincide with states we wish not to excite, then the degree o f control would be 
improved. Chirped laser pulses appear to offer a way to achieve this so, to test its
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feasibility, a coherent control experiment was modelled using either one chirped and 
one transform limited pulse.
Laser chirp describes a shift in the frequency of the pulse with time, or a shift in 
the spectral phase with time. Experimentally laser pulses are usually chirped by a phase 
modulation in frequency space introduced by passing through a dispersive medium, 
such as a fibre or prism. In this case the bandwidth o f the transform limited pulse is 
preserved but the pulse is stretched in time [33]. The chirp can be understood by 
expanding the frequency content of the pulse about the central frequency coL,
<j{(0 ) « </>{coL )+<j>'{coL \e o -m L)+ f{co L \ c o - a L f . (3.45)
The electric field o f the chirped pulse can then be written,
{ t - t ' M YEc(t) = E o (< )exP[' A ° > l )]exP 
where
exp -  i(aLt + S{t -  <t>'{wL ))2)] (3.46)
=  T , 11 + 4 (3.47)
is the duration o f the (stretched) chirped pulse, and
CQr 1 + 4-
*'2K)ll 2 f { w L)
( v J 2
(3.48)
is the chirping parameter. The first exponential in equation (3.47) is a phase shift 
introduced to all the frequency components. The second exponential gives the shift of 
the pulse envelope and depends on the laser frequency. The quadratic phase shift
associated with frequency chirp is given by the term S(t -^'(&>L))2 in the last 
exponential. Both the pulse stretching and the chirp depend on the group velocity 
dispersion (GVD) The duration of the transform-limited pulse rL is related to
the measured pulse duration by r \ — r^ /2 1 n 2 .
Writing the chirped Gaussian pulse (equation (3.46)) in a simpler form [33],






exp -  i
V
(3.49)
where a  is the temporal deviance, co0 is the carrier frequency and a is the chirp 
parameter, allows for a simple analytical form for its Fourier transform,
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which is a linearly chirped Gaussian in the frequency domain. The correspondence 
between the terms in time and frequency domains are then,
cr2 = T -  +  (a')V,
r
. 2  . . 2  fa  a  = /  a  , and
°Fo =r
(3.51)
Correlation of the chirp with the Rydberg system follows from the quadratic 
term in equation (3.45). It is often defined as the pulse broadening per unit bandwidth 
(/)"(cOq)= At/Aco [34]. This can be rewritten,
„( x dt dn 
on oco
(3.52)
which for a Rydberg system with tn -  2 m 3 and con = -  l / l n 2 , gives
</>”(co0) = 6 m 5, (3.53)
which shows the relationship between the chirp parameter and the Rydberg states we 
wish to excite. Since we have considered so far a single chirped pulse, it is convenient 
to continue so the pump probe experiment is modelled with a transform-limited pump 
and a chirped probe, the opposite arrangement to [35]. Frequency spectra calculated 
using a FFT for such a pulse pair centred at the 35d  <— 32P3/2 transition frequency are 
shown in figure 3.28.
The transform-limited pulse duration was rp = 0.7 ps, and the chirped pulse
derived from it had 8  = 0.5793 ps2 and (j)c =0.2020;r . The pulses were separated in
time and phase shifted by xTcl + + (j)c) /coL where (f) the phase shift of central
frequency (as for the TL pulse pair experiments).
Values of x were chosen to correspond to the experiments reported above for TL 
pulse pairs. Thus for x = 1 the first wave packet makes one round trip and is back at the 
core when the second is excited and they interfere directly. If  (j) -  0 the d  states are 
maximised and the s minimised (a), for x = 1 and (j) = 0.3;r the s states are maximised 
(b). Extending the utility o f this approach, a more exotic wave packet can be created. If
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x  = 0.5 the first wave packet is at the outer turning point when the second is formed and 
they do no interfere directly. Nonetheless if  (j) -  0.175;r a wave packet is created that is 
composed predominantly of odd d  states and even s states.
31 32 33 34 35 3637  39 4 \ d
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Figure 3.28 FFT frequency spectra o f  T L -pum p-chirped-probe pulse pairs centred at the 
35d  <- 32P3/2 transition frequency for different tim e delays and phases given by 
xT c, +(<j) + (j)c ) /coL . The first is a transform -lim ited G aussian  pulse w ith a tim e FW H M  of 
0.7 ps. The second is identical to the first bu t chirped by a  -  0.5793 ps2 and 
(f>c = 0 .2 0 2 0 # . (a) jc = 1 and <j> -  n  to m inim ise the d  state R ydberg population.
(b) x  = 1 and $  = 0 .3#  to m inim ise the s population, (c) x  = 0.5 and <p = 0 .175#  , which 
corresponds to excitation o f  predom inantly  d  states w ith odd  n and s  states w ith even n.
The topm ost axes show  the positions o f  the ns and n d  R ydberg  states.
It is clear from the figure that the peaks in the spectrum can indeed be selected to 
coincide with the Rydberg states better with a chirped pulse than two TL pulses. The 
use of chirped pulses has, in this case, allowed the coherent control to be refined to 
better match the fundamental scaling in the system.
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3.5  C o n c l u s io n
Coherent control of the angular momentum composition in radial Rydberg 
electronic wave packets has been demonstrated. This control exploits the phase 
evolution o f a wave packet arising from the difference in the quantum defects between 
two Rydberg series, and that due to its motion in an anharmonic potential. The results 
of control have been observed in two different, but complementary ways. In the 
frequency domain, state-selective field ionisation allows us to directly measure the 
changes brought about in the populations o f individual Rydberg states in the wave 
packet. In the time domain we can see altered wave packet dynamics by the optical 
Ramsay method.
Analysis o f the frequency spectrum of the pulse pair used in our coherent control 
experiments has been found to be a useful tool in understanding the mechanisms 
involved, and is complimentary to the more familiar time-domain approach taken in 
wave packet interferometry.
The use of chirped laser pulses in wave packet interferometry has been 
investigated computationally and shown to be a useful extension to the experimental 
approaches shown in this chapter. The laser chirp can be arranged to compensate for 
the dispersion of the wave packet to achieve better control over the Rydberg state 
populations than is possible with transform-limited pulses. We have been able to relate 
the chirp rate of the pulse to the energy levels of the system in such a way as to allow 
prediction of the pulse details required to achieve particular control outcome. It is 
anticipated that experiments utilising chirped pulses in Rydberg wave packet coherent 
control will be carried in this group in the future.
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C h a p t e r  4 O p t i c a l  C o n t r o l  o f  V i b r a t i o n a l  W a v e  P a c k e t  D y n a m ic s  
in  t h e  S o d iu m  D im e r
A b s t r a c t
This chapter describes progress towards a novel experiment for optical coherent control 
of vibrational wave packet dynamics in the sodium dimer. A coherent superposition of 
high-lying Rydberg states of Na2 is excited by the broad bandwidth of a femtosecond 
laser pulse. The Rydberg states converge to several vibrational ionisation limits of the 
dimer, so the excitation effectively forms a vibrational wave packet in the X+ 2Xg+ ionic 
potential. Excitation of several wave packets by a series of phase-locked transform- 
limited pulses allows for control over the composition and dynamics of the wave packet, 
and its detection using a combination o f the optical Ramsey method and pulsed-field 
ionisation techniques adapted from ZEKE-PFI spectroscopy.
4.1 In t r o d u c t io n
The objective o f this project was the construction of a novel apparatus, 
comprising a molecular beam, laser system and data collection electronics, to study the 
time resolved dynamics of molecular cations on the ionic potential surface with 
femtosecond resolution. Most molecular dynamics studies to date have focussed on 
neutral species, either on the potential surface or by monitoring product formation, but 
the role of cations in aqueous, combustion and interstellar chemistry makes them an 
important target for study [1], as well being o f fundamental interest.
The novel experimental method combines the techniques of zero-electron- 
kinetic-energy spectroscopy with pulsed-field ionisation (ZEKE-PFI) and phase 
sensitive detection using ultrafast (femtosecond) pulses from a titanium sapphire laser. 
This will be used to characterise the vibrational dynamics of the Na2+ ion -  a process 
that will also test its validity. The objective is to control these dynamics using 
interference between multiple wave packets using sequences of phase-locked laser 
pulses. Ultimately, specially designed sequences of laser pulses (analogous to radio­
frequency sequences used in magnetic resonance experiments) will be used to control 
the molecular dynamics o f the ion
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A . S o d i u m  d i m e r  s p e c t r o s c o p y
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Figure 4.1 The excitation schem e used in the experim ent show ing the potential energy 
curves o f  the sodium  dim er excited by two laser system s. F rom  the X  'E g+ ground state a 
continuous w ave (CW ) laser at X\ ~  565 nm  excites a single rovibrational level o f  the A 
% + state. F rom  this in term ediate an approxim ately 50 fs laser pulse at X2 ~  400 nm  excites 
a w ave packet it the R ydberg states converging to several vibrational levels o f  the X+ 2Xg+ 
state o f  the N a2+ ion.
We excite Na2 in a molecular beam from the X lHg+ ground state to specific 
ro vibrational states of the A ' z /  state using a narrow linewidth dye laser. From there 
high-lying Rydberg states will be excited which converge to rovibrational states of the 
X+ 2Zg+ Na2+ ion. This excitation, shown in figure 4.1, is made using a transform 
limited pulse o f a frequency-doubled femtosecond titanium sapphire laser.
The rotational and vibrational energy levels of the states can be found using 
experimental or theoretical spectroscopic constants in the Dunham expansion
^ = Z yu ( ' '  + l /2)'-/ ‘ (‘/  + l)‘ (4.1)
i,k
where i and k  are the powers raising the vibrational and rotational quantum numbers v 
and J  respectively, and the Yt k are related to the spectroscopic constants:
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* ! .0  ^ 2 ,0  ~  ® e X e-> ^0,1 ~ ^ e ’ ^ 0 ,2  ” ^ e >  ^1,1 ( 4 - 2 )
The frequency of a transition between a lower rovibrational level vV" and an upper one 
v'./' can then be written
v ( v " r y j ' )  = Te +[G{v')-G{v")] + [ F , ( j ' ) - F v. { j %  (4-3)
where Te is the energy difference between the minima of the two potential energy 
curves,
G(v) = (v +1/2) -  (Ue^  (v +1/ 2)2 + coey e (v + 1/2)3 +ffleze(v + l/2 )3 +... (4.4)
gives the vibrational contribution, and
F v(J )  = 5 v[ j p  + l ) - A 2] - A [ A ^  + l ) - A 2]+ ... (4.5)
is the energy difference between the rotational sub levels o f each vibrational state. A is 
the magnitude of the projection of the electronic angular momentum onto the molecular 
axis. A = 0 for E states and is not considered further. The constants Bv and Dv are 
given by,
B„ = B , - a , ( v  + 1/2)+r, (v  + 1/2)+... (4.6)
and
D , = D .  - / ? e(v + l/2 ) + J c(v + l/2 )+ ... (4.7)
B . V i b r a t i o n  w a v e f u n c t i o n s
The potential energy curves, as figure 4.1 shows, of electronic states of a 
diatomic molecule have the approximate form of a Morse potential [2],
v ir ) = D , \ L - e*-v{-P{r - R M  (4.8)
where r is the intemuclear distance, Re is the equilibrium bond length, D e is the well 
depth and /? is a constant. Vibrations of a diatomic molecule are therefore those of an 
anharmonic oscillator. Within the Bom-Oppenheimer approximation the molecular 
Schrodinger equation is separable into electronic and nuclear parts so the radial 
Schrodinger equation for a diatomic can be written,
- t i 2 d  2 dR(r) (  , x Ti2J (J +  \ ) \  , \ r  Dr \ (A Q\— r — r 2— V(r) + R(r) = E vJR (r), (4.9)
2 fir dr dr y 2 fir )
since the equation is separable from the angular terms and dependent only on r. This 
can be rewritten for the vibrational wave functions y /( r ) = r R (r ) by substitution,
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- h 2 d 2y/ 
2 p  d r2 +
^( r h — = Evj¥ (4 .10 )
2 /^ 2 j
where ju is the reduced mass, J  is the rotation quantum number and Evj  is the energy. 
The term in brackets is the potential energy and, because o f its dependence on J  and r, 
prevents vibrational and rotational motion being separable. There are no analytical 
solutions to this equation as V(r) contains nuclear repulsion energy and electronic 
energy [3]. It can be solved numerically by, for example, the Level program by R. 
LeRoy [4].
To gain some insight into the form of the vibrational wavefunctions, the radial 
(vibration) and rotational contributions can be separated by approximating the system as 
a rigid rotor [5]. In this case r 2 = R 2 , the equilibrium bond length and equation (4.10) 
becomes,
Z^ - ^ p r  + v { r ) ( ' ,= E „bW, (4.11)2 p  dr
since E vJ = E nuc = E rot + E vjb, which is the Schrodinger equation for the harmonic 
oscillator if  we substitute p  = r -  Re and take V (p) = j k ep 2, where ke is the force 
constant. Solutions of equation (4.11) are [2]
V , = N  VH  V(y )e x v ( - y 1/ l )  (4.12)
which is a Gaussian multiplied by the vth Hermite polynomial, H v(y ) with 
y  = 2n p ^ p v j h  , and N v is a normalisation constant. The corresponding vibrational 
energy levels are
E ,ib=E{v) = {v + \ ) h v e (4.13)
where ve = j-yjke/ p  is the classical vibration frequency.
C. V ib r a t i o n a l  W a v e  P a c k e t s
Vibrational wave packets are formed by coherent superposition of vibrational 
wavefunctions,
4'( 0  = XXSvV',, exp( - iE vt/h ) ,  (4.14)
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where the sum goes over the number o f vibrational levels v with energy E v = h/co
under the Gaussian spectrum of the laser pulse g v = exp -  2 In 2 (is v - E L)2/E E 2
weighted by the Frank-Condon factors, av = jV v»^v dr . El is the central energy of the
laser spectrum and AE  its FWHM. v' and v" indicate upper and lower vibration levels 
respectively.
The wave packet evolves over time in a way that can be understood by 
expansion o f the energy term about its central value, v ,
E = E- + fico{y -  v) + - ———-(v — v)2 +v / 2 dE y 1 (4.15)
since E v = hcov, where the angular frequency co = 'ln jT cl and Tcl is the classical
vibration period for state v. From this can be established the temporal behaviour of the 
wave packet, shown in figure 4.2. Substitution o f equation (4.15) back into equation 
(4.14) gives,






. 2 n , _x T i l i t , . 2 dcoh —  ( v - v )  + ------- ( v - v )   +
V Td 2 Tcl ' dEv
2 m ( v - v ) /  fi2{ v - v )  t dco+ 2 T dE„ yj
(4.16)
cl cl
The classical period of the wave packet, analogous to the classical vibration of the 
molecule, is then given by
2 7th 27th 2 n
7\ (4.17)
E '(v ) hco co
Anharmonicity o f the potential means that components of the wave packet 
evolve at different rates and the wave packet spreads out over the whole vibrational 
coordinate. As its evolution continues some components come back into phase as a 
fractional revival, then all the components rephase as a full revival. The revival time 
Trev is the time taken for wave packet to return to its initial localised state given by,
71.
2 7th2 7th




Fractional revivals occur at times given by, 
t = 271. — (4 .19 )
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where p/q  is an irreducible fraction of integers [6].
Figure 4.2 C alculated recurrence spectrum  o f  a vibrational w ave packet in the X + 2I g+ state 
o f  N a2+ excited by a 30 fs pulse around v = 9 show ing partial revivals (up to fourth order) 
and a full revival at approxim ately 40 ps [7]. The fine structure is the classical oscillation 
o f  the w ave packet and has an initial period o f  approxim ately 290 fs.
D . F o r m a t i o n  a n d  D e t e c t i o n  o f  V i b r a t i o n a l  W a v e  p a c k e t s  in  t h e  X + S t a t e  
o f  Na2+
The broad energy bandwidth of a 50 fs laser pulse centred at around 400 nm 
excites a coherent superposition of Rydberg states in many series converging to 
different vibrational states of the ion -  a wave packet. The wave packet evolves in the 
vibrational and electronic coordinates in a complex way but the classical periods of each 
are so different that it should be possible to distinguish them experimentally. The 
Rydberg states are less than 0.5 cm-1 apart so the classical period o f the electronic wave 
packet motion will be > 650 ps. The vibrational states of the ion are separated by 
approximately 120 cm-1 giving a classical period of ~ 250 fs. If we observe the 
molecular dynamics in a time period short compared to the electronic wave packet 
motion we will effectively filter out the electronic dynamics, and select only the
“F 2 |vibrational motion o f the X Na2 ion.
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To detect the wave packet we have been working towards a modified version of 
the optical Ramsey method discussed in chapter 3. Following formation of the wave 
packet, a second identical wave packet is excited that is time-delayed and phase-locked 
to the first. The wave packets interfere depending on the extent of their spatial overlap. 
Thus if the wave packets are formed at the inner turning point of the potential well, and 
the first wave packet has made an integer number of roundtrips, it will overlap and 
interfere with the probe wave packet. When the pump and probe wave packets interfere 
constructively the total Rydberg population is enhanced, whereas it is diminished when 
they interfere destructively. Thus the interference between the first (pump) and second 
(probe) wave packet leads to a phase-dependant oscillation in the total Rydberg 
population. In order to observe the oscillating Rydberg population, a pulsed electric 
field will be applied a short time after the laser excitation. If the pulsed electric field is 
small enough, just a few V cm-1, only the highest Rydberg states, lying just below 
threshold, will be ionised. In this way it should be possible to isolate beating in the 
electron signal between bunches of Rydberg states converging to different vibrational 
ionisation limits from beatings between Rydberg states.
The formalism of the optical Ramsey method (ORM) can be modified to include 
these ideas. Assuming that the molecular Rydberg states of Na2 are unperturbed and 
hydrogenic (i.e. their energies E n = - l / 2 « 2 a.u.), and that the Condon approximation
(the dipole transition moments are independent o f intemuclear separation) pertains, then 
the autocorrelation function central to the ORM can be rewritten to sum over Rydberg 
states converging to vibrational ionisation limits,
M O k (o ))= Za„V)g„V) exp|r iE^ f/n\ (4-20>
«(v*)
where y/(r) is the initial wave packet, ^ (o ) is the probe wave packet.
00
a»(v*) = av* ('•)'■ V3p {r)dr (4-21)
0
accounts for the one-electron transition moments for hydrogenic orbitals from the 
intermediate A-state, and g ^ v+) is the Gaussian amplitude factor. is the energy of
each Rydberg series converging to a particular ionisation limit, v+. Fielding and 
Stavros [1] performed calculations using these expressions for n = 150 -  200, 
corresponding to field ionisation with a field of around 1.5 -  0.5 V cm for excitation
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with a 30 fs pulse in a one-photon transition from the ground state to form a wave
packet centred around vibrational state of the ion v + = 7 . The results were compared to
an analogous calculation that treated only the vibrational states of the ion and found to 
be dynamically identical, but with slightly diminished amplitudes in the Rydberg result 
at long time delays. Knowing this, the authors were able to treat the vibrational wave 
packets in the ionic potential alone. Thus the wave function for a pump and probe wave 
packet pair can be written,
> a n d  ( 4 - 2 2 )
v+
!"(0) = X a -S v-V'v* exP +*■/*] (4-23)
v+
which give an ORM autocorrelation,
(^ ( r ) |^ (0 ))  = ex p [-i£ v. + r /h ] , (4.24)
v+
The experimental observable is, as always with the optical Ramsey method, the 
modulus of the autocorrelation function,
(4-25)
It would be possible to treat the states excited in this way with multi-channel 
quantum defect theory (MQDT), which has been applied to the frequency spectra of Na2 
[8, 9] and to wave packet dynamics in argon [10] and xenon [11, 12], but this has yet to 
be attempted.
The states excited in these experiments are sometimes known as ZEKE states as 
they are amenable to zero-kinetic energy pulsed-field ionisation (ZEKE-PFI) 
spectroscopy. This high resolution spectroscopic technique was developed by Muller- 
Dethlefs and Schlag [13]. High-lying Rydberg states are excited optically then ionised 
by a small pulsed electric field. The technique depends on the anomalous longevity of 
the high Rydberg states. MQDT calculations suggest that the ZEKE states of Na2 have 
lifetimes o f the order o f nanoseconds [14], easily long enough for our pump -  probe 
experiments, which have delays o f a few tens o f picoseconds. Time-resolved ZEKE- 
PFI has been implemented before to study vibrational dynamics [15, 16] but in a quite 
different way to this.
In summary, this approach should allow measurement of vibrational wave 
packet dynamics in the X+ Na2+ potential well by excitation of wave packets in the
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high-lying Rydberg states of Na2 followed by pulsed-field ionisation, and offers a 
convenient theoretical tool for modelling the proposed coherent control experiments.
4 .2  P r o p o s e d  C o h e r e n t  C o n t r o l  S c h e m e
The work o f Fielding and Stavros [1] forms the basis of the coherent control 
scheme we have attempted to implement [1], and is discussed here. Two vibrational
*b 2 “I"wave packets are excited in the X Xg Na2 ion with a well-defined phase difference 
between them. The first wave packet is allowed to evolve to r  = rc//2, at which time it 
can be written,
v'(rc //2)= 2 X * £ v * ''v  exp[-  iE,- (r + r rf/2 )/^] (4 -26)
v+
At this time, which we call t = 0, a second wave packet is excited by the same laser
pulse separated in time and phase from the first by a Michelson interferometer. This
second wave packet is given by,
= exP\riEAr + 9)lh\ (4-27)
v+
A variable time later, after the first two wave packets have been allowed to evolve and 
interfere, the probe pulse forms a third wave packet given by,
<"(*•)= X a v*g^v* t4 '28)
v+
The autocorrelation function measured by the optical Ramsey method is then, 
(<I/{t )\¥ {tc1I2) + ¥ (3 )) = e x p t- iS , . ( r +  r d /2 )/« ]
(4.29)
+ Z  a l* s l -  exp[- i E s  (r + » ) / * ]
v+
where tci is the classical vibration period, i9 is the phase difference between the two 
wave packets at t = 0.
As in the coherent control in the sodium atom Rydberg wave packets (section
3 .ID), the approach here exploits phase evolution in the partial revivals. Around the 
time of the second order partial revival the total wave function for the wave packet can 
be written,
ty(R, t ) = - L  [exp (-  i ^ /4  (R, r) + exp (i jz/ 4 )//cl (R ,t + rcl /2 )\ (4.30)
147
C h a p t e r  4
where R  is the intemuclear distance, and y/cl (R, t )  and y/cl (R, t  + rcl /2 )  are the two sub 
wave packets o f the second order partial revival, separated in time by half the classical 




Figure 4.3 A cartoon show ing the phase o f the sub w ave packets o f  the second order partial 
revival resulting from  evolution o f  a single vibrational w ave packet for tim e TreJ2 .
If a second wave packet is excited rc//2 after the first, at TreJ2  they will have relative 
phases shown in figure 4.4.







Figure 4.4 A cartoon show ing the relative phases o f  two second order partial revivals o f  
two w ave packets n  and m. The second w ave packet n  is form ed r j 2 after m.
Now if the initial phase of the second wave packets n is changed with respect to the 
phase o f m, the sub wave packets o f the second order partial revival (localised at the 
inner and outer classical turning points) will interfere (figure 4.5).
When the phase difference is -jd2  the inner little wave packets of m and n are 
exactly out o f phase and interfere destructively. The outer little wave packets interfere 
constructively to form a single wave packet localised at the outer turning point. A phase 
difference of n il  gives rise to single wave packets localised at the inner turning point by 
the same argument. The n  phase difference does not give completely constructive or
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destructive interference so two wave packets are formed, one at each classical turning 
point.
These ideas have been extended to the 4th and 8th order partial revivals, each 
time using interference between two identical wave packets to manipulate the 
vibrational dynamics [1]. More recently, and in conjunction with experimental efforts 
discussed here, Boleat and Fielding have made further theoretical investigations of 
coherent control in the X+ 2Sg+ potential [7].
- 7t! 2 rd 2 k 7t 3;r/2








Figure 4.5 C artoons show ing the effect o f  phase d ifferences betw een  two w ave packets, m 
(m iddle row) and n  (top row), resulting from  interference betw een  them  around the tim e o f  
the second order partial revival, TrJ 2 .  W ave packet n is excited  t c//2 after w ave packet m 
w ith a phase shift indicated on the >>-axes in the top row. A  phase shift o f  w ave packet n by 
-7r/2 leads to constructive interference at the outer turning po in t and destructive 
interference at the inner turning point (left colum n), w hereas a n/2  phase shift (m iddle 
colum n) reverses the positions o f  constructive and destructive interference. W hen wave 
packet n is phase shifted by n, neither com pletely constructive nor com pletely destructive 
interference occurs (right colum n).
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In that work the ideas of interference between wave packets leading to selective 
quantum state population control was extended to an arbitrary number k  of identical 
time-delayed and phase-shifted transform-limited laser pulses. In this case the 
autocorrelation function leading to the observable is,
M ° ) M 0 )  = exp (-  ie>j) i + X exp (4.31)
Assuming that the A state population is not depleted, the population of vibrational states 
following such excitation is given by
b = ——Cl gv ^ v 1 + X exp (-  i \ ‘k )exp(/<i>t ft ) (4.32)
where Q v is the Rabi frequency between the A state and the ionic state, and 
g v = exp[- 2 In 2(EV -  E  L)2 /  A E 2 \ is the Gaussian spectral profile of laser with FWHM 
AE centred at El. The detuning Av = coL +cov. -a>v, where coL is the central laser 
frequency, cov is the vibrational frequency of the A state and cov is the that of the ionic 
state.
Careful analysis of the calculated spectra allowed the authors to derive 
expressions that can be used to predict the populations for such a sequence of pulses. 
Thus to depopulate a specific vibrational quantum state v in the wave packet the optical 
phase would need to be
<f>; =(2n + l)7r-(cov -  cov> \p Iq )T cl n = 0,±1,±2,... (4.33)
and to enhance its population,
(j>l - 2 n n  -  (a>v -  cov, \p /q ) T cl n = 0,±1,±2,... (4.34)
where the superscripts and ‘+ ’ indicate depopulation and enhancement respectively. 
The phase shift corresponds to a small time shift = (j)v / coL made in addition to the
coarse delay o f pulse k  given by (p/q)Tcl, where ( p / q)  is an irreducible fraction of 
integers.
The phases required to achieve a particular control result in the two wave packet 
coherent control experiment could then be easily found. Thus two pulses separated by 
Tc[/ 2, i.e. where p / q ^ l / l  allow selection of only odd vibrational states from a
Gaussian wave packet if  the phase of the second pulse is shifted by <f)~ = 0.804/r, which
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is equivalent to a time shift o f = 0.804;r/<yL . At the same coarse delay a n phase 
shift from there gives = -  0.1967i!coL in the second pulse and leaves only even states 
in the wave packet.
4 .3  E x p e r i m e n t a l
A narrow bandwidth continuous-wave (CW) dye laser excites sodium dimers in 
a molecular beam from the X 1Xg+ ground state to the A !XU+ intermediate. Vibrational 
wave packets formed by coherent superposition of high Rydberg states converging to 
several vibration states o f the X+ 2Zg+ Na2+ ion are then excited by 100 fs pulses at 
around 400 nm generated from the pulse-picked and frequency-doubled output of a 
Kerr-lens modelocked titanium sapphire laser. Figure 4.6 shows the layout of the laser 
table. Following the formation and evolution o f one vibrational wave packet another 
identical wave packet is excited as described above. Finally a third identical (probe) 
wave packet is formed followed by field ionisation o f the molecules (optical Ramsey 
method). The timing o f these three wave packets is controlled using a nested Michelson 
interferometer. A short time after formation o f the third wave packet a ramped electric 
field ionises the molecules. Either the electrons or ions formed are accelerated along 
the time-of-flight tube to a suitably biased multi-channel plate detector. The signal from 
the detector is amplified, filtered and recorded as time-resolved spectrum of the wave 
packet behaviour.
A . L a s e r s
Both the CW and femtosecond laser were pumped by a Coherent Verdi V8 
diode-pumped Nd:YVOs laser producing up to 8.5W CW at 532 nm. It is generally 
operated at 8.0 W output power. The CW laser, a Coherent 599, is pumped by the 
approximately 3 W of the Verdi beam. To operate at 637 nm to 656 nm DCM dye was 
used dissolved in ethylene glycol solution in ethanol (2 g L *).
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0.5 mW, 400 nm, 1 MHz 
  100 fs
Figure 4.6 The layout o f  the fem tosecond laser table. A  diode-pum ped N d :Y V 0 5 CW 
laser pum ps a C W  dye laser and a titanium  sapphire fem tosecond oscillator operating at 
around 800 nm. The repetition rate o f  the fem tosecond pulse train  is reduced from  76 M Hz 
to 1 M H z by  a pulse-picker. The beam  then passes through a prism  pair com pressor, and is 
then frequency-doubled by second harm onic generation (SH G ). The SHG beam  passes 
through a nested  M ichelson interferom eter to generate phase-locked pulse sequences. After 
the in terferom eter the ultraviolet fem tosecond beam  is com bined w ith the CW  dye laser 
beam  at a dichroic m irror and they are directed into the vacuum  cham ber collinearly. The 
lasers and m olecu lar beam  interact betw een two electric-field  plates form ing one end o f  the 
ion (electron) tim e-of-flight m ass spectrom eter.
The cavity was equipped with two Fabry-Perot etalons and a 3-plate BRF 
ostensibly to narrow its output linewidth. However this laser proved unsuitable for the 
task o f exciting single ro vibrational states of the A*ZU+ <— X 'Zg+ transition as its
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linewidth was not particularly narrow and its output wavelength and power were very 
unstable. A more suitable laser, a Coherent 699 ring-dye laser, was kindly lent to us by 
Prof. Tony McCaffrey from Sussex University but there was insufficient pump power to 
operate it in conjunction with the femtosecond laser.
The remaining 5 W of the Verdi beam was used to pump a Kerr-lens 
modelocked titanium sapphire (TiiAbCh) laser (Coherent Mira Seed). This produced a 
train of pulses o f -  50 fs duration with a repetition rate of 76 MHz and around 400 mW 
power. The output pulse bandwidth was monitored using a spectrum analyser (IST- 
Rees E200). Figure 4.7 shows a typical spectral profile for this laser operating at 
around 800 nm.
X>
770 780 790 800 810 820 830
Wavelength / nm
Figure 4.7 Spectrum  o f  the output pulse train from  the titanium  sapphire laser as displayed 
on a digital oscilloscope. The horizontal scale is generated  by the spectrum  analyser and 
displayed sim ultaneously  on the oscilloscope.
The output wavelength of the titanium sapphire laser can be tuned between 780 
nm and 820 nm by altering the angle of a birefringent filter. The 76 MHz repetition rate 
of the this laser was too high for the electronics needed to ramp the electric field in the 
interaction region, so it was reduced to 1 MHz by an acousto-optic pulse picker 
(Coherent 9200 Pulse-Picker). Removing 75/76 pulses from the train reduced the 
power from around 400 mW to 5.2 mW. The device was only about 50 % efficient so 
the output power further reduced to around 2.6 mW. The 1MHz pulse train is sent into 
prism pair compressor. The purpose of the compressor was to compensate for the 
chirped output o f the titanium sapphire laser and dispersion suffered by the pulses in the
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pulse-picker, as well as to pre-compensate for dispersion encountered in the second 
harmonic stage, Michelson interferometer, steering optics and vacuum chamber 
windows. The transmission efficiency o f the compensator was > 95 %, so typically the 
beam power was around 2.5 mW after compression. The femtosecond pulses were then 
frequency-doubled by passing through an Inrad 5-050 Harmonic Generator containing a 
thin (ca . 1 mm) LBO crystal. The output power was typically around 500 pW at 1 MHz 
around 400 nm, giving a pulse energy of 500 pJ. The fundamental and SHG beams of 
the titanium sapphire were either passed into a cross-correlator (Angewante Physik und 
Electronic (APE) PulseCheck Autocorrelator [sic]) or separated by a dichroic mirror so 
the UV beam could be used directed into the Michelson interferometer and vacuum 
chamber. This optical arrangement is not ideal and it would be better to have the cross­
correlator measuring all the time.
B . D a t a  c o l l e c t i o n
After SHG the beam passes into a double Michelson interferometer. A 
schematic o f the double interferometer intended for this experiment is shown in figure 
4.8. It is similar to the interferometer discussed in chapter 3 but differs sufficiently to 
warrant inclusion here.
The inner interferometer (comprising paths 1 and 3), used to separate the first- 
and control wave packets, was identical to the feedback-stabilised digital system 
discussed in chapter 3. Indeed it was our intention simply to duplicate or borrow it -  
hence the appeal o f building the stabilisation circuit from off-the-shelf components 
rather than bespoke electronics.
The larger interferometer (paths 1 and 2) sets the delay and phase of the probe 
laser pulses. Its variable length arm comprises two moving parts. Coarse adjustments 
are made with a linear translation stage (Physik Instrumente P510.12). The linear 
translation stage has a carriage that travels along a worm shaft turned by a DC electric 
motor. The position of the shaft, and therefore the carriage, is monitored by a rotary 
encoder. This generates 1000 counts per revolution, giving the carriage position a 
calculated resolution of 17 nm count \
The stage is controlled using National Instruments LabView programs via an 
ISA card (Physik Instrumente C842) in a PC. Fine adjustments are made with a
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piezoelectric actuator (Physik Instrumente P780) bolted on top of the translation stage. 
The moving mirror is mounted on top of the piezo. The quoted resolution of this device 
is < 1 nm, it can travel through a distance of 80 pm. It is powered by a xlO voltage and 
current amplifier (Physik Instrumente E501). Voltage amplification means that a small 
signal (less than ± 10 V) can be used to control the actuator, which requires 100 V for 
full deflection. A pulse/function generator (Hewlett Packard 8116A or Stanford 













F igure 4.8 The nested  M ichelson interferom eter designed to generate pum p-probe pulse 
delays and phase-locked  pulses for m ultiple w ave packet excitations. B eam s are show n as 
straight lines, electrical connections are curved. P ath  3 gives the first pulse, path 1 the 
control pulse and path  2 the optical R am sey probe pulse. B oth  m oving arms have a m otor 
driven delay stage for coarse adjustm ents. A rm  3 has a feedback stabilised piezo stage for 
fine position ing  and is position-stabilised  w ith reference to H eH e (dashed line) fringes by a 
lab-built feedback loop. The m irror at the end o f  the probe arm  2 is dithered by a piezo 
driven by a function  generator to sw eep the phase o f  the probe pulse.
In contrast to the data collection arrangements discussed in chapter 3, where the 
phase of the probe wave packet was stepped to give Ramsey fringes in the ion or 
electron signal, here we wanted to continuously sweep its phase. The idea is that the 
sweeping phase is adequately sampled by the high repetition rate of the laser. To collect 
wave packet recurrence spectra we would sweep the phase by, for instance, ten optical
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cycles (approximately 4000 nm) at each large time step made by the motor stage, giving 
10 Ramsey fringes in the electron signal. The moving mirror therefore has to sweep 
through 2000 nm. Since the frequency of the fringes derives from the wavelength and 
the sweep rate it is then possible to filter that signal with a bandpass filter. The 
amplitude o f the interference fringes would depend on the overlap between the pump 
and probe wave packets so the recurrence spectrum could be recovered by taking the 
RMS of the fringes at each coarse time step.
The interrelated signal processing instruments are shown in figure 4.9. All 
timing is based on the repetition rate of the titanium sapphire laser (76 MHz reduced to 
1 MHz by the pulse picker). A photodiode signal from the femtosecond laser pulses 
triggers the pulse picker and trigger pulses from there can be used readily to synchronise 
other devices. Delays can be introduced into the timing network by the use of a digital 
delay generator (Stanford Research Systems DG535).
fs pulse train 
800 nm 
76 MHz
fs pulse train 
800 nm 


























Figure 4.9 Tim ing in the experim ent is derived from  the repetition  rate o f  the titanium  
sapphire laser, recorded by a photodiode sam pling a sm all fraction o f  the output. The 
pu lse-picker driver outputs TTL pulses synchronised to, and frequency-divided from , the fs 
pulse train. The digital delay generator allow s tim ing o f  the ionising o f  the electric field 
ram p to be synchronised w ith the laser pulses, and triggers the data collection hardw are in 
the PC. A  fast digital oscilloscope can be used to capture the filtered signal in place o f  the 
analogue input card in the PC. In that case the w aveform  is transferred  to the PC via GPIB.
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For our wave packet dynamics experiments, ionisation of the ZEKE states 
comprising the wave packet would have been achieved using a programmable signal 
generator (Stanford Research Systems DS435). This is triggered from the pulsed laser, 
as it has to ramp the electric field in the ionisation region of the time-of-flight for every 
laser pulse. This device allows us to apply stepped or ramped fields as required. In 
initial experiments a high electric field (2000 V cm”1) was applied to the field plate to 
ensure that any Rydberg molecules would be ionised. This was done to facilitate 
finding the ion signal on the oscilloscope.
The electron or ion signal produced by the detector will be modulated by several 
frequencies. Firstly there is the repetition rate of the laser (1 MHz), then there is the 
oscillation rate o f the piezoelectric translator changing the phase between the wave 
packets, and finally there is the modulation of the signal due to the interference of the 
vibrational wave packet(s) and the probe wave packet -  the optical Ramsey signal that 
we want. The signal from the detector will be sent into a programmable digital filter 
amplifier (Stanford Research Systems SR650). This device has one high- and one low- 
pass filter. The filter thresholds of each can be varied between 1 Hz and 99.9 kHz. Both 
input channels have a 60 dB variable amplifier and both outputs have a 30 dB variable 
amplifier. These will be used to isolate the wave packet signal from the others.
Once the filtering is set up correctly the data (output from the filter) will be 
digitised by a 16-bit analogue-to-digital converter (ADC) or a 500 MHz digital 
oscilloscope (LeCroy LT372 Waverunner). The ADC is a PCI expansion card 
(National Instruments PCI-6032E) that can be externally triggered and has a maximum 
data acquisition rate o f 200 kHz. The oscilloscope can download data to a PC via a 
GPIB connection. Once on the PC the data will be reduced and written to disk by a lab- 
written Lab View data collection program which also controls the position of the delay 
stage(s).
C. E x p e r i m e n t a l  A r r a n g e m e n t  f o r  F r e q u e n c y  R e s o l v e d  S p e c t r o s c o p y  o f  Na2
With a view to characterise the molecular beam temperatures and velocity and 
identify suitable rovibrational states of the A state intermediate we performed frequency 
resolved spectroscopy using narrow linewidth nanosecond lasers. It was our intention 
to extend this to the high-lying Rydberg states o f Na2, however that was not possible.
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Two configurations o f the lasers were used. The first attempted to excite the A -  
X transition with the fundamental of a dye laser and use the frequency-doubled output 
to photoionise. A Sirah PrecisionScan dye laser with DCM dye in DMSO (0.34 g L-1 in 
the oscillator and pre-amp, 0.11 g L-1 amplifier) was pumped by a Continuum Powerlite 
II 8000 Nd:YAG operating at 10 Hz giving 400 mJ pulse-1 at 532 nm. The dye laser 
output was 8 -  10 mJ pulse-1 around 656 nm and was frequency-doubled in KDP to 
give -0 .4  mJ pulse-1. The fundamental and SHG beams were combined with a dichroic 
mirror and directed into the vacuum chamber to excite the sodium molecular beam. The 
SHG pulses were delayed slightly (< 1 ns) with respect to the fundamental pulses. In 
some experiments the two beams were focussed using a 250 mm lens, in others no lens 
was used in an attempt to eliminate ionisation via excitation paths other than the desired 
one.
The second approach, intended to make the excitation more selective and reduce 
the excitation o f competing pathways to ionisation, used two different dye lasers so that 
the ionisation wave length was independent of the scanning wave length. The output of 
the 10 Hz Nd:YAG laser (400 mJ pulse-1 at 532 nm) was split equally to pump a 
Continuum ND6000 dye laser and the Sirah PrecisionScan. DCM dye in methanol (270 
mg L-1 in the oscillator and pre-amp, 90 mg L-1 for the amplifier) gave 3 mJ pulse-1 
from the ND6000 with a bandwidth specified at 0.05 cm-1. Styryl 9M dye in ethanol 
(0.13 g L-1 in the oscillator and pre-amp, 0.04 g L-1 for the amplifier) was frequency- 
doubled in KDP to give around 6 pJ pulse-1 at 410 nm from the PrecisionScan with a 
bandwidth specified at 0.1 cm-1. The two beams entered the vacuum chamber after 
combination at a dichroic mirror. As above, the blue pulse train was retarded slightly.
Data was collected with exactly the same instrumentation as for the frequency 
resolved sodium atom spectroscopy described in sections 3.2B and 3.2C. The pre­
amplified electron or ion signal from the MCP was captured on a digital oscilloscope. 
From there the waveform was transferred to a PC running a dedicated Lab View 
(National Instruments LabView 5.1) program via a GPIB connection.
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4 .4  R e s u l t s  a n d  D is c u s s io n
A . P r o g r e s s  in  t h e  P r o p o s e d  D a t a  C o l l e c t i o n  M e t h o d
Suitable sweep rates, amplitudes and functions to continuously sweep the probe 
wave packet timing were established without relying on excitation o f sodium dimers. 
An experiment was set up where the output o f a one-arm interferometer was directed 
either onto a black surface overlooked by a photomultiplier tube (Hamamatsu R1463) or 
a fast photodiode (ThorLabs DET210). Once the interferometer was correctly aligned it 
was possible to monitor the optical interference fringes as the two pulses swept through 
each other. Figure 4.10 shows a sample of optimised fringes generated by sweeping the 
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Figure 4.10 L eft panel: O ptical fringes generated by 400 nm  ~  100 fem tosecond laser 
pulses by  dithering the path length o f  one arm  o f  a single M ichelson  interferom eter. The 
signal w as generated  by a PM T and recorded on a digital oscilloscope (LeCroy LT372 
W averunner). T he p iezo was driven by a 1 H z 2.5 V sine w ave w ith a duty cycle o f  50 %.
A 50 V  offset w as also applied so that the piezo m oved around  its central displacem ent.
R ight panel: a close-up o f  the fringe pattern from  near the centre o f  the interferogram . The 
data po in ts indicate that the fringe is well sam pled by at this scanning speed.
The function applied to the piezo was generated by a programmable function 
generator (Hewlett Packard 8116A) outputting a 1 Hz sine wave of 2.5 V and 50 % duty 
cycle). Other functions were tested but this one gave the smoothest fringes with the
159
C h a p t e r  4
most consistent frequency. The frequency is significant as the signal would be passed 
through a filter.
Sweeping the phase of the probe wave packet was never achieved for sodium 
dimers, however the experiment was carried briefly in sodium atoms as a test of 
principle. Similar approaches have been used in high repetition rate experiments before
[17], but we wanted to see if it would work with our system.
2 2The 3 P3/2 — 3 S 1/2 transition in atomic sodium was excited by the CW dye laser 
at 589.158 nm followed by direct photoionisation by the 76 MHz pulse femtosecond 
pulses train at around 400 nm, bypassing the pulse-picker to increase the power. A 
single interferometer was used with the phase dithered by the piezo over a few optical 
cycles. Shown in figure 4.11 are the fringes observed when the resulting electron signal 
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F igure 4.11 O ptical interference fringes from  photoelectrons from  atom ic sodium . Sodium  
atom s in the atom ic beam  w ere excited from  the ground state 2Si/2 to the 2P3/2 by a CW  dye 
laser at 589.158 nm  and from  there photoionised by a pair o f  in terfering 100 fs pulses at 
around 400 nm . The pum p-probe delay was dithered at 150 H z w ith a triangle w ave o f  400 
m V  am plitude applied  by the SRS DS345 function generator, giving a tim e sw eep o f  
approxim ately  20 fs. Photoelectrons w ere detected by a M C P (H am am atsu F4655.12). The 
signal passed  through a 100 Hz bandpass filter set at 12.25 kH z and  captured by the digital 
oscilloscope. The data points indicate that the fringes w ere sam pled m ore than adequately.
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This experiment showed that sweeping the piezo could generate Ramsey fringes 
in the photoelectron signal. It also indicated that we would require long collection times 
to see the signal in sodium dimers as they would be excited below the ionisation 
threshold, they were less numerous in the molecular beam and the probability for both 
optical transitions is probably smaller than in atomic sodium. Also, since the path only 
changed by about 2 0  fs the pump and probe pulses only swept partially through each 
other. It is not clear why in that case the signal should have the shape it has. 
Presumably the piezo velocity was not linear and the fringe frequency changed near the 
end o f its travel. I f  the frequency went outside the band pass of the filter it would be 
blocked.
B. Na2 A -  X F r e q u e n c y  S p e c t r a
These experiments, carried out with the lasers described in section 4.3C, utilised 
the same data collection hardware and software as the frequency-resolved experiments 
presented in chapter 3. Briefly, approximately 70 ns after the laser pulses a fast-rising 
(< 25 ns) 2000 V pulse was applied to the field plate to ionise and repel ions to the 
detector. Ions were detected on a MCP (Hamamatsu F4655-10), pre-amplified (Ortec 
EG&G VT 120) and sampled on a digital oscilloscope (LeCroy Waverunner LT372). 
Signal waveforms for each laser shot, shown in figure 4.13 were downloaded via GPIB 
to a PC running a lab-written Lab View data collection program. A wavelength meter 
(Angstrom WS-7) simultaneously recorded the wavelength o f the scanning laser to the 
data collection PC.
Figure 4.12 would indicate sodium dimers are certainly present in the beam. 
The flight-times are correct for the narrow peak at 1.8 ps to be Na+ and the broader 
smaller peak at 2.6 ps to be Na2+. The relative peak areas are 4:1 Na+:Na2+, but this 
may not reflect truly their relative intensity in the beam as the laser was much nearer 
resonant with Na2 than Na. It should therefore have been possible to obtain frequency- 
resolved, and indeed time-resolved, spectra of Na2.
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Figure 4.12 Sam ple signal w aveform  recorded by the oscilloscope for excitation o f  the 
sodium  beam  by a ns dye laser at 637 nm. The narrow  peak  at 1.8 ps is due to N a+ and that 
at 2.6 ps from  N a2+. The noisy peak at t = 0 is from  RF in terference generated by the high- 
voltage sw itching electronics. The peak areas are 4:1 N a+: N a2+, bu t this probably  does not 
reflect their in tensities in the beam  as the laser was m uch nearer resonance w ith N a2 than 
Na.
However despite many attempts with different sodium source conditions (temperatures 
and carrier gas (Ar) flows), different laser configurations, focusing and power variations 
and high-voltage pulse values, no reproducible, assignable spectra were ever found. 
Indeed most scans o f the wavelength of the A -  X transition simply yielded no signal at 
all. One exception is shown below. The source conditions were Tovcn = 495 °C, Tnozz\c 
= 650 °C with Ar carrier gas at 4 bar fed through a needle valve (Nupro/Swagelok 
bellows-sealed metering valve SS-4BMW-TSW) such that the pressure in the source 
chamber was approximately 1 x 10”4 mbar. Two ns dye lasers were used, as in the 
second arrangement discussed in section 4.3C. The beams were not focused, leading to 
an interaction volume (limited by the 4 mm diameter o f the sodium beam) of 
approximately 2 x 1 0 '  m , and a power density of approximately 7 MW cm' for a laser 
beam with a diameter of 6 mm, and the pulse energy and duration were 10 mJ and 5 ns 
respectively. For other scans the beams were focused as discussed in section 3.2C for 
the sodium atom experiments, giving a maximum power density of approximately 5 x 
1011 W cm"2. It was felt that focusing lead to enhanced multiphoton ionisation as the 
signal was larger but independent of wavelength.
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Figure 4.13 Trace o f  the w avelength dependent ion signal recorded  during attem pts at A -  
X  frequency spectra for N a2. Experim ental conditions are recorded  in the text.
Clearly this is not the expected spectrum, which is shown below for transitions 
from v" = 0 and 1 to v' = 0 to 20 calculated over the same wavelength range for 
rotational and vibrational temperatures of 50 K and 100 K respectively, reasonable 
temperatures for a sodium dimer beam [18].
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F igure 4.14 C alculated A(v = 0-20) <— X(v = 0 (solid) and v = 1 (dashed)) spectrum  for N a2 
at a ro tational tem perature o f  50 K  and a vibrational tem perature o f  100 K  over the 
w avelength  range 630 nm  to 680 nm. The spectrum  was sim ulated  using X. T an ’s program  
D iatom ic [19, 20] w ith a laser linew idth o f  0.1 nm  to sm ear out individual rotational states.
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The most likely reason for the disparity between the recorded and simulated 
spectra is that the beam was rotationally and vibrationally hot. This implies that the 
molecular beam was behaving effusively rather than being formed in a supersonic 
expansion. This is supported by fluorescence spectra o f Na2 in heat pipe experiments 
where vibrational states populated according to a Maxwell-Boltzmann distribution^ 1, 
22].
4 .5  C o n c l u s io n
A novel experiment has been described which combines wave packet 
interferometry from the study of Rydberg wave packets and pulsed-field ionisation 
techniques form ZEKE-PFI spectroscopy to create and monitor vibrational wave 
packets in the X+ 2Zg+ potential of Na2+.
The objective was to use this technique to perform coherent control experiments 
that interfere wave packets generated by trains o f phase-locked femtosecond laser 
pulses and then observe the altered dynamics and quantum state amplitudes that result.
Some progress has been made towards implementing the intended experiment, 
however it was ultimately thwarted by the molecular beam, which failed to generate a 
suitable source of ground state sodium dimers. It is hoped that in the near future we can 
modify the molecular beam apparatus and make it work so that this rather elegant 
experiment can be demonstrated.
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C h a p t e r  5 D e v e lo p m e n t  o f  a  G e n e t i c  A l g o r i t h m  t o  O p tim is e  S im p le  
C o h e r e n t  C o n t r o l  in  R y d b e r g  W a v e  p a c k e t s  in  A to m ic  S o d iu m
A b s t r a c t
A simple genetic algorithm has been implemented to investigate the suitably of this type 
of optimisation procedure in simulations o f Rydberg electronic wave packet coherent 
control in atomic sodium. The operation of the algorithm is described in detailed. It is 
then tested against known solutions for two experimental scenarios: coherent control 
based on pairs o f transform-limited laser pulses; and transform-limited first pulse 
followed by a chirped second pulse. The behaviour of the algorithm is discussed in 
detail for each of these cases. Finally, the potential for application of the algorithm to 
unknown problems is briefly discussed.
5.1 I n t r o d u c t i o n
Genetic algorithms were developed by J. Holland in the early 1970s in an 
attempt to harness the power of optimisation exhibited by biological evolution in 
computer software. This power derives from the ability to efficiently search a large 
parameter space in which there are local minima that might ensnare a gradient search 
method without finding the optimum solution. Genetic algorithms have been used 
extensively to optimise multi-parameter problems in mathematics, computer science and 
engineering. Their appearance in experimental chemical physics followed the 
development o f ultrafast lasers and pulse-shaping technology.
The general idea of a genetic algorithm is simple: individuals in a group are
compared for their ability to achieve some objective, and based on their ability are used 
to generate (breed) a new population. The process o f comparison and breeding iterates 
until the objective is satisfied to within some limit. There are many implementations of 
genetic algorithms in the literature and on the internet. Most o f them operate in a 
broadly similar way, which is illustrated in figure 5.1.
The GA starts with a population of individuals with random genes. The fitness
of each individual is established by its suitability for the problem at hand. If one of the
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individuals has reached the objective the GA stops. It is undesirable to have the GA 
stop at the end o f the first cycle as no optimisation can have occurred. If the objective 












Figure 5.1 Schem atic operation o f  a genetic algorithm . The initial population  is generated 
random ly. Each individual is evaluated against an objective to m easure its fitness. I f  one 
o f  the individuals has achieved the objective the GA stops. I f  not, a new  population is 
generated  from  the previous one in a way that conserves characteristics from  the fittest 
individuals. Each generation should therefore alw ays be fitter, on average, than the 
previous one.
Generation o f the new population involves generating new individuals from 
individuals from the previous generation. This is normally done in a way analogous 
with biological sexual reproduction. Two ‘parent’ individuals are selected from which 
to ‘breed’. Parents are selected at random but fitter individuals have to be represented 
more highly in the next generation than less fit ones. This can be done on a grey scale 
or by selecting a subset of fit individuals from the original population and breeding from 
them randomly. Generating a new individual from the parents can be achieved in any 
number of ways, but it has been found that some ‘crossover’ is essential. Crossover 
describes conservation of parts of the parents in their offspring. Crossover is thought to 
be the most efficient way for beneficial ‘genes’ or characteristics o f an individual to be
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passed to the next generation. For example, if each parent has a beneficial characteristic 
and their offspring inherits both, those benefits accumulate in the population much 
faster than if  an individual with one of them has to evolve the other by mutation alone. 
In this way fitness accumulates in the population at each generation. At some point 
during the generation of a new individual it is common to introduce some mutation by 
randomly changing a gene. The role of mutation is to allow the population to avoid 
becoming stuck in local minima in the search space. The effect o f mutation is to 
suddenly create an individual that explores a radically different region of the search 
space than its parents. The complete cycle, from a new population, through assessment 
o f fitness, to the convergence test and generation of the next population corresponds to 
one generation o f the genetic algorithm.
5.2 T h e  U se  o f  G e n e t ic  A l g o r it h m s  in  C h e m ic a l  P h y s ic s
Motivation to utilise genetic algorithms in chemical physics arose from attempts 
to use optimal control theory to design a priori laser pulse sequences to achieve 
particular outcomes from photoexcitation. The required calculations are complex and 
the Hamiltonians o f chemical systems can have many linked degrees of freedom with 
only approximate solutions. This uncertainty, combined with experimental errors in 
generating the optimal laser pulses, might render such schemes impracticable. To 
circumvent this problem Judson and Rabitz [1] simulated an experiment to excite KC1 
preferentially from rotational state j  = 0 to j  = 3 using an arbitrarily shaped microwave 
field. The genetic algorithm manipulated either the electric field or its spectral 
components. The optimal outcome from each could then be compared with the other by 
Fourier transform. Although that paper simulated a microwave experiment, the authors 
intended the ideas to be applied to laser excitation. The concept was realised for many 
systems by the combination of genetic algorithms with the ultrafast pulse shaping 
techniques discussed in chapter 1.
The power of genetic algorithms in coherent control is clear from the wide range 
of systems they have been applied to (see chapter 1). There are two features of their use 
that warrant further discussion. The optimal pulse shapes are often very complex and, 
at least initially, it was not obvious how those pulse shapes achieved control. The other 
issue concerns the genetic algorithm itself. How can it be optimised for the particular
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role of coherent control using laser pulse shaping, and does it offer any insights into 
coherent control?
Most implementations of genetic algorithms in coherent control provided 
insights into the physics underlying the laser-matter interaction, and the role o f different 
features o f optimal shaped pulses. Indeed in one o f the earliest experiments, 
maximising either the efficiency or efficacy of excitation to the first excited state of the 
laser dye IR125 in methanol [2], found that these objectives required quite different 
optimal laser pulses. High efficiency (defined as excited population / laser power) was 
achieved by a low power pulse with narrow bandwidth at the absorption maximum of 
the dye. An effective pulse (defined by high total excited state population) had higher 
power, broad bandwidth and a strong positive chirp. This process was attributed to the 
‘molecular n  pulse’ effect discussed in chapter 1.
Maximising 2-photon absorption by atomic rubidium revealed interesting phase 
effects. The best shaped pulses showed a n phase shift between the resonant and non­
resonant components, which was explained by a modified classical absorption model
[3]. Selection o f harmonic orders in coherent XUV generation from argon [4] was also 
attributed (tentatively) to a phase phenomenon. In this case the optimised laser pulse 
phase-matched the wavefunction of the ionised electron and later cycles of the electric 
field of the pulse.
The results of studies in diatomics are diverse but some patterns can be 
discerned. Finding optimally shaped pump plus transform-limited (TL) probe to 
maximise Li^ yield [5] at particular delays appeared to require two processes: one for 
short delays and another for long delays. The predominant mechanism at short delays 
(pump and probe pulses overlap) involved matching the phases of frequency 
components in both pulses to maximise multiphoton ionisation. For long delays the 
amplitudes o f resonant frequencies were maximised with phases that generated 
constructive interference at the desired delay. Motzkus and co-workers [6] made a 
detailed study control of vibrational wave packet dynamics for different degenerate four 
wave mixing (DFWM) arrangements in K2. They compared the results of excitation by 
two TL DFWM pulses and a single TL pulse, a train o f 3 TL pulses, phase-locked pulse 
pairs and chirped pulses. Surprisingly, this apparently wide range of excitation schemes 
could all be modeled in terms of incoherent sums of TL pulses. A similar result pertains 
for maximisation o f multiphoton NaK+ and Na2K+ yields [7]. The optimal pulse
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contained three sub-pulses whose effects were analysed in terms of vibrational wave 
packet dynamics. The first sub pulse was chirped and counteracted wave packet 
dispersion. The second was delayed by half the classical period o f the wave packet, and 
the third by 1.5 times the classical period. These delays occurred because the maximum 
Franck-Condon overlap to the ionic potential was at the outer turning point of the wave 
packet.
In polyatomics, stimulated Raman scattering experiments in methanol and 
benzene suggested that the shaped pulse redistributed energy spread among a population 
of vibrational modes to a single mode [8]. In CpMn(CO )3 [9] selection between 
photoionisation products CpMn(CO)2+ and CpMn(CO)3+ also lead to a shaped pulse 
with three sub-pulses, which were found to be resonant with different Mn-CO bond 
potential surfaces. Even in a huge bacterial light harvesting complex [10], the pulses 
preferentially exciting intra- and intermolecular energy transfer channels reduced to a 
train of equally spaced phase-coherent pulses.
The most interesting outcome is that for a range o f molecules, K2, NaK and 
Na2K, CpMn(CO )3 and a bacterial light harvesting complex, the optimally shaped 
pulses reduced effectively to a train of simpler sub-pulses. In some cases the sub-pulses 
were transform-limited and phase-locked, in others transform-limited and phase 
incoherent and, in one case, chirped. Despite this variation, it is clear that the 
apparently complex pulse shapes generated by feedback optimisation experiments using 
genetic algorithms can give rise to relatively simple physical processes, which can be 
identified.
In addition to realisations of the ‘traditional’ genetic algorithm, several studies 
have investigated the nature of the genetic algorithm itself, and how it can be improved 
and used to decipher the physics involved. Bucksbaum and co-workers [8] developed a 
sophisticated GA that evaluated different breeding and search strategies while 
optimising pulses for several targets. Their GA could bring to bear two-point crossover, 
average crossover, mutation and creep (where genes move in the genome and thus 
acquire new meaning) to generate new individuals. Individuals could be modified by 
moving-window averaging (over three genes), time domain crossover (which involved 
making a FFT, a 2-point crossover followed by an inverse FFT), polynomial phase 
mutation (where several adjacent genes were replaced by values from a polynomial), 
and additional search methods such as simulated annealing.
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Several workers have attempted to reduce the size of the parameter space the 
GA has to search. For LC-SLM shapers this has been done by linear interpolation [10], 
or by applying regular functions to the pixels of the pulse shaper instead of allowing 
them to be arbitrary. The GA searches only among parameters of the function. 
Examples include sine functions [10, 11] and binary masks [12]. For example, Moztkus 
et al. [11] used a cosine phase function of the form <f>(n)= a cos(bn + c) where n is the 
SLM pixel number, and a , b and c are the only freely variable parameters available to 
the genetic algorithm. AOM pulse shapers can be used in a way that requires only four 
[2] parameters, as opposed to 2x128" for a double stacked LC-SLM with 128 pixels 
with «-bit resolution for the applied voltage. Weinacht et al. [13] have identified sets of 
basis functions which reduce the parameter space required to represent the pulse phases 
to an AOM to one or two.
Attempts to extract physical information form the GA have focussed on finding 
optimised pulses that comprise only the required features. One way this has been 
achieved is by adding a cost function that penalises pulses for departing from transform- 
limited [13]. Another uses co-variance analysis of many optimal pulses to identify 
common features, which are assumed to be essential [14], and feeds that information 
into the fitness assessment.
5.3  A  G e n e t i c  A l g o r i t h m  f o r  S im p le  C o h e r e n t  C o n t r o l  S c h e m e s
Our approach to using genetic algorithms forms part of our wider efforts to 
understand the details of simple coherent control schemes in simple systems. In this it 
is highly complementary to other current work in the area. We have applied the genetic 
algorithm to two test cases, both of which complement and extend the work of the 
previous chapters. To test the applicability of genetic algorithms to pulse sequencing, 
as opposed to pulse shaping, experiments we have attempted to optimise the delay and 
phase difference between two transform limited laser pulses to selectively minimise or 
maximise s and d  Rydberg state angular momentum components of an atomic Rydberg 
electron wave packet. In the same system we then investigated the use of a genetic 
algorithm in the simplest o f pulse shaping, namely chirping. The algorithm had to 
optimise the pulse delay, phase and chirp in order to achieve control over the wave
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packet composition. In both cases the algorithm was highly constrained in terms of the 
number of parameters available for evolution. In this way we hope to be able to leam 
more from its results.
A . O v e r v i e w  o f  O u r  G e n e t i c  A l g o r i t h m
The GA we have developed is similar to many others, but differs sufficiently to 

















use parameters in 
calculation
test results against 
objective to get fitness
Figure 5.2 Schem atic o f  the current genetic algorithm . D etails o f  the operations carried out 
by  each step are discussed in the text.
B . S t e p s  in  t h e  G e n e t i c  A l g o r i t h m
The following paragraphs detail how our genetic algorithm operates. The 
Fortran code for the algorithm and objective functions is listed in the appendix.
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i. G e n e r a t i o n  o f  t h e  in i t i a l  p o p u l a t i o n .
The population comprises a number o f individuals, typically 50, each of which 
in turn comprises one or more sets of many elements (or genes). The number of genes 
was varied between as few as 5, to around 100, but typically 50. Each gene is a double 
precision number. In practice the population is a three dimensional array, as illustrated 
in figure 5.3. One dimension counts the individuals, the second is the number of 
parameters each individual must generate, and the third is the number of genes used in 
making the parameter. If  just one parameter is required the population reduces to an 
array of individuals, each comprising a one-dimensional array.
o
Figure 5.3 R epresentation o f  the GA population as a three d im ensional array. The 
popula tion  com prises i individuals o f  j  param eters derived from  k  genes. Each gene is a 
double precision  num ber.
ii. E x t r a c t i o n  o f  O u t p u t  P a r a m e t e r s
To reduce the genes to parameters for use in a calculation, the first step is to take 
the average o f each gene. The value is stored in the ( k  + 1 )th element of each parameter 
array, like an extra gene (see figure 5.4). Using the genes in this way is a departure 
from the approach outlined by Davis [15] where each individual is a one-dimensional 
binary array. The binary array of Davis is evaluated as a decimal number so the 
significance o f each element o f the array depends on its position. This presumably 
enables the GA to rapidly change the value of its parameters by mutation of a highly 
significant digit. We felt the expedience of coding double precision arrays outweighed
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the benefits of binary ones. However it would be interesting to make a comparison 
between the search paths of the two systems. After storing the parameter, the range of 
the number is then altered to make a useful parameter. For example the delay time of 
the second laser pulse is input into the calculation as a time in picoseconds, so this 
parameter might be scaled to have a range between 0.5 ps and 1.5 ps.
h i. P e r f o r m in g  t h e  C a l c u l a t io n
Details of the two calculations performed in our GA modelling are given in the 
following section. The parameters derived from each individual are used in the 
calculation and the result passed to a subroutine for comparison with the objective.
iv. E v a l u a t in g  t h e  F itn e ss
The outcome of the calculation performed with parameters from each individual 
has to be compared to an objective in order that their relative fitness can be established. 
Each problem to which a GA is applied requires a particular method to evaluate the 





1  Genes  >  k  k+ \ k+2
F ig u re  5.4 Storage o f  the output parameters and fitness param eter for an individual in the 
GA population. One individual com prising j  param eters and k  genes is shown with the 
storage locations for output parameters (grey) used in the objective calculation and the 
fitness param eter (hatched) used in ranking.
Details of the objectives and comparisons used are given in sections 5.3C. What 
ever fitness assessment was made the fitness parameter of the z'th individual is stored in 
element (i,y' = l, k + 2) of the population array (see figure 5.4), i.e. the (& + 2 ) th
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element o f the j  = 1 parameter for each individual. Storing the fitness parameter with 
the individual it refers to makes keeping track of the data easier during coding.
v . R a n k in g  t h e  In d iv id u a l s
The next step is to rank the individuals on the basis o f their fitness parameters. 
Clearly, the closer a spectrum is to the objective the smaller will be the variance, so the 
individual that generated the spectrum will be ascribed a smaller fitness parameter. 
Ranking the individuals involves sorting the population by fitness parameter, putting the 
smallest first, using a simple ‘selection sort’ algorithm. Selection sorting is not the most 
efficient (pivot sorting is) but it is straightforward to code.
vi. C o n v e r g e n c e  t e s t in g
Having sorted the population, it is necessary to test whether the objective has 
been achieved. Two convergence tests are employed. If  the fitness parameter for the 
fittest individual is less than some arbitrary value the algorithm is considered to have 
reached the objective. The exact value of the convergence criterion has to be optimised 
by a few trial runs of the GA. For each iteration of the GA, the fitness parameter can 
also be tested against the previous one. If  they differ by less than a predetermined 
arbitrary amount then the GA has reached an end point. O f course this does not mean 
the objective has been reached, indeed it is there to stop the algorithm in those cases 
where the objective is never reached. There are two cases which can stop the GA 
reaching its objective: it has become stuck in a local minimum in the search space, or 
the objective has been set at an unreachable level. I f  either o f the convergence criteria 
are met the GA stops and presents the fittest individual (which triggered the cessation) 
as the optimum solution.
v ii. S e l e c t in g  t h e  B r e e d in g  S e t
If  neither stopping condition is met the GA generates a new population by 
breeding from the top individuals of the last. The first step in this operation is to decide 
which individuals to breed from. Davis [15] discusses a ‘roulette wheel’ method in
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which fitter individuals tend to be chosen for breeding more than less fit ones. This is 
elegant but a little complex and a sufficient alternative is simply to select the top few 
individuals and breed from them. In the present implementation we have taken the 
latter approach and it appears to work satisfactorily.
The number of individuals selected for breeding itself requires some 
optimisation. If  too few are selected there is insufficient variety and a population of 
identical clones rapidly develops. If  too many are selected there is essentially no 
selection. For a population of 50 individuals taking the 8 fittest to breed from was 
found to work well.
v m . B r e e d in g
Breeding a new population involves several steps. Firstly, for each new 
individual two parents are selected from the breeding set at random. The only 
stipulation is that the two parents are different. The new individual is then generated by 
copying genes from one or other parent. The genes maintain their position from the 
parent in the new individual. Which parent is chosen for each gene is again random, so 
each new individual will, on average, inherit 50 % of its genes from each parent. This 
process effects crossover with a variable and random crossover rate.
ix . M u t a t io n
The final stage o f generating a new population is to introduce some mutation. In 
our GA mutation is achieved by performing a predetermined number of random 
substitutions to the genes. The number of mutations is typically referred to as a 
percentage mutation rate. The mutation rate is usually small (a few percent) and has to 
tweaked to get the best results from the GA. In the current work, a mutation rate of 1% 
was found to be effective.
C. R u n n in g  t h e  G e n e t ic  A l g o r it h m
We have applied the genetic algorithm to two problems for which we already 
knew the solutions. The objective was to compare the results of our GA with the
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solutions found analytically to assess the suitability of the GA for this problem. Both 
problems involve the same optimisations as in chapter 3: to selectively populate s and d  
angular momentum states in Rydberg electron wave packets in atomic sodium. In the 
first problem the delay and phase of a pair of transform-limited picosecond laser pulses 
was optimised. The second problem modelled excitation by a transform-limited pulse 
followed by chirped pulse and found the delay, phase and chirp of the second pulse. 
The following paragraphs describe the objective functions we employed, and compare 
the GA and analytical results.
i. O p t im is a t io n  o f  t h e  D e l a y  a n d  P h a s e  o f  a  P a ir  o f  T r a n s f o r m -l im it e d  
P ic o s e c o n d  L a s e r  P u l s e s
The first target for the GA was to selectively maximise either the s or d  angular 
momentum character o f a Rydberg electron wave packet in the sodium atom. The 
problem is cast in exactly the same way as the calculations in Chapter 3. Briefly, a 
radial Rydberg electronic wave packet is created using a transform-limited picosecond 
laser pulse. The angular momentum composition of the wave packet is determined by 
the oscillator strengths of the 5 and d  Rydberg series and the Gaussian profile of the 
laser. After approximately one classical orbit o f the wave packet, a second identical 
wave packet is excited. The two wave packets interfere and the precise delay and phase 
difference between them determines the composition o f the resultant wave packet.
The objective function evaluated the expression for the population, resulting 
from double wave packet excitation, o f the n quantum states in the wave packet,
(5 .1 )1 + I
k
w hereQ w = j t i  is the Rabi frequency for a laser, with electric f ie ld s
coupling a ground state g  and a Rydberg state n, where the transition has dipole moment 
z. The Gaussian frequency profile of the picosecond laser pulses is g(co). 
An =con -cog - o )  is the laser detuning, co is the excitation frequency, and the
summation runs over k  laser pulses. The value of tk was a parameter derived from each 
individual in the GA population. The fitness parameter was found by calculating the 
ratio o f total s population to total d  population or vice versa. Because the GA sorts the
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population from the smallest fitness parameter to the largest, to maximise the d  
population the ratio (5 population / d  population) was taken as the fitness parameter. 
Initially, the value of 4  was made by summing separate delay and phase parameters 
from the GA. This approach was unsuccessful because, in this case, phase is simply a 
part o f the delay. For a 400 nm laser pulse, a I n  phase shift is equivalent to a delay 
change of 1.33 fs, which corresponds to a change in the third decimal place for a delay 
expressed in picoseconds. The GA found multiple solutions derived from many 
combinations of delay and phase. The 4 value was subsequently derived from a single 
GA parameter from which the phase can be extracted. The results from running the GA 
with this simple objective are remarkably consistent. Figure 5.5 shows the result of five 
consecutive runs o f the GA with the objective to maximise separately the d  and 5 
components of the wave packet. These results indicate that the GA is effective and 
consistent. The extent of the optimisation can be seen by comparing the optimised 










28 30 32 34 36 38 40 42 28 30 32 34 36 38 40 42
Principal quantum  num ber Principal quantum  num ber
F igure 5.5 The outcom e o f  five consecutive runs o f  the G A  attem pting to m axim ise (a) the 
d, or (b) the 5 com ponent o f  a radial Rydberg electronic w ave packet in sodium  w ith two 
transform -lim ited  laser pulses separated by approxim ately one classical period o f  the wave 
packet, d  an s  state populations are indicated by squares and circles respectively. Lines 
betw een points are for clarity and have no num erical m eaning.
Having seen that the GA works it is worth investigating some of its operating 
characteristics. It seems a little paradoxical, but the GA has to be optimised itself 
before it can effectively optimise a problem. The parameters determining the behaviour
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of the GA are the number of individuals in the population, the number of genes each 
individual comprises, the convergence value and the mutation rate, and of course the 
objective function. The following paragraphs address optimisation o f each o f these 
parameters.
28 30 32 34 36 38 40 42 28 30 32 34 36 38 40 42
Principal quantum number Principal quantum number
F igu re  5.6 Rydberg state populations, d  in (a) and s  in (b), for wave packets calculated with 
output parameters from the first five individuals o f  the initial GA population (prior to any 
optimisation), each arbitrarily assigned a different colour. Identical colours in (a) and (b) 
show s  and d  populations from the same run o f  the GA. The genes o f  each individual are 
random numbers between 0 and 1, giving random time parameters for the wave packet 
calculation with values between 0 and 2.75 tci. The lines interpolated between points link 
data from each individual but do not contain any numerical information.
The number of individuals in the population can be expected to impact in two 
areas o f GA operation. Firstly, it will determine the diversity o f parameters fed into the 
calculation and thence the variation between the top few individuals used in breeding. 
Secondly, the more individuals there are, the longer each generation will take. 
Execution time is really a minor issue compared to that for the Fourier transform 
objective functions. For this GA, it appears that decreasing the number of individuals 
simply increases the number of generations required to reach the objective. This trend 
continues until a large proportion of the population is being used to generate the new 
population for the next generation. At this point the GA fails to reach the objective as 
there is effectively no selection o f fitter individuals.
The number of genes used to derive an output parameter (for example, a delay 
time of the second laser pulse), affects the influence each gene has on that parameter. If
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there are 10 genes and one of them is changed from its maximum (1) to its minimum (0) 
the parameter will undergo at least a 10% change. On the other hand if one gene in 100 
changes by the same amount, the parameter will change by at least 1%. Populations 
with more genes tend to converge more smoothly. A practicable number was found to 
be 50.
The convergence criterion (the value of the fitness parameter taken to indicate 
that optimisation is complete) also has a pronounced effect on how many generations 
the GA takes to reach the objective. The sensitivity o f the optimisation rate to the 
convergence criterion was explored by performing sets o f 1000 GA runs for four 
different convergence values and recording how many generations each run took to 
optimise. The results are shown as bar charts in figure 5.7. Obviously, by making the 
convergence criterion less stringent, the number o f generations taken to reach the 
objective decreases. However this also means that the outcome is less consistent.
While using the GA it was necessary to make several trial runs that performed a 
set number o f generations to see what kind of values the fitness parameter would take. 
Having found an approximate value, it was fine tuned by making several more runs with 
slightly different convergence criteria until a suitable one was found. The final value 
must ensure that the GA requires more than one generation to reach the objective, 
otherwise no optimisation has taken place, and that the objective is actually attainable. 
Typically a threshold is chosen so that the GA takes between 10 and 100 generations. 
Once a suitable value was obtained the GA would behave like those in figure 5.8, 
converging rapidly to a value close to the objective, then oscillating slightly before 
reaching the objective.
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Figure 5.7 Plots show ing the dependence o f  the optim isation  rate on the convergence 
criterion. The plots show  the num ber o f  tim es (ordinate) out o f  1000 runs that the GA took 
a particu lar num ber o f  generations (abscissa) to converge. The objective in each case was 
the same: to m axim ise the d  com ponent o f  the w ave packet by m inim ising the ratio, s 
population  / d population. The convergence criteria w ere (a) 0.130, (b) 0.132, (c) 0.135 and 
(d) 0.14
It seems likely that the behaviour shown in figure 5.8 can be understood as follows. 
The rapid improvement in the fitness parameter in the first few generations is brought 
about by selection of, and breeding from, the best individuals. Once this phase is over
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the whole population is essentially equivalent and it is only mutation that allows the 
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F ig u re  5.8 Convergence o f  the GA. The plot shows the best fitness param eter for each 
generation for 7 runs o f  a GA (each arbitrarily assigned a different colour for identification) 
with 50 individuals, 50 genes and a mutation rate o f  1 per individual. The objective was 
again maxim isation o f  the d  state population o f  a Rydberg electron wave packet by 
minimisation o f  the s population : d  population ratio. The convergence criterion was set at 
0.133. It is clear that for any initial fitness the GA rapidly converges towards the objective, 
then wanders up and down until finally reaching the objective.
The mutation rate is small -  usually one mutation per individual per generation -  
and can have a positive or negative effect on the fitness, which oscillates until it 
randomly reaches the convergence criterion. This is borne out by examination of the 
non-optimal individuals from the final, optimised population (figure 5.9). The objective 
function affects the operation o f the GA differently than the features discussed above. 
The GA cannot tell whether the objective function is suitable for the problem. This is 
because the GA is guided by the fitness parameter, whereas the objective function 
generates the fitness parameter. The issue therefore is whether the objective function is 
an appropriate measure o f the fitness.
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F igure  5.9 Population o f  (a) d  Rydberg states, and (b) s Rydberg states in wave packets 
generated from output parameters from five non-optimal individuals (each arbitrarily 
assigned a different colour) in the final population o f  a GA run where the objective was to 
maximise the d  component. Identical colours in (a) and (b) identify s  and d  populations 
from the same run o f  the GA. Com pared to figure 5.5a, these w ave packet populations are 
clearly not optim al, but they are noticeably better than the Rydberg state populations 
generated by random numbers in figure 5.6. The best-fit lines between points are shown 
to indicate sets o f  points and contain no numerical information.
ii. O p t im isa t io n  o f  t h e  D e l a y , P h a se  a n d  C h ir p  o f  a  Pa ir  o f  P ic o se c o n d  L a s e r  
Pu l se s
In the previous section we showed that the GA works and that we have gained, 
by attempting to optimise a very simple problem, some insight into its behaviour. In 
this section the objective is a slightly more taxing one. The aim was exactly as in the 
previous section: to maximise either the s or d  angular momentum components o f a 
Rydberg electron wave packet in sodium using two laser pulses separated in time by 
approximately one classical orbit period of the wave packet. In this case however, in 
addition to the delay and phase of the second laser pulse, its chirp must also be 
optimised.
In order to incorporate the laser chirp, the code to generate the spectra of two 
interfering light pulses used in chapter 3 was written into the GA. The time, phase and 
chirp of the first laser pulse were all set to zero, and its duration and wavelength were 
held constant. The delay (comprising the coarse delay and phase) and chirp o f the 
second laser pulse were parameters extracted from each individual in the GA
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population. For each pulse pair the spectrum was generated using a FFT routine and its 
fitness assessed against the objective.
It turned out that the simplest way to evaluate the fitness of the spectrum, i.e. 
how well it maximised the s or d  components of the wave packet, was to find energies 
of all the peaks and troughs in the spectrum and see how closely they lie to the energies 
of desired states. For instance, maximising the d  components of the wave packet 
requires the peaks in the spectrum to lie close in energy to the d  states and the troughs in 
the spectrum to lie close to the 5 states. The fitness parameter was then enumerated as 
the variance, s 2, o f the spectral peak positions from the objective peak positions, where,
where x is the energy of a spectral peak or trough, x 0bj is the objective Rydberg state 
energy, and the sum is over all the spectral peaks and troughs. The GA then minimised 
the fitness parameter, leading to pulse pairs that exhibit the desired spectral components. 
In order to mimic accurately the analytical optimisation process, the errors in the peak 
positions were weighted by their intensities. This ensured that the central Rydberg 
states contributed more than outer ones to the fitness assessment.
Figure 5.10(a) shows the spectrum of an optimised pulse pair where the 
objective was to maximise the d  component. The peak positions match the energies of 
the d  states extremely well. Since the s states were not minimised by the GA there is a 
slight disparity between its values of the phase and chirp and those from manual 
optimisation. The GA gave an average (from 10 runs) time delay o f 1.00 Tci, a phase of
0.2671 and a chirp o f 0.63 ps2, compared with a delay o f 1.00 Tci, a phase of 0.207T and a 
chirp of 0.58 ps2 derived analytically.
(5.2)
184
C h a p t e r  5
2437024350 24390 24430 2435024410 24370 24390 24410 24430
Energy /  cm"1 Energy / cm"1
F igure 5.10 (a) A n optim ised spectrum  for a pair o f  laser pulses com pared to the objective 
R ydberg state populations. The spectrum  was generated from  the average values o f  delay, 
phase and chirp for 10 runs o f  the GA. The objective o f  the G A  was to m axim ise the d  
com ponents o f  the w ave packet (solid diam onds). The relative proportions o f  the Rydberg 
states are those o f  a single w ave packet excited by a transform -lim ited  laser pulse, (b) A 
com parison betw een  the derived solution (solid line) and G A -optim ised spectra (dashed 
line).
The results between runs are quite consistent. The values of delay, phase and chirp for 
10 optimisations are plotted in figure 5.11. On the assumption that these values all lie 
close to a global minimum in the search space, their averages were used to plot the 
spectra in figure 5.10. Although it is not explored here, the variation in the optimised 
parameters, and how the convergence threshold affects that variation, may well offer 
insights into the search space and the physics of the problem
It is clear that the GA can find the desired laser pulse parameters. If the 
objective function is suitable, the GA will find the solutions. Such sensitivity can be 
seen in first computational application of GAs to chemical physics in the Judson and 
Rabitz paper.[l] Their cost function scrutinised only the population of the target 
rotational state. Any features of the optimal field which had no effect on the target 
exerted no selective pressure on the population and could not be removed.
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Figure 5.11 V alues o f  delay (squares), phase (diam onds) and chirp (triangles) for 10 runs 
o f  the G A attem pting to m axim ise the population o f  the d R ydberg  states. The averages o f  
these values w ere used  to calculate the spectra p lotted in figure 5.10.
The result was a spectrally broad, noisy field that had only to contain at least the 
required spectral components to achieve the objective. The key issue in computational 
GAs, therefore, is to make a suitable objective function. For instance, an attempt to use 
the method employed for the chirped pulse, namely to minimise the errors o f the 
spectral peak positions, failed when applied to a pair of transform-limited pulses like 
section 5.3C, yet simply comparing the total s and d populations was successful.
h i . A p p l i c a t i o n  t o  O t h e r  P r o b l e m s
An obvious extension of this work is to match the optical spectrum to the 
Rydberg energy level spacing by incorporating higher orders o f chirp, where perhaps 
the analytical optimisation becomes increasingly difficult. Likewise, the inclusion of 
larger and variable numbers of control pulses would rapidly become intractable as an 
analytical problem, but could be addressed numerically using a genetic algorithm. Both 
of those approaches promise greater levels of control than have been shown here.
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5 .4  C o n c l u s io n
The genetic algorithm discussed above has been developed as a proof-of- 
principal investigation into the use of such systems in coherent control in Rydberg 
systems. It is a relatively unsophisticated implementation o f a GA and it continues to be 
developed in this group. Nonetheless, it is clear that from the results of these 
simulations that genetic algorithms represent a useful tool in our efforts to elucidate 
control mechanisms, both from a computational perspective and experimentally.
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C h a p t e r  6 S u m m a r y  a n d  O u t l o o k
6.1 ATOMIC AND MOLECULAR BEAM SOURCE
A sodium atomic and molecular beam source and experimental vacuum chamber 
containing a time-of-flight mass spectrometer has been designed, built and operated. 
The source functioned well for sodium atoms, but less well for sodium dimers. 
Ongoing improvements to the design of the atomic/molecular beam source, in particular 
better nozzle heating, thermal insulation of the oven and cold-trapping of sodium (as 
discussed in chapter 1) should make the dimer source operational in the near future.
In the mean time the vacuum chamber has been refitted for photochemical 
coherent control experiments. Initially these will focus on benzene so the source is 
being altered to expand benzene with a helium or argon carrier. The experimental 
chamber is also being substantially remodelled. It will soon incorporate an ion/electron 
imaging detector and suitable ‘Eppink and Parker’ type ion optics [1].
6 .2  C o h e r e n t  C o n t r o l  in  S o d iu m  A t o m ic  R y d b e r g  E l e c t r o n ic  W a v e  
P a c k e t  D y n a m ic s
Coherent control of the angular composition of a radial Rydberg electronic wave 
packet by interference has been demonstrated with pairs of wave packets separated by 
Tci and \ \  Tci. The control outcome -  selectively altered angular momentum quantum
state populations -  was monitored in two ways. For wave packets separated by Tci 
state-selective field-ionisation was used to measure directly the relative populations. 
This is the first time the angular components of a Rydberg wave packet in sodium have 
been resolved in this way. For wave packets separated by 1 \ T ci the optical Ramsey
method was used to monitor the effect on the dynamics o f the interference around the 
time off the second order partial revival, where the contributions to the dynamics from 
the two angular components, s and d, can be seen.
Calculations were performed to model an extension of interfering wave packet 
pairs to include one wave packet excited by a chirped laser pulse. The chirp can be 
chosen to counteract exactly the natural dispersion of the wave packet. The role of the
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chirp was analysed from the frequency domain perspective, where interference between 
the pulses leads to a spectrally chirped pulse. The chirp and phase can be arranged so 
that dips and peaks o f the spectrum coincide with particular angular states of the wave 
packet, leading to selective excitation.
Atomic sodium is really an ideal experimental system -  it can be easily 
generated in the gas phase, and easily excited by lasers with wavelengths that are 
readily available. There are most likely many more coherent control tricks that could be 
played in this simple atomic system, in addition to the ones modelled.
6 .3  V ib r a t io n a l  W a v e  P a c k e t  C o h e r e n t  C o n t r o l  in  N a 2
A novel experimental technique for observing vibrational wave packets in the 
sodium dimer ion, Na2+ was described, and progress towards its realisation was 
presented. A coherent control scheme based on sequences o f phase-locked time- 
delayed transform-limited laser pulses and using this detection method was introduced.
Modifications to the molecular beam apparatus underway in the laboratory will 
soon make the sodium dimer source operational. Once this happens there are many 
potential targets for coherent control experiments, in addition to the one we initially set 
out to do. The sodium dimer is an excellent prototype molecule and has many potential 
energy wells in which, even though they have been extensively studied in the past, 
certainly offer further opportunities. This is especially so because of the recent 
installation of a pair of tuneable amplified femtosecond lasers (Coherent Opera), 
coupled with pulse shaping capability.
The theoretical developments made in coherent control in this system [2] 
incorporating sequences of arbitrary numbers o f pulses have suggested that it is 
possible, given a sufficient number of pulse, to achieve arbitrary vibrational quantum 
state populations. In a very elegant demonstration o f its power, the authors give an 
example o f a wave packet excited by transitions Na2+(v+ = 5-15) Na2(v' = 9) from 
the A state. The Frank-Condon overlap from the ground state diminishes the transition 
amplitude to V  = 9, which leads to unusual dynamics. These were made into regular 
Gaussian wave packet dynamics by increasing the V  = 9 state amplitude while 
simultaneously reducing that of v' = 8 by 50 % and  o f V  = 10 by 33% by application of 
five laser pulses timed at half-integer multiples of the classical vibrational period and
190
C h a p t e r  6
phase shifted in accordance with equations (4.31) and (4.32). Clearly the use of wave 
packet interference has been advanced from simple cases of completely constructive or 
destructive interference to subtle manipulation of the amplitudes. Such an experiment 
would certainly not be possible with nested Michelson interferometers as the loss of 
optical intensity would be too severe. However it may be possible with using the pulse- 
shaper soon to be brought into the lab. Pulse shapers can be set up to generate trains of 
transform-limited pulses in a way that has been shown to be equivalent to pulses 
delayed interferometrically [3].
6 .4  D e v e lo p m e n t  a n d  U s e  o f  G e n e t i c  A l g o r i t h m s  C o m b in e d  w i t h  
U l t r a  F a s t  P u l s e  S h a p in g
Our work on genetic algorithms has really only just started. The algorithm itself 
can be improved by including, as others have done, more sophisticated breeding and 
search strategies, and analysis of the evolutionary path the GA makes, as well as new 
features we feel are appropriate for the systems we study. In Rydberg electronic wave 
packet coherent control there are a number of systems where constraining the variation 
the shaped pulses to relatively simple functions might be a fruitful approach. In 
particular, systems where there is complex coupling between Rydberg series, such as 
H2. Experimentally we have yet to implement a GA plus pulse shaping experiment, but 
once this is done there is enormous potential for coherent control studies. Constraining 
the shapes a pulse shaper is allowed to make promises to be a powerful tool in 
unravelling the complex interactions between the light field and vibrational and 
electronic dynamics in molecular systems, and work is currently underway in our 
laboratory to build an experiment to exploit that power.
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A 1 In t r o d u c t io n
This appendix lists the Fortran code (mostly Fortran90 but with one Fortran77 
subroutine) for the genetic algorithm discussed in chapter 5. For brevity, only the code 
used to optimise the laser parameters in the chirped-pulse problem are included. The 
listing is divided into subroutines in the same way as the calling hierarchy within the 
program, which is shown in outline below. Preceding each listing is a short 
introductory paragraph.
n a _ g a _ f f t  
g a
p o p g e n  (for the first generation only)
b r e e d
m u t a t e
c o m p e t e
m a k e _ v a r
d o _ c a l c
c h i r p f f t  
c f _ o b j
e n e r g i e s
p e a k _ p o s
p e a k _ e r r
p o p s o r t
c o n v e r g e
o u t _ v a r
Figure A1 A n outline o f  the calling hierarchy for subroutines com prising the genetic 
algorithm  described in chapter 5. This particular im plem entation was used to 
optim ise the delay, phase and chirp o f  a laser pulse to m axim ise the d  Rydberg state 
population  o f  atom ic sodium  follow ing excitation by a transform -lim ited  pulse.
A 2  C o d e  L is t in g
The first listing is the main program and acts as the interface between the genetic 
algorithm (GA) and the particular problem of maximising the d  Rydberg population in a
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wave packet excited by a transform-limited laser pulse and a chirped pulse. Variables 
controlling the GA are read in from an external text file called g a  d a t a . t x t .  Their 
meanings are explained in the comments in the code below. Since this subroutine 
encompasses all the other subroutines, it can be used to control how many optimisations 
are carried out.
p r o g r a m  n a _ f f t _ g a
! n i n d i v  N u m b e r  o f  i n d i v i d u a l s  i n  p o p u l a t i o n .
! n e l e m  N u m b e r  o f  e l e m e n t s  i n  e a c h  i n d i v i d u a l  ( t h e  + 1  e l e m e n t  i s
u s e d  t o
I
e l e m e n t  i s
i
s t o r e  t h e  v a r i a b l e s  d e r i v e d  f r o m  e a c h  g e n e .  T h e  + 2
u s e d  t o  s t o r e  t h e  f i t n e s s  p a r a m e t e r .
! n d a t a  N u m b e r  o f  p a r m e t e r s  n e e d e d  i n  t h e  p r o b l e m  e g  t i m e  d e l a y ,
c h i r p ,
! p h a s e ,  e t c .
! r m u t  M u t a t i o n  r a t e .
! n u m t o p  N u m b e r  o f  t o p  i n d i v i d u a l s  u s e d  i n  b r e e d i n g  t h e  n e x t
p o p u l a t i o n .
! p o p  T h e  p o p u l a t i o n  o f  i n d i v i d u a l s .
! t o p f e w  T h e  t o p  f e w  i n d i v i d u a l s  s e l e c t e d  f o r  b r e e d i n g  t h e  n e x t  !
p o p u l a t i o n .
! n g e n  N u m b e r  o f  g e n e r a t i o n s .
! c o n v  C o n v e r g e n c e  t h r e s h o l d .
! i s t o p  I n t e g e r  s e t  t o  1  t o  i n d i c a t e  c o n v e r g e n c e
! g a  v a r i a b l e s
i m p l i c i t  d o u b l e  p r e c i s i o n  ( a - h , o - z )
i n t e g e r  : :  n i n d i v , n d a t a , n e l e m , n u m t o p ,  n g e n ,  i s t o p
d o u b l e  p r e c i s i o n , d i m e n s i o n  a l l o c a t a b l e  : :  p o p
d o u b l e  p r e c i s i o n , d i m e n s i o n  a l l o c a t a b l e  : :  t o p f e w
! r e a d  i n  g a  d a t a
o p e n  ( 1 ,  f i l e = ' g a _ d a t a . t x t ' )
r e a d  ( 1 , * )  n i n d i v , n d a t a , n e l e m , n u m t o p , r m u t ,  c o n v  
c l o s e  ( 1 )
a l l o c a t e ( p o p ( n i n d i v , n d a t a , n e l e m + 2 ) )
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a l l o c a t e ( t o p f e w ( n u m t o p , n d a t a , n e l e m + 2 ) )
d o  j = l , 5  ! n u m b e r  o f  o p t i m i s a t i o n s  t o  r u n
n g e n = l  ! i n c r e m e n t e d  i n s i d e  g a ( )  s u b r o u t i n e
i s t o p = 0  l v a l u e  s e t  t o  1  i n s i d e  c o n v e r g e  ( )  w h e n  c a l c u l a t i o n  h a s  
c o n v e r g e d ,  
d o
c a l l  g a ( p o p , n i n d i v ,  n d a t a ,  n e l e m ,  n u m t o p , t o p f e w , r m u t , n g e n )  
c a l l  c o m p e t e ( p o p , n i n d i v ,  n d a t a ,  n e l e m , n u m t o p , n g e n )  
c a l l  p o p s o r t ( p o p , n i n d i v ,  n d a t a ,  n e l e m , n u m t o p , t o p f e w )  
c a l l  c o n v e r g e ( p o p , n u m t o p ,  n d a t a ,  n e l e m , t o p f e w ,  &
& c o n v , i s t o p , n g e n ,  b e s t l a s t )  
c a l l  o u t _ v a r ( p o p , n i n d i v , n d a t a , n e l e m )  
i f ( i s t o p  = =  1 )  t h e n
c a l l  o u t _ v a r ( p o p ,  n i n d i v ,  n d a t a , n e l e m )  
e x i t
e n d  i f  
n g e n = n g e n + l
e n d  d o  
! e n d  d o
e n d  p r o g r a m  n a _ f f t _ g a
As its name suggests, this subroutine controls operation o f the genetic algorithm. In the 
first iteration a new population is generated by p o p g e n .  In subsequent generations, the 
breeding population is selected and the new population bread by calls to p o p s o r t ,  
b r e e d  and m u t a t e .
s u b r o u t i n e  g a ( p o p , n i n d i v , n d a t a , n e l e m ,  n u m t o p ,  t o p f e w , r m u t , n g e n )  
i m p l i c i t  d o u b l e  p r e c i s i o n  ( a - h , o - z )
d o u b l e  p r e c i s i o n , d i m e n s i o n  ( n i n d i v , n d a t a , n e l e m + 2 ) : :  p o p
d o u b l e  p r e c i s i o n , d i m e n s i o n  ( n u m t o p , n d a t a , n e l e m + 2 ) : :  t o p f e w
i n t e g e r  : :  n i n d i v , n d a t a , n e l e m , n u m t o p
p r i n t * ,  " g e n e r a t i o n  " ,  n g e n
i f  ( n g e n  = =  1 )  t h e n
c a l l  p o p g e n  ( p o p , n i n d i v , n d a t a ,  n e l e m )
e l s e
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c a l l  b r e e d ( p o p , n i n d i v , n d a t a , n e l e m , n u m t o p , t o p f e w )  
c a l l  m u t a t e ( p o p , n i n d i v , n d a t a , n e l e m ,  r m u t )
e n d  i f
e n d  s u b r o u t i n e  g a
The p o p g e n  subroutine generates the first population, and so runs only once for each 
run of the genetic algorithm. It uses the intrinsic Fortran functions RANDOM SEED 
and RANDOM_NUMBER to generate an initial population comprising a 3D array of 
double-precision random numbers. The range of these numbers is between 0 and 1, but 
can be moved by the parameters SHIFT and SCALE.
s u b r o u t i n e  p o p g e n ( p o p , n i n d i v , n d a t a , n e l e m )
i m p l i c i t  d o u b l e  p r e c i s i o n  ( a - h , o - z )  
i n t e g e r  : :  i , j , n i n d i v , n d a t a ,  n e l e m
d o u b l e  p r e c i s i o n , d i m e n s i o n ( n i n d i v , n d a t a ,  n e l e m + 2 )  : :  p o p  
p a r a m e t e r  S H I F T = 0 . 0 D 0  
p a r a m e t e r  S C A L E = 1 . D 0
! R a n d o m _ s e e d  e n s u r e s  t h a t  e a c h  t i m e  r a n d o m _ n u m b e r ( )  i s  c a l l e d  a  
d i f f e r e n t
! s e t  o f  r a n d o m  n u m b e r s  i s  g e n e r a t e d
c a l l  R A N D O M _ S E E D
c a l l  R A N D O M _ N U M B E R ( p o p )
! S h i f t  t h e  r a n d o m  n u m b e r  r a n g e  ( e g  - 0 . 5  t o  + 0 . 5  i n s t e a d  o f  0  t o  1 )  
p o p  =  p o p  +  S H I F T
! S c a l e  t h e  r a n d o m  n u m b e r  r a n g e  
p o p  =  p o p  *  S C A L E
! S e t  e l e m e n t  f o r  v a r i a b l e  & f i t n e s s  p a r a m e t e r  s t o r a g e  ( n e l e m + 1  a n d  
n e l e m + 2 )
! t o  z e r o  
d o  i = l ,  n i n d i v
d o  j = l , n d a t a
p o p  ( i , j , n e l e m + 1 ) =  0 . DO 
p o p  ( i , j , n e l e m + 2 )  =  0 . DO
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e n d  d o
e n d  d o
e n d  s u b r o u t i n e  p o p g e n
This subroutine sorts the individuals according to their fitness parameter, which is 
stored in element ( 1 , 2 , 1 )  of the population array, pop. Since the objective is to 
minimise the error in the peak positions of a spectrum, sorting is to smallest first. The 
sorting algorithm keeps looping through the fitness parameters, comparing values and 
swapping them, until it makes no swaps. At each swap the whole pair of 2D arrays is 
exchanged. The best few individuals are copied into an array called topfew,  which is 
then used in the b r e e d  subroutine.
s u b r o u t i n e  p o p s o r t  ( p o p , n i n d i v , n d a t a , n e l e m ,  n u m t o p , t o p f e w )
i m p l i c i t  d o u b l e  p r e c i s i o n  ( a - h , o - z )  
i n t e g e r  : :  n i n d i v , n d a t a , n e l e m , n s w a p s
d o u b l e  p r e c i s i o n , d i m e n s i o n  ( n i n d i v , n d a t a ,  n e l e m + 2 ) :  : p o p  
d o u b l e  p r e c i s i o n , d i m e n s i o n ( n u m t o p , n d a t a ,  n e l e m + 2 ) :  : t o p f e w
n s w a p s = 0
! S o r t  p o p u l a t i o n  b y  d e c r e a s i n g  f i t n e s s  p a r a m e t e r  
d o
d o  i = l ,  n i n d i v - 1
! C o m p a r e  t h e  f i t n e s s  e l e m e n t  ( p o p ( i , 1 , n e l e m + 2 ) )  o f  e a c h  
! i n d i v i d u a l
i f  ( p o p ( i , 1 , n e l e m + 2 ) >  p o p ( i + 1 , 1 , n e l e m + 2 ) )  t h e n  
n s w a p s  =  n s w a p s  +  1
! l o o p  t h r o u g h  i n d i v i d u a l s '  e l e m e n t s  t o  s w a p  t h e m  
d o  j = l ,  n d a t a
d o  k = l , ( n e l e m + 2 )
t e m p  =  p o p ( i + l , j , k )
p o p ( i  +  1 ,  j  ,  k )  =  p o p ( i , j , k )
p o p ( i , j , k )  =  t e m p
e n d  d o
e n d  d o
e n d  i f
e n d  d o
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i f  ( n s w a p s  = =  0 )  e x i t  ! e x i t  i f  n o  s w a p s  m a d e :  s o r t  c o m p l e t e  
n s w a p s  =  0  ! r e s e t
e n d  do
! P u t  b e s t  ' n u m t o p '  i n d i v i d u a l s  i n  a r r a y  t o p f e w  
d o  i  =  l , n u m t o p
d o  j = l , n d a t a
d o  k = l ,  n e l e m + 2
t o p f e w ( i ,  j  ,  k ) = p o p ( i , j  ,  k )
e n d  d o
e n d  d o
e n d  d o
p r i n t * ,  ' t o p  v a r i a b l e s '  
p r i n t * ,  ' d e l a y  =  ' , t o p f e w ( 1 , 1 , n e l e m + 1 ) 
p r i n t * ,  ' p h a s e  =  ' , t o p f e w ( 1 , 2 , n e l e m + 1 ) 
p r i n t * ,  ' c h i r p  = '  , t o p f e w ( 1 , 3 , n e l e m + 1 )
e n d  s u b r o u t i n e  p o p s o r t
The b r e e d  subroutine produces a new population from the best individuals from the 
previous population. Pairs of individuals from the t o p f e w  population are selected at 
random to be bread together. Elements from each individual are then randomly used to 
create a new individual. In this process, elements keep their place, i.e. the 20th element
xL
of one parent becomes the 20 element of the offspring.
s u b r o u t i n e  b r e e d ( p o p , n i n d i v , n d a t a , n e l e m ,  n u m t o p ,  t o p f e w )
i m p l i c i t  d o u b l e  p r e c i s i o n  ( a - h , o - z )  
i n t e g e r  : :  n i n d i v , n d a t a , n e l e m , n u m t o p
d o u b l e  p r e c i s i o n , d i m e n s i o n ( n i n d i v ,  n d a t a ,  n e l e m + 2 ) :  : p o p  
d o u b l e  p r e c i s i o n , d i m e n s i o n  ( n u m t o p , n d a t a , n e l e m + 2 ) :  : t o p f e w
c a l l  R A N D O M _ S E E D
! l o o p  t o  g e n e r a t e  n e w  p o p u l a t i o n  
d o  i = l , n i n d i v
! r a n d o m l y  s e l e c t  2  i n d i v i d u a l s  f r o m  t o p f e w  a r r a y  
d o
c a l l  R A N D O M _ N U M B E R ( w h o l )  
c a l l  R A N D O M  N U M B E R ( w h o 2 )
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! r e s c a l e  w h o N  t o  n u m b e r  o f  t o p  i n d i v i d u a l s ,  N U M T O P  ( N U M T O P - 1  s o  
! a d d i n g  d o e s  n o t  g o  o u t  o f  r a n g e )  
w h o l  =  w h o l  *  n u m t o p  
w h o 2  =  w h o 2  *  n u m t o p  
i w h o l  =  i n t ( w h o l )  
i w h o 2  =  i n t ( w h o 2 )
i w h o l  =  i w h o l  +  1  ! a d d  1 b e c a u s e  a r r a y s  s t a r t  a t  1 n o t  0  
i w h o 2  =  i w h o 2  +  1
! c h e c k  t h e y  a r e  n o t  t h e  s a m e
i f  ( i w h o l  . N E .  i w h o 2 )  t h e n  
e x i t
e l s e
c y c l e  ! c a l l  R A N D O M _ N U M B E R ( w h o 2 )
e n d  i f
e n d  d o
! l o o p  t h r o u g h  n e w  i n d i v i d u a l ' s  e l e m e n t s  f i l l i n g  f r o m  p a r e n t s  
d o  j = l , n d a t a
d o  k = l , n e l e m
c a l l  R A N D O M _ N U M B E R ( a o r b )
! s e l e c t  w h i c h  p a r e n t  t o  t a k e  e l e m e n t  f r o m  
i f  ( a o r b  < =  0 . 5 )  t h e n
p o p ( i , j , k )  =  t o p f e w ( i w h o l , j , k )  
e l s e  ! a o r b  m u s t  b e  >  0 . 5  a n d  < = 1
p o p ( i , j , k )  =  t o p f e w ( i w h o 2 , j , k )
e n d  i f  
e n d  d o  ! k  
e n d  d o  ! j  
e n d  d o  ! i
! s e t  t h e  a u x i l i a r y  e l e m e n t s  t o  0  t o  s t o p  p r e v i o u s  f i t n e s s  p a r a m e t e r s  
e t c .
! c a r r y i n g  t o  n e w  g e n e r a t i o n  
d o  i = l , n i n d i v
d o  j = l , n d a t a
p o p  ( i , j , n e l e m + 1 ) =  0 . DO 
p o p ( i , j , n e l e m + 2 ) =  0 . DO
e n d  d o
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e n d  d o
e n d  s u b r o u t i n e  b r e e d
The m u t a t e  subroutine makes a number of random changes to the elements of the new 
population generated by b r e e d .  The extent of mutation is controlled by r m u t ,  a value 
read from the g a _ d a t a . t x t  file. Mutation is achieved by replacing a randomly 
selected element (gene) by a randomly generated number.
s u b r o u t i n e  m u t a t e  ( p o p , n i n d i v , n d a t a , n e l e m , r m u t )
i m p l i c i t  d o u b l e  p r e c i s i o n  ( a - h , o - z )  
i n t e g e r  : :  n i n d i v , n d a t a , n e l e m
d o u b l e  p r e c i s i o n , d i m e n s i o n ( n i n d i v , n d a t a ,  n e l e m + 2 ) : :  p o p
! C a l c u l a t e  h o w  m a n y  m u t a t i o n s  t o  m a k e  t o  e a c h  i n d i v i d u a l  
d n m u t  =  r m u t * n e l e m  
i n m u t  =  i n t ( d n m u t )  
c a l l  R A N D O M _ S E E D
! L o o p  t h r o u g h  p o p u l a t i o n  
d o  i = l ,  n i n d i v
d o  j = l , n d a t a
( P e r f o r m  i n u m t  m u t a t i o n s  
d o  k = l ,  i n m u t
c a l l  R A N D O M _ N U M B E R ( e l e m )
! s c a l e  t o  n u m b e r  o f  e l e m e n t s
e l e m  =  e l e m  *  n e l e m
i e l e m  =  i n t ( e l e m )
i e l e m  =  i e l e m  +  1
c a l l  R A N D O M _ N U M B E R ( d m u t )
( r e p l a c e  a n  e l e m e n t  i n  t h e  i t h  i n d i v i d u a l  
p o p  ( i , j , i e l e m ) = d m u t * l . d O  
e n d  d o  ! i  
e n d  d o  ! j  
e n d  d o  ! i
e n d  s u b r o u t i n e  m u t a t e
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The c o m p e t e  subroutine marshals competition between the individuals by calling the 
subroutine m a k e  v a r  to make useful variables from the genes and then calling 
d o _ c a l c  to use the variables.
s u b r o u t i n e  c o m p e t e  ( p o p , n i n d i v , n d a t a ,  n e l e m ,  n u m t o p , n g e n )
i m p l i c i t  d o u b l e  p r e c i s i o n  ( a - h , o - z )
i n t e g e r  : :  n i n d i v , n d a t a , n e l e m , n u m t o p , n g e n
d o u b l e  p r e c i s i o n , d i m e n s i o n ( n i n d i v ,  n d a t a ,  n e l e m + 2 ) :  : p o p
d o u b l e  p r e c i s  i o n , d i m e n s i o n ( n u m t o p )  : : t o p f e w
I d o u b l e  p r e c i s i o n , d i m e n s i o n ( 2 ,  5 0 )  : :  s w p , d w p
! c a l l  s u b r o u t i n e  t o  m a k e  u s e f u l  v a r i a b l e s  o u t  o f  g a  p o p u l a t i o n  
c a l l  m a k e _ v a r ( p o p , n i n d i v , n d a t a ,  n e l e m )
! u s e  v a r i a b l e s  i n  c a l c u l a t i o n  
c a l l  d o _ c a l c ( p o p , n i n d i v , n d a t a ,  n e l e m )
e n d  s u b r o u t i n e  c o m p e t e
m a k e  v a r  generates useful variables from the genes o f each individual. For each 
variable, the average value of the genes is calculated, then scaled and shifted into a 
suitable range. The variable is then stored in element ( n e l e m + 1 ) of the p o p  array for 
use by the d o _ c a l c  subroutine.
s u b r o u t i n e  m a k e _ v a r ( p o p , n i n d i v , n d a t a ,  n e l e m )
i m p l i c i t  d o u b l e  p r e c i s i o n  ( a - h , o - z )  
i n t e g e r  : :  n i n d i v , n d a t a , n e l e m , n g e n
d o u b l e  p r e c i s i o n , d i m e n s i o n  ( n i n d i v , n d a t a ,  n e l e m + 2 ) :  : p o p
d e l = 3 . 0 d 0  ! s c a l e  r a n g e  f o r  d e l a y s  
d e l _ s h = 0 . d 0  ! s h i f t  t h e  t i m e  d e l a y  
p h s _ s c = 5 . d 0  ! s c a l e  r a n g e  f o r  p h a s e s  
p h s _ s h = - 2 . 5 d 0  ! s h i f t  t h e  p h a s e  
c h p _ s c = 5 . d 0  ! s c a l e  r a n g e  f o r  c h i r p s  
c h p _ s h = - 2 . 5 d 0  ! s h i f t  r a n g e  f o r  c h i r p s
! e l e m e n t s  a r e  s u m m e d  a n d  s t o r e d  i n  t h e  ' n e l e m + 1 ' t h  e l e m e n t
200
A p p e n d ix
d o  i = l , n i n d i v
d o  j = l , n d a t a  
s u m = 0
d o  k = l ,  n e l e m
s u m = s u m + p o p ( i ,  j  ,  k )
e n d  d o
s u m  =  s u m / n e l e m  
p o p  ( i , j , n e l e m + 1 ) = s u m
e n d  d o
e n d  d o
! s c a l e s  a n d  s h i f t s  t h e  s u m  t o  m a k e  i t  a  u s e f u l  v a r i a b l e  f o r  d o _ c a l c  
d o  i = l , n i n d i v
p o p ( i , 1 , n e l e m + 1 ) =  ( p o p ( i , 1 ,  n e l e m + 1 ) * d e l ) + d e l _ s h  
p o p ( i ,  2 ,  n e l e m + 1 ) =  ( p o p ( i , 2 , n e l e m + 1 ) * p h s _ s c ) + p h s _ s h  
p o p ( i ,  3 , n e l e m + 1 )  =  ( p o p ( i , 3 , n e l e m + 1 ) * c h p _ s c ) + c h p _ s h
e n d  d o
e n d  s u b r o u t i n e
The d o _ c a l c  subroutine runs through the current population, sets up the laser pulse 
parameters used to calculate the spectrum and calls the subroutines to calculate the 
spectrum. It also instigates comparison of the spectrum with the objective
s u b r o u t i n e  d o _ c a l c ( p o p , n i n d i v , n d a t a , n e l e m )
i m p l i c i t  d o u b l e  p r e c i s i o n  ( a - h , o - z )  
i n t e g e r  : :  n i n d i v , n d a t a , n e l e m , n u m t o p
d o u b l e  p r e c i s i o n , d i m e n s i o n  ( n i n d i v , n d a t a ,  n e l e m + 2 ) : :  p o p
d o u b l e  p r e c i s i o n , d i m e n s i o n ( 2 , 5 0 0 0 )  : :  s p e c t  ! r e s u l t  o f  c u r r e n t  c a l c
d o u b l e  p r e c i s i o n , d i m e n s i o n ( 2 0 ) : :  d e l a y , p h a s e , p h i  
! d o u b l e  p r e c i s i o n , d i m e n s i o n ( 2 , 5 0 ) : :  s w p ,  d w p
d o  i = l , n i n d i v
i t h i s  =  i
! g e t  v a r i a b l e s  f r o m  p o p ( i , j , k )  a r r a y  
l a n d  b u i l d  a r r a y s  d e l a y ( i ) ,  p h a s e  ( i )  a n d  p h i  ( i )  
d e l a y ( l )  =  0 . d O  ! p o p ( i , 1 , n e l e m + 1 )  
p h a s e ( l )  =  0 . d O  I p o p ( i , 2 , n e l e m + 1 )
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p h i ( l )  =  0 . d O  ! p o p ( i , 3 , n e l e m + 1 )  
d e l a y ( 2 )  =  p o p  ( i , 1 , n e l e m + 1 )  
p h a s e ( 2 )  =  p o p ( i , 2 , n e l e m + 1 )  
p h i  ( 2 )  =  p o p ( i , 3 , n e l e m + 1 )
! c h i r p  f f t  c a l c
c a l l  c h i r p f f t  ( d e l a y , p h a s e , p h i , s p e c t )  
c a l l  c f _ o b j  ( s p e c t , i t h i s ,  f i t )
! w r i t e  t h e  f i t n e s s  p a r a m e t e r  f o r  t h i s  i n d i v i d u a l  t o  p o p ( )  a r r a y  
p o p ( i t h i s , 1 , n e l e m + 2 )  =  f i t
e n d  d o
e n d  s u b r o u t i n e
This Fortran77 subroutine, c h i r p f f t ,  calculates the spectrum of the laser pulses with 
the delay, phase and chirp for one individual. The laser wavelength is determined from 
the spectroscopic details for the excitation being modelled. In this case, a two-colour 
excitation o f the Rydberg states of atomic sodium lying around n = 35. The subroutine 
calls a FFT routine, f  o u r l ,  from ref. [1], the text of which is not included.
s u b r o u t i n e  c h i r p f f t ( d e l a y , p h a s e , p h i ,  s p e c t )  
i m p l i c i t  d o u b l e  p r e c i s i o n  ( a - h , o - z )
d i m e n s i o n  t f i e l d ( l O O O O O O O ) , f i e l d ( 1 0 0 0 0 0 0 0 )  ,  d a t a ( 1 0 0 0 0 0 0 0 )  
d i m e n s i o n  d e l a y ( 1 0 ) , p h a s e  ( 1 0 ) , t d e l a y ( 1 0 ) , p h i ( 1 0 ) , a ( 1 0 )  
d i m e n s i o n  a l p h a ( 1 0 ) , t p  ( 1 0 ) , c h i r p ( 1 0 ) , a d d p h s ( 1 0 )  
d i m e n s i o n  s p e c t  ( 2 ,  5 0 0 0 )
c  A s s i g n  v a l u e s  t o  s p e c t r o s o p i c  v a r i a b l e s  a n d  p u l s e s .
c  I o n i s a t i o n  p o t e n t i a l ,  l a u n c h  s t a t e  a n d  s y s t e m - s p e c i f i c  R y d b e r g
f
c o n s t a n t  i n  
c  w a v e n u m b e r s . 
x i p  =  4 1 4 4 9 . 4 5  
x l a u n c h  = 1 6 9 7 3 . 3 6 8  
R y d  = 1 0 9 7 3 4 . 5
c  A v e r a g e  n  i n  w a v e  p a c k e t ,  p u l s e  w i d t h  ( N O T E :  t h i s  i s  w i t h o u t  t h e  
2 1 n 2  f a c t o r ) . 
x n  =  3 5 . 0  
p u l s e  =  0 . 5 9 5
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c  T o t a l  n u m b e r  o f  p u l s e s ,  
n p u l s e  =  2
c  F T  p a r a m e t e r s :  t s t e p  =  t i m e  s t e p s i z e ;  a r r a y  s i z e  i s  2 / sn p o w e r .  
t s t e p  =  0 . 0 0 0 5  
n p o w e r  =  1 9
a u t i m e = 2 . 4 1 8 8 8 4 3 2 6 5 0 5 d - 5  
a u = 0 . 5 d 0 / 1 0 9 7 3 7 . 3 1 5 6 8 5 2 5 7 3 d 0  
d l n 2 = 0 . 6 9 3 1 4 7 1 8 d 0  
f a c t = 2 . O d O * d l n 2  
p i = 3 . 1 4 1 5 9 2  6 5 4 d 0
c  S e t  t h e  i n i t i a l  p u l s e  p a r a m e t e r s  ( a t o m i c  u n i t s )  . 
d o  i = l , n p u l s e
c h i r p ( i ) = p u l s e * d s q r t ( 1 . O d O  +  4  . 0 d 0 * p h i ( i ) * * 2 / p u l s e * * 4 )  
a l p h a ( i ) - 2 . 0 d 0 * p h i  ( i ) / ( p u l s e * c h i r p ( i ) ) * * 2  
a l p h a ( i ) = a l p h a  ( i ) * a u t i m e * * 2  
c  t p  i s  t h e  p u l s e  d u r a t i o n  a s s u m i n g  G a u s s i a n .  N O T E  t h a t  t p A 2  i s  
d e f i n e d  a s  
c  ( F W H M A 2 ) / 2 1 n 2
t p ( i ) = d a b s ( c h i r p ( i ) ) / a u t i m e
e n d  d o
o m e g a = ( x i p - x l a u n c h - R y d / x n * * 2 ) * a u
c  a d d p h s  a c c o u n t s  f o r  t h e  e n e r g y  t e r m  
d o  i = l , n p u l s e
t a u ^ d e l a y ( i ) * 2 . 0 d 0 * p i * x n * * 3  
p h a s e n = ( o m e g a * t a u ) / ( 2 . 0 d 0 * p i )  
a d d p h s ( i ) ~ 2 . O d O *  ( d i n t  ( p h a s e n ) - p h a s e n )  
t d e l a y ( i ) = d e l a y ( i ) * 2 . 0 d 0 * p i * x n * * 3  +
( p h a s e ( i ) + a d d p h s ( i ) ) * p i / o m e g a  
e n d  d o
c  S e t  u p  t i m e  g r i d  s o  t h a t  t h e  n u m b e r  o f  p o i n t s  i s  2 A n p o w e r  a s
r e q u i r e d  b y  F F T
t m i n = - 5 . O d O * c h i r p ( 1 )
t m a x = ( 2 . 0 d 0 * * n p o w e r ) * t s t e p  +  t m i n
c  G e n e r a t e  t h e  c o m p l e x  G a u s s i a n  e l e c t r i c  f i e l d  p u l s e  s e q u e n c e  
k = 0
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d o  t = t m i n / a u t i m e , t m a x / a u t i m e , t s t e p / a u t i m e  
k = k + l
d o  i  =  l , n p u l s e
a ( i ) = d e x p ( - ( ( t - t d e l a y ( i ) ) / t p ( i ) ) * * 2 )  
f i e l d ( 2 * k - l ) = f i e l d ( 2 * k - l ) +
c o s ( o m e g a * ( t - t d e l a y ( i )  ) + a l p h a ( i ) * ( t - t d e l a y  ( i ) ) * * 2 ) * a  ( i )  
f i e l d ( 2 * k ) = f i e l d ( 2 * k ) -
s i n ( o m e g a * ( t - t d e l a y ( i )  ) + a l p h a ( i ) * ( t - t d e l a y  ( i ) ) * * 2 ) * a ( i )
e n d  d o
d a t a ( 2 * k - l ) = f i e l d ( 2 * k - l )  
d a t a ( 2 * k ) = f i e l d ( 2 * k )  
i f ( k . e q . 2 * * n p o w e r )  e x i t
e n d  d o
c  F o u r i e r  t r a n s f o r m  
c a l l  f o u r l ( d a t a , k , 1 )
c  S e t  w a v e n u m b e r  s c a l e
f s t e p = l . O d O / ( t s t e p * l . O d - 1 2 * ( 2 . O d O * * n p o w e r )  ) 
w a v s t e p = f s t e p / 2 . 9 9 7 9 2 4 5 8 d l 0
c  E x t r a c t  t h e  a b s o l u t e  v a l u e s  a n d  t h e  a r g u m e n t  ( i . e .  t h e  p h a s e )  
u n w r a p = 0 . O d O  
o l d a r g = 0 . O d O
j  =  l
d o  i = l , k / 2
x = d a t a ( 2 * i - l ) 
y = d a t a ( 2 * i )  
c  T h e  a b s o l u t e  v a l u e  o f  t h e  F T
f t = d s q r t ( x * * 2 + y * * 2 )  
c  T h e  p h a s e  o f  t h e  F T  i n  u n i t s  o f  p i
a r g = d a t a n 2 ( y , x ) / p i
i f ( a r g + u n w r a p . I t . o l d a r g )  u n w r a p = u n w r a p + 2 . O d O
a r g = a r g + u n w r a p
o l d a r g = a r g
w a v e n u m = d f l o a t ( i ) * w a v s t e p  
w i d = 4  0 . O d O
i f ( ( w a v e n u m . g t . ( o m e g a / a u - w i d )  ) . a n d . ( w a v e n u m . I t . ( o m e g a / a u + w i d ) ) )
t h e n
f t = l . 0 d - 6 * f t * * 2
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c  N o t e  t h a t  t h e  s q u a r e  o f  t h e  F T  i s  w r i t t e n  o u t  o v e r  a
l i m i t e d
c  f r e q u e n c y  r a n g e
s p e c t  ( 1 , j ) = w a v e n u m  
s p e c t  ( 2 , j ) = f t / 2 0 . d 0  
j = j + l
e n d  i f
e n d  d o
c  R e s e t  a l l  v a r i a b l e s  t o  z e r o  t o  p r e v e n t  p r o p a g a t i o n  o f  v a l u e s  
t f i e l d = 0 . d O , f i e l d = 0 . d O ,
d a t = 0 . d O , d e l a y = 0 . d O , p h a s e = 0 . d O , t d e l a y = 0 . d O , p h i = 0 . d O  
a = 0 . d O , a l p h a = 0 . d O , t p = 0 . d O , c h i r p = 0 . d O ,  a d d p h s  =  0 . d O , w a v e n u m = 0 . d O
e n d  s u b r o u t i n e
Subroutine c f _ o b j  controls comparison of the calculated spectrum from each 
individual to the objective in order to generate the fitness parameters.
s u b r o u t i n e  c f _ o b j ( s p e c t , i t h i s , f i t )  
i m p l i c i t  n o n e
i n t e g e r  : :  i ,  i t h i s ,  n r y d ,  n e r r  
d o u b l e  p r e c i s i o n  : :  f i t ,  e r r  
d o u b l e  p r e c i s i o n , d i m e n s i o n ( 2 ,  5 0 0 0 )  : :  s p e c t
d o u b l e  p r e c i s i o n , d i m e n s i o n ( 2 , 5 0 )  : :  s w p ,  d w p
d o u b l e  p r e c i s i o n , d i m e n s i o n ( 2 , 5 0 )  : :  p e a k s , t r o f s
! g e n e r a t e  s o d i u m  e n e r g i e s  
c a l l  e n e r g i e s ( s w p , d w p )
! f i n d  t h e  p e a k s  i n  t h e  s p e c t r u m  f r o m  t h e  f f t  
c a l l  p e a k _ p o s ( s p e c t ,  p e a k s , t r o f s )
c a l l  p e a k _ e r r ( p e a k s , t r o f s , d w p , e r r ) ! o n l y  c o m p a r e s  d  p e a k s
! a s s i g n  t h e  f i t n e s s  p a r a m e t e r  f o r  t h i s  i n d i v i d u a l  
f i t  =  e r r
! r e s e t  t h e  w h o l e  f f t  a r r a y  t o  z e r o  r e a d y  f o r  n e x t  i n d i v i d u a l
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s p e c t  =  O . d O  
s w p = 0 . d O  
d w p = 0 . d O
e n d  s u b r o u t i n e
This subroutine calculates the energies of the 5 and d  states relative to the intermediate. 
The corresponding oscillator strengths and transition intensities are then calculated. 
These values form the objective against which are measured the spectra generated for 
each individual.
s u b r o u t i n e  e n e r g i e s  ( s w p , d w p )  
i m p l i c i t  d o u b l e  p r e c i s i o n  ( a - h ,  o - z )
d o u b l e  p r e c i s i o n , d i m e n s i o n ( 2 0 )  : :  s _ e n ,  d _ e n ,  s _ i n t e n s ,  d _ i n t e n s ,  o s ,
o d ,  d o u b l e  p r e c i s i o n , d i m e n s i o n ( 2 0 )  : :  s _ t r a n s ,  d _ t r a n s
d o u b l e  p r e c i s i o n , d i m e n s i o n ( 2 , 2 0 )  : :  e n ,  t r a n s ,  s w p ,  d w p
p a r a m e t e r  c = 2 . 9 9 7 9 2 4 5 8 0 0 2 e l 0 ,  p i = 3 . 1 4 1 5 9 2 6 5 4  
r e a l  n _ a v
i r y d  =  2 0
! S e t  u p  i n  s p e c t r o s c o p y  d a t a
n _ a v = 3 5 ,  w i n t = 1 6 9 7 3 . 3 6 8 ,  f w h m _ t = 0 . 7 5 ,  n m i n = 3 0 ,  n m a x = 4 0 ,  n s t e p = l ,  
t m i n = 3 0 ,  t m a x = 4 5 ,  t s t e p = 0 . 0 1 ,  w i p = 4 1 4 4 9 . 4 5 1 ,  r y d = l 0 9 7  3 4 . 6 9 7 ,  q d s = 1 . 3 5 ,  
q d d = 0
f w h m = ( ( 8 0 6 5 . 4 6 5 * 0 . 4 4 1 )  /  ( 2 4 1 .  7 9 6 5 9 * f w h m _ t ) )
! C a l c u l a t e  t c i ,  p i  i n  p s ,  r e v i v a l  t i m e  a n d  e x c i t a t i o n  e n e r g y  
t c l = 2 * p i * ( n _ a v * * 3 ) * 2 . 4 1 8 8 8 4 3 d - 5  
a v _ e n = w i p - w i n t - ( r y d / ( n _ a v * * 2 ) ) 
t _ r e v = ( n _ a v * t c l ) / 3
! C a l c u l a t e  e n e r g i e s ,  o s c i l l a t o r  s t r e n g t h s  a n d  t r a n s i t i o n  i n t e n s i t i e s  
d o  9 9  n = l , i r y d
n q  =  n m i n  +  n  -  1  ! m o v e  n q  s i n c e  n  s t a r t s  a t  o n e  
s _ e n ( n ) = w i p - w i n t - ( r y d / ( ( n q - q d s )  * * 2 )  ) 
o s ( n ) = ( 1 . 0 d 0 * s _ e n ( n ) ) / ( n q * * 3 )
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s _ i n t e n s ( n ) = d e x p ( ( - 4 * ( d l o g ( 2 . O d O ) ) * ( s _ e n ( n ) -  
a v _ e n ) * * 2 ) / ( f w h m * * 2 ) )
s _ t r a n s ( n ) = o s ( n ) * s _ i n t e n s ( n )
d _ e n ( n ) = w i p - w i n t - ( r y d / ( ( n q - q d d ) * * 2 ) )
o d ( n ) = ( 2 . O d O * d _ e n ( n ) ) / ( n q * * 3 )
d _ i n t e n s ( n ) = d e x p ( ( - 4 . 0 * d l o g ( 2 . O d O ) * ( d _ e n ( n ) -  
a v _ e n ) * * 2 ) / ( f w h m * * 2 ) )
d _ t r a n s ( n ) = o d  ( n ) * d _ i n t e n s ( n )
! p u t  e n e r g i e s  a n d  i n t e n s i t i e s  i n  a r r a y s  f o r  r e t u r n  t o  c a l l i n g  
p r o g r a m
s w p ( 1 , n ) = s _ e n ( n )  
s w p ( 2 , n ) = s _ t r a n s ( n )  
d w p ( 1 , n ) = d _ e n ( n )  
d w p ( 2 ,  n ) = d _ t r a n s ( n )
9 9  c o n t i n u e
e n d  s u b r o u t i n e  e n e r g i e s
This subroutine finds all the peaks and troughs in the spectrum calculated by the 
c h i p t f f t  subroutine. Peaks are located by calculating the gradient between adjacent 
pairs of data from the spectrum (which is sufficiently smooth to allow this to work), 
then finding where, and in which direction, the gradient passes through zero. The peak 
positions are then compared to the objective peak positions in the p e ak  e r r  
subroutine.
s u b r o u t i n e  p e a k _ p o s ( s p e c t , p e a k s , t r o f s )  
i m p l i c i t  n o n e
i n t e g e r  : :  i , j , k , n p k s , n t r f  
d o u b l e  p r e c i s i o n  : :  g r a d ,  p r e v
d o u b l e  p r e c i s i o n , d i m e n s i o n ( 2 , 5 0 )  : :  p e a k s , t r o f s
d o u b l e  p r e c i s i o n ,  d i m e n s i o n ( 2 , 5 0 0 0 )  : :  s p e c t
d o u b l e  p r e c i s i o n ,  p a r a m e t e r  : : t h r e s h o l d = 0 . O l d O
k = l  
j  =  l
p r e v = 0 . d O  
d o  i = l , 2 7 5 1 - 1
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g r a d  =  s p e c t  ( 2 , i  +  1 ) - s p e c t ( 2 , i )
! f i n d  p e a k s
i f  ( ( g r a d  . I t .  O . d O )  . a n d .  ( p r e v  . g t . 0 . d 0 ) ) t h e n  
i f  ( s p e c t ( 2 , i )  . g e . t h r e s h o l d ) t h e n  
p e a k s ( l , j )  =  s p e c t ( 1 ,  i )  
p e a k s ( 2 , j )  =  s p e c t ( 2 , i )  
j = j + l
e n d  i f
e n d  i f
! f i n d  t r o u g h s
i f  ( ( g r a d  . g t . O . d O )  . a n d .  ( p r e v  . I t .  0 . d 0 ) ) t h e n  
i f ( s p e c t  ( 2 , i )  . g e . t h r e s h o l d ) t h e n  
t r o f s ( l , k )  =  s p e c t  ( 1 ,  i )  
t r o f s ( 2 , k )  =  s p e c t  ( 2 , i )  
k = k + l
e n d  i f
e n d  i f  
p r e v  =  g r a d
e n d  d o
n p k s = j - 1  
n t r f = k - l
e n d  s u b r o u t i n e  p e a k _ p o s
The p e a k e r r  subroutine calculates the difference between the positions of the 
spectral peaks and the d  Rydberg states. The total error is calculated from the sum of 
the squares o f the differences for all the peaks. The error in each peak position is 
weighted by the peak intensity so that central states, n = 34, 35 and 36, contribute more 
strongly to the total error. The total error becomes the fitness parameter for each 
individual.
s u b r o u t i n e  p e a k _ e r r  ( s p _ p k s , s p _ t f s , w p _ p k s ,  e r r )  
i m p l i c i t  n o n e
i n t e g e r  : :  i ,  j  ,  f i l e s t a t , i d x s ,  i d x w
d o u b l e  p r e c i s i o n  : :  m a x s , m a x w , e r r ,  n e r r ,  p e r r
d o u b l e  p r e c i s i o n , d i m e n s i o n ( 2 , 5 0 )  : :  w p _ p k s ,  s p _ p k s , s p _ t f s
208
A p p e n d ix
p e r r  =  O . d O ,  n e r r  =  O . d O ,  e r r  =  O . d O  ! s e t  a l l  e r r o r s  t o  z e r o
! f i n d  m a x i m u m  h e i g h t  i n  e a c h  a r r a y  
m a x s  =  s p _ p k s ( 2 , l )  
m a x w  =  w p _ p k s ( 2 , l )  
i d x s  =  1  
i d x w  =  1  
d o  i = l , 5 0
i f  ( s p _ p k s ( 2 , i )  >  m a x s ) t h e n  
m a x s  =  s p _ p k s ( 2 , i )  
i d x s  =  i
e n d  i f
i f  ( w p _ p k s ( 2 , i )  >  m a x w )  t h e n  
m a x w  =  w p _ p k s ( 2 , i )  
i d x w  =  i
e n d  i f
e n d  d o
! a d d  d i f f e r e n c e  i n  e n e r g y  o f  m a x i m a l  p e a k s  t o  t h e  e r r o r  
e r r = ( s p _ p k s ( 1 , i d x s ) - w p _ p k s ( 1 , i d x w )  ) * * 2
! m o v e  o u t w a r d  f r o m  m a x i m a ,  a d d i n g  u p  e r r o r s
j=l
d o
i f ( ( i d x s + j  . l e .  3 0 )  . a n d .  ( i d x w + j  . l e .  3 0 )  . a n d .  &
& ( w p _ p k s ( 2 , i d x w + j ) . g e .  0 . 0 1 ) ) t h e n
p e r r  =  s p _ p k s ( 1 , i d x s + j ) - w p _ p k s ( 1 , i d x w + j ) ! p e a k s  a t  h i g h e r
e n e r g y
i f ( a b s ( p e r r )  . g e . 1 0 0 . d O )  t h e n  ! n o  p e a k  i n  o n e  a r r a y  
p e r r  =  O . d O
e l s e
p e r r  =  p e r r * * 2
! w e i g h t  e r r o r  t o  f a v o r  c e n t r a l  l i n e s  
p e r r  =  p e r r  *  w p _ p k s ( 2 ,  i d x w + j )  
e r r  =  e r r  +  p e r r  1 1 5 / 1 2 / 4  
p e r r  =  O . d O  1 1 5 / 1 2 / 4
e n d  i f
e n d  i f
i f  ( ( i d x s - j  . g e . 1 )  . a n d .  ( i d x w - j  . g e . 1 )  . a n d .  &
& ( w p _ p k s ( 2 , i d x w - j ) . g e .  0 . 0 1 ) ) t h e n
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n e r r  =  s p _ p k s ( 1 , i d x s - j ) - w p _ p k s ( 1 , i d x w - j ) ! p e a k s  a t  l o w e r
e n e r g y
i f  ( a b s ( n e r r )  . g e . 1 0 0 . d O )  t h e n  ! n o  p e a k  i n  o n e  a r r a y  
n e r r  =  O . d O
e l s e
n e r r  =  n e r r * * 2
n e r r  =  n e r r  *  w p _ p k s ( 2 ,  i d x w - j ) 
e r r  =  e r r  +  n e r r  1 1 5 / 1 2 / 4  
n e r r  =  O . d O  1 1 5 / 1 2 / 4
e n d  i f
e n d  i f
i f ( . n o t . ( ( i d x s  +  j  . l e . 3 0 )  . a n d . ( i d x w + j  . l e  . 3 0 ) )  . a n d . &
S . n o t .  ( ( i d x s - j  . g e . 1 )  . a n d .  ( i d x w - j  . g e . 1 ) ) )  e x i t
j = j + l
e n d  d o
w p _ p k s  =  O . d O ,  s p _ p k s  =  O . d O  
e n d  s u b r o u t i n e  p e a k _ e r r
Subroutine c o n v e r g e  applies two tests to ascertain if  the population has reached the 
objective. Firstly, whether the convergence threshold (read from a text file) has been 
reached, and secondly, whether the best individual from the current generation differs 
from the previous one by more than an arbitrary value. The second test turned out to 
less useful than the first and was often disabled.
s u b r o u t i n e
c o n v e r g e ( p o p ,  n u m t o p , n d a t a , n e l e m , t o p f e w ,  c o n v ,  i s t o p , n g e n , b e s t l a s t )
1 c o n v  =  t h e  c o n v e r g e n c e  c r i t e r i o n
1 n s t o p  =  s h o u l d  I  s t o p ,  y e s  o r  n o ?  i . e .  h a s  i t  c o n v e r g e d  y e t ?
i
i m p l i c i t  d o u b l e  p r e c i s i o n  ( a - h , o - z )  
i n t e g e r  : :  n u m t o p , n d a t a , n e l e m , i s t o p
d o u b l e  p r e c i s i o n , d i m e n s i o n ( n u m t o p , n d a t a ,  n e l e m + 2 ) : :  t o p f e w
1 s e e  i f  t h e  f i t n e s s  v a l u e  i s  l e s s  t h a n  t h e  c o n v e r g e n c e  c r i t e r i o n  
i f  ( t o p f e w ( 1 , 1 , n e l e m + 2 ) . I t .  c o n v  ) t h e n  
i s t o p  =  1
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p r i n t * ,  " b e s t  i s  b e t t e r  t h a n  c o n v "  
e l s e  i f ( n g e n  . g t . 1 )  t h e n
t e s t  =  t o p f e w ( 1 , 1 , n e l e m + 2 ) -  b e s t l a s t  
t e s t  =  d a b s ( t e s t )  
i f  ( t e s t  . l e .  0 . 0 0 1 ) t h e n  
i s t o p  =  1
p r i n t * ,  " v a l u e s  l e s s  t h a n  0 . 0 0 0 1  d i f f e r e n t "
e n d  i f
e n d  i f
b e s t l a s t = t o p f e w ( 1 , 1 , n e l e m + 2 ) 
e n d  s u b r o u t i n e  c o n v e r g e
o u t _ v a r  simply writes to file the laser parameters and fitness parameter of the fittest 
individual for each generation. This allows the progress of the optimisation to be 
followed easily.
s u b r o u t i n e  o u t _ v a r ( p o p , n i n d i v , n d a t a , n e l e m )  
i m p l i c i t  d o u b l e  p r e c i s i o n  ( a - h , o - z )
d o u b l e  p r e c i s i o n , d i m e n s i o n  ( n i n d i v , n d a t a , n e l e m + 2 ) : :  p o p
i n t e g e r  : :  n i n d i v , n d a t a , n e l e m , n u m t o p
o p e n  ( 1 , p o s i t i o n = ' a p p e n d ' , f i l e = ' c v e r g . c s v ' )
w r i t e ( l , 2 1 )  p o p ( 1 , 1 , n e l e m + 1 ) ,  p o p ( 1 , 2 , n e l e m + 1 ) ,  p o p ( 1 , 3 , n e l e m + 1 )  
c l o s e  ( 1 )
2 1  f o r m a t  ( f 7 . 5 ,  1 ,  ' , f 7  . 5 ,  ' ,  ’ , f 7 . 5 )
p r i n t * ,  ' b e s t  i n d i v  ( o u t _ v a r )  =  ' , p o p ( 1 , 1 , n e l e m + 2 )
o p e n  ( 2 , p o s i t i o n = ' a p p e n d ' ,  f i l e = ' t o p m a n . c s v ' )  
w r i t e ( 2 , * )  p o p ( 1 , 1 , n e l e m + 2 ) 
c l o s e ( 2 )
e n d  s u b r o u t i n e
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