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Abstract
We consider a family of linear systems Aµα = C with system matrix Aµ depending
on a parameter µ and for simplicity parameter-independent right-hand side C. These
linear systems typically result from the finite-dimensional approximation of a parameter-
dependent boundary-value problem. We derive a procedure based on the Empirical Inter-
polation Method to obtain a separated representation of the system matrix in the form
Aµ ≈
∑
m βm(µ)Aµm for some selected values of the parameter. Such a separated rep-
resentation is in particular useful in the Reduced Basis Method. The procedure is called
nonintrusive since it only requires to access the matrices Aµm . As such, it offers a crucial
advantage over existing approaches that instead derive separated representations requiring
to enter the code at the level of assembly. Numerical examples illustrate the performance
of our new procedure on a simple one-dimensional boundary-value problem and on three-
dimensional acoustic scattering problems solved by a boundary element method.
1 Introduction
In industrial projects, decisions are often taken after a series of complex computations using
computer codes of various origins. To simplify the overall computation, surrogate models can
be used to replace some parts of the computation. Some of these surrogates are constructed
using only a series of input/output couples. With some hypotheses on the input, confidence
intervals can be derived, see e.g. [9] for the kriging method. When additional knowledge
on the underlying mathematical formulation is available, model reduction methods can be
used. For instance, the Reduced Basis Method (RBM) enables fast resolutions on a basis of
precomputed solutions, rather than on a finite element basis (see [8] for a detailed presentation
and [2] for some convergence results). We consider a family of linear systems Aµα = C of
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order n, where n is large. For simplicity, we assume that the right-hand side is independent
of the parameter µ.
The RBM consists first in an offline stage, where a reduced basis of nˆ functions uj , 1 ≤ j ≤
nˆ are computed using a greedy algorithm. These functions are solution of the original problem
for some values (µj)1≤j≤nˆ of the parameter µ, which are selected using a greedy algorithm.
The functions uj thus write uj(x) =
∑n
i=1 αi(µj)θi(x), where (θi)1≤i≤n is the finite element
basis and the vector α(µj) = (αi(µj))1≤i≤n is such that Aµjα(µj) = C. In practice, the
dimension of the reduced basis is much smaller than the dimension of the finite element basis:
nˆ n. Denote by U the rectangular matrix of size n× nˆ such that (U)i,j = αi(µj). Second,
in the online stage, for a given value of the parameter µ, a reduced problem is constructed as
Aˆµαˆ(µ) = Cˆ, where Aˆµ = U
tAµU and Cˆ = U
tC. Solving this reduced problem for a certain
value of µ leads to the approximate solution uˆµ(x) =
∑nˆ
j=1 αˆj(µ)uj(x).
To efficiently construct the online problems, a separated representation (also known as an
affine decomposition in the RBM literature) of the matrix assembled by the code is needed in
the form
Aµ ≈
d∑
m=1
γm(µ)Am, (1)
so that
Aˆµ ≈
d∑
m=1
γm(µ)U
tAmU, (2)
where the matrices U tAmU are of small size nˆ× nˆ and can be precomputed during the offline
stage. The separated representation (1) thus enables online problems to be constructed in
complexity independent of n, as long as the functions µ 7→ γm(µ) are also computed in com-
plexity independent of n. Standard techniques (see [6]) to obtain the separated representation
(1) require in general nontrivial modifications of the assembling routines of the computational
code in order to access separately various terms of the variational formulation at hand (See
Remark 3.3 below for more details).
The present work provides a step forward in this context, since a procedure that yields a
separated representation of Aµ in the form
Aµ ≈
d∑
m=1
βm(µ)Aµm (3)
is derived, where (µm)1≤m≤d are some selected values of the parameter. Since the separated
representation (3) only uses the complete system matrix at the selected parameter values, this
representation requires no implementation effort in the assembly routines of the computational
code under the (mild) assumptions that we can indeed access the system matrix Aµ and
that we can identify the functional dependencies on µ in the variational formulation under
consideration (see below for more details). For this reason, the procedure is called nonintrusive.
In Section 2, we present the approximation problems investigated in this work, first a
simple introductory example and then problems with a more complex parameter dependence.
In Section 3, we briefly recall the Empirical Interpolation Method. In Section 4, we present
our nonintrusive procedure for the introductory example and test it on a one-dimensional
boundary-value problem. The procedure is extended to more complex parameter dependence
in Section 5 where it is also applied to two three-dimensional scattering problems. Some
conclusions are drawn in Section 6 where, in particular, we observe that our procedure can be
extended to the approximation of other quantities.
2
2 The approximation problem
We first present an introductory example. Let V be a Hilbert space and consider the following
weak formulation: Find u ∈ V such that for all ut ∈ V,∫
Ω
g(µ, x)∇u(x) · ∇ut(x)dx+
∫
Ω
µu(x)ut(x)dx = b(ut), (4)
where Ω is the domain of computation, µ a parameter belonging to a given parameter set
P, g(µ, x) a given function defined on P × Ω and b a bounded linear form on V. Consider
now a conforming n-dimensional approximation of the space V denoted by Vh (the subscript
h refers to an underlying mesh), and a basis of Vh denoted by (θi)1≤i≤n. The finite element
approximation of (4) requires the computation of the matrix Aµ of size n× n with entries
(Aµ)i,j :=
(∫
Ω
g(µ, x)∇θj(x) · ∇θi(x)dx+ µ
∫
Ω
θj(x)θi(x)dx
)
i,j
. (5)
The notation Aµ is adopted to stress the fact that the matrix Aµ depends on the value of the
parameter µ. The problem solved by the computational code is
Aµα = C, (6)
where (C)i = b(θi) for all 1 ≤ i ≤ n, and where an approximation of the solution u to (4) is
obtained in the form u(x) ≈∑ni=1 αiθi(x).
Let(
A1µ
)
i,j
:=
(∫
Ω
g(µ, x)∇θj(x) · ∇θi(x)dx
)
i,j
and
(
A0
)
i,j
:=
(∫
Ω
θj(x)θi(x)dx
)
i,j
(7)
so that
Aµ = A
1
µ + µA
0. (8)
Definition 2.1 (Intrusivity). A procedure leading to a separated representation of Aµ in the
general form (1) is called
• intrusive if it requires to implement new integral terms,
• weakly-intrusive if it only requires to precompute independently A1µ for some values of µ
and A0,
• nonintrusive if it only requires to precompute Aµ for some values of µ.
The term “weakly-intrusive” comes from the fact that the user has to enter the routines of
the code and to insert switches at the right places to save the terms in A1µ independently from
the terms in A0. In the context of industrial codes, this is not always possible. The notion
of nonintrusivity in Definition 2.1 is different from the notion of black-box, which requires
only the computation of input / output couples. Our purpose is to develop a nonintrusive
procedure leading to the separated representation (3) of Aµ.
The above example can be generalized to a class of engineering problems requiring to
compute a large, parameter-dependent matrix Aµ for many values of the parameter µ where
Aµ is of the form
Aµ =
R∑
%=1
A%µ +
S∑
s=1
ψs(µ)A
s, (9)
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where A%µ are matrices that require to integrate some functions g%(µ, x) over Ω, ψs are given
functions of µ and As are µ-independent matrices resulting from some integration over Ω.
The introductory example corresponds to R = 1, S = 1, and ψ1(µ) = µ. To simplify the
presentation of the main ideas, we consider the setting of (8) in Sections 3 and 4 and return
to the more general setting of (9) in Section 5.
3 Empirical Interpolation Method
The Empirical Interpolation Method (EIM) is a procedure to approximate two-variable func-
tions. In particular, it can be used to approximate the two-variable function g(µ, x), for
all µ ∈ P and all x ∈ Ω. Denote by EIMg this particular procedure. EIMg leads to an
interpolation operator Igdg such that(
Igdgg
)
(µ, x) ≈ g(µ, x), ∀µ ∈ P, ∀x ∈ Ω, (10)
where dg is the number of interpolation points (called magic points in the context of BRM, see
[6]). EIMg is composed of two stages: (i) an offline stage, where a matrix Bg of size dg × dg,
a set of dg x-dependent basis functions {qgk}1≤k≤dg , a set of dg points {xk}1≤k≤dg in Ω, and
a set a dg parameter values {µk}1≤k≤dg in P are constructed, (ii) an online stage, where the
quantities computed in the offline stage are used to carry out the approximation (10) (see
Section 4.2 for more details on the offline / online stages for the whole procedure).
The offline stage of EIMg is detailed in Algorithm 1. In the loop on k in Algorithm 1, the
residual operator δgk is defined by δ
g
k = Id − Igk , where the interpolation operator Igk is such
that (
Igkg
)
(µ, x) :=
k∑
m=1
λgm(µ)q
g
m(x), (11)
and for a given µ ∈ P, the λgm(µ)’s are defined by
k∑
m=1
Bgl,mλ
g
m(µ) = g(µ, x
g
l ), ∀1 ≤ l ≤ k. (12)
After dg iterations, the interpolation formula (11) leads to the following approximation for
Aµ:
Aµ ≈
dg∑
m=1
λgm(µ)Mm + µA
0, (13)
where (Mm)i,j =
∫
Ω q
g
m(x)~∇θj(x) · ~∇θi(x)dx. This representation of Aµ is of the form (1).
Property 3.1 (Interpolation). ∀x ∈ Ω, ∀ 1 ≤ m ≤ dg, (Igdgg) (µgm, x) = g(µgm, x).
Proof. See [6, Lemma 1].
Property 3.1 means that, at the parameter values
(
µgk
)
1≤k≤dg selected by EIM
g, the
approximation (13) is exact since
∑dg
m=1 λ
g
m(µ
g
k)Mm = A
1
µgk
for all 1 ≤ k ≤ dg. Since
Vect1≤k≤dg
(
qgk(x)
)
= Vect1≤k≤dg
(
g(µgk, x)
)
holds in Algorithm 1, the functions qgk(x) can
be expressed in terms of the functions g(µgk, x) in the following form: there exist γl,k, 1 ≤ l ≤
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Algorithm 1 Offline stage of EIMg
1. Choose dg > 1 [Number of interpolation points]
2. Set k := 1
3. Compute µg1 := argmax
µ∈P
‖g(µ, ·)‖L∞(Ω)
4. Compute xg1 := argmax
x∈Ω
|g(µg1, x)| [First interpolation point]
5. Set qg1(·) :=
g(µg1, ·)
g(µg1, x
g
1)
[First basis function]
6. Set Bg1,1 := 1 [Initialize B
g matrix]
7. while k ≤ dg do
8. Compute µgk+1 := argmax
µ∈P
‖(δgkg)(µ, ·)‖L∞(Ω)
9. Compute xgk+1 := argmax
x∈Ω
|(δgkg)(µgk+1, x)| [(k + 1)-th interpolation point]
10. Set qgk+1(·) :=
(δgkg)(µ
g
k+1, ·)
(δgkg)(µ
g
k+1, x
g
k+1)
[(k + 1)-th basis function]
11. Set Bgi,k+1 := q
g
k+1(x
g
i ), for all 1 ≤ i ≤ k + 1 [Increment matrix Bg]
12. k ← k + 1 [Increment the size of the interpolation]
13. end while
k ≤ dg such that qgk(x) =
∑dg
l=1 γl,kg(µ
g
l , x), for all 1 ≤ k ≤ dg. Letting (λgm(µ))1≤m≤dg solve
(12) for k = dg, we obtain after exchanging the summations
(Igdgg)(µ, x) =
dg∑
m=1
(
dg∑
l=1
γm,lλ
g
l (µ)
)
g(µgm, x). (14)
Define ηgm(µ) :=
dg∑
l=1
γm,lλ
g
l (µ). The following property then holds:
Property 3.2 (Weak-intrusivity). EIMg leads to a weakly-intrusive procedure, since the re-
sulting approximation of Aµ can be written
Aµ ≈
dg∑
m=1
ηgm(µ)A
1
µgm
+ µA0. (15)
Remark 3.3 (Comparison with the standard EIM procedure in the RBM literature). If the
considered variational formulation contains only one term, the above procedure was already
proposed in the RBM literature as a nonintrusive method to obtain a separated representation
of the linear system under consideration, see [6]. For instance in (15), if A0 = 0, then
A1
µgm
= Aµgm. In the general setting of (9), this corresponds to R = 1 and S = 0. In any other
case, the classical EIM needs to access independently matrices associated to each term of the
variational formulation and thus cannot deliver a separated representation solely based on the
Aµ matrices.
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4 The nonintrusive procedure
4.1 Description of the procedure
Denote by Gg(µ) the vector-valued function with dg components such that Ggm(µ) = g(µ, x
g
m),
for all 1 ≤ m ≤ dg. Then, from (12), λg(µ) = (λgm(µ))1≤m≤dg can be concisely written as
λg(µ) = (Bg)−1Gg(µ). Notice that the computation of λg(µ) only requires the matrix Bg and
the set of points {xgm}1≤m≤dg . Let (zp(µ))1≤p≤dmax with dmax := dg + 1, be such that
zp(µ) :=
{
λgp(µ) 1 ≤ p ≤ dg,
µ p = dg + 1.
(16)
Recalling the notation (Mm)i,j :=
∫
Ω q
g
m(x)~∇θj(x) · ~∇θi(x)dx for all 1 ≤ m ≤ dg, we infer from
(13) that
Aµ ≈
dg∑
m=1
λgm(µ)Mm + µA
0 =
dmax∑
p=1
zp(µ)Tp, (17)
where the matrices
Tp :=
{
Mp 1 ≤ p ≤ dg,
A0 p = dg + 1 = dmax,
(18)
are independent of µ. Note that dmax is the number of matrices to precompute and store when
using the approximation (13).
The key idea is now to apply a second EIM to approximate zp(µ), where z is seen as a
function depending on the two variables p and µ. The EIM procedure to approximate zp(µ) is
denoted by EIMz and its offline stage is detailed in Algorithm 2. The number of interpolation
points is denoted by dz ≤ dmax. In the loop on k in Algorithm 2, the residual operator δzk is
defined by δzk = Id− Izk , where
(Izkz)p (µ) :=
k∑
m=1
βzm(µ)zp(µ
z
m), (19)
and
k∑
m=1
Bzm,lβ
z
m(µ) = q
z
l (µ), 1 ≤ l ≤ k. (20)
Owing to the interpolation property, there holds (Izdzz)pzk(µ) = zp
z
k
(µ) for all 1 ≤ k ≤ dz and
all µ ∈ P. If dz = dmax, all the indices p are selected in Algorithm 2 and (Izdmaxz)p(µ) = zp(µ)
for all 1 ≤ p ≤ dmax and all µ ∈ P. Observe that we can stop EIMz before dz = dmax
interpolation matrices have been computed, see Sections 5.2 and 5.3 for some illustrations.
Injecting the approximation (19) with k = dz into the right-hand side of (17) with zp(µ)
replaced by (Izdzz)p(µ) yields
Aµ ≈
dmax∑
p=1
Tp
dz∑
m=1
βzm(µ)zp(µ
z
m) =
dz∑
m=1
βzm(µ)
dmax∑
p=1
Tpzp(µ
z
m) ≈
dz∑
m=1
βzm(µ)Aµzm , (21)
where βzm(µ) is obtained from (20). The right-hand side of (21) is the desired separated
representation of Aµ that can be built in a nonintrusive way.
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Algorithm 2 Offline stage of EIMz
1. Choose dz > 1 [Number of interpolation points]
2. Set k := 1
3. Compute pz1 := argmax
1≤p≤dg+1
‖(z)p(·)‖L∞(P)
4. Compute µz1 := argmax
µ∈P
|(z)pz1(µ)| [First interpolation point]
5. Set qz1(·) :=
(z)pz1(·)
(z)pz1(µ
z
1)
[First basis function]
6. Set Bz1,1 := 1 [Initialize B
z matrix]
7. while k ≤ dz do
8. Compute pzk+1 := argmax
1≤p≤dg+1
‖(δzkz)p(·)‖L∞(P),
9. Compute µzk+1 := argmax
µ∈P
|(δzkz)pzk+1(µ)| [(k + 1)-th interpolation point]
10. Set qzk+1(·) :=
(δzkz)pzk+1(·)
(δzkz)pzk+1(µ
z
k+1)
[(k + 1)-th basis function]
11. Bzi,k+1 := q
z
k+1(µ
z
i ), for all 1 ≤ i ≤ k + 1 [Increment matrix Bz]
12. k ← k + 1 [Increment the size of the interpolation]
13. end while
4.2 Practical implementation
To compute the L∞-norms and determine the argmax in Algorithms 1 and 2, it is convenient
to consider finite subsets of P and Ω, denoted respectively by Ptrial and Ωtrial. This becomes
necessary when, for instance, the function g(µ, x) is not known analytically, but only for some
elements of P and Ω. It seems natural to take for Ωtrial the set of Gauss points on which
the quadrature formulae to compute the integrals in (4) are defined. However, this supposes
to know and manipulate the set of the Gauss points associated with the mesh. Since the
functions qg defined in Algorithm 1 are only used to construct the matrix Bg and are not
directly integrated with respect to x to carry out the interpolation (21), it is possible to write
the procedure with any set Ωtrial sampling the geometry. Such an approach is considered in
the numerical example of Section 5.3. More generally, the sets Ptrial and Ωtrial should be fine
enough to capture all the phenomena, but not too fine to limit the overall computational cost.
The numerical examples of Section 5 indicate that high accuracy can be obtained with simple
choices for Ptrial and Ωtrial.
In addition to the two sets Ptrial and Ωtrial, the number of interpolation points dg and dz for
each EIM have to be chosen. The choice we made is to stop the two EIM’s when respectively
(δgkg)(µ
g
k+1, x
g
k+1) and (δ
z
kz)pzk+1(µ
z
k+1) have reached a prescribed threshold, typically set at
the level of the machine precision.
Finally, we specify the offline and online stages of our procedure when used within the
RBM. EIMg and the offline stage of EIMz are part of the offline stage of the RBM. During
the online stage of the RBM, the reduced matrix is constructed as
Aˆµ ≈
dz∑
m=1
βzm(µ)U
tAµzmU, (22)
so that only the online stage of EIMz (i.e., the resolution of (20)) is needed.
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4.3 Illustration
As a first illustration, we consider the following boundary-value problem:
− d
dx
(
exp(µx)
du
dx
(x)
)
+ µu(x) = 1 in Ω := (−3, 3), (23)
with the following Dirichlet boundary condition u(−3) = u(3) = 0. The weak form reads:
Find u ∈ H10 (Ω) such that for all ut ∈ H10 (Ω),
aµ(u, u
t) =
∫
Ω
ut(x)dx, (24)
with
aµ(u, u
t) :=
∫
Ω
exp(µx)
du
dx
(x)
dut
dx
(x)dx+
∫
Ω
µu(x)ut(x)dx. (25)
First-order continuous Lagrange finite elements are used, with a three-point quadrature
formula in each mesh cell. The mesh is uniform with hx = 0.015. Ωtrial is taken to be the set of
Gauss points on the obtained mesh, and Ptrial = {1, 1 +hµ, 1 + 2hµ, ..., 3} with hµ = 0.005. To
derive the separated approximation (21), EIMg is first applied to g(µ, x) := exp(µx). Then,
the vector-valued function z(µ) is constructed using (16). The quality of the whole procedure
is measured, for various values of dg and dz = dg + 1 using two error criteria: (i) the relative
Frobenius norm error on the matrix Aµ and (ii) the relative L
2(Ω)-norm error on the solution,
see Figures 1 and 2.
We conclude from this first test case that the present method allows for a very good
approximation of the matrix and the solution.
5 Extension to more general parameter dependence
The goal of this section is to show how to extend the nonintrusive procedure described in
Section 4 to more complex parameter dependence. We illustrate the procedure on an industrial
test case, namely a frequency-dependent three-dimensional aeroacoustic scattering problem.
5.1 Generalization of the nonintrusive procedure
Recall the general form of the matrix Aµ to approximate:
Aµ =
R∑
%=1
A%µ +
S∑
s=1
ψs(µ)A
s, (26)
where A%µ are matrices that require to integrate some functions g%(µ, x) over Ω, ψs are given
functions of µ and As are µ-independent matrices resulting from some integration over Ω.
EIMg is applied independently to each g%(µ, x), for all 1 ≤ % ≤ R, where the number of inter-
polation points, respectively (dg)%, may differ from one EIMg to the other. These procedures
lead to the construction of the functions (λgm)%(µ), for all 1 ≤ % ≤ R, all 1 ≤ m ≤ (dg)%, and all
µ ∈ Ptrial, using (12). Then, define the functions (zp(µ))1≤p≤dmax with dmax :=
∑R
%=1(d
g)%+S
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Figure 1: Log10 of the relative Frobenius norm error on the matrix Aµ for d
g = 3, 6, 9, 12, 14,
16, and dz = dg + 1.
such that
zp(µ) :=

(λgm)
1(µ), 1 ≤ p ≤ (dg)1, m = p,
...
(λgm)
R(µ), 1 +
R−1∑
%=1
(dg)% ≤ p ≤
R∑
%=1
(dg)%, m = p−
R−1∑
%=1
(dg)%,
ψ1(µ), p =
R∑
%=1
(dg)% + 1,
...
ψS(µ), p =
R∑
%=1
(dg)% + S,
(27)
and let EIMz be applied to zp(µ), with d
z interpolation points, such that dz ≤ dmax =∑R
%=1(d
g)%+S, to obtain an approximation of Aµ in the same form as (21). Note that dmax is
the number of matrices to precompute and store when using the approximation (13), while the
number of matrices to precompute and store when using (21) is dz; in our numerical examples
(see below), accurate representations of Aµ are already achieved for d
z smaller than dmax.
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Figure 2: Log10 of the relative L
2(Ω)-norm error on the solution for dg = 3, 6, 9, 12, 14, 16,
and dz = dg + 1.
Notice also that in total, there are (R+ 1) EIM procedures to be applied.
5.2 Sound-hard scattering in the air at rest
The problem of interest is the sound-hard scattering of an acoustic monopole source of wave
number µ by an aircraft (whose boundary is denoted by Γ) in the air at rest, in the time-
harmonic case. To simulate the noise created by one of the engines, the monopole is located
under the left wing of the plane. This is a classical Helmholtz exterior problem, for which one
possible weak formulation is: Find u ∈ H 12 (Γ) such that for all ut ∈ H 12 (Γ),
aµ(u, u
t) =
∫
Γ
fincµ(x)u
t(x)dx, (28)
where
aµ(u, u
t) :=
1
4pi
∫
Γ
∫
Γ
exp (iµ |x− y|)
|x− y|
(−−→
curlΓu(x) · −−→curlΓut(y)
)
dxdy
− µ
2
4pi
∫
Γ
∫
Γ
exp (iµ |x− y|)
|x− y| u(x)u
t(y) (−→nx · −→ny) dxdy,
(29)
where
−−→
curlΓ denotes the surfacic curl on Γ,
−→nx the unit normal vector on Γ pointing towards
the medium of propagation, and fincµ is the incident acoustic field created by the source.
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Mesh 1 Mesh 2
number of triangles 7, 886 40, 576
number of vertices 3, 945 20, 290
smallest edge (mm) 6.53 6.53
mean edge (mm) 437.52 192.92
largest edge (mm) 718.99 389.29
number of complex nonzero coefficients per matrix 1.56× 107 4.12× 108
memory usage to store one matrix in binary format (Go) 0.23 6.5
Table 1: Characteristics of the two considered meshes.
We refer to [7, Section 3.4] for details on the derivation of (28), and justifications on the
well-posedness of the integral in (29). The parameter of interest is the wave number µ of the
acoustic monopole source. The Boundary Element Method (BEM) is used to approximate
problem (28). This leads to a dense µ-dependent matrix (Aµ)i,j = aµ(θj , θi), where (θi)1≤i≤n
denote the basis functions of the considered finite element space on Γ. Two different meshes, on
which the matrices are assembled, are considered, see Table 1 and Figure 3. The in-house code
ACTIPOLE developed by EADS-IW and Airbus [4, 5] is used. This test case is a challenging
benchmark for two reasons. First, the Green kernel Gµ(x, y) :=
exp(iµ|x−y|)
4pi|x−y| oscillates at a
frequency proportional to the parameter of interest µ, and, secondly, the obtained matrices
are dense and complex-valued. Mesh 2 leads to a very large matrix and cannot be stored in
an average desktop computer RAM. The tests on Mesh 1 have been computed on a simple
laptop with 4 Go of RAM, whereas the tests on Mesh 2 have been computed on CCRT’s Curie
supercomputer [1].
Figure 3: Airbus A319: Mesh 1 and Mesh 2.
To derive the approximation (21) for Aµ, we carry out EIM
g to approximate
g(µ, r) := exp (iµr) , r = |x− y| , x, y ∈ Γ. (30)
We choose µ ∈ Ptrial := {0.005, 0.01, ..., 2.5}, a set of 1000 values for the wave number, so that
the highest wave number for the source corresponds to a wavelength 5 times larger than the
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mean edge of Mesh 1. A natural choice for the discrete set of values for x and y is the set of
Gauss points associated with the considered mesh, on which the quadrature formulae used to
compute the integrals (29) are defined. The associated discrete set of values for r = |x − y|
is roughly proportional to the square of the number of Gauss points, and equals 7.8× 106 for
Mesh 1. To reduce the computational cost, a subsample of 105 values for r, that has a very
close density to the one obtained from the set of Gauss points, is chosen, see Figure 4.
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Figure 4: Histograms: discrete values of r = |x− y| over the Gauss points from Mesh 1 (left),
and chosen set of size 105 (right).
Once EIMg has been carried out, we can write
Aµ ≈
(
1 + µ2
) dg∑
m=1
λgm(µ)Mm,
where the matrices Mm have been defined in Section 4.1, so that the approximation (21) can
be written using
zp(µ) :=
{
λgm(µ), 1 ≤ m ≤ dg, p = m,
µ2λgm(µ), 1 ≤ m ≤ dg, p = m+ dg.
(31)
Note that we exploited the links in the functional dependence on µ for the two terms on the
right-hand side of (29) to carry out only one EIMg procedure.
EIMg and EIMz are carried out with respectively dg = 30 and dz = 32 interpolation points
(notice that dmax = 60). To check the accuracy of the approximation, we compute the relative
Frobenius norm error on the matrix Aµ and the relative Euclidian norm error on the acoustic
pressure computed using the approximate matrix, on a network of 400 points located behind
the aircraft. Figure 5 presents the results on Mesh 1. In this figure, the relative differences are
computed on 100 values of µ, namely one tenth of the considered parameter values, explaining
why only 7 minima are achieved on the left plot. On the right plot concerning the acoustic
pressure behind the aircraft, a large number of values are at the level of machine precision.
Note that the right-hand side of (28) also depends on the parameter µ. To compute the right
plot of Figure 5, we computed the exact values of this right-hand.
Figure 6 shows the solution to the problem on Mesh 1 and the relative difference of the
solution using the exact matrix and its approximation for µ = 2.47.
The simulation is repeated on Mesh 2, with dg = 50 and dz = 50. A twice as large
frequency interval is considered since Mesh 2 has a better spatial resolution than Mesh 1.
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Figure 5: Mesh 1, log10 of the relative error on the Frobenius norm of the matrix Aµ (left),
and on the acoustic pressure computed using the approximate matrix on a network of 400
points located behind the plane in Euclidian norm (right), with dg = 30 and dz = 32.
Figure 6: Mesh 1: total acoustic field on the plane and on the network of points (left), and
difference between the exact and approximate solution (right), for µ = 2.47.
Figure 7 shows the relative Frobenius norm error on the matrix Aµ, confirming the accuracy
of the approximation.
5.3 Sound-hard scattering in a non-uniform flow
Consider an ellipsoid with major axis directed along the z-axis. This object is included inside
a larger ball, see Figure 8. The external border of the ball after discretization is denoted
by Γ∞. The complement of the ellipsoid in the ball is denoted by Ω−. A potential flow is
precomputed around the ellipsoid and inside the ball, such that the flow is uniform outside
the ball, of Mach number 0.3 and directed along the z-axis. The flow is fixed, and does not
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Figure 7: Mesh 2, log10 of the relative error on the Frobenius norm of the matrix Aµ, with
dg = 50 and dz = 50.
depend on the parameter µ. An acoustic monopole source lies upstream of the ball, on the
z-axis as well. The parameter is again the wave number of the monopole source.
Figure 8: Representation of the mesh.
The considered formulation is a coupled Finite Element Method (FEM) - BEM formulation
described in [3]. It consists in (i) applying a change of variable to transform the convected
Helmholtz equation into the classical Helmholtz equation outside the ball, in order to apply
a standard BEM, and (ii) stabilizing the formulation to avoid resonant frequencies associated
with the eigenvalues of the Laplacian inside the ball of border Γ∞. The formulation depends
on the wave number of the source in a complex way, but we will see in our numerical tests
that our nonintrusive procedure provides an accurate approximation of the resulting matrix
as a linear combination of a few snapshots of the complete matrix at some wave numbers of
the source.
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Consider the product space H := H1 (Ω−) × H− 12 (Γ∞) × H1(Γ∞) with inner product(
(Φ, λ, p) ,
(
Φt, λt, pt
))
H :=
(
Φ,Φt
)
H1(Ω−) +
(
λ, λt
)
H−
1
2 (Γ∞)
+
(
p, pt
)
H1(Γ∞)
. The weak formu-
lation is: Find (Φ, λ, p) ∈ H such that ∀ (Φt, λt, pt) ∈ H,
Vµ(Φ,Φt) +
(
Nµ(γ
−
0 Φ), γ
−
0 Φ
t
)
Γ∞
+
((
D˜µ − 1
2
I
)
(λ), γ−0 Φ
t
)
Γ∞
=
(
γ1fincµ, γ
−
0 Φ
t
)
Γ∞
, (32a)(
λt,
(
Dµ − 1
2
I
)
(γ−0 Φ)
)
Γ∞
− (λt, Sµ(λ))Γ∞ − i (λt, p)Γ∞ = − (λt, γ0fincµ)Γ∞ , (32b)(
Nµ(γ
−
0 Φ), p
t
)
Γ∞
+
((
D˜µ +
1
2
I
)
(λ), pt
)
Γ∞
− δΓ∞(p, pt) =
(
γ1fincµ, p
t
)
Γ∞
, (32c)
where (·, ·)Γ∞ denotes the extension of the L2(Γ∞)-inner product to the duality pairing on
H−
1
2 (Γ∞)×H 12 (Γ∞), and where
δΓ∞(p, q) :=
(
~∇Γ∞p, ~∇Γ∞q
)
Γ∞
+ (p, q)Γ∞ , (33)
with ~∇Γ∞ the surfacic gradient on Γ∞, and
Vµ(Φ,Φt) :=
∫
Ω−
Ξ~∇Φ · ~∇Φt − µ2
∫
Ω−
βΦΦt + iµ
∫
Ω−
~V ·
(
Φ~∇Φt − Φt~∇Φ
)
, (34)
where β := r
((
ς + γ2∞P
)2 − γ4∞M2∞), ~V := r ((ς + γ2∞P )N ~M − γ3∞ ~M∞), Ξ := rNON with
r := ρρ∞ , ς :=
c∞
c , γ∞ :=
1√
1−M2∞
, P := ~M · ~M∞, N := I +C∞ ~M∞ ~MT∞, O := I − ~M ~MT , and
C∞ := γ∞−1M2∞ . In the above notation, the subscript ∞ is used for quantities outside the ball, ρ
is the density of the flow, c is the speed of sound when the flow is at rest and ~M = ~vc , where
~v is the velocity of the flow. The operators γ0 and γ1 are Dirichlet and Neumann traces on
the coupling surface Γ∞. The operators Nµ, Dµ, D˜µ, and Sµ are boundary integral operators,
expressed in terms of the Green kernel Gµ(x, y) =
exp(iµ|x−y|)
4pi|x−y| associated with the Helmholtz
equation at wave number µ.
The next step is to identify the dependencies in µ in the formulation (32). It turns out
that the functions of µ involved in the integrals of the formulation (32) are µ, µ2, exp(iµr),
µ exp(iµr), µ2 exp(iµr), and µ
(
2ipiµ
c µ− 1
)
exp(iµr). As in the previous test case, EIMg is
carried out to approximate the function g(µ, r) = exp(iµr), r = |x− y|, x, y ∈ Γ∞. We choose
µ ∈ Ptrial := {10, 10.03, ..., 40}, a set of 1000 values for the wave number, so that the highest
wave number of the source corresponds to a wavelength 5 times larger than the mean edge of
the mesh. This time, instead of considering a subset of |x − y| where x and y are the Gauss
points associated with the mesh, we take r ∈ {0, h, ..., Nh}, where N = 10000 and h = DN ,
D being the diameter of the sphere Γ∞. With this choice, we no longer need to know the
position of the Gauss points, but simply the diameter of the geometry of the test case.
Then, the functions (λgm(µ))1≤m≤dg , µ ∈ Ptrial, are computed using (12), and the functions
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zp(µ), 1 ≤ p ≤ dmax := 4dg + 3, are defined by
zp(µ) :=

λgm(µ), 1 ≤ p ≤ dg, m = p,
µλgm(µ), d
g + 1 ≤ p ≤ 2dg, m = p− dg,
µ2λgm(µ), 2d
g + 1 ≤ p ≤ 3dg, m = p− 2dg,
µ
(
2ipi
c
µ− 1
)
λgm(µ), 3d
g + 1 ≤ p ≤ 4dg, m = p− 3dg,
1, p = 4dg + 1,
µ, p = 4dg + 2,
µ2, p = 4dg + 3.
(35)
EIMg and EIMz are carried out with respectively 17 and 20 interpolation points (notice that
dmax = 71).
Figure 9 shows the relative Frobenius norm error on the matrix Aµ and the relative Euclid-
ian norm error on the acoustic pressure computed using the approximate matrix on a network
of 400 points located behind the scattering ellipsoid. In this test case, an excellent accuracy
is obtained with only 20 precomputed matrices.
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Figure 9: Log10 of the relative error on the Frobenius norm of the matrix Aµ (left) and on the
acoustic pressure computed using the approximate matrix computed using (21) on a network
of 400 points located behind the object in Euclidian norm (right), with dg = 17 and dz = 20.
6 Conclusion and outlook
The method described herein provides an efficient nonintrusive approximation of parameter-
dependent linear systems, provided that the considered code can return the assembled matrix
and that the corresponding weak formulation is known. The method offers a crucial practical
advantage over existing methods since it avoids significant implementation efforts. In the
present work, the choice has been made to approximate the whole matrix Aµ assembled by
the code, but the procedure applies in the same way to the approximation of any linear
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functional l of the matrix Aµ, whereby
l(Aµ) ≈
dz∑
m=1
βzm(µ)l(Aµzm), (36)
where the storage of Aµzm for all 1 ≤ m ≤ dz is replaced by the storage of l(Aµzm) for all
1 ≤ m ≤ dz, which may be much lighter in terms of memory usage. The efficient construction
of the reduced matrix Aˆµ in the RBM corresponds to l(Aµ) = U
tAµU , as explained in the
introduction.
Finally, we observe that in the case where the right-hand side C of the problem (6) is also
dependent on the parameter µ (then written Cµ), the same procedure can be applied to derive
a separated representation of Cµ.
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