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Data acquisition systems with self-adaptive sampling rate capabilities have been proposed as a
solution to reduce the shear amount of data collected in every discharge of present fusion devices.
This paper discusses the design of such a system for its use in the KG8B correlation reflectometer
at JET. The system, which is based on the ITMS platform, continuously adapts the sample rate
during the acquisition depending on the signal bandwidth. Data are acquired continuously at the
expected maximum sample rate and transferred to a memory buffer in the host processor. Thereafter
the rest of the process is based on software. Data are read from the memory buffer in blocks and for
each block an intelligent decimation algorithm is applied. The decimation algorithm determines the
signal bandwidth for each block in order to choose the optimum sample rate for that block, and from
there the decimation factor to be used. Memory buffers are used to adapt the throughput of the three
main software modules data acquisition, processing, and storage following a typical
producer-consumer architecture. The system optimizes the amount of data collected while
maintaining the same information. Design issues are discussed and results of performance
evaluation are presented. © 2008 American Institute of Physics. DOI: 10.1063/1.2965011
INTRODUCTION
The shear amount of data to be collected in every dis-
charge of present reactor relevant fusion devices has reached
several gigabytes and therefore adequate measures have to be
taken to make sure that useless signals are not stored. On the
other hand, since fusion devices are still experimental ma-
chines, it is difficult to tell a priori which part of the signals
can be discarded and which one contains the relevant infor-
mation. To assess the basic quality of the measurements and
perform a first real time screening and reduction in the avail-
able information, a new adaptive acquisition system based in
the ITMS platform developed in cooperation between Uni-
versidad Politecnica de Madrid and CIEMAT Ref. 1 is be-
ing tested at JET, which allows adjusting the sampling rate to
the bandwidth of the signals. JET’s KG8B correlation reflec-
tometry systems are composed of four reflectometer
systems,2,3 that have the fixed frequency channels operating
at the frequencies of 76, 85, 92, and 103 GHz, and the cor-
responding configurable channels in steps of frequency at
76–78, 85–87, 92–96, and 100–106 GHz, respectively. Each
channel is equipped with a quadrature phase detector, result-
ing in 16 reflectometry signals that have to be recorded dur-
ing the discharge. Before this project these signals were only
acquired for 10 s of the plasma discharge at a sampling rate
of 2.0 megasamples /s due to memory limitations of the data
acquisition systems used. Strong changes in the spectral
bandwidth, dependence in the radial and temporal evolution
of the CR signals were previously observed,4 and thus the
decision to use this diagnostic to test the architecture here
proposed.
SYSTEM DESCRIPTION
The system has been developed with off-the-self com-
mercial hardware components, as shown in Fig. 1. The data
acquisition board NI-PXI 6115 can acquire a maximum of
four analog input channels simultaneously with a sample rate
up to 10 megasamples /s and 12 bit resolution. The system
controller is a 2.0 GHz dual-core embedded controller for
PXI NI-PXI 8105, running Microsoft Windows XP. Both
modules are installed in an eight slot chassis NI-PXI 1042.
The external storage system is made of two 10 000 rpm hard
drives with serial advanced technology attachment SATA
interface connected to the system controller through an
eSATA Express Card 34 that includes a redundant array of
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inexpensive disks RAIDs controller. The hard drives are
configured in RAID0 mode providing 150 Gbytes of storage
capacity with a maximum sustained write transfer rate of
140 Mbytes /s under Windows XP. The heart of the system is
the software application running in the controller, which pro-
vides a user interface to set up all acquisition parameters,
acquires the data, adjusts the sample rate depending on the
signal’s bandwidth evolution during the experiment, and
stores the results in the external storage system. This appli-
cation has been developed in LABVIEW Version 8.2.1.
All these hardware and software elements together act as
a self-adaptive sample rate SASAR data acquisition DAQ
system,5 which adjusts the sample rate continuously during
the experiment depending on the signal’s bandwidth evolu-
tion. The process is shown for clarity in Fig. 2. The input
signals are acquired at a fixed sample rate that is chosen
during setup depending on the expected maximum band-
width of the signals. Once the acquisition starts the data are
read from the DAQ board, split into channels, and placed in
a set of memory buffers on the system controller’s random
access memory. Then, a SASAR algorithm is applied to each
data block of every channel. This algorithm estimates the
signal’s bandwidth for a particular data block for each chan-
nel, finds the maximum for all the acquired channels for that
block, and decimates the data accordingly to adjust the
sample rate to the optimum value for that particular block.
Therefore, all input data blocks have the same size, as they
have been acquired at a fixed sample rate; but the size of the
output data blocks is variable as the sample rate of each one
depends on the maximum bandwidth of the signals contained
in it. Finally, the output data are placed on a set of memory
buffers for storage to disk.
The most critical part of the process is bandwidth esti-
mation, as it is the most time consuming task and therefore
limits the system’s maximum processing capacity,6 and con-
sequently the maximum sample rate that can be achieved. It
also determines the overall system behavior, as the amount
of information included in the output data depends on the
qualitative behavior of this algorithm. It must be noted that
for each block the system will discard all the information
above the estimated bandwidth. Therefore, special attention
must be taken when choosing this algorithm, both from a
qualitative point of view and regarding its implementation.
From the point of view of the system’s behavior, the first
problem encountered when designing this algorithm is to de-
fine when the system must consider that a frequency compo-
nent is carrying information, and when it must consider it as
noise. To clarify this situation Fig. 3 shows various examples
of the typical shapes of the power spectra found in a KG8B
acquisition. In cases a–c it might be easy to decide the
frequency above which the signal is not providing valuable
information. However, case d might not be so clear without
additional information because of the spikes that appear at
the fifth to the eighth harmonics of 100 kHz. These spikes
can be noise produced in the electronics, in which case they
do not provide information concerning the study of the
plasma properties, and thus must not be taken into account
when estimating the bandwidth or might be produced be-
cause of some change in the plasma properties, in which case
they are valuable information, and therefore must be in-
cluded in the estimation. One algorithm has been developed
for each interpretation.
The first algorithm, named noise corner frequency esti-
mator NOCOFE, computes the signal bandwidth as the fre-
quency point where the level of the power spectra meets the
noise level. This is done in the following steps: first the
single-sided autopower spectrum is obtained; then a low pass
filter is applied to smooth it; the noise level is obtained as the
mode of the last 20% of the power spectrum; and finally,
starting from the power spectrum peak, the frequency noise
FIG. 1. System components.
FIG. 2. Software implementation scheme of a SASAR data acquisition
system.
FIG. 3. Typical shapes of the power spectra found in a KG8B acquisition.
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corner at which the power meets the noise level is found.
The algorithm applies an excess factor of 10% to the esti-
mated bandwidth and limits its value between 10% and 50%
of the sample rate used during acquisition. The lower limit is
imposed in order to guarantee that a minimum amount of
data is generated for every block. This would be valuable to
detect a fault in the system behavior if the power spectrum
of the generated data has been decimated and does not finish
in a small flat region the system might have discarded rel-
evant information.
The second algorithm, named SPUR, is a slight modifi-
cation of the abovementioned that takes into account the pos-
sible spurious that might appear in the power spectrum when
estimating the bandwidth. This is done by changing only the
way of “searching:” in this case the search starts from the
end of the power spectrum and finishes on the first point with
a level higher than the noise level plus a predefined margin
5 dB. Figure 4 shows an example of how the NOCOFE
and SPUR algorithms would estimate the bandwidth of a
data block using the smoothed power spectrum: the thick
dashed line represents the calculated noise level; the search
mechanism of each algorithm is represented with a line that
has a circle at the starting point and an arrow at the finish
point. This figure shows how different the results from both
algorithms can be, and thus the importance of choosing the
correct one depending on which type of information is con-
sidered relevant. Two more algorithms have been developed
based on filter banks due to their more efficient implementa-
tion. FILTERB uses uniform frequency decomposition and
FILTERD uses a frequency decomposition providing integer
values of the decimation factor. Figure 4 shows with dot
lines the cutoff frequency of each frequency band that would
be used for a five band uniform decomposition. In this case
almost all the energy is in the first band, so the algorithm
would give the cutoff frequency of this band 100 kHz as
the result. The algorithm would not detect variations of the
signal bandwidth smaller than the band’s width, which de-
pends on the number of bands used. In most applications it
would be enough to distinguish between the need of a low,
medium, or high sample rate, so a lower number of bands
can be used, providing maximum system performance.
It must be noted that analyzing a signal with this type of
frequency decomposition will give bandwidth estimated val-
ues that will require the use of noninteger decimation factors
to adapt the sample rate. This means using a resampling
technique which is more time consuming as it requires inter-
polating, filtering, and decimating. Therefore another algo-
rithm has been tested FILTERD based on uneven frequency
decomposition by choosing the cutoff frequency of each fil-
ter so that an integer decimation factor is needed to adapt the
sample rate for each band.
EXPERIMENTAL RESULTS
The system was installed at the end of March 2008 and
connected to the 85 GHz reflectometer system. It has been
connected in parallel with the traditional data acquisition
system being used with KG8B as this project is a test bed to
evaluate the applicability and performance of the proposed
technique. The evaluation process will take part in several
phases. The first phase started with the system installation
and has had the following goals: verifying the initial hypoth-
esis about how the bandwidth of the signals from KG8B
varies during a complete shot, analyzing the reflectometer
signals between 1 and 5 MHz to determine if there is any
valuable information in that frequency range, and testing the
algorithm behavior and performance for different scenarios.
Once it is clear which the best algorithms for every situation
are, and their optimum parameters have been chosen, the
following phase will focus on system optimization. The plan
is to have the system running during the ongoing campaign
FIG. 5. Bandwidth evolution of KG8B’s cosine component for the 83 GHz fixed channel for two discharges.
FIG. 4. Example of bandwidth estimation for the three algorithms
developed.
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to demonstrate its applicability. Finally, it has been recently
proposed to use this system to develop a test bed for a re-
mote participation system that will enable users from outside
JET to have live access to the data generated by this diag-
nostic using a web browser. To meet the first goals of the
system’s evaluation first phase, which are due to the limita-
tions of the previous data acquisition systems used in KG8B,
some shots have been acquired in a traditional streaming
mode, and the preliminary results confirm the initial hypoth-
esis on bandwidth evolution. Figure 5 shows the results ob-
tained with the NOCOFE algorithm in a supervised analysis
for two shots with different JET scenarios. It can be seen that
the signal’s bandwidth can change considerably during a shot
and that it is possible to reduce the amount of data generated
without losing information by reducing the sample rate.
From the point of view of the validation of the system as an
alternative data acquisition technique more shots have to be
acquired in this mode to characterize the results for different
scenarios. However, these results pose an even more impor-
tant and challenging question for the near future, which es-
tablishes the link between the change in the signal’s band-
width and the variations in plasma properties. Looking at the
information provided by this diagnostic from this point of
view might provide additional information at the same cost.
The other main goal during this first phase has been to
test and analyze the bandwidth estimation algorithms. In or-
der to do so, an analysis application has been developed that
permits to simulate the system’s behavior using data previ-
ously acquired in streaming mode. The application reads the
data from a file in blocks, as it would receive it during an
acquisition, computes the power spectrum for each channel,
and applies the four algorithms here proposed to estimate the
signal’s bandwidth for each block: NOCOFE, SPUR, FIL-
TERB uniform frequency decomposition, and FILTERD
constant D decomposition. For each block and channel, the
application displays the signal’s power spectrum and the
bandwidth value estimated with each of the four algorithms.
In addition to this it has one graph for each algorithm show-
ing the bandwidth evolution with time for every channel up
to that block. The application can run in a supervised mode
allowing the user to pause the simulation at any time to
analyze the results for a particular block or in an unsuper-
vised mode where it analyzes a complete shot and saves the
results in a spreadsheet file for later processing.
Preliminary results obtained with this application show
that from a qualitative point of view the NOCOFE algorithm
seems to be performing the better in general terms. Problems
in the design of the FILTER algorithms have been detected
as it has not been possible to find a threshold level that gives
good and consistent results for different scenarios yet. The
reason for this is the wide dynamic range of the signal, so
modifications based on normalization have been included in
the algorithm and are being tested. The SPUR algorithm
seems to be working properly in detecting the spurious when
they appear, but there are no clear criteria yet to distinguish
when these spikes are noise or when they carry information.
This is an important issue to treat in the near future.
Regarding the data reduction that can be obtained with
this technique the preliminary results confirm that it has a
great potential. It is difficult to give a single general figure as
the reduction depends directly on the bandwidth evolution
and this, in turn, depends on the type of shot. As an example,
this technique would reduce the amount of data generated for
shots shown in Fig. 5 by 56% and 81%, respectively.
Table I shows the impact on the system’s performance
that has each algorithm in terms of the maximum processing
capability for each of them and the maximum sample rate
that can be achieved for a 40 s acquisition depending on the
number of channels used. It must be noted that the algorithm
implementation has not been fully optimized in this phase as
this will be done in phase two.
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TABLE I. Processing capabilities and maximum sample rate that can be





No. of channels 1 2 4 1 2 4
NOCOFE 1,23 0,62 0,31 7,5 3,7 1,7
SPUR 1,23 0,62 0,31 7,5 3,7 1,7
FILTERD
5 Bands Order 4 3,03 1,43 0,71 9,3 4,3 1,8
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