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The light scattered by cold atoms induces mutual optical forces between them, which can result
in bound states. We show the existence of a velocity-dependent force which damps or amplifies the
stretching vibrational mode of the two-atom “molecule”, resulting in an increase or decrease of its
internal energy. This velocity-dependent force acts on time scales much longer than the mode period,
determining the stability of the bound state. Rotating molecules present an additional friction term,
which could be used to compensate other heating effects such as the atomic recoil associated with
spontaneous emission.
I. INTRODUCTION
The advent of the laser and the subsequent cooling
techniques applied to atomic samples have been a fun-
damental tool to lower their temperature by many or-
ders of magnitudes [1]. Eventually, temperatures can be
reached where the Doppler effect has a negligible role,
and coherences between the atoms can be preserved over
the size of the sample. The Bose-Einstein condensation
was a major step in this direction [2], which gave ac-
cess to several new phases of matter, both for disordered
systems and ordered systems (such as the Mott insulat-
ing phase when ultracold atoms are trapped into optical
lattices [3]). Apart from sympathetic cooling [4], cooling
techniques do not involve interactions between the atoms,
but rather between the laser photons and independent
atoms. The atoms are thus cooled independently, and the
atomic sample is spatially confined by a quasi-harmonic
potential.
Yet light-induced interactions between the atoms can
be a powerful tool to create ordered systems [5]. A
paradigmatic example of cooperation in cold atoms is
the collective atomic recoil lasing [6, 7] observed when
a cold or ultracold atomic gas in an optical ring cavity
is illuminated by an intense far-off-resonance laser beam,
causing a self-induced density grating in the atomic sam-
ple. More generally, the optical dipole force on the atoms
in a high-finesse optical cavity, together with the back-
action of atomic motion onto the light field, gives rise
to nonliner collective dynamics and self-organization [8].
All these schemes with atoms in optical resonators rely
on the creation of an optical lattices generated by the
atoms.
In a similar fashion, it has recently been proposed to
optically bind pairs of atoms confined in two dimensions
by a stationary wave, where each atom remains at a mul-
tiple of the optical wavelength from the other [9]. This
effect stems from the generation of a non–trivial potential
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landscape due to the interference between the trapping
beams and the wave radiated by each atom (see Fig.1).
As for atoms trapped in a one-dimensional optical lat-
tice, the distance between the atoms is a multiple of the
optical wavelength, as is well-known from optical binding
with dielectrics [10, 11].
Nevertheless, differently from the optical binding of
dielectrics which are immersed in a fluid to confine
them [12–17], cold atoms are manipulated at ultralow
pressure, so the surrounding medium can be considered
to be vacuum. An important consequence pointed out in
Ref. [9] is that since each atom exerts a central force on
the other, the angular momentum is preserved, instead
of being damped by viscous forces as for dielectrics in
fluids [18]. Yet, despite the apparent simplicity of the
problem – a two-dimensional two-body dynamics where
both total momentum and total angular momentum are
conserved – an additional effect of cooling or heating was
reported, on time scales much longer than that needed
for the two atoms to oscillate
In this work, we investigate the coupling between the
dipole dynamics and the center of mass dynamics to elu-
cidate the slow change in temperature of the system. The
dipole evolves on a time scale typically much shorter than
the period of oscillation of the atoms center of mass in
the optical potential, so a multiple scale analysis can be
performed to identify the impact of one on the other.
This allows us to characterize in detail the rate of change
in energy of the bound state, and predict its long–term
stability. We thus confirm that the light detuned posi-
tively from the atomic transition mainly results in only
metastable (heating) bound states, whereas a positive de-
tuning rather results in stable (cooling) bound states. In
particular, the presence of angular momentum is shown
to be associated to a more efficient cooling, like a viscous
term in the radial direction which drives back the system
close to the equilibrium point. This effect may be partic-
ularly important to counter detrimental effects such as
atomic recoil or other heating mechanisms.
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2FIG. 1. Optical potential landscape generated by the inter-
ference between the confining laser beams (not shown) and
the radiation of the atoms. The pair of atoms is trapped in
the first minimum of potential, with |r1 − r2| ≈ λ. The up-
per inset describes the profile of the self–generated potential
V (k|r1 − r2|), in absence of angular momentum.
II. TWO–ATOM ADIABATIC DYNAMICS
Let us consider N two-level atoms (polarization effects
are neglected) with an atomic transition of linewidth Γ
and frequency ωa, with positions rj , j = 1..N . The
atoms are pumped with a monochromatic plane wave of
wavevector k = kzˆ, detuned from the atomic transition
by ∆ = ω − ωa, and with Rabi frequency Ω(rj)  Γ.
Using the Markov approximation, the resonant dynam-
ics of the atomic dipoles βj is given by a set of N coupled
equations [19, 20]:
β˙j =
(
i∆− Γ
2
)
βj − iΩ(rj)− Γ
2
∑
m6=j
Gjmβm, (1)
where Gjm = exp(ik|rj − rm|)/(ik|rj − rm|) describes
the light-mediated interaction between the dipoles. The
set of equations (1) is linear in the dipoles βj , so for mo-
tionless atoms most of the information on the system can
be obtained from the eigenvalues and eigenvectors of the
scattering matrix Gjm [21–25]. Neglecting the modifi-
cation of the lifetime due to the atoms cooperation, the
dipoles relax to equilibrium on a timescale 1/Γ. How-
ever, accounting for the optical forces resulting from the
multiple light scattering leads to an intrinsically nonlin-
ear problem, as the dynamics of the atoms center of mass
couples to that of the dipoles:
mr¨j = −~Γ
∑
m 6=j
Im
(∇rjGjmβ∗j βm) . (2)
From now on we focus on atoms confined in a plane by
counter-propagating beams, as shown in Fig.1. Assum-
ing a plane wave profile for these beams, the atoms are
submitted to a uniform field Ω. Furthermore, we restrict
our analysis to pairs of atoms (N = 2), for which the set
of Eqs.(1) and (2) can be cast in the relative coordinate
frame b = (β1−β2)/2, β = (β1+β2)/2 and q = k(r1−r2).
In polar coordinates q = q(cos θ, sin θ) (where q = kr),
one obtains [9]
b˙ = −
[
1− sin q
q
− i
(
2δ − cos q
q
)]
b
2
, (3a)
β˙ = −
[
1 +
sin q
q
− i
(
2δ +
cos q
q
)]
β
2
− iΩ
Γ
, (3b)
q¨ =
4ωr
Γ
[
4Ω2
Γ2
`2
q3
−
(
sin q
q
+
cos q
q2
)(|β|2 − |b|2)] ,(3c)
˙` = 0, (3d)
where time has been renormalized by the atomic dipole
lifetime 1/Γ. Here ` =
√
ωrΓ(L/~Ω), where L =
(m/2)r2θ˙ is the total angular momentum, ωr = ~k2/2m
is the recoil frequency and δ = ∆/Γ the normalized de-
tuning. Eq.(3d) describes the conservation of the angu-
lar momentum: Including stochastic effects such as ran-
dom momentum kicks due to spontaneous emission would
break this conservation law.
Eq.(3a) shows that b decays to zero on the dipole
timescale, so the two atomic dipoles become synchro-
nized: β1 = β2 = β. After this short transient, the
equations of motion reduce to:
β˙ =
[
1 +
sin q
q
− i
(
2δ +
cos q
q
)]
β
2
− iΩ
Γ
, (4a)
q¨ =
4ωr
Γ
[
4Ω2
Γ2
`2
q3
−
(
sin q
q
+
cos q
q2
)
|β|2
]
. (4b)
In order to capture the features of the short-time dy-
namics, we first perform the adiabatic elimination of the
dipole dynamics assuming that it is synchronized with
the local field. The value of β is obtained from Eq.(4a)
assuming that β˙ = 0 at any time; then, inserting this
value in Eq.(4b) leads to:
q¨ = 2
[
`2
q3
− w(q)
]
, (5)
where we have introduced the “small” parameter
 =
4Ω
Γ
√
ωr
Γ
(6)
and the function:
w(q) =
sin q/q + cos q/q2
(1 + sin q/q)2 + (2δ + cos q/q)2
.
Thus, in the adiabatic approximation, the dynamics of q
can be derived from a potential V (q) given by:
V (q) = 2
∫ +∞
q
(
`2
q3
− w(q)
)
dq. (7)
The potential landscape as a function of the angular mo-
mentum is presented in Fig. 2, where a succession of min-
ima can be observed. For large distances q between the
3FIG. 2. Potential landscape V (q) for different angular mo-
menta `, for δ = −2.
two atoms, the potential wells become increasingly shal-
low as the potential decreases as −(cos q)/q [10]. Fur-
thermore, the centrifugal force opposes to the presence
of low-q potential minima, as can be observed for large
values of the angular momentum `. The extrema qn of
this potential are given by the equation:
q3nw(qn) = `
2. (8)
so for small angular momentum `, the stable and unstable
points are found at, respectively:
qsn ≈ 2pin−
1
2pin
+
`2(1 + 4δ2)
(2pin)2
, (9a)
qun ≈ pi(2n+ 1)−
1
pi(2n+ 1)
+
`2(1 + 4δ2)
pi2(2n+ 1)2
. (9b)
The potential V around these points can be approxi-
mated by
V (q) ≈ 2
[
`2
2q2
− 1
1 + 4δ2
cos q
q
]
. (10)
In particular, the potential barrier that a pair of atoms
close to the point qsn has to overcome is
Un = V (q
u
n)− V (qsn)
≈ 
2
2pi
4n+ 1
n(2n+ 1)
[
1
1 + 4δ2
− `
2
4n(2n+ 1)
]
, (11)
which defines an admissible kinetic energy for the two
particles, along the radial direction, to remain bound to-
gether. Hence, if the pair of atoms has initially a dif-
ference of radial velocities δv, it will form a bound state
provided m(δv/2)2 < Un, or a free particles state other-
wise. The system is insensitive to a velocity of the system
center of mass, and difference of normal velocities corre-
spond to the angular momentum `. Due to the integrable
nature of Eq. (5), the bound state undergoes everlasting,
with an amplitude which does not vary over time.
This long–term stability is in contrast to the results re-
ported in Ref. [9], where either a slow cooling and heating
of the bound system was observed by numerical integra-
tion of Eqs.(4). To explain these results, we show in the
next section that the finite time needed for the dipole to
equilibrate with the local field is responsible for introduc-
ing a dissipative force in Eq.(5).
III. MULTISCALE ANALYSIS
In general, there is a clear separation of the time scales
of dipole and of the bound state vibrational mode. For
example, for the Rubidium atoms probed on a MHz tran-
sition with a low pump (Ω  Γ) an oscillation of the
bound state spans over hundreds of dipole lifetimes [9].
More generally, one can observe from Eq.(10) that if
  1 and `  1, the vibrational mode will have a
period much longer than the dipole relaxation time 1/Γ.
This difference in time scales allows us to treat the
finite time for the dipole equilibration as a correction
to the adiabatic equation (5). Let us introduce g(t) =
exp[iq(t)]/[iq(t)] the kernel which appears in the dipole
dynamics Eq.(4a), and which varies slowly as compared
to the dipole lifetime. As derived in Appendix A, the
first correction to the adiabatic approximation reads:
β(t) ≈ − 2iΩ/Γ
[1− 2iδ + g(t)] −
4iΩ
Γ
g˙(t)
[1− 2iδ + g(t)]3 , (12)
where the first right-hand term corresponds to the adia-
batic contribution, for which β(t) follows instantaneously
the evolution of q(t). The second one describes, at first
order, the delay in the dipole response to the atomic mo-
tion, and is proportional to q˙. Inserting the above equa-
tion into (4b) and keeping only the linear term in q˙ leads
to a non-conservative equation for the atoms motion:
q¨ = −dV
dq
− 2λ(q)q˙, (13)
where λ(q) is a “friction” coefficient which takes positive
and negative value as q oscillates:
λ(q) = − 4w(q)(
1 + sin qq
)2
+
(
2δ + cos qq
)2 [cos qq − sin qq2 − 2w(q)
(
1 +
sin q
q
)(
2δ +
cos q
q
)]
. (14)
4From Eqs.(7) and (13) it becomes clear that q˙ scales as
, so the deviation from the adiabatic dynamics of Eq.(5)
occurs on a timescale 1/ longer than the oscillations of
the bound state. The long-term consequences of the non-
conservative term λ(q) will depend on its average value
over an oscillation, as we now show through a multiscale
analysis.
The separation of the two timescales is realized intro-
ducing the time variables u = t, associated to the oscil-
lation of the bound state, and v = 2t, over which the
dynamics drifts from its adiabatic approximation. The
distance q(u, v) is now considered to depend indepen-
dently on those two, with the chain rule
d
dt
= 
∂
∂u
+ 2
∂
∂v
. (15)
Applying the above rule to Eq.(13) leads to the multiscale
equation:
∂2q
∂u2
− `
2
q3
+ w(q) = −2 ∂
2q
∂u∂v
− λ(q) ∂q
∂u
− 2 ∂
2q
∂v2
− 2λ(q)∂q
∂v
. (16)
The separation of time scales is operated by consider-
ing the perturbation expansion q =
∑∞
n=0 
nq(n) which
results, at the zero order in , in:
∂2q(0)
∂u2
=
`2
q3(0)
− w(q(0)). (17)
It describes the adiabatic dynamics of q(0), i.e., it is for-
mally equivalent to Eq.(5). It can be associated to the
potential energy V1 = V (q(0))/
2 from Eq.(7), so that it
admits the following energy as an integral of motion:
E(v) =
1
2
(
∂q(0)
∂u
)2
+ V1(q(0)). (18)
This energy of the bound state varies only over the slow
time scale v, and this drift is captured by the next order
equation resulting from Eq.(16), which contains the non-
conservative contribution:
∂2q(1)
∂u2
+
[
3`2
q4(0)
+ w′(q(0))
]
q(1) = −2
∂2q(0)
∂u∂v
−λ(q(0))
∂q(0)
∂u
.
In order to prevent the secular growth in q(1), its right-
hand term must vanish, a condition which reads:[
2
∂
∂v
+ λ(q(0))
]
∂q(0)
∂u
= 0. (19)
For a bound state, the energy definition (18) provides the
expression:
∂q(0)
∂u
= ±
√
2[E(v)− V1(q(0))], (20)
which in turn leads to equation for the evolution of the
energy E(v):
dE
dv
= −λ(q(1))[E(v)− V1(q(0))] + dV1
dq(0)
∂q(0)
∂v
. (21)
The slow evolution of the bound state energy is captured
by integrating Eq. (21) over a period T of its oscillation:
T = 2
∫ q+
q−
dq√
2[E(v)− V1(q)]
, (22)
where q± correspond to the extrema of the position, at
which ∂q(0)/∂u = 0. These extrema slowly change over
time, so they are actually functions of v. The averaging
of Eq.(21) is realized dropping its last term as it cancels
over an oscillation cycle, so one obtains
dE
dv
= − 1
T
∫ q+
q−
λ(q)
√
2[E(v)− V1(q)]dq. (23)
This equation describes the long-term evolution of the
bound state energy, and predicts whether it is truly stable
or only metastable.
The exact evolution of E(v) requires a numerical inte-
gration, nonetheless its behavior close to the equilibrium
point qsn, given by Eq.(9), can be captured by approxi-
mating the system as an harmonic oscillator. Introducing
q˜n = q−qsn the relative oscillation, ωn =
√
V ′′(qsn) its an-
gular frequency and E˜n = E−V1(qsn) the energy relative
to the equilibrium point, one can write
E(v) ≈ V1(q) + E˜n(v)− ω2n
q˜2n
2
, (24a)
λ(q) ≈ λ(qsn) + λ′(qn)q˜n + λ′′(qsn)
q˜2n
2
, (24b)
q± = qsn ±
√
2E˜n(v)
ωn
(24c)
and T = 2pi/ωn. Inserting these equations into Eq.(23),
one finds that the linear contribution λ′(qsn) of the friction
term does not contribute due to the symmetry of the
integral, and the remaining terms integrate as:
dE˜n
dv
= −αnE˜n − βnE˜2n, (25a)
αn =
λ(qsn)
2
, (25b)
βn =
λ′′(qsn)
8ω2n
. (25c)
The energy E˜n is associated to the oscillations of the pair
of atoms in the potential well. Due to the conservation
of the angular momentum, it is naturally associated to a
variation of the angular velocity as well, but it can essen-
tially be understood as energy in the vibrational mode of
the cold molecule, which can either increase (heating) or
decrease (cooling) in time. Eq.(25a) describes this slow
drift, over a time scale 1/ longer than the oscillations of
the bound state, and the next section is dedicated to the
different relaxation regimes.
5IV. STABILITY OF THE BOUND STATES
A. Stability regions
Let us first discuss the case of a bound state with-
out angular momentum (` = 0), where the two atoms
oscillate along a given direction. The equilibrium con-
dition (8) shows that w(qsn) = 0, so the friction term
(14) has no zero order contribution (λ(qsn) = 0) and
only the quadratic term in the relaxation equation (25a)
is present. Calling Ei = E˜n(0) > 0 the initial energy
relative to the equilibrium point qsn, and assuming that
Ei < Un given by Eq.(11), the bound state energy will
drift as
E˜n(v) =
Ei
1 + βnEiv
. (26)
Thus for βn > 0 the bound state will approach the equi-
librium point at an algebraic speed, and the system is in
a cooling regime. The time for the energy to decrease to
one half of its initial value is:
τ (1/2)n =
1
2βnEi
. (` = 0) (27)
This behaviour is illustrated in Fig.3(a), where the dis-
tance between a pair of atoms in the cooling regime is
shown to slowly decrease over time.
On the contrary, for βn < 0 the atomic system is heat-
ing, and the bounded pair of atoms break up as its energy
reaches the potential barrier Un, provided by Eq.(11).
The time for the pair of atoms to reach the escape en-
ergy is given by
τ (esc)n =
1
2|βn|
(
1
Ei
− 1
Un
)
. (28)
As depicted in Fig.3(b), the atoms present larger and
larger oscillations, until they separate and have quasi-
ballistic trajectories. Finally, for βn = 0, the analysis of
higher-order contributions in the friction term is neces-
sary to determine the stability of the bound state.
In presence of angular momentum (` > 0) the friction
term has in general a constant contribution around the
equilibrium (λ(qsn) 6= 0), in which case the evolution of
the bound state energy reads
E˜(v) =
αnEie
−αnv
αn + βnEi (1− e−αnv) . (29)
Thus if αn > 0 and αn + βnEi > 0, after a transient the
energy E˜(v) decays exponentially fast to zero, at rate αn.
The final bound state thus has angular momentum, but
no motion in the vibrational mode, see Fig.3(c). More
generally, the half-life decay time of the energy is
τ (1/2)n =
1
2αn
ln
[
2αn + βnEi
αn + βnEi
]
. (30)
Whereas if αn < 0 and βn > 0, the system decreases ex-
ponentially fast, at rate |αn| toward a bound state that
possesses both angular momentum and energy in the vi-
brational mode: E˜(∞) = |αn|/βn. This regime sustains
everlasting oscillations.
The other case, with αn > 0 and βn < 0 such that
αn < |βn|Ei, corresponds to a bound states which is only
metastable, the lifetime of which is given by
τ (esc)n =
1
2αn
ln
[ |βn| − αn/Un
|βn| − αn/Ei
]
. (31)
Let us know provide an approximated expression of these
stability parameters, by doing an expansion around the
equilibrium points (9a):
ω2n ≈
1
2pin(1 + 4δ2)
, (32a)
αn ≈ `
2
8(pin)4(1 + 4δ2)
[
1− 2`
2(δ + 1/4pin)
(pin)2
]
, (32b)
βn ≈ − 2
pin(1 + 4δ2)2
[
δ +
1 + δ2
pin
]
. (32c)
Let us first discuss the case without angular momentum,
where only the βn coefficient is relevant (see Eq.(26)). In
this case, under the condition
−
√(npi
2
)2
− 1− npi
2
≤ δ ≤
√(npi
2
)2
− 1− npi
2
, (33)
the βn coefficient is positive and the bound states are
truly stable. Otherwise, βn is negative and the bound
states are only metastable. The behavior of βn as a func-
tion of the detuning is illustrated in Fig.4, where a range
of negative detuning allows for stable bound states.
In presence of a small angular momentum (that is, such
that αn is positive), the system is stable over a larger
range of detuning, since βn > −αn/Ei is now a sufficient
condition to reach a cooling regime.
Note that while Eq.(32b) suggests that αn becomes
negative for large values of angular momentum, the ap-
proximated expressions (32) lose their validity, and the
increase of ` actually suppresses successively the poten-
tial minima that are responsible for the bound states (see
Fig.2). A more detailed study of the high-` regime will
require different approximations than the ones performed
here.
B. Cooling and heating time
Let us first comment that the energy in the vibra-
tional mode E˜ is a function of v, i.e., it scales with
1/2 ∼ Γ3/(Ω2ωr). So  is the fundamental parameter
to control the time scales over which cooling and heating
act. Then, a numerical study of the heating and cooling
times reveal that it strongly depends on the detuning, see
Fig.5 for examples of this dependence for different val-
ues of the angular momentum. First, the heating time
6FIG. 3. Dynamics of the interparticle distance q for a pair of atoms (a) without angular momentum (` = 0) and in the cooling
regime (δ = −0.56), (b) without angular momentum (` = 0) and in the heating regime (δ = 0), and (c) with angular momentum
(` = 0.5) and in the cooling regime (δ = −0.5). The other parameters are Ei = 0.02 and  = 0.1. The black curves correspond
to the theoretical predictions of Eqs.(24c), (26) and (29), where ω1, α1 and β1 are given by Eqs.(32a)-(32c).
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-0.2
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0
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FIG. 4. Stability coefficients αn and βn, as calculated
from Eqs.(25b)-(25c) (’exact’), and from Eqs.(32b)-(32c) (’ap-
prox’). Simulations realized for  = 0.1 and ` = 0.1.
presents a minimum (which means the heating rate is
maximum) very close to resonance (δ ≈ 0.15Γ); this is
somehow expected from scattering of light very close to
the atomic resonance, where the radiation pressure force
dominates over the dipolar force. Instead, the cooling is
most efficient for light slightly detuned to the red, with a
maximum that depends significantly on the angular mo-
mentum. In both heating and cooling regimes, the rates
decrease going farther away from resonance, where light-
atom coupling is less efficient. For a given  and initial
energy Ei, the barrier potential Un of the bound state
decreases with the detuning (see Eq.(11)), so there is no
more bound state at large detuning (see vertical dotted
lines in Fig.5).
Interestingly, the heating rate is not very sensitive to
the angular momentum, but the cooling rate is. From
` = 0 to ` = 0.15, a factor ∼ 10 is gained on the cooling
rate of the bound state. This highlights that the angular
momentum of the system increases the stability of the
system, possibly countering other heating effects.
A stability diagram is presented in Fig.6 for ` = 0.1,
showing the heating and cooling times as a function of the
FIG. 5. Cooling (thick blue lines) and heating (thin red lines)
time as a function of the detuning δ, for different values of
the angular momentum `, for  = 0.1 and Ei = 2.10
−4. Both
times present a divergence at the critical detuning where the
long-term stability of the bound state changes. The verti-
cal black dotted lines correspond to the stability threshold
defined by Ei = Un.
.
detuning and of the parameter . A larger pump strength
enhances in atom-light coupling, and thus results in a
higher rate of change in the energy of the bound state,
just like working close to resonance.
V. DISCUSSION AND CONCLUSIONS
To summarize, we have shown that the optical binding
of two atoms in the vacuum and confined in a plane, is
affected by a non–conservative force able to cool or heat
the system. This force arises from the non–adiabatic re-
action of the atomic dipole to the change of field as the
distance between the atoms change. This force is strongly
position–dependent but, when averaged over an oscilla-
tion of the pair of atoms, it effectively results in a slow
heating or cooling of the system. It may thus either lead
the atom to escape the influence of each other, typically
7-2 -1
δ
0.05
0.1
0.15
0.2
ǫ
106
107
108
τ
n
(1/2)
0 1 2
105
106
107
108
τ
n
(esc)
FIG. 6. Heating and cooling times as a function of the detun-
ing δ and the parameter , for ` = 0.1. The negative detuning
part (δ . −0.21) corresponds to the cooling regime (blue
colormap), whereas the positive detuning part (δ & −0.21)
stands for the heating regime. The black vertical line marks
the separation between the two regimes, and the white area
corresponds to unbound states (Ei > Un). Simulations real-
ized for Ei = 2.10
−4 and n = 1, using Eqs.(30–32).
for positive detuning, or rather drive them toward the lo-
cal potential minimum, in general for negative detuning.
The cooling properties discussed in this work are of
particular importance if one considers additional effects
that may result in some heating. For example, stochastic
effects in the atoms motion, associated to the atomic re-
coil that comes with the spontaneous emission, generate
an extra noise term in the dynamical equations. In this
context, the cooling effect due to the atom–atom inter-
action could be able to counter such stochastic heating.
A more qualitative discussion on the crucial role of an-
gular momentum to achieve cooling can be realized by
analyzing further Eq.(25a). The βn coefficient, which
does not involve angular momentum at first order, is as-
sociated to a quadratic dependence in E˜, so it is efficient
only when the system is significantly afar from the stable
point. On the contrary, the αn term, which scales di-
rectly with `2, appears in a term linear with E˜. Hence, it
acts as a “friction” term, and is most efficient at keeping
the system very close to the equilibrium point.
One may also consider the possibility of optically bind
larger clouds of atoms. For example, in the case of atoms
confined in a plane, crystallization is expected to occur
due to the optical potential generated on each atom by its
neighbours, with potential minima around the multiple
of an optical wavelength [18]. In this case the many–atom
effect may significantly alter the cooling properties of the
system, as new oscillations modes appear in the system.
In this context, the angular momentum may be a pow-
erful tool to tune the stability properties of the system,
but also to modify the spatial period of the crystal, and
possibly its lattice structure.
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Appendix A: Analysis of the adiabatic approximation
In order to discuss the adiabatic approximation, let’s integrate Eq.(4a) from 0 to t with β(0) = 0:
β(t) = −iΩ
Γ
∫ t
0
dt′ exp
{
−1
2
(1− 2iδ)t′ − 1
2
∫ t′
0
g(t− t′ + t′′)dt′′
}
(A1)
where
g(t) =
exp[iq(t)]
iq(t)
(A2)
Let assume that g(t) varies slowly with respect to the term (1− 2iδ)t′. However, we consider the first order deviation
of g(t), in order to go beyond the usual adiabatic approximation, expanding g(t − t′ + t′′) in the integral of Eq.A1)
up to the first order in its Taylor series:∫ t′
0
g(t− t′ + t′′)dt′′ ≈ g(t)t′ − g˙(t)
∫ t′
0
(t′ − t′′)dt′′ = g(t)t′ − 1
2
g˙(t) t′2. (A3)
The first term of Eq.(A3) corresponds to the usual adiabatic approximation, whereas the second term takes into
account of the slow variation of g due to the atomic motion in the confining potential. Since g depends on the relative
atomic position q(t), then g˙ is proportional to the relative atomic velocity.
8Once inserted Eq.(A3) in Eq.(A1), it gives:
β(t) ≈ −iΩ
Γ
∫ ∞
0
dt′ exp
{
−1
2
[1− 2iδ + g(t)]t′ + 1
4
g˙(t) t′2
}
, (A4)
where we have extended the integration upper limit to infinity, neglecting in this way the short initial transient. By
expanding the small term proportional to g˙(t) at the first order:
β(t) = −iΩ
Γ
∫ ∞
0
dt′ exp
{
−1
2
[1− 2iδ + g(t)]t′
}[
1 +
1
4
g˙(t) t′2 + . . .
]
≈ −i2Ω
Γ
1
1− 2iδ + g(t)
{
1 +
2g˙(t)
[1− 2iδ + g(t)]2
}
(A5)
The first term of Eq.(A5) is the usual adiabatic approximation, whereas the second term correspond to the correction
due to the atomic displacement. It is similar to the Doppler effect in the optical molasses, with the difference that
here the atomic displacement is not due to the thermal motion, but to the oscillation in the optical binding potential.
Also we can say that in general this velocity-dependent force is due to the cooperative decay and light shift, depending
on the distance between the atoms and induced by the laser. From Eq.(A5), we obtain
|β(t)|2 = 4Ω
2
Γ2
1
D(q)
+
16Ω2
Γ2
1
D3(q)
[Reg˙(t)D(q)− 2Img˙(t)(1 + sin q/q)(2δ + cos q/q)] . (A6)
where
Reg˙(t) =
d
dq
(
sin q
q
)
q˙ =
(
cos q
q
− sin q
q2
)
q˙ (A7)
Img˙(t) = − d
dq
(
cos q
q
)
q˙ =
(
sin q
q
+
cos q
q2
)
q˙. (A8)
and D(q) = (1 + sin q/q)2 + (2δ + cos q/q)2. Inserting Eqs.(A6)-(A8) in the force equation (4b), we obtain
q¨ =
16ωrΩ
2
Γ3
[
`2
q3
− w(q)− λ(q)q˙
]
, (A9)
where
w(q) =
1
D(q)
(
sin q
q
+
cos q
q2
)
(A10)
λ(q) = −4w(q)
D(q)
[
cos q
q
− sin q
q2
− 2w(q)
(
1 +
sin q
q
)(
2δ +
cos q
q
)]
. (A11)
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