The volatility of financial returns is affected by rapid and large increments. Such movements can be hardly generated by a pure diffusive process for stochastic volatility. On the contrary jumps in volatility are important because they allow for rapid increases, like those observed during stock market crashes. We propose an extension of HAR model for estimating the presence of jumps in volatility, using the realized-range measure as a volatility proxy. By focusing on a set of 36 NYSE stocks, we show that, once that squared jumps in prices are disentangled from integrated variance, then there is a positive probability of jumps in volatility, conditional on the past information set. We then focus on the contribution of jumps during periods of financial turmoil. We analyze the dependence between the first principal component of the volatility jumps with a set of financial covariates including VIX, S&P500 volume, CDS, and Federal Fund rates. We observe that CDS captures large part of the expected jumps moves, verifying the common interpretation that large and sudden increases in volatility in stock markets over some days in the recent financial crisis have been caused by credit deterioration of US bank sector. Finally, we extend the model incorporating the credit-default swap in the dynamics of the jump size and intensity. The estimates confirm the significant contribution of the credit-default swap to the dynamics of the volatility jump size.
Introduction
Recent empirical studies indicate that diffusive stochastic volatility and jumps in returns are incapable of capturing the empirical features of equity index returns. Eraker et al. (2003) report convincing evidence that volatility of financial returns is affected by rapid and large increments. Such movements can be hardly generated by a pure diffusive process for stochastic volatility. More precisely, in a pure diffusive stochastic volatility setup, volatility can only increase by a sequence of small positive increments. On the contrary jumps in volatility are important because they allow for rapid increases, like those observed during stock market crashes. Eraker et al. (2003) results strongly suggest the presence of both jumps in volatility and returns. They also note that jumps in returns can generate large returns but the impact of jumps is transient. Furthermore, diffusive stochastic volatility and jumps in returns can both generate realistic patterns of both unconditional and conditional non-normalities in returns, but they have difficulties in capturing the pattern followed by conditional volatility of returns.
Differently, jumps in volatility are rapid but persistent factors driving volatility. In fact, once at the high level, volatility reverts to its long run mean, so that jumps in volatility have a persistent effect. In those cases, the Broadie et al. (2007) test to detect jumps in volatility rejects a square-root stochastic volatility model and an extension with jumps in prices. A reason might be that these models include volatility increments which are approximately normal. Differently, Broadie et al. (2007) show that a model with contemporaneous jumps in volatility and prices easily passes these tests. In Eraker et al. (2003) , Eraker (2004) , Broadie et al. (2007) , and Chernov et al. (2003) the estimation of jumps in volatility is based on stochastic volatility models, with jumps in prices and/or in instantaneous volatility, expressed in continuous time. Todorov and Tauchen (2011) , by means of a non-parametric analysis on the VIX volatility index, find that market volatility involves many small changes as well as occasional big moves, where the presence of big moves justifies the use of jumps in volatility modelling. Further, they find strong correlation between return and volatility jumps measured as realized jumps in both series. In general, both the return-based and option-based evidence support the presence of jumps in returns as well as jumps in volatility.
In continuous-time setting, adding jumps to stochastic volatility models involves an additional set of latent state variables. The estimation of stochastic volatility with jumps in returns and/or volatilities can be possible only if the unobserved state variables are filtered out. Chernov et al. (2003) use the EMM, Pan (2002) adopt the implied-state technique to fit her models to returns and option prices. Eraker et al. (2003) , Eraker (2004) , estimate by means of simulation-based methods. Li et al. (2008) employ MCMC techniques for inferences of continuous-time models with stochastic volatility and infinite-activity Lévy jumps using discretely sampled data.
We contribute to this strand of the financial econometrics literature by focusing on the modeling and on the estimation of the jump component in volatility in discrete time. As a distinctive feature of our contribution, we use realized ranges as non parametric ex-post measure of the daily integrated volatility. Such a choice allows simplifying the computational burden of estimating the jumps in volatility as it circumvents the need to integrate out unobservable quantities. As Todorov (2009 Todorov ( , 2011 has pointed out, the convenience of this method stems from the fact that the inference on the volatility process is based on estimates of latent quantities of the price process, i.e. the integrated volatility and the sum of squared jumps. For example, we can make inference on the volatility jumps regardless of how complicated the model for the stochastic volatility is. Furthermore, recent theoretical findings by Christensen and Podolskij (2007) , prove that realized range, that is based on prices sampled at intradaily frequency, is a very efficient estimator of the quadratic variation of the returns. In our framework, efficiency of the integrated variance estimation is a crucial element, since the potential reduction of the measurement error obtained with realized-range measures can lead to more precise evaluations of the volatility jump component. Given that our focus is on the volatility jumps, we employ the so called bias corrected range-based bipower variation, see Christensen et al. (2009) . This is a consistent estimator of the integrated variance, when the price process is affected by jumps and contaminated by microstructure noise. In this way, we are able to disentangle the jump component due to the presence of jumps in prices from the total price variation, leaving us with a volatility series that contains the volatility jumps, and allow us to identify them, if present.
Consequently, we treat the bias corrected range-based bipower variation as its asymptotic limit, namely the integrated variance.
We thus propose a parametric model in discrete time to evaluate the probability and the intensity of the volatility jumps. In particular, given the well documented long-range dependence of the realized variance estimators, see Andersen et al. (2003) among others, and the persistent effects of jumps in volatility, we suggest a conditional model that generalizes the well known HAR model, introduced by Corsi (2009) , but anticipated in meteorological applications by Jewson and Caballero (2003) with the AROMA model, allowing for the presence of an additive dynamic conditional volatility jump term. The jump component is modelled like a compound Poisson process allowing for multiple jumps per day, as in Chan and Maheu (2002) and Maheu and McCurdy (2004) , whose intensity and magnitude parameters are varying over time according to an autoregressive specification. Following this approach, we are able to model and identify periods with an increasing volatility jump activity, that reflect periods of high market stress, since the unexpected jump risk cannot be hedged away and investors may demand a large risk premium to carry these risks. The discrete time specification of the HAR with a Given the estimated volatility jump sequences, we make a step forward toward the economic interdependence between them and some covariates. Rangel (2011) conducts a similar analysis focusing on the effect that scheduled announcements, like disclosure of public information regarding fundamental macroeconomic variables, have on the conditional jump intensity of daily market returns. Our idea is to verify if the conditional expected volatility jump components estimated for the set of stocks considered share some common components. The principal components analysis (PCA) suggests that there is a jump volatility factor that is able to resume most of the observed variability in the conditional expected jumps. We relate this jump volatility factor to a set of daily financial variables, such as VIX, trading volume of S&P 500, Federal Funds rate, and credit default swaps (CDS) on the US banks in order to investigate the potential determinants of occasional big moves in asset's volatility. The main result of empirical analysis is that CDS capture large part of the expected jumps moves, verifying the common interpretation that large and sudden increases in volatility in stock markets over some days in the recent financial crisis have been caused by credit deterioration of US bank sector. We also argue that this result is not driven by the inclusion of the financial sector in the analysis.
In fact, a robustness check made excluding the volatility jumps associated with banks, lead to almost identical results. This paper is organized as follows. In Section 2 the econometric model is set out and the estimation procedure is outlined. Section 3 illustrates the estimation results of the HAR-V-J model with data on 16 NYSE stocks. Section 4 investigates the determinants of the common component of estimated expected jumps and presents the estimates of an extended version of the HAR-V-J. Section 5 concludes. The Appendix summarizes some results associated with the realized range and presents the realized range estimator and the bias-corrected realized range-based bipower variation which are used in the empirical analyses.
A model for realized range volatility with jumps
Our first research question is associated with the estimation of the jumps contribution to the integrated volatility. A wide empirical literature is focused on modeling daily realized volatility. Andersen and Bollerslev (1998) , Andersen et al. (2001) and Andersen et al. (2003) , report evidence of long memory in the ex-post volatility measurements, as realized volatility. However, Lieberman and Phillips (2008) argue that the long memory found in realized volatility can be an artifact due to aggregation of intradaily squared returns. On the other hand, part of the literature, following Granger and Hyung (2004) , connects the observed high persistence to the presence of level shifts in the mean of the volatility process, given that level shifts can generate spurious evidence of long memory, see also Christensen and Santucci de Magistris (2010) and Bordignon and Raggi (2010) . The Heterogeneous Autoregressive (HAR) model by Corsi (2009) , an extension of the HARCH model of Muller et al. (1997) , approximates the long memory feature of ex-post volatility measures by means of a long lagged AR process.
1 The HAR model mimics the asymmetric propagation of volatility, due to the presence of heterogeneous market participants. It's an additive cascade model of different volatility components each of which is generated by the actions of different types of market players. This additive volatility cascade generates a simple long lagged AR-type model, as it considers averages of realized volatilities over different time horizons. In the most common HAR specification, the actual realized volatility is regressed on its past daily, weekly and monthly averages. The main advantage of the HAR is therefore represented by its estimation simplicity, given that the model can be evaluated by standard OLS.
Our research approach differs from the previously cited papers in the integrated volatility estimators adopted, as we already anticipated. In fact, we focus on the Realized Range and not on Realized Volatility. The Appendix discusses the estimator we consider, the bias-corrected realized range-based bipower variation, denoted as RBV ∆ m,BC . Such a quantity, which is a proxy of the integrated variance, is evaluated at the daily level from stock prices sampled at 1 minute intervals.
Here we focus on the extension of the model proposed by Corsi (2009) , adding a conditional volatility jump component to the conditional mean. This additional term allows estimating the probability and the impact of the volatility jumps on the dynamics of the continuous part of the realized range, once it has been disentangled from the price jumps part (see the Appendix for details on the estimator). Let X t = log RBV ∆ m,BC,t be the daily logarithm of bias-corrected realized range-based bipower variation and I t−1 be the time t − 1 information set, the HARVolatility Jump (HAR-V-J) model for X t is given by,
where
represent the weekly and monthly volatility components, respectively, see also Corsi (2009) .
This model for X t implies that the RBV ∆ m,BC is given by a multiplicative structure such as
Hence, the jump term J t = exp {Z t } acts as a multiplicative factor in the volatility process. In case of no jumps J t = 1, and the volatility follows a HAR process. The jump term, Z t , in the period t log-volatility is given by
where the jump size is
t and Y t,k are assumed to be independent. Following Chan and Maheu (2002) , Θ σ,t and ∆ σ,t are modelled as a function of past log-volatility, namely
and
The jump component has a compound Poisson structure where the number of jumps arriving between t − 1 and t, N σ,t , is a Poisson counting process with intensity parameter Λ σ,t > 0 and density
This implies that
so that the conditional density of Z t given N σ,t and I t−1 is
Since E [Z t |N σ,t = j, I t−1 ] = jΘ σ,t , the conditional expected value of the jump component is
where Θ σ,t is assumed to be measurable with respect to I t−1 , as in (2). Given the conditional density of Z t in (4), the conditional variance of the jump component is
where ∆ σ,t is assumed to be measurable with respect to I t−1 , see (3). Whereas, as in Chan and Maheu (2002) , the unobserved log-volatility jump intensity is assumed to follow an autoregressive conditional jump intensity specification
such that the conditional jump intensity in period t depends on its own lag and on the lag of the innovation term ξ t , which represents the measurable shock constructed ex-post by the econometrician. This shock, or jump intensity residual, is defined as
thus ξ t depends on the expected number of jumps measured with respect to the information set including the contemporaneous information, i.e. at time t. It follows that the jump intensity equation can be therefore rewritten as
As noted by Chan and Maheu (2002) other functional forms that include nonlinearity also may be very useful. The filtered probabilities P (N σ,t = j|I t ) are obtained by means of the Bayes'
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and P (X t |N σ,t = j, I t−1 ) is given by the density of t . Analogously, we can compute the conditional probability of tail events, such as P (X t > u|I t−1 ). This allows to compare the predictive abilities of events like log-volatility is above a given threshold of the HAR-V-J model to the Gaussian HAR model.
Log-likelihood
Given equation (4), the first two conditional moments of X t are given by
As in Chan and Maheu (2002) the likelihood function of the model, conditional on the number of arrivals,N σ,t = j, and to I t−1 , is therefore given by
so that the log likelihood function conditional on I t−1 is given by
The likelihood function is then maximized with respect to the parameter vector,
In the computation of the log-likelihood function the expression in (10) is approximated by a finite sum, where we employ a truncation value of 20.
Adopting the expression in Maheu and McCurdy (2004, p.766) , the first four conditional 9 moments of X t are:
The expected value of RBV
Finally, the conditional expectation of J t ≡ exp {Z t } is given by
In the next section, we estimate the HAR-V-J model by ML, following the steps outlined above, to disentangle the volatility jump component, J t , from the continuous volatility term, represented byX t−1 .
Volatility jumps in the US market
Our analysis is based on the intradaily returns of 36 equities of the S&P 500 index. Prices are sampled at one minute frequency, from January 2, 2004 to December 31, 2009, for a total of 1510 trading days. The companies considered are shown in Table 1 . We compute the RBV It is interesting to note that the first part of the sample is not characterized by large jumps, while the period in correspondence of the recent financial crisis has many large spikes. As expected, this suggests that during financial crises, the probability and the magnitude of the jumps are higher.
As it is apparent from the second and third columns of Table 3 , the series are right-skewed and leptokurtic. The sample skewness is around 1, on average, while the kurtosis is generally higher than three but smaller than six. This positive skewness could be related to the presence of a few large values in the log RBV The likelihood-ratio test strongly rejects the null hypothesis, i.e. the HAR model with no jumps, in all cases. Thus, when Λ σ,t , Θ σ,t and ∆ σ,t are allowed to vary over time, we obtain an improvement over the more traditional HAR model without jumps.
Focusing on the jump size mean, we note that the estimates of ζ 0 in (2) are significant in 18 out of 36 cases, while those of ζ 1 are generally positive but not statistically different from zero. Furthermore, in 17 cases the jump size is statistically not different from zero, namely the impact of jumps on the conditional mean of X t tends to be centered around zero on average.
However, this does not imply that jumps do not affect the conditional moments of log-volatility.
Even when Θ σ,t = 0 the jump dynamics affects the first four conditional moments in (11)- (14), and thus the tail realizations. In particular, conditional skewness of log-volatility is affected by the magnitude and sign of Θ σ,t . The sample averages for the 36 stocks of Sk(X t |I t−1 ), reported in Table 3 are always positive and smaller than one. This means that including the jumps in the model allows to partially account for the positive skewness observed in the log-volatility.
Analogous considerations hold for the sample averages of the conditional kurtosis.
The estimated jump sizes of the four stocks, representative of different sectors, plotted in Figure 2 , display a similar behavior in the case of BA, IBM, and JPM. The average jump size increases as the level of volatility increases, such as during the last two years. This is particularly evident for the bank sector. On the contrary, when ζ 1 is close to 0, such as in the case of UPS the plot of the estimated jump size looks like a constant across time. We found a similar result for the parameters in the jump size variance, see (3). In fact, η 0 is generally significant and positive while η 1 is not statistically different from zero, so that the variance of the jumps sizes can be restricted to be constant.
Now, if we turn to the parameters of Λ σ,t , the jump intensity, we have that the persistence parameter, λ 1 , is strongly significant and close to 1 in most cases. It is noteworthy that the estimates are greater than 0.9 in 24 out of 36 cases. This result confirms the evidence in Eraker et al. (2003) and Duffie et al. (2000) , where the jump arrivals in volatility are highly persistent, producing clusters in jumps.
The plots of the expected number of jumps in Figure The ex-post probability of a jump, shown for the four stocks in Figure 4 , illustrates the persistence in the Λ σ,t estimates. This also means that in the crisis period (2008) (2009) ) the ex-post probability of observing at least one log-volatility jump approaches one. This is also an evidence of jump clustering which, in fact, characterizes all the series in the sample. The higher estimated jump activity in the second part of the sample explains also the increase in the unconditional expected value of the Λ σ,t process, see Table 3 . The sample averages of the estimated Λ σ,t turn out to be, in a few case, larger than one. We think that this could be induced by abnormal variations in the log-volatility, occurred during the financial crisis, which somewhat affect the estimate of the Λ σ,t process parameters. Moreover, the parameter ψ of the innovation term is always positive, and significant in more than half of considered stocks. As a consequence the unobserved past innovation has a positive and significant impact on the jump intensity. It is also interesting to study the difference between the ex-ante and ex-post probabilities of jumps during a given day. This can be done in our setup, simply comparing P (N σ,t = j|I t−1 ) with P (N σ,t = j|I t ), where the latter is obtained by the Bayes law in (9). In particular, the recent financial crisis peaked on October 10, 2008, when annualized volatility of the S&P 500 index reached a peak of 120%. As it is clear from Figure 6 , the estimated ex-ante and ex-post probabilities on October 10, 2008 have different patterns. In particular, the ex-ante probabilities of more than 1 jump, calculated using Λ σ,t , are already high and centered on 1-2 jumps. On the other hand, after the arrival of the information on the volatility for October 10, 2008, the ex-post jump probability distribution is shifted to the right, such that we have a higher probability of observing 3-4 jumps on that day. Finally, looking at the Ljung-Box test on the model residuals, see the last columns of Table 2 , it is clear that for some series the HAR-V-J model is not able to completely capture the dynamics of the log-volatility series.
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This is due to the peculiar autoregressive lag structure of the HAR-RV model which appears too restrictive for a many series under exam, thus leaving some autocorrelation in the residuals.
Alternatively, adopting an ARFIMA model one could optimally select the lag structure such that the persistent component of volatility is accounted for. However, this is beyond the scope of the present paper, since the focus is on the modeling of the jump term. It is important to stress that the autocorrelation in the residuals is not due to the inclusion of the jump term in the HAR-V model.
In Table 3 we show the sample averages of conditional moments of the expected number of jumps, as computed in (8), and of conditional moments of X t , as in (12)- (14). The average ex-post number of jumps is very close to the expected number of jumps, meaning that the specification of Λ σ,t correctly estimates the conditional mean of E[N σ,t |I t ]. Since, the HAR-V-J model is a non-Gaussian conditional model for X t due to the presence of jumps it generates positive skewness and mild leptokurtosis. (23)). The jumps are estimated by Ξ t = λ 2,m (RRG BC − RBV BC ). The interesting finding is a positive correlation with the squared jumps-in-price component (see for an analogous result see Todorov and Tauchen, 2011) . This finding confirms the evidence in Eraker et al. (2003) which suggest a positive association in the price and volatility jumps. In particular, this correlation is strengthened during the financial crisis, since the arrival of bad news induces not only jumps in prices, but also a sharp increase in the volatility. A possible explanation is that as traders receive new information, they revise their expectations, causing an increase in the disagreement on the fair price that leads to higher volatility.
In order to highlight the ability of the HAR-V-J model in predicting the log-volatility one-day ahead, we compute P (RBV October 10, 2008. This probability is given by
where Φ(·) is the standard Normal cdf. This simple exercise allows to evaluate how much the introduction of the jump component in the HAR increases the conditional probability of observing abnormal levels of volatility. The results in Table 4 clearly illustrates that the HAR-V-J behaves better than the Gaussian HAR for both threshold levels. This is not surprising because the positive conditional probability of observing more than one jump, as already seen above, dramatically increases the conditional probability that the log-volatility is above a given threshold, as shown in the case of u = 120%. In general, the performances of the two models for
October 10, 2005, are very similar, and a conditional probability equal to zero is given to the event of observing a volatility above 30%. It is interesting to note that the conditional probability that the annualized RBV is larger than 30% in October 10, 2005, for Ford, is correctly anticipated by the HAR-V-J while the estimated probability obtained with the Gaussian HAR is zero. A completely different picture is obtained in October 10, 2008, when the average level of volatility is much higher and the possibility of observing a level higher than 120% is much more likely. In this case, the HAR-V-J is able in the majority of the stocks considered to give a conditional probability of an extreme realization around 30% which is much higher than the probability implied by the Gaussian HAR.
Volatility jumps and financial covariates
Understanding the origins of jumps in returns and volatility is a topic of considerable interest to both theorist and market practitioners. In this section we focus on the economic determinants of volatility jumps. To this end, we investigate to what extent the estimated jump components in log RBV ∆ m,BC,t are driven by common factors. We aim at identify variables that have predictive 15 power for the future occurrence of jumps for the stocks considered. We consider in our analysis financial and policy variables that are informative on the market expectations of the future economic activity and on the perceived risks of the financial system.
We regress the estimated exponential jump components,Ĵ t|t−1 , of each stock on a set of lagged financial variables 2 : the first difference of the logarithm of S&P 500 volume, ∆Volumes;
the daily log-return of S&P, ∆S&P; the log-return of the DJ-UBS Commodity Index, ∆Commodity;
the first difference of the logarithm of the Federal Reserve trade-weighted US dollar index, ∆Exchange; the first difference of the logarithm of the volatility index VIX, ∆VIX ; the excess yield on Moody's seasoned Baa corporate bond over the Moody's seasoned Aaa corporate bond, the credit spread or CS ; the difference between the 10-Year and 3-months Treasury constant maturity rates, the term spread or TS ; the difference between the effective and the target Federal Funds rates, FF ; and the US Banks sector credit default swap index, CDS. The estimated parameters are shown in Table 5 . From the results is evident that only the last three variables, namely TS, FF, and CDS, are significant for almost all the stocks. Moreover, it should be noted that the signs of the estimated coefficients are the same across the individual stocks.
This suggests that there could be a common factor in the estimated jump components which can be predicted on the basis of lagged economic and financial variables.
To get further insights on the presence of a common factor in the individual jump components we extract the first principal component, P C 1 , computed from the correlation matrix of the 36 estimated conditional jump series,Ĵ t|t−1 . P C 1 , explains approximately 63% of the overall variation (considering the first three components one arrives at 74%). The weights 3 in P C 1 are all positive with the exception of the loading of PFE, which is slightly negative.
This could explained by the peculiar behavior of the estimated expected jump component of PFE which mostly depends on the value of ξ t−1 because the estimated λ 1 is very small (see Table 2 ). P C 1 , plotted in Figure 7 (a), is therefore a good proxy of the latent volatility jump factor. The dynamic pattern of P C 1 closely follows the behavior of the volatility series, and, as illustrated above, a sharp increase occurs in the levels of the expected volatility jumps during the financial crisis period. In order to investigate the determinants of the volatility jump series,
we regress P C 1 on the same set of variables previously used. Table 6 reports the result of the 2 We follow here the setup in Fernandes et al. (2009) .
3 Not reported to save space but available upon request from the authors.
regression. Expected jumps are significantly (and positively) correlated with the credit spreads and CDS (depicted in Figure 8 ), which reflect the perceived credit risk, especially during the financial crisis. The R 2 is higher than 37%, suggesting that TS, CDS, and FF have predictive power on jumps in volatility. Further, the partial r 2 reported in the last column, show that among the variables included in the regression only FF and CDS have nonzero correlation with the volatility jump factor. Jointly removing TS, CDS, and FF from the regression drastically reduces the R 2 . Such a result might be driven by the inclusion in our sample of the financial sector. To address this issue, we extract the first principal component of the volatility jumps of 28 equities (thus excluding banks and insurance companies). The first PC explains again the 63% of the total variation and its pattern, shown in Figure 7 (b), is almost indistinguishable from that of the entire set of assets. Furthermore, the second panel of Table 6 shows that the coefficient sign and magnitude are only slightly affected. The coefficient associated with the CDS maintain its significance, even if its magnitude is somewhat smaller. This might be explained by the direct effect that CDS have on the banks volatility. Analogous conclusions can be drawn looking at the partial r 2 , which is still larger than 0.13 even when the financial sector is not included in the calculation of the principal components.
Given the predictive ability of CDS and the FF we extend the HAR-V-J model including both variables in the jump intensity and the expected jump size dynamic equations, as follows:
where β 1 is restricted to be positive in order to guarantee that Λ σ,t > 0 unstable. The extent of this regime change during the crisis period clearly emerges also from Figure 9 , which plots the dynamics of the absolute value of F F . This suggests the exclusion of F F t−1 from both equations, i.e. β 2 = ζ 3 = 0. A completely different picture is obtained from the the rolling estimates 5 of β 1 and ζ 2 , which turn out to be much more stable than those of β 2 and ζ 3 , thus suggesting that the parameters can be consistently estimated, with the available sample, by maximum likelihood.
The estimation results are presented in Table 7 , where emerges that CDS has a positive and significant effect on the size of the volatility jumps, but not on their intensity. Therefore, a worsening in the credit risk, as represented by the CDS, of financial intermediaries increases the expected size of the volatility jumps, and thus the market risk. These results confirm and extend those in Zhang et al. (2009) on the relation between credit risk, volatility risk and jumps. In particular, we stress that bad news on the default risk, that is an increase of the CDS, directly impacts on the expected size of the volatility jumps, causing a rapid variation in the price. The importance of the inclusion of the CDS in the jump equations is also shown by the improvement of the in-sample fit over the classic HAR model. In particular, Table 7 reports the Diebold-Mariano tests, which, in most cases is negative and often significant. Figure 6 ). In particular, the densities are less concentrated and assign larger probabilities to higher number of jumps. The differences between the probabilities in Figure 6 and those in Figure 11 can be explained by the introduction of the CDS in the model. Such a change is not confined to the pure interpretation of the estimated parameters but has effects involving the entire filtering approach leading to the identification of the jump component. As a result, and as expected, once the CDS is taken into account (through its introduction in the model), the probability of having a jump during the crisis are higher than those obtained without the CDS.
Concluding remarks
This paper studies the contribution of volatility jumps to the evolution of volatility. Differently from some earlier contribution we propose a modified version of the HAR for realized measure instead of relying on continuous-time stochastic volatility specification (as for example in Eraker et al., 2003 , Broadie et al., 2007 . We model the corrected bipower realized range, a consistent 
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Appendix A: Realized range estimators
In this Appendix, we describe the integrated volatility estimator we adopt in our empirical study. Our objective is to estimate a suitable measure of the return variation over the trading day, that is disentangled from the jump in prices component.
Suppose first that the log-price of an asset, p(t), follows a stochastic volatility model (SV):
where the mean process µ(t) is locally bounded and predictable, σ(t) is assumed to be independent of Standard Brownian motion W (·) and càdlàg. Consider the equidistant partition 0 = t 0 < t 1 < . . . < t n = 1 where t i = i/n and ∆ = 1/n for i = 1, . . . , n. If p is assumed to be fully observed, then the intraday range at sampling times t i−1 and t i (i = 1, 2, . . . , n) would be computed as s p,∆ i = max t i−1 ≤t,s≤t i {p t − p s }. However, to avoid biases associated with an infrequent trading activity (that might occur over a finite sample), we follow Christensen and The RRG based on discrete observations is then
where λ r,m = E[s 
The variance of the noise process ω 2 can be consistently estimated with ω
, where RV N is the realized variance computed using N intraday returns, with N = nm, i.e. the total number of log-returns, and
If we consider, in addition to the microstructure noise, the presence of jumps in prices, that is the price follows a jump-diffusion process
where N p (t) counts the jumps arrivals at time t, and ξ i is the jump size. Christensen et al. (2009) show that the bias-corrected realized range-based bipower variation, defined as:
is a consistent and robust estimator of the integrated variance in the presence of stochastic 24 volatility, jumps and noise. Furthermore, the price jumps can be determined as
where N p (t) cumulates the number of jumps in a given discrete interval. In this paper, we have used (24) to estimate the daily integrated volatility. Given the properties outlined above, the bias-corrected realized range-based bipower variation represents a suitable ex post-measure of the integrated variance. We further note that, by construction, RBV Table 6 : OLS regression: The first principal component of the excess jump, P C 1 , is regressed on the lagged values of the S&P volume change, ∆Volumes; the daily log return of S&P, ∆S&P; the log return of the DJ-UBS Commodity Index, ∆Commodity; the first difference of the logarithm of the foreign exchange value of the US dollar, ∆Exchange; the first difference of the logarithm of the foreign exchange value of the volatility index VIX, ∆VIX; the credit spread, CS; the term spread, T S; the difference between the effective and the target Federal Funds rates, FF; the US Banks sector credit default swap index, CDS. The Newey-West standard errors, with a a Bartlett kernel with bandwidth 9, are reported. The last column reports the partial r 2 . The Financial Sector is given by the sum of the Bank and Insurancce sectors. Table 7 : Estimated parameters of the model with unobserved jump intensity and size specified as in (17) and (18). a, b, and c stand for significance at 1%, 5% and 10% respectively. Table also 
