We construct a rank one in nite measure preserving transformation T such that for all sequences of nonzero integers fk 1
Introduction
It is well known that for the case of nite measure preserving transformations, if T is weakly mixing then T k1 : : : T kr is ergodic for any sequence of nonzero integers fk 1 : : : k r g. Kakutani and Parry proved in KP] that there exist in nite (measure preserving) transformations such that T T (r terms) is ergodic but T T (r + 1 terms) is not in this case the transformation is said to have ergodic index r. T is said to have in nite ergodic index if T T (r terms) is ergodic for all r > 0. In KP], they also constructed in nite Markov shifts of in nite ergodic index. A nite or in nite measure preserving transformation T is weakly mixing if for all nite measure preserving ergodic transformations S, the product T S is ergodic. For the case of in nite transformations T, i t w as shown in ALW] that ergodicity o f T T implies weak mixing but that there exist in nite weak mixing transformations with T T not conservative, hence not ergodic. It was shown in AFS] that an in nite transformation T may b e w eakly mixing with T T conservative but still not ergodic, and that there exist rank one in nite transformations of in nite ergodic index.
In this paper we i n troduce a condition stronger than in nite ergodic index. Dene a transformation T to be power weakly mixing if for all nite sequences of nonzero integers fk 1 : : : k r g, T k1 : : : T kr is ergodic. Clearly, any power weakly mixing transformation has in nite ergodic index. Also, T is weakly mixing, but it follows from ALW] that there exists a conservative ergodic in nite measure preserving transformation R such t h a t T R is not conservative, hence not ergodic. Finally, w e mention that it has been shown recently that in nite ergodic index does not imply power weak mixing AFS2].
In Section 2 we prove some preliminaries on approximation and in Section 3 we construct a rank one in nite measure preserving transformation which i s p o wer weakly mixing. We refer to AFS] for terms not de ned here. group of the 1997 SMALL Undergraduate Summer Research Project at Williams College with Prof. C. Silva a s f a c u l t y advisor. Support for the project was provided by a National Science Foundation REU Grant and the Bronfman Science Center of Williams College.
We are indebted to the referee for several comments that improved this version of the paper.
Approximation Properties
In this section we p r o ve a n a p p r o ximation lemma for transformations de ned by cutting and stacking F]. This idea has been used earlier in e.g., AFS] to show that a speci c transformation has in nite ergodic index. However, here we present i t i n greater generality that permits other applications such a s i n A F S 2 ] . Thus we rst describe cutting and stacking constructions F]. Let X be a nite or in nite interval of real numbers and be Lebesgue measure.
A column C consists of a collection of pairwise disjoint i n tervals in X of the same measure denoted by B (0) B (1) : : : B (h;1) , where h > 0. The elements of C are called levels and h is the height of C. The column C partially de nes a transformation T on levels B (i) , i = 0 : : : h ; 2, by the (unique orientation preserving) translation that takes interval B (i) to interval B (i+1) . Thus we shall write B (i) as T i B (0) , i = 0 : : : h ; 1.
A cutting and stacking construction for a measure preserving transformation T : X ! X consists of a sequence of columns C n = fB n T B n : : : T hn;1 B n g of height h n such that:
i) C n+1 is obtained by cutting C n into c n equal-measure subcolumns (or copies of C n ), putting a numberofspacers (new levels of the same measure as any of the levels in the c n subcolumns) above each subcolumn, and stacking from left to right (i.e., the top (or top spacer if it exists) of each subcolumn is mapped by translation to the bottom subinterval of the adjacent column to its right). In this way C n+1 consists of c n copies of C n , possibly separated by spacers. We assume c n 2. ii) B n is a union of elements from fB n+1 T B n+1 : : : T hn+1;hn B n+1 g.
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iii) S n C n generates the Borel sets, i.e., for all subsets A in X, (A) > 0, and for all > 0, there exists C, a union of elements from C n , for some n, such that (A 4 C) < . Suppose I = T j B`is in C`, f o r j = 0 : : : h ; 1. For any n > , I is the union of some elements in C n = fB n T B n : : : T hn;1 B n g. We call the elements in this union sublevels or copies of I.
Given a real number0< < 1, and a subset A of X with (A) > 0, we s a y that a subset I of X is (1 ; )-full of A provided (I \ A) > (1 ; ) (I):
A set I in the product space r i=1 X is a rectangle if I can be written as the Cartesian product of levels in some column C k . We l e t be the product measure r . Rectangles I are de ned to be (1 ; )-full of a set A in a similar way as before. Lemma 2.1 (Double Approximation Lemma). Suppose A is a subset of the product space r i=1 X with (A) > 0. Let I = I 1 : : : I r be a rectangle in C`that is (1 ; )-full of A. For n >`, let P n = c` c n;1 , let V n index the P n copies of C`in C n , and let V = V (n r) = V n V n (r times). Then for any , 0 < < 1, and for any , 0 < < 100(1 ; ), there exists an integer N such that for all n > N, there is a set V 00 of size at least percent of V such that for all v = (v 1 : : : v r ) 2 V 00 , I v is (1 ; Therefore, more than percent of the subrectangles contained in I are in I 00 and are thus (1 ; )-full of A.
A Power Weakly Mixing T
In this section we construct a rank one in nite measure preserving transformation T that is power weakly mixing then we mention a family of such transformations for which the same proof applies. We start by de ning inductively a sequence of columns fC n g. Let C 0 have base B 0 = 0 1) and height h 0 = 1 . Given a column C`with base B`= 0 1 4`; 1 ) and height h`, C`+ 1 is formed by cutting C`vertically three times so that B`is cut into the intervals B` 1 = 0 1 4`) , B` 2 = 1 4` 1 2 ( 1 4`; 1 )), B` 3 = 1 2 ( 1 4`; 1 ) 3 4 ( 1 4`; 1 )), B` 4 = 3 4 ( 1 4`; 1 ) 1 4`; 1 ). We then add a column of spacers h`high to the top of the subcolumn whose base is B` 2 . Next we add one spacer to the top of the subcolumn whose base is B` 4 this is called the staircase spacer of C`. Then stack from left to right, i.e., the top level on the left is sent to the bottom level on the right b y the translation map. The resulting column C`+ 1 now has base B`+ 1 = 0 1 4`) and height h`+ 1 = 5 h`+ 1 . The union of the columns is X = 0 1). This de nes a conservative ergodic rank one in nite measure preserving transformation T.
Any column C n = fB n : : : T hn;1 B n g has four subcolumns C n i = fB n i : : : T hn;1 B n i g for i = 1 : : : 4. Using the new column of spacers that is added to C n , and ignoring the top level of C n+1 , w e can think of C n+1 as divided into ve sections, n umbered from bottom to top. In this way e a c h l e v el of C n has a sublevel in the rst, second, fourth and fth section of C n+1 . Lemma 3.1. Given the levels of C n is called the k-crescent of I in C n . The part of T khn I that is in C n i will be called the (k i)-subcrescent of I in C n , for i = 1 : : : 4, or simply a ksubcrescent. To simplify our estimates we will be mainly concerned with the (k 1)and (k 2)-subcrescents. Figure 1 illustrates the 1-crescent i n C n of the interval in the top level of the fth section of C n .
Lemma 3.2. Let I be a level in the fth section of column C n , n > 0, let J be any level in the second section of C n , and let d be the distance that J is below I, h n =5 < d < h n . If k = 0 1 : : : 4 then T khn I contains a copy of I in the fourth or fth section of C n+1 that is at distance d from a copy of J in C n+1 . Furthermore, for k = 1 2 : : : 4 we have (T khn I \ J) > 1 8 d (J):
Proof. The statement of the lemma is clear when k = 0. Next we observe that T hn I contains a copy o f I in the fourth subcolumn of C n that becomes a full level in the fth section of C n+1 this will still be at distance d from a copy o f J in the fth section of C n+1 . At the same time, the (1 1)-subcrescent o f I in C n starts one level below I (in C n ) and consists, on each level at distance j below I, 1 j < h n of two i n tervals, contained in T hn I, each of length ( 1 16 ) j . Thus (T hn I \J) > 1 8 d (J):
For T 2hn I we observe that there is a copy o f I is in the third subcolumn of C n hence fourth section of C n+1 i n t h i s c a s e w e c h o o s e a c o p y o f J in the same section thus at distance d. There is also a (2 1)-subcrescent o f I in the rst subcolumn of C n . T 3hn I and T 4hn I also contain a copy o f I in the fourth subcolumn of C n . Also, T 3hn I contains a (3 2)-subcrescent i n the second column of C n that comes from the (2 1)-subcrescent mentioned above. T 4hn I also contains a (4 1)-subcrescent i n the rst subcolumn of C n . Lemma 3.3. Let I be a level in the fth section of column C n , let J be a n y level in the second section of C n , with d the distance t h a t J is below I, h n =5 < d < h n .
Let k be any integer with 0 < k < d = 25. Then Then T khn I = T (a0+a1;a2) I. We rst consider T a1 I. For each j = 0 : : : k 0 ; 1, apply the rst part of Lemma 3.2 to nally obtain a full level in column C n+k 0 that is contained in T a1 I and at distance d above a copy o f J in C n+k 0 . By the second
