Abstract. Partial inverse problems are studied for Sturm-Liouville operators with a discontinuity. The main results of the paper are local solvability and stability of the considered inverse problems. Our approach is based on a constructive algorithm for solving the inverse problems. The key role in our method is played by the Riesz-basis property of a special vectorfunctional system in a Hilbert space. In addition, we obtain a new uniqueness theorem for recovering the potential on a part of the interval, by using a fractional part of the spectrum.
Introduction
This paper concerns inverse spectral theory for the Sturm-Liouville operator with a discontinuity. We focus on the following boundary value problem:
with the boundary conditions y ′ (0) − h 1 y(0) = 0 = y ′ (1) + h 2 y(1)
and with the jump conditions
where λ 2 is the spectral parameter; q ∈ L 2 (0, 1) is a real-valued function, called the potential; 0 < d ≤ 1/2 is the discontinuity position; a j and h j are real numbers for j = 1, 2, a 1 > 0.
Inverse problems of spectral analysis consist in recovering operators from their spectral characteristics. In recent years, inverse spectral problems attract much attention of mathematicians because of applications in quantum mechanics, chemistry, acoustics, nanotechnology and other fields of science and engineering (see, e.g., [1] and references therein). In particular, the eigenvalue problem (1)-(3) with a discontinuity arises in geophysical models for oscillations of the Earth (see [2, 3] ) and in electronics for constructing parameters of heterogeneous electronic lines with desirable technical characteristics (see [4, 5] ).
The classical results of inverse problem theory were obtained for Sturm-Liouville operators without discontinuities (see the monographs [1, [6] [7] [8] ). Operators with discontinuities are more difficult for investigation, so the complete inverse problem theory for such operators has not been constructed yet. The majority of the papers on inverse problems for discontinuous operators concern uniqueness theorems (see [9] [10] [11] [12] [13] ). The most extensive study of recovering the problem (1)-(3) from the spectral data has been provided in [1, Section 4.4] . The authors of [1] have developed a constructive procedure for solving the inverse problem, by using the method of spectral mappings. They have also obtained necessary and sufficient conditions for solvability of the inverse problem. We also mention the papers [14, 15] , concerning inverse scattering for discontinuous operators on the line and on the half-line, respectively.
The present paper deals with partial inverse problems. In literature, such problems are also called half-inverse problems and inverse problems by mixed data. Partial inverse problems consist in recovering operators in the case, when partial information on their coefficients is given a priori. Indeed, for solving partial inverse problems, usually less spectral data are required, than for complete problems. The first half-inverse problem was studied by Hochstadt and Lieberman for the Sturm-Liouville operator without discontinuities on a finite interval (see [16] ). It has been proved in [16] , that, if the potential is known a priori on a half-interval, the potential on the other half-interval is uniquely specified by one spectrum. Further generalizations and developments of this result were obtained in [17] [18] [19] [20] [21] [22] [23] . In the recent paper [24] , we have investigated half-inverse problems for the Sturm-Liouville operator with a discontinuity (1)-(3). Reconstruction algorithms for solving these problems have been developed, and conditions for existence of solutions have been obtained. However, the questions of local solvability and stability for discontinuous partial inverse problems are still open, so we devote our present paper to these issues. Note that stability plays an important role in justification of numerical methods for solving various problems of mathematical physics.
Let us provide rigorous formulations of the studied problems and the main results. For convenience, we rewrite the problem (1)-(3) in the following form:
Here
Denote the boundary value problem (4)
The spectrum of the problem L is a countable set of real and simple eigenvalues {λ
for n ≥ 0. Without loss of generality, we assume that λ n > 0 for all n ≥ 0. One can achieve this condition by a shift of the spectrum. First we will study the following inverse problem.
Inverse Problem 1. Suppose that d = 1/2. Given the eigenvalues {λ 2 n } n≥0 , the potential q(x) for x ∈ (1/2, 1) and the coefficients h 2 , a 1 , construct q(x) for x ∈ (0, 1/2), h 1 and a 2 .
The uniqueness of solution for Inverse Problem 1 was proved by Hald (see [9] ). In [24] the reconstruction algorithm has been provided and conditions have been obtained, necessary and sufficient for existence of solution. In this paper, we investigate the issues of local solvability and stability for Inverse Problem 1.
Suppose that we have a fixed problem L = L(1/2, q 1 , q 2 , h 1 , h 2 , a 1 , a 2 ) and its spectrum {λ 2 n } n≥0 . The sequence Λ := {λ n } n≥0 satisfies the following asymptotic relation (see [26] ):
where a and b are constants, depending on the problem L (see Section 2 for details). Here and below the same notation {β n } is used for various sequences from l 2 . We introduce for the fixed numbers a and b the following space of real sequences:
Define the distance on M as follows:
The following theorem establishes local solvability and stability of Inverse Problem 1.
there exists ε > 0, such that for any sequenceΛ = {λ n } n≥0 ∈ M, satisfying the estimate ρ(Λ,Λ) ≤ ε, there exist a functioñ q 1 ∈ L 2 (0, 1/2) and a numberh 1 ∈ R, such that the problemL = L(1/2,q 1 , q 2 ,h 1 , h 2 , a 1 , a 2 ) has the spectrum {λ 2 n } n≥0 and
where the constant C > 0 depends only on the problem L and does not depend onΛ.
Comparing with the existence theorem in [24] , Theorem 1 has such an advantage, that it contains only one simple requirement. Namely, the numbers {λ 2 n } n≥0 have to be "sufficiently close" in some sense to the eigenvalues {λ 2 n } n≥0 of the known problem L. The conditions of Theorem 2.1 in [24] are more complicated. However, Theorem 2.1 in [24] establishes the global solvability of Inverse Problem 1, while Theorem 1 has a local nature.
In order to prove Theorem 1, we develop a new algorithm for solving Inverse Problem 1. Our method is based on construction of a special Riesz basis in an appropriate Hilbert space of vector-functions. Analogous ideas have been used to prove local solvability and stability of a partial inverse problem for the Sturm-Liouville operator on a graph [25] and of the inverse transmission eigenvalue problem [28] . Basic information about Riesz bases can be found in [1, Section 1.8.5].
Our approach can be easily generalized to the case 0 < d < 1/2. In this case, one can recover the potential q 1 (x) and the coefficient h 1 from some fractional part of the spectrum. Let I be a fixed infinite subset of N ∪ {0}. Consider the following partial inverse problem.
Inverse Problem 2. Suppose that 0 < d < 1/2. Given the eigenvalues {λ 2 n } n∈I , the potential q(x) for x ∈ (d, 1) and the coefficients h 2 , a 1 , a 2 ,
Uniqueness and existence of solution of Inverse Problem 2 certainly depend on the discontinuity position d and on the set I. Note that, in some special cases, the numbers a 2 and ω 1 can be determined from eigenvalue asymptotics (in particular, when d = 1/2, I = N ∪ {0}).
In this paper, we prove the uniqueness theorem and develop a constructive algorithm for solving Inverse Problem 2 under some conditions. Local solvability and stability of this problem are also established.
The paper is organized as follows. In Section 2, the main equation is derived for solving Inverse Problems 1 and 2. Using this equation, we obtain reconstruction algorithm for Inverse Problem 1 for d = 1/2. Section 3 is devoted to the proof of Theorem 1. In Section 4, we study Inverse Problem 2 (the case 0 < d < 1/2). The uniqueness theorem is proved, constructive solution is provided, local solvability and stability are obtained for this case. Since the general scheme of the proof is similar to the case d = 1/2, we focus our attention on the result formulations and the most important differences, and do not elaborate into details. In conclusion of Section 4, we consider an example d = 1/4.
Constructive solution
In this section, the main equation for Inverse Problems 1 and 2 is derived. A crucial role in our analysis is played by construction of a special vector-functional system in a Hilbert space. Further we focus on the case d = 1/2, corresponding to Inverse Problem 1. For this case, we prove that the constructed system of vector-functions is a Riesz basis. Finally, we obtain Algorithm 1 for solution of the inverse problem.
Let us start with some notations. For j = 1, 2, denote by ϕ j (x, λ) the solution of equation (4), satisfying the initial conditions
c be the class of entire functions of exponential type not greater than c, belonging to L 2 (R) for real λ. According to the results of [1, 25] , the following relations hold for j = 1, 2:
where 
(12) The eigenvalues {λ 2 n } n≥0 of the boundary value problem L coincide with the squared zeros of the characteristic function:
Substituting (10), (11) and (12) into (13) and taking λ = λ n , we arrive at the relation
The scalar product and the norm in H are defined as follows:
Recall that λ n > 0 for all n ≥ 0. Clearly, the vector-functions
belong to H, and the relation (14) can be rewritten in the form
where
We call the relation (16) the main equation of Inverse Problems 1 and 2. Let us first consider the case d = 1/2. Suppose that the eigenvalues {λ 2 n } n≥0 together with the potential q 2 and the coefficients a 1 , h 2 are given, and we have to find q 1 , h 1 and a 2 . Since q 2 and h 2 are known, one can easily construct the functions ϕ 2 (1/2, λ), ϕ ′ 2 (1/2, λ) and the constant ω 2 .
Recall that, for d = 1/2, the eigenvalues satisfy the asymptotic formula (8) , where (see [26] ):
By using the eigenvalues {λ 2 n } n≥0 , one can determine the constants a and b, and then find ω 1 and a 2 , solving the linear system (18)- (19) . Now one can construct {v n } n≥0 and {f n } n≥0 , by using the formulas (15) and (17), respectively.
Theorem 2. The system of vector-functions {v n } n≥0 , defined by (15) , is a Riesz basis in H.
The proof of Theorem 2 will rely on the two following Lemmas.
Proof. Suppose that, on the contrary, the system {v n } n≥0 is not complete in H. Then there exists a nonzero element w ∈ H, such that (w, v n ) H = 0, n ≥ 0. In other words, there exist functions w 1 and w 2 from L 2 (0, 1/2), such that
for all n ≥ 0. Hence the entire function
has the zeros {±λ n } n≥0 . Consequently, the function W (λ) ∆(λ) is entire. By virtue of (10), (11), (13) and (20), the following estimates hold:
for |λ| > λ * , ε < | arg λ| < π − ε, where λ * and ε are some positive numbers. Hence
for the same values of λ. Applying Phragmen-Lindelöf's theorem [27] and Liouville's theorem to the function W (λ) ∆(λ) , we conclude that W (λ) ≡ 0. This together with (20) imply that
, so w = 0 in H. Thus, we have arrived at the contradiction, that proves the completeness of the system {v n } n≥0 .
Lemma 2. The following asymptotic relation holds:
and the O-estimate is uniform with respect to x ∈ [0, 1/2].
Proof of Theorem 2. By virtue of Lemmas 1 and 2, the system {v n } n≥0 is complete in H and quadratically close to the system {v 0 n } n≥0 . The latter system, obviously, is a Riesz basis in H. Hence {v n } n≥0 is also a Riesz basis.
Thus, the numbers {f n } n≥0 , defined by (17) , are the coordinates of the vector-function K with respect to the Riesz basis, orthonormal to {v n } n≥0 . One can recover K from these coordinates, and then find ϕ 1 (1/2, λ) and ϕ ′ 1 (1/2, λ) by (10), (11) and (12) . The function ϕ
is the Weyl function of the boundary value problem
Weyl functions and their generelizations are often used in inverse problem theory as natural spectral characteristics of various differential operators (see [1, 6] ). The potential q 1 (x) and the coefficient h 1 can be uniquely recoovered from the Weyl function (see [1] ). Thus, we arrive at the following algorithm for solving Inverse Problem 1.
, q 2 , a 1 , h 2 be given. The potential q 1 and the numbers h 1 , a 2 have to be found.
1. Construct the functions ϕ 2 (1/2, λ) and ϕ ′ 2 (1/2, λ), by using q 2 and h 2 .
Calculate ω
3. Find a and b from (8), by using the formulas:
4. Solving the system of linear equations (18)- (19), find ω 1 and a 2 :
5. Construct the vector-functions {v n (x)} n≥0 and the numbers {f n } n≥0 , using (15) and (17), respectively.
6. Determine the vector-function K ∈ H, by using its coordinates f n :
where {v * n (x)} n≥0 is the basis, biorthonormal to {v n (x)} n≥0 in H.
Using the components
1 (λ) and ψ
2 (λ) by (12) , and then calculate ϕ 1 (d, λ) and ϕ ′ 1 (d, λ) by (10) and (11).
8. Recover q 1 and h 1 from the Weyl function ϕ
, solving the classical inverse problem by the method of spectral mappings (see [1] ).
Local solvability and stability
The goal of this section is to prove Theorem 1. Suppose that we have a fixed problem L = L (1/2, q 1 , q 2 , h 1 , h 2 , a 1 , a 2 ) and its spectrum {λ 2 n } n≥0 . Let us apply Algorithm 1 to the sequence {λ 2 n } n≥0 together with the data (q 2 , h 2 , a 1 ). For sufficiently small ε > 0, the condition ρ(Λ,Λ) ≤ ε imples that the values {λ n } n≥0 are distinct and positive. If a certain symbol γ denotes an object, related to the problem L, we will denote byγ with tilde the analogous object, constructed by {λ 2 n } n≥0 and (q 2 , h 2 , a 1 ). Note that the steps 1-4 of Algorithm 1 do not use {λ
Then consider the system of vector-functions {ṽ n (x)} n≥0 , defined as follows:
and the sequence {f n } n≥0 , defined similarly to (17) , but withλ n instead of λ n .
Lemma 3. For every problem L, there exists ε > 0, such that for any sequenceΛ = {λ n } n≥0 ∈ M, satisfying the estimate ρ(Λ,Λ) ≤ ε, then the following estimates are valid
Here and below we use the same symbol C for different constants, that depend only on L and do not depend on {λ 2 n } n≥0 , n, x, etc. Proof. Using the standard approach, based on Schwartz's Lemma (see [1, Section 1.6.1]), we obtain the following estimates for n ≥ 0:
Using these estimates together with (15) , (17) and (21), we arrive at (22) and (23).
Lemma 4.
For every problem L, there exists ε > 0, such that for any sequenceΛ = {λ n } n≥0 ∈ M, satisfying the estimate ρ(Λ,Λ) ≤ ε, there exists a unique vector-functionK ∈ H, such that (K,ṽ n ) =f n for all n ≥ 0. Moreover, the estimate
Proof. By virtue of Theorem 2, the system {v n } n≥0 is a Riesz basis in H. In view of (22), for sufficiently small ε > 0, the system {ṽ n } n≥0 is also a Riesz basis. Since {f n } n≥0 are the coordinates of K ∈ H with respect to the Riesz basis {v * n } n≥0 , we have {f n } n≥0 ∈ l 2 . The estimate (23) implies that {f n } n≥0 ∈ l 2 . Then there exists a unique vector-functionK ∈ H with the coordinates {f n } n≥0 with respect to the Riesz basis {ṽ * n } n≥0 , i.e. (K,ṽ n ) =f n , n ≥ 0. By virtue of [25, Lemma 5] , the following estimate holds: K −K H ≤ Cρ(Λ,Λ), so the proof is finished.
Using the componentsK j (x), j = 1, 2, of the vector-functionK, we construct the entire functionsη j (λ), j = 1, 2, as follows:
Denote by {±µ n } n≥0 , {±ν n } n≥0 , {±μ n } n≥0 and {±ν n } n≥0 the zeros of ϕ 1 (1/2, λ), ϕ ′ 1 (1/2, λ), η 1 (λ) andη 2 (λ), respectively. These functions are even, so if any of them has a zero λ, it also has the zero (−λ).
Note that {µ 2 n } n≥0 and {ν 2 n } n≥0 are the spectra of the following boundary value problems
for j = 0, 1, respectively. Hence the eigenvalues {µ 2 n } n≥0 and {ν 2 n } n≥0 are real, simple and have appropriate asymptotics (see [1] for details). Using the estimates K j −K j L 2 ≤ Cρ(Λ,Λ), j = 1, 2, one can obtain the following result.
Lemma 5. For every problem L, there exists ε > 0, such that for any sequenceΛ, satisfying the estimate ρ(Λ,Λ) ≤ ε, there exists such numeration in the sequences {±µ n } n≥0 , {±ν n } n≥0 , {±μ n } n≥0 and {±ν n } n≥0 , that
Proof. We will prove the lemma for the sequences {µ n } n≥0 and {μ n } n≥0 . The proof for {ν n } n≥0 and {ν n } n≥0 is analogous. Let the eigenvalues {µ 2 n } n≥0 of the problem L 0 be numbered in the increasing order: µ 2 n < µ 2 n+1 , n ≥ 0. The following asymptotic relation holds:
For simplicity, assume that µ n > 0, n ≥ 0. The general case requires minor technical modifications. For brevity, denote η 1 (λ) = ϕ 1 (1/2, λ),η 1 = d dλ η 1 (λ). Choose such positive constants r and c 0 , that r < µ 0 , r < µ n+1 − µ n , |η 1 (λ)| ≥ c 0 for |λ − µ n | ≤ r, n ≥ 0. Define the contours γ n,r := {λ : |λ − µ n | = r}, n ≥ 0. Obviously, |η 1 (λ)| ≥ c r > 0 on γ n,r , where the constant c r depends on r, but does not depend on n. In view of the relations (10) and (24), we have the estimate
whereK 1 := K 1 −K 1 , and the constant C does not depend on n. By virtue of Lemma 4, for every fixed problem L and ε 0 > 0, one can choose ε > 0, such that, forΛ ∈ M, ρ(Λ,Λ) ≤ ε, the estimate K 1 L 2 ≤ ε 0 holds. If ε 0 is chosen sufficiently small, we get |η 1 (λ) −η 1 (λ)| |η 1 (λ)| < 1 on γ n,r , n ≥ 0. Rouché's theorem implies that there is exactly one zero ofη 1 (λ) inside each contour γ n,r , n ≥ 0, and we denote this zero byμ n . By using Rouché's theorem, one can also show that the functionη 1 (λ) has no other zeros except {±μ n } n≥0 .
The following Taylor expansion is valid for every n ≥ 0:
Using this expansion together with (10) and (24), we obtain
Note that |η 1 (θ n )| ≥ c 0 , since θ n ∈ int γ n,r . Furthermore, forμ n the asymptotic formula similar to (28) is valid. Consequently, sinμ n = sin((2n + 1)πx) + O (n −1 ) as n → ∞. Summarizing the arguments above, we arrive at the estimate
where {k n } n≥0 are the Fourier coefficients ofK 1 (x):
Using (29) and Bessel inequality for {k n } n≥0 , we get
In view of Lemma 4, the latter estimate yields the first inequlity in (27) .
Lemma 5 together with the relations (24), (25) imply that, for sufficiently small ε > 0 and ρ(Λ,Λ) ≤ ε, the numbers {μ 
then there exists a unique real pairq 1 (x) ∈ L 2 (0, 1/2) andh 1 , for which the numbers {μ 2 n } n≥0 and {ν 2 n } n≥0 are the eigenvalues of the problemsL j , j = 0, 1, respectively. The problemsL j have the form (26) , but withq 1 instead of q 1 andh 1 instead of h 1 . Moreover,
where the constant C depends only on L j , j = 0, 1.
Proof of Theorem 1. According to Lemma 5 and Theorem 3, for every problem L there exists ε > 0, such that for anyΛ ∈ M, satisfying the estimate ρ(Λ,Λ) < ε, there exist a real functioñ q 1 (x) ∈ L 2 (0, 1/2) and a real numberh 1 , such thatη j (λ) is the characteristic function of L j−1 , j = 1, 2. Moreover, the estimates (9) are valid for theseq 1 andh 1 . In order to finish the proof of Theorem 1, we have to show that the spectrum of the problemL = L(1/2,q 1 , q 2 ,h 1 , h 2 , a 1 , a 2 ) coincides with {λ Denote byφ(x, λ) the solution of the initial value problem
. Therefore characteristic function ofL has the form
By construction, we have (K,ṽ n ) H =f n , n ≥ 0. In other words, the following relation holds
In view of the definitions (24), (25), we obtain∆(λ n ) = 0, n ≥ 0. Therefore {λ 2 n } n≥0 are the eigenvalues of the constructed problemL.
The case
In this section, Inverse Problem 2 is studied. First of all, we formulate a uniqueness theorem. Let I be a fixed subset of N ∪ {0}. Suppose that {λ 
Theorem 4. Suppose that λ n =λ n , n ∈ I, ω 1 =ω 1 , and the system {exp(±iλ n x)} n∈I is complete in L 2 (−2d, 2d).
Theorem 4 is an immediate corollary of the main equation (16) for n ∈ I and the following Lemma.
Lemma 6. Suppose that the system {exp(±iλ n x)} n∈I is complete in L 2 (−2d, 2d). Then the system {v n } n∈I , constructed by (15) , is complete in H.
Proof. Let w 1 and w 2 be functions from L 2 (0, d), not both equal zero and satisfying the relation
In view of (13) and the equality ∆(λ n ) = 0, the condition (30) is equivalent to the following one:
Hence the entire function
has the zeros {±λ n } n∈I . Clearly, W ∈ L 2d . Since the system {exp(±iλ n x)} n∈I is complete in L 2 (−2d, 2d), Paley-Wiener Theorem yields W (λ) ≡ 0. Consequently, one can easily show that 0, d) , so the system {v n } n∈I is complete in H. Now suppose that {v n } n∈I is a Riesz basis in H. Obviously, in this case, the solution of Inverse Problem 2 is unique. Moveover, one can construct this solution, by using the following algorithm.
Algorithm 2. Suppose that 0 < d < 1/2. Let {λ 2 n } n≥0 , q 2 , h 2 , a 1 , a 2 and ω 1 be given. We have to construct q 1 and h 1 .
1. Construct the functions ϕ 2 (1 − d, λ) and ϕ ′ 2 (1 − d, λ), using q 2 and h 2 .
2. Find the vector-functions {v n (x)} n∈I and the numbers {f n } n∈I by (15) and (17), respectively.
3. Determine the vector-function K(x), using its coordinates with respect to the Riesz basis (see (16) ):
where {v * n } n∈I is the Riesz basis, biorthonormal to {v n } n∈I .
4. Similarly to the steps 7-8 of Algorithm 1, use K(x) to construct q 1 and h 1 .
Using Algorithm 2, the following theorem on local solvability and stability of Inverse Problem 2 can be proved. Theorem 5 shows that the subspectrum {λ 2 n } n∈I is minimal data, uniquely specifying q 1 (x) and h 1 , if {v n } n∈I is a Riesz basis. Indeed, Theorem 5 claims existence of the inverse problem solution under any small perturbation of {λ 2 n } n∈I . In the case when Inverse Problem 2 is overdetermined, a small perturbation of the subspectrum can lead to absence of solution. In particular, λ 0 2n = 2πn, n ≥ 0.
Set I := {2n : n ∈ N ∪ {0}}. Similarly to the proof of Theorem 2, one can show, that the system {v n } n∈I , constructed by (15) , is a Riesz basis in H = L 2 (0, 1/4)⊕L 2 (0, 1/4). Indeed, the completeness of {v n } n∈I can be proved similarly to Lemmas 1 and 6. Moreover, the following asymptotic relation holds: 
Clearly, {v 0 2n } n≥0 is a Riesz basis in H, so the same is true for {v 2n (x)} n≥0 . Consequently, the eigenvalues {λ 2n } n≥0 uniquely specify the solution of Inverse Problem 2, which can be constructed by Algorithm 2. Theorem 5 is applicable to this case, so local solvability and stability of solution hold.
