Abstruct-A dc-dc buck converter controlled by naturallysampled, constant-frequency pulsewidth modulation in continuous conduction mode gives rise to a great variety of behavior, depending on the values of the parameters of the circuit. We analyze the one-periodic and two-periodic orbits which cross the voltage ramp once per cycle, and we study their stability by computing the characteristic multipliers associated with each one. Subharmonics, bifurcations, and the presence of a strange attractor are also studied. A plot of the number of crossings in the ramp is drawn. This becomes a helpful tool for investigating the evolution of the trajectories when they are close to the attractor. When analytic computations are impossible, we resort to numerical algorithms to simulate the orbits.
I. INTRODUCTION
HERE are two main reasons for studying unstable and T chaotic circuits. Taking the traditional view that instability is unacceptable, it is important to know if this sort of behavior can be present in an experimental situation in order to avoid it. From a more optimistic view, if a mode of operation is well understood and clarified, it can be of engineering use. The understanding of chaotic behavior opens up new possib of operating regimes that can help to optimize design.
The main antecedent in the study of chaos in power electronic circuits can be found in the work reported almost simultaneously by Deane and Hamill, on the one hand [l] , [2] , and Wood on the other [3] . The three papers illustrate how chaos can occur in dc-to-dc switching converters of the buck type operating in the continuous conduction mode and being controlled by a pulsewidth modulator (PWM). Dc-to-dc switching converters of the buck type are widely used in a large area of applications -ranging from switching converters for telecommunications to airborne radar power supplies-due to their high efficiency and simplicity of control using PWM techniques.
This paper reexamines (Section 11) the buck regulator studied by Deane and Hamill in [I] , [2] and analyzes the oneperiodic and two-periodic orbits which cross the modulator voltage ramp once per cycle (Section 111). Subsequently, the orbits stability is studied by computing their respective characteristic multipliers and a strange attractor is detected (Section IV). The dynamics of the chaotic zone are then analyzed using the number of crossings in the modulator ramp (Section V). As in [l] , the numerical simulations are performed with the following parameter values (see 
MODELING
Unlike the classical examples that have been proved to show chaotic dynamics, such as Lorenz's equations or Chua's circuit, different behavior can be expected in the buck converter due to its inherent discontinuities. Fig. 1 shows the block diagram of a buck regulator that uses a PWM voltage loop. We assume throughout that the components in the circuit are ideal'. The comparator A2 has infinite gain, the switches S and S' have zero on, and infinite off resistance, and can switch instantly. During the interval when switch S is on, S' is off and the input provides energy to the load as well as to the inductor. During the interval when switch S is off, the inductor current, which flows through switch S', transfers some of its stored energy to the load. One of the methods for controlling the output voltage employs switching at a constant frequency (hence, a constant switching time period T = to, + t u f f ) , and adjusting the on-duration of the switch to control the average output voltage. In this method, called pulsewidth modulation (PWM) switching, the switch duty ratio d, which is defined as the ratio of the on-duration to the switching time period, is varied. In order to avoid the discontinuous conduction mode, and, at the same time, to allow the existence of light load levels, we assume that the switches allow bi-directional current flow [4] , and are turned on and off in a complementary fashion.
Considering that the linear amplifier AI has gain a, we can write
(1) Then, both v,, and wramp, the voltage of the ramp, are applied to the comparator, and every time the output difference changes its sign, the position of the switches S and S' is commuted in such a way that S is open (and S' is closed) when the control voltage exceeds the ramp voltage; otherwise S is closed (and S' is open). Due to the fact that the discontinuous conduction mode does not take place, the converter can be represented by a piecewise-linear vector field, described by two systems of differential equations as follows:
System 2: vco(t) < vramp(t) ' In this paper, no parasitic effects have been considered. If they are to be taken into account, the methodology described in [10]- [12] should be followed. 
where I is the identity matrix. These expressions of the solutions are equivalent to those obtained in [l] and [2] . It follows that, between two commutation consecutive times, we know exactly the state variables of the system. Essentially, they are a combination of exponential and sinusoidal functions.
We next study the stability of each system.
For system 1 (vco(t) > vramp(t)), we have an equilibrium = 6, and if we find the eigenvalues of (13)
As -k < 0, 5 is an asymptotically stable equilibrium point and the orbits around it will be like the solid curve in Fig. 2 . If we make similar computations for system 2, the equilibrium point we have now is (&, &,/E), with the same eigenvalues. So, the orbits around it will be very similar to the one computed for system 1, as it is plotted with a broken line in Fig. 2 .
of(.), we obtain Thus, the evolution of each system, considered separately, is trivial, and corresponds to damped oscillations around the equilibrium point. But when both systems are taken together as a global one, as in the buck converter, the behavior is radically different. When a trajectory is near the equilibrium point of system 1, one has w,, < wrampr the circuit switches its topology and the orbit is attracted to the equilibrium point of system 2, because this is the system that is working. When the trajectory, attracted to the equilibrium point of system 2, moves near it, system 1 begins to work, attracting the trajectory to the equilibrium point of system 1. This wandering between the two equilibrium points of the separate systems produces a highly nontrivial evolution, without any equilibrium point in the global system. In the range of values of the parameters suggested in [l] and [2], a typical trajectory of the control voltage is shown in Fig. 3 . In the phase space (w, z), the same trajectory is drawn in Fig. 
4.
Notice that, as shown in Fig. 3 , multiple pulsing can occur, where the switches change the topology of the circuit many times per ramp cycle. This is very undesirable in practice as it greatly increases the switching losses. One way to avoid it is to use a latch. With a latched PWM, multiple pulsing is eliminated but subharmonics and chaos are still possible [SI.
We have represented the solutions of the global system both in the phase plane (w, i) (see plane (t, wco(t)) together with the ramp (see Fig. 3 ). As this is a nonautonomous system, if we project the trajectory in the phase space the time information is lost (obviously, the projection in the control plane does not include the i-variable and then information is lost, too). If we want to see how the voltage and current are changing with time, we need a tridimensional representation (t, v ( t ) , i ( t ) ) . When increasing t 2 0, the curve described in the space gives the solution of the system starting at vo = w(0) and io = i(0) as initial conditions. More visual information is obtained if we choose the control voltage w,, instead of w (remember the affine relation (1) between v,, and w ), and we plot the ramp as well. In the tridimensional case, the ramp is represented by planes (see Fig. 5 ).
Considering that the system is 7'-periodic, and that we are only considering continuous conduction mode, the most suitable option would be to take a cylindrical space (t,
. This has the advantage that no information is lost and periodic orbits are closed trajectories, but figures become considerately complex when more than two cycles are drawn. So, when necessary, phase space and control plane plots are used instead of cylindrical ones, implicitly accepting that some information will be lost.
PERIODIC ORBITS
In this section we will look for periodic orbits of our global system. Having fixed the values of the parameters according to those of Section I, we will study for which values of the input voltage V,, we may have periodic orbits, and whether they are stable or not. For r 2 1, we will say that 0 is an r-periodic orbit iff r is the smallest positive integer for which
that is, an orbit of the phase space (w,i) which closes itself after T cycles of the ramp. Because of (l), the above conditions are equivalent to
Since the trajectories may cross the ramp several times in a period, we may define different problems for periodic orbits. 
the ramp would necessarily be crossed.
In case i) system 2 gives the dynamics all the time, which has no periodic orbits other than its equilibrium point (Kn, V,,/R). But, as we are supposing (I& > VZ > VI > 0), this equilibrium point cannot be considered in case i). One can prove, along the same lines, that in case ii), when the dynamics is given all the time by system 1, we also anrive at a contradiction with w ( O ) = w(rT), i(0) = i(rT), and so the statement is proved. Naturally, the more interesting cases m 2 1 are more difficult to study. Let us consider the following partition of the range of the values of w,,:
be crossed, one of the following alternatives must be true
Once the values of the parameters are fixed, we observe that if we are looking for an orbit in P( 1, m) verifying v,,(O) E M z , then m must be odd, while if vco(0) E M i , then m must be even (notice that the reciprocals are also valid). Fig. 6 shows all the possibilities, and justify the above statement, which, in a more compact form, reads as follows: Let 0 be a 1-periodic orbit. Then
We will study P(1,l) in more detail. According to the previous note, an orbit C3 in P(1,l) must start with v,,(O) E M z . Thus, it is system 1 that initially draws the orbit; at some time tl < T , w,, crosses the ramp and system 2 enters into action till t = T , when one must have This is graphically represented in Fig. 7 From tl to T, system 2 gives the dynamics and so we must Notice that the conditions we imposed to obtain periodic orbits are necessary, but they are not sufficient, for it could be that tl is not the first time the control voltage crosses the ramp.
Or, being the first, it could be that it is not the last. Thus, after computing numerically the values of ( W O , io), we must check that the obtained trajectory is really of the desired kind. The condition WO E [VI, V2] is guaranteed by a previous note.
Let us now study P ( 2 , l ) ; that is, the 2-periodic orbits that cross the ramp, at most, once per period. We have seven different situations, which are represented in Fig. 9 . However, we observe that, given an orbit 0 E P(2,1), if we interchange the two periods that form 0, we get another orbit 0' E P(2,l). Hence, if we interchange the two periods of an orbit of type (3), (6), or (7), we get an orbit of type (l), (4), or (2) respectively. We may say that there exists a duality between types (1) and (3), (2) and (7), and (4) and (6), whi!e (5) is selfdual. We will restrict ourselves to the study of types (l), (2), (4), and (5), which have in common the fact that ~~~( 0 ) E M I U M2 and that the first time the orbits cross the ramp they do so during the first period.
We will study first type (5) During the second period, the ramp is crossed at t = t 2 = a2T, and we will have and (32)
During the second part of the second period the dynamics is given again by system 2 and Finally, to get a 2-periodic orbit, we must impose
In a similar way, as in the case of P(1, l), we obtain
with additional conditions (29) and (32). and io, (29) Before going on, let us point out that in cases (l) , (2) , and (4) we obtain similar expressions. For instance, in case (l), the expression for (WO, io) is the same as in case (5) with a2 = 1 (see Fig. 9 ). Now, condition f2(Vzn, 011, a2) = 0 must not be imposed and we obtain with (25).
Case (4) can also be studied in a similar way, but from Fig. 9 we see that it is the same as case (5) Similarly to what we did in case (3, we get with the additional conditions (29), (32) and vco(0) E A&.
In all the cases, three comments should be made before starting the numerical computations. First, when computing the duty cycles for a given value V,,, if a pair (~1 ,
QZ) is obtained, then ( a 2 , a l ) must also be a solution (interchanging the two periods of the orbit), provided that (v0,io) and (v(T),i(T))
are also interchanged. Second, solutions of the form a1 = a2 must exist which correspond to orbits 0 E P(1,l) C_ P(1,2). Third, we must remember that the conditions imposed are necessary and not sufficient, for the same reason as in case P ( 1 , l ) . So, once (vo, i o ) have been obtained, we must draw the full orbit over the two periods to ensure that the number of crossings in the ramp i s correct. Numerical computations in case (5) are shown in Fig. 10 .
From V,, near 24.516 onwards we start obtaining duty cycles (a1, a z ) E form ( a , a ) , corresponding to an orbit of P(1,l) and the other two are of the form (a1, a2) and (az, a l ) , as we anticipated.
In the general case of r-periodic orbits, we have only studied the situation when exactly one crossing per cycle occurs and P ( 1 , l ) . For fixed%,, we should find (al, 
wco E M2. In this case we get 
IV. STABILITY
We now propose to study the stability of the 1 and 2-periodic orbits that we found in the previous section. Given a periodic orbit, we will say that it is asymptoticaIly stable if, given initial conditions ( W O , 2 0 ) sufficiently close to the periodic orbit, the trajectory in the phase space from (VO, i o ) asymptotically approaches that of the periodic orbit. The characteristic multipliers test is used to decide whether a periodic orbit is stable or not. It is known [6], [7] , that if the norms of all the characteristic multipliers of a periodic orbit are less than 1, then the orbit is stable, while one characteristic multiplier with norm greater than 1 suffices to render the periodic orbit unstable.
We have computed the characteristic multipliers as follows. We constructed the PoincarC maps, which are given by
for a 2-periodic orbit.
These maps give us the state of the system after 1 or 2 periods, respectively, starting from initial conditions ( W O , io). Outer radius is 1; inner radius is 0.679).
The characteristic multipliers are then the eigenvalues of DP(v0, i o ) , where (GO, i o ) are the initial conditions corresponding to a given periodic orbit [6], [7] . We have computed numerically DP(v0, i o ) using central differences and Richardson extrapolation [SI and the results are graphically shown in Fig. 13 and Fig. 14. In Fig. 13 we draw in the complex plane the evolution of the characteristic multipliers for the l-periodic orbits when V,, sweeps the range from 12 to 25. We observe first that the characteristic multipliers are complex conjugates that move on a circle of radius = 0.82, and so the orbit is asymptotically stable. Near V,, = 24, the characteristic multipliers become both real, and when V,, reaches a certain value between V,, = 24 and V,, = 25, one of the characteristic multipliers has norm greater than 1, and Then, for higher values of V,,, a cascade of perioddoublings follows, till an apparently chaotic zone is reached. This zone is shown in detail in Fig. 16 . A careful observation of the numerical data allows some 2'"-periods to be identified. Let us consider the PoincarC map for one period Both in [ 11 and [2] this possibly strange attractor was experimentally obtained, and in [2] was also numerically computed, obtaining only part of the experimental simulation. Notice that Fig. 17 shows exactly the other part of the experimental simulation in [I] .
If we observe in detail the behavior of the sequence when the strange attractor has been reached, we may point out several characteristics of the orbits in the plane (vco, 2 ) . First of all, the orbit visits five zones on a regular basis. The last one corresponds to multiple crossings in the ramp per period, while for the other four at most two crossings appear. We have (see also Fig. 18 cycles are plotted in Fig. 19 in the (t, U,,) -representation, and the numbers of the zone and crossings in the ramp are also given. A certain degree of periodicity (every 5 periods) can be observed, together with the five zones previously described.
In the next section we will study a careful delimitation of the five zones and the number of crossings in each one in greater detail.
v.
NUMBER OF CROSSINGS
Multiple crossings per period in the ramp pose serious difficulties to the detailed study of the dynamics of the system.
What we have done is to try to delimit the zone of multiple crossings depending on the initial conditions we take. In general, one observes that the number of crossings increases zero crossings, the gray zone to one crossing, the light gray zone to two crossings, and finally, the white zone to three or more crossings. Thus, the zone that corresponds to multiple crossings is bounded in the phase space. Fig. 21 shows the white zone and its neighborhood in more detail, where the concatenation of the regions of multiple crossings is seen. The central point corresponds to the initial conditions (WO, io) necessary to U,, when it attempts to follow uTamp at the beginning of the ramp. So, we must have unbounded. Moreover, Ro has border only with R I , and, for n 2 1, R, has border only with R,-1 and R,+I. We have computed the images of the regions R, when we apply to them the PoincarC map; that is, the Poincare map restricted to R, follow, and finally, one crossing is expected after a cycle with three or more crossings, as is shown by the fourth plot. This is in agreement with the movement between the zones of the attractor that we discussed in the previous section. Finally, we must point out that the image of the region in the phase space [11.70,11.86] x [0.52,0.68] by the Poincare map, shows a pronounced winding (see Fig. 23 ). This motivates the search for a horseshoe in the Poincark map [9] , whose existence would confirm the chaotic behavior that we are initial conditions giving r-periodicity. Owing to the inherent complexity, one must finally resort to numerical methods to obtain quantitative results. They also had to be applied to determine the stability of periodic orbits. We have built a small library of programs, which simulate the circuit and display the results in a variety of graphs, showing skipped cycles, multiple pulsing, subharmonics and a period-doubling route to chaos. Although all the simulations in this paper have been done with a concrete set of values of the parameters, the input voltage being the only parameter varied, similar results with the same properties are obtained when the values of the parameters are taken in a wide region containing those of the concrete set.
In the chaotic regime a strange attractor is found. The analysis of the number of crossings in the ramp reveals to be a helpful tool for following the orbits when they reach the attractor, and suggests that a horseshoe mechanism in the PoincarC map could exist. Our investigation into chaos in the buck converter continues in this direction, where not only simulation but analytical justifications of such a mechanism would be interesting.
Our goal is to gain sufficient understanding that converters could be designed with reliability and predictability in their performance, when operating under instability or even chaotically.
