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Abstract
In this paper, we first consider the problem of defining IFS operators on the space Kc of non-empty compact and convex subsets
of Rd . After defining a complete metric on Kc, we construct an IFS operator and show some properties. A notable feature is the
definition of a type of weak inner product on Kc. We then define a family of complete metrics on the space of all measurable set-
valued functions (with values inKc), and extend the weak inner product to this space. Following this, we construct IFS operators on
these spaces. We close with a brief discussion of the inverse problem of approximating an arbitrary multifunction by the attractor
of an IFS.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Since their introduction in [2,3,10], Iterated Function Systems (IFS) have proven to be a very useful way of con-
structing self-similar or fractal objects. An IFS is a formal way of specifying the relation between parts of an object.
In the classical setting, an IFS is a finite collection of contractive self-maps wi : X → X of a complete metric space
into itself. The set A is the attractor of the IFS {wi} if A =⋃i wi(A), and this relation specifies how A is composed
of (smaller and distorted) copies of itself, a generalized type of self-similarity.
This paper continues the program of constructing IFS operators on various mathematical objects (as in
[4–7,11,13,15]). Since the IFS method is essentially based on a fixed point equation as x = T x, where T : X → X
is a contraction mapping (sometimes called fractal transform) and X is a complete metric space, when one considers
possible extensions from functions to set-valued functions (or multifunctions) two different alternatives can be taken
into consideration: in the first one the operator T is a multifunction (and the set X is a space of functions), so the fixed
point equation becomes a fixed point inclusion and we get a set of fixed points. In this case generalized results (collage
theorem, stability analysis) have to be proven and this was the aim of the paper [9]. The second alternative involves
the space X; we consider different complete metric spaces of multifunctions but in this case T : X → X is a usual
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IFS operators on the space Kc of non-empty compact and convex subsets of Rd and then on the set of multifunctions
F : X →Kc. The metrics we use on Kc are very natural ones and were first defined in [12,18], but our extension of
them to multifunctions is novel, as are our IFS operators and approximation results.
2. Spaces of compact and convex sets
In this section, we consider the space of all compact and convex subsets of Rd and define some complete metrics
for this space and a weak inner product for such sets. These metrics were first defined in [12,18], where it is also
shown that these metrics are complete.
Let K be the collection of all non-empty compact subsets of Rd and Kc ⊂K be those sets which, in addition, are
convex. We use the usual pointwise operations on sets, that is,
K + L = {k + l: k ∈ K, l ∈ L} and λK = {λk: k ∈ K}.
Clearly λK ∈Kc if K ∈Kc and it is simple to check that K +L ∈Kc if K,L ∈Kc. Thus, Kc is closed under the two
operations defined above. The set {0} functions as an additive identity. However, we mention that Kc is not a vector
space since K − K = {0}, in general. In fact, there is rarely an additive inverse.
If αi > 0 and
∑
i αi = 1, then α1K + α2K + · · · + αnK = K for K ∈ Kc. Thus, for arbitrary αi > 0, we have∑
i αiK = (
∑
i αi)K . Similarly, for αi ∈R, we have∑
i
αiK =
(∑
i
α+i
)
K −
(∑
i
α−i
)
K,
where λ+ = max{0, λ} and λ− = max{0,−λ} for λ ∈R.
We recall that the Hausdorff distance between two compact sets K and L in K is
dH (K,L) = max
{
sup
k∈K
inf
l∈Ld(k, l), supl∈L
inf
k∈K d(k, l)
}
and the space (K, dH ) is complete. Given K ∈Kc and p ∈Rd , the support function is the function
supp(p,K) = sup
l∈K
p · l.
For a K ∈Kc, we have that supp(p,K) defines K , as p ranges over S1 = {p: ‖p‖ = 1} ⊂Rd . In fact,
K =
⋂
p∈S1
{
z ∈Rd : z · p  supp(p,K)}.
It is easy to see that the support function satisfies:
1. supp(p,K + L) = supp(p,K) + supp(p,L),
2. supp(p,λK) = λ supp(p,K) = supp(λp,K) for λ 0,
3. supp(p,λK) = |λ| supp(p,−K) for λ < 0,
4. supp(p,−K) = supp(−p,K),
5. for linear α :Rd →Rd , supp(p,α(K)) = supp(α∗(p),K) ‖α‖ supp(p,K).
It is well known and easy to prove that the Hausdorff distance between two sets K,L ∈Kc can be characterized by
dH (A,B) = sup
p∈S1
∣∣supp(p,A) − supp(p,B)∣∣.
Lemma 1. (See [17].) If s(p) is a convex function from Rd to (−∞,+∞] which is positively homogeneous and lower
semicontinuous, then it is the support function of a certain closed and convex set A, namely
A =
⋂
p∈Rd
{
x: q · x  s(p)}.
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Let s ∈ [1,∞) and define ds :Kc ×Kc →R by
ds(K,L) =
( ∫
p∈S1
∣∣supp(p,K) − supp(p,L)∣∣s dp)1/s = ∥∥supp(p,K) − supp(p,L)∥∥
Ls(S1)
and we define
d∞(K,L) = sup
p∈S1
∣∣supp(p,K) − supp(p,L)∣∣.
Clearly ds is a metric on Kc . We have that ds(K,L)  C(d, s) dH (K,L) for all K,L ∈ Kc and, by the comment
above, d∞(K,L) = dH (K,L). Furthermore,
‖K‖s := ds
(
K, {0})
is a norm on Kc (however recall that Kc is not a vector space). In fact, the mapping Kc → Ls(S1) defined by K 	→
supp(·,K) is an isometry and is “linear” (for positive multiples, at least). Thus, we can think of Kc as being embedded
in Ls(S1) as a closed convex cone containing the origin (see also [16]).
The following theorem can be found in [18], but we include our proof as it is substantially different to the one
found in [18].
Theorem 1. (See [18].) The space (Kc, ds) is a complete metric space.
Proof. The idea is to prove that the Ls limit of support functions is a support function. First, we notice that
∫
‖p‖1
∣∣supp(p,K) − supp(p,L)∣∣s dp =
1∫
r=0
rd+s−1
∫
p∈S1
∣∣supp(p,K) − supp(p,L)∣∣s dp dr
= 1
d + s
∫
p∈S1
∣∣supp(p,K) − supp(p,L)∣∣s dp
and thus we can integrate over any ball instead of just over the sphere and still get an equivalent metric.
Consider a sequence of compact and convex sets Kn and their associated support functions fn(p) = supp(p,Kn)
for p ∈ Rd . We assume that Kn is a Cauchy sequence, which means that fn is a Cauchy sequence in Ls on the set
{p: ‖p‖  1}, so fn → f . Now, each fn is convex and satisfies fn(λp) = λfn(p) for λ  0. Since Ls convergence
implies pointwise convergence almost everywhere, these properties also hold almost everywhere for f . We use the
property f (λp) = λf (p) to extend f to those points where pointwise convergence might not hold to make f a convex
and positively homogeneous function defined on all of Rd . However, then f is continuous. Therefore, f is the support
function for some compact and convex set L and Kn → L. 
The case s = 2 is a special situation, as L2 is an inner product space. However, because subtraction is not generally
defined in Kc, we only get a weak inner product
〈K,L〉 =
∫
p∈S1
supp(p,K) supp(p,L)dp.
Using the properties of the support function, it is easy to show that this weak inner product satisfies:
1. 〈K,L〉 = 〈L,K〉,
2. 〈K + L,M〉 = 〈K,M〉 + 〈L,M〉,
3. 〈λK,L〉 = λ〈K,L〉 for λ 0,
4. 〈λK,L〉 = |λ|〈−K,L〉 for λ < 0.
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holds in this situation as does the parallelogram identity
d2(K,L)
2 = ‖K‖22 + ‖L‖22 − 2〈K,L〉.
Given K ∈Kc, the closest ball of any radius RB1(0) + v (where R > 0 and v ∈Rd ) is given by
R = 〈B1(0),K〉‖B1(0)‖22
and vi =
〈
K, {ei}
〉
, (1)
where {e1, e2, . . . , ed} is an orthonormal basis of Rd .
3. IFS operators on Kc
Let αi :Rd →Rd be linear for i = 1,2, . . . ,N and L ∈Kc. We define the mapping T :Kc →Kc by
T (A) =
∑
i
αi(A) + L.
If L = {0}, then T is linear. So, if it is contractive its only possible fixed point is {0}, which is not very interesting.
Theorem 2. We have
ds
(
T (A),T (B)
)

(∑
i
‖αi‖
)
ds(A,B).
Proof. We compute that
ds
(
T (A),T (B)
)= ( ∫
p∈S1
∣∣supp(p,T (A))− supp(p,T (B))∣∣s dp)1/s
=
( ∫
p∈S1
∣∣∣∣supp
(
p,
∑
i
αi(A) + L
)
− supp
(
p,
∑
i
αi(B) + L
)∣∣∣∣
s
dp
)1/s
=
( ∫
p∈S1
∣∣∣∣∑
i
supp
(
p,αi(A)
)− supp(p,αi(B))
∣∣∣∣
s
dp
)1/s

( ∫
p∈S1
∣∣supp(p,A) − supp(p,B)∣∣s(∑
i
‖αi‖
)s
dp
)1/s
=
(∑
i
‖αi‖
)( ∫
p∈S1
∣∣supp(p,A) − supp(p,B)∣∣s dp)1/s
which is the desired result. 
The quantities ‖αi‖ are the contraction factors of the individual IFS maps αi . It is interesting to note that we must
take the sum of these contraction factors, rather than the maximum (as is the case for a usual IFS). The result is the
best possible in general. To see this, consider the set L = {0} ⊂R and the maps αi :R→R given by αi(x) = λix for
λi > 0. Then T ([0,1]) = [0,∑i λi], so we see that T n([0,1]) can have a limit in Kc if and only if ∑i λi  1 (and T
will have a unique fixed point if and only if
∑
i λi < 1).
Suppose that T is contractive. Then T n(B) converges to its fixed point A for any B ∈Kc, so T n(L) → A as well.
For σ ∈ {1,2, . . . ,N}n, denote by ασ the composition
ασ = ασn ◦ ασ ◦ · · · ◦ ασ .n−1 1
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T n(L) = L +
n∑
i=1
∑
σ∈{1,2,...,N}i
ασ (L) (2)
which leads to an explicit form for the fixed point of T . In particular, we see that we must have∑
σ∈{1,2,...,N}n
ασ (B) → {0}
for all B , if the infinite series converges. Under the condition
∑
i ‖αi‖ < 1, we see that
∑
σ∈{1,2,...,N}n
‖ασ‖
∑
σ∈{1,2,...,N}n
‖ασ1‖‖ασ2‖ · · · ‖ασn‖ =
(
N∑
i=1
‖αi‖
)n
which converges to 0 as n → ∞. This is another way to see why the condition ∑i ‖αi‖ < 1 is necessary.
A set L is balanced if x ∈ L ⇔ −x ∈ L. We see that if L is balanced, then so is the attractor A. If 0 ∈ L, then
0 ∈ A.
If each αi ∈R, then∑
σ∈{1,2,...,N}n
ασL =
( ∑
σ∈{1,2,...,N}
α+σ
)
L −
( ∑
σ∈{1,2,...,N}
α−σ
)
L
and thus is the sum of a multiple of L and a multiple of −L. Since this is true for all n, we see that the attractor also
has this form. Thus, to get more interesting attractors it is necessary to have more general linear maps for the αi .
4. Spaces of multifunctions
A set-valued mapping or multifunction F : X⇒ Y is a function from X to the power set 2Y . If (X,B) is a measur-
able space, we say that F is measurable if for each open set O ⊂ Y we have
F−1(O) = {x ∈ X: F(x) ∩ 0 = ∅} ∈ B.
Let X be a complete metric space, B be the Borel σ -algebra on X and μ be some finite measure on (X,B). We
will take Y =Rd and consider only those measurable multifunctions
F(X,Rd)= {F :X⇒Rd ∣∣ F(x) ∈Kc, ∀x ∈ X}.
Choose s, t ∈ [1,∞] and define the metric ds,t on F(X,Rd) by
ds,t (F,G) =
( ∫
x∈X
( ∫
p∈S1
∣∣supp(p,F (x))− supp(p,G(x))∣∣s dp)t/s dμ(x))1/t
= ∥∥∥∥supp(p,F (x))− supp(p,G(x))∥∥
Ls(p)
∥∥
Lt (μ(x))
.
We further define
F s,t(X,Rd)= {F ∈F(X,Rd): ds,t(F, {0})< ∞}
and note that
‖F‖s,t := ds,t
(
F, {0})
is a norm on F s,t (X,Rd) (but again none of F(X,Rd) or F s,t (X,Rd) are vector spaces because of the problem with
subtraction).
Theorem 3. For any s, t ∈ [1,∞] the space (F s,t (X,Rd), ds,t ) is complete.
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Suppose that Fn is a ds,t -Cauchy sequence. Then there is an increasing sequence nk so that ds,t (Fnk ,Fn) < 3−k for
all n nk . Thus, making the choice n = nk+1 we have ds,t (Fnk ,Fnk+1) < 3−tk . Define the set Ak by
Ak =
{
x ∈ X: ds
(
Fnk+1(x),Fnk (x)
)
> 2−k/t
}
.
Then we see that
μ(Ak)2−k < ds,t (Fnk+1 ,Fnk )t < 3−k
and so μ(Ak) (2/3)k . If we define A =⋂∞m=1⋃km Ak , we see that
μ
( ⋃
km
Ak
)

∑
km
μ(Ak)
∑
km
(2/3)m = 3(2/3)m,
for every m. Thus, μ(A) = 0. By definition of A, we see that Fnk (x) is a ds -Cauchy sequence in Kc for each x ∈
X \ A, so Fnk (x) → F(x) as (Kc, ds) is complete. This also implies that x 	→ F(x) is measurable. To show that
ds,t (Fn,F ) → 0, we compute that
ds,t (Fnk ,F )
t =
∫
x∈X
ds
(
Fnk (x),F (x)
)t
dμ(x)
=
∫
x∈X
lim
i
ds
(
Fnk (x),Fni (x)
)t
dμ(x)
 lim inf
i
∫
x∈X
ds
(
Fnk (x),Fni (x)
)t
dμ(x)
= lim inf
i
ds,t (Fnk ,Fni )
t  3−k
for all k. Thus, limk ds,t (Fnk ,F ) = 0. Now we have
ds,t (Fn,F ) ds,t (Fn,Fnk ) + ds,t (Fnk ,F ) → 0
as k → ∞. 
Again, the particular case of F2,2(X,Rd) is special as L2 is a Hilbert space. Thus, we can define the weak inner
product (weak because it is only positively homogeneous)
〈F,G〉 =
∫
x∈X
∫
p∈S1
supp
(
p,F (x)
)
supp
(
p,G(x)
)
dp dμ(x).
We have the properties
1. 〈F,G〉 = 〈G,F 〉,
2. 〈λF,G〉 = λ〈F,G〉 = 〈F,λG〉 for all λ 0,
3. 〈−F,G〉 = 〈F,−G〉,
4. 〈F + G,H 〉 = 〈F,H 〉 + 〈G,H 〉,
5. ‖F‖22,2 = 〈F,F 〉,
6. |〈F,G〉| ‖F‖2,2‖G‖2,2,
7. d2,2(F,G)2 = ‖F‖22,2 + ‖G‖22,2 − 2〈F,G〉.
We use the Aumann integral for multifunctions (see Section 8.6 in [1]), defined as∫
F(x)dμ(x) =
{ ∫
f (x)dμ(x): f (x) ∈ F(x),
∫ ∣∣f (x)∣∣dμ(x) < ∞}
X X X
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supp
(
p,
∫
X
F(x)dμ(x)
)
=
∫
X
supp
(
p,F (x)
)
dμ(x).
Take F ∈F(X,Rd) and L ∈Kc, thought of as a constant multifunction. Then
〈F,L〉F(X,Rd ) =
∫
X
∫
p
supp
(
p,F (x)
)
supp(p,L)dp dμ(x)
=
∫
p
supp(p,L)
∫
X
supp
(
p,F (x)
)
dμ(x)dp
=
∫
p
supp(p,L) supp
(
p,
∫
X
F(x)dμ(x)
)
dp
=
〈
L,
∫
X
F(x)dμ(x)
〉
Kc
,
that is, the inner product between the multifunction F and the constant multifunction L (inner product inF2,2(X,Rd))
is the same as the inner product between
∫
X
F(x)dμ(x) ∈Kc and L ∈Kc . In a similar way, if φ : X → [0,∞) and F
and L are as before, then
〈F,φL〉 =
〈∫
X
φ(x)F (x)dμ(x),L
〉
.
We also compute that if K,L ∈Kc, then
〈K,L〉F2,2(X,Rd ) = μ(X)〈K,L〉Kc .
Let F ∈F2,2(X,Rd) and M ∈Kc be considered as a constant multifunction and let
L = (1/μ(X))∫
X
F(x)dμ(x) ∈Kc.
Then we see that 〈F,L〉 = 〈L,L〉 and thus
0 d2,2(M,L) = 〈M,M〉 + 〈L,L〉 − 2〈M,L〉,
〈L,L〉 − 2〈L,L〉 〈M,M〉 − 2〈M,L〉,
〈F,F 〉 + 〈L,L〉 − 2〈F,L〉 〈F,F 〉 + 〈M,M〉 − 2〈M,L〉,
d2,2(F,L) d2,2(F,M)
and thus L = (1/μ(X)) ∫
X
F(x)dμ(x) is the closest constant multifunction in F2,2(X,Rd) to F .
5. IFS operators on F(X,Rd)
Let wi : X → X be contractions, αi : Rd → Rd be linear, and F0 ∈ F(X,Rd). We define the IFS operator T :
F(X,Rd) →F(X,Rd) by
T (F )(x) =
∑
i
αi
(
F
(
w−1i (x)
))+ F0(x) (3)
(with the understanding that if x /∈ wi(X), then we leave the corresponding term out of the sum). It is clear that T
maps F(X,Rd) to F(X,Rd).
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ds,t
(
T (F ),T (G)
)

(∑
i
‖αi‖c1/ti
)
ds,t (F,G).
Proof. We compute that
ds,t
(
T (F ),T (G)
)
=
( ∫
x∈X
{ ∫
p∈S1
∣∣supp(p,T (F )(x))− supp(p,T (G)(x))∣∣s dp}t/s dμ(x))1/t
=
( ∫
x∈X
{ ∫
p∈S1
∣∣∣∣supp
(
p,
∑
i
αi
(
F
(
w−1i (x)
)))− supp(p,∑
i
αi
(
G
(
w−1i (x)
)))∣∣∣∣
s
dp
}t/s
dμ(x)
)1/t

∑
i
‖αi‖
( ∫
x∈wi(X)
{ ∫
p∈S1
∣∣supp(p,F (w−1i (x)))− supp(p,G(w−1i (x)))∣∣s dp
}t/s
dμ(x)
)1/t

∑
i
‖αi‖
( ∫
y∈X
{ ∫
p∈S1
∣∣supp(p,F (y))− supp(p,G(y))∣∣s dp}t/sci dμ(y)
)1/t
=
(∑
i
‖αi‖c1/ti
)
ds,t (F,G)
which is the desired result. 
In the situation where μ(wi(X) ∩ wj(X)) = 0 if i = j , then a slightly different result is obtained.
Theorem 5. Assume that dμ(wi(x)) ci dμ(x) and μ(wi(X) ∩ wj(X)) = 0 if i = j . Then the operator T satisfies
ds,t
(
T (F ),T (G)
)
 sup
i
‖αi‖
(∑
i
c
1/t
i
)
ds,t (F,G).
Proof. We just indicate the changes from the previous proof. We see that
ds,t
(
T (F ),T (G)
)
=
(∑
i
∫
x∈wi(X)
{ ∫
p∈S1
∣∣supp(p,αi(F (w−1i (x))))− supp(p,αi(G(w−1i (x))))∣∣s dp
}t/s
dμ(x)
)1/t
 sup
i
‖αi‖
(∑
i
∫
x∈wi(X)
{ ∫
p∈S1
∣∣supp(p,F (w−1i (x)))− supp(p,G(w−1i (x)))∣∣s dp
}t/s
ci dμ(x)
)1/t
= sup
i
‖αi‖
(∑
i
ci
)1/t
ds,t (F,G). 
For X = [0,1] (or some other compact interval in R), wi affine and μ Lebesgue measure, then a simpler argument
is possible. If μ(wi(X) ∩ wj(X)) = 0, then∑
i
ciμ(X) =
∑
i
μ
(
wi(X)
)= μ(⋃
i
wi(X)
)
 μ(X)
and thus
∑
ci  1 and so the contraction factor is governed by supi‖αi‖.i
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point of (3):
T n(F0)(x) = F0(x) +
n∑
i=1
∑
σ∈{1,2,...,N}n
ασ
(
F0
(
w−1σ (x)
))
. (4)
6. Inverse problems for IFS on F(X,Rd)
We now turn to a brief discussion of some inverse problems for IFS on F(X,Rd). Given a contractive IFS operator
T on F s,t (X,Rd), it is easy to construct the attractor of T —simply iterate T . This is the forward problem. The inverse
problem consists of being given a multifunction G ∈ F s,t (X,Rd) and a family of IFS operators {Tα} and finding the
operator Tλ whose fixed point is, or most closely approximates, G.
For our discussion, we take X = [0,1] with μ Lebesgue measure and restrict ourselves to the class of IFS operators
of the form
T (F )(x) =
N∑
i=1
αiF
(
w−1i (x)
)+ Liχwi(X)(x)
where αi  0, Li ∈Kc, χwi(X)(x) is the characteristic function for the set wi(X), wi : X → X affine with μ(wi(X)∩
wj(X)) = 0 if i = j and X =⋃i wi(X). We let ci = |wi[0,1]| to be the contraction factor of wi .
Clearly this class of IFS operators will not allow one to obtain an arbitrary multifunction as an attractor. In fact, if
H is the attractor of T , then for all x the set H(x) is a linear combination of the sets Li . Thus in general we will only
approximate G with H .
The terms
∑
i Liχwi(X)(x) will give a piecewise constant (constant on each wi(X)) approximation to G and the
terms
∑
i αiF (w
−1
i (x)) will yield the finer corrections to the approximation. Thus our first task is to select the Li . We
do this by setting
Li = 1
μ(wi(X))
∫
wi(X)
G(x)dμ(x)
(which will give the best constant approximation to G on wi(X)). Then we need to optimize over the αi . We present
two approaches to this, one based on Eq. (4) and one based on the Collage Theorem.
Before discussing these two approaches, however, we first discuss the constraints αi  0. Clearly this constraint is
useful since subtraction is not defined in Kc. One way to circumvent this constraint is to use an IFS operator of the
form
T (F )(x) =
N∑
i=1
iαiF
(
w−1i (x)
)+ Liχwi(X)(x)
with i = ±1 and optimize over both the αi and the choice of sign i . For each  = −1, we are effectively replacing
F(w−1i (x)) by −F(w−1i (x)).
6.1. Direct approach
In this approach, we think of
∑
j Ljχwj (X)(t) as being the basic approximation to G and think of∑
j
αj
(∑
i
Liχwi(wj (X))(t)
)
as being a first-order correction to this basic approximation. Let F be the sum of these two terms, that is
F =
∑[
Ljχwj (X)(t) + αj
(∑
Liχwj (wi(X))(t)
)]
.j i
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d2,2(F,G) =
∑
j
d2,2(F |wj (X),G|wj (X)),
so we concentrate on these terms for the moment. Computing on the set Xj := wj(X) (so that all inner products are
over Xj ),
d2,2(F |Xj ,G|Xj ) = ‖F |Xj ‖22,2 + ‖G|Xj ‖22,2 − 2〈F |Xj ,G|Xj 〉,
〈F |Xj ,F |Xj 〉 = 〈Lj ,Lj 〉 + 2αjcj
∑
i
ci〈Li,Lj 〉 + α2j cicj 〈Li,Li〉,
〈F |Xj ,G|Xj 〉 = 〈Lj ,G|Xj 〉 + αjcj
∑
i
〈Li,G|wj (Xi)〉.
Gathering all these terms and adding them up for j = 1,2, . . . ,N , we see that d2,2(F,G) is quadratic in the αi and
thus is simple to minimize.
6.2. Collage Theorem approach
The Collage Theorem (formulated and proved in [2,3]), is a simple consequence of the Contraction Mapping
Theorem. However, it is useful in finding approximate solutions to the inverse problem.
Theorem 6 (Collage Theorem). Let (X,d) be a complete metric space and w : X → X be a contraction with contrac-
tion factor c < 1 and fixed point x¯. Then for any x ∈ X we have
d(x, x¯) d(x,w(x))
1 − c .
Proof. We compute
d(x, x¯) d
(
x,w(x)
)+ d(w(x),w2(x))+ · · · + d(wn(x),wn+1(x))+ d(wn+1(x), x¯)
 d
(
x,w(x)
)(
1 + c + c2 + · · · + cn)+ d(wn+1(x), x¯)
 d(x,w(x))
1 − c + d
(
wn+1(x), x¯
)
and taking the limit in n gives the result. 
By the Collage Theorem, we can find a T with fixed point close to a given G by finding a T with d2,2(G,T (G))
small.
As in the previous approach, we see that d2,2(G,T (G)) splits into independent parts over each Xj := wj(X), and
thus we concentrate on these. Computing on the set Xj := wj(X) (so that all inner products are over Xj ),
d2,2
(
T (G)|Xj ,G|Xj
)= ‖TG|Xj ‖22,2 + ‖G|Xj ‖22,2 − 2〈TG|Xj ,G|Xj 〉,
〈TG|Xj , T G|Xj 〉 = 〈Lj ,Lj 〉 + 2αj
〈
Lj ,G ◦ w−1j
〉+ α2j 〈G ◦ w−1j ,G ◦ w−1j 〉,
〈TG|Xj ,G|Xj 〉 = 〈Lj ,Lj 〉 + αj
〈
G ◦ w−1j ,G|Xj
〉
.
Gathering all these terms and adding them up for j = 1,2, . . . ,N , we see that d2,2(T G,G) is quadratic in the αi and
thus is simple to minimize.
We wrote all the inner products in the above formulae as inner products over Xj . However, we notice that∫
X
∫
p
supp(p,Lj ) supp
(
p,G
(
w−1j (x)
))
dp dμ(x) = cj
∫
X
∫
p
supp(p,Lj ) supp
(
p,G(x)
)
dp dμ(x),j
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∫
Xj
∫
p
supp
(
p,G
(
w−1j (x)
))
supp
(
p,G
(
w−1j (x)
))
dp dμ(x) = cj
∫
X
∫
p
supp
(
p,G(x)
)
supp
(
p,G(x)
)
dp dμ(x)
and thus only one of the inner products must be computed over Xj , the rest being constant for all j .
As a final comment, we mention a slightly different way to choose F0 in (3). We have from Eq. (1) the closest
sphere R(x)B1(0)+v(x) ⊂Rd to F(x) for each x ∈ X. So, we can define F0(x) = R(x)B1(0)+v(x) and use αi  0.
Again we get a quadratic in the αi which is easily solved to find the minimum.
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