In this thesis, a BP neural network based GA (Genetic Algorithm) is proposed to take advantage of their complementary ability of local and global search for optimum solutions. To show the effectiveness of this novel HGA (Hybrid GA), We have respectively developed two application-oriented algorithm for the design of simulation experiments that are widely used in a variety of data processing problems. Several simulation experiments on the data procesing are designed based on the proposed HGA, also experimental simulations are performed to justify the effectiveness of the HGA. Simulation results demonstrate that as compared with corresponding results yielded from other exiting design algorithms, the strategy design by our HGA approach are with better performance and less computation time.
INTRODUCTION
Since 1960's, with the fact that development of discipline such as computer technology, Optimization technology have got prompt development Optimization theory, computer technology and engineering technology have combined closely, forming optimum technology, which is a modern design method, and technology. When resolving the complicated engineering design problem, the application optimizing a technology can realize the design plan optimization quicker and improve efficiency and quality of design. It comes true successfully owing to improving robot structural optimization design of integration of type BP neural networks with genetic algorithm which is discussed in this paper.
A number of complex nonlinear systems can be encountered in engineering applications. State equations of these systems are too complex to be modeled accurately in mathematical methods. Three layer BP neural networks can approximate any continuous functions with arbitrary precision. However, the BP network has the disadvantage of falling into local optimal value so we add genetic algorithm. The traditional training method of BP neural network will encounter many problems such as costing too much time and leading to insufficient memory.
The systematic safety evaluation of the weapon involves more factors with complicated interrelation, the subjective factor interferes being great, the routine method is difficult to assess with the objective ration. The neural network is widely used because of its fine nonlinearity, a large amount of parallel distributed structure, learning and inductive ability. The most representative one is the multi-layer BP neural network, but BP network has the shortcoming of slow convergent speed, being easy to fall into local minimum, weak overall search ability etc. The setting of network structure and relevant parameters is particularly difficult. We use genetic algorithm to optimize neural network and can make neural network have the ability of self-evolution and selfadaptability. So we can construct the evolved BP neural network.
BP neural network is a kind of non-linear mapping artificial neural network. Hecht Robert Nielson [1] proved that any closed interval continuous function can use one or more hidden layer of BP neural network to approximate.
Genetic Algorithm (GA) is a global optimization searching algorithm. Genetic algorithm is a kind of optimization searching algorithm which is based on the natural selecting and the theory of genetics, the survival of the fittest rules of Darwin theorized will be introduced in serial structure, the information exchanged organized and random in strings (basic computing contains selection, crossover and mutation). With the operation of algorithm, excellent quality is gradually retains and tries to combine, so as to continuously produce better individuals [2] .
Genetic algorithm is a stochastic search method technology used randomizing technique, but it differs from the general random searching algorithm. Genetic algorithm will be encoded by funding optimization parameter space, and using random selection as a tool to guide search process toward a more efficient way, this selection is heuristic search. activations of these neurons are then passed on to other neurons. This process is repeated until finally, an output neuron is activated. This determines which character was read.
Like other machine learning methods -systems that learn from data -neural networks have been used to solve a wide variety of tasks that are hard to solve using ordinary rulebased programming, including computer vision and speech recognition. Computational devices have been created in CMOS, for both biophysical simulation and neuromorphic computing. More recent efforts show promise for creating Nano-devices [3] for very large scale principal components analyses and convolution. If successful, these efforts could usher in a new era of neural computing [4, 5] that is a step beyond digital computing, because it depends on learning rather than programming and because it is fundamentally analog rather than digital even though the first instantiations may in fact be with CMOS digital devices.
Genetic algorithm is the late 1960s and early 1970s, by John Holland and his colleagues at the University of Michigan American student research a method of forming the study [6, 7] . In this method, mechanism simulation of biological evolution Model to construct artificial system, has been widely used in recent years [7] . From Traditional BP neural network algorithm slow convergence and easy to fall into Local minima shortcomings, this paper based on genetic algorithm BP Network mechanisms to improve the convergence speed of the network, and then using the improved BP Neural networks for evaluation of the level of the university library information.
Each index can score from reviewer's subjective scoring method after obtaining. The data to be using equation (1) is normalized.
Where X i and X j respectively, the i-th index and the actual value Standard value; a i , b i are the maximum, minimum, the i-th index. Known evaluation indexes m, n hidden layer nodes depending Problems and experimental data to determine, you can also experience the value of the formula (2) the decision.
Hidden node output is calculated as follows:
Where θ j is defined as the threshold value for hidden node.
The output of the output node is calculated as follows:
Where in θ is an output node threshold.
Equation (3) and Equation (4) in the transfer function is generally expressed as (0,1) interval of S-type function:
Using genetic algorithm to train the neural network can be used in binary code, code String value from the hidden layer to the input layer connection weights w ij , hidden layer and output layer connection Weights t j , hidden layer threshold θ j , the output layer threshold θ. So connected together to form into a long string (the string corresponding to each position of a group of network weights and threshold Value), constitutes an individual. It can generate an initial population of N individuals [8] .
Guiding the evolutionary process toward the region of space may contain the best individual conduct. Suitable Select the function should have a great impact on the training results. This paper fitness Function uses a calculation error of the neural network (see equation 6) , and the error. Always cut along the neural network output error fewer search direction, the convergence target is the minimum output error.
To speed up convergence rate of BP algorithm and improve accuracy and effectiveness of the case retrieval and case maintenance overall design, using genetic algorithm optimize the global search ability, searching the global optimum point nearby; Then use BP algorithm with strong partial optimization, start from this point, searching locally, thus achieving the goal of network training. (Fig. 1) is the combination models of the genetic algorithm and neural network.
Particular way is, firstly code the model's initial weight values and threshold, constitute the initial population, then generate the next generation population with the genetic algorithm, decode the best individuals of the population we obtain the weight, threshold and make evaluation; If it meets the design requirements, then output the optimal weights and threshold, otherwise proceed to the operation of genetic algorithm until get the best individual of a generation population on genetic algorithm, output weights and the threshold value, which is the weight and threshold value on global optimum of network, and then they are assigned to the BP network for final training. The BP neural network is widely used mainly for the following advantages: giant parallel distribution makes the processing speed greatly; the distribution of knowledge information is stored in network connection and threshold that
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has strong fault-tolerance. Although BP network model has many advantages in all aspects, but also has some deficiencies: from the view of mathematics, it is a nonlinear optimization problem and inevitably there exists local minimum points; study algorithm is very slow; the selection of network hidden nodes with great blindness, and there are no empirical theoretically instructions and etc. [9, 10] . Therefore, these disadvantages greatly limit the application and promotion of the BP neural network. The paper establishes the highway project construction risk prediction model, mainly using genetic algorithms and BP network combination to improve the performance of BP network, on the basis of series of improvement such as the sample data pretreatment, optimize network hidden nodes, introducing momentum, adaptive adjustments network parameters.
Genetic algorithm is a search algorithm based on natural selection and genetic mechanisms for groups, and simulates the course of reproduction, and the interbreeding in the process of a natural and genetic selection. Using genetic algorithm, every possible solution is coded as "a chromosome", namely the individual, a number of individuals form groups (all possible solutions). Genetic algorithm is the process of evolution generational group which is the community of a feasible solution [11] .
The genetic algorithm begins, always randomly generated some individuals (i.e. initial weights and threshold), according to the predetermined target function (i.e. the error function) for each individual evaluation, then gives a fitness value. Based on the fitness value, choose the individual to copy the next generation. Choosing reflects the operation principle of "survival of the fittest", "good" individual was used to copy, and the "bad" individual will be eliminated. Then the individual combined the intersection and operator variations to create a new generation. This is a new group of individual which inherited some excellent characters of the generation, thus the performance is superior to the generation, so gradually toward more optimal threshold value and the direction of evolution. When the evolution reached accuracy requirement, and can be asked during a series of network weights and threshold.
The GA search always pervades all of the space, which is good at the global search; While BP neural network for local search is more effective. Therefore, both of them combine and complement with each other. First use genetic algorithms to optimize BP neural network, set a good search spaces, then use BP algorithm to search out the optimal solution in this little space.
THE HYBRID ALGORITHM BASED ON GA AND RBF NEURAL NETWORK
The Radial Basis Function (RBF) is a neural network which was put forward by J.Moody and C.Darken in the late 1980s, it is a three layer feed forward network with single hidden layer (Fig. 2) , is a kind of local approximation of the neural network. The RBF is a kind of three layer forward network. The mapping which is from the input to the output is nonlinear, and the mapping which is from hidden layer space to the output space is linear. It simulates the neural network structure for the partial adjustment of the human brain and each receiving domain. RBF is a kind of local approximation network, which has been proved that the any precision approximates any continuous function. This kind of network characteristics are that it only has a few output of connection power influence aim at local input space, so that local approximation network has the advantages of faster learning speed. Therefore, the RBF network can significantly accelerate the learning speed and avoid local minimum problem, which is suitable for the real-time control [12, 13] .
BP network three Layer nodes are represented, m input nodes x i , in a hidden layer node h j , 1 output node y (University Library Assess the level of information). Network power input nodes and hidden layer nodes Value w ij , network nodes and the output power hidden layer nodes is t j .
Each index can score from reviewer's subjective scoring method after obtaining. The data to be using equation (1) , ,...,
Where j h is gaussian basis function:
The j network node of center vector is 
Assuming the ideal output is y (k), the performance index function is:
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Based on the gradient descent method, the iterative algorithm of output power, node center and base width parameter are:
Where η is learning rate, α is momentum factor. Jacobian matrix algorithm is as follows:
Where
There are two ways using GA to optimize BP. First one is the auxiliary combination, carrying on the pretreatment to the data with GA, and then solving the problem with BP. Second one is using GA and BP to solve the problem together. It mainly behaves in the optimization of weight, threshold and structure of the network. We adopt the second method that using GA to optimize the weight and threshold of network. Its basic thought is to utilize the characteristic of global searching in the genetic algorithm and find the most suitable network connect weight and network structure. It mainly optimizes the latent node number, weight and threshold value. The procedure is as follows.
Population's scale is P, selection probability is Ps, crossover probability is Pc, and the mutation probability is Pm.
The study of weight and threshold is a complicated continuous parameter optimization problem. At present there are mainly two encoding schemes which are binary scale coding and real number coding. The traditional GA algorithm adopts the coding scheme of binary scale, the calculation is complicated and it takes a large number of spaces. The coding scheme of real number carries on genetic operation on the real number field. It improves the solve precision and decreases the solve time. It shows kind search performance very at evolving neural network. To the weight and threshold value in the network, the paper uses the method of the real number encoding. Produce several real numbers in certain limit at random. If there is a network of M-N-1 structure, produce several groups of chromosome which are encoded with the length of (M+2)*N+2. Among them previous M×N code respectively denotes the weight from input layer to latent layer correspondingly. The following N code denotes the weight from latent layer to output layer and then N code denotes the threshold value of every neuron on latent layer. The last one is the threshold of neuron on the output layer. Calculate the adaptation value and put it at the last place of the code.
Quality of the individuals or solve are assessed only by fitness in the course of search and evolution at random. Regard it as the base of the genetic operations. Suppose that a given neural network training collection, its input mode is { } 
Each neuron is set as the linear threshold unit. The following Sigmoid transmit function is used.
While utilizing GA to evolve, confirm the measure method of fitness at first. If we set E (net, t) as the value of goal function E (⋅) which is No. i individual at the No. k evolution generation, its fitness is defined as follows.
Among them C is a certain constant, in the genetic evolution, the fitness will tend to the maximum C.
We use roulette wheel selection operation. Set colony's size as N, the fitness function of the individual i is f i , its selection probability is p si .
For the crossover operation, we use the self-adaptation crossover probability to adjust the crossover probability dynamically according to the distribution characteristic of the fitness in each evolving population. We take the initial value which is optimized by GA algorithm as the initial weight and use BP algorithm to train network until getting the appointed precision BP ε .
THE ANALYSIS OF SIMLATION DATA ON BP-NN ALGORITHM
The realization of BP neural network algorithm uses MATLAB. Former 17 groups are used as the training samples, and after 5 groups of samples as testing samples. Error can reduce to 1and be into the local minimum state when train 107 times. This network weights and threshold are not enough to reflect the characteristics of learning samples, so we use genetic algorithm to optimize the network. Get the optimal network weights through application of GA optimization algorithm 500 times, and meet the training accuracy through the BP algorithm 62 times. The optimization of BP-GA guarantees convergence, what makes the convergence speed and training steps is reduced.
In order to verify the adaptive algorithm of BP-GA in comprehensive evaluation, evaluate the level of last five highway project construction risk with the BP neural network and the optimized BP-GA network and compare with linear weighting method, the results are shown in (Fig. 3):   Fig. (3) . Results with the BP neural network and the optimized BP-GA network.
Use BP algorithm and improved GA-BP hybrid algorithm to carry on the safe performance assessment to the quantizing value of above-mentioned safe indexes with MATLAB programming. Train with BP algorithm, set the error target as 0.001. It is convergent to target value with 116 steps. The training error of network is 0.0025. (Fig. 4) shows the training error curve.
Through algorithm comparison with convergent speed and training error, we can find that GA-BP algorithm is better than pure algorithm. Use GA-BP algorithm to train neural network, the average adaptation degree of the chromosome tends towards stability after about 580 generations' search. The initial population of GA is Pop=50, GA ε =0.001. The training error and adaptation value curve of genetic algorithm is as (Fig. 5) shows. 
CONCLUSION
GA algorithm is used to optimize the weight of BP neural network. It has expanded the search space of weight and has improved the learning efficiency of network system. The hybrid algorithm applies to the systematic safety evaluation model of the weapon; the simulation result implies that it has better overall convergence and precision. Simulation results demonstrate that as compared with corresponding results yielded from other exiting design algorithms, the strategy design by our HGA approach are with better performance and less computation time.
