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STABILITY OF THE HECKE ALGEBRA OF WREATH PRODUCTS
Şafak Özden1
In memory of Cemal Koç2
Abstract. The Hecke algebras Hn,k of the group pairs (Skn, Sk ≀Sn) can be endowed with a filtra-
tion with respect to the orbit structures of the elements of Skn relative to the action of Skn on the
set of k-partitions of {1, . . . , kn}. We prove that the structure constants of the associated filtered
algebra Fn,k is independent of n. The stability property enables the construction of a universal
algebra F to govern the algebras Fn,k. We also prove that the structure constants of the algebras
Hn,k are polynomials in n. For k = 2, when the algebras (Fn,2)n∈N are commutative, these results
were obtained in [1], [2] and [9].
1. Introduction
1.1. The asymptotic study of sub-algebras of the group algebras C[Sn] goes back to the work of
Farahat and Higman [4]. They study the centers Zn = Z(C[Sn]) of the group algebras C[Sn].
To prove Nakamura’s conjecture, they prove a stability result for the structure coefficients of the
algebras Zn. From the perspective of [6] and [11], we can describe the method of Farahat and
Higman as follows:
(1) Construct a conjugacy invariant numerical function on the symmetric group to measure the
complexity of a given element.
(2) Endow the centers Zn of the group algebras C[Sn] with a suitable filtration invariant under
conjugation.
(3) (Stability property) Prove that the structure constants of the associated filtered algebra Zn
are independent of n, hence obtain a universal algebra Z that governs all the algebras Zn.
The term stability is introduced in [11]. Wang used this strategy and proved that the family
(G ≀ Sn)n∈N, with G finite, satisfies the stability property, [12]. Recently, Wan and Wang applied
the same strategy to the family (GLn(q))n∈N, [11]. Using the filtration induced by the reflection
length they proved that the family (GLn(q))n∈N also satisfies the stability property. Following [11],
we proved that the family (Sp2n(q)) satisfies the stability property with respect to the reflection
length induced from GL2n(q), [8].
Farahat and Higman’s approach produces a master algebra which maps surjectively onto individ-
ual algebras, but there are no direct relation between the individual algebras. Molev and Olshanski
construct the individual algebras out of partial permutations, with natural maps between the con-
secutive algebras. Consequently, the master algebra is constructed as a projective limit. Using
partial isomorphism method, Ivanov and Kerov calculated the structure constants of Zn and proved
that the family (Sn)n∈N satisfies the stability property, [5]. Méliot also used the partial isomor-
phism method, [7], and proved that the family GLn(q) satisfies the stability property. Likewise,
Tout proved that the structure constants of the family Sk ≀ Sn are polynomials in n, [10].
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1.2. The central algebra Z(C[G]) can be viewed as the Hecke algebra of group pair, which enables
one to generalize the previous work to a wider a class of algebras. In fact, recall that when G is
a finite group and H its a subgroup, then the Hecke algebra H(G,H) attached to the pair (G,H)
is defined as the sub-algebra of the complex valued functions on G that are invariant along H-
double cosets. If two C-valued functions φ and ψ on G are contained in the H(G,H) then their
multiplication φ · ψ is defined by the rule
(φ · ψ)(x) :=
∑
y∈G
φ(y)ψ(y−1x) =
∑
yz=x
φ(y)ψ(z).
The algebra Z(C[G]) is isomorphic to the Hecke algebraH(diag(G)\G×G/diag(G) where diag(G) =
{(g, g) ∈ G ×G : g ∈ G}, cf. [3, Th.1.5.22]. As a result, the class of double-coset algebras is more
general than the class of the centers of group algebras. One can pose the question of stability
property for the family of double-coset algebras. In the literature, the only double-coset algebra so
far considered is (S2n, Bn), where Bn is the centralizer of τn = (1, 2)(3, 4) · · · (2n−1, 2n). It turns out
that the family of the double-coset algebras of the pair (S2n, Bn) also satisfies the stability property.
This result was obtained by Aker and Can in [1], and by Can and the author in [2] as generalizations
of the Farahat and Higman method. Tout proved the same stabiltity as a generalization of the
partial isomorphism method of Ivanov-Kerov, [9]. We note that the double-coset algebra of the pair
(S2n, Bn) is commutative.
1.3. We consider the family (Hn,k)n∈N of algebras Hn,k = C[(Sk ≀ Sn)\Skn/(Sk ≀ Sn)], where k is
a fixed positive integer greater or equal to 2. These algebras are non-commutative unless k = 2.
We show that there is a natural filtration on the non-commutative Hecke algebra Hn,k, and the
structure constants of the induced filtered algebra Fn is independent of n. In particular, Hn,k
satisfies the stability property. Taking k = 2 we reproduce the case of the pair (S2n, Bn) mentioned
above. We use the Farahat-Higman approach but our proof differs from the one presented in [1].
The proof in [1] relies on a twist of the automorphism g 7−→ gτn , which does not have a direct
generalization to the case k 6= 2. Instead we focus on the action of Skn on the set of k-partitions
of the set {1, 2, · · · , kn} and reduce the proof of the stability property to proving that the "orbits"
of certain elements must intersect "transversely". In the rest of the introduction we briefly explain
these terms.
The group Skn acts transitively on the set of k-partitions of the set [kn] := {1, · · · , kn}. The
wreath product Sk ≀ Sn can be identified with the stabilizer of the k-partition
{1, 2, · · · , k}, · · · , {k(n − 1) + 1, · · · , kn}
of [kn]. For g ∈ Skn, we define a graph Gg (Def. 4.4), called the type of g, on the set of n-
vertices. The isomorphism class of the graph Gg completely determines the Sk ≀ Sn-double coset of
g ∈ Skn. We define the modified type G◦g as the graph obtained from Gg by removing the connected
components that consist of a single vertex. The modified type of an element does not change under
the embedding Skn →֒ Sk(n+1). The set of modified types with n-vertices is denoted by Gn,k and
the union of modified types is denoted by G∞,k. Let M ∈ Gn,k be a modified type. The sizes of
the connected components of M define a partition λM of n. If λM = (λ1, · · · , λt), the weight ||M ||
of the graph M is defined as the integer
∑t
i=1(λ− 1). The algebra Hn is generated by the double
coset sums
SM (n) :=
∑
g∈Skn
Gg
◦=M
g.
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The multiplication in the algebra Hn can be written as
SM (n) · SN (n) =
∑
||L||≤||M ||+||N ||
cLM,N (n) · SL(n),
where M,N,L ∈ G∞,k. We are ready to state the main result of this paper.
Theorem 1.1. The functions cLM,N (n) are polynomials in n. If the equality ||L|| = ||M || + ||N ||
holds then the function cLM,N (n) is independent of n.
1.4. The paper is organized as follows. In section 2 we define the group Sk ≀ Sn as a subgroup
of Sn and introduce the necessary notation. In section 3 we review the basics of the double-coset
algebras and introduce the abstract set-up that captures the properties satisfied by the family
C[(Sk ≀ Sn)\Skn/(Sk ≀ Sn)]. We also present a way of calculating the structure constants in terms of
centralizers. In section 4, we parameterize the double cosets of Sk ≀ Sn, prove the polynomiality of
the structure constants. In section 5 we define the modified type, construct the universal algebra
F∞,k, and state the stability theorem. Section 6 is devoted to the graph theoretic construction
graph evolution and some of its properties are proved. In the final section we prove the stability
theorem.
2. The group Sk ≀ Sn:
In this section we will define the group Sk ≀ Sn as the stabilizer of an element with respect to the
action of Skn on the set of k-partitions of the set {1, 2, · · · , kn}. Following the definition we will
elaborate the consequences of the definition. We will also introduce the Hecke algebra of the pair
(Skn, Sk ≀ Sn), which will be our main interest in the rest of the article. We start with introducing
the necessary notation.
The set of positive integers is denoted by N+. For every positive integer n in N+, the set
{1, 2, . . . , n} is denoted by [n]. If g is a permutation of the set of positive integers N+, then the
support of g is defined to be the set of the positive integers N(g) = {r ∈ N+ : g(r) 6= r} that the are
moved by g. Let A be a subset of positive integers N+. The set of permutations g of A with finite
support N(g) is denoted by SA. If the subset A is equal to [n] for some positive integer n, then
by abuse of notation we will stick to the usual notation and write Sn rather than S[n]. Likewise, if
A = N+ then we will write S∞ rather than SN+. Elements of S∞ are called finitary permutations
of N.
Let k be a fixed positive integer greater or equal to 2. A k-partition of an arbitrary set X is a
collection of disjoint k-elemental subsets of X where the union covers X. For every positive integer
i we introduce the set
Γi = {k(i − 1) + 1, · · · , ki}.
The collection (Γi)i∈N+ is a k-partition of positive integers N+. The sets of the form Γi will be called
Γ-part. Each positive integer r is contained in a unique Γ-part. If r ∈ Γi, we say that the Γ-part
of r is i, in which case we will write p(r) = i. Two positive integers r and s will be called partners
if p(r) = p(s), i.e. if they are contained in the same Γi for some positive integer i. The subgroup
H∞ of S∞ is defined to be group of finitary permutations that preserve the partner relationship.
More precisely, a permutation h in S∞ is an element of H∞ if and only if the equality p(r) = p(s)
implies p(h(r)) = p(h(s)), for all positive integers r and s. Notice that the integer k is not used in
the notation. But this will not cause any ambiguity since we will only be dealing with a fixed k.
The group H∞ can be described in a more suggestive way. In fact, the group of finitary permu-
tations S∞ acts on the set of k-partitions of N+. The point stabilizer of the k- partition (Γi)i∈N+ is
equal to the group H∞. In other words, the group H∞ consists of elements that permutes Γ-parts.
Now we generalize the defintion of H∞ to subsets of N+. Let A be a subset of positive integers N+
that it can be covered by Γ-parts. We define HA as the group of permutations g satisfying the two
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conditions: 1. The support N(g) is contained A; 2. The permutation g stabilizes the k-partition
(Γi)i∈N+ . In other words,
HA = H∞ ∩ SA.
As before, if A = [kn] then by abuse of notation we write Hn rather than H[kn].
Remark 2.1. Let n be a fixed positive integer. We will define two subgroups Sn and Yn of Hn
for which the internal semi-direct product Yn ⋊ Sn is equal to Hn. We start with the definition of
Sn. For each pair of distinct positive integers i and j that are less than or equal to n, we define the
permutation τij of [kn] by setting
τij =
k∏
r=1
(k(i− 1) + r, k(j − 1) + r),
where (k(i − 1) + r, k(j − 1) + r) denotes the transposition that interchanges the positive integers
k(i− 1)+ r and k(j− 1)+ r. The permutation τij interchanges the elements of Γi and Γj monotone
increasingly, and it acts as identity elsewhere. The subgroup of Snk generated by the permutations
τij is denoted by Sn. The association sending the transposition (ij) ∈ Sn to the permutation
τij ∈ Sn defines an isomorphism between Sn and Sn, which justifies the notation. Secondly, we
define the group Yn as the Young subgroup SΓ1 × · · · × SΓn of Skn. The group Yn is a subgroup
of Hn. It can be shown easily that Sn normalizes Yn and Hn = Yn ⋊ Sn. The internal semi-direct
product decomposition implies that every element h ∈ Hn can be written as a product
h = hYhS ,
where hY ∈ Yn and hS ∈ Sn. In general, let A be a subset of positive integers N+ which is equal
to union of Γj , j ∈ J , for some subset J ⊂ N. Discussing as above, one can show that there is an
isomorphism HA ≃ H|J | = Sk ≀ SJ . If J is finite then the cardianlity of HA is equal to |J |!(k!)
|J |.
Example 2.2. Let k = 3 and n = 7. The permutation g = (1, 8, 18, 21, 6, 10, 13, 2, 11, 3, 12)(4, 16, 19)
(5, 17, 20) is an element of S21. The positive integers 1 and 2 are contained in Γ1 = {1, 2, 3}
and thus p(1) = p(2) = 1. On the other hand p(g(1)) = p(8) = 3 as 8 ∈ Γ3 = {7, 8, 9}, and
p(g(2)) = p(11) = 4. It follows that g /∈ H7.
Lemma 2.3. The group Hn (resp. H∞) is isomorphic to the wreath product Sk ≀Sn (resp. Sk ≀S∞)
for every n ∈ N+. The cardinality of Hn is equal to n!(k!)n.
Proof. Directly follows from the previous Remark. 
Definition 2.4. Let g be an arbitrary permutation in Skn. The ordinary H∞-support [g]oH and the
(completed) H∞-support [g]H of [g] are defined as follows:
[g]oH := {Γi|g(Γi) 6= Γj, ∀j ∈ N}, and [g]H :=
⋃
Γi∈[g]oH
Γi.
The H-support [g]H is a finite union Γ-parts. As a result the group H[g]H makes sense, cf. Eq.
2. Note that the permutation g may act on ([g]H)c non-trivially.
Example 2.5. We reconsider the permutation g = g = (1, 8, 18, 21, 6, 10, 13, 2, 11, 3, 12)(4, 16, 19)(5, 17, 20)
in S21 defined in Example 2.2. The H-support of g is
[g]H = {Γ1,Γ2,Γ3,Γ4,Γ5},
while g(Γ6) = Γ7 and g(Γ7) = Γ2. Observe that there is no inclusion relation between the support
N(g) and H-support [g]H of g.
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3. Hecke algebra of a pair (G,H)
In this section we review the basics of Hecke algebras of attached to finite groups.
Let G be a finite group and H be a subgroup of G. Denote the set of H-double cosets in G by
D. Then the Hecke algebra H = H(G,H) of the pair (G,H) is defined to be the C-sub-algebra of
C[G] generated by the elements
Sλ =
1
|H|
∑
g∈λ
g,
where λ runs over the set Dn of the Hn-double cosets. It turns out that the set {Sλ | λ ∈ D} is in
fact a basis for H. This means, if λ and µ are fixed double cosets then there exist a unique complex
number cηλ,µ for each double coset η in D such that
Sλ · Sµ =
∑
η∈D
cηλ,µSη.
The constants cηλ,µ are called structure constants and they determine the multiplicative structure
on H uniquely.
3.1. Reverted action and structure constants in terms of centralizers. In this subsection
we show that the calculation of the structure constants can be interpreted in terms of H-centralizers
of certain elements. We start with fixing three H-double cosets λ, µ, η in G. If A is a subset ofη,
then fiber of the cartesian product λ× µ in A is defined by setting
V (λ× µ : A) := {(g1, g2) ∈ λ× µ | g1g2 ∈ A}.
The next lemma reduces the study of the structure constants to the study of the fibers of the form
V (λ× µ : gH), where gH denotes the H-conjugacy class of g.
Lemma 3.1. If g is an element of the dobule coset η, then
cηλ,µ =
|V (λ× µ : g|)
|H|
=
|V (λ× µ : gH)|
|H||gH |
=
|V (λ× µ : gH)||CH (g)|
|H|2
,
where CH(g) denotes the centralizer of g in H.
Proof. The first equality directly follows from the definition of the structure constants and the fact
that |V (λ × µ : z)| is equal to the number of times z occurs in the product (
∑
g1∈λ
g1)(
∑
g2∈λ
g2).
The second equality is a consequence of the identity
V (λ× µ : A ∪B) = V (λ× µ : B) ∪ V (λ× µ : B),
which holds for disjoint subsets A,B of η. The final equation is consequence of the formula
|gH | =
|H|
|CH(g)|
.

We now consider the reverted action of H ×H on the group G×G, which is defined by the rule
(h1, h2) ·H×H (g1, g2) = (h1g1h
−1
2 , h2g2h
−1
1 ),
where h1, h2 ∈ H and g1, g2 ∈ G. The fiber set V = V (λ × µ : gH) is closed under H ×H action,
where g is an arbitrary element in the double coset η. It is equal to disjoint union of H ×H orbits,
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say equal to the union of the orbits Λ1, · · · ,Λr. Let (g1i, g2i) be the representative of the orbit Li,
for i = 1, . . . , r. Using the orbit formula for group actions, we deduce
(3) |Λi| = |H ×H · (g1i, g2i)| =
|H ×H|
StabH×H(g1i, g2i)
.
Combining last the equality of Lemma 3.1 with Eq.(3.1) and bearing in mind the fact that the union
of Λi, i = 1, . . . , r, is equal to the fiber set V yield the following formula for the structure constants:
(4) cηλ,µ =
r∑
i=1
|Λi||CH(g1ig2i)|
|H|2
=
r∑
i=1
|CH(g1ig2i)|
|StabH×H(g1i, g2i)|
.
Remark 3.2. A pair (h1, h2) ∈ H ×H is contained in the stabilizer of a pair (g1, g2) if and only
if h1g1h
−1
2 = g1 and h2g2h
−1
1 = g2, which is equivalent to h2 = g
−1
1 h1g1 and h1 = g
−1
2 h2g2. In
particular, given (g1, g2), the elements h1 and h2 determine each other uniquely whenever (h1, h2)
stabilizes (g1, g2).
Lemma 3.3. The projection map π : (h1, h2) 7−→ h1 defines a bijection between StabH×H(g1, g2)
and the intersection CH(g1g2) ∩ g1Hg
−1
1 .
Proof. Injectivity of π is a consequence of Remark 3.2. We prove that π is a surjection onto the
intersection CH(g1g2)∩g1Hg
−1
1 . To show that π sends elements into CH(g1g2)∩g1Hg
−1
1 , we pick an
arbitrary element (h1, h2) from the stabilizer of the pair (g1, g2). From the previous remark we get
h1 = g1h2g
−1
1 and hence h1 ∈ g1Hg
−1
1 . Combining the equalities h1g1h
−1
2 = g1 and h2g2h
−1
1 = g2
yields
h1g1g2h
−1
1 = h1g1h
−1
2 h2g2h
−1
1 = g1g2,
which proves that h1 is an element of the centralizer CH(g1g2). Thus h1 is an element of the
intersection CH(g1g2) ∩ g1Hg
−1
1 . Conversely, assume that h1 is an element of the intersection
CH(g1g2) ∩ g1Hg
−1
1 . Since conjugation is an automorphism, there exists a unique element h2 ∈ H
such that h1 = g1h2g
−1
1 . We claim that (h1, h2) stabilizes StabH×H(g1, g2). The equality h1 =
g1h2g
−1
1 can be written as h1g1h
−1
2 = g1. So we just need to show that h2g2h
−1
1 = g2. Substituting
h2 = g
−1
1 h1g1 and using the fact that h1 commutes with g1g2 we deduce
h2g2h
−1
1 = (g
−1
1 h1g1)g2h
−1
1 = g
−1
1 g1g2 = g2.
This finishes the proof of the surjectivity. 
Corollary 3.4. The structure constant cηλ,µ is a non-negative integer and given by the formula
cηλ,µ =
r∑
i=1
|CH(g1ig2i)|
|CH(g1ig2i) ∩ g1iHg
−1
1i |
,
where the elements g1i, g2i are as above.
Proof. Use Lemma 3.3 and Eq. (3.1). 
3.2. Family of Hecke algebras. In this subsection we fix two ascending chains (Gn)n∈N+ and
(Hn)n∈N+ of finite groups such that Hn ⊂ Gn, for every positive integer n. The set of Hn-double
cosets in Gn is denoted by Dn The union of the groups Gn (resp. Hn) will be denoted by G∞ (resp.
H∞). We view the group H∞ as a subgroup of G∞ and denote the H∞-double cosets in G∞ is
denoted by D∞.
Definition 3.5. The family (Gn,Hn)n∈N+ is called saturated, if for all positive integers m ≤ n and
for all Hn-double coset λn, the intersection λn ∩Gm is either empty or equal to a single Hm-double
coset.
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Now we consider a saturated family (Gn,Hn)n∈N+ and fix two positive integers m ≤ n. We claim
that the map
ϕnm : HmgHm 7−→ HngHn
is an injection from Dm into Dn. Indeed, assume that HngHn = Hng′Hn for some g, g′ ∈ Gm. Since
the family (Gn,Hn)n∈N+ is saturated, the non-empty intersection
(HngHn) ∩Gm = (Hng
′Hn) ∩Gm
is equal to a single Hm-double coset. But the intersection contains both g and g′, which means that
Hm-double cosets of g and g′ are equal. For a saturated family, we identify Dm with its image in
Dn whenever m ≤ n. The set D of H∞-double cosets can be identified with the union of Dn. If
λ ∈ D set λ(n) := λ ∩ Gn. As a result of being saturated, λ(n) is either empty or an Hn-double
coset in Gn. Using this observation one can write Dn = {λ(n) | λ ∈ D, λ(n) 6= ∅}. If λ(n) 6= ∅ set
Sλ(n) =
1
|Hn|
∑
g∈λ(n)
g.
The set {Sλ(n) | λ ∈ D, λ(n) 6= ∅} is a basis of the algebra H(Gn,Hn) and thus there exists
non-negative integers cηλ,µ(n) such that
Sλ(n) · Sµ(n) =
∑
η∈D
cηλ,µ(n)Sη(n).
The functions cηλ,µ(n) are called the structural coefficients of the family (Gn,Hn).
Definition 3.6. A saturated family (Gn,Hn)n∈N+ is called admissible if for some g ∈ η, the fiber
set
V (λ× µ : gH∞) = {(g1, g2) ∈ λ× µ : g1g2 ∈ g
H∞}
admits finitely many H∞ ×H∞ orbits.
Corollary 3.7. Let (Gn,Hn)n∈N be an admissible family and λ, µ, and η be three H∞-double
coset. Let m be the minimal positive integer such that the intersections λ(m), µ(m), and η(m) are
all non-empty. There exist elements g11, . . . , g1r in λ(m), and g21, . . . , g2r in µ(m) such that and
cηλ,µ(n) =
r∑
i=1
|CHn(g1ig2i|
|CHn(g1ig2i) ∩ g1iHng
−1
1i |
.
Proof. Follows from the previous discussion and Corollary 3.4. 
4. Hn-double cosets and the polynomiality of the structural coefficients
In this section we prove that the family (Skn,Hn)n∈N+ is admissible and the structural coefficients
are polynomials in n. We start with a parametrization the Hn-double cosets.
4.1. Hn-double cosets. We first define a red-blue graph to temporarily parameterize the double-
cosets.
Definition 4.1. Let g be a permutation in Skn. The red-blue graph Gg = (Vg,Eg) is the unique
graph satisfying the following: The vertex set Vg of the graph Gg consists of the integer pairs of
the form (i, g(i)), where i runs over the set {1, . . . , kn}. The edge set Eg consists of red edges and
blue edges. Let (r, g(r)) and (s, g(s)) be two vertices in Vg. There is a red edge between (r, g(r))
and (s, g(s)) if and only if p(r) = p(s); there is a blue edge between (r, g(r)) and (s, g(s)) if and
only if p(g(r)) = p(g(s)). Notice that, when k = 2, the graph Gg is same as the graph defined in
[6, Ch.VII, Sc.2].
Lemma 4.2. The isomorphism class of the red-blue graph Gg determines HngHn completely.
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Proof. The proof is a direct generalization of [6, 2.1(i), Ch.VII, Sc.2]. Let g, g′ be two elements of
Skn and assume that Gg and Gg′ are isomorphic. There is a bijection between the vertex sets
Vg −→ Vg′
(r, g(r)) 7−→ (h(r), h′(g(r))
that preserves the red edges and blue edges. Since the pair (h(r), h′(g(r)) is an edge of Gg′ , by
definition of the vertex set Vg′ , it follows that g′h(r) = h′g(r), for all positive integers r in [kn].
Since the red edges are mapped to red edges, p(r) = p(s) implies p(h(r)) = p(h(s)), hence h ∈ Hn.
Similarly, blue edges are permuted among themselves, p(g(r)) = p(g(s)) implies p(hg(r)) = p(hg(s)).
As a consequence the permutation h′ is also contained in Hn. The equality g′h(r) = h′g(r) now
implies that the elements g and g′ are contained in the same Hn-double coset.
It is straightforward to prove that the elements contained in the same double coset have isomorphic
red-blue graphs. 
w1,8 w2,11
w3,12
w8,18 w7,7
w9,9
w4,16 w5,17
w6,10
w10,13
w11,3
w12,1
w13,2 w14,14
w15,15
w16,19
w17,20
w18,21
w19,4
w20,5
w21,6
Figure 1. The red-blue graph Gg when g =
(1, 8, 18, 21, 6, 10, 13, 2, 11, 3, 12)(4, 16, 19)(5, 17, 20), where k = 3 and n = 7.
Remark 4.3. Observe that, the graph obtained from Gg by erasing the blue edges (resp. red
edges) is equal to disjoint union of complete graphs on k-vertices.
Now we define a second graph, Gg = (V,Eg), whose isomorphism class completely determines
the isomorphism class of the red-blue graph Gg. In fact, the graph Gg is obtained from Gg by
collapsing the the k-complete red-graphs into a single vertex vi. The graph Gg can be described as
follows.
Definition 4.4. The vertices of the graph Gg = (V,Eg) are denoted by v1, · · · , vn. For u = 1, · · · , n,
and {r, s} ⊂ Γu, r 6= s, there is an edge e
g
r,s = e
g
s,r:
egr,s = e
g
s,r = {{vi, r}{vj , s}}
where r ∈ g(Γi), s ∈ g(Γj). Notice that e
g
r,s can be written in the following form:
egr,s = e
g
s,r = {{vp(g−1(r)), r}, {vp(g−1(s)), s}}.
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We denote the set of edges egr,s where r, s ∈ Γu by E
g
u. The isomorphism class of Gg is denoted by
G˜g. The set of isomorphism classes of graphs of the form Gg for g ∈ Skn is denoted by Gn,k.
Example 4.5. Collapsing the complete 3-graphs with red edges of the graph presented above into
points we obtain the graph Gg, where g = (1, 8, 18, 21, 6, 10, 13, 2, 11, 3, 12)(4, 16, 19)(5, 17, 20).
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We note that the isomorphism classes of the graph Gg and red-blue graph Gg are recoverable
from each other uniquely. We also note that the vertices of Gg corresponds to the red-connected
components of Gg. Likewise, edges of Gg corresponds to the blue edges of Gg. According to the
definition, vi and vj are connected by an edge if and only if there exist r, s with p(r) = p(s) such
that g−1(r) ∈ Γi and g−1(s) ∈ Γj . From this observation, one deduces the following:
Remark 4.6. The set Γi is not element of [g]oBn if and only if {vi} is a connected component of
Gg. Equivalently, the vertex vi is an isolated vertex of Gg if and only if g(Γi) = Γj for some j ∈ [n];
which is tantamount to say that Γi is contained in the complement [kn]− [g]B .
We reformulate Lemma 4.2.
Corollary 4.7. There is a bijection
Bn\Skn/Bn −→ Gn,k
BngBn 7−→ G˜g
for all n, k > 0. The graph Gg will be called the coset type of g.
4.2. Minimal double-coset representatives.
Definition 4.8. Let M ∈ D be an H-double coset. An element g ∈ M is called a minimal
representative if it satisfies the following:
(a) The support N(g) ⊆ [g]H i.e.
g(Γi) = Γj ⇒ i = j & g(s) = s,∀s ∈ Γi.
(b) If p(g(s)) = p(s) then g(s) = s.
Lemma 4.9. Every double coset admits a minimal representative. If g is a minimal representative,
then g−1 is a minimal representative, and [g]H = [g−1]H . Minimal elements are closed under
conjugation by elements of H.
Proof. We just prove the existence of minimal representatives as the others are formal consequences
of the definition of minimal representative. Let g be a permutation in Skn.
(a) Assume that Γi is mapped to Γj for some positive integers i, j in [n]. This means Γi
and Γj are both contained in the support N(g) of g. Consider the permutation τijg. The
permutation τijg maps Γi to itself. Moreover, its support N(τijg) is contained in the support
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N(g). Let h be the unique permutation satisfying h|Γi = τijg|Γi , and h|Γci = id. The
permutation h is contained in H and the element h−1g is identity on Γi. By construction
N(h−1g) ( N(g). The process terminates in finitely many steps. Resulting element satisfies
the property (a) of Definition 4.8.
(b) Next we assume that the permutation g satisfies the property (a). Let s be a positive integer
s ∈ N(x). We write g(s) = r and assume that p(r) = p(s). The element (rs)g satisfies the
property (a) and N((rs)g) ⊆ N(g)− s. This process should terminate in finitely many steps.
Resulting element satisfies property (b).

Remark 4.10. Let g be a permutation. The above proof shows that one can find a minimal
representative in the cosets Hg and gH.
Example 4.11. Consider the element g = (1, 8, 18, 21, 6, 10, 13, 2, 11, 3, 12)(4, 16, 19)(5, 17, 20). Fol-
lowing the procedure presented in the previous proof, we multiply g on the left by the permutation
h = (5, 20, 17)(4, 19, 16)(6, 21, 18), and obtain the minimal representative (1, 8, 6, 10, 13, 2, 11, 3, 12).
We also note that h = τ2,6τ7,2.
4.3. Admissiblity of the family (Skn,Hn)n∈N+ . We denote the natural embedding of Skn into
Sk(n+t) with ·
↑t. The embedding ·↑t maps Hn into Hn+t. If g is a permutation in Skn, then
(6) Gg↑t = Gg ⊔ ◦k ⊔ · · · ⊔ ◦k︸ ︷︷ ︸
t many
where ◦k is the graph with a single vertex with k(k − 1)/2 loops.
Lemma 4.12. The family (Skn,Hn) is saturated.
Proof. Let g1 and g2 be two permutations in Skn. Assume that the permutations g
↑t
1 and g
↑t
2 are
contained in same H-double coset for some positive integer t. By Eq. (4.3) we have
G
g
↑t
1
= Gg1 ⊔ ◦k ⊔ · · · ⊔ ◦k︸ ︷︷ ︸
t many
, G
g
↑t
2
= Gg2 ⊔ ◦k ⊔ · · · ⊔ ◦k︸ ︷︷ ︸
t many
.
By Corollary 4.7 the graphs G
g
↑m
1
and G
g
↑m
2
are isomorphic. This implies that the graphs Gg1 and
Gg2 are isomorphic. A second use of Corollary 4.7 finishes the proof. 
Proposition 4.13. Let M , N, L be three H-double cosets. If g is a minimal representative for L
then the fiber set
V = V (M ×N : gH)
admits finitely H ×H orbits.
Proof. We will show that there exists a positive integer ku such that every orbit has a representative
in V contains an element in Sku×Sku. Assume that the pair (g1, g2) is contained in V . By Remark
4.10 there exists a permutation h1 ∈ H such that h1g1 is a minimal representative of M . The pair
(h1g1, g2h
−1
1 ) = (h1, id) · (g1, g2)
is contained in the H × H-orbit of (g1, g2). On the other hand, by Lemma 4.9 we know that the
permutation h1g1g2h
−1
1 is a minimal representative of L. Thus, without loss of generality we may
assume that g1 and g1g2 are minimal representatives of their H-double cosets. The union
T = [g1]H ∪ [g1g2]H
contains the supports N(g1) and N(g1g2), because g1 and g1g2 are both minimal representatives.
Since H-supports can be covered by the sets of the form Γi, we may assume that the set T is
equal to the union of Γi1 , · · ·Γit . The permutation τ = τ1i1 · · · τtit maps T onto [kt]. This means
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τg1τ
−1 and τg1g2τ−1 are both elements of Skt. Since τg2τ−1 = τg
−1
1 τ
−1τg1g2τ
−1 it follows that
N(τg2τ
−1) ⊂ [kt]. As a result we have
(τxτ−1, τyτ−1) ∈ V ∩ Skt × Skt.
This means the orbit of (x, y) has a representative in Stk. The cardinality of the set T is kt and
it is bounded by ku := |[g1]H | + |[g1g2]H |. But the cardinalities [g1]H |, |[g1g2]H | are constant on
double-cosets. Hence, every orbit has a representative in the finite set Sku × Sku. Thus, there exist
finitely many orbits. 
4.4. Centeralizers of the minimal representatives. In this subsection we investigate the in-
tersection
Hn ∩ gHng
−1
and prove that the structural coefficients cLM,N (n) are polynomials in n.
Remark 4.14. Let g be a permutation in Sn and let CSn(g) be the centralizer of g. The following
hold:
(1) If g′ is in the centralizer CSn(g) then g
′ maps N(g) to N(g).
(2) The centralizer CSn(g) admits the following direct-sum product:
CSn(g) = CN(g)(g)⊕ S[n]−N(g).
Our next result is analogous to the first part of Remark 4.14.
Lemma 4.15. Let g ∈ Skn be a minimal representative of its Hn-double coset. If
h ∈ Hn ∩ gHng
−1,
then h maps [g] bijectively onto [g].
Proof. Let h, h′ be two permutations in Hn and assume that h = gh′g−1. Assume that s is a
positive integer contained in the H-support [g]B . We shall show that h(s) ∈ [g]H . To this end
we assume that h(s) /∈ [g]H and derive a contradiction. By Lemma 4.8, the permutation x−1 is
a minimal representative . So there exists a positive integer r such that p(r) = p(g−1(s)) but
p(g(r)) 6= p(g(g−1(s))) = p(s). We claim that p(h′(r)) 6= p(h′(g−1(s))).
We first consider h′(g−1(s)). Note that h′ = g−1hg and the minimality of g implies N(g−1) =
N(g) ⊂ [g]H . The assumption h(s) /∈ [g]H implies g−1
(
hg(g−1(s))
)
= g−1(h(s)) = h(s). In short
(7) h′(g−1(s)) = h(s) /∈ [g]B & p(h
′(g−1(s)) = p(h(s)).
Next we consider h′(r). The two different cases are investigated separately:
(1) First we assume that the integer hg(r) is contained in [g]H . This implies that the integer
h′(r) = g−1hg(r) is contained in the H-support [g]H . On the other hand h(s) /∈ [g]H as
noted in the Eq. (4.4). Hence the integers p(h′(r)) and p(h′(g−1(s))) can not be equal. This
contradictions with the fact that h′ ∈ Hn.
(2) Next we assume that hg(r) is not contained in [g]Hn . The minimality of g
−1 and the
equality N(g) = N(g−1) together imply that hg(r) is fixed by g−1. Consequently we have
h′(r) = g−1hg(r) = hg(r). Our initial assumption p(g(r)) 6= p(s) yields
p(h′(r)) = p(hg(r))
(as h ∈ Hn) 6= p(h(s))
(Eq. (4.4)) = p(h′(g−1(s)).
But h′ ∈ Hn and p(r) = p(g−1(s)). A contradiction.

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Corollary 4.16. If g is a minimal representative contained in Skn, then
(9) Hn ∩ gHng
−1 = (H[g]H ∩ gH[g]Hg
−1)⊕H[kn]−[g]H .
Proof. Let g be a minimal representative, and h1 be an element of the intersection Hn ∩ gHng−1.
Then there exists h2 ∈ Hn such that h1 = gh2g−1. Writing h2 = g−1h1g and applying the previous
Lemma we deduce that h2 maps [g−1]H to itself. Since [g−1]H = [g]H , cf. Lemma 4.9, we can write
h2 as a product h21h22, where h21 ∈ H[g]H and h22 ∈ H[kn]−[g]H . Consequently
h1 = gh2g
−1 = gh21h22g
−1
= gh21g
−1gh22g
−1
= gh21g
−1h22
The elements h1 and h22 are in H, thus gh21g−1 is in H. As g and h21 are permutations of [g]H it
follows that gh21g−1 ∈ H[g]H ∩ gH[g]Hg
−1. Putting these altogether we see that h1 is an element of
the intersection (H[g]H ∩ gH[g]Hg
−1)⊕H[kn]−[g]H . The converse inclusion can be shown easily. As a
result we get the following decomposition:
(11) Hn ∩ gHng
−1 = (H[g]H ∩ gH[g]Hg
−1)⊕H[kn]−[g]H ,

Now we generalize the second part of Remark 4.14.
Corollary 4.17. If g is a minimal representative in Skn, then
(12) CHn(g) = CH[g]H ⊕H[kn]−[g]H .
Proof. Let h be contained in the centralizer CHn(g). The equality ghg
−1 = h implies h ∈ Hn ∩
gHng
−1. Now the result follows by arguing as in the proof of Corollary 4.16 and using the fact that
H[kn]−[g]H is contained in the centralizer of g. 
In order to prove the polynomiality of the structure coefficients we need yet another direct-sum
decomposition. Recall from the formula given in Corollary 3.7 that the structural coefficients are
finite sums of the quotients of the form
(13)
|CHn(g1g2)|
|CHn(g1g2) ∩ g1Hng
−1
1 |
.
By the proof of Proposition 4.13 we may assume that g1 and g1g2 are minimal representatives of
their H-double cosets. We will derive the polynomiality result by showing that the quotient in
Eq.(4.4) is a polynomial in n. To this end we will combine two direct-sum decompositions given in
Eq.(4.4) and Eq.(4.17). So lets assume that g1 and g2 are two permutations in Skm and g1 and g1g2
are minimal representatives. Let T denote the union [g1g2]H ∪ [g1]H and set
T1 = [g1g2]H − [g1]B , T2 = [g1g2]H ∩ [g1]H , and T3 = [g1]H − [g1g2]H .
Corollary 4.18. For every positive integer n ≥ m, the intersection CHn(g1g2) ∩ g1Hng
−1
1 admits
the following direct-sum decomposition:
CHn(g1g2) ∩ g1Hng
−1
1 = (CHT (g1g2) ∩ g1HT g
−1
1 )⊕H[kn]−T .
Proof. Let h be an element of the intersection CHn(g1g2)∩g1Hng
−1
1 . Combining Eq.(6) and Eq.(4.4)
we deduce that
h([g1]H) = [g1]H h([g1g2]H) = [g1g2]H .
As a result, the permutation h maps T to itself. One can now prove the existence of the direct-sum
decomposition arguing as in Corollary 4.16 and using using the fact that h fixes T set-wise. 
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Corollary 4.19. If g1 and g1g2 are minimal representatives of their H-double cosets then the
quotient
|CHn(g1g2)|
|CHn(g1g2) ∩ g1Hng
−1
1 |
.
is a polynomial in n.
Proof. Using the decomposition given in Eq.(4.17) and Eq.(6) we have the equality
(15)
|CHn(g1g2)|
|CHn(g1g2) ∩ g1Hng
−1
1 |
=
| CHT1∪T2 (g1g2) ∩ g1HT1∪T2g
−1
1 |
| CHT1∪T2∪T3 (g1g2) ∩ g1HT1∪T2∪T3g
−1
1 |
·
∣∣∣ H[kn]−(T1∪T2)
H[kn]−(T1∪T2∪T3)
∣∣∣
If we denote the cardinality |Ti| by kti then Eq.(4.4) can be written as
|CHn(g1g2)|
|CHn(g1g2) ∩ g1Hng
−1
1 |
= ζg1,g2 ·
(k!)n−t1−t2(n− t1 − t2)!
(k!)n−t1−t2−t3(n− t1 − t2 − t3)!
,
where ζg1,g2 denotes the first multiplicand of the RHS of the Eq.(4.4), which is independent of n.
In other words
|CHn(g1g2)|
|CHn(g1g2) ∩ g1Hng
−1
1 |
= ζg1,g2 · (k!)
t3(n− t1 − t2)(n− t1 − t2 − 1) · · · (n− t1 − t2 − t3 + 1).

We are ready to show that the structure coefficients are polynomial functions.
Proposition 4.20. The structure coefficient cLM,N (n) is a polynomial in n, for all H-double cosets
M,N , and L.
Proof. Let M,N and K be three H-double cosets. Since the family (Skn, Bn) is admissible by
Proposition 4.13, we may apply Corollary 3.7. So the structure coefficient cLM,N (n) is of the following
form
cLM,N (n) =
r∑
i=1
|CHn(g1ig2i)|
|CHn(g1ig2i) ∩ g1iHng1ig
−1
2i |
,
where g1i and g1ig2i are minimal representatives of their H-double cosets. Since each summand of
the RHS is a polynomial in n by Corollary 4.19, so is cLM,N (n). 
Remark 4.21. If [g1]H ⊂ [g1g2]H then t3 = 0, which implies that the index
|CHn(g1g2)|
|CHn(g1g2) ∩ g1Hng
−1
1 |
is independent of n and equal to ζg1,g2 .
5. The Modified coset type
We have already seen that the embedding ↑t : Skn −→ Skn+kt maps Hn into Hn+t. If we denote
the graph with one vertex and k(k − 1)/2 loops by ◦k, then
Gg↑t = Gg ⊔ ◦k ⊔ · · · ⊔ ◦k︸ ︷︷ ︸
t many
.
This means the attached graph Gg of a finitary permutation g ∈ S∞ depends on the actual Skn that
realizes g as an element of S∞. To remove the dependency we introduce the modified coset type of
an element. Analogous definitions are given in the other works, see [1, Sec. 3.1], and [11, Sec. 3.1].
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Definition 5.1. Let g be a finitary permutation and assume that g ∈ Skn for some positive integer
n. The modified coset type of the permutation g is the graph Mg that is obtained from Gg by
removing the isolated vertices of Gg. The set of isomorphism classes of modified coset types is
denoted by M.
From now on a graphM will be denoted as a pair (V,E), where the first (resp. second) component
indicates the set of vertices (resp. edges) of M . The proof of the next lemma is straightforward.
Lemma 5.2. (1) Let g be a finitary permutation in S∞. The modified coset type Mg of g is
independent of the Skn in which g is realized.
(2) The map sending the element g to its modified coset type Mg defines a bijection
H∞\S∞/H∞ −→M,
between the H∞-double cosets in S∞ and the set of modified coset types.
(3) Let M = (V,E) be a modified type. The group Skn admits an element of M if and only if
|V | ≤ n.
Let M = (V,E) be an arbitrary graph. We will denote the number of connected components
of M by wM or w(M) depending on the convenience. The connected components of M can be
denoted by Ci = (Vi, Ei), where i suns over the set {1, . . . , wM}. Denote the number of vertices
of Ci by ci. Without loss of generality we may assume that ci’s are in non-increasing order. As a
result we obtain a partition (c1, · · · , cwM ), which we denote by λM . The weight ||M || of the graph
M is defined by setting
||M || :=
wM∑
i=1
(ci − 1) = |V | − wM .
We note that the modification of an arbitrary graph makes sense and for an arbitrary graph M the
equality ||M◦|| = ||M || holds.
With this notation we are able to state the main theorem of this article.
Theorem 5.3 (Stability theorem). Let M,N and L be three modified types. Then
||M ||+ ||N || < ||L|| =⇒ cLM,N (n) = 0,
and
||M ||+ ||N || ≥ ||L|| =⇒ cLM,N (n) ≥ 0.
In case of the equality ||L|| = ||M ||+ ||N ||, the polynomial cLM,N (n) is constant, i.e. independent of
n.
Let Z be the ring of functions f : Z −→ Z and for each modified coset type XM be an indeter-
minate which are algebraically independent over Z. Introduce the Z-algebra F∞,k := Z[XM :M ∈
Mk] where the multiplication of the indeterminates are defined as follows.
XM ·XN =
∑
L∈M
||L||=||M ||+||N ||
cLM,N (n)XL.
By the first assertion of the stability theorem the sum is finite and hence make sense. The stability
theorem then reads as F∞,k is an associative filtered algebra whose structure coefficients are non-
negative integers.
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6. Discrete graph evolution
Throughout this section we fix an abstract set V of vertices v1, . . . , vn. Let M = (V,E) be an
arbitrary graph. The connected components of M are denoted by Ci = (Vi, Ei), for i = 1, . . . , wM .
Let e be an edge of M . The vertices that the edge e joins are called the end-points of the edge e.
The set of end-points of e is denoted by V (e). The definition of end-points directly generalizes to
arbitrary subsets of the edge set E. If D is a subset of E then the set of end-points of D is denoted
by V (D). The graph on the set of vertices V (D) whose edge set is D is denoted by G(D). If v is
a vertex of M then the connected component that contains the vertex v is denoted by CM (v). In
general, if W is a subset of V then the graph CM (W ) is the union
CM(W ) =
⋃
v∈W
CM (v).
The relative size sM(W ) of W relative to M is defined as the positive integer
sM (W ) = #{i ∈ N | Vi ∩W 6= ∅} = w(CM (W )),
the minimal number of connected components of M , whose union contains the vertex set W . Let
D be a set of edges of the graph M and G(D) denote the sub-graph of M whose vertex set is V (D).
The relative size sM(D) of D relative to M is defined as the positive integer
sM(D) = #{i ∈ N | Ei ∩D 6= ∅} = w(CM (V (D))) = sM (V (D)),
the relative size the of the set of end-points of D. The non-relative size s(D) of D is defined as the
positive integer
s(D) = w(G(D)),
the number of connected components of the sub-graph G(D). Note that the non-relative size of an
edge set implicitly assumes the existence of an ambient graph. However, this does not provide any
problem as the sub-graph G(D) is completely determined by the edge set D alone. We note the the
relative size of an edge set is bounded by its non-relative size. That is
sM (D) ≤ s(D).
This inequality is a consequence of the fact that vertices that are connected by an edge in D are
also connected in the ambient graph M . Finally we note that the non-relative site is a sub-additive
function in the following sense: If E1 and E2 are two edge sets then
(17) s(E1 ⊔ E2) ≤ s(E1) + s(E2),
where the equality does not necessarily hold, even if the edge sets E1 and E2 are disjoint.
Example 6.1. Consider the graphM = Gg attached to g = (1, 8, 18, 6, 10, 13, 2, 11, 3, 12)(4, 16)(5, 17),
where k = 3, and n = 7.
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We denote the connected components ofM from left to right by C1, C2 and C3. IfW = {v1, v2, v3, v5}
then the graph CM (W ) is the disjoint union of C1 and C2, because CM (vi) = C1 for i = 1, 2, 3, and
CM (v5) = C2. This also means that the relative size sM (W ) of W with respect to M is equal to
2. Let D be the edge set {eg7,8, e
g
2,3, e
g
10,14}. Then the set of end-points of D is equal to W , hence
sM (D) = 2. Number of connected components of G(D) is 3. As a result, the non-relative size s(D)
v1 v2v3 v5
eg4,5
eg7,8
eg10,14
Figure 2. The graph G(D) where D = {eg7,8, e
g
2,3, e
g
10,14}.
of the edge set D is 3, which is an example of the strict inequality sM (D) < s(D).
Definition 6.2. Let M0 = (V,E0) and M1 = (V,E1) be two graphs on the set of vertices V .
The graph M1 is evolved from M0 through the edge replacement pairs (E0i, E1i)ti=1, if the collection
E01, . . . , E0t defines a set partition of the vertex set E0 ofM0, and the collection E11, . . . , E1t defines
a set-partition of the edge set E1 of M1 such that
V (E0i) = V (E1i)
for all i = 1, . . . , t. The sequence graphs
M0 = G0, · · · , Gt = M1,
is called the evolution chain, where the Gi is obtained from Gi−1 by replacing the edges E0i by E1i,
for i = 1, . . . , t. The number t is called the length of the evolution.
The change in the edge set EGi of the graph Gi as i increases can be depicted as follows:
EGi−1 = E11 ⊔ · · · ⊔ E1(i−1) ⊔ E0i ⊔ E0(i+1) ⊔ · · · ⊔ E0t,
EGi = E11 ⊔ · · · ⊔ E1(i−1) ⊔ E1i ⊔ E0(i+1) ⊔ · · · ⊔ E0t.
Lemma 6.3. Let M0 and M1 be two graphs and assume that M1 is evolved from M0 through
the edge replacement pairs (E0i, E1i)ti=1. The weight of the graphs in the evolution chain obey the
inequality
||Gi|| ≤ ||Gi−1||+ (s(E0i)− 1).
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In particular
||M1|| ≤ ||M0||+
( t∑
j=1
s(E0i)
)
− t.
Proof. Let i be fixed positive integer in [t], and denote the connected components of Gi−1 by
Cj = (Vj , Ej), for j = 1, . . . , w. By Wi we mean the end-point sets V (E0i) and V (E1i), which are
equal by assumption. Some of the connected components of Gi−1 contains vertices contained in
Wi. Without loss of generality we may assume that C1, · · · , Cl are the connected components that
contains an element in Wi. In other words, the graph CHi−1(Wi) is equal to union of the graphs
C1, . . . , Cl. Hence we deduce
(19) l = sGi−1(Wi) = sGi−1(E0i) ≤ s(E0i).
The graph Gi−1 can be written as a disjoint union of graphs
(20) Gi−1 = CGi−1(Wi) ⊔ Cl+1 ⊔ · · · ⊔Cr.
Since the end-points of E0i and E1i are all contained in Wi, the process of passing from Gi−1 to Gi
only effects the graph CGi−1(Wi). Thus the graph Gi admits the decomposition
(21) Gi = Ki ⊔ Cl+1 ⊔ · · · ⊔ Cr,
where Ki is the graph obtained from CGi−1(Wi) by replacing the edges E0i with the edges E1i. The
decomposition in Eq.(6) implies
||Gi|| = ||Ki||+ ||Cl+1||+ · · · + ||Ct||.
The vertex set VKi of the graph Ki is equal to the vertex set of CGi−1(Wi). Thus the definition of
graph weight yields∣∣∣||CGi−1(Wi)|| − ||Ki||
∣∣∣ = ∣∣w(CGi−1(Wi))− w(Ki)
∣∣ = ∣∣l − w(Ki)∣∣.
Using this equality and combining Eqs. (6) and (6) we deduce
(22)
∣∣∣||Gi|| − ||Gi−1||
∣∣∣ = ∣∣l − w(Ki)∣∣ ≤ l − 1 ≤ sE0i − 1.
The first inequality follows because w(CHi−1(Wi)) = 1 and w(Ki) is bounded below by 1, where the
second inequality is a consequence of Eq.(6). 
Next Lemma will play a crucial role in the proof of the stability of the family (Skn,Hn)n∈N+ .
Corollary 6.4. Let M0 and M1 be two graphs and assume that M1 is evolved from M0 through
the edge replacement pairs (E0i, E1i)ti=1. If the inequality
(23) ||M1|| ≤ ||M0||+
( t∑
j=1
s(E0i)
)
− t
is an equality then the connected components of M0 remain connected in M1.
Proof. Our proof relies on the proof of Lemma 6.3. By Eq.(6) and Eq.(6) the connected components
Cl+1, . . . , Cr of the graph Gi−1 remain connected in Gi. So we need to prove that the connected
components C1, . . . , Cl of Gi−1 remain connected in Gi. The vertex set of the graph Ki is equal
to the union of the connected components C1, . . . , Cl. So it suffices to prove that Ki is connected.
Assume that (6.4) is an equality. Thus Eq.(6) is an equality, for every i = 1, . . . , t. In particular
w(Ki) = 1, for every i = 1, . . . , t, as a result Ki is connected. 
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In the next section we will use Lemma 6.3 to show that the Hecke algebras Hn admits a filtration.
In the course of implementing Lemma 6.3 we will need some more terminology concerning the
attached graphs, which we will introduce now. So we turn our attention to the graphs of the form
Gg for g ∈ Skn. Recall that the graph Gg = (V,Eg) is defined as follows. The vertex set is by
definition V = {v1, · · · , vn} and
Eg :=
l⊔
u=1
Eg,u
where
Egu := {e
g
r,s = e
g
s,r|r, s ∈ Γu, r 6= s}.
The end-points of the edge egr,s = e
g
s,r are vp(g−1(r)) and vp(g−1(s)). Thus we may write
egr,s = {{vp(g−1(r)), r}, {vp(g−1(s)), s}}.
The edges egr,s and e
g
r′,s′ are equal if and only if {r, s} = {r
′, s′}. Note that p(g−1(r)) = i just means
that g−1(r) ∈ Γi. A vertex vi is an end-point of e
g
r,s if and only if g−1(r) ∈ Γi or g−1(s) ∈ Γi.
Lemma 6.5. Let g be an arbitrary permutation in Skn and u be an element of [n]. The set of
end-points V (Egu) of the edge set E
g
u is given as follows:
V (Egu) = {vi ∈ V : Γi ∩ g
−1(Γu) 6= ∅}.
More generally, if J ⊂ {1, . . . , n} then
V (
⋃
u∈J
Egu) = {vi ∈ V : Γi ∩ g
−1(
⋃
u∈J
Γu) 6= ∅}.
Proof. Directly follows from the definitions. 
Lemma 6.6. Let g be an arbitrary permutation in Skn and C be a connected component of Gg.
Let JC be the set of indices u in {1, . . . , n} such that the vertex vu is contained in C. Then there
exists a unique subset g(JC ) of {1, . . . , n} such that
g(
⋃
u∈JC
Γu) =
⋃
u′∈g(JC)
Γu′
Proof. We first observe that JC = {u ∈ [n] | vu ∈ C}. Now let us assume that r is an element
of g(∪u∈JΓu). Then p(g−1(r)) ∈ J and hence the vertex vp(g−1(r)) is an element of the connected
component C. We shall show that partners of r also contained in the set g(∪u∈JΓu). Let s be a
partner of r. Then there is an edge egr,s that joins the vertices vp(g−1(r)) and vp(g−1(s)). Since C
is a connected component, the vertex vp(g−1(s)) is an element of JC . From this we conclude that
p(g−1(s)) ∈ J . In other words, s ∈ g(∪u∈JCΓu). 
Lemma 6.7. In every H-double coset one can find a minimal representative g such that g(JC ) = JC
for every connected component C of the graph Gg. Such an element will be referred as an element
with closed connected components.
Proof. Let g be a minimal element. There is an element h of H that maps⋃
u′∈g(JC)
Γu′ −→
⋃
u∈JC
Γu
bijectively. Up to multiplication with an element of the Young subgroup SΓ1 × · · · × SΓn one may
assume hg(r) = r whenever p(hg(r)) = p(r). The element hg is minimal and satisfies the claim of
the lemma. 
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Remark 6.8. Let g be an element with closed connected components. We note that the equalities
g(
⋃
u∈JC
Γu) =
⋃
u∈JC
Γu = g
−1(
⋃
u∈JC
Γu)
hold for every conneccted component C of Gg. It is also clear that |JC | is the number of vertices in
C, which is a direct consequence of the fact that JC is the set of indices u for which vu is a vertex
in C.
Lemma 6.9. If J is an arbitrary subset of {1, 2, . . . , n}, then
s(
⋃
u∈J
Egu) ≤ |J |.
Proof. Let vi, vj ∈ V (E
g
u). Then there exists r, s ∈ Γu such that g−1(r) ∈ Γi and g−1(s) ∈ Γj.
But this means vi and vj are joined by the edge e
g
r,s. This proves that G(s(E
g
u)) is connected. The
general case follows from the sub-additivity of s(·), cf. Eq.(6). 
7. Proof of stability
In this section we prove the stability theorem.
Theorem (Stability theorem). Let M,N,L be three modified types. Then
||L|| > ||M ||+ ||N || =⇒ cLM,N (n) = 0,
and
||L|| ≤ ||M ||+ ||N || =⇒ cLM,N (n) ≥ 0.
In case of the equality ||L|| = ||M ||+ ||N ||, the polynomial cLM,N (n) is constant, i.e. independent of
n.
Let g1, g2 be two permutations in Smk. Assume that the permutations g1 and g1g2 are minimal
representatives of their B-double cosets. If necessary by replacing g1 with hg1 and g2 with g2h−1
for some suitably chosen h in H, we may assume that g1 and g1g2 are minimal representatives,
and g1 has closed connected components. Our aim is to show that Gg1g2 is evolved from Gg2 . Let
C1, · · · , Ct be the connected components of Gg1 . If we denote the number of vertices of Ci by li,
then
(24) ||Gg1 || =
t∑
i=1
(li − 1).
We note that by Remark 6.8 the set equality
(25)
⋃
u∈JC
g1(Γu) =
⋃
u∈JC
Γu,
holds for every connected component C of Gg1 , since g1 is an element with closed connected com-
ponents. For each connected component C of Gg we will define edge sets E
g2
C and E
g1g2
C that will
serve as the edge replacement pairs of the evolution of Mg2 into Mg1g2 . In fact, let
Eg2C :=
⊔
u∈JC
Eg2u & E
g1g2
C :=
⊔
u∈JC
Eg1g2u
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Since the sets JC covers [n] as C runs over the connected components of Gg1 , it follows that
Eg2 =
t⊔
i=1
Eg2Ci & Eg1g2 =
t⊔
i=1
Eg1g2Ci .
Lemma 7.1. If C is a connected component of Gg1 then the equality
V (Eg2C ) = V (E
g1g2
C ).
between the end-points of the edge sets Eg2C and E
g1g2
C holds.
Proof. By Lemma 6.5 and Eq.(7) we have
V (Eg2C ) = V (
⋃
j∈JC
Eg2j )
(By Lemma 6.5) = {vi ∈ V : Γi ∩ g
−1
2 (
⋃
u∈JC
Γu) 6= ∅}
= {vi ∈ V : Γi ∩ (g1g2)
−1g1(
⋃
u∈JC
(Γu) 6= ∅}
(By Eq.(7)) = {vi ∈ V : Γi ∩ (g1g2)
−1(
⋃
u∈JC
Γu) 6= ∅}
(By Lemma 6.5) = V (
⋃
j∈JC
Eg1g2j )
= V (Eg1g2C ).

By the Lemma we see that Gg1g2 is evolved from Gg2 through the edge replacement pairs
(Eg2Ci , E
g1g2
Ci
)ti=1. Since the edge set E
g2
Ci
is equal to the union of Eg2u where u ∈ JCi , Lemma
6.9 implies that
(27) s(Eg2Ci) ≤ |JCi | = li.
Invoking Lemma 6.3 we deduce the following:
||Gg1g2 || ≤ ||Gg2 ||+
t∑
i=1
(s(Eg2Ci)− 1)
(By Eq.(7)) ≤ ||Gg2 ||+
t∑
i=1
(li − 1)
(By Eq. (7)) = ||Gg2 ||+ ||Gg1 ||.
This proves the first statement of the stability theorem which states that cLM,N = 0 whenever ||L||
exceeds the sum ||M || + ||N ||.
Proposition 7.2. Let g1, g2 be two permutations in Skn. Assume that g1 is a minimal representative
with closed connected components and g1g2 is a minimal representative. If the equality
||Gg1g2 || = ||Gg1 ||+ ||Gg2 ||
holds then the following hold:
(1) [g2]H ⊆ [g1g2]H ,
(2) N(g2) ⊆ [g1g2]H ,
(3) [g1]H ⊆ [g1g2]H .
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Before proving the Proposition we note the following. In the light of Remark 4.21, the inclusion
[g1]H ⊆ [g1g2]H implies that cKM,N (n) is independent of n, hence finishes the proof of the stability
theorem. Note also that N(g1) ⊂ [g1]H and N(g1g2) ⊂ [g1g2]H because g1 and g1g2 are minimal
representatives. However, it is not necessarily true that N(g2) ⊂ [g2].
Proof. (1) Assume that for some positive integer j the set Γj is a subset of [g2]H . Then by
Remark 4.6, the vertex vj is not an isolated vertex of Gg2 . If C denotes the connected
component of vj then |C| ≥ 2. By Remark 6.4, the set of vertices of the connected component
C completely contained in a connected component C ′ of Gg1g2 . As a result |C
′| ≥ 2. Thus
the vertex vj is not an isolated vertex of Gg1g2 . Using Remark 4.6 once again, we see that
Γj ⊂ [g1g2]H . This proves the inclusion [g2]H ⊂ [g1g2]H .
(2) Next we prove N(g2) ⊆ [g1g2]H . Using the previous item it suffices to show that N(g2) −
[g2]H ⊂ [g1g2]H . So let r be an integer contained in the difference N(g2) − [g2]H . For
simplicity we write p(r) = i, hence we have r ∈ Γi. Since H-supports contain elements that
are partners as a whole, it follows that Γi is a subset of the complement [g2]cH . By definition
of H-support g(Γi) = Γj for some positive integer j. Since r is contained in the complement
[g1g2]
c
H it follows that Γi is a subset of the complement [g1g2]
c
H . By the minimality, the
permutation g1g2 acts on the complement [g1g2]cH as identity. But this means
Γi = g1g2(Γi) = g1(Γj).
Since g1 is a minimal representative it follows that i = j and g1 acts on Γi as identity. As
a result g2 acts on Γi as identity, in particular g2(r) = r. But we picked the element r from
N(g2) − [g2], a contradiction. So either N(g2) − [g2] = ∅ or our assumption r /∈ [g1g2]H is
wrong. Both cases imply that N(g2) ⊂ [g1g2]H .
(3) It suffices to show that g1 acts on ([g1g2]H)c as identity. But this is clear since g2 and g1g2
act on ([g1g2]H)c as identity.

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