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ABSTRACT. – In the Vlasov–Maxwell theory we prove that there are homogeneous equilibria that are
monotone decreasing in every direction and are arbitrarily close to a Maxwellian. They are unstable under
certain electromagnetic perturbations, but are stable under purely electric perturbations as well as under
electromagnetic perturbations of sufficiently short period. These statements are valid both in the linear and
nonlinear senses. Ó 2000 Éditions scientifiques et médicales Elsevier SAS
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RÉSUMÉ. – Dans la théorie de Vlasov–Maxwell on démontre qu’il existe des équilibres homogènes
qui décroissent monotonement dans chaque direction et qui sont arbitrairement près d’une maxwellienne.
Ils sont instables par rapport aux perturbations électriques et aussi par rapport aux perturbations
électromagnétiques de période suffisament petite. Ces assertions sont valables toutes les deux dans les
sens linéaire et non linéaire. Ó 2000 Éditions scientifiques et médicales Elsevier SAS
1. Introduction
We consider a collisionless plasma modeled by the relativistic Vlasov–Maxwell system
(RVM). We show that there exist spatially homogeneous equilibria µ(v) that are linearly stable
when either only electric perturbations are allowed or when the spatial period of the perturbations
is sufficiently short, but are linearly unstable when subjected to certain magnetic perturbations
of longer period. This striking contrast follows formally from a generalization of the Penrose
Criterion to the magnetic case. The main mathematical purpose of this paper is to prove that
both the stability and the instability are also valid in the true nonlinear sense with respect to
appropriate norms.
The relativistic Vlasov–Maxwell system for ions and electrons in three dimensions (with
constants set equal to one) takes the form (RVM):
∂tf± + vˆ · ∇xf± ± (E + vˆ ×B) · ∇vf± = 0,
∂tE −∇ ×B =−j, ∇ ·E = ρ,
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∂tB +∇ ×E = 0, ∇ ·B = 0,
where vˆ = v/√1+ |v|2 and
ρ =
∫
(f+ − f−)dv, j =
∫
vˆ(f+ − f−)dv.
There have been many contributions to the construction of global solutions to the initial value
problems over the years. For instance, see [4,6,7,9,10].
On the other hand, fewer results have been obtained on the qualitative behavior of solutions to
the (RVM), such as the question of dynamical stability of a given equilibrium. Penrose [20]
derived a general criterion, essentially necessary and sufficient, for the linear stability of an
equilibrium µ(v) under electromagnetic perturbations. In Section 3 of this paper we generalize
his method to allow magnetic fields. This section is self-contained. We construct equilibria that
are arbitrarily close to a Maxwellian and are decreasing in all directions from the origin in 3D
momentum space but are slightly non-isotropic. By [20] they are electrostatically linearly stable.
Nevertheless, they are unstable under general electromagnetic perturbations.
For simplicity in the more nonlinear parts of this paper, we work with the one- and half-
dimensional case, the simplest case that permits a magnetic field. This means that the spatial
coordinates are (x,0,0), the momentum is v = (v1, v2,0), the electric field is (E1,E2,0) and the
magnetic field is (0,0,B). It would, however, be easy to extend all our results to 3D momentum
variables v = (v1, v2, v3). The particle density of electrons is denoted by f−(t, x, v) and the
particle density of ions by f+(t, x, v). We consider periodic boundary conditions in the single
variable x with a given period P . The (1 12 D) system is:
∂tf± + vˆ1∂xf± ±
(
E1 + vˆ2B
)
∂v1f± ±
(
E2 − vˆ1B
)
∂v2f± = 0,
∂tE1 =−j1 =−
∫
vˆ1[f+ − f−]dv, ∂tB =−∂xE2,(1)
∂tE2 + ∂xB =−j2 =−
∫
vˆ2[f+ − f−]dv
with the constraint
∂xE1 = ρ =
∫
[f+ − f−]dv.(2)
Here 〈v〉 =
√
1+ v21 + v22 , and the relativistic velocity is vˆj = vj /〈v〉 for j = 1,2. This is the
simplest collisionless model with nontrivial magnetic field.
Our main results are the following: We consider smooth equilibria µ(v) that satisfy certain
decay conditions at infinity and are neutral:∫
µ+(v)dv =
∫
µ−(v)dv.(3)
We prove that there exists a certain class of such equilibria, each of which possesses the following
three properties:
(A) For general perturbations of initial data with B = E2 = 0, the equilibrium µ is both
linearly and nonlinearly stable.
(B) The same equilibrium µ is both linearly and nonlinearly unstable under general
perturbations with B 6= 0 and P > P0, where P0 is defined in (6).
(C) The same equilibrium µ is nonlinearly stable under general perturbations with B 6= 0 and
P < P0.
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Thus in (A) the perturbations are purely electric while in (B) they are magnetic and in (C) they
are magnetic with a small enough period.
More precisely, we prove the following theorem for the nonlinear problem (1) and (2). (Some
of the assumptions below are simplified for the sake of exposition.) Let
µ±(v1, v2)= µ˜(s, v2),(4)
where s = 〈v〉. This is an arbitrary equilibrium that is even in v1.
THEOREM 1. – Let 0<µ± ∈ C2 have the form (4), be neutral (3) and satisfy:
∂sµ˜±(s, v2) < 0,(5)
D0 ≡
(
2pi
P0
)2
≡
∫
R2
vˆ2
[
∂2µ˜+
(〈v〉, v2)+ ∂2µ˜−(〈v〉, v2)]dv > 0,(6)
∣∣∇mv µ˜±(〈v〉, v2)∣∣6 C〈v〉−l ,(7) ∣∣∂sµ˜±∣∣+ ∣∣∂2µ˜±∣∣6 Cµ˜±,(8)
for some l > 3 and for m= 0,1,2. Denote ν = [µ+,µ−,0,0,0]. Then the following statements
are valid.
(A) Stability with no magnetic field: For any ε > 0, there is a δ > 0 such that, for a general
class of perturbations of size δ of the initial data with E2 ≡ B ≡ 0, the corresponding
solution u(t)= [f+(t), f−(t),E1(t),0,0] of (1) and (2) satisfies
sup
06t<∞
‖u(t)− ν‖L1 < ε.
(B) Instability: There exist ε0 > 0 and a family of solutions uδ(t) = [f δ+(t), f δ−(t),Eδ1(t),
Eδ2(t),B
δ(t)] of (1) and (2) such that∥∥uδ(0)− ν∥∥
W 1,1 6 δ,
but sup
06t6C| lnδ|
∥∥uδ(t)− ν∥∥
L1 > ε0.
The period of these solutions can be any P > P0, where P0 is defined in (6).
(C) Stability for small period: Let P < P0. For simplicity we now further specialize to the
modified Maxwellian µ± = e−〈v〉(1− β±(v2)). For any ε > 0, there is a δ > 0 such that,
for a general class of perturbations of size δ of the initial data with E2(t) and B(t) not
necessarily vanishing, the solution of (1) and (2) satisfies
sup
06t<∞
‖u(t)− ν‖L1 < ε.
Example. – The conditions (5) to (8) are easily satisfied. For example, we may take
µ±(〈v〉, v2) = α(〈v〉)(1 − β(v2)) where α is monotonically decreasing at a sufficient rate (for
example, a global Maxwellian) and β is even and mildly increasing for positive v2. In particular,
we could take the Maxwellian α = exp (−〈v〉) and β = ε(1+ v22)−k for any positive ε and k. We
could also take β(v2) to be a small bump with support near v2 = 0, in such a way that µ± are
decreasing in all directions from the origin in 3D momentum space. For such µ all three parts of
Theorem 1 are valid.
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Theorem 1(A) is a special case of Theorem 2 in Section 2 with θ = 1. Theorem 1(B) is a
special case of Theorem 6 in Section 6. Indeed, (6) implies that conditions (63) and (64) in
Theorem 4, which ensure a linear growing mode for the linearized Vlasov–Maxwell system, are
satisfied with b= 0. Furthermore, (8) implies (95). Theorem 1(C) is a special case of Theorem 3
in Section 2 with θ = 1 and γ = 0.
In Section 2, which is self-contained, we prove the nonlinear stability criteria stated in
Theorem 1(A) and 1(C) above. The nonlinear stability cannot be proven from the linearized
stability, but instead requires the use of the invariants of the equations. For the electrostatic case,
it has been well-known for a long time that if µ±(s) are decreasing functions but without v2
dependence, then µ± are dynamically stable. This was proven in [5,19,1,21] and elsewhere.
In the electromagnetic case, we can contrast the instability result of Theorem 1(B) with the
known stability results which permit magnetic perturbations. For the full system (1) and (2), Guo
[11,12] found sufficient conditions for the dynamical stability of certain classes of equilibria
in the presence of some symmetry. In Corollary 4.9 and elsewhere in [11], stability is proven
subject to the condition D0 =−G′(0) < 0. In Theorem 3.8 of [11], stability is proven subject to
the condition D0 > 0, assuming certain parity conditions are satisfied by the perturbations. This
shows two ways that our Theorem 1(B) is sharp. It is also sharp with respect to the period, as
indicated by Theorem 1(C).
The remainder of the paper beginning with Section 4 is devoted to proving the nonlinear
instability, as stated in Theorem 1(B) above. It depends very heavily on the basic one and one-
half dimensional theory due to Glassey and Schaeffer [6]. The passage from linear to nonlinear
instability was first justified in [14] in the three-dimensional electrostatic case. Subsequently, in
a series of papers [14–17] it was carried out for certain classes of BGK equilibria. In the present
paper a quite different analysis is required both for the linearized operator (Section 4) and the
nonlinear operator (Section 5).
In Section 4 we derive certain properties of the linearized operator. We can write the linearized
generator as L = A+K where A generates a bounded semigroup in L1. Although K is not a
compact perturbation of A, we prove that Ke−tAK is compact. This is due to the fact that the
characteristic speeds of the Maxwell and Vlasov parts are different, a fact previously used in [9]
and [6] for other purposes. This regularity result implies our main goal, which is the sharp control
of the essential spectrum of e−tL. We also prove the regularity of the eigenfunctions. A similar
argument to obtain certain compactness is also used in proving two-stream instabilities for the
pressureless Euler–Poisson system [3].
Section 5 is devoted to solutions of the full nonlinear problem with initial data that are δ-close
to the equilibrium. We prove that, if there is an estimate of the perturbation at later times, then
there exists an estimate to the same order of the first derivatives of the perturbation at times
O(ln(1/δ)). We use a combination of techniques from [14] and [6], together with a delicate
bootstrapping argument. In Section 6 we deduce the nonlinear instability as in [14].
We use the notation P for the period in x , | |p for the Lp norm over x ∈ (0,P ), ‖ ‖p for
the Lp norm over x ∈ (0,P ) and v = (v1, v2) ∈R2, and | |k,p and ‖ ‖k,p for the corresponding
Sobolev norms.
2. Stability
Electrostatic stability
In the first part of this section, we prove that certain homogeneous equilibria µ±(v1, v2) are
nonlinearly stable under only electrical perturbations in the (1 12 )-dimensional model. We assume
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there is no magnetic field (B ≡ 0) and E2 ≡ 0, and f± are even in v2. Then (1) reduces to the
self-consistent Vlasov–Poisson system:
∂tf± + vˆ1∂xf± ±E1∂v1f± = 0,(9)
∂tE1 =−j1 =−
∫
vˆ1[f+ − f−]dv,
while (2) is the constraint:
∂xE1 = ρ =
∫
[f+ − f−]dv.(10)
We assume x-periodic boundary conditions with an arbitrary given period P > 0. We consider an
equilibrium given by f± = µ±(v)= µ˜±(〈v〉, v2) and E1 ≡ 0 that satisfies (3) and the conditions:
µ˜±(s, b) > 0, for 16 s and −∞< b <∞;(11)
−Cµ˜θ± 6
∂µ˜±
∂s
< 0, for some θ > 0,C > 0;(12) ∫ ∫
R2
µ˜θ±
(〈v〉, v2)dv <∞.(13)
We shall prove the L1-stability of such an equilibrium. We remark that µ˜± = e−s , µ˜± = e−s2
and µ˜± = 1/s2 all satisfy (11), (12) and (13) with θ = 1,1/2 and 3/2 respectively, where s
represents the energy variable, 16 s <∞.
We now define a pair of functions Q±(q, b) as follows. For 0< q 6M±(b)= µ˜±(1, b), we
require
∂1Q±
(
µ˜±(s, b), b
)≡−s(14)
for all 1 6 s <∞. Since µ˜± are strictly monotone as functions of s, equation (14) defines
∂1Q± uniquely for 0 < q 6 M±(b). Thus ∂1Q±(M±(b), b) = −1 and ∂1Q±(0+, b) = −∞.
The functionsQ± are then defined by integration so that Q±(0, b)≡ 0.
We extend the definitions ofQ± from (0,M±(b)] smoothly to (0,∞), subject to one condition
(17) to be stated later. Now we can define:
J (f±)≡
∑
±
∫ P∫
0
(
Q±(f±, v2)+ 〈v〉f±
)
dx dv + 1
2
P∫
0
E21 dx(15)
which is formally invariant for the solutions of (9). We have the following theorem concerning
electrical perturbations:
THEOREM 2. – Assume (3), (11), (12) and (13). For any ε > 0 and N > 0, there exists δ > 0
such that if the initial data f±(0, x, v),E1(0, x) satisfy the conditions for global existence of
Theorem 5(b) and
J
(
f±(0)
)− J (µ±) < δ, ∫ P∫
0
f±(0, x, v)θ dx dv 6N,
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then the solution of (9) and (10) satisfies
sup
06t<∞
{∑
±
∥∥f±(t)−µ±∥∥1 + ∣∣E1(t)∣∣1}< ε.
Proof. – By the Taylor expansion with respect to the first argument, we expand the conserved
quantity
J
(
f±(t)
)− J±(µ±)=∑
±
∫ P∫
0
[
∂1Q±
(
µ˜±
(〈v〉, v2), v2)+ 〈v〉](f± −µ±)
(16)
+
∑
±
∫ P∫
0
1∫
0
(1− r)∂21Q±
(
f±, v2
)
dr(f± −µ±)2 +
P∫
0
|E1|2,
where f± = (1− r)µ± + rf±. From (14),
∂1Q±
(
µ˜±
(〈v〉, v2), v2)+ 〈v〉 = 0,
so that the linear term vanishes. Writing q = µ˜±(s, b), we have:
∂21Q±(q, b)
∂µ˜±
∂s
(s, b)≡−1,
so that
1
∂21Q±(q, b)
=−∂µ˜±
∂s
(s, b)6Cµ˜±(s, b)θ = Cqθ(17)
for 0< q 6M±(b). The extension ofQ± to q >M±(b) is made so that this lower bound (17) on
∂21Q is valid for all 0< q <∞. For the first quadratic term in (16), we have from the Cauchy–
Schwarz inequality taken over {(t, x, v): f±(t, x, v) 6= 0}:( P∫
0
∫
|f± −µ±|dv dx
)2
6
( P∫
0
∫ 1∫
0
(1− r)∂21Q±
(
f±, v2
)
(f± −µ±)2
)(∫ P∫
0
dx dv∫ 1
0 (1− r)∂21Q±(f±, v2)dr
)
(18)
6C
( P∫
0
∫ 1∫
0
(1− r)∂21Q±
(
f±, v2
)
(f± −µ±)2
)(∫ P∫
0
max
{
f θ±,µθ±
})
6C
P∫
0
∫ 1∫
0
(1− r)∂21Q±
(
f±, v2
)
(f± −µ±)2 dr dv dx,
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where we have used (17) and ∫∫ P0 f θ±(t)dx dv = ∫∫ P0 f θ±(0)dx dv. Combining this result with
(16), we obtain
J
(
f±(t)
)− J (µ±)> C[|f±(t)−µ±|21 + |E1|21]
with the constant C depending on N and µ±. The theorem thus follows. 2
2.1. Electromagnetic stability
Now in the second part of this section, we consider the stability problem in the presence of
magnetic perturbations. We consider the full (1 12 ) problem (1) and (2) with periodic boundary
conditions over 06 x 6 P . We choose the magnetic potential Ψ (t, x) such that
∂xΨ (t, x)= B(t, x),
P∫
0
Ψ (t, x)dx = 0.
We now define the invariant Liapunov functional:
J (f±,E,B)≡
∑
±
∫ P∫
0
(
Q±(f±, v2 ±Ψ )+ 〈v〉f±
)
dx dv+ 1
2
P∫
0
(|E|2 + |B|2)dx(19)
which is formally invariant under (1) and (2). Here Q± is defined as in (14) and extended as
described below (14). We define:
h± ≡ (∂1∂2Q±)
2
∂21Q±
.(20)
THEOREM 3. – Let P < P0. Assume (3), (11), (12) and∫ ∫
µ
1−γ
1+γ θ
± dv <∞(21)
for some 0 6 γ < 1. Let |∂bµ˜±(s, b)| 6 Cs−l for some l > 1. We also assume ∂22Q±(0, b) =
0, h±(0, b)= 0 and∣∣∂1∂22Q±∣∣+ |∂1h±|6 Cmax{1, q−γ }, ∣∣∂32Q±∣∣+ |∂2h±|6 C(22)
for some C > 1 and 06 γ < 1. For ε > 0 and N > 0, there exists δ = δ(ε,N) > 0 such that if
the initial data f±(0, x, v),E(0),B(0) satisfy the conditions of Theorem 5(a) and are close to
the equilibrium in the sense that
J
(
f±(0),E(0),B(0)
)− J (µ±,0,0) < δ,(23) ∫ P∫
0
{
f±(0, x, v)θ + f±(0, x, v)
1−γ
1+γ θ
}
dx dv 6N,(24)
∫ P∫
0
(∣∣f±(0)−µ±∣∣1−γ + ∣∣f±(0)−µ±∣∣)+ P∫
0
(∣∣E(0)∣∣2 + ∣∣B(0)∣∣2)< δ,(25)
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then the solution of (1) and (2) satisfies
sup
06t<∞
{∑
±
∥∥f±(t)−µ±∥∥1 + ∣∣E(t)∣∣1 + ∣∣B(t)∣∣1}< ε.
Proof. – Notice that J (f±,E,B)− J (µ±,0,0) takes the form
=
∑
±
∫ ∫ ([
Q±(f±, v2 ±Ψ )−Q±(µ±, v2)
]+ 〈v〉[f± −µ±])+ 12
∫ [|E|2 +B2].
By the Taylor expansion, we have, for each x, v,±:
Q±(f±, v2 ±Ψ )−Q±(µ±, v2)
= ∂1Q±(µ±, v2)(f± −µ±)+ ∂2Q(µ±, v2)Ψ
(26)
+
1∫
0
(1− r)dr∂21Q†±(r)(f± −µ±)2
± 2
1∫
0
(1− r)dr∂1∂2Q†±(r)(f± −µ±)Ψ +
1∫
0
(1− r)dr∂22Q†±(r)Ψ 2,
where f±(r) = (1 − r)µ± + rf±,Ψ±(r) = v2 ± rΨ,Q†±(r) = Q±(f±(r),Ψ (r)) and h†±(r) =
h±(f±(r),Ψ (r)). By (14), the first term on the right-hand side of (26) cancels with 〈v〉[f±−µ±].
Furthermore, upon integration over [0,P ] ×R2, the second term vanishes.
Now we treat the first two nonlinear terms on the right-hand side of (26). By adding and
subtracting (1+ η) ∫ (1− r)h†±(r)Ψ 2 (with η small, to be chosen later), we obtain from (26) and
(20):
1∫
0
dr(1− r)[∂21Q†±(r)dr(f± −µ±)2 ± 2∂1∂2Q†±(r)(f± −µ±)Ψ ]
= η
1+ η
1∫
0
dr(1− r)∂21Q†±(r)(f± −µ±)2
+
1∫
0
dr(1− r)
[
(f± −µ±)
√
∂21Q
†
±(r)
1+ η ±
√
(1+ η)h†±(r)Ψ
]2
− (1+ η)
1∫
0
dr(1− r)h†±(r)Ψ 2
> η
1+ η
1∫
0
(1− r)∂21Q†±(r)dr(f± −µ±)2 − (1+ η)
1∫
0
(1− r)h†±(r)Ψ 2
= I + II.
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We first consider I . By the same kind of estimate as in (18), we obtain∫ ∫
I > C(η)
{‖f± −µ±‖21 + ‖f± −µ±‖21−γ },(27)
where C(η) > 0. In order to prove (27), we argue as follows. Let σ be either 1 or 1− γ .
∫ ∫
|f± −µ±|σ 6
{∫ ∫ 1∫
0
(1− r)∂21Q±
(
f±, v2
)
(f± −µ±)2
}σ/2
×
{∫ ∫ [ 1∫
0
(1− r)∂21Q±
(
f±, v2
)
dr
] σ
σ−2
dx dv
}(2−σ)/2
6
{∫ ∫ 1∫
0
(1− r)∂21Q±
(
f±, v2
)
(f± −µ±)2
}σ/2{∫
max{f±,µ±}θσ/(2−σ)
}(2−σ)/2
6 C
{∫ ∫ 1∫
0
(1− r)∂21Q±
(
f±, v2
)
(f± −µ±)2 dr dv dx
}σ/2
= C(η)Iσ/2
by (17). This proves both lower bounds in (27).
Now we consider II . By (22) and Lemma 1 below, at each point we have∣∣h†±(r)− h†±(0)∣∣= ∣∣h±(f±(r),Ψ±(r))− h±(µ±, v2)∣∣
6 |f± −µ±|1−γ +C|f± −µ±| +C|Ψ |.
Splitting II into two parts, we therefore have
II =−1+ η
2
h±(µ±, v2)Ψ 2 +O
(|f± −µ±|1−γ + |f± −µ±| + |Ψ |).(28)
Similarly, we use (22) and Lemma 1 and split the last integral in (26) as
1∫
0
(1− r)dr∂22Q±
(
f±(r),Ψ (r)
)
(29)
= 1
2
∂22Q±(µ±, v2)+O
(|f± −µ±|1−γ + |f± −µ±| + |Ψ |).
Upon integration by parts over the v-variable, the first term on the right-hand side of (30)
becomes∫
R2
∂22Q±(µ±, v2)=
∫
R2
∂
∂v2
[
∂
∂b
Q±(µ˜±, v2)
]
−
[
vˆ2
∂µ˜±
∂s
+ ∂µ˜±
∂b
]
∂1∂2Q±(µ˜±, v2)
(30)
=−
∫
R2
[
vˆ2
∂µ˜±
∂s
+ ∂µ˜±
∂b
]
∂1∂2Q±(µ±, v2)dv.
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The vanishing of the first term is justified below. By taking the s and b derivatives respectively
of (14), we obtain:
∂21Q±
(
µ˜±(s, b), b
)∂µ˜±(s, b)
∂s
=−1,(31)
∂21Q±
(
µ˜±(s, b), b
)∂µ˜±(s, b)
∂b
+ ∂1∂2Q±
(
µ˜±(s, b), b
)= 0.(32)
Hence from (20),
h±
(
µ˜±, v2
)=−∂bµ˜±∂1∂2Q±(33)
and
∂sµ˜±∂1∂2Q±
(
µ˜±(s, b), b
)= ∂µ˜±
∂b
.(34)
Integrating the last identity with respect to s, we find that the first term in (30) vanishes
∂2Q±
(
µ˜±
(〈v〉, v2), v2)=− ∞∫
〈v〉
∂bµ˜±(s, v2)ds→ 0(35)
as |v2| →∞ because |∂bµ˜±|6Cs−l for some l > 1. By (33) and (34), (30) splits into∑
±
∫
R2
[
h±(µ˜, v2)− vˆ2 ∂µ˜±
∂s
∂1∂2Q±
]
dv =
∑
±
∫
R2
h±(µ˜, v2)dv−D0,(36)
where D0 denotes the second integral.
Combining all of the estimates above, we obtain:
J (f±,E,B)− J (µ±,0,0)
> 1
2
∫ (|E|2 + |B|2)dx +Cη{∫ ∫ |f± −µ±|dv dx}2
(37)
+Cη
{∫ ∫
|f± −µ±|1−γ dv dx
}2/(1−γ )
− 1
2
(D0 − ηD1)
∫
Ψ 2 dx
−C
∫ ∫ [|f± −µ±| + |f± −µ±|1−γ + |Ψ |]Ψ 2 dv dx,
where D1 = ∑± h±(µ˜±, v2) and D0 ≡ ∑± ∫ vˆ2∂bµ˜±(〈v〉, v2)dv. Since P < P0, we have∫ P
0 |B|2 > ( 2piP )2
∫
Ψ 2 dx >D0
∫ P
0 Ψ
2 so that
P∫
0
|B|2 −D0
P∫
0
Ψ 2 > c0|Ψ |2H 1(38)
with c0 > 0. Furthermore we estimate the remainder terms as∫ ∫ (|f± −µ±|1−γ + |f± −µ±| + |Ψ |)Ψ 2 dv dx
6 C
[‖f± −µ±‖1 + ‖f± −µ±‖1−γ1−γ + |Ψ |H 1]|Ψ |2H 1 .(39)
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Now we define Y =∑±[‖f± − µ±‖21 + ‖f± − µ±‖21−γ + |E|22 + |B|22. Combining (39) with
(37), by choosing η small, we finally deduce that:
J (f±,E,B)− J (µ±,0,0)> c1Y − c2Y 3/2 − c3Y (3−γ )/2,
where (3 − γ )/2 > 1. By a standard continuity argument, this inequality implies that for any
ε > 0, there is δ > 0 such that if J (f±(0),E(0),B(0))− J (µ±,0,0) < δ and Y (0) < δ, we have
sup
06t6∞
Y (t) < ε
and the theorem follows. 2
Examples. – For simplicity, our examples have the form µ˜±(s, b) = α(s)β(b) for 1 6 s <
∞,−∞ < b < +∞ where α > 0, β > 0, α′ < 0, α(∞) = 0. For each example we use the
definition ∂1Q±(µ˜±(s, b), b) = −s which determines ∂1Q±(q, b), and therfore Q±(q, b), for
0 < q 6 M±(b). We use the formulas for ∂21Q±, ∂212Q± and ∂2Q± evaluated at q = µ˜(s, b)
which are given above in (31), (32) and (35). The delicate behavior occurs as q→ 0+.
Our first example is the (modified) Maxwellian α(s) = e−s . Conditions (12) and (13)
are satisfied for any 0 < θ 6 1. Furthermore, the behavior as q → 0+ is ∂1Q = O(| lnq|),
|∂2h| + |∂32Q| =O(q), and |∂1h| + |∂1∂22Q| = O(1). Thus (22) is satisfied with γ = 0.
Our second example is polynomially decaying: α(s) = s−l with l > 3. Conditions (12) and
(21) are satisfied for 2(l+1)
l(l−1) < θ 6 1 + 1l . Furthermore, ∂1Q = O(q−1/ l), |∂2h| + |∂32Q| =
O(q1−1/ l), and |∂2h| + |∂1∂22Q| =O(q−1/ l) so that (22) is satisfied with γ = 1/l.
Our third example is α(s)= e−s2 . Then (12) and (13) are satisfied for 0< θ < 1. Furthermore,
∂1Q=O(| lnq|1/2), |∂1h|+ |∂32Q| =O(q), and |∂1h|+ |∂1∂22Q| =O(1) as q→ 0+, so that (22)
is satisfied with γ = 0.
We conclude this section with an elementary estimate under the condition (22):
LEMMA 1. – Let g(q, b) be defined for 0 6 q <∞ and −∞< b <∞. Let g(0, b)= 0 and
|∂2g| 6 C, |∂1g|6 Cmax{q−γ ,1} for some C > 0 and 0 6 γ < 1. Then there exists C′ such
that ∣∣g(q, b)− g(q0, b0)∣∣6 C′[|q − q0|1−γ + |q − q0| + |b− b0|].
Proof. – In case |q − q0|6 2 min{q, q0}, we have by the Mean Value Theorem∣∣g(q, b)− g(q0, b0)∣∣6Cmax{q−γ∗ ,1}|q − q0| +C|b− b0|
6Cmax
{
2γ |q − q0|1−γ , |q − q0|
}+C|b− b0|
as desired. Therefore we may assume that
|q − q0|> 2 min{q, q0} = 2 max{q, q0} − 2|q − q0|
so that |q − q0|> 23 max{q, q0}. By assumption, we have |g(q, b)|6 Cmax{q1−γ , q}. Hence∣∣g(q, b)− g(q0, b0)∣∣6 ∣∣g(q, b0)∣∣+ ∣∣g(q0, b0)∣∣+ ∣∣g(q, b)− g(q, b0)∣∣
6 Cmax
{
q1−γ , q
}+Cmax{q1−γ0 , q0}+C|b− b0|
6 C′|q − q0|1−γ +C′|q − q0| +C|b− b0|. 2
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3. General Penrose criterion
In this section, we consider the full relativistic three dimensional problem (RVM) with a
magnetic field. Consider a neutral equilibrium
f± = µ±(v), E = 0, B = 0,(40)
where µ±(∞) = 0. We shall find formal conditions for the linear instability of such an
equilibrium. The perturbations are allowed to be magnetic as well as electric. The linearized
Vlasov–Maxwell system for [δf±, δE, δB] around such an equilibrium (40) is:
(∂t + vˆ · ∇x)δf± ± (δE + vˆ × δB) · ∇vµ± = 0,
∂t δE −∇ × δB =−j =−
∫
vˆ(δf+ − δf−)dv,(41)
∂tδB =−∇ × δE, ∇ · δB = 0, ∇ · δE = ρ =
∫
(δf+ − δf−)dv.
Recall our notation for position x = (x1, x2, x3), momentum v = (v1, v2, v3), energy
〈v〉 =
√
1+ v21 + v22 + v23, and velocity vˆ =
v
〈v〉 .
We look for plane wave solutions of (41) which take the form:
δf± = f ]±(v)ei(k·x−ωt), δE =E]ei(k·x−ωt), δB = B]ei(k·x−ωt)(42)
for some E],B], f ]±(v), k ∈ R3,ω ∈C with |ω|< |k|. The last condition is relativistic. Clearly,
the existence of a nontrivial solution of the form (42) with Imω > 0 is formally equivalent to the
linear instability of the equilibrium (40). Plugging (42) into (41) yields:
i(−ω+ vˆ · k)f ]± ±
(
E] + vˆ ×B]) · ∇vµ± = 0,(43)
−iωE] − i(k×B])=−∫ vˆ(f ]+ − f ]−)dv,(44)
ik ·E] =
∫ (
f
]
+ − f ]−
)
dv,(45)
−iωB] =−ik×E],(46)
ik ·B] = 0.(47)
We first solve (43) for f ]±(v) and substitute into (44) and (45):
ωE] + k×B] =−
∫
vˆ
E] + vˆ ×B]
ω− vˆ · k · ∇v(µ+ +µ−)dv,(48)
k ·E] =−
∫
E] + vˆ ×B]
ω− vˆ · k · ∇v(µ+ +µ−)dv,(49)
ωB] = k×E].(50)
Note that k· with (48) is equivalent to (48) since ωρ = k · j from the Vlasov equation (43). We
use (50) to eliminate B] (assuming ω 6= 0). We take k× (48). After some simplifications, we get
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the equation (
ω2 − k2)k×E] =−∫ (k× vˆ)[E] + (vˆ ·E])k
ω− vˆ · k
]
· ∇vµdv.(51)
By (48) and (50), we get the equation
ωk ·E] =−
∫
(vˆ ·E])k
ω− vˆ · k · ∇vµdv,(52)
where
µ(v)= µ+(v)+µ−(v).
To obtain (51) and (52), we have used the identities:
k× (k×B])=−k2B] =−k2 k×E
]
ω
, vˆ × (k×E])=−(vˆ · k)E] + (vˆ ·E])k
and
∫
E] · ∇vµdv = 0 since µ(∞)= 0 and E] = const.
An Electric Instability occurs when B] = 0. This means that k ×E] = 0 and the plane wave
is parallel to the vector E. Choosing the coordinates:
k =
(
k
0
0
)
and δE =
(
δE1
0
0
)
,
(51) and (52) simplify as follows. Equation (51) becomes
0=
∫
R3
vˆj
ω− vˆ1k
∂µ
∂v1
dv (j = 2,3).(53)
We shall assume µ(v1, v2, v3) is an even function of v2, v3 so that (53) is immediate. Equation
(52) becomes
k =− 1
ω
∫
R3
kvˆ1
ω− vˆ1k
∂µ
∂v1
dv =−
∫
R3
1
ω− vˆ1k
∂µ
∂v1
dv,(54)
since
∫ ∂µ
∂v1
dv = 0. This is the classical electric dispersion relation.
A Magnetic Instability occurs when plane wave is orthogonal to the electric field; that is,
k ·E] = 0. Choosing the coordinates:
k =
(
k
0
0
)
and δE =
( 0
δE2
0
)
,
equation (52) becomes 0= ∫R3 vˆ2ω−vˆ1k ∂µ∂v1 dv which is already part of (53). Equation (51) becomes
0=
∫
R3
vˆ3
[
∂µ
∂v2
+ vˆ2k
ω− vˆ1k
∂µ
∂v1
]
dv,(55)
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which is also automatic if µ is even in v2 or v3, and
ω2 − k2 =−
∫
vˆ2
[
∂µ
∂v2
+ vˆ2k
ω− vˆ1k
∂µ
∂v1
]
dv.(56)
Equation (56) is the magnetic dispersion relation.
Now we assume that the equilibrium µ has the form
µ± = µ˜±(s, v2, v3),(57)
where
s = 〈v〉 =
√
1+ v21 + v22 + v23
and µ is an even function of v2 and of v3. We write ∂sµ˜ = ∂µ˜/∂s and denote by ∂2µ˜ the
derivative of µ˜ with respect to its second variable. Then the electric dispersion relation (54)
is
k2 =−
∫
R3
vˆ1
z− vˆ1 ∂sµ˜dv,(58)
where z= ω/k for k 6= 0. The magnetic dispersion relation (56) is
k2 = 1
1− z2
∫
R3
[
vˆ2∂2µ˜+ z
z− vˆ1
(
vˆ2
)2
∂sµ˜
]
dv.(59)
Denote
〈〈v〉〉 =
√
1+ v22 + v23, 〈b〉 =
√
1+ b2, and bˆ= b〈b〉 .(60)
THEOREM 4. – Assume the form (57) of µ± with µ˜± even in v2 and v3. Let
I (b)=
∫
R2
µ˜
(〈b〉〈〈v〉〉, v2, v3)dv2 dv3.
(a) Then there is a formal electric instability in the x1 direction if
∃b ∈R such that I (b) has a strict local extremum at b(61)
and P
∫
R3
vˆ1
vˆ1 − bˆ
∂s µ˜dv > 0.(62)
Let
J (b)=
∫
R2
µ˜
(〈b〉〈〈v〉〉, v2, v3) v22〈〈v〉〉2 dv2 dv3.
(b) There is a formal magnetic instability if
∃b ∈R such that J (b) has a strict local extremum at b(63)
and bˆP
∫
(vˆ2)
2
bˆ− vˆ1
∂sµ˜dv+
∫
vˆ2∂2µ˜dv > 0.(64)
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Remark. – By ‘strict local extremum’ at b0 we mean that I ′(b) or J ′(b) is positive on one side
of b0 and negative on the other side. ‘P’ denotes the Cauchy principal value.
Proof. – We begin with the magnetic case (59). We write (59) in the form
(1− z2)k2 =Z(z),(65)
where
Z(z)=
∫
R3
[
vˆ2∂2µ˜+ z
z− vˆ1 vˆ
2
2∂sµ˜
]
dv.
Notice that Z is analytic in the slit plane, that is, C with the real interval [−1,1] removed. We
calculate its limit on the slit from above.
CLAIM 1. – Let −1< bˆ < 1. Then
Z
(
bˆ+ i0)= ∫
R3
vˆ2∂2µ˜dv+ bˆP
∫
R3
vˆ22
bˆ− vˆ1
∂sµ˜dv
(66)
− ipib
∫
R2
v22
〈〈v〉〉 ∂sµ˜
(〈b〉〈〈v〉〉, v2, v3)dv2 dv3,
where 〈〈v〉〉 =
√
1+ v22 + v23, 〈v〉 =
√
1+ v21 + v22 + v23, 〈b〉 = (1 − bˆ)−1/2, b = 〈b〉bˆ and P
denotes the principal value as specified in the proof below.
Proof of Claim 1. – It suffices to consider the nontrivial part of Z(z), namely
Y (z)=
∫
R3
1
z− vˆ1 vˆ
2
2∂sµ˜dv.(67)
We write z= bˆ+ iη with η > 0:
1
z− vˆ1 =
1
bˆ− vˆ1 + iη
= bˆ− vˆ1 − iη
(bˆ− vˆ1)2 + η2
.(68)
Now ∫
{|v1−b〈〈v〉〉|<ε}
bˆ− vˆ1
(bˆ− vˆ1)2 + η2
vˆ22∂sµ˜dv =O(ε)(69)
uniformly for small η. We prove (69) by splitting
∂sµ˜(v)= ∂sµ˜
(〈b〉〈〈v〉〉, v2, v3)+ [∂sµ˜(〈v〉, v2, v3)− ∂sµ˜(〈b〉〈〈v〉〉, v2, v3)]
and noticing that each part has property (54). In fact, the first term vanishes due to the oddness of
bˆ− vˆ1, while the second is of order O(ε) because of a Taylor expansion around (〈b〉〈〈v〉〉, v2, v3)
as in [16]. Hence by (67), (68) and (69),
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ReY
(
bˆ+ i0)= lim
η→0 limε→0
∫
{|v1−b〈〈v〉〉|>ε}
bˆ− vˆ1
(bˆ− vˆ1)2 + η2
vˆ22∂sµ˜dv
= lim
ε→0 limη→0
∫
{|v1−b〈〈v〉〉|>ε}
bˆ− vˆ1
(bˆ− vˆ1)2 + η2
vˆ22∂sµ˜dv(70)
= lim
ε→0
∫
{|v1−b〈〈v〉〉|>ε}
1
bˆ− vˆ1
vˆ22∂sµ˜dv.(71)
This is the meaning of the principal value in (66).
Now consider ImY (bˆ+ i0). From (67) and (68),
ImY (bˆ+ iη)=−
∫
ηvˆ22
(bˆ− vˆ1)2 + η2
∂sµ˜dv.(72)
Change variables
vˆ1 = bˆ+ ηu, u= vˆ1 − bˆ
η
, 〈v〉 = 〈〈v〉〉√
1− vˆ21
,
∂v1
∂u
= η〈〈v〉〉
(1− vˆ21)3/2
to get ImY (bˆ+ iη) equal to
−
∫
η
η2u2 + η2
v22(1− vˆ21)
〈〈v〉〉2 ∂sµ˜
( 〈〈v〉〉√
1− vˆ21
, v2, v3
)
η〈〈v〉〉
(1− vˆ21)3/2
dudv2 dv3
=−
∫ ∫
R2
(1−bˆ)/η∫
(−1−bˆ)/η
v22
(u2 + 1)〈〈v〉〉 ∂sµ˜
( 〈〈v〉〉√
1− vˆ21
, v2, v3
)
1√
1− vˆ21
dudv2 dv3.
Letting η→ 0,
ImY
(
bˆ+ i0)=−pi〈b〉∫ ∫
R2
v22
〈〈v〉〉 ∂sµ˜
(〈b〉〈〈v〉〉, v2, v3)dv2 dv3.(73)
Hence we have
ImZ
(
bˆ+ i0)=−pib ∫ ∫
R2
v22
〈〈v〉〉 ∂sµ˜
(〈b〉〈〈v〉〉, v2, v3)dv2 dv3.
This proves the claim. 2
Note that ReZ(bˆ+ i0) is an even function of bˆ and ImZ(bˆ+ i0) is an odd function of bˆ since
Z(−bˆ + i0) = Z(bˆ+ i0). The assumptions (63) and (64) mean that there exists a bˆ ∈ (−1,1)
such that
ReZ
(
bˆ+ i0)> 0, and ImZ(bˆ+ i0) changes sign at bˆ.(74)
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Let
W(z)= (1− z2)−1Z(z), W(a)= (1− a2)−1Z(a + i0)
for a real. Then ReW(bˆ) > 0 and ImW(bˆ) changes sign at bˆ.
Let Γ be the curve traced out by W(a) for −1 < a < 1. This curve crosses the positive real
axis at a = bˆ. It goes from one half plane to the other. Therefore there are points in the upper
half-plane where W(z) is real and positive. Indeed, the continuous image of a little semicircle in
the upper half-plane around bˆ must meet the positive real axis. Thus the dispersion relation (66)
has a solution Im z > 0, k2 > 0.
The electric case is proven similarly as follows. We let Z(z) be the right side of (58):
Z(z)=−
∫
vˆ1
z− vˆ1 ∂sµ˜dv.
Z(z) is also analytic in the slit plane C \ [−1,1].
CLAIM 2. – Let −1< bˆ < 1. Then
Z
(
bˆ+ i0)=P ∫
R3
vˆ1
vˆ1 − bˆ
∂sµ˜(v)dv + ipi〈b〉3bˆ
∫
R2
〈〈v〉〉∂s µ˜
(〈b〉〈〈v〉〉, v2, v3)dv2 dv3.
Proof of Claim 2. – By (68),
Z(z)=−
∫
bˆ− vˆ1 − iη
(bˆ− vˆ1)2 + η2
vˆ1∂sµ˜dv.
Now ∫
{|v1−b〈〈v〉〉|<ε}
bˆ− vˆ1
(bˆ− vˆ1)2 + η2
vˆ1∂sµ˜dv =O(ε)
uniformly for η small, as with (54). So, as in (70)
ReZ
(
bˆ+ i0)= lim
ε→0
∫
|v1−b〈〈v〉〉|>ε
1
vˆ1 − bˆ
vˆ1∂sµ˜dv,
which is our definition of the principal value. Next, we change variables just as we did to derive
(73) so that
ImZ
(
bˆ+ iη)= ∫
R2
(1−bˆ)/η∫
(−1−bˆ)/η
vˆ1〈〈v〉〉
(1+ u2)(1− vˆ21)3/2
∂sµ˜
( 〈〈v〉〉√
1− vˆ21
, v2, v3
)
dudv2 dv3,
where vˆ1 = bˆ+ ηu. Hence
ImZ
(
bˆ+ i0)= pi〈b〉3bˆ∫
R2
〈〈v〉〉∂s µ˜
(〈b〉〈〈v〉〉, v2, v3)dv2 dv3.
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This proves Claim 2. 2
Now the assumption (61) means that there exists bˆ ∈ (−1,1) such that (74) holds. Therefore
we conclude as before that there are points in the upper half plane whereZ(z) is real and positive.
Thus (58) has a solution Imz > 0, k2 > 0.
For the (1 12 )-dimensional case, Theorem 4 trivially specializes as follows:
COROLLARY 1. – For (1 12D), assume µ± = µ±(e, v2) with v3 ≡ 0. Then Theorem 4 is valid
provided all the integrals with respect to v3 are omitted.
In the rest of this paper, in order to fit the analysis into the 1 12D model (1) and (2), we will use
a special case of Theorem 4(b), as follows:
COROLLARY 2. – Assume µ= µ+ +µ− = ν˜(〈v〉, v2) where v ∈R2 and 〈v〉2 = 1+ v21 + v22 .
If (
2pi
P0
)2
=
∫
R2
vˆ2∂2ν˜
(〈v〉, v2)dv > 0,(75)
then µ is formally magnetically unstable. There are growing modes of period P > P0 for any
P > P0 where P0 is given in (75).
Proof. – This is the special case with b = 0. It is elementary to verify that the complex
function W(z) = Z(z)/(1 − z2) with Z(z) defined below (65) but without the v3 integration,
takes {z: Re z= 0, Im z > 0} continuously into R and satisfies
lim
σ→0W(iσ)= (2pi/P0)
2, lim
σ→∞W(iσ)= 0.
Therefore, for all P > P0, there exists ω= iσ such that σ > 0 andW(iσ)= (2pi/P)2. Thus there
is an exponential solution (42) with k = 2pi/P . 2
Note how the condition P > P0 precisely contrasts with the stability condition of Theorem 3.
4. Linearization
We now consider the 1 12 D system (1) and (2). A homogeneous equilibrium takes the form
f± = µ±(v) with E1 = E2 = B = 0. We require the neutrality condition (3). Later we will
assume this equilibrium µ± is magnetically linearly unstable in the sense of Section 3. The
linearized system around µ is (76):
∂t δf± + vˆ1∂xδf± ±
(
δE1 + vˆ2δB
)
∂v1µ± ±
(
δE2 − vˆ1δB
)
∂v2µ± = 0,
∂t δE1 =−j1 =−
∫
vˆ1[δf+ − δf−]dv, ∂t δB =−∂xδE2,(76)
∂t δE2 + ∂xδB =−j2 =−
∫
vˆ2[δf+ − δf−]dv
with the constraint
∂xδE1 =
∫
[δf+ − δf−]dv.(77)
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We define the linear operator:
L

δf+
δf−
δE1
δE2
δB
=

vˆ1∂xδf+ + (∂v1µ+)δE1 + (∂v2µ+)δE2 + (vˆ2∂v1µ+ − vˆ1∂v2µ+)δB
vˆ1∂xδf− − (∂v1µ−)δE1 − (∂v2µ−)δE2 − (vˆ2∂v1µ− − vˆ1∂v2µ−)δB
− ∫ vˆ1(δf+ − δf−)dv
− ∫ vˆ2(δf+ − δf−)dv− ∂xδB
−∂xδE2
 .(78)
We will use the L1 norm on all components. We also define:
N

f+ −µ+
f− −µ−
E1
E2
B
=

∓(E1 + vˆ2B)∂v1(f± −µ±)∓ (E2 − vˆ1B)∂v2(f± −µ±)
0
0
0
 .(79)
Denoting by u= [f+(t), f−(t),E1(t),E2(t),B(t)] the solution to the nonlinear system (1), we
then have from the Duhamel principle:
u(t)− ν = e−Lt(u(0)− ν)+ t∫
0
e−L(t−τ )N (u(τ)− ν)dτ,(80)
where the equilibrium is
ν = [µ+,µ−,0,0,0].(81)
We split L=A+K where
A=

vˆ1∂x 0 0 0 0
0 vˆ1∂x 0 0 0
−I1 I1 0 0 0
−I2 I2 0 0 −∂x
0 0 0 −∂x 0
(82)
and
K =

0 0 ∂v1µ+ ∂v2µ+ ∂θµ+
0 0 −∂v1µ− −∂v2µ− −∂θµ−
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,(83)
where ∂θ = vˆ2∂v1 − vˆ1∂v2 and Ii(g)=
∫
vˆig dv.
LEMMA 2. – Assume µ± satisfies (3) and 〈v〉∇vµ± ∈ L1(R2). Then Ke−tAK is a compact
operator on L1 for all t > 0.
Proof. – By RP we mean the circle parametrized by 0 6 x < P . By L1 we mean L1 =
L1(RP × R2) × L1(RP × R2) × L1(RP ) × L1(RP ) × L1(RP ). Note that e−tA and K are
bounded operators on L1. Denote w(t) = e−tAKw] where w] = [f ]±,E],B]] and w(t) =
[δf±(t), δE(t), δB(t)]. Then w(t) solves:
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(∂t + vˆ1∂x)δf± = 0,(84)
∂t δE1 =−
∫
vˆ1(δf+ − δf−)dv, ∂t δB =−∂xδE2,(85)
∂t δE2 =−
∫
vˆ2(δf+ − δf−)dv− ∂xδB(86)
with initial conditions
δf±(0)=±(∂v1µ±)E]1 ± (∂v2µ±)E]2 ± (∂θµ±)B],(87)
δE1(0)= δE2(0)= δB(0)= 0.(88)
We follow [6] or [18] to represent the solution of (85) and (86) as
δE2(t, x)=−
t∫
0
[
j2(τ, x − t + τ )+ j2(τ, x + t − τ )
]
dτ,(89)
δB(t, x)=−
t∫
0
[
j2(τ, x − t + τ )− j2(τ, x + t − τ )
]
dτ.(90)
By (84),
j2(t, x)=
∫
vˆ2(δf+ − δf−)dv =
∫
vˆ2
[
δf+(t, x − t vˆ1, v)− δf−(t, x − t vˆ1, v)
]
dv.
By (89),
∂xδE2(t, x)=−
t∫
0
∂x
[
j2(τ, x + t − τ )+ j2(τ, x − t + τ )
]
dτ,
∂xδB(t, x)=−
t∫
0
∂x
[
j2(τ, x + t − τ )− j2(τ, x − t + τ )
]
dτ.
Each of ∂xδE2 and ∂xδB have four terms, a typical one of which is
I+(t, x)=
t∫
0
∂x
∫
vˆ2δf+(τ, x − t + τ, v)dv dτ
=
t∫
0
∫
vˆ2
1− vˆ1 (T+ − S)δf+(τ, x − t + τ, v)dv dτ(91)
=
∫
vˆ2
1− vˆ1
[
δf+(t, x, v)− δf+(0, x − t, v)
]
dv,
where T+(δf+) = (∂t + ∂x)(δf+), and S(δf+) = (∂t + vˆ1∂x)δf+ = 0, following [18]. But
δf+(t, x, v)= δf+(0, x − t vˆ1, v) is given by (87). Thus
I+(t, x)=
∫
vˆ2
1− vˆ1
{
∂v1µ+
[
E
]
1(x − t vˆ1)−E]1(x − t)
]
+ ∂v2µ+
[
E
]
2(x − t vˆ1)−E]2(x − t)
]+ ∂θµ+[B](x − t vˆ1)−B](x − t)]}dv.
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We use the inequalities | vˆ21−vˆ1 |6 〈v〉 and
∫ 〈v〉|∇vµ+|dv <+∞ to obtain:∫ ∣∣I+(t, x)∣∣dx 6 C(∣∣E]∣∣1 + ∣∣B]∣∣1).
Thus ∣∣∂xδE(t)∣∣1 + ∣∣∂xδB(t)∣∣1 6 C(∣∣E]∣∣1 + ∣∣B]∣∣1).
Now
∂xKw(t)=

±(∂v1µ±)∂xδE1(t)± (∂v2µ±)∂xδE2(t)± (∂θµ±)∂xδB(t)
0
0
0

so that ∣∣∂xKw(t)∣∣1 6 C(∣∣∂xδE(t)∣∣1 + ∣∣∂xδB(t)∣∣1)6 C(∣∣E]∣∣1 + ∣∣B]∣∣1)
since ∇vµ ∈L1. Therefore w]→Ke−tAKw] =Kw(t) is a compact linear operator. 2
We defineK to beA-smoothing ifK is a bounded linear operator and there is a positive integer
l such that Ket1A, . . . ,KetlA is a compact operator and is a continuous function of (t1, t2, . . . , tl)
for t1 > 0, . . . , tl > 0 with operator values.
COROLLARY 3. – K is A-smoothing.
Proof. – We take l = 2 and observe that Ke−t1AKe−t2A is the product of a compact operator
and a bounded operator. 2
Now we can use the following lemma from functional analysis:
LEMMA 3. – Let Y be a Banach space and A be a linear operator that generates a strongly
continuous semigroup on Y such that ‖e−tA‖ 6Meαt for all t > 0. Let K be a A-smoothing
operator from Y to Y . Then A+K generates a strongly continuous semigroup e−t (A+K), and
the spectrum of (−A − K) in {Reλ > δ} consists of a finite number of eigenvalues of finite
multiplicity for every δ > α. These eigenvalues can be labeled by
Reλ1 >Reλ2 > · · ·> Reλn > δ.
Furthermore, for every Λ> Reλ1, there is a constant CΛ such that∥∥e−t (A+K)∥∥
L(Y,Y )
6CΛeΛt .
For the proof see [24] or [22].
LEMMA 4. – Assume the conditions of Lemma 2. Then for all δ > 0, the spectrum of −L
in {Reλ > δ} consists of a finite number of eigenvalues of finite multiplicity. If λ1 denotes the
eigenvalue with the maximal real part, and Λ > max{0,Reλ1}, then there exists CΛ > 0 such
that ∥∥e−tLu0∥∥1 6 CΛeΛt‖u0‖1.
Proof. – We apply the previous lemma to the space Y = L1 and the operator L=A+K given
by (82) and (83). We may take any δ > 0. 2
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LEMMA 5. – Let Ξ be an eigenvector of −L with its eigenvalue λ that satisfies Reλ > 0. If
λ is not real, then there is a constant ζ > 0 such that for all t > 0 we have:∥∥e−Lt (ImΞ)∥∥1 > ζ eReλt‖ImΞ‖1 > 0.
Proof. – We prove it by contradiction. Notice that
e−Lt
(
ImΞ
)= Im(e−LtΞ)= eReλt(sin[Imλt]ReΞ + cos[Imλt]ImΞ).
If the lemma were false, by passing through a convergent subsequence of sin[Imλtn], and
cos[Imλtn] with n→∞, we would have aImΞ + bReΞ = 0, with a2 + b2 = 1. Therefore
either ImΞ or ReΞ would be a real eigenvector and λ would be real, a contradiction. 2
Next we study the regularity of the eigenfunctions.
LEMMA 6. – Assume (3) and 〈v〉l∇mv µ± are bounded and continuous for some l > 3 and
m= 0,1,2. Let λ be an eigenvalue with real part Reλ > 0 and let Ξ = [f •+, f •−,E•1 ,E•2 ,B•] be
the corresponding eigenfunction in L1 for the linearized operator −L. Then 〈v〉l (|f •±| + |∂f •±|)
is bounded and Ξ ∈ C1.
Proof. – Since Ξ is an eigenfunction of −L with eigenvalue λ, we have (92):
vˆ1∂xf
•± ±
(
E•1 + vˆ2B•
)
∂v1µ± ±
(
E•2 − vˆ1B•
)
∂v2µ± =−λf •±,
j1 =
∫
vˆ1
(
f •+ − f •−
)
dv =−λE•1,
j2 + ∂xB• = −λE•2,(92)
∂xE
•
2 =−λB•,
∂xE
•
1 =
∫ (
f •+ − f •−
)
dv.
By the last equation, it follows that E•1 ∈W 1,1 ⊂ C0 in one dimension. Combining the third and
the fourth equations, we obtain
∂xj2 =
(−∂2x + λ2)B•,(93)
where Reλ > 0. All the functions have period P in the variable x . Since j2 ∈L1, it follows from
the elliptic theory in 1D that B•,E•2 ∈W 1,1 ⊂ C0.
On the other hand, from the first equation in (92), we can represent f •± as:
f •±(x, v)=−
∞∫
0
e−t vˆ1∂x−tλg±(x, v)dt =
∞∫
0
e−tλg±(x − t vˆ1, v)dt,(94)
where the source term is given by
g±(x, v)≡±
(
E•1 + vˆ2B•
)
∂v1µ± ±
(
E•2 − vˆ1B•
)
∂v2µ±.
Since 〈v〉l∇vµ± ∈ L∞ and Reλ > 0, we deduce that g± ∈ C0, f •± ∈ C0 and |v|lf •± is bounded.
It follows from (92) that E•1 ∈ C1, j2 ∈ C0 and B•,E•2 ∈ C1 from (93). Hence g±(x, v) ∈ C1
and |v|l∇g± are bounded. Again from (94) we have f •± ∈ C1 and the lemma follows. 2
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We now prove a pointwise estimate on the eigenfunction, which subsequently will ensure the
positivity of the perturbed initial data.
LEMMA 7. – Let λ be an eigenvalue with Reλ > 0 andΞ be the corresponding eigenfunction
in L1 for the linearized operator −L. If
|∇µ±|6 Cµ±,(95)
then there exists constant C1 such that∣∣f •±(x, v)∣∣6 C1µ±(v).
Proof. – Dividing the first equation in (92) by µ±, we get
vˆ1∂xS± ±
(
E•1 + vˆ2B•
)∂v1µ±
µ±
± (E•2 − vˆ1B•)∂v2µ±µ± =−λS±,
where S± ≡ f •±/µ±. Therefore we obtain
S± =
∞∫
0
e−t vˆ1∂x e−tλh±(x, v)dt
with the source term q± = ±(E•1 + vˆ2B•)∂v1µ±/µ± ± (E•2 − vˆ1B•)∂v2µ±/µ±. By the
assumption (95), we have q± ∈L∞. Hence S± is bounded and the lemma follows. 2
The following lemma gives an improved bound for a cutoff eigenfunction under more general
conditions on µ.
LEMMA 8 (Approximate eigenfunctions). – Let λ and Ξ be as in Lemma 7. Assume the
conditions for µ± in Lemma 6 hold. Let h(s) > 0 be an increasing function of s with h(∞)=∞.
Assume there are constants C2 and m> 0 such that:∣∣∇vµ±(v)∣∣6 C2h(|v|)µ±(v),(96)
µ±(v)= o
(
h′(|v|)
|v|h(|v|)2+m
)
as |v| →∞.(97)
Then there exist δ0 > 0 and a constant C∗ such that for each 0< δ < δ0, there is an approximate
eigenfunctionΞδ = [f •δ± ,E•δ,B•δ] such that:
δ
∣∣f •δ± (x, v)∣∣6 µ±(v),(98) ∥∥Ξδ −Ξ∥∥1 6 δm,(99)
P∫
0
∫
R2
(
f •δ+ − f •δ−
)
dv dx = 0,(100)
∂xE
•δ
1 =
∫
R2
(
f •δ+ − f •δ−
)
dv,(101)
∥∥〈v〉Im f •δ± ∥∥1,1 + ∣∣ImE•δ∣∣1,∞ + ∣∣ImB•δ∣∣1,∞ 6 C∗‖ImΞ‖1,(102) ∥∥〈v〉Re f •δ± ∥∥1,1 + ∣∣ReE•δ∣∣1,∞ + ∣∣ReB•δ∣∣1,∞ 6 C∗‖ReΞ‖1.(103)
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Proof. – Repeating the proof of Lemma 7 with S± = f •±/(hµ±), we find that∣∣f •±(x, v)∣∣6 C3h(|v|)µ±(v),
where C3 depends on |E•|∞ + |B•|∞, thanks to assumption (96).
Given any δ > 0, define w by δ = [2C3h(w + 1)]−1. Let η(|v|) be a smooth cut-off function
such that η(|v|) = 1 for |v| 6 w and η(|v|) = 0 for |v| > w + 1. Then δη(|v|)|f •±(x, v)| 6
1
2µ±(v) since h is increasing. This inequality will lead to (98). Now from (97), we have:∫
|v|>w
h
(|v|)µ±(v)dv = o{ ∫
|v|>w
h′(|v|)
[h(|v|)]1+m d|v|
}
= o
{
1
[h(w)]m
}
= o(δm)
as δ→ 0. Hence
P∫
0
∫
R2
∣∣(1− η)f •±∣∣dv dx 6 P∫
0
∫
|v|>w
∣∣f •±∣∣dx dv 6 C ∫
|v|>w
h
(|v|)µ±(v)dv = o(δm)
for sufficiently large w. This inequality will lead to (99).
In order to satisfy (100), we choose 06Q(v) ∈ C∞0 (R2) and P
∫
Q(v)dv = 1. We define
f •δ+ = ηf •+ + aQ, f •δ− = ηf •−,
where a ∈C is chosen so that
P∫
0
∫
R2
(
f •δ+ − f •δ−
)
dv dx = a +
P∫
0
∫
R2
η
(
f •+ − f •−
)
dv dx = 0.
Hence
|a| =
∣∣∣∣∫ ∫ η(f •+ − f •−)dx dv∣∣∣∣= ∣∣∣∣∫ ∫ (1− η)(f •+ − f •−)dx dv∣∣∣∣= o(δm).
Inequality (98) follows for δ sufficiently small, and so does the estimate ‖f •δ − f •‖1 = o(δm).
We define E•δ1 to satisfy
∂xE
•δ
1 =
∫
R2
(
f •δ+ − f •δ−
)
dv
with
∫ P
0 E
•δ
1 dx =
∫ P
0 E
•
1 dx . Hence∣∣E•δ1 −E•1∣∣1 6 C∣∣∂x(E•δ1 −E•1)∣∣1 = o(δm).
We finally define Ξδ = [f •δ+ , f •δ− ,E•δ− ,E•2,B•]. Then (99), (102) and (103) follow easily from
our construction because of Lemma 6. 2
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5. Bootstrapping
This section contains the key lemma that estimates the proximity of the solutions of the (1 12 D)
system to equilibrium. Assuming an estimate at later times that a solution is close to equilibrium
in L1, we prove that the first derivatives also are close to equilibrium.
LEMMA 9. – Let ν = [µ+(v),µ−(v),0,0,0] be a steady state such that 〈v〉∇mv µ± ∈L1(R2)
for m= 0,1,2. Let u(t)= [f±(t),E1(t),E2(t),B(t)] be a W 1,∞ solution with 〈v〉f±(t) ∈W 1,1
to the (1 12 )-dimensional Vlasov–Maxwell system (1) and (2) with period P , which satisfies the
conditions of Theorem 5(a) below and∥∥〈v〉(f±(0)−µ±)∥∥1,1 + ∣∣E(0)∣∣1,∞ + ∣∣B(0)∣∣1,∞ 6 δ,(104)
and ∥∥u(t)− ν∥∥
L1 6 C0δe
ωt(105)
with ω > 0 and t 6 T . Then there exist D > 0 and θ > 0, depending only on C0 and ω, such that∥∥〈v〉(f±(t)−µ±)∥∥1,1 + ∣∣E(t)∣∣1,∞ + ∣∣B(t)∣∣1,∞ 6Dδeωt ,(106)
for t in the interval [0,min{T , 1
ω
ln θ
δ
}]. Here the space variable is taken over the period [0,P ].
Proof. – Replacing δ by C0δ and θ by θ/C0, we may assume that C0 = 1.
Part (A): The Estimate of |E(t)|∞ and |B(t)|∞. We first estimate |E1(t)|∞. Recalling that
∂xE1 = ρ and ∂tE1 =−j1, we have E1(t)=E1(0)−
∫ t
0 j1(τ )dτ and
1
P
P∫
0
E1(t)dx = 1
P
{ P∫
0
E1(0)dx −
t∫
0
P∫
0
j1(τ )dτ dx
}
.
In j1 we can replace f± by f± −µ±. Therefore∣∣∣∣∣ 1P
P∫
0
E1(t)dx
∣∣∣∣∣6
∣∣∣∣∣ 1P
P∫
0
E1(0)dx
∣∣∣∣∣+ 1P
t∫
0
∥∥f±(τ )−µ±∥∥1 dτ 6 Cδeωt
by (105). Hence from the 1D Sobolev inequality and (105) we have:
∣∣E1(t)∣∣∞ 6 ∣∣j1(t)∣∣1 +
∣∣∣∣∣ 1P
P∫
0
E1(t)dx
∣∣∣∣∣6Cδeωt .(107)
Next we estimate |E2|∞ and |B|∞. We fix (t, x). By the representation formula from [6]
E2(t, x)= 12
[
E2(0, x − t)+E2(0, x + t)+B(0, x − t)+B(0, x + t)
]
− 1
2
t∫
0
[
j2(τ, x − t + τ )+ j2(τ, x + t − τ )
]
dτ,(108)
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B(t, x)= 1
2
[
E2(0, x − t)−E2(0, x + t)+B(0, x − t)+B(0, x + t)
]
− 1
2
t∫
0
[
j2(τ, x − t + τ )− j2(τ, x + t − τ )
]
dτ.(109)
Since |vˆ2|6 〈v〉 ∓ v1, we get∣∣E2(t, x)∣∣+ ∣∣B(t, x)∣∣6 2(∣∣E2(0)∣∣∞ + ∣∣B(0)∣∣∞)
+ 2
∑
±
t∫
0
∫
R2
(〈v〉 ∓ v1)|f+(τ, x ± (t − τ ), v)−µ+(v)|dv dτ(110)
+ 2
∑
±
t∫
0
∫
R2
(〈v〉 ∓ v1)∣∣f−(τ, x ± (t − τ ), v)−µ−(v)∣∣dv dτ.
We now estimate the last two mantle integrals. It suffices to estimate only the f+ terms. Notice
that from the Vlasov equation in (1),{
∂t + vˆ1∂x +
(
E1 + vˆ2B
)
∂v1 +
(
E2 − vˆ1B
)
∂v2
}
(f+ −µ+)
(111)
=−(E1 + vˆ2B)∂v1µ+ − (E2 − vˆ1B)∂v2µ+.
Multiplying (111) by 〈v〉sgn|f+ −µ+|, we get:{
∂t + vˆ1∂x +
(
E1 + vˆ2B
)
∂v1 +
(
E2 − vˆ1B
)
∂v2
}{〈v〉|f+ −µ+|}
= (vˆ1E1 + vˆ2E2)|f+ −µ+|(112)
+ 〈v〉{−(E1 + vˆ2B)∂v1µ+ − (E2 − vˆ1B)∂v2µ+} sgn(f+ −µ+).
Integrating over the characteristic triangle yields
2−1/2
∑
±
t∫
0
∫
R2
(〈v〉 ∓ v1)∣∣f+(τ, x ± (t − τ ), v)−µ+(v)∣∣dv dτ
6
x+t∫
x−t
∫
R2
〈v〉∣∣f+(0, y, v)−µ+(v)∣∣dv dy + t∫
0
x+(t−τ )∫
x−(t−τ )
∑
i=1,2
|EiJi |(τ, y)dy dτ(113)
+
∫
〈v〉∣∣∇µ+(v)∣∣dv t∫
0
x+(t−τ )∫
x−(t−τ )
[∣∣E(τ, y)∣∣+ ∣∣B(τ, y)∣∣]dy dτ,
where Ji =
∫ |vˆi(f+ − µ+)|dv for i = 1,2. A similar estimate holds for the ‘−’ case. Notice
that from (104) and the periodicity,
x+t∫
x−t
∫
R2
〈v〉∣∣f+(0, y, v)−µ+(v)∣∣dv dy 6 C(1+ t)δ.
Combining (113) with (110) we obtain the L∞ bound:
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+C
t∫
0
∣∣E(τ)∣∣∞
x+(t−τ )∫
x−(t−τ )
∫
R2
∣∣f+(τ, y, v)−µ+(v)∣∣dv dy dτ
+C
t∫
0
x+(t−τ )∫
x−(t−τ )
[∣∣E(τ, y)∣∣+ ∣∣B(τ, y)∣∣]dy dτ.
But from the periodicity, we have:
x+(t−τ )∫
x−(t−τ )
∫
R2
∣∣f+(τ, y, v)−µ+(v)∣∣ dv dy + x+(t−τ )∫
x−(t−τ )
(∣∣E(τ, y)∣∣+ ∣∣B(τ, y)∣∣)dy
6 (C + t − τ )∥∥u(τ)− ν∥∥1 6 (C + t − τ )δeωt
by assumption (105) with C0 = 1. Thus, denoting φ(t)= |E(t)|∞ + |B(t)|∞, we have:
φ(t)6 C1δ(1+ωt)+ θ
t∫
0
(C2 + t − τ )φ(τ )dτ
so long as δeωt 6 θ . Let D and θ be chosen so that D > 2C1 and θ 6 ω2 (C2+ω−1)−1. We claim
that
φ(t)6Dδeωt
in the interval where δeωt 6 θ.
Proof of the claim: Within the interval where
δeωt 6 θ and φ(t) < Dδeωt ,(114)
we have
φ(t) < C1δe
ωt + θ
t∫
0
(C2 + t − τ )Dδeωτ dτ
< C1δe
ωt + θDδ
(
C2
ω
+ 1
ω2
)
eωt ,
since
t∫
0
(C2 + t − τ )eωτ dτ = C2
ω
eωt − C2 + t
ω
+ 1
ω2
(
eωt − 1)
< eωt
(
C2
ω
+ 1
ω2
)
.
Thus from the choices of D and θ , we deduce that
φ(t) <
1
2
Dδeωt + θDδeωt /(2θ)=Dδeωt .
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Thus φ(t) always remains in the interval (114) provided that δeωt 6 θ . This proves the claim. 2
Therefore, we deduce that ∣∣E(t)∣∣∞ + ∣∣B(t)∣∣∞ 6Dδeωt 6Dθ(115)
as long as δeωt 6 θ .
Part (B): The Estimate of ‖〈v〉(f± − µ±)‖1 + |∂xE|1 + |∂xB|1. By integrating (112) over
[0,P ] ×R3, we obtain
∥∥〈v〉(f+(t)−µ+)∥∥1 6 ∥∥〈v〉(f+(0)−µ+)∥∥1 +
t∫
0
∣∣E(τ)∣∣∞∥∥f+(τ )−µ+∥∥1 dτ
(116)
+C
t∫
0
[∣∣E(τ)∣∣1 + ∣∣B(τ)∣∣1]dτ 6Cδeωt
by (104), (105) and (115). Furthermore, it is easy to estimate ∂xE1 as follows. Since ∂xE1 = ρ,
we have
|∂xE1|1 = |ρ|1 6 ‖f −µ‖1 6 Cδeωt
by (105).
In order to estimate ∂xE2 and ∂xB , we take the derivative of (108) and (109). Thus it suffices
to estimate the L1 norm of the typical term
∂x
t∫
0
j2+(τ, x − t + τ )dτ
=
t∫
0
∫
R2
vˆ2
1− vˆ1 (T+ − S)
[
f+(τ, x − t + τ, v)−µ+(v)
]
dv dτ
(117)
=
∫
R2
vˆ2
1− vˆ1
(
f+(t, x, v)−µ+(v)
)
dv −
∫
R2
vˆ2
1− vˆ1
(
f+(0, x − t, v)−µ+(v)
)
dv
−
t∫
0
∫
R2
∇v
(
vˆ2
1− vˆ1
)
(E + vˆ ×B)f+(τ, x − t + τ, v)dv dτ
as in Lemma 3 of [6], where T+ = ∂t + ∂x and S = ∂t + vˆ1∂x . Taking the spatial L1 norm of
(117), we get∣∣∂xE2(t)∣∣1 + ∣∣∂xB(t)∣∣1 6 C∥∥〈v〉(f (t)−µ)∥∥1 +C∥∥〈v〉(f (0)−µ)∥∥1
+C
t∫
0
(∣∣E(τ)∣∣∞ + ∣∣B(τ)∣∣∞)∥∥〈v〉f (τ)∥∥1 dτ
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since | vˆ21−vˆ1 | + |∇v(
vˆ2
1−vˆ1 )|6C〈v〉. Thus by (117), (104) and (115) we have:
∣∣∂xE(t)∣∣1 + ∣∣∂xB(t)∣∣1 6 Cδeωt +C
t∫
0
δeωτ
∥∥〈v〉f (τ)∥∥1 dτ.
Finally in the last integrand we write∥∥〈v〉f (τ)∥∥1 6 ∥∥〈v〉µ∥∥1 + ∥∥〈v〉(f (τ)−µ)∥∥1 6 C
by (116) provided δeωt 6 θ . This proves (B).
Part (C): The Estimate of |∂xE|∞ + |∂xB|∞ + ‖〈v〉∇(f −µ)‖1. First of all, since ∂xE1 = ρ,
it follows from the Sobolev inequality that
|∂xE1|∞ = |ρ|∞ 6 |ρ|1 + |ρx |1 ≤ δeωt +
∥∥∂x(f±(t)−µ±)∥∥1.
To estimate |∂xE2|∞ and |∂xB|∞, we take the L∞ norm of the typical term (117), omitting the
subscripts ±.∣∣∂xE2(t)∣∣∞ + ∣∣∂xB(t)∣∣∞ 6 sup
x
∫
〈v〉∣∣f (t)−µ∣∣dv + sup
x
∫
〈v〉∣∣f (0)−µ∣∣dv
+C
t∫
0
(∣∣E(τ)∣∣∞ + ∣∣B(τ)∣∣∞) sup
x
∫
〈v〉f (τ, x, v)dv.
The first term on the right side is bounded by∥∥〈v〉(f (t)−µ)∥∥1 + ∥∥〈v〉∂x(f (t)−µ)∥∥1
by the Sobolev inequality. The second term is bounded by Cδeωt by (104). In the last term we
split f = µ+ (f −µ) and use the Sobolev inequality, (117) and (115) to obtain the bound
C
t∫
0
δeωτ
(
1+ ∥∥〈v〉∂x(f (τ)−µ)∥∥1)dτ.
Thus ∣∣∂xE(t)∣∣∞ + ∣∣∂xB(t)∣∣∞ 6Cδeωt +C∥∥〈v〉∂x(f (t)−µ)∥∥1(118)
+C
t∫
0
δeωt
∥∥〈v〉∂x(f (τ)−µ)∥∥1 dτ.
In order to estimate ‖〈v〉∂x (f −µ)‖1, we take the x-derivative of (111) to obtain{
∂t + vˆ1∂x +
(
E1 + vˆ2B
)
∂v1 +
(
E2 − vˆ1B
)
∂v2
}
∂x(f+ −µ+)
(119)
=−(∂xE1 + vˆ2∂xB)∂v1f+ + (∂xE2 − vˆ1∂xB)∂v2f+.
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Multiplying (119) by 〈v〉 sgn[∂x(f+−µ+)] and integrating over v ∈R2 and x ∈ [0,P ], we obtain
the following estimate. The left side of (119) gives
∂t
∫ ∫
〈v〉∣∣∂x(f+ −µ+)∣∣dv dx − ∫ ∫ (vˆ ·E)∣∣∂x(f+ −µ+)∣∣dv dx,
where the latter term is bounded by Cθ‖∂x(f −µ)‖1 because of (115). In the right side of (119)
we split f = µ+ (f −µ) to get the bound
C
(|∂xE|1 + |∂xB|1)+C(|∂xE|∞ + |∂xB|∞)∥∥〈v〉∇v(f −µ)∥∥1.
Thus we have from part (B)
∂t
∥∥〈v〉∂x(f −µ)∥∥1 6Cθ∥∥∂x(f −µ)∥∥1 +Cδeωt(120)
+C(|∂xE|∞ + |∂xB|∞)∥∥〈v〉∇v (f −µ)∥∥1.
In order to estimate ‖〈v〉∇v(f − µ)‖1, we take either v-derivative of (111) to obtain (for
j = 1,2) [
∂t + vˆ1∂x +
(
E1 + vˆ2B
)
∂v1 +
(
E2 − vˆ1B
)
∂v2
]
∂vj (f+ −µ+)
=−∂vˆ2
∂vj
B∂v1f+ +
∂vˆ1
∂vj
B∂v2f+ −
∂vˆ1
∂vj
B∂x(f+ −µ+)(121)
− (E1 + vˆ2B)∂vj v1µ+ − (E2 − vˆ1B)∂vj v2µ+.
When we multiply (121) by 〈v〉 sgn[∂vj (f+ − µ+)] and integrate, we obtain the following
estimate. The left side of (121) gives
∂t
∫ ∫
〈v〉∣∣∇v(f −µ)∣∣dv dx − ∫ ∫ (vˆ ·E)∣∣∇v(f −µ)∣∣dv dx,
where the latter term is bounded by Cθ‖∇v(f − µ)‖1 using (115). The first two terms on the
right side of (121) give
|B|∞‖∇vf ‖1 6 |B|∞
(‖∇vµ‖1 + ∥∥∇v(f −µ)∥∥1)6 Cδeωt (1+ ∥∥∇v(f −µ)∥∥1)
by (115) and boundedness of 〈v〉∇(vˆ). The third term in (121) is bounded by C‖∂x(f −µ)‖1 by
(115). The fourth and fifth terms on the right side of (121) give
C
(|E|1 + |B|1)6 Cδeωt
by (105) and the assumption that ∫ 〈v〉|∇2vµ|dv <∞. Thus we obtain:
∂t
∥∥〈v〉∇v(f −µ)∥∥1 6 Cδeωt +C∥∥∂x(f −µ)∥∥1 +Cθ∥∥∇v(f −µ)∥∥1.(122)
Now substituting (118) into (120) we obtain:
∂t
∥∥〈v〉∂x (f −µ)∥∥1
6 Cθ
∥∥∂x(f −µ)∥∥1 +Cδeωt(123)
+C
{
θ + ∥∥〈v〉∂x(f −µ)∥∥1 + θ
t∫
0
∥∥〈v〉∂x(f −µ)∥∥1 dτ
}∥∥〈v〉∇v(f −µ)∥∥1
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so long as δeωt 6 θ. Let
T ∗ = sup{S: S 6 T , δeωS 6 θ and ∥∥〈v〉∇(f (t)−µ)∥∥1 6Dδeωt for 06 t 6 S},
where ∇ denotes (∂x, ∂v1, ∂v2) and D and θ will be chosen later with 4θ 6 1. The symbol C
continues to denote a generic constant independent of D and θ . In the interval [0, T ∗] we have
from (123)
∂t
∥∥〈v〉∂x(f (t)−µ)∥∥1 6 CθDδeωt +Cδeωt +C{θ +Dδeωt + θDδeωt}Dδeωt .
Hence with a different constant C,∥∥〈v〉∂x (f (t)−µ)∥∥1 6 Cδeωt{1+ θD2 + θ}(124)
since δeωt 6 θ 6 1. This is substituted into the second term on the right side of (122) to obtain:
∂t
∥∥〈v〉∇v(f (t)−µ)∥∥1 6Cδeωt{1+ θ + θD2}(125)
in the interval [0, T ∗]. We integrate (125) and add it to (124) to obtain:∥∥〈v〉∇(f (t)−µ)∥∥1 6 C5δeωt{1+ θ + θD2}(126)
in [0, T ∗]. We choose C5 > 1,D = 3C5 and 0< θ < (2+ 18C25)−1. Then (126) implies∥∥〈v〉∇(f (t)−µ)∥∥1 6 12Dδeωt(127)
in [0, T ∗]. Hence
T ∗ =min
{
T ,
1
ω
ln(
θ
δ
)
}
.
Thus (C) follows from (127) and (118). 2
6. Nonlinear instability
We first sketch the well-posedness theorems required in the body of the paper. We begin with
the 1 12 D system given by (1) and (2) on the whole line and then continue with the electric
system (9).
THEOREM 5. – (a) Let f 0± ∈W 1,∞(x×R2), f 0± > 0, 〈v〉lf 0± ∈ L∞(x×R2) for l > 3,E0,
B0 ∈W 1,∞(x), for every bounded open set x ∈ R and ∂xE01 =
∫
(f 0+ − f 0−)dv. Then there
exists a unique solution [f+, f−,E1,E2,B] to (1), (2) with initial data [f 0+, f 0−,E01,E02 ,B0]
such that, for any bounded open sets x ⊂ R and t ⊂ R, 0 6 f± ∈ W 1,∞(t × x × R2),
〈v〉lf± ∈ L∞(t ;L∞(x ×R2), E and B ∈W 1,∞(t ×x).
(b) Let f 0±(x, v1, v2) = f 0±(x, v1,−v2). Let f 0± ∈ W 1,∞(RP × R2), f 0± > 0, 〈v〉lf 0± ∈
L∞(RP ×R2) for some l > 2, E01 ∈W 1,∞(RP ),
P∫
0
∫
R2
(
f 0+ − f 0−
)
dv dx = 0, ∂xE01 =
∫
R2
(
f 0+ − f 0−
)
dv.
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Then there exists unique solution to (9) and (10), of period P in x , with initial data [f 0+, f 0−,E01 ]
such that for any bounded open set t ⊂ R, f± ∈W 1,∞(t × RP × R2), 〈v〉l f± ∈ L∞(t ×
RP ×R2), and E1 ∈W 1,∞(t ×RP ).
Remark. – Greater regularity can be obtained with extra assumptions on the initial data.
Proof of (a). – It was already shown in [18] that f± have locally bounded variation.
Furthermore there is an a priori estimate of E and B in W 1,∞loc and on 〈v〉l f± in L∞loc. We merely
need to supplement the proof in [16] by obtaining an a priori estimate for ∂f in L∞loc.
We take derivatives of the Vlasov equation with respect to x, v1 and v2 to obtain
L±∂xf± =∓
(
∂xE + vˆ × ∂xB
) · ∇vf±,
L±∂v1f± =−
1+ v22
〈v〉3 ∂xf± ∓
∂(vˆ)
∂v1
×B · ∇vf,
L±∂v2f± =−
v1v2
〈v〉3 ∂xf± ∓
∂(vˆ)
∂v2
×B · ∇vf,
where L± = ∂t + vˆ1∂x ± (E + vˆ ×B) · ∇v . Let us also denote
‖∂f ‖∞,A =
∑
±
sup
|x|6A,v∈R2
∫ (|∂xf±| + |∇vf±|)dv dx.
Then these equations directly lead to the local L∞ estimate∥∥∂f (t)∥∥∞,A 6 ∥∥∂f (0)∥∥∞,A+t
+C
t∫
0
(
1+ ∣∣∂xE(τ)∣∣∞,A+t−τ + ∣∣∂xB(τ)∣∣∞,A+t−τ )∥∥∂f (τ )∥∥∞,A+t−τ dτ.
Since E and B are locally bounded in W 1,∞, Gronwall’s inequality implies the boundedness of
‖∂f (t)‖∞,A for bounded t and A. It follows from the equations that ‖∂tf±‖∞,A is also bounded.
The uniqueness proof is standard. 2
Proof of (b). – If l > 3, let u= [f+, f−,E1,E2,B] be the solution of the system (1 12 D) with
the initial data [f 0+, f 0−,E01,0,0]. Let fˇ±(t, x, v1, v2) = f±(t, x, v1,−v2). It is easy to verify
that [fˇ+, fˇ−,E1,−E2,−B] is another solution of (1 12 RVM) with the same initial data. By
uniqueness in (a), they are equal. Therefore f+ and f− are even functions of v2, andE2 ≡ B ≡ 0.
Thus the theorem is a special case of (a). On the other hand if 2 < l 6 3, we can directly prove
our theorem just as in (a) except that all the discussion of E2 and B can be eliminated. 2
We now are ready to carefully state the nonlinear magnetic instability. We take µ± of the form
(57), where µ˜± are even functions of v2.
THEOREM 6. – Let µ± satisfy (3), (4), (6), as well as either (8) or (96)–(97). Let ν =
[µ±(v),0,0,0]. Then there exist positive constants ε0 and C1 and a family of solutions
uδ(t)= [f δ±(t),Eδ1(t),Eδ2(t),Bδ(t)]
of (1) and (2) with f δ± > 0 defined for δ sufficiently small, such that∑
±
∥∥f δ±(0)−µ±∥∥1,1 + ∣∣Eδ(0)∣∣1,1 + ∣∣Bδ(0)∣∣1,1 6 δ
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and
sup
06t6C1| ln δ|
∥∥uδ(t)− ν∥∥1 > ε0.
Proof of Theorem 6. – By Corollary 2 in Section 3 and assumption (6), there exists an
eigenvalue of −L in the sense of (92) with positive real part. By Lemma 4 of Section 4 there is
an eigenvalue λ with largest positive real part. The period P is chosen according to Corollary 2.
In case λ is real we simply do not take the imaginary parts; but without loss of generality, we
will assume λ is not real. We choose Ξ = [f •+, f •−,E•1,E•2 ,B•] to be an eigenvector of −L with
eigenvalue λ. Since λ is not real, we can normalize
‖ImΞ‖1 = r ≡ C−1∗ > 0,(128)
where C∗ is defined in (102).
If we assume (8), we apply Lemmas 6 and 7 to obtain Ξδ = Ξ = [f •,E•,B•] with
|f •±(x, v)| 6 C1µ±(v). If we assume (96) and (97), we apply Lemma 8 to obtain Ξδ =
[f •δ,E•δ,B•δ] satisfying (98) to (102). By Theorem 5(a) of this section, we can choose the
family of solutions uδ(t, x, v) = [f δ±(t, x, v),Eδ(t, x),Bδ(t, x)] by specifying the initial data
uδ(0, x, v)= ν + δImΞδ . That is,
f δ±(0, x, v)= µ± + δImf •δ± (x, v), Eδ(0, x)= δImE•δ(x), Bδ(0, x)= δImB•δ.
To be specific, say we assume (96) and (97). Because of (98) in Lemma 8, f δ±(0, x, v)> 0 for all
x , v and for all sufficiently small δ. Notice that by (128) and (102),∥∥〈v〉(f δ(0)−µ)∥∥1,1 + ∣∣Eδ(0)∣∣1,∞ + ∣∣Bδ(0)∣∣1,∞ 6 δ,(129)
so that (104) is satisfied. Let uδ(t)= u(t)= [f+(t), f−(t),E(t),B(t)] denote the solution, where
we drop the superscript δ.
We write the nonlinear Vlasov–Maxwell system as in (80),
u(t)− ν = δe−Lt ImΞδ +
t∫
0
e−L(t−τ )N (u(τ)− ν)dτ,(130)
where L and N are defined in (78) and (79). We choose Λ such that
Reλ <Λ<min{1+m,2}Reλ,(131)
where m is given in Lemma 8. Let CΛ be the constant in Lemma 4 and ζ be the constant in
Lemma 5. We define S by
δeReλS = {ζ r/(2CΛ)}1/m.
Let
T = sup
{
s:
∥∥u(t)− ν − δe−Lt ImΞδ∥∥1 6 rζ4 δeReλt for 06 t 6 s
}
.(132)
So T > 0 and, for 06 t 6min{S,T },
∥∥e−Lt(ImΞ − ImΞδ)∥∥1 6 CΛeΛtδm 6 CΛeReλt{δeReλt}m 6 12ζ reReλt ,
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by Lemma 4, (99), (131) and our choice of S. Thus by (132)
∥∥u(t)− ν∥∥1 6 δeReλt‖ImΞ‖1 + δ2ζ reReλt + ζ4 δeReλt r 6 (1+ 3ζ/4)δeReλt r.(133)
Thus (105) is satisfied with ω = Reλ. Hence for such t , by Lemma 9, there exist D and θ > 0
such that if δeReλT ∗ = θ and 06 t 6min{T ,S,T ∗}, then∥∥〈v〉(f±(t)−µ±)∥∥1,1 + ∣∣E(t)∣∣1,∞ + ∣∣B(t)∣∣1,∞ 6DδeReλt .
We may assume θ 6 {ζ r/(2CΛ)}1/m so that T ∗ 6 S. Notice that from (79),∥∥N (u(t)− ν)∥∥1 6C{|E|∞ + |B|∞}∑
±
∥∥∇v(f±(t)−µ±)∥∥1.
Hence for such t , by Lemma 4 and (130),∥∥u(t)− ν − δe−Lt ImΞδ∥∥1
6C
t∫
0
eΛ(t−τ )
[∣∣E(τ)∣∣∞ + ∣∣B(τ)∣∣∞]∑
±
∥∥∇v(f±(τ )−µ±)∥∥1 dτ(134)
6C
t∫
0
eΛ(t−τ )
(
δeτReλ
)2 dτ 6 C2(δeReλt)2
since Λ < 2Reλ, with a constant C2 independent of θ , δ and t . Thus for 0 6 t 6 min{T ,T ∗},
we also have: ∥∥u(t)− ν∥∥1 > δ∥∥e−Lt ImΞδ∥∥1 − ∥∥u(t)− ν − δe−Lt ImΞδ∥∥1
> δ
∥∥e−Lt ImΞ∥∥1 − δ∥∥e−Lt(ImΞ − ImΞδ)∥∥1 −C2(δeReλt)2(135)
> 1
2
δrζ eReλt −C2
(
δeReλt
)2
,
by Lemma 5 in Section 4 and (128).
If T < T ∗, then by (134) with t = T , we have, by the definitions of T ∗ and θ ,
∥∥u(T )− ν − δe−LT ImΞδ∥∥1 6 C2(δeReλT )2 <C2(δeReλT )θ < ζ4 rδeTReλ
by also choosing 0 < θ < ζr/4C2. This contradicts (132). Therefore T ∗ 6 T . By (135) with
t = T ∗, we have∥∥u(T ∗)− ν∥∥1 > rζ2 δeReλT ∗ −C2(δeReλT ∗)2 = rζ2 θ −C2θ2 > rζ4 θ
since 0< θ < rζ/4C2. 2
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