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a b s t r a c t
In this paper, we discuss the strong convergence of the viscosity approximationmethod, in
Hilbert spaces, relatively to the computation of fixed points of operators in the wide class
of quasi-nonexpansivemappings. Our convergence results improve previously knownones
obtained for the class of nonexpansive mappings.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
LetH be a real Hilbert space endowedwith an inner product and its induced norm denoted by 〈., .〉 and | · |, respectively,
Ω a closed convex subset ofH , T : Ω → Ω a self-mapping onΩ with a fixed point set denoted by Fix(T ) := {x ∈ Ω; Tx =
x} 6= ∅, and C : Ω → Ω a contraction of modulus ρ ∈ [0, 1), i.e.,
|Cx− Cy| ≤ ρ|x− y| ∀x, y ∈ Ω. (1)
In this paper, we review the computation of fixed points of such general operators T , by means of the so-called viscosity
approximation method, which formally consists of the sequence (xn) ⊂ Ω given by the iteration (see [1–5])
xn+1 = αnCxn + (1− αn)Txn, (2)
where (αn) ⊂ (0, 1) is a slowly vanishing sequence, i.e., limn→∞ αn = 0 and∑n αn = ∞.
There is an extensive literature regarding the convergence analysis of (2), with several types of operator T , in the setting
of Hilbert spaces and Banach spaces. This procedure can be regarded as a regularization process for fixed point iterations
which is supposed to induce the convergence in norm of the iterates. Another advantage of this method is that it allows one
to select a particular fixed point of T which satisfies some variational inequality.
Recall for instance that one of the main convergence results related to (2) goes back to Moudafi [3] regarding the case
when T belongs to the class EN of nonexpansive mappings (with fixed points), i.e,
∀x, y ∈ Ω, |Tx− Ty| ≤ |x− y|.
It was proved in [3] (also see Xu [5]) that (2), under additional conditions on the slowly vanishing parameters (αn), generates
a sequence (xn) which converges strongly to the unique solution of the variational inequality problem VIP(I − C, Fix(T )):
find x∗ in Fix(T ) such that
∀v ∈ Fix(T ), 〈(I − C)(x∗), v − x∗〉 ≥ 0, (3)
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or equivalently
x∗ = (PFix(T ) ◦ C)(x∗), (4)
where PFix(T ) denotes themetric projection fromH onto Fix(T ) (see, e.g., [6] for more details on themetric projection). Note
that, as T is nonexpansive, Fix(T ) is well-known to be a closed and convex subset ofH , hence PFix(T ) is well-defined. Let us
mention that the method (2) was first considered with regard to the special case when C = u (u being any given element in
C), in 1967 by Halpern [1] (for u = 0) and in 1977 by Lions [2] (also see [4]).
Our purpose here is to we show how to ensure the strong convergence of the method (2) when the involving mapping T
belongs to the more general class EQ of (possibly discontinuous) quasi-nonexpansive mappings, i.e.,
∀(x, q) ∈ Ω × Fix(T ), |Tx− q| ≤ |x− q|,
which are operators commonly encountered in the literature.
In order to define our motivations, we recall some definitions of classes of operators often used in fixed point theory:
• T belongs to the set EFN of firmly nonexpansive mappings (with fixed points) if
∀x, y ∈ Ω, |Tx− Ty|2 ≤ |x− y|2 − |(x− y)− (Tx− Ty)|2;
• T belongs to the set EFQ of firmly quasi-nonexpansive mappings if
∀(x, q) ∈ Ω × Fix(T ), |Tx− q|2 ≤ |x− q|2 − |x− Tx|2.
It is easily observed that EFN ⊂ EN ⊂ EQ and that EFN ⊂ EFQ ⊂ EQ . Furthermore, EFN is well-known to include resolvents
and projection operators, while EFQ contains subgradient projection operators (see [7–9]). Note also that algorithm (2) and
many of its variants were discussed for solving (common) fixed points problems (and other closely related problems) in-
volving nonlinear operators even in general Banach spaces. It is worthwhile emphasizing that the only interesting strong
convergence results obtained (without restrictive assumptions such as demi-compactness) are concerned with the case of
continuous operators such as nonexpansive or strictly pseudocontractive ones, which are contained in the wide class of
demicontractive mappings (see [10–12]).
Definition 1.1. T : Ω → Ω is called strictly pseudocontractive onΩ if there exists a constant ν ∈ [0, 1) such that
∀(x, y) ∈ Ω ×Ω, |Tx− Ty|2 ≤ |x− y|2 + ν|x− y− (Tx− Ty)|2.
Definition 1.2. T : Ω → Ω is called demicontractive onΩ if there exists a constant β < 1 such that
∀(x, q) ∈ Ω × Fix(T ), |Tx− q|2 ≤ |x− q|2 + β|x− Tx|2. (5)
An operator satisfying (5) will be referred to as β-demicontractive. It is worth noting that the class of demicontractive
maps contains important classes of operators such as EFQ (firmly-quasinonexpansive maps) for β = −1, EQ (quasinonex-
pansive maps) for β = 0 and strictly pseudocontractive maps for β ∈ (0, 1).
Remark 1.1. Surprisingly, even the computation of fixed points of operators in the wide class of demicontractive mappings
can be easily reduced (by a simple relaxation process on the operator) to computing fixed points of quasi-nonexpansive
operators (as showing by Remark 1.2).
Remark 1.2. Let T be a β-demicontractive mapping onΩ with Fix(T ) 6= ∅ and set Tw := (1− w)I + wT forw ∈ (0,∞):
(e1) T β-demicontractive is equivalent to
〈x− Tx, x− q〉 ≥ (1/2)(1− β)|x− Tx|2 (∀(x, q) ∈ Ω × Fix(T )); (6)
(e2) Fix(T ) = Fix(Tw) ifw 6= 0;
(e3) Tw is quasinonexpansive forw ∈ [0, 1− β] and satisfies
|Twx− q|2 ≤ |x− q|2 − w(1− β − w)|Tx− x|2 (∀(x, q) ∈ Ω × Fix(T )); (7)
(e4) Fix(T ) is a closed convex subset ofH .
Note that (e1) is easily deduced from (5) together the following classical equality:
∀u, v ∈ H, 〈u, v〉 = −(1/2)|u− v|2 + (1/2)|u|2 + (1/2)|v|2, (8)
(e2) is obvious, (e3) is obtained from (6) and by
|Twx− q|2 = |x− q|2 − 2w〈x− q, x− Tx〉 + w2|Tx− x|2,
while (e4) is a straightforward consequence of (e2) and (e3) (see [13, Proposition 1], [14, Corollary 1]).
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To the best of our knowledge, there are no substantial convergence results related to the method (2) with operators
T which are not in EN but belongs to the class EQ , while this kind of operators appears naturally when using sub-gradient
projection operator techniques in solving convexly constrained problems [13,15,9]. This lack of results is probably due to the
fact that the convergence analysis of sequences (xn) generated by (2) is often based on the asymptotic stability of the iterates
(i.e., |xn+1 − xn| → 0), which is traditionally obtained from continuity assumptions regarding the involved operator T .
Motivated by these facts, we propose a new analysis of the viscosity approximation method in some framework which
takes into account the wide class of demicontractive operators. However for the reasons mentioned in Remark 1.1 and for
the sake of simplicity, we will restrict ourselves to the computation of fixed points of quasi-nonexpansive mappings.
Specifically, our attention will be focused on the following variant of algorithm (2):
xn+1 = αnCxn + (1− αn)Twxn, (9)
where (αn) is a slow vanishing sequence, w ∈ (0, 1], Tw := (1− w)I + wT (I being the identity mapping onΩ), with two
main conditions on T :
(i1) T ∈ EQ , i.e. |Tx− Tq| ≤ |x− q| for any (x, q) ∈ Ω × Fix(T );
(i2) T is demiclosed (see [16]) onΩ , that is
(zk) ⊂ Ω, zk ⇀ z weakly, (I − T )(zk)→ 0 strongly ⇒ z ∈ Fix(T ).
It is well-known that this latter property is satisfied for instance by nonexpansive and more general strictly pseudo-
contractive ones (see, e.g., [17,18]).
This paper establishes the strong convergence of the sequence given by (9) to the unique solution of (3) in the above
setting. No additional conditions are made on the operator T .
2. Preliminaries
In this section we give a series of preliminary results needed for the convergence analysis of algorithm (9).
Remark 2.1. Let Tw := (1 − w)I + wT , with T quasi-nonexpansive on Ω , Fix(T ) 6= ∅ and w ∈ (0, 1]. Then the following
statements are reached:
(i0) Fix(T ) = Fix(Tw);
(i1) Tw is quasi-nonexpansive;
(i2) |Twx− q|2 ≤ |x− q|2 − w(1− w)|Tx− x|2 for all (x, q) ∈ Ω × Fix(T );
(i3) 〈x− Twx, x− q〉 ≥ w|x− Tx|2 for all (x, q) ∈ Ω × Fix(T ).
These results are immediately deduced from Remark 1.2 (with β = 0). In particular, (i1) and (i2) are given by (7), while (i3)
is given by I − Tw = w(I − T ) together with (6).
Remark 2.2. Let F := I − C where C is the contraction defined in (1). It is a simple matter to see that the operator F is
(1− ρ)-strongly monotone overΩ , i.e.,
〈Fx− Fy, x− y〉 ≥ (1− ρ)|x− y|2 for all (x, y) ∈ Ω ×Ω. (10)
The next result is of fundamental importance for the techniques of analysis used in this paper. It was established in [19]
and its proof is given for the sake of completeness.
Lemma 2.1 ([19] (Lemma 1.3)). Let (Γn) be a sequence of real numbers that does not decrease at infinity, in the sense that there
exists a subsequence (Γnj)j≥0 of (Γn) which satisfies Γnj < Γnj+1 for all j ≥ 0. Also consider the sequence of integers (τ (n))n≥n0
defined by
τ(n) = max{k ≤ n | Γk < Γk+1}. (11)
Then (τ (n))n≥n0 is a nondecreasing sequence verifying limn→∞ τ(n) = ∞ and, for all n ≥ n0, it holds that Γτ(n) ≤ Γτ(n)+1 and
we have
Γn ≤ Γτ(n)+1. (12)
Proof. Clearly, we can see that (τ (n)) is a well-defined sequence, and the fact that it is nondecreasing is obvious as well as
limn→∞ τ(n) = ∞ and Γτ(n) ≤ Γτ(n)+1. Let us prove (12). It is easily observed that τ(n) ≤ n. Consequently, we prove (12)
by distinguishing the three cases: (c1) τ(n) = n; (c2) τ(n) = n − 1; (c3) τ(n) < n − 1. In the first case (i.e., τ(n) = n),
(12) is immediately given by Γτ(n) ≤ Γτ(n)+1. In the second case (i.e., τ(n) = n− 1), (12) becomes obvious. In the third case
(i.e., τ(n) ≤ n− 2), by (11) and for any integer n ≥ n0, we easily observe that Γj ≥ Γj+1 for τ(n)+ 1 ≤ j ≤ n− 1, namely
Γτ(n)+1 ≥ Γτ(n)+2 ≥ · · · ≥ Γn−1 ≥ Γn,
which entails the desired result. •
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3. Convergence analysis
Before stating our main convergence result, we establish the boundedness of the iterates given by algorithm (9).
Lemma 3.1. The sequence (xn) generates by (9), with T quasi-nonexpansive, (αn) ⊂ (0, 1), and w ∈ (0, 1], is bounded and
satisfies
|xn − q| ≤ max
{
|x0 − q|, |Cq− q|1− ρ
}
, (13)
where q is any element in Fix(T ).
Proof. From q ∈ Fix(T ) and using (9), we have
|xn+1 − q| = |αn(Cxn − Cq)+ αn(Cq− q)+ (1− αn)(Twxn − q)|,
hence it is immediate that
|xn+1 − q| ≤ αn|Cxn − Cq| + αn|Cq− q| + (1− αn)|Twxn − q|. (14)
In light of Remark 2.1(i2), we also have
|Twxn − q| ≤ |xn − q|, (15)
which, by (14) and |Cxn − Cq| ≤ ρ|xn − q| (thanks to (1)), amounts to
|xn+1 − q| ≤ [1− (1− ρ)αn]|xn − q| + αn|Cq− q|. (16)
Then, setting Qn := max
{
|xn − q|, |Cq−q|1−ρ
}
, we clearly have |xn+1 − q| ≤ Qn, hence it is obviously checked that Qn+1 ≤ Qn,
so that Qn ≤ Q0, which leads to (13) and proves the boundedness of (xn). •
Lemma 3.2. If x∗ is solution of (3)with T : Ω → Ω demi-closed and (yn) ⊂ Ω is a bounded sequence such that |Tyn−yn| → 0,
then
lim inf
n→∞ 〈(I − C)x∗, yn − x∗〉 ≥ 0. (17)
Proof. Clearly, by |Tyn − yn| → 0 and T demi-closed, we known that any weak cluster-point of (yn) belongs to Fix(T ). It is
also a simple matter to see that there exists y¯ and a subsequence (ynk) of (yn) such that (ynk) ⇀ y¯weakly as k→∞ (hence
y¯ ∈ Fix(T )) and such that
lim inf
n→∞ 〈(I − C)x∗, yn − x∗〉 = limk→∞〈(I − C)x∗, ynk − x∗〉, (18)
which by (3) obviously leads to
lim inf
n→∞ 〈(I − C)x∗, yn − x∗〉 = 〈(I − C)x∗, y¯− x∗〉 ≥ 0, (19)
that is the desired result. •
Now we are in position to claim the main convergence result.
Theorem 3.1. Let (xn) be the sequence given by (9) with T quasi-nonexpansive and demi-closed onΩ , w ∈ (0, 1), and (αn) ⊂





αn = ∞. (20)
Then (xn) converges strongly to the unique element x∗ in Fix(T ) verifying
x∗ = (PFix(T ) ◦ C)x∗, (21)
which equivalently solves the following variational inequality problem:
x∗ ∈ Fix(T ), and (∀v ∈ Fix(T )), 〈(I − C)x∗, v − x∗〉 ≥ 0. (22)
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Proof. Let x∗ be the solution of (21). From (9) we obviously have
xn+1 − xn + αn(xn − Cxn) = (1− αn)(Twxn − xn), (23)
hence
〈xn+1 − xn + αn(I − C)xn, xn − x∗〉 = −(1− αn)〈xn − Twxn, xn − x∗〉. (24)
Moreover, by x∗ ∈ Fix(T ) and using Remark 2.1(i3), we have
〈xn − Twxn, xn − x∗〉 ≥ w|xn − Txn|2,
which together with (24) entails
〈xn+1 − xn + αn(I − C)xn, xn − x∗〉 ≤ −w(1− αn)|xn − Txn|2, (25)
or equivalently
− 〈xn − xn+1, xn − x∗〉 ≤ −αn〈(I − C)xn, xn − x∗〉 − w(1− αn)|xn − Txn|2. (26)
Furthermore, using (8) and setting Γn := (1/2)|xn − x∗|2, we have
〈xn − xn+1, xn − x∗〉 = −Γn+1 + Γn + (1/2)|xn − xn+1|2, (27)
so that (26) can be equivalently rewritten as
Γn+1 − Γn − (1/2)|xn − xn+1|2 ≤ −αn〈(I − C)xn, xn − x∗〉 − w(1− αn)|xn − Txn|2. (28)
Now using (23) again, we have
|xn+1 − xn|2 = |αn(Cxn − xn)+ (1− αn)(Twxn − xn)|2, (29)
hence it is a classical matter to see that
|xn+1 − xn|2 ≤ 2α2n |Cxn − xn|2 + 2(1− αn)2|Twxn − xn|2, (30)
which by |Twxn − xn| = w|xn − Txn| and (1− αn)2 ≤ (1− αn) yields
(1/2)|xn+1 − xn|2 ≤ α2n |Cxn − xn|2 + (1− αn)w2|Txn − xn|2. (31)
Then from (28) and (31) we obtain
Γn+1 − Γn + (1− w)w(1− αn)|xn − Txn|2 ≤ αn
(
αn|Cxn − xn|2 − 〈(I − C)xn, xn − x∗〉
)
. (32)
The rest of the proof will be divided into two parts:
Case 1. Suppose that there exists n0 such that (Γn)n≥n0 is nonincreasing. In this situation, (Γn) is then convergent because
it is also nonnegative (hence it is bounded from below), so that limn→∞(Γn+1 − Γn) = 0; hence, in light of (32) together
with (αn)→ 0, and the boundedness of (xn) (hence, thanks to the continuity of C , (Cxn) is also bounded), we obtain
lim
n→∞ |xn − Txn| = 0. (33)
From (32) again, we have
αn
(−αn|Cxn − xn|2 + 〈(I − C)xn, xn − x∗〉) ≤ Γn − Γn+1. (34)
Then, by
∑
n αn = ∞, we obviously deduce that
lim inf
n→∞
(−αn|Cxn − xn|2 + 〈(I − C)xn, xn − x∗〉) ≤ 0, (35)
or equivalently (as αn|Cxn − xn|2 → 0)
lim inf
n→∞ (〈(I − C)xn, xn − x∗〉) ≤ 0. (36)
Moreover, by Remark 2.2, we have
2(1− ρ)Γn + 〈(I − C)x∗, xn − x∗〉 ≤ 〈(I − C)xn, xn − x∗〉, (37)
which by (36) entails
lim inf
n→∞ (2(1− ρ)Γn + 〈(I − C)x∗, xn − x∗〉) ≤ 0,
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hence, recalling that limn→∞ Γn exists, we equivalently obtain
2(1− ρ) lim
n→∞Γn + lim infn→∞ 〈(I − C)x∗, xn − x∗〉 ≤ 0,
namely
2(1− ρ) lim
n→∞Γn ≤ − lim infn→∞ 〈(I − C)x∗, xn − x∗〉. (38)
From (33) and invoking Lemma 3.2, we have
lim inf
n→∞ 〈(I − C)x∗, xn − x∗〉 ≥ 0, (39)
which by (38) yields limn→∞ Γn = 0, so that (xn) converges strongly to x∗.
Case 2. Suppose there exists a subsequence (Γnk)k≥0 of (Γn)n≥0 such that Γnk < Γnk+1 for all k ≥ 0. In this situation, we
consider the sequence of indices (τ (n)) as defined in Lemma 2.1. It follows that Γτ(n)+1−Γτ(n) > 0, which by (32) amounts
to
(1− w)w(1− ατ(n))|xτ(n) − Txτ(n)|2 < ατ(n)
(
ατ(n)|Cxτ(n) − xτ(n)|2 − 〈(I − C)xτ(n), xτ(n) − x∗〉
)
, (40)
hence, by the boundedness of (xn) and αn → 0, we immediately obtain
lim
n→∞ |xτ(n) − Txτ(n)| = 0. (41)
Now by (40) we clearly have
〈(I − C)xτ(n), xτ(n) − x∗〉 ≤ ατ(n)|Cxτ(n) − xτ(n)|2, (42)
which in the light of (37) yields
2(1− ρ)Γτ(n) + 〈(I − C)x∗, xτ(n) − x∗〉 ≤ ατ(n)|Cxτ(n) − xτ(n)|2,
hence (as ατ(n)|Cxτ(n) − xτ(n)|2 → 0) it follows that
2(1− ρ) lim sup
n→∞
Γτ(n) ≤ − lim inf
n→∞ 〈(I − C)x∗, xτ(n) − x∗〉. (43)
From (41) and invoking Lemma 3.2, we have
lim inf
n→∞ 〈(I − C)x∗, xτ(n) − x∗〉 ≥ 0, (44)
which by (43) yields lim supn→∞ Γτ(n) = 0, so that limn→∞ Γτ(n) = 0. Then, recalling that Γn ≤ Γτ(n) (by Lemma 2.1), we
get limn→∞ Γn = 0, so that xn → x∗ strongly. •
Remark 3.1. It would be interesting to extend the present work to the setting of Banach spaces. Note that the convergence
of (9) does not require any additional condition on the vanishing sequence (αn). A similar convergence result was obtained
in [20], regarding general Banach spaces, for the special instance of (9) when C = u (u being a fixed element inΩ) and T is
assumed to be nonexpansive.
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