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INTRODUCTION 1 
Introduction 
Un bras souple, également appelé mécanisme en chaîne ouverte souple, est un sys-
tème de corps flexibles (maillons) reliés par des articulations permettant divers types 
de mouvements relatifs, qui sont des mouvements de corps rigides non infinitésimaux, 
mais d'amplitudes généralement limitées par des butées mécaniques. Ce type de 
système intervient dans l 'étude des structures spatiales déployables (Fig, 0.7), des 
satellites, des pales d'hélicoptères (Fig. 0.8) ou des bras manipulateurs de robots 
(Fig. 0.6). L'étude de leur comportement mécanique et leur simulation numérique 
représente donc un problème d'ingénierie important. 
L'intérêt pour la modélisation et l'étude du positionnement ou du mouvement des 
bras rigides ou assimilés est apparu depuis fort longtemps (Fig. 0.9) et c'est un sujet 
bien cerné par la communauté scientifique. La modélisation la plus couramment 
utilisée est celle de Denavi t -Hartenberg [1955], étendue et améliorée par Khali î 
&¿ Kleinfinger [1986]. Elle permet d'établir facilement le modèle géométrique direct, 
donnant la position de l 'extrémité du dernier maillon du bras à partir des paramètres 
caractérisant les articulations de la chaîne. Le modèle géométrique inverse a fait 
l'objet des travaux de P i e p e r [1968], Paul [1981] qui linéarisent la matrice de 
passage du mécanisme et emploient un soîveur du type Newton-Raphson, ou plus 
récemment de Sciavicco ¿¿ Sici l iano [1987]. Quant aux problèmes dynamiques, 
deux types de formalismes sont couramment utilisés pour les traiter : 
- F o r m a l i s m e de Lagrange - basé sur des méthodes énergétiques : Paul [1981], 
M e g a h e d [1984], R e n a u d [1985]. Ce formalisme est bien adapté à l 'étude 
du modèle dynamique direct, donnant la trajectoire de l 'extrémité du dernier 
maillon du bras à partir de l'évolution des paramètres caractérisant les articu-
lations de la chaîne. 
- F o r m a l i s m e de Ntwton-Euhr - basé sur l 'étude des équations d'équilibre : 
Hartoch , M c G h e e , Orin & Vukobratovic [1979], Khalil &¿ Kleinfinger 
[1987], Renaud [1987]. Ce formalisme est bien adapté à l 'étude du modèle 
dynamique inverse, donnant l'histoire des paramètres articulaires à imposer 
pour obtenir une trajectoire donnée de l 'extrémité du dernier maillon du bras. 
Cependant, les nouveaux besoins technologiques de l'industrie spatiale et de la robo-
tique font croître la demande en simulations numériques précises des performances 
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des bras articulés. Les tendances actuelles dans la conception des nouveaux méca-
nismes sont l'utilisation de composants très légers, très élancés et de matériaux nou-
veaux, de type composites. De la même façon, l'accent est mis sur les performances 
de ces équipements en matière de grandes vitesses d'utilisation et de précision accrue 
dans le positionnement de composants à flexibilités non négligeables. 
L'étude mathématique du mouvement de ces systèmes flexibles fait cependant partie 
des problèmes ouverts. 
Le but de ce travail est de donner un cadre mathématique à l'étude (dans le cas 
statique et dans le cas dynamique évolutif) des déplacements et des déformations 
d'un bras souple pesant, portant une charge utile à son extrémité. Notre étude 
s'articule autour de deux types de problèmes : 
- P r o b l è m e d i r e c t : Le chargement de la structure est connu. On cherche à 
calculer la position (ainsi que la vitesse et l'accélération à un instant T donné 
dans le cas dynamique) de l'ensemble de la structure et particulièrement de 
l'extrémité du dernier maillon du bras. 
- P r o b l è m e inverse (cas d y n a m i q u e ) : La trajectoire que l'on souhaite im-
poser à l 'extrémité du dernier maillon du bras est connue. On cherche à déter-
miner le chargement à imposer pour l'obtenir. 
Il importe tout d'abord de choisir un bon modèle mécanique pour décrire les maillons 
composant le bras. A priori, ces maillons sont des corps tridimensionnels. Cepen-
dant, d'après ce qui a été dit plus haut, notre étude n'a d'intérêt que dans le cas de 
composants élancés. Ceci nous amène à considérer des m o d è l e s u n i d i m e n s i o n n e l s 
de poutres évoluant dans un espace t r i d i m e n s i o n n e l . 
Du fait des grands déplacements de corps rigide des maillons, les problèmes envisa-
gés sont a priori g é o m é t r i q u e m e n t non- l inéa i re s . Le développement de méthodes 
n u m é r i q u e s appropriées pour modéliser ces non-linéarités géométriques a été l'ob-
jet de nombreuses études au cours des dernières années. 
Une première approche consiste à se placer dans l'hypothèse où les poutres consti-
tuant la chaîne sont animées de grands mouvements rigides, auxquels se superposent 
de petits déplacements élastiques. On associe à chaque poutre un repère 5? qui suit 
son mouvement rigide, La déformation élastique de la poutre est alors décrite rela-
tivement à ce repère (Agrawal & S h a b a n a [1986], C a r d o n a , G é r a d i n [1989]). 
De cette façon, des codes d'analyse de multi-corps rigides ont pu être étendus pour 
tenir compte de la flexibilité de la structure ( H a u g &¿ Y o o [1986]). 
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Pour des structures consistant en un corps rigide auquel est relié un corps flexible, le 
repère 3Î est animé du même mouvement rigide que le corps rigide. Pour des struc-
tures quelconques, pour lesquelles le choix des repères !R n'est pas simple, on peut 
les construire de façon à suivre un mouvement rigide moyen de la structure, afin de 
minimiser la déformation relative (Kane & Lev inson [1981]). 
L'approche précédente - que nous nommerons approche convect ive dans toute 
la suite de ce travail - est limitée par l'hypothèse de petites déformations élastiques 
qu'elle implique. Cependant, il peut être intéressant, pour certaines applications, de 
considérer un modèle mécanique et des mesures de déformation qui soient compa-
tibles avec de grandes déformations. Des mesures de déformation non-linéaires ont 
ainsi été introduites dans la modélisation précédente, notamment par C h r i s t e n s e n 
& Lee [1986]. 
Une autre approche - l'approche corotat ionnel le - se base sur une discrétisation de 
type élément fini des maillons de la structure et sur l'introduction de repères de réfé-
rence au niveau local de chaque élément fini. Les repères locaux représentent ainsi le 
mouvement rigide d'ensemble de l'élément auquel ils sont attachés. Cette approche 
a été employée pour modéliser les grandes déformations d'éléments de poutres en 
utilisant des formulations lagrangiennes de la mécanique des milieux continus en 
grandes déformations (Bathe ¿L Bolourchi [1979]). Elle est identique à l'approche 
introduite par Be lytschko, Kle in &¿ Schwer [1977], qui consiste à extraire les dé-
placements rigides d'un élément de son déplacement total, et ceci avant de calculer 
ses déformations élastiques. 
Basé sur des travaux antérieurs d 'Antman &¿ K e n n e y [1981] et de S imo [1985], 
un troisième type de modélisation a été envisagé récemment. Le déplacement de 
la poutre est référencé par rapport à un repère inertiel fixe et une configuration 
de référence, et il n'est pas fait de séparation entre sa partie élastique et sa partie 
rigide. Moyennant un choix correct des variables servant à décrire ce déplacement, 
on montre que dans le cas dynamique les équations du mouvement ont la même 
forme que dans le cas des bras rigides (Downer [1990]). Outre cet avantage, cette 
modélisation prend en compte sans approximation tous les types de déformations 
élastiques (Bourgat , Le Tallec ¿¿ Mani [1988]), y compris le cisaillement trans-
verse et la torsion. Nous nous référerons à cette approche sous le nom d'approche 
globale dans toute la suite de ce travail. 
Un autre point essentiel de la modélisation consiste à adopter un modèle pour les 
jonctions entre les poutres composant le système. Pour ce faire nous devons d'abord 
choisir un modèle géométrique pour notre jonction. Les modèles géométriques les 
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plus courants sont recensés ci-après. 
Liaison prismatique 
lr«.ii»i&.tioD : *; 
11—(-]+-
• .v 
- i—rp-
i 111 
" i 1 
> ) -
' k l . 
\-^i 
A <+ ¡! 
14. 
FlG. 0.1 - Géométrie de la liaison prismatique. 
Ce type de liaison ne laisse libre que la translation relative u-¡, suivant l'axe de l'ar-
ticulation (figure 0.1). 
Liaison pivot 
Ce type de liaison ne laisse libre que la rotation 0 suivant l'axe de l'articulation 
(figure 0.2). 
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FlG. 0.2 - Géométrie de la liaison pivot 
Liaison cyl indrique 
Ce type de liaison est la composée des deux précédentes. Elle laisse deux degrés de 
liberté, translation U3 et rotation 6 suivant l'axe de l'articulation (figure 0.3). 
Joint de Cardan 
Ce type de liaison laisse deux degrés de liberté en rotation, et aucun en translation 
(figure 0.4). 
Liaison sphérique 
Ce type de liaison ne laisse aucun degré de liberté en translation (figure 0.5). 
Notre modèle de jonction doit être physiquement réaliste, doit permettre un trai-
tement numérique efficace et doit enfin se prêter à l'analyse mathématique du pro-
blème. Toutes ces considérations nous ont amenés aux deux hypothèses suivantes : 
- H y p o t h è s e géométr ique : Les articulations sont du type pivot ou sphé-
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U3 
FlG. 0.3 - Géométrie de la liaison cylindrique 
• + i 
t^-I 
i + i 
FlG. 0.4 - Géométrie du joint de Cardan 
INTRODUCTION í 
FlG. 0.5 - Géométrie de ¡a. liaison sphérique 
rique: les seuls mouvements relatifs possibles sont des mouvements de rota-
tion. 
- H y p o t h è s e m é c a n i q u e : Nous supposons que l'articulation transmet in-
tégralement les efforts et les déplacements. Nous supposons également que 
s'exerce à l'articulation un moment de type "moment de rappel". Ce moment 
a la direction de l'axe de l'articulation et il est proportionnel à la rotation arti-
culaire. L'expression de ce moment dépend essentiellement du type d'approche 
(convective ou globale) et nous y reviendrons plus loin. 
Notre étude est divisée en trois parties : 
La première partie est consacrée au problème direct statique. Elle est elle-même 
divisée en deux chapitres. Le premier chapitre est consacré à l'approche convective 
pour le problème statique direct. Nous faisons quelques rappels de théorie de poutres 
en petites déformations. Nous écrivons ensuite les équations d'équilibre et la formu-
lation variationnelle correspondante et nous établissons un théorème d'existence et 
d'unicité du déplacement élastique. Nous donnons enfin les détails de l'implémenta-
tion et quelques résultats numériques. 
Dans le second chapitre, nous étudions l'approche globale du problème statique 
direct. Nous donnons un théorème d'existence et nous détaillons l'implémentation 
dans un cas simple (modèle sans allongement ni cisaillement). 
La seconde partie est consacrée au problème direct dynamique. Elle est également 
divisée en deux chapitres. Le premier traite de l'approche convective. Nous consi-
dérons, dans ce chapitre, que le mouvement de corps rigide de la structure est une 
donnée du problème. Ceci correspond par exemple à la situation où, connaissant les 
caractéristiques mécaniques d'une structure, on cherche à déterminer l 'importance 
de sa flexibilité en fonction de conditions d'utilisation connues a priori. Les seules in-
connues du problème seront donc les déplacements élastiques de la structure. Nous 
établissons la formulation variationnelle des équations du mouvement ainsi qu'un 
résultat d'existence et d'unicité des déplacements élastiques. 
La second chapitre est consacré à l'approche globale. Nous réduisons le problème à 
une suite de problèmes statiques et nous donnons quelques résultats de simulations 
numériques. 
Enfin, la troisième partie est consacrée à un problème inverse type. Nous nous 
plaçons dans le cadre de l'approche convective dynamique et dans le cas d'une 
seule poutre entraînée en rotation. En nous basant sur une discrétisation en espace 
du problème direct, nous montrons qu'il est possible de minimiser sur l'espace des 
vitesses angulaires admissibles, un critère concernant le suivi d'une trajectoire par 
l 'extrémité libre de la poutre. 
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FiG. 0.7 - Structure spatiale 
FlG. 0.6 - Bras manipulateur 
t»*lf«**u 
Kft m,m 
L. á, STÖ8. 
Pttmted F«V. 14, 1693. 
J^t.t .vft J*&r: 
FlG. 0.9 - Exemple de mécanisme 
11 
Partie A 
Problème statique direct 

Chapitre 1 
Approche convective 
1.1 Introduction et notations 
Nous considérons une chaîne ouverte simple, constituée de nt poutres flexibles. Nous 
supposons que la chaîne est encastrée dans un support rigide fixe en Tune de ses ex-
trémités, et nous attribuons l'indice 1 à la poutre ainsi encastrée. Nous numérotons 
ensuite les poutres de la chaîne par ordre croissant à partir de la poutre encastrée. 
Nous devons garder à l'esprit que la poutre ¿, solide monodimensionnel, modélise 
la barre ¿, solide tridimensionnel élancé. Nous nous donnons donc une configura-
tion de référence physique (configuration non déformée), dans laquelle chacune des 
barres associées aux poutres de la chaîne est considérée comme un cylindre droit, 
d'axe moyen constitué par la poutre associée. Nous pouvons définir, pour la barre i, 
une base principale d'inertie {e'} = (cj,e_2,e¿), le vecteur e\ étant choisi de façon 
à orienter la poutre i [supposée droite et donc assimilable à un segment [0, /¿|] en 
configuration de référence. Le point de contact O, entre la poutre i et la poutre 
i — 1 est choisi comme origine du repère principal d'inertie [0¿, {e1}] de la barre i. 
Les coordonnées dans [0¿, {e1}] sont notées (x¿, y.¿, z¿). Nous introduisons de plus les 
quantités mécaniques suivantes : 
0'(î/t-, z%) : fonction de gauchissement de la barre i ; 
E\ i'\ \ \ ß% : module d'Young, coefficient de Poisson et coefficients 
de Lamé de la barre i ; 
M'( X «) : champ de déplacement élastique de la ligne moyenne de la 
barre ¿, de composantes (uj , 1*2,^ 3) dans [0, , {e1}] ; 
Q!(xi) : champ de rotation élastique de la section d'abscisse x¡ de la 
barre i, de composantes (#j,Ö2,#3) dans [0¿, {e1}] ; 
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£{xi) : densité linéique d'efforts extérieurs exercés sur la barre i. de 
composantes {flyf^fs) dans [Ot.je1}]; 
J- : force appliquée à l 'extrémité du dernier maillon de la chaîne, de 
composantes (jFj,?2,T?) dans [Ont, {eni}1, 
Ai : moment appliqué à l 'extrémité du dernier maillon de la chaîne, 
de composantes (Aii , AI2, Ai3) dans [Ont,{eni}\. 
ainsi que les quantités géométriques : 
/,• : longueur de la poutre i ; 
uil(xi) : section droite d'abscisse xt de la barre i, 
S* = / dyldzl: R = I (zifdy.dzi, F3 = j (y;)2dyidzl, J' = R + Yz. 
Nous introduisons le repère cartésien absolu [O, {ea}) — [O, (ej , §$, §£)] et nous no-
tons enfin par un la dérivation par rapport à x¿, i — 1,. . . , nt. 
Nous nous restreignons dans la suite de l 'étude, au cas où a;4 ne dépend pas de 
FiG. l . i - Déplacements d'une barre 
1.2 Modélisation mécanique 
Nous rappelons dans cette section la démarche classique d'obtention des lois de 
comportement pour une poutre droite, lois qui seront utilisées dans l'analyse mathé-
matique et l'étude numérique du problème. Cette démarche consiste à écrire l'énergie 
1.2. MODÉLISATION MÉCANIQUE 15 
de déformation d'un solide élancé en le considérant successivement comme un milieu 
curviligne monodimensionnel (poutre) puis comme un milieu tridimensionnel élancé 
(barre). 
Une poutre droite, milieu curviligne monodimensionnel, étant un modèle idéalisé 
d'une structure tridimensionnelle, il est d'usage de représenter le déplacement du 
point courant de cette poutre par un torseur de résultante u(x) et de moment 6_(x), 
x£ [Q;î). 
On montre alors (Salençon [1988.2], Chap. XI, 3.2) que les efforts intérieurs au 
point courant de la poutre sont représentés par un torseur de résultante X_(x) et de 
moment £(x) . On décompose les éléments de réduction de ce torseur dans la base 
principale d'inertie {e} de la barre et on écrit : 
X_{x) = Nix)^ + V2(x)e2 + V s ^ k s , 
£(x) = C{x)ei + M2(x)e2 + M^x)^. 
L'interprétation physique, relativement à la base {e}, de ces quantités est la sui-
vante : 
• N(x) représente un effort de traction-compression ; 
• V2{x) et V3(x) représentent des efforts de cisaillement ; 
• C{x) représente un moment de torsion ; 
• M2(x) et Ms(x) représentent des moments de flexion. 
Une classe particulière de déplacements admissibles est constituée par les dépla-
cements de Navier-Bernoulli, pour lesquels toute section normale à l'axe moyen de 
la barre le reste au cours de la déformation. On montre que cette condition s'écrit : 
(1.2) Vx G [0,/j : 02(x)e2 + 93(x)e3 « ex Au(x) 
Sous la condition (1.2), l'énergie élastique de déformation du milieu curviligne se 
réduit à: 
Wc = l l (N{x)u[(x) + C{x)ö\{x) - M2{x)u¡(x) + Mz[x)u2{x) ) dx 
2 J[Q,l} 
La distribution des efforts intérieurs restant ¡a même, on peut envisager le solide 
modélisé sous son aspect tridimensionnel. Il est d'usage de considérer, pour une 
abscisse x donnée, la tranche de milieu tridimensionnel élancé, comprise entre les 
sections droites d'abscisses x — e et x + e et de s'intéresser à l'équilibre de cette 
tranche, soumise à la distribution (1.1) d'efforts intérieurs. Si le paramètre e est 
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suffisamment petit, on peut considérer que la tranche est en équilibre sous l'effet 
de deux torseurs d'efforts surfaciques: un torseur de résultante N(x) et de moment 
résultant [C(x), M^{x), M3(.x)] appliqué sur la section d'abscisse x + e et un torseur 
de résultante —N(x) et de moment résultant [-C(x), — Af2(x), — Af3(x)] appliqué sur 
la section d'abscisse x — e. 
-M3(x) 
— M 2(2) 
M2(x) 
Mz{x) 
x + e 
FlG, 1.2 - Efforts dans la tranche tridimensionnelle 
On peut alors montrer (Sa lençon [1988.2], Chap. XII, 2.4) que le tenseur des 
contraintes de Cauchy q_ dans la tranche a pour expression : 
ou on a pose : 
^. i i . i j = 
N(x) M3(x) M2(x) 
S y + 
_C{x)Bé 
- ^,[2,1] ) 
C(x) dé , 
^,[1.3] = -jr ( ^ 7 -r y)i 
— ^£.[3,1] , 
^,[2,2] = 0 , 
0-i:[2.3] = ^,[3,2] = 0 , 
^£,[3,3] = 0, 
de 
Jw a y ôz 
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Le tenseur des déformations linéarisé g associé à g, par la loi de comportement 
tridimensionnelle : 
s = i ± ^ e r - -^ t race(a ) 
a pour expression 
E 
N(x) M3(x) . M2(x) 
te ,[ l . l] 
£e,[l.2] 
¿i,[l,3] 
£
'.[2,2] 
£e,[2,3] 
£t,[3,3] 
£ 5 Eh V 
C(x) M , 
~2fi.J'(dy Z}-
=
 £<:.[2,1] T 
C(x) di 
=
 2vJ-{dz+y)< 
-
 £ Î . [ 3 , 1 ] , 
= - v e£ , [ i , i ] , 
= e f ,[3,2] = 0 , 
= - ^ £t,[i,ij-
Ces deux tenseurs ne dépendent pas de l'épaisseur 21 de la tranche. Ils caractérisent 
donc la répartition de contraintes et la déformation pour la section d'abscisse x. On 
peut donc supprimer l'indice
 t. L'expression de l'énergie élastique de déformation 
du milieu tridimensionnel est alors : 
W* = r / ç_ '. £ dx dy dz. 
2 J[o,i]xüj~ ~ 
D'après les propriétés du repère principal d'inertie, les trois intégrales 
/ z dydz , / y dydz et / yz dydz 
sont nulles. On obtient donc : 
W* - l ! ( N{xf M3(x)2 M2{xf C(x)\ + —ÏTT— + „T + —Tir) dx ES Eh Eh fij* 
On procède alors par identification entre les énergies tridimensionnelles et curvilignes 
pour obtenir la loi de comportement : 
(1-3) 
[ N{x) = ESu\{x) 
C(x) =fxJ'9'1(x) 
M2(x) = -EI2u¿(x) 
{ M3(x) = Ehu^x) 
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(1.4) 
R e m a r q u e : Si l'on neglige le gauchissement des sections droites, ou si l'on travaille 
avec des barres à section circulaire pour lesquelles la fonction de gauchissement est 
exactement nulle, on peut confondre les valeurs de J et de J*. C'est ce que nous 
faisons pour la suite de cette étude. 
Nous nous intéressons maintenant, à l'écriture des équations d'équilibre. On montre 
(par ex. Salençon [1988.2]) que les équations traduisant l'équilibre de la poutre 
s'écrivent sous la forme : 
2L(x)+l(x) = 0, 
f(x) + e1 A l ( i ) = 0 . 
Nous pouvons éliminer les efforts de cisaillement V^x) et Vs{x) des équations pré-
cédentes. Les équations d'équilibre s'écrivent alors sous la forme: 
{ N\x) + Îx{x) = 0 , 
M[{x) = 0, 
M'¿{x)-f2{x) = 0, 
{ M'i{x) + h(x) = 0 , 
et on doit tenir compte de la condition de compatibilité : 
f M'2(x)-Vz{x) = 0 , (1.5) { , 
\ M'3{x) + V2(x) = 0. 
1.3 Conditions aux limites et de jonction 
1.3.1 Conditions aux limites 
La première poutre de la chaîne est encastrée en x\ = 0. Nous avons donc les 
conditions aux limites : 
u\0) = 0, 
ö1(0) = 0. 
Ces conditions s'écrivent également sous la forme : 
2^(0) = 0 , 
Gl{0) - 0 , 
(1.6) 
(«51 (o) = o, 
[ul] (o) = o. 
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Le champ d'efforts internes doit être compatible avec le chargement extérieur. Compte 
tenu de la condition (1.5), nous avons donc: 
Nnt(Lt) =?x, 
[ M f ] ' ( U = ^ 3 , 
[MS*]'{lni) =-F2, 
Lnt(lnt) =M. 
1.3.2 Modèle de jonction 
Nous postulons la continuité des déplacements élastiques et des efforts intérieurs 
aux jonctions entre les poutres de la chaîne. Nous écrivons donc : 
(1.8) Vt' = l , - - - , n f - l M !(/¿) = u i + 1(0) , 
(1.9) Vi = l , - - - , n / - l X!(li) = Ki+1(0). 
En ce qui concerne les rotations et les moments aux jonctions, nous postulons l'exis-
tence d'une suite {(k[, kl2, k\)')i=\ nt-\ de constantes strictement positives telles 
que : 
V¿ = l - - - n í - l : £*"(/,-) = E i + 1 ( 0 ) 
¿{^(o«( / t ) -r + 1 (Q)) -e 'H 
Le coefficient k%- s'interprète comme la raideur caractéristique de l'articulation entre 
les poutres i et i + 1, dans la direction e*-
Ce modèle de jonction correspond à la généralisation, dans un contexte tridimen-
sionnel, du modèle de charnière élastique (Fayolle [1987], B e r n a d o u , Fayol îe , 
L é n é [1989]). 
R e m a r q u e : Sous la forme ci-dessus, ce modèle de jonction correspond à la situation 
où l'articulation laisse trois degrés de liberté en rotation. Le modèle (1.8,1.9,1.10) 
correspond donc à une liaison sphérique. Nous verrons plus loin comment particu-
lariser ce modèle pour le cas d'une liaison pivot. 
(1.7) 
(1.10) 
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1.4 Formulation variationnelle 
1.4.1 Cadre fonctionnel 
Nous définissons les espaces fonctionnels : 
V11 = {veH1[0,l1],v{0) = 0}, 
V¡ = {v € tf2[(U],t;(0) = 0,t/(0) = 0}, 
v1 = v* x v;1 x v? xv2\ 
ainsi que pour tout indice i > 1, ?' < ni : 
^•• = { « € ^ [ 0 , / , • ] } , 
v ! = V{ x y/ x v2' x vi, 
et enfin ; 
WE!asiigue = { ( * , # ) = ( ( # , M1), • • • , W , MLnt)) € V1 x • • • x Vnt tel que : 
V? = 1 • • • nt - 1 : m!(li) - 2£¿+1(0)}. 
Nous montrons d'abord le lemme : 
L e m m e 1.4.1 L'espace Wsiastique est un sous-espace vectoriel fermé de V1 x • • • x 
Vnt. 
Démonstration : 
Nous définissons l'application linéaire: 
g : V1 x • • • x Vnt -> Rnt~l 
{V,W) - [ui ,'(/,-)-tii''+1(0)]i=l,...,n(-l. 
L'espace Ii'*£;íasí¿9ue apparaît comme le noyau de Q. Les injections continues: 
V¡ — C°(KU-])et V2'' -»^( [0 , / , - ] ) 
permettent en outre de conclure à la continuité de Q ce qui achève la démonstration 
du lemme 1.4.1. 
D 
L'espace Wsiastique e g t donc un espace de Hubert. 
Soit : 
( 0 , i 7 ) = ( (ô î ; M 1 ) , - - . , ( ^ t ,M n t ) ) € WElasttque 
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la solution eventuelle des équations d'équilibre de la chaîne. 
Compte tenu de la loi de comportement (1.3) et des équations d'équilibre (1.4), 
le champ ( 0 , U) vérifie les équations : 
(1.11) 
f fi* JW = 0 
[ E'Iolu^}"" — fl = 0 pour i = 1 , . . . , nt 
On multiplie les équations du mouvement (1.11) par une fonction ((é\,v}), • • • , (<^"f,unf)) 
appartenant à WElastique- E n s e servant de la loi de comportement (1.3) et après in-
tégration par parties, on obtient : 
Jo 
EiSi f,\u\]'[vil]' dxi = [Nlv\}l¿ + [ 'f{v\ dxly Jo " Jo 
&% f'HÏ'H]" dXi = [MiWü + [-M'v'tó + [l'fivi dx„ 
Jo Jo 
E!lî / ' ' k í W dxi = -WM\o + [ M ' w ' ß + / ' " / & dxi. K
 Jo Jo 
Par sommation et en se servant des conditions de raccord (1.8), (1.9) et (1.10) ainsi 
que de la condition (1.7), on obtient alors la formulation variationnelle : 
nt -i 
E / '¿AeiM]' + ^ K Í K Í + E>iM't»ÏÏ + ^ M ' W <**.• 
i=iJo 
Il 1 9 \ nf—1 3 nt .\ 
+ E E W ^ ) A K e > ^ ) = E / 'Hz'dxi + r-vr'iint) 
+ ^ l < ( / „ t ) - M2[<]'(/nt) + M 3[<]'(^) , 
OÙ On a p o s é , p o u r t o u t ( $ , V ) G WEiastique '• 
A«(*, V) - [^î(/0 - <î+1<^+1(0) + 4¡+1K+1]'(0) - <t+1K+1]'(0)], 
A<(#, V) = [-[^'(fc) - 4!+1<¿«+1(0) + 4,.+1[t;^]'(0) - 4i+1[t4+1]'(0)], 
Aj(*, V) = [[^UO - <*WÍ+1(0) + 4 H > 3 + 1 ] ' ( 0 ) - oi,i+1[t4+1]'(0)]. 
22 CHAP. 1. APPROCHE CONVECTIVE 
(1-13) o ¿ i + 1 = e ^ - s i 
On note alors a[(0, t r ) , ( $ , V)] le membre de gauche de (1.12) et /[($, V')] le membre 
de droite. On est alors ramené au problème : 
! Trouver ( 6 , Ü) G WElastique tel que : 
'1.14) ! _ 
! V($, F ) € WÊ/oil,-91ie : a [ (0 , l/), ( $ , V)] - /[($, V)] 
1.4.2 Existence et unicité 
Nous définissons une semi-norme sur WEiasUque P a r : 
nt ,¡t t .i -i .[ , / 
O M O ¡ 2 = £ / ([0\yfdxl+ (H]')2dx,+ (H}"fdxi+ '([vi]ydxi 
~[Jo Jo JO Jo 
+ n E[Ai(* , V')]2 + [A'2(*, V)}2 + [A<(*. V)]2 
Nous munissons l'espace V1 x • • - x F"£ de la norme 
" < , 1 , 
(*.?) !!2 = E / Vi ) 2 + Ü<¿ÍÍ)2 d^ + K) 2 + M ' ) 2 + K)2 + (b*]')a + {[vi]")3 dxt 
+£/ 0 (^2 + ^f + {\v^ydxt. 
i = i 
Nous allons montrer le théorème : 
T h é o r è m e 1.4.1 La semi-norme \ . \ est une norme sur Wsiastique, équivalente à 
la norme ¡j . ¡j. 
Démonstration : 
—* —* 
Soit ( $ , V ) G WEiaStiqut tel que | ( $ , Vr) | = 0. Par définition de Wjç;/aai.-çue, ceci 
entraîne : 
Vi = l , . . . , n t [ # ] ' = 0 , 
Kl' =0, 
tël" =0, 
H)" =o , 
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les égalités précédentes devant s'entendre au sens des distributions. Il existe donc 
des constantes réelles {a,-} i=i..nf, {ßi}l=i..nt, {(a¿, í>¿)}«=i..nt et {(a¿,¿\-)}«'=i..ni telles 
que: 
y i = 1 . , . . , nt <f>\ — ai, 
v\ =ßi, 
U3 = a\xi + 6-. 
De plus, nous avons : 
V¿ = l , . . . , n í - 1 A \ ( $ , V ) = 0 , 
A ' ( $ , F ) = 0 , 
A ' ( * , V ) - 0 , 
ce qui se traduit, pour tout i G { 1 , . . . , ni} par la relation : 
(1.15) a.-ei - a - 4 + a,-<¿ = a i + 1 e î + 1 - o-+1e.2+1 + «¿+i4+1-
La condition de raccord (1.8) se traduit quant à elle par la relation: 
(1.16) ß e ' + (a i/ ¡ + 6¿)eÍ + (ath + 6 ^ = ßi+i§?1 + h1+1¿2+1 + b'i+1¿+1. 
Or, les conditions aux limites (1.6) entraînent : 
« i = ßi — «i = bi — o-j = b1 = 0. 
On vérifie alors que les relations (1.16) et (1.15) entraînent que toutes les constantes 
{a¿}¿=i..ní, {/3¿},=i..ni, {(ai,èi)}i=i..ni et {(a|-,&í)}«"=i..ií sont nulles, ce qui entraîne la 
nullité de ( $ , V) au sens des distributions, donc au sens usuel. 
La semi-norme j . | est donc une norme sur WEiastiq-ue-
Nous montrons l'équivalence des normes en deux étapes. Nous montrons ainsi le 
lemme : 
L e m m e 1.4.2 
3A'i > 0 tel que : 
V($, V) € WEl astique • Ki | | ( * , V ) | | 2 < | ( * , V ) I 2 
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Démonstration : 
Pour un indice i > 2, i < ni, nous avons 
r'- . . . , . . _ /•>'• 
/ "(t'O2 + (t'2)2 + K ) 2 dxi < 11} /"{([vj]')2 + (K]')2 + ([t,*]')2} dx{ Jo Jo 
+2/î{K)2(0) + (^)2(û) + (^)2(0)}. 
En utilisant la condition de raccord (1.8), on en déduit : 
/ V i ) 2 + (t;')2 + (tó)2 dxi < 2/?{ /''([ri]')2 + (K]')2 + ([43? <**} 
+4 /,•/,-.! {/'""(br1]')2 + ( b r 1 ] ? + ( K 1 ] ? ^,--i} 
+4/s_! {(«p1)2^) + (fj_1)2(0) + (4_1)2(0)}-
En itérant le processus et en tenant compte des conditions aux limites (1.6), on 
établit finalement la majoration : 
nî
 U (*,v) i!2 < ¿ / V ? + <tà]')2 + M ? + (KF? + (i«-]')2 + W ) 2 <**,-
n t
 ri ni ri 
+E / '(Kl? ^ + 2 £/,2{ / 'M')2 + (Kl? + (KÍ)2 **,} 
+2 /,£>-•' /,. { r M?+(H] ' ) 2 +( [ tá? dxi) 
3=1 j° 
+[ll{(v\)2+([vi]')2+([vimdx1. 
Jo 
Puisque v\ vérifie l'inégalité de Poincaré, il existe une constante K > 0 telle que; 
ni .¡. 
Il (*,v) jj2 < A ' E / '(bi]? + (tà]')2 + ÍH3'? + (H}")2 dXi 
t = i J o 
ni , / . 
+A'E/'(^)2 + (K]')2 + (b3]?^.-
On peut écrire, pour un indice ¿ > 2, i < ni : 
/V i ) 2 + (Ni? + (Ki? <**,- < 2/2/',([^]')2 + ([4]'? + (Ki'? ¿x, 
+2/¿{(^)2(0) + (K3')2(0) + (Kr)2(0)}, 
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soit en se servant de la condition de raccord (1.10) et de la relation "Y^(QÍ ¿)2 = 1 
j~i 
/ V i ) 2 + M ' ) 2 + M)2 dxi <2lf f\[4>\]')> + ([vi\y + ([Vj]")2 dx{ Jo Jo 
+4/i{[AJ-1(*,V)]2 + [Ar1($,(/)]2 + [Ar1($,V)]2} 
+4/,-{(^ -i)2(/,--i) + ([vi-^'m-i) + ([vD'nu-i)}. 
(1.17) 
La relation (1.17) nous permet d'écrire: 
/ V i ) 2 + M ' ) 2 + M ? ¿i.- < 2/? í'mr+(HT)2+M")2 dxi 
Jo Jo 
+4/,-{[Ar1($, V)}2 + [\ï\$, F)]2 + [ArH*. V)]2} 
+(4/i)(2/i_1) r~\[4>[-1)')2 + (K"1]")2 + ( K T ) 2 rf^-i 
+8/,-{(^ -,)2(o) + (br1]')2^) + ([vr1]')2^)} 
En itérant le processus et en tenant compte des conditions aux limites (1.6), on 
établit finalement la majoration : 
/ V j 2 + M')2 + (HÍ)2 dx{ < 211 /Vil')2 + M")2 + M")2 dXi Jo Jo 
+ 2 / t g 2 2 " - ) / J / V i ] ' ) 2 + (M}")2 + ({vi}")2 dx, 
i-1 
+/,-S22(i-»{[AÍ(*, t/)]2 + [A'2(*, V)]2 + [Aâ(*, K)]2}. 
3=1 
Il existe alors une constante C > 0 telle que 
(*,?) il2 <KI:f\[v[]y + my + (H]y + ([vi]ydxi 
+i<cf\{4>\}y + (iv¡}y + ({vi}'')2dx1 
Jo 
ni 
+A'E 
1=3 L 
t ' - l 
2/2 / ' ,([^] ' )2 + ([vi]")2 + ([«;â]")2da:< Jo 
+2/ îx:22(a-^/J/oj([<pi]')2+(N]w)2+(té)-)2 ^ 
¿ - i 
+/,]T22^{[Aj($, V)]2 + [A'2(*, V)]2 + [A'3(*, V)}2} 
3=1 
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L'existence de cette constante provient des inégalités de Poincaré vérifiées par (p\ , [v\] et [vl] . 
On peut donc trouver une constante K1 > 0 telle que : 
I ! ( $ , V ) ! ! 2 < A - ; j ( $ , v ) | 2 
et on conclut en posant : 
i<i = i/A-; 
D 
Nous allons maintenant montrer le lemme : 
L e m m e 1.4,3 3A'2 > 0 V($, V) G WElaatigue : | (*, V) | 2 < K2 || ( $ , V) ||2 
Démonstration : 
Les seuls termes qui posent problème sont les termes de raccord (TR) : 
n t - l 
TR = £ í(^i(/,-))2 + (^i+1(o))2 + M ' t t ) ) 2 + ([^+1]'(o))a + Mm2 + (té+1]'(o))2 
i = ] 
n t - l 
-2£>i(Wi + 1 (0)ûî , - + 1 + 0U^)b3+1]'(O)a2iS+1 - ¿Í(Zf)tá+1j'(0)a?ii+1] 
1 = 1 
rit —1 
- 2 5 ; [-[^V.-)¿i+1(o)a5„.+1 + ba'af)b3+1]'(o)4 i+1 - K]'(MN+13'(o)4î+1] 
1 = 1 
-2O»l] ' (WÍ + 1 (0Ri+i - [«i]'(ÎO[4+1]'(OX+i + K]'(Zi)[«J+1]'(0)alit.+1.] 
Or nous avons : 
TR <6 Yl (^Í(í¿))2 + (0Í+1(O))a + ([«a]'(/.-))2 + ([«a+1]'(O))a 
l < i < n í - l 
+ M W + (të+ir(o))2. 
Les injections continues i i2[0, /,•] *—» C^O, ?¿] et J/^O, /,-] <—• C[0, /,•], permettent alors 
de majorer T R par : 
TR<C' ¡J ( $ , F ) |p . 
et en posant Ki — S u p ( l , C ), on obtient le résultat annoncé. 
D 
Nous savons d'autre part , d'après (1.12), qu'il existe deux constantes Ti > O et 
T2 > 0 , dépendant des paramètres mécaniques de la chaîne, telles que : 
V($, V) G WElasüque : T Î | ( $ , V) | 2 < a[($,V),(*,V)] < T 2 ! ( $ , V) |2 . 
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La coercí vité de ai,,,] sur Wßiastigue découle alors du lemme 1.4.2, avec une constante 
de coercivité égale à YiA'i, la continuité de ct[.,.] sur \\ Elastique découlant quant à 
elle du lemme 1.4.3. 
Le théorème de L a x - M i l g r a m est alors applicable et nous permet d'énoncer le 
résultat : 
T h é o r è m e 1.4.2 Sous l'hypothèse : 
(fi fî fi) e (L2{0,h})3 pour touti = 1 . . . n i 
la continuité de /(.) sur WElastique, est atteinte et le problème (1-14) admet une solu-
tion u n i q u e , pour tous T € M3, Ai € -K3. 
1.4.3 Retour sur le modèle de jonction 
Nous supposons maintenant que, pour chaque indice i dans { 1 , . . . , n i} , le saut : 
mu)-oi+í(o)) 
du vecteur rotation élastique n'a de composante non nulle que suivant un axe fixe, 
qui est Faxe de l'articulation entre la poutre i et la poutre i -f 1. 
Pour un indice i donné, i < nt — 1, soit a1 un vecteur directeur normé de l'axe de 
l'articulation entre la poutre i et la poutre i -f 1. On construit une base OFthonorrnée 
(b\cl) du plan orthogonal à a1 de la façon suivante: 
V = a*' A ei- , 
—VI 7 
c
l
 - a
{
 A b\ 
avec ji tel que 
I ! a' A 4 1 1 ^ = m ^ 11 a' A ej 1 1 ^ . 
On introduit ¡es composantes {¿j}j=i,2,3 e^ {cj}j=i,2,3 des vecteurs 6* et c1 dans la 
base {e!} et on considère l'espace fonctionnel: 
3=1 
¿C}A5(*,VÏ/) = 0,i = l..nf-l}. 
i=i 
Nous considérons alors le problème variationnel : 
(1.18) 
Trouver ( 0 , U) € H^, a , t i , t t e tel que : 
V(*, V) € W£ l f t t ó í u e : a [ (6 , U), (*, V)] = /[(*, V)] 
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T h é o r è m e 1.4.3 Sous l'hypothèse : 
(JUL f¡) G (¿ 2[0, h]f pour tout i = 1 • • • ni 
le problème (1.18) admet une solution u n i q u e . 
Démonstration : 
Nous pouvons munir Wgtasti de la norme | . |, équivalente à la norme |j . || 
nt 
définie sur j j V". La démonstration du théorème 1.4.3 sera achevée si nous mon-
•ni 
trons que Wgtasti est un sous-espace vectoriel fermé de J J V\ Or, nous pouvons 
¿=i 
construire l'application : 
nt 
¿=i 
(*,W) -* [^(l .) - ^ , + 1 ( 0 ) , t ^ A ; ( í , 1^), ^ c« A ^ , I f ) ! ^ , , . ^ - , . 
3=1 j = l 
L'espace WElasti apparaît comme le noyau de Ça. Les injections continues: 
v; ^ c°([o, h}) et \q ^ cT([o, /,-]) 
permettent de conclure à la continuité de Qa ce qui achève la démonstration, par 
analogie avec la démonstration du théorème 1.4.2. 
1.5 Approximation par éléments finis 
On définit un ensemble de partitions régulières des nt poutres de la chaîne : 
M* 
U K-i>«}] *' = 1, . . . ,«* 
3 = 1 
où les points alQ et axM, ont pour abscisses respectives 0 et /,- sur la poutre i. 
Pour chacune de ces partitions, on définit un espace U%h = Ufa x Ufa x Ufa x Ufa 
d'éléments finis. Les espaces Ufa et Ufa sont définis de la façon suivante: 
- sur chaque intervalle [a'j_1, a*-], les fonctions de Ufa appartiennent à P1([a'-_1, a'-]) ; 
- sur chaque intervalle [a!,_j, a)], les fonctions de Ufa sont déterminées par leurs 
valeurs en a*^ et a*¡ ; 
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- t / Í I CC°( [0 , l J ) ; 
et: 
- sur chaque intervalle [ÖJ_!, a)}, les fonctions de U¡l2 appartiennent à P3{[atJ_1. a'j]) ; 
- Sur chaque intervalle [a}..-,,^], les fonctions de £/¿2 sont déterminées par leurs 
valeurs en alj_i et a* et par les valeurs de leurs dérivées premières en ces points ; 
On définit ensuite les espaces d'approximation par : 
Vî = V¿ x V¿ x Ift x Ift 
tels que : 
vz'çv", v^çui 
et on introduit enfin le sous-espace W'¿lasti prenant en compte les conditions de 
raccord : 
WhasUque = {(WIM), • • • , ( # £ , « # ) ) € V ? X • • • X Vf 
Vi = l - - - n i - l : ud(/i) = î a + 1 (0 )} 
Soit alors le problème approché : 
f Trouver ( 6 , , Uh) € W& a j l i ,u e tel que : 
1 v(*Ä, H) e whElastique : fl[(eh, % ) , (*fc, vfc)] - /[(*A, vA)l 
Nous disposons alors du théorème : 
T h é o r è m e 1.5.1 Le problème approché (1.19) admet une solution unique dans 
\xrh 
*' Elastique 
Démonstration : Le théorème résulte de la Wglasti - ellipticité de a[.,.] 
D 
Un résultat d'approximation conforme donné notamment dans Fayolle [1987], nous 
permet d'affirmer que le théorème suivant est vérifié: 
T h é o r è m e 1.5.2 Si la solution ( 0 , [ / ) du problème (1.14) appartient à V'espace : 
ni 
wElastique n fli^M)2 x (ff3[(U])2 
alors il existe une constante C > 0 indépendante de h, telle que : 
|| (Q,Ü)-(6h,Üh) \\wElasU^< Ch\\ (6,1?) | | B t 
II(/J2[<U-])2 x (#3[<M.-])2 
t = i 
où (®h,Uh) est la solution du problème approché (1.19). 
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Dans la suite de cette section, on note Xj et x2 les abscisses respectives, sur la poutre 
¿, des points a* et a j + 1 et soit À la coordonnée barycentrique attachée à a*+1 sur le 
segment [a*, a.j+î], soit : 
£ 2 — £ 1 ' 
On approche les fonctions 0\ et uî à l'aide d'éléments finis Pi - Lagrange. D'après 
l'expression des fonctions de base de l'élément, nous avons, pour chaque élément de 
poutre [oj_!,aj] : 
f u\h = «iOi)(l - A) + u\(x2)\, 
l ñh = 8[(xi)(i - \) + e\(x2)\. 
On approche les fonctions u\ et ul3 à l'aide d'éléments finis P 3 - Hermite. Nous avons 
donc : 
f u2h = i 4 ( z i ) ( l - A)2(l + 2A) + 4 (x 2 )A 2 (3 - 2A) 
+[u2}'(x1)(x2 - xl)X(l - A)2 - [u2)'(x2)(x2 ~ ar!)A2(l - A), 
i4h = 4 ( ^ i ) ( 1 - A)2(l + 2A) + 4(a:2)A2(3 - 2A) 
+ [4)'(Xl)(x2 - Xl)\(l - A)2 - [u^'(x2)(x2 - :n)A2(l - A). 
Posons : 
/[«••_„ aj] = f ; {^r-[Ä s3-{^}& ! . 
La forme bilinéaire approchée a[(&h, £4), ($h, Vh)} s'écrit sous la forme : 
a[(©h,Uh),($h,Vh)] = Ta(libre) + Ta(r accord), 
avec : 
et 
nt A / 1 - ! 
Ta(libre) = I[ala\] + / [ < » . _ ! , < » . ] + £ £ ^K-i» f l i] 
1=1 j=2 
ni —1 
^(raccord) - £ / [ « M ^ , ^ + / K + \ <+ 1] 
ni—1 3 
+ EE^[A}(6,,¿/A).A;.($,,Í4)]. 
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Posons : 
[FUi] = D i a g [ 0 , 0 , / í , 0 , / 5 , 0 , 0 , / ' , 0 , 0 ] , 
J\a)^a^ = f3 [Tn%)-{Vl}dx\ 
La forme linéaire approchée /[($/-0 Vh)] s'écrit sous la forme : 
l[($h,Vh)] = Ti(libre) + T¡(raccord), 
avec : 
nt Ml — 1 
Wibre) = E E ^ [a5- i > a5]+^¿ ,u l ]+^[< . . - i , aMn, ]+^K( /« , ) , i ;g ( /n ( ) ,< ( /n t ) ] 
t"=l j=2 
et 
^ ( raccord) = £ JKl'-n aM-3 + ^ « o ^ a ! + 1 ] -
l < i < n í - l 
Ces écritures ont pour avantage de séparer les degrés de liberté mis en jeu dans les 
raccords avec des poutres élastiques. La rigidité et le second membre élémentaire 
associés à de tels degrés de liberté sont différents de ceux associés à des degrés de 
liberté qui ne sont pas mis en jeu dans des raccords. C'est pourquoi nous nous servons 
dans la suite de deux types d'éléments de poutre tridimensionnels, l'un classique de 
poutre en traction-compression, torsion, flexion extrait de la bibliothèque Modulef 
et l 'autre de raccord tridimensionnel de poutres, que nous allons définir maintenant. 
R ig id i t é de l ' é l é m e n t d e r acco rd 
Nous nous intéressons au raccord entre la poutre i et la poutre i + l,i G { 1 , . . . , ni — 
1}. Nous définissons un élément de raccord à trois nœuds dont les degrés de liberté 
sont les suivants : 
- «l(GM'-l)> u2(f lM--l)^ u3ÍaM*-i)'. 0\(aM'-l), Mi]'íaM>-l) e t Ni]'(ûM---l) e n 
aM'-\-
- U U ? 5 I A U Í + V M O , " 2 K ^ 
[u${a*M,), K 1 " 1 ] ' ^ . ) , KJ'(aM-) e t ["3+1]'(aA/.) e n aM-
- KÍ+1(aí+1), u 2 + 1 ( a i + 1 ) , u '+ 1(a«+ 1) , e\+1(a\+i), [ua+1]'(ai+1) et K + 1 ] ' K + 1 ) en 
a\+1. 
Pour construire la matrice de rigidité de l'élément, nous devons d'abord calculer la 
matrice de rigidité élémentaire des deux éléments de poutre qui composent l'élément 
de raccord. On effectue le calcul pour l'élément {atM<-iiaM<} P a r e x e m P ^ e - On obtient, 
tous calculs faits : 
(1.20) /[«i,.-!,«*,.] = {diwuiY • m • {d¡M,vn 
32 CHAP. 1. APPROCHE CONVECTIVE 
avec : 
{dlM,Ulh} - ^ ^ a ^ _ J , u ^ ( a ^ 0 5 ö H ö M ' ~ i ) ^ i ( a ! w ' ) 5 « 2 ( G M - - i ) ' u 2 ( a A i ' ) ' 
{dlM>V¿} = [u Í (aM._i ) ,ü í (a^ , ) ,^ (a Í f ,_ 1 ) ,^ Í (a j t f 0^Ú a M.- i )» u 2( a M.)» 
[^3,(aAf.-l)Ju2]VAf.).^(uJii._i),üj(a^0Jü3]'(aM.-l)J4]'(aAi.)] 
et ou : 
m 
£[1,1] 
0 
0 
0 
0 
£[2.2] 
0 
0 
0 
0 
-£[3,3] 
0 
0 
0 
0 
-£[4,4] 
avec : 
-£[i,i] = 
E\S' E'S' 
h 
E'S' 
B> [2,2] 
i'J' 
h 
u
xJ' 
h 
¿iL 
u 
-£[3,3] = 
! i ' l \ 
i~ ¡f i~ 
£•» J> 
, i î ' / i 
-£[4.4] 
12^i - 1 2 ^ - 6^£ 6 ^ 
•i \ '« s 
'7 '; '7 
.E'Ii
 nE'I' 
E l^ ft 
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(i, est ici la longueur du segment [a,M1_ï,alM,], / t + i est la longueur du segment 
[a'Mi, a\*~1}). Nous posons: 
im m o 
Nous devons ensuite des termes de couplage entre les rotations élastiques des poutres 
du raccord. On considère la matrice [A'] de taille 24x24 constituée comme suit : 
- A'(4,4) - # ( 8 , 8 ) - # (12 ,12) = #(15 ,15) - # (19 ,19) = fc¿ 
- #(23,23) = h 
- # ( 4 , 1 5 ) = # ( 1 5 , 4 ) - -k]ali+1 
- # ( 4 , 1 9 ) = # ( 1 9 , 4 ) = -Jbiaf i i+1 
- # ( 4 , 2 3 ) = # ( 2 3 , 4 ) = k[a*u+l 
~ # ( 8 , 1 5 ) = # ( 1 5 , 8 ) - -*£aä i i + 1 
- Ä'(8,19) = Ä'(19,8) = -fcäol.i+1 
- # ( 8 , 2 3 ) - #"(23,8) = kiali+1 
- # (12 ,15) = #(15 ,12) = k\a\ti+l 
- # (12 ,19) = # (19 ,12) = ^ 4 , + 1 
- # (12 ,23) = # (23 ,12) = -k\a\¿^ 
- autres K(i.j) nuls. 
La rigidité élémentaire du raccord vaut : 
[R] = [#1 + [#] 
Second m e m b r e du raccord 
On calcule le second membre élémentaire des deux éléments de poutre qui composent 
l'élément de raccord. Pour l'élément [«Af-i^M*]' e n s u P P o s a n t que les efforts répartis 
sont des constantes, on obtient, tous calculs faits : 
(1.21) 
en posant : 
J{aM<-naiM>] = [Fi\ • H A / ' ^ / Î } 
1 1 I I I 2 P i l l 2 l2 
\fij_ si2. n n f— f — P-L —P-i. p— p l i pli— _ p _ L i 
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Le second membre élémentaire du raccord est : 
[^ = [[*m+i]] 
Ajoutons enfin que les conditions de raccord 
3 
5> !-A;-(^.,WV) - o 
3 = 1 
définies à la section (1.4.3) ainsi que les conditions de raccord (1.8) sur les déplace-
ments sont prises en compte en tant que conditions aux limites en relation linéaire 
par le logiciel Modulef. dans lequel notre élément de raccord s'insère. 
1.6 Tests numériques 
Sauf pour le dernier cas de cette section, les poutres étudiées, de sections carrées, 
possèdent les caractéristiques mécaniques communes suivantes: 
Module d'Young : E = 200 000 MPa 
Module de cisaillement : ft = 150 000 MPa 
Section : S = 0.0001 m2 
Inerties : I2 = h = — 1 0 - 8 m4 ; J = I2 + I3 
ï. L 
Nous validons notre élément de raccord sur trois exemples de structures à deux 
poutres chargées dans leur plan et nous présentons ensuite trois exemples de struc-
tures (à deux et trois poutres) sous un chargement général. 
Dans la suite de cette section, les déformées sont représentées en traits continus et 
les maiîlages en traits pointillés. 
1.6.1 Structures chargées dans leur plan 
Nous considérons une structure à deux poutres, contenue dans le plan (0 ,e° , e^ ) . 
Les paramètres géométriques de cette structure (cf. Fayoile [1987]) sont les suivants : 
4 
= — #2 
li = 2 \ / 2 m 
¡2 = v 2 m 
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Ê3 
/ "2 
FlG. 1.3 - Structure à deux poutres 
Les champs de déplacement dans le repère absolu, notés avec un exposant G sont 
donnés par les relations : 
(«i)G 
K ) G 
= cos(o,-)uî — sin(0,-)ii2, 
— M 3' 
= sin(9l)ull + cos(0¿)i¿2, 
= cos(0,-)0j + sin(ö,-)[ti^]', 
= [«il', 
= sin(#,)6>î — cos(Ö,) [ug] . 
Nous avons de plus les conditions de raccord des efforts à l'articulation : 
EI2[ul]-"(h) =EI2[u*\"'(0), 
ES[u\]'(h) =-£?73[«i]'"(0), 
Eh[u\]"{h) =ES[ul]\0), 
ainsi que les conditions de raccord des moments : 
Ehiuïï'ih) =Eh[ul]"(0), 
pJ[0\)\h) = -EI2[u*f{0), 
-Ehi^'ih) =|iJ[ô?]'(0). 
Enfin les tests sont effectués avec un maillage analogue à celui de Fayolle [1987], 
soit 15 éléments tridimensionnels de poutres pour la poutre 1, 7 pour la poutre 2 et 
un élément de raccord. 
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• Charnière "rigide" 
Il s'agit d'un cas particulier simple du modèle de jonction: on considère que la 
jonction transmet intégralement les déplacements et les rotations élastiques. Le mo-
ment articulaire n'est toutefois pas nul, ce qui impose kj —* co , j = 1,2,3. Les 
caractéristiques du test sont les suivantes : 
Chargement 
/ ] =-y/2 N¡m, 
}¡ =-y/2 Njm. 
Les autres composantes des efforts répartis sont nulles et il n'y a pas d'effort, ni de 
moment ponctuel en bout de structure. 
Condit ions de raccord 
(uïf(h) 
(0\)G(h) 
(H}"f(h) 
= («?)G(o) 
= («?)G(0) 
- (^ | )G(0) 
= (*ï)°(0) 
= (i«i]')G(o) 
Résul ta t s 
Nous comparons noire solution éléments finis avec celle de Fayoîle [1987] ainsi 
qu'avec ,1a solution analytique: 
(«ï)(*a) 12>/2 Eh ' 
4\/2 1 /- , -
(u¡)(x2) = - - ^ - - - ^ j x2 (V2x32 - 8x¡ + 12%/2a-2 + 224). 
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1 . 8 
1 . 6 -
1 . 4 -
1 . 2 
O . 8 
0 . 6 -
0 . 4 -
0 . 2 -
O. 5 1 . 5 2 . 5 3 . 5 
FlG. 1.4 - Maillage initial ei déformée: Cas rigide 
Analytique 
Fayoíle [1987] 
Eléments finis 
K)G(/2) 
12,9998 mm 
13,0003 mm 
12,99979664 mm 
(^m) 
-131,0002 mm 
-131,005 mm 
-131,000197 mm 
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• Charnière "élastique" - Premier cas 
On considère que le saut de la rotation élastique a lieu suivant l'axe dirigé par 
le vecteur e|. Nous prenons ¿3 = ION.m ainsi que kj —»• 00 , j ~ 1,2. Les carac-
téristiques du test sont les suivantes : 
Chargement 
\ /2 
2 
Tz = 0 . 
Les efforts répartis et le moment en bout de structure sont nuls. 
Condit ions de raccord 
(«})G(M = K)G(0) 
(Af(h) = (u22)G(o) 
(ulfih) =(«I)G(0) 
(e\f(h) = (ejf(o) 
(tàl'Wi) = M')°(o) 
£/3[u5]"(/i) =-*i([txj] ,(/ i)-[f2] ,(o)) 
Résul ta t s 
Nous comparons notre solution éléments finis avec celle de Fayoîle [1987] ainsi 
qu'avec la solution analytique : 
("î)(*2) = 7TETxi + 2EI3 l 3EI3y 
1 , , /r ^ 1 o (
^
)(X2) = Ï 2 ^ ^ ( ~ ^ X 2 + 6) + r2 + £5-
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1.8 h 
1 . 6 
1 . 4 
1.2 h 
1 h 
0 . 8 h 
0 . 6 h 
0 . 4 h 
0 . 2 h 
3 . 5 
FlG. 1.5 - Maillage initial et déformée: Cas élastique 1 
Analytique 
Fayolle [1987] 
Eléments finis 
(«?)°(fe) 
108,4854 mm 
108,486 mm 
108,48539 mm 
(ulfih) 
97,1716 mm 
97,1715 mm 
97,17161 mm 
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• Charnière "élastique" - D e u x i è m e cas 
Les conditions de raccord sont identiques au cas précédent. Les nouvelles carac-
téristiques du test sont les suivantes : 
Chargement 
M! = 0, 
M2 =0, 
Ms = 1 N.m. 
Les efforts répartis et l'effort en bout de structure sont nuls. 
Résul tats 
Nous comparons notre solution éléments finis avec celle de Fayolle [1987] ainsi 
qu'avec la solution analytique : 
(ii.f)(x2) = 
iu22){x2) 
Eh' 
~x2(x2 + W2) + ~x2. 2 EL 
Analytique 
Fayolle [1987] 
Eléments finis 
(u¡)G(h) 
104,2426 mm 
104,243 mm 
104,24265 mm 
(ulf(h) 
138.1838 mm 
138,185 mm 
138,18376 mm 
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2 .5 
1 . 5 -
0 . 5 -
0.5 1 . 5 2 . 5 3 .5 
FlG. 1.6 - Maillage initial et déformée: Cas élastique 2 
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1.6.2 Structures sous chargement général 
Structures à deux poutres 
• Charnière "élastique" - Cas avec torsion et effort ponctuel 
Nous considérons la structure à deux poutres de la figure (1.3), et nous conservons 
le maiîlage défini à la section (1.6.1). 
FlG. 1.7 - Repère absolu et repères locaux 
On considère que le saut de la rotation élastique a lieu suivant Taxe dirigé par le 
vecteur e\. Nous prenons k\ = iOA'.m ainsi que kj —•*• oo , j — 2 ,3 . Les caracté-
ristiques du test sont les suivantes : 
Chargement 
Fx = 0 , 
Ti = 0, 
T3 =-lN. 
Les efforts répartis et le moment en bout de structure sont nuls. 
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Condit ions de raccord 
(y])(h)G 
(ul)(hf 
(A)ihf 
([ul}')(h) 
W)(M 
ixJ[e\]'(h) 
= ¡>?)G(°) 
= («5)G(o) 
- («1)G(0) 
= (*?)(o) 
= M')(0) 
= -* î (^a i ) + ([«i]')(o)) 
R é s u l t a t s 
Nous comparons notre solution éléments finis avec la solution analytique: 
0](x1) 
u\(xi) 
u\(xi) 
0\{x2) 
ul(x2) 
u
2
2(x2) 
u^(xi) 
Analytique 
Éléments finis 
(n¡f(h) 
273.5391 mm 
273.53908 mm 
(ßif(h) 
0.098585786 
0.09858579 
z_ _ ~- .Ti , 
fij 
= 0, 
- 0 , 
— ZÉiL 2 _ _ÎL_ 3 
" 2El2Xx 6EI2Xl' 
= Kïj 
2EI2 ' 
= 0, 
= 0, 
=
 ^Ét^X2{TMhlJrjj)} 
Tzh 2 _ -^ 3 3 
+
 2EI2X2 6EI2Xr 
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0 . 3 
0 . 2 5 h 
0 . 2 H 
0 . 1 5 h 
0 . 1 h 
0 . 0 5 h 
-0 . 0 5 
0 . 5 1 1 .5 2 2 . 5 
FlG. 1.8 - Maillage initial et déformée: Plan ( e j , ^ ) 
1 . S h 
1 . 6 h 
1 . 4 h 
i . 2 h 
i h 
o . s h 
0 . 6 h 
0 . 4 h 
0 . 2 h 
0 
- 0 - 0 . 0 5 0 0 . 0 5 0 . 1 0 . 1 5 0 . 2 0 . 2 5 
FlG, 1.9 - Maillage initial et déformée: Plan (ê^^a) 
0 . 3 
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• Charnière "élastique" - Cas avec tors ion, m o m e n t ponctuel et effort 
réparti 
Nous considérons la structure à deux poutres définie à la section précédente. 
Nous faisons encore l'hypothèse que le saut de la rotation élastique a lieu suivant Taxe 
dirigé par le vecteur e\. Nous prenons k{ — ION.m ainsi que k) —> oo , j = 2,3. 
Les caractéristiques du test sont les suivantes : 
Chargement 
T 
Mi 
M2 
Ms 
n 
ñ 
ñ 
= 0, 
= 0, 
= 1 Nm, 
= 0, 
= - ^ J V / m , 
\/2 
= - — A ' / m , 
= 0. 
Conditions de raccord 
«)(hf 
(uDihf 
(ul)(h)G 
iK}')(h) 
(M)(h) 
pJ[0\]'(h) 
= ("Í)G(0) 
= i^)G(0) 
= («I)G(0) 
= (*?)(<>) 
= M ' ) ( o ) 
= ~k{ (e\(h) + ([U¡}')(ß)) 
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R é s u l t a t s 
Nous comparons notre solution éléments finis avec la solution analytique : 
e\(xi) M, •xi, 
lf \ fi 1^ f\ 2 
ES IES 
v\(xi) 
ul{xi) 
&V,X2) 
u\{x2) 
_ ftll 
= 0, 
= 0, 
__ J2 n 
o r> T ' 
flk
 T3 , fi r4 
%Eh x ' 24E/ 3 " 
2 ( ^ 2 ) 
/1'1 . fi h 
2ES GEL. X2, 
1 
«3(2:1) = - . Ï 2 S ^ 2 ( 7 7 + h , 
/Cl / ^ ^ ' 
M2 2 
X 
2EI2 
2-
Analytique 
Éléments finis 
(«?)G(fe) 
8 mm 
7.99 mm 
( « 2 ) G ( ' 3 ) 
163.42136 mm 
163.42135 mm 
(4f(k) 
- 4 0 mm 
— 40 mm 
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0 . 18 
0 . 1 6 
0 . 14 
0 . 12 
o. i h 
0 . 08 
O . 06 
O . 0 4 h 
O . 02 h 
0 . 5 1 1 . 5 2 2 . 5 3 
FlG. 1.10 - Maillage initial et déformée: Plan (e£,e£) 
3 . 5 
2 h 
1 . 5 
1 h 
0 . 5 h 
0 . 0 2 0 . 0 4 0 . 0 6 0 . 0 8 0 . 1 0 . 1 2 0 . 1 4 0 . 1 6 
FlG. 1.11 - Maillage initial et déformée: Plan (e | ,eg) 
0 . 1 8 
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Struc ture à trois pout res 
Nous considérons la structure à trois poutres suivante : 
e3 1 - 2 
Û û 
à 
e3 
s! 
FlG. 1.12 - Repère absolu et repères locaux 
Les trois poutres de la chaîne sont de sections carrées. Les poutres d'indices 1 et 3 
possèdent les caractéristiques mécaniques suivantes : 
Module d'Young : 
Module de cisaillement 
Section : 
Inerties : 
E1 = £ 3 = 200000 MP a 
y} = / i 3 = 150000 MPa 
1 _ Ç3 s  = s- 0.0001 m
2 
1 
1\ = I\ = Il = I¡ = ^ 1 0 - 8 m4 ; J W 3 = I¡ + I¡. 
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La poutre d'indice 2 possède quant à elle les caractéristiques mécaniques : 
Module d'Young : 
Module de cisaillement 
Section : 
Inerties : 
Les paramètres géométriques de la structure sont les suivants : 
4 ' 2 4 ' 3 2 
2-s/2 m h = \m /3 = 0.5 m 
Les champs de déplacement dans le repère absolu sont donnés par les relations : 
(u]f 
(ulf 
(4f 
{Olf 
(Wlïf 
(Wlïf 
(ulf 
(ulf 
(«i)G 
(0¡f 
(WÏÏf 
(tâïf 
= uj, 
= ~
ul 
2 
= *?, 
= wih 
= -[«§]', 
= «3» 
= u\. 
3 
= «2> 
r Q i ' 
= [»il, 
= -«?, 
- -[«il'. 
Les conditions de raccord des efforts aux articulations s'écrivent : 
EKS1 [u\}'(h) 
ElI¡ [ul]'"(h) 
E'nHTih) 
E2S2 [ufHh) 
E2I¡ [ui}'"(î2) 
m\ iu¡}'" (i2) 
= V2(E2S2 [u2]'(0) - E2I¡ [u2]'"{0)). 
= v^(£252[u;]'(0) + ^ / | [«r (0 ) ) , 
= m\ [«i]""(o), 
= -£;3/23[tii],"(o), 
= £:3/33[^'"{0), 
= £3S3[u3]'(0). 
£ 2 = 2 x 1014 MP a 
H2 = 1.5 x 1014 M P o 
S2 = 0.0001 m2 
/ 2 _ 72 _ 
J Q i l 
1 
12 
10- 8 m4 . 
Ô! = 
h = 
K)° 
( Î 4 ) G 
K)G 
(0Î)G 
i W ) G 
(Í*4Í)G 
= - y K - u\), 
= - î -L 
V^2/ i . i N 
= -yK + ^i 
- ~(0\ + H}') 
= [u\}\ 
= ^ ( * î - [4]') 
50 CHAP. i. APPROCHE CONVECTÎVE 
Les conditions de raccord des moments aux articulations s'écrivent : 
A ^ Œ J ' i / i ) = V2(n2J2K'(0) - E2I¡ [u»]"(0)), 
EU\ M]"(h) = V2^J2[8J}'(0) + &1\ [«§]"(0)), 
^ /¿[u 2 ]"( / i ) = JPli [ul]"(0), 
/iV2[0?]'(/a) = ^ 3 / f [ ^ ] " ( 0 ) , 
£2/22[«l3"(/2) = £?/f[u?j"(o), 
£2/f[«23"(M =-/iV3[^]'(o). 
Les axes des deux charnières de la structure sont respectivement e | et e£. Nous 
prenons kl = ION.m et k2 = 10N.rn ainsi que k) —* oo , j = 1,2 et kj —»• 
oc , j = 2, 3. 
Les caractéristiques du test sont les suivantes : 
Chargement 
M = 0, 
^ = 2JV, j = 1,2,3 
x/2 
r s o, 
l /i = 0, 
Conditions de raccord 
= («ï)°(0) 
= («!)G(o) 
= (ul)°(0) 
= (^Î)G(0) 
= W)G(0) 
= ([«5]')°(o) 
- ([«i]')°(0) 
tf/ftel'U) =-*!([^]U)-[«13'(o)) 
^j2[ö?]'(/2) =-fcî(tfï(/2)-^(0)) 
A3 
/ : 
/ ! 
= 0, 
= -10 A', 
= 0. 
tà)(U)G 
m
G{h) 
1,2 
([«§] 
Enfin le test est effectué avec un maillage comprenant 13 éléments de poutre droite 
pour la poutre 1, 10 pour la poutre 2 et 5 pour la poutre 3 ainsi que deux éléments 
de raccord. 
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0 . 6 
0 . 5 h 
0 . 4 h 
0 . 3 
0 . 2 h 
o . i h 
0 . 5 1 1 . 5 2 2 . 5 3 3 . 5 4 
FlG. 1.13 - Maillage initial et déformée: Plan (ej,e£) 
4 . 5 
2 h 
1 . : 
1 h 
0 . 5 h 
0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 
FlG. 1.14 - Maillage initial et déformée: Plan (e^çf) 
0 . 6 
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Chapitre 2 
Approche globale 
2.1 Introduction et notations 
Nous considérons une chaîne ouverte simple, constituée de nt poutres flexibles et 
nous adoptons le même principe de numérotation des poutres de la chaîne que celui 
adopté pour l'approche convective. Nous envisageons le cas où la première poutre 
de la chaîne est encastrée dans un support rigide fixe et le cas où il existe une liaison 
pivot entre la première poutre de la chaîne et un support rigide fixe. Nous nous 
restreignons en outre au cas où les articulations entre les poutres de la chaîne sont 
de type pivot. 
Nous nous donnons une configuration de référence, physique, dans laquelle chacune 
des barres associées aux poutres de la chaîne est considérée comme un cylindre droit, 
d'axe moyen constituée par la poutre associée, supposée rectiligne en configuration de 
référence. La barre d'indice i en configuration de référence peut ainsi être identifiée 
au domaine de M3 défini par : 
a = {(iX1,iX2,is),0 < s < / < , ( % , % ) € a i » } 
où l¡ et QiC-s) désignent respectivement la longueur et la section droite de la barre 
i. Comme pour l'approche convective, nous associons à la barre i la base principale 
d'inertie {e!} = ( e ^ e ^ e ^ ) , le vecteur É¿ étant choisi de façon à orienter la poutre i 
en configuration de référence. Le point de contact 0¡ entre la poutre i et la poutre 
i — 1 est choisi comme origine du repère principal d'inertie [0¿, {e1}] de la barre i. 
Suivant Bourgat , Le Tallec & Maní [1988], nous adoptons alors la représentation 
suivante : 
(2.1) ix{iX1,iX2,is) = ir(is) + iX1%{is) + iX2id2{is) V ( % , % , , 5 ) G iît-
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où on note : 
!
x ïe vecteur-position, après déformation, d'une particule de la barre 
repérée en configuration de référence par les coordonnées (*Xi.''X2,1s) 
dans [0„{e !}]. 
!r(',s) le vecteur-position du centroide la section où se trouve cette parti-
cule. 
{ !d} = ( ,di(2o),1d2( , í!) , 'd3( ís) la base orthonormée, dépendant, de la 
section où se trouve la particule, dont deux directions sont les directions 
principales d'inertie de cette section, la troisième étant orthogonale à la 
section. 
Cette représentation permet la prise en compte de l'allongement et des flexions 
de la barre i, mais aussi des cisaillements transverses et de la torsion. Le vecteur 
!d3('á) n'est en effet pas astreint, a priori, à être tangent à l'axe moyen de la poutre 
- les sections peuvent donc tourner librement autour de leurs centroides. Cependant, 
cette représentation n'autorise pas les déformations dans le plan de la section - ce qui 
revient à supposer les sections suffisamment raides ou raidies à l'aide de raidisseurs. 
Nous introduisons de plus les quantités mécaniques suivantes : 
l E . 'G : module d1 Young et module de cisaillement de la barre i ; 
!f(z$) : densité linéique d'efforts extérieurs exercés sur la barre i, de 
composantes ( ' f i / f^/fa) dans [0,-,{e'}]; 
T : force appliquée à l 'extrémité du dernier maillon de la chaîne, de 
composantes {T\,Ti,Tz) dans [0«f, {<?"'}]. 
ainsi que les quantités géométriques : 
*'S = / d'X1diX2, 
% = Í {tX2)2d'X1d'X2, Jñ,('s) 
% = i CX1fd1X1dtX2, 
lT =0~~ÏOt. 
Nous introduisons le repère cartésien absolu [0, {ea}} — [0, (e®, e^, e^)] et nous no-
tons enfin par un la dérivation par rapport à ' s . 
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Nous nous restreignons dans la suite de l'étude, au cas où 0, ne dépend pas de 
FlG. 2.1 - Configurations et repères 
2.2 Modèle mécanique 
Suivant B o u r g a t , Le Tal lec &£ M a n i [1988], nous introduisons les mesures de 
déformations : 
1 ,• ' • 
(2.2) *iij = - efrk,q%dk - *d/ 
e t : 
(2.3) {vk = *r' • *'dfc 
où eytk,t] e s t Ia signature de la permutation qui envoie [1,2,3] sur [/,&,/], L'inter-
prétation mécanique de ces quantités est la suivante: dans la base locale {*d}, les 
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quantités %ui et lu2 mesurent la flexion, lu^ la torsion, %%\ et lv2 le cisaillement et *i'3 
l'allongement de la fibre moyenne. 
Nous nous restreignons au cas de barres à sections circulaires et nous adoptons, pour 
la densité linéique d'énergie de déformation, l'expression suivante : 
(2AJwe(s) = ! i l? (••*? +S2) + ^ ( V 3 - l ) 2 + !!li(.-u2 + ^ ) + i&Vul 
où ' I est la valeur commune de % et de "12, supposée indépendante de \s. 
Nous adoptons, pour chaque poutre de la chaîne, le modèle mécanique de S imo [1985]. 
• Loi de c o m p o r t e m e n t 
(2.5) 
d%we 
O'tí; 
Mécaniquement, la quantité ! n s'interprète comme une densité d'efforts intérieurs, 
la quantité ' m comme une densité de moments intérieurs. 
• É q u a t i o n s d ' équ i l i b r e 
f W + V A !n = 0 
(2.6) 
t
 !n' + sf = 0 
2.3 Conditions aux limites, contraintes, condi-
tions de jonction 
2.3.1 Conditions aux limites et contraintes 
Dans le cas où la première poutre de la chaîne est encastrée dans un support rigide 
fixe, nous avons les conditions : 
Mo) = o, 
^ ( 0 ) = ^ V; G {1 ,2 ,3} . 
où ( d ^ d i ^ d ^ ) est une base orthonormée fixe. 
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Dans le cas où il existe une liaison pivot, entre la première poutre de la chaîne 
et un support rigide fixe, nous supposons que l'un des vecteurs {1dj(0)}j=i,...,3 se 
confond avec un des vecteurs directeurs normes, noté Uo, de Taxe de cette liaison. 
Nous écrivons donc : 
Mo) = o, 
(2.8) M i o(0) - u0 , 
^ ( O ) • M^fO) = 0, pour un ;„ € {1,2,3}. 
Nous avons également, des conditions de compatibilité des champs d'efforts et de 
moments internes avec le chargement extérieur : 
Í ntn(!nt) = T, 
(2.9) { 
Enfin, Torthonormalité des vecteurs {'djjj-i,...^, se traduit par les contraintes: 
Vi = l , . . . , n f ' ' d ^ ' d * = 6$ 
(2.10) . . 3 
( ^ A ' d a J - ' d s > 0 
2.3.2 Modèle de jonction 
Les articulations de la chaîne transmettent intégralement les déplacements, ainsi que 
les efforts et moments intérieurs. Nous avons donc les conditions de raccord : 
V¿ = l , . . . , n í - 1 ^(U) = i+1T + i + 1 r (0) , 
(2.11) <n(/e) = i + 1 n(0 ) , 
1m(/ l) = i + 1 m(0) . 
Soit i un indice appartenant à { 2 , . . . , nt}. Nous devons exprimer le fait que l'arti-
culation entre la poutre i et la poutre i — \ est de type pivot. Nous nous restreignons 
au cas où les axes des articulations des poutres de la chaîne sont choisis parmi les 
vecteurs *dj, i — 1 , . . . , nt, j = 1,2, 3. Nous faisons l'hypothèse que l'égalité : 
(2.12) 'd (0) = e ' - M , _ (/,-_,). 
Jï Jî—1 
a lieu pour un couple (°jt> , i~1ji-i) donné dans {1 ,2 ,3} 2 et un réel et- donné dans 
{ - i , + i } . 
Soient (0Jfct-,ü/¿) € {1 ,2 ,3} 2 tels que la famille 
{M (0),*d (0), 'd (0)} 
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constitue une base orthonormée directe. Soient (•',_1 &,-_!,/,_3/¿) € {1,2, 3}2 tels que 
la famille 
f - M , _ (/.. .o,^d i t_ l k (/,-_1), i-1d l i .11(/ i .1)} 
constitue une base orthonormée directe. De par la nature de l'articulation, le mou-
vement relatif entre les poutres i et i'. — 1 a lieu dans le plan commun aux quatre 
vecteurs 
{( idOJfe i(0), idOJi(0)) î( i-1d l i_ l Jk i_ i(/,-.1), i-1d, i_1/ i (/,-_!))} 
et nous faisons l'hypothèse fondamentale que le moment articulaire est du type mo-
ment de rappel, opposé au mouvement relatif des deux poutres. Nous postulons donc 
l'existence de trois réels «,-_i (strictement positif), °ôt et ' ' - ^ ¿ - i ( indépendants des 
inconnues { P r / d j ) } ; ^
 ni du problème) tels que: 
'm(O) = ' " ^ ( Z ; - ! ) , 
(2.13) ' L 
= - « ; _ ! Ai A Bi, 
avec : 
Ai = (cos(%Yá (0) + sin(°ôi),'d0, (0)), 
& = ( c o s C ^ ^ V ' - M , , (/,-_!)+ sinf '-^1_1) , ' -1d1 | . u (/,-_,)). 
Les deux réels °6i et ,l_1ö,-_i sont choisis de façon à annuler le moment articulaire 
en configuration de référence. Nous illustrons ci-après notre construction par un 
exemple (Figures 2.2 et 2.3). 
L'expression de ce moment articulaire permet de ramener la formulation va-
riationnelle des équat ions d'équilibre de la structure à un problème de 
minimisat ion, comme nous le verrons plus loin. 
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0 - 1 di ( / ,_ i ) = 'd1(0) 
FlG. 2.2 - Configuration de référence 
d 3 ( ' , - l ) 
FlG. 2.3 - Configuration déformée 
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2.4 Formulation variâtionnelle 
2.4.1 Cadre fonctionnel 
Soient les espaces : 
(2.14) Hi = HHOJ^JR3)^ = n n\, n3,i = ^ ( o , / , ; M 3 X 3 ) 
1=1 
On s'intéresse à l'espace des conf igu ra t ions cinématiquement admissibles. Compte 
tenu de ce qui précède, cet espace s'identifie à: 
fC — {{ !r, {tdj}j=1¡2,3}i-i,...,nt = ( ' r / d j ) £ ^ vérifiant les conditions : 
^ ( 0 ) = 0 et '>(/,-) = m T + *'+1r(0) si 1 < i < ni - 1 ; 
1dj(0) = d° Vj e {1,2,3} si (2.7) est imposé ; 
1dJO(0) = u 0 si (2.8) est imposé ; 
y ¿ G { 2 , . . . , n í } i d o . ( 0 ) =£t-»'-1d I |_ i. (/,-_!) ; 
¥ ¿ e { l , . . . , n i } , V ( j , A ; ) e { l , 2 , 3 } 2 ''d¿ • M* = S¡ ; 
V¿ G {1 , . . . , nt} (''di A ! d 2 ) • ' d 3 > 0} 
Nous allons montrer que cet espace possède une structure de sous -va r i é t é de classe 
C°° de l ' e space de H u b e r t Tí. Nous rappelons d'abord deux résultats importants : 
L e m m e 2 .4 .1 A b r a h a m & R o b b i n [1967], B o u r g a t , Le Tal lec &i M a n i [1988]: 
S'il existe Tí. un Hubert, S un sous-espace affine fermé de Tí, A4 un ouvert de <S et 
Q une application C°° (resp. differentiate) opérant sur A4, à gradient surjectif et 
telle que £ est le noyau de Q, alors £ est une sous-variété différentielle de classe C°° 
(resp. dtfférentiable) de M.. L'espace tangent à £ en un point P de £ est le noyau 
du gradient de Q en P. 
L e m m e 2.4.2 Pösche l &¿ T r u b o w i t z [1985]: Si £ est un ouvert (resp. un fermé) 
d'un espace de Hubert Tí, alors £ est une sous-variété différentielle de classe C00 de 
Tí. de Tí. En particulier, si £ est un fermé d'un espace de Hubert Tí, Tí est l'espace 
tangent à £ en tout point de £. 
Nous cherchons à rejoindre le lemme 2.4.1. Nous construisons successivement un 
sous-espace affine fermé S de l'espace de Hubert Tí défini par (2.14), un ouvert M 
de S et une application Ç, définie sur A4, à gradient surjectif et dont K est le noyau. 
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Nous introduisons ainsi les trois espaces : 
S = { ( ' r / d j ) G "H vérifiant les conditions : 
MO) = 0 et 5r(/s) = ! + l T + i + 1 r (0) si 1 < i < ni - 1 ; 
3d,(0) - d° Vj € {1,2,3} si (2.7) est imposé ; 
1djo(0) = UQ si (2.8) est imposé ; 
Vi € { 2 , . . . , n í } * ' d o . i ( 0 ) =c i i - 1 d I i _ l j . _ i ( / ¡ _ 1 )} 
M = {( 'r , 4'd/) G S vérifiant :Vi € { 1 , . . •, nt] (fdi A ¿d2) • «'d3 > 0}, 
e t : 
À ' = { ( 1 ß , . . . , n < ß , 1 V , . . . , n t V ) G [ W 3 , i ] 4 x . . . x[W3 ,„ t]4 vérifiant: 
Vi € 1 , . . . , nt *B symétrique ; V^  G 1 , . . . , nt lB(0) = 0 ; 
Vi G l , . . . ; n f - l ! ß( / t ) = 0 ;} 
ainsi que l'application : 
{ M -»• A r (•r.'d,-) - { [ M i . ^ - ^ i j « , . . . , ^ . - . " ^ - - « ^ ^ « } 
Nous admettons provisoirement le lemme : 
L e m m e 2.4.3 L'espace Ai est une sous-variété de classe C°° de ¡'espace 
J\4i = {(V, làj) G 7ï vérifiant les conditions : 
MO) = 0 ; 
Vi G {2 , . . . , n i} , ' d O j i (0 ) = £ ' i _ l d « . - l j l _ 1 ( / - i ) 
V i € { l , . . . , n i } ( ' d i A ^ J - ' d s > 0}, 
donr l'espace tangent SM en un point (*r, 'dj), indépendant du point ("'r, ldj) consi-
déré, est donné par : 
êM — {{*p, {,gj}j=i,2,3}t=i,...,n< = ( ' P I ' K J ) ^ "H vérifiant les conditions: 
Jp(0) = 0 ei *p(/,-) = t + 1p(0) si 1 < i < ni - 1 ; 
^ . ( 0 ) = 0 Vj G {1,2,3} -si (2.7) est imposé ; 
^•„(0) = 0 si (2.8) est imposé ; 
Vi G { 2 , . . . , n i } s g (0) =É i <- 1g l i_ . (/,-_!)} 
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et nous montrons !e lemme suivant : 
L e r a m e 2.4.4 Q est de classe C°° surU, et V . i Q est surjectif pour tout point 
(*'r,''d¿) deK. 
Démonstration : 
• Régularité 
Q est de classe C°° sur fi en tant qu'application polynomiaie définie sur un pro-
duit d'aîgèbres. 
• Surjectivité du gradient 
Il suffit de remarquer que. pour tout ( 1 ß , . . . ,ntB) Ç j\f, on a: 
(h^1BJik1dk,...,ntr,^n%,kntdk) G SM 
et: 
V(.r,dJ) W r ' ^ • ^r> \'B^á^ • • • ' " ^ \ntß^ntdh) = CB,,.., »*B) 
a 
D'après le lemme 2.4,1, le lemme 2.4.4 suffit pour montrer que ¡C est une sous-variété 
de classe C°° de M.. D'après l'expression de Ç?, son espace tangent ¿/C((*r,'d¿)) en 
un point (*r,'d,-) est donné par : 
¿ / C ( ( V d ; ) ) = {(WSj) € 6M tel que: fa-'gjt+ ,gj.,'dfc]1<j,fc<3 = 0 Vz G { 1 , . . . , 
ce qui s'écrit encore : 
¿AC(('r,'dj)) = {( lp, 'gj) € H vérifiant les conditions : 
Jp(0) = 0 et 'p(/ ,) = i + 1 p(0) si 1 < i < nt - 1 ; 
^ . ( 0 ) = 0 Vj € {1,2,3} si (2.7) est imposé ; 
1gjo(0) = 0 si (2.8) est imposé ; 
Vi € { 2 , . . . , n í } í g O j i ( 0 ) = e r 1 g i l _ l j j _ i ( i i - i ) } 
V¿ € { 1 , . . . , ni} 3 U% € H t tel que : fg3 = Ux A «'d, Vj € {1,2,3}} 
Enfin le lemme 2.4.3 est une conséquence directe des lemmes 2.4.1 et 2.4.2 et se 
démontre comme le lemme 2.4.4. L'espace de Hubert Si défini par : 
Si = {(*r,'dj) € H vérifiant les conditions : 
Jr(0) = 0 ; 
V i € { 2 , . . . , n < } i d o . ( 0 ) =c,- i-1d l i 2, (/,•_!)} 
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est un sous-espace affine fermé de l'espace de Hubert 7i et l'espace M,\ est un ouvert 
de S\. Enfin, l'espace M est le noyau de l'application G\ définie sur M.\ par : 
ö,(( ir, ' 'd J))= {{]d,(0) - d;}{j=li2i3},{ ,r(/,-) - t + 1 r ( 0 ) - i+1T}{¡=li...,nl_1}} 
si (2.7) est vérifiée, et par 
ö i ( ( , r , , ' d j ) )= {MJO(0) - uo, {*'r(/,-) - î + 1 r (0) - 1+1T}{:=1,...,ni_1}} 
si (2.8) est vérifiée. 
2.4.2 Formulation variâtionnelle 
Nous allons maintenant montrer le théorème : 
T h é o r è m e 2.4.1 Les équations d'équilibre (2.6) sont équivalentes au problème va-
riationnel [V] : 
Trouver {^Mj) € K tel que :V ('?,%) G ¿£(( ' ' r , ' d j ) ; 
^ f ^ f - - ^ - ^ + Î > « - i { {cos(°ösyd0;ci(0) + s i n ( ^ r d 0 , ( 0 ) } 
• {cosC-^ , - - ! ) ' ' - 1 ^ , ( U ) + sin( ,-»ôi_1)*"-1gli_ (/,_,)} 
+ {cos ( ' - ^ i _ 1 ) i - 1 d J i i t ( U ) + s in( ' -^ , -_ 1 ) i - 1 d i i 1; (/,_!)} 
•{œs(0^) lgo t_iO) + sin(0Ô trg0 /(0)} 
2 — 1 
o¿ Fon ö posé : 
(2.15) JÍÍV'd.,-)) = ¿ rVCV«,^) d''s 
»=i • /0 
n f
 / • / . 
Démonstration D'après l'expression (2.4) de la densité d'énergie 'ws, nous pouvons 
affirmer que les deux hypothèses de régularité suivantes sont vérifiées : 
• Pour tout i G {1, • • • ,nt} : 
(2.16) V ( ! s , . , . ) € C^JR6) p.p sur ]0; /,•[ 
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• Pour tout j € { 1 , . . . , nt} et pour tout {3uk,3vk,3Uk,3Vk) € L (0, /J; R ) : 
\ d 3 w e • • • • < ? - ' u ? e , • • , • i 
¿Mu; ¿>Ju¿ ' 
pco + ^ e ^ + ^ i j p ^ + ^vfiï 
(2.17) 
où ]CQ et •'Ci sont des constantes réelles strictement positives. 
On calcule ensuite les gradients : 
d'il; 
J
 d ( * r , ' d j ) J 
i v
' - - â & ) - ( , p ' i g ' ) 
On obtient, tous calculs faits: 
(2.18) 
1 • , • • , -
l «V,- = ip'- id* + ,r'. igfc 
Nous avons donc, d'après la définition de ¿ £ ( ( ' r , l d ¿ ) ) , les relations: 
% = 7¡e\j¿.i¡{[Ul A *'cU + W¿ A 'd l ] • M, + [W,- A l"d,] • %} 
soit : 
% = ^w, / ][ ídJtA id,]-w; = w;-u-
et donc : 
(2.19) Z^ = % %à3 
De même : 
(2.20) y = *Vfc «'d* + Wf A V 
Pour tout indice i dans { l , . . . , n i } , on considère Çuj^Vk^Uj/Vk) £ Z2(0,/,•; J?12) 
et on introduit l 'opérateur : 
A / V f s ) = ^ [ V f ' s , ^ + r*'Z<,->fc -f r-'Vfe) - V ( V « j , ' v * ) ] 
T 
où T est un paramètre réel vérifiant | r | < 1. 
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D'après le théorème des accroissements finis et l'hypothèse (2.16), nous avons l'éga-
l i té: 
¡A/VCs)! = 
¡diWe . . . „ ; , . ; „ . - . . > • d "W ',>,.« 
•{'s.'uj + T9lUr%vk + r8'Vk)lUi + - — ( ' s , ' ^ + T6lU3Svk + rô'VjtJ'V, 
'U / ¿7'U/ 
où # est un paramètre réel vérifiant \8\ < 1. 
D'après l'hypothèse (2.17), nous pouvons en déduire la majoration: 
| A / « ' e i » j < pCo + VCX (Ju¡ + 3v2 + 3Ul + jVf)h \3Ul + JVf}¿ 
Le membre de droite de l'inégalité précédente est integrable par hypothèse, et indé-
pendant de r . On peut donc appliquer le théorème de la convergence dominée à la 
suite AT 'u;e sur ]0; /,[ et donc : 
/ ' l i m { A T V ( i 5 ) } d , ' 5 = 
J o T-+0 
r
l> ,d"'we . . . . Ô1we . . .
 v . 
/ { - _ • * , • „ , - , ' t ^ ' W i + _ - • s >« t í j , 'V f c - v j d ' a 
Jo ¿7 Hi; 0 ! í ) ¡ 
= l i m - { / ' t u e ( V u j + T'Wj/ujt + T'VfcW's - / W ^ V ^ - ' ^ ) ^ } 
T^O r Jo Jo 
soit encore : 
J/"'
1
 Osíí.'e . . . Ô sU , e . . . . 
í { Çs^u^'vkYUi + —--( '5 , , t i j , , t ; f c ) , V / }d , 5 = 
0 OlU¡ O'Vl 
^ ( ^ j , 1 ^ , . . . ^ t í j , " ' ^ ) Jo 
les deformations définies par (2.2),(2.3) sur la poutre i étant indépendantes des dé-
formations correspondantes sur les poutres j , j ^ i. 
Par dérivation de fonctions composées - loisible, car d'après (2.18), les fonctions 
(*Uj, lVk) sont de classe C1 de l-i\ vers Z*2(0, /,•; R12), on obtient : 
d (« r , ' d , ) l F ' ^ ; 
(2 21) 
nt
 r
l> d'we • • • d'w6 
1=1 ^ O U\ O V¡ 
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D'après ce qui précède, îe problème variationnel [V] peut se réécrire: 
Trouver O'iVdj) € K tel que: V («p, %•) G ¿ £ ( ( > , «'d,-)) : 
* r ' . d ' V . . . . dlwer- . . . , . 
E / ^-'«.'«¿.'»O'Wi + -fî-iWuiSvkYVÙd** 
~¡Jo o%ui O'vi 
ni Í 
+ X > , - i { c o s C - 1 ^ ) ' ' - 1 ^ (/.-.a)+ sin('-1ô t-_1) i-1g, i , , (i,-_i)} 
•{cosí^.O'd^íOí + s i n ^ J ^ C O ) } 
+ {cos(i->ôf_1)»'-1dit_ (?,-_i) + s i n ( i - ^ l _ i r 1 d , (/,-_!)} 
•{cos(0Ot-),g0fci(0)+sm(0Ôi),'go/i.(0)} | 
= E r , f , ipdi í + ^-"'PW 
D'après les relations (2.19), (2.20) et le modèle (2.6), on peut aussi écrire ce problème 
sous la forme : 
Trouver Ory'dj) G K tel que : V f p , ^ A M , , . . . , n < p , Unt A »M,) € ^ ( ( ' r , ' ^ ) ) : 
ni /. 
¿ / "{'m. • w; + 'n • C'p' - Ui A V ) } d%s 
ni 
2 = 2 \ 
.{cos(0o i) , 'dOti(0) + sin(0ô i) , 'do/j(0)} 
+ { c o s ( ' - ^ i _ 1 ) - 1 d i i , , (li.1) + sm(l^ei.iy-1dliu (/,-_!)} 
•{cos^-ygo^iOj + s i n ^ V ' g o j O ) } } 
ni , / 
= W ' f - W * + r-ntp{int) 
~~;-'o 
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On opère ensuite une intégration par parties pour obtenir: 
Trouver (« r /d j ) € K tel que : V^p.Wj A *d J 5 . . . ,ntpMnt A n i d/ j € ¿ X ^ r , ' ^ ) ) • 
T I ' { - ' m ' - V A sn} • W¿ - {¿n + % • ' pc f s 
ni n i , i 
¿=i ¿=i • / 0 
ni i-
•{cos(°ÖO*'da iO)+sin(°ö l) , 'd0 , (°)} 
+ {co8('-^¿_1)<-1d í i_1J fc i_ i(/ i_ J) + s in ( ' -^ i _ 1 ) i - 1 d l i _ 1 / ¡ _ i (/,-_!)} 
•{cos(°ôt-),g0;ti(0) + sin(0ôl-)ig0/i(0)} J 
soit encore, en se servant de la relation (2.13) : 
Trouver O'r /dj) € K tel que: V(1p,W1 A M j , . . . , n l p,W n i A n tdj) 6 ¿ X ( ( ! r , % ) ) : 
£ / { _ » m _ « r A 'n j -W, - {4n + !f} - ' p a ' s = 0 
«=i ^° 
et on retrouve la formulation variationnelle des équations d'équilibre (2.6). 
2.4.3 Résultat d'existence 
Nous allons montrer le théorème : 
T h é o r è m e 2.4.2 Si les forces extérieures {'f}¿=i,.,.,ní sont indépendantes des va-
ut 
riables ('r, ldj) et appartiennent à l'espace _Q H~1(0, /¿; jR3), alors le problème va-
riationnel [P] admet une solution. 
Démonstration 
Le principe de la démonstration est le suivant : on montre que le problème varia-
t i o n a l [P] se ramène à un problème de minimisation d'une fonctionnelle sur une 
variété différentielle et on applique le théorème de Weierstrass (voir B o u r g a t , Le 
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Tallec &c Mani [1988]}. 
Nous introduisons une norme sur H : 
(2.22) ÎICr,*d,)!!i = F I N ! 2 ^ + Y ll'cL-ll2 ^ 
t = l ; = 1 
et nous démontrons le iemme : 
Lemrae 2.4.5 Sous ¡es hypothèses du théorème 2.4-2, ¡es opérateurs Q et £ définis 
sur 7i par : 
ni f 
QiCrMiï) = Z X - i 1 {™<%Ydak{0) + sin(°öi)''dO/i(0)} 
(2.23) l"2 
• { c o s C - ^ y - M , , (/,-.,)+ s in( ' -^ i . 1) i- 1d I f t . ( U ) } 1 
et 
(2.24) £(( ;r , sd7)) - £ r i f - ' r r f , s + .F • n t r ( W 
¿=i Jo 
sont différent tables sur 7ï. 
Démonstration (du lemme 2.4.5) : 
Nous disposons de l'injection continue: 
(2.25) H ^ n [ C ° ( 0 , / t ; I ? 3 ) ] 4 . 
Î = I 
Si les forces extérieures {'f}t'=i,...,ni sont indépendantes des variables ('r,'dj) et ap-
nt 
partiennent à l'espace | J i ï _ 1 (0 , /,•; Jn ), nous pouvons affirmer, grâce à l'injection 
¿=i 
(2.25). que la fonctionnelle linéaire £ est continue, donc différentiabîe sur Tí. 
Soit ensuite ('r, *dj) dans Tí. Pour tous i G { 1 . . . nt — 1}, j , k € {1,2,3} et pour 
tout ('/>,%ëj) dans 7i, nous avons: 
C'd^/,-) + '^(/i)) • (i+1dfe(0) + ! + 14(0)) = idjih) • i + 1d,(0) 
+ D(!r, % ) • ( > , % • ) 
+ %(/¿)- i + 1 ^(o) 
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où l'application linéaire D('r,*dj) définie sur H par: 
DCr/cL) : ( ' p , ^ ) - id í(/,-)- i+1¿ t(0) + , '+1dJb(0). ,6 j(/¡) 
est continue sur H de par l'injection (2.25). Toujours grâce à l'injection (2.25), nous 
avons également : 
!%(/,-)•i+1«*(0)| < | |(V*;)llw 
Nous pouvons donc conclure à la différentiabiiité de Q sur Ji. Nous avons, en tout 
point ('r, !dj) de 7i et pour tout (""p,8g,) dans H: 
~ ~ - ^ • ( ' ? , % ) = & - i { {cos(0öt)'dOAi(0) + sin(uö!}Id0/i(0)} 
•{cos( i-ô i_1) i-1g l i_ iJt i_ j(Z i.1) + sin('-^ i_1) i-1g l i.1/ i_ i(/,-_1)} 
+ {cos('-ö i_i) , '-1d ( i_1. (/,-_!)+ s i n ( í - ^ i _ 1 r 1 d , _ 1 ( (/,-_,)} 
•{co8(0ei),'g0fc>(0) + sin(0ôi)igoti(0)} | 
Nous avons également, en tout point ('r,*d¿) de 7i et pour tout ( lp,'gj) dans "W : 
D 
Nous reprenons maintenant la démonstration du théorème 2.4.2 et nous notons 
(lUj,'vk) l 'opérateur ( ]i/j, 1v¡t,... ,ntUj,ntVk) défini sur Tí. 
• Faible continuité de ('u,-,'^) sur H. 
Soit {(!rn, ! d")} n jy une suite faiblement convergente dans "H. La suite {(iirn]')}u€.A' 
nt 
et chacune des trois suites {([*d™] )}n€jy converge alors faiblement dans JJ ¿2(0, /,; R3). 
Or nous avons : 
nt nt 
(2.26) Y[Hl(0,h;I^) <~* HC0{Q,h; R3) 
î ' = l S = l 
avec injection compacte. Nous pouvons donc conclure à la convergence forte de 
ni 
chacune des trois suites {('d")}nejy dans JJ C°(0,I¿; R3). Chacune des six suites 
nt 
produit {('^jjlngjv e* {(,vk)}nel!\J c o n v e r g e donc faiblement dans J | L2(0J¿; R), 
¿=i 
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ce qui permet de conclure à la faible continuité de l'application (lt/j,'ufc) définie sur 
ni 
H et h valeurs dans J | Z2(0, l¡; f?6) . 
• Fa ib le s e m i - c o n t i n u i t é in fé r ieure . 
Les densités d'énergie lwe(,sitUj, 'lV'k) définies par (2.4) sont convexes, quadratiques, 
et à coefficients bornés sur J?6. Les fonctions : 
/ • ' . 
Jo 
sont alors convexes et continues, donc séquentiellement faiblement semi-continues 
ni 
inférieurement, sur J J Z,2(0./¿; lRe). Par sommation, composition et d'après les pro-
priétés de l'opérateur {lu31lv-k, • • •, níu¿,n/Ufc}, on en déduit que l'opérateur J défini 
par ; 
ni .; 
¿=i 
est séquentiellement faiblement semi-continu inférieurement sur "H. 
Considérons maintenant l'opérateur Q défini par (2.23). Soit { ( , r n , , d " ) } n j y une 
suite faiblement convergente dans 7i. D'après l'injection compacte (2.26), nous pou-
vons conclure à la convergence forte de chacune des trois suites {( 'dj)} r )_jy dans 
ni 
J"! C°(0, /¿; iR3). Nous en déduisons la convergence forte de toutes les suites produits 
>=i 
du type {('d"(0) • 1""1d¿(/I_1))!=2,...,ní}nej\7- Ceci nous permet de conclure à la faible 
continuité de Q sur "H. par composition avec l'opérateur linéaire à coefficients bornés 
défini sur M^nt~'l) pa r : 
J?4*»1"1) —> JR 
ni ( 
+ cos(°ö t-)sin( ' -1ö i_1)ar1 
+ sm(°0¿)cos( ' -10 í_i)í4-1 
+ sin(°ô i)sin('->ô )-_1)ai-1} 1 
D'après la démonstration du lemme 2.4.5. la fonctionnelle linéaire L définie par 
(2.24) est continue sur Tí sous les hypothèses du théorème 2.4.2. On en déduit la 
faible semi-continuité inférieure sur H de l'application JQ définie sur "H, par : 
(2.27) JoKVd;)) = J(iWdj)) + Q((Wdj)) - £((V'd¿)) 
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• C o e r c i v i t é d e J0 su r K. 
Nous avons par construction : 
Jíí'r/d,)) > 
* rh f ' G ! S 3 ¿E.-S 3 t£ ~^i'-i-~(t''i)i + -G-iY.-uÚd's 
Les relations (2.2) et (2.3) nous permettent d'écrire la relation précédente en fonction 
des seuis éléments de K. 
ni f ifliC *F!!S 3 
Nous admettons provisoirement le lemme suivant : 
L e r a r a e 2.4.6 II existe deux constantes Ci et Ci strictement positives, ne dépendant 
que de ¡a géométrie de la configuration de. référence et telles que : 
x = l i=ï 
D'autre part, puisque pour tout ( ' r , 'd j ) dans AC, nous avons 
[iHo.i.-M3) 
| J J | |2 _ / 
nous pouvons écrire : 
" ' ^ ' ^ ( (M. - J? ) = l',dj""^(o,/.-!J23) ~ iä 
Nous en déduisons donc : 
J((Vd,-)) > 
« = 1 ^ .7 = 1 
En tenant compte en outre de l'injection continue H <—* ]j[[C°(0,/¡; JR3)]4, nous 
obtenons la minoration : 
Jo ( ( ! r , ! d / ) ) > 
m «G!S ¿ E 'S 
E {c, —IMIJ, jp, - (— + IMI^.^H',)! ' '»».««,!?, 
3 = 1 
3 3 
72 CHAP. 2. APPROCHE GLOBALE 
On en conclut à la coercivité de JQ sur K pour la norme de H définie par (2.22). 
• E x i s t e n c e . 
Par définition, l'espace K est égal au noyau de l'application i/o définie sur Ji par: 
CoiCr, *d,)) = {{'d, • '"d* - ¿»J}{i=i....,ntj,ifc=i,2,3}, {(% A M2) • ' d 3 - l}{ ,-= 1 , . . . ,n t } , 
]r(0), {M.i'O) - d°} { j = 1 , 2 , 3 } , {«'p(/0 - i + 1 r (0) - ! + 1 T } { l = 1 , . . . , n i _ 1 } , 
f d (0) -
 £ i
i
-
1d l>_ _  (/i_,)}{<=2,...,nt}} 
si (2.7) est vérifiée, et par 
Ço((%%)) = {{'d, • ! d , - 8k.}{t=l ntlJ-,*=i,2,3}, {( 'di A *d2) • *'d3 - 1 } { Î = I „ t}, 
^ (0 ) , MJO(0) - uo, {'ri/,) - î + 1r(0) - , + 1 T } { i = 1 , . . . , n i _ 1 } , 
f'd ( O J - e r M , (/._i)}{,-=2....,ni}} 
si (2.8) est vérifiée. 
En raison de l'injection compacte : 
»=i «=i 
l'application C/Q est faiblement continue sur Tí, ce qui entraîne que K. est faiblement 
fermé dans 7i. Le théorème de Weierstrass permet alors d'affirmer que Jo , coercive 
et séquentiellement faiblement semi-continue inférieurement sur K pour la norme 
¡Ijjft définie ci-dessus, atteint son minimum en un point ('r*,'d*) de K,. 
L'application Jo étant en outre différent i able, d'après (2.21) et le lerame 2.4.5, sur 
la variété différentielle ¿C, son gradient au point ( ' r ' / d * ) est o r t h o g o n a l à l'espace 
tangent à K, en ce point. Ceci se traduit par : 
V'C'p/g,) e ¿£(('rVd;)): 
dj((<r\*d*)) . ag((v,'d;)) . ,. __ a£(('r-,'d;)) . ,. _ 
Ô O V d j ) ' l P ' g ^ + di^dj) ' l P ' g ^ j di^dj) ~{p>gi}-
d'où l'on déduit que ( !r*, 'dj) est solution du problème variationnel [P]. 
D 
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Il reste à démontrer le îemme 2.4.6. Pour un indice i € {l..ni}: nous avons : 
*'r(*'s) = !r(0) + ¡S,r'{a)d(j 
Jo 
Jo v Jo 
= ' -
2 r ( / t _ 2 ) - ' ^ T - «X 
+ [!'"2'~2r((T)da + ['"'^r'i^da + / V ^ j d a 
Jo JO JO 
où nous avons fait appel aux conditions de raccord (2.11) : 
Vi = l , . . . , n i - 1 lr{h) = , + 1 T + , + 1r(0) 
En itérant le processus, nous arrivons à la relation : 
'rC's) = fSir'{a)da + Y -J+1T + [}>r\a)da 
Jo ~~T JO 
ce qui entraine : 
irr( ' , )!!2 < (2t - l ) { i : ¡ P + 1 T | ! 2 + ±lj [h\Vr\<T)\\*d<r) 
[j = l 3 = 1 J° J 
On en déduit, par intégration sur [0,/,•], l'existence de deux constantes strictement 
positives, C\ et C¿, ne dépendant que de la géométrie de la configuration de référence, 
et telles que : 
¡!'riiW,,;«",sc; + c¡t¡|V¡i^(Wí¡J?3. 
On obtient alors par sommation : 
ni ni 
%=\ ' i=l 
où C1 et C2 sont des constantes strictement positives, ne dépendant que de la géo-
métrie de la configuration de référence. On obtient alors le lemme 2.4.6 avec: 
1 r' 
d = - ~ ^ T et C2 = Ü 2 1 + C[ 1 + C[ 
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2.5 Un cas simplifié : le modèle inextensible 
2.5.1 Cadre fonctionnel 
Nous avons par définition des mesures de déformation : 
vk = r • àk. 
Les cisaillements sont mesurés par 'vi et lV2, l'allongement par lv$ — 1. 
En introduisant dans la définition de l'espace des configurations admissibles JC, la 
contrainte d'inextensiblité: 
(2.28) 'r ' = *d3 
on se restreint donc aux déformations sans cisaillement, ni allongement. 
Nous définissons l'espace fonctionnel : 
Um = n #2(0,/«;i?3) x [H^OJr, R3)f 
Notre nouvel espace des configurations admissibles est alors : 
K'"n — {('r, *dj) € 7~lin vérifiant les conditions : 
*r(0) - 0 et lr(h) = t + 1 T + !+1r(0) si 1 < ¿ < ni - 1 ; 
MjiO) = d° j € {1,2,3} si (2.7) est imposé ; 
1dJO(0) = UQ si (2.8) est imposé ; 
Vt G{2,...,n<}*'d0.(0) =e,- i"1d l i , . (/,_>) ; 
Jt Ji — Ï 
V t € { l , . . - , n i } , V 0 ' , f c ) € { l , 2 , 3 } 2 M ^ ' d * = <?; 
V t e i l , . . . , ^ } ^ ! A'daJ- 'da > 0 ; 
V î € { l , . . . , n < } V = ¿d3} 
Il s'agit d'une sous-variété de classe C°° de l'espace de Hilbert 7i,n, dont l'espace 
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tangent au point ('r,*d_,) est : 
6 /C i n ( ( i r , i dj ) )= { ( ' W g j ) € Hin vérifiant les conditions : 
1p{0) = 0 et tptfi) = i + 1p(0) si 1 < i < nt - 1 ; 
^ - ( 0 ) = 0 Vj G {1,2,3} si (2.7) est imposé ; 
1g j o(0) = 0 si (2.8) est imposé ; 
Vi € { 2 , . . . , n i } ägOjt(0) =e i i - 1 g l i _ l j i _ i ( / , -_ , )} 
Vi € { 1 , . . . , ni} 3 W,- € "H, tel que : l g j = Wf A ; d j Vj e {1,2, 3} ; 
V t € { l , . . . , n < } V = !g 3} 
2.5.2 Formulation variationnelle 
Nous particularisons le problème variationnel [P] afin de rechercher des solutions 
des équations d'équilibre (2.6) vérifiant de plus la condition d'inextensibilité (2.28). 
Nous cherchons donc à résoudre le problème variationnel [P]tn : 
Trouver {%%) 6 lCin tel que: V ( 'p,"g,) € ¿AC in((V'dj)) : 
d 7(7'r 'd •)) nt ( 
•{cosC-^,- . , )«--1^ ,, (/ i-i) + 8in( ' -^,-_1) i-1g I l , . (fc-i)} 
+ {cos( ' -^ i _ 1 ) i - 1 d l i _ (/,-_!)+ sin('- 'ö,-_1) i-1d I i_ (/,_!)} 
•{«M(°ö.-),'gofci(0) + 8m(o^)ig„/i(0)} | 
= E / ' , , ' f - , p d ' s + ^ - n t P(^ ) 
¿=i J o 
Dans ce qui précède, on a posé : 
nt
 tt 
(2.29) J(Cr,!d,)) = £ / W C ^ , ^ , ^ ) d' 
ainsi que : 
t = i 
w ( s, Uj, vk) = ~r— ( Uj + u2) + G 1 u3 y 
On remarque que pour tout élément ( l r , ' d j ) de X?", on peut écrire: 
(2.30) w ( v v ^ ) - ^ - ^ ¡ r v ' i i 2 + ^(i i 'd; i i2 + \\%\\2) 
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où jj.j] désigne la norme usuelle dans JR3 . 
Grâce à des arguments de régularité de la densité d'énergie, analogues à ceux déve-
loppés à la section 2.4, et d'après les relations (2.19), (2.20), on peut aussi écrire ce 
problème sous la forme : 
Trouver (!r, "d,) <E ¡Cin tel que : V ( V , ^ A M J 5 . . . ,n<p,W„ t A ntdj) <E 6X:,'n((*'r,,'dj)) : 
ni ,/ ni f 
Y: / " 'm • W; d*"S +S«.--i M ^ ' d (0) + 8in(°ô,-)*'d (0)} 
¿=1 J ° i=2 l * 
•{COSC-'Í?;.!)«-^,^,, (/,-_,) + Sin( / -^ 1 - - 1 ) - 1 g l i _ (/,-_!)} 
+ {cos('->öI-_1),'-1dli_iJti_i ( / ,_!)+ s in ( ' -^ i _ 1 ) i - 1 d l i _ ] / i _ i ( / i _ 1 )} 
•{cos(0oi),"g0fci(0) + sin(0ô i) ,g0 / i(0)} } 
= f;/'* T-'PÎ/ 'S + ^•"íP(/ní) 
1 = 1 ' 
On pose : 
(2.31) T ( \ s ) = j'lî{a)d<7 -f 'N . 
J'a 
Nous avons : 
T ( i 3 ) = ~'ÎCs) 
et nous opérons une intégration par parties qui nous permet d'écrire notre problème 
sous la forme : 
Trouver ('r, % ) G Kin tel que : V ( > , Wj A ldh . . . , ntp,Unt A ntd3) G ¿C , r i((*r, % ) ) 
ni
 r¡ ni 
T Í '{-'m - V A T } • Ui d3s + T pm • #,-]£ + [ T • ! p]^ 
,-=iJo S 
+ 5 > _ , { { c o s f ^ ' d ^ O ) + 8in(ofli),'dO/i(0)} 
¿=2 v 
•{cos( ' ' -^ í- 1) i- ,g I i_ l f c j_ i( / í- 1) + sin('---^ i_1) , ' -1g l l .1 | i_ i(/¿-i)} 
+ {cos ( ' . - ^ î _ i r 1 d 1 > _ ( U J + smC---^,--,)»'-1^ (/.-.,)} 
•{cos(0ei),'gOJti(0) + sin(0o i) ig0 / |(0)} } - ^ - " ' p t / n O 
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soit encore en utilisant (2.13) : 
Trouver ( ' r / d j ) e Vn tel que : V(np,Wi A M , , . . . , n í p .W n í A n í d , ) 6 ¿ ¿ C ^ T r / d , ) ) 
n t
 / • ' . . . . n t 
et on reconnaît ¡a formulation variationnelie des équations d'équilibre (2.6) à condi-
tion de faire l'identification : 
(2.32) TC's) = V s ) 
2.5.3 R é s u l t a t d ' ex is tence 
Nous disposons du théorème : 
T h é o r è m e 2 .5 .1 Si les forces extérieures {*f},-=1 „t sont indépendantes des va-
nt 
riables ( lr , 'd¿) et appartiennent à l'espace J J i ï _ 1 ( 0 , /,; 1R3), alors le problème va-
s ' = l 
riationnel [V}in admet une solution. 
La démonstration du théorème 2.5.1 est analogue à celle du théorème 2.4.2 et nous 
ne la reprenons pas ici. Nous posons: 
ni , / /ITT« «'fMi'T » f ' T 
Ji" -Ejf i i ^ i i IIV'IP + 4 1 (ii'dln' + H'diiiV. 
nt
 f ¡ 
- E / ' ' f - ' r d ' s - :F-n tr(*nt) 
¿ = 1 ^ 
nt C 
+ 2 > , - _ 1 {cos(0flO''d0fci(0) + s in(^) I d O J i (0)} 
.{C0s('-Ô i_1) i- Id, i_ l f c i_ i (/,-_!) + 8in(''--^,-_1)<- ,d l |_1Jj_ i (/,-_,)} j 
et le problème variationnel [V],n s'interprète comme le problème de recherche des 
extrémas de la fonctionnelle J™ sur Ktn. La démonstration de la coercivité de J¿n 
sur Kin pour la norme : 
ni 3 
1=1 ]=1 
(2.33) 
ni 
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repose sur l'existence de deux constantes C et C strictement positives, ne dépen-
dant que de la géométrie de la configuration de référence et des caractéristiques 
mécaniques des matériaux, et telles que : 
nt nt 
(2.34) Y i|'r"!!2, J& >C y ¡¡'ru2 ^ ~ C'. 
i—i Î = I 
La majoration (2.34) est établie en se servant du lemme 2.4.6, ainsi que de la majo-
ration : 
jpr'(\s)j|2 < 2 | | | V ( 0 ) ! | 2 + lt^\\lv"(a)\\2da\ 
< 2 j l + Z,y"" ||*'r"(cr)lj2rfcr| 
que l'on obtient la contrainte (2.28). 
2.6 Résolution numérique pour le cas inexten-
sible 
Nous nous plaçons dans le cadre du modèle inextensible décrit à la section précé-
dente. Nous devons donc résoudre un problème de minimisation sous contraintes. 
Nous choisissons de ne pas introduire de multiplicateurs de Lagrange - facteurs 
d'instabilités numériques en dynamique, par exemple. Ceci requiert des procédures 
spéciales d'interpolation et d'actualisation à chaque itération, procédures que nous 
détaillerons par la suite. 
2.6.1 Approximation par éléments finis 
D'après l'expression (2.30), l'énergie de déformation est quadratique d a n s les va-
r iables de d é f o r m a t i o n ( lr , 'dy). Le problème variationnel [P]in est un problème 
linéaire, d'ordre 2 dans les variables ( l r ) {»=!,.••,»<} et d'ordre 1 dans les variables 
{ldj}{,-=i,,..,ní;j=i,2,3}- En conséquence, nous choisissons une interpolation Pi pour 
les variables {!dj}{,=1 ní¡j=i,2,3} e t Ps pour les variables {'r}^^,. .^*}. Plus préci-
sément, on définit un ensemble de partitions régulières des nt poutres de la chaîne: 
M' 
où les points ÖQ et aJM¿ ont pour abscisses respectives 0 et /¿ sur la poutre i. 
Pour chacune de ces partitions, on définit des espaces U)¿ et U)¿ d'éléments finis 
par : 
- sur chaque intervalle [aj_j,a '] , les fonctions de Ulh\ appartiennent àP1([oj_1 ,aJ]) ; 
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- sur chaque intervalle [a^_1.aiJ\1 les fonctions de U'hi sont déterminées par leurs 
valeurs en a*„j et a* ; 
- 1% CC°([(U,-]); 
et: 
- sur chaque intervalle [a)^i, a*-], les fonctions de Uxhz appartiennent à Paffa*^, a* ]) ; 
- Sur chaque intervalle [OJ.^G*-], les fonctions de U]^ sont déterminées par leurs 
valeurs en a\_1 et aj et celles de leurs dérivées premières en ces points ; 
- uyccH[Q,u}). 
Nous notons {M,} l'ensemble des points {Oj-}{j=i,..,,AÎ') e^ nous définissons les espaces 
d'approximation K,™ par : 
ni 
KX = {{•'r*, {idî}J-=1.2.3}i=i.„.,»t = CrN'dJ) € UWU}3 x {Ulf tel que: 
V ( 0 ) = 0 et lTk{U) = i + î T + t+1r i i(0) si 1 < ¿ < ni - 1 ; 
^ ( 0 ) = d° Vj G {1,2,3} si (2.7) est imposé ; 
Mjo(0) = u0 si (2.8) est imposé ; 
Mi G {2 , . . . ,n i} ''do\(0) =£,-*'-1df , . (/,-.!) ; 
V t Ç { l , . . . , n i } , V ( j , A ) € { l , 2 , 3 } 2 , V M e { M , - } 'dJ(M) • 'd^(M) = # ; 
V i £ { l , . . . , n f } > V M € { M , - } ( , 'd;(M)A , 'd5(M))- , 'dâ(M) > 0 ; 
V» G { l , . . . , n O , V M € {M,} [V]'(M) - %àh3{M)} 
et H^ par : 
nt 
Hîric^.'-d})) = {(y,¿/f)t=1...ní = (P\wfc) € n u ^ i 3 x {^}3 
vérifiant les conditions : 
V ( 0 ) = 0 et ivh{ll) = ;+1pà(0) si 1 < i < nt - 1 ; 
W*(0) = 0 si (2.7) est imposé ; 
UÏ(Q) A M)o(0) = 0 si (2.8) est imposé ; 
Vi € { 2 , . . . , ni} WftO) A M0\ (0) - et- {W^ft - i ) A ^ d f (!,_ 
Vi G { 1 , . . . ,ni} VM G {M¿} [*pfc]'(M) = UÎ(M) A !d^(M)} 
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ainsi que l'espace tangent 6/C5ln(('r'l,Id^)) : 
ôKÏiXWài)) = { ( W g ) ) € f l i ^ l 3 x { ^ l 9 vérifiant: 
Vi G { 1 , . . . ,n<} V M € {M,} ! g*(M) = ¿/f (M) A ! d J ( M ) Vj G {1,2,3} ;} 
R e m a r q u e : Il est important de noter que nous choisissons d'imposer toutes les 
contraintes {inextensibilité, orthonormation) en chaque nœud du maillage. nous dif-
férenciant en cela de Le Taí lec , M a n í , R o c h i n h a [1992]. 
Nous écrivons le problème approché \P\™ sous la forme : 
Trouver ( ' rV 'dJ) G K% tel que: V O'pV'gJ) G ^ " ( ( ' ' r V ' d J ) ) : 
JT /''CE - 'G)«! M " • [Vf + *'G'Ï (['df]' • pgj]' + P'dJ]' • M ' ) df* 
¿=1 - 7 0 
ni f 
+ £ > , _ ! { c o s f ^ ' d * (0) + s inC^Vd^ (0)} 
.=2 l ' • 
• { c o s C - ^ . - a r ^ i 1 (/.-.a)+ sin( ,-^ i_1)« '-1gf , ( U ) } 
+ {cos('-'Ô t-_1) i-1dJ ( Z ^ ) + s i n ( ' - » ö i _ 1 r 1 d j . (/,-_,)} 
• { c o s i ^ r g j (OJ + sinCöO'gJiO)} } 
ni w 
= E ' 'f-'phd\s + r-ntph(Lt) 
2.6.2 Résultats de convergence 
Nous commençons par montrer le lemme : 
L e m m e 2.6.1 Soit { ( ' r V d ' ) } / , une suite telle que: 
V / i > 0 , CrV'dy) 6 /Cj," ; 
(trh,'d'¡) —* ( !r,*dj) ¿ans ? i î n faible lorsque h tend vers 0. 
Alors: 
Vi € { l , . . . ,n<},V( j ; fc) € {1,2,3}2 ,V'5 G [0,/,•] M / s ) • «'d^'s) = ¿J ; 
V ¿ € { l , . . . , n f } , V * s € [ ( U ] V C s ) = ¿ d 3 (>)} 
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Démonstration : 
Soit 
h - -h— 
1
 " M* - 1 
le pas du maillage de la poutre d'indice i. Soit *s 6 [0,/,•] et soit a1 ('s) le point du 
maillage de la poutre d'indice i le plus proche du point d'abscisse ls, et soit ls son 
abscisse. Nous avons : 
prYiV) • MSC*) - M ' C ' i ) • fdJ(«5) = M'O'S) • [«díC's) - id5(iS)] 
+ íd5( iS).[[ irA]'(«-S)-[ irfc] ,( , '¿)] 
+ [* 'd5( i a)- id5( i3)]-[[ ir f c] ,( ia)- M 'O*) ] , 
soit encore : 
iy}'(':s) • «'d£(*'s) - [V>]'(\s) • ,'d*(«'5) - M ' ( ' s ) • / ' [ ' d ^ V ) ^ 
J's 
+ ^( • •5) - fS[lrh}"(a)dcr 
J's 
+ [fS[^h3}l(a)da}.[fSÍrh}"(a)da}. 
J's J's 
En nous servant de l'inégalité de Holder et de : 
\ls — *s| < hi, 
nous en déduisons la majoration : 
iM'^-'dSe*) - M'c'sj^dScs)! < v^illM'Ilyao./.]) + |lM"||La([0lil])} 
+ A.-||[,'dS]'lb([o.M)|lM"llLa(iö.i.]). 
D'une façon analogue, on établit la majoration : 
^(«•^.•"dî^) - M^i)-«die's)! < V^íllWllwao./.-]) + llM'Il^ac/j)} 
+ Äi||[idJ]'||La(Iol/i])||[ida,||La([0.,1]). 
Par hypothèse, la sui te {('Vy'dJ)}* converge faiblement dans 7i,n. Elle est donc 
bornée indépendamment de h dans 7i,n. On obtient alors le résultat annoncé en 
faisant tendre hi vers 0 dans les deux majorations précédentes. 
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Pour tout élément ( ' r 'Vd j ) de K.™\ nous pouvons considérer les opérateurs d'inter-
polation définis par : 
nj !r € Ul3. 
Urh <!•(>*) = ! r ( 1 5 i : ) V f c = l , . . . , A / * ' , 
UTh ' r í e s * ) = V ( ! ^ ) V f r = l , . . . , M \ 
(2.35) 
n? 'd, € t ^ , 
. n ^ « d ^ s , ) = ^ ( ' 3 0 Vfc = l , . . . , A i \ pour j = 1,2,3. 
où *Sk désigne l'abscisse, sur la poutre i, du point a\. 
Nous avons : 
{(III fr,n? M,-)}«!
 nt € 4" 
et nous disposons de plus (voir par exemple C i a r l e t [1978]) des résultats de conver-
rr 
gence: 
lim||nf t ! r - ! r i | H I ( 0 i / i ; J P ) = 0 
ljmUn* 'd j - làj\\H1{Qji ._jg3j = 0 pour j = 1,2,3. 
Nous pouvons alors démontrer le théorème : 
T h é o r è m e 2.6.1 Tout minimum isolé de la fonctionnelle J™ sur X?" est la limite 
forte dans 'H',n d'une suite de solutions locales du problème approché [P]'£. 
Démonstration : 
La démonstration du théorème 2.6.1 repose sur des arguments classiques de compa-
cité. Nous nous contentons d'en donner les principales étapes et les points spécifiques 
à notre problème. Le lecteur est renvoyé à Le Tal lec , M a n i , R o c h i n h a [1992] pour 
plus de détails. 
Nous remarquons d'abord que la fonctionnelle J™ est différentiable donc continue 
sur H"'71. La démonstration s'effectue alors en cinq étapes. 
2.6. RÉSOLUTION NUMÉRIQUE POUR LE CAS INEXTENSIBLE 83 
• I n t e r p o l a t i o n du m i n i m u m 
Soit ( ' f / d j ) un minimum isolé de J¿n sur ¿C!n, et soit (Uf 'f,U^ !d,) son inter-
polateur, défini par (2.35). Alors il existe une boule fermée B dans 7ïin, centrée sur 
(*f,*dj) et telle que: 
J(} 'n((V'd;)) < Jo'WP^èi)) *{%%) € BDV\ (%%) ¿ OV'dj), 
iimj-((nr ^ n ? 'd,)) = jsn((if,ida)). 
n—»0 
• Su i t e m i n i m i s a n t e 
En se servant de la c o n t i n u i t é de J¿n, on démontre l'existence d'une suite: 
{('rV'dJ)},, 
de solutions du problème ['P]}ln, dont tous les éléments appartiennent à la boule 
fermée B. On en déduit l'existence pour cette suite, de suites extraites faiblement 
convergentes dans 7i'n. Soit (*r*,*d*) la limite faible de l'une de ces suites extraites. 
En se servant du lemme 2.6.1, on peut alors établir: 
( lr*,'d*) G BDlCin. 
• C a r a c t é r i s a t i o n 
Nous nous servons du fait que la fonctionnelle ¿f™ est séquentiellement faiblement 
semi-continue inférieurement, ainsi que de la définition (2.35) des opérateurs d'in-
terpolation pour établir que la limite faible ( ' rVd*) d'une suite extraite faiblement 
convergente de la suite {('rh\'d^)}h construite à l 'étape précédente, vérifie: 
(Wd*) = («va,-) 
et que de plus : 
(2.36) n m J ^ r V ' d J ) ) = ^ ' " ( ( • ' r /d , - ) ) . 
m C o n v e r g e n c e for te 
Les fonctionnelles : 
ni 
ni 
(Vi,) - Ell'dil^jp,. 
¿ = 1 
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sont faiblement semi-continues inférieurement sur Htn. D'après la définition (2.33) 
de J¿n, et d'après (2.36), on en déduit : 
nt 
{¡'d"}'},=h...,nt - {idj},-=1,...,„t dans J ] ¿ 2(0, hl M3) fort, h -> 0, 
«=i 
nt 
{[,rÄ]"},-=i,....nt -> {!f"}1=i,...,nt dans J ] ¿'(O, k ^ ) fort, Ä -* 0. 
Par application du théorème de Rellich-Kondrachov (Brézis [1988]), ainsi que du 
lemme (Ciar le t [1988]): 
L e m m e 2.6.2 Soient V et W deux espaces de Banach, et soit A un opérateur 
linéaire compact de V vers W. Alors si la suite {un} converge vers u dans V faible, 
la suite {A(un}} converge vers A(u) dans W fort, 
on en déduit : 
nt 
{ !d}} î = 1 ni - • {'d,}l=1 nt dans HH^Q.Jf, R3) fort, h -> 0, 
t = i 
nt 
{:r*'}î=1,...,ni -> {'>},•=!,...,„< dans [ ] ^ 2 ( 0 , /,•; R3) fort, h - f 0, 
i = i 
et donc : 
(*r\ !d?) -> Cf/ 'dj) dans TT1 fort, Ä -> 0. 
• Solutions locales 
D'après la convergence forte prouvée à l 'étape précédente, nous pouvons en déduire 
que, pour h suffisamment petit, l'élément (*r\ 'd^ ) se trouvera dans l'intérieur de B. 
Puisque par construction J™ atteint en [%th, ' d j j son minimum sur JC^OB, Clvh-, lâk) 
est une solution locale du problème approché [V]™, mis sous forme du problème de 
minimisation de J™ sur /Cj,n. 
R e m a r q u e : Le résultat de convergence précédent reste valable si l'on remplace, 
dans la définition de fC1^, les espaces Ufa par les espaces Ufa définis pa r : 
- sur chaque intervalle [oj_ l 5 a}], les fonctions de Ufa appartiennent à P2([a,j_1, a*-]) ; 
- sur chaque intervalle [a ' . j ,«*] , les fonctions de Ufa sont déterminées par leurs 
valeurs en «}_!, a) et au point milieu de l'intervalle; 
-UfacCG([0.1t}): 
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2.6.3 Linéarisation de la formulation variationnelle 
Nous revenons, dans cette section, à la formulation variationnelle du problème 
continu. Nous devons garder à l'esprit que nous ne cherchons pas un point d'annulation 
du gradient de J0 sur K,in, mais un point (5r*,!d*) de Kin tel que le gradient de JQ 
en ce point soit orthogonal à l'espace tangent ^ ' " ( ( ' r ' / d j ) ) en ce point. 
Soit ('r, :dj) un point de Ä?" et soit l'espace fonctionnel : 
nt 
Ï T t t V d , - ) ) = {(ip,Wi),-=i...„i = (p,W) € H H2{0,U;S?) x H'iOJ.-M3) 
vérifiant les conditions : 
V(0) = 0 et ^(Z,-) = i+1p(0) si 1 < i < nt - 1 ; 
U\{0) = 0 si (2.7) est imposé ; 
Wi(0) A M,0(0) = 0 si (2,8) est imposé ; 
Vi e { 2 , . . . , n í } W,(0)A'do.(0) =et-{Wí_1(/,-_1)A,'-1d(| , . (/,-_,)} 
V¿€ { 1 , . . . , ^ } ^ ' = W, A'd3} 
L'espace tangent <§/C!n((är,ldj)) à Ä?" au point ('r, *dj) est paramétré par un vecteur 
arbitraire (pM) appartenant à H (( lr , ldj)j , par la formule : 
SK^dWdj)) = {(WSj) S Kin vérifiant: 
Wie {!,...,nt}% = Ui: A'dj; Vj € {1,2,3} ;} 
En prenant en compte cette paramétrisation particulière de l'espace tangent, la 
condition d'orthogonalité du gradient de JQ au point ( lr, *dj) à l'espace tangent 
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SK^üWdj)) s'écrit: 
V(p,W) G H^dWàjïïxn^ttWdj)) 
J Ü / • ' . . . . . . „ . „ . . Jl* /•'.• Y] / V*'E - ''G)1'! V • Jp" dls + ¿ / ' 'G'I *'d¡ • [U% A % ] ' d*s 
+ E / G I ,d2-[W1A¿d2j'íiís 
t=i ^° 
ni r 
+5>- i { M ^ H J O ) + sin^-V^JO)} 
+ {cos( ' ' -^ t _ 1 ) i -M I i . l f c i _ i ( / , -_ô 1 +sin( ' ' -^ i _ 1 ) < - l d l | _ l / i _ i ( / i _ 1 )} 
(2.37) 
Notons que le second membre : 
(2.38) ¿ /'"'f-'prf's + ^ - n t p ( U 
de l'équation (2.37) s'écrit également : 
(2.39) £ / ' F - ^ A ' r J t i ^ . 
où ' F est défini par (2.31) et (2.32). Dans la suite, nous ferons référence à l'équation 
(2.38) sous le nom de forme symétrique du second membre et à l'équation (2.39) 
sous le nom de forme non symétrique du second membre. 
Nous procédons par linéarisation de la condition d'orthogonalité (2.37). Le principe 
de cette linéarisation est le suivant : nous remplaçons symboliquement, dans (2.37), 
la variable 
(•'r, M,-) 
appartenant à ¡C,n, par : 
œ'rU.fdiï*) + (%%) 
où 
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Le terme d'énergie élastique 
E((*"r, *'<!,•), C'p.W,-)) 
ni »ï nt
 f¿ 
y , ['(!E ~ ' c r i v • y d i s + Y PIGIÏ id[ • [id A %}'dxi 
nt it 
+ T / 'GI ,'d^[WiA,'d2]'di5 í~í Jo 
fournit alors les deux fonctionnelles : 
Uv/i, EÎ(CP,W,-)) = 
£ /"(«'E - 'G)'I Pr]: • y <T5 + £ / ' ''G'ï [fa]*]' • [U% A fa],]' d^ 
+ £ / ''G'I [fa]*]'• [¿4 A [ 'd^jVs 
ni 1.7 
¿ f'^E-'Gyi 'p" -lp" dls 
«•=1 - / ° 
+ £ / fG*'l ([Wt- A fa]*]' • [Wf A fa]*]' + [Ûi A fa],]' • [Ui A [!d2],]V^ 
ni .¡t 
+ ¿ / ' ' G ' I ( [ fa ]*] ' • [Ui A (W,- A [«da]*])]' + [ f a ]* ] ' • [Ui A ( ^ A fa]*])]V'S 
Le terme de moment ponctuel : 
M(('r,fa-),(*p,Wi)) = 
n i - 1 
5 > { { c o s ( ^ + 1 ) î + 1 d (Q) + sin(°0a+1) '+1d (0)} 
î = l V 
•{cosC-Ô,-) [W¿ A ! 'd i i j tj(/ t) + s i n ( ^ ) \U% A ' d ^ K / , ) } 
+ {cos('-0 i) id J I (/,-) +sinC'ÔO'd, (h)} 
•{cos(°0 l + 1)[W l + 1A î + 1do , KOj + s i n C ^ + x J l W ^ A ^ d ](0)} 
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fournit les deux fonctionnelles : 
MJÍCP,^)) = 
n i - l 
£ K{ {cos(o0i+i)[*'+1d ]*(0) + sm(°0i+1)[i+1d Jfc(0)} 
1=1 \ 
•{cos('-0,-) [W,- A i ^ Jfc](/,) + sinC'l?,-) [Wf A [*'di( J ,](/ t)} 
+ {cosC'^ Oi'd'-A:,-]^/,-) + sm(l-Ôt)[% }k(lt)} 
•{cos(o0i+1) [Wi+1 A [i+1d ],](0) + sin(°ôi+1) [Wi+1 A [î+1d ]*](0)} 
MJ((,p.Wi),('P,Wl-)) 
n f - l 
x > , j w«)-^+i(o)} -
.{"cos(°öi+1) cosC'Ô.OIlWi+i A [i+1d ]fc](0) A [!d ],(/,) + [<+M ],(0) A [W,- A [% ]fc](/,-)] 
"•t + 1 "-Í ^ t + 3 ^s 
+ cos(0é>¿+1) Sin(''0t-)[fc-n A ['-M ],](0) A ['"d, ]*(/,-) 4- ['+M ]fc(0) A [Wf A [«d, ]*](/,-)] 
+ sin(°0,+1) cosC-öOIfWi+t A [!+1d ],]Í0) A P'd. ],(/,) + F+M ]fc(0) A [Û, A ['"d, , ]fc](/,-)l 
+ sin(°0i+1) s i n í ^ : ) p í + 1 A f+M ]¿](0) A [M jfe(7,-) + [î+1d ],(0) A [Û% A ['d, ]*](/,-)]} 
Sous sa forme non symétrique, le second membre: 
F K V d ^ C ' p , ^ ) ) = £ / ' ' T - l W i A V j r f ' a 
f=i J o 
fournit les deux opérateurs : 
ni ./. 
FÎ(rp,W,)) = £ / ' F - ^ A p r ] ^ ^ 
t= l 
n i . / , 
et : 
F*(Cp, W,-), f'P, W,)) = ¿ / ' T • [W¿ A (W,- A [!r];)j d f s . 
, = i ^ 
Nous introduisons enfin les opérateurs : 
(2.40) 
Avec ces notations, la version linéarisée de l'équation (2.37) est : 
R* = E¡ + Mf - F* 
Hk - E* + M* - F* 
(2.41) H^PMA'PA)) + Rfc((!p,^ )) = o 
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R e m a r q u e : L'équation d'orthogonalité (2.37) utilise une paramétrisation particu-
lière de l'espace tangent qui dépend du point de tangence considéré, La linéarisation 
de (2.37) fait donc intervenir également la dérivée de la paramétrisation de l'espace 
tangent pax rapport au point de tangence, ce qui détruit la symétrie de l'opérateur 
linéarisé H , sauf si le cofacteur de cette dérivée est nul. On montre cependant que 
la partie antisymétrique : 
A ^ ( ! P A ) , C P , ¿ ) ) = -{HHCP^A'PA)) - U^PMUPM))} 
de l'opérateur H' ' vaut : 
A^OP^M'P^,-)) = 
(2.42) i »* 
2 
1 nt ri 
où !m¿; est la densité de moment intérieur associée à la configuration ([ lr]¿, [*dj]¿). 
L'opérateur Ak est donc nul lorsque (['r]/t, pdjjjc) est une configuration d'équilibre 
du système. En un tel point, l 'opérateur H correspond à la raideur du système, qui 
est symétrique par construction, le problème étant conservatif. 
2.6.4 Résolution du problème approché 
Notre algorithme de résolution s'écrit de la façon suivante : 
1. In i t i a l i s a t ion 
On choisit ([,'rA]o,[,'dJ]o) dans Vhn. 
2. R é s o l u t i o n d u p r o b l è m e 
T r o u v e r ^ M ) € H ^ U M * , ^ ; ] * ) ) t e l q u e 
( 2 4 3 ) V C p \ ^ ) € H r ( ( M , , [ ^ ] , ) ) 
n
k{(lp\i4)AlPkM)) - -Rk((lphMt)) 
3. Tes t d ' a r r ê t 
- Le test d'arrêt est satisfait : F in . 
- Le test d'arrêt n'est pas satisfait : A c t u a l i s a t i o n de (['r'1]*, ['dj]jt) à l'aide 
de (lph,Ûth), k -)• k + 1 et retour à l'étape 2. 
90 CHAP. 2. APPROCHE GLOBALE 
R e m a r q u e : L'intérêt de l'utilisation de (2.41) à l'étape 2 est de pouvoir prendre 
en compte la courbure de l'espace tangent dans le calcul de la direction de descente, 
ce qui conduit, d'après nos observations numériques, à un algorithme plus robuste. 
Nous allons maintenant détailler les étapes de cet algorithme. 
• Interpolat ion 
On note ls,- et '.Sj+i les abscisses respectives, sur la poutre ¿, des points al} et a*-+1 
et soit À la coordonnée barycentrique attachée à alJ+1 sur le segment [aj,a*+1] : 
ss — V 
A = ' 
' S i . f l — *Si 
Nous posons alors : 
M* = n[ M* 
= ['rjitCsj) (1 + 2 A) (1 - A)2 + [«'rkO'^+x) (3 - 2 A) A2 
+ MkVs,) (>'Sj+1 - %•) A (i - A)2 - Mk(^Hi) Cs¿+i - S ) a - A ) *2 
[«cfl* = nj? Cd,], 
= [*"dj]fe(i5J-)(l - A ) + [M^fcC^+OA j = 1,2 
ainsi que : 
••pfc = «p(*'Sj-) (1 + 2A) (1 - A)2 + VC'^+i) (3 ~ 2 A) A2 
+ (M A MIX'*,-) (%•+, - %•) A (1 - A)2 - (W, A [!r];)C-,J+1 ) («5j+1 - V ) (1 - A) A2 
•g} =nd(w,-)An?([idJ-]fc) 7 = 1,2. 
et: 
«p* = «'£(%•) (1 + 2A) (1 - A)2 + *p( V i ) (3 - 2 A) A2 
+ (Ùi A [!r];X'5j) (^J+1 - %) A (1 - A)2 - ( 4 A [ ,r];)(iaj+1) («"*,•+, - <Sj) (1 - A) A2 
«"gj =nd(^)And([%] f e) i = i,2 
Commenta i re : Si les interpolations des variables [lr]fc et [*da]k sont des inter-
polations Pz et Pi classiques, celles des variables 'p , sg, *p et *p sont modifiées de 
façon à tenir compte des contraintes ponctuelles qui interviennent dans la définition 
de l'espace des configurations admissibles. 
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• Init ial isat ion 
La démarche que nous avons adoptée est la suivante: pour chaque poutre de la 
chaîne, nous choisissons une configuration géométrique raisonnable, caractérisée par 
des paramètres de forme que nous détaillerons plus loin et nous imposons a priori 
les conditions aux limites ponctuelles (encastrement, conditions de raccord). 
Pour construire la configuration géométrique initiale, nous nous sommes inspirés 
du cas d'une poutre en flexion donné par Le Talîec, Mani , Rochinha [1992] 
(figure (2.4)) pour lequel la configuration initiale est circulaire et située dans le plan 
Configuration non déformée 
Configuration initiale 
FlG. 2.4 - Configuration initiale 
déterminé par la structure et la résultante des efforts extérieurs. De façon explicitera 
configuration initiale est donnée, en composantes dans le repère absolu (O, e j , eí¡, e^), 
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par : 
Í7T S , 2?r S , 
r(s) = —{sin( — )g + ( - 1 + cos{ — ))£ 
¿Tv L L 
di(s) 
- ^ 3 
i / v • /2TTS. . 2TT S 
d2(s) = s?n(—— jej + co.s( —— )e2 
/ y X j 
d3(s) =cos(—— )e.j — sin(—— )e£ 
Li h 
Nous avons développé cette idée en introduisant le paramètre de forme a. réel non 
nu l , qui permet de "dérouler" la configuration initiale précédente: 
L . 2TTQS, , 2TTO:.S 
*V) = ^ ~ { « « ( ~ y - . ) e ï + ( - 1 + cos(—— M} ¿ira L L 
di(a) 
d2(s) 
— e £3
2TTÛ ,S 27ra s 
sin{—-—)el + cos\—j—)e2 
d3(s) = c o s í — — )çj - sm(—-=— )ea7 L L 
puis le paramètre de forme ß qui permet de traduire la torsion d'une configuration 
rectiligne (qui correspond au cas limite où o est nul) : 
Í r(s) = s e° 
di(s) = - w i ( — — )e2 - cos{—j—)ez 
A ( \ , 2 7 r . ^ S x a • fäßs
 a 
d2{s) = c o s ( — — ) e 2 - stni——-)^ 
{ d3(s) - e° 
Pour généraliser de façon plus complète cette initialisation, nous avons introduit la 
notion de plan de charge de la poutre i. Ce plan est engendré par deux vecteurs non 
2.6. RÉSOLUTION NUMÉRIQUE POUR LE CAS INEXTENSIBLE 93 
colinéaires a¿ et 6, : a¿ est un vecteur directeur normé de la poutre i en configuration 
de référence et 6¿ est une vecteur directeur normé d'une approximation raisonnable 
de la direction de la résultante des efforts extérieurs qui s'exercent sur la poutre ¿. 
Dans un cas simple, tel que celui de la figure (2.4), le plan de charge est le plan 
( e^e f ) , le vecteur e% étant un vecteur directeur de la poutre encastrée en configu-
ration de référence et le vecteur ej dirigeant l'effort ponctuel appliqué. 
Nous posons alors : 
b'i = bu 
Ci = at A b[, 
si le produit scalaire (a,- ; &,) des vecteurs a¡ et 6¿ est nul et : 
h = at ¡a-
Í2xJiilh-(a, ;6 , ) 0 ' 
Í£¡_i£il/>.¡| 
(a. A) '!: 
Ci = ai A 6¿, 
dans le cas contraire. Soit E{-\ le point extrémité de la poutre i — 1 en configuration 
initiale et soit le vecteur : 
T,_! = OEi-i . 
Nous choisissons alors la configuration initiale suivante de la poutre i : 
h 
J 0 ¿TTCt; 
.'Iliads 
h 
2irai's , )at + (~l+cos{—— ))&,} 
'•«•J.c«) -c,-
(2.44) 
.27ra,-'s 27ra,-*s , 
('S) - Sî^—j- )û,- + COs( )6¿ 
/¿ /.-
'd3J (*s) =cos{— jai - sin{—-—)b¡ 
94 CHAP. 2. APPROCHE GLOBALE 
lorsque le réel Q¿ n'est pas nul et ; 
('s) = TV.! + 's a{ 
(2.45) 
lA } /t x . 2 i r # V , , 2 T T & V di ('s) =-sin{—: )bi-cos{— )a h h 
H2\(ls) =cos{— )bt-sin(—- )a k h 
Í d 3J 0 ( ' ¿ ) = û* 
dans le cas contraire. 
La configuration initiale approchée (['r^jo, ['d ]o) est obtenue à partir des valeurs 
des configurations initiales (2.44) et (2.45) aux nœuds du maillage et par imposition 
des conditions aux limites et de jonction. 
• R é s o l u t i o n 
L'interpolation du problème (2.43) nous amène à la résolution d'un système linéaire 
de la forme : 
P 
(2.46) K 
J * u 
Rk 
dont la matrice et le second membre dépendent des variables ({lrk)k, [ld*)k) (ce qui 
est rappelé par l'indice ¡¡) et dont les inconnues sont les valeurs et les dérivées des 
variables ( 'p, '¿/) aux noeuds du maillage. La matrice de ce système est non symé-
trique. Cependant, la norme de sa partie antisymétrique décroit avec la norme du 
vecteur [Rjti, comme on pouvait le prévoir grâce à l'équation (2.42). Nous inversons 
cette matrice par une méthode de Gauss. 
Les conditions aux limites et de raccord sont prises en compte suivant la méthodo-
logie Modulef. 
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• A c t u a l i s a t i o n 
En chaque nœud M du mailîage de la poutre i, nous opérons l'actualisation : 
[ ' rVi (M) = MfcíAf) + Afc'p(AÍ). 
L'actualisation des variables {['d"]*} ainsi que des dérivées {['(r )h]k] se fait selon 
un processus particulier (voir par exemple H u g h e s &¿ W i n g e t [1980]) : 
!d* *di .AT (M) 
-i fc+i 
= A^(Afcft(M)]1,At[Wt-(M)]2,AfcWi(M)]3) 'd'1 fî„/ i"l ' (M) 
ou : 
(2,47) 
avec : 
et : 
M{UUU2,U3) = W + ~[Ü + \ü2} 
V = 1 + (Wi)
2
 + (W2)2 + (W3)S 
0 -Uz U2 
Ü = Uz 0 -Ui 
-U2 Ui 0 
R e m a r q u e 1 : Dans ce qui précède, le scalaire A¿ est choisi (par recherche linéaire 
sur [0;1]) de façon à minimiser la norme du vecteur [Rfc+i]-
R e m a r q u e 2 : Dans l'équation (2.47), les quantités {Ux^^Mz) apparaissent comme 
les paramètres de Rodrigues d'une matrice de rotation. Il s'agit d'un paramétrage 
algébrique des rotations finies. On en trouvera d'autres exemples dans l'annexe A. 
• T e s t d ' a r r ê t 
Nous choisissons un test d'arrêt sur la norme du second membre du système (2.46), 
soit : 
¡ M l < e 
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2.7 Tests numériques 
2.7.1 Cas sans raccord 
Cas 1 : effort ponctue l 
Nous testons d'abord notre algorithme sur un cas sans raccord, celui d'une seule 
poutre encastrée, soumise à un effort ponctuel en son extrémité libre. Nous avons 
adapté notre algorithme à ce cas en annulant les termes les termes M* et M j dans 
l'expression des opérateurs R et H (équation (2.40)). 
On suppose que la poutre est chargée dans son plan et qu'elle ne travaille donc qu'en 
flexion pure (Fig. 2.5). 
FlG. 2.5 - Poutre encastrée en flexion : effort ponctuel 
La poutre est caractérisée par son module d'Young E , son moment d'inertie à la 
flexion I et sa longueur L. On dispose d'une solution exacte (Bisshopp 8z Dru-
cker [1945]). Nous représentons ici cette solution ainsi que l'écart avec la théorie 
linéaire classique (figure 2.6). 
Nous testons notre algorithme avec les paramètres suivants : 
E l = l Û 0 0 A r x m 2 
L =10 m 
Nous prenons ß = 0,, e = 10 3 et nous travaillons avec 30 éléments de poutre. Les 
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O 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
6/L 
FlG. 2.6 - Solution exacte 
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résultats obtenus sont les suivants : 
PL2 
El 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
6
 , ,-
— calcule 
L 
0.3017 
0.4935 
0.6034 
0.6702 
0.7141 
0.7450 
0.7679 
0.7856 
0.7997 
0.8114 
— analytique 
L 
0.306 
0.495 
0.6037 
0.6704 
0.7132 
0.7461 
0.7685 
0.7853 
0.8 
0.810 
Erreur relative 
1.4% 
0.3% 
0.04% 
0.03% 
0.1% 
0.15% 
0.07% 
0.04% 
0.04% 
0.17% 
Nombre d'itérations 
21 
15 
19 
16 
21 
26 
23 
24 
26 
28 
a 
0.1 
0.15 
0.15 
0.2 
0.2 
0.25 
0.25 
0.25 
0.25 
0.25 
Nous avons également examiné l'effet d'un raffinement du mailîage: 
Nombre d'éléments 
10 
20 
30 
50 
— calculé 
0.8175 
0.8123 
0.8113 
0.8109 
Nombre d'itérations 
9 
17 
28 
56 
ceci pour -—- — 10. a — 0.25, ß — 0. 
El 
Cas 2 : moment ponctuel 
En dehors des moments aux articulations construits à la section 2.3.2, nous n'avons 
pas considéré le cas des structures chargées à l'aide de moments ponctuels. En effet, 
les moments ponctuels les plus courants sont les moments d'axe fixe, et les mo-
ments s'exerçant suivant un axe solidaire de la structure (dits également follower 
moments). On montre (Argyris [1982], Simo &¿ Vu-Quoc [1986.2]) que ces deux 
types de moments ne constituent pas un chargement conservatif en général et n'en-
trent donc pas dans le cadre de la théorie d'existence développée aux sections 2.4.3 
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et 2.5.3. Certains auteurs (Ziegîer [1952], Beck [1955], A r g y r i s [1982]) ont déve-
loppé des expressions de moments conservatifs, qui ne sont cependant valables que 
sous des hypothèses mécaniques restrictives et pour des chargements particuliers. 
Cependant, pour montrer l'efficacité de notre algorithme, nous présentons le cas 
d'une poutre de module d'Young E, de moment d'inertie I et de longueur L, encas-
trée en l'une de ses extrémités et chargée avec un moment ponctuel Ai = Me^. 
4 
FlG. 2.7 - Poutre encastrée en flexion: moment ponctuel 
Soient les espaces fonctionnels : 
Hin = H2(0,L-R3) x [Hl(0,L;R3)]3 
K,in = {(r. dj) G 7itn vérifiant les conditions : 
r(0) = 0 ; 
d i (0) = e£ ;d 2 (0 ) = eS ; d3(0) = ej ; 
V ( j , Â : ) e { l , 2 , 3 } 2 dj-dk = è'ï ; 
(dj A d2) • d3 > 0 ; 
r' - d3} 
¿/Cm((r, dj)) = {(p, gj) £ H%n vérifiant les conditions : 
Vi'Û) = 0 ; 
^ • ( 0 ) = O V j e { 1 , 2 , 3 } ; 
3U e H\0,L;I^) t e l q u e : g i = U A d,-Vj € {1,2,3} ; 
P' = g3} 
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Le problème variationneî à résoudre s'écrit : 
' Trouver(r ,d,) € Kin tel que: Vfog,-) G 6Vn{{v,àj)) • 
(2.48) i 
/ E l r " - p " = MeZ-U(L). 
On recherche la valeur de M correspondant à une déformée circulaire dans le plan 
(líiCóOi c ' e s t à dire telle que le champ ( r ,d j ) défini par : 
r(s) = ^ - ( s i n ( ^ ) e i + (1 - c o s ( ^ ) ) ^ ) 
¿ir L L 
(2.49) 
di(s) =tl 
d2(s) = -
. , 2 7 T 5 2 7 T S 
s m ( - ^ - ) e 1 -r c o s ( - ^ ) e 3 
* } -77- o J -iT" Ç 
d3(s) = cos(-—-)e.î + sin(——)e^ 
soit, solution du problème (2.48). Cette valeur est: 
2EI7T M c = 
L 
Nous quantifions l'écart à la solution exacte par la variable : 
a = 
•i 
N 
Y^Msi) - re(si)\ 
i = i m
3 
t = i 
' j? 
où N est le nombre de nœuds du maillage, s, l'abscisse curviligne du } e m e nœud du 
maillage et re(.s,) la solution exacte prévue par (2.49). 
Pour E I = 1000. N x m2 , e = 10 5 et pour un maillage comprenant 30 éléments, 
nous obtenons ainsi les résultats suivants : 
El 
T 
10. 
100. 
1000. 
10000. 
a 
2.416 ÎO"2 
2.416 10"2 
2.416 10~2 
2.41610~2 
Nombre d'itérations pour a = 0.95 
24 
22 
23 
23 
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Nos tests numériques semblent indiquer que la valeur de a ne dépend que de la 
finesse du maillage. Les paramètres mécaniques jouent également un rôle : lorsque 
E l 
le rapport — est trop faible (de Tordre de l 'unité, ou inférieur), notre algorithme 
LJ 
ne converge plus que pour des valeurs de a très proches de 1. 
Nous avons également testé notre algorithme pour El = 10 JV x m, £ = 10 - 5 et 
a 
- ' • • 
Nombre d'éléments 
20 
30 
50 
100 
a 
5.565 10~2 
2.416 10-2 
8.575 10-3 
2.12710-3 
Nombre d'itérations 
5 
4 
4 
3 
Cas 3 : torsion 
Pour prouver la capacité de notre algorithme à prendre en compte les effets de tor-
sion, nous l'appliquons à un cas test présenté dans Bourgat , Le Tallec, Mani [1988] 
une poutre flexible, de longueur 1, située dans le plan (e",e£) est suspendue par ses 
extrémités encastrées verticalement et soumise à une densité linéique d'efforts. Elle 
présente alors une configuration plane. On impose ensuite une rotation de 90° à son 
extrémité supérieure. 
Nous ne pouvons pas estimer a priori les valeurs de la torsion «3(5) le long du flexible. 
Cependant, nous pouvons faire la remarque suivante: l'équation d'équilibre 
m + r A 'n = 0 
jointe à la condition d'inextensiblité (2.28) nous permet d'affirmer qu'à l'équilibre, 
la relation : 
y s € {0,1} : m ' ( s ) - d 3 ( s ) = 0 
est vérifiée. La loi de comportement 
m(s) dw
e 
dut 
(s,Uj,vk)di(s) 
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jointe a r expression 
We(s) = y («?(*) + UJOO)
 + G I u | ^ j 
de la densité d'énergie we nous fournit l'expression de la densité de moments inté-
rieurs : 
m(s) = EI(u1(s)d1(s) + u2(s)d2(s)) + 2GIu3(s)d3(s) 
Puisque pour tout s la base {di(,s), d2(s),d3(.s)} est orthonormée, nous avons éga-
lement les conditions : 
y s e [o,/]
 : d^-da^) = o 
d2(s) • d3(s) = 0 (2.50) 
d3(s) • d3(s) = 0 
d 3(s)-d 3(s) = 1 
Nous en déduisons : 
V Î G [0,/l : m'(s) • à3{s) =2Glu'3{s) (2.51) J 
+ EI(u,(s)d1(s) + u2(s)d2{s)) • d3(s) 
Or: 
ui{s) = d2(s) • d3(s) et u2(s) = d3(s) • di(s) 
Donc : 
u!(s)d;(s) + u2(s)à'2(s)) • d3!>) = (d2(s) • d3(5))(d;(s) • d3(s) + d3(s) • d^s)) 
= 0 d'après (2.50) 
La relation (2.51) nous permet alors d'affirmer qu'à l'équilibre nous avons: 
y s £ [0,1] : u'3(s) = 0. 
Nous prévoyons donc une torsion constante dans îa longueur du flexible. 
Nous avons du également modifier notre algorithme de résolution. En effet, dans sa 
version de base, notre algorithme exige la connaissance explicite des efforts et des 
moments ponctuels en bout de chaîne, et ceci même lorsque cette chaîne est réduite 
à une seule poutre comme c'est le cas pour le système mécanique de la figure 2.5. 
Nous avons remplacé l'opérateur H par l'opérateur symétrique S : 
Sk((p,U),(p,Û)) = / ' ( ' E - G ) I p" -p"ds 
+ J Î ' G I ([ÛA[d,}k}' •&A{d^}k}, + [Û/\[d2]k]'-[UA[d2]k]')ds 
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Nous avons également modifié l'expression de l'opérateur R pour prendre en compte 
la forme symétrique (2.38) du second membre : 
Kk({p,U)) = 
/ ' ( E - G ) I [r}¡-p"ds+ / ' G I [{d1]k)'-{UA{d:]kUs Jo JO 
+ £ G I \[d2]k]'-[UA[d2]k]'ds - | ff-pds + T-p(l) } 
Cette expression ne requiert pas la connaissance de l'effort ponctuel T en raison de 
la condition de blocage p(Z) = 0. 
Les paramètres mécaniques du test sont les suivants : 
E l = 4350 N x m2 
GI = 4000 N x m2 
1 = 32.6m. 
f = 75 N/m 
Les extrémités ont pour coordonnées : 
r(0) - (0,0,10). r(/) = (1.8,0,25). 
Notre mailiage comprend 100 éléments de taille égale. La configuration plane est 
obtenue en 34 itérations pour a — Q.,/3 = 0. La configuration déformée après 
torsion est obtenue en 201 itérations, et nous nous servons de la configuration plane 
pour initialiser l'algorithme. Nous donnons ici la configuration plane (figure 2.8) ainsi 
que les trois projections de la déformée, dans les plans (ej,e£) (figure 2.9), (e^.e^) 
(figure 2.10) et (ej, §£) (figure 2.11). Nous choisissons pour ce test, une interpolation 
P2 des variables dj, afin d'assurer une meilleure approximation de la torsion 1*3(5). 
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FlG, 2.8 - Configuration plane 
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FIG. 2.9 - Plan (ej,eg) FIG. 2.10 - Plan (eS,e|) 
FIG. 2.11 - Plan (ej,e5) 
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Ces déformées présentent un bon accord avec le cas test présenté dans Bourgat , 
Le Tallec, Maní [1988] ([BLTM.88]), en particulier en ce qui concerne le gau-
chissement de la barre sous l'effet de la torsion imposée (plans (e£,e£) e^ (êïiâS))-
Cependant les valeurs de la torsion calculées en quelques points du maillage semblent 
plus en accord avec la physique du problème (torsion constante le long du flexible). 
Valeur de u3 
Calculée 
[BLTM.88] 
3 = 9 
0.01782 
0.0184 
s - 2 0 
0.01787 
0.0197 
s = 32.6 
0.01792 
0.0203 
2.7.2 Cas avec raccord 
Cas 1 : Poutres en flexion 
Nous considérons maintenant une structure formée de deux poutres, chargée dans 
son plan, le plan (e°, e | ) , par une force ponctuelle F de direction e j . Les paramètres 
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mécaniques du test sont les suivants : 
E I = 166.677V x m2 
I I = 2y/2m,L2 = y/2m 
L'articulation, d'axe e? a pour raideur K\ — 10Ar x m. Notre mailiage est formé de 
10 éléments par poutre. La configuration initiale est caractérisée par les paramètres 
a — 0.1, ß = 0.1 (identiques pour les deux poutres) : elle est à dessein très éloignée de 
la configuration non déformée, ceci afin de montrer la robustesse de notre algorithme. 
Nous donnons ici successivement les configurations initiale (en trait continu) et non 
déformée (en trait pointillé) puis pour les valeurs — 1 Ar, + 1 A~, 4-10 N, + 100 Ar de 
F les configurations déformée (en trait pointillé) et non déformée (en trait continu). 
¿ 
l . b 
1 
0.5 
0 
0.5 
-1 
1 C 
• S 
/ -
s \ 
• \ f
 \ 
' \ 
/ 
M. * "*• / / 
s 
f 
s 
• 
• 
- -* / / 
s 
f / 
/ 
i i i i i i 
I 
' i m ' 
'FO' 
i 
— -* — — -
-
0.5 1.5 2.5 3.5 
FlG. 2.12 - Configuration initiale et configuration non déformée 
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2.5 
1.5 h 
0.5 
I •• • - " - Y " 
/ 
s 
/ 
1 1 1 
'PO' 
' F - l ' 
/ \X 
Jf ^X. 
/ ^ % X. ™ 
jT N X 
S *• X 
>* \ X 
^ is 
\ 
. _ .. 1 1 1 
0.5 1.5 2 
FIG. 2.13 - F = -./ iV 
2.5 
1.8 
1.6 h 
1.4 h 
1.2 h 
1 h 
0.8 Y 
0.6 V 
0.4 Y 
0.2 
0.5 1.5 2 2.5 
FIG. 2.14 - F = +1 N 
3.5 
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1 . 5 2 2 . 5 
F I G . 2.15- F = +10 N 
3 . 5 
1 -
O - 5 1 . 5 2 2 . 5 3 
F I G . 2.16 - F = +100 N 
3 . 5 4 . 
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Les équations d'équilibre de notre structure ne possèdent pas, à notre connaissance, 
de solution analytique. La démarche que nous avons adoptée est la suivante : nous 
avons cherché une solution approchée des équations d'équilibre à l'aide du logiciel de 
calcul formel Maple V . 3 , en remplaçant les termes non linéaires par une approxi-
mation grossière. Nous avons ainsi pu "vérifier" certains de nos résultats, au moins 
dans le cas de petits efforts. A t i t re d'exemple, voici ce que nous avons obtenu dans 
le cas F = +1 N : 
F = +1N 
Eléments finis 
Maple V.3 
Ah 
+0.094480 m 
+ 0.094766 m 
Av 
+0.088459 m 
+ 0.088972 m 
les quantités Ah et Av désignant respectivement les déplacements suivant ej et e% 
de l'extrémité de la seconde poutre. 
Cas 2 : Poutres en flexion-torsion 
Nous considérons maintenant une structure formée de deux poutres, chargée or-
thogonalement à son plan, le plan (e",e5), par une force ponctuelle F de direction 
Les paramètres mécaniques du test sont les suivants : 
E I = 9 0 J V x m 2 
G I = 100 N x m 2 
Ll = 2\/2m,L2 = \/2m 
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L'articulation, d'axe 1d3(L1) = —2d1(0) a pour raideur KJ = ION x m. Notre 
maillage est formé de 10 éléments par poutre. La configuration initiale est caracté-
risée par les paramètres a — 0.1, ß — 0. pour les poutres 1 et 2. 
Nous avons testé les valeurs + 1 JV, +10 A7, +100 N de F . Nous donnons pour chacune 
de ces valeurs la projection de la déformée de la structure dans les plans (e^, e^) (plan 
de face, figure 2.17) et (ej,e£) (plan de profil, figure 2.18). 
2.8 Comparaison avec l 'approche convective 
Nous montrons dans cette section comment passer de l'approche globale à l'approche 
convective. Nous examinons pour ce faire les équations d'équilibre d'une poutre 
droite P , de longueur /, encastrée en l'une de ses extrémités et soumise à une densité 
linéique f d'efforts. Nous supposons que la barre B qu'elle modélise est à section 
circulaire constante. 
Dans le cadre de l'approche convective, nous faisons l'hypothèse que le déplacement 
réel y¿ — (wi(x,y,z),W2(x,y,z),iU3(x}y,z)) de la barre modélisée par notre poutre 
vérifie l'hypothèse de Timoshenko et est donc donné par : 
wi(x,y.z) = ui(x) - y 63(x) + z02(x) 
w2(x,y,z) = ii2(x) — zQi(x) 
w3(x,y,z) = u3(x) + y Ôi(x) 
en composantes dans le repère principal d'inertie ( 0 , e x , £2,63) de la barre, x, y et z 
étant les coordonnées dans ce repère. La position après déformation pc(x,y,z) d'un 
point de la barre repéré par les coordonnées (x,y,z) en configuration non déformée 
est donc : 
P i (x ,y ,z ) = x + uxix) -y83(x) + z92(x) 
(2.52) pc2(x,y.z) = y + u2(x) -zO^x) 
P s i ^ ^ 2 ) = z + u3(x) + y 8i(x) 
en composantes dans le repère principal d'inertie (O, e1? e2, 63). 
Dans le formalisme de l'approche globale, la position après déformation pf(x,y,z) 
d'un point de la barre repéré par les coordonnées (x,y,z) en configuration non 
déformée est donnée par : 
(2.53) P?(x,y,z) = r(x) + yàl(x) + zà2(x) 
où (di (x) ,d2(x)) représente la base (orthonormée) d'inertie de la section droite 
d'abscisse x de la barre. 
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•u l).0 1.2 u 
FlG. 2.17 - Déformées : Plan de face 
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-3 .5 
'F-l' f 
'F-iO' T-
'F-100' •-
-1 .5 
-2.5 
-3 .5 
3,5 1 1.5 .5 3 
FlG. 2.18 - Déformées : Plan de profil 
114 CHAP. 2. APPROCHE GLOBALE 
-â3 92 
«2 
* * £ l 
s t t i 
9h) 
* > 
f?3 
FlG. 2.19 - Approche convective 
Les cinématiques (2.52) et (2.53) autorisent toutes les deux les cisaillements trans-
verses, les flexions, la torsion et l'allongement de la barre. Elles ne permettent ce-
pendant pas de représenter les déformations dans le plan des sections droites. 
Les correspondances entre les cinématiques (2.52) et (2.53) sont les suivantes: 
r(x) « (x + uj(x))ej + u2(x)e2 + u3(x) e¿ 
ài{x) Ri -O'dx)^ + e2+ Oiix)^ 
d 2 ( . r ) ss #2(2) l i — #1(2) £ 2 + £3 
Comme le cadre de l'approche convective est celui des petits déplacements élastiques, 
nous avons également la correspondance : 
d 3 ( ï ) - di(ar)Ad2(a;) 
« e.i + Qz{x)e2 - 62(x)e3 
Nous avons de même, en négligeant les produits de quantités infinitésimales, la 
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correspondance des mesures de déformation : 
ûi{x) = d 2 ( x ) - d 3 ( x ) 
û2{x) - d3(x) • d i ( x ) 
~ 0'3(x) 
û3(x) = dj(x) • d2{x) 
w 0[(x) 
ûi(x) = r ' ( i ) - d i ( x ) 
« u2(x) - 03(x) 
v2(x) = r ' (x) -d 2 (x ) 
« i4(x) + #2(x) 
û3(x) = r ' ( x ) - d 3 ( x ) 
« 1 + ^i(x) 
où désigne la dérivation par rapport à x. La loi de comportement adoptée pour 
l'approche globale, à savoir: 
m(x ) = E I ( û 1 ( x ) d i ( x ) + û2(x)d2(x)) + 2 G I û 3 ( x ) d3(x) 
n(x) = G S (v^x) d1(x) + v2{x) d2(x)) + E S (û3(x) - 1) d3(x) 
devient, en négligeant les produits de quantités infinitésimales : 
' m(x) =EI(0'2(x)e2 + 0'3(x) e3) + 2 G I ö i ( x ) e i 
< 
k n(x) = G S ([u'2(x) - ô3{x)} e2 + [u3(x) + 02[x)] e3) + E S u[(x) ex 
Les équations d'équilibre 
( m'(x) 4- r ' (x) A n(x) = 0 
n '(x) + f{x) = 0 
associées à l'approche globale s'écrivent : 
' E I 0 2 ( x ) - GS{u'2(x) - 03(x)] = 0 
(2.55) | EI03 ' (x) + GS[u'3(x) + 02(x)] = 0 
. GIOÎ(x) = 0 
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Í GS [u'2(x) - 63(x)}' + î2(x) = 0 
(2,56) | GS [u'3(x) + 92(x)]' + f3(i) = 0 
b ESui(x) + f^x) = 0 
où (fi(x),f2(x),Í3(a;)) sont les composantes de î(x) dans le repère (0 , e1, e2, es). 
Les équations d'équilibre (2.55) et (2.56) correspondent aux équations classiques 
d'équilibre d'une poutre de Timoshenko, que l'on retrouve donc à partir de l'ap-
proche globale. 
On peut éliminer les quantités 
\u2(x) - e3(x)} et [u3(x) + 02(x)} 
entre les équations (2.55) et (2.56) pour obtenir: 
f E S u ï ( i ) + fi(x) = 0 
E l Ç ( x ) + f3(x) = 0 
E l 0a" (s) + î2(x) = 0 
{ GI^ ' (x ) = 0 
dont on peut déduire les équations classiques de poutre sans cisaillement (hypothèse 
de Navier-Bernoulli) en se servant des conditions géométriques: 
[u2[x) - 93(x)) = 0 et [v.'3(x) + 92(x)] = 0 
On obtient alors 
(2.57 
[ ESui(x) + f i fx)= 0 
E I u 3 (x) — f3(x) = 0 
EIu2"(x) - f2(x) = 0 
{ G I < ( x ) = 0 
Le modèle global inextensible est un modèle pour lequel 
vj(x) = 0, 
v2(x) = 0, 
v3(x) - 1. 
2.8. COMPARAISON AVEC L'APPROCHE CONVECTIVE 117 
c'est à dire, dans le formalisme de l'approche convective: 
u\(x) s¡ 0, 
U2(x) = 03{x), 
u3(x) = —d-iix). 
D'après (2.54), nous avons alors: 
n(x) = / î{a)da 
JX 
et l'équation d'équilibre : 
~n-i(x)ei + n 2 (x ) e 2 4- n3(.T)e3 
m ( x ) + r (x) A n(x) — 0 
s'écrit : 
2 G I # 1 ( x ) = n.2(x)u3(x) — n3(x) u2(x) 
Elu^'ix) = Yii(x)u'2(x) — n 2 ( x ) ( l + uY(x)) 
EIu 3"(x) = ni(x)u'3(x) — 113(1) (1 + u'i(x)) 
Le modèle convectif limite correspondant au modèle global inextensible serait donc 
2Gl9'î(x) =n2(x)u'3(x) — n 3 (x )u 2 (x ) 
E I u 2 (x) = ni(x)u2(x) — n2(x) 
EIu3"(x) = n i (x )u 3 (x ) - n3(x) 
L u\{x) - 0 
(2.58) 
Le modèle (2.58) est donc incapable de représenter des cas où le déplacement longi-
tudinal u\(x) est non nul. Sauf cas particuliers, il n'est donc pas exploitable. 
Pour conclure sur le cas s t a t i q u e , nous pouvons dire que si l'on doit considérer un 
modèle avec allongement (avec ou sans cisaillement) et si les efforts sont suffisam-
ment faibles pour que l'hypothèse des petits déplacements élastiques soit vérifiée, 
l'approche convective s'impose car elle conduit à des équations linéaires. Dans tous 
les autres cas (grands déplacements élastiques, modèles sans allongement), c'est 
l'approche globale qui doit être utilisée. 
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Partie B 
Problème dynamique direct 

Chapitre 1 
Approche convective 
1.1 Introduction et notations 
Nous considérons maintenant l'évolution au cours du temps, d'une chaîne ouverte 
simple, constituée de nt poutres flexibles. Nous nous fixons une durée d'observation 
[0; T) et nous notons t l 'instant courant, appartenant à [0;T]. 
Nous sommes ainsi amenés à modifier certaines notations par rapport au cas sta-
tique, et à en introduire de nouvelles. Ces modifications sont rassemblées dans le 
tableau suivant : 
0¿(f) : point de la barre i appartenant à la section de la barre i en 
contact avec la barre i — 1, situé sur Taxe moyen de la barre i et 
choisi comme origine de son repère principal d'inertie à l 'instant t. 
- [Oi{t),{el(t)}} = [O t-(í),(cÍ(í),eÍ(í),e^(í))] : repère principal d'iner-
tie de la barre i à l'instant t. 
(¡Cj-,3/i,2,-) : coordonnées dans ce repère. 
[(9,(0), {eä(0)}] : repère principal d'inertie de la barre î à l'instant 
t = 0. Ce repère, dit également repère de référence, sert à définir la 
configuration de référence de la barre i. Le vecteur Ot(0)Oi(t) est 
noté T(t). 
u*(xi,t) : champ de déplacement élastique de la ligne moyenne de 
la barre i. 
&ï(xi,t) : champ de rotation élastique de la section d'abscisse x¡ de 
la barre i. 
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Cl{t) : configuration de la barre i à l'instant t 
Rl{i) la matrice de rotation telle que: 
{ei{t)} = #(t).{ei(0)}. 
ps : masse volumique de la barre i. 
On définit la matrice antisymétrique W\t) par : 
/ 0 
Wl(t) = # ' (*)• # ' (*) = 
w3(t) 
wl(t) 0 
V w2(t) -w\{t) 
-w\{t) \ 
w[{t) 
0 / 
où ' désigne la dérivation par rapport au temps t. Le vecteur de composantes (w\(t), w2(t), u-'3(t)) 
dans la base {e'(t}} est noté ur{t). C'est le vecteur rotation de la base {e*(f )} par 
rapport à la base {el(0}}. 
1.2 Modélisation mécanique 
On considère une poutre appartenant à la chaîne (pour alléger les notations, on ne 
tient pas compte dans cette section, de son indice i). Nous reprenons l'hypothèse 
selon laquelle le déplacement du point courant de cette poutre est représenté par un 
torseur de résultante u(x,t) et de moment 6_{x,t). 
Nous adoptons donc le modèle suivant pour la position $(x,y,z,t) d'un point M(t) 
de la configuration C\t): 
§{x,y,z,t) =O(0)M( i ) , 
(1-1) 
ou : 
rtT\ iZT(t)} • {e(0)} + { 
X -\- V\ 
y + v2 
z + v3 
}-{<t)h 
vi(x,y,z,t) «i ui(x,t) — yd3(x,t) + z92(x,t) 
(1.2) v2(x,y,z,t) s» u2(x,t) — zOi(x,t) 
v3(x,y,z,t) RÎ u 3 (x , i ) + yÖ!(a;,i) 
R e m a r q u e : Le déplacement v_ ne se confond pas avec le déplacement réel de la 
barre associée à notre poutre: si l'on applique un chargement réel à un solide tridi-
mensionnel élancé, et si l'on calcule le déplacement élastique associé par la méthode 
des contraintes, on ne retrouve pas, sauf cas particulier, la forme (1.2), du fait du 
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£2(U 
> <?'(<) 
£¿(0) > C ' ( O ) 
FlG. 1.1 - Configurations et repères pour l'approche convective 
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gauchissement des sections planes et de l'effet Poisson. Ceci n'empêche pas de pos-
tuler la forme (1.2) du déplacement, comme nous le faisons ici. 
On définit la matrice A{x,t) par: 
1 93(x,t) -92{x,t) 
A(x,f) = -03(x,t) 1 &i(x,t) 
02(xj) -6i{x,t) 1 
R(t). 
Nous avons alors : 
$(x,y,z,t) - * ( i , 0 , 0 , # ) = [ 0 y z ] • {A(x, t) • (e(0)}}. 
R e m a r q u e : Les vecteurs: 
i2{x,t) = -Ose^t) + e2(t) + eiê3(t), 
que l'on peut supposer orthogonaux et normes dans l'hypothèse de petits déplacements 
élastiques, s'interprètent comme la base principale d'inertie de la section d'abscisse 
x. La normale n(x,t) à cette section est alors donnée par: 
n\x,i) = t2{x,t) A ¿3(x,í), 
^ Ê i ( f ) + 03ë2(t) - ^lÊsit). 
{t} = A - { e ( 0 ) } , 
{t} = {n(a; , í) , t2(x, i ;) , t3(x,í)}. 
Nous avons de plus : 
ou: 
Dans le cadre de l'hypothèse de petits déplacements élastiques, où nous nous plaçons, 
la matrice : 
ü(x.t) = A\x,t)-tA(x,t) 
peut être considérée comme antisymétrique 
f
 0 Ü; 3 (X , Í ) -ÙJ2(XJ) \ 
Q(x,t) - -u)3(x,t) 0 vi(x.t) 
\ UJ2(XJ) -ivi(x,t)- 0 / 
et on désigne par u¿(x,t) le vecteur de composantes {uj(x,t)}j=i<_t3 dans { t} . C'est 
le vecteur rotation élastique de la base {t} par rapport à la base {e(0)}. 
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1.2.1 Conservation de la quanti té de mouvement 
On définit la densité linéique £(x,i) de quantité de mouvement linéaire par : 
£(x,t) = / p$(x,y,z,t)dy dz 
En se servant des propriétés du repère principal d'inertie, on obtient l'expression : 
(1.3) ^ ^ = * f (Í) • {e(0)> + { 
pb 
X + U\ 
u2 
u2 
t 
• W(t) + 
' û\ 
"2 
. " 3 . 
} • W)} 
On définit la densité linéique 7i(x,t) de quantité de mouvement angulaire par: 
H(x,t) = / p($(x,y,z,t)-${x,0.0,t))A($(x,y,z,t)-$(x,0,0,t))dydz 
On linéarise cette expression en tenant compte de l'hypothèse de petites déforma-
tions élastiques pour obtenir finalement : 
(1,4) M î l Î l ^ 
J(6i + wi) + I3W2Ô3 — I2w392 
I2(92 + w2) + I3W183 + (I2 — h)wzdi 
h{h + w3) - I2wx92 + (h - h)w29x 
} ' M*)} 
Soit P ( x , y , z ) le tenseur de contraintes de Piola-KirchhofF relatif à la section de la 
barre d'abscisse x en configuration de référence. 
P(x,y,z) = T i ( x , j / , z ) ® e , ( 0 ) + T2(x,y, z) ® e2(0) + T3(x, y, z) ® ^ ( 0 ) 
On définit la densité linéique d'efforts intérieurs dans la configuration courante par : 
(1.5) 2L(x,t) = / T1(x,y,z)dydz 
J u> 
De même, la densité linéique de moments intérieurs dans la configuration courante 
est définie par : 
(1.6) EOM) = [[${x,y,z,t)-$(x,0,0,t)}AT1{x,y,z)dydz 
On montre alors (S imo [1985]) qu'en l'absence de chargement réparti sur la surface 
extérieure de la barre, on peut écrire les équations de conservation de la quantité de 
mouvement sous la forme : 
(1.7) 
£(x,t) + l(x,t) = £{x,t) 
f{x,t) + e1{t)AK(x,t) = H{x,t) 
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1.2.2 Loi de comportement - Equations du mouvement 
Soit V l'opérateur : 
t 
d d d 
dx dy dz 
et soit F le gradient de la déformation : 
F = V $ 0 , î / , 2 , f ) . 
La puissance volumique des efforts intérieurs est alors définie par ; 
Il = / P : Y dx dy dz. 
J^x[0;f] 
Nous allons montrer le lemme : 
L e m m e 1.2.1 
(1.8) 
ou on a pose : 
7(x,ü) 
w 
$ ' ( z , 0 , 0 , t ) - n ( : c , < ) , 
tt? + ^ ( x . i j e ^ f ) + ß2(x,t)e2(t) + èsix^esit), 
D(.) d_ 
dt 
(.) — w A (.) ; 
Démonstration : Sous l'hypothèse de petites déformations élastiques, nous pouvons 
écrire : 
t " 1 + u\ 
u2 
.
 u3 . 
•{e(t)} + w ( x , í ) A ( * ( x , ¡ / , í , í ) - * ( a : , 0 , 0 , 0 ) ®Êi(0) 
+ H 3 ç i ( 0 + e2(t) + e^it)}®^) + [02Ê1(i) - e,e2(t) + e3(i)]®Ê3(0). 
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Négligeant les produits de quantités infinitésimales, nous faisons l 'approximation: 
2>(í t-(a\f))«0 i = 2,3, 
(1-9) V(n(xJ)) «0. 
Nous obtenons donc : 
F ~ [ W A Î 2 ( Ï , Î ) ] 0 É 2 ( O ) + [wAÎ3(x ,0]®Ê3(0) 
+ [á¿{x,t)A[yt2(x,t) + zt~{x,t)} + u¿(x,t) A [w A [y i2(x,t) + zU,{x J)}}} ® ^ ( 0 ) 
d 
dt ' 
' t 
i 
' 1 + «i " 
«2 
.
 U3 . 
Ht)} ® e j ( 0 ) . 
Nous en déduisons : 
P : F = w - { i 2 ( x , t ) A T 2 + Í 3 ( x , í ) A T 3 } 
+ T 1 - { u ¿ ( x , í ) A [ w A [ y í 2 ( a : , í ) + zhfat)]]} 
+ {[yk(x,t) + z í 3 ( i , ¿ ) Í A T 1 } - ¿ ( 3 ; ) í ) 
(1.10) 
+ T i dt 
' 1 + u\ 
u2 
.
 U>3 . 
Ht)} 
Or la déformation <!>(x,y,z,t) vérifie l 'équation: 
(1.11) d ivP + p¿ = pÖ>, 
qui traduit la conservation de la quantité de mouvement dans la théorie classique 
tridimensionnelle. 
Dans le cas qui nous occupe, une des conséquences de l'équation (1.11) est la rela-
tion : 
d$ d® 
$ A Ti + —- A T2 + - ~ A T3 = 0. 
o y d z 
Nous avons donc : 
W ' { i 2 ( i , f ) A T 2 + t_3(x,t)AT3} = w . { ~ A T 2 + ^ - A T 3 } 
oy d z 
= - w - { $ ' A T , } 
= - T I • { w A $ ' } 
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soit : 
w - {t2(xj.) AT 2 + ¿ 3 ¡ í j ) A T 3 } 
~ - T a w A -
' t 1 + u[ 
u2 
.
 U3 . 
{e(t)} + u¿(x,t) A [yt2(x,t) + zyxj)} 
En faisant appel à l ' identité : 
V ( u, v, w) € {M3)3 : u A [¡¿Ai] - v_A[uAw¡ = [« A v] A u¿, 
on peut alors réécrire l'équation (1.10) sous la forme: 
P : F = T i • {{u¿(xj) Aw} A [yt2(x,t) + z ^ J ) ] } 
-r{\yt_2{x,t) + Í Í 3 ( X , Í ) ] A T I } - W ( X , < ) 
+ T i • 2? 
/ 
< 
\ 
' t * 1 + «i " 
u2 
.
 U3 . 
Ht)} 
\ 
soit encore 
P : F = {{$(x,y,z,t)- $(x,Q,0,t)} AT^ -V(u{x,t)) 
+ T'i • V < 
\ 
' 
t 
1 -f u[ 
« 2 
.
 U 3 . 
-
MO} 
; 
\ 
. 
/ 
soit enfin, en utilisant (1.9): 
P : F = {{$(x,y,z,î)-${x,0,Q,t)} A T j } • P(u;(a-, ¿)) 
+ T1-î>( I(*,i))-
La relation (1.8) vient alors des définitions (1.5) et (1.6). 
D 
Nous introduisons maintenant les densités Xm et £ m d'efforts et de moments inté-
rieurs : 
X. = AX_m (1.12) 
£ = A£m 
Les densités X_m et T_m sont les équivalents matériels, c'est à dire repérés dans la 
configuration de référence, des densités X_ et £ qui sont des densités spatiales, c'est 
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à dire repérées dans la configuration courante (S imo [1985]). 
De même, nous introduisons les quantités matérielles 7""* et u¿" 
7 = À7"1 
(1.13) - -
u¿ = Au¿m 
On montre alors la relation : 
ri 
[ 2L(x,t)-V{7{x,t)) + r(x,t)-V(y¿{x,t))dx = l X^ixJ) • ^fat) +Lm{x,t) • ùm{xj)d: 
Jo ~ ' Jo 
et donc : 
(1.14) I I « / X m ( x , i ) • im(x,t) + Tm(x,t) • ¿m(x.i)dx. 
Jo ' — 
Une conséquence de la relation (1.14) est que l'on doit chercher les densités linéiques 
d'efforts et de moments intérieurs matériels sous la forme : 
dwe 
y m v -i. 
= ow 
du¿m -
où we est une densité linéique admissible d'énergie élastique, c'est à dire soumise à 
des conditions d'invariance par rapport aux mouvements rigides. Grâce notamment 
à l'invariance des déformations matérielles 7™ et çjm par rapport aux mouvements 
rigides (S imo &¿ V u - Q u o c [1986.1]), un choix possible (Simo [1985]) pour la densité 
d'énergie we est celui d'une densité d'énergie quadratique dans les variables 7™ et 
u¿m. Plus précisément, nous prendrons, suivant en cela S imo &c V u - Q u o c [1986.2] 
et en négligeant le gauchissement des sections droites : 
2„„e d w 
02..,* 
(1.15) <9u¿mdü¿m 
d2we d2w 
Di&g[ES,GS2,GS3], 
Dmg[GJ,EI2,Ehl 
dumdYn d-fr'di¿Lm'' 
= 0. 
D'après les définitions des quantités matérielles (par exemple (1.12) ou (1.13)), on 
constate que les coordonnées dans la base {e(0)} d'un vecteur matériel sont iden-
tiques aux coordonnées dans la base {t} du vecteur spatial associé. Avec le choix 
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d'énergie (1.15), nous adopterons donc la loi de comportement suivante: 
{£-£},=i ,2,3 = D i a g [ £ S , G S 2 , G S 3 H r U . - = i . 2 . 3 
{ r - ^ , 2 , 3 = D i a g [ G J , £ / 2 , £ 7 3 ] - k - i ä } i : = 1 , 2 , 3 
On montre qu'avec ia cinématique (1.1), et en négligeant les produits de quantités 
infinitésimales, on peut écrire: 
l(x,t) = u je^ t ) + (u2~03)e2(t) + (u'3 + e2)e^{t) 
= (1 + u'^e^t) + u'2e2(t) + u'&it) - ¿x 
Ri U^l + (u2 - 83)t2 + (u3 + 82)h 
u¿(x,t) sa 0[t1 + 0'2t2 + O3Í3 
On en déduit la loi de comportement : 
f X_ = ESu'.U + GS2 (u2 - 03)Í2 + G 5 3 (u3 + 02)Í3, 
( £ = GJ0\tx + EI20'2e2 + Eï30'ze^, 
que l'on peut également écrire de façon approchée: 
i X * ESu\ et(t) + GS2 (u2 - 83}e2(t) + GS3 (u3 + 02 )&(*), 
(1-16) < 
[ [ « G J ^ e j i O + EI202e2(t) + EI303e¿(t). 
On peut alors formuler les équations (1.7) en termes de déplacement. Les six équa-
tions obtenues sont ainsi : 
ESu'¡ + fi = pS{TtR[liX] +T2R[1:2] +f3R¡lr3] 
(1.17) + ü i -i- 2(ù3w2 - Ù2W3) - (w% + wl)(x + ui) 
+ (—w3 -j- WiW2) u2 + (w2 -f W-ÎW3) u3} 
GS2 {u2 - 0'3) + f2 = pSiTt R[2,i] + T2 R[2,2\ + T3 R[2,3\ + ü2 + 2(-¿i w3 - ù3wi) 
+ (Í¿3 + wxw2){x + U-Î) -f (-ibi + w2wz)u3 - (w\ + w\)u2) 
(1.18) 
GS3(U3 -f 02) + /a = />S{7i i?[3jl] + T2i2[3i2] + Ï3 Ä[3i3] + Ü3 + 2(U2Uâ - ÛiU>2) 
+ (-w2 + rüiiü3)(x + «i) H- (ù'i + w2w3)u2 - (ic^ -j- w\)u3} 
(1.19) 
G J ^ = /HJ (Ö! + í¿a) + 2 (73 tü2 ¿3 - h w3 è2) 
(1.20) + (w2 - wiw3) I3 03 - (w3 + u'iit'2) I2 02 
+ {h - h)w2w3 + {I2 - h){w22 - wl)6i) 
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EI20¡ ~ GS3 (u3 + 02) = p{lj2 + 2w3I2èl 
(1.21) + l2(w2 + wxw3) + I292{w¡ - w\) 
-f 73o3(i¿i 4- w2w3) + (12 - h)9i{w3 - wiw2)} 
Eh&; + GS2(u'.2 - e3) =P{hèz - 2w2hèl 
(1.22) + h{w3 - wlW2) + hB3{w\ - w\) 
+ l202(-wi -+• w2w3) + (I2 - I3)9i(w2 + W1W3)} 
Nous nous limitons aux mouvements satisfaisant la condition de Navier-Bernoulli : 
(1.23)Vi G [0,T] Va: G [0,/] : 92(x,t)e2(t) + 93(xJ)e3(t) « e^i) A u ' (x , i ) 
et nous éliminons les efforts de cisaillement dans les équations (1.7) pour obtenir la 
forme finale des équations du mouvement : 
GJe'i = p{J(Öi + wi) + 2(I3w2u2 + I2w3u3) 
(1.24) + (i¿2 - W1W3) I3u2 + (w3 + Wiw2) I2 u3 
+ (h - h)w2w3 + (I2 - h){w\ - wl)9i) 
ESu'l + fi = pS{TiR[^i] +f2R[i,2] +T3R[i,3] 
(1.25) +ü\ + 2(ù3w2 — ¿2^3) — {w\ + w3)(x + u\) 
+ (~W3 + W\W2) U2 -f (w2 + W1W3) U3} 
-EI3U2' + f2 = pS{TiR[X1] +T2R[2,2] +T3R[2,3] + ¿2 + 2{ÙiW3 - Ù3U>l) 
+ (w3 + Wiw2)(x + m) + ( - lu i + iv2w3)us - (wl + wf)u2} 
-p{I3u2' - 2w2I39'1 + I3u'2\w\ - w\) - I2u3\-wi + w2'w3) 
-r (h ~ h)9'i{w2 H- wiw3)} 
-EI2u3 + Í3 -pS{TiR{3tl] +T2R[3,2] +T3R[3t3] + ü3 + 2(u2u>i - ¿ 1 ^ ) 
+ (~w2 + wiw3){x + ui) -f (wi + w2w3)u2 - (tuf + w\)u3} 
+ p{-I2Ü3 + 2w3I20'1 - I2u3{w\~wl) + IZUWW-L + w2w3) 
+ {h - h)6\{w3 - tí.'ilü2)} 
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1.3 Conditions aux limites et de jonction 
1.3.1 Conditions aux limites 
La première poutre de la chaîne est encastrée en X\ = 0. Nous avons donc les 
conditions aux limites : 
Vi € [0,T] ^ ( 0 , ^ = 0, 
e1(o,t) = o, 
(1.28) 
W(0,<) = 0, 
[i4]'(<M) = o. 
La compatibilité avec les efforts extérieurs se traduit, par la relation : 
Vf e [0,T] £ n t S n t í<] ' ( / n t ,<) = .Fi(í), 
1
 " £ n t /3 n t«] '"( / n í ,¿) = -J r 2 ( í ) , 
1.3.2 Modèle de jonction 
Nous postulons la continuité des déplacements élastiques et des efforts intérieurs 
aux jonctions entre les poutres de la chaîne. Nous écrivons donc : 
(1.30) Vi G [0,r],V¿= \---nt- 1 w,'(/,-,í) = « i+1(0,í), 
(1.31) Vi € [0,T],V¿ = l - - - n í - l X l ( M ) = 2C+1(0,í). 
En ce qui concerne les rotations et les moments aux jonctions, nous postulons l'exis-
tence d'une suite {(fcj, fc^, ^ ¿)}¿=i,...,nf~i de constantes strictement positives telles 
que: 
Vi G [0,Tj,Vi" = l , - - - , n i - l : P(/¿,¿) = P'+1((M) 
= - ¿ {*; ( T O , o -o<+i(o,i)) -EÍ(*)} 4 w 
(1.32) 
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1.4 Formulation variationnelle 
1.4.1 Cadre fonctionnel 
Nous introduisons les espaces fonctionnels : 
yi1 = { ü € / f 1 [ 0 , / i ] , i ' ( 0 ) = 0} 
\q = {veH2[o,i1]Mo) = o,v'(o) = o} 
v1 = v* x v* x v? x K1 
ainsi que pour tout indice i > 1, i < ni : 
Vî = { t ; € / r 1 [ 0 , / i ] } 
y 2 ' = {u e i H ( U ¿ ] } 
V = y/ x v( x y2¿ x v? 
et enfin : 
V ={{y,W) = {W\,w1),---,(y»\wnt))eVl x •••xVnt tel que: 
Vi = 1 • • • nt - 1 : w!(U) = ULt+1{0)} 
Ht = ¿2[0,/,] x L2[0,Z¿] x H*[0Ji] x ^ [ 0 , M 
On remarque (Lions & M a g e n e s [1968]) que l'on a les injections denses : 
H' <- V' 
où V est le dual de V et H est le dual de H. Les espaces V et H étant des espaces 
de Hubert, on fait l'identification classique de H et de son dual, et on est donc dans 
la situation : 
V ^ H -+ V 
avec injections denses. 
On introduit les produits scalaires sur V et H : 
< (o, #),($, v) >v = f; / ' v ; v\ -f [«•]' K]' + &[ è\ + [Ô\]' [¿i]' 
+ Ü 2 Ü 2 + [u\]' [vi]' + [«J]" [«•]" + 4 « j + [ t i ^ [vi]' + [«£]" [vif dx> 
ni ./-
< (0, t7), ($, v) >H = j ; / '«• »i + e\ <¿i + «i vi + uivi + [«i]' [«•]' + K í [41'<***' 
ainsi que les normes | | . | |v et \\-\\H associées à ces produits scalaires. 
134 CHAP. 1. APPROCHE CONVECTIVE 
1.4.2 Formulation variationnelle 
On multiplie les equations du mouvement (1.25) à (1.27) par un élément ($, V) de 
V. Après intégration par parties, on obtient pour chaque indice i : 
- / ' ' ^ • • [ u î l ' b i l ' d x i + [X\v\Ü + h[v[dXi = Jo Jo 
(1.33)
 pi£¡i / ' • { ^ . Ä j i j l + ûj + 2{ú>« _ ¿i^j _ ((^H-K^K^ + tii) 
JO 
-f'ii'J'Wiïtâïdx, + [ r i Ä - ^ / V ^ + u,2r3[4]' + t4/j[4]' 
Jo Jo 
+ (t¿3 + î « ^ ) /« [u3]' + (u,' - u,^3) 4 [4]' 
+ (/' - IUwfri + (/« - J|)((«4)2 ~ (^}2)Öi 
+J't¿í) «¿î o?:r¿ 
(1.34) 
-/'"f;^ [«•]"[!:']" ¿X,- + ir-Kilo + + [*¿4]o + Î'tt^dX; = 
Jo Jo 
p''5f f {^i?[2o] + ü* + 2 ( 4 ^ - û>i) 
(L35) + (u>3 + w\w12){xî + u\) + (-é\ + «4*4)4 - ((^s)2 + («•'i)2)4} 4 <**." 
+ />"; /Vs[4] ' - 2w\m + W * - « « ) + £[4] ' (K) 2 -K) 2 ) 
Jo 
-/Si4]'(-ù'i + *4*4) + ( /¿- /^( t i i + u » ^ } ^ ^ ^ 
-f'ErrMÏ'tàï'dxi + [-rM]']o + + K 4 + f'ttv3dxt = 
Jo Je 
p « S ^ ^ % _ ; ] + 4 + 2 ( 4 u.j - 4 ^ ) 
(1.36)+ ^_^,i + w « ^ ) ( X i + u«) + ( ^ + wiw^iil - ((u>2)2 + (w[)2)ui) vl3dx, 
- ? /'" {-r2[4î ' + 2u;j/'¿Í + r2(t¿« + toju;*) - J J [ 4 ] ' ( K ) 2 ~ (toi)2) 
Jo 
+ / 3 Í 4 Í K + W2Wh) + iJ2 - ^ î i ^ à - ^1*4)} [4f rfa:¿ 
On effectue ensuite la sommation sur i des équations (1.33) à (1.36), en se servant des 
conditions aux limites (1.28), des conditions de raccord (1.30), (1.31) et (1.32) ainsi 
que des conditions de compatibilité (1.29). Si Ton se donne des conditions initiales 
appropriées L G V et g^ 6 H, nous aboutissons à une formulation variationnelle du 
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type : 
Etant donnés les vecteurs f^ £ V 
Trouver (0,(7) £ L2{0/. 
i) (Q,U) e L2(0,T;V) 
ii) V($,V') € V : 
1 
- c{(ê,u),($,v)) + 
dt 
+ a((.),(0,t/),($,V)) 
au sens de X> (]0; T[) 
iii) (©,£)(/= 0) - £, 
i v ) ( 0 , t ? ) ( i = O) = & 
r ; v) tel < 
&((.),(©, 
=< £(•), 
e t ^ G t f 
^ue: 
# ) , ( * • 
(#,V) 
V")) 
>v 
1.4.3 Existence et unicité 
Nous énonçons d'abord un théorème abstrait d'existence et d'unicité pour le pro-
blème (1.37), qui est une variante d'un résultat énoncé dans A r t o l a , C e s s e n a t , 
D a u t r a y , Lions &¿ S c h e u r e r [1988.8] (p. 667 et suivantes). 
T h é o r è m e 1.4.1 Sous ¡es hypothèses: 
1) Vi e [0,T] : a(t, (.),(.)) est continue de V x V vers R, 
2) a ( ( . ) , (0 , t / ) , ($ ,V- ) ) = a o ( ( . ) , ( 0 , # ) , ( * , ? ) ) + a,(( .) , ( 0 , ¿ ? ) , ( $ , V)) avec: 
2.1.i) la fonction t —y ao(t, ( 0 , £/), ( $ , V)) esi une /ois continûment différentiablt 
dans [0,T], 
£ L « J V ( ( 0 , ¿ O , ( # , V ) ) 6 VxV,Vf e [0,T] : a o ( í , ( 0 , ¿ / ) , ( $ , l 7 ) ) = üo(< , (* ,V) , (0 , í7 ) ) , 
2.1.UÍ) il existe un réel A et un réel strictement positif a tels que: 
v(G,¿o e y, VÎ
 €
 [O,T] : a0(t,(e,í/),(e,tf))>a||(e,¿/)|& - A||(e,r)|ß,f 
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2.2.i) la fonction t —• ai(i, (0,17), (4>, V')) est continue dans [0, T], 
2.2.H) il existe un réel strictement positif c\ tel que: 
V((0, # ) , ( $ , V)) € VxV,Vf € [0,T] : l a ^ i ^ © , ^ ) ^ * , ^ ) ) ! <
 Cl | | (0, C/)||v||(^, V)|U, 
S; Vf G [0,T] : 6(i, (.),(.)) est continue de V x V" vers 1?, 
#.¿) la fonction t —> 6(i, (0 , ¿7), ($, V")) esf continue dans [0,T], 
S.ii) il existe un réel strictement positif c-i tel que: 
V ((©,£/),($,?)) € V'xV,Vi e [0,T] : |6(*,(©, ¿7^,(^, V"))| < c2jÏ(©, ¿7)||jy|¡(^, V")11 ,^ 
4)c((0,£/),($,V")) = (C-(0 ,C r ) , ($ ,V)) awc: 
4.iy C esf une application linéaire sur H, 
4.ii)V({Q,U)A*,V)) € HxHyt G [0,r] : c( í , (0, l7) ,($,V)) = c ( í , ( $ , V ) , ( 0 , r ) ) . 
./.my i7 existe un réel -) strictement positif tel que : 
V(0,i7) e # : (C- (0 , t f ) , (0 ,¿O)>7l l (Q,¿OI&. 
5 j £ € L2(Û,T;tf)r 
le problème (1.37) admet une solution unique 
Démonstration : 
Démonstra t ion de l 'unicité 
Soit (Q,U) une solution du problème (1.37) correspondant à _/\ = 0, g\. = 0 et 
F = 0. Il est suffisant de montrer que (0 , U) = 0. 
On montre que, pour tout í € [0, T] : 
2 j\^[C((è,U))(a),(è,U)(a)]da = c((è, #)(*), ( è , #)(*)), 
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2 / Í y - M a ; (0 , Ù))(a). (0, Û)(a)] da = a0(t; (0, £?)(*), (©, #)(*)) 
- f ^-a0(<j;(e,Ü)(<T),(Q,Ü)(a)). 
Jo da 
On en déduit : 
(1.38) 
c((0, ¿0(0, (0 , ¿0(0) + ÛO(Î; (©, U)(t), (0, ¿0(0) 
= - 2 / '
 ö l ( a ; (0 , Ü)(a), (0 , ¿/)(a))da Jo 
+ / Í-/-ao(cr;(0,t7)( í7),(0,¿/)(C7))rf (7 
Jo da 
~2 f b(a;(Q.Ü)(a),(0,Ü)(a))da; 
*• J o 
En utilisant 2.1.i), 2.2.Ü) et l'inégalité 2a6 < a2 + fe2, on peut conclure à l'existence 
d'une constante M > 0 telle que : 
Í 1-2 / ^ ( ^ ( O , #)(*), (0,#)(<r))d<7 + / ' ^-a0(a; (0, £/)(<r), (0 , f')(<r))da| | Jo Jo da 
< M / ' §{a)da. 
Jo 
ou 
$ (a )= ¡ i (0 , ¿ / ) ( < 7)^ + ¡|(07¿/)(a)|¡2v, 
et par utilisation de 3.ii) : 
f-2b(a-{Q,Ü){a),(QXJ){o))da < 2 c 2 /* | |(0, 0){a)fHda Jo ' Jo 
Le second membre de (1.38) est donc majoré par: 
(M + 2c2) Í §{a)da Jo 
En utilisant 2.Lui) et 4.ii), on minore le premier membre de (1.38) par: 
i\\(Q,ö)(t)\\i+a\\(eM)m2v-m^O)(t)fH-, 
et on en déduit : 
1(7, a).$(i) < Äl|(e, U)(t)fH + (M + 2 c2) f $(cr)dtT. 
Jo 
mm 
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Nous avons, pour tout (©,£/) dans H 
(Q,U)(t) = f\è,U)((r)d(T. 
Jo 
On en déduit : 
| |(6, U)U)\\H < f< f ll(Ö: Ö)(a)\\2Hda < T f $(a)da, Jo Jo 
ce qui donne, M\ étant une constante strictement positive, 
<è(i) < Mi f $(<r)d<7. 
Le Lemrne de Gronwall implique 
$(f) = 0, te\0,T). 
ce qui entraîne l'unicité. 
Existence d'une solution 
• Etape n° 1. Problème approché. 
Soit {Vm}fngA'» une suite de sous-espaces vectoriels de dimension finie, chacun des 
Vm réalisant une approximation de Galerkin d'ordre rn de V". 
On peut montrer qu'il existe deux suites 
L*V*»L^L dansy 
lm-V^lm-*h danstf. 
On note 
dm — dim Vî„, {Wjrn}, j = 1) • • • 5 ¿m, une base de Vm. 
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Le problème approché est alors : 
(1.39) 
Trouver 
(0,{7)m(O = 
vérifiant 
dm 
E Ä - ( i ) W ' j m 
+a{U{e,Ü)m,W3 
(0,fOm(O) = = / m < 
m) = (£(*), 
(ê,c/)m(o) 
L- jm? " jm } 
W'im) 1 
= g . 
¿-m 
<i < dm 
R e m a r q u e (Artola, Cessenat , Dautray, Lions &¿ Scheurer [1988.8] p. 675) : 
Ce système linéaire peut se ramener à un système du premier ordre qui admet une 
solution unique. 
Il existe donc une solution unique au problème (1.39) vérifiant 
( 0 , i / ) m e C ° ( [ O , r ] ; V m ) , {è,Ù)m <=C°([0,T];Vm), (ëM)m e L2(0,T;Vm). 
• Etape n° 2. Estimations a priori. 
On multiplie les deux membres de l'équation (1.39) par gjm(t) et on somme sur j 
de 1 à dm • H vient : 
j¡[C-(Q,U)m{t)]d^U)m(t)],um(t)j+b(U(Q,U)m(t),(Q,U)m(t)) 
+a(í; ( 0 , Ü)m(t), ( 0 , Ü)m(t)) = ( £ , ( 0 , Ü)m(t)) 
soit en intégrant de 0 à t la relation précédente : 
c ( (0 , Û)m(t), ( 0 , ¿?)m(<)) + a0(t; ( 0 , C/)m(f ), ( 0 , ¿ 0 m ( í ) ) ^ 
= c(gm,g_J + ao(0;¿mJJ-2£a1(a](*)-(eX%,(e,ÜUa))do-
+ f 4~M^ (©, Ü)m(a), (0, f/)m(o-))do-Jo a a 
- 2 /* b,{a- ( 0 , c / ) m (a) , ( 0 , £/)m(<r))da + 2 / ' ( £ ( * ) , ( 0 , ¿7)m(ir))rfcr ; 
*> JO Jo 
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Désignant par M des constantes strictement positives, nous pouvons écrire : 
¡ C (£ m , £ m ) !<M! | £ m ¡ ! | / <My!^ 
\ao(0-JmJJ\<M\\lmfv<M\\ß2v 
\f 2(F(a)Aè,U)m{a))da\< F \\F(a)\\2Hda + f ||(0, Ü)m(a)fHda, 
Mo ! Jo Jo 
et en procédant comme pour la démonstration de l'unicité, en notant que : 
| | ( 0 . U)m(t)\\H < 2 \\\LJH + t f | | ( è , Ü)m(a)fHdo] < M \\\fj2v + f ¡¡{Ó, Ü)m(a)\\2Hda 
on aboutit à 
(1.40) 
avec 
i n f ( 7 , a ) $ m ( í ) <C + M f $m(<r)d(r. 
Jo 
$m(Cr) = ¡:(é,í7)m(<7)!i^ + j¡(e,¿/)m(0-)!!^ 
et où C est une constante strictement positive dépendant des données /g.tjL et £_. 
De (1.40), on déduit d'abord, que 
$m(i) < C Î + AÎ! / ^m(cr)cfcr, 
ce qui. par l'utilisation du îemme de Gronwail, montre l'existence d'une constante 
K (indépendante de m) telle que 
sup |¡(0,tf)m(í)üv< A' ÍG[0,T] 
sup ¡|(0,£/)m(f)|¡jj < A', I te[o,r] 
puis 
On en déduit le 
r ii(é,í/)m(<)n2vrfí<A'. 
Jo 
L e m m e 1.4.1 La solution (Q,U)m du problème (1.39) reste dans un borné de 
L°°{0^T:V), donc de L2(0,T; V). De même, la dérivée (Q,U)m reste dans un borné 
de L°°(Ó,T;H) et de L2{0,T;V). 
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On montre ensuite que Ton peut extraire de la suite {(0, L/)m}mgAî» une sous-suite 
qui converge faiblement dans L2(0,T;V) - et dont la limite faible est solution du 
problème continu (1.37). Cette démonstration est en tout point analogue à celle qui 
figure dans Artola, Cessenat, Dautray, Lions & Scheurer [1988.8] (p. 677 et 
suivantes) pour les problèmes d'évolution du second ordre en temps. Le lecteur est 
renvoyé à cet ouvrage pour plus de détails. 
Nous vérifions maintenant que les hypothèses du théorème 1.4.1 sont valides pour 
le cas concret qui nous occupe et nous donnons pour cela l'expression des différents 
opérateurs intervenant dans le problème (1.37). 
¿" tU . 
< £(.) , (*, V) >v = ¿ / 7 V du - ¿S* i'{(f] 4 ^ - ( K ) 2 + (wiï)xi) v[ 
+ [f] R\2J] + (u,' + w[w\)x{) v2 + (f] R%]] + (-w2 + w[wi)x¡)ii} dxt 
- p' /'' {( r w \ + (/• - r2)w\wi) <¡>\ + ii{wi - w\w'2) [vi]' 
Jo 
- I\{w\ + w[wi) [4]'} dx% + T[t) • vn1(!nt,t) 
+ M1{t)<f>?(lnUt) - M2(t)hf}'(lnt,t) + M3(i)[if)'(lnt,t) 
(1.41) 
(1.42) 
ni .; . 3 2 
:((6, u), (*, v)) =Y. 'p's'T, «5y] + P T ^ - W tëï 
«=1 j=l j = l 
J1Í r'. 
6(i, (6 , # ) , ( * , ? ) ) - £ / V ' S ' Í K ^ - r4w^v\ + {v\w^ - v^w^)v2 
-\-(u\wl — u\wl)vi\dxi 
(1.43) 1 2 ^ 3 / . 
U ri. 
¿ = i J 0 
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a( í , (0 , t / ) , (* ,V)) 
+ PlSl ['{- ( K ) 2 + K f K + (-wi + w\w2) u2 + (ÚJ* + u;*^) «¿I v\ dxi Jo 
+ í'niJi\e\\'[ó\]'dxi 
0
 l 
+ Pil'{(wi + w\wii)ií[ui]' + (wi~w\w¡)P3[4}'+ {r2-r3){{w\f-{wif)e\}<i>\dxt 
+ í 'E'P3 {U2}" \vl2\' dxt + piSi í'{{w3 + w\w\)u\ + (~w\ + w2w3)u'3 - {{w\f + (w|)2)4} vl2dxt Jo Jo 
+ P* / ' { 4 K ] ' ( ( K ) 2 - ( ^ ) 2 ) - P2[u$(-w[ + w¡2wi)+ (Ii-IíWwi + wiwiñiviUxi 
r° ' ¡ 
+ ['EiP2[u\]"[vÍ]"dxi + ?S* f"{(-iu2 + w\w3)u\ + (w[ + w\wi)u2 - {{w\)2 + {w\)2)u\}vidxi Jo Jo 
- Pl í \-nWzUi<)2 - i^zf) + P3[u2]'(w\ + w2wi) + (P2-P3)e[(wi-w\wi)}[vi]'dxi Jo 
+nE¿ fci-M(*^)Aí(0^) 
(1.44) 
Nous faisons l'hypothèse préalable : 
(1.45) V î ' = l , . . . , n f w! € H3(0,T;R3), wj e H2{0,T;R3). 
Nous avons d'après (1.44) : 
a0(f, (©.£/), (* ,?) ) = F / '¿"^' '[tiil '^l 'da;,-
Jo Jo 
+ Pifl\lt2-li){tà)'-(*i)2)0\<l>\d*i + / ' " ^ ^ " [ ^ " d x , -
JO Jo 
. . rh 
-p'S* ({wt3)2 + (w\f)u2v2dxl Jo 
+ P' f\(w\)2-(w^)I3[u2}'[v'2}'dxi + [''EtpM-ivJiï'dxi Jo Jo 
~P'S' f\(w\f + (w^Hvldx, 
Jo 
+ pi f\(w\)2 - (w3)2)P2[u3}' [vi]' dxi + EYlk) Aj(*, V)AJ(e, Ü) 
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L'hypothèse 2.1.Ü) étant vérifiée, il reste à vérifier îa coercivité 2.1.iii), la régularité 
2.Li) et la continuité de a0(i,.,.) sur V x V7. Pour cela, nous introduisons l'opérateur : 
ni - | 
ni—1 3 
et nous écrivons : 
ni 
aQ(i, (6 , c?), (*< *0) - «Mi©- ¿Ô, (*, ? ) ) + ¿ - ^ / ' ( ( ^ ) 2 + K ) V i "Í d u 
«=i J o 
+ p>¡\P2 -iMwif -(wtfwi<f>\dXi- P\s* [l'((wiY + (u4)v2vidXi 
Jo Jo 
+ P> h(w\f-(w^)rM[v^dxt~ p*s> f\(w^ + (w[)2y3v'3dxt 
Jo Ja 
+ pl [\{iv\)2-(w-3_f)I>lu3}'iv3}'dxl Jo 
D'après l'étude du problème statique direct, nous savons qu'il existe une constante 
A'i > 0 (indépendante du temps) telle que : 
a , ( (0 , t / ) , (©,£/)) > ^11(0,^)11?. 
On pose alors : 
Wi = 2 max {piSi max { max (u/,)2(i)}}, 
¿=l,...,nf l r ¿=1,2.3 S e [O.T] J • J 
Wo = 2 max {p! max/.4 max { max (u>'-)¿('0) "h 
í=\,.,.,nt ¿=1,2 •'¿=1,2,3 Lte[0,T] J 
ces deux constantes étant finies sous l'hypothèse de régularité (1.45). On rejoint 
alors 2.Lui) en posant : 
a = A'i, A = max(Wi,W2). 
De plus, d'après l'étude du problème statique direct, nous savons qu'il existe une 
constante K2 > 0 (indépendante du temps) telle que : 
|a . ( (6 , t f ) , (* ,V)) | < tf2||(e,î/)||v||(*,V)||v. 
Nous avons alors : 
M < , ( 0 , t f ) , ( * , f ' ) ) | < (K2 + X)\\(Q,Ü)\\v\\(*,V)\\v 
ce qui permet de conclure à la continuité de a0(f,.,.) sur V x V. 
Enfin, l'hypothèse (1.45) suffit pour atteindre 2.Li). 
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Nous avons d'après (1.44) : 
-
 nt
 ri, 
a i ( í , ( 0 , í / ) , ( $ , V ) ) - YIP'8' {(-'^3 + W\W2)U%2 + i^ + wlw^U^vldx, 
+ pii"{{wi + w[wi)P2[4]' + (t¿« - t « i ^ ) / | [«»]'} ^ d x f Jo 
. . / • ' . . . . . 
+ plS' / {(Í¿3 + it'î 1^2)^ 1 + (—Í¿Í + u^wà)«^} «jai , -
Jo 
+ P* / ' ' { - / ¿ [ ^ ] ' ( - û ' î+ u ;«u4 ) + {P2- Il)9\(ù\ + w\UÇ}}[v$dxl Jo 
• • f'< . . . . . . . . 
+ p4S ! / { ( - ^ 9 + w\w3)u\ + (?¿í + VJ12W'3)U2} vl3dxt Jo 
-Pl /''{/¿[4]'(u'Í + «'Í^) + ( / j - W ( ú ' i - w i u ; i ) } [ ^ ] ' r f ^ 
JO 
L'hypothèse 2.2.i) est vérifiée sous l'hypothèse de régularité (1.45). On vérifie éga-
lement que l'hypothèse 2.2.Ü) est atteinte avec la constante: 
C\ = rnax(X, A ). 
où : 
W'i = 2 max {plSl max { max (w))2(t)}}. 
i=1,...,nt 3=1,2,3 t.e!fi,T] 3'\/M-
W? = 2 max Ifl 'max/ ' max { max (wyfU))}, 
¿ = l , . . . , n í l r j=1 .2 J ¿=1,2,3 S e [O.T] J ' K J J 
A' =mai(Wf,Wf) , 
la constante A étant finie sous l'hypothèse de régularité (1.45). 
Ce qui précède, joint à la continuité de a0(t,.) sur V x V permet en outre de rejoindre 
l'hypothèse 1). 
La continuité de t —=• 6(i, (0,17), ( $ , l7)) est acquise sous l'hypothèse (1.45), et on 
montre que : 
V ( ( 6 Í ) , ( $ , Í / ) ) e V x V ; 
(1-46) _ _ 
|&(í ,(0,^,($,v))¡<A| |(e ,t / )!U!!($,v)!¡H 
On rejoint ainsi les hypothèses 3.i) et 3.îi). 
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La seule hypothèse à vérifier sur C est 4.iii). D'après (1.42), l'expression de 7 est : 
7 - min (ys^p'r) 
t = l . . . . , n t 
Enfin, l'hypothèse 5) est vérifiée si en plus de l'hypothèse (1.45) on fait l'hypothèse 
de régularité suivante : 
V¿= l,...,nt f e L°°(0,T]1F?), 
T £ L°°(Q,T\S^), 
(1-47) M e L°°(0,T;F?), 
V(j,k) e {1,2,3}2 f]R\kj]] e ¿o o(0,T;i23). 
Nous avons donc le théorème : 
Théorème 1.4.2 Le problème variationnel (1.37), défini à l'aide des opérateurs 
(I.42), (I.43). (1-44) el (1-4V admet une solution unique si les hypothèses de régu-
larité (1-45) et (î-47) sont vérifiées. 
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Chapitre 2 
Approche globale 
2.1 Introduction et notations 
Nous considérons révolution au cours du temps, d'une chaîne ouverte simple, consti-
tuée de nt poutres flexibles. Nous nous fixons une durée d'observation [0; T] et nous 
notons / le temps (t Ç [0,7]). Nous reprenons par ailleurs pour l'essentiel les nota-
tions du chapitre 2, partie A. Nous adoptons en particulier la représentation: 
t
x ( ! A ' 1 , î X 2 , ' s , i ) - ! r ( M ) + tX1 'd^sj) + tX2'd2(isJ) 
1 j
 VO'A-J^'AV'S) € a-
où ! x est le vecteur-position d'une particule de la barre i repérée par les coordonnées 
(ts,,Xi,tX2) en configuration de référence. 
Nous introduisons de plus les quantités mécaniques et géométriques suivantes : 
'//('.s) : masse volumique de la barre i ; 
*f( ls,í) : densité linéique d'efforts extérieurs exercés sur la barre i ; 
J-{t) : force appliquée à l 'extrémité du dernier maillon de la chaîne ; 
'T(t) —Oi-iOt (t), où Oi est le point de contact entre la poutre i 
et la poutre i — 1. 
2.2 Modèle mécanique 
Comme au chapitre 2, partie A, on introduit les mesures de déformations: 
(2.2) 'uj = - eb- M *dfc • *di 
e t : 
(2.3) lvk = r'-*'d*. 
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On se restreint au cas de barres à section circulate et on conserve la densité objective 
(voir Simo &¿ Vu-Quoc [1986.1], Simo [1985]) d'énergie de déformation: 
(2.4) W = — ('ujf + 'u2) + _ _ ( ' t ; 3 - l ) 2 + _ ( * u 2 + ^ ) + . G . F u 2 
Nous adoptons, pour chaque poutre de la chaîne, le modèle mécanique de Simo [1985]. 
• Loi de comportement 
(2.5) 
''m(\s,i) d'u, 
dlw' 
•Cs^'ujSvkydtfs^) 
'•n('s,t) = -rr--(,5,<,tuJ,*t;jt),d/(,s,<) 
• Équations du mouvement 
f 'm' -¡- 'r' A 'n + *da A *'fa = 0 
(2.6) 
'n' + % = 0 
ou on a note : 
% =- i / / (* 's) iI id a( is,<) a = 1,2 
% = , 'f(«'s)- ,>( , 's)*'S if( is,i) 
2.3 Contraintes, conditions aux limites et de jonc-
tion, conditions initiales 
2.3.1 Contraintes et conditions aux limites 
La première poutre de la chaîne est supposée solidaire d'un support rigide fixe. Dans 
le cas d'un encastrement, nous avons les conditions: 
(2.7) 
Vte{Q;T) Jr(0,i) = 0, 
ldj(0,t) = d°j Vj€ {1,2,3}. 
où (d1 ,d2 ,d3) est une base orthonormée fixe. 
Dans le cas où il existe une liaison pivot, entre la première poutre de la chaîne et 
un support rigide fixe, nous supposons que l'un des vecteurs {1d¿(0,í)}¿=i,...,3 se 
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confond avec un des vecteurs directeurs normes, noté Uo, de l'axe de cette liaison. 
Nous écrivons donc : 
yte [0;T] ^ ( 0 , ^ = 0, 
(2.8) 1 d i o (0 , i ) = uo, 
^ ( 0 , 0 • làJO{0,t) = 0, pour un j 0 € {1,2,3}. 
Nous avons également des conditions de compatibilité des champs d'efforts et de 
moments internes avec le chargement extérieur : 
, ^ f \fte[0;T] ntn(lnt,t) = F(t), 
(2.9) < 
\ n t m ( / n t , i ) = 0. 
Nous avons enfin la contrainte : 
V i = l,....nt sd ? .*'dfc = # 
(2.10) .' . 
( 'dj A *d2) • ld3 > 0 
2.3.2 Modèle de jonction 
Les articulations de la chaîne transmettent intégralement les déplacements, ainsi que 
les efforts et moments intérieurs. Nous avons donc les conditions de raccord : 
V<e[0;T)V¿ = l , . . . , n í - l !r(/,-,r) = i + 1 T(f ) + i + 1r(0,<), 
(2.11) ''ni/,-,*) - i + 1 n ( 0 , i ) , 
l
m(lt,t) = i+1m(0,t). 
Soit i un indice appartenant à { 2 . . . . ,nt}. Nous faisons l'hypothèse que l'égalité : 
(2.12) ' ^ ( 0 , 0 = £ ¡ i - , d I i . i . j _ i ( / í . 1 , í ) . 
a lieu pour un couple (°j¿, ' '~1 j î-i) donné dans {1,2 ,3} 2 et un réel e, donné dans 
{ —1,4-1} et pour tout instant t dans [0;Tj. 
Soient (°kt,°¡i) €. {1,2 ,3} 2 tels que, à tout instant t dans [0;T], la famille 
f d ^ . ( 0 J ) , ' d (0,<), *'d
 0 / (0 , f )} 
constitue une base orthonormée directe et soient (i,-1fc,-_i,',-1/„-) € {1,2, 3} 2 tels que, 
à tout instant t dans [0;T], la famille 
f ~ l d ( / i - , , * ) , ' " - 1 ^ . (/,-.!, i),*'-1«!,,. „(U-u t)} 
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constitue une base orthonormée directe. Nous reprenons l'hypothèse du chapitre 2, 
partie A, selon laquelle le moment articulaire est de la forme: 
/
 4
'm(0,i) = ' ' - ^ ( / f - a , « ) , 
(2.13) 
= -« , -_! Ai{t)f\Bi{t), 
avec : 
Ai = (œs(0diyd0, ( 0 , 0 + sm{°eiYd0l (0,i)) , 
Bx ={C0^6i.1)i-ïàlt_ (/,-_!,«) + SÍD(''-^ i_1) i-1d2i_ (U-l,t)). 
™ l — 1 1 1 — 1 
pour tout instant t dans [0;T], les deux réels 08{ et i,-1ö,-_i étant choisis de façon à 
annuler le moment articulaire en configuration de référence. 
2.3.3 Conditions initiales 
Nous reprenons les principes de construction de la configuration de référence que 
nous avons énoncés pour le cas statique. Nous supposons également que la configu-
ration initiale s'identifie à la configuration de référence. Nous écrivons donc: 
••^(«5,0) = e j 
où {'e} est la base principale d'inertie de la barre i en configuration de référence. 
Nous nous donnons en outre des champs de vitesses initiales : 
'r( ' 's,0) = ' v r ( V ) 
2.4 Formulation variâtionnelle 
2.4.1 Cadre fonctionnel 
Soient les espaces : 
Hi = Í T 1 ( 0 , / f ; f i 3 ) 
nt 
H =Un* 
»=i 
n3,i = #2(0,r;ff1(0,/i;JR3x3)) 
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Pour tout t G [0, T], on s'intéresse à l'espace des conf igura t ions cinématiquement 
admissibles à l 'instant t. Compte tenu de ce qui précède, cet espace s'identifie à: 
Kt= {{{'r, {%dj}i=it2,z\i=\,...,nt - ( ' r / d j ) G H vérifiant les conditions : 
MO) = 0 et !r(/,) = i+lT + , + 1r(0) si 1 < i < nt - 1 ; 
1dj{0) = d° Vj 6 {1,2,3} si (2.7) est imposé ; 
1djo(0) = u0 si (2.8) est imposé ; 
V? G { 2 , . . . , n O ' d 0 , ( 0 ) =e,- i-1d l f 3 . (/.-i) ; 
Vie{l,...,nt},V(j,k)e{l,2,3}2 I d J - i d , = 8f ; 
VzG { l , . . . , n * } (M! A i d 2 ) - , d 3 > 0} 
Comme nous l'avons vu lors de l'étude du problème statique direct, cet espace 
possède une structure de variété C°° de l'espace Tí. Son espace tangent 6 K'.t({'t, !d¿)) 
au point (*r,'dj) est défini par : 
SJCtiCr/dj)) = {{{'p, {'gj}j=i,2:3}i=i....,ni = Cp/ 'gj) € W vérifiant les conditions : 
^ ( 0 ) = 0 et 'p(fi) = ! + 1p(0) si 1 < i < n< - 1 ; 
1 g i (0) = 0 V; G {1,2,3} si (2.7) est imposé ; 
1 gjo^) = 0 si (2.8) est imposé ; 
Vi G { 2 , . . . , n í } l g .(0) =£,- i - 1g I f . 1 . (/.--i)} 
V¿ € { 1 , . . . , n i} 3 W¿ G H, tel que : %• = W,- A M,- Vj G {1, 2,3}} 
2.4.2 Formulation variâtionnelle 
Nous allons maintenant montrer le théorème : 
T h é o r è m e 2.4.1 Les équations du mouvement (2.6) sont équivalentes au problème 
variationnel [V] suivant : 
Pour tout t G [0 ,T] , trouver (lrM/) G Kt tel que : VO'p/gj ) G ¿ £ t ( 0 r , % ) ) : 
^ T ^ f '(,P',gj) +^Kl-1{ {«»(^ rA^W + sin^O^ÍO)} 
•{cosC- 'ô i . ! )* ' - 1 ^ ,, (/,--i) + sin( í ' -^,-_1) i-1g í i (/,_i)} 
+ {cos( i -Ö,_ 1 ) l - 1d l i (/<_,)+ s in( '<-ö i _ 1 ) - 1 d 1 (/,_,)} 
•{cos(0ö i),'g0Jbi(0) + 8in(°e i) ,"g„ l i(0)} J 
¿ / ' [%(<) • *p + %(t) • 'g j d's + :F(f) • nip(/nt) 
ei-7 0 
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ou on a pose ; 
«< fl. 
Démonstration : 
D'après l'expression (2.4) de la densité d'énergie V'e , nous pouvons affirmer que les 
deux hypothèses de régularité suivantes sont vérifiées : 
• Pour tout i t { 1 , . . . , nt], pour tout t € [0; T] : 
(2.14) V ( ' M , , . ) G C W ) p.p. sur ]();/,•[ 
• Pour tout j £ { 1 , . . . , nt} et pour tout (JUkyJVk,JUk./Vk) € ¿ 2 (0 , ¡y R12) et pour 
tout t E [0; T] : 
\d3we djw {'s^'ukSvtfUi + —~-(Js,t,Juk/viyVt\ < Ju, ¿MU,-
pa + ^ c"«2 + V)*] M + 
(2.15) 
où JCo et •'Ci sont des constantes réelles strictement positives. 
Les gradients 
'
u
' = wk)'('v:t-] 
valent 
(2.16) 
*'W¿= 2CU,M ('8*-''di + '•<!*-''ft) 
l'v, = y • M, + v . «g, 
et par définition de SfCt, nous avons 
(2.17) U\ = % lâ3 
ainsi que 
(2.18) «p = «V* ' d , + Ui A ! r 
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On applique ensuite les techniques du chapitre 2, partie A, aux opérateurs i 'ive(.,t,.,.) \ 
*- ' J i=l,...,nt 
pour obtenir finalement : 
d O V ' d j ) U P ' g j / ) 
£ / {-^—( ,6,i, ,îi J , ' t; J t) ,W / + — — ( V . ' t ^ W V / K s d * 
D'après ce qui précède, le problème variationnel [V] peut se réécrire 
Pour tout t <E [0 ,T] , trouver ('r,*'dj) CE £ ( tel que: V(' 'p, 'g¿) € ^ ( ( ' ' r / d j ) ) : 
73.Í / ¿^ î 6 O { J 
ni r 
+ S « i - i {cos(o0,)*'do. (0) + sin(°etyd (0)} 
t=2 l ' * 
• { c o s C . " - ' ^ ) ' - - 1 ^ , (/,.!) + 8in('---^I-_1)<-1gli_ (/,-_,)} 
+ {cos ( ' - ^ i _ 1 ) i - 1 d l i i t (/,_,) + sin( /-^,-_1) ' ' -1d l w (/,-_!)} 
« ï —1 f " ~ i t j — î 
•{cos(%yg0kt(0)+sm(%ySo¡t(0)} j 
= E / ' [<f3(0 • 'P + %(<) • ' « J d's + T{t) • »*p(/nf ) 
D'après les relations (2.17), (2.18) et les équations (2.6), on peut aussi écrire ce 
problème sous la forme : 
Pour tout t € [0,T] . trouver ( ' r , 'd j ) £ K.t tel que: V( lp, 'g-) € ótCt((lr,%dj)) : 
ni -i 
Yi / ' f m • Ul + *'n • ( 'p' - Ui A %v')}dls 
t = I 
ni f 
+'£Ki-1 {cos(%Yd0k\0) + sin(°o.-)*'d0 (0)} 
t'=2 l 
• { c o s í ^ ^ ) ' - 1 ^ (/ .- .O+ s in( ' -ô i_ 1 ) , ' - 1g, 1 „ (/.--a)} 
1
 '«i-i ! ' Î I - I 
» ¡ - i « i - i 
•{cos(0tfi),'gOJfci(0) + sin(°Ôi),'g„/|(0)} j 
n i
 r'. . . . . 
= £ / i w ) • !p + *f.(o • *g«] ¿** + m) • BIP(/«O 
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On opère ensuite une intégration par parties : 
Pour tout # 6 [0,T], trouver C'r.'dj) G Kt tel que : VCp/g,,) € ôlC^r/df)) : 
T / p m - ' r A*n- ' d 0 A*f Q } -W, - - {'n + 'f^-'pd's - 0 
et on reconnaît la formulation variationnelle des équations du mouvement (2.6). 
2.4.3 Discrétisation en temps 
Nous remarquons d'abord que la variété Kt est indépendante du temps t, ainsi que 
les espaces tangents SK-t- Nous la noterons dorénavant K, et ses espaces tangents 
seront notés 8K.. 
Nous procédons maintenant à une discrétisation en temps du problème variationnel 
[V]. On se donne un pas de temps Ai et on écrit ainsi une suite de problèmes 
variationnels statiques où les dérivées temporelles de ('r, *dj) [supposé suffisamment 
régulier en temps], sont remplacées par des expressions approchées. 
On se donne un entier Ar et un pas de temps 
T 
Ai - —. 
Ar 
On note 
( r n , d? ) = ( V ' d j X n A i ) , 
où n appartient à { 0 , . . . , A"}. Pour tout n dans { 0 , . . . , A ) , (r", dj* ) appartient à K,. 
On introduit l'opérateur 
ni
 fii n i .¡t 
CoiUiWdj)) = £ / ' " T ^ W " * ) ^ - F(t)-ntr(lnt) - J2 / , ' f( ,s,i)- ir( is) 
t=i Jo ¿=i Jo 
+ 5 : « , - . ! ( {cos(%Yd0k (0) + sin(%yd (0)} 
i=2 y. 
et on note 
+ {cos('<-* i_1) i-1d1 (/,-_,)+ 8in('->e,-_1) i-1dI._ (/.-.a)} 
^î — i *( — 1 
•{oos(^ i) , 'g0fci(0) + sin(°öi) ,'g„/i(0)} } 
LI = £0(nAí,rn,d?). 
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Supposons maintenant n > 3. Nous employons la méthode de Houboldt. méthode 
à trois pas, inconditionnellement stable (George [1985]) et nous remplaçons donc 
les termes du type " P par l'approximation : 
1 
• p ^ Si>%rn — 5 V " - 1 4- 4 ' r n " 2 — V n _ 3 l 
On suppose ' r de classe C8 en temps et on écrit donc l'estimation : 
*rn - -zLï{2irn - S ' r"- 1 + 4*'rn-2 - Yn™3} 
Ai 2 
où e( Af ) tend vers zéro lorsque At tend vers zéro. Nous remplaçons donc le problème 
variationnel [P] continu en temps par la suite de problèmes ["PK] : 
Trouver un point critique, dans /C, de la fonctionnelle 
1 ni tU 
0
 AT2 ¿ ^ ^ h y l l r l l + l ~ 5 r + 4 r - r j • r 
+ Ex^ëvi/' ,ii ,'dsii2 + [-5'dr1 + 4idr2 - 'd r 3 ] -^ 
ceci pour n supérieur ou égal à 3. 
Nous devons élaborer une procédure d'initialisation particulière pour les deux pre-
miers itérés (n= l et 2). Nous suivons pour cela de la méthode développée dans 
Glowinski & Le Tallec [1989]. Son principe est le suivant : on remplace les termes 
de dérivées secondes en temps par une approximation de Crank-Nicholson (méthode 
à un pas, d'ordre 2, précision maximale) : 
"rn ~ i i ' r ' 1 " 1 + *rn+1 - 2 V*5} n = 1,2 
Ai* 
et on recherche, non plus *rn mais une approximation aux différences centrées de 
! r" , soit 
irn+l + irn-l + 2 « ' r n 
lf = -. 
4 
On utilise ensuite un développement limité en temps à l'instant t ~ 0 pour obtenir : 
! r 2 4- ¿r° - 2'r1 - 4 f r 1 - ' r ° - 2Ai , ' f 0 } 
ainsi que 
, r3 + ¿ri _ 2 i r 2 = 4 | ¿ . 2 _ 4 ,- .i + 3 î r o + 2 A / , r 0 } . 
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L'étape d'initialisation consiste donc en la résolution du problème \V\) : 
i . _ _ 
Trouver un point critique, dans /C, de la fonctionnelle 
1 nt tU 
£1 = Û
°
 +
 Â ^ ^ y S / o 2!iV|i2 - 4 p r ° + A < i*V" r l 
2 -i nt ,¡ 
+ E T T Î EVI/ '211^11» - 4fd°a + Ar'd°J.«di. 
puis du problème [P2] '• 
Trouver un point critique, dans /C, de la fonctionnelle 
£2 = £2 + - î - f y ' S / S l P ' r 2 ! ! 2 + 4 [ - 4 ! r 1 + 3 ' r 0 + 2 A i i r ° ] • ' r 2 
a r
 t-=1 Jo 
+ ¿ ^ Í > , ' I f 2 ! W + 4ï-4,'d- + 3'd° + 2Ai»d°j.!d^ 
2.5 Résolut ion numér ique p o u r le cas inexten-
Nous avons réduit le problème dynamique de départ à une suite de problèmes sta-
tiques. Les procédures de résolution de ces problèmes statiques ont été détaillées 
au chapitre 2, partie A et nous ne les reprenons pas ici. Nous nous contentons de 
présenter quelques cas tests significatifs. 
raccord : Poutre en rotation 
Nous considérons le cas d'une seule poutre, de longueur L, reliée à un support fixe 
par une rotule. Le chargement de la structure consiste, en plus du poids propre, en 
un effort ponctuel appliqué à l 'extrémité libre de la poutre. Nous imposons l'angle 
de rotation de la poutre à la rotule : 
di(0,f) = e^ 
d2(0,f) = -si"n(*(i))çî + cos($(t))g 
d 3(0, i ) = cos($(t))e\ + sin($(t))g 
avec : 
$(f) = ~ si t < 2.5s 
= | si t > 2.5s 
Le maillage de la poutre comprend 25 éléments. Nous avons effectué nos tests avec 
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FlG. 2.1 - Poutre en flexion - Rotation imposée 
les paramètres suivants : 
¿/S — 1 kg/m, 
L = 10 m, 
T = 10.5, At = 0.5 5, 
Q = 0.1,/î = 0. 
Nous avons testé notre algorithme pour quelques valeurs de la rigidité à la flexion 
E l , ainsi que pour quelques valeurs de l'effort ponctuel J-. 
158 CHAP. 2. APPROCHE GLOBALE 
5 S \ 1 i _J I i 1 ¡___j I 
-10 - 8 - 6 - 4 - 2 0 2 4 6 3 10 
FlG. 2.2- E I = 100QiV x m 2 , f = + l A f 
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FIG. 2.3 - E l = 104 Ar x m2,F= +1 N 
FIG. 2.4 - E l = 104 N x m2, T = +100 N 
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2.5.2 Poutres en flexion 
• Cas d 'une articulation élastique. 
Nous considérons maintenant une structure formée de deux poutres, de longueurs 
égales L, chargée dans son plan, le plan (ej,e |) , par son poids propre, dirigé par e .^ 
Poutre 1 Poutre 2 
B 
FlG. 2.5 - Configuration initiale 
Cette structure est articulée en B. L'articulation, d'axe e% a pour raideur Ki 
ION x m. Nous imposons en outre l'angle de rotation de la poutre 1 en A : 
1d2{Ü,t) = sin($(t))el + cos($(i))e§ 
MaiO,*) - cos($(f))eî + sm(*(Z))eS 
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avec : 
Enfin l'extrémité C de la poutre 2 est laissée libre. 
Notre maillage est formé de 25 éléments par poutre. Le pas de temps choisi vaut 
At = 0,05s. Nous avons effectué nos tests avec les paramètres suivants, identiques 
pour les deux poutres : 
El = 700 N x m2 
L = 16.3 m, fiS — 7.67 kg ¡m 
-6 h 
-8 h 
-10 h 
-12 h 
-14 
10 15 20 25 
FlG. 2.6 - Charnière élastique - Temps [0;0.5s] 
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FlG. 2.7 - Charnière élastique - Temps [0.5s; Is] 
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• Cas d'une articulation libre. 
Nous considérons une structure formée de deux poutres, de longueurs égales L, 
chargée dans son plan, le plan (e°.e£), par son poids propre, dirigé par e j . Cette 
è.2 
El 
Poutre 1 B Poutre 2 
FlG. 2.8 - Configuration initiale 
structure est articulée en B . Nous considérons le cas limite où l'articulation, d'axe 
§2, a pour raideur Kj — 0. Nous imposons en outre l'angle de rotation de la poutre 
1 en A : 
M^O,«) = el 
M2(CM) = -sm($( i ) )e î + co5($(i))eS 
1d 3 (0 , f ) = cos($(i))e? + 5în($(i))çS 
avec : 
$ ( * ) = Î T Î 
Enfin l'extrémité C de la poutre 2 est laissée libre. 
Notre maillage est formé de 25 éléments par poutre. Le pas de temps choisi vaut 
At = 0.05s. Nous avons effectué nos tests avec les paramètres suivants, identiques 
pour les deux poutres : 
E l = 2000 N x m2 
L = 3 m, //S = 7.67 kg ¡m 
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0.5 
-0.5 
-1.5 
FIG. 2.9 - Charnière libre - Temps [0;0.5s] 
2 . ! 
1.5 
0 .5 -
0 -
-0 .5 -
- 1 . 5 
FIG. 2.10 - Charnière libre - Temps [0.5s; ls] 
Part ie C 
Un problème inverse 

Introduction 
Nous nous basons, pour cette étude, sur l'approche convective du problème dyna-
mique. Nous nous plaçons dans le cas d 'une p o u t r e de longueur /, encastrée dans 
un solide rigide animé d'un mouvement de rotation caractérisé par sa vitesse de 
rotation ui(i), dépendant du temps, et nous considérons la solution 
(6 ,1 / ) [0;T] V 
(^( .^UIUÎW-^W.,*)) 
du problème dynamique direct, avec : 
Vi = {veH1{0,î],v(0) = 0} 
V2 = {v € H2[0,I],v(0) = O.u'(O) = 0} 
V7 = V\ x V\ x V2 x V2 
Nous nous donnons ensuite une partition régulière de la poutre : 
M 
U [a¿-i'a¿] 
J = l 
où les points O,Q et a¡^i ont pour abscisses respectives 0 et l sur la poutre et nous 
discrétisons en espace la formulation variationnelîe du problème dynamique direct. 
ce qui nous amène, pour une vitesse de rotation u¿{t) donnée, au système linéaire : 
' MXJit) + C(w)XJit) + K{w)XJ(t) = F(u>) V i G [0,71 
(1.1) [Su]\ 
' 1 A^(0) - Xo 
. ¿„(O) = X1 
Dans ce qui précède -YH(i) est le vecteur des degrés de liberté provenant de la d i sc ré -
t i sa t ion spa t i a l e du problème dynamique direct. Nous notons NDL sa longueur. 
Nous nous intéressons à sa dépendance vis-à-vis de la vitesse angulaire w_. Sa défini-
tion est licite car le système \SJ\ admet une solution unique si certaines conditions 
de régularité de w_ sont vérifiées, comme nous le verrons. Nous nous donnons ensuite 
une fonction objectif c o n t i n u e 
X : [0,T] R NDL 
qui représente une trajectoire désirée de la structure et nous cherchons à minimiser 
la fonction 
k=N
 kT^ ,-.,fcT\,,, (1.2) /(M) = £ Py-rr) - X{-
k-o ^ iV 
lRN DL 
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qui quantifie l'écart entre X^ et la trajectoire désirée, sur l'espace fonctionnel W des 
vitesses angulaires admissibles, espace que nous préciserons plus loin. Dans l'équa-
tion (1.2), TV est le nombre de pas de la discrétisation en temps du système [S^. 
Nous montrerons d'abord que la fonction qui à u¿ associe X^ est faiblement continue 
sur W. Par un argument de convexité, nous en déduirons que / est séquentiellement 
faiblement semi-continue inférieurement sur W. Nous conclurons à l'existence d'un 
minimum à l'aide du théorème de Weierstrass. 
Discrétisation spatiale du problème direct 
Nous introduisons les espaces fonctionnels : 
Vl = {veHi[0,l],v(0) = 0} 
V2 = {t- € H2[0,l},v(0) = 0,u'(0) - 0} 
V = \\ x Vi x V2 x V2 
Nous définissons ensuite une partition de la poutre : 
M 
[0, 0 = 5Z Laj—i ) aj] avec ao = 0 et au = 1 
3=0 
On définit alors un espace Uh = U^ x ¿V x U^ x U^ d'éléments finis. Les espaces 
Uhi et Uh2 sont définis de la façon suivante : 
- sur chaque intervalle [a,_i. a}], les fonctions de U^ appartiennent à Pj f[aj_i, aj]) ; 
- sur chaque intervalle [aj_i, aj], les fonctions de U^ sont déterminées par leurs 
valeurs en Oj_i et aj ; 
- Uhi c C ° ( [ 0 , / ] j ; 
e t : 
- sur chaque intervalle [ÛJ_I. a}], les fonctions de Utf appartiennent àP3([a J_i,oj]) ; 
- Sur chaque intervalle [a¿_i,a¿], les fonctions de U^ sont déterminées par leurs 
valeurs en a¿_i et a3 et leurs dérivées premières en ces points ; 
- Uh2 cC'dOJ]). 
On définit ensuite un espace d'approximation par : 
Vh = Vhi x Vhi x Vh2 x Vh2 
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tel que : 
Vh QUh 
Nous donnons ci-après les expressions des matrices élémentaires servant à construire 
les matrices M . C(w_), K(u¿) intervenant dans (1.1) ainsi que celle du second membre 
élémentaire servant à construire le vecteur F(u¿). 
On désigne par lj la longueur du segment [aj,a3+i]. Les autres notations sont celles 
du chapitre consacré à l'approche convective du problème dynamique direct. 
M a t r i c e M 
M¡ 
" 
•B[i, i] 
0 
0 
0 
_ 
0 
% 2 ] 
0 
0 
0 
0 
BK¿] 
0 
" 
0 
0 
0 
B[4,4] 
„ 
avec : 
B[3,3] = 
13pSl.2+42ph 
35/j 
_ 84 pl2 - 9 pStj2 
7013 
11 pS lj , ph. 
210 * 10 
13 pSlj2 , ph_ 
420 "^ 10 
^[1.1] 
B\2,2\ -
ZËll 
3 
pSl, 
L 6 
pJl, 
3 
pJl} 
6 
6 
3 
pJl, 
6 
pJi3 
3 
84ph-9pSl,~ ïlpSl,2 , £¿_ 
70 i, 210 "^ 10 j 
Í 3 p S Í , 2 + 4 2 p i 2 
35 ¡_, 
1 3 p S í j 2 
420 
l l p S / j 2 
210 
ph 
10 
p/2 
10 
ï3pSl/ 
420 10 
¿ J ( p 5 i 7 2 + 1 4 p / 2 ) 
105 
lj(3pSlj2+14 ph) 
420 
13p5fj* , ph_ 
420 ' 10 
UpSlj2 _ £ i 
210 10 
l}(3pSl,2+l4ph) 
~ 420 
<j ( pS ¡/+14 p / 2 ) 
105 
13 pS I,2+42 ph 84ph-9pSi/ 
35 /j 70 I , 
S4ph-9pSl,2 1 3 p S I , 2 + 4 2 ph 
70 /j 3 5 / , 
l l p S I , 2 £ ¿ _ 1 3 p 5 ; , 2 __ p /3 
210 '" 10 420 10 
13pSlj2 ¿h 11 p S i , 2 __ ph_ 
420 ' 10 210 10 
U pS i}2 ph_ 
210 10 
eh. 
10 
1 3 p S ¿ j 2 
420 
¿ ; ( p 5 i , 2 + 1 4 p / 3 ) 
105 
I, ( 3 pS I2 + 1 4 ph) 
4 2 0 
1 3 p S J ¿ ~ p/3_ 
4 2 0 ' 10 
_ll£ihi _ Eh 
210 10 
13{3 pS I2+ 14 ph) 
4 2 0 
l3(pSlj2+14 ph) 
C(u¿) 
CJ = 
0 
-B{h2] 
- £ [ 1 . 3 ] 
£¡1.2] 
0 
- £ [ 2 , 3 ] 
£[1,3] 
£[2,3] 
0 
£[1,2] = 
7 pSm 3 I , 
10 
__3_p5w2_(¿ 
10 
~phw2 
-pl3w2 
3 pSxuslj 
~~ 10 
7 pSw% I j 
~ 10 
phw2 
pl3w2 
pSwsjj2 
10 
15 
ph-wjlj 
6 
phv-'2¡i 
6 
pS%u3l]2 
15 
p S i u 3 / j 2 
10 
PI3W2I, 
6 
Ph^'2'j 
6 
£ [1,3] 
7 pStü2Íj 
10 
3pSw2lj 
10 
-pl-iw-i 
— p]2Wz 
3p5u . ' 2 Í , 
10 
7 pSijj¿ i j 
10 
phwz 
phwz 
10 
pSw2¡)3 
15 
6 
phvjjlf 
6 
pSw2¡j 
~~ 15 
pS W2J32 
6 
phwjl., 
6 
#[2,3] = 
2 6 p S w \ j , 
~ 35 
9 p5tt ' i ^ 
35 
105 
13p5'tt . ' i / j~ 
210 
9 pS-ui /j 
35 105 
26 p S i ^ 13 p S ^ i / 
35 210 
13 pSwjl/ 
2ÏÔ~i~ 
l l p S u ' j i j 2 
105 
13 p S i D j l , 2 2 pSwil,3 pSw\ I, 
2 1 0 
l l p S t u i / , 2 
1 0 5 
105 
70 
70 
105 
Matrice R(t£i) 
On remarque que cette matrice n'est pas une matrice symétrique. Nous avons : 
V 
B[i,i] 
£[2,1] 
B[3,l] 
•^[4,1] 
£[1,2] 
£[2,2] 
£[3,2] 
£[4,2] 
£[1,3] 
£[2,3] 
£[3,3] 
£[4,3] 
£[1,4] 
£[2,4] 
£[3,4] 
£[4.4] 
avec : 
£ [ i , i 
£[1,2 
£[1,3 
£[1,4 
£[2.1 
£[2,2 
£[2,3 
!.4 
- ~~pS((w2)2 + (u;3)2)Mn + ESMpn 
= [0] 
= pS(—w-¿ -f u'iw;2)Mi3 
= pS(w2 + u'iiü3)M13 
= [0] 
- p(h - h)((w2)2 - (w3)2) + pJWu 
= p{w3 + w1w2)Mpl3 
= p(w2 - iViiu3)Wï3 
£[3,i] = pS{w3 + w-iw2y,Mx3 
£[3,2] = P{h - -h){W2 + WiW^Mlz 
£[3,3] = - pS((w3)2 + K ) 2 ) M 3 3 + phdvLh)2 ~ {w2f)W33 + EI3MS33 
£[3,4] = PS{-W! -j- W2W3)M33 - pI2(-Wi + W2W3)Ml3 
£[4,i] = pS(-w2 + t^iu;3) tMi3 
£[4,2] = -p{h - h){w3 - Wiw2)tMl3 
£[4,3] = pS(wx + W2W3)M33 - ph(éi + W2W3)M33 
#[4,4i = - pSKm)2 + M 2 ) M 3 3 + Phiiw^)1 - {w3f)W33 + EI2M-¡3 
ainsi que : 
r /, 
M« = 
Mu 
IL 
20 
L 20 
m 
? f i i i i 
3£l 
20 
Ih. 
20 
L 6 
LÍ 
n 
ÍL. 
30 
, M?! •p _ 
3 J 
¿,2 
"30 
L z _ 
' 20 J 
, M?3 = 
I . 
1 
1 
2 
1 
2 
_ 1 _ 
1 
h 
1 
2 
1 
2 
> 
1 1 
_ÍL 
12 
,1 
i i . 
12 
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et : 
M 33 
131, 
35 
70 
1 3 1 / 
420 
420 
9 / . 
70 
13/ j 
35 
210 
1 1 / , 2 
210 
1 1 / / 
210 , 
1 3 / / 
'Si 
~~ 140 
1 3 / ¿ "| 
420 
1 1 / / 
210 
/ 3 
140 
105 
, M§3 = 
M 33 
12 
12 
12 
-J-T 
1 
6 
5 / j 
6 
5/_, 
1 
10 
1 
10 
6 
5 / j 
6 
5/., 
1 
10 
1 
10 
1 
10 
1 
10 
Hii 
_ Í L 
30 
1 
10 
1 
10 
_ Í L 
30 
2¿j 
15 
Second membre F(w) 
Nous avons : 
.F = } B1 \ B2 j B3 | 5 4 ] + ¿ f Fe 
avec : 
# i = / j F , + ^ ( ( u ; 2 ) 2 + (u;3)2)FÏ 
B2 = — p{Jéi + (73 - /2)w2tu3)Fi 
-^3 = /2F3 - ^S'i'û'a + w1w2)F^ - pl3(w3 - wiw2)F3 
5 4 = /3F3 - pS(-w2 + wiw3)Fl + pl2{w2 + w-iW3)F^ 
ainsi que : 
Fi =&'i] 
Ff =[è(-2/;2 + 3*2fj),J(-/J2 + 3x^)3 
F ,
 = f!i ii LL. iif.1 
1 3
 L 2 ' 2 ' 12 ' 12 i 
Ff = [ ¿ ( - 2 1 / / + 30x2/,), ¿ ( - 9 / / + 30,*^), ¿ ( - 3 / / + 5W/) , ¿ ( 2 / / - 5x2//)j 
F§ =[-1,1,0,0] 
Fe = [0,0,0,0,0,0, J"i(í),A^i(í).^2(0^3(0^3(0» -A^iOî 
Remarque : 
Une étude sommaire de la matrice élémentaire de masse M.i montre que ses douze 
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valeurs propres sont données par : 
pLh , PSI. , SPp , 0OOp2/2/|-6Oo757f73S+2Op2^/3S+9OOp2S2í2+10757ys2Ts2í6p2 
ü__j¿ _ L J _ j _ ¿ _ i _ _ z «L
 : : -> -^  • - • - J •> J 
12 ' 4 ' 120 ' 120 
£Í2Íi 4. £iíi j . £í¿£ _ y/^o7^7p6oo72^7¡"s+2op2/*/3 s+goö^TJ+iö^T«s2+s2¿^P2 
12 ' 4 ' "• 120 ~" 120 
20160p/ 3 +840 i 2 p / 3 + 2 0 4 0 S p i 2 + 20S!*p+20v / Ä 
" 16800 íj 
20160p I3 +S40Pp I3 + 2040Sp¡ 2 +20 S¿?p-20</Ä 
16800/j 
„,- /„
 Psi SI3o 1/lÖ072^-'-600p2i2/2™5+20p2i*/2S+900p2S2l2+4'0727fS2+"S2i;-p2 
12 ~ 4 • 120 ' 120 
£ i i k 4- Í J E L i. £Ü£ _ V^OÏÏ77^7"-r6^ÔV7f^"S+"20 p2i*h S+900"7252P+4Ô"721]S'+Si;ep2 
12 """ 4 "i" 120 120 
20160 p / i +840 p Í2 / 2 +2040 Sp .'s + 20 Si* p+20 - / Â 
' J 2 
16800!; 
20160 p h +840 p l]h +2040 Sp .'2 + 20 Si*p-20 VA 
16800ij 
pSl, 
2 
6 
2 
6 
avec : 
A -- 1016064 p
2I¡ - 56448 p 2 / ' 2 / 2 + 205632 p2l]I3 S - 4536 p 2 / ] ^ S 4-
1764 / ; V 2 / | + 84 f3p2h S + 10404 p2lp2 + 120 52/fp2 + S2is]P2 
Ces valeurs propres sont strictement positives dans le cas de sections circulaires 
et rectangulaires, cas dans lequel nous nous plaçons dans ce chapitre. Ce résultat 
persiste si nous tenons compte des conditions aux limites dans l'expression de la ma-
trice élémentaire de masse. La matrice de masse assemblée M est donc symétrique 
définie positive, donc en particulier inversible. 
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Faible continuité 
Nous commençons par démontrer le lemme : 
Lerame 1.5.1 Si w. appartient à l'espace W = i/3(0, T; JR3), alors le système: 
• MXJ^t) + C(w)XJt) + K(w)XJit) = 0 Vi € [0,T] 
Ayo) = o 
, x¡¿o) = o 
admet une solution unique, qui est la solution nulle. 
Démonstration : Le système [<S0] peut se mettre sous la forme d'un système du 
premier ordre, en posant 
' XJJ) 
XJyt) K,(<) = 
On obtient ainsi le système équivalent, de taille 2 x NDL : 
AYJt) + B(t)YJt) = 0 Vi É [0,r] 
fô OJ 
Yw(0) = 0 
avec 
A = 
M 
0 
0 
Id 
et: 
B(0 = 
C(w) 
ïd 
K ( M ) 
D'après l'expression des matrices élémentaires C3 et K\ la condition » Ç W entraîne 
la continuité de l'opérateur B(i) sur [0;T], De plus, la matrice A étant inversible, 
nous pouvons en conclure (Avez [1983]) que le système [S0] admet une solution 
unique, qui ne peut être que la solution nulle. 
D 
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R e m a r q u e ; On demontre de la même façon que le système [S^ admet une solu-
t ion unique si w_ appartient à l'espace W — H3(0,T; Ft*) 
Nous prendrons W = H3(0,T: M3) dans la suite, 
Nous considérons maintenant une suite (u¿n)neJV telle que 
ULn ~^ UL dans W faible. 
Soit XK Tunique solution du système [S^ } et soit A'H l 'unique solution du système 
[<SjJ. Nous définissons la suite la suite {Yn)n&f\T P a r 
Y — Y _ Y 
n
 Ü¿n ILL 
La définition de cette suite entraîne que pour tout n, Yn est solution du système 
' MYn(t) + C(w)Yn(i.) + K(w)Yn(t) = F(wn) - F(w) + [C(w) - C(wn)}X^(t) 
+ [K(w) -K(wn)}X^n(t) t e [0,T] 
Yn(0) = 0 
{ >n(0) = 0 
Puisque 
w_n —^  w_ dans W faible 
nous avons également 
W-n — Ui dans Hl{Q, T; M3) faible. 
Les théorèmes d'injection de Sobolev (Brézis [1988]) nous permettent d'affirmer 
que 
wn — w dans C°(0, T; J?3) fort 
et donc 
(1.3) V(j,fc) G {1,2 ,3} 2 (u?„),(i£n)* - (u¿)¿ (m)k dans L^O^T;®3) faible. 
Enfin, par définition de la convergence faible, nous avons 
(1.4) wn — w dans H2(0,T;R3) faible. 
D'après la forme des matrices élémentaires C7, /CJ et du second membre élémentaire 
T\ les convergences (1.3) et (1.4) nous permettent d'affirmer que 
C{wn) - C(w) dans L 2 (0 ,T; RNDlj2) faible 
K(wn) - K(w) dans L2{G,T; RNDL2) faible 
F(i£n) - F(u>) dans L2{0,T;RNDL) faible 
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Nous allons démontrer maintenant le lemme : 
L e m m e 1.5.2 
M V n + C{w)Yn + K{w)Yn — Odans L2(Q,T;RNDL) faible 
Démonstration 
Nous avons 
Vu € L2{Q,T;RNDL) : f < F(wn) - F(w); u > dt - • 0 n -f +oo 
Jo 
et 
VM € JC2{01T;ENDL2) : f « C(wJ - C(w); M » 
Jo 
ainsi que 
VAÍ f I 2 ( 0 , T ; # D L 2 ) : / «K(wn)~K{w)]M » 
Jo 
dt —• 0 n —> +co 
cft —» 0 n —>• +c>o 
où < .;. > désigne le produit scalaire usuel dans R et où < < .;. > > désigne le 
produit scalaire dans JRJ , à savoir 
«A;B» = Y, % ; ] - % ; ] • 
{i,j)=l,...,NDL 
Soit alors u € X2(0,T; M ). Nous avons 
f < M Í ; + C{w)Yn + K M F n ; u > <¿¿ I 7o < I / <F(wn)-F{w);u> dt I Jo 
+ / « C(u¿) - C(u;n); ^ (í) - lu » dt 
Jo n 
+ \ [ « K(w) - K(w„);Xw (t) • lu » di 
et donc 
[J < M > ; + C(uj)l'„ + K(w)Yn;u > dt \< 
I Jo ' i 
/ < F{wn)-F(w);u > dt ! Jo 
^ '•'•' {t,¿}=l NDL 1 Jo 
{i,j}=l,...,NDL J0 
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Le lemme 1.5.2 sera démontré si nous parvenons à majorer les deux quantités 
.^^DI\\(XiaJj\\L^>(0,T;R) 
et 
indépendamment de n. C'est l'objet du lemme suivant. 
L e m m e 1.5.3 77 existe une constante K strictement positive et indépendante de n 
telle que : 
et 
max \\{XW )A\7„(„rp JE\ < K 
Démonstration (du lemme 1.5.3) : 
On reprend les n o t a t i o n s du chapitre 1, partie B. On définit l 'opérateur 
E( í , (0 n , í 7 n ) ( í ) ) = c( (0 n ,C? n ) ( f ) , (0 n , £?„)(/)) + ao(*;(0 n , ¿?n)(f), (0n, &)(<)) 
où ( 0 n , L'n) e s t l'unique solution (voir chapitre 1, partie B) du problème dj^namique 
direct associé à la vitesse angulaire w_n. Nous avons 
E( í , (0 n , t / n ) ( ¿ ) ) =E(O,(0 n , t7 n ) (O)) + f -^ao{<7\{Qn,Ün){a),{Qn,Ün){<T))d<T 
Jo o a 
- 2 / al{a;{Qn,Un)(a),(Qn,Ün){a))dcr 
JO 
- 2 FKvA9n<Ün)(<r),(®n,Ün){cr))d<T + 2 / * ( £ „ ( * ) , ( 0 n , Ün){a)) da. Jo Jo 
où F_n designe l'opérateur second membre du problème dynamique direct associé à 
la vitesse angulaire v¿n, l'indice n rappelant qu'il dépend notamment de u¿n. D'après 
l'expression des opérateurs Co, ai et b (chapitre 1, partie B), on dispose des majora-
tions : 
F ^a0{a:XQnXTn){oU®nA){o))do- - 2 / ' a i ( a ; ( 0 n , Ün)(a), ( 0 n , Ün)(a))da I Jo O a Jo I 
rt 
< a max( max | ( « Ü Ä i ) * l * . *? ax '\(&n)j\){v} \\i®n,Un)((j)\\2v do-Jo j ,fc6{1.2,3) j£{l,2,3j 
ft L, 
+ / max{ max Uwjjiwjkl, m a x ^ \ ( W n ) M ° ) \\(^nyUn)(a)\\v \\(6n,Un){(j)\\H da 
JO ], / :€{! ,2 ,o j j€{ l ,2 ,3} 
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et 
I f - 2 f b(<r,(Qn,Ün)((T),(Qn,Ön)(<T))do-
I Jo Jo 
< 2 / ? / max( max ¡ ( w J j L 5Z(j£n)j)(^) !l(0n, Un)(cr)\\2H da 
Jo jeii,2,3} \ fr[ 
où a, /? et 7 désignent des constantes strictement positives dépendant uniquement 
du matériau et de sa géométrie, de sorte que l'on peut écrire 
] f ^ao{°-A®n,Ün){<r),(9n,Ün)(<r))d(T - 2 /* ai(<r, (0„ , Un){a), ( 0 B , #„)(<r)) ¿ a 
i JO C e ' Jo 
-2 jfV;iêKÂ)(^Mê,.A)H)^ | < ^ ¡ U ^ j ^ ^íü(en,¿/n)(a)i!2H¿a 
/"i -, 
+ a JQ | |(0n,l/n)(<7)¡|^íicr x rnax(\\wn\\Loo{0tT.jtf), H ^ g ^ ^ l ^ W ^ W H i » ^ ^ ) ) 
+ A!¡(0Tt.¿?n)(<7)¡¡^ + I K ê n ^ n K ^ l l ^ d a 
.'0 ' 
x m&x(\\wn\\Lx{oJ^y || ^ m a x 3 } !(wn)J(t£7i)fci|!LO2(0iT;j?)) 
soit, en se servant de l'injection continue de H1 (0, T'; JR3) dans L°°(0, T; .ff?3) ( B r é -
zis [1988]) 
/ TT— ao(cr;(0n ,i/Tn)(cr),(0n ,í/n)(£r))d<7 - 2 / a1(a;(<dn,Un){a),{Qn,U n){a)) da \ Jo o a Jo 
- 2 f ftfo-; (0„, î/n)(cr), ( 0 n , ¿/n)(or)) d(T 
Jo ' 
< 2 m a x ( a , 7 , l ) m a x ( ¡ K ¡ ! H 3 ( 0 , T ; j K 3 } , ¡ K l ¡ ^ ( 0 ! T ; J f ) ) y o ${o)do 
ou on a note 
$(<r) = | | (0 n , t /„)(<r) |ß + | !(0„,C/„)(a) | |^ . 
D'après le chapitre 1, partie B, nous savons qu'il existe deux constantes strictement 
positives a" et 7* dépendant uniquement de la géométrie et du matériau et une 
constante strictement positive A* dépendant de w_n telles que 
E(t,(Qn,un)(t)) > i'\\(èn,ùn)(t)fH + û'!|(0n,c7n)(i)||2v. - y\\(en,ün)(t)\\2H. 
Nous savons de plus qu'il existe deux constantes strictement positives ß* et À'o, 
dépendant uniquement de la géométrie et du matériau, telles que 
E(o,(0n,¿/n)(o)) < ß*\\(en,ün)(o)\\2H + (K2 + \*)\\(en,ün)(o)\\v-
Nous avons en outre 
2 J*(Fvia},(9niUn)(v))da | < j f \\{Qn,Ün){a)fHda+Cl + C a l l î f i J ^ j R » , 
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où Ci est une constante strictement positive dépendant de la géométrie, du poids 
propre et des efforts extérieurs appliqués à la structure et C2 une constante stricte-
ment positive dépendant de la géométrie de la poutre et de son matériau constitutif. 
Enfin, nous disposons des deux majorations 
À* < C3 max(l|iuJ|TT,. ,„ ir>3,, ||u'_ ||2 „y ) 
et 
rT ||(0n,í/n)(í)ll/r < Cj $(<i)da 
où C*3 et C\ sont deux constantes strictement positives ne dépendant que de la géo-
métrie de la poutre. 
Tous ceci nous permet d'écrire 
rT 
min(o - , 7* )$ ( i ) < C3 C4mzx{\\wn\\HH0iT.]tfy l l^ l l^3 (o,T ;Jf)) 70 ®(°)d° 
+ (1 + 2 max(ö,7,l) ^^i\M\HHOtTi]ff^ l ^ l i ^ ^ ) ) JQ * 
+ max{ß',K2 + C3 ™ax(\\wn\\H3(0<T.]tfy H^nll^o.jvR3 , )) $ ( ° ) 
et donc à l'aide du lemme de Gronwall : 
(1.5) Vf G [0,J] : $(f) < C 5 e x p ( T C 6 ) 
avec 
+ Cx + C2\\uiJ2H3{0T.M)} 
et 
°
6 =
 mTnTo^^3^™^11^ 
+ 1 + 2 m a x ( a , 7 , 1 ) m&x(\\wn\\fp{Q^r I K I I ^ ^ y . j f ) ) ) -
Puisque la suite (iü„) j y c o n v e r g e faiblement dans H3{0,T;I?), elle est bornée 
indépendamment de n dans cet espace. D'après (1.5), il existe donc une constante 
positive K indépendante de n et de t telle que : 
Vi € [0,7] \\(Qn,Ün)(t)\\v < K 
\\(Qn,Ün)(t)\\H < K. 
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Les théorèmes d'injection de Soboîev nous permettent d'écrire 
Vi € [0,T)Vs € [0,/] \(Gn,Ûn)(s,t)\<K 
\(èn,dn)(s,t)\ < K, 
ce qui achève la démonstration du lemme 1.5.3. 
G 
D'après îe lemme 1.5.3, nous savons que la suite {Ki} n e | \? est bornée uniformément 
dans H1{Q,T;RNDL). D'après le lemme 1.5.2, la suite 
{ M Í ; -f C(w)Yn + K(u¿)Yn}neIV 
est bornée uniformément dans L2(0,T; RJ ' ). La matrice M étant inversible, on 
en déduit que la suite {Y^}n_ j y est bornée uniformément dans H2(Q,T; RNDL). 
Il existe donc une sous-suite {Vmn}mn£A* qui converge dans H2(0,T;R*Dl) faible. 
Soit Y sa limite. Nous avons les convergences 
Ymn - Y dans H 1(0.T;RNDL) faible, 
et 
Ynn - Y dans L2(0, T; RNDL) faible, 
et donc 
M Ymn + C[w) Ymn + K{w) Ymn - M Y + C(w)Y + K(w) Y dans L2(0. T; RNDL) faible. 
D'après les lemmes 1.5.2 et 1.5.1, on en déduit que 
Y = Odans H 2 (0 , T; RNDL). 
Il reste à montrer que c'est toute la suite {Yn}n£j¡\¡ qui converge faiblement vers 0 
dans L2(0, T: R ) et non pas une simple sous-suite. 
On raisonne par l'absurde et on fait l'hypothèse 
[H] : 3u* € H2{<d,T]RNDL), 3e" > 0,tels que Vn € IV, 3 m > n : 
[T{MYm + C{w)Ym + K(w)Ym}-u*dt Jo > c*. 
Ceci nous permet de construire une sous-suite {Ymn}de la suite {Yn} vérifiant 
Vn € N fT{MYmn + C(w)Ymn + K(w)Ym„} • u*dt > e* 
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Cette sous-suite est bornée uniformément dans H2(0,T]R^ ' ) , on peut donc en 
extraire une sous-suite {Ym„ } faiblement convergente dans H2(0,T; RNDL). Soit 
Y* sa limite faible dans H2(0,T; ïïtNDL). On peut alors montrer, toujours d'après 
les lemmes 1.5.2 et 1.5.1, que 
Y' = Odans H2(0,T:RNDL), 
et donc 
)NDL\ Vu<= H2{®,T-R'SUL), V e > 0 , 3 ¿ Ç IV, Vj > ¿ : 
r'f 
Jo {MY(mnkh -f C(w)Yimnkh + K(w)Y{mnkh}-udi < c, 
ce qui contredit l'hypothèse [H]. Ceci démontre la faible continuité de l'application 
W - H2(0,T:RNDL) 
Existence du minimum 
La fonction 
H2{0,T;RNDL) - • J? 
est convexe et continue sur H2(0,T: R' ). Elle est donc séquentiellement faible-
ment semi-continue inférieurement sur H2(0,T;RNDL). Par composition, on en dé-
duit que la fonction 
/ : W - • R 
k=N
 kT^ ,-^kT. 
w_ —• 
fc=0 
E¡|A-te,^)-.Y(^)¡|^„ 
est séquentiellement faiblement semi-continue inférieurement sur W. Nous avons 
donc le théorème : 
T h é o r è m e 1.5.1 La fonction f définie par (1.2) admet un minimum sur toute 
partie bornée de W. 
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Conclusion 
Au cours de ce travail, nous avons étudié deux types de problèmes liés à des chaînes 
ouvertes de corps élancés. 
Pour le premier type de problème (problèmes directs), le chargement de la structure 
est une donnée du problème et on cherche la position (cas statique) ou la trajectoire 
(cas dynamique) de l'ensemble öu d'un point particulier de la structure. 
Pour le second type (problèmes inverses), on souhaite imposer une position donnée, 
ou une trajectoire donnée, à un point particulier de la structure et on cherche le 
chargement extérieur à imposer. 
Pour modéîiser les corps de la chaîne, nous avons choisi des modèles de poutres, en 
grands déplacements et en petites déformations. Nous avons envisagé deux grands 
types de modélisations : 
- Une modélisation, dite convective, où les déplacements élastiques d'un corps de 
la chaîne sont mesurés dans un repère solidaire de ce corps, dont le mouvement 
caractérise le grand déplacement rigide de la chaîne. 
- Une modélisation, dite globale, de type géométriquement exacte, où le dépla-
cement global d'un corps de la chaîne est mesuré dans un repère de référence. 
Nous avons fait des hypothèses d'ordre géométrique et mécanique sur notre modèle 
de jonction : 
- H y p o t h è s e géométr ique: Les articulations sont du type pivot ou sphé-
rique : les seuls mouvements relatifs possibles sont des mouvements de rota-
tion. 
- H y p o t h è s e mécan ique: Les articulations transmettent les efforts et les 
déplacements. Nous supposons également que s'exerce aux articulations des 
moments proportionnels aux rotations articulaires. 
Nous nous sommes attachés à élaborer une formulation mécanique claire des pro-
blèmes rencontrés et à leur donner un cadre mathématique. 
Nous avons, dans certains cas, proposé une méthodologie de résolution numérique 
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simple et efficace, méthodologie que nous avons validée sur plusieurs exemples tests. 
Les contributions nouvelles de ce travail sont les suivantes : 
- Approche convective 
- P r o b l è m e d i rec t 
Pour le cas statique, nous avons élargi à un contexte tridimensionnel 
l'étude mathématique et numérique réalisée par Fayolle [1987]. Nous 
avons en particulier élaboré un modèle mécanique de jonctions, effectué 
l'étude mathématique et implémenté un nouvel élément de raccord de 
poutres dans la bibliothèque Modulef. 
Pour le cas dynamique, nous avons effectué l 'étude mathématique d'un 
problème de jonctions de poutres élastiques animées de grands mouve-
ments rigides. 
- P r o b l è m e inverse 
Nous avons traité l 'étude mathématique d'un cas simplifié de problème in-
verse : le cas d'une seule poutre entraînée en rotation. Nous avons montré 
qu'il est possible de minimiser sur l'espace des vitesses angulaires admis-
sibles, un critère concernant le suivi d'une trajectoire par l 'extrémité libre 
de la poutre. 
- Approche globale 
- Nous n'avons traité, pour cette approche, que les problèmes directs, sta-
tique et dynamique. Nous avons élaboré un modèle mécanique de jonction 
qui est physiquement réaliste et qui se prête bien à l'analyse mathéma-
tique du problème. Pour le cas statique, nous avons ainsi généralisé au 
cas de jonctions, l 'étude mathématique de M a n i [1987]. Nous avons éga-
lement élaboré un traitement numérique simple et efficace, valable aussi 
bien en statique qu'en dynamique. 
Les perspectives d'extension de ce travail sont, par exemple: 
- Traitement mathématique et numérique de problèmes de jonctions plus géné-
raux (jonctions plaques/poutres par exemple), ceci grâce à l'approche globale, 
qui nous paraît très fructueuse. 
- Traitement de problèmes inverses, ou de problèmes de contrôle à l'aide de 
l'approche globale. 
- Traitement de conditions de raccord plus générales pour des problèmes de jonc-
tion 1D/1D, avec en particulier la prise en compte éventuelle de translations 
relatives. 
- Généralisation des lois de comportement utilisées pour pouvoir traiter le cas 
de matériaux composites, piézoélectriques etc.. 
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Annexe A 
Représentation des rotations 
finies 
Une rotation est une matrice 3 x 3 , comportant a priori neuf composantes indépen-
dantes. Cependant, en tant qu'élément du groupe 5 0 ( 3 ) , elle doit vérifier six condi-
tions non-linéaires, traduisant l 'orthonormalité de ses vecteurs-lignes (par exemple). 
La recherche d'un paramétrage minimal - comprenant un nombre de paramètres le 
plus proche possible de trois - a donné lieu à de nombreuses recherches. On peut 
dégager trois grandes étapes successives, correspondant à. trois grands types de pa-
ramétrisation. 
A. l Angles d'Euler 
z = Z-Î 
y\.--<<¡> 
<p s Xi 
z3 = zi 
\ 
^ X2 = Xi 
FlG. A. 11 - Angles d'Euler 
Comme le montre la figure, on utilise, pour passer de la base (x,y,z) d'origine à la 
base (23,2/3,23) finale, une succession de trois rotations, caractérisées par les angles 
<¡>, 0 et tp. La rotation finale est donc la composée d'une rotation d'angle <p selon z, 
d'une rotation d'angle 0 selon X\ et d'une rotation d'angle tp selon 22- L'expression 
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1 
0 
0 
0 
cos(ö) 
- sin(ö) 
0 
sin(0) 
cos{8) 
cos(<p) 
— sin(0) 
0 
sin(<¿>) 
cos(^) 
0 
0 
0 
1 
finale de la rotation ll(<f>, 9, t¡>) est donc : 
cos(0) sin(î/') 0 
7 l ( ^ , M ) = -sin(V>) cos(^) 0 
0 0 1 
soit, sous forme développée : 
COS('Í¿>) cos(<^ >) — sin(i/>) cos(#) sin(^) cos(^) sin(^) -f sin(i¿) cos(ö) cos(^) sin(0) sin(#) 
72. = — sin(V') cos(<£) — cos(ip) cos(6) sin{<^ >) — sin(^) sin(<^) + cos(U') cos(0) cos(çi>) cos(V?) sin(Ö) 
sin(Ö)sin($>) — s'm(6)cos(4>) cos{9) 
L'écriture de cette représentation est assez lourde. En outre, ce n'est pas une re-
présentation intrinsèque : il existe d'autres conventions de représentation avec les 
angles d'Euler, qui correspondent à un ordre différent dans la composition des trois 
rotations mises en jeu ( G o l d s t e i n [1980]). En outre, lorsque l'on veut traiter numéri-
quement des équations où interviennent des rotations finies, il n'est pas souhaitable 
de faire intervenir des fonctions trigonométriques - et encore moins des produits 
de fonctions trigonométriques - dans les formulations. Citons enfin un autre incon-
vénient de cette représentation : il est nécessaire, toujours pour des considérations 
numériques, de pouvoir passer facilement d'une matrice de rotation donnée à la va-
leur de ses paramètres caractéristiques. Or il est bien connu que l'extraction des 
trois angles d'Euler à partir de la donnée de la matrice de rotation n'est pas possible 
pour certaines matrices - et qu'il existe des zones d'instabilité numérique pour ce 
calcul. 
A.2 Vecteur-rotation 
FlG. A. 12 - Vecteur-rotation 
Soit R une rotation. D'après le théorème d'Euler-Chasles, il existe un unique vec-
teur unitaire n et un unique angle 6 tels que R soit la rotation d'angle 9 et d'axe 
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dirigé par n. Nous avons donc ici - contrairement au cas des angles d'Euler - une 
représentation intrinsèque des rotations. On montre que la rotation R admet les 
deux représentations matricielles équivalentes : 
(A.6) 
e t : 
(A.7) 
où on a noté : 
e t : 
R = Id + sin(0) t , , 1 - cos(fl) x ~ — r 0 t j2 0 -0 
R = expCQ) 
e = 6n = [0i,02,03] 
0 = 
0 - 0 3 02 
03 0 - 0 ! 
~ 0 2 0 ! 0 
L'équivalence entre les représentations (A.6) et (A.7) est notamment prouvée par 
A r g y r i s [1982]. 
Cette représentation, bien que séduisante par son caractère intrinsèque, présente 
eile-aussi des défauts. La relation liant une rotation donnée à ses paramètres carac-
téristiques est très non-linéaire - et les non-linéarités ne sont toujours pas algébriques. 
De plus le problème des singularités dans le passage d'une rotation à ses paramètres 
caractéristiques n'est toujours pas résolu. On peut même montrer que, quelle que 
soit la paramétrisation choisie, les singularités seront présentes si le nombre de pa-
ramètres caractéristiques vaut trois ... C'est l'objet du paragraphe qui va suivre. 
Nous allons donner ici les grandes lignes d'une démonstration écrite dans S t u e l p -
nage l [1964]. Le résultat qu'il énonce est le suivant : 
T h é o r è m e A.2 .1 // n'existe pas d'homéomorphisme de S0(3) vers M3. 
Démonstration : Nous savons ( B e r g e r & G o s t i a u x [19S8]) que $0(3) est une 
variété de dimension 3. Tout point r de SO(3) admet donc un voisinage UT ho-
méomorphe à un ouvert de M . S'il existait un homéomorphisme h de SO(3) vers 
.R3. alors - par un théorème dû à Brouwer - h(Ur) serait un ouvert de Si3. L'espace 
h(SO(3)) = [J h(UT) serait alors lui aussi un ouvert de iR3 - et un compact, en 
r£SO(3) 
tant qu'image continue du compact SO(3). Or, on sait que R3 ne contient pas de 
sous-espace ouvert compact - d'où la contradiction. 
196 ANNEXE 
A.3 Quaternions 
A.3.1 Le corps des quaternions 
On définit sur l'ensemble M4, les deux opérations suivantes: 
1) (a, /?, 7, 6) © (a, 6, c, d) = (a + a, £ -f h, 7 + c, 6 + d) 
2) (a, /?,7, <5) (g) (a, 6, c, d) = (a * a — ß*b — f * c — 6 * d, 
a*b + ß*a + 8*c — 7 * d, 
a * c + /?*c? + 7 * a — ¿*6 , 
a * d — /? * e -f- ¿ * a -f 7 * è) 
Théorème A.3.1 Ze triplet Q = ( J? 4 ,©,®) esr ara corps non commutatif 
En effet, (J?4 ,©) étant un groupe additif, il reste à montrer que (J24 ,®) est un 
groupe non commutatif, ce qui est immédiat. L'élément neutre de ce groupe est 
(1,0,0,0) et l'inverse multiplicatif d'un élément non nul p = (p0lPi5P2,P3) de Q est: 
P' = T T 2 , 2 1 2 * (Po-, -P11-P2, -Ps) 
Po+Pi-fP2 + Pi 
Le corps Q est appelé corps des quaternions. Il contient un sous-corps commuta-
tif QR , formé de tous les multiples réels de l'élément neutre et qui est isomorphe à 
M. Il contient également un sous-espace vectoriel Qy , identifié à J?3 , formé de tous 
les éléments de Q ayant 0 pour première composante. Tout élément p de Q s'écrit 
sous la forme de la somme d'un élément pu de QR et d'un élément pv de Qy, cette 
décomposition étant unique. 
Cette identification nous permet d'ailleurs d'interpréter le produit de deux quater-
nions en utilisant le produit scalaire et le produit vectoriel usuels de JR3. 
Nous avons en effet le résultat : 
T h é o r è m e A.3.2 Etant donnés (p,q) fc Q2, nous pouvons représenter s = p ® q 
sous la forme : 
s = SR + sy 
où: 
SR =PR*qR- <pv,qv > 
et 
Sy - PR* qy -f qR* py + pyXqy 
< .,. > et X étant respectivement les produits scalaires et vectoriels usuels précités. 
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On parlera dans la suite de partie vectorielle de p € Q pour désigner l'élément de 
Qv associé à p. 
Enfin, il est intéressant pour la suite d'introduire le produit externe (scalaire) sur 
Q et sa norme associée || . ||¿>: Si p = (po>Pi,P2,i>3) et ç = (90,91,92,93) sont deux 
éléments de Q. on définit : 
4 
< P , 9 > Q = YlPi *9¿ 
et la norme associée : 
Il P Ilc= \fpT+PÏ+tâ+l% 
A.3.2 Représentation paramétrique des rotations 
Nous allons maintenant donner une représentation sous forme paramétrique des ro-
tations ; pour cela nous avons besoin de définir une endoapplication de Q préservant 
le produit scalaire sur Q. Cette application est définie, d'une manière analogue à ce 
qui a été fait par Le Borgne [1987], pa r : 
p(p,.) : Q -* Q 
9 -* P(P, q)=P®q® P"1 
ceci pour tout p non nul dans Q. 
Nous avons alors le résultat immédiat suivant : 
Théorème A.3 .3 La transformation p(p,.) : Q —• Q ainsi définie est linéaire, 
orthogonale et son image est incluse dans Qv 
En outre, en recherchant les images par p de la base canonique de Q, on obtient la 
représentation matricielle suivante : 
A/„(p,.) = / + TT^Y * {W O W + po * W) 
M P UQ 
où / est l 'identité de M4 et où : 
/ 0 -P3 P2 0 \ 
j y _ P3 0 - p i 0 
-P2 Pi 0 0 
V 0 0 0 0 / 
Enfin, posant IR — ei©ei (produit tensorieî) et F = Mp(Pi.) —7R, nous allons pouvoir 
donner une représentation des rotations dans J?3 ; en effet, nous allons prouver que 
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F s'identifie, à un isornorphisme près , à un élément de 5 0 ( 3 ) . 
Nous savons déjà que Mp^ est une transformation orthogonale sur Q ; on vérifie 
facilement que l'on a aussi : 
(¿ei(Mp(p,.)) = 1 
On conclut alors en observant que l'application : 
T:L{R\R4)-^ L{R3,R3) 
M -> P.M.P 
avec : 
P 
( 0 0 0 0 \ 
0 1 0 0 
0 0 1 0 
V o o o i / 
est un isornorphisme de LQ(R41R4) vers L(R3,R3) avec: 
L0(R\ R4) = (M G L{R4,R4); Mld = 0 ; = 1 • • • 4, Mt>1 = 0 i = 1 • • • 4) 
Nous devons maintenant donner une interprétation des coefficients d'un quaternion 
en fonction des valeurs caractéristiques (axe, angle) de la rotation qu'il représente, 
A cette fin, nous énonçons sans le démontrer le résultat fondamental suivant : 
T h é o r è m e A.3 .4 Soit 0 G [0. (2n + l)w[ ,n <E JV , n € Qv tel que ¡j n | |= 1. Alors 
le quaternion p = {po,P\-,P2,Pz) av^c po — R — (0) et 
¡I P II 2 
p'v = ±——— * sin(d) * n 
2 * po 
est tel que : 
p{p, w) - n 
En outre, pQ satisfait Vtquation : 
4 *Po - 4* ¡j p \\Q *pl * cos(0)- |] p \\Q *sin2(0) = 0 
On trouvera les détails de la démonstration dans Reyes -Av i la [1990]. 
Ainsi, le quaternion p = (poiPi^PiiPa) représentant la rotation d'angle 0 € [0, (2n + 
1)TT[ d'axe n (normé) s'exprimera sous la forme: 
6 
Po = ±\\p \\Q *COS(-) 
/ 
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pv = ± il p üß *sin(~) * n 
la norme du quaternion étant arbitraire. 
Les représentat ions courantes 
Les quaternions fournissent une représentation intrinsèque des rotations et les non-
linéarités qui apparaissent entre une rotation et son quaternion caractéristique sont 
algébriques. Cependant, comme la norme de ce quaternion est arbitraire, un certain 
nombre de paramétrisations ont été introduites, qui ne diffèrent que par la valeur 
attribuée à cette norme [ou à la partie vectorielle du quaternion, ce qui est équivalent 
d'après le théorème (A.3.4)]. Les trois principales sont : 
1. Paramètres de Rodrigues . Ce paramétrage a été introduit à l'origine pour 
tenter de pallier aux défauts de la paramétrisation par vecteurs-rotations en 
ce qui concerne le problème des singularités. Au lieu de se servir du vecteur: 
on emplovait le vecteur : 
e 
0 r = tan(- )n 
pour écrire l'analogue de l'équation (A.6). Cette paramétrisation entre dans le 
cadre des paramétrisations par quaternions. Il suffit de choisir Qt comme par-
tie vectorielle du quaternion associé à la rotation, la norme de ce quaternion 
valant alors -r-. 
c o s ^ ) 
Cependant le problème de singularité persiste, notamment au voisinage de 
6 = ir. 
2. Conformai R o t a t i o n Vector [CRV]. Ce choix, introduit dans Cardona &¿ 
Géradin [19891, consiste à prendre pour partie vectorielle du quaternion le 
vecteur : 
A 
0 C = 4 t an ( - )n 
La norme du quaternion est : 
•i 11 2 
3. Paramètres d'Euler (quaternion unitaire) . Il s'agit du choix de partie 
vectorielle et de norme ie plus simple : 
0 e = s in(- )n 
I | J»I I« = 1 
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Les deux dernières représentations sont d'un intérêt équivalent du point de vue du 
problème des singularités - et du point de vue du nombre de paramètres utiles du 
paramétrage. Il existe cependant un algorithme très simple d'extraction du quater-
nion unitaire à partir de l'expression de la matrice de rotation (Spurrier [1978]). 
R e m a r q u e La représentation par quaternions unitaires n'est pas une représenta-
tion bijective elle non plus. En effet, il est facile de montrer que si le quaternion 
q représente la rotation R.. alors le quaternion — q représente également la rotation 
R, Nous avons déjà vu qu'il était impossible d'obtenir une représentation bijective 
de S0(3) avec trois paramètres réels. On peut se demander s'il existe aussi une 
représentation non bijective de S0(3) avec trois paramètres, qui ne présenterait pas 
de singularités et serait donc plus avantageuse que les quaternions. Toujours d'après 
S t u e î p n a g e l [1964], ceci est impossible: en effet, le sous-ensemble de M" contenant 
les paramètres représentatifs devrait être un recouvrement de S 0(3) et il est connu 
que les seuls recouvrements de S O (3) sont la sphère-unité de JR4 (paramétrée à 
l'aide de 4 paramètres) et SO(3) lui-même. 
Resume 
Nous nous intéressons, dans ce travail, aux chaînes ouvertes de corps élastiques, 
animés de grands mouvements rigides. Nous considérons deux types de problèmes : 
problème direct où on recherche les déplacements de la chaîne à chargement connu, 
problème inverse où la donnée est une position ou une trajectoire de l 'extrémité 
terminale de la chaîne et où on recherche le chargement à imposer pour obtenir 
cette position ou cette trajectoire. 
Nous supposons que les corps de la chaîne sont bien modélisés par des poutres 
élastiques et nous étudions deux types de modélisations: une modélisation linéaire 
(approche convective) où les petits déplacements élastiques sont mesurés par rapport 
à un repère flottant qui suit les mouvements rigides des poutres de la chaîne et une 
modélisation non-linéaire (approche globale) où Ton n'effectue pas, au niveau de la 
formulation mécanique, de découplage entre déplacement élastique et déplacement 
rigide. 
Notre travail comporte la formulation mécanique et l'étude mathématique du pro-
blème direct dans les cas statiques et dynamiques, ce dans le cadre de l'approche 
convective et de l 'approche globale, ainsi que l 'é tude mathématique d'un problème 
inverse dynamique simplifié. 
Nous avons en outre réalisé un traitement numérique simple et efficace du problème 
direct, ce dans le cas statique pour l'approche convective et dans les cas statiques 
et dynamiques pour l'approche globale. 
M o t s - c l é s : Elasticité linéaire, élasticité non-linéaire, poutres, grands déplace-
ments, jonctions, variétés différentielles, éléments finis, élément de rac-
cord, problème inverse. 
