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ABSTRACT. In this article there is no intention to repeat basic concepts about risk management, 
but we will try to define why often is usefull the time series analysis during the assessment of risks, 
and how is possible to compute a significative analysis using regression and autoregression. After 
some basic concepts about trend analysis, will be introduced some methods to identify peaks. This 
is often usefull when there is no need to use the full time series, because sometimes is more 
practical to focus only on the extremes. With a correct time series  without “not-anomalous” data, 
the extremes time series are treated with a simply autoregression model. This drives to know if the 
time series has a correlation between periods, and how many periods could be considered lagged 
among them. We think that climate events frequently are lagged because the climate show a clear 
increasing tendency, and that climate risks are potentially increasing during the time.  There will 
be no specific conclusion related with risk management, because the proposed solution with 
autoregression can be adapted to any time series analysis. 
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threshold POT, linear regression, autoregression, OLS methods, Excel, risk management, 
operational risk, risk assessment, extreme events, extreme values, climate events, psychology of 
loss, loss aversion, future discounting, Giddens’s paradox. 
 
  
1. INTRODUCTION. 
 
In this article there is no intention to repeat basic concepts about risk management, but few words 
about the principles of ORM will be usefull to introduce the question: why we need to use (or if 
you prefer: is better to use) time series analysis? And why this is usefull for the most of 
operational risk, but particulary for risks related with climate events? 
Risk assessment is substantially a quantitative analysis, that needs both mathematical and 
statistical approaches. Are used the scrupulousness of math, but also the probabilistic concept of 
stat. So there is a balance between what “is” and what “could be”. Another direction from this 
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balance is a psychology approach, well known as “psychology of loss”. The mile stone of this 
approach is the loss aversion. 
Loss aversion is a human characteristic that describes how people are intrinsically afraid of losses.  
Loss aversion unavoidably leads to risk aversion and a number of predictable behaviours in certain 
situations. Loss aversion and risk are intrinsically linked. Research into the psychological value 
drives to the weight that people give to probabilities. And here is again the statistical element 
described more over. Where the odds of an event are very small, people become almost completely 
indifferent to variations in levels of risk. In particular people are more heavily influenced (in terms 
of weighting of probabilities) if an event is described by using frequencies than by using standard 
indicators of probability of risk. Loss aversion and related biases are an important drivers of 
human decision making in many situations. On the one hand it can encourage extreme risk averse 
behaviour, and yet in a different situation it can lead to excessive risk taking.  
These are heavy evaluation elements in order to assess extreme events, as in climate. 
Traditionally time series are the basis of any climate analysis. There is only mathematical and 
statistical reasons? Yes, if you refers to letterature. But probably is possible to add an element in 
order to make stronger this approch. The element is the loss aversion and the tendency of people to 
have a bias in favour of the “status quo” because they are more concerned about losses than about 
future gains. A tendency that is related to “future discounting”, a basic concept related with the 
“Giddens’s paradox”. 
It states that in the course of day-to-day life a great number of risks, and climate risk are in that 
order, many will sit on their hands and do nothing of a concrete nature about them. Yet waiting 
until they become visible and acute before being stirred to serious action will, by definition, be too 
late. 
The key of this situation is that if people have troubles to see forward, researchers must operate in 
order to let the people see backward. And from the backward analysis, the time series analysis, we 
can see then forward. This because analysis of time series can drives automatically to the analysis 
of trend. This is a natural approach to the study, and there is no other way forward.  
When we look to natural extreme events we approach to an argument drammatically important for 
humanity. Social, economic and moral implications are so big that its study will be one of the most 
important challenge for the next decades. 
For example, global annual temperatures in last ten years seems to be in average quite stable. But if 
we wide our view and we take a look to the last 30 years, we could have a point of view very 
different. Because we can see clearly the tendance: temperature is growing up. It’s true that we can 
observe at least two periods in which temperature are stable, but data mustn’t be treated as isolated 
elements. They must be analized as a time series. 
It’s the natural variability that could show every single period as a record, in positive or in 
negative. Every portion of our time series could be anomalous, and therefore could contain an 
extraordinary event. 
As wrote in many papers, as said in many news, the problem is not only the amount of the event 
but also the frequency of occurrence. 
There are many ways to analyze these data; in this article we propose a path to have a solution. 
After some basic concepts about trend analysis, will be introduced some methods to identify peaks. 
This is often usefull when there is no need to use the full time series, because sometimes is more 
practical to focus only on the extremes. With a correct time series without “not-anomalous” data, 
the extremes time series are treated with a simply autoregression model. This brings to know if the 
time series has a correletion between periods, and how many periods could be considered lagged. 
We think that single climate events are lagged because the climate show a clear tendency and that 
climate risks are potentially increasing during the time. 
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Fig. 1.1 
 
 
 
2. TREND ANALYSIS. 
 
At the basis of any analysis of extreme indicators lies the estimation of trends. 
There are two definitions for “trend”. In much of the statistical literature a trend is conceived of as 
that part of a series which changes relatively slowly (smoothly) over time. Viewed in terms of 
prediction, a trend is that part of the series which, when extrapolated, gives the clearest indication 
of the future long-term movements in the series.  
In many situations these definitions will overlap. But not in all situations. In case of data following 
a random walk, the latter trend definition does not lead to a smooth curve. Typical examples of the 
first definition are splines, LOWESS smoothers and Binomial filters. Typical example of the 
second definition is the IRWtrend model in combination with the Kalman filter. 
If we scan the climate literature on trend methods, an enormous amount of models arises. We 
found the following trend models or groups of models (without being complete): low pass filters 
(various binomial weights; with or without end point estimates), ARIMA models and variations 
(SARIMA, GARMA, ARFIMA), linear trend with OLS (ordinary least square), kernel smoothers, 
splines, the resistant (RES) method, Restricted Maximum Likelihood AR, based linear trends, 
trends in rare events by logistic regression, Bayesian trend models, simple Moving Averages, 
neural networks, Structural Time-series Models (STMs), smooth transition models, Multiple 
Regression models with higher order polynomials, exponential smoothing, Mann-Kendall tests for 
monotonic trends (with or without correction for serial correlations), trend tests against long-
memory time series, robust regression trend lines (MM or LTS regression), Seidel-Lanzante trends 
incorporating abrupt changes, wavelets, Singular Spectrum Analysis (SSA), LOESS and LOWESS 
smoothing, Shiyatov corridor methods, Holmes double-detrending methods, piecewise linear 
fitting, Students t-test on sub-periods in time, extreme value theory with a time-varying location 
parameter and, last not but least, some form of expert judgment (drawing a trend “by hand”). 
However, the number of trend models applied to extreme indicators, appears to be much more 
limited. 
The trend model almost exclusively applied, is the OLS straight line. This model has the advantage 
of being simple and generating uncertainty information for any trend difference [µt - µs ] (indices 
“t” and “s” are arbitrary time points within the sample period). 
The OLS regression model reads as  
 
yt = µt + "t = a + b*t + "t    (2.1) 
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with “a” the intercept, “b” the slope of the regression line and "t a noise process. 
Other examples of OLS linear trend fits can be found in linear trend estimation in combination 
with ARIMA models for the residuals. In the field of disaster studies OLS trends are the dominant 
method, albeit that the original data are log-transformed in most cases. Hu et al. (2012) apply 
Mann-Kendall tests with correction for serial correlation (no actual trend estimated in this 
approach). 
Finally, some authors acknowledge that the use of a specific trend model, along with uncertainty 
analysis, may lead to deviating inferences on (significant) trend changes. Therefore, they chose to 
evaluate trends using more than one trend model. For example, Moberg and Jones apply two 
different trend models to the same data: the OLS trend model and the resistant (RES) model. 
Subsequently, they evaluate all their results with respect to these two trend models. Even more 
methods are evaluated by Young et al. (2011). They estimate five different trend models to 23-yr 
wind speed and wave height data and evaluate uncertainty information for each model (their 
supporting material).  
We note that the application of more than one trend model to the same data has been published 
more often (not specifically for the evaluation of extremes). 
 
 
3. IDENTIFING PEAKS. 
 
There are two methods in identifying movements of the extreme value are taking the maximum 
value in a given period (called Block Maxima method) and retrieve the values that pass through a 
given threshold (called Peaks Over Threshold method). 
A dataset of events is given, and it is possible to draw it with a scatterplot (Fig. 3.1). 
 
 
 
Fig. 3.1. Source: E. Masiello, Univ. Lyon 1 
 
 
 
Generalized Extreme Value (GEV) distributionis a family of continuous distribution is built into 
the EVT to combine the Gumbel, Frechet, and Weibulldistribution, known as the extreme value 
distribution of type I, II, and III. On the GEV distribution, X is the random variable which has 
Probability Density Function (PDF) is as follows 
Identification of Risk Extreme Values in a Time Series and Analysis with an Autoregressive Method, Application 
for Climate Risk Events - Gianluca Rosso (2016) 
5 
 
 
 
 
 
(3.1) 
 
 
 
 
 
 
where: 
µ is a parameter of location; 
σ is a parameter of scale; 
ξ is a parameter of shape.  
Shape parameter ξ determines the behavior of the tail distribution. Distribution type defined with 
ξ = 0 , ξ > 0 , and ξ < 0  and can be likened to the Gumbel, Frechet, and Weibull distribution. 
One of the methods in identifying movements of the extreme value is Block Maxima, which 
identifies the extreme value based on the value of maximum observation data are grouped 
according to certain periods. In this method, observation data is divided into blocks in a certain 
period, example monthly, quarterly, semester, or year. Then for each block is determined the 
magnitude of observation data and the value is the maximum value of the extremes for each block 
and were used as the sample (Fig. 3.2). 
The POT (Peak Over Threshold) method involves choosing some threshold value, collecting the 
extreme values above that threshold into a sample, and then drawing conclusions based on that 
sample. The extreme values are taken as the peak values between two distinct upcrossings. To 
account for variation in the particular time series chosen, it is beneficial to generate or record 
multiple data for the same length of time and then form the extreme value sample from the peaks 
over threshold of all the time series (fig. 3.3). 
In our example is shown in Fig. 3.4. 
 
 
 
Fig. 3.2. Source: E. Masiello, Univ. Lyon 1 
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Fig. 3.3. Example of time series with the upcrossings (green) and extreme values (red) marked for a threshold value. 
Source: J. Rinker, Peak-over-Threshold Method for Extreme Values. 
 
 
 
Fig. 3.4. Source: E. Masiello, Univ. Lyon 1 
 
 
Let introduce an important relation between this method of analysis and the regression. This 
relation will be important for later consideration. 
In the scatterplot above we have a distribution of items that has no particulary tendencys. Is a 
partial indefinite cloud of dots. But if we have a more definite trend of data, we should consider 
two approach. 
With a constant threshold the graph is not much different from the other above (Fig. 3.5), but in a 
quantile regression the aspect of our analysis assume a different perspective (Fig. 3.6). 
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Fig. 3.5.  
 
 
 
 
Fig. 3.6. 
 
About the exceeding of the value over a threshold, is possible to calculate the probability of the 
loss during the time. We refer to a Keith Porter work
1
. This function is called risk curve. 
 
 
                                                          
1 K. Porter, A Beginner’s Guide to Fragility, Vulnerability, and Risk, University of Colorado, Denver CO USA. 
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  (3.2) 
 
 
where  
- X = uncertain degree of loss to an asset, such as the uncertain damage factor  
- x = a particular value of X  
- s = a particular value of the environmental excitation 
- R(x) = annual frequency with which loss of degree x is exceeded  
- G(s) = the mean annual frequency of excitation exceeding intensity s  
- P[X ≤ x | S = s] = cumulative distribution function of X evaluated at x, given s. If X is 
lognormally distributed at S = s  
 
then 
 
 ≤ | = 	
 = Φ	(

(
(     (3.3) 
 
where  
- θ(s) = median vulnerability function, i.e., the value of the damage factor with 50% 
exceedance probability when the asset is exposed to excitation s  
- v(s) = coefficient of variation of vulnerability, i.e., the coefficient of variation of the 
damage factor of the asset exposed to excitation s  
- β(s) = logarithmic standard deviation of the vulnerability function, i.e., the standard 
deviation of the natural logarithm of the damage factor when the asset is exposed to 
excitation s. 
 
About the environmental excitation, a correct definition we can give is that it it is usually the 
force, deformation, or other degree of loading to which the asset is subjected. In climate events, 
every measurable force is potentially an environmental excitation. About floods, 
flood depth or momentum flux or a vector combination of the two at the perimeter of an asset such 
as a building qualify as excitation by the environment on the asset. The US Army Corps of 
Engineers uses these measures as inputs to their flood vulnerability functions. 
If one has the mean vulnerability function y(s) and coefficient of variation of loss as a function of 
excitation v(s), to evaluate (s) and (s) using the following most general formulas 
 
 
      = ln	(1 +     (3.4) 
 
 = !√	#$%&    (3.5) 
 
Equation (3.2) can be numerically integrated by 
 
'( = ()*#(+)*#,1 − .((/)Δ	)1 − 234(524 +)*# 6.((/)Δ	) 6Δ	) − #748 + #748 =
∑ (()*#( ⋅ ;) − ∆()( ⋅ =)>)?#         
(3.6) 
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from the (3.3) 
 
()( = 	 ≤ | = 	@
 = Φln	(
,	@1(	@    (3.7) 
then 
 
∆()( = 	()( − ()*#(     (3.8) 
 
and 
 
∆	) = 	) − 	)*#       (3.9) 
 
/) = AB 6 C4C4DE8 /∆	)      (3.10) 
 
for i=1,2,…n  
 
 
 
4. REGRESSION. 
 
Just a few words about regression, to introduce the autoregression model. 
Linear regression rappresents an expected value estimation method, conditioned by a dependent 
variable Y, given values of others independent variables 
 
#, … , I: KL|#, … , I
   (4.1) 
 
These values are defined as regressors. 
The linear regression model is 
 
L) = M + #) + N)   (4.2) 
 
where: 
- i change between observations, i = 1, ...., n; 
- L)  is the dependent variable; 
- )  is the independent variable or regressor; 
- O + #  is the regression line or population regression function; 
- O  is the intercept value of the regression line; 
- #  is the slope of the regression line; 
- N)  is the random error. 
Extimated regression model is 
 
LP) = QM + Q#)    (4.3) 
 
With 
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Q# =	∑(R4*	R(S4*	S∑(R4*	R&    (4.4) 
 
QO =	L −	Q#     (4.5) 
 
 
In some cases the regression can be considered already sufficient enought to determine the trend. 
But sometimes the Mann-Kendall
2
 test must be properly executed after the regression, that is the 
basis for the analysis. Shortly, we could say that linear regression is usefull to estimate tendency of 
the parameters, and Mann-Kendall test to estimate significance of the tendence. The choice about 
only regression or regression plus Mann-Kendall test depends mainly on the modeling of the 
investigation to be carried out, and then some conditions such as the availability of data, timing, 
costs. 
                                                          
2
 The Mann-Kendall (M-K) Test is a simple test for trend. Mann-Kendall is a non-parametric test and as such, it is not 
dependent upon: The magnitude of data, Assumptions of distribution (does not have to have a normal / bell shape 
distribution), Missing data or Irregularly spaced monitoring periods.  Mann-Kendall assesses whether a time-ordered data 
set exhibits an increasing or decreasing trend, within a predetermined level of significance. 
Using one of the test, or using a combination of both, five types of trend tests are possible (as presented in the following 
table) 
 
 
The table uses the following notation:  
- Y = the random response variable of interest in the trend test,  
- X = an exogenous variable expected to affect the value of Y,  
- R = the residuals from a regression or LOWESS of Y versus X, and  
- T = time (often expressed in years).  
Mann-Kendall is frequently used for analysis on climate time series, which is the argument of this article. So if we refers to 
a trends in flood flows: Y would be streamflow, X would be the precipitation amount, and R would be called the 
precipitation-adjusted flow (the duration of precipitation used must be appropriate to the flow variable under consideration. 
For example, if Y is the annual flood peak from a 25 km2 basin then X might be the 1-hour maximum rainfall, whereas if Y 
is the annual flood peak for a 25000 km2 basin then X might be the 24-hour maximum rainfall).  
Mann-Kendall test is related with a statistical hypothesis testing. The null hypotesis H0 is that there is no trend in the time 
series. The three alternative hypotesis are that there is a negative trend, a non-null trend, or a positive trend. 
 
 
 
The hypothesis testing is performed according to a predetermined level of significance, in a manner that the test assumes 
meaning or not. A p-value less than the predetermined significance indicates that the null hypothesis is rejected, i.e. that 
there is a trend in our time series. 
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5. AUTOREGRESSION. 
 
5.1  BASIS. 
 
We state that data at particular point of time are (probably highly) correlated with the value that 
precede and/or succeed. 
The creation of an autoregressive model generates a new predictor variable by using the Y variable 
lagged one or more periods.  
 
),...,,( ,21 tptttt yyyfy ε−−−=    (5.1) 
 
Dependent variable is a function of itself at the previous moment of period or time.  
The most often seen form of the equation is a linear form: 
 
∑
=
− ++=
p
i
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1
0       (5.2) 
 
where: 
yt   the dependent variable values at the moment t, 
yt-i (i = 1, 2, ..., p)   the dependent variable values at the     
      moment t-i, 
bo, bi (i=1,..., p)   regression coefficient, 
p   autoregression rank, 
et   disturbance term. 
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A first-order autoregressive model is concerned with only the correlation between consecutive 
values in a series.  
 
ttt eybby ++= −110      (5.4) 
 
A second-order autoregressive model considers the effect of relationship between consecutive 
values in a series as well as the correlation between values two periods apart.  
 
tttt eybybby +++= −− 22110     (5.5) 
 
The selection of an appropriate autoregressive model is not an easy task.  
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Once a model is selected and OLS method is used to obtain estimates of the parameters, the next 
step would be to eliminate those parameters which do not contribute significantly. 
  
0;0 =pH β       (5.6) 
 
(The highest-order parameter does not contribute to the prediction of Yt) 
 
0;1 ≠pH β       (5.7) 
 
(The highest-order parameter is significantly meaningful) 
 
)( p
p
bS
b
Z =        (5.8) 
 
using an alpha level of significance, the decision rule is to reject H0 if  
 
αZZ >     (5.9) 
 
or if  
 
αZZ −<−     (5.10) 
 
and not to reject H0 if  
 
αα ZZZ ≤≤−    (5.11) 
 
 
Here a short table with values of αZ  
 
645,11,0 =Z  
960,105,0 =Z  
236,202,0 =Z  
576,201,0 =Z  
291,3001,0 =Z  
 
If the null hypothesis is NOT rejected we may conclude that the selected model contains too many 
estimated parameters. The highest-order term then be deleted an a new autoregressive model would 
be obtained through least-squares regression. A test of the hypothesis that the “new” highest-order 
term is 0 would then be repeated.  
This testing and modeling procedure continues until we reject H0. When this occurs, we know that 
our highest-order parameter is significant and we are ready to use this model.  
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5.2  CASE STUDY. 
 
5.2.1 THE MODEL. 
 
Refering to the paper wrote about extreme events in Italy (Climate events and insurance demand - 
the effect of potentially catastrophic events on insurance demand in Italy, G. Rosso, A. Chieppa, A. 
Ricca, with C. D. Pronzato and I. Pecetto, 2014).  
We used a complete database with daily climate observations. The database was processed and 
modified in order to have: first, a smaller monthly database, second, a set with the only extreme 
events.  
This database is shown in tab. 5.2.1.1. It represent extrem preciptation events in last eleven years in 
Italy. The first event assume the “month” number 1, so that di other events have a month numbered 
with a properly “jump”, usefull to draw correctly in a chart, and to calculate a frequency and the 
“distance” between each single event. 
The tab. 5.2.1.1 show also the amount of precipitation in millimeters. You can note that there are 
no events with precipitations less than 100 mm. This was the threshold assumed in the past 
research. Substantially, in that research the threashold was linear, as shown in fig. 3.4. Because the 
study of the regression, seems to be incompatible with charts like 3.5 or 3.6. 
This is the minimum dataset required for an autoregression analysis.  
 
month 
precip 
mm   
month 
precip 
mm 
1 200   94 800 
8 396   95 517 
9 280   99 363 
24 517   102 195,2 
40 150   106 542 
43 203   107 927 
45 154   119 899 
58 200   128 405 
65 312   130 601 
70 372   131 400 
79 195,2   133 570 
82 225   137 130 
84 381   139 300 
86 355   140 520 
93 230   141 500 
  >>>>>   142 1355 
 
Tab. 5.2.1.1 
 
As said, you can note that the column “month” jumps. In Our case this is not a problem because the 
autoregression model correltes the observations among them, properly shiftet for the number of 
periods we want to analize. But there could be cases in which also the”empty” observation plays an 
important role. This could be for reinsurance, where the threshold represent the excess amount and 
the zero items could have significance if the Company payed nothing). We could explain this 
approach with a very simple example. 
Let the series x(t) be observed, with t = (1, … , 12) 
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1 200 
2 30 
3 40 
4 120 
5 80 
6 110 
7 180 
8 55 
9 190 
10 110 
11 20 
12 110 
 
Tab. 5.2.1.2 
 
Using the POT peaks over threshold method on order to save the only observations exceeding 100 
of value, the result is shown in the following Tab. 5.2.1.3. 
 
1 200 
2 - 
3 - 
4 120 
5 - 
6 110 
7 180 
8 - 
9 190 
10 110 
11 - 
12 110 
 
Tab. 5.2.1.3 
 
As said, this dataset can be considerend in two different ways: 
 
tab A 1 200 tab B 1 200 
 4 120  2 0 
 6 110  3 0 
 7 180  4 120 
 9 190  5 0 
 10 110  6 110 
 12 110  7 180 
    8 0 
    9 190 
    10 110 
    11 0 
    12 110 
 
Tab. 5.2.1.4 – 5.2.1.4.bis 
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These concepts are well described by Stuart Coles, from Bristol University. 
Fig. 5.2.1.1. shows an example of chart that represent precipitations. 
 
 
 
 
Fig. 5.2.1.1 Source: S. Coles, Bristol University 
 
Events under the threshold are dropped in Fig. 5.2.1.2. 
 
 
Fig. 5.2.1.2: S. Coles, Bristol University 
 
 
What we need is to consider these events consequential among them. 
The Tab A is good for our scopes, and easy treatable with the Autoregression method. With this 
dataset we can draw a scatterplot and we can conduct a prior analysis in order to evidence if a trend 
is present in our time series.  
The scatterplot of data shows an increasing trend (Fig. 5.2.1.3). 
The regression was calculated as said in par. 4, and the equation of the regression line is 
 
y = 14,78x + 189,14   (5.2.1.1) 
 
One of the condition in order to make a good autoregression analysis is that we need to detrend our 
series; one of the reason is to be able to obtain meaningful sample statistics such as means, 
variances, and correlations with other variables. Such statistics are useful as descriptors of future 
behavior only if the series is stationary. For example, if the series is consistently increasing over 
time, the sample mean and variance will grow with the size of the sample, and they will always 
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underestimate the mean and variance in future periods. And if the mean and variance of a series 
are not well-defined, then neither are its correlations with other variables. For this reason you 
should be cautious about trying to extrapolate regression models fitted to nonstationary data. But 
many analysis uses the original time series not detrended.  The reason could be found in the values 
contained in the database, which propriety and behaviour drives to prefer this kind of analysis. We 
will use the autocorrelation for both, trended and detrended time series; and we will compare the 
results. 
Many alternative methods are available for detrending. Simple linear trend in mean can be 
removed by subtracting the least-squares-fit straight line calculated with regression. 
Therefore the equation (5.2.1.1) is usefull to do detrending procedure. Many statistical software do 
this operation automatically, but even in Excel a simply formula can resolve this problem. For 
time series trends, Excel treats the equation as a function of observation number, so that the first 
observation is 1, the second is 2; and so on.  It is necessary to add a column with these observation 
numbers to support the trend calculations. 
Figure 5.2.1.3 shows the method of calculation, with the formula used for detrending. It’s easy to 
recognize into the formula the parameters of the regression line. The new detrended series is then 
shifted for three periods. These data will be used in autoregression analysis. 
 
 
 
Fig. 5.2.1.3 
 
 
 
 
Fig. 5.2.1.4 
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Fig. 5.2.1.5 
 
The scatterplot of the detrended series is pictured in figure 5.2.1.5. 
The first step to use the autoregression model is to replicate all the independent variables, one for 
each period you think usefull for the analysis. The key is to copy data near the original data, but 
one-period shifted. As said, this operation can be replicated even if you have di amount of shifted 
periods you want to analyze.  
In Fig. 5.2.1.6 you can see the result: the Tab 5.2.1.1 integrated with the series detrended from the 
Fig. 5.2.1.5, plus the shifting action to generate a numbers of other variables usefull to perform an 
adeguate autoregressive analysis. The data at the bottom of the table will be never used. The data 
at the top will be used in correletion to the period of the autoregression you need to perform. 
In this model are used detrended data calculated (Fig. 5.2.1.4), but the procedure is the same even 
with original data not detrended. 
 
 
 
Fig. 5.2.1.6 
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Analysis for one period with the variable “detr” as dependent and X1 as independent.  
Note that because the shifting, the first value of “detr” is not considered. 
The regression output is typical. All outputs are showed as attachments, both detrended and 
trended series. 
The way to add and examine more periods is easy and is showed in Fig. 5.2.1.8. 
At the top of the Excel sheet are data that will be used only if needed in relationship with the 
regressors at the right of the original data. Every single period i of the autoregressive method 
AR(i) it’s none other than a single multiregression, with the exception on the first one that is a 
single regression with a dependent and an independent variable.  
 
 
 
Fig. 5.2.1.7 
 
 
Fig. 5.2.1.8 
 
 
About the method to read regression output, here are few indications. 
R
2
 is between 0 and 1 and indicates the amount of variation of  yi around ybar (its mean) that is 
explained by the regressors. 
The ANOVA (analysis of variance) table splits the sum of squares into its components: 
 
Total sums of squares = Residual (or error) sum of squares + Regression (or explained) sum of 
squares. 
 
Thus  
 
Σ i (yi - ybar)
2
 = Σ i (yi - yhati)
2
 + Σ i (yhati - ybar)
2  
(5.2.1.2)
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where yhati is the value of yi predicted from the regression line and ybar is the sample mean of  y.  
 
R
2
 = 1 - Residual SS / Total SS    (general formula for R2)  (5.2.1.3) 
 
 
F gives the overall F-test of H0: βj = 0 versus Ha: at least one of βj does not equal zero. Excel 
computes F this as 
 
 
F = [Regression SS/(k-1)] / [Residual SS/(n-k)]  (5.2.1.4) 
 
 
Significance F has the associated P-value. If value > 0.05, we do not reject H0 at signficance level 
0.05. Significance F in general has a related Excel formula that is FINV(F, k-1, n-k)  where k is 
the number of regressors including hte intercept. 
 
- Column "Coefficient" gives the least squares estimates of βj. 
- Column "Standard error" gives the standard errors (i.e.the estimated standard deviation) 
of the least squares estimates bj of βj. 
- Column "t Stat" gives the computed t-statistic for H0: βj = 0 against Ha: βj ≠ 0. 
- This is the coefficient divided by the standard error. It is compared to a t with (n-k) 
degrees of. N is the number of observations and k tha number of regressors.  
- Column "P-value" gives the p-value for test of H0: βj = 0 against Ha: βj ≠  0. 
- This equals the Pr{|t| > t-Stat}where t is a t-distributed random variable with n-k degrees 
of freedom and t-Stat is the computed value of the t-statistic given in the previous 
column. Note that this p-value is for a two-sided test. For a one-sided test divide this p-
value by 2 (also checking the sign of the t-Stat).  
- Columns "Lower 95%" and "Upper 95%" values define a 95% confidence interval for βj. 
 
We used Excel to perform the analysis, because Excel has a very large diffusion, a lot of tools 
designed for it are available, frequently for free, and costs for the program are very light if 
rapported with others statistical programs, expecially for students. But excel own particulary specs 
that is important to know: 
- Excel restricts the number of regressors (only up to 16 regressors); 
- Excel requires that all the regressor variables be in adjoining columns. You may need to 
move columns to ensure this;  
- Excel standard errors and t-statistics and p-values are based on the assumption that the 
error is independent with constant variance (homoskedastic); 
- Excel does not provide alternaties, such asheteroskedastic-robust or autocorrelation-
robust standard errors and t-statistics and p-values; 
- more specialized software are STATA, EVIEWS, SAS, LIMDEP, PC-TSP, and many 
others. 
 
Now, let’s see the output of detrended AR(1). 
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Fig. 5.2.1.9 
 
 
 
Standard deviation of data is 50,9 (form Descriptive Statistics). The standard error of the 
autoregression (52,17) and the t Stat (0,79) seems to tell us that the data are not so lagged as we 
expected. Also autoregressions with more periods drives to the same conclusions.  
 
 
 
 
 
Fig. 5.2.1.10 
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Fig. 5.2.1.11 
 
 
The assumption was that climate extreme events can have a relationship, a lagged effect, because 
there is an element, or more than one, that influence results, so that the result of one time period 
tends to spill over into the next period or periods. We know that probably exogenous effects are 
influencing frequency and intensity of events, and that seems to be real an accumulation situation. 
But the analysis with a detrended series is so borderline, even with a conclusion to a ngative 
direction, that probably the “noise” that define the trend has characteristics so particulary that a 
detrending action is no needed. 
In effect the autoregression analysis performed with the original data give other results. 
Standard deviation of the descriptive statisticis (271,6) is grater than standard error we get with 
autoregression with one period. So the original data seems to be lagged.
 
 
 
 
Fig. 5.2. 1.12 
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We should have a proof with the correlation analysis. 
 
 
 
Fig. 5.2.1.13 
 
In both the correlation is positive, as expected. As in the detrended data value is less than 0.3, the 
correlation is weak. But in the correlation calculated with original data the correlation is just a 
little bit better, a moderate correlation that follow the results of autoregression. With two and three 
periods, also the autoregression with original data tell us that the relationship between the events 
semms to be non existent.   
 
 
 
 
Fig. 5.2.1.14 
 
 
 
Fig. 5.2.1.15 
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5.2.2  TESTING THE MODEL. 
 
We have demonstrated that a the original dataset has a lightly autocorrelation with one period. 
Nothing concern other periods and the detrended series. 
The model building need another important step: the validation. 
Model validation is a very important step in the model building sequence. Often the validation of a 
model seems to consist of nothing more than quoting the R
2
 statistic from the fit. But we have seen 
that in our specific case R
2
 is particularly low. This is not necessarily bad because R
2
 value does 
not guarantee that the model fits the data well. So, at this point we need to do a graphical residual 
analysis.  
The difference between the observed value of the dependent variable (y) and the predicted value 
(ŷ) is called the residual (e). Each data point has one residual. 
Residual = Observed value - Predicted value  
e = y – ŷ     (5.2.2.1) 
 
The residual plot shows the residuals on the vertical axis and the independent variable on the 
horizontal axis. If the points in a residual plot are randomly dispersed around the horizontal axis, a 
linear regression model is appropriate for the data; otherwise, a non-linear model is more 
appropriate. 
The residual plot of our model is shown in the figure below (Fig. 5.2.2.1). 
 
 
 
 
Fig. 5.2.2.1 
 
 
The residual plot shows a fairly random. This random pattern indicates that a linear model 
provides a decent fit to the data. The residuals should not be either systematically high or low. So, 
the residuals should be centered on zero throughout the range of fitted values. In other words, the 
model is correct on average for all fitted values. 
Nontheless we have a situation particulary good, and the residual plot seems to confirm that the 
model describe farly well our time series, the plot show in the middle of X axis a point particulary 
high, that seems to be over the average and is distinctly over the other values. 
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Displaying the data related to this point we could see that the value is 500 and the difference 
(residual) is 877.65 (Fig. 5.2.2.2 and Fig. 5.2.2.3). 
 
 
 
Fig. 5.2.2.3 
 
 
 
Fig. 5.2.2.2 
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This point is refered to the last observation with 1355 in the 142nd month. After the procedure of 
identification of peaks, the residual plot help us to find outliers. This event is clearly an outliers. 
As wrote in a previous paper (G. Rosso, Outilers emphasis on cluster analysis - the use of squared 
Euclidean distance and fuzzy clustering to detect outliers in a dataset, 2014) outliers can became a 
precious source of information. In our case we can note that the anomalous event id the last of our 
time series, and this bring us to the need to persist in carefully observation of events because 
probably in a close future we could have other anomalous events.   
 
 
6 CONCLUSIONS. 
 
Autocorrelation, trend, autoregression. These items are strictly lagged among them. When we try 
to understand events, frequently time series that describe them have caracteristics of 
autocorrelation. This means that every single events could be influenced by the previous event, 
and often not with the only one previous, but with many.  
As a natural continuation of the research “Climate events and insurance demand - The effect of 
potentially catastrophic events on insurance demand in Italy” we tried to answer to these 
questions: these kind of time series have caracteristic of autocorrelation? How can we manage this 
events? There is the opportunity to assess them correctly and to do predictions?  
The answer to the first question is: yes, frequently risk time series, and climate risk time series in 
particulary, have events correlated among them. 
The answer to the second question was explained in this article. We suggested to manage first the 
amount of the events, because probably not the entire time series could be usefull for analysis. So 
if only events exceding a threshold are usefull for the analysis, there are methods dedicated to this 
work of selection. After that, we suggest to consider that events could be correlated, and that a 
kind of “noise” can influence the trend of the time series. We can image this “noise” as a 
persistence of any kind.  
What supposed often is difficult to demonstrate. The time series object of study must be treated 
carefully and every result must be interpreted. In our example, autoregression was calculated with 
the data of the citated research. The scatterplot shows evident fluctuations especially in the last 
period, however the trend is clear. We know that climate time series are affected by a persistence 
noise. The world climate is changing, and related risks too. The change seems to be very fast, 
progressive and exponential increasing. The effect of our anthropogenic activities are subjected to 
accumulation. This is the “noise” we are speaking. And the increasing trend seems to be in that 
direction. But if we see the results of the autoregression calculated with our climate data, this 
assumption is not evident. The time series was detrended before the autoregression calculus, but 
results tell us that the original time series behave than the detrended series, and only for one 
period. Results of the autoregression calculated (both on the detrended time series and the original 
one) seem to suggest that the only effect that evoke the presence of this noise is really the trend. 
Besides the strong fluctuation of the data values produces outputs with feeble significance of the R 
squared. But stronger evidence are in the residual analysis. This kind of analysis help to verify the 
goodness of the model, but also help to identify outliers present in time series. 
Definitively we can assert that in a climate time series is present a noise that drive to a correlation 
between periods. The process proposed help to define if the series must be detrended, how many 
periods are lagged, if model is good enough, if there are outliers in the series and what is their 
magnitude. The process is long, but supply a lot of informations usefull to provide directions about 
the analysis.  
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