The global warming potential (GWP) is widely used in policy analysis, national greenhouse gas (GHG) accounting, and technology life cycle assessment (LCA) to compare the impact of non-CO 2 GHG emissions to the impact of CO 2 emissions. While the GWP is simple and versatile, different views about the appropriate choice of time horizonand the factors that affect that choice-can impede decision-making. If the GWP is viewed as an approximation to a climate metric that more directly measures economic impact-the global damage potential (GDP)-then the time horizon may be viewed as a proxy for the discount rate. However, the validity of this equivalence rests on the theoretical basis used to equate the two metrics. In this paper, we develop a new theoretical basis for relating the GWP time horizon and the economic discount rate that avoids the most restrictive assumptions of prior studies, such as an assumed linear relationship between economic damages and temperature. We validate this approach with an extensive set of numerical experiments using an up-to-date climate emulator that represents state-dependent climate-carbon cycle feedbacks. The numerical results largely confirm the theoretical finding that, under certain reasonable assumptions, time horizons in the GWP of 100 years and 20 years are most consistent with discount rates of approximately 3% and 7% (or greater), respectively.
Introduction
Climate metrics are widely used in policy analysis, national greenhouse gas (GHG) accounting, and technology life cycle assessment (LCA) to convert emissions of non-CO 2 GHGs into CO 2 -equivalent units. In general, a climate metric quantifies the climate impacts of a unit emission of a GHG relative to the impacts of a unit emission of CO 2 (Myhre et al. 2013a ). There is considerable debate in the literature about the preferred climate metric, as evident from the large number of alternative climate metrics proposed over the last three decades (Lashof and Ahuja 1990; Fankhauser 1994; Kandlikar 1995; Hammitt et al. 1996; Fuglestvedt et al. 2003; Shine et al. 2005 Shine et al. , 2007 Gillett and Matthews 2010; Peters et al. 2011; Boucher 2012; Azar and Johansson 2012; Tol et al. 2012; Tanaka et al. 2013; Edwards and Trancik 2014; Levasseur et al. 2016) . Some examples of metrics widely used in decision-making include the global warming potential (GWP) (Lashof and Ahuja 1990) , global temperature change potential (GTP) (Shine et al. 2005) , and global damage potential (GDP) (Fankhauser 1994; Kandlikar 1995; Hammitt et al. 1996) .
Climate metrics differ in multiple respects, such as (1) whether the metric measures physical impacts such as radiative forcing, temperature change, sea level rise, or economic impacts; (2) whether it measures cumulative or end point impacts; and (3) whether it considers a fixed time horizon or fixed end year (Mallapragada and Mignone 2017) . Despite the large number of proposed metrics, the GWP remains the climate metric most widely used in policy analysis, national GHG accounting, and LCA. However, it is well-known that the choice of time horizon in the GWP can affect results considerably. For example, in the case of methane, the GWP-100 (corresponding to a time horizon of 100 years) is approximately 30, whereas the GWP-20 (corresponding to a time horizon of 20 years) is approximately 85 (Myhre et al. 2013a ). This sensitivity of results to the choice of time horizon has led to calls to perform more robust sensitivity analysis whenever the GWP is used Levasseur et al. 2016; Cherubini and Tanaka 2016; Ocko et al. 2017) .
While sensitivity analysis can be informative, such an approach does not directly address the issue of whether some choices for the time horizon may be more consistent with other analytical choices, such as those used in economic cost-benefit analysis. To address the issue of consistency more directly, one may treat the GWP as an approximation to the GDP, which measures impact further along the casual chain and uses discounting, rather than truncation, to make the relevant integral converge. 1 As noted by Kandlikar (Kandlikar 1995) , "when the problem is cast into an economic framework the choice of time horizon is converted into a choice of an appropriate discount rate, which is a well-defined problem area in economic literature." Importantly, if the GWP and GDP effectively measure the same thing (with one an approximation of the other), then it should be possible to find a time horizon in the GWP and a discount rate in the GDP such that the two metrics are equal. Converting the choice of time horizon into a choice about the discount rate in this way does not eliminate subjectivity from the problem, but it does at least make clear what the choice is actually about, namely economic time preference.
Several studies have since performed the numerical experiments implied by the insight above. For example, Fuglestvedt et al. (Fuglestvedt et al. 2003 ) estimated that, depending on whether economic damages vary quadratically or cubically with temperature, a discount rate of 1.75% or 2.9%, respectively, would be consistent with the GWP-100. Similarly, Boucher 1 Both the GWP and GDP will be defined mathematically in the next section. (Boucher 2012 ) estimated that a discount rate of 2% approximates the GWP-100. More recently, Sarofim and Giordano (Sarofim and Giordano 2018) performed a similar analysis relating the GWP time horizon to the GDP discount rate over a larger set of parameter values, effectively tracing out a continuous relationship between the two parameters. They conclude that a discount rate of approximately 3% most closely approximates the GWP-100.
Although these studies suggest an approach for relating the choice of time horizon in the GWP to the choice of discount rate in the GDP, several challenges remain. First, prior studies offering a theoretical basis for the approximate equivalence between the GWP and GDP (upon which the numerical studies conceptually rely) make several strong assumptions. For example, both Tol et al. (Tol et al. 2012 ) and Marten and Newbold (Marten and Newbold 2012) show that the GWP approximates the GDP if the discount rate is assumed to be zero, the time horizon of the GDP is set equal to that of the GWP, and damages are assumed to vary linearly with temperature. This set of assumptions is quite restrictive. Marten and Newbold (Marten and Newbold 2012) acknowledge that "the above set of simplifying assumptions is not necessary for the social cost of gas X to be equal to its GWP multiplied by the social cost of carbon dioxide; it is simply the most straightforward set of sufficient conditions."
Second, perhaps because of the limitations of the existing theory, no study to date has explicitly derived an expression for the relationship between the discount rate and the time horizon against which numerical estimates could be compared. Without such a theoretical basis, it is challenging to develop intuition for why these parameters vary with one another in the way that is observed (in numerical experiments) and to evaluate the conditions under which the theory is valid. Finally, studies to date that have evaluated the GWP and GDP numerically do not incorporate state-dependent climate-carbon cycle feedbacks (Millar et al. 2017 ). These feedbacks are particularly relevant to the GDP, which unlike the GWP, does not assume a constant climate background state. Including such feedbacks alters the agreement between theory and numerical results, as well as the sensitivity of the numerical results to several of the input assumptions, such as the baseline emissions scenario, economic growth trajectory, and damage function exponent.
In this paper, we address the above-mentioned shortcomings in the literature comparing the GDP and GWP in order to inform the choice of time horizon used in the GWP. First, we develop a theoretical framework relating the GWP and GDP that requires fewer restrictive assumptions than prior studies. Specifically, we assume neither that the discount rate is zero nor that economic damages vary linearly with temperature. Second, we use this new formulation to develop a simple theoretical relationship between the choice of time horizon in the GWP and the choice of economic discount rate. Finally, we utilize a climate emulator capable of capturing climate-carbon cycle feedbacks (Millar et al. 2017; The National Academies 2017; Smith et al. 2018) to numerically validate the theory across a wide range of climate and economic assumptions, including baseline emissions scenario, representation of climatecarbon cycle feedbacks, methane lifetime, equilibrium climate sensitivity (ECS), damage function exponent, and the economic growth trajectory.
Theoretical framework
The global damage potential (GDP) is expressed as the ratio of the social cost of a given greenhouse gas (GHG) to the social cost of CO 2 (SCC), where the social cost of a GHG measures the (discounted) cumulative economic damage of that GHG. The global warming potential (GWP) is expressed as the ratio of the absolute global warming potential (AGWP) of a given GHG to the AGWP of CO 2 , where the AGWP of a GHG measures the cumulative radiative forcing of that GHG. While the GDP and GWP both measure the climate impact of a given GHG relative to CO 2 -and while both are cumulative measures of impact-they estimate impact at different points along the causal chain. Specifically, the social cost calculation underlying the GDP requires four steps to translate emissions into climate damages: (1) translation from emissions to atmospheric concentration, (2) translation from atmospheric concentration to radiative forcing, (3) translation from radiative forcing to temperature change, and (4) translation from temperature change to economic damages. On the other hand, the AGWP calculation underlying the GWP only requires the first two steps. Thus, the GDP measures impacts further along the causal chain, which is arguably closer to the metric that matters to society, but at the same time, is characterized by greater uncertainty associated with the final two steps in the chain (Tanaka et al. 2010) .
In this section, we first evaluate the conditions under which the GWP approximates the GDP, specifically focusing on parameter choices for each metric that would render the two metrics mathematically equivalent (Sect. 2.1). Given the approximations required to make this exercise analytically tractable, we then consider the sensitivity of the theoretical result to particular assumptions and the extent to which the theoretical formulation is generalizable (Sect. 2.2).
Equivalence of the GDP and GWP
To evaluate the conditions under which the GWP approximates the GDP, we begin with the mathematical definition of the social cost of a GHG, make several simplifying assumptions to develop a reduced form expression, and then use this to define a reduced form expression for the GDP. We perform a similar set of steps to arrive at a reduced form expression for the GWP. From these relationships, it is straightforward to solve for parameter choices that would equate the reduced-form version of the GDP with the reduced-form version of the GWP. The validity of the simplifying assumptions can be tested by numerically evaluating the GDP and GWP without the simplifying assumptions and comparing results. This numerical validation is discussed in the following section.
The current value for the social cost of a greenhouse gas (X) is defined as the change in total present value of climate damages (Z) per unit increase in emissions of X in the present year (E 0 ). To specify the social cost of X (SCX), it is necessary to first define the present value of total damages (Z):
In this expression, G(t) is the total economic output (in dollars), D(t) is the economic damage per unit output, and r is the discount rate. 2 The definition of SCX is thus: 2 We assume an infinite upper bound in the theoretical expression for the social cost for mathematical simplicity. In practice, the upper bound is usually truncated several hundred years into the future (e.g., the DICE model uses a 500-year integration horizon (Nordhaus 2017) ). Assuming that the integral converges, the approximation introduced here is unlikely to introduce large error for most parameter choices.
The final expression on the right-hand side assumes that the economic growth path, G(t), is not affected by climate damages (i.e., that it is not a function of E 0 ). The relationship between damages per unit output (D(t)) and changes in current year emissions (E 0 ) is mediated by several climate system responses. Specifically, damages per unit output (D(t)) are a function of temperature (T(t)), temperature is a function of radiative forcing (F(t)), forcing is a function of the concentration of X (C(t)), and the concentration of X is a function of emissions of X. In this case, we are interested in the response to an initial pulse emission (E 0 ) of X, above some background emissions.
CO 2 forcing is typically assumed to vary logarithmically with concentration, whereas forcing from methane and N 2 O is often assumed to vary with the square root of concentration (Myhre et al. 1998; Etminan et al. 2016 ). On the other hand, damages are often assumed to vary quadratically with temperature (Nordhaus 2017) . Following Kopp and Mignone (Kopp and Mignone 2013), we may assume that the convexity of the damage function (related to the first term on the right-hand side) is approximately offset by the concavity of the forcingconcentration relationship (related to the third term on the right-hand side) such that the product of the first three terms on the right-hand side is approximately constant.
The validity of Eq. 4 and the constant of proportionality will depend on the GHG, since the instantaneous radiative efficiency (the third term on the left-hand side of Eq. 4) varies by GHG. Note that this approximation could worsen if the exponent of the damage function changes (which will be explored in numerical calculations). The dependence of the concentration on the initial emission pulse is described by an atmospheric decay function, which also depends on the GHG being considered.
The assumption of a single, state-independent atmospheric decay time constant (d X ) is generally not sufficient for CO 2 (and will be relaxed in numerical calculations), but it is useful for developing a reduced-form solution. In this case, the last term on the right-hand side of Eq. 3 becomes
If economic output is assumed to be growing at a constant rate, then
Substituting Eqs. 4, 6, and 7 into Eq. 2 yields
The expression in Eq. 8 can be used to approximate the social cost of any GHG. The GDP for any GHG (X) can thus be found by taking the ratio of SCX to the social cost of CO 2 (SCC).
While the constants K X and K C in Eq. 8 reflect a combination of economic and climate system parameters (the first three terms on the right-hand side of Eq. 4), the most significant difference between CO 2 and another GHG (among these parameters) is the difference in initial radiative efficiencies (R C and R X ), so K has been replaced by R in Eq. 9, where R X ≡ ∂ F t¼0 ð Þ ∂C . To compare the GDP to the GWP, it is necessary to approximate the GWP in a similar fashion, starting with the definition of the AGWP for a greenhouse gas (X). The AGWP for X is defined as
In this expression, TH is the time horizon over which the radiative forcing impact is aggregated. For eventual comparison with the GDP, it is useful to make the following approximation:
Using this approximation, Eq. 10 becomes
The expression in Eq. 12 can be used to approximate the AGWP for any GHG and for any TH.
The GWP for any GHG (X) can thus be found by taking the ratio of AGWP X to the AGWP for CO 2 .
Equations 9 and 13 are identical if and only if
This expression provides a way to translate between the time horizon used in the GWP calculation and the discount rate used in the GDP calculation. For example, if the long-run real economic growth rate is assumed to be 2% per year and the discount rate is assumed to be 3%, then the corresponding value of the time horizon (TH) would be 100 years. Alternatively, if the discount rate is instead assumed to be 7%, then the corresponding value of the time horizon would be 20 years. Equation 14 can also be expressed in terms of other fundamental economic parameters using the well-known Ramsey formula (Ramsey 1928) . The Ramsey formula relates the discount rate (r) to the pure rate of time preference (ρ), the coefficient of relative risk aversion (η), and the economic growth rate (g): r = ρ + η·g. Using this relationship, Eq. 14 becomes:
The interpretation of this alternative formulation will be discussed further in Sect. 4.
Generalizability of the theoretical framework
Before evaluating the theory using numerical experiments in the next section, it is worth considering several aspects of the theoretical approach in more detail: (1) the representation of climate-carbon cycle feedbacks, (2) the sensitivity of results to alternative forcingconcentration relationships, and (3) the generalizability of this approach to other GHGs and climate forcing agents.
Regarding the first aspect, the derivations of the reduced-form relationships for both the GDP and the GWP above do not consider climate-carbon cycle feedbacks. In contrast, when reporting values for the GWP, the IPCC provides values for methane and other forcing agents with and without climate-carbon cycle feedbacks, and such feedbacks are always included for CO 2 (Myhre et al. 2013a) . Although both feedbacks could be included-by introducing multiple decay time constants for CO 2 (Joos et al. 2013) or by adding an additional term to the AGWP for other forcing agents (Collins et al. 2013; Gasser et al. 2017 )-doing so introduces complexity without enhancing the key insights of the simple framework. Moreover, these extensions would not alter the expression in Eq. 14 if applied identically to the GWP and GDP. However, these extensions do not fully capture the state-dependence of climate-carbon cycle feedbacks (Millar et al. 2017) , which are relevant to the calculation of the GDP, which unlike the GWP, does not assume a fixed climate background state. The numerical model in the following section is better suited to exploring the role of state-dependent climate-carbon cycle feedbacks.
Regarding the second aspect, the sensitivity of results to alternative forcing-concentration relationships is relevant in light of recent studies suggesting greater radiative forcing due to methane (Etminan et al. 2016) relative to prior IPCC estimates (Myhre et al. 2013a ). In evaluating this sensitivity, it is worth noting that the theoretical derivation above does not assume any particular values for the initial radiative efficiency (RE) of CO 2 or other forcing agents (R C and R X , respectively), since the values of these parameters do not affect the equivalence of Eqs. 9 and 13 that yields Eq. 14. The functional form of the forcingconcentration relationship affects the GDP, but not the GWP, since the latter assumes a fixed climate background state, i.e., constant REs. The dependence of the GDP on the functional form of the forcing-concentration relationship enters through Eq. 4, which assumes that the concavity of the forcing function approximately offsets the convexity of the damage function. Since recently proposed revisions to the radiative forcing relationships do not significantly alter their functional forms, the theoretical results are not likely to be sensitive to such changes.
Finally, our conclusions regarding the third aspect-the generalizability of the theoretical approach to other GHGs and climate forcing agents-directly follow from the radiative forcing discussion. The theoretical approach is generalizable to the extent that other GHGs or climate forcing agents exhibit a concave forcing-concentration relationship, which is assumed in Eq. 4. This assumption is well justified for methane and N 2 O-two of the most widely considered GHGs in climate policy analysis-but may not be well justified for other GHGs or aerosols, for which forcing is linear in concentration. That said, under more restrictive conditions, for example, if damages were assumed to be linear in temperature, then Eq. 4 could still hold when forcing is linear in concentration. Thus, the theoretical approach could be extended to a wider set of climate forcing agents under more restrictive conditions than those assumed for methane and N 2 O.
Although the theoretical framework could be validated for N 2 O or other climate forcing agents under other conditions, we focus on results for methane in the next section. Prior studies have considered the numerical equivalence between the GWP and GDP for other GHGs (Sarofim and Giordano 2018) . Given the focus of this study on evaluating and clarifying the theoretical framework, we believe that a more extensive numerical exploration of a single example such as methane is more informative than a more limited numerical exploration of multiple examples.
Numerical results
To evaluate the theoretical result discussed above, we implemented a version of a simple climate emulator-the FAIR model (Millar et al. 2017 )-to calculate GDP and GWP across a range of key parameter values and other underlying assumptions. The FAIR model is similar to the box model used to calculate climate metrics in the IPCC AR5 (Myhre et al. 2013a) , with an enhancement to represent the effect of state-dependent climate-carbon cycle feedbacks on the residence time of CO 2 in the atmosphere. The FAIR model was recommended for use in calculating climate metrics by a recent study of the National Academy of Sciences on the social cost of carbon (The National Academies 2017). Although the theoretical formulation is reasonably general, for reasons discussed above, we focus in this section on testing the theory for methane. We force the model with background emissions for CO 2 and CH 4 , and radiative forcing for all other species, for the historical period through 2500 using the RCPs developed for use by the IPCC (International Institute of Applied Systems Analysis 2009; Meinshausen et al. 2011) . We also consider an alternative climate background state by fixing concentrations of CO 2 and CH 4 as well as radiative forcing from other non-CO 2 species. Temperature outcomes are translated to economic damages using the damage function of Nordhaus (Nordhaus 2017) , assuming either a constant or time-varying economic growth rate. For the latter, we make the growth rate through 2100 consistent with the central Shared Socioeconomic Pathway (SSP), namely SSP2 (International Institute of Applied Systems Analysis 2016; Fricko et al. 2017) . To calculate the current value of GDP and GWP, we perturb emissions by a small amount in the year 2017. Future projected differences in the relevant outcome variables (radiative forcing in the case of GWP or climate-related damages in the case of GDP) are then aggregated according to the metric definition. Further details on the methodology are provided in the supporting information (SI).
We first compare the numerical results to theory using the simplest version of the numerical model, that is, the version whose assumptions most closely adhere to the assumptions in Sect. 2 (see Table 1 ). These assumptions include (1) constant and variable RE for GWP and GDP, respectively, (2) no state-dependent climate-carbon cycle feedbacks, (3) a quadratic damage function, and (4) a constant economic growth rate. In each of the following subsections, we relax key simplifying assumptions to increase realism and evaluate the sensitivity of the agreement between the numerical model and theory to such changes. Specifically, in Sect. 3.1, we examine results for the simplest version of the numerical model and consider alternative assumptions for the time-dependence of RE, including constant REs for both GWP and GDP as well as varying REs for both GWP and GDP. In Sect. 3.2, we consider the sensitivity to the RCP and the role of state-dependent climate-carbon cycle feedbacks under such different climate background states. Finally, in Sect. 3.3, we consider the sensitivity to the damage function exponent and to the representation of economic growth. Other sensitivities are examined in the SI, and the full list of sensitivity cases is shown in Table 1 .
Evaluation of the theory with the simplest versions of the numerical model
The assumptions that define the simplest numerical model are described in Table 1 (see column labeled "Simplest numerical model version"). Two alternative specifications of the climate background state may be considered "simplest." The first assumes constant REs for the GWP and GDP, whereas the second assumes constant REs for the GWP but varying REs for the GDP, which the theory allows. When REs are assumed to be constant, which is implemented by fixing concentrations of CO 2 and CH 4 , Eq. 4 holds by assumption, because none of the component terms are varying. 3 When REs are allowed to vary, based on concentrations achieved under RCP 4.5, Eq. 4 holds more approximately, with the size of the error dependent on how the concavity and convexity of the component terms offset one another. Comparing these two versions of the model therefore quantifies the size of the potential error introduced by the approximation in Eq. 4. For completeness, we also consider a version that assumes varying REs for both the GDP and GWP as an additional sensitivity case. Figure 1 compares the results of these three cases to the theoretical result using two approaches. In the first approach shown in Fig. 1a , we numerically evaluated GDP for a range of discount rates (between 2.4 and 7%). We then estimated GWP using a TH consistent with the specified discount rate according to the theoretical relationship in Eq. 14 assuming an economic growth rate consistent with the numerical model (2.2% per year). The extent of agreement between the calculated GDP and GWP indicates how well the theory performs. In a second approach (Fig. 1b) , for each GDP estimated at a given discount rate, we solved for the value of TH such that the GWP equaled the GDP. Plotting the numerically estimated values of TH versus the discount rate and comparing to the theoretical relationship in Eq. 14 provides a direct measure of how well the theory performs.
The simplest versions of the numerical model agree well with theory across a range of discount rates (or TH), as reflected by the proximity of the green and red circles to the y = x parity line in Fig. 1a (up to ± 10% deviation highlighted in gray). Figure 1b shows similar agreement between theory and the simplest versions of the numerical model across a range of discount rates, which can be seen by the proximity of the green and red circles to the gray Table 1 Representation of key processes and parameters in the theoretical framework and numerical model used for evaluating the relationship between the time horizon (TH) in the GWP and discount rate in the GDP. Results using the two simplest versions of the numerical model are shown in Fig. 1 Parameter or process Climatic Change (2020) 158:107-124 curve. The numerical results deviate the most from theory at low discount rates (Fig. 1b ). This effect is partly due to approximating the infinite integral in the cumulative damages expression (Eq. 2) using a finite integral in the numerical model. Shorter integration time periods in the GDP calculation result in higher GDP values, which in turn yield lower equivalent TH compared to the theoretical relationship (Fig. 1b) . The theoretical relationship between TH and discount rate is derived without making explicit assumptions about the background emissions trajectory but by assuming that the approximation in Eq. 4 holds for both CO 2 and CH 4 . That is, the theory assumes that, in the expression for GDP, the ratio of K X to K C can be approximated as the ratio of the initial instantaneous radiative efficiencies, R X to R C . The approximation in Eq. 4 is reasonable for CO 2 , because the convexity of the damage function counteracts the concavity of the forcing function (Kopp and Mignone 2013) (compare also panels a and d in Fig. S 2) . The approximation in Eq. 4 is less appropriate for CH 4 , because the forcing function for CH 4 is less concave than for CO 2 (compare panels b and a in Fig. S 2) . However, because the CH 4 lifetime is so comparatively short, the approximation is valid over the timescales that matter most, that is, over the period when perturbations in the CH 4 concentration are significantly different from zero. Fig. 1 Comparison between theoretical and numerical approaches for estimating the relationship between the global damage potential (GDP) and the global warming potential (GWP) and associated parameters. Results highlighted for the two simplest versions of the numerical model: Version 1-shown as "GWP RE constant and GDP RE constant" and indicated by red markers-assumes constant background concentrations for CH 4 and CO 2 resulting in a constant radiative efficiency (RE) ratio for both metrics. Version 2-shown as "GWP RE constant and GDP RE varying" and indicated by green markers-assumes varying REs for the GDP based on concentrations achieved under RCP4.5 but constant REs for the GWP following the definition in Section of 8.SM.11 of IPCC AR5 (Myhre et al. 2013b) . For completeness, a third case-shown as "GWP varying and GDP varying" and indicated by blue markers-assumes varying REs for both the GDP and GWP based on concentrations achieved under RCP4.5. Other assumptions in the numerical model (held fixed across these three cases) are described in Table 1 . a) Numerically estimated GWP versus GDP, where the GWP time horizon (TH) is consistent with the corresponding GDP parameters. Consistency is determined from Eq. 14, assuming an average economic growth rate of 2.2% per year. Each solid circle represents a different choice of discount rate used in the numerical GDP calculation. The solid gray (y = x) line represents the theoretical relationship between the GDP and GWP when consistent parameters are used, while the shaded area indicates 10% deviation from the theoretical relationship. b) TH that equates the GWP and GDP for a variety of discount rates used to numerically evaluate the GDP (solid circles). The solid gray curve is the theoretical relationship in Eq. 14, assuming an average economic growth rate of 2.2% per year When the error from varying REs is removed by assuming constant concentrations (and therefore constant REs) for both CO 2 and CH 4 , the agreement between the theory and numerical results improves, but only slightly, because the agreement is already quite good in the version that allows varying REs for the GDP (compare red to green circles in Fig. 1 ). This implies that the error introduced by Eq. 4 is relatively small. On the other hand, when varying REs are applied to both the GDP and GWP calculations, the agreement between theory and numerical results worsens at most discount rates (see blue circles in Fig. 1) . Because the concavity of the forcing-concentration relationship is stronger for CO 2 than for CH 4 when concentrations are increasing (as they are in early periods for most RCPs), the RE of CO 2 weakens more rapidly than the RE of CH 4 , pushing the ratio of the two (CH 4 to CO 2 ) above the initial ratio (panel c in Fig. S 2) . A larger TH is thus necessary to offset the otherwise greater warming potential of CH 4 (i.e., numerator of the GWP) that would follow from a higher RE ratio (blue circles tend to fall above the others in Fig. 1b ). It is important to note that, although the GDP calculation allows time-varying REs, this variation is offset by other terms in Eq. 4 for CO 2 , and it occurs over a period much greater than the perturbation lifetime for CH 4 , as discussed above. This explains why the case with varying GDP REs matches theory more closely when GWP REs are fixed (green circles) rather than when they are varying (blue circles).
State-dependence of the relationship between TH and discount rate
This section explores the sensitivity of numerical results and their agreement with theory to the climate background state (RCP) in conjunction with the inclusion or exclusion of statedependent climate-carbon cycle feedbacks. Figure 2 suggests that the relationship between TH and the discount rate is dependent on the climate background state (i.e., RCP) and that this dependence is greater when state-dependent climate-carbon cycle feedbacks are turned on (Fig. 2b ) than when they are turned off (Fig. 2a) . For a given discount rate and RCP, including state-dependent climate-carbon cycle feedbacks results in higher estimated values of TH (values in Fig. 2b are higher than those in Fig. 2a ). The representation of state-dependent feedbacks in the FAIR model (Millar et al. 2017 ) affects the numerator (CH 4 ) and denominator (CO 2 ) of the GDP asymmetrically. While CO 2 and CH 4 emissions both affect CO 2 uptake via increasing temperature, CO 2 emissions also affect CO 2 uptake due to the additional dependency of CO 2 uptake on cumulative CO 2 emissions. Consequently, with state-dependent feedbacks turned on, the social cost of CO 2 increases more than the social cost of CH 4 , causing the GDP to decline and equivalent TH to increase.
Since the theoretical framework does not account for state-dependent climate-carbon cycle feedbacks, the numerically estimated relationships with state-dependent feedbacks turned off more closely adhere to the theoretical relationship at most discount rates. However, Fig. 2a suggests that the numerical relationship between TH and the discount rate is still dependent on the climate background state (i.e., RCP) to some extent. The remaining dependence on RCP follows from the imperfect approximation in Eq. 4. Figure 2a thus indicates the strength of the remaining state-dependence that is not explicitly due to climate-carbon cycle feedbacks. 5 to 3) is consistent with other studies focused on climate metrics (e.g., Sarofim and Giordano 2018) . When the exponent is increased to 3, the alignment between the numerically estimated values and theory worsens. This is not surprising, since higher damage function exponents erode the approximation in Eq. 4 in which the convexity of the damage function is assumed to approximately offset the concavity of the relationship between radiative forcing and concentration. Changing the damage function exponent to 1.5 is less impactful, in part because the change from 2 to 1.5 is smaller than the change from 2 to 3. In addition, when state-dependent climate-carbon cycle feedbacks are included, a smaller damage function exponent preserves the validity of the approximation in Eq. 4, because climate-carbon cycle feedbacks introduce additional convexity (Kopp and Mignone 2013) . For example, in Fig. 3a , the numerical results using an exponent of 1.5 with feedbacks turned on (top of the red shaded area) are similar to the results using an exponent of 2 with feedbacks turned off (green circles) over a range of discount rates. Figure 3b shows the sensitivity of results to the economic growth trajectory, assuming either a constant or variable growth rate, under RCP 4.5. The constant economic growth rate assumption-the assumption in the simplest versions of the numerical model-is based on the average growth rate for the first 100 years of SSP2, which is approximately 2.2% per year. As a potentially more realistic alternative, we assume that the economic growth trajectory follows the central Shared Socioeconomic Pathway (SSP), namely SSP2 (International Institute of Applied Systems Analysis 2016; Fricko et al. 2017 ) through 2100. We extrapolate economic growth beyond 2100 by assuming that the economic growth rate approaches a constant value of 1% in the long run (see Fig. S 4) . The constant economic growth rate assumption yields a better match between numerical results and theory (green circles in Fig. 3b ), which is not surprising since the theory also assumes a constant growth rate. At low discount rates, the GDP Fig. 2 Impact of RCP and state-dependent climate-carbon cycle feedbacks on the numerical relationship between the time horizon (TH) in the global warming potential (GWP) and the discount rate in the global damage potential (GDP). The circles show the TH that equates the GWP and GDP for a variety of discount rates used to numerically evaluate the GDP (solid circles). With the exception of background emissions (RCP) and statedependent climate-carbon cycle feedbacks, all other assumptions in the numerical model are consistent with those for the simplest version of the numerical model in Table 1 that assumes constant RE for GWP and varying RE for GDP based on RCP4.5. Green circles in panel a) are identical to those in Fig. 1 . The solid gray curve is the theoretical relationship in Eq. 14, assuming an average economic growth rate of 2.2% per year. a) Statedependent climate-carbon cycle feedbacks turned off in the numerical model. b) State-dependent climate-carbon cycle feedbacks turned on in the numerical model calculation captures economic growth beyond the first 100 years, leading to an average growth rate that is lower than 2.2% per year. This lower long-run growth rate affects the social cost of CO 2 more than methane, increasing the GDP and decreasing the equivalent TH (blue circles in Fig. 3b ).
Sensitivity to economic growth and damage representation
Two additional sensitivities are considered in the Supporting Information. Figure S 5 considers the effect of changing the ECS. The choice of ECS has little effect on the relationship between TH and discount rate because the temperature response affects the values of the social costs of both CO 2 and CH 4 , leaving the GDP (the ratio of the social costs) largely unchanged. Figure S 6 considers the effect of changing the perturbation lifetime of methane. Decreasing this time constant to align projected methane values with observed concentrations over the historical period generally has a small effect on results, as shown in Fig. S 6, because the methane lifetime affects both the GWP and GDP. The largest effect of changing the methane lifetime, most visible at low discount rates, follows from the state-dependence in Eq. 4. Changing the methane lifetime changes the way that the component terms in Eq. 4 offset one another. This effect largely disappears if the GWP and GDP are calculated with fixed REs (approximately constant climate background state), as shown in Fig. S 7. 
Discussion and conclusions
This study makes three important contributions to the literature on climate metrics. First, it provides a theoretical basis relating the GWP and GDP that is less restrictive than prior Fig. 3 Impact of damage function representation and economic growth on the numerical relationship between the time horizon (TH) in the global warming potential (GWP) and the discount rate in the global damage potential (GDP). The circles show the TH that equates the GWP and GDP for a variety of discount rates used to numerically evaluate the GDP. Shaded areas represent variation in numerical model outputs due to inclusion and exclusion of state-dependent climate-carbon cycle feedbacks, with the top of the shaded areas representing values with such feedbacks turned on, and the bottom of the shaded areas (also shown by solid circles) representing values with such feedbacks turned off. With the exception of damage exponents (a), the economic growth rate (b), and state-dependent climate-carbon cycle feedbacks, all other assumptions in the numerical model are consistent with those for the simplest version of the numerical model in Table 1 that assumes constant RE for GWP and varying RE for GDP based on RCP4.5. Green circles in both panels are identical to those in Fig. 1 . The solid gray curve is the theoretical relationship in Eq. 14, assuming an average economic growth rate of 2.2% per year. a) Effect of varying damage function exponent (1.5, 2, 3). b) Effect of varying economic growth assumptions (constant or variable) theoretical formulations. Specifically, this approach does not require one to assume that the discount rate is zero, nor does it require economic damages to scale linearly with temperature. Second, using the newly developed theoretical basis, this study shows that the choice of time horizon in the GWP can be directly related to the choice of discount rate or other fundamental economic parameters. Finally, using a numerical formulation that includes an up-to-date representation of state-dependent climate-carbon cycle feedbacks, this study shows that there is generally strong agreement between the theoretical and numerical approaches across a reasonable range of assumptions for both economic and climate system parameters.
The theoretical treatment developed here can be used to develop a simple "heuristic" to relate the GWP time horizon to the discount rate. Using Eq. 14, if the economic growth rate were~2% per year, a TH of 100 years would be consistent with a 3% discount rate, whereas a TH of 20 years would be consistent with a 7% discount rate. Alternatively, using Eq. 15, the TH in the GWP can be related to the pure rate of time preference (ρ) and coefficient of relative risk aversion (η). Assuming an economic growth rate of~2% per year, a time horizon of 100 years would be consistent with a pure rate of time preference of 1% and a coefficient of relative risk aversion equal to 1. On the other hand, a time horizon of 20 years would be consistent with a pure rate of time preference of 1% only if the coefficient of relative risk aversion was near 3, and a coefficient less than 2 would be consistent only if the pure rate of time preference was above 3%. Figure S 8 shows contours of constant TH for different choices of ρ and η. Generally, these results suggest that lower values for both the pure rate of time preference and the coefficient of relative risk aversion lead to lower values for the resulting discount rate and therefore higher values for TH. However, it should be noted that these results do not consider the effects of uncertainty, which can lead to a more complex dependence on η (Anthoff et al. 2009 ).
Although this study provides a basis for relating choices made about the GWP to choices about parameters commonly used in economic analysis, it does not provide guidance about the choice of discount rate itself. However, this choice is a well-studied problem in economics, and it remains an area of active inquiry (The National Academies 2017). Several different approaches have suggested that values for the discount rate close to the consumption rate of interest are appropriate for valuation of long-term climate change impacts. For example, it has been shown that uncertainty about discount rates in the far future leads to lower certaintyequivalent rates (Newell and Pizer 2003; Arrow et al. 2014) . More recently, it has been shown that uncertainty about whether impacts in the far future affect capital investment or household consumption leads to rates that converge toward the consumption rate (Li and Pizer 2018) . It should be noted that even if the consumption rate of interest is deemed to be the appropriate rate, the actual value for that rate remains inherently uncertain (Drupp et al. 2018) . Nonetheless, given these considerations, it is not surprising that in the context of the GWP, others have noted that "…the 100-year timescale is consistent with discount rates that are commonly used for climate change analysis" (Sarofim and Giordano 2018) .
Beyond the insights provided by the new theoretical framework, the numerical results lead to several additional conclusions. First, the cases examined in Sect. 3 suggest that the theoretical result can be replicated under the simplest set of assumptions. Second, the theory correctly anticipates the insensitivity of results to certain choices, such as equilibrium climate sensitivity and methane lifetime. Third, the numerical results help to quantify and explain the state-dependence of the relationship, which cannot be examined easily using the theoretical formulation alone. The most important form of state-dependence is the dependence on climate background state (i.e., RCP) when climate-carbon cycle feedbacks are turned on. Fourth, the numerical results help to quantify the sensitivity of the fit to alternative economic growth and damage function assumptions.
The agreement between theory and numerical results is most sensitive to these latter two assumptions, namely the representation of economic growth and climate damages. Generally, the fit worsens if the economic growth rate is itself time-dependent, or if the damage function changes from a moderately convex (quadratic) shape toward one that is either more strongly convex or more nearly linear. However, neither of these assumptions is well constrained. Future economic growth is quite uncertain, so it is challenging to determine which assumptions about the economic growth rate are most plausible (Dellink et al. 2017) . Similarly, the damage representation is a major uncertainty in climate change economics (The National Academies 2017).
In summary, the theoretical framework described here has been extensively evaluated using numerical experiments. Taken together, the theoretical and numerical results further clarify that the choice of time horizon in the GWP is fundamentally a choice about how to aggregate impacts that occur over time. That is, it is a choice about economic time preference that is tantamount to the choice of discount rate. While the choice of discount rate is inherently subjective, it is a well-studied problem in economics, and as such, can be informed by various strands of normative and empirical analysis, knowledge of the application, and consistency with other practices (The National Academies 2017).
These considerations do not conflict with recommendations to perform sensitivity analysis using different climate metrics in the context of technology assessment and climate policy analysis, but they do suggest that certain variants of some metrics may be more or less appropriate to consider in such analysis. The GWP is most consistent with a cost-benefit framework than with a cost-effectiveness framework (Tol et al. 2012; Mallapragada and Mignone 2017) . Nonetheless, many analyses of climate mitigation policies, including those aimed at climate stabilization, rely on the GWP to apply carbon prices to other GHGs (Smith et al. 2013; Tanaka and O'Neill 2018) , and the findings of this study can inform that translation. Given the importance of climate metrics to policy analysis (Smith et al. 2013; Tanaka and O'Neill 2018; Allen et al. 2018 ) and technology assessment (Edwards and Trancik 2014; Levasseur et al. 2016; Mallapragada and Mignone 2017) , practitioners using climate metrics such as the GWP may wish to consider how choices about TH align with choices about discount rates used in the valuation of long-term climate change impacts.
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