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Resum En aquest article considerem el fenomen de la vaguetat com a problema lògic
i les diverses solucions que s’han proposat per a tractar-lo. D’entre totes elles defensem
la lògica borrosa matemàtica com a tractament genuïnament matemàtic del problema i
que resulta ser el més adequat per al desenvolupament d’aplicacions. Presentem els
fonaments lògics i algèbrics de la disciplina des de la perspectiva de llur motivació i
gènesi històrica i acabem amb una visió panoràmica del seu estat actual i les seves
perspectives de futur.
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1 Introducció
La lògica és la ciència que estudia el raonament correcte. Ja al segle iv aC
Aristòtil s’adonà que les disciplines del coneixement humà es presenten en
forma de discurs codificat en un llenguatge tècnic, ordenat, i a través de línies
argumentals. En tota argumentació es pretén que un conjunt d’afirmacions ja
acceptades serveixi de suport per a acceptar noves afirmacions, és a dir, que
la veritat d’unes proposicions conegudes permeti concloure la veritat d’unes
altres proposicions i, d’aquesta manera, augmenti el coneixement. Per evitar
l’error, l’engany o la fal.làcia cal discernir amb claredat quines són les maneres
acceptables en què hom pot discórrer d’unes proposicions a unes altres al llarg
d’un raonament. Aristòtil, per tant, fundà la lògica com a ciència normativa,
reguladora, que es troba necessàriament a la base de tota ciència possible en la
mesura que determina de quina manera s’ha d’efectuar l’argumentació correcta.
La desenvolupà substancialment a partir d’un paradigma que esdevingué clàssic
en el qual es pressuposa que tota proposició ben formulada és o bé vertadera
o bé falsa. Aquesta pressuposició s’anomena principi de bivalència, és a dir, el
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principi segons el qual només hi ha dos valors de veritat, el ver i el fals, i a tota
proposició li’n correspon exactament un.
Tant la filosofia antiga com la medieval i la moderna posteriors a Aristòtil
acceptaren sense reserves i preservaren aquest plantejament, que fou finalment
culminat amb els desenvolupaments dels matemàtics del segle xix Augustus
De Morgan, George Boole i Gottlob Frege, entre d’altres. Llurs treballs recolli-
ren, perfeccionaren i completaren amb eines matemàtiques la lògica d’arrel
aristotèlica i obtingueren allò que habitualment anomenem lògica clàssica, és
a dir, l’estudi del raonament correcte amb proposicions per a les quals val el
principi de bivalència.
A partir d’aquí, la lògica, que tradicionalment s’havia considerat una sub-
disciplina de la filosofia, passà a ser també una branca de la matemàtica amb
el nom de lògica matemàtica. De fet, es tracta d’una disciplina que pot ser
considerada matemàtica per un doble motiu. En primer lloc, perquè com hem
dit es desenvolupa amb metodologia i eines purament matemàtiques. Per exem-
ple, les proposicions es formalitzen com a seqüències ordenades de símbols
anomenades fórmules, els raonaments són seqüències ordenades de fórmules,
les teories són conjunts de fórmules i el significat de les fórmules consisteix
a donar-los valors en una estructura algèbrica de dos elements, anomenada
àlgebra de Boole, en la qual els nombres 0 i 1 corresponen al fals i al ver
respectivament. En segon lloc, aquesta lògica és matemàtica perquè l’adopció
del principi de bivalència com a postulat bàsic la fa especialment apta per a
l’estudi del raonament correcte que es fa en el discurs matemàtic. En efecte, el
principi de bivalència només admet dos tipus de proposicions: aquelles que
són vertaderes i aquelles que són falses; les separa categòricament i no admet
cap altra possibilitat, és a dir, qualsevol tercera possibilitat queda exclosa (això
implica, en particular, el principi anomenat el terç exclòs, segons el qual, per
a tota proposició p, és veritat la proposició ‘p o no p’). És difícil trobar un
camp del coneixement humà en què aquest postulat s’adapti tan bé com a la
matemàtica, on ningú no dubta que qualsevol enunciat ben formulat en el qual
tots els termes estiguin ben definits ha de ser necessàriament vertader o fals, i
és impossible que no sigui ni una cosa ni l’altra o que sigui vertader i fals a la
vegada.1 Per tant, la lògica clàssica esdevingué l’eina ideal per formalitzar el
tipus de raonament, paradigma de la precisió i el rigor, de la matemàtica i fins
i tot donà lloc a ambiciosos programes de fonamentació com el que impulsà
David Hilbert (i que tancà de manera parcialment negativa Kurt Gödel). La
lògica no només s’havia fet matemàtica, sinó que també era metamatemàtica
en la mesura que es tractava d’una matemàtica que s’estudiava a si mateixa.
1 Observem que la bivalència dels enunciats és independent del fet que es conegui efectivament
per a un enunciat concret si és vertader o fals. Prenguem com a exemple la cèlebre conjectura de
Goldbach segons la qual tot nombre parell és la suma de dos nombres primers. Es tracta d’una
proposició que, malgrat la seva antiguitat, no ha estat encara demostrada ni refutada, és a dir,
no sabem si és vertadera o falsa. Tanmateix la bivalència s’hi aplica igualment i els matemàtics
en general no dubtem que és o bé vertadera o bé falsa, tot i que és possible que mai no puguem
arribar a resoldre el problema.
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Tanmateix aquesta deriva històrica de la lògica com a disciplina reguladora
del raonament correcte no podia resultar del tot satisfactòria, puix que portava
a una dràstica reducció del camp d’aplicació. Es tractava d’una ciència que
havia nascut per formalitzar i estudiar tot possible raonament correcte en
qualsevol camp del coneixement, no només en la matemàtica. D’altra banda,
és ben sabut que moltes branques de les ciències i de les disciplines d’estudi
no són tan matematitzades com d’altres, i algunes fins i tot no ho són gens ni
ho poden ser, i malgrat tot pretenen legítimament ser disciplines rigoroses i
fiables. Podem dir el mateix, en general, de molts tipus de discursos en què
el llenguatge no usa els conceptes amb precisió matemàtica i no per això
han de quedar desautoritzats com a formes de raonament inacceptable. La
lògica hauria d’estudiar en què consisteix l’argumentació correcta en qualsevol
context i en qualsevol mena de discurs. Ara bé, també és ben cert que, de
seguida que hom s’allunya de la matemàtica, la bivalència queda fàcilment en
dubte a causa del problema de la vaguetat. En el llenguatge matemàtic tots els
termes són precisos, ben delimitats (ben definits, dèiem més amunt) en el sentit
que per a qualsevol predicat (o sia, qualsevol propietat) és ben clar que hi ha
una perfecta divisió entre els objectes als quals s’aplica i els que no.2 En canvi,
la gran majoria dels raonaments els fem en llenguatges no matemàtics plens
de termes que denoten predicats vagues, no precisos, és a dir, predicats que no
estableixen aquesta perfecta delimitació i per als quals hi ha objectes tals que
no sembla que estigui determinat si compleixen o no el predicat. La ubiqüitat
de la vaguetat en el raonament humà la fa un fenomen ineludible no només per
la lògica, com ja hem justificat, sinó també per una altra disciplina altament
compromesa amb les capacitats racionals humanes: la intel.ligència artificial.
Aquesta branca de la informàtica, en tant que persegueix l’objectiu d’elaborar
dispositius que efectuïn tota mena de tasques que normalment requereixen les
nostres habilitats intel.lectuals, necessita, en particular, elaborar sistemes de
representació del coneixement i d’argumentació correcta que emulin, o àdhuc
millorin, l’activitat epistemològica humana en els diversos contextos en què
actua. Es fa, per tant, imprescindible un tractament del problema de la vaguetat
en el raonament amb un doble objectiu: 1) obtenir una explicació acurada del
fenomen que satisfaci les exigències teòriques de la lògica tot aclarint en què
consisteix l’argumentació correcta en presència de termes vagues i, 2) en el pla
aplicat, aconseguir mètodes efectius que permetin implementar aquest tipus
de raonament en els sistemes intel.ligents que elabora la intel.ligència artificial.
En aquest article presentarem el problema lògic de la vaguetat i les parado-
xes que genera. A continuació comentarem breument les diverses explicacions
que n’ha donat la filosofia analítica (la branca de la filosofia contemporània
2 Aquí cal fer un comentari anàleg al de la nota anterior: no hem de confondre el fet que una
propietat estableixi una perfecta divisió entre objectes, segons si la compleixen o no, amb el fet
que donat un objecte concret sapiguem efectivament si la compleix. Per exemple, prenguem el
predicat nombre primer. Donat un nombre arbitrari és ben clar que ha de ser primer o compost.
Ara bé, si el nombre és prou gran en general no som capaços de saber quin dels dos casos es
dóna.
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metodològicament més compromesa amb la lògica) i llurs limitacions, i de-
fensarem la lògica borrosa com a apropament matemàtic al problema que té
l’avantatge d’oferir-ne un tractament útil per a la intel.ligència artificial.
2 La lògica clàssica i el problema de la vaguetat
Una de les grans fites assolides per la lògica clàssica contemporània ha estat
haver determinat amb precisió què és un argument lògicament correcte. Per
repassar-ne la definició haurem d’introduir, encara que no sigui amb tota
formalitat, uns quants elements de la teoria.3 Per simplificar l’exposició ens
limitarem al formalisme lògic d’ordre 0 o proposicional, és a dir, aquell nivell
en què no es permet encara la quantificació sobre els objectes de l’univers
de discurs. Suposem, doncs, que per formalitzar les proposicions usem el
llenguatge Lc amb les connectives ∧,∨,¬,→ i↔ per representar respectivament
la conjunció, la disjunció, la negació, la implicació i l’equivalència, i amb un
conjunt infinit numerable de variables V , que representen les proposicions
atòmiques, indescomponibles. El conjunt de totes les fórmules proposicionals
de la lògica clàssica, que denotem FmLc , s’obté per aplicació de les regles
següents:
• Si x ∈ V , llavors x ∈ FmLc .
• Si ϕ ∈ FmLc , llavors ¬ϕ ∈ FmLc .
• Si ϕ,ψ ∈ FmLc , llavors (ϕ ∧ψ), (ϕ ∨ψ), (ϕ → ψ), (ϕ ↔ ψ) ∈ FmLc .
No hi ha més fórmules que aquelles que s’obtenen en aplicar un nombre finit
de vegades les regles anteriors. Fixem-nos que aquesta definició del conjunt de
fórmules que hem donat per al llenguatge de la lògica clàssica la podríem repetir
de manera totalment anàloga per a qualsevol altre llenguatge proposicional L
amb una col.lecció diferent de connectives.
L’àlgebra de Boole de dos elements, que denotem B2, és una estructura
algèbrica definida sobre el conjunt {0,1} amb unes operacions especialment
pensades per interpretar matemàticament el llenguatge FmLc (denotem amb el
mateix símbol l’operació i la connectiva que interpreta) donades per les taules
següents:
¬
0 1
1 0
∧ 0 1
0 0 0
1 0 1
∨ 0 1
0 0 1
1 1 1
3 El lector interessat a aprofundir-hi pot consultar un manual clàssic com ara [37, 100], o en
català [124].
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→ 0 1
0 1 1
1 0 1
↔ 0 1
0 1 0
1 0 1
Una valoració d’una fórmula ϕ ∈ FmLc consisteix a donar a cada variable de
ϕ un valor de {0,1} segons una funció de valoració e i a continuació calcular
el valor de tota la fórmula segons les operacions de B2. Per exemple, suposem
que ϕ = ((p ∧ ¬q) → q) i prenem la valoració e que fa e(p) = 1 i e(q) = 0,
aleshores el valor de la fórmula és e(ϕ) = (1∧¬0)→ 0 = 1→ 0 = 0. Diem que
una fórmula qualsevol ϕ és vertadera en una valoració e si e(ϕ) = 1, i diem
que és falsa en aquesta valoració si e(ϕ) = 0. Observem que d’aquesta manera
queda implementat el principi de bivalència, car les fórmules han de prendre
sempre un d’aquests dos valors.
Aquestes definicions tan elementals són suficients per formular la noció
matemàtica de raonament lògicament correcte.
1 Definició Donats un conjunt Γ ⊆ FmLc de fórmules i una fórmulaϕ ∈ FmLc
diem que ϕ és conseqüència lògica de Γ , i ho denotem Γ îc ϕ, si per tota
valoració e tal que e(γ) = 1 per tota γ ∈ Γ , tenim que e(ϕ) = 1. Es diu que una
fórmula ϕ és una tautologia si ∅ îc ϕ, és a dir, si per tota valoració e tenim
que e(ϕ) = 1.
Hem establert, doncs, que una fórmula ϕ és conseqüència d’un conjunt Γ si
tota interpretació que fa vertaderes les fórmules de Γ també ha de fer vertadera
ϕ o, dit al revés, si és impossible interpretar el llenguatge de tal manera que
les fórmules de Γ siguin vertaderes i, en canvi, ϕ sigui falsa. Si ara formalitzem
els raonaments com a seqüències ordenades de fórmules, obtenim la definició
de raonament lògicament correcte:
2 Definició Siguin ψ1, . . . ,ψn,ϕ ∈ FmLc . Diem que 〈ψ1, . . . ,ψn,ϕ〉 és un
raonament lògicament correcte si {ψ1, . . . ,ψn} îc ϕ. En aquest cas diem que
ψ1, . . . ,ψn són les premisses del raonament i ϕ n’és la conclusió.
Sovint representarem gràficament un argument d’aquesta manera:
ψ1
ψ2
...
ψn
ϕ .
Així queda precisada essencialment (només faltaria ampliar les definicions per
permetre llenguatges més rics amb quantificacions universals i existencials) la
noció d’argumentació correcta en aquells contextos en què val el principi de
bivalència, en particular, en la matemàtica. L’estudi sistemàtic de la lògica clàs-
sica ha permès descriure l’estructura formal d’una bona colla d’arguments que
apareixen constantment en les demostracions que pensa i escriu el matemàtic.
Vegem-ne un, a tall d’exemple, que ben aviat haurem de tornar a considerar. Es
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tracta del modus ponens (del qual encara conservem el nom que li donaren els
lògics medievals):
ϕ
ϕ → ψ
ψ .
Una simple inspecció de les definicions anteriors i de l’operació → de l’àlgebra
de Boole ens convenç de la correcció del modus ponens.
Tanmateix la lògica no s’ha conformat a donar simplement aquesta ex-
plicació semàntica (és a dir, basada en la interpretació dels enunciats com
a vertaders o falsos) de la noció d’argument correcte, sinó que també n’ha
cercat una explicació sintàctica, basada més en regles formals d’escriptura.
Aquesta aproximació sintàctica s’inspira en l’activitat que fa el matemàtic quan,
per demostrar un teorema a partir de certes hipòtesis, es limita a escriure’n
una demostració formal segons certes regles d’inferència. Així, la lògica ha
desenvolupat, paral.lelament al plantejament semàntic que ja hem explicat, un
estudi de la conseqüència lògica basat en la noció de demostració. Aquesta
noció admet diverses formalitzacions, cadascuna amb el seus avantatges i
inconvenients, l’estudi de les quals constitueix tota una branca de la lògica
matemàtica: l’anomenada teoria de la prova. Vegem-ne, com a exemple, la
formalització en sistemes de demostració a l’estil de Hilbert.4
3 Definició Un sistema formal o càlcul d’estil Hilbert de nivell proposicional
és una terna H = 〈L, AX,REG〉 en què L és un llenguatge proposicional,
AX ⊆ FmL és un conjunt de fórmules anomenades axiomes i REG ⊆ Fm<ωL és
un conjunt de successions finites de fórmules5 anomenades regles d’inferència.
4 Definició Donat un càlcul d’estil Hilbert H = 〈L, AX,REG〉, un conjunt
Γ ⊆ FmL i una fórmula ϕ ∈ FmL diem que una successió finita 〈ψ1, . . . ,ψn〉
de fórmules de FmL és una demostració de ϕ a partir de Γ si:
• ϕ = ψn (ϕ és la conclusió de la demostració)
• Per tot i ∈ {1, . . . , n}, es compleix una d’aquestes tres possibilitats:
1. ψi ∈ Γ (ψi és una premissa),
2. ψi ∈ AX (ψi és un axioma),
3. existeix 〈α1, . . . , αk〉 ∈ REG tal que ψi = αk i {α1, . . . , αk−1} ⊆
{ψ1, . . . ,ψi−1} (ψi és el resultat d’aplicar una regla a fórmules ante-
riors de la demostració).
Per tant, fer una demostració d’una fórmula a partir d’unes premisses
consisteix a escriure una successió de fórmules que acabi amb la que es pretén
demostrar i en què sempre es poden col.locar premisses i axiomes (fórmules
4 S’anomenen així perquè generalitzen la proposta que féu David Hilbert en el marc del seu
programa formalista de fonamentació de la matemàtica.
5 Fm<ωL denota el conjunt de totes les successions finites de fórmules en el llenguatge L.
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que s’accepten com a vertaderes i per a les quals no cal demostració) i aplicar a
voluntat regles d’inferència a les fórmules que ja han aparegut a la demostració
per poder-ne obtenir de noves.
Com a càlcul d’estil Hilbert per a la lògica clàssica podem prendre Hc =
〈Lc , AXc , REGc〉 en què els axiomes AXc són:
(C1) ϕ → (ψ →ϕ)
(C2) (ϕ → (ψ → χ))→ ((ϕ → ψ)→ (ϕ → χ))
(C3) (¬ψ → ¬ϕ)→ ((¬ψ →ϕ)→ ψ)
ll
i l’única regla d’inferència a REGc és el modus ponens, és a dir: REGc =
{〈ϕ,ϕ → ψ,ψ〉}.6
5 Definició Donats un conjunt Γ ⊆ FmLc de fórmules i una fórmula ϕ ∈
FmLc diem que ϕ és demostrable a partir de Γ , i ho denotem Γ `c ϕ, si existeix
una demostració deϕ a partir de Γ en el sistemaHc . Es diu que una fórmulaϕ
és un teorema si ∅ `c ϕ.
Tot això tindrà sentit si els dos plantejaments, el semàntic i el sintàctic,
capten una mateixa noció d’argument correcte. Per tant, cal demostrar que
una fórmula és conseqüència lògica d’un conjunt de premisses si, i només si,
és demostrable a partir d’aquestes premisses. Aleshores podrem dir que hem
donat un càlcul que es correspon exactament a la lògica que havíem definit
semànticament, és a dir, un càlcul correcte (perquè només demostra allò que és
conseqüència lògica) i complet (perquè demostra tot allò que és conseqüència
lògica). I efectivament és així:
6 Teorema El càlcul d’estil Hilbert Hc és correcte i complet7 per la lògica
clàssica, és a dir, per tot conjunt Γ ⊆ FmLc de fórmules i tota fórmulaϕ ∈ FmLc
tenim que: Γ `c ϕ si, i només si, Γ îc ϕ.
Vegem ara què passa quan abandonem la precisió de la matemàtica i ens
disposem a tractar llenguatges poc o gens matemàtics com ara el llenguatge
natural que utilitzem quotidianament per comunicar-nos. Per exemple, podem
raonar d’aquesta manera: «Un home que no té ni un euro és pobre. Si un home
pobre guanya un euro, continua sent pobre. Per tant, un home que té un milió
d’euros és pobre.» Aquest suposat argument amb una conclusió tan absurda
(malgrat que per un moment ens pugui alegrar pensar que hem demostrat
que no hi ha rics al món) ens fa tota la impressió de ser una bajanada, una
fal.làcia, quelcom que no hauria de complir la definició anterior d’argument
correcte. Analitzem-ho amb calma per veure si realment és així. Per tractar-lo
6 Cal llegir, aquí i en tots els exemples de sistemes de demostració que presentarem més
endavant, tant els axiomes com la regla d’inferència de manera esquemàtica, o sia, com a
expressions en què les lletres gregues representen fórmules arbitràries.
7 Quan s’enuncien teoremes anàlegs a aquest per altres lògiques no clàssiques sovint s’omet la
correcció del càlcul, la qual es comprova trivialment i es dóna per descomptada, i senzillament
s’expressa el resultat tot dient que el càlcul és complet per la lògica. Per això, també, un resultat
d’aquest tipus normalment s’anomena teorema de completesa.
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amb les eines de la lògica, primer l’hem de formalitzar. Sigui pn la proposició
atòmica que significa «un home que té exactament n euros és pobre». Així,
la primera frase de l’argument correspon a la proposició p0, mentre que la
darrera correspon a p1000000. La segona, en canvi, és un xic més complicada.
Intuïtivament, és una proposició universal que parla de totes les situacions en
què hom augmenta el seu patrimoni en un euro. És a dir, afirma de cop totes
les implicacions pi → pi+1. Per tant, queda formalitzada a través de la sèrie de
fórmules p0 → p1, p1 → p2, etc. Així, l’argument té aquesta forma:
p0
p0 → p1
p1 → p2
p2 → p3
...
p999999 → p1000000
p1000000 .
Tothom està d’acord que p0 és vertadera i p1000000 és falsa. També sembla
vertadera aquesta afirmació que diu que quan el pobre guanya un sol euro més
continua pobre, és a dir, totes les implicacions pi → pi+1 semblen vertaderes.
D’altra banda, fixem-nos que es tracta ni més ni menys que d’una aplicació
reiterada un milió de vegades del modus ponens i, per tant, l’argument és
correcte segons les definicions anteriors. I tanmateix les premisses són veritat
i la conclusió és falsa, situació que no es pot donar en un argument correcte (!).
Tenim, doncs, una paradoxa. Una paradoxa que ja descobriren els grecs i que
anomenaren paradoxa del sorites.8
Observem que el problema no rau en cap particularitat exclusiva del predicat
pobre. Podem generar paradoxes anàlogues amb altres predicats com ara alt,
calb, jove, calent o roig, perquè per a totes aquestes propietats tenim objectes
que clarament les satisfan i objectes que clarament no les satisfan i, a més,
podem enunciar implicacions del tipus «si un home és alt, també ho seria si fos
només un mil.límetre més baixet» que semblen vertaderes. Tot plegat permet
construir per cadascun una nova paradoxa del sorites. De fet, pràcticament
tots els predicats que usem en gairebé tots els àmbits de discurs són d’aquest
tipus. D’aquests predicats, en diem vagues. Ultra llur capacitat generadora
de paradoxes del sorites en podem donar una altra caracterització ben il-
luminadora: un predicat és vague si, i només si, hi pot haver objectes per als
quals ens resulta del tot impossible, perquè no sembla que estigui determinat,
dir si satisfan el predicat o no. D’aquests objectes, en diem casos fronterers.
Prenem el predicat alt com a exemple. No hauria de ser difícil convèncer-nos
que hi pot haver (i, de fet, hi ha) individus per als quals no està determinat si
8 Segons els testimonis que ens han arribat, sembla que el primer que la formulà fou Eubúlides
de Milet al segle iv aC en una versió que deia més o menys així: «Un sol gra de sorra no fa un piló
de sorra. Si a un conjunt de grans que no fan un piló hi afegim un sol gra, continua no essent un
piló. Per tant, cent mil milions de grans de sorra no fan un piló de sorra.» Piló en grec antic es
deia soros, i un sorites és una persona que fa pilons; d’aquí n’ha derivat el nom de la paradoxa.
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són alts o no. Hom podria replicar que tot aquest embolic rau senzillament
en el fet que una propietat com ara ser alt és ambigua i pot prendre diversos
significats en diversos contexts. Què vol dir ser alt? No és el mateix si estem
parlant d’individus d’una ètnia pigmea que si estem parlant de jugadors pro-
fessionals de bàsquet o d’infants d’una certa edat. És cert que hi ha aquest
factor d’ambigüitat, però la vaguetat és una altra cosa. En efecte, per tal que
no ens destorbi podem eliminar tota possible ambigüitat si fixem un context
concret; llavors veurem que la vaguetat persisteix. Diguem, per exemple, que
estem parlant de la població masculina adulta catalana contemporània i de
l’alçada dels seus individus. És clar que hi ha individus que satisfan el predicat
com ara alguns homes que fan 2,1 metres o 1,98 metres, per exemple. També
hi ha individus que no el satisfan, que definitivament no són alts, com ara tots
aquells que fan 1,65 metres. Ara bé, és alt un individu d’aquest conjunt que faci
1,79 metres? Qui podria donar una resposta inequívoca a aquesta pregunta?
En enfrontar-se a aquesta qüestió per primera vegada és difícil evitar caure
en la temptació de liquidar de cop el problema tot afirmant que es tracta
simplement d’una manca de definició del predicat. Sembla que si ens trobem
en aquesta enutjosa situació és senzillament perquè no hem aclarit d’entrada
el significat d’alt. Només cal que ens posem d’acord per a estipular-ne una
definició i la vaguetat s’esvairà. Diguem que són alts exactament aquells indivi-
dus amb una alçada igual o superior a 1,81 metres i el problema estarà resolt.
Així ja no hi haurà casos fronterers ni tampoc paradoxa del sorites, car alguna
de les premisses de l’argument serà falsa, per exemple una que digués «si un
home d’1,81 metres és alt, llavors també ho és un home d’1,809 metres». En
definir bé el predicat, el fem precís, el matematitzem, i certament eliminem
tota la problemàtica de la vaguetat. Però, lamentablement, això no contesta la
qüestió anterior. De fet, si pretenem respondre-la així, és que no l’hem entès.
La qüestió era si amb el significat, sigui el que sigui, que alt té en el llenguatge
quotidià que fem servir constantment per raonar, un individu d’1,79 metres
és alt o no. I no serveix de res dir que amb un altre significat que puguem
estipular és alt, o no ho és. Per tant, el problema persisteix i si la lògica (i la
intel.ligència artificial) pretén entendre què vol dir raonar correctament en tots
els contextos no el pot obviar.
D’altra banda, és important no confondre vaguetat i incertesa. Aquesta
darrera apareix en contextos en què manca informació, la qual cosa pot pro-
vocar que es desconegui el valor de veritat d’algunes proposicions rellevants.
Però això és conceptualment separable del fenomen de la vaguetat, ja que
aquesta no desapareix encara que tinguem tota la informació pertinent. Per
exemple, podem saber amb tota precisió les mides d’una persona i, en canvi,
ser incapaços de determinar si és alta o no. Tradicionalment la incertesa s’ha
tractat a través de la teoria de la probabilitat. Per a la vaguetat cal trobar algun
altre tipus de tractament.
De fet, recentment la vaguetat ha estat al centre d’un intens debat en el
camp de la filosofia analítica que ha generat diverses propostes de resolució
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del problema. A continuació les resumirem i comentarem molt breument.9
1. Solució nihilista. Els predicats vagues no tenen significat, car si en tin-
guessin les paradoxes del sorites ens portarien a un absurd.
2. Solució epistemicista. La vaguetat és un problema d’ignorància. Tots
els predicats tenen límits precisos, però en el cas dels predicats vagues
no sabem on són aquests límits. Els casos fronterers són aquells per
als quals no sabem, ni podem saber a causa de les nostres limitacions
epistemològiques, si cauen o no sota l’abast del predicat.
3. Solució supervaloracionista. El significat d’un predicat vague és el con-
junt de totes les maneres de fer-lo precís, anomenades precisions. Un
objecte compleix un predicat vague si en satisfà totes les precisions,10
mentre que no el compleix si no en satisfà cap precisió. Els casos fron-
terers són els casos restants, és a dir, aquells que compleixen algunes
precisions i no en compleixen d’altres.
4. Solució pragmatista. Els predicats vagues (fins i tot quan s’ha fixat el
context en què s’usen) no tenen un significat unívoc, sinó que depèn de
quin ús es faci del llenguatge. Un llenguatge vague és, de fet, un conjunt de
llenguatges precisos que recullen els possibles significats dels predicats
vagues. Segons la pragmàtica, és a dir, les convencions implícites que
regeixen la comunicació, els parlants usen en cada moment un predicat
vague en un dels seus possibles significats precisos. El casos fronterers
són aquells per als quals hi ha usos que els classifiquen afirmativament i
usos que els classifiquen negativament.
La primera proposta, la nihilista, és ràpidament descartable perquè és del tot
insatisfactòria. En lloc d’intentar resoldre el problema d’elucidar la semàntica
i la lògica de la vaguetat es rendeix d’entrada i ho declara impossible. Així
queda sense explicació el fet obvi que els humans aconseguim comunicar-nos i
raonar a través d’un llenguatge ple de predicats vagues. Deixem córrer aquesta
proposta. Les altres tres, en canvi, són intents seriosos de tractar el fenomen
discutit per una bona colla d’autors que de moment no han arribat a cap
acord sobre quina és la millor teoria. Fixem-nos que totes estan d’acord en
diversos punts quan s’enfronten a la paradoxa del sorites: la primera premissa
és vertadera, la conclusió és falsa i l’argument és correcte, per tant, el problema
ha de raure en alguna de les premisses restants (les de tipus pi → pi+1). Totes
aquestes propostes coincideixen a dir que alguna d’aquestes premisses és
falsa, però discrepen en els motius. Segons l’epistemicista, com que el predicat
té límits precisos, hi ha un darrer i tal que pi és vertader. Per tant, pi+1 és
9 En presentar una teoria de manera massa abreujada hom sempre corre el risc de caricaturitzar-
la o de donar-li un aspecte trivial que no tindria si fos explicada en tota la seva complexitat. En
qualsevol cas, remetem el lector interessat a conèixer amb tot detall les teories de la vaguetat a
les monografies [94] i [137].
10 La teoria exigeix que les precisions siguin admissibles, en el sentit que facin que el predicat
s’apliqui a tots els casos que clarament el compleixen i no facin que s’apliqui a cap objecte que
clarament no el compleix.
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falsa i la fórmula pi → pi+1 també ho és. És una proposta difícil d’empassar-
se perquè xoca de ple amb algunes intuïcions bàsiques que tenim sobre la
vaguetat (com ara que en els casos fronterers és indeterminat si el predicat s’hi
aplica o no perquè realment té límits imprecisos; en particular sembla bastant
increïble afirmar que hi ha un euro, no sabem quin, que diferencia el ric del
pobre). Però també s’ha de reconèixer a l’epistemicista l’audàcia de defensar
una posició d’entrada xocant que té l’avantatge de preservar completament la
lògica clàssica.
Les dues teories restants són variacions d’una mateixa idea:11 els significats
vagues s’expliquen a partir d’una col.lecció de significats precisos. Ambdues te-
ories diuen que els casos fronterers provenen de la possibilitat de classificar-los
diferentment en diverses maneres de fer precís el predicat. Per exemple, l’home
d’1,79 metres d’alçada és un cas fronterer perquè alt es pot fer precís posant
el tall a 1,82 metres i també posant-lo a 1,785 metres. El supervaloracionista
diu que la veritat d’un enunciat vague és la superveritat, és a dir, ser veritat
per a tota precisió dels termes. Hi ha enunciats que no són supervertaders
ni superfalsos, ja que algunes precisions els fan vertaders i d’altres no. Per
tant, es tracta de propostes que coincideixen amb l’epistemicisme a dir que hi
ha premisses pi → pi+1 que no són vertaderes, però ho fan en un context de
rebuig de la bivalència i que, per tant, revisa en part la lògica clàssica.
Totes aquestes teories pretenen donar una explicació fidedigna del fenomen
de la vaguetat, que descrigui quines són realment la lògica i la semàntica que
ens permeten raonar en presència de vaguetat. Cadascuna ho aconsegueix a
la seva manera i amb uns resultats teòricament més o menys satisfactoris.12
Tanmateix totes tenen un inconvenient d’ordre pràctic important i és que
no ofereixen mètodes efectius per implementar el raonament amb vaguetat.
L’epistemicisme és evident que no ho fa, ja que es queda en la postulació teòrica
de l’existència d’uns límits desconeguts del predicat. En efecte, assumim la
hipòtesi epistemicista i suposem que hem de programar un sistema que raoni
amb un predicat vague. Aleshores, com que la hipòtesi ens diu que aquest
predicat té un límits precisos, bé els haurem de col.locar en algun lloc. Però la
teoria no ens podrà dir on, ans al contrari, puix que els declara incognoscibles.
Tampoc un plantejament de tipus supervaloracionista seria de gaire més ajuda,
ja que en avaluar la veritat d’un enunciat que conté un predicat vague haurem
de tenir en compte totes les precisions que se’n poden fer. Però, com es calcula
el conjunt de totes les precisions? Si prenem un cas concret, el predicat alt de
nou, veurem que això és impossible a la pràctica. Per exemple, posar el tall
a 1,82 metres és una precisió admissible, ja que no fa que sigui alt cap dels
individus que definitivament no ho són; en canvi, no seria admissible posar-lo
a 1,63 metres perquè faria alts els d’1,65 metres i això no pot ser. Per tant, en
11 De fet, des del supervaloracionisme s’ha defensat que tota posició pragmatista acceptable no
és més que una reformulació del supervaloracionisme. Vegeu-ho a [94, capítol 6].
12 En particular, arriben a explicar el complex fenomen de la vaguetat d’ordre superior que aquí
estem ometent per manca d’espai.
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quin punt entre 1,82 i 1,63 hem de parar de definir precisions admissibles?13
No ho sabem. Resulta impossible, per tant, calcular-les efectivament totes i
així ens quedem sense poder implementar en general sistemes que raonin a la
manera del supervaloracionisme.
3 La lògica borrosa
Tanmateix, en el debat sobre la vaguetat, s’hi ha proposat també un altre
tipus de solució que volgudament hem exclòs de la llista anterior per tal de
tractar-la ací amb més profunditat. Ens referim a un conjunt de propostes
que es basen en la intuïció següent: el problema de les paradoxes del sorites
és que hi apareix un predicat vague que provoca que la veritat dels pi de les
premisses vagi disminuint fins a arribar a una conclusió completament falsa.
Què vol dir això? Ho entendrem més fàcilment a partir de l’exemple anterior
sobre pobres i rics. La fórmula p0 (un home que té exactament zero euros
és pobre) no ofereix cap mena de dubte: és vertadera. Diguem, de fet, que
és completament vertadera. Tampoc ens fa dubtar p1000000 (un home que té
exactament un milió d’euros és pobre): és falsa, completament falsa. Entre
l’una i l’altra tenim una llarga col.lecció de fórmules (un milió) que expressen
proposicions cada vegada menys vertaderes. Si p0 és completament vertadera,
podem dir que p1 pràcticament també ho és, però una miqueta menys, p2
encara una miqueta menys, i així anem baixant de grau de veritat fins a arribar
a la falsedat absoluta que expressa p1000000. És a dir, en aquest plantejament
es considera que la veritat és qüestió de grau. Cada proposició té un cert grau
de veritat comprès entre el totalment vertader i el totalment fals. Així, aquesta
proposta està d’acord amb la solució supervaloracionista pel que fa a refusar el
principi de bivalència, però ara aquest refús pot anar més enllà. Mentre que els
supervaloracionistes només admeten tres tipus de proposicions: les vertaderes
(supervertaderes, segons la seva terminologia), les falses (superfalses) i les que
no són ni una cosa ni l’altra, ara es permet que hi pugui haver tantes categories
com es vulgui entre la veritat total i la falsedat total.14 Metafòricament podríem
dir que en aquest plantejament se supera la categorització clàssica, que ho veu
tot de color blanc o negre, de tal manera que ara entre l’un i l’altre s’admet tota
una gamma de grisos.
No estem parlant, però, de simples intuïcions o d’una teoria filosòfica
que es quedi al nivell de l’especulació sobre certs principis inconcrets, sinó que
es tracta d’una proposta completament matematitzable. El pas fonamental cap
a aquesta matematització el féu Lotfi Zadeh el 1965 quan proposà a [138] la
13 Aquesta qüestió ens remet a l’esmentat fenomen de la vaguetat d’ordre superior que hem
decidit no desenvolupar aquí.
14 Cal dir, emperò, que les primeres solucions al problema de la vaguetat basades en alguna
teoria de graus de veritat tot just es mantenien en un plantejament trivalorat (vegeu-ne una
exposició històrica a [137, capítol 4]). Ara bé, ja eren plantejaments completament diferents
del supervaloracionista, ja que en lloc d’una semàntica de precisions oferien taules de veritat
per interpretar les fórmules en què, a diferència de les taules bivalorades de la lògica clàssica,
s’usaven tres valors de veritat.
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modelització dels predicats vagues com a conjunts borrosos, és a dir, conjunts
als quals els objectes pertanyen en un cert grau. Formalmet, un conjunt borrós
és un parell 〈X,µ〉 on X és un conjunt (en el sentit clàssic) i µ : X → [0,1] és
una funció (anomenada funció de pertinença) que envia cada objecte x ∈ X a
un nombre real µ(x) entre 0 i 1, que s’interpreta com el grau de pertinença
de l’objecte al conjunt borrós.15 Per exemple, per al predicat vague alt al qual
ens hem referit anteriorment, hom pot definir un conjunt borrós format per
X = [0,3,2,4] (el conjunt de les possibles alçades en metres) i la funció de
pertinença:
µ(x) =

0 si x ≤ 1,2,
5
3x − 2 si 1,2 ≤ x ≤ 1,8,
1 si x ≥ 1,8.
Aquest conjunt borrós modela alt de tal manera que els individus amb una
alçada superior a 1,8 metres són alts del tot (alts en grau 1), els que fan menys
d’1,2 metres no són alts en absolut (alts en grau 0) i els individus amb alçades
intermèdies tenen la propietat en un grau que varia linealment de 0 a 1. D’aquí
podem passar als graus de veritat de les proposicions tot estipulant que si un
individu a de l’univers de discurs té una alçada x ∈ X, aleshores la proposició
«a és alt» és vertadera en grau µ(x).16
Tanmateix, si ens prenem seriosament la proposta de modelar els predicats
vagues amb conjunts borrosos, caldrà que tinguem alguna manera de combinar
aquests conjunts, car bé haurem de considerar proposicions en què els pre-
dicats es combinin a través de disjuncions, conjuncions, negacions i d’altres
connectives lògiques habituals. Per exemple, per tenir una manera de donar va-
lors de veritat a la conjunció de dos predicats vagues, P i Q, podem considerar
sengles conjunts borrosos que els modelin, 〈X,µP〉 i 〈X,µQ〉, i prendre una fun-
ció binària tal que per a qualsevol x ∈ X calculi el grau en què x té la conjunció
de P i Q a partir de µP(x) i µQ(x). És a dir, es tracta de calcular la funció de
pertinença de la intersecció de dos conjunts borrosos tot aplicant punt a punt
una certa funció binària a les respectives funcions de pertinença. Igualment,
caldrà una altra funció binària per a la unió i una funció unària per al com-
plement. A aquest efecte Zadeh proposà les funcions min{x,y}, max{x,y} i
1− x respectivament per a la intersecció, la unió i el complement de conjunts
borrosos. Així, per exemple, tindríem que µP∧Q(x) =min{µP(x), µQ(x)}.
El 1969 Goguen anà més enllà i mostrà a [73] que els conjunts borrosos
podien també resoldre la paradoxa del sorites. Però per fer-ho necessità unes
15 Fixem-nos que aquesta definició generalitza d’una manera natural els conjunts clàssics, puix
que, com sap tothom, un conjunt clàssic es pot identificar amb la seva funció característica, és a
dir, una funció de l’univers a {0,1}.
16 Aquí és important recordar de nou l’advertiment que fèiem més amunt: cal no confondre
vaguetat i incertesa. Encara que l’assignació de graus veritat a [0,1] a través d’una funció de
pertinença ens pugui recordar l’assignació de probabilitats, es tracta de quelcom ben diferent.
Mentre que la probabilitat representa el grau de plausibilitat o de confiança que atribuïm al fet
que una proposició bivalorada (clàssica) sigui vertadera, la funció de pertinença ens diu quin
grau de veritat assignem a una proposició vague.
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funcions de combinació diferents d’aquelles que havia proposat Zadeh: les fun-
cions de veritat que Jan Łukasiewicz havia introduït per a certes lògiques
multivalorades (lògiques amb una semàntica que utilitza més de dos valors de
veritat). Per tant, abans de prosseguir amb el tractament de la vaguetat de
Goguen, caldrà que ens aturem un moment a examinar les lògiques de Łukasi-
ewicz.
Fou Łukasiewicz, de fet, qui introduí la primera lògica multivalorada de
la història17 el 1920 a [97]. Era una lògica de tres valors ideada per motius
aliens a la problemàtica de la vaguetat. Allò que volia tractar era la qüestió dels
futurs contingents. Segons Łukasiewicz, el principi de bivalència implica un
determinisme molt fort, ja que ens força a acceptar que totes les proposicions
són o bé vertaderes o bé falses, àdhuc aquelles que parlen sobre fets del
futur que encara no s’han esdevingut. En aquest sentit, segons la bivalència,
sembla que ja hauria d’estar determinat tot allò que succeirà en el futur. En
lloc d’això, troba més raonable afirmar que hi ha proposicions que de moment
no són vertaderes ni falses i els assigna un nou valor de veritat que anomena
possible. Si {0, 12 ,1} és el conjunt dels tres valors de veritat (0 per al fals, 12
per al possible i 1 per al ver), Łukasiewicz defineix les connectives lògiques
d’implicació i negació a través d’aquestes taules:
→ 0 12 1
0 1 1 1
1
2
1
2 1 1
1 0 12 1
¬
0 1
1
2
1
2
1 0
Observem que els valors clàssics, 0 i 1, es comporten com en la lògica clàssica
i que només ha calgut afegir-hi el comportament de 12 . El significat d’aquesta
ampliació de les taules es pot entendre bastant bé amb la idea següent: suposem
que V i F són els valors de veritat clàssics, i que els tres valors de Łukasiewicz
indiquen els valors (clàssics) que pot prendre una proposició. Mentre que
0 = {F} i 1 = {V} corresponen a les proposicions de valor de veritat totalment
determinat, les proposicions possibles són les que poden prendre en el futur
tant el valor F com el V i, per tant, els podem assignar un valor intermedi
1
2 = {V, F}. Aleshores, una manera de calcular una entrada de la taula per
als valors d’una proposició composta seria anar fent totes les combinacions
possibles entre els valors possibles de les components, tot suposant que V i
F es comporten clàssicament. Per exemple, 12 → 1 = 1 queda justificat amb la
igualtat {V, F} → {V} = {V}, puix que segons la implicació clàssica V → V = V
i F → V = V . Hi ha, però, una excepció en què aquesta interpretació falla: 12 → 12
hauria de ser 12 , però en canvi és 1. Aquesta irregularitat segurament l’explica
el fet que Łukasiewicz volgués preservar la veritat de la llei d’identitat: ϕ →ϕ.
17 Volem dir que fou el primer a publicar un treball sobre una lògica multivalorada. Avui sabem
que Charles Sanders Peirce en un manuscrit de 1909 ja havia desenvolupat independentment
una lògica trivalorada, però no la féu pública.
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El 1922 generalitza, com a exercici matemàtic que transcendeix ja la moti-
vació inicial, la lògica trivalorada a una lògica n-valorada per cada n ≥ 4, en
què el conjunt de valors de veritat és {0, 1n−1 , . . . , n−2n−1 ,1} i les connectives es
defineixen com
a→ b :=min{1,1− a+ b} (1)
¬a := 1− a. (2)
Finalment, el 1930 i amb Alfred Tarski (a [98]) fan servir aquestes funcions
per definir una lògica infinitovalorada sobre l’interval real [0,1]. A més de
la implicació i la negació, s’hi poden afegir altres connectives definides així:
a&b := ¬(a → ¬b), a ∨ b := (a → b) → b i a ∧ b := ¬(¬a ∨ ¬b). Es calcula
fàcilment que
a&b =max{0, a+ b − 1} (3)
a∨ b =max{a,b} (4)
a∧ b =min{a,b}. (5)
Així, algunes propietats de la conjunció clàssica queden repartides entre les
dues noves connectives & i ∧:
1. Per a qualssevol a,b i c, a&b ≤ c sii b ≤ a→ c (llei de residuació).
2. Per a qualssevol a i b, a → b = 1 sii a ∧ b = a si i només si a ≤ b
(∧ =min).
Amb aquestes funcions de veritat de la lògica infinitovalorada de Łuka-
siewicz, Goguen assolí una nova solució a la paradoxa del sorites. Vegem
com funcionaria en la formulació que n’hem fet aquí. Pobre és un predicat
vague i per tant interpretable amb un conjunt borrós. Considerem el conjunt
clàssic X = {0,1,2, . . . ,106} (el conjunt de les possibles quantitats d’euros
que pot tenir la persona de qui parlen les proposicions pn) i usem-lo per
definir un conjunt borrós 〈X,µ〉 de tal manera que el valor de veritat de la
proposició pn serà el grau de pertinença µ(n). Havíem quedat que p0 i p106
eren incontrovertiblement vertadera i falsa, respectivament. Per tant, fem
que µ(0) = 1 i µ(106) = 0. Per als valors restants fem que la funció de-
creixi uniformement tot definint ε = 10−6 i imposant que µ(n) = 1 − nε.
És clar que d’aquesta manera la primera premissa de la paradoxa és com-
pletament vertadera i la conclusió és completament falsa. Però, quin valor
prenen les premisses restants? Prenguem qualsevol n i computem el valor de
pn → pn+1. Si la implicació s’interpreta a la manera de Łukasiewicz, aleshores
µ(n)→ µ(n+1) = 1−µ(n)+µ(n+1) = 1−(1−nε)+(1−(n+1)ε) = 1−ε < 1.
Tenim, doncs, que totes aquestes premisses prenen el mateix valor i que no són
completament vertaderes, però s’hi acosten molt. Això resulta ben natural si
recordem que les premisses pn → pn+1 servien per a formalitzar conjuntament
una única proposició, «Si un home pobre guanya un euro, continua sent pobre»,
que intuïtivament és pràcticament vertadera. La paradoxa s’ha dissolt perquè ja
no tenim que de premisses completament vertaderes se’n dedueixi, mitjançant
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un raonament correcte, una conclusió completament falsa. A més, amb aquesta
explicació no tenim alguns dels aspectes contraintuïtius de les altres teories
de la vaguetat. Ara no hem de suposar que hi ha alguna fórmula pn → pn+1
que sigui falsa (com en la solució epistemicista) o que no tingui valor de veritat
(com en la supervaloracionista), sinó que ara totes són quasi vertaderes, sense
arribar a ser-ho del tot, la qual cosa explicaria per què ens sonen tan plausibles
i estem, en principi, disposats a creure-les.
Una rèplica òbvia que es pot fer a la proposta de Goguen és que la tria del
conjunt borrós i de l’operació d’implicació sembla totalment ad hoc i arbitrària.
Què ens assegura que aquesta tria sigui la més fidel a la realitat? La reacció
de la lògica borrosa a aquesta possible arbitrarietat ha estat mostrar que no
estem obligats a fer una única tria, sinó que hi ha una amplíssima varietat
de funcions que es poden usar per interpretar les connectives lògiques o,
equivalentment, les operacions entre conjunts borrosos. Així, el pas següent en
l’evolució que estem repassant consistí a observar quines són les propietats que
cal requerir a una funció per poder fer tal paper. Per exemple, sembla natural
requerir que les funcions per a la disjunció i la conjunció siguin associatives i
commutatives, que la funció per a la conjunció tingui l’1 com a element neutre,
o que la funció per a la disjunció tingui el 0 com a element neutre. Per tant,
s’obrí una etapa en l’evolució de la lògica borrosa que essencialment consistí
a cercar solucions a certs sistemes d’equacions funcionals que expressaven
les condicions requerides a les connectives lògiques i en què des de final de la
dècada dels setanta tingueren un paper destacat una colla de matemàtics dels
Països Catalans. En particular, a [7], Alsina, Trillas i Valverde proposaren per a la
intersecció de conjunts borrosos (conjuncions de predicats vagues) una classe
de funcions que havien aparegut en la teoria d’espais mètrics probabilístics
(vegeu [129, 130]): les normes triangulars. Per a les unions (disjuncions de
predicats vagues) proposaren llurs funcions duals, les conormes triangulars, i
per als complements (negacions de predicats vagues) les anomenades funcions
de negació feble, que ja havien estat estudiades a [132, 38] per Trillas, Esteva i
Domingo. Vegem-ne les definicions tot seguit.
7 Definició Una funció T : [0,1]2 → [0,1] és una norma triangular, o t-norma
per a més brevetat, si és associativa, commutativa, monòtona creixent a cada
argument i té l’1 com a element neutre.
És habitual usar una notació operacional del tipus a∗ b en lloc de T(a, b).
8 Definició Una funció S : [0,1]2 → [0,1] és una conorma triangular, o
t-conorma per a més brevetat, si és associativa, commutativa, monòtona crei-
xent a cada argument i té el 0 com a element neutre.
9 Definició Una funció N : [0,1] → [0,1] és una negació feble si compleix
que:
1. N(1) = 0.
2. Per a qualssevol a,b ∈ [0,1], si a ≤ b, llavors N(b) ≤ N(a).
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3. Per a qualsevol a ∈ [0,1], a ≤ N(N(a)).
Si en la darrera condició hi val la igualtat per a tot element, es diu que N és
una negació involutiva o forta.
Observem que aquestes classes contenen com a casos particulars les funci-
ons proposades anteriorment: la conjunció & de Łukasiewicz imin són t-normes,
max és t-conorma, i la funció 1− x és negació involutiva.
Pel que fa a les implicacions, es proposaren dues famílies de funcions:
• S-implicacions: funcions binàries que es defineixen a partir d’una t-conor-
ma S i una negació involutiva N fent a⇒ b := S(N(a), b).
• R-implicacions: funcions binàries que satisfan la llei de residuació res-
pecte d’una t-norma. És a dir, si ∗ és una t-norma i ⇒ és tal que
a∗ b ≤ c sii b ≤ a⇒ c pera qualssevol a,b, c ∈ [0,1] (6)
llavors ⇒ és R-implicació.
Les primeres són una manera natural de definir la implicació a partir de
la disjunció i la negació tal com es fa en la lògica clàssica. Pel que fa a les
R-implicacions, a [133] Trillas i Valverde justificaven que tenen l’avantatge
d’oferir un bon tractament de la regla del modus ponens. Recordem-la:
ϕ
ϕ → ψ
ψ.
Suposem que x i y són els valors de veritat de ϕ i ψ, respectivament. Per
funcionalitat, x ⇒ y és el valor de ϕ → ψ. Com que sovint no tindrem aquests
valors exactes, sinó aproximacions, el que pretenem és que a partir de fites
inferiors de x i x ⇒ y , es pugui calcular una fita inferior de y , és a dir, calcular
una fita inferior del valor de la conclusió de la regla a partir de fites inferiors
dels valors de les premisses. A més, és natural requerir que, com més alt sigui
el grau de veritat de les premisses, més alt sigui també el de la conclusió.
Podem prendre la conjunció de les premisses a través d’una t-norma ∗ puix
que, com ja sabem, són monòtones creixents en ambdós arguments. D’altra
banda, estem requerint que x ∗ (x ⇒ y) ≤ y i que això també passi quan es
prenen fites inferiors dels arguments. Per garantir-ho i fer que la regla sigui
tan potent com es pugui, podem fer que x ⇒ y prengui el màxim valor que
satisfaci aquesta desigualtat, és a dir: x ⇒ y :=max{z ∈ [0,1] : z ∗ x ≤ y}. És
obvi que aquesta definició equival a requerir la llei de residuació (6). En aquest
cas es diu que l’R-implicació ⇒ és el residu de ∗, i es diu també que ∗ és una
t-norma residuada. Fixem-nos que tota t-norma contínua és residuada. És el
cas, per exemple, de les dues t-normes que hem vist fins ara: el mínim i la de
Łukasiewicz. A partir d’ara les denotarem amb ∗min i ∗Ł (recordem que una
mica més amunt havíem denotat ∗Ł amb &), mentre que ⇒min i ⇒Ł seran llurs
residus respectius. Un altre exemple senzill de t-norma contínua és el producte
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usual de nombres reals. El denotem amb ∗Π i el seu residu amb ⇒Π. Heus ací
les expressions dels residus:
x ⇒min y =
{
1 si x ≤ y,
y altrament.
x ⇒Ł y =
{
1 si x ≤ y,
1− x +y altrament.
x ⇒Π y =
{
1 si x ≤ y,
y
x altrament.
Aquestes tres t-normes, a part de fornir-nos exemples elementals, esdevin-
gueren molt rellevants per a la lògica borrosa, car el 1957 Mostert i Shields
a [110] (i independentment Ling el 1965 a [96]) havien demostrat que tota
t-norma contínua es pot obtenir a partir d’aquestes tres mitjançant una senzilla
construcció anomenada suma ordinal. Per tant, ∗min, ∗Ł i ∗Π són anomenades
les tres t-normes contínues bàsiques.
A mitjan dècada dels vuitanta la teoria de conjunts borrosos havia assolit
un nivell de desenvolupament que li permetia establir-se com a base matemà-
tica per un gran nombre d’aplicacions tecnològiques que d’alguna manera o
altra havien de tractar de la vaguetat o, més en general, de la imprecisió.18 Els
conjunts borrosos modelaven els predicats imprecisos i tota una bateria de
funcions estudiades permetien combinar-los adequadament, entre les quals les
t-normes contínues gaudien de gran protagonisme com a bones modelitzacions
de la conjunció i adequades per a la inferència amb modus ponens en tant que
residuades. Es creia, malgrat que no s’havia demostrat, que la continuïtat era
equivalent a la residuació, car no es coneixia cap exemple de t-norma residuada
no contínua. I no només creixia el nombre d’aplicacions basades en la teoria
de conjunts borrosos, sinó que la teoria mateixa també s’engreixava a base de
desenvolupar tota una matemàtica borrosa en la qual es permetia que tots els
objectes tradicionals de la matemàtica fossin borrosos, és a dir, tipus especi-
als de conjunts borrosos que permetien flexibilitzar nocions tradicionalment
precises. Així, hom començà a parlar de nombres borrosos, funcions borroses,
relacions borroses, etc., i cadascun d’aquests nous tipus d’objecte era justificat
per mor de les aplicacions.
La lògica borrosa, a diferència de les altres propostes que hem comentat
a la secció anterior, havia esdevingut un conjunt d’eines matemàtiques que
permetien a la intel.ligència artificial una manipulació efectiva d’una part molt
important del problema de la vaguetat, ja que permetia modelitzar i operar
amb aquells predicats vagues que corresponen a conceptes graduals. Tanma-
teix aquest estat de coses no podia satisfer encara les inquietuds dels lògics
preocupats pel fenomen de la vaguetat i alhora receptius a les possibilitats
18 A grans trets podem dir que una informació és imprecisa si no és totalment descrita a partir
de conceptes i mesures exactes. La vaguetat n’és el cas particular, en què la inexactitud de la
informació prové de l’ús d’algun predicat per al qual típicament hi poden haver casos fronterers.
Un apropament matemàtic al problema de la vaguetat 251
dels conjunts borrosos com a tractament matemàtic del problema. Diem que
no en podien estar satisfets perquè aquesta teoria encara no havia rebut una
formulació acceptable des de la tradició de la lògica matemàtica. Tal com hem
vist en el cas de la lògica clàssica, tot sistema lògic que pretengui pertànyer de
ple dret al camp de la lògica matemàtica ha de ser presentat amb un llenguatge
ben estipulat que permeti determinar amb tota precisió amb quines expres-
sions formals es representen les proposicions i ha de tenir també una noció
ben definida de conseqüència que permeti determinar quins són els arguments
lògicament correctes. A més, cal que la noció de conseqüència admeti una
descripció semàntica a partir d’alguna noció de veritat, i també una descripció
sintàctica en forma de sistema de demostració (a l’estil de Hilbert o d’altres
tipus). I el cas era que la teoria de conjunts borrosos l’havien desenvolupat
investigadors provinents d’altres camps que simplement no s’havien ocupat
de dotar llur teoria d’aquestes formalitats lògiques. Finalment, s’emprengué
aquesta tasca i el gran artífex en fou el matemàtic txec, provinent de la tradició
de la lògica matemàtica pura, Petr Hájek. En una sèrie d’articles que culminaren
en el llibre [75] establí una ferma base sobre la qual s’erigí la lògica borrosa tal
com l’entenem avui dia. Com veurem, també hi feren contribucions essencials
alguns lògics matemàtics de casa nostra.
El primer pas en aquesta tasca no fou en realitat un nou desenvolupament
dels lògics borrosos, sinó la redescoberta i el reconeixement d’antics treballs
del camp de les lògiques multivalorades com a immensament útils en aquesta
empresa. Es tractava de recuperar els estudis que s’havien fet sobre les lògi-
ques basades en dues de les t-normes bàsiques: ∗Ł i ∗min. El primer cas és
el de la lògica infinitovalorada de Łukasiewicz a la qual ja ens hem referit.
Łukasiewicz i Tarski l’havien presentat a [98] de manera semàntica com la
lògica en el llenguatge {→,¬} (recordem que les connectives &,∧ i ∨ eren
definibles) en què les fórmules s’interpreten tot valorant les variables en l’in-
terval real [0,1] i les connectives primitives s’interpreten segons les funcions
a ⇒Ł b :=min{1,1− a+ b} i ¬Ła := 1− a. La noció de veritat corresponia al
valor 1 i la conseqüència lògica es definia com a preservació del valor 1, és a dir,
ϕ és conseqüència lògica de Γ si per tota valoració e en [0,1] tal que e(γ) = 1
per tota γ ∈ Γ , tenim que e(ϕ) = 1.
De fet, això resulta ser un cas particular d’un procediment habitual per
definir una lògica semànticament a partir d’una matriu lògica, és a dir, d’un
parell 〈A, F〉 en quèA és una àlgebra de valors de veritat en què s’interpreten
les variables i amb funcions que interpreten les connectives, mentre que F
és un subconjunt no buit de l’univers A de l’àlgebra que s’anomena filtre.
D’entre els valors de veritat de A, els de F són els que es consideren vertaders.
Aleshores la lògica es defineix així: Γ î〈A,F〉 ϕ, si per tota valoració e en A
tal que e(γ) ∈ F per tota γ ∈ Γ , tenim que e(ϕ) ∈ F . Per tant, la lògica de
Łukasiewicz és la donada per la matriu 〈〈[0,1],⇒Ł,¬Ł〉, {1}〉. Tenim, doncs, els
dos primers requisits: llenguatge i presentació semàntica. Ens falta un sistema
de demostració. Łukasiewicz ja era conscient d’aquesta mancança i intentà
donar-ne un. De fet, proposà un sistema a l’estil de Hilbert amb aquests cinc
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axiomes:
(Ł1) ϕ → (ψ →ϕ)
(Ł2) (ϕ → ψ)→ ((ψ → χ)→ (ϕ → χ))
(Ł3) ((ϕ → ψ)→ ψ)→ ((ψ →ϕ)→ϕ)
(Ł4) (¬ψ → ¬ϕ)→ (ϕ → ψ)
(Ł5) ((ϕ → ψ)→ (ψ →ϕ))→ (ψ →ϕ)
i modus ponens com a única regla d’inferència, i conjecturà que les tautologies
de la seva lògica infinitovalorada coincidien amb els teoremes d’aquest càlcul.
Però no aconseguí demostrar-ho. El 1935 Mordchaj Wajsberg afirmà que en
tenia una demostració però mai no arribà a fer-la pública. Finalment la conjec-
tura fou demostrada amb mètodes sintàctics el 1958 per Rose i Rosser a [127],
i amb mètodes algèbrics el 1959 per Chang a [20, 21]. El mateix any Meredith
mostrava a [101] que l’axioma (Ł5) era redundant, puix que es podia demostrar
a partir dels altres. I el 1963 Hay millorà el resultat de Rose, Rosser i Chang de
la manera següent:
10 Teorema ([86]) Considerem el llenguatge {→,¬}. Sigui `Ł la relació de de-
mostrabilitat induïda pel càlcul d’estil Hilbert proposat per Łukasiewicz. Ales-
hores, per tot conjunt finit de fórmules {ψ1, . . . ,ψn} i tota fórmula ϕ tenim:
{ψ1, . . . ,ψn} `Ł ϕ si, i només si, {ψ1, . . . ,ψn} î〈〈[0,1],⇒Ł,¬Ł〉,{1}〉 ϕ.
És a dir, no només els teoremes coincideixen amb les tautologies, sinó que
també les demostracions coincideixen amb les conseqüències lògiques amb un
nombre finit de premisses.
La segona redescoberta bibliogràfica correspongué a la lògica de la t-norma
∗min. El 1932 Kurt Gödel, amb l’objectiu de demostrar que no es podia donar
una semàntica completa finitovalorada per la lògica intuïcionista, havia consi-
derat a [70] una família infinita de matrius finites linealment ordenades en què
la conjunció s’interpretava com el mínim. El 1959 Dummett a [35] generalitzà
les matrius de Gödel a una matriu linealment ordenada numerable i demostrà
que la lògica associada era completa respecte d’un cert sistema de Hilbert que
definí. Hájek anomenà aquest sistema lògica de Gödel i demostrà que correspon,
de fet, a la lògica de la t-norma del mínim:
11 Teorema ([75]) Considerem el llenguatge {&,→,0} en què els dos primers
símbols són connectives binàries de conjunció i implicació i el darrer és una
constant (connectiva 0-ària) que significa la falsedat. Sigui G el sistema d’estil
Hilbert definit per Dummett i sigui `G la relació de demostrabilitat que indueix.
Aleshores, per tot conjunt Γ de fórmules i tota fórmula ϕ tenim: Γ `G ϕ si, i
només si, Γ î〈〈[0,1],∗min,⇒min,0〉,{1}〉 ϕ.
És interessant comentar que a G s’hi poden definir altres connectives així:
ϕ ∨ψ := ((ϕ → ψ) → ψ)&((ψ → ϕ) → ϕ) i ¬ϕ := ϕ → 0. A diferència de la
lògica Ł, aquí hi ha només una connectiva de conjunció, ja que & s’interpreta
com el mínim i, per tant, les dues conjuncions es converteixen en una de sola.
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Per tant, ja hi havia dues lògiques infinitovalorades ben definides que
corresponien a sistemes de raonament amb vaguetat basats en t-normes con-
tínues. Mancava, emperò, estudiar la lògica de la tercera t-norma contínua
bàsica: ∗Π. Aquesta tasca, Hájek la realitzà juntament amb els catalans Godo
i Esteva a [83] el 1996. En aquest article consideraren la lògica de la matriu
〈〈[0,1],∗Π,⇒Π,0〉, {1}〉 i trobaren un càlcul a l’estil de Hilbert, anomenat Π,
correcte i complet per les seves deduccions a partir de conjunts finits de
premisses.
Quedà ben clar que, quan es tractava de fornir bons fonaments segons la
tradició de la lògica matemàtica, els sistemes de lògica borrosa no resultaven
ser res més que certs tipus de lògiques multivalorades. Calgué, doncs, distingir
entre aquesta tasca i la que feia la majoria de la comunitat dels conjunts
borrosos. A tal efecte, Zadeh, amb l’autoritat del fundador, proposà a [139]
el binomi lògica borrosa en sentit ampli / lògica borrosa en sentit restringit
en el qual el primer terme denota l’activitat anteriorment descrita en què els
conjunts borrosos s’usen per a fer tot tipus de matemàtica borrosa orientada
a les aplicacions, mentre que el segon denota l’estudi dels fonaments, que
estem explicant, com a part de les lògiques multivalorades. Tanmateix el cas
és que quan, dins i fora de les matemàtiques, hom parla de lògica borrosa
a seques es refereix gairebé sempre a la lògica borrosa en sentit ampli de la
qual parlava Zadeh. És per això, i per tal d’evitar confusions desafortunades,
que en els darrers temps s’està consolidant la terminologia lògica borrosa
matemàtica19 per referir-se a la lògica borrosa en sentit restringit de manera
que quedi explícit que es tracta de la subdisciplina de la lògica matemàtica
que estudia els diversos sistemes de raonament desenvolupats per la lògica
borrosa, és a dir, les diverses lògiques borroses.
Un cop ja tenia ben identificades les lògiques de les tres t-normes contínues
bàsiques, Hájek s’enfrontà al problema de trobar un fragment comú a totes tres
que correspongués, no a una t-norma concreta, sinó al conjunt de totes les
t-normes contínues. Com que seria la mínima lògica basada en t-normes residu-
ades, es podria considerar la lògica borrosa bàsica. Amb aquest objectiu Hájek
proposà el sistema BL (abreviació de Basic fuzzy Logic) el 1998 a [75] com a
càlcul d’estil Hilbert en el llenguatge {&,→,0}. Altres connectives es definien
així: ϕ ∧ ψ := ϕ&(ϕ → ψ), ϕ ∨ ψ := ((ϕ → ψ) → ψ) ∧ ((ψ → ϕ) → ϕ) i
¬ϕ :=ϕ → 0 (com en el cas de Ł, és una lògica amb dues conjuncions: & té la
propietat de la residuació (6), mentre que ∧ es comporta com la funció mínim).
BL té els axiomes següents:
(BL1) (ϕ → ψ)→ ((ψ → χ)→ (ϕ → χ))
(BL2) ϕ&ψ →ϕ
(BL3) ϕ&ψ → ψ&ϕ
(BL4) ϕ&(ϕ → ψ)→ ψ&(ψ →ϕ)
19 I no lògica matemàtica borrosa, que podria tenir connotacions pejoratives.
254 Carles Noguera i Clofent
(BL5a) (ϕ → (ψ → χ))→ (ϕ&ψ → χ)
(BL5b) (ϕ&ψ → χ)→ (ϕ → (ψ → χ))
(BL6) ((ϕ → ψ)→ χ)→ (((ψ →ϕ)→ χ)→ χ)
(BL7) 0→ϕ
i modus ponens com a única regla d’inferència.
Hájek demostrà que les lògiques Ł, G i Π en són extensions axiomàtiques
(és a dir, que es poden obtenir simplement afegint algun axioma al sistema BL).
Concretament, Ł s’obté en afegir l’axioma d’involució:
(Inv) ¬¬ϕ →ϕ,
G s’obté en afegir l’axioma de contracció:
(Con) ϕ →ϕ&ϕ
i Π s’obté en afegir els axiomes de pseudocomplementació i cancel.lació:
(PC) ¬(ϕ ∧¬ϕ)
(Can) ¬¬χ → ((ϕ&χ → ψ&χ)→ (ϕ → ψ)).
Conjecturà que BL era un sistema complet respecte de la semàntica donada
per totes les matrius basades en t-normes contínues. La conjectura fou demos-
trada l’any 2000 per Cignoli, Esteva, Godo i Torrens a [22], tot completant els
darrers passos que mancaven en el treball anterior de Hájek [76]:
12 Teorema ([22]) Considerem el llenguatge {&,→,0}. Sigui BL el sistema d’estil
Hilbert definit per Hájek i sigui`BL la relació de demostrabilitat que indueix. Sigui
îBL la relació de conseqüència definida per: Γ îBL ϕ sii Γ î〈〈[0,1],∗,⇒∗,0〉,{1}〉 ϕ
per tota t-norma contínua ∗, és a dir, la relació de conseqüència semàntica
donada per totes les matrius basades en t-normes contínues. Aleshores, per
tot conjunt finit Γ de fórmules i tota fórmula ϕ tenim: Γ `BL ϕ si, i només si,
Γ îBL ϕ.
BL era, efectivament, la lògica de totes les t-normes contínues i llurs residus.
Però, era realment la lògica borrosa bàsica?
L’any 1995, a [54], s’havia trobat finalment un exemple de t-norma no
contínua, però que tanmateix tenia residu, l’anomenada t-norma del nilpotent
mínim:
x ∗NM y =
{
0 si x ≤ 1−y,
min{x,y} altrament.
x ⇒NM y =
{
1 si x ≤ y,
max{1− x,y} altrament.
En vista d’aquest exemple, Esteva i Godo s’adonaren que la condició necessària
i suficient per tal que una t-norma fos residuada no era la continuïtat, sinó la
continuïtat per l’esquerra. Per tant, es proposaren trobar una lògica més dèbil
que la BL de Hájek, que fos completa respecte de totes les t-normes residuades.
A l’article [42] de l’any 2001 hi proposaren un sistema d’estil Hilbert, anomenat
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MTL (abreviació de Monoidal T-norm based Logic) tot conjecturant que era
complet respecte de la semàntica donada per totes les t-normes contínues per
l’esquerra i llurs residus. Els axiomes de MTL són:
(MTL1) (ϕ → ψ)→ ((ψ → χ)→ (ϕ → χ))
(MTL2) ϕ&ψ →ϕ
(MTL3) ϕ&ψ → ψ&ϕ
(MTL4) ϕ ∧ψ →ϕ
(MTL5) ϕ ∧ψ → ψ∧ϕ
(MTL6) ϕ&(ϕ → ψ)→ϕ ∧ψ
(MTL7a) (ϕ → (ψ → χ))→ (ϕ&ψ → χ)
(MTL7b) (ϕ&ψ → χ)→ (ϕ → (ψ → χ))
(MTL8) ((ϕ → ψ)→ χ)→ (((ψ →ϕ)→ χ)→ χ)
(MTL9) 0→ϕ
i el modus ponens n’és l’única regla d’inferència.
La conjectura fou demostrada l’any següent per Jenei i Montagna:
13 Teorema ([93]) Considerem el llenguatge {&,→,∧,0}. Sigui MTL el sistema
d’estil Hilbert definit per Esteva i Godo i sigui `MTL la relació de conseqüència
que indueix. Sigui îMTL la relació de conseqüència definida per: Γ îMTL ϕ sii
Γ î〈〈[0,1],∗,⇒∗,min,0〉,{1}〉 ϕ per tota t-norma contínua per l’esquerra ∗. Aleshores,
per tot conjunt Γ de fórmules i tota fórmula ϕ tenim: Γ `MTL ϕ si, i només si,
Γ îMTL ϕ.
BL s’obté com a extensió de MTL en afegir l’axioma de divisibilitat:
(Div) ϕ ∧ψ →ϕ&(ϕ → ψ)
És precisament l’absència d’aquesta llei a MTL el que fa que la conjunció ∧
no sigui definible i calgui posar-la com a connectiva primitiva.
Per tant, quedava clar que el sistema MTL d’Esteva i Godo era una lògica
més feble que la BL de Hájek i més digna de ser anomenada la lògica borrosa
bàsica, ja que corresponia a la semàntica de totes les t-normes contínues per
l’esquerra i era, per tant, la mínima lògica basada en alguna semàntica de
t-normes residuades.
4 L’estudi algèbric de les lògiques borroses
Hem vist a la segona secció que la lògica clàssica gaudeix d’una semàntica
basada en l’àlgebra de Boole de dos elements B2 (més concretament, basada en
la matriu 〈B2, {1}〉). No obstant això, és ben sabut que també se li pot donar
una semàntica basada en la classe de totes les àlgebres de Boole (reticles fitats
distributius i complementats) de les quals B2 és l’exemple no trivial més senzill.
La classe de totes les àlgebres de Boole, diguem-ne BA, té una propietat molt
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rellevant per a l’àlgebra universal:20 és definible per mitjà d’equacions, és a dir,
per descriure l’estructura que ha de tenir una àlgebra per a ser considerada
de Boole en tenim prou amb una sèrie d’equacions que cal que els elements
satisfacin:
14 Definició Una estructuraA = 〈A,∧,∨,¬,0,1〉 és una àlgebra de Boole si
satisfà les equacions següents:21
Equacions de reticle fitat i distributiu:
1. x ∧y ≈ y ∧ x, x ∨y ≈ y ∨ x
2. x ∧ (y ∧ z) ≈ (x ∧y)∧ z, x ∨ (y ∨ z) ≈ (x ∨y)∨ z
3. x ∧ x ≈ x, x ∨ x ≈ x
4. x ≈ x ∧ (x ∨y), x ≈ x ∨ (x ∧y)
5. x ∨ 0 ≈ x, x ∧ 1 ≈ x
6. x ∧ (y ∨ z) ≈ (x ∧y)∨ (x ∧ z)
Equacions de complementació:
7. x ∧¬x ≈ 0, x ∨¬x ≈ 1
L’operació que interpreta la connectiva clàssica d’implicació es defineix així:
a→ b := ¬a∨ b. Com en tot reticle, s’hi pot definir un ordre tot imposant que
per a qualssevol a,b ∈ A, a ≤ b sii a∧ b = a.
Les classes d’àlgebres definibles per equacions s’anomenen varietats. L’àl-
gebra universal ha demostrat (el cèlebre teorema de Birkhoff de 1935) que
una classe d’àlgebres és una varietat si, i només si, és tancada per a la for-
mació d’imatges homomorfes, subàlgebres i productes directes. Donada una
classe K qualsevol d’àlgebres del mateix tipus, hom pot demanar-se quina és
la mínima classe amb aquestes propietats que la conté, l’anomenada varietat
generada per K, que denotem V(K). En el cas de les àlgebres de Boole resulta
que V(B2) = BA, és a dir, B2 genera tota la varietat de les àlgebres de Boole.
Això, en el fons, explica el fet que la semàntica es pugui reduir a prendre només
l’àlgebra de dos elements.
És molt habitual que en l’estudi de lògiques no clàssiques hom trobi que
els correspon de manera natural una semàntica basada en alguna varietat
d’àlgebres. És el cas de la lògica intuïcionista, que resulta ésser completa
respecte de la varietat de les àlgebres de Heyting, HA:22
20 L‘àlgebra universal és la branca de la matemàtica que estudia de manera abstracta totes les
estructures algèbriques possibles. El lector interessat pot trobar-ne un magnífic manual a [17].
21 Escrivim les equacions amb el símbol ≈ no pas per denotar una igualtat aproximada, que no
ho és, sinó perquè en el context de l’àlgebra universal s’hi estudien les equacions algèbriques com
a objectes formals i cal distingir llur símbol d’igualtat d’aquell que usem en el metallenguatge.
Per exemple, que una àlgebraA compleixi l’equació x ∧y ≈ y ∧ x significa que a∧ b = b ∧ a
per a qualssevol a,b ∈ A.
22 Se’n pot veure la demostració juntament amb una bona introducció a la matèria per exemple
a [19].
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15 Definició Una estructuraA= 〈A,∧,∨,→,0,1〉 és una àlgebra de Heyting
si és un reticle fitat i distributiu i, a més, satisfà la condició de pseudocomple-
mentació relativa:
per a qualssevol a,b, c ∈ A, a∧ c ≤ b sii c ≤ a→ b (és a dir, la llei de residua-
ció de ∧ respecte de →). L’operació que interpreta la connectiva de negació es
defineix així: ¬a := a→ 0.
Es demostra que la condició de pseudocomplementació relativa també és
expressable mitjançant equacions i, per tant, HA és una varietat. De fet, BA és
una subvarietat de HA (tota àlgebra de Boole és àlgebra de Heyting, però no al
revés) i això fa que la lògica intuïcionista sigui més dèbil que la clàssica, és a
dir, demostra menys proposicions. Per exemple, la llei del terç exclòs, ϕ ∨¬ϕ,
és una tautologia per a la lògica clàssica, però no ho és per a la intuïcionista
(observem que correspon a la propietat de complementació de les àlgebres, que
val a BA, però que en general falla a HA).
També per a les lògiques borroses s’han trobat semàntiques basades en
varietats d’àlgebres, que contenen com a casos particulars les estructures
definides per t-normes residuades que hem vist a la secció anterior. Això fa que
també aquestes lògiques es puguin estudiar amb les eines i els mètodes de la
lògica algèbrica.23 En introduir MTL, Esteva i Godo ja hi associaren una classe
d’àlgebres que generalitzaven les que Hájek havia proposat per a l’estudi de BL.
16 Definició Una estructura A = 〈A,&,→,∧,∨,0,1〉 és una MTL-àlgebra si
〈A,∧,∨,0,1〉 és un reticle fitat i distributiu,24 〈A,&,1〉 és un monoide commu-
tatiu en què & és monòtona creixent en cada argument respecte de l’ordre del
reticle, és residuada (és a dir tal que & i → compleixen la llei de residuació) i, a
més, s’hi compleix l’equació de prelinealitat: (x → y)∨ (y → x) ≈ 1.
És clar que la classe de totes les MTL-àlgebres, MTL, també és una vari-
etat. Esteva i Godo demostren a [42] que dóna una semàntica completa pel
càlcul MTL. La semàntica de t-normes és una restricció de MTL, ja que per
a tota t-norma contínua per l’esquerra ∗, l’estructura [0,1]∗ = 〈[0,1],∗,
⇒∗,min,max,0,1〉 és una MTL-àlgebra. Recíprocament, és fàcil veure que en
tota MTL-àlgebra definida sobre l’univers [0,1], l’operació & ha de ser una
t-norma contínua per l’esquerra. Per tant, les MTL-àlgebres sobre [0,1] són
exactament les donades per t-normes contínues per l’esquerra. Com que consti-
tueixen la semàntica que motivà la creació de MTL, les anomenem MTL-àlgebres
estàndard i el conjunt l’anomenem semàntica estàndard.
Si a la definició anterior li traiem la condició de prelinealitat, s’obté un
tipus d’estructura, els reticles fitats i residuats, que ja havia estat estudiada
anteriorment. Es tracta de la varietat que dóna una semàntica a l’anomenada
lògica monoidal (ML, per a més brevetat) definida el 1995 per Höhle a [87].
MTL és, doncs, l’extensió del sistema ML que s’obté en afegir l’axioma de
prelinealitat:
23 Entenem per lògica algèbrica la branca de la lògica matemàtica que estudia els sistemes
lògics amb recursos algèbrics.
24 Es pot demostrar que la distributivitat és una propietat redundant en aquesta definició.
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(Lin) (ϕ → ψ)∨ (ψ →ϕ).
Això justifica que Esteva i Godo la bategessin com a Monoidal T-norm
based Logic. D’altra banda, ML resultava ser equivalent, segons demostrà el
japonès Ono (vegeu [120, 119]), al sistema FLew , una de les anomenades lògiques
subestructurals25 en què falla la llei de contracció. Com que MTL és una extensió
de FLew que tampoc satisfà la contracció, tot plegat ens permet considerar
la lògica MTL (i moltes de les seves extensions) des de tres punts de vista o
tradicions lògiques diferents:
• com a lògica borrosa, perquè és completa respecte d’una semàntica de
t-normes residuades,
• com a lògica multivalorada, perquè és completa respecte d’una semàntica
d’àlgebres de més de dos valors, i
• com a lògica subestructural, perquè forma part de la família de les lògi-
ques sense contracció.
A més, els catalans Adillon i Verdú demostraren l’any 2000 a [2] que la
lògica FLew , i per tant ML, és algebritzable en el sentit establert per Blok i
Pigozzi a [14]. Això significa que la classe dels reticles fitats i residuats no
només forneix una semàntica completa per ML, sinó que a més hi ha un vincle
molt fort entre la lògica i la varietat en el sentit tècnic següent:
17 Definició Sigui L = {&,→,∧,∨,0,1} el llenguatge del sistema ML i sigui RL
la varietat dels reticles fitats i residuats. Sigui EqL el conjunt de les equacions
(igualtats formals de fórmules) en el llenguatge L. Donat un conjunt d’equacions
Λ ⊆ EqL i una equació ϕ ≈ ψ ∈ EqL, diem que ϕ ≈ ψ és conseqüència
equacional (relativa a RL) de Λ, si per a totaA∈ RL i tota valoració e enA tal
que e(α) = e(β) per a tota α ≈ β ∈ Λ, tenim e(ϕ) = e(ψ). Ho denotem amb
Λ îeqRL ϕ ≈ ψ.
18 Teorema ML és una lògica algebritzable en el sentit de Blok i Pigozzi i RL és
la seva semàntica algèbrica equivalent. Això vol dir que es compleixen les quatre
condicions següents:
1. Per a tot Γ ⊆ FmL i tota ϕ ∈ FmL, Γ `ML ϕ sii {γ ≈ 1 | γ ∈ Γ} îeqRL ϕ ≈ 1.
2. Per a tot Λ ⊆ EqL i tota ϕ ≈ ψ ∈ EqL, Λ îeqRL ϕ ≈ ψ sii {α ↔ β | α ≈ β ∈
Λ} `ML ϕ ↔ ψ.
3. ϕ ≈ ψ îeqRL ϕ ↔ ψ ≈ 1 i ϕ ↔ ψ ≈ 1 îeqRL ϕ ≈ ψ.
4. ϕ `ML ϕ ↔ 1 i ϕ ↔ 1 `ML ϕ.
on ϕ ↔ ψ := (ϕ → ψ)&(ψ →ϕ).
Tenim, per tant, que la relació de demostrabilitat de la lògica és equivalent
a la conseqüència equacional de la varietat a través de dues traduccions: una
25 Les lògiques subestructurals són aquells sistemes no clàssics en què falla alguna de les
anomenades regles estructurals: l’intercanvi, la debilitació o la contracció. El lector interessat pot
consultar les monografies [62, 121, 125].
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que passa de fórmules a equacions (a una fórmula ϕ li correspon l’equació
ϕ ≈ 1) i una altra que fa el camí contrari (a una equació ϕ ≈ ψ li correspon la
fórmula ϕ ↔ ψ). A més les traduccions són inverses l’una de l’altra en el sentit
que, si n’apliquem una i després l’altra, recuperem el mateix objecte mòdul
equivalència. Aquesta connexió, a més, l’hereten les extensions axiomàtiques
de ML:
19 Teorema Les extensions axiomàtiques de ML i les subvarietats de RL es
corresponen bijectivament de la manera següent:
• Donat Γ ⊆ FmL, sigui L la lògica que s’obté en afegir a ML les fórmules
de Γ com a axiomes. Aleshores, L és una lògica algebritzable amb les
mateixes traduccions que ML i la seva semàntica algèbrica equivalent és la
subvarietat L de RL que s’obté en afegir les equacions {γ ≈ 1 | γ ∈ Γ}.
• Donat Λ ⊆ EqL, sigui L la varietat que s’obté en afegir a RL les equacions
de Λ. Aleshores, L és la semàntica algèbrica equivalent (amb les mateixes
traduccions que ML) de la lògica L que s’obté en afegir a ML les fórmules
{α ↔ β | α ≈ β ∈ Λ} com a axiomes.
Per tant, en particular tenim que MTL és algebritzable i que té com a semàn-
tica algèbrica equivalent la varietat MTL. I el mateix val per a totes les seves
extensions axiomàtiques.26 Així, tenim una semàntica algèbrica equivalent per
a cadascuna de les lògiques borroses que hem esmentat (en el cas de Ł coinci-
deix amb la varietat de les MV-àlgebres que introduí Chang precisament per
demostrar la conjectura de Łukasiewicz). D’altra banda, hom pot demostrar
que la varietat associada a G és una subvarietat de HA (concretament, la de
les àlgebres de Heyting que satisfan la prelinealitat) i és clar que HA es pot
veure com a subvarietat de RL (la subvarietat en què les operacions & i ∧
coincideixen). Finalment, fixem-nos que BA és subvarietat de totes les varietats
que hem anomenat, perquè en qualsevol reticle fitat i residuat els elements 0 i
1 constitueixen una subàlgebra isomorfa a B2. Tot plegat ens mostra que totes
les lògiques que hem considerat fins ara formen part d’una mateixa família de
lògiques algebritzables.27
El fort lligam entre lògiques i classes d’àlgebres que estableix l’algebritzabi-
litat permet demostrar una sèrie de resultats que connecten propietats de les
lògiques amb propietats algèbriques equivalents. Són els anomenats teoremes
26 El resultat es pot millorar i estendre l’algebritzabilitat a totes les extensions finitàries de
MTL (o de ML), incloent-hi aquelles en què també s’afegeixen regles d’inferència. Aleshores, la
correspondència s’estableix entre extensions finitàries i subquasivarietats (una noció que estén
la de varietat). Vegeu-ne els detalls a [14] per a qualsevol lògica algebritzable.
27 Una sèrie d’investigacions dels darrers anys han eixamplat substancialment el marc de
RL i les seves subvarietats a base de considerar estructures més febles: reticles no fitats, o no
commutatius, o en què l’element màxim no és l’element neutre del monoide. Aquest plantejament,
evidentment, transcendeix de bon tros el marc de les lògiques borroses basades en t-normes
residuades, i correspon més aviat a un estudi algèbric de les lògiques subestructurals. Vegeu-ho
a [62].
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de pont.28 Així ha quedat ben establert que les lògiques borroses es poden
estudiar amb tota l’artilleria de la lògica algèbrica i avui ja tenim una bona colla
de treballs en aquesta direcció.
Un factor decisiu en aquest estudi i que és molt particular de les extensions
de MTL és el paper que hi tenen les àlgebres linealment ordenades, les anome-
nades cadenes, ja que totes les àlgebres es poden representar a partir de les
cadenes en el sentit tècnic següent provinent de l’àlgebra universal:
20 Definició Una àlgebra A és representable com a producte subdirecte de
la família {Ai | i ∈ I} si existeix una immersió deA en el producte directe de
la família, h :A→∏i∈IAi, tal que, per a qualsevol i ∈ I, la composició de h
amb la projecció i-èsima és exhaustiva.
21 Teorema ([42]) Tota MTL-àlgebra és representable com a producte subdirec-
te de MTL-cadenes.
22 Corol.lari ([42]) MTL és completa respecte de la semàntica donada per les
MTL-cadenes.
Aquests resultats s’hereten per subvarietats i, per tant, totes les extensions
axiomàtiques de MTL gaudeixen d’aquesta completesa respecte de la semàntica
de cadenes. Des del punt de vista algèbric això significa que, en gran part,
l’estudi d’aquestes varietats es redueix a l’estudi dels seus membres linealment
ordenats. A continuació repassem breument les principals fites en l’estudi
algèbric de les extensions de MTL:
• MV-àlgebres: Són les àlgebres associades a una lògica borrosa, Ł, que
s’han estudiat des de fa més temps (des que Chang les introduí el 1958)
i se’n té un coneixement realment molt profund. Són estructures equi-
valents a les àlgebres de Wajsberg estudiades a [126, 60]. En particular,
se’n coneix l’estructura de tot el reticle de subvarietats29 i les equacions
que les defineixen, o equivalentment podem dir que es coneixen totes les
extensions axiomàtiques de la lògica de Łukasiewicz (vegeu-ho a [95, 33]).
Pel que fa a l’estudi de subquasivarietats, Joan Gispert i Antoni Torrens
hi han fet importants contribucions (vegeu-ho a [65, 66, 68]). El fet fo-
namental que ha permès l’estudi en profunditat d’aquestes àlgebres ha
estat llur estreta relació amb un tipus d’estructura algèbrica ben conegu-
da: els grups abelians reticulats. Chang ja formulà una relació entre les
28 S’ha desenvolupat tota una teoria que estudia els sistemes lògics i els diversos tipus de
connexió que poden tenir amb semàntiques algèbriques, tot establint els teoremes de pont dels
quals gaudeixen en cada cas. Es tracta de la lògica algèbrica abstracta (vegeu una introducció a la
matèria a [59] i, en aquesta mateixa revista, a [56]).
29 Els ordres reticulars són aquells en què donat un parell d’elements sempre n’existeix el
suprem i l’ínfim. Com que, fixat un llenguatge, la intersecció de famílies arbitràries de varietats
és varietat, no costa gaire mostrar que la inclusió dóna de fet un ordre reticular. Per tant, donada
una varietat podem parlar del reticle de les seves subvarietats. Tot això val anàlogament per a
les quasivarietats.
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MV-cadenes i els grups abelians linealment ordenats amb unitat positi-
va, i Mundici ho millorà a [111] tot obtenint una equivalència categorial
entre la categoria de les MV-àlgebres i la dels grups abelians reticulats
amb unitat forta. És notable també el resultat de McNaughton [99] que
caracteritza totes les funcions definibles a la MV-àlgebra estàndard com a
funcions contínues definides a trossos per polinomis lineals amb coefici-
ents enters. La monografia [23] recull en gran part el coneixement actual
sobre MV-àlgebres.
• Π-àlgebres: Cignoli i Torrens han estudiat la varietat de les Π-àlgebres a
[24]. Demostren que hi ha una equivalència natural entre una subcategoria
de Π-àlgebres i la categoria dels grups abelians reticulats i en conclouen
que l’única subvarietat no trivial de Π-àlgebres és BA. Per tant, l’única
extensió axiomàtica consistent de Π és la lògica clàssica. A més, recent-
ment, s’ha demostrat a [30] que tampoc no hi ha cap subquasivarietat no
trivial de Π-àlgebres llevat de BA i, per tant, tampoc cap extensió finitària
de Π llevat de la lògica clàssica. En aquest sentit podem dir que Π és una
lògica borrosa maximal. Són interessants també els resultats de [9] sobre
traduccions entre Π i la lògica de Łukasiewicz.
• G-àlgebres: L’estructura de les subvarietats de G és molt senzilla. Si per
a cada n, Gn denota la G-cadena de n-elements, tenim que les úniques
subvarietats són: V(G1) ⊆ V(G2) ⊆ . . . ⊆ V(Gn) ⊆ V(Gn+1) ⊆ . . . ⊆ G, i
clarament V(G1) conté només l’àlgebra trivial i V(G2) = BA. Cada V(Gn)
queda axiomatitzada per l’equació
∨
i<n(xi → xi+1) ≈ 1 (aquests resultats
es poden trobar, per exemple, a [74]). A més, dels resultats de [36] i [30]
se’n segueix que aquestes també són les úniques subquasivarietats.
• BL-àlgebres: No s’ha trobat una descripció completa de l’estructura de
subvarietats de BL, però el fet que les cadenes es puguin expressar com
a sumes ordinals dels tres tipus bàsics ha permès assolir resultats molt
significatius. En particular se sap que conté un continu de subvarietats,
s’han axiomatitzat les varietats generades per àlgebres estàndard i s’han
estudiat la representació funcional i propietats d’amalgamació. Vegeu-ho
a [3, 4, 32, 34, 46, 131, 104, 5].
• NM-àlgebres: L’estructura del reticle de subvarietats de la varietat gene-
rada per la t-norma del nilpotent mínim de Fodor (recordem que no és
una varietat de BL-àlgebres perquè la t-norma només és contínua per l’es-
querra) ha estat completament descrita, amb axiomatitzacions, per Joan
Gispert a [67].
• Altres tipus de MTL-àlgebres: La manca d’un bon teorema de represen-
tació que valgui per a totes les MTL-cadenes fa molt difícil la descripció
en general de l’estructura de subvarietats de MTL. Tanmateix darrera-
ment hi ha hagut avenços significatius en diverses regions del reticle:
àlgebres cancel.latives [88, 89, 90, 91], àlgebres feblement cancel.latives
[106], àlgebres perfectes i bipartides [114, 115], àlgebres n-contractives
[18, 69, 92], àlgebres del nilpotent mínim feble [116] o àlgebres correspo-
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nents a t-normes regulars [134]. Gran part d’aquests resultats es troben a
la monografia [113].
5 Recerca actual i línies de futur
Des que la lògica borrosa matemàtica ha esdevingut una branca de la lògica
matemàtica de ple dret, s’hi ha consolidat una agenda de recerca genuïnament
típica de la disciplina en què s’emmarca. Pràcticament tots els àmbits de la
lògica matemàtica forneixen eines, perspectives i problemes importants per a
les lògiques borroses. A grans trets, podríem esquematitzar-ho de la manera
següent:30
1. Lògica algèbrica: A la secció anterior ens hem referit a l’estudi algèbric de
les extensions de MTL, però des de la lògica algèbrica també s’han fet uns
quants estudis de les seves expansions, és a dir, de lògiques borroses amb
més poder expressiu que s’obtenen en afegir connectives addicionals al
llenguatge de MTL (vegeu [8, 45, 58, 44, 53]), i també dels seus fragments,
o sia, lògiques amb menys connectives (vegeu [28, 16, 1, 43]). Altres
treballs han mostrat la relació entre les semàntiques algèbriques i les
semàntiques relacionals a l’estil de Kripke (vegeu [107, 108, 109]).
2. Teoria de models: L’estudi de les lògiques de primer ordre ha comportat
el desenvolupament d’una incipient teoria de models per a les lògiques
borroses. Són especialment significatius els resultats de [27, 26].
3. Teoria de conjunts: Alguns treballs desenvolupen una teoria axiomàtica
de conjunts basada en lògiques borroses (vegeu [136, 82, 80]). A més,
amb voluntat de fornir una fonamentació axiomàtica a tota la matemàtica
borrosa, aquesta teoria de conjunts s’ha estès a una teoria de classes
borroses d’ordre superior (vegeu [10, 12, 13]).
4. Teoria de la prova: A part dels mencionats càlculs a l’estil de Hilbert, s’ha
fet i es continua fent una intensa recerca enfocada a trobar altres sistemes
de prova per a les lògiques borrosos. Vegeu-ho a la monografia [103].
5. Teoria de la recursió (o de la computabilitat): S’ha estudiat la complexi-
tat computacional d’un bon nombre de lògiques decidibles, i la complexi-
tat aritmètica d’altres lògiques indecidibles. Vegeu-ho a [6, 81].
6. Teoria de jocs: S’han desenvolupat, i es continua fent, interpretacions
de les lògiques borroses a partir de diversos tipus de jocs: jocs dialògics
[63, 64, 51], jocs de Rényi-Ulam [112, 105] i jocs d’avaluació [29].
7. Filosofia de la lògica: Altres treballs estudien específicament el paper de
les lògiques borroses en el tractament de problemes lògics, com són les
paradoxes de la vaguetat [50, 84, 122] o la paradoxa del mentider [85].
30 No pretenem donar una bibliografia exhaustiva que demostri amb detall el volum d’aquesta
recerca, sinó que ens limitarem a donar les referències més rellevants o que contenen exposicions
més completes de cada matèria.
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8. Aplicacions: Part del desenvolupament teòric de la lògica borrosa mate-
màtica es fa enfocada a diversos tipus d’aplicacions com ara la programa-
ció lògica [135], el raonament possibilístic i probabilístic per al tractament
de la incertesa [71, 72], les lògiques descriptives i les ontologies [79], o el
raonament amb similaritats [39].
És previsible que totes les línies actuals de recerca que acabem de mencionar
es continuïn desenvolupant a nivells més profunds durant els propers anys,
però d’altra banda també es comencen a notar certs indicis que apunten cap a
un eixamplament del marc de la lògica borrosa matemàtica. Hem argumentat
més amunt que, segons el paradigma de les lògiques basades en t-normes
residuades, el sistema MTL és la mínima lògica borrosa i que, per tant, l’estudi
de les lògiques borroses es redueix a l’estudi de les extensions i expansions de
MTL que tenen completesa estàndard. Tanmateix s’està començant a proposar
un paradigma més ampli, com dèiem suara. En efecte, al recent article [11]
Beˇhounek i Cintula defensen la tesi segons la qual allò distintiu o característic
de les lògiques borroses no és el fet que gaudeixin d’un teorema de completesa
respecte d’una semàntica de t-normes residuades, sinó que tinguin una semàn-
tica completa d’àlgebres linealment ordenades, és a dir, de cadenes qualssevol.
Segons aquests autors, no cal exigir que la interpretació d’una lògica borrosa
siguin unes àlgebres de valors de veritat sobre l’interval unitat real en què la
conjunció forta i la implicació s’hi interpretin respectivament a través d’una
t-norma contínua per l’esquerra i el seu residu. Les intuïcions bàsiques que
donen suport al tractament borrós de la vaguetat no depenen necessàriament
de cap propietat específica d’aquestes semàntiques més enllà del fet que es
tracta d’un conjunt de valors de veritat linealment ordenats. La idea queda
formulada amb un eslògan: les lògiques borroses són les lògiques de les cadenes.
Per tant, hom pot considerar lògiques completes respecte de cadenes definides
sobre cadenes racionals, hiperreals, finites o, en general, cadenes de qualsevol
naturalesa. Aquesta intuïció no ha quedat en una mera proposta metodològica,
sinó que ha estat enfortida pels resultats de completesa respecte d’aquests
tipus de semàntiques que podem trobar, per exemple, a [40, 26, 52].
I no només s’eixampla el marc gràcies a la possibilitat de prendre nous tipus
d’intervals linealment ordenats per als valors de veritat, sinó que la laxitud de
la definició de les lògiques borroses com a lògiques de cadenes permet encara
algunes generalitzacions ulteriors. Per exemple, hom pot considerar interpre-
tacions no commutatives de la conjunció forta [77, 78], o interpretacions en
les quals l’element neutre de la conjunció forta no coincideixi necessàriament
amb l’element màxim [61, 102]. Ara bé, en tots els exemples coneguts l’ordre
lineal de les cadenes és induït per la interpretació d’una connectiva d’implica-
ció. Això ha justificat la formulació i l’estudi d’un marc abstracte (en el sentit
de la lògica algèbrica abstracta) per a les lògiques borroses com a lògiques
completes respecte d’una semàntica de cadenes linealment ordenades a través
d’una implicació a [25, 31].
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Una altra línia d’eixamplament de l’horitzó de la lògica borrosa matemàtica,
que en un cert sentit va encara més enllà, gravita al voltant del concepte de valor
de veritat intermedi. En tota l’exposició que hem fet fins ara hi ha hagut una
característica que ha romàs immutable: la relació de conseqüència semàntica de
les lògiques es defineix en termes de la interpretació de la constant 1 (recordem
la definició 1 per al cas clàssic i observem com es respecta per a les lògiques
que hem anat presentant). No deixa de ser paradoxal, almenys en part, que,
després de tant insistir en la idea de la veritat com una qüestió de grau, a l’hora
de definir el concepte central de la lògica, la conseqüència, els graus de veritat
intermedis no hi tenen cap paper. És per això que alguns autors han proposat
darrerament altres nocions de lògica borrosa més fidels a la idea dels graus de
veritat intermedis. A grans trets, les propostes són dues:
1. Lògiques borroses amb graus de veritat intermedis com a objectes sin-
tàctics: Aquesta proposta parteix dels treballs de Pavelka [123] en els
quals la lògica de Łukasiewicz fou expandida a base d’afegir al llenguatge
una constant r per a cada valor de veritat r ∈ [0,1] de l’interval real i es
demostrà que gaudia d’un particular teorema de completesa. Posterior-
ment Hájek mostrà a [75] que l’expansió i la demostració de la completesa
també es podien fer si simplement s’afegien al llenguatge constants r per
a cada valor de veritat racional r ∈ [0,1]∩Q i, per tant, tot preservant
la numerabilitat del llenguatge. Darrerament aquesta línia de treball ha
estat desenvolupada per un gran nombre de lògiques a la sèrie d’articles
[47, 128, 41, 48, 49]. Com que les lògiques resultants continuen sent alge-
britzables, aquesta proposta es manté en el marc de l’estudi algèbric de
les expansions de MTL tal com l’hem presentat aquí. En particular, s’hi han
estudiat els fragments de les lògiques corresponents a les anomenades
fórmules avaluades (vegeu [117, 118]), és a dir, fórmules del tipus r → ϕ
en què ϕ no té constants per als valors de veritat intermedis. Aquests
fragments formalitzen una pràctica molt generalitzada en les aplicacions
basades en la lògica borrosa: l’ús de proposicions borroses per les quals
no es té el grau de veritat exacte, sinó només una fita inferior.
2. Lògiques borroses com a lògiques de la preservació dels graus de ve-
ritat intermedis: Als articles [55, 57, 15] s’hi estudien unes lògiques en
què s’estableix que un conjunt Γ de fórmules té com a conseqüència una
fórmula ϕ si per a qualsevol valoració el grau de veritat de ϕ és més gran
o igual que el mínim dels graus de veritat de les fórmules de Γ . Aquest
tipus de lògiques en general no són algebritzables (ni tan sols ho són en
el sentit molt feble que es considera a [31]) i, per tant, transcendeixen els
paradigmes que hem comentat aquí.
En definitiva, tot plegat ens mostra la lògica borrosa matemàtica com una
disciplina en plena fase de desenvolupament i expansió.
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