Introduction
A simple example for interconnections of subsystems is a cascade interconnection between two subsystems,when the information goes only from one to the other. A more general but still simple example is a coordinated system structure. Suppose that there are n subsystems, of which n − 1 are the so called agents and one subsystem is the so called coordinator. Then in a coordinated system only the coordinator sends information to the agents who do not share information with each other. The cascade interconnection of two subsystems is just the case when n = 2. In this paper we consider linear stochastic systems with coordinated interconnection. The interconnection is described by the structure of the state-space representation. Our inquiry is whether these systems can be characterized by non-causality conditions on the components of the output process.
In the deterministic case it is well studied that there is always a transformation to obtain coordinated state-space representation of a system [15, 14] which in its system matrices shows the relation between the subsystems. However, it is not straightforward how to extend it to the stochastic case. In this paper we define linear stochastic state-space representation in coordinated form by keeping the structure of the system matrices like in the deterministic case. We present results on realization theory of linear stochastic systems in coordinated form. More precisely, we present necessary and sufficient conditions for an output process y = [y T to be the output of a minimal linear stochastic system in coordinated form with a forward innovation noise process, such that y 1 , . . . , y n−1 are the outputs of the first, second, etc. (n − 1)th agent, and y n is the output of the coordinator. We rely on classical stochastic realization theory and on the notion of Granger non-causality. Our results for n = 2 yield a characterization of Granger non-causality between two processes in terms of the properties of their joint linear state-space representation.
The results of the paper could be of interest for reverse engineering the network structure of state-space representations which arise in system biology and neuroscience, [22, 23, 17, 12, 13, 20, 21] . The results could also be useful for structure preserving model reduction and possibly for control design of coordinated systems. The first step towards reverse engineering
Characterization of Granger non-causality
The concept of Granger causality between two discrete random processes [9] turned out to be an important and useful tool for time series analysis in neuroscience and economics. In this section we observe Granger non-causality in terms of state-space representation of a process. This notion can be explained the following way: taking a joint process y = [y
T we say that y 1 is Granger noncausal for y 2 if for all k ≥ 0 the best k-step linear prediction of y 2 based on the past values of y 2 is the same than based on the past of y. We show that Granger non-causality between y 1 and y 2 is equivalent with a (forward) innovation representation 1 for y having block triangular system matrices. From now on we assume that the processes are weakly-stationary, full-rank and purely non-deterministic. The state-space representations of the processes are meant to be stable. Furthermore, I is always meant to be the identity matrix with the appropriate dimension. To begin with, we introduce an abbreviation (ZMSIR) for the processes which have finite-dimensional linear state-space representation and then we define Granger non-causality for these processes. After introducing the Kalman representation of a process we present equivalences of Granger non-causality in linear state-space representation. Based on the proofs (Section 4) we provide algorithms which calculate a state-space representation with block triangular matrices characterizing Granger non-causality in the output process. 
Definition 1 (ZMSIR). A stochastic process z(t)
In this work we study linear time-invariant state-space representations of ZMSIR processes which is defined for a y process as
where for any t, k ∈ Z,
., e(t) is white noise and uncorrelated with x(t − k). We say that this representation is in innovation form if
There is a specific state-space representation in innovation form called the Kalman representation. We say that a linear state-space representation
is a Kalman representation if K is the Kalman gain, e(t) is the innovation process of y and x(t) is in the space spanned by the past of y, H y t− . In this section the observed systems occur to have matrices in block triangular form. For this purpose, we introduce a notion for a representations being in block triangular form.
Definition 3. Consider a y
T ZMSIR process with a state-space representation (A, B, C, D). We say that the system is in block triangular form if it can be written as
e 1 (t) e 2 (t)
where for i, j = 1, 2, i ≤ j the submatrices
The next theorem is about a characterization of Granger non-causality by specifying a Kalman representation to be in block triangular form.
T ZMSIR process. Then y 1 does not Granger cause y 2 if and only if there exists a minimal Kalman representation in block triangular form
where the subsystem (A 2,2 , K 2,2 , C 2,2 , I) representing y 2 is minimum phase.
Recall that a MIMO system is minimum phase if it has no zeros outside the unit circle which is equivalent with the existence of a stable causal inverse system. The representation in Theorem 1 is a special innovation representation showing the causal relation between y 1 and y 2 . From system theory we know that all minimal linear systems realizing y in innovation form are isomorphic ([1, Theorem 6.6.1]). Therefore, given a minimal state-space representation in innovation form we can transform it into block triangular form if and only if the Granger non-causality condition holds. Correspondingly, given any representation of a process we can calculate a system in innovation form. The necessary part of Theorem 1 can be easily seen if we consider that Granger noncausality is equivalent with the block triangular form of the Wold decomposition ( [3] , [2] ). Kalman representation of a y process in terms of non-causality was observed by Barnett and Seth ( [16] ). They pointed out that an equivalent condition for the Wold decomposition being in block triangular form, i.e. condition for non-causality, simplifies to the following:
where (.) 21 is the left lower block of the matrix and (A, K, C) are the system matrices of a Kalman representation. The main difference between their result and Theorem 1 is that our statement is about the block triangular structure of the system matrices of a Kalman representation and in the proof we construct the state-space model (2) which naturally satisfies (3). Next, we present two algorithms to calculate the system matrices (A, K, C, I) in (2) . The first takes a minimal state-space representation as its input and transforms it into a block triangular Kalman representation while the second calculates the same system from covariances of the output. Examples are provided thereafter in section 3 where we use empirical covariances as the input of the second algorithm.
Algorithm 1 Kalman representation in block triangular form from system matrices
Input (A, B, C, D, Q, ind): minimal state-space representation for y with noise covariance and an index set for y 2 Output (A k , K, C k ): system matrices of (2) in Theorem 1
Step 1 Solve P = AP A T + BQ e B T with Q e = E[e(t)e T (t)] and defineC :
Otherwise calculate a transformation matrix T such that (C ind,. , A) is in Kalman observable form and define the matrices (A k , C k ,C k ) := (T AT −1 , CT −1 , TC).
Step 3 Calculate the covariance of the Kalman state process by solving the DARE
Step 4 Define the Kalman gain as
Step 5 If (C ind,. , A) was observable then Granger non-causality holds. If not, then Granger non-causality holds if and only if every matrix in (A k , K, C k ) has block triangular form with appropriate dimensions. Algorithm 2 is based on the covariances of the output process which opens up the possibility to calculate system (2) directly from data by using empirical covariances. In this case there is freedom of accuracy in the choice of M and the tolerance for numerical nonzero numbers. Note that M should be larger than equal than the McMillan degree of an innovation representation of y. It is worth to mention that in the proof of Theorem 1 the case when (C ind , A) is observable in step 2 of Algorithm 1 turns out to happen exactly when the dimension of x 1 is zero in system (2).
Algorithm 2 Kalman representation in block triangular form from output covariances
Input (Λ k , ind): Markov parameters of y and an index set for y 2 Output (A k , K, C k ): system matrices of (2) in Theorem 1
Step 1 Define the Hankel matrix and the shifted Hankel matrix as
where M ≥ n/m for n being the (assumed) McMillan degree and m = dim(y).
Step 2 Take the SVD of the Hankel matrix H 0 = USV T and estimate the state-space dimension n by looking at the number of (numerical) nonzero singular values. Let (U n , S n , V n ) be the SVD of the n-rank approximation of H 0 and define the matrices
Step 3
Step 2-3-4-5 of Algorithm 1. In Theorem 1 we saw that a Kalman representation in block triangular form with a minimum phase condition characterizes Granger non-causality. However, in the next section the matrix K is not going to be the Kalman gain. Therefore we need a generalized form of Theorem 1 in the sense that instead of assuming system (2) to be a Kalman representation we dispense conditions only for the subsystem representing y 2 .
Theorem 2. Consider a y
T ZMSIR process. Then y 1 does not Granger cause y 2 if and only if there exists a state-space representation of y in the form of
6 such that the following holds:
(ii) the matrix
(5)
(iii) the subsystem representing y 2 is minimal.
As we mentioned before, this characterization is advantageous in section 3 where we combine different representations into a so-called coordinated form. In fact, we specify only K 2,2 (there K n,n ) to be a Kalman gain and K i,j in general comes from the Kalman gain for appropriate subsystem.
Coordinated systems
A coordinated system determines the directions of the communication between subsystems. Suppose that there are n subsystems, where one is called the coordinator and every other is called agent. Then the coordinated structure restricts the communication flow in such a way that the coordinator can send information to the other subsystems and no other direction of communication is allowed.
In this section we introduce stochastic linear state-space representations of a process being in coordinated form. In the light of the previous section we construct a state-space representation for an output process y = [y
T with coordinated system structure, supposing that certain non-causal relations are present in y. By this, necessary and sufficient conditions are provided for the existence of an innovation representation in coordinated form. The conditions are based on the terms of Granger non-causality and conditional Granger noncausality. The proof is constructive, thus, if a y process satisfies the required non-causality conditions then a stochastic linear state-space representation in coordinated form can be calculated algorithmically. In addition, a condition for the minimality of the constructed system is provided.
Definition 4 (conditional Granger non-causality). Consider a ZMSIR process
T . We say that y 1 is conditionally Granger noncausal for y 2 with respect to y 3 , if for all t, k ∈ Z,
Definition 5 (Stochastic linear state-space representation in coordinated form). A stochastic linear state-space representation of a y
T process is in coordinated form if it is written as
. . .
The existence of the inverse comes from the full-rank property of y.
(6)
where the processes x i , e i , y i take values in the spaces
In addition, we say that a system matrix is in coordinated form if it has the same zero structure as in the system matrices above.
The latter definition is based on the deterministic terminology ( [14] , [19] ) and on the definition of Gaussian coordinated systems [18, 14] . The term coordinated is used because the information flow is restricted in such a way that y i ∈ H e i ,en (t+1)− for i ∈ {1, 2, . . . , n − 1} and y n ∈ H en (t+1)− . In our main result we construct an innovation representation in coordinated form using Granger non-causality conditions. Applying Theorem 1 for some partitions of the processes which satisfy a Granger non-causality condition we can combine the resulting subsystems into coordinated form. Moreover, a condition for minimality arises from the construction.
T ZMSIR process. Then both
(ii*) y i is conditionally Granger noncausal for y j with respect to y n i, j ∈ {1, 2, . . . , n − 1}, i = j
if and only if there exists an innovation representation in the form of
where the following holds:
(iii) the subsystem representing y n is minimal.
In addition, if the representation above exists then it is minimal if and only if
E l [H y i t+ |H y i ,yn t− ] ∩ E l [H y j t+ |H y j ,yn t− ] | E l [H yn t+ |H yn t− ] = {0} i, j ∈ {1, 2, . . . , n − 1}, i = j. (9)
Remark 1. Conditions (i*) and (ii*) imply that y i is Granger noncausal for
[y T j , y T n ] T , i, j ∈ {1, 2, . . . , n − 1}, i = j. Apparently,
(ii*) can be changed to it hence Granger noncausality is enough to be inspected and conditional Granger non-causality can be neglected.
Similarly, then in section 2 we provide two algorithms for the calculation of (7) in Theorem 3 with the assumption that (i*) and (ii*) hold. Algorithm 3 takes a state-space representation as its input and transforms it into coordinated form while Algorithm 4 calculates the same system from the covariances of the output. Note that by Remark 1 condition (i*) and (ii*) can be verified using Granger non-causality tests.
Algorithm 3
): system matrices of the state-space representation in Theorem 3
Step 1 Minimize each subsystem representing [y
T , i ∈ {1, 2, . . . , n − 1} and call Algorithm 1. Denote its output as (
and define the transformations
Step 3 Merge (A tr i , K tr i , C tr i , I i ) into a system (A k , K, C k , I) in coordinated form by allocating them into the ((i, i), (i, n), (n, i), (n, n)) blocks. Note that the (n, n) block was transformed to be the same for all systems in Step 2 and the (n, i) block is always zero.
Step 4 Minimality holds if (A k , K) is controllable.
Algorithm 4 Coordinated representation from output covariances
Input (Λ k , cut): Markov parameters of the output process y and an index set for the partitioning y = [y
Step 1 For Λ y i ,yn k , i ∈ {1, 2, . . . , n − 1} call Algorithm 2 and denote its output as
Step 2 Step 2-3-4 of Algorithm 3. 1. y i is Granger noncausal for y n , i ∈ {1, 2, . . . , n − 1}
y i is Granger noncausal for
In addition, (A k , K, C k , I) is minimal if and only if (9) is fulfilled. For the system matrices we generated random matrices and rounded them up to two digits. Furthermore, the appropriate blocks were changed to zero and the eigenvalues of the A matrix were reduced to obtain a stable system. The output of Algorithm 1 with input (A, B, C, Q, [4, 5] ) is given as We can see that the Kalman representation calculated by Algorithm 1 is in block triangular form. Correspondingly, [y
T does not Granger cause y 3 . Note that for this example the noise covariance of the resulting system, thus the covariance of the innovation process of y, equals Q. This is because in any case when the transfer matrix has stable inverse and the D matrix is the identity the noise is in fact the innovation process of the output process. The output system of Algorithm 2 with input ({Λ The algorithms are sensitive to the accuracy of the Markov parameters and also for disturbances of the system matrices. However, the statistical analysis of the resulting system form the algorithms in the presence of disturbance is beyond the scope of this paper.
Examples for algorithm 3 and 4:
Similarly, then in the previous example we define a state-space representation of a y = [y
T process (A, B, C, I) with noise covariance Q as given below. Note that the matrices in the two examples are the same apart from the zero blocks. From the resulting system of Algorithm 3 we immediately can deduce that [y
T does not Granger cause y 3 and it also holds that y 1 and y 2 does not Granger cause each other. In addition, the system (A k , K, C k , I) is minimal. The output of Algorithm 2 with input (Λ k , [4, 5] ), where Λ k is an empirical covariance calculated from 10 6 simulations, is given as As for the previous example, the noise covariance corresponding to the innovation process of y equals Q.
Technical proofs
Proof of Theorem 1. If Assuming y has a Kalman realization of the form
where (A 2,2 , K 2,2 , C 2,2 , I) is minimum phase we first show that e 2 is in fact the innovation process of y 2 , i.e.,
The minimum phase assumption implies that the subsystem representing y 2 has a causal stable inverse system such as (11) . Next, we show that
From (10) we obtain that
Notice that e 2 (t + j) is orthogonal to
On the other hand e 2 (t + j) is orthogonal to H
Moreover, e 2 (t − j − 1) belongs to H y 2 t− because e 2 (t) was shown to be the innovation process of y 2 (t). Therefore, the equation (12) for the k-step prediction follows.
Only if To begin with, based on realization theory since y is ZMSIR there exists a linear deterministic realization (A, B, C, R) ∈ R n×n × R p×n × R n×p × R p×p , for p := dim(y(t)) and some n ≥ 1 such that (A, C) is observable, (A, B) is controllable, A stable and
. First we discuss the case when ( C 2 , A) is a non-observable pair. We discuss the observable case at the end of the proof because it can be carried out the same way using simplifications. If ( C 2 , A) is a non-observable pair then by applying a suitable basis transformation we can assume that (A, B, C 2 ) is of the following form:
where A 2,2 ∈ R n 2 ×n 2 , B 2,2 ∈ R n 2 ×p 2 , C 2,2 ∈ R p 2 ×n 2 for some n 2 ≥ 1 such that (C 2,2 , A 2,2 ) is an observable pair. Note that stability of A implies stability of A 2,2 . Define for i = 1, 2 the processes
and the observability matrices
Take a permutation matrix P ∈ R pn×pn , which splits the rows corresponding to y 1 and y 2 , such that
where
Since from observability of (C, A) and (C 2,2 , A 2,2 ) it follows that O 2 and O are full column rank matrices and thus we can define
where x 2 (t) ∈ R n 2 . It is easy to see that
and hence from the assumption that y 1 is Granger noncausal for y 2
From the definition of Λ
and therefore, by using E[
From (15) it follows that
13
Define now e i (t) = y i (t) − E l [y i (t) | H y t− ] for i = 1, 2 and join them as
where e 2 (t) is orthogonal to H y t− and hence also to H
The components of x(t + 1) belong to H y (t+1)− and also, from the assumption that y 1 does is Granger noncausal for y 2 , we know that the components of
(t+1)− . It then follows that
matrix, which is indeed the Kalman gain, we have that
t).
Combining it with (17) we obtain the state equation below.
Finally, the components of x(t) belong to H y t− and from (16) it follows that CE[x(t)y
i.e. y(t) − Cx(t) is orthogonal to H y t− . Hence, y(t) = Cx(t) + e(t). Since C has block triangular form the output equation can be written as
The equations (18) and (19) yield a state-space representation as in (2) . Since (A 2,2 , K 2,2 , C 2,2 , I) gives an innovation representation for y 2 it has a stable causal inverse system. Therefore the minimum phase condition follows. At last, minimality of the constructed system comes from realization theory. Now we discuss the case when ( C 2 , A) is an observable pair. Defining O 1 and O 2 as the observability matrix of ( C 2 , A) and ( C 1 , A) , respectively, the permuted observability matrix is
the state process defined in (14) becomes
where we used that y 1 (t) is Granger noncausal for y 2 . We can see that dim(x 1 (t)) = 0, but the rest of the proof, particularly the calculation of (18) and (19) , remains the same. Consequently, the state-space representation of y when ( C 2 , A) is observable is given by
where A 2,2 = A and C 2,2 = C.
Proof of Lemma 1. In the proof of Theorem 1 we constructed the representation (2) by using an (A, B,C) factorization of the Markov parameters Λ y k of a process y such that BA kC = Λ y k . By realization theory we know that definingC as CP A T + DB T for a state-space representation (A, B, C, D) of y where P is the state covariance the equation BA kC = Λ y k is satisfied for all k ≥ 0. Notice that in Step 1 of Algorithm 1 we definedC exactly this way. Also, in Step 1 and
Step 2 of Algorithm 2 we choose (A, C,C) to satisfy BA kC = Λ y k , k ≥ 0. The succeeding steps of both algorithms are designed according to the proof of Theorem 1. Consequently, the resulting system is in block triangular form if and only if the Granger non-causality condition holds.
Proof of Theorem 2. If
The existence of system (4) follows from the proof of Theorem 1 where we created the system such that it satisfies (i)-(iii) in Theorem 2. Condition (i) holds since the resulting system is in innovation form. Condition (ii) and (iii) come from fundamental result for Kalman realization.
Only if Assuming that y has a realization of the form (4) and that (i)-(iii) hold we prove that
i.e. that e 2 is in fact the innovation process of y 2 . The rest of the proof, to see (20) for k-step predictions, is the same as in the proof of Theorem 1. Let Qx be the minimal positive definite solution of (5) 
] being the innovation of y 2 (t). From assumption (ii) it follows thatP = Q x 2 . In particular, E[ê(t)ê T (t)] = E[e 2 (t)e For the proof of Theorem 3 we need the following two lemmas:
T is a ZMSIR process. 
15 such that the following holds:
(iii) the matrix Q xn := E[x n (t)x T n (t)] is the minimal positive definite solution of
(iv) the subsystem representing y n is minimal;
(v) the state-space is constructible;
proof of Lemma 3. If By definition, the joint process [y we obtain that
which implies that y 1 and y 2 does not Granger cause y 3 . 
Only if For a fixed t ∈ Z define the processes α
T we obtain minimal innovation representations such as
(iii) the matrix Q i xn := E[x i n (t)x i n T (t)] is the minimal positive definite solution of
Note that the second equation in (ii) is the consequence of Lemma 3 but, aside from that, (i)-(v) come from the construction of the subsystems according to the proof of Theorem 2. Since the matrices (Ã i n,n ,K i n,n ,C i n,n , I) in (22) define minimal realizations for y n in innovation form, they are isomorphic and thus there exist nonsingular T i matrices such thatx i n = T ix 1 n . Defining T 1 as the identity matrix and T i byx 1 n = T ix 1 n we can merge the representations (22) into the form (21) with the matching below.
We mention that since x(t) ∈ H y t− is by definition the constructibility of the state-space (v) follows. This construction indicates that the conditions (i)-(v) are satisfied thus it only remains to prove (vi). To see that the pair (C, A) is observable consider that observability is equivalent with the full rank property of the matrix C I − λA for all λ ∈ C. From the minimality of (22) we have that (C i,i ,Ã i,i ) are observable pairs so that C i,i I − λÃ i,i has full rank for all λ ∈ C. A transformation of C I − λA into an upper block triangular form such that the block diagonal submatrices are
gives the observability of (A, C) and completes the proof.
Proof of Theorem 3. Only if
Supposing that the representation (7) exists with the properties (i)-(ii)-(iii), we first show that (i*) and (ii*) hold and then we verify that additionally the minimality of such a representation implies (9) . Applying Theorem 2, a minimal stochastic representation in the form (7) x n (t + 1) = ∞ j=0 A j n,n K n,n e n (t − j)
for i ∈ {1, 2, . . . , n − 1}. Throughout the proof i will be an element of the set {1, 2, . . . , n − 1}. From (23) and property (i) it follows that H 
where {e n (t + j)} k j=0 and {e i (t + j), e n (t + j)} k j=0 are orthogonal to H y t− because e is the innovation process of y. Projecting (24) onto H y i ,y j ,yn t− we can write that E l [y j (t + k)|H y i ,y j ,yn t− ] = C j,j A k j,j x j (t) + C j,n A k n,n x n (t) ∈ H y j ,yn t− ,
which leads to (ii*). It remained to show that minimality of (7) implies (9) . By analogy with (25) it is easy to see that E l [y n (t + k)|H . . .
which enables H Proof of Lemma 2. In the proof of Lemma 4 we showed that if y i does not Granger cause y n for i ∈ {1, . . . , n − 1} then the representations given by Theorem 1 for [y T can be combined into a coordinated form. Therefore, according to Lemma 1 step 1 in Algorithm 3, 4 and step 2-3 in Algorithm 3 produces system (21) in Lemma 4. In the proof of Theorem 3 we showed that this system exists and is in coordinated form with the properties (i)-(ii)-(iii) in Theorem 3 if and only if the Granger non-causality conditions 1. and 2. hold. Since observability and constructibility is a consequence of the construction then the system is minimal if controllability holds. From the proof of Theorem 3 it turns out that minimality holds if and only if (9) is fulfilled.
Conclusion
Granger non-causality between two processes (y 1 , y 2 ) is usually inspected by looking at the coefficient matrices of an MA or AR representation of their joint process (y = [y T ). In this paper we showed another way for investigating Granger causality, namely by looking at whether a Kalman representation of y, chosen in a certain way, is in block triangular form. As a result, in the presence of Granger non-causality this method provides a state-space model in block triangular form which can be calculated algorithmically. In fact, this approach turned out to be useful for constructing well structured state-space model characterizing a leader-follower interconnection structure specified by Granger non-causalities in y. A class of sate-space models in a specific form, called coordinated form, was introduced analogue to the deterministic terminology. In our main result a state-space representation for y in coordinated form was proved to characterize Granger non-causality conditions of a coordinated (leader-follower) interconnection structure. This result is built on the results for the state-space characterization of a simple Granger non-causality, therefore it can be constructed algorithmically.
The state-space model in coordinated form characterizing Granger non-causality conditions can be calculated from data. However, its statistical behaviour need to be further studied in future research. Also, the generalization of this result either for non-linear models or for more complex interconnection structure remains for future work.
