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Statistical decision problems can be rather complex and many of them are in-
tractable within finite-sample theory. In this context, the importance of asymp-
totic theory is to provide approximations that holds for large samples. The
mathematical validity for these approximations is given by the theory of statis-
tical experiments developed by Le Cam (1960, 1986) and Hájek (1970, 1972).
A statistical experiment is a triple E = (Ω,F , Pθ : θ ∈ Θ) where Ω is the sam-
ple space of statistical data, F is the set of observed events on Ω and Pθ is a
family of probability measures on (Ω,F) that depends on a parameter θ. The
approach pioneered by Le Cam and Hájek is based on the approximation of se-
quences of statistical experiments by simpler ones called limiting experiments.
The asymptotic representation theorem implies that a limiting experiment is al-
ways statistically easier than a given sequence. This theorem states that every
converging sequence of statistics in a sequence of experiments is asymptotically
equivalent to one statistic in the limiting experiment. Thus, no sequence of statis-
tical procedures can be asymptotically better than the optimal procedure in the
limiting experiment. This result is very useful to discuss the asymptotic behavior
of sequences of statistical procedures. At the same time, simulation studies can
be used to assess the finite sample performances of statistical procedures that
are asymptotically optimal.
In his seminal paper of 1960, Le Cam introduced the concept of Local Asymp-
totic Normality (LAN) as statistical experiment and used this property to show
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that certain decision procedures are asymptotically optimal. The LAN condition
is significant for the notion of asymptotic efficiency. During the last 40 years the
LAN concept has played a central role in many statistical problems. But other
limits for statistical experiments are also possible. For instance, Jeganathan
[1995] shows that a number of models for econometric time series have limit ex-
periments that are not of the standard LAN form, but are Locally Asymptotically
Mixed Normal (LAMN) or Locally Asymptotically Quadratic (LAQ). When the
distribution of the limiting experiment is non-Gaussian there is no direct way to
construct asymptotically efficient decisions but the asymptotic statistical decision
theory turns out to be helpful also in these scenarios.
This work discusses econometrics models and establishes their limiting experi-
ments. Implications arising from these experiments are discussed as well.
1.1 Summary
The rest of the thesis is organized as follows.
• Chapter 2 : Becheri, I.G., F.C. Drost and B.J.M. Werker. Asymptotic
Equivalence of Continuously and Discretely sampled Jump-Diffusion Mod-
els.
• Chapter 3 : Becheri, I.G., Nearly Non-Stationary Hidden Ornstein-Uhlenbeck
Processes
• Chapter 4 : Becheri, I.G., Feike C. Drost and R. van den Akker. Gaussian
power envelope for panel unit root tests in the presence of cross-sectional
dependence
In Chapter 2 we consider jump-diffusion models with time-varying drift and jump
intensity, but known volatility and we establish Local Asymptotic Normality
(LAN) using continuous-time observations. Furthermore, we consider discrete-
time observations sampled in high-frequency from the same models and show
that they contain the same statistical information in an asymptotic and local
sense. We do so by providing a jump identification mechanism that allows us to
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construct a central sequence for the continuous-time model, using the discrete-
time observations only.
In Chapter 3 we obtain the limiting experiment for bivariate hidden Markov
processes of the Ornstein-Uhlenbeck type with known volatility using continuous-
time observations. We focus on the case in which the hidden process is nearly
non-stationary. We provide a discussion, based on the limiting experiment, on
some inference procedures and on the loss of statistical information due to the
lack of observation of the hidden process. We find that, if the hidden process
is nearly non-stationary and its drift parameter is the only unknown parameter
there is no loss of statistical information. At the same time, we show that we
lose information when the drift parameter contained in the observed process is
also unknown.
In Chapter 4 we derive the (local and asymptotic) power envelope for tests of
the unit root hypothesis in Gaussian panels with cross-sectional dependence.
Our setting allows for heterogeneous panels and heterogeneous alternatives. We
consider the asymptotic scheme in which the number of cross section units and the
length of the time series jointly tend to infinity. The power envelope is derived
using the limiting experiment approach. In particular, we first consider the
submodel in which all parameters (but the auto-regression coefficient) are known
and show that it is locally asymptotically normal. The power envelope for the
submodel is thus easily computed thanks to Le Cam’s theory. Then, we construct
a test statistic, valid for the model of interest, which attains the power envelope
of the submodel. As a consequence the constructed test is asymptotically efficient








Models specified in continuous time have attracted much attention over the past
decades in various fields of applications, for instance, physics and finance. Gener-
ally, concrete specifications of continuous time models contain unknown parame-
ters. For the inference problem, the existing literature either assumes continuous-
time observations to be given, or discusses inference based on observations sam-
pled discretely in time. Several authors have studied the problem of estimating
parameters when a diffusion process has been observed continuously. Reviews
can be found in Basawa and Prakasa Rao [1980], Liptser and Shiryaev [1978]
and Kutoyants [2003]. Notable papers about processes with jumps are Sørensen
[1991], discussing inference from continuous jump-diffusion observations under a
setting including the non-ergodic case, and Akritas and Johnson [1981], in which
asymptotic inference for general Lévy processes has been studied based on likeli-
hood theory. Estimation problems for discretely observed diffusion processes have
been studied by many authors as well, for instance see Genon-Catalot and Jacod
[1993], Dacunha-Castelle and Florens-Zmirou [1986], Bibby and Sørensen [1995],
5
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and Shimizu and Yoshida [2006]. Like these authors we consider in the present
paper a high-frequency sampling scheme, i.e., a situation where the time-distance
between observations converges to zero at an appropriate rate. A more precise
definition will be given below. The first work on this scheme is in Prakasa Rao
[1983] using non-linear least squares estimators.
The present paper gives sufficient conditions under which, from a statistical point
of view, discrete-time observations from a high-frequency sampling scheme con-
tain (locally and asymptotically) as much statistical information as continuous-
time observations. It does so in a fairly general jump-diffusion setting with
time-varying drift and jump intensity. On the other hand, our model does as-
sume that the volatility function of the diffusion term is fully specified, that is,
it does not contain unknown parameters. Indeed it is well-known that with-
out this assumption continuous-time observations make the volatility essentially
observable; thus they contain strictly more information about these parameters
than discrete-time observations. As such, with continuous-time observations, the
inference problem is degenerated. Some results for estimating the volatility func-
tion from discrete-time observations are given in Doob [1953] and Genon-Catalot
and Jacod [1994].
There exists a large literature on the probabilistic convergence of discrete-time
processes to continuous-time jump-diffusions. However, it is important to note
that such results do not imply that the statistical inference problems based on
both types of processes are close in any sense. A prime example is given in Wang
[2002]. That paper shows that while discrete-time GARCH processes are known
to converge to a continuous-time diffusion, the inference problems are, also in
the limit, essentially different. The reason is that for (asymptotic) equivalence
of the inference problems, the likelihood-ratio processes for various parameter
values need to converge, not the process itself.
This paper offers two contributions. First of all, we provide a Local Asymptotic
Normality result for continuous-time observations from a jump-diffusion process.
This result extends both Kutoyants [2003] in which the case of diffusion pro-
cesses is discussed and Jacod and Shiryaev [2002] where the case of counting
processes is investigated. Secondly, we prove that given a suitable jump identifi-
cation mechanism we can reconstruct the continuous-time central sequence from
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discrete-time observations only. We discuss an existing technique to identify
jumps, proposed by Shimizu and Yoshida [2006], and we show how to construct
the central sequence given discrete-time observations only.
The rest of this paper is structured as follows. Section 2.2 provides a Lo-
cal Asymptotic Normality result for continuous-time observations from a jump-
diffusion process. In Section 2.3, the central sequence is constructed based on
high-frequency discrete-time observations. Thus, we prove that the experiment
with discrete-time observation is also LAN with same central sequence and Fisher
information matrix as for continuous-time observations.
2.2 LAN for continuous-time observations
Let (Ω,F , P ) be a probability space with filtration (Ft)t≥0, Θ ⊂ Rd an open
parameter space and (Wt)t≥0 be a standard Wiener process. For each θ ∈ Θ, we
consider the weak solution of
dXt = µ(θ,Xt−) dt+ σ(Xt−) dWt + dJt, (2.2.1)





and, (Nt)t≥0 is a generalized Poisson process with stochastic time varying inten-
sity (λ(θ,Xt−))t≥0, that is dNt|Ft− has a Poisson distribution with parameter
λ(θ,Xt−) dt. Moreover, the Ui are i.i.d. random variables with density f(θ, ·).
The jump UNt of J at each jump time t is supposed to be independent of Ft− .
We suppose that, for all θ ∈ Θ, the functions µ(θ, ·), σ(·), λ(θ, ·) and f(θ, ·) satisfy
the conditions of the existence of a unique solution to (2.2.1) and the sufficient
conditions to ensure that (Xt)t≥0 is ergodic and stationary. On the conditions
of the ergodicity of diffusion processes with jumps, see Kwon and Lee [1999]. In
the following ξ will be a random variable whose distribution, under Pθ, is that
of the invariant measure associated with the ergodic process X. Expectations
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under Pθ are denoted by Eθ. Finally, we denote by P(T )θ the probability measure
induced by the process XT = {Xt, 0 ≤ t ≤ T}, under Pθ, in the measurable
space (CT ,BT ) of right-continuous functions on [0, T ].
In this section, we consider the problem of inference about the parameter θ based
on an observation XT , thus, where the sample path is observed in continuous
time. In particular, we establish Local Asymptotic Normality (LAN) for the
family of probability measures
(
P(T )θ , θ ∈ Θ
)
.
We need the following smoothness assumptions on µ(θ, ·), λ(θ, ·), and f(θ, ·) for
each θ ∈ Θ.
Assumption 2.2.1. µ(θ, ·) is differentiable in quadratic mean with respect to θ,















Assumption 2.2.2. λ(θ, ·) is differentiable in quadratic mean with respect to θ,
















Assumption 2.2.3. f 1/2(θ, ·) is differentiable in quadratic mean with respect to θ,
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is finite for all θ ∈ Θ.










































The LAN property builds on a second-order expansion of local likelihood ratios.
The Assumptions 2.2.1, 2.2.2 and 2.2.3 replace the traditional differentiability in
quadratic mean (DQM) assumption on densities leading to the desired expansion.
Assumption 2.2.4 ensures that the appropriate rate of convergence is indeed
√
T .
The technical Assumptions 2.2.5 and 2.2.6 are needed to bound certain remainder
terms.
Remark 2.2.7. Examples for which Assumptions 2.2.5 is satisfied are
• λ(θ, x) = θ
• λ(θ, x) = θ + |x|
• λ(·, x) is uniformly continuous in θ uniformly in x, i.e. ∀ε > 0∃δ > 0:
|θ1 − θ2| < δ ⇒ sup
x
|λ(θ1, x)− λ(θ2, x)| ≤ ε.
We can now state our LAN result for continuous-time observations XT from the
the jump-diffusion model (2.2.1).
Proposition 2.2.8. Suppose that Assumptions 2.2.1-2.2.6 are satisfied. Assume
that the family of measures
(
P(T )θ , θ ∈ Θ
)
corresponding to continuous-time ob-
servations from (2.2.1) is a family of contiguous measures. Then,
(
P(T )θ , θ ∈ Θ
)
Chapter 2. Jump-Diffusion Models 10




















(dNu − λ(θ,Xu−) du)
)
,
and Fisher information matrix I(θ) as defined in (2.2.3).



















where, under P(T )θ and as T →∞,
∆T (θ,X
T )
L−→ N (0, I(θ)), (2.2.7)
rT (θ, h,X
T ) = oPθ(1). (2.2.8)
Proof. First, we show that the likelihood process LT (h) admits the representa-
tion (2.2.6), where ∆T (θ,X
T ) and I(θ) are defined by (2.2.3) and (2.2.4). Sub-
sequently, we establish (2.2.7) and (2.2.8).
As first step, we note that the likelihood ratio process LT (h) is given by the
product of the likelihood ratio process of the diffusion part of the process X and
the likelihood ratio process of the jump part. This is a consequence of Theorem
2.5 in Runggaldier [2003] that is a result on absolutely continuous change of
measures for marked point processes. We denote the likelihood ratios of the
diffusion part and the jump part by LcT (h) and L
j
T (h), respectively. Since
LT (h) = L
c
T (h) · L
j
T (h), (2.2.9)
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we compute LcT (h) and L
j
T (h) separately.
With respect to the continuous part of the process X, we know (see Kutoyants
[2003], Proposition 2.2) that the likelihood LcT (h) admits the following expansion,





















with r1,T = oP(T )θ
(1). Even though Kutoyants [2003] considers diffusion models
only, this expansion remains true in the current setting as the proof relies on the
Girsanov theorem and the differentiability of µ only.
Next, we compute logLjT (h) using an absolutely continuous transformation of
measures for point processes with stochastic intensity. Using Theorem VI,T2
in Bremaud [1981], we have





































































+ r2,T + r3,T ,




















































































Hence, using (2.2.9), we obtain the representation (2.2.6), where ∆T (θ,X
T ) and
I(θ) are defined by (2.2.3) and (2.2.4) and rT (θ, h,X
T ) = r1,T + r2,T + r3,T .
We already noted that r1,T = oP(T )θ
(1) and we do not spell out the details for
r3,T as its convergence to zero parallels the LAN proof for i.i.d. observations
from a density that is differentiable in quadratic mean as in Assumption 2.2.3.
Therefore, to establish (2.2.8) we need that r2,T converges to zero in probability.
We prove it in Lemma 2.4.1.
To conclude the proof we have to show the asymptotic normality of the central
sequence ∆T (θ,X
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Note that the central sequence ∆T (θ,X
T ) is given by ∆cT (θ,X
T ) + ∆λT (θ,X
T ) +
∆fT (θ,X
T ). To establish (2.2.7) we apply a central limit theorem for multivariate
martingales (see Theorem 2.4.8 in the appendix) due to Kuchler and Sørensen










Note that each component of ΛT (θ,X
T ) is a martingale. Indeed, ∆cT (θ,X
T ) and
∆λT (θ,X
T ) are stochastic integrals which integrators are martingales. ∆fT (θ,X
T )
is a martingale since the addends have mean zero and UNt is assumed to be
independent of Ft− .
In our framework, the scaling matrix KT is 1/
√
T times the identity matrix with
dimension 3d and Φ is a non-random matrix such that





































Recall that the quadratic covariation of a pure jump martingale with a contin-
uous martingale is zero. Thus, [W,N ]u = 0 for all u ∈ [0, T ] and, as direct
consequence, [∆c,∆λ]T (θ,X
T ) and [∆c,∆f ]T (θ,X
T ) are equal to zero. We still
need to calculate the entry [∆λ,∆f ]T (θ,X
T ). The continuous part in (2.2.11)
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To obtain an explicit expression for Φ we take the limit in probability for T to






, and by the law of large numbers for random-



























Given the existence of the fourth moment as in Assumption 2.2.6, the first integral






by the ergodic theorem.







































that converges to zero as T tends to infinity. Given that the jump UNt is assumed
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Thus, Theorem 2.4.8 yields
ΛT (θ,X
T )

























T ) = ∆cT (θ,X
T ) + ∆λT (θ,X
T ) + ∆fT (θ,X
T )
L−→ N (0, I(θ)),
where I(θ) is given by (2.2.4).
Remark 2.2.9. A condition to ensure contiguity of the measures (P(T )θ , θ ∈ Θ)
can be found in Theorem 1.12 of Kutoyants [2003] and Theorem VIII,T11 of
Bremaud [1981].
Remark 2.2.10. The Fisher information matrix is given by the sum of three terms.
They depend on the gradient of µ(θ, ·), λ(θ, ·) and f(θ, ·) respectively. Thus, if
each of µ(θ, ·), λ(θ, ·) and f(θ, ·) contains parameters that are not contained in
the other two functions the Fisher information matrix is block diagonal.
The LAN result of Proposition 2.2.8 can be used to construct locally and asymp-
totically optimal inference procedures about the parameter of interest θ. Details
can be found, e.g., in van der Vaart [2000].
2.3 LAN for discrete-time observations
Jump-diffusion models of the type (2.2.1) are widely used in applications. Often,
a continuous-time observation XT is not available and the process is recorded
in discrete time. In the present section, we assume that we observe the pro-
cess X at times tni , i = 1, . . . , n, only. Imposing an appropriate high-frequency
sampling scheme, to be defined below, and some regularity conditions, we show
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that, from an asymptotic and local point-of-view, the discrete-time observations
Xtni contain as much statistical information as the continuous sample path X
T
about the parameter θ. That is, each statistical procedure for one model has a
corresponding procedure for the other model with equal performance.
Assumption 2.3.1. The sampling scheme is regularly spaced and high frequency,
i.e we observe the process X at time points tni = iδn, for i = 0, . . . , n, where δn
is the length of the observational intervals and it is such that
δn → 0; nδn →∞; nδ2n → 0; as n→∞
In order to prove that the limit experiment, if we have discrete-time observa-
tions, equals that of continuous-time observations, we show that the central se-
quence (2.2.4) in Proposition 2.2.8 can be obtained, up to oP(T )θ
(1)-terms, based
on the discrete-time observations Xtn0 , . . . , Xtnn only.






a criterion that allows us to decide whether a jump occurred in the intervals
(tni−1, t
n
i ). Shimizu and Yoshida [2006] propose a jump identification mechanism
for jump-diffusion models whose jump term is driven by a compound Poisson
process with constant (unknown) intensity. Our purpose is to show that we can
use the same identification mechanism in our setting in order to reconstruct the
central sequence. Let us note that the model we are considering differs from the
model that is considered in Shimizu and Yoshida [2006], since we allow the jump
intensity to depend on X. We recall the results we need in Appendix 2.4.2 and
extend them to the case where the intensity λ may depend on X
To show that the discrete-time observations contain as much information as the
continuous-time observations we need to introduce some additional assumptions
on the model.
Assumption 2.3.2. (i) The functions µ(·, x),∇θµ(θ, x), σ(x), λ(θ, x),∇θλ(θ, x),
f 1/2(θ, x) and ∇θf 1/2(θ, x) are differentiable with respect to x and their
derivatives are continuous in x. We denote the derivative with respect to x
by ∂x.
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(ii) The functions µ(θ, x), ∇θµ(θ, x), σ(x), λ(θ, x), ∇θλ(θ, x) and
∇θf 1/2(θ, x)/f 1/2(θ, x) and their derivatives with respect to x are of poly-
nomial growth uniformly in θ. A function g(θ, x) is of polynomial growth
uniformly in θ if there exists a constant C such that |g(θ, x)| ≤ C(1 + |x|)C
for all θ and x
We denote by q the maximum of the growth rate of the above functions.
(iii) There exists a constant M > 0 such that
inf
x
σ(x) ≥M ; inf
x
λ(θ, x) ≥M.
Assumption 2.3.3. There exist constants r,K > 0 and γ > 3 such that









Assumption 2.3.4. For every 1 ≤ p ≤ 4q and every θ ∈ Θ,
Eθ [|ξ|p] <∞.
The following proposition shows that using a suitable jump identification mecha-






Proposition 2.3.5. Let Assumption 2.2.1-2.3.3 be satisfied and 2
γ+1
< ρ < 1
2
. Let
Nn be the piecewise constant process defined by
Nntn0 = N0 = 0
Nntnk =
∑k
i=1 I{|∆Xtni | > δ
ρ




if t ∈ [tnk , tnk+1).
(2.3.1)






t = Xtni −Xtni−1 .
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(dNnu − λ(θ,Xnu−) du) , (2.3.2)
= ∆T (θ,X
T ) + oP(T )θ
(1). (2.3.3)
Thus the sequence in (2.3.2) constitutes a central sequence for the model (2.2.1)
as T = nδn →∞.
Proof. From (2.2.4) and (2.3.2) we get
∆T (θ,X


















































































































































To establish (2.3.3) we show that these terms converge to zero in probability.
The integrand in r1,n is a step function and X
n is equal to X at tni for all i. Thus,
by definition of the stochastic integral, r1,n is equal to zero. In Lemma 2.4.2 we
show that r2,n converges to zero in L
2. From Lemma 2.4.3, we have convergence
to zero in L1 of r3,n. Lemma 2.4.4 shows that r4,n converges to zero in L
2. And,
finally, we prove that r5,n converge to zero in probability in Lemma 2.4.5.
With Proposition 2.2.8 we prove that the family of probability measure
(
P(T )θ , θ ∈ Θ
)
is LAN, thus the central sequence (2.2.4) is a sufficient statistic for this model.
Proposition 2.3.5 proves that we are able to reconstruct, up to terms of or-
der oPθ(1), the central sequence (2.2.4) using discrete-time observations only.
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This implies that discrete-time observations recorded at high-frequency from the
model described by (2.2.1) contain the same statistical information as continuous-
time observations from the same model. A consequence of Proposition 2.3.5 is











P(T )θ , θ ∈ Θ
)
. Furthermore, Proposition 2.3.5 implies
that every efficient statistical procedure for the continuous-time observations
model can be constructed by using discrete-time observations only.
2.4 Appendix
2.4.1 Auxiliary results
Lemma 2.4.1. Under the same assumptions as in Proposition 2.2.8 we have r2,T
P−→
0.





























































We show that r2a,T converges to zero in L
1 (Part A), r2b,T converges to zero in
L2 (Part B) and r2c,T converges to zero in L
1 (Part C).
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Part A Thanks to the stationarity of X and since N is an increasing process,









































{∣∣∣∣λ(θ+ h√T ,ξ)−λ(θ,ξ)λ(θ,ξ) ∣∣∣∣ ≤ ε}, we can use
∣∣∣∣log(1 + x)− x+ 12x2
∣∣∣∣ ≤ 23 |x|3 |x| ≤ 12 .
Thus,


















































{∣∣∣∣λ(θ+ h√T ,ξ)−λ(θ,ξ)λ(θ,ξ) ∣∣∣∣ > ε} we use Assumption 2.2.5 and obtain that
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Since ε can be chosen arbitrarily small, r2a,T converges to zero also over the set{∣∣∣∣λ(θ+ h√T ,ξ)−λ(θ,ξ)λ(θ,ξ) ∣∣∣∣ ≤ ε}.






















































Part C Since N is an increasing process,






































































Thanks to Assumption 2.2.2,
































is finite and thus, using As-
sumption 2.2.2 again,





T ) = oP(T )θ
(1).
Lemma 2.4.2. Under the same assumptions as in Proposition 2.3.5 we have
r2,n
L2−→ 0.
































In Part A and Part B we show that the first and the second term (respectively)
converge to zero.
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where, for the last inequality, we use Cauchy-Schwarz. Assumption 2.3.2ii) and
iii) allow us to use the inequalities of Proposition 2.4.6. Thus, there exist con-
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Given Assumption 2.3.4 and 2.3.2ii) and iii) we can use the inequalities of Propo-
sition 2.4.6 to bound this term as done in Part A and, consequently, show that
it converges to zero.
Lemma 2.4.3. Under the same assumptions as in Proposition 2.3.5 we have
r3,n
L1−→ 0.













[∣∣∣∣∇θµ(θ,Xnu )σ2(Xnu ) (µ(θ,Xu−)− µ(θ,Xnu ))
∣∣∣∣] du
We only show that the first term converge to zero as the convergence to zero






















∣∣∣∂x∇θλ(θ,Xtni−1 + s(Xu− −Xtni−1))∣∣∣ ds)2
])1/2
du.
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Thanks to Assumption 2.3.2ii) and Proposition 2.4.6, we can find constants k2














































Lemma 2.4.4. Under the same assumptions as in Proposition 2.3.5 we have
r4,n
L2−→ 0.




















































We only show convergence to zero of the first term as the proof for the other two
terms is similar.
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Then, Assumption 2.3.4 and 2.3.2 and Proposition 2.4.6 imply that there exist a




















Lemma 2.4.5. Under the same assumptions as in Proposition 2.3.5 we have r5,n
P−→
0.























∆Xnu d(Nu −Nnu )
∣∣∣∣ .
We only show that the first term converges to zero in probability as the proof
for the other two terms is similar.
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Let ∆Nntni = N
n
tni















Let us define the set An =
⋃n




⊂ Ftni , for all i =
1, . . . , n. Below, we show that Pθ(An) converges to zero as n tends to infinity.








∣∣∣∣∣ I {∣∣∣∆Ntni −∆Nntni ∣∣∣ > 0} > ε,Acn
}
→ 0.
In Step A and Step B we show that Pθ(An)→ 0 and pn → 0 respectively.
Step A Thanks to a result due to Dvoretzky (see Lemma 2.5 in Hall and Heyde
[1980]), for each ε > 0,
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Recall that λ(θ, x) is of polynomial growth (Assumption 2.3.2). Then, thanks to











































{∣∣∣∆Ntni −∆Nntni ∣∣∣ > 0 ∣∣∣Ftni−1}])1/2 .
Let us note that
Pθ
{∣∣∣∆Ntni −∆Nntni ∣∣∣ > 0 ∣∣∣Ftni−1} = Pθ {∆Ntni = 1, |∆Xtni | ≤ δρn∣∣Ftni−1}
+ Pθ
{




Using Proposition 2.4.7 and Assumption 2.3.2ii), we find a constant k6 such that
Pθ














Thus, from Assumption 2.3.4 and 2.3.2ii) and Proposition 2.4.6, it follows that
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2.4.2 Background
We provide two statements that follow Lemma 2. 2 and Proposition 3.1 in
Shimizu and Yoshida [2006]. Though the model they consider is slightly dif-
ferent than ours, their proofs can easily be adjusted in order to use these results
in our framework. The first proposition provides moment bounds and the proof
does not need any change. Though, it might be useful to note that in our model
c(θ, x, z) = z and qθ(dt, dz) = λ(θ,Xt−)f(θ, z) dz dt. The second proposition
shows that we can consider the interval [tni−1, t
n
i ) as having no jump if |∆Xtni | is
smaller than a certain threshold and having a single jump if |∆Xtni | is greater
than this threshold. Also, we can ignore the events which include more than one
jump in the interval. The thesis and the proof are obtained by replacing δnλ0 of
Proposition 3.1 in Shimizu and Yoshida [2006] by δnλ(θ,Xtni−1).
Proposition 2.4.6. Let Assumption 2.3.1-2.3.4 be satisfied. For k ≥ 2, k ∈ N,





∣∣∣Ftni−1 ] ≤ Ck|t− tni−1|(1 + |Xtni−1|)k . (2.4.3)
If g is a function defined on Θ × R and is of polynomial growth in x uniformly










Proposition 2.4.7. Let Assumption 2.3.1-2.3.4 be satisfied. Let 2
γ+1






∆Ntni = 1, |∆Xtni | ≤ δ
ρ
n
∣∣Ftni−1} = R(θ, δ3n, Xtni−1)
Pθ
{
∆Ntni = 0, |∆Xtni | > δ
ρ
n




∣∣Ftni−1} ≤ (−δn λ(θ,Xtni−1))2
where R is a function for which there exists a constant C such that R(θ, u, x) ≤
uC(1 + |x|)C for all θ, x, u.
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The law of large numbers and the central limit theorem are useful tools to obtain
results about the asymptotic behavior of the likelihood. When the statistical
parameter is multidimensional, a multivariate central limit theorem is needed.
The following result, due to Kuchler and Sørensen [1996], includes the case of
multivariate martingales where the quadratic variation matrix is assumed to
converge when normalized by a suitable matrix.
Theorem 2.4.8. Let Λ be a k-dimensional square integrable martingale with re-
spect to Ft. Let [Λ]T be its quadratic variation matrix. Suppose there exists
a family of invertible non-random k × k- matrices {KT : T > 0}, with T 7→ KT
continuous, such that as T →∞
(a) KT → 0,
(b) K̄iT E
[
sups≤T |Λis − Λis−|
]





T → Φ in probability, where [Λ]T is the quadratic variation matrix
of Λ and Φ is a random positive semi-definite matrix, and




T → Σ, where Σ is a positive definite matrix.
Then we have the following result on convergence in distribution as t → ∞:
Kt Λt → Z stably, where the distribution of Z equals that of ΦU , where U is a







Hidden Markov models have become an important tool in a number of areas
of application. These include fields as biosciences and finance, for instance see
Favetto and Samson [2010] and Lakner [1998]. In this paper, we study a spe-
cial Hidden Markov model that is a partially observed bivariate diffusion of the
Ornstein-Uhlenbeck type with coefficients depending on unknown parameters.
We focus on the case in which the unobserved process is nearly non-stationary.
More precisely, let (Xt, Yt)0≤t≤T be a two-dimensional diffusion process on a fil-
tered probability space, satisfying the stochastic differential equations
dYt = −αYt dt+ β (ρ dWt +
√
1− ρ2 dBt)
dXt = γ Yt dt+ σ dWt
(3.1.1)
where (Bt)0≤t≤T and (Wt)0≤t≤T are two independent standard Wiener processes.
We assume X0 to be Gaussian and independent of Y0 which is assumed to be a
33
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centered Gaussian variable with given variance to be defined later. The constants
σ > 0 and −1 < ρ < 1 are known while α, β, and γ are the unknown parameters.
The purpose of this work is to derive the limiting experiment for this model and
to develop optimal methods of inference about α, β, and γ under the assumption
that only X is observed while the process Y is not. We refer to this setting as
the partially observed model.
Note that if Y is not observed γ and β cannot be identified separately. Indeed,
if Y is replaced by Y/β we obtain and equivalent model in which the parameters
of interest are α and γβ. The sign of γ can not be identified either, indeed the
model (Y,X) is equivalent to (−Y,X) as Y is not observed. Thus, we assume γ
to be strictly positive.
In the present work, we consider the model (3.1.1) and assume that the unob-
served component Y is nearly non-stationary, i.e. α is close to zero. The interest
for this issue arises from many applications in which diffusion models are used to
describe processes that are non-stationary or nearly non-stationary. For instance,
empirical estimates on interest rate and dividend price ratios models, generally
lead to near unit-root estimates. Note that α = 0 in (3.1.1) leads to a random
walk for Y and, thus, a unit root in that terminology.
As a motivating example, we recall the following financial model. Suppose we
observe the stock price process (St)0≤t≤T which follows the dynamics
dSt = µtSt dt+ σSt dWt (3.1.2)
where σ is a known constant, W is a Wiener process and the drift coefficient is
an unobserved (slowly) mean-reverting process described by
dµt = α(ν − µt) dt+ β dBt. (3.1.3)
Here α, ν, β are the model parameters and B is a Wiener process independent
of W . Let us note that, if ν = σ2/2 and µt = θX Yt + σ
2/2, by considering
the log-prices, the dynamic equations (3.1.2)-(3.1.3) can be represented as a
pair of Ornstein-Uhlenbeck processes as in (3.1.1). Versions of this model have
been used extensively in dynamic asset management, see, e.g., Kim and Omberg
[1996], Lakner [1998]. In particular, the nearly non-stationary case is used to
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model stock return predictability. In the predictive regressions literature the
forecasting variable µ is usually a highly persistent process, for instance a log
dividend-price ratio. See, for example, Campbell and Yogo [2006].
While several authors have studied the problem of estimating and testing pa-
rameters for stationary and ergodic diffusion processes from continuous time ob-
servation (see, for example, Liptser and Shiryaev [1978] and Kutoyants [2003]),
the asymptotic theories for non-stationary diffusions are less developed. There
are notable exceptions such as Bandi and Phillips [2007] who propose paramet-
ric estimators for the drift and the diffusion parameters for recurrent diffusions
robust to deviations from stationarity. Their procedure is based on the recur-
rence of the process without assuming stationarity. This allows, for instance, to
include the case of data generated from a Brownian motion. A unifying asymp-
totic theory of maximum likelihood estimator for stationary and non-stationary
diffusion model is proposed in Jeong and Park [2010]. They prove consistency
and find the limit distribution of estimators of the maximum likelihood kind for
univariate diffusions. Finally, Luschgy [1994] presents a review of the problem
about inference at near-singular parameters point for semimartingales continu-
ously observed through a time interval which horizon converges to infinity.
This paper provides two main contributions. First, we show that the model
(3.1.1) is Locally Asymptotically Quadratic for continuous-time observation from
the process X only, i.e., considering Y unobserved. More precisely we prove that,
if the hidden process is non-stationary and γβ is known, the model is Locally
Asmptotically Brownian Functional (LABF) with respect to the parameter α.
On the other hand, if γβ is the parameter of interest and α is known the model
is Locally Asymptotically Normal (LAN).
Secondly, we compare the information contained in the partially observed model
with that contained in the fully observed one. We find that, if the hidden process
is nearly non-stationary and we do not observe it, there is loss of information.
Interestingly, there is no loss of information with respect to the parameter γβ if
α is known. This result is in sharp contrast with the stationary case in which
there is loss of information with respect to each parameter even if the other one
is known. Also, we prove that if both processes are observable and the process
Y is highly persistent, we can make inference about γβ at a faster rate. More
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precisely, the rate of convergence is 1/
√
T if we observe X only and 1/T if we
observe both X and Y .
The rest of the paper is organized as follows. Section 3.2 provides a Locally
Asymptotically Quadratic (LAQ) result for continuous-time observations from a
hidden nearly non-stationary process of the Ornstein-Uhlenbeck type. Also, it
contains a discussion on inference procedures based on the limiting experiment.
In Section 3.3, we compare the statistical information contained in the model in
which both X and Y are observable with that contained in the partially observed
model by comparing the limiting experiments.
3.2 LAQ for Hidden Ornstein-Uhlenbeck Pro-
cesses
The aim of this section is to construct statistical procedures about the parameters
in (3.1.1) under the assumption that the process Xt is observed continuously on
[0, T ] while the signal process Yt is not observed. Given that Y is not observable,
we can not identify β and γ separately. Indeed, the model defined by (3.1.1)
it is equivalent to that defined by (Y/β,X) which parameters are α and γβ.
Also, since by replacing Y with −Y we obtain an equivalent model, we can
not identify the sign of γ. Thus, instead of (3.1.1), we consider the following
statistically equivalent model. Let (Ω,F ,P) a probability space with filtration
(Ft)t≥0 and (Xt, Yt)0≤t≤T be a two-dimensional diffusion process satisfying the
stochastic differential equations
dYt = −θY Yt dt+ ρ dWt +
√
1− ρ2 dBt
dXt = θX Yt dt+ σ dWt
(3.2.1)
with θY ≥ 0 and θX > 0. The standard Ft-Wiener processes (Bt)0≤t≤T and
(Wt)0≤t≤T are assumed to be independent. The random variable Y0 and X0 are
supposed to be independent and Gaussian. Moreover, we assume Y0 to be cen-
tered and with variance γ∗, where γ∗ is defined in (3.2.11) below. The parameter
θ = (θY , θX) ∈ Θ, Θ = [0.∞)× (0,∞), is the (unknown) parameter of interest.
We recall that σ > 0 and −1 < ρ < 1 are assumed to be known. Since we are
Chapter 3. Hidden Ornstein-Uhlenbeck Processes 37
considering continuous-time observations, we can assume σ to be known without
loss of generality. Indeed, σ can be obtained by computing the quadratic varia-
tion of X on any compact time interval. It might be interesting to study the case
in which ρ is an unknown nuisance parameter to be estimated. This problem
will be object of future research.
We are interested in developing inference procedures for the parameter θ under
the assumption that the unobserved process Y is nearly non-stationary, i.e. θY
is close to zero. In particular, we focus on the estimation of θX and on testing
the stationarity of Y . More precisely, we want to test the hypothesis
H
(T )




1 : θ > θ0, (3.2.3)
where θ0 = (0, θX)
′ for a given θX .
Our goal is to construct optimal inference procedures based on the limiting ex-
periment. So, first, we compute the limiting experiment of the model (3.2.1)
where Y is hidden, and then we show how to use it to conduct inference.
Let us denote by (CT ,BT ) the measurable space of continuous functions on [0, T ]
with B the borelian σ-field. We denote by P(T )X,Y ;θ the probability measure induced
by the process (XT , Y T ) = {(Xt, Yt) : 0 ≤ t ≤ T} on (CT ,BT )× (CT ,BT ) and by
Eθ the expectation under this probability. Accordingly, we denote by P(T )X;θ the
probability measure induced by the process XT = {Xt : 0 ≤ t ≤ T} on (CT ,BT ).
Since we are interested in the local asymptotic behavior of the model described





where ϕT is a suitable scaling matrix such that ϕT → 0 as T goes to infinity and
h = (hY , hX)
′ is the vector of local perturbations.
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Note that LTX;h can be obtained by projecting the likelihood of the fully observed









∣∣FTX ] , (3.2.4)
where FTX is the σ-algebra generated by XT .
The process LtX,Y ;h can be computed using the multi-dimensional Girsanov’s
theorem (see Theorem 3.4.4) and it is given by the solution of
























T are the first and the second diagonal entry of ϕT respectively.
Given this stochastic differential equation, we compute (3.2.4) using filtering
theory. In the following lemma, we show that LtX;h depends on the projections
of Yt on F tX .
















dXt − θX Eθ [Yt |F tX ] dt
σ
is a standard Wiener process with respect to FX .
Proof. To compute the marginal likelihood (3.2.4) we use the optimal nonlinear
filtering theory. More precisely, we compute the projection of (3.2.5) on FX using
Theorem 8.1 in Liptser and Shiryaev [1977] which assumptions are satisfied by
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∣∣F tX ]− 1σ θX Eθ [LtX,Y ;h ∣∣F tX ]Eθ [Yt ∣∣F tX ]
)
dW̄t. (3.2.7)




∣∣F tX ] = Eθ [LtX,Y ;h ∣∣F tX ]Eθ+ϕTh [Yt ∣∣F tX ] .






























∣∣F tX ](θX + ϕ(X)hXσ Eθ+ϕTh [Yt ∣∣F tX ]− θXσ Eθ [Yt ∣∣F tX ]
)
dW̄t.
Use LtX;h = Eθ
[
LtX,Y ;h |F tX
]
to obtain (3.2.6).
To simplify notation, we define mt(θ) = θX Eθ [Yt |F tX ]. Thus, from Lemma







(mt(θ + ϕTh)−mt(θ)) dW̄t, (3.2.8)
with dW̄ = σ−1[dXt −mt(θ) dt].
Note that the likelihood ratio process LtX;h depends on the behavior of the process
mt(θ). For the model we are considering, the Kalman-Bucy method (see Kalman
and Bucy [1961]) provides a closed system of equations to compute mt(θ). First
we compute mt(θ) explicitly and, based on this, we derive a quadratic expansion
for the log-likelihood ratio LX;h. As we want to show that the model is LAQ,
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we prove that this quadratic expansion satisfies all conditions given in Defini-
tion 3.4.3. The proof is based on the differentiability (in a mean-square sense) of
mt(θ) with respect to θ and on the convergence in distribution of the stochastic
integrals that form the finite sample central sequence and the finite sample Fisher
information matrix.
The Kalman-Bucy equations to compute mt(θ) are given by (see Theorem 12.1
Liptser and Shiryaev [1978]),


























is the mean square error due to the filtering procedure. Furthermore, γ0(θ) equals

















It is easy to check that γ∗(θ) corresponds to the constant solution of (3.2.10).
Thus, γt(θ) = γ∗(θ) for all t.






















− θY = r(θ)− θY .
In this notation, we can rewrite (3.2.9) as
dmt(θ) = −θY mt(θ) dt+ ς(θ)σ dW̄t. (3.2.12)
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Using (3.2.12), we are able to compute the likelihood ratio (3.2.8) and its quadratic
expansion. In the following proposition, we prove that the partially observed
model is LAQ. Here, we find the limiting experiment under the hypothesis that
Y is nearly non-stationary. As far as the stationary case is concerned, i.e. θY > 0,
it can be shown that the model is LAN using a similar procedure. The details
are spelled out in Section 3.1 of Kutoyants [2003].
Proposition 3.2.2. Let
(
P(T )X;θ : θ ∈ Θ
)
be the family of probability measures
















h′ITX;θh+ oP(T )X; θ
(1), (3.2.14)
where the finite sample central sequence ∆TX;θ and Fisher information matrix
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with B̃1 a Gaussian variable with zero mean and variance 1 independent of the
standard Wiener process (W̃t)0≤t≤1.
Proof. First, we show the convergence results in (3.2.17). For s ∈ [0, 1], let us
define the processes
W (T )s = T
−1/2W̄Ts
X(T )s = −T−1
∫ Ts
0



















Note that (Ht(θX))t≥0 is ergodic since it is a Ornstein-Uhlenbeck process with
















Let us consider the square integrable martingale (W (T ), Y (T )). Given (3.2.19) and
(3.2.20), its quadratic variation matrix converges in probability, more precisely

























Therefore, we can use the functional central limit theorem for martingales (see
Theorem 2 in Rebolledo [1980]) to obtain
(W (T ), Y (T ))
L−→ (W̃ , (2θXσ)−1/2B̃),
where W̃ and B̃ are independent standard Wiener processes. Note that
X(T )s = −
(W
(T )
s )2 − s
2
,
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and the continuous mapping theorem yields










Corollary 6.29 in Jacod and Shiryaev [2002] and (3.2.21) imply the joint func-














(T ), Y (T )]1, we have the joint
convergence (3.2.17).




































This stochastic differential equation is obtained by formal differentiation of (3.2.12)
with respect to θ. According to Lemma 3.4.1, ∇mt(θ) is the mean-square deriva-




|mt(θ + ϕTh)−mt(θ)− (ϕTh)′∇mt(θ)|2
]
dt = o (1) . (3.2.23)























h′ĨTX;θh+ rT , (3.2.24)



















































∇mt(θ) (mt(θ + ϕTh)−mt(θ)− (ϕTh)′∇mt(θ)) dt.
To get an explicit expression for ∆̃TX;θ and Ĩ
T
X;θ, we solve equations (3.2.12) and
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The expansion (3.2.14) follows from the finite sample approximation (3.2.24) if












Since H is ergodic, the central limit theorem for stochastic integrals (see Theorem







where Z is a normal variable with zero mean and variance σ/(2θX). From which
it follows that ∆̃TX;θ −∆TX;θ converges to zero. At the same time,
















2 ρ T−1/2 σ−1
σ−1 0
)
converges to zero thanks to (3.2.19) and Lemma 3.4.2. It remains to show that
rT defined in (3.2.27) is of order oP(1). In order to do so we show that each of
























|mt(θ + ϕTh)−mt(θ)− (ϕTh)′∇mt(θ)|2
]
dt.




T converge to zero in L
2 and L1 respectively. At








|mt(θ + ϕTh)−mt(θ)− (ϕTh)′∇mt(θ)|2 dt
)1/2
.
Note that the second term is of order oP(1) by (3.2.23) and
ĨTX;θ = I
T
X;θ − (ĨTX;θ − ITX;θ)
L−→ I∞X;θ,
and so ĨTX;θ is bounded in probability. Therefore, r
(3)
T converges to zero in prob-
ability.
This completes the proof of Proposition 3.2.2.
Proposition 3.2.2 shows that continuous-time observations of X from (3.2.1) lead
to a LAQ model. We can use the limiting experiment obtained to conduct
inference about the parameters θX and θY . In this paper, we focus on two
statistical problems: the estimation of θX and the asymptotic optimality when
testing for stationarity of Y .
3.2.1 Estimation of θX
Let E (T )θX |X =
(
P(T )X;θ : θX > 0, θY ≥ 0 close to zero and known
)
be the subexper-
iment of E (T )θ|X =
(
P(T )X;θ : θX > 0, θY ≥ 0 close to zero
)
where θX is the param-
eter of interest and θY is known. Then, E (T )θX |X is LAN with central sequence
(2θXσ)
−1/2B̃1, Fisher information (2θXσ)
−1, and rate of convergence 1/
√
T . We
look for a.s. efficient estimators of θX in E (T )θX |X in the sense of estimators that
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achieve the optimal limiting distribution of B̃1. Consider for instance the max-
imum likelihood estimator (MLE) θ̂T of the parameter θ in the original model
E (T )θ|X , i.e.
θ̂T = arg max
ξ∈Θ
LTX; ξ,θ.
And, assume for this discussion that θ̂T is sufficiently regular, i.e., it satisfies




∆TX;θ + oP(1), ∀θ ∈ Θ.
Since E (T )θX |X is LAN and the Fisher information matrix I
∞
X,θ of the original model
E (T )θ|X is diagonal all the assumptions of Proposition 4.2 in Luschgy [1994] are
satisfied. From an application of this result, it follows that θ̂X,T is an a.s. efficient
estimator of θX in E (T )θX |X at every θX and for every θY .
3.2.2 Testing for stationarity of Y
In this paragraph, we assume θX to be known and we restrict to the subex-
periment E (T )θY |X =
(
P(T )X;θ : θY ≥ 0 close to zero, θX > 0 known
)
where θY is the
parameter of interest and θX is known. From Proposition 3.2.2, we get that E (T )θY |X
is LABF at (0, θX) with central sequence −
∫ 1
0





LABF models have a more complicated structure than the LAN models and no
uniform optimality results exist for the LABF case (see,e.g., Elliott et al. [1996]
and Jansson [2008]). Using the Neyman-Pearson lemma, we can construct the
most powerful non-stationarity test for Y for point-wise alternatives under the
assumption that θX is known. Obviously, the power envelope we find consti-
tutes an upper bound for the power functions of tests for the non-stationarity
hypothesis (3.2.2) in the model E (T )θ|X , since knowing θX can only improve the
power.
In the following, we assume θX to be known and consider, in the local model,
the testing problem
H∗0 : hY = 0 vs H
∗
1 : hY 6= 0,
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We find the power envelope of tests of the hypothesis H∗0 following the reasoning
in Jansson [2008]. To test the non-stationarity of the process Y we have to
refer to a test function, say φT : RT → [0, 1], such that H∗0 is rejected with
probability φT (x) whenever x is a realization of X
T . For each point alternative
h = h̄Y < 0, the (local) power of the test φT is given by E(h̄Y /T,θX)[φT (X
T )]. For
any α ∈ (0, 1) and any sample size T , it follows from the Neyman-Pearson lemma
that the optimal size α non-stationarity test against a specific local alternative
hY = h̄Y < 0 rejects for large values of L
T
X;(h̄Y ,θX)
. Thus, Le Cam’s third lemma




E(h̄Y /T,θX)′ [φT (X











Λ(h̄Y ) = −h̄Y
∫ 1
0




and Kα(h̄Y ) is the (1 − α)-quantile of the distribution of Λ(h̄Y ). Then, the












The asymptotic power envelope can be used to compare the asymptotic power
functions of tests for the non-stationarity hypothesis to discuss their perfor-
mances. This procedure is used, for example, by Elliott et al. [1996] in the
autoregressive unit root setting. They proposes a class of tests of which none is
uniformly the most powerful, but whose asymptotic power functions are close to
the power envelope and tangent to it in a point.
Note that the expansion (3.2.14) holds under P(T )X,Y ;θ as well. This allows us to
compare the finite sample central sequence and Fisher information matrix of this
model with those of the complete observation model. In the next section, we
compare the statistical information contained in the two models by comparing
the limiting experiments.
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3.3 On the Complete Observation Model
In this section, we consider the complete observation model, i.e., we assume to
observe both X and Y in continuous time. The statistical information in this
model is compared to the information contained in the partially observed model.
For the stationary case, i.e. θY > 0, it can be shown using similar techniques
that there is loss of information for both θY and θX . Both the partial observation
model and the full observation one are LAN at the same rate but their central
sequences are different.
Here we consider the situation where the process Y is nearly non-stationary.
As for the stationary case we also find that there is loss of information. This
loss is very pronounced because a faster convergence speed is possible when we
observe both processes. Opposite to the stationary case, the subexperiments in
which θX is known contain, in an asymptotic and local sense, the same statistical
information with respect to θY no matter if Y is observed or not.
In the following, we will show that, under P(T )X,Y ;θ, the complete observation model
is LABF (see Definition 3.4.3). Moreover, we find that the entries of the central
sequence and the Fisher information matrix related to θY are asymptotically
equal in distribution to those in (3.2.18).
Proposition 3.3.1. Let
(
P(T )X,Y ;θ : θ ∈ Θ
)
be the family of probability measures
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where the finite sample central sequence ∆TX,Y ;θ and the Fisher information ma-







































with Vt = ρWt +
√
1− ρ2Bt.














































with (B̃t)0≤t≤1, (W̃t)0≤t≤1 independent Wiener processes and Ṽt = ρW̃t+
√
1− ρ2B̃t.
Proof. The likelihood ratio of the complete observation model described by the
system (3.2.1) can be computed using the multivariate Girsanov’s theorem (see
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Under the P(T )X,Y ;θ, this expression equals (3.3.1). We perform a change of variable






. Thanks to the
self-similarity properties of the Brownian motion, we know that W̃ and B̃ are also













From Proposition 3.2.2 and Proposition 3.3.1, we get asymptotically sufficient
statistics for the partial observation model and for the complete observation












By comparing them, we see that they are not equal in distribution. Thus, the
full observation model and the partial observation one have different limiting
experiments. Thus, we lose statistical information by not observing Y .
It is interesting to consider the local limiting experiments of the subexperiments
E (T )θX |X,Y =
(
P(T )X,Y ;θ : θX > 0, θY ≥ 0 close to zero and known
)
and
E (T )θY |X,Y =
(
P(T )X,Y ;θ : θY ≥ 0 close to zero, θX > 0 known
)
and compare with those of E (T )θX |X and E
(T )
θY |X respectively.
As far as E (T )θX |X,Y is concerned we see that the rate of convergence to the limiting
experiment is 1/T versus 1/
√
T of E (T )θX |X . Also, the two submodels have different
limiting experiments. Thus, if only X is observed, there is loss of information
about θX when θY is known.
In case ρ = 0, E (T )θX |X,Y is LAMN with central sequence
∫ 1
0
B̃t dW̃t that has normal
distribution conditionally on the Fisher information
∫ 1
0
B̃2t dt. This is because B̃
and W̃ are independent. Furthermore, if ρ equals zero, the Fisher information
matrix I∞X,Y ;θ is diagonal and we can use Proposition 4.2 in Luschgy [1994] to
get an efficient estimator for θX that is based on the MLE as soon as this is
sufficiently regular. Note that the MLE for θX developed in E (T )θX |X,Y has a different
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distribution than that developed in E (T )θX |X where we do not observe Y . This is
because we lose statistical information about θX if we do not observe Y .
Finally, we note that E (T )θY |X,Y and E
(T )
θY |X have the same limiting experiment and
same rate of convergence. Thus, if θX is known, we do not lose statistical in-
formation about θY not observing Y . In particular, the power envelope for the
non-stationarity tests of Y does not change if we observe Y and it is the same
as in Section 2.
3.4 Appendix
3.4.1 Auxiliary results
Lemma 3.4.1. The process mt(θ) as defined in (3.2.12) is differentiable in a mean-
square sense, i.e. there exists a process ∇mt(θ) adapted to F tX which is defined




|mt(θ + ϕTh)−mt(θ)− (ϕTh)′∇mt(θ)|2
]










Proof. Given (3.2.12), we have




T hY )mt(θ + ϕTh)− θY mt(θ)
)
dt
− (ς(θ + ϕTh)mt(θ + ϕTh)− ς(θ)mt(θ)) dt
+ (ς(θ + ϕTh)− ς(θ)) dXt
= −r(θ) (mt(θ + ϕTh)−mt(θ)) dt− ϕ(Y )T hY mt(θ) dt
+ (ς(θ + ϕTh)− ς(θ))σ dW̄t
− (ς(θ + ϕTh)− ς(θ)) (mt(θ + ϕTh)−mt(θ)) dt
− ϕ(Y )T hY (mt(θ + ϕTh)−mt(θ)) dt.
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Thanks to the differentiability of ς(·) and r(·), we find
d(mt(θ + ϕTh)−mt(θ)) = −r(θ) (mt(θ + ϕTh)−mt(θ)) dt
− ϕ(Y )T hY mt(θ) dt+ (ϕTh)
′∇ς(θ)σ dW̄t
− ((ϕTh)′∇r(θ) + o(||ϕTh||)) (mt(θ + ϕTh)−mt(θ)) dt
+ o(||ϕTh||)σ dW̄t dt
At the same time (3.2.22) implies
d((ϕTh)
′∇mt(θ)) = −r(θ)((ϕTh)′∇mt(θ)) dt− ϕ(Y )T hY mt(θ) dt
+ (ϕTh)
′∇ς(θ)σ dW̄t.
Let Zt = mt(θ + ϕTh)−mt(θ)− (ϕTh)′∇mt(θ), thus
dZt = − (r(θ) + (ϕTh)′∇r(θ) + o(||ϕTh||))Zt dt
− ((ϕTh)′∇r(θ) + o(||ϕTh||)) (ϕTh)′∇mt(θ) dt+ o(||ϕTh||)σ dW̄t
The analytical solution for Zt is given by Zt = At +Bt with
At = −(ϕTh)′∇r(θ)∫ t
0
exp {− (r(θ) + (ϕTh)′∇r(θ) + o(||ϕTh||)) (t− s)} (ϕTh)′∇ms(θ) ds
+ o(||ϕTh||)∫ t
0























E[|Bt|2] dt are both o(1). By Itô’s isometry, and
since r(θ) + ϕTh
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Let
Ãt = −(ϕTh)′∇r(θ)∫ t
0
exp {− (r(θ) + (ϕTh)′∇r(θ) + o(||ϕTh||)) (t− s)} (ϕTh)′∇ms(θ) ds













exp {− (r(θ) + (ϕTh)′∇r(θ) + o(||ϕTh||)) (t− s)}∫ s
0












exp {− (r(θ) + (ϕTh)′∇r(θ) + o(||ϕTh||)) (t− s)}∫ s
0
exp {−θY (s− u)} dW̄u
)
ds
Let us note that r(θ) and r(θ)+(ϕTh)
′∇r(θ) are strictly positive. Using Fubini’s
theorem, we find








exp{−2r(θ)(t− u)} (1− exp {− ((ϕTh)′∇r(θ)(t− u) + o(||ϕTh||))})2 du.
Working out this integral, we find it is of order O(||ϕTh||). Thus,∫ T
0
E[|A(1)t |2] dt = o(1).
As far as A
(2)
t is concerned, we note that θY ≥ 0, so
E[|A(2)t |2] ≤E
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Then,∫ T
0
E[|A(2)t |2] dt ≤
((ϕTh)
′∇r(θ))2





















L2−→ 0, t ≥ 0.
Proof. Let W̃t = 1/
√








































































































which converges to zero as T goes to infinity.
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3.4.2 Background and terminology
Definition 3.4.3 (LAQ, Jeganathan [1995]). A family of probability measures(
P(T )X;θ : θ ∈ Θ
)
is called locally asymptotically quadratic (or LAQ) at θ if there







h′ITX;θh+ oP(T )X; θ
(1) (3.4.1)
where the stochastic vector valued process ∆TX;θ and the stochastic matrix-valued






) L−→ (∆∞X;θ, I∞X;θ) .
Moreover, the limiting random variables ∆∞X;θ and I
∞









and I∞X;θ > 0 a.s.
The sequence of models is called locally asymptotically Brownian functional
(LABF) if ∆∞X;θ =
∫ 1
0





F 2t dt where (Ft, W̃t) is a Gaussian
process and W̃ is a standard Wiener process. It is called locally asymptotically




Z where Z is a standard normal independent
of I∞X;θ. And, it is called locally asymptotically normal (LAN) if, in addition,
I∞X;θ is non-random.
The processes ∆∞X;θ and I
∞
X;θ are known as the central sequence of the model
and the Fisher information matrix, respectively.
Theorem 3.4.4 (Multi-dimensional Girsanov’s Theorem, Shreve [2004]). Let W P
be a d-dimensional Wiener process under the probability measure P. Let T be
a fixed positive time, and let φ be a d-dimensional adapted row vector process.
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or, equivalently,
dLt = φtLt dW
P
s












where WQt is a d-dimensional Wiener process under the probability measure Q.
Theorem 3.4.5 (Corollary 6.29 Jacod and Shiryaev [2002]). Suppose that Xn are
local martingales satisfying |∆Xnt (ω)| ≤ c for some constant c. Then Xn
L−→ X∞
implies (Xn, [Xn, Xn])
L−→ (X∞, [X∞, X∞]).

Chapter 4
Gaussian power envelope for




The econometric and statistical literature dealing with unit roots in univariate
time series is overabundant. The presence or absence of unit roots in econometric
models indeed has crucial economic policy implications. In applications one
typically has to deal with panel data, e.g. a panel of macroeconomic time series,
instead of a univariate time series. Therefore, in the last two decades, a lot of
attention has been given to testing for unit roots in panel data. We refer to
Banerjee [1999], Baltagi and Kao [2000], Choi [2006], and Breitung and Pesaran
[2008] for surveys.
The early literature has focused on cross-sectionally independent panels. Unit
root tests for these models are often referred to as ‘first generation tests’ (see,
e.g., Breitung and Pesaran [2008]). Important first generation tests are those
proposed in Harris and Tzavalis [1999], Maddala and Wu [1999], Hadri [2000],
59
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Choi [2001], Levin et al. [2002], and Im et al. [2003]. For many empirical ap-
plications the assumption of cross-sectional independence is inappropriate. As
the presence of dependence between cross-section units can deteriorate the per-
formance of first-generation tests (see, e.g., Gutierrez [2006]), unit root tests
that can handle cross-sectional dependence have been proposed. These are of-
ten called ‘second generation tests’. Important second generation tests are those
proposed in Phillips and Sul [2003], Bai and Ng (2004, 2010), Moon and Perron
[2004], Breitung and Das (2005, 2008), and Pesaran [2007].
For cross-sectionally independent panels local asymptotic powers of first gen-
eration tests have been considered in, e.g., Breitung [2000] and Madsen [2010].
Hlouskova and Wagner [2006] conducted a large scale Monte Carlo study to assess
the finite-sample performances of some first generation tests. And asymptotic
optimality has been studied in Moon et al. [2007], which contributes, for Gaussian
cross-sectionally independent panels, the (local and asymptotic) power envelope.
For second generation tests local asymptotic powers have been derived in, e.g.,
Moon and Perron [2004] and Breitung and Das [2005]. And finite-sample powers
have been analyzed in, e.g., De Silva et al. [2009] and Gengenbach et al. [2010].
In this chapter we derive the (local and asymptotic) power envelope for Gaussian
panels with cross-sectional dependence. As data generating process we follow the
setup in Moon et al. [2007], where we introduce cross-sectional dependence by a
factor structure following, e.g., Phillips and Sul [2003], Moon and Perron [2004],
and Pesaran [2007]. As in Moon et al. [2007] we consider the asymptotic scheme
in which the number of cross section units n and the length of the time series T
tend to infinity jointly (as proposed in Phillips and Moon (1999, 2000)). Here
large T is needed in order to allow for heterogeneity in the panel (because of
the heterogeneity the number of parameters is increasing in n); see, e.g., Baltagi
[2005, Chapter 12] for a discussion.
We obtain the power envelope as follows. We first consider the submodel in
which all nuisance parameters are known. For this submodel we derive the limit
experiment à la Le Cam (see Le Cam [1986], Jeganathan [1995], or van der
Vaart [2000, Chapter 9]), which corresponds to a Gaussian shift experiment, i.e.
the submodel is Locally Asymptotically Normal (LAN). There is a rich theory
for models which are of the LAN type; in particular, the power envelope for
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the submodel immediately follows. Then we construct a test statistic, valid for
the model of interest, which attains the power envelope of the submodel. As
a consequence the constructed test is asymptotically optimal in the model of
interest.
To our best knowledge, this paper is the first to consider the limit experiment
for panel data models with unit roots. We note that the limit experiment is not
only useful to study asymptotic efficiency. Using Le Cam theory, in particular
Le Cam’s third lemma, the local and asymptotic power of any test that has
an asymptotically linear expansion under the null hypothesis can be calculated
straightforwardly. In this way one can avoid the use of ‘array arguments’ to
calculate the local asymptotic power of a test.
The remainder of the chapter is organized as follows. In Section 4.2 we describe
the model and setup. Section 4.3 presents our results on the limit experiment
of the Gaussian panel unit root problem in the presence of cross-sectional de-
pendence. Here we first consider, in Section 4.3.1, an auxiliary model in which
all nuisance parameters are known and the factors are observed. We show that
this auxiliary model is of the Locally Asymptotically Mixed Normal (LAMN)
type, i.e. the limit experiment is a mixed normal shift experiment. Section 4.3.2
discusses the submodel mentioned in the previous paragraph, i.e. unobserved fac-
tors and known nuisance parameters, and shows that this model is LAN. Then
we present our main result in Section 4.4. Finally, Appendix 4.5.1 contains an
auxiliary result that we need to derive the limit experiments and Appendix 4.5.2
contains the technical details of the proof of the main result.
4.2 The model and setup
The observations Yi,t, i = 1, . . . , n and t = 1, . . . , T , are assumed to be generated
by the components model
Yi,t = mi + Zi,t, t ∈ N ∪ {0}, (4.2.1)
Zi,t = ρiZi,t−1 + εi,t, i, t ∈ N, (4.2.2)
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where mi is a (deterministic) intercept, i.e. fixed effect, and Zi,0 = 0. The
autoregression coefficient ρi is assumed to be generated by a random coefficient
structure
ρi = 1 + δHi, i ∈ N,
where δ describes the deviation from the unit root and Hi is an unobserved
random perturbation; Assumption 4.2.1 states the precise assumptions on this







, i, t ∈ N, (4.2.3)
where Assumption 4.2.1 describes our assumptions on the the factor Ft and the
idiosyncratic shock ηi,t, and Assumption 4.2.2 the assumptions on the (determin-
istic) factor loading γi and the (deterministic) scale factor σi.
Assumption 4.2.1.
(a) The factors Ft, t ∈ N, are i.i.d. with mean zero and variance 1, independent
of the i.i.d. idiosyncratic shocks ηi,t, i, t ∈ N, with mean zero and variance 1.
(b) The factors Ft, t ∈ N, and the idiosyncratic shocks ηi,t, i, t ∈ N, are
Gaussian.
(c) The perturbations Hi, i ∈ N, are i.i.d. with mean 1 and independent of the
factors Ft, t ∈ N, and the idiosyncratic shocks ηi,t, i, t ∈ N. Moreover, the
moment generating function of H1 exists (on an open interval containing 0).
We allow for a heterogeneous panel, i.e. the factor loadings γi and scale factors
σi are not imposed to be constant in i. Nevertheless we need to impose some
stability, which is summarized in Assumption 4.2.2.
Assumption 4.2.2. The factor loadings γi, i ∈ N, and the scale factors σi, i ∈ N,
satisfy:
(a) γ+ := supi∈N γi < 1;
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(c) 0 < σ− := infi∈N σi ≤ σ+ := supi∈N σi <∞.
Remark 4.2.3. Assumption (c) is not needed for the limit experiments (Proposi-
tions 4.3.1 and 4.3.3).
The data generating process for Zi,t is an extension of the setup in Moon et al.
[2007], where we introduce dependence between the cross-section units via a
factor model for the innovations; setting γi = 0 for all i our assumptions on Zi,t
reduce to the assumptions in Moon et al. [2007] (including the Gaussianity). Our
components specification, however, is less general than the setup in Moon et al.
[2007] as that paper also allows for individual effects of the form mi + bit.
We are interested in testing the hypothesis
H0 : δ = 0 versus Ha : δ < 0. (4.2.4)
Under the null hypothesis all time series (Yi,t)t∈N, i ∈ N, contain a unit root.
Under the alternative we have Eρi = 1 + δ < 1, which is constant in i, and
via the random perturbations Hi heterogeneity in the alternatives is introduced.
Explosive alternatives are less relevant from an empirical point of view and there-
fore one will typically consider P(Hi < 0) = 0. We already note here that the
perturbations Hi are not observed in our framework and their distribution is a
nuisance parameter in the unit root testing problem.
As in previous work on the asymptotic power of (panel) unit root tests, we use
‘local-to-unity’ asymptotics to take the ‘increasing statistical difficulty’ in the
neighborhood of the unit root into account, i.e., we consider local alternatives to
the unit root in such a way that the increasing degree of difficulty to discrim-
inate between these alternatives and the unit root compensates the increase of
information contained in the sample as the number of observations grows. This
leads to considering contiguous alternatives of the form




which corresponds to setting δ = h(
√
nT )−1 in (4.2.4).
We consider, as Moon et al. [2007], an asymptotic scheme in which n and T tend
to infinity jointly. The precise formulation is summarized in Assumption 4.2.4.
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Assumption 4.2.4. We have
(a) T = T (n) with T (n)→∞ as n→∞;
(b) n/T (n)→ 0 as n→∞.
Remark 4.2.5. Assumption (b) is not needed for the limit experiments (Proposi-
tions 4.3.1 and 4.3.3).
Assumption 4.2.4b) is used (in Theorem 4.4.1) to handle the heterogeneity in
the scale parameters σi and factor loadings γi, and is standard. Note that we
do not impose any assumption on the mapping n 7→ T (n). In particular, we
do not require that T (n) is increasing in n. We stress that all limits, limiting
distributions etc. we calculate do not depend on the specific sequence T (n).
Throughout, we write T as shorthand notation for T (n), and we often use n as
sub- or superscript to indicate that objects depend both on n and T . We denote
the probability measure corresponding to the null hypothesis by P0 and the prob-
ability measure corresponding to an alternative H
(n)
a (h), i.e. δ = hT−1n−1/2, by
P(n)h . We use the ‘∆-operator’ to denote differencing accross the time dimension,
i.e. ∆Yi,t := Yi,t − Yi,t−1. And we use the notations Y (n)·,t := (Y1,t, . . . , Yn,t)′ and
Y
(T )
i,· := (Yi,1, . . . , Yi,T )
′.
4.3 Limit experiments
In Section 4.3.1 we derive the limit experiment for an auxiliary model in which the
factors are observed and the nuisance parameters are known. And Section 4.3.2
discusses the limit experiment for the model in which the nuisance parameters
are unknown (and the factors unobserved) and discusses the power envelope for
this submodel. As the limit experiments for these two models differ, we see that
it matters whether one works with observed factors or not.
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4.3.1 Observed factors and known nuisance parameters
In this subsection we consider the auxiliary model in which the nuisance param-
eters mi, σi, and γi are all known and the factors Ft, 1 ≤ t ≤ T , are observed.
Let us denote the joint law of Yi,t, Ft, i = 1, . . . , n and t = 1, . . . , T , under P(n)h
by P̃
(n)
h . Proposition 4.3.1 below shows that the limit experiment for testing the
unit root hypothesis is of the Locally Asymptotical Mixed Normal (LAMN) type.
To formulate the proposition we introduce the partial sum processes, for T ∈ N



















, i = 1, . . . , n.
Note that the processes W
(T )
η,i are measurable with respect to the observations





η,i (u) := T
−1/2∑[uT ]
t=1 ηi,t which explains our notation.
Proposition 4.3.1. Let Assumption 4.2.1, Assumptions 4.2.2(a)-(b), and Assump-













h2JFn + oP (1),
where the central-sequence ∆Fn and the finite-sample Fisher information J
F
n are
















































d−→ (∆F , JF ) (4.3.3)
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with ∆F |JF ∼ N(0, JF ) and JF d= 1/2 +β
∫ 1
0
W 2F (u) du, where WF is a standard
Brownian motion and β is defined in Assumption 4.2.2b).
Proof. The log likelihood ratio of the law of Yi,t, Ft and Hi, for i = 1, . . . , n and


























































In Step A we verify the conditions of Lemma 4.5.1. Then, according to this
lemma, we obtain, under P̃
(n)





































Jn,i + oP (1) = h∆Fn −
h2
2
JFn + oP (1).






n ) converges in distribution to
(∆F , JF ). This completes the proof. In the remainder of the proof all expecta-
tions (and thus probabilities) are calculated under P̃
(n)
0 or equivalently under P0.
Part A First we note that (as we are working under P0) the perturbations
(Hi)i∈N are independent of Fn for all n. Next, we introduce the sigma-fields
Gn,0 := σ (Ft : t ≥ 1) and, for i = 1, . . . , n, Gn,i := σ (Ft, ηj,t : t ≥ 1, 1 ≤ j ≤ i).
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Note Gn,i = Gn+1,i and E[Xn,i | Gn,i−1] = 0, i.e. Xn,i forms a (square-integrable)
martingale difference array. We verify conditions (4.5.1)-(4.5.4) to Lemma 4.5.1.
An easy calculation shows that n−1
∑n
i=1 EX2n,i = O(1); therefore condition (4.5.1)












}∣∣Gn,i−1] = oP (1), (4.3.4)
by showing that the left-hand-side converges to 0 in L1. Because of Assump-
tion 4.2.2(a) and the inequality |a + b|2I {|a+ b| > 2ε} ≤ 4|a|2I{|a| > ε} +










































∣∣∣∣ > δ√n} = 0.
(4.3.6)























j = j/T and Wη,1 and WF are independent standard Brownian mo-











Hence the collection of random variables {I2T , n ∈ N} is uniformly integrable.
As uniform integrability of a collection of random variables is determined by









, n ∈ N
}
is
uniformly integrable, which yields (4.3.5).
The conditional Lindeberg condition implies, see, e.g., Hall and Heyde [1980, Dis-
play (2.32)], that condition (4.5.2) is satisfied. We already noted n−1
∑n
i=1 EX2n,i =
O(1); hence an application of Hall and Heyde [1980, Theorem 2.23] implies that
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F (u) du = oP (1). (4.3.9)
Note that the n terms of the sum in the left-hand side of (4.3.8) are (for all n) i.i.d.
with mean zero. It is easy to see that the variances of these terms are uniformly
bounded (in n), so an application of the Markov inequality yields (4.3.8). We
























































which tends to 0 as n → ∞. As the left-hand side of (4.3.9) has mean zero, we
can conclude, using the Markov inequality again, that (4.3.9) holds.

































2 du = oP (1).




























2 du ≥ δn
}
,
which can be shown to converge to 0 in a similar fashion as the proof of (4.3.6).









bounded (in n), so condition (4.5.4) indeed holds. This concludes Part A of the
proof.
Part B In this part of the proof we show that (∆Fn , J
F
n ) converges in distribution
to (∆F , JF ). As this convergence only depends on the law of the observations
Yi,t and Ft, it is allowed to change the underlying probability space. Using the
functional central limit theorem and the Skorokhod representation theorem (see,
e.g., Davidson [2002, Theorem 26.25]) we can construct an underlying probabil-
ity space such that in ((D[0, 1], d0),B0), where d0 is Billingsley’s d0-metric (see
Billingsley [1999, pp.112-113]) which makes D[0, 1] a complete and separable
space and B0 is the corresponding Borel σ-field,
W
(T )
F → WF a.s.,





















































Since we already showed in Part A that the square-integrable martingale dif-
ference array Xn,i satisfies the conditional Lindeberg condition (4.3.4) an appli-
cation of Hall and Heyde [1980, Theorem 3.2 and Corollary 3.1] yields ∆Fn =
n−1/2
∑n
i=1 Xn,i → ∆F stably, where the characteristic function of ∆F is given
by E exp(−(1/2)JF t2). Stable convergence implies (see, e.g., Aldous and Ea-
gleson [1978, Proposition 1]) that (∆Fn , J
F )
d−→ (∆F , JF ) which yields, since
JFn = n
−1∑n
i=1 Jn,i = Vn + oP (1)
p−→ JF , (∆Fn , JFn )
d−→ (∆F , JF ). This con-
cludes the proof.
Note that the Fisher-information is random for this experiment. In the next
section we discuss the model in which the factors are not observed (but the
nuisance parameters are still known). In that case the model turns out to be
Locally Asymptotically Normal, since the Fisher-information is deterministic.
4.3.2 Known nuisance parameters
In this section we consider the situation where we observe Yi,t, i = 1, . . . , n and
t = 1, . . . , T , and we still assume that the incidental nuisance parameters mi, σi,
and γi are all known. Please note that ∆Yi,1 is measurable with respect to these
observations as Yi,0 = mi.
To formulate the limit experiment for this setup, we first introduce some addi-
tional notation. In the following P
(n)
h denotes the law of Yi,t, i = 1, . . . , n and




′ + Σ2n(In − Γ2n),
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where Σn = diag(σ1, . . . , σn) and Γn = diag(γ1, . . . , γn). We also introduce the




η,1 , . . . , W̃
(T )
η,n )′ by







·,t , u ∈ [0, 1].
Note that these partial sum processes are indeed measurable with respect to the






·,t ∼ N(0, In).








Σ−1n (In − Γ2n)−1Γn1n
) (












The following proposition shows that the model is Locally Asymptotically Normal
(LAN).
Proposition 4.3.3. Let Assumption 4.2.1, Assumptions 4.2.2(a)-(b), and Assump-













h2J + oP (1),













and the Fisher-information by J = 1
2




d−→ ∆ ∼ N(0, J).
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Proof. The log likelihood ratio of the law of Yi,t and Hi, for i = 1, . . . , n and































































































Jn,i + oP (1).





p−→ J and ∆n
d−→ N(0, J)
which will complete the proof. In the remainder of the proof all expectations (and
thus probabilities) are calculated under P
(n)
0 or equivalently P0.
Part A This follows along the lines of Part A of the proof of Proposition 4.3.1.
Part B In this part we show that n−1
∑n
i=1 Jn,i
p−→ J and ∆n
d−→ N(0, J)
Let us note that Jn,i are i.i.d. across i (for all n) and integrable. Also, Jn,i has










j−1 = j/T and














du and {Jn,i, n ∈ N} is uniformly
integrable for all i. The array Jn,i thus satisfies all the conditions to Phillips and
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To complete the proof we have to show ∆n
d−→ N(0, J). Note that Xn,i are
i.i.d. across i for all n with mean zero and variance EJn,1. Also,
{
X2n,i, n ∈ N
}
is uniformly integrable as already showed in the proof of Proposition 4.3.1. An
easy calculation shows that n−1
∑n
i=1 EJn,i = J . Thus, Xn,i satisfy all conditions





As the model is of the LAN type, which corresponds to the well-understood
Gaussian shift as limit experiment, we now immediately obtain the (asymptotic)
power envelope (see, e.g., van der Vaart [2000, Chapter 15]).
Corollary 4.3.4. Let Assumption 4.2.1, Assumptions 4.2.2(a)-(b), and Assump-
tion 4.2.4(a) hold and let α ∈ (0, 1). Let Tn a sequence of level α tests, i.e.
lim supn→∞ πn(0) ≤ α, where πn(h) denotes the power of Tn under P
(n)
h . Then










where zα = Φ
−1(1 − α). And the test statistic T ?n = 1{
√
2∆n ≤ −zα} attains
this upper bound (for all h).
Remark 4.3.5. Note that the power envelope (4.3.13) does not depend on the
nuisance parameters. In particular, the presence of dependence between the
cross section units does not affect the power envelope (if Ωn is known).
The corollary completes the picture for the model in which all nuisance parame-
ters are known. In the next section we consider the model of interest, where we
need to estimate these nuisance parameters.
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4.4 Main result
In this section we finally discuss the problem of interest, i.e. testing the unit root
hypothesis on basis of the observations Yi,t, 1 ≤ i ≤ n and 1 ≤ t ≤ T , where the
fixed effects mi, the scale parameters σi, and the factor loadings γi are nuisance
parameters. We consider a statistic that is based on eliminating the factors from
the residuals, i.e. by estimating ηi,t. We already note that the resulting statistic
only depends on the observations via ∆Yi,t for t ≥ 2, because we cannot use ∆Yi,1
(Yi,0 = mi). We demonstrate efficiency of this statistic by proving that the test
is asymptotically equivalent, under the null as well as under local alternatives,
to the efficient test in the submodel in which all nuisance parameters are known
(Section 4.3.2).















































1 {σ̂i,n > 0} . (4.4.4)
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We use σ̂i,n and γ̂i,n to introduce a slightly modified version of the FGLS estimator




















and where we set F̂t,n = 0 on the event ∪ni=1({γ̂i,n 6∈ [0, 1)} ∪ {σ̂i,n = 0}).






1{σ̂i,n > 0, γ̂i,n ∈ [0, 1)}. (4.4.7)



















where we set ∆n = 0 on the event ∪ni=1({γ̂i,n 6∈ [0, 1)} ∪ {σ̂i,n = 0}).
The next theorem is the main result of the paper, which shows that a test based
on ∆̂n is (asymptotically) efficient.
Theorem 4.4.1. Let Assumptions 4.2.1-4.2.4 hold with β > 0 and let α ∈ (0, 1).
For all h ≤ 0 we have
∆̂n = ∆n + oP (1;P(n)h ). (4.4.8)
And the statistic Tn = 1{
√











where π∗n(h) denotes the power of Tn under P
(n)
h .
Remark 4.4.2. Note that the result on the asymptotic power is an immediate
consequence of (4.4.8) and Corollary 4.3.4. Since Tn attains the power envelope
for the submodel in which Ωn is known, we can conclude that Tn is efficient.
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Remark 4.4.3. As ∆̂n only depends on the observations via ∆Yi,t, for t ≥ 2, the
test is invariant with respect to the fixed effects mi.
As the proof is a bit technical we present an outline below and organize the de-
tails in Appendix 4.5.2.
Outline of the proof: A combination of Le Cam’s first lemma (see, e.g.,
van der Vaart [2000, Lemma 6.4]) and Proposition 4.3.3 shows that it sufficient
to prove (4.4.8) for h = 0. In the following all probabilities are evaluated under


































From Propositions 4.5.2 and 4.5.5 in the Appendix it follows that the probability
of the event ∪ni=1({γ̂i,n 6∈ [0, 1)} ∪ {σ̂i,n = 0}) converges to 0. In the following we


















































































































Here the remainder term r1n is the result of excluding ‘s = 1’ in the definition
of ∆̂n. In Proposition 4.5.7 we show r1n = oP (1) (we even have converge to 0 in
L2).
The remainder term r2n, resulting from estimating the nuisance parameters γi
and σi, is of more complicated nature. To obtain a suitable decomposition of
this remainder terms we first define







, x, y ∈ R and α ∈ {1, 2}.





































































































1− γ2j , 1
)
ηj,s,
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where
































1− γ2i , 1
)∑n










1− γ2i , 2
)
.
In Proposition 4.5.8 we prove n−1/2δ
(1)





































this yields r2b,n = oP (1). In a similar fashion Proposition 4.5.10 yields r2c,n =
oP (1). And r2d,n = oP (1) (Proposition 4.5.11) follows from the asymptotic be-
havior of the auxiliary estimators (4.4.1)-(4.4.5). 2
4.5 Appendix
4.5.1 Auxiliary result
The following lemma is used to derive the limit experiments in Section 4.3. The
limit experiment is determined by the asymptotic behavior of likelihood ratios.
Due to the random perturbations Hi these likelihood ratios are not (directly)
tractable, but the likelihood ratio for an extended model in which we also ob-
serve the random perturbations Hi is immediate. However, these perturbations
are not observed and the likelihood ratio of interest is given by the conditional
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expectation, with respect to the actual observations, of the likelihood ratio cor-
responding to also observing Hi. The following lemma provides an expansion of
this conditional expectation that is essential in the proofs in Section 4.3.
Lemma 4.5.1. Let (Fn)n∈N a sequence of σ-fields and let, for all n ∈ N, (Xn,i)1≤i≤n
and (Jn,i)1≤i≤n sequences of random variables that are Fn-measurable. And let
(Ui)i∈N i.i.d. random variables independent of Fn for all n. Suppose that













= oP (1); (4.5.2)
















= oP (1). (4.5.4)
Then we have




































Proof. If σ2U := var(U1) = 0 the result is immediate, so we consider σ
2
U > 0 in the
following. Let φ denote the moment generating function of U1 −E(U1), which is
defined on an interval (−η̃, η̃) for η̃ > 0.
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We decompose mn = mn1mn2 = mn1Mn(1) + mn1(mn2 −Mn(1)). To enhance
readability we organize the proof in two steps. In Step A we show mn1Mn(1)
p−→
1, and in Step B we establish mn1(mn2 −Mn(1))
p−→ 0.





p→ 0. Let ε > 0
arbitrary. Choose η ∈ (0, η̃) be such that, for all |x| ≤ η,
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Using P(An) → 1, which follows from (4.5.2), and (4.5.1) we obtain the desired
convergence to zero.


























we have P(Bcn) ≤ ε if n ≥ N . Part B thus follows if we show |mn2−Mn(1)|1Bn
p−→

















On the event Bn Mn(2) is uniformly bounded, so EMn(2)1Bn is bounded in n.






(U2i − EU21 )Jn,i
















As rn1Bn is uniformly bounded an application of bounded convergence yields
Ern1Bn → 0. Conclude that E|mn2 −Mn(1)|1Bn → 0. Because mn1 is bounded
this also yield Emn1|mn2 −Mn(1)|1Bn → 0, which concludes the proof.
4.5.2 Proof of Theorem 4.4.1
This appendix contains the proof of Theorem 4.4.1. In Section 4.5.2.1 we discuss
the asymptotic behavior of the auxiliary estimators and in Section 4.5.2.2 we show
that the remainder terms, introduced in the outline of the proof (see Section 4.4),
are indeed negligible.
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4.5.2.1 Asymptotic behavior of auxiliary estimators
This section contains several propositions concerning the asymptotic behavior of
the auxiliary estimators introduced in Section 4.4.







)2 → 0 in L1(P0);
(ii)
∑n
i=1 (σ̂i,n − σi)
2 → 0 in L1(P0);
(iii) sup1≤i≤n |σ̂2i,n − σ2i | → 0 in L1(P0) and we denote σ̂+,n = sup1≤i≤n σ̂i,n;
(iv) there exists ` > 0 such that, with σ̂2−,n := inf1≤i≤n σ̂
2
i,n , P0 (σ̂−,n ≥ `)→ 1.
Remark 4.5.3. The proofs are analogous to the proof of Lemma 5 in Moon et al.
[2007] (the cross-sectional dependence does not introduce complications here)
and are included for sake of completeness.
Proof. In the following all expectations are calculated under P0.



































(σ̂i,n − σi)2 .
Proof of (iii) Immediate from Part (i).
Proof of (iv) Immediate from Part (iii) and Assumption 4.2.2c).
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with σ̂γ
2











Proof. In the following all expectations are calculated under P0. Introduce
σγn := n
−1∑n































































































t − 1) = OP (1) we obtain, as n/T → 0, r
(1)
n = oP (n
−1/2). It
immediately follows that the L1-norm of r
(2)
n is O(n−1). Another straightforward
calculation shows that the L2-norm of r
(3)
n , which has mean zero, is O((nT )−1).
This completes the proof of the first result.
The additional assumption 0 < β < ∞ implies 0 < lim infn→∞ σγn. From the
mean-value theorem we obtain
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where λn ∈ [0, 1] are random. Now the result follows from the first part of the
proposition.
Proposition 4.5.5. Let Assumptions 4.2.1-4.2.4 hold and β > 0. We have, with
γ̂i,n as defined in (4.4.4) and under P0,
(i)
∑n
i=1 (γ̂i,n − γi)
2 = oP (1);
(ii) sup1≤i≤n |γ̂i,n − γi| = oP (1);








Proof. All expectations are evaluated under P0. There exists ` > 0 such that the




t > 0} ∩ {σ̂−,n ≥ `} ∩ {σ̂γn ≥ `} converges to 1
(see Propositions 4.5.2 and 4.5.4). In the following we always work on this event.

























































































We show that each of these terms is oP (1).
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= oP (1)OP (n/T ).




































































are both O(n/T ) an application of Proposi-
tion 4.5.4 shows that the second term is indeed oP (1).
The L1-norm of the third term is OP (n/T ), which completes the proof of Part (i).
Proof of (ii) Immediate from Part (i).
Proof of (iii) Immediate from Part (ii) and Assumption 4.2.2a.
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Proposition 4.5.6. Let Assumptions 4.2.1-4.2.4 hold and β > 0. Then we have,
with βn and β̂n as defined in (4.3.11) and (4.4.6) respectively and under P0,


















1− γ2i , 1
))2












)2∣∣∣∣∣ = oP (n−1/2)
Proof. In the following all expectations are calculated under P0. We only present
the proof of Part i) as the other proofs are similar. We recall that the probability
of the event {γ̂+,n < 1} converges to 1 (see Proposition 4.5.5). On this event we
have



































by an application of Proposition 4.5.5.
4.5.2.2 Details proof main result
Section 4.4 presents an outline of the proof of Theorem 4.4.1. This section con-
tains the details of the proof. Propositions 4.5.7-4.5.11 show that the remainder
terms, introduced in the outline of the proof, are indeed negligible. The proofs
strongly build on the results for the ‘auxiliary estimators’ (Section 4.5.2.1).
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r1a,n → 0 and r1b,n → 0 in L2(P0).











σ2i (1− γ2i )
1






















































(n2β2n + 1)→ 0.
Proposition 4.5.8. Under the same assumptions as in Theorem 4.4.1 we have,
under P0, n−1/2δ(1)n = oP (1).
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1− γ2i , 1
)∑n

























































































































fj,n (γ̂j,n, γj, 1)− βn
)2
.
Invoking Proposition 4.5.2i),ii),iv), Proposition 4.5.5i),ii),iv) and Proposition 4.5.6
we conclude that all these terms are oP (1).
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(σ̂2i,n − σ2i )2
p−→ 0
by an application of Propositions 4.5.2 and 4.5.5iv) .
Proposition 4.5.11. Under the same assumptions as in Theorem 4.4.1 we have
r2d,n
p−→ 0 under P0.
Proof. In the following all expectations are calculated under P0. We have













































































































































































ηj,s = OP (1)
we obtain r
(i)
2d,n = oP (1).














































2 = OP (1),
r
(ii)
2d,n = oP (1) follows. In as similar fashion r
(iii)
2d,n = oP (1) can be demonstrated.
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2d,n = oP (1) follows from Proposition 4.5.6 and concludes the proof.
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