Geostatistical modeling of petrophysical properties is a key step in modern integrated oil and gas reservoir studies. Recently, generative adversarial networks (GAN) have been shown to be a successful method for generating unconditional simulations of pore-and reservoir-scale models. This contribution leverages the differentiable nature of neural networks to extend GANs to the conditional simulation of three-dimensional pore-and reservoir-scale models. Based on the previous work of Yeh et al. (2016) , we use a content loss to constrain to the conditioning data and a perceptual loss obtained from the evaluation of the GAN discriminator network. The technique is tested on the generation of three-dimensional micro-CT images of a Ketton limestone constrained by two-dimensional cross-sections, and on the simulation of the Maules Creek alluvial aquifer constrained by onedimensional sections. Our results show that GANs represent a powerful method for sampling conditioned pore and reservoir samples for stochastic reservoir evaluation workflows.
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Introduction
The spatial distribution of rock properties within a reservoir can have a critical impact on hydrocarbon recovery. In recent years a number of geostatistical methods have been developed to generate earth models given sparse information.
Different approaches exist to model the distribution geological facies and petrophysical properties. Variograms quantify geological and petrophysical variations using so-called two-point statistics (Matheron, 1975; Pyrcz and Deutsch, 2014) . Anisotropic behavior is incorporated by introducing orientation-dependent variograms. Truncated Gaussian simulation obtains facies models by truncation of variogram-based models of Gaussian fields (Armstrong et al., 2011) . In contrast, multiplepoint statistical (MPS) methods (Strebelle, 2002) evaluate the dependency of the facies occurrence at a given location based on statistics available on multi-point templates. These statistics are provided by training images, that represent the conceptual geological knowledge and act as a discrete prior on the geological understanding of the subsurface reservoir.
Recent methods such as direct sampling (Mariethoz et al., 2010) have led to significant reduction in the computational overhead of MPS methods, allowing rapid sampling of three-dimensional reservoir models. Object-based methods populate model domains with predefined parameterized geometric representations of geobodies. This allows realistic representation of geological features, but the conditioning to well data is challenging when the size of geological objects is large compared to the well spacing.
At the reservoir scale (meters to 10s of kilometers) we have no knowledge of the true subsurface distribution of reservoir properties, except at discrete well locations; on the other hand, at the scale of individual pores of the reservoir rock, direct imaging methods such as micro-computed tomography allow images of the pore-grain structure to be made (Blunt et al., 2013; Berg et al., 2017) . These images are often limited in size. Where large spatial domains are required for e.g. upscaling tasks, statistical models enable statistical and physical representations of the pore-grain structure. Due to the abundance of two-dimensional thin sections compared to three-dimensional CT measurements, models are often conditioned to match existing two-dimensional images.
Generative adversarial networks (GANs) represent a recent parametric approach developed by Goodfellow et al. (2014) to generate realistic samples, given a set of training images. Recently have shown that GANs are able to generate very realistic stochastic representations of pore-scale structures. Chan and Elsheikh (2017) have shown that GANs are able to produce parametric geological representations. incorporate GANs in a Markov Chain Monte-Carlo approach to create representations conditional to dynamic hydraulic data. use conditional MPS simulations as a training set for variational autoencoders to sample conditioned geological representations. Yeh et al. (2016) propose a combined "content + perceptual" loss approach and leverage the differentiable and parametric nature of the deep neural networks used to condition GAN simulations to pre-existing data.
Theory
Generative adversarial networks (GANs) (Goodfellow et al., 2014; Goodfellow, 2017) are a recent methodology developed in deep learning that allows modeling and sampling from a data distribution represented by a set of training examples. GANs consist of two differentiable functions; a generator G(z) that maps samples obtained from a multivariate standardized normal distribution to an image x and a discriminator D(x) that takes on the role of a classifier to distinguish between simulations x ∼ G(z) created by the generator and the training images. Both networks are trained in an alternating two-step procedure that optimizes a min-max objective function:
In this setting, the two functions have distinct and opposing objectives: the discriminator's goal is to distinguish between real training images and samples obtained from the generator, whereas the generator tries to create samples that the discriminator falsely classifies as being a sample of the set of training images. Due to this two-player game between the generator and discriminator the training of GANs is inherently unstable. Using the Wasserstein distance as a surrogate objective function has proven to be a successful way of stabilizing the GAN training process. This contribution uses Wasserstein-GANs combined with a single-sided gradient penalty to train the generator-discriminator pairing (Petzka et al., 2017; Gulrajani et al., 2017) .
Generative adversarial networks were trained on the three-dimensional Maules Creek reservoir dataset (Mariethoz and Caers, 2014 ) and on a gray-scale micro-CT image of a Ketton limestone. The Ketton dataset serves as a pore-scale example for model conditioning (Menke et al., 2017 ). An overview of the image processing performed on the Ketton dataset can be found in .
The generator and discriminator of each GAN are represented by a deep convolutional neural network (DCGAN) (Radford et al., 2015; Jetchev et al., 2016) . Due to the differentiable nature of the deep neural network we can perform gradient-based optimization of the latent vector with respect to an objective function on the output of the GAN generator G(z).
To constrain models to given conditioning data, the so-called content loss, we use a masked meansquared error between the generator output G(z) and the conditioning data y, where the mask M limits the computation of the error to the location of the conditioning data only.
2) For binary indicator models, the objective function is the masked cross-entropy between the binary indicator at the conditioning location and the GANs output. Gray-level maps are thresholded at the 0.5 level leading to a binary indicator model sampled from the GAN. Yeh et al. (2016) showed that only minimizing the content loss does not lead to visual realistic results and therefore introduced a so-called perceptual loss that is given by the discriminator's evaluation of the generator's output D (G(z) ).
L perceptual = log(1 − D(G(z))) (3) This perceptual loss evaluates the similarity of patterns observed on the generated samples and the training set. The perceptual loss is therefore added to the content loss in our optimization procedure and weighted by a user defined factor λ.
L total = L content + λL perceptual (4) For continuous gray-scale images we stop optimization when the content loss is less than 1e-3, whereas for binary indicator models we use a unit accuracy i.e. perfect matching of the indicator variables at the conditioning locations after thresholding as the convergence criteria.
Accuracy =
T rue P ositives + T rue N egatives P ositives + N egatives
Optimization of the latent vector with regards to the loss is performed using stochastic gradient descent on the latent variable z until the convergence criteria are met.
Results
We evaluate the ability of GANs to generate conditional samples by conditioning the trained GAN networks to lower-dimensional data. Conditioning the three-dimensional output of the Ketton generator network to two-dimensional micro-CT data is performed using orthogonal intersections centered at the origin (Okabe and Blunt, 2004) . The location of the orthogonal conditioning planes can be seen (black) below. Although the conditioning data is lower-dimensional, this has a spatial influence on the resulting realizations in the third dimension (Figure 1 ). (Figure 1a ) has been used to extract orthogonal two-dimensional cross-sections used as conditioning data (black planes). Two conditioned simulations of a GAN trained on the Ketton dataset are shown (Figure 1b-c) . The same lower dimensional conditioning data has a different volumetric expression away from the conditioning planes.
For the Maules Creek dataset we condition to a single well in the center of the domains shown in Figure 2 . Conditioning of 1024 Maules Creek three-dimensional simulations was performed on a single GPU in 8 hours. We present the mean and standard deviation of the ensemble of realizations in Figure 2b -c. An elliptical influence of the conditioning data is observed. Good variation in the samples is shown by the high variance of the conditioned model ensembles. Each conditioned sample matches the indicator data at the well exactly. 
Conclusions
Generative adversarial networks are a new powerful machine learning approach for generating threedimensional simulations of porous media at the reservoir and pore scale. One pore-scale and one reservoir-scale case study have shown that conditional simulation can also be performed, constrained by lower-dimensional well data or cross-sections at the pore scale.
