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resolution	 global	 climate	 surfaces	 of	 physiological	 variables.	 This	would	 provide	 a	
means	to	improve	the	reliability	of	future	range	predictions	from	SDMs	and	support	
efforts	to	conserve	biodiversity	in	a	changing	climate.
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1  | INTRODUC TION
Over	 the	 last	20	years,	 species	distribution	models	 (SDMs)	have	
become	one	of	the	most	widely	used	methods	for	predicting	how	
species	will	respond	to	global	environmental	change.	A	search	in	
Web	of	Science	 (May	2018)	 for	articles	containing	both	 “species	
distribution	models”	and	“climate	change”,	for	example,	gave	over	
7,800	returns.	Studies	that	use	SDMs,	or	develop	tools	for	doing	







species	 distributions,	 and	 hence,	 that	 the	 redesign	 of	 protected	
area	networks	or	species	translocations	may	be	needed	(Guisan	&	
Thuiller,	2005).




set	 of	 climatic	 variables	 and	 use	 this	 to	 predict	 the	 areas	 that	 a	
species	may	 be	 able	 to	 occupy	 in	 the	 future	 (Elith	&	 Leathwick,	





The	climatic	variables	used	 in	SDMs	can	be	 identified	 in	 two	
main	 ways.	 Most	 commonly,	 a	 correlative	 approach	 is	 taken,	
whereby	statistical	associations	between	species'	presence	or	ab‐
sence	data	 and	 a	 set	of	 climate	variables	 are	 initially	 tested	 and	
the	strongest	predictors	included	in	the	SDM	(Elith	&	Leathwick,	
2009).	 In	 contrast	 to	 these	 “correlative”	 SDMs,	 “mechanistic”	 or	
“physiological”	models	use	variables	for	which	experimental	work	




selected	cannot	adequately	 represent	climatic	 factors	 that	 influ‐
ence	a	species'	distribution,	then	subsequent	range	predictions	in	
new	 locations	or	 future	 climate	 scenarios	may	be	 incorrect.	The	
degree	 to	 which	 climate	 variables	 are	 proximal	 is	 therefore	 an	
important	consideration	when	constructing	SDMs	(Austin,	2002;	
Petitpierre,	 Broennimann,	 Kueffer,	 Daehler,	 &	 Guisan,	 2017).	





variables	 which	 may	 provide	 a	 good	 “mean	 field	 approximation”	
for	these	proximal	predictors	 (Bennie,	Wilson,	Maclean,	&	Suggitt,	
2014).	However,	 other	 factors	 in	 a	 species'	 environment,	 both	 cli‐
matic	 and	 non‐climatic,	 may	 contribute	 strongly	 to	 observed	 re‐











Despite	 recommendations	 to	 use	 proximal	 variables	 in	 SDMs	








the	 climate	 variables	 used	 most	 commonly	 in	 SDMs	 compare	 to	
those	of	known	physiological	importance.




(i)	Climate	 variables	 used	 in	 plant	 SDMs	 are	 different	 from	 those	
known	directly	to	influence	plant	physiology








We	 focus	 only	 on	 plant	 species	 to	 provide	 a	 more	 complete	
and	comparable	analysis	and	because	climate	is	widely	accepted	as	
the	most	dominant	influence	on	plant	distributions	(cf.	Box,	1981;	
Woodward,	 1987).	 Further,	 as	 primary	 producers,	 plant	 distribu‐
tions	 will	 influence	 resource	 availability	 at	 higher	 trophic	 levels,	
which	 in	 turn	 has	 important	 implications	 for	 the	 conservation	 of	
species	further	up	the	food	chain	(Hadded	et	al.,	2009).	As	SDMs	
are	 used	 routinely	 to	 assess	 species	 distributions	 in	 the	 context	
of	 climate	 change	 (Austin	 &	 Van	Niel,	 2011),	 we	 analyse	 climate	
variables	associated	directly	with	a	changing	climate	(Collins	et	al.,	
2013)	and	which	are	known	to	influence	plant	distributions	(Austin	
&	 Van	 Neil,	 2011),	 namely	 temperature	 and	 water	 availability	
(Körner	et	al.,	2016).





rameterisation	 of	 the	 climatic	 component	 of	 SDMs,	 especially	 to	






1.	 To	source	studies	 from	the	SDM	 literature,	we	used	 the	search	
terms	TS	=	 (bioclimatic	AND	climate	variables)	AND	TS	=	 (spe‐
cies	 distribution	OR	 niche)	 in	 ISI	Web	 of	 Science	 (http://www.
webof	knowl	edge.com).	 This	 returned	 343	 papers	 (December	
2017)	which	were	sorted	by	relevance	and	individually	assessed	
and	 selected	 for	 further	 scrutiny	 if	 the	 study:	 (a)	 examined	 the	
distribution	of	at	 least	one	plant	species	using	climatic	variables	
and	SDM	techniques;	 (b)	was	not	a	 literature	 review	or	general	
discussion	 paper;	 and	 (c)	 did	 not	 as	 a	 primary	 aim	 compare	
how	 different	 variable	 types	 affect	modelling	 results.	Methods	
of	 the	 150	 qualifying	 studies	 were	 inspected	 to	 determine	
the	 climate	 variables	 used	 in	 each	 case.	 Studies	 examining	
the	 distributions	 of	 both	 plant	 and	 non‐plant	 species	 were	
retained,	 as	 there	 were	 no	 instances	 in	 which	 plant	 species	
were	modelled	using	different	environmental	variables	 to	other	
species.	We	 documented	 the	 full	 set	 of	 climate	 variables	 used	
in	 the	 final	 models	 and	 not	 just	 those	 found	 to	 affect	 species	
distributions.	 Herein,	 we	 refer	 to	 any	 variables	 sourced	 from	
the	 SDM	 literature	 as	 the	 “SDM”	 or	 “bioclimatic”	 variables.
2.	 To	source	studies	from	the	physiological	literature,	we	performed	
a	 systematic	 search	 in	 ISI	 Web	 of	 Science	 (http://www.webof	
knowl	edge.com)	using	the	following	search	criteria:	“experiment	
AND	plant	AND	physiological	AND	response	AND	climate.”	This	





cantly	or	 insignificantly	 to	affect	plant	physiology	 (e.g.,	 growth,	






















from	highest	 to	 lowest.	 Final	 rankings	 of	 the	 physiology	 variables	
















logit	 link	 function	were	 used.	 Species	 number	was	 logarithmically	
transformed	 to	 reduce	 heteroscedasticity.	 Eight	 studies	 were	 ex‐
cluded	from	this	analysis	as	the	species	number	was	not	stated.
To	produce	global	maps	of	climate	variation	for	the	top	10	SDM	
and	physiology	variables,	we	downloaded	 six‐hourly	data	 from	 the	
National	 Oceanic	 and	 Atmospheric	 Administration	 (NOAA)	 NCEP/
NCAR	Reanalysis	 (Kalnay	et	al.,	1996)	and	daily	data	from	the	CPC	
Unified	Precipitation	Project	gridded	global	climate	databases	(https	







However,	 climate	variables	 are	often	 correlated	with	one	another,	
and	 in	 consequence,	 even	 if	 the	 variables	 are	 different,	 the	 spa‐
tial	 patterns	 of	 those	most	 frequently	 used	 in	 SDMs	may	 capture	
in	aggregate	the	spatial	patterns	of	the	physiological	variables.	We	
followed	 a	 two‐step	 process	 in	 order	 to	 compare	 the	 SDM	 and	
4  |     GARDNER Et Al.
physiology	variables:	(a)	principal	component	analysis	(PCA)	on	both	
variable	sets;	and	 (b)	multiple	regression	analysis	of	SDM	principal	




formation	 (King	&	 Jackson,	 1999).	 Here	 it	 allows	 us	 to	 determine	
which	 aspects	 of	 climate	 variation	 are	 described	by	 the	 SDM	and	
physiology	 variables.	We	 performed	 two	 PCAs	 to	 identify	 which	
climate	variables	 contributed	most	 to	 the	overall	 variation	 in	 con‐
ditions	 described	 by	 the	 top	 10	 SDM	 and	 physiology	 variables.	






































2005).	Forty‐four	 studies	 (29%)	used	 the	 full	 set	of	19	WorldClim	
variables	in	their	models	(Appendix	S3:	Figure	S1).	Ninety‐six	unique	
climate	 variables	 were	 identified	 from	 the	 150	 plant	 physiology	
studies	(Appendix	S1).	After	accounting	for	non‐significance,	the	10	




























not	 matched	 by	 any	 of	 the	 SDM	 precipitation	 variables;	 growing	
season	 soil	 moisture	 content	 showed	 a	 more	 patchy	 distribution,	
particularly	 in	 the	Northern	Hemisphere,	whereas	variation	 in	 the	
SDM	precipitation	variables	generally	 radiated	out	 from	the	equa‐
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3.3 | Principal component analyses



















mulative	 variation	 and	was	 positively	 correlated	with	 summer	 soil	
water	content	 (0.68)	and	negatively	correlated	with	mean	summer	
temperature	(−0.43).	PC3	was	most	strongly	correlated	with	growing	
season	precipitation	 (−0.54)	 and	 summer	 soil	water	 content	 (0.51)	
(Table	4).	Overall,	PC	scores	appear	to	describe	the	tropicality	of	an	









ranged	from	0.000024	to	1.80	 (Figure	3).	Areas	with	 the	 largest	
residual	differences	 included	parts	of	Central	Africa,	north‐east‐
ern	 South	 America	 and	 Southeast	 Asia,	 including	 the	 islands	 of	
Indonesia.	 Many	 of	 these	 areas	 experience	 tropical	 climate	 (cf.	




whereas	 all	 PCs	 for	 the	 physiology	 variables	 described	 aspects	
TA B L E  2  Summary	of	the	top	10	climate	variables	used	in	the	plant	physiology	studies,	including	variable	descriptions	and	the	temporal	
scales	of	data	required	to	calculate	each	variable
Rank Variable name Variable description













3 Total precipitation during 
growing	season
Total	precipitation	falling	during	the	growing	seasona Dailyb 17
4 Total	summer	precipitation Total	precipitation	falling	during	the	summerc Daily 10.1	(11	
significant)
5 Total annual precipitation The	sum	of	all	precipitation	values	over	a	year Daily 7
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of	 climate	 associated	with	 tropicality	 and	 the	mutual	 availability	




3.4 | Correlation with species number
Individually,	total	annual	precipitation,	mean	diurnal	range,	tempera‐










4.1 | Variable selection as a predictor of plant 
distributions
The	 climate	 variables	 used	 in	 SDMs	 are	 assumed	 to	 reflect	 the	
physiological	 constraints	on	 the	 study	 species	 that	affect	where	
they	 can	 survive	 in	 the	wild	 (Kearney	&	 Porter,	 2009).	 Proximal	
variables	 represent	 a	 direct	 link	 between	 climate	 and	 physiol‐
ogy	(Austin,	2002;	Jackson	et	al.,	2009)	and	as	physiological	 lim‐
its	 are	 inherent	 traits,	 their	 influences	 on	 a	 species'	 distribution	
are	more	likely	to	be	conserved	in	time	and	space	(Austin,	2002,	
2007).	 Distal	 variables,	 however,	 correlate	 indirectly	 to	 species'	
physiology	 through	 their	 relationship	 to	 the	 proximal	 variables	




consequence,	 the	 use	 of	 distal	 variables	 in	 predictive	models	 is	









however,	 are	 skewed	 towards	 the	use	of	 temperature	 indices	of	
climate,	neglect	the	influence	of	soil	water	availability	and	mostly	
capture	annual	or	seasonal	trends	rather	than	the	timing	of	climate	





Lack	 of	 consideration	of	 soil	moisture	 content	 is	 an	 important	
omission	 from	 the	 top	 SDM	 variables.	 Almost	 every	 physiological	
process	 in	 plants	 is	 affected	 directly	 or	 indirectly	 by	 water	 sup‐




for	example,	 found	 that	82%	of	 the	variation	 in	plant	composition	
in	 Amazon	 terra	 firme	 forest	 could	 be	 explained	 by	 the	 depth	 of	
TA B L E  3  Summary	of	principal	component	analysis	for	SDM	
variables,	including	variable	loadings	for	principal	components	1–3








Mean	diurnal	range −0.411 −0.041 −0.036
Isothermality 0.396 −0.019 −0.284




Temperature annual range −0.434 0.187 −0.050
Standard deviation 2.158 1.343 0.661




TA B L E  4  Summary	of	principal	component	analysis	for	
physiology	variables,	including	variable	loadings	for	principal	
components	1–3















Total	summer	precipitation 0.372 0.283 0.050
Mean	summer	temperature 0.321 −0.427 −0.133
Standard deviation 2.317 1.397 0.487
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F I G U R E  1  Global	maps	of	climate	variation	as	described	by	the	first	three	principal	components	(PCs)	associated	with	the	SDM	variables:	
(a)	PC1;	(b)	PC2;	(c)	PC3
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F I G U R E  2  Global	maps	of	climate	variation	as	described	by	the	first	three	principal	components	(PCs)	associated	with	the	physiology	
variables:	(a)	PC1;	(b)	PC2;	(c)	PC3









Gégout,	Perez,	&	Lebourgeois,	2013)	and	may	 therefore	 fail	 accu‐
rately	to	capture	the	amount	of	water	that	ultimately	becomes	avail‐
able	 to	 plants	 (Dilts,	Wesiberg,	Dencker,	&	Chambers,	 2015).	 The	
discrepancy	between	precipitation	and	soil	moisture	variables	may	
become	increasingly	important	at	finer	spatial	scales,	where	topog‐
raphy	 has	 greater	 influence	 on	 soil	water	 content	 (Daws,	Mullins,	
Burslem,	Paton,	&	Dalling,	2002;	Maclean,	Bennie,	Scott,	&	Wilson,	











but	 this	was	not	explicit	 in	 any	of	 the	 top	10	SDM	variables.	This	
omission	carries	similar	issues	to	those	discussed	for	soil	moisture,	
as	without	consideration	for	this	important	period	for	plant	growth	
the	SDM	variables	may	 fail	 to	 capture	 the	aspects	of	 climate	 that	
limit	 plant	 distributions.	 For	 example,	 although	mean	 annual	 tem‐
perature	may	be	correlated	with	mean	growing	season	temperature,	
the	former	may	obscure	periods	of	high	or	low	temperatures	when	
plants	 are	 most	 sensitive	 to	 environmental	 conditions	 or	 have	














climate	 variables	 consider	 the	 mutual	 availability	 of	 temperature	















F I G U R E  3  Global	map	of	the	minimum	residual	differences	from	multiple	regression	analyses	of	SDM	principal	components	1–3	using	
scores	from	principal	components	1–3	for	the	physiology	variables	as	predictors




















(Mittermeier,	Myers,	 Thomsen,	 Da	 Fonseca,	 &	Olivieri,	 1998)	 and	
vulnerability	 to	 climate	 change	 (Malcolm,	 Liu,	 Neilson,	 Hansen,	 &	
Hannah,	2006).	For	example,	there	were	large	differences	in	scores	
in	the	Indo‐Burma	biodiversity	hotspot	in	tropical	Asia,	as	well	as	the	
tropical	 rainforest	 regions	of	 South	America	 and	 Indonesia,	which	
all	 experience	 consistently	 high	 rainfall	 and	 warm	 temperatures	
throughout	 the	year.	There	were	also	 large	 residual	differences	 in	





et	 al.,	 2013).	 It	may	 therefore	be	 especially	 important	 to	 consider	
using	more	proximal	climate	variables	when	studying	species	distri‐
butions	 in	tropical	or	mountainous	areas,	particularly	 if	 the	results	
will	 inform	 conservation	 policy	 or	 planning	 decisions	 to	 protect	
global	biodiversity.
4.2 | Variable selection in a changing climate
Species	 distribution	 models	 have	 become	 a	 popular	 tool	 among	
ecologists	and	conservation	biologists	to	predict	how	species	might	
respond	to	climate	change	(Pearson	&	Dawson,	2003).	Indeed,	in	the	
studies	 we	 examined,	 nearly	 one‐third	 (48/150)	 aimed	 to	 predict	
species	 response	 to	climate	change	as	 their	primary	objective	and	
most	 referred	to	 the	application	of	SDMs	for	 this	purpose.	As	 the	
climate	warms	 further	and	 the	 results	of	previous	change	become	
more	 evident,	 the	 role	 of	 SDMs	 to	predict	 the	 impacts	 of	 climate	
change	 on	 species	 distributions	 and	 aid	 conservation	 strategies	 is	
likely	 to	 grow	and	many	 authors	have	highlighted	 the	need	 to	 ac‐
count	 for	 climate	 change	 in	protected	area	design	 (Araújo,	Cabez,	
Thuiller,	Hannah,	&	Williams,	2004;	Hannah	et	al.,	2007)	and	to	as‐
sess	 the	best	 locations	 to	protect	 species	of	 conservation	priority	
(e.g.,	20082008;	Porfirio	et	al.,	2014).




of	 these	predictions.	A	major	 advantage	of	using	proximal	 climate	
variables	is	that	their	direct	link	to	physiology	and	therefore	species	
distributions	can	be	quantified	and	is	unlikely	to	change	significantly	
over	 the	modelled	 time	period	 (acknowledging	 that	although	 local	
adaptation	 may	 occur),	 it	 is	 unlikely	 to	 match	 the	 rate	 of	 climate	
change	 (Davis	 &	 Shaw,	 2001).	 This	 means	 proximal	 variables	 are	
likely	to	be	more	reliable	indicators	of	future	species	distributions.



















more	proximal	 variables	 could	help	 to	 ensure	 that	 the	predictions	
from	SDMs	which	 inform	 important	 conservation	decisions	 are	 as	
accurate	and	reliable	as	possible	and	do	not	over‐	or	under‐estimate	
ranges	 to	 the	point	where	protected	areas	may	 fail	 to	protect	 the	
species	of	interest.
Alongside	 raising	 the	 need	 for	 accurate	 predictions	 of	 species	
ranges,	climate	change	will	increase	the	challenges	associated	with	
modelling	 their	 distributions.	 For	 example,	 climate	 change	 is	 ex‐
pected	to	increase	the	frequency	and	intensity	of	extreme	weather	
events	 (Collins	et	al.,	2013)	which	can	advance	the	change	 in	spe‐










Similarly,	 Orlowsky	 and	 Seneviratne	 (2012)	 report	 that	 pre‐
dicted	future	seasonal	extremes	of	temperature	scale	with	changes	
in	 global	 annual	mean	 temperature	by	 a	 factor	of	more	 than	 two,	





cies	 responses	 to	distal	predictors	are	 likely	 to	be	 lagged,	and	 the	
absolute	number	of	days	outside	of	their	physiological	tolerance	may	
increase	 on	 a	much	 shorter	 time‐scale	 (Parmesan,	 Root,	 &	Willig,	
2000).	Late	frosts	or	summer	heatwaves,	for	example,	are	likely	to	







A	 lengthening	 of	 the	 growing	 season	 is	 another	 expected	 re‐
sult	of	 climate	 change	 (Jentsch	et	 al.,	 2007)	 and	has	already	been	
observed	 in	 higher	 latitudes	 (Menzel	 &	 Fabian,	 1999).	 We	 have	
identified	 that	 climate	 conditions	 during	 the	 growing	 season	 have	
important	physiological	implications	for	plants	and	it	could	therefore	
become	even	more	crucial	for	variables	explicitly	to	consider	climate	
conditions	within	 this	period	 in	 the	 future.	Mosedale,	Wilson,	and	
Maclean	 (2015),	 for	 example,	 show	 that	 although	 climate	 change	
may	generally	improve	growing	conditions	for	grapevine,	the	risk	of	
frost	damage	during	spring	increases	under	many	scenarios	due	to	





conditions	during	the	sensitive	growth	stages	of	plants	 is	a	 risk	 to	
livelihoods	and	food	security.
Understanding	 the	 proximal	 drivers	 of	 the	 natural	 or	 farmed	
distributions	 of	 agricultural	 crops	 could	 be	 important	 to	maintain	


















Lavergne,	and	Rebelo	 (2004)	 showed	 that	gradients	 in	climate	ex‐




to	 capture,	 at	 the	 population‐level,	 the	 effect	 of	many	 individuals	
responding	 to	 climatic	 pressures	 and	must	 therefore	 offer	 a	 good	






The	 physiology	 variables	 identified	 in	 this	 study	 derive	 from	
experimental	 studies,	 where	 plant	 responses	 to	 climate	 are	 often	
quantified	very	close	to	the	individual	(within	metres	or	even	less).	
We	 recognize	 that	 in	 modelling	 these	 variables	 at	 coarse‐resolu‐
tion,	conditions	may	differ	significantly	from	those	experienced	by	
plants	(Bramer	et	al.,	2018;	Tabor	&	Williams,	2010)	but	importantly,	
and	unlike	 the	SDM	proxies,	 these	variables	 retain	a	direct	 link	 to	
physiological	 processes.	 Our	 inability	 to	 construct	 the	 physiology	
variables	at	a	fine‐resolution	highlights	the	current	limitations	to	ef‐
fectively	mapping	species	distributions	with	available	climate	data.	




















&	 Bennie,	 2018);	 NicheMapper	 (Kearney,	 Shamakhy,	 et	 al.,	 2014);	
NicheMapR	 (Kearney	 &	 Porter,	 2017);	 Maclean,	 Suggitt,	 Wilson,	
Duffy,	&	Bennie,	2017).
To	 predict	 how	 climate	 change	 may	 impact	 species	 distribu‐
tions,	 physiological	 datasets	 for	 potential	 future	 climate	 scenar‐
ios	will	 also	be	 required.	This	may	be	possible	 through	 the	use	of	
statistical	weather	 generators	which	 produce	multiple	 statistically	
plausible	 simulations	 of	 weather	 at	 temporal	 resolutions	 (e.g.,	
Ivanov,	Bras,	&	Curtis,	2007)	which	could	 in	aggregate	be	used	 to	
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generate	probabilistic	estimates	of	physiologically	relevant	variables.	
Importantly,	 this	 approach	 to	 modelling	 future	 climate	 conditions	
can	capture	changes	to	climate	extremes	and	variability	(Semenov	&	
Barrow,	1997)	and	has	been	applied	with	success	in	the	agricultural	






Species	 distribution	models	 should	 be	 constructed	 using	 aspects	
of	 climate	 to	which	 the	 study	 species	 is	 known	 or	most	 likely	 to	
respond	(Bramer	et	al.,	2018;	Suggitt	et	al.,	2017).	We	have	shown	





be	 justified	 based	 on	 the	 physiology	 of	 the	 study	 species	 (e.g.,	
Austin	&	Van	Niel,	 2011),	 but	more	 specifically,	 that	 they	 should	

















climate	 scenarios	 should	 also	 be	 explored.	 There	 is	 a	 growing	de‐
mand	for	robust	predictions	of	species	distributions	and	taking	steps	
to	make	physiologically	relevant	climate	data	more	widely	available	
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