The classification of orbits on certain exceptional Jordan algebra under
  the automorphism group by Nishio, Akihiro
ar
X
iv
:1
01
1.
07
89
v4
  [
ma
th.
DG
]  
7 J
ul 
20
12
THE CLASSIFICATION OF ORBITS ON CERTAIN
EXCEPTIONAL JORDAN ALGEBRA UNDER THE
AUTOMORPHISM GROUP.
AKIHIRO NISHIO
Abstract. Let J 1 be the real form of complex simple Jordan al-
gebra with the automorphism group G of type F4(−20). Explicitly,
we give the orbit decomposition of J 1 under the action of G and
determine the Lie group structure of stabilizer for each G-orbit on
J 1.
0. Introduction.
Let G be an exceptional linear Lie group of type F4 defined by the
automorphism group of an exceptional Jordan algebra. The objective
of this article is for G = F4(−20), to solve the following problem:
A classification of G-orbits:
(A) the decomposition of the space of elements in which
G is represented, into equivalence classes or ”orbits”.
(B) the determining the Lie group structure of the sta-
bilizer for each G-orbit.
The orbit decompositions are given for G = FC4 and F4(4) in [12].
The definition of an exceptional Jordan algebra J 1 with identity E is
given in §1. For X, Y ∈ J 1, the Jordan product of X and Y is denoted
by X◦Y . J 1 has the trace tr(X) as usual, and (X|Y ) = tr(X◦Y ) gives
a non-degenerate indefinite inner product. Moreover, J 1 has the cross
product of H. Freudenthal X × Y . Then the determinant det(X), the
characteristic polynomial ΦX(λ) degree 3 and the characteristic roots
of X are defined. The linear Lie group F4(−20) is defined to be the
automorphism group of J 1 with the Jordan product. The action of
F4(−20) preserves the identity element E, the trace, the inner product,
the cross product, the determinant, the characteristic polynomial and
the characteristic roots with multiplicity.
We give the elements E1, E2, E3, P
+, P−, Q+(1) ∈ J 1 in §1
and determine typical orbits in §5. These orbits are the exceptional
hyperbolic planes H(O), H′(O), and the exceptional null cones N+1 (O),
N−1 (O), N2(O).
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Proposition 0.1. The following equations hold.
H(O) = OrbF4(−20)(E1).(0.1.a)
H′(O) = OrbF4(−20)(E2) = OrbF4(−20)(E3).(0.1.b)
N+1 (O) = OrbF4(−20)(P+).(0.1.c)
N−1 (O) = OrbF4(−20)(P−).(0.1.d)
N2(O) = OrbF4(−20)(Q+(1)).(0.1.e)
Let X ∈ J 1. In §1, we define the minimal space VX which is the
minimal dimensional linear subspace of J 1 being closed under the
cross product and containing the elements E,X ∈ J 1. In order to
present the intersection of VX and typical orbits, we define the ele-
ments EX,λ1 , WX,λ1 ∈ VX with λ1 ∈ R in §1 and the traceless com-
ponent of X : p(X) ∈ VX . Using the set of all characteristic roots of
X with multiplicities and the intersection of VX and typical orbits, the
F4(−20)-orbit of X can be described.
Main Theorem 1. F4(−20)-orbits on J 1 are given as follows.
(1) Assume that X ∈ J 1 admits characteristic roots λ1 > λ2 > λ3.
Then there exists a unique i ∈ {1, 2, 3} such that
(i) H(O) ∩ VX = {EX,λi},
(ii) H′(O) ∩ VX = {EX,λi+1 , EX,λi+2} with EX,λi+1 6= EX,λi+2
where indexes i, i+ 1, i+ 2 are counted modulo 3. In this case, X can
be transformed to one of the following canonical forms by the action of
F4(−20).
Cases Canonical forms of X
1. EX,λ1 ∈ H(O) diag(λ1, λ2, λ3)
2. EX,λ2 ∈ H(O) diag(λ2, λ3, λ1)
3. EX,λ3 ∈ H(O) diag(λ3, λ1, λ2)
(2) Assume that X ∈ J 1 admits characteristic roots λ1 ∈ R, p ±√−1q with p ∈ R and q > 0. Then X can be transformed to the
following canonical form by the action of F4(−20).
The canonical form of X
4. diag(p, p, λ1) + F
1
3 (q)
(3) Assume that X ∈ J 1 admits characteristic roots λ1 of multiplicity
1 and λ2 of multiplicity 2. Then
(i) EX,λ1 ∈ H(O)
∐
H′(O), (ii) WX,λ1 ∈ {0}
∐
N+1 (O)
∐
N−1 (O),
(iii) EX,λ1 ∈ H(O)⇒WX,λ1 = 0, (iv) WX,λ1 6= 0⇒ EX,λ1 ∈ H′(O)
In this case, X can be transformed to one of the following canonical
forms by the action of F4(−20).
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Cases Canonical forms of X
5. EX,λ1 ∈ H(O) diag(λ1, λ2, λ2)
6. EX,λ1 ∈ H′(O), WX,λ1 = 0 diag(λ2, λ2, λ1)
7. WX,λ1 ∈ N+1 (O) diag(λ2, λ2, λ1) + P+
8. WX,λ1 ∈ N−1 (O) diag(λ2, λ2, λ1) + P−
(4) Assume that X ∈ J 1 admits a characteristic root of multiplicity
3. Then
p(X) ∈ {0}
∐
N+1 (O)
∐
N−1 (O)
∐
N2(O).
In this case, X can be transformed to one of the following canonical
forms by the action of F4(−20).
Cases Canonical forms of X
9. p(X) = 0 3−1tr(X)E
10. p(X) ∈ N+1 (O) 3−1tr(X)E + P+
11. p(X) ∈ N−1 (O) 3−1tr(X)E + P−
12. p(X) ∈ N2(O) 3−1tr(X)E +Q+(1)
(5) Under the action of F4(−20), these canonical forms 1 – 12 in (1)
– (4) cannot be transformed from each other.
The Heisenberg group HImO,O in the sense of J.A. Wolf [20, 21] and its
subgroups ImO and HImO,ImO are given in §8. The Lie group structure
of stabilizer for each F4(−20)-orbit on J 1 is given as follows.
Main Theorem 2. (Orbit types of F4(−20)-orbits on J 1).
The Lie group types of stabilizers of the canonical forms 1–12 in Main-
Theorem 1 are given in the following table.
Canonical forms Types of stabilizers
1. diag(λ1, λ2, λ3) Spin(8)
2. diag(λ2, λ3, λ1) Spin(8)
3. diag(λ3, λ1, λ2) Spin(8)
4. diag(p, p, λ1) + F
1
3 (q) Spin
0(7, 1)
5. diag(λ1, λ2, λ2) Spin(9)
6. diag(λ2, λ2, λ1) Spin
0(8, 1)
7. diag(λ2, λ2, λ1) + P
+ Spin(7)⋉ ImO
8. diag(λ2, λ2, λ1) + P
− Spin(7)⋉ ImO
9. 3−1tr(X)E F4(−20)
10. 3−1tr(X)E + P+ Spin(7)⋉ HImO,O
11. 3−1tr(X)E + P− Spin(7)⋉ HImO,O
12. 3−1tr(X)E +Q+(1) G2 ⋉ HImO,ImO
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1. Preliminaries.
Denote the Cartesian n-power of a set X by Xn := X × · · · ×X (n
times) such as SO(8)3 = SO(8) × SO(8) × SO(8). Let R be the field
of real numbers and C := R ⊕ √−1R the field of complex numbers.
Denote F = R or C. Let V be a F-linear space, GLF(V ) the group
of F-linear automorphism of V , and EndF(V ) the linear space of F-
linear endomorphisms on V . For a mapping f : V → V and c ∈ F,
put Vf,c := {v ∈ V | f(v) = cv} and Vf := Vf,1. A subset C in V
is said to be a cone if x ∈ C and λ > 0 imply that λx ∈ C. The
exponential of f ∈ EndF(V ) is defined by exp f =
∑
∞
k=0
fk
k!
∈ GLF(V ).
Let G be a subgroup of GLF(V ) and φ an automorphism on G. Denote
the subgroup {g ∈ G| φg = g} of G as Gφ. For v1, · · · , vn ∈ V , the
pointwize stabilizer of {v1, · · · , vn} in G is denoted by Gv1,··· ,vn. For
v ∈ V , the G-orbit of v is denoted by OrbG(v) := {gv| g ∈ G}.
Let V be an R-linear space. Its complexification V ⊗R C denoted
by V C. For f ∈ EndR(V ), its complexification is written by the same
letter f . The complex conjugation on V C with respect to V is denoted
by τ : τ(u+
√−1v) := u−√−1v for all u+√−1v ∈ V C with u, v ∈ V .
Let V be a F-linear space. A quadratic form on V is a mapping
q : V → F such that (i) q(λv) = λ2q(v) for all λ ∈ F and v ∈
V, (ii) the associated symmetric form q : V × V → F: q(v, w) :=
2−1 (q(v) + q(w)− q(v − w)) is bilinear. The pair (V, q) is called a
quadratic space. For a quadratic space (V ′, q′) and a F−linear map
f : V → V ′, the quadratic form f ∗q′ on V is given by f ∗q′(x) :=
q′(fx). An isomorphism f : (V, q) → (V ′, q′) is defined as f : V →
V ′ is a F−linear isomorphism and f ∗q′ = q. Denote the orthogo-
nal group of (V, q) by O(V, q) := {g ∈ GLF(V )| g∗q = q} = {g ∈
GLF(V )| q(gv, gw) = q(v, w)} and the special orthogonal group of
(V, q) by SO(V, q) := {g ∈ O(V, q)| det(g) = 1} where det(g) is the
determinant of g ∈ EndF(V ). Let k, l be non-negative integers with
k + l > 0. A quadratic from qk,l on R
k+l is defined by qk,l(x) :=
−∑ki=1 x2i +∑li=1 x2k+i for x = (x1, · · · , xk+l), and denote the quadratic
space by (Rk,l, qk,l). Assume that (V, q) is an R−quadratic space and
the quadratic form q is not the trivial quadratic from q′ ≡ 0. Put the
subspace rad(V, q) := {v ∈ V | q(v, w) = 0 for all w ∈ V } in V . Then
there exist a subspace W of V such that V = W ⊕ rad(V, q) and (W, q)
is isomorphic to (Rk,l, qk,l) for some integers k, l. The pair of integers
(k, l) depends only on the quadratic form q and is called the signature
of the quadratic form q.
LetO be the R-algebra of octonions [4, 1, 19] with a base 1, e1, e2, e3,
e4, e5, e6, e7 and the multiplications among them are given as follows: 1
is the unit of R; e2i = −1; eiej+ejei = 0 for i 6= j; elem = en, emen = el
and enel = em for each (l, m, n) ∈ {(1, 2, 3), (3, 5, 6), (6, 7, 1), (1, 4, 5),
(3, 4, 7), (6, 4, 2), (2, 5, 7)}. We write e0 for the unit 1 of O. Let OC
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be the complexification of O with the complex conjugation τ . Denote
O˜ := O or OC. Let x =
∑7
i=0 xiei and y =
∑7
i=0 yiei ∈ O˜ with xi, yi ∈
F. The conjugation is defined by x := x0−
∑7
i=1 xiei, the inner product
(x|y) := ∑7i=0 xiyi, the quadratic form n(x) := (x|x), the vector part
Im(x) := 2−1(x − x) and the scalar part Re(x) := 2−1(x + x) = (1|x),
respectively.
Lemma 1.1. (cf. [4], [1], [17]). Let x, y, z, a, b ∈ O˜.
(xy|xy) = (x|x)(y|y).(1.1.a)
(ax|ay) = (a|a)(x|y) = (xa|ya).(1.1.b)
(ax|by) + (bx|ay) = 2(a|b)(x|y).(1.1.d)
(ax|y) = (x|ay), (xa|y) = (x|ya).(1.1.e)
x = x, x+ y = x+ y, xy = y x.(1.1.f) {
(x|y) = (y|x) = 2−1(xy + yx) = 2−1(xy + yx),
xx = xx = (x|x).(1.1.g) {
a(ax) = (aa)x, a(xa) = (ax)a, x(aa) = (xa)a,
a(ax) = (aa)x, a(xa) = (ax)a, x(aa) = (xa)a.
(1.1.h)
b(ax) + a(bx) = 2(a|b)x = (xa)b+ (xb)a.(1.1.i)  (ax)y + x(ya) = a(xy) + (xy)a,(xa)y + (xy)a = x(ay) + x(ya),
(ax)y + (xa)y = a(xy) + x(ay).
(1.1.j)
(ax)(ya) = a(xy)a (Moufang’s formula).(1.1.k)
Re(xy) = Re(yx), Re(x(yz)) = Re(y(zx)) = Re(z(xy)).(1.1.l)
Denote ImO˜ := {x ∈ O˜| Re(x) = 0} = {x ∈ O˜| x = −x}. The
quadratic spaces (O, n) and (ImO, n) are isomorphic to (R0,8, q0,8) and
(R0,7, q0,7), respectively.
Let K be a F-subalgebra of O˜ such that K have the unit 1 and
x ∈ K for all x ∈ K. Let M(n,K) be the set of all n × n matrices
with entries in K. For A ∈ M(n,K) with the (i, j)-entry aij ∈ K,
let tA ∈ M(n,K) be the transposed matrix having the (i, j)-entry aji,
A¯ ∈ M(n,K) the conjugate matrix having the (i, j)-entry aij , and
denote A∗ := tA¯ ∈ M(n,K). The matrix in M(n,K) with 1 at the
(i, j)-th place and zeros elsewhere is denoted by Ei,j, and the diagonal
matrix
∑n
i=1 aiiEi,i by diag(a11, · · · , ann). In particular, denote E :=
diag(1, · · · , 1) and Ip := −
∑p
i=1Ei,i +
∑q
i=1Ep+i,p+i ∈ M(p + q,K).
The subalgebra C := {x0 + x1e1| xi ∈ R} of O is isomorphic with
the field of complex numbers. We use the following notations about
some of classical Lie groups: O(n) := {A ∈ M(n,R)| tAA = E},
SO(n) := {A ∈ M(n,R)| tAA = E, det(A) = 1}, SU(n) := {A ∈
M(n,C)| A∗A = E, det(A) = 1}, O(p, q) := {A ∈ M(n,R)| tAIpA =
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Ip} where det(A) and tr(A) denote the determinant of A ∈ M(n,C)
and the trace of A ∈ M(n,C), respectively. For differential manifolds
X and Y , X ≃ Y denotes that X and Y are diffeomorphic. Let G
be a Lie group. Its Lie algebra is denoted by Lie(G) and the identity
connected component of G by G0. For Lie groups G and G′, G ∼= G′
denotes that G and G′ are isomorphic as Lie group. Let N be a normal
subgroup of G and H a subgroup of G. If G = HN and N ∩H = {1}
hold where 1 denotes the identity element of G, then G is called a
semidirect product of N and H , and is denoted by H ⋉N .
Let i ∈ {1, 2, 3} and indexes i, i+ 1, i+ 2 be counted modulo 3. For
ξ = (ξ1, ξ2, ξ3) ∈ C3 and x = (x1, x2, x3) ∈ (OC)3, denote the hermitian
matrix
h(ξ; x) :=
ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3
 .
The complex exceptional Jordan algebra J C is defined by
J C := {X ∈ M(3,OC)| X∗ = X} = {h(ξ; x)| ξ ∈ C3, x ∈ (OC)3}
with the Jordan product
X ◦ Y := 2−1(XY + Y X) for X, Y ∈ J C.
Then E is the identity element of the Jordan product. Denote the
elements Ei, Fi(x) ∈ J C as
Ei := Ei,i, Fi(x) := xEi+1,i+2 + xEi+2,i+1
where x ∈ OC. Then
h(ξ1, ξ2, ξ3; x1, x2, x3) =
∑
3
i=1(ξiEi + Fi(xi)).
Let X =
∑3
i=1(ξiEi + Fi(xi)), Y ∈ J C. The trace tr(X) is defined
by tr(X) := ξ1 + ξ2 + ξ3 and the inner product (X|Y ) by (X|Y ) :=
tr(X ◦ Y ). Then the inner product (X|Y ) is a non-degenerate inner
product. The cross product of H. Freudenthal is defined by
X × Y := 2−1(2X ◦ Y − tr(X)Y − tr(Y )X + (tr(X)tr(Y )− (X|Y ))E)
[5] (cf. [8, p.232,(47)], [19], [13]) with X×2 := X × X . The trilinear
from (X|Y |Z) and the determinant det(X) are defined by
(X|Y |Z) := (X|Y × Z), det(X) := 3−1(X|X|X)
respectively. The characteristic polynomial ΦX(λ) ofX ∈ J C is defined
by ΦX(λ) := det(λE−X) and a solution of ΦX(λ) = 0 in C is called a
characteristic root ofX . From direct calculations, we have the following
two lemmas.
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Lemma 1.2. (cf. [12]). Let i ∈ {1, 2, 3} and indexes i, i + 1, i + 2 be
counted modulo 3. Let X =
∑3
i=1(ξiEi + Fi(xi)), Y =
∑3
i=1(ηiEi +
Fi(yi)) ∈ J C. Then the following equations hold:
(X|Y ) =
∑
3
i=1
(
ξiηi + 2(xi|yi)
)
,(1.2.a)
X × Y =
∑
3
i=1
(
2−1(ξi+1ηi+2 + ηi+1ξi+2)− (xi|yi)
)
Ei(1.2.b)
+
∑
3
i=1Fi
(
2−1(xi+1yi+2 + yi+1xi+2 − ξiyi − ηixi)
)
,
det(X) = ξ1ξ2ξ3 + 2Re(x1x2x3)−
∑
3
i=1ξi(xi|xi).(1.2.c)
Lemma 1.3. (cf. [12]). Let X, Y ∈ J C. Then
tr(X × Y ) = 2−1(tr(X)tr(Y )− (X|Y )),(1.3.a) 
(i) E ×E = E, (ii) X ×E = 2−1(tr(X)E −X),
(iii) (X×2)×E = 2−1(tr(X×2)E −X×2),
(iv) (X×2)×2 = det(X)X,
(v) (X×2)×X = 2−1 (−tr(X)X×2 − tr(X×2)X
+(tr(X×2)tr(X)− det(X))E) ,
(1.3.b)
ΦX(λ) = λ
3 − tr(X)λ2 + tr(X×2)λ− det(X)(1.3.c)
= λ3 − tr(X)λ2 + 2−1(tr(X)2 − (X|X))λ− det(X).
The linear Lie group FC4 is defined by
FC4 := {g ∈ GLC(J C)| g(X ◦ Y ) = gX ◦ gY }.
The following result is proved in [16], [12] after O. Shukuzawa and I.
Yokota [14].
Proposition 1.4. Let X, Y, Z ∈ J C.
(1) For all g ∈ FC4 ,
(1.4.a) tr(gX) = tr(X).
(2) The following equations hold.
FC4 = {g ∈ GLC(J C)| det(gX) = X, gE = E}(1.4.b)
= {g ∈ GLC(J C) | ΦgX(λ) = ΦX(λ)}
= {g ∈ GLC(J C)| det(gX) = X, (gX|gY ) = (X|Y )}
=
{
g ∈ GLC(J C)
∣∣∣∣ (gX|gY |gZ) = (X|Y |Z),(gX|gY ) = (X|Y )
}
= {g ∈ GLC(J C)| g(X × Y ) = gX × gY }.
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The R-exceptional Jordan algebra J is defined by
J := {X ∈M(3,O)| X∗ = X} = {h(ξ; x)| ξ ∈ R3, x ∈ O3}
with the Jordan product X ◦Y = 2−1(XY +Y X). Denote the complex
conjugation τ with respect to J in J C. We define σ ∈ GLC(J C) by
σh(ξ1, ξ2, ξ3; x1, x2, x3) := h(ξ1, ξ2, ξ3; x1,−x2,−x3).
Because of det(σX) = X and σE = E, applying (1.4.b), we see σ ∈ FC4
and clearly σ2 = 1 where 1 denotes the identity element of FC4 . We
consider the complex conjugation τσ in J C and define the involutive
automorphism τ˜σ of FC4 by
τ˜σ(g) = τσgστ for g ∈ FC4 .
For ξ = (ξ1, ξ2, ξ3) ∈ R3 and x = (x1, x2, x3) ∈ O3, denote
h1(ξ; x) :=
 ξ1 √−1x3 √−1x2√−1x3 ξ2 x1√−1x2 x1 ξ3
 .
The exceptional Jordan algebra J 1 is defined by
J 1 := (J C)τσ = {h1(ξ; x)| ξ ∈ R3, x ∈ O3}
with the Jordan product X ◦ Y = 2−1(XY + Y X). Then the Jordan
algebra J 1 has the trace tr(X) ∈ R, the identity element E of Jordan
product, the inner product (X|Y ) ∈ R, the cross product X×Y ∈ J 1,
the trilinear from (X|Y |Z) ∈ R, the determinant det(X) ∈ R and the
characteristic polynomial ΦX(λ) is a polynomial with R-coefficients.
Let i ∈ {1, 2, 3} and x ∈ O. Denote the elements
F 11 (x) := F1(x), F
1
j (x) := Fj(
√−1x) with j ∈ {2, 3}.
Then we see
h1(ξ1, ξ2, ξ3; x1, x2, x3) =
∑
3
i=1(ξiEi + F
1
i (xi))
and for X =
∑3
i=1(ξiEi + F
1
i (xi)) ∈ J 1, denote
(X)Ei := ξi = (X|Ei), (X)F 1i := xi
respectively. Moreover, denote the elements
P+ := h1(1,−1, 0; 0, 0, 1), P− := h1(−1, 1, 0; 0, 0, 1),
Q+(x) := h1(0, 0, 0; x, x, 0), Q−(x) := h1(0, 0, 0; x,−x, 0)
and the subspaces F 1i (O) := {F 1i (x)| x ∈ O}, F 1i (ImO) := {F 1i (p)| p ∈
ImO}, Q+(O) := {Q+(x)| x ∈ O}, Q−(O) := {Q−(x)| x ∈ O}, respec-
tively. Easily we have the following decompositions of J 1.
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Lemma 1.5.
J 1 = RE1 ⊕ RE2 ⊕ RE3 ⊕ F 11 (O)⊕ F 12 (O)⊕ F 13 (O),(1.5.a)
J 1 = R(−E1 + E2)⊕ RP− ⊕ RE ⊕ RE3 ⊕ F 13 (ImO)(1.5.b)
⊕Q+(O)⊕Q−(O).
We use the notation ǫi(j) in this article. If i = j then ǫi(j) := 1
else ǫi(j) := −1. Then ǫi(j) = (−1)1+δi,j where δi,j is the Kronecker
delta and we write the notation ǫ(i) instead of ǫ1(i) for short. Using
Lemma 1.2, the following lemma follows from direct calculations.
Lemma 1.6. Let x, y ∈ O, i, j ∈ {1, 2, 3} and indexes i + 1, i + 2 ∈
{1, 2, 3} be counted modulo 3. Let X = ∑3i=1(ξiEi + F 1i (xi)), Y =∑3
i=1(ηiEi + F
1
i (yi)) ∈ J 1. Then the following equations hold:

(i) Ei × Ei = 0, (ii) Ei × Ei+1 = 2−1Ei+2,
(iii) Ei × F 1i (x) = F 1i (−2−1x) , (iv) Ei × F 1j (x) = 0, i 6= j,
(v) F 1i (x)× F 1i (y) = −ǫ(i)(x|y)Ei,
(vi) F 1i+1(x)× F 1i+2(y) = F 1i (−ǫ(i)2−1xy) ,
(1.6.a)
(X|Y ) =
∑
3
i=1(ξiηi + ǫ(i)2(xi|yi)),(1.6.b)
det(X) = ξ1ξ2ξ3 + 2Re(x1x2x3)−
∑
3
i=1ǫ(i)ξi(xi|xi),(1.6.c)
X×2 =
∑
3
i=1((ξi+1ξi+2 − ǫ(i)(xi|xi))Ei + F 1i (−ǫ(i)xi+1xi+2 − ξixi)).
(1.6.d)
For all X ∈ J 1, the minimal subspace VX of X is defined by
VX := {aX×2 + bX + cE | a, b, c ∈ R}.
Lemma 1.7. For all X ∈ J 1, the minimal space VX is closed under
the cross product.
Proof. It follows from (1.3.b). 
The linear Lie group F4(−20) is defined by
F4(−20) := {g ∈ GLR(J 1)| g(X ◦ Y ) = gX ◦ gY }.
Because of J 1 = (J C)τσ, we can write F4(−20) = (FC4 )τ˜σ. In [16, The-
orem 2.2.2], I. Yokota shows that F4(−20) is an exceptional linear Lie
group of type F4(−20). From Proposition 1.4, we have the following
proposition.
Proposition 1.8. Let X, Y, Z ∈ J 1.
(1) For all g ∈ F4(−20),
(1.8.a) tr(gX) = tr(X).
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(2) The following equations hold.
F4(−20) = {g ∈ GLR(J 1)| det(gX) = X, gE = E}(1.8.b)
= {g ∈ GLR(J 1) | ΦgX(λ) = ΦX(λ)}
= {g ∈ GLR(J 1)| det(gX) = X, (gX|gY ) = (X|Y )}
=
{
g ∈ GLR(J 1)
∣∣∣∣ (gX|gY |gZ) = (X|Y |Z),(gX|gY ) = (X|Y )
}
= {g ∈ GLR(J 1)| g(X × Y ) = gX × gY }.
By Proposition 1.8, the identity element E, the trace, the inner
product, the determinant, the trilinear form, the cross product, the
characteristic polynomial and the set of all characteristic roots with
multiplicities are invariant under the action of F4(−20) and we use this
fact without notice.
Let X ∈ J 1 and λ0 ∈ R. The elements p(X), EX,λ0 ,WX,λ0 ∈ VX
(see Lemma 1.7) are defined as
p(X) := X − 3−1tr(X)E,
EX,λ0 := tr((λ0E −X)×2)−1(λ0E −X)×2,
WX,λ0 := X −
(
λ0EX,λ0 + 2
−1(tr(X)− λ0)(E −EX,λ0)
)
respectively. Immediately, we have the following lemma.
Lemma 1.9. Let X ∈ J 1. If tr((λ0E − X)×2) 6= 0 then EX,λ0 and
WX,λ0 are well-defined and the following equation holds.
(1.9) X = λ0EX,λ0 + 2
−1(tr(X)− λ0)(E −EX,λ0) +WX,λ0.
Lemma 1.10. Let X ∈ J 1. For all g ∈ F4(−20),
(1.10)
{
(i) g(VX) = VgX , (ii) gp(X) = p(gX),
(iii) gEX,λ1 = EgX,λ1 , (iv) gWX,λ1 =WgX,λ1 .
Proof. It follows from Proposition 1.8. 
2. The principle of triality.
In this section, we explain the groups Spin(8) and Spin(7) by means
of the triality. In the next section, we explain that these groups are
isomorphic to some stabilizers in F4(−20), respectively.
We write S0 for the subset {diag(1, 1, · · · , 1), diag(−1, 1, · · · , 1)} ∼=
Z2 of M(n,R) and SO(0) for the group {1}, respectively.
Lemma 2.1. (cf. [17, 18]). Let n be a natural number, and p, q non-
negative integers with p+ q > 0.
(1) (cf. [17, Theorem 20(2)]). O(n) = S0 ⋉ SO(n). Especially,
O0(n) = SO(n).
(2) (cf. [18, Theorem 6.12(2)]). O0(p, q) ≃ (SO(p)× SO(q))× Rpq.
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(3) For all n ≥ 3, the fundamental group π1(O0(n, 1)) = Z2
Proof. (3) We note π1(SO(n)) = Z2 (n ≥ 3) (cf. [17, Theorem 59(2)]).
By (2), π1(O
0(n, 1)) = π1(SO(n))× π1(SO(0))× π1(Rpq) = Z2. 
From now on, the groups O(8), SO(8), O(7) and SO(7) are identified
with the groups: O(8) = {g ∈ GLR(O)| (gx|gy) = (x|y)}, SO(8) =
{g ∈ GLR(O)| (gx|gy) = (x|y), det(g) = 1}, O(7) = {g ∈ O(8)| g1 =
1}, SO(7) = {g ∈ SO(8)| g1 = 1}, respectively. The element ǫ ∈ O(8)
is defined by
ǫx := x for x ∈ O.
Then ǫ2 = 1 and its determinant is −1 : det(ǫ) = −1. The involutive
automorphism t of the group SO(8)3 is defined by
t(g1, g2, g3) := (g1, g2, ǫg3ǫ) for (g1, g2, g3) ∈ SO(8)3.
The subgroup T (O) of SO(8)3 is defined by
T (O) := {(g1, g2, g3) ∈ SO(8)3| (g1x)(g2y) = g3(xy) for all x, y ∈ O}
(cf. [4, (2.4.6)], [11], [13], [19]) and the subgroup D˜4 of SO(8)
3 by
D˜4 := t
−1(T (O)) = {(g1, g2, g3) ∈ SO(8)3 | t(g1, g2, g3) ∈ T (O)}
= {(g1, g2, g3) ∈ SO(8)3| (g1x)(g2y) = ǫg3ǫ(xy) for all x, y ∈ O}.
The equation (g1x)(g2y) = g3(xy) or (g1x)(g2y) = ǫg3ǫ(xy) is called the
triality. The following result is proved in [11] (cf. [19, Lemma 1.14.3]).
Lemma 2.2. Let i ∈ {1, 2, 3} and indexes i, i + 1, i + 2 be counted
modulo 3. Assume that (g1, g2, g3) ∈ O(8)3 satisfies (gix)(gi+1y) =
ǫgi+2ǫ(xy) for all x, y ∈ O. Then (gi+1x)(gi+2y) = ǫgiǫ(xy) for all
x, y ∈ O. Especially,
(2.2) (g1, g2, g3) ∈ D˜4 ⇔ (g2, g3, g1) ∈ D˜4 ⇔ (g3, g1, g2) ∈ D˜4.
For i ∈ {1, 2, 3}, the homomorphism pi : D˜4 → SO(8) is defined by
pi(g1, g2, g3) := gi for (g1, g2, g3) ∈ D˜4.
Lemma 2.3. Let x, y ∈ O.
(1) Let g ∈ SO(7). Then
(2.3.a) (i) gx = gx, (ii) ǫgǫ = g, (iii) g(Im(x)) = Im(gx).
Especially, g(ImO) ⊂ ImO.
(2) Let (g1, g2, g3) ∈ D˜4, i ∈ {1, 2, 3} and indexes i, i + 1, i + 2 be
counted modulo 3. Then
(2.3.b) gi1 = 1 ⇔ gi+1 = ǫgi+2ǫ ⇔ gi+2 = ǫgi+1ǫ.
(3) Assume that (g1, g2, g3) ∈ D˜4 and g31 = 1. Then
(2.3.c){
(i) g3(xy) = (g1x)(g1y), (ii) g3(Im(xy)) = Im((g1x)(g1y)),
(iii) g1(xy) = (g3x)(g1y).
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Proof. (1) Because of g1 = 1, x = 2(1|x) − x and Im(x) = x − (1|x),
we see gx = 2(1|gx)− gx = gx. and g(Im(x)) = g(x − (1|x)) = gx −
(1|gx) = Im(gx). Thus (i) and (iii) follow. From (i), ǫgǫx = g(x) = gx.
(2) Obviously gi+1 = ǫgi+2ǫ iff gi+2 = ǫgi+1ǫ. We show gi1 = 1 iff
gi+1 = ǫgi+2ǫ. By (2.2), (g1, g2, g3) ∈ D˜4 iff (gi, gi+1, gi+2) ∈ D˜4 so that
(i) (gix)(gi+1y) = ǫgi+2ǫ(xy) for all x, y ∈ O.
Suppose gi1 = 1. Substituting x = 1 in (i), we obtain gi+1 = ǫgi+2ǫ.
Conversely, suppose gi+1 = ǫgi+2ǫ. Substituting x = y = 1 in (i),
(gi1)(ǫgi+2ǫ1) = ǫgi+2ǫ1. Multiplying (ǫgi+2ǫ1)
−1 from right, gi1 = 1.
(3) By (2.3.b), g2 = ǫg1ǫ and g1 = ǫg2ǫ. First, because of g3 =
ǫg3ǫ (by (2.3.a)(ii)) and (g1, g2, g3) = (g1, ǫg1ǫ, g3) ∈ D˜4, we see that
g3(xy) = ǫg3ǫ(xy) = (g1x)(ǫg1ǫy) = (g1x)(g1y). Second, by (2.3.a)(iii)
and (2.3.c)(i), we see that g3(Im(xy)) = Im(g3(xy)) = Im((g1x)(g1y)).
Last, because of g1 = ǫg2ǫ and (g3, g1, g2) ∈ D˜4 (by (2.2)), we obtain
g1(xy) = ǫg2ǫ(xy) = (g3x)(g1y). 
The subgroup B˜3 of D˜4 is defined by
B˜3 := {(g1, g2, g3) ∈ D˜4| g31 = 1}
= {(g1, g2, g3) ∈ D˜4| g2 = ǫg1ǫ} = {(g1, g2, g3) ∈ D˜4 | g1 = ǫg2ǫ}
and the homomorphism q : B˜3 → SO(7) by q := p3|B˜3: q(g1, g2, g3) =
g3. The linear Lie group G2 is defined by
G2 := Aut(O) = {g ∈ GLR(O) | (gx)(gy) = g(xy)}.
Then G2 is a subgroup of SO(7) (cf. [19, Lemma 1.2.1, Theorem 1.9.3]).
In particular, (gx|gy) = (x|y) and g1 = 1 for all g ∈ G2. Also, for any
g ∈ G2, considering (g, g, g) ∈ SO(8)3, G2 is a subgroup of B˜3. Now
S7 = {a ∈ O| n(a) = 1} and S6 = {a ∈ ImO| n(a) = 1}. For all
a ∈ S7, the elements La, Ra, Ta ∈ GLR(O) are defined by
Lax := ax, Rax := xa, Tax := axa for x ∈ O
respectively. By (1.1.b), La, Ra, Ta ∈ O(8). Because S7 is connected
and for the unite 1 ∈ O, L1 = R1 = T1 = 1O where 1O denotes
the identity element of O(8), we obtain La, Ra, Ta ∈ O0(8) = SO(8)
(see Lemma 2.1(1)). For any ai ∈ S7, denote the elements Lan,··· ,a1 ,
Ran,··· ,a1 , Tan,··· ,a1 ∈ SO(8) as{
Lan,··· ,a1 := Lan · · ·La1 , Ran,··· ,a1 := Ran · · ·Ra1 ,
Tan,··· ,a1 := Tan · · ·Ta1 .
Lemma 2.4. (1) (cf. [19, Theorem 1.9.1,Theorem 1.9.2]).
S6 = OrbG2(e1),(2.4.a)
(G2)e1
∼= SU(3), G2/SU(3) ≃ S6.
Furthermore, G2 is connected.
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(2) If ai ∈ S7, then (Lan,··· ,a1 , Ran,··· ,a1 , ǫTan,··· ,a1ǫ) ∈ D˜4.
(3) If a, b ∈ S6, then (Lb,a, Rb,a, Tb,a) ∈ B˜3.
(4) Let j ∈ {1, 2}.
(2.4.b) G2 = {(g1, g2, g3) ∈ B˜3| gj1 = 1}.
Proof. (2) Let a ∈ S7. By (1.1.k),
(Lax)(Ray) = Ta(xy) = ǫ(ǫTaǫ)ǫ(xy).
Because of La, Ra, ǫTaǫ ∈ SO(8), we see (La, Ra, ǫTaǫ) ∈ D˜4. Next,
from the induction, it follows that
(Lan,··· ,a1x)(Ran,··· ,a1y) = ǫ(ǫTan,··· ,a1ǫ)ǫ(xy).
Hence (2) follows.
(3) From (2), (Lb,a, Rb,a, ǫTb,aǫ) ∈ D˜4. Because of a2 = b2 = −1, we
see ǫTb,aǫ1 = b(a(1)a)b = 1. Then ǫTb,aǫ ∈ SO(7) and by (2.3.a)(ii),
ǫTb,aǫ = Tb,a. Hence (3) follows.
(4) Suppose that (g1, g2, g3) ∈ B˜3. Because of g2 = ǫg1ǫ, we see that
g11 = 1 iff g21 = 1. Thus it is enough to show G2 = {(g1, g2, g3) ∈
B˜3| g11 = 1}. Put G = {(g1, g2, g3) ∈ B˜3| g11 = 1}. Immediately,
G2 ⊂ G. Conversely, take g = (g1, g2, g3) ∈ G. Because of g ∈ G, we
see g11 = g21 = g31 = 1. Because of gi1 = gi+11 = 1 and (2.3.b), we
see gi+1 = ǫgi+2ǫ and gi+2 = ǫgiǫ. Then gi+1 = ǫgi+2ǫ = ǫ(ǫgiǫ)ǫ = gi.
Moving i ∈ {1, 2, 3}, g1 = g2 = g3. Thus (g1, g2, g3) ∈ G2 and so
G ⊂ G2. Hence G = G2. 
Lemma 2.5. (1) B˜3/G2 ≃ S7. Furthermore, B˜3 is connected.
(2) D˜4/B˜3 ≃ S7. Furthermore, D˜4 is connected.
Proof. (1) We consider the action of B˜3 on S
7 as x 7→ p1(g1, g2, g3)x =
g1x for x ∈ S7 and (g1, g2, g3) ∈ B˜3. Fix x ∈ S7. Then x can be
expressed by
x = cos θ + a sin θ for some a ∈ S6 and θ ∈ R.
First, by (2.4.a), there exists g1 ∈ G2 such that g1a = e1. Obviously
g11 = 1 and we set h1 = (g1, g1, g1) ∈ G2 ⊂ Spin(7). Then
p1(h1)x = cos θ + e1 sin θ.
Second, put he1,e2 = (Le1,e2, Re1,e2, Te1,e2). Because of ei ∈ S6 and
Lemma 2.4(3), we see he1,e2 ∈ B˜3 and
p1(he1,e2)p1(h1)x = e1(e2(cos θ + e1 sin θ)) = e3 cos θ + e2 sin θ.
Third, because of e3 cos θ + e2 sin θ ∈ S6, there exists g2 ∈ G2 such
that g2(e3 cos θ + e2 sin θ) = e1. Then letting h2 = (g2, g2, g2) ∈ G2 ⊂
Spin(7),
p1(h2)p1(he1,e2)p1(h1)x = e1.
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Last, letting he3,e2 = (Le3,e2, Re3,e2, Te3,e2) ∈ B˜3,
p1(he3,e2)p1(h2)p1(he1,e2)p1(h1)x = e3(e2e1) = 1.
Hence B˜3 acts transitively on S
7. By (2.4.b), (B˜3)1 = G2. Thus
B˜3/G2 ≃ S7 follows. Since G2 and S7 are connected, B˜3 is also con-
nected.
(2) We consider the action of D˜4 on S
7 as x 7→ p3(g1, g2, g3)x = g3x
for x ∈ S7 and (g1, g2, g3) ∈ D˜4. Let x ∈ S7. Because of (x|x) = 1,
x ∈ S7. By Lemma 2.4(2), (Lx, Rx, ǫTxǫ) ∈ D˜4. Then it follows from
(2.2) that (Rx, ǫTxǫ, Lx) ∈ D˜4 and
p3(Rx, ǫTxǫ, Lx)x = xx = 1.
Thus D˜4 acts transitively on S
7. Because of (D˜)1 = B˜3, we see
D˜4/B˜3 ≃ S7. Since B˜3 and S7 are connected, D˜4 is also connected. 
The following result is shown in [4] (cf. [19, Theorems 1.16.2, 1.15.2]).
Proposition 2.6. (1) The following sequence is exact:
(2.6.a) 1→ {(1, 1, 1), (ǫi(1), ǫi(2), ǫi(3))} → D˜4 pi−→ SO(8)→ 1.
(2) The following sequence is exact:
(2.6.b) 1→ {(1, 1, 1), (−1,−1, 1)} → B˜3 q−→ SO(7)→ 1.
By Lemma 2.5(2) and (2.6.a), D˜4 is connected and a two-hold cover-
ing group of SO(8), and by Lemma 2.5(1) and (2.6.b), B˜3 is connected
and a two-hold covering group of SO(7). So denote
Spin(8) := D˜4, Spin(7) := B˜3.
3. The construction of concrete elements of F4(−20).
In order to give the orbit decomposition of J 1 under the action of
F4(−20), we must know concrete elements of F4(−20) and these operation
on J 1. In this section, we present concrete elements ϕ0(g1, g2, g3) and
exp(tA˜1i (a)).
Lemma 3.1. The following equations hold.
(F4(−20))F 13 (1) = (F4(−20))E3,F 13 (1).(3.1.a)
(F4(−20))E1,F 13 (1) = (F4(−20))E1,E2,E3,F 13 (1) = (F4(−20))E2,F 13 (1).(3.1.b)
Proof. For all g ∈ (F4(−20))F 13 (1), gE3 = g(F 13 (1)×2) = (gF 13 (1))×2 =
F 13 (1)
×2 = E3. Thus g ∈ (F4(−20))F 13 (1),E3 and so (F4(−20))F 13 (1) ⊂
(F4(−20))F 13 (1),E3 . From (F4(−20))F 13 (1),E3 ⊂ (F4(−20))F 13 (1), (3.1.a) follows.
Next, obviously, (F4(−20))E1,E2,E3,F 13 (1) ⊂ (F4(−20))E1,F 13 (1). Conversely,
fix g ∈ (F4(−20))E1,F 13 (1). By (3.1.a), g ∈ (F4(−20))E1,E3,F 13 (1) and then
gE2 = g(E − (E1 + E3)) = E2. Thus g ∈ (F4(−20))E1,E2,E3,F 13 (1) and so
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(F4(−20))E1,F 13 (1) ⊂ (F4(−20))E1,E2,E3,F 13 (1). Hence (F4(−20))E1,E2,E3,F 13 (1) =
(F4(−20))E1,F 13 (1). Similarly, (F4(−20))E1,E2,E3,F 13 (1) = (F4(−20))E2,F 13 (1). 
Lemma 3.2. (1) The group Spin(8) is isomorphic to the stabilizer
(F4(−20))E1,E2,E3 of F4(−20), that is, the isomorphism ϕ0 : Spin(8) →
(F4(−20))E1,E2,E3 is given by
(3.2) ϕ0(g1, g2, g3)(
∑
3
i=1(ξiEi + F
1
i (xi))) =
∑
3
i=1(ξiEi + F
1
i (gixi)).
(2) The restriction of ϕ0 on the subgroup Spin(7) is an isomorphism
from Spin(7) onto (F4(−20))E1,E2,E3,F 13 (1).
Proof. (1) We can prove it similar to [19, Theorem 2.7.1].
(2) By (1), ϕ0 is a mono-morphism. Thus it is enough to show that
ϕ0 is onto. Fix g ∈ B3. By (1), g = ϕ0(g1, g2, g3) for some (g1, g2, g3) ∈
Spin(8). Then F 13 (1) = ϕ0(g1, g2, g3)F
1
3 (1) = F
1
3 (g31). Thus g31 = 1 and
so (g1, g2, g3) ∈ Spin(7). Hence ϕ0 : Spin(7) → (F4(−20))E1,E2,E3,F 13 (1) is
onto. 
Denote the subgroups D4 := ϕ0(Spin(8)) = (F4(−20))E1,E2,E3 and
B3 := ϕ0(Spin(7)) = (F4(−20))E1,E2,E3,F 13 (1), respectively.
Lemma 3.3. Let g = (g1, g2, g3) ∈ Spin(7) and p, x ∈ O.
(3.3)

(i) ϕ0(g)(−E1 + E2) = −E1 + E2,
(ii) ϕ0(g)P
− = P−, (iii) ϕ0(g)F
1
3 (p) = F
1
3 (g3p),
(iv) ϕ0(g)E3 = E3, (v) ϕ0(g)E = E,
(vi) ϕ0(g)Q
+(x) = Q+(g1x),
(vii) ϕ0(g)Q
−(x) = Q−(g1x).
Proof. From ϕ0(g) ∈ B3 = (F4(−20))E1,E2,E3,F 13 (1), the first five equa-
tions follow. Because of g2 = ǫg1ǫ, we see ϕ0(g)F
1
2 (x) = F
1
2 (ǫg1ǫx) =
F 12 (g1x). Thus (vi) and (vii) follow. 
Proposition 3.4. Let Y = diag(r1, r2, r3) ∈ J 1 where r1, r2, r3 are
different from each other. Then (F4(−20))Y = D4.
Proof. Obviously D4 = (F4(−20))E1,E2,E3 ⊂ (F4(−20))Y . Conversely, fix
g ∈ (F4(−20))Y . Let i ∈ {1, 2, 3} and indexes i, i + 1, i+ 2 are counted
modulo 3. Because of (riE − Y )×2 = (ri+1 − ri)(ri+2 − ri)Ei and
tr((riE − Y )×2) = (ri+1 − ri)(ri+2 − ri) 6= 0, we see that EY,ri is well-
defined and EY,ri = Ei. By (1.10)(iii), gEi = gEY,ri = EgY,ri = EY,ri =
Ei. Thus g ∈ D4 and so (F4(−20))Y ⊂ D4. Hence (F4(−20))Y = D4. 
Denote the Lie algebra f4(−20) := Lie(F4(−20)) (resp. f
C
4 := Lie(F
C
4 )).
By Proposition 1.8 (resp. Proposition 1.4),
f4(−20) = {δ ∈ EndR(J 1)| δ(X × Y ) = δX × Y +X × δY }
(resp. fC4 = {δ ∈ EndC(J C)| δ(X × Y ) = δX × Y +X × δY }).
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Given δ ∈ f4(−20) (resp. fC4 ),
tr(δX) = 0, δE = 0, (δX|Y ) + (X|δY ) = 0, (δX|X|X) = 0
for all X, Y ∈ J 1 (resp. J C). The Lie subalgebra d4 (resp. dC4 ) of
f4(−20) (resp. f
C
4 ) is defined by
d4 := {D ∈ f4(−20)| DEi = 0, i = 1, 2, 3}
(resp. dC4 := {D ∈ fC4 | DEi = 0, i = 1, 2, 3})
and the Lie algebra D4 by
D4 := {D ∈ EndR(O)| (Dx|y) + (x|Dy) = 0}.
The following lemma is proved in [4](cf. [19, Lemmas 1.3.6, 1.3.7,
Proposition 2.3.7]).
Lemma 3.5. Let x, y ∈ O.
(1) For all D1 ∈ D4 , there exist D2, D3 ∈ D4 such that
(D1x)y + x(D2y) = ǫD3ǫ(xy).
Also such D2 and D3 are uniquely determined for D1.
(2) For D1, D2, D3 ∈ D4, the relation
(D1x)y + x(D2y) = ǫD3ǫ(xy)
implies that
(D2x)y + x(D3y) = ǫD1ǫ(xy), (D3x)y + x(D1y) = ǫD2ǫ(xy).
(3) The Lie algebra d4 is isomorphic to the Lie algebra D4 under the
correspondence D1 7→ dϕ0(D1, D2, D3) given by
(3.5) dϕ0(D1, D2, D3)(
3∑
i=1
(ξiEi + F
1
i (xi))) =
3∑
i=1
F 1i (Dixi).
where D2 and D3 are elements of D4 which are determined by D1 from
the infinitesimal triality:
(D1x)y + x(D2y) = ǫD3ǫ(xy).
Let i ∈ {1, 2, 3} and indexes i, i+ 1, i+ 2 be counted modulo 3. For
a ∈ OC, the skew-hermitian matrix Ai(a) ∈M(3,OC) is denoted by
Ai(a) := aEi+1,i+2 − aEi+2,i+1,
the linear subspace uCi of M(3,O
C) by uCi := {Ai(a)| a ∈ OC} and the
linear subspace RC of M(3,OC) by
RC := uC1 ⊕ uC2 ⊕ uC3 = {A ∈M(3,OC)| A∗ = −A, diag(A) = 0}
where diag(A) = 0 means that all diagonal elements aii of A are 0. For
A ∈ RC, the element A˜ ∈ EndC(J C) is defined by
A˜X := AX −XA for X ∈ J C
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the linear subspaces u˜Ci of EndC(J C) by u˜Ci := {A˜i(a)| a ∈ OC} and
the linear subspace R˜C of EndC(J C) by
R˜C := {A˜| A ∈ RC} = u˜C1 ⊕ u˜C2 ⊕ u˜C3 .
By direct calculations, we have the following lemma.
Lemma 3.6. Let a ∈ OC, i ∈ {1, 2, 3} and indexes i, i + 1, i + 2 be
counted modulo 3. Then the operation of A˜i(a) on J C is given by
(3.6)

(i) A˜i(a)Ei = 0,
(ii) A˜i(a)Ei+1 = Fi(−a), (iii) A˜i(a)Ei+2 = Fi(a),
(iv) A˜i(a)Fi(x) = 2(a|x)(Ei+1 −Ei+2),
(v) A˜i(a)Fi+1(x) = Fi+2(ax),
(vi) A˜i(a)Fi+2(x) = Fi+1(−xa).
The following lemma is proved in [4](cf. [19, Proposition 2.3.6, The-
orem 2.3.8]).
Lemma 3.7. (1) R˜C is a C-linear subspace of fC4 .
(2) Any element δ ∈ fC4 is uniquely expressed by
δ = D + A˜ for some D ∈ dC4 and A˜ ∈ R˜C.
Especially,
(3.7) fC4 = d
C
4 ⊕ R˜C = dC4 ⊕ u˜C1 ⊕ u˜C2 ⊕ u˜C3 .
We denote the differential of the involutive automorphism τ˜σ of FC4 as
same notation τ˜σ. Looking again fC4 as an R-Lie algebra, the involutive
R-automorphism τ˜σ of fC4 induces the R-Lie subalgebra (f
C
4 )τ˜σ of f
C
4 .
Then we can write f4(−20) = (f
C
4 )τ˜σ = {δ ∈ fC4 | τσδστ = δ}.
Lemma 3.8. The following equations hold.
(3.8)

(i) (dC4 )τ˜σ = d4,
(ii) (u˜C1 )τ˜σ = {A˜1(a)| a ∈ O},
(iii) (u˜Cj )τ˜σ = {A˜j(
√−1a)| a ∈ O} with j = 2, 3.
Proof. Easily, (i) follows. Suppose that A˜i(z) ∈ (u˜Ci )τ˜σ with z ∈ OC.
From (3.6), we see τσA˜i(z)στEi+1 = ǫ(i)Fi(−τz) and A˜i(z)Ei+1 =
ǫ(i)Fi(−z), so that ǫ(i)τz = z. Thus, if i = 1 then z ∈ O, else
z =
√−1a for some a ∈ O. Therefore, we have the necessary conditions
of (ii) and (iii). Conversely, put S = {Ei, F 1i (x)| x ∈ O, i = 1, 2, 3}.
S spans the linear space of J C over C. Let X ∈ S and a ∈ O.
Because of (3.6) and τσX = X , we see that τσA˜1(a)στX = A˜1(a)X
and τσA˜j(
√−1a)στX = A˜j(
√−1a)X (j = 2, 3). Hence the sufficient
condition follows. 
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For a ∈ O, skew-hermitian matrix A1i (a) ∈M(3,OC) is defined by
A11(a) := A1(a), Aj(a) := Aj(
√−1a) with j ∈ {2, 3}.
The element A˜1i (a) ∈ f4(−20) is defined by
A˜1i (a)X := A
1
i (a)X −XA1i (a) for X ∈ J 1
and the linear subspace u˜1i of f4(−20) by u˜
1
i := {A˜1i (a)| a ∈ O}. Then
we have the following lemma.
Lemma 3.9. (1) The following equation holds.
(3.9.a) f4(−20) = d4 ⊕ u˜11 ⊕ u˜12 ⊕ u˜13.
(2) Let a ∈ O, i ∈ {1, 2, 3} and indexes i, i + 1, i + 2 be counted
modulo 3. Then the operation of A˜1i (a) on J 1 is given by
(3.9.b)

(i) A˜1i (a)Ei = 0,
(ii) A˜1i (a)Ei+1 = F
1
i (−a), (iii) A˜1i (a)Ei+2 = F 1i (a),
(iv) A˜1i (a)F
1
i (x) = ǫ(i)2(a|x)(Ei+1 −Ei+2),
(v) A˜1i (a)F
1
i+1(x) = F
1
i+2(−ǫ(i+ 2)ax),
(vi) A˜1i (a)F
1
i+2(x) = F
1
i+1(ǫ(i+ 1)xa).
Lemma 3.10. Let t ∈ R, a ∈ S7, ξ, η ∈ R3 and x, y ∈ O3. Let
i ∈ {1, 2, 3} and indexes i, i+ 1, i+ 2 be counted modulo 3.
(1) When i = 1, let h1(η; y) ∈ J 1 be
(3.10.a)

η1 = ξ1,
η2 = 2
−1((ξ2 + ξ3) + (ξ2 − ξ3) cos 2t) + (a|x1) sin 2t,
η3 = 2
−1((ξ2 + ξ3)− (ξ2 − ξ3) cos 2t)− (a|x1) sin 2t,
y1 = x1 − 2−1(ξ2 − ξ3)a sin 2t− 2(a|x1)a sin2 t,
y2 = x2 cos t− x3a sin t,
y3 = x3 cos t+ ax2 sin t
and when i ∈ {2, 3}, let h1(η; y) ∈ J 1 be
(3.10.b)
ηi = ξi,
ηi+1 = 2
−1((ξi+1 + ξi+2) + (ξi+1 − ξi+2) cosh 2t)− (a|xi) sinh 2t,
ηi+2 = 2
−1((ξi+1 + ξi+2)− (ξi+1 − ξi+2) cosh 2t) + (a|xi) sinh 2t,
yi = xi − 2−1(ξi+1 − ξi+2)a sinh 2t+ 2(a|xi)a sinh2 t.
yi+1 = xi+1 cosh t+ xi+2a sinh t,
yi+2 = xi+2 cosh t+ axi sinh t.
Then h1(η; y) = exp(tA˜1i (a))h
1(ξ; x) and exp(tA˜1i (a)) ∈ (F4(−20))0Ei.
(2) If a ∈ S6, then exp(tA˜1i (a)) ∈ (F4(−20))0F 1i (1) for all i ∈ {1, 2, 3}.
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Proof. (1) Fix i ∈ {1, 2, 3}. Let F : R × J 1 → J 1 be the mapping
defined by F (t, h1(ξ; x)) = h1(η; y). From direct calculations, we have
d
dt
F (t, h1(ξ; x)) = A˜1i (a)F (t, h
1(ξ; x)) and F (0, h1(ξ; x)) = h1(ξ; x)
and it follows from the uniqueness of solutions that F (t, h1(ξ; x)) =
exp(tA˜1i (a))h
1(ξ; x). Because of ηi = ξi, we see exp(tA˜
1
j (a))Ei = Ei and
therefore exp(tA˜1i (a)) ∈ (F4(−20))0Ei. Hence (1) follow.
(2) Because of (1) and (a|1) = 0, we see exp(tA˜1i (a))F 1i (1) = F 1i (1).
Hence (3) follows. 
We give elementarily two lemmas which implies the difference of
orbits of the elements in J 1 under the action of F4(−20).
Fix Y ∈ J 1. The inner product BY on J 1 is defined by
BY (X1, X2) = (Y |X1|X2) for Xi ∈ J 1.
Lemma 3.11. Let Y1, Y2 ∈ J 1. Assume that BY1 and BY2 have differ-
ent signatures from each other. Then OrbF4(−20)(Y1) 6= OrbF4(−20)(Y2).
Furthermore,
OrbF4(−20)(E1) 6= OrbF4(−20)(E2) = OrbF4(−20)(E3),(3.11.a)
OrbF4(−20)(E1 − E2) 6= OrbF4(−20)(−E1 + E2).(3.11.b)
Proof. Suppose that there exists g ∈ F4(−20) such that gY1 = Y2. Then
BY1(X1, X2) = (Y1|X1|X2) = (gY1|gX1|gX2) = BY2(gX1, gX2)
for all X1, X2 ∈ J 1. Using Sylvester’s theorem, inner products BY1 and
BY2 have the same signature. It contradicts with the assumption. Thus
OrbF4(−20)(Y1) 6= OrbF4(−20)(Y2). Let Y ∈ {E1, E2, E1−E2, −E1+E2}.
For any X =
∑3
i=1(ξiEi + F
1
i (xi)) ∈ J 1, we have the following table:
Y BY (X,X) The signature of BY
E1 ξ2ξ3 − (x1|x1) (9, 1)
E3 ξ1ξ2 + (x3|x3) (1, 9)
E1 −E2 ξ2ξ3 − ξ3ξ1 − (x1|x1)− (x2|x2) (18, 2)
−E1 + E2 −ξ2ξ3 + ξ3ξ1 + (x1|x1) + (x2|x2) (2, 18)
Then we see OrbF4(−20)(E1) 6= OrbF4(−20)(E3) and OrbF4(−20)(E1−E2) 6=
OrbF4(−20)(−E1+E2). Now from (3.10.a), exp(2−1πA˜11(1))E3 = E2 and
OrbF4(−20)(E2) = OrbF4(−20)(E3). Hence the result follows. 
Denote the linear subspace (J 1)0 of J 1 as
(J 1)0 := {X ∈ J 1| tr(X) = 0},
and the subsets R± of J 1 as
R+ := {X ∈ (J 1)0| X×2 = P+}, R− := {X ∈ (J 1)0| X×2 = P−}
respectively.
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Lemma 3.12. (1) For all X ∈ R±, tr(X) = tr(X×2) = det(X) = 0.
Furthermore, (X×2)×X = 0.
(2) The following equations hold:
R+ = ∅,(3.12.a)
R− = {rP− +Q+(x)| r ∈ R, x ∈ S7}.(3.12.b)
Furthermore,
(3.12.c) OrbF4(−20)(P
+) 6= OrbF4(−20)(P−).
Proof. (1) Because of X ∈ R±, we see tr(X) = 0 = tr(P±) = tr(X×2),
and from (1.3.b)(iv), we see det(X)X = (X×2)×2 = (P±)×2 = 0. Thus
tr(X) = tr(X×2) = det(X) = 0 and by (1.3.b)(v), (X×2)×X = 0.
(2) Suppose that there exists X =
∑3
i=1(ξiEi+F
1
i (xi)) ∈ R+. Using
(1.6.a), from (1), we see
0 = (X×2)×X = P+ ×X = 2−1 (−ξ3E1 + ξ3E2
+(ξ2 − ξ1 + 2(1|x3))E3 + F 11 (x1 − x2) + F 12 (−x2 − x1) + F 13 (−ξ3)
)
.
Then ξ3 = 0. However, by (1.6.d),
1 = (P+)E1 = (X
×2)E1 = ξ2 · 0− (x1|x1) = −(x1|x1) ≤ 0.
It is a contradiction and (3.12.a) follows.
Next, put R = {rP− + Q+(x)| r ∈ R, x ∈ S7}. Take X =∑3
i=1(ξiEi + F
1
i (xi)) ∈ R−. From (1),
0 = (X×2)×X = P− ×X = 2−1 (ξ3E1 − ξ3E2
+(−ξ2 + ξ1 + 2(1|x3))E3 + F 11 (x1 − x2) + F 12 (x2 − x1) + F 13 (−ξ3)
)
.
Then ξ3 = 0 and x2 = x1. Because of ξ1 + ξ2 = tr(X) = 0, we see
ξ2 = −ξ1. Next, by (1.6.d),
P− = X×2 =− (x1|x1)E1 + (x1|x1)E2 + (−ξ21 + (x3|x3))E3
+ F 11 (−x1x3 − ξ1x1) + F 12 (x3x1 + ξ1x1) + F 13 (n(x1)).
Then n(x1) = 1 and 0 = x1(x3 + ξ1). From x1 6= 0, we see x3 = −ξ1
and X = −ξ1P− + F 11 (x1) + F 12 (x1) where n(x1) = 1. Thus X ∈ R
and so R− ⊂ R. Conversely, let X = rP− + Q+(x) ∈ R where r ∈ R
and x ∈ S7. From direct calculations, we see X ∈ R− and so R ⊂ R−.
Hence R− = R.
Last, we show (3.12.c). Suppose that there exists g ∈ F4(−20) such
that gP+ = P−. From (3.12.a) and (3.12.b), we see ∅ = g(R+) =
R− 6= ∅. It is a contradiction as required. 
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4. The stabilizers of Spin group type.
In this section, we will explain the construction of the spin groups
Spin(9), Spin0(8, 1) and Spin0(7, 1) as the stabilizers, respectively.
For X ∈ J 1, denote the element L×(X) ∈ EndR(J 1) by
L×(X)Y := X × Y for Y ∈ J 1
and for r ∈ R, consider the r-eigenspace of L×(X) on J 1:
J 1L×(X),r = {Y ∈ J 1| L×(X)Y = rY }.
The quadratic form Q on J 1 is defined by
Q(X) := −tr(X×2) for X ∈ J 1.
Lemma 4.1. Let i ∈ {1, 2, 3} and indexes i, i + 1, i + 2 be counted
modulo 3. Let X ∈ J 1 and r ∈ R. Then
Q(gX) = Q(X) for all g ∈ F4(−20),(4.1.a)
gJ 1L×(X),r = J 1L×(gX),r for all g ∈ F4(−20),(4.1.b)
J 1L×(2Ei),−1 = {ξ(Ei+1 − Ei+2) + F 1i (x)| ξ ∈ R, x ∈ O},(4.1.c)
Q(ξ(Ei+1 − Ei+2) + F 1i (x)) = ξ2 + ǫ(i)(x|x).(4.1.d)
Especially, when i = 1, then the quadratic space (J 1
L×(2E1),−1
, Q) is
isomorphic to (R0,9, q0,9), and when i ∈ {2, 3}, then (J 1L×(2Ei),−1, Q) is
isomorphic to (R8,1, q8,1).
Proof. Using Proposition 1.8 and Lemma 1.6, it follows from direct
calculations. 
The quadratic space (J 1L×(2E1),−1, Q) has a sphere S8 as
S8 := {X ∈ J 1L×(2E1),−1 | Q(X) = 1}
and the quadratic space (J 1L×(2E3),−1, Q) has a positive sphere S8,1 , a
negative sphere S8,1(−1) and a null cone N 8,1 as
S8,1 := {X ∈ J 1L×(2E3),−1 | Q(X) = 1},
S8,1(−1) := {X ∈ J 1L×(2E3),−1 | Q(X) = −1},
N 8,1 := {X ∈ J 1L×(2E3),−1 | Q(X) = 0, X 6= 0}
respectively. Denote the subsets S8,1+ , S8,1− ⊂ S8,1 by
S8,1+ := {X ∈ S8,1 | (X|E1) > 0}, S8,1− := {X ∈ S8,1 | (X|E1) < 0}
respectively, and the subsets N 8,1+ , N 8,1− ⊂ N 8,1 by
N 8,1+ := {X ∈ N 8,1 | (X|E1) > 0}, N 8,1− := {X ∈ N 8,1 | (X|E1) < 0}
respectively.
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Lemma 4.2. The following equations holds.
S8,1 = S8,1+
∐
S8,1− ,(4.2.a)
N 8,1 = N 8,1+
∐
N 8,1− .(4.2.b)
Proof. Suppose that X ∈ J 1L×(2E3),−1 satisfies X 6= 0 and (E1|X) = 0.
From (4.1.c), we see X = F 13 (x) for some (0 6=)x ∈ O and Q(X) < 0.
Therefore, if X ∈ S8,1 (resp. X ∈ N 8,1), then (E1|X) 6= 0. 
The quadratic subspace (J 17,1, Q) is defined by
J 17,1 := {X ∈ J 1L×(2E3),−1| (F 13 (1)|X) = 0}
= {ξ(E1 − E2) + F 13 (x) | ξ ∈ R, x ∈ ImO}
andQ(ξ(E1−E2)+F 13 (x)) = ξ2−(x|x). So the quadratic space (J 17,1, Q)
is isomorphic to (R7,1, q7,1) and we denote a positive sphere S7,1 in the
quadratic space (J 17,1, Q) and its subset S7,1+ as
S7,1 := {X ∈ J 17,1 | Q(X) = 1}, S7,1+ := {X ∈ S7,1 | (X|E1) > 0}
respectively. Denote the homomorphisms p˜i, q˜, pi, q as
p˜i : (F4(−20))Ei → O(J 1L×(2Ei),−1, Q), p˜i(g) := g|J 1L×(2Ei),−1,
q˜ : (F4(−20))F 13 (1) → O(J 17,1, Q), q˜(g) := g|J 17,1,
pi : D4 → O(F 1i (O), Q), pi(g) := g|F 1i (O),
q : B3 → O(F 13 (ImO), Q), q(g) := g|F 13 (ImO)
respectively.
Lemma 4.3. The homomorphisms p˜i, q˜, p, q are well-defined.
Proof. First, by (4.1.b), (F4(−20))Ei invariants J 1L×(2Ei),−1. Second, be-
cause of (3.1.a), the definition of J 17,1 and (4.1.b), (F4(−20))F 13 (1) invari-
ants J 17,1. Third, because of F 1i (O) = {X ∈ J 1| Ej ×X = 0, i 6= j},
D4 = (F4(−20))E1,E2,E3 invariants F
1
i (O). Last, because of F
1
i (ImO) =
{X ∈ F 1i (O) | (F 1i (1)|X) = 0}, B3 = (F4(−20))E1,E2,E3,F 13 (1) invariants
F 13 (ImO). Therefore, from (4.1.a), it follows that the restrictions of
suitable subspaces of J 1 induce the homomorphisms into suitable or-
thogonal groups. 
We use trivial lemma to determine the G-orbits of X .
Lemma 4.4. Let X be a set and a group G act on X. Let I be an
index set and i, j ∈ I. Assume that there exists a sequence (Xi)i∈I
of subsets of X and a sequence (vi)i∈I of elements in X such that the
following conditions (i)-(iv) hold:
(i) X = ∪i∈IXi, (ii) vi ∈ Xi, (iii) OrbG(vi) 6= OrbG(vj)⇔ i 6= j,
(iv) Xi ⊂ OrbG(vi).
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Then Xi = OrbG(vi) for all i ∈ I.
Proof. Take x ∈ OrbG(vi). Because of x ∈ OrbG(vi) ⊂ X = ∪i∈IXi,
there exists j ∈ I such that x ∈ Xj. By (iv), x ∈ Xj ⊂ OrbG(vj)
so that x ∈ OrbG(vi) ∩ OrbG(vj). By (iii), i = j and x ∈ Xi. Then
OrbG(vi) ⊂ Xi. Thus, from (iv), we have Xi = OrbG(vi). 
Lemma 4.5. Let j ∈ {1, 2, 3}. For all X =∑3i=1(ξiEi+F 1i (xi)) ∈ J 1,
there exists ϕ0(g1, g2, g3) ∈ D4 such that
(4.5)
ϕ0(g1, g2, g3)X =
(∑
3
i=1ξiEi
)
+F 1j
(√
n(xj)
)
+
∑
2
k=1F
1
j+k(gj+kxj+k)
where the index j + k is counted modulo 3.
Proof. Given xj = (X)F 1j ∈ O, we can take gj ∈ SO(8) such that
gjxj =
√
n(xj). By (2.6.a), there exists (g1, g2, g3) ∈ D˜4 and from
(3.2), we have the result. 
Lemma 4.6. The following equations hold.
S8 = Orb(F4(−20))E1 (E2 − E3).(4.6.a)
S8,1(−1) = Orb(F4(−20))E3 (F 13 (1)).(4.6.b) {
(i) S8,1+ = Orb(F4(−20))E3 (E1 − E2),
(ii) S8,1− = Orb(F4(−20))E3 (−E1 + E2).
(4.6.c) {
(i) N 8,1+ = Orb(F4(−20))E3 (P+),
(ii) N 8,1− = Orb(F4(−20))E3 (P−).
(4.6.d)
Furthermore, S8,1+ is connected.
Proof. (a) By Lemma 4.3, (F4(−20))E1 acts on S
8. Fix X ∈ S8. By
(4.1.c) and (4.1.d), X can be expressed by X = ξ(E2 − E3) + F 11 (x)
where ξ ∈ R, x ∈ O and ξ2+n(x) = 1. By (4.5), there exists g ∈ D4 ⊂
(F4(−20))E1 such that gX = ξ(E2 − E3) + F 11 (
√
n(x)). We can write
gX = cos 2t(E2 − E3) + F 11 (sin 2t)
for some t ∈ R. For this t, using (3.10.a), exp(tA˜11(1)) ∈ (F4(−20))E1
and from direct calculations, we see that
exp(tA˜11(1))gX = E2 −E3.
Hence (4.6.a) follows.
(b) By Lemma 4.3, (F4(−20))E3 acts on S8,1(−1). Fix X ∈ S8,1(−1).
By (4.1.c) and (4.1.d), X can be expressed by X = ξ(E1−E2)+F 13 (x)
where ξ ∈ R, x ∈ O and ξ2 − n(x) = −1. By (4.5), there exists
g ∈ D4 ⊂ (F4(−20))E3 such that
gX = ξ(E1 −E2) + F 13 (r0) where r0 ≥ 0, ξ2 − r20 = −1.
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By (3.10.b), exp
(
4−1 log ((r0 + ξ)/(r0 − ξ)) A˜13(1)
)
∈ (F4(−20))E3 and
because of ξ2 − r20 = −1, we calculate that
exp
(
4−1 log ((r0 + ξ)/(r0 − ξ)) A˜13(1)
)
gX = F 13 (±1).
When F 13 (−1), multiplying ϕ0(1,−1,−1) ∈ D4 from the left side,
ϕ0(1,−1,−1) exp
(
4−1 log ((r0 + ξ)/(r0 − ξ)) A˜13(1)
)
gX = F 13 (1).
Hence (4.6.b) follows.
(c) We show (4.6.c) by using Lemma 4.4. Denote G = (F4(−20))E3 or
(F4(−20))
0
E3
. By Lemma 4.3, G acts on S8,1. We consider that X = S8,1,
(X1, X2) = (S8,1+ ,S8,1− ), (v1, v2) = (E1 − E, − E1 + E2) in Lemma 4.4.
First, the condition (i) follows from (4.2.a). Second, the condition (ii)
follows from direct calculations. Third, by (3.11.b), the condition (iii)
follows from
Orb(F4(−20))E3 (E1 − E2) ⊂ OrbF4(−20)(E1 − E2)
6=OrbF4(−20)(E1 −E2) ⊃ Orb(F4(−20))E3 (E1 − E2).
Last, we show the condition (iv). Take X ∈ S8,1+ . By (4.5), there exists
g ∈ D4 ⊂ G such that
gX = ξ(E1 −E2) + F 13 (r0) where ξ > 0, r0 ≥ 0, ξ2 − r20 = 1.
By (3.10.b), exp
(
4−1 log ((ξ + r0)/(ξ − r0)) A˜13(1)
)
∈ G and because
of ξ > 0 and ξ2 − r20 = 1, we calculate that
exp
(
4−1 log ((ξ + r0)/(ξ − r0)) A˜13(1)
)
gX = E1 −E2.
Thus X ∈ OrbG(E1 − E2) and so S8,1+ ⊂ OrbG(E1 − E2). Next, take
X ∈ S8,1− . By (4.5), there exists g ∈ D4 ⊂ G such that
gX = ξ(E1 −E2) + F 13 (r0) where ξ < 0, r0 ≥ 0, ξ2 − r20 = 1.
By (3.10.b), exp
(
4−1 log ((ξ + r0)/(ξ − r0)) A˜13(1)
)
∈ G and because
of ξ < 0 and ξ2 − r20 = 1, we calculate that
exp
(
4−1 log ((ξ + r0)/(ξ − r0)) A˜13(1)
)
gX = −E1 + E2.
Thus X ∈ OrbG(−E1+E2) and so S8,1− ⊂ OrbG(−E1+E2). Therefore,
the condition (iv) follows. Hence (4.6.c) follows from Lemma 4.4. Fur-
thermore, since S8,1+ is a orbit of one element E1−E2 under the action
of a connected group (F4(−20))
0
E3
, S8,1+ is connected.
(d) We show (4.6.d) by using Lemma 4.4. Denote G = (F4(−20))E3 .
Since G acts on N 8,1, we consider X = N 8,1, (X1, X2) = (N 8,1+ ,N 8,1− ),
(v1, v2) = (P
+, P−) in Lemma 4.4. First, the condition (i) follows
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from (4.2.b). Second, the condition (ii) follows from direct calculations.
Third, by (3.12.c), the condition (iii) follows from
Orb(F4(−20))E3 (P
+) ⊂ OrbF4(−20)(P+)
6=OrbF4(−20)(P−) ⊃ Orb(F4(−20))E3 (P−).
Last, we will show the condition (iv). Take X ∈ N 8,1+ . Because of (4.5),
there exists g ∈ D4 ⊂ G such that
gX = ξ(E1 −E2) + F 13 (ξ) where ξ > 0.
By (3.10.b), exp
(
2−1(log ξ)A˜13(1)
)
∈ G and because of ξ > 0, we
calculate that
exp
(
2−1(log ξ)A˜13(1)
)
gX = P+.
Thus X ∈ OrbG(P+), so that N 8,1+ ⊂ OrbG(P+). Next, take X ∈ N 8,1− .
Because of (4.5), there exists g ∈ D4 ⊂ G such that
gX = ξ(−E1 + E2) + F 13 (ξ) where ξ > 0.
By (3.10.b), exp
(
2−1(log ξ)A˜13(1)
)
∈ G and because of ξ > 0, we
calculate that
exp
(
2−1(log ξ)A˜13(1)
)
gX = P−.
Thus X ∈ OrbG(P−) and so N 8,1− ⊂ OrbG(P−). Therefore, the condi-
tion (iv) follows. Hence (4.6.d) follows from Lemma 4.4. 
Lemma 4.7. (1) (F4(−20))E1/D4 ≃ S8. Furthermore, (F4(−20))E1 is
connected.
(2) (F4(−20))E3/D4 ≃ S8,1+ . Furthermore, (F4(−20))E3 is connected.
Proof. (1) We notice that (F4(−20))E1,E2−E3 = (F4(−20))E,E1,E2−E3 =
(F4(−20))E1,E2,E3 = D4. From (4.6.a), we see (F4(−20))E1/D4 ≃ S8. By
Lemma 3.2(1), D4 is connected. Obviously S
8 is connected. Hence
(F4(−20))E1 is also connected.
(2) We note D4 = (F4(−20))E3,E1−E2. From (4.6.c), (F4(−20))E3/D4 ≃
S8,1+ . By Lemma 4.6, S8,1+ is connected. Because D4 is connected, we
see that (F4(−20))E3 is also connected. 
For i ∈ {1, 2, 3}, the element σi ∈ F4(−20) is defined by
σi
(∑
3
j=1(ξjEj + F
1
j (xj))
)
:=
∑
3
j=1(ξjEj + ǫi(j)F
1
j (xj)).
Indeed, because of det(σiX) = det(X) and σiE = E, applying (1.8.b),
we see σi ∈ F4(−20) and clearly σ2i = 1. We write the notation σ instead
of σ1 for short.
The following result is proved in [16].
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Proposition 4.8. (1) The following sequence is exact:
(4.8.a) 1→ {1, σi} → D4 pi→ SO(F 1i (O), Q)→ 1.
(2) The following sequence is exact:
(4.8.b) 1→ {1, σ} → (F4(−20))E1 p˜1→ SO(J 1L×(2E1),−1, Q)→ 1.
(3) The following sequence is exact:
(4.8.c) 1→ {1, σ3} → (F4(−20))E3 p˜3→ O0(J 1L×(2E3),−1, Q)→ 1.
Proof. (1) It follows from Lemma 3.2(1) and (2.6.a).
(2) (cf. [19, Theorem 2.7.4]). By Lemma 4.7(1), (F4(−20))E1 is con-
nected. Then we see that p˜1((F4(−20))E1) ⊂ SO(J 1L×(2E1),−1, Q) and the
following commutative diagram:
1 → D4 → (F4(−20))E1 → S8 → ∗
↓ p1 ↓ p˜1 ‖
1 → SO(F 11 (O), Q) → SO(J 1L×(2E1),−1, Q) → S8 → ∗.
It follows from (1) and the five lemma that p˜1 is onto and Ker(p˜1) =
Ker(p1) = {1, σ}. Hence (2) follows.
(3) By Lemma 4.7(2), (F4(−20))E3 is connected. Then we see that
p˜3((F4(−20))E3) ⊂ O0(J 1L×(2E3),−1, Q) and the following commutative
diagram:
1 → D4 → (F4(−20))E3 → S8,1+ → ∗
↓ p3 ↓ p˜3 ‖
1 → SO(F 13 (O), Q) → O0(J 1L×(2E3),−1, Q) → S
8,1
+ → ∗.
Similarly, using (1) and the five lemma, (3) follows. 
By Lemma 4.7(1) and (4.8.b), we have (F4(−20))E1 is connected and
a two-hold covering group of SO(J 1
L×(2E1),−1
, Q), and by Lemma 4.7(2)
and (4.8.c), (F4(−20))E3 is connected and a two-hold covering group of
O0(J 1L×(2E3),−1, Q). So denote
Spin(9) := (F4(−20))E1, Spin
0(8, 1) := (F4(−20))E3 .
Proposition 4.9. (1) Let Y = (r1 − r2)E1 + r2E ∈ J 1 where r1 6= r2.
Then (F4(−20))Y = Spin(9).
(2) Let Y ′ = (r1−r2)E3+r2E ∈ J 1 where r1 6= r2. Then (F4(−20))Y ′ =
Spin0(8, 1).
Proof. Since the element E is invariant under the F4(−20)-action, we
have (F4(−20))Y = (F4(−20))E1 and (F4(−20))Y ′ = (F4(−20))E3. 
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Lemma 4.10. (1) The following equation holds.
(4.10) S7,1+ = Orb(F4(−20))0
F13 (1)
(E1 − E2) = Orb(F4(−20))F13 (1)(E1 − E2).
Furthermore, S7,1+ is connected.
(2) (F4(−20))F 13 (1)/B3 ≃ S
7,1
+ . Furthermore, (F4(−20))F 13 (1) is connected.
Proof. (1) Note S7,1+ = S8,1+ ∩ S7,1. Let X ∈ S7,1+ and g ∈ (F4(−20))F 13 (1).
Because of X ∈ S8,1+ and (4.6.c), gX ∈ S8,1+ . Next, 0 = (F 13 (1)|X) =
(gF 13 (1)|gX) = (F 13 (1)|gX). Thus gX ∈ S7,1+ and so (F4(−20))F 13 (1) acts
on S7,1+ . Especially, (F4(−20))0F 13 (1) acts on S
7,1
+ .
Next, we will show transitivity. Fix X ∈ S7,1+ . X is expressed by
X = ξ(E1 − E2) + F 13 (x) where ξ > 0, x ∈ ImO and ξ2 − n(x) = 1.
Using (2.4.a), gx =
√
n(x)e1 for some g ∈ G2. Then ϕ0(g, g, g) ∈ G2 ⊂
B3 ⊂ (F4(−20))0F 13 (1) and ϕ0(g, g, g)X = ξ(E1−E2)+F
1
3 (
√
n(x)e1). Put
t0 = 4
−1 log
(
(ξ +
√
n(x))/(ξ −√n(x))) ∈ R. Because of e1 ∈ S6 and
Lemma 3.10(2), we see exp(t0A˜
1
3(e1)) ∈ (F4(−20))0F 13 (1) and because of
ξ2 − n(x) = 1 and (3.10.b), we calculate exp
(
t0A˜
1
3(e1)
)
ϕ0(g, g, g)X =
E1−E2. Thus S7,1+ = Orb(F4(−20))0E3 (E1−E2) = Orb(F4(−20))E3 (E1−E2).
Because S7,1+ is an orbit of one element E1 − E2 under the action of a
connected group (F4(−20))
0
E3
, S7,1+ is connected. Hence (1) follows.
(2) Note (F4(−20))E1−E2,E3 = (F4(−20))E,E1−E2,E3 = (F4(−20))E1,E2,E3.
By (3.1.a) and (3.1.b), (F4(−20))F 13 (1),E1−E2 = (F4(−20))F 13 (1),E1−E2,E3 =
(F4(−20))F 13 (1),E1,E2,E3 = B3. From (1), we see (F4(−20))F 13 (1)/B3 ≃ S
7,1
+ .
By Lemma 3.2(2), B3 is connected and by (1), S7,1+ are connected.
Hence (F4(−20))F 13 (1) is also connected. 
Proposition 4.11. (1) The following sequence is exact:
(4.11.a) 1→ {1, σ3} → B3 q→ SO(F 13 (ImO), Q)→ 1.
(2) The following sequence is exact:
(4.11.b) 1→ {1, σ3} → (F4(−20))F 13 (1)
q˜→ O0(J 17,1, Q)→ 1.
Proof. (1) It follows from Lemma 3.2(2) and (2.6.b).
(2) By Lemma 4.10(2), (F4(−20))F 13 (1) is connected. Then we see that
q˜((F4(−20))F 13 (1)) ⊂ O0(J 17,1, Q) and the following commutative diagram:
1 → B3 → (F4(−20))F 13 (1) → S
7,1
+ → ∗
↓ q ↓ q˜ ‖
1 → SO(F 13 (ImO), Q) → O0(J 17,1, Q) → S7,1+ → ∗.
It follows from (1) and the five lemma that q˜ is onto and Ker(q˜) =
Ker(q) = {1, σ3}. Hence the assertion follows. 
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By Lemma 4.10(2) and (4.11.b), we have (F4(−20))F 13 (1) is connected
and a two-hold covering group of O0(J 17,1, Q). So denote
Spin0(7, 1) := (F4(−20))F 13 (1).
Proposition 4.12. Let Y = rE3 + p(E − E3) + qF 13 (1) ∈ J 1 with
q 6= 0. Then (F4(−20))Y = Spin0(7, 1).
Proof. From (3.1.a), we see Spin0(7, 1) = (F4(−20))E3,F 13 (1) ⊂ (F4(−20))Y .
Conversely, take g ∈ (F4(−20))Y . Because of (rE − Y )×2 = ((p− r)2 +
q2)E3 and tr((rE−Y )×2) = (p− r)2+ q2 6= 0, we see EY,r ∈ J 1 is well-
defined and EY,r = E3. By (1.10)(iii), gE3 = gEY,r = EgY,r = EY,r =
E3. Then gF
1
3 (1) = g(q
−1(Y − (r− p)E3− p(E −E3))) = F 13 (1). Thus
g ∈ Spin0(7, 1) and so (F4(−20))Y ⊂ Spin0(7, 1). Hence (F4(−20))Y =
Spin0(7, 1). 
For i ∈ {1, 2, 3}, the involutive automorphism σ˜i of F4(−20) is defined
by σ˜i(g) := σigσi for g ∈ F4(−20) and the subgroup K of F4(−20) by
K := (F4(−20))
σ˜ = {g ∈ F4(−20)| σg = gσ}.
Lemma 4.13. Let i, j ∈ {1, 2, 3} and indexes i, i + 1, i + 2, i + j be
counted modulo 3.
(1) The following expressions hold.
(4.13.a)
(i) J 1σi = {(
∑
3
j=1ξjEj) + F
1
i (x)|ξj ∈ R, x ∈ O}
= {X ∈ J 1 | 4Ei × (Ei ×X) = X} ⊕ REi,
(ii) J 1σi,−1 = {
∑
2
j=1F
1
i+j(xi+j)|xi+j ∈ O}
= {X ∈ J 1 | Ei ×X = 0, (Ei|X) = 0}.
(2) (F4(−20))
σ˜i invariants the linear subspaces J 1σi and J 1σi,−1 of J 1.
(3) Let g ∈ (F4(−20))σ˜i. Then
(4.13.b) gEi = Ei + ξi+1Ei+1 + ξi+2Ei+2 + F
1
i (x)
for some ξi+1, ξi+2 ∈ R and x ∈ O.
Proof. (1) Using the definition of σi and Lemma 1.6, it follows from
direct calculations.
(2) It follows from σig = gσi for all g ∈ (F4(−20))σ˜i .
(3) (cf. [19, Theorem 2.9.1]). Now F 1i+1(1), F
1
i+2(1) ∈ J 1σi,−1. By (2),
gF 1i+1(1), gF
1
i+2(1) ∈ J 1σi,−1 and from (4.13.a), we can write gF 1i+1(1) =∑2
j=1 F
1
i+j(xi+j) and gF
1
i+2(1) =
∑2
j=1 F
1
i+j(yi+j) for some xi+j , yi+j ∈
O. By (1.6.a), Ei+1 = −ǫ(i + 1)(F 1i+1(1))×2 and Ei+2 = −ǫ(i +
2)(F 1i+2(1))
×2, so that gEi+1 = −ǫ(i + 1)(gF 1i+1(1))×2 and gEi+2 =
−ǫ(i + 2)(gF 1i+2(1))×2. From (1.6.d), we see that gEi+1 = −ǫ(i +
1)(
∑2
j=1 F
1
i+j(xi+j))
×2 = (
∑2
j=1 ξi+jEi+j) + F
1
i (u) and gEi+2 = −ǫ(i +
2)(
∑2
j=1 F
1
i+j(yi+j))
×2 = (
∑2
j=1 ηi+jEi+j) + F
1
i (v) for some ξi+j, ηi+j ∈
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R and u, v ∈ O. Thus gEi = g(E − Ei+1 − Ei+2) = E −
∑2
j=1(ξi+j +
ηi+j)Ei+j − F 1i (u+ v). Hence (3) follows. 
The following result is shown in [16].
Proposition 4.14. Let i ∈ {1, 2, 3}. Then the following equation hold.
(4.14.a) (F4(−20))
σ˜i = (F4(−20))Ei.
Especially,
K = (F4(−20))E1 = Spin(9),(4.14.b)
(F4(−20))
σ˜2 = (F4(−20))E2
∼= Spin0(8, 1).(4.14.c)
Proof. (cf. [19, Theorem 2.9.1]). Fix g ∈ (F4(−20))Ei. For all X ∈ J 1,
X can be expressed by X = Xσi + X−σi for some Xσi ∈ J 1σi and
X−σi ∈ J 1σi,−1. From (4.13.a), we see gXσi ∈ J 1σi and gX−σi ∈ J 1σi,−1.
Then gσiX = gXσi − gX−σi = σigX . Hence g ∈ (F4(−20))σ˜i and so
(F4(−20))Ei ⊂ (F4(−20))σ˜i.
Conversely, take g ∈ (F4(−20))σ˜i . Let index i+ j be counted modulo
3. By (4.13.b), gEi = Ei + ξi+1Ei+1 + ξi+2Ei+2 + F
1
i (x) for some
ξi+1, ξi+2 ∈ R and x ∈ O. Because of (gEi)×2 = g(E×2i ) = 0 and
(1.6.d), we see 0 = ((gEi)
×2)Ei+j = ξi+j and 0 = ((gEi)
×2)F 1i = −x.
Then gEi = Ei. Thus g ∈ (F4(−20))Ei and so (F4(−20))σ˜i ⊂ (F4(−20))Ei .
Hence (4.14.a) follows. 
5. The exceptional hyperbolic planes and the
exceptional null cones.
In this section, we define the exceptional hyperbolic planes and the
exceptional null cones, and we will show Proposition 0.1. Denote
H := {X ∈ J 1| X×2 = 0, tr(X) = 1},
H(O) := {X ∈ H| (X|E1) ≥ 1},
H′(O) := {X ∈ H| (X|E1) ≤ 0}.
Then H(O) and H′(O) are called the hyperbolic planes of O or the
exceptional hyperbolic planes. The cone N in J 1 is defined by
N := {X ∈ J 1 | tr(X) = tr(X×2) = det(X) = 0}.
We recall (X×2)×2 = det(X)X and observe that the cone N contains
the following cones:
N1(O) := {X ∈ J 1| X×2 = 0, tr(X) = 0, X 6= 0},
N+1 (O) := {X ∈ J 1| X×2 = 0, tr(X) = 0, (X|E1) > 0},
N−1 (O) := {X ∈ J 1| X×2 = 0, tr(X) = 0, (X|E1) < 0},
and
N2(O) := {X ∈ J 1| tr(X) = tr(X×2) = det(X) = 0, X×2 6= 0}.
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Then N±1 (O) and N2(O) are called the exceptional null cones. We
write N0(O) for the trivial space {0} in J 1.
Lemma 5.1. The group F4(−20) acts on H, N1(O) and N2(O) and
H = H(O)
∐
H′(O),(5.1.a)
N1(O) = N+1 (O)
∐
N−1 (O).(5.1.b)
Proof. From the definitions ofH, N1(O) andN2(O), we see that F4(−20)
acts on these spaces. We show (5.1.a). H(O) ∩ H′(O) = ∅ is obvious.
FixX =
∑3
i=1(ξiEi+F
1
i (xi)) ∈ H where ξi ∈ R and xi ∈ O. By (1.6.d),
0 = (X×2)E2 = ξ3ξ1 + (x2|x2) and 0 = (X×2)E3 = ξ1ξ2 + (x3|x3). Then
ξ1(ξ2 + ξ3) = −(x2|x2) − (x3|x3) ≤ 0, so that (X)E1 = ξ1 ≤ 0 or
ξ2 + ξ3 ≤ 0. If ξ2 + ξ3 ≤ 0, then (X|E1) = ξ1 = tr(X) − (ξ2 + ξ3) =
1− (ξ2 + ξ3) ≥ 1. Hence (5.1.a) follows.
Next, we show (5.1.b). N+1 (O) ∩ N−1 (O) = ∅ is obvious. Suppose
that X ∈ N1(O) and ξ1 = (X|E1) = 0. We can write X = ξE2 −
ξE3 +
∑3
i=1 F
1
i (xi) where ξ ∈ R and xi ∈ O. Then 0 = (X×2)E1 =
−ξ2− (x1|x1) and 0 = (X×2)Ei = (xi|xi) (i = 2, 3), and therefore ξ = 0
and xi = 0 for all i ∈ {1, 2, 3} iff X = 0. It contradicts with X 6= 0.
Hence (5.1.b) follows. 
Denote J 1(2;O) := {ξ1E1 + ξ2E2 + F 13 (x)| ξi ∈ R, x ∈ O}.
Lemma 5.2. (1) For any X ∈ J 1, there exists g ∈ K such that
(gX)F1 = 0 and (gX|E1) = (X|E1).
(2) Assume X ∈ J 1 satisfies X×2 = 0. Then there exists g ∈ K
such that gX ∈ J 1(2;O) and (gX|E1) = (X|E1).
(3) For any X ∈ H, there exists g ∈ K such that gX = 2−1(E −
E3) + 2
−1W where W ∈ S8,1 and (gX|E1) = (X|E1).
(4) For any X ∈ N1(O), there exists g ∈ K such that gX ∈ N 8,1
and (gX|E1) = (X|E1).
Proof. From (4.14.b), we note (kX|E1) = (kX|kE1) = (X|E1) for all
k ∈ K. Thus it is enough to show the conditions in addition to the
condition (gX|E1) = (X|E1).
(1) Set X =
∑3
i=1(ξiEi + F
1
i (xi)). We consider the decomposition
X =ξ1E1 + 2
−1(ξ2 + ξ3)(E − E1) +
(
2−1(ξ2 − ξ3)(E2 − E3) + F 11 (x1)
)
+ (F 12 (x2) + F
1
3 (x3)).
PutX0 = ξ1E1+2
−1(ξ2+ξ3)(E−E1), Y = 2−1(ξ2−ξ3)(E2−E3)+F 11 (x1)
and X−σ = F
1
2 (x2) + F
1
3 (x3). By (4.1.c), Y ∈ J 1L×(2E1),−1 and by
(4.13.a), X−σ ∈ J 1σ,−1. Fix k0 ∈ K. From (4.14.b) and Lemma 4.13(2),
we see kX0 = X0 and k0X−σ ∈ J 1σ,−1 so that (k0X0)F 11 = 0 and
(k0X−σ)F 11 = 0 (see (4.13.a)). Now, we can write Y = rW for some
r ∈ R and W ∈ S8. By (4.6.a), there exists g ∈ K such that
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gW = r(E2 − E3). Thus (gW )F 11 = 0 and so (gX)F 11 = (gX0)F 11 +
(gX−σ)F 11 + r(gW )F 11 = 0.
(2) By (1), there exists g ∈ K such that gX = (∑3i=1 riEi) +
(
∑3
i=2 F
1
i (yi)) where ri ∈ R, yi ∈ O and (X|E1) = (gX|E1) = r1.
From the assumption, we see 0 = g(X×2) = (gX)×2. By (1.6.d),
0 = ((gX)×2)E1 = r2r3. Then we have the following two cases: (i)
r3 = 0 or (ii) r2 = 0.
Case (i) r3 = 0. Then 0 = ((gX)
×2)E2 = (y2|y2) and therefore y2 = 0.
Thus gX = r1E1 + r2E2 + F
1
3 (y3) ∈ J 1(2;O).
Case (ii) r2 = 0. Then 0 = ((gX)
×2)E3 = (y3|y3) and therefore
y3 = 0. From Lemma 3.10, we see exp(2
−1πA˜11(1)) ∈ (F4(−20))E1 = K
and exp((2−1π)A˜11(1))gX = r1E1 + r3E2 + F
1
3 (y2) ∈ J 1(2;O). Hence
(2) follows.
(3) By (2), there exists g ∈ (F4(−20))E1 such that gX = ξ1E1 +
ξ2E2 + F
1
3 (x) ∈ J 1(2;O) with 1 = tr(X) = tr(gX) = ξ1 + ξ2. Put
Y = 2−1(ξ1 − ξ2)(E1 − E2) + F 13 (x). Then gX = 2−1(E − E3) + Y
and Y ∈ J 1L×(2E3),−1. Because of (gX)×2 = g(X×2) = 0, using (1.6.d),
we see 0 = (g(X×2))E3 = ((gX)
×2)E3 = ξ1ξ2 + (x|x). Then by (4.1.d),
Q(Y ) = 4−1(ξ1 − ξ2)2 − (x|x) = 4−1(ξ1 + ξ2)2 − (ξ1ξ2 + (x|x)) = 4−1.
Thus Y ∈ 2−1S8,1 and so (3) follows.
(4) By (2), there exists g ∈ K such that (0 6=)gX = ξ1E1 + ξ2E2 +
F 13 (x). Because of (4.1.a), (4.1.c) and ξ1 + ξ2 = tr(gX) = tr(X) = 0,
we see that Q(gX) = 0 and gX = ξ1(E1 − E2) + F 13 (x) ∈ J 1L×(2E3),−1.
Hence gX ∈ N 8,1. 
Proof of (0.1.a) and (0.1.b).
We show these by using Lemma 4.4. By Lemma 5.1, F4(−20) acts on
H. We consider that X = H, G = F4(−20), (X1, X2) = (H(O),H′(O)),
(v1, v2) = (E1, E2) in Lemma 4.4. At first, the condition (i) follows from
(5.1.a). At second, the condition (ii) follows from direct calculations.
At third, the condition (iii) and OrbF4(−20)(E2) = OrbF4(−20)(E3) follow
from (3.11.a). At last, we show the condition (iv). Take X ∈ H =
H(O)∐H′(O). By Lemma 5.2(3), there exists g0 ∈ K such that
g0X = 2
−1(E − E3) + 2−1W
where W ∈ S8,1 and (g0X|E1) = (X|E1).
Case X ∈ H(O). Because of (g0X|E1) = (X|E1) ≥ 1, we see
(W |E1) = 2(g0X|E1) − (E − E3|E1) = 2(g0X|E1) − 1 > 0 so that
W ∈ S8,1+ . By (4.6.c)(i), there exists g1 ∈ (F4(−20))E3 such that g1W =
E1 −E2 and it is clear that
g1g0X = 2
−1(E1 + E2) + 2
−1(E1 −E2) = E1.
Thus X ∈ OrbF4(−20)(E1) and so H(O) ⊂ OrbF4(−20)(E1).
Case X ∈ H′(O). Because of (g0X|E1) = (X|E1) ≤ 0, (W |E1) =
2(g0X|E1) − 1 < 0. Then W ∈ S8,1− . By (4.6.c)(ii), there exists g1 ∈
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(F4(−20))E3 such that g
′
1W = −E1 + E2 and it is clear that
g′1g0X = 2
−1(E1 + E2) + 2
−1(−E1 + E2) = E2.
Thus X ∈ OrbF4(−20)(E2) and so H(O) ⊂ OrbF4(−20)(E2).
Therefore the condition (iv) follows. Hence (0.1.a) and (0.1.b) follow
from Lemma 4.4. 
Lemma 5.3.
(5.3) N = {0}
∐
N+1 (O)
∐
N−1 (O)
∐
N2(O).
Proof. Let X ∈ N . By (1.3.b)(iv), (X×2)×2 = det(X)X = 0. Then we
have the following three cases: (i) X = 0, (ii) X 6= 0, X×2 = 0 or (iii)
X×2 6= 0. It implies X ∈ {0}∐N1(O)∐N2(O). Hence (5.3) follows
from (5.1.b). 
Proof of (0.1.c) and (0.1.d).
We show these by using Lemma 4.4. By Lemma 5.1, F4(−20) acts
on N1(O). We consider that X = N1(O), G = F4(−20), (X1, X2) =
(N+1 (O),N−1 (O)), (v1, v2) = (P+, P−) in Lemma 4.4. At first, the
condition (i) follows from (5.1.b). At second, the condition (ii) fol-
lows from direct calculations. At third, the condition (iii) follows from
(3.12.c). At last, we show the condition (iv). Take X ∈ N1(O) =
N+1 (O)
∐N−1 (O). By Lemma 5.2(4), there exists g0 ∈ K such that
g0X ∈ N 8,1 and (g0X|E1) = (X|E1).
CaseX ∈ N+1 (O). Because of (g0X|E1) = (X|E1) > 0, we see g0X ∈
N 8,1+ . By (4.6.d)(i), there exists g1 ∈ (F4(−20))E3 such that g1g0X = P+.
Thus X ∈ OrbF4(−20)(P+) and so N+1 (O) ⊂ OrbF4(−20)(P+).
CaseX ∈ N−1 (O). Because of (g0X|E1) = (X|E1) < 0, we see g0X ∈
N 8,1− . By (4.6.d)(ii), there exists g1 ∈ (F4(−20))E3 such that g1g0X =
P−. Thus X ∈ OrbF4(−20)(P+) and so N−1 (O) ⊂ OrbF4(−20)(P+).
Therefore the condition (iv) follows. Hence (0.1.c) and (0.1.d) follows
from Lemma 4.4. 
For t ∈ R, denote
α1,2(t) := exp(t(A˜
1
1(−1) + A˜12(1))) ∈ F4(−20).
Lemma 5.4. Let X0 = rP
− +Q+(x) where r ∈ R and x ∈ O. Then
(5.4) α1,2(t)X0 = (r − 2tRe(x))P− +Q+(x).
Especially, α1,2(t) ∈ (F4(−20))P−.
Proof. Using (3.6), we see that (A˜11(−1)+A˜12(1))P− = 0 and (A˜11(−1)+
A˜12(1))Q
+(x) = −2Re(x)P−. Thus exp(t(A˜11(−1) + A˜12(1))P− = P−
and exp(t(A˜11(−1) + A˜12(1))Q+(x) = Q+(x) − 2tRe(x)P−. Hence the
result follows. 
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Lemma 5.5. Let X ∈ R−. Then there exists g ∈ (F4(−20))P− such that
gX = Q+(1).
Proof. By (3.12.b), X can be expressed by
X = rP− +Q+(x) for some r ∈ R and x ∈ S7.
(Step 1) We show the following assertion: if x ∈ ImO, then there
exists g0 ∈ (F4(−20))P− such that g0X = rP− + Q+(x′) where x′ ∈ S7
and Re(x′) 6= 0. Suppose that x ∈ S6. By (2.4.a), there exists g1 ∈ G2
such that g1x = e1. Put α1 = ϕ0(g1, g1, g1) ∈ G2 ⊂ (F4(−20))P−. By
(3.3), α1X = rP
− + Q+(g0x) = rP
− + Q+(e1). Because of e2, e3 ∈
S6 and Lemma 2.4(3), we can set α1 = (Le3,e2, Re3,e2 , Te3,e2) ∈ B3 ⊂
(F4(−20))P−. By (3.3), α2α1X = rP
− + Q+(e3(e2e1)) = rP
− + Q+(1).
Hence the assertion of (Step 1) follows.
(Step 2) We may assume X = rP−+Q+(x) where r ∈ R, x ∈ S7 and
Re(x) 6= 0 by (Step 1). From (5.4), we see that α1,2(t) ∈ (F4(−20))P−
and α1,2 (r/(2Re(x)))X = Q
+(x).
(Step 3) We may assume X = Q+(x) where x ∈ S7 by (Step 2).
Then x can be expressed by x = cos θ + a sin θ for some θ ∈ R and
a ∈ S6. By (2.4.a), there exists g1 ∈ G2 such that g1a = e1. Letting
α1 = ϕ0(g1, g1, g1) ∈ G2 ⊂ (F4(−20))P−,
α1X = Q
+(g1x) = Q
+(cos θ + e1 sin θ).
Letting α2 = (Le1,e2, Re1,e2, Te1,e2) ∈ B3 ⊂ (F4(−20))P−,
α2α1X = Q
+ (e1(e2(cos θ + e1 sin θ))) = Q
+(e3 cos θ + e2 sin θ).
Again, there exists g2 ∈ G2 such that g2(e3 cos θ+e2 sin θ) = e1. Letting
α3 = ϕ0(g2, g2, g2) ∈ G2 ⊂ (F4(−20))P−,
α3α2α1X = Q
+(e1).
Last, letting α4 = ϕ0(Le3,e2, Re3,e2, Te3,e2) ∈ B3 ⊂ (F4(−20))P−,
α4α3α2α1X = Q
+(e3(e2e1)) = Q
+(1).
Hence the result follows. 
Lemma 5.6. Let X ∈ N2(O). Then X×2 ∈ N−1 (O).
Proof. Obviously tr(X×2) = 0 and from (1.3.b)(iv), we see (X×2)×2 =
det(X)X = 0 so that X×2 ∈ N1(O). By (5.1.b), X×2 ∈ N+1 (O)
or X×2 ∈ N−1 (O). Suppose X×2 ∈ N+1 (O). By (0.1.c), there exists
g ∈ F4(−20) such that P+ = g(X×2) = (gX)×2 and tr(gX) = tr(X) = 0.
Then gX ∈ R+. Thus it contradicts with (3.12.a). Hence the result
follows. 
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Proof of (0.1.e).
By Lemma 5.1, F4(−20) acts on N2(O). We show transitivity. Fix
X ∈ N2(O). By Lemma 5.5, X×2 ∈ N−1 (O) and therefore by (0.1.d),
there exists g1 ∈ F4(−20) such that (g1X)×2 = g1(X×2) = P− and
tr(g1X) = tr(X) = 0. Then g1X ∈ R−. Thus, applying Lemma 5.5,
there exists g2 ∈ (F4(−20))P− such that g2g1X = Q+(1). 
Remark 5.7. From (5.1.a), (0.1.a) and (0.1.b), we see that H =
H(O)∐H′(O) = OrbF4(−20)(E1)∐OrbF4(−20)(E3) and that H consists
of two F4(−20)-orbits. Then we can write H = {X ∈ J 1| X ◦ X =
X, tr(X) = 1}.
For ξ = (ξ1, ξ2, ξ3) ∈ R3 and x = (x1, x2, x3) ∈ O3, put h′(ξ; x) := r1 −√−1x1 −√−1x2√−1x1 r2 x3√−1x2 x3 r3
. Denote the exceptional R-Jordan
algebra Herm′(3,O) := {h′(ξ; x)| ξ ∈ R3, x ∈ O3} with the Jordan
product X ◦Y = 2−1(XY +YX) (X, Y ∈ Herm′(3,O)). Put the linear
Lie group F ′4 := {g ∈ GLR(Herm′(3,O))| g(X ◦Y ) = gX ◦gY } and the
subset H′ := {A ∈ Herm′(3,O)| A ◦A = A, tr(A) = 1} in Herm′(3,O),
respectively. F.R. Harvey [6, page 296–297] mentions that F ′4 is consid-
ered to be a simple Lie group of the type of F4(−20) and F
′
4/Spin(9) ≃
H′ = OrbF ′4(E1). Then H′ consists of one F ′4-orbit. We notice that the
linear Lie group F4 := {g ∈ GLR(J )| g(X ◦ Y ) = gX ◦ gY } is a com-
pact type of F4(−52) with J = {h(ξ, x)| ξ ∈ R3, x ∈ O3} and that there
exists an isomorphism Φ : J → Herm′(3,O) as R-Jordan algebra given
as follows Φ(A) = diag(−√−1, 1, 1) A diag(−√−1, 1, 1)−1. Therefore,
F ′4 is a compact type of F4(−52).
6. The orbit decomposition of J 1 under F4(−20).
In this section, we determine the orbit decomposition of J 1 under
the action of F4(−20).
Lemma 6.1. Let λ1 ∈ R. Then the following equations hold.
((λ1E −X)×2)×2 = ΦX(λ1)(λ1E −X),(6.1.a)
tr((λ1E −X)×2) =
(
d
dλ
ΦX
)
(λ1).(6.1.b)
Proof. By (1.3.b)(iv),
((λ1E −X)×2)×2 = det(λ1E −X)(λ1E −X) = ΦX(λ1)(λ1E −X).
Using (1.3.a) and (1.3.b), the left side hand of (6.1.b) is
tr(λ21E
×2 − 2λ1(E ×X) +X×2) = 3λ21 − 2tr(X)λ1 + tr(X×2)
and by (1.3.c), the right side hand of (6.1.b) is 3λ21−2tr(X)λ1+tr(X×2).
Thus (6.1.b) follows. 
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Lemma 6.2. Assume that X ∈ J 1 has a characteristic root λ1 ∈ R of
multiplicity 1. Let Z = λ1E −X.
(1) The following assertions hold.
(6.2.a)
(i) det(Z) = 0, (ii) tr(Z×2) 6= 0,
(iii) (Z×2)×2 = 0,
(iv) (Z×2)× Z = 2−1(−tr(Z)Z×2 − tr(Z×2)Z + tr(Z×2)tr(Z)E).
(2) The following equations hold.
(i) EX,λ1 = (tr(Z
×2))−1Z×2,
(ii) WX,λ1 = (tr(Z)/2)E − Z − (tr(Z)/(2tr(Z×2)))Z×2,
(iii) W×2X,λ1 = ((4tr(Z
×2)− tr(Z)2)/(4tr(Z×2)))Z×2.
(6.2.b)
Q(WX,λ1) = −4−1(4tr(Z×2)− tr(Z)2).(6.2.c)
Proof. (1) Since λ1 is a characteristic root of X with multiplicity 1, we
have det(Z) = ΦX(λ1) = 0 and
(
d
dλ
ΦX
)
(λ1) 6= 0. Thus (i) follows and
(ii) follows from (6.1.b). By (6.1.a), (Z×2)×2 = ΦX(λ1)Z = 0 so that
(iii) follows. Moreover, (iv) follows from (i) and (1.3.b)(v).
(2) From (6.2.a)(ii), EX,λ1 andWX,λ1 are well-defined and (i) and (ii)
follow from direct calculations. Thus, using Lemma 1.3 and (6.2.a), we
calculate that
W×2X,λ1 =
(
(tr(Z)/2)E − Z − (tr(Z)/(2tr(Z×2)))Z×2)×2
=
(
(4tr(Z×2)− tr(Z)2)/(4tr(Z×2)))Z×2
and so Q(WX,λ1) = −tr(W×2X,λ1) = −4−1(4tr(Z×2)− tr(Z)2). 
Lemma 6.3. Assume that X ∈ J 1 has a characteristic root λ1 ∈ R of
multiplicity 1. Then
(6.3.a) X = λ1EX,λ1 + 2
−1(tr(X)− λ1)(E − EX,λ1) +WX,λ1
where
EX,λ1 ∈ H(O)
∐
H′(O),(6.3.b)
E − EX,λ1 ∈ J 1L×(2EX,λ1),1,(6.3.c)
WX,λ1 ∈ J 1L×(2EX,λ1),−1.(6.3.d)
Furthermore
(6.3.e) Q(WX,λ1) = −4−1(3λ21 − 2λ1tr(X) + 4tr(X×2)− tr(X)2).
Proof. Let Z = λ1E − X . First, (6.3.a) follows from (6.2.a)(ii) and
(1.9). From (6.2.b)(i) and (6.2.a)(iii), we see that
E×2X,λ1 =
(
tr(Z×2)
)−2
(Z×2)×2 = 0, tr(EX,λ1) = (tr(Z
×2))−1tr(Z×2) = 1
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so that EX,λ1 ∈ H, and from (5.1.a), (6.3.b) follows. Second, because
of EX,λ1 ∈ H and (1.3.b)(ii), we see that
2EX,λ1 × (E −EX,λ1) = 2EX,λ1 ×E = tr(EX,λ1)E −EX,λ1 = E −EX,λ1
and E−EX,λ1 ∈ J 1L×(2EX,λ1),1. Third, by (6.2.b)(i)(ii), 2EX,λ1×WX,λ1 =
(2/tr(Z×2))Z×2×((tr(Z)/2)E − Z − (tr(Z)/(2tr(Z×2)))Z×2). Then by
(1.3.b), (6.2.a)(iii) and (6.2.a)(iv), the right hand side is
−(tr(Z)/2)E + Z + (tr(Z)/(2tr(Z×2)))Z×2 = −WX,λ1 .
Thus WX,λ1 ∈ J 1L×(2EX,λ1 ),−1. Last, using (6.2.c) and (6.1.b),
Q(WX,λ1) = −4−1(4(3λ21 − 2tr(X)λ1 + tr(X×2))− (3λ1 − tr(X))2)
= −4−1(3λ21 − 2λ1tr(X) + 4tr(X×2)− tr(X)2).

Lemma 6.4. Assume that X ∈ J 1 has a characteristic root λ1 ∈ R of
multiplicity 1. Then EX,λ1 ∈ H(O) or EX,λ1 ∈ H′(O) and the following
(i) or (ii) hold.
(i) When EX,λ1 ∈ H(O), then there exists g ∈ F4(−20) such that
gX = λ1E1 + 2
−1(tr(X)− λ1)(E − E1) + gWX,λ1
where gWX,λ1 ∈ J 1L×(2E1),−1 and the quadratic space (J 1L×(2EX,λ1),−1, Q)
is isomorphic to (R0,9, q0,9). Especially, Q(WX,λ1) ≥ 0 and
Q(WX,λ1) = 0 iff WX,λ1 = 0.
(ii) When EX,λ1 ∈ H′(O), then there exists g ∈ F4(−20) such that
gX = λ1E3 + 2
−1(tr(X)− λ1)(E − E3) + gWX,λ1
where gWX,λ1 ∈ J 1L×(2E3),−1 and the quadratic space (J 1L×(2EX,λ1),−1, Q)
isomorphic to (R8,1, q8,1).
Proof. By Lemma 6.3,
X = λ1EX,λ1 + 2
−1(tr(X)− λ1)(E − EX,λ1) +WX,λ1
where EX,λ1 ∈ H(O)
∐H′(O) and WX,λ1 ∈ J 1L×(2EX,λ1),−1.
Case EX,λ1 ∈ H(O). By (0.1.a), there exists g ∈ F4(−20) such that
gEX,λ1 = E1 and it is clear that
gX = λ1E1 + 2
−1(tr(X)− λ1)(E −E1) + gWX,λ1.
By (4.1.b), gWX,λ1 ∈ gJ 1L×(2EX,λ1),−1 = J
1
L×(2E1),−1
. From Lemma 4.1,
we see that g gives the quadratic isomorphism from (J 1L×(2EX,λ1),−1, Q)
onto (J 1
L×(2E1),−1
, Q) and that the quadratic space (J 1
L×(2EX,λ1),−1
, Q)
is isomorphic to (R0,9, q0,9).
Case EX,λ1 ∈ H′(O). By (0.1.b), there exists g ∈ F4(−20) such that
gEX,λ1 = E3 and as similar to (i), we see
gX = λ1E3 + 2
−1(tr(X)− λ1)(E − E3) + gWX,λ1
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with gWX,λ1 ∈ J 1L×(2E3),−1. From Lemma 4.1, we see that g gives the
quadratic isomorphism from (J 1
L×(2EX,λ1 ),−1
, Q) onto (J 1
L×(2E3),−1
, Q)
and that (J 1L×(2EX,λ1),−1, Q) is isomorphic to (R
8,1, q8,1). 
Lemma 6.5. Assume that X ∈ J 1 has a characteristic root λ1 ∈ R of
multiplicity 1 and Q(WX,λ1) > 0. Then X is diagonalizable under the
action of F4(−20) on J 1.
Proof. By Lemma 6.4, there exists g1 ∈ F4(−20) such that
g1X = λ1Ei + 2
−1(tr(X)− λ1)(E − Ei) + g1WX,λ1
where g1WX,λ1 ∈ J 1L×(2Ei),−1 and i ∈ {1, 3}. From (5.1.a), we see
Q(g1WX,λ1) = Q(WX,λ1) > 0 and therefore g1WX,λ1 can be expressed
by g1WX,λ1 =
√
Q(WX,λ1)Y where Y ∈ J 1L×(2Ei),−1 with Q(Y ) = 1. If
i = 1 then Y ∈ S8, and if i = 3 then Y ∈ S8,1 = S8,1+
∐S8,1− . Then we
have the following three cases: (i) i = 1, (ii) i = 3 and Y ∈ S8,1+ , (iii)
i = 3 and Y ∈ S8,1− .
Case (i): i = 1. By (4.6.a), there exists g2 ∈ (F4(−20))E1 such that
g2Y = E2 − E3 and it is clear that
g2g1X = λ1E1 +
∑
3
j=2
(
2−1(tr(X)− λ1) + (−1)j
√
Q(WX,λ1)
)
Ej .
Case (ii): i = 3 and Y ∈ S8,1+ . By (4.6.c)(i), there exists g′2 ∈
(F4(−20))E3 such that g
′
2Y = E1 − E2 and it is clear that
g′2g1X = λ1E3 +
∑
2
j=1
(
2−1(tr(X)− λ1) + (−1)j+1
√
Q(WX,λ1)
)
Ej .
Case (iii): i = 3 and Y ∈ S8,1− . By (4.6.c)(ii), there exists g′′2 ∈
(F4(−20))E3 such that g
′′
2Y = −E1 + E2 and it is clear that
g′′2g1X = λ1E3 +
∑
2
j=1
(
2−1(tr(X)− λ1) + (−1)j
√
Q(WX,λ1)
)
Ej .
Thus these cases imply that X can be transformed to a diagonal
matrix under the action of F4(−20). 
Lemma 6.6. Assume that X ∈ J 1 has a characteristic polynomial
ΦX(λ) = (λ− λ1)(λ− λ2)(λ− λ3) where λi ∈ C. Then
(6.6){
(i) tr(X) = λ1 + λ2 + λ3, (ii) tr(X
×2) = λ1λ2 + λ2λ3 + λ3λ1,
(iii) det(X) = λ1λ2λ3.
Proof. By (1.3.c), λ3 − tr(X)λ2 + tr(X×2)λ− det(X) = ΦX(λ) = λ3 −
(λ1 + λ2 + λ3)λ
2 + (λ1λ2 + λ2λ3 + λ3λ1)λ − λ1λ2λ3. Thus the result
follows. 
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Lemma 6.7. Assume that X ∈ J 1 has a characteristic root λ1 ∈ R of
multiplicity 1 and ΦX(λ) = (λ− λ1)(λ− λ2)(λ− λ3) where λ2, λ3 ∈ C.
Then
(6.7) Q(WX,λ1) = 4
−1(λ2 − λ3)2.
Proof. By (6.3.c) and (6.6), Q(WX,λ1) = −4−1(3λ21− 2(λ1 + λ2 + λ3)λ1
+ 4(λ1λ2 + λ2λ3 + λ3λ1)− (λ1 + λ2 + λ3)2) = 4−1(λ2 − λ3)2. 
Lemma 6.8. Let real numbers r1, r2, r3 be different from each other
and Y = diag(r1, r2, r3) ∈ J 1.
(1) All of characteristic roots of Y are r1, r2, r3.
(2) Ei = EY,ri for all i ∈ {1, 2, 3}.
(3) VY = {aE1 + bE2 + cE3| a, b, c ∈ R}.
(4) H(O) ∩ VY = {EY,r1} and H′(O) ∩ VY = {EY,r2, EY,r3} with
EY,r2 6= EY,r3.
(5) For any g ∈ F4(−20), H(O) ∩ VgY = {EgY,r1} and H′(O) ∩ VgY =
{EgY,r2, EgY,r3} with EgY,r2 6= EgY,r3.
Proof. (1) By (1.6.c), ΦY (λ) = (λ − r1)(λ − r2)(λ − r3). Hence (1)
follows.
(2) Because of (riE−Y )×2 = (ri−ri+1)(ri−ri+2)Ei, we see EY,ri = Ei.
(3) Put the linear space V = {aE1+ bE2+ cE3| a, b, c ∈ R}. Because
of (2) and EY,ri ∈ VY , we see E1, E2, E3 ∈ VY so that V ⊂ VY . Thus it
follows from 3 = dim V ≤ dim VY ≤ 3.
(4) Let Z ∈ VY ∩H. By (3), Z can be expressed by Z = aE1+ bE2+
cE3 for some a, b, c ∈ R. Because of aE1 + bE2 + cE3 ∈ H, we see that
0 = (aE1+ bE2+ cE3)
×2 = bcE1+ caE2+abE3 and 1 = tr(aE1+ bE2+
cE3) = a + b + c. Then bc = ca = ab = 0 and a + b + c = 1. Solving
these equations, (a, b, c) = (1, 0, 0), (0, 1, 0), (0, 0, 1) and it is clear that
H ∩ VY = {E1, E2, E3}. Thus H(O) ∩ VY = {E1} = {EY,r1} because
(Ei|E1) ≥ 1 iff i = 1, and H′(O) ∩ VY = {E2, E3} = {EY,r2, EY,r3}
because (Ei|E1) ≤ 0 iff i = 2, 3. Moreover EY,r2 = E2 6= E3 = EY,r3 .
Hence (4) follows.
(5) From (0.1.a), (4) and (1.10)(iii), it follows that H(O) ∩ VgY =
(gH(O)) ∩ g(VX) = g(H(O) ∩ VY ) = {EgY,λi} and H′(O) ∩ VgY =
(gH′(O))∩g(VX) = g(H′(O)∩VY ) = {EgY,λi+1, EgY,λi+2} with EgY,r2 6=
EgY,r3. 
Lemma 6.9. Let i ∈ {1, 2, 3} and indexes i, i+1, i+2 be counted mod-
ulo 3. Let real numbers λ1, λ2, λ3 be different from each other and Yi =
diag(λi, λi+1, λi+2) ∈ J 1. Then orbits OrbF4(−20)(Y1), OrbF4(−20)(Y2),
OrbF4(−20)(Y3) are different orbits from each other.
THE ORBIT DECOMPOSITION AND ORBIT TYPE 39
Proof. It is enough to show OrbF4(−20)(Yi) 6= OrbF4(−20)(Yi+1). Suppose
that there exists g ∈ F4(−20) such that gYi = Yi+1. By Lemma 6.8(4),
H(O) ∩ VYi = {EYi,λi}, H′(O) ∩ VYi = {EYi,λi+1, EYi,λi+2},
H(O) ∩ VYi+1 = {EYi+1,λi+1}, H′(O) ∩ VYi+1 = {EYi+1,λi+2, EYi+1,λi}.
In particular, EYi,λi+1 ∈ H′(O) and EYi+1,λi+1 ∈ H(O). From (0.1.a)
and (1.10)(iii), we see EYi+1,λi+1 = EgYi,λi+1 = gEYi,λi+1 ∈ gH′(O) =
H′(O). Then from(5.1.a), it follows that EYi+1,λi+1 ∈ H(O) ∩H′(O) =
∅. It is a contradiction as required. 
Proposition 6.10. Let i ∈ {1, 2, 3} and indexes i, i + 1, i + 2 be
counted modulo 3. Assume that X ∈ J 1 admits characteristic roots
λ1 > λ2 > λ3.
(1) There exist the unique i ∈ {1, 2, 3} such that
X ∈ OrbF4(−20)(diag(λi, λi+1, λi+2)).
(2) The following assertions are equivalent.
(i) X ∈ OrbF4(−20)(diag(λi, λi+1, λi+2)).
(ii)
{ H(O) ∩ VX = {EX,λi},
H′(O) ∩ VX = {EX,λi+1 , EX,λi+2} with EX,λi+1 6= EX,λi+2.
Proof. (1) Fix the characteristic root λ1 ∈ R. Because of 0 6= λ2−λ3 ∈
R and (6.7), we see Q(WX,λ1) = 4
−1(λ2 − λ3)2 > 0. By Lemma 6.5,
we see that X is diagonalizable under the action of F4(−20). Then
from Lemma 6.8(1), there exists i ∈ {1, 2, 3} and g0 ∈ F4(−20) such
that g0X = diag(λi, λi+1, λi+2) or g0X = diag(λi, λi+2, λi+1). When
g0X = diag(λi, λi+2, λi+1), from (3.10.a), we see exp(2
−1πA˜11(1))g0X =
diag(λi, λi+1, λi+2). Thus X ∈ OrbF4(−20(diag(λi, λi+1, λi+2)) and by
Lemma 6.9, such i is unique. Hence (1) follows.
(2) We show (i)⇒ (ii). Then it implies that (i) and (ii) are equivalent
(a proof by transposition). Suppose gX = diag(λi, λi+1, λi+2) for some
g ∈ F4(−20). Since gX is diagonal matrix, from Lemma 6.8(4), we
see H(O) ∩ VgX = {EgX,λi} and H′(O) ∩ VgX = {EgX,λi+1 , EgX,λi+2}
with EgX,λi+1 6= EgX,λi+2 . Then from Lemma 6.8(5), it follows that
H(O)∩VX = H(O)∩Vg−1gX = {Eg−1gX,λi} = {EX,λi} andH′(O)∩VX =
H′(O) ∩ Vg−1gX = {EX,λi+1 , EX,λi+2} with EX,λi+1 6= EX,λi+2 . 
Proposition 6.11. Assume that X ∈ J 1 admits characteristic roots
λ1 ∈ R, p±
√−1q with p ∈ R and q > 0. Then
X ∈ OrbF4(−20)(diag(p, p, λ1) + F 13 (q)).
Proof. Since λ1 is a characteristic root in R of multiplicity 1, from
(6.7), we see Q(WX,λ1) = 4
−1((p+
√−1q)− (p−√−1q))2 = −q2 < 0.
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From Lemma 6.4, we see that EX,λ1 must be in H′(O) and there exists
g1 ∈ F4(−20) such that
g1X = λ1E3 + 2
−1(tr(X)− λ1)(E − E3) + g1WX,λ1
where g1WX,λ1 ∈ J 1L×(2E3),−1 and Q(g1WX,λ1) = Q(WX,λ1) = −q2 < 0.
By (6.6)(i), tr(X) = λ1 + (p +
√−1q) + (p − √−1q) = λ1 + 2p and
therefore g1X can be expressed by
g1X = λ1E3 + p(E −E3) + qY for some Y ∈ S8,1(−1).
Now by (4.6.b), there exists g2 ∈ (F4(−20))E3 such that g2Y = F 13 (1)
and it is clear that
g2g1X = λ1E3 + p(E − E3) + F 13 (q) = diag(p, p, λ1) + F 13 (q).

Lemma 6.12.
N+1 (O) ∩ J 1L×(2E3),−1 = N 8,1+ , N−1 (O) ∩ J 1L×(2E3),−1 = N 8,1− .
Proof. Take X ∈ N+1 (O) ∩ J 1L×(2E3),−1. Because of X ∈ N+1 (O),
Q(X×2) = 0 and (X|E1) > 0. Thus, X ∈ N 8,1+ and so N+1 (O) ∩
J 1L×(2E3),−1 ⊂ N 8,1+ . Conversely, take X ∈ N 8,1+ . Then X can be ex-
pressed by X = ξ(E1 − E2) + F 13 (x) where ξ = (X|E1) > 0, x ∈ O
and 0 = Q(X) = ξ2 − (x|x). Now X×2 = −(ξ2 − (x|x))E3 = 0,
tr(X) = 0 and (X|E1) > 0. Thus X ∈ N+1 (O) ∩ J 1L×(2E3),−1 and so
N 8,1+ ⊂ N+1 (O) ∩ J 1L×(2E3),−1. Hence N+1 (O) ∩ J 1L×(2E3),−1 = N
8,1
+ .
Similarly, we obtain N−1 (O) ∩ J 1L×(2E3),−1 = N
8,1
− . 
Proposition 6.13. Assume that X ∈ J 1 admits characteristic roots
λ1 of multiplicity 1 and λ2 of multiplicity 2. Then we have
(i) EX,λ1 ∈ H(O)
∐
H′(O), (ii) WX,λ1 ∈ {0}
∐
N+1 (O)
∐
N−1 (O),
(iii) EX,λ1 ∈ H(O)⇒WX,λ1 = 0 (iv) WX,λ1 6= 0⇒ EX,λ1 ∈ H′(O)
and the following assertions hold:
(1) EX,λ1 ∈ H(O)⇒ X ∈ OrbF4(−20)(diag(λ1, λ2, λ2)),
(2) EX,λ1 ∈ H′(O), WX,λ1 = 0⇒ X ∈ OrbF4(−20)(diag(λ2, λ2, λ1)),
(3) WX,λ1 ∈ N+1 (O)⇒ X ∈ OrbF4(−20)(diag(λ2, λ2, λ1) + P+),
(4) WX,λ1 ∈ N−1 (O)⇒ X ∈ OrbF4(−20)(diag(λ2, λ2, λ1) + P−).
Proof. (i) follows from (6.3.b). Since λ1 is a characteristic root in R of
multiplicity 1, form (6.7), we see Q(WX,λ1) = 4
−1(λ2 − λ2)2 = 0. Put
Z = λ1E −X . From (6.2.b)(iii) and (6.2.c), we see
W×2X,λ1 = −(Q(WX,λ1)/tr(Z×2))Z×2 = 0.
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Now, because of tr(EX,λ1) = 1 and tr(E) = 3, we see
tr(WX,λ1) = tr
(
X − (λ1EX,λ1 + 2−1(tr(X)− λ1)(E −EX,λ1))) = 0.
Thus WX,λ1 ∈ {0}
∐N1(O). Hence (ii) follows from (5.1.b), and (iii)
follows from Q(WX,λ1) = 0 and Lemma 6.4(i). Moreover, it follows
from (i) that (iv) is the contrapositive proposition of (iii).
(1) By (iii), WX,λ1 = 0. Hence it follows from Lemma 6.4(i).
(2) It follows from Lemma 6.4(ii).
(3) From (iv), we see EX,λ1 ∈ H′(O) and from Lemma 6.4, there
exists g1 ∈ F4(−20) such that
g1X = λ1E3 + 2
−1(tr(X)− λ1)(E − E3) + g1WX,λ1
where g1WX,λ1 ∈ J 1L×(2E3),−1. By (0.1.d), g1WX,λ1 ∈ g1N+1 (O) =
N+1 (O) and by Lemma 6.12, g1WX,λ1 ∈ N+1 (O) ∩ J 1L×(2E3),−1 = N 8,1+ .
From (4.6.d)(i), there exists g2 ∈ (F4(−20))E3 such that g2g1WX,λ1 = P+.
Now by (6.6)(i), tr(X) = λ1 + 2λ2. Thus
g2g1X = λ1E3+2
−1(λ1+2λ2−λ1)(E−E3)+P+ = diag(λ2, λ2, λ1)+P+.
Hence (3) follows and similarly, (4) follows. 
Proposition 6.14. Assume that X ∈ J 1 admits a characteristic root
of multiplicity 3. Then
p(X) ∈ {0}
∐
N+1 (O)
∐
N−1 (O)
∐
N2(O)
and the following assertions hold:
(1) p(X) = 0⇒ X ∈ OrbF4(−20)(3−1tr(X)E),
(2) p(X) ∈ N+1 (O)⇒ X ∈ OrbF4(−20)(3−1tr(X)E + P+),
(3) p(X) ∈ N−1 (O)⇒ X ∈ OrbF4(−20)(3−1tr(X)E + P−),
(4) p(X) ∈ N2(O)⇒ X ∈ OrbF4(−20)(3−1tr(X)E +Q+(1)).
Proof. Put Z = p(X). Because of ΦX(λ) = (λ − 3−1tr(X))3, we see
ΦZ(µ) = det((µ+ 3
−1tr(X))E −X) = ΦX(µ + 3−1tr(X)) = µ3. From
(1.3.c), we see tr(Z) = tr(Z×2) = det(Z) = 0. Then by (5.3), Z ∈
N = {0}∐N+1 (O)∐N−1 (O)∐N2(O). Now X = 3−1tr(X)E+ p(X).
Since E is invariant under the action of F4(−20), (1),(2),(3) and (4)
follows from (0.1.c), (0.1.d) and (0.1.e). 
Proof of Main Theorem 1. Fix X ∈ J 1. ΦX(λ) is a R-coefficient
polynomial of λ with degree 3, so that we obtain the following cases
(1)-(4) by means of the set of all characteristic roots with multiplicities.
(1) X ∈ J 1 admits characteristic roots λ1 > λ2 > λ3.
(2) X ∈ J 1 admits characteristic roots λ1 ∈ R and p ±
√−1q with
p ∈ R and q > 0.
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(3) X ∈ J 1 admits characteristic roots λ1 of multiplicity 1 and λ2
of multiplicity 2.
(4) X ∈ J 1 admits a characteristic root of multiplicity 3.
Because the set of all characteristic roots with multiplicities are in-
variant under the action of F4(−20), the difference of set of all charac-
teristic roots with multiplicities induces the difference of F4(−20)-orbits
in J 1. Therefore cases (1)-(4) are different cases of orbits from each
other.
In case (1), by Proposition 6.10, we obtain the propositions (1)(i)-(ii)
and the canonical forms. By Lemma 6.9, the three cases are different
orbits from each other.
In case (2), by Proposition 6.11, we obtain the canonical form of X .
In case (3), from Proposition 6.13, we obtain the propositions (3)(i)-
(iv) and the canonical forms. Put O = N+1 (O), N+1 (O) or {0}. From
(1.10) and Proposition 0.1, it follows that if WX,λ1 ∈ O then
WgX,λ1 = gWX,λ1 ∈ gO = O for all g ∈ F4(−20).
Thus the condition WX,λ1 ∈ O is invariant under the action of F4(−20).
Similarly, from (1.10) and Proposition 0.1, the condition EX,λ1 ∈ H(O)
or EX,λ1 ∈ H′(O) is invariant under the action of F4(−20). It implies
that these four cases are different orbits from each other.
In case (4), by Proposition 6.14, we obtain the proposition and the
canonical forms. Put O′ = N+1 (O), N+1 (O), N2(O) or {0}. From
(1.10) and Proposition 0.1, it follows that if p(X) ∈ O′ then
p(gX) = gp(X) ∈ gO′ = O′ for all g ∈ F4(−20).
Thus the condition p(X) ∈ O′ is invariant under the action of F4(−20).
It implies that these four cases are different orbits from each other.
Hence we obtain a concrete orbit decomposition of J 1 under the
action of F4(−20). 
7. The construction of nilpotent subgroup.
In this section, we explain the construction of nilpotent groups N+
and N−. The differential dσ˜i ∈ AutR(f4(−20)) of the involutive auto-
morphism σ˜i is written by same letter σ˜i : σ˜iφ = σiφσi for φ ∈ f4(−20).
Lemma 7.1. Let i ∈ {1, 2, 3} and indexes i, i + 1, i + 2 be counted
modulo 3. Let D ∈ d4 and a, b ∈ O.
(1) The following equations hold.
(7.1.a)
{
(i) σ˜iD = D, (ii) σ˜iA˜
1
i (a) = A˜
1
i (a),
(iii) σ˜iA˜
1
j(a) = −A˜1j (a) for j = i+ 1, i+ 2.
(2) The following equations hold.
(7.1.b)
{
(i) [D, A˜1i (a)] = A˜
1
i (Dia), (ii) [A˜
1
i (a), A˜
1
i (b)] ∈ d4,
(iii) [A˜1i (a), A˜
1
i+1(b)] = ǫ(i+ 2)A˜
1
i+2(ab)
THE ORBIT DECOMPOSITION AND ORBIT TYPE 43
where D = dϕ0(D1, D2, D3) ∈ d4 (see Lemma 3.5(3)).
Proof. Fix X ∈ {Ei, F 1i (x) | x ∈ O, i = 1, 2, 3}.
(1) From Lemma 3.5(3),D can be expressed byD = dϕ0(D1, D2, D3).
Using (3.5), we can show σiDσiX = DX on J 1. Then from (1.5.a),
(7.1.a)(i) follows. From (3.9.b), showing σiA˜i(a)σiX = A˜i(a)X on J 1,
(7.1.a)(ii) follows. Similarly, (7.1.a)(iii) follows.
(2) From (3.9.b) and (3.5), showing [D, A˜1i (a)]X = A˜
1
i (Dia)X on
J 1, (7.1.b)(i) follows. From (3.9.b), showing [A˜1i (a), A˜1i+1(b)]X = ǫ(i+
2)A˜1i+2(ab)X on J 1 and [A˜1i (a), A˜1i (b)]Ek = 0 with k ∈ {1, 2, 3}, we
obtain (7.1.b)(ii)(iii). 
Lemma 7.2. The following assertions hold.
(1) ([19, Theorem 2.5.3]). The Killing form B of fC4 is given by
(7.2.a) B(φ1, φ2) = 3tr(φ1φ2) for φi ∈ fC4 .
Especially, the Killing form B of f4(−20) = (f
C
4 )τ˜σ is given by the restric-
tion B|(f4(−20) × f4(−20)).
(2) Let φ = dϕ0(D1, D2, D3) +
∑3
i=1 A˜
1
i (ai) where dϕ0(D1, D2, D3) ∈
d4 and ai ∈ O. Then
(7.2.b) B(φ, σ˜φ) = −3
(∑
3
i=1
(
(
∑
7
j=0(Diej|Diej)) + 24(ai|ai)
))
.
Furthermore, σ˜ is a Cartan involution of f4(−20).
Proof. (2) By (7.1.a), σ˜φ = dϕ0(D1, D2, D3) +
∑3
i=1 ǫ(i)A˜
1
i (ai). Since
{Ei, F 1i (ej)| i = 1, 2, 3, j = 0, · · · , 7} is a basis of J 1, using (7.2.a),
B(φ, σ˜φ) = 3
(∑
3
i=1(φ(σ˜φ)Ei|Ei) +
∑
3
i=1
∑
7
j=0((φ(σ˜φ)F
1
i (ej))F 1i |ej)
)
and from (3.5) and (3.9.b), we see that (φ(σ˜φ)Ei|Ei) = −2((ai+1|ai+1)+
(ai+2|ai+2)) and ((φ(σ˜φ)F 1i (ej))F 1i |ej) = −(Diej |Diej) − 4(ai|ej)2 −∑i+2
j=i+1(aj|aj) where indexes i, i+1, i+2 are counted modulo 3. Thus
(7.2.b) follows. Moreover, the bilinear formB(φ1, σ˜φ2) (φ1, φ2 ∈ f4(−20))
is negative definite. Hence the result follows. 
Denote k := {φ ∈ f4(−20)| σ˜φ = φ} = Lie(K) and p := {φ ∈
f4(−20)| σ˜φ = −φ}. By Lemma 7.2(2),
f4(−20) = k⊕ p (Cartan decomposition).
From (7.1.a)(iii), we see A˜13(1) ∈ p. The abelian subspace a of p and
the linear functional α on a are defined as
a := {tA˜13(1)| t ∈ R}, α(A˜13(1)) := 1
respectively. Let ap be a maximal abelian subspace of p such that
a ⊂ ap, and denote the dual space of a (resp. ap) as a∗ (resp. a∗p). For
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λ ∈ a∗ (resp. a∗p), denote
gλ := {φ ∈ f4(−20)| [H, φ] = λ(H)φ for all H ∈ a}
(resp. gλ(ap) := {φ ∈ f4(−20)| [H, φ] = λ(H)φ for all H ∈ ap})
and denote
Σ := {λ ∈ a∗| λ 6= 0, gλ 6= {0}}
(resp. Σ(ap) := {λ ∈ a∗p| λ 6= 0, gλ(ap) 6= {0}}).
Moreover, the centralizer of a of the group K and its Lie algebra as
M := ZK(a) = {k ∈ K| kA˜13(1)k−1 = A˜13(1)},
m := Zk(a) = {φ ∈ k | [φ, A˜13(1)] = 0}
respectively. For all p ∈ ImO, the elements lp, rp, tp ∈ EndR(O) are
defined by
lpx := px, rpx := xp, tpx := (lp + rp)x = px+ xp for x ∈ O
respectively. Because of p = −p and (1.1.e), we see (lpx|y) = −(x|lpy)
so that D1 ∈ D4. Similarly lp, tp ∈ D4. By (1.1.j),
lp(x)y + xrp(y) = (px)y + x(yp) = p(xy) + (xy)p = ǫt−pǫ(xy).
From Lemma 3.5(3), the element δ(p) ∈ d4 is defined by
δ(p) := dϕ0(lp, rp, t−p).
For p ∈ ImO and x ∈ O, denote
G1(x) := A˜11(x) + A˜12(−x), G2(p) := A˜13(−p)− δ(p),
G−1(x) := A˜11(x) + A˜12(x), G−2(p) := A˜13(p)− δ(p)
and the subspaces g±1, g±2 of f4(−20) as
g1 := {G1(x)| x ∈ O}, g2 := {G2(p)| p ∈ ImO},
g−1 := {G−1(x)| x ∈ O}, g−2 := {G−2(p)| p ∈ ImO}
respectively.
Lemma 7.3. Let p ∈ ImO and x ∈ O.
(1) gi ⊂ giα for i ∈ {±1,±2}. Especially, {±α,±2α} ⊂ Σ.
(2) [giα, gjα] = g(i+j)α.
Proof. (1) Using (7.1.b)(iii), we calculate that
[A˜13(1), A˜
1
1(x) + A˜
1
2(∓x)] = ±(A˜11(x) + A˜12(∓x)) (resp)
with x ∈ O. Thus g±1 ⊂ g±α (resp). Fix p ∈ ImO. By (7.1.b)(ii),
[A˜13(1), A˜
1
3(p)]Ek = 0 with k ∈ {1, 2, 3}, and because of (3.9.b), p = −p
and 4(p|x)− 4(1|x)p = 2(xp+ px)− 2p(x+ x) = −2(px+ xp), we see
[A˜13(1), A˜
1
3(p)]F
1
1 (x) = F
1
1 (2px), [A˜
1
3(1), A˜
1
3(p)]F
1
2 (x) = F
1
2 (2xp),
[A˜13(1), A˜
1
3(p)]F
1
3 (x) = F
1
3 (4(p|x)− 4(1|x)p) = F 13 (−2(px+ xp)).
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Then from (1.5.a), we see [A˜13(1), A˜
1
3(p)] = 2δ(p) on J 1. Thus, from
(7.1.b)(i), we have
[A˜13(1), A˜
1
3(−p)− δ(p)] = −2δ(p) + A˜13(t−p1) = 2(A˜13(−p)− δ(p)),
[A˜13(1), A˜
1
3(p)− δ(p)] = 2δ(p) + A˜13(t−p1) = −2(A˜13(p)− δ(p))
and so g±2 ⊂ g±2α (resp). Hence (1) follows.
(2) It follows from the Jacobi identity. 
Proposition 7.4. The following equation hold.
(7.4) M = B3 ∼= Spin(7).
Proof. From (3.1.b), the subgroup B3 ∼= Spin(7) in K is the stabilizer
(F4(−20))E1,F 13 (1). Fix g ∈ Spin(7). Then g can be expressed by g =
(g1, ǫg1ǫ, g3) such that g = (g1, ǫg1ǫ, g3) ∈ Spin(8) and g31 = 1. Put
φ = ϕ0(g)A˜
1
3(1)ϕ0(g)
−1. Using (3.3) and (3.9.b), we calculate that
φ(−E1 + E2) = 2F 13 (1) = A˜13(1)(−E1 + E2),
φP− = 2P− = A˜13(1)P
−, φE = 0 = A˜13(1)E, φE3 = 0 = A˜
1
3(1)E3,
φF 13 (p) = 2(g
−1
3 p|1)(−E1 + E2) = 2(p|1)(−E1 + E2) = A˜13(1)F 13 (p),
φQ+(x) = Q+(x) = A˜13(1)Q
+(x), φQ−(x) = −Q−(x) = A˜13(1)Q−(x)
where x ∈ O and p ∈ ImO. From (1.5.b), we see φ = A˜13(1) on J 1.
Thus ϕ0(g) ∈M and so B3 ⊂M .
Conversely, take k ∈ M ⊂ K. Then k, k−1 ∈ (F4(−20))E1 by (4.14.b)
and kA˜13(1)k
−1 = A˜13(1). Now from (3.9.b), we see that kF
1
3 (1) =
−kA˜13(1)E1 = −kA˜13(1)k−1E1 = −A˜13(1)E1 = F 13 (1). Thus we obtain
k ∈ (F4(−20))E1,F 13 (1) = B3 and so M ⊂ B3. Hence M = B3. 
Lemma 7.5. Let i ∈ {±1,±2}. The following equations hold.
(i) gi = giα, (ii) ap = a.(7.5.a)
Σ(ap) = Σ = {±α,±2α}.(7.5.b)
f4(−20) = g−2α ⊕ g−α ⊕ a⊕m⊕ gα ⊕ g2α.(7.5.c)
Proof. From the definitions of m and a, we see m ⊂ g0∩k and a ⊂ g0∩p.
Then from Lemma 7.3(1), we see that g−2 + g−1 + a+m+ g1 + g2 is a
direct sum g−2 ⊕ g−1 ⊕ a⊕m⊕ g1 ⊕ g2 and that
g−2⊕ g−1⊕ a⊕m⊕ g1⊕ g2 ⊂ g−2α ⊕ g−α⊕ a⊕m⊕ gα ⊕ g2α ⊂ f4(−20).
Now dim a = 1, dim g2 = dim g−2 = dim O = 8, dim g1 = dim g−1 =
dim (ImO) = 7 and by (7.4), dim m = dim (so(7)) = 21 where so(7) =
Lie(SO(7)). By (3.9.a), dim f4(−20) = 52. Thus
dim (g−2 ⊕ g−1 ⊕ a⊕m⊕ g1 ⊕ g2) = 52 = dim f4(−20)
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and it is clear that
g−2 ⊕ g−1 ⊕ a⊕m⊕ g1 ⊕ g2 = g−2α ⊕ g−α ⊕ a⊕m⊕ gα ⊕ g2α = f4(−20)
and that gi = giα for i ∈ {±1,±2}. Because of a ⊕ m ⊂ g0, the
decomposition f4(−20) = g−2α ⊕ g−α ⊕ (a ⊕ m) ⊕ gα ⊕ g2α implies the
eigendecomposition of ad(A˜13(1)) and the root space decomposition of
(f4(−20), a) (cf. [10, Ch V]). Thus Σ = {±α,±2α} and g0 = a ⊕ m.
Because of a ⊂ ap ⊂ g0 ∩ p = a, we have ap = a and Σ(ap) = Σ =
{±α,±2α}. 
The nilpotent subalgebras n± are defined by
n+ := g2α ⊕ gα = {G2(p) + G1(x)| p ∈ ImO, x ∈ O},
n− := g−2α ⊕ g−α = {G−2(p) + G−1(x)| p ∈ ImO, x ∈ O}
respectively. In fact, by Lemma 7.3(2) and (7.5.b),
[n+, [n+, n+]] = 0, [n−, [n−, n−]] = 0
and the nilpotent subgroups N± of F4(−20) are defined as
N+ := exp n+ = {exp(G2(p) + G1(x)) | p ∈ ImO, x ∈ O},
N− := exp n− = {exp(G−2(p) + G−1(x)) | p ∈ ImO, x ∈ O}
respectively.
Lemma 7.6. Let x ∈ O and p ∈ ImO.
(7.6) exp G2(p) expG1(x) = exp(G2(p) + G1(x)) = exp G1(x) expG2(p).
Proof. By Lemma 7.3(2) and (7.5.b), [gα, g2α] = [g2α, gα] = 0. Hence
(7.6) follows. 
Denote T (x, y, z) := (xy)z − (zy)x for x, y, z ∈ O (cf. [6, (6.55)]).
Lemma 7.7. ([6, Lemma 6.56]). T (x, y, z) is alternating on O :
T (x, x, z) = T (z, x, x) = T (x, z, x) = 0 for all x, z ∈ O. Especially, for
all x1, x2, x3 ∈ O,
(7.7) T (x1, x2, x3) = T (xi, xi+1, xi+2) = −T (xi, xi+2, xi+1)
where i ∈ {1, 2, 3} and the indexes i, i+ 1, i+ 2 are counted modulo 3.
Proof. It follows from (1.1.h). 
Lemma 7.8. Let p, q ∈ ImO and x, y ∈ O. Then
(7.8) [G2(p) + G1(x), G2(q) + G1(y)] = G2(2Im(xy)).
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Proof. First, by Lemma 7.3(2) and (7.5.b),
[G2(p),G2(q)] = [G2(p),G1(x)] = 0.
Second, we show [G1(x),G1(y)] = G2(2Im(xy)). Put f = [G1(x),G1(y)]−
G2(2Im(xy)). From (7.1.b), we calculate that
[G1(x),G1(y)] = ([A˜11(x), A˜11(y)] + [A˜12(x), A˜12(x)])− A˜13(2Im(xy)),
G2(2Im(xy)) = A˜13(−2Im(xy))− δ(2Im(xy)).
Then f = [A˜11(x), A˜
1
1(y)] + [A˜
1
2(x), A˜
1
2(y)] + δ(2Im(xy)). By (7.1.b)(ii),
f ∈ d4 and from Lemma 3.5(3), we can write f = dϕ0(D1, D2, D3)
where (D1, D2, D3) ∈ (D4)3 satisfying the infinitesimal triality. Fix
z ∈ O. Then
F 11 (D1z) = dϕ0(D1, D2, D3)F
1
1 (z) = fF
1
1 (z)
= ([A˜11(x), A˜
1
1(y)] + [A˜
1
2(x), A˜
1
2(y)] + δ(2Im(xy)))F
1
1 (z)
and using (3.9.b), (1.1.g), and (7.7), we see that
D1z = −4(y|z)x+ 4(x|z)y + (zy)x− (zx)y + (xy)z − (yx)z
= −2(yz)z − 2(zy)x+ 2(xz)y + 2(zx)y
+ (zy)x− (zx)y + (xy)z − (yx)z
= (zx)y − (yx)z + (xy)z − (zy)x+ 2(xz)y − 2(yz)x
= T (z, x, y) + T (x, y, z) + 2T (x, z, y)
= T (x, y, z) + T (x, y, z)− 2T (x, y, z) = 0.
ThenD1 = 0 and from Lemma 3.5(1), we seeD2 = D3 = 0. Thus f = 0
and so [G1(x),G1(y)] = G2(2Im(xy)). Hence the result follows. 
Lemma 7.9. There exists a neighborhood U of 0 in ImO×O such that
exp(G2(p) + G1(x)) exp(G2(q) + G1(y))(7.9)
= exp(G2(p+ q + Im(xy)) + G1(x+ y))
for all (p, x), (q, y) ∈ U .
Proof. Using Campbell-Hausdorff-Dynkin formulas (cf. [3, Theorem
3.4.4]), there exists a neighborhood U1 of 0 in EndR(J 1) such that for
all X, Y ∈ U1,
expX exp Y = exp
(
X + Y + 2−1[X, Y ] + 12−1[X, [X, Y ]]
+12−1[Y, [Y,X ]] + (terms of degree ≥ 4)) .
Because of [n+, [n+, n+]] = 0, we see
expX expY = exp
(
X + Y + 2−1[X, Y ]
)
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for all X, Y ∈ n+ ∩ U1. Then by (7.8), there exists a neighborhood U
of 0 in ImO×O such that for all (p, x), (q, y) ∈ U,
exp(G2(p) + G1(x)) exp(G2(q) + G1(y)))
= exp
(G2(p+ q) + G1(x+ y) + 2−1[G2(p) + G1(x),G2(q) + G1(y)])
= exp(G2(p+ q + Im(xy)) + G1(x+ y)).

Lemma 7.10. Let p, q ∈ ImO and x, y ∈ O.

(i) G2(p)(−E1 + E2) = −2F 13 (p),
(ii) G2(p)P− = 0, (iii) G2(p)E = 0, (iv) G2(p)E3 = 0,
(v) G2(p)F 13 (q) = −2(p|q)P−,
(vi) G2(p)Q+(y) = 0, (vii) G2(p)Q−(y) = −2Q+(py).
(7.10.a)

(i) G1(x)(−E1 + E2) = −Q−(x),
(ii) G1(x)P− = 0, (iii) G1(x)E = 0, (iv) G1(x)E3 = Q+(x),
(v) G1(x)F 13 (q) = −Q+(qx), (vi) G1(x)Q+(y) = 2(x|y)P−,
(vii) G1(x)Q−(y) = 2(x|y)(E − 3E3) + F 13 (2Im(xy)).
(7.10.b)
Proof. Using (3.9.b) and the definition of δ(p), it follows from direct
calculations. 
Lemma 7.11. Let p, q ∈ ImO and x, y ∈ O.

(i) expG2(p)(−E1 + E2) = (−E1 + E2)− 2F 13 (p) + 2(p|p)P−,
(ii) expG2(p)P− = P−, (iii) exp G2(p)E = E,
(iv) expG2(p)E3 = E3,
(v) expG2(p)F 13 (q) = F 13 (q)− 2(p|q)P−,
(vi) expG2(p)Q+(y) = Q+(y),
(vii) expG2(p)Q−(y) = Q−(y)− 2Q+(py).
(7.11.a)

(i) exp G1(x)(−E1 + E2) = (−E1 + E2)−Q−(x)
−(x|x)(E − 3E3) + (x|x)Q+(x) + 2−1(x|x)2P−,
(ii) exp G1(x)P− = P−, (iii) exp G1(x)E = E,
(iv) exp G1(x)E3 = E3 +Q+(x) + (x|x)P−,
(v) exp G1(x)F 13 (q) = F 13 (q)−Q+(qx),
(vi) exp G1(x)Q+(y) = Q+(y) + 2(x|y)P−,
(vii) exp G1(x)Q−(y) = Q−(y) + 2(x|y)(E − 3E3)
+F 13 (2Im(xy))−Q+(3(x|y)x+ Im(xy)x)− 2(x|y)(x|x)P−.
(7.11.b)
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Proof. Using (7.10.a) and (7.10.b), it follows from direct calculations.

Lemma 7.12. Let p ∈ ImO, x ∈ O and X ∈ n+. Then G2(p)3 = 0
and G1(x)5 = 0 Especially,
(7.12)
expG2(p) =
∑
2
n=0(n!)
−1G2(p)n, exp G1(x) =
∑
4
n=0(n!)
−1G1(x)n.
Proof. Let S = {−E1 + E2, P−, E, E3, F 13 (p), Q+(x), Q−(y)| p ∈
ImO, x, y ∈ O}. From (7.10), we see that G2(p)3Y = 0 and G1(x)5Y =
0 for all Y ∈ S. Thus it follows from (1.5.b) that G2(p)3 = 0 and
G1(x)5 = 0 on J 1. 
8. The stabilizers of semidirect product group type.
Consider Spin(7)× ImO×O in which multiplication is defined by
(g, p, x)(h, q, y) := (gh, p+ g3q + Im(x(g1y)), x+ g1y)
where p, q ∈ ImO, x, y ∈ O and g = (g1, g2, g3), h ∈ Spin(7). By
Lemma 2.3(1), g3q ∈ ImO and it is clear that the multiplication is
closed. Denote G := Spin(7)× ImO×O, G0 := {(g, 0, 0)| g ∈ Spin(7)}
and define the subset HImO,O of G by
HImO,O := {(1, p, x)| p ∈ ImO, x ∈ O}.
Then, for all (1, p, x), (1, q, y) ∈ HImO,O,
(1, p, x)(1, q, y) = (1, p+ q + Im(xy), x+ y).
HImO,O has a group structure from the following lemma and is called
the Heisenberg group of O.
Lemma 8.1. (1) G is a group with respect to the multiplication.
(2) G0 and HImO,O are subgroups of G; G0 ∼= Spin(7).
(3) G is the semi-direct product G0 ⋉HImO,O.
Proof. (1) Let g = (g1, g2, g3), h = (h1, h2, h3), f ∈ Spin(7), p, q, r ∈
ImO and x, y, z ∈ O. Because of g31 = 1 and (2.3.c)(ii), we see
g3(Im(y(h1z)) = Im((g1y)(g1h1z)). Then
((g, p, x)(h, q, y))(f, r, z)
= (ghf, p+ g3q + g3h3r + Im(x(g1y))
+ Im(x(g1h1z)) + Im((g1y)(g1h1z)), x+ g1y + g1h1z)
= (ghf, p+ g3q + g3h3r + Im(x(g1y))
+ Im(x(g1h1z)) + g3(Im(y(h1z))), x+ g1y + g1h1z)
= (g, p, x)((h, q, y)(f, r, z)).
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Thus the associativity hold. The identity element is (1, 0, 0) and the
inverse element of (g, p, x) is (g−1,−g−13 p,−g−11 x). Hence (1) follows.
(2) Because (g, 0, 0)−1(h, 0, 0) = (g−1h, 0, 0) and (1, p, x)−1(1, q, y) =
(1, ∗, ∗), we see that G0 and HImO,O are subgroups of G and obviously,
G0 ∼= Spin(7). Hence (2) follows.
(3) Let (g, p, x) ∈ HImO,O where g = (g1, g2, g3) ∈ Spin(7). Then
G = G0HImO,O follows from (g, p, x) = (g, 0, 0)(1, g
−1
3 p, g
−1
1 x). Obvi-
ously G0∩HImO,O = {(1, 0, 0)}. Because of (g, p, x)(1, q, y)(g, p, x)−1 =
(1, ∗, ∗), we see (g, p, x)(HImO,O)(g, p, x)−1 ⊂ HImO,O. Thus HImO,O is
a normal subgroup of G. Hence G = G0 ⋉ HImO,O. 
Hereafter, we identify G0 with Spin(7). Then we can write G =
Spin(7) ⋉ HImO,O and use the notation Spin(7) ⋉ HImO,O. Next, we
denote G′ := {(g, p, 0)| g ∈ Spin(7), p ∈ ImO} and N ′ := {(1, p, 0)| p ∈
ImO} ⊂ G′. Moreover, we denote G′′ := {(g, p, x)| g ∈ G2, p, x ∈
ImO} and G′′0 := {(g, 0, 0) | g ∈ G2} ⊂ G′′ and define
HImO,ImO := {(1, p, q) | p, q ∈ ImO} ⊂ G′′.
Easily, we can prove the following lemma.
Lemma 8.2. (1) G′ and G′′ are subgroups of Spin(7)⋉ HImO,O.
(2) Spin(7) and N ′ are subgroups of G′; N ′ ∼= ImO.
(3) G′′0 and HImO,ImO are subgroups of G
′′; G′′0
∼= G2.
(4) G′ is the semi-direct product Spin(7)⋉N.
(5) G′′ is the semi-direct product G′′0 ⋉ HImO,ImO.
Hereafter, we identify N ′ with ImO and G′′0 with G2. Then we can
write G′ = Spin(7) ⋉ ImO and G′′ = G2 ⋉ HImO,ImO, respectively,
and use the notations Spin(7) ⋉ ImO and G2 ⋉ HImO,ImO. The map
ϕ : Spin(7)⋉HImO,O → (F4(−20))P− is defined by
ϕ(g, p, x) := exp(G2(p) + G1(x))ϕ0(g)
= exp G2(p) expG1(x)ϕ0(g) = exp G1(x) expG2(p)ϕ0(g)
for (g, p, x) ∈ Spin(7) ⋉ HImO,O (see (7.6)). From (3.3), (7.11.a) and
(7.11.b), we see ϕ(g, p, x)P− = P−. So ϕ is well-defined.
Lemma 8.3. Let g = (g1, g2, g3) ∈ Spin(7), p, q ∈ ImO and x, y ∈ O.
(8.3) ϕ0(g) exp(G2(p) + G1(x))ϕ0(g)−1 = exp(G2(g3p) + G1(g1x)).
Proof. Put S = {−E1 + E2, P−, E, E3, F 13 (q), Q+(y), Q−(z)| q ∈
ImO, y, z ∈ O} and A = ϕ0(g). Because of A exp(G2(p)+G1(x))A−1 =
exp(A(G2(p) + G1(x))A−1) and (1.5.b), it is enough to show that
(i) AG2(p)A−1X = G2(g3p)X, (ii) AG1(x)A−1X = G2(g1x)X
for all X ∈ S.
(Step 1) We show (i) by using (3.3) and (7.10.a).
Case X = P−, E, E3, Q
+(y). Then AG2(p)A−1X = 0 = G2(g3p)X .
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Case X = −E1 + E2. Then AG2(p)A−1(−E1 + E2) = −2F 13 (g3p) =
G2(g3p)(−E1 + E2).
Case X = F 13 (q). Because (g1, g2, g3) ∈ Spin(7), AG2(p)A−1F 13 (q) =
−2(p|g−13 q)P− = −2(g3p|q)P− = G2(g3p)F 13 (q).
Case X = Q−(z). From (2.3.c)(iii), we see that AG2(p)A−1Q−(z) =
−2Q+(g1(p(g−11 z))) = −2Q+((g3p)z) = G2(g3p)Q−(z).
Thus (i) follows.
(Step 2) We show by (ii) using (3.3) and (7.10.b).
Case X = E, P−. Then AG1(x)A−1X = 0 = G1(g2x)X .
Case X = −E1 + E2. Then AG1(x)A−1(−E1 + E2) = −Q−(g1x) =
G1(g1x)(−E1 + E2).
Case X = E3. Then AG1(x)A−1E3 = Q+(g1x) = G1(g1x)E3.
Case X = Q+(y). Because (g1, g2, g3) ∈ Spin(7), AG1(x)A−1Q+(y) =
−2(x|g−11 y)P− = −2(g1x|y)P− = G2(g1p)Q+(y).
Case X = F 13 (q). From (2.3.c)(iii), we see that AG1(x)A−1F 13 (q) =
F 13 (g1((g
−1
3 q)x)) = F
1
3 (q(g1x)) = G1(g1x)F 13 (q).
Case X = Q−(z). Because of (g1, g2, g3) ∈ Spin(7) and (2.3.c)(ii),
A expG1(x)A−1Q−(z) = 2(x|g−11 z)(E − 3E3) + F 13 (2g3Im(x(g−11 z))) =
2(g1x|z)(E − 3E3) + F 13 (2(g1x)z) = G1(g1x)Q−(z).
Thus (ii) follows. Hence the result follows. 
Lemma 8.4. Let g = (g1, g2, g3) ∈ Spin(7), p, q ∈ ImO and x, y ∈ O.
exp(G2(p) + G1(x)) exp(G2(q) + G1(y))(8.4)
= exp(G2(p+ q + Im(xy)) + G1(x+ y)).
Proof. Put f(p, x, q, y) ∈ EndR(J 1) as
f(p, x, q, y) = exp(G2(p) + G1(x)) exp(G2(q) + G1(y))
− exp(G2(p+ q + Im(xy)) + G1(x+ y)).
Let pi, qi, xi, yi be variables defined as p =
∑7
i=1 piei, q =
∑7
i=1 qiei,
x =
∑7
i=0 xiei and y =
∑7
i=0 yiei. Fix X, Y ∈ J 1. Put the function
FX,Y (p, x, q, y) = (f(p, x, q, y)X|Y ). From (7.6) and (7.12), we see
f(p, x, q, y) = (
∑
2
i=0(i!)
−1G2(p)i)(
∑
4
i=0(i!)
−1G1(x)i)
(
∑
2
i=0(i!)
−1G2(q)i)(
∑
4
i=0(i!)
−1G1(y)i)
−(
∑
2
i=0(i!)
−1G2(p+ q + Im(xy))i)(
∑
4
i=0(i!)
−1G1(x+ y)i)
and it is clear that FX,Y (p, x, q, y) is a polynomial function. Now from
Lemma 7.9, there exists a neighborhood U of 0 in (ImO × O)2 such
that f(p, x, q, y) = 0 for all (p, x, q, y) ∈ U . Then FX,Y (p, x, q, y) = 0
for all (p, x, q, y) ∈ U . Since FX,Y (p, x, q, y) is a polynomial function,
FX,Y (p, x, q, y) = 0 for all (p, x, q, y) ∈ (ImO×O)2. Moving X, Y ∈ J 1,
we obtain f(p, x, q, y) = 0. Hence the result follows. 
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Lemma 8.5. ϕ is a group homomorphism. Furthermore,
(8.5) ϕ(Spin(7)⋉ HImO,O) = N
+M ⊂ (F4(−20))P−.
Proof. Let F (p0, x0) = exp(G2(p0)+G1(x0)) for (p0, x0) ∈ HImO,O. From
(8.3), (8.4) and Lemma 3.2(2), we see
ϕ(g, p, x)ϕ(h, q, y) = F (p, x)(ϕ0(g)F (q, y)ϕ0(g)
−1)ϕ0(gh)
=F (p, x)F (g3q, g1y)ϕ0(gh) = F (p+ g3q + Im(x(g1y)), x+ g1y)ϕ0(gh)
=ϕ(gh, p+ g3q + Im(x(g1y)), x+ g1y).
Thus ϕ is a group homomorphism. Moreover, (8.5) follows from the
definition of ϕ and (7.4). 
Let V be a R-linear space and N a nilpotent subgroup of GLR(V ).
For v ∈ V, the subset OrbN(v) of V is called a parabolic type plane.
Denote nilpotent subgroups N1 and N2 in N
+ = ϕ(HImO,O) as
N1 := ϕ(ImO), N2 := ϕ(HImO,ImO)
respectively, and the subsets PE3,P−, PP− and PQ+(1) of J 1 as
PE3,P− := {X ∈ J 1L×(2E3),−1| P− ×X = −E3, Q(X) = 1},
PP− := {X ∈ J 1| P− ×X = −2−1P−, X×2 = 0, tr(X) = 1},
PQ+(1) := {X ∈ PP−| Q+(1)×X = 0}
respectively.
Lemma 8.6. The following equations hold.
PE3,P− = {(−E1 + E2) + 2F 13 (p) + 2(p|p)P−| p ∈ ImO}
= {exp G2(p)(−E1 + E2)| p ∈ ImO}
= OrbN1(−E1 + E2)
= Orb(F4(−20))E3,P−
(−E1 + E2).
(8.6.a)
PP− = {E3 +Q+(x) + (x|x)P−| x ∈ O}
= {expG1(x)E3| x ∈ O}
= OrbN+(E3)
= Orb(F4(−20))P− (E3).
(8.6.b)
PQ+(1) = {E3 +Q+(x) + (x|x)P−| x ∈ ImO}
= {expG1(x)E3| x ∈ ImO}
= OrbN2(E3)
= Orb(F4(−20))Q+(1)(E3).
(8.6.c)
Proof. (a) First, set P = {(−E1+E2)+F 13 (2p)+2(p|p)P− | p ∈ ImO}.
By (7.11.a)(i), (−E1+E2)+F 13 (2p)+2(p|p)P− = exp G2(−p)(−E1+E2).
Thus P = {expG2(p)(−E1 + E2) | p ∈ ImO} ⊂ OrbN1(−E1 + E2).
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Second, fix X ∈ PE3,P−. Because of J 1L×(2E3),−1 = R(−E1 + E2) ⊕
RP−⊕F 13 (ImO), X can be expressed by X = r(−E1+E2)+F 13 (2p)+
sP− for some r, s ∈ R and p ∈ ImO. By direct calculations, P− ×
X = −rE3. Then r = 1 and X = (−E1 + E2) + F 13 (2p) + sP−.
Because of 1 = Q(X) = (1 + s)2 − s2 − 4(p|p), we see s = 2(p|p) and
X = (−E1+E2)+2F 13 (p)+2(p|p)P−. Thus X ∈ P and so PE3,P− ⊂ P.
Third, since N1 is a subgroup of (F4(−20))E3,P−, we see OrbN1(−E1+
E2) ⊂ Orb(F4(−20))E3,P− (−E1 + E2).
Last, by virtue of the definition of PE3,P−, (F4(−20))E3,P− acts on
PE3,P−. Because of −E1 +E2 ∈ PE3,P−, we see Orb(F4(−20))E3,P− (−E1 +
E2) ⊂ PE3,P−. Consequently PE3,P− ⊂ P ⊂ OrbN1(−E1 + E2) ⊂
Orb(F4(−20))E3,P−
(−E1 + E2) ⊂ PE3,P−. Hence (8.6.a) follows.
(b) First, set P ′ = {E3+Q+(x)+(x|x)P− | x ∈ O}. By (7.11.b)(iv),
E3 + Q
+(x) + (x|x)P− = exp G1(x)E3. Thus P ′ = {expG1(x)E3 | x ∈
O} ⊂ OrbN+(E3).
Second, fix X ∈ PP−. By (1.5.b), X can be expressed by X =
r(−E1 + E2) + sP− + uE + vE3 + F 13 (p) + Q+(x) + Q−(y) for some
r, s, u, v ∈ R p ∈ ImO and x, y ∈ O. By direct calculations, P−×X =
−2−1(u + v)P− − rE3 + Q+(y) and therefore r = y = 0, u + v = 1
and X = sP− + (1 − v)E + vE3 + F 13 (p) + Q+(x). Because of 1 =
tr(X) = 3(1−v)+v, we see v = 1 and X = E3+sP−+F 13 (p)+Q+(x).
Because of 0 = X×2 = ((x|x)− s)P− − F 13 (p) + (p|p)E3 +Q−(px), we
see p = 0 and s = (x|x). Thus X = E3 + (x|x)P− + Q+(x) ∈ P ′ and
so PP− ⊂ P ′.
Third, since N+ is a subgroup of (F4(−20))P−, we see OrbN+(E3) ⊂
Orb(F4(−20))P− (E3).
Last, by virtue of the definition of PP−, (F4(−20))P− acts on PP−.
Because of E3 ∈ PP−, we see Orb(F4(−20))P− (E3) ⊂ PP−. Consequently,
we obtain PP− ⊂ P ′ ⊂ OrbN+(E3) ⊂ Orb(F4(−20))P− (E3) ⊂ PP−. Hence
(8.6.b) follows.
(c) First, set P ′′ = {E3+Q+(x)+(x|x)P−|x ∈ ImO}. By (7.11.b)(iv),
E3 + Q
+(x) + (x|x)P− = expG1(x)E3. Thus P ′′ = {exp G1(x)E3| x ∈
ImO} ⊂ OrbN2(E3).
Second, fix X ∈ PQ+(1). Because of X ∈ PP− and (2), X can be
expressed by X = E3 + Q
+(x0) + (x0|x0)P− for some x0 ∈ O. By
direct calculations, 0 = Q+(1)×X = Re(x0)P− and x0 ∈ ImO. Thus
X ∈ P ′′ and so PQ+(1) ⊂ P ′′.
Third, by (7.11.a) and (7.11.b) exp G1(x) exp G2(p)Q+(1) = Q+(1) +
(x|1)P− = Q+(1) for all x, p ∈ ImO. Thus N2 is a subgroup of
(F4(−20))Q+(1) and so OrbN2(E3) ⊂ Orb(F4(−20))Q+(1)(E3).
Last, by virtue of the definition of PQ+(1), (F4(−20))Q+(1) acts on
PQ+(1). Thus Orb(F4(−20))Q+(1)(E3) ⊂ PQ+(1) follows from E3 ∈ PQ+(1).
Consequently PQ+(1) ⊂ P ′′ ⊂ OrbN2(E3) ⊂ Orb(F4(−20))Q+(1)(E3) ⊂
PQ+(1). Hence (8.6.c) follows. 
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It follows from Lemma 8.6 that PE3,P−, PP− and PQ+(1) are para-
bolic type planes. Let fi be the mappings from the suitable R
n to the
parabolic type planes defined as
f1 : ImO→ PE3,P−; f1(p) := exp G2(p)(−E1 + E2) for p ∈ ImO,
f2 : O→ PP−; f2(x) := expG1(x)E3 for x ∈ O,
f3 : ImO→ PQ+(1); f3(x) := expG1(x)E3 for x ∈ ImO
respectively.
Lemma 8.7. fi is a bijection for any i ∈ {1, 2, 3}.
Proof. Case f1. By (8.6.a), PE3,P− = {f1(p) | p ∈ ImO}. Then f1
is onto. Now if p, q ∈ ImO and p 6= q, then (−E1 + E2) + 2F 13 (p) +
2(p|p)P− 6= (−E1 + E2) + 2F 13 (q) + 2(q|q)P−. Thus f1 is one-to-one.
Case f2. By (8.6.b), PP− = {f2(x) | x ∈ O}. Then f2 is onto.
Now if x, y ∈ O and x 6= y, then f2(x) = E3 + Q+(x) + (x|x)P− 6=
E3 +Q
+(y) + (y|y)P− = f2(y). Thus f2 is one-to-one.
Case f3. By (8.6,c), PQ+(1) = {f3(x) | x ∈ ImO}. Then f3 is onto.
Now if x, y ∈ ImO and x 6= y, then f3(x) = E3 + Q+(x) + (x|x)P− 6=
E3 +Q
+(y) + (y|y)P− = f3(y). Thus f3 is one-to-one. 
The homomorphism ϕ1 : Spin(7)⋉ ImO → (F4(−20))E3,P− is defined
by the restriction ϕ1 := ϕ|Spin(7)⋉ ImO:
ϕ1(g, p) = ϕ(g, p, 0) = exp G2(p)ϕ0(g) for (g, p) ∈ Spin(7)⋉ ImO.
From (3.3) and (7.11.a)(iv), we see ϕ(g, p)E3 = E3, ϕ(g, p)P
− = P−.
So ϕ1 is well-defined. The homomorphism ϕ2 : G2 ⋉ HImO,ImO →
(F4(−20))Q+(1) is defined by the restriction ϕ2 := ϕ|G2 ⋉HImO,ImO:
ϕ2(g, p, q) = exp(G2(p) + G1(q))ϕ0(g) for (g, p, q) ∈ G2 ⋉HImO,ImO.
From (3.3), (7.11.a) and (7.11.b), we see ϕ2(g, p, x)Q
+(1) = Q+(1). So
ϕ2 is well-defined.
Proposition 8.8. (1) ϕ1 is an isomorphism onto (F4(−20))E3,P−.
(2) ϕ is an isomorphism onto (F4(−20))P−.
(3) ϕ2 is an isomorphism onto (F4(−20))Q+(1).
Proof. (1) We show that ϕ1 is an onto and one-to-one. Let g˜ ∈
(F4(−20))E3,P−. From (8.6.a), we see g˜(−E1+E2) = exp G2(p)(−E1+E2)
for some p ∈ ImO. Because of expG2(−p)g˜(−E1+E2) = −E1+E2 and
(7.11.a), we see exp G2(−p)g˜Y = Y where Y = E3 or P− and there-
fore expG2(−p)g˜ ∈ (F4(−20))−E1+E2,E3,P− = (F4(−20))E1,E2,E3,F 13 (1) =
B3. Thus expG2(−p)g˜ = ϕ0(g) for some g ∈ Spin(7) and so g˜ =
exp G2(p)ϕ0(g) = ϕ1(g, p). Hence ϕ1 is onto.
Take (g, p) ∈ Ker(ϕ1). By (3.3), −E1 + E2 = ϕ1(g, p)(−E1 + E2) =
exp G2(p)ϕ0(g)(−E1 + E2) = expG2(p)(−E1 + E2) = f1(p). From
Lemma 8.7, we see p = 0 and ϕ1(g, p) = ϕ0(g), and Lemma 3.2(2),
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g = 1 where 1 denotes the identity element of Spin(7). Thus Ker(ϕ1) =
{(1, 0)} and so ϕ1 is one-to-one. Hence (1) follows.
(2) Let g˜ ∈ (F4(−20))P−. From (8.6.b), we see g˜E3 = exp G1(x)E3 for
some x ∈ O. Because of expG1(−x)g˜E3 = E3 and expG1(−x)g˜P− =
P− (see (7.11.b)), we see expG1(−x)g˜ ∈ (F4(−20))E3,P−. Thus by (1),
exp G1(−x)g˜ = exp G2(p)ϕ0(g) for some (g, p) ∈ Spin(7)⋉ ImO and so
g˜ = exp G1(x) expG2(p)ϕ0(g) = ϕ(g, p, x). Hence ϕ is onto.
Next, take (g, p, x) ∈ Ker(ϕ). From (3.3) and (7.11.b), we see
E3 = ϕ(g, p, x)E3 = expG1(x)E3 = f2(x). By Lemma 8.7, x = 0 and
ϕ(g, p, 0) = ϕ1(g, p) ∈ (F4(−20))E3,P . Then by (1), (g, p) ∈ Ker(ϕ1) =
{(1, 0)}. Thus Ker(ϕ) = {(1, 0, 0)} and so ϕ is one-to-one. Hence (2)
follows.
(3) By (2), the map ϕ2 is a restriction map of isomorphism ϕ. Thus
ϕ2 is a mono-morphism. Take g˜ ∈ (F4(−20))Q+(1). Because of P− =
Q+(1)×2, we easily see that (F4(−20))Q+(1) is a subgroup of (F4(−20))P−.
By (2), g˜ = ϕ(g, p, x) for some (g, p, x) ∈ Spin(7)⋉HImO,ImO with g =
(g1, g2, g3). From (3.3), (7.11.a)(vi) and (7.11.b)(vi), we see Q
+(1) =
ϕ(g, p, x)Q+(1) = Q+(g11) + 2(x|g11)P−. Then g11 = 1 and 0 =
(x|g11). Because of 0 = (x|g11) = (x|1), we see x ∈ ImO, and because
of g ∈ Spin(7), g11 = 1 and (2.4.b), we see g ∈ G2. Thus (g, p, x) ∈
G2 ⋉ HImO,ImO and so ϕ2 is onto. Hence (3) follows. 
Corollary 8.9.
(8.9) (F4(−20))P− = N
+M =MN+.
Proof. Because of (8.5) and Proposition 8.8(2), (F4(−20))P− = N
+M .
By (8.3), ϕ0(g) exp(G2(p) + G1(x)) = exp(G2(g3p) + G1(g1x))ϕ0(g) for
all (g, p, x) ∈ Spin(7) ⋉ HImO,O where g = (g1, g2, g3). Thus N+M =
MN+. 
Proposition 8.10. Let p, q ∈ R and p 6= q.
(1) Let Y = P− + q(E − E3) + pE3 ∈ J 1. Then (F4(−20))Y =
(F4(−20))E3,P−
∼= Spin(7)⋉ ImO.
(2) Let Y ′ = P+ + q(E − E3) + pE3 ∈ J 1. Then (F4(−20))Y ′ =
σ˜((F4(−20))E3,P−
∼= Spin(7)⋉ ImO.
Proof. (1) Obviously (F4(−20))E3,P− ⊂ (F4(−20))Y . Conversely, take g ∈
(F4(−20))Y . Because of pE−Y = (p−q+1)E1+(p−q−1)E2+F 11 (−1)
and (1.6.d), we see (pE − Y )×2 = (p − q)2E3 and tr((pE − Y )×2) =
(p − q)2 6= 0. Then EY,p ∈ J 1 is well-defined and EY,p = E3. By
(1.10)(iii), gE3 = gEY,p = EgY,p = EY,p = E3. Then gP
− = g(Y−pE3−
q(E−E3))) = Y −pE3−q(E−E3) = P−. Thus g ∈ (F4(−20))E3,P− and
so (F4(−20))Y ⊂ (F4(−20))E3,P−. Hence (F4(−20))Y = (F4(−20))E3,P− ∼=
Spin(7)⋉ ImO follows from Proposition 8.8(1).
56 AKIHIRO NISHIO
(2) Obviously (F4(−20))Y ′ = (F4(−20))−Y ′ . Put Z = P
−− q(E−E3)−
pE3. Because of σ(−Y ′) = P− − q(E − E3) − pE3 = Z and (1), we
see that (F4(−20))−Y ′ = σ˜((F4(−20))Z) = σ˜((F4(−20))E3,P−). By Proposi-
tion 8.8(1), we have (F4(−20))Y ′ = σ˜((F4(−20))E3,P−)
∼= (F4(−20))E3,P− ∼=
Spin(7)⋉ ImO. 
Proposition 8.11. Let r ∈ R.
(1) Let Y = P− + rE ∈ J 1. Then (F4(−20))Y = (F4(−20))P− ∼=
Spin(7)⋉ HImO,O.
(2) Let Y ′ = P+ + rE ∈ J 1. Then (F4(−20))Y ′ = σ˜((F4(−20))P−) ∼=
Spin(7)⋉ HImO,O.
Proof. (1) Since the element E is invariant under the F4(−20)-action,
(F4(−20))Y = (F4(−20))P−. By Proposition 8.8(2), we have (F4(−20))Y ∼=
Spin(7)⋉ HImO,O.
(2) Obviously (F4(−20))Y ′ = (F4(−20))−Y ′. Put Z = P
− − rE. Be-
cause of σ(−Y ′) = P− − rE = Z and (1), we see (F4(−20))−Y ′ =
σ˜((F4(−20))Z) = σ˜((F4(−20))P−). By Proposition 8.8(2), we obtain that
(F4(−20))Y ′ = σ˜((F4(−20))P−) ∼= (F4(−20))P− ∼= Spin(7)⋉HImO,O. 
Proposition 8.12. Let Y = Q+(1) + rE ∈ J 1 where r ∈ R. Then
(F4(−20))Y = (F4(−20))Q+(1) ∼= G2 ⋉ HImO,ImO.
Proof. Since the element E is invariant under the F4(−20)-action, we see
(F4(−20))Y = (F4(−20))Q+(1). Hence it follows from Proposition 8.8(3).

Proof of Main Theorem 2. By Main Theorem 1, we have a concrete
orbit decomposition of J 1 under the group F4(−20). Because of Propo-
sitions 3.4, 4.9, 4.12, 8.10, 8.11, 8.12 and gE = E for all g ∈ F4(−20), we
determine the Lie group structure of the stabilizer for each F4(−20)-orbit
on J 1. 
Remark 8.13. Denote the quaternions H := {∑3i=0 aiei| ai ∈ R} and
F a real division algebra R, C, H or O. J.A. Wolf ([21, 20]) gave
Heisenberg groups Hp,q,F and Gp,q,F. Then H1,0,O is equal to the group
HImO,O and G1,0,O is equal to the group Spin(7)⋉HImO,O. F.W. Keene
showed MN+ ∼= G1,0,O in his thesis (cf. [9], [20]). In Propositions 8.8
and 8.9, it appears that the subgroup MN+ ∼= G1,0,O in F4(−20) is the
stabilizer of the element P−.
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