Motivated by analogies with basic density theorems in analytic number theory, we introduce a notion (and variations) of the homological density of one space in another. We use Weil's number field/ function field analogy to predict coincidences for limiting homological densities of various sequences Z pd1,...,dmq n pXq of spaces of 0-cycles on manifolds X. The main theorem in this paper is that these topological predictions, which seem strange from a purely topological viewpoint, are indeed true.
Introduction
The purpose of this paper is to introduce the notion of the "homological density" of one space in another, and to prove coincidences for limiting densities for various sequences of spaces of 0-cycles on manifolds. We were led to such coincidences by analogy with classical density results in analytic number theory. We do not yet understand why these topological predictions end up being true.
Spaces of 0-cycles.. Let X be a connected, oriented, smooth manifold. Fix m, n ě 1. Let d denote a tuple of non-negative integers pd 1 , . . . , d m q P Z m ě0 , and let | d| :" 1. precisely d i of the points in D are labeled with the "color" i, and 2. no point of X is labelled with at least n labels of every color.
Such spaces of 0-cycles include several basic examples in topology and geometry. For example:
• Z d 2 pXq is the configuration space of unordered d-tuples of distinct points in X.
• Z m hkkkkikkkkj pd, . . . , dq 1 pCq is the space of degree d, based rational maps f : CP 1 / / CP m´1 with f p8q " r1 :¨¨¨: 1s.
The space Z d n pXq is a topological analogue of the set of "relatively n-prime" m-tuples of ideals in the ring of integers in a number field K.
Homological densities. The density of one set in another (e.g. square-free integers in the interval r1, ds) is a basic concept in analytic number theory. Motivated by the framework of the Weil conjectures, we propose the following notion of "homological density".
Recall that the Poincaré polynomial P X ptq P Zrts of a space X with finite-dimensional rational cohomology is defined by
dim Q H i pX; Qqt i .
Definition 1.1. Let Y Ă Z be spaces with finite-dimensional rational cohomology. We define the homological density of Y in Z to be the ratio of Poincarè polynomials P Y ptq P Z ptq .
Coincidences of limiting densities. Results going back to the 19th century imply that the limiting density of the set of relatively n-prime m-tuples of ideals in a ring of integers O K , considered within the set of all m-tuples of ideals, converges to ζ K pmnq´1 (see §2 below); in particular, the limiting density only depends on the product mn and the number field K. [Vas92] and others, we were led to predict that analogous coincidences should hold for limiting homological densities for spaces of 0-cycles. That these predictions are true is the main result of our paper. 1. X is a connected, smooth affine variety over C and mn ą 2; or 2. X is a connected, open submanifold of C r and m, n ě 1; or 3. X is a connected open, noncompact submanifold of a smooth, orientable, even-dimensional compact manifold and mn ą dim X.
Then the limit
exists in the t-adic topology on the ring Zrrtss of formal power series, and this limit depends only on the product mn, on the Betti numbers of X, and on dimpXq.
For odd-dimensional manifolds we prove a stronger statement. While extending the coincidences of Theorem 1.2, it also makes clear that, for odd-dimensional manifolds, the limiting homological densities are less interesting. Theorem 1.3. Let X be a connected, oriented, smooth, manifold of dimension 2r`1 ě 3 with dim H˚pX; Qq ă 8. Then the inclusion Z d n pXq ãÑ Sym d pXq induces an isomorphism on rational cohomology. In particular the limit (1.1) exists and equals 1.
case pm, nq " p1, 2q.
The following is an illustration in a simple case of the content of Theorem 1.2.
Example 1.4. Consider the case when X " Cˆand mn " 2. A variation on theorems of Arnol'd and Segal (using Theorem 3.1 below) gives: 1. For each fixed N ą 0, Theorem 1.2 asserts that the limiting homological densities are the same for all spaces with mn " N . This gives coincidences between many different sequences, one for each divisor of N .
2. The assumption that mn ą 2 when X is an affine variety is sharp (and similarly in Statement 3): let X " T 2´˚b e the punctured torus. For mn " 2, one can compute using Theorem 3.1 below that: that is an isomorphism for˚ď d i when either r ě 2, m ě 2 or n ě 3, and˚ď d i {2 when pr, m, nq " p1, 1, 2q, this last case being the case of configuration spaces on surfaces.
In light of Theorem 1.3, the content of Theorem 1.6 is for dimpXq even.
Remark 1.7.
1. For X " C n , the special case d " pd, . . . , dq of Theorem 1.6 is a consequence of Theorem 1.2(2) of [FW16] . For X " C n and general d, Theorem 1.6 was first proven by Gadish [Gad, Theorem 6 .13].
2. For general X, Theorem 1.6 gives a simultaneous generalization of stability for configuration spaces [Chu12] , [RW13] , [BM14] , [Knu] (the pm, nq " p1, 2q case, proved only recently), for bounded symmetric powers [Vas92, KM] (the pm, nq " p1, nq, n ą 2 case), and for spaces of rational maps [Seg79] (the pm, nq " pm, 1q, m ě 2 case).
3. The main difference between Theorem 1.6 and these previously studied cases is the greater complexity of the allowed collisions of the particles. Regardless of which topological method one uses to compute cohomology (we use the classical Leray spectral sequence), one needs to keep track of this combinatorics, and to interface this information with the topological tools used. This is the bulk of the proof of Theorem 1.2. A crucial ingredient is the the Björner-Wachs theory of lexicographic shellability.
4. The shellability point-of-view shows why the case of configuration spaces is particularly simple : the associated partition lattice is "pure" (see below).
Two variants. We prove Theorem 1.2 as an application of an explicit computation (Theorem 3.1) of the E 2 -page and first non-trivial differential of the Leray spectral sequence for the sheaf Q and the inclusion Z d n pXq / / Sym d pXq. The failure of this differential to vanish is responsible for the failure of the coincidence in the example T 2´˚a nd mn " 2 above. We now state two variants of Theorem 1.2 that bypass this differential.
Note that P X p´1q " χpXq for any space X. Further, recall that when X is also an algebraic variety, it comes equipped with a mixed Hodge structure, giving Hodge-Deligne numbers h p,q pXq ě 0 (see §3.5 below). These numbers can be concisely packaged into the Hodge-Deligne polynomial :
and if X is a smooth projective variety then HD X pt, tq " P X ptq.
Theorem 1.8. Fix m, n ě 1 and let d " pd 1 , . . . , d m q, and let lim dÑ8 mean "as all d i Ñ 8", at any rates.
1. For X a connected, oriented, smooth, even-dimensional manifold with dim H˚pX; Qq ă 8, 2 ř
In particular, this only depends on the product mn and on χpXq.
2 For example, X is compact or is the interior of a compact manifold with boundary.
2. For X a connected, smooth complex-algebraic variety, the limit
exists in the adic topology on Zrru, vss, and depends only on the product mn, the mixed Hodge structure on H˚pX; Qq, and dim X.
Theorem 1.8 avoids the assumptions of Theorem 1.2 because the Euler characteristic and the Hodge-Deligne polynomial do not distinguish between the E 2 and E 8 -pages in a spectral sequence. It would be interesting to extract appropriate "correction terms" from the differentials so that the (corrected) limiting homological densities coincide in general.
How arithmetic predicts Theorem 1.2. We found the statement of Theorem 1.2 by analogy with density results in arithmetic. As a simple example, consider the following heuristic for the density of the set of square-free integers among the set of all integers:
where ζpsq :" ř 8
n"1 1 n s is the Riemann zeta function. A heuristic for the density of pairs of relatively prime integers among all pairs of integers is given by: lim dÑ8 #tpm, nq P r1, ds 2 : gcdpm, nq " 1u #tpm, nq P r1, ds 2 u " lim dÑ8 ź p primeďd r1´Probpp|m and p|nqs
Both heuristics above are accurate: it has been known since the 1800s [Geg85, Mer74] that each density is indeed ζp2q´1. This is a well-known coincidence. Note that in the two limits we divide by d and d 2 , respectively, corresponding to the cardinality of the "background spaces" r1, ds and r1, ds 2 .
Weil espoused a powerful analogy between number fields and function fields (over C and over finite fields). This analogy gives in particular the following correspondences: [Seg79] proved existence of these limits, and showed that they each equal H˚pΩ 2 0 CP 1 ; Zq, the basepoint component of the second loop space of the 2-sphere. 3 One might try to push the analogy further, replacing C with other open manifolds X. However, as we see from Example 1.4 for X " Cˆ:
What went wrong? The answer lies in the fact that we didn't take Weil's analogy seriously enough: we need to somehow "divide" by the spaces corresponding to r1, ds and r1, ds 2 , namely 
2. The E 2 -page is given by H p pX D ; R q π˚Zq. We must therefore understand the coefficient sheaves R q π˚Z. In §5, we reduce this, using the Goresky-MacPherson formula, to a combinatorial problem expressed in terms of the homology of order complexes associated to certain posets of so-called "colored n-equals partitions". In contrast to configuration spaces (the case pm, nq " p1, 2q), the possibility of particle collisions leads to much greater combinatorial complexity of the relevant partition lattices.
3. To handle this complexity, we make critical use of Björner-Wachs' theory of "lexicographic shellability" [BW96, BW97] . While concepts related to shellability have appeared in the study of spherical buildings, we believe the application of these methods to the study of manifold topology is new. This theory gives a method for proving that certain combinatorially-defined complexes are homotopy equivalent to a wedge of spheres, and we show in Section 4 that it holds for the order complexes of posets of colored n-equals partitions. We first use this to give a qualitative description of the E 2 -page of the ordered case in terms of sheaves supported on diagonals in X | d| (Theorem 5.6).
4. The next ingredient for the computation of H˚pZ d n pXq; Qq is the "local case" X " R N . In §6 we give (Theorem 6.1) an explicit computation of H˚pZ d n pR N q; Qq . The key idea 3 There are many other such coincidences. For example, generalizing the above, for any fixed n ě 2 the density of "n-power-free integers" among all integers equals ζpnq´1, which also happens to be the density of n-tuples of integers with common gcd 1 among all n-tuples of integers. See Section 2 for more details on the analogy in number theory. The topological analogs were proved by Vassiliev [Vas92] and Segal [Seg79] , with limiting homology that of Ω 2 0 CP n´1 .
is to consider a filtration of the "discriminant locus" in Sym d pR N q, whose complement is Z d n pR N q, and then to use associated cofiber sequences in an inductive argument. This is similar to the work of Farb-Wolfson [FW16] , which in turn built on work of Segal [Seg79] and Arnol'd [Arn70] .
5. In §7 we combine the local computation with the combinatorial results of Section 4 to obtain a quantitative description of the S D -invariants of the E 2 -page; by transfer this gives Theorem 3.1.
6. In Section 3, we use the description of the E 2 -page to obtain information about H˚pZ d n pXq; Qq and prove Theorem 1.2.
Analogies in number theory
In this section we indicate the statements in number theory that led us to the statement of Theorem 1.2. Given integers a 1 , . . . , a m , we say they are relatively n-prime if there does not exist an integer b ě 2 such that b n | a i for all i; in other words, if gcdpa 1 , ..., a m q is n-power-free. Let ζpsq be the Riemann zeta function. The following is a standard result in number theory.
Theorem 2.1 (see, e.g. [Ben76] ). Given positive integers m and n, the limit lim dÑ8 #tpa 1 , . . . , a m q P pN ďd q m |a 1 , . . . , a m relatively n-primeu #tpa 1 , . . . , a m q P pN ďd q m u exists and equals ζpmnq´1. In particular, this limit only depends on the product mn.
Moreover, such a statement holds if we replace Z with the ring of integers O K in an number field K, the set N ďd with the set of ideals of O K of norm at most d, the function ζpsq with the Dedekind zeta function ζ K psq, and relatively n-prime with the requirement that there be no non-trivial ideal b Ă O K such that b n | a i for all i.
In the usual analogy between number fields and function fields, we can also replace Z with the ring of integers in a function field over a finite field such as F q rts. Let S d be the set of monic polynomials of degree d in F q rts. A set of polynomials is relatively n-prime if there does not exist a non-constant polynomial b that divides all of them. Theorem 2.2 (see, e.g. [MD] ). Given positive integers m and n, the limit lim dÑ8 #tpa 1 , . . . , a m q P pS d q m |a 1 , . . . , a m relatively n-primeu #tpa 1 , . . . , a m q P pS d q m u exists and equals ζ Fqrts pmnq´1. In particular, this limit only depends on the product mn.
Similarly to the above, the analogous version is also true when we replace F q rts with the ring of integers in any function field over any finite field. The function field statements can also be interpreted geometrically as the following. Theorem 2.3. Let X be a curve (not necessarily complete or smooth) over a finite field F q with local zeta function ζ X psq. Given positive integers m and n, the limit
exists and equals ζ X pmnq´1. In particular, the limit only depends on the product mn.
The number field version "with punctures" holds as well, taking the zeta function without the factors in the Euler product corresponding to the punctures. In fact, Theorem 2.3 holds for any connected variety X, not just one-dimensional X, with ζ X pmnq´1 replaced by ζ X pmn dim Xq´1.
3 The Leray spectral sequence for H˚pZ d n pXq; Qq, and applications
In this section we state our main technical theorem, Theorem 3.1 below, which gives the E 2 page of a spectral sequence converging to the cohomology of Z d n pXq. We then apply this theorem as a black box to prove Theorems 1.2, 1.3, 1.6 and 1.8 given in the introduction. The proof of Theorem 3.1 will then take up the rest of the paper.
Statement of the main technical theorem
We want to understand the cohomology of the space Z d n pXq for X a smooth manifold with dim H˚pX; Qq ă 8. To this end, we consider the Leray spectral sequence for the inclusion Z d n pXq Ă Sym d pXq and the constant sheaf Q. We denote the pp,term of the j th page of this spectral sequence by E p,q j pX, d, nq. Note that E˚,j pX, d, nq is a bigraded algebra, graded by pp, qq.
We will need some notation for certain bigraded vector spaces. Denote by Qris the rank 1 vector space of bidegree p0, iq, and by H j pX; Qrisq the vector space H j pX; Qq with bidegree pj, iq. Given any bigraded vector space V , the symmetric group S k acts on V bk in the graded way with respect to the total grading, i.e. as in the Künneth formula. Let Sym
The following theorem is the main technical result of this paper. For the definitions from mixed Hodge theory necessary to understand part (2) of the theorem, see §3.5 below.
Theorem 3.1 (Cohomology of spaces of 0-cycles). Let X be a connected, smooth, orientable manifold. Fix d P N m and n ą 0. where Qrispc, cq denotes the rank 1 vector space of bidegree p0, iq and pure Hodge structure of weight 2c.
Remark 3.2. Theorem 3.1 only gives the additive structure of H˚pZ d n pXq, Qq. The precise multiplicative structure seems more subtle. However, after passing to an associated graded of a certain filtration, H˚pZ d n pXq, Qq has a particularly nice multiplicative structure which we hope to address in forthcoming work.
Application 0: Homological stability
In this subsection we deduce Theorem 1.6 from Theorem 3.1. When dimpXq is odd, the theorem follows from Statement 1 of Theorem 3.1 together with classical rational homological stability for symmetric powers. We thus assume that dimpXq is even.
Given d, n and X, consider the S d -equivariant map between the spaces of ordered 0- pXq; Qq. The E 2 pages of these spectral sequences are given explicitly by Statement 2 of Theorem 3.1. It is evident from the proof of Theorem 3.1 that for q ď d i¨p 2rpmn´1q´1q{n and pq ď 2r| d| the map Ψ is given by the tensor product of the identity map on the first big factor of (3.1), the identity map on all but the i th factor of the second big factor, and the inclusion Sym
H˚pX; Qr0sq on the remaining factor. Applying classical rational homological stability for symmetric products gives the desired result and the stated stable range.
Application 1: Coincidences between limiting homological densities
In this subsection we apply Theorem 3.1 to deduce Theorem 1.2. The existence of the limit and the claimed dependences follow immediately from the following.
Theorem 3.3. Fix positive integers m, n with mn ě 2. Let X be a connected, smooth orientable manifold. Suppose that the Leray spectral sequence for the inclusion Z d n pXq Ă Sym d pXq and the sheaf Q degenerates on the E 2 page. Let b i pXq :" dim H i pX; Qq. Then
Here lim dÑ8 means "as all d i Ñ 8" (at any rates), and we take the limit in the ring of formal power series Zrrtss with the usual t-adic topology.
Proof. The E 2 page of the Leray spectral sequence computing H˚pZ d n pXq, Qq is given by Theorem 3.1. The assumption that this spectral sequences degenerates on the E 2 page thus implies that for k ě 0, when all the d i are sufficiently large (given m, n, r, k), then dim Q H k pZ d n pXq, Qq is the part of total degree k of
Symg r H˚pX; Qr0sq.
Recall that for a positively graded vector space V with V i the degree i part, that the Poincaré series of Symg r V is ź
The theorem then follows from the multiplicativity of Poincaré series under tensor product.
Now to understand the differential in our spectral sequence, we will recall some basic facts about the differential in the Leray spectral sequence for the complement of a closed submanifold.
Lemma 3.4. Let Y be a smooth manifold and let Z be a smooth, closed submanifold with orientable normal bundle. Let k ě 1 be the codimension of Z in Y . There is a map H˚pZ; Qq Ñ H˚`kpY ; Qq described in any of the following equivalent ways.
-H˚`kpY ; Qq in the Leray spectral sequence for the inclusion Y zZ Ñ Y with Q coefficients.
The composite H˚pZ; Qq
YT h N Z{Y ÝÑ H˚`kpN Z{Y , N Z{Y z0; Qq -H˚`kpY, Y zZ; Qq Ñ H˚`kpY ; Qq of the Thom isomorphism for the normal bundle N Z{Y , an isomorphism from the tubular neighborhood theorem and excision, and the map from relative cohomology to cohomology.
3. The composite H˚pZ; Qq -HompH dim Z´c pZ; Qq, Qq Ñ HompH dim Z´c pY ; Qq, Qq -H˚`kpY ; Qq of the Poincarè duality map for Z, the map from the usual pull-back of compactly supported cohomology and the the Poincarè duality map for Y . 4. When Z is compact, connected, and orientable, and Y " Z ℓ with Z Ă Y the big diagonal, and e i is a graded basis for H˚pZ; Qq and Poincarè dual basisě i and T :
Proof. T pe i 1 Y¨¨¨Y e imn qě i 1 b¨¨¨bě imn P H˚pZ; Qq bmn to 0 P H˚pX; Qq bmn , then all the differentials of the Leray spectral sequence for the inclusion
Remark 3.6. Note that when X " R r and Z " S r the hypothesis of Theorem 3.5 holds, and thus it similarly holds for any open submanifold of X " R r . If X is an affine variety over C and mn ą 2, then using a smooth compactification, in order for T pe i 1 Y¨¨¨Y e imn q ‰ 0, some e i j must have degree ă 1 2 dim X, and soě i j goes to 0 in H˚pX; Qq, and the hypothesis of Theorem 3.5 holds. As another example, if X is an open noncompact submanifold of a compact manifold (both smooth, connected, orientable), then for mn ą dim X, we see that in order for T pe i 1 Y¨¨¨Y e imn q ‰ 0, some e i j " 1, and soě i j goes to 0 in H˚pX; Qq, and the hypothesis of Theorem 3.5 holds. In general, if X is a noncompact open submanifold of a compact manifold (both smooth, connected, orientable), and s is the highest degree in which X has non-vanishing cohomology, then for mn ą dim X dim X´s , the hypothesis of Theorem 3.5 holds by a similar argument.
Proof. We have the complement of the big diagonal j : X mn zX Ñ X mn . We will see that the differential d dim Xpmn´1q vanishes on E 0,dim Xpmn´1q´1 for the Leray spectral sequence for j with rational coefficients. This follows from naturality of the Leray spectral sequence, and comparison to the Leray spectral sequence for j 1 : Z mn zZ Ñ Z mn . The differential d dim Xpmn´1q on E 0,dim Xpmn´1q´1 for j 1 is given by Lemma 3.4 (4), and then the hypothesis in this theorem on H˚pZ; Qq Ñ H˚pX; Qq then implies that d dim Xpmn´1q pE 0,dim Xpmn´1q´1 q vanishes for the inclusion j.
Define r Z D n pXq Ď X D to be the space of tuples of (not necessarily distinct) points in X labeled by the elements of D such that no point of X has at least n labels of each color. For any choices of n integers from 1 to d i for each i from 1 to m, we have a morphism from π :Z d n pXq Ñ X | d| to the inclusion j that projects X | d| to the mn chosen coordinates. From Theorem 5.6 and Lemma 4.8, we have that in the Leray spectral sequence for π,
I singletons except one subset of size mn
Zq. Moreover, we can see d dim Xpmn´1q is trivial on H 0 pX I , Zq here because it pulls back from the Leray differential for the inclusion j via the choices of coordinates given by I.
Consider the subalgebra A of the E 2 page generated by the bottom row and E 0,dim Xpmn´1q´1 2 . By the above d dim Xpmn´1q vanishes on A. All lower or higher differentials then also vanish on A because they are forced by degree to vanish on the generators of A. By Theorem 5.6, Lemma 7.1, and the proof of Theorem 3.1 (specifically (7.8)), the algebra A includes all the S D invariants of the E 2 page, and thus all differentials vanish for the Leray spectral sequence for Z d n pXq Ă Sym d pXq, as desired.
Application 2: Coincidences for Euler characteristics
In this subsection we apply Theorem 3.1 to deduce Claim 1 of Theorem 1.8. By Hopf's Theorem that the Euler characteristic of a complex is the Euler characteristic of its homology, we have, for any m,
When dim X " 2r is even, let g " 2rpmn´1q´1, and Theorem 3.1 gives
where b i pXq " dim H i pX, Qq. Setting x i " x and t "´1 gives
It is standard that ÿ
and thus Claim 1 of Theorem 1.8 follows.
Application 3: Coincidences for Hodge-Deligne polynomials
Mixed Hodge structures and Hodge-Deligne polynomials. We will need some of the basics of mixed Hodge structures; see, e.g., Chapters 3 and 4 of [PS08] , as well as [Sai90] . Let V be a finite-dimensional vector space over Q. A (rational) pure Hodge structure of weight n on V is a decomposition
so that V q,p " V p,q . This decomposition gives a decreasing Hodge filtration
Classical Hodge theory shows that for any smooth, projective (complex) algebraic variety X, the vector space H n pX; Qq has a pure Hodge structure of weight n.
Even when X is not compact (and in fact not even assumed to be smooth), Deligne proved that for each i ě 0, the vector space H i pX; Qq comes equipped with a mixed Hodge structure : there is an ascending weight filtration
Qq and a descending Hodge filtration
with the property that the filtration induced by F on each graded piece Gr n pW q :" W n {W n´1 is a pure Hodge structure of weight n. Define h p,q,i pXq to be the dimension of the p th graded piece of this F -induced filtration on Gr p`q pW q. The Hodge-Deligne number h p,q pXq is then defined as h p,q pXq :" ř iě0 h p,q,i pXq. Each of these numbers is finite, and only finitely many of them are nonzero. The Hodge-Deligne polynomial HD X pu, vq of X is the generating function :
Deligne proved that mixed Hodge structures are functorial : for any algebraic map f : X / / Y between varieties, the induced map f˚: H˚pY ; Qq / / H˚pX; Qq strictly preserves mixed Hodge structures. Deligne also proved that the Kunneth isomorphism H˚pXˆY qH˚pXq b H˚pY q is compatible with mixed Hodge structures, as are cup products.
Corollary 3.7. Fix positive integers m, n with mn ě 2. Let X be a smooth complex variety. Then
In particular, this limit depends only on the product mn and on the mixed Hodge structure on H˚pX; Qq. Here lim dÑ8 means "as all d i Ñ 8" (at any rates), and we take the limit in the ring of formal power series Zrru, vss with the usual adic topology.
Proof of Corollary 3.7. We first claim that
in Zrru, vss. To see this, first note that the associated graded (with respect to the two filtrations of the mixed Hodge structure) spectral sequence E p,q pX, d, nq breaks up as a direct sum of spectral sequences according to weights pr, sq. Corollary 3.2.15 of [Del71] implies that for any fixed weights pr, sq, only finitely many terms of the E 2 page of the pr, sq-weight part of E p,q 2 pX, d, nq are nonzero. Thus the E 8 page of this part equals the E N page for some N . We can thus apply Hopf's theorem for finite chain complexes, that the alternating sums of the ranks of the i-chains equals the corresponding sum for the ranks of the i-dimensional homology groups. Apply this to each page gives the claim for each weight pr, sq. Applying this one weight at a time, the definition of the adic topology on Zrru, vss gives (3.2). Equation (3.2) implies that :
We thus need to understand HD E p,q 2 pX, d,nq pu, vq. We will do this by quoting Statement 3 of Theorem 3.1. We will build up to this, starting with a general statement.
Let V be a graded vector space endowed with a rational mixed Hodge structure. Then we can write the associated graded of V with respect to the two filtrations as :
for some v p,q,i ě 0. The mixed Hodge structure on V induces a mixed Hodge structure on the symmetric algebra Sym˚pV q. Its Hodge-Deligne polynomial can be written :
We now apply this general reasoning to V " H˚pX; Qr2rpmn´1q´1sprpmn´1q, rpmn´1qqq.
To this end, we first need to express V as in (3.4). Keeping track of weights and degrees, and using the fact that h p,q pXq " 0 for p ă 0 or q ă 0, we obtain:
pQpp, qqrisq h p´rpmn´1q,q´rpmn´1q,i´2rpmn´1q´1 pXq
Now Statement 3 of Theorem 3.1 gives E p,q 2 pX, d, nq as a tensor product of two symmetric algebras. As d / / 8, the Hodge-Deligne polynomial of the first of these algebras converges to HD Sym˚pV q pu, vq, while for the second of these algebras the Hodge-Deligne polynomial converges to pHD Sym 8 pXq pu, vqq m . Since
for mixed Hodge structures U and W , the right-hand side of (3.3) equals HD Sym˚pV q pu, vq.
Plugging the formula we just obtained for V in (3.5) gives:
which by re-indexing equals
thus giving the theorem.
The poset of colored n-equals partitions and its homology
The goal of this section is to prove Proposition 4.13 and Theorem 4.9 below. These purely combinatorial results are the first of three main ingredients in our proof of Theorem 3.1. Fix throughout this section an integer m ě 1 and m colors. Let D be a finite colored set; that is, a finite set D and function D / / t1, . . . , mu which we think of as "coloring" each point of D by one of the colors 1, 2, . . . , m. Let Dpiq denote the subset of D consisting of all elements with color i. For any set S denote the cardinality of S by |S|. Let S D :" tcolor preserving self-bijections of Du Definition 4.1 (n-equals partition). For m " 1, the lattice Π d n has been intensely studied by Björner and his collaborators, under the name of "n-equals" arrangement. Recall that elements of Π d n are partitions I of t1, . . . , du such that all blocks in the partition have size 1 or size at least n.
We record the following elementary observation. For a poset P , denote by P pď xq the subposet of P consisting of of all elements of P that are ď x. 
Proof. Refinements of J are equivalent to a choice of n-equal partitions of J i for each i. The claim follows.
We will need the following. Definition 4.3 (0 and1). Given a poset P with an initial object0 and a terminal object 1, define P :" P zt0,1u.
Definition 4.4 (The order complex ∆pP q of a poset P ). For a poset P , the order complex ∆pP q associated to P is the simplicial complex whose k-simplices are the chains x 0 ă x 1 ă¨¨¨ă x k (i.e. the totally ordered subsets of P ).
Convention 4.5. Note that if P is the poset with two elements (0,1q then P is empty, so r H˚p∆pP q; Zq " Z in degree´1. As a special convention, if P is the poset with one element then we will say that r H˚p∆pP q; Zq " Z in degree´2.
EL-shellability of the colored n-equals lattice
We quickly recall the theory of lexicographic shellability, first developed by Björner-Wachs; see, e.g., Section 5 of [BW96] . For a poset P let EpP q denote the set of edges of P , i.e. pairs
1. Every interval ra, bs has a unique rising chain c, and 2. this unique rising chain is lexicographically strictly first among maximal chains: λpcq ă λpc 1 q for all other maximal chains c 1 in ra, bs.
A bounded poset that admits an EL-labeling is called EL-shellable.
The property of EL-shellability is preserved by several standard properties of posets. In particular, as given in Theorem 10.16 of [BW97] : if P and Q are bounded posets then P and Q are EL-shellable if and only if PˆQ is EL-shellable. The importance of EL-shellability comes from a theorem of Björner-Wachs stating that if a bounded poset P is EL-shellable then ∆pP q has the homotopy type of a wedge of spheres, indexed as follows.
Definition 4.7 (Falling chains). Let P be a poset with an edge-labeling. A chain a 0 ă¨¨ă a r of P is falling if it is maximal and for all 0 ă i ď r the label ℓ i of a i´1 ă a i is not less than the label ℓ i`1 of a i ă a i`1 .
Lemma 4.8 (Theorem 5.9 of [BW96] ). If a poset P is EL-shellable then r H r p∆pP q; Zq -Z tfalling chains of P of length r`2u .
The main result of this subsection is the following. Proof of Theorem 4.9. If m " n " 1, note Π D n is the same as if m " 1 and n " 2, so without loss of generality, we assume mn ě 2. First, we determine all the edges in Π D n . Extending
Björner-Wachs, we introduce three types of edges in Π D n , which we will show are exhaustive. Whenever we write a i P D it denotes that a i is an element of D of color i.
Block creation: A new non-singleton block B with n elements each of the m colors is created from singletons. Let B i be the set of elements of color i in the block.
Singleton adding: A singleton block ta i u is merged with a non-singleton block.
Block merging: Two non-singleton blocks B (whose subset of color i elements is B i ) and C (whose subset of color i elements is C i ) are merged.
By induction, we can show that the first two types of edges are sufficient to generate every element of Π D n . However, the first two types of edges do not give all edges. Edges of type 3 are responsible for Π D n not being pure when mn ą 2. As an example, let I be a partition with one non-singleton block consisting of the first n elements of each color, and let J be the partition with non-singleton block consisting of the first 2n elements of each color. Then if I 1 is the partition with two non-singleton blocks, one of which consisting of the first n elements of each color, and the other consisting of the pn`1q st through 2n th elements of each color, then I ă I 1 ă J is a maximal chain of rI, Js length 2, but the chain I ă K 1 ă . . . ă K mn " J obtained by adding singletons of each color is also a maximal chain of rI, Js of length mn.
To see that the 3 types above exhaust the list of edges, suppose that I ă J is an edge. Consider a non-singleton block of J that is not a block of I. The block of J is either (1) entirely singletons in I, (2) contains a non-singleton block of I and a singleton of I, or (3) contains at least two non-singleton blocks of I. In each case, there exists I 1 with I ă I 1 ď J and I ă I 1 of the corresponding type, and so I 1 " J since I ă J is an edge.
For each 1 ď i ď m, we pick a linear ordering on Dpiq so that it is an ordered set. Let d i :" max Dpiq. We let Dp1q be an isomorphic copy of the ordered set Dp1q with elementsā for a P Dp1q. Let Dp1q ǫ be the ordered set whose elements at a P Dp1q and a´ǫ for a P Dp1q with the obvious ordering (a´ǫ ă a and if a ą b for a, b P Dp1q, then a´ǫ ą b ). Let Λ be the poset Λ :" Dp1q \ Dp1q ǫˆD p2qˆDp3qˆ. . .ˆDpmq, where Dp1q ǫˆ. . .ˆDpmq is ordered lexicographically, and whereā ă γ for allā P Dp1q and all γ P Dp1q ǫˆ. . .ˆDpmq. We now define an edge-labeling of Π D n with labels in Λ:
1. For block creation of a block B, we assign the label pmax B 1 , . . . , max B m q.
2. For adding a singleton a i of color i ą 1 to a block B, we assign the label
For adding a singleton a 1 , we assign the label λpB Y ta 1 uq :" pa 1´δ ǫ, d 2 , . . . , d m q where δ " 0 if a 1 ą max B 1 and δ " 1 if a ă max B 1 .
3. For block merging, we assign the label maxtB 1 Y C 1 u.
We now prove that this edge-labeling is an EL-labeling. Note that for an edge-labeling to be an EL-labeling, it suffices to require that every interval rx, ws has a unique rising chain, and that the first edge x ă y of that rising chain has label less than any other edge x ă z with z ď w. We will prove this stronger condition of our edge-labeling. We first prove this condition for terminal intervals rx,1s in Π D n , and then prove it for general intervals.
Step 1: Terminal Intervals. Let x P Π D n be any element. We will show the condition above for rx,1s. We will consider three cases based on the number of non-singleton blocks of x.
Case I: We first consider the case that x has a single non-singleton block B. By our edge-labeling, in a rising chain, block merging can never occur after block creation. Yet, any maximal chain of rx,1s that creates a block must later merge it with the block of x. Thus, any rising chain in rx,1s can only consist of adding singletons. Claim 1. There is a unique rising order in which singletons can be merged to B.
Proof of
Note that S ăB Y S ąB " DzB. We first will prove that in a rising chain in rx,1s singletons in S ăB must be added before singletons in S ąB .
For any subset C of D, we can partition DzC into S ăC Y S ąC as above. If we have a block C and add a singleton a i P S ăC , we call that a low singleton add, and if we have a block C and add a singleton a i P S ąC , we call that a high singleton add. Note that the label λpC Y ta i uq of a high singleton add to form a block C 1 " C Y ta i u is greater than or equal to the label of creating the resulting block C 1 . However, the label λpC 1 Y tb i uq of a low singleton add of b i P S ăC 1 to a block C 1 to form a block C 2 " C 1 Y tb i u is less than the label of creating the starting block C 1 . Thus, in a rising chain, a high singleton add can never be followed by a low singleton add. Starting at x, the first singleton add from S ąB will be a high singleton add (even if it occurs after some low singleton adds), and any singleton add from S ăB at any point will be a low singleton add. Thus, in a rising chain in rx,1s singletons in S ăB must be added before singletons in S ąB .
Next we will show there is at most one rising order to merge singletons in S ăB , and at most one rising order to add singletons in S ąB to B.
Singletons in S ăB : We claim there is a unique rising order in which singletons in S ăB can be added to B. If we have added some singletons from S ăB to B to form a block B 1 , then note that max B i " max B 1 i for all i. Thus, whenever we add a singleton a i to a block formed from adding singletons from S ăB to B, the label will be
(where δ " 0 if i ą 1 and δ " 1 if i " 1). If i ă i 1 and a i , b i 1 P S ăB , then since a i ă max B i ,
So if i ă i 1 , in a rising chain all singletons of color i in S ăB must be added before any singletons of color i 1 in S ăB . Among singletons of a given color in S ăB , we note by the labels as given in Equation (4.1), in a rising chain they must clearly be added in increasing order.
Singletons in S ąB : After adding all the singletons in S ăB to B to form a block B 1 , we will show that there is a unique rising order in which to add the singletons of S ąB " S ąB 1 . The first singleton add from S ąB will be a high singleton add, and so by our observation above, all further singleton adds in a rising chain must be high singleton adds. When we add a singleton a i from S ąB to block C to form block C 1 the label will be
(4.2) (Note we do not have to consider subtracting ǫ since that is only required for low singleton adds.) We have max C j " max C 1 j for j ‰ i and max C 1 i " a i because adding a i was a high singleton add. Suppose for the sake of contradiction that in a rising chain we add a i of color i followed by b i 1 of color i 1 with i ă i 1 . Then the label of adding
Since every entry past the ith in this label is at most the corresponding entry in the label of Equation 4.2 above, the chain cannot be rising and we have a contradiction. Thus, for i ă i 1 in a rising chain we have to add all elements from S ąB of color i 1 before each of color i. Within a color, in a rising chain singletons clearly have to be added in increasing order.
So far, we have shown that in any rising chain in rx,1s, we have to add in singletons from S ăB in a unique order, and then add in singletons from S ąB in a unique order. It remains only to check that adding the singletons in this order does indeed give a rising chain. It is easy to check that adding singletons from S ăB in the required order is rising, and the final label is less than the label of the block creation of B. The first addition of a singleton from S ąB to B Y S ăB has label greater than the label of the block creation of B. Finally, it is easy to check that adding singletons from S ąB to a block B Y S ăB in the required order is indeed rising.
We we have shown that when x has a single non-singleton block B, there is a unique rising chain in rx,1s. Next we will show that the first edge x ă y of this chain has label less than any other edge x ă z. Suppose, for the sake of contradiction, that there is some edge x ă z with z ‰ y and λpx ă zq ď λpx ă yq.
1. First we consider the case that x ă z is a block creation of a block C (disjoint from B). Then max C 1 P DzB.
a. We consider the case that x ă y has label with first coordinate ď max B 1 , then we have max C 1 ď max B 1 , which implies max C 1 ă max B 1 . Thus, from our description of the unique rising chain in rx,1s above, since S ăB has some element of color 1 in it, the edge x ă y adds the smallest singleton of color 1 to B. Thus since max C 1 is some singleton of color 1 in S ăB , the first coordinate of λpx ă yq is at most max C 1´ǫ , which contradicts the hypothesis that λpx ă zq ď λpx ă yq.
b. We consider the case that λpx ă yq has first coordinate ą max B 1 , i.e. x ă y is a high singleton add of a singleton of color 1, and by our above analysis of the unique rising chain in rx,1s, it must be adding the smallest singleton s 1 of color 1 in DzB and DzB must have no elements of any color ě 2. If m ě 2, then there can be no block C in DzB to create. If m " 1, then since n ě 2, we have max C 1 ą s 1 . Then λpx ă yq has first coordinate s 1 ă max C 1 , which is a contradiction since C 1 is the first coordinate of λpx ă zq.
2. Second, we consider the case that x ă z adds a singleton b j to B.
a. We consider the case that b j P S ăB . Then S ăB is non-empty, and we see from our analysis above of adding singletons in S ăB that the label of x ă z is the same as the label of the edge that adds b j in the rising chain, which is greater than λpx ă yq, which is a contradiction.
b. We consider the case that b j P S ąB , i.e. x ă z is a high singleton add. Then λpx ă zq is greater than the label of the block creation of B. If x ă y was a low singleton add, then λpx ă yq is less than the label of the block creation of B, and so we conclude x ă y must be a high singleton add. From our analysis above of the unique rising chain, we then have S ăB is empty and x ă y adds the minimal element a i of the maximal color i of S ąB . Thus j ď i, and if j " i then a i ă b j . Since x ă z and x ă y are both high singleton adds, we see from the definition of the labels that λpx ă yq ă λpx ă zq.
Thus in every case, we conclude that the first edge x ă y of the rising chain in rx,1s has label less than any other edge x ă z.
Case II: Suppose x had no non-singleton blocks, i.e. x "0. Then the only edges x ă y are block creations. Consider a rising chain c in rx,1s that starts with an edge x ă y that creates a block B. From the above, we see there is a unique rising chain in ry,1s that we can append to x ă y to obtain c. If S ăB is not empty, then the rising chain in ry,1s starts with a low singleton add whose label is less then the label of the block creation of B, which is a contradiction. Thus S ăB is empty, and we have that B must consist of the n smallest elements of each color. Thus any rising chain in rx,1s must start with a specified block creation x ă y, and from there continue with the unique rising chain in ry,1s. This shows there is at most 1 rising chain in rx,1s. Also, note that if we form the block B of the n smallest elements of each color in x ă y, then S ăB is empty, and the first edge in the rising chain of ry,1s is a high singleton add, which implies its label is greater than the label of the block creation of B. So, we can concatenate x ă y with the rising chain of ry,1s to get a rising chain of ry,1s. Since any edge x ă y is a block creation, and the block of the n least elements of each color has label less than any other block creation, the first edge of the rising chain in rx,1s has label less than any other edge x ă z.
Case III: Suppose x has more than one non-singleton block. Then in any maximal chain of rx,1s, there must be some block merging, and in a rising chain, all block merging must happen before any block creation or singleton adding. So any rising chain must start with block merging until there is only one block. If there are k blocks, and the maximal elements of color 1 in them are ap1q 1 ă¨¨¨ă apkq 1 , then note that tapjq 1 u are the only possible labels of block merges starting from these blocks into a single block. Further, ap1q 1 can never be one of the labels of the block merges. Thus, since k´1 block merges are required with strictly increasing labels, a rising chain must first merge the blocks containing ap1q 1 and ap2q 1 , and then merge the result with the block containing ap3q 1 , and so on. Once we have one block in a partition w, there is a unique rising chain in rw,1s from the above that only involves singleton adds. Therefore there is at most 1 rising chain in rx,1s. Further, we note that if we merge blocks in the order described above, that part of the chain is rising, and the unique rising chain in rw,1s only involves singleton adds, whose labels are all greater than block merge labels, and thus there is a rising chain in rx,1s. Finally, we consider the first block merge x ă y in this rising chain and any other edge x ă z. If z is not a block merge, then clearly λpx ă zq ą λpx ă yq, and if z is a block merge other than that of the blocks containing ap1q 1 and ap2q 1 , then λpx ă zq ą λpx ă yq. So, the first edge of the rising chain in rx,1s has label less than any other edge x ă z.
Step 2: General Intervals. Let x ă w P Π D n be a general pair of elements. Let the nonsingleton blocks of w be D α , indexed by α. Then, Lemma 4.2 gives that Π D n pď wq » ś α Π Dα n . Each edge in Π D n pď wq only modifies blocks that are subsets of a single D α . For each D α , let x α be the partition of D α obtaining by taking the blocks of x that are subsets of D α . Then, for each α, we know there is a unique rising chain in rx α ,1s Ă Π Dα n . Note that edge labels only depend on the blocks that are being modified by an edge. If we have a rising chain of rx, ws, for any α, we can take the subset of edges that involve modifying subsets of D α and obtain a rising chain of rx α ,1s Ă Π Dα n (which must be the unique such chain). Further, the first coordinate of the label of any edge gives an element in a block (singleton or nonsingleton) being modified by that edge. Thus if α ‰ β, a label of an edge modifying subsets of D α cannot be the same as the label of an edge modifying subsets of D β . Since the labels are linearly ordered, there is a unique way to combine the rising chains of rx α ,1s Ă Π Dα n into a rising chain of rx, ws.
Finally, suppose that x ă z is some edge with z ď w. Let β be such that the first edge of the rising chain of rx, ws modifies subsets of D β . For each α, let x α ă y α be the first edge of the rising chain in rx α ,1s Ă Π Dα n . Note that for each α, the label of x α ă y α occurs as a label in the rising chain of rx, ws, and thus λpx α ă y α q ě λpx β ă y β q with equality if and only if α " β. Then x ă z corresponds, for some α, to an edge x α ă z α of elements of Π Dα n , and thus either z α " y α or the label of x ă z (which is the same as the label of x α ă z α ) is greater than or equal to the label of x α ă y α , with equality if and only if z α " y α . Thus λpx ă zq ě λpx β ă y β q with equality if and only if α " β and z α " y β . In other words, for any edge x ă z with z ď w that is not the first edge of the rising chain of rx, ws, we have that λpx ă zq is greater than the label of the first edge of the rising chain of rx, ws.
Theorem 4.9 together with Lemma 4.8 shows that for any colored n-equals partition I, the homology of ∆pΠ D n pď Iqq is torsion free. Along with Lemma 4.2, this suggests a Künneth type formula. We develop this now.
For any colored subset F of D, the inclusion F ãÑ D induces an injection of lattices Π F n ãÑ Π D n , and under this injection Π F n -Π D n pďF q, whereF is the n-equals partition consisting of the single nonsingleton block F (orF "0 if F contains fewer than n elements of some color).
In light of this, we can rewrite the isomorphism of Lemma 4.2 as
where tJ i u are the blocks of the partition J. Note that we are viewing J i both as a block of J and as a partition of D with only that non-singleton block. Definition 4.12. Given I, J P Π D n , denote their join by I^J, i.e. I^J is the finest partition which both J and I refine. We say that I and J meet transversely when cdpIq`cdpJq " cdpI^Jq.
As discussed in §1.8-1.9 and §4.2 of [DGM00], the direct sum
has the structure of a graded-commutative algebra; we refer to its product as the intersection product. From the construction (below), this algebra carries a natural S D action. Explicitly, the intersection product is given by 0 on summands associated to I and J which do not meet transversely. On summands associated to I and J which do meet transversely, the intersection product is given by the compositioñ
where the first isomorphism is given by Künneth, the second isomorphism arises from a canonical homeomorphism of order complexes of bounded posets, due to Walker [Wal88, Theorem 5.1], and the final map comes from the join, viewed as a map of posets
For a partition I with blocks I 1 , . . . , I ℓ , note that the isomorphism of Lemma 4.2 is just the iterated join ź
Comparing with the definition of the intersection product, we conclude the following.
Proposition 4.13. (A "Künneth" decomposition) Let I be a partition. Denote by I 1 , . . . , I ℓ the blocks of I. The intersection product induces for each k ě 0 a stab I -equivariant isomorphism
In particular, the algebra (4.3) is generated by the subspace À I 1 H˚´2p∆pΠ D n pď I 1 qq; Zq where the sum is over partitions I 1 P Π D n with precisely one nonsingleton block.
One might naively expect that Proposition 4.13 should follow directly from the Künneth theorem. However, it is not the case that the isomorphism in Lemma 4.2 holds with Π D n pď Iq replaced by Π D n pď Iq. Indeed, this one reason that the intersection product is needed.
Spaces of ordered 0-cycles
Now fix a manifold X of dimension N . Define r Z D n pXq Ď X D to be the space of D-tuples of (not necessarily distinct) points in X labeled by the elements of D such that no point of X has at least n labels of each color. Since we have fixed m colors throughout, if D happens to not include any elements of some color then r Z D n pXq " X D . The permutation action of S D on X D leaves invariant r Z D n pXq. The goal of this section is to prove Theorem 5.6 below. This theorem describes the algebra structure of the E 2 -page of the Leray spectral sequence associated to the inclusion r Z D n pXq / / X D and the constant sheaf Z. The description will be in terms of the cohomology of X and the homology of order complexes related to Π D n . We begin by studying the combinatorics of the complement of r 
and Π D n pR N q is ordered by reverse inclusion. Note also that we include the empty intersection pR N q D , and will alternately denote it by0. It is an initial element of the poset Π D n pR N q.
Remark 5.1. For pm, nq " p1, 2q, the arrangement A
2,D 1
with complement r Z D 2 pCq is precisely the braid arrangement studied by Arnol'd [Arn69] . Arnol'd showed that the cohomology algebra is generated by classes in degree 1 subject to a quadratic relation. The algebras H˚p r Z D n pR N q; Zq are near cousins of Arnol'd's algebra, and one might hope they admit a similar presentation, though we do not expect that they are always quadratic algebras.
Problem 5.2. Give an algebra presentation for H˚p r Z D n pR N q; Zq.
We do not solve Problem 5.2 here, but only give a set of algebra generators. A solution to Problem 5.2 would shed significant light on the algebra structure of the E 2 -page of the Leray spectral sequence for the inclusion r Z D n pXq / / X D . Before continuing we will need to make a definition.
Definition 5.3 (cdpxq, coorpxq). When x is an element of the intersection lattice of a subspace arrangement over R, we will denote by cdpxq the codimension of the subspace x, and when x is also a complex subspace, we write cd C pxq for its complex codimension. Let Theorem 5.4 (Goresky-MacPherson Formula). Let A :" tL i u be an arrangement of linear subspaces in R N , and let Π A denote its intersection lattice. Let M A :" R N´Ť i L i . Suppose that for every x, y P Π A with x ă y we have cdpyq´cdpxq ě 2, and H˚pM A ; Zq is a free Z-module. Then we have the following.
There exists an isomorphism of abelian groups
that is equivariant with respect to invertible linear maps σ P GLpR, N q that preserve the arrangement A. (The action on the left-hand side comes from the action of the linear maps on M A and the action on the right hand side comes from the induced action on Π A and the induced actions on the coorpxq.)
Suppose that tL i u is compatibly orientable (cf. [DGM00] or [dLS01]
). Then taking the direct sum over all i ě 0 in (5.1) gives an isomorphism of graded-commutative algebras :
where the algebra structure on the right-hand side of (5.2) is the intersection product (4.4) on the tensor factors for the order complex, and is given by the natural maps coorpxq b coorpyq / / coorpx X yq, which are isomorphisms for subspaces x and y which intersect transversely, and 0 otherwise. Now let I be an n-equals partition of the colored set D, with blocks I 1 , . . . , I e . Let X I Ă X D be the subset where coordinates from the same I i are all equal. Note that dim X I " e dimpXq and X I -ś i X I i where X I i -X and the isomorphism records the equality of the coordinates indexed by I i . Define cdpI, Xq :" dim R pXq¨p|D|´eq, which is the codimension of X I in X D . When X " R N , the X I form a linear subspace arrangement, and we have the map of posets Π D n Ñ Π tX I u I given by I Þ Ñ X I is an isomorphism. Further, we have an inclusion of the colored n-equals arrangement A N,D n Ñ tX I u I , and it is not hard to see that they have the same intersection lattices. So, we also have an isomorphism of posets Π D n Ñ Π D n pR N q taking I to X I . Definition 5.5 (ǫ I pqq). Let I be an n-equals partition of the colored set D, with blocks I 1 , . . . , I e . Define ǫ I pqq to be the stab I -equivariant constant sheaf, supported on X I , whose stalk at each point equals Further, when X is a smooth, complex algebraic variety, this isomorphism respects mixed Hodge structures. Here the mixed Hodge structure on ǫ I pqq -H cdpI,Xq´q´2 p∆pΠ D n pď Iqq; Zq b coorpX I q is trivial on the first tensor factor and the canonical one (i.e. pure of type pcd C pX I q, cd C pX I qq) on the second tensor factor.
We will need the following lemma for the proof of the theorem. Proof. The codimension assumption is immediate for N ě 2: for any colored n-equals partitions I, denote by pR N q I Ă pR N q D the corresponding diagonal subspace. Then dimppR N q I q " N p|D|´|I|q, and if I ă J, then
The orientation condition is similarly straightforward. Following [DGM00] and [dLS01] , the arrangement is compatibly orientable if and only if there exists a system of trivializations
which are compatible with the natural maps
for I, J such that pR N q I &pR N q J . But, such a system of trivializations is canonically induced in the present case from the global orientation of pR N q D and the fact that all the linear subspaces are diagonals. Thus, the inclusions of coordinate subspaces give canonical isomorphisms for each
Proof of Theorem 5.6. By the definition of the Leray spectral sequence, the theorem reduces to showing that, given the inclusion π : r Z D n pXq Ñ X D , there is an S D -equivariant isomorphism of sheaves of graded algebras:
where the S D action on the right-hand side is given on the underlying spaces by σ : X I / / X σ¨I and the map of sheaves ǫ I pqq / / σ˚ǫ σ¨I pqq is given on stalks by
where the first and last isomorphisms are those of Proposition 4.13.
For each q, we will give an S D -equivariant map of sheaves
We give the map of sheaves by giving it on the basis of open sets on X D consisting of all sets of the form U " U 1ˆU2ˆ¨¨¨w here each U j is a small, nice contractible open and such that for each j, k either
To such a U we can associate a partition J of D according to which U i are equal. Then, as in [Tot96, Proof of Theorem 1] we have
By the Künneth isomorphism, we have
The Goresky-MacPherson formula (Theorem 5.4) and Lemma 5.7 gives that, for each i ě 0, there is an S D -equivariant isomorphism of graded algebras:
Plugging this in to (5.4) and distributing terms yields an isomorphism of graded algebras:
cdpIa,Xq´ia´2 p∆pΠ Ja n pď I a qq; ZqbcoorpX Ia q (5.6) By Proposition 4.13, the right-hand side of (5.6) is isomorphic as a graded algebra to :
which is isomorphic as a graded algebra to
If V is another open set in our basis, with associated partition K, then if there is an inclusion
From [DGM00, Equation 1.11.3], we see that this morphism is just given by sending each summand where I ę K to 0, and is the identity map on summands where I ď K. This agrees with the restriction map À
ǫ I pqqpV q, so gives an isomorphism of sheaves of algebras.
We now prove the second statement of the theorem. Our computations above, combined with Proposition 4.13, give that the E 2 page of the Leray spectral sequence is generated by H˚pX D q together with À I 1 H˚pX I 1 ; ǫ I 1 pqqq, where the direct sum is over partitions I 1 P Π D n with precisely one nonsingleton block. It is therefore enough to compute the weights on these summands. The summand H˚pX D q is just the restriction along the inclusion r Z D n pXq ãÑ X D , and so carries its canonical mixed Hodge structure, as claimed. Now consider each of the other summands H˚pX I 1 ; ǫ I 1 pqqq. Write I 1 as I 1 plus singletons. There is a commutative diagram of varieties:
n pXq ãÑ j X I 1 By the naturality of the Leray spectral sequence, this commutative diagram induces a map of Leray spectral sequences from that of the bottom row to that of the top row. By the first part of the theorem, the image of this map equals À JďI 1 H˚pX J ; ǫ J pqqq. It thus suffices to compute the Hodge type for the E 2 page of the Leray spectral sequence for the inclusion j X,I 1 : r Z I 1 n pXq ãÑ X I 1 . This will follow from a standard argument, which we now recall for the sake of the reader.
For simplicity of notation, let W :" C dim C pXq . Recall that for a colored, n-equals partition J P Π I 1 n , we denote by W J be the linear subspace in W I 1 defined by setting coordinates to be equal as determined by the partition J. For x P X I 1´r Z I 1 n pXq, a standard argument using Noether Normalization shows that there is anétale neighborhood f : U / / X I 1 of x in X I 1 that admits anétale map π : U / / W I 1 with the property that π´1pW J q " f´1pX J q for each J P Π I 1 n . So for x P X J we have an isomorphism
where the right hand side denotes the stalk at a generic y P W J of the push-forward of the constant sheaf along the inclusion The goal of this section is to compute H i pZ d n pR N q; Qq for N ě 2. If we had an explicit presentation of the algebra H˚p r Z d n pR N q; Qq, one might hope to compute the S D -invariants directly, thus giving H i pZ d n pR N q; Qq by transfer. We do not know such a presentation. Instead, we induct on a canonical filtration of Sym d pR N q, extending arguments in [FW16] . The method goes back to Arnol'd [Arn69] , and Segal [Seg79] . 
Proof. Let Q or denote the orientation sheaf on r Z D n pR N q. Because Ą Z D n pR N q is an oriented manifold, transfer followed by Poincarè duality gives:
The S D action on Q or is given by
where Q sgn and Q triv are the restrictions to S D Ă S |D| of the sign and trivial representations. This is the critical place where the even and odd dimensional cases differ.
By transfer and the fact that S D acts on Q or by the sign representation, we have that
gives rise to a long exact sequence in compactly supported cohomologÿ¨¨/
y Equation (6.3) and Poincarè duality, the theorem for N odd is equivalent to the following
For the claim, it suffices to observe that S 2 acts trivially on the space r R D n,1 pR N q{A D . Indeed, by definition, any x P r R D n,1 pR N q, has at least two coordinates, say a i and b i , of each color i being equal. On the other hand, the S 2 -action on the orbit space r R D n,1 pR N q{A D is given by applying any transposition to an orbit representative. Picking the transposition pa 1 b 1 q, we see that S 2¨r xs " rxs as claimed.
Case 2: N ą 1 even. Now let N " 2r. We will make repeated use of the fact that for any k, H˚pSym k pR 2r q; Qq " " Q˚" 0 0 else by transfer, and, similarly, for any space X, Hc pXˆSym k pR 2r q; Qq -H˚´2 rk c pX; Qq. Now, as observed above, by Poincaré duality and transfer it suffices to prove the version in compactly supported cohomology, namely :
where we are using the fact that for N " 2r, Q or -Q triv as S D -equivariant sheaves. We do this by induction on the size of the entries of d. In the base case d " n¨ 1 :" pn, . . . , nq, the statement follows immediately from the isomorphism
Now suppose that we have shown the result for d 1 ă d.
Step 1 (Inducting on the degree): Our argument follows the lines of the argument in [FW16] , which itself is an extension of the arguments in Segal [Seg79] . Recall the filtration:
with R d n,k the variety of m-tuples pD 1 , . . . , D m q of effective 0-cycles on R 2r , with degpD i q " d i , for which there exists an effective 0-cycle D of degree at least k, and effective 0-cycles
By the same arguments as in [FW16] , there are isomorphisms (of algebraic varieties if we give R 2i its canonical complex structure)
As in [Seg79] , we construct, for all i, a continuous open embedding
by "bringing zeroes in from infinity". We will show by induction on d (ordered, e.g. lexicographically, and with each d i ě n) that this induces an isomorphism on compactly supported rational cohomology. For the base case d " n¨ 1 :" pn, . . . , nq, we have a map of cofiber sequences
pR n¨ 1 n,1 pR 2r qˆR 2r q`/ / pR n¨ 1 n,0 pR 2r qˆR 2r q`/ / pZ n¨ 1 n pR 2r qˆR 2r qẁ here X`denotes the 1-point compactification of X. This is isomorphic to
Because the first two vertical maps induce isomorphisms in compactly supported cohomology, the Five Lemma (applied to the map of long exact sequences in cohomology) shows that the right vertical map induces a cohomology isomorphism as well.
Step 2 (Computing H i c pR d n,k pR 2r q; Qq): Suppose that we have shown that (6.5) induces an isomorphism in compactly supported rational cohomology for d 1 ă d. We will deduce the singular cohomology of Z d n pR 2r q from the following claim. Claim 3. Let d ě n¨ 1 and k ď t min i d i n u. Then the compactly supported singular cohomology R d n,k is given by
We prove this claim by downward induction on k. For the base case, observe that
so the statement follows. Similarly to (6.5), we also construct continuous open embeddings
by "bringing in zeroes from infinity". For d " n¨ 1 and k " 1, the map (6.6) is just an open embedding R 2rˆR2r ãÑ R 2rˆR2r , while for k " 0, the map (6.6) is an open map
In both cases, these maps induce isomorphisms on compactly supported cohomology. Next,
n u, a similar observation to the above shows that the map (6.6) induces an isomorphism on compactly supported cohomology.
Continuing to assume to n ∤ d`1 i , we now induct down on k. Suppose we have shown the claim for all d 1 ă d`1 i , and also assume that we have shown that the maps (6.6) induce isomorphisms in compactly supported rational cohomology for d 1 ă d and all k. For the base case of the downward induction on k, let a " t
so the statement follows. Now suppose we have shown that (6.6) induces such an isomorphism for d`1 i and k`1 ą 1. Observe that the "bringing in zeroes" maps fit together to give a continuous map of cofiber sequences
where we view R 2rˆS ym a´1 pR 2r q as the variety of pairs of effective 0-cycles pz, Dq on C r with degpzq " 1 and degpDq " a´1, and where we view Sym n¨ 1 pR 2r qˆSym a´1 pR 2r q as the variety of pm`1q-tuples of effective 0-cycles 
he left vertical map is an a-fold branched cover, so on the top degree of compactly supported cohomology, the map it induces is multiplication by a. In particular, this gives an isomorphism in rational cohomology, and by the Five Lemma applied to the map of long exact sequences, we see that the cohomology of R an¨ 1 n,a´1 pR 2r q is as claimed. Finally, to see that (6.6) is an isomorphism for d`1 i " an¨ 1 and k " a´1, we apply the Five Lemma to the map of long exact sequences induced by the continuous map of cofiber sequences R an¨ 1 n,a pR 2r q`/ / R an¨ 1 n,a´1 pR 2r q`/ / pZ n¨ 1 n pR 2r qˆR 2rpa´1/ / pR an¨ 1´1 i n,a´1 pR 2r qˆR 2r q`/ / pZ n¨ 1´1 i n pR 2r qˆR 2rpa´1qˆR2r qÙ sing that the map (6.6) is now an isomorphism for d`1 i " an¨ 1 and k " a´1, the downward induction on k now proceeds exactly as above, and this completes the proof of the claim.
To conclude the inductive step of the theorem, we consider the map of cofiber sequences Applying the Five Lemma to the long exact sequence in cohomology, we see that the claim implies that the map (6.5) induces an isomorphism in compactly supported cohomology, and that 7 Completing the proof of Theorem 3.1
In this section we complete the proof of Theorem 3.1. We will deduce the theorem in a number of steps, using Theorem 4.9, Theorem 5.6, and Our first task after this reduction of the problem is to describe the coefficients pǫ I pqq b Qq S I 1ˆ¨¨¨ˆS I k qq. Before stating the next lemma we need some terminology. Let dim R pXq " N . Let Qrjs denote the rank 1 graded vector space of bidegree p0, jq. Note here that the external tensor product is bigraded.
Lemma 7.1 (Invariants of the coefficient sheaves ǫ I pqq). Endow ǫ I pqq with the bigrading p0, qq.
1. Let dim R pXq " 2r`1, r ą 0. There is an S D -equivariant isomorphism of bigraded sheaves on X D :
where S D acts trivially on Qr0s. Further, for all I ‰0 P Π D n :
pǫ I pqq b Qq S I 1ˆS I 2ˆ¨¨¨-0.
2. Let dim R pXq " 2r, r ą 0. Recall the following three facts :
1. By Theorem 6.1, for r ą 0 we have : Recall that ǫ1pqq b Q is the constant sheafH cdp1,R N q´q´2 p∆pΠ D n q; Qq b coorpX1q on X1. First suppose that N " 2r`1, r ą 0. Then S D acts on the sheaves coorpX I q by the sign representation for all I ‰0. The three facts above combine to show that the S Dinvariants pǫ1pqq b Qq S D vanish unless q " 0, and there exist falling chains C in Π D n with ℓpCq " cdp1, R 2r`1 q. Since cdp1, R 2r`1 q " p2r`1qp|D|´|1|q " p2r`1qp|D|´1q, these conditions are equivalent to:
ℓpCq " p2r`1qp|D|´1q.
(7.4) Now suppose N " 2r, r ą 0. Then S D acts on the sheaf coorpX I q by the trivial representation, and the orientation of X induces an S D -equivariant trivialization coorpX I q -Z for all I. The three facts above combine to show that the S D -invariants pǫ1pqq b Qq S D vanish unless q " 2rpmn´1q´1 or q " 0, and there exist falling chains C in Π D n with ℓpCq " cdp1, R N q´p2rpmn´1q´1q or ℓpCq " cdp1, R N q. Since cdp1, R N q " 2rp|D|´|1|q " 2rp|D|´1q, these conditions are equivalent to:
ℓpCq " 2rp|D|´mnq`1, (7.5) resp. ℓpCq " 2rp|D|´1q. (7.6)
We now claim that, for any N ě 2, unless |Dpiq| " n for i " 1, . . . , m, respectively |D| " 1, there does not exist any falling chain C satisfying (7.5), respectively (7.4) or (7.6). Note that we are still assuming |I| " 1 here. To see the claim, note that if |Dpiq| ě n for all i, the longest falling chain C 1 must consist of one creation of a non-singleton block, followed by singleton mergers. Since there are |D|´mn singletons left after the first move, it follows that ℓpC 1 q " |D|´mn`1.
In particular ℓpC 1 q ď N p|D|´mnq`1, with equality as in (7.5) only when |D|´mn " 0. Further, (7.4) and (7.6) never occur. When |Dpiq| " n for all i, there is one falling chain of length 1, and we see that S D must act trivially on it when N " 2r since, from Fact 1 above, there is an invariant. Similarly, if |Dpiq| ă n for some i, then there are no nontrivial colored n-equals partitions, i.e Π D n " t0u. Thus the unique falling chain has length 0, which is only equal to N p|D|´1q when |D| " 1. When |D| " 1,1 "0. Therefore coorpX0q :" H c pX D ; Zq b H c pX D ; Zq _ " Z with the trivial S D -action regardless of the dimension of X. Of course S D also acts trivially on the unique falling chain. This proves the lemma in the case |I| " 1.
In the case |I| ą 1, suppose I has non-singleton blocks I 1 , . . . , I k and singleton blocks I k`1 , . . . , I ℓ . The projection of ǫ I pqq b Q onto the pS I 1ˆS I 2ˆ¨¨¨q -invariants can be factored as follows: compose the projections π j onto the invariants for the group which fixes I j setwise and DzI j pointwise, for j " 1, . . . , k.
By Proposition 4.13, any class in H˚p∆pΠ D n pď Iqq; Zq b coorpX I q is a product of classes coming from the partitions with only one non-singleton block I j for j " 1, . . . , k. The argument above shows that the projection π j is 0 unless N is even and |I j X Dpiq| " n for i " 1, . . . , m. In the case that N " 2r is even, if all I j for j " 1, . . . , k have |I j X Dpiq| " n for i " 1, . . . , m, we have a single dimension of pS I 1ˆS I 2ˆ¨¨¨q -invariants for any q divisible by 2rpmn´1q´1 and no invariants for any other q. This gives the Statement 1 and the first part of Statement 2 of the lemma.
For the second part of Statement 2, the group acting here is non-canonically isomorphic to ppSˆm n q ≀ S q{p2rpmn´1q´1q qˆm ź as claimed. When X is a smooth complex variety, Theorem 5.6 applied to Equation (7.8) gives the weights as claimed in the third statement of the theorem.
