INTRODUCTION
This paper presents two methods for estimating oligopoly strategies. The first method allows strategies to depend on variables that affect demand and cost. The second method adds restrictions from game theory. We use these methods to estimate the pricing and advertising strategies of Coca-Cola and Pepsi-Cola.
Unlike most previous empirical studies of oligopoly behavior, we do not assume that firms use a single pure strategy nor do we make the sort of ad hoc assumptions used in conjectural variations models. 1 Both our approaches recognize that firms may use either pure or mixed (perhaps more accurately, distributional) strategies.
In our application to Coca-Cola and Pepsi-Cola, we assume that the firms' decision variables are prices and advertising. We divide each firm's continuous price-advertising action space into a grid over prices and advertising. Then we estimate the vector of probabilities -the mixed or pure strategies -that a firm chooses an action (a rectangle in the priceadvertising grid). We use our estimates to calculate the Lerner index of market structure and examine how changes in exogenous variables affect strategies.
The main advantages of using our method are that we can flexibly estimate firms' strategies subject to restrictions implied by game theory and test hypotheses based on these estimated strategies. The restrictions we impose are consistent with a variety of assumptions regarding the information that firms have when making their decisions and with either pure or mixed strategies.
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For example, suppose that a firm's marginal cost in a period is a random variable observed by the firm but not by the econometrician. Given the realization of marginal cost, the firm chooses either a pure or a mixed strategy, which results in an action: a priceadvertising pair. The econometrician observes only the firm's action and not the marginal cost. As a consequence, the econometrician cannot distinguish between pure or mixed strategies. If both firms in a market use pure strategies and each observes its rival's marginal cost, each firm can anticipate its rival's action in each period. Alteratively, firms might use pure strategies and know the distribution but not the realization of their rival's cost. Due to the randomness of the marginal cost, it appears to both the rival and the econometrician that a firm is using a mixed strategy. The equilibrium depends on whether firms' private information is correlated.
All of these possibilities -firms have only public information, firms observe each other's private information but the econometrician does not, or a firm only knows that its private information is correlated or uncorrelated with its rival's -lead to restrictions of the same form. For expositional simplicity, we concentrate on the situation where firms have private, uncorrelated information about their own -but not their rival's -marginal costs (or some other payoff-relevant variable). Firms choose either pure or mixed strategies.
There have been few previous studies that estimated mixed or pure strategies based on a game-theoretic model. These studies (Bjorn and Vuong 1985 , Bresnahan and Reiss 1991 , and Kooreman 1994 involve discrete action spaces. For example, Bjorn and Vuong and
Kooreman estimate mixed strategies in a game involving spouses' joint labor market participation decisions using a maximum likelihood (ML) technique. Our approach differs 3 from these studies in three important ways. First, they assume that there is no exogenous uncertainty. Second, they allow each agent a choice of only two possible actions. Third, in order to use a ML approach, they assume a specific error distribution and likelihood function.
Despite the limited number of actions, their ML estimation problems are complex.
Our problem requires that we include a large number of possible actions in order to analyze oligopoly behavior and allow for mixed strategies. Doing so using a ML approach would be difficult if not impossible. Instead, we use a generalized-maximum-entropy (GME)
estimator. An important advantage of our GME estimator is its computational simplicity.
Using GME, we can estimate a model with a large number of possible actions and impose inequality and equality restrictions implied by the equilibrium conditions of the game. In addition to this practical advantage, the GME estimator does not require the same strong, explicit distributional assumptions used in standard ML approaches. A special case of our GME estimator is identical to the ML multinomial logit estimator (when the ML multinomial logit has a unique solution), which indicates that those restrictions to the GME model is identical to the distributional assumption of the standard approach.
In the next section, we present a game-theoretic model of firms' behavior. In the third section, we describe a GME approach to estimating this game. The fourth section contains estimates of the strategies of Coke and Pepsi. In the final section, we discuss our results and possible extensions.
OLIGOPOLY GAME
Our objective is to determine the strategies of oligopolistic firms using time-series data on prices, advertising, quantities, and variables that affect cost or demand, such as input 4 prices or seasonal dummies. We assume that two firms, i and j, play a static game in each period of the sample.
The econometrician observes payoff-relevant public information, such as demand and cost shifters, z, but does not observe private information known only to the firms. Firm i (and possibly Firm j), but not the econometrician, observes Firm i's marginal cost or some other payoff-relevant random variable ε i (t) in period t = 1, ..., T. Where possible, we suppress the time variable t for notational simplicity. The set of K possible realizations, {ε 1 , ε 2 , ..., ε K }, is the same every period for both firms. The distributions are constant over time but may differ across firms. The firms, but not the econometrician, know these distributions. To simplify the description of the problem, we assume that ε i and ε j are private, uncorrelated information.
Strategies
The set of n possible actions (price-advertising pairs) for Firm i is {x Firm j does not observe Firm i's private information, so it does not know the conditional probability α i kr (z). Firm j knows, however, the distribution of Firm i's private informa-5 tion. The Nash assumption is that Firm j knows the unconditional probability of Firm i using action r. This probability is the expectation over Firm i's private information: 
which is non-positive. If it is optimal for Firm i to use action r with positive probability, the expected loss of using that action must be 0. Hence, optimality requires that
The equilibrium to this game may not be unique. Our estimation method selects the pure or mixed strategy equilibrium that is most consistent with the data.
Econometric Implications
Our objective is to estimate the firms' strategies subject to the constraints implied by optimization, Equations 2.1 and 2.2. We cannot use these constraints directly, however, because they involve private information ε i k . By taking expectations, we eliminate these unobserved variables and obtain usable restrictions.
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We define In both cases, we can take expectations with respect to the private information and obtain equations analogous to 2.3 and 2.4. However, with either generalization, we would have an additional additive term in 2.3, say θ, and the definition of δ would be changed. The signs of both θ and δ would be indeterminate. In our empirical application to the cola market, all the estimated δ are positive, which is consistent with the model in the text where ε i and ε j are uncorrelated. 
GENERALIZED-MAXIMUM-ENTROPY ESTIMATION APPROACH
We use generalized maximum entropy (GME) to estimate the firms' strategies. In this section, we start by briefly describing the traditional maximum entropy (ME) estimation procedure. Then, we present the GME formulation as a method of recovering information from the data consistent with our game. Our GME method is closely related to the GME multinomial choice approach in Golan, Judge, and Perloff (1996 -henceforth GJP) . Unlike ML estimators, the GME approach does not require explicit distributional assumptions, performs well with small samples, and can incorporate inequality restrictions.
Background: Classical Maximum Entropy Formulation
The traditional entropy formulation is described in Shannon (1948) , Jaynes (1957a; 1957b) , Kullback (1959) , Gokhale and Kullback (1978) , Levine (1980) , Jaynes (1984) , Shore and Johnson (1980) , Denzau, Gibbons, and Greenberg (1989) , Skilling (1989) , Csiszár (1991) , Soofi (1992 Soofi ( , 1994 and Golan, Judge, and Miller (1996) . In this approach, Shannon's (1948) entropy is used to measure the uncertainty (state of knowledge) we have about the occurrence of a collection of events. Letting x be a random variable with possible outcomes x s , s = 1, 2, 8 …, n, with probabilities α s such that Σ s α s = 1, Shannon (1948) defined the entropy of the
where 0 ln 0 ≡ 0. The function H, which Shannon interprets as a measure of the uncertainty in the mind of someone about to receive a message, reaches a maximum when α 1 = α 2 = … = α n = 1⁄n. To recover the unknown probabilities α, Jaynes (1957a; 1957b) proposed maximizing entropy, subject to available sample-moment information and adding up constraints on the probabilities.
The frequency that maximizes entropy is an intuitively reasonable estimate of the true distribution when we lack any other information. If we have information from the experiment, such as the sample moments, or non-sample information about the random variable, such as restrictions from economic theory, we want to alter our "intuitively reasonable"
estimate. The method of Maximum Entropy proceeds by choosing the distribution that maximizes entropy, subject to the sample and non-sample information.
In our game, the firms' price-advertising decisions are the random variables that correspond to x in the previous example. We want to estimate the firms' strategies, which are their probability distributions over their actions. The next two subsections explain how we incorporate sample and non-sample (theory) information. In our application, the sample information for cola manufacturers consists of time series of price-advertising pairs for each firm, quantities sold, and time series of exogenous variables that affect demand (a seasonal dummy and income) and cost (an interest rate, a wage rate, and the price of sugar). The game-theoretic restrictions, Equations 2.3 -2.4, contain all the non-sample information.
Incorporating Sample Information
We incorporate the sample information into our GME estimator of the strategies, α i ,
by maximizing the entropy of α i subject to the moment or consistency conditions that contain sample information. We can use either of two approaches (as GJP shows). If we require that the moment restrictions hold exactly, we derive a ME estimator, which is identical to the ML multinomial logit estimator (when the ML estimate is unique). If we view the moment conditions as stochastic restrictions, we obtain a GME estimator, which is a generalization of the multinomial logit. With either the ME or GME approaches, we obtain estimates of the probabilities α i as a function of the public information, z.
In our problem, there are n actions, which are price-advertising pairs. The variable y for l = 1, ..., L, which is the number of covariates in z, and r = 1, ..., n. We obtain the basic GME estimator by maximizing the sum of the entropy corresponding to the strategy probabilities, α i , and the entropy from the noise, e i , subject to that data consistency condition (3.3).
As we discussed in Section 3.1, the arguments of the Shannon's entropy measures must be probabilities. The elements of α i are probabilities, but the elements of e i range over the interval [-1, 1] . To determine the entropy of e i , we reparameterize its elements using probabilities. We start by choosing a set of discrete points, called the support space, For notational simplicity, we now drop the firm superscript. If we assume that the actions, x, and the errors, e, are independent and define w as the vector which contains the elements w trm , the GME problem for each firm is
subject to the GME consistency conditions, Equation 3.4, and the normalization constraints (3.6) 1 α t 1 , (3.7) 1 w ts 1 .
for s = 1, 2, …, n and t = 1, 2, …, T. GJP shows how to estimate this model and demonstrates that the GME problem can be viewed as a generalized logit likelihood function, which includes the traditional logit as a special case.
Henceforth we refer to the GME estimator that uses only sample information as "the GME" estimator. When using the GME estimator, we may estimate α i and α j separately.
Incorporating the Non-Sample (Game-Theoretic) Information
We obtain the "GME-Nash" estimator by adding the game-theoretic restrictions, Equations 2.3 and 2.4, to the GME estimator. The GME-Nash estimator, and its application to 12 data, comprise the contributions of the current paper. To explain how to implement this estimator, we first proceed as if we knew the parameters of the profit function, π i rs . This assumption allows us to concentrate on the game-theoretic restrictions. We then consider the more realistic case where we need to estimate the parameters of the profit function.
To use the GME-Nash estimator, we need to estimate α i and α j jointly because both 3 We do not have natural boundaries for δ i , so we use the "three-sigma rule" (Pukelsheim, 1994; Miller 1994; Golan, Judge, and Miller 1996) to choose the limits of these support spaces, where sigma is the larger of the empirical standard deviation of the discrete action space of prices or advertising.
As above, we assume independence between the actions and the errors. The GME-Nash problem is We now turn to the more realistic case where we do not know the parameters of the profit functions. We simultaneously estimate the strategies and the parameters of the profit function, which depends on the demand and cost functions. Because we observe demand (but not cost) we have an additional set of data consistency (sample) restrictions in the form of demand equations for each Firm i,
where u i is an error term. We estimate the parameters φ i and η i using the same method described in the previous subsection for estimating parameters that are not probabilities.
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That is, we choose a support for each such parameter and estimate the probability distribution over that support. We perform this estimation by maximizing the sum of all the entropy measure in equation 3.10 plus the entropy associated with the unknown demand and cost parameters.
Properties of the Estimators and Normalized Entropy
Both the GME and GME-Nash estimators are consistent, but they differ in efficiency and information content. GJP shows that the GME estimator is consistent given an appropriate choice of the bounds of the error term in the data consistency constraint 3.4. Under the assumption that a solution to the GME-Nash estimation problem exists for all samples, Appendix 1 shows that the GME-Nash estimator is consistent.
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GJP show that the GME estimates of α have smaller variances than the ME-ML multinomial logit estimates. The possible solution space for the GME-Nash estimate of α is a subset of the solution space of the GME estimate of α. Thus, we conjecture that the GMENash estimator has a smaller variance than the GME.
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We can quantify the added information contained in the game-theoretic restrictions by comparing the normalized entropy of α with and without the restrictions. The normalized entropy measure is S(α) = -(Σ r α r ln α r )/(ln n). The normalized entropy measure is S(α) = 1 if all outcomes are equally likely, and is S(α) = 0 if we know which action will be taken with certainty. The magnitude of the change in normalized entropy from imposing the gametheoretic restrictions provides a measure of the information they contain. See Soofi (1992) and Appendix 1 for a derivation of the properties and inferences results for this estimator.
COLAS
Using quarterly data for 1968-1986, we estimate the price and advertising strategies for Coca-Cola and Pepsi-Cola using the GME and GME-Nash approaches. The Coca Cola
Company and Pepsico, Inc. dominate the cola and soft-drink markets. 6 We use quarterly data for 1968-86, which were obtained from a variety of secondary sources and are described in Gasmi (1988) , Gasmi and Vuong (1991) , and Gasmi, Laffont, and Vuong (1992) . 7 5 Monte Carlo sampling experiment that support this conjecture are available from the authors. 6 In 1981 for example, Coca-Cola's share of colas was 44.4% and its share of the national carbonated soft-drink market was 27.8% (according to the Beverage Industry Annual for 1986). The corresponding shares for Pepsi were 34.6% and 21.6%.
We assume that firms set prices and advertising and use the demand specification from these earlier studies: firms would realize that choices today influence profits in the future and hence would not act as though they were playing a repeated static game.
It would be possible to alter our model to allow for lagged advertising by assuming that the firms' only decision variable is price and that advertising is only a demand shifter (like income). Though this approach would lead to a much simpler estimation problem than the one we examine, we do not believe that it is reasonable to view advertising as anything but a decision variable.
Another approach we could have taken would be to include lagged sales (arguing that consumers develop brand loyalties) and then estimated a dynamic oligopoly model. There have been a number of efforts to estimate dynamic models of this sort, including Erickson (1992), Karp and Perloff (1989) and Roberts and Samuelson (1988) . Erickson, for example, estimates a game in which Coke and Pepsi's current market share depends on the lagged market share in addition to current advertising, so that a stock effect exists. In principle our estimation methods can be applied to dynamic games, although the problem becomes difficult due to data and computational limitations.
Cola Estimates
For both the GME and GME-Nash models, firms have 35 possible actions in each period. 9 We divide the range of possible prices into seven intervals and the range of possible advertising levels into five intervals.
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To estimate the GME-Nash model, we impose sign restrictions from economic theory on both the cost (all cost coefficients are non-negative) and demand parameters (demand falls with a firm's own price and rises with the other firm's price and its own advertising) and the game-theoretic restrictions in 15 periods (every fifth quarter starting with the third quarter).
By only imposing the restrictions in about one-fifth of the periods, we greatly reduce the size of the estimation problem. For the GME-Nash, the estimated cost parameters are η 0 = 13.482, η 1 = η 2 = 0 (due to the theoretical restriction that the coefficient be non-negative), and η 3 = 0.208 for CocaCola. The corresponding cost coefficients for Pepsi-Cola are 7.251, 0, 0, and 0. Table 1 shows the GME estimates of Coca-Cola's coefficients on the exogenous variables, z. 12 From the estimated coefficients, we can calculate the strategy probabilities, 11 We examined the sensitivity of our results to this assumption. We compared the estimate here where we imposed the theoretical restrictions on every fifth period (the frequency) starting with the third quarter to one with the same frequency where we started with the second or fourth quarter and found that the results were virtually identical. We also found that our estimates were not very sensitive to reducing the frequency. α, for each period. We show the estimates for the first quarter of 1977, near the midpoint of the sample, for Coca-Cola in Figure 1 and Pepsi-Cola in Figure 2 . In both figures, panel a shows the GME estimates and panel b shows the GME-Nash estimates.
For both companies, the GME probability estimates are more uniform (reflect greater entropy) than the GME-Nash estimates. These figures illustrate that the game-theoretic conditions contain additional information beyond that in the data alone. If this theoretical information is true, it improves our estimates.
The corresponding marginal distributions for price and advertising strategies for both the GME and GME-Nash models are shown in Figure 3 for Coke and in Figure 4 for Pepsi.
The GME-Nash marginal distributions put more weight on the category with the largest probability than do the GME marginal distributions.
This pattern is repeated in virtually all periods. We can compare the different estimators empirically using the normalized entropy (information) measure S(α). The normalized entropy measures for the GME, 0.66 (Coke) and 0.73 (Pepsi), are closer to one (the upper bound of entropy) than are the corresponding GME-Nash measures, 0.31 and 0.41. These numbers show the extent to which the game theoretic restrictions bind: They measure the amount of additional information contained in the restrictions. Similarly, the pseudo-R 2 , which is the expected value of 1 -S(·) for both firms (see Appendix 1), is 0.31 for the GME model and 0.64 for the GME-Nash model.
The GME-Nash model is flexible enough to allow for both pure and mixed strategies.
Out of the 76 periods of the sample, there are three periods for each firm where it uses a pure strategy.
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Tests
We now test whether our theory is consistent with the firms' behavior (data), using a variety of tests (see Appendix 1, Kullback, 1959, and Gokhale and Kullback, 1978) . The entropy-ratio test statistic (which is analogous to the likelihood-ratio test from classical statistics) is [2H(GME) -2H(GME-Nash)] = 359.38 < χ We now compare the strategies (estimated α) of the GME and the GME-Nash models using first cross-entropy χ 2 tests (Appendix 1) and then Kolmogorov-Smirnov (KS) tests.
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On the basis of a cross-entropy χ 2 test, we reject the null hypothesis that the GME and GMENash estimated strategies are identical in 34 periods (out of the 76 total periods) for Coke and in 25 periods for Pepsi. Thus, we conclude that the profit-maximizing, Nash restrictions are consistent with the data and contain useful information, so that imposing these restrictions affects our estimates of the strategies.
Next, we compare the strategies of the two firms for the GME-NASH model. We reject the null hypothesis that the two sets estimated strategies are identical in 74 out of the 76 periods. That is, the firms use different strategies.
For example, by comparing Figures 1b and 2b , we see that Coke and Pepsi had very different strategy distributions in the middle of the sample. Coke had a single-modal strategy distribution with most weight on a moderate price-moderately intense advertising strategy,
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whereas Pepsi had a bimodal distribution with the most weight on a high price-intensive advertising strategy.
We obtain similar results using the Kolmogorov-Smirnov (KS) test to examine whether the estimated GME and GME-Nash distributions differ systematically. On the basis of a KS test at a 5% significance level, we cannot reject the hypothesis that the GME and GME-Nash distributions and marginal distributions, averaged over all periods, are identical.
14 If, however, we examine the hypothesis that the distributions are the same period by period, we can reject the hypothesis for Coke in 66 (out of 76) periods and for Pepsi in 62
periods.
Next, we investigate the significance of the individual covariates, l = income, price of sugar, wage, and bond rate. That is, we test whether the estimated coefficient is zero (H 0 : z l = 0) or nonzero (H 1 : z l ≠ 0). The χ 2 test-statistic values are 54. 41, 34.38, 78.07, and 56.51 for income, price of sugar, wage, and bond rate respectively. As a result, we reject the null hypothesis for all the covariates at the α = 0.01 level. Thus, though the factor prices do not greatly affect the marginal costs of the firms, they do affect the strategies the firms use (see Section 4.4).
These estimators fit the data reasonably well, as Table 2 shows for both the GME model and for the GME-Nash model. For example, the GME-Nash estimator correctly predicted which of the seven price categories Coke chose in 55% of the periods. Moreover, the model missed by more than one category in only 11% of the periods (this fact is not shown in the table). In this study, the GME predictions are in each case more accurate than those of the GME-Nash: For example Coke's price category is correctly predicted in 70% of the periods by the GME model and only 55% by the GME-Nash. 
Lerner Measures
A standard measure of market power is the Lerner index, which is the percentage by which price is set above marginal cost. Usually, the Lerner index ranges between zero (competition) and one.
We use our estimates of probabilities to calculate the expected Lerner index,
, where c i is our estimate of Firm i's marginal cost. 16 We suppress the dependence of all functions on the public information, z, and hold z constant for purposes of this discussion. In our study, the average adjusted Lerner index is 0.24 for Coke and 0.27 for Pepsi.
For comparison, we also calculated the Lerner index for the Bertrand-Nash model using the coefficients from Model 1 of Gasmi, Laffont, and Vuong (1992) . Averaged over the sample, the index for Coke is 0.42 and for Pepsi is 0.45. Thus, the GME-Nash estimates 23 indicate that firms have less market power than do ML estimates of a Bertrand-Nash equilibrium. 
Effects of the Exogenous Variables
Using our estimated models, we can calculate the effect of a change in each of the exogenous z variables on the strategy probabilities, α, using the same approach as is used with logit and probit models. Table 3 shows the average strategy elasticities using the GMENash estimates (the percentage change in expected action divided by the percentage change in a z variable). 18 Some of these elasticities are large in absolute value because the corresponding probabilities are close to zero.
By inspection of Table 3 , we see that an increase in income, which shifts out demand, increases the probability that Coke, and to a lesser extent Pepsi, charge higher prices. The elasticity of Coke's expected price with respect to income is 0.154 and the corresponding elasticity for Pepsi is 0.0013.
An increase in income (and demand) spreads a unit cost of advertising over a greater volume of sales, so we expect higher income to shift the distribution for advertising to the right. Pepsi's advertising strategy does shift to the right, but for Coke more probability 24 weight is shifted to both tails. The elasticity of expected advertising with respect to income is -0.097 for Coke and 0.03 for Pepsi.
We can calculate similar elasticities with respect to the other exogenous variables.
According to our estimates, the corporate bond rate does not directly affect Pepsi's costs, and it has a negligible effect on Pepsi's strategy. 
CONCLUSIONS
We developed two methods of estimating the strategies of firms, which are the probabilities of taking particular actions. In our application to the cola market, the actions are price-advertising pairs. Both methods are free of parametric assumptions about distributions and ad hoc specifications such as those used in conjectural-variations models. Unlike previous studies of oligopoly behavior that only allowed for pure strategies, we allow for both pure and mixed strategies.
Our simplest approach is to use generalized maximum entropy (GME) to estimate the strategies for each firm using only sample information. This method is more flexible and 25 efficient than the standard maximum likelihood multinomial logit (ML) estimator. Both the traditional ML and the GME estimators ignore restrictions imposed by economic theory and some information about demand and costs.
Our generalized-maximum-entropy-Nash (GME-Nash) approach estimates firms' strategies consistent with the underlying data generation process and the restrictions implied by game theory. The application to the cola market demonstrates that both the GME and GME-Nash models can be used practically.
Tests show that the profit-maximizing, Nash restrictions are consistent with the data but that, because they contain information, alter our estimates of firms' strategies. We are able to use our estimates to show how changes in exogenous variables such as income or factor prices affect the firms' strategies.
Our GME and GME-Nash approaches to estimating games can be applied to many problems in addition to oligopoly, such as wars and joint decisions by husbands and wives.
To do so only requires replacing profits with an appropriate alternative criterion.
Proof:
i) The consistency of the GME estimator is proved in GJP. Let the end points of the error supports of v, v 1 and v m , beand respectively. As T → ∞, ψ s → 1 for 1 / T 1 / T all s in the dual-GME, Equation 3.12. Thus, Σ s ln ψ s (λ) → 0 and plim α T = α.
ii) The GME-Nash with known profit parameters is consistent: By Assumption 1, after we have added the restrictions 2.3 and 2.4, we still have a solution. The argument in (i) together with Assumption 2 implies that plim α T = α.
iii) The GME-Nash with unknown profit parameters is consistent. Given Assumption 3, the GME is a consistent estimator of φ in Equation A1.1 (Mittelhammer and Cardell, 1996) : plim φ T = φ. By the argument in (ii), plim α T = α. These asymptotic properties can also be established via the empirical likelihood approach (Owen, 1990; Qin and Lawless, 1994; .
A2.2 Hypothesis testing
On the basis of the consistency of the estimators, we can define an "entropy ratio statistic" which has a limiting χ 2 distribution (see Kullback, 1959 , Gokhale and Kullback, 1978 , and Soofi, 1992 . We use this statistic to test hypotheses. In general, let λ* be the vector of Lagrange multiplies for all the model's constraints. Let H M (λ* 0 ) be the entropy value of the constrained problem where λ* = 0, or equivalently all the parameters (strategies as well as demand coefficients) are constrained to be zero (or at the center of their supports).
Thus, H M (λ* 0 ) is the maximum value of the joint entropies (objective function). It can be obtained by maximizing Equation (3.11)subject to no constraints (except for the requirement that all distributions are proper). Doing so yields the total entropy value of the three sets of 32 discrete, uniform distributions α, w, and ω. Now, let H u (λ *) be the objective (total entropy) value for the full GME-Nash model -the optimal value of Equation (3.14) -where λ* is the set of estimated values (that is, they are not forced to equal zero).
The entropy-ratio statistic for testing the null hypothesis H 0 that all parameters are zero is
Under the mild assumptions we made above (or the assumptions of Owen, 1990 and Qin and Lawless, 1994) , as T → ∞ when H 0 is true and K is the number (parameters 0) → χ 2 K of restrictions. The approximate α-level confidence intervals for the estimates are obtained by setting , where C α is chosen so that Pr(χ 2 K < C α ) = α. Similarly, we can test ( ) ≤ C α any other hypothesis of the form H 0 : α = α 0 for all, or any subset, of the parameters. We use these entropy-ratio statistics to test whether the economic and Nash restrictions are consistent with the data.
Using the same line of reasoning as above (each constraint, or data point, represents additional potential information that may lower the value of the objective function but can never increase it), one can derive a "goodness of fit" measure for our estimator:
, where R * = 0 implies no informational value of the data set, and R * = 1 implies perfect certainty or perfect in-sample prediction. This measure, R * , is the same as the information index in Soofi, 1992 .
The small-sample approximated variances can be computed in a number of ways. We discuss two simplest approaches here. First, for each equation (say the two sets of demand equations), we calculateσ Because our model is a system of a large number of equations, the elements of the asymptotic variance-covariance matrix, Ω, for the error terms of the entire system are estimated in the traditional way, taking into account all the data and all the restrictions (Equations 2.3, 2.5, 2.6, and A.6).
Finally, we note the relationship between the entropy objective and the χ 2 statistic.
This relationship is used for comparison of various estimated strategies and various estimated distribution. The cross-entropy measures is defined as (2.1)
where α o is a proper prior probability distribution. Now, let {α k } be a set of K observed frequencies (strategies) over a set of K observed prices. Let the null hypothesis be H 0 : α = α o , then
A second-order approximation of (A2.1) is
which is the entropy-ratio statistic (for evaluating α versus α o ) that we previous discussed.
We conclude by noting that two times the entropy-ratio statistic corresponds (at the limit) to χ 2 (k-1) . 
