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In the 70’s Smith and Tassie, and Bell and Ruegg independently found SU(2) symmetries of the
Dirac equation with scalar and vector potentials. These symmetries, known as pseudospin and spin
symmetries, have been extensively researched and applied to several physical systems. Twenty years
after, in 1997, the pseudospin symmetry has been revealed by Ginocchio as a relativistic symmetry
of the atomic nuclei when it is described by relativistic mean field hadronic models. The main
feature of these symmetries is the suppression of the spin-orbit coupling either in the upper or
lower components of the Dirac spinor, thereby turning the respective second-order equations into
Schro¨dinger-like equations, i.e, without a matrix structure. In this paper we propose a generalization
of these SU(2) symmetries for potentials in the Dirac equation with several Lorentz structures, which
also allow for the suppression of the matrix structure of second-order equation equation of either the
upper or lower components of the Dirac spinor. We derive the general properties of those potentials
and list some possible candidates, which include the usual spin-pseudospin potentials, and also 2-
and 1-dimensional potentials. An application for a particular physical system in two dimensions,
electrons in graphene, is suggested.
PACS numbers: 03.65.Pm, 03.65.Ge,31.30.jc
2I. INTRODUCTION
Pseudospin symmetry has been a topic in nuclear physics since the late 60’s, when it was introduced to explain the
near degeneracy of some single-particle levels near the Fermi surface. The subject was revived in 1997 when Ginocchio
was able to relate it with a symmetry of the Dirac equation with scalar S and vector V mean-field potentials such that
V = −S +C where C is a constant [1]. A related symmetry, the spin symmetry, was used to explain the suppression
of spin-orbit splittings in states of mesons with a heavy and a light quark. Actually, both symmetries had been found
before in the 70’s independently by Smith and Tassie [2] and by Bell and Ruegg [3] as SU(2) symmetries of the Dirac
equation with scalar and vector potentials, i.e., potentials coupling to the mass and energy, respectively. Two reviews
of the subject, one by Ginocchio [4] and a recent one by Liang et al. [5], give a good overall account of the many
results produced in these last 18 years, regarding both the main features of those symmetries and their applications
to physical systems.
One notable feature of these symmetries is the suppression of either the spin-orbit or the so-called pseudospin-orbit
coupling that are present in the second-order equations for the upper and lower Dirac spinor components, respectively.
Since those terms arise from the coupling of those spinor components in their first-order Dirac equations, they have a
non-trivial, i.e., different from identity, matrix structure. Therefore, their suppression amounts to have the upper (spin
symmetry) or lower (pseudospin symmetry) spinors satisfying second-order equations of Shro¨dinger type, i.e, with no
matrix structure (see [6–10], and [11] for a brief review). This is possible because we have both scalar and vector
potentials S and V . In particular, when one is close to spin symmetry conditions (S ∼ V ), one can suppress spin-orbit
couplings even in a relativistic fermion system. This may come as a surprise at first, since spin-orbit coupling can
be shown to be a relativistic correction to non-relativistic quantum mechanics with only vector potentials [13]. It is
worthwhile to remark that these symmetries give also rise to supersymmetric patterns of the Dirac Hamiltonian [12].
In this paper we aim to investigate which are the conditions for a pair of potentials in Dirac equation to produce
this same effect, i.e., the suppression of the matrix structure for second-order equations for either the upper or the
lower component of the Dirac spinor. Thus, we are generalizing the findings of Smith and Tassie [2], and Bell and
Ruegg [3], where only the case of a pair of scalar and vector potentials was considered.
These conditions are derived in Section II, as well as the generators of the corresponding SU(2) symmetries, showing
at the same time that they commute with the Dirac Hamiltonian. In the following Section we discuss the Lorentz
structure of potentials satisfying those conditions and weaker conditions as well, leading in this last case to 2- and
1-dimensional potentials in coordinate space.
Finally we draw the conclusions and briefly discuss possible physical systems to which the previous results may be
applied, and in particular the case of electrons in graphene, a two-dimensional system described by the Dirac equation
of relativistic fermions with effective mass zero, which in principle could also exhibit such symmetries.
II. GENERAL SPIN AND PSEUDOSPIN SYMMETRIES IN THE DIRAC EQUATION
A. Generators of the symmetry
The time–independent Dirac equation for a spin 1/2 particle with energy E, under the action of an external
hermitian V potential (which may include a mass term) with a general Lorentz structure reads
Hψ = (α · pˆ+ V )ψ = Eψ . (1)
where αi (i = 1, 2, 3) are the 4×4 matrices related to the usual Dirac gamma matrices γ
µ, µ = 0, 1, 2, 3, by αi = γ
0γi.
Units h¯ = c = 1 are used.
We will now consider the conditions for the potential V under which the Dirac equation (1) has SU(2) symmetries
of the type described by Bell and Ruegg [3], following closely their procedure.
Let us consider operators P± = (I ±O)/2 in the spinor 4-dimensional space which have the projector properties
P±P± = P± (2)
P±P∓ = 0 , (3)
which are satisfied if the matrix O is such that O2 = I, I being the identity matrix in spinor space. We further require
that
{αi, O} = 0 , (4)
which implies that
P±αi = αiP∓ . (5)
3If V has the general form V = VOO + VvI, where VO and Vv are functions of the coordinates, it can be written as
V = V+P+ + V−P− with V± = Vv ± VO . (6)
We apply now the projectors P± to the Dirac equation (1) to get the two coupled equations
α · pˆψ− + V+ ψ+ = Eψ+ (7)
α · pˆψ+ + V− ψ− = Eψ− , (8)
where ψ± = P±ψ.
Let us now set one of the potentials V±, say V−, to a constant C−, meaning that Vv = VO +C−. Applying α · pˆ to
equation (8), and using the general property
α ·Aα ·B = A ·B + i(A×B) ·Σ (9)
where Σ = α×α/(2i) = γ5α is the spin matrix in four-dimensional spinor space, we get
pˆ
2 ψ+ = (E − C−)α · pˆψ− = (E − C−)(E − V+)ψ+ (10)
using also eq. (7). This is a Schro¨dinger-type equation for ψ+ with no matrix structure. Therefore, it is invariant
under the infinitesimal spin transformation
ψ+ → ψ+ + δψ+ = ψ+ +
ǫ ·Σ
2i
ψ+ (11)
The corresponding transformation for ψ−, using (8) and (9), is
δψ− =
α · pˆ
E − C−
δψ+ =
α · pˆ
E − C−
ǫ ·Σ
2i
ψ+
= α · pˆ
ǫ ·Σ
2i
α · pˆ α · pˆ
pˆ
2 (E − C−)
ψ+
=
ǫ
2i
·
α · pˆΣα · pˆ
pˆ
2
ψ− . (12)
For the transformation of the full spinor ψ = ψ+ + ψ−, and defining s = α · pˆΣα · pˆ
/
pˆ
2, we get
δψ = δψ+ + δψ− =
ǫ
2i
· (Σψ+ + sψ−) =
ǫ
2i
· (ΣP+ + sP−)ψ , (13)
from which we can write the generator of this transformation as
S− = ΣP+ + sP− . (14)
One can obtain the second-order equation for ψ− from eqs. (7) and (8), using (9) again. It reads
pˆ
2 ψ− +
1
E − V+
(
∇V+ × pˆ ·Σ− i∇V+ · pˆ
)
ψ− = (E − C−)(E − V+)ψ− . (15)
If the potential V+ is radial, in the second term in the left-hand side of the equation we can identify a spin-orbit
coupling term and the Darwin term [11].
B. Commutation with the Dirac Hamiltonian
One can check that the generator S− of the transformation described above is indeed a symmetry operator by
computing its commutator with the Hamiltonian
H− = α · pˆ+ V+P+ + C−P− . (16)
One may note that condition (4) implies that
[O,Σ] = [P±,Σ] = 0 , (17)
4provided that
{
γ5, O
}
= 0, which is true as long as O contains an odd number of distinct γµ matrices. Actually, this
last requirement is also a necessary condition for (4) to hold.
One has
[H−, (S−)i] = [α · pˆ, (S−)i] + [V+P+, (S−)i] + [C−P−, (S−)i] , i = 1, 2, 3. (18)
For the last term one has
[C−P−, (S−)i] = C− [P−, (S−)i] = C− [P−,Σi P+] + C− [P−, si P−] = 0 , (19)
since P− commutes with Σi and si and also because of property (3).
For the second term in (18)
[V+P+, (S−)i] = V+ [P+, (S−)i] + [V+, (S−)i]P+ = 0 . (20)
Here the first term is zero because P+ commutes with Σi P+ and si P−. The second term is also zero because, (1) Σi
commutes with V+, (2) the si term contains the product P−P+, so [V+P+, (S−)i] = 0.
Finally, for the first term in (18) we have
[α · pˆ, (S−)i] = [α · pˆ,Σi P+] + [α · pˆ, si P−] . (21)
Furthermore, we have
[α · pˆ,Σi P+] = [α · pˆ,Σi]P+ +Σi [α · pˆ, P+]
= [α · pˆ,Σi]P+ +Σiα · pˆ(P+ − P−) = [α · pˆ,Σi]P+ +Σiα · pˆO . (22)
Similarly,
[α · pˆ, si P−] = [α · pˆ, si]P− + si [α · pˆ, P−] = [α · pˆ, si]P− + siα · pˆ(P− − P+)
= [α · pˆ, si]P− − siα · pˆO = [Σi,α · pˆ]P− −α · pˆΣiO . (23)
Summing these two last expressions we get
[α · pˆ, (S−)i] = [α · pˆ,Σi](P+ − P−) + [Σi,α · pˆ]O = [α · pˆ,Σi]O + [Σi,α · pˆ]O = 0 . (24)
This completes the proof that [H−, (S−)i] = 0.
C. Algebra of the generators. The spin symmetry case
Let us consider the commutation relations between each component of generator S−, namely,
[(S−)i, (S−)j ] i, j = 1, 2, 3 . (25)
One has
[(S−)i, (S−)j ] = [Σi P+ + si P−,Σj P+ + sj P−] = [Σi,Σj ]P+ + [si, sj ]P−, (26)
because of the projector properties (2) and (3) and because P± commutes with Σi and si. Since
[Σi,Σj ] = 2i εijkΣk and [si, sj ] = α · pˆ [Σi,Σj ]α · pˆ
/
pˆ
2 = 2i εijksk , (27)
one has
[(S−)i, (S−)j ] = 2i εijk(S−)k (28)
i. e., the generators (S−)i satisfy a SU(2) algebra. This case, Vv = VO + C−, is usually known as the spin symmetry
case of the Dirac Hamiltonian, since we have a normal spin transformation in the upper component of the Dirac spinor
as shown in (11).
5D. The other symmetry: the pseudospin symmetry case
Of course, we could as well have set instead V+ to a constant C+. In that case, the roles of ψ± would be reversed
and one would have another symmetry whose generator would be
S+ = ΣP− + sP+ , (29)
which would commute with the Hamiltonian
H+ = α · pˆ+ V−P− + C+P+ . (30)
Similarly as was done in the previous subsection, one can show that these generators also satisfy a SU(2) algebra.
The second-order equations for the upper and lower spinors would then be
pˆ
2 ψ+ +
1
E − V−
(
∇V− × pˆ ·Σ− i∇V− · pˆ
)
ψ+ = (E − C+)(E − V−)ψ+
pˆ
2 ψ− = (E − C+)(E − V−)ψ− .
This case, Vv = −VO + C+, is usually known as the pseudospin symmetry case of the Dirac Hamiltonian, since we
have a normal spin transformation in the lower component of the Dirac spinor which has an inverse parity relative to
the one of the upper component and to the parity of the whole spinor.
III. POSSIBLE O MATRICES
From the previous section, in order to have one of these two SU(2) symmetries, the matrix O must satisfy the
following relations:
1. O2 = I
2. {αi, O} = 0 .
3. [O,Σi] = 0 .
As explained before, the relation [O,Σi] = 0 is a consequence of condition 2. These three requirements are satisfied
by the Hermitian matrices β = γ0 and iγ0γ5. The case of O = γ0 leads to the well-known spin and pseudospin
symmetries described in the Introduction.
If one relaxes the second requirement, one can also consider the linear combination O = λ · α, such that λ is a
constant unit vector (λ · λ = 1) and also such that λ · pˆ ψ = 0. Because one has P±α · pˆ ψ = α · pˆP∓ ψ ± λ · pˆ ψ,
one would still have P±α · pˆψ = α · pˆP∓ ψ. Then the third condition can be satisfied in a weak way, considering
transformations with infinitesimal parameters ǫ such that
[λ ·α, ǫ ·Σ] = 2i (λ× ǫ) ·α = 0 , (31)
meaning that the vectors λ and ǫ must be parallel. For instance, if λ = eˆz, i.e., O ≡ α3 = γ
0γ3, then one should have
pˆ3 ψ = 0 and ǫ = ǫeˆz. In this case the symmetry generator would be the matrix Σ3, generator of the two-dimensional
rotation group in four-component spinor space, which is a realization of the unitary group U(1). Our problem would
be 2-dimensional, i.e., the spinor (and potentials), would depend only on coordinates x, y.
Another possibility for O would be the linear combination of the space components of the tensor operator in spinor
space γ0σ0i = iβαi, i.e., O = iβλ ·α. The first requirement would be met again by setting λ ·λ = 1. The second and
third requirements would be met by setting, respectively,
{βλ ·α,α · pˆ}ψ = β[λ ·α,α · pˆ]ψ = 2iβλ× pˆ ·Σψ = 0 , (32)
[βλ · α, ǫ ·Σ] = β[λ · α, ǫ ·Σ] = 2iβλ× ǫ ·α = 0 . (33)
The first condition would be satisfied if λ × pˆψ = 0 and the second one if ǫ is parallel to λ. If one chooses again
λ = eˆz, this would give rise to a 1-dimensional potential, depending only on z.
6IV. DISCUSSION AND CONCLUSIONS
We have derived the general conditions under which a general potential plus a vector potential give rise to spin
and pseudospin-like symmetries in the Dirac equation, i.e., lead to a Schro¨dinger-like equation for the upper or lower
component of the Dirac spinor. In three-dimensional space, we showed that there are two potentials which satisfy
those conditions: a scalar potential, giving rise to the usual the spin and pseudospin symmetries found independently
by Smith and Tassie [2], and Bell and Ruegg [3] , and a pseudoscalar potential. In this last case the Dirac Hamiltonian
would read
H = α · pˆ+ iβγ5Vps + Vv , (34)
with Vps = ±Vv. In physical terms, this would correspond to a system of massless fermions interacting with mean-field
pseudoscalar and vector potentials which have the same magnitude. One physical system in which this symmetry
would be slightly broken would describe a fermion, say, a baryon, with a relatively small (effective) mass, interacting
with a pion and ω meson.
As was shown in the last section, if we constrain the fermion motion to 2- and 1-dimensional space, there are
additional potentials for which these symmetries can be realized. The respective spin or pseudospin symmetric
Hamiltonians would look like
H2 = αxpˆx + αy pˆy + αzVz + V2v (35)
H1 = αz pˆz + iβαzVt + V1v , (36)
with 2- and 1- dimensional mean-field potentials such that Vz(x, y) = ±V2v(x, y) and Vt(z) = ±V1v(z).
Equation (35) can represent a particularly interesting way of realizing these symmetries in two-dimensional coordi-
nate space, because there is indeed a physical system with relativistic fermions with effective mass zero which could
exhibit such symmetries: electrons in graphene. These effective particles can be described by a massless 3+1 Dirac
equation within the framework of interacting quantum field-theories (see e.g. [14, 15]). One example is the continuum
spectrum of the Dirac electron interacting with two dimensional potentials embedded in a 3+1 space [16]. Again, in
that theory one has in general also potentials with Lorentz structure other than vector, and, in this case, the third
component of a four-vector potential (γ0γ3 = αz) (note that the Lorentz character of VOO is given by its form in the
covariant form of the Dirac equation, i.e., γ0VOO), but it may be interesting to assess the effect of this symmetry on
the continuum and discrete spectrum of the Dirac electrons as well as its breaking due the other potentials. In this
way, the Dirac electrons on graphene could be a tool to study the consequences of the generalized spin and pseudospin
symmetries in a controllable form. We leave for a future work such detailed investigation.
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