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ABSTRACT 
We present a linear systolic array of O(n) cells that solves the least squares linear 
prediction problem in time O(n) via an algorithm based on the so-called lattice 
algorithm. The total storage required is O(n) words, i.e., only a constant number of 
words are needed at each cell. 
1. INTRODUCTION 
A rectangular Toeplitz matrix with zero boundaries is an (n + p) X ( p + 1) 
matrix of the form 
x= = 1 Xl> x2 ,...> x,+1]. (1.1) 
Such matrices often arise in the linear prediction of stationary time series. The 
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linear prediction problem of order p for the series { tk} with only a finite 
number of nonzero terms, e.g. .$k = 0 for k < 1 and k > n, is to find the 
coefficients a r, . . . , a p which minimize the mean squared prediction error 
Ep=~(&+@-,+ ... +u~~L-~)~. 
k 
(1.2) 
This may be formulated as the following linear least squares problem for the 
matrix X, = [x2,...,xP,xP+r] and the vector xi: 
or, by forming the normal equations, as the problem of solving the following 
linear system of equations for the symmetric positive-definite Toeplitz matrix 
X:X, and the vector - Xzx,: 
X,TX,a = - X,‘x i. (1.4) 
Several systolic algorithms that use a linear array of O(n) cells are known 
for the solution of the latter problem in time O(n) and storage O(n); see [l], 
[6]. In this paper we show that it is also possible to solve the least squares 
linear prediction problem (1.2) on a linear array of O(n) cells in time O(n) 
and storage O(n) without forming the normal equations. The algorithm we 
use is based on orthogonalization techniques described in [2] (where applica- 
tions are also listed). One computes an (n + 11) X (p + 1) matrix Q with 
orthogonal columns and an upper triangular (p + 1) X ( p + 1) matrix @ with 
l’s on the diagonal such that 
X@=Q. (1.5) 
Then the solution to (1.2) is given by the last column of a. 
This algorithm is known as the lattice method for linear prediction, and 
with some modifications it may be implemented on a linear array of O(n) 
cells in time O(n). Its numerical stability has been recently established in [3]; 
our experiments suggest that the numerical properties of the modified version 
presented here are similar to those of the original method. 
Section 2 contains a description of the standard lattice algorithm, and 
Section 3 describes the modification of the lattice algorithm. In Section 4 a 
systolic implementation is given, and Section 5 contains a summary of the 
results. 
LINEAR PREDICTION PROBLEMS 29 
2. DESCRIPTION OF THE LATTICE ALGORITHM 
In order to explain the systolic variant of the lattice algorithm we start 
with a brief description of the standard lattice algorithm, henceforth referred 
to as the LA algorithm; the reader is referred to [2] for a more detailed 
discussion and derivation. 
Let X be a Toeplitz matrix with zero boundaries, i.e., 
X = [x1,x2 ,..., x,+,1, 
where 
the element [, appears in the ith position in the vector xi, and X has 
dimension (n + p) x (p + 1). Note that X is determined solely by the vector 
Xl’ 
For any k-vector z = [{i,. . . , Sk _ 1, lklT, define the “shift one down” 
operator S by 
Sz= [WI >..., ~,_,I’. 
The “shift one up” operator, denoted by S - ‘, is defined analogously: 
s-‘z= [12 )..., lk,OIT. 
The LA algorithm computes the upper triangular matrix 
O= 
and two matrices Qr 
= 
1 ‘pl,2 (P1,3 . . . (Pl,p+l 
1 (P2.3 ’ ’ ’ (P2,p+l 
1 . Q%,p+l 
1 
(2.1) 
If i ,..., f,,f,+,] and Q,,= [b, ,..., b,,b,+,] with or- 
30 
thogonal columns such that 
X@ = Qr, 
XE,+J” = QI,, 
where Ep+ 1 is the (p + 1) X (p f 1) exchange matrix, 
E p+1= 
[ 0 1 1 -. . 0 1 
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The algorithm for computing a, Qr, and Q,, from x1 is the following 
ALGORITHM LA 
Initialization: 
Loop I: 
for k = 1,2,.. 
Loop II: 
for k=2,3,.. 
for i = 1,2, 
f, :=L, := X1’ 
b p+l:= spb,. 
P 
(m-d 
‘P1,/c+1= 
w/J ’ 
f k+l= %,k+;bk+ Sfk, 
iI k+l=“bk+(P1,k+lSfky 
bp+,_k=SP+l-klbk. 
:.:k-l 
‘Pi+l,k+l=‘Pl,k+l(Pk-i,k+(Pi,k’ 
(2.2) 
(2.3) 
(2.4a) 
(2.4b) 
(2.4~) 
(2.4d) 
(2.5) 
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From (2.2) the vector f,, 1 can be represented as 
f p+l = ‘p1,,+1x1+ (P2,p+lX2 + . . . + ‘pP.P+lxP +xP+l- (2.6a) 
Since 
f ,+ll_Lin(xl,...,x,), (2.6b) 
weseethatf,+,-x,,, is the orthogonal projection of x p + 1 on Lin(x 1,. . . ,X p ). 
Thus the coefficients ‘pl, p+ 1, ‘p2,p+ l,. . . , q,, p+ l solve the minimization Prob- 
lem 
and 
Fp = IIf,+ 1112. 
(2.7) 
(2.8) 
Similarly, from (2.3) 
and 
b,.lLin(x,,...,x,+,). (2.9b) 
Thus the coefficients ‘pp, p+ i, ‘pp _ 1, p + l,. . . , ‘p 1, p + 1 sohe the minimization 
problem 
(2.10) 
and 
B, = Ilb,,ptll12. (2.11) 
Comparing (1.3) with (2.10) we see that the vector a = 
[(PI,.r,+l~(Pr,~l,p+l~...~(Pl,p+l 
] Tgives the desired solution to the linear predict- 
ion problem (1.2). 
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3. PARALLEL LATTICE ALGORITHM 
Algorithm LA is not well suited for parallel computation. Firstly, loop I 
computes two inner products for each k. But this computation of inner 
products cannot be uncoupled, since computation of the following inner 
product cannot be started before the previous one is finished, substantially 
slowing down the parallel processing speed. Secondly, execution of loop II on 
a linearly connected array of processors may be slowed down by communica- 
tion requirements. As will be shown in this section, it is possible to avoid the 
inner product operations and therefore achieve much higher parallelism. Also 
the delay in loop II may be eliminated by simultaneously implementing (2.5) 
together with an equivalent formula in which, however, operations are 
performed in reverse order to (2.5). 
In order to eliminate the computation of inner products from Algorithm 
LA we first rewrite (2.4a) in the equivalent form 
(SfkA) 
(Pl,k+l= - 
(bd ’ 
(3.1) 
The formula (3.1) follows from the fact that f,,lb, E Lin(x,,...,xk), f, is 
orthogonal to Lin(x,,. . . ,xk _ i), and Ibk is orthogonal to Lin(x,, . . . ,x,); (3.1) 
still requires computation of two inner products, but now these may be 
computed recursively. 
Taking the inner product of the relations (2.4b) and (2.4~) with xi, we 
obtain 
(f k+l’ x1) = ‘Pl,l+k(lbk,Xl)+t(Sfk,XI), 
k+l, ‘1) = (IbkTX1)+ (Pl,l+k(Sfk,X1)* 
(3.2) 
The relations (3.2) show that the inner products at level k + 1 are simple 
linear combinations of values of the inner products from level k. Thus, given 
theinitialinnerproducts(Si-‘f,,x,)=(Si-’lbl,xl)=(xi,x1),i=1,...,p+1, 
inner products on subsequent levels may be generated recursively by (3.1) 
and (3.2). 
By defining the quantities 
qi,k = (Si-‘fk,X& 
1;,k= (s’-$,x1), 
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the relations (3.1) and (3.2) may be written more compactly as 
(Pl,lik = - %,k/‘I,k> 
and 
qk+l= ‘Pl,l+krk + s -‘Sk 
(3.3) 
(3.5) 
where the vectors q, and rk have dimension p + 1 and 
qk = hf1.k ,...,q,~k,k,qp+l-k,k,X,..., 4’ 
1 
rk= [rl,k,.‘.,rp~k,k,rp+l-k,k,~,...,~] . 
(3.6) 
At step k + 1 only the first p + 1 - k elements of the vectors q, and rk are 
required; elements denoted by x are of no importance for the algorithm and 
do not have to be computed. 
The relations (3.3) and (3.5) now form a basis for the algorithm for 
computing {‘P,,~,‘P,,~,...~(P,,~+~}, ’ next we show how to get all other rows of 
the matrix @. 
Substituting k - i in place of i in (2.5) gives the equivalent formula 
(3.7) 
The relations (2.5) and (3.7) compute column k + 1 of the matrix @ based on 
the knowledge of column k and the first element of column k + 1. Column 
k + 1 may be generated from top to bottom or vice versa, depending on 
whether (2.5) or (3.7) is used. (2.5) and (3.7) may be written in vector form 
“k+l = “k + (Pl.k+lSUka 
where the vectors u k + i and vk + 1, have dimension p + 1 and 
uk= [‘P1,k,...,(Pk~2,k,(Pk-l,k,1,0,...,olT, 
T 
“k= [~,~k-l,k,~~~~(P2,k~(Pl,k~0~0~~~~~0~ . 
(3.9) 
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The relations (3.3), (3.5), (3.8) are the basis of the recursive procedure for 
computing columns of the matrix ip. In the kth step of the recursion we 
determine from (3.3) the scalar ~)i,k+ r, from (3.5) the kth partial inner 
products, and from (3.8) the (k + 1)st column of the matrix a. 
The modified version of Algorithm LA is given below. 
ALGORITHM PLA 
Initialization: 
f, :+=~1, 
b p+l := SPL,, 
Main loop: 
for k = 1 2 f ,...,p 
%,1+k = - %,k/T1,k~ 
qk+l= (Pl,l+krk + ’ %k, 
rk+l = rk + (Pl,l+kS -%k, 
f l+k = ‘Pl,l+kLk + Sfk, 
L k+l=h,k+%,l+kSfl,k? 
b p+l-k = Sp-kLk+l, 
(*) 
Uk+l=ql,k+l k v +hk, 
vk+l = “k + ‘Pl,k+lSUk. 
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On inspection of the above algorithm, it is easy to see that all operations 
performed in Algorithm PLA are vector operations. Moreover, each vector 
operation may be executed componentwise from left to right, This in turn 
means that vector operations can be pipelined in the sense that the loop for 
step k + 1 can start immediately after only the first few components of each 
vector have been computed in the loop for step k. Thus, with multiprocessing 
and pipelining, we may expect the execution time for Algorithm PLA to be of 
order 0( n + p) with O(p) processors, instead of 0( np) for the sequential 
Algorithm LA. 
Our procedure differs from the one given in [2] mainly in the way in 
which the first row of the matrix Q is generated. Unlike the algorithm in [2], 
Algorithm PLA computes inner products recursively, which makes parallel 
implementation possible. Moreover, in order to avoid the communication 
problem in loop II, two copies of the kth column of the matrix @ are 
computed; one is generated top-down, while the second is computed in 
reverse order. 
Once more we stress that our main interest lies in the last column of the 
matrix @. If required, the residual error, which is equal to b,,,, 1, can be 
computed by the part of Algorithm PLA denoted by ( *). 
4. SYSTOLIC IMPLEMENTATION 
In this section we describe a one-dimensional array of processors for 
computing the solution of the least squares problem (1.2). We consider the 
case when the problem “fits” the array, i.e., the dimension n of the problem 
is equal to the number of processing cells. The algorithm can be easily 
modified to handle the case when the dimension of the problem exceeds that 
of the array. 
We assume that we have at our disposal a synchronous system of linearly 
connected microprogrammable cells. This allows us to change the set of 
operations performed by each cell when necessary. This approach is similar to 
the one adopted in the PSC project [3]. 
The complexity of the parallel algorithm is measured in units of time. A 
time unit is the maximal time that is necessary for a processor to perform the 
most time consuming set of operations (specified below) together with the 
transfer of data to and from neighboring processors. A synchronization 
mechanism allows processors to exchange data at times separated by integer 
multiples of a time unit. 
The systolic implementation of Algorithm PLA consists of the following 
steps. 
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Step 1. Given an (n + p)-vector xi= [[i ,..., [,,O ,..., O]r, compute the 
imrer products ti =(Si-‘x1,x1), i = l,..., p + 1, where S is the “shift one 
down” operator. In other words, compute the vector 
t = XTX,. 
Stw 2. Given the inner products ti, i = 1,. . . , p + 1, compute the first 
row of the matrix @‘, i.e., the scalars ‘pi,s, . . . , ‘pi, ,,+ i. 
Stw 3. Given the scalars ‘p,,s, . . . , ‘pl, p+ 1, compute the scalars 
(PI.r,+I~~~~~(pp,p+l’ i.e., the last column of the matrix a. 
Step 4 (optional). Given the scalars ‘pi,s,. . . , ‘pl,p+l, compute ]]b,]],, i.e., 
the norm of the residual error. 
To simplify the description, different arrays will be used for the realization 
of steps 1 to 4. In practice the arrays could be combined. It will be shown 
that each step can be executed on a linear array of p + 1 processors in time at 
most 0( n + p) and storage O(n), yielding a total time of 0( 12 + p) and total 
storage of 0( fl). 
step 1 
There are many possibilities for a realization of the first step, as it may be 
formulated as a convolution computation. A broad discussion of design for the 
convolution problem is given by Kung [ 15]-we have chosen design R2 from 
that paper. In this design the way in which the results are stored in the array 
allows us to start step 2 without any I/O delays. 
The systolic array and its cell definition are depicted in Figure 1. Basically 
the design is one in which the partial results t stay at a cell to accumulate 
terms while two copies of the input, x and x’, move in the same direction but 
at different speeds. 
It is easy to see that after n + p cycles every inner product ti, i = 1,. . . , p, 
is known and stored in register t of cell i. 
step 2 
The scheme for computing (~i,~+i, k = l,.. ., p, can be represented 
graphically as a treelike computation. This is illustrated in Figure 2 for p = 5. 
There are four levels depicted in the figure. Levels are constructed from top 
to bottom by the following rule. The lower row from level i + 1 is obtained by 
multiplying the upper row from level i by the scalar ‘pi, i +2, shifting the result 
to the left, and adding it componentwise to the lower row from level i. 
Similarly, the upper row from level i + 1 is obtained by multiplying the lower 
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step 3 
Recall that once ‘pr,s ,..., (~r_+r are known, the matrix @ can be re- 
covered through the formulae (3.8). As before, we describe these formulae 
graphically, the case p = 5 being illustrated in Figure 4. There are six levels 
depicted in the figure, with each level consisting of two rows. Levels are 
constructed from top to bottom by the following rule. The lower row from 
level i + 1 is obtained by multiplying the upper row from level i by the scalar 
(P1.;+2 and adding it componentwise to the lower row from level i shifted to 
the right by one position. Similarly, the upper row from level i + 1 is obtained 
by multiplying the lower row from level i by the scalar ‘pr, i +2, shifting the 
result to the right by one position, and adding it componentwise to the upper 
l---q 
I 1 
I1 1 
I :1 I 
level 0 
level 1 
level 2 
FIG. 4. 
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FIG. 5. 
row from level i. This view suggests the systolic array shown in Figure 5, 
where the cell definition is also given. 
Cell i, 1 < i < p, computes the i + 1st row and the ith codiagonal of the 
matrix Cp. More precisely, at time t = k + i -2 celI i computes ‘pi+ r, k and 
T~_,,~, k=i+l,i+2 ,..., p. The updated value of qk _ i, k stays at cell i in 
register cpb, while the updated ‘pi + r, k is sent to the right on the next cycle. 
Registers cpb and vf are initialized as 0 and 1 respectively. The data 
(P1,27...7 R,~+~ and 17cp,,2~-~m, enter the systolic array through channels 
‘pl,,, and cpfi’, of the leftmost cell in the order as generated in step 2. The 
datastream ‘P~,~,...,(P~,~+~ moves unchanged through the array with unit 
speed. The datastream 1, q~r,~, . . . , (P~,~ initializes the register q,f of the 
leftmost cell for each following cycle. After 2p - 1 units of time all elements 
of the matrix @ are recovered, in particular the last column of Cp. 
step 4 
Let the vectors fk+l and Ibk+r have components [fi,k+r,fi,k+lr 
. . . . n+k,k+l,...,Ol and [bl,k+l,b2,k+l,...,bn+k,k+1,...,01, k=@...,p. f 
From Algorithm PLA we see that the jth components of the vectors f,, r and 
‘6 k + r are determined by the scalar ‘pr, k+ 1 and the j th and j - 1st compo- 
nents of the vectors f, and b,. Hence in order to compute llb,U2 = C(b,,,+,)’ 
we do not have to store all components of the vector b, ( = b,, r), but may 
simply generate them one by one and accumulate the partial results term by 
term. This leads to the following systolic implementation, illustrated in Figure 
6. 
The scalars QJ~,~,...,(P~,~+~ are stored in the cells in which they are left 
after the end of step 3, and stay at these cells throughout the computation. 
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The partial results also stay at individual cells to accumulate their terms. The 
j th components of the vectors f,, 1 and Ibk+ 1 are computed at cell k and are 
shifted to the right, but the b’s move twice as fast as the f ‘s. This difference 
in speeds is due to the presence of the “shift one down” operator S. Registers 
f and s are initialized as zeros. Data vectors Sf 1 = [0, El,. . . , En, 0,. . . ,O] T and 
b, = [E, ,...> E,,O >...> 0] r enter the systolic array through its leftmost cell. It is 
easy to see that s = ljb,11’ is known after n +2p units of time. 
Comparison of the execution times for steps 1 to 4 shows that the 
minimization problem (1.2) may be solved in time O(n + p). Note that all the 
systolic arrays we used required only a few registers per cell and that data 
entered the systolic arrays only through one boundary cell. 
5. CONCLUDING REMARKS 
We have presented a systolic algorithm for the solution of the linear 
prediction of stationary time series (1.2) that has complexity 0( n + p) and for 
which the hidden constant in the “big 0” notation is moderate. The systolic 
arrays which implement the algorithm require only constant storage per cell, 
i.e., the total storage is O(n) words. In addition, the I/O is handled by only 
one processor, and the algorithm may be easily modified to solve problems 
that do not fit the size of the array. 
The numerical stability of the algorithm has to be investigated before any 
practical implementation is attempted. However, our numerical experiments 
are encouraging, as they suggest that the Algorithm PLA behaves similarly to 
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Cybenko’s version of the lattice algorithm, which has been proved to be stable 
(see [31X 
The author wishes to thank Gary Newsam for helpfil comments, and the 
referees for their suggestions which have improved the presentation of this 
paper. 
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