How does detection of correlational structure affect mathematical thinking and learning? When does correlational information lead to erroneous problem solving? Are experienced students susceptible to misleading correlations? This work attempts to answer these questions by examining a source of systematic errors termed the spurious-correlation effect. This effect is hypothesized to occur when a student perceives a correlation between an irrelevant feature in a problem and the algorithm used for solving that problem and then proceeds to execute the algorithm when detecting the feature in a different problem. In this research, we investigated whether students encode spurious correlations in memory and exhibit them during the learning process leading to ineffectual problem solving. Findings suggest that even experienced students rely on surface-structural feature-algorithm correlations for solving new problems. Implications for teaching are discussed.
A series of studies by Levine (1971; Fingerman & Levine, 1974) gave an even more striking example of Einstellung. Two letters (A and B) were printed on each of a long series of cards, one letter on the right side (R) and one letter on the left (L). Participants turned over one card at a time and were asked to state one of the two letters out loud. The experimenter said "correct" when the participant said "A" and "incorrect" when the participant said "B." Levine and his colleagues found that this seemingly obvious task became much more difficult when participants received a series of preliminary tasks for which the correct solution was more complex. For example, when training consisted of problems in which the solution was a complex position sequence (e.g., double alternating [LLRR] for four trials, then single alternating [LRLR] for four trials, and then repeating this pattern), only about 10% of participants solved the final, more straightforward problem correctly by continuously saying "A." Thus, when students find a particular strategy to be successful on certain types of problems, they may develop mental rigidity, which blinds them to the use of more efficient and even simpler strategies later on.
Even though Einstellung may hinder efficient problem solving, it is thought to be a useful heuristic that allows people to solve new problems rapidly that are perceptually similar to old and familiar ones (Sweller, 1980a; Sweller & Gee, 1978) . As the number of previously solved, perceptually similar problems increases, so does the probability that solvers will draw from an increasingly restricted set of possible solution strategies (Sweller, 1980b) . Indeed, in all the previous examples, learners relied on perceptual or surface-level features of worked-out examples to generate a solution strategy for use on related problems. In all cases, the particular surface-level features that solvers relied on as strategy cues were relevant to the strategy choice in the example, albeit in only a superficial way. In other words, inferring a correlation between a surface-level feature and a solution strategy was a reasonable decision for solvers to make. For example, in the Hinsley et al. (1977) study, it was reasonable to associate word problems involving cars (those that began with "In a sports car race") with distance-rate-time problems because such problems usually involve cars traveling at particular distances and rates. In the Schoenfeld (1988) example, it was reasonable for students to connect the word left with a subtraction strategy because one meaning of left is related to subtraction. In the Einstellung problems, it was reasonable to associate a particular strategy with a problem type if that strategy was successful in solving a similar problem previously.
Sometimes, however, solvers use irrelevant surface-level features of a worked-out example to infer a correlation between a problem and its solution strategy. For example, students in a high school geometry class who were asked to match polynomials to functions (Dugdale, 1993) confused the y-intercept of a parabola with its vertex (the lowest or highest point in the parabola). When the y-intercept was at -0.6 and the vertex was at -1, students decided that the function had the form Y = X 2 -1. Dugdale suggested that the confusion between the y-intercept and its vertex could be explained by the fact that in examples students had seen previously, parabolas were symmetrical about the y-axis so that the y-intercept and the vertex of the parabola lay on the same point. The students, therefore, encoded the functional invariance between the y-intercept and the vertex erroneously (e.g., "When I am asked to find the value of the y-intercept, I look for the lowest or highest point in the parabola"). This example provides anecdotal evidence from a classroom environment for the existence of spurious correlations in natural settings. (For other examples of correlational errors, see Ben-Zeev, 1996 , 1998 Spurious correlations can also occur in the laboratory inadvertently, as was discovered by Gigerenzer and Richter (1990) . These researchers conducted a study on how the perceived shape of a geometrical object affects its perceived size. Students made paired-comparison judgments (e.g., "Given rectangle A and rectangle B, determine which one is larger"). Gigerenzer and Richter were surprised to find that students judged all squares as having larger areas, a finding that could not be explained by any consistent strategy use. On closer examination, the researchers found a persistent (although unintended) correlation between shape (square) and area (larger) in their set of rectangles. When they reversed the correlation so that the relation between squares and area was negative, students' responses were reversed as well-this time resulting in an underestimation of square size.
In this study, we demonstrate the spurious-correlation effect, which we hypothesize occurs when a student perceives a co-occurrence between an irrelevant feature in a problem (verbal or nonverbal) and the algorithm used for solving the problem. Then, when the student encounters the same irrelevant feature in a new problem that requires a different solution algorithm, he or she will nevertheless proceed to execute the correlated algorithm, resulting in inefficient or even erroneous performance.
Furthermore, we predict that both experienced and novice solvers fall prey to this effect. It may seem unlikely that experienced students who have the knowledge about which features are irrelevant and which are important to solving a problem would fall prey to the spurious-correlation effect. As the discussion on Einstellung demonstrated, however, reliance on correlational structure, in general, may be an adaptive problem-solving strategy or heuristic for experienced students as well, resulting in their susceptibility to spurious correlations when such a heuristic is inappropriate.
During the learning process, worked-out examples tend to confirm spurious correlations because they illustrate how a problem feature correlates with a particular algorithm but not how the same feature can also correlate with an alternative algorithm, as in the parabola example we discussed previously (also see Lewis & Anderson, 1985; Mayer, 1981 Mayer, , 1982 . Thus, correlated features become cues for using an algorithm or solution strategy (e.g., "Given feature f, execute algorithm A"). For example, Lewis and Anderson (1985) found a high correla-tion in geometry textbooks between the givens in a triangle congruence problem (e.g., two sides and an angle) and the operator that is commonly used for solving the given problem (side-angle-side). Lewis and Anderson (1985) showed that students form operator schemata that allowed them to perform a brief visual scanning of the problem for finding the givens to arrive at the correct proof without investing much problem-solving effort.
Thus, correlated features may provide a useful structure for predicting which solution strategy one should execute while minimizing computational cost. By the same token, if confirmatory examples contain a spurious correlation between an irrelevant feature and a single algorithm, then students may use the irrelevant feature as a cue for executing that algorithm.
GOALS OF THE RESEARCH
The first aim of this work is to examine whether experienced students are susceptible to the spurious-correlation effect. The literature on expertise shows that novices tend to focus their attention on salient surface-structural attributes of problems (attributes that are irrelevant to the solution of a problem), whereas experts perceive underlying deep-structural principles or meaningful patterns (e.g., Chase & Simon, 1973; Chi, Feltovich, & Glaser, 1981; de Groot, 1965; Gentner & Toupin, 1986; Gick & Holyoak, 1980 , 1983 Novick & Holyoak, 1991) . It would not be particularly surprising if we found the spurious-correlation effect among novices. Therefore, in our experiments, we selected students who were experienced with the given mathematical task domains.
The second aim is to go beyond correlations between a problem's verbal content and a solution strategy to investigate whether the detection and use of correlational structure extends to nonverbal features and procedures. Word problems make up only a small subset of problem-solving tasks and tend to rely heavily on verbal processes. Indeed, there may be something special about verbal content that cues students' choice of strategies. However, if reliance on correlational reasoning in problem solving is robust, then we should also see its effects on problems containing nonverbal features such as mathematical symbols. To achieve this goal, the stimuli in the studies reported here consisted of quantitative comparisons in which the correlated features were symbols such as logarithms, radicals, and minus and plus signs. We predicted that even experienced students would perceive correlations between an irrelevant feature in a problem and the algorithm used for solving that problem and would then proceed to execute the correlated algorithm inappropriately when detecting the irrelevant feature in a new problem requiring a different solution algorithm.
Specifically, this work consists of four experiments designed to answer the following questions:
1. Do experienced students encode spurious correlations in memory (Experiment 1)? Experiment 1 will set the necessary foundation for a subsequent investigation of the spurious-correlation effect in Experiments 2 to 4.
2. If so, do experienced students exhibit spurious correlations in their actual performance (Experiment 2)? Experiment 2 goes one step beyond memory effects.
3. What role do perceived saliency and perceived importance of features play in susceptibility to spurious correlations (Experiment 3)? Because reliance on spurious correlations stems from attention to surface rather than to deep-structural features, we predicted that features with higher perceived saliency would cause more heightened sensitivity to spurious correlations during learning. The prediction for perceived importance is more counterintuitive. That is, even though all features (logarithms, radicals, pluses, or minuses) are equally irrelevant, we predicted that experienced students would rate the correlated features as more important. Such a result would provide evidence for the effect of correlational structure on problem solving.
4. Do students detect spurious correlations between the consistent absence of a feature and the execution of a particular algorithm as well (Experiment 4)? Finding that even the consistent absence of particular symbols can cue the use of a solution strategy among experienced students would provide additional evidence that reliance on correlations goes beyond verbal content effects that have been the focus of research in this area.
GENERAL PARADIGM
Before discussing the specific experiments, we present here the general experimental paradigm. Experiments 1 to 4 consisted of a learning phase followed by a testing phase. During the learning phase, students were instructed on how to solve quantitative comparison problems by using two different algorithms: "multiply one side by n/n" and "multiply both sides by n." 1 As can be seen in Table 1 , a quantitative comparison contains two quantities: one in Column A and the other in Column B. The student's task is to decide whether the quantity in Column A is smaller than, larger than, or equal to the quantity in Column B, or whether the relation between the two columns cannot be determined.
In the experimental materials, Columns A and B consisted of fractions. Each algorithm (multiply one side by n/n and multiply both sides by n) was correlated spuriously with an irrelevant feature in the denominators of these fractions. For one half of the students in the study, multiply one side by n/n was correlated with the presence of a logarithm in the denominator, and multiply both sides by n was correlated with the presence of a radical in the denominator. For the other half, the feature-algorithm correlations were reversed: Multiply one side by n/n was correlated with a radical in the denominator, and multiply both sides by n was correlated with a logarithm in the denominator. This manipulation ensured that the feature-algorithm correlations were arbitrary and that they were counterbalanced across students.
These feature-algorithm correlations were spurious because the presence of a logarithm or radical does not make a difference in how a quantitative comparison can be solved. In other words, the crucial part of the design was that the two algorithms were equivalent and interchangeable. They were equally useful for solving problems containing either a radical or a logarithm, rendering the feature-algorithm correlations spurious.
The learning phase was designed to foster incidental learning. Students were told they were going to rate the difficulty of problems to be used in a high school course to prepare students for taking the mathematics portion of the Scholastic Aptitude Test (Math-SAT). Students were not instructed to notice feature-algorithm correlations; they were simply a part of the experimental materials. These manipulations were designed to prevent students from attempting to memorize the problems and algorithms during learning.
During the testing phase, students were given a range of memory and problem-solving tasks involving quantitative comparisons. Regardless of the specific nature of these tasks, our overarching prediction was that the presence of a particu- 
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Determine whether the quantity in Column A is smaller than, larger than, or equal to the quantity in Column B, or whether the relation cannot be determined.
Determine whether the quantity in Column A is smaller than, larger than, or equal to the quantity in Column B, or whether the relation cannot be determined. Strategy: Multiply Column A by 2/2. This gives us 2 8 2 3
x + log in Column A. By comparing the 2 numerators we find that because 2x + 8 is larger than 2x + 6, then Column A is larger.
Strategy: Multiply both columns by 5. This action cancels the 5 in both columns, and leaves us with x + 2 in Column A and 2 4 2 x + or x + 2 in Column B. Therefore, the quantities are equal. a x > 0. lar irrelevant feature would cue the use of the algorithm with which it was associated during learning. Students would therefore be more likely to execute the algorithm that was correlated with the irrelevant feature in a given problem, leading to ineffective or erroneous problem solving.
One reason for choosing quantitative comparison problems was their prevalence on the Math-SAT. We assumed that students with high Math-SAT scores were experienced in solving this kind of problem. For these studies, we judged students who scored at least two standard deviations above the population mean on the Math-SAT (µ = 500, σ = 100, which translates to a score of 700 or above) to be experienced on quantitative comparison problems.
EXPERIMENT 1
This experiment was designed to examine whether experienced students encode spurious correlations in memory during the problem-solving process. A positive answer to this question would set the foundation for further investigation of the spurious-correlation effect. That is, to claim that students are using spurious correlations during the problem-solving process, we first needed to show that students encode such correlations in memory.
More specifically, do students encode the correlations in explicit and implicit memory? Previous research in the problem-solving domain has investigated the explicit use of strategies for solving word problems (e.g., Chase & Simon, 1973; Chi et al., 1981; de Groot, 1965; Gentner & Toupin, 1986; Gick & Holyoak, 1980 , 1983 Novick & Holyoak, 1991) . This experiment was intended also to examine whether students encode and use correlational information without realizing that they are doing so. Finding that students feel as though they are guessing but are actually responding systematically to spurious correlations would be consistent with research on implicit learning (e.g., Seger, 1994) .
On the implicit memory task, students were presented with a sequence of problem-algorithm pairs on the computer screen. They were then asked to "rate the extent to which you would have liked to solve the given problem by using the given algorithm, on a 1-7 scale." Students were told that the scale ranged from 1 (would not like to use this algorithm at all) to 7 (would like to use this algorithm very much). We predicted that students would produce higher liking ratings in response to matches-stimuli in which the problem feature (e.g., logarithm) was paired with the algorithm with which it was correlated during learning (e.g., multiply one side by n/n). Stimuli in which the problem feature was not correlated with the given algorithm are termed mismatches. If students are not using spurious correlations to produce the likability ratings, then there should be no systematic difference between their ratings of matches and mismatches. On the explicit memory task, students viewed problem-algorithm pairs and were asked, "Did you see the given problem solved by the given algorithm during the learning phase?" We predicted that students would recognize more matches than mismatches if they were biased by the spurious correlations during learning. That is, students would say "yes" more often in response to matches and "no" more often to mismatches. In contrast, if students were unaffected by the spurious correlations, they would produce an equal number of "yes" responses to matches and mismatches.
An additional sorting task required students to sort cards displaying problem-algorithm pairs into meaningful groups. Some of the cards contained matches and other cards had mismatches. The purpose of this task was to examine whether students would perceive the spurious correlations they had encountered during learning as more meaningful and would therefore use them for categorization purposes, in contrast to the performance of a control group.
The overarching prediction was that students would produce more matches than expected by chance on all tasks. That is, responses to both the memory and the sorting tasks would show positive correlations between the irrelevant feature (radical or logarithm) and the specific algorithm with which it was correlated during the learning phase (multiply one side by n/n or multiply both sides by n). In contrast, if experienced students are unaffected by spurious correlations, they should treat matches and mismatches as equivalent, producing the same type of responses to both matches and mismatches.
Method Participants
Thirty Yale undergraduates participated in the experimental condition, and 30 additional Yale undergraduates participated in the control group for the sorting task. All students scored at least 700 on the Math-SAT.
Materials
Learning packet. The learning packet was divided into two sections. Each section was devoted to learning one of two algorithms (multiply one side by n/n or multiply both sides by n). Each algorithm was illustrated by 10 examples, with a total of 20 examples for the whole packet. In each section, students were instructed to read and rate the difficulty level of 8 worked-out examples and to solve two problems themselves. The correlations between problem features (radical or logarithm) and algorithms were arbitrary and counterbalanced.
Sorting cards. There were 36 sorting cards. Each card displayed a quantitative comparison containing either a radical or logarithm (learned irrelevant feature), plus or minus signs, or the variable x or z, solved by one of two algorithms (multiply one side by n/n or multiply both sides by n).
Introspection form. This form required students to report whether they had used an explicit strategy for responding to the different tasks in the experiment or based their judgments on intuition or "gut" feeling. Students were asked to describe any explicit approach they had taken in detail.
Procedure
Students were informed that because they had received Math-SAT scores that enabled them to get into Yale, they were considered experts on solving Math-SAT problems and were therefore being asked to help the experimenter with the job of preparing a Math-SAT course for high school students. Students were told they would be rating the difficulty of problems to be used in the high school course, as well as to give the experimenter overall feedback on the learning materials.
Students then received the learning packet. After students were finished rating and solving problems, they received two memory tasks and a sorting task. The implicit memory task was designed to examine whether students would produce higher liking ratings in response to the matches without explicitly being asked to remember previous examples. Students were presented with a sequence of 24 problem-algorithm pairs on the computer screen for a short duration (700 msec) and asked to "rate the extent to which you would have liked solving the given problem by using the given algorithm, on a 1-7 scale" by pressing one of seven keys.
In the explicit memory task, students viewed a sequence of 24 problem-algorithm pairs on the computer screen and indicated whether they had seen the given problem solved by the given algorithm during the learning phase by pressing one of two keys (marked "yes" and "no").
For the sorting task, students received cards containing problem-algorithm pairs and were asked to sort them into meaningful groups. Thirty control students received a learning packet containing random feature-algorithm correlations (i.e., each feature was associated with each algorithm half the time) and were used to create a baseline sorting standard. Finally, students were asked to complete the introspection form.
Results

Implicit Memory Task
The average liking score for matches was 5.6 (SD = 1.7, SE = 0.9) versus 4.9 (SD = 2.1, SE = 0.1) for mismatches. A repeated measures analysis of variance (ANOVA; in which the 30 experimental participants were tested on 24 consecutive trials of matches and mismatches) revealed a significant main effect for match, F(1, 29) = 7.69, p < .001. As predicted, matches received higher liking scores than mismatches.
Recognition Memory Task
A difference score was computed for each student by subtracting 12 from the number of times he or she said "yes" to matches and "no" to mismatches (M = 15.1, SD = 5.3, SE = 0.9). A mean of 12 corresponds to the chance level because there were 24 problems overall, half of which were matches and half of which were mismatches. The mean difference score (M = 3.1, SD = 5.3, SE = 0.9) was significantly different from chance, t(29) = 3.18, p < .01. As predicted, students recognized more matches than mismatches as belonging to the original stimulus set received during learning.
An analysis of the introspection form revealed that 16 out of the 30 students reported using an explicit strategy for providing yes or no judgments on the explicit memory task. Eight of these students reported relying on the correlated features (logarithms or radicals) in making these judgments. The other 8 reported trying to remember individual numbers, especially unusual numbers. These findings suggest that some students based their judgments on matches, but were not consciously aware that they were doing so.
Sorting Task
We predicted that students relying on spurious correlations would be likely to sort the problem-algorithm pairs into four groups: (a) logarithm multiply one side by n/n, (b) logarithm multiply both sides by n, (c) radical multiply one side by n/n, and (d) radical multiply both sides by n. This scheme is consistent with students' learning experience because two of these groups form matches and the other two form mismatches. An analysis of Group (experimental vs. control) × Sorting Scheme (matched and mismatched) reveals that 18 experimental participants versus 6 control participants produced the predicted sorting scheme, χ 2 (3, N = 60) = 11.21, p < .05.
In contrast, the majority of control participants produced more conceptually driven grouping schemes by ignoring the irrelevant features (i.e., logarithms, radicals, pluses, minuses, xs and zs). For instance, two meaningful sorting schemes that control students created were sorting by algorithm and sorting by solution. In sorting by algorithm, control students created two groups, one for each of the algorithms. In sorting by solution, control students created four groups: (a) the quantity in Column A was larger than the quantity in Column B, (b) the quantity in Column B was larger than the quantity in Column A, (c) the quantities were equal, or (d) the relation be-tween the two quantities could not be determined. We considered these schemes to be conceptually driven because they do not involve the irrelevant features.
Discussion
Results on the memory and sorting tasks provide evidence that students encode spurious correlations in explicit and implicit memory during the learning process. On the implicit memory task, even after brief exposures to feature-algorithm pairs that most students reported was "not enough time" for viewing the stimuli, students gave higher ratings to matches than to mismatches. On the recognition task, students recognized more matched than mismatched pairs as having been seen in the learning materials. These results are surprising given the fact that participants came from a pool of experienced students.
We gave a control group of 10 students with similar SAT scores quantitative comparisons containing logarithms and radicals and asked them to rate these irrelevant features on how important they were to solving the problems on a 7-point scale. As expected, logarithms and radicals received low importance ratings (for radicals, M = 1.5, SD = 0.8; for logarithms, M = 1.4, SD = 0.8). The control group's knowledge provides a proxy for the knowledge of our experimental participants given that we could not have given such a pretest to the latter group without giving away the purpose of the study. Using the control students' knowledge as a proxy, it is likely that students in our experimental group knew that logarithms and radicals were irrelevant to solving the problems but nevertheless showed a preference for matches over mismatches.
Furthermore, results on the categorization task demonstrated that when instructed to create meaningful groupings, students in the experimental group most often opted for sorting problems according to matched or mismatched problem feature-algorithm pairs, while ignoring other features (e.g., minus or plus signs, variable names) that were just as irrelevant. As one student who produced the predicted scheme explained, "I categorized the cards into 'good' versus 'bad' groups." Students in the control group, in contrast, tended to produce more conceptually driven grouping schemes by ignoring the irrelevant features. These results provide evidence for spurious correlations' impact on experienced students' behavior.
The results on the implicit learning task have two main implications. First, students can respond differentially to spurious correlations without realizing that they are doing so. Such a finding is especially crucial within a school context in which teachers need to construct their examples carefully. Second, results on the implicit learning task precluded the explanation that students' responses were driven simply by demand characteristics because students felt that they were guessing. Demand characteristics would have elicited a differential responding to matches on the explicit but not on the implicit memory task.
EXPERIMENT 2
Experiment 1 supported the notion that students encode spurious correlations in memory during the problem-solving process. Experiment 2 was designed to assess whether students exhibit spurious correlations in their problem-solving performance. Experienced students were given the same learning materials as in Experiment 1. In the testing phase, however, students were shown quantitative comparisons one at a time on a computer screen and asked to choose for each problem one of the two algorithms they had previously learned. This procedure was modeled after Lewis and Anderson (1985) and Hinsley et al. (1977) on the assumption that asking students to decide which algorithm they would use can reveal their underlying heuristics (e.g., "given feature f, execute algorithm A").
We predicted that students would choose the algorithm associated with a given problem feature during learning resulting in a high rate of matches. The null hypothesis was that students would produce a chance level of matches, either by switching randomly between the two algorithms or by choosing one algorithm and then "sticking with it," resulting in 50% matches. Choosing the same algorithm on all test trials is actually an efficient problem-solving strategy because both algorithms could solve all the problems equally well. If, in contrast, experienced students fell prey to spurious correlations, they would choose to execute the correlated algorithm in response to a given feature.
Method Participants
Sixteen Yale undergraduates participated in this experiment. All students scored at least 700 on the Math-SAT.
Materials
The materials in the learning packet were identical to those used in Experiment 1.
Procedure
As in Experiment 1, students were told that their job was to help the experimenter with the task of preparing a Math-SAT course for high school students. Students then received the learning packet. After rating examples and solving problems, students were presented with 100 quantitative comparisons on the computer screen. Each problem appeared for 5 sec, following the presentation rates used by Lewis and Anderson (1985) . Students were asked to choose an algorithm for solving the given problem by hitting one of two keys (marked "n/n" for multiply one side by n/n and "n" for multiply both sides by n).
Results
If students responded at random (i.e., switched randomly between the two algorithms) or picked one algorithm and stuck with it, spurious correlations, or matches, would occur at a chance level of 50%. To test the prediction that matches predominated in students' responses, a difference score was computed for each student by taking the number of overall matches the student produced minus 50 (there were 100 problems overall). The difference score (M = 36.9, SD = 17.7) was significantly different from zero, t(15) = 8.3, p < .001. This result suggests that students produced significantly more matches (M = 86.9, SD = 17.7) than expected by chance.
Discussion
This experiment provided support for the idea that students chose to execute the algorithm that was matched with a spurious problem feature during learning, even though either algorithm could have solved all problems. A more efficient strategy would have been to choose one algorithm and apply it to all problems consistently.
Students tended to choose the correlated algorithm even though they were not explicitly instructed to use the spurious correlations. Furthermore, based on the pretest performance by the control group reported in Experiment 1, we assume that students knew the irrelevant features were not essential for solving the problems.
EXPERIMENT 3
This experiment had three primary purposes. The first was to replicate the results of Experiment 2 with gifted and talented junior high students participating in a summer program in which admittance required high SAT scores. Again, high Math-SAT scores served as an indicator of experience solving quantitative comparisons. Replication of the previous results with this population would add to the generalizability of the spurious-correlation effect.
The second aim was to use a different task to assess whether spurious correlations lead students to believe that one equivalent algorithm is more useful or efficient than another. This usefulness task involved presenting a series of problems along with algorithms for solving them. Students were asked to rate on a 7-point scale the extent to which they believed the particular algorithm was useful or effective for solving the given problem. Because the two algorithms were equally effective for solving any of the problems, from a conceptual point of view, students should give equal ratings to matches and mismatches. However, if students endorse the erroneous belief that correlated (matched) algorithms are more effective than noncorrelated (mismatched) algorithms, they would give higher usefulness ratings to matches.
The third aim of this experiment was to examine the role of perceived saliency and importance of features in detecting and using spurious correlations during learning. Half of the students in this experiment received learning materials in which a set of salient features (logarithm, radical) correlated with a certain algorithm (multiply one side by n/n, or multiply both sides by n); another set of less salient features (plus and minus signs) was randomly associated with both algorithms. 2 The other half of the students received materials with the opposite relations. Because the spurious-correlation effect is based on surface-structural rather than deep-structural characteristics of problems, we predicted that features with higher saliency would cause more heightened sensitivity to spurious correlations during learning. In terms of perceived importance, we predicted that even though all features (logarithms, radicals, pluses, or minuses) are equally irrelevant, students would tend to perceive the correlated features as more important.
Method Participants
The participants were 48 eighth-grade students from public schools across the United States. Students were enrolled in a special summer program in Baltimore for the gifted and talented; they participated in this experiment as part of their extracurricular activities.
Materials
Learning packet. There were two versions of the learning packet. The version for the logarithm-radical covary (LRC) group consisted of 20 worked-out examples of quantitative comparisons solved by the two algorithms, with 100% correlations between problems containing logarithms and radicals and the two algorithms, and random or 50% correlations between problems containing minuses and pluses and the two algorithms. The version for the plus-minus covary (PMC) group consisted of the same problems but with the opposite correlations.
Saliency ratings form. This form presented students with quantitative comparisons containing logarithms, radicals, pluses, and minuses solved by each algo-rithm. Students rated the different features on 7-point scales for (a) how much the features "popped out" and (b) how important the features were for solving the problem.
Procedure
As in Experiments 1 and 2, the procedure consisted of a learning phase and a test phase. Students were divided into two groups to work through the learning packets for the learning phase. During the testing phase, students were presented with a sequence of quantitative comparisons on a transparency projector. For the usefulness rating task, students were presented with a series of problems along with algorithms for solving them. Each problem-algorithm pair was presented for 5 sec. The students rated on a 7-point scale the usefulness of the given algorithm for solving the given problem. For the choosing task, students were shown 24 problems and asked to choose one of the two algorithms for solving them.
Results
Usefulness Rating Task
Students in the LRC condition produced a mean usefulness rating of 5.7 (on a 7-point scale) for the matches (SD = 1.2, SE = 0.2) and 3.1 for mismatches (SD = 1.6, SE = 0.3). Students in the PMC condition produced a mean usefulness rating of 4.8 for the matches (SD = 1.3, SE = 0.3) and 4.7 for mismatches (SD = 1.2, SE = 0.3; see Figure 1 ). A mixed-design ANOVA with the between-subjects factor of condition and repeated-measures factor of match or mismatch on students' responses across the 24 trials revealed a significant main effect for match, F(1, 46) = 28.43, p < .001, as well as a Match × Condition interaction, F(1, 46) = 22.87, p < .001.
Whereas the correlation of salient features (i.e., logarithms and radicals) with particular solution algorithms tended to elicit higher usefulness ratings, the correlation of less-salient features (minuses and pluses) with the same algorithms did not.
Choosing Task
To examine whether students chose more matches than predicted by chance, a difference score was computed by subtracting 12 from the overall number of matches per student (there were 24 problems overall). In the LRC condition, 24 students produced a mean difference score of 2.2 (SD = 2.5), t(23) = 4.1, p < .001. The 24 students in the PMC condition produced a mean difference score of 0.1 (SD = 3), t(23) = 0.2, p > .8. In terms of actual percentages, the LRC group produced 60% of matches (SD = 2.5), whereas the PMC group produced only 50% (SD = 3.0).
Saliency and Importance Ratings
The saliency and importance ratings can be seen in Figure 2 . A mixed two-factor (Condition × Saliency) ANOVA revealed a main effect for saliency such that logarithms and radicals received higher "pop-out" ratings and than did minuses and pluses by both the PMC and LRC groups, F(1, 46) = 3.92, p < .05. A mixed two-factor (Condition × Importance) ANOVA showed that the interaction effect of the importance ratings was not significant, F(1, 45) = 2.13, p < .15. (Degrees of freedom are 45 because of one observation with missing values.) The PMC group showed a tendency to rate the pluses and minuses as more important for the solution of the problems (M = 4.78, SD = 1.6, SE = 0.4) than the logarithms and radicals (M = 4.11, SD = 1.9, SE = 0.4), whereas the LRC group tended to give higher importance ratings to the logarithms and radicals (M = 4.27, SD = 1.8, SE = 0.4) than to the pluses and minuses (M = 3.93, SD = 1.6, SE = 0.3). Although students in the PMC group did not exhibit spurious correlations on the two tests, they did rate the spuriously correlated plus and minus signs as being more relevant than other features for solving a given problem.
Discussion
Results on the choosing task replicated the findings in Experiment 2 that given a choice between executing the correlated or uncorrelated algorithm, experienced students exhibit a preference toward the former. One may argue that such a result does not point directly to a misunderstanding because choosing the correlated algorithm still leads to a correct response. However, results on the usefulness task showed that students consistently gave higher usefulness or effectiveness ratings to matches. Together, these findings suggest that experienced students' choice of
FIGURE 1
Usefulness ratings for matches and mismatches.
strategies is affected by spurious correlations. That is, if a problem feature is correlated with an algorithm, then that feature, irrelevant as it may be to the solution or deep structure of the problem, tends to cue the use of the correlated algorithm. Furthermore, the correlated algorithm may receive a "special status" by being marked as more effective.
The saliency of the feature does appear to play a role in spurious correlations. The results suggest that salient features, such as logarithms and radicals, tend to have a larger pop-out effect regardless of whether they are correlated with problem features. The more counterintuitive result, however, was that the correlations one is exposed to can affect which features are perceived to be more or less important. Students in both the LRC and PMC groups tended to believe that their respective irrelevant feature was more essential than the other irrelevant features for solving the problem. This result is consistent with the idea that spurious correlations can lead to principled misunderstandings, even among experienced students.
If a correlation heuristic is indeed pervasive in problem-solving performance, then it should occur even when the absence of a feature is correlated with a particular solution algorithm. This idea provided the motivation for the final experiment.
EXPERIMENT 4
In this experiment, we introduced a variation on Experiment 2 to examine whether students encode nonfeature-algorithm correlations. The idea that students will pick up on spurious correlations between an absent feature and its correlated algorithm is inspired from the literature on animal learning and behavior (Hearst & Wolff, 1989) , which shows that animals can learn to use the absence of a stimulus as a signal (e.g., a predictive cue for food) even though the presence of a signal serves as a stronger cue. Finding that not only symbols, but the absence of particular symbols, can cue the use of a solution strategy would provide additional evidence that even experienced students rely on spurious correlations in their performance.
The learning materials and test in this experiment were identical to those used in Experiment 2, except that the irrelevant features in the quantitative comparisons consisted of a radical or the absence of a radical (quantitative comparisons that included integers only). As before, we predicted that students would produce more matches than expected by chance. Specifically, we predicted that detection of a radical in a problem would cue students to choose its associated algorithm, whereas detection of the absence of a radical would cue students to choose the alternative algorithm.
Method Participants
Participants were 15 Yale undergraduates scoring 700 or higher on the Math-SAT.
Materials
The learning packet was the same as the one used in Experiment 2 except that logarithms were substituted by integers (an absence of radicals).
Procedure
As in Experiment 2, students were told that their task was to aid the experimenter with the task of preparing a Math-SAT course for high school students. After completing the learning packet, students were presented with 40 quantitative comparisons on the computer screen, with each comparison appearing for 5 sec. Students were asked to choose an algorithm for solving the given problem by hitting one of two keys (marked "n/n" for multiply one side by n/n and "n" for multiply both sides by n).
Results
A difference score was computed for each student by taking the overall number of matches a student produced minus 20 (there were 40 problems overall). The difference score was significant, t(14) = 14.8, p < .0001. Table 2 shows students' average number of matches and difference scores. Students generated a large number of matches, confirming the prediction that students tend to encode nonfeature-algorithm correlations as well as feature-algorithm correlations.
GENERAL DISCUSSION
These studies demonstrate that when using worked-out examples during learning, students not only rely on correlations between relevant surface-level features and solution strategies, but also generate and use correlations between irrelevant surface-level features and solution strategies. These results indicate that reliance on correlational structure is more integral to how students use worked-out examples than has been previously shown.
The spurious-correlation effect cannot simply be attributed to lack of experience in problem solving (e.g., Chi et al., 1981; Gentner & Toupin, 1986; Novick & Holyoak, 1991) . The experiments in this study demonstrate that even experienced students are susceptible to the spurious-correlation effect. Students encoded spurious correlations in memory and then used them when performing different memory, sorting, and problem-solving tasks.
The idea that even experienced students may rely on surface-structural features, such as spurious feature-algorithm correlations, is consistent with a recent finding by Blessing and Ross (1996) that experienced solvers use problems' surface-structural verbal content to categorize and solve problems. Blessing and Ross found that when a problem's content (e.g., about investment) was inconsistent with the problem's underlying structure (e.g., a motion problem), experienced solvers were slower and less accurate at solving the given problem than when the content was consistent.
Together the evidence from our set of studies (nonverbal effects) and Blessing and Ross's (1996) studies (verbal effects) suggests that even experienced students may overly rely on correlational information. This reliance may be due to the frequent existence of meaningfully predictive correlations between a problem's surface structure and its deeper structure (the mathematical principles that are required for solving the problem meaningfully). For example, as discussed earlier in the domain of geometry, Lewis and Anderson (1985) found a consistent correlation between a problem's givens (two sides and an angle in a triangle congruence problem) and the operator that is commonly used for solving the given problem (side-angle-side). According to Lewis and Anderson, forming such operator schemata allows students to solve problems efficiently without going through laborious problem-solving steps. In such cases, it is useful to rely on correlational information. However, as our results show, problem solvers tend to infer correlation even when doing so is maladaptive. The spurious-correlation effect also provides support for the view that conceptual and procedural knowledge may be compartmentalized even for experienced students. Studies in psychology and education have shown that students can recite the correct definitions of mathematical concepts but often cannot use these definitions to solve problems in a meaningful way (e.g., Schoenfeld, 1991; VanLehn, 1990) . For example, Schoenfeld (1991) described a classroom in which children learned subtraction by solving only the following kind of problems: n -? = m, where n > m." Students in that classroom quickly learned to solve these problems by simply subtracting m from n. Thus, when they were presented with new types of problem, such as "7 = ? -3," they erroneously answered "4." Students in that classroom knew that "4 -3 = 1," but the procedural knowledge they had mastered from previous examples took precedence over their conceptual knowledge. Similarly, Yale undergraduates in Experiments 1 and 2 had the conceptual understanding that logarithms and radicals were irrelevant to solving the problems, as assessed by a pretest, but nevertheless used these irrelevant features as cues for executing procedures (e.g., given a logarithm, execute the multiply one side by n/n procedure).
Detection of correlational structure in worked-out examples has both facilitatory and damaging effects on high-level learning and problem solving. The correlation between a feature and an algorithm can provide an adaptive heuristic for solving new problems that contain the given feature. When correlations are spurious, however, a useful learning strategy can lead to ineffectual problem solving, even in the face of experience. Thus, even well-designed examples in science and mathematics texts may sometimes cause students to overly rely on surface-structural correlations between mathematical symbols and verbal content and the algorithms that are illustrated by these examples. This inadvertent effect of an otherwise effective teaching tool may affect both novice and experienced students. It may be helpful, therefore, to teach worked-out examples in conjunction with metacognitive strategies that target the uses and misuses of worked-out examples specifically. For instance, a useful teaching strategy may be to instruct students to (a) formulate a solution plan for how to solve an example problem before looking at the provided solution and (b) provide self-explanations and justifications for each step in the worked-out solution (Chi, Bassok, Lewis, Reimann, & Glaser, 1989) .
