Abstract: In this paper we discuss global well -posedness and scattering for some initial value problems that are L 2 supercritical andḢ 1 subcritical, with radial data. We prove global well -posedness and scattering for radial data in H s , s > s c , where the problem isḢ sc -critical. We make use of the long time Strichartz estimates of [15] to do this.
Introduction
In this paper we examine the initial value problem (i∂ t + ∆)u = |u| 2 u, u(0, x) = u 0 ∈ H s (R 3 ), (1.1) as well as the initial value problem (i∂ t + ∆)u = |u| 2k u, u(0, x) = u 0 ∈ H s (R 2 ), (1.2) and in each case u 0 is radial.
(1.1) isḢ 1/2 -critical. That is, a solution to (1.1) gives rise to a family of solutions via the scaling, u(t, x) → u λ (t, x) = λu(λ 2 t, λx). This scaling is crucial to local well -posedness. The corresponding results also hold for (1.2) and the critical spaceḢ
Proof: See [5] , [7] .
Remark: [8] and [9] proved that theorem 1.1 is sharp. Remark: [22] proved that (1.1) is globally well -posed and asymptotically complete if and only if u(t) Ḣ1/2 (R 3 ) is uniformly bounded on its interval of existence. To the author's knowledge there is no corresponding result for (1.2), k > 1.
(1.2) with k = 1 is now completely solved. [25] proved that (1.2) is globally well -posed and scattering for any u 0 ∈ L 2 (R 2 ), u 0 radial. [16] extended this to nonradial data.
In this paper we show that (1.1) and (1.2) are globally well posed for u 0 ∈ H s , s > 10) and energy,
A solution to (1.2) has the conserved energy
(1.12) (1.11), (1.12) combined with theorem 1.1 prove that (1.1) and (1.2) are globally well -posed. See [19] , [29] for a proof of scattering in the radial case, [13] , [11] , [33] for a proof of scattering in the nonradial case for u 0 ∈ H 1 .
The reason for the gap between the local well posedness result of theorem 1.1 and the regularity needed to prove a global result in [19] (s = 1) is due to an absence of a conserved quantity that controls u(t) Ḣs for 0 < s < 1.
It is true that the momentum, aḢ 1/2 -critical quantity, is conserved, but this quantity does not control theḢ 1/2 norm.
The first progress in extending the global well -posedness results for data in H 1 to H s , s < 1 came from the Fourier truncation method. [3] proved that the cubic nonlinear initial value problem is globally well -posed in two dimensions for data in H s , s > for u 0 is radial. In fact, [3] , [4] proved something more, namely that for s in the appropriate interval
It was precisely (1.13) that lead to the development of the I -method since (1.13) is false for many dispersive partial differential equations. See [24] for example. Instead, [12] defined an operator I :
Tracking the change of E(Iu(t)), [12] proved global well -posedness for the cubic nonlinear Schrödinger equation when d = 2, s > , and then [39] extended this result to s > Both [14] and [39] utilized the linear -nonlinear decomposition. See also [35] for this method in the context of the wave equation. Here we will use the long time Strichartz estimates of [15] . We show that for radial data, the long time Strichartz estimates decay rapidly, and thus can beat any polynomial power of N arising from the I -operator.
In §2 we will recall some linear estimates needed in the proof. In §3 we will describe the I -method and outline the proof of theorems 1.2 and 1.3. In §4 we will make an induction on frequency argument and prove long time Strichartz estimates for d = 3. In §5 we will prove the energy increment in d = 3, yielding theorem 1.2. Then in §6 we will make an induction on frequency argument and prove long -time Strichartz estimates for d = 2. In §7 we will prove the energy increment in d = 2, yielding theorem 1.3.
At this point it is necessary to mention some notation used in the paper. The expression A B D indicates A ≤ C(B)D, where C(B) is some constant. When we say A u 0 H s B or A u 0 H s ,k B we mean that C depends on u 0 H s and the value of s itself.
We will also use the notation A B a+ . This means that for any ǫ > 0, there exists C(ǫ) such that A ≤ C(ǫ)B a+ǫ . We will also use expressions like u L p+ , A, which means that u L p+ǫ ≤, ≥ C(ǫ)A.
Throughout the paper it is unnecessary to distinguish between u andū. Therefore, we will often write expressions like |u| 2 u as u 3 for convenience.
2 Linear estimates 2.1 Sobolev spaces
is radial and decreasing. Then for any j let
Then let P j be the Fourier multiplier given by
The Littlewood -Paley decomposition is quite useful since
is the space of functions whose Fourier transform has finite weighted L 2 norm,
where
We define the inhomogeneous space
(2.7)
Remark: (2.7) is called Bernstein's inequality.
It follows from Hölder's inequality that for 2 ≤ p ≤ ∞,
We also have the radial Sobolev embedding
See [36] , [37] , [43] , [44] , and many other sources for more details on Sobolev spaces.
Strichartz estimates
Theorem 2.2 Let e it∆ be the solution operator to the linear evolution equation (i∂ t + ∆)u =. That is, u = e it∆ u 0 solves
Let p ′ denote the Lebesgue dual,
, (2.14)
and
15)
Proof: [38] proved this theorem in the case p = q,p =q. See [10] , [20] , and [46] for a proof of the general result, p > 2. [23] proved the endpoint result p = 2 when d = 3. [40] gives a nice description of the overall theory.
It is convenient, especially in three dimensions, to work with the Strichartz space and the dual Strichartz space. Let Definition 2.3 (Strichartz space) Let S 0 be the Strichartz space
Then theorem 2.2 implies
We will also utilize the local smoothing estimate of [34] . ψ is the same ψ as in definition 2.1. 19) as well as its dual,
We will also make use of a function space adapted to the long time Strichartz estimates. This is a class of function spaces first introduced in [42] to study wave maps. [27] , [28] applied these spaces to nonlinear Schrödinger problems. See [21] for a general description of these spaces. These spaces are quite useful to critical problems since the X s,b spaces of [1] , [2] (see also [18] ) are not scale invariant except at b = 1 2 , which has the same difficulty as the failure of the embeddingḢ 1/2 (R) ⊂ L ∞ (R). Since we take u 0 ∈ H s for any s > 1 2 they will prove to be useful here as well.
∆ be an atomic space whose atoms are piecewise solutions to the linear equation,
Then for any 1 ≤ p < ∞,
∆ functions are continuous except at countably many points and right continuous everywhere.
The supremum is taken over increasing sequences t k . 
Let DU p ∆ be the space of functions
Finally, there is the duality relation
These spaces are also closed under truncation in time.
3 Description of the I -method and outline of the proof
Since there are no known conserved quantities that control u Ḣs for 0 < s < 1, we utilize the by now well known modified energy of [12] .
We suppress the N for the rest of the paper. There is an obvious tradeoff here. Taking N = ∞, we see that
decreases and E(Iu(t)) increases. Therefore, the question of global well -posedness centers on which side will win this tug of war. More precisely, by Sobolev embedding, when
Therefore,
Meanwhile,
Then by (1.3), (1.7),
We suppress λ for the rest of the paper. Next recall the interaction Morawetz estimate.
Theorem 3.1 (Interaction Morawetz estimate) Suppose u is a solution to (1.1), (1.2), on some interval J. Then
.
(3.9)
Proof: This was proved in three dimensions by [13] . [33] and [11] independently proved (3.10) in dimensions one and two. [41] proved the interaction Morawetz estimate in dimensions d ≥ 4, a result that will not be needed here.
(3.10) is extremely useful due to a local well -posedness result of [13] .
(3.10)
Proof: See [13] or [14] .
We will need a similar result in dimension two.
(3.11)
. (3.13) By Bernstein's inequality and (3.2),
(3.14)
Then by theorem 2.2,
Since N is large and ǫ > 0 is small the proof is complete.
(3.15) also implies
We also have
Theorems 1.2 and 1.3 are then proved by a bootstrapping estimate. Let
Assume that J is an interval. J is clearly nonempty since 0 ∈ J. Moreover, J is closed by standard local well -posedness theory. Therefore, to prove J = [0, ∞) it suffices to show that J is open. By (3.2), interpolation, and Bernstein's inequality,
Therefore if J is an interval such that E(Iu(t)) ≤ 1 on J, then (3.8), (3.10), (3.19) , (3.20) , and the conservation of mass imply that
Then we show that for
To do this we use long term Strichartz estimates. [15] utilized the longtime Strichartz estimates within the context of the mass -critical nonlinear Schrödinger initial value problem. The long time Strichartz estimates have been utilized in subsequent papers ( [16] , [17] , [26] , [30] , [31] , [32] , [45] ). By (3.24) and theorem 1.1, for any T > 0 there exists
Therefore J is open and the proof is complete. Finally, we can recover the u(t) H s bound by rescaling back and then computing the u(t) H s norm from the bounds on M (u(t)) and E(Iu(t)) after rescaling.
Induction on frequency and long time Strichartz estimates in three dimensions
Take 1 ≤ M ≤ N . As in [15] we make an induction on energy argument. Notice that, for P >M = 2 j >M P j ,
Remark: This is why this method does not immediately carry over to a non -algebraic nonlinearity, p = 2k for some positive integer k. By Duhamel's principle, and E(Iu(t)) ≤ 1 on J,
for any p > 2, where (p, q) is an admissible pair. Namely,
Interpolating (3.16) and (3.21) with E(Iu(t)) ≤ 1 on J, combined with Bernstein's inequality implies
Interpolation, Sobolev embedding, Bernstein's inequality, E(Iu(t)) ≤ 1, and (3.2) imply that
(4.10)
Therefore, (4.4), (4.5), and (4.6) imply that
It only remains to analyze
Interpolating (2.14) and (2.19), for any q > 2
(4.14)
Now take the cutoff supported on the annulus |x| ∼ 2 j , ψ j (x) = χ 2 (2 −j x) − χ 2 (2 −j+1 x), where j ≥ 0. Here we use the radial symmetry of the solution.
Combining radial Sobolev embedding with the standard Sobolev estimate and Bernstein's inequality,
Interpolating this with
which is a consequence of (3.16) and Strichartz estimates implies that
Combining (4.11), (4.14), (4.18), and (4.19), for j ∼ ln(N ) sufficiently large, C(s, u 0 H s )) ,
(4.22)
Energy Increment in three dimensions
Now we show a bound on the modified energy increment.
Proof: (1.1) implies
By (5.2) and integrating by parts,
We start with i∇Iu, ∇((Iu) 3 − I(u 3 )) .
By the fundamental theorem of calculus,
Moreover,
has Fourier transform supported on |ξ| ≥ N 8 . By (5.7),
This takes care of the first term in (5.4). Now we consider the term 
(5.18)
Finally,
This proves lemma 5.1.
Rescaling back, we have proved
Therefore, by (4.21), t,x (R×R 3 ) < ∞, which implies scattering.
Induction on frequency in two dimensions
We turn now to the two dimensional problem (1.2), k > 1, k ∈ Z. In this case the critical space isḢ sc , s c = k−1 k . Once again take the I operator as defined in (3.2). Then,
Then, by lemma 3.3,
Once again make an induction on frequency argument.
(6.4) Since the nonlinearity is algebraic there exists c(k) such that
Making an argument almost identical to the estimates when d = 3,
Then we can make an induction argument provided we have a good estimate on
We once again utilize the local smoothing estimate
(6.14)
Now take the cutoff supported on the annulus |x| ∼ 2 j , ψ j (x) = χ 2 (2 −j x) − χ 2 (2 −j+1 x), where j ≥ 0. When k = 2,
The last inequality follows by interpolating
(6.17)
Since u also has finite mass, see (3.8) , by (6.15), (6.16),
(6.18) Next, for each J l ⊂ J, by (3.8), Strichartz estimates, and a computation similar to (6.15) and (6.16).
Since there is a bound on the number of J l ⊂ J, (3.21), we have 
Energy Increment
To complete the proof of theorem 1.3 it remains to prove Lemma 7.1 If J is an interval with E(Iu(t)) ≤ 1 on J, 2 (P ≤c(k)N u) 2k−1 −I((P >c(k)N u) 2 (P ≤c(k)N u) 2k−1 )) dt
1 N 1− . (7.8) Finally, we skip ahead to
Remark: The other terms can be handled in a similar manner.
Remark: L 4k t,x isḢ k−1 k -critical. Interpolation shows that
Then by (6.22) , E(Iu(t)) ≤ 1, we are done with the first term in (7.2). Now we consider the term J I(u 2k+1 ), I(u 2k+1 ) − (Iu) 2k+1 dt. (7.12) Once again this term must have at least two P >c(k)N u terms. By Sobolev embedding, Bernstein's inequality, and (6.22),
(7.14) Next, J I((P >c(k)N u) 2k+1 ), (P >c(k)N u) 2k (P ≤c(k)N u) dt This proves lemma 7.1.
Rescaling back, we have proved Therefore, 20) where C behaves like e 
