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ABSTRACT
The Internet is a large-scale decentralized system that is composed of thousands of inde-
pendent networks. In this system, there are two main components, interdomain routing
and traffic, that are vital inputs for many tasks such as traffic engineering, security, and
business intelligence. However, due to the decentralized structure of the Internet, global
knowledge of both interdomain routing and traffic is hard to come by. In this dissertation,
we address a set of statistical inference problems with the goal of extending the knowledge
of the interdomain-level Internet.
In the first part of this dissertation we investigate the relationship between the interdo-
main topology and an individual network’s inference ability. We first frame the questions
through abstract analysis of idealized topologies, and then use actual routing measurements
and topologies to study the ability of real networks to infer traffic flows.
In the second part, we study the ability of networks to identify which paths flow through
their network. We first discuss that answering this question is surprisingly hard due to
the design of interdomain routing systems where each network can learn only a limited
set of routes. Therefore, network operators have to rely on observed traffic. However,
observed traffic can only identify that a particular route passes through its network but
not that a route does not pass through its network. In order to solve the routing inference
vii
problem, we propose a nonparametric inference technique that works quite accurately. The
key idea behind our technique is measuring the distances between destinations. In order
to accomplish that, we define a metric called Routing State Distance (RSD) to measure
distances in terms of routing similarity.
Finally, in the third part, we study our new metric, RSD in detail. Using RSD we
address an important and difficult problem of characterizing the set of paths between
networks. The collection of the paths across networks is a great source to understand
important phenomena in the Internet as path selections are driven by the economic and
performance considerations of the networks. We show that RSD has a number of appealing
properties that can discover these hidden phenomena.
viii
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1Chapter 1
Introduction
The Internet is a large-scale and highly complex system. It is a communication network
that connects millions of users across the globe with the primary goal of carrying data
traffic between them.
Due to its importance, the components of the Internet are widely studied and highly
engineered at different levels of granularity. Yet, surprisingly, the understanding of the
Internet at its largest scale, at the level of routing domains (i.e. interdomain-level Internet),
is still limited. In fact, the interactions between the domains are mainly discovered through
measurements that often times provide only an incomplete view of the whole interdomain
system.
To that end, this dissertation argues the need for studying the interdomain-level In-
ternet and proposes a set of statistical methods to systematically extend the knowledge of
the Internet at its largest scale.
This chapter is organized as follows. We begin with a high-level overview of relevant
background on the interdomain-level Internet in Section 1.1. Next, we introduce the prob-
lems we address with respect to two main aspects of the interdomain-level Internet; data
traffic and routing, in Section 1.2 and Section 1.3, respectively.
1.1 Background
The Internet is a collection of thousands of independent networks, called autonomous
systems (ASes). Each AS is a collection of routers controlled by a single, (generally) profit-
seeking entity. In order to ensure reachability (i.e. any source can communicate with
any destination) in the Internet, ASes interlink to each other and form the decentralized
2interdomain-level or synonymously AS-level Internet graph. In this system where the
primary goal is delivering traffic from sources to destinations, there are two main aspects:
1)routing; the process of selecting paths that connect sources to destinations, and 2)traffic;
the amount of bytes or packets exchanged.
In the interdomain routing system, ASes communicate through a protocol called Border
Gateway Protocol (BGP). BGP enables ASes exchange reachability information with their
neighbor ASes. The main information exchanged is, given a destination prefix, the full
paths of ASes that a route should take in order to reach the destination.
ASes are connected to each other not only by physical links but also by business rela-
tionships (e.g. customer/provider, peer/peer). For instance, provider ASes are bound to
forward traffic for their customers, whereas peer ASes do not provide transit to each other
unless the traffic is destined to their customers. In terms of routing, these policies drive the
next-hop choices of ASes and the routes they announce to their neighbors. For instance,
peer ASes do not announce the routes to destinations other than their customer prefixes.
In the interdomain-level Internet, where ASes are glued by the interdomain routing
system, millions of traffic flows are generated from sources to destinations at any instant.
The amount of traffic generated is immense since economics at the interdomain-level is
based on the volume of traffic exchanged between ASes. For instance, provider ASes charge
their customers based on how much traffic they forward for the customers, and while doing
that, they are not only bound to deliver the traffic correctly but also they need to do it
efficiently. To that end, in order to manage the traffic workload that passes through its
own network, each AS constantly monitors its routers and takes measurements to collect
information about traffic flows.
In Section 1.2 and 1.3, we introduce the problems, challenges and how we address them
in the context of interdomain traffic and routing, respectively, in detail.
31.2 Interdomain Traffic
The traffic exchanged between individual ASes is the fundamental workload of the Internet.
Knowledge of interdomain traffic volumes is therefore of immense engineering, scientific
and societal interest. On a practical level, traffic measures are useful for capacity planning,
performance analysis, and traffic engineering. Often each of these tasks must be performed
in the absence of directly measurable data. On a scientific level, improved knowledge of
how traffic flows through the Internet as a whole can inform our understanding of how
demand, topology, and economics interact to shape Internet evolution.
On a more local scale, knowledge of interdomain traffic volumes can be very valuable for
business intelligence for individual ASes as they operate in competition with each other.
Consider an ISP that is pondering a bid for a competitor’s customer. That ISP has a
significant advantage if it knows how much business the competitor currently does with
the customer (i.e., how much traffic they exchange), and how the customer’s traffic would
impact the ISP’s network should the customer change providers.
Despite its importance, broad knowledge of interdomain traffic volumes on the Internet
is hard to come by [Chang et al., 2006b]. Due to the distributed architecture of the AS-
level Internet, there is no single vantage point (or a reasonably-sized set of vantage points)
where all Internet-wide traffic can be captured. Each AS can only directly measure the
traffic flowing through its own network and due to the competitive relationships of the
commercial Internet, ASes keep these measurements confidential – i.e., they do not share
such information with other ASes. In other words, an AS’s visibility of the interdomain
traffic is limited.
For instance, consider the example in Figure 1·1(a). There are three networks (ASes)
P , T , and X. T sends some traffic through X and this traffic does not flow through P .
Network P would like to estimate this traffic from T to X, that itself can not directly
measure.
Fortunately, recent work [Bharti et al., 2010] has suggested that in some cases the
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Figure 1·1: The Basic Problem: Invisible Traffic
visibility of a single AS can be extended, i.e. an AS can infer the volume of traffic that
does not pass through itself. The key aspect that makes such inference possible is the strong
statistical regularities seen in the interdomain traffic. In other words, there are predictable
relationships between traffic flows, such that invisible flows can often be cast in terms of
linear functions of visible ones. Therefore, in some cases, an AS can use statistical methods
to estimate the amount of traffic that does not flow through its network. Although initial
study has shown that such inference is possible, it has not discussed which ASes are eligible
for it. In the first part of this dissertation, we ask the following two questions: For which
ASes is such inference most likely to be successful? And, which traffic can those ASes
infer? In Chapter 3, we seek answer to these questions.
The key to traffic inference is the ability to observe a sufficiently useful subset of traffic
flows, i.e. if enough number and variety of flows can be observed, the rest of the invisible
flows can be estimated. In the context of interdomain traffic, this question relates to the
network’s AS-level connectivity and routing patterns. Some ASes, due to their topological
positions and commercial connections, may be more advantageous than others, i.e. they
may observe enough traffic flowing through their networks that enable them to estimate
the traffic that they can not observe.
5Our goal is to understand which ASes are likely to be able to perform such inference,
which elements they can infer, and why. We seek to answer these questions from two
standpoints: from an analytical standpoint, we look for graph-theoretic properties of the
AS topology that lead to increased traffic inference ability for an AS. And from a practical
standpoint, we look to answer to these questions in terms of metrics that relate to an ISP’s
business and engineering relationships – e.g., how many customers and peering links it has.
Our investigation consists of three stages. We first explore the relationship between
inference ability and idealized graph models. To do so, we develop an algorithm that
allows us to prove lower bounds on inference ability. Second, using the same algorithm,
we study the inference ability of real ASes using actual interdomain topology and routing
measurements. Third, we apply actual matrix completion to realistic TMs across ASes
in the Internet. For each AS we evaluate its accuracy when completing a TM comprising
about 30 million elements, of which between 0.001% and 0.3% are actually visible to the
AS, depending on the set of AS paths that flow through it.
The three stages of our effort mutually shows that, surprisingly, inference ability of
traffic volumes is not particularly associated with ASes in the core of the Internet. Rather,
the key lies in the set of customers of an AS. We show that customers of an AS provide
crucial knowledge of interdomain traffic flows needed for inference. When asking which
flows are most readily estimated, we find that the closer a flow passes to an AS in the BGP
graph, the more readily it may be estimated; an AS is most successful at estimating the
flows that pass through its neighbors, especially its customers.
1.3 Interdomain Routing
Interdomain routing system is the core of the Internet. It enables ASes interact and ensures
connectivity. The route selection decisions of ASes are driven by policies that reflect their
economic and performance considerations. Despite its importance, the global state of the
Internet’s interdomain routing system at any instant is an almost unknowable mystery due
to the distributed nature of BGP.
6On a local scale, each network (AS)’s view of the interdomain routing system is limited.
Yet, absent this knowledge, a network operator cannot answer this very simple question:
‘Which routes pass through my network?’
Answering this simple question can be useful in many ways. For example, it can inform
traffic engineering and capacity planning; when traffic loads change, operators would like to
know whether the cause is a change in demand, or a routing change. In other words, when
an operator notices that traffic was once observed, but is no longer observable between a
source and a destination, then the operator would like to know whether the route from the
source to the destination has changed, or the source is not sending traffic to the destination
anymore.
Another example is that knowing what routes pass through one’s network can also
provide business intelligence, by shedding light on the routing behavior of customers and
competitors. As a concrete example, consider a network A with competitor B. Suppose B
has customer C and A would like to make a bid for C’s business. The price offered should
depend on the proportion of C’s traffic that is already passing through A. A simple way to
estimate this is to see what fraction of C’s routes are passing through A. Such estimation
can improve A’s ability to interpret and understand the traffic patterns in its network.
In addition, from a security standpoint, knowing whether a route passes through one’s
network can be a tool for packet filtering as a defense for IP spoofing attacks. For many
ASes, especially for that are in the core of the Internet, accurate packet filtering is chal-
lenging because of the difficulty of knowing exactly which flows should be passing through
the AS.
In second part of this dissertation, we develop methods to answer the routing visibility
question, taking the standpoint of a single network operator. To discover whether the
route from i to j passes through the operator’s network (i.e., is visible in the network), the
operator has available two kinds of potentially useful information: known BGP routes and
observed traffic.
The routing in the Internet is destination-based, i.e. each AS stores a route to a given
7destination in its routing table and announces the entries of this table to its neighbor ASes
via BGP. Thus, BGP only provides routes in forward directions. In other words, for any
destination, an AS learns (from each of its neighbors) the routes from the ASes that are
on the path to the destination – since most AS paths are short, the number of routes that
can be learned via BGP is very small. Moreover, the routes announced to a neighbor AS
are filtered based on the business relationship with that neighbor (e.g. peer ASes do not
announce routes to each other for transit traffic). This situation restricts the set of routes
that can be learned via BGP even further.
While BGP provides knowledge of only a limited set of routes to each destination,
observed traffic may potentially provide information about any source-destination pair.
Hence our methods concentrate on the knowledge obtained from observed traffic.
Although observed traffic is a good source, it only provides positive information about
visibility: if traffic is observed flowing from i to j then (i, j) is known to be visible; but
if no traffic is observed, then it is not possible to conclude anything about the visibility
status of (i, j); i.e., traffic does not provide negative information about visibility. Thus the
key question comes down to asking: if no traffic is observed from i to j, is it because the
path from i to j does not pass through the observer, or because i is simply not sending
traffic to j?
Our approach starts from simple intuition about how routes spread through the In-
ternet; based on this understanding we develop a family of nonparametric classifiers. We
show that different kinds of networks (essentially, networks in different tiers) require dif-
ferent instantiations of this classifier. We then show how to configure these classifiers for
different kinds of networks, and demonstrate that we can answer our original question with
a surprisingly high level of accuracy.
The basic intuition behind our classifier is the following: we empirically observe that
there are groups of paths with similar routing behavior. Our strategy is identifying such
path groups. In order to identify similar routing behavior, we develop a metric called Rout-
ing State Distance (RSD). RSD between two destination prefixes can be simply defined
8as the number of ASes that disagree about the next hop to these prefixes. Intuitively, if
the RSD between two prefixes is small, then we expect that paths to those prefixes have
similar visibility status for an arbitrary AS. We show that using RSD enables certain types
of networks successfully extrapolate their visibility of interdomain routing.
On a more global scale, one challenging task is extracting insight from massive, complex
datasets of interdomain routing paths. Many projects have collected extensive measure-
ments of Internet topology at the router or AS-level, but comparatively few tools have been
developed to discover important patterns or structures in the resulting data. The lack of
such tools makes it difficult to visualize the Internet topology, understand the routing
behavior of ASes, and detect significant changes in the Internet routing.
In the third part of this dissertation, we study our new metric, RSD in detail. In
addition to its specific application of inferring routing visibility, RSD can be presented as
a more general metric to analyze routing at the interdomain-level. One key property of
RSD is that it is a path-based metric. Unlike other distance metrics (e.g. hop distance),
knowing the complete topology of AS graph is not required to compute RSD. Given
the large fraction of missing edges in AS graph measurements, this property makes RSD
suitable to analyze BGP data.
The key idea behind RSD can be stated simply: the routing state distance between
two prefixes is conceptually just the number of ASes that disagree about the next hop to
the two prefixes. (Later we will make this notion precise and deal with the practical issues
that arise in applying it to real BGP measurements.) The basic idea is illustrated in
Figure 1·2. Figures 1·2(a), (b), and (c) each show the next hops from a set of ASes to
different destinations. The routing state distance between the destinations in (a) and (b)
is 3, because there are three ASes that choose different next hops between (a) and (b).
Likewise, the routing state distance between the destinations in (b) and (c) is 5.
The key properties of RSD can be understood by contrasting it with typical measures
of distance between ASes. The most common starting point is the AS graph – a graph in
which nodes are ASes – and distance is traditionally thought of as some number of hops
9(a) (b) (c)
Figure 1·2: Example illustratingRSD. In each figure the filled node is the destination.
between ASes. In contrast, RSD is not defined in terms of a graph; rather, it is defined
in terms of a set of paths. This has a number of advantages. First of all, it is well-known
that measurements of the AS graph are highly incomplete (a recent review of this problem
is [Roughan et al., 2011]). By defining RSD in terms of AS paths rather than the AS
graph, the problem of missing edges in the AS graph does not arise. This is a crucial
advantage, given the large fraction of missing edges in AS graph measurements. Second,
as we will show later, the set of paths to a prefix is a much richer characterization of the
prefix’s location than is its position in the AS graph. As a result, RSD can provide much
more nuanced information about the relative location of two (or more) prefixes than can
be provided by simply noting their position in a graph.
Having defined RSD we next explore its utility. We show that it has a number of
desirable properties. First, it is a metric (it obeys the triangle inequality), which makes
it easy to reason about. Second, we show that it defines fine-grained neighborhoods —
the number of prefixes that are within distance d of a given prefix declines smoothly with
decreasing d. Third, we show that RSD generally exhibits low effective dimension, which
means that 2-D visualizations can capture most of the information present in a set of RSD
measurements. And fourth, we show that RSD has a natural clustering criterion, and that
criterion has an associated clustering algorithm with provable approximation guarantees.
Most importantly, these four properties together allow us to develop an analytic toolkit
that we use to uncover surprising patterns and behaviors that have not previously been
documented in the interdomain routing system. Using the RSD toolkit we demonstrate the
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existence of collective routing behavior that we call local atoms. Roughly, a local atom is a
set of prefixes that are routed similarly, but only in some region of the Internet. We show
the existence of local atoms spanning a wide range of sizes, from macroscopic (Internet-
wide) to microscopic. Although detecting these sorts of patterns in data is hard in general,
we show that RSD and its associated clustering tools are natural and effective ways to
uncover local atoms in BGP data.
1.4 How to Read This Dissertation
The rest of this dissertation is organized as follows. Chapter 2 introduces some basic defi-
nitions that we use throughout the dissertaion. Chapter 3 studies traffic inference ability
of ASes. Chapter 4 presents methods that enable ASes identify which paths flow through
their network and presents a new metric to measure routing similarity. Chapter 5 studies
this new metric in detail and shows that it can detect significant patterns in the interdo-
main routing system. Chapter 6 summarizes the related literature and finally, Chapter 7
concludes the dissertation.
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Chapter 2
Basic Definitions
In this chapter, we introduce some basic concepts that we use throughout this dissertation.
2.1 View
For a given AS, consider an interval during which there are no changes in external routing.
Then there is a set of IP source-destination pairs (s, d) such that if s generates traffic and
sends it to d, that traffic will pass through that AS. This set is called that AS’s view during
that interval.
2.2 Traffic Matrix
A traffic matrix (TM) is an m × n matrix T in which Tij(ℓ) is a measure of the traffic
flowing from a set of IP addresses Si to a set of IP addresses Dj during a specific time
interval {t | tℓ ≤ t < tℓ+1}. In this dissertation time intervals will be one day; for brevity we
will omit the time index ℓ in what follows. The elements {Tij} may be any traffic measure,
e.g. the number of bytes, the number of packets. In this dissertation we consider it as
the number of packets. Note that, in general, a TM need not be specific to a particular
network. However, in this dissertation, we work with traffic matrices each of which is
measured in a particular network.
There are two types of traffic matrices (TMs): spatial TMs and temporal TMs. Our
definition of TM, above, corresponds to the definition of a spatial TM. In temporal TMs,
a row is time interval and a column is a source-destination pair, i.e. each column is a
time-series of the traffic volume between a source-destination pair. This definition of TMs
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are widely used in the literature [Medina et al., 2002, Lakhina et al., 2004a, Zhang et al.,
2009]. However, in this dissertation, we consider only spatial TMs.
2.3 Indexing
An indexing is a particular way of partitioning the souce address space S and the desti-
nation address space D, i.e. I = (S,D) with S = {Si | i ∈ 1..m} and D = {Dj | j ∈ 1..n}.
Each Si and each Dj is a set of IP addresses. We assume that the sets Si, i = 1..m are
disjoint, as are the sets Dj , j = 1..n.
Bringing these three definitions together, at any moment, a network’s view is deter-
mined by the state of the interdomain routing system. The traffic actually flowing through
the network consists of the traffic between pairs of IP addresses in the network’s view.
Applying an indexing to the traffic flowing through the network yields a traffic matrix for
the interval.
2.3.1 Atomicity
Given a TM T constructed in a network and having indexing I = (S,D), an element Tij
may have three types: Tij is fully visible in that network if, for all (s, d) ∈ {Si×Dj}, (s, d)
is contained in the network’s view. Likewise, element Tij is invisible in that network if
no (s, d) ∈ {Si × Dj} is contained in the network’s view. Elements that are neither fully
visible nor invisible in the network are partially visible.
As we study in Chapter 3, the goal of a network is estimating unknown TM elements by
using known TM elements. Therefore, in order to make accurate estimation, it is important
to classify an element based on its type. More precisely, if an element is fully visible, then it
is a useful input to the estimation problem. However, this may not be the case for partially
visible elements. Although partially visible elements contain some information, using them
as input to the estimation problem may yield inaccurate results. Of course, by definition,
invisible elements are not useful as inputs. In fact, they are unknowns to be estimated.
The key challenge is that identifying the view of a network is difficult in practice. Due
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to the organization of interdomain routing system, its state is only partially known to ASes
[Bharti et al., 2010, Gu¨rsun et al., 2012]. Therefore, given any TM element, it is difficult
to identify its type.
One partial solution to this problem is defining the indexing I of TM T such that each
element T (i, j) is either fully visible or invisible – there is no partially visible elements. Such
indexing is called atomic. Note that using atomic indexing does not provide a network with
extended knowledge of its view. Instead, it helps the network identifying the fully visible
elements – when the network observes traffic for some (s, d) ∈ {Si×Dj}, then that network
knows that this respresents all traffic flowing from Si to Dj . Formally, given a network
with TM T using an indexing I that is atomic, if Tij 6= 0, then it is fully visible in that
network. Note though that if Tij = 0, its visibility status is still unknown in that network
1.
Note that an indexing that is atomic during a measurement interval may not be atomic
for the next intervals as the state of the routing system (view of networks) changes. For
the sake of simplicity, in everything that follows, we assume that each network’s view does
not change during a measurement interval.
One can find atomic indexings specific to a given network. However, due to the reasons
we discussed above it is a challenging task. Moreover, in the following sections, we compare
the estimation abilities of a large set of networks, and this requires their TMs indexed
exactly the same way. To do so, we define indexings that is globally-atomic. We can define
four globally-atomic indexings with different level of granularities (the number of source
and destination pairs assigned to each TM element).
IP-IP: This corresponds to the case where each Si and Dj is a distinc IP address. Such
indexing is clearly atomic. However, there are two caveats of this indexing. First, the TMs
constructed with such indexing are very large – on the order of 500 million × 500 million
elements [Akamai Technologies, Inc., 2009]. Therefore, they are not scalable. Second, the
1As a side note, in Chapter 4, we study the visibility status of unknown TM elements with the goal of
extending a given network’s knowledge of interdomain routing system state. We show how networks can
improve the accuracy of traffic volume estimation in the light of improved routing state.
14
nonzero elements of the TMs will be noisy – majority of them are small and they show
high variability.
Prefix-Prefix: This corresponds to the case where each Si and Dj is a set of IP addresses
grouped into longest matching prefixes as advertised by the BGP system. All addresses
in a prefix are routed the same way by the design of BGP. In other words, such indexing
is atomic. Aggregation of IP addresses to prefixes reduces the size of TMs to the order of
300K × 300K [RouteViews, 1997].
Atom-Atom: It has been empirically observed that there are many collections of prefixes
that are routed the same way. Such collections are called BGP atoms [Broido and claffy,
2001]. Such atoms can be constructed from BGP tables using publicly available sources
[CAIDA, 2003, RouteViews, 1997]. Due to the fact that publicly avaiable BGP tables
provide incomplete view and there may be cases where BGP paths do not match the
forward BGP paths, such indexing is not guaranteed to be atomic. However, we believe
that in practice, there are few cases that violates the atomicity at atom-atom level.
AS-Prefix: It is empirically shown that there are many cases where an AS uses only
one single next hop AS to send traffic to a given prefix. Altough this may be violated
[Mu¨hlbauer et al., 2007] in some cases, for the most AS-Prefix aggregation is almost atomic.
Moreover, this level of aggregation is very practical since it yields managable size of TMs
and it smooths the noise in TM elements.
AS-Atom: We can obviously state that such indexing is almost atomic based on the
atomicty of Atom-Atom and AS-Prefix level atomicity.
2.4 Visibility Matrix
Finally, for each network, we define a visibility matrix (VM). Following from the definitions
in Section 2.2, a network’s view can be captured in the form of anm×n visibility matrix M ,
where Mij = 1 if traffic from Si to Dj passes through the network, and Mij = 0 otherwise.
Note that by definition the rows and columns of the visibility matrix and the traffic matrix
of a network are indexed exactly the same.
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In other words, visibility matrices are abstract versions of traffic matrices that represent
the views of networks they are constructed in. In Chapter 3 we show how to use VMs to
analyze the traffic inference abilities of individual ASes. In Chapter 4, VMs are the main
inputs to the inference problem defined in that chapter. In both chapters, TMs and VMs
will be organized as AS-Prefix unless otherwise noted.
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Chapter 3
Inferring Invisible Traffic
The ability of an AS to infer traffic volumes that are not directly measurable can be useful
for research, engineering, and business intelligence. Previous work has shown that traffic
matrix completion is possible, but there is as yet no clear understanding of which ASes are
likely to be able to perform TM completion, and which traffic flows can be inferred.
In this chapter we investigate the relationship between the AS-level topology of the
Internet and the ability of an individual AS to perform traffic matrix completion. We take
a three-stage approach, starting from abstract analysis on idealized topologies, and then
adding realistic routing and topologies, and finally incorporating realistic traffic on which
we perform actual TM completion.
3.1 Background and Overview
3.1.1 Properties of Traffic Matrices
A key property for traffic matrices (introduced in Section 2.2) is that they have low effective
rank. If an m×n matrix T can be factored into an m× k matrix X and a k×n matrix Y ,
such that XY = T , then T has rank (no greater than) k. If k ≪ min(m,n) then we say T
has low rank. When working with measurement data, a matrix T may be strictly speaking
full rank, but nonetheless well-approximated by a low-rank matrix. That is, if there exists
a rank k matrix T ′ such that T ≈ T ′, we say that T has low effective rank. For example,
we may use a least-squares criterion: T ≈ T ′ if
∑
i,j(Tij − T
′
ij)
2/
∑
i,j T
2
ij is small enough.
Low rank is important because it means that elements of T are related; only a small
amount of information (X and Y ) is needed to construct T , so some elements of T can
be computed as linear functions of other elements. Likewise, if a matrix has low effective
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rank, then some elements can be approximated as linear functions of other elements.
There is considerable evidence that traffic matrices often show low effective rank, espe-
cially in the context of intradomain TMs in which the sources and destinations are routers
within one single network. In [Lakhina et al., 2004b], the authors document low effective
rank in measurements of temporal traffic matrices, in which each column is a time-series of
the traffic volume between a source-destination pair. More generally, traffic matrix mod-
eling often assumes that TMs have low effective rank. The often-used gravity models are
rank-1 models; such models have been used, for example, in [Chang et al., 2006a, Medina
et al., 2002, Roughan, 2005a, Roughan, 2005b, Zhang et al., 2005b, Chang et al., 2005].
Likewise, the authors in [Erramilli et al., 2006] show that a rank-2 model is a good fit to
measured TMs. Finally, a number of papers have explicitly relied on the property of low
effective rank in TMs as the basis for their results [Lakhina et al., 2004a, Zhang et al.,
2009].
In this section, we first present our characterization of spatial traffic matrices and show
that they appear to have low effective rank. The challenge is that we can not characterize
TMs as they are since they are sparse (due to unknown elements). Instead, we develop
an algorithm to extract dense (where all elements are known) submatrices from the sparse
TMs and characterize these submatrices.
Effective Rank Study
A matrix T has effective rank k if T can be approximated by a rank-k matrix, that is, if
there exists a rank-k matrix T ′ such that
∑
(Tij − T ′ij)
2 is suitably small. A direct way
to test this is to form the singular value decomposition of T = UΣVT, and extract the
singular values from the diagonal of Σ (the eigenspectrum of T ). Singular values give a
measure of how much each additional increase in rank improves an optimal approximation
of T . If it is the case that beyond the first k singular values the remaining singular values
are all small, we can conclude that T has effective rank k.
To assess the effective rank for spatial traffic matrices, we first develop a method to
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Figure 3·1: Spectral Analysis of TMs as a Function of Size
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extract dense and square submatrices from a sparse matrix. This simply consists of finding
a set of rows and columns of the sparse matrix such that the resulting submatrix has no
zero elements.
Extracting Dense Submatrices from a Sparse Matrix: Let R and C be the set
of rows and columns, respectively, of a sparse matrix T . Let R be a subset of R such that
R ⊆ R, C be a subset of C such that C ⊆ C, and T (R,C) denote the projection on the
rows in R and on the columns in C. T (R,C) is called a submatrix of T .
Given a sparse matrix T , our goal is extracting a set of square submatrices that are
non-overlapping from T such that all elements of these submatrices are nonzeros and the
size of rows and columns of each submatrix is greater than a threshold τ . Formally, let Λ
be the set of submatrices, s.t. Λ = {T (R1, C1), T (R2, C2), . . . , T (Rl, Cl)}, where all entries
of any T (Ri, Ci) are nonzeros, |Ri| ≥ τ , and |Ci| ≥ τ .
Proposition 1 Solving the above problem is NP-complete.
Proof 1 The problem is a generalization of the Balanced-Complete-Bipartite-Subgraph
problem [Garey and Johnson, 1990]. More specifically, when l = 1 the above problem
is the same as the Balanced-Complete-Bipartite-Subgraph problem. For completeness we
describe the Balanced-Complete-Bipartite-Subgraph problem below.
Given a bipartite graph G = (U, V,E) and an integer K ≤ |U |, |V |, Balanced-Complete-
Bipartite-Subgraph is finding two subsets, U1 ⊆ U , V1 ⊆ V , |U1| = |V1| = K and u ∈ U1,
v ∈ V1 =⇒ (u, v) ∈ E.
Therefore, in order to find Λ, we propose a heuristic algorithm that iteratively sorts
and reorders the rows and columns of T based on their two following features:
1. Density: Given an m × n matrix T , let di be the density of its row vector ri (or
column vector ci). The density di is the total number of non-zero elements in the
vector ri (or ci). The rows and columns of T are sorted in descending order based
on their densities and rearranged such that d1 ≥ d2 ≥ d3 . . . .
2. Position of the First Zero Element: Given an m× n matrix T , let pi be the position
of the first zero element in its row vector ri (or column vector ci). The rows and
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columns of T are sorted in descending order based on their p values and rearranged
such that p1 ≥ p2 ≥ p3 . . . . In other words, the rows and columns in which the
first zero element appears in latter positions in the vector take place earlier in the
rearranged matrix.
The algorithm we propose (Algorithm 1) combines these two reordering procedures.
The idea is placing a sufficiently large and fully non-zero submatrix T (R,C) in the upper
left part of T . If the size of R and C are above a threshold τ , then it is added to Λ,
otherwise it is discarded. Then, T is updated by setting T (R,C) to 0 and the algorithm
iterates until sufficient number of submatrices are extracted (or all elements in T are zeros).
Algorithm 1 Extract dense submatrices .
INPUT: m× n matrix T , integer threshold τ , integer threshold l.
OUTPUT: set of submatrices Λ.
1: Λ = ∅
2: sort R by density
3: sort C by density
4: while there are non-zero elements in T and |Λ| < l do
5: while new rearrangement of rows and columns are found do
6: sort R by position of first zero element
7: sort C by position of first zero element
8: end while
9: sort R by density
10: sort C by density
11: extract the largest square full non-zero matrix T (R,C) from the upper left corner
12: if |R| ≥ τ and |C| ≥ τ then
13: Λ = Λ ∪ T (R,C)
14: end if
15: T (R,C) = 0
16: end while
Characterizing Submatrices: We apply the submatrix extraction procedure to our
dataset that consists of complete netflow logs from all edge routers in a network over
the 14 day period January 5, 2010 – January 19, 2010. For each of the 14 days in our
measurement period, we construct traffic matrices using 3 globally-atomic indexings (as
introduced in Section 2.3): prefix-prefix, atom-atom, and AS-atom.
We then extract a large set of non-overlapping submatrices from the prefix-prefix, atom-
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atom, and AS-atom matrices for Jan. 5 1. The submatrices we extract vary in size from
20 × 20 to 100 × 100. We compute the eigenspectrum of each submatrix and normalize
each spectrum so that the largest singular values are 1 in order to make spectrum values
comparable across submatrices.
We are particularly interested in the relationship between matrix size and effective
rank. Therefore, we first group submatrices based on their sizes and take the average
eigenspectra within each group. Figure 3·1 compares the average eigenspectra for different
size matrices for three indexings. The figure labels show the size (in number of rows
or columns) of submatrices in each groups, and the numbers in parentheses indicate the
number of non-overlapping matrices within a group. For instance, in Figure 3·1 (a) there
are 31 submatrices of size 20×20 and the solid line shows the average eigenspectra of these
31 submatrices.
Figure 3·1 show two striking characteristics: first, the effective rank does not seem to
vary appreciably as a function of matrix size. In most cases we can conclude that the
effective rank is approximately 5 or less. Second, the effective rank does not seem to
vary appreciably with the degree of aggregation: prefix-prefix, atom-atom, and AS-atom
matrices all show similar eigenspectra.
Hence we find that dense submatrices of T typically show very low effective rank. While
this does not directly inform us about the effective rank of T as a whole, the consistency
of our results with respect to size and aggregation level suggest that other submatrices of
T are also likely to show low effective rank.
Finally, note that in the rest of this chapter, we start from the assumption that TMs
show low effective rank. However, we do not assume that TMs have any particular effective
rank; our analyses and experiments treat matrix rank k as a parameter.
1The characterization results for the rest of the days are very similar to the ones on Jan. 5
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3.1.2 Traffic Matrix Completion
Matrix completion is a relatively new area in statistical inference with a number of recent
results [Cande`s and Recht, 2008, Keshavan et al., 2009]. The matrix completion problem
consists of recovering a low-rank matrix from a subset of its entries. Let the m× n matrix
T having rank k ≪ min(m,n) be unknown, except for a subset of its entries Ω which
are known. If the set Ω contains enough information, and T meets a condition called
incoherence, then there is a unique rank-k matrix that is consistent with the observed
entries.
Recently, a variety of algorithms have been proposed that solve the matrix completion
problem under various assumptions [Cai et al., 2010, Cande`s and Plan, 2009, Cande`s and
Recht, 2008, Keshavan et al., 2009, Wen et al., 2010]. These algorithms are typically
analyzed under the assumption that the locations of the known entries of T are distributed
uniformly at random across the matrix. However, matrix completion can be possible when
the location of entries are not uniformly spread across the matrix. In particular, the
algorithm in [Meka et al., 2009] does not assume uniformly spread entries, and furthermore
has a more general capability. Rather than focusing exclusively on matrix completion, it
can also be used to identify which elements of a matrix can be recovered, even when full
completion is not possible. It is this property of the algorithm that we make use of in our
work. We review this algorithm and our use of it in the next subsection.
Given the tendency for traffic matrices to show low effective rank, a number of authors
have applied matrix completion to different types of TMs. In particular, [Zhang et al.,
2009] develops algorithms for accurately recovering missing values (due to measurement
failures) in intradomain TMs in which the sources and destinations are in the observer’s
network. [Bharti et al., 2010] develops methods for inferring traffic volumes for traffic that
does not pass through the observer’s network, and hence cannot be measured. [Bharti
et al., 2010] shows that a network can infer the traffic that does not flow through itself but
flows through its direct customer network. However [Bharti et al., 2010] only demonstrates
this for one particular pair of networks and does not give insight into when TM completion
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Figure 3·2: AICMC Example: T is a 4 × 4 data matrix (not shown) of rank k = 1.
T ’s known elements correspond to the positions of the 1s in its visibility matrix M
(left side of the figure). The steps of AICMC are: (1) L = {u1}, (2) R = {v2, v4},
(3) L = {u1, u2, u4}, (4) R = {v1, v2, v4}. The algorithm stops at the end of (4). The
completed elements are (1, 1), (2, 1), (2, 4), and (4, 2) - 1s shown in bold in M (right
side of the figure).
is possible in general. In contrast, we ask the broader question - what properties should a
network have to high matrix completion ability?
3.1.3 ICMC and AICMC
To analyze the ability of an AS to perform matrix completion, we adopt a particular al-
gorithm from the matrix completion literature called Information Cascading Matrix Com-
pletion (ICMC) [Meka et al., 2009]. ICMC can be applied to matrices that are exactly
low-rank, or approximately low-rank; for simplicity in the description below we describe it
as applied to an exactly low-rank matrix. However extensions to deal with approximately
low-rank matrices are not difficult, as described in [Meka et al., 2009].
ICMC assumes that the m×n matrix T having rank k is non-degenerate, meaning that
T can be factored into the matrices X ∈ Rm×k and Y ∈ Rk×n such that any k rows of
X are linearly independent, any k columns of Y are linearly independent, and XY = T .
The basic idea of ICMC is to progressively compute rows of X and columns of Y so that
(XY )ij = Tij , ∀(i, j) ∈ Ω.
In fact, our goal in this dissertation is not performing matrix completion per se, but
rather identifying whether and when matrix completion is possible. Hence we employ
ICMC in a manner we refer to as abstract ICMC, or AICMC.
AICMC may be expressed in terms of operations on a bipartite graph, as shown in
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Figure 3·2. The graph consists of two sets of vertices, U = {ui, i = 1, . . . ,m} and V =
{vj , j = 1, . . . n}. An edge exists between ui and vj if (i, j) ∈ Ω; otherwise no edge
exists. Thus there is a correspondence between vertex ui and row i of X; and there is a
correspondence between vertex vj and column j of Y .
AICMC progresses by successively marking vertices as ‘infected,’ which means that the
corresponding row of X or column of Y can be recovered. The set L consists of infected u
vertices, and R consists of infected v vertices. Infection propagates through the graph: vj
can be infected if there are at least k edges from vj to vertices in L. Analogously, infecting
ui requires at least k edges from ui to vertices in R. When no more nodes can be infected,
the set L identifies the rows of X that can be recovered, and R identifies the recoverable
columns of Y . [Meka et al., 2009] proves the correctness of this process for recovering X
and Y .
Figure 3·2 shows an example visibility matrix and corresponding bipartite graph. This
process is shown in the figure for k = 1. Starting with infected vertex u1, each step
progressively infects nodes on alternating sides of the bipartite graph. While in this case
the final set of infected nodes corresponds to the largest connected component, note that
for k > 1 the final set of infected nodes is not necessarily the largest connected component.
To start the algorithm, one notes that the solution X,Y is not unique, and hence
without loss of generality the algorithm can be initiated by setting any k rows of X to
the k × k identity matrix, and marking the corresponding k vertices as infected (forming
the initial population of the set L). Beginning from this initial set of infected nodes, the
algorithm proceeds by alternately adding to the sets R and L. When these sets contain all
vertices in the graph, the entire matrix is recovered at rank k.
We can do this because for any pair of vertices (ui, vj) such that ui ∈ L and vj ∈ R,
the matrix element Tij can be recovered by taking the inner product between row i of X
and column j of Y .
That said, one can set aside the graph interpretation and express AICMC simply in
terms of an observer’s visibility matrix M . Note that Mij = 1 iff (i, j) ∈ Ω. AICMC
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proceeds as follows:
1. Choose k rows of M and set L to those rows.
2. If L contains all rows of M and R contains all columns of M , stop - the matrix T
can be fully recovered. Otherwise:
(a) For every column of M such that there are at least k 1s in rows from set L, add
the column to R. If there are no such columns, stop.
(b) For every row of M such that there are at least k 1s in columns from set R, add
the row to L. If there are no such rows, stop.
3. Go to 2.
At completion, an element (i, j) can be recovered if row i is in L and column j is in R.
Thus AICMC allows us to examine an AS’s visibility matrix, and identify, for each invisible
element, whether it can be recovered at a given rank (or approximate rank) k. In Figure 3·2
the recoverable elements are shown on the right side of the figure. Note that if an AS can
complete its TM at rank k, it can complete it at any rank r ≤ k.
Overall, AICMC is defined as: (1) making the assumption that the traffic matrix T
is rank k and non-degenerate; and (2) running the infection process on the 0-1 visibility
matrixM so as to identify which elements could be recovered if the TM were rank k. Note
that ICMC identifies the entries of a data matrix T which can be recovered and then finds
out their values. Since we work with a 0-1 matrix M , we are only interested in identifying
the the entries that can be recovered.
3.1.4 Interdomain Topology
A central aspect of our work is establishing a connection between the AS-level topology of
the Internet, and the ability of individual ASes to perform traffic matrix completion. Hence
we rely on the considerable body of work that has characterized the AS-level topology, of
which we can only review a portion here.
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At the highest level, the AS graph is usually characterized as having roughly three dis-
tinguishable parts [Carmi et al., 2007, Ge et al., 2001, G.Siganos et al., 2006, Subramanian
et al., 2002]. Forming the center of the graph is a mesh-like core that is a clique or ‘almost’
a clique. This core is fed by a collection of ASes in provider-customer relationships that
are ‘tree-like’ but not strictly trees. Finally the vast majority of ASes are stubs, ASes at
the edge of the network having no customers themselves. A number of methods have been
proposed for organizing ASes into a small number of tiers [Ge et al., 2001, Subramanian
et al., 2002].
In our work we seek a finer-grained and less arbitrary measure of centrality in the AS
graph than tiers, and so we turn to a tool for graph analysis called k-core decomposition 2
[Alvarez-Hamelin et al., 2005]. K-core decomposition separates the vertices of a graph into
successive sets called “shells”. These are operationally defined: the 1-shell consists of all
nodes of degree 1, plus all nodes that become degree-1 when degree-1 nodes are removed.
Removing all such nodes leaves only nodes of degree-2 and higher, and the process repeats.
As described in [Carmi et al., 2007], this is a parameter-free way of characterizing the
AS graph, and it naturally identifies a ‘nucleus’ (innermost shell) of the graph which is
observed to consist of major provider ISPs, major IXPs, CDNs and content providers. In
our data the nucleus is shell 58, containing 120 ASes. Each node in the nucleus is connected
to about 70% of the other nodes.
Our knowledge of the AS-level graph is derived from measurements, and is generally
understood to be imperfect. A good review of the issues is presented in [Chang et al.,
2006b], but a persistent concern is that maps of the AS graph miss links, in particular
peering links [Chang et al., 2004]. Missing links may result in some inaccuracy in cer-
tain graph metrics we use: k-core decomposition, degree, number of peers and number of
customers. For that reason we do not base results on precise values of these metrics, but
rather focus on the trends seen as these metrics vary. However missing links do not cause
2Note that parameter k used in k-core decomposition represents degree order It is unrelated to rank
parameter k we use throughout the chapter.
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inaccuracies for our key metrics: completion ability and expected rank (defined below).
This is because (as explained in Section 3.3.1) we select a subset of all AS paths in such a
way that these metrics are known with high confidence.
Finally, a portion of our results relies on the classification of AS-AS links as customer-
provider or peer-peer (we do not consider sibling-sibling links). For this we rely on the body
of knowledge that has been built up on how to do this classification since [Gao, 2001a], and
in particular rely on the comprehensive approach used in [Dimitropoulos et al., 2007a].
3.2 Analysis on Idealized Topologies
Our first step is to develop high-level insight about the relationship between graph topolo-
gies and the opportunity for traffic inference. We do that by establishing provable lower
bounds on traffic matrix completion in various idealized networks. These models neces-
sarily ignore important aspects of the AS-level Internet (e.g., they assume shortest-path,
symmetric routing) but our goal here is to build intuition. Later, in Section 3.3, we will
examine real AS-level graphs.
Each of our idealized models starts with a particular graph G = (V,E), with |V | = n.
Each node vi ∈ V sends one traffic flow to every node vj ∈ V (including vi itself). All flows
travel over shortest paths, assuming edges have unit weight. In each graph we designate
an observer node, denoted vo; we will analyze the observer’s ability to do traffic inference.
The information available to the observer node is summarized in a visibility matrix M
of size n×n. We setMij = 1 if the flow from vi to vj passes through vo and so is measurable
by vo; otherwise we set Mij = 0. By convention we assign vo to matrix index 1. Thus the
first row and the first column of M are always fully populated with 1s, since all traffic that
originates or terminates at vo is visible to vo. Furthermore, because of our assumptions
about flow routing, M is symmetric.
To find a lower bound on the traffic inference capabilities of vo, we apply Abstract ICMC
(AICMC) to M as described in Section 3.1.3. Using AICMC we can identify invisible
elements of the network-wide traffic matrix that can be recovered by vo, assuming the
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Figure 3·3: Full mesh network.
traffic matrix is rank k. For simplicity, we ask the following question in each case: For
what values of k can vo recover the entire TM? Larger values of k imply a greater ability
to do TM completion.
We study a progression of idealized networks, starting with highly decentralized net-
works, then moving to trees and tree-like networks, and finally considering some more
specialized topologies that are inspired by the connection pattern of ASes in the Internet.
3.2.1 Idealized Networks
We study three idealized networks: a clique, and two trees that differ in terms of size and
degree.
Clique: In a clique (a full mesh), there is a direct link between every pair of nodes (Figure
3·3). As a result, the observer node vo can only measure flows having itself as either source
or destination, resulting in the visibility matrix shown in the Figure.
Proposition 2 Given a full mesh with n nodes, (a) the observer can complete its TM for
k = 1; and (b) the observer cannot complete its TM at any rank k > 1.
Proof 2 For (a), the initial step is choosing 1 row ofM and set L to that row, i.e. L = {1}.
Next, all columns are added to R, i.e. R = {1, . . . , n}, since they all have 1s in the row in
L. Finally, all the rest of the rows are added to L, i.e. L = {1, . . . , n}, since they all have
1s in the first column of M .
For (b), when k > 1, the initial step is choosing k rows of M and set L to those rows.
However, no choice of k rows yields more than one column with k 1s, so completion is
impossible at rank k > 1.
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Figure 3·4: Example tree.
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Figure 3·5: Mesh-of-Trees
Trees: Figure 3·4 shows an example tree and the visibility matrix of an arbitrary observer
node, vo. Node vo has two children, which form the roots of its left and right subtrees
(extension to the case where vo has more than two children is straightforward). Nodes
besides vo and its children are referred to as others. The visibility matrix reflects the fact
that the observer can measure traffic between nodes in its subtrees and others, and traffic
between nodes in its right and left subtrees. The observer cannot measure traffic flowing
only within the right subtree, or within the left subtree, or among others.
Proposition 3 Given a tree containing an observer node vo with (at least) two children,
as in Figure 3·4, let nr be the number of nodes in the right subtree, nl be the number of
nodes in the left subtree, and no be the number of other nodes. If nr ≥ k − 1, nl ≥ k − 1,
and no ≥ k − 1, the observer can complete its TM at rank k.
Proof 3 Let Nl be the indices of the left children, Nr be the indices of the right children,
and No be the indices of the other nodes. The initial step is choosing k rows of M and
set L to those rows, i.e. L = {1, . . . , k}. Next, the columns that correspond to the indicies
of the observer, left children, and the others are added to R, i.e. R = {1,Nl,No}, since
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they have at least k 1s in the rows of L due to the assumption nr ≥ k − 1. Next, all the
remaining rows are added to L, i.e. L = {1, . . . , n}, due to the assumptions nl ≥ k− 1 and
no ≥ k − 1. Finally, the columns that correspond to right children are are added to R, i.e.
R = {1, . . . , n} since they have at least 3k − 2 1s in the rows of L.
Note that the proposition does not hold if the observer has only one child; observation
of traffic between children is important for overall traffic matrix completion.
The previous proposition showed that the number of customers in each subtree matters.
Next, we show that local connectivity (node degree) matters as well.
Proposition 4 Given a tree (a star) consisting of an observer node vo connected to d
other individual nodes, the observer can complete its TM at rank k, where 2k ≤ d+ 1.
Proof 4 In such topology, the observer vo sees the traffic between any pair of nodes. This
results in a visibility matrix M where all elements are 1s except the last n − 1 elements
in the diagonal. The initial step is choosing k rows of M and set L to those rows, i.e.
L = {1, . . . , k}. Next, the columns that correspond to the indicies greater than k are added
to R, i.e. R = {1, k+1, . . . , n} since they have k 1s in the rows of L. Next, all the remaining
rows are added to L, i.e. L = {1, . . . , n}, since they have at least k 1s due to the assumption
2k ≤ d + 1. Finally, all the remaining columns are added to R, i.e. R = {1, . . . , n} since
they have at least 2k − 1 1s in the rows of L.
Thus there are two node characteristics that influence the ability to complete the TM
in a tree: the observer can complete its TM if the number of nodes in each of its subtrees
is high enough, or if its degree is high enough.
3.2.2 Internet-Like Graphs
Now we turn to graph models that are intended to capture aspects of the Internet topology
at the AS-level. We apply the idealized graph models studied above to various Internet-
inspired topologies. Again, these models ignore important aspects of the AS-level Internet,
but we build some intuition about the AS-level Internet by studying them.
Our first model is a full mesh of nodes, each of which is the root of a subtree, as
illustrated in Figure 3·5. This model is intended to capture some aspects of the relationship
between top-tier ASes, as described in Section 3.1.4.
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Figure 3·6: A node with k single-parent customers
Proposition 5 Given a mesh of trees in which each mesh node vi is the root of a tree, the
observer mesh node vo has at least two child trees each of size at least nc ≥ k − 1, and the
sum of the sizes of all other trees (including the roots) is ≥ k− 1, the observer node vo can
fully complete its visibility matrix at rank k.
Proof 5 Straightforward adaptation of Proposition 3.
This example shows that even though a node participates in a decentralized mesh (as
for example happens at the top of the AS hierarchy), if it has enough nodes in its subtrees
it can complete its traffic matrix.
Single-Parent Stub Customers: Next we turn to analyze models of AS topologies
that are more typical further down in the AS hierarchy. We define single-parent customers
as nodes that use only one provider to connect to the rest of the network during the
time interval in which measurements are taken. Note that single-parent customers are not
necessarily single-homed customers — they may have multiple providers, but they only
route traffic through one provider at any given time.
A node with single-parent customers can see the traffic between these customers and
the rest of the network. Figure 3·6 (left) shows an observer vo that has k single-parent
customers, c1, . . . , ck, which are stub networks. Figure 3·6 (right) shows the visibility
matrix of vo.
Proposition 6 Given a network of size n, an observer vo that has k single-parent stub
customers can complete its visibility matrix M at rank k, where n ≥ 2k + 1.
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Proof 6 The initial step is choosing k rows of M and set L to those rows, i.e. L =
{1, . . . , k}. Next, the columns that correspond to the indicies vo, ck, vk+1, . . . , vn, are
added to R, i.e. R = {1, k + 1, . . . , n}. Next, the row that corresponds to ck is added to L,
i.e. L = {1, . . . , k+1}. Next, the columns that correspond to c1, . . . , ck−1 are added to R,
i.e. R = {1, . . . , n}. Finally, the rows that correspond to vk+1, . . . , vn are are added to L
s.t. L = {1, . . . , n}. Note that this is a simple extension of Proposition 4.
An important loss of visibility occurs when some customers have peering relationships.
If two customers ci and cj have a peering relationship, vo can not see the traffic between
them. This yields a visibility matrix like Figure 3·6, but with two more 0 entries on the
upper left submatrix. In general, this type of peering relationship can happen between more
than one pair of customers. In the worst case, all customers have peering relationships and
this makes the upper left part of M all 0s except for its first row and column.
Proposition 7 Given a network of size n, for an observer vo that has k single-parent stub
customers, if at least k−p−1 of its customers have no more than p peering links with other
customers, where p ≥ 0 and n ≥ 2k + 1, then vo can complete its TM at rank r = k − p.
Proof 7 Assume that the customers are indexed (starting from 2) in the order of increasing
number of peering links. The initial step is choosing r rows of M and set L to those rows,
i.e. L = {1, . . . , r}. Next, the columns that correspond to vo, vk+1, . . . , vn have r 1s in the
rows of L. The columns that correspond to the customers are not guaranteed to have r 1s,
i.e. it depends on the number of peering links they have. Therefore, R = {1, k + 1, . . . , n}.
Next, the rest of the rows that correspond to the customers are added to L, i.e. L =
{1, . . . , k + 1} due to the assumption that n > 2k + 1. After this point, the columns that
are not added to R yet are {2, . . . , k + 1}. These correspond to the customers c1, . . . , ck.
Likewise, the rows that are not added to L are vk+1, . . . , vk. For these rows to be added, at
least r − 1 columns that correspond to the customers should have at least r 1s. Rewriting
this statement for r = k−p, to complete the matrix at rank k−p, at least k−p−1 columns
that correspond to the customers should have at least k−p 1s. If an AS has p peering links,
then it has k − p 1s in its corresponding column. This shows that in order to complete the
matrix at rank k− p, at least k− p− 1 customers should have no more than p peering links
with other customers.
This shows that the presence of a limited amount of peering links diminishes, but does
not necessarily destroy, the observer’s ability to complete its TM.
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Figure 3·7: Single-Parent customer tree example.
Single-Parent Customer Trees: Next, we consider non-stub single-parent customers.
We refer to the set of all single-parent descendants of the observer as its Single-Parent
Customer (SPC) Tree. Figure 3·7 shows a SPC tree example. In this example, vo cannot
observe traffic between c1 - c2, c1 - c3, c2 - c3, or c4 - c5. Note that this creates the
same visibility matrix as the case where all nodes c1, . . . , c5 are stubs, but with peering
relationships between the pairs (c1, c2), (c2, c3), (c1, c3), and (c4, c5).
Proposition 8 Given a node vo and its SPC tree, any subtree of vo which consists of d
nodes creates the same visibility matrix as the case where the nodes are stubs, and there
are peering links between each pair of nodes of the subtree.
Proof 8 Clear by construction.
Thus a subtree of size d has the same completion effect as d stubs, each having d − 1
peering links. Thus, given an observer vo and its SPC tree, proposition 8 and 7 can be used
together to determine matrix completion ability at any rank. For example, the network
in Figure 3·7 is equivalent to one having five stub customers, each having no more than 2
peering links, and so vo can complete its matrix at rank 3.
Proposition 9 Consider a network of size n, and a node vo which has a SPC tree that
consists of m subtrees of sizes d1, . . . , dm. Let k be the total number of customers in this
SPC tree s.t. d1 + · · ·+ dm = k and 2k + 1 ≤ n. Let the size of some subtrees be smaller
than p+ 1, i.e., d1, . . . , di ≤ p+ 1, where p ≥ 0. For vo to complete its visibility matrix M
of rank r = k − p, it must be true that d1 + · · ·+ di ≥ k − p− 1.
Proof 9 Follows from Propositions 7 and 8.
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Figure 3·8: Multi-Parent customers.
Multi-Parent Customers: Finally, we consider the influence of multi-parenting on the
ability of a node to do TM completion. We define multi-parent customers as nodes that use
multiple providers to connect to the rest of the network during the time interval in which
measurements are taken. Note that all multi-parent customers are multi-homed customers.
Assume that the observer vo has a multi-parent customer ci. Customer ci exchanges
traffic with some nodes in the rest of the graph, as well as the other customers of vo,
through vo. However, ci also exchanges traffic with some other nodes in the rest of the
graph through other providers. The example graph in Figure 3·8 yields the visibility matrix
shown in the Figure.
Proposition 10 Given a network of size n, an AS vo, which has c + 1 multi-parent cus-
tomers out of k customers, is guaranteed to fully complete its visibility matrix M at rank
k − c, where c ≥ 0 and n > 2k + 1.
Proof 10 Assume that the customers are indexed (starting from 2) in the order of in-
creasing number of 1s in their rows. The initial step is choosing k − c rows of M and set
L to those rows. Due to the assumption that n > 2k + 1, the densest rows correspond to
vo, c1, . . . , cr−1, i.e. L = {1, . . . , r}. Next, if none of the customers were multi-homed,
the columns that correspond to vo, vk+1, . . . , vn since they would have r 1s. However,
if some of the customers are multi-homed, then the columns that correspond to the ASes
which they send/receive traffic to/from through other providers may have less than r 1s.
For instance, consider an AS vj which all c+1 multi-homed customers send/receive traffic
to/from through other providers, then its corresponding column has k − c 1s. This implies
that completion at ranks higher than k − c is not guaranteed for vo.
Thus, Proposition 10 can not provide a guarantee that a multi-parent customer can
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improve an node’s TM completion ability. However, in practice there are a number of ways
in which the flows sent by the multi-parent node through the observer may contribute to TM
completion ability. First, they may nonetheless provide sufficient visibility to improve TM
completion, since the Proposition only establishes a lower bound on ICMC’s performance;
and second, the additional visibility may be useful when using inference methods other
than ICMC.
In summary, the examples in this section have provided a number of insights into the
relationship between graph topology and TM completion ability. First, we find that the
decentralized nature of meshes is a strong impediment to TM completion. On the other
hand, tree structures can be suitable for TM completion, and two aspects of a tree are
important: increasing the degree of the observer node and increasing the number of nodes
in each subtree both tend to improve TM completion.
Applying these models to Internet-like topologies, Proposition 5 suggests that despite
its mesh-like nature, the topological relationship of top-tier ASes is amenable to TM com-
pletion. For ASes further down in the AS hierarchy, Proposition 6 shows the value of having
single-parent customers, while Proposition 7 shows that peering relationships between one’s
customers are detrimental, but only in a limited way, to TM completion. Propositions 8
and 9 show that when one’s customers themselves are providers, nodes deeper in the tree
contribute more limited information for TM completion.
Taken together, Propositions 6 and 9 show that it is good to have a large single-parent
customer tree, and it is better for those nodes to be arranged in a wide tree rather than
a deep tree. For example, we can compare two organizations of a SPC tree, as shown in
Figure 3·9. Consider the case when an AS vo has k ASes in its SPC tree (and assume the
network as a whole is large enough). When all of vo’s descendants are its direct customers
(a), it can complete its TM at rank k. In comparison, when only two of vo’s descendants
are direct customers (b), that is, its customers are grouped in two subtrees each of size
k/2, it can only complete at rank at most k/2.
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Figure 3·9: Comparison of two SPC trees.
3.3 Analysis in the Internet
The analyses in the Section 3.2 provide some insight regarding the best conditions for TM
completion, but they have a number of drawbacks. First, although the previous analyses
give some indication of what conditions are best to allow an AS to perform TM completion,
it is not clear where in the Internet those conditions are most prevalent. Second, the
analyses assume highly idealized network models, which differ significantly from the actual
AS topology. For example, the analyses assume there is a single source and destination
in each node, and that routing is shortest-path and symmetric. These assumptions are all
invalid in the AS-level Internet.
In this section we evaluate the ability of real ASes to do TM completion. Our goal in
doing so is twofold: first, we seek to verify that the positive results from Section 3.2 hold in
practice – namely, that TM completion is possible, at least for certain rank matrices, in the
real Internet. Second, we seek to answer a set of natural follow-on questions. In particular,
we would like to know: (1) Given that the analyses in the previous section suggested that
TM completion may be possible at different ‘locations’ in the Internet (ie, among top-tier
ISPs as well as ISPs lower in the AS hierarchy), where in fact is the opportunity for TM
completion greatest? And: (2) Given that the analyses in the previous section pointed to
various factors that can influence TM completion ability, what factors are actually most
significant in the Internet?
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3.3.1 Dataset
To answer these questions we analyze a large survey of AS paths in use in the Internet.
Our data consists of a snapshot of all active BGP paths in use by 376 ASes (monitors),
taken at midnight UTC on August 6th, 2010. The dataset consists of over 100 million AS
paths, and contains 524,761 unique prefixes. (Note that not all BGP tables show paths
to all prefixes.) Because these paths are the active paths at the time of collection, each
path represents the sequence of ASes that traffic will flow through when going from the
particular monitor to the path’s destination prefix.3
Next we select a subset of monitors and a subset of prefixes such that, for every monitor
and every prefix, our dataset has the AS path from the monitor to the prefix. This results
in 133 monitors and 225,041 prefixes.
Because we have the path from every monitor to every destination, we can construct
visibility matrices for every AS appearing in the dataset – 28,763 ASes. These visibility
matrices have size 133 × 225,041; for each entry in each visibility matrix, we can determine
whether its value is 0 or 1. This is because we have the AS path corresponding to each
element of the matrix, and to determine the 0-1 status of that element for a particular
observer AS, we simply need to check whether the observer AS appears on that AS path.
So our input to the analyses below consists of over 28,000 visibility matrices, each of which
consists of about 30 million elements, known with high confidence.
Of course, these visibility matrices are only a portion of the complete visibility matrix
of each AS, so our analyses in this section concern each AS’s attempt to apply matrix
completion to a portion of its TM.
In some our results, we make use of AS relationships (customer/provider and peer/peer);
for that purpose we use the AS relationship labeling performed and published by CAIDA
[Dimitropoulos et al., 2007a], which is based on the most comprehensive methodology
available at present.
3We are ignoring possible configuration errors, false BGP advertisements, or path changes that have not
yet reached the monitors – each of which we expect to have negligible effects on our results.
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3.3.2 Metrics
We characterize an observer AS in two ways: via standard metrics used in the study of
complex networks, and using metrics that capture networking-specific properties. First,
to measure “centrality” of an observer AS, we use its k-core decomposition shell (or just
“k-shell”) [Alvarez-Hamelin et al., 2005]. As described in Section 3.1.4, the k-core decom-
position identifies shells (vertex sets) of a graph that are nested, and successively more
densely interconnected. Since we have seen in Section 3.2 that node degree is significant,
we also measure each observer’s degree (the number of ASs that are adjacent along a BGP
path with the observer). Finally, we also consider networking-specific metrics: the number
of customers of the observer, and the number of peers of the observer.
Each observer’s TM completion ability depends on the rank k at which TM completion
is attempted, with higher rank indicative of more accurate completion ability. In most
cases in our data, observers cannot complete their entire TMs. However, AICMC identifies
the subset of elements that can be recovered for any given rank. Thus rather than asking
“at what rank k can the entire TM be recovered?” as we did in Section 3.2, here we use a
different metric, which we call expected rank. Expected rank is defined as the expected value
of the maximum rank at which a randomly chosen entry can be recovered. To compute the
metric, we take the average over all non-visible entries of the maximum rank at which the
element can be recovered (using zero when the element cannot be recovered at any rank).
Note that the matrices we use in this section are not structured the same way as those
in Section 3.2. For example, matrices in this section are not symmetric, and are indexed
differently. Because of this, rank values cannot be compared directly. Hence our focus is
on how effective rank varies, rather than its specific value.
3.3.3 Evaluating TM Completion Ability
We first consider whether centrality in the Internet as measured by k-shell is a good pre-
dictor of TM completion ability. For this, we look at the top 500 ASes in terms of k-shell
number. In Figure 3·10(a), upper plot shows a scatterplot of k-shell versus expected rank,
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Figure 3·10: Expected rank as a function of (a) k-shell and (b) node degree. Upper:
Scatterplot; Lower: ASes in metric rank order (smoothed).
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Figure 3·11: Peer degree vs. customer degree.
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Figure 3·12: Effect of peers vs. customers on completion ability.
and lower plot shows expected rank for ASes in order of decreasing k-shell number. In the
lower figure, values have been smoothed to reduce the effects of noise.
The figures show that centrality as measured by k-shell has some relationship to com-
pletion ability, but the relationship is not strong. Among ASes in the innermost shell (the
nucleus), many have low completion ability. In fact, on average ASes in the core have lower
completion ability than those ‘just outside’ the core.
Since centrality per se is not a strong indicator of completion ability, we turn to the
analyses in Section 3.2 to guide our intuition. Proposition 4 showed that increasing the
degree of a node can increase its TM completion ability. The relationship between degree
and TM completion ability is shown in Figure 3·10(b). The upper and lower figures show
that degree is a much better predictor of completion ability than centrality.
However, close examination of the upper plot in Figure 3·10(b) shows that some of
the very highest-degree ASes have poor completion ability. Further consideration of the
implications of Proposition 4 suggest an explanation that sharpens our understanding. The
proposition was based on the assumption of shortest-path routing, and so does not directly
apply to the AS graph. In particular, in the AS graph, a link may be between customer
and provider, or it may be between two peers. The topology considered in Proposition 4
resulted in traffic between nodes flowing through the observer, and so links in that case
were analogous to customer-provider links. In contrast, in the AS graph, traffic between
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Figure 3·13: Expected rank vs. entropy for ASes having comparable densities.
two peers of the observer does not flow through the observer, because peers do not transit
traffic for other peers.
This suggests that we should separate a node’s degree into two components: the number
of customer links, and the number of peer links.4 This separation is shown in Figure 3·11,
which plots customer degree against peer degree across the highest-degree ASes. The figure
shows that high-degree ASes tend to fall into two different groups (shown in circles): some
have more customer links than peer links (green circle), while others have more peer links
than customer links (red circle).
Thus, it makes sense to analyze these two groups separately. If our analysis based
on Proposition 4 is correct, ASes with high customer degree should show increased TM
completion ability, while those with high peer degree should not necessarily show high
completion ability.
This is in fact confirmed by our results, which are shown in Figure 3·12. Figure 3·12(a)
shows TM completion ability versus the number of peers of the observer AS. There is no
strong relationship between number of peers and completion ability; in fact the ASes with
the greatest number of peers (more than 100) all have quite poor completion ability. In the
figure, the red diamonds correspond to those ASes with the highest number of customers;
it can be seen that these are the ASes with the greatest completion ability, but which
4The number of provider links per AS in our data is usually quite small and we ignore them in this
analysis.
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typically have intermediate peer degree.
We can understand this difference by examing the influence of customers and peers
on the visibility matrix of the observer AS. We do this by examining how many knowns
(visible flows) are contributed to an observer AS on average by a customer and by a peer,
for the set of ASes in Figure 3·12(a). Figure 3·12(b) shows a histogram of this quantity
for customers, and Figure 3·12(c) shows the result for peers. The histograms show that
often, a customer provides a highly dense column of the visibility matrix, while a peer
typically provides very few entries in the visibility matrix. In particular, a single-parent
stub customer provides a complete column.
In this regard, it is also important to note that improving completion ability is not
simply a matter of maximizing the number of visible elements in the AS’s traffic matrix.
It is important where in the matrix the visible elements appear. In general, it is better
for visible elements to be broadly distributed across columns and rows of the matrix. To
demonstrate this fact, we select a set of 9 ASes with comparable density of visible elements
— all ASes for which the number of visible elements lies in the range (4×105, 6×105). To
characterize the dispersion of visible elements we measure their entropy across columns.
That is, for a matrix M of size m×n, we compute E = −
∑n
j=1
Cj
N log(
Cj
N ) where Cj is the
total number of knowns in column j and N is the total number of knowns in the entire
matrix.
The relationship between entropy and expected rank for the 9 ASes is shown in Fig-
ure 3·13. When this entropy measure is large, visible elements are dispersed throughout
the columns, while when it is small, visible elements are concentrated in few columns. The
figure shows that ASes with very similar numbers of visible flows can vary considerably in
their completion ability, and that completion ability is much better when visible elements
are spread widely across the columns of the matrix.
In summary, our results in this section confirm key elements of our analysis from the
previous section. In particular, our results point to the importance of having customers as
a resource for TM completion. Further, we find that ASes best at TM completion are not
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Figure 3·14: Computing distance to a flow. Flows x and y take AS paths of E−B−C
and C−D−E, respectively. The distance between A and flow x is 1 while the distance
between A and flow y is 2.
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Figure 3·15: Distance to all flows.
generally the ‘central’ ASes in the Internet – they do not typically have a large number of
peers, nor do they tend to be in the innermost, densest-connected k-shell.
3.3.4 Identifying Recovarable Flows
While the results in the last section focused on comparing ASes globally across the Internet,
we now turn to questions that are specific to individual ASes. Since a given AS may only be
able to recover some of its invisible elements, it is important to develop an understanding
of which elements are most readily estimated.
To capture the relationship between an AS and a flow that is invisible to that AS, we
define a metric for distance between an AS and a flow. Figure 3·14 illustrates how flow
distances are computed. For any given AS and flow, we find the shortest-path distance in
the AS graph between the observer AS and each AS that the flow passes through. The
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Figure 3·16: Distance to recovered flows.
distance between the AS and flow is the minimum of these shortest path distances. Of
course, the distance to a known flow is zero.
To get a sense of typical distance values, we measure the distribution of distances across
all (AS,flow) pairs. The result is shown in Figure 3·15. The figure shows that around 60%
of unknown flows are distance 2 away from the observer ASes. Distances 1 and 3 follow by
30% and 10%, respectively; the percentage of unknowns that are further away is negligible.
Thus, most unknown flows are at least two hops away from the observer AS.
Our first set of results characterizes the distance to flows that can be recovered, ag-
gregating across all ASes. Figure 3·16 shows the fraction of unknown flows that can be
recovered at each hop distance for varying rank values. At all rank values, the flows that
ASes recover are primarily at distance 1. Only at rank 1 is there a non-negligible amount
of flows recovered at distance 2 (despite the fact that distance 2 flows are much more nu-
merous, as shown in Figure 3·15). The percentage of recovered unknowns at hop distance
3 and greater is negligible at any rank. These results show that there is a strong relation-
ship between the distances to a particular flow and the potential to recover the flow. In
particular, the unknown flows that an observer AS is most likely to recover are those that
pass through its direct neighbors.
An important set of questions from a business intelligence standpoint concerns the
ability of one AS (a predictor) to infer the set of flows that pass through some other
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Figure 3·17: Success rate of targeted completion: fraction of target-visible unknowns
that can be recovered in the predictor.
particular AS (a target). We call this targeted TM completion. For example, consider
the case described in the Introduction: an ISP may wish to know how much business a
competitor is doing with a prospective customer. In this case the first ISP is the predictor
and its competitor is the target.
To understand the ability of an AS to do targeted TM completion, we consider pairs
of (predictor, target) ASes. Each pair has an associated hop distance in the AS graph.
After constructing all such pairs and measuring their distance, we randomly sample 500
pairs at each distance. We then measure the fraction of the flows visible in the target that
were filled-in during TM completion in the predictor. That is, let V be the set of elements
visible in the target, U the set of unknown (invisible) flows in the predictor, and R the
set of recovered flows in the predictor. Then for every pair we compute the fraction frac
= |V ∩R|/|V ∩ U |.
The results are shown in Figure 3·17 as a CDF across all 500 pairs at each hop distance.
The figure shows that for pairs at hop distance 2 or 3, very little targeted completion is
possible – in more than 95% of such cases, no targeted completion can be performed.
However the situation is quite different for hop distance 1, which corresponds to ASes
that are adjacent in the AS graph. In that case, only 45% of predictors cannot do any
targeted completion. Most predictors can do some targeted completion, and for 19% of
the predictors, all of their target’s flows can be recovered. Thus, if an AS wishes to do
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Figure 3·18: Success rate of targeted completion by predictor-target relationship.
targeted completion, its best targets are its neighbors.
While an AS’s neighbors make the best targets, it is important to note that an AS
can have a variety of different kinds of neighbors. We focus on three business/routing
relationships that may exist between predictor and target: they may be customer-provider
(CP), provider-customer (PC), or peer-peer (PP). Starting with our previous set of 1-hop
AS pairs, we divide pairs into these three groups and examine the same metric as before
(fraction of target unknowns completed). In the CP group, the predictor seeks to estimate
flows passing through its provider; in the PC group, the predictor seeks to estimate flows
passing through its customer; and in the PP group, the predictor is estimating flows passing
through a peer.
The results are shown in Figure 3·18. The differences between the three cases is sharp.
The least opportunity for targeted completion occurs when estimating a provider’s flows;
only about 10% can estimate any provider traffic. The situation is slightly better for peers:
about 20% can estimate some peer flows, and a small percentage can estimate all of a
peer’s flows. However, the situation is very different for customer flows. Most providers
can estimate a significant fraction of their customer’s flows; and 30% can recover all of the
flows passing through their customers.
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3.4 Estimation Accuracy
Our results so far are in fact somewhat conservative: AICMC identifies when an element
is surely estimable, but this does not mean that estimation of other elements is necessarily
inaccurate in practice, particularly when using estimation algorithms other than ICMC. In
general, it is important to confirm that the trends observed when using AICMC to analyze
visibility matrices in fact agree with the results obtained when actually performing TM
completion.
Thus to verify the conclusions reached above, it is important to study the properties of
our visibility matrices with respect to a realistic TM completion algorithm. Since we have
used ICMC as the basis of our studies so far, it is most informative to use a different TM
completion algorithm for this evaluation.
3.4.1 Evaluation Approach
In order to confirm that our results are valid in practice, we perform actual matrix comple-
tion as it would be done by each AS. We provide each AS with only the knowledge of the
TM entries as determined by its visibility matrix. We then perform matrix completion to
estimate the entries that are invisible to that AS. Note that the fraction of the 30 million
matrix elements visible to any AS varies from 0.3% (for the small number of ASes with
highest density) down to 0.001% and lower for the vast majority of ASes.
Our focus is on evaluating how AS’s visibility affects its TM completion ability, so it
is important that we use similar traffic for studying each AS. We do not want our results
to be affected by the differing nature of traffic in each AS (and obtaining actual traffic
measures for each of the ASes in our dataset is out of the question in any case). Hence we
take a single traffic matrix R (of real traffic, measured in the Ge´ant network) and use it to
populate each AS’s TM. The traffic matrix R is a 54 × 54 submatrix of the entire Geant
TM, and we have chosen rows and columns for R such that all 2,916 elements are visible to
Geant (and therefore represent valid measurements). The elements of R consist of traffic
flowing from ASes to prefixes, which matches the organization of our visibility matrices.
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We then populate an experimental TM D of size 133 × 225,041 by tiling D with copies of
R. Although R is a rank of 54 matrix, our analysis of R (not shown) estimates its effective
rank as 2 (95% of the variation in R can be captured in a rank-2 matrix), and so the rank
of D is 54 and effective rank of D is 2 as well.
Since one of our goals in this section is to validate previous results that relied on ICMC,
it is important that we use a different matrix completion algorithm for these experiments.
For that reason we turn to an algorithm that works very differently from ICMC, namely
LMaFit [Wen et al., 2010]. While ICMC works by incrementally constructing the matrix
factors X and Y at full accuracy, LMaFit works by computing progressively more accurate
versions of X and Y (in their entirety) via successive over-relaxation. LMaFit terminates
when it (1) converges to a solution, meaning that visible elements are accurately represented
in the solution or (2) detects an inability to converge, in which case LMaFit reports failure.
For each AS, we proceed as follows: First, we identify the visible elements of D (using
the same visibility matrices as in Section 3.2). We next set the invisible elements in D to
be zero. We then apply LMaFit to estimate the missing elements of D (using D’s effective
rank of 2 as the input value of k for LMaFit) yielding either failure, or a completed matrix
Dˆ.
We evaluate the results using two metrics: first, we want to know whether matrix
completion can succeed: for this we note whether LMaFit succeeds in each case. Second,
we want to know the accuracy of estimation that is possible in each case, which we measure
using Normalized Mean Absolute Error (NMAE):
NMAE =
∑
(i,j)/∈Ω |Dij − Dˆij |∑
(i,j)/∈ΩDij
.
Note that the accuracy metric only applies to those cases where TM completion is success-
ful.
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Figure 3·19: (a) Failure rate and (b) NMAE vs. number of customer prefixes.
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Figure 3·20: NMAE vs. (a) k-shell number and (b) node degree
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Figure 3·21: Estimation failure vs. (a) k-shell number and (b) node degree
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3.4.2 Accuracy Results
Our first results compare number of prefixes announced by an AS’s customers with its
estimation failure rate and estimation accuracy. We sample 20 ASes in logarithmically
spaced bins across the entire range of number of prefixes. In Figures 3·19, 3·20, and 3·21
each point is the bin average, and 95% confidence intervals are shown in Figure 3·19 (b)
and Figure 3·20.
Figure 3·19 (a) shows that there is a strong relationship between number of customer
prefixes and success rate of LMaFit. This is entirely consistent with the results in Sec-
tion 3.2 and confirms that the ASes with large customer set can successfully perform TM
completion.
Figure 3·19 (b) shows that the accuracy of TM completion can be quite good — gen-
erally between 0.5 and 1. Thus, as long as TM completion is possible, it can be done with
high accuracy.
In fact, Figure 3·20 shows that this last point to be true across all the experiments, i.e.
regardless of the metric used to characterize ASes, average NMAE is consistently in the
range of 0.5 to 1, and there is no significant change in NMAE across metric values. This
applies not just to number of customer prefixes, but to k-shell number and node degree. In
all cases, as long as TM completion is possible, it can be done with relatively high accuracy.
Figure 3·21(a) shows that the “centrality” of an AS as measured by k-shell number
is not a particularly good indicator of actual TM completion ability. Although there is
some downward trend in the figure, the trend is not particularly consistent or strong.
This confirms results from Section 3.2, and underscores that ASes with good ability to
complete their TMs are not necessarily in the “core” of the AS graph. On the other hand,
Figure 3·21(b) shows that node degree is a good indicator of TM completion ability, as we
found previously.
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3.5 Discussion and Summary
While the results in this study are suggestive, they do not precisely identify the TM com-
pletion ability of ASes. One reason is that in Sections 3.3.3 and 3.3.4 we are only working
with a portion of each AS’s visibility matrix. Although the visibility matrices we use have
over 30 million elements, this is only about 0.5% of the full visibility matrix of an AS. That
said, we have no reason to believe that the matrix portions we study are unusual.
Additionally, our results start from the assumption that TMs have low effective rank.
While this fact has been empirically observed in numerous studies (as described in Sec-
tion 3.1.1), all such observations to date have been at limited scale (hundreds or thousands
of rows or columns). When considering TMs of the size in this dissertation (hundreds of
thousands of columns) it is an open question whether and to what degree the property
of low effective rank holds. However, this is a concern only if the AS seeks to complete
its entire TM. For the results in Section 3.3.4 (including the business case described in
Section 1.2) an AS is only concerned with completing a relatively small portion of its TM.
Broadly, the analytic and empirical sides of our study combine to yield a number of
insights. In particular, our results suggest that:
• ASes in the core of the Internet are not necessarily effective at TM completion.
Proposition 5 showed that densely-meshed nodes can do TM completion, but only to
a rank limited by the number of their customers. Empirically we find that core ASes
are not uniformly strong at TM completion (Figure 3·10(a)). In particular, the core
ASes that have the most peers are not especially well suited to complete their TMs
(Figure 3·12(a)).
• ASes with many single-homed customers are best suited to perform TM completion.
Propositions 6 and 9 show that it is good to have a large single-parent customer tree,
and it is better for those nodes to be arranged in a wide tree rather than a deep tree.
Empirically we find ASes with many customers are most effective at TM completion
(Figure 3·12(a),(b)) and that an AS’s customers contribute a large number of visible
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elements useful for TM completion (Figure 3·12(b)).
• ASes are most effective at completing matrix entries that correspond to ‘nearby’ flows.
Flows that pass through neighboring ASes are more easily estimated than flows that
do not pass through neighboring ASes (Figure 3·16). It seems that typical routing
structures imply that flows that pass through neighbor ASes are more likely to have
sources or destinations in common with visible flows, thus making recovery more
likely.
• When targeting specific ASes for completion, customer traffic is most readily esti-
mated. Among (predictor, target) AS pairs, the greatest completion ability exists
when the predictor and target are neighbors (Figure 3·17) and in particular when the
target is the customer of the predictor (Figure 3·18). Thus, not only do customers
provide important information for completing TMs, but they are particularly good
targets for TM completion.
The picture that emerges is that ASes with many direct single-homed customers have a
particularly advantageous platform for performing TM completion. This suggests that ASes
with many customers have a perhaps-underappreciated resource: not only do customers
provide revenue, but the patterns of traffic that they send contain considerable information
about traffic in other, more distant parts of the Internet.
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Chapter 4
Inferring Routing Visibility
How can a network operator identify the set of routes that pass through its network?
Answering this question is surprisingly hard: BGP only informs an operator about a limited
set of routes. By observing traffic, an operator can only conclude that a particular route
passes through its network – but not that a route does not pass through its network.
In this chapter, we approach this problem as one of statistical inference, bringing varying
levels of additional information to bear: (1) the existence of traffic, and (2) the limited
set of publicly available routing tables. We show that the difficulty depends critically on
the position of the network in the overall Internet topology, and that the operators with
the greatest incentive to solve this problem are those for which the problem is hardest.
Nonetheless, we show that suitable application of nonparametric inference techniques can
solve this problem quite accurately. For certain networks, traffic existence information
yields good accuracy, while for other networks an accurate approach uses the ‘distance’
between prefixes, according to a new network distance metric that we define. We then
show how solving this problem leads to improved solutions for a particular application:
traffic matrix completion.
4.1 Background and Overview
Our central notion is visibility: we say that a source-destination pair (i, j) is visible to AS
x if, were i to send traffic to j, the traffic would pass through x. We refer to the AS whose
owner wishes to infer visibility as the observer AS. 1 We use the term path to refer to the
1We work at the granularity of ASes, rather than ISPs; some implications of this are discussed in
Section 4.7.
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sequence of ASes taken along the route from a source (traffic generator) to a destination
(traffic recipient). We naturally group addresses into prefixes as used in BGP, and associate
prefixes with the ASes that appear at the end of their BGP routes. Hence, in what follows
‘source’ will mean ‘source AS’ or ‘source prefix’ (and likewise for ‘destination.’)
For any given observer AS, we define the corresponding visibility matrix G, which has
sources on the rows and destinations on the columns, such that G(i, j) = 1 iff the source-
destination pair (i, j) is visible to the observer, and zero otherwise. In our work, we assume
that G is constant during the period of study; in practice we work with snapshots of G.
Of course, the observer does not actually have access to G – G is the ground-truth
visibility matrix. Instead the observer can measure traffic flowing through the network.
We assume that traffic is measured over some fixed duration, and we organize measured
traffic volumes into a matrix T , with the same rows and columns as G. For example,
the value of T (i, j) may be the number of bytes sent from i to j during the measurement
interval. We refer to T as the traffic matrix or volume matrix (as introduced in Section 2.2).
The (positive) visibility information contained in T defines the observed visibility matrix
M , with M(i, j) = 1 iff T (i, j) > 0, and zero otherwise. Thus, M encodes the incomplete
visibility information that is learned from observing traffic.
Hence, M is an approximation to G, with the property that if M(i, j) = 1, then
G(i, j) = 1. However, if M(i, j) = 0, then G(i, j) may be 0 or 1. Therefore, there are two
types of zeros in the observed visibility matrix M : true zeros and false zeros. A true zero
occurs when (i, j) is truly not visible; a false zero occurs when (i, j) is actually visible, but
not communicating. In notation: M(i, j) is a true zero if M(i, j) = 0 and G(i, j) = 0; it is
a false zero if M(i, j) = 0 and G(i, j) = 1.
4.1.1 The Visibility-Inference problem
Our goal is to design a mechanism that outputs a matrix Ĝ that is a better approximation of
G thanM is. We call Ĝ the predicted visibility matrix, and we call the problem of inferring
Ĝ the Visibility-Inference problem. This is a classification problem that focuses on the
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zero-valued elements of M , which we denote by Z, (i.e., Z = {(i, j) | M(i, j) = 0}). For
every (i, j) ∈ Z, the classifier decides whether (i, j) corresponds to a true zero or a false
zero and sets Ĝ(i, j) = 0 or 1 respectively. In other words, our goal is to set the values of
Ĝ(Z) (i.e., the subset of the elements of Ĝ that correspond to the indices in Z) in such a
way that they agree with the corresponding values of G(Z).
To fix terminology, we consider a classification of (i, j) ∈ Z that outputs Ĝ(i, j) =
0 to be a positive classification – the element is predicted to be, in fact, a true zero.
Correspondingly, Ĝ(i, j) = 1 is a negative classification – the element is predicted to be a
false zero.
The performance of a classifier can then be expressed in terms of True Positive Rate
(TPR) and the False Positive Rate (FPR) of the predicted matrix Ĝ. TPR is the classifier’s
accuracy on true zeros:
TPR =
number of correctly classified true zeros
total number of true zeros
while 1−FPR is the classifier’s accuracy on false zeros:
FPR =
number of incorrectly classified false zeros
total number of false zeros
Thus we can formally describe the Visibility-Inference problem as the task of form-
ing a predicted matrix Ĝ such that TPR is as close to 1 as possible and FPR is as close
to 0 as possible. Intuitively, the TPR represents the accuracy of Ĝ in predicting the true
zeros of the matrix. Similarly, the FPR represents the error rate of Ĝ in predicting the
false zeros.
Our methods for solving the Visibility-Inference problem classify elements as true
or false zeros based on whether an observed quantity exceeds some pre-specified threshold.
We quantify the performance of our methods by measuring their TPR and FPR for different
threshold values. The classifiers we develop will allow tradeoffs between TPR and FPR.
To examine this tradeoff and thus assess the overall performance of the classifier, we use
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Figure 4·1: Groups of similar paths
ROC (Receiver Operating Characteristic) curves [Fawcett, 2006]. The ROC curve of Ĝ
plots TPR versus FPR for different settings of the classifier. The ideal classifier operates
at the upper-left point (0, 1). In order to describe the performance of the classifier over its
entire range of settings with a single number, we use the area under the ROC curve of Ĝ
(AUC) which takes values between 0 and 1. An ideal classifier (one which can operate at
the (0, 1) point) has an AUC of 1, and in general, the closer to 1, the better the prediction
of Ĝ.
4.1.2 The Solution Approach
Having defined our problem, we now discuss the basic intuition behind our approach. We
start from the observation that at any given point in the Internet, there are groups of (i, j)
pairs that are routed similarly. This general idea is shown in Figure 4·1. For example, in
some region of the Internet (say, a set of nearby ASes AS1, AS2, ...) one may often find
a group of paths that all pass through AS1, and yet none passes through AS2. Another
group may all pass through AS2 but none through AS1. At the highest level, our strategy
is to identify path groups, and if traffic is observed on some paths in the group, infer that
all members of the group are likely to be visible.
More concretely, for any given source-destination pair (i, j), we look for other pairs
that we believe to have a similar visibility status as (i, j). We then use any knowledge
we have about the other pairs to form a visibility estimate for (i, j). Essentially, this is
nearest-neighbor classification (with incomplete information). The principal challenge then
becomes to properly identify which source-destination pairs are ‘neighbors’ to (i, j).
57
On a high level, our classifier takes a specific form: given some (i, j) ∈ Z,
1. Select an (i, j)-descriptive submatrix fromM . This submatrix, denoted byM(Si, Dj),
is defined by the set of sources Si and destinations Dj .
2. Compute the value of some structural property of M(Si, Dj). We call this the de-
scriptive value πij .
3. If the descriptive value is above a threshold, predict Ĝ(i, j) = 1; otherwise, predict
Ĝ(i, j) = 0.
This approach performs classification of each (i, j) ∈ Z independently. Although more
complicated mechanisms could classify pairs jointly, our experimental evaluation indicates
that the independent approach yields very accurate predictions.
The goal of the first step is to find a submatrixM(Si, Dj) whose elements have a similar
visibility status with respect to the observer. In practice, we simplify this; we only require
that sources in Si are similar in some way, and that destinations in Dj are similar in some
way, with respect to the observer. Of course, different kinds of similarity lead to different
submatrices. We use two types of similarity, based on different information. The first
is based on the visibility information – as encoded in the observed visibility matrix The
second is based on proximity information – as encoded in publicly available BGP tables.
The second step evaluates different structural properties of M(Si, Dj). There are a
number of ways to test the (i, j)-descriptive submatrixM(Si, Dj) to see whether it is large
and contains a large number of 1s. These correspond to the following structural properties
of M(Si, Dj):
• Size: If |Si| = s and |Dj| = d, the Size of M(Si, Dj) is simply s× d.
• Sum: The Sum of M(Si, Dj) is the number of ones that appear in M(Si, Dj).
• Density: TheDensity ofM(Si, Dj) is the ratio of the Sum to the Size ofM(Si, Dj).
58
The third step classifies (i, j) based on whether its descriptive value πij is above a
threshold. By varying this threshold, one can trade off TPR and FPR.
In practice, it is necessary to choose a threshold value to configure the classifier. If
the classifier is robust, there will be a reasonably wide range of threshold values that yield
good results, so its accuracy will not be highly sensitive to threshold settings. We show
that this is the case for the classifiers we develop in Section 4.4. In Section 4.5, we show
how to actually choose a threshold value based on observable data, and we show that such
automatically-chosen threshold results in a highly-accurate classifier.
4.2 Dataset
To evaluate our methods, we need a large survey of ground-truth visibility matrices G. To
obtain these matrices, we use a collection of BGP tables (collected on midnight UTC on
December 6th, 2011) obtained from the Routeviews [RouteViews, 1997] and RIPE [RIPE,
2001] repositories.
The full dataset is collected from 359 unique monitors; it consists of over 48 million AS
paths, and contains 454,804 unique destination prefixes. (Note that not all BGP tables
show paths to all prefixes.) Because these paths are the active paths at the time of
collection, each path represents the sequence of ASes that traffic flows through when going
from the particular monitor to the path’s destination prefix.
Visibility Matrices: Using this data we construct visibility matrices (as introduced
in Section 2.4) for every AS appearing in the dataset – 23,511 ASes. In order for visibility
matrices to be comparable across ASes, each matrix must be indexed by the same set of
rows and columns. From the full dataset, we select a subset of monitors and a subset of
prefixes such that new dataset contains the AS path from every monitor to every prefix.
This results in 38 monitor ASes and 135,369 prefixes. For each of the 23,511 ASes, we
construct a 0-1 visibility matrix of size 38 × 135,369. Thus, each visibility matrix has
about 5.2 million entries; each matrix entry (i, j) records the visibility status of the pair
(AS i, prefix j).
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In a given observer AS’s visibility matrix G, an entry (i, j) is 1 if the path from AS
i to prefix j contains the observer AS, and 0 otherwise. Since we have all (5.2 million)
active paths from every monitor AS to every prefix, we know with certainty the 0-1 value
of every entry in G for every observer AS. Of course, these visibility matrices are only a
portion of the complete visibility matrix for each observer, but each provides millions of
ground-truth values for validating our methods.
For each ground-truth matrix G, we also need an observed visibility matrix M , which
differs from G by having some 1s turned into (false) zeros. The number of false zeros inM is
affected by the duration over which traffic is observed. Longer traffic observation periods
result in smaller numbers of false zeros, as additional source-destination pairs generate
observable traffic. Hence we study a range of false zeros, expressed as a fraction of visible
elements (1s) in G: from 10% false zeros (corresponding to a long measurement period),
to 95% false zeros (corresponding to very short measurement period). We generate false
zeros by randomly flipping 1s in G to zeros; the result becomes the observed visibility
matrix M . We call the fraction of 1s flipped in M the flipping percentage. When the
flipping percentage is small (10%) classifiers have more information to work with; when
the flipping percentage rises to 95% classifiers have very little information to work with
and the classification problem is quite challenging.
Our bit-flipping strategy models the case where the traffic of each source-destination
pair is independent of the others. While this reflects the basic unpredictability of traffic
patterns, it is possible that correlations in traffic patterns could affect the accuracy of our
classifier. For that reason, we also use another strategy: destination-based flipping. The
goal is to model the situation where a particular destination prefix receives no traffic from
any source – such as when there are no hosts provisioned with addresses from the prefix.
In destination-based flipping, all of the 1s in an entire column are flipped to zero.
Observer AS Types: An important fact is that the arrangement of 1s in the visibility
matrix of an AS shows distinct patterns that depend on the AS’s topological location in
the AS graph. For instance, in the visibility matrix of an AS that sits in the core of the
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graph, the 1-valued entries are scattered relatively uniformly; in contrast, for an AS that
sits at the edge of the graph, the 1-valued entries are clustered in a small set of rows and
columns. This is a natural consequence of the routing structure of the Internet.
The topological location of an AS affects the relative performance of different classifiers.
To distinguish ASes in different locations, we use two metrics: node degree and k-shell
number. We compute these metrics using our BGP dataset; although these metrics are
sensitive to missing edges in the BGP graph, we only use them for ranking ASes, not for
quantitative comparisons.
Degree is the number of observed neighbors in the BGP graph derived from our set
of paths. K-shell number measures the centrality of a node in a graph [Alvarez-Hamelin
et al., 2005]. It is computed using the k-core decomposition, which separates the nodes of a
graph into nested sets called ‘shells’ as described in Section 3.3.2. This is a parameter-free
way of characterizing the AS graph, and it corresponds to a natural notion of centrality
[Carmi et al., 2007].
Using these metrics, we define three sets of ASes to represent different topological
positions. First, the Core-100 set consists of the 100 ASes with highest k-shell number.
Second, the Core-1000 set consists of the 1000 ASes with the highest k-shell number (and
so contains the Core-100 set). Finally, the Edge set consists of 1000 ASes that have
low degree and k-shell number. This set contains mainly stub ASes and ASes that are
topologically close to stubs. This set is representative of ‘typical’ ASes in that almost 95%
of the ASes in our dataset are stubs. The Edge set was constructed by randomly sampling
among all the ASes not contained in the Core-1000 set. Figure 4·2 shows the distribution
of degree and k-shell numbers for these three sets. The Figure shows that the Core-1000
set is intermediate in both respects between the Edge and Core-100 sets, while the other
two sets reflect extremes: boundary and center of the AS graph.
TrafficMatrix: Some of the experiments we report use knowledge of source-destination
traffic volumes, i.e., the traffic matrix T . Traffic matrices are generally hard to obtain at
the fine grain we work with in this dissertation (AS-prefix traffic volumes). However we
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Figure 4·2: Properties of AS Sets Studied.
were able to obtain netflow data from a Tier-1 provider (a member of the Core-100 set)
suitable for our purpose, and collected in the same timeframe as the BGP data. This
consists of traffic volumes measured in bytes, over a duration of one day. We organized the
flow data according to source AS and destination prefix, using the same row and column
indices as our visibility matrices, into a traffic matrix T .
4.3 The Visibility-Based Method
We start our exploration of problem solutions by examining the most straightforward
approach to inferring visibility of unknown entries, namely, making use of the observed
visibility matrix. We term this the visibility-based method 2. We first describe the visibility-
based method by showing how it instantiates the general strategy described in Section 4.1.2.
Then, we examine the method’s accuracy and applicability.
4.3.1 Method description
As described in Section 4.1.2, our general strategy seeks to find collections of source-
destination pairs whose visibility status is likely to be similar to the target pair (i, j). In
this section we use the positive information in M directly, and ask “How many sources
and destinations have (positive) visibility that is similar to the target (i, j)?” To ask this
2This work is done jointly with Natali Ruchansky, Evimaria Terzi, and Mark Crovella.
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question, we instantiate the generic method presented in Section 4.1.2 as follows:
Submatrix selection: Given (i, j) ∈ Z, the visibility-based method selects the (i, j)-
descriptive submatrix as:
Si = {i} ∪ {i
′ |M(i′, j) = 1} and
Dj = {j} ∪ {j
′ |M(i, j′) = 1}.
That is, the set Si consists of i as well as all the sources that have have been observed to
send traffic to destination j. Similarly, the set Dj contains j as well as all the destinations
that have been observed to receive traffic from source i. Then Si and Dj define the
subtmatrixM(Si, Dj) that will be used to predict whether M(i, j) is a true or a false zero.
The intuition behind this method is as follows. Referring back to Figure 4·1, imagine a
set of sources S˜ = {s1, s2, ...} that have similar behavior with respect to the observer. That
is, paths from sources S˜ to an arbitrary destination d all either go through the observer, or
not. Then the pattern of 1s on the rows s ∈ S˜ of M will be similar. Likewise, if there are
destinations D˜ with similar behavior, the patterns of 1’s in the D˜ columns will be similar.
Hence, by choosing Si and Dj according to the above rules, we select a submatrix which
will tend to be large and contain many 1s when the target (i, j) is a false zero.
Structural properties: There are a number of ways we might test the (i, j)-descriptive
submatrix M(Si, Dj) to see whether it is large and contains a large number of 1s. These
correspond to the following structural properties of M(Si, Dj):
• Size: If |Si| = s and |Dj| = d, the Size of M(Si, Dj) is simply s× d.
• Sum: The Sum of M(Si, Dj) is the number of ones that appear in M(Si, Dj).
• Density: TheDensity ofM(Si, Dj) is the ratio of the Sum to the Size ofM(Si, Dj).
Classification criterion: The intuition behind this method suggests that when the (i, j)-
descriptive submatrix is small, or contains few 1s, then (i, j) is likely a true zero; otherwise,
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it is likely a false zero. In practice we set a threshold β and our classifier becomes:
Ĝ(i, j) =


1 if πij > β (False Zero)
0 if πij ≤ β (True Zero).
(4.1)
As already noted, in order for the classifier to be robust, there should be a significant region
of β values over which TPR is close to 1 and FPR is close to 0.
4.3.2 Experimental results
Our experimental evaluation starts with the ground truth visibility matrices as described
in Section 4.2. We test the classifier in each case on an equal number of true and false
zeros, randomly selected – we test as many as possible while keeping the numbers equal,
up to a limit of 2000 of each type. This balancing of test cases allows us to examine both
TPR and FPR at the same resolution, and avoids bias stemming from the much larger set
of true zeros than false zeros.
Descriptive power of the Sum property. To interpret the performance of the visibility-
based method, we start by looking at the Sum values for submatrices, comparing the
case for true and false zeros. (We concentrate on the Sum metric for reasons explained
below.) Here we use knowledge of the true and false zeros, obtained from ground truth, in
order to gain insight on the method (of course, actual performance results do not use this
knowledge).
Figure 4·3 shows the CDF of Sum values on a log (base 10) scale for true zeros (upper)
and false zeros (lower). To interpret these figures in the context of our classification prob-
lem, one can visualize a classification threshold drawn as a single vertical line through both
an upper and lower plot. On the upper plot, a good classifier will place the majority of
the distribution to the left of the line (yielding low FPR); on the lower plot, the majority
should be to the right of the line (yielding high TPR).
The figure shows that the best case is for the Edge networks, shown on the left. Here
it can be seen than there is a significant range of thresholds – values between about 10
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Figure 4·3: Submatrix Sum distribution for (a) Edge, (b) Core-1000, (c) Core-100.
Upper: True Zeros; Lower: False Zeros. Scale on x axis is base 10 log.
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and 50 – which almost completely separate the true and false zeros, in all cases except the
extreme 95% case. Even in the 95% case, there is a significant opportunity for separating
the two classes (at a different threshold).
The Core-1000 networks are also generally separable at certain thresholds, but the
Core-100 networks less so. Examining the reasons for the difference between the Edge and
Core networks, we find the following. Networks in the Edge class are typically ‘stubs’ in
the AS graph (or close to stubs). The paths passing through a stub network are typically
only those with sources or destinations in the set of prefixes that are announced by the
network. Likewise, paths passing through a network that is near the edge, but not a stub,
are primarily those that have sources or destinations announced by an AS in the network’s
customer cone. These situations correspond to a visibility matrix that is quite sparse, but
having a few rows and columns that are almost completely filled.
In such cases, the Sum and Size properties behave similarly: for a true zero, both
return very small values (Figure 4·3(a) upper) while for a false zero, both capture the 1s
in the same row and column as (i, j) resulting in large values (Figure 4·3(a) lower). This
explains why we only show results for Sum – the results for Size are very similar, and the
results for Density are poor because the density is nearly constant.
In contrast, for the highest-tier networks (Core-100, Figure 4·3(c)) the arrangement
of 1s in M is much more complex because of the spreading of paths through the network
core. In such an AS, many pairs are visibile, so the likelihood of unrelated pairs having
similar visibility is much higher than for Edge networks.
Classification accuracy. The differences between Edge and Core networks are reflected
in the performance of the classifier. Figure 4·4 shows an ‘aggregate ROC’ curve across all
networks in each set. The aggregate ROC is a composite constructed by collecting results
for all (i, j) pairs tested in all networks. While this curve does not reflect the performance
of any actual network (those results are next), it serves to give an overall sense of the
classifier’s performance.
The results show that it is possible to achieve excellent performance in the case of the
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Figure 4·4: Aggregate ROC Curves for (a) Edge, (b) Core-1000, (c) Core-100.
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Figure 4·5: CDFs of AUC for (a) Edge, (b) Core-1000, (c) Core-100.
Edge networks. Figure 4·4 shows a TPR of over 90% when FPR is zero, and an FPR of
about 20% when TPR is 100%, for moderate flipping percentages. Thus, either the true
or the false zeros can be labeled essentially perfectly, with small error for the other class.
However, the picture is not so good for Core-1000 and Core-100 networks. For those
networks, achieving TPR greater than about 95% requires a relatively high FPR, as high
as 50% or more, even for moderate flipping percentages.
To give better insight into how the classifier performs in individual networks, we turn
to Figure 4·5. In the Figure the AUC metric is used to judge the classifier’s performance on
each network, and the resulting CDF of AUC across all networks is presented. The Figure
shows that for moderate flipping percentages the AUC for Edge networks is almost always
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very close to 1, while for Core-1000 and Core-100 networks, up to half of the AUCs are
less than 1.
These results show that for Edge networks, the visibility method is quite accurate.
However, the same is not true for Core networks; such networks apparently require a more
sophisticated approach. We develop such an approach in the next section.
4.4 The Proximity-Based Method
The challenge presented by Core networks is that observed visibility patterns are not suf-
ficiently helpful in finding source-destination pairs that are routed similarly to the (i, j)
target. In this chapter we develop a new distance metric for prefixes (sources and des-
tinations) that helps infer visibility in such networks. We compute this metric using the
limited amount of BGP state observable in publicly available datasets (as described in
Section 4.2). We refer to this approach as the proximity method.
4.4.1 Routing State Distance
Intuitively, we seek a measure of distance (or dissimilarity) between prefixes. Our intent
is that if the distance between prefixes is low, then we expect that paths to or from those
prefixes have a similar visibility status for an arbitrary observer.
A natural measure of distance in this setting would be hop distance. Let prefixes p1
and p2 be announced by AS1 and AS2 respectively. Then the hop distance between p1 and
p2 is simply the length of the path (e.g., shortest path) between AS1 and AS2 in the AS
graph.
Unfortunately, this is a poor metric to use. One way to see this is simply to note that
most ASes are very close in hop distance. For example, Figure 4·6(a) shows the distribution
of hop distances for a random sample of 1000 AS-AS pairs in our data. Almost half of
the hop distances are 1, 2, or 3. Such a metric clearly hides significant routing differences
across prefix pairs.
What is needed is a metric that measures whether two prefixes are ‘routed similarly
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Figure 4·6: Distance distribution: (a) hop distance, (b) r̂sd, (c) comparison of (a)
and (b).
in general.’ To that end we define a new metric, called routing state distance (RSD). In
this chapter, we define and briefly show how to compute RSD in practice. Although in
this chapter, we use RSD specifically to solve the Visibility-Inference problem, it is
a more general metric that can be used as a tool for characterizing interdomain routing.
Therefore, in Chapter 5, we study RSD in depth, discuss some of its appealing properties,
and show how we use it for analyzing routing paths to uncover some hidden behavior in
the global routing system.
RSD Definition: We start with a connected graph G = (V,E) and make the following
assumption: for each source-destination pair (x1, x2) ∈ {V × V } we assume that there
is a unique node x3 = nexthop(x1, x2), and that by following the nexthop(·, x2) function
recursively, one will eventually reach x2. We assume as well that nexthop(x, x) = x. Thus,
nexthop(x1, x2) is the next node on the unique path from x1 to x2; and that path stops at
x2.
We then define:
routestate(x) = 〈nexthop(x1, x),nexthop(x2, x), ...,nexthop(x|V |, x)〉
and:
rsd(x1, x2) = #{xi |nexthop(xi, x1) 6= nexthop(xi, x2)}
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Intuitively, routestate(x) tells us what the ‘direction’ is to x from each node in the
graph. Further, rsd(x1, x2) is the number of positions where the vectors routestate(x1) and
routestate(x2) differ. Thus, two nodes which appear to most other nodes to be in the same
‘direction’ are considered close under the rsd metric.
Referring again to Figure 4·1, assume that the next hop from d1 to each si is AS1, and
that the next hop from d2 to each si is AS2. Then the nodes s1, s2, s3 would be considered
close to each other under the rsd metric. That is because d1 considers all the si to be in
the same direction, as does d2.
RSD has a number of good properties. It is in fact a metric (it is symmetric, positive
definite, and obeys the triangle inequality as shown in Section 5.1). Further, it can be
applied to many different situations, as long as the notion of a unique next hop is satisfied
(as for example when using shortest paths, or for many routing situations). And, unlike
hop-distance, it is fine-grained – taking on a wide range of values (from 0 to |V |).
RSD and BGP: We will compute the RSD between pairs of ASes, and then extend RSD
to prefixes by noting the AS that announces the prefix. The general idea is to use the
(comparatively small) set of publicly observable BGP paths to compute RSD. However,
computing RSD from BGP data raises some implementation considerations. There are two
main issues: (1) we can not observe the nexthop function for every AS pair in the Internet;
and (2) for some AS pairs the nexthop function is not uniquely defined.
The first issue concerns the fact that the publicly available BGP data consists (essen-
tially) of paths from a set of monitor ASes to a large collection of prefixes. For any given
AS pair (x1, x2), these paths may not contain information about nexthop(x1, x2). We ad-
dress this by approximating RSD. We make the following observation: some ASes have a
much larger impact on RSD than others. For example, a stub AS has a highly uniform
contribution to each routestate vector. If the stub AS x has a small set of providers, then
for many AS pairs (x1, x2),nexthop(x, x1) = nexthop(x, x2). Hence most ASes contribute
little information to RSD.
Thus, we conclude that we can approximateRSD using a subset of all ASes, in particular
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those ASes with many neighbors; these ASes contribute the most information to RSD. We
call these ASes the basis set. We select the basis set by identifying 77 ASes with the largest
number of neighbors in our data. Happily, such ASes tend to appear on many paths in the
publicly available data; hence we can often find nexthop(x1, x2) when x1 is in the basis set.
To address the case when nexthop(x1, x2) is not available (for AS x1 in the basis set),
we performed extensive studies of the effect of missing nexthop information on RSD. We
note that proportional approximation yields results that work well in practice. This ap-
proximation extends the routestate vector to include ‘don’t know’ elements. We then define
r̂sd(x1, x2) as the fraction of known positions in which routestate(x1) and routestate(x2)
differ, times the number of ASes in the basis set. This normalizes r̂sd so that it always
ranges between zero and the size of the basis set.
The second issue is that for some AS pairs there is more than one next hop. This
happens when an AS uses detailed routing policies (such as hot-potato routing) that are
not strictly per-neighbor. That is, traffic destined for the same prefix may take different
next hops depending on where it enters the network. We address this problem the same
way as in [Mu¨hlbauer et al., 2007], i.e., by introducing the notion of ‘quasi-routers.’ We
introduce a method which divides each AS in the basis set into a minimal set of quasi-
routers such that for each (quasi-router, prefix) pair there is a unique next hop AS. We
introduce the method in Section 5.1.3 in detail. Dividing ASes into quasi-routers expands
the size of the basis set from 77 to 243.
Having addressed these two issues (also discussed in more detail in Section 5.1.3), we
can compute r̂sd for each pair of prefixes in our dataset. In Figure 4·6(b) we show the RSD
values for the same set of prefix pairs as in Figure 4·6(a) (sorted in increasing order in both
cases). The steep slope on the left of the figure shows that RSD can make fine distinctions
between prefix pairs. Furthermore, it is clear that RSD is not simply another measure of
hop distance: Figure 4·6(c) shows a scatterplot of RSD versus hop distance, indicating that
there is little relationship between the two metrics. A last observation about RSD applied
to prefixes is that it can be interpreted as a generalization of the notion of BGP atoms
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Table 4.1: AUC Statistics: Edge ASes
τ 10% 30% 50% 95%
50 0.76 (0.22) 0.74 (0.21) 0.71 (0.20) 0.55 (0.08)
100 0.85 (0.15) 0.83 (0.13) 0.80 (0.13) 0.59 (0.11)
150 0.77 (0.17) 0.76 (0.12) 0.76 (0.11) 0.65 (0.11)
[Broido and claffy, 2001]. A BGP atom is a set of prefixes which are routed the same way
everywhere in the Internet; so a BGP atom is a prefix set in which each prefix pair has an
RSD of zero.
4.4.2 Method description
Using RSD we again instantiate the generic method presented in Section 4.1.2.
Submatrix selection: Given (i, j) ∈ Z and threshold τ , the proximity method selects
the (i, j)-descriptive submatrix by selecting rows and columns from M that correspond to
sources and destinations that are close to i and j respectively. That is,
Si = {i} ∪ {i
′ | r̂sd(i′, i) ≤ τ} and
Dj = {j} ∪ {j
′ | r̂sd(j′, j) ≤ τ}.
We explored various threshold values τ . Tables 4.1, 4.2, and 4.3 compare the clas-
sification accuracy results, for Edge, Core-1000, and Core-100 sets, respectively. Tables
show the average (and standard deviation) of AUC for various values of τ (50, 100, 150).
For all three sets, the accuracy with τ = 50 is the highest. Therefore, in what follows, we
present the results obtained by instantiating the classifier with τ = 50. As can be seen in
Figure 4·6(b), this means that we are placing a relatively small subset of rows and columns
into M(Si, Dj).
Structural properties: As in the visibility-based approach we again compute the Size,
Sum and the Density of the M(Si, Dj) as input to the classifier. In this case, Sum and
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Table 4.2: AUC Statistics: Core-1000 ASes
τ 10% 30% 50% 95%
50 0.99 (0.01) 0.99 (0.01) 0.99 (0.01) 0.95 (0.05)
100 0.96 (0.03) 0.96 (0.03) 0.96 (0.03) 0.95 (0.04)
150 0.78 (0.08) 0.78 (0.08) 0.78 (0.08) 0.78 (0.08)
Table 4.3: AUC Statistics: Core-100 ASes
τ 10% 30% 50% 95%
50 0.99 (0.02) 0.99 (0.02) 0.99 (0.01) 0.97 (0.02)
100 0.96 (0.04) 0.96 (0.04) 0.96 (0.04) 0.96 (0.04)
150 0.81 (0.08) 0.81 (0.09) 0.82 (0.09) 0.82 (0.09)
Density prove to be equally effective discriminating features; we report only results for
Sum.
Classification criterion: The intuition behind the proximity method suggests that the
target element (i, j) should have similar visibility to the paths captured in the M(Si, Dj)
submatrix. Both Sum and Density are large when the paths captured in M(Si, Dj) are
visible; hence we use the same classification criterion as for the visibility method (Equation
(4.1)).
4.4.3 Experimental results
We again start by examining the distribution of Sum values for submatrices M(Si, Dj),
which are shown in Figure 4·7. The upper row of plots shows that in each set of ASes,
the Sum metric is almost always zero when (i, j) is a true zero (i.e., more than 95% of the
time). This is intuitive, since the paths captured inM(Si, Dj) are similar to the path (i, j)
in terms of routing behavior. For the case of false zeros,M(Si, Dj) is typically nonzero, but
with different behavior for the Edge versus Core networks. The Core-1000 and Core-100
true-zero submatrices are easily separated from the false-zero submatrices. For moderate
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Figure 4·7: Submatrix Sum distribution for (a) Edge, (b) Core-1000, (c) Core-100.
Upper: True Zeros; Lower: False Zeros.
flipping levels, a threshold value anywhere in the range 1-10 is effective. However for the
Edge networks, there is no similarly good threshold.
This can be understood as follows. The proximity method is not effective for Edge
networks because it typically selects only a small set of sources and destinations for inclusion
in M(Si, Dj) – those that are close to i and j in terms of r̂sd. Since Edge networks have
sparse visibility matrices in general, the small size ofM(Si, Dj) makes it possible that most
or all 1s are flipped to zeros, leading to false zeros that are misclassified as true zeros. On
the other hand, comparison of the top and bottom of Figure 4·7(b) and (c) shows that RSD
is able to pick out those prefixes that are similar in routing behavior when the network
is in the core and has denser visibility matrices, and this is what is needed for accurate
classification.
The accuracy of classification in terms of aggregate ROC curves is shown in Figure 4·8.
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Figure 4·8: Aggregate ROC Curves for: (a) Edge, (b) Core-1000, (c) Core-100.
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Figure 4·9: CDFs of AUC for (a) Edge, (b) Core-1000, (c) Core-100.
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Figure 4·10: AUC Means for (a) Edge, (b) Core-1000, (c) Core-100.
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The figure shows that classification in general is very accurate for Core networks: for
moderate flipping levels, accuracy is as high as 95% TPR with zero FPR. For Edge networks,
as expected, classification accuracy is generally poorer, with an unavoidably nonzero FPR.
Figure 4·9 summarizes AUCs over all networks. For Edge networks, a significant number
of AUCs are in the 0.5 range. An AUC of 0.5 is typically characteristic of a straight-line
ROC curve from the origin to the upper-right corner. This happens when there is essentially
no discriminatory power in the classifier. On the other hand, for Core networks, AUCs are
generally quite high, typically 0.95 or higher.
4.4.4 Comparison
The AUC means for both methods are shown in Figure 4·10. Figure 4·10(a) shows that for
Edge networks, the visibility-based method is vastly preferable, and maintains an accurate
classification rate even for flipping percentages as high as 95%. However, Figures 4·10(b)
and (c) show that the visibility-based method breaks down, especially for high flipping
percentages, for Core networks. Since the Visibility-Inference problem is likely to be
of more interest to Core networks in general, this motivates the effort to develop a more
refined method targeted specifically to Core networks.
Figure 4·10 shows that this more refined method (proximity-based) is in fact clearly
effective in both Core-1000 and Core-100 networks. For those networks, even at very
high flip percentages, the proximity-based method using RSD is capable of AUCs that are
nearly always close to 1.
4.5 Classification
The results in Section 4.4 demonstrate high TPR and low FPR for large range of threshold
values. Nonetheless, in practice we need to choose a threshold value (without access to
ground-truth data). Here, we show that such a value can be picked automatically, by
exploiting the information hidden in the 1s of the observed visibility matrix M .
The key idea is that, intuitively, we expect the descriptive submatrices of the 1-valued
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Table 4.4: Mean and standard deviation of TPR and FPR for Edge, Core-1000 and
Core-100; 3rd-percentile Sum threshold.
Edge Core-1000 Core-100
Flip % TPR FPR TPR FPR TPR FPR
10% 0.99 (0.062) 0.032 (0.15) 0.98 (0.033) 0.03 (0.04) 0.95 (0.067) 0.027 (0.022)
30% 0.99 (0.061) 0.045 (0.15) 0.98 (0.035) 0.03 (0.04) 0.95 (0.071) 0.028 (0.021)
50% 0.99 (0.067) 0.061 (0.17) 0.98 (0.033) 0.03 (0.05) 0.95 (0.064) 0.034 (0.025)
95% 0.85 (0.18) 0.08 (0.18) 0.98 (0.027) 0.21 (0.18) 0.96 (0.054) 0.069 (0.046)
entries of M to be similar to the descriptive submatrices of the false-zero entries of M .
Therefore, we can use the distribution of the characteristic values of the former, in order
to choose a threshold that will correctly classify the latter.
To demonstrate the effectiveness of this strategy, we perform the following experiment.
For each network in Edge, with visibility matrix M , we choose entries M(i, j) = 1 and
form their corresponding (i, j)-descriptive submatrices using the methods described in Sec-
tion 4.3.1. Then, we set the classification threshold to the low end of the distribution of
Sum values obtained. Based on experience with the classifier, we selected the 3rd percentile
of the distribution as a reasonable choice.
The leftmost part of Table 4.4 shows the the average (and standard deviation) of TPR
and FPR of the visibility-based classifier across all the networks in Edge and for all four
flipping percentages. The results show that the 3rd-percentile rule for picking the threshold
value leads to average TPR of almost 1 and very small FPR for flip percentages up to 50%.
Even for 95% flipping percentage, the average TPR drops only to 0.85 and the average
FPR increases only to 0.17.
The last four columns of Table 4.4 show the same results for the Core-1000 and
Core-100 networks. These results are obtained by performing the same experiment in those
networks, with the only difference that the (i, j)-descriptive submatrices of the 1-valued
entries of M were obtained using the proximity-based method described in Section 4.4.2.
We use the proximity-based method since it was identified to outperform visibility-based
classification for these networks.
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The results show again that a threshold set to the 3rd-percentile of the sum of the
descriptive submatrices of the 1-valued entries yields excellent average TPR and FPR for
all flip percentages. Overall, these experiments confirm our intuition that the descriptive
submatrices of the 1-valued entries of M are similar to the submatrices of the false zeros,
and that using this information to select the classifier threshold leads to excellent prediction
accuracy.
The results above are for the random bit-flipping strategy, corresponding to the case
where traffic for each source-destination pair is independent. As described in Section 4.2,
we also consider the case of correlated bit-flipping, in which all of the 1s for a specific
destination (column) are flipped to zero. For each AS in the Edge and Core-100 datasets,
we applied this stategy 1000 times to a randomly chosen column. We report results for
only the zeros in the chosen column, because classification accuracy of zeros outside of the
chosen column is not significantly changed.
Table 4.5 shows the resulting classification accuracy, again using the visibility-based
method for Edge networks and the proximity-based method for Core-100 networks. It
shows that for Edge networks, essentially all zeros are classified as true zeros. This occurs
because of the nature of the visibility-based method. In that method, the 1s in the same
column and rows as the zero (i.j) determine the size of the submatrix. If the entire column
is set to zero, the submatrix is necessarily too small to identify any false zeros. Note that
classification accuracy for the rest of the matrix is not strongly affected, however.
The situation is quite different for the proximity-based method operating on Core-100
networks. Here the classifier performs quite well, with a high TPR and a FPR of almost
zero. That is, even when traffic patterns are such that a destination prefix receives no
traffic at all, the traffic patterns in similarly-routed prefixes are sufficient to accurately
separate true and false zeros.
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Table 4.5: Mean and standard deviation of TPR and FPR for destination-based
flipping on Edge and Core-100.
Edge Core-100
TPR FPR TPR FPR
1.0 (0) 0.98 (0.11) 0.78 (0.30) 0.027 (0.17)
4.6 Application: TM Completion
In this section , we demonstrate an example application of the solution to the Visibility-
Inference problem. We show that traffic matrix completion accuracy improves when
false zeros are successfully distinguished from true zeros.
The problem: As introduced in Chapter3, traffic matrix (TM) completion refers to
estimating traffic volumes that are not directly measurable, whether due to missing or
dropped data [Zhang et al., 2009], lack of visibility [Bharti et al., 2010], or other reasons.
The general notion builds on work in statistical signal processing [Cande`s and Recht, 2008]
that has identified sufficient conditions and appropriate algorithms for estimating missing
elements of a partially-observed matrix.
TM completion starts with a partially-observed traffic matrix V . The known (i.e.,
observed) entries of V are the set Ω. Using Ω one seeks to estimate the remaining, unknown
elements of V . If ground truth is not available, TM completion accuracy can be assessed
through cross-validation, i.e., by holding a subset R ⊂ Ω out as a validation set. Then,
Ω \R is given as input to the matrix-completion method, which predicts the entire matrix
V̂ , including elements R. Accuracy is measured by the Normalized Mean Absolute Error
(NMAE) on the validation set R:
NMAE(R) =
∑
(i,j)∈R |V (i, j)− V̂ (i, j) |∑
(i,j)∈R V (i, j)
.
Prior work on TM completion has been forced to treat zeros in V as missing values
(e.g., [Bharti et al., 2010]). This is because, as we have discussed throughout this chapter,
lack of observed traffic for an element (i, j) is ambiguous: it may or may not reflect a valid
79
0 0.1 0.2 0.3 0.40.9
1
1.1
1.2
1.3
1.4
N
M
AE
Unknown Ratio
 
 
NK
VIS
PROX
GT
0 0.1 0.2 0.3 0.4
1
1.5
2
2.5
3
3.5
4
4.5
5
N
M
AE
Unknown Ratio
 
 
NK
VIS
PROX
GT
0 0.1 0.2 0.3 0.40.9
1
1.1
1.2
1.3
1.4
N
M
AE
Unknown Ratio
 
 
NK
VIS
PROX
GT
Figure 4·11: Accuracy of matrix completion for GT, Vis, Prox and NK for (a) all,
(b) small, (c) large unknown elements in R.
traffic measurement. Thus, a large amount of information – all false zeros in V , which
represent valid traffic measurements – is thrown away.3 We demonstrate the significance of
this loss, and the improvement possible with our classification methods, using LMaFit [Wen
et al., 2010], a well-known matrix-completion algorithm.
Data: We use the traffic matrix V described in Section 4.2; it comes from a large
Tier-1 provider that is a member of the Core-100 set. We also use the corresponding
ground-truth matrix T for the same network, for validation (only). The only preprocessing
we perform is to remove any rows and columns that are fully-zero in V , since it is well
understood that matrix completion cannot estimate elements in such rows and columns.
After this filtering step, we wind up with versions of V and T having 28 rows (source ASes)
and 6198 columns (destination prefixes); V has a density of about 4%.
Improving TM completion accuracy: To evaluate the benefit of solvingVisibility-
Inference in this setting, we consider four possible cases for TM completion:
Ground Truth (GT): TM completion using perfect knowledge of false zeros (valid zero-
valued traffic measurements). So for GT the set of known entries given to LMaFit
consists of Ω \R plus the known false zero entries as given by T .
Visibility (Vis): TM completion after labeling false zeros via the visibility-based method.
3We extend the notion of true and false zeros to V by identifying them with the true and false zeros of
M . This means that a false zero in V is actually a valid traffic measurement; a true zero is not.
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So for Vis the set of known entries given to LMaFit consists of Ω \ R plus the false
zeros identified by the visibility-based method.
Proximity (Prox): TM completion after labeling false zeros via the proximity-based
method. Input to LMaFit is Ω \ R plus the false zeros identified by the proximity-
based method.
No Knowledge (NK): TM completion with no knowledge of false zeros, i.e., as it has
been done previously in the literature. In this case, the set of known entries given to
LMaFit consists only of Ω \R.
Figure 4·11 shows the results, in which the fraction of Ω that is held out in R is varied
from 0.05 to 0.3 (denoted on the plots as the unknown ratio). All results are averages over
20 different cross-validation sets R. We expect the results to depend on the size of the TM
elements being estimated; additional knowledge of zero-values has a bigger influence on
estimation of small elements. Hence, in Figure 4·11(a) we report results for all values in R,
while in Figure 4·11(b) we show results for small values (entries smaller than the median)
and in Figure 4·11(c) we show results for large values.
The results show that knowledge of false zeros can significantly improve the accuracy
of TM completion. Comparing NK and GT one sees that accuracy can be improved as
much as a factor of 3.5 when predicting small values. With respect to our classifiers, as we
expect, Prox outperforms Vis since this is a Core-100 AS. Most significantly, we observe
that labeling false zeros using Prox yields improvements that are essentially the same as
those obtained using ground truth.
4.7 Discussion and Summary
To the best of our knowledge, we are the first to define and address the Visibility-
Inference problem, whose goal is inferring visibility from traffic with the goal to infer
inter-domain connectivity. Therefore, we are not aware of any existing methods that solve
exactly the same problem. Despite the unique question prompting our work, our methods
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have connections to much previous work. For instance, [Cousins et al., 2003] addresses
a similar problem in the context of wireless networks. They show that given a source-
destination pair that have not communicated, what path the communication would take
can be inferred.
Below, we discuss rest of the related previous work as well as the limitations of our
approach.
BGP paths. The analysis of the properties of observed BGP paths has a long history,
initially enabled by the Routeviews project [RouteViews, 1997]. Our work draws on the
notion of BGP Atoms [Broido and claffy, 2001], which resulted from the observation that
some sets of prefixes are routed identically everywhere in the Internet. The specifics of
how routing policies affect observed BGP paths have been studied extensively [Mu¨hlbauer
et al., 2007]; these studies informed our work and guided our adaptation of RSD to BGP
data.
Data Limitations. It is well-known that publicly available BGP tables provide an in-
complete view of the AS graph. This has been reported widely, and recently reviewed in
[Roughan et al., 2011]. In this regard, it is important to note that our results are not based
on the AS graph; in fact, the way we use BGP data does not introduce ambiguities due
to missing links. As we describe in Section 4.2, we construct visibility matrices over only
the set of sources and destinations for which we have every active path between a source
and a destination. Thus, we omit source-destination pairs for which our BGP data may
be missing links, and we can have high confidence in the 0-1 status of each element of
each ground-truth T matrix. While we cannot rule out inaccuracies due to configuration
errors, false BGP advertisements, or path changes that have not yet reached the monitors,
we believe that these issues have negligible effect on our results. In the few cases where
we discuss the AS graph (Section 4.2) we only take from it qualitative, not quantitative
observations.
The experiments we perform make the assumption that paths visible in BGP match
those that are actually taken by traffic. It is known that this is not always the case [Mao
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et al., 2003]. However, as [Mao et al., 2003] notes, “the two AS paths usually match.” That
paper shows that mismatches are rare — a few percent at most. Hence we don’t expect
that these mismatches dramatically change our results.
Scaling Considerations. As noted in Section 4.1, we consider observers to be ASes
rather than ISPs. We don’t believe this has a major impact on our results. While ISPs can
certainly merge visibility and traffic information obtained from multiple ASes that they
operate, such merging does not seem to fundamentally change the nature or difficulty of
the Visibility-Inference problem. On the other hand, studying visibility at the AS level
is natural because the AS is the granularity at which BGP selects routes.
Another issue concerns the scale of the full problem. The matrices we work with,
although they have over 5 million elements, are small compared to a full Internet-wide
matrix. A conservative estimate of of the size of a full AS-prefix matrix is on the order of
5 billion elements. For our Tier-1 provider, the fraction of nonzero traffic elements in V
is about 0.1%. On the other hand, that provider’s data was based on a sampling rate of
1/1000; hence very many small elements of V were lost due to the sampling process. So
for the case of this provider, we can estimate that a day’s traffic occupies on the order of
5 million nonzero elements in V , and probably much more.
It is not clear the extent to which routing changes affect the estimation process. The
notion of visibility itself can be attributed to an instant in time, during which routing
changes are assumed to be negligible. However, the need to collect traffic to populate
M introduces sensitivity to routing changes. The effect of route changes is to inflate the
number of 1s in M . The sensitivity of the inference process to this inflation needs more
study; we only note here that a small fraction of prefixes are responsible for most route
changes; and those prefixes receive comparatively little traffic [Rexford et al., 2002].
Additional Approaches. Finally, we ask whether there are other ways ISPs could attack
this problem.
One direction, as mentioned in Section 4.1, is for ISPs to make note of the routes that
they learn through BGP. How many entries in Ĝ could the observer fill in using BGP-
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learned routes? From BGP, the observer learns a path to each destination from each of
its neighbors. Each path as well contains sub-paths. This implies that the number of Ĝ
elements that can be learned in this way for any given destination is equal to the number of
unique ASes found in all neighbor paths to the destination. Experience with BGP suggests
that this is not usually a large number, except for the small set of ASes with very high
degree. For example, for each of the Routeviews monitors, the average number of elements
per destination that can be learned by such a method is ∼40. In comparison, for ASes
in the Core-1000 set, the average number of elements per destination potentially visible
through traffic observation is ∼500. Thus, we believe that BGP-learned paths are likely to
add only incremental improvement to estimation of Ĝ.
Another approach would be for ISPs to use information about the volume of traffic
observed. The general idea is to assume a distributional model for traffic – one which
includes a nonzero probability that a traffic element is zero. One then models the observed
data as a mixture of the values taken from two sources: the assumed traffic distribution
(which generates false zeros), and an additional source of (true) zeros. Such ‘zero-inflated’
models are used, for example in ecology, in settings loosely analogous to the Visibility-
Inference problem [Martin et al., 2005]. Taking this approach requires imposition of
modeling assumptions, with all the difficulties that accompany it: addressing the model
selection problem, estimating parameters, and assessing confidence in the results. However
the potential exists to estimate the number of false zeros via this sort of method. While
this approach presents many hurdles, a considerable amount of theory has been developed
around how to do this in various settings, and some issues relevant to traffic models are
being addressed [Couturier and Victoria-Feser, 2010].
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Chapter 5
Routing State Distance
Characterizing the set of routes used between domains is an important and difficult prob-
lem. The size and complexity of the millions of BGP paths in use at any time can hide
important phenomena and hinder attempts to understand the path selection behavior of
ASes. In this chapter we introduce a new approach to analysis of the interdomain routing
system designed to shed light on collective routing policies.
Our approach features a new metric (as introduced in Chapter 4) for ‘distance’ between
prefixes, which we call routing state distance (RSD). We first revisit the definiton of RSD,
and then show that RSD has a number of properties that make it attractive for use in
visualizing and analyzing the state of the BGP system. Further, since RSD is a metric, it
lends itself naturally to use in clustering prefixes or ASes. In fact, the properties of RSD
allow us to define a natural clustering criterion, and we show that this criterion admits
to a simple clustering algorithm with provable approximation guarantees. We then show
that by clustering ASes using RSD one can uncover macroscopic behavior in BGP that
was previously hidden. For example, we show how to identify groups of ASes having sim-
ilar routing policies with respect to certain destinations, which apparently reflects shared
sensitivity to economic or performance considerations. These routing patterns represent a
considerable generalization and extension of the notion of BGP atoms to the case where
routing policies are only locally and approximately similar across a set of prefixes.
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5.1 Routing State Distance
In this section we define RSD starting from a general definition for arbitrary graphs. We
then discuss how to customize RSD to address the practical issues that arise when applying
it to BGP measurements.
5.1.1 Definition
To define RSD, we will assume a universe X of nodes, with |X| = n.1 To fix a set of paths,
we require that for each source-destination pair (x1, x2) there is a unique node x3, which
is the next hop on the path from x1 to x2. We denote this by x3 = N(x1, x2). Note by
following the nodes on N(·, x2) recursively, one will eventually reach x2. We also assume
that the next hop of every node x is the node itself; i.e., N(x, x) = x. Thus, N encodes a
set of paths that leads from each node to every other node, without any branches or loops.
We generally treat the function N as an n × n matrix. That is, we interpret N(x′, x)
as a matrix element that stores the next hop from node x′ to node x. We also use N(x, :)
(resp. N(:, x)) to denote the x-th row (resp. column) of N. We call N the nexthop matrix
that encodes the paths over the set X.
Using the nexthop matrix, we can define the Routing State Distance (RSD) between
two nodes x1 and x2 as follows:
RSD(x1, x2) = |{xi | N(xi, x1) 6= N(xi, x2)}| . (5.1)
That is, RSD(x1, x2) is the number of positions where the columns N(:, x1) and N(:, x2)
differ. Hence, by definition, RSD is an integer that takes values in {0, . . . , n}. Referring
back to Figure 1·2 in Chapter 1.3, each of the subfigures (a), (b), and (c) corresponds
to a single column N(:, x) for different values of x. Intuitively, N(:, x) tells us what the
‘direction’ is to x from each node in X. Two nodes that appear to most other nodes to be
in the same direction are considered close under RSD.
1Note that the definition given here is essentially equivalent to that in [Gu¨rsun et al., 2012], but has
been recast in somewhat different terms for simplicity of discussion.
86
Note that RSD is a metric.
Proposition 11 RSD() is a metric.
Proof 11
1. RSD(x1, x2) = 0 iff x1 = x2. If x1 = x2, then N(:, x1) = N(:, x2), so RSD(x1, x2) =
0. On the other hand if x1 6= x2,N(x1, x1) 6= N(x1, x2), so RSD(x1, x2) > 0.
2. RSD is symmetric, i.e. RSD(x1, x2) = RSD(x2, x1). Obvious.
3. RSD satisfies triangle inequality; i.e., RSD(x1, x2) ≤ RSD(x1, x3) + RSD(x2, x3).
Assume the opposite; i.e., that RSD(x1, x2) > RSD(x1, x3) + RSD(x2, x3). Then
there must be a node x for which N(x, x1) 6= N(x, x2), but for which N(x, x1) =
N(x, x3) and N(x, x2) = N(x, x3), which is a contradiction.
Oftentimes, we use rsd to refer to the normalized value of RSD. That is, for every
x1, x2 we define the normalized RSD as follows:
rsd(x1, x2) =
1
n
RSD(x1, x2). (5.2)
By definition, rsd(x1, x2) ∈ [0, 1] and – given that it is a rescaling of RSD – it also satisfies
the triangle inequality. Intuitively, the the rsd value between two nodes x1 and x2 encodes
the fraction of positions in which the columns N(:, x1) and N(:, x2) differ with each other.
5.1.2 Applying RSD to BGP Analysis
Having defined RSD, we next seek to apply it to a dataset of publicly available BGP paths
so as to compute the RSD between prefix pairs in the dataset. However, computing RSD
from BGP data raises some implementation considerations. We already mentioned these
issues in Section 4.4. In this section, we revisit them for completeness in more detail.
The first issue concerns the distinction between ASes (which choose next hops, but are
not themselves destinations) and prefixes (which are destinations, but do not make next-
hop choices). In fact, our framework can adapt to this situation easily. We slightly redefine
the matrix N: while the columns of N correspond to prefixes, the rows of N correspond
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to ASes. Thus, to analyze BGP, N(a, p) needs to be defined as the next hop from AS a on
the path to prefix p.
The next issue concerns the fact that publicly available BGP data consists (essentially)
of paths from a set of monitor ASes to a large collection of prefixes. For any given AS-
prefix pair (a, p), these paths may not contain information about N(a, p). We address
this by approximating RSD. We make the following observation: some ASes have a much
larger impact on RSD than others. For example, a stub AS a has a highly uniform row
N(a, :). If the stub AS a has a small set of providers, then for many prefixes p1, p2, ...,
N(a, p1) = N(a, p2) = .... In the limit of a stub AS that makes use of only a single
provider, the row N(a, :) will be constant. Note that a constant row in N has no effect on
the RSD value of any prefix pairs. Since the majority of ASes are stub ASes, most ASes
contribute little information to RSD.
Thus, we observe that we can approximate RSD using just a subset of all ASes. In
particular we should use the ASes with many neighbors since these ASes have many next
hop choices and therefore can contribute the most information to RSD. We call these ASes
the basis set. We select the basis set by identifying those ASes with the largest number of
neighbors in our data.2 Luckily, such ASes tend to appear on many paths in the publicly
available data; hence we can often find N(a, p) when a is in the basis set.
To address the case when N(a, p) is not available (for AS a in the basis set), we
performed extensive studies of the effect of missing nexthop information on RSD. We
found that proportional approximation yields results that work well in practice. This
approximation allows the matrixN to include ‘don’t know’ elements. We then approximate
RSD by the fraction of known positions in which N(:, p1) and N(:, p2) differ, times the
number of ASes in the basis set. This ensures that the approximation to RSD always
ranges between zero and the size of the basis set.
One consequence of using proportional approximation to RSD is that it can introduce
minor violations of the triangle inequality. However we find that in practice, such violations
2Two nodes are neighbors if they appear consecutively on any path.
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are quite small and do not impair our ability to reason about RSD or use it as if it were a
metric.
The last issue is that for some AS-prefix pairs there is more than one next hop. This
happens when an AS uses detailed routing policies (such as hot-potato routing) that are
not strictly per-neighbor. That is, traffic destined for the same prefix may take different
next hops depending on where it enters the network. We address this problem the same
way as in [Mu¨hlbauer et al., 2007], i.e., by introducing the notion of ‘quasi-routers.’
5.1.3 Finding Quasi-Routers
Our goal is partitioning a given AS into its quasi-routers so that for any given prefix, there
exists only one next hop choice per quasi-router. Therefore, each and every next hop choice
of any given prefix should be assigned to a different quasi-router.
Consider the example in Figure 5·1(a): ASX has multiple next hop choices with respect
to prefixes p1, p2, and p3, e.g. for p1, the next hops are ASA, ASB, and ASC. According to
our goal of assigning only one next hop per prefix, p1 requires at least three quasi-routers,
i.e. each one is assigned to one of ASA, ASB, and ASC. Likewise, p2 requires at least
four quasi-routers i.e. each one is assigned to one of ASA, ASB, ASD, and ASE. Finally,
p3 requires at least two quasi-routers i.e. each one is assigned to one of ASC and ASD.
In this respect, one solution is generating a new quasi-router for each and every next hop
chosen for each and every prefix. This approach generates 9 quasi-routers for ASX (3 for
p1, 4 for p2, and 2 for p3). One problem with this approach is that it divides ASes into
fine-grained partitions and we lose the coarse-grained property of AS-level representation.
In order to perserve the granularity of ASes, our objective is minimizing the number of
quasi-routers per AS. To do so, instead of generating a new quasi-router for each and every
next hop for each and every prefix, we assign multiple next hops to a quasi-router when
there is no conflict between these next hops for any prefix. For instance, in Figure 5·1(a),
the next hops C and E can be assigned to the same quasi-router since they do not conflict
for any prefix, i.e. there is no prefix that both C and E are next hops for.
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In order to group the next hops that do not conflict, we first represent the next hop
choices of an AS in terms of a matrix, i.e. let H be a binary matrix where its rows are the
set of prefixes and its columns are the set of next hops used for all prefixes. Hij is 1, if j
is used as next hop to prefix i. Figure 5·1(b) shows the H matrix for ASX.
Given matrix H, any given two columns (next hops) do not conflict if they do not
have any common row of value 1. In other words, the next hops can be assigned to the
same quasi-router if their corresponding columns are orthogonal. Our goal is finding the
minimum number of groups (quasi-routers) where every column is assigned to a group and
all columns in the same group are orthogonal. Unfortunately, this is an NP-hard problem.
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Figure 5·1: (a)Next hops per prefix, (b) H matrix, (c) Resulting quasi-routers.
Proposition 12 Given a binary matrix H, finding the minimum number of groups of
columns, such that all columns of H are assigned to exactly one group and all columns
within each group are orthogonal to each other, is NP-hard.
Proof 12 This problem is equivalent to the Covering-by-Cliques problem [Garey and John-
son, 1990]. Given a graph G = (V,E), Covering-by-Cliques is the problem of finding
the miminum number of cliques that cover the whole graph. The decision version of the
Covering-by-Cliques asks whether there are K cliques that cover the whole graph.
Given the graph G = (V,E), construct a binary matrix H of size m × n, where m =(|V |
2
)
+ |E| and n = |V |. Columns of H represent the nodes in V . Rows of H represent 1)
all pairs of nodes in |V | regardless there exists an edge between two nodes in a pair (
(|V |
2
)
rows), 2) the pairs of nodes which have edges between them (E rows).
For each pair of nodes (u, v) /∈ E, set M(i, u) and M(i, v) to 1, where i is the index of
the row that corresponds to the (u, v) pair.
For each pair of nodes (u, v) ∈ E, set M(i, u) = 1 and keep M(i, v) = 0, where i is
the index of the row that corresponds to the (u, v) pair. Then set M(i′, v) = 1 and keep
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M(i′, u) = 0, where i′ is the index of the row that corresponds to the (u, v) edge.
Then we observe that there are K groups of independent columns in H if and only if
there are K cliques that cover G(V,E).
We propose a heuristic to group the columns (next hops) that do not conflict as follows.
We start with the densest column (the column with the maximum number of ones) and
search if there exists any other column that is orthogonal to it. The intuition for starting
with dense columns is that the denser a column is, the less likely to find columns that are
orthogonal to it.
Algorithm 2 starts with the set of columns C and iterates until all columns in C are
clustered, i.e. all next hops are assigned to a quasi-router. At each iteration, the densest
column in C is assigned to a cluster (quasi-router) with all other columns in C that are
orthogonal to that densest column.
Algorithm 2 Finding quasi-routers .
INPUT: C: columns of H.
OUTPUT: Q: column clusters.
1: while C 6= ∅ do
2: c← the densest column in C
3: R(c)← {c′ ∈ C|c′ · c = 0}
4: Qc ← c ∪R(c)
5: Q← Q ∪Qc
6: C ← C \Qc
7: end while
Having addressed these issues, we can compute our version of RSD specialized for BGP,
which we store in the n× n matrix D. Clearly, the values of the cells of D depend on the
number of rows in N, i.e., the total number of ASes (or quasi-routers of ASes). For the
rest of the discussion we will assume that we have m such ASes and therefore N is of size
m× n and D(x, x′) ∈ {0, . . . ,m}. We also use D˜ to denote the normalized rsd for BGP.
5.2 Datasets
To evaluate our methods, we use a collection of BGP tables collected on midnight UTC
on December 6, 2011 from the Routeviews [RouteViews, 1997] and RIPE [RIPE, 2001]
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Figure 5·2: Distribution of D for 1000 prefix pairs.
repositories. This dataset is the same dataset we use in Chapter 4. Nonetheless, below we
describe it again for completeness.
The full dataset is collected from 359 unique monitors; it consists of over 48 million AS
paths, and contains 454,804 unique destination prefixes. However, the dataset does not
contain paths from every monitors to every prefix. Rather, there is a subset of prefixes
that appear in most tables, i.e., to which most monitors have paths. We chose a subset of
135,369 prefixes on this basis; these prefixes are typically present in most BGP tables in
our dataset.
Next, we need to select a subset of monitors to serve as the basis set, as described in
Section 5.1.2. We select the basis set by identifying 77 ASes with the largest number of
neighbors in our data. Finally, we expand the basis set with quasi-routers to handle the
cases where there is not a unique next hop to certain prefixes. This expands the size of the
basis set from 77 to 243. Hence, our final N matrix is of size 243 × 135,369.
From N we can compute D, our RSD metric based on BGP paths applied to prefixes.
To illustrate the distribution of D values, Figure 5·2 shows the CDF of D for a randomly
chosen set of 1000 prefix pairs. The figure shows three important aspects of RSD applied
to prefixes. First, it takes on values in the range 0 to 243, because there are 243 ASes and
quasi-routers in the basis set. Second, it varies smoothly – there are no sudden jumps or
steps in the distance function. This is in contrast to a metric like hop distance, in which
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going from hop distance 1 to hop distance 2 encompasses a huge increase in the number of
prefix pairs. Finally, the gradual slope on the left of the figure shows that RSD can make
fine distinctions between prefix pairs. The number of prefixes in a neighborhood grows
very slowly for small to moderate values of RSD, which means that RSD can be used to
identify fine-grained groups of prefixes. This capability will be important when we use
RSD for clustering later in the following sections.
5.3 Visualization with RSD
In this section, we motivate the use of RSD for visualization and we demonstrate that
visualization using RSD can yield useful insights in the analysis of interdomain routing.
5.3.1 Why 2-D Visualization is Meaningful
As described in Section 5.1, the information provided by RSD can be organized into a
distance matrix D in which D(i, j) = RSD(i, j). We seek a way to effectively visualize the
information contained in D.
To do so, we start by observing that in practice, we find that D has low effective rank.
That is, although D is a n × n matrix it can be well approximated by a matrix of rank
r with r ≪ n. A simple way to assess this is through a scree plot, which is a plot of the
singular values of D in decreasing order. The sum of the first k squared singular values is
equal to the fraction of total variance inD that can be captured in a rank-k approximation.
Thus, the scree plot of D gives a direct assessment of the effective rank of D.
We start by choosing 3000 prefixes at random from the set of all 135,369 prefixes in
our dataset. We then form the 3000 × 3000 matrix D consisting of the RSD values for all
prefix pairs. The scree plot of D is shown in Figure 5·3.
The Figure shows that D has very low effective rank – almost all of the the variation
in D is captured in five dimensions, and even a rank-2 approximation to D captures more
than half of D’s total variance. (Results for other random samples look very similar).
The fact that D has low effective rank is important for a number of reasons. First,
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Figure 5·3: Singular values of D.
it suggests that (as we will demonstrate) RSD captures specific phenomena – were the
matrix D purely random, it would have high effective rank. Second, from a visualization
standpoint, it indicates that a large fraction of the total information captured by RSD can
be represented in a 2-D or 3-D visualization.
Thus, Figure 5·3 suggests that even a 2-D visualization of D should give a reasonably
accurate picture of its information content. The usual way to construct such a visualization
is by using multidimensional scaling (MDS) [Torgerson, 1952]. Given a set of items I and
a set of item-item distances {dij}, i, j ∈ I, MDS assigns each item a location xi, i ∈ I in
some r-dimensional Euclidean space. The goal is that distances between items in Euclidean
space should closely approximate the given set of input distances {dij}. That is, MDS seeks
to minimize:
min
x1,...,x|I|
∑
i<j
(||xi − xj || − dij)
2 .
When r = 2, the result can be plotted; in such a plot, distances (i.e., RSD values) are
approximately preserved.
5.3.2 The Emergence of Clusters
We use MDS to visualize the randomly chosen set of 3000 prefixes. The results are shown
in Figure 5·4; distances between points in this figure approximate RSD. The figure shows
remarkable high-level structure: there are two large clusters, with the smaller cluster com-
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Figure 5·4: Visualization of RSD for 3000 randomly chosen prefixes. Axes are marked
in units of RSD to give a sense of scale to the plots.
prising about 23% of all prefixes. We find this same clustering quite consistently for any
random sampling of prefixes; it seems to be an Internet-wide phenomenon.
The fact that Internet prefixes cluster into two distinct groups under the RSD metric
is surprising. In fact, understanding the reason behind the presence of the two clusters in
Figure 5·4 is important and motivates our subsequent analyses. Hence, we will now explore
the cause of these two clusters in depth.
First, we consider exactly what causes clustering under RSD. Consider a cluster of
prefixes C. This cluster corresponds to a set of columns of N, i.e., N(:, C). Because the
prefixes in C are close to each other in RSD, the columns of N(:, C) are similar to each
other, at least in certain positions. This must be the case, by the definition of RSD.
This situation is shown in Figure 5·5. The figure shows the nexthop matrix N, where
cluster C is shown in gray. The fact that the columns are similar in certain positions S
is signified by the horizontal bars. Note that for the columns to be similar, rows in S
must be constant (or at least nearly constant).3 The region where the rows are constant
is the submatrix N(S,C). (We have assumed that the columns and rows of N have been
reordered to bring out this structure.)
3Strictly speaking, it is possible to construct a cluster without a common set of similar rows; but such an
arrangement is highly unlikely in practice as it requires a very specific structure. In all the cluster examples
we study, we find that the prefixes cluster together because of a common set of similar rows.
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Figure 5·5: A cluster within the nexthop matrix N.
The key fact is that, in order for the prefixes in C to cluster together, there will typically
be a subset of rows S with the following property: for any row within the submatrix
N(S,C), the next hop AS in each cell must be (nearly) always the same AS. That is, the
entries of N(S,C) are expected to be highly coherent.
Thus, we can identify a cluster with a coherent submatrix N(S,C). To understand
what such coherent submatrices signify, we consider how they arise in the course of BGP
routing. Expressed in terms of BGP, N(S,C) captures a set of source ASes (S) that
all make similar routing decisions with respect to a set of destination ASes (C, i.e., the
cluster). In Section 5.5, we use different measures to quantify and evaluate the coherence
of the submatrix N(S,C).
We refer to the pair (S,C) as a local atom. A local atom is a generalization of the
notion of BGP atoms [Broido and claffy, 2001]. Whereas a BGP atom is a set of prefixes
that are routed the same way by all routers in the Internet, a local atom is a set of prefixes
that are routed similarly in some region of the Internet (i.e., by the ASes in S). To be
interesting, a local atom (S,C) should have a significant number of ASes in S and also
prefixes in C.
To illustrate the concept of a local atom, we return to the example in Figure 5·4. The
smaller cluster turns out to be the result of a local atom. We demonstrate this as follows.
Sampling the prefixes in the smaller cluster, we find that they belong primarily to networks
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Figure 5·6: Locations of a random subset of prefixes.
in the Far East, with a small portion belonging to networks in the US. For example, out of
a random sample of 100 prefixes we find that 64% are Far East and Pacific Rim networks
(including Korea, Japan, Taiwan, Thailand, Singapore, China, Hong Kong, Australia, and
New Zealand) and 30% are from North America. However, there are also many Far Eastern
(29%) and North American (20%) prefixes in the larger cluster (along with 33% European,
which are almost completely absent in the smaller cluster).4 Figure 5·6 shows examples of
where a random selection of these prefixes occurs within the two clusters.
Given that Far Eastern and US prefixes occur in both clusters, why then should this
specific set of Far Eastern and US prefixes group together in the smaller cluster?
The answer has to do with the next-hop decisions made by the source set S. There
are 35 ASes in the S set; they are predominantly in Europe (52%) and North America
(40%). These ASes prefer one particular provider for transit to the Far East and US. This
provider is Hurricane Electric, ASN 6939 (‘HE’). The overwhelming presence of AS 6939
as a next-hop results in the observed coherence of N(S,C). On the other hand, the set of
ASes in S does not commonly agree on next hops to destinations in Europe. Therefore,
these prefixes do not occur in the local atom. Instead, those prefixes appear in the larger
4The assignment of a prefix to a geographic region was done by noting the AS that announced the prefix,
and then combining information from the various routing registries along with inspection of network maps
and peering relationships where available. In particular, for prefixes that were announced by internationally
distributed ASes, care was taken to identify the region the prefix originated from.
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Figure 5·7: Coherence of the N(S,C) submatrix for the smaller cluster. The five
most frequently-occurring ASes are shown in color: 6939 (Hurricane Electric, blue),
10026 (Pacnet, green), 3257 (TiNet, red), 3356 (Level3, turquoise), and 3549 (Global
Crossing, magenta).
cluster in Figure 5·4.
Figure 5·7 is a visualization of a portion of the nexthop matrix N. In this plot, colors
represent the five most popular next-hop ASes across both clusters. The prefixes (columns)
consist of 50 samples chosen at random from each of the two clusters. The first 35 rows
correspond to the ASes in set S and the remaining rows are other ASes shown for compar-
ison. The local atom (S,C) can be seen as the submatrix N(S,C) in the upper left part
of the plot.
The figure shows the remarkable coherence of the N(S,C) submatrix. The similarity
of the columns on the left side of the plot is the reason that those prefixes cluster together
in Figure 5·4. It also shows that, while sources in S clearly distinguish between prefixes in
the two clusters, other sources do not.
In fact, the prefixes that occur in the smaller cluster have the following property: if
any path from a monitor to a prefix in our dataset passes through Hurricane Electric, then
that prefix is in the smaller cluster. This remarkable fact is illustrated in Figure 5·8. The
figure shows which prefixes can be reached from one or more monitors through three of the
most commonly occurring ASes in our data: (a) Level 3, (b) Hurricane Electric, and (c)
Sprint. The figure shows that what determines which prefixes go into the smaller cluster
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Figure 5·8: Prefixes that can be reached from one or more monitor ASes through (a)
Level3, (b) Hurricane Electric, or (c) Sprint.
is whether the prefix can be reached through Hurricane Electric.
An example of routing to one such prefix is shown in Figure 5·9 (generated using
BGPlay [bgplay, 2006]). The prefix is one of those that falls into the smaller cluster. The
figure shows how Hurricane Electric (ASN 6939) plays a special role with respect to this
prefix for a large set of ASes. The presence of the smaller cluster is a result of routing
patterns similar to Figure 5·9 for all the prefixes in the cluster.
To uncover the reasons behind this effect, we consulted with a number of the network
operators whose BGP configurations contributed to the clustering (that is, operators of
networks in the source set S). As a result, we can explain the reason for this unusual
routing behavior with respect to Hurricane Electric: HE is a large ISP, but it has an open
peering policy. That is, any ISP that has a presence in an exchange point in common with
HE will be allowed to peer with HE at that exchange point [Hurricane Electric, 2006]. HE
is present in dozens of exchange points, mainly in the US and Europe (but with some in
the Far East).
Note that most operators will prefer peer routes over provider routes in general. This
implies that an ISP that peers with HE will typically use HE as the next-hop to reach
any network that is a customer of HE (and not one of its own customers). Hence, we can
identify S as largely consisting of networks that peer with HE, and C as the set of networks
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that are customers (or customers of customers, etc.) of HE.
Thus, the presence of two clusters among Internet prefixes is due to a large-scale phe-
nomenon: for many ASes, Hurricane Electric is the preferred next hop for any prefixes
for which it provides transit. Thus this local atom is a case of similar decision making
by independent entities (ASes) when driven by common external factors; in this case, it
seems that the particular, open peering policy used by HE is responsible for the observed
similarity of routing behavior.
Hence, we conclude that clustering in RSD space has the potential to uncover local
atoms, and local atoms are evidence of (generally unexpected) synchronization of routing
decisions among certain ASes with respect to certain destinations. We then naturally ask
the question: besides the macroscopic cluster shown in Figure 5·4, are there other local
atoms, corresponding to other clusters, in our data? Presumably these clusters are at
smaller scale and thus will be much harder to find. This motivates us to consider the
problem of clustering in RSD space more analytically, and to look for efficient and effective
methods of clustering for RSD.
5.4 Clustering with RSD
Finding a natural clustering for prefixes using the RSD metric is challenging. Common
clustering methods either operate over a continuous metric space (e.g., k-means) or others
(e.g., k-median) require defining the notion of a ‘representative’ object for each cluster
(i.e., the object that minimizes the sum of the distances to all other points in the cluster).
Unfortunately, our data are not continuous; each data point is a column of the nexthop
matrix and therefore its elements are categorical. Secondly, the notion of a representative
in the RSD metric space is not clear. Further, most clustering algorithms require the
number of clusters as input. Here we show that the RSD metric has a natural clustering
formulation that does not have these drawbacks. Throughout this section, we will use the
generic definition of RSD (or rsd) on a set of prefixes – which we refer to as nodes. In
practice, we make the adaptations discussed in Section 5.1.2 and use D (resp. D˜) instead
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Figure 5·9: BGPlay snapshot of prefix 64.72.205.0/24 (origin AS: 23300) which occurs
in the smaller cluster.
of RSD (resp. rsd).
5.4.1 The RS-Clustering problem
Given a set X of n prefixes, our goal is to produce a partition P of X; every prefix x ∈ X
belongs only to one cluster of P, denoted by P(x). (Note that we will often overload
notation and use partition names like P as labeling functions that map prefixes to clusters.)
Intuitively, a good partition satisfies the property that the routing state distance be-
tween two prefixes x and x′ in the same cluster (P(x) = P(x′)) should be minimized, while
the routing state distance between prefixes x and x′ in different clusters (P(x) 6= P(x′))
should be maximized. This intuition can be captured in the following formal definition of
the RS-Clustering problem.
Problem 1 (RS-Clustering) Given a set of nodes X = {x1, . . . , xn} and the m × n
nexthop matrix N, find a partition P of the nodes in X such that
P-Cost(P) =∑
x,x′:
P(x)=P(x′)
D(x, x′) +
∑
x,x′:
P(x) 6=P(x′)
(
m−D(x, x′)
)
.
is minimized.
Observe that the definition of the RS-Clustering problem does not require the num-
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Figure 5·10: Pivot clustering of RSD with τ = 120.
ber of clusters to be part of the input. That is, RS-Clustering is parameter-free. This
happens because the objective function of the clustering problem (i.e., the P-Cost func-
tion) is not guaranteed to decrease as the number of clusters increases. This is in contrast
with the objective functions of many classical clustering problems (e.g., k-means, k-median
etc). Hence, there exists an optimal number of clusters that minimizes the P-Cost func-
tion. A solution to RS-Clustering provides both the clusters of the prefixes as well as
the optimal number of clusters as part of its output.
Despite the fact that the RS-Clustering problem is parameter free, its optimal solu-
tion cannot be computed in polynomial time. This is shown in the following proposition.
Proposition 13 The RS-Clustering problem is NP-hard.
The proof of the above proposition is by a reduction from the Clustering Aggregation
problem [Ailon et al., 2008, Filkov and Skiena, 2003, Gionis et al., 2007].
5.4.2 The Pivot algorithm
Based on the similarity between the RS-Clustering problem with the Correlation
Clustering [Bansal et al., 2004] and the Clustering Aggregation [Ailon et al., 2008,
Gionis et al., 2007] problems, we propose solving the problem using the Pivot algorithm,
which was first proposed for solving the Clustering Aggregation problem.
The pseudocode of Pivot is shown in Algorithm 3. The algorithm takes as input the
set of prefixes, their RSD values, and the value of a threshold parameter τ ∈ [0,m]. The
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Figure 5·11: (a) Value of P-Cost and (b) number of clusters as clustering threshold
τ varies.
algorithm works as follows: starting from a random prefix x, it finds all prefixes that are
within distance τ from x. All these prefixes are assigned in the same cluster – centered at
prefix x. We call x the pivot of cluster Cx. The prefixes that are assigned in the cluster are
removed from the set of prefixes X and the Pivot algorithm is reapplied to the remaining
subset of prefixes that have not been assigned to any cluster.
Algorithm 3 The Pivot algorithm .
A set of prefixes X = {x1, . . . , xn} and a threshold τ ∈ [0,m].
A partition P of the prefixes
1: pick a random prefix x ∈ X
2: create a cluster Cx = {x′ | D(x, x′) ≤ τ}
3: X = X \ Cx
4: Pivot(X, τ)
Observe that Pivot requires the precomputation of all pairwise RSD distances. Given
that these distances are known, the running time of Pivot is O(n2).
The quality of the solution output by Pivot can be measured using the P-Cost func-
tion. An interesting observation is that a small rewriting of the P-Cost function reveals
that it is identical with the optimization function used for the Correlation Cluster-
ing problem [Ailon et al., 2008, Bansal et al., 2004]. Hence, using the results of Ailon et
al. [Ailon et al., 2008] we can state the following:
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Table 5.1: Statistics for the clusters in Figure 5·12.
C1 C2 C3 C4 C5
Size of cluster (C) 150 170 126 484 375
Size of source set (S) 16 9 7 8 15
Destinations Ukraine 83% Romania 33% India 93% Russia 73% US 74%
Czech Rep. 10% Poland 33% US 2% Czech Rep. 10% Australia 16%
Dominant Next Hops 9002 21011 3549 5588 3549 1299 9498 3257 174 12389 3257 1273 6939 174 16735
Next Hop Density 0.26 0.23 0.11 0.33 0.16 0.11 0.30 0.10 0.06 0.31 0.07 0.06 0.54 0.06 0.03
Coherence 0.70 0.82 0.74 0.88 0.67 0.58 0.69 0.43 0.39 0.67 0.28 0.29 0.80 0.25 0.90
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Figure 5·12: Pivot clustering of RSD with τ = 50.
Proposition 14 For τ = m/2, the Pivot algorithm is is an expected 3-approximation
algorithm for the RS-Clustering problem.
Observe that Pivot is a randomized algorithm since at every recursive call it picks a
random prefix to play the role of a pivot.
5.5 Applications
In this section, we illustrate how the solutions of RS-Clustering obtained using Pivot,
automatically extract local atoms of N.
We start by applying Pivot using the threshold τ = m/2 as suggested by Proposi-
tion 14. This translates into τ = 120 in our data.
Five large clusters identified by Pivot are shown in Figure 5·10. The sharpest separation
is shown by the cluster in the lower left. Upon inspection, we find that the lower left cluster
is in fact the Hurricane Electric cluster which was described in detail in Section 5.3. Note
that whereas previously the Hurricane Electric cluster was identified manually, in this case
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Figure 5·13: Visualization of the portion of N corresponding to the union of all
five clusters. In each plot, we color the three most dominant next hops used in one
cluster.
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it is extracted automatically through the use of Pivot. This provides good validation of
the RS-Clustering problem definition and our proposed solution obtained via Pivot.
While Figure 5·10 shows that the Hurricane Electric cluster is clearly separated from
the other prefixes, the other clusters are not so well separated. In fact, although Pivot with
τ = m/2 has a provable approximation bound, it is entirely possible that the algorithm
may find a better solution with a different value of the threshold. We can assess the
quality of a clustering simply by computing the value of the objective function P-Cost.
Figure 5·11(a) shows how the objective function varies by decreasing the threshold below
τ = 120. It shows that at a threshold τ of about 50, the quality of the clustering levels off,
and below 25 or so it starts to climb again. Furthermore, Figure 5·11(b) shows the number
of clusters found at each threshold, and shows that below a τ value of 50 the number of
clusters becomes very large. In fact, below τ = 50, many clusters are just singletons which
are not interesting as local atoms. Hence we next apply Pivot using a threshold value of
50.
Five of the largest clusters found with a threshold of 50 are shown in Figure 5·12. (Note
that these clusters are not the same as those shown in Figure 5·10; the two figures show
outputs of different clustering runs.) Compared to those in Figure 5·10, these clusters show
much sharper separation, and we find that each of these corresponds to a local atom. To
explore the nature of these local atoms, we start by characterizing them in Table 5.1.
The first two rows of the table give the size of the local atom. This is captured by
the number of prefixes in the cluster (the size of C) and by the number of sources that
show common routing behavior to those prefixes (the size of S). In each cluster, we find a
significant number of ASes that show similar routing behavior to a large number of prefixes.
Next, we dive into the characteristics of each local atom. The next two rows characterize
the geographic location of the prefixes (destinations). In each case, we have only listed the
top-2 countries associated with the prefixes in the cluster, and we give the percent of
prefixes that we find in each cluster from those countries. These rows show that in most
cases, as much as 90% of the prefixes in a cluster are associated with only one or two
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countries. This shows that geography clearly influences the formation of local atoms.
The next three rows of Table 5.1 illustrate the nature of the ‘common routing behavior’
that the sources S exhibit with respect to the destinations C. The row labeled Dominant
Next Hops lists the ASNs of the three most common next-hop ASes (in order of decreasing
frequency) used by sources in S for destinations in C. The row Next Hop Density shows
the fraction of entries in the cluster (across all 243 sources) that correspond to each of the
three common next hops. And the row Coherence shows the fraction of entries only in the
submatrix N(S,C) that correspond to each of the three common next hops. That is, the
Coherence aims to quantify the cohesiveness of the nexthops appearing in the submatrix
N(S,C).
The last two rows of Table 5.1 illustrate how common routing behavior is concentrated
in the submatrix N(S,C). The much larger density of the dominant next hops used by
sources in S as compared to among all sources shows that the sources in S are indeed
making similar nexthop choices.
This is further illustrated graphically in Figure 5·13. In this figure, each plot is a view of
the nexthop matrix N. The same portion of N is shown in each plot, namely, the columns
that correspond to prefixes forming the union of clusters C1 through C5. The difference
between each plot is the choice of which next hop ASes are highlighted. In each plot,
the three dominant next-hop ASes as given in Table 5.1 are colored in blue, green, and
red, respectively. The figure shows how sharply the routing behavior of each local atom
is defined. The common routing decisions made within each local atom appear as clearly
isolated regions within the overall N matrix. This confirms our intuition of a local atom
as equivalent to a coherent submatrix of N.
5.6 Discussion and Summary
Our sense is that RSD, owing to its simple definition, is a general tool that can be used
in a variety of settings. These include further in-depth analysis of BGP, as well as its
application to entirely different domains.
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A promising direction for further application of RSD is to incorprate temporal analysis.
Consider a set of nexthop matrices indexed in time, i.e., Nt,Nt+1, .... In this setting, one
can ask about the RSD of the same prefix at different points in time. For prefix x, this is
simply the number of positions where Nt(:, x) and Nt+1(:, x) differ. Such a measure could
have value over short timescales for detecting sudden, significant routing changes (such as
a prefix hijacking) or over long timescales for characterizing the evolving routing structure
of the Internet. Further, comparison of average RSD change across all or a selected set of
prefixes from time t to time t+ 1 could give a sense of overall rate of change and stability
in the interdomain routing system.
Another direction for further analysis of BGP follows from the observation that the
RSD matrix D has low effective rank. Previous work on traffic matrices has shown that
this property naturally leads to an effective method for anomaly detection [Lakhina et al.,
2004a]. Our initial investigations indicate that this method can very effectively identify
prefixes that have unusual connectivity patterns in BGP (such as CDNs).
Another consequence of the low effective rank property ofD is thatD may be amenable
to matrix completion. That is, it may be possible to accurately estimate the RSD between
two pairs of prefixes if enough measurements of RSD between other pairs is available. This
could be useful in situations where only partial path information is available.
Going beyond the analysis of BGP, RSD can be applied in any situation in which paths
between nodes are an available data source. For example, it could be applied to collec-
tions of traceroute measurements, information dissemination in social media, or infection
propagation in social and communication networks.
108
Chapter 6
Related Work
6.1 Traffic Estimation
Traffic is the main workload in the Internet. Knowledge of accurate traffic volumes is
crucial for many network management tasks such as capacity planning, traffic engineering
[Fortz and Thorup, 2002, Roughan et al., 2003], and anomaly detection [Huang et al.,
2007, Lakhina et al., 2004a, Lakhina et al., 2004b]. However, in practice, traffic information
is not always readily available due to various reasons. Therefore, a large body of work
studied estimation of missing traffic values. In this section, we summarize previous work
on traffic estimation.
One natural way of storing traffic measurements between source and destination pairs
is keeping them in a traffic matrix (TM). A TM represents the view of the network that
it is constructed in, and is often used as the main input for network management tasks
(see Section 2.2 for detailed definition of TMs). In general, a TM is completely or partially
unknown and the goal is inferring the unknown elements of the TM.
In Chapter 3 we study traffic inference ability of networks. In this regard, our work
relates to the literature on traffic estimation methods developed for intradomain and
interdomain-level Internet.
6.1.1 Estimating Intradomain Traffic
At intradomain-level, a TM represents the traffic volumes between all possible pairs of
ingress and egress points of the network that it is constructed in. Networks collect flow-
level measurements (e.g. NetFlow) to obtain traffic volumes between their ingress and
egress points. Although flow-level measurements directly provide the traffic information
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needed, there may be problems in data collection process such as failure of collection
infrastructure, complications in packet sampling, infeasibility of capturing traffic between
all possible ingress and egress points. Such impediments result in missing some traffic
values.
Another data source that is used to estimate intradomain traffic values is link load mea-
surements (e.g. SNMP). Although link load measurements do not directly provide traffic
values between ingress and egress points, they can be related to TM elements linearly via
OSPF routing paths. The main challenge in solving such linear system of equestions is
that, in many networks, the number of links is much smaller than the number of possible
ingress-egress pairs. This results in a massively underconstrained problem, where the num-
ber of feasible solutions is infinite. A number of studies proposed solutions that constrain
the problem by assuming prior models of TM elements. [Vardi, 1996] and [Tebaldi and
West, 1998] assumed that traffic values are generated from independent Poisson distribu-
tions, whereas [Cao et al., 2000] assumed a Gaussian distribution. These works casted
the problem as a statistical inference. [Goldschmidt, 2000] approached the problem as
a linear program by imposing linear constraints on TM elements. [Medina et al., 2002]
compared these earlier studies with respect to their sensitivity to the priors and estimation
errors. Moreover, [Medina et al., 2002] proposed a rank-1 choice model that can incorpo-
rate characteristics of ingress and egress points such as number of customer or peer links
they connect to, the address size behind points. In addition, [Zhang et al., 2003a, Zhang
et al., 2003b, Zhang et al., 2005b, Zhao et al., 2006] focused on the practical aspects of the
problem and proposed methods towards more accurate and fast estimations that can scale
for tier-1 networks. Finally, [Zhang et al., 2009] proposed a compressive sensing framework
that combines properties of TMs (low-rank structure, spatial and temporal properties)
with local interpolation techniques. The key idea behind this estimation framework is as
follows: Given known entries of a TM (flow-level traffic measurements), unknown entries
are interpolated such that resulting estimated TM has the minimum possible rank. Such
interpolation can be regularized by link load measurements and constrained by temporal
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(e.g. enforcing smooth temporal changes in traffic volumes over time) or spatial properties
(e.g. traffic flows that are close are also close in value) of traffic flows.
6.1.2 Estimating Interdomain Traffic
At the interdomain-level, the estimation problem differs from the one at intradomain-level.
First, elements of an interdomain TM represents traffic volumes between end points that
do not necassarily belong to the network that the TM is constructed in (as described
in Section 2.2). In that respect, while intradomain TMs represent the internal view of
the networks they are constructed in, interdomain TMs respresent the global view of the
entire Internet. Second, the main reason for missing elements in interdomain TMs is the
decentralized nature of the Internet, i.e. because there is no single or small set of vantage
points to observe traffic between all possible end points in the Internet. Each AS can only
observe the traffic flows that pass through itself and often the number of such flows is very
small. Therefore a large portion of the interdomain traffic is unknown to ASes.
In many situations, it is useful for an AS to estimate traffic between two end points that
do not communicate through the AS. For instance, a number of works proposed methods
for traffic engineering that require interdomain traffic values [Quoitin et al., 2003, Quoitin
et al., 2002, Uhlig et al., 2003, Agarwal et al., 2003, Winick et al., 2002, Qiu et al.,
2003, Mahajan et al., 2004]. Despite its importance, very few papers have studied the
interdomain estimation problem.
[Feldmann et al., 2004] proposed a method for estimating Web traffic between client-
server pairs by using CDN server logs. The idea is based on the following observation: when
a client requests a Web page from a publisher, some objects are served by CDN servers,
and some directly by the servers of the publisher. The proposed method is identifying the
amount of traffic served directly by the publisher by using the amount of traffic served by
the CDN by examining the Web accesses in packet traces.
There are several drawbacks of this method: First, it relies on CDN logs that are
in general confidential. Second, monitoring packets at each and every client side is not
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scalable. Third, the method considers only HTTP traffic. Finally, it does not capture the
traffic of publishers if none of their content is served by a CDN.
[Chang et al., 2005] addressed some of these drawbacks by proposing an approach for
modeling a global inter-AS traffic matrix. The key idea behind the method is that the
amount of traffic exchanged between two ASes reflects their business models (e.g. Web
hosting, residential access, business access). Using this idea as the starting point, [Chang
et al., 2005] developed a method that profiles ASes by their business models, and used
these profiles and the population size of ASes as inputs to the gravity model to generate the
inter-AS TM. Note that this work did not target one type of traffic, instead it encompassed
overall Internet traffic. However it made a strict modeling assumption, i.e. the inter-AS
traffic matrix is of rank 1.
[Bharti et al., 2010] proposed the first purely analytical method for the interdomain
traffic estimation problem. [Bharti et al., 2010] approached the problem from the view
point of individual ASes. This is in contrast to the earlier work that aimed to generate one
global interdomain TM. [Bharti et al., 2010] studied whether an AS can infer the traffic
volumes that it can not directly observe. First, it investigated what rank model is the best
fit for TMs. Based on that investigation, second it showed that regularized regression and
matrix completion techniques can solve the estimation problem. The problem definitions in
[Bharti et al., 2010] serve as a starting point for our study of inference ability of individual
ASes in Chapter 3.
6.2 Matrix Completion
Matrix completion addresses the problem of recovering unknown entries of a low-rank (or
approximately low-rank) matrix from its known entries. The problem is a form of com-
pressive sensing and has many practical interests in various fields such as machine learning,
computer vision, and remote sensing. One area that extensively uses matrix completion
techniques is recommender systems [Koren et al., 2009] where the most well-known exam-
ple is the Netflix problem [NetflixPrize, 2006]. In the field of computer networking, matrix
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completion techniques have been applied to traffic inference [Zhang et al., 2009, Bharti
et al., 2010] (as discused in Section 6.1), network distance prediction [Liao et al., 2010, Liao
et al., 2012], end-to-end network performance prediction [Liao et al., 2011], and router-level
topology inference [Eriksson et al., 2011].
Our key method for evaluating traffic inference ability of ASes leverages from the field
of matrix completion (see Chapter 3). In this regard, below we review the main literature
on matrix completion techniques.
Given a partially known m× n matrix T of rank k such that k ≪ min(m,n), let Ω be
the set of known entries of T . If Ω contains enough information, and T meets a condition
called incoherence, i.e. the singular values of T are spread across all coordinates so that
the rows (or columns) of T are related to each other, then one can estimate T by solving
the following:
minimize rank(Tˆ )
subject to Tˆi,j = Ti,j s.t. ∀(i, j) ∈ Ω
(6.1)
Unfortunately, solving the rank minimization problem in Equation 6.1 is NP-hard
[Cande`s and Plan, 2009] since it is not convex. Luckily, [Cande`s and Tao, 2009] showed
that the problem can be relaxed by replacing rank function by the nuclear-norm function,
||Tˆ ||∗, which is defined as the sum of the singular values of Tˆ as the following:
minimize ||Tˆ ||∗
subject to Tˆi,j = Ti,j s.t. ∀(i, j) ∈ Ω
(6.2)
Equation 6.2 is the tightest convex relaxation to Equation 6.1 [Cande`s and Tao, 2009].
[Cai et al., 2010, Ji and Ye, 2009, Mazumder et al., 2010] proposed algorithms for solving
the nuclear norm minimization problem. Alternative to solving nuclear-norm minimization,
[Keshavan et al., 2009, Lee and Bresler, 2010, Wen et al., 2010, Shalev-Shwartz et al., 2011]
proposed solving Equation 6.1 by solving its dual below:
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minimize ||T − UV ||2
subject to rank(Tˆ ) ≥ k
(6.3)
where Tˆ is factored into the matrices U ∈ Rm×k and V ∈ Rk×n s.t. Tˆ = UV T , and ||X||2
is the Frobenius norm of a given matrix X.
All works that we presented so far in this section hold one common assumption: the
positions of known entries in T are uniformly scattered at random in the matrix. For many
real-world matrices, this assumption does not hold, i.e. most known entries are clustered
in few rows and columns. In order to address this problem, [Meka et al., 2009] proposed
a graph-theoretic approach that is inspired by information cascade models [Kempe et al.,
2003, Kempe et al., 2005] studied in social networks. [Meka et al., 2009] reduced the
matrix completion problem to finding density thresholds for complete cascades in random
graphs and showed that a matrix T of a fixed rank k, that has sufficient number of known
elements, can be recovered completely with a high probability when its known elements are
power-law distributed in its rows (or columns). Our AICMC algorithm that we introduce
in Section 3.1.3 is a version of the algorithm proposed by [Meka et al., 2009].
6.3 Inference Using Routing Data
A large number of studies in the interdomain-level Internet rely on routing data as input
to various inference problems. The two main sources for obtaining such routing data are
Routeviews and RIPE projects [RouteViews, 1997, RIPE, 2001]. These projects gather
BGP announcements from about several hundreds of monitors (vantage points) in the
Internet and make their dataset publicly available.
One problem that has been extensively studied using BGP datasets is inferring
interdomain-level (AS-level) topology of the Internet [Faloutsos et al., 1999, Dimitropoulos
et al., 2005, Zhang et al., 2005a]. However, by its nature, BGP alone is not suitable for
such inference [Roughan et al., 2011]. Each AS announces only a limited set of paths to
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its neighbors for some destinations. Moreover, path information passed to a neighbor is
constrained by internal policies of an AS and its business agreements with the neighbor
[Stewart, 1998, Griffin, 2001]. Therefore, as has been widely reported, publicly available
BGP datasets provide an incomplete view of the AS graph [Chang et al., 2004, Chang
et al., 2006b, Augustin et al., 2009, Oliveira et al., 2010, Zhang et al., 2005a, Roughan
et al., 2008, Dimitropoulos et al., 2007b, Roughan et al., 2011] There are two main con-
cerns with using these datasets. The first one is that although the links between top-tier
ASes appear in the dataset, the links between lower-tier ASes may not be captured in the
collected BGP announcements. The second concern is that maps of the AS graph miss
links, in particular peering links. The problem of missing peering links is more serious as
more traffic exchanges are moved to IXPs [Augustin et al., 2009].
Having only an incomplete view of the AS-topology biases the results of studies that
propose graph-based solutions to some problems such as visualizing and clustering ASes.
For instance, [Huffaker and claffy, 2010] visualized the set of core ASes using placement
based on AS degree and geographic location. In addition, [Gkantsidis et al., 2003] proposed
a spectral analysis of the AS-level graph to cluster ASes into groups of similar geographic
regions and business interests. Despite the importance of the problems attacked, due to
the partial knowledge of AS-graph, node degree values can not be computed accurately.
Another problem that relies on BGP datasets is inferring business relationship between
ASes [Wang and Gao, 2003, Xia and Gao, 2004, Dimitropoulos et al., 2007b, Gao, 2001b,
Di Battista et al., 2007]. Unfortunately, the problem of missing links in BGP datasets
is also relevant for this inference problem and has not been considered in the proposed
solutions.
In this regard, it is important to note that our methods in Chapters 4 and 5 do not rely
on AS-level topology, i.e. we do not use BGP paths to generate the AS-level graph. The
way we use BGP datasets and define our metric, RSD, eliminates the problem of missing
edges in the AS graph so that ambiguities due to missing links do not arise.
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6.4 Clustering Destination Prefixes
In Chapter 5, we define the notion of local atoms and show how to extract them via clus-
tering destination prefixes. A number of previous studies also explored grouping prefixes.
In [Broido and claffy, 2001], the authors showed that there are many cases in which a col-
lection of prefixes is routed the same way. Such collections, so called policy atoms, consist
of prefixes that share the same BGP paths. In [Afek et al., 2002], the authors studied
methods for calculating policy atoms and their characteristics in detail. The main goal of
these works is using policy atoms to reduce the sizes of BGP tables.
Our work differs from these works in the sense that we do not require that the prefixes
in the same local atom routed the same way. Instead we cluster the prefixes that are
routed similarly in some regions of the Internet. In fact, we generalize and extend the
notion of policy atoms so that it can be used to analyze the routing behaviors at different
granularities.
Our method of finding similarly routed prefixes is to cluster them based on their RSD
values. We aim to find a partitoning over the set of prefixes such that while prefixes that
are close in RSD space are clustered together, prefixes that are far away in RSD space
fall into different clusters. The challenge with our clustering problem is that RSD does
not define a continous space, i.e. the notion of coordinates of a prefix is not defined. This
situation makes well-known clustering methods such as k-means and k-median inapplicable
to our problem.
In fact, RSD for any given two prefixes is computed via discrete data points, i.e. via
their nexthop vectors (see Section 5.1). In that sense, our problem resembles the problem
of clustering aggregation [Gionis et al., 2007, Ailon et al., 2008]. Given a set of clustering
results as input, clustering aggregation finds a single clustering that minimizes the dis-
agreements with input clusterings. Such approach is used for clustering categorical data
and therefore is suitable for our clustering problem. We can view the next hop matrix N
as a collection of clustering results, i.e. each column (destination prefix) is an object and
116
each row (source) is a clustering such that each entry (i, j) ofN is the cluster label of prefix
j with respect to clustering i.
Formally, given a set of n objects V = {v1, v2, . . . , vn}, let C be the non-overlapping
partitioning of V into k clusters such that
⋃k
i=1Ci = V and Ci ∩ Cj = ∅. Given m
clusterings, C1, C2, . . . , Cm, for each object v ∈ V , let Ci(v) be its cluster label with respect
to clustering Ci. Then for any given two objects, v1 and v2, we can define an indicator
dv1,v2(Ci, Cj) that returns 1 if the cluster labels of v1 and v2 agree on only one of Ci or Cj.
Otherwise it returns 0. Then, distance between two clusterings Ci and Cj is the number of
pairs of objects that they disagree for, as follows:
dV (Ci, Cj) =
∑
(v1,v2)∈V×V
dv1,v2(Ci, Cj) (6.4)
Clustering aggregation problem is finding a new clustering C∗ that minimizes the total
number of disagreements with all clusterings such that,
D(C∗) =
m∑
i=1
dV (Ci, C∗) (6.5)
is minimized. [Filkov and Skiena, 2003] showed that solving clustering aggregation problem
is NP-hard. [Gionis et al., 2007] reduced the problem to the correlation clustering problem
[Bansal et al., 2004] and proposed several algorithms with approximation guarantees.
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Chapter 7
Conclusion
In this thesis, we study a set of novel problems in the area of interdomain-level Internet.
We first show that an individual AS can extend its limited knowledge of the Internet at
a global scale. By using statistical inference techniques, an AS can amplify what it can
observe via measurements to learn about the unobserved. To that end, we study inference
of two main aspects of the Internet: traffic and routing.
In terms of traffic, we investigate the application of the emerging concept of matrix
completion to the specific case of Internet traffic matrices. The ability to perform matrix
completion on TMs would provide considerable benefit spanning scientific, engineering,
and commercial domains. Our goal is to understand how the structure of Internet routing
and topology affects the ability of a given AS to estimate traffic flows that it cannot
measure. We start by building intuition through analysis and we then deepen and extend
our understanding using measurements of actual Internet routing.
We find that many ASes have the ability to perform at least partial TM completion.
However which ASes are best at completion, and which elements they can recover, depends
strongly on the local topology of the network. In particular, our study focuses attention
on an AS’s customers as its most important resource for TM completion. Customers
provide rich information about traffic patterns; for example, a large array of single-homed
stub customers provides an AS with the ability to infer invisible traffic even when the
missing traffic is relatively complex. This suggests that many ASes scattered throughout
the Internet have visibility into local traffic patterns that is well suited to inferring the
nature of more distant, unmeasurable traffic.
In terms of routing, we study this simple question: what routes pass through a network?
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Answering this question can have many applications for a network; for example, when traffic
loads in the network change, the operator would like to identify whether it is a change in
traffic demand or a routing change. Another possible application is that identifying routes
that are not likely to go through the network can be a tool for packet filtering as defense
for IP spoofing attacks.
We show that using the network’s traffic data to answer this question is equivalent to
identifying source-destination pairs that are not communicating at a given time. For such
identification, our first step is finding groups of source-destination paths that are routed
similarly in general. This can be thought of as an considerable generalization of the notion
of BGP atoms: rather than groups of prefixes that are routed identically, we look for groups
of paths that are routed similarly. Surprisingly, we show that such groups of paths can be
identified in a large set of representative locations in the Internet.
A key enabling idea has been the definition of a new distance metric for network prefixes:
routing-state distance (RSD). Using RSD, we are able to extrapolate from the relatively
small amount of information available in publicly accessible BGP tables to estimate routing
similarity between any two prefix pairs in the Internet. We realize these ideas in the form
of a family of classifiers; applying these classifiers to traffic measurements we show that
one can generally answer our motivating question with a high degree of accuracy.
Finally, we present RSD as a tool for extracting insight from BGP measurements. RSD
captures the notion of ‘closeness’ of two prefixes with respect to the global routing state of
the Internet. As such, it is a natural tool for visualizing the relationship between prefixes.
But going beyond visualization, we show that RSD can uncover surprising patterns in
routing data. In particular, we show that RSD exposes situations in which large numbers
of ASes make similar routing decisions with respect to specific sets of prefixes. We call this
situation a local atom, generalizing the notion of a BGP atom. We show that local atoms
exist at the macroscopic scale (one involves 23% of all prefixes in the Internet) as well as
at much smaller scales. To expose local atoms, we develop and demonstrate the power
of two new clustering methods specifically tailored for use with RSD. We conclude that
119
the combination of (1) computing RSD, (2) visualizing RSD using MDS, and (3) clustering
RSD using Pivot and Local together constitute a powerful toolbox for discovering patterns
in massive datasets of BGP paths.
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