Abstract
Introduction
A function is called steerable if transformed versions of the function can always be expressed as linear combinations of it fixed set of basis functions. For example, translated versions of a sinusoid can always be expressed as linear combinations of a sinusoid and a cosinusoid of the same frequency. That is, sin(i+bx) = cos(Sx)sin(z)+sin(6z cos(z) where the basis functions are sin($) and cos(x 1 , and the weighting functions are cos(6x) and sin(6x) respectively. Likewise, rotated versions of the first derivative of a twoldimensional Gaussian can always be expressed as linear combinations of the first derivatives of the Gaussian along the x and y axes. Steerable functions have been used in numerous applications, the most popular being adaptive filtering; [2, 14, 13, 12, 91. In adaptive filtering, the kernel of 1,he filter is steerable; thus, the output of a transformed version of the filter is simply a weighted sum of the outputs of a fixed set of basis filters. Steerable functions have also been used in computer vision for motion estimation [4, 10, 16, 8, 1, 151.
Again, the kernel of the motion estimation filter is steerable, allowing the translation yielding the maximum response to be computed efficiently. Recently, steerable functions have, also found application in computer graphics: namely, in texture mapping [3], and in efficient re-rendering under illumination changes [ll] .
One of the main problems in designing steerable
Yacov Hel-Or Hewlett-Packard Israel Science Center Technion City, Haifa, 32000, Israel functions is determining the set of basis functions that is most suited to steer the given function under the family of transformations. Existing solutions to this problem fall into two categories: (a) Lie grouptheoretic approaches, and (b) techniques involving the singular value decomposition. The latter category of techniques, originally proposed by Perona [12], computes the optimal (in a least-squares sense) set of basis functions to steer a given function under an arbitrary (compact) transformation. In practice, the technique invoIves computing the singular value decomposition (SVD) of a certain matrix that is made up of transformed replicas of the given function. The result of this decomposition is an optimal set of n basis functions that are the first n left singular vectors corresponding to the n largest singular values. Although efficient methods for computing the SVD of a matrix exist, the computational complexity of this scheme increases exponentially with the number of transform parameters. Hence, it is infeasible to use this method for groups with more than two parameters, like the four-parameter group of linear image transformations. With Lie group-theoretic methods, the function to be steered is first approximated by a linear combination of a set of basis functions (called equivariant functions [5]) that are known to be steerable under the same transformation group. The given function is then steered by steering these basis functions. Although Lie group-theoretic methods are restricted to Lie transformation groups, such a limitation is not too severe as Lie transformation groups include common image transformations such as translation, rotation and non-uniform scaling. The main shortcoming of these group-theoretic approaches, however, is that the steerability property is enforced globally; that is, the function is designed to be steered by any transformation in the group. For non-compact groups (like translation and scaling), the basis functions have mfinite support. Thus, if the function to be steered has compact-support, then a large number of them are needed to approximate it accurately. In practice, however, it is reasonable to assume that only transformations over a limited range of parameters can be expected. In this paper, we present a new method of computing the optimal least-squares set of basis functions to steer a given function within a limited range of transform parameters. The method combines the Lie group-theoretic and the singular value decomposition approaches in such a way that their respective strengths complement each other. The hybrid method comprises two steps. First, the Lie grouptheoretic approach is used to compute the basis functions to steer the given function. Since these basis functions (equivariant functions) are already known to be steerable under the given transformation group, the computational complexity of this step is independent of the number of transform parameters. In the second step, the singular value decomposition technique is used to determine the optimal least-squares set of basis functions and thereby reduce the current number of basis functions. The computational complexity of this second stage is shown to be only dependent on the number of basis functions used in the first stage. This number is often much smaller than the number of samples required to densely sample the range of transform parameters. Since the original basis functions and their steering functions are available in analytic form, the optimal set of basis functions and their steering functions can alsQ be expressed in analytic form.
Global Steerability
In this section, we identify the function spaces that are globally steerable under different transformation groups. The mathematical machinery of the Lie group-theoretic approach is omitted in this exposition as it is not of central importance. The interested reader is referred to for a derivation of these function spaces. Before describing these function spaces, we formalize the notion of steerability in a global sense with a definition.
In the following, we adopt an operator notation for a group of transformations G such that T(g)f refers
to the transformation of a function f by a particular deformation g E G. In practice, the group G takes on some parameterization. For example, the group of 2-translations can be parameterized: Ttz ( r ) f (z, y ) = 
f ( X -T , Y ) . n
The functions az are known as the steering functions and depend solely on the transform parameters. We will further assume that n is the minimum number of basis functions required and these basis €unctions are linearly independent. Clearly, the set of basis functions required to steer a given function is not unique; any (non-singular) linear transformation of the set of basis functions could also be used. If a function f is globally steerable with a set of basis functions {fz}, then each one of the basis functions fi is itself globally steerable with the same basis I Group 1 Lquivariant functions. This is true since each basis function can be rewritten as a linear combination of transformed replicas o f f (chosen to be linearly independent). Thus, transforming a basis function is equivalent to linearly combining the set of transformed replicas of f , which are globally steerable. We will see, in the next section, that this is not true in the case of local steerability. Since global steerability of the given function f implies global steerability of its basis functions f ; as well, it is more natural to express global steerability in terms of the function space spanned by the basis functions f;.
This means that transformed replicas of any function belonging to an equivariant function space are themselves members of the function space. Putting it yet another way, an equivariant function space is a function space that is closed under the transformation group [7] . Table 1 lists the equivariant function spaces under different one-parameter transformation groups. Equivariant function spaces for multi-parameter groups can be constructed by combining the equivariant spaces of several of these oneparameter groups [5] .
Local Steerability
In this section, we introduce the concept of local steerability to allow functions to be steered under compact subsets of the family of transformations. We also show that a compactly-supported function can be steered locally with a set of equivariant basis functions by approximating it with these basis functions over an appropriate compact domain. In practice, we will also assume that the region over which g E G' is compact in some parameterization. Also, this subset G' need not be a subgroup of G. If G' were a subgroup of G, then the function f would simply be globally stel?rable under the new subgroup.
If a function f is lo( ally steerable with a set of basis functions fi , then arbitrary linear combinations of f ;
(or even the basis functions themselves) are not necessarily locally steerahle. Unlike the situation with global steerability, the function f is only steerable within a local range of parameter space; thus, each basis function fi is only locally steerable within a different, possibly sme,ller, range of parameter space. Hence, the property of local steerability cannot be associated with function spaces but has to be discussed with respect to the particular function.
Approximating Local Steerability. A compactly
supported function is EL function that is non-zero only over some compact region of its domain, and zero everywhere else. A non-compact transformation group refers to a group whose parameter space is noncompact. For exampl:, the group of translations is non-compact since its parameter space is R while the group of rotations whose parameter space is S1 is compact. For compactly-supported functions, there are no finite-dimensional function spaces that can be used to globally steer these junctions under a non-compact transformation group. The simple example of steering a (single-period) raised cosine under translation is illustrative of this poini,: in order to steer a raised cosine under all possible translations, an infinite number of raised cosines are needed. Fortunately, if only local steerability is desired, then a finite number of furictions might be sufficient to steer a compactly-supF orted function. The function to be steered is first approximated using an appropriat,e equivariant function space. This approximation is then steered by steering the basis functions spanning the space. Since only local steerability is desired, the domain over which the function is approximated need only be a subset of its actual domain; the size of this subset depends on the range of parameter space over which local steerability is expected.
Intuitively, we need to approximate the function over a large enough subset of its domain so that all transformed replicas of it will also be adequately approximated. For example, consider the problem of steering a one-dimensional raised cosine under translation. The raised cosin13 is compactly-supported over the interval [-1,1]. The range of translations over which it is to be steered is [-1,1] . Thus, the union of the support of all possible translated raised cosines is [-a, 21 . We refer to this interval as the zntegratzon -Integration Region Approximation Region Figure 1: The support of the raised cosine is within the interval [-I, 11 regzon as this would be the (fixed) interval of integration for a corresponding steerable filter. Clearly, the original raised cosine needs to be well approximated over this interval [-2,2]. Unfortunately, approximating it over this interval is not enough. When the raised cosine is translated to the left by -1, for example, the interval [a, 31 (the right tail) of the original raised cosine's domain enters the integration interval. If the original raised cosine is poorly approximated in this region, then the interval [l, 21 of this translated raised cosine will be poorly approximated as well. The same holds when the raised cosine is translated to the right by 1. Hence, the original raised cosine needs to be well approximated over the interval [-3,3]. We refer to this interval as the approximatzon regzon. The integration region is a subset of the approximation region; the compact support of the original function is, in turn, a subset of the integration region. Figure 1 illustrates the approximation and integration regions for a onedimensional raised cosine steered under translation.
The integration and approximation regions can be defined mathematically. We assume that the transformations are continuous and locality of steerability implies steerability within a compact region of parameter space. Let Rj be the compact support of the original function outside of which it is zero. The integration region is therefore:
where the union is taken over the compact region of parameter space. The application of the group operator to the region Rj produces the corresponding region of the transformed function. The approximation region is defined in terms of the inverse of the group operator:
where T(g-') T(g) = I for all g E G.
Cascade Basis Reduction
In this section, we describe a method of computing the optimal least-squares set of basis functions to locally steer a given function f under a k-parameter transformation group. Specifically, the problem is to find an ordered set of functions such that the first n elements of this set represents the optimal least-squarcs set of basis functions (of size n ) needed to steer f.
Singular Value Decomposition
Perona [12] showed that this problem could be solved numerically by computing the singular value decomposition (SVD) of a particular matrix F whose column vectors are transformed replicas of a discretely sampled version of the function f . Thus, each column in F corresponds to a specific sample of the parameter space over which the function is to be steered and each row in F corresponds to a specific sample of the function's domain. The SVD decomposes the matrix F into a product of three matrices: 
Basis Reduction using Equivariant
In the previous section, we saw that the optimal least-squares set of n basis functions to steer a function f under any le parameter transformation group could be efficiently computed if an appropriate set of basis functions B were available. These basis functions have to be chosen so that they span the column space of F ; i.e., these basis functions must be sufficient to locally steer the function f within the local parameter space of the k-parameter group.
In Section 3, we saw how equivariaiit functioiis 
Basis and Sxeering Functions in Analytic Form
Since the globally steerable basis functions and their corresponding sfseering functions are, in fact, in analytic form, the new basis and steering functions computed from the SVD of F can also be described in 
This equation is essentially the same as Equation 3.
To compute the optimal least squares set of n basis functions, only the first n columns of UHl in A (and correspondingly, in A # ) are retained; the rest are set to zero.
Results
General Linear Transformation. In this section, the results of steering a two-dimensional Ga- total of 231 Legendre polynomials were used (see [6] for a catalog of equivariant function spaces for different multi-parameter transformations). This set included all pioducts of one-dimensional Legendre polynomials whose total degree was less than or equal to 20; i.e., UOId<20 P: , y where = {P,d,PydvJd,+dy =
The results of using the cascade basis reduction method to compute the basis functions are shown in Figures 2 and 3 . Figure 2 plots the singular values of the singular value decomposition in decreasing order of magnitude. The singular values decrease rather rapidly such that a total of 11 basis functions were found to be sufficient to steer the odd-phase Gabor function. Figure 3 (a) shows the first ten of these eleven basis functions. Figure 3 (b) shows replicas of the Gabor function steered to various linear transformations. A total of 22,500 samples of the parameter space were used in this experiment. Since the domain was sampled with 64 x 64 = 4096 samples, applying the conventional method would have required computing the SVD of a 4096 x 4096 matrix! The cascade basis reduction method, however, required the calculation of the SVD of two 231 x 231 matrices. Figure 4 shows similar results for steering an even-phase Gabor under the same range of linear transformations.
In this case, only 8 basis functions were found to be sufficient. 
