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Abstract
Ordinary orthogonal polynomials are uniquely characterized by the three term re-
currence relations up to an overall multiplicative constant. We show that the newly
discovered M -indexed orthogonal polynomials satisfy 3+2M term recurrence relations
with non-trivial initial data of the lowest M + 1 members. These include the multi-
indexed orthogonal polynomials of Laguerre, Jacobi, Wilson and Askey-Wilson types.
The M = 0 case is the corresponding classical orthogonal polynomials.
1 Introduction
Exactly solvable quantum mechanical systems in one dimension had been well studied [1]–
[3]. In recent years the subject saw remarkable developments [4]–[41]. The eigenfunctions
of the solvably deformed systems are described by new types of orthogonal polynomials,
the exceptional and multi-indexed orthogonal polynomials. The first breakthrough was the
discovery of the X1 Laguerre and Jacobi exceptional orthogonal polynomials in the context
of Strum-Liouville theory by Go´mez-Ullate, Kamran and Milson [4]. Quesne constructed
shape-invariant quantum mechanical systems whose eigenfunctions are described by the X1
Laguerre and Jacobi polynomials [5]. The second progress was the construction of the Xℓ
Laguerre and Jacobi exceptional orthogonal polynomials for any positive integer ℓ by Sasaki
and the present author [6], which were based on the deformations of the quantum mechanical
systems preserving the shape-invariance [2]. The third development was the generalization
of the exceptional orthogonal polynomials, i.e., multi-indexed orthogonal polynomials of
Laguerre and Jacobi types, which were obtained based on the method of virtual states
deletion for quantum mechanical systems [7, 8]. The exceptional orthogonal polynomial (in
the narrow sense) is a one-indexed orthogonal polynomial. Parallel to the ordinary quantum
mechanical systems, the discrete quantum mechanical systems had been developed [34]–[36]
and the exceptional and multi-indexed orthogonal polynomials of Wilson, Askey-Wilson,
Racah and q-Racah types were constructed [37]–[41].
By the method of virtual states deletion [8], which is based on the Darboux-Crum trans-
formation [42, 43], infinitely many exactly solvable quantum mechanical systems are system-
atically obtained from the original exactly solvable systems. The multi-indexed orthogonal
polynomials of Laguerre, Jacobi, Wilson, Askey-Wilson, Racah and q-Racah types describe
their eigenfunctions. They satisfy second order differential or difference equations and form
complete basis but their degrees start at a certain positive integer ℓ instead of zero, namely
the set of degrees is {ℓ, ℓ + 1, ℓ + 2, . . .} (a maximum degree exists for (q-)Racah cases).
Thus the constraints of Bochner’s theorem [44] are avoided. The Krein-Adler transforma-
tion (eigenstates deletion based on the Darboux-Crum transformation) also gives infinitely
many exactly solvable quantum mechanical systems from the original exactly solvable sys-
tems [45, 35]. If the original system is described by (ordinary) orthogonal polynomials, the
eigenfunctions of the deformed systems give new orthogonal polynomials. They also satisfy
second order differential or difference equations and form complete basis. The main differ-
ence from the multi-indexed orthogonal polynomials is their degrees. The set of degrees of
these new polynomials is {0, 1, 2, . . .}\{d1, d2, . . . , dM}, namely there are several ‘holes’. The
shape-invariance of the original systems is lost when deformed by the Krein-Adler trans-
formations, whereas the system retains shape-invariance when deformed by the method of
virtual states deletion. Since the new orthogonal polynomials obtained by the Krein-Adler
transformation are not so natural in these senses, we are mainly interested in the multi-
indexed orthogonal polynomials.
Some properties of the exceptional and multi-indexed orthogonal polynomials have been
studied [4, 6, 7, 8], [37]–[41], [9]–[18], [32]. However, there remain various properties to
be clarified. In this paper we focus on the recurrence relations. The ordinary orthogonal
polynomials (‘0-indexed’ orthogonal polynomials) are completely characterized by the three
term recurrence relations [46]. The three term recurrence relations are basic properties of the
orthogonal polynomials and it is important to find the corresponding recurrence relations
of the multi-indexed orthogonal polynomials. We will show that the M-indexed orthogonal
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polynomials of Laguerre, Jacobi, Wilson and Askey-Wilson types satisfy the 3 + 2M term
recurrence relations (3.4). The coefficients of the 3 + 2M term recurrence relations are de-
termined in terms of those of the three term recurrence relations of the original polynomials.
In order to obtain the whole multi-indexed orthogonal polynomials by using these 3 + 2M
recurrence relations, we have to specify the firstM+1 members of the polynomials as inputs,
which are severely constrained. It is expected that similar recurrence relations hold for the
multi-indexed Racah and q-Racah polynomials [40].
This paper is organized as follows. The essence of the Darboux-Crum approach to quan-
tum mechanical systems and the multi-indexed orthogonal polynomials is recapitulated in
section 2. Section 3 is the main part of the paper. After recalling the three term recurrence
relations for the Laguerre, Jacobi, Wilson and Askey-Wilson orthogonal polynomials, we
present the 3 + 2M term recurrence relations of the multi-indexed orthogonal polynomials.
The initial data for the recurrence relations are discussed in § 3.4. The final section is for a
summary and comments. The explicit formulas of the multi-indexed orthogonal polynomials
of Laguerre, Jacobi, Wilson and Askey-Wilson types are presented in Appendix.
2 Quantum Mechanical Systems and Multi-Indexed
Orthogonal Polynomials
Not only the construction of the multi-indexed orthogonal polynomials but also the derivation
of the recurrence relations are based on the quantum mechanical formulation. See, for
example, [36] for the general introduction. Here we recapitulate the Darboux-Crum approach
to quantum mechanical systems with a continuous dynamical variable x and the multi-
indexed orthogonal polynomials [42, 43, 45, 34, 35, 8, 41].
We consider quantum mechanical systems in one dimension (x1 < x < x2),
H = A†A, Hφn(x) = Enφn(x) (n ∈ Z≥0), 0 = E0 < E1 < E2 < · · · , (2.1)
(φn, φm)
def
=
∫ x2
x1
dx φn(x)
∗φm(x) = hnδnm (hn > 0). (2.2)
Any solution of the Schro¨dinger equation Hφ˜(x) = E˜ φ˜(x), which need not be square inte-
grable, can be used as a seed solution for a Darboux-Crum transformation. Let us take M
distinct seed solutions {φ˜v(x)},
Hφ˜v(x) = E˜vφ˜v(x) (v = d1, d2, . . . , dM). (2.3)
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The s-step Darboux-Crum transformation with seed solutions φ˜v (v = d1, d2, . . . , ds) gives
Hd1...ds
def
= Aˆd1...dsAˆ
†
d1...ds
+ E˜ds, (2.4)
φd1...ds n(x)
def
= Aˆd1...dsφd1...ds−1 n(x), φ˜d1...ds v(x)
def
= Aˆd1...ds φ˜d1...ds−1 v(x), (2.5)
Hd1...dsφd1...ds n(x) = Enφd1...ds n(x), Hd1...ds φ˜d1...ds v(x) = E˜vφ˜d1...ds v(x). (2.6)
Here the concrete forms of Aˆd1...ds are given in (2.14) and (2.21), and the eigenfunctions
φd1...ds n(x) and the seed solutions φ˜d1...ds v(x) are expressed by using the Wronskians (2.15)
or Casoratians (2.23). Since these (2.4)–(2.6) are shown in algebraic way, (2.6) holds for any
range of the coupling constants contained in the system. However, the Hamiltonian Hd1...ds
may be singular in general. By picking up another seed solution φ˜ds+1 , the Hamiltonian
Hd1...ds is rewritten as Hd1...ds = Aˆ
†
d1...ds+1
Aˆd1...ds+1 + E˜ds+1. After M steps, we obtain (H
[M ] def=
Hd1...dM , φ
[M ]
n (x)
def
= φd1...dM n(x)),
H[M ]φ[M ]n (x) = Enφ
[M ]
n (x). (2.7)
If this Hamiltonian H[M ] is non-singular, we have
(φ[M ]n , φ
[M ]
m ) =
M∏
j=1
(En − E˜dj ) · hnδnm, (2.8)
and the Hamiltonian can be rewritten in the standard form Hd1...dM = A
†
d1...dM
Ad1...dM .
Note that the deformed systems are independent of the orders of deletions (φd1...ds n(x) and
φ˜d1...ds v(x) may change sign).
We know several methods for constructing non-singular Hamiltonian H[M ]. Here we
mention two methods. (i) [Krein-Adler transformation] [45, 35]. As seed solutions, the
eigenfunctions are chosen, φ˜v(x) = φv(x), E˜v = Ev, and the index set {d1, . . . , dM} is required
to satisfy the Krein-Adler conditions
∏M
j=1(m − dj) ≥ 0 (∀m ∈ Z≥0). In this case the
intermediate Hamiltonians Hd1...ds may be singular but the final Hamiltonian H
[M ] is non-
singular. The eigenfunctions are φ
[M ]
n (x) with n ∈ Z≥0\{d1, . . . , dM}. Compared to the
original system H, M states with energy Edj are missing in the deformed system H
[M ].
(ii) [method of virtual states deletion] [8, 41]. As seed solutions, the virtual state wavefunc-
tions are taken. For the definition of the virtual states, see [8, 41]. The Hamiltonian H[M ] is
non-singular (The parameter range may be restricted.) and the eigenfunctions are φ
[M ]
n (x)
with n ∈ Z≥0. The deformed system H
[M ] is exactly iso-spectral to the original system H.
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In this case the intermediate Hamiltonians Hd1...ds are also non-singular and iso-spectral to
the original system.
Let us assume that the eigenfunctions of the original systems in § 2.1 and § 2.2 are of
polynomial type:
φn(x) = φ0(x)Pn
(
η(x)
)
(n ∈ Z≥0). (2.9)
Here Pn(η) is a polynomial of degree n in η and η = η(x) is a certain function of x, which
is called the sinusoidal coordinate [47]. Then the eigenfunctions of the deformed system are
also of polynomial type,
φ[M ]n (x) = Ψ
[M ](x)P [M ]n
(
η(x)
)
, (2.10)
where P
[M ]
n (η)
def
= Pd1...dM ,n(η) is a polynomial in η. They are orthogonal to each other,
∫ x2
x1
dxΨ[M ](x)2P [M ]n
(
η(x)
)
P [M ]m
(
η(x)
)
=
M∏
j=1
(En − E˜dj) · hnδnm. (2.11)
The degree of P
[M ]
n (η) is different from n. For (i), the degree of P
[M ]
n (η) is generically
ℓ + n, where ℓ =
∑M
j=1 dj −
1
2
M(M + 1). The label n does not take all values in Z≥0. It
takes n ∈ Z≥0\{d1, . . . , dM}, namely there are M ‘holes’. For (ii), the degree of P
[M ]
n (η) is
generically ℓ+ n, where a positive integer ℓ is determined by {d1, . . . , dM}, (A.4). The label
n takes all values in Z≥0 and there are no ‘holes’. For the original systems described by the
Laguerre, Jacobi, Wilson and Askey-Wilson polynomials, we call the obtained polynomials
the multi-indexed orthogonal polynomials for Laguerre, Jacobi, Wilson and Askey-Wilson
types. The eigenfunctions φd1...ds n(x) of the intermediate Hamiltonians Hd1...ds also have the
following form:
φd1...ds n(x) = Ψd1...ds(x)Pd1...ds,n
(
η(x)
)
(n ∈ Z≥0). (2.12)
In the rest of the paper we consider the method (ii) only. The quantum systems to be con-
sidered have some parameters (coupling constants), denoted symbolically by λ = (λ1, λ2, . . .),
φn(x) = φn(x;λ), Pn(η) = Pn(η;λ), etc. As a quantum mechanical system, the parameter
range should be chosen such that the deformed system H[M ] is non-singular. In this pa-
per, however, we treat the algebraic aspects of the multi-indexed orthogonal polynomials
and various algebraic relations hold independently of the parameter ranges. So we do not
care much about the parameter ranges. The explicit forms of the multi-indexed orthogonal
polynomials of Laguerre, Jacobi, Wilson and Askey-Wilson types are relegated to Appendix,
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since they are somewhat lengthy and they are not directly needed for the derivation of the
recurrence relations.
2.1 Ordinary quantum mechanics
For ordinary quantum mechanics, the Hamiltonian with zero ground state energy can be
expressed in a factorized form:
H = −
d2
dx2
+ U(x), U(x) =
∂2xφ0(x)
φ0(x)
,
= A†A, A
def
=
d
dx
− ∂x log
∣∣φ0(x)∣∣, A† = − d
dx
− ∂x log
∣∣φ0(x)∣∣. (2.13)
The intertwining operators Aˆd1...ds and Aˆ
†
d1...ds
are given by
Aˆd1...ds
def
=
d
dx
− ∂x log
∣∣φ˜d1...ds(x)∣∣, Aˆ†d1...ds = − ddx − ∂x log
∣∣φ˜d1...ds(x)∣∣, (2.14)
and the eigenfunctions φd1...ds n(x) and the seed solutions φ˜d1...ds v(x) have fractional expres-
sions
φd1...ds n(x) =
W[φ˜d1 , . . . , φ˜ds, φn](x)
W[φ˜d1 , . . . , φ˜ds](x)
, φ˜d1...ds v(x) =
W[φ˜d1 , . . . , φ˜ds, φ˜v](x)
W[φ˜d1 , . . . , φ˜ds](x)
. (2.15)
Here W[f1, f2, . . . , fn](x) is the Wronskian
W[f1, f2, . . . , fn](x)
def
= det
(dj−1fk(x)
dxj−1
)
1≤j,k≤n
, (2.16)
and W[·](x) = 1 for n = 0.
We consider two shape-invariant systems, the radial oscillator and Darboux-Po¨schl-Teller
potential, whose eigenfunctions are described by the Laguerre (L) and Jacobi (J) polynomi-
als. Various data of these systems are:
L : 0 < x <∞, λ = g, δ = 1, g >
1
2
,
U(x;λ) = x2 +
g(g − 1)
x2
− (1 + 2g), En(λ) = 4n, η(x) = x
2,
φ0(x;λ) = e
− 1
2
x2xg, Pn(η;λ) = L
(g− 1
2
)
n (η),
hn(λ) =
1
2n!
Γ(n+ g + 1
2
), (2.17)
J : 0 < x <
π
2
, λ = (g, h), δ = (1, 1), g, h >
1
2
,
U(x;λ) =
g(g − 1)
sin2 x
+
h(h− 1)
cos2 x
− (g + h)2, En(λ) = 4n(n+ g + h), η(x) = cos 2x,
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φ0(x;λ) = (sin x)
g(cosx)h, Pn(η;λ) = P
(g− 1
2
,h− 1
2
)
n (η),
hn(λ) =
Γ(n + g + 1
2
)Γ(n+ h+ 1
2
)
2n! (2n+ g + h)Γ(n+ g + h)
, (2.18)
where L
(α)
n (η) and P
(α,β)
n (η) are the Laguerre and Jacobi polynomials respectively.
The multi-indexed Laguerre and Jacobi orthogonal polynomials are given by (A.11).
2.2 Discrete quantum mechanics with pure imaginary shifts
The Hamiltonian of the discrete quantum mechanics with pure imaginary shifts is (γ ∈ R)
H
def
=
√
V (x) eγp
√
V ∗(x) +
√
V ∗(x) e−γp
√
V (x)− V (x)− V ∗(x) = A†A, (2.19)
A
def
= i
(
e
γ
2
p
√
V ∗(x)− e−
γ
2
p
√
V (x)
)
, A†
def
= −i
(√
V (x) e
γ
2
p −
√
V ∗(x) e−
γ
2
p
)
. (2.20)
The ∗-operation on an analytic function f(x) =
∑
n anx
n (an ∈ C) is defined by f
∗(x) =∑
n a
∗
nx
n, in which a∗n is the complex conjugation of an. The eigenfunctions φn(x) and
virtual state wavefunctions φ˜v(x) can be chosen ‘real’, φ
∗
n(x) = φn(x) and φ˜
∗
v(x) = φ˜v(x).
The intertwining operators Aˆd1...ds and Aˆ
†
d1...ds
are given by
Aˆd1...ds
def
= i
(
e
γ
2
p
√
Vˆ ∗d1...ds(x)− e
− γ
2
p
√
Vˆd1...ds(x)
)
,
Aˆ†d1...ds
def
= −i
(√
Vˆd1...ds(x) e
γ
2
p −
√
Vˆ ∗d1...ds(x) e
−
γ
2
p
)
, (2.21)
Vˆd1...ds(x)
def
=
√
V (x− is−1
2
γ)V ∗(x− is+1
2
γ)
×
Wγ[φ˜d1 , . . . , φ˜ds−1](x+ i
γ
2
)
Wγ[φ˜d1 , . . . , φ˜ds−1](x− i
γ
2
)
Wγ[φ˜d1 , . . . , φ˜ds](x− iγ)
Wγ [φ˜d1 , . . . , φ˜ds ](x)
, (2.22)
and the eigenfunctions φd1...ds n(x) and the seed solutions φ˜d1...ds v(x) are expressed by
φd1...ds n(x) = A(x)Wγ[φ˜d1 , . . . , φ˜ds, φn](x),
φ˜d1...ds v(x) = A(x)Wγ [φ˜d1, . . . , φ˜ds, φ˜v](x), (2.23)
A(x) =


√∏s−1
j=0 V (x+ i(
s
2
− j)γ)V ∗(x− i( s
2
− j)γ)
Wγ [φ˜d1 , . . . , φ˜ds ](x− i
γ
2
)Wγ[φ˜d1 , . . . , φ˜ds](x+ i
γ
2
)


1
2
.
Here Wγ[f1, f2, . . . , fn](x) is the Casoratian
Wγ [f1, . . . , fn](x)
def
= i
1
2
n(n−1) det
(
fk
(
x
(n)
j
))
1≤j,k≤n
, x
(n)
j
def
= x+ i(n+1
2
− j)γ, (2.24)
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and Wγ[·](x) = 1 for n = 0. We note that the deformed eigenfunctions and seed functions
are ‘real’; φ∗d1...ds n(x) = φd1...ds n(x) and φ˜
∗
d1...ds v
(x) = φ˜d1...ds v(x).
We consider two shape-invariant systems whose eigenfunctions are described by the Wil-
son (W) and Askey-Wilson (AW) polynomials. Various data of these systems are:
W : 0 < x <∞, γ = 1, λ = (a1, a2, a3, a4), δ = (
1
2
, 1
2
, 1
2
, 1
2
), κ = 1,
V (x;λ) =
∏4
j=1(aj + ix)
2ix(2ix+ 1)
, En(λ) = n(n + b1 − 1), b1
def
= a1 + a2 + a3 + a4,
φ0(x;λ) =
√∏4
j=1 Γ(aj + ix)Γ(aj − ix)
Γ(2ix)Γ(−2ix)
, η(x) = x2, ϕ(x) = 2x,
Pˇn(x;λ) = Pn
(
η(x);λ
)
=Wn
(
η(x); a1, a2, a3, a4
)
= (a1 + a2)n(a1 + a3)n(a1 + a4)n 4F3
(−n, n+ b1 − 1, a1 + ix, a1 − ix
a1 + a2, a1 + a3, a1 + a4
∣∣∣ 1),
hn(λ) =
2πn! (n+ b1 − 1)n
∏
1≤i<j≤4 Γ(n+ ai + aj)
Γ(2n+ b1)
, (2.25)
AW : 0 < x < π, γ = log q, qλ = (a1, a2, a3, a4), δ = (
1
2
, 1
2
, 1
2
, 1
2
), κ = q−1,
V (x;λ) =
∏4
j=1(1− aje
ix)
(1− e2ix)(1− qe2ix)
, En(λ) = (q
−n − 1)(1− b4q
n−1), b4
def
= a1a2a3a4,
φ0(x;λ) =
√
(e2ix, e−2ix; q)∞∏4
j=1(aje
ix, aje−ix; q)∞
, η(x) = cos x, ϕ(x) = 2 sin x,
Pˇn(x;λ) = Pn
(
η(x);λ
)
= pn
(
η(x); a1, a2, a3, a4|q
)
= a−n1 (a1a2, a1a3, a1a4; q)n 4φ3
(q−n, b4qn−1, a1eix, a1e−ix
a1a2, a1a3, a1a4
∣∣∣q ; q),
hn(λ) =
2π(b4q
n−1; q)n(b4q
2n; q)∞
(qn+1; q)∞
∏
1≤i<j≤4(aiajq
n; q)∞
, (2.26)
where Wn(η; a1, a2, a3, a4) and pn(η; a1, a2, a3, a4|q) are the Wilson and the Askey-Wilson
polynomials [48] and qλ stands for q(λ1,λ2,...) = (qλ1 , qλ2 , . . .) and 0 < q < 1. The parameters
are restricted by
{a∗1, a
∗
2, a
∗
3, a
∗
4} = {a1, a2, a3, a4} (as a set); W : Re ai > 0, AW : |ai| < 1. (2.27)
The multi-indexed Wilson and Askey-Wilson orthogonal polynomials are given by (A.19).
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3 Recurrence Relations
Ordinary orthogonal polynomials satisfy the three term recurrence relations [46],
ηPn(η) = AnPn+1(η) +BnPn(η) + CnPn−1(η),
or AnPn+1(η) + (Bn − η)Pn(η) + CnPn−1(η) = 0, (3.1)
with P−1(η)
def
= 0 and AnCn+1 > 0 (n ≥ 0). When P0(η) = constant is specified, the entire
set of orthogonal polynomials is determined. We set
A−1
def
= 0, Pn(η)
def
= 0 (n < 0). (3.2)
Note that (3.1) holds for any integer n ∈ Z, where An (n ≤ −2), Bn (n ≤ −1) and Cn
(n ≤ 0) are arbitrary numbers, e.g. 0. We also set
Pd1...dM ,n(η)
def
= 0 (n < 0), φd1...dM n(x)
def
= 0 (n < 0), (3.3)
for the multi-indexed orthogonal polynomials.
Corresponding to the three term recurrence relations, the multi-indexed orthogonal poly-
nomials satisfy certain recurrence relations. We will show that the M-indexed orthogonal
polynomials of Laguerre, Jacobi, Wilson and Askey-Wilson types satisfy 3+2M term recur-
rence relations:
M+1∑
k=−M−1
R
[M ]
n,k (η)Pd1...dM ,n+k(η) = 0, (3.4)
which holds for n ∈ Z. Here the coefficients R
[M ]
n,k (η) are polynomials of degree M + 1 − |k|
in η and their explicit forms are given by (3.10) for the Laguerre and Jacobi cases in § 3.2,
and (3.17) and (3.20) for the Wilson and Askey-Wilson cases in § 3.3. These coefficients are
expressed in terms of the coefficients of the three term recurrence relations, An, Bn and Cn,
as determined recursively by (3.10) or (3.17). In other words, the coefficients R
[M ]
n,k (η) are
independent of the deformation data {φ˜d1 . . . , φ˜dM} except for M . As will be discussed in
§3.4, the data {φ˜d1 . . . , φ˜dM} are encoded into the initial data of the first M + 1 members of
the M-indexed orthogonal polynomials.
3.1 Three term recurrence relations
Here we give the coefficients of the three term recurrence relations (3.1) for the standard
Laguerre, Jacobi, Wilson and Askey-Wilson polynomials [48] with the input P0(η) = 1:
L : An = −(n+ 1), Bn = 2n+ g +
1
2
, Cn = −(n + g −
1
2
), (3.5)
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J : An =
2(n+ 1)(n+ g + h)
(2n+ g + h)(2n+ g + h+ 1)
, Bn =
(h− g)(g + h− 1)
(2n+ g + h− 1)(2n+ g + h+ 1)
,
Cn =
2(n+ g − 1
2
)(n+ h− 1
2
)
(2n+ g + h− 1)(2n+ g + h)
, (3.6)
W : An = −
n + b1 − 1
(2n+ b1 − 1)(2n+ b1)
, Cn = −
n
∏
1≤j<k≤4(n + aj + ak − 1)
(2n+ b1 − 2)(2n+ b1 − 1)
,
Bn =
(n+ b1 − 1)
∏4
k=2(n+ a1 + ak)
(2n + b1 − 1)(2n+ b1)
+
n
∏
2≤j<k≤4(n+ aj + ak − 1)
(2n+ b1 − 2)(2n+ b1 − 1)
− a21, (3.7)
AW : An =
1− b4q
n−1
2(1− b4q2n−1)(1− b4q2n)
, Cn =
(1− qn)
∏
1≤j<k≤4(1− ajakq
n−1)
2(1− b4q2n−2)(1− b4q2n−1)
,
Bn =
a1 + a
−1
1
2
−
(1− b4q
n−1)
∏4
k=2(1− a1akq
n)
2a1(1− b4q2n−1)(1− b4q2n)
−
a1(1− q
n)
∏
2≤j<k≤4(1− ajakq
n−1)
2(1− b4q2n−2)(1− b4q2n−1)
. (3.8)
3.2 Multi-indexed Laguerre and Jacobi polynomials
In this subsection we derive the recurrence relations for the multi-indexed Laguerre and
Jacobi polynomials. First we note that the operator Aˆ = d
dx
− ∂xwˆ(x) acts on a product of
two functions f(x)φ(x) as
Aˆ
(
f(x)φ(x)
)
= f(x)Aˆφ(x) + ∂xf(x)φ(x). (3.9)
Let us define R
[s]
n,k(η) (n, k ∈ Z, s ∈ Z≥−1) as follows:
R
[s]
n,k(η) = 0 (|k| > s+ 1), R
[−1]
n,0 (η) = 1,
R
[s]
n,k(η) = AnR
[s−1]
n+1,k−1(η) + (Bn − η)R
[s−1]
n,k (η) + CnR
[s−1]
n−1,k+1(η) (s ≥ 0). (3.10)
For example, R
[s]
n,k(η) for s = 0, 1 are
s = 0 : R
[0]
n,1(η) = An, R
[0]
n,0(η) = Bn − η, R
[0]
n,−1(η) = Cn,
s = 1 : R
[1]
n,2(η) = AnAn+1, R
[1]
n,1(η) = An(Bn +Bn+1 − 2η),
R
[1]
n,0(η) = AnCn+1 + An−1Cn + (Bn − η)
2,
R
[1]
n,−2(η) = CnCn−1, R
[1]
n,−1(η) = Cn(Bn +Bn−1 − 2η).
This R
[s]
n,k(η) (|k| ≤ s + 1) is a polynomial of degree s + 1 − |k| in η. By induction in s, we
can show that
∂ηR
[s]
n,k(η) = −(s + 1)R
[s−1]
n,k (η) (s ≥ 0). (3.11)
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We will show the 3 + 2s term recurrence relations of φ
[s]
n (x)
def
= φd1...ds n(x),
s∑
k=−s
R
[s−1]
n,k
(
η(x)
)
φ
[s]
n+k(x) = s!
(
∂xη(x)
)s
φn(x) (s ≥ 0), (3.12)
s+1∑
k=−s−1
R
[s]
n,k
(
η(x)
)
φ
[s]
n+k(x) = 0 (s ≥ 0), (3.13)
by induction in s (for n ∈ Z). Since φ
[s]
n (x) has the form (2.12), this (3.13) means the
recurrence relations of the multi-indexed orthogonal polynomials (3.4).
first step : For s = 0, (3.12) is trivial and (3.13) is
Anφn+1(x) +
(
Bn − η(x)
)
φn(x) + Cnφn−1(x) = 0,
which is the three term recurrence relation itself. Therefore s = 0 case holds.
second step : Assume that (3.12)–(3.13) hold till s (s ≥ 0), we will show that they also hold
for s+ 1.
By applying Aˆd1...ds+1 to (3.13) and using (3.11), we obtain
0 =
s+1∑
k=−s−1
R
[s]
n,k
(
η(x)
)
φ
[s+1]
n+k (x) + ∂xη(x)
s+1∑
k=−s−1
∂ηR
[s]
n,k
(
η(x)
)
φ
[s]
n+k(x),
=
s+1∑
k=−s−1
R
[s]
n,k
(
η(x)
)
φ
[s+1]
n+k (x)− (s+ 1)∂xη(x)
s∑
k=−s
R
[s−1]
n,k
(
η(x)
)
φ
[s]
n+k(x).
The second term can be expressed as
s∑
k=−s
R
[s−1]
n,k
(
η(x)
)
φ
[s]
n+k(x)
= Aˆd1...ds
s∑
k=−s
R
[s−1]
n,k
(
η(x)
)
φ
[s−1]
n+k (x)− ∂xη(x)
s∑
k=−s
∂ηR
[s−1]
n,k
(
η(x)
)
φ
[s−1]
n+k (x)
= s∂xη(x)
s−1∑
k=−s+1
R
[s−2]
n,k
(
η(x)
)
φ
[s−1]
n+k (x) = s!
(
∂xη(x)
)s
φn(x),
where we have used the induction assumptions and (3.11). Therefore we have
s+1∑
k=−s−1
R
[s]
n,k
(
η(x)
)
φ
[s+1]
n+k (x) = (s+ 1)!
(
∂xη(x)
)s+1
φn(x), (3.14)
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which shows (3.12) with s → s + 1. The three term recurrence relations and this (3.14)
imply
0 = (s+ 1)!
(
∂xη(x)
)s+1(
Anφn+1(x) +
(
Bn − η(x)
)
φn(x) + Cnφn−1(x)
)
= An
s+1∑
k=−s−1
R
[s]
n+1,k
(
η(x)
)
φ
[s+1]
n+1+k(x) +
(
Bn − η(x)
) s+1∑
k=−s−1
R
[s]
n,k
(
η(x)
)
φ
[s+1]
n+k (x)
+ Cn
s+1∑
k=−s−1
R
[s]
n−1,k
(
η(x)
)
φ
[s+1]
n−1+k(x)
=
s+2∑
k=−s−2
(
AnR
[s]
n+1,k−1
(
η(x)
)
+
(
Bn − η(x)
)
R
[s]
n,k
(
η(x)
)
+ CnR
[s]
n−1,k+1
(
η(x)
))
φ
[s+1]
n+k (x)
=
s+2∑
k=−s−2
R
[s+1]
n,k
(
η(x)
)
φ
[s+1]
n+k (x),
which shows (3.13) with s→ s+ 1. This concludes the induction proof of (3.12)–(3.13).
3.3 Multi-indexed Wilson and Askey-Wilson polynomials
In this subsection we derive the recurrence relations for the multi-indexed Wilson and Askey-
Wilson polynomials. First we note that the operator Aˆ = i
(
e
γ
2
p
√
Vˆ ∗(x)− e−
γ
2
p
√
Vˆ (x)
)
acts
on a product of two functions f(x)φ(x) as
Aˆ
(
f(x)φ(x)
)
= i
(√
Vˆ ∗(x− iγ
2
) f(x− iγ
2
)φ(x− iγ
2
)−
√
Vˆ (x+ iγ
2
) f(x+ iγ
2
)φ(x+ iγ
2
)
)
= f (+)(x)i
(√
Vˆ ∗(x− iγ
2
)φ(x− iγ
2
)−
√
Vˆ (x+ iγ
2
)φ(x+ iγ
2
)
)
+ f (−)(x)
(√
Vˆ ∗(x− iγ
2
)φ(x− iγ
2
) +
√
Vˆ (x+ iγ
2
)φ(x+ iγ
2
)
)
= f (+)(x)Aˆφ(x) + f (−)(x)
(√
Vˆ ∗(x− iγ
2
)φ(x− iγ
2
) +
√
Vˆ (x+ iγ
2
)φ(x+ iγ
2
)
)
, (3.15)
where f (±)(x) are defined by
f (+)(x)
def
=
1
2
(
f(x− iγ
2
) + f(x+ iγ
2
)
)
, f (−)(x)
def
=
i
2
(
f(x− iγ
2
)− f(x+ iγ
2
)
)
. (3.16)
Let us define Rˇ
[s]
n,k(x) (n, k ∈ Z, s ∈ Z≥−1) as follows:
Rˇ
[s]
n,k(x) = 0 (|k| > s+ 1), Rˇ
[−1]
n,0 (x) = 1,
Rˇ
[s]
n,k(x) = AnRˇ
[s−1]
n+1,k−1(x+ i
γ
2
) +
(
Bn − η(x− i
s
2
γ)
)
Rˇ
[s−1]
n,k (x+ i
γ
2
)
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+ CnRˇ
[s−1]
n−1,k+1(x+ i
γ
2
) (s ≥ 0). (3.17)
For example, Rˇ
[s]
n,k(x) for s = 0, 1 are
s = 0 : Rˇ
[0]
n,1(x) = An, Rˇ
[0]
n,0(x) = Bn − η(x), Rˇ
[0]
n,−1(x) = Cn,
s = 1 : Rˇ
[1]
n,2(x) = AnAn+1, Rˇ
[1]
n,1(x) = An
(
Bn +Bn+1 − η(x− i
γ
2
)− η(x+ iγ
2
)
)
,
Rˇ
[1]
n,0(x) = AnCn+1 + An−1Cn +
(
Bn − η(x− i
γ
2
)
)(
Bn − η(x+ i
γ
2
)
)
,
Rˇ
[1]
n,−2(x) = CnCn−1, Rˇ
[1]
n,−1(x) = Cn
(
Bn +Bn−1 − η(x− i
γ
2
)− η(x+ iγ
2
)
)
.
By induction in s, we can show that
Rˇ
[s] (−)
n,k (x) = −
i
2
(
η(x− is+1
2
γ)− η(x+ is+1
2
γ)
)
Rˇ
[s−1]
n,k (x) (s ≥ 0). (3.18)
By using this, we obtain the following expression of Rˇ
[s]
n,k(x):
Rˇ
[s]
n,k(x) = AnRˇ
[s−1] (+)
n+1,k−1(x) +
(
Bn −
1
2
(
η(x− i s
2
γ) + η(x+ i s
2
γ)
))
Rˇ
[s−1] (+)
n,k (x)
+ CnRˇ
[s−1] (+)
n−1,k+1(x)−
1
4
(
η(x− i s
2
γ)− η(x+ i s
2
γ)
)2
Rˇ
[s−2]
n,k (x) (s ≥ 0). (3.19)
(For s = 0, the last term vanishes.) This recurrence relation with respect to s implies
that Rˇ
[s]
n,k(x) is a polynomial in η(x − i
m
2
γ) + η(x + im
2
γ) and
(
η(x − im
2
γ) − η(x + im
2
γ)
)2
(m = 0, 1, . . . , s). On the other hand the sinusoidal coordinate η(x) satisfies
η(x− im
2
γ) + η(x+ im
2
γ) =
{
2η(x)− 1
2
m2 : W
(q
m
2 + q−
m
2 )η(x) : AW
,
η(x− im
2
γ)η(x+ im
2
γ) =
{ (
η(x) + 1
4
m2
)2
: W
η(x)2 +
(
1
2
(q
m
2 − q−
m
2 )
)2
: AW
,
which implies that any symmetric polynomial in η(x− im
2
γ) and η(x+ im
2
γ) is expressed as
a polynomial in η(x). Therefore we obtain
Rˇ
[s]
n,k(x) = R
[s]
n,k
(
η(x)
)
(|k| ≤ s+ 1) : a polynomial of degree s+ 1− |k| in η(x). (3.20)
We remark that Rˇ
[s]∗
n,k (x) = Rˇ
[s]
n,k(x).
We will show the 3 + 2s term recurrence relations of φ
[s]
n (x)
def
= φd1...ds n(x),
s+1∑
k=−s−1
Rˇ
[s]
n,k(x)φ
[s]
n+k(x) = 0 (s ≥ 0), (3.21)
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by induction in s (for n ∈ Z). Since φ
[s]
n (x) has the form (2.12), this means the recurrence
relations of the multi-indexed orthogonal polynomials (3.4).
first step : For s = 0, (3.21) is
Anφn+1(x) +
(
Bn − η(x)
)
φn(x) + Cnφn−1(x) = 0,
which is the three term recurrence relation itself. Therefore s = 0 case holds.
second step : Assume that (3.21) holds till s (s ≥ 0), we will show that it also holds for
s+ 1. Here we use simplified notation Vˆ [s+1](x)
def
= Vˆd1...ds+1(x).
By applying Aˆd1...ds+1 to (3.21), we have
0 =
s+1∑
k=−s−1
Rˇ
[s] (+)
n,k (x)φ
[s+1]
n+k (x)
+
s+1∑
k=−s−1
Rˇ
[s] (−)
n,k (x)
(√
Vˆ [s+1]∗(x− iγ
2
)φ
[s]
n+k(x− i
γ
2
) +
√
Vˆ [s+1](x+ iγ
2
)φ
[s]
n+k(x+ i
γ
2
)
)
.
By using (3.18) this is rewritten as
s+1∑
k=−s−1
Rˇ
[s] (+)
n,k (x)φ
[s+1]
n+k (x) =
i
2
(
η(x− is+1
2
γ)− η(x+ is+1
2
γ)
)
G[s+1]n (x), (3.22)
where
G[s+1]n (x) =
s∑
k=−s
Rˇ
[s−1]
n,k (x)
(√
Vˆ [s+1] ∗(x− iγ
2
)φ
[s]
n+k(x− i
γ
2
) +
√
Vˆ [s+1](x+ iγ
2
)φ
[s]
n+k(x+ i
γ
2
)
)
.
Then we have
AnG
[s+1]
n+1 (x) +
(
Bn −
1
2
(
η(x− is+1
2
γ) + η(x+ is+1
2
γ)
))
G[s+1]n (x) + CnG
[s+1]
n−1 (x)
=
√
Vˆ [s+1] ∗(x− iγ
2
)
(
An
s∑
k=−s
Rˇ
[s−1]
n+1,k(x)φ
[s]
n+1+k(x− i
γ
2
)
+
(
Bn −
1
2
(
η(x− is+1
2
γ) + η(x+ is+1
2
γ)
)) s∑
k=−s
Rˇ
[s−1]
n,k (x)φ
[s]
n+k(x− i
γ
2
)
+ Cn
s∑
k=−s
Rˇ
[s−1]
n−1,k(x)φ
[s]
n−1+k(x− i
γ
2
)
)
+ (c.c.)
=
√
Vˆ [s+1] ∗(x− iγ
2
)
s+1∑
k=−s−1
φ
[s]
n+k(x− i
γ
2
)
(
AnRˇ
[s−1]
n+1,k−1(x)
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+
(
Bn −
1
2
(
η(x− is+1
2
γ) + η(x+ is+1
2
γ)
))
Rˇ
[s−1]
n,k (x) + CnRˇ
[s−1]
n−1,k+1(x)
)
+ (c.c.)
=
√
Vˆ [s+1] ∗(x− iγ
2
)
s+1∑
k=−s−1
φ
[s]
n+k(x− i
γ
2
)
(
Rˇ
[s]
n,k(x− i
γ
2
)
+
1
2
(
η(x− is+1
2
γ)− η(x+ is+1
2
γ)
))
Rˇ
[s−1]
n,k (x)
)
+ (c.c.)
=
√
Vˆ [s+1] ∗(x− iγ
2
)
s+1∑
k=−s−1
Rˇ
[s]
n,k(x− i
γ
2
)φ
[s]
n+k(x− i
γ
2
)
+
√
Vˆ [s+1](x+ iγ
2
)
s+1∑
k=−s−1
Rˇ
[s]
n,k(x+ i
γ
2
)φ
[s]
n+k(x+ i
γ
2
)
−
i
2
(
η(x− is+1
2
γ)− η(x+ is+1
2
γ)
)
×
s∑
k=−s
Rˇ
[s−1]
n,k (x)i
(√
Vˆ [s+1] ∗(x− iγ
2
)φ
[s]
n+k(x− i
γ
2
)− (
√
Vˆ [s+1](x+ iγ
2
)φ
[s]
n+k(x+ i
γ
2
)
)
= −
i
2
(
η(x− is+1
2
γ)− η(x+ is+1
2
γ)
) s∑
k=−s
Rˇ
[s−1]
n,k (x)φ
[s+1]
n+k (x), (3.23)
where we have used induction assumption and (c.c.) represents complex conjugate. From
(3.22) and (3.23) we obtain
1
4
(
η(x− is+1
2
γ)− η(x+ is+1
2
γ)
)2 s∑
k=−s
Rˇ
[s−1]
n,k (x)φ
[s+1]
n+k (x)
= An
s+1∑
k=−s−1
Rˇ
[s] (+)
n+1,k(x)φ
[s+1]
n+1+k(x)
+
(
Bn −
1
2
(
η(x− is+1
2
γ) + η(x+ is+1
2
γ)
)) s+1∑
k=−s−1
Rˇ
[s] (+)
n,k (x)φ
[s+1]
n+k (x)
+ Cn
s+1∑
k=−s−1
Rˇ
[s] (+)
n−1,k(x)φ
[s+1]
n−1+k(x),
namely,
0 =
s+2∑
k=−s−2
φ
[s+1]
n+k (x)
(
AnRˇ
[s] (+)
n+1,k−1(x) +
(
Bn −
1
2
(
η(x− is+1
2
γ) + η(x+ is+1
2
γ)
))
Rˇ
[s] (+)
n,k (x)
+ CnRˇ
[s] (+)
n−1,k+1(x)−
1
4
(
η(x− is+1
2
γ)− η(x+ is+1
2
γ)
)2
Rˇ
[s−1]
n,k (x)
)
=
s+2∑
k=−s−2
Rˇ
[s+1]
n,k (x)φ
[s+1]
n+k (x),
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where we have used (3.19). This shows (3.21) with s→ s+ 1. This concludes the induction
proof of (3.21).
3.4 Initial data
For ordinary orthogonal polynomials, the three term recurrence relations with an obvious ini-
tial data P0(η) = constant (and P−1(η) = 0) determine the whole polynomials {Pn(η)} (n =
0, 1, . . .). For the multi-indexed orthogonal polynomials {Pd1...dM ,n(η)} (n = 0, 1, . . .) with the
derived 3+2M term recurrence relations, the initial data to determine the whole polynomials
are the first M + 1 members of the polynomials, Pd1...dM ,0(η), Pd1...dM ,1(η), . . . , Pd1...dM ,M(η).
They are degree ℓ, ℓ + 1, . . . , ℓ +M polynomials in η and they are severely constrained by
the input data of {φ˜d1(x), . . . , φ˜dM (x)}.
The 3+2M term recurrence relations (3.4) hold for any integer n ∈ Z, which is classified
into three cases (i) n ≤ −M − 2, (ii) −M − 1 ≤ n ≤ −1 and (iii) n ≥ 0. For case (i), (3.4)
is trivially satisfied because of Pd1...dM ,m(η) = 0 (m ≤ 0). For case (ii), (3.4) is also trivially
satisfied due to the fact
R
[M ]
n,k (η) = 0 (−M − 1 ≤ n ≤ −1,−n ≤ k ≤ M + 1), (3.24)
which is a consequence of our choice A−1 = 0. For case (iii), Pd1...dM ,n+M+1(η) is determined
by (3.4) and it is expressed by lower degree polynomials. As mentioned above, the polyno-
mials Pd1...dM ,n(η) (n ≥ M +1) are determined by the 3+2M term recurrence relations (3.4)
with M + 1 input data Pd1...dM ,0(η), Pd1...dM ,1(η), . . . , Pd1...dM ,M(η).
Note that the input data Pd1...dM ,n(η) (n = 0, 1, . . . ,M) can also be calculated from the
data of the lowest degree polynomial at each intermediate step, Pd1...ds,0(η) (s = 0, 1, . . . ,M).
Since the 3 + 2M term recurrence relations (3.4) are equivalent to
M+1∑
k=−M−1
R
[M ]
n,k
(
η(x)
)
φd1...dM n+k(x) = 0, (3.25)
giving the input data Pd1...dM ,n(η) (n = 0, 1, . . . ,M) are equivalent to giving φd1...dM n(x)
(n = 0, 1, . . . ,M). If φd1...ds 0(x) (s = 0, 1, . . . ,M) are given, φd1...dM n(x) (n = 0, 1, . . . ,M)
can be calculated in the following way. For s (s = 1, 2, . . . ,M in tern), applying Aˆd1...ds
to (3.25) with (M,n) = (s − 1, 0) gives φd1...ds s(x) in terms of already known functions.
Then applying Aˆd1...ds+1 to φd1...ds s(x) gives φd1...ds+1 s(x), and repeating this, and finally
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we obtain φd1...dM s(x). Giving φd1...ds 0(x) is equivalent to giving Pd1...ds,0(η). Note that
Pd1...ds,0(η;λ) ∝ Ξd1...ds(η;λ+ δ), which is a consequence of the shape-invariance [8, 41].
4 Summary and Comments
The multi-indexed orthogonal polynomials are a new kind of orthogonal polynomials sat-
isfying second order differential or difference equations, whose degrees start from a certain
positive integer ℓ instead of 0, so that the constraints of Bochner’s theorem are avoided. In
this paper we have presented the recurrence relations of the multi-indexed orthogonal poly-
nomials of Laguerre, Jacobi, Wilson and Askey-Wilson types. Corresponding to the three
term recurrence relations of the ordinary orthogonal polynomials, the M-indexed orthogonal
polynomials satisfy the 3 + 2M term recurrence relations (3.4). Their coefficients are ex-
pressed in terms of those of the original three term recurrence relations. They are universal
in the following sense; The derivation is based on (i) the three term recurrence relations (3.1),
(ii) the intertwining relations (2.5), (iii) the structure of the intertwining operators (2.14),
(2.21) and (iv) the formats of the eigenfunctions (2.12). The explicit expressions of the co-
efficients of the three term recurrence relations (3.5)–(3.8) and the explicit definitions of the
multi-indexed orthogonal polynomials given in Appendix are not used. The multi-indexed
orthogonal polynomials of Racah and q-Racah types [40] are not discussed in this paper but
the method is applicable to them, too. We leave this problem to interested readers.
Although we have considered orthogonal polynomials of degrees {ℓ, ℓ+1, . . .}, the method
presented in this paper can be also applied to orthogonal polynomials of degrees {0, 1, . . .}\
{d1, . . . , dM}. In fact, the exceptional Hermite polynomials are extensively studied re-
cently in [50] and recurrence relations of the exceptional Hermite polynomials labeled by
{0, 1, . . .}\{d1, . . . , dM} are obtained by using the method presented in this paper. The co-
efficient polynomials R
[M ]
n,k (η) are explicitly expressed in terms of Hermite polynomials. It
is an interesting problem to find explicit closed forms of R
[M ]
n,k (η) in terms of the original
orthogonal polynomials for other multi-indexed orthogonal polynomials.
The 3 + 2M term recurrence relations need the initial data consisting of the first M + 1
members of the polynomials. Namely, when the first M +1 members of the polynomials are
given as inputs, the other members of the polynomials are determined by the 3 + 2M term
recurrence relations. For ordinary orthogonal polynomials (which start at degree 0), three
term recurrence relations always hold and its converse is also true (Favard’s theorem [46]); i.e.
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polynomials satisfying the three term recurrence relations become orthogonal polynomials
(with respect to a certain inner product). It is an interesting challenge to formulate the
converse of the 3+2M term recurrence relations. For example, in order that the polynomials
determined by the 3+2M term recurrence relations become orthogonal polynomials or satisfy
certain second order differential or difference equations, what conditions should be imposed
on the first M + 1 members?
The deformed quantum system labeled by an index set D = {d1, . . . , dM} may be equiv-
alent to another labeled by a different index set D′ = {d′1, . . . , d
′
M ′}, which means that the
corresponding two multi-indexed orthogonal polynomials labeled by D and D′ are propor-
tional. This has been mentioned in [8] and generalized in [32] for the Laguerre and Jacobi
cases. The same phenomena happen for the Wilson and Askey-Wilson cases [41] (and its
generalization). Therefore, if M ′ < M , the M-indexed orthogonal polynomials PD,n(η) also
satisfy 3 + 2M ′ term recurrence relations.
The three term recurrence relations for the ordinary orthogonal polynomials are closely
related to the closure relation between the Hamiltonian and the sinusoidal coordinate η(x),
which leads to the canonical construction of the creation and annihilation operators a(±),
a(+)φn(x) = Anφn+1(x), a
(−)φn(x) = Cnφn−1(x) [47]. By transforming the original cre-
ation/annihilation operators a(±) in terms of a series of intertwining operators Aˆd1...ds, Aˆ
†
d1...ds
,
the creation/annihilation operators of the systems of the multi-indexed orthogonal polyno-
mials a[M ](±) are obtained:
a[M ](±) = Aˆd1...dM · · · Aˆd1d2Aˆd1a
(±)
Aˆ†d1
H− E˜d1
Aˆ†d1d2
Hd1 − E˜d2
· · ·
Aˆ†d1...dM
Hd1...dM−1 − E˜dM
,
a[M ](+)φ[M ]n (x) = Anφ
[M ]
n+1(x), a
[M ](−)φ[M ]n (x) = Cnφ
[M ]
n−1(x). (4.1)
It is interesting to see if the 3+ 2M term recurrence relations presented in this paper would
lead to a generalized closure relation between the deformed Hamiltonian and the sinusoidal
coordinate, and if it would give the above creation/annihilation operators.
Recurrence relations for the exceptional (M = 1) Laguerre and Jacobi polynomials have
been discussed in [12] in the context of bi-spectrality of orthogonal polynomials [49]. We
hope that the recurrence relations obtained in this paper will be used as a starting point to
theoretical developments for various problems involving bispectrality, generalizations of the
Jacobi matrix, spectral theory, existence of a Riemann-Hilbert problem, etc.
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A Definitions of the Multi-Indexed Orthogonal
Polynomials of Laguerre, Jacobi, Wilson and
Askey-Wilson Types
For reader’s convenience, we present the explicit definitions of the multi-indexed orthogonal
polynomials of Laguerre and Jacobi types [8] and Wilson and Askey-Wilson types [41], which
are obtained by the method of virtual states deletion.
There are two types of virtual states, type I and type II, which are derived by the
discrete symmetries of the original Hamiltonian. We take the set of virtual states for deletion
characterized by the degrees
D = {d1, . . . , dM} = {d
I
1, . . . , d
I
MI
, dII1 , . . . , d
II
MII
} (M =MI +MII), (A.1)
and define
λ
[MI,MII] def= λ+MIδ˜I +MIIδ˜II. (A.2)
The eigenfunctions φ
[M ]
n (x) = φd1...dM n(x) = φD n(x) of the deformed system H
[M ] = Hd1...dM
= HD have the following form:
φD n(x) = ΨD(x)PD,n
(
η(x)
)
, (A.3)
where PD,n(η) = Pd1...dM ,n(η) is the multi-indexed orthogonal polynomial and the function
ΨD(x) = Ψd1...dM (x) is expressed in terms of the ground state φ0(x) and the denominator
polynomial ΞD(η) = Ξd1...dM (η). The degrees of the denominator polynomial ΞD(η) and the
multi-indexed orthogonal polynomial PD,n(η) are generically ℓ and ℓ + n, respectively, in
which ℓ is given by
ℓ
def
=
MI∑
j=1
dIj −
1
2
MI(MI − 1) +
MII∑
j=1
dIIj −
1
2
MII(MII − 1) +MIMII
=
M∑
j=1
dj −
1
2
M(M − 1) + 2MIMII. (A.4)
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A.1 Multi-indexed Laguerre and Jacobi polynomials
Two types of the virtual states are
L1 : φ˜Iv(x;λ)
def
= i−gφv(ix;λ), ξ
I
v(η;λ)
def
= Pv(−η;λ),
δ˜I
def
= 1, E˜ Iv(λ) = −4(g + v +
1
2
), (A.5)
L2 : φ˜IIv (x;λ)
def
= φv
(
x; t(λ)
)
, ξIIv (η;λ)
def
= Pv
(
η; t(λ)
)
,
t(λ)
def
= 1− g, δ˜II
def
= −1, E˜ IIv (λ) = −4(g − v−
1
2
), (A.6)
J1 : φ˜Iv(x;λ)
def
= φv
(
x; tI(λ)
)
, ξIv(η;λ)
def
= Pv
(
η; tI(λ)
)
,
t
I(λ)
def
= (g, 1− h), δ˜I
def
= (1,−1), E˜ Iv(λ) = −4(g + v +
1
2
)(h− v− 1
2
), (A.7)
J2 : φ˜IIv (x;λ)
def
= φv
(
x; tII(λ)
)
, ξIIv (η;λ)
def
= Pv
(
η; tII(λ)
)
,
t
II(λ)
def
= (1− g, h), δ˜II
def
= (−1, 1), E˜ IIv (λ) = −4(g − v−
1
2
)(h + v + 1
2
). (A.8)
(We have changed the sign of δ˜I,II from those in [8].) The function ΨD(x) in (A.3) is
ΨD(x) = c
M
F
ψD(x;λ), ψD(x;λ)
def
=
φ0(x;λ
[MI,MII])
ΞD
(
η(x);λ
) , cF def=
{
2 : L
−4 : J
. (A.9)
The denominator polynomial ΞD(η) and the multi-indexed orthogonal polynomial PD,n(η)
are defined by the following Wronskians:
ΞD(η;λ)
def
= W[µ1, . . . , µMI, ν1, . . . , νMII](η)
×
{
e−MIη η(MI+g−
1
2
)MII : L(
1−η
2
)(MI+g− 12 )MII(1+η
2
)(MII+h− 12 )MI : J , (A.10)
PD,n(η;λ)
def
= W[µ1, . . . , µMI, ν1, . . . , νMII, Pn](η)
×
{
e−MIη η(MI+g+
1
2
)MII : L(
1−η
2
)(MI+g+ 12 )MII(1+η
2
)(MII+h+ 12 )MI : J , (A.11)
µj = ξ
I
dIj
(η;λ)×
{
eη : L(
1+η
2
) 1
2
−h
: J
, νj = ξ
II
dIIj
(η;λ)×
{
η
1
2
−g : L(
1−η
2
) 1
2
−g
: J
. (A.12)
A.2 Multi-indexed Wilson and Askey-Wilson polynomials
Two types of the virtual states are
type I : φ˜Iv(x;λ)
def
= φv
(
x; tI(λ)
)
, ξIv(η;λ)
def
= Pv
(
η; tI(λ)
)
, ξˇIv(x;λ)
def
= ξIv
(
η(x);λ
)
,
t
I(λ)
def
= (1− λ1, 1− λ2, λ3, λ4), δ˜
I def= (−1
2
,−1
2
, 1
2
, 1
2
),
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E˜ Iv(λ) =
{
−(a1 + a2 − v− 1)(a3 + a4 + v) : W
−(1− a1a2q
−v−1)(1− a3a4q
v) : AW
, (A.13)
type II : φ˜IIv (x;λ)
def
= φv
(
x; tII(λ)
)
, ξIIv (η;λ)
def
= Pv
(
η; tII(λ)
)
, ξˇIIv (x;λ)
def
= ξIIv
(
η(x);λ
)
,
t
II(λ)
def
= (λ1, λ2, 1− λ3, 1− λ4), δ˜
II def= (1
2
, 1
2
,−1
2
,−1
2
),
E˜ IIv (λ) =
{
−(a3 + a4 − v− 1)(a1 + a2 + v) : W
−(1 − a3a4q
−v−1)(1− a1a2q
v) : AW
. (A.14)
The function ΨD(x) in (A.3) is
ΨD(x) = α
I(λ[MI,MII])
1
2
MIαII(λ[MI,MII])
1
2
MIIκ−
1
4
MI(MI+1)−
1
4
MII(MII+1)+
5
2
MIMIIψD(x;λ),
ψD(x;λ)
def
=
φ0(x;λ
[MI,MII])√
ΞˇD(x− i
γ
2
;λ)ΞˇD(x+ i
γ
2
;λ)
, (A.15)
where αI(λ) and αII(λ) are
αI(λ) =
{
1 : W
a1a2q
−1 : AW
, αII(λ) =
{
1 : W
a3a4q
−1 : AW
. (A.16)
The denominator polynomial ΞD(η) and the multi-indexed orthogonal polynomial PD,n(η)
are defined by the following determinants:
ΞˇD(x;λ)
def
= ΞD
(
η(x);λ
)
, PˇD,n(x;λ)
def
= PD,n
(
η(x);λ
)
, (A.17)
ΞˇD(x;λ)
def
= A−1ϕM(x)
−1 i
1
2
M(M−1)
∣∣∣ ~X(M)dI
1
· · · ~X
(M)
dI
MI
~Y
(M)
dII
1
· · · ~Y
(M)
dII
MII
∣∣∣ ,
A =


∏
k=3,4
∏MI−1
j=1 (ak −
M−1
2
+ ix, ak −
M−1
2
− ix)j
×
∏
k=1,2
∏MII−1
j=1 (ak −
M−1
2
+ ix, ak −
M−1
2
− ix)j : W∏
k=3,4
∏MI−1
j=1 a
−j
k q
1
4
j(j+1)(akq
−M−1
2 eix, akq
−M−1
2 e−ix; q)j
×
∏
k=1,2
∏MII−1
j=1 a
−j
k q
1
4
j(j+1)(akq
−M−1
2 eix, akq
−M−1
2 e−ix; q)j : AW
, (A.18)
PˇD,n(x;λ)
def
= B−1ϕM+1(x)
−1
× i
1
2
M(M+1)
∣∣∣ ~X(M+1)dI
1
· · · ~X
(M+1)
dI
MI
~Y
(M+1)
dII
1
· · · ~Y
(M+1)
dII
MII
~Z
(M+1)
n
∣∣∣ ,
B =


∏
k=3,4
∏MI
j=1(ak −
M
2
+ ix, ak −
M
2
− ix)j
×
∏
k=1,2
∏MII
j=1(ak −
M
2
+ ix, ak −
M
2
− ix)j : W∏
k=3,4
∏MI
j=1 a
−j
k q
1
4
j(j+1)(akq
−M
2 eix, akq
−M
2 e−ix; q)j
×
∏
k=1,2
∏MII
j=1 a
−j
k q
1
4
j(j+1)(akq
−M
2 eix, akq
−M
2 e−ix; q)j : AW
, (A.19)
where
(
~X(M)v
)
j
= rIIj (x
(M)
j ;λ,M)ξˇ
I
v(x
(M)
j ;λ), (1 ≤ j ≤M),
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(
~Y (M)v
)
j
= rIj(x
(M)
j ;λ,M)ξˇ
II
v (x
(M)
j ;λ),(
~Z(M)n
)
j
= rIIj (x
(M)
j ;λ,M)r
I
j(x
(M)
j ;λ,M)Pˇn(x
(M)
j ;λ), (A.20)
and
rIj(x
(M)
j ;λ,M) = α
I
(
λ+ (M − 1)δ˜
I)− 1
2
(M−1)
κ
1
2
(M−1)2−(j−1)(M−j) (A.21)
×


∏
k=1,2
(ak −
M−1
2
+ ix)j−1(ak −
M−1
2
− ix)M−j : W
eix(M+1−2j)
∏
k=1,2
(akq
−M−1
2 eix; q)j−1(akq
−M−1
2 e−ix; q)M−j : AW
,
rIIj (x
(M)
j ;λ,M) = α
II
(
λ+ (M − 1)δ˜
II)− 1
2
(M−1)
κ
1
2
(M−1)2−(j−1)(M−j) (A.22)
×


∏
k=3,4
(ak −
M−1
2
+ ix)j−1(ak −
M−1
2
− ix)M−j : W
eix(M+1−2j)
∏
k=3,4
(akq
−M−1
2 eix; q)j−1(akq
−M−1
2 e−ix; q)M−j : AW
.
The auxiliary function ϕM(x) is defined by
ϕM(x)
def
= ϕ(x)[
M
2
]
M−2∏
k=1
(
ϕ(x− ik
2
γ)ϕ(x+ ik
2
γ)
)[M−k
2
]
, (A.23)
and ϕ0(x) = ϕ1(x) = 1 [35]. Here [x] denotes the greatest integer not exceeding x.
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