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Resumen
Este documento reporta una comparación cuantitativa y cualitativa
del desempeño de las redes neuronales artificiales Perceptron Multicapa
y Fuzzy-Artmap para clasificación de coberturas del suelo a partir de
imágenes satelitales multi-espectrales. Se describen parámetros y con-
diciones que ayudan a producir imágenes clasificadas con buena exactitud
temática. Adicionalmente, se hace una comparación entre los dos mo-
delos de redes neuronales que describen sus ventajas y desventajas.
Palabras clave: Clasificación de imágenes satelitales, Fuzzy-Artmap,
Perceptron Multicapa.
Abstract
In this paper a quantitative and qualitative comparison between per-
formance of  Multilayer Perceptron and Fuzzy-Artmap neural networks
for classification of land cover from multispectral satellite images is
reported. It describes parameters and conditions that help to produce
accurate classified images. Additionally, it makes a comparison between
the two types of neural networks models describing both their
advantages and disadvantages.
Key words: Satellite image classification, Fuzzy-Artmap, Multilayer
Perceptron.
1. Introducción
El proceso para la extracción de información temática de cobertura
del suelo derivado de imágenes satelitales es conocido como clasifica-
ción. Este proceso busca  la asignación de píxeles de la imagen a un
número determinado de clases (coberturas del suelo) basándose en su
nivel digital [14], es decir, el valor numérico que representa la intensi-
dad radiométrica recibida por un sensor óptico-electrónico [9].
Los algoritmos convencionales (por ejemplo ISODATA y Máxima
Verosimilitud) llevan a cabo este proceso usando supuestos estadísti-
cos [9] que en ocasiones son de difícil cumplimento (distribución normal
de datos),  debido a las características de la imagen [29]. Por este moti-
vo, se han buscado metodologías alternativas que superen estos
inconvenientes y obtengan mejores resultados en la clasificación de
cobertura del suelo [9] [15].
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Evaluación de las Redes Neuronales Artificiales Perceptron Multicapa y Fuzzy-Artmap en la Clasificación de Imágenes Satelitales
Las redes neuronales artificiales se consideran métodos alternativos para el procesos
de clasificación al superar inconvenientes de los algoritmos convencionales de clasifica-
ción [2] [21] [29] y han demostrado buenos resultados en clasificación de imágenes [17].
A continuación, se mostrarán los métodos y resultados de aplicar las redes neuronales
Perceptron Multicapa y Fuzzy-Artmap en un experimento de clasificación de la cobertu-
ra del suelo. Los motivadores de este experimento académico fueron: realizar pruebas de
clasificación de imágenes con dichos algoritmos y contrastar sus resultados con indicadores
de calidad temática, identificar ventajas y desventajas y finalmente observar su aplicabilidad
para clasificación de imágenes satelitales en coberturas del suelo.
2. Generalidades del estudio
2.1. Datos
• Imagen de satélite multi-espectral Landsat TM del 30 de agosto de 1997 correspondiente
a la Sabana de Bogotá (Path 008–Row 057) a 28.5 metros de resolución por píxel.
• Imagen SRTM correspondiente al modelo digital de elevación de la Sabana de Bogotá
(Path 008–Row 057) a 90 metros de resolución.
• Mapas de coberturas y usos de suelo de la zona de estudio [10].
2.2. Software y Hardware
• Software ENVI Versión 4.1, Software ClasserScript Versión 1.1 [18], Software Erdas
Imagine 8.6, Software ArcGIS Versión 9.0, Software TextPad Versión 4.7.3.
• Computador personal con procesador Athlon XP de 2.6 GHz, 512 Mb de Memoria
RAM y tarjeta de video de 64 Mb.
2.3. Zona de Estudio
La zona de estudio es la región geográfica conocida como Sabana de Bogotá, la cual está
ubicada en el centro geométrico de Colombia sobre la cordillera oriental en el extremo sur
del altiplano cundiboyacense. La Figura 1 ofrece una localización a nivel Departamental.
Figura 1. Localización a Nivel Departamental de la
Zona de Estudio. Sabana de Bogotá.
Se utilizó una imagen de satélite Landsat 5 que
cubre un área de alrededor de 398 km2 y abarca la
totalidad de los municipios de Chía, Cajicá y Sopo,
con algunas zonas de los Municipios de Tocancipa,
Tabio y Bogotá D.C. La imagen consta de 7 Bandas
Espectrales con una dimensión de 700 x 700 píxeles
como lo muestra la Figura 2.
Basado en  estudios de la CAR (Corporación Au-
tónoma Regional) [10] y en trabajo de campo se
seleccionó el sistema de clasificación del CIAF (Cen-
tro de Investigación y Desarrollo en Información
Geográfica) [11]. La Tabla I muestra las coberturas
identificadas con sus respectivos códigos y la gama
de colores utilizados para la producción de los ma-
pas temáticos.
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3. Métodos utilizados
En esta sección se revisan los elementos básicos para comprender el funcionamiento
de las redes neuronales utilizadas en el experimento. Para profundizar en el tema de
configuración de los parámetros de estas redes se recomienda consultar las referencias
que se dan en el texto.
Las redes neuronales son algoritmos de procesamiento que permite reconocer patro-
nes en los datos, a partir de modelos que simulan los sistemas biológicos de aprendizaje
[1] [8]. De manera general, una red neuronal está compuesta por unidades de procesa-
miento llamadas neuronas, distribuidas en diferentes capas, conectadas entre sí por una
serie de pesos que establecen las relaciones entre ellas [2] [21].
Los datos a clasificar son ingresados en la capa de entrada, y se transmiten a las siguien-
tes capas a través de las conexiones y sus pesos, mediante una serie de reglas y funciones
matemáticas [20] [25]. El entrenamiento consiste en encontrar la mejor configuración de
pesos que permita asociar los datos de la capa de entrada y con los de la capa de salida
obteniendo el mínimo error posible de reconocimiento.
Figura 2. Zona de estudio en composición de color
verdadero RGB-321 de la imagen Landsat5 TM.
Gran Grupo Grupo Subgrupo Color
C. Rasgos Culturales C.1. Urbanos C.1.1. Residencial Magenta 1
A. Tierras Agrícolas A.1. Cultivos A.1.2. Pastos Verde 1
y Praderas A.1.3. Cultivos
Semiperennes Verde 3
A.2. Explotación A 2.1 Viveros e
Agropecuaria Confinada Invernaderos Azul 1
B. Tierras de Bosque B.2. Bosque Húmedo B.2.2. Bosque Naranja 4
Plantando
P. Tierras Pastizales P.1 Zonas Húmedas P.1.2. Arbustos Naranja 1
Tabla I. Sistema de Clasificación de Coberturas del CIAF
Figura 3. Arquitectura de una red
neuronal Perceptron Multicapa [30].
3.1. Perceptron Multicapa
El modelo Perceptron Multicapa se com-
pone de capa de entrada, capas ocultas y capa
de salida (Figura 3) las cuales están compues-
tas por una serie de neuronas que se encargan
de recibir, procesar y enviar datos hacia otras
neuronas procesando la información mediante
distintas funciones matemáticas [23] [29].
Las neuronas de la capa de entrada reci-
ben los niveles digitales que presenta un
píxel de imagen en sus diferentes bandas
multi-espectrales, por lo tanto, existirá una
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relación directa entre el número de neuronas de la capa de entrada y el número de
bandas de la imagen a clasificar [22]. Por su parte las capas ocultas son las encargadas de
representar el nivel de complejidad que puede existir en la relación entre la capa de
entrada y la capa de salida [1]. El número usual de capas ocultas está entre uno y dos, de
forma que sea posible resolver la compleja separabilidad de las coberturas [3] [29]. Por
último, la capa de salida se encarga de producir el resultado de clasificación de la red
neuronal; por esta razón el número de neuronas que componen esta capa está en directa
relación con el número de clases de cobertura que se deseen identificar.
Las conexiones que conectan las neuronas se modelan mediante pesos numéricos que
establecen el grado de correlación de cada muestra que se va a clasificar con sus respec-
tivas clases; estos pesos son ajustados durante la etapa de entrenamiento de la red. Cada
neurona envía a las neuronas de la siguiente capa un valor conocido como valor de
activación [29].
En la etapa de entrenamiento se busca establecer la mejor relación entre las muestras y
sus respectivas clases a través de un método de aprendizaje [23]. En este estudio el
método de aprendizaje utilizado fue el algoritmo de retro-propagación, el cual sigue las
siguientes etapas: inicia cuando una muestra de un píxel es capturada por la capa de
entrada, luego el valor de activación de cada una de estas neuronas es calculado progre-
sivamente a través de una función de activación desde la capa de entrada hasta la capa de
salida [22]; seguidamente en la etapa comprobación. El valor de activación de las neuronas
de salida se comparado con el dato de salida esperado. Si la salida calculada por la red
neuronal difiere de la salida esperada, esta diferencia es conocida como el error de la red
neuronal [20] [29]. Este error es corregido de manera distribuida a través de la actualiza-
ción de los pesos de la red neuronal en una etapa de regreso (por lo cual recibe el
nombre de retro-propagación) de la capa de salida hacia la capa de entrada. Todo el
proceso que se repite hasta que la red ajuste los pesos con un parámetro de error
permisible [8].
3.2. Fuzzy-Artmap
En las redes neuronales basadas en la retro-propagación de errores, ciertos patrones
aprendidos se pueden ir perdiendo a medida que transcurre el entrenamiento, debido a
las pequeños ajustes que se van realizando en los pesos de las conexiones con cada
iteración [4] [29]. En contraste, la Teoría de la Resonancia Adaptativa [5] [6], utiliza
modelos de redes neuronales con reglas de aprendizaje competitivo de manera que el
ajuste ocurre únicamente entre las conexiones de las neuronas de entrada y la neurona
ganadora en la capa de salida. Los modelos ART [7] contienen dos capas de procesa-
miento de datos, la capa de entrada F1 y la capa de clasificación F2, que están conectadas
por dos grupos de pesos, unos que conectan F2 con F1, y otros que conectan F1 con F2.
Estos últimos corresponden a la memoria de largo plazo.
Adicionalmente las neuronas en F2 se conectan entre sí mediante una pequeña co-
nexión llamada parámetro de competencia. El aprendizaje competitivo se basa en que las
neuronas de la capa de salida compiten entre sí con el objetivo de ganar la oportunidad
de interactuar con las neuronas de la capa de entrada. El resultado de este tipo de
aprendizaje es que únicamente las conexiones entre las neuronas de entrada y la neurona
ganadora son ajustadas [4] [5].
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3.3. Indicadores de Calidad
Para evaluar la calidad de las imágenes clasificadas se seleccionaron los indicadores
derivados de la matriz de confusión [9] [15]. Los indicadores son porcentaje de clasifica-
ción correcta, exactitud de productor, exactitud de usuario e índice kappa. El porcentaje
de clasificación correcta es calculado por la división del total de píxeles correctamente
clasificados (equivalente a la suma de la diagonal principal de la matriz de confusión) por
el número total de píxeles [9].
Por su parte la exactitud del productor indica la probabilidad de un píxel de referencia
de ser clasificado correctamente, siendo esto una medida de omisión [13]. La exactitud de
usuario se refiere a un indicador del error por exceso que mide la probabilidad de que un
píxel clasificado pertenezca realmente a esa categoría en el terreno [13]. Finalmente el
índice kappa expresa la reducción proporcional en el error generado por un proceso de
clasificación comparado con el error de una clasificación completamente al azar [14].
3.4. Muestras de Entrenamiento
Las regiones que se identificaron en la zona fueron establecidas gracias al reconoci-
miento de campo y los estudios realizados previamente por la CAR [10]. Las diferentes
regiones de interés fueron ubicadas en la imagen correspondiente a la zona de estudio
basado en el cálculo del índice de factor óptimo, el cual muestra la composición de color
con tres bandas que permite diferenciar mejor las coberturas presentes en la imagen
basados en la desviación y correlación entre las diferentes combinaciones [9].
Las propiedades de las diferentes regiones de interés como ya se mencionó, se mues-
tran en la Tabla I; las regiones son visibles en la Figura 5. Los datos de entrenamiento de
la red fueron capturados directamente sobre la imagen en el software especializado, de
manera que se definieron regiones para cada una de las clases compuetas por pixeles,
dichos pixeles y sus diferentes niveles digitales conformaron las muestras de entrena-
miento presentadas a la red.
La evaluación de la separabilidad de las diferentes muestras de entrenamiento es mos-
trada en la Tabla II para la imagen. Allí se muestra que todas las clases presentan una
apropiada separabilidad con la Divergencia Trasformada [9]. Las clases Arbustos y Bos-
ques presenten una separabilidad baja debido a que estas clases presentan una respuesta
espectral muy similar.
Figura 4. Estructura de capas de una red
neuronal Fuzzy-Artmap [29].
Por su parte la variante conocida como modelo
neuronal Fuzzy-Artmap posee dos módulos de
operación basados en el modelo neuronal ART,
llamados ART-a y ART-b, estos dos módulos son
relacionados y a través de un modulo intermedio
llamado mapa de campo el cual se denota como
Fab. El módulo ART-a es usado para el reconoci-
miento de los datos de entrada, y el módulo ART-b
es el encargado de reconocer los datos de salidas
o clases deseadas para cada entrada presentada en
el módulo ART-a [6] [29]. La arquitectura de la
red Fuzzy-ARTMAP es mostrada en la Figura 4.
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3.5. Muestras de Evaluación
Para la selección de los píxeles de referencia, se utilizó el método de distribución
aleatoria estratificada el cual genera puntos de manera aleatoria sobre la imagen, pero
tiene en cuenta la distribución de clases en la capa temática incluyendo un número
mínimo de puntos por clase. Estos pixeles serán útiles en el proceso de evaluación de
calidad de la imagen clasificada para poder comparar pixeles de una región clasificada
contra su esperada clasificación.
En cuanto al tamaño de la muestra de evaluación, la literatura menciona un mínimo
número de píxeles por clase, el cual puede ser de 50 píxeles por clase para imágenes o
sub-escenas pequeñas [13] [20]. Otros autores recomiendan que sean entre 0.1% y el
0.5% de los píxeles que componen en la totalidad la imagen que se ha clasificado [9].
Para este estudio se tomó el 0,1% de del número total de píxeles de la imagen con un
mínimo de 10 píxeles por clase, lo cual es equivalente a 490 píxeles de referencia debido a
que es una sub-escena de 700 x 700 pixeles. Al final de las diferentes pruebas de clasifica-
ción, se asignó para cada pixel de referencia el valor correcto de clase a partir de información
considerada como verdadera, la cual fue tomada de los mapas clasificados de la zona de
estudio realizados por la CAR [10]. A partir de dichos valores es posible construir la matriz
de confusión y obtener los indicadores de calidad mencionados anteriormente.
4. Resultados
En esta sección se muestran los resultados que se obtuvieron al aplicar la red neuronal
Perceptron Multicapa y Fuzzy-Artmap en dos escenarios de clasificación: el primer esce-
nario aplica clasificación únicamente con información espectral, el segundo escenario
aplica clasificación con información espectral más información auxiliar derivada de las
texturas y el modelo digital de elevación.
4.1. Clasificación con Perceptron Multicapa usando información espectral
Se utilizó el paquete de software ENVI 4.1. La Tabla III muestra el resultado de los
valores de la mejor clasificación lograda por la red neuronal Perceptron Multicapa. Un
número de iteraciones cercano a 5.000 fue el indicado para que se alcanzara el error
mínimo establecido. Se realizaron pruebas con un número mayor de iteraciones, pero no
aportaron a una reducción del valor de error.
Subgrupo Subgrupo Valor
C.1.1. Residencial A.1.2. Pastos 2.00
A.1.3. Cultivos Semiperennes 1.99
A.2.1.Viveros e Invernaderos 1.99
B.2.2 Plantado 2.00
P.1.2 Arbustos 2.00
A.1.2. Pastos A.1.3. Cultivos Semiperennes 2.00
A.2.1.Viveros e Invernaderos 2.00
B.2.2 Plantado 2.00
P.1.2 Arbustos 2.00
A.1.3. Cultivos Semiperennes A.2.1.Viveros e Invernaderos 1.99
B.2.2 Bosque Plantado 2.00
P.1.2 Arbustos 2.00
A.2.1.Viveros e Invernaderos B.2.2 Bosque Plantado 2.00
P.1.2 Arbustos 2.00
B.2.2 Bosque Plantado P.1.2 Arbustos 1.99
Tabla II.Separabilidad de Clases por Divergencia Transformada
Figura 5. Imagen en escalde grises con
superposición de regiones de interés.
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Elemento Ítems Valor
Parámetros de Numero de Bandas de Entrada 6
Entrenamiento Numero de Clases a Extraer 6
Función de Activación Sigmoidal
Umbral de Contribución 0,2
Tasa de Entrenamiento 0,3
Momento de Entrenamiento 0.8
Mínimo Error Permisible 0.01
Numero de Capas Ocultas 1
Numero de Iteraciones 5.000
Evaluación Detallada Error  Mínimo Alcanzado 0.009985
Iteraciones Ejecutadas 4.601
Tiempo de Computo (Minutos) 35
Exactitud Temática (%) 87.14%
Coeficiente Kappa 0.8407
Exactitud de Productor C.1.1.Residencial 53.33%
A.2.1.Viveros e Invernaderos 74.58%
P.1.2.Arbustos 80.77%
Exactitud de Usuario C.1.1.Residencial 51.61%
A.2.1.Viveros e Invernaderos 84.62%
P.1.2.Arbustos 88.73%
El valor del criterio mínimo de error fue seleccionado como 0.01, ya que estudios
realizados con esta red neuronal [3] [29], mencionan valores de 0.1 a 0.05, siendo así el
valor usado aun más exigente, por lo que se necesitó un número mayor de iteraciones.
Para la función de activación se seleccionó la función de tipo sigmoidal, ya que se
realizaron pruebas con la función hiperbólica pero dicha función no logró reducir el
error al valor mínimo, y al contrario generó clasificaciones de muy poca exactitud temáti-
ca. Con la función sigmoidal, el aprendizaje fue más estable debido al comportamiento
suavizado de la función [19].
El parámetro de umbral de contribución indica el tamaño de la contribución de los
pesos en el valor de activación. Valores muy altos, cercanos a 1 generaron clasificaciones
con un alto grado de generalización y gráficas de entrenamiento con alta presencia de
oscilaciones. Valores entre 0.2 y 0.4 hicieron que la gráfica de entrenamiento de la red
neuronal redujera la presencia de oscilaciones, lo que indica que el error se va modifi-
cando paulatinamente y no con alteraciones pronunciadas.
Para el parámetro de tasa de aprendizaje, valores entre 0.1 y 0.2 redujeron el número de
oscilaciones entre iteraciones e hicieron que el cambio de los valores de las conexiones
fuese suave, pero asegurando la estabilidad del aprendizaje de la red. En este sentido se
siguió la recomendación de preferir un alto número de iteraciones para reducir el error
en lugar de conseguir cambios rápidos en las conexiones [29].
El momento de entrenamiento asegura la reducción de las oscilaciones entre iteraciones.
Valores entre 0.6 y 0.8 mostraron una reducción considerable en el número de oscilaciones
[29]. Usando los parámetros indicados anteriormente, se lograron generar clasificaciones de
buena exactitud temática como se muestra en la Tabla III y se visualiza en la Figura 6.
Valores en la exactitud temática de 87.14% y el índice kappa de 0.8407 representan un
resultado efectivo de clasificación con información únicamente de tipo espectral.
Las coberturas que presentaron problemas de mezcla espectral como el uso residen-
cial no fueron clasificadas correctamente en su totalidad, ya que se presenta confusión
entre construcciones y algunas zonas de cultivos, lo cual hace difícil su adecuada
delimitación [16]. En coberturas como viveros e invernaderos y arbustos, se presenta-
Tabla III. Parámetros de Entrenamiento Clasificación
Perceptron Multicapa con Información Espectral
Figura 6. Imagen clasificada con red neuronal Perceptron
Multicapa con información espectral únicamente.
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Elemento Ítem Valor
Numero de Bandas de Entrada 13
Numero de Clases a Extraer 6
Función de Activación Sigmoidal
Parámetros de Umbral de Contribución 0.2
Entrenamiento Tasa de Entrenamiento 0.3
Momento de Entrenamiento 0.8
Mínimo Error Permisible 0.002
Numero de Capas Ocultas 1
Numero de Iteraciones 10.000
Evaluación Detallada Error  Mínimo Alcanzado 0.002
Iteraciones Ejecutadas 7005
Tiempo de Computo (Minutos) 65
Exactitud Temática (%) 95.10%
Coeficiente Kappa 0.9354
Exactitud de Productor C.1.1.Residencial 83.33%
A.2.1.Viveros e Invernaderos 88.37%
P.1.2.Arbustos 95.24%
Exactitud de Usuario C.1.1.Residencial 86.21%
A.2.1.Viveros e Invernaderos 92.68%
P.1.2.Arbustos 99.17%
ron resultados de clasificación competitivos al obtener exactitudes de productor y de
usuario alrededor del 80%.
4.2. Clasificación con Perceptron Multicapa adicionando información auxiliar
En este escenario se adicionaron a las bandas espectrales la siguiente información de
tipo auxiliar (7 bandas nuevas) [25]: análisis de texturas de valor medio, segundo momen-
to angular, disimilaridad [26], índice de verdor de la transformación TasseledCap [9], el
índice de vegetación NDVI [14] e imágenes de pendiente y aspecto derivadas del modelo
digital de elevación [12] [22].
En estas pruebas se aplicaron valores para la tasa de aprendizaje entre 0.2 y 0.3, valores
para el umbral de contribución entre 0.1 y 0.2 y el momento de entrenamiento entre 0.7 y
0.8. Así se aseguró un proceso de clasificación bastante estable, con poca presencia de
oscilaciones fuertes y reducción del error aun mínimo establecido. El criterio de error
mínimo se estableció con un umbral menor, para comprobar que la red consiguiera
reducirlo con la ayuda de la información auxiliar. El valor de error obtenido fue de 0.002,
mostrando que se logró refinar mejor aún las características de cada clase y cada muestra
de entrenamiento. El detalle de los parámetros usados en esta prueba con información
auxiliar se observan en la Tabla IV.
Un efecto de aumentar el nivel de exigencia de error mínimo fue el incremento en el
número de iteraciones de aprendizaje de la red neuronal. Se definieron máximo 10.000
iteraciones, de las cuales se alcanzaron alrededor de 7.000 y 8.000 entre las diferentes
pruebas. Como muestra la Tabla IV con 6 bandas espectrales más las 7 bandas de infor-
mación auxiliar mencionadas, los resultados alcanzados en la evaluación de calidad
mostraron que la implementación de información auxiliar en la red neuronal Perceptron
Multicapa presenta mejores resultados. Los indicadores de exactitud temática de 95.10%
y un índice kappa de 0.9354 reflejan las mejoras en el desempeño de la red.
De igual forma, una imagen con un porcentaje de clasificación correcta que supere el
90% es considerado un buen producto del proceso de clasificación y un buen insumo
para la producción de cartografía temática de cobertura y usos del suelo. El resultado de
esta clasificación en una imagen se observa en la Figura 7.
Tabla IV. Parámetros de Entrenamiento
Clasificación con Información Auxiliar
Figura 7. Imagen clasificada con red neuronal Perceptron Multicapa
con mejores resultados de clasificación al incorporar información auxiliar.
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4.3. Clasificación con Fuzzy-Artmap usando información espectral
Para encontrar un conjunto de valores para los parámetros de entrenamiento con este
modelo de red, se realizaron pruebas con el software ClasserScript [18], el cual es el
paquete especializado en la aplicación de redes neuronales Artmap. La Tabla V presenta
los valores asignados a los diferentes parámetros de la red neuronal para llevar a cabo el
proceso de clasificación en este escenario. Valores altos en el parámetro de vigilancia, el
cual es el encargado de establecer si las neuronas seleccionadas como ganadoras están lo
suficientemente relacionadas, produjeron clasificaciones con bajo grado de generaliza-
ción, lo que conlleva a que posiblemente cada muestra de entrenamiento sea reconocida
por la red como una clase. Valores entre los 0.6 y 0.7 presentaron resultados adecuados
en la imagen clasificada [7] [27] [28].
Para la tasa de aprendizaje, valores pequeños que oscilan entre 0.1 y 0.3 presentaron un
buen comportamiento en el entrenamiento de la red, generando clasificaciones con un
alto grado de confiabilidad, como la que observa en la Figura 8. Valores altos hicieron
que la red cambiara los pesos de las conexiones de manera abrupta, produciendo así
imágenes con agrupaciones incorrectas [7] [24].
En cuanto a los parámetros de competencia, valores pequeños hicieron que la red
realizara una etapa de entrenamiento estable [24]. Valores menores a 0.0001 condujeron a
que la selección de la neurona ganadora de cada módulo estuviera en mayor relación con
los valores de activación que con las conexiones existentes entre ellas mismas a nivel de
capa [7] [27] [28].
En cuanto a las épocas de entrenamiento, se observó que con una sola época la red
neuronal logró identificar adecuadamente las muestras de entrenamiento y clasificar los
píxeles de la imagen apropiadamente. La exactitud temática alcanzada por esta clasifica-
ción fue de 81.22%, indicando una confiabilidad de asignación correcta de píxeles a las
respectivas clases identificadas en la etapa de entrenamiento. Este valor se interpreta como
el 81.22% de la imagen está correctamente clasificada como se observa en la Figura 9; el
porcentaje restante, corresponde a los errores de clasificación que cometió el modelo de
red neuronal. La Tabla V muestra el desempeño de la red neuronal Fuzzy-Artmap en
cuanto resultados adecuados de clasificación entre las coberturas con problemas de píxeles
mezcla con clases de viveros e invernaderos y cultivos semiperennes [16] [19].
Elemento Ítems Valor
Numero de Bandas de Entrada 6 Bandas
Normalizadas
Numero de Clases a Extraer 6 (Seis)
Modelo de Red Neuronal Fuzzy-ARTMAP
Parámetros de Parámetro de Vigilancia 0.6
Entrenamiento Parámetro Alpha 0.0001
Tasa de Aprendizaje 0.3
Parámetro De Competencia -0.001
Épocas de Entrenamiento 1
Porcentaje Matriz de Confusión
(Muestras de Entrenamiento) 99.1%
Exactitud Temática 81.22%
Evaluación Índice Kappa 0.7721
Detallada Tiempo de Entrenamiento 0.2 seg.
Tiempo de Clasificación 2.0 seg.
Exactitud de Cultivos Semiperennes 100.00%
Productor Viveros e Invernaderos 66.00%
Exactitud de Cultivos Semiperennes 80.39%
Usuario Viveros e Invernaderos 89.41%
Tabla V. Parámetros de Entrenamiento
y Clasificación con Fuzzy-Artmap
Figura 8. Imagen clasificada con modelo Fuzzy-Artmap
con información espectral únicamente.
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Ítem Valor
Numero de Bandas de Entrada 3 Bandas
Normalizadas
Numero de Clases a Extraer 6 (Seis)
Modelo de Red Neuronal Fuzzy-Artmap
Parámetro de Vigilancia 0.6
Parámetro Alpha 0.0001
Tasa de Aprendizaje 0.3
Parámetro de Competencia -0.001
Épocas de Entrenamiento 1
Porcentaje Matriz de Confusión
(Muestras de Entrenamiento) 99.8%
Exactitud Temática 87.96%
Índice Kappa 0.8478
Tiempo de Entrenamiento 0.03 seg.
Tiempo de Clasificación 10.00 seg.
Cultivos Semiperennes 89.08%
Viveros e Invernaderos 96.18%
Cultivos Semiperennes 89.83%
Viveros e Invernaderos 82.35%
4.4. Clasificación con Fuzzy-Artmap adicionando información auxiliar
En este escenario, además de las 6 bandas espectrales de la imagen, se adicionaron 7
bandas consideradas de información auxiliar mencionadas en el numeral 4.2. Los valores
de los parámetros de entrenamiento en este caso se listan en la Tabla VI.
Elemento
Parámetros de
Entrenamiento
Evaluación
Detallada
Exactitud de
Productor
Exactitud
de Usuario
Tabla VI. Parámetros de Entrenamiento y Clasificación
con Información Auxiliar con Fuzzy-ARTMAP
Figura 9.Comportamiento de viveros e invernaderos
asignados a Clase 0 en Fuzzy-Artmap.
Se encontraron valores de 87.96% y 0.8478 en la exactitud temática e índice kappa, lo
que indica que al incluir esta información en el proceso de entrenamiento se mejora el
porcentaje de clasificación correcta [24]. Esta mejora en los resultados se ilustra en la
clasificación que se observa en la Figura 10.
5. Conclusiones
A partir de los resultados obtenidos en este estudio, se pueden establecer algunas
conclusiones acerca de la conveniencia de la aplicación de las redes neuronales Perceptron
Multicapa y Fuzzy-Artmap en la clasificación de cobertura del suelo utilizando imágenes
satelitales multi-espectrales.
En primer lugar se puede afirmar que la utilización de información de tipo auxiliar
derivada del procesamiento digital del imágenes de satélite ayudaron a mejorar la los
porcentajes de clasificación correcta.
Por otra parte, el tiempo computacional de la aplicación de la red Fuzzy-Artmap, con y
sin información auxiliar es muy bajo, los proceso de entrenamiento y de clasificación
toman alrededor de unos pocos segundos. Esta característica la hace competitiva con los
algoritmos tradicionales y con el Perceptron Multicapa, aunque los procesos de depura-
ción de datos que hay que llevar a cabo para su aplicación son complicados, ya que este
Figura 10. Imagen clasificada con modelo red neuronal
Fuzzy-Artmap más información auxiliar.
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algoritmo no se encuentra implementado en los programas de procesamiento digital de
imágenes más utilizados. Como conclusión final, los dos modelos de redes neuronales
aplicados en este estudio son clasificadores que ofrecen resultados de calidad adecuada
para procesos de clasificación de coberturas del suelo sobre imágenes de satélite multi-
espectrales, más aún cuando se utiliza la información de auxiliar mencionada en este
estudio.
5.1. Ventajas y desventajas
5.1.1. Comparación cuantitativa
A partir de los indicadores estadísticos de exactitud temática aplicados a las diferentes
clasificaciones generadas por los clasificadores neuronales Perceptron Multicapa y Fuzzy-
Artmap, se pueden realizar una serie de comparaciones desde el punto de vista cuantitativo
para estimar los mejores resultados de calidad según el algoritmo seleccionado. Para las
dos redes neuronales, la evaluación de las exactitudes de usuario y de productor dejó
evidencia de algunos inconvenientes que se tienen cuando las muestras no son idealmen-
te separables o presentan algún tipo de mezcla entre ellas.
La red neuronal Perceptron Multicapa alcanza un mejor resultado, pues obtiene un
95.10% de clasificación correcta en comparación con el modelo de red neuronal Fuzzy-
Artmap que obtuvo un 87.96%. Si se mira el índice kappa, la red neuronal Perceptron
Multicapa obtuvo un 93.54%, el cual es un valor adecuado y acorde a los resultados de la
exactitud temática. Por el contrario, el modelo de red neuronal Fuzzy-Artmap obtuvo un
valor por debajo del valor umbral, el cual fue de 84.77%.
5.1.2. Comparación cualitativa
Como cualidades de la red Perceptron Multicapa se destaca que supera inconvenientes
presentes en los clasificadores convencionales basados en estadísticas. Lo anterior dado
que descubre patrones directamente sobre el conjunto de datos de entrenamiento, sin
tener en cuenta ningún supuesto estadístico. Una desventaja de la red neuronal Perceptron
Multicapa es el costo computacional: aunque este modelo presentó los mejores resulta-
dos de indicadores de calidad temática, todo el proceso consumió un número alto de
iteraciones, lo que conllevó a un mayor consumo de tiempo.
Por su parte, la red neuronal Fuzzy-Artmap es un modelo de red neuronal que ofrece
resultados de calidad cuando se realiza proceso de clasificación con implementación de
información de tipo auxiliar [12]. Una desventaja de este modelo de red neuronal es su
limitada disponibilidad en herramientas tecnológicas, ya que no se encuentra implementado
en software especializados en procesamiento digital de imágenes de percepción remota.
Sobre este punto se resalta que la manipulación errónea en la preparación de los datos
para el software ClasserScript puede llevar a resultados inesperados.
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