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FIRM STRATEGY AND ECONOMIC EXPOSURE TO FOREIGN EXCHANGE RATE MOVEMENTS
This study examines the implications of differences in strategy and industry structure for firms' economic exposures to foreign exchange rate movements. Analysis of exchange rate data indicates previous empirical research using a single exchange rate proxy understates economic exposures. This study estimated firms' exposures using a multivariate model. The empirical evidence from U.S. manufacturing firms indicates that foreign direct investment reduces economic exposure to foreign exchange rate movements.
Economic exposure considers the sensitivity of the real value of a company to fluctuations in real foreign exchange rates (Adler & Dumas, 1984; Garner & Shapiro, 1984; Shapiro, 1992) . This focus on economic valuation contrasts with accounting-based transaction and translation exposures defined in terms of the book values of assets and liabilities denominated in foreign currencies. In a simple single-currency model, the economic exposure of an asset can be estimated from time series data as the coefficient computed by regressing shareholder returns on the percentage change in a foreign exchange rate (e.g., Booth & Rotenberg, 1990 ). Dufey's (1972) arguments for the conceptual superiority of economic exposure over accountingbased exposures are now widely accepted among finance scholars. Despite the conceptual appeal of economic exposure, empirical research estimating exposure coefficients has been quite limited.
Furthermore, due to methodological shortcomings in the previous research, it is difficult to reach definitive conclusions regarding corporate economic exposures to foreign exchange rate movements.
One key shortcoming in all of the previous empirical research on economic exposure is the use of a single proxy for foreign exchange rate movements. Booth and Rotenberg (1990) considered movements in the Canadian dollar relative to the U.S. dollar to the exclusion of all other foreign currencies that could affect the stock returns of Canadian companies. Studies by Amihud (1994) , Bodnar and Gentry (1993) , and Jorion (1990) used trade-weighted sums of major currencies as their foreign exchange proxies. In constructing their indices, Jorion (1990) and Bodnar and Gentry (1993) aggregated nominal exchange rates while Amihud (1994) used real exchange rates.
Given the volatility in many currencies' nominal exchange rates, trade-weighted sums of nominal currency rates are unlikely to be meaningful proxies for aggregate exchange rate movements. Weighted sums of nominal exchange rates including strong currencies (e.g., the Deutsche Mark) and hyperinflationary currencies (e.g., the Brazilian Cruzeiro) are not comparable over time. Despite the constant trade-based weights, differences in inflation rates effectively change over time the relative weights of the currencies in indices using nominal rates. Hence, trade-weighted sums of nominal exchange rates are poor proxies for exchange rates and are unlikely to provide meaningful exposure coefficient estimates.
Even using real exchange rates to construct an index is problematic. Such a methodology assumes additivity among real ra~es, thereby overlooking the divergent paths of real exchange rates over time. Not only may exchange rates be less than perfectly correlated, they may move in opposite directions. Hence, a single sum of positively-weighted real exchange rates may be inadequate to capture the variability in foreign exchange rates over time. Single currency or weighted-sum currency models of economic exposure may underestimate corporate exposures by omitting variables needed to capture the movements in currencies.
The possibility that multiple currencies may be relevant to explaining corporate returns to shareholders has not been explored in previous empirical research.
A second major shortcoming of the existing empirical research on economic exposure to foreign exchange movements has been the frequent focus on the exposure of aggregations of firms rather than firmspecific exposures. The units of analysis found in these studies are industries or portfolios of firms from various industries. Bodnar and Gentry (1993) compared two-digit SIC code industry portfolio returns for Canada, Japan, and the U.S. They found between 20 and 35 percent of industries had significant exchange rate exposures, with the proportion varying across the three countries. Amihud (1994) examined the exposure of a portfolio of thirty-two large U.S. exporting companies. He found no evidence for significant portfolio exposures when modeling contemporaneous or lagged effects of foreign exchange movements on portfolio returns.
The problem with studies examining the economic exposure of industries or multi-industry portfolios is that such aggregations of firms may mask important differences in firm-specific strategies and hedging practices affecting foreign exchange exposures. Not only may some firms have significant exposures while others do not, the signs of the significant exposures may vary, even within an industry. The implicit assumption in models aggregating firms at the industry level is that no heterogeneity exists within industries.
Studies by Jorion (1990) and Booth and Rotenberg (1990) are unique in examining firm-specific exposures, yet these studies so diverge in their findings that we can reach no conclusion regarding the extent to which corporations are exposed to foreign exchange rates. Jorion (1990) found just 15 of287 U.S. multinational firms had significant foreign exchange exposure coefficients (using a two-tailed test at the .05 level). In sharp contrast, Booth and Rotenberg (1990) reported two-thirds of their sample of 156 Canadian firms had significant exposures to movements in the Canadian dollar relative to the U.S. dollar (using a single-tail test at the .05 level).
This study sought to address the methodological shortcomings encountered in previous research examining corporate economic exposures to foreign exchange rates. Recognizing that heterogeneity in corporate~trategies may result in different exposures to foreign exchange rate movements, we adopted the firm as the relevant unit of analysis. Drawing from economics and strategy research, the study developed and tested a set of hypotheses linking foreign exchange exposure to firm-specific strategies and industry integration across borders.
In contrast to previous studies, this research offers evidence that single proxies do not adequately capture the variability in foreign exchange movements. Therefore, we present a multivariate model of corporate foreign exchange exposure. Estimated coefficients from the multivariate model provide the basis for testing the implications of strategy differences across firms for foreign exchange exposures.
THEORY AND HYPOTHESES
The hypotheses developed in this section relate foreign exchange exposure to corporate strategy and industry characteristics. We focus on three strategy dimensions hypothesized to affect corporate economic exposure to foreign exchange movements. The first two hypotheses contrast the effects on exposure of foreign market entry through exports and foreign direct investment. Distinguishing the exposure effects of these two international market entry modes contrasts with Iorion (1990) and Booth and Rotenberg (1990) who made no such distinction and simply looked at the effect of foreign sales intensity on foreign exchange exposure. The stated hypotheses suggest entry through exporting may have very different implications for foreign exchange exposure than entry through direct investment. The third hypothesis considers the implications of product differentiation on corporate exposures. The final hypothesis relates the extent of international product market integration to foreign exchange exposure.
• Using the traditional accounting concept of transaction exposure, exposure to foreign exchange movements increases with the proportion of export sales to total corporate sales. This is due to firms holding receivables denominated in foreign currencies. If the home country reference currency is the dollar, dollar appreciation results in a decreased value of receivables denominated in other currencies.
The relation of export sales intensity to economic exposure considers not only the value of receivables but also the effect of foreign exchange rate movements on future sales. It is widely expected that appreciation of the home country currency decreases the competitiveness of a firm in foreign export markets (Shapiro, 1975) . The cost disadvantage relative to import-substituting firms in export markets or firms based in countries with stable or declining real currency values should result in a reduction in export profits. Following similar reasoning, both Booth and Rotenberg (1990) and Jorion (1990) contended stock returns decrease when the home currency appreciates, and this exposure increases with the proportion of sales outside the home country.
While this contention represents the general consensus found in previous research on foreign exchange exposure, whether home currency appreciation has a positive or negative effect on the earnings of exporters remains an open question. This question turns on key assumptions regarding demand shifts and the behavior of competitors in response to foreign exchange rate movements (Luehrman, 1990 ). Luehrman (1991 presented evidence from the automobile and steel industries which generally did not support the contention that firms benefit from a depreciation of their home currency.
Our concern is not with whether the exposure of exporters to movements in their home currency is positive or negative. Rather, we consider the hypothesis:
HI: The proportion of exports to total sales increases foreign exchange exposure.
In contrast with this hypothesis regarding export-intensity, international strategy researchers have proposed that firms can reduce their exposures to uncertain environmental contingencies through participation in various country markets (Campa, 1994; Kogut, 1983; Kogut & Kulatilaka, 1994; Lessard & Lightstone, 1986; Lessard & Nohria, 1990 ). Since countries are at different stages in business or product life cycles, returns to subsidiary operations in different countries should be less than perfectly correlated, reducing the volatility of corporate profits relative to a firm operating in a single country. By itself,
• however, this risk reduction is unlikely to be a value-creating form of international diversification relative to international portfolio diversification by individual investors. Rather, the argument for shareholder value creation from having a presence in more than one country turns on the strategic options created by foreign direct investment. Having subsidiaries operating outside the home market may provide unique options unavailable to purely domestic firms for sourcing inputs and locating production, marketing, or other value chain activities (Dixit, 1989; Kester & Luehrman, 1989; Kogut, 1983; Kogut & Kulatilaka, 1994) . Khoury, Nickerson, and Sadanand (1991) developed a model in which exchange rate uncertainty induces firms to precommit to international markets in order to lead the industry in shifting production to low cost countries.
To the extent that such flexibility provides competitive advantage (and equity markets perceive the value of the strategic options associated with foreign direct investment), value is enhanced.
A further caveat in this argument is that shareholder value creation would not result if comparable financial market hedging products were available for lower transaction costs than purchasing strategic options. Hence, implicit in the argument for investment in strategic options is the contention that alternative financial market instruments are not available to fully hedge corporate exposures. This argument would seem to hold true for exposures to many input prices, competitive and product market contingencies, and technological changes. At first glance, it may appear difficult to imagine the purchase of strategic options having a lower transaction cost than the purchase of financial market hedging instruments for managing foreign exchange risk (e.g., currency forward and future contracts, options, and swaps). Nevertheless, financial markets for foreign exchange are incomplete. The terms for exercising currency options are generally much less than the duration of corporate economic exposures. Investment in a foreign subsidiary provides an option with a term as long as the duration of the subsidiary's operations. Hence, even in the presence of financial market currency hedging instruments, we should expect some further risk-reduction associated with establishing foreign subsidiaries.
Further support for the risk-reduction associated with multinational expansion is provided by the observation that corporations generally use financial market currency hedges only to manage short-term transaction exposures (Batten, Mellor, & Wan, 1993; Rawls & Smithson, 1990) . While these instruments may also be used to manage translation exposure, this is not a widespread practice. Only a few large • • multinationals have implemented economic exposure assessment and management using financial market instruments (Kohn. 1990; Lewent & Kearney. 1990 ).
Viewing foreign direct investment as creating options for sourcing. production. and sales motivates the following hypothesis:
H2: The proportion of foreign assets to total assets decreases foreign exchange exposure.
Apart from the arguments relating the extent of foreign market involvement to foreign exchange exposure. other strategy components may influence a firm's foreign exchange exposure. Porter (1990) argued firms engaging in differentiation strategies have more sustainable competitive advantage than cost leaders under conditions of currency volatility. Product differentiation through investments in "higherõ rder" advantages (e.g.• proprietary technology. unique product characteristics. or brand reputation) strengthen the firm's capability to pass through to customers changes in costs due to currency movements.
Passing on cost increases to customers will not be feasible using a cost leadership strategy in the presence of competing firms with lower cost sourcing opportunities. The ability to pass through currency rate fluctuations to customers depends on the price elasticity of customer demand. which. in tum. depends on the degree of product differentiation (Sundaram & Mishra. 1991; Shapiro. 1992: 231) .
While economists acknowledge the empirical question of the extent of currency pass-through. their empirical research has looked at the industry rather than the firm as the unit of analysis (e.g., Ceglowski. 1989; Knetter. 1989; Krugman. 1987; Mann. 1986 ). As such. the economics literature does not explicitly consider differences within industries in firms' abilities to pass through to customers changes in costs due to exchange rate movements. Froot and Klemperer (1989) developed a model in which exporters seek to increase margins rather than market share when the importing country currency appreciates. As they explain. trading off future market share for a current margin increase enhances the value of the firm only if consumers experience switching costs or are loyal to a particular brand based on its perceived differentiated characteristics. Following Porter (1990) . we hypothesize that differentiation strategies result in more sustainable competitive advantage in the presence of foreign exchange rate movements.
One indicator of firm-specific investment in higher-order advantages is the intensity of investment in research and development (Shapiro, 1992: 256) . R&D intensity serves as a proxy for the development of underlying resources which, directly or indirectly, support distinctive products and processes. Such resources may generate sustainable rents if ex post limits on imitability exist (e.g., Lippman & Rumelt, 1982; Peteraf, 1993) . To the extent that ex post limits on competition and imperfect resource mobility yield sustainable rents, the firm is in a better position to maintain margin and volume stability in the face of real exchange rate movements. Hence, H3: R&D-intensity decreases foreign exchange exposure.
Even firms with sales exclusively in their domestic market may experience economic exposure to foreign exchange rate movements due to the use of imported inputs or competition with imported goods in their industry (Hodder, 1982; Jacque, 1978: ch. 6; Shapiro, 1992: ch. 11) . Opportunities for market crosssubsidization by multinational corporations operating in the same country may also hurt a purely domestic firm's competitive position when real exchange rates move. Hence, in assessing the economic exposure of a firm, it is necessary to assess not only the extent to which the firm sells its products in international markets, but also the extent to which intercountry rivalry impacts the industry. The extent of international market segmentation or integration in either input or output markets affects the economic exposure of firms in an industry (Flood & Lessard, 1986) . The extent of global market integration affects the proportion of product market cash flows nondomestic firms can contest (Luehrman, 1991) .
Due to the lack of a good proxy for international integration of input markets, this study focused on integration of product markets. Industry average foreign sales to total sales was used as a proxy for the extent of international market integration. Foreign sales captures both parent export sales and sales by foreign subsidiaries of multinational corporations. A justification for using this measure is provided by Kobrin (1991) who reported a significant positive correlation (0.617, p < .01) between his measure of industry integration (reflecting intrafirm trade as a proportion of foreign sales) and the percentage of total industry sales generated abroad (through parent exports and affiliate sales). George and Schroth (1991) proposed that exposure to foreign exchange rates is positively related to the ratio of foreign sales to total sales in an industry. Our specific hypothesis regarding international product market integration is: H4: The industry average proportion of foreign sales to total sales increases foreign exchange exposure.
ESTIMATION OF CORPORATE FOREIGN EXCHANGE EXPOSURES Analysis of Exchange Rate Data
In order to test the four hypotheses, it was first necessary to address the estimation of corporate foreign exchange exposures. As noted earlier, one questionable assumption in previous economic exposure estimates is that a single proxy can be used to capture the variability in major foreign exchange rates. We generated a correlation matrix from time series data on major currencies and used factor analysis to determine the appropriateness of using a single currency or weighted sum of exchange rate values in estimating foreign exchange exposure. In order to determine the most pertinent exchange rates to be used in the analysis, aggregate U.S. export-import activity was calculated from 1992 OECD trade data to reveal the most significant U.S. trading partners on a bilateral basis (OECD, 1993) . Table 1 presents the percentage of aggregate trade (merchandise exports plus imports) for the major U.S. trading partners. The table includes the 15 major U.S. trading partners accounting for at least 1.5% of total trade. ******************** Put Table 1 here ******************** Correlations among the currencies were computed using six years (1987) (1988) (1989) (1990) (1991) (1992) of monthly data on the dollar price of the twelve currencies as reported in the International Monetary Fund's International Financial Statistics CD-ROM package. The dollar price of a given foreign currency was obtained by taking the reciprocal of the foreign-denominated price of the dollar as reported in the J.ES files. As indicated in the appendix (point 1), each foreign exchange rate was expressed as the real dollar value of the currency by adjusting for the monthly consumer price index in the foreign country relative to that of the U.S.. Monthly price level data were also obtained from the IES. package. Due to missing currency and/or price data, Taiwan, China, and Saudi Arabia were excluded from the computed correlations and factor analysis. The remaining twelve countries accounted for 67.13 percent of total U.S. trade activity in 1992. Table 2 presents the correlations among the currencies using six years (1987) (1988) (1989) (1990) (1991) (1992) of monthly data. The table indicates the presence of both positive and negative significant exchange rate correlations. ******************** Put Table 2 here ******************** Table 3 indicates the principal components factor analysis results for the six years of monthly real exchange rate data. Orthogonal varimax rotation generated the reported results. Loadings are indicated for the two factors with eigenvalues greater than 1.0. Bold print indicates those loadings greater than 0.60.
The reported eigenvalues and percent of variance figures pertain to the rotated factor solution. A similar two-factor solution was also obtained for the each of the three two-year (n = 24) subperiods in the 1987-1992 data, indicating factor stability over the sample period. ******************** Put Table 3 here ******************** The factor structure indicates at least two exchange rate proxies should be included when modeling the economic exposure of U.S. firms. The high loadings for Belgium, France, Germany, Italy, Netherlands, and the U.K. indicate a common factor for those currencies included in the European Exchange Rate Mechanism (ERM). The remaining currencies, with the exception of Japan, have high loadings on the second factor. The low communality for the Japanese yen, just 0.242, indicates low correlations between the yen and the two common factors. Communalities for the other currencies range from 0.794 to 0.985.
The two factors capture 83.8% of the variance in the data.
The correlation and factor analysis results do not support the assumption found in previous research on economic exposure that a single proxy can be used to capture exchange rate variability. Neither a single currency nor a single weighted sum of currencies adequately captures the variability in the exchange rate data. The correlation matrix shows that while movements in the real dollar prices of the currencies are generally positively correlated, several exchange rates exhibit significant negative correlations. Constructing a single proxy based on a positively-weighted sum of currencies overlooks the low or negative correlations among exchange rates. Since aggregating currencies into a single proxy is not meaningful (particularly when nominal exchange rates are used), we would assume that previous research using such proxies underestimated the impact of foreign exchange rate movements on shareholder returns.
Economic Exposure Measurement Methodology
As noted at the outset of this paper, the concept of economic exposure refers to movements in the real market value of a firm in response to real foreign exchange movements. If we let Vet) be the real value of the firm in period t and X(t) be a (k x 1) vector of real exchange rates, we can express the vector of exposure coefficients~using the linear model:
Time series estimation of the relation expressed in equation (1) is, however, problematic. Shifts in the size of the firm over time may not reflect shareholder wealth creation. For example, dividend payments reduce firm value. Public offerings of new shares of stock increase the total market value of the firm but will only change the value of previously outstanding shares if the newly raised capital is invested in projects earning a rate of return which differs from the cost of capital. These observations indicate that using the total market value of equity as the dependent variable does not result in estimable exposure coefficients using time series data from a single firm if new shares are issued or dividends paid. For similar reasons, the use of total firm value precludes cross sectional comparison of exposure coefficients.
For estimation purposes, it is useful to specify firm value as a nonlinear function of k exchange rates: k (2) Vet) ::: TIpoXi(t)13 i E (t). i:::l This equation can be rewritten in the log linear form:
Taking the derivative of equation (3) with respect to t, we have:
where the error term, 11(t) = [de (t)/dt]/£ (t). The coefficients in this equation can be interpreted as the elasticities of firm value with respect to each of the independent variables (Glaister, 1978: 117-118) conditional on all other variables in the model.
Using discrete data, we can express the equation (4) relations in terms of the rates of change of each of the variables:
where Ry(t) is the rate of return to shareholders in period t to shareholders for a specific firm and Ri is the rate of change of Xi' Unlike equation (1), equation (5) Based on the factor analysis results, two currencies were chosen for inclusion in the model of firm economic exposure to foreign exchange rate movements. The criteria for selecting currencies were to choose the currencies of the largest U.S. trading partners and to choose one currency from each of the two distinct factors reported in Table 3 . On this basis, the Canadian dollar and Deutsche mark were chosen.
Since the communality for the Japanese yen was small, in addition to estimating a model using just two currencies, we also estimated a three currency model including the yen in addition to the Canadian dollar and Deutsche mark. The two models were:
R/t) =~Oj +~ljRDM(t) +~2jRC$(t) +~3jR¥(t) + £jCt)
where R/t) is the stock return for firmj in period t, RDM(t), RC$(t), and R¥(t) are the percentage changes in the real values of the Deutsche mark, Canadian dollar, and Japanese yen, respectively, and ej(t) is the normally distributed error term with mean zero. Oxelheim and Wihlborg (1987) argued that since other macroeconomic variables are correlated with exchange rate movements, failure to include them in an exposure model could result in unwarranted conclusions regarding the proportion of the variance in stock returns attributable to foreign currency movements. Hence, in addition to estimating the two exposure models using only the percentage changes in currency rates as independent variables, we also considered a macroeconomic model of corporate exposure which controlled for percentage changes in interest rates and returns to the overall stock market. The estimated two and three currency models of economic exposure were:
where Rm(t) is a value-weighted market portfolio return in month t and Rr(t) is the percentage change in the U.S. prime interest rate.
The approach taken here is consistent with previous research on interest rate exposure of stock returns. Flannery and James (1984) and Sweeney and Warga (1986) controlled for movements in market returns in determining the interest rate sensitivity of stock returns. Research on foreign exchange exposure estimation has included model specifications both without (Both & Rotenberg, 1990 ) and with a stock market return control variable (Amihud, 1994; Bodnar & Gentry, 1993) . Jorion (1990) estimated models of foreign exchange rate sensitivity both with and without a control for stock market returns.
For equations (6) through (9) economic exposure to foreign exchange rate movements is indicated by rejection of the hypothesis that the foreign exchange rate coefficients in the model are all equal to zero.
Hence, the appropriate test for aggregate economic exposure to foreign exchange rate movements is an F test rather than t tests for the effects of each of the individual currencies (Kmenta, 1986: 248) . For models (8) and (9) the F test measures the impact of exchange rate fluctuations while controlling for market portfolio returns and interest rate changes. As such, the F tests using the macroeconomic models provide . more conservative tests for the significance of economic exposure to foreign exchange rate movements than do the models (6 and 7) excluding market return and interest rate variables.
Nominal monthly holding period stock returns were obtained from the Center for Research in Security Prices (CRSP) data files. Holding period returns were obtained for all manufacturing firms--SIC codes in the range 3000-3999. Firms which had any missing returns for the five-year period [1988] [1989] [1990] [1991] [1992] were omitted from the dataset, providing a total of 249 firms. As explained in the appendix (point 2), changes in the U.S. consumer price index (from IFS) were used to convert nominal stock returns to real returns.
The CRSP data files provided value-weighted market portfolio returns, which include all distributions and exclude American Depository Receipts (ADRs). U.S. consumer price levels obtained from the IES. package were used to deflate the monthly value-weighted market portfolio returns to real returns (see appendix point 2).
The lES. package also provided the monthly U.S. prime interest rate data. The nominal U.S. prime interest rate was converted to its real counterpart, with the percentage change in the real U.S. prime interest rate being the regressor used in estimating equations (8) and (9) (see appendix point 3).
Economic Exposure Measurement Results
Ordinary least squares regression was used to estimate models (6) through (9). Table 4 indicates the percentage of firms with significant (p < .05; p < .10) exposures to foreign exchange rates for each model. For models (8) and (9), the percentage of firms with significant exposures to the market return and interest rate are also indicated. Since the models were estimated using time series data, error terms may exhibit autocorrelation. Table 4 ******************** Put Table 4 here ******************** Table 4 indicates that roughly ten percent of firms are exposed to foreign exchange movements at the five percent significance level and twenty percent of the sample is exposed to foreign exchange movements at the ten percent significance level. The proportion of firms exposed to foreign exchange rate movements is generally consistent across the four models. While the proportion of firms with significant foreign exchange exposure is slightly less than the proportion exposed to interest rate movements using the .05 criterion, the proportions are comparable at the .10 significance level.
These results contrast with those of previous research assessing exchange rate exposure. As noted earlier, lorion (1990) Given these shortcomings, it is not surprising that lorion reported just 5% of the firms had significant exposure at the .05 level--providing no evidence of a systematic relation between exchange rate movements and shareholder returns.
While Booth and Rotenberg (1990) did not include controls for market returns or interest rate changes in their model of foreign exchange rate exposure, the results presented in Table 4 indicate that the exclusion of macroeconomic control variables does not reconcile our findings with theirs. They speculated that the high proportion (67%) of significant negative exposures of Canadian firms to movements in the nominal spot Canadian dollar price of the U.S. dollar may be due to widespread reliance on U.S. dollar-denominated debt financing. Hence, their sample may not be comparable with our sample of U.S. manufacturing firms.
TESTS OF HYPOTHESES Regression Model
The four hypotheses concerning strategy and industry influences on economic exposure were tested using cross-sectional Ordinary Least Squares regression. We estimated four different regression equations differing only in their dependent variables. The four dependent variables, Fi (i == 6•...•9). were the F-values of the multivariate tests for the significance of the foreign exchange rate coefficients in the four economic exposure models presented earlier (equations 6 through 9).1 The model took the form:
Estimates of the model coefficients ('Yl through 'Y4) provide tests for hypotheses 1 through 4 discussed earlier. EXP represents the firm's exports to total sales. FDI is the finn's identifiable foreign assets divided by total assets. R&D indicates the firm's R&D expenditures to total sales. Each of these variables was computed as the average for the five-year period 1988-1992. IND is the average foreign sales to total sales for the industry at the two-digit SIC code level. IND was calculated by first determining the average foreign sales to total sales for each firm for the period 1988-1992, and then taking the average for all firms in a given two-digit SIC code based on a combined dataset of 211 firms. Each two-digit SIC code contained at least six firms in this data set. The Compustat CD-ROM package provided data on total and foreign assets, total and foreign sales. exports, and R&D expenditures.
The choice of dependent variable in the regression models contrasts with that of previous research.
Previous studies (Bodnar & Gentry, 1993; Booth & Rotenberg, 1990; lorion, 1990) sought to explain the sign of firms' exposure coefficients rather than their magnitude. Such an approach makes unwarranted assumptions about the generalizability of the sign of exposure coefficients across firms. For example, no general relation should exist between the ratio of foreign assets to total assets and the sign of the foreign exchange exposure coefficient if some firms use their subsidiaries to access inputs while others use them as sales branches. However, if the option theory argument holds, we may observe a reduction in the absolute value of the exposure in either case. Similarly, R&D intensity may reduce the absolute value of the exposure coefficients without reversing their signs. Following this reasoning, our approach looked at the magnitude of exposures (as reflected in multivariate F statistics) and avoided unwarranted assumptions regarding the direction of exposures.
Due to missing data, the final combined data set contained complete data for 80 manufacturing firms. The 80 firms generally had a slightly lower percentage of firms with significant foreign exchange rate exposures than the full 249-firm sample. At a five percent significance level, 8.8 percent were exposed for equation (6), 6.3 percent for equation (7), 8.8 percent for equation (8), and 11.3 percent for equation (9). Table 5 presents descriptive statistics and a correlation matrix for the regression variables. For the period 1988-1992 the mean level of export activity was 11.8 percent of total sales, the average firm committed 20.1 percent of its assets to foreign operations, and the mean ratio of R&D to total sales was 4.3 percent. Industry foreign sales intensity, an indicator of the extent of global industry integration, ranged from less than 10 percent to over 30 percent among the two-digit SIC manufacturing industries. Consistent with theories of the MNE as agents for technology transfer, R&D intensity was positively correlated with industry foreign sales intensity. The bivariate correlations support the hypothesized negative relation between FDI-intensity and exposure to foreign exchange rates.
Results
******************** Put Table 5 here ******************** Diagnostics from initial estimates of the four regression models indicated a small number of outlier observations. Outliers with studentized residuals exceeding 2.0 were eliminated. Table 6 provides the results for the four regression models after eliminating outliers.
******************** Put Table 6 here ********************
The results proved quite consistent using the four alternative proxies for corporate economic exposure to foreign exchange rates. The most substantive finding was the significant negative coefficient for FDI. This finding supports the hypothesis (H2) that foreign market participation through direct investment reduces firms' exposures to exchange rate movements.
No support was found for the other three hypotheses. For the sample data the export-intensity and R&D-intensity strategy variables did not exhibit significant relations with economic exposure to foreign exchange rates. Contrary to the contention found in previous research, export-intensity does not increase foreign exchange exposure. R&D intensity, a proxy for differentiation-based generic competitive strategies, does not reduce foreign exchange exposure. It therefore appears that investments in R&D-based "higherorder" advantages do not necessarily enhance firms' abilities to shield themselves from exchange rate fluctuations. This result is not congruent with Porter's (1990) assertion that differentiation strategies provide greater sustainable competitive advantage relative to cost leadership strategies in the presence of foreign exchange rate volatility.
The proxy for industry integration, industry average ratio of foreign sales to total sales, had insignificant and contradictory signs across the four models. Using this proxy for international product market integration, there is no evidence for the contention that intercountry rivalry at the industry level increases firms' economic exposures to foreign exchange rate movements.
DISCUSSION
A primary contribution of this study was the attention given to appropriate model specification in estimating economic exposure to foreign exchange rate movements. Unlike previous research, this study challenged the appropriateness of using a single currency or a weighted sum of currencies as a proxy for foreign exchange rates. The factor analysis results indicated the use of two or three currencies would capture much of the variance in the exchange rates of major U.S. trading partners.
Using a multivariate model to estimate exchange rate exposure coefficients, the results indicated roughly 20 percent of manufacturing firms had significant economic exposures to foreign exchange movements at the .10 significance level, and roughly 10 percent had significant exposures at the .05 level.
The inclusion or exclusion of macroeconomic control variables did not materially alter the proportion of "exposed" firms. These findings indicate current financial and strategic hedging practices do not eliminate economic exposures to foreign exchange rate movements for many U.S. firms. These results contrast with lorion's (1990) finding that the proportion of U.S. multinational firms with significant exposures at the .05 level was just 5.23 percent--indicating no systematic relation between exchange rate movements and shareholder returns. Jorion's use of a weighted sum of nominal exchange rates is not easily interpreted and results in underestimating the actual proportion of firms with significant economic exposure.
The most prominent result regarding the impacts of firm strategy and industry structure on economic exposure was the significant negative effect of foreign direct investment. This finding supports the proposition that a multinational presence offers strategic options unavailable to purely domestic firms (Campa, 1994; Kogut, 1983; Kogut & Kulatilaka, 1994; Lessard & Lightstone, 1986; Lessard & Nohria, 1990) . The empirical results suggest that international strategic options for sourcing inputs and locating manufacturing, marketing, and other activities reduce the volatility of shareholder returns.
Previous research on economic exposure has not considered the possible contrasting effects associated with direct investment and exports as alternative foreign market entry strategies. Whereas FDI had a significant negative effect on foreign exchange exposure, export-intensity did not significantly impact exposures. The contrasting effects of FDI and exports reveals that economic exposure is sensitive to the choice between these two foreign market entry modes.
The insignificance of our proxy for product differentiation--R&D intensity--indicates firms'
investments in "higher-order advantages" (Porter, 1990) provides no reduction in the risk associated with exchange rate fluctuations. In order to capture the influence of marketing-based product differentiation, we also proxied differentiation using advertising intensity. Our results (not reported here) indicated that the advertising intensity variable was similarly insignificant in all four models. Future work might employ more sophisticated proxies which directly measure switching costs and rivals' opportunities for imitation to examine if currency pass-through opportunities are shaped by firm-specific advantages.
Apart from the conclusions regarding the effects of firms' strategies, the empirical results also suggest that the extent to which product markets are integrated across national borders has no significant impact on manufacturing firms' exposures to foreign exchange rate movements. This study examined the effects of industry integration at the product market level. Future research might investigate the role of industry integration in input markets and consider alternative proxies for cross-border product market integration.
The results discussed above pertain to the economic exposures of manufacturing enterprises during the period 1988-1992. The focus on manufacturing finns leaves open the question of the extent to which this study's findings generalize to other industries. Future research might explore whether the hypotheses developed here apply in other industries (e.g., services) and the extent to which our empirical results hold for non-manufacturing firms.
It should also be emphasized that our model provides a cross-sectional assessment of the impact of firm-specific strategy variables and industry integration on economic exposure. An important extension of this research would be to examine changes in firms' exposures over time using a longitudinal research design. In addition to looking at how changes in strategy affect economic exposures, such a study could also look at the reverse relationship, namely, how finns' respond to economic exposures. Possible responses might include changes in financial hedging policies as well as strategic actions.
ENDNOTES
'We also considered estimating the model using a cross-sectional binary logit mode, where the response obtains a value of one if the F-test for the economic exposure model (equations 6 through 9) is significant and zero otherwise. Because of the small number of exposed firms, the logit results were not robust to the choice among the four economic exposure models nor between the .05 and .10 levels for determining whether the F values were significant. By contrast, the coefficient signs and magnitudes were quite stable using the OLS regression model treating the F values as continuous variables. t p <.10 * P < .05 ** p< .01 *** P < .001
