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Introduction
We study an analogue to unique factorization domains. In a domain R, we consider the
following concepts.
Definitions.
(i) Let b be a nonzero non-unit element of R. We will say b is a pseudo-irreducible
element if it is impossible to factor b as b = cd with c and d comaximal (i.e.,
(c, d)= R) non-units.
(ii) Let b be a nonzero non-unit element of R. We will call b = b1b2 · · ·bm a complete
comaximal factorization of b if the bi are pairwise comaximal pseudo-irreducible
elements.
(iii) We will call R a comaximal factorization domain (CFD) if any nonzero non-unit
element b of R has a complete comaximal factorization.
(iv) We will call R a unique comaximal factorization domain (UCFD) if R is a CFD
in which complete comaximal factorizations are unique (up to order and units, of
course).
The main result of Section 1 (Theorem 1.7) is that R is a UCFD if and only if
R is a CFD in which every 2-generated invertible ideal is principal. In Section 2, we
prove that the polynomial domain R[X] is a UCFD if and only if R is a semi-normal
UCFD. Section 3 shows the class of UCFD’s is fairly large by showing they are easily
produced via pullbacks. Section 4 gives an example of a UCFD in which there is a non-
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Section 5 studies an ideal-theoretic version of comaximal factorizations, extending a result
of E. Noether. Throughout this work, R is a commutative domain, except in Section 5
where R will be a commutative ring.
1. Unique comaximal factorization domains
We begin with a lemma showing that CFD’s are common.
Lemma 1.1.
(i) If every nonzero non-unit element of R has only finitely many prime ideals minimal
over it, then R is a CFD.
(ii) If every nonzero non-unit element is contained in only finitely many maximal ideals
then R is a CFD.
(iii) If R is Noetherian, then R is a CFD.
Proof. Suppose the hypothesis of (i) holds, and for any nonzero non-unit element a
of R, let min(a) be the nonempty finite set of prime ideals minimal over a. Suppose R
is not a CFD. Then there is a nonzero non-unit element a of R which does not have
a complete comaximal factorization. Among all such a, consider one such that the size
of min(a) is minimal. If a cannot be factored into two comaximal non-units, then a is a
complete comaximal factorization of itself, a contradiction. Thus write a = bc with b and c
comaximal non-units. The comaximality of b and c shows that min(a) is the disjoint union
of min(b) and min(c). As b and c are non-units, both these latter sets are nonempty, and
so both are proper subsets of min(a), and hence are both smaller than min(a). Therefore,
both b and c have complete comaximal factorizations, and their concatenation forms a
complete comaximal factorization of a, again giving a contradiction. The proof of (ii) is
similar. Finally, (iii) follows from (i). 
Aside from Lemma 1.1, we will not concern ourselves with the existence of CFD’s, but
will only be concerned when a given CFD is in fact a UCFD. The following concept is a
major tool in that endeavor.
Definition. A nonzero ideal I of R is called an S-ideal if there are elements a and c such
that I = (a, c)= (a2, c).
Lemma 1.2. Let a and c be in R. The following are equivalent.
(i) (a, c)= (a2, c).
(ii) There is an element b with (a, b)= R and with c dividing ab.
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Conversely, if (ii) holds, then a ∈ aR = a(a, b) = (a2, ab) ⊆ (a2, c). Thus (a, c) =
(a2, c). 
Definition. Let c be a nonzero non-unit element of R. We say c is a pseudo-prime element
if for every pair of elements a and b in R, if c divides ab and if (a, b) = R, then either c
divides a or c divides b.
Lemma 1.3. Concerning the following three statements, (i) implies (ii) and (ii) implies
(iii).
(i) Every S-ideal of R is principal.
(ii) Every pseudo-irreducible element of R is a pseudo-prime element.
(iii) If x1x2 · · ·xn = y1y2 · · ·ym are two complete comaximal factorizations of some
element of R, then these factorizations are identical up to order and units.
Proof. (i) ⇒ (ii). Suppose (i) holds. Let c be pseudo-irreducible and suppose c divides
ab, with (a, b) = R. By Lemma 1.2, (a, c) = (a2, c). As c = 0, (a, c) is an S-ideal. By
symmetry, (b, c) is also an S-ideal. By (i), we may write (a, c) = (x) and (b, c)= (y). As
(a, b) = R, (x) and (y) are comaximal, so that (c) ⊆ (x) ∩ (y) = (x)(y) ⊆ (c) (using c
divides ab). Thus c equals a unit times xy . As c is pseudo-irreducible, we must have that
one of x or y is a unit, so that c is comaximal to one of a or b. Since c divides ab and is
comaximal to one of them, it divides the other.
(ii) ⇒ (iii). Suppose (ii) holds, and let x1x2 · · ·xn = y1y2 · · ·ym be two complete
comaximal factorizations of some element of R. By (ii), x1 divides some yj with 1 
j  m. Re-ordering, we may assume x1 divides y1. By symmetry, y1 divides some xi
with 1  i  n. As x1 divides y1, which in turn divides xi , we see that x1 and xi are not
comaximal. It follows that i must equal 1. We now see that x1 and y1 differ by a unit.
Cancellation and induction now show that (iii) holds. 
Lemma 1.4. Suppose I = (e, c) = (e2, c). Then there are elements a, b, and d such that
I = (a, c)= (a2, c), (a, b)= R = (c, d), and ab = cd .
Proof. Let a = e + cz with z to be determined, and note that I = (a, c) = (a2, c). Write
e = e2r + cs, and let b = 1 − ar . Clearly (a, b) = R, and ab = a − a2r = cd where
d = s + z − 2erz − rcz2. We will now select z so as to make (c, d) = R. Note that
d ≡ s+z(1−2er)modc. As er = (er)2 +csr ≡ (er)2 modc, we see (1−2er)2 ≡ 1 modc.
Specifying z = (1 − s)(1 − 2er), we see d ≡ 1 modc, and it follows that (c, d)= R. 
Lemma 1.5.
(a) S-ideals are invertible.
(b) Any 2-generated invertible ideal is isomorphic to an S-ideal.
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Otherwise, write a = a2r + cd , and note that I (a, d) = (a, c)(a, d)= (a).
(b) If J = (x, y) is invertible, then there exist χ,ψ ∈ J−1 with χx + ψy = 1. We may
assume χ = 0. As χx = (χx)2 + ψx(χy), we see that χJ = (χx,χy) = ((χx)2, χy) is
an S-ideal. 
Lemma 1.6. Suppose (x, y) = R. For c ∈ R, (xy, c)= (x, c)(y, c).
Proof. Clearly (x, c)(y, c)⊆ (xy, c). Since (x, c) and (y, c), are comaximal, c ∈ (x, c)∩
(y, c)= (x, c)(y, c), and the lemma follows. 
Theorem 1.7. Let R be a CFD. The following are equivalent.
(a) R is a UCFD.
(b) Every pseudo-irreducible element is a pseudo-prime element.
(c) Every 2-generated invertible ideal is principal.
(d) Every S-ideal is principal.
Proof. (d) ⇔ (c). This follows from Lemma 1.5.
(d) ⇒ (b) ⇒ (a). This is given by Lemma 1.3 and the fact that R is a CFD.
(a) ⇒ (d). Suppose R is a UCFD and let I be an S-ideal. By Lemma 1.4, there are
elements a, b, c and d , with I = (a, c), with ab = cd , and with (a, b) = R = (c, d). If a
or c is zero or a unit, then I is principal, and we are done. If b or d is zero, then a or c is a
unit, and we are done. If either b or d is a unit, then either c divides a or a divides c, and
we are done. Thus assume a, b, c, and d are nonzero non-units. Let a =∏ai , b =∏bj ,
c =∏ch, and d =∏dk be the complete comaximal factorizations of these elements. Since
(
∏
ai)(
∏
bj ) and (
∏
ch)(
∏
dk) are both complete comaximal factorizations of ab = cd ,
we see each ai either divides c or divides d (and is comaximal to c). By Lemma 1.6,
I =∏(ai, c), and each factor in this product equals either (ai) or R. 
Remark. The equivalence of (a) and (b) in Theorem 1.7 is our analogue of the well known
fact that R is a UFD if and only if every nonzero non-unit element of R is a product of
irreducible elements (i.e., R is atomic), and every irreducible element is prime. Of course,
CFD’s are our analogue of atomic domains.
Corollary 1.8. A UFD is an UCFD.
Proof. Lemma 1.1(i) shows R is a CFD. As every invertible ideal of R is principal,
Theorem 1.7 shows R is a UCFD. 
Corollary 1.9. Let R be a Prüfer domain which is a CFD. Then R is a UCFD if and only
if R is a Bezout domain.
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particular, every 2-generated invertible ideal is principal, and so Theorem 1.7 shows R
is a UCFD.
Conversely, suppose R is a UCFD. Consider a finitely generated ideal I = (a1, a2, a3,
. . . , an). We must show I is principal. Now (a1, a2) is a finitely generated ideal in a Prüfer
domain, and so is invertible. Being a 2-generated invertible ideal in a UCFD, it is principal.
Therefore the two generators a1 and a2 can be replaced by a single generator. Iteration
shows I is principal. 
Corollary 1.10. Suppose every nonzero ideal of R is contained in only finitely many
maximal ideals ( for instance, if R is a 1-dimensional Noetherian domain). Then R is a
UCFD if and only if every invertible ideal is principal. In particular, a domain with only
finitely many maximal ideals is a UCFD.
Proof. Let m specR be the set of maximal ideals of R with the standard spec topology. The
hypothesis implies that the closed sets are the whole space together with all finite subsets.
By the Forster–Swan theorem [8, Theorem 1], every invertible ideal of R is 2-generated.
Since Lemma 1.1(ii) tells us R is a CFD, the stated equivalence follows from Theorem 1.7.
The final statement is now immediate from the well known fact that in a domain with only
finitely many maximal ideals, all invertible ideals are principal. 
In Section 4, we give an example of a UCFD having a non-principal invertible ideal.
For further results related to S-ideals, we refer the reader to [5].
2. Polynomial rings
In this section we explore when a polynomial ring over R is a UCFD. R continues to be
a domain.
Definition. We will say R is a bounded CFD if R is a CFD in which for every nonzero
non-unit element b of R, there is an upper bound to the lengths of all complete comaximal
factorizations of b.
Lemma 2.1. Let R be a bounded CFD. Then R[X] is a bounded CFD.
Proof. As R is a bounded CFD, for a nonzero non-unit element b let L(b) be the least
upper bound of the lengths of all complete comaximal factorizations of b. Also let L(b) = 0
when b = 0 or b is a unit.
Let g(X) be a nonzero non-unit element of R[X]. We claim that if L(g(0)) = 0 and
if g(X) = ch(X) with c ∈ R and with (c,h(X)) = R[X], then c must be a unit. (Clearly
c = 0.) Since g(0) = ch(0), we see that the claim is true if g(0) is a unit. On the other
hand, if g(0) = 0, then h(0) = 0. Since (c,h(0))= R, we again see that c is a unit.
We now claim that for any nonzero non-unit g(x) ∈ R[X], the length of any comaximal
factorization of g(X) does not exceed degg(X) + L(g(0)). This will show that R[X] is a
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assure there is one of maximal length, and that one will be complete.
Consider a complete comaximal factorization g(X) = d1d2 · · ·drk1(X)k2(X) · · ·ks(X)
where the di are constant (non-unit) factors and the kj (X) are nonconstant factors.
Obviously s  degg(X), and so it will suffice to show r  L(g(0)). Letting k(X) =∏
kj (X) and d =∏di (or d = 1 if r = 0), we have g(X) = dk(X). Suppose L(g(0)) = 0.
The first claim shows that d is a unit. Since any di which exist are non-units, we must have
r = 0 = L(g(0)). Next, suppose L(g(0)) > 0. As g(0) = dk(0), and (d, k(0))= R, we see
L(g(0)) L(d) + L(k(0)). Since d1d2 · · ·dr is a complete comaximal factorization of d ,
we have r  L(d) L(g(0)), as desired. 
Lemma 2.2. Let R ⊆ T be domains. Suppose there are elements α, β , δ and ρ in T such
that αβ = 0, δρ, αδ, and βρ are all in R. Furthermore, suppose αδ and βρ are comaximal
in R. Finally, suppose no associate of α in T lies in R. Then R is not a UCFD.
Proof. As (αδ,βρ)R = R, and as αβ divides (αδ)(βρ) in R, Lemma 1.2 shows I =
(αδ,αβ)R is an S-ideal. We now show I is not principal. Suppose to the contrary that
x ∈ R with I = xR. Then xT = IT = (αT )((δ,β)T ). We claim (δ,β)T = T . If not, then
there is a maximal ideal N of T containing both δ and β . Thus N ∩ R contains both αδ
and βρ, contradicting that these two elements are comaximal in R. The claim now shows
xT = αT . Thus x and α are associates in T , contradicting the hypothesis. Since I is now
seen to be a non-principal S-ideal of R, Theorem 1.7 shows that R is not a UCFD. 
Theorem 2.3. Let X1,X2, . . . ,Xn (n  1) be indeterminates over R. Then R[X1,X2,
. . . ,Xn] is a UCFD if and only if R is a semi-normal UCFD.
Proof. If R[X] is a UCFD, it is straightfoward to verify that R is also a UCFD.
Furthermore, if R is semi-normal, it is easily seen that so is R[X]. These comments show
it will suffice to do the case n = 1.
First, assume R[X] is a UCFD. We already noted that R will be a UCFD, which we must
show is semi-normal. Suppose that is false. Then by definition, if T is the integral closure
of R there is a b ∈ T −R with b2 and b3 both in R. (We now modify a construction from
[4, Theorem 1.5].)
Let α = bX + 1, δ = bX − 1, and β = ρ = b2 in T [X]. It is trivial to see that αβ = 0,
δρ, αδ, and βρ are all in R[X] and αδ and βρ are comaximal in R[X]. Now suppose u is
a unit in T [X] (and hence in T ) such that uα ∈ R[X]. Then u(bX + 1) ∈ R[X] implies u
and ub are both in R. As T is integral over R, and as u ∈ R is a unit in T , u is also a unit
in R. Thus ub ∈ R implies b ∈ R, which is a contradiction. Therefore, no associate of α in
T [X] lies in R[X]. By Lemma 2.2, R[X] is not a UCFD. This contradiction shows R must
be semi-normal.
Conversely, suppose R is a semi-normal UCFD. Since Lemma 2.1 shows R[X] is a
CFD, in order to show R[X] is a UCFD Theorem 1.7 tells us it will suffice to show
every 2-generated invertible ideal of R[X] is principal. Now for any domain R, there is
an injection of Pic(R) (the ideal class group of R) into Pic(R[X]), as follows. Given a
class in Pic(R), select an ideal I in that class, and send that class to the class containing
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Therefore, if H is a 2-generated invertible ideal of R[X], then for some invertible ideal I
of R, H and IR[X] are in the same class in Pic(R[X]). In particular, this means IR[X] is
also 2-generated. Say IR[X] = (f (X),g(X)). Since I = IR[X] ∩ R, we easily see that I
is generated by the constant coefficients of f (X) and g(X), showing I is also 2-generated.
Since R is a UCFD, Theorem 1.7 shows I is actually principal, so that IR[X] and H are
principal. 
3. Pullbacks
In this section we show that UCFD’s constitute a fairly large class of domains, by
showing that they are easily produced via pullbacks.
We review the standard pullback construction. Let (S,P ) be a quasi-local domain, and
let T be a sub-domain of S/P . Let R be the inverse image of T in S (i.e., the union of
those cosets of P in S which lie in T ). Obviously R is a domain, R ⊆ S, P is a prime ideal
of R, and R/P = T . We will show that R is a UCFD if and only if T is.
We need the following fact. Let I be any ideal of R and suppose there is a b ∈ I − P .
Now b is clearly a unit in S. Thus for x ∈ P , we have b−1x ∈ P , so that x = b(b−1x) ∈
bR ⊆ I . Therefore, P ⊆ I . In other words, P is comparable to every ideal. We will phrase
Theorem 3.6 using that as our hypothesis.
Lemma 3.1. Let b be a nonzero non-unit element of a domain R. Then b is pseudo-prime
if and only if R/(b) is connected (i.e., its only idempotents are 0 and 1).
Proof. Suppose b is pseudo-prime, and (with overbars denoting images in R/(b)), let e be
an idempotent of R. Then e2 = e implies e(1−e) ∈ (b). Since b is pseudo-prime, b divides
either e or 1 − e, so that e equals either 0 or 1.
Conversely, suppose b is not pseudo-prime. Then there are elements c and d with
(c, d) = R and with b dividing cd , such that b divides neither c nor d . Write ab = cd ,
and also write cx + dy = 1. Multiplying this last by cx , we get cx = c2x2 + cdxy =
c2x2 + abxy , so that cx(1 − cx) = abxy . Thus cx is idempotent in R. We claim it is
a nontrivial idempotent. If cx = 0 then b divides cx , showing b divides c2x + aby =
c2x + cdy = c(cx + dy) = c, which is a contradiction. On the other hand, if cx = 1, then
b divides 1− cx = dy . That implies b divides abx+d2y = cdx +d2y = d , which is again
a contradiction. 
Lemma 3.2. Suppose a prime ideal P = 0 of a domain R is contained in every maximal
ideal. Suppose 0 = b ∈ P . Then b is pseudo-prime.
Proof. By Lemma 3.1, it will suffice to show R∗ = R/(b) is connected. Suppose e∗ is
an idempotent in R∗. Then e∗(1∗ − e∗) = 0∗ ∈ P ∗. Suppose e∗ ∈ P ∗, so e ∈ P . As P is
contained in every maximal ideal of R, 1 − e is a unit. Thus 1∗ − e∗ is a unit idempotent
in R∗ and so equals 1∗, showing e∗ = 0∗. The other case gives e∗ = 1∗. 
S. McAdam, R.G. Swan / Journal of Algebra 276 (2004) 180–192 187Lemma 3.3. Suppose a prime P of a domain is comparable to every other prime ideal. If
b ∈ R −P , then b +P is pseudo-prime in R/P if and only if b is pseudo-prime in R.
Proof. As pseudo-primes need to be nonzero non-units, we mention the following two
facts. Clearly b and b + P are both nonzero elements. Since P is contained in every
maximal ideal of R, we see that b is a non-unit in R if and only if b + P is a non-unit
in R/P .
By Lemma 3.1, it will suffice to show R/(b) is connected if and only if (R/P)/(b+P)
is connected. Since b /∈ P , we have that every prime minimal over b contains P .
Therefore, (P, b)/(b) is a nil ideal in R/(b). Therefore, it follows from [1, Chapter III,
Proposition 2.10] that R/(b) is connected if and only if [R/(b)]/[(P, b)/(b)] is connected.
However, this last ring is isomorphic to R/(P,b) 	 [R/P ]/[(P, b)/P ] = (R/P)/
(b + P). 
Lemma 3.4. Suppose a prime ideal P of a domain R is comparable to every ideal, and let
b ∈ R −P . If c ≡ b modP , then there is a unit u of R with c = ub.
Proof. Suppose c ≡ bmodP , and write c = b + p with p ∈ P . As b /∈ P , we have
p ∈ P ⊆ (b). Write p = bq , so that c = b + bq = b(1 + q). As bq = p ∈ P , we have
q ∈ P . Thus q is contained in every maximal ideal, showing 1 + q is a unit, which we take
as our u. 
Lemma 3.5. Suppose a prime ideal P of a domain R is comparable to every ideal. If
b ∈ R −P , then b +P is pseudo-irreducible in R/P if and only if b is pseudo-irreducible
in R.
Proof. We first note that since P is contained in all maximal ideals, any r ∈ R is a non-unit
of R if and only if r + P is a non-unit of R/P .
Suppose b is pseudo-irreducible in R, but that in R/P we can factor b + P into
two comaximal non-unit factors (c + P)(d + P). As b ≡ cd modP , Lemma 3.4 shows
there is a unit u ∈ R with b = (uc)d . As these two factors are comaximal non-units,
we have a contradiction. Thus if b is pseudo-irreducible, so is b + P . The converse is
straightforward. 
Theorem 3.6. Suppose a prime ideal P of a domain R is comparable to every ideal. Then
R is a CFD if and only if R/P is a CFD, R is a bounded CFD if and only if R/P is a
bounded CFD, and R is a UCFD if and only if R/P is a UCFD.
Proof. Suppose R is a CFD, and let b + P be a nonzero non-unit element of R/P . Then
b is a nonzero non-unit element of R, and so has a complete comaximal factorization, say
b =∏bi . Now b + P =∏(bi + P) is clearly a comaximal factorization. As each bi is
pseudo-irreducible in R, Lemma 3.5 shows each bi +P is pseudo-irreducible in R/P , and
so we have a complete comaximal factorization of b + P .
Conversely, suppose R/P is a CFD, and let b be a nonzero non-unit element of R. If
b ∈ P , then Lemma 3.2 shows b has a complete comaximal factorization. Now say b /∈ P ,
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By Lemma 3.4, there is a unit u ∈ R with b = u∏bi . By Lemma 3.5, each bi is pseudo-
irreducible in R, and so we have a complete comaximal factorization of b.
We have now proven the fact concerning CFD’s, and the fact concerning bounded CFD’s
is done similarly, merely noting that the sizes of our factorizations do not change in going
from R to R/P and vice-versa (elements in P causing no concern by Lemma 3.2).
Next, suppose R is a UCFD. Then it is a CFD, and so by the foregoing, R/P is a CFD.
By Theorem 1.7(b) ⇒ (a), in order to show R/P is a UCFD it will suffice to show any
pseudo-irreducible element of R/P is pseudo-prime. Let b + P be pseudo-irreducible in
R/P . By Lemma 3.5, b is pseudo-irreducible in R. As R is a UCFD, b is pseudo-prime
in R. By Lemma 3.3, b + P is pseudo-prime in R/P .
Finally, suppose R/P is a UCFD, so that we already know R is a CFD. Let b be
a pseudo-irreducible element of R. We must show b is pseudo-prime. If b ∈ P , then
Lemma 3.2 shows b is pseudo-prime. If b ∈ R − P , the argument is the reverse of the
preceding argument. 
4. A UCFD with nonzero Pic
In response to a question of the referee we give examples of UCFD’s An for which not
all invertible ideals are principal, i.e., Pic(An) = 0. Let Bn = R[x0, . . . , xn]/(x20 + · · · +
x2n − 1) be the ring of real valued polynomial functions on the n-sphere Sn. It is a domain
for n 1 since
∑
x2i − 1 is irreducible. Let An be the subring of Bn consisting of all even
functions. This ring is generated by the elements xixj and is the coordinate ring of the real
projective space Pn. Since A0 = R, An is a domain for all n 0.
Define a map
R[y1, . . . , yn]
[(
1 +
∑
y2i
)−1]→ An
[(
x20
)−1] (1)
by sending yi to x0xi/x20 = xi/x0. This is onto since 1 +
∑
y2i maps to 1/x
2
0 and
yiyj (1 +∑y2i )−1 maps to xixj . Since both rings are n-dimensional domains it follows
that the map (1) is an isomorphism. We will identify the two rings involved. Since a similar
result holds for each An[(x2i )−1] and
∑
x2i = 1, we see that An is a regular domain.
Let Pn = (x20 , x0x1, . . . , x0xn) = x0Bn ∩ An. Then An/Pn ⊂ Bn/x0Bn = Bn−1 (up to a
re-indexing of the xi ) and the image in Bn−1 is An−1 so that An/Pn = An−1 showing that
Pn is prime. This also implies that xixj /∈ Pn for i, j = 0 since xixj = 0 in Bn/x0Bn. Since
P 2n is generated by all x0xix0xj and
∑
x2i = 1 we see that P 2n = (x20) showing that Pn is
invertible and also that Pn = Rad(x20).
Lemma 4.1. For n 1, Pic(An) = Z/2Z generated by Pn.
Proof. Since An is regular, Pic(An) = C(An), the class group of An. If R is a normal
Noetherian domain and S is a multiplicatively closed subset of R we have an exact
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1 → U(R) → U(RS) → D(R,S) → C(R) → C(RS) → 0 (2)
where U(R) is the group of units of R and D(R,S) is the group of divisors meeting S,
i.e., the free abelian group on the primes of height 1 meeting S. The map U(RS) →
D(R,S) sends u to
∑
ordP (u)P over primes P of height 1 meeting S. Here ord is the
additive valuation associated to the valuation ring RP . Applying this to R[y1, . . . , yn][(1+∑
y2i )
−1] and using (1) we see that C(An[(x20)−1]) = 0.
Now apply (2) to R = An and S = {(x20)m | m  0}. This shows that C(An) is the
cokernel of U(RS) → D(R,S). Since Pn = Rad(x20), Pn is the only height 1 prime meeting
S so D(R,S) = Z generated by Pn. It is clear from (1) that U(RS) = R∗ × Z where the
Z factor is generated by x20 . To compute ordP (x
2
0) we localize R to RP = V say. In V all
xixj with i, j = 0 are units and it follows easily that PP = (x0x1). Since (x20) = (x0x1)2 in
V we find ordP (x20) = 2 and deduce that C(An) = Z/2Z generated by Pn. 
Theorem 4.2. If n 2, An is a UCFD with Pic(An) = 0.
Proof. It follows from Lemma 4.1 that any invertible ideal of An is either principal or
isomorphic to Pn. It was shown in [7] that the minimal number of generators of Pn is
n + 1. Therefore if n 2 all 2-generator invertible ideals of An are principal. Since An is
Noetherian, Theorem 1.7 shows that An is a UCFD. 
Remark. The fact that the minimal number of generators of Pn is n + 1 was proved
in a much simpler way by Gilmer [3]. His ring was different but his proof works for
An with no essential change. The referee suggested that Gilmer’s ring Dn with n  3
might be an example of a UCFD with Pic = 0. This is indeed the case. Let Cn =
R[x1, . . . , xn][(∑x2i )−1] and let Dn be the subring of Cn consisting of all even functions,
i.e., the subring generated by all xixj and (
∑
x2i )
−1
. The above proof applies to Dn with
the following changes. In place of (1) we consider the map
R[y1, . . . , yn]
[
y−11 ,
(∑
y2i
)−1]→ Dn
[(
x21
)−1]
sending yi to x1xi , and in the proof that Pic(Dn) = Z/2Z we now have, with R = Dn and
S = {(x21)m}, that U(RS) = R∗ × Z × Z where the two Z factors are generated by x21 and∑
x2i . The factor
∑
x2i is in the image of U(R) and maps to 0 in D(R,S). As above we
compute ordP (x21) = 2 and deduce that C(An) = Z/2Z generated by Pn. The remainder
of the proof is the same as above.
5. Comaximal factorization of ideals
In this section, we will discuss the ideal-theoretic version of comaximal factorization.
Here, I will be a proper ideal in an arbitrary commutative ring R.
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a proper ideal and with Ii + Ij = R for i = j . This factorization is complete if each factor
is pseudo-irreducible, where the proper ideal J being pseudo-irreducible means one cannot
write J = HL with H +L = R and H , L = R. Equivalently, the comaximal factorization
I =∏ Ii is complete if it cannot be refined into a longer such factorization.
In her classic paper [6], Noether showed that an ideal in a Noetherian ring has a unique
complete comaximal factorization. (That work is also discussed in [9, Section 89].) We
extend that work.
Theorem 5.1. If I has a complete comaximal factorization, it is unique.
Proof. Suppose I = I1I2 · · · In and I = J1J2 · · ·Jm are two comaximal factorizations of I .
For 1 i  n and 1 j m, let Hij = Ii + Jj . The various Hij are pairwise comaximal,
so for a fixed Ii we have Ii ⊆ Hi1 ∩ Hi2 ∩ · · · ∩ Him = Hi1Hi2 · · ·Him ⊆ Ii , showing
Ii = Hi1Hi2 · · ·Him. Therefore, deleting those Hij which equal R, we have that I =∏Hij
(Hij = R) is a comaximal factorization of I which refines I =∏ Ii , and by symmetry, also
refines I =∏Jj .
Now if I =∏ Ii and I =∏Jj are complete comaximal factorizations, then neither has
a proper refinement, and so they are identical (up to order). 
We thank the referee for pointing out the next lemma and theorem.
Lemma 5.2. There is a bijection between comaximal factorizations of I and finite direct
sum decompositions of R/I given by mapping I =∏ Ii to R/I 	⊕R/Ii .
Proof. We may assume I = (0). Suppose (0) =∏ Ii is a comaximal factorization. The
Chinese remainder theorem shows that the image of Ii under R 	 ⊕R/Ii is ⊕R/Ij ,
j = i . Therefore, the inverse to our map sends the finite decomposition R 	 ⊕Ri to
the comaximal factorization (0) = ∏ Ii , where Ii is taken as the image in R of ⊕Rj ,
j = i . 
Theorem 5.3. I is pseudo-irreducible if and only if R/I is connected. I has a complete
comaximal factorization if and only if R/I can be written as a direct sum of finitely many
connected rings.
Proof. This follows easily from Lemma 5.2. 
The hypothesis of the next result clearly holds when R is Noetherian. Combined with
Theorem 5.1, that recaptures Noether’s result.
Theorem 5.4. Suppose there is a finite list P1,P2, . . . ,Pm of prime ideals containing I ,
such that for any prime ideal P minimal over I , P +Ph = R for some Ph in the list. Then
I has a complete comaximal factorization.
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to prove it as follows. Suppose I = I1I2 · · · In is a comaximal factorization of I . Then
V (I) =⋃V (Ii) is disjoint. If n > m, then some V (Ii) does not contain any Ph. Pick P
minimal over that Ii , and so also minimal over I . Each Ph is in some V (Ij ) with j = i ,
and so P + Ph = R for all h, which is a contradiction. Therefore m is an upper bound
to the lengths of all comaximal factorizations of I . There is a comaximal factorization of
maximal length, and it is complete. 
The next lemma can be deduced from Lemma 5.2, but we find it more illuminating
to do it directly. It is essentially the ideal-theoretic version of the well known fact that
idempotents can be lifted modulo a nil ideal.
Lemma 5.5. Let I ⊆ H ⊆ Rad(I). There is a bijection between comaximal factorizations
of I and comaximal factorizations of H , mapping I =∏ Ii to H =∏(H + Ii).
Proof. Let H = DF be a comaximal factorization. We claim there exists a unique
comaximal factorization I = JK such that D = H + J and F = H + K . (Observe that
J ⊆ D ⊆ Rad(J ). Therefore, inductive use of the claim produces the inverse to the map in
the lemma.)
Since R/H = D/H ⊕ F/H , there are elements d and f , both idempotents modulo H ,
with D = (H,d) and F = (H,f ). We may assume d and f are idempotents modulo I
[1, Chapter III, Proposition 2.10]. As df ∈ DF = H ⊆ Rad(I), and as we may replace d
and f by powers, we may assume df ∈ I . Let J = (I, d) and K = (I, f ). The parenthetical
observation shows that J + K = R, from which we see I = JK is a comaximal
factorization, as is H = (H + J )(H + K). Since H + J ⊆ D and H + K ⊆ F , an easy
exercise using comaximality shows that H + J = D and H + K = F . Thus I = JK
satisfies the claim.
For uniqueness, suppose I = J ′K ′ also satisfies it. Then d ∈ D ⊆ Rad(J ′). Replacing
d by a power shows J ⊆ J ′, and similarly, K ⊆ K ′. The easy exercise now shows J = J ′
and K = K ′. 
There is an ideal-theoretic analogue to pseudo-prime elements. We say I (in any
commutative ring) is a pseudo-prime ideal if whenever J and K are comaximal ideals
with JK ⊆ I , then either J ⊆ I or K ⊆ I .
Pseudo-irreducible elements in a domain need not be pseudo-prime. Lemma 5.6 shows
the ideal-theoretic analogue is better behaved.
Lemma 5.6. The following are equivalent.
(i) I is pseudo-irreducible.
(ii) I is pseudo-prime.
(iii) If x, y ∈ R with xy ∈ I and (x, y)= R, then x ∈ I or y ∈ I .
Proof. (i) ⇒ (ii). Suppose JK ⊆ I with J +K = R. Then I = (I +J )(I +K). If (i) holds,
then we may assume I +K = R, showing J ⊆ I .
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(iii) ⇒ (i). Suppose I = JK with J + K = R, and write j + k = 1. Since jk ∈ I , by
(iii) we may assume j ∈ I ⊆ K . Thus K = R. 
The referee points out that the equivalence of (i) and (ii) in Lemma 5.6 can be seen by
noting both are equivalent to having V (I) connected.
It is not hard to use Lemma 5.6(i) ⇒ (ii) to give an alternate proof to Theorem 5.1 which
mimics the standard proof of unique factorization in a UFD.
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