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HYBRID BOUNDS ON TWISTED L-FUNCTIONS ASSOCIATED
TO MODULAR FORMS
CHAN IEONG KUAN
Abstract. For f a primitive holomorphic cusp form of even weight k ≥ 4,
level N , and χ a Dirichlet character mod Q with (Q,N) = 1, we establish the
following hybrid subcovex bound for t ∈ R:
L(
1
2
+ it, fχ)≪ Q
3
8
+ε(1 + |t|)
1
3−2θ
+ε
where θ is the best bound toward the Ramanujan-Petersson conjecture at the
infinite place. The implied constant only depends on f and ε. This is done
via amplification and taking advantage of a shifted convolution sum of two
variables as defined and analyzed in [8].
1. Introduction
1.1. Hybrid Bounds. The growth of L-functions on the critical line Re s = 12 has
been one of the most studied problems in analytic number theory. This paper is
concerned with L-functions of a holomorphic cusp form f , twisted by a character
χ of conductor Q. By using functional equation and Phragme´n-Lindelo¨f principle,
one can obtain the convexity bound
L(
1
2
+ it, fχ)≪ (Q(1 + |t|)) 12+ε,
where we suppress the level and weight aspects here.
Throughout the years, there have been many attempts at lowering the exponents,
most of which have focused on one chosen aspect. Since our result concerns Q- and
t-aspects, we will state some known results in these directions.
In the t-aspect, Good showed in [5] that for f a holomorphic cusp form of the
full modular group,
L(
1
2
+ it, f)≪ (1 + |t|) 13+ε
Meurman showed the same result for f Maass forms of full modular group in [10].
For number fields, subconvexity results were proved in Petridis and Sarnak [12] and
Diaconu and Garrett [3].
In the Q-aspect, the first subconvexity result was obtained by Duke, Friedlander
and Iwaniec [4] for holomorphic cusp forms of full level. Later, Bykovskii showed
in [2] that for general level,
L(
1
2
+ it, fχ)≪t Q 38+ε,
with a polynomial dependence in (1 + |t|), provided that the nebentypus of f is
trivial. This same bound without the nebentypus restriction is obtained in Hoffstein
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and Hulse [8], and Blomer and Harcos [1]. In [1], f can also be taken as a Maass
form.
Hhybrid bounds in Q- and t-aspects have been worked on by Blomer and Harcos
in [1], Munshi [11] and Han Wu [13], which, following the method of Michel and
Venkatesh, uses amplification. The bound obtained is:
L(
1
2
+ it, fχ)≪ (Q(1 + |t|)) 38+ θ4+ε,
where no complementary series with parameter > θ appears as a component of a
cuspidal automorphic representation of GL2(A).
One thing to note is that these hybrid bounds do not reach the best known
exponents in the t-aspect. In this work, we partially resolve this situation by
proving the following result.
Theorem 1. For f a primitive holomorphic cusp form of even weight k ≥ 4, level
N , and χ a Dirichlet character mod Q, where (Q,N) = 1, we have
L(
1
2
+ it, fχ)≪ (1 + |t|) 13−2θ+εQ 38+ θ4+ε,
where θ is a bound toward the Ramanujan-Petersson conjecture.
Remark. A bound of θ for congruence subgroups of SL2(Z) is
7
64 by Kim and
Sarnak [9]. It should be noted that our theorem does not currently cover the case of
Maass forms as the corresponding shifted convolution is not analyzed yet.
Our work also uses amplification. The major difference between this work and
[13] is that we treat non-Archimedian and Archimedian places differently while Wu
treated them uniformly. As such, we need more precise control on the t-aspect,
which is achieved by relating the problem to the shifted convolution sum of two
variables analyzed in [8].
1.2. Structure of this paper. Our goal is to bound L(12 + it, fχ) in the Q and
t-aspects. First, we quote relevant results from [8] in section 2. We then apply
amplification methods in section 3, reducing the problem to understanding the
growth in Q and t of the following expression, where G and L are amplification
parameters and α = 1log(Q(1+|t|)) .
ϕ(Q)G
∑
l1,l2∼L
l1,l2 prime
χ(l1)χ(l2)
∑
m1,m2≥1
m1l1≡m2l2(Q)
A(m1)A(m2)(l1l2)
α
m
1
2
+it
1 m
1
2
−it
2
× V
(m1
x
)
V
(m2
x
)
e
−G
∣∣∣∣log
(
l1m1
l2m2
)∣∣∣∣
We then separate the analysis of this expression into the “diagonal” portion (m1l1 =
m2l2) and two “off-diagonal” portions (m1l1 = m2l2+h0Q and m2l2 = m1l1+h1Q,
for h0, h1 ≥ 1).
In section 4, we analyze the diagonal term with inverse Mellin transforms (propo-
sitions 4.1 and 4.2).
For the off-diagonal portions, the first thing to note is they have the same con-
tribution up to conjugation. Our analysis relies heavily on the shifted convolution
sum of two variables ZQ(s, w) from [8]. By inverse Mellin transforms, we relate the
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off-diagonal term to a four-fold integral involving ZQ(s, w). This is done in section
5 (proposition 5.1).
The analysis of the off-diagonal then splits into the discrete part and the contin-
uous part, due to the fact that such a splitting exists for ZQ(s, w). The analysis of
each part is done by moving lines of integration, with the primary goal of reducing
the x-exponent as much as possible, and a secondary goal of reducing contribution
of the t-aspect where possible. The results can be found in propositions 6.1, 6.2,
and 7.1.
In the last section, we put the results of the previous sections together. Choosing
L and G optimally yields the theorem.
Acknowledgements
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2. Preparations
Throughout this paper, fix a holomorphic cusp form f of even weight k ≥ 4,
level N :
f(z) =
∞∑
n=1
A(n)n
k−1
2 e(nz) =
∞∑
n=1
a(n)e(nz), e(z) = e2πiz
2.1. Shifted convolution of two variables. The most crucial object of this pa-
per is the shifted convolution of two variables ZQ(s, w), analyzed in [8]. We quote
several of the results here for convenience. Fix ℓ1, ℓ2 be primes relatively prime to
NQ and of size L. The definition of ZQ(s, w) is as follows:
ZQ(s, w) :=
∑
h0,m2≥1
m1l1=m2l2+h0Q
A(m1)A(m2)
(
1 + h0Q
l2m2
)k−1
2
(l2m2)s(h0Q)w+
k−1
2
(2.1.1)
In [8], it is shown that
lim
δ→0
ZQ(s, u; δ) = ZQ(s, u)
and that ZQ(s, u; δ) has the following spectral expansion
ZQ(s, s
′ − s− k2 + 1; δ)
=
(4π)k(l1l2)
k−1
2 2s−
1
2
Γ(s+ k − 1)2√π
(∑
j
LQ(s
′, uj)M(s, tj , δ)〈U, uj〉
+ VN [l1,l2]
∑
a
1
2πi
∫
(0)
ζa,Q(s
′,−z)M(s, z
i
, δ)〈U,Ea(∗, 1
2
+ z)〉 dz
)
(2.1.2)
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where the a-sum is over cusps of Γ0(N [l1, l2]) and
LQ(s
′, uj) : =
∑
h≥1
ρj(−hQ)
(hQ)s′
,
ζa,Q(s
′, z) : =
∑
h≥1
ρa(−hQ, z)
2(hQ)s′
,
U(z) : = ykf(l1z)f(l2z), (2.1.3)
VN : = π[SL2(Z) : Γ0(N)]
3
ρj(n) being n-th Fourier coefficient of Maass form uj and ρa(n, z) being n-th Fourier
coefficient of Eisenstein series at cusp a with holormophic argument at 12 +z. [l1, l2]
denotes the least common multiple of l1 and l2.
In [8], it is also shown that in (2.1.2), if we are to take the limit as δ goes to 0,
we actually require Re s < 12 − k2 for the sum and integral there to be absolutely
convergent.
2.2. Some useful analytic information. The properties of the M and Z func-
tions that are relevant for this work are quoted in the following two propositions:
Proposition 2.1. Let z ∈ C− 12Z. Then M(s, zi ; δ) has simple poles at s = 12±z−r,
for r a nonnegative integer. We denote the following:
Ress= 1
2
±z−rM(s,
z
i
; δ) = cr(±z; δ),
where cr(±z, δ) has the following explicit expression as δ → 0:
lim
δ→0
cr(±z, δ) =
(−1)r√π2∓z+rΓ(±2z − r)Γ(12 ∓ z + r)
r!Γ(12 + z)Γ(
1
2 − z)
And we have the following values at z = ± 12 , as δ → 0:
cr(−1
2
; δ)→ − 2
r+ 1
2
√
π
2(r + 1)!
for r ≥ 0 (2.2.1)
c0(
1
2
; δ)→
√
π
2
(2.2.2)
cr(
1
2
; δ)→ 2
r− 1
2
√
π
2r!
for r ≥ 1 (2.2.3)
Also for Re(s + z) ≤ 12 + max(0, |Re z|), with s and z at least a distance ε away
from poles,
lim
δ→0
M(s, z
i
; δ) =
√
π2
1
2
−sΓ(s− 12 + z)Γ(s− 12 − z)Γ(1− s)
Γ(12 + z)Γ(
1
2 − z)
(2.2.4)
Proposition 2.2. Z(s, u; δ) has simple poles at s = 12 ± itj − r, where r ∈ Z≥0.
Taking the residue at those points and δ → 0, we have the following:
lim
δ→0
Ress= 1
2
+itj−r Z(s, s
′ − s− k2 + 1; δ) = (l1l2)
k−1
2 cr,jLQ(s
′;uj),
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where cr,j has growth, when T˜ ≫ 1,∑
|tj |∼T˜
|cr,j |2eπ|tj | ≪ log(T˜ )(l1l2)−kT˜ 2r+1 (2.2.5)
We will also give an explicit expression for ζa,Q(s
′,−z):
Proposition 2.3. For cusp a = b
c
of Γ0(N), we write c = c0c1, where (c0,
N
c
) = 1.
Then we have the following:
ζa,Q(s
′,−z)
=
π
1
2
−z
Γ(12 − z)
(
(c, N
c
)
cN
) 1
2
−z (
c
(c, N
c
)
)1−s′−z
Q−(s
′+z)
ϕ((c, N
c
))
(2.2.6)
×
∑
χ((c,N
c
))
χ(−Qu)L((c,Nc ))(s′ + z, χ)L(Nc )(s′ − z, χ)
L(N)(1− 2z, χ2)
∑
n|c∞
1
Gn(χ)
ns′+z
×
∏
p|c0
(1− p−(1−z−s′)χ(p))
∏
pγ‖Q
(σ
(χ2)
2z (p
γ)− χ(p)p−(s′−z)σ(χ2)2z (pγ−1))
where n|c∞1 means that n runs over all integers such that n|ck1 for sufficiently large
integer k,
L(c)(s, χ) =
∏
p∤c
(1− χ(p)p−s)−1
σχz (n) =
∑
d|n
χ(d)dz
Gn(χ) =
∑
a (mod (c,N
c
))
(a,c,N
c
)=1
χ(a)e
(
an
(c, N
c
)
)
, e(x) = e2πix
For Re(s′+z) > 0 and Re(s′−z) > 0, the only poles come from the trivial character
term.
2.3. Some miscellaneous estimates and bounds. We will also require the fol-
lowing estimate concerning L-functions:
Proposition 2.4. For Re s′ ≥ 12 and θ being a bound toward Ramanujan-Petersson
conjecture,∑
|tj |∼T˜
|LQ(s′, uj)|2e−π|tj| ≪ Q−2s
′+2θL2+ε(1 + |s′|+ T˜ )2+ε (2.3.1)
Together with (2.2.5) and the following fact∑
|tj|∼T˜
|〈U, uj〉|2eπ|tj| ≪ L−2kT˜ 2k log t,
we have the following proposition:
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Proposition 2.5. With the same notations as before,∑
|tj |∼T˜
LQ(s
′, uj)〈U, uj〉 ≪ Q−s
′+θL1−k+εT˜ 1+k+ε (2.3.2)
∑
|tj |∼T˜
LQ(s
′, uj)cr,j ≪ Q−s
′+θL1−k+εT˜ 32+r+ε (2.3.3)
These equations can be proved by Cauchy’s inequality with facts quoted before
the proposition.
We will finally note some equivalent facts with Eisenstein series and a very
particular functional equation involving Eisenstein series at the 0-cusp:
Proposition 2.6. The inner product 〈U,Ea(∗, s)〉 has the following properties:
(1) Ress=1〈U,Ea(∗, s)〉 = (l1l2)
− k−1
2
l1VNl1
〈f, f〉 if l1 = l2.
(2) Ress=1〈U,Ea(∗, s)〉 = (l1l2)
− k−1
2
l1l2VNl1l2
〈f, f〉El1,l2(1) if l1 6= l2.
(3) [l1, l2]VN [l1,l2]
∫ T
−T
∑
a
ζa,Q(
1
2
,−it)〈U,Ea(∗, 1
2
+ it)〉 dt≪ Q−s′L1−k+εT 1+k+ε
Proposition 2.7. The Eisenstein series at 0-cusp has the following functional
equation:
E0(z, s) =
∑
a= b
c
√
πΓ(s− 12 )
Γ(s)
ϕ(N
c
)
ϕ((c, N
c
))
(
(c, N
c
)
N · N
c
)s
ζ(c)(2s− 1)
ζ(N)(2s)
Ea(z, 1− s)
3. Amplifying both aspects
Our aim here is to understand the growth of L(12 + it, fχ) in t- and Q-aspects.
Since it is sufficient to prove the result on eigenforms, so we assume f is an eigen-
form. We perform our investigation by averaging around 12 + it for a small interval
as well as applying the amplification technique.
For this, we choose a rapidly decreasing function V : R→ R such that its Mellin
transform v(s) is meromorphic between −5 < Re s < 5. Moreover, v(s) should
only have a simple pole at s = 0 with residue 1 and exponential decay in Im s as
Im s→∞. An example of this is v(s) = 15Γ
(
s
5
)
. Specifying v(s) is enough, as:
V (x) =
1
2πi
∫
(2)
v(s)x−s ds (3.0.1)
We start by writing the L-function as a rapidly converging series:
Lemma 3.1. As x→∞,
L
(
1
2
+ it, fχ
)
=
∑
n≥1
A(n)χ(n)
n
1
2
+it
V
(n
x
)
+O(x−ε). (3.0.2)
Proof. Consider the following inverse Mellin transform:
I0 :=
1
2πi
∫
(2)
L
(
1
2
+ it+ s, fχ
)
v(s)xs ds (3.0.3)
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On the one hand, since the argument of L-function in I0 is in the region of absolute
convergence, we have:
I0 =
1
2πi
∫
(2)
∑
n≥1
A(n)χ(n)
n
1
2
+s+it
v(s)xs ds =
∑
n≥1
A(n)χ(n)
n
1
2
+it
V
(n
x
)
On the other hand, we can move the line of integration to − 12 − ε, picking up the
only simple pole at s = 0 and obtain:
I0 = L
(
1
2
+ it, fχ
)
+O(x−ε)
Putting the two equivalent expressions of I0 together proves the lemma.

Our aim here is to get the bound on L(12 + it, fχ). To this end, we first amplify
the character and obtain:
|L(1
2
+ it, fχ)|2|
∑
l∼L
1|2 ≤
∑
ψ(Q)
|L(1
2
+ it, fψ)|2|
∑
l∼L
χ(l)ψ(l)|2 (3.0.4)
where the first summation runs over all Dirichlet characters ψ mod Q and the l-
sums are running over primes that are relatively prime to QN . The parameter L
is to be chosen optimally later, subject to L < Q.
Next we perform amplification on the t-aspect, with modified ideas based upon
[7]. The result is the following:
Lemma 3.2.
|L(1
2
+ it, fψ)|2|
∑
l∼L
χ(l)ψ(l)|2
≪ log4(Q(1 + |t|))
∫
|r|≤A
∫ ∞
−∞
|L(1
2
+ i(t+ r + r′), fψ)|2|
∑
l∼L
χ(l)ψ(l)lα−ir
′ |2 dr
′dr
π(1 +
(
r′
G
)2
)
+O(log3(Q(1 + |t|))) +O(|
∑
l∼L
χ(l)ψ(l)|2), (3.0.5)
where A :=
√
10 log(Q(1 + |t|)), α := 1log(Q(1+|t|)) and G ≥ 2A.
Remark. In the proof, we will see that the introduction of G into the integral is
via the positivity of the integrand. This leads to the desire to minimize G subject
to the constraint above.
Proof. The proof relies on estimating L(σ + it, fψ) by averaging L(σ − α + ir, fψ)
over r in a small interval centered around t. Each integral expression defined below
is essentially illustrating this fact.
First we will show that L(12+it, fψ) is approximable by averaging the L-function
over a small interval. To this end, consider the following integral:
I1 :=
1
2πi
∫
(2)
L(
1
2
+ it+ s, fψ)
es
2
s
ds (3.0.6)
On the one hand, I1 is O(1) by bounding the L-function by a constant. On the
other hand, if we move the line of integration down to Re s = −α, then we have:
I1 = L(
1
2
+ it, fψ) +
1
2πi
∫
(−α)
L(
1
2
+ it+ s, fψ)
es
2
s
ds.
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When put together with (3.0.6), we derive that
L(
1
2
+ it, fψ) = O(1) +
1
2π
∫ ∞
−∞
L(
1
2
− α+ it+ ir, fψ)e
(−α+ir)2
α− ir dr.
After taking absolute values and squaring both sides, one gets:
|L(1
2
+ it, fψ)|2 ≪
(∫ ∞
−∞
|L(1
2
− α+ it+ ir, fψ)| e
α2−r2
√
α2 + r2
dr
)2
+O(1) (3.0.7)
To continue our investigation, we will split the integral into two parts, |r| ≤ A and
|r| > A, where A =
√
10 log(Q(1 + |t|)).
We start by examining the part of the integral with |r| > A, applying convexity
for the L-function:∫
|r|>A
|L(1
2
− α+ it+ ir, fψ)| e
α2−r2
√
α2 + r2
dr ≪
∫
|r|>A
(Q|t+ r|) 12+α e
α2−r2
r
dr
≪ (Q(1 + |t|)) 12+αeα2−A2 ≪ 1
For the part |r| ≤ A, we apply Cauchy’s inequality and functional equation:(∫
|r|≤A
|L(1
2
− α+ it+ ir, fψ)| e
α2−r2
√
α2 + r2
dr
)2
≤
∫
|r|≤A
|L(1
2
− α+ it+ ir, fψ)|2 dr ·
∫
|r|≤A
e2α
2−2r2
α2 + r2
dr
≪α−2(Q(1 + |t|))4α
∫
|r|≤A
|L(1
2
+ α+ it+ ir, fψ)|2 dr
Putting these into (3.0.7), recallingA =
√
10 log(Q(1 + |t|)) and α = 1log(Q(1+|t|)) ,
we get
|L(1
2
+ it, fψ)|2 ≪ log2(Q(1 + |t|))
∫
|r|≤A
|L(1
2
+ α+ i(t+ r), fψ)|2 dr +O(1)
We will multiply both sides by |∑l∼L χ(l)ψ(l)|2, obtaining:
|L(1
2
+ it, fψ)|2|
∑
l∼L
χ(l)ψ(l)|2
≪ log2(Q(1 + |t|))
∫
|r|≤A
|L(1
2
+ α+ i(t+ r), fψ)|2|
∑
l∼L
χ(l)ψ(l)|2 dr+O(|
∑
l∼L
χ(l)ψ(l)|2)
(3.0.8)
Now, we approximate L(12+α+it2, fψ)
∑
l∼L ψ(l)χ(l) by an integral over a small
interval on the critical line. To achieve this, we construct the following auxilary
integral:
I2 :=
1
2πi
∫
(2)
L(
1
2
+ α+ it2 + s, fψ)
(∑
l∼L
χ(l)ψ(l)l−s
)
es
2
s
ds (3.0.9)
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Doing the same analysis as before and combining expressions, we obtain:
|L(1
2
+ it, fψ)|2|
∑
l∼L
χ(l)ψ(l)|2
≪ log4(Q(1 + |t|))
∫
|r|≤A
∫
|r′|≤Ar
|L(1
2
+ i(t+ r) + ir′, fψ)|2|
∑
l∼L
χ(l)ψ(l)lα−ir
′ |2 dr′ dr
+O(log2(Q(1 + |t|))A) +O(|
∑
l∼L
χ(l)ψ(l)|2) (3.0.10)
where Ar =
√
10 log(Q|t+ r|). Note that all inequalities are independent of Q, L
and t, as long as L ≪ Q. Also note that we can make Ar uniform by enlarging
the region to |r′| ≤
√
40 log(Q(1 + |t|)) = 2A, the inequality still holding due to
positivity of the integrand.
Continuing to use the positivity of the integrand, for G ≥ 3A, the integrand is
bounded by:∫
|r|≤A
∫
|r′|≤2A
|L(1
2
+ i(t+ r) + ir′, fψ)|2|
∑
l∼L
χ(l)ψ(l)lα−ir
′ |2 dr′ dr
≪
∫
|r|≤G
|L(1
2
+ i(t+ r), fψ)|2|
∑
l∼L
χ(l)ψ(l)lα−ir|2 dr
π(1 +
(
r
G
)2
)
≪
∫
|r|≤A
∫ ∞
−∞
|L(1
2
+ it+ ir, fψ)|2|
∑
l∼L
χ(l)ψ(l)lα−ir|2 dr
π(1 +
(
r
G
)2
)
(3.0.11)
Putting this into (3.0.10) gives the proposition. 
Putting this proposition together with (3.0.4), we derive the following:
Proposition 3.1. With the same values of A, α and the same constraint on G as
in lemma 3.2,
|L(1
2
+ it, fχ)|2|
∑
l∼L
1|2
≪ log4(Q(1 + |t|))
∫ ∞
−∞
∑
ψ(Q)
|L(1
2
+ i(t+ r), fψ)|2|
∑
l∼L
χ(l)ψ(l)lα−ir|2 dr
π(1 +
(
r
G
)2
)
+O(Q log3(Q(1 + |t|))) +O(QL) (3.0.12)
Proof. The only part that requires a proof is the last error term. In particular, we
should show that ∑
ψ(Q)
|
∑
l∼L
χ(l)ψ(l)|2 ≪ QL
Starting with the left-hand side, we have:∑
ψ(Q)
|
∑
l∼L
χ(l)ψ(l)|2 =
∑
ψ(Q)
∑
l1,l2∼L
χ(l1)ψ(l1)χ(l2)ψ(l2) = ϕ(Q)
∑
l
1≪ QL
The second equality is obtained by summing over the characters, which implies that
l1 = l2 since l1 ≡ l2(Q) and L < Q.

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Our next immediate goal is to execute the character sum and the r-integral in
(3.0.12). Replacing the L-series with (3.0.2), up to O(x−ε), one obtains:
S :=
∫ ∞
−∞
∑
ψ(Q)
∣∣∣∣∣∣
∑
m≥1
∑
l∼L
A(m)ψ(m)ψ(l)χ(l)lα
m
1
2
+it+irlir
V
(m
x
)∣∣∣∣∣∣
2
dr
π(1 +
(
r
G
)2
)
(3.0.13)
We apply Parseval here to obtain:
S =
∫ ∞
−∞
∑
a mod Q
(a,Q)=1
ϕ(Q)
∣∣∣∣∣∣∣∣∣∣
∑
m≥1
∑
l∼L
l prime
ml≡a(Q)
A(m)χ(l)lα
m
1
2
+it+irlir
V
(m
x
)
∣∣∣∣∣∣∣∣∣∣
2
dr
π(1 +
(
r
G
)2
)
≤
∫ ∞
−∞
∑
a mod Q
ϕ(Q)
∣∣∣∣∣∣∣∣∣∣
∑
m≥1
∑
l∼L
l prime
ml≡a(Q)
A(m)χ(l)lα
m
1
2
+it+irlir
V
(m
x
)
∣∣∣∣∣∣∣∣∣∣
2
dr
π(1 +
(
r
G
)2
)
= ϕ(Q)
∫ ∞
−∞
∑
m1,m2≥1
∑
l1,l2∼L
l1,l2 prime
m1l1≡m2l2(Q)
A(m1)A(m2)χ(l1)χ(l2)(l1l2)
α
m
1
2
+it+ir
1 m
1
2
−it−ir
2 l
ir
1 l
−ir
2
× V
(m1
x
)
V
(m2
x
) dr
π(1 +
(
r
G
)2
)
= ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)
∑
m1,m2≥1
m1l1≡m2l2(Q)
A(m1)A(m2)(l1l2)
α
m
1
2
+it
1 m
1
2
−it
2
× V
(m1
x
)
V
(m2
x
)
e
−G
∣∣∣∣log
(
l1m1
l2m2
)∣∣∣∣
=: Sd + So1 + So2
where the diagonal portion Sd and the off-diagonal portions, So1 and So2 , are
defined as follows:
Sd : = ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)
∑
m1,m2≥1
m1l1=m2l2
A(m1)A(m2)(l1l2)
α
m
1
2
+it
1 m
1
2
−it
2
V
(m1
x
)
V
(m2
x
)
(3.0.14)
So1 : = ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)
∑
h,m2≥1
m1l1=m2l2+hQ
A(m1)A(m2)(l1l2)
α
m
1
2
+it
1 m
1
2
−it
2
× V
(m1
x
)
V
(m2
x
)
e
−G
∣∣∣∣log
(
l1m1
l2m2
)∣∣∣∣
(3.0.15)
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So2 : = ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)
∑
h,m1≥1
m2l2=m1l1+hQ
A(m1)A(m2)(l1l2)
α
m
1
2
+it
1 m
1
2
−it
2
× V
(m1
x
)
V
(m2
x
)
e
−G
∣∣∣∣log
(
l1m1
l2m2
)∣∣∣∣
(3.0.16)
Remark. So2 = So1 .
At this point, we have converted the problem into studying Sd and So1 .
4. The diagonal portion Sd
In this section, we focus on analyzing Sd. The analysis breaks Sd into two sums,
Sd1 corresponding to l1 = l2 and Sd2 corresponding to l1 6= l2:
Sd = Sd1 + Sd2 ,
where
Sd1 : = ϕ(Q)G
∑
l
l2α
∑
m≥1
|A(m)|2
m
V
(m
x
)
V
(m
x
)
(4.0.1)
Sd2 : = ϕ(Q)G
∑
l1,l2
l1 6=l2
χ(l1)χ(l2)
∑
m1,m2≥1
m1l1=m2l2
A(m1)A(m2)(l1l2)
α
m
1
2
+it
1 m
1
2
−it
2
V
(m1
x
)
V
(m2
x
)
(4.0.2)
4.1. The case of l1 = l2. For Sd1 , note that the m-sum does not depend on l.
The contribution of Sd1 is as follows:
Proposition 4.1. As x→∞,
Sd1 = ϕ(Q)G
∣∣∣∣∣∑
l
l2α
∣∣∣∣∣ (4π)kΓ(k) 〈f, f〉 log x+O(QGL1+2α) +O(x−ε) (4.1.1)
Proof. Applying (3.0.1) twice to (4.0.1), we obtain:
Sd1 = ϕ(Q)G
∣∣∣∣∣∑
l
l2α
∣∣∣∣∣
(
1
2πi
)2 ∫
(2)
∫
(2)
∑
m≥1
|A(m)|2
m1+s+w
xs+wv(s)v(w) ds dw
= ϕ(Q)G
∣∣∣∣∣∑
l
l2α
∣∣∣∣∣
(
1
2πi
)2 ∫
(2)
∫
(4)
∑
m≥1
|A(m)|2
m1+s
xsv(s− w)v(w) ds dw (4.1.2)
Moving the line of integration of s down to Re s = − 13 − ε, we pick up simple
poles at s = 0, s = w, obtaining:
Sd1 = Ress=w Sd1 +Ress=0 Sd1 +O(x
−ε) (4.1.3)
For the residue at s = w, by moving the line of integration Rew = 2 down to
− 13 − ε, we have:
Sd1,Ress=w = ϕ(Q)G
∣∣∣∣∣∑
l
l2α
∣∣∣∣∣
(
(4π)k
Γ(k)
〈f, f〉 log x+O(1) +O(x− 13−ε)
)
. (4.1.4)
12 CHAN IEONG KUAN
We continue with the residue at s = 0:
Sd1,Ress=0 = ϕ(Q)G
∣∣∣∣∣∑
l
l2α
∣∣∣∣∣ (4π)kΓ(k) 〈f, f〉
(
1
2πi
∫
(2)
v(−w)v(w) dw
)
(4.1.5)
This is just O(QGL1+2α), upon noting the l-sum is O(L1+2α) and the w-integral
above is a constant.
Now plugging (4.1.4) and (4.1.5) into (4.1.3), we have the proposition once we
note that the l-sum is O(L1+2α). 
4.2. The case of l1 6= l2. In Sd2 , we have the condition m1l1 = m2l2. When
l1 6= l2, it implies m1 = l2m, m2 = l1m for some positive integer m. Hence, we
have:
Sd2 = ϕ(Q)G
∑
l1,l2
l1 6=l2
χ(l1)χ(l2)
l
1
2
+it
2 l
1
2
−it
1
(l1l2)
α
∑
m≥1
A(l2m)A(l1m)
m
V
(
l2m
x
)
V
(
l1m
x
)
(4.2.1)
Using the same methods to the proof of proposition 4.1, we have the following:
Proposition 4.2. As x→∞,
Sd2 = ϕ(Q)G
∑
l1,l2
l1 6=l2
χ(l1)χ(l2)
l
1
2
+it
2 l
1
2
−it
1
(l1l2)
α (4π)
k
Γ(k)
〈f, f〉El1,l2(1) log(x/l2)
+O(QGL1+2α+ε) +O(x−ε),
(4.2.2)
where El1,l2(s) is defined as follows:
El1,l2(s) :=
∑
m≥1
A(l2m)A(l1m)
ms
∑
m≥1
|A(m)|2
ms
−1 ,
which is essentially a product of ratios of Euler factors at the primes l1 and l2.
El1,l2(s) is analytic for Re s > 0 and is bounded independent of l1, l2 in the region.
We have now obtained a complete understanding of the diagonal sum, so our
next focus is to understand the off-diagonal sums So1 and So2 . By the remark after
(3.0.16) , it is sufficient for us to understand So1 .
5. Off-diagonal portion So1, setting up the integrals
Recall from (3.0.15),
So1 = ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)
∑
h,m2≥1
m1l1=m2l2+hQ
A(m1)A(m2)(l1l2)
α
m
1
2
+it
1 m
1
2
−it
2
× V
(m1
x
)
V
(m2
x
)
e
−G log
(
l1m1
l2m2
)
(5.0.1)
We will show that this object can be converted into studying a four-fold integral
involving the ZQ(s, w) function:
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Proposition 5.1. As G→∞, we have
So1 = ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
×
(
1
2πi
)4 ∫
(γ1)
∫
(γ2)
∫
(γ3)
∫
(γ4)
ZQ
(
s, s′ − s− k2 + 1
)
× Γ(s
′ − s+ 12 − β)Γ(w + s+ β + k2 − 1− s′ + it)
Γ(w + k−12 + it)
l
w− 1
2
1 l
s′−w
2
× xs′− 12 v(s′ − w)v(w − 1
2
)
Γ(β)Γ(G− β)
Γ(G)
dβ ds′ ds dw (5.0.2)
where Rew = γ1 = 1 + 2θ + 2ε, Re s = γ2 =
3
4 , Re s
′ = γ3 =
5
4 and Re β = γ4 =
1
2 + θ + ε.
Remark. As long as G is chosen such that G = (1 + |t|)a logb(Q) with a > 0 and
b > 4, then G ≥ 3A =
√
90 log(Q(1 + |t|)) for large Q and t.
Proof. We will focus on the innermost sum of So1 . For convenience, we define:
To1 :=
∑
h0,m2≥1
m1l1=m2l2+h0Q
A(m1)A(m2)
m
1
2
+it
1 m
1
2
−it
2
V
(m1
x
)
V
(m2
x
)
e
−G log
(
m1l1
m2l2
)
Starting with the definition of To1 , we will substitute in m1l1 = m2l2 + h0Q in
several places:
To1 = l
1
2
+it
1 l
1
2
−it
2
∑
m2,h0
A(m1)A(m2)V
(
m1
x
)
V
(
m2
x
)
(m2l2 + h0Q)
1
2
+it(m2l2)
1
2
−it
e
−G log
(
1+
h0Q
m2l2
)
We apply (3.0.1) twice, resulting in:
To1 = l
1
2
+it
1 l
1
2
−it
2
(
1
2πi
)2 ∫
(c1)
∫
(c2)
∑
m2,h0
A(m1)A(m2)
(m2l2 + h0Q)
1
2
+w+it(m2l2)
1
2
+s−it
× v(s)v(w)xs+w ls2lw1
(
1 +
h0Q
m2l2
)−G
ds dw
We quote this identity from [6]:
1
2πi
∫
(γ)
Γ(u)Γ(β − u)
Γ(β)
t−u du = (1 + t)−β , (5.0.3)
where 0 < γ < Re β. Manipulating the expression from before and using (5.0.3),
we end up introducing the ZQ function defined above:
To1 =l
1
2
+it
1 l
1
2
−it
2
(
1
2πi
)3 ∫
(c1)
∫
(c2)
∫
(c3)
∑
m2,h0
A(m1)A(m2)
(
1 + h0Q
m2l2
) k−1
2
(m2l2)s+w+1
xs+w
×
(
1 +
h0Q
m2l2
)−(w+ k
2
+it)
v(s)v(w)ls2l
w
1
(
h0Q
m2l2
)−β
Γ(β)Γ(G− β)
Γ(G)
ds dw dβ
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=l
1
2
+it
1 l
1
2
−it
2
(
1
2πi
)4 ∫
(c1)
∫
(c2)
∫
(c3)
∫
(c4)
ZQ
(
s+ w + 1− u− β, u+ β − k−12
)
× Γ(u)Γ(w +
k
2 − u+ it)
Γ(w + k2 + it)
v(s)v(w)xs+w ls2l
w
1
Γ(β)Γ(G − β)
Γ(G)
du ds dw dβ
From here, we will do a series of change of variables. First we change u 7→ u− β:
=l
1
2
+it
1 l
1
2
−it
2
(
1
2πi
)4 ∫
(c′
1
)
∫
(c′
2
)
∫
(c′
3
)
∫
(c′
4
)
ZQ(s+ w + 1− u, u− k−12 )xs+wls2lw1
× Γ(u− β)Γ(w +
k
2 + β − u+ it)
Γ(w + k2 + it)
v(s)v(w)
Γ(β)Γ(G − β)
Γ(G)
du ds dw dβ
Now we do s 7→ s+ u− 1:
=l
1
2
+it
1 l
1
2
−it
2
(
1
2πi
)4 ∫
(c′′
1
)
∫
(c′′
2
)
∫
(c′′
3
)
∫
(c′′
4
)
ZQ(s+w, u− k−12 )xs−1+u+wls+u−12 lw1
× Γ(u− β)Γ(w +
k
2 + β − u+ it)
Γ(w + k2 + it)
v(s+ u− 1)v(w)Γ(β)Γ(G − β)
Γ(G)
du ds dw dβ
Then we will change s 7→ s− w, u 7→ u+ k−12 :
=l
1
2
+it
1 l
1
2
−it
2
(
1
2πi
)4 ∫
(c′′′
1
)
∫
(c′′′
2
)
∫
(c′′′
3
)
∫
(c′′′
4
)
ZQ(s, u)x
s+u+ k−3
2 l
s−w+u+k−3
2
2 l
w
1
× Γ(u+
k−1
2 − β)Γ(w − u+ 12 + β + it)
Γ(w + k2 + it)
v(s− w + u+ k − 1
2
− 1)v(w)
× Γ(β)Γ(G − β)
Γ(G)
du ds dw dβ
Finally we will get rid of u and introduce s′ = s + u + k2 − 1, while also doing
w 7→ w − 12 :
=l
1
2
+it
1 l
1
2
−it
2
(
1
2πi
)4 ∫
(γ1)
∫
(γ2)
∫
(γ3)
∫
(γ4)
ZQ
(
s, s′ − s− k2 + 1
)
xs
′− 1
2 ls
′−w
2 l
w− 1
2
1
× Γ(s
′ − s+ 12 − β)Γ(s + w + k2 − 1− s′ + β + it)
Γ(w + k−12 + it)
× v(s′ − w)v(w − 1
2
)
Γ(β)Γ(G − β)
Γ(G)
dβ ds′ ds dw
This ends the change of variables. We can take the following values for the γi’s:
Re s = 2, Re s′ = 2 + k2 + ε, Rew = 1 + 2θ + 2ε and Re β = 2.
We can move Re β down to 34 without hitting poles. Next, we can move Re s
′ to
5
2 + ε without hitting poles. Now we can move Re s down to
3
4 without picking up
poles. Then we will move Re s′ to 54 , again without poles. Finally, moving Reβ to
1
2 + θ + ε does not hit any pole. This proves the proposition. 
We will separate our analysis of So1 into 2 parts, the first part corresponding to
the discrete spectrum Sdo1 and the second to the continuous spectrum S
c
o1
. We will
also replace ZQ(s, s
′ − s − k2 + 1) with limδ→0 ZQ(s, s′ − s − k2 + 1; δ), taking the
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δ limit where it is convenient to do so. In our analysis, our top priority is to bring
down the effects of x; the second priority is to bring down the t-contribution.
6. Off-diagonal, discrete spectrum
We will be looking at the growth of the discrete terms in this section:
Sdo1 = limδ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
×
(
1
2πi
)4 ∫
(γ1)
∫
(γ2)
∫
(γ3)
∫
(γ4)
(4π)k2s−
1
2 (l1l2)
k−1
2
Γ(s+ k − 1)2√π x
s′− 1
2 ls
′−w
2 l
w− 1
2
1
× v(s′ − w)v(w − 1
2
)
Γ(s′ − s+ 12 − β)Γ(s+ w + β − s′ + k2 − 1 + it)
Γ(w + k−12 + it)
×
∑
tj
LQ(s
′, uj)M(s, tj , δ)〈U, uj〉Γ(β)Γ(G − β)
Γ(G)
dβ ds′ ds dw (6.0.1)
Our goal here is twofold: to bring down the x-exponent as much as possible and
to take the δ-limit. As such, the natural thing to do is to bring Re s′. Hence, we
move Re s′ down to Re s′ = 12 −ε, hitting simple poles at s′ = w and s′ = s+β− 12 .
We break our analysis into bounding these two residues and the moved integral.
6.1. The residue at s′ = w. In this section, we will show the following:
Proposition 6.1. For G ≍ (1 + |t|) 23−2θ log5Q and L ≪ Q,
Ress′=w S
d
o1
≪ G1+εQ 12+θ+εL3+2α+ε + x−ε,
Remark. In the proof of this proposition, we also justify the reason of having this
condition on G .
Proof. Taking the residue at s′ = w, we have:
Ress′=w S
d
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
×
(
1
2πi
)3 ∫
(γ1)
∫
(γ2)
∫
(γ4)
(4π)k2s−
1
2 (l1l2)
k−1
2
Γ(s+ k − 1)2√π (xl1)
w− 1
2
× v(w − 1
2
)
Γ(w − s+ 12 − β)Γ(s+ β + k2 − 1 + it)
Γ(w + k−12 + it)
×
∑
tj
LQ(w, uj)M(s, tj , δ)〈U, uj〉Γ(β)Γ(G − β)
Γ(G)
dβ ds dw (6.1.1)
This really suggests moving Rew to 12 − ε, which picks up simple poles at w =
s+ β − 12 and w = 12 .
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6.1.1. The residue at w = s+ β − 12 . We first write down the residue:
Resw=s+β− 1
2
Ress′=w S
d
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
×
(
1
2πi
)2 ∫
(γ2)
∫
(γ4)
(4π)k2s−
1
2 (l1l2)
k−1
2
Γ(s+ k − 1)2√π (xl1)
s+β−1v(s+ β − 1)
×
∑
tj
LQ(s+ β − 1
2
, uj)M(s, tj , δ)〈U, uj〉Γ(β)Γ(G − β)
Γ(G)
dβ ds (6.1.2)
Here, we move Re β down to 14 − ε, passing through a simple pole at β = 1 − s.
The residue is:
Resβ=1−sResw=s+β− 1
2
Ress′=w S
d
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
∑
tj
LQ(
1
2
, uj)〈U, uj〉
× 1
2πi
∫
(γ2)
(4π)k2s−
1
2 (l1l2)
k−1
2
Γ(s+ k − 1)2√π M(s, tj, δ)
Γ(1 − s)Γ(G− 1 + s)
Γ(G)
ds (6.1.3)
Now to take the limit as δ → 0, it is necessary for us to move Re s to 12 − k2 − θ− ε,
which results in us picking up poles at s = 12 ± itj − r, for integers 0 ≤ r ≤ k2 . For
integer r, using the notation from proposition 2.2 the residue is:∑
±tj
Ress= 1
2
+itj−r Resβ=1−sResw=s+β− 12 Ress
′=w S
d
o1
=ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
×
∑
tj
(l1l2)
k−1
2 cr,jLQ(
1
2
, uj)
Γ(12 − itj + r)Γ(G − 12 − itj + r)
Γ(G)
(6.1.4)
Using the fact that Γ(G− 12 − itj − r)≪ Γ(G− 12 + θ − r) and (2.3.3), we can see
that the above expression is bounded by O(Q
1
2
+θ+εG
1
2
+θ−r+εL3+2α+ε).
For the moved integral with Re s = γ′2 =
1
2 − k2 −θ−ε, we take δ → 0, obtaining:
Resβ=1−sResw=s+β− 1
2
Ress′=w S
d
o1
=ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
1
2πi
∫
(γ′
2
)
(4π)k(l1l2)
k−1
2
2Γ(s+ k − 1)
×
∑
tj
LQ(
1
2
, uj)
Γ(1− s)2Γ(s− 12 + itj)Γ(s− 12 − itj)
Γ(12 + itj)Γ(
1
2 − itj)
〈U, uj〉Γ(G− 1 + s)
Γ(G)
ds
(6.1.5)
By using Stirling’s approximation, (2.3.2) and splitting the integral according to the
relative sizes of |tj | and | Im s|, one can derive the boundO(Q 12+θ+εG 12− k2−θ−εL3+2α+ε).
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6.1.2. Residue at w = 12 . The residue is:
Resw= 1
2
Ress′=w S
d
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
×
(
1
2πi
)2 ∫
(γ2)
∫
(γ4)
(4π)k2s−
1
2 (l1l2)
k−1
2
Γ(s+ k − 1)2√π
∑
tj
LQ(
1
2
, uj)M(s, tj , δ)〈U, uj〉
× Γ(1− s− β)Γ(s+ β +
k
2 − 1 + it)
Γ(k2 + it)
Γ(β)Γ(G − β)
Γ(G)
dβ ds (6.1.6)
Similar as before, we need to move Re s to 12 − k2 − θ− ε to take the limit. In doing
so, we pick up simple poles at s = 1− β, s = 1− β − k2 − it and s = 12 ± itj − r for
0 ≤ r ≤ k2 .
Investigating the pole at s = 1− β, the residue is:
Ress=1−β Resw= 1
2
Ress′=w S
d
o1
=− lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
∑
tj
LQ(
1
2
, uj)〈U, uj〉
× 1
2πi
∫
(γ4)
(4π)k2
1
2
−β(l1l2)
k−1
2
Γ(k − β)2√π M(1− β, tj , δ)
Γ(β)Γ(G − β)
Γ(G)
dβ (6.1.7)
Changing variable β = 1−s, we see that the contour line becomes Re s = 12 −θ−ε.
This is pretty much the same term as (6.1.3). Thus, the same bound applies.
Next up is the residue at s = 1− β − k2 − it, for which we also take δ → 0:
Ress=1−β− k
2
−it Resw= 1
2
Ress′=w S
d
o1
=ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
× 1
2πi
∫
(γ4)
(4π)k(l1l2)
k−1
2
2Γ(k2 − β − it)
Γ(β)Γ(G − β)
Γ(G)
∑
tj
LQ(
1
2
, uj)〈U, uj〉
× Γ(β +
k
2 + it)Γ(
1
2 − β − k2 − it+ itj)Γ(12 − β − k2 − it− itj)
Γ(12 + itj)Γ(
1
2 − itj)
dβ
(6.1.8)
Changing variable β 7→ β − it, the expression becomes:
Ress=1−β− k
2
−it Resw= 1
2
Ress′=w S
d
o1
=ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
× 1
2πi
∫
(γ4)
(4π)k(l1l2)
k−1
2
2Γ(k2 − β − it)
Γ(β − it)Γ(G− β + it)
Γ(G)
∑
tj
LQ(
1
2
, uj)〈U, uj〉
× Γ(β +
k
2 )Γ(
1
2 − β − k2 + itj)Γ(12 − β − k2 − itj)
Γ(12 + itj)Γ(
1
2 − itj)
dβ (6.1.9)
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Note that there is enough exponential decay in β even if we sum tj first. Hence,
we can easily see that this term is bounded by O(G
1
2
+εQ
1
2
+θ+εL3+2α+ε).
We now keep track of the residues at s = 12 + itj − r:∑
±tj
Ress= 1
2
+itj−r Resw= 12 Ress
′=w S
d
o1
=ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
1
2πi
∫
(γ4)
∑
tj
(l1l2)
k−1
2 cr,jLQ(
1
2
, uj)
× Γ(
1
2 − itj + r − β)Γ(β + k−12 + itj − r + it)
Γ(k2 + it)
Γ(β)Γ(G − β)
Γ(G)
dβ ds (6.1.10)
Upon changing variable β 7→ β − itj, the expression above is related to the
upcoming lemma.
Lemma 6.1. For Re β = a ≥ 12 + r + ε and L ≪ Q,
G
∑
tj
LQ(
1
2
, uj)cr,j
× 1
2πi
∫
(a)
Γ(12 + r − β)Γ(β + k−12 − r + it)
Γ(k2 + it)
Γ(β − itj)Γ(G − β + itj)
Γ(G)
dβ
≪G1−a+θ
(
(1 + |t|)a−r− 12+ε + (1 + |t|)1+r+ε
)
Q−
1
2
+θL1−k+ε (6.1.11)
In fact, to minimize this, the optimal choices are Re β = a = 32 + 2r + ε and
G ≍ (1 + |t|) 23−2θ log5Q. With these choices, the bound is O(G1+εQ− 12+θL1−k+ε).
This relates to (6.1.10) by moving lines of integration and picking up relevent
poles. We will delay the proof of this lemma to the end of this section.
Going back to the integral in (6.1.10), we will deal with the case r = 0 first.
We move the line of integration up to Re β = 32 + ε, picking up a residue at
β = 32 . Then by lemma 6.1 with the optimal choice of G, the moved integral is
O(G1+εQ
1
2
+θL3+2α+ε). The residue is:
−ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2 (
k
2 + it)
×
∑
tj
LQ(
1
2
, uj)c0,j
Γ(32 − itj)Γ(β − 32 + itj)
Γ(G)
With the same choice of G as above, this residue is also O(G1+εQ
1
2
+θL3+2α+ε).
We assume the same choice of G from now on.
For 1 ≤ r ≤ k2 , we move the line of integration in (6.1.10) up to Re β = 32+2r+ε.
The moved integral is O(G1+εQ
1
2
+θL3+2α+ε) as shown in lemma 6.1. The residues
for a particular r are as follows:
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2 LQ(
1
2
, uj)cr,j
×
r+1∑
m=0
(−1)m
m!
Γ(k2 +m+ it)
Γ(k2 + it)
Γ(12 + r +m− itj)Γ(G− 12 − r −m+ itj)
Γ(G)
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This whole sum is o(GQ
1
2
+θL3+2α+ε).
Last but not least, we bound the moved integral, where Re s = γ′2 =
1
2− k2−θ−ε:
Resw= 1
2
Ress′=w S
d
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
×
(
1
2πi
)2 ∫
(γ′
2
)
∫
(γ4)
(4π)k2s−
1
2 (l1l2)
k−1
2
Γ(s+ k − 1)2√π
∑
tj
LQ(
1
2
, uj)M(s, tj , δ)〈U, uj〉
× Γ(1− s− β)Γ(s+ β +
k
2 − 1 + it)
Γ(k2 + it)
Γ(β)Γ(G − β)
Γ(G)
dβ ds (6.1.12)
Note that for Re s < 12 − k2 , we note the following bound which is true regardless
of relative sizes of |tj | and | Im s|:
lim
δ→0
2s−
1
2M(s, tj , δ)
Γ(s+ k − 1)2√π ≪ (1 + |tj |)
2Re s−2(1 + | Im s|)3−3Re s−k
Hence, at Re s = 12 − k2 − θ − ε, using the above bound and (2.3.2),we have:
lim
δ→0
(4π)k2s−
1
2
Γ(s+ k − 1)2√π
∑
j
LQ(
1
2
, uj)M(s, tj , δ)〈U, uj〉
≪ (1 + | Im s|) 32+k2 +3θ+3εQ− 12+θL1−k+ε
Using the fact noted above and the methods of proving lemma 6.1, we have the
following auxiliary lemma:
Lemma 6.2. For G ≍ (1 + |t|) 23−2θ log5Q and Reβ = a = 52 + k + 5θ + 2ε,
G
(
1
2πi
)2 ∫
(γ′
2
)
∫
(a)
∑
tj
lim
δ→0
(4π)k2s−
1
2M(s, tj, δ)
Γ(s+ k − 1)2√π LQ(
1
2
, uj)〈U, uj〉
× Γ(1− s− β)Γ(s+ β +
k
2 − 1 + it)
Γ(k2 + it)
Γ(β)Γ(G − β)
Γ(G)
dβ ds
≪G1+εQ− 12+θL1−k+ε (6.1.13)
Again in (6.1.12), we move Re β to 52 +k+5θ+2ε, hitting poles at β = 1−s+ ℓ,
where 0 ≤ ℓ ≤ k2 +2. Using the proposition above and G ≍ (1+ |t|)
2
3−2θ log3Q, the
moved integral is O(G1+εQ
1
2
+θ+εL3+2α+ε). The residue at β = 1− s+ ℓ is:
lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
× 1
2πi
∫
(γ′
2
)
∑
j
(4π)k2s−
1
2M(s, tj , δ)
Γ(s+ k − 1)2√π LQ(
1
2
, uj)〈U, uj〉
× (−1)
ℓ
ℓ!
Γ(k2 + ℓ+ it)
Γ(k2 + it)
Γ(1− s+ ℓ)Γ(G+ s− 1− ℓ)
Γ(G)
ds
These residues are o(GQ
1
2
+εL3+2α+ε). Putting all these together, we see the residue
at w = 12 is bounded by O(GQ
1
2
+εL3+2α+ε).
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6.1.3. The moved integral at w = 12 − ε. We see that the x-exponent is O(x−ε).
Moving the line of integration for Re s such that we can take the δ-limit just as
demonstrated before, we see that this term is O(x−ε).
Putting all the cases so far together, we finish proving proposition 6.1.

6.2. Contribution from the pole s′ = s+ β − 12 .
Proposition 6.2. For G ≍ (1 + |t|) 23−2θ log5Q,
Ress′=s+β− 1
2
Sdo1 ≪ x−ε,
Proof. We start by writing down the residue at s′ = s+ β − 12 :
Ress′=s+β− 1
2
Sdo1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
×
(
1
2πi
)3 ∫
(γ1)
∫
(γ2)
∫
(γ4)
(4π)k2s−
1
2 (l1l2)
k−1
2
Γ(s+ k − 1)2√π x
s+β−1l
s+β− 1
2
−w
2 l
w− 1
2
1 v(w − 12 )
× v(s+ β − 12 − w)
∑
tj
LQ(s+ β − 12 , uj)M(s, tj , δ)〈U, uj〉
Γ(β)Γ(G − β)
Γ(G)
dβ ds dw
(6.2.1)
We move Re β down to 14 − ε, during which we do not encounter any poles. Hence,
this term is O(x−ε), after moving Re s to 12− k2−θ−ε to enable us taking δ → 0. 
6.3. Contribution of the moved integral at Re s′ = 12 − ε. We see that the
x-exponent is negative. Moving Re s down to enable us taking the δ-limit, this term
is also O(x−ε).
6.4. Proof of lemma (6.1). For convenience, we write β = a+itβ, where a, tβ ∈ R.
We will split the object to be analyzed as follows:
G
∑
tj
LQ(
1
2
, uj)cr,j
× 1
2πi
∫
(a)
Γ(12 + r − β)Γ(β + k−12 − r + it)
Γ(k2 + it)
Γ(β − itj)Γ(G− β + itj)
Γ(G)
dβ
=G
∑
tj
LQ(
1
2
, uj)cr,j(P1 + P2 + P3),
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where
P1 =
1
2πi
∫
β=a+itβ
|tβ |≤|t|−log
4 |t|
Γ(12 + r − β)Γ(β + k−12 − r + it)
Γ(k2 + it)
Γ(β − itj)Γ(G − β + itj)
Γ(G)
dβ
P2 =
1
2πi
∫
β=a+itβ
||tβ |−|t||≤log
4 |t|
Γ(12 + r − β)Γ(β + k−12 − r + it)
Γ(k2 + it)
Γ(β − itj)Γ(G− β + itj)
Γ(G)
dβ
P3 =
1
2πi
∫
β=a+itβ
|tβ |≥|t|+log
4 |t|
Γ(12 + r − β)Γ(β + k−12 − r + it)
Γ(k2 + it)
Γ(β − itj)Γ(G − β + itj)
Γ(G)
dβ
In each part, we seek to bound the integrand using Stirling’s formula.
6.4.1. The case where |tβ | ≤ |t| − log4 |t|: P1. The ratio of gammas is bounded by:
Γ(12 + r − β)Γ(β + k−12 − r + it)
Γ(k2 + it)
Γ(β − itj)Γ(G− β + itj)
Γ(G)
≪G−a+θ(1 + |t|)a−r− 12 (1 + |tβ |)r−a(1 + |tβ − tj |)a+θ− 12 e−pi2 |tβ−tj |
We further separate this case by the relative sizes of |tj | and |t|:
(1) If |tj | ≥ |t|, then we can further conclude that the integrand is bounded by:
(1 + |t|)a−r− 12 (1 + |tβ |)r−a(1 + |tj |)a+θ− 12 e−pi2 |tj |e pi2 |tβ |G−a+θ
Executing the β-integral and then summing over such |tj |’s using the bound in
proposition 2.5, we have that:
G
∑
|tj |≥|t|
LQ(
1
2
, uj)cr,jP1 ≪ G1−a+θ(1 + |t|)a−r− 12+εQ− 12L1−k+ε
(2) If |tj | ≤ |t|, then we separate the integral as follows:
P1 = P1,1 + P1,2 + P1,3,
where
P1,1 =
1
2πi
∫
β=a+itβ
|tβ |≤|tj|−log
4 |tj |
Γ(12 + r − β)Γ(β + k−12 − r + it)
Γ(k2 + it)
Γ(β − itj)Γ(G− β + itj)
Γ(G)
dβ
P1,2 =
1
2πi
∫
β=a+itβ
||tβ |−|tj ||≤log
4 |tj|
Γ(12 + r − β)Γ(β + k−12 − r + it)
Γ(k2 + it)
Γ(β − itj)Γ(G− β + itj)
Γ(G)
dβ
P1,3 =
1
2πi
∫
β=a+itβ
|tβ |≥|tj|+log
4 |tj |
|tβ |≤|t|−log
4 |t|
Γ(12 + r − β)Γ(β + k−12 − r + it)
Γ(k2 + it)
Γ(β − itj)Γ(G− β + itj)
Γ(G)
dβ
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(a) In the subcase |tβ | ≤ |tj | − log4 |tj |, this subcase has the same effect as
case 1:
G
∑
|tj |≤|t|
LQ(
1
2
, uj)cr,jP1,1 ≪ G1−a+θ(1 + |t|)a−r− 12+εQ− 12L1−k+ε
(b) In the subcase ||tβ | − |tj || ≤ log4 |tj |, the integrand is bounded by
(1 + |t|)a−r− 12+ε(1 + |tβ |)r−aG−a+θ.
Now executing the β-integral and then summing |tj |, we obtain that
G
∑
|tj |≤|t|
LQ(
1
2
, uj)cr,jP1,2 ≪ G1−a+θ(1 + |t|)1+r+εQ− 12L1−k+ε
(c) In the last subcase, |tj | + log4 |tj | ≤ |tβ | ≤ |t| − log4 |t|, the integrand is
bounded by:
(1 + |t|)a−r− 12 (1 + |tβ |)r+θ− 12 e−pi2 |tβ |e pi2 |tj |G−a+θ.
Now executing the β-integral and then summing |tj |, we obtain that
G
∑
|tj |≤|t|
LQ(
1
2
, uj)cr,jP1,3 ≪ G1−a+θ(1 + |t|)a−r− 12+εQ− 12L1−k+ε
Hence, in total:
G
∑
j
LQ(
1
2
, uj)cr,jP1
≪ G1−a+θ
(
(1 + |t|)1+r+ε + (1 + |t|)a−r− 12+ε
)
Q−
1
2L1−k+ε
6.4.2. The case where ||tβ | − |t|| ≤ log4 |t|: P2. The ratio of gammas is bounded
by:
Γ(12 + r − β)Γ(β + k−12 − r + it)
Γ(k2 + it)
Γ(β − itj)Γ(G− β + itj)
Γ(G)
≪ G−a+θ(1 + |t|)r−a− k−12 (1 + |tβ − tj |)a+θ− 12 e−pi2 |tβ−tj |
Separating cases by the relative sizes of |tj | and |t|, we can show that this term is
completely overshadowed by P1.
6.4.3. The case where |tβ | ≥ |t|+ log4 |t|: P3. The ratio of gammas is bounded by:
Γ(12 + r − β)Γ(β + k−12 − r + it)
Γ(k2 + it)
Γ(β − itj)Γ(G− β + itj)
Γ(G)
≪G−a+θ(1 + |t|)− k−12 (1 + |tβ |) k2−1e−π|tβ|eπ|t|(1 + |tβ − tj |)a+θ− 12 e−pi2 |tβ−tj |
Executing the β-integral will show that the result will have decay in |t| that is faster
than every polynomial. Hence, this case is also negligible.
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Putting the cases together, we realize that:
G
∑
tj
LQ(
1
2
, uj)cr,j
× 1
2πi
∫
(a)
Γ(12 + r − β)Γ(β + k−12 − r + it)
Γ(k2 + it)
Γ(β − itj)Γ(G − β + itj)
Γ(G)
dβ
≪G1−a+θ
(
(1 + |t|)1+r+ε + (1 + |t|)a−r− 12+ε
)
Q−
1
2L1−k+ε
Our goal is to minimize G. In order to do this, we want to increase a, looking
at the term (1 + |t|)1+r+ε, which has a fixed exponent. However, the other term
dominates if a is too large, with increasingly worse behavior as a increases. Hence,
we set the exponents of the terms to equal each other. This gives a = 32 + 2r + ε
(the ε is added in to avoid the pole on the line Re β = 32 + 2r.)
Finally, we can proceed to get a lower bound of G such that the above is
O(G1+εQ−
1
2L1−k+ε), such that the contribution in (1 + |t|)-aspect is at most as
much as in Sd. It turns out that G ≍ (1 + |t|) 23−2θ log5Q when r = 0. The G
required for larger values of r has a smaller (1 + |t|)-exponent. This proves the
proposition.
7. Off-diagonal, continuous spectrum
Quoting the continuous spectrum from (2.1.2), the object to analyze here is:
Sco1 = limδ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
×
(
1
2πi
)4 ∫
(γ1)
∫
(γ2)
∫
(γ3)
∫
(γ4)
(4π)k2s−
1
2
Γ(s+ k − 1)2√π
× VN [l1,l2]
∑
a
1
2πi
∫
(0)
ζa,Q(s
′,−z)M(s, z
i
, δ)〈U,Ea(∗, 1
2
+ z)〉
× Γ(s
′ − s+ 12 − β)Γ(s+ w + β − s′ + k2 − 1 + it)
Γ(w + k−12 + it)
× v(s′ − w)v(w − 1
2
)xs
′− 1
2 ls
′−w
2 l
w− 1
2
1
Γ(β)Γ(G− β)
Γ(G)
dz dβ ds′ ds dw (7.0.1)
We will move Re z slightly to the right to a curve C, which has the property that
if z is any complex number between 0 and C, ζ∗(1 − 2z) 6= 0.
For the most part, there will be a lot of similiarities in how we analyze this 5-fold
integral compared to how we analyze the discrete spectrum expression in the last
section. In particular, we start by moving Re s′ down to 12 − ε, passing through
simple poles at s′ = w, s′ = 1 + z, s′ = 1 − z and s′ = s + β − 12 . As seen in the
case of discrete spectrum, the moved integral here is O(x−ε).
7.1. The residue at s′ = w. This is the pole that has most of the contribution
from the continuous part.
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Proposition 7.1. For G ≍ (1 + |t|) 23−2θ log5Q,
Ress′=w S
c
o1
=− ϕ(Q)G
2Γ(k)
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2 (4π)
k〈f, f〉 log x · bl1,l2
+O(G1+εQ1+εL1+2α+ε) +O(G1+εQ 12+εL3+2α+ε) +O(x−ε),
(7.1.1)
where
bl1,l2 =
{
l−11 if l1 = l2
(l1l2)
−1El1,l2(1) if l1 6= l2
(7.1.2)
Remark. Note the sum of the (log x)-terms above is exactly − 12 of the (log x)-terms
in Sd.
Proof. We first write down the residue at s′ = w:
Ress′=w S
c
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
×
(
1
2πi
)4 ∫
(γ1)
∫
(γ2)
∫
(γ4)
∫
(C)
(4π)k2s−
1
2
Γ(s+ k − 1)2√π
Γ(β)Γ(G − β)
Γ(G)
× VN [l1,l2]M(s, zi , δ)
Γ(w − s+ 12 − β)Γ(s+ β + k2 − 1 + it)
Γ(w + k−12 + it)
× v(w − 1
2
)(xl1)
w− 1
2
∑
a
ζa,Q(w,−z)〈U,Ea(∗, 1
2
+ z)〉 dz dβ ds dw
(7.1.3)
At this point, it is natural to move Rew to 12 − ε, which yields residue terms at
w = 1 + z, w = 1− z, w = s+ β − 12 and w = 12 . The moved integral is O(x−ε).
7.1.1. The residue at w = 1 + z. The residue here is:
Resw=1+z Ress′=w S
c
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
×
(
1
2πi
)3 ∫
(γ2)
∫
(γ4)
∫
(C)
(4π)k2s−
1
2
Γ(s+ k − 1)2√π
π
1
2
−z
Γ(12 − z)
× VN [l1,l2]
∑
a=b
c
(
(c, N
c
)
N N
c
) 1
2
−z
ϕ(N
c
)
ϕ((c, N
c
))
ζ(1 + 2z)
ζ(N)(1 − 2z)〈U,Ea(∗,
1
2
+ z)〉
× Γ(
3
2 + z − s− β)Γ(s + β + k2 − 1 + it)
Γ(z + k+12 + it)
M(s, z
i
, δ)
Γ(β)Γ(G − β)
N
1
2
+zΓ(G)
× v(12 + z)(xl1)
1
2
+z
∏
p|c
(1 − p2z)Q−(1+2z)
∏
pγ‖Q
(σ2z(p
γ)− p−1σ2z(pγ−1)) dz dβ ds
(7.1.4)
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Applying function equation to ζ(1+2z) and doing some simplifications, we obtain:
Resw=1+z Ress′=w S
c
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
×
(
1
2πi
)3 ∫
(γ2)
∫
(γ4)
∫
(C)
(4π)k2s−
1
2 π
1
2
+zQ−1
Γ(s+ k − 1)2√π
∏
pγ‖Q
(σ−2z(p
γ)− p−1−2zσ−2z(pγ−1))
× VN [l1,l2]
∑
a=b
c
√
πΓ(−z)
Γ(12 − z)
(
(c, N
c
)
N N
c
) 1
2
−z
ϕ(N
c
)
ϕ((c, N
c
))
ζ(c)(−2z)
ζ(N)(1− 2z)〈U,Ea(∗,
1
2
+ z)〉
× Γ(
3
2 + z − s− β)Γ(s + β + k2 − 1 + it)
Γ(z + k+12 + it)
M(s, z
i
, δ)
Γ(β)Γ(G − β)
N
1
2
+zΓ(G)Γ(12 + z)
× v(1
2
+ z)(xl1)
1
2
+z dz dβ ds (7.1.5)
At this point, we use functional equation of Eisenstein series at 0-cusp (2.7), sim-
plifying this further to:
Resw=1+z Ress′=w S
c
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
×
(
1
2πi
)3 ∫
(γ2)
∫
(γ4)
∫
(C)
(4π)k2s−
1
2 π
1
2
+zQ−1
Γ(s+ k − 1)2√π
∏
pγ‖Q
(σ−2z(p
γ)− p−1−2zσ−2z(pγ−1))
× VN [l1,l2]〈U,E0(∗,
1
2
− z)〉Γ(
3
2 + z − s− β)Γ(s+ β + k2 − 1 + it)
Γ(z + k+12 + it)
×M(s, z
i
, δ)
Γ(β)Γ(G − β)
N
1
2
+zΓ(G)Γ(12 + z)
v(
1
2
+ z)(xl1)
1
2
+z dz dβ ds (7.1.6)
We now move Re z to − 12 − ε, picking up poles at z = s + β − 32 and z = 12 − s.
There is technically also a pole at z = − 12 , but its residue becomes 0 when δ → 0.
The moved integral is O(x−ε).
We investigate the residue at z = s+ β − 32 :
Resz=s+β− 3
2
Resw=1+z Ress′=w S
c
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
(
1
2πi
)2 ∫
(γ2)
∫
(γ4)
(4π)k2s−
1
2πs+β−1
Γ(s+ k − 1)2√π
×Q−1
∏
pγ‖Q
(σ3−2s−2β(p
γ)− p2−2s−2βσ3−2s−2β(pγ−1))M(s, s+β−
3
2
i
, δ)
× VN [l1,l2]〈U,E0(∗, 2− s− β)〉
Γ(β)Γ(G − β)v(s+ β − 1)
Ns+β−1Γ(G)Γ(s+ β − 1) (xl1)
s+β−1 dβ ds
(7.1.7)
We move Re β to 14 − ε, hitting a pole from the M -function at β = 2 − 2s. Again,
there is technically a pole at β = 1−s, but the residue vanishes upon taking δ → 0.
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The moved integral is again O(x−ε). Taking δ → 0, the residue at β = 2− 2s is:
Resβ=2−2sResz=s+β− 3
2
Resw=1+z Ress′=w S
c
o1
=ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
1
2πi
∫
(γ2)
(4π)kπ1−s
2Γ(s+ k − 1)
×Q−1
∏
pγ‖Q
(σ2s−1(p
γ)− p2s−2σ2s−1(pγ−1))Γ(2s− 1)
Γ(s)
× VN [l1,l2]〈U,E0(∗, s)〉
Γ(2− 2s)Γ(G− 2 + 2s)v(1− s)
N1−sΓ(G)Γ(1 − s) (xl1)
1−s ds (7.1.8)
We move Re s up to 1+ε, encountering a double pole at s = 1. The moved integral
is O(x−ε). The residue here is:
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
(
− (4π)
k
4Γ(k)
〈f, f〉bl1,l2 log(xl1) + c1
)
, (7.1.9)
where bl1,l2 is as defined from (7.1.2) and
c1 = Ress=1
( (4π)kπ1−s
2Γ(s+ k − 1)Q
−1
∏
pγ‖Q
(σ2s−1(p
γ)− p2s−2σ2s−1(pγ−1))Γ(2s− 1)
Γ(s)
× VN [l1,l2]〈U,E0(∗, s)〉
Γ(2− 2s)Γ(G− 2 + 2s)v(1− s)
N1−sΓ(G)Γ(1 − s)
)
The one thing we need to know about c1 is that it is O(Q
εGεL1−k+ε).
Continuing the investigating of residue terms, we look at the residue at z = 12−s:
Resz= 1
2
−sResw=1+z Ress′=w S
c
o1
=ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
×
(
1
2πi
)2 ∫
(γ2)
∫
(γ4)
(4π)kπ1−s
2Γ(s+ k − 1)Q
−1
∏
pγ‖Q
(σ2s−1(p
γ)− p2s−2σ2s−1(pγ−1))
× VN [l1,l2]〈U,E0(∗, s)〉
Γ(2− 2s− β)Γ(s+ β + k2 − 1 + it)
Γ(k2 + 1− s+ it)
× Γ(2s− 1)
Γ(s)
Γ(β)Γ(G − β)
N1−sΓ(G)Γ(1 − s)v(1− s)(xl1)
1−s dβ ds (7.1.10)
We move Re s up to 1 + ε, hitting a simple pole at s = 1. The moved integral is
O(x−ε). The residue at s = 1 is:
Ress=1 Resz= 1
2
−sResw=1+z Ress′=w S
c
o1
=ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2
× 1
2πi
∫
(γ4)
(4π)k
2Γ(k)
〈f, f〉bl1,l2
Γ(−β)Γ(β + k2 + it)
Γ(k2 + it)
Γ(β)Γ(G− β)
Γ(G)
dβ
≪QL1+2α+εG1+ε (7.1.11)
Putting together all the cases here, we have:
HYBRID BOUNDS ON TWISTED L-FUNCTIONS ASSOCIATED TO MODULAR FORMS 27
Lemma 7.1. For G ≍ (1 + |t|) 23−2θ log5Q,
Resw=1+z Ress′=w S
c
o1
=− ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
1
2
+αlit1 l
−it
2 (4π)
k〈f, f〉 log x
4Γ(k)
· bl1,l2
+O(G1+εQ1+εL1+2α+ε) +O(x−ε), (7.1.12)
where bl1,l2 is defined as in (7.1.2).
7.1.2. Residue at w = 1− z. Looking at the ζa,Q(w,−z), it turns out that the pole
only occurs at the 0-cusp. Hence, the residue term here is:
Resw=1−z Ress′=w S
c
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
×
(
1
2πi
)3 ∫
(γ2)
∫
(γ4)
∫
(C)
(4π)k2s−
1
2Q−1
Γ(s+ k − 1)2√π
π
1
2
−z
Γ(12 − z)
(
1
N
) 1
2
−z
Γ(β)Γ(G− β)
Γ(G)
× VN [l1,l2]M(s, zi , δ)〈U,E0(∗,
1
2
+ z)〉
∏
pγ‖Q
(σ2z(p
γ)− p−(1−2z)σ2z(pγ−1))
× Γ(
3
2 − z − s− β)Γ(s+ β + k2 − 1 + it)
Γ(−z + k+12 + it)
v(12 − z)(xl1)
1
2
−z dz dβ ds (7.1.13)
Moving the z-line of integration to −C, and changing variable from z 7→ −z, we
see that this term is exactly the same as the residue at w = 1 + z.
7.1.3. Residue at w = s+ β − 12 .
Resw=s+β− 1
2
Ress′=w S
c
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
×
(
1
2πi
)3 ∫
(γ2)
∫
(γ4)
∫
(C)
(4π)k2s−
1
2
Γ(s+ k − 1)2√π
Γ(β)Γ(G − β)
Γ(G)
v(s+ β − 1)
× VN [l1,l2]
∑
a
ζa,Q(s+ β − 1
2
,−z)M(s, z
i
, δ)〈U,Ea(∗, 1
2
+ z)〉(xl1)s+β−1 dz dβ ds
(7.1.14)
Here we move Re β to 14 − ε, picking up a simple pole at β = 1 − s. The moved
integral is again O(x−ε). The residue is:
Resβ=1−sResw=s+β− 1
2
Ress′=w S
c
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
×
(
1
2πi
)2 ∫
(γ2)
∫
(C)
(4π)k2s−
1
2
Γ(s+ k − 1)2√π
Γ(1− s)Γ(G− 1 + s)
Γ(G)
× VN [l1,l2]
∑
a
ζa,Q(
1
2
,−z)M(s, z
i
, δ)〈U,Ea(∗, 1
2
+ z)〉 dz ds (7.1.15)
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In order to take the δ-limit, we move Re s down to 12 − k2 − ε, encountering poles
at s = 12 ± z − r, where r is an integer such that 0 ≤ r ≤ k2 . For r being such an
integer, taking limit as δ → 0, we have the residue:(
Ress= 1
2
+z−r +Ress= 1
2
−z−r
)
Resβ=1−sResw=s+β− 1
2
Ress′=w S
c
o1
=ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
× 1
2πi
∫
(C)
(−1)r(4π)k
2r!
VN [l1,l2]
∑
a
ζa,Q(
1
2
,−z)〈U,Ea(∗, 1
2
+ z)〉
×
(Γ(2z − r)Γ(12 − z + r)Γ(12 − z + r)Γ(G − 12 + z − r)
Γ(12 + z)Γ(
1
2 − z)Γ(k − 12 + z − r)Γ(G)
+
Γ(−2z − r)Γ(12 + z + r)Γ(12 + z + r)Γ(G − 12 − z − r)
Γ(12 + z)Γ(
1
2 − z)Γ(k − 12 − z − r)Γ(G)
)
dz (7.1.16)
We see that there is enough exponential decay to guarantee convergence, and that
this term is O(G
1
2
−r+εQ
1
2
+εL3+2α+ε).
For the moved integral, it is treated in the same way as (6.1.5), and can be shown
to be O(Q
1
2
+εG
1
2
− k
2
−εL3+2α+ε)
7.1.4. The residue at w = 12 . The residue is:
Resw= 1
2
Ress′=w S
c
o1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
×
(
1
2πi
)3 ∫
(γ2)
∫
(γ4)
∫
(C)
(4π)k2s−
1
2VN [l1,l2]
Γ(s+ k − 1)2√π
∑
a
ζa,Q(
1
2
,−z)〈U,Ea(∗, 1
2
+ z)〉
×M(s, z
i
, δ)
Γ(1− s− β)Γ(s + β + k2 − 1 + it)
Γ(k2 + it)
Γ(β)Γ(G − β)
Γ(G)
dz dβ ds (7.1.17)
Now we move Re s down to 12 − k2 − θ− ε to enable us to take the δ-limit. In doing
so, we pick up poles at s = 1 − β, s = 1 − k2 − β − it, and s = 12 ± z − r, where
0 ≤ r ≤ k2 is an integer.
The residue at s = 1− β is:
Ress=1−β Resw= 1
2
Ress′=w S
c
o1
= − lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
×
(
1
2πi
)2 ∫
(γ4)
∫
(C)
(4π)k2
1
2
−β
Γ(k − β)2√πM(1− β,
z
i
, δ)
× VN [l1,l2]
∑
a
ζa,Q(
1
2
,−z)〈U,Ea(∗, 1
2
+ z)〉Γ(β)Γ(G − β)
Γ(G)
dz dβ (7.1.18)
Changing variable β = 1−s, we see that the contour line becomes Re s = 12 −θ−ε.
This is pretty much the same term as (7.1.15) and the bound there applies.
Taking the δ-limit, the analysis of the residue at s = 1− k2 −β− it is very similar
to that of (6.1.8), yielding the bound O(G
1
2
+εQ
1
2
+εL3+2α+ε).
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The residues at s = 12 ± z − r are:(
Ress= 1
2
+z−r +Ress= 1
2
−z−r
)
Resw= 1
2
Ress′=w S
c
o1
= lim
δ→0
(4π)k
2
√
π
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
×
(
1
2πi
)2 ∫
(γ4)
∫
(C)
VN [l1,l2]
∑
a
ζa,Q(
1
2
,−z)〈U,Ea(∗, 1
2
+ z)〉Γ(β)Γ(G− β)
Γ(G)
×
( cr(z, δ)2z−r
Γ(k − 12 + z − r)
Γ(12 − z + r − β)Γ(z − r + β + k−12 + it)
Γ(k2 + it)
+
cr(−z, δ)2−z−r
Γ(k − 12 − z − r)
Γ(12 + z + r − β)Γ(−z − r + β + k−12 + it)
Γ(k2 + it)
)
dz dβ
(7.1.19)
Similar to the previous section, we can prove the following proposition as in lemma
6.1 with slight modifications:
Lemma 7.2. For G ≍ (1 + |t|) 23−2θ log5Q and Reβ = a = 32 + 2r + ε,
lim
δ→0
G
(
1
2πi
)2 ∫
(a)
∫
(C)
VN [l1,l2]
∑
a
ζa,Q(
1
2
,−z)〈U,Ea(∗, 1
2
+ z)〉Γ(β)Γ(G− β)
Γ(G)
×
( 2z−rcr(z, δ)
2
√
πΓ(k − 12 + z − r)
Γ(12 − z + r − β)Γ(β + k−12 + z − r + it)
Γ(k2 + it)
+
2−z−rcr(−z, δ)
2
√
πΓ(k − 12 − z − r)
Γ(12 + z + r − β)Γ(β + k−12 − z − r + it)
Γ(k2 + it)
)
dz dβ
≪G1+εL1−k+εQ− 12+ε × [l1, l2]− 12 (7.1.20)
By the same arguments that we made after proving lemma 6.1, we can conclude
that the double integral (7.1.19) is O(G1+εQ
1
2
+εL2+2α+ε).
For the moved integral, we estimate with the following lemma, which can be
proved in the same way as lemma 6.1:
Lemma 7.3. For G ≍ (1 + |t|) 23−2θ log5Q and Reβ = a = 52 + k + 2ε,
lim
δ→0
G
(
1
2πi
)3 ∫
(γ′
2
)
∫
(γ4)
∫
(C)
(4π)kVN [l1,l2]2s−
1
2
Γ(s+ k − 1)2√π
×
∑
a
ζa,Q(
1
2
,−z)M(s, z
i
, δ)〈U,Ea(∗, 1
2
+ z)〉
× Γ(1− s− β)Γ(s + β +
k
2 − 1 + it)
Γ(k2 + it)
Γ(β)Γ(G − β)
Γ(G)
dz dβ ds
≪G1+εL1−k+εQ− 12+ε[l1, l2]− 12 (7.1.21)
By the same arguments that we made after stating lemma 6.2, we can conclude
that the moved triple integral (7.1.17) is O(G1+εQ
1
2
+εL2+2α+ε).
All these results combined together gives proposition 7.1. 
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7.2. The residue at s′ = 1 ± z. Calculating the contribution of the residue at
s′ = 1 + z is very similar to the subcase w = 1 + z in the previous section, except
that we do not have any poles coming from the v functions. As such, we will omit
the details and only state the result here:
Lemma 7.4. For G ≍ (1 + |t|) 23−2θ log5Q,
Ress′=1+z S
c
o1
≪ G1+εQ1+εL1+2α+ε + x−ε, (7.2.1)
The residue at s′ = 1− z can be shown to be the same as s′ = 1+ z, and hence
has the same contribution as above.
7.3. The residue at s′ = s+ β − 12 . The residue is:
Ress′=s+β− 1
2
Sco1
= lim
δ→0
ϕ(Q)G
∑
l1,l2
χ(l1)χ(l2)(l1l2)
k
2
+αlit1 l
−it
2
×
(
1
2πi
)4 ∫
(γ1)
∫
(γ2)
∫
(γ4)
∫
(C)
(4π)k2s−
1
2
Γ(s+ k − 1)2√π
× VN [l1,l2]
∑
a
ζa,Q(s+ β − 1
2
,−z)M(s, z
i
, δ)〈U,Ea(∗, 1
2
+ z)〉
× v(s+ β − 1
2
− w)v(w − 1
2
)xs+β−1l
s+β− 1
2
−w
2 l
w− 1
2
1
Γ(β)Γ(G − β)
Γ(G)
dz dβ ds dw
(7.3.1)
Moving the line of integration of Reβ to 14 − ε does not pass through any poles,
and hence this is O(x−ε).
8. Proof of Theorem 1
Putting the results of the sections together (in particular, propositions 4.1, 4.2,
6.1, 6.2, and 7.1), we obtain that S as defined in (3.0.13) has the following bound:
S = O(G1+εQ1+εL1+2α+ε) +O(G1+εQ 12+θ+εL3+2α+ε) +O(x−ε),
where G ≍ (1 + |t|) 23−2θ log5Q and α = 1log(Q(1+|t|)) .
Plugging this into the right-hand side of proposition 3.1, we have:
|L(1
2
+ it, fχ)|2|
∑
l∼L
1|2
≪(1 + |t|) 23−2θ+ε
(
Q1+εL1+2α+ε +Q 12+θ+εL3+2α+ε
)
+ x−ε +QL+ (1 + |t|)εQ1+ε
Taking x→∞, we can drop the x-term above. Note that∑
l∼L
l prime
(l,QN)=1
1 ≍ L
logL .
Hence, we can conclude that:
|L(1
2
+ it, fχ)|2 ≪(1 + |t|)
2
3−2θ
+ε
(
Q1+εL−1+2α+ε +Q 12+θ+εL1+2α+ε
)
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In order to balance the effects of the two terms, we set L = Q
1
4
− θ
2
+ε. Recalling
α = 1log(Q(1+|t|)) , we have:
|L(1
2
+ it, fχ)|2 ≪ (1 + |t|) 23−2θ+εQ 34+ θ2+ε
Taking square roots of the above, this is the theorem.
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