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MARCO CAROCCIA AND RICCARDO CRISTOFERI
Abstract. A novel general framework for the study of Γ-convergence of functionals defined
over pairs of measures and energy-measures is introduced. This theory allows us to identify
the Γ-limit of these kind of functionals by knowing the Γ-limit of the underlying energies. In
particular, the interaction between the functionals and the underlying energies results, in the
case these latter converge to a non continuous energy, in an additional effect in the relaxation
process. This study was motivated by a question in the context of epitaxial growth evolution
with adatoms. Interesting cases of application of the general theory are also presented.
1. Introduction
Mathematical models for epitaxial crystal growth usually assume the interfaces to evolve
via the so called Einstein-Nernst relation (see, for instance, [13, 15, 14, 16]). For solid-
vapour interfaces, it has been observed in [27] that the usually neglected adatoms (atoms
freely moving on the surface of the crystal) play an important role in the description of the
evolution of the interface. For this reason, Fried and Gurtin in [18] introduced a model
that includes the effect of adatoms. These latter are viewed as an additional variable whose
evolution in time is coupled to the evolution in time of the interface of the crystal. In the
simple case of a crystal growing on a general shape, i.e., not graph constrained, but without
considering elastic effects or surface stress, the free energy of the system reads as
G(E, u) :=
ˆ
∂∗E
ψ(u) dHd−1 . (1.1)
Here E ⊂ Rd is a set with finite perimeter representing the shape of the crystal, and u ∈
L1(∂∗E; [0,+∞)) is the density of the adatoms. The function ψ : [0,+∞) → (0,+∞) is
assumed to be non-decreasing and satisfying inf ψ > 0. From the physical point of view,
this latter hypothesis is motivated by the fact that, energetically, even an interface without
adatoms can not be created for free.
The interest in considering the model (1.1) lies in the intriguing and challenging mathe-
matical questions that are connected to the related evolution equations. In order to perform
numerical simulations of the evolution equations obtained formally as the gradient flow of
(1.1), Ra¨tz and Voigt in [24] (see also [4]) considered, for ε > 0, the following phase field
model inspired by the Modica-Mortola functional (see [23, 22])
Gε(φ, u) :=
ˆ
Rd
(
1
ε
W (φ) + ε|∇φ|2
)
ψ(u) dx . (1.2)
Here φ ∈ H1(Rd) is the phase variable, W : R → [0,+∞) is a continuous double well po-
tential vanishing at 0 and 1, and u ∈ C0(Rd; [0,+∞)). The authors worked with the special
case ψ(t) := 1 + t
2
2 . Since the Modica-Mortola functional approximates, in the sense of
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Γ-convergence, the perimeter functional, it is expected that the phase field model (1.2) ap-
proximates the sharp interface energy (1.1). This is intended to be a first step in proving
analytically (with the idea of using the Sandier-Serfaty approach, see [25, 26]) that the so-
lutions to the gradient flow of the phase field energy (1.2) converge to the solution of the
gradient flow of the sharp interface energy (1.1). In [24], this convergence was justified by
using formal matched asymptotic expansions.
As observed in [8], the energy (1.1) is not lower semi-continuous with respect to the L1×w∗
topology, where the density u is seen as the measure uHd−1 ¬ ∂∗E (note that this topology
allows for very general cracks in the crystal). Therefore, the functional G can not be the Γ-limit
of the functionals Gε. Note that the L1 convergence for sets only implies the weak* convergence
of the distributional derivative of the characteristic functions of the sets. Therefore, the
relaxation of the functional G does not follow from the results of [6], for which the weak*
convergence of the total variation of the distributional derivative of the characteristic functions
of the sets would be required. In [8], the authors identified the relaxed functional G of G with
respect to the L1 × w∗ topology. The question is then the following: given that the Modica-
Mortola functional
Fε(φ) :=
ˆ
Rd
(
1
ε
W (φ) + ε|∇φ|2
)
dx
is known to Γ-converge to the perimeter functional F , is it true that the functionals Gε, which
can be seen as adatom-density weighted versions of the functionals Fε, Γ-converge to G, the
adatom-density weighted versions of the functional F?
The above problem was the motivation to undertake the study of the Gamma convergence
of such kind of functionals in a more general framework. The advantage in doing so is in
getting a better insight on the technical reasons leading to the answer of the question, other
than developing a theory comprehending a variety of other interesting situations.
We now introduce this general framework. Let Ω ⊂ Rd be an open set, and denote by A(Ω)
the family of open subsets of Ω. For ε > 0, consider the functionals
Fε : L1(Ω)×A(Ω)→ [0,+∞] , F : L1(Ω)×A(Ω)→ [0,+∞]
where each Fε is lower semi-continuous in the first variable on each open set A ∈ A(Ω). For
every φ ∈ L1, the maps
Fε(φ; ·) : A(Ω)→ [0,+∞] , F(φ; ·) : A(Ω)→ [0,+∞] ,
that we will denote as Fφε and Fφ respectively, are assumed to be the restriction of Radon
measures on A(Ω). Suppose that, for every open sets A ∈ A(Ω) the family {Fε(·;A)}ε>0 is
Γ-converging in the L1 topology to F(·;A). Let ψ : [0,+∞) → (0,+∞) be a Borel function
with inf ψ > 0, and define the functionals
GFε(φ, µ) :=
ˆ
Ω
ψ
(
dµ
dFφε
)
dFφε (1.3)
over couples (φ, µ), where φ ∈ L1(Ω), µ is a finite non-negative Radon measure on Ω absolutely
continuous with respect to the measure Fφε and GFε is set to be +∞ otherwise. In the same
spirit is defined
GF (φ, µ) :=
ˆ
Ω
ψ
(
dµ
dFφ
)
dFφ .
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The question we want to investigate is the following: is the Γ-limit of the family {GFε}ε>0
related to the relaxation of the functional GF in the L1 × w∗ topology?
This problem is reminiscent of a classical problem studied by Buttazzo and Freddi in [6]
(see also [5]) on the Γ-convergence of functionals defined over pairs of measures. Given a
sequence of non-negative Radon measures νn on Ω, they studied the Γ-limit of functionals of
the form
Hn(µ) :=
ˆ
Ω
f
(
x,
dµ
dνn
)
dνn , (1.4)
defined over vector valued Radon measures µ on Ω. Here f : Ω×RN → [0,+∞) is a continuous
function, convex in the second variable. In [6] it is proved that, under suitable assumptions
on f , if νn⇀
∗ ν, then Hn Γ→ H with respect to the w∗ convergence, where
H(µ) :=
ˆ
Ω
f c
(
x,
dµ
dν
)
dν +
ˆ
Ω
f∞
(
x,
dµ⊥
d|µ⊥|
)
d|µ⊥| ,
where µ = dµdν ν + µ
⊥ is the Radon-Nicodym decomposition of µ with respect to ν, and f∞ is
the recession function of f . Our framework includes their result for scalar valued measures,
and with f independent of x ∈ Ω. Indeed, it is possible to reduce the study of the functionals
(1.4) to our setting by taking Fε and F constants.
The novelty of this paper is in the treatment of the problem in this general setting, where
the convergence νn⇀
∗ ν is replaced by the Γ-convergence of the underlying functionals Fε to
F . Since for each φ ∈ L1(Ω) we will ask that there exists φn ∈ L1(Ω) with φn → φ in L1(Ω)
such that Fφnn ⇀∗Fφ, in a sense the result in [6] can be seen as a pointwise convergence in our
setting. When F is not continuous in L1, the interaction between the underlying functionals
Fε and the function ψ gives rise, for a class of non continuous functionals F , to an additional
relaxation effect for GF . Because of the technical difficulties we have to deal with, the tech-
niques we employ to prove our results, except for the liminf inequality, are independent from
the ones present in [6].
1.1. Main results and idea of the proofs. In the two main results of this paper, Theorem
3.10 and Theorem 3.12, we are able to prove that the Γ-limit of the functionals GFε is the
relaxation of the functional GF in the L1 × w∗ topology. In particular, an application of
Theorem 3.10 (see Proposition 5.5) is used to prove the Γ-convergence of Gε to G. The
difference between the two results is in the relaxation of the functional GF . This depends on
whether the functional F is continuous or not. In the former case, the limiting functional
writes as (see Theorem 3.12)
GFc (φ, µ) :=
ˆ
Ω
ψc(u) dFφ + Θcµ⊥(Ω) ,
where µ = dµ
dFφFφ + µ⊥ is the Radon-Nicodym decomposition of µ with respect to Fφ. Here
ψc is the convex envelope of ψ, and
Θc := lim
t→+∞
ψc(t)
t
is the recession function of ψc (which is either +∞ or a constant, since ψc is real valued).
This Γ-limit is not surprising, since weak* convergence usually leads to the convexification of
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the integrand, while concentration effects give rise to the recession function for the singular
part of the measure.
We then focus on a particular class of functionals for which continuity fails. Since we are
assuming lower semi-continuity for the functional F , continuity at some φ ∈ L1(Ω) fails when
F(φ) < lim
n→+∞F(φn)
for some φn → φ in L1(Ω). The class of functionals we consider are those for which the
above loss of upper semi-continuity holds for all φ ∈ L1(Ω), and locally in a quantitative way.
Namely, we consider the family of functionals (see Definition 3.3) for which for all φ ∈ L1(Ω)
and for all r ≥ 1 it is possible to find a sequence {φn}n∈N ⊂ L1(Ω) such that φn → φ in
L1(Ω), and
lim
n→+∞F(φn;E)→ rF
φ(φ;E) , (1.5)
for all Borel sets E ⊂ Ω with Fφ(∂E) = 0. This class of functions contains some interesting
cases, like the perimeter functional, and the total variation functional (see Section 5.1 and
5.2 respectively). This was proved in [8, Theorem 2] by using a wriggling construction: given
a set of finite perimeter F ⊂ Ω, local oscillations of the boundary of φ = 1F , whose intensity
is determined by the factor r, were used in order to get (1.5).
For this class of functionals (see Theorem 3.10) the Γ-limit of the family {GFε}ε>0 is
GFlsc(φ, µ) :=
ˆ
Ω
ψcs
(
dµ
dFφ
)
dFφ + Θcsµ⊥(Ω) .
Here ψcs is the convex sub-additive envelope of ψ (see Definition 2.1), and
Θcs := lim
t→+∞
ψcs(t)
t
.
Note that Θcs < +∞, since ψcs has at most linear growth at infinity (see Lemma 2.5). More-
over, ψcs ≤ ψc. Therefore, the quantitative loss of upper semi-continuity of the functional F
results in having a lower energy density for the limiting functional.
We report here the ideas behind the proof of Theorem 3.10. The main technical difficulty
of the paper is the fact that the underlying measures Fφ we consider come from the energy
F . The technical assumptions we require does not seem to be too restrictive.
The liminf inequality (Proposition 4.1) follows easily from classical results on lower semi-
continuity of functionals defined over pairs of measures originally proved in [6].
The construction of the recovery sequence is done via several approximations. In particular,
we pass from ψ to ψcs in two steps: first from ψ to ψc, and then from ψc to ψcs. This is possible
because (ψc)cs = ψcs: the convex sub-additive envelope of the convex envelope corresponds
to the convex sub-additive envelope of the function itself (see Lemma 2.5).
We first treat the singular part of the measure µ, by showing that it can be energetically
approximated by a finite sum of Dirac deltas whose, in turn, can be approximated by regular
functions (Proposition 4.2). The main technical difficulty here is in having to deal with general
Radon measures Fφ.
We then turn to the absolutely continuous part of the measure µ. After showing that it
is possible to assume the density u to be a piecewise constant function (Proposition 4.4), we
prove that it suffices to approximate the energy with density ψc (Proposition 4.5).
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Finally, in Proposition 4.6, given a couple (φ, u) we construct a sequence of pairs ((φn, un))n∈N
such that
lim sup
n→+∞
ˆ
Ω
ψ(un) dFφn ≤
ˆ
Ω
ψc(u) dFφ .
The technical construction is based on a a measure theoretical result, Lemma 6.1. This
results allows disintegrate Ω in sub-domains containing, asymptotically, a certain percentage
of Fφ(Ω), and such that Fφ does not charge mass on their boundaries.
The proof of Theorem 3.12 follows the same step, with the exception of Proposition 4.5,
which is not needed in this case.
We also present applications of our general results to some interesting cases: the perimeter
functional, a weighted total variation functional and the classical Dirichlet energy (respectively
Subsections 5.1, 5.2 and 5.3) In the former case, the lack of lower semi-continuity was already
provided in [8, Theorem 2]. Therefore, using the general theory we developed, we can answer
the question raised by the application in Continuum Mechanics (see Proposition 5.5).
In the second case, the family of approximating functionals we consider is the one intro-
duced by Slepcˆev and Garc´ıa-Trillos in the context of point clouds (see [32]), and that are of
wide interest for the community ([3, 7, 9, 10, 19, 20, 28, 29, 30, 31, 33]). The main technical
result in studying this case is a wriggling result for the weighted total variation functional (see
Proposition 5.8), that allows us to use Theorem 3.10 to identify the Γ-limit in Proposition 5.14.
This paper is organized as follows. In Section 3 we state the main hypotheses and results
of the paper. After introducing the main notation in Section 2, we devote Section 4 to the
proofs of Theorem 3.10 and Theorem 3.12. Finally, the above mentioned applications are
treated in Section 5.
2. Notation and preliminaries
We start by introducing the notions of convex and convex sub-additive envelopes needed
in the definition of the Γ-limits.
Convex and convex sub-additive envelope. We collect here some properties of the convex
sub-additive envelope of a function that we used in the paper. Since in this paper we al-
ways work with nonnegative functions, in the following all the definitions and statements are
adapted to this particular case.
Definition 2.1. Let f : [0,+∞) → (0,+∞) be a Borel function. We define f c : [0,+∞) →
(0,+∞), the convex envelope of f , and f cs : [0,+∞) → [0,+∞), the convex sub-additive
envelope of f , as
f c(t) := sup{ϕ(t) | ϕ ≤ f, ϕ convex} ,
and
f cs(t) := sup{ϕ(t) | ϕ ≤ f, ϕ convex and subadditive} ,
respectively. Moreover, we set
Θc := lim
t→+∞
f c(t)
t
, Θcs := lim
t→+∞
f cs(t)
t
.
The first result is the key one that allows us to construct the recovery sequence in two
steps.
Lemma 2.2. Let f : [0,+∞)→ (0,+∞) be a Borel function. Then (f c)cs = f cs.
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Proof. It is immediate that, if g ≤ f is convex and subadditive, than (since it is in particular
convex), we have g ≤ f c. Henceforth f cs ≤ f c, yielding
f cs ≤ (f c)cs .
On the other hand, if g ≤ f c is convex and subadditive function, it holds in particular g ≤ f .
Hence, from g ≤ f cs we get
(f c)cs ≤ f cs
yielding the desired equality. 
Remark 2.3. Let us note that, in general, (f c)s 6= f cs. Here, with fs, we denote the
subadditive envelope of a function f . Indeed, in general
(f c)s > f cs .
As an example, let us consider the function f(t) := max{2|t| − 1, 1}. Since f is convex we
have f c = f and thus (f c)s = fs. It is possible to check that fs is not convex. Therefore, it
can not coincide with the convex function f cs.
The following characterization of f c is well known (see, for instance, [2, Remark 2.17 (c)]).
Lemma 2.4. Let f : (0,+∞)→ (0,+∞) be a Borel function. Then
f c(t) = inf{λf(t1) + (1− λ)f(t2) | λ ∈ [0, 1], t1, t2 ∈ (0,+∞), λt1 + (1− λ)t2 = t} ,
for all t ∈ (0,+∞).
A useful geometrical characterization of the convex sub-additive envelope of a convex func-
tion has been proved in [8, Proposition A.9 and Lemma A.11].
Lemma 2.5. Let f : [0,+∞)→ (0,+∞) be a convex function. Then there exist {ai}i∈N ⊂ R,
{bi}i∈N ⊂ [0,+∞) such that
f cs(t) = sup
i∈N
{ait+ bi}, Θcs = sup
i∈N
{ai} .
Moreover, there exists t0 ∈ (0,+∞] such that f cs = f on [0, t0), while f cs is linear on [t0,+∞).
Combining the results of Lemma 2.2 and Lemma 2.5 we get teh following.
Lemma 2.6. Let f : [0,+∞)→ (0,+∞) be a Borel function. Then there exists t0 ∈ (0,+∞]
such that
f cs(t) =

f c(t) if t ∈ [0, t0),
tf
c(t0)
t0
if t ∈ [t0,+∞).
(2.1)
In particular, if t0 < +∞, then
Θcs =
f c(t0)
t0
.
Γ-convergence. We refer to [11] for a comprehensive treatment of Γ-convergence. In this
paper we just need the sequential version of it for metric spaces.
Definition 2.7. Let (Y, d) be a metric space and let F : Y → [0,+∞]. We say that a
sequence of functional {Fn}n∈N, where Fn : Y → [0,+∞], Γ-converges to F with respect to
the metric d, and we write Fn
Γ− d−→ F , if
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(i) For every x ∈ Y and every {xn}n∈N ⊂ Y such that xn → x,
F (x) ≤ lim inf
n→+∞ Fn(xn) ;
(ii) For every x ∈ Y there exists {xn}n∈N ⊂ Y such that xn → x and
lim sup
n→+∞
Fn(xn) ≤ F (x) .
In the proof of Theorem 3.10 and 3.12 we will make use of the following.
Remark 2.8. Let x ∈ Y . Assume that, for each δ > 0, there exists a sequence {xn}n∈N ⊂ Y
such that xn → x and
lim sup
n→+∞
Fn(xn) ≤ F (x) + δ .
Then, by using a diagonal procedure, it is possible to find a sequence {yn}n∈N ⊂ Y with
yn → x and
lim sup
n→+∞
Fn(yn) ≤ F (x) .
Radon measures. We collect here the main properties of Radon measures we will need in
the paper. For a reference see, for instance, [1, Section 1.4], and [21, Section 2].
Definition 2.9. We denote by M+(Ω) the space of finite non-negative Radon measures on
Ω. We say that a sequence {µn}n∈N ⊂M+(Ω) is weakly* converging to µ ∈M+(Ω), and we
write µn⇀
∗ µ, if
lim
n→+∞
ˆ
Ω
ϕdµn =
ˆ
Ω
ϕdµ
for every ϕ ∈ C0(Ω).
The following characterisation of weak* convergence will be widely used in the paper.
Lemma 2.10. Let {µn}n∈N ⊂ M+(Ω) such that supn∈N µn(Ω) < +∞. Then µn⇀∗ µ, for
some µ ∈M+(Ω), if and only if
lim
n→+∞µn(E) = µ(E) , (2.2)
for all bounded Borel sets E ⊂⊂ Ω such that µ(∂E) = 0.
In order to use the metric definition of Γ-converge, we need a metric on the space M+(Ω)
that induces the weak* topology. This is possible because C0(Ω) is separable. For a proof
see, for instance, [12, Proposition 2.6].
Lemma 2.11. There exists a distance dM on M+(Ω) with the following property. Let
{µn}n∈N ⊂ M+(Ω) such that supn∈N µn(Ω) < +∞. Then µn⇀∗ µ, for some µ ∈ M+(Ω), if
and only if
lim
n→+∞ dM(µn, µ) = 0 .
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3. Main results
In this section we state the two main results of the paper, along with two corollaries.
Definition 3.1. Denote by A(Ω) the family of open subsets of Ω. Let F : L1(Ω)×A(Ω)→
[0,+∞] be a functional, and set
X := {φ ∈ L1(Ω) | F(φ; Ω) < +∞}.
We say that F is an admissible energy if it satisfies the following conditions:
(Ad1) For every open set A ⊂ Ω, the function φ 7→ F(·;A) is lower semi continuous on L1;
(Ad2) For every φ ∈ X, the map Fφ := F(φ; ·) : A(Ω) → [0,+∞] is the restriction of a
Radon measure on Ω to A(Ω);
(Ad3) For every φ ∈ X, and every open set A ∈ A(Ω) with F(φ;A) = 0, the following holds:
for every U ∈ A(Ω) with U ⊂⊂ A, and for every ε > 0, there exists φ ∈ X with φ = φ
on Ω \ U such that
‖φ− φ‖L1 ≤ ε , Fφ(∂U) = 0 , 0 < Fφ(A) = Fφ(U) < ε.
We denote the class of admissible energies by Ad.
From now on we will consider our functional F to be defined on X.
Remark 3.2. Note that if F ∈ Ad, then from (Ad1) it follows that
F(φ;A) = F(ψ;A)
if φ = ψ in A, for A ∈ A(Ω). Hypothesis (Ad3) is a non-degeneracy hypothesis needed to
treat null sets for the measure Fφ.
We now introduce the two classes of admissible energies we will consider.
Definition 3.3. We say that F ∈ Ad is purely lower semi-continuous if the following holds:
for all φ ∈ X and for all f ∈ L1(Ω,Fφ), with f ≥ 1 Fφ-a.e., there exists a sequence {φn}n∈N ⊂
X such that
φn → φ in L1 , Fφn⇀∗ fFφ .
These family of functions will be denoted by Adlsc.
Definition 3.4. We denote by Adc the family of all F ∈ Ad such that, for all open sets
A ∈ A(Ω), the map φ 7→ F(φ;A) is continuous with respect to the L1 convergence.
Remark 3.5. Note that if F satisfies Definition 3.3, it is indeed lower semicontinuous and it
has the property that any element φ ∈ X can be approached in L1 with a sequence {φn}n∈N
which locally increases the energy of the prescribed amount f ≥ 1 (which acts as a Jacobian).
Indeed, the convergence Fφn⇀∗ fFφ implies
lim
n→+∞F
φn(E) =
ˆ
E
f dFφ
for all Borel sets E ⊂⊂ Ω with Fφ(∂E) = 0. In particular this also justifies the name purely
lower semicontinuous which encodes the fact that around any point φ ∈ X a liminf-type
inequality for F is the sharpest bound that can be expected. This is in contrast to the case
F ∈ Adc where this kind of behavior is forbidden by continuity.
We now introduce the class of approximating energies.
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Definition 3.6. We say that a sequence {Fn}n∈N of functionals Fn : L1(Ω)×A(Ω)→ [0,+∞]
is a good approximating sequence for an energy F ∈ Ad if
(GA1) For every open sets A ∈ A(Ω), and every {φn}n∈N ⊂ L1(Ω) with φn → φ in L1(Ω),
we have
F(φ;A) ≤ lim inf
n→+∞ Fn(φn;A);
(GA2) For all n ∈ N, and φ ∈ L1(Ω) with Fn(φ) < +∞, the map Fφn (·) := Fn(φ; ·) is the
restriction of a Radon measure on Ω to A(Ω);
(GA3) For every φ ∈ X there exists a sequence {φn}n∈N ⊂ X with φn → φ in L1(Ω), such
that Fφnn is non atomic for all n ∈ N, and
Fφnn ⇀∗Fφ , Fφnn (Ω)→ Fφ(Ω) .
The class of good approximating sequences for F will be denoted by GA(F).
Remark 3.7. It is immediate from the definition, that if {Fn}n∈N is a good approximating
sequence for F , then Fn Γ→ F with respect to the L1 topology. Hypothesis (GA3) is asking
for the existence of a recovery sequence satisfying the additional requirement of recovering
the energy also locally.
From (GA1) we deduce the following compactness property: if {φn}n∈N ⊂ L1(Ω) with
φn → φ in L1(Ω) is such that
sup
n∈N
Fφnn (Ω) < +∞ ,
then φ ∈ X.
Remark 3.8. Notice that if F ∈ Ad is non atomic, i.e. Fφ is a non atomic Radon measure
for all φ ∈ X, then the constant sequence Fn := F is a good approximating sequence for F .
We are now in the position to define the main objects of our study.
Definition 3.9. Let ψ : [0,+∞) → (0,+∞) be a Borel function with inf ψ > 0. For
F : X×A(Ω)→ [0,+∞], satisfying property (Ad2) of Definition 3.1, we define the F-relative
energy GF : X ×M+(Ω)→ [0,+∞] as
GF (φ, µ) :=

ˆ
Ω
ψ (u) dFφ if µ = uFφ ,
+∞ otherwise.
(3.1)
The two main results of this paper concern the behaviour of sequences of Fn-relative
energies for a good approximating sequence {Fn}n ∈ GA(F) of an admissible energy F . We
consider both scenarios when F ∈ Adc and F ∈ Adlsc respectively The difference between
the two cases is in the relaxation of the functional GF in the L1×w∗ topology. In the second
case, the interaction between the underlying functional F and the functional GF results in a
lower limiting energy density, since ψcs ≤ ψc.
Theorem 3.10 (Γ-convegence for F ∈ Adlsc). Let F ∈ Adlsc, and {Fn}n∈N ∈ GA(F). Then
GFn Γ-converges to GFlsc with respect to the L1 × w∗ topology, where the functional
GFlsc : X ×M+(Ω)→ [0,+∞]
9
is defined as
GFlsc(φ, µ) :=
ˆ
Ω
ψcs
(
dµ
dFφ
)
dFφ + Θcsµ⊥(Ω). (3.2)
Here µ = dµ
dFφFφ + µ⊥ is the Radon-Nicodym decomposition of µ with respect to Fφ.
Remark 3.11. Note that Θcs < +∞, since ψcs is at most linear at infinity (see Lemma 2.6).
Theorem 3.12 (Γ-convegence for F ∈ Adc). Let F ∈ Adc, and {Fn}n∈N ∈ GA(F). Then
GFε Γ-converges to GFc with respect to the L1 × w∗ topology, where the functional
GFc : X ×M+(Ω)→ [0,+∞]
is defined as follows: If Θc < +∞, we define
GFc (φ, µ) :=
ˆ
Ω
ψc(u) dFφ + Θcµ⊥(Ω) . (3.3)
Otherwise, we set
GFc (φ, µ) :=

ˆ
Ω
ψc(u) dFφ if µ = uFφ ,
+∞ otherwise.
(3.4)
Here µ = dµ
dFφFφ + µ⊥ is the Radon-Nicodym decomposition of µ with respect to Fφ.
In particular, combining the above theorems with Remark 3.8, allow to identify, for certain
energies in Adc and Adlsc, the relaxation of the F-relative energy GF in the L1×w∗ topology.
Corollary 3.13. Let F ∈ Adlsc be non atomic. Then the relaxation of GF with respect to the
L1 × w∗ topology is GFlsc.
Corollary 3.14. Let F ∈ Adc be non atomic. Then the relaxation of GF with respect to the
L1 × w∗ topology is GFc .
Remark 3.15. From the properties of ψc and ψcs and using Remark 3.7 it is possible to
deduce the following compactness property. Let {Fn}n∈N, {φn}n∈N, and {µn}n∈N be such
that
sup
n∈N
GFnc (φn, µn) < +∞ , or sup
n∈N
GFnlsc (φn, µn) < +∞ .
Then, up to a subsequence (not relabeled), it holds that φn → φ in L1, and µn⇀∗ µ, where
φ ∈ X, and µ ∈M+(Ω).
4. Proof of main theorems
Hereafter, ψ : [0,+∞)→ (0,+∞) will be a Borel function with inf ψ > 0. We will denote
by d a metric on the space L1(Ω)×M+(Ω) which induces the L1×w∗ topology (see Lemma
2.11).
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4.1. Liminf inequality. The proof of the liminf inequalities for the Γ-convergence results of
Theorem 3.10 and Theorem 3.12 follows from the argument in Proposition [1, Lemma 2.34].
For the reader’s convenience, we report it here.
Proposition 4.1. Let (φ, µ) ∈ L1(Ω)×M+(Ω), and {(φn, µn)}n∈N ⊂ L1(Ω)×M+(Ω) be such
that (φn, µn)→ (φ, µ). Fix F ∈ Ad and consider a good approximating sequence {Fn}n∈N for
F . Then
lim inf
n→+∞ G
Fn(φn, µn) ≥
ˆ
Ω
ψcs
(
dµ
dFφ
)
dFφ + Θcsµ⊥(Ω) if F ∈ Adlsc (4.1)
lim inf
n→+∞ G
Fn(φn, µn) ≥
ˆ
Ω
ψc
(
dµ
dFφ
)
dFφ + Θcµ⊥(Ω) if F ∈ Adc. (4.2)
Proof. Assume, without loss of generality that
sup
n∈N
{GFn(φn, µn)} < +∞ .
Therefore µn = gnFφnn for all n ∈ N. Since inf ψ > 0, using Remark 3.7 we have that φ ∈ X.
Note that ψ ≥ ψc ≥ ψcs, and that, by Lemma 2.5,
ψc(x) = sup
i∈N
{aix+ bi}, Θc = sup
i∈N
{ai}, (4.3)
ψcs(x) = sup
i∈N
{aix+ bi | bi > 0}, Θcs = sup
i∈N
{ai}. (4.4)
Let {Aj}Mj=1 be a family of pair-wise disjoint of open subset of Ω and, for each j ∈ N, let
vj ∈ C∞c (Aj), with vj ∈ [0, 1].
Case one: F ∈ Adlsc. We have thatˆ
Aj
ψ(gn) dFφnn ≥
ˆ
Ω
ψcs (gn) dFφnn ≥
ˆ
Aj
(vjajgn + bj) dFφnn
=
ˆ
Aj
vjajgn dFφnn + bjFφnn (Aj).
By summing over j = 1, . . . ,M , taking the limit as n→ +∞, exploiting the lower semiconti-
nuity of F , and using the fact that bj > 0 together with µn⇀∗ µ, we get
lim inf
n→+∞ G
Fn(φn, µn) ≥
M∑
j=1
ˆ
Aj
vjaj dµ+
M∑
j=1
bj
ˆ
Aj
vj dFφ
=
M∑
j=1
ˆ
Aj
vj
(
aj
dµ
dFφ (x) + bj
)
dFφ +
M∑
j=1
ˆ
Aj
vjaj dµ
⊥ . (4.5)
Case two: F ∈ Adc. In this case we haveˆ
Aj
ψ(gn) dFφnn ≥
ˆ
Ω
ψc (gn) dFφn ≥
ˆ
Aj
(vjajgn + bj) dFφnn
≥
ˆ
Aj
vjajgn dFφnn + bjFφnn (Aj).
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By summing up over j = 1, . . . ,M , by taking the limit as n → +∞ and by exploiting the
continuity of F we get
lim inf
n→+∞ G
Fn(φn, µn) ≥
M∑
j=1
ˆ
Aj
vjaj dµ+ bj
ˆ
Aj
vj dFφ
≥
M∑
j=1
ˆ
Aj
vj
aj dµ
dFφ (x) +
M∑
j=1
bj
 dFφ + ˆ
Aj
vjaj dµ
⊥ . (4.6)
Taking the supremum in (4.5), (4.6) among all finite families {Aj}j∈J of pair-wise disjoint
subsets of Ω, and vj ∈ C∞c (Aj) with vj ∈ [0, 1], we get
lim inf
n→+∞ G
Fn(φn, µn) ≥ sup
∑
j∈J
ˆ
Aj
ψ+j (x) dλ | {Aj}j∈J , Aj ⊂ Ω pair-wise disjoint
 .
Here ψ+j (x) := max{ψj(x), 0},
ψj(x) :=
{
aj
dµ
dFφ (x) + bj on sptFφ
aj on sptµ
⊥ ,
sptFφ and sptµ⊥ are the supports of the measures Fφ and µ⊥ respectively, and we write
λ = Fφ + µ⊥. Using [1, Lemma 2.35] we can infer
sup
∑
j∈J
ˆ
Aj
ψ+j (x) dλ | {Aj}j∈J , Aj ⊂ Ω pair-wise disjoint
 =
ˆ
Ω
sup
j∈N
{ψj(x)+}dλ.
Hence, using (4.3), (4.4), we getˆ
Ω
sup
j∈N
{ψj(x)+} dλ =
ˆ
Ω
ψcs
(
dµ
dFφ
)
dFφ + Θcsµ⊥(Ω)
in the case F ∈ Adlsc andˆ
Ω
sup
j∈N
{ψj(x)+} dλ =
ˆ
Ω
ψc
(
dµ
dFφ
)
dFφ + Θcµ⊥(Ω) .
in the case F ∈ Adc. This concludes the proof. 
4.2. Limsup inequality. The proofs of the limsup inequalities for Theorem 3.10 and Theo-
rem 3.12 follow similar steps. For this reason, we present each of them as results on its own,
and we will recall it when needed.
We fix an open bounded set Ω with Lipschitz boundary and we start by proving a density
result that will allow us to construct the recovery sequence only for absolutely continuous
couples, namely for pairs (φ, hFφ) with h ∈ L1(Ω;Fφ).
Proposition 4.2. Let F ∈ Ad, ζ : [0,+∞)→ (0,+∞) a convex function such that
Θζ := lim
t→+∞
ζ(t)
t
< +∞ . (4.7)
Then for any (φ, µ) ∈ X × M+(Ω), there exist {ϕn}n∈N ⊂ X, and {hn}n∈N with hn ∈
L1(Ω;Fϕn) such that
lim
n→+∞ d ((ϕn, hnF
ϕn), (φ, µ)) = 0 ,
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and
lim
n→+∞
ˆ
Ω
ζ(hn) dFϕn =
ˆ
Ω
ζ
(
dµ
dFφ
)
dFφ + Θζµ⊥(Ω) .
(a) We are given (φ, µ) ∈ X ×
M+(Ω) where µ = gFφ + µ⊥
(b) We divide Ω in small cubes and
we select only the cubes Qkj such that
Qkj∩sptµ⊥ 6= ∅. We then select xkj ∈
Qkj ∩sptµ⊥ which will provide an ap-
proximation of µ⊥ with Dirac deltas.
We identify the points of type ”a” (in
red) as those points xkj ∈ sptFφ and
the points of type ”b” (in green) as
thos points xkj /∈ sptFφ.
(c) We find suitably small balls
Brk(x
k
j ) ⊂⊂ Qkj around each point
xkj where we suitably modify the
function φ.
(d) We accordingly define functions
hnj as
µ⊥(Qkj )
Fφ(Brk (xkj ))
for points of type
”a” and as
µ⊥(Qkj )
Fφkj (Brk (xkj ))
for point of
type ”b”.
Figure 4.1. Construction of the approximating sequence (ϕn, hnFϕn)
13
Proof. Let n ∈ N, and consider a grid of open cubes {Qnj }j∈N of edge length 1/n. Without
loss of generality, we can assume Fφ(∂Qnj ∩ Ω) = 0 for every j ∈ N. Write µ = gFφ + µ⊥,
where g := dµ
dFφ , and let us divide the proof in four steps.
Step 1. We claim that there exists a sequence {λn}n∈N ⊂M+(Ω) of the form
λn :=
Mn∑
j=1
µ⊥(Qnj )δxnj , (4.8)
with xnj ∈ Qnj ∩ sptµ⊥, for all j = 1, . . . ,Mn such that
lim
n→+∞[ dM(µ
⊥, λn) + Θcs|µ⊥(Ω)− λn(Ω)| ] = 0. (4.9)
Define
J nµ⊥ := {j ∈ N | sptµ⊥ ∩Qnj 6= ∅},
For every j ∈ J n
µ⊥ , choose x
n
j ∈ sptµ⊥ ∩Qnj , and define
λn :=
∑
j∈J n
µ⊥
µ⊥(Qnj )δxnj .
Note that
sup
n∈N
λn(Ω) < +∞ .
Let E ⊂⊂ Ω be a bounded Borel set with µ⊥(∂E) = 0. Set
J nµ⊥,∂E := {j ∈ J nµ⊥ | Qnj ∩ ∂E 6= ∅}.
Fix η > 0 and let U ⊃ ∂E be an open set such that µ⊥(U) < η. Take n0 ∈ N large enough
so that j ∈ J n
µ⊥,∂E implies Q
n
j ⊂⊂ U for all n > n0, and note that
|λn(E)− µ⊥(E)| ≤
∑
J n
µ⊥,∂E
µ⊥(Qnj ) ≤ µ⊥(U) < η . (4.10)
Therefore
lim
n→+∞ |λn(E)− µ
⊥(E)| ≤ η . (4.11)
Since η > 0 is arbitrary, from (4.10), and (4.11) we get
lim
n→+∞ |λn(E)− µ
⊥(E)| = 0.
This proves the claim.
Step 2. Let {λn}n∈N ⊂M+(Ω) be the sequence provided by Step 1. Then
λn :=
Mn∑
j=1
µ⊥(Qnj )δxnj
for xn1 , . . . , x
n
Mn
∈ sptµ⊥. Note that, for every n ∈ N, the cubes {Qnj }Mnj=1 are pair-wise
disjoint. The idea is to locally deform the function φ around each point xnj and define the
corresponding density h. Let
Ia := {j = 1, . . . ,Mn | Qnj ∩ Ω 6= ∅, xnj ∈ sptFφ} ,
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Ib := {j = 1, . . . ,Mn | Qnj ∩ Ω 6= ∅, xnj /∈ sptFφ}.
Fix n ∈ N. We show how to recursively define hnj and φnj . Set φn0 := φ, and hn0 := g. Assume
φnj−1, and g
n
j−1 are given, and define φ
n
j , and h
n
j as follows.
Case one: j ∈ Ia. In this case, for any r > 0 we have Fφ(Br(xnj )) > 0. Moreover using [1,
Theorem 2.22], we get
lim
r→0
µ⊥(Br(xnj ))
Fφ(Br(xnj ))
= +∞.
In particular we can find rn << 1 such that Brn(x
n
j ) ⊂ Qnj and
Fφ(∂Brn(xnj )) = 0, 0 < Fφ(Brn(xnj )) <
µ⊥(Qnj )
Mnn
(4.12)
for all j ∈ Ia. Then we define φnj := φnj−1, and
hnj :=
µ⊥(Qnj )
Fφ(Brn(xnj ))
1Brn (x
n
j )
+ hnj−11Ω\Brn (xnj ) .
Case two: xj ∈ Ib. Therefore, there exists r0 > 0 such that for all r0 > r > 0 we have
Fφ(Br(xnj )) = 0.
Fix rn << 1 such that B2rn(x
n
j ) ⊂ Qnj , and invoke property (Ad3) of Definition 3.1 (with
A = B2rn(x
n
j ), U = Brn(x
n
j ), εn := (Mnn)
−1 minj=1,...,Mn{µ⊥(Qnj )}) to find φnj ∈ X such that
φnj = φ
n
j−1 on Ω \Brn(xj), Fφ
n
j (∂Brn(xj)) = 0 and
‖φnj − φnj−1‖L1 ≤
µ⊥(Ω)
Mnn
, 0 < Fφnj (Brn(xnj )) <
µ⊥(Qnj )
Mnn
(4.13)
for all j ∈ Ib. Then we define
hnj :=
µ⊥(Qnj )
Fφnj (Brn(xj))
1Brn (x
n
j )
+ hnj−11Ω\Brn (xnj ) .
Set ϕn := φ
n
Mn
, and hn := h
n
Mn
. Note that ϕn = φ, hn = g outside
⋃Mn
j=1Brn(x
n
j ), and that
hn ≥ nMn on
Mn⋃
j=1
Brn(xn) , (4.14)
and that, by construction, ϕn ∈ X. Moreover Fϕn(∂Brn(xnj )) = 0 and
‖ϕn − φ‖L1(Ω) ≤
∑
j∈Ib
‖φnj − φnj−1‖L1 ≤
µ⊥(Ω)
n
.
Step 3. We claim that
lim
n→+∞
ˆ
Ω
ζ(hn)Fϕn =
ˆ
Ω
ζ(g) dFφ + Θfµ⊥(Ω).
Indeed, recalling Remark 3.2, we get
ˆ
Ω
ζ(hn)Fϕn =
ˆ
Ω\⋃Mnj=1Brn (xnj ) ζ(g) dF
φ +
Mn∑
j=1
ζ (hn)
hn
µ⊥(Qnj ) . (4.15)
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Fix δ0 > 0. Using (4.14) it is possible to take n large enough so that∣∣∣∣ζ (hn)hn −Θζ
∣∣∣∣ ≤ δ0
for all j = 1, . . . ,Mn. In particular∣∣∣∣∣∣
Mn∑
j=1
ζ (hn)
hn
µ⊥(Qnj )−Θζλn(Ω)
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
Mn∑
j=1
(
ζ (hn)
hnj
−Θζ
)
µ⊥(Qnj )
∣∣∣∣∣∣
≤
Mn∑
j=1
δ0µ
⊥(Qnj ) = δ0λn(Ω).
The arbitrariness of δ0 > 0, together with (4.9), yield
lim
n→+∞
Mn∑
j=1
ζ (hn)
hn
µ⊥(Qnj ) = Θζµ
⊥(Ω) . (4.16)
Now, set
An :=
Mn⋃
j=1
Brn(x
n
j ) ,
and note that from (4.12), and (4.13) we get that
Fφ(An) ≤ µ
⊥(Ω)
n
→ 0 , (4.17)
as n → +∞. Since g ∈ L1(Ω;Fφ), using (4.7), we get ζ(g) ∈ L1(Ω;Fφ). Therefore, the
Lebesgue Dominated Convergence Theorem yields
lim
n→∞
ˆ
Ω\⋃Mnj=1Brn (xnj ) ζ(g) dF
φ =
ˆ
Ω
ζ(g) dFφ . (4.18)
Using (4.15), (4.16) and (4.18) we get the claim.
Step 4. To complete the proof it remains to show that hnFϕn⇀∗ µ. Note that
sup
n∈N
ˆ
Ω
hn dFϕn < +∞ .
Let E ⊂⊂ Ω be a bounded Borel set such that µ(∂E) = 0. Fix η > 0, and take an open set
U ⊂ Ω with U ⊃ ∂E such that µ(U) < η. Set
J nE := {j ∈ N | Qkj ⊂ E}, J n∂E := {j ∈ N | Qnj ∩ ∂E 6= ∅}
and take n0 ∈ N large enough, so that j ∈ J n∂E implies Qnj ⊂⊂ U for all n > n0. Then
hnFϕn(E) =
ˆ
E\An
g dFφ +
∑
j∈J nE
µ⊥(Qnj ) +
∑
j∈J n∂E
µ⊥(Qnj )
Fϕn(Brn(xnj ))
Fϕn(E ∩Brn(xnj )) .
Recalling (4.8), we get
|hnFϕn(E)− (gFφ + λn)(E)| ≤
Mn∑
j=1
gFφ(Brn(xnj )) +
∑
j∈J n∂E
µ⊥(Qnj )
∣∣∣∣∣Fϕn(E ∩Brn(xnj ))Fϕn(Brn(xnj )) − 1
∣∣∣∣∣
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≤
ˆ
An
g dFφ +
∑
j∈J n∂E
µ⊥(Qnj ) ≤
ˆ
An
g dFφ + µ⊥(U)
≤
ˆ
An
g dFφ + η.
Therefore, using (4.17), and the arbitrariness of η > 0, we get
lim
n→+∞ |hnF
φn(E)− (gFφ + λn)(E)| = 0 . (4.19)
The claim follows at once by (4.8), (4.19) and the triangular inequality. 
Next result will allow us to consider only a special class of absolutely continuous couples.
Let us introduce the following notation for cubes partition of Ω. Let Q := (−12 , 12)d. For
p ∈ Rd, and ` > 0, we define
Gp,` := {(p+ `z + `Q) ∩ Ω | z ∈ Zd}
and we write ∂Gp,` for
∂Gp,` := Ω ∩
 ⋃
z∈Zd
(p+ `z + `∂Q)
 .
Definition 4.3. We say that (φ, µ) ∈ X ×M+(Ω) is a regular absolutely continuous couple
if µ = gFφ where g ∈ L1(Ω,Fφ) is of the form
g =
M∑
i=1
αi1Ωi ,
where α1, . . . , αM ∈ (0,+∞), and {Ωi}Mi=1 = Gp,` for some p ∈ Rd, ` > 0, is such that
Fφ(∂Gp,`) = 0 .
We denote by R(Ω) the class of all regular absolutely continuous couples.
Proposition 4.4. Let F ∈ Ad, ζ : [0,+∞)→ (0,+∞) a convex function, and (φ, gFφ) ∈ X×
M+(Ω), with g ∈ L1(Ω,Fφ). Then there exists {gn}n∈N ⊂ L1(Ω,Fφ) with {(φ, gnFφ)}n∈N ⊂
R(Ω), such that
gnFφ⇀∗ gFφ ,
and
lim
n→+∞
ˆ
Ω
ζ(gn) dFφ =
ˆ
Ω
ζ(g) dFφ.
Proof. For n ∈ N let pn ∈ Rd be such that
Fφ(∂Gpn,1/n) = 0
Let {Qnj }Mnj=1 be the cubes such that Gpn,1/n = {Qnj ∩ Ω}Mnj=1 and
J nFφ := {j = 1, . . . ,Mn | Fφ(Qnj ∩ Ω) > 0} .
For j ∈ J nFφ set
αnj :=
1
Fφ(Qnj ∩ Ω)
ˆ
Qnj ∩Ω
g dFφ , (4.20)
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and for j /∈ J nFφ set
αnj :=
1
nMn
.
Define
gn :=
Mn∑
j=1
αnj 1Qnj .
We claim that gnFφ⇀∗ gFφ. Note that
sup
n∈N
ˆ
Ω
gn dFφ < +∞ .
Let E ⊂⊂ Ω be a bounded Borel set with gFφ(∂E) = 0. Fix η > 0, and let U ⊃ ∂E be an
open set with gFφ(U) ≤ η. Let
J n∂E := { j = 1, . . . ,Mn | Qnj ∩ ∂E 6= ∅ } ,
and take n ∈ N large enough so that j ∈ J n∂E implies Qnj ⊂ U . Then
|gnFφ(E)− gFφ(E)| ≤
∑
j∈J n∂E
∣∣∣∣∣
ˆ
Qnj ∩E
gn − g dFφ
∣∣∣∣∣+ 1n
≤
∑
j∈J n∂E
∣∣∣∣∣ Fφ(Qnj ∩ E)Fφ(Qnj ) − 1
∣∣∣∣∣
ˆ
Qnj
g dFφ + 1
n
≤ gFφ(U) + 1
n
≤ η + 1
n
.
Therefore
lim
n→+∞ |gnF
φ(E)− gFφ(E)| ≤ η .
Since η > 0 is arbitrary, we get the claim. To conclude the proof we have to show that
lim
n→+∞
ˆ
Ω
ζ(gn) dFφ =
ˆ
Ω
ζ(g) dFφ .
Using the convexity of f , we have
ˆ
Ω
ζ(gn) dFφ =
Mn∑
j=1
ˆ
Qnj ∩Ω
ζ(αnj ) dFφ
=
∑
j∈J nFφ
Fφ(Qnj ∩ Ω)ζ
(
1
Fφ(Qnj ∩ Ω)
ˆ
Qnj ∩Ω
g dFφ
)
≤
∑
j∈J nFφ
ˆ
Qnj ∩Ω
ζ(g) dFφ
≤
ˆ
Ω
ζ(g) dFφ .
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Therefore
lim sup
n→+∞
ˆ
Ω
ζ(gn) dFφ ≤
ˆ
Ω
ζ(g) dFφ . (4.21)
On the other hand, using gnFφ⇀∗ gFφ, the convexity of f , and [1, Theorem 2.34], we getˆ
Ω
ζ(g) dFφ ≤ lim inf
n→+∞
ˆ
Ω
ζ(gn) dFφ . (4.22)
Using (4.21), and (4.22) we conclude. 
Proposition 4.5. Let F ∈ Adlsc, and (φ, gFφ) ∈ R(Ω). Then there exists {(ϕn, hnFϕn)}n∈N ⊂
R(Ω) such that
lim
n→+∞ d((ϕn, hnF
ϕn), (φ, gFφ)) ,
and
lim
n→+∞
ˆ
Ω
ψcs(hn) dFϕn =
ˆ
Ω
ψc(g) dFφ .
Moreover, if we write hn =
∑M
i=1 κ
n
i 1Ω
n
i
, we can ensure that κni ≤ t0 for all i = 1, . . . ,Mn,
and n ∈ N, where t0 > 0 is given by Lemma 2.6.
Proof. If t0 = +∞, there is nothing to prove, since this would mean that ψcs = ψc. Thus,
assume t0 ∈ (0,+∞). Write g =
∑M
i=1 αi1Ωi , where αi > 0, and let
I := {i = 1, . . . ,M | αi > t0} .
Define the function
f :=
M∑
i=1
βi1Ωi ,
where
βi :=
{ αi
t0
if i ∈ I ,
1 if i /∈ I , (4.23)
Let {φn}n∈N ⊂ X be the sequence given by Definition 3.3 such that φn → φ in X, and
Fφn⇀∗ fFφ . (4.24)
In particular, for all i = 1, . . . ,M , it holds Fφn(∂Ωi) → 0. It is then possible, for all n
sufficiently large, to choose δn > 0 such that
Fφn ((∂Ωi)δn) <
1
n
, (4.25)
for all i = 1, . . . ,M . Here (∂Ωi)δn := {x ∈ Rd | dist(x, ∂Ωi) < 1n}. By definition of regular
absolutely continuous couple we have that {Ωi}Mi=1 = Gp,` for some p ∈ Rd, ` > 0. Since Fφj
is a Radon measure, it is possible to slightly translates the underline grid of cubes of a small
vectors so that Gp+v,` do not charge energy Fφn on ∂Gp+v,`(Ω). More precisely, we can find
a sequence {vn}n∈N ⊂ Rd with |vn| < δn, such that
{Ω˜ni }Mi=1 = Gp+vn,`
and
Fφn(∂Ω˜ni ) = 0 ,
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for all i = 1, . . . ,M and j ∈ N. Define, for n ∈ N,
hn :=
∑
i∈I
t01Ω˜ni
+
∑
i/∈I
αi1Ω˜ni
.
We claim that hnFφn⇀∗ gFφ. Indeed,
sup
n∈N
ˆ
Ω
hn dFφn < +∞ ,
and, for any bounded Borel set E ⊂⊂ Ω with Fφ(∂E) = 0, we have that∣∣∣∣ˆ
E
hn dFφn −
ˆ
E
g dFφ
∣∣∣∣ ≤∑
i∈I
|t0Fφn(Ω˜ni ∩ E)− αiFφ(Ωi ∩ E)|
+
∑
i/∈I
αi
∣∣∣Fφn(Ω˜ni ∩ E)−Fφ(Ωi ∩ E)∣∣∣
≤
∑
i∈I
|t0Fφn(Ωi ∩ E)− αiFφ(Ωi ∩ E)|
+ t0
∑
i∈I
|Fφn(Ω˜ni ∩ E)−Fφj (Ωi ∩ E)|
+
∑
i/∈I
αi|Fφn(Ω˜ni ∩ E)−Fφn(Ωi ∩ E)|
≤
∑
i∈I
|t0Fφj (Ωi ∩ E)− αiFφ(Ωi ∩ E)|+ CFφn ((∂Ωi)δn)
≤
∑
i∈I
|t0Fφn(Ωi ∩ E)− αiFφ(Ωi ∩ E)|+ C 1
n
, (4.26)
where C := max{t0, α1, . . . , αM}, and in the last step we used (4.25). We now observe that
Fφ(∂(Ωi ∩ E)) = 0. Since f ≥ 1, this also implies fFφ(∂(Ωi ∩ E)) = 0 for all i ∈ I. Using
(4.24), for all i ∈ I we get
lim
n→+∞F
φn(Ωi ∩ E) =
ˆ
Ωi∩E
f dFφ = αi
t0
Fφ(Ωi ∩ E).
Therefore, from (4.26) we deduce that
lim
n→+∞
∣∣∣∣ˆ
E
hn dFφn −
ˆ
E
g dFφ
∣∣∣∣ = 0 .
To conclude the proof, (4.24) together with (4.25) yield
lim
n→+∞
ˆ
Ω
ψc(hn) dFφn = lim
n→+∞
[∑
i∈I
Fφn(Ω˜ni )ψc (t0) +
∑
i/∈I
Fφn(Ω˜ni )ψc (αi)
]
=
∑
i∈I
Fφ(Ωi)αiψ
c (t0)
t0
+
∑
i/∈I
Fφ(Ωi)ψc (αi)
=
∑
i∈I
Fφ(Ωi)ψcs(αi) +
∑
i/∈I
Fφ(Ωi)ψcs (αi)
=
ˆ
Ω
ψcs(g) dFφ ,
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where in the third equality above we used Lemma 2.6. 
Proposition 4.6. Let F ∈ Ad, and {Fn}n∈N ∈ GA(F). Then, for every (φ, gFφ) ∈ R(Ω)
there exists a sequence {(ϕn, hnFϕnn )}n∈N ⊂ X ×M+(Ω) such that
lim
n→+∞ d((ϕn, hnF
ϕn
n ), (φ, gFφ)) = 0 ,
and
lim sup
n→+∞
ˆ
Ω
ψ(hn) dFϕnn ≤
ˆ
Ω
ψc(g) dFφ .
Proof. Write g =
∑M
i=1 αi1Ωi , where αi > 0. Using Lemma 2.4, for all i = 1, . . . ,M , and
n ∈ N, it is possible to find λin ∈ [0, 1], and sin, tin ∈ [0,+∞) with
λins
i
n + (1− λin)tin = αi (4.27)
such that
λinψ(s
i
n) + (1− λin)ψ(tin) ≤ ψc (αi) +
1
n
. (4.28)
Up to a subsequence, not relabeled, we can assume λin → λi ∈ [0, 1], as n → +∞. By
exploiting property (GA3) of Definition 3.6, it is possible to find {ϕn}n∈N ⊂ X such that
Fϕnn is non-atomic for each n ∈ N, ϕn → φ in L1(Ω), Fϕnn ⇀∗Fφ, and Fϕnn (Ω) → Fφ(Ω).
Therefore, since Fφ(∂Ωi) = 0 for all i = 1, . . . ,M , up to a subsequence (not relabelled), we
can ensure that
lim
n→+∞
(
sup
i=1,...,M
{sin, tin, ψ(sin), ψ(tin)}
)
M∑
i=1
Fϕnn (∂Ωi) = 0 . (4.29)
By invoking Lemma 6.1, for all i = 1, . . . ,M , there exists a sequence of Borel sets {Rim}m∈N
with Rim ⊂ Ωi having the following properties:
a) Fϕnn ¬Rim⇀∗ λiFϕnn ¬Ωi as m→ +∞;
b) Fϕnn ¬ (Ωi \Rim)⇀∗ (1− λi)Fϕnn ¬Ωi as m→ +∞;
c) Fϕnn (∂Rim) = Fφ(∂Rim) = 0 for all n ∈ N, m ∈ N, i = 1, . . . ,M .
Using the fact that Fφnn ⇀∗Fφ and that Fφ(∂Ωi) = 0 for all i = 1, . . . ,M , it is possible to
select a subsequence {mn}n∈N with mn → +∞ as n→ +∞ such that
Fϕnn ¬Rimn⇀∗ λiFφ
¬
Ωi , Fϕnn ¬ (Ωi \Rimn)⇀∗ (1− λi)Fφ
¬
Ωi , (4.30)
as n→ +∞. Define
hn :=
M∑
i=1
sin1Rimn
+ tin1Ωi\Rimn .
We claim that
lim
n→+∞dM(hnF
ϕn
n , gFφ) = 0. (4.31)
Let E ⊂⊂ Ω be a bounded Borel set with gFφ(∂E) = 0. Then, using (4.27), and property c)
above, we get∣∣∣∣ˆ
E
hn dFϕnn −
ˆ
E
g dFφ
∣∣∣∣ ≤ M∑
i=1
sin|Fϕnn (Rimn ∩ E)− λiFφ(E ∩ Ωi)|
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+M∑
i=1
tin|Fϕnn (E ∩ (Ωi \Rimn))− (1− λi)Fφ(E ∩ Ωi)|
+
(
sup
i=1,...,M
{sij , tij}
)
M∑
i=1
Fϕnn (∂Ωi)
Thanks to (4.29), (4.30) and the the fact that λin → λi, we conclude that
lim
n→+∞
∣∣∣∣ˆ
E
hn dFϕnn −
ˆ
E
g dFφ
∣∣∣∣ = 0. (4.32)
Since
sup
n∈N
ˆ
Ω
hn dFφn < +∞ ,
we obtain (4.31). Finally, we note that
ˆ
Ω
ψ(hn) dFϕnn =
M∑
i=1
ψ(sin)Fϕnn (Rimn) + ψ(tin)Fϕnn (Ωi \Rimn)
+ sup
i=1,...,M
{ψ(sij), ψ(tij)}
M∑
i=1
Fϕnn (∂Ωi)
≤
M∑
i=1
[λiψ(sin) + (1− λi)ψ(tin) ]Fϕnn (Ωi)
+ sup
i=1,...,M
{ψ(sin), ψ(tin)}
M∑
i=1
Fϕnn (∂Ωi)
+
M∑
i=1
ψ(sin)| Fϕnn (Rimn)− λiFφ(Ωi) |
+
M∑
i=1
ψ(sin)| Fϕnn (Ωi \Rimn)− (1− λi)Fφ(Ωi) |
≤
M∑
i=1
(
ψc(αi) +
1
n
)
Fϕnn (Ωi) + sup
i=1,...,M
{ψ(sin), ψ(tin)}
M∑
i=1
Fϕnn (∂Ωi)
+
M∑
i=1
ψ(sin) | Fϕnn (Rimn)− λiFφ(Ωi) |
+
M∑
i=1
ψ(tin) | Fϕnn (Ωi \Rimn)− (1− λi)Fφ(Ωi) |
=
ˆ
Ω
ψc(g) dFφ + 1
n
Fφ(Ω) + sup
i=1,...,M
{ψ(sin), ψ(tin)}
M∑
i=1
Fϕnn (∂Ωi)
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+M∑
i=1
ψ(sin) | Fϕnn (Rimn)− λiFφ(Ωi) |
+
M∑
i=1
ψ(tin) | Fϕnn (Ωi \Rimn)− (1− λi)Fφ(Ωi) | .
Thus, taking the limit as n → +∞ and using (4.29), (4.30) together with the fact that
λin → λi, we get
lim
n→+∞
ˆ
Ω
ψ(hn) dFϕnn ≤
ˆ
Ω
ψc(g) dFφ. (4.33)
This concludes the proof. 
4.3. Proof of Theorems 3.10. The liminf inequality follows from Proposition 4.1. Let
(φ, µ) ∈ X ×M+(Ω), and write µ = gFφ + µ⊥. Fix δ > 0. By Proposition 4.2 there exist
ϕ1 ∈ X, and h1 ∈ L1(Ω;Fϕ1) such that
d((ϕ1, h1Fϕ1), (φ, µ)) +
∣∣∣∣ˆ
Ω
ψcs(h1) dFϕ1 −
ˆ
Ω
ψcs(g) dFφ −Θcsµ⊥(Ω)
∣∣∣∣ ≤ δ4 . (4.34)
Proposition 4.4 yields the existence of h2 ∈ L1(Ω,Fϕ1) such that (ϕ1, h2Fϕ1) ∈ R(Ω) and
d((ϕ1, h2Fϕ1), (ϕ1, h1Fϕ1)) +
∣∣∣∣ˆ
Ω
ψcs(h1) dFϕ1 −
ˆ
Ω
ψcs(h2) dFϕ1
∣∣∣∣ ≤ δ4 . (4.35)
Thanks to Proposition 4.5 we can find ϕ2 ∈ X, and h3 ∈ L1(Ω,Fϕ2) such that (ϕ2, h3Fϕ2) ∈
R(Ω) and
d((ϕ2, h3Fϕ2), (ϕ1, h2Fϕ1)) +
∣∣∣∣ˆ
Ω
ψc(h3) dFϕ2 −
ˆ
Ω
ψcs(h2) dFϕ1
∣∣∣∣ ≤ δ4 . (4.36)
Finally, let (ϕnδ , hnδF
ϕnδ
nδ ) ∈ X ×M+(Ω) be given by Proposition 4.6 such that
d((ϕnδ , hnF
ϕnδ
nδ ), (ϕ2, h3Fϕ2)) ≤
δ
4
, (4.37)
and ˆ
Ω
ψ(hnδ) dF
ϕnδ
nδ ≤
ˆ
Ω
ψc(h3)dFϕ3 + δ
4
(4.38)
Therefore, from (4.34), (4.35), (4.36), (4.37), and (4.38) we get
d((ϕnδ , hnδF
ϕnδ
nδ ), (φ, µ)) ≤ δ ,
and ˆ
Ω
ψ(hnδ) dF
ϕnδ
nδ ≤
ˆ
Ω
ψcs(g)dFφ + Θcsµ⊥(Ω) + δ .
We conclude by using Remark 2.8. 
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4.4. Proof of Theorems 3.12. Proposition 4.1 gives the lower bound inequality. In order
to prove the upper bound, we argue as follows.
Case 1. Assume Θc = +∞. Let (φ, µ) ∈ X ×M+(Ω). If µ⊥ 6= 0 then there is nothing to
prove. Assume µ⊥ = 0. Write µ = gFφ, and fix δ > 0. Using Proposition 4.4, we can find
h1 ∈ L1(Ω,Fφ) such that (φ, h1Fφ) ∈ R(Ω) and
d((φ, h1Fφ), (φ, gFφ)) +
∣∣∣∣ˆ
Ω
ψc(h1) dFφ −
ˆ
Ω
ψc(g) dFφ
∣∣∣∣ ≤ δ2 , (4.39)
Proposition 4.6 gives the existence of nδ ∈ N (ϕnδ , hnδF
ϕnδ
n ) ∈ X ×M+(Ω) such that
d((ϕnδ , hnδFϕnδ ), (φ, h1Fφ)) ≤
δ
2
, (4.40)
and ˆ
Ω
ψ(hnδ) dF
ϕnδ
n ≤
ˆ
Ω
ψc(h1)dFφ + δ
2
(4.41)
Therefore, (4.39), (4.40) and (4.41) yield
d((ϕnδ , hnδFϕnδ ), (φ, gFφ)) ≤ δ ,
and ˆ
Ω
ψ(hnδ) dF
ϕnδ
nδ ≤
ˆ
Ω
ψc(g)dFφ + δ .
Then, Remark 2.8 yields the desired conclusion.
Case 2. Assume Θc < +∞. Write µ = gFφ + µ⊥. Fix δ > 0. By Proposition 4.2 there
exist ϕ1 ∈ X, and h1 ∈ L1(Ω;Fϕ1) such that
d((ϕ1, h1Fϕ1), (φ, µ)) +
∣∣∣∣ˆ
Ω
ψc(h1) dFϕ1 −
ˆ
Ω
ψc(g) dFφ −Θcµ⊥(Ω)
∣∣∣∣ ≤ δ3 . (4.42)
Proposition 4.4 yields the existence of h2 ∈ L1(Ω,Fϕ1) such that (ϕ1, h2Fϕ1) ∈ R(Ω) satisfies
d((ϕ1, h2Fϕ1), (ϕ1, h1Fϕ1)) +
∣∣∣∣ˆ
Ω
ψc(h1) dFϕ1 −
ˆ
Ω
ψc(h2) dFϕ1
∣∣∣∣ ≤ δ3 . (4.43)
Finally, let ϕnδ ∈ X, and hnδ ∈ L1(Ω,F
ϕnδ
nδ ) be given by Proposition 4.6 such that
d((ϕnδ , hnδF
ϕnδ
nδ ), (ϕ1, h2Fϕ2)) ≤
δ
3
, (4.44)
and ˆ
Ω
ψ(hnδ) dF
ϕnδ
nδ ≤
ˆ
Ω
ψc(h2)dFϕ1 + δ
3
(4.45)
Therefore, from (4.39), (4.40), (4.41), (4.44), and (4.45) we get
d((ϕnδ , hnδF
ϕnδ
nδ ), (φ, µ)) ≤ δ ,
and ˆ
Ω
ψ(hnδ) dF
ϕnδ
nδ ≤
ˆ
Ω
ψc(g)dFφ + Θcµ⊥(Ω) + δ .
The desired recovery sequence is then constructed by using Remark 2.8. 
5. Selected applications
We recall that Ω ⊂ Rd always stands for an open bounded set with Lipschitz boundary.
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5.1. Perimeter functional. As a first application of the general theory developed in the
previous sections, we consider the perimeter functional. In the following we will identify
the space X := BV (Ω; {0, 1}) with the space of sets with finite perimeter. We define the
functional F : X ×A → [0,+∞) as
F(φ;A) := |Dφ|(A) = P({φ = 1};A) ,
where P({φ = 1};A) denotes the perimeter of the set {φ = 1} in A. The following result has
been proved in [8] (see [8, Theorem 2]).
Theorem 5.1. Let E ⊂ Rd be a set of finite perimeter, and f ∈ L1(∂∗E; [1,+∞)). Then
there exists a sequence of smooth bounded sets {En}n∈N ⊂ Rd with 1En → 1E in L1, such
that
lim
n→+∞P(En;F ) =
ˆ
∂∗E∩F
f dHd−1 ,
for all Borel sets F ⊂⊂ Ω with P(E; ∂F ) = 0.
Using the above result, it is possible to obtain the following.
Proposition 5.2. The functional F is a purely lower semi-continuous admissible energy.
Proof. In order to show that the functional F is an admissible energy, we just need to prove
property (Ad3), since the others are trivially satisfied. Let E ⊂ Ω be a set of finite perimeter
such that |D1E |(A) = 0 for some open set A ⊂ Ω. Then 1E is constant on A. Assume
1E = 0 on A. The other case can be treated similarly. Let U ⊂⊂ A be an open subset,
and ε > 0. Pick BR(x) ⊂⊂ U and for r ∈ (0, R) set φ := 1E + 1Br(x). Then F(φ; ∂U) = 0,
‖φ− φ‖L1 ≤ ωnrd, and
0 < F(φ;B) = nωdrd−1 .
Taking
r <
(
ε
dωd
) 1
d−1
we get the desired result.
Finally, the fact that the energy F is purely lower semi-continuous follows by Theorem 5.1
localized in Ω. Indeed, the wriggling procedure used in the proof of Theorem 5.1 is a local
construction. 
5.1.1. The Modica-Mortola approximation of the perimeter. We now consider, for ε > 0, the
Modica-Mortola functional Fε : L1(Ω)×A(Ω)→ [0,+∞] defined as
Fε(φ;A) :=
ˆ
A
[
1
ε
W (φ) + ε|∇φ|2
]
dx ,
where W ∈ C0(R) is non negative potential with at least linear growth at infinity, and such
that {W = 0} = {0, 1}. We report here the classical result by Modica (see [22, 23]).
Theorem 5.3. We have that Fε Γ−L
1→ σWF , where
σW :=
ˆ 1
0
√
W (t) dt .
Moreover, if {φn}n∈N ⊂ L1(Ω) is such that
sup
n∈N
Fεn(φn; Ω) < +∞ ,
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for some εn → 0, then, up to a subsequence (not relabeled), φn → φ in L1, where φ ∈
BV (Ω; {0, 1})
A careful analysis of the proof of the above results yields the following.
Proposition 5.4. Let {εn}n∈N be such that εn → 0, and set Fn := Fεn for n ∈ N. Then the
sequence {Fn}n∈N is a good approximating sequence for F .
Proof. We just have to prove property (GA3), being the others trivially satisfied. The state-
ment of Theorem 5.3 holds for every open set U ⊂ Ω with Lipschitz boundary, and such that
|Dφ|(∂U) = 0. Therefore, by using Lemma 6.2, we get (GA3). 
Proposition 5.4 allows us to use the abstract results proved in the previous section. In
particular, we obtain the following.
Proposition 5.5. Let ψ : [0,+∞)→ (0,+∞) be a Borel function with inf ψ > 0. For ε > 0,
consider the Fε-relative energy
Gε(φ, µ) :=
ˆ
Ω
[
1
ε
W (φ) + ε|∇φ|2
]
ψ(u) dx ,
if φ ∈ H1(Ω), µ ∈ M+(Ω) such that µ = u(1εW (φ) + ε|∇φ|2)Ld, and +∞ otherwise in
L1(Ω)×M+(Ω). Then Gε Γ→ G with respect to the L1 × w∗ topology, where
G(E,µ) :=
ˆ
∂∗E
ψcs(u) dHd−1 + Θcsµ⊥(Ω) ,
is defined on any E ⊂ Ω set of finite perimeter and for the Radon-Nidodym decomposition of
µ = uHd−1 ¬ ∂∗E + µ⊥ with respect to Hd−1 ¬ ∂∗E.
Remark 5.6. The functional Gε has been used in [24] as a phase field diffuse approximation
for a model describing the evolution of interfaces in epitaxial growth with adatoms. The
authors worked with the special case ψ(t) := 1 + t
2
2 . In the same paper, it has been claimed
that the solutions of the gradient flow of the phase field model converges to the solution of the
sharp interface one. This claim was supported by formal matching asymptotics. It is worth
to notice that the evolution equations for the sharp model do not account for the recession
part and neither for the convex sub-additive envelope of ψ.
Proposition 5.5 answer the question posed in the introduction.
5.2. Total variation functional. In this section we generalize the result of Section 5.1 by
considering the total variation functional defined over the whole class of functions of bounded
variation. Let ρ ∈ C1(Ω) ∩ C0(Ω) such that
0 < min
Ω
ρ ≤ max
Ω
ρ < +∞ ,
and consider the energy F : BV (Ω)×A(Ω)→ [0,+∞):
F(φ;A) :=
ˆ
A
ρ2 d|Dφ|.
Proposition 5.7. F ∈ Adlsc.
We start by proving that the total variation is a purely lower semi-continuous functional.
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Proposition 5.8 (A wriggling result for Total Variation). Let φ ∈ BV (Ω) and f ∈ L1(Ω, |Dφ|)
with f ≥ 1. Then there exists a sequence {φk}k∈N ⊂ BV (Ω) such that
lim
k→+∞
|Dφk|(E) =
ˆ
E
f d|Dφ| ,
for all Borel sets E ⊂⊂ Ω with |Dφ|(∂E) = 0.
The main technical step needed to get the above proposition is given by the following result.
Lemma 5.9. Fix p ≥ 1, and let QL ⊂ Rd be a cube centered at the origin of edge length
L > 0. Let φ ∈ C∞(QL) ∩ C0(QL) and let r > 1. Then there exists a sequence of piece-wise
C1 maps Sn : QL → QL such that
Sn = Id on ∂QL , Sn → Id uniformly on QL ,
and
1) lim
n→+∞
ˆ
QL
|∇(φ ◦ Sn)|p dx = r
ˆ
QL
|∇φ|p dx;
2) supn∈N ‖∇Sn‖L∞ < +∞.
Proof. We divide the proof in several steps.
Step one: φ affine. Write φ(y) = y · ν + φ0. First of all we note that it suffices to show that,
given β > 1 and a cube Q′ ⊂ QL with two of its faces orthogonal to ν, there exists a sequence
of maps Tn : Q
′ → Q′ such that Tn = Id on ∂Q′, Tn → Id uniformly on Q′ and
lim
n→+∞
ˆ
Q′
|∇(φ ◦ Tn)|p dx = β
ˆ
Q′
|∇φ|p dx.
Indeed, by simply extending the map Tn to the whole cube as the identity outside Q
′ we getˆ
QL
|∇(φ ◦ Tn)|p dx =
ˆ
Q′
|∇(φ ◦ Tn)|p dx|+
ˆ
QL\Q′
|∇φ|p
→ β
ˆ
Q′
|∇φ|p dx+
ˆ
QL\Q′
|∇φ|p dx
= |µ|p (β|Q′|+ |Q \Q′| )
=
1
|QL|
(
β|Q′|+ |QL \Q′|
) ˆ
QL
|µ|p dx
=
1
|QL|
(
β|Q′|+ |QL \Q′|
) ˆ
QL
|∇φ|p dx. (5.1)
Since the map
β 7→ 1|QL|
(
β|Q′|+ |QL \Q′|
)
is surjective on [1,+∞), given r > 1 it is possible to find β > 1 such that
1
|QL|
(
β|Q′|+ |QL \Q′|
)
= r .
Thus, using (5.1), we conclude.
27
Therefore, we can assume without loss of generality, that ν = ρed, L = 1, QL = Q. For
b > 0, let sb : R→ R be the periodic extension of the function
t 7→ (bt+ b)1[−1,0](t) + (b− bt)1(0,1](t) ,
for t ∈ [−1, 1]. For n ∈ N define the function gn : [−1, 1]→ [0,+∞) as
gn(t) :=
1
n
sb(nt). (5.2)
Moreover, let Qn ⊂ Q be a cube of side length 1 − 1n , and fix a smooth cut-off function
ϕn : R→ [0, 1] with ϕn(t) = 1 for |t| ≤ 1− 1n and ϕn(t) = 0 for |t| ≥ 1, and such that
|∇ϕn| ≤ Cn , (5.3)
for some constant C > 0 independent of n. Define the function Tn : Q→ Q as
Tn(x) := x+ ϕn(x · ed)gn(|P(x)| ∨ 1)ed ,
where P(x) := x− (x · ed)ed. We have
∇Tn(x) = Id + ϕn(x · ed)g′n (|P(x)| ∨ 1) ed ⊗
P(x)
|P(x)| + gn(|P(x)| ∨ 1)ϕ
′
n(x · ed)ed ⊗ ed ,
and
∇(φ ◦ Tn)(x) = ρed∇Tn(x)
= ρ
[
ed + ϕn(y · ed)g′n (|P(x)| ∨ 1)
P(x)
|P(x)| + gn(|P(x)| ∨ 1)ϕ
′(x · ed)ed
]
.
Note that Tn(Q) = Q, Tn = Id on ∂Q and that
‖∇Tn‖L∞ ≤ Cb , (5.4)
where Cb > 0 depends only on b. Set Ln := 1− 1n , Qn := (−Ln, Ln)d, Qd−1n := (−Ln, Ln)d−1.
Thenˆ
Qn
|∇(φ ◦ Tn)(x)|p dx = ρp
ˆ
Qn
|ed∇Tn(x)|p dx
= ρp
ˆ
Qn
(1 + g′2n (|P(x)| ∨ 1))
p
2 dx
= ρp
ˆ Ln/2
−Ln/2
ˆ
Qn∩{ed·x=t}
(1 + g′2n (|P(x)| ∨ 1))
p
2 dHd−1(x) dt
= ρpLn
ˆ
Qd−1n
(1 + g′2n (|z|))
p
2 dHd−1(z)
= ρpLn
((
1− ωd−1
2d−1
)
Ld−1n +
(
Ln
2
)d−1
ωd−2
ˆ 1
0
td−2(1 + b2)
p
2 dt
)
=
(
1 +
(
(1 + b2)
p
2 − 1
) ωd−1
2d−1
)ˆ
Qn
|∇φ(x)|p dx.
Hence
lim
n→+∞
ˆ
Qn
|∇(φ ◦ Tn)|p dx =
(
1 +
(√
1 + b2 − 1
) ωd−1
2d−1
)ˆ
Q
|∇φ(x)|p dx . (5.5)
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On the other hand, using the definition of gn, of Qn, and (5.3), we getˆ
Q\Qn
|∇(φ ◦ Tn)|p dx = 0. (5.6)
Since the function
b 7→
(
1 +
(
(1 + b2)
p
2 − 1
) ωd−1
2d−1
)
is surjective on [1,+∞), given r > 1, it is possible to find b > 1 such that, using (5.5) and
(5.6), we get
lim
n→+∞
ˆ
Q
|∇(φ ◦ Tn)|p dx = r
ˆ
Q
|∇φ|p dx. (5.7)
The required convergence on Tn → Id follows at once.
Step two: φ ∈ C∞(QL). For n ∈ N consider the grid {Qni }n
d
i=1 of cubes of size
1
n , with
centers xni partitiong Q. Fix δ > 0 and observe that there exists n0 ∈ N such that for all
n ≥ n0 it holds
max
i=1,...nd
max
y∈Qni
|∇φ(y)−∇φ(xni )| ≤
δ
Ld
. (5.8)
Set νni := ∇φ(xni ), and define
ψni (y) := y · νni + φ(xni ) .
For every i = 1, . . . nd, thanks to the previous step, it is possible to find a map Tni : Q
n
i → Qni
with Tni = Id on ∂Q
n
i such that∣∣∣∣∣
ˆ
Qni
|∇(ψni ◦ Tni )|p dy − r
ˆ
Qni
|∇ψni |p dy
∣∣∣∣∣ ≤ δnd . (5.9)
Define Tn : Q→ Q as
Tn :=
nd∑
i=1
Tni 1Qni .
Using (5.4) and (5.8) we get
max
y∈QL
|∇Tn(y)∇φ(Tn(y))−∇Tn(y)νni | ≤
Cδ
Ld
, (5.10)
where the constant C > 0 depends only on L and r. Therefore, from (5.8), (5.9), and (5.10)
we get∣∣∣∣ˆ
QL
|∇(φ ◦ Tn)|p dy − r
ˆ
QL
|∇φ|p dy
∣∣∣∣ ≤ nd∑
i=1
∣∣∣∣∣
ˆ
Qni
|∇(φ ◦ Tn)|p dy −
ˆ
Qni
|∇(ψni ◦ Tn)|p dy
∣∣∣∣∣
+
nd∑
i=1
∣∣∣∣∣
ˆ
Qni
|∇(ψni ◦ Tn)|p dy − r
ˆ
Qni
|∇ψni |p dy
∣∣∣∣∣
+ r
nd∑
i=1
∣∣∣∣∣
ˆ
Qni
|∇ψni |p dy −
ˆ
Qni
|∇φ|p dy
∣∣∣∣∣
≤ (1 + C + r)δ ,
where in the last step we used the inequality |ap − bp| ≤ |a− b| (|a|p−1 + |b|p−1). Since δ > 0
is arbitrary, we conclude. 
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It is now useful to introduce the following notation. For a given Radon measure µ we define
the class of regular multipliers m(Ω, µ) as the family of f ∈ L1(Ω, µ) of the form
f =
N∑
i=1
ri1Ai ,
where
(i) ri ≥ 1;
(ii) {Ai}Ni=1 is a finite family of pair-wise disjoint open subset of Ω with Lipschitz bound-
ary;
(iii) µ(∂Ai) = 0 for all i = 1, . . . , N .
By standard arguments of measure theory it is possible to prove the following density result.
Lemma 5.10. Let µ ∈M+(Ω) be a Radon measure and pick f ∈ L1(Ω, µ) with f ≥ 1 µ-a.e.
on Ω. Then there exists a sequence {fk}k∈N ⊂ m(Ω, µ) such that fkµ⇀∗ fµ.
Therefore, we just need to provide the wriggling construction for functions f ∈ m(Ω, |Dφ|).
This will be done in next result.
Lemma 5.11. Let φ ∈ BV (Ω) and let f ∈ m(Ω, |Dφ|). Then there exists a sequence of maps
{φn}n∈N ⊂W 1,1(Ω) such that φn → φ in L1 and |Dφn|⇀∗ f |Dφ|.
Proof. We divide the proof in three steps.
Step one: Fix an open set A ⊂ Ω, ϕ ∈ C∞(Ω) ∩ C0(Ω) and r ≥ 1. The goal of this step is
to construct a sequence {ϕk}k∈N ⊂W 1,1(Ω) such that ϕk = ϕ on Ω \A and
|Dϕk| ¬A⇀∗ r|Dϕ| ¬A, ϕk → ϕ in L1.
For each k ∈ N, consider a grid of cubes {Qkj }j∈N with side length 1/k, and define the finite
set of indexes
J kA := {j ∈ N | Qkj ⊂⊂ A}.
Using Lemma 5.9, for each Qkj there exists a smooth map S
k
j : Ω→ Ω such that Skj = Id on
Ω \Qkj and ∣∣∣|D(ϕ ◦ Skj )|(Qkj )− r|Dφ|(Qkj )∣∣∣+ ‖ϕ ◦ Skj − ϕ‖L1(Ω) ≤ 1#(J kA)k . (5.11)
Define
ϕk :=
∑
j∈J kA
(ϕ ◦ Skj )1Qkj .
Note that ϕk ∈ W 1,1(Ω), ϕk = ϕ on Ω \ A and by construction ϕk → ϕ in L1. We now need
to show that |Dϕk| ¬A⇀∗ r|Dϕ| ¬A. For, note that
sup
k∈N
|Dϕk|(A) < +∞ .
Let E ⊂⊂ Ω be a bounded Borel set such that |Dϕ|(∂E) = 0. Take an open set U ⊂ A with
U ⊃ ∂E such that |Dϕ|(U) ≤ η and define
J kA,E := {j ∈ J kA | Qkj ⊂ E} , J kA,∂E := {j ∈ J k∂E | Qkj ∩ ∂E 6= ∅}.
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Then
|Dϕk|(A ∩ E) = |Dϕ|((A ∩Rk) ∩ E) +
∑
j∈J kA,∂E
|Dϕk|(E ∩Qkj ) +
∑
j∈J kA,E
|Dϕk|(Qkj )
|Dϕ|(A ∩ E) = |Dϕ|((A ∩Rk) ∩ E) +
∑
j∈J kA,∂E
|Dϕ|(E ∩Qkj ) +
∑
j∈J kA,E
|Dϕ|(Qkj ),
where
Rk := Ω \
 ⋃
j∈J kA
Qkj
 .
Take k large enough so that j ∈ J k∂E implies Qkj ⊂ U , and
|Dϕk|(U) + |Dϕ|(U) ≤ 3η .
Then, from the definition of ϕk and (5.11) we get
||Dϕk|(A ∩ E)− r|Dϕ|(A ∩ E)| ≤
∣∣∣∣∣∣∣
∑
j∈J kA,E
|Dϕk|(Qkj )− r|Dϕ|(Qkj )
∣∣∣∣∣∣∣+ |Dϕ|((A ∩Rk) ∩ E)(r − 1)
+ |Dϕk|(U) + |Dϕ|(U)
≤ 3η + 1
k
+ (r − 1)|Dϕ|((A ∩Rk) ∩ U). (5.12)
Since ⋂
k∈N
Rk = (Ω \A) ,
by taking the limit as k → +∞ in (5.12) we get
lim
k→+∞
||Dϕk|(A ∩ E)− r|Dϕ|(A ∩ E)| ≤ 3η .
Since η > 0 is arbitrary, we conclude that
lim
k→+∞
|Dϕk|(A ∩ E) = r|Dϕ|(A ∩ E) ,
getting |Dϕk| ¬A⇀∗ r|Dϕ| ¬A.
Step two: Let φ ∈ BV (Ω), and f ∈ L1(Ω, |Dφ|) of the form
f =
N∑
j=1
ri1Ai ,
where A1, . . . , AN ⊂ Ω are pairwise disjoint open sets. A density argument (See [1, Propo-
sition 3.21, Theorem 3.9]) provides a sequence of maps {φn}n∈N ⊂ C∞(Ω) ∩ C0(Ω) such
that
φn → φ L1(Ω) , |Dφn| = |∇φn|Ln⇀∗ |Dφ| .
For any n ∈ N and i = 1, . . . , N , the previous step yields a sequence of maps {φki,n}k∈N ⊂
W 1,1(Ω) such that φki,n = φn on Ω \Ai and
|Dφki,n| ¬Ai⇀∗ ri|Dφn| ¬Ai , φki,n → φn in L1(Ω) as k → +∞ .
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Define
φkn :=
N∑
i=1
φki,n1Ai .
Note that
φkn → φn in L1(Ω) , |Dφkn|⇀∗ f |Dφn| ,
as k → +∞. Since by assumption |Dφ|(∂Ai) = 0 for all i = 1, . . . , N we also have
f |Dφn|⇀∗ |Dφ| ,
as n→ +∞. Therefore, a diagonalization argument allows us to conclude. 
We are now in position to prove that the total variation is purely lower semi-continuous.
Proof of proposition 5.8. Fix φ ∈ BV (Ω), and f ∈ L1(Ω, |Dφ|). By Lemma 5.10 applied to
µ = |Dφ| we find a sequence of {fk}k∈N ∈ m(Ω, |Dφ|) such that fk|Dφ|⇀∗ f |Dφ|. Then,
Lemma 5.11 applied on each fk ∈ m(Ω, |Dφ|) yields a sequence of maps {φkn}n∈N ⊂ W 1,1(Ω)
such that |Dφkn|⇀∗ fk|Dφ|, φkn → φ in L1(Ω) as n → +∞. Thus, we conclude by using a
diagonalization argument. 
We can now conclude the proof of Proposition 5.7
Proof of Proposition 5.7. Properties (Ad1) and (Ad2) follow easily by the definition of F .
In order to prove property (Ad3) we argue as follows. Let φ ∈ BV (Ω), and A ⊂ Ω an open
set such that F(φ;A) = 0. Fix ε > 0, and an open set U ⊂⊂ A. Let x ∈ U and R > 0 such
that BR(x) ⊂ U . Then φ ≡ c on BR(x). Let r ∈ (0, R) that will be chosen later, and set
φ := φ+ 1Br(x). Then
F(φ; ∂U) = 0 , ‖φ− φ‖L1 ≤ ωdrd ,
and
0 < F(φ;A) ≤
ˆ
∂Br
ρ2 dHd−1 ≤
(
max
Ω
ρ2
)
dωdr
d−1.
Taking
r <
(
ε(
maxΩ ρ
2
)
dωd
) 1
d−1
we get the desired result.
Finally, we show that F is purely lower semi-continuous. Fix φ ∈ BV (Ω), f ≥ 1, f ∈
L1(Ω,Fφ). Let {φn}n∈N be the sequence given by Proposition 5.8 such that φn → φ in L1(Ω)
and
|Dφn|⇀∗ f |Dφ| . (5.13)
We claim that
Fφn⇀∗ fFφ .
For each k ∈ N, consider a partition of Ω into cubes {Qkj }Mkj=1 such that |Dφ|(∂Qkj ) = 0 and∣∣∣∣∣maxQkj∩Ω ρ2 − minQkj∩Ω ρ2
∣∣∣∣∣ ≤ 1k (5.14)
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for all j = 1, . . . ,Mk. Note that, for any open set A ⊂⊂ Ω, the following estimates hold(
min
Qkj∩A
ρ2
)
|Dφ|(Qkj ∩A) ≤ F(φ;Qkj ∩A) ≤ |Dφ|(Qkj ∩A)
(
max
Qkj∩A
ρ2
)
.
Take a bounded Borel set E ⊂⊂ Ω such that Fφ(∂E) = 0. Consider bounded open sets
E1 ⊂⊂ E ⊂⊂ E2. Then, using (5.14), we get
F(φn;E) ≥
∑
Qkj⊂⊂E
Qkj∩E1 6=∅
(
min
Qkj
ρ2
)
|Dφn|(Qkj )
≥
∑
Qkj⊂⊂E
Qkj∩E1 6=∅
(
max
Qkj
ρ2 − 1
k
)
|Dφn|(Qkj ) .
By taking the limit as n→ +∞ on both sides, and using (5.13) and (5.14), we have
lim
n→+∞F(φn;E) ≥
∑
Qkj⊂⊂E
Qkj∩E1 6=∅
ˆ
Qkj
(
max
Qkj
ρ2 − 1
k
)
f |Dφ|
≥
∑
Qkj⊂⊂E
Qkj∩E1 6=∅
ˆ
Qkj
(
ρ2 − 1
k
)
f d|Dφ|
≥
ˆ
E1
ρ2f d|Dφ| − 1
k
ˆ
Ω
f d|Dφ| .
Similar computation shows also
lim
n→+∞F(φn;E) ≤
∑
Qkj⊂⊂E2
Qkj∩E 6=∅
ˆ
Qkj
(
min
Qkj
ρ2 +
1
k
)
f d|Dφ|
≤
ˆ
E2
ρ2f d|Dφ|+ 1
k
ˆ
Ω
f d|Dφ|.
Being the above valid for all k ∈ N yieldsˆ
E1
ρ2f d|Dφ| ≤ lim
n→+∞F(φn;E) ≤
ˆ
E2
ρ2f d|Dφ| .
Moreover, since E1 and E2 are arbitrary and Fφ(∂A) = 0, we conclude that
lim
n→+∞F(φn;E) =
ˆ
E
ρ2f d|Dφ| .
Since
sup
n∈N
Fφn(Ω) < +∞ ,
we conclude that |Fφn |⇀∗ fFφ. 
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5.2.1. A non local approximation. The nonlocal approximation of the weighted total variation
we consider in this section is the one used by Garc´ıa-Trillos and Slepcˇev in [32] in the context
of total variation on graphs.
Let η : [0,+∞)→ [0,+∞) be a compactly supported smooth function with ´ +∞0 η dt = 1.
For ε > 0 consider the energy Fε : L1(Ω)×A(Ω)→ [0,+∞] defined as
Fε(φ;A) :=
ˆ
A
(ˆ
Ω
|φ(x)− φ(y)|
ε
ηε(|x− y|)ρ(y) dy
)
ρ(x) dx
where ηε(t) := η(tε
−1)ε−d. Fix a sequence {εn}n∈N such that εn → 0 as n → +∞, and set
Fn := Fεn . In [32] the authors proved the following Γ-convergence result.
Theorem 5.12. It holds that Fn Γ→ F with respect to the L1 convergence, where
F(φ;A) := ση
ˆ
A
ρ2 d|Dφ| ,
and
ση :=
ˆ +∞
0
tnη(t) dt .
Moreover, if {φn}n∈N ⊂ L1(Ω) is a sequence for which
sup
n∈N
Fn(φn) < +∞ ,
then, up to a not relabeled subsequence, φn → φ in L1(Ω), where φ ∈ BV (Ω)
It is possible to improve the above Γ-convergence result and obtain the following.
Proposition 5.13. The sequence {Fn}n∈N is a good approximating sequence for F .
Proof. Properties (GA1) follows from the liminf inequality of Theorem 5.12, while properties
(GA2) is immediate from the definition of Fn.
In order to prove property (GA3), we follow the same steps used in the proof of Theorem
5.12 (see [32, Section 4.2]), that we briefly report here for the reader’s convenience. Given
φ ∈ BV (Ω), we extended it to a BV function defined in the whole Rd in such a way that the
extension, still denoted by φ, is such that |Dφ|(∂Ω) = 0. For any δ > 0, having set
Ωδ := {x ∈ Rd | dist(x,Ω) ≤ δ}
let {φn}n∈N ⊂ C∞(Ωδ) be a sequence such that φn → φ in L1(Ωδ), and
ρ2|Dφn|⇀∗ ρ2|Dφ| on M+(Ωδ).
Let E ⊂⊂ Ω be a Borel set with |Dφ|(∂E) = 0 Assume [0,M ] is the support of η. Then it
holds that
Fn(φn;E) :=
ˆ
E
ˆ
Ω
|φn(x)− φn(y)|
εn
ηεn(|x− y|)ρ(x)ρ(y) dy dx
=
ˆ
E
ˆ
EMεn
|φn(x)− φn(y)|
εn
ηεn(|x− y|)ρ(x)ρ(y) dy dx
≤
ˆ
E
ˆ
B(x,Mεn)
ηεn(|x− y|)
∣∣∣∣ˆ 1
0
∇φn(x+ t(y − x)) · (y − x) dt
∣∣∣∣ ρ(y)ρ(x) dy dx
≤
ˆ
Eεn
ˆ
{|h|≤M}
η(h)
ˆ 1
0
|∇φn(z) · h|ρ(z − tεnh)ρ(z + (1− t)εnh) dt dhdz
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= σh
ˆ
Eεn
|∇φn(z)|ρ2(z) dz +Rn,k ,
where we used the change of variable h := x−yεn and z = x+ t(y−x). In the case ρ is Lipschitz
it is possible to prove that
Rn,k ≤ Cεn
ˆ
Eεn
|∇φn|ρ2 dz ,
for some constant C > 0 independent of k. Therefore
lim sup
n→+∞
Fn(φ;E) ≤ F(φ;E) = F(φ;E) .

The result of Proposition 5.13 allows us to apply Theorem 5.7 to get the following.
Proposition 5.14. Let ψ : [0,+∞)→ (0,+∞) be a Borel function with inf ψ > 0. For ε > 0
consider the functional
Gε(φ, µ) :=
ˆ
Ω
[ˆ
Ω
|φ(x)− φ(y)|
ε
ηε(|x− y|)ρ(y) dy
]
ψ(u(x))ρ(x) dx ,
if φ ∈ L1(Ω), µ ∈M+(Ω) such that
µ = uρ
(ˆ
Ω
|φ(x)− φ(y)|
ε
ηε(|x− y|)ρ(y) dy
)
Ld
and +∞ otherwise on L1(Ω) ×M+(Ω). Then Gε Γ→ G with respect to the L1 × w∗ topology,
where
G(φ, µ) :=
ˆ
Ω
ψcs(u)ρ2 d|Dφ|+ Θcsµ⊥(Ω) ,
where we write µ = uρ2|Dφ|+ µ⊥.
5.3. Realaxation of the p-Dirichlet energy. In this last section we would like to note
that the choice of the L1 convergence is not fundamental for the validity of the main results of
this paper. Indeed, Theorem 3.10 and Theorem 3.12 hold also if the L1 converge is replaced
by the Lp convergence. Of course, in Definition 3.1, 3.3, 3.4, and 3.6 one also has to replace
the L1 convergence with the Lp one.
As an example of application of our results in the Lp case, we consider, for p > 1, the
energy F : Lp(Ω)×A(Ω)→ [0,+∞) given by
F(φ;A) :=
ˆ
A
|∇φ|p dx .
when φ ∈W 1,p(Ω), and +∞ otherwise.
Proposition 5.15. For any p > 1, F ∈ Adlsc.
Proof. It is easy to see that assumptions (Ad1),(Ad2) and (Ad3) are satisfied. Thus F ∈ Ad.
The fact that F is purely lower semicontinuous is obtained by using a slight variation of the
proof of Proposition 5.8 by applying Lemma 5.9 for p > 1, Lemma 5.10 on µ = |∇φ|pLn and
Lemma 5.11 suitably adapted. 
Noting that the constant sequence Fn := F is a good approximating sequence for F and
using Corollary 3.13 we obtain the following Proposition.
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Proposition 5.16. The Lp × w∗ lower semicontinuous envelope of GF (φ, µ) is
G(φ, µ) :=
ˆ
Ω
ψcs(u)|∇φ|p dx+ Θcsµ⊥(Ω) ,
where we write µ = u|∇φ|p + µ⊥.
6. Appendix
We here provide some technical results that has been used in the development of our
arguments.
The first is a technical result, a Crumble Lemma, namely a tool that allows us to disintegrate
the domain of a non atomic measure F in sub-domains containing, asymptotically, a certain
percentage of the total mass F . This result plays a key role in the proof of Proposition 4.6.
Lemma 6.1 (Crumble Lemma). Let µ be a non-atomic positive Radon measure on Q :=
(−12 , 12)d, and {µn}n∈N be a sequence of Radon measure on Q. Then, for any λ ∈ (0, 1) there
exists a sequence of Borel sets {Rj}j∈N, with Rj ⊂ Q such that
a) µ
¬
Rj⇀
∗ λµ;
b) µ
¬
Q \Rj⇀∗ (1− λ)µ;
c) µn(∂Rj) = 0 for all n, j ∈ N.
Proof. Fix j ∈ N. It is possible to find xj ∈ Rd such that Gxj ,1/j is such that µ(∂Gxj ,1/j) = 0.
Let {Qji}Mjj=1 denote the elements of the grid. For every i = 1, . . . ,Mj , since µ is not atomic,
it is possible to use [17, Proposition 1.20] in order to find a µ-measurable set Sji ⊂ Qji such
that µ(Sji ) = λµ(Q
j
i ). We claim that there exists S˜
j
i ⊂ Qji such that µ(∂S˜ji ) = 0
|µ(S˜ji )− λµ(Qji )| ≤
1
jMj
. (6.1)
Indeed, consider the measure µji := µ
¬
Sji , and let fn := µ
j
i ∗ ρn, where {ρn}k∈N is a sequence
of mollifiers. Let k large enough so that∣∣∣∣µji (Q)− ˆ
Q
fn dx
∣∣∣∣ < 12jMj .
For t > 0, let S˜ji := {fn ≥ t}. Using the fact that each µn is a Radon measure, and thus
for all but countably many t > 0 it holds µn(∂S˜
j
i ) = 0, it is possible to find t > 0 such that
µn(∂S˜
j
i ) = 0 for all n ∈ N, and∣∣∣∣∣
ˆ
S˜ji
fn dx−
ˆ
Q
fn dx
∣∣∣∣∣ < 12jMj .
Define, for each j ∈ N
Rj :=
Mj⋃
i=1
S˜ji .
From the definition, it follows that µ(∂Rj) = 0 for all j ∈ N. To prove that µ ¬Rj⇀∗ λµ, take
a Borel set E ⊂ Q with µ(∂E) = 0. Fix η > 0, and let U ⊃ ∂E be an open set with µ(U) < η.
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Let j large enough so that Qji ∩∂E 6= ∅ implies Qji ⊂ U . Set I := {i = 1, . . .Mj |Qji ∩∂E 6= ∅}.
Then
µ(E ∩Rj) =
Mj∑
i=1
µ(S˜ji ∩ E)
=
∑
i∈I
µ(S˜ji ∩ E) +
∑
i/∈I
µ(S˜ji ∩ E)
≤ η +
∑
i/∈I
µ(S˜ji ∩ E)
≤ η +
∑
i/∈I
λµ(Qji ) +
1
j
≤ 2η + λµ(E) + 1
j
,
where we used (6.1). Therefore, we conclude by sending j → +∞, and using the arbitrariness
of η. 
The second result is a test for the weak* convergence of measures.
Lemma 6.2. Let {µn}n∈N be a sequence of Radon measures on an open bounded set Ω ⊂ Rd
with Lipschitz boundary such that µn(U) → µ(U) for all open sets U ⊂ Ω with Lipschitz
boundary such that µ(∂U) = 0. Then µn⇀
∗ µ.
Proof. Let E ⊂ Ω be a Borel set with µ(∂E) = 0. We want to show that µn(E)→ µ(E). Fix
ε > 0. Using the outer regularity of µ, it is possible to find an open set V ⊃ E such that
µ(V ) < µ(E) + ε2 , and an open set W ⊃ ∂E with µ(W ) < ε2 . Since ∂E is compact, there
exists r > 0 such that Br(x) ⊂W for all x ∈ ∂E. Let U := V ∪W . Using mollification, it is
possible to find an open set U2 with Lipschitz boundary, such that E ⊂ U2 ⊂ U . Then
µ(U2) < µ(E) + ε . (6.2)
Using the inner regularity of µ, it is possible to find a compact set K ⊂ E \ ∂E such
that µ(K) > µ(E) − ε. Note that here we used the fact that µ(∂E) = 0. In the case
E \ ∂E = ∅, we can just take K = ∅. Since K ⊂ E \ ∂E, and Ω is bounded, we have that
dist(K, ∂E) > 0. Therefore, using mollifications, it is then possible to find an open set U1
with Lipschitz boundary, such that K ⊂ U1 ⊂ E \ ∂E. Then
µ(E)− ε < µ(U1) . (6.3)
Note that
µn(U1) ≤ µn(E) ≤ µn(U2) . (6.4)
Since by assumption we have that
µn(U1)→ µ(U1) , µn(U2)→ µ(U2) ,
from (6.2), (6.3), and (6.4) we get
µ(E)− ε ≤ lim inf
n→+∞ µn(E) ≤ lim supn→+∞ µn(E) ≤ µ(E) + ε .
Using the arbitrariness of ε > 0, we conclude that µn(E)→ µ(E), getting the desired result.

37
Acknowledgements. The authors are grateful to Irene Fonseca and Giovanni Leoni for
having introduced them to the study of the problem. The work of M.C has been supported
by the grant “Calcolo delle variazioni, Equazione alle derivate parziali, Teoria geometrica
della misura, Trasporto ottimo” co-founded by Scuola Normale Superiore and the university
of Florence. The work of R.C. has been supported by the grant EP/R013527/2 “Designer
Microstructure via Optimal Transport Theory” of David Bourne.
References
[1] L. Ambrosio, N. Fusco, and D. Pallara. Functions of bounded variation and free discontinuity problems.
Oxford Mathematical Monographs. The Clarendon Press, Oxford University Press, New York, 2000.
[2] Andrea Braides. Gamma-convergence for Beginners, volume 22. Clarendon Press, 2002.
[3] Xavier Bresson, Thomas Laurent, David Uminsky, and James H. von Brecht. Multiclass total variation
clustering. In Proceedings of the 26th International Conference on Neural Information Processing Systems
(NIPS), pages 1421–1429, 2013.
[4] Martin Burger. Surface diffusion including adatoms. Commun. Math. Sci., 4(1):1–51, 2006.
[5] Giuseppe Buttazzo. Semicontinuity, relaxation and integral representation in the calculus of variations,
volume 207 of Pitman Research Notes in Mathematics Series. Longman Scientific & Technical, Harlow;
copublished in the United States with John Wiley & Sons, Inc., New York, 1989.
[6] Giuseppe Buttazzo and Lorenzo Freddi. Functionals defined on measures and applications to non-equi-
uniformly elliptic problems. Ann. Mat. Pura Appl. (4), 159:133–149, 1991.
[7] L. Calatroni, Y. van Gennip, C.-B. Scho¨nlieb, H. M. Rowland, and A. Flenner. Graph clustering, vari-
ational image segmentation methods and Hough transform scale detection for object measurement in
images. Journal of Mathematical Imaging and Vision, 57(2):269–291, 2017.
[8] Marco Caroccia, Riccardo Cristoferi, and Laurent Dietrich. Equilibria configurations for epitaxial crystal
growth with adatoms. Arch. Ration. Mech. Anal., 230(3):785–838, 2018.
[9] Antonin Chambolle, Alessandro Giacomini, and Luca Lussardi. Continuous limits of discrete perimeters.
M2AN Mathematical Modelling and Numerical Analysis, 44(2):207–230, 2010.
[10] R. Cristoferi and M. Thorpe. Large data limit for a phase transition model with the p-laplacian on point
clouds. to appear on European Journal of Applied Mathematics, ArXiv preprint ArXiv:1802.08703, 2018.
[11] Gianni Dal Maso. An introduction to Γ-convergence, volume 8 of Progress in Nonlinear Differential Equa-
tions and their Applications. Birkha¨user Boston, Inc., Boston, MA, 1993.
[12] Camillo De Lellis. Rectifiable sets, densities and tangent measures. Zurich Lectures in Advanced Mathe-
matics. European Mathematical Society (EMS), Zu¨rich, 2008.
[13] I. Fonseca, N. Fusco, G. Leoni, and M. Morini. Equilibrium configurations of epitaxially strained crystalline
films: existence and regularity results. Arch. Ration. Mech. Anal., 186(3):477–537, 2007.
[14] I. Fonseca, N. Fusco, G. Leoni, and M. Morini. Motion of elastic thin films by anisotropic surface diffusion
with curvature regularization. Arch. Ration. Mech. Anal., 205(2):425–466, 2012.
[15] Irene Fonseca, Nicola Fusco, Giovanni Leoni, and Vincent Millot. Material voids in elastic solids with
anisotropic surface energies. J. Math. Pures Appl. (9), 96(6):591–639, 2011.
[16] Irene Fonseca, Nicola Fusco, Giovanni Leoni, and Massimiliano Morini. Motion of three-dimensional elastic
films by anisotropic surface diffusion with curvature regularization. Anal. PDE, 8(2):373–423, 2015.
[17] Irene Fonseca and Giovanni Leoni. Modern methods in the calculus of variations: Lp spaces. Springer
Monographs in Mathematics. Springer, New York, 2007.
[18] Eliot Fried and Morton E. Gurtin. A unified treatment of evolving interfaces accounting for small de-
formations and atomic transport with emphasis on grain-boundaries and epitaxy. Advances in applied
mechanics, 40:1–177, 2004.
[19] N. Garc´ıa Trillos and D. Slepcˇev. On the rate of convergence of empirical measures in ∞-transportation
distance. Canadian Journal of Mathematics, 67:1358–1383, 2015.
[20] N. Garc´ıa Trillos and D. Slepcˇev. A variational approach to the consistency of spectral clustering. Applied
and Computational Harmonic Analysis, 2016.
[21] Francesco Maggi. Sets of finite perimeter and geometric variational problems, volume 135 of Cambridge
Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 2012. An introduction to
geometric measure theory.
38
[22] Luciano Modica. Gradient theory of phase transitions with boundary contact energy. In Annales de
l’Institut Henri Poincare (C) Non Linear Analysis, volume 4, pages 487–512, 1987.
[23] Luciano Modica and Stefano Mortola. Il limite nella Γ-convergenza di una famiglia di funzionali ellittici.
Boll. Un. Mat. Ital. A (5), 14(3):526–529, 1977.
[24] Andreas Ra¨tz and Axel Voigt. A diffuse-interface approximation for surface diffusion including adatoms.
Nonlinearity, 20(1):177, 2006.
[25] Etienne Sandier and Sylvia Serfaty. Gamma-convergence of gradient flows with applications to Ginzburg-
Landau. Comm. Pure Appl. Math., 57(12):1627–1672, 2004.
[26] Sylvia Serfaty. Gamma-convergence of gradient flows on Hilbert and metric spaces and applications.
Discrete Contin. Dyn. Syst., 31(4):1427–1451, 2011.
[27] B.J. Spencer and J. Tersoff. Appl. Phys. Lett., 96, 2010. 073114.
[28] Arthur Szlam and Xavier Bresson. Total variation and cheeger cuts. In Proceedings of the 27th Interna-
tional Conference on International Conference on Machine Learning (ICML), pages 1039–1046, 2010.
[29] M. Thorpe, S. Park, S. Kolouri, G. K. Rohde, and D. Slepcˇev. A transportation Lp distance for signal
analysis. to appear in the Journal of Mathematical Imaging and Vision, arXiv preprint arXiv:1609.08669,
2017.
[30] M. Thorpe and D. Slepcˇev. Transportation Lp distances: Properties and extensions. In preparation, 2017.
[31] M. Thorpe and F. Theil. Asymptotic analysis of the Ginzburg-Landau functional on point clouds. to
appear in the Proceedings of the Royal Society of Edinburgh Section A: Mathematics, arXiv preprint
arXiv:1604.04930, 2017.
[32] Nicola´s Garc´ıa Trillos and Dejan Slepcˇev. Continuum limit of total variation on point clouds. Arch. Ration.
Mech. Anal., 220(1):193–241, 2016.
[33] Yves van Gennip and Carola-Bibiane Scho¨nlieb. Introduction: big data and partial differential equations.
European Journal of Applied Mathematics, 28(6):877–885, 2017.
DiMaI, Universita` di Firenze, and Scuola Normale Superiore di Pisa
Heriot-Watt University, Department of Mathematical Sciences, Edinburgh EH14 4AS, United
Kingdom
E-mail address: caroccia.marco@gmail.com, r.cristoferi@hw.ac.uk
39
