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Maximize $E$ [$f$( $\mu_{0}(u_{0})\wedge\mu_{1}(u_{1})\wedge\cdots$ A $\mu_{N-1}(u_{N-1})$ A $\mu_{G^{N}}(x_{N})$)]
subject to $(i)_{n}$ $x_{n+1}\sim p(\cdot|x_{n}, u_{n})$ $0\leq n\leq N-1$
(1)
$(ii)_{n}$ $u_{n}\in U$ $0\leq n\leq N-1$ .
$a \wedge b:=\min(a, b)$ $E$ $p(x_{n+1}|x_{n}, u_{n}))$ \pi $=\{\pi_{0}, \pi_{1}, \ldots, \pi_{N-1}\}$




$|(i)_{m}$ , (ii). $N-\nu\leq m\leq N-1$ ]
(1)
$\lambda$
$\mu_{G^{N-\nu}}(x_{N-\nu} ; \lambda)={\rm Max} E[f(\lambda\wedge\mu_{N-\nu}(u_{N-\nu})\wedge\cdots\wedge\mu_{N-1}(u_{N-1})\wedge\mu_{G^{N}}(x_{N}))$
$|(i)_{m},$ $(ii)_{m}$ $N-\nu\leq m\leq N-1$ ] (2)
$1\leq\nu\leq N$
$\mu_{G^{N}}(x_{N} ; \lambda)=f(\lambda\wedge\mu_{G^{N}}(x_{N}))$ , $0\leq\lambda\leq 1$ .
Theorem 1
$\mu_{G^{N-\nu}}(x_{N-\nu} ; \lambda)=_{u_{N}}{\rm Max}_{-\nu}\sum_{x_{N-\vee+1}}\mu_{G^{N-\nu+1}}(x_{N-\nu+1} ; \lambda\wedge\mu_{N-\nu}(u_{N-\cdot\nu})))$
$\cross p(x_{N-\nu+1}|x_{N-\nu}, u_{N-\nu})$ (3)
$x_{N-\nu}\in X$ , $0\leq\lambda\leq 1$ $\nu=1,2,$ $\cdots,$ $N$
$\mu_{G^{N}}(x_{N}; \lambda)=f(\lambda\wedge\mu_{G^{N}}(x_{N}))$ $x_{N}\in X$ , $0\leq\lambda\leq 1$ . (4)
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. 2 $\mu_{G^{N-\nu}}(x_{N-\nu} ; \lambda),$ $\mu_{G^{N-\nu}}(x_{N-\nu})$
$\mu_{G^{N-\nu}}(x_{N-\nu} ; \lambda)\neq\lambda\wedge\mu_{G^{N-\nu}}(x_{N-\nu})$ $\nu=1,2,$ $\cdots,$ $N-1$ (5)
$\lambda=1$ ,
$\mu_{G^{N-\nu}}(x_{N-\nu} ; 1)=\mu_{G^{N-\nu}}(x_{N-\nu})$ $\nu=1,2,$ $\cdots,$ $N-1$ (6)
(3),(4) (1)
$\mu_{G^{0}}(x_{0})=\mu_{G^{0}}(x_{0}$ ; 1 $)$ (7)
(1) $f(x)$ (I) $f(x)=x$ , (II) $f(x)=x^{2}$ (III)
$f(x)=\backslash \chi_{[a,b](X)}$
(I) $f(x)=x$
Maximize $E$ [ $\mu_{0}(u_{0})$ A $\mu_{1}(u_{1})\wedge\cdots$ A $\mu_{N-1}(u_{N-1})\wedge\mu_{G^{N}}(x_{N})$ ]
subject to $(i)_{n}$ $x_{n+1}\sim p(\cdot|x_{n}, u_{n})$ $0\leq n\leq N-1$ (8)
$(ii)_{n}$ $u_{n}\in U$ $0\leq n\leq N-1$ .




Maximize $E$ [( $\mu_{0}(u_{0})\wedge\mu_{1}(u_{1})\wedge\cdots$ A $\mu_{N-1}(u_{N-1})$ A $\mu_{G^{N}}(x_{N})$ ) ]
subject to $(i)_{n},$ $(ii)_{n}$ $0\leq n\leq N-1$
(III) $f(x)=\chi_{[a,b]}(x)$
Maximize $P$ [$a\leq\mu_{0}(u_{0})\wedge\mu_{1}(u_{1})A\cdots$ A $\mu_{N-1}(u_{N-1})$ A $\mu_{G^{N}}(x_{N})\leq b$ ]






Definition 1 $\{I_{i}|i=1, 2, \cdot. n\}$
$\backslash$
$(. \subset[0,1](i=1,2, \cdots, n))\bigcup_{i=1}^{n}I_{i}=[0,1]$ , $I_{i}\cap I_{j}=\emptyset(i\neq j)$ ,
$\sup(I_{i})=\inf(I_{i+1})(i=1,2, --, n-1)$
[ $\cdots J(\cdot)$
( $\chi$ $\alpha_{i)}\alpha_{ji}\in R(i=1,2, \cdots, n, i=1,2, \cdots, m)$




$\alpha\alpha_{2n}^{1n}\alpha_{mn}\Vert(x)$ $;=(\begin{array}{lll}\ovalbox{\tt\small REJECT}\alpha_{11},\alpha_{12} \cdots \alpha_{1n}I(x)[\alpha_{21},\alpha_{22} \cdots \alpha_{2n}J(x)[\alpha_{m1},\alpha_{m2} \cdots \alpha_{mn}J(x)\end{array})$ (10)
Example 1
$m=4$ ,




[0.4, $0$ , 0.6 , $1I(x)=0.3\cross\chi_{[0,0.2]}(x)+0\cross\chi_{(0.2,0.4]}(x)+0.6\cross\chi_{(0.4,0.9)}(x)+1\cross\chi_{[0.9,1]}(x)$
$I0.4,0,0.6,1I(0.1)=0.3$ , [0.4) $0,0.6,1J(0.4)=0$ , $\mathbb{I}0.4,0,0.6,1J(1)=1$
$I_{i}(i=1,2, \cdots, m)$ 1
Theorem 2 $\alpha_{i},$ $\beta_{i},$ $\alpha_{ji}$ $(i=1,2, \cdots, n , j=1,2, \cdots, m)$ $p_{ij}\in R^{l\cross m}$
(i) $\sim(v)$
(i) $\beta\alpha_{1},$ $\alpha_{2},$ $\cdots,$ $\alpha_{n}$ I $(x)+\mathbb{I}\beta_{1},$ $\beta_{2},$ $\cdots,$ $\beta_{n}$ I $(x)=[\alpha_{1}+\beta_{1},$ $\alpha_{2}+\beta_{2},$ $\cdots,$ $\alpha_{n}+\beta_{n}$ I $(x)$
(ii) $r[\alpha_{1},$ $\alpha_{2},$ $\cdots,$ $\alpha_{n}$ I $(x)=[r\alpha_{1},$ $r\alpha_{2)}r\alpha_{n}$ I $(x)$ for $\forall_{r}\in R$
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(iii)




$= \ovalbox{\tt\small REJECT}\sum_{m}^{m}j=1p_{1j}\alpha\sum_{m}j=1p_{2j}\alpha_{j1}^{j1}\sum_{j=1}p_{lj}\alpha_{j1}$ $\sum_{r,\sum_{j=1}\dot{n}}^{\sum_{j=1}^{m}}j=1p_{lj}^{1j}\alpha_{j2}^{j2}mp\alpha p^{2j}\alpha^{j2}$
$\ldots$
$\sum_{:}^{m}^{\sum_{j=1}^{m}}\sum_{j=1}mp_{lj}\alpha_{jn}j=1p_{2j}\alpha_{jn}p_{1j}\alpha_{jn}\Vert(x)$
(iv) $\forall_{C}\in[0,1]$ $no\in\{1,2, \cdots, n\}$









Proof. (i), (ii), (v)
(iii)




$=(\begin{array}{llll}p_{11} p_{12} p_{1m}| | \ddots |p_{l1} p_{l2} p_{lm}\end{array})(\begin{array}{llll}[\alpha_{11} \alpha_{12} \cdots \alpha_{1n}J(\text{ })\beta\alpha_{m1},\alpha_{m2} \cdots \alpha_{mn}I(x)\end{array})$
$p_{11}\beta\alpha_{11},\alpha_{12},$
$\cdots,$ $\alpha_{1n}I(x)+\cdots+p_{1m}\beta\alpha_{m1},$ $\alpha_{m2},$ $\cdots,$$\alpha_{mn}I(x)\backslash$
$=$ :
$p_{l1}I^{\alpha_{11},\alpha_{12},\cdots,\alpha_{1\dot{r}\iota}}I($ $)+\cdots+p_{lm}I\alpha_{m1},$ $\alpha_{m2},$ $\cdots,$ $\alpha_{mn}J(x)$
$\text{ _{}11}\alpha_{11}+\cdots+p_{1m}\alpha_{m1)}\cdots$ $p_{11}\alpha_{1n}+\cdots+p_{1m}\alpha_{mn}J(x)$
$\text{ _{}Z1}\alpha_{11}+\cdots+p_{lm}\alpha_{m1)}\cdots$ $p_{l1}\alpha_{1n}+\cdots+p_{lm}\alpha_{mn}J($ $)$
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$[ \sum_{j=1}^{m}p_{1j}\alpha_{j1},$ $\sum_{j=1}^{m}p_{1j}\alpha_{j2},$ $\cdots$ $\sum_{j=1}^{m}p_{1j}\alpha_{jn}I(x)$
$\beta\sum_{j=1}^{m}p_{lj}\alpha_{j1},$ $\sum_{j=1}^{m}p_{lj}\alpha_{j2},$ $\cdots$ $\sum_{j=1}^{m}p_{lj}\alpha_{jn}J(x)$




$I^{\alpha_{1},\alpha_{2},\cdots,\alpha_{n}}$ I $(x\wedge c)=[\alpha_{1},$ $\alpha_{2},$ $\cdots,$ $\alpha_{l}I(c)=\alpha_{n_{0}}\chi_{I_{n_{0}}}(c)=\alpha_{n_{0}}$
$\mathbb{I}^{\alpha_{1},\alpha_{2},\cdots,\alpha_{n}}$I $($ $\wedge c)$ $=$ $\alpha_{1I_{1}}\chi_{(X)+\alpha_{2}}\chi_{I_{2}}(x)+\cdots+\alpha_{n_{0}-1}\chi_{I_{n_{0}-1}}($ $)$
$+\alpha_{n_{0}}\chi_{I_{n_{0}}}(x)+\alpha_{n_{0}}\chi_{I_{n_{0}+1}}($ $)+\cdots+\alpha_{n_{0}}\chi_{I_{n}}(x)$
$\beta\cdots\ovalbox{\tt\small REJECT}(\cdot)$ 1
$X=\{\sigma_{1}, \sigma_{2}\sigma_{m}\}$ , $U=\{\alpha_{1}, \alpha_{2)}\cdots, \alpha_{l}\}$
$\mu_{G^{N}}(x_{N} ; \lambda)$
$\mu_{G^{N}}(\sigma_{i} ; \lambda)=I^{a_{i1}^{N},a_{i2}^{N},\cdots,a_{in}^{N}J(\lambda)}$ , $(i=1,2, \cdots, m)$
$\mu_{G^{N-\vee+1}}(\sigma_{i} ; \lambda)=[a_{i1},$ $a_{i2},$ $\cdots,$ $a_{in}I(\lambda)$ , $(i=1,2, \cdots, m)$
$\mu_{G^{N-\nu}}(x_{N-\nu}; \lambda)=\max_{u_{N-\nu}}\sum_{x_{N-\nu+1}}\mu_{G^{N-\nu+1}}$
( $x_{N-\nu+1)}\cdot\lambda$ A $\mu_{N-\nu}(u_{N-\nu})$ ) $\cross p(x_{N-\nu+1}|x_{N-\nu}, u_{N-\nu})$
$= \max_{=j1,2,\cdot l}..,\sum_{i=1}^{m}I^{a_{i1},a_{i2},\cdots,a_{in}}I$ ( $\lambda$ A $\mu_{N-\nu}(\alpha_{j})$) $\cross p(\sigma_{i}|\text{ _{}N-\nu}, \alpha_{j})$
$=_{j} \max_{=1,2\cdot l)}..,(p(\sigma_{1}|\text{ _{}N-\nu}, \alpha_{j}),$
$\cdots,p(\sigma_{m}|x_{N-\nu}, \alpha_{j}))\ovalbox{\tt\small REJECT} a_{m1}^{a_{11}}$
$\cdots$
$a_{mn}^{a_{1n}}:\Vert$ ( $\lambda$ A $\mu_{N-\nu}(\alpha_{j})$)
$(\begin{array}{l}\mu_{G^{N-\nu}}(\sigma_{1}\cdot.\lambda)|\mu_{G^{N-\nu}}(\sigma_{m}\cdot.\lambda)\end{array})$
$=_{j} \max_{=1,2,\cdot l)}..(\begin{array}{llll}p(\sigma_{1}|\sigma_{1},\alpha_{j}) p(\sigma_{m}|\sigma_{1},\alpha_{j}) | | p(\sigma_{1}|\sigma_{m},\alpha_{j}) \ldots p(\sigma_{m}|\sigma_{m},\alpha_{j}) I\end{array}) \ovalbox{\tt\small REJECT} a^{a_{m^{11}1}}$ $a_{mn}^{a_{1n}}\Vert(\lambda\wedge\mu_{N-\nu}(\alpha_{j}))$
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Theorem 2 (iii), (iv), (v)
$(\begin{array}{l}\mu_{G^{N-\nu}}(\sigma_{1}\cdot.\lambda)|\mu_{G^{N-\nu}}(\sigma_{m},\cdot\lambda)\end{array})=\ovalbox{\tt\small REJECT} a^{a_{m^{11}1}’}$ $a_{mn}^{a_{1n}’}\Vert(\lambda)$
$(\begin{array}{l}\mu_{G^{0}}(\sigma_{1)}\cdot\lambda)|\mu_{G^{0}}(\sigma_{m}\cdot.\lambda)\end{array})$
Example 2 (III) $a=0.4,$ $b=0.7$ Bellman and Zadeh
3 $\sigma_{1},$ $\sigma_{2},$ $\sigma_{3}$ 2 $\alpha_{1},$ $\alpha_{2}$ $N=2$
:
Maximize $P$ [$0.4\leq\mu_{0}(u_{0})$ A $\mu_{1}(u_{1})$ A $\mu_{G^{2}}(x_{2})\leq 0.7$ ]
subject $t\circ$ $n+1\sim p(\cdot|x_{n},$ $u_{n})$ , $n=0,1$
$u_{n}\in U$ , $n=0,1$ .
$\mu_{G^{2}}(\sigma_{1})=0.3$ , $\mu_{G^{2}}(\sigma_{2})=1.0$ , $\mu_{G^{2}}(\sigma_{3})=0.8$
$\mu_{1}(\alpha_{1})=1.0$ , $\mu_{1}(\alpha_{2})=0.6$
$\mu_{0}(\alpha_{1})=0.7$ , $\mu_{0}(\alpha_{2})=1.0$




$I_{2}=[0.4,0.7],$ $I_{3}=(0.7,1$] $\beta\cdots J(\cdot)$
$N=2$
$\mu_{G^{2}}(\sigma_{1} ; \lambda)=\chi_{[0.4,0.7]}(\lambda\wedge 0.3)=[0,1,0J(\lambda\wedge 0.3)=[0,0,0J(\lambda)$
$\mu_{G^{2}}(\sigma_{2} ; \lambda)=\chi_{[0.4,07](\lambda}\wedge 1)=\mathbb{I}0,1,0I(\lambda\wedge 1)=\mathbb{I}0,1,0J(\lambda)$




$=(\begin{array}{lll}0.8 0.1 0.10 0.1 0.90.8 01 0.1\end{array})[000$ $011$ $000\Vert(\lambda\wedge 1)$ V $(\begin{array}{lll}0.1 0.9 00.8 0.1 0.10.1 0 0.9\end{array})\ovalbox{\tt\small REJECT} 000$ $011$ $000\Vert(\lambda\wedge 0.6)$
$=(\begin{array}{lll}0.8 01 0.10 01 0.90.8 0.1 0.1\end{array})\ovalbox{\tt\small REJECT} 000$ $011$ $000\Vert(\lambda)$ V $(\begin{array}{lll}0.1 0.9 00.8 0.1 0.10.1 0 0.9\end{array})\ovalbox{\tt\small REJECT} 000$ $011$ $011\Vert(\lambda)$
$=\ovalbox{\tt\small REJECT} 000$ $o^{1_{2}^{2}}o$ $000\Vert(\lambda)\vee\ovalbox{\tt\small REJECT} 000$ $0.90.209$ $0.20.209\Vert(\lambda)$
$=\ovalbox{\tt\small REJECT} 000$ $0^{1}909$ $0.90.20.9\Vert(\lambda)$
$\tilde{\pi}_{1}=(\begin{array}{lllll}\alpha_{1} or \alpha_{2} \alpha_{2} \alpha_{2}\alpha_{1} or \alpha_{2} \alpha_{1} \alpha_{2}\alpha_{1} or \alpha_{2} \alpha_{2} \alpha_{2}\end{array})$
$N=0$
$(\begin{array}{l}\mu_{G^{0}}(\sigma_{1}\cdot.\lambda)\mu_{G^{0}}(\sigma_{2}\cdot.\lambda)\mu_{G^{0}}(\sigma_{3}\cdot.\lambda)\end{array})$
$=(\begin{array}{lll}0.8 0.1 0.10 0.1 0.90.8 0.1 0.1\end{array})\ovalbox{\tt\small REJECT} 000$ $0^{1}90.9$ $0.\cdot 20909\Vert(\lambda\wedge 0.7)$ V $(\begin{array}{lll}0.1 0.9 00.8 0.1 0.10.1 0 0.9\end{array})\ovalbox{\tt\small REJECT} 000$ $0^{1}909$ $0.\cdot 20909\Vert(\lambda\wedge 1)$
$=(\begin{array}{lll}0.8 0.1 0.10 01 0.90.8 01 0.1\end{array})\ovalbox{\tt\small REJECT} 000$ $0^{1}90.9$ $0^{1}90.9\Vert(\lambda)\vee$ $(\begin{array}{lll}0.1 0.9 00.8 0.1 0.10.1 0 0.9\end{array})\ovalbox{\tt\small REJECT} 000$ $0_{1}90.9$ $0..90209\Vert(\lambda)$
$=\ovalbox{\tt\small REJECT} 000$ $0.910.91091$ $0.910.91091\Vert(\lambda)\vee\ovalbox{\tt\small REJECT} 000$ $0.900.91099$ $0.900830.27\Vert(\lambda)$
$=\ovalbox{\tt\small REJECT} 000$ $0.910.910.99$ $0.910.910.91\Vert(\lambda)$
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