A weighted graph is a graph that has a numeric label associated with each edge, called the weight of edge. In many applications, the edge weights are usually represented by nonnegative integers or square matrices. The weighted signless Laplacian matrix of a weighted graph is defined as the sum of adjacency matrix and degree matrix of same weighted graph. In this paper, a brief overview of the notation and concepts of weighted graphs that will be used throughout this study is given. In Section 2, the weighted signless Laplacian matrix of simple connected weighted graphs is considered, some upper bounds for the spectral radius of the weighted signless Laplacian matrix are obtained and some results on weighted and unweighted graphs are found.
Introduction
A weighted graph is a graph that has a numeric label associated with each edge, called the weight of edge. In many applications, the edge weights are usually represented by nonnegative integers or square matrices. In this paper, we generally deal with simple connected weighted graphs where the edge weights are positive definite square matrices. Let Unless otherwise specified, by a weighted graph we mean a graph with each edge weight is a positive definite square matrix.
The weighted signless Laplacian matrix 
In this paper, some upper bounds for the spectral radius of signless Laplacian matrix of weighted graphs are given. Also some results on weighted and unweighted graphs are obtained by using these bounds. The following lemmas are convenient for the graphs we consider.
If A is a real symmetric n n × matrix with eigenvalues 1
The equality holds if and only if x is an eigenvector of A corresponding to the least eigenvalue n q .
Lemma 2. [2].
If A is a real symmetric n n × matrix with eigenvalues 1 
Main Results
In this section, some upper bounds for the spectral radius of weighted signless Laplacian matrix are found.
Theorem 5.
Let G be a simple connected weighted graph. Then
Proof. 
Since x is nonzero, so is i x . We have
From the i-th Equation of (8), we get ( )
From (7) and using Lemma 2, we get Advances in Linear Algebra & Matrix Theory ( )
From Lemma 1 and Lemma 3, we have
Hence the theorem follows.
Corollary 6.
Let G be a simple connected weighted graph where each edge weight ij w is a positive number. Then
Proof. Let us consider the matrix ( )
, , ,
 be an eigenvector corresponding to the eigenvalue 
From the i-th Equation of (11), we get
1
From (10) and using Lemma 1 and Lemma 2, we get From (12), we get ( ) Let G be a simple connected weighted graph. Then ( ) ( ) ( ) ( )
where ( ) ( ) 
In order to prove the Inequality (14), we consider a simple quadratic function 
, , , 
