Abstract. An extension to the kinetic Monte Carlo simulation technique was developed in order to study thin film deposition and growth of a system approximating polycrystalline silicon. This method was developed to determine the effect of varying the angle of incidence of an atomic beam on the morphology of a poly-Si thin film grown on a crystalline Si substrate. This deposition procedure produced material comprised of individual grains, all with identical orientation; a first step towards modelling poly-Si. The addition of such grains does not significantly affect the bulk film properties relative to the single crystal case. The number of initial grains chosen to represent a set of pre-existing grains on the surface does not affect the gross morphology of the grown film once around 40 monolayers have been deposited. The chief advantage of this polycrystalline-like system is that it allows the observation of both columnar growth (at angles below about 65 • ) and dendritic growth at angles above this value; growth of single crystalline material only shows the latter. This fact allows a comparison of results from atomic-scale simulation to existing theories that relate the angle of the morphological features of the grown film to the angle of the incident beam. We show that the simulation data are not particularly well represented by commonly used theories such as the tangent rule, or that due to Tait et al (1993 Thin Solid Films 226 196). Increased angles of incidence cause faster extinction of grains until a steady-state value of the number of grains is reached. When grains are nucleated on a heterogeneous substrate, here chosen as a crude description of Si on glass, increased substrate temperature results in larger grains, and higher angles of incidence result in fewer nucleated grains due to non-local shadowing.
Introduction
On an atomic scale, deposition is almost always an inherently random process. The random placement of depositing atoms will cause small fluctuations in the height of the growing film. The fluctuations become the source of a growth instability when the atoms are deposited at high angles of incidence, typically around 65
• from normal incidence. Under such conditions, small bumps on the surface shield regions behind them from deposition, in much the same way as relief rainfall shields the leeward side of mountains. These regions are in essence 'shadowed' and will not grow further. However, the exposed surface of the 'hills' continues to grow, at the expense of the shadowed areas. This growth instability tends to create two related phenomena. First, morphological features develop in the growing film. These features, which may be 'columns' or 'needles', form spontaneously under conditions of limited surface diffusion [1] and grow into the beam of incoming particles. Second, as a result of the formation of these features, the film density decreases, becoming a porous film containing many voids and spaces. In much of the literature, the meanings of the terms 'needles' and 'columns' are often not clearly distinguished from one another, and the terms tend to be used interchangeably. However, a significant difference exists between them, and they will be given distinct and precise meanings in this study. Needles are vertical or slanted features which usually grow as a result of deposition at high angles of incidence (angles above about 65
• from normal incidence). A two-dimensional representation of a needle is shown in figure 1(a) . Needles often have a high aspect ratio, and are isolated from one another. In other words, they are characterized by the presence of space between the vertical features. Like needles, columns are also vertical or slanted features and can grow under the same conditions. However, columns (or 'columnar growth') are reserved for polycrystalline materials. Each column is a single grain, and the grains grow in contact with each other. There is no space between the slanted features that comprise the film. A two-dimensional example can be seen in figure 1(b) .
The formation of needle-like structures, for instance as described by Dirks and Leamy [1] , arises as a natural result of deposition under conditions where atomic mobility is limited. The presence of grain boundaries adds an additional restraint to atomic motion. It can therefore be assumed that grain boundaries will also influence the morphological development of a surface during deposition at oblique angles of incidence. In addition, with the presence of grain boundaries, the possibility exists of seeing columnar growth, as opposed to needle-like films, since grains-or at least an amorphous film-are a necessary component of this structure [1] [2] [3] .
To date, there have been no large-scale atomic three-dimensional simulations of thin film growth in systems with grain boundaries. When combined with the examination of growth at varying angles of incidence, the field is unexplored via simulation. It is possible to perform molecular dynamics (MD) simulations for systems including grain boundaries and other, even more complex, reconstructions and defects. However, time-scale and system size limitations give MD simulations drawbacks which make them less suitable for this type of study than a kinetic Monte Carlo (KMC) simulation [4] , as described in the following section. There are currently no atomic scale simulation studies which examine the formation of true columnar growth (as opposed to needles). This paper presents a first attempt to examine the effects of introducing grain boundaries into the evolution of surface structures from varying angles of incidence of the incoming particles. A detailed description of off-normal deposition in a system with grain boundaries can be found in the work of Dong and Srolovitz [5] .
Simulation methods
The simulations presented in this study were based on a kinetic Monte Carlo method described elsewhere [6] . This method constrains atoms to be tethered to sites on a single lattice. Thus, although voids may form or large distances may separate one atom from another, the atoms all form part of a single crystal. In theory, it is possible for a single adatom to diffuse over the entire sample, climbing up and down features and traversing the entire surface, since no barriers, other than the diffusion barriers created by the surrounding atoms, prevent motion across the film. This constraint gives rise to the production of a single crystalline film in the simulations. In real films, however, the processing conditions often produce polycrystalline films, comprised of a collection of grains of a single material, where each grain may exhibit a different crystal orientation. These boundaries between grains introduce an additional barrier to diffusion, since the lattice is mismatched at this point.
In theory, the implementation of grains and grain boundaries does not present any particular problem for incorporation into a KMC simulation. Although atoms no longer lie on a single crystal lattice, atoms still lie in low energy positions and hop to neighbouring ones, regardless of the orientation of the lattice. Even along grain boundaries, atom hopping can still be considered a discrete event. The initial and final locations may have a strange orientation to each other, and the potential energy surface may be very complex, but as long as a diffusion barrier exists for a hop across (or along) a grain boundary, the KMC technique can be used.
Unfortunately, the practical aspects of grain and grain boundary diffusion introduce a number of problems. First and foremost, grain boundaries involve unusual geometric arrangements of atoms where two grains with differing orientations meet. Along grain boundaries, the diffusion energy barriers are difficult to define and classify in terms of a local environment. The existing energy barrier model in use [7] is simply not sophisticated enough to incorporate these odd geometries. An additional extensive library of barriers would need to be calculated to model diffusion accurately along these boundaries and across them from grain to grain. Determining energy barriers is itself not a trivial task in practice.
The other issues that arise with KMC modelling of grains and grain boundaries are problems of program efficiency and complexity. When all atoms are confined to a single crystal lattice, determination of their local environment is fast and simple. Since the orientation of the lattice is known, so are all possible atom locations. It is efficient to search neighbouring lattice locations to see whether they contain an atom or are vacant. However, when more than one crystal orientation is possible, it is no longer simple to predict the location of neighbouring atoms, especially when they lie across a grain boundary. With multiple crystal orientations, atom locations must be kept as floating-point locations (instead of fast integer array lookups). To find atomic neighbours, one must loop through all atoms and calculate a distance to the nearest image (using a minimum-image convention). Distance calculation can be costly since a square root function is involved, but the biggest problem is that it involves a search over very large numbers of atoms (typically, 150 000-300 000 in the deposition work here) in order to determine lists of neighbours. Since this aspect of the simulation is so heavily used in diffusion rate determinations, KMC simulations would lose the efficiency which makes them useful in the first place. There are a number of computational tricks that can be employed to help alleviate this problem, such as neighbour lists. But even with such tools, the code could be slowed down by as much as a thousand times.
These potential problems using KMC techniques to simulate polycrystalline materials caused us to look for an alternative, more approximate method to introduce grain boundaries into the simulation. A more amenable method for KMC simulation was to create artificial grain boundaries, maintained through bookkeeping, separating the single crystal lattice into many grains, each retaining the crystal orientation of the original single crystal. The result is an oversimplified model of a polycrystalline-like material, with well-defined grains and grain boundaries, but where each grain is identical in orientation. This simplification allows us to retain a fast determination of local environment, while still introducing the additional diffusion barrier due to grain boundaries into the simulation.
At grazing angles of incidence, the grown film will be porous and different grains will be well separated. In real materials, the number of atoms in the first few layers (close to the original substrate surface) which are able to diffuse across grain boundaries via the original substrate surface is small compared with all the surface atoms which can diffuse. So, the diffusion across grain boundaries should not contribute any less to the film morphology at grazing angles of incidence. Thus this restricted diffusion method should be more realistic at grazing angles of incidence. Finally, while this is a more stringent constraint on the diffusion of particles than we would like, it has the distinct advantage that it will allow us to see the formation of columnar materials, as will be seen below. We consider this simple representation of poly-Si a first step towards a more realistic representation of the material.
In the simulation, a 16 × 16 nm 2 substrate (1800 atoms per layer) with periodic boundary conditions was simulated. Typically, 100-120 layers of atoms were grown (∼200 000 atoms). All atoms are assigned a grain identification. The exact manner in which they are assigned is described later in this paper. Each atom, in effect, belongs to a grain. Diffusion events behave exactly the same as diffusion on the single crystal lattice except that they are constrained to be completely contained within a single grain. Therefore, bulk-like atoms (where the initial and destination sites of an event can have no neighbouring atoms which are of a different grain identification) diffuse identically to the situation for the single crystal. Atoms which are not near a grain boundary are unaffected by the presence of the boundary, and thus diffuse as if they were in a single crystal.
Atoms which are adjacent to grain boundaries have an additional rule applied to their diffusion, as explained here. The grain IDs of nearest neighbour atoms to a destination site are determined. If any of these atoms are part of a different grain (i.e. they have a different grain ID) from the hopping atom, then the hop is forbidden. This rule prevents atoms from hopping across grain boundaries, and keeps boundaries distinct. Of course, in real life, atoms can cross these grain boundaries and become part of another grain. At the fairly low temperatures and short deposition times studied here, this type of diffusion is slow [8, 9] , and is neglected in the simulation. However, the grain boundaries present a new barrier to diffusion, and will additionally limit atom mobility. According to Dirks and Leamy [1] , this should lead to enhanced effects of non-local shadowing.
Unlike our previous simulations of thin film growth using KMC (and those of others), the following simulations did not start with a single crystal (100) substrate before deposition began. Instead, a new parameter was added to the simulation, which defined the number of grains initially present. Of course, these are not truly grains, since they lack different crystal orientations, but it allows grain boundaries to be introduced. These initial regions could also be envisioned as individual grains in which all grains happen to have the same orientation.
Before any deposition or diffusional moves are attempted in the simulation, grains are generated by a random nucleation and growth process. This process simply exists as a manner to generate an initial random grain structure on the surface. A number of grains is chosen for each simulation run. Typically we chose to start with 12 grains, though-as we shall showthis number is not crucial. The initial nucleation point for each grain is chosen by randomly assigning a surface atom to carry the ID number for a given grain. At the end of this stage, there will be one atom for each intended grain, separated by (as yet) undefined,'grainless', atoms. Then, each grain (currently the grain only consists of one atom) is grown by gradually assigning all adjacent grainless atoms to the growing grains in a random manner. Growth proceeds until all atoms have been assigned to a grain. The end result is a monolayer consisting of a random patchwork of grains. This process can be seen in figure 2 for a sample with 12 initial grains. Once this initial step is completed, then deposition and diffusional moves can commence. . Layer-by-layer density of grown films for varying numbers of initial grains. The cell size is 120 × 120 × 120 monolayers, the substrate temperature is 500 K, the deposition angle is 80 • from normal. Runs were performed for 1, 6, 12 and 24 initial grains, randomly distributed.
In the subsequent deposition portion of the simulation, new grain IDs are assigned simply. Each deposited atom acquires the grain ID of the atom that it strikes. Therefore all grains with exposed, non-shadowed surfaces are capable of growth. However, if a grain ever becomes completely shadowed, a consequence of the diffusion rules provides that the grain will not grow any further. This leads to the extinction of some grains. Thus the number of growing grains is not necessarily constant throughout the simulation.
Results and discussion
With these new aspects of the simulation in place, it is possible to grow multi-grained films on an existing random template of grains. Four snapshots of a single run can be seen in figure 3 . Starting with a random patchwork of 12 grains in figure 3(a), atoms were deposited onto a flat (100) substrate, with the upper surfaces of the grains exposed. Growth begins on all grains, as seen in figure 3(b) . As growth continues, some of the grains become shadowed by other grains that have more exposed surface area, and stop growing. In figure 3(c) , only eight grains are still growing, and subsequently in figure 3(d) , only four of the initial twelve grains are still growing.
Since the number of grains forming the initial monolayer introduces a new variable into the simulation, it was important to determine its effect on the morphology of growing films. From the perspective of measuring the density quantitatively, the additional parameter has no significant effect on the grown film. At low angles of incidence and sufficiently high temperatures, where film growth typically has a near-perfect density, the incorporation of grains produces a slight (2-3%) decrease in density. This is due to a number of lattice positions left vacant at grain boundaries, where atomic diffusion is forbidden. But apart from this case, the presence of grains does not affect the density of the film, as seen in figure 4. For systems with a range of number of grains (from 1-24), the layer-by-layer densities remain essentially unaffected. The result is that the number of grains chosen for the initial substrate is not a critical parameter. If the number of initial grains is small, then the grains will be large, and a single grain can then grow multiple features. If the number of initial grains is large, then many grains will 'die out' quickly from being shadowed, leaving only a few grains, typically one per feature. As can be seen in figure 5 , even starting with an excessive number of grains (such as 96), most will quickly die out within about 40 monolayers of growth. The number of grains then slowly decays within the span of the simulation, following a t −1.2 power law relationship. This is close to the t −1 decay rate seen experimentally [10] . Two-dimensional theory predicts a decay rate of t −1.4 [11] . Of course, if there are initially only a few grains (such as one), then more grains cannot be spontaneously created with the current model, and the number will remain unchanged.
The drop-off to one grain, and eventually no grains, at the extreme right end of figure 5 is a result of incomplete growth at the time of termination of the simulation. When the simulation is finished, the upper surface of the film has not finished growing and developing. Plotted side by side in figure 6 , it is clear that the incomplete growth at the top of the cell is responsible for the sudden decay in the number of grains.
One of the motivating factors for incorporating polycrystalline-like films was to witness the formation of columnar growth. Columnar growth, consisting of adjacent grains, is qualitatively different from the needle-like growth shown in figure 1 . The simple model presented here is capable of producing columnar formations at a number of angles of incidence, as seen in figure 7 . These surface morphologies differ significantly from the single crystal growth, where no features are visible at low angles of incidence. The initial grains on the surface grow, forming distinct columnar grains. The forbidden diffusion between the boundaries prevents the features from merging into a single, defect-free crystal. This phenomenon occurs even at normal incidence. In that case, vertical columns, oriented normal to the initial substrate are formed. As the angle of incidence is increased away from normal incidence, the columns begin to tilt into the oncoming beam. However, the columns still remain in contact for low angles (less than 50
• ), with no spaces or large voids between them. As the angle of incidence is increased further, the effects soon resemble those of the single crystal system. Voids begin to form between the columns, and as they become separated, they are now classed as needles rather than columns.
The transition from a columnar to a needle-like structure, manifested by space opening up between the grains, is accompanied by a decrease in film density. As shown in figure 8 , the polycrystalline-like films exhibit the same trends in the decrease in density shown by the single crystal films. Also evident in figure 8 is the roughly 3% lower density at low angles of incidence due to the vacancies present in grain boundaries, as discussed previously. This slight decrease in density remains fairly constant at angles of incidence less than 50
• . When the angle of incidence is increased beyond this value, the density difference grows to approximately 7-8% for a short range of angles. Above angles of incidence of 70
• , the former 3% discrepancy recrudesces. The reason for the transient excess density decrease between 50
• and 70
• is unclear. We suggest that the pre-existence of vacancies between features on the surface (due to grain boundaries) accelerates the creation of additional voids and spaces between features. In this transition region where non-local shadowing begins to become significant, grain boundaries may provide a nucleation point for the vacancies and voids that will eventually form the spacing between features. Above angles of 70
• , significant inter-feature voids are produced by non-local shadowing alone, so that the additional spacing provided by grain boundaries is no longer important. This allows the densities to resume following the initial correspondence with the single crystal results.
The effect of temperature, in conjunction with angle of incidence, on the film density is seen in figure 9 . In this figure, the densities of films grown at varying angle of incidence and substrate temperatures are shown. These films all began with 12 grains prior to growth. The effect on film density is virtually identical to the single crystal case. As seen both in previous simulations [6] and in prior experimental work on germanium [12] , two common phenomena are seen. At low temperatures, there is an overall decrease in film density due to limited atom mobility. The density at normal incidence for various temperatures exemplifies this fact. The second is an increase in the threshold angle at which porous growth begins as substrate temperature increases. The presence of grains does not seem to affect this phenomenon. Figure 10 . Angle of growth as a function of angle of incidence. Shown are the y = x line (to guide the eye), the empirical tangent rule [15] , and the theory of Tait et al [14] . Single crystal data is shown (120 × 120 × 120 monolayer, 400 K) as well as polycrystalline-like data (140 × 140 × 120 monolayers, 400 K and 500 K, 12 initial random grains). Error bars on polycrystalline-like data represent 95% confidence intervals.
The results from atomic-scale simulations of thin film growth at varying angles are typically compared [6, 13] with empirical findings such as the tangent rule [3] , and the theory of Tait et al [14] . These theories are intended to be applied to the columnar growth of grains and are known to fail above approximately 60
• , where needle formation becomes established. The 2+1 KMC data shown in figure 10 come from single crystal and polycrystalline-like results. However, all of the simulation data shown have one common factor: they represent the growth angle of needles, not columns, unlike that for which the theories were intended.
With the addition of grains, it is now possible to grow columnar structures, and measure the relationship between growth angle and incident angle as intended by the tangent rule and Tait's theory. These results are plotted in figure 10. Since columnar growth is possible at all angles, data points now span the entire range of angles of incidence. For the range of angles of incidence where both data sets coexist, agreement is very good. Even without the considerable error bars on the poly-crystalline data, agreement is within a few per cent.
Although the growth angle data now cover the entire range of angles of incidence, it does not resolve the issue of whether the tangent rule or Tait's theory is the better choice. The simulation data consistently fall between the two theories, not favouring one or the other. It could be argued that the trend of Tait's theory seems to agree better with the simulation data. But then again, the viability of a simple linear fit cannot be overlooked! It is clear that a deeper theoretical investigation of this process is warranted.
Determination of the nature of the features exhibited in the film becomes much simpler in the case of polycrystalline-like films since, given enough initial grains, each feature is a single grain. The use of grain identification allows a quick and accurate distinction between individual features.
Unfortunately, a drawback of polycrystalline-like simulations is the increased memory requirements for the bookkeeping of grains; felt in terms of increased computation time. As a result, at high angles of incidence, we present relatively few data points since features under these conditions are highly slanted, and span the entire width of the simulation cell. Selfshadowing, which has been shown previously to corrupt angle measurement results, precludes the measurement of angles at these conditions.
Conclusions
We have presented a simple means to constrain particles to remain within a particular 'grain' in the sample and hence have created a first, simplistic, effort to model polycrystalline films. Having confirmed that the gross qualitative features of 'polycrystalline-like' Si reproduce those for the single crystal thin film growth as a function of angle, we have chiefly exploited this extension of kinetic Monte Carlo to test the extant theories of the angle of growth of rough films as a function of incident beam angle. We have found that neither the theory of Tait et al nor the tangent rule is capable of reproducing the simulation results even in the columnar regime where these theories should hold. This result suggests that the physics of deposition at off-normal angles, complicated by shadowing effects, has not been adequately captured by the theories and will, we hope, become the subject of scrutiny by theoreticians. This simple method also opens the door to a relaxation of some of the harsh constraints employed here as we move towards a more realistic model for polycrystalline material that allows diffusion along and across grain boundaries of arbitrary orientation.
