Abstract. In this paper we review some well-known theory about reduction strategies of various kinds: normalizing, outermost-fair, cofinal, Church-Rosser. A stumbling block in the definition of such strategies is the presence of reduction cycles that may 'trap' a strategy as it is memory-free. We exploit a recently (re)discovered fact that there are no reduction cycles in orthogonal rewrite systems when each term has a normal form, in order to enhance some of the theorems on strategies, both with respect to their scope and the proof of their correctness.
Introduction
The general objective of our note is to survey some fundamental theorems about reduction strategies in term rewriting, both first-order and higher-order. Some of these theorems are by now rather classical, and some are of a more recent date. The strategies serve various purposes: they may be normalizing, or outermostfair, or cofinal, or Church-Rosser strategies, to name some of their more important properties. One liability they have in common: they may fall into a trap formed by a reduction cycle. This is so because the usual notion of a reduction strategy is such that no memory is involved: a reduction strategy F is just a function from terms to terms, such that for every term t that is not in normal form we have t → F(t) in case F is a one-step strategy, and t → → F(t) in case F is a many-step strategy. Thus, if we have for a one-step strategy F that e.g. F 3 (t)≡t (see Figure 1) , then F will be forever trapped in this reduction cycle
t → F(t) → F(F(t)) → t
The danger of a strategy being trapped in a reduction cycle is apparent in the proofs of several theorems about strategies. E.g. avoiding cycles is prominent in the proof that there exists a computable many-step Church-Rosser strategy for λ-calculus [5, 3] , discussed in Section 6. And avoiding cycles is a major complicating factor in Statman's definition of a cofinal strategy for combinators [14] . t = F 3 (t) = F 6 (t) = ... F(t) = F 4 (t) = F 7 (t) = ... F 2 (t) = F 5 (t) = F 8 (t) = ... Now recently it was found by Ketema et al. [7] that under very natural conditions there are no reduction cycles at all. Of course, if the rewrite system has the property SN, strong normalization (or termination), there are no reduction cycles. But this is a bit too strong. Ketema et al. [7] proved that for orthogonal term rewriting systems that are WN, weakly normalizing, there are already no cycles, a property that we indicate by AC (acyclicity). This theorem generalizes to a wide class of rewrite systems, namely the weakly orthogonal fully extended higher-order rewriting systems. Actually, this theorem was for the case of almost orthogonal combinatory reduction systems already proved in a rather implicit way in Kennaway [6] , but there it has remained unnoticed until now.
Combining our first observation of the 'cycle trap' for strategies with this recent insight that we have WN ⇒ AC for orthogonal rewrite systems, there arises a natural question: does the acyclicity of orthogonal systems that are WN facilitate the proofs of the theorems for reduction strategies that are in the literature?
The goal of our note is to show that the answer is affirmative. In doing so, we obtain a strengthening of some of the theorems known for strategies, and a simplification of some of their proofs. We also present some new theorems. Finally, we employ in our formulation a notion of strategy, based on abstract rewriting notions, that is more expressive than the classical (functional) notion.
Basic notions

Abstract Rewriting
We start by introducing the necessary notions and notations concerning abstract rewriting, where the objects that are rewritten do not have any observable structure. One of the usual definitions of abstract rewriting is as a set equipped with a binary relation (as in [2, p.7] , and as a special case of [15, Definition 1.
1.1]).
Here we take another approach, via the more expressive notion of ARS as in [15, Definition 8.2.2] , where steps are first-class citizens. Definition 1. An abstract reduction system (ARS) is defined as a quadruple
where A is a set of objects, Φ a set of steps, and source : Φ → A and target : Φ → A are functions mapping a step to its source and target. ARSs are denoted by →, ⇒, . . ., and also by A, B, S, F, . . ..
We can think of an ARS as a graph. There might be more than one step between two objects, so we can express more than binary relations on a set. Example 1. See also Figure 2 .
So the underlying graph of an ARS is not necessarily connected.
In A 4 there are two different steps from a to b, hence it cannot be given as a relation on a set. This phenomenon occurs for instance in λ-calculus with β-reduction: there are two different steps from I (I I) to I I. (v) The well-known counter-example against the implication 'local confluence implies confluence' is defined as the following ARS
In some of the examples in the paper, we will write ARSs in a simplified notation, namely as a set of arrows with source and target. It is then understood that the set of objects is the set of objects mentioned, and that source and target are as suggested by the explicit enumeration of the arrows. For instance the ARS A 5 from Example 1 is then written as
The definition of strategy below employs the following definition of sub-ARS.
, if the following holds:
iii) source 1 and target 1 are the restrictions of source 2 and target 2 to Φ 1 .
If we think of an ARS as a graph, a sub-ARS is a sub-graph, with possibly less objects and less steps. The last condition of the definition of sub-ARS implies that source(Φ 1 ) ⊆ A 1 and also target(Φ 1 ) ⊆ A 1 , that is, the sources and targets of steps in the small ARS must be present in its set of objects. Note that ⊆ is a partial order on ARSs. The definition of sub-ARS used here is different from for instance [15, Definition 1.1.6]: there the set of objects of the 'small' ARS must be closed under the steps of the 'big' ARS. See also the example below.
Example 2.
(i) An ARS is a sub-ARS of itself: A ⊆ A.
(ii) For the ARSs defined of Example 1 we have:
There is no sub-ARS of the ARS A 3 from Example 1 with ∅ as set of objects, and {φ 2 } as set of steps. (iv) The ARS a without any steps is a sub-ARS of a → b. So the set of objects of the 'small' ARS need not to be closed under the reduction of the 'big' ARS.
In the remainder of this subsection we assume an ARS A = (A, Φ, source, target). A reduction step or rewrite step is an element of Φ, together with its source and target. Reduction steps are written as φ : a → b or a → φ b, for a step φ ∈ Φ. An object a ∈ A is a normal form (or a is in normal form) if there is no reduction step a → with source a. A reduction or rewrite sequence starting in a 0 is a finite or infinite sequence of steps: a 0 → φ0 a 1 → φ1 a 2 → φ2 . . .. A finite reduction a 0 → φ0 . . . → φn−1 a n is said to be a reduction from a 0 to a n . Such a reduction is also written as a 0 → → a n . A reduction is said to be maximal if it cannot be extended, that is, either it ends in a normal form or it is infinite.
We sometimes omit irrelevant information from this notation, writing for instance a → to indicate that there is a step from a, or a → → to indicate a finite or infinite reduction starting in a. If we want to stress that a step (or reduction) takes place in the ARS A we use A as subscript.
The reduction graph of a in A, notation G(a, A), has as set of objects {b | a → → b}, and as set of steps all φ ∈ Φ with source(φ) ∈ {b | a → → b}. Further, the source and target functions of G(a, A) are the appropriate restrictions of source and target. A reduction graph is a sub-ARS of A.
An object a ∈ A is weakly normalizing in A, notation a ∈ WN(A), if there is a reduction sequence in A from a to a normal form of A. The ARS A is weakly normalizing, notation A ∈ WN, if all objects a ∈ A are weakly normalizing in A. An object a ∈ A is strongly normalizing in A or terminating in A, notation a ∈ SN(A), if all reduction sequences starting in a are finite. The ARS A is strongly normalizing or terminating, notation A ∈ SN, if all objects a ∈ A are strongly normalizing in A. It may happen that an object is weakly normalizing in an ARS but not in a sub-ARS. For example, considering the ARSs of Example 1, we have a ∈ WN(A 1 ), but a is not weakly normalizing in A 2 ⊆ A 1 .
The ARS A is confluent if the endpoints of all pairs of co-initial reductions are joinable, so for all objects a, b, b ∈ A: if a → → b and a → → b then b ↓ A b .
Term rewriting
We use the standard notions and notations from [2, 15] for first-order term rewriting systems (TRSs). We also consider higher-order rewriting systems with patterns (HRSs), defined by Nipkow [11] . At some places in the literature these are called PRSs. The terms are simply typed λ-terms with constants, that are considered modulo αβη. Rules satisfy the patterns restriction that guarantees matching (and unification) modulo βη to be decidable. See also [15, Chapter 11] for definitions and notations.
A term rewriting system is orthogonal if all rewrite rules are left-linear and there are no critical pairs. A term rewriting system is weakly orthogonal if all rewrite rules are left-linear and all critical pairs are trivial (so overlapping steps yield the same result). Almost orthogonal is in between orthogonal and weakly orthogonal: trivial critical pairs are allowed but only if the overlap is at the top.
Definition 3.
A rewrite rule is fully extended if in the left-hand side every free variable has as arguments exactly all variables that are bound at that position.
In fully extended systems, whether a rule is applicable does not depend on whether or not a bound variable occurs. The rewrite rule f (λx. z) → a with z a free variable is not fully extended. The rule can only be applied to a term of the form f (λx.s) if x does not occur in s. Another example of a rule that is not fully extended is the η-reduction rule: λx.M x → M , with the side-condition that x should not occur in the free variables of M .
Reduction strategies
A common approach in the literature is that a strategy, intuitively speaking, tells us how to reduce a term. That is, a strategy tells us how we must reduce a term. Then a strategy is a function from terms to terms, and hence deterministic, as in the Introduction. But we can also adopt a more general point of view: a strategy tells us how we may reduce a term. Following [15, Definition 9.1.1], see also [16] , we take the latter approach.
Definition 4.
A strategy for an ARS → is a sub-ARS of → having the same objects and normal forms.
So a strategy has the same objects as the original ARS, but possibly less arrows. Also, an object is a normal form in the strategy exactly if it is a normal form in the original ARS. The explanation for the requirement that a strategy has the same normal forms as the original ARS is that we want the strategy to be 'pushy': whenever there are still possibilities (steps, edges) to proceed, the strategy will select a positive number of them, and not discard them all. So a strategy can only stop in a normal form, but not before. Note that 'strategy for' is transitive: a strategy S for a strategy S for an ARS A is again a strategy for A. Thus we have a notion of refinement of strategies.
Example 3.
(i) An ARS is a strategy for itself. In fact, this is the strategy of exhaustive search. This also shows that a strategy may be non-deterministic. 
Properties of strategies. A strategy is usually employed to obtain a reduction with a certain property.
Definition 5. Let S be a strategy for A = (A, Φ, source, target).
(i) S is normalizing if a ∈ SN(S) for every object a ∈ WN(A).
(ii) S is cofinal if the following holds: for every a ∈ A, for every finite reduction R : a → → a in A, for every maximal reduction S : a → → in S, there is an object c in S such that a → → c in A. See Figure 3 .
In Example 1, the ARS A 3 is a normalizing strategy for A 1 . An ARS is not necessarily a cofinal strategy for itself. Church-Rosser strategies. We now focus on a subclass of strategies. A strategy is said to be deterministic or functional if every object is the source of at most one arrow. Reconsidering the ARSs of Example 1, both A 2 and A 3 are functional strategies for A. The ARS A 1 is also a strategy for itself, which is not functional.
A function from terms to terms that maps a normal form to itself, and a term that is not in normal form to one of its one-step reducts, naturally induces a deterministic (or functional) strategy. Therefore we use in the setting of functional strategies also the notation F n (a) for the object reached by performing n steps according to F, starting in a (with F(a) ≡ a if a is in normal form). In Section 6 we will also consider many-step functional Church-Rosser strategies, where intuitively a term not in normal form is mapped to some reduct (where the reduct is reached in at least one step).
Overview of properties of strategies. We conclude this section with a picture ( Figure 5 ) of properties of reduction strategies, for abstract rewriting and term rewriting, and their interrelations. The notions fair and leftmost-fair are included for completeness and do not play a rôle in the remainder of the paper. The implication 'cofinal implies normalizing' is Proposition 1. The implication 'ChurchRosser implies cofinal' is Theorem 8, which is concerned with functional (or deterministic) strategies. The implication 'normalizing implies Church-Rosser' holds for functional strategies in weakly normalizing and confluent ARSs: a normalizing strategy then yields a common reduct of two convertible objects by computing their normal forms, which are the same. The implication 'outermostfair implies normalizing' is Theorem 7, which is concerned with the more general setting of weakly orthogonal and fully extended HRSs. 
A normalizing strategy
A normalizing strategy is of interest in the case that a rewriting system has terms that can be rewritten to normal form, but are also the starting point of an infinite reduction. This happens for instance to the term K I ((S I I) (S I I)) in Combinatory Logic (CL) which is defined by the rewrite rules
For (pure) CL the leftmost-outermost strategy is normalizing. But let us now consider CL extended with Gustave's term rewriting system which is defined by the following rules:
How should we evaluate a term of the form g(l, m, r) with l, m, and r redexes of (pure) CL? Such a term intuitively seems to require parallel evaluation because it is undecidable whether a CL term has a (head) normal form. Nevertheless, Kennaway [6] proves, surprisingly, that there is a normalizing one-step strategy for the combination of CL and Gustave's TRS. More precisely, Kennaway proves that almost orthogonal Combinatory Reduction Systems (CRSs) have a computable one-step normalizing strategy. This means that also λ-calculus with parallel-or, defined by
has a computable one-step normalizing strategy, although intuitively it seems that a term por(M, N ) with M and N λ-terms requires a parallel evaluation.
Antoy and Middeldorp [1] define a computable one-step strategy for almost orthogonal term rewriting systems, and show that it is normalizing via a reduction to normalization of outermost-fair rewriting. In this section we present two observations concerning their strategy. The first observation is that the definition of the strategy, and the proof of its normalization, can be extended to the case of fully extended weakly orthogonal higher-order rewriting. The second observation is that the definition of the strategy can be made substantially simpler for weakly normalizing systems, because then we do not have to deal with cycles.
The strategy S F . We define a non-deterministic strategy S F for higher-order rewriting. The definition is a minor adaptation of the definition by Antoy and Middeldorp [1] . We use the notation S F from [15] ; the notation used in [1] is S ω .
In the definition of S F for higher-order rewriting we make use of the notion 'acyclicity-check'. In general, it is undecidable whether a term cycles. However, for finite systems, it is decidable whether a term t cycles within its own height, that is, is on a cycle where all terms are at most as big as t itself. More in particular, it is also decidable whether a terms cycles according to a strategy within its own height.
Definition 7. Assume a HRS R. The strategy S F and the property AC S F of passing the S F -acyclicity-check are defined by induction on the structure of terms as follows:
(i) Given a term s, the strategy S F can perform the following steps:
(a) if s is a redex, then S F can only contract a redex at the root, (a) otherwise, S F is applied to a smallest direct argument satisfying AC S F , (a) otherwise, S F can perform any step. (ii) A term t satisfies AC S F , or otherwise said passes the S F -acyclicity-check, if it is not on a S F -cycle in which all terms are at most as big as t. Otherwise, it fails the acyclicity-check.
The strategy S F is an outermost strategy that is only unfair to redexes that intuitively do not contribute to the normal form because they cycle. Below (Theorem 1) we show that S F is normalizing. Note that in the definition of S F -acyclicity-check for a term t, we only need the definition of S F on terms smaller than t. Since overlap is allowed, a redex at the root is not necessarily unique.
Further, S F is a non-deterministic strategy. If the first clause of the definition applies, then there is possibly a choice between overlapping root-redexes. If the second clause of the definition applies, there is a choice between all smallest reducible arguments that pass the S F -acyclicity-check. In addition, there might be a choice between overlapping redexes. Example 4. We consider the orthogonal TRS defined by the following rules:
An example of a reduction according to S F :
f (a, b, h(b)) → the argument a fails the acyclicity-check b is the smallest reducible argument passing the acyclicity-check
is the smallest reducible argument passing the acyclicity-check
) is the smallest reducible argument passing the acyclicity-check
there is a root-redex b
The strategy S F skips arguments that are S F -cyclic within their own height. One might wonder whether we could skip more arguments, while remaining normalizing. The following examples shows that skipping arguments that are cyclic (but not necessarily S F -cyclic) destroys normalization of S F .
Example 5. We consider the orthogonal TRS defined by the following rules:
The term h(g(a, c), c) has a normal form which is indeed found in the following S F -rewrite sequence:
However, if we adapt the definition of the strategy in the sense that we skip arguments that cycle within their own height, then we skip the argument g(a, c) because g(a, c) → g(a, c), and we also skip the argument c because c → c. In other words, both arguments are skipped, and the third clause of the definition of the strategy applies. That is, also
is a rewrite sequence according to the strategy. So this adaptation yields a strategy that is not normalizing.
One might also wonder whether we could skip fewer arguments, while remaining normalizing. The following example shows that skipping arguments if all their reductions are cyclic within their own height (so an argument that is S F -cyclic within its own height but also has another reduction is not skipped anymore) destroys normalization of S F .
Example 6. We consider the orthogonal TRS defined by the following rules:
The term j(h(h(x)), g(a)) has a normal form. Indeed the following S F -rewrite sequence finds the normal form:
Note that the argument g(a) is skipped because it is S F -cyclic within its own height. However, if we adapt the definition of the strategy by skipping arguments if all their reductions are cyclic within their own height, then the argument g(a) is no longer skipped. In that case we obtain the following rewrite sequence:
So this change in the condition on skipping arguments makes that the strategy is no longer normalizing.
Normalization via outermost-fair rewriting. One can show that if the strategy S F fails to normalize a term s, then there is an infinite outermost-fair rewrite sequence starting from s. Section 5 is concerned with outermost-fair rewriting and in particular contains the theorem that outermost-fair rewriting is normalizing for HRSs that are fully extended and weakly orthogonal from [13] . Theorem 1. Assume a fully extended and weakly orthogonal HRS. If there is an infinite S F -rewrite sequence starting from s, then there is an infinite outermostfair rewrite sequence starting from s.
Proof. We only give the idea of the proof. Suppose that there is an infinite S Frewrite sequence starting in s. An outermost redex that is unfairly treated is on a S F -cycle. Also, it is disjoint from other such redexes. A S F -cycle can be made outermost-fair. Now interleave the original infinite S F -rewrite sequence repeatedly with extra reductions on the place of the cycles, to obtain an infinite outermost-fair reduction starting in s. Corollary 1. The strategy S F is a computable one-step normalizing strategy for HRSs that are weakly orthogonal and fully extended.
Acyclic rewriting. A second observation is that for weakly normalizing systems, the acyclicity-check can be omitted, thanks to Theorem 6. The definition of the strategy then becomes more simple, and applying the strategy becomes essentially easier. is applied to a smallest direct argument that is reducible.
We claim that S AC F is outermost-fair. Hence by Theorem 7 it is normalizing.
Acyclicity
As argued in this paper, for several strategies their computability is seen to rely on having a suitable cycle detection sub-routine available. As cycle detection is complex, it is interesting to look at rewrite systems which do not need it, i.e. which are acyclic. Then the sub-routine can simply answer: no, with a resulting simplification, as exemplified in Definition 8. In this section, we recapitulate some known acyclicity results and establish some new ones.
The following two classical acyclicity results for Combinatory Logic (CL) are due to [9] and [5] respectively. Here we consider CL with basis {S, K, I} and the following applicative rewrite rules:
Theorem 2 ([9]). In Combinatory Logic, every finite reduction graph is acyclic.
This 'finite acyclicity' result is very much CL-specific. For instance, both the term a in the single-rule orthogonal TRS {a → a} as well as the term Ω = (λx.xx)(λx.xx) in the λ-calculus, have a single-node cyclic reduction graph. By the theorem, since the reduction graph of the direct translation SII(SII) of Ω into CL is cyclic: SII(SII) → → CL SII(SII) it can no longer be finite, and indeed it is not: SII(SII) → → CL I(SII(SII)) → → CL I(I(SII(SII))) → → CL . . ..
Theorem 3 ([5]
). In Combinatory Logic, S-terms are acyclic.
As it brings out nicely the minimal counter-example technique commonly employed in acyclicity proofs, we now present an alternative proof to this result.
Proof. For a proof by contradiction, suppose a cycle σ : t t of minimal height would exist. By minimality σ is a head cycle, i.e. σ is of shape t S s u v → s v (u v) t. Observe no S-step decreases size and only doesn't increase size if its third argument is an S. But then in the next head-step, the term size increases, because no term other than S reduces to S, in particular, u v does not reduce to S. Remark 1. Neither of Theorems 2 and 3 entails the other; S-terms may not be terminating and thus have infinite reduction graphs, 5 and the example SII(SII) above shows that general CL-terms need not be acyclic. It could be difficult to find a common generalization, since the former result is even dependent on the particular basis chosen (here {S, K, I}) as noted in [5] .
Next we present two results allowing to infer acyclicity of a system from that same property for its components. The first result is a special case of a more general result due to Middeldorp and Ohsaki [10, Theorem 6.7] .
Theorem 4 ([10]
). The disjoint union R of two TRSs is acyclic if both components are and either R is non-collapsing, or R is non-duplicating, or one of the components is both non-collapsing and non-duplicating.
Here we complement the above result by showing that acyclicity is preserved when combining orthogonal acyclic TRSs.
Theorem 5. Acyclicity is modular for orthogonal TRSs.
Proof. See Appendix A.
The proof method also yields modularity of absence of non-empty fixed-point reductions of shape t C[t] for orthogonal TRSs.
Remark 2. Both non-overlappingness and left-linearity are essential for acyclicity to be modular, answering questions by Middeldorp: Let R b either be the overlapping left-linear TRS with rules {g(x, y) → x, g(x, y) → y} or the nonoverlapping non-left-linear TRS with rules {g(x, y, z, z) → x, g(x, y, z, S(z)) → y, ∞ → S(∞)}. In either case, R b is acyclic since applying a g-rule decreases the number of g-symbols. Combining either with the acyclic orthogonal TRS R w {f (0, 1,
Remark 3. First-orderness is also essential for modularity of acyclicity. The HRS (higher-order pattern rewriting system in the sense of Nipkow) consisting of the single rule
is acyclic (see below). The two-rule TRS g(a, x, y) → x g(b, x, y) → y is trivially acyclic. However, their combination is not as witnessed by
The main feat of the HRS is that the lhs of its rule is embeddable into its rhs, but only so in a non-empty context. If it were the case the context could be empty, then the term substituted for Z should collapse both to its second (y) and third (z) argument only depending on its first (x) argument, which is impossible using only the first rule (see Appendix B). It is exactly this feature which the two selection rules of the TRS bring.
Remark 4. We conjecture that the corresponding CRS rule (combinatory reduction system in the sense of Klop):
is acyclic as well. This does not follow directly from the above since the CRS contains 'spurious' terms, i.e. terms such as f ([x]f (x)) which are not the image of a HRS term.
We conclude this section by discussing the relationship between normalization and acyclicity. Of course SN ⇒ AC, i.e. termination trivially implies acyclicity. More interesting is that in the presence of orthogonality weak normalization implies acyclicity. This result was prefigured in Kennaway [6] and recently rediscovered [ Theorem 6. Assume a fully extended and weakly orthogonal HRS R. Then:
R ∈ WN ⇒ R ∈ AC We give a sketch of the proof as it again nicely illustrates the minimal counter example technique, as well as the rôle of normalization of the outermost-fair strategy.
Proof. Assume that the system is not acyclic. Take a minimal term t with a cycle. That cycle contains a head step. As a consequence, t admits an infinite reduction with infinitely many head steps. Clearly such a reduction is outermostfair, and since the outermost-fair strategy is normalizing and the system is WN by assumption, the reduction ends in a normal form. Contradiction.
Remark 5. Weak normalization cannot be relaxed from system to term level, as witnessed by the weakly normalizing but cyclic term f (a) in the orthogonal (but not WN) TRS {f (x) → b, a → a}.
Normalization of S F is proved by a reduction to normalization of outermostfair rewriting. This section is concerned with normalization of outermost-fair rewriting; it does not contain new results.
A rewrite sequence is outermost-fair if every outermost redex is eventually contracted. For instance, in Example 5 the rewrite sequence h (g(a, c) , c) → h(g(a, c), c) → . . . is not outermost-fair because it is unfair to the outermost redex a. The rewrite sequence j(h(h(x)), g(a)) → j(h(h(x)), g(a)) → . . . of Example 6 is not outermost-fair because it is unfair to the outermost redex h(h(x)).
O'Donnell [12] shows that outermost-fair rewriting is normalizing for almost orthogonal TRSs. Van Oostrom [13] extends this in two directions: from firstorder to higher-order, and from almost orthogonal to weakly orthogonal.
Theorem 7 ([13]
). Outermost-fair strategies are normalizing for HRSs that are fully extended and weakly orthogonal.
We collect some observations concerning the limitations of possible extensions. 
. . contracting h-redexes does not reach the normal form. The reason is that the outermost f -redex is created only by contraction of the non-outermost g-redex. (iii) Outermost-fair does not imply cofinal. Consider for instance the TRS defined by
. . is not cofinal because the term f (b) (which is a reduct of f (a)) cannot be reduced to a f (a). (iv) In [13] also head-normalization is considered. Using the proof method of Theorem 7, it is shown that outermost-fair strategies are head-normalizing for HRSs that are fully extended and almost orthogonal. Surprisingly, this cannot be extended to the weakly orthogonal case.
Church-Rosser strategies
In a research seminar in 1975 with as outcome the set of notes [4] , the question was raised whether there exists a computable one-step Church-Rosser strategy for the λ-calculus? Here a strategy was defined in the classical sense, so as a functional strategy, and the notion of a (functional) CR-strategy was defined as in Definition 6. As far as we know, the question above is still unsolved. In [5] some partial results were obtained. Church-Rosser strategies are important for the following reason, stated in Barendregt [3, Lemma 13.1.4] (the assumption of confluence is superfluous there; it follows from the assumption of a CR-strategy).
Theorem 8 ([3]
). Let F be a one-step or many-step functional strategy for the ARS A. Then:
F is a CR-strategy ⇒ F is cofinal ⇒ F is normalizing.
Proof. The second implication is a special case of Proposition 1. We now prove the first implication. So suppose F is a CR-strategy for A = (A, Φ, source, target) and let a ∈ A. We claim that the reduction
. will intersect. This shows that F is a cofinal strategy.
Theorem 9 ([5]
). There exists a computable many-step CR-strategy for the lambda-calculus.
One of the main problems in the proof of Theorem 9 is to avoid that the CRstrategy F to be defined, falls in the trap of a double F-cycle which is linked, see Figure 6 .
Suppose there are two different F-cycles C 1 and C 2 containing points M 1 and M 2 such that M 1 = R M 2 (that is, M 1 and M 2 are convertible in R).
Then we are in a contradictory situation: F cannot be a CR-strategy, because the F-trails for M 1 and M 2 will keep cycling without ever intersecting. An effective many-step CR strategy. We now show that under far more general circumstances a computable many-step CR-strategy exists.
Definition 9. An effective ARS is an ARS A with an injective computable function # from objects to natural numbers, and where the reduction relation is computable.
So if A is Church-Rosser, we can compute a common reduct for any given finite set of convertible objects. Effective ARSs occur frequently, e.g. λ-calculus, or CL, or any TRS or HRS based on a finite signature and with a finite set of reduction rules. We will identify an object a with its corresponding natural number #a, and with → n the restriction of the reduction relation → of A to objects less than or equal to n is denoted. We show that if such an effective ARS → has the Church-Rosser property, then it has an effective many-step Church-Rosser strategy.
The core of our strategy is constituted by the following procedure which, for a given equivalence class of terms less than a given bound n, attempts to find a common reduct greater than that bound. Formally, for an object a and bound n with #a ≤ n the object a n is defined to be a common reduct of all (finitely many!) objects which are → n -convertible to a, such that that common reduct (i) is greater than n, or else (ii) is the greatest object of a strongly connected component of → n .
Here 'strongly connected' means that every pair of objects is related by n . Note that by effectiveness of the ARS and the Church-Rosser property it is easy to turn the construction of a reduct a common to the equivalence class, into a deterministic procedure. Next, by deterministically searching from a , going through the finitely many objects in the equivalence class, we will find a unique common reduct greater than n if it exists. Otherwise, the second item applies and one notes that the strongly connected component, and hence the common reduct computed, is unique by the Church-Rosser property (the strongly connected component may consist of a single object; a normal form).
The idea is then to repeat this procedure. But using what bounds? Using the number of the object itself as bound, i.e. from a compute a #a , may fail: Figure 7 , with the numbering # defined by #i = 2i and #i = 2i + 1. Then 0 #0 = 0 1 yields 2 (a common reduct of 0 and 0 and greater than both), 2 #2 = 2 5 yields 4 , . . . whereas 1 #1 yields 3 , 3 #3 yields 5 , etc.. A common reduct of 0 and 1 will never be reached.
One could think of the problem as arising from each object determining its own 'clock' and these staying 'out-of-sync' forever. To avoid this phenomenon, we inductively construct a (monotonically increasing) sequence of bounds n(i), which one can think of as the 'ticks of a global clock'.
-n(0) = 0; -n(i + 1) is the maximum of n(i) + 1 and all objects occurring in the construction of the common reducts a n(i) , for a such that #a ≤ n(i).
Now define CR(a) = a n(i) , with i least such that #a ≤ n(i). Per construction a n(i+1) CR(a), and if the first item applies n(i) < #CR(a) ≤ n(i + 1), or else CR(a) is the greatest object of a strongly connected component. Example 8. Consider the ARS of Figure 7 with the numbering # of Example 7.
-n(0) = 0, -n(1) = 1, the number of 0 , a (common) reduct of 0 greater than 0, -n(2) = 5, the number of 2 , a common reduct of 0 and 0 , -n(3) = 9, the number of 4 , a common reduct of 0, . . . , 2 , -n(4) = 13, . . .
Thus CR(0 ) = 0 1 = 2 and CR(2 ) = 2 5 = 4 which is the same object as CR(1 ) = 1 5 = 4 (since 2 and 1 are convertible within → 5 ), as desired.
Remark 7. 'Ticks' of the 'global clock' need not have 'equal duration'. This can be seen by considering the multiplication ARS having positive natural numbers as objects (having themselves as number) and multiplication by a number as steps. Then n(i + 1) will be, for i ≥ 3, the least common multiple of all numbers up to n(i). Thus, in general, the 'duration' of the 'ticks' grows very fast.
Theorem 10. CR is an effective many-step Church-Rosser strategy.
Proof. That CR is an effective many-step strategy is clear from the above. To show it is a Church-Rosser strategy suppose a conversion between a and b exists, and let n(i) bound the largest object in this conversion. By the above, if the first item always applies, then a n(i) CR k (a) and b n(i) CR k (b) for some k and k , and since a and b were assumed to be convertible within → n(i) , so are CR k (a) and CR k (b) and we conclude per construction of CR that CR k+1 (a) = CR k +1 (b). Otherwise, either sequence reaches the greatest object of some strongly connected component, which eventually will be reached by the other sequence of steps as well.
Remark 8. The strategy CR only avoids cycles which do have 'an exit'; a cycle without an exit (a strongly connected component) need not be avoided as it will be a common reduct (the unique sink of its connected component) due to the Church-Rosser property.
As a corollary of Theorem 10 we also have a computable cofinal and normalizing many-step strategy for this class of systems. Kennaway's theorem delivers a computable normalizing one-step strategy for the sub-class of almost orthogonal fully extended combinatory reduction systems (CRSs).
Using that CR-strategies are a fortiori cofinal, we have already some corollaries about the existence of cofinal strategies from the previous sections.
What we do not have as a corollary is the following noteworthy theorem:
Theorem 11 ( [14] ). There exists a computable cofinal one-step strategy for Combinatory Logic.
Also for CL, the question whether there is a computable one-step CR-strategy seems to be open. In [15] , Statman's strategy is given and shown to be cofinal in the setting of orthogonal TRSs. As remarked there, an extension to the higher-order case is not immediate, because the proof of cofinality essentially uses the fact that residuals of parallel redexes remain parallel, which is not true for the higher-order case. An extension to the weakly orthogonal case seems possible.
Concluding remarks
The reduction strategies studied here are memory-free, or history-free. It will be interesting to study strategies with some form of memory. An abstract initial approach to add memory is described in [15, p. 480, Definition 9.1.6], there called 'history-aware'.
