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Abstract
In answer to Ko’s question raised in 1983, we show
that an initial value problem given by a polynomial-
time computable, Lipschitz continuous function can have
a polynomial-space complete solution. The key insight is
simple: the Lipschitz condition means that the feedback
in the differential equation is weak. We deﬁne a class
of polynomial-space computation tableaux with equally re-
stricted feedback, and show that they are still polynomial-
space complete. The same technique also settles Ko’s two
later questions on Volterra integral equations.
Let gW0;1R!R be a continuous function and consider
the initial value problem
h.0/ D 0; h0.t/ D g
 
t;h.t/

; t 2 0;1: (1)
The Picard–Lindel¨ of (or Cauchy–Lipschitz) Theorem [15]
states1 that this equation has a unique solution hW0;1!R
if g is Lipschitz continuous (along its second argument), i.e.,
jg.t;y0/   g.t;y1/j  Z  jy0   y1j;
t 2 0;1; y0;y1 2 R (2)
for some constant Z independent of y0, y1 and t. We are
interested in the computational complexity of the solution h
under this condition.
Our model of computation of real functions is reviewed
in Section 1. It is adopted from computable analysis and is
thus consistent with the conventional notion of computability
(see Section 5.3 for other perspectives on the “complexity”
of similar problems). We formulate our main result in Sec-
tion 2: the solution of the above equation can be polynomial-
space complete, even if g is polynomial-time computable.
1. There are several variants of the theorem; here is a proof sketch for
ours. Let C be the set of all continuous real functions on 0;1. A solution
of (1) is a ﬁxed point of the operator TWC ! C deﬁned by
T.h/.t/ D
Z t
0
g
 
;h./

d:
This solution exists and is unique by the Banach ﬁxed point theorem,
because T is a contraction with respect to the distance d given by
d.h0;h1/ D maxt20;1 exp. 2Zt/jh0.t/   h1.t/j for h0, h1 2 C.
This was open since 1983 [18]. The proof will be given
in Section 3. The main idea is to regard the differential
equation with the Lipschitz condition as a polynomial-space
computation tableau with certain restrictions. In Section 4,
we use the same techniques solve several other problems,
including the ones about Volterra integral equations [20].
Section 5 discusses related results and problems.
1. Computational complexity of real functions
The study of mathematical analysis from the viewpoint
of computability is called computable analysis [5], [41].
We review its deﬁnitions briefly here, reﬁning them to
accommodate our complexity consideration where neces-
sary. We assume that the reader is familiar with the basic
concepts in complexity theory, such as polynomial-time
and polynomial-space machines, reductions, and complete-
ness [36]. The computability notion for real functions equiv-
alent to ours dates back at least to Grzegorczyk [13]. Study
of polynomial-time computability seems to originate in Ko
and Friedman [22].
1.1. Computing real functions
Computers can process only ﬁnitely many bits at a time.
A real number cannot be stored in its entirety, but can only
be approximated. We say that a real number t is represented
by a function A from strings to strings if for any m 2 N,
the string A.0m/ is the binary notation (with a sign bit at
the beginning) of either b2mtc or d2mte, where bc and
de mean rounding down and up to the nearest integer,
respectively. In effect, A.0m/ gives an approximation of t
with precision 2 m by a multiple of 2 m. We also say that
A is a name of t.
Computation of real functions is realized by oracle Turing
machines (henceforth just machines) working on such rep-
resenting functions A. In addition to the input, output and
work tapes, the machine has a query tape and can consult
an external oracle A by entering a distinguished state; the
string v which is on the query tape at this moment is then
replaced by A.v/ in one step. We write M A for the string-
to-string function computed by machine M with oracle A.Oracle
Machine
0n 2 n-approximation of t
0m 2 m-approximation of f.t/
c0 c1 c2 c3 c4
cn is a 2 n-approximation of t
d0 d1 d2
dm is a 2 m-approximation of f.t/
Machine
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Figure 1. To compute a real function f , the machine should output an approximation of f.t/ to given precision 2 m by
consulting the oracle for approximations of t to any precision 2 n it desires (left). An alternative picture (right) is that the
machine converts any stream of improving approximations of t to a stream of improving approximations of f.t/.
Deﬁnition 1. A machine M computes a function f W0;1!
R if for any t 2 0;1 and any name A of it, M A is a name
of f.t/.
Thus, computation of a real function f can be thought of
as a Turing reduction of (a name of) f.t/ to t (Fig. 1, left).
A little thought shows that it can equivalently be visualized
as a Turing machine that, given on the input tape an inﬁnite
sequence of approximations of t, writes approximations of
f.t/ endlessly on the one-way output tape (Fig. 1, right).
A machine runs in polynomial time if there is a polyno-
mial pWN ! N such that, for any input string u, it halts
within p.juj/ steps regardless of the oracle. A function is
(polynomial-time) computable if it is computed by some
machine (that runs in polynomial time).
When writing each approximation of the output, the
machine knows the input only to some ﬁnite precision. As
a result, all computable functions are continuous, and all
polynomial-time computable functions f have a polynomial
modulus of continuity (Fig. 2): there is a polynomial p
such that jf.t0/   f.t1/j < 2 n for all t0, t1 2 0;1
with jt0   t1j < 2 p.n/. In fact, it is not hard to see that
polynomial-time computability can be characterized by this
plus the assertion that f can be approximated at rationals:
Lemma 2. A function f W0;1 ! R is polynomial-time
computable if and only if it has a polynomial time modulus
of continuity and there is a polynomial-time computable
function gW.0;1 \ Q/  f0g ! Q such that
jg.d;0n/   f.d/j < 2 n; d 2 0;1 \ Q; n 2 N; (3)
where rational numbers are encoded in a reasonable way.
Many familiar continuous functions are computable. For
example, it is easy to see that the sine function restricted
to 0;1 is polynomial-time computable, because an approx-
imation of
sint D t  
t3
3!
C
t5
5!
 
t7
7!
C  (4)
to precision 2 m can be found by approximating the sum
of polynomially many (in m) initial terms, since this series
converges fast enough on 0;1.
The above deﬁnition can be straightforwardly extended
to functions on compact intervals other than 0;1 and on
d-dimensional rectangles (by considering machines taking
d oracles). The deﬁnition of polynomial-time computability
can be generalized to polynomial-space, exponential-time
and exponential-space computability2, with a caveat that for
space complexity, we count the query tape in3.
1.2. Completeness
We now introduce terminology to state our main results
which say that certain real functions are “hard” to compute.
We regard a language L as a set of strings or as a f0;1g-
valued function interchangeably, so that L.u/ D 1 means
u 2 L. We use P, NP, PSPACE, EXPTIME, EXPSPACE
to denote the standard classes of languages [36].
Deﬁnition 3. A function L (over strings) is said to re-
duce to an oracle machine M if there are polynomial-
time computable functions R, S, T such that L.u/ D
R.u;M Su.T.u/// for all strings u, where Su denotes the
function taking string v to S.u;v/. It reduces to a real
function hW0;1!R if it reduces to any machine computing
h (Fig. 3).
For complexity class C, we say that a real function is
C-hard if all problems in C reduce to it. It is polynomial-
space (resp. exponential-space) complete if it is polynomial-
space (resp. exponential-space) computable and PSPACE-
hard (resp. EXPSPACE-hard).
2. We say “exponential” to mean 2nO.1/
(and not 2O.n/).
3. The deﬁnition in Ko’s book [19, Section 7.2.1] states to the contrary,
but the subsequent theorems in the chapter in his book seem to build on the
deﬁnition that does charge the query tape. On the other hand, his argument
in Chapter 4 that the query tape should not be counted in discussing
logarithmic space seems reasonable.2 n
2 p.n/
t
y
y D f.t/
1
Figure 2. Modulus of continuity p.
2. Ko’s question
Now we return to the ordinary differential equation at the
beginning of the paper. We assume the following, and ask
how complex h can be:
() gW0;1R!R and hW0;1!R satisfy (1), g satisﬁes
(2), and g is polynomial-time computable4.
As Ko [18, Section 4] points out by analyzing the Euler
method, () implies that h is polynomial-space computable
(in fact, he later showed [20] that this is true for a broader
class of equations than (1); see Section 4.2). From this it
follows [18] that if P D PSPACE, then () implies that h is
polynomial-time computable. We will prove a lower bound
that matches this upper bound:
Theorem 4. There are functions g and h satisfying () such
that h is PSPACE-hard.
Corollary 5. P D PSPACE if () implies that h is
polynomial-time computable.
This solves the main problem in Ko’s 1983 paper [18]. He
had proved a partial result [18, Section 5] essentially stating
that Theorem 4 holds true if the Lipschitz condition (2) in
the assumption () is replaced by a weaker condition.
We will also consider several other variants of the question
in Section 4. For more motivation, backgrounds and related
problems, see Section 5.
3. Proof of the theorem
In Section 3.1, we construct the functions g and h in
Theorem 4 from a family of pairs of functions .gu/u and
.hu/u satisfying the conditions to be speciﬁed in Lemma 6.
Section 3.2 contains the key idea of the proof. We reduce
Lemma 6 to the PSPACE-completeness of a discrete version
4. Strictly speaking, we have deﬁned polynomial-time computability only
for functions deﬁned on a compact rectangle. What we mean here is that the
restriction of g to 0;1  minh;maxh is polynomial-time computable.
This awkward restriction could be avoided, without affecting the results in
this paper, by extending Deﬁnition 1 to functions with unbounded domain,
as Hoover [14] did (see also [19, pp.57–58]). But this would slightly
complicate the deﬁnition of polynomial-time computability and also make
it disagree with another formulation in literature [41, Chapter 7].
S
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Figure 3. Functions R, S and T reduce L to h.
of the initial value problem. This discrete problem is like a
PSPACE computation tableau, but with a certain restriction
similar to the Lipschitz condition: we restrict the strength of
feedback in the computation.
Section 3.3 then shows that this discrete problem is
PSPACE-complete despite the restriction.
3.1. Building blocks
To state Lemma 6, we need to extend the deﬁnition of
computation in Section 1.1 to families of real functions
indexed by strings u. This is done in the natural way,
by giving u as another string input to the machine. For
example, a family .gu/u of functions guW0;1 1;1!R
is computed by a machine M if for any names A and B of
t 2 0;1 and y 2  1;1, the function that takes string 0m to
M A;B.u;0m/ is a name of gu.t;y/. Note that in this case,
claiming that M runs in polynomial time means that it halts
in time polynomial in juj C m.
Lemma 6. Let L 2 PSPACE and let WN!N be a polyno-
mial. Then there exist a polynomial WN ! N and families
of functions guW0;1   1;1 ! R and huW0;1 !  1;1
indexed by binary strings u such that the family .gu/u is
polynomial-time computable and for each u we have
(a) hu.t/ 2  1;1 for all t 2 0;1;
(b) gu.0;y/ D gu.1;y/ D 0 for all y 2  1;1;
(c) hu.0/ D 0 and h0
u.t/ D gu.t;hu.t// for all t 2 0;1;
(d) jgu.t;y0/   gu.t;y1/j  2 .juj/jy0   y1j for any t 2
0;1 and y0;y1 2  1;1;
(e) hu.1/ D 2 .juj/L.u/.
Thus we have a family of functions gu that each give
an initial value problem whose solution hu encodes L.u/
in its ﬁnal value hu.1/. Using this, the functions g and h
in Theorem 4 can be constructed as follows: divide 0;1/
into inﬁnitely many subintervals l 
u ;lC
u , one for each u,
with midpoints cu; we put a pair of reduced copies of gu
onto l 
u ;cu and cu;lC
u  as shown in Fig. 4 so that the
membership of u in L can be determined by looking at
h.cu/. Details are routine; see Appendix A.t
y
1
a copy of gu
another copy of gu (mirrored)
2 poly.juj/
y D h.t/
u 2 L u0  L
l
 
u cu l
C
u l
 
u0 cu0 l
C
u0
Figure 4. To construct g, we assign interval l 
u ;lC
u  to each
string u and put there a pair of reduced copies of gu. The
value h.cu/ at the midpoint will be positive if and only if
u 2 L.
3.2. The discrete initial value problem and the
Lipschitz condition
An attempt to prove Lemma 6 would be as follows.
Consider a polynomial-space Turing machine that decides
whether a given string u belongs to L. Its conﬁguration at
each time can be encoded into a nonnegative integer less
than 2C.juj/, where C is a polynomial. There is a simple
rule that maps u (the input), T (time) and d (the current
conﬁguration) to a number Gu.T;d/ (the next conﬁguration)
such that the recurrence
Hu.0/ D 0; Hu.T C 1/ D Gu
 
T;Hu.T/

(5)
leads to Hu.2Q.juj// D L.u/ for some polynomial Q. Now
this situation looks similar to the one in Lemma 6: starting at
0, the value of Hu (or hu) changes over time according to a
simpler function Gu (or gu), to reach a value eventually that
indicates the answer L.u/. Thus we are tempted to simulate
the “discrete initial value problem” (5) by embedding each
value Hu.T/ as real number Hu.T/=2C.juj/ (Fig. 5).
The obstacle to this attempt is that the differential equa-
tion (c) of Lemma 6 cannot express all discrete recur-
rence (5): continuous trajectories cannot branch or cross one
another; besides, we have the Lipschitz condition (d) that
puts restriction on how strong the feedback of h to itself
can be. We thus need to restrict the discrete problem (5) so
that it can be simulated by the continuous version.
To do so, let us reﬂect on what the Lipschitz condition (d)
means. A rough calculation shows that if two trajectories
differ by " at time t, then they can differ at time t C2 Q.juj/
by at most "exp.2 .juj/2 Q.juj//  ".1 C 2 .juj/ Q.juj//.
Thus, the gap can only widen (or narrow) by a factor of
2 .juj/ Q.juj/ at each time step of length 2 Q.juj/. In other
words, the feedback in equation (c) is so weak that each digit
of h can only affect far lower digits of h at the next step.
Now we deﬁne a discrete problem that reﬂects this re-
striction. Let C, P and Q be polynomials and let
GuWP.juj/  2Q.juj/  2C.juj/ ! f 1;0;1g; (6)
HuWP.juj/ C 1  2Q.juj/ C 1 ! 2C.juj/; (7)
1 t
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2C(|u|)
Hu(T+1)
2C(|u|)
y = hu(t)
computed by Gu
L(u)
Figure 5. An attempt to simulate a polynomial-space
Turing machine by an initial value problem is to encode
the machine conﬁguration Hu.T/ at each time T into the
value hu.t/ D Hu.T/=2C.juj/ at time t D T=2Q.juj/.
where we write N D f0;:::;N   1g for N 2 N. Our
restricted discrete initial value problem is as follows (Fig. 6):
Hu.i;0/ D Hu.0;T/ D 0; (8)
Hu.i C 1;T C 1/ D Hu.i C 1;T/ C Gu
 
i;T;Hu.i;T/

:
(9)
In effect, Hu.T/ of (5) is now divided into components
Hu.0;T/, ..., Hu.P.juj/;T/. We have added the restriction
that Gu sees only the component Hu.i;T/, which in Fig. 6
means the upper left of the current cell. The next lemma
states that we do not lose PSPACE-completeness by this
restriction. Note that making Gu completely oblivious to
its second argument would be an overkill, because then
Hu would just add up the values of Gu, resulting in the
complexity merely of #P.
Lemma 7. Let L 2 PSPACE. Then there are polynomials
C, P, Q and families .Gu/u, .Hu/u satisfying (6)–(9) such
that .Gu/u is polynomial-time computable and
Hu.P.juj/;2Q.juj// D L.u/ (10)
for each string u.
Before proving this, we reduce Lemma 6 to Lemma 7 by
simulating the new system (6)–(9) by the differential equa-
tion. Using Gu and Hu of Lemma 7, we construct gu and
hu of Lemma 6 such that hu.T=2Q.juj// D
P
i Hu.i;T/=Bi
for each T, where B is a big number. Thus, the restriction
that Gu sees only the upper row corresponds to the weak
feedback imposed by the Lipschitz condition.Proof of Lemma 6: Let C, P, Q, .Gu/u, .Hu/u be as in
Lemma 7. By “dividing each unit time into P.juj/ steps,” we
may assume that for each T, there is at most one i such that
Gu.i;T;Y / ¤ 0 for some Y. Write ju.T/ for this unique i
(deﬁne ju.T/ arbitrarily if there is no such i). We may also
assume that Hu.i;2Q.juj// D 0 for all i < P.juj/. This can
be achieved by increasing Q and extending G symmetrically
with opposite sign so that it cancels out what it has done.
Let B D 2C.juj/C.juj/CQ.juj/C3. Deﬁne gu and hu by
gu

t;
Y C 
Bju.T/

D
2Q.juj/ sin./
2Bju.T/C1
 Gu
 
ju.T/;T;Y mod 2C.juj/
; (11)
gu

t;
Y   
Bju.T/

D .1   2/  gu

t;
Y
Bju.T/

C 2  gu

t;
Y   1
Bju.T/

(12)
and
hu.t/ D
1   cos./
2

Gu
 
ju.T/;T;Hu.ju.T/;T/

Bju.T/C1
C
P.juj/ P
iD0
Hu.i;T/
Bi (13)
for all T 2 N,  2 0;1, Y 2 Z,  2 0;1=2 and t D
.T C/=2Q.juj/ (that make sense with (6), (7) and guW0;1
 1;1!R). Note that equation (12) has gu on both sides,
but the values used in the right-hand side are already deﬁned
by (11). It is easy to verify that the deﬁnition is consistent;
in particular, we use (9) to show that (13) stays the same
for the two choices of T when t is a multiple of 1=2Q.juj/.
Conditions (a) and (b) of Lemma 6 are easy. We have
(e) with .k/ D P.k/.C.k/ C .k/ C Q.k/ C 3/, since
hu.1/ D Hu.P.juj/;2Q.juj//=BP.juj/ D L.u/=BP.juj/ D
L.u/=2.juj/ by (13) and (10). Polynomial-time computabil-
ity of .gu/u can be veriﬁed using Lemma 2.
To see (c), observe that all terms in the right-hand side
of (13) except for the summands for i D 0, ..., ju.T/ are
much smaller than 1=Bju.T/. Hence, we can write hu.t/ D
.Y C /=Bju.T/ for some  2 0;1=2, where
Y D
ju.T/ P
iD0
Hu.i;T/  Bju.T/ i: (14)
Since B is a multiple of 2C.juj/, we have Y mod 2C.juj/ D
Hu.ju.T/;T/. Substituting these Y and  into (11), we get
gu
 
t;hu.t/

D
2Q.juj/ sin./
2Bju.T/C1 Gu
 
ju.T/;T;Hu.ju.T/;T/

: (15)
This equals h0
u.t/ calculated from (13).
For the Lipschitz condition (d), note that since the
value of Gu in (11) is in f 1;0;1g, the two values of
gu on the right-hand side of (12) can differ by at most
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Figure 6. Each cell Hu.T/ in Fig. 5 is now divided into
Hu.0;T/, ..., Hu.P.juj/;T/; the increment from Hu.i C
1;T/ to Hu.i C 1;T C 1/ is computed by Gu using the
upper left cell Hu.i;T/.
2  2Q.juj/ sin./=.2Bju.T/C1/ < 2Q.juj/C2=Bju.T/C1.
Thus, the slope of gu along the second argument is at most
2Bju.T/ 
2Q.juj/C2
Bju.T/C1 D
2Q.juj/C3
B
 2 .juj/ (16)
by our choice of B.
3.3. Discrete initial value problem is hard
We are now left with Lemma 7. At ﬁrst sight, our
system (6)–(9) may look too weak to simulate a polynomial-
space computation. Although we have polynomial amount of
memory (rows) and exponential amount of time (columns),
the “chains of dependence” of values must run from top to
bottom and thus are polynomially bounded in length.
But there is a PSPACE-complete problem that matches
well with this polynomially deep dependence: true quan-
tiﬁed boolean formulas [36]. Evaluating a formula with n
quantiﬁers is about evaluating a tree of depth n, with nodes
labeled 8 or 9 at each level, assuming that the leaves (i.e.,
the truth table for the matrix) are easy to compute. We now
simulate this tree evaluation by our system (6)–(9) (Fig. 7).i D 3
i D 2
i D 1
TW 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 0
C0
0 0 0 0 0 0 0 0
C1
1 1 1 1 1 1 1 1
 1
0 0 0 0 0 0 0 0
 0
0 0 0 0
0 0
.x1;x2/ D .0;0/
C0
0 0
.1;0/
C1
1 1
.1;0/
 1
0 0
.0;0/
 0
0 0
.0;1/
C1
1 1
.1;1/
C1
2 2
.1;1/
 1
1 1
.0;1/
 1
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.0;1/
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1 1
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2 2
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Figure 7. Let u be the formula 9x2:8x1:.x1_x2/, for example. The values Gu.0;T;0/ encode (redundantly) the truth table
of the matrix x1 _ x2 (ﬁrst branch of (18)). For example, Gu.0;T;0/ D 1 (resp. 0) for T D 3;5;27;29 (resp. 1;7;25;31)
because .x1;x2/ D .1;0/ (resp. .0;0/) makes x1 _ x2 true (resp. false). Also observe that Hu.1;T/ returns to 0 every
eight cells. As a result, the cell Hu.1;4/ D 1 (resp. Hu.1;12/ D 2) represents the fact that when x2 is false (resp. true),
x1 _x2 is satisﬁed by one (resp. two) of the assignments to x1. Now look at the next row. The second branch of (18) says
that for odd multiples T of 4, the values Gu.1;T;Hu.1;T// are 1 or 0 according to whether the upper left cell has a 2 or
not. Thus, they encode the smaller truth table for the subformula 8x1:.x1 _x2/ under each assignment to x2. As a result,
the cell Hu.2;16/ D 1 indicates that this subformula is satisﬁed by one of the assignments to x2, which causes the last
row to get incremented at T D 17. Observe that the ﬁnal cell Hu.3;32/ has a 1 precisely because the formula u is true.
Proof of Lemma 7: We may assume that L is the
set of true quantiﬁed boolean formulas. Let u be of form
Qnxn :::Q1x1: .x1;:::;xn/, where   is a boolean for-
mula and Qi 2 f8;9g for each i D 0, ..., n. For n   i bits
biC1, ..., bn 2 f0;1g, we write  i.biC1;:::;bn/ 2 f0;1g for
the truth value (1 for true) of the subformula Qixi :::Q1x1:
 .x1;:::;xi;biC1;:::;bn/, so that L.u/ D  n./. We
regard quantiﬁers as functions on numbers (the values at
numbers other than 0, 1, 2 will not matter):
8.2/ D 9.2/ D 9.1/ D 1; 9.0/ D 8.0/ D 8.1/ D 0:
(17)
For 2nC1 bits b0, ..., b2n 2 f0;1g, we denote the number
represented by them in binary by b2n :::b0 D
P2n
jD0 2jbj.
To deﬁne Gu, let
Gu.i;T2nT2n 1 :::T2iC2T2iC1100:::0;Y/
D . 1/T2iC2 
8
 <
 :
 0.T1  T2;T3  T4;:::;T2n 1  T2n/
if i D 0;
Qi.Y/ otherwise;
(18)
where  denotes the exclusive or; let Gu.i;T;Y/ D 0 for
other T (that is, when T is not an odd multiple of 22i).
Deﬁne Hu from Gu by (8) and (9).
We prove by induction on i D 0, ..., n that Hu.i;T/ 2
f0;1;2g for all T (thus C.juj/ D 2 sufﬁces for (7)) and that
Gu.i;S;Hu.i;S//
D . 1/S2iC2 i.S2iC1  S2iC2;:::;S2n 1  S2n/ (19)
for all S of form S2nS2n 1 :::S2iC1100:::0 (it is imme-
diate from the deﬁnition of Gu that Gu.i;S;Hu.i;S// D 0
for other S). Once we have proved this, the case i D n
yields Gu.n;22n;Hu.n;22n// D  n./ D L.u/, and hence
Hu.n C 1;22n C 1/ D L.u/. By adding dummy rows and
columns, we have (10) for some P and Q, because n < juj.
Suppose (19) as the induction hypothesis. This implies
that ﬂipping the two bits S2iC2 and S2iC1 of any S D
S2nS2n 1 :::S0 reverses the sign of Gu.i;S;Hu.i;S//.
Therefore, while (8) and (9) yield
Hu.i C 1;T/ D
T 1 P
SD0
Gu
 
i;S;Hu.i;S/

(20)
for each T D 0, ..., 2Q.juj/, most of the nonzero summands
on the right-hand side cancel out. More precisely, if we write
T D T2nT2n 1 :::T0, the only terms that can survive are
those corresponding to S D T2nT2n 1 :::T2iC300100:::0
and S D T2nT2n 1 :::T2iC301100:::0. This shows that
Hu.i C 1;T/ 2 f0;1;2g.
When, in particular, T D T2nT2n 1 :::T2iC3100:::0,
both of these terms survive, and hence (20) equals
 i.0;T2iC3  T2iC4;:::;T2n 1  T2n/
C  i.1;T2iC3  T2iC4;:::;T2n 1  T2n/: (21)
Therefore, it follows from (17) that
QiC1
 
Hu.i C 1;T/

D  iC1.T2iC3  T2iC4;:::;T2n 1  T2n/: (22)
This and (18) yield
Gu.i C 1;T;Hu.i C 1;T//
D . 1/T2iC4 iC1.T2iC3  T2iC4;:::;T2n 1  T2n/;
(23)
completing the induction step.4. Other versions of the problem
4.1. Complexity of the ﬁnal value
Ko discusses another version of the question which relates
the complexity of the value h.1/, rather than the function h,
to that of tally languages.
Deﬁnition 3 can be extended straightforwardly to ma-
chines taking d oracles. In particular, the case d D 0 means
that a language L is said to reduce to a real number t if
there are polynomial-time computable functions R and S
such that L.u/ D R.A.S.u/// for any string u and any
name A of t. Now we can state:
Theorem 8. Any tally language in PSPACE reduces to h.1/
for some functions g and h satisfying ().
Theorem 8 can be proved by arranging the building blocks
from Lemma 6 in a different way. See Appendix B.
As a corollary, all tally languages of PSPACE are in P if
() implies that h.1/ is polynomial-time computable. This
improves Ko’s second main result [18, Theorem 4].
4.2. Volterra integral equations
Ko later studied [20] the complexity of Volterra integral
equations of the second kind
h.t/ D f.t/ C
Z t
0
g
 
t;;h./

d; t 2 0;1; (24)
where function h is to be solved from given functions f and
g. As before, we suppose that f and g are polynomial-time
computable and ask how complex h is.
If g is Lipschitz continuous (along its last argument),
h is polynomial-space computable by Picard’s iteration
method [20, Section 3]. On the other hand, the best lower
bound (in the sense of Ko’s formulation, similar to Corol-
lary 5) has been P#P, Valiant’s counting class [39]. One
of the two open problems in Ko [20, last paragraph of
Section 1] was to close this gap. Our Theorem 4 has solved
it, because the initial value problem (1) is the special case
of (24) where f is constantly zero and g ignores its ﬁrst
argument:
Corollary 9. There are polynomial-time computable func-
tions f W0;1 ! R and gW0;1  0;1  R ! R such that
g is Lipschitz continuous (along its last argument) and the
(unique) solution of (24) is polynomial-space complete.
The other problem was about the following weak version
of Lipschitz continuity (2):
jg.t;y0/   g.t;y1/j  2r.n/jy0   y1j;
n 2 N; t 2 0;1   2 n; y0;y1 2 R; (20)
where r is a polynomial. Assuming () with (2) replaced by
(20), how complex can h be, provided it has a polynomial
modulus of continuity? Ko asked this question for the
Volterra equation (24) (in which case the g in (20) takes one
more argument, of course), and showed that h is exponential-
space computable and can be EXPTIME-hard. His second
open problem was to close this gap.
The motivation for this problem comes from Volterra
integral equations of the ﬁrst kind, a class of equations
that are considered harder to solve than (24). A common
approach to solve them is to convert the equation into
the form (24). This conversion does not preserve Lipschitz
continuity (2) but the new equation merely satisﬁes (20). See
the original paper [20] for details.
We settle this problem also by a technique similar to
Theorem 4. In fact, we have EXPSPACE-completeness even
for the differential equation (1) (see Appendix C for proof):
Theorem 10. There are functions g and h satisfying () with
(2) replaced by (20) such that h has a polynomial modulus
of continuity and is EXPSPACE-hard.
5. Related results and challenges
5.1. Other results on differential equations
The initial value problem (1) is the most fundamental form
of differential equations and has caught attention from com-
putability and complexity theorists. Table 1 summarizes the
results immediately related to ours. Other works concern the
computability of different aspects of the solution [11], [17].
There is also a domain-theoretic account of this problem [9].
Computability (or not) of other classes of (partial) dif-
ferential equations is also studied [32], [33], [10], [42],
[7], [43], [46]. Reﬁning these results and classifying the
equations by computational complexity would be a rich
source of research problems.
5.2. Constructive versions
A reasonable criticism about the positive results in Table 1
is that they deal with the complexity of each single solu-
tion h, whereas the practical concern for numerical analysts
would be the complexity of the operator that “computes
h from g.” Is it possible to formulate such a constructive
version of the positive results? If we are to keep using the
oracle machine model in Section 1, this means deﬁning a
representation of real functions so that the machine can read
(a name of) g and write out (a name of) h.
For computability (without time bound), this is possible:
there is a canonical way to introduce a representation of
functions and thus to deﬁne computability of operators [41,
Chapter 6]. In fact, some of the positive results mentioned
above are formulated as the computability of operators, to
which the non-constructive versions are corollaries (becauseTable 1. Assuming the left column plus the polynomial-time computability of g, how complex can the solution h of (1) be?
Assumptions Positive results on h Negative results on h
None —— can be (non-unique and) all non-computable
[1], [31], [18]
h is the unique solution computable [28], [31], [34] can take arbitrarily long time [25], [18]
g satisﬁes condition (20) exponential-space computable [20] can be EXPSPACE-hard (our Theorem 10)
g satisﬁes the Lipschitz
condition (2)
polynomial-space computable [8], [18] can be PSPACE-hard (our Theorem 4)
g is analytic polynomial-time computable [23], [16] ——
computable operators take computable functions to com-
putable functions). But it is not obvious how to deﬁne com-
plexity of operators5. We consider this to be an important
challenge and will address it in another paper.
For negative results, however, the non-constructive formu-
lation makes our theorems only stronger. In many situations
in numerical analysis, we know the input function g not just
as a black box, but with some additional information about
its behaviour. If such information can be encoded into the
representation of g, it may somehow help compute h. Our
non-constructive result shows that this still would not make
the computation polynomial-time (unless P D PSPACE), as
long as the representation assigns a name to every Lipschitz
continuous functions and gives polynomial-time computable
names to polynomial-time computable functions.
5.3. Models of computation
We have discussed complexity in the framework of
computable analysis (Section 1). See the survey [21] for
discussion of many other problems in this model. Although
we believe that this is a natural model that characterizes what
we can compute in the real world using digital computers,
there are two other veins of research, totally different in
philosophy, that also deal with “computability” and “com-
plexity” of real functions.
5.3.1. Analog models and the Church–Turing Thesis.
One is research on analog models [35], [26], [38], [3]6,
where changes of physical quantities in the continuous
world are interpreted as computation performed by an
analog device or even by Nature. Not surprisingly, these
models involve differential equations representing (classical)
physical laws, typically (1). Relation between such analog
5. Ko proposes a deﬁnition but then argues that it is too restrictive for
our purpose [19, Section 2.7].
6. See [30], [24], [12] and [17] for remediation of technical gaps in [35]
and [26], respectively.
models and the traditional notion of computation is studied
by several authors. Many of them [40], [29], [42], [45]
discuss possible philosophical implications on the Church–
Turing Thesis: if there is a physical process whose output
is computationally complex than its input, can’t we then
use it to build an analog computer that outperforms the
Turing machine? A representative argument in defense of
the Church–Turing Thesis is that, when the behaviour of the
physical quantity is so wild, it cannot be reliably controlled
and put into computational use. Our hierarchical results in
Table 1 may suggest that there indeed is such a tradeoff
between robustness and computational power: as we add
stronger reasons for the system to yield a unique solution,
its computational complexity drops.
5.3.2. Algebraic models and numerical analysis. The
other approach to real computation deals with algebraic
models, such as the one by Blum et al. [2]. Roughly speak-
ing, they consider a modiﬁed version of Turing machines
that store real numbers and perform operations on them in
one step. The theory of information-based complexity [37],
[44] uses a model closer to theirs in discussing complexity of
numerical problems. The difference and connection between
such algebraic models and our “bit model” are studied by
several authors [4], [41], [6]. The algebraic model may be
close to the intuitive picture that numerical analysts have
in mind when they write pseudocodes for their algorithms,
but since real numbers cannot be handled exactly in reality,
reliability of the algorithm must be checked apart from the
model. There is increasing interest in validated methods in
numerical analysis that are closer to our strict model with
guaranteed precision: “now that ‘chips are cheap’, it seems
natural to shift the burden of determining the reliability of
a numerical solution from the user to the computer” [27].Appendix
We prove Theorems 4, 8, 10 from Lemma 6. We assume
that the reader has looked at the background explanation in
Sections 3 and 4.
A. Proof of Theorem 4
Let L be a PSPACE-complete language. Use Lemma 6
for .k/ D 2k C 2 to obtain polynomial  and families
.gu/u, .hu/u. Since .gu/u is polynomial-time computable,
there is a polynomial  satisfying jgu.t;y/j  2.juj/ juj.
For each binary string u, let u D 2.juj/,  u D 2.juj/ and
cu D 1  
1
2juj C
2u C 1
u
; l
u D cu 
1
u
; (25)
where u 2 f0;:::;2juj  1g is u read as an integer in binary
notation. This divides 0;1/ into intervals l 
u ;lC
u  indexed
by u 2 f0;1g. Deﬁne
g

l
u 
t
u
;
y
u u

D 
gu.t; O y/
 u
; (26)
h

l
u 
t
u

D
hu.t/
u u
(27)
for each t 2 0;1 and y 2 R, where O y D maxf 1;
minf1;ygg. Let g.1;y/ D h.1/ D 0 for each y 2 R. These
deﬁne g and h “seamlessly” by (b) of Lemma 6.
We show that g and h satisfy (). We begin with equa-
tion (1). It is easy to see that h.0/ D 0 and h0.1/ D 0 D
g.1;h.1//. Since any number in 0;1/ can be written in the
form l

u  t=u for some u and t 2 0;1, we have (1) by
h0

l
u 
t
u

D 
h0
u.t/
 u
D 
gu.t;hu.t//
 u
D g

l
u 
t
u
;
hu.t/
u u

D g

l
u 
t
u
;h

l
u 
t
u

;
(28)
where equalities are by (27), (c), (26), (27), respectively.
The Lipschitz condition (2) is satisﬁed with Z D 1 by
(d) and our choice of . To see that g is polynomial-time
computable, we use (the obvious two-dimensional general-
ization of) Lemma 2. When asked for a 2 m-approximation
of g.T;Y/ for rational numbers T and Y, the machine
can ﬁnd u, , t, y with .T;Y/ D .l

u  t=u;y=u u/
in polynomial time. Since (26) lies in  2 juj;2 juj, the
machine can safely answer 0 if m < juj. Otherwise it can
answer by computing gu.t; O y/ with precision 2 m, which
can be done in time polynomial in m C juj  2m by the
polynomial-time computability of .gu/u.
We have thus proved (). Since
h.cu/ D
hu.1/
u u
D
L.u/
2.juj/C.juj/C.juj/ (29)
t
y
1
a copy of ga.0k/
copies of ga.0kC1/
copies of ga.0kC2/
h.1/
y D h.t/
0k 2 T 0kC1  T
lk lkC1 lkC2
Figure 8. Compare with Fig. 4. The blocks ga.0k/ are
now stacked vertically so that the tally language T can be
recovered from h.1/.
by (27) and (e), the problem L reduces to h. More precisely,
the functions R, S, T in Deﬁnition 3 can be given by
R.u;v/ D the number denoted by v; (30)
S.u;0n/ D a string denoting b2ncuc; (31)
T.u/ D 0.juj/C.juj/C.juj/: (32)
Since L is PSPACE-complete, so is h.
B. Proof of Theorem 8
The idea is to arrange the building blocks gu from
Lemma 6, as we did for Theorem 4, but in a different way
(Fig. 8). We again divide 0;1/ into countably many intervals
and put there some copies of the block gu of Lemma 6; but
this time, we do not put the mirror image to bring h back to
0. The values hu.1/ hence pile up, so that we can recover
any of them by looking at h.1/. We now get down to details.
Let T be a tally language in PSPACE. We will construct
g and h satisfying () such that T reduces to h.1/. Let L
be a PSPACE-complete language. There is a polynomial-
time computable string function a with T.0k/ D L.a.0k//
for all k 2 N. Apply Lemma 6 to .k/ D k C 1 to
obtain the polynomial  and the families .gu/u, .hu/u. Since
.gu/u is polynomial-time computable, there is a monotone
polynomial WN ! N satisfying jga.0k/.t;y/j  2.k/ for
each k. Let lk D 1   2 k and deﬁne
g

lk C
t
2kC1;
2j C . 1/jy
22kC.k/C.k/

D
ga.0k/.t;y/
2k 1C.k/C.k/; (33)
h

lk C
t
2kC1

D
ha.0k/.t/
22kC.k/C.k/ C
k 1 P
D0
T.0/
22C./C./C./
(34)
for each k 2 N, t 2 0;1, y 2  1;1 and j 2 Z, where
.k/ D .0/ C  C .k   1/. Complete the deﬁnition by
g.1;y/ D 0 and
h.1/ D
1 P
kD0
T.0k/
22kC.k/C.k/C.k/: (35)a copy of guw another copy of guw (mirrored)
2 2poly.jwj/
2 poly.jwj/
l
 
w a
 
w cw a
C
w l
C
w
Figure 9. The construction for Theorem 10 is similar to
Fig. 4, but this time we put an “ampliﬁer” in the middle.
Then w 2 L if and only if h.cw/ is positive, in which case it
is only polynomially small in jwj.
By (35), the language T reduces to h.1/.
We show that these g and h satisfy (). Well-deﬁnedness
and Lipschitz continuity of g follow from (b) and (d),
similarly to the proof of Theorem 4. Polynomial-time com-
putability also follows from that of .gu/u again. Since all
terms under the summation symbol in (34) are divisible by
4=22kC.k/C.k/, substituting (34) into the second argument
of (33) yields
g

lk C
t
2kC1;h

lk C
t
2kC1

D
ga.0k/
 
t;ha.0k/.t/

2k 1C.k/C.k/
D
h0
a.0k/.t/
2k 1C.k/C.k/ D h0

lk C
t
2kC1

; (36)
where the second and third equalities are by (c) and (34),
respectively. This and h0.1/ D 0 D g.h.1// yield (1). We
have thus proved ().
C. Proof of Theorem 10
Let L 2 PSPACE be the set of triples .M;x;0s/ such that
M encodes a Turing machine that, on input x, uses space
no more than s and accepts. For each triple w D .M;x;s/,
let uw D .M;x;0s/. Under a suitable encoding of triples
into strings, juwj  2jwj. It is easy to see that L0 D fw W
uw 2 Lg is EXPSPACE-complete.
The idea is that, as we did for Theorem 4, we will divide
0;1/ into inﬁnitely many intervals l 
w;lC
w with midpoints
cw, and put there the functions guw of Lemma 6 to compute
whether w 2 L0. But this time, the “output” huw.1/ is
exponentially small in jwj, so we will need “ampliﬁers” to
make the value h.cw/ visibly large (Fig. 9). Because we use
stronger and stronger ampliﬁers as jwj ! 1, the function g
will not satisfy the full Lipschitz condition (2), but it still
satisﬁes the relaxed condition (20).
Use Lemma 6 for .k/ D 0 to obtain polynomial 
and families .gu/u, .hu/u. Since .gu/u is polynomial-time
computable, there is a polynomial  satisfying jgu.t;y/j 
2.juj/ juj. We may assume that .k/ k is strictly increasing
in k and that .1:5ln2/.k/  2.k/ k for all k. For each
binary string w, let w D 22jwjC3,  w D 2.2jwj/ and
cw D 1  
1
2jwj C
4w C 2
w
; (37)
a
w D cw 
1
w
; l
w D cw 
2
w
; (38)
where w 2 f0;:::;2jwj 1g is w read as an integer in binary
notation. This divides 0;1/ into intervals l 
w;lC
w of length
4=w indexed by w 2 f0;1g. Deﬁne
g

l
w 
t
w
;
y
w w

D 
guw.t; O y/
 w
; (39)
g

a
w 
t
w
;Y

D 6t.1   t/Yw ln w; (40)
h

l
w 
t
w

D
huw.t/
w w
; (41)
h

a
w 
t
w

D
 
t2.3 2t/
w huw.1/
w w
(42)
for each t 2 0;1 and y, Y 2 R, where O y D maxf 1;
minf1;ygg. Let g.1;Y/ D h.1/ D 0 for each Y 2 R. This
deﬁnes g and h seamlessly by (b) of Lemma 6. We show
that g and h satisfy () with (2) replaced by (20).
For the equation (1), it is again easy to see that h.0/ D
0 and h0.1/ D 0 D g.1;h.1//. Numbers in 0;1/ can be
written either as l

w t=w or as a

w t=w, and for them
the equation follows by
h0

l
w 
t
w

D 
h0
uw.t/
 w
D 
guw.t;huw.t//
 w
D g

l
w 
t
w
;
huw.t/
w w

D g

l
w 
t
w
;h

l
w 
t
w

; (43)
h0

a
w 
t
w

D 
6t.1   t/ln w
 w
  t2.3 2t/
w huw.1/
D g

a
w 
t
w
;
 
t2.3 2t/
w huw.1/
w w

D g

a
w 
t
w
;h

a
w 
t
w

; (44)
where we used (41), (c), (39), (41), (42), (40), (42) for each
equality.
The condition (20) is satisﬁed with r.k/ D 2kC3Cs.k/,
where s is any polynomial such that 2s.k/  .1:5ln2/.2k/.For if T 2 l 
w;a 
w or T 2 aC
w;lC
w for some w, then by (d)
and (39), we have
jg.T;Y0/   g.T;Y1/j
jY0   Y1j

2 .juwj/
 w
w w
 w D 22jwjC3  2r.jwj/: (45)
If T 2 a 
w;aC
w for some w, then by (40) we have
jg.T;Y0/   g.T;Y1/j
jY0   Y1j
 22jwjC3  1:5ln w
D 22jwjC3  1:5.2jwj/ln2  22jwjC3  2s.jwj/ D 2r.jwj/:
(46)
To see that g is polynomial-time computable, we use
the characterization in (the obvious two-dimensional gen-
eralization of) Lemma 2. Suppose we are asked for an
approximation of g.T;Y/ to precision 2 m for some T 2
0;1\Q and Y 2  1;1\Q. We ﬁrst ﬁnd a string w and
t 2 0;1 \ Q such that T can be written as l

w  t=w or
as a

w  t=w. In the latter case, it is easy to compute the
desired approximation using (40). In the former case, we
use (39) as follows:
 If m < 2jwj, we can safely answer 0, because the
value (39) is in  2 2jwj
;2 2jwj
 by jguw.t; O y/j 
2.juwj/ juwj  2.2jwj/ 2jwj
.
 Otherwise, we compute O y 2 Q, where y D w wY,
and then get the desired approximation of (39) by
computing guw.t; O y/ to an appropriate precision. This
can be done, by the polynomial-time computability of
.gu/u, in time polynomial in m and juwj. But this is in
fact polynomial in m, since juwj  2jwj  m.
We have thus proved () with (2) replaced by (20). Since
(42) yields
h.cw/ D
huw.1/
w
D
L.uw/
22jwjC3C.jwj/; (47)
the language L0 is reduced to h. Since L0 is EXPSPACE-
complete, h is EXPSPACE-hard.
Finally, we claim that h has a polynomial modulus of
continuity. Precisely, we will show that jh.T0/   h.T1/j <
2 k whenever k 2 N and 0  T1   T0 < 2 s.k/Ck.
We may assume that T0 and T1 are both greater than
1   2 k or both smaller. In the ﬁrst case, we have
jh.T0/   h.T1/j  jh.T0/j C jh.T1/j  1=22kC3 C
1=22kC3 < 2 k by (41), (42) and (a). In the second
case, each point T 2 T0;T1 belongs to l 
w;lC
w for
some string w of length less than k. If T 2 l 
w;a 
w [
aC
w;lC
w, then jh0.T/j  2.juwj/= w  1 by the ﬁrst
line of (43); otherwise, jh0.T/j  6.1=4/.ln w/huw.1/ D
.1:5ln2/.2jwj/huw.1/  2s.jwj/  2s.k/ by the ﬁrst
line of (44). We thus have jh0.T/j  2s.k/, and hence
jh.T0/ h.T1/j  2s.k/.T1  T0/ < 2s.k/ 2 s.k/Ck D 2 k.
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