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Abstract
Hot-carrier dynamics and transport mechanisms in
InAs/AlAsSb multiple quantum wells
Herath Pathiranage Janaka Chathuranga Piyathilaka
Semiconductor photovoltaics convert light into electricity through the extraction of
photo-excited charge carriers. Among the most important parameters for a photovoltaic
cell are good optical absorption in the desired region of the electromagnetic spectrum, and
sufficient excited-state lifetimes and mobilities of the photocarriers to allow for charge separation and extraction before recombination. For solar cell applications there are significant
challenges to overcome to improve the efficiency of the light-to-electricity conversion. The
cells are most commonly made of silicon, which has a nearly perfect bandgap for absorbing the most solar radiation, an indirect bandgap to give a long photocarrier lifetime and
good carrier mobility to allow for extraction of carriers. However, these single p-n junctions
suffer from a thermodynamic limit of about 33% (without solar concentration), due to the
detailed-balance of photocarriers excited above the bandgap, giving their energy to heating the device. Alternative methods include expensive multijunction devices with several
layers absorbing and providing photovoltage at different energies, inefficient nanoparticle
configurations and unproven hot-carrier solar cells (HCSCs). The latter were proposed to
take advantage of good quality semiconductor materials and find mechanisms to prolong
the photocarrier lifetime and allow them to be extracted via energy-selective contacts before recombination can occur. The detailed balance estimate that some HCSC devices may
reach a theoretical maximum of 85%.
In this dissertation, InAs/AlAsSb type-II aligned multiple quantum well (MQW) heterostructures are explored for their potential as HCSCs. III-V semiconductor devices are
grown by molecular beam epitaxy and are of high quality, possess a band alignment that
generally separates electrons and holes leading to a prolonged photocarrier lifetime and
also exhibit low thermal conductivity that can play additional roles in preventing carriers
from cooling and thus further prolonging the carrier lifetime. These systems are of great
interest because of these known properties, but it is unclear whether or not they are viable for HCSC, because mechanisms for hot-carrier lifetimes are poorly understood and
photocarrier transport had not been explored when the results for the this project was
started. Specifically, this work uses terahertz time-domain spectroscopy, time-resolved terahertz spectroscopy and transient absorption to addresses the observation of ground-state
AC conductivity, excited-state AC photoconductivity and the charge carrier dynamics.
Findings show that lattice temperature significantly influences this MQW’s ground-state
carrier transport due to alloy-intermixing at the well interfaces and weak coupling between
long-range optical and acoustic phonons. It is also shown that excited photocarrier undergo
dynamics that are also dependent on lattice temperature, dominated almost entirely by the
availability of defect states in the wells and by localization/delocalization of hole bands with
increasing temperature. Further investigation showed that high photocarrier concentration
and low lattice temperature revealed a metastable state at early times after photoexcitation
due to an intra-subband relaxation bottleneck mediated by reabsorption of optical phonons

by the carrier and fast Auger scattering of carriers deeper into their respective bands.
Hot-carriers also have long lifetimes outside of this regime, which can be exploited for
photovoltaic applications because they generally have high carrier mobilities due to the high
quality growth. Moreover, the confinement leads to ambipolar diffusion that can withstand
a higher number of scattering events at ambient temperatures where such devices might
operate.
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Chapter 1:
Introduction

1.1

Motivation: Energy harvesting

At the time of writing, only 11% of world energy generation comes from renewable
energy sources, out of which 2% comes from solar energy, which is about 700 GW [1].
The sun emits energy in the form of electromagnetic radiation, with ≈ 6.4 × 107 W/m2
intensity and ∼ 980 W/m2 reaching the Earth’s surface (considering no absorption). Being
a renewable and sustainable energy source, harvesting solar energy has gained considerable
attention in the scientific community and in the commercial sector. There are two main
methods in harvesting solar energy: (i) concentrated solar power and (ii) photovoltaic (PV)
solar cells. In the 1st method, electricity is generated by concentrating sunlight onto a
receiver, using a series of mirrors and lenses. Then, the light is converted into heat at the
receiver to drive a steam turbine that converts heat into electricity. Therefore, this method
is primarily used in commercial-scale power plants, and it is more expensive than PV power
generation.
By contrast PV solar cells harvest sunlight and convert it to electricity directly through
the absorption of light and seperation of charges. At the begining in 1970’s, the cost of a
solar panel was about $76 per watt. In addition to increased efficiency, today the cost has
dropped down to $3 per watt [Figure 1.1]. At the time of writing, solar energy is cheaper
than other renewable energy technologies [2, 3] and electricity generation by fossil fuels [4–
6].
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Figure 1.1: Residental PV system cost. Figure adapted from NREL [2].

1.2

Solar cells

The foundation of solar cells are based on the PV effect discovered by Alexandre-Edmund
Becquerel in 1839 [7]. In 1870 PV effect was first studied in selenium, which led to the
development of the photoconductive cell initially with a conversion efficiency fell below
2% [8]. The journey of commercial solar cells started in the 1950s when Bell Laboratories
introduced the practical PV solar cell [7]. With the introduction of solar cells as a power
source for the Vanguard 1 satellite in 1958, the solar cell industry was truly born.
Inside a solar cell, a semiconductor material absorbs the incident light exciting electrons
across the bandgap and creating electron-hole pairs [inset of Figure 1.2]. These electronhole pairs must be spatially separated in the PV to generate electricity because direct gap
semiconductors have fast recommbination. As shown in Figure 1.2, solar radiation consists
of photons with different energies. Therefore, PV solar cells can be developed, to take
advantage of those photons.
The efficiency of the energy conversion by the solar cells depends on the absorption of
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Figure 1.2: Spectrum of solar radiation. Figure adapted from NREL [9]. Inset shows the
electron-hole pair creation upon the incident light exceeding the band gap of the semiconductor.

light in the semiconductor material, the lifetime of the excited carriers before they recombine, and the mobility of the photoexcited carriers [10]. Due to these constraints, most solar
cells are based on p-n junctions between doped regions of indirect semiconductors. This
configuration improves the light absorption due to two band gaps in the system. It enhances
the charge separation caused by the built-in potential gradient from the depletion region
of the p-n junction. Even with this modification, the maximum efficiency achieved by the
single-junction solar cells is limited to ∼ 33%. This limitation is best known as the detailedbalanced limit [11], which is theorized by Shockley and Queisser. These calculations are
based on considering the thermodynamics limits, semiconductor’s bandgap, and assuming
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100% light absorption. Power conversion efficiency can be increased by making thicker and
defect-free semiconductors. The alternate method is to use thin-film nanostructures coupled
with charge extraction layers [12]. Nevertheless, the maximum power conversion efficiency
achieved by single-junction solar cells is still ∼ 33% under 1-sun illumination [13].

1.3

Overcome the fundamental losses in solar cells

The biggest barriers to achieving higher efficiencies are several fundamental loss mechanisms occurring in these systems. Figure 1.3 shows the fundamental losses arising in
single-junction solar cells, limiting their power conversion efficiency.
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Figure 1.3: Fundamental loss mechanisms in single junction solar cells. Figure modified
from Hirst et al. [14].
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One loss mechanism is below bandgap loss [15], also known as transmission loss. The
leading cause for this effect is the lack of absorption of photons that have energy below the
bandgap of the semiconductor material. Thermalization loss is the next loss that occurs
when the semiconductor material absorbs high-energy photons. These high-energy photons
exceed the bandgap energy of the material and results in “hot carriers”, that have to cool
via emission of lattice phonons. Semiconductor materials have fast carrier thermalization
and cooling rates; thus, hot carriers quickly cool to the band edge after absorption [15, 16].
Emission loss [15] is another loss mechanism due to the radiative recombination process
on the electron-hole pair. Radiative recombination causes the energy to release as a photon,
corresponding to the material’s bandgap. Therefore, this limits the efficiency of the solar
cells. This can be overcome by using indirect bandgap materials.
Other power loss mechanisms, shown in Figure 1.3 are Carnot and Boltzmann loss
mechanisms [15, 16]. Carnot loss is the energy needed to convert thermal radiation into
electric work. Solar cells being considered as heat engines, looses energy into the cold
reservoir during the conversion of thermal energy (hot reservoir, the Sun) into electric
work. This appears as a voltage drop in the solar cells. Boltzmann loss is the energy loss
due to the mismatch between absorption and emission angles in entropy generation by the
expansion of phonon modes.
The efficiency of solar cells can be improved using materials that have lower bandgaps.
However, this increases the thermalization and cooling losses. Wide bandgap semiconductors minimize the thermalization and cooling loss with the reduction of conversion efficiency
by increasing below bandgap loss. Therefore, balancing these energy losses, the maximum
conversion efficiency that a single-junction solar cell can achieve is ∼33% [11] for a Eg ≈ 1.1
eV, exactly that of Si. At the time of writing, 80% of the solar cell market is based on
first-generation PV solar cells (crystalline solar cells), even though they have low power
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conversion efficiency.
To improve the efficiency, solar cells are being developed using thin film heterostructures
to control the absorption and charge carrier dynamics [18–21] in so-called second generation
photo-voltaics. Apart from the increased solar absorption through light-trapping [22, 23],
this approach reduces the cost of solar cells compared to crystalline solar cells due to reduced
material cost. Yet, this technique fails to exceed the detailed-balance limit. Third generation
of solar cell technology proposes solutions to this problem: (i) multi-junction solar cell
6

(MJSC) [24, 25], (ii) intermediate band solar cell (IBSC) [26], (iii) up/down-conversion
solar cell systems [27–29], (iv) multi-exciton generation solar cells (MEGSC) [30], and (v)
hot-carrier solar cells [31, 32]. The first three concepts focus on increasing efficiency by
adding several solar cell layers together to the absorption of the solar spectrum.
MJSCs, consist of multiple single-junction solar cells stacked on each other. The top has
the largest bandgap, and the bottom has the smallest bandgap, minimizing the transmission
loss. In this configuration, absorption of the solar spectrum is decomposed into multiple
ranges (UV to IR range) [24]. The MJSCs, layers are connected in series, to increase
the photocurrent and achieve higher performance. By doing so, these systems achieve a
maximum power conversion of 45% [25] [Figure 1.4].
IBSCs is a concept of sandwiching materials between semiconductors [26] such that, the
intermediate band material absorb photons with the sub-bandgap energy. This occurs via
electron transition from the valence band to the intermediate band and from the intermediate band to the conduction band. So photons with less energy than the semiconductor’s
bandgap (hv < Eg ) use the intermediate band as a “stepping stone” to excite the carriers.
In up/down conversion solar cells, the up-conversion, and the down-conversion optical
processes are utilized to improve the solar spectrum absorption. The reduction of efficiency
due to below bandgap loss is minimized through converting sub-bandgap photons into higher
energy photons, that exceeds the bandgap of the solar cell’s absorber material [33, 34]. The
down-conversion solar cells convert hot carriers into lower-energy photons, which have the
energy of the bandgap of the absorber. This technique minimizes the thermalization and
cooling loss of hot carriers in solar cell applications [27, 35]. Upconversion material can be
placed between the absorber layer of the PV cell and down-conversion material placed on
top of the solar cell absorber.
The last two techniques focus on reducing thermalization and cooling loss in order to
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increase the efficiency. In MEG-SCs, multiple electron-hole pairs are generated after, impact
ionization absorbing a single high-energy photon. This process increases the photocurrent
and solarcell efficiency. Comparatively HCSCs are predicted to have the highest power
generation efficiency [31] [Figure 1.4].
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Figure 1.5: Schematic of the time evolution of photoexcited carrier distribution in a semiconductor. Figure modified from Kahmann et al. [36].

Hot carriers are created when photocarriers are created much above the semiconductor’s
bandgap. Figure 1.5 shows the process of carrier dynamics, photoexcitation [(1) → (2)],
thermalization [(2) → (3)], cooling [(3) → (4) → (5)], and recombination [(5) → (6)].
Thermalization occurs when carriers redistribute their excess energy via carrier-carrier and
optical phonon scattering to produce hot Fermi-Dirac distribution with a quasi-equilibrium
carrier temperature exceeding the lattice temperature. Afterward, hot carriers lose their
8

excess kinetic energy by phonon emission and cool intraband to the lattice temperature
within picoseconds [(4) → (5)]. Finally, carriers recombine to achieve equilibrium.
The concept of HCSC is to generate higher efficiency by capturing the photogenerated
hot carriers before the cooling. Theoretically, it predicts achieving a maximum conversion efficiency of 85% [31] under the maximum concentration [Figure 1.4]. To achieve this
performance , one must minimize the thermalization loss and extract hot carriers through
energy-selective contacts (ESC).
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Figure 1.6: Fundamental loss mechanisms in hot carrier solar cells. Figure modified from
Hirst et al. [14].

Most of the prototype HCSC absorbers are based on III-V semiconductor heterostructures [32, 37–43], which exhibits phonon bottleneck in the system. This phenomenon occurs
due to a miss-match between the generation rate of optical phonons and the conversion rate
9

of optical to acoustic phonons [40, 44–47]. Consequently, photoexcited carriers will reabsorb these excess optical phonons and remain “hot” in the system (detailed discussion in
Chapter 4). Therefore, cooling can be slowed by using the phonon bottleneck effect [48].
This condition is achieved by increasing the photocarrier density. A steady-state hot carrier
distribution can be created when the photoexcitation rate is lower than the scattering rate
and higher than the cooling rate. This phononic engineering can reduce the emission of
optical phonons by hot carriers [49, 50]. Figure 1.6 shows the calculated power conversion
efficiency of HCSC. Cooling loss is eliminated in these calculations [51], leading to the HCSC
efficiency exceeding 50% under 1-sun illumination.
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Figure 1.7: Schematic diagram of hot-carrier solar cell with energy-selective contacts (ESC).

Hot carrier extraction has been proposed through energy-selective contacts (ESC). This
technique extracts only one type of carrier (electron or hole) through low resistive contacts
while maintaining a large barrier for other types. Proposed ESCs are based on multilayer heterostructures with a narrow band of energies [52]. Figure 1.7 shows the conceptual
architecture of the HCSC [37, 53, 54]. Narrow energy selectivity maintains minimum entropy
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exchange while increasing electrical conductivity for optimal carrier extraction, allowing hot
carriers (electrons and holes) to be extracted isentropically to metal contacts with minimum
loss of excess kinetic energy via cooling.
Hot carriers can maintain a higher temperature (TH ) than the lattice temperature (TC )
for some time. Consequently, the narrow band heterostructure reduces the entropy exchange
between hot carriers and the cold reservoir. Heterostructures based on quantum wells and
quantum dots are suitable candidates for the ESCs [55, 56].
ESCs have wider band gaps than the semiconductor material and the output voltage
(V ) of the system can be determined by


TC
TC
,
∆εeh + ∆µ
qV = 1 −
TH
TH

(1.1)

where ∆µ is the quasi-Fermi level splitting, and q is the charge of the carriers [57].
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Figure 1.8: Efficiency-voltage characteristic of QW ESC for different ∆eh values. Figure
modified from Su et al. [58].

Figure 1.8 shows the theoretical calculated efficiency of HCSC for different carrier extraction energies for QW ESCs [58] for the absorber with 0.9 eV bandgap. This is achieved
11

by minimizing energy dispersion from thermalization in the electrodes.
Conibeer et al. [59] and Hirst et al. [60] explore HCSCs based on quantum well. Nevertheless, bottleneck inhibits carrier cooling and these structures contributes to long lifetimes
in hot carriers.
Experimental evidence of HCSC operation is examined by Rodiére et al. [41] in InGaAsP
MQWs. They used photoluminescence spectroscopy to investigate the carrier temperatures
and quasi-Fermi level splitting. Investigations were carried out as a function of excitation
power and revealed that hot carriers exhibits high temperatures. These findings show
experimental evidence demonstrating, that the detailed-balance limits can be overcome by
using multiple quantum well structures as the absorber in HCSCs.

1.5

Outline of the Dissertation

In this dissertation, a comprehensive investigation is carried out on InAs/AlAsSb typeII multiple quantum well structures as a prototype material for the absorber in HCSC
applications. The goal is to identify hot-carrier dynamics and transport mechanisms that
may contribute to enhancing solar energy conversion in future device architechture. As the
stepping stone for this investigation, Chapter 2 provides information on the spectroscopic
techniques used in this study and details of the multiple quantum well structure.
Chapter 3 presents the ground-state transport mechanisms in the multiple quantum well
structure, investigated by THz time-domain spectroscopy.
Chapters 4 and 5 discuss the details of hot-carrier lifetimes and the relaxation recommbination mechanisms using time-resolved THz evolved with different excitation and sample
conditions.
Chapter 6 explores hot-carriers transport using time-resolved THz spectrum in the pres-
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ence of an optical pump probe. Hence, investigation show the dynamical changes of the
carrier transport for various excitations and sample conditions.
The final chapter summarizes the findings and hypotheses and gives an insight into the
future development of HCSCs based on type-II MQWs.
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Chapter 2:
Experimental techniques and sample details

2.1

Introduction to Terahertz radiation
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Figure 2.1: The spectrum of electromagnetic radiation with various interactions with matter.

Terahertz frequencies falls between microwaves and infrared frequencies on the electromagnetic spectram. The frequency/ wavelength/ energy range of the THz gap is 0.1 - 10
THz/ 0.03 – 3 mm/ 0.4 – 40 meV. In this range are lattice vibration in solids, the rotational transition of molecules, intra-band transitions in semiconductors, superconductivity
gaps, and magnetic properties such as magnetic spins, ferromagnetic and antiferromagnetic
modes etc [61–67]. THz is also used in medical fields for imaging [68], wireless communications [69], and quality control processes [70]. THz radiation is an alternative to x-rays
because it is non-ionization and organic materials are somewhat transparent.
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Due to the low photon energy, THz is a powerful spectroscopy tool for materials characterization, because it interacts with electrons, holes, phonons, excitons, and other quasiparticles [see Figure 2.1]. Consequently, there has been a rapid development in generating
high THz electric fields [71–75] and broadband detection [76–79] techniques for the spectroscopic applications. For an example, THz time-domain spectroscopy (THz-TDS) is a highly
used spectroscopic technique to determine electronic properties such as mobility, carrier density, and scattering time etc [80, 81]. Also, using time-resolved THz spectroscopy [82–85],
one can determine carrier dynamics and photo-conductivity of materials.
In 1990, the available frequency spectrum that could be generated and detected in the
time domain was limited to a few THz [86]. Advancements in broadband ultrafast lasers
and exploration of new nonlinear optical materials have pushed this limit into mid-infrared
(Wu and Zhang, 1997 [79], Huber et al. 2001 [87]) and recently into the near-infrared range,
reaching frequencies beyond bandwidth from ≈ 30 − 100 THz (λ = 3 − 10 µm).
One particular advantage of all-optical generation and detection of THz pulses is the possibility of combining the approach with a time-synchronized femtosecond excitation pulse.
This makes the method well suited for the investigation of electronic charge transport under
non-equilibrium conditions [e.g., Averitt and Taylor (2002) [88], Beard et al. (2002b) [89],
and Schmuttenmaer (2004) [90]]. This attribute permits THz spectroscopy to evade many
of the constraints of conventional transport measurement techniques such as Hall-effect
measurements.

2.2

THz generation and detection

Much progress has been made in the past two decades in understanding the physics
of elementary electronic excitation, owing to the development of sources and detectors of
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coherent THz radiation. Pulsed, time-domain THz spectroscopy is not only capable of
characterizing charge carriers under steady-state conditions, but it is also ideally suited for
non-equilibrium measurements using time-resolved THz spectroscopy. An optical pulse can
be used to create charge carriers, and the subsequent evolution of charge carriers can be
monitored on the femtosecond time scale. Due to this, one has direct access to the time
scale information and mechanisms of carrier cooling, trapping, and recombination and the
dynamics of the formation of quasi-particles such as excitons and polarons [91, 92].

2.2.1

Electromagnetic wave propagation

The propagation of the electromagnetic wave is essential to understand the interactions
of THz radiation with matter. These interactions are discussed using the macroscopic
Maxwell model.
~ = ρf ,
∇·D

(2.1)

~ = 0,
∇·B

(2.2)

~ = − ∂ B~ ,
∇×E
∂t

(2.3)

~ = J~f +
∇×H

~
∂D
∂t .

(2.4)

~ and B
~ represent the
Here ρf and J~f represent the free charge and current densities, E
~ and the Auxiliary
electric field and the magnetic field. The electric displacement field D
~ are related to the E
~ and B
~ as
field H
~ ≡ 0 E
~ + P~ = E,
~
D
~ ≡
H

1 ~
µ0 B

~ = 1 B,
~
−M
µ

(2.5)
(2.6)

where 0 , , µ0 , µ represents vacuum and material permittivity, and vacuum and matter
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~ provide are the
permeability respectively. The polarization P~ and the magnetization M
macroscopic electromagnetic response of the material.
A homogeneous wave equation can be derived by taking the curl of equation 2.3 and
using the linear relationship of equation 2.5 and 2.6. The main approximation used is that
~ where σ is electric conductivity. Therefore, in the absence
J~f follows Ohme’s law (J~f = σ E),
of ρf , the wave equation can be represented as


1 ∂2 ~
2
∇ − 2 2 E = µ0
c ∂t

∂ J~ ∂ 2 P~
− 2
∂t
∂t

!
,

(2.7)

√
where c is the vaccume speed of light (c = 1/ 0 µ0 ). From this equation, it is evident that
~˙ as well as
electromagnetic radiation can be generated from a dynamic charge current (J)
˙
¨
a dynamic material polarization (P~ ). J~ implies that THz radiation can be generated from
accelerating charges which can occur in photo-conductivity switches [93] or air-plasma [94]
¨
technique. P~ describes the THz generation change of bound charges, which can occur in
nonlinear optical processes such as different frequency generation and optical rectification
(OR) [94, 95]. Since THz generation in this thesis arises from OR, terms containing J~ are
neglected.
For dielectric materials, the wave equation can be further simplified as
~ =
v 2 ∇2 E

~
∂2E
.
∂t2

(2.8)

Propagation of electromagnetic wave in homogeneous media with speed at v = c/n reprep
sents by the above equation. Here n = /0 represents the refractive index of the medium.
Therefore, the general solution for equation 2.8 is a linear polarized monochromatic plane
wave in z direction
~ 0 ei(kz−ωt) + c.c.,
Ẽ(z, t) = E

(2.9)

where ~k(= ωn/c) and ω are the wave vector and angular frequency respectively. Therefore,
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the complex refractive index of the medium can be expressed as
ñ(ω) = n(ω) + iκ(ω),

(2.10)

where κ(ω) is the extinction coefficient and which is related to the absorption coefficient,
α = 2ωκ/c. Therefore, equation 2.9 can be rewritten as
~ 0 eiω(nz/c−t) e−αz/c .
Ẽ(z, t) = E

2.2.2

(2.11)

THz generation by optical rectification

When EM radiation interacts with materials, polarization occurs because of displacement of charges from their equilibrium positions driven by the external electric field (Ẽ(t)).
When the applied electric field is weak, the charges in the medium exist in a parabolic
potential and experience a linear restoring force. Therefore, the induced polarization of the
material can be described as
P̃ (t) = εo χ(1) Ẽ(t),

(2.12)

where χ(1) is the linear susceptibility tensor.
For strong applied electric fields, the polarization can result from charges experiencing
a non-parabolic potential, resulting in nonlinear response to the electric field. So, the
nonlinear polarization can be expressed as a Taylor series expansion, such that
P̃ (t) = εo

∞
X

χ(n) Ẽ n (t),

(2.13)

n=1

where χ(n) is the nth -order susceptibility tensor. In high electric fields, all materials experience a third-order nonlinear response due to the inherent odd symmetry, but only noncentrosymmetric materials experience second-order nonlinear effects. Optical rectification
(OR) is such a second-order nonlinear phenomenon.
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Figure 2.2: (a) Electric potential energy. (b) Electron motion in non-centrosymmetric
system. (c) Second-order nonlinear optical process. The figures are redeveloped considering
the ref [96].

Figure 2.2(a) shows the asymmetric potential energy for charges in noncentrosymmetric
crystals, which is described by the quadratic term of the Taylor expansion. The solid line
represents the total potential energy which results in a nonlinear response to the motion
of electrons. This nonlinear motion is illustrated in Figure 2.2(b), where xL (t) and xN L (t)
represent the linear and nonlinear components of the displacement of electrons. In terms of
frequency mixing, the nonlinear response can occur either by the sum or difference frequency
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Figure 2.3: Illustration of second order nonlinear process. (a) Second-harmonic generation, (b) sum of frequency generation, (c) different-frequency generation, and (d) optical
rectification.
mixing [96]. These mixing processes can be generalized for two distinct driving electric fields.
Returning to the wave equation,
∇2 Ẽ(t) −

1 ∂ 2 Ẽ(t)
1 ∂ 2 P̃ (t)
=
,
c2 ∂t2
o c2 ∂t2

(2.14)

the P̃ (t) represents the time-varying polarization which acts as the source of the electromagnetic radiation. P̃ (t) consists of different second-order components.
P̃ (2) (t) = o χ(2) [E12 e−2iω1 t + E22 e−2iω2 t + 2E1 E2 e−i(ω1 +ω2 )t + 2E1 E2∗ e−i(ω1 −ω2 )t
+ 2 (E1 E1∗ + E2 E2∗ ) + c.c.] (2.15)
Equation 2.15 shows the various components of second-order polarization, such as second
harmonic generation (SHG) (1st and 2nd terms), sum of frequency generation (SFG) (3rd
term), difference frequency generation (DFG) (4th term), and OR (5th term) which is illustrated in Figure 2.3.
A more generally nonlinear polarization expression for OR is
(2)

Pi (0) =

X

(2)

0 χijk (0, ω, −ω)Ej (ω)Ek∗ (ω),

j,k
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(2.16)

(2)

where indices i, j, and k represents the Cartesian components of the fields, and χijk is the
susceptibility tensor corresponding to the OR process. To generate non-DC components, it
is apparent that a range of electric field components are needed to create a time-dependent
polarization from these nonlinear crystals. To achieve this condition, pulsed lasers are
used as the time-dependent source. These lasers typically have 10-100 fs of pulse duration.
According to the Fourier theorem, the spectral bandwidth of the radiation is the inverse of
the optical pulse duration, OR can generate broadband THz pulses in a nonlinear medium.
The THz generation efficiency through OR depends on the second order susceptibility
tensor of the nonlinear crystal. In cartesian cordinates, this tensor can be represented as
a contracted notation considering, xx = 1, yy = 2, zz = 3, yz = zy = 4, xz = zx =
(2)

5, xy = yx = 6 with dim = χijk /2. Using this notation, nonlinear polarization matrix can
be represented as








 Px 
 d11 d12 d13 d14 d15 d16






 Py  = 20  d21 d22 d23 d24 d25 d26






Pz
d31 d32 d33 d34 d35 d36

Ex2








  E2 

y





2
  Ez 


.



  2Ey Ez 





 2Ez Ex 




2Ex Ey

(2.17)

Many of these elements vanish for highly symmetrical crystal systems, such as zincblende
crystals (commonly used to generate THz by OR). Zincblende crystals belong to 43m crystal
class, therefore d14 = d25 = d3 are the only nonzero matrix elements.
Assuming the electric field of the laser is

 sin θ cos φ


E0 = E0  sin θ sin φ


cos θ
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,



(2.18)

the nonlinear polarization matrix can be expressed as


2

θ cos2 φ

sin







sin2 θ sin2 φ

 0 0 0 1 0 0 
 Px 




cos2 θ



2

 Py  = 20 d14 E0  0 0 0 0 1 0  






  2 sin θ cos θ sin φ

Pz
0 0 0 0 0 1 

 2 sin θ cos θ cos φ


2 sin2 θ sin φ cos φ


cos θ sin φ






2
= 40 d14 E0 sin θ  cos θ cos φ  .




sin θ sin φ cos φ










,









(2.19)

Here, φ and θ represent the azimuthal and polar angles. Hence, the generated THz field is
parallel to the polarization, and the field intensity becomes angular dependent

IT Hz (θ, φ) ∝ |P|2 = 420 d214 E04 sin2 θ 4 cos2 θ + sin2 θ sin2 2φ .

(2.20)

The maximum field intensity is achieved when, φ = π/4, 3π/4 such that sin2 2φ = 1, where
the polarization is in the {110} plane of the zincblend crystal.
Beyond the polar and azimuthal angles, the THz field intensity depends on the nonlinear
material’s electro-optic (EO) coefficient. The relationship between second-order nonlinear

susceptibility tensor and the EO coefficient (rijk ) can be represented as χijk = − n4 /2 rijk ,
where n is the refractive index of the material. Therefore, materials with a high EO coefficient can achieve strong THz fields, assuming appropriate crystal orientation.
Additionally, the material thickness will govern the THz signal strength, because the
thickness of the crystal depends on the velocity matching. Due to the frequency dependency
of the refractive index n(ω), the group (vgr (ω) = ∂ω/∂k, where k(ω) = n(ω)ω/c) and
phase (vph (ω) = ω/k) velocities differ. Therefore, the velocity matching condition can be
achieved when the vgr of the driving Ẽ(t) is as same as the vph of the central frequency of
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the broadband THz spectrum. The velocity matching condition of the nonlinear materials
depends on the material dispersion, which can be characterized by the coherent length.
c
2νT Hz |ngr −nT Hz | ,

(2.21)

0
ngr = n0 (λ) − λ ∂n
∂λ ,

(2.22)

lc =

where vT Hz and nT Hz are the THz phase frequency and refractive index, respectively. ngr
represents the optical group refractive index, where λ is the optical wavelength, and n0 is
the respective refractive index corresponding to the λ.

2.2.3

Electro-optic sampling for THz detection

The electro-optic and photoconductive sampling methods are the most common methods used to record complex THz spectrum in the time domain. These methods measure
amplitude and the phase of the spectrum with higher precision. The working principle
behind the EO sampling is the Pockels effect in EO crystals, which can be represented as
(2)

Pi (ω) = 2

X

(2)

0 χijk (ω, ω, 0)Ej (ω)Ek (0).

(2.23)

j,k
(2)

(2)

Assuming the medium to be lossless, where χijk (0, ω, −ω) = χijk (ω, ω, 0), the equation 2.23
can be rewritten as
(2)

Pi (ω) = 2

X

(2)

0 χijk (0, ω, −ω)Ej (ω)Ek (0).

(2.24)

j,k

By comparing equation 2.24 and equation 2.16, it is apparent that both the processes
consist of the same second-order nonlinear susceptibility tensor. According to equation 2.24,
the applied electric field is proportional to the field-induced birefringence in the nonlinear
optical material. Therefore, the applied THz electric field, can be measured by considering
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Figure 2.4: Diagram of EO sampling. Polarization of probe pulse with and without THz
electric field

the field-induced birefringence.
Figure 2.4 shows the standard setup of EO sampling to detect THz signal. If the THz
field is not present in the system, the optical pulse does not experience any birefringence.
So the linear polarized optical pulse changes into a circularly polarized pulse when passing
through the λ/4-wave plate then into equal orthogonal linear components in the Wollaston
prism. Balance photo-detectors measure equal intensity of the EO gate pulse. In the
presence of the THz field, when the optical group velocity matches with the THz phase
velocity in the EO crystal, the optical pulse experiences birefringence. Therefore, the optical
pulse produces an elliptically polarized pulse after passing through λ/4-wave plate and
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unequal orthogonal contribution in the balanced detectors. in the Wollaston prism and the
balanced detectors. The detectors measure the intensity difference between these orthogonal
components. The detected intensity imbalance is proportional to the applied THz electric
field to the EO crystal.
ZnTe is a good candidate for the EO detection crystal because it exhibits good phase
matching for THz frequencies for 800 nm optical(probe) pulse. Also it has a desirable EO
coefficient (r41 = 4 pm/V), which helps to achieve efficient detection of THz electric field.
It is found that the efficient THz detection can be achieved when the THz field and probe
polarization are parallel to the [110] axis of a h110i crystal orientation.
Due to the Pockels effect in the EO crystal, the probe beam experiences differential
phase retardation
∆φ = (ny − nx )

ωL 3
ωL
=
n r41 ET Hz ,
c
c 0

(2.25)

where ω is the probe center frequency, L is the thickness of the detection crystal, and n0
is the refractive index at the probe frequency. The imbalanced intensity detected by the
photo detectors can be described as
Ix =

I0
2 (1

− sin ∆φ) ≈

I0
2 (1

− ∆φ),

(2.26)

Iy =

I0
2 (1

+ sin ∆φ) ≈

I0
2 (1

+ ∆φ),

(2.27)

Is (∆t) = Iy − Ix = I0 ∆φ =

I0 ωL 3
c n0 r41 ET Hz (∆t),

(2.28)

where I0 is the incident probe intensity. Therefore, time-domain THz fields can be mapped
out by varying the delay time of the probe pulse.

2.2.4

Chalcopyrite crystals for THz generation

Solid-state nonlinear optical frequency conversion is central to photonics, allowing for the
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development of new sources for spectroscopy [61, 97] and other optical devices [98]. In OR,
the relevant nonlinear tensor is χ(2) (0; ω, −ω)), so that short optical pulses are converted
into pulses with THz center frequencies and THz bandwidths that are proportional to the
source bandwidth.
THz pulses are routinely generated by OR in (110)-cut zincblende crystals, such as
GaAs [99–101], GaP [75, 102, 103] and ZnTe [104–106], in tilted pulse front LiNbO3 [107–
109] and tilted GaSe [110]. Only in 2012, Rowley et al. demonstrated that the chalcopyrite
crystal ZnGeP2 (ZGP) also produces THz pulses by OR [72], determined the optimum
phase-matching conditions considering the uniaxial birefringence [95] and that the it is
suited to pulsed optical excitation at 1200 nm [72, 95, 111].
ZGP and other chalcopyrite crystals have 42m symmetry [72], have strong uniaxial
birefringence [95] and non-zero χ(2) tensor elements d14 = d25 6= d36 , although d36 is approximately equal in strength to the other tensor elements. Hence, ZGP is known for
optical parametric generation to down convert near-infrared optical pulse into mid-infrared
pulses [112, 113]. Moreover, chalcopyrite crystals have been explored for photovoltaic [18,
114, 115] and spintronic [116] applications. Recently, chalcopyrite CdSiP2 (CSP) has also
been shown to be as a source of THz in the low-power regime [117]. This section complements the previous work by showing the first demonstration of OR in CdGeP2 (CGP),
comparing it to the THz emission from ZGP and CSP. Measurements from the three crystals
are presented over a broad excitation tuning range and into the high-power regime.
Single crystal ingots of chalcopyrite ZGP, CGP, and CSP are grown using a horizontalgradient freeze method [118, 119]. From these high-quality (110)-cut crystals, double-side
polished chips with an area of ∼1 cm2 are thickness L = 0.5 mm for nonlinear optical
applications [120–122]. Details of the growth process can be found in [118], Zawilski et al.
Characterization of the quality is performed using an ellipsometry technique that exploits
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the strong birefringence of the material [123].
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Figure 2.5: (a) Transient emission from CdGeP2 (CGP), ZnGeP2 (ZGP) and CdSiP2 (CSP)
at low intensity pump at 1300 nm. Also shown is the window function (not to scale). (b)
Fourier transform of the transients to determine the emission amplitude spectra. Figure
modified from Piyathilaka et al. [71].

Figure 2.5(a) shows typical THz transients for CGP, ZGP and CSP, measured with
pump intensity Ip = 5 GW/cm2 and photon energy εp = 0.95 eV (1300 nm). The THz
electric field is determined by
ETHz (t) =

λg is (t)
,
2πLIg n30 r41 ρdet

(2.29)

where is is the measure photocurrent in the lock-in amplifier, ρdet = idet /Pgate (idet and
Pgate are detector current and gate pulse power) responsivity of the detector, the ZnTe
refractive index is n0 = 2.85 [124], the emitted THz the electro-optic coefficient is r41 =
4 pm/V [96] and ρdet = 0.009 A/W at these power levels. The emission from the three
crystals comprise of a fast, strong response with a duration of ∼1 ps, which is followed by
weaker oscillations arising from interaction in the crystal and systematic ambient absorption
in the THz path [72]. The three transients look very similar, with slight difference in the
magnitude at the first shallow trough, the first tall maximum and the second deeper trough.
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This result essentially illustrates different phases of the emitted radiation due to linear and
nonlinear dispersions at both the optical excitation photon energy and the THz emission
frequency [111].
Figure 2.5(b) shows the amplitude of the numerical Fourier transform of the experimental transients, which has been treated with an arctan window function (dashed green line)
to remove the reflection of the gate pulse in the EO crystal at ∼12 ps and zero-padded
before the transform. All three THz amplitude spectra are similar, peaking near ∼1 THz
with bandwidths of ∼2.5 THz and ambient absorption, seen as dips at 1.2 THz, 1.4 THz,
and 1.7 THz [72]. For the current excitation conditions, the strongest peak and integrated
signal is from the CSP crystal. Emission from the CGP and ZGP is weaker, with only
slightly different spectral signatures. The details are expected to depend on the crystal and
the excitation conditions [123].
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Figure 2.6: (a) Pump photon energy dependence of the emitted THz for CdGeP2 (CGP),
ZnGeP2 (ZGP) and CdSiP2 (CSP). (b) Calculation of the coherence length of the three
crystals. Figure modified from Piyathilaka et al. [71].

Figure 2.6(a) shows the THz conversion efficiency, η = ITHz /Ip as a function of excitation
photon-energy from 0.8 eV to 1.55 eV. The pump intensity is fixed at Ip ≈ 5 GW/cm2 and
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the THz intensity is ITHz = ξ |Epp |2 , where Epp is the peak-to-peak value of the emitted
THz [illustrated on Figure 2.5(a)] and ξ ≈ 9.7 is a scaling factor to account for the 2.5 THz
bandwidth and the finite-lens correction for the off-axis parabolic mirrors [125]. Guides to
the eye, based on a 15-point spline average, reveal that the CGP, ZGP, and CSP signal peaks
at approximately 0.8 eV, 1.2 eV, and 1.4 eV respectively. This spectral range covers the
data/telecoms range accessible by fiber lasers, the photon energy of Nd:YAG (and similar)
lasers, as well as the range of Ti:sapphire lasers, illustrating the usefulness of these crystals
as THz sources are applicable to broad excitation operation.

Table 2.1: Typical values for determining the coherence length. Table modified from Piyathilaka et al. [71].
nT Hz

ng

n

(@ 1THz)

(0.65 - 1.78 eV)

(0.65 - 1.78 eV)

CGP

3.43 [126]

3.34 – 5.63

3.24 – 3.74 [127]

ZGP

3.41 [128]

3.25 – 4.38

3.19 – 3.47 [127]

CSP

3.34 [129]

3.13 – 3.59

3.09 – 3.22 [130]

The spectral dependence of the optical rectification is governed by linear and nonlinear
dispersion of the crystal at optical and THz frequencies, the nonlinear generation parameters
determined from χ(2) and the various absorption processes of the excitation and emission.
Low-intensity investigations, such as shown in Figure 2.6(a), are only weakly dependent
on nonlinear or free-carrier absorption processes and can be determined from linear and
nonlinear refractive indices. The dispersion of the real part of χ(2) is small and even unknown
for some chalcopyrites. Hence, the initial comparison η (or Epp ) is only to the coherence
length, which is described using equation 2.21. Figure 2.6(b) shows the calculation of lc
plotted as a function of photon energy for comparison to the above data. Values used to
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calculate the lc curves are shown in Table 2.1.
A horizontal line is drawn at 0.5 mm in Figure 2.6(b) to indicate the measured thickness
of the crystals. If the lc estimates fall below this line, then in those regions, the emitted
signals are expected to be reduced. The CGP and CSP follow the trend of the coherence
length calculation, peaking close to the position of optimum lc in each case. In comparison,
ZGP has a much weaker dependence on the excitation photon energy. Overall, these results
indicate that CGP is better suited to excitation with fiber lasers, ZGP is better suited
to excitation with fiber and Nd:YAG lasers and CSP are better suited to excitation with
Nd:YAG and Ti:sapphire lasers.
The scalable performance of the three THz sources is measured through the excitationintensity dependence at several pump excitation photon energies. Figure 2.7 shows the
strength of the THz emission Epp over a range of excitation densities up to Figure 2.7(a)
15 GW/cm2 at 0.805 eV, (b) 30 GW/cm2 at 0.953 eV and (c) 120 GW/cm2 at 1.55 eV. All
three results are plotted over the same range, and the extended range excited at 1.55 eV
is shown in the inset of Figure 2.7(c). For 0.805 eV excitation, the CGP emission remains
strongest throughout the excitation intensity range, whereas for the other excitation photon
energies, CSP emits the most.
In each measurement, the intensity dependence of ETH grows linearly because ∂ETHz /∂z
∝ d36 I(z) , where d36 is the nonlinear optical tensor for optical rectification and z is the
direction of propagation through the THz source. Here, d36 and the effective tensor element
deff are interchangeable because the crystals have identical orientation, and birefringence is
not considered because the excitation field is purely o-wave. At higher excitation intensities,
the signals saturate primarily due to nonlinear absorption, which follows a generalized form
of Beer’s law

∂I(z)
= − αI(z) + βI 2 (z) + γI 3 (z) + . . . ,
∂z
30

(2.30)

where α is the linear absorption, β and γ are the two- (2PA) and three-photon absorption
(3PA) coefficients.
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Figure 2.7: Excitation-intensity dependence of CGP, ZGP and CSP, excited at (a) 0.805
eV, (b) 0.953 eV and (c) 1.55 eV. The inset of (c) shows an extended range. Figure modified
from Piyathilaka et al. [71].

Table 2.2 shows the values used to fit the curves for the three crystals and excitation
photon energies. Following the scaling rules for 2PA and 3PA [131], β and γ are set to zero
when the excitation is below the half (Eg /2) and one-third (Eg /3) band gap of the crystal
being excited respectively. Moreover, values for deff are fixed based on literature values [132,
133], along with literature values of deff for ZnTe and LiNbO3 for comparison.
For 0.805 eV excitation, the linear dependence of the THz amplitude rolls over, saturating due to 3PA. The fit values for the 3PA process scale with the strength of deff , indicating
a fairly consistent nonlinear figure of merit far below bandgap. At 0.953 eV, direct comparison of the nonlinear absorption parameters is less straightforward because CGP exhibits
2PA. At 1.55 eV, all three crystals exhibit 2PA, although its effect is weak compared to that
for CGP at 0.953 eV excitation. This occurs because 2PA is reduced closer to the direct
bandgap and absorption preferentially transfers to the single-photon contribution. Hence,
all fit values extracted at the respective excitation photon energies are consistent with the
expectations for the linear and nonlinear response for these crystals.
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Table 2.2: Fit values for absorption of integrated THz emission and nonlinear coefficients.
Table modified from Piyathilaka et al. [71].

def f (pm/V)

α (cm−1 )

β (cm/GW)

γ (cm3 /GW2 )

@(0.805 eV)
CGP

109

14.52

-

0.0004

ZGP

75

15.87

-

0.0001

CSP

84.5

11.73

-

0.0002

@(0.953 eV)
CGP

109

15.8

0.2047

-

ZGP

75

17.01

-

0.0045

CSP

84.5

12.33

-

0.0091

@(1.55 eV)
CGP

109

31.18

0.0015

-

ZGP

75

17.88

0.0019

-

CSP

84.5

16.96

0.0034

-

Finally, even in the extended range of excitation density [shown in the inset of Figure 2.7],
the weakly focused laser is below the laser damage threshold, which has been previously
measured for anti-reflection-coated ZGP [134] and CSP [135] to be >2 Jcm−2 at 2 µm
excitation and somewhat lower at 1 µm. Such values have not been explicitly measured for
CGP, but they are expected to be of the same order.
In conclusion, chalcopyrite crystals have promising applications in nonlinear optics based
on their large nonlinear coefficients, birefringence, and the availability of large-area growth.
Moreover, larger emission strengths could be achieved by using (012)- or (114)-cut crystals [95] and larger excitation areas [106], possibly making these sources suitable for non32

linear THz spectroscopy.

2.3

Spectroscopy techniques

Figure 2.1 shows the EM spectrum in increasing frequency (or increasing energy) and
decreasing wavelength. Different spectroscopy techniques can be employed with photon
energies to match the interactions of intersest - also labeled. Absorption, reflection and
emmision all produce valuable infromation.
Absorption spectroscopy can explore a semiconductor properties, including bandgap,
density of states, and onset of other bands. Photoluminescence (PL) spectroscopy can also
explore bandgap, optical transition levels, and radiative recombination mechanisms. As a
semiconductor material is photoexcited, the excited carriers (electrons and holes) recombine
radiatively or non-radiatively. In radiative recombination, the energy is emitted as photons,
which provide the PL spectrum. This spectrum is used to gather comprehensive information
about the behavior of the photogenerated carriers in the system.
To explore the structural properties, the spectroscopy techniques such as elastic scattering and reflection spectroscopy which employ high energy EM radiation such as x-ray,
can be used. These techniques explore how incident EM radiation is reflected, transmitted,
or scattered by the material; hence atoms’ atomic compositions and arrangement can be
examined.

2.3.1

Terahertz Time-Domain Spectroscopy

THz radiation is sensitive to light-matter interactions with free electrons, lattice vibrations, and rotational transitions due to the photon energies of THz stretching out in
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the meV range. Therefore, THz-TDS can be employed to discover the dynamics of these
relatively unexplored interactions.
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λ/4 plate

Cryostat
T= 4 - 300 K

AlAs0.16Sb0.84

AlAs0.16Sb0.84

Sapphire Plate

Ti: sapphire Laser
Amplifier

A-B
A

B

30x
Delay stage 1

EO
Crystal
(ZnTe)

Dry air purged

Wollaston
prism

Figure 2.8: Schematic of the typical setup for THz time-domain spectroscopy (THz-TDS).

Generally, the investigation of electrical transport properties is carried out using contactbased Hall-effect measurements. One of the main drawbacks of this method is that the resistance of the contacts influences the electrical transport properties of the material. Therefore,
THz-TDS has a significant advantage in these types of experiments due to its contactless
and non-invasive nature. This technique measures the high frequency carrier transport on
the picoseconds to the nanosecond time scale [136, 137]. The Fourier transform of the
measured THz electric field gives the complex response spectrum in the frequency domain.
Because of this, material characteristics such as conductivity, refractive index, dielectric
constant, and extinction coefficient can be analyzed without performing Kramers-Kronig
analysis [136, 138]. Analysis of this complex spectrum is discussed in the Chapter 3.
Figure 2.8 shows a schematic of a typical THz-TDS setup. The experimental setup
consists of a 1-kHz regenerate laser amplifier producing ∼ 100-fs pulse with an 800 nm
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Figure 2.9: Evidence for reduction in water absorption. (a) THz transient with and without
purging. (b) FFT of THz time domain transient.

center wavelength. The output of the amplifier was split into two beams for generation
and detection THz. The THz pulses were generated using OR by weakly focusing the
800 nm pulse into a 0.5 mm thick (110)-CSP crystal [71] at the normal incident, with
linear polarization oriented along (110) to generate maximum THz intensity. The THz
emmision was filtered using a high-density polyethylene low-pass filter and forced into the
sample through a pair of off-axis parabolic mirrors (OAPMs). The sample was placed in an
optical cryostat, which controls the lattice temperature from 4 K to 300 K. THz transmitted
through the sample was then collected and refocused into a 0.3 mm ZnTe EO crystal by
another pair of OAPMs. The THz signal was detected by the EO sampling method. The
gate pulse (pulse through delay stage 1) maps the THz-induced EO signal as a function of
delay time (t), which is resolved by a Soliel-Babinet compensator, Wollaston prism, and a
pair of balanced photodiodes connected to a lock-in amplifier. All-optical components from
the THz source to the EO detection were purged with dry air or N2 gas to reduce water
absorption [see Figure 2.9].
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2.3.2

Time-Resolved Terahertz Spectroscopy

The pump-probe technique can be employed to investigate the dynamics of non equilibrium charge carriers. In time-resolved Terahertz spectroscopy (TRTS), the THz is used
as the probe pulse. Unlike other optical pump-probe techniques, which are sensitive to the
sum or product of the electron and hole density, TRTS is sensitive to the conductivity generated by the non-equilibrium carriers. Therefore, TRTS is ideal for probing the electrical
conduction properties of bulk and nanoscale materials [136, 139–141].
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Figure 2.10: Schematic of the typical setup for time-resolve THz spectroscopy (TRTS).

Figure 2.10 shows the schematic of the TRTS setup. Here, the THz-TDS setup was
modified by adding an optical beam to be used as a tunable optical pump. The tunable
optical pulse is generated through an optical parametric amplifier (OPA), which has a
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tunable range from 1.2 µm (1.03 eV) to 1.6 µm (0.775 eV). The pump pulse was directed
through a mechanical delay stage (Delay stage 2) to map out the photoexcited carrier
dynamics in the time domain.
The AC photoconductivity measurements were carried out by capturing the change in
transmission when the THz pulse is fixed at the peak value. This was achieved by fixing
the delay stage 1 at the peak of THz and varying the pump delay stage (Delay stage 2). In
this way, carrier dynamics such as lifetimes and recombination mechanisms of photoexcited
carriers can be investigated [50, 142, 143]. By fixing delay stage 2 and varying delay stage 1,
the complex THz AC photoconductivity spectrum can be obtained. By analyzing this THz
spectrum, the photoexcited transport properties of the material can be investigated [83,
138, 144–147].

2.4

InAs/AlAs0.16 Sb0.84 Multiple-quantum wells sample

This dissertation makes use of the previously discussed spectroscopic techniques to investigate the dynamics of a MQW structure. The binary compounds, InAs, and AlSb are
approximately lattice-matched with lattice constant ≈ 6.1 Å, and with bandgaps of 0.36 eV
(InAs) and 1.615 eV (AlSb) [148, 149]. In this particular III-V system, Sb atoms in AlSb
were replaced by As atoms to create AlAsSb [see figure 2.11(b)] and lower its bandgap.
These compounds is a zincblende crystal with T2d − F43m group symmetry. Figure
2.11(a) shows the crystal structure, based on diamond lattice with a diatomic and binary
basis. In this case, atoms are in groups III and V, and each atom is bonded with sp3 bonds
to the nearest neighboring opposite type atoms.
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Figure 2.11: (a) Zincblende crystal structure. (b) Band lineup of InAs, AlSb, and AlAsSb.
The shaded area represents the energy gaps. Figure modified from Kroemer [148]. (c)
Schemetic of the InAs/AlAs0.16 Sb0.84 MQW sample. Figure modified from Esmaielpour et
al. [49].

2.4.1

MBE growth and process of superlattice

A type-II InAs/AlAs0.16 Sb0.84 MQW structure is grown using the molecular beam epitaxy, consisting of 30 periods of 2.4 nm InAs quantum wells and 10 nm of AlAs0.14 Sb0.86
barriers. The AlAs0.14 Sb0.86 barrier material was grown on a semi-insulating GaAs (001)
substrate [Figure 2.11(c)]. At first, the temperature of the substrate was increased up to
580 0 C to remove the oxide. Then at 465 0 C temperature, a 2 µm thick InAs buffer layer
was grown on the substrate to relax the strain in order to produce a strain-relaxed heterostructure. Then the MQW system was deposited at 475 0 C. As the final step, a 50 nm
InAs cap layer was deposited at 465 0 C temperature to isolate the Al-containing barrier.
To facilitate transmission for the THz-TDS measurements, the InAs buffer between the
GaAs substrate and heterostructure region was removed with a combination of mechanical
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Figure 2.12: Photoluminescence spectra before (black) and after (red) processing for THz
measurements. Inset shows the schematic of processed MQW structure mounted on sapphire. Figure modified from Esmaielpour et al. [50].

polishing and a dilute selective wet etching. First, the sample was immersed into concentrated citric acid (C6 H8 O7 ) (1 g C6 H8 O7 powder:1 ml distilled water (H2 O)) and hydrogen
peroxide (H2 O2 ) with (5:1) concentration for 60 seconds to remove 50 nm of InAs cap layer.
After groth, the sample was mounted on 1 cm2 sapphire substrate using Norland Optical
Adhesive (NOA88) and cured with UV light. The GaAs substrate was removed by mechanical polishing and etched with NH4 OH:H2 O2 :H2 O solution in ratio of 1:3:16. Finally, to
remove the InAs buffer layer, the sample was immersed in the same solution for 40 minutes.
A schematic of the processed sample is represented in the inset of Figure 2.12. There is a
slight blue shift in the PL signal of the MQW structure after the process [see Figure 2.12].
This is due to the strain relaxation of the structure [50] after the removal of GaAs substrate.
By comparing the PL spectra before and after processing, it is clear that the integrity of
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the MQW structure remained unaffected.

2.4.2

InAs/AlAs0.16 Sb0.84 superlattice

The type-II MQW structure has large confinement for electrons in the quantum well and
low confinement in holes at valence band [Figure 2.13(a)]. Figure 2.13(b) shows a Tauc plot
recorded by the Fourier transform infrared (FTIR) spectroscopy, performed under ambient
temperature. Using the Tauc plot, the sample absorption coefficient (α) can be calculated
by, αhv = A (hv − Eg )1/n , where Eg is the bandgap, hv represents the energy of the photon,
and A = − log (I/Io ), where Io and I represents transmission through the background and
the sample respectively. The value for n can be determined by considering the nature of
the electron transition from conduction to valance band. For direct transitions n = 1/2,
and for indirect transitions n = 2. In this system, the Tauc plot is best fitted with n = 0.9,
saying that the MQW structure demonstrates the properties of infinite quantum well [142]
[refer to Figure 2.13] due to the confinement of the quantum wells in the system.
According to Figure 2.13(b), the bandgap of the superlattice lies around 0.83 eV at
room temperature. This is in agreement with the PL peak data presented in Figure 2.13(d).
Additionally, the Tauc plot indicates the split-off band energy (∆0 ), which resembles the
∆0 of InAs [149]. The spectral all lie on top of the strong Fabry-Pérot fringes due to the
thin film nature of the sample.
Figure 2.13(c) and (d) show selected temperature-dependent PL spectra and the peak
energies of PL spectra from 77 K to 300 K. With the increment of lattice temperature,
PL peak shifts towards lower energy for temperatures less than 75 K [refer inset of Figure 2.13(d)]. Then, the peak shifts towards higher energy till the lattice temperature reaches
∼ 125 K (known as “s-shape” behavior). When the lattice temperature is above 125 K,
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Figure 2.13: (a) Simulated energy profile of the InAs/AlAs0.16 Sb0.84 MQW sample. Figure
modified from Esmaielpour et al. [49] (b) Tauc plot of InAs/AlAs0.16 Sb0.84 superlattice
at room temperature.(Enlargement of shaded area represent the fittings for different n
values)(c) Normalized temperature-dependent photoluminescence for 150 K, 225K, and 300
K. (d) The peak energy as a function of temperature. Figure (c) and (d) modified from
Esmaielpour et al. [50] and Tang et al. [150].

the PL peak shift towards the lower energy. The behavior of the PL peak energy with
the temperature is due to carrier localization [150] in the superlattice heterostructure. The
s-shape behavior of PL peak energy (T < 125 K) is due to the trapping and de-trapping of
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the photogenerated carriers at localized states at the quantum well interface created due to
alloy fluctuations. At elevated temperatures (T > 125 K), hole levels at the quantum well
interface gain sufficient thermal energy to delocalize in the MQW superlattice. This causes
the PL peak shift to lower energy.
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Figure 2.14: (a) Quasi-type-I recombination at T < 100 K dominated by quasi direct
transitions between holes localized in alloy fluctuations and electrons in the QW. (b) Pure
Type-II transitions between electron in QW and holes in the barrier, and (c) the quasi-II
situation in which the holes states are degenerate and delocalized at high temperatures.
Figure modified from Esmaielpour et al. [50].

This type-II MQW superlattice system demonstrates different recombination pathways
of photogenerated carriers in the QW and barrier regions structure at different temperature.
Figure 2.14 shows these effective transitions of the structure.
For T < 100 K, photoexcited electrons recombine into photogenerated holes at the
valance band, where they are trapped as localized levels at QW interface states created
by alloy fluctuations [refer to Figure 2.14(a)]. Therefore, in this temperature range, the
band configuration of the structure is called quasi type-I. Due to this, the photogenerated
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electrons relax into localized states at the interface.
For the temperature range 100 K < T < 225 K, localized holes at the interface get
thermally excited, becoming unavailable for transitions and they relax into the nearest
available hole states in the QW barrier, creating type-II band alignment in the system
[Figure 2.14(b)]. Electrons in the conduction band have to recombine with holes at the
AlAsSb barrier. The wave functions of the electron and hole are spatially separated which
prolongs the lifetimes of hot carriers.
At elevated temperatures (225 K < T ), due to shallow valance band offset (63 meV) [151],
hole states wavefunctions are delocalized throughout the superlattice. This results in a
stronger overlap of the electron-hole wave function. This regime is labeled quasi type-II
band alignment [Figure 2.14(c)].

2.4.3

Type-II MQW band structure

The InAs/AlAs0.16 Sb0.84 MQW structure consists of 30 periods of type-II multiple quantum wells. A schematic of type-II structure is showed in Figure 2.15(a). The structure
consists of one light hole and three heavy hole levels in the valence band and two confined
electron levels in the conduction band. Apart from that, the structure contains L and X
(not shown in the schematic) valleys at 1.26 eV and 1.86 eV from the Γ point.
Figure 2.15(b) shows the calculated band structure for the AlAs0.16 Sb0.84 /InAs/AlAs0.16
Sb0.84 superlattice based on an 8-band k.p model including temperature and strain dependent band parameters. This band structure was calculated using the Naval Research
Laboratory’s (NRL) MultiBands software tool [152] and reported in more detail by Whiteside et al. [151]. AlAs0.16 Sb0.84 /InAs/AlAs0.16 Sb0.84 form quantum wells with type-II band
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Figure 2.15: (a) Schematic diagram of the type-II quantum well stucture. (b) Band structure [151] of the InAs MQW superlattice. The inset shows the band minima and maxima of
a single QW with confined energy levels at k = 0 cm−1 . Figure modified from Piyathilaka
et al. [142].

alignment. Electrons in (e1 and e2) conduction sub-band states are confined in the InAs
well, and heavy (hh1, hh2, hh3) and light holes (lh1) valence sub-band states are confined
in the AlAs0.16 Sb0.84 barriers. Figure 2.16 shows the calculated absorption. The bandgap
is E g (T = 4 K)= 0.857 eV arising from the e1-hh1 transition (denoted P1 ). Transition
from hole bands to e1 contributes to increased absorption above E g , culminating in a peak
absorption (P2 ) at the e1-hh3 transition energy near 0.89 eV. The simulated optical absorption is determined from the band structure and the optical matrix elements. Not shown in
Figure 2.15(b) are the L-valley and X-valley local minima of the e1 conduction band [153]
which may also play a role in the scattering of the electron once photoexcited to sufficiently
high excess energy.
Temperature contraction of the P1 and P2 transition energies are taken into consideration when determining excess-photon energy (∆(T ) = E pump − E g (T )). Hole state occupancy (due to alloy intermixing defects in the well) and wavefunction localization/delocaliza-

44

3000

P2

Absorption (cm-1)

2500

P3
P4

2000
1500
1000

P1

500
0
-100

-50

0

50
100
D(T) (meV)

150

200

Figure 2.16: Simulated optical absorption of InAs/AlAsSb MQW structure. Figure modified
from Piyathilaka et al. [142].

tion are also factored into account as the system transition from being quasi-type-I at 4 K
to type-II at ∼ 150 K and quasi-type-II above that temperature [50].
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Chapter 3:
Ground-state charge carrier transport

3.1

Introduction

Carrier transport is a crutial part of the puzzle for efficient photovoltaic devices. In this
chapter we explore the AC conductivity because it will be a referance for the excited-state
conductivity explored in Chapter 5.
Hall-effect measurement is the most commonly used technique for investigating the
transport mechanisms in semiconductor materials. However, this technique uses contacts
and measurements that become dominated by contact effects and the junction parameters
such as resistivity. This can be overcome in noncontact all-optical measurements such as
THz AC-photoconductivity [138, 154], where transport properties are measured using THzTDS as the probe [71, 72]. Apart from that, THz-TDS facilitates the extraction of the
material’s complex optical properties without using the Kramers-Kronig relations [155].
In this chapter, THz AC-conductivity measurements are performed on InAs/AlAs0.16
Sb0.84 MQW structures for a range of lattice temperatures. THz AC-conductivity determines the unexcited carrier transport, in which the carrier concentration versus temperature
is related to an average defect concentration, and the mobility is related to microscopic scattering mechanisms.

3.2

Ground-state conductivity

As discussed in section 2.3, THz-TDS is a reliable method to characterize AC conduc46
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tivity of materials. As shown in Figure 3.1, the complex transmission of THz is calculated
by
T̃ (ω) =

ẼQW/ground (ω)
Ẽsubstrate (ω)

,

(3.1)

where ẼQW/ground (ω), and Ẽsubstrate (ω) are fast Fourier transform (FFT) of time-domain
THz electric field transmission through sample and substrate [138].
The transmission of THz signal through the thin sample can be related to a propagation factor exp(iñωd/c), the Fresnel transmission tij , reflection rij and Fabry-Perot term
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Fijk [154]
2ñq (ñv + ñs )
exp
T̃ (ω) =
(ñv + ñq ) (ñq + ñs )




F Pvqs F Pqsv
iωd
,
(ñq − ñv )
c
F Pvsv

(3.2)

where subscript q,s and v indicate the QW sample, substrate and the vacuum respectively,
d is the sample thikness and c is the vacuum speed of light. At normal incident
Fijk (ω) =

h

ip
2ñωdj
r
r
exp
i
,
ji
jk
p=0
c

PP

rij =

(ñi −ñj )
(ñi +ñj ) ,

(3.3)
(3.4)

where ñ is the complex refractive index. In the Fabry-Perot term, p is determined by the
number of internal reflections recorded in the time domain data. At the limits p → 0 thick
samples (d > λ) and p → ∞ for thin films (d  λ). Here the thin-film limit is taken for the
QW sample and the thick sample limit is taken for the substrate, where | ñq ωd/c | 1,
Fvqs (ω) =

∞ 
X
p=0



2ñq ωd p
1
rqs rqv exp i
=
.
c
1 − rqs rqv e2iñq ωd/c

(3.5)

Using Euler’s formula and considering ñv = 1, transmission can be expressed as
T̃ (ω) =

(1 + ñs )

.
(1 + ñs ) − i ñ2q + ñs ωd/c

(3.6)

This simplification is carried out considering the limits, F Pvsv = F Pqsv = 1 for thick
sample, and nq ωd/c  1, κq ωd/c  1, where κq is the extinction coefficient. Then taking
a Taylor series expansion, it can be approximated cos(ñq ωd/c) ∼ 1, sin(ñq ωd/c) ∼ ñq ωd/c,
and e−iωd/c = 1. The dielectric function becomes
(ω) = L (ω) +

iσ(ω)
ω0 ,
2
ωT
O
,
2 −iωγ
−ω
TO
TO

L (ω) = ∞ + (dc − ∞ ) ω2

(3.7)
(3.8)

where 0 , L , and σ are permittivity of free space, lattice dielectric constant, and conductivity, respectively. ∞ , dc , ωT O , and γT O are the high-frequency dielectric constant,
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static dielectric constant, transverse optical (TO) phonon frequency and phonon-damping
constant. Here L can be approximated to be dc because phonon frequencies are typically above the bandwidth of the experimental range. Moreover, the refractive index of
the material can be related to the dielectric constant, such that  = ñ2 . Therefore, using
equation 3.6, the dielectric function of the QW sample (q ) becomes
ic (1 + ñs )
q =
ωd




1
− 1 − ñs .
T̃ (ω)

(3.9)

Comparing the equations 3.7 ans 3.9 and considering the sample to be highly conductive,
the complex conductivity can be expressed as

1
−1 ,
T̃ (ω)
p
where Z0 is the free-space impedance represented as Z0 = µ0 /0 .
(1 + ñs )
σ̃q (ω) =
Z0 d

3.2.1



(3.10)

Conductivity models: AC-conductivity

THz is sensitive to all the free carriers in the system because the electric field drives this
motion. The AC conductivity of the sample can be determined as a function of frequency
through the numerical transform and the shape of the complex spectrum can be fit to
different conductivity models, each with significant constraints on the carrier transport.
Therefore, by fitting the complex conductivity [σ̃q (ω)] to the proper conductivity model,
the DC conductivity, carrier density, scattering rate, and mobility of the sample can be
determined.

3.2.1.1

Drude-Lorentz conductivity model

There are several conductivity models used to analyze frequency-dependent conductivity.
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The most commonly used model is the Drude-Lorentz model, where the electron-hole plasma
is considered to be a noninteractive gas. Moreover, collisions between carriers randomize
their momentum with a characteristic scattering rate. Carriers undergo forced damped
harmonic oscillationin response to the electric field, and the displacement (x) of carriers
from its equilibrium point is given as
dx
q
d2 x
+γ
= ∗ ET Hz ,
dt2
dt
m

(3.11)

where ET Hz is the THz electric field, q is the charge, m∗ is the effective mass, and γ = 1/τ
is the scattering rate. Considering a plane THz electric field of the form of ET Hz = Ee−iωt ,
where ω is the angular frequency, the displacement takes the form x = x0 e−iωt . Substituting
these in to equation 3.11 and using the polarization P = χ0 E = N qx, and dielectric
function becomes equation 3.7. The conductivity can be derived as
σ̃D (ω) =

N q2
τ
,
∗
m 1 − iωτ

(3.12)

where N is the carrier density.

3.2.1.2

Drude-Smith conductivity model

However, for nanostructures [156], the Drude-Lorentz model does not describe the conductivity to interations with boundaries that lead to the backscattering of carriers. Therefore, an extension for this model was proposed by Smith [157], by allowing carriers to preserve part of their velocity after the first scattering event. The Drude-Smith conductivity
model is given by


N q2
τ
cb
σ̃DS (ω) =
1+
,
m∗ 1 − iωτ
1 − iωτ

(3.13)

where cb is the backscattering coefficient. This parameter is the expectation value of the
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scattering angle (hcos θi), such that cb = −1 is complete backscattering and cb = 0 recovers
the Drude-like response without backscattering.
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Figure 3.2: Simulated (a) real and (b) imaginary parts of conductivity using Drude-Smith
model for different back-scattering values, cb .

3.3

AC conductivity in InAs/AlAsSb MQW

The temperature-dependent AC conductivity was performed using the THz-TDS technique described in section 2.3.1. Figure 3.1(b) shows typical THz transients for transmission
through the substrate (orange left triangle) and sample without (black diamond) photoexcitation. The region of the THz transient that is of interest is near time zero. This can be
isolated by using a window function to remove the reflection of the THz near 10 ps, prior
to performing a numerical transform to acquire the THz spectrum. In these transients,
only slight difference in transmission is observed between substrate and sample indicating
that the ground-state interactions are weak and suggesting low ground-state carrier density.
Nevertheless, evaluation of THz AC conductivity is very sensitive to free carriers. For all
temperatures, the spectral range of complex conductivity is chosen to be from 0.2 THz to
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1.5 THz due to limitations in transmission through cryostat windows.
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Figure 3.3: (a) Real and imaginary parts of ground-state conductivity for 4 K (black square)
and 300 K (cyan down triangle); (b) temperature dependence of extracted carrier density
fitted with Fermi-Dirac model; (c) Temperature dependent mobility fitted with a multicomponent scattering model.

The conductivity data were fitted using the DS model discussed in the previous section.
Figure 3.3(a) shows the real and imaginary parts of the ground-state conductivity for 4 K
and 300 K. For this system, the DS model was fitted with cb ≈ −0.5 for all temperature
ranges, confirming the moderate back scattering at boundaries, as expected for the carrier
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dynamics in semiconductor nanostructures [138, 158].
Figure 3.3(b) shows the extracted ground-state carrier density from the DS fitting of the
conductivity data as a function of temperature. The ground-state carrier density increases
with the temperature due to Fermi smearing and increased occupancy in the conduction
band. The temperature-dependent is fit to a Fermi-Dirac model [155] in order to determine
the aggregate defect density and binding energy in the system. The occupancy is
N (T ) =

2ND
r
 b ,
E
ND
1 + 1 + 4ĝ Nc exp kBDT

(3.14)

b gives the average dopant binding
where ND represents the net dopant density, and ED

energy, ĝ = g1 /g0 , g1 - the ratio of dopant / initial dopant degeneracy, T is the lattice

3/2
temperature, and kB is the Boltzmann constant. Here Nc = 2 me kB T /2π~2
, me ,
represents mass of an electron and ~ is reduced Planck constant.
N (T ) is constant up to ≈ 60 K, above which it increases and saturates at approximately
120 − 150 K. The onset of the low-temperature change in N (T ) corresponds to the quasitype-I to type-II transition [50] (detailed discussion in section 2.4.2). The Fermi-Dirac fit
suggests ND = 1.45 × 1011 cm−2 , which agrees with the estimate of unintentional doping
b = 13.36 meV [142,
concentration (∼ 1011 cm−2 ), and with an aggregate binding energy ED

159–161].
Several temperature-dependent scattering mechanisms govern carrier transport in semiconductors. These scattering mechanisms include carrier-carrier, impurities, defects, and
interactions with phonons in the system [138, 146, 147, 162]. The mobility can be defined
using the scattering time (τ ), the charge of the carrier (e), and the effective mass (m∗ ) of
the carrier.
µ=

eτ
,
m∗
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(3.15)

and combined with the Matthiessen’s rule
1
µ

=

P

1
µi .

(3.16)

Figure 3.3(a) shows the individual contributions and the combined mobility. The most
relevant scattering mechanisms are chosen based on the geometry and characteristics of the
MQW structure [138, 146].
Temperature-dependence of carrier transport is strongly influenced by the occupancy
(or ionization) of impurities (or defects) states [155, 162], which is described as
µion =

27/2 (4π0 s )2 kB T 3/2
"

2 # ,
√
3

k
T
s
0
B
π 3/2 Z 2 e3 m∗ ln 1 +
2 1/3

(3.17)

2Ze Nion

where Nion is the ionization impurity density, s is the low-frequency dielectric constant, 0
is the dielectric permittivity of free space, Z is the charge of ions, and e and m∗ are physical
quantities described above. Since the hetro-structure has quasi 3D wavefunction [40, 142],
ionization impurity scattering of a 3D model is used.
Scattering is also expected from polar optical phonons, primarily because the phonon
bottleneck results in optical phonon emission and reabsorption by the carriers. Polar optical
phonon scattering is described as
µpolar

4πp ~3
=
θpol m∗2 kB d0



θpol
−1 ,
exp
T

(3.18)

where 1/p = (1/∞ ) − (1/s ), with ∞ being high-frequency dielectric constant [163], θpol
temperature of the phonon, and d0 is the width of the quantum well.
Additionally, the MQW has many interfaces where alloy fluctuations are known to occur
and hence affect the carrier transport. Alloy fluctuation scattering is given by [159]
3

e~
µalloy = 16
2 ,
3b x(1−x)2 m∗2
xy Ω0 ∆Val
1/3

e2 N (T )
,
b = 33mz8~
2
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(3.19)
(3.20)

where ∆Val is the alloy potential, x is the alloy mole fraction, mxy is the interpolation of
the transverse effective masses of AlAs and AlSb at the Γ point, Ω0 is the volume occupied
by one atom, N is carrier density, and mz is effective mass in the growth direction [149].
It is evident that alloy scattering makes the mobility constant at lower temperatures,
and polar optical scattering dominates at higher lattice temperatures. This behavior is
consistent with the significance of the phonon bottleneck on excited-state carrier cooling
and now also on ground-state transport. The extracted value of ∆Val in alloy scattering is
8.1 meV, which is in the range of the potential of alloy fluctuations in the system (8 − 9
meV) [150]. Also, Nion per well is 2.17 × 1015 cm−3 , which is in reasonable agreement
with the ND in Fermi-Dirac model which is 3.76 × 1015 cm−3 . Therefore, the temperature
dependence of the ground-state mobility in the system suggests that mainly polar, alloy,
and ionization impurity scattering mechanisms dominate the system.

3.4

Chapter Summary

The temperature dependent THz-TDS technique was employed to characterize the
ground-state transport characteristics of the InAs/AlAsSb MQW structure. The groundstate carrier density follows Fermi-Dirac distribution with the carrier dopant density of
1.45 × 1011 cm−2 .
The ground-state mobility consists of ionization impurity, polar optical phonons, and
alloy scattering. Alloy scattering contributes to ground-state mobility at low temperatures,
while optical phonon scattering dominates at higher temperatures. The Ionization impurity
scattering is negligible throughout the temperature range but not neglected because the
system is unintentionally dopant.
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Chapter 4:
Effect of phonon-phonon interactions in enhancing
hot-carrier lifetimes

4.1

Introduction

Controlling the heat losses in the materials opens up potential pathways to enhance
the performance of electronic devices such as near-infrared photodetectors [164], plasmonic
devices [165], solar cells [55, 166], and specifically reducing the thermalization and cooling
losses of hot carriers to develop HCSC [32, 39, 42, 167, 168].
In this chapter, the TRTS technique is employed to investigate the characteristics of hot
carriers in the InAs/AlAsSb MWQ structure as a function of temperature for fixed pump
excitation energy above the bandgap and fixed pump fluence. Temperature-dependent hotcarrier lifetime and carrier-relaxation mechanisms are extracted.

4.2

Hot-carrier cooling in InAs/AlAsSb MQW structure

Typically, hot carriers loose their energy due to thermalization and cooling via the
emission of longitudinal optical (LO) phonons [Figure 4.1]. In III-V semiconductors, the
coupling between carriers and phonons happens via Fröhlich interactions. In phonon-phonon
interactions, LO phonons convert into two transverse acoustic (TA) phonons by the Klemens
process [169]. These LO phonons can also dissipate into a combination of a TO phonon and
a longitudinal acoustic (LA) phonon through the Ridley mechanism [Figure 4.2] [170]. This
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is possible for the acoustic modes with a larger wavevector to satisfy the energy convention.
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Phonons
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Pump
EV
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Figure 4.1: Schematic diagram of hot-carrier cooling in semiconductors.

In HCSC applications, the power conversion efficiency is improved by reducing the
thermalization losses. Therefore, the absorber material in HCSC should have a low thermalization coefficient. Recent studies found that AlSb [171], InN [172], and BSb [173]
materials show low carrier thermalization, which is suitable to be used as the absorber for
HCSC applications. This phenomenon is mainly due to the sizeable phononic band gap in
these materials. Due to this characteristic, Klemens process [169] usually dominates the
phonon-phonon interactions.
Nevertheless, nonstructural materials, such as GaAs/AlGaAs MQW [174], also demonstrate slower carrier cooling rates than bulk materials. This is prominently due to the confinement of carriers in the low-dimensional structure. This causes a phonon bottleneck [48],
and reduced cooling rates.
Figure 4.2(a) illustrates the carrier cooling process in the QW system. Upon creating
hot carriers, carriers are cooled by the emission of LO phonons. These LO phonons are
anharmonically coupled with LA phonons. In the InAs/AlAsSb MQW structure, due to
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the smaller effective electron mass in InAs QW, the conduction band’s energy distribution
is higher than the holes in the valance band. Therefore, electrons have better thermal distribution than the holes in the valence band. With increasing excitation density, the LO
phonon density of the system increases, creating an imbalance in the phonon population.
This is because LO phonon generation occurs faster than the Ridley and Klemens interactions. This phenomenon creates non-equilibrium LO phonons, which creates the phonon
bottleneck [48] in this MQW system. Due to this bottleneck, the efficiency of cooling of hot
carriers gets reduced. Therefore the carriers remain “hot” in the structure. Effectively this
contributes to the longer lifetime of hot carriers.
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Figure 4.2: (a) Illustration of the relaxation of carriers through LO phonon emission and
the subsequent generation of LA phonons in QW. Phonon density of states and dispersion
calculated using density function theory analysis for (b) AlSb, and (c) InAs. The shaded
regions indicate the difference the phonon band gap. Arrows represents the relaxation
channels.(Black: Klemens and Red: Ridley). Figure modified from Esmaielpour et al. [50].

Figures 4.2(b) and (c) show the density functional theory calculations for phonon energy
dispersion for AlSb and InAs. In modeling, the AlSb is used instead of AlAsSb, because
As- contribution (16%) can be neglected from the calculations. Klemens’s process becomes
weak in polar semiconductors if LO phonon energy is twice the LA phonon energy. The
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energy ratio for LO and LA phonons in InAs is closer to 1, resulting in the Klemens process
becoming strong. But, in AlSb ~ωLO /~ωLA ∼ 1.9 indicates a week Klemens process. This
is due to the large phononic bandgap in the AlSb and the poor thermal conductivity [175].
On the inspection of phonon dispersion, the mismatch LO phonon energies in InAs and
AlSb inhibit heat propagation between InAs QW and AlSb barrier [54]. Moreover, since
thermal transport is low, it can be estimated that the acoustic phonon density of state is low.
In semiconductor systems, heat propagation is mainly governed by the acoustic phonons.
In this MQW system, acoustic phonon density is comparatively smaller than the optical
phonon density due to the slow conversion rate of LO phonons to LA and TA phonons,
creating high optical phonon density. The lower density of state provides a bottleneck in
the phonon distribution and a reduction in the rate of optical-to-acoustic phonon transition.
The higher occupancy of LO phonon modes during an excited carriers lifetime can then lead
to reabsorption of the phonon by the carriers, stabilizing the hot carriers.

4.3

Hot-carrier lifetimes

Quantitative carrier lifetimes of photoexcited carriers are determined by TRTS, which
measures the AC photoconductivity as a function of the delay time between a near-infrared
pump pulse (at 1.03 eV) and a THz probe pulse for a series of lattice temperatures.
An optical pump pulse results in a photoexcited carrier density of ≈ 1014 cm−2 per
well, based on the absorbance at 1 eV, the number of wells, and the average power of the
laser beam on the sample and the pulse duration and repetition rate (or pulse energy). For
pump-probe measurement, tT Hz is set to the maximum of the THz transient, maximize
the free-carrier absorption from optical pumping. Then the delay time (∆τ ) between the
THz probe and the optical pump can be varied over a range of 2 ns, with ≈ 1 ps time
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resolution. The optical pump is mechanically chopped at a sub-harmonic frequency of the
laser amplifier. The resulting differential transmission is detected in a lock-in amplifier,
referenced to the pump modulation frequency.
The measurements presented in Figure 4.3(a) are recorded at the maximum THz field
and only respond to the change in THz absorption ∆E(t)/E as a function of the pump-probe
delay time (t), due to free carriers created by pumping above the band edge of the QWs.
These free carriers cause additional absorption, which reduces the peak of the THz electric
field. Transients are recorded for a range of temperatures from 4 K to 300 K that resolve
both faster and slower decay dynamics. The fast decay dominates at low temperatures and
is followed by a slower decay that dominates at higher temperatures. The transient decays
are best fitted by a three-component model, which accounts for recombination through at
least two sets of states. This is given by


3
− (t − t0 )
∆E(t) X
=
Ai exp
,
E
τi

(4.1)

i=1

where Ai and 1/τi are each component’s amplitude and decay rates. This neglects the fast
rise time recorded in the measurements, which is on the order of the cross-correlation of the
excitation and THz pulses. Consequently, Figure 4.3 focuses on the decay processes and
plots the temperature dependence of the amplitudes (b) – (d) and decay times (e) – (g).
Visual inspection of the three decay contributions reveals the fast component [i = 1,
Figure 4.3(b, e)] to be significantly different mechanism from the intermediate [i = 2,
Figure 4.3(c, f)] and slow [i = 3, Figure 4.3(d, g)] components. First, the amplitude of the
fast decay [Figure 4.3(b)] decreases with temperature and has a slight monotonic increase
of lifetime [Figure 4.3(e)] with temperature. The fast component is attributed to direct
recombination within the QW due to recombination from the e1 to localized hole states
arising from alloy fluctuations, as illustrated schematically in Figure 2.14(a) [49, 150].
In contrast, the slower components grow in amplitude [Figures 4.3(c,d)] with tempera60
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Figure 4.3: Carrier dynamics of MQW system: (a) Normalized differential terahertz (THz)
transmission for a range of lattice temperatures. The inset shows the collinear experimental
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Figure modified from Esmaielpour et al. [50].
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ture and have distinct non-monotonic lifetimes [Figures 4.3(f,g)]. This increasing lifetime
with temperature directly probes the type-II [Figure 2.141(b)] transition and the thermally activated carrier escape above 100 K. Moreover, the temperature dependencies of the
two slower components are highly correlated, most likely indicating that they can be attributed to a two-step decay process between the same sets of initial and final states. These
competing transients are attributed to the redistribution of photogenerated holes and the
degeneracy of the valence band at elevated temperatures; which leads to competition and
the convolution of PL from multiple confined hole states and the ground-state electrons.
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Figure 4.4: Temperature dependence of the sum of the amplitudes extracted from the
transient absorption at each temperature. Mechanism 1 corresponds to A1 , mechanism 2
corresponds to A2 + A3 . Figure modified from Esmaielpour et al. [50].

Figure 4.4 shows that summing the three transient amplitudes reveals a near-complete
transfer from the fast to the slower components with increasing temperature. At temperatures below 200 K, there is a total amplitude of the signal of −0.8%, determined by A1 .
At higher temperature A2 ans A3 dominates but the sum stays closer to −0.8%. This only
starts to decay at higher temperatures indicating a weaker process emerges that reduces the
absorption of pump light into a free-carrier absorption signal that modifies the transmitted
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THz radiation. If |A1 | → |A2 & A3 | then all processes are linked to the initial absorption
and by the states that absorb. This means that the transfer in amplitudes is also dominated
by the availability of a certain set of states involved in the recombination. Since it is known
that hole states arising from alloy fluctuations become available at low temperatures, it
is their availability, with holes as the minority carriers, likely dominate the temperature
dependence of all the allowed transitions.
To fit the temperature dependence, an emperical model is used to link the availability of
the alloy fluctuation states with the amplitudes of the decay mechanisms. In addition, the
lifetimes of those states are associated with faster or slower dynamics. First, it is assumed
that fast recombination can occur at low temperatures through the direct recombination
between electron states and alloy fluctuation states within the well (quasi-type I system).
The amplitude is determined as


T − ∆Edh /kB
A1 (0)
erfc
,
A1 (T ) =
2
wdh /kB

(4.2)

where A1 (0) is the initial amplitude at low temperature, T is the temperature, ∆Edh /kB
is the temperature where alloy fluctuation states become unavailable and wdh /kB is the
range of temperature from completely available to unavailable; hence, ∆Edh and wdh are
the corresponding energies of those last two variables.
Figure 4.4 shows that a complete conversion between the fast direct and the slower
indirect decay mechanisms is nearly valid. Hence, the higher temperature reduction of the
fast amplitude results in the growth of the slower indirect recombination mechanisms. This
occurs between electrons in the well and holes in the barrier. Since both intermediate and
slow recombination has nearly identical temperature dependencies, the inverse expression
to equation 4.2 describes their behavior
A1 (0)
A2,3 (T ) = A2,3 (0) + C2,3
2




T − ∆Edh /kB
1 + erf
,
wdh /kB
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(4.3)

where A2,3 (0) is the low-temperature decay rate for the intermediate (2) and slow (3) decay
contributions, which are not forbidden only less likely, and C2,3 are the branching ratios for
the two decay contributions as they become more likely at higher temperatures.
Overall, in equations 4.2 and 4.3, the only relevant parameters for understanding the
energy scales involved in the recombination amplitudes are ∆Edh and wdh . Their values
are agree well with the peak energy shift and broadening of the PL data [50]. All the other
parameters are fitting parameters associated with the total available densities of states of
this specific sample.
Modeling these states as an allowed direct transition reveals a 17.5 meV energy difference
from the hole states in the barrier with a 9.5 meV spread, which with the activation energy
form localized to free carrier regime (quasi-type-I to type-II) determined previously [150].
Fitting the decay times for the fast (1), intermediate (2), and slow (3) contributions
requires different behavior for the fast component in comparison to the two slower components. There also appears to be an interplay between the three. At low temperatures,
the fast component dominates and suppresses the decay time of the slower components. At
intermediate temperature, the sample transitions from quasi-type-I to type-II, increasing
the time constants of the slower components. Finally, at the higher temperature, the delocalization of the hole states throughout the entire quasi-type-II system reduces the slower
time constants while increasing the faster one.
The fast decay time is modelled as a low temperature component, τ1 (0) = 13 ps, with
an increasing temperature dependent contribution, τ1T = 0.08, such that



kB T
,
τ1 (T ) = τ1 (0) 1 + τ1T exp
∆

(4.4)

where ∆ = 5.5 meV is the increase factor with temperature.
The intermediate and slower decay contributions are given by






T − TT
kB T
τ2,3 (T ) = τ2,3 (0) 1 + τ2,3T 1 + erf
exp −
,
TW
∆HT
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(4.5)

where τ2 (0) = 150 ps and τ3 (0) = 1700 ps are fitting parameters for the suppressed low
temperature time constants respectively, τ2T = 2.6 and τ3T = 0.6 are the rates of increase
when the system becomes type-II. In both cases, the intermediate behavior is dominated
by the second-order transition with temperature (TT = 95 k) and transition width (Tw =
20 K) and finally by the reduction of these indirect transition times by ∆HT = 14.6 meV.
Modeling the fast lifetimes reveals a near temperature-independent lifetime of about
13 ps [Figure 4.3(e)], with a slight increase at the higher temperature that can be attributed to increased uncertainty as to the significantly longer-lived decay contributions
become dominant. At low temperatures, the quasi-type-I (direct) recombination suppresses
[Figure 2.14(a)] the time decay of the slower contributions. However, as the temperature
is increased, the quasi-type-I components are switched off, and the true type-II (indirect)
structure dominates the decay times [Figure 2.14(b)]. At very high temperatures, the hole
states become more delocalized throughout the entire structure, such that the system is
considered to be quasi-type-II [partly type-I – Figure 2.14(c)], which lowers the decay times
of the slower carrier dynamics.

4.4

Chapter Summary

In this chapter, the TRTS experiment revealed enhanced hot-carrier lifetimes in type-II
InAs/AlAsSb MQW heterostructure. As the lattice temperature of the system increases the
hot carrier lifetimes get increased. This is attributed to the system’s temperature-dependent
band alignment (quasi-type-I, type-II, and quasi-type-II) with the temperature.
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Chapter 5:
Metastability in excited hot-carrier population

5.1

Introduction

Bandgap engineering of monolithic structures to include quantum-confinement enhance
optical absorption [176], type-II band-aligned quantum wells spatially separate electrons
and holes to increase the excited-state carrier lifetime [50, 177] and structures with highly
contrasting media can reduce the cooling through phonons [44, 178]. All of these properties
occur in InAs/AlAs0.16 Sb0.84 MQWs, where a hot-carrier distribution is shown along with
extended carrier lifetime as a result of inhibited phonon-phonon interactions [50]. In steadystate PL, these MQWs have shown evidence of hot carriers [150], non-monotonic emission
energy as a function of lattice temperature due to the complicated valence band structure [151], and even inter-valley scattering of electrons to the long-lived L-valley states [153].
Transient absorption directly shows long-lived carriers, complementing the evidence of hot
carriers and the non-monotonic temperature dependence [50]. Phonon band structure calculation supports the suppression of Klemens’ process that successfully converts optical
phonons into acoustic phonons [169] in favor of the Ridley mechanism, which is less effective [170]. Moreover, poor thermal conductivity due to the phonon impedance mismatch
between the MQW layers results in a hot acoustic bath. Overall, the entire electron-tothermal cooling pathway is slowed, and the optical phonons can be reabsorbed by hot
carriers, stabilizing them in non-thermalized states [50, 179].
This chapter, nonequilibrium carrier relaxation mechanisms are further investigated using the TRTS. These investigations are carried out as a function of temperature, pump en-
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ergy, and pump intensity. The transient absorption data is converted into the rate equation
to capture the carrier relaxation rates. This analysis gives insight into the carrier-densitydependent relaxation mechanisms.

5.2

Main recombination mechanisms in semiconductors

Before investigating the hot carrier dynamics of the MQW structure, understanding
the carrier relaxation and recombination mechanisms in semiconductors is essential. In
semiconductors, nonequilibrium carriers can be generated by electron beam injection via
contacts or through the absorption of light that has photon energy exceeding the semiconductor’s bandgap. With the initial excitation of carriers, the carriers thermalize and cool,
typically occurring within 10-100 fs after excitation. Afterward, the carriers are relaxed
into low-energy states in the band structure. Figure 5.1 illustrates the main recombination
mechanisms in semiconductor materials.
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Figure 5.1: Diagram of recombination mechanisms in semiconductors. (a) Radiative recombination (∼ np), (b) Auger recombination (∼ n2 p, np2 ), (c) Trap-assisted Auger recombination (∼ n2 , p2 ), and (d) Shockley-Read-Hall (SRH) recombination (∼ n, p).

These mechanisms can be separated as radiative and non-radiative recombination pro67

cesses. This classification is made because in the radiative process, the energy is released
by the emission of photons, and for the non-radiative process, the energy is converted into
heat by phonon emission, or electronic (holic) excitation.
Radiative recombination is the relaxation of excited electrons from the bottom of the
conduction band to holes at the top of the valence band. This mechanism is also known as bimolecular recombination and band-to-band recombination. This process is more prominent
in direct bandgap semiconductors. During this process, when the recombination occurs,
energy is emitted as photons with the energy of the semiconductor’s bandgap. In indirect
semiconductors, this process is less probable because it requires the assistance of phonons
to undergo radiative recombination. Recombination in MQW superlattices are yet more
complicated and the band structure needs to be calculated (see section 2.4).
The radiative recombination involves both electrons and holes [see Figure 5.1(a)]. Therefore, the rate of radiative recombination can be represented as
RRAD = β (np − n0 p0 ) ,

(5.1)

where n0 , and p0 are equilibrium electron-hole concentration and n, and p total electron
and hole density in the system. Here β is the radiative recombination coefficient, and the
radiative lifetime can be expressed as
τRAD =

1
,
β (no + po + nexc )

(5.2)

where nexc is excess electron density which equal to pexc .
The prominent recombination process in a low-carrier injection regime is band-impurity
recombination. This process is well known as Shockley-Read-Hall (SRH) recombination
[Figure 5.1(d)], which was describes in 1952 [11]. This process is slow and considered nonradiative because no photon is emitted through this process. For SRH, the recombination
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rate can be represented as
RSRH =

σn σp vth Nt (np − n0 p0 )
,
σn (n + nt ) + σp (p + pt )

(5.3)

where Nt is the trap density and vth is the thermal velocity which is in the range of 107
cm/s. σn and σp considered to be capture cross section for electrons and holes.
Considering these factors nt and pt can be represented by
√



F
n0 p0 exp Ekt −E
,
BT


√
F
pt = n0 p0 exp − Ekt −E
,
BT
nt =

(5.4)
(5.5)

where kB being the Boltzmann constant, EF and Et are Fermi energy level and trap energy
level of the material respectively. Therefore, the lifetime of electrons and holes can be
expressed as
τn =

1
Nt vth σn ,

(5.6)

τp =

1
Nt vth σp .

(5.7)

Considering these expressions, the lifetime of the SRH mechanism can be represented as


√
√
τp n + n0 p0 e(Et −EF )/kB T + τn p + n0 p0 e−(Et −EF )/kB T
τSRH =
.
(5.8)
n0 + p0 + nexc
Auger recombination is more prominent in semiconductors at high injection rates. In this
process, the energy of electron-hole recombination is released non-radiatively by promoting
a third particle (electron or hole) deeper into their respective bands [Figure 5.1(b)]. This
hot carrier eventually releases its excess energy via phonon emission. Since this process
involves three carriers (∝ n2 p or ∝ np2 ) the recombination rate can be expressed as


RAuger = Cn n2 p − n20 p0 + Cn np2 − n0 p20 ,

(5.9)

where Cn and Cp are Auger coefficient for electrons and holes. Therefore, the lifetime of
this process can be expressed as
τAuger =

1
,
γ n2exc
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(5.10)

with γ being Auger-recombination coefficient.
If an excited carrier transition into a trap state and the released energy promotes another
carrier this is known as trap-assisted Auger recombination [180], which is a non-radiative
process that is slower than Auger recombination.
Therefore, with the initial generation of excess carriers, the relaxation of these carriers
can be represented as
dnexc
nexc
=−
= −(α nexc + β n2exc + γ n3exc + · · · ),
dt
τ

(5.11)

where α being SRH coefficient, and τ is the carrier lifetime. Since the total carrier lifetime
consists of individual recombination mechanisms, τ can be represented as
1
1
1
1
=
+
+
+ ··· .
τ
τSRH
τRAD
τAuger

(5.12)

Similar process can be defined for holes.

5.3

Inversion analysis

Decay dynamics like Auger recombination and radiative recombination are not singleexponential decays and deviate from simple solutions. Typically, experimental results are
fit to a sum of exponential functions with each decay constant assigned to a different decay
mechanism. An assumption is made that all lifetimes are independent from the carrier
density, which is only valid for low carrier injection rates and at least average at high
carrier consentrations. Each component of the exponential sum can also considered to be
attributed to a single loss despite carrier density. A single transient that comprises multiple
decay mechanisms is a solution to the rate equation involving those decay mechanisms.
The inversion analysis technique transforms the transient back into the underlying rate
equation at all carrier densities and overcome the assumptions made about mechanisms.
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First, the transient absorption data are converted into carrier density [181] by
nexc




1
∆E
,
=−
ln 1 − abs
σd
E

(5.13)

where nexc , σ and d are the excited carrier density, absorption cross-section and thickness
of the sample. The σ is an energy dependent parameter, and can be found by
nexc ≈
∆E
E

I0 ·αpump
,
~ω

(5.14)

= exp(−σnexc d) − 1 ≈ σnexc ,

(5.15)

where I0 and α are the incident pump flux (J/cm2 ) and the absorption coefficient (cm−1 ).
Therefore, the σ is determined by taking the inverse of the slope of the maximum of the
transient absorption and the excitation pump intensities.
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Figure 5.2: (a) Transient differential THz-electric field [∆E(t)/E] through the MQW sample
at 4 K for the excitation photon energy of 1.03 eV. (b) Relaxation and/or recombination
rate of excited-state carriers. Dashed guides to the eye represent known recombination
mechanisms (m = 1: SRH, m = 2: Radiative and trap-assisted Auger recombination,
m = 3: Auger recombination).
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5.4

5.4.1

Relaxation dynamics of hot carriers

Energy dependence of hot-carrier relaxation

The previous chapter discussed the transient absorption measurements of these InAs/
AlAsSb MQWs, performed at single excitation energy above the lowest interband transition,
leaving unresolved the exact origin of the various competing phonon- and electron-scattering
mechanisms that can contribute to the longevity of hot carriers [50, 179]. In this chapter, transient absorption measurements are performed for a range of excitation conditions
(charge-carrier density and excess-photon energies) to disambiguate the complexity of the
charge-carrier dynamics of InAs/AlAs0.16 Sb0.84 MQWs for a range of lattice temperatures.
Analyzed results reveal contributions from the transitions from the various hole states to the
electronic resonance in the InAs well. The most striking result is a strong plateau observed
in the transient absorption for low excitation densities, sufficient excess-photon energy, and
low-to-moderate lattice temperatures.
Figure 5.3(a) shows a schematic of the optical pump and THz probe spectroscopy performed on an InAs/AlAs0.16 Sb0.84 MQW. More details of this technique were discussed in
chapter 2. As a reminder, the tuning range is 1200 nm (1.03 eV) to 1600 nm (0.775 eV).
Throughout the tuning range, the excitation density in the MQW is kept constant at ∼ 1013
cm−2 .
Figure 5.3(b) shows two examples of transient differential THz electric field [∆E(t)/E]
transmitted through the MQW sample which is cooled to 4 K and excited with 0.85 eV and
0.97 eV pump photon energies. The transients exhibit a fast rise with a multi-exponential
decay that persists for over a nanosecond. The maximum amplitude of the transients
increases with increasing pump photon energy, and a plateau, lasting a few picoseconds in
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Figure 5.3: (a) Schematic of the optical pump THz probe experiment geometry. EOS =
electro-optic sampling. (b) Transient differential THz-electric field [∆E(t)/E] through the
MQW sample at 4 K for the excitation photon energies of 0.85 eV (cyan) and 0.97 eV (red).
Multi-exponential fits are shown as solid lines, comprised of a fast (dash line), intermediate
(dotted line), and slow (dash dot-dot line) component. The insets show a semi-log plot of
the transient data and respective fits in the range 0.79 – 1.03 eV. Figure modified from
Piyathilaka et al. [142].

duration, emerges in the higher pump photon energy transients. This plateau is more clearly
visible in the inset of the figure, where the pump-probe delay time is plotted on a semilogarithmic scale, and data are shown for the excitation range of 0.79 eV to 1.03 eV. This
excitation range corresponds to an excess-photon energy range of -50 meV< ∆ <175 meV
(∆(T ) = E pump − E g (T )) at 4 K and blue shifts with increasing temperature. Transients
are also recorded for 100 K, 200 K, and 300 K.
To capture the plateau, the transients are fit to a three-component solution to the
canonical rate equation





3
∆E(∆t) X Ai
(t − t0 )
(t − t0 )
=
1 + erf −
exp −
,
E
2
τRi
τDi
i=1
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(5.16)
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Figure 5.4: Excess-photon energy dependent of (a) |A1 | and (b) τR2 from the fitted transients
for 4 K and 300 K, revealing a plateau in the former. The inset in (a) shows the below
bandgap response of A1(300 K). (c) Temperature dependence (up to 200 K) of the on
magnitudes for fast decay mechanism black square (|Aplt |) for step function and orange
diamond for energy onset of the plateau. Figure modified from Piyathilaka et al. [142].

where ∆t = t − t0 , and Ai , τ Ri , and τ Di are amplitude, rise time and decay time for the ith
component respectively. For best fitting, the first rise component (τ R1 ) is chosen to be the
cross-correlation of the pump and probe pulses, rounded to ∼ 200 fs. The second and third
rise components (τ R2 and τ R3 = τ R2 ) are free parameters to best fit the plateau region
at early delay times in the transients. The various parameters extracted from the fits are
plotted in the next few figures along with temperature- and energy-dependent analysis.
Figure 5.4(a) and (b) show the extracted magnitude (|A1 |) and rise time (τ R2 ), as a
function of ∆(T ) for T = 4 K and 300 K. At 4 K, both |A1 | and the τ R2 are correlated,
exhibiting a transition at ∆plt ≈ 100 meV. ∆plt corresponds to the onset of the plateau in the
transients and is best understood by comparing the constituent transients in Figure 5.3(b).
For 0.85 eV excitation (< ∆plt ), |A1 | is small (exhibiting a weak free-carrier absorption
74

signal) and τ R2 ≈ τ R1 , indicating excitation into long-lived states that are responsible for
strong PL [150]. By contrast for 0.97 eV excitation (> ∆plt ), |A1 | is significant, exhibiting
both a fast rise and decay. The fast decay is simultaneous with a slow rise of the longer-lived
states, indicating a subband transfer of charge carriers.
The magnitude of the metastable plateau is modeled as

|A1 (∆, T )| = Aplt (T )



[∆ − ∆plt (T )]
1
,
erfc −
2
w

(5.17)

where Aplt (T ) is the temperature-dependent amplitude of the plateau contribution and w
is the transition width (limited by the spacing of the tuning of the laser’s center photon
energy). A similar expression can be determined for τR2 with an addition of a τR1 -like term
below ∆plt (T ). Figure 5.4(c) shows that Aplt (T ) increases up to T = 200 K as the band
structure contracts and the density of states at each energy interval increases. Figure 5.4(c)
shows that ∆plt also increases up to 200 K, most likely due to thermal-expansion-induced
strain (resulting from the sample being adhered to the sapphire substrate that modifies the
band positions with respect to one another [182]).
In contrast to the 4 K data, at 300 K, the ∆-dependence of |A1 | does not show the
plateau behavior. Instead, |A1 (∆)| comprises a weak exponential growth for ∆ < 0 [see
inset of Figure 5.4(a)] and a saturating power-law growth for ∆ > 0. This behavior is also
seen for the magnitudes of the two slower decay components |A2,3 |; see Figure 5.5(a) and
(b). Above Eg , the magnitude is indicative of the interband absorption and ∝ |A(i,q) |∆q ,
where q is determined by the density of states [183]. [Namely, q = 0 for localized states,
q = 0.5 for purely direct-gap transitions in bulk, q = 1 for transitions in an infinite quantum
well, and q = 2 for purely indirect transitions in bulk.] Figure 5.5(c) shows that q ≈ 0.5 at
low temperature for all three constituents of the transient, indicating that the absorption
is direct and bulk-like, which is unsurprising for the 30-periods InAs/AlAs0.16 Sb0.84 MQW
with a fairly large penetration depth of the wavefunctions into the barriers and with alloy75
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Figure 5.5: Excess-photon energy dependence of (a) |A2 | and (b) |A3 | at low and high
lattice temperatures. Temperature dependence of (c) power value, q, to determine the
band-to-band excitation transition type and (d) Urbach energy, u0 , for below-gap absorption
contributions. Figure modified from Piyathilaka et al. [142].

intermixing states at the good interface [184]. As temperature increases, the fast and
intermediate components increase by about 40% (and overlaps with the q value extracted
from |A1 | when the plateau vanishes at room temperature), while q decreases by about 50%
for the slow component. A weighted sum may be able to determine the fraction of direct,
indirect, allowed, and forbidden transition contributions [185].
Below Eg , the magnitude of the transients shows an absorption tail ∝ |A(i,u) | exp(∆/u0 ),
where the Urbach energy (u0 ) characterizes the extent of the below-gap absorption tail due
to structural and thermal disorder [186]. Figure 5.5(d) shows the temperature dependence
of the Urbach energy exhibited in all transient components. At low temperature, u0 ≈ 45
meV and it increased by ∼ 4% at 300 K. Lattice vibrations and dynamic structural disorder
both effect u0 (T ) [187]. The former only increases u0 (T ) as a function of T due to a growing
phonon distribution [188], whereas dynamic structural disorder can reduce u0 (T ) and has
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been related to the onset of medium-range order, typically in amorphous materials. For
the high-quality MQW sample, the lattice vibration contribution to u0 (T ) must dominate.
This is supported by the analysis of Urbach energy using the Einstein model


1
kB Θ 1 + X
,
+
u0 (T ) =
σ0
2
exp(Θ/T ) − 1

(5.18)

where X is a dimensionless parameter related to structural disorders, 1/σ0 is a dimensionless
constant related to electron-phonon coupling and Θ is the Einstein temperature (which is
∼

3
4

of the Debye temperature). Here, X = 4.29 × 10−3 , approaching the value for a perfect

crystal (X = 0) [189], due to very mild disorders [159–161]. Although not the central
focus of this chapter, it would be possible to add a disorder potential to band structure
calculations in order to simulate the extracted Urbach parameter at low temperature.
The long-lived components of the decay transients are responsible for the strong PL and
their decay times appear to be somewhat unaffected by the pump photon energy. For 4
K and averaged over the pump detuning, τD2 = 0.16 ns and τD3 = 0.91 ns; see inset of
Figure 5.6(a). Both of these values increase with increasing temperature, which is associated
with the increase of the phonon distribution and the expected phonon-induced stabilization
of the hot carriers (discussed in the Chapter 4) [50].
Decay mechanisms can be determined by recapturing the rate-equation by inverting
the transient and converting it into ∂[n, p]/∂t versus [n, p] by use of the linear absorption
coefficient for excitation pulse. In this case, n and p are the photoexcited electron and hole
populations [190] and the slope indicates the decay mechanism. Figure 5.6(a) shows the rate
equation for 1.03 eV excitation (∆ > ∆plt ) at 4 K and 300 K on a logarithmic scale. Overlaid
are guides to the eye demarcating the [n, p]m /τ slopes with τ as the instantaneous decay
time. In this analysis, m = 1 corresponds to SRH dynamics, which involve recombination
of electrons or holes with defect state (hence, ∼ n/τ or ∼ p/τ ); m = 2 corresponds to
interband radiative recombination (∼ np/τ ) or trap-assisted Auger scattering, where SRH
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Figure 5.6: (a) Relaxation and/or recombination rate of excited-state carriers for 1.03-eV
excitation at 4 K (black) and 300 K (cyan). Dashed guides to the eye represent known
recombination mechanisms. Inset: temperature dependence of decay times τD2 and τD3 ,
averaged over excess-photon energy. (b) Excess-photon energy dependence of fast decay
time (τD1 ) fit with five Gaussian distributions centered at D* and P1 -P4 (dashed lines).
The latter is determined from the simulated optical absorption (solid line). Figure modified
from Piyathilaka et al. [142].
.
recombination results in scattering of a carrier of the same species (∼ n2 /τ or ∼ p2 /τ ); and
m = 3 corresponds to Auger scattering, where interband recombination results in scattering
of a carrier (∼ n2 p/τ or ∼ np2 /τ ) [191–193].
For 4 K, the slope indicates the dominance of Auger recombination at high carrier
concentration as might be expected in a high-confinement nanostructure. This corresponds
to the plateau region at the beginning of the transient. Auger recombination gives way
to trap-assisted Auger or radiative recombination and finally SRH dynamics as the carrier
concentration continually decreases. In contrast, 300 K data does not show the initial Auger
scattering, m = 2 processes persist to much higher carrier concentrations and the trend is
otherwise similar to the low-temperature results at lower carrier concentrations.
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Table 5.1: Rate constant for 1.03 eV pump excitation (Linear (α), quadratic (β), and cubic
(γ)).
T (K)

α (ps−1 )

β (cm−2 ps−1 )

γ (cm−4 ps−1 )

4

4.68 × 10−3

9.75 × 10−16

4.8 × 10−29

300

4.45 × 10−3

5.96 × 10−16

−

The temperature behavior is consistent with PL results [150] only if (i) Auger-scattering
during the plateau region leads to a persistence of hot carriers followed by a strong burst
of radiative emission as the carrier concentration decays and (ii) radiative recombination
dominates over trap-assisted Auger when excitation does not lead to the plateau behavior.
For this ∆, conversion from dynamics that include the plateau response at low temperature
to dynamics without it at near-room temperature is likely related to the higher-temperature
delocalization of the valence bands throughout the MQW structure [150].
The high carrier-excitation regime varies significantly with temperature; therefore, it
is reasonable to expect that – unlike the long-lived decay times – τD1 exhibits a strong
dependence on both ∆ and T ; see Figure 5.6(b). Data are fitted with five Gaussian distributions, each with a center position that corresponds to either the defects D* (below
Eg ) or P1 through P4 and with widths that are commensurate with the Urbach tailor, the
width of the calculated optical absorption also shown in the figure [151]. At low temperature, τD1 increases from just below Eg to a maximum at the P2 energy identified in the
absorption calculations and decreases above that energy. At 100 K, the maximum of τD1
shifts between P2 and P3 and is about three times slower. Excitations at the band edge
(P1 ) now have a faster decay, while excitation at or above P2 are stabilized by phonons
and the Auger recombination process. This result clearly indicates that the various hole
states indeed have different decay times. At 200 K, the MQW band alignment is known to
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be type-II and τD1 is radically increased across the entire pump detuning range, exhibiting
slower decays from defect contributions below P1 and ever slower decays from the states
above. This behavior is similar for 300 K with a further slowing at the higher range of ∆
where it is presumed the increased phonon distribution better stabilizes the hot carriers.
For all temperatures, large τD1 values are limited at upper energy of P3 which corresponds
well with ∆plt (T ) determined from the amplitude analysis. Above this upper energy limit,
all excitations are fast and result in transitions to the longer-lived states. Only the data for
300 K show a significant τD1 above P3 , where the P4 resonance also contributes to slowing
the initial decay.
The energy and temperature dependence of the charge-carrier dynamics in the InAs/Al
As0.16 Sb0.84 MQW are complicated due to the multiple hole subbands, the unusual interaction with phonons, the changing of the localization of the holes with temperature, and the
possible interaction with moderate numbers of defects that give a non-zero contribution to
the dynamics below the bandgap. Analysis of the dynamics encourage several questions,
the most prominent being what is the origin of the metastability at early times and the
resulting plateau seen in various components of the deconvolved transients?
Defects associated with the alloy fluctuations have mean binding energy of ∼ 25 meV [150],
which is four or five times smaller than ∆plt extracted from Figure 5.4(c). Hence, alloy fluctuations are excluded from consideration as the origin of the metastability. Nonetheless,
these defects play a role directly in short-time dynamics when the excitation is below the
bandgap or through long-timescale recombination dynamics, such as trap-assisted Auger
and SRH mechanisms, when exciting above the bandgap.
One possible origin is the excitation at k 6= 0 states, where due to valence-band mixing
there are saddle points and even local minimum in hh3 such that the dispersion can slow
the relaxation of the holes and limit recombination with e1 electrons. In the simulations,
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the exact energy of the local minima is more error-prone than the determination of k 6= 0
states. Reasonably errors of ∼ 10 − 20 meV provide a sufficient margin to suppose that
optical excitation from hh3 →e1 occurs at ∆ ≈ 100 meV at low temperature and slightly
more at elevated temperatures. If this argument is upheld, it may also explain why there
are so many components observed in the transients, since the signal would be dominated by
the hole bands, both in terms of the response to excitation and in terms of the mechanisms
of decay. For example, it is clear that the metastable state at early times does eventually
relax into long-lived states where stable hot carriers persist through the inhibited electronphonon interaction. This is consistent with increasing temperature delocalizing the hole
wavefunctions and allowing this metastability to no longer play a role in the dynamics.
Alternatively, even though the onset of the plateau occurs several 100’s of meV below
the excitation energy required to expect easy intervalley scattering to the L-valley [32, 42,
153, 179, 194], the electric field of the THz probe is approximately double the required field
to result in a Gunn effect in these samples ∼17 kV/cm [153].
However, if hot electrons persist and are even heated through electron-phonon interactions after their initial excitation, some degree of band tilting due to the THz field may
scatter e1 electrons into the L-valley [39] to contribute to the complicated transient response.
This effect does not quite match with the initial experiments performed for a range of probe
electric field strengths (straddling ∼ 17 kV/cm), where it might be expected that at lower
field strengths the sharp edge of the plateau in |A1 |(∆) may soften or the plateau may even
vanish. To test this hypothesis, transient absorption data were collected as a function of
THz probe intensity at 4 K. The pump energy is chosen to be at the onset of the plateau
[refer Figure 5.7; Change of the amplitude in (a) is attributed to the fluctuations of pump
intensity]. The data are fitted with the multi-exponential rate equation (equation 5.16).
According to the analysis, even at a probe field strength of ∼ 8 kV/cm, the onset of the
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Figure 5.7: (a) THz electric field dependent transient absorption of the MQW sample at
4 K for the excitation photon energies of 0.96 eV. THz electric field dependent of (b) |A1 |
and (c) τR2 from the fitted transients.

plateau is still sharp and unmodified [Figure 5.7 (b) and (c)].
A final and less likely alternative is the trapping of charge carriers in defect states.
Despite the high-quality epitaxial growth InAs/AlAsSb quantum wells are known to have
the disorder [160, 195, 196] – as evidenced by the Urbach tail. There are a host of potential
unintentional defects that may trap the carriers, but without testing the specific sample
with electron paramagnetic resonance spectroscopy it would be hard to identify a particular
defect that may be expected to result in long-lived carrier trapping.
Based on this discussion, Figure 5.8 summarizes the nonequilibrium dynamics of photoexcited electrons and holes in the MQWs. For excess photon energies below the onset of
the metastable plateau in the dynamics (∆ < ∆plt ), the excitation amplitude shows a mostly
square-root dependence as a function of ∆. This is indicative of exciting direct transitions
hh1-e1, lh1-e1, and hh2-e1, with carriers promoted symmetrically into the parabolic band
at in-plane wavevector k⊥ > 0. Carriers then undergo charge separation into type-II-aligned
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Figure 5.8: (a) Interband Excitation by the optical pump creates holes (p) and electron (n)
in the valence and conduction bands [151] at non-zero in-plane wavevectors. (b) Excitation
with pulse detuning at ∆ ≥ ∆plt results in decay by Auger-scattering [∝ n2 p, np2 ], followed
by intraband relaxation via phonon emission [Ω], then (c) trap-assisted Auger [∝ n2 , p2 ]
and radiative recombination [∝ np] and finally by Shockley-Read-Hall dynamics [∝ n, p].
Excitation with ∆ < ∆plt results in decay only through the stages outlined in (c). Figure
modified from Piyathilaka et al. [142]
wells and barriers, trap-assisted Auger scattering (∝ n2 , p2 ) with InAs interface traps [150,
197, 198], radiative recombination (np) responsible for PL [150] and SRH non-radiative
recombination (∝ n, p) with interface and mid-gap states [150]. Weak electron-phonon
coupling and phonon-phonon scattering [167] slows carrier thermalization and intraband
relaxation, instead stabilizing the hot carriers and resulting in prolonged decay times. In
addition, for ∆ > ∆plt at temperatures ≥ 200 K, hh3-e1 transitions are symmetrically excited at k⊥ > 0, where local minima in the hh3 states are suspected to further stabilize
the holes and even reduce charge separation by reducing wavefunction overlap. During
the plateau regime, scattering to k = 0 states is further reduced and conventional Auger
scattering (∝ n2 p, np2 ) occurs pushing carriers deep into their respective bands. In InAs,
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Auger scattering is dominant for holes [191–193]. Slowly, the carrier density decreases via
intra-valence band scattering and the dynamics revert to that seen for excitation ∆ > ∆plt .

5.4.2

Intensity dependence of hot-carrier relaxation

The InAs/AlAsSb MQW structure was photoexcited by 1.03 eV pump energy for a series of pump intensities at selected lattice temperatures of 4 K, 100 K, 200 K, and 300 K.
Figur 5.9 shows the differential transients at 4 K for a range of pump intensities. The transients consist of a fast rise with multiple exponential decays. The amplitudes of transients
increase with increasing pump intensity and exhibit metastability of nonequilibrium carriers
above ∼ 5 GW/cm2 pump intensities. The metastability was previously investigated for a
series of photoexcitation energies.
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Figure 5.9: Differential transient for a range of pump intensities with photon energy of 1.03
eV and the lattice temperature of 4 K.
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Photoexcited carrier dynamics are modeled by fitting the transients with a solution to
the rate equation (equation 5.16). When the transients exhibit metastability, A1 and τR2
shows a step, where this can be described by


I − I0 (T )
1
,
A1 (T ) = A10 (T ) + A11 (T ) erfc −
2
w

(5.19)

A11 (T ) is the temperature-dependent amplitude that contributes to the plateau, and w is the
transition width of the step function. I0 (T ) is the pump intensity where the metastability
is visible in the transient. A10 (T ) = A0 [1 − exp(−αI)] for the intensities below the plateau
in the transient and for higher lattice temperatures where transients do not exhibit a step.
To model τR2 , the same procedure was followed, and at lower pump intensities and higher
lattice temperatures, τR2 becomes τR1 ≈ 200 fs. The fitting allows for the identification
of the metastable regime and qualifies the expected decay rates. It also demonstrates how
metastability dominates the transient response under appropriate excitation conditions.
Finally, the results show that the excitation saturates at high lattice temperatures.
Converting the transient into the rate-equation allows for determination of the relaxation
rate and decay mechanisms when plotting rate (∂Nexc (Nexc ) /∂t) [142, 190, 199, 200].
Figures 5.10 shows the (c,d) rate versus carrier concentration and (e,f) carrier lifetime versus
carrier concentration for pump intensities of ≈ 4.2 GW/cm2 and ≈ 6.1 GW/cm2 and lattice
temperatures of (c,e) 4 K and (d,f) 300 K. The pump intensities were chosen to straddle
the onset of the metastable regime due to excitation density at low temperature. Guides
to the eye represent the carrier recombination mechanism. In green, m = 1 represents
the SHR mechanism (n/τ or p/τ ) where recombination occurs through impurity levels
[Dmg or D* in Figure 5.8] and dominate the low excitation density regime. In orange,
m = 2 represents radiative recombination (np/τ ) or trap-assisted Auger recombination
(n2 /τ or p2 /τ ), typically dominating the middle range of excitation densities. In red,
m = 3 represents the Auger recombination mechanism (n2 p/τ or np2 /τ ) typically occurring
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Figure 5.10: Intensity dependence of (a) A1 and (b) τR2 of the multi-exponential rate
equation. Recombination rate of photo-excited carriers at 1.03 eV pump excitation for
selected pump intensities at (c) 4 K and (d) 300 K lattice temperatures. Dashed lines
(red, orange, and green) represent the relaxation mechanisms, and the region separated
by black and gray dashed lines represents the amplitudes of the multi-exponential fitting.
Nonequilibrium carrier lifetimes at (e) 4 K and (f) 300 K lattice temperatures. Dashed lines
represent the carrier density range for extracted carrier decay times from multi-exponential
fitting.

at higher excitation densities.
From this analysis, it is clear that the higher-order relaxation mechanisms are directly
related to the step behavior of A1 , which was hypothesized in the previous studies. Overlaid
on Figures 5.10 (b) and (c) are the ranges of A1 , A2 , and A3 for comparison. It is can be seen
that the general overlap allows for an understanding of which mechanism should correspond
to which exponential decay component. For high intensities and low lattice temperatures,
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Table 5.2: Cubic rate constant (γ) for 1.03 eV pump excitation at 4 K lattice temperature.
Pump intensity

γ

(GW/cm2 )

(cm−4 ps−1 )

4.2

1.08 × 10−29

6.1

4.57 × 10−29

the initial response of the system is dominated by Auger recombination, which scatters
excited carriers deeper into their respective bands and allows them to experience slower
recombination rates through the lower-order mechanisms.
Auger scattering still occurs for the lower intensity plot in Figure 5.10 (b) but at a lower
rate, most likely because the excitation density requires such quick scattering of carriers and
dissipation of energy. By contrast, the Auger-scattering mechanism is suppressed at high
temperatures regardless of excitation intensity. The dominant decay mechanisms are either
radiative recombination or trap-assisted Auger scattering. Given the reasonably strong
PL at high temperatures in this sample [150], it is most likely that the former mechanism
dominates.
Figures 5.10 (e) and (f) show the inverting decay rates, namely the instantaneous carrier
lifetime as a function of excitation density. For comparison to the more comprehensive
analysis of instantaneous lifetimes, the average values of τD1 , τD2 , and τD3 are overlaid,
showing that they generally agree especially for the lower-order decay mechanisms. The
deviation for the higher-order illustrates the problem with the multiple-exponential decay
and in this case, τD1 values include the rise τR2 – used to model the metastability – that
further distorts the simple analysis. The inversion analysis allows direct read-off of the
carrier lifetime as a function of excitation density.
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5.5

Chapter Summary

Hot-carrier dynamics were investigated using TRTS with respect to the temperature,
excitation pump energy, and excitation pump intensity. The excited metastable carriers can
be observed when the excess photon energy exceeds ∼100 meV at sufficiently low lattice
temperature. This metastability most likely corresponds to local minima in the non-zero inplane wavevector states of the hh3 band and leads to an accumulation of carriers that have a
slow intra-valence cooling. The dynamics of the metastable states are dominated by Auger
scattering that can potentially increase hot carrier extraction, assuming that extraction
can be achieved faster than the cooling. Once intra-valence band scattering occurs the
electron and hole recombination rates are typically slow due to charge-carrier separation in
the MQW structure and a slow cooling mechanism due to phonon-phonon coupling limits
and a thermal conductivity mismatch in the structure.
As a function of pump intensity, metastability of the excited carriers vanishes with the
reduction of pump intensity. And it confirms that the Auger scattering exhibited at higher
excitation densities and lower temperatures dominate in the metastable regime. Moreover,
when the pump intensity is increased, the Auger scattering rate increases to mitigate the
build-up of carriers. This lowers the carrier concentration and allows for slower recombination rates to dominate the hot-carrier dynamics.
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Chapter 6:
Non-equilibrium (photoexcited) state hot-carrier
transport

6.1

Introduction

In HCSC, the hot carriers must be extracted using energy-selective contacts before
the emission of optical phonons, which eventually convert into acoustic phonons. This is
crucial because the MQW structure used here exhibits a phonon bottleneck [50] that inhibits
this cooling. In order to do this, carriers must be transport themselves to the contacts.
Therefore, exploring the carrier transport mechanisms gives insight into the development
of hot carrier extraction.
The development of MQW structures using III-V semiconductors received significant
attention because it allows the control of the position of valance and conduction bands
as well as the purity of the superlattice [151]. Previous chapters discuss the hot-carrier
dynamics in the InAs/AlAsSb type-II MQW structure [50, 142] shows a long-excited level
carrier lifetime in addition to the meta-stability at early exciting times for 100 meV above
the bandgap excitation [142]. The spatial separation of electrons and holes and the inhibit
phonon-phonon interactions contribute to the long carrier lifetime, while complex valance
band states with local minima’s contribute to the system’s meta-stability. Therefore, investigation of transport mechanisms in excited-state hot-carriers facilitates the researchers to
explore energy selective carrier extraction methods for HCSC consisting of MQWs.
In this chapter, THz AC-photoconductivity measurements are performed on InAs/Al
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As0.16 Sb0.84 MQW structures for a range of lattice temperatures and optical excitation
conditions. This technique will facilitate investigating the MQW system’s carrier transport
when the system is at metastable and non-metastable states.
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Figure 6.1: (a) Schematic of THz transmission through the photoexcited MQW sample.
(b) Transient of THz transmission through the sapphire substrate and InAs/AlAs0.16 Sb0.84
MQW sample with photo-excitation. (c) Associated amplitude spectra resulting from a
numerical Fourier transform.

Compared to THz-TDS, which is sensitive to equilibrium charge carriers, TRTS mea-
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sures the photoinduced conductivity (∆σ̃q (ω)) of the system. As discussed in section 2.3,
the optical pump excites carriers into the conduction band, and the THz pulse probes the
excited charge carriers. The THz transmission through the sample is diminished because of
the photoconductivity due to excited charge carriers. The change in transmission of THz
due to photoexcitation can be calculated using
∆ẼQW/exc (ω)
∆T̃ (ω)
=
,
T̃ (ω)
ẼQW/ground (ω)

(6.1)

where ẼQW/ground and ∆ẼQW/exc (ω) are FFT of ground-state THz transmission and excitedstate THz transmission signal [see Figure 6.1(a)].
The induced photoconductivity ∆σ̃q (ω) is directly proportional to the differential transmission ∆T̃ (ω)/T̃ (ω). Considering the THz wave propagation through the sample with and
without photoexcitation, ∆T̃ (ω)/T̃ (ω) can be described as




∗ FP∗
 F Pvqs
ñv + ñ∗q ñ∗q + ñs
iωd ∗
∆T̃ (ω)
qsv
exp
ñq − ñq
− 1,
=
(ñv + ñq ) (ñq + ñs )
c
F Pvqs F P qsv
T̃ (ω)

(6.2)

where ñv , ñs , ñq , c, d and F Pijk are defined previously (equation 3.3), and subscript * represents the values when the sample is at photoexcitation. Considering the thin film limit
(d  λ, P → ∞) and substrate being very thick (ds > λ, P = 0) the equation 6.2 can be
simplified as
∆T̃ (ω)
T̃ (ω)

=

∗2
2
iωd (ñq −ñq )
c
(1+ñs ) ,

ic(1+ñs ) ∆T̃ (ω)
2
.
ñ∗2
q − ñq = −
ωd
T̃ (ω)

(6.3)
(6.4)

Then the complex photoconductivity can be calculated considering the photoinduced complex dielectric function.
2
∗
ñ∗2
q − ñq = q − q ,

∗q − q =

i∆σ̃q
ω0 ,

s ) ∆T̃ (ω)
∆σ̃q (ω) = − 0 c(1+ñ
.
d
T̃ (ω)
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(6.5)
(6.6)
(6.7)

In above equation ∆σ̃q (ω) is the photoconductivity of the MQW sample.

6.2.1

Conductivity models: AC-photoconductivity

To analyze photoconductivity, suitable conductivity models have to be employed. The
most commonly used models are the Drude-Lorentz and Drude-Smith models, which were
discussed earlier. Apart from those conductivity models, the Hopping model and Plasmon
model can be used to analyze the photoconductivity for this MQW system.

6.2.1.1

Plasmon conductivity model

The Plasmon model was proposed as a generalization of the Drude-Lorentz model [201],
where carriers experience an electrostatic restoring force. This model describes the conductivity of carriers where they are smaller than the THz wavelength. Due to this variance,
charge carriers cannot travel beyond the system’s boundaries, which creates Plasmon resonance. Therefore, the motion of charge carriers is described considering the motion of the
forced damped harmonic oscillator.
dx
q
d2 x
+ ω02 x = ∗ ET Hz
+γ
dt2
dt
m

(6.8)

Here ω0 is the resonant frequency of the oscillator. Considering equation 6.8 the Plasmon
conductivity model can be described as

σ̃p (ω) =

N q2
m∗



τ

1 − iτ ω − ω02 /ω

!
.

(6.9)

The Plasmon model exhibits a negative imaginary part, and the model can be simplified
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to the Drude model when ω0  ω. The resonant frequency can be represented as
s
N q2
ω0 = g
,
0 m∗

(6.10)

where g is related to the dielectric constant and geometry of the system. The Plasmon
model is well suited for metallic nanostructure materials where the ω0 lies in ultra-violate,
visible, and near-infrared range due to higher carrier densities. But for semiconductor
nanostructures, ω0 lies in the THz range because of lower carrier densities than the metallic
structures. It follows a linear relationship with the square root of carrier density.

6.2.1.2

Hopping conductivity model

Hopping model [202] is another way to analyze THz conductivity by treating the carrier
transport consisting of an intra-particle and an inter-particle component. In these MQW
heterostructures, there is a probability of carriers tunneling through one grain to another
quantum mechanically, contributing to the system’s overall conductivity.
The conductivity arising from quantum tunneling is represented by
σ̃t =

Nt e2 d2b
,
6kB T τt

(6.11)

where Nt , e, kB , db , τt , and T are tunneling carrier density, charge of carrier, Boltzmann
constant, barrier width, tunneling time, and lattice temperature respectively. Therefore,
Hopping conductivity arises from tunneling is
σ̃h (ω) =

−σ̃t iωτt
.
ln (1 − iωτt )

(6.12)

Therefore, the total conductivity of the system is calculated by
1
σ̃ ∗ (ω)

=

f
1−f
+
,
σ̃L (ω) σ̃h (ω)
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(6.13)

where intra-particle conductivity is assumed to be in the form of the Drude-Lorentz model
(section 3.1), and effective conductivity σ̃ ∗ (ω) was calculated by considering two channels
combined in series, where f is the volume filling fraction. Therefore this model is also a
suitable candidate to describe the conductivity of the systems like MQW structures.

6.2.2

AC-photoconductivity model for MQW system

To identify the suitable conductivity model for the AC-photoconductivity of the system,
the Hopping model, Plasmon model, and Drude-Smith model were fitted to the data at 4
K, and parameters and goodness of fit were compared. Figure 6.2 shows the fitting for each
model. Complex photoconductivity data were chosen to be in the range of 0.2 THz - 1.5
THz for all the data.
To compare the extracted carrier densities, the photoexcited carrier density was calculated using the method discussed in section 5.3. The calculated value for Nexc at 3 ps after
photo excitation for 1.03 eV (αd ≈ 0.24) excitation is 2.6 × 1013 cm−2 .

Table 6.1: Fitting parameters of Hopping model.
N cm−2



2.06 × 1012

Nt cm−2



1.05 × 1011

N + Nt cm−2
2.17 × 1012



τ (s)

τt (s)

f

8.56 × 10−15

7.6 × 10−18

0.0115

Figure 6.2(b) shows the fitting, and Table 6.1 shows the extracted parameters of Hopping model fitting. According to the parameters, the total density is an order of magnitude
smaller than the photo-excited carrier density. Moreover, the tunneling rate exceeds the
carrier-carrier scattering rate by ×103 times. This is not possible because carrier-carrier
scattering happens much faster than the tunneling rate. Also, intra-particle conductivity
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Figure 6.2: (a) FFT of THz transmission through the ground-state and photo excited-state
of MQW sample. Real (σr ) and imaginary (σi ) parts of AC-photoconductivity fitted using
(b) Hopping model, (c) Plasmon model, and (d) Drude-Smith model.

should have a higher filling fraction than the Hopping conductivity because tunneling probability should be very small. Due to these reasons, the Hopping model can be rejected for
modeling the AC photoconductivity in the MQW sample.

Table 6.2: Fitting parameters of Drude-Smith model.
N cm−2



2.42 × 1013

τ (s)

cb

5.45 × 10−14

−0.81

Figure 6.2(d) shows the fitting, and Table 6.2 shows the extracted parameters of DrudeSmith fitting for conductivity data. According to the data, the photoexcited carrier density
is approximately the same as the calculated carrier density at 3 ps pump delay time. The
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carriers have close to total backscattering because cb = −0.81 for a single scattering event.
This is reasonable due to the sample being a thin film. The fitting shows nonzero conductivity at zero frequency, but this contradicts with the data. Data clearly shows zero
conductivity at zero frequency.

Table 6.3: Fitting parameters of Plasmon model.
N cm−2



2.71 × 1013

ω0 (THz)

τ (s)

2.85

2.23 × 10−14

Next, the Plasmon model was fitted to the conductivity data. According to the extracted
parameters (Table 6.3), the carrier density follows the calculated excited carrier density.
Also, fit [Figure 6.2(c)] follows the experimental data, indicating zero conductivity at zero
frequency. The resonant frequency lies in UV, visible, and near IR ranges for metallic
nanostructures. However, for semiconductor nanostructures, it lies in the THz range because
of the lower carrier density in the structure compared to metallic structures. Considering
the fitting accuracy and the excited carrier density comparison, it can be concluded that
the Plasmon model is the best conductivity model for the analysis of photoconductivity in
the InAs/AlAsSb MQW sample.

6.3

AC-photoconductivity in InAs/AlAsSb MQW

A complex AC-photoconductivity spectrum ∆σ̃(ω)) is determined from the time-domain
THz transmission spectra for excited-states discussed in section 6.2.
Figure 6.3(a) shows the real and imaginary parts of ∆σ̃(ω) = σr (ω) + iσi (ω) for a series
of pump-probe delay times with fixed excitation at 1.03 eV and lattice temperature of 4 K.
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Increasing ∆t reduces the excited-carrier density Nexc , because carriers relax and recombine
through a range of dynamic mechanisms [181, 190]. Conductivity is directly proportional to
Nexc [139], therefore σr (and to some extent σi ) is also expected to decrease with increasing
∆t. However, as carrier density decreases, the mean free path lf of those excited carriers
increase. The scattering time is τ = lf /vth , where
r
vth =

3kB T
m∗

(6.14)

is the thermal velocity of the carrier. Estimated values for lf are presented in Table 6.4 and
discussed later. It is now clear that both through the mean-free path, the scattering time is
indirectly dependent on Nexc and on closer inspection, the conductivity may not decrease
directly proportionally to Nexc .
Figure 6.3(b) shows σr and σi for excitation energies of 0.93 eV and 1.03 eV for ∆t = 3
ps and T = 4 K. Overall, the higher excitation energy has a stronger conductivity, which
is indicative of a higher Nexc . This is consistent with data determined from the photonenergy-dependent excitation dependence and dynamics described thoroughly in the previous
chapter. Figure 6.3(c), shows the transient absorption at the maximum of the groundmax
state THz field EQW/ground
converted into excited carrier density (discussed in section 5.3).

Results confirm that at short delay times, Nexc is indeed higher for the 1.03 eV excitation.
These two photon energies straddle the onset of a metastable response, associated with an
indirect hh3→e1 transition > 0.98 eV and a higher density of states. The dynamics in
this regime have shown an increased Auger-scattering during early times that prolongs hot
carriers beyond their lifetime arising from the phonon bottleneck due to a reduced thermal
conductivity [50].
Spectra in Figure 6.3(a) and (b) where fitted using the Plasmon conductivity model
(section 6.2.1.1) to match positive σr and negative σi , with both trending toward zero for
low frequency with geometry factor g being 0.52 [136]. The Plasmon model has previously
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Figure 6.3: AC photoconductivity spectra for the MQW sample at a lattice temperature
of 4 K for (a) a range of pump-probe delay times and fixed excitation of 1.03 eV, and (b)
excitation of 0.93 eV and 1.03 eV for fixed ∆t = 3 ps. All the results are fitted with a
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shows the two excitation schemes in a single quantum well. (d) Resonant frequency as
a function of the square root of photoexcited carriers. Figures (a)-(c) are modified from
Piyathilaka et al. [203].
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been applied to semiconductors and their nanostructures. It agrees well with the measured
spectra for all pump-probe delay times for both 0.93 eV and 1.03 eV photoexcitation.
In all the cases, the photocarriers experience a restoring force because charge separation
occurs upon excitation followed by strongly damped harmonic oscillatory motion with ω0 ,
√
where this changes linearly with respect to the Nexc from 0.95 THz to 2.85 THz [see
Figure 6.3(d)].
Figure 6.3(c) shows the extracted Nexc (∆t) (data points) overlaid on the directly measured transients. The transients only measure variations in the maximum EQW/ground (ω)
in the THz trace while varying ∆t and are insensitive to the subtleties of the full THz
spectrum. Additionally, fitting the full THz spectrum by the Plasmon (or other) model
considers the sample geometry and carrier scattering mechanisms, such that Nexc can return values that do not match that of the transient. A good agreement between the two
approaches further confirms the validity of the Plasmon model.
The temperature and excitation dependencies of the excited carrier transport in the
metastable regime are obtained using the same approach, namely, by fitting the Plasmon
model to the AC photoconductivity spectra for the MQW sample with excitation at 1.03 eV.
Figure 6.4 shows typical results for σr and σi excited at 1.03 eV comparing ∆t = 3 ps and
90 ps for (a) T = 4 K and (b) T = 300 K. At both temperatures the earlier conductivity is
stronger and approximately equal. As with the excitation energy comparison, the excitation
density decreases with increasing ∆t, with a reduction in σr (@1 THz) from 3 ps to 90 ps is
∼ 60% at T = 4 K and only ∼ 35% at 300 K. This result is consistent with a slower carrier
density decay at the higher temperature [142]. All spectra exhibit the characteristics of the
Plasmon model, so values of Nexc can be extracted for lattice temperature and pump-probe
delay time.
Figure 6.4(c) shows Nexc (∆t) for 1.03 eV photoexcitation T = {4,100,200 & 300} K de-
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termined from the transient absorption (solids lines) and the Plasmon model (data points).
The measured and extracted Nexc match for the entire temperature and delay-time parameter space. Results are plotted on a semilog scale to accentuate the various decay regions,
especially the metastability distinctly observed as a ∼ 10 ps plateau in the 4 K and 100
K transient signals [142]. This plateau is less visible in the 200 K and 300 K transients.
At 300 K, the hole bands are expected to flatten sufficiently throughout the Brillouin zone,
overcoming the indirect nature of the hh3→e1 transition that is expected to be responsible for the metastability [151]. As with the individual AC photoconductivity spectra,
the higher temperature shows a slower decay due to an extended hot carrier density that
is slow to recombine because the charge-to-thermal energy pathway is hindered, both by
a phonon bottleneck in the decay of optical-to-acoustic phonon scattering and low thermal conductivity [50], resulting in reabsorption of optical phonons by carrier that prevents
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their thermalization. Therefore, at higher temperatures, the higher conductivity persists
for longer and is not enhanced or diminished by the lack of metastability exhibited at lower
lattice temperatures.
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Figure 6.5: Mobility versus carrier density for the MQW sample at (a) 4 K, photoexcited
at 0.93 eV and 1.03 eV, and (b) photoexcited at 1.03 eV for a range of lattice temperatures. Filled and open symbols represent µ(Nexc ) extracted carrier density from the transient absorption and the Plasmon model respectively. Data are empirically fitted with the
Caughey-Thomas curves. Figure modified from Piyathilaka et al. [203].

Scattering times (τ ) determined from the Plasmon model are related to the carrier
mobility µ = eτ /m∗ . Since τ are simultaneously found with the Nexc , µ(Nexc ) can be
plotted to illustrate the effect of carrier-carrier interaction on the mobility for different
excitation conditions. Figure 6.5(a) shows µ(Nexc ) for 1.03 eV and 0.93 eV photoexcitation
at T = 4 K. Data points are obtained from both the transient and Plasmon model estimates
of Nexc At both excitation energies, µ(Nexc ) starts at a similar value and then decreases
with higher carrier concentration in a manner that looks like the hyperbolic tangent of a
Fermi-Dirac distribution. This is consistent with the doping-concentration dependency of
mobility identified by Caughey-Thomas as sigmoidal curves [204] and applied elsewhere in
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photoexcited carrier GaAs [83] and Si [139] probed by time-resolved THz spectroscopy. The
µ(Nexc ) data can be empirically fitted by
k

µk =
k

k

µmax − µmin

k

β

1 + (Nexc /Nc )

+ µmin ,

(6.15)

k

where µmax and µmin are the maximum and the minimum mobility driven parallel to the
THz electric field, and Nc and β are the center and slope of the inflection between the
k

maximum and minimum values. For Nexc < 2 × 1012 cm−2 , µmax ≈ 2.48 × 103 cm2 /Vs
k

and Nc ≈ 1.04 × 1013 cm−2 for both excitations, whereas µmin ≈ 2.13 × 103 cm2 /Vs and
k

≈ 1.85×103 cm2 /Vs for 0.93 eV and 1.03 eV excitation respectively. The lower µmin for 1.03
eV excitation is due to an increased carrier-carrier scattering, that decreases the mean-free
path between scattering events, and hence a decreased drift velocity (vd = −µk E). Given
a maximum driving THz field of ≈ 25 kV/cm the maximum vd is 6.2 × 107 cm/s for both
excitation energies, which drops to minima of 5.33 × 107 cm/s and 4.63 × 107 cm/s for 0.93
eV and 1.03 eV excitation energy. These values are consistent with vd reported in confined
2D structures [205–208].
Figure 6.5(b) shows µ(Nexc ) as a function of T for 1.03 eV photoexcitation. For T = 4
K, data are the same as in Figure 6.5(a), while the other temperature data are acquired
using µ from the Plasmon model and Nexc from the transient absorption. All four data
sets exhibit the same sigmoidal behavior consistent with the Caughey-Thomas curves, with
fitting values given in Table 6.4. For all four temperatures, the maximum mobility is set
k

to µmax ≈ 2.48 × 103 cm2 /Vs consistent with the data from Figure 6.5(a), because this
value is determined from the low-excitation-density region of the transient where Nexc is
decaying toward zero regardless of the temperature. Moreover, this value is two orders of
magnitude larger than the ground-state carrier density (determined without the use of an
optical excitation pulse) and hence seems to be unrelated to and unaffected by the lattice
temperature that only weakly affects the AC conductivity results [Figure 3.3].
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The remainder of the fitting parameters, by contrast are temperature-dependent: Ink

k

creasing T decreases µmin and Nc , and increases β. The reduction in µmin may suggest
increased scattering at the early times after excitation even though there is little change
in the carrier density and unlike the photon energy independence of the position of Nc , its
change, in this case, suggests carrier-lattice interactions. The increase in β simply means
k

k

that the transition from µmax to µmin occurs over a narrower range of carrier density.

Table 6.4: Caughey-Thomas curve fitting parameters, calculated ambipolar diffusion coefficient and mean free path for a range of lattice temperatures. Table modified from
Piyathilaka et al. [203]
k

T

µmin

Nc

LD

lf

(K)

×103 cm2 /Vs

(nm)

(nm)

4

1.85 ± 0.08

1.04 ± 0.05

0.4 ± 0.03

24.5 ± 0.5

2.13 ± 0.07

100

1.80 ± 0.08

0.95 ± 0.05

10.19 ± 0.67

174.8 ± 0.9

9.92 ± 0.38

200

1.78 ± 0.08

0.75 ± 0.04

20.44 ± 1.34

391.5 ± 2.7

13.82 ± 0.54

300

1.76 ± 0.08

0.70 ± 0.04

30.74 ± 2.01

619.9 ± 3.5

16.67 ± 0.66



Dam

×1013 cm−2

cm2 /s





Carrier mobility is related to the MQW structure, and it is known that the electrodynamics properties of nanostructures are often excitonic, especially when length scales within
the structure are smaller than the excitonic Bohr radius [209, 210]. In this case, because the
AC photoconductivity fits a Plasmon model, the excited carriers are considered as electronhole pairs, that are loosely bound and experience ambipolar diffusion. The exciton Bohr
radius is
aX =

~2 ε
,
e2 m∗r

(6.16)

approximately 3 nm [211, 212], where ε and m∗r are the permittivity and reduced effective
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mass estimated from values of InAs and AlAsSb [149], and ~ is the reduced Planck constant.
From the Bohr radius, the Mott density is estimated to be
NM ott =

1
,
a2X

(6.17)

approximately 1.1 × 1013 cm−2 [213], which denotes the transition from a gas to a plasma
of the charge carriers, and it is illustrated by a dashed vertical line in Figure 6.5(a). For
comparison, the recombination dynamics have been assessed at different temperatures [142],
k

demonstrating that at early times of the transient, corresponding to µmin , are likely dominated by Auger recombination, whereas Nc (4 K) ≈ NM ott occurs in the carrier density
k

range where radiative recombination dominates, and µmax corresponds to a carrier density
dominated by SRH recombination. For low temperature, the Mott density is slightly below the transition from dynamics dominated by radiative recombination (Nexc < NM ott ) to
Auger recombination Nexc > NM ott . For the low temperature, it is reasonable that Auger
scattering leads to the break up of electron-hole pairs and energizes a plasma of the majority
carriers. At higher temperatures, this transition to Auger recombination does not occur, so
while the dynamics offer insight into the low temperature, they do not completely explain
the variation in Nc through the Mott density.
A drift-diffusion model can be applied to the transport of the native and excited carriers.
Shortly after excitation, photocarriers act as mostly neutral electron-hole pairs, so that they
are only partly driven by the probe THz electric field. Moreover, the drift contribution is
weakly dependent on temperature because the THz probe is fixed in strength. Hence, the
following analysis is limited to ambipolar diffusion [214] determined by an Einstein model
to be
Dam (T ) =




kB T
Nexc Nexc + N0
(2Nexc + N0 ) /
+
,
e
µp
µn

(6.18)

where N0 is native carrier concentration estimated from ground-state AC conductivity and
photoluminescence to be ≈ 0.5(1.5) × 1011 cm−2 at low(high) lattice temperatures, and
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µn(p) are electron(hole) mobility estimated from
k

µmin ≈

µn µp
µn +µp ,

(6.19)

k

µmax ≈ µn + µp ,

(6.20)

because Nexc  N0 [214].
In Table 6.4, Dam is shown to increase as a function of temperature, which results in
an increase in the average distance a carrier travels between excitation and recombination.
This is characterized by the diffusion length [215, 216]
LD =

p
Dam τR ,

(6.21)

where τR is the carrier lifetime. Table 6.4 also shows LD values estimated with τR set as
the first decay component for fitting the transient absorption [142]. Figure 6.4(c) shows
that τR increases with lattice temperature and leads to a larger Nexc at longer ∆t delays.
k

k

Hence, as T increases τR and µmin are inversely correlated and the measured values µmin
persist to lower values of Nexc . This effect result in decreasing Nc with T .
k

Overall, as the carrier dynamics in the region of µmin transition from Auger to radiative
k

recombination with increasing temperature, Dam and LD increase and µmin decreases as is
seen in the Figure 6.5(b). Increased diffusion might be expected to spread the carriers in
space and reduce the likelihood of Auger scattering. Additionally, this can be related to
the mean-free path lf that is also tabulated above. Comparison shows that both LD and lf
increase with T , but the ratio LD /lf reveals that there are approximately 11(37) scattering
events on average before recombination at low(high) lattice temperatures. Figure 6.6(a)
summarizes the photocarrier dynamics (Auger, then radiative then SRH) and transport
through diffusion. Schematic diagrams of the photocarrier distribution during the cooling
process are shown at (b) T ≈ 4 K, where strong Auger recombination initially occurs, and
(c) T ≈ 300 K, where diffusion quickly spreads the distribution. The increased scattering
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k

at higher temperature is consistent with a decreased µmin . Hence, in the extremely high
excitation regime, lower temperature leads to both the metastable dynamics and the better
mobility.
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Figure 6.6: (a) Schematic diagram of the type-II band alignment, photoexcitation of charge
carriers into e1, hh1-3, lh1 bands, and the interaction of carriers including diffusion (Dam ),
Auger scattering and electron-phonon scattering (q). [ is band energy, ~ω is the photon
energy.] These interactions vary the spatial distribution of the cooling charge carriers depending on the lattice temperature and are illustrated for (b) T ≈ 4 K and (c) T ≈ 300 K.
Figure modified from Piyathilaka et al. [203].

Finally, the sample temperature will affect photocarrier transport through interactions
k

k

with the lattice. The data shows that µmax (T ) is temperature independent and that µmin (T )
decreases somewhat linearly by only about 5% over the temperature range. The weakness
of the latter tem-perature dependence does not match any individual compo-nent of the
ground-state carrier-lattice interaction which are determined by either THz spectroscopy or
Hall-effect measurements [162] (discussed in Chapter 3). Namely, carrier mobility ∝ T −0.5
due to deformation potential scattering, ∝ T 1.5 due to piezoelectric potential scattering and
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∝ exp (1/T ) for polar optical scattering. To maintain an almost T -independent response,
piezoelectric potential scattering by acoustic phonons and polar optical scattering limits the
carrier mobility in the low and high-temperature regimes, respectively. While more data
is required to properly interpret the carrier-lattice interactions, it is clear that the carrier
density has a more significant effect on the transport than the temperature dependence.
This sug-gests that temperature would play a smaller role in limiting the operational range
for InAs/AlAsSb-based devices.

6.4

Chapter Summary

AC photoconductivity measurements are presented for the InAs/AlAsSb MQW that
exhibits metastability in the charge carrier dynamics at an early time for cryogenic temperatures. Due to the increased density of states, the high carrier concentration in this region
leads to larger AC photoconductivity compared to the measurement performed below the
excitation energy onset of the metastability and for the same lattice temperature. However,
the increased AC photoconductivity in the metastable regime translates into slightly lower
carrier mobility than without the metastable carrier dynamics.
The excitation density dependence of the mobility in the metastable regime is related to
the Auger scattering (discussed in Chapter 5). It converts the excited electron-hole gas into
an electron plasma. As the lattice temperature increases, this process is switched off, and the
ambipolar diffusion of the electron-hole gas decreasing dominates the transport. Increasing
temperature also leads to more significant scattering before recombination, decreasing the
high carrier concentration mobility.
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Chapter 7:
Conclusion

7.1

Summary of Thesis

This thesis used Terahertz spectroscopy techniques to investigate the hot carrier dynamics and transport mechanisms in InAl/AlAsSb type-II MQW structure. Identifying the
carrier relaxation and carrier transport characteristics is essential, as the MQW system is
a potential candidate for developing the HCSC absorber.
This work presented experimental results on two bases: (i) exploration of the system’s
intrinsic nonexcited (ground) state properties (ii) characterization of the hot carriers. Analysis indicated that lattice temperature significantly influences the ground-state conductivity,
carrier density, and carrier mobility of this MQW structure. Fermi-Dirac analysis showed
that the system contained 1.45 × 1011 cm−2 unintentional doping concentration. It also
showed that in the unexcited ground-state mobility is dominated by impurities and optical
phonons.
Using the optical pump-THz probe measurements, hot carriers were observed, persisting
long excited-state lifetimes. This is attributed to the system’s inhibited phonon bottleneck
and the dynamic band alignment. Pump energy-dependent studies showed metastability of
photoexcited carriers when the excitation energy exceeded ∼ 100 meV at sufficiently low
lattice temperature for carrier densities above the Mott density. Dynamics of the metastable
state were dominated by Auger scattering, and the scattering rate depended on the lattice
temperature and the excitation carrier density. These phenomena correspond to the local
minima in the non-zero in-plane wavevector states of the valence band.
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AC photoconductivity measurements are presented for a type-II InAs/AlAsSb heterostructures to determine the transport of photocarriers for a range of lattice temperatures
and excitation conditions. The results complement photocarrier dynamics that identified
the recombination mechanisms and highlighted an intriguing metastability at low temperatures and for sufficient excess excitation energy. While the photon energy dependence shows
that carrier transport in the metastable regime’s exhibits higher conductivity, the mobility
is slightly reduced compared to other excitation regimes.
At lower excitation densities that are within the reach of moderate solar concentration,
photocarrier transport is temperature independent. At warmer temperatures close to ambient operating conditions, hot-carrier lifetimes remain pro-longed, and ambipolar diffusion
and radiative recombination govern the transport and dynamics. Moreover, mobility for
low excitation density is comparable to elemental and III-V based photovoltaic devices [24,
217, 218], and exceeds that of organic [219] and hybrid-perovskite [220] solar cells by several
orders of magnitude.
In principle, the increased Auger scattering rate for higher excitation and the rapid reduction in carrier density with a long lifetime could be beneficial for hot carriers in solar cell
applications that exploit solar concentrators. However, this would necessitate cryogenic lattice temperatures and result in reduced carrier mobility despite of increased conductivity.
This would have a significant implication on the design parameters of HCSCs. By contrast, operating near room temperature results in low mobility, moderate conductivity, and
slower carrier recombination. In this regime, HCSCs may demonstrate reasonable efficiency.
Therefore, efforts should be made to adjust the band structure to operate at solar-friendly
regimes and to develop multiple energy-selective contacts for hot-carrier extraction [see
Figure 7.1].
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Figure 7.1: Schematic diagram of hot-carrier solar cell with multiple energy-selective contacts.

7.2

Future Research

Even though most of the carrier dynamics and carrier transport mechanisms are discussed in this thesis, further investigations are still available. In the THz-TDS experiments,
we investigated the characteristics of all the carriers in the system. Characteristics were
not identified for electrons and holes separately. It is possible to characterize the behavior
of minority and majority carriers separately by applying an external magnetic. In addition, the bandwidth of the THz spectrum in the setup is limited to 1.5 THz. This can be
increased by using thin CdSiP2 crystal [117], different windows for cryostat, and different
detection crystals. By exceeding this limit, an identification of the resonant features of the
photoconductivity of the system will be possible. Achieving the bandwidth of 10 THz at
room temperature will identify the resonant due to phonons in the MQW system.
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The carrier dynamics and transport mechanisms of photoexcited carriers were investigated by exciting electrons just above the bandgap of the MQW system. Since the MQW
system consists of L (1.26 eV) and X (1.86 eV) valleys, TRTS can be conducted by photoexciting the system just above those valleys’ energies, and the valley dynamics of the
MQW system can be explored as a function of pump intensity, lattice temperature, and
the THz probe intensity. These experimental observations will provide details of the valley
scattering time and the effect on the hot carrier lifetime due to the valley scattering.
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