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Einleitung
Hintergrund
Die vorliegende Diplomarbeit ist in Zusammenarbeit mit dem Fachbereich Statistik der Univer-
sita¨t Dortmund entstanden. Im Rahmen des Sonderforschungsbereiches 475 ist am Lehrstuhl
fu¨r Wirtschafts- und Sozialstatistik durch die beiden Mitarbeiter M. Zerbst und L. Tschiersch
die Desertifikation der nordafrikanischen Landschaft analysiert und erforscht worden.
Ein besonderer Einflussfaktor ist die Erosion der Bo¨den. Erosion ist ein Vorgang, durch den
Gesteine und Mineralien der Erdoberfla¨che — und damit ha¨ufig auch fruchtbarer Mutterboden
— abgetragen werden. Natu¨rliche Erosion wird hervorgerufen durch fließendes Wasser, durch
Gletscher (Exaration), durch Wind (Deflation) und durch die Brandung an Meeresku¨sten (Ab-
rasion). Aber auch der Mensch verursacht Erosion durch die landwirtschaftliche Nutzung von
Bo¨den. So entstehen Steppen und Trockengebiete, deren Ausbreitung spa¨testens seit der großen
Hungerkatastrophe im Sahel Mitte der 70er und Anfang der 80er Jahre im Mittelpunkt o¨ffent-
lichen Interesses steht. In diesem Zusammenhang seien verschiedene Aufrufe der UN erwa¨hnt,
das wachsende Problem der Erosion in den Griff zu bekommen [UNC94].
Messungen vor Ort ko¨nnen erga¨nzt werden durch die Erstellung und Analyse von Luft-
aufnahmen der betroffenen Gebiete. Das langfristige Ziel ist die automatisierte Entdeckung
von Erosion. Ein erster Schritt in diese Richtung sind die Arbeiten von Zerbst [Zer01] und
Tschiersch [Tsc02], in denen die Clusteringverfahren Maximum-Linkage (ML) und Advanced-
Maximum-Linkage (AML) behandelt werden.
Im Rahmen meiner Ta¨tigkeit als studentische Hilfskraft sind beide Algorithmen in Zusam-
menarbeit mit M. Zerbst und L. Tschiersch in der Anwendung PICANA (Picture Analysis)
implementiert worden. Als alternativer Ansatz fu¨r die Clusterung wurden neuronale Netze be-
trachtet.
2 EINLEITUNG
Problemstellung und Zielsetzung
Anhand verschiedener Gu¨tekriterien kann gezeigt werden, dass die Verfahren ML und AML im
Bereich der Erosionsproblematik zu besseren Clusterungen als neuronale Netze fu¨hren. Empi-
rische Vergleiche mit anderen bekannten Clusteringverfahren blieben bisher aus.
Bei einer geringen Anzahl von Farben in den zu analysierenden Bildern schneiden ML und
AML auch bezu¨glich der Laufzeit besser als neuronale Netze ab [Zer01]. Eine umfassende
Analyse der Laufzeit fu¨r den besten (best case) und schlechtesten Fall (worst case) oder die zu
erwartende Laufzeit (average case) wurde bisher jedoch nicht durchgefu¨hrt.
Aus den genannten Punkten ergeben sich die Ziele dieser Diplomarbeit:
1. Analyse der Laufzeit von AML fu¨r die Fa¨lle best case, worst case und average case,
2. Verbesserung der Laufzeit durch Modifikation von AML und
3. empirischer Vergleich (Laufzeit, Gu¨te) mit anderen bekannten Clusteringverfahren.
In den einfu¨hrenden Kapiteln 1, 2 und 3 werden zuna¨chst die Grundlagen der Clusteranaly-
se, der digitalen Bildverarbeitung und der algorithmischen Geometrie vorgestellt.
Kapitel 4 geht den zuvor genannten Zielen 1 und 2 nach. Es wird nachgewiesen, dass ML
und AML fu¨r eine kleine Anzahl zu bestimmender Cluster k quadratische und fu¨r eine große
Anzahl k im worst case sogar kubische Laufzeit haben. Eine Verbesserung der Laufzeit hat
große Bedeutung fu¨r praktische Anwendungen, insbesondere in komplexeren Problemgebieten
als dem der Erosionserkennung. Der Schwerpunkt des restlichen Kapitels (und dieser Arbeit
insgesamt) liegt daher auf einer entsprechenden Modifikation von AML.
Dazu wird zuna¨chst gezeigt, dass der erste Schritt des Verfahrens dem aus der algorithmi-
schen Geometrie bekannten Farthest-Pair-Problem entspricht. Dafu¨r existieren effiziente Lo¨sun-
gen in der Ebene, die auf Algorithmen zur Berechnung der konvexen Hu¨lle einer Punktmenge
zuru¨ckgreifen. Im dreidimensionalen Raum fu¨hrt ein Pruning-Algorithmus zu guten Laufzeiten.
Fu¨r ho¨herdimensionale Ra¨ume wird ein selbst entwickelter modifizierter Pruning-Algorithmus
vorgestellt.
In Kapitel 5 wird der modifizierte AML-Algorithmus (FastAML) gema¨ß Zielsetzung 3 em-
pirisch mit anderen ausgewa¨hlten Clusteringverfahren (AML, k-Mittelwert, EM, CLASSIT, neu-
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ronale Netze) verglichen. Dabei kommt das von M. Zerbst und L. Tschiersch entwickelte Gu¨te-
kriterium der gewichteten mittleren Minimaldistanz (GMMD) erstmals in gro¨ßerem Umfang
zum Einsatz. Die Algorithmen und die Testumgebung wurden dazu in der Programmiersprache
JAVA implementiert.
Da der Schwerpunkt auf der Verbesserung der Laufzeit des AML-Algorithmus liegt, kon-
zentriert sich Kapitel 5 auf die Demonstration herausragender Eigenschaften der verglichenen
Algorithmen anhand weniger Beispiele. Zur weiteren Vereinfachung orientiert sich die Arbeit
zudem bis auf Ausnahmen weiterhin am Anwendungsgebiet der Erosionserkennung auf Luft-
aufnahmen.
Das Fazit und der Ausblick in Kapitel 6 fassen die wesentlichen Ergebnisse der Arbeit
zusammen und weisen auf weitere Verbesserungen und Anwendungsmo¨glichkeiten fu¨r den
FastAML-Algorithmus hin.
4 EINLEITUNG
Kapitel 1
Clusteranalyse
Der erste Teil dieses Kapitels fu¨hrt in die Clusteranalyse ein. Der Rest des Kapitels stellt die
Verfahren vor, die im Kapitel 5 anhand ihrer Laufzeit und verschiedenen Gu¨tekriterien mitein-
ander verglichen werden.
1.1 Einfu¨hrung und ¨Uberblick
1.1.1 Maschinelles Lernen
Clusteringverfahren lassen sich in das Gebiet der multivariaten Datenanalyse und des maschi-
nellen Lernens einordnen. Nach Wrobel et al. [WMJ00] bescha¨ftigt sich das maschinelle Lernen
mit der
”
computergestu¨tzten Modellierung und Realisierung von Lernpha¨nomenen“.
Da sich eine pra¨zise inhaltliche Definition des Begriffs
”
Lernen“ gema¨ß den zuvor genann-
ten Autoren als schwierig erweist, sei im Folgenden ein Textauszug aus [Fis99] genannt, wel-
cher sich auf unsere intuitive Vorstellung bezieht:
”
Lernen ist der Prozess, durch Unterweisung, Experimente, Beobachtung oder Er-
fahrung Wissen oder Fa¨higkeiten zu erwerben. Das Maschinelle Lernen befasst
sich mit der Umsetzung solcher Prozesse auf Maschinen, beziehungsweise in algo-
rithmische Verfahren.“
Die Aufza¨hlung der einzelnen Typen von Lernaufgaben, die bisher Gegenstand des For-
schungsgebietes gewesen sind, ist ebenfalls eine Mo¨glichkeit, den Begriff (extensional) zu defi-
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nieren [WMJ00]. Eine solche Aufza¨hlung soll und kann im Rahmen dieser Arbeit nicht geleistet
werden. Stattdessen werden Unterscheidungen zwischen verschiedenen Typen von Lernverfah-
ren getroffen, die fu¨r die Einordnung der in diesem Kapitel vorgestellten Clusteringverfahren
hilfreich sind.
Datenorientierte Algorithmen, die basierend auf Mustern in Daten Generalisierungen bilden
(Induktion), werden als a¨hnlichkeitsbasiert bezeichnet. Sie lassen sich abgrenzen von Lernver-
fahren, die Vorwissen, Erkla¨rungen, Analogien oder andere Techniken nutzen [Lug01]. In dieser
Arbeit werden ausschließlich a¨hnlichkeitsbasierte Algorithmen behandelt, da kaum Vorwissen
u¨ber die Eigenschaften der zu lernenden Daten vorliegt.
Eine andere wichtige Unterscheidung ist die zwischen u¨berwachtem und nicht u¨berwachtem
Lernen.
¨Uberwachtes Lernen (supervised learning). Die Lernaufgabe besteht darin, ein sog. Zielkon-
zept aus einer Menge von klassifizierten Beispielen, der sog. Trainingsmenge, zu lernen.
Im Gegensatz zum reinen Auswendiglernen der Zuordnung von Objekten zu Klassen
wu¨nscht man sich, dass das Lernverfahren von den vorgelegten Beispielen abstrahiert.
Unklassifizierte, noch nicht vorgelegte Objekte sollen nach dem Training ebenfalls der
richtigen Klasse zugeordnet werden.
Wie gut ein Verfahren gelernt hat, la¨sst sich mit Hilfe einer Testmenge von Objekten
u¨berpru¨fen, deren Klassenzuordnung nur dem
”
Lehrer“ bekannt ist. Ein Maß fu¨r die Gu¨te
ko¨nnte dabei z. B. die Anzahl der korrekt klassifizierten Objekte aus der Testmenge sein.
Beschreibungen verschiedener u¨berwachter Lernverfahren wie statistische Modellierung,
Entscheidungsba¨ume, Klassifikationsregeln, lineare Modelle, instanzbasiertes Lernen oder
konnektionistische Modelle finden sich u.a. in [WF01], [WMJ00] und [Lug01].
Nicht u¨berwachtes Lernen (unsupervised learning). Die Klassenzugeho¨rigkeit der Objekte ist
nicht bekannt und es gibt keinen
”
Lehrer“. Die Aufgabe des Lernverfahrens ist es, Be-
ziehungen und Gemeinsamkeiten zwischen den Objekten herauszufinden, selbststa¨ndig
Konzepte zu bilden und diese zu bewerten.
Fu¨r das hier beispielhaft ausgewa¨hlte Anwendungsgebiet der Erosionserkennung auf Luft-
aufnahmen eignen sich u¨berwachte Lernverfahren, sofern Bilder vorliegen, bei denen die Klas-
senzugeho¨rigkeit der darauf abgebildeten Regionen bereits bekannt ist. Dies ist nicht der Fall.
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Abb. 1.1: Aufteilung einer Beispielmenge von Instanzen
in 6 Cluster
Daher bietet sich der Einsatz von nicht u¨berwachten Lernverfahren an, um dem Substanzwis-
senschaftler einen besseren Einblick in die Datenlage zu gewa¨hren.
Im Unterschied zur Entdeckung von neuem Wissen u¨ber eine Doma¨ne durch sog. Entde-
ckungssysteme (z. B. der Entdeckung naturwissenschaftlicher Gesetze) sollen die Luftaufnah-
men in verschiedene Kategorien eingeteilt werden.
Clusteringverfahren sind nicht u¨berwachte Lernverfahren, welche die ¨Ahnlichkeit von Ob-
jekten messen und diese darauf basierend in Klassen einteilen. Sie besitzen zudem die Fa¨higkeit,
die Komplexita¨t (Anzahl, Dimension) einer Menge von Daten zu reduzieren. Die den Daten zu
Grunde liegende Struktur bleibt dabei weitestgehend erhalten. Dadurch wird eine große Anzahl
von Datenpunkten fu¨r die weitere Verarbeitung erst handhabbar.
1.1.2 Aufgabenstellung der Clusteranalyse
Gegeben sei eine Menge von Instanzen (Objekten) S aus einem Instanzenraum X . Gesucht
ist eine Einteilung der Menge S in Teilmengen (
”
Cluster“) dergestalt, dass die in einem Clus-
ter zusammengefassten Instanzen mo¨glichst homogen sind. Objekte aus verschiedenen Clustern
sollten mo¨glichst heterogen sein. Je nach Lernaufgabe ko¨nnen sich die gefundenen Cluster u¨ber-
lappen (Clumping) oder eine Partitionierung der Menge von Instanzen in disjunkte Teilmengen
bilden (siehe Abb. 1.1).
Formal la¨sst sich das Problem der Clusterung wie folgt definieren [WMJ00]:
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Definition 1.1 (Clusteranalyse) Sei X ein Instanzenraum und S ⊆ X eine Menge
von Instanzen. Sei weiterhin
dist : X ×X → R+
eine Abstandsfunktion, und
q : 22
X → R
eine Qualita¨tsfunktion. Gegeben S, dist und q besteht die Aufgabe der Clusterana-
lyse darin, eine Clusterung
C = {C1, . . . , Ck}, wobei Ci ⊆ S ∀ i = 1, . . . , k,
zu finden, so dass q(C) maximiert wird, und (optional)
Ci ∩ Cj = ∅ ∀ i 6= j ∈ {1, . . . , k} und⋃
i=1,...,k Ci = S (Partitionierung).
Ein Verfahren zur Bestimmung der besten Partitionierung (im Sinne der gewa¨hlten Qua-
lita¨tsfunktion) la¨sst sich umittelbar angeben: za¨hle alle Mo¨glichkeiten auf, die Instanzen aus
S in nicht leere Teilmengen einzuteilen. Alle Partitionierungen, welche die Qualita¨tsfunktion
maximieren, sind eine mo¨gliche Lo¨sung. Dieses Verfahren ist nicht praktikabel, da es bereits
fu¨r eine vorgegebene Anzahl von k Clustern
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
j|S|
mo¨gliche Partitionierungen gibt [Tsc02, JW92, DH73]. Eine Abscha¨tzung mittels der For-
mel k|S|/k! ergibt z. B. fu¨r die Einteilung von 100 Instanzen in 5 Cluster ungefa¨hr 1067 mo¨gliche
Partitionierungen [DH73]. Alle weiteren in diesem Kapitel vorgestellten Clusteringverfahren
ko¨nnen somit allenfalls Anna¨herungen an gute Clusterungen finden, aber nicht notwendig die
beste Clusterung.
Bei Clumpingverfahren ko¨nnen sich die Cluster u¨berlappen. Da gema¨ß der Zielsetzung die-
ser Arbeit einige bekannte Clusteringverfahren mit Maximum-Linkage und Advanced-Maxi-
mum-Linkage verglichen werden, seien o.B.d.A. Verfahren zur Erzeugung disjunkter Cluste-
rungen betrachtet. In diesem Zusammenhang beziehen sich alle in diesem Kapitel vorgestellten
Abstands- und Qualita¨tsfunktionen auf partitionierende Clusteringverfahren.
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1.1.3 Repra¨sentation der Instanzen
Im Bereich der ku¨nstlichen Intelligenz und des maschinellen Lernens gibt es verschiedene
Ansa¨tze, Wissen zu repra¨sentieren. So unterscheidet Luger [Lug01] zwischen symbolbasier-
tem, konnektionistischem und emergentem Lernen. Im Rahmen der Clusteranalyse stellt sich
das Repra¨sentationsproblem fu¨r die Instanzen und die Bemessung ihrer ¨Ahnlichkeit zueinander
(siehe Abschnitt 1.1.4).
Symbolbasierte Lernverfahren operieren auf Symbolen, die auf Entita¨ten und Beziehungen
einer Problemdoma¨ne verweisen und durch den Menschen interpretierbar sind. Gesucht ist eine
Generalisierung, heuristische Regel oder ein Plan in der Symbolsprache (z. B. Pra¨dikatenlogik,
semantische Netze oder Frames), so dass Trainingsbeispiele korrekt klassifiziert werden. Die
Arbeitsweise der Verfahren la¨sst sich in etwa vergleichen mit der eines Mathematikers oder
Logikers, der Symbole auf einem Blatt Papier manipuliert und logische Regeln ableitet.
Konnektionistische Modelle hingegen orientieren sich am biologischen Vorbild des (tieri-
schen oder menschlichen) Gehirns. Wissen wird als Muster von Aktivita¨ten in einem Netz dar-
gestellt, das aus kleinen voneinander unabha¨ngigen Arbeitseinheiten besteht (siehe Abschnitt
1.6). Muster einer Doma¨ne werden nicht symbolisch, sondern als numerische Vektoren ko-
diert. Die Verbindungen zwischen den Arbeitseinheiten werden numerisch repra¨sentiert und
die Transformation der Muster erfolgt mit Hilfe numerischer Verfahren.
Emergente Modelle des Lernens orientieren sich ebenfalls an einem biologischen Vorbild,
na¨mlich der Genetik und dem Prozess der Evolution. Genetische Algorithmen erzeugen eine
Population von Lo¨sungsmo¨glichkeiten und bewerten die Fa¨higkeit jedes Individuums, Proble-
minstanzen zu lo¨sen. Nur die Fa¨higsten u¨berleben und gehen Verbindungen miteinander ein. So
entstehen Generationen von Individuen, die immer leistungsfa¨higer werden.
Fu¨r das uns vorliegende Problem der Erosionserkennung auf Luftaufnahmen ist eine geeig-
nete Repra¨sentation bereits in den Arbeiten zu diesem Thema [Zer01, Tsc02] erarbeitet worden
und ausfu¨hrlich in Abschnitt 2.5 beschrieben.
Die Art der gewa¨hlten Repra¨sentation fu¨r die Objekte (Instanzen) aus S entspricht dabei
einer im Bereich der Clusteranalyse und des Data Minings [WF01] ha¨ufig verwendeten Dar-
stellung durch d-dimensionale Merkmalsvektoren. Die Komponenten der Vektoren entsprechen
den mo¨glichen Eigenschaften (Attributen, Features) der repra¨sentierten Objekte. Jedes der d
Attribute kann unterschiedliche Werte aus einem vorgegebenen — meist nominalen oder nume-
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klein 1 1 1 1 1 1 0 0 0 0 1 0 0 0 0 0
ist mittel 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0
groß 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1
2 Beine 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0
4 Beine 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1
hat Haare 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1
Hufe 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1
Ma¨hne 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0
Federn 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0
jagen 0 0 0 0 1 1 1 1 0 1 1 1 1 0 0 0
mag es rennen 0 0 0 0 0 0 0 0 1 1 0 1 1 1 1 0
zu fliegen 1 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0
schwimmen 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
Abb. 1.2: Tiere und ihre Eigenschaften (aus [Koh01])
rischen — Wertebereich annehmen. Betrachte dazu das Beispiel in Abb. 1.2. Die verschiedenen
Instanzen, in diesem Fall Tiere, ko¨nnen durch Eigenschaften wie Gro¨ße, Anzahl der Gliedma-
ßen, Art der Fortbewegung usw. charakterisiert werden. Die Werte der Attribute sind bina¨r: die
Eigenschaft trifft zu oder nicht. Die Auswahl der in diesem Kapitel vorgestellten Distanzfunk-
tionen und Clusteringverfahren ergibt sich aus der genannten Art der Repra¨sentation.
Die Auswahl der Attribute und ihrer Wertebereiche kann sich als schwierig erweisen. Wel-
che Attribute sind wichtig, um ein Objekt im Sinne der Lernaufgabe ausreichend zu beschrei-
ben? In manchen Anwendungen kann es z. B. sinnvoll sein, die Attribute a priori je nach ge-
wu¨nschtem Einfluss unterschiedlich zu gewichten [Eve86]. Wie viele Attribute sind no¨tig? Wie
ist mit der Korrelation von Werten umzugehen?
Das angesprochene Problem bezieht sich auf die induktive Voreinstellung beim Lernen
[Lug01], d.h. auf die Vorannahmen, auf die der Programmentwickler oder Substanzwissen-
schaftler bei der Strukturierung des Lernprozesses zuru¨ckgreift. Einerseits ermo¨glichen diese
Annahmen erst den Lernprozess, auf der anderen Seite beschra¨nken sie unter Umsta¨nden den
Umfang dessen, was gelernt werden kann. So kann etwa eine ungeeignete Repra¨sentation den
Suchraum eines Lernverfahrens so weit beschneiden, dass gute Lo¨sungen nicht gefunden wer-
den. In der Praxis werden geeignete Attribute und deren Wertebereiche bis heute oft rein empi-
risch bestimmt. Fu¨r eine automatische Bestimmung wichtiger Attribute eignet sich die aus der
Statistik bekannte Hauptkomponentenanalyse [Eve86, JW92].
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1.1.4 ¨Ahnlichkeits- und Abstandsfunktionen
Das in Abschnitt 1.1.3 beschriebene Problem der Auswahl einer geeigneten Repra¨sentation fu¨r
Instanzen steht in engem Zusammenhang damit, die ¨Ahnlichkeit oder den Abstand zwischen
zwei Objekten bestimmen zu wollen.
Abstandsfunktion Fu¨r eine Abstandsfunktion dist mu¨ssen folgende Eigenschaften gelten
[WMJ00]:
1. dist : X ×X → R+, dist(x, x) = 0 ∀x ∈ X
2. dist(x, y) = dist(y, x) ∀x, y ∈ X
3. dist(x, z) ≤ dist(x, y) + dist(y, z) ∀x, y, z ∈ X
Um eine ¨Ahnlichkeitsfunktion handelt es sich, wenn nur die ersten beiden Eigenschaften
erfu¨llt sind und der Wertebereich im Intervall [0, 1] liegt. ¨Ahnlichkeitsfunktionen werden nicht
weiter besprochen, da sie in dieser Arbeit nicht verwendet werden. Definitionen und Beispiele
fu¨r ha¨ufig verwendete ¨Ahnlichkeitsfunktionen finden sich u.a. in [Eve86, WMJ00].
Abstandsfunktionen haben einen beliebigen positiven Wertebereich und sind eine Metrik,
da sie zusa¨tzlich die Dreiecks-Ungleichung (Eigenschaft 3) erfu¨llen. Es gibt viele verschiedene
Mo¨glichkeiten, Abstandsfunktionen zu definieren, solange diese den oben genannten Forde-
rungen entsprechen. Beispiele sind etwa die Hamming-Distanz, die City-Block-Metrik oder die
Mahalanobis-Distanz [Eve86]. Die Arbeit beschra¨nkt sich auf die folgenden Abstandsmaße, da
diese durch die Arbeiten von Tschiersch [Tsc02] und Zerbst [Zer01] fu¨r die Anwendung der
Erosionserkennung auf Luftaufnahmen bereits als geeignet ermittelt wurden.
Euklidischer Abstand Eine fu¨r diese Arbeit und viele Anwendungen relevante Abstands-
funktion ist der euklidische Abstand. Fu¨r die Punkte x = (x1, x2, . . . , xd) und y = (y1, y2, . . . , yd)
aus Rd ist er definiert als:
dist(x, y) =
√√√√ d∑
c=1
(xc − yc)2 . (1.1)
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Der euklidische Abstand wird beeinflusst von einer unterschiedlichen Skalierung der Attri-
bute [DH73, Eve86]. Aus diesem Grund werden die Daten vor einer Verarbeitung durch Cluste-
ringverfahren normalisiert. Dadurch weisen alle Attribute einen Erwartungswert von 0 und eine
Standardabweichung von 1 auf.
Gewichteter euklidischer Abstand Neben dem reinen euklidischen Abstand spielt bei den in
Abschnitt 1.4 und 1.2.3 beschriebenen Clusteringverfahren Maximum-Linkage und Advanced-
Maximum-Linkage der gewichtete euklidische Abstand eine Rolle. Ziel ist es, mit Hilfe ei-
ner Gewichtungsfunktion f , in die je nach Anwendung unterschiedliche Parameter eingehen
ko¨nnen, den Einfluss des euklidischen Abstands zwischen zwei Instanzen abha¨ngig von ande-
ren Gro¨ßen (z. B. der Ha¨ufigkeitsverteilung der Instanzen) unterschiedlich zu bewerten.
Der gewichtete euklidische Abstand wdist ergibt sich dementsprechend durch Multiplikati-
on des euklidischen Abstandes dist mit der je nach Anwendung zu definierenden Gewichtungs-
funktion f :
wdist(x, y) = f · dist(x, y) . (1.2)
Absta¨nde zwischen Clustern Um die Qualita¨t einer Clusterung bestimmen zu ko¨nnen, mu¨ssen
nicht nur Absta¨nde zwischen Punkten berechnet werden, sondern auch zwischen Clustern oder
Punkten und Clustern.
Sofern die Instanzen aus dem Instanzenraum X numerische Attribute haben, la¨sst sich das
Zentrum z(C) einer Menge von Instanzen C ⊆ X durch Mittelung wie folgt berechnen:
z(C) =
1
|C|
∑
x∈C
x . (1.3)
Der Abstand zwischen zwei Clustern Ci und Cj la¨sst sich dann u¨ber den Abstand zwischen
den Clusterzentren z(Ci) und z(Cj) definieren:
dist(Ci, Cj) = dist(z(Ci), z(Cj)) . (1.4)
Andere Methoden definieren den Abstand zwischen zwei unterschiedlichen Clustern (sie-
he Abb. 1.3) als den Abstand zwischen den Punkten der Cluster, die sich am na¨chsten sind
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(a) Nearest neighbour (b) Furthest neighbour (c) Inter-individuell
Abb. 1.3: Distanzmaße zwischen Clustern
(nearest neighbour distance, siehe Abb. 1.3(a)) oder am weitesten voneinander entfernt liegen
(furthest neighbour distance, siehe Abb. 1.3(b)). Auch der Durchschnitt aller inter-individuellen
Absta¨nde (siehe Abb. 1.3(c)) zwischen den Punkten der Cluster kann als Abstand definiert wer-
den [Eve86].
1.1.5 Qualita¨tsfunktionen
Es gibt viele verschiedene Qualita¨tsfunktionen, die als Maß zur Beurteilung der Gu¨te einer
Clusterung eingesetzt werden ko¨nnen. Die Auswahl der Qualita¨tsfunktion ha¨ngt dabei von der
jeweiligen Anwendung ab. Im Folgenden sollen einige Qualita¨tsfunktionen vorgestellt werden,
die im Kapitel 5 zur Beurteilung der Gu¨te von Clusterungen herangezogen werden.
Summe der quadrierten Fehler Ein ha¨ufig verwendetes Kriterium zur Bestimmung der Qua-
lita¨t von Clusterungen ist die sog. Intra-Class-Varianz. Diese basiert auf der Summe der durch-
schnittlichen quadrierten Absta¨nde der Elemente in einem Cluster i von dessen Zentrum z(Ci)
u¨ber alle Cluster k (SSW , Sum of Squares Within) [DH73, Zer01]:
SSW (C) =
k∑
i=1
∑
x∈Ci
(x− z(Ci))2 . (1.5)
Das Zentrum eines Clusters repra¨sentiert diesen gut in dem Sinne, dass es die Summe der
Absta¨nde zu allen anderen Instanzen in dem Cluster minimiert. Das Kriterium tra¨gt somit der
in Abschnitt 1.1.2 aufgestellten Forderung fu¨r eine Clusterung Rechnung, mo¨glichst homogene
Cluster zu bilden. D.h. je kleiner die SSW , desto homogener die jeweiligen Cluster. Die SSW
eignet sich besonders gut fu¨r Clusterprobleme, bei welchen die Instanzen bereits kompakte
Gruppen bilden, die deutlich voneinander getrennt sind [DH73].
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Summe der quadrierten Fehler zwischen Clustern Die Intra-Class-Varianz kann als Maß
fu¨r die Homogenita¨t der Elemente in den gebildeten Clustern angesehen werden. Die Inter-
Class-Varianz hingegen beschreibt die Heterogenita¨t zwischen den gebildeten Clustern. Sie
la¨sst sich definieren als die quadratische Abweichung der Clusterzentren vom Zentrum z(S) =
1
|S|
∑
x∈S x der Instanzenmenge (SSB, Sum of Squares Between), gewichtet mit der Anzahl
der Elemente des jeweiligen Clusters [DH73, Zer01]:
SSB(C) =
k∑
i=1
|Ci| · (z(Ci)− z(S))2 . (1.6)
Da es gilt, die Heterogenita¨t der Cluster zu maximieren, lassen sich gro¨ßere Werte der SSB
als bessere Clusterung interpretieren.
Summe der quadrierten Abweichungen aller Instanzen Die Summe der quadrierten Ab-
weichungen aller Instanzen (SST , Sum of Squares Total) ist nichts anderes als die Gesamtva-
rianz, die sich wie folgt berechnen la¨sst [DH73, Zer01]:
SST (S) =
k∑
i=1
∑
x∈Ci
(x− z(X))2 . (1.7)
Somit gilt SST (S) = SSW (C) + SSB(C) [DH73, Zer01, Tsc02]. Die Minimierung der
Intra-Class-Varianz SSW und die Maximierung der Inter-Class-Varianz SSB bedingen sich
gegenseitig. D.h. eine Clusterung mit hoher Homogenita¨t der Elemente innerhalb der Cluster
wird auch eine hohe Heterogenita¨t der Cluster aufweisen — und umgekehrt.
Dabei ist allerdings zu beachten, dass die beiden Gro¨ßen SSW und SSB auch von der An-
zahl der Cluster k abha¨ngen. Mit ho¨herer Clusteranzahl steigt die Trennscha¨rfe der Clusterung.
Die beiden Ziele, eine hohe Homogenita¨t und eine kleine Anzahl von Klassen zur Beschreibung
der Datenmenge zu erreichen, stehen sich also diametral gegenu¨ber.
Nach Tschiersch [Tsc02] handelt es sich bei der Minimierung der Intra-Class-Varianz nur
um ein notwendiges Kriterium fu¨r die Gu¨te einer Clusterung. So beru¨cksichtigt die Intra-Class-
Varianz z. B. keine seltenen Elemente, die im Rahmen der Erosionserkennung auf Luftauf-
nahmen erhalten bleiben sollen. Laut [Tsc02] bedarf es daher eines weiteren, hinreichenden
Kriteriums, um die Gu¨te einer Clusterung im Hinblick auf die vorliegende Anwendung der
Erosionserkennung bewerten zu ko¨nnen.
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Mittlere Minimaldistanz Ein hinreichendes Kriterium zur Bestimmung der Gu¨te einer Clus-
terung im Rahmen der Erosionsproblematik ist die Berechnung der von Zerbst [Zer01] und
Tschiersch [Tsc02] verwendeten mittleren Minimaldistanz (MMD) zwischen den Clusterzen-
tren:
MMD(C) = 1
k
k∑
i=1
min
j∈{1,...,k}\i
dist(z(Ci), z(Cj)) . (1.8)
Je gro¨ßer der Wert der MMD, desto ho¨her ist die Trennung, d.h. der Abstand, zwischen
den Clustern und die Chance, seltene Elemente ebenfalls zu beru¨cksichtigen [Tsc02].
Obwohl die MMD als Kriterium zur Beurteilung der Gu¨te von Clusterungen hinreicht, ist
sie aufgrund des arithmetischen Mittels a¨ußerst empfindlich gegenu¨ber Ausreißern. Tschiersch
[Tsc02] zeigt, dass die MMD die fu¨r die Anwendung bessere Clusterung unter Umsta¨nden
nicht korrekt identifiziert. Dieses Problem hat zu einer Weiterentwicklung der MMD zur ge-
wichteten mittleren Minimaldistanz (GMMD) gefu¨hrt, welche auch die Konzentration der Dis-
tanzen beru¨cksichtigt. Dieses Kriterium reicht laut [Hei02] sehr nahe an unsere bezu¨glich der
vorliegenden Anwendung intuitive Bewertung von Clusterungen heran.
Gewichtete mittlere Minimaldistanz Das Kriterium der gewichteten mittleren Minimaldis-
tanz (GMMD) beruht auf zwei grundsa¨tzlichen Ideen. Zum einen gilt es, das arithmetische
Mittel der MMD durch ein gewichtetes, symmetrisches Mittel zu ersetzen, um den Einfluss
von Ausreißern zu begrenzen. Zum anderen soll die Konzentration der Distanzen zwischen den
Clustern beru¨cksichtigt werden.
Die Berechnung eines gewichteten, symmetrischen Mittels GMMDdi u¨ber die geordneten
Distanzen di mit i = 1, . . . , k zwischen den Clusterzentren erfolgt durch Einfu¨hrung einer
Gewichtungsfunktion w(i):
GMMDdi(C) =
k∑
i=1
w(i) · di, mit (1.9)
di = min
j∈{1,...,k}\i
dist(z(Ci), z(Cj)), i = 1, . . . , k, d1 ≤ d2 ≤ . . . ≤ dk
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und w(i) =

1
W
(
1−a
k+1
2
−1 · (i− 1) + a
)
, i ≤ k
2
1
W
(
a−1
k+1
2
−1 ·
(
i− k+1
2
)
+ 1
)
, i > k
2
,
mit W =
∑
i≤ k
2
(
1− a
k+1
2
− 1 · (i− 1) + a
)
+
∑
i> k
2
(
a− 1
k+1
2
− 1 ·
(
i− k + 1
2
)
+ 1
)
.
Die Gewichtung fu¨hrt dazu, dass Werte, die am Rand der geordneten Distanzen liegen,
weniger stark beru¨cksichtigt werden als Werte in der Mitte. Dadurch schwa¨cht sich der Ausrei-
ßereffekt in jeder Richtung ab.
¨Uber den Parameter a, 0 ≤ a < 1 kann der Grad der Beru¨cksichtigung der a¨ußeren Rand-
werte gesteuert werden. Die bisher entwickelte Qualita¨tsfunktion kontrolliert, ob die Cluster-
zentren anna¨hernd a¨quidistanten Abstand zueinander haben und die Menge der Instanzen S in
regelma¨ßigen Absta¨nden abdecken [Hei02].
Fu¨r die Bestimmung der Konzentration der Minimaldistanzen eignet sich der mit der Lo-
renzkurve verwandte Gini-Koeffizient G, 0 ≤ G < 1, wobei fu¨r G = 0 keine Konzentration
und fu¨r G = k−1
k
totale Konzentration vorliegt [Har85]. Gema¨ß [Tsc02] ist der Gini-Koeffizient
G fu¨r das vorliegende Problem gegeben durch:
G(C) =
k∑
i=1
(
i− 1
k
+
i
k
)
· di∑k
j=1 dj
− 1 . (1.10)
Ein kleiner Wert von G kann unter der Annahme, dass sich die Minimaldistanzen mo¨glichst
wenig unterscheiden (bewertet durch GMMDdi), als bessere Clusterung interpretiert werden
[Hei02]. Die eigentliche Qualita¨tsfunktion GMMD ergibt sich daher aus dem Verha¨ltnis von
GMMDdi zum Gini-Koeffizienten G gema¨ß:
GMMD(C) = GMMDdi(C)√
G(C) . (1.11)
Mit derGMMD liegt ein Kriterium vor, welches — bezu¨glich des Anwendungsgebietes der
Erosionserkennung — im Wesentlichen der intuitiven Bewertung einer berechneten Auswahl
von Clusterzentren durch den Substanzwissenschaftler entspricht [Hei02].
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1.2 Iteratives distanzbasiertes Clustering
Iteratives distanzbasiertes Clustering wird auch als iterative Optimierung bezeichnet. Der Be-
griff bezieht sich dabei auf die schrittweise Maximierung einer gegebenen Qualita¨tsfunktion.
In der Praxis ist es mo¨glich, sich einer optimalen Partitionierung iterativ anzuna¨hern, in-
dem zu Beginn eine zufa¨llige Partitionierung erzeugt wird und danach Instanzen zwischen den
Clustern verschoben werden, solange sich der Wert der Qualita¨tsfunktion verbessert.
Verfahren dieser Art sind auch unter dem Namen Hill-Climbing oder Gradientenabstieg be-
kannt [DH73, RN95]. Wie bei allen Hill-Climbing-Verfahren kann es passieren, dass iteratives
distanzbasiertes Clustering die Suche in einem lokalen Maximum abbricht. Ein globales Maxi-
mum wird dadurch evtl. nicht gefunden. In diesem Zusammenhang hat es sich bewa¨hrt, mehrere
Durchla¨ufe mit unterschiedlichen zufa¨lligen Partitionierungen zu starten.
1.2.1 k-Mittelwert
Eines der bekanntesten iterativen Optimierungsverfahren der Clusteranalyse ist das sog. k-
Mittelwert-Verfahren. Die Anzahl der zu berechnenden Cluster ist durch den Parameter k fest
vorgegeben. Das Verfahren minimiert (lokal) die Summe der quadrierten Fehler (Formel 1.5).
Dies setzt voraus, dass es im Instanzenraum X mo¨glich ist, das Zentrum einer Menge von In-
stanzen zu berechnen.
Das Verfahren beginnt mit einer zufa¨lligen Auswahl von k initialen Clusterzentren aus dem
Instanzenraum X (Initialschritt). Danach weist das Verfahren die Instanzen aus S jeweils ei-
nem der k Cluster zu, fu¨r welchen der euklidische Abstand (Formel 1.1) zwischen Instanz und
Clusterzentrum unter allen aktuellen Clusterzentren minimal ist. Nach erfolgter Zuordnung al-
ler Instanzen werden die Clusterzentren gema¨ß (Formel 1.3) neu berechnet und bewegen sich
damit in Richtung des Datenschwerpunktes [Tsc02]. Dadurch verringert sich die Summe der
quadrierten Fehler (Formel 1.5). Der gesamte Vorgang wird solange wiederholt, bis sich die
Clusterzentren stabilisiert haben und keiner Vera¨nderung mehr unterliegen.
Bei ungu¨nstiger Auswahl der initialen Clusterzentren konvergiert das Verfahren sehr lang-
sam [WF01, Tsc02]. Zudem ko¨nnen Ausreißer in den Daten dazu fu¨hren, dass zusammenha¨n-
gende Cluster zu Gunsten einer kleineren Summe der quadrierten Fehler (Formel 1.5) aufge-
trennt werden [DH73]. Das liegt daran, dass die gewa¨hlte Qualita¨tsfunktion den Abstand zwi-
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schen den Clustern (und damit die Heterogenita¨t der Cluster) nicht beru¨cksichtigt. Fu¨r die Er-
kennung von Erosion eignet sich das Verfahren in der klassischen Variante nicht, da die Wahl
der Qualita¨tsfunktion und die wiederholte Mittelwertbildung seltene Elemente verschwinden
la¨sst [Zer01, Tsc02].
Es gibt viele Adaptionen des Verfahrens. Einige versuchen, die Konvergenz durch eine ver-
besserte Auswahl der initialen Clusterzentren zu beschleunigen [Eve86]. Andere Ansa¨tze, wie
der in [Tsc02] erwa¨hnte ISODATA-Ansatz, beschra¨nken die Iterationstiefe durch Anwendung
einer vera¨nderten Abbruchbedingung, die zusa¨tzliche Parameter u¨berpru¨ft.
Das Verfahren kann als Instanz des in Abschnitt 1.3.1 vorgestellten EM-Algorithmus ange-
sehen werden [DH73, WMJ00].
1.2.2 Maximum-Linkage (ML)
Der von Zerbst [Zer01] und Tschiersch [Tsc02] im Zusammenhang mit der Erosionsproble-
matik vorgestellte Maximum-Linkage-Algorithmus (ML) soll die in Abschnitt 1.2.1 genannten
Schwa¨chen des k-Mittelwert-Verfahrens durch eine geeignetere Auswahl der initialen Cluster-
zentren ausgleichen.
Die Bezeichnung
”
Linkage“ ist irritierend, da es sich bei ML um keines der in Abschnitt
1.5 vorgestellten klassischen hierarchischen Clusteringverfahren handelt. Heim [Hei02] macht
deutlich, dass Maximum-Linkage und Advanced-Maximum-Linkage (siehe Abschnitt 1.2.3)
Startwertzerstreuungsalgorithmen fu¨r das k-Mittelwert-Verfahren sind, was auch aus der fol-
genden Darstellung hervorgeht.
Die Grundidee des Verfahrens besteht darin, nicht nur die Summe der quadrierten Absta¨nde
(Formel 1.5) zu minimieren, sondern auch den Abstand zwischen den Clustern zu maximieren.
Dabei arbeitet das Verfahren auf einer Teilmenge der Instanzenmenge S, na¨mlich der Menge
unterschiedlicher Instanzen U . Die k initialen Clusterzentren werden aus U nacheinander so
ausgewa¨hlt, dass ihr Abstand zueinander hinsichtlich einer gegebenen Abstandsfunktion maxi-
mal ist. Auf diese Weise erreicht das Verfahren eine hohe Trennung der Cluster und eine hohe
Abdeckung des gesamten Merkmalsraums. Auch seltene Elemente ko¨nnen nun eigene Cluster
bilden.
Sei Zk = {z1, z2, . . . , zk} die Menge der k zu bestimmenden initialen Clusterzentren und
bezeichne Zs = {z1, z2, . . . , zs} mit s ∈ {1, . . . , k} die Menge der vom Verfahren bereits
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(a) Initialschritt
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(b) Iterationsschritt (k = 10, s = 5)
Abb. 1.4: Die beiden Schritte des ML-Algorithmus
bestimmten s Clusterzentren. Das Verfahren arbeitet wie folgt:
1. Initialschritt: Bestimme zwei Instanzen mit maximalem Abstand aus U als Clusterzentren
z1, z2 (siehe Abb. 1.4(a)), d.h. es gilt:
dist(z1, z2) = max
i,j∈{1,...,|U |}
dist(xi, xj) mit xi, xj ∈ U . (1.12)
2. Iterationsschritt: Bestimme fu¨r jedes bisher gefundene Clusterzentrum aus Zs den mini-
malen Abstand ∆ij zu allen Instanzen aus S \ Zs:
∆ij = min
i∈{1,...,|U\Zs|}
dist (xi, zj) mit xi ∈ U \ Zs, j ∈ {1, . . . , s} . (1.13)
Die mit einem Maximum aller minimalen Absta¨nde korrespondierende Instanz wird das
neue Clusterzentrum zs+1 (siehe Abb. 1.4(b)):
Zs+1 = Zs ∪ {zs+1}, zs+1 ∈
{
xi
∣∣∣∣ maxj∈{1,...,s}∆ij
}
⊆ U \ Zs . (1.14)
Wiederhole den Iterationsschritt, bis alle k initialen Clusterzentren gefunden wurden (s =
k).
Zur Clusterung der Elemente wird zum Schluss ein einziger Schritt des k-Mittelwert-Verfah-
rens durchgefu¨hrt. Jede Instanz aus U \Zk wird dem Clusterzentrum aus Zk mit dem geringsten
euklidischen Abstand zugeordnet. Danach werden die neuen Clusterzentren gema¨ß (Formel 1.3)
berechnet.
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Im Gegensatz zum klassischen k-Mittelwert-Verfahren bietet die verbesserte Auswahl der
initialen Clusterzentren durch den ML-Algorithmus folgende Vorteile:
• Aufgrund weniger Mittelwertbildungen ko¨nnen auch seltene Elemente eigene Cluster bil-
den (wichtig fu¨r Erosionserkennung).
• Der Abstand zwischen den Clustern wird beru¨cksichtigt, was zu einer gro¨ßeren Hetero-
genita¨t der Cluster fu¨hrt.
• Auf den geclusterten Bildern ergeben sich zusammenha¨ngende Farbfla¨chen (wichtig fu¨r
Erosionserkennung).
• Durch Beschra¨nkung auf einen einzigen Schritt des k-Mittelwert-Verfahrens nach Be-
stimmung der initialen Clusterzentren verbessert sich die Laufzeit.
• Eine automatische Bestimmung der Clusteranzahl k durch entsprechende Gu¨tekriterien
wird mo¨glich. Neue Clusterzentren mit maximalem Abstand zu den bereits bestehenden
ko¨nnen jederzeit in einem weiteren Iterationsschritt ermittelt werden.
An dieser Stelle sei noch angemerkt, dass einige der initialen Clusterzentren abha¨ngig von
der empirischen Varianz der Instanzen aus S mit Hilfe des durch die relativen Ha¨ufigkeiten der
Instanzen gewichteten euklidischen Abstandes (Formel 1.2) bestimmt werden sollten. Da die
im na¨chsten Abschnitt 1.2.3 vorgestellte Erweiterung des ML-Algorithmus die Ha¨ufigkeiten
der Instanzen ebenfalls beru¨cksichtigt und der urspru¨ngliche ML-Algorithmus fu¨r diese Arbeit
nicht implementiert wurde, sei der interessierte Leser an dieser Stelle auf die Arbeiten von
Zerbst [Zer01] und Tschiersch [Tsc02] verwiesen.
1.2.3 Advanced-Maximum-Linkage (AML)
Advanced-Maximum-Linkage (AML) [Tsc02], die Erweiterung des ML-Algorithmus, fu¨hrt ne-
ben der Anzahl k zu bestimmender Cluster einen weiteren Parameter ρ ein. Durch diesen la¨sst
sich die Sta¨rke der Beru¨cksichtigung der den Daten zu Grunde liegenden Ha¨ufigkeitsverteilung
bei Abstandsberechnungen prozentual steuern.
Sei ρ ∈ [0, 1], wobei die Ha¨ufigkeitsstruktur fu¨r ρ = 0 gar nicht und fu¨r ρ = 1 maximal
beru¨cksichtigt wird. Dann la¨sst sich die Funktion f zur Gewichtung des euklidischen Abstandes
(Formel 1.2) wie folgt definieren:
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f(ρ, λ) = ρλ+ (1− ρ), mit λ =
{
hi·hj
|S|2 , im Initialschritt
hi
|S| , im Iterationsschritt
, (1.15)
wobei i, j ∈ {1, . . . , |S|}, i 6= j und hi die absolute Ha¨ufigkeit der Instanz i ∈ S bezeichnet.
In der Praxis hat sich gezeigt, dass der Zusammenhang zwischen der Wahl von ρ und der
sichtbaren Auswirkung auf die resultierende Clusterung nicht immer proportional ist. Dieses
Problem analysiert [Hei02] und diskutiert mehrere Verbesserungsvorschla¨ge fu¨r die Gewich-
tungsfunktion f(ρ, λ).
1.3 Wahrscheinlichkeitsbasiertes Clustering
1.3.1 Erwartungs-Maximierung
Der sog. EM-Algorithmus (EM = Erwartungs-Maximierung) basiert auf dem statistischen Mo-
dell der endlichen Mischung (engl. finite mixture) von Wahrscheinlichkeitsverteilungen. Je-
dem der k zu bestimmenden Cluster ist eine Verteilung zugeordnet, welche die Attributwert-
Verteilungen fu¨r Instanzen dieses Clusters beschreibt. Zusa¨tzlich gibt es eine Wahrscheinlich-
keitsverteilung, welche die relative Population der Cluster repra¨sentiert, d.h. die Cluster sind
nicht gleich wahrscheinlich. Am Ende des Clusterings ist fu¨r jede Instanz eine Wahrscheinlich-
keit bestimmt, mit welcher die Instanz zu einem bestimmten Cluster geho¨rt.
Fu¨r eine Verdeutlichung des Algorithmus wird der einfachste Fall einer endlichen Mischung
betrachtet: es gibt ein einziges numerisches Attribut, das fu¨r jeden Cluster eine Gauss’sche
Normalverteilung aufweist. Die Normalverteilungen der Cluster haben unterschiedliche Para-
meter, d.h. Mittelwerte und Varianzen. Betrachte dazu Abb. 1.5. Gegeben sind zwei Gauss’sche
Normalverteilungen mit unterschiedlichen Mittelwerten (µC1 , µC2) und Standardabweichungen
(σC1 , σC2) fu¨r die beiden Cluster C1 und C2. Man stelle sich vor, dass aus diesen Verteilungen
Stichproben entnommen werden. Dabei wird C1 mit Wahrscheinlichkeit pC1 ausgewa¨hlt und C2
mit Wahrscheinlichkeit pC2 . Es entsteht eine Datenmenge. Das Problem der endlichen Mischung
besteht nun umgekehrt darin, fu¨r eine gegebene Datenmenge die Parameter µC1 , σC1 , pC1 und
µC2 , σC2 , pC2 zu bestimmen.
Der EM-Algorithmus basiert auf zwei Beobachtungen. Ist bekannt, aus welcher der Vertei-
lungen ein Datenpunkt stammt, so ko¨nnen der Mittelwert und die Standardabweichung gema¨ß
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Abb. 1.5: Mischungsmodell aus zwei Normalverteilungen mit
µC1 = 0.45, σC1 = 3, pC1 = 0.7 und µC2 =
0.55, σC2 = 5, pC2 = 0.3
den aus der Statistik bekannten Formeln aus den Datenpunkten berechnet werden. Sind umge-
kehrt die Parameter bekannt, so kann die Wahrscheinlichkeit wij berechnet werden, mit der eine
Instanz xj ∈ S zu einem Cluster Ci geho¨rt:
wij = P (Ci|xj) = P (xj|Ci) · P (Ci)
P (xj)
=
f(xj;µCi , σCi) · pCi
P (xj)
. (1.16)
Dabei ist f(xj;µCi , σCi) die Normalverteilungsfunktion fu¨r den Cluster Ci:
f(x;µ, σ) =
1√
2pi σ
e−
(x−µ)2
2σ2 . (1.17)
Werden die Za¨hler P (Ci|xj) mit i = 1, . . . , k normiert, indem durch ihre Summe geteilt
wird, so verschwindet der Nenner P (xj) [WF01].
Weder die Herkunft der Datenpunkte noch die Parameter der Verteilungen sind bekannt.
Der EM-Algorithmus verfolgt a¨hnlich wie der in Abschnitt 1.2.1 beschriebene k-Mittelwert-
Algorithmus die Strategie, sich iterativ an die Parameter anzuna¨hern:
1. Initialisiere die Parameter der Verteilungen mit zufa¨lligen Werten.
2. Berechne fu¨r jede Instanz xj ∈ S gema¨ß Formel 1.16 die Wahrscheinlichkeit wij , dass
die Instanz zu Cluster i geho¨rt — fu¨r alle Cluster (Erwartung).
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3. Scha¨tze die Parameter basierend auf den in Schritt 2 berechneten Wahrscheinlichkeiten
neu ab (Maximierung).
4. Wiederhole die Schritte 1 und 2, bis eine vorgegebene Gu¨te erreicht ist.
Der Mittelwert µCi und die Standardabweichung σ2Ci lassen sich fu¨r den Cluster Ci wie folgt
abscha¨tzen [WF01]:
µCi =
wi1x1 + wi2x2 + . . .+ wi|S|x|S|
wi1 + wi2 + . . .+ wi|S|
und (1.18)
σ2Ci =
wi1(x1 − µCi) + wi2(x2 − µCi) + . . .+ wi|S|(x|S| − µCi)
wi1 + wi2 + . . .+ wi|S|
. (1.19)
Als Gu¨tekriterium fu¨r den Abbruch des Algorithmus wird die Gesamtwahrscheinlichkeit
verwendet, mit welcher die Instanzen aus dieser Datenmenge stammen (unter Beru¨cksichtigung
der Scha¨tzungen fu¨r die Parameter). Diese Gesamtwahrscheinlichkeit erho¨ht sich mit jeder Ite-
ration des EM-Algorithmus. Sie ergibt sich aus der Multiplikation der Wahrscheinlichkeiten der
einzelnen Instanzen [WF01]:
|S|∏
j=1
(
k∑
i=1
pCiP (xj|Ci)
)
. (1.20)
Wird in Formel 1.16 die Wahrscheinlichkeit P (xj|Ci) einer Instanz durch die Normalver-
teilungsfunktion ersetzt, so ergibt sich das (rein technische) Problem, dass es sich streng ge-
nommen um keine Wahrscheinlichkeit mehr handelt (der Wert liegt nicht zwischen 0 und 1).
Es handelt sich in Wirklichkeit um eine sog. Likelihood-Funktion. Fu¨r die Praxis spielt diese
Unterscheidung jedoch keine Rolle [WF01].
Der Algorithmus iteriert so lange, bis der Anstieg der
”
Gesamtwahrscheinlichkeit“ ver-
nachla¨ssigbar ist, also z. B. bei zehn Iterationen hintereinander unter 10−10 liegt.
Wie beim iterativen distanzbasierten Clustering (siehe Abschnitt 1.2) wird eine Hill-Climb-
ing-Suche durchgefu¨hrt. Der Algorithmus findet unter Umsta¨nden nur ein lokales Maximum.
Das Problem kann wie diskutiert behoben werden, indem man den Algorithmus mit mehreren
zufa¨lligen Initialisierungen fu¨r die Parameter startet und die Clusterung mit dem gro¨ßten lokalen
Maximum fu¨r die
”
Gesamtwahrscheinlichkeit“ als Ergebnis wa¨hlt.
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Solange die Attribute unabha¨ngig voneinander sind, la¨sst sich der Algorithmus auf mehre-
re numerische Attribute erweitern. Die Wahrscheinlichkeit fu¨r eine Instanz ergibt sich in die-
sem Fall durch Multiplikation der Wahrscheinlichkeiten der einzelnen Attribute [WF01]. Die v
mo¨glichen Werte nominaler Attribute werden nicht durch eine Normalverteilung, sondern durch
v Zahlen charakterisiert, welche die Wahrscheinlichkeiten der Werte darstellen.
Korrelierte Attribute lassen sich ebenfalls verarbeiten. Die Verfahren fu¨hren allerdings zu ei-
ner sehr großen Anzahl zu bestimmender Parameter, was zum Problem der sog. ¨Uberanpassung
fu¨hrt. In diesem Zusammenhang wurden Verfahren wie das Bayssche Clustering und das AU-
TOCLASS-Programm entwickelt. Diese Verfahren werden hier nicht vorgestellt, da die Attribute
der Instanzen im Rahmen der Erosionserkennung auf Luftaufnahmen unabha¨ngig voneinander
sind (siehe Abschnitt 2.5). Fu¨r na¨here Informationen zu den Verfahren siehe [WF01].
1.4 Inkrementelles Clustering
1.4.1 COBWEB
Das COBWEB-Clusteringverfahren [Fis87] arbeitet im Unterschied zu k-Mittelwert (siehe Ab-
schnitt 1.2.1) nicht iterativ mit der gesamten Datenmenge, sondern inkrementell, d.h. Instanz
fu¨r Instanz. Die Instanzen werden dabei anhand eines Gu¨tekriteriums, der sog. Kategoriennu¨tz-
lichkeit (engl. Category utility), in einer baumartigen Hierarchie von Kategorien angeordnet.
Dabei bilden die Instanzen die Bla¨tter des Baumes und die Unterkategorien die Knoten bis zum
Wurzelknoten. Der Wurzelknoten repra¨sentiert die gesamte Instanzenmenge S.
Die Kategoriennu¨tzlichkeit CU(C) misst die Gesamtqualita¨t einer Aufteilung von Instanzen
in Cluster. Sie ist wie folgt definiert:
CU(C) =
∑
h
∑
i
∑
j
p(fi = vij) · p(fi = vij|Ch) · p(Ch|fi = vij) . (1.21)
Hierzu ist anzumerken, dass COBWEB die Anzahl der zu bildenden Kategorien (= Clus-
ter) selbst ermittelt. Die Summe 1.21 wird u¨ber alle Kategorien Ch, alle Eigenschaften fi der
Instanzen und alle Eigenschaftswerte vij gebildet.
Ha¨ufig vorkommende Eigenschaftswerte sollen gro¨ßeren Einfluss haben. Dazu dient die
Gewichtung mit p(fi = vij). Die sog. Vorhersagbarkeit (engl. predictability) p(fi = vij|Ch)
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Abb. 1.6: Aufteilung und Verschmelzung von Knoten beim COBWEB-
Clusteringverfahren (aus [Lug01])
ist die bedingte Wahrscheinlichkeit, mit der eine Instanz aus Kategorie Ch die Eigenschaft fi
mit dem Wert vij aufweist. Je ho¨her diese Wahrscheinlichkeit, desto eher weisen zwei Instan-
zen einer Kategorie dieselben Eigenschaftswerte auf. Die sog. Pra¨diktion (engl. predictiveness)
beschreibt die bedingte Wahrscheinlichkeit, mit der eine Instanz mit Eigenschaft fi und dem
Wert vij der Kategorie Ch angeho¨rt. Je ho¨her diese Wahrscheinlichkeit, desto weniger wahr-
scheinlich ist es, dass eine Instanz aus einer anderen Kategorie dieselben Eigenschaftswerte be-
sitzt. Hohe Werte von CU(C) weisen somit darauf hin, dass Instanzen aus derselben Kategorie
mit hoher Wahrscheinlichkeit gleiche Eigenschaftswerte haben. Zugleich ist die Wahrschein-
lichkeit gering, dass Instanzen unterschiedlicher Kategorien gleiche Eigenschaftswerte haben.
Diese Bewertung entspricht der in Abschnitt 1.1.2 aufgestellten Forderung bezu¨glich der Ho-
mogenita¨t und Heterogenita¨t von Elementen in Clustern. ¨Ahnlich wie iterativ distanzbasierte
Clusteringverfahren (siehe Abschnitt 1.2) fu¨hrt COBWEB eine Hill-Climbing-Suche in dem
Raum mo¨glicher Einteilungen in Cluster durch.
Der Algorithmus startet mit der ersten Instanz als Wurzel. Danach wird der bis dahin ge-
nerierte Baum von der Wurzel aus fu¨r jede neue Instanz durchlaufen. Auf jeder Ebene wird
gepru¨ft, an welcher Stelle die neue Instanz gema¨ß Formel 1.21 am besten eingefu¨gt werden
sollte. Im einfachsten Fall bildet die neue Instanz eine eigene neue Kategorie oder wird ei-
ner bereits bestehenden hinzugefu¨gt (d.h. als Blatt angeha¨ngt). Bei einer reinen Beschra¨nkung
auf diese beiden Operationen wa¨re die Generierung des Baumes zu sehr von der Reihenfol-
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Abb. 1.7: COBWEB-Kategorienhierarchie fu¨r 10 Instanzen aus S
ge der gezeigten Trainingsbeispiele abha¨ngig [WF01]. Aus diesem Grund ko¨nnen Teilba¨ume
auch restrukturiert werden. Dazu ko¨nnen zwei bestehende Kategorien verschmolzen oder eine
bestehende Kategorie in zwei Kategorien aufgeteilt werden (siehe Abb. 1.6). In letzterem Fall
wird die neue Instanz in die am besten geeignete Kategorie eingefu¨gt. Ein Beispiel fu¨r eine von
COBWEB erzeugte Hierarchie von Kategorien ist in Abb. 1.7 dargestellt (fu¨r ein reales und
ausfu¨hrliches Beispiel siehe [WF01]).
Die Ba¨ume ko¨nnen bei einer großen Anzahl von Instanzen sehr unu¨bersichtlich werden.
Schließlich gibt es genauso viele Bla¨tter wie Instanzen. ¨Uber den Parameter Cutoff kann das
Wachstum des Baumes beschra¨nkt werden. Der Parameter legt den Schwellenwert fest, wann
sich zwei Instanzen so a¨hnlich sind, dass keine eigenen Kindknoten fu¨r sie gebildet werden
mu¨ssen. In diesem Fall beinhalten Blattknoten mehrere zueinander a¨hnliche Instanzen.
Ein Nachteil inkrementeller Methoden ist, dass die Ergebnisse trotz der mo¨glichen Restruk-
turierung von Teilba¨umen noch immer stark von der Reihenfolge der Instanzen abha¨ngen.
1.4.2 CLASSIT
Die numerische Variante des COBWEB-Clusteringverfahrens wird CLASSIT [GLF90] genannt.
Fu¨r numerische Attribute wird die Kategoriennu¨tzlichkeit u¨ber eine Scha¨tzung des Mittelwertes
und der Standardabweichung fu¨r den Attributwert definiert (fu¨r die genaue Def. siehe [WF01]).
Die Abscha¨tzung der Standardabweichung fu¨r Knoten, die nur eine Instanz enthalten, kann Null
sein und fu¨hrt zu unendlich großen Werten der Kategoriennu¨tzlichkeit. Das Problem wird durch
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einen Scha¨rfe genannten Parameter gelo¨st, durch den jedes Attribut mit einer Mindestvarianz
belegt werden kann.
1.5 Hierarchisches Clustering
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Abb. 1.8: Dendogramm
Statt einer einzigen Clusterung erzeugen hierarchische
Clusteringverfahren eine Serie ineinander geschachtelter
Clusterungen. Agglomerative Verfahren starten mit ein-
zelnen Instanzen aus der Instanzenmenge S und verei-
nigen diese sukzessive zu Gruppen. Am Ende bleibt ein
einziger Cluster bestehend aus allen Instanzen u¨brig. Di-
visive Verfahren hingegen teilen umgekehrt die Instan-
zen sukzessive in kleinere Gruppen ein, so dass die letzte
Clusterung nur aus einzelnen Instanzen besteht. Jede Ver-
einigung oder Auftrennung hat zum Ziel, eine vorgegebe-
ne Qualita¨tsfunktion zu verbessern. Fu¨r eine vorgegebene
Anzahl von Clustern stoppen die Verfahren, sobald diese
erreicht wurde. Das Ergebnis eines hierarchischen Clusteringverfahrens wird u¨blicherweise in
einem sog. Dendogramm (siehe Abb. 1.8) dargestellt.
Hierarchische Clusteringverfahren werden in dieser Arbeit nur der Vollsta¨ndigkeit halber
erwa¨hnt. Aufgrund der hohen Laufzeit der Verfahren sind sie nicht implementiert. Im Folgen-
den werden einige bekannte agglomerative Verfahren vorgestellt. Fu¨r weitere Informationen zu
divisiven Verfahren sei auf [Eve86] verwiesen.
1.5.1 Single-Linkage
Agglomerative Methoden berechnen eine ¨Ahnlichkeits- oder Distanzmatrix, in welcher die
¨Ahnlichkeit oder der Abstand zwischen den jeweiligen Instanzen eingetragen wird. Danach
werden in jedem Schritt des Verfahrens die Instanzen oder Gruppen zusammengefasst, welche
die gro¨ßte ¨Ahnlichkeit haben. Der einzige Unterschied zwischen den agglomerativen Methoden
liegt in der Wahl der ¨Ahnlichkeits- oder Abstandsfunktion.
Das Single-Linkage Clusteringverfahren ist auch unter dem Namen Nearest Neighbour
Clustering bekannt, da es in jedem Schritt Instanzen oder Gruppen von Instanzen mit dem
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geringsten Abstand zueinander zusammenfasst. In jedem Schritt wird somit die Anzahl der
Gruppen um eine verringert. Dabei ist der Abstand zwischen zwei Gruppen definiert als der
Abstand zwischen den beiden na¨chsten Elementen der Gruppen (siehe Abb. 1.3(a)).
1.5.2 Complete-Linkage
Das Complete-Linkage-Verfahren ist das Gegenteil von Single-Linkage. In jedem Schritt wer-
den die Instanzen oder Gruppen zusammenfasst, die am weitesten voneinander entfernt sind.
Der Abstand zwischen zwei Gruppen ist dementsprechend definiert als der Abstand zwischen
den beiden am weitesten voneinander entfernt liegenden Elementen der Gruppen (siehe Abb.
1.3(b)). Das Verfahren wird auch Furthest Neighbour Clustering genannt.
1.5.3 Average-Linkage
Beim Average-Linkage-Verfahren wird der Abstand zwischen zwei Gruppen definiert als der
Durchschnitt aller paarweise gebildeten Absta¨nde zwischen den Elementen der Gruppe (siehe
Abb. 1.3(c)).
1.5.4 Ward’s Methode
Ward schla¨gt ein Verfahren vor, welches gewisse ¨Ahnlichkeiten mit dem in Abschnitt 1.2 vor-
gestellten iterativen distanzbasierten Clustering hat [WMJ00]. In jedem Schritt werden die In-
stanzen oder Gruppen von Instanzen miteinander vereinigt, welche die Summe der quadrierten
Fehler (Formel 1.5) der daraus resultierenden Clusterung minimieren.
1.6 Clustering mit ku¨nstlichen neuronalen Netzen
Ku¨nstliche neuronale Netze folgen dem konnektionistischen Modell der Wissensrepra¨sentation
und arbeiten nicht mit Symbolen, sondern mit numerischen Methoden und Merkmalsvektoren
(siehe Abschnitt 1.1.3). Fu¨r die vorliegende Problemstellung der Erosionserkennung auf Luft-
aufnahmen und der damit verbundenen numerischen Repra¨sentation der Datenpunkte (siehe
Abschnitt 2.5) spielt dieser Unterschied jedoch keine Rolle. Alle in diesem Kapitel vorgestell-
ten Clusteringverfahren ko¨nnen mit numerischen Merkmalsvektoren arbeiten. Zudem gibt es
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eine enge Verwandtschaft zwischen der in diesem Abschnitt vorgestellten Kohonen-Lernregel
und dem k-Mittelwert-Verfahren [Tsy71].
Den meisten konnektionistischen Modellen gemein ist die verteilte Repra¨sentation von Wis-
sen. Diese fu¨hrt zu einer gewissen Parallelita¨t der Verarbeitung, da die Einheiten eines Netzes
oder Schichten von Einheiten Eingaben — eine hardwaretechnische Realisierung vorausgesetzt
— gleichzeitig und unabha¨ngig voneinander verarbeiten ko¨nnen. Die Verteilung fu¨hrt außerdem
zu einer hohen Fehlertoleranz, da Netze selbst bei Ausfall einzelner Einheiten noch akzeptable
Ergebnisse liefern ko¨nnen. Dazu mu¨ssen die Netze allerdings entsprechend dimensioniert sein.
Bei richtigem Training ko¨nnen neuronale Netze ferner mit verrauschten Daten oder Sto¨rungen
in den Eingabedaten besser umgehen als konventionelle Algorithmen. Sie lassen sich somit am
besten in Problembereichen einsetzen, fu¨r die symbolbasierte Modelle weniger geeignet sind.
Dazu geho¨ren Wahrnehmungsprobleme oder das Fehlen einer klar definierten Syntax.
Ein Problem konnektionistischer Modelle ist ihre schwierige Interpretierbarkeit. Die verteil-
te Speicherung von Wissen ermo¨glicht im Unterschied zum symbolbasierten Lernen kaum den
gezielten Einsatz von Hintergrundwissen u¨ber eine Problemdoma¨ne. Neuronale Netze werden
nicht programmiert, sondern eignen sich Wissen allein u¨ber den (oft langwierigen) Vorgang
des Trainings an. Eine andere Schwierigkeit kann sich bei der ¨Uberfu¨hrung der Instanzen in
numerische Merkmalsvektoren und deren Interpretation ergeben (siehe Abschnitt 1.1.3).
1.6.1 Biologische neuronale Netze
Ku¨nstliche neuronale Netze orientieren sich am biologischen Vorbild des tierischen und mensch-
lichen Gehirns, obwohl sie von der Komplexita¨t biologischer Nervensysteme sehr weit abstra-
hieren und starke Vereinfachungen vornehmen.
Die fundamentale funktionale Einheit (siehe Abb. 1.9) eines jeden Nervensystems, so auch
des menschlichen Gehirns, ist die Nervenzelle bzw. das Neuron. Der Zellko¨rper (soma) entha¨lt
den Zellkern. Vom Zellko¨rper gehen mehrere Dendriten genannte Fasern aus sowie eine einzige
lange als Axon bezeichnete Faser. Das Axon kann sich am Ende wiederum in mehrere Fasern
aufspalten, die u¨ber sog. Synapsen mit den Ko¨rpern anderer Zellen verbunden sind.
Durch elektrochemische Reaktionen werden Signale von einem Neuron zu einem anderen
u¨bertragen, wobei chemische ¨Ubertragungssubstanzen ausgehend von den Synapsen in die Den-
driten eindringen und dabei das Spannungspotential des Zellko¨rpers entweder erho¨hen (excita-
torische Synapsen) oder verringern (inhibitorische Synapsen). Erreicht das Spannungspotential
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Abb. 1.9: Schematische Darstellung eines Neurons
des Zellko¨rpers einen bestimmten Schwellwert, so wird ein elektrischer Impuls, das sog. Akti-
onspotential, u¨ber das Axon zu anderen Zellen gesendet. Man sagt auch, das Neuron “feuert”.
¨Uber die Synapsen kann sich die Sta¨rke der Verbindungen zwischen Neuronen u¨ber la¨ngere
Zeit als Antwort auf bestimmte Stimulationsmuster vera¨ndern. Zudem ko¨nnen Neuronen neue
Verbindungen mit anderen Neuronen bilden und manchmal bewegen sich sogar ganze Neuro-
nengruppen von einem Ort zum anderen. Man geht davon aus, dass diese Mechanismen die
Grundlagen des Lernens in biologischen Nervensystemen darstellen.
Fu¨r eine ausfu¨hrliche Darstellung neurowissenschaftlicher Grundlagen sei auf [DMS01]
verwiesen, fu¨r eine funktionale und anatomische Beschreibung des menschlichen Gehirns und
Nervensystems auf [Tre99].
1.6.2 Ku¨nstliche neuronale Netze
Ein ku¨nstliches neuronales Netz (KNN) ist nichts anderes als ein gewichteter Graph (fu¨r eine
Definition siehe [CLRS01]), dessen Knoten (Einheiten) u¨ber gewichtete Kanten (Verbindun-
gen) miteinander verbunden sind. Die Grundlage bildet die in Abb. 1.10 gezeigte Einheit eines
ku¨nstlichen Neurons.
Sei n die Anzahl aller Einheiten und ni die Anzahl der Eingabesignale fu¨r eine Einheit
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Abb. 1.10: Ku¨nstliches Neuron
i ∈ {1, . . . , n}. Die lineare Eingangsfunktion ini einer Einheit i berechnet die totale gewichtete
Summe (die sog. Aktivierungsebene) aller ni Eingangssignale aj (mit j ∈ {1, . . . , ni}):
ini =
ni∑
j=1
wjiaj .
Dabei stellt das reellwertige Gewicht wji die Verbindungssta¨rke zwischen einer Einheit j
und der Einheit i dar. Die Eingabesignale ko¨nnen aus der Umgebung oder durch Aktivierung
anderer Einheiten erzeugt werden. In der Regel sind die Eingaben diskret, aus der Menge {0, 1}
oder {−1, 1} oder reelle Zahlen.
Die Schwellenwertfunktion acti(ini) bestimmt in Abha¨ngigkeit von der Aktivierungsebene
und einem Schwellenwert t, wann eine Einheit entsprechend dem biologischen Vorbild “feuert”.
Ga¨ngige Schwellenwertfunktionen sind die sog. Step-Funktion und die Sign-Funktion, die beide
diskrete Werte {0, 1} bzw. {−1, 1} liefern oder die Sigmoid-Funktion, welche kontinuierliche
Werte zwischen 0 und 1 ausgibt (siehe Abb. 1.11).
Die Ausgabe entspricht in der Regel dem Wert der Schwellenwertfunktion (d.h. outi =
acti(ini)).
Im Laufe der Zeit haben sich viele verschiedene Netzstrukturen (Topologien) und Lernver-
fahren fu¨r die Adaption der Gewichte an Trainingsdaten entwickelt.
McCulloch und Pitts haben 1943 gezeigt, dass ihre Neuronen jede logische Funktion be-
rechnen ko¨nnen [MP43]. Aus diesen Neuronen bestehende Systeme bilden somit ein vollsta¨ndi-
ges Rechenmodell. Das von Rosenblatt 1958 entwickelte Perceptron besteht aus einer einzigen
Schicht von Neuronen, die mit einem u¨berwachten Lernverfahren trainiert wird [Ros58]. Nils-
son et al. zeigten 1965, dass das Perceptron Probleme linear nicht trennbarer Daten nicht lo¨sen
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Abb. 1.11: Schwellenwertfunktionen
kann [Nil65]. Mit Hilfe der von Rumelhart et al. entwickelten Delta-Regel [RHW86] ist es
gelungen, mehrschichtige neuronale Netze (sog. Feed-Forward-Netze) durch ein Gradientenab-
stiegsverfahren (dem Backpropagation-Algorithmus) zu trainieren. Mehrschichtige neuronale
Netze sind rechnerisch vollsta¨ndig, d.h. der Klasse der Turing-Maschinen a¨quivalent [Lug01].
Feed-Forward-Netze werden fu¨r die Klassifikation von Daten verwendet.
Es gibt noch viele andere Arten neuronaler Netze und Lernverfahren, die so unterschiedliche
Aufgaben wie Mustererkennung, Speicherabruf, Vorhersage, Optimierung oder die Filterung
von Rauschen erfu¨llen. Genannt seien an dieser Stelle das Hebbsche Koinzidenzlernen [Heb49],
Assoziativspeicher und lineare Assoziatoren [Koh72, ASRJ77] oder Hopfield-Netze [Hop82].
Fu¨r die Clusterung von Daten relevante Modelle nicht u¨berwachten Lernens entsprechen
dem sog. Wettbewerbslernen (engl. competitive learning) und werden im Folgenden vorgestellt.
1.6.3 Alles-dem-Gewinner-Netze
Alles-dem-Gewinner-Netze (engl. winner-take-all-networks) [Koh84, HN87] bestehen aus einer
Eingabeschicht mit d Einheiten, die den Merkmalen der Instanzen aus S entsprechen, und einer
Ausgabeschicht. Die Anzahl der Einheiten der Ausgabeschicht wird im Rahmen der Cluster-
analyse als die Anzahl zu bestimmender Cluster k gewa¨hlt. Die Einheiten x1, x2, . . . , xd der
Eingabeschicht sind jeweils — wie bei einem Feed-Forward-Netz — u¨ber gewichtete Kanten
mit allen k Ausgabeeinheiten O1, O2, . . . , Ok verbunden (siehe Abb. 1.12).
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x1 x2 xd
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w11
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w31
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Abb. 1.12: Alles-dem-Gewinner-Netz (aus Gru¨nden der ¨Uber-
sichtlichkeit wurden nicht alle Gewichte wij einge-
zeichnet)
Im Unterschied zu Feed-Forward-Netzen stehen die Einheiten der Ausgabeschicht in einem
”
Wettbewerb“ um die Eingaben. Mit Hilfe eines Maximalaktivierungstests [Lug01] wird die
Einheit der Ausgabeschicht bestimmt, die am sta¨rksten auf die gerade aktuelle Eingabe rea-
giert. Der Maximalaktivierungstest wa¨hlt die Einheit als Gewinner aus, deren Gewichtsvektor
dem Eingabevektor gema¨ß einem zuvor gewa¨hlten Abstandsmaß, z. B. der euklidischen Distanz
(Formel 1.1), am na¨chsten ist. Die Ausgabe der Einheit, die den Wettbewerb gewinnt, ist 1, die
der anderen Einheiten 0.
Der Gewinner wird belohnt, indem sein Gewichtsvektor wi gema¨ß der sog. Kohonen-Lern-
regel (engl. Kohonen learning law) na¨her an den Eingabevektor ru¨ckt:
wneui = w
alt
i + α(x− walti ) . (1.22)
Dabei ist α eine kleine positive reellwertige Lernkonstante, die u¨ber die Zeit kleiner wird.
Sie sorgt dafu¨r, dass sich die Gewichtsvektoren nur langsam und mit zunehmendem Lernfort-
schritt immer feiner an die Eingaben anpassen. Am Ende des Lernvorgangs repra¨sentiert jeder
der k Gewichtsvektoren einen Teil der Eingabedaten, die auf diese Weise in k unterschiedliche
Klassen eingeteilt (geclustert) werden.
Die Grundidee Kohonens besteht darin, die Gewichtsvektoren im Rd anna¨herend propor-
tional zur Wahrscheinlichkeitsdichte-Funktion ρ anzuordnen, gema¨ß der die Eingabevektoren
ausgewa¨hlt werden [HN89]. Mit anderen Worten soll die Wahrscheinlichkeit dafu¨r, dass ein
gema¨ß ρ ausgewa¨hlter Eingabevektor aus Rd am na¨chsten an wi liegt, fu¨r alle i = 1, 2, . . . , k
anna¨herend 1/k betragen. Eine mo¨glichst exakte Anna¨herung an ρ ist interessant, da eine Wahr-
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scheinlichkeitsdichte-Funktion sehr viele Informationen u¨ber die Daten entha¨lt [HN89].
Es hat sich gezeigt, dass die geforderte Eigenschaft bei zufa¨lliger Initialisierung der Ge-
wichtsvektoren nur unter gu¨nstigen Umsta¨nden eintritt. Liegen etwa die Gewichtsvektoren alle
in einer bestimmten Region von Rd und stammen alle Trainingsbeispiele aus einer anderen, so
kann es passieren, dass nur ein einziger Gewichtsvektor fu¨r die Repra¨sentation der Trainings-
beispiele verwendet wird. Manchmal werden Gewichtsvektoren auch u¨bereinander geschoben
und repra¨sentieren damit dieselben Eingaben. Beide Probleme ko¨nnen durch die Einfu¨hrung
eines sog. Bewusstseins-Parameters behoben werden, der in jeder Iteration aktualisiert wird
und Einheiten fu¨r eine Weile abschaltet, falls sie zu ha¨ufig gewinnen [HN89, Lug01]. Laut
Hecht-Nielsen [HN89] ordnen sich die Gewichtsvektoren dadurch in nahezu allen Fa¨llen in
einer anna¨herend gleich wahrscheinlichen Konfiguration an.
Im Vergleich mit anderen KNNs weisen Alles-dem-Gewinner-Netze den Nachteil auf, we-
niger robust gegenu¨ber Ausfa¨llen einzelner Einheiten zu sein: fa¨llt eine Einheit aus, so kann
die durch sie repra¨sentierte Klasse nicht mehr erkannt werden. Die Netze ko¨nnen zudem kein
hierarchisches Wissen speichern [HPK91].
1.6.4 Selbstorganisierende Merkmalskarten
Selbstorganisierende Merkmalskarten (engl. self-organizing feature maps, SOMs) sind im We-
sentlichen eine Variante der Alles-dem-Gewinner-Netze. Im Unterschied dazu sind die Ausga-
beeinheiten auf einer Linie oder einem Gitter angeordnet (unterschiedliche Dimensionen und
diverse Topologien des Gitters sind mo¨glich). Ziel ist es, die Gewichtsvektoren der Ausgabe-
einheiten so anzupassen, dass auf dem Gitter nebeneinander liegende Ausgabeeinheiten zuein-
ander a¨hnliche Eingabevektoren repra¨sentieren. In diesem Sinn sollen nicht lineare statistische
Beziehungen zwischen ho¨herdimensionalen Eingabedaten in einfache geometrische Beziehun-
gen zwischen den zugeho¨rigen Punkten auf einer niedrig dimensionalen Anzeige umgewandelt
werden [Koh01]. Ein Netzwerk, das eine solche Topologie erhaltende Abbildung durchfu¨hrt,
wird Merkmalskarte genannt.
Ein Verfahren zum Trainieren von SOMs wurde 1982 von Kohonen vorgestellt [Koh82].
Die Struktur des Netzes entspricht der in Abschnitt 1.12 beschriebenen, bis auf die Anord-
nung der Ausgabeneuronen auf einem in der Regel zweidimensionalen Gitter (siehe Abb. 1.13).
Fu¨r einen Eingabevektor x wird wie bei den Alles-dem-Gewinner-Netzen als Gewinner i∗ der
Ausgabevektor bestimmt, dessen Gewichtsvektor dem Eingabevektor gema¨ß einer gegebenen
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Abb. 1.13: SOM mit drei Eingabeeinheiten, 7× 6 Ausgabe-
einheiten und einem Gewinner
Abstandsfunktion am na¨chsten ist.
Der Unterschied liegt in der Lernregel fu¨r die Adaption der Gewichtsvektoren. Anstatt nur
den Gewichtsvektor des Gewinners zu vera¨ndern, werden auch die Gewichtsvektoren von Ein-
heiten in der Nachbarschaft des Gewinners i∗ gema¨ß der folgenden Lernregel angepasst:
wneui = w
alt
i + αΛ(i, i
∗)(x− walti ) ∀ i ∈ {1, . . . , n} . (1.23)
Die sog. Nachbarschaftsfunktion Λ(i, i∗) bestimmt dabei die Sta¨rke der Anpassung in Ab-
ha¨ngigkeit vom Abstand der jeweiligen Einheit i zum Gewinner i∗ auf dem zweidimensionalen
Gitter. Die Sta¨rke der Anpassung ist um so gro¨ßer, je na¨her die jeweilige Einheit am Gewinner
liegt. An dieser Stelle geht die topologische Information ein, so dass benachbarte Einheiten
auf a¨hnliche Weise aktualisiert werden und am Ende des Lernvorgangs auf a¨hnliche Eingaben
reagieren.
Eine typische Wahl fu¨r Λ(i, i∗) ist:
Λ(i, i∗) = exp
(−dist(Oi, Oi∗)2
2σ2
)
, (1.24)
wobei der Parameter σ die Breite des Adaptionsbereiches bestimmt und wa¨hrend des Trai-
nings zunehmend kleiner wird. Der Graph der Funktion ist fu¨r eine Merkmalskarte bestehend
aus 10× 10 Einheiten mit σ = 1 in Abb. 1.14 dargestellt. Zur besseren ¨Ubersicht ist die an sich
diskrete Funktion als durchgehender Graph gezeichnet. Die Lernrate α kann in Abha¨ngigkeit
vom Lernschritt t als α(t+1) = 1/α(t) gewa¨hlt werden, fu¨r andere Wahlen siehe [Koh01] oder
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Abb. 1.14: Nachbarschaftsfunktion Λ(i, i∗) u¨ber dem Gewinner i∗ an Position
(4,6)
[Tsc02]. Als Distanz zwischen den Einheiten der Ausgabeschicht eignet sich je nach Struktur
des Gitters die euklidische Distanz (Formel 1.1). Die Struktur des Gitters ist typischerweise
rechteckig oder hexagonal (fu¨r eine Diskussion und Abbildungen sei auf [Zer01] verwiesen).
Die Gro¨ßen Λ(i, i∗) und α werden zwecks besserer Konvergenz wa¨hrend des Trainings dy-
namisch vera¨ndert. Zu Beginn startet man in der Regel mit einem weiten Radius fu¨r die Nach-
barschaftsfunktion und einer hohen Lernrate und verringert die Gro¨ßen im Laufe des Trainings-
vorgangs. Dadurch wird die Karte schnell an die Eingaben angepasst und danach schrittweise
verfeinert, bis nur noch Einheiten in unmittelbarer Nachbarschaft des Gewinners und spa¨ter der
Gewinner selbst adaptiert werden.
Kapitel 2
Digitale Bildverarbeitung
Als Beispielanwendung dient in dieser Diplomarbeit die Erkennung von Erosion auf Luftauf-
nahmen. Die Aufnahmen liegen in digitaler Form zur weiteren Verarbeitung durch Hardware
oder Software vor. In diesem Kapitel wird beschrieben, auf welche Weise digitale Bilder auf
Rechnern repra¨sentiert und in welchen Schritten sie verarbeitet werden. Zudem wird disku-
tiert, auf welche Weise die Bilddaten in Merkmalsvektoren kodiert werden, um sie mit den in
Kapitel 1 vorgestellten Clusteringverfahren analysieren zu ko¨nnen.
2.1 Einfu¨hrung und ¨Ubersicht
Mit seinen Augen nimmt der Mensch jeden Tag die Welt um sich herum in Form von Bildern
wahr. Von Objekten reflektiertes Licht dringt in das Auge. Die Energie des Lichtstrahls wird von
Rezeptoren in elektrische Impulse umgewandelt, die von den Nervenzellen im menschlichen
Gehirn verarbeitet werden ko¨nnen.
Die Fotografie und Videotechnik bilden diesen Prozess nach, indem sie die Energie von
Lichtstrahlen auf ein Stu¨ck Film abbilden. Ein Foto oder Video kann vervielfa¨ltigt, bearbei-
tet und archiviert werden, was bei mehrfacher Wiederholung allerdings zu Qualita¨tsverlusten
fu¨hren kann. Digitale Information weist diesen Nachteil nicht auf. Es stellt sich die Frage, wel-
che Mo¨glichkeiten es gibt, digitale Bildinformationen auf einem Rechnersystem zu speichern
und zu verarbeiten. Dieser Frage widmet sich die digitale Bildverarbeitung.
Ein mo¨gliches Ziel der digitalen Verarbeitung eines Bildes ist die Aufbereitung der in dem
Bild enthaltenen Informationen, um sie der Interpretation und Analyse durch Menschen zuga¨ng-
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lich zu machen. So ko¨nnten etwa Helligkeit und Kontrast vera¨ndert, die Intensita¨t der Farben
erho¨ht oder Teile des Bildes eingefa¨rbt werden. Anwendungen ergeben sich etwa in der Medi-
zin, Geographie, Archa¨ologie, Physik, Biologie, Astronomie, in den Rechtswissenschaften, in
der Industrie oder beim Milita¨r.
Ein etwas anderes — oft daru¨ber hinausgehendes — Ziel ist die automatische Verarbeitung
von Bildern durch Rechner, z. B. die automatische Erkennung von Objekten und die Erstellung
einer symbolischen Repra¨sentation. Beispiele sind etwa die automatische Schrifterkennung, die
Erkennung von Fingerabdru¨cken (Biometrie), die Erstellung von Bilddatenbanken im Sinne des
Information Retrieval oder die Wettervorhersage anhand von Luftaufnahmen und Satellitenbil-
dern.
Die in Kapitel 1 vorgestellten Clusteringverfahren ko¨nnen als eine Art Vorstufe fu¨r die Ent-
wicklung eines Systems angesehen werden, welches Erosion auf Luftaufnahmen automatisch
erkennt. Durch die Einteilung der Bildinformation in einige wenige Klassen und der damit ver-
bundenen Informationsreduktion ko¨nnen die Bilder zuna¨chst aber auch durch den Substanzwis-
senschaftler besser interpretiert werden.
2.2 Digitale Schwarz/Weiß-Bilder
Ein Schwarz/Weiß-Foto, welches mit einer Fotokamera aufgenommen wurde, entha¨lt verschie-
dene Grauwerte. Das Licht wird von der Oberfla¨che des Fotos reflektiert und trifft mit unter-
schiedlicher Intensita¨t auf die Netzhaut des menschlichen Auges. Der Mensch nimmt die ver-
schiedenen Grauwerte als Unterschiede in der Helligkeit wahr. Ein monochromes Bild la¨sst sich
entsprechend beschreiben als eine Funktion, die u¨ber ra¨umliche Koordinaten x, y jedem Punkt
des Bildes einen Wert z proportional zur Helligkeit zuordnet (fu¨r die Orientierung der Achsen
des Koordinatensystems siehe Abb. 2.1(a)). Da Licht eine Form von Energie ist, ist dieser Wert
positiv und endlich.
Fu¨r digitale Bilder muss der kontinuierliche Definitions- und Wertebereich der Funktion
diskretisiert werden. Damit stammen die Koordinaten x ∈ {1, . . . ,m} und y ∈ {1, . . . , n} aus
einer endlichen Menge natu¨rlicher Zahlen und die Helligkeitswerte z ∈ {1, . . . , b} ebenfalls.
Die einzelnen Bildelemente (engl. picture elements, auch mit Pixel abgeku¨rzt), befinden sich
dann in einer Matrix, welche fu¨r jedes Pixel den dazugeho¨rigen diskretisierten Helligkeitswert
entha¨lt.
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(a) Orientierung des Koordinatensystems (b) ¨Uber ein Raster werden die analogen Bild-
informationen aus Abb. 2.1(a) in einzelne Pi-
xel u¨berfu¨hrt (hier dargestellt fu¨r einen ver-
gro¨ßerten Ausschnitt)
Abb. 2.1: Darstellung digitaler Schwarz/Weiß-Bilder
Wird ein Raster u¨ber ein Foto gelegt (siehe Abb. 2.1(b)) und entsprechen die Pixel den
Zellen des Rasters, so repra¨sentiert jedes Pixel eine Menge von Punkten des Fotos. Diese Form
der Darstellung wird auch Rasterbild genannt. Das Raster ist in der Regel orthogonal und die
Kanten haben a¨quidistanten Abstand.
Es ist nicht ganz klar, wie m,n und b zu wa¨hlen sind, um ein Bild mo¨glichst detailgetreu in
ein Rasterbild umzuwandeln. Durch die Diskretisierung gehen zwangsla¨ufig Bildinformationen
verloren. Ein Maß fu¨r die Detailgenauigkeit ist die sog. Auflo¨sung (engl. resolution). Sie misst
die Anzahl der Pixel, die horizontal und vertikal auf einer bestimmten Fla¨che Platz finden und
wird in der Regel in DPI (dots per inch) angegeben. Eine ho¨here Auflo¨sung entspricht einer
feineren Einteilung des Rasters. Die Anzahl der Grauwerte wird aus technischen Gru¨nden meist
als eine Zweierpotenz gewa¨hlt, d.h. monochrome Rasterbilder enthalten 2, 4, 8, 16, 32, 64, 128
oder 256 verschiedene Grauwerte.
2.3 Digitale Farbbilder
Die Repra¨sentation digitaler Farbbilder unterscheidet sich grundsa¨tzlich nicht von der mono-
chromer digitaler Bilder. Der einzige Unterschied besteht in der Ersetzung der Grauwerte durch
Farben.
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(a) Elektromagnetisches Energie-Spektrum (b) Mischung der Prima¨rfarben
Abb. 2.2: Farbtafeln aus [GW92]
Das Licht, das auf die Netzhaut des menschlichen Auges trifft, setzt sich aus elektromag-
netischen Wellen zusammen, die einem kontinuierlichen Spektrum von Farben entsprechen.
Das sichtbare Spektrum la¨sst sich in sechs breite Bereiche einteilen: Violett, Blau, Gru¨n, Gelb,
Orange und Rot. Die Farbbereiche enden nicht abrupt, sondern gehen ineinander u¨ber (siehe
Abb. 2.2(a)). Die Farbe wird durch die jeweilige Wellenla¨nge bestimmt.
Das menschliche Auge besitzt drei verschiedene Typen von Rezeptoren auf der Netzhaut,
die jeweils auf die Spektren Rot, Gru¨n und Blau reagieren. Alle anderen Farben, die der Mensch
sieht, ergeben sich aus einer Mischung dieser drei Spektren. Die CIE (Commission Internatio-
nale de l’Eclairage) hat 1931 aus Gru¨nden der Standardisierung die Werte der Wellenla¨ngen
festgelegt, die als
”
reines“ Rot, Gru¨n und Blau angesehen werden sollen (Rot = 700 nm, Gru¨n
= 546.1 nm, Blau = 435.8 nm). Diese Farben werden auch Prima¨rfarben genannt. Durch Mi-
schung der Prima¨rfarben ergeben sich die sog. Sekunda¨rfarben Magenta (Rot und Blau), Cyan
(Gru¨n und Blau) und Gelb (Rot und Gru¨n) (siehe Abb. 2.2(b)). Werden alle Prima¨rfarben oder
eine Sekunda¨rfarbe mit ihrer entgegengesetzten Prima¨rfarbe gemischt, so ergibt sich bei der
Addition von Wellenla¨ngen des Lichtes die Farbe Weiß. Bei der Mischung von Farbpigmenten
hingegen sind die Prima¨r- und Sekunda¨rfarben vertauscht und die Mischung aller Farben ergibt
Schwarz.
Die Menge an Rot, Gru¨n und Blau, die beno¨tigt wird, um irgendeine andere Farbe durch
Mischung zu generieren, la¨sst sich durch die drei sog. tristimulus Werte X, Y und Z charak-
terisieren. Eine Farbe wird durch ihre trichromatischen Koeffizienten spezifiziert, die wie folgt
definiert sind:
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x =
X
X + Y + Z
(2.1)
y =
Y
X + Y + Z
und (2.2)
z =
Z
X + Y + Z
. (2.3)
Die tristimulus Werte, die beno¨tigt werden, um eine Farbe zu generieren, ko¨nnen Kurven
oder Tabellen entnommen werden (z. B. der Normfarbtafel der CIE, fu¨r eine Abb. siehe [Ran89],
[GW92] oder [Tsc02]).
Fu¨r die standardisierte Spezifikation von Farben haben sich — je nach Anwendung — un-
terschiedliche Farbmodelle entwickelt. Ein Farbmodell gibt ein dreidimensionales Koordinaten-
system an und einen dazugeho¨rigen Unterraum, in dem jede Farbe durch einen einzelnen Punkt
repra¨sentiert wird. Im technischen Bereich haben sich drei Farbmodelle etabliert. Das RGB-
Modell (red, green, blue) wird von Farbmonitoren und Farbvideokameras verwendet. Farbdru-
cker benutzen das CMY-Modell (cyan, magenta, yellow). Farbfernseher greifen auf das YIQ-
Modell (luminance, inphase, quadrature) zuru¨ck. Fu¨r die Bearbeitung von Bildern durch den
Menschen eignet sich eher das HSI-Modell (hue, saturation, intensity). Die Modelle ko¨nnen in-
einander umgerechnet werden (fu¨r na¨here Informationen siehe [GW92]). Fu¨r die Analyse von
Luftaufnahmen und die Interpretation durch den Menschen eignen sich das RGB-Modell und
das HSI-Modell, die im Folgenden beschrieben werden.
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Abb. 2.3: RGB-Farbwu¨rfel
RGB-Modell Beim RGB-Modell wird jede Farbe
durch die Anteile der drei Prima¨rfarben Rot, Gru¨n
und Blau bestimmt. Der Teilbereich des von dem Mo-
dell verwendeten kartesischen Koordinatensystems ist in
Abb. 2.3 dargestellt. Die Farbwerte sind so skaliert, dass
sich ein Einheitswu¨rfel ergibt und alle Farbwerte im Be-
reich [0, 1] liegen. Die Farbe Schwarz liegt im Ursprung,
die Farbe Weiß ist am weitesten davon entfernt. Drei
Ecken bilden die Prima¨rfarben Rot, Gru¨n und Blau, die
anderen Ecken die Sekunda¨rfarben Cyan, Magenta und
Gelb. Die Skala der Grauwerte befindet sich auf der Dia-
gonalen von Schwarz nach Weiß.
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HSI-Modell Das HSI-Modell kommt der Beschreibung von Farben durch den Menschen am
na¨chsten. Anstatt Farben durch die Mischung aus Prima¨rfarben zu beschreiben, setzt sich eine
Farbe im HSI-Modell aus den Gro¨ßen Farbwert (engl. hue), Sa¨ttigung (engl. saturation) und
Helligkeit (engl. intensity) zusammen. Der Farbwert bestimmt die dominante Wellenla¨nge in
einer Mischung aus elektromagnetischen Wellen. Er entspricht dem, was Menschen meinen,
wenn sie ein Objekt
”
rot“,
”
gelb“ oder
”
orange“ nennen. Die Sa¨ttigung bezieht sich auf die
relative Reinheit der Farbe und bestimmt den Anteil der Mischung von Weiß mit dem Farbwert.
So haben die Prima¨rfarben eine volle Sa¨ttigung, wa¨hrend die Mischung von Rot und Weiß
z. B. ein Pink ergibt. Die Helligkeit ist eine sehr subjektive Gro¨ße, die sich einer Beschreibung
entzieht. Eine Vera¨nderung der Helligkeit hat keine Auswirkungen auf die Farben in einem Bild.
Die Anzahl der Farben in einem Bild bestimmt dessen Farbtiefe. Die Farbtiefe wird in Bits
angegeben und entspricht damit wie bei den Grauwerten der Darstellung durch Zweierpotenzen.
¨Ublich sind Farbtiefen von 8 bit (256 Farben), 16 bit (65536 Farben) und 24 bit (16.777.216
Farben). Bilder mit einer Farbtiefe von 24 bit werden auch True-Color-Bilder genannt.
2.4 Der Prozess der digitalen Bildverarbeitung
Der Prozess der Verarbeitung eines digitalen Bildes la¨sst sich durch folgende Schritte cha-
rakterisieren [GW92]: Bilderwerb (engl. image acquisition), Vorverarbeitung (engl. prepro-
cessing), Segmentierung (engl. segmentation), Merkmalsdetektion (engl. feature selection) und
Erkennung/Interpretation (engl. recognition, interpretation).
Bilderwerb Der Erwerb eines digitalen Bildes kann durch Gera¨te wie Kamera oder Scanner
erfolgen, die analoge Informationen aus der Umgebung oder von Vorlagen (z. B. Fotos)
mit Hilfe eines Analog/Digital-Wandlers in digitale Informationen umwandeln. Dazu be-
darf es eines Sensors, der ein elektrisches Signal proportional zur Energie erzeugt, die auf
den Sensor trifft. Im Falle eines Scanners wird z. B. durch einen Fotodetektor die Inten-
sita¨t gemessen, mit der ein Lichtstrahl (z. B. ein Laserstrahl) von der Oberfla¨che des zu
scannenden Objekts reflektiert wird.
Vorverarbeitung Durch eine Aufbereitung der Bildinformationen (z. B. Rauschunterdru¨ckung,
Farbkorrekturen oder ¨Anderung des Kontrastes) sollen die Chancen erho¨ht werden, das
Bild durch andere Schritte erfolgreich weiterverarbeiten zu ko¨nnen. Die Aufbereitung
von Bildern fu¨r die Interpretation durch den Menschen ist mit diesem Schritt oft bereits
abgeschlossen.
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Segmentierung Das Bild wird in Bereiche und/oder Objekte eingeteilt. Es besteht ein Unter-
schied zwischen einer Einteilung, die auf dem Umriss (und damit der Form) der einzelnen
Bildteile beruht und einer, welche die gesamte Region (also die Pixel) repra¨sentiert. Fu¨r
die Erkennung von Objekten eignet sich der Umriss besser, fu¨r die Erkennung von Tex-
turen die Darstellung durch Pixel. Z. B. entspricht der Schritt der Segmentierung bei der
automatischen Schrifterkennung der Einteilung in Regionen mit einzelnen Buchstaben.
Merkmalsdetektion In diesem Schritt werden wesentliche Merkmale der Objekte herausgear-
beitet, die fu¨r die spa¨tere Unterscheidung und Erkennung der Objekte wichtig sind. Im
Falle der Schrifterkennung wa¨ren das z. B. Freira¨ume in den Buchstaben oder Rundun-
gen.
Erkennung/Interpretation Die Erkennung von Objekten entspricht einer Zuweisung von Na-
men (also z. B. die Erkennung des Buchstabens
”
c“). Die Interpretation geht noch weiter
und versucht die Bedeutung einer Gruppe von erkannten Objekten zu erschließen. Im
Falle der Schrifterkennung etwa, ob es sich um eine Postleitzahl handelt.
Was den Schritt des Bilderwerbs angeht, so werden die Erosionsgebiete von Kameras auf-
genommen, die an Drachen, Ballons oder Kleinflugzeugen montiert sind [Zer01]. Zum Einsatz
kommen sowohl herko¨mmliche Kameras, deren Negative oder Fotos eingescannt werden, als
auch Digitalkameras.
Wird die Clusteranalyse als ein Verfahren fu¨r die Analyse digitaler Bilder angesehen, so
entspricht sie entweder dem Schritt der Vorverarbeitung oder dem der Segmentierung. Die Un-
terscheidung ha¨ngt mit der Art der Repra¨sentation von Bildbereichen zusammen. Fu¨r einen
Cluster ko¨nnen die Instanzen (z. B. die Pixel) bestimmt werden, die in diesen Cluster fallen.
In diesem Sinn wird das Bild — basierend auf den Pixeln — in Bereiche eingeteilt (segmen-
tiert). Der Umriss der Bereiche ist jedoch nicht bekannt. Es ist nicht einmal klar, ob sich zu-
sammenha¨ngende Bereiche u¨berhaupt ergeben. Durch eine vorhergehende Clusteranalyse kann
der Umriss in nachfolgenden Schritten jedoch unter Umsta¨nden leichter bestimmt werden. In
diesem Sinn ist die Clusteranalyse ein Vorverarbeitungsschritt.
Fu¨r die Erkennung der Objekte (also z. B. einer Benennung der Cluster) eignet sich die
Clusteranalyse nicht, da es sich um nicht u¨berwachtes Lernen handelt. Ist das Bild einmal ver-
einfacht und in Klassen eingeteilt, so lassen sich jedoch u¨berwachte Lernverfahren einsetzen,
um den Clustern einen Sinn zu geben.
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2.5 Anwendung der Clusteranalyse
Die Luftaufnahmen der Erosionsgebiete liegen in True-Color-Bildformaten vor, die das RGB-
Modell zur Darstellung von Farben verwenden. Jedem Pixel des Bildes ist ein RGB-Vektor zu-
geordnet. Da die Repra¨sentation von Daten fu¨r die erfolgreiche Anwendung von Lernverfahren
so wichtig ist (siehe Abschnitt 1.1.3), muss gekla¨rt werden, wie die prima¨ren Bildinformationen
(Position und Farbe) in Merkmalsvektoren kodiert werden.
Zu unterscheiden ist zwischen zwei mo¨glichen Aufgabenstellungen:
• Es soll ein System entwickelt werden, welches eine Menge von Luftaufnahmen in Klas-
sen einteilt. Die Klassen enthalten Luftaufnahmen von Gebieten mit a¨hnlichem Erosi-
onsgrad. Die Aufgabe ist in diesem Fall globaler Art: unterscheide Bilder, die erodierte
Gebiete zeigen, von solchen, auf denen keine oder kaum Erosion vorliegt. Ein Merkmals-
vektor kodiert in diesem Fall die Eigenschaften eines ganzen Bildes.
• Es soll ein System entwickelt werden, welches eine einzelne Luftaufnahme in Gebie-
te mit unterschiedlichem Erosionsgrad einteilt. Gesucht ist eine Segmentierung des Bil-
des im Sinne von Abschnitt 2.4. Die Aufgabenstellung schließt die Verwendung mehre-
rer Luftaufnahmen desselben Gebietes zu unterschiedlichen Zeitpunkten nicht aus. Ein
Merkmalsvektor kodiert Eigenschaften einzelner lokaler Bildelemente.
Die Arbeit folgt dem Ziel der Segmentierung eines Bildes in unterschiedliche Regionen.
Laut Gonzalez [GW92] stellt die Farbe ein wichtiges Merkmal fu¨r die Erkennung von Objekten
dar. Die Arbeiten von Zerbst [Zer01] und Tschiersch [Tsc02] demonstrieren, dass die Kodierung
der Farben eines Bildes in Merkmalsvektoren fu¨r die Erkennung von Erosion ausreicht. Die
Position der Pixel wird im Folgenden daher nicht betrachtet.
Fu¨r numerische Clusteringverfahren bietet sich eine unmittelbare ¨Uberfu¨hrung der Farbre-
pra¨sentation des RGB- oder HSI-Modells in Merkmalsvektoren an. Um eine bessere Vergleich-
barkeit mit den Arbeiten von Zerbst [Zer01] und Tschiersch [Tsc02] zu gewa¨hrleisten, wird das
RGB-Modell verwendet.
Der Bereich der Prima¨rfarben Rot, Gru¨n und Blau wird auf Rechnern aus technischen
Gru¨nden durch Zweierpotenzen bestimmt. True-Color-Bilder umfassen 24 bit, so dass fu¨r die
Prima¨rfarben je 8 bit (d.h. 28 = 256 verschiedene Werte) zur Verfu¨gung stehen. In der Pra-
xis arbeiten numerische Clusteringverfahren meist auf Vektoren, deren Werte im Intervall [0, 1]
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liegen. Der Bereich 0, . . . , 255 muss daher durch Multiplikation mit 1
255
entsprechend skaliert
werden. So liegt z. B. die Farbe (34, 16, 248) im RGB-Einheitswu¨rfel (siehe Abb. 2.3) an der
Position (0.1328125, 0.0625, 0.96785).
Eine Voraussetzung fu¨r die Anwendung der in Kapitel 1 beschriebenen Clusteringverfahren
ist, dass die einzelnen Attribute der Merkmalsvektoren unabha¨ngig voneinander sind. Da es sich
bei den Farben Rot, Gru¨n und Blau um Prima¨rfarben handelt, die selbst nicht aus Mischung
entstehen, ist die Unabha¨ngigkeit gewa¨hrleistet.
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Kapitel 3
Algorithmische Geometrie
Ein zentrales Ziel dieser Arbeit ist die Verbesserung der Laufzeit des in Abschnitt 1.2.3 vorge-
stellten AML-Algorithmus. Der Initialschritt des Algorithmus geht auf das sog. Farthest-Pair-
Problem (siehe Abschnitt 4.3) zuru¨ck, welches aus dem Bereich der algorithmischen Geometrie
stammt. Dieses Kapitel umreißt kurz das Gebiet der algorithmischen Geometrie und widmet
sich danach der Berechnung der konvexen Hu¨lle, die zur Lo¨sung des Farthest-Pair-Problems
verwendet werden kann (siehe Abschnitt 4.4).
3.1 Einfu¨hrung
Das Forschungsgebiet der algorithmischen Geometrie ist Ende der 70er Jahre aus dem Bereich
der allgemeinen Analyse von Algorithmen hervorgegangen. Inzwischen sind eigene Journale
und Konferenzen entstanden und das Gebiet verfu¨gt u¨ber eine aktive Gemeinde von Forschern
[dBvKOS00].
Zu den zu lo¨senden Problemen geho¨rt z. B. die Berechnung der Schnittpunkte von Lini-
ensegmenten, die Zerlegung von Polygonen in Dreiecke, die Erforschung spezieller Daten-
strukturen fu¨r geometrische Probleme wie z. B. Segment-Ba¨ume oder Range-Ba¨ume und die
Lokalisierung der eigenen Position anhand von geographischen Karten. Die Berechnung von
sog. Voronoi-Diagrammen und der konvexen Hu¨lle einer Menge von Punkten geho¨ren zu den
Grundproblemen der algorithmischen Geometrie.
Die algorithmische Geometrie hat viele Anwendungsgebiete, wie z. B. Computergrafik, Ro-
botik, geographische Informationssysteme, Datenbanken, CAD/CAM, Modellierung von Mo-
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leku¨len oder Mustererkennung.
Wie gezeigt wird, gibt es auch im Bereich der Clusteranalyse Probleme, die dem Gebiet
der algorithmischen Geometrie zugeordnet werden ko¨nnen. So erfolgt z. B. nach Anwendung
eines Clusteringverfahrens die Klassifikation neuer Objekte ha¨ufig, indem diese dem Cluster
zugeordnet werden, dessen Zentrum den ku¨rzesten Abstand zu dem Vektor aufweist, der das
neue Objekt repra¨sentiert. Es geht also darum, den ku¨rzesten Abstand zwischen einem Punkt
und einer Punktmenge effizient zu bestimmen — ein geometrisches Problem.
Bevor sich Kapitel 4 ausschließlich dem Ziel dieser Arbeit widmet, einen effizienten Algo-
rithmus fu¨r die Lo¨sung des sog. Farthest-Pair-Problems zu entwickeln, sollen in diesem Kapitel
zuna¨chst verschiedene Ansa¨tze zur Berechnung der konvexen Hu¨lle einer Punktmenge vorge-
stellt werden. Zum einen kann die konvexe Hu¨lle wie spa¨ter in Abschnitt 4.4 gezeigt zur Lo¨sung
des Farthest-Pair-Problems genutzt werden, zum anderen verdeutlicht sie die Komplexita¨t geo-
metrischer Probleme, insbesondere in ho¨heren Dimensionen.
3.2 Was ist die konvexe Hu¨lle?
Vor einer Definition der konvexen Hu¨lle wird der Begriff der konvexen Menge beno¨tigt. Eine
Teilmenge L ⊆ Rd ist eine konvexe Menge, wenn fu¨r jedes Paar von Punkten p, q ∈ L das
Liniensegment pq vollsta¨ndig in L enthalten ist.
Definition 3.1 (konvexe Hu¨lle) Sei L ⊆ Rd. Die konvexe Hu¨lle CH(L) von L ist
die kleinste konvexe Menge, die L entha¨lt.
Zum Versta¨ndnis der konvexen Hu¨lle einer endlichen Menge von Punkten seien im Folgen-
den einige weitere Begriffe eingefu¨hrt.
Ein Polygon P im R2 ist eine endliche Menge gerader Liniensegmente, so dass jeder End-
punkt zu genau zwei Segmenten geho¨rt und keine Teilmenge von Segmenten die gleiche Eigen-
schaft hat. Die Segmente sind die Kanten des Polygons und die Endpunkte die Ecken.
Ein Polygon ist einfach, wenn alle Paare nicht aufeinander folgender Kanten keinen Punkt
miteinander gemeinsam haben. Ein einfaches Polygon teilt die Ebene in zwei nicht zusam-
menha¨ngende Regionen ein, eine (begrenzte) innere und eine (unbegrenzte) a¨ußere, die durch
das Polygon getrennt werden (Jordan curve theorem).
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(a) Polygon in R2 (b) Polytop in R3
Abb. 3.1: Beispiele fu¨r die konvexe Hu¨lle einer endlichen Punktmenge
Ein einfaches Polygon P ist konvex, wenn seine Begrenzung und die innere Region eine
konvexe Menge sind.
Theorem 3.1 Die konvexe Hu¨lle einer endlichen Menge S von Punkten in der Ebe-
ne ist ein einfaches Polygon. Außerdem muss jede Ecke der Hu¨lle ein Punkt aus S
sein.
Ein intuitiver Beweis findet sich in [Che96], ein formaler in [MS71]. Die intuitive Vorstel-
lung der konvexen Hu¨lle einer endlichen Menge von Punkten im R2 entspricht einem Gummi-
band, das vollsta¨ndig um in ein Brett eingeschlagene Na¨gel gespannt ist (siehe Abb. 3.1(a)).
In [PS85] findet sich ein Theorem von McMullen und Shephard [MS71] fu¨r endliche Punkt-
mengen in ho¨heren Dimensionen:
Theorem 3.2 Die konvexe Hu¨lle einer endlichen Menge von Punkten im Rd ist
ein konvexes Polytop. Umgekehrt ist ein konvexes Polytop die konvexe Hu¨lle einer
endlichen Menge von Punkten.
Ein konvexes Polytop (siehe Abb. 3.1(b)) la¨sst sich durch seine Fla¨chen beschreiben. Jede
dieser Fla¨chen ist eine konvexe Menge (und wiederum ein niedrigdimensionales konvexes Po-
lytop). So besteht ein dreidimensionales Polytop z. B. aus zweidimensionalen Fla¨chen (konvexe
50 KAPITEL 3. ALGORITHMISCHE GEOMETRIE
Polygone), eindimensionalen (Kanten) und 0-dimensionalen (Ecken). Entsprechend la¨sst sich
ein Polygon P u¨ber seine Ecken p1, p2, . . . , pn beschreiben.
Die konvexe Hu¨lle im dreidimensionalen Raum kann man sich etwa als eine stramm gezo-
gene Plastikfolie vorstellen, welche eine Punktmenge vollsta¨ndig einhu¨llt. Eine anschauliche
Beschreibung der konvexen Hu¨lle in ho¨herdimensionalen Ra¨umen ist bedingt durch die Gren-
zen der menschlichen Vorstellung jedoch schwierig [Ruc84].
Der na¨chste Abschnitt bescha¨ftigt sich mit der Frage, welche Algorithmen es gibt, um die
konvexe Hu¨lle einer Menge von n Punkten effizient im zweidimensionalen und ho¨herdimensio-
nalen Raum zu bestimmen.
3.3 Algorithmen
Das Problem der Berechnung der konvexen Hu¨lle wirkt auf den ersten Blick bereits in der
Ebene schwierig. So ergibt eine erste Anna¨herung an das Problem durch den Algorithmus IN-
TERIORPOINTS eine Zeitkomplexita¨t von O(n4) und eine Verbesserung durch den Algorithmus
EXTREMEEDGES eine Zeitkomplexita¨t von O(n3) [O’R00].
Im Laufe der Zeit wurden jedoch immer schnellere und einfacher zu implementierende Al-
gorithmen entwickelt, von denen einige bekannte in diesem Abschnitt vorgestellt werden. Nicht
alle Algorithmen lassen sich auf ho¨here Dimensionen erweitern oder weisen eine vergleichbar
gute Zeitkomplexita¨t wie in der Ebene auf.
3.3.1 Gift Wrapping
Dieser Algorithmus ist auch unter dem Namen Jarvis’s March oder Package Wrapping bekannt
[CLRS01]. Er wurde urspru¨nglich 1970 von Chand und Kapur [CK70] entwickelt und stellte
u¨ber Jahre den wichtigsten Algorithmus fu¨r die Berechnung der konvexen Hu¨lle in ho¨heren
Dimensionen dar [O’R00]. Der Name ru¨hrt daher, dass der Algorithmus — in Anlehnung an
eine intuitive Vorstellung der konvexen Hu¨lle (siehe Abschnitt 3.2) — das Einpacken eines
Geschenkes mit Papier simuliert.
Im zweidimensionalen Fall startet der Algorithmus am untersten Punkt der Punktmenge,
der in jedem Fall zur konvexen Hu¨lle geho¨rt. Dann wird das
”
Papier“ nach rechts gezogen,
stramm gehalten und so lange nach oben bewegt, bis ein weiterer Punkt beru¨hrt wird. So fa¨hrt
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das Verfahren fort, bis es wieder bei dem Punkt angekommen ist, mit dem es begonnen hat. Alle
besuchten Punkte bilden die konvexe Hu¨lle.
Der Algorithmus macht sich die Eigenschaft zunutze, dass jeder Punkt der konvexen Hu¨lle
den jeweils kleinsten Polarwinkel zu seinem (bereits ermittelten) Vorga¨nger auf der Hu¨lle be-
sitzt. So mu¨ssen fu¨r jeden Punkt auf der Hu¨lle n Winkel berechnet werden. Das fu¨hrt zu einer
Laufzeit von O(nh), wenn h die Anzahl der Punkte der konvexen Hu¨lle ist, im worst case also
zu O(n2) [O’R00, CLRS01].
Der Algorithmus la¨sst sich auf ho¨here Dimensionen erweitern und hat zumindest in der
dritten Dimension ebenfalls eine Laufzeit von O(n2) [O’R00].
3.3.2 Graham’s Scan
Graham [Gra72] entwickelte 1972 den ersten Algorithmus fu¨r die Ebene mit einer Zeitkomple-
xita¨t von O(n log n).
Der Algorithmus wa¨hlt zuerst den Punkt mit der kleinsten y-Koordinate aus (den am wei-
testen links liegenden, falls es mehrere Punkte gibt) und sortiert alle anderen Punkte anhand
ihres Winkels zu diesem ersten Punkt. Danach besucht der Algorithmus nacheinander jeden
Punkt in sortierter Reihenfolge und u¨berpru¨ft, ob die letzten beiden der Punkte, die er wa¨hrend
des Durchlaufs auf einem Stapel ablegt, eine Kurve nach rechts bilden. Falls dies so ist, wer-
den so lange Punkte vom Stapel entfernt, bis die letzte Bedingung nicht mehr zutrifft und der
Algorithmus fa¨hrt mit dem na¨chsten Punkt fort, bis alle Punkte abgearbeitet sind.
Die Suche nach dem Punkt mit der kleinsten y-Koordinate beno¨tigt O(n) Schritte. Die Sor-
tierung kann in O(n log n) Schritten bewa¨ltigt werden. Die Schleife zum Abarbeiten der sor-
tierten Punkte wird O(n) mal durchlaufen. Jede Pop-Operation entfernt einen Punkt dauerhaft,
so dass insgesamt nur n Punkte vom Stapel entfernt werden ko¨nnen, d.h. die Schleife beno¨tigt
ho¨chstens 2n Schritte. Damit ergibt sich eine Gesamtlaufzeit vonO(n log n) [O’R00, CLRS01].
Der Algorithmus la¨sst sich aufgrund der Sortierung nach Winkeln nicht auf ho¨herdimensio-
nale Fa¨lle erweitern.
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3.3.3 Divide and Conquer
Der von Preparata und Hong [PH77] 1977 beschriebene Divide-and-Conquer-Algorithmus ist
der einzige bekannte Algorithmus, der sowohl im zweidimensionalen als auch im dreidimen-
sionalen Fall eine Laufzeit von O(n log n) im worst case erreicht [O’R00].
Zuna¨chst werden die Punkte der Menge nach x-Koordinate sortiert und in eine linke Ha¨lfte
mit dn/2e Punkten und eine rechte Ha¨lfte mit bn/2c Punkten geteilt. Im Rekursionsschritt wird
fu¨r jede der beiden Ha¨lften separat die konvexe Hu¨lle berechnet. Zum Schluss werden die be-
rechneten konvexen Hu¨llen in einem komplizierten Schritt zu einer einzigen zusammengefu¨gt.
Die Punkte lassen sich in O(n log n) Schritten anhand ihrer x-Koordinate sortieren. Der
sog. Merge-Schritt beno¨tigt O(n) Operationen, um die konvexen Hu¨llen zusammenzufu¨gen.
Gema¨ß der Rekursionsgleichung T (n) = 2T (n/2)+O(n) ergibt sich eine Zeitkomplexita¨t von
O(n log n). Auch im dreidimensionalen Raum beno¨tigt der Merge-Schritt O(n) Operationen,
was wiederum zu einer Gesamtlaufzeit von O(n log n) fu¨hrt.
Trotz der guten Laufzeiteigenschaften im worst case werden aufgrund der schwierigen Im-
plementation des Algorithmus in der Praxis oftmals asymptotisch langsamere Algorithmen ein-
gesetzt oder solche, die nur eine erwartete Laufzeit von O(n log n) haben [O’R00].
3.3.4 Inkrementeller Algorithmus
Der inkrementelle Algorithmus konstruiert die konvexe Hu¨lle Punkt fu¨r Punkt, wie sein Name
bereits andeutet. Dazu werden alle Punkte der Menge sortiert, so dass sich die Folge 〈p0, p1, . . . , pn〉
ergibt. Im i-ten Schritt wird die bis dahin bereits berechnete konvexe Hu¨lle der am weitesten
links liegenden i− 1 Punkte um den aktuellen i-ten Punkt erweitert und von links her entspre-
chend so angepasst, dass sich wieder eine konvexe Hu¨lle ergibt.
Der Algorithmus beno¨tigt im worst case (d.h. wenn alle Punkte zur konvexen Hu¨lle geho¨ren)
in jedem Schritt O(n) Operationen, um die konvexe Hu¨lle zu aktualisieren. Das ergibt eine
Gesamtlaufzeit von O(n2). Durch die Sortierung der Punkte la¨sst sich der Schritt allerdings
noch effizienter implementieren, was eine Gesamtlaufzeit von O(n log n) im worst case ergibt
[O’R00].
Der Algorithmus la¨sst sich auf ho¨here Dimensionen erweitern. In der einfachen Version
erreicht er in der dritten Dimension eine Gesamtlaufzeit von O(n2) im worst case, wobei der
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function QuickHull(a, b, S)
if S = ∅ then return ()
else
c← Index des Punktes mit max. Abstand von ab.
A← Punkte rechts von (a, c).
B← Punkte rechts von (c, b).
return QuickHull(a, c, A) + (c) +QuickHull(c, b, B)
Abb. 3.2: Pseudocode fu¨r den Quickhull-Algorithmus (aus [O’R00])
Algorithmus im Durchschnitt oft schneller ist und sich daher fu¨r die Praxis durchaus eignet.
Eine randomisierte Version von Clarkson und Shor [CS89] erreicht eine erwartete Laufzeit von
O(n log n), d.h. diese Laufzeit wird mit hoher Wahrscheinlichkeit fu¨r jede Eingabe erreicht
[O’R00].
3.3.5 Quickhull
In den spa¨ten 70er Jahren schlugen mehrere Forscher unabha¨ngig voneinander einen Algorith-
mus vor, der 1985 von Preparata und Shamos [PS85] als QuickHull bezeichnet wurde.
Die Grundidee des Algorithmus beruht auf der Beobachtung, dass fu¨r die meisten Punkt-
mengen einige Punkte als
”
sicher innerhalb der konvexen Hu¨lle liegend“ bestimmt werden
ko¨nnen. Diese spielen fu¨r die weitere Betrachtung keine Rolle mehr. Eine Implementation von
Quickhull kommt im empirischen Teil dieser Diplomarbeit zum Einsatz (siehe Abschnitt 5.2).
Aus diesem Grund soll Quickhull im Folgenden etwas ausfu¨hrlicher beschrieben werden als die
bisher vorgestellten Algorithmen.
Im ersten Schritt werden zwei unterschiedliche Extrempunkte der Menge bestimmt, z. B. der
am weitesten links gelegene ho¨chste Punkt y und der am weitesten rechts gelegene niedrigste
Punkt x. Diese beiden Punkte sind in jedem Fall Punkte der konvexen Hu¨lle. Die Punktmenge
wird durch die Strecke xy in einen oberen Abschnitt S1 und einen unteren Abschnitt S2 geteilt,
fu¨r welche die konvexe Hu¨lle separat bestimmt werden kann.
Die konvexe Hu¨lle fu¨r jeweils einen der Abschnitte wird nun bestimmt, indem zu zwei
extremen Punkten (a, b) ein dritter Punkt c rechts von ab gesucht wird, der zu beiden Punk-
ten maximalen Abstand hat und damit ebenfalls extrem ist. Dieser Punkt geho¨rt ebenfalls zur
konvexen Hu¨lle. Die Punkte innerhalb des Dreiecks 4abc ko¨nnen aus der Betrachtung aus-
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Abb. 3.3: QuickHull entfernt die Punkte in 4abc und arbeitet weiter auf A
(A = ∅) und B (|B| = 2).
geschlossen werden, da sie innerhalb der konvexen Hu¨lle liegen. Interessant sind dementspre-
chend nur noch die beiden Punktmengen A rechts der Strecke ac und B rechts der Strecke
cb. Fu¨r diese kann die konvexe Hu¨lle rekursiv mit dem soeben beschriebenen Verfahren er-
neut bestimmt werden. Der Pseudocode ist in Abb. 3.2 dargestellt, wobei der Algorithmus eine
Liste mit Punkten zuru¨ckgibt und ’+’ die Konkatenation zweier Listen bezeichnet. Nachdem
x und y im ersten Schritt bestimmt wurden, ergibt sich die gesamte konvexe Hu¨lle also aus
(x) +QuickHull(x, y, S1) + (y) +QuickHull(y, x, S2).
Die Abb. 3.3 zeigt einen Rekursionsschritt des Algorithmus, wobei die bis dahin generierten
Dreiecke4abc mit gestrichelten Linien eingezeichnet sind.
Das Auffinden der beiden Extrempunkte im ersten Schritt und die Aufteilung in zwei Punk-
temengen S1 und S2 beno¨tigt O(n) Schritte. Die Berechnung des extremen Punktes c beno¨tigt
fu¨r eine Punktmenge S mit n = |S| in einem Rekursionsschritt n Schritte, d.h. die Kosten der
rekursiven Aufrufe ha¨ngen von der Gro¨ße der Menge S ab, also von A und B. Sei |A| = α und
|B| = β mit α+β ≤ n−1 = O(n). Wird der Algorithmus mit n = |S| aufgerufen, so la¨sst sich
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die Gesamtlaufzeit durch die Rekursionsgleichung T (n) = O(n)+T (α)+T (β) ausdru¨cken. Im
besten Fall sind alle Punkte gleichma¨ßig und zufa¨llig in der Ebene verteilt, so dass die Mengen
A und B in jedem Rekursionsschritt gleich groß sind, d.h. α = β = n/2. Damit ergibt sich die
Rekursionsgleichung T (n) = 2T (n/2) + O(n) mit der aus Abschnitt 3.3.3 bekannten Lo¨sung
O(n log n) [O’R00].
Im worst case sind die Gro¨ßen der Mengen A und B so ungleichma¨ßig wie mo¨glich, also
z. B. α = 0 und β = n − 1. Damit ergibt sich die Rekursionsgleichung T (n) = T (n − 1) +
O(n) = T (n− 1) + cn. Wiederholtes Einsetzen fu¨hrt insgesamt zu einer oberen Schranke von
O(n2) [O’R00].
Der Algorithmus la¨sst sich auf ho¨here Dimensionen erweitern. Wie im Abschnitt 3.4 noch
dargestellt wird, gibt es eine Grenze fu¨r die Optimierungsmo¨glichkeiten von Algorithmen, wel-
che die konvexe Hu¨lle in ho¨heren Dimensionen berechnen.
3.4 Komplexita¨t
Betrachtet sei zuna¨chst eine untere Schranke fu¨r alle Algorithmen, welche die konvexe Hu¨lle
berechnen. Eine solche Schranke la¨sst sich durch Reduktion des Problems der Sortierung einer
ungeordneten Liste von Zahlen auf das Problem der Bestimmung der konvexen Hu¨lle finden.
Eine allgemein bekannte untere Schranke fu¨r das Sortierproblem ist Ω(n log n) [Gu¨t92]. Falls
es mo¨glich ist, die konvexe Hu¨lle zur Sortierung von Zahlen zu verwenden, so muss fu¨r die
Algorithmen zur Bestimmung der konvexen Hu¨lle die gleiche untere Schranke Ω(n log n) gel-
ten. Tatsa¨chlich hat Shamos 1978 einen solchen Sortieralgorithmus, der auf der konvexen Hu¨lle
basiert, entwickelt [Sha87].
Fu¨r ho¨here Dimensionen hat Klee 1980 bewiesen, dass die konvexe Hu¨lle bestehend aus n
Punkten in d Dimensionen Ω(nbd/2c) Fla¨chen haben kann [Kle80]. Da alle Algorithmen mit den
Fla¨chen bzw. Hyperfla¨chen der konvexen Hu¨lle arbeiten und diese auch als Ergebnis ausgeben,
ist bereits fu¨r d = 4 kein Algorithmus mit einer Gesamtlaufzeit von O(n log n) mehr mo¨glich.
Die bisher entwickelten Algorithmen erreichen im worst case eine Laufzeit von O(n log n +
nbd/2c) [O’R00].
56 KAPITEL 3. ALGORITHMISCHE GEOMETRIE
Kapitel 4
Das Farthest-Pair-Problem
Zu Beginn des Kapitels wird der Schwerpunkt dieser Arbeit na¨her erla¨utert und eine formale
Definition des Farthest-Pair-Problems gegeben. Danach werden zwei Lo¨sungsmo¨glichkeiten
fu¨r das Problem vorgestellt. Die erste basiert auf den in Kapitel 3 beschriebenen Algorithmen
zur Berechnung der konvexen Hu¨lle. Die zweite basiert auf einem Pruning-Algorithmus.
4.1 Problemstellung und Zielsetzung
Wie die Arbeiten von Zerbst [Zer01] und Tschiersch [Tsc02] zeigen, erzeugen die Clustering-
verfahren ML und AML im Hinblick auf die Erosionsproblematik bessere Clusterungen als
nicht u¨berwacht lernende neuronale Netze. Der empirische Teil dieser Arbeit (Kapitel 5) kommt
zu a¨hnlichen Ergebnissen auch im Vergleich mit anderen Clusteringverfahren. Mit der GMMD
(Formel 1.11) steht ein zuverla¨ssiges Kriterium zur Verfu¨gung, um die Gu¨te von Clusterungen
im Bereich der Erosionsproblematik bewerten zu ko¨nnen.
In Bezug auf die Gu¨te der Clusterungen und die Interpretierbarkeit der Ergebnisse erweist
sich der AML-Algorithmus daher als geeignet fu¨r die Erosionserkennung auf Luftaufnahmen.
Die erzeugten Clusterungen erfu¨llen wesentliche Forderungen, die sich im Zusammenhang mit
der Erosionsproblematik ergeben (hohe Trennscha¨rfe, Bildung von zusammenha¨ngenden Farb-
fla¨chen und Erkennung seltener Elemente).
In der Praxis spielt neben der Gu¨te der erzeugten Clusterungen allerdings auch die Laufzeit
und der Speicherplatzverbrauch der eingesetzten Verfahren eine herausragende Rolle.
Witten [WF01] etwa macht darauf aufmerksam, wie wichtig eine Lernzeit ist, die sich li-
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near zur Anzahl der Trainingsbeispiele verha¨lt. Kohonen [Koh01] beschreibt, wie 6.840.568
englische, in elektronischer Form vorliegende, Abstracts von Patenten mit Hilfe einer selbstor-
ganisierenden Karte (WEBSOM) zu klassifizieren sind. Fu¨r diese Aufgabe beno¨tigte eine SGI
O2000 mit sechs Prozessoren ungefa¨hr 6 Wochen bei einem maximalen Speicherplatzverbrauch
von 800 MB. Versuche mit der Anwendung PICANA ergeben fu¨r das Trainieren einer selbstor-
ganisierenden Karte (hexagonale Topologie) mit 393.216 RGB-Instanzen bei 4000 Lernzyklen
eine Laufzeit von u¨ber zwei Tagen [Zer01].
Die Implementation des ML-Algorithmus in PICANA ersetzt die speicherintensive Berech-
nung von Distanzmatrizen durch ein effizienteres Verfahren [Tsc02]. Auf weitere ¨Uberlegungen
zum Speicherplatzverbrauch wird daher verzichtet.
Eine erste Analyse des ML-Algorithmus durch Zerbst [Zer01] ergab, dass das Verfahren
im Vergleich mit selbstorganisierenden Karten auch bezu¨glich der Laufzeit besser abschneidet.
Dies kann durch konkrete Zahlenbeispiele und empirische Ergebnisse belegt werden, die sich
aus den in [Zer01] analysierten Bildern ergeben haben. Eine in der Informatik u¨bliche Analy-
se, welche das asymptotische Laufzeitverhalten des Algorithmus beschreibt, ist bisher jedoch
ausgeblieben.
Die Arbeit widmet sich daher in diesem Kapitel der Bestimmung des asymptotischen Lauf-
zeitverhaltens des AML-Algorithmus (4.2) und der Frage, ob sich der Algorithmus bezu¨glich
der Laufzeit verbessern la¨sst. Dadurch wird ein wesentlicher Beitrag zur mo¨glichen Anwendung
des Algorithmus auch auf andere, komplexere Problemgebiete als das der Erosionserkennung
geleistet.
4.2 Laufzeitanalyse von AML
In diesem Abschnitt wird eine neue Laufzeitanalyse des AML-Algorithmus (siehe Abscnitt
1.2.3) durchgefu¨hrt, wie er in [Tsc02] beschrieben und in der Anwendung PICANA imple-
mentiert worden ist. Insbesondere die asymptotische Laufzeit des Algorithmus wird fu¨r die
verschiedenen Fa¨lle best case, worst case und average case na¨her untersucht.
Zu unterscheiden sind zwei verschiedene Schritte des Algorithmus. Im Initialschritt werden
zwei Instanzen aus der Menge der unterschiedlichen Instanzen U ⊆ S als Startwerte ermittelt,
die maximalen Abstand zueinander haben. Dazu werden alle paarweisen Absta¨nde zwischen
den Instanzen berechnet. Unter einer Elementaroperation kann die Berechnung des Abstandes
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zweier Instanzen verstanden werden, da sich die Dimension der Trainingsdaten nicht vera¨ndert.
Zu beru¨cksichtigen ist die Tatsache, dass aufgrund der Spiegelsymmetrie nur die Ha¨lfte der Di-
stanzmatrix ohne die Diagonalelemente fu¨r Abstandsberechnungen herangezogen werden muss.
Die Anzahl Tinit(r) der Abstandsberechnungen im Initialschritt fu¨r r = |U | unterschiedliche In-
stanzen ergibt somit [Zer01]:
Tinit(r) =
r(r − 1)
2
. (4.1)
Der Iterationsschritt des Algorithmus bestimmt in einer Schleife die restlichen k − 2 Start-
werte. Dazu wird in jedem Schritt fu¨r jeden bereits ermittelten Startwert der Abstand zu allen
r Instanzen aus U berechnet, ausgenommen die bisher ermittelten Startwerte. Im ersten Schritt
der Schleife sind also 2(r−2) Absta¨nde zu berechnen, im zweiten Schritt 3(r−3) usw. bis zum
letzten Schritt, in dem (k− 1)(r− (k− 1)) Absta¨nde berechnet werden. Addiert ergibt sich fu¨r
die Anzahl Titer(r, k) der Elementaroperationen folgende Summe [Zer01]:
Titer(r, k) =
k−1∑
i=2
i(r − i) . (4.2)
Die Summe (4.2) la¨sst sich weiter wie folgt berechnen:
Titer(r, k) =
k−1∑
i=2
i(r − i) =
k−1∑
i=2
ir − i2 = r ·
k−1∑
i=2
i−
k−1∑
i=2
i2
= r ·
(
k(k − 1)
2
− 1
)
−
(
k(k − 1)(2k − 1)
6
− 1
)
= r ·
(
3(k2 − k)− 6
6
)(
(k2 − k)(2k − 1)− 6
6
)
=
r · (3k2 − 3k − 6)− (2k3 − 3k2 + k − 6)
6
. (4.3)
Wird das Einfu¨gen der Startwerte in eine Liste ebenfalls als eine Elementaroperation auf-
gefasst, so werden der Startwertliste insgesamt Tlist(k) = k Startwerte hinzugefu¨gt. Die Ge-
samtanzahl Tges(r, k) der Elementaroperationen fu¨r den AML-Algorithmus ergibt sich aus der
Addition der Anzahlen Tinit(r) (4.1), Titer(r, k) (4.3) und Tlist(k) fu¨r die einzelnen Schritte:
Tges(r, k) = Tinit(r) + Titer(r, k) + Tlist(k) . (4.4)
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Sei nun das Laufzeitverhalten des Algorithmus in den verschiedenen Fa¨llen best case), worst
case und average case betrachtet.
4.2.1 Best case
Die Gesamtlaufzeit ha¨ngt von der Anzahl unterschiedlicher Instanzen r und der Anzahl zu be-
stimmender Cluster k ab. Der Algorithmus ermittelt mindestens zwei Startwerte (Initialschritt),
so dass fu¨r die Parameter k ≥ 2 und |U | ≥ k gilt. Fu¨r den besten Fall sind k und |U | so klein
wie mo¨glich zu wa¨hlen, d.h. k = 2 und |U | = 2:
Tbest = Tges(2, 2) =
2(2− 1)
2
+ 2 = 3 . (4.5)
Bezogen auf die empirischen Ergebnisse in Kapitel 5 und in den Arbeiten [Zer01] und
[Tsc02] hat dieser beste Fall kaum eine Bedeutung, da die zu analysierenden Bilder mehr Pixel
und Farben aufweisen. Interessanter sind daher die Analysen fu¨r worst case und average case.
4.2.2 Worst case
Zerbst [Zer01] erwa¨hnt den Vorteil, dass AML im Vergleich zu neuronalen Netzen nicht auf der
Anzahl n = |S| der Instanzen insgesamt, sondern auf der Anzahl unterschiedlicher Instanzen
r = |U | arbeitet. Im Bereich der Erosionsproblematik entspricht n der Anzahl der Pixel in
einem zu analysierenden Bild und r der Anzahl der Farben. Fu¨r den worst case ist anzunehmen,
dass U = S und damit auch r = n gilt. Ferner entspricht im worst case die Anzahl der zu
bestimmenden Cluster k der Anzahl der Instanzen, so dass jede Instanz in einen eigenen Cluster
fa¨llt. Damit ergibt sich fu¨r Tworst = Tges(n, n):
Tworst = Tges(n, n)
=
n(n− 1)
2
+
n · (3n2 − 3n− 6)− (2n3 − 3n2 + n− 6)
6
+ n
=
3n2 − 3n+ (3n3 − 3n2 − 6n)− (2n3 − 3n2 + n− 6)− 6n
6
=
n3 − 3n2 − 14n− 6
6
. (4.6)
Fu¨r das Wachstum von Tworst unter Verwendung der Θ-Notation gilt Tworst = Θ(n3). Im
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schlechtesten Fall hat AML also eine kubische Gesamtlaufzeit, die sich aus der Wahl k = n
ergibt. Im Sinne der Clusteranalyse (siehe Abschnitt 1.1.2) und einer erwu¨nschten Informati-
onsreduktion ist eine solche Wahl fu¨r k jedoch a¨ußerst unrealistisch, da k soweit wie mo¨glich
minimiert werden soll, ohne dass die Gu¨te der resultierenden Clusterung darunter leidet.
4.2.3 Average case
Die in Abschnitt 4.2.2 ermittelte kubische Laufzeit fu¨r den Schritt Titer(n, n) tritt nur in einer
Extremsituation auf, in der genauso viele Cluster wie Instanzen erzeugt werden sollen. In der
Regel ist k unabha¨ngig von der jeweiligen Anwendung deutlich kleiner als die Anzahl der
Instanzen.
Annahmen u¨ber die Anzahl r unterschiedlicher Instanzen fu¨r beliebige Anwendungen zu
treffen ist schwierig. Im Bereich der Analyse von Bildern ist die Zahl der Farben oft kleiner als
die Anzahl der Pixel, so dass fu¨r die meisten Eingaben r < n angenommen werden darf (siehe
Abschnitt 5.3.1). Zudem ist r fu¨r True-Color-Bilder in jedem Fall beschra¨nkt durch die Farbtiefe
von 24 bit, was einer Maximalzahl von 16.777.216 Farben entspricht (siehe Abschnitt 2.3).
Eine ausfu¨hrliche Analyse der durchschnittlichen Laufzeit fu¨r alle mo¨glichen Eingaben wird
hier nicht durchgefu¨hrt. Stattdessen wird — ohne weitere Annahmen u¨ber r zu machen — die
Gesamtanzahl von Elementaroperationen bei kleinstmo¨glichem k = 2 betrachtet:
Tges(r, 2) =
r(r − 1)
2
+ 2 =
r2 − r + 4
2
. (4.7)
Fu¨r k = 2 wird der Iterationsschritt des Algorithmus nicht durchlaufen. Tinit(r) ha¨ngt al-
lein von r ab. Bei Verwendung der Θ-Notation wird ersichtlich, dass Tges(r, 2) = Θ(r2) gilt
und die quadratische Laufzeit des Initialschrittes die Gesamtlaufzeit des Algorithmus fu¨r ein
kleinstmo¨gliches k dominiert. Die Vermutung liegt nahe, dass diese Aussage allgemein fu¨r klei-
ne k gilt, trotz des kubischen Laufzeitverhaltens von Titer(r, k) in k.
Die Vermutung wird durch den Graphen in Abb. 4.1 besta¨tigt, der die Anzahl der Elemen-
taroperationen fu¨r die Schritte Tinit(r) und Titer(r, k) anhand einer logarithmischen Skala in
Abha¨ngigkeit der Parameter 0 ≤ r ≤ 100.000 und 2 ≤ k ≤ 250 darstellt. Fu¨r kleine k ist die
Anzahl der Elementaroperationen im Schritt Tinit(r) tatsa¨chlich gro¨ßer als im Schritt Titer(r, k)
(fu¨r sehr kleine k sogar um Gro¨ßenordnungen). Ab einem bestimmten k, das von r abha¨ngt,
u¨bersteigt die Anzahl der Operationen von Titer(r, k) dann allerdings die von Tinit(r) (im Gra-
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Abb. 4.1: Anz. der Elementaroperationen (ops) fu¨r Tinit(r) und
Titer(r, k) des AML-Algorithmus in Abha¨ngigkeit von
0 ≤ r ≤ 100.000 und 2 ≤ k ≤ 250.
phen der Schnitt der beiden dargestellten Fla¨chen).
Die hier gewonnenen Ergebnisse relativieren die optimistischen Annahmen bezu¨glich der
Laufzeit von ML in [Zer01], die basierend auf empirischen Zahlenbeispielen getroffen wurden.
Die asymptotische Laufzeit des AML-Algorithmus ist mit Θ(r2) selbst fu¨r zu erwartende kleine
k fu¨r alle r quadratisch. Fu¨r den in [Zer01] durchgefu¨hrten Vergleich mit neuronalen Netzen
bedeutet dies, dass sich fu¨r vorgegebenes k und eine vorgegebene Anzahl von Trainingszyklen
immer ein r finden la¨sst, das zu einer ho¨heren Laufzeit AMLs im Vergleich mit den in Abschnitt
1.6 vorgestellten selbstorganisierenden Merkmalskarten fu¨hrt.
4.3 Definition des Farthest-Pair-Problems
Es stellt sich die Frage, ob die Gesamtlaufzeit des AML-Algorithmus fu¨r die meisten Eingaben
verbessert werden kann. Zu diesem Zweck konzentrieren sich die na¨chsten Abschnitte auf den
Initialschritt, dessen Laufzeit die Gesamtlaufzeit des Algorithmus fu¨r ein kleines k deutlich
dominiert (siehe Abschnitt 4.2.3).
Im Initialschritt gilt es, zwei Instanzen aus U zu bestimmen, die maximalen Abstand zuein-
ander haben. Dies entspricht der Bestimmung des Durchmessers einer Punktmenge. Dasselbe
Problem muss auch durch das Clusteringverfahren Complete-Linkage (siehe Abschnitt 1.5.2)
gelo¨st werden. In der algorithmischen Geometrie (siehe Kapitel 3) ist dieses Problem auch unter
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dem Namen Farthest-Pair-Problem oder Diameter-Problem bekannt. Im Rahmen der vorliegen-
den Anwendung la¨sst sich das Problem formal wie folgt fassen:
Definition 4.1 (Farthest-Pair-Problem) Sei X ⊆ Rd ein Vektorraum der Dimen-
sion d und S ⊆ X eine Menge von Vektoren. Sei U ⊆ S die Menge unterschiedli-
cher Vektoren aus S. Sei weiter
dist : X ×X → R+
eine auf dem Raum X definierte Abstandsfunktion. Gesucht ist ein Paar von Vekto-
ren (x, y), fu¨r das gilt:
(x, y) ∈
{
(p, q)
∣∣∣∣maxp,q∈U dist(p, q)
}
.
AML berechnet im Initialschritt paarweise die Absta¨nde zwischen allen Punkten aus U , was
zu einer asymptotischen Laufzeit von Θ(dr2) fu¨hrt. Im Rest dieses Kapitels werden zwei effizi-
entere Lo¨sungsmo¨glichkeiten fu¨r das Farthest-Pair-Problem vorgestellt. Eine bekannte Lo¨sung
basiert auf der Berechnung der konvexen Hu¨lle (siehe Abschnitt 4.4), eine andere Lo¨sung ver-
wendet einen selbst entwickelten Pruning-Algorithmus (siehe Abschnitt 4.5).
4.4 Lo¨sung mittels der konvexen Hu¨lle
In [PS85] findet sich das folgende Theorem von Hocking-Young [HY61]:
Theorem 4.1 Der Durchmesser einer Menge entspricht dem Durchmesser ihrer
konvexen Hu¨lle.
In der Ebene la¨sst sich der Durchmesser einer Menge von n Punkten also durch Berech-
nung der konvexen Hu¨lle bestimmen. Ein Algorithmus wie Quickhull (siehe Abschnitt 3.3.5)
beno¨tigt dafu¨r im Durchschnitt O(n log n) Schritte. Die konvexe Hu¨lle ist in diesem Fall ein
konvexes Polygon P (Theorem 3.1). Danach wird der Durchmesser der konvexen Hu¨lle be-
stimmt. Eine Berechnung aller paarweisen Absta¨nde zwischen den Eckpunkten der konvexen
Hu¨lle ist jedoch nach wie vor ineffizient, falls die Ecken des Polygons den Punkten aus der
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Menge entsprechen. Gesucht ist ein effizienter Algorithmus zur Berechnung des Durchmessers
eines konvexen Polygons.
Ein Theorem von Yaglom-Boltyanskii [YB61] lautet:
Theorem 4.2 Der Durchmesser einer konvexen Figur ist der gro¨ßte Abstand zwi-
schen parallelen Geraden des Tra¨gers.
Abb. 4.2: Gro¨ßter Abstand zwi-
schen parallelen Geraden des
Tra¨gers
Wie in Abb. 4.2 gezeigt, ko¨nnen die parallelen Gera-
den nicht jedes Paar von Punkten tangieren. Tatsa¨chlich
gibt es nur bestimmte Paare von Punkten, deren Tangen-
ten parallel zueinander sein ko¨nnen [PS85]. Diese Paare
werden im Folgenden als entgegengesetzt bezeichnet. Das
Problem besteht nun darin, die entgegengesetzten Paare
zu finden, ohne alle Paare von Punkten testen zu mu¨ssen.
Seien die Ecken u1, u2, . . . , um eines konvexen Poly-
gons P (angeordnet entgegen dem Uhrzeigersinn) gege-
ben. Eine Ecke ui von P sei am weitesten von einer Kante
uk−1uk entfernt, wenn ui am weitesten von der Geraden
entfernt ist, auf der uk−1uk liegt.
Beginnend mit der Ecke uk seien die Ecken von P entgegen dem Uhrzeigersinn betrachtet.
Sei uR die Ecke, die am weitesten von uk−1uk entfernt ist. Sei analog uL die Ecke, die am
weitesten von ukuk+1 entfernt ist (siehe Abb. 4.3(a)). Die Ecken der Folge von Ecken zwischen
uR und uL (inklusive) bilden jeweils ein entgegengesetztes Paar mit uk. Betrachte dazu den
a¨ußeren Winkel αk > pi, der durch uk−1uk und ukuk+1 gebildet wird. Das Paar (uk, us) ist nur
dann ein entgegengesetztes Paar, wenn es eine gerade Linie im Schnitt der beiden Winkel αs
und αk gibt (siehe Abb. 4.3(b)) [PS85, Che96]. Jede Ecke der Folge von Ecken zwischen uR
und uL besitzt diese Eigenschaft, da die Kanten einen konvexen Linienzug bilden. Alle anderen
Ecken bilden kein entgegengesetztes Paar mit uk.
Diese Beobachtung fu¨hrt zu dem in Abb. 4.4 gezeigten Algorithmus. Dabei berechnet die
Funktion Area(uk,uk+1,u) die vorzeichenbehaftete Fla¨che des Dreiecks (uk, uk+1, u). Mit Hilfe
dieser Funktion la¨sst sich der von einer Kante ukuk+1 am weitesten entfernte Punkt bestimmen
[PS85].
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Abb. 4.3: Entwicklung des Algorithmus AntipodalPairs (aus [PS85])
function AntipodalPairs(P )
Pairs← ()
p← last(P)
q← first(P)
while Area(p, next(p), next(q)) > Area(p, next(p), q) do
q← next(q)
q0← q
while q 6= first(P) do
p← next(p)
insert(Pairs,(p,q))
while Area(p, next(p), next(q)) > Area(p, next(p), q) do
q← next(q)
if (p,q) 6= (q0, first(P)) then
insert(Pairs, (p,q))
if Area(p, next(p), next(q)) = Area(p, next(p), q) then
if (p,q) 6= (q0, last(P)) then
insert(Pairs, (p, next(q)))
return Pairs
Abb. 4.4: Pseudocode fu¨r den Algorithmus AntipodalPairs (aus [PS85])
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p q insert
u12
u1
u2
u3
u4
u5
u6
u1 (u1, u6)
u7 (u1, u7)
u2 (u2, u7)
u8 (u2, u8)
u9 (u2, u9)
u3 (u3, u9)
u10 (u3, u10)
u11 (u3, u11)
u4 (u4, u11)
u5 (u5, u11)
u1
u6 = q0
u9
u12
u3
u4
u5
u8
u10
u11
u1
u2
u7
Abb. 4.5: Beispiel fu¨r einen Durchlauf vonAntipodalPairs
(in Anlehnung an [PS85])
Der Ablauf des Algorithmus la¨sst sich durch das Beispiel in Abb. 4.5 nachvollziehen. Die
erste while-Schleife bestimmt den Punkt uR (im Pseudocode q0 genannt), der am weitesten von
der Kante uk−1uk entfernt liegt. Die na¨chste while-Schleife konstruiert die Folge der Ecken
bis uL, die entgegengesetzte Paare mit uk bilden ko¨nnen. Die beiden Zeiger p und q werden
dazu entgegen dem Uhrzeigersinn um das Polygon herumbewegt: p von der letzten Ecke um
des Polygons bis uR und q von uR bis um. Wenn ein Zeiger weiterbewegt oder ein paralleles
Paar von Kanten gefunden wird (Testen der Dreiecksfla¨chen auf Gleichheit), wird das aktuelle
entgegengesetzte Paar in die Liste Pairs eingefu¨gt. Das letzte generierte Paar ist (uR, um).
Jedes Paar wird nur einmal generiert und in die Liste Pairs eingefu¨gt. In der zweiten while-
Schleife werden die Zeiger insgesamt m mal bewegt, falls es keine parallelen Kanten gibt. Die
Anzahl paralleler Kanten ist maximal bm/2c, so dass fu¨r die Anzahl entgegengesetzter Paare
≤ 3m/2 gilt [PS85]. Das bedeutet, dass sich der Durchmesser eines konvexen Polygons in
linearer Zeit abha¨ngig von der Anzahl der Ecken bestimmen la¨sst.
Gema¨ß den Theoremen 4.1 und 4.2 hat die Bestimmung des Durchmessers einer endlichen
Menge von n Punkten in der Ebene somit eine Zeitkomplexita¨t von O(n log n). Es la¨sst sich
weiter festhalten, dass die Anzahl maximaler Absta¨nde einer endlichen Punktmenge in der Ebe-
ne durch O(n) beschra¨nkt ist. Diese Schranke wird etwa von einem Polygon erreicht, dessen
Kanten alle die gleiche La¨nge aufweisen (regula¨res Polygon).
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4.5 Entwicklung eines Pruning-Algorithmus
Fu¨r die Bestimmung des Durchmessers einer endlichen Punktmenge in der Ebene eignet sich die
in Abschnitt 4.4 vorgestellte Lo¨sung. In ho¨heren Dimensionen ist das Problem jedoch ungleich
komplexer. So besagt ein Theorem von Erdo¨s [Erd60]:
Theorem 4.3 Die maximale Distanz zwischen n Punkten im d-dimensionalen Raum
kann n2/(2− 2/bd/2c) +O(n2−) mal vorkommen (d > 3,  > 0).
Im schlechtesten Fall ist die Anzahl entgegengesetzter Paare so hoch, dass der in Abschnitt
4.4 vorgestellte Algorithmus AntipodalPairs nicht mehr effizient ist. In diesem Zusammen-
hang bezeichnen Preparata und Shamos [PS85] das Problem der Bestimmung des Durchmessers
als
”
Quelle der Frustration“. In Dimensionen > 3 kann die Struktur der konvexen Hu¨lle zudem
so komplex werden (Ω(nbd/2c), siehe Abschnitt 3.4), dass die paarweise Abstandsberechnung
zwischen allen Punkten effizienter ist.
Clusterprobleme weisen im Allgemeinen eine ho¨here Dimension als 2 auf. So arbeiten etwa
Systeme zur Klassifikation von Dokumenten mit Vektoren der Dimension 315 [Koh01]. Eine
effiziente Lo¨sung des Farthest-Pair-Problems ist daher essentiell.
Fu¨r die dritte Dimension gibt es einen Pruning-Algorithmus, der fu¨r die meisten Eingaben
eine Zeitkomplexita¨t von O(n log n) erreicht. Die Grundideen dieses Ansatzes und eine Erwei-
terung auf ho¨here Dimensionen werden in den na¨chsten Abschnitten diskutiert.
4.5.1 Grundideen
Fu¨r die Berechnung des Durchmessers einer endlichen Menge von Punkten werden einige
Ecken der konvexen Hu¨lle und deren Fla¨chen nicht beno¨tigt. Die konvexe Hu¨lle stellt lediglich
eine Hilfskonstruktion dar. Es liegt nahe, dass es noch andere Wege zur Lo¨sung des Farthest-
Pair-Problems gibt.
Es sei bereits ein Abstand zwischen zwei beliebigen Punkten aus der Punktmenge bestimmt.
Gibt es Punkte, die — basierend auf dem bis dahin ermittelten gro¨ßten Abstand — aus der
weiteren Betrachtung ausgeschlossen werden ko¨nnen (pruning)?
Einen solchen Ansatz verfolgt der von Clarkson und Shor [CS89] entwickelte randomisierte
Pruning-Algorithmus, der in [AS98, AS00] vorgestellt wird (siehe Abb. 4.6).
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function Diameter(U)
wa¨hle zufa¨llig gleichverteilt einen Punkt p ∈ U
q← am weitesten von p entfernter Punkt
I ← ⋂p′∈U B(p′, dist(p, q))
U1 ← U \ I
if U1 = ∅ then
return (p, q)
return Diameter(U1)
Abb. 4.6: Pseudocode fu¨r den Algorithmus Diameter (aus [AS98, AS00])
Betrachtet zuna¨chst der dreidimensionale Fall. Es wird zufa¨llig ein Punkt p aus der Menge
U ausgewa¨hlt und der Punkt q bestimmt, der am weitesten davon entfernt ist. Danach wird
um jeden Punkt p′ ∈ U eine Kugel B(p′, dist(p, q)) eingezeichnet, deren Radius dem Abstand
zwischen p und q entspricht. Alle Punkte, die in der Schnittmenge dieser Kugeln liegen, ko¨nnen
aus der weiteren Betrachtung ausgeschlossen werden. Denn zu keinem dieser Punkte kann es
einen Punkt geben, der einen gro¨ßeren Abstand als den bisher bestimmten gro¨ßten Abstand hat.
Die Punkte werden aus U entfernt und der Algorithmus fu¨r die u¨brigen Punkte U1 = U1 \ I
rekursiv aufgerufen, bis keine Punkte mehr u¨brig sind (U1 = ∅).
Die Berechnung der Differenz U \ I hat eine zu erwartende Laufzeit von O(r log r) mit
r = |U |, sofern ein effizienter Algorithmus fu¨r die Suche nach Punkten verwendet wird (siehe
z. B. [ST86]). Die Schnittmenge kongruenter Kugeln in R3 hat lineare Komplexita¨t. Clarkson
und Shor [CS89] berechnen die Schnittmenge von r Kugeln in R3 mit einem randomisierten
Algorithmus in O(r log r) zu erwartender Zeit. Damit ist die zu erwartende Laufzeit fu¨r jeden
Rekursionsschritt gegeben durch O(r log r). Da p zufa¨llig gewa¨hlt wird, ist |U1| ≤ 2|U |/3
mit hoher Wahrscheinlichkeit, was zu einer erwartenden Gesamtlaufzeit des Algorithmus von
O(r log r) fu¨hrt [AS98, AS00].
Eine von Amato et. al. [AGR94] entwickelte derandomisierte Version des Algorithmus er-
reichte zuna¨chst eine Zeitkomplexita¨t von O(r log3 r). Weitere deterministische Algorithmen
folgten [CEGS93, MS96, Ram97b]. Ramos [Ram97a] und Bespamyatnikh [Bes98, Bes01] kon-
struierten deterministische O(r log2 r)-Algorithmen fu¨r das Problem. Schließlich erreichte Ra-
mos [Ram00b, Ram00a] eine Zeitkomplexita¨t von O(r log r).
Laut Finocchiaro und Pellegrini [FP99] la¨sst sich der besprochene Pruning-Algorithmus
nicht auf ho¨here Dimensionen erweitern. Ein von Yao [Yao82] entwickelter Algorithmus fu¨r
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d ≥ 4 erreicht eine Zeitkomplexita¨t von O(r2−a(d) log1−a(d) r) mit a(d) = 2−(d+1). Neben
exakten Algorithmen fu¨r die Bestimmung des Durchmessers in ho¨heren Dimensionen existieren
zudem Approximationsverfahren [EK89, BOR99, Ind99, FP99].
In den folgenden Abschnitten wird eine selbst entwickelte Modifikation des Pruning-Algo-
rithmus vorgestellt, die den Durchmesser einer endlichen Punktmenge in ho¨heren Dimensionen
exakt bestimmt. Die Laufzeit ist nach unten durch Ω(dr+ r log r) und nach oben durch O(dr2)
beschra¨nkt, in der Praxis fu¨r die meisten Eingaben jedoch deutlich besser (siehe Abschnitt 5.2).
4.5.2 Modifikation des Pruning-Kriteriums
Die Grundideen aus Abschnitt 4.5.1 lassen sich auf ho¨here Dimensionen u¨bertragen: schließe
die Punkte aus der weiteren Betrachtung aus, zu denen es keine Punkte mehr gibt, die gro¨ße-
ren Abstand als den bisher bestimmten gro¨ßten Abstand haben. Der Algorithmus, in dem die
Schnittmenge der |U |Kugeln berechnet wird, bestimmt die auszuschließenden Punkte exakt. Im
Folgenden wird ein weniger restriktives Kriterium vorgestellt, mit dem sich auszuschließende
Punkte auch in ho¨heren Dimensionen effizient bestimmen lassen.
Entwicklung eines neuen Pruning-Kriteriums
Einige Algorithmen zur Berechnung der konvexen Hu¨lle (siehe Abschnitt 3.3.1) bestimmen im
ersten Schritt einen Punkt, der sicher zur konvexen Hu¨lle geho¨rt. Ein solcher Punkt ist extrem
in einer seiner Koordinaten (z. B. am weitesten links/rechts oder oben/unten im zweidimen-
sionalen Fall). In der Dimension d lassen sich auf diese Weise 2d Extrempunkte (und damit
Punkte der konvexen Hu¨lle) bestimmen. Werden durch jeden der Extrempunkte achsenparallele
Geraden gezeichnet, so ergibt sich im zweidimensionalen Fall u¨ber die Schnittpunkte ein ach-
senparalleles Rechteck (siehe Abb. 4.7(a)), in ho¨heren Dimensionen ein achsenparalleler Hy-
perquader. Durch den Hyperquader wird die Punktmenge und ihre konvexe Hu¨lle vollsta¨ndig
eingeschlossen, d.h. kein Punkt liegt außerhalb des Hyperquaders.
Sei die konvexe Hu¨lle CH(U) und ihr Durchmesser fu¨r eine endliche Menge von Punkten
U = {x1, x2, . . . , xr} in der Ebene bereits bestimmt und das sich aus den Extrempunkten erge-
bende Rechteck eingezeichnet (siehe Abb. 4.7(b)). Wo mu¨ssten sich in Bezug auf das Rechteck
Punkte befinden, die einen gro¨ßeren Abstand als den bereits bestimmten gro¨ßten Abstand ha-
ben? Sicherlich in der Na¨he der Ecken, denn der gro¨ßtmo¨gliche Abstand in einem Rechteck ist
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(a) Bestimme umschließendes achsenparal-
leles Rechteck
(b) Konvexe Hu¨lle mit Durchmesser δ
(c) Zwei Punkte mit gro¨ßerem Abstand als
δ werden hinzugefu¨gt
(d) Punkte (dargestellt als offene Krei-
se) werden gema¨ß restriktivem Pruning-
Kriterium entfernt
(e) Zu vier Punkten ko¨nnte es noch Punkte innerhalb des Recht-
ecks mit Abstand > δ geben
Abb. 4.7: Entwicklung des modifizierten Pruning-Kriteriums
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dessen Diagonale. Werden diese Punkte xr+1 und xr+2 der Menge hinzugefu¨gt, so ergibt sich
eine neue konvexe Hu¨lle (siehe Abb. 4.7(c)).
Im Sinne des restriktiven Pruning-Kriteriums werden aus der BeispielmengeU\{xr+1, xr+2}
die Punkte ausgeschlossen, die zur Schnittmenge aller Kreise mit dem Radius dist(xr+1, xr+2)
geho¨ren (siehe Abb. 4.7(d)). Zur Ermittlung eines weniger restriktiven Pruning-Kriteriums stellt
sich die Frage, welche Eigenschaften die ausgeschlossenen Punkte und die neuen Punkte xr+1,
xr+2 in Bezug auf das umschließende Rechteck und dessen Ecken haben.
Fu¨r nahezu alle ausgeschlossenen Punkte des Beispiels gilt, dass der Kreis mit dem Radius
dist(xr+1, xr+2) das Rechteck vollsta¨ndig abdeckt. Fu¨r die beiden Punkte, die zuvor das Paar
mit maximalem Abstand gebildet haben und fu¨r die neuen Punkte xr+1 und xr+2 hingegen gilt
dies nicht. Fu¨r diese Punkte ko¨nnte es noch weitere Punkte innerhalb des Rechtecks geben, die
gro¨ßeren Abstand als den bisher bestimmten gro¨ßten Abstand haben (siehe Abb. 4.7(e)). Diese
Beobachtung la¨sst sich verallgemeinern.
Satz 4.1 Sei U = {x1, x2, . . . , xr} eine endliche Menge von Punkten im d-dimen-
sionalen Raum. Sei HC(U) ein d-dimensionaler achsenparalleler Hyperquader,
der die Punktmenge ganz einschließt und an jeder Seite tangiert. Sei ferner
δ = dist(xi, xj) mit i, j ∈ {1, . . . , r}
eine Distanz zwischen zwei Punkten aus der Menge. Falls ein Punkt x ∈ U zu allen
Ecken von HC(U) einen kleineren oder gleichen Abstand als δ hat, so gibt es zu x
keinen Punkt y ∈ U mit einem gro¨ßeren Abstand als δ.
BEWEIS. Die Korrektheit ergibt sich aus der Eigenschaft des HyperquadersHC(U),
die Punktmenge ganz einzuschließen. Hat ein Punkt x ∈ U zu allen Ecken des Hy-
perquaders einen kleineren oder gleichen Abstand als δ, so deckt die Hyperkugel
mit Radius δ um den Punkt x den Hyperquader vollsta¨ndig ab. Folglich wu¨rde ein
Punkt y ∈ U mit gro¨ßerem Abstand zu x als δ außerhalb der Hyperkugel und da-
mit auch außerhalb des Hyperquaders liegen — also nicht mehr zur Punktmenge
geho¨ren. 
Das modifizierte Pruning-Kriterium im Algorithmus TryToPrune (siehe Abb. 4.8) schließt
damit gema¨ß Satz 4.1 alle Punkte aus, zu denen es keine Punkte innerhalb des Hyperquaders
HC(U) geben kann, die gro¨ßeren Abstand als den bisher bestimmten gro¨ßten Abstand haben.
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function TryToPrune(U, p, δ, p′, q′)
q ← am weitesten von p entfernter Punkt
if dist(p, q) > δ then
δ ← dist(p, q)
(p′, q′)← (p, q)
I ← ⋃p′∈U { p′ | dist(p′, c) ≤ δ ∀ c ∈ HC(U)}
U ← U \ I
U ← U \ {p}
return (U, δ, p′, q′)
Abb. 4.8: Pseudocode fu¨r den Algorithmus TryToPrune
function HighDiameterrand(U)
δ ← 0
while U 6= ∅ do
wa¨hle zufa¨llig gleichverteilt einen Punkt p ∈ U
(U, δ, p′, q′)← TryToPrune(U, p, δ, p′, q′)
return (p′, q′)
Abb. 4.9: Pseudocode fu¨r den Algorithmus HighDiameterrand
Das modifizierte Kriterium ist im Gegensatz zum urspru¨nglichen Kriterium weniger restriktiv,
da es unter Umsta¨nden nicht alle Punkte entfernt, die aus der Menge ausgeschlossen werden
ko¨nnten. Betrachte dazu noch einmal Abb. 4.7(e): die Punkte auf der linken und rechten Kan-
te des Rechtecks wa¨ren gema¨ß dem restriktiven Pruning-Kriterium ebenfalls aus der Menge
ausgeschlossen worden.
Im Algorithmus HighDiameterrand (siehe Abb. 4.9) ist die Rekursion durch eine Itera-
tion ersetzt worden und der Schritt zur Berechnung der Schnittmenge der |U | Kugeln durch
einen Test auf das neue Pruning-Kriterium. Da in jedem Iterationsschritt durch TryToPrune
mindestens der Punkt p aus U entfernt wird, ist der Abbruch des Algorithmus sichergestellt.
Bestimmung der Ecken des Hyperquaders
Die Ecken des Hyperquaders HC(U) lassen sich vor Aufruf des Algorithmus ermitteln. Ein
Hyperquader der Dimension d hat insgesamt 2d Ecken [O’R00]. Fu¨r die Kantenla¨nge 1 erge-
ben sich die Koordinaten der Ecken durch bina¨res Za¨hlen (siehe Abb. 4.10(a)). Im Falle eines
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011 111
001 101
110010
000 100
i vi1 vi2 vi3
1 0 0 0
2 0 0 1
3 0 1 0
4 0 1 1
5 1 0 0
6 1 0 1
7 1 1 0
8 1 1 1
(a) Ecken v1, . . . , v8 des Einheitswu¨rfels
i vi1 vi2 vi3
1 min1 min2 min3
2 min1 min2 max3
3 min1 max2 min3
4 min1 max2 max3
5 max1 min2 min3
6 max1 min2 max3
7 max1 max2 min3
8 max1 max2 max3
(b) Ecken v1, . . . , v8 eines beliebi-
gen Hyperquaders
Abb. 4.10: Bestimmung der Ecken des Hyperquaders
beliebigen Hyperquaders mu¨ssen zuna¨chst fu¨r alle Punkte komponentenweise die Extremwerte
(Minima und Maxima) der d Koordinaten bestimmt werden. Seien
x1 = {x11, x12, . . . , x1d}
x2 = {x21, x22, . . . , x2d}
.
.
.
.
.
.
xr = {xr1, xr2, . . . , xrd}
die Punkte der Menge U . Das Minimum minc und das Maximum maxc fu¨r die Komponente
c sind dann gegeben durch:
min
c
=
r
min
i=1
xic und max
c
=
r
max
i=1
xic .
Die Ecken ergeben sich aus der Bina¨rdarstellung durch die Ersetzung einer 0 durch das
Minimum und die Ersetzung einer 1 durch das Maximum der jeweiligen Komponente (siehe
Abb. 4.10(b)). Die Ermittlung der Extremwerte beno¨tigt d · r Schritte und die Konstruktion der
Ecken 2d Schritte.
Der Algorithmus TryToPrune u¨berpru¨ft jeden der r Punkte daraufhin, ob er das modi-
fizierte Pruning-Kriterium erfu¨llt. Dazu wird die Distanz zu allen 2d Ecken berechnet. Wird
das Kriterium erfu¨llt, so wird der Punkt aus U entfernt. Wird die Menge U als verkettete Liste
implementiert, so beno¨tigt das Entfernen eines Elements konstante Zeit. Der Pruning-Schritt
beno¨tigt also insgesamt O(2dr) Schritte. Die Laufzeit ist in Abha¨ngigkeit von der Dimension
exponentiell!
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Der Test, ob ein Punkt das Pruning-Kriterium erfu¨llt, la¨sst sich jedoch vereinfachen. Die
Ecke des Hyperquaders, die einem Punkt x ∈ U gegenu¨berliegt, ist am weitesten von die-
sem Punkt entfernt. Ist der Abstand zwischen x und der gegenu¨berliegenden Ecke kleiner oder
gleich als der bisher bestimmte gro¨ßte Abstand, so ist auch der Abstand zu allen anderen Ecken
kleiner oder gleich. Daher muss nur der Abstand zwischen x und der gegenu¨berliegenden Ecke
berechnet werden.
Die gegenu¨berliegende Ecke zu einem Punkt x la¨sst sich in konstanter Zeit bestimmen. Dazu
wird vor dem Start des Algorithmus der Mittelpunkt mid(HC(U)) des Hyperquaders HC(U)
aus den Extremwerten der jeweiligen Koordinaten berechnet:
mid(HC(U)) =
(
min1+max1
2
,
min2+max2
2
, . . . ,
mind+maxd
2
)
. (4.8)
Wie in Abb. 4.10(a) zu sehen ist, entspricht die Bina¨rdarstellung gegenu¨berliegender Ecken
jeweils ihrer Negation. Die einem Punkt x = (x1, x2, . . . , xd) gegenu¨berliegende Ecke OC(x)
ergibt sich damit zu
OC(x) = (o1, o2, . . . , od)
mit oc =
{
minc , xc ≤ minc+maxc2
maxc , xc >
minc+maxc
2
, wobei c ∈ {1, . . . , d} .
Durch die ¨Anderung des Tests hat die Dimension geringeren Einfluss auf die Laufzeit von
TryToPrune. Es ist weder no¨tig, den Abstand zu allen Ecken zu bestimmen, noch mu¨ssen alle
Ecken vor dem Aufruf des Algorithmus konstruiert werden. Die Konstruktion der gegenu¨ber-
liegenden Ecke beno¨tigt d Schritte und die Anzahl der Schritte fu¨r das Pruning reduziert sich
auf O(dr).
Analyse
Die Gesamtlaufzeit vonHighDiameterrand ha¨ngt davon ab, welche Punkte zufa¨llig ausgewa¨hlt
werden. Im worst case konzentrieren sich — wie in Abb. 4.11(a) gezeigt — nahezu alle Punkte
in der Mitte, bis auf die Extrempunkte, die auf den Kanten des umgebenden Rechtecks (Hy-
perquaders) liegen. Sei als erster Punkt der am weitesten links gelegene Punkt in der Mitte
ausgewa¨hlt und dann nacheinander die Punkte rechts davon.
4.5. ENTWICKLUNG EINES PRUNING-ALGORITHMUS 75
(a)
δ
(b)
Abb. 4.11: Worst case fu¨r den Algorithmus HighDiameterrand
In jedem Iterationsschritt wird ein Punkt q bestimmt, der am weitesten von p entfernt ist
(in Abb. 4.11 ist das immer der Punkt auf der linken Kante des Rechtecks). Dazu werden in
jedem Iterationsschritt jeweils |U | − 1 Absta¨nde berechnet und ein Punkt aus U entfernt. Ins-
gesamt werden also
∑r−1
i=1 i Abstandsberechnungen durchgefu¨hrt. Der Abstand δ wird fu¨r die
ausgewa¨hlten Punkte p von links nach rechts immer gro¨ßer, so dass in jedem Iterationsschritt
versucht wird, |U | Punkte aus der Menge U auszuschließen. Die Abb. 4.11(b) zeigt, dass je-
der der mittleren Punkte zu der jeweils gegenu¨berliegenden Ecke gro¨ßeren Abstand als δ hat
und es noch Punkte mit gro¨ßerem Abstand nahe der Ecken geben ko¨nnte (graue Bereiche in
Abb. 4.11(b)). Werden die Punkte auf der oberen und unteren Kante des Rechtecks erreicht, so
sind bereits alle mittleren Punkte aus der Menge entfernt worden, da sie vorher besucht wurden.
Durch den Algorithmus TryToPrune werden daher in keinem Iterationsschritt Punkte mit
Hilfe des Pruning-Kriteriums aus der Menge ausgeschlossen. Insgesamt ergeben sich
∑r
i=2 i
Versuche, Punkte aus der Menge zu entfernen. Die Gesamtanzahl Tworst(r) von Operationen im
worst case ergibt also:
Tworst(r) =
r−1∑
i=1
i+
r∑
i=2
i
=
r(r − 1)
2
+
r(r + 1)
2
− 1
=
r2 − r
2
+
r2 + r
2
− 2
2
=
2r2 − 2
2
= r2 − 1 . (4.9)
Im schlechtesten Fall ist die Laufzeit von HighDiameterrand quadratisch in der Anzahl der
Punkte (Instanzen) in U . Die asymptotische Laufzeit ist mit O(dr2) in keinem Fall schlechter
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als bei der paarweisen Berechnung von Absta¨nden zwischen allen Punkten.
Die durchschnittliche Laufzeit des Algorithmus la¨sst sich schwer ermitteln, da das weniger
restriktive Pruning-Kriterium unter Umsta¨nden keine Punkte ausschließt und die Anzahl der
entfernten Punkte stark von der Form der Eingabemenge und des Hyperquaders abha¨ngt. Eine
umfassende Analyse wird hier nicht durchgefu¨hrt. Es sei aber angemerkt, dass Punktmengen
wie in Abb. 4.11(a), in der sich alle Punkte in der Mitte konzentrieren, nur eine Teilmenge aller
mo¨glichen Eingaben darstellen. Zudem ist bei zufa¨lliger Auswahl der Punkte und fu¨r großes
r die Wahrscheinlichkeit gering, dass Punkte in einer worst case Reihenfolge besucht werden:
die Anzahl mo¨glicher Durchlaufreihenfolgen (d.h. Permutationen der Punkte) ist fu¨r r Punkte
mit r! sehr groß.
Der na¨chste Abschnitt 4.5.3 diskutiert Mo¨glichkeiten, wie die Auswahl der Punkte (und
damit die Reihenfolge der Abstandsberechnungen) so vera¨ndert werden kann, dass schon in
fru¨hen Iterationsschritten mit hoher Wahrscheinlichkeit viele Punkte aus der Menge U entfernt
werden.
4.5.3 Reihenfolge der Abstandsberechnungen
Werden die Punkte der Menge U dergestalt sortiert, dass sich die beiden Punkte mit maximalem
Abstand nach der Sortierung in konstanter Zeit bestimmen lassen, so beno¨tigt die Lo¨sung des
Farthest-Pair-Problems O(dr log r) Schritte. Eine solche Sortierung ist bisher nicht bekannt.
Mit der Ersetzung der zufa¨lligen Auswahl von p im Algorithmus HighDiameterrand durch
eine geordnete Auswahl la¨sst sich allerdings die Reihenfolge der Abstandsberechnungen beein-
flussen. Je nach Gestalt der Eingabemenge a¨ndert sich auf diese Weise die Wahrscheinlichkeit,
mit der große Absta¨nde in einem fru¨hen Iterationsschritt gefunden werden. Dies wiederum kann
Auswirkungen auf die Anzahl der Punkte haben, die sich in fru¨hen Iterationsschritten aus der
Menge U entfernen lassen — und damit auf die Laufzeit.
Sei dazu noch einmal Abb. 4.11(a) betrachtet. Wird schon im ersten Iterationsschritt der Ab-
stand zwischen den beiden Punkten auf der linken und rechten Kante des Rechtecks berechnet,
so ko¨nnen unmittelbar alle Punkte in der Na¨he des Mittelpunktes von HC(U) entfernt werden.
Das entspricht dem best case.
In den folgenden Abschnitten werden drei mo¨gliche Sortierungen vorgestellt.
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function HighDiameterlexi(U)
sortiere die Punkte in U lexikografisch
δ ← 0
while U 6= ∅ do
p← erster Punkt aus U
(U, δ, p′, q′)← TryToPrune(U, p, δ, p′, q′)
return (p′, q′)
Abb. 4.12: Pseudocode fu¨r den Algorithmus HighDiameterlexi
Sortierung der Punkte in lexikografischer Ordnung
Die Implementation des AML-Algorithmus in der Anwendung PICANA sortiert die Instanzen
aus softwaretechnischen Gru¨nden lexikografisch. Die lexikografische Ordnung wird gewo¨hnlich
auf Zeichenketten definiert [CLRS01], sie la¨sst sich jedoch fu¨r die vorliegende Anwendung auf
Vektoren gleicher Dimension u¨bertragen.
Definition 4.2 (Lexikografische Ordnung) Gegeben seien zwei Vektoren x =
(x0, x1, . . . , xd) und y = (y0, y1, . . . , yd) aus Rd. Der Vektor x ist lexikografisch
kleiner als y, wenn eine ganze Zahl j mit 0 ≤ j ≤ d existiert, so dass xi = yi fu¨r
alle i = 0, 1, . . . , j − 1 und xj < yj .
Die praktische Anwendung des AML-Algorithmus auf Erosionsbilder mit der Anwendung
PICANA zeigt, dass der maximale Abstand fu¨r viele Bilder bereits im ersten Iterationsschritt
gefunden wird. Das ha¨ngt damit zusammen, dass einige der Erosionsbilder viele Farben in
der Mitte des RGB-Farbraumes aufweisen, aber nur wenige extreme Farben (z. B. Schwarz
= (0, 0, 0) und Weiß = (1, 1, 1)) in der Na¨he der Ecken liegen (und damit großen Abstand
haben). Die Sortierung der Punkte in lexikografischer Ordnung sorgt dafu¨r, dass sich die Farben
mit Extremen in jeder Komponente am Anfang und am Ende der sortierten Liste befinden.
Werden die Punkte aus U lexikografisch sortiert und die zufa¨llige Auswahl von p im Algo-
rithmusHighDiameterrand durch eine geordnete Auswahl ersetzt (siehe Abb. 4.12), so werden
im best case bereits im ersten Iterationsschritt alle Punkte aus U entfernt. Der Algorithmus hat
damit eine Zeitkomplexita¨t von Ω(dr log r).
Im worst case hat der Algorithmus HighDiameterlexi nach wie vor quadratische Laufzeit
(die Rechnung entspricht der fu¨r HighDiameterrand). Fu¨r das Beispiel in Abb. 4.13(a) wird
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(a) (b)
Abb. 4.13: Worst case fu¨r den Algorithmus HighDiameterlexi
der maximale Abstand erst im letzten Iterationsschritt gefunden. Das ha¨ngt damit zusammen,
dass die Punkte bei lexikografischer Ordnung nur nach einer maßgeblichen Komponente (z. B.
der ersten) sortiert werden. Die Absta¨nde der Punkte auf der linken Seite zum Punkt ganz rechts
werden mit wachsendem Komponentenwert immer gro¨ßer. Der Algorithmus bewegt sich nur in
einer Richtung durch den mehrdimensionalen Raum (siehe Abb. 4.13(b)). Dadurch werden Ex-
tremwerte in anderen Komponenten unter Umsta¨nden erst zuletzt gefunden. Das Problem kann
fu¨r die gezeigte Art von Eingaben durch die im folgenden Abschnitt vorgestellte Durchlaufstra-
tegie behoben werden.
Unabha¨ngige Sortierung der Komponenten
Abb. 4.14: Bewegung durch
den mehrdimensionalen Raum
aus allen Richtungen
Punkte mit maximalem Abstand geho¨ren zu den Ecken der
konvexen Hu¨lle (Theorem 4.1). Punkte am Rand der Punkt-
menge weisen daher eine ho¨here Wahrscheinlichkeit auf, ein
Paar mit maximalem Abstand zu bilden, als Punkte im Inne-
ren der Menge. Die Absta¨nde zwischen Punkten in der Na¨he
des Randes sollten deshalb mo¨glichst fru¨h berechnet werden.
Eine Durchlaufstrategie, die Punkte vom Rand des Hy-
perquaders aus zur Mitte hin besucht, erweist sich als geeig-
net. Dazu werden die Vektorkomponenten unabha¨ngig von-
einander sortiert. Dies erlaubt eine Bewegung aus mehreren
verschiedenen Richtungen (z. B. von oben nach unten oder
von links nach rechts im zweidimensionalen Fall) durch den
mehrdimensionalen Raum (siehe Abb. 4.14).
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c = 1 c = 2 c = 3
x1 0.129 0.430 0.869
x2 0.487 0.963 0.023
x3 0.274 0.067 0.001
x4 0.500 0.751 0.312
x5 0.945 0.839 0.676
x6 1.000 0.998 1.000
x7 0.427 0.286 0.713
x8 0.877 0.028 0.580
x9 0.374 0.971 0.109
(a) Ungeordnete Menge U
i ITi1 ITi2 ITi3
1 10.129 10.430 10.869
2 20.487 20.963 20.023
3 30.274 30.067 30.001
4 40.500 40.751 40.312
5 50.945 50.839 50.676
6 61.000 60.998 61.000
7 70.427 70.286 70.713
8 80.877 80.028 80.580
9 90.374 90.971 90.109
(b) Ungeordnete Indextab.
i ITi1 ITi2 ITi3
1 10.129 80.028 30.001
2 30.274 30.067 20.023
3 90.374 70.286 90.109
4 70.427 10.430 40.312
5 20.487 40.751 80.580
6 40.500 50.839 50.676
7 80.877 20.963 70.713
8 50.945 90.971 10.869
9 61.000 60.998 61.000
(c) Geordnete Indextab.
Abb. 4.15: Erzeugung der Indextabelle IT
Fu¨r die Sortierung wird aus der urspru¨nglichen Menge U von Vektoren x1, x2, . . . , xr (siehe
Abb. 4.15(a)) eine Indextabelle IT erzeugt (siehe Abb. 4.15(b)). Die Tabelle IT besteht aus d
Spalten fu¨r die unterschiedlichen Komponenten und die Indizes in den Zellen verweisen auf die
urspru¨nglichen Vektoren der Menge U . Danach werden die Spalten nacheinander unabha¨ngig
sortiert, indem die Werte der urspru¨nglichen Vektoren in der jeweiligen Komponente miteinan-
der verglichen werden (siehe Abb. 4.15(c)).
Gegeben sei folgende Durchlaufstrategie:
1. Wa¨hle p nacheinander fu¨r Spalte c = 1, . . . , d als den Vektor xIT1c , auf den der Index
IT1c in der ersten Zeile IT1, Spalte c der Indextabelle verweist. Entferne danach die erste
Zeile aus der Indextabelle.
2. Falls die aktuelle Anz. der Zeilen > 0, wa¨hle p nacheinander fu¨r Spalte c = 1, . . . , d
als den Vektor xIT|U|c , auf den der Index IT|U |c in der letzten Zeile IT|U |, Spalte c der
Indextabelle verweist. Entferne danach die letzte Zeile aus der Indextabelle.
3. Wiederhole die Schritte 1 und 2, solange die Indextabelle noch Zeilen entha¨lt.
Der Algorithmus HighDiametercomp in Abb. 4.16 zeigt eine entsprechend modifizierte
Version von HighDiameterrand. Die Indizes in der Tabelle IT verweisen mehrfach (insgesamt
d mal) auf die urspru¨nglichen Vektoren. Ein Vektor, der bereits ausgewa¨hlt wurde, muss nicht
mehr betrachtet werden. Dafu¨r sorgt jeweils der Test, ob p in U enthalten ist. Der Test verhindert
zudem, dass TryToPrune fu¨r Punkte aufgerufen wird, die bereits zuvor aus der Menge U
entfernt wurden.
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function HighDiametercomp(U)
erzeuge Indextabelle IT aus U
sortiere Indextabelle IT komponentenweise
δ ← 0
while Anz. Zeilen von IT > 0 do
foreach c ∈ {1, . . . , d} do
p← xIT1c
if p ∈ U then
(U, δ, p′, q′)← TryToPrune(U, p, δ, p′, q′)
IT ← IT \ {IT1}
if Anz. Zeilen von IT > 0 do
foreach c ∈ {1, . . . , d} do
p← xIT|U|c
if p ∈ U then
(U, δ, p′, q′)← TryToPrune(U, p, δ, p′, q′)
IT ← IT \ {IT|U |}
return (p′, q′)
Abb. 4.16: Pseudocode fu¨r den Algorithmus HighDiametercomp
Eine Veranschaulichung der Durchlaufstrategie ist durch Abb. 4.17(a) gegeben. Es werden
nacheinander immer kleinere achsenparallele Rechtecke (im mehrdimensionalen Fall Hyper-
quader) bestimmt, auf deren Kanten die jeweils na¨chsten Punkte (zur Mitte hin) liegen. Die
Sortierung erzeugt auch den a¨ußersten achsenparallelen Hyperquader, der im Zusammenhang
mit dem modifizierten Pruning-Kriterium in Abschnitt 4.5.2 beschrieben wurde.
Mit der vera¨nderten Durchlaufstrategie wird der in Abb. 4.11(a) dargestellte worst case zum
best case. Der Algorithmus bestimmt bereits im ersten Iterationsschritt den maximalen Abstand
zwischen den Punkten auf der linken und rechten Kante des Rechtecks. Danach werden alle
(a) Durchlaufstrategie (b) Anordnung im worst case
Abb. 4.17: Veranschaulichung von HighDiametercomp
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(a) Durchlaufstrategie (b) Anordnung im worst case
Abb. 4.18: Veranschaulichung von HighDiametermid
mittleren Punkte aus der Menge entfernt und der Algorithmus stoppt. Die Erstellung der Index-
tabelle beno¨tigt O(dr) und die Sortierung der Tabelle O(dr log r) Schritte. Die Entfernung aller
Tabellenzeilen beno¨tigt O(dr) Schritte. Die asymptotische Laufzeit von HighDiametercomp
ist also nach unten durch Ω(dr log r) beschra¨nkt.
Fu¨r die neue Durchlaufstrategie la¨sst sich ebenfalls ein worst case konstruieren, fu¨r den der
Algorithmus insgesamt Θ(dr2) Schritte beno¨tigt. Betrachte dazu Abb. 4.17(b). Die Punkte sind
so angeordnet, dass der Algorithmus einen immer gro¨ßeren Abstand findet, jedoch ohne Punkte
aus der Menge entfernen zu ko¨nnen.
Im Vergleich mit HighDiameterlexi ist fu¨r andere Arten von Eingabemengen jedoch die
Wahrscheinlichkeit ho¨her, große Absta¨nde in fru¨hen Iterationsschritten zu finden und damit
mehr Punkte aus U zu entfernen.
Sortierung nach Abstand zum Mittelpunkt
In Abschnitt 4.5.2 wurden die Extremwerte der Koordinaten aller Punkte bestimmt und daraus
der Mittelpunkt mid(HC(U)) des Hyperquaders HC(U) errechnet (4.8).
Werden die Punkte nach ihrem Abstand zum Mittelpunkt des Hyperquaders (siehe Abb. 4.18(a))
sortiert, so kann der Punkt p ∈ U in der Reihenfolge der Elemente aus der sortierten Liste aus-
gewa¨hlt werden. Dies fu¨hrt zum Algorithmus HighDiametermid (siehe Abb. 4.19).
Die Sortierung nach Abstand zum Mittelpunkt mid(HS(U)) sorgt dafu¨r, dass die Punkte
aus U nacheinander
”
von außen nach innen“ besucht werden.
Im Vergleich mit HighDiametercomp hat der Algorithmus HighDiametermid zwei Vor-
teile. Zum einen ist der Algorithmus einfacher zu implementieren. So werden etwa in vie-
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function HighDiametermid(U)
sortiere die Punkte in U nach ihrem Abstand zu mid(HC(U))
δ ← 0
while U 6= ∅ do
p← erster Punkt aus U
(U, δ, p′, q′)← TryToPrune(U, p, δ, p′, q′)
return (p′, q′)
Abb. 4.19: Pseudocode fu¨r den Algorithmus HighDiametermid
len Programmiersprachen fu¨r die Verwaltung der Indextabelle komplizierte Zeigeroperationen
beno¨tigt. Zum anderen weist der Algorithmus im best case eine etwas bessere Laufzeit auf, da
die Absta¨nde zum Mittelpunkt als Skalare in O(dr) Schritten berechnet und dann in O(r log r)
Schritten sortiert werden ko¨nnen. Die Sortierung wird damit unabha¨ngiger von der Dimension
d und die untere Schranke fu¨r die Laufzeit vera¨ndert sich zu Ω(dr + r log r).
Die obere Schranke vera¨ndert sich mit O(dr2) jedoch nicht. Betrachte dazu Abb. 4.18(b).
Die Punkte haben im worst case alle gleichen Abstand zum Mittelpunkt und bleiben damit un-
sortiert. Werden die Punkte zufa¨llig in der durch den Pfeil angedeuteten Reihenfolge besucht,
so hat jeder der Punkte (bis auf den auf der oberen Kante) aufeinander folgend einen gro¨ße-
ren Abstand zum Punkt auf der rechten Kante des Rechtecks. Allerdings ko¨nnte es zu jedem
der Punkte innerhalb des Hyperquaders noch Punkte geben, die gro¨ßeren Abstand haben. Das
Pruning-Kriterium entfernt daher keine Punkte aus der Menge. Es ergibt sich eine a¨hnliche
worst case Analyse wie fu¨r HighDiameterrand.
4.5.4 Weitere mo¨gliche Modifikationen
Bisher wird im Algorithmus TryToPrune (siehe Abb. 4.8) fu¨r den Punkt p in |U | − 1 Schrit-
ten der am weitesten entfernte Punkt q bestimmt. Es stellt sich die Frage, ob sich die Anzahl
der Abstandsberechnungen basierend auf dem bis dahin berechneten gro¨ßten Abstand auch in
TryToPrune (und damit in jedem Iterationsschritt) weiter beschra¨nken la¨sst.
Eine mo¨gliche Modifikation von TryToPrune besteht darin, immer dann Punkte aus der
Menge zu entfernen, sobald ein gro¨ßerer Abstand als δ gefunden wurde. Wird fu¨r das Beispiel
in Abb. 4.11(a) etwa als erstes der Abstand zwischen den Punkten auf der linken und rechten
Kante des Rechtecks berechnet, so ko¨nnen unmittelbar alle Punkte im mittleren Bereich aus der
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Abb. 4.20: Rechteck, in dem Punkte (dargestellt als offe-
ne Kreise) ausgeschlossen werden ko¨nnen
Menge U ausgeschlossen werden, ohne zusa¨tzlich |U |− 2 Absta¨nde berechnen zu mu¨ssen. All-
gemein bietet es sich an, als erstes die Absta¨nde zwischen p und gegenu¨berliegenden Punkten
zu berechnen. Denn diese Punkte haben mit ho¨herer Wahrscheinlichkeit großen Abstand zu p.
Unter ungu¨nstigen Umsta¨nden kann es passieren, dass der Abstand zwischen p und den u¨brigen
Punkten immer gro¨ßer wird, ohne dass Punkte aus der Menge entfernt werden. In diesem Fall
ko¨nnte TryToPrune quadratische Laufzeit annehmen.
Weiter erweist sich folgende Beobachtung als nu¨tzlich. Sei der Abstand zwischen einem
Punkt p und einem Punkt q der bisher bestimmte gro¨ßte Abstand δ. Die Strecke zwischen p
und q bildet die Ha¨lfte der Diagonale eines achsenparallelen Rechtecks (siehe Abb. 4.20). In
diesem Rechteck ko¨nnen sich keine Punkte befinden, die gro¨ßeren Abstand zu p als δ haben.
Die Absta¨nde zwischen p und den Punkten im Inneren des Rechtecks mu¨ssen nicht berechnet
werden. Bisher ist unklar, ob sich die Menge dieser Punkte so bestimmen la¨sst, dass die Laufzeit
von TryToPrune linear bleibt.
4.5.5 Der Algorithmus FastAML
Die modifzierte Version des AML-Algorithmus, die im Initialschritt auf einen der in diesem
Kapitel entwickelten HighDiameter-Algorithmen zuru¨ckgreift, wird im Folgenden FastAML
genannt. Die Beru¨cksichtigung der Ha¨ufigkeitsverteilung durch Gewichtung der euklidischen
Distanz (siehe Abschnitt 1.2.3) kann bei FastAML nur beim Algorithmus HighDiameterrand
(siehe Abb. 4.9) unvera¨ndert u¨bernommen werden. Bei einer Sortierung der Punkte mu¨ssen
diese u¨ber ihre Ha¨ufigkeiten stattdessen schon vorher transformiert worden sein.
Fu¨r eine große Anzahl zu bestimmender Cluster k hat FastAML nach wie vor kubische Lauf-
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zeit (siehe Abschnitt 4.2.2). Fu¨r zu erwartendes kleines k wird die asymptotische Laufzeit von
FastAML jedoch von der Laufzeit des entsprechenden HighDiameter-Algorithmus bestimmt.
Diese ist — unabha¨ngig von der gewa¨hlten Sortierung der Punkte in U und der Durchlauf-
strategie — durch O(dr2) nach oben beschra¨nkt und damit in keinem Fall schlechter als die
Berechnung der Distanzmatrix in Θ(dr2) Schritten. Nach unten ist die Laufzeit entsprechend
dem Algorithmus HighDiametermid beschra¨nkt durch Ω(dr + r log r).
Obwohl eine umfassende Analyse der durchschnittlichen Laufzeit der HighDiameter-
Algorithmen ausbleibt, ist die Wahrscheinlichkeit fu¨r das Eintreten des worst case als gering
einzuscha¨tzen. Insbesondere bei einer Durchlaufstrategie vom a¨ußeren Rand der Instanzenmen-
ge nach innen ist stattdessen die Wahrscheinlichkeit hoch, große Absta¨nde in fru¨hen Iterations-
schritten zu finden und dadurch eine hohe Zahl von Abstandsberechnungen einzusparen. Die
empirischen Ergebnisse in Abschnitt 5.2 besta¨tigen diese Annahme.
Kapitel 5
Empirischer Vergleich der
Clusteringverfahren
Der praktische Teil dieser Arbeit fu¨hrt die Verfahren aus den Kapiteln 1, 2 und 3 und die
theoretischen ¨Uberlegungen aus Kapitel 4 zusammen. Zuna¨chst wird die Laufzeit von AML,
FastAML und Quickhull anhand zufa¨llig erzeugter Datenpunkte verglichen. Danach wird die
Qualita¨t der Clusterungen zweier Luftaufnahmen von Erosionsgebieten mit SOM, k-Mittelwert,
EM, AML und FastAML beurteilt.
5.1 Implementation der Verfahren
Um die Ergebnisse in diesem Kapitel nachvollziehen zu ko¨nnen, sei an dieser Stelle kurz die
Implementation der Verfahren, die Umgebung und der Clustering-Prozess beschrieben.
Fu¨r eine bessere Vergleichbarkeit sind alle Clusteringverfahren in der gleichen Program-
miersprache JAVA implementiert. Die Verfahren k-Mittelwert, EM und CLASSIT stammen
aus der Weka-Bibliothek der Universita¨t von Waikato, Neuseeland [WF01]. AML, FastAML,
WTAN, SOM und eine QSOM (QuickSOM) genannte Variante der SOM sind eigens fu¨r diese
Diplomarbeit implementiert. Fu¨r den Vergleich von FastAML und Quickhull wird eine Imple-
mentation des Quickhull-Algorithmus in C verwendet. Der Quellcode findet sich im WWW
(World Wide Web) unter http://www.geom.umn.edu/software/qhull/.
Der Unterschied zwischen QSOM und SOM liegt in einer an die Erosionsproblematik an-
gepassten Nachbarschaftsfunktion. Dadurch beno¨tigt die QSOM weniger Durchla¨ufe, um a¨hn-
liche Ergebnisse wie die SOM zu erzielen. Auch die Nachbarschaftsfunktion des WTANs ist
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leicht modifiziert, um zu verhindern, dass Gewichte u¨bereinander geschoben werden. Die Clus-
terungen von WTAN, QSOM und SOM weisen bereits in den Arbeiten von Zerbst [Zer01]
und Tschiersch [Tsc02] kaum Unterschiede bezu¨glich der Qualita¨t auf. Dieses Ergebnis wird
in den Abschnitten 5.3.2 und 5.3.3 besta¨tigt. Auf eine ausfu¨hrliche Darstellung der Nachbar-
schaftsfunktionen und Lernparameter im Unterschied zu der in Abschnitt 1.13 beschriebenen
SOM wird daher verzichtet. Eine detaillierte Darstellung findet sich in den Arbeiten von Zerbst
[Zer01] und Tschiersch [Tsc02].
Fu¨r den Laufzeitvergleich zwischen AML, FastAML und Quickhull kommt ein Rechner mit
einer Intel Pentium III Mobile CPU (1,1 GHz) und 256 MB Hauptspeicher zum Einsatz. Das
Clustering wurde auf einem Rechner mit einer AMD Athlon XP 2000+ CPU (1,67 GHz) und
512 MB Hauptspeicher durchgefu¨hrt. Verwendet wird das Java Runtime Environment (JRE)
von SUN in der Version 1.4.02 unter dem Betriebssystem Microsoft Windows XP Professional.
Eine Luftaufnahme durchla¨uft den folgenden Clustering-Prozess:
1. Die RGB-Vektoren aus der Bilddatei werden wie in Abschnitt 2.5 beschrieben skaliert
und in Merkmalsvektoren mit Attributwerten aus dem Intervall [0, 1] umgewandelt. Das
Ergebnis ist eine Textdatei im ARFF-Format (fu¨r eine Beschreibung siehe [WF01]). Die
Zuordnung der Trainingsinstanzen (Farben) zu Pixeln in der urspru¨nglichen Luftaufnah-
me bleibt in der ARFF-Datei durch die Reihenfolge implizit erhalten.
2. Wird mit den Verfahren WTAN, SOM und QSOM geclustert, so mu¨ssen die Ha¨ufigkeiten
der Instanzen transformiert werden. Dadurch wird eine ¨Uberanpassung der neuronalen
Netze an die Daten verhindert. Die Ha¨ufigkeiten seltener Elemente werden dazu etwas
erho¨ht, die ha¨ufiger Elemente abgesenkt. Fu¨r eine detaillierte Beschreibung der Transfor-
mation siehe [Zer01] und [Tsc02].
3. Die Trainingsinstanzen werden von einem der Clusteringverfahren in die spezifizierte
Anzahl von k Klassen eingeteilt. Das gewonnene Modell wird fu¨r den na¨chsten Schritt
gespeichert.
4. Eine Segmentierung der Trainingsinstanzen erfolgt anhand des Modells durch Zuordnung
zu einem Cluster (Klassifikation). Der Merkmalsvektor einer so klassifizierten Instanz
wird durch das Zentrum des Clusters ersetzt, dem sie angeho¨rt. Dadurch wird die Anzahl
der unterschiedlichen Instanzen (Farben) auf die spezifizierte Anzahl der Cluster redu-
ziert. Ergebnis ist eine ARFF-Datei mit den neuen Merkmalsvektoren.
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5. Die Farben der Pixel in der urspru¨nglichen Luftaufnahme werden durch die neuen Merk-
malsvektoren (Farben) aus der ARFF-Datei ersetzt und im PNG-Format gespeichert.
6. Aus Kenngro¨ßen wie der Gro¨ße des Bildes, der Anzahl unterschiedlicher Farben, SST,
SSW, SSB, MMD, GMMD und der Laufzeit wird eine HTML-Datei generiert, welche
die Ergebnisse eines Durchlaufs (d.h. einer Clusterung) zusammenfasst. Dazu geho¨rt auch
die Erstellung einer Grafik, die das Modell (sofern verfu¨gbar) und die Clusterzentren im
Merkmalsraum (also dem RGB-Farbwu¨rfel, siehe Abschnitt 2.3) zeigt.
Fu¨r jeden Durchlauf wird anhand der spezifizierten Parameter ein separates Verzeichnis
mit den Ergebnissen generiert. Die daraus entstehende Verzeichnisstruktur kann z. B. u¨ber
einen Web-Server im WWW oder in einem Intranet vero¨ffentlicht werden. Die Ergebnisda-
teien lassen sich mit einem Web-Browser anzeigen, der Cascading-Style-Sheets (CSS), Java-
Script und das PNG-Format unterstu¨tzt. Die Luftaufnahmen und die Ergebnisse der fu¨r die-
se Diplomarbeit durchgefu¨hrten Clusterungen finden sich auch im WWW unter der Adresse
http://www.picana.de/stolpe/. Es sei auf diese Quelle verwiesen, da die in den folgen-
den Abschnitten dargestellten Luftaufnahmen gegenu¨ber den Originalen aus drucktechnischen
Gru¨nden an Qualita¨t verlieren.
5.2 Die Laufzeiten von FastAML, AML und Quickhull
Es wird u¨berpru¨ft, inwieweit sich die in den Abschnitten 4.5.2, 4.5.3 und 4.5.5 getroffenen An-
nahmen bezu¨glich der Laufzeit von FastAML empirisch besta¨tigen lassen. Dazu werden ver-
schiedene Varianten des Algorithmus, die sich aus der Art des verwendeten HighDiameter-
Algorithmus (rand, lexi, comp und mid) ergeben, mit dem AML-Algorithmus bezu¨glich der
Laufzeit verglichen. Fu¨r den Vergleich reicht es aus, die fu¨r die Lo¨sung des Farthest-Pair-
Problems beno¨tigte Laufzeit zu betrachten.
Es werden zufa¨llig dreidimensionale Merkmalsvektoren mit Attributwerten aus einer Gleich-
verteilung, einer Gauss’schen Normalverteilung N(µ, σ) mit µ = 0.5 und unterschiedlichem σ
(siehe Abb. 5.1(a)) sowie einer Mischung zweier Normalverteilungen N1(µ1, σ), N2(µ2, σ) mit
µ1 = 0, µ2 = 1 und σ = 0.025 (siehe Abb. 5.1(b)) u¨ber dem Intervall [0, 1] erzeugt.
Die Verwendung unterschiedlicher Verteilungen dient dazu, die Varianten von FastAML
auf ihre Schwa¨chen bezu¨glich bestimmter Arten von Eingabemengen zu testen. Die Auswahl
fiel auf die genannten Verteilungen, da sich fu¨r eine Konzentration aller Datenpunkte in der
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Abb. 5.1: Grafische Darstellung der Laufzeiten der Verfahren fu¨r verschiedene Verteilungen.
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Mitte des Einheitswu¨rfels (N(0.5, σ)) fu¨r HighDiameterrand unter Umsta¨nden der worst case
ergeben kann (siehe Abb. 4.11(b)). Bei einer Konzentration aller Datenpunkte an den Ra¨ndern
und Ecken des Einheitswu¨rfels (Mischung aus N(0, 0.025) und N(1, 0.025)) ko¨nnte sich bei
ungu¨nstiger Anordnung der worst case fu¨r HighDiametercomp (siehe Abb. 4.17(b)) und fu¨r
HighDiametermid (siehe Abb. 4.18(b)) ergeben.
Fu¨r unterschiedliche Anzahlen von Datenpunkten wird eine Ziehung aus den angegebenen
Verteilungen durchgefu¨hrt. Eine einzelne Ziehung von Zufallszahlen ist zwar im statistischen
Sinne nicht repra¨sentativ, im Zusammenhang mit den theoretischen Ausfu¨hrungen in den Ab-
schnitten 4.5.2 und 4.5.3 ergibt die Auswertung dennoch ein recht differenziertes Bild fu¨r die
unterschiedlichen Varianten.
Betrachte dazu die Zeitangaben in Abb. 5.2 fu¨r die unterschiedlichen Verteilungen und Va-
rianten des FastAML-Algorithmus. Der Gewinner ist fu¨r eine bestimmte Anzahl von Daten-
punkten hell markiert. Die zu beru¨cksichtigende Anzahl |U | von Datenpunkten ergibt sich aus
der Menge der unterschiedlichen Instanzen in S (d.h., einige Datenpunkte werden mehrfach er-
zeugt). In der Spalte
”
u¨brig aus rand“ ist exemplarisch die Anzahl der Datenpunkte eingetragen,
die durch HighDiameterrand nicht ausgeschlossen werden ko¨nnen.
Bei einer Gleichverteilung der Datenpunkte schneidet HighDiameterrand ab einer hohen
Anzahl von Datenpunkten mehrfach gut ab. Die Laufzeiten fu¨r die verschiedenen Varianten
sind durch interpolierte Kurven in Abb. 5.1(c) dargestellt. Es wird deutlich, dass alle Kurven
im Intervall [0, 250000] einen mehr oder weniger linearen Verlauf haben. Die Laufzeiten liegen
alle im Bereich von wenigen Sekunden (oder gar Millisekunden).
Fu¨r die Normalverteilung mit σ = 0.025 gelten a¨hnliche Aussagen wie bei einer Gleich-
verteilung, obwohl sich eine Sortierung der Punkte im Unterschied zur zufa¨lligen Durchlauf-
strategie als etwas besser erweist. Ein großer Sprung in der Laufzeit ergibt sich dann — wie
zu erwarten — fu¨r die beiden Verteilungen N(0, 0.01) und N(0, 0.005), bei denen sich die Da-
tenpunkte sta¨rker in der Mitte des Einheitswu¨rfels konzentrieren. Es sei darauf hingewiesen,
dass die Laufzeiten im Hinblick auf die hohe Anzahl von Datenpunkten und den quadratischen
worst case noch immer als sehr gut zu bezeichnen sind. So ergibt die schlechteste Laufzeit von
HighDiameterrand bei σ = 0.01 fu¨r 214493 Datenpunkte in etwa 28 Min., die beste Lauf-
zeit von HighDiametercomp in etwa 9 Min. Aus Abb. 5.1(d) ergibt sich, dass eine Sortierung
der Punkte und der nachfolgende Durchlauf vom Rand der Punktmenge zur Mitte (comp und
mid) wesentlich bessere Laufzeiten als die zufa¨llige Auswahl von Punkten (rand) oder die Sor-
tierung nach nur einer Komponente (lexi) liefert. Diese Beobachtung stu¨tzt die theoretischen
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u¨brig aus Laufzeit Farthest-Pair in ms|S| |U |
rand rand lexi comp mid AML
100 100 0 130
2500 2500 0 5759
10000 9998 0 111280
40000 39935 0 1823993
90000 89652 0 9101297
160000 158934 0 27878207
250000 247537 0 > 11 Std.
gleichverteilt u¨ber dem Intervall [0, 1]
100 100 37 220 470 140 100
2500 2500 28 251 181 301 191
10000 9997 45 371 371 581 381
40000 39947 25 881 751 1623 941
90000 89749 38 1442 1593 3165 1873
160000 159261 35 2022 3205 5047 3295
250000 248179 60 2904 3966 8071 4877
N(0.5, 0.025) u¨ber dem Intervall [0, 1]
100 100 42 151 90 140 120
2500 2500 733 350 200 291 230
10000 9983 686 1001 420 491 341
40000 39678 1106 1362 922 1823 931
90000 88616 976 1853 1823 3104 1893
160000 155838 1594 4796 2884 5017 3215
250000 239671 1390 8091 5958 9373 5898
N(0.5, 0.01) u¨ber dem Intervall [0, 1]
100 100 35 140 80 121 100
2500 2496 242 170 221 250 180
10000 9913 5244 11587 2694 2854 2925
40000 38945 4683 36542 1582 2173 1282
90000 84907 17531 155704 107414 112571 110238
160000 144788 35438 721989 370262 358907 384503
250000 214493 46058 1720424 1386294 568207 548319
N(0.5, 0.005) u¨ber dem Intervall [0, 1]
100 100 31 150 120 151 110
250 2491 430 220 170 301 191
100 9810 942 1652 281 401 351
40000 37136 9018 52967 16754 14481 13710
90000 76989 16231 153711 66255 74217 70361
160000 123373 27259 525225 215701 198616 199456
250000 171301 25883 567577 106484 111140 102817
Mischung aus N(0, 0.025) und N(1, 0.025) u¨ber dem Intervall [0, 1]
100 100 36 120 140 150 110
2500 2499 55 381 200 280 180
10000 9986 52 801 411 581 351
40000 39731 34 571 841 1622 871
90000 88595 16 922 1513 2684 1793
160000 155739 18 1993 2594 6480 3174
250000 239850 19 2494 4677 8992 5739
Abb. 5.2: Laufzeiten der verschiedenen Varianten von FastAML und dem AML-Algorithmus
fu¨r zufa¨llig erzeugte Datenpunkte aus den angegebenen Verteilungen.
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Aussagen in Abschnitt 4.5.2, die den worst case im Falle einer Konzentration der Datenpunkte
in der Mitte beim Algorithmus HighDiameterrand sehen.
Bei einer Konzentration der Datenpunkte an den Ra¨ndern und Ecken des Einheitswu¨rfels
drehen sich die Verha¨ltnisse — wie ebenfalls zu erwarten — um (siehe dazu Abb. 5.1(e)). Die
Durchlaufstrategie vom Rand zur Mitte (comp und mid) liefert schlechtere Ergebnisse als die
rein zufa¨llige Auswahl der Datenpunkte (rand) oder die Sortierung nach nur einer Komponente
(lexi). Die Beobachtung stu¨tzt die theoretischen Aussagen aus Abschnitt 4.5.3.
Bezu¨glich der Durchlaufstrategie vom Rand zur Mitte ist anzumerken, dass der Algorithmus
HighDiametermid meist etwas besser abschneidet als die unabha¨ngige Sortierung der Kompo-
nenten. Das kann damit zusammenha¨ngen, dass die Verwaltung der Indextabelle wa¨hrend des
Durchlaufs Zeit kostet.
Insgesamt la¨sst sich feststellen, dass sich die Entwicklung verschiedener Durchlaufstrategi-
en in Abschnitt 4.5.2 fu¨r die Praxis als sinnvoll erweist. Ist die Verteilung der Datenpunkte im
Voraus bekannt, so kann die Durchlaufstrategie entsprechend angepasst werden.
Fu¨r AML spielt es keine Rolle, aus welcher Verteilung die Datenpunkte gezogen werden.
Die Abb. 5.1(f) zeigt einen Vergleich der Laufzeit des AML-Algorithmus fu¨r die jeweiligen
”
Verlierer“ der zuvor betrachteten Durchla¨ufe. Selbst fu¨r die schlechtesten Durchla¨ufe u¨ber-
steigt die Laufzeit des AML-Algorithmus die Laufzeiten von FastAML bei weitem. Fu¨r 158934
Datenpunkte beno¨tigt AML u¨ber 7 Std., wa¨hrend FastAML fu¨r 214493 im schlechtesten Durch-
lauf die Berechnung in nur 28 Min. abschließt. Die Berechnung mit 247537 Datenpunkten wur-
de fu¨r AML manuell nach 11 Std. abgebrochen.
Der Vergleich der Laufzeiten von FastAML mit einer Implementation von Quickhull zeigt,
dass Quickhull in ho¨heren Dimensionen nicht mehr effizient ist. So musste etwa die Berechnung
der konvexen Hu¨lle in Dimensionen ≥ 6 bei 10000 gleichverteilt erzeugten Datenpunkten ab-
gebrochen werden, da bereits Auslagerungsspeicher fu¨r die Berechnungen genutzt wurde. Der
verwendete Rechner ist mit 256 MB Hauptspeicher ausgestattet. Die Lo¨sung des Farthest-Pair-
Problems mit FastAML fu¨hrt dagegen auch bei 100000 gleichverteilt erzeugten Datenpunkten
in der Dimension 9 zu einer Laufzeit von 93 Sekunden.
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5.3 Vergleich anhand qualitativer Gu¨tekriterien
Die Arbeit folgt den drei in [Zer01] und [Tsc02] verwendeten Methoden, die Clusterung von
Luftaufnahmen unter qualitativen Gesichtspunkten im Sinne der Erosionsproblematik zu be-
werten.
Ein unmittelbarer Eindruck der Clusterung ergibt sich aus der Ansicht der segmentierten
Luftaufnahme nach Augenmaß. So la¨sst sich z. B. schnell erkennen, ob seltene Elemente identi-
fiziert und Farbfla¨chen gebildet werden und wie scharf die ¨Uberga¨nge zwischen diesen Fla¨chen
sind. Eine andere Methode der Bewertung orientiert sich an den berechneten numerischen Kenn-
gro¨ßen fu¨r die Qualita¨t einer Clusterung (siehe Abschnitt 1.1.5). ¨Außerst aufschlussreich ist zu-
dem die anschauliche Darstellung der Clusterzentren und — sofern verfu¨gbar — des zu Grunde
liegenden Modells im Merkmalsraum. Diese Darstellung wird durch die niedrige Dimensiona-
lita¨t der Merkmalsvektoren ermo¨glicht. In anderen Anwendungsgebieten lassen sich auf diese
Weise nur ausgewa¨hlte Komponenten darstellen.
Auf die Darstellung der SOMs in U-Matrix-Form (siehe [Zer01]) wird verzichtet. Die topo-
logische Anordnung der Gewichtsvektoren auf dem zweidimensionalen Gitter ist ein Maß fu¨r
die Qualita¨t der antrainierten Merkmalskarte, nicht fu¨r die Qualita¨t der resultierenden Einteilung
in Klassen.
Das in Abschnitt 1.4.2 beschriebene Clusteringverfahren CLASSIT wird fu¨r den empiri-
schen Vergleich anhand qualitativer Gu¨tekriterien nicht herangezogen. Mehrere Versuche erge-
ben, dass sich die Implementation aus der Weka-Bibliothek [WF01] fu¨r Bilder der im Folgenden
dargestellten Gro¨ßenordnung in der Praxis nicht eignet. Die Ressourcen der in Abschnitt 5.1
aufgefu¨hrten Rechner reichen fu¨r das Clustering nicht aus.
5.3.1 Auswahl der Beispiele
Die beiden fu¨r das Clustering verwendeten Luftaufnahmen sind in Abb. 5.3(a) und Abb. 5.3(b)
gezeigt. Die Anzahl der Farben ist mit 10457 (fu¨r Abb. 5.3(a)) und 36067 (fu¨r Abb. 5.3(b)) deut-
lich geringer als die Anzahl von 768× 512 = 393216 Pixeln. Bezu¨glich der Laufzeit verschafft
dieser Sachverhalt Algorithmen wie AML oder FastAML einen gewissen Vorteil gegenu¨ber den
anderen Verfahren (siehe Abschnitt 4.2.3).
Die geclusterten Luftaufnahmen werden im Folgenden auf drei Merkmale hin untersucht,
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(a) Luftaufnahme mit 10573 verschiedenen Farben bei 393216 Pixeln. Aufgenommen im
Rahmen des SFB 308
”
Adapted Farming in West Africa“, Region Chikal, Niger.
(b) Luftaufnahme aus einem Gebiet des Oman mit 36067 Farben bei 393216 Pixeln.
Abb. 5.3: Luftaufnahmen von zwei Erosionsgebieten
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die fu¨r die Erkennung von Erosion wichtig sind: Bildung zusammenha¨ngender Farbfla¨chen
(Merkmal 1), hohe Heterogenita¨t der Klassen (Merkmal 2) und Erkennung seltener Elemen-
te (Merkmal 3). Zudem folgt eine Anmerkung zu den Laufzeiten.
5.3.2 Clusterungen der Luftaufnahme in Abb. 5.3(a)
Fu¨r eine bessere Vergleichbarkeit der Clusterungen wurde die Anzahl zu bestimmender Clus-
ter bei alle verwendeten Verfahren u¨bereinstimmend gewa¨hlt. Im Rahmen dieser Arbeit ist die
Zahl zu bestimmender Cluster durch eine schnelle Clusterung mit dem FastAML-Algorithmus
und nachfolgender Auswahl der besten Clusterung bestimmt worden. Als
”
beste“ Clusterung
gelte in diesem Zusammenhang eine Segmentierung der Luftaufnahme dergestalt, dass die we-
sentlichen Strukturen bei kleinstmo¨glicher Klassenzahl erhalten bleiben. Eine Auswahl nach
Augenmaß des Autors ergibt fu¨r die Luftaufnahme in Abb. 5.3(a) 21 zu bestimmende Cluster.
Ansicht der segmentierten Luftaufnahme
Betrachtet seien Clusterungen der Luftaufnahme in Abb. 5.3(a) mit EM (siehe Abb. 5.4), QSOM
(siehe Abb. 5.5) und FastAML (siehe Abb. 5.6). Die Clusterungen der Aufnahme mit anderen
Verfahren sind nicht dargestellt, da sie der Clusterung mit dem EM-Algorithmus sehr nahe
kommen und kaum Unterschiede aufweisen.
Es kann festgestellt werden, dass alle dargestellten Clusterungen die wesentlichen Struktu-
ren des Ursprungsbildes erhalten. Dabei betra¨gt die Anzahl der Farben in den geclusterten Bil-
dern nur 21 Farben im Vergleich zu 10457 Farben in der Originalaufnahme (das entspricht in
etwa einer Reduktion um den Faktor 500). Die Farbwerte der Farben im Sinne des HSI-Modells
(siehe Abschnitt 2.3) bleiben fu¨r diese Aufnahme bei allen Verfahren nur teilweise erhalten. So
finden sich etwa urspru¨nglich gru¨ne Fla¨chen in der geclusterten Luftaufnahme nicht als gru¨n
eingefa¨rbte Fla¨chen wieder.
Im Gegensatz zu der QSOM bildet der EM-Algorithmus in der linken oberen Ecke des
Bildes eine zusammenha¨ngende Fla¨che gleicher Farbe (Merkmal 1). Der Abstand zwischen den
Farbklassen ist gering, d.h. die Farbgebung unterscheidet sich nur geringfu¨gig (Merkmal 2). Das
la¨sst sich daran erkennen, dass die ¨Uberga¨nge — außer beim ¨Ubergang von dunklen zu hellen
Farben — zwischen den Farbfla¨chen fließend sind und damit der Originalaufnahme sehr nahe
kommen. Eine Unterscheidung der Farbfla¨chen mit bloßem Auge ist so schwer mo¨glich. Der
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Abb. 5.4: Einteilung der Luftaufnahme aus Abb. 5.3(a) in 21 Cluster mit EM und einer ma-
ximalen Iterationstiefe von 500
Abb. 5.5: Einteilung der Luftaufnahme aus Abb. 5.3(a) in 21 Cluster mit einer QSOM bei 10
Lernzyklen
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Abb. 5.6: Einteilung der Luftaufnahme aus Abb. 5.3(a) in 21 Cluster mit FastAML und ρ =
0.5
Algorithmus erkennt keine seltenen Elemente (Merkmal 3).
Die Clusterung mittels QSOM kommt dem Originalbild am na¨chsten. Es werden kaum zu-
sammenha¨ngende Farbfla¨chen gebildet (Merkmal 1) und die ¨Uberga¨nge der Fla¨chen sind flie-
ßend (Merkmal 2). Seltene Elemente bleiben allerdings erhalten (Merkmal 3). Im Sinne der
Reduktion von Information bei gleichzeitiger Bewahrung der Struktur liefert die QSOM die
beste Clusterung. Aufgrund der großen ¨Ahnlichkeit zur Originalaufnahme bietet sie dem Sub-
stanzwissenschaftler jedoch kaum neue Mo¨glichkeiten der Interpretation.
Die mit dem FastAML-Algorithmus erzeugte Clusterung erfu¨llt hingegen alle Forderungen,
die von Zerbst [Zer01] und Tschiersch [Tsc02] im Zusammenhang mit der Erosionsproblema-
tik aufgestellt wurden. Es werden teilweise große, zusammenha¨ngende Fla¨chen gleicher Farbe
gebildet (Merkmal 1). Die ¨Uberga¨nge zwischen den Farbfla¨chen sind abrupter als in der Ori-
ginalaufnahme, was auf eine ho¨here Heterogenita¨t der gebildeten Cluster im Vergleich zu den
anderen Verfahren schließen la¨sst (Merkmal 2). Die beiden seltenen Elemente werden ebenfalls
erkannt (Merkmal 3).
In Bezug auf die Erosionsproblematik kann die mit FastAML erzeugte Clusterung rein op-
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tisch als die beste identifiziert werden.
Betrachtung der berechneten Kenngro¨ßen
In Abb. 5.7 sind die Kenngro¨ßen verschiedener Clusterungen der Luftaufnahme in Abb. 5.3(a)
fu¨r eine Einteilung in 21 Cluster aufgefu¨hrt. Die absoluten
”
Gewinner“ bezu¨glich der jeweiligen
Gro¨ße sind dunkel markiert, die relativen Gewinner fu¨r eine Gruppe von Clusterungen eines
Verfahrens hell.
Aus der Tabelle wird ersichtlich, warum EM, QSOM und FastAML mit den jeweiligen
Parametern examplarisch fu¨r den optischen Vergleich ausgewa¨hlt worden sind. Betrachtet seien
die Werte derGMMD (mit a = 0.1, a = 0.5 und a = 0.9) fu¨r die jeweiligen Gruppengewinner.
Fu¨r die genannten Verfahren ist der Unterschied zwischen den Werten am ho¨chsten. Dagegen
liegen die Werte der Gruppengewinner von WTAN, SOM und k-Mittelwert (SKM, Simple-K-
Means) sehr nahe an den Werten des Gruppengewinners der QSOM. Tatsa¨chlich sehen sich die
durch diese Verfahren segmentierten Bilder auch rein optisch sehr a¨hnlich (auf eine Darstellung
wird verzichtet, die Bilder finden sich jedoch im WWW unter der in Abschnitt 5.1 angegebenen
Adresse).
Es fa¨llt auf, dass die Werte der MMD und GMMD fu¨r das Verfahren FastAML (ρ = 0.5)
am ho¨chsten sind. Dabei sind die numerischen Unterschiede der GMMD zu den Clusterungen
der anderen Verfahren wesentlich gro¨ßer als die Unterschiede der MMD. Das Ergebnis stimmt
mit der rein optischen Beurteilung aus Abschnitt 5.3.2 u¨berein, in dem die Clusterung durch
FastAML als die fu¨r die Erosionsproblematik beste identifiziert wird. Den niedrigsten Wert
aller ho¨chsten Werte fu¨r die GMMD hat die Clusterung durch den EM-Algorithmus.
Die Tabelle zeigt auch, dass eine Bewertung der Clusterungen im Sinne einer niedrigen
Intra-Class-Varianz fu¨r die vorliegende Anwendung problematisch ist. Die in 2000 Zyklen an-
trainierte SOM weist den kleinsten Wert von 0.000625 fu¨r die SSW auf, dicht gefolgt von
der in 26 Zyklen antrainierten QSOM, k-Mittelwert (SKM) und dem in 4 Zyklen antrainier-
ten WTAN. Gema¨ß einer Bewertung durch herko¨mmliche Qualita¨tsmaße wie der SSW wa¨ren
die Clusterungen dieser Verfahren somit als beste bewertet worden, obwohl sie die im Rah-
men der Anwendung gestellten Anforderungen nicht erfu¨llen. Die SSW der mit FastAML
(ρ = 0.5) erzeugten Clusterungen ist mit 0.00156 deutlich gro¨ßer. Im Verha¨ltnis zur Gesamtva-
rianz (SSW + SSB = 0.030549) bzw. zur SSB ist der Wert allerdings noch immer klein. Die
SSB unterscheidet sich fu¨r alle Verfahren nur geringfu¨gig.
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GMMD LaufzeitVerfahren Parameter SSW SSB MMD
a = 0.1 a = 0.5 a = 0.9 in ms
FastAML ρ = 0 0.001562 0.028987 0.075402 0.179206 0.183911 0.186536 1632
FastAML ρ = 0.1 0.001562 0.028987 0.075402 0.179206 0.183911 0.186536 1653
FastAML ρ = 0.25 0.001562 0.028987 0.075412 0.179284 0.183997 0.186626 1662
FastAML ρ = 0.5 0.00156 0.028989 0.075437 0.179506 0.184192 0.186806 1672
FastAML ρ = 0.75 0.00156 0.028989 0.075432 0.179365 0.184051 0.186664 1652
FastAML ρ = 0.9 0.001562 0.028987 0.075402 0.179206 0.183911 0.186536 1653
FastAML ρ = 0.999 0.001062 0.029487 0.070396 0.093665 0.104673 0.110814 1652
FastAML ρ = 0.9999 0.002159 0.02839 0.052785 0.045436 0.062322 0.07174 1653
FastAML ρ = 1 0.001357 0.029192 0.054153 0.047852 0.063455 0.072159 1642
AML ρ = 0.5 0.001562 0.028987 0.075402 0.179206 0.183911 0.186536 76470
EM iter = 100 0.001224 0.029325 0.046522 0.053802 0.065161 0.071496 1780039
EM iter = 250 0.000999 0.02955 0.048875 0.058869 0.069392 0.075261 4237934
EM iter = 500 0.000999 0.02955 0.048875 0.058869 0.069392 0.075261 4231965
SKM 0.000642 0.029907 0.058275 0.076844 0.089252 0.096174 713126
WTAN c = 2 0.000692 0.029857 0.051367 0.063693 0.075337 0.081832 20600
WTAN c = 3 0.000694 0.029855 0.050455 0.060597 0.072352 0.078909 30083
WTAN c = 4 0.000667 0.029882 0.052591 0.067592 0.079023 0.085399 39517
WTAN c = 5 0.000664 0.029885 0.052211 0.067028 0.078443 0.08481 48870
WTAN c = 6 0.000668 0.029881 0.052529 0.067062 0.078217 0.08444 58344
WTAN c = 7 0.00067 0.029879 0.05152 0.06424 0.075767 0.082197 68108
WTAN c = 8 0.000677 0.029872 0.051754 0.064252 0.075465 0.08172 77271
WTAN c = 9 0.000679 0.02987 0.051728 0.063758 0.074882 0.081088 87036
QSOM c = 5 0.000668 0.029881 0.058586 0.075651 0.086908 0.093188 46387
QSOM c = 7 0.000664 0.029884 0.059732 0.07877 0.089608 0.095654 63802
QSOM c = 10 0.000669 0.02988 0.058835 0.080363 0.090811 0.096639 90781
QSOM c = 20 0.00066 0.029889 0.056218 0.075062 0.085334 0.091065 179268
QSOM c = 26 0.000643 0.029906 0.054347 0.072504 0.08378 0.090069 233717
QSOM c = 30 0.000652 0.029896 0.053202 0.068893 0.08049 0.086958 268446
SOM c = 10 0.005021 0.025528 0.029354 0.042908 0.049381 0.052991 80305
SOM c = 25 0.000771 0.029778 0.0502 0.054903 0.066829 0.073482 198896
SOM c = 50 0.000755 0.029794 0.051835 0.064525 0.075526 0.081662 397312
SOM c = 75 0.000714 0.029835 0.051091 0.065428 0.076042 0.081963 595887
SOM c = 100 0.000743 0.029806 0.052155 0.064278 0.075481 0.08173 792079
SOM c = 200 0.000663 0.029886 0.052481 0.068314 0.078937 0.084862 1584859
SOM c = 500 0.000658 0.02989 0.052821 0.067711 0.078747 0.084902 3998610
SOM c = 700 0.000658 0.029891 0.05288 0.067873 0.078742 0.084804 5542841
SOM c = 1000 0.000649 0.0299 0.053407 0.069684 0.081002 0.087314 8028264
SOM c = 1500 0.000634 0.029915 0.054372 0.07318 0.084345 0.090572 11902735
SOM c = 2000 0.000625 0.029924 0.05495 0.076565 0.087257 0.09322 15860336
Abb. 5.7: Kenngro¨ßen von Clusterungen der Luftaufnahme in Abb. 5.3(a) fu¨r unterschiedliche
Verfahren und Parametersa¨tze. Es wurde eine Einteilung in 21 Cluster vorgenommen.
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Ein gro¨ßerer Wert der SSW ist aufgrund der Konstruktion des AML-Algorithmus zu er-
warten. Das k-Mittelwert-Verfahren fu¨hrt mehr Mittelungen durch und na¨hert sich auf diese
Weise den Clusterzentren. Da eine enge Verwandtschaft zwischen den WTANs bzw. SOMs und
dem k-Mittelwert-Verfahren besteht [Tsy71], gilt diese Aussage auch fu¨r die neuronalen Net-
ze. Im Vergleich dazu fu¨hrt der AML-Algorithmus nur eine einzige Mittelung durch. Das der
Klassifikation zu Grunde liegende Modell entspricht bei AML den Startwerten, die von den
Clusterzentren abweichen ko¨nnen (siehe dazu auch die Darstellung der Startwerte und Zentren
im Merkmalsraum).
Bezogen auf den Clustering-Prozess (siehe Abschnitt 5.1) unterscheiden sich die Verfah-
ren nur im Schritt der Clusterung. Die Laufzeiten gelten daher fu¨r diesen Schritt. FastAML
(ρ = 0.5) liegt mit 1 Sek. und 672 Millisek. deutlich vorn. Die Laufzeit von AML ist mit et-
was u¨ber 1 Min. im Vergleich zu den anderen Verfahren noch immer gut, was allerdings auf
die geringe Anzahl von Farben in der Luftaufnahme zuru¨ckzufu¨hren ist. Gegenu¨ber AML ist
die Implementation von FastAML etwa um den Faktor 46 schneller. Die WTANs und QSOMs
liegen aufgrund der geringen Anzahl von Trainingszyklen ebenfalls im Minutenbereich. Etwas
abgeschlagen mit fast 12 Min. ist das k-Mittelwert-Verfahren. Einen großen Sprung hinsichtlich
der Laufzeit gibt es bei der Anwendung von EM (max. 500 Iterationen) und SOM (2000 Zy-
klen): die beste von diesen Verfahren erzeugte Clusterung wurde in mehreren Stunden erzeugt.
Fu¨r die neuronalen Netze wird deutlich, dass die Laufzeit linear mit der Anzahl von Trai-
ningszyklen ansteigt. Fu¨r 10457 Farben ist AML den SOMs deutlich u¨berlegen, wie schon von
Zerbst [Zer01] und Tschiersch [Tsc02] gezeigt wurde.
Darstellung der Clusterzentren
Neben der Bewertung von Clusterungen durch Kenngro¨ßen bietet sich fu¨r die Beurteilung die
Darstellung der Clusterzentren im Merkmalsraum (siehe Abb. 5.8) an, in diesem Fall dem RGB-
Farbwu¨rfel (siehe Abschnitt 2.3).
Zuna¨chst fa¨llt wie bei der optischen Betrachtung der geclusterten Luftaufnahme auf, dass
sich die Darstellung der Zentren von WTAN, QSOM, SOM, k-Mittelwert und EM erzeugten
Clusterungen nur sehr geringfu¨gig unterscheidet. Die Zentren bilden alle eine gleichma¨ßige (ge-
dachte) Kurve im Merkmalsraum. Insbesondere die Zentren, welche die helleren Braunto¨ne des
Bildes repra¨sentieren, liegen bei allen Verfahren sehr dicht beieinander. Der geringe Abstand
fu¨hrt zu fließenden ¨Uberga¨ngen auf der geclusterten Luftaufnahme, so dass sich keine zusam-
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(a) WTAN (4 Zyklen) (b) QSOM (10 Zyklen)
(c) SOM (2000 Zyklen) (d) k-Mittelwert
(e) EM (max. Iterationstiefe 500) (f) FastAML (ρ = 0.5)
Abb. 5.8: Zentren von Clusterungen der Luftaufnahme aus Abb. 5.3(a) mit den verschiedenen
Clusteringverfahren. Die Aufnahme wurde in 21 Cluster eingeteilt (die jeweilige
Nummer des Clusters ist teilweise unterhalb des Wu¨rfels zu erkennen).
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menha¨ngenden Fla¨chen einer Farbe ausbilden ko¨nnen (Merkmal 1). Ein geringer Abstand der
Zentren bedeutet auch, dass die Heterogenita¨t der Cluster eher gering ist (Merkmal 2). Das sel-
tene Element mit weißer Farbe findet sich in der Darstellung bei der QSOM ebenfalls wieder:
es steht etwas abseits von den anderen Zentren, allerdings nur geringfu¨gig (Merkmal 3).
Die Darstellung der von FastAML gebildeten Zentren ergibt ein anderes Bild. Die Zentren
decken den Merkmalsraum besser ab und weisen einen ho¨heren Abstand zueinander auf. Die
Clusterzentren unterscheiden sich sta¨rker voneinander (Merkmal 2). Sie liegen daher auch wei-
ter von der durch die Zentren der anderen Verfahren gebildeten
”
Kurve“ entfernt. FastAML
erkennt im Gegensatz zu den anderen Verfahren auch die dunklen Braunto¨ne im Bild, die eine
geringere Ha¨ufigkeit als die hellen aufweisen (Merkmal 3). Das seltene Element mit weißer
Farbe liegt in der Darstellung deutlich abseits von den anderen Zentren und wird insofern noch
besser als von der QSOM erkannt (Merkmal 3).
Fu¨r eine Demonstration, dass durch die Verfahren k-Mittelwert, Wettbewerbslernen und EM
die Clusterzentren sehr gut angena¨hert werden, sei die Abb. 5.9 betrachtet. In Abb. 5.9(a) sind
die Gewichtsvektoren der in 2000 Lernzyklen antrainierten SOM im Merkmalsraum dargestellt.
Die Gewichtsvektoren entsprechen dem Modell, welches zur spa¨teren Klassifikation der Instan-
zen herangezogen wird. Im Vergleich zu den in Abb. 5.9(b) dargestellten Clusterzentren ergibt
sich kaum ein sichtbarer Unterschied.
Vergleiche nun den ¨Ubergang des durch FastAML gebildeten Modells (den Startwerten) in
Abb. 5.9(c) zu den durch Klassifikation gewonnen Clusterzentren in Abb. 5.9(d). Es ergibt sich
ein deutlicher Unterschied zwischen dem Modell und den Clusterzentren. Zudem unterscheidet
sich das von FastAML gebildete Modell stark von dem der SOM.
Eine Erkla¨rung ergibt sich aus der Arbeitsweise der Verfahren. Die Verfahren k-Mittelwert,
Wettbewerbslernen und EM reagieren stark auf die Ha¨ufigkeiten der Instanzen in der Trainings-
menge. Dazu mu¨ssen die Verfahren in einem oft langwierigen Prozess an die Eingaben ange-
passt werden. Seltene Elemente verschwinden bei diesem Prozess. Bei FastAML wird dage-
gen nur eine Mittelwertbildung im Klassifikationsschritt durchgefu¨hrt. Die Startwerte sind mit
großem Abstand so gewa¨hlt, dass sie den Merkmalsraum besser abgedecken. Aus Abb. 5.9(c)
und Abb. 5.9(d) wird ersichtlich, wie stark sich die Startwerte durch eine einzige Mittelwertbil-
dung in Richtung der Datenschwerpunkte verschieben.
Bisher ist der Einfluss des Parameters ρ auf die resultierende Clusterung weitestgehend
unberu¨cksichtigt geblieben. Bei der Betrachtung der Kenngro¨ßen fa¨llt auf, dass der Wert der
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(a) Von SOM (2000 Zyklen) gebildetes Modell (b) Von SOM (2000 Zyklen) gebildete Zentren
(c) Von FastAML (ρ = 0.5) gebildetes Modell (d) Von FastAML (ρ = 0.5) gebildete Zentren
(e) Von FastAML (ρ = 0.9999) gebildetes Mo-
dell
(f) Von FastAML (ρ = 0.9999) gebildetes Modell
Abb. 5.9: Gegenu¨berstellung von Modell und Clusterzentren fu¨r SOM und FastAML. Es
wurden 21 Klassen gebildet.
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GMMD bei ρ = 0.9999 einbricht. Betrachte dazu das von FastAML gebildete Modell in
Abb. 5.9(e) und die resultierenden Clusterzentren in Abb. 5.9(f). Die Beru¨cksichtigung der
Ha¨ufigkeitsstruktur durch die in Abschnitt 1.2.3 eingefu¨hrte Gewichtungsfunktion fu¨hrt zu einer
starken Anpassung an die Daten. Die Startwerte und Clusterzentren konzentrieren sich im Be-
reich der ha¨ufig vorkommenden hellen Braunto¨ne. Seltene Elemente bleiben unberu¨cksichtigt.
Aus Abb. 5.9(f) wird auch ersichtlich, warum der Wert der GMMD nahe an den Wert einer
von EM erzeugten Clusterung heranreicht. Die Darstellung der Clusterzentren im Merkmals-
raum a¨hnelt — verglichen mit den Darstellungen der anderen Clusterungen — am sta¨rksten der
von EM erzeugten Clusterung in Abb. 5.8(e).
¨Uber den Parameter ρ ermo¨glicht es der FastAML-Algorithmus in diesem Fall, die Ha¨ufig-
keitsstruktur so zu beru¨cksichtigen, dass a¨hnliche Clusterungen wie mit dem EM-Algorithmus
erzeugt werden ko¨nnen. Im Unterschied zu FastAML, dessen Laufzeit im Bereich von Sekun-
den liegt, beno¨tigt der EM-Algorithmus fu¨r ein a¨hnliches Ergebnis u¨ber 1 Stunde.
5.3.3 Clusterungen der Luftaufnahme in Abb. 5.3(b)
Als gu¨nstig fu¨r die Luftaufnahme in Abb. 5.3(b) hat sich eine Einteilung in 15 Klassen erwiesen.
Die Ergebnisse dieser Einteilung sind im Folgenden beschrieben.
Ansicht der segmentierten Luftaufnahme
Exemplarisch betrachtet seien Clusterungen der Luftaufnahme in Abb. 5.3(b) mit k-Mittelwert
(siehe Abb. 5.10) und AML (siehe Abb. 5.11). Die Bilder der Clusterungen mit WTAN, QSOM,
SOM und EM gleichen der Clusterung mit k-Mittelwert so stark, dass sie nicht dargestellt wer-
den. Auch auf eine Darstellung der Clusterung mit FastAML wird verzichtet.
¨Ahnlich wie in Abschnitt 5.3.3 bleiben die wesentlichen Strukturen des Ursprungsbildes bei
beiden Clusterungen erhalten. Zugleich ist die Anzahl der Farben von 36067 auf 15 reduziert,
was in etwa dem Faktor 2400 entspricht. Es fa¨llt allerdings auf, dass die mit AML durchgefu¨hrte
Clusterung die Farben des Ursprungsbildes besser erha¨lt. Dagegen wirkt das Bild der Cluste-
rung mit k-Mittelwert etwas blasser und grauer. Insgesamt sind sich die geclusterten Luftauf-
nahmen etwas a¨hnlicher als die in Abschnitt 5.3.2 gezeigten Clusterungen.
Das Verfahren k-Mittelwert erfu¨llt die Anforderungen im Sinne der Anwendung nur fu¨r ein
Merkmal, na¨mlich die Absta¨nde zwischen den Farben (Merkmal 2). Die ¨Uberga¨nge zwischen
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Abb. 5.10: Einteilung der Luftaufnahme aus Abb. 5.3(b) in 15 Cluster mit k-Mittelwert
Abb. 5.11: Einteilung der Luftaufnahme aus Abb. 5.3(b) in 15 Cluster mit AML (ρ = 0.999)
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den gebildeten Farbfla¨chen sind a¨hnlich abrupt wie bei der Clusterung durch AML. Zusam-
menha¨ngende Farbfla¨chen (Merkmal 1) werden zwar auf den Feldern gebildet (wobei diese
relevant fu¨r die Erkennung von Erosion sind), bezogen auf das gesamte Bild erzeugt AML je-
doch gro¨ßere Fla¨chen. Seltene Elemente (Merkmal 3) werden nicht erkannt.
Im Vergleich zu der Clusterung der Luftaufnahme in Abb. 5.3(a) fa¨llt jedoch auch bei AML
die Fla¨chenbildung etwas geringer aus (Merkmal 1). Die Heterogenita¨t der Farbfla¨chen ist hin-
gegen hoch (Merkmal 2). Zudem werden seltene Elemente eindeutig erkannt (Merkmal 3).
Betrachtung der berechneten Kenngro¨ßen
In Abb. 5.12 sind die Kenngro¨ßen verschiedener Clusterungen der Luftaufnahme in Abb. 5.3(b)
fu¨r eine Einteilung in 15 Cluster aufgefu¨hrt. Die absoluten
”
Gewinner“ bezu¨glich der jeweiligen
Gro¨ße sind dunkel markiert, die relativen Gewinner fu¨r eine Gruppe von Clusterungen eines
Verfahrens hell.
Die Werte aller Kenngro¨ßen (bis auf Ausnahmen bei der Laufzeit) sind fu¨r die jeweili-
gen Verfahren und Parameter gro¨ßer als in Abb. 5.7. Der Wert der SSW ist bei den AML-
Algorithmen — wie zu erwarten — etwas gro¨ßer als bei den anderen Verfahren. Erneut identi-
fiziert eine reine Bewertung durch die Intra-Class-Varianz nicht die beste Clusterung im Sinne
der Anwendung.
Der AML-Algorithmus und das k-Mittelwert-Verfahren erreichen die ho¨chsten Werte fu¨r
die GMMD (und wurden aus diesem Grund exemplarisch fu¨r den optischen Vergleich aus-
gewa¨hlt). Dabei ist der Unterschied zwischen dem ho¨chsten und zweitho¨chsten Wert fu¨r die
GMMD nicht ganz so groß wie in Abb. 5.7. Das Ergebnis stimmt mit der optischen Bewer-
tung der Clusterungen u¨berein. Eine Erkla¨rung wird auf den na¨chsten Abschnitt verschoben, in
dem die Clusterzentren im Merkmalsraum dargestellt sind.
FastAML erreicht fu¨r ρ = 0.99 im Vergleich mit AML, k-Mittelwert und EM keinen guten
Wert fu¨r die GMMD. Dabei ist zu beru¨cksichtigen, dass die Ha¨ufigkeitsverteilung der Farben
fu¨r die Clusterung der Luftaufnahme in Abb. 5.3(b) offensichtlich eine Rolle spielt. So erreicht
AML einen hohen Wert der GMMD nur fu¨r ρ = 0.999.
Der Unterschied beruht auf dem in Abschnitt 4.5.5 beschriebenen Detail, dass bei FastAML
die Absta¨nde zwischen den Instanzen aufgrund der Sortierung bereits vor Ablauf des Algorith-
mus transformiert werden mu¨ssen. Um eine a¨hnliche Clusterung wie mit AML zu erreichen, ist
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GMMD LaufzeitVerfahren Parameter SSW SSB MMD
a = 0.1 a = 0.5 a = 0.9 in ms
FastAML ρ = 0 0.006832 0.151612 0.155377 0.321564 0.337333 0.345995 4396
FastAML ρ = 0.5 0.006833 0.151611 0.155376 0.321548 0.337333 0.346004 4497
FastAML ρ = 0.75 0.006833 0.151611 0.155353 0.321464 0.337249 0.345919 4456
FastAML ρ = 0.9 0.006832 0.151612 0.155377 0.321564 0.337333 0.345995 4457
FastAML ρ = 0.99 0.00729 0.151154 0.158129 0.33152 0.344181 0.351136 4456
FastAML ρ = 0.999 0.008959 0.149485 0.147009 0.284789 0.297831 0.304995 4497
FastAML ρ = 0.9999 0.007917 0.150527 0.135009 0.218833 0.231066 0.237786 4536
AML ρ = 0.99 0.0069 0.151544 0.155505 0.320306 0.336014 0.344642 591871
AML ρ = 0.999 0.006765 0.151679 0.189691 0.466802 0.478827 0.478827 600404
EM iter = 100 0.003739 0.154705 0.118152 0.328546 0.336003 0.340099 1226663
EM iter = 250 0.003799 0.154645 0.117838 0.358192 0.359615 0.360396 3083564
EM iter = 500 0.003807 0.154637 0.117097 0.387626 0.388445 0.388894 6173898
SKM 0.003473 0.154971 0.117592 0.43235 0.439907 0.444059 502783
WTAN c = 5 0.003813 0.154631 0.110037 0.230806 0.240323 0.245551 39888
WTAN c = 10 0.00383 0.154614 0.109722 0.22726 0.232416 0.235248 75979
WTAN c = 16 0.003794 0.15465 0.110261 0.235154 0.244317 0.24935 119311
WTAN c = 20 0.00382 0.154624 0.109864 0.230064 0.235896 0.239099 148153
WTAN c = 24 0.003817 0.154627 0.10992 0.229529 0.235103 0.238165 177145
WTAN c = 30 0.003821 0.154623 0.109906 0.230149 0.23845 0.24301 220508
QSOM c = 5 0.003809 0.154635 0.108825 0.231407 0.240427 0.245382 38034
QSOM c = 10 0.00374 0.154704 0.109746 0.246318 0.255525 0.260583 72494
QSOM c = 14 0.003751 0.154693 0.109052 0.24216 0.247161 0.249908 99974
QSOM c = 20 0.003814 0.15463 0.10862 0.227661 0.234228 0.237836 151297
QSOM c = 30 0.003723 0.154721 0.110051 0.250907 0.259622 0.264409 210212
QSOM c = 32 0.003751 0.154693 0.109604 0.241634 0.249614 0.253998 224062
QSOM c = 35 0.003714 0.15473 0.109846 0.253264 0.260314 0.264188 244701
QSOM c = 40 0.00376 0.154684 0.109309 0.239615 0.247467 0.25178 279101
SOM c = 10 0.008641 0.149803 0.087284 0.14977 0.16236 0.169275 63911
SOM c = 50 0.004327 0.154117 0.103875 0.186829 0.196154 0.201276 305730
SOM c = 100 0.004183 0.154261 0.107668 0.190214 0.201074 0.20704 607784
SOM c = 200 0.003981 0.154463 0.109003 0.206135 0.213506 0.217555 1211912
SOM c = 500 0.003737 0.154707 0.110468 0.249732 0.259229 0.264445 3023978
SOM c = 700 0.003717 0.154727 0.110032 0.252846 0.261289 0.265927 4232155
SOM c = 1000 0.00372 0.154724 0.108313 0.248813 0.252963 0.255243 6078160
SOM c = 1500 0.003675 0.154769 0.108488 0.261841 0.265613 0.267685 9062691
SOM c = 2000 0.003661 0.154783 0.108298 0.267291 0.270861 0.272821 12081752
SOM c = 3000 0.00357 0.154874 0.112726 0.316288 0.320203 0.322353 18240639
SOM c = 4000 0.003557 0.154887 0.113777 0.324533 0.328261 0.330309 24234867
Abb. 5.12: Kenngro¨ßen von Clusterungen der Luftaufnahme in Abb. 5.3(b) fu¨r unterschiedliche
Verfahren und Parametersa¨tze. Es wurde eine Einteilung in 15 Cluster vorgenommen.
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ρ bei FastAML daher etwas anders zu wa¨hlen. Der große Unterschied zwischen den Werten der
GMMD ergibt sich daher, dass fu¨r ρ ∈ [0.9, 1] bereits kleine ¨Anderungen des Parameters zu
großen Vera¨nderungen der Clusterung fu¨hren. Trotz der Implementation des von Heim [Hei02]
vorgeschlagenen λρ-Ansatzes gestaltet sich die Adjustierung des Parameters ρ in der Praxis
nach wie vor schwierig. So liegt z. B. fu¨r ρ = 0.99 der Wert der GMMD bei Verwendung von
AML bereits unter dem von FastAML erreichten Wert. Die Aussage aus Abschnitt 5.3.2, dass
u¨ber den Parameter ρ eine a¨hnliche Clusterung wie mit EM erzeugt werden kann, ist auf die
Luftaufnahme in Abb. 5.3(b) nicht direkt u¨bertragbar.
In Hinblick auf die Laufzeiten ist anzumerken, dass die Laufzeit von AML fu¨r 36067 Farben
mit ungefa¨hr 10 Min. deutlich u¨ber der in Abb. 5.7 aufgefu¨hrten Laufzeit von AML liegt. Fu¨r
das Bild mit 10457 Farben beno¨tigt AML nur ungefa¨hr 1 Min., obwohl die Anzahl von 21
gegenu¨ber 15 zu bestimmenden Clustern gro¨ßer ist. Die empirischen Ergebnisse besta¨tigen die
in Abschnitt 4.2.3 durchgefu¨hrte Rechnung und Aussagen. Die ho¨here Laufzeit von FastAML in
Abha¨ngigkeit von der Anzahl der Farben ist auf den Schritt der Erstellung der Ha¨ufigkeitstabelle
zuru¨ckzufu¨hren. Die Tabelle wurde durch eine Hash-Tabelle (siehe [CLRS01]) implementiert,
so dass der zu erwartende Anstieg der Laufzeit linear ist.
Darstellung der Clusterzentren
In Abb. 5.13 sind die Zentren von Clusterungen der verschiedenen Verfahren dargestellt.
Analog zu Abschnitt 5.3.2 besteht eine sehr große ¨Ahnlichkeit zwischen den von WTAN,
QSOM, SOM, k-Mittelwert und EM erzeugten Clusterzentren. Dagegen erzeugt AML Clus-
terzentren, die sehr weit von der gedachten Linie entfernt sind, auf welcher die Zentren der
anderen Clusterungen liegen (siehe Abb. 5.13(f)). Erst mit der Darstellung der Zentren la¨sst
sich erkla¨ren, warum sich beim optischen Vergleich der segmentierten Luftaufnahme durch
AML und k-Mittelwert gewisse ¨Ahnlichkeiten ergeben. Es la¨sst sich weiter erkla¨ren, warum
k-Mittelwert einen so hohen Wert fu¨r die GMMD erreicht.
Die auf den Ha¨ufigkeiten der Datenpunkte basierenden Verfahren na¨hern sich gut an die
Datenschwerpunkte an. Das la¨sst sich daran erkennen, dass die ermittelten Zentren der Grau-
wert-Skala des RGB-Farbwu¨rfels (siehe Abb. 2.3) sehr nahe kommen. Tatsa¨chlich wird die Ori-
ginalaufnahme in Abb. 5.3(b) weitestgehend von den Grauto¨nen der Gesteinsformationen und
den mittleren Gru¨nto¨nen der Vegetation und der Anbaugebiete beherrscht. Die Anna¨herung an
die Datenschwerpunkte erkla¨rt zuna¨chst, warum die Farben in dem von k-Mittelwert erzeugten
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(a) WTAN (16 Zyklen) (b) QSOM (35 Zyklen)
(c) SOM (4000 Zyklen) (d) k-Mittelwert
(e) EM (max. Iterationstiefe 500) (f) AML (ρ = 0.999)
Abb. 5.13: Zentren von Clusterungen der Luftaufnahme aus Abb. 5.3(b) mit den verschie-
denen Clusteringverfahren. Die Aufnahme wurde in 15 Cluster eingeteilt (die je-
weilige Nummer des Clusters ist teilweise unterhalb des Wu¨rfels zu erkennen).
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Bild etwas blass und grau wirken.
Im Unterschied zur Konzentration der hellen Braunto¨ne in den Darstellungen aus Abb. 5.8
sind die Datenschwerpunkte des Originalbildes aus Abb. 5.3(b) weiter gestreckt. Sie verteilen
sich besser im Merkmalsraum und haben gro¨ßeren Abstand zueinander. Ein ho¨herer Abstand
der Zentren und die a¨quidistante Verteilung im Merkmalsraum werden durch das Kriterium
der GMMD hoch bewertet (siehe Abschnitt 1.1.5). Das k-Mittelwert-Verfahren kann folglich
einen sehr guten Wert fu¨r die GMMD erreichen, weil die Verteilung der Datenpunkte im Ur-
sprungsbild bereits gu¨nstig ausfa¨llt. Aufgrund des gro¨ßeren Abstandes der Datenschwerpunkte
bilden sich bei Klassifikation mit dem k-Mittelwert-Verfahren daher auch etwas gro¨ßere Farb-
fla¨chen aus. Dadurch verringern sich die Unterschiede der von AML und k-Mittelwert erzeugten
Clusterungen beim optischen Vergleich der segmentierten Luftaufnahme.
Die noch gro¨ßeren Absta¨nde der von AML gebildeten Zentren werden in diesem Fall durch
das Kriterium der MMD etwas besser wiedergegeben. Der Wert ist deutlich ho¨her als beim
k-Mittelwert-Verfahren (siehe Abb. 5.12). Auch die Tatsache, dass sich die Darstellungen der
Verfahren WTAN, QSOM, SOM, EM und k-Mittelwert a¨hnlich sehen, wird durch die MMD
besser abgebildet. Die numerischen Unterschiede der GMMD fu¨r diese Verfahren lassen sich
durch Betrachtung der Zentren im Merkmalsraum nicht erkla¨ren.
Eine Gesamtbewertung von Clusterungen der Luftaufnahme in Abb. 5.3(b) anhand der Dar-
stellung im Merkmalsraum ergibt, dass AML die Zentren besser verteilt und dadurch seltene
Elemente erha¨lt. Im Gegensatz zu den anderen Verfahren genu¨gt die durch AML erzeugte Clus-
terung somit als einzige den Anforderungen im Sinne der Anwendung.
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Kapitel 6
Zusammenfassung und Ausblick
Es ist theoretisch gezeigt worden, dass der AML-Algorithmus abha¨ngig von der Anzahl r der
Datenpunkte fu¨r eine kleine Anzahl zu bestimmender Cluster k quadratische, fu¨r eine große
Anzahl kubische Laufzeit annimmt. Die hohe Laufzeit ist fu¨r zu erwartende kleine k auf den
Initialschritt zuru¨ckzufu¨hren, in dem das Farthest-Pair-Problem gelo¨st werden muss. Das Pro-
blem besteht darin, die beiden Punkte mit dem gro¨ßten Abstand in einer Punktmenge zu finden.
Fu¨r zweidimensionale Vektoren la¨sst sich das Farthest-Pair-Problem u¨ber die Berechnung
der konvexen Hu¨lle in O(r log r) Schritten lo¨sen. Sowohl theoretische ¨Uberlegungen als auch
praktische Durchla¨ufe mit einer Implementation des Quickhull-Algorithmus zeigen, dass Hull-
Algorithmen in ho¨heren Dimensionen nicht mehr effizient arbeiten. Fu¨r die dritte Dimension
erreichen randomisierte und deterministische Pruning-Algorithmen eine zu erwartende Zeit-
komplexita¨t von O(r log r). Dabei wird ein exaktes Pruning-Kriterium verwendet, das alle nicht
mehr beno¨tigten Punkte aus der Menge ausschließt. Der Algorithmus la¨sst sich nicht auf ho¨here
Dimensionen erweitern. Ein von Yao entwickelter Algorithmus erreicht in Dimension d ≥ 4
eine Zeitkomplexita¨t von O(r2−a(d) log1−a(d) r) mit a(d) = 2−(d+1).
Der in dieser Arbeit entwickelte Pruning-Algorithmus HighDiameter setzt ein modifi-
ziertes, weniger restriktives Pruning-Kriterium ein. Es ist gezeigt worden, dass die Laufzeit
bei zufa¨lliger Reihenfolge der Abstandsberechnungen nach oben durch O(dr2) beschra¨nkt ist.
Varianten des Algorithmus, welche die Reihenfolge der Abstandsberechnungen durch eine un-
terschiedliche Sortierung der Punkte vera¨ndern, weisen die gleiche obere Schranke auf. Theo-
retische ¨Uberlegungen fu¨hren zu der Annahme, dass der worst case fu¨r die meisten Eingaben
nur mit geringer Wahrscheinlichkeit eintritt. Erste empirische Untersuchungen mit simulierten
und realen Datensa¨tzen stu¨tzen die theoretischen Ausfu¨hrungen. Mit den unterschiedlichen Va-
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rianten bietet sich dem Anwender die Mo¨glichkeit, die Art des Durchlaufs an die Struktur der
Daten anzupassen. Schlechte Durchlaufzeiten ko¨nnen so mit hoher Wahrscheinlichkeit vermie-
den werden.
Der FastAML-Algorithmus, der auf HighDiameter zuru¨ckgreift, zeigt bezu¨glich der Lauf-
zeit in Theorie und Praxis eine deutliche ¨Uberlegenheit gegenu¨ber dem AML-Algorithmus. Die
fu¨r Clusterungen beno¨tigte Zeit liegt teilweise im Bereich von Sekunden- und Millisekunden,
auch fu¨r hohe Anzahlen von Datenpunkten.
Clusterungen zweier Luftaufnahmen im praktischen Teil der Arbeit demonstrieren, dass
sich das Kriterium der gewichteten mittleren Minimaldistanz (GMMD) zur Beurteilung von
Clusterungen im Sinne der Anwendung bewa¨hrt. Die traditionelle Beurteilung durch die Intra-
Class-Varianz ist nicht in der Lage, die beste Clusterung im Sinne der Anwendung zu identifi-
zieren. Zugleich kann gezeigt werden, dass die AML-Algorithmen im Vergleich zu den anderen
Verfahren fu¨r beide Luftaufnahmen die beste Clusterung im Sinne der Anwendung erzeugen.
Die Ergebnisse im empirischen Teil stimmen mit den in den Arbeiten von Zerbst [Zer01] und
Tschiersch [Tsc02] gewonnenen u¨berein.
Mit dem FastAML-Algorithmus steht ein a¨ußerst effizienter Algorithmus zur Verfu¨gung,
um Luftaufnahmen im Bereich der Erosionsproblematik zu clustern. Durch die hohe Effizienz
ergeben sich weitere Anwendungsgebiete. Denkbar sind etwa Anwendungen, die eine Cluste-
rung von Bildern in Echtzeit beno¨tigen. Oft sind es gerade die seltenen Elemente in einem Bild,
die erkannt werden mu¨ssen.
Ein Beispiel fu¨r eine solche Anwendung ist etwa der Roboterfußball. In der untersten Li-
ga werden von einem Zentralcomputer per Funk Befehle an drei Roboter (pro Mannschaft)
auf dem Spielfeld u¨bermittelt. Bilder des Spielfeldes gelangen zur weiteren Auswertung u¨ber
eine Kamera an den Zentralcomputer. Es gilt, die Roboter, d.h. Freund und Gegner, und den
Ball eindeutig zu identifizieren. Je nach Ausleuchtung des Spielfeldes kann es dabei passieren,
dass der orangene Farbton des Balls beinahe vollsta¨ndig verschwindet: der Ball wird zu einem
seltenen Element. Die Roboter wiederum sind mit sog. Patches ausgestattet, auf denen Farb-
fla¨chen in Polygonform angebracht sind. Die Bildung zusammenha¨ngender Farbfla¨chen durch
den FastAML-Algorithmus kann sich auch in diesem Zusammenhang als nu¨tzlich erweisen: je
scha¨rfer die ¨Uberga¨nge und je ho¨her der Abstand zwischen den Farben, desto besser lassen sich
die Polygone bestimmen. Als Clusteringverfahren ko¨nnte der FastAML-Algorithmus eingesetzt
werden, um sich regelma¨ßig an die neuen Lichtverha¨ltnisse und der damit verbundenen dyna-
misch wechselnden Ausleuchtung des Spielfeldes zu adaptieren. Dadurch ko¨nnte einem nach-
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geschalteten Klassifikator — d.h. einem u¨berwachten Lernverfahren — die Arbeit erleichtert
werden. Allgemein sollte die starke Bildung von Farbfla¨chen die nachfolgende Segmentierung
von Bildern erleichtern ko¨nnen.
Im Zusammenhang mit nachgeschalteten u¨berwachten Lernverfahren ko¨nnte es sich zudem
als nu¨tzlich erweisen, das Modell numerischer Clusteringverfahren in eine symbolische Re-
pra¨sentation (z.B. pra¨dikatenlogische Regeln) umzuwandeln. Dadurch ließen sich die Ergeb-
nisse durch den Menschen unter Umsta¨nden noch besser interpretieren.
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