In this paper we deal with the estimation of population variance of the study variable y using auxiliary information on variable x. A family of ratio and product-type estimators are proposed using suitable transformation on both random variable x(auxiliary variable) and y(study variable).Up to the first order of approximation the expression of mean square error and Bias term are obtained. An empirical study is carried out to illustrate the performance of the constructed estimator over others.
Introduction
In survey sampling it is well recognized that the use of auxiliary information results in substantial gain in efficiency over the estimators which do not utilize such information. In many manufacturing industries and pharmaceutical laboratories sometimes researchers are interested in the variation of their products. To measure the variations within the values of study variable y, the problem of estimating the population variance of study variable y received a considerable attention of the statistician in survey sampling including Isaki (1983) Let us consider a finite population U = (U 1 , U 2 ....U N ) having N units and let y and x are the study and auxiliary variable with meansȳ andx respectively.The problem is to estimate the population variance S 2 Y of the study variable y which is highly correlated with the auxiliary variable x . Let a Simple Random Sample Without Replacement (SRSWOR) of size n is taken from a finite population of size N.Let C y = S y /Ȳ and C x = S x /X be the population coefficient of variations of variables y and x respectively,such
which is the Population variances for variables x and y.Let ρ yx be the population correlation coefficient between y and x,taking c yx = ρ yx c y c x .In this paper we use θ = 1/n that is, we are neglecting the finite population correction factor in the coming computation of this article.Let 
4.The Ratio-type estimator
,given by The expressions of biases of existing estimators ,up to the first order of approximation are given by-
Where,γ = aS
To compare the efficiencies of these estimators, we require their mean square errors. The expressions of the mean square errors (MSE), up to first order of approximation, are as follows-
where, α(opt) = λ * 22
and a=1,b=1
where,w(opt) = λ * 22
3 Proposed Class Of Estimator:
In this section we have proposed an estimator for estimating S 1, 0, 1, 1, 1) ,then suggested estimator will become usual ratio estimator.
If (a, c, d, α 1 , α, β) = (0, 1, 0, 1, 1, 1) =(0, 1, 0, 1, 1, −1) ,then suggested estimator will become product estimator.
To obtain the Bias and Mean square error of the proposed class of estimator we write- where, θ = 1 n , β 2y = λ 40 and β 2x = λ 04
Expressing (11) in terms of e ′ i s we have,
After expanding right hand side of equation (12) we get -
where A = αc c + d .
We assume that Ae 1 ≤ 1,so that equation (13)can be expandable in terms of power series up to the first order of approximation as,
Subtract S 2 y from both sides of equation (14) and expanding it up to the first order of approximation we get, t−S 
Squaring equation (15) and retaining terms up to the first order of approximation, we get the MSE of the estimator t as,
where,
.9742 in the expression of Q 1 andQ 2 and then putting these value of Q 1 , Q 2 and α 1 in equation (17),our proposed estimator t tends to regression estimator.
Numerical Illustration
To have a rough idea about the gain in efficiency of the proposed and existing estimators, defined under the situations when prior information of population variance of auxiliary variable is available, we take the same empirical data as considered by Shabbir and Gupta (2007) and Kadilar and Cingi (2007) . Consider 104 villages of the East Anatolia Region in Turkey.The variables areData statistics: y : level of apple production (1 unit = 100 tones) x : number of apple trees (1 unit = 100 trees).
The required value of population parameters are: N = 104, S y = 11.6694, S x = 23029.072, C y = 1.866, C x = 1.653, ρ yx = 0.865, C yx = 2.668, β 2y = 16.523, β 2x = 17.516, λ 22 = 14.398 Percent Relative Efficiency (PRE) of an estimator is given by-P RE(.) = var(Ŝ y 2 ) M SE(.)
The Mean Square Error and percent relative efficiencies of various estimators are given in the Table 1 Estimators Mean Square Error Percent Relative Efficiencieŝ S
