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Abstract Stream bank storage effects during floods have received limited attention, despite the
significant role of such floods in aquifer water budgets. One reason is the complexity of geometry of the
problem, which commonly has been treated numerically. Using a simple model in a domain with moving
boundary, a semianalytical solution for bank storage effects is proposed to account for stream stage
hydrograph, floodplain slope, and aquifer parameters. The results extend classic solutions by Cooper
and Rorabaugh (1963, https://doi.org/10.3133/wsp1536J) for idealized vertical streambanks but applied to
realistic floodplain cross sections. The accuracy of the semianalytical solution is verified by a
one‐dimensional numerical method and compared to a vertical two‐dimensional variably saturated‐flow
numerical model. Comparison indicates that a robust solution is valid for diagnostic analyses of modeling
bank storage effects on floodplains. The semianalytical solution is applied to laboratory experiments as
well. The results indicate that the present solution provides reasonable estimates of peak timing and head of
groundwater flow response in the sloping bank during varying stream stage.
1. Introduction
Stream bank storage effects on aquifer‐stream interactions have been studied by Cooper and Rorabaugh
(1963), Hall and Moench (1972), Hunt (1990), Zlotnik and Huang (1999), Gomez‐Velez et al. (2017), and
Liang et al. (2018) using the linearized one‐dimensional (1‐D) Boussinesq equation with the Dupuit assump-
tions for fully penetrating streams with vertical banks. Hunt (2005) proposed a vertical two‐dimensional
(2‐D) solution that included both vertical velocity components and compressibility effects to investigate
bank storage effects and to test the Dupuit approximations. The above studies assumed the floodplain is
absent or stream banks are vertical for conveniences of analytical treatments. In the real world, however,
stream banks are usually tilted rather than vertical. Sharp (1977) suggested that it is necessary to consider
realistic (e.g., sloping) floodplain geometry in bank storage analytical models. Over the last decade, the
impacts of the river bank slope on bank storage started gaining attention.
Li et al. (2008) developed a numerical model to quantify bank storage in a variably saturated, homogenous,
and anisotropic aquifer bounded by a sloping river bank. The results indicated that the smaller bank slope
resulted in larger bank storage volumes due to a larger bank surface area for a given river stage. Doble,
Brunner, et al., (2012), Doble, Crosbie, et al., (2012) used a coupled surface‐subsurface flowmodel and inves-
tigated impacts of sloping river banks on bank infiltration. In the both cases, it was shown that bank slope
has pronounced effects on the accuracy of evaluation of bank storage volume and temporal recharge char-
acteristics, especially for small bank slope values in cross sections. These more realistic studies were based
on numerical models.
The goal of our study is to develop a simple semianalytical solution that accounts for the floodplain slope
that can be used for diagnostic analyses of bank storage effects. This solution can be used for preliminary
approximate estimates of the magnitude of the flood peak and timing of groundwater rise. It should serve
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as a complementary tool to other analytical and numerical methods to investigate bank storage effects in
sloping floodplains. Figure 1 shows simplified typical configuration of the stream, aquifer, and floodplain.
In one case, the slope angle θ of the floodplain with respect to the horizontal datum or aquifer base is
some finite value (Figure 1a). In practice, less idealized cases are common (Doble, Brunner, et al., 2012),
when the contour of the floodplain cross section can be approximated by several linear segments, each
with own slope, θj, j = 1,2,… (Figure 1b).
Consider horizontal coordinate x = X(t) of a point, reached by a rising stream stage over a floodplain. At
initial moment t0, when the flood starts and stream stage continues to rise, this coordinate X(t) increases
and shifts from the stream bank into the aquifer because part of the aquifer under stream becomes flooded
by vertical infiltration. The point separating fully wetted from partially wetted zones, X(t) keeps moving
toward the floodplain during the flooding. We assume that vertical infiltration of stream water to the vadose
zone and saturation at x < X(t) follows the rise of the stream stage rapidly. Our goal is to determine behavior
of the water table in the zone x> X(t). After the flood reaches its peak and stream stage recession begins, X(t)
moves to the left toward the channel. Water level in the partially wetted domain drops rapidly toward the
stream stage, and again, our goal is to determine behavior of the water table in this zone x > X(t).
On the basis of the above assumption, the hydraulic heads in the region below the stream bank are identical
to the stream stage. Therefore, the location of the aquifer boundary X(t) moves with the fluctuations of the
stream stage, and groundwater flow induced by these fluctuations becomes a moving boundary problem.
Moving boundaries and interfaces are common phenomena in hydrological processes, for example, fluctua-
tions of groundwater table (Bear, 1972), transient water flows over wetlands and floodplains (Yuan et al.,
2008), and freeze‐thaw processes (Lunardini, 1991). Mathematical models describing these hydrological pro-
cesses poorly lend themselves to analytical solution techniques except for few special cases, for example, the
classic Stefan and Neumann solutions for freeze‐thaw process (Jumikis, 1966). Thus, numerical methods are
commonly adopted to solve the moving boundary problems (Frolkovic, 2012; Yuan et al., 2008). Specifically,
the moving mesh approach is used to deal with the moving boundaries. In this approach, the computational
domain is continuously adjusted so that the model grid can fit the moving boundary. The nodes at the
boundary are tracking the front coordinates of the nodes varying with time (Gopalakrishnan, 1989; Lynch
& Gray, 1980), but the effectiveness of the moving mesh approach performance in complex situations is
not always clear (Nielsen & Apelt, 2003): Grid restructuring at every time step may still be an issue even
in the latest COMSOLMultiphysics® due to substantial complexities with implementation of themoving sur-
faces (Fontes, 2018).
To our best knowledge, an analytical model describing groundwater flow induced by the fluctuating stream
stage (or moving boundary) on sloping floodplain has not been reported in the existing literature. The pur-
poses of this study are (1) to provide a simple semianalytical solution using transient 1‐D groundwater flow
Figure 1. Cross section of unconfined aquifer and floodplain, illustrating water table dynamics. X(t) is coordinate of point separating fully wetted domain from
partially wetted domain, including vadose zone: (a) single‐slope linear approximation of floodplain contour; (b) multislope piecewise linear approximation of
floodplain contour with breakpointsMj, j= 1 and 2. The datum for evaluating the water level is taken at the base of the aquifer, which has initial saturated thickness
H0. Note that vertical size of the unconfined aquifer commonly is significantly smaller than the horizontal size (Doble, Brunner, et al., 2012).
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equation in the partially wetted domain of the aquifer x > X(t) during
stream stage rise and recession, (2) verify solution numerically, and (3)
assess the range of its applicability. This method considers sloping flood-
plains, unlike previous studies that assumed vertical stream banks for
analyses of bank storage effects. Solution can be used as an alternative
diagnostic tool for bank storage effects prior to or together with
other methods.
2. Conceptual Model
We consider stream stage hydrograph H(t) [L], where t is time since the
flooding begins (Figure 2). In practice, hydrograph is commonly pre-
sented by piecewise‐linear segments, connecting points of stage measure-
ments Hi = H (ti) at times ti, i = 0,1, 2, … , I. H(0) = H0 exists at the flood
start moment t0 = 0. Total cessation time of flooding is tI, when stream
stage returns to the preflood conditions, that is, H(t) = H0, t > tI. Other
functional forms (Cooper & Rorabaugh, 1963) are sometimes used, but piecewise‐linear approximation is
the most practical for treating the actual observations. In general, it permits to approximate any hydrograph
with desired accuracy if small time increments are used.
For each period between ti‐1 and ti, stream stage can rise or fall with constant vertical velocity ai,
αi ¼ Hi−Hi−1ti−ti−1 ; i ¼ 1; 2;…I; αI ¼ 0; (1)
which is defined by the slope of the hydrograph during this period and can be positive or negative. After
flood cessation, this velocity becomes zero. It is useful to note that H(t) may have many peaks, but the high-
est peak does not exceed the initial level by more than value d (Figure 2), where d is the maximum height of
stream stage rise. Approximation of the stream stage hydrograph can be written as follows:




where αimay be positive or negative depending on stream stages, tI is the time of flood cessation, but ground-
water levels may not return to the initial horizontal level by this time. To calculate the water table for the
entire flood duration and beyond, several common assumptions are made:
1. Stream stages are known a priori (Figure 2) and exchange between the stream and aquifer does not affect
the stream stages.
2. Aquifer is a semi‐infinite rectangular strip in cross section. (Lateral aquifer span greatly exceeds
thickness).
3. The Dupuit assumptions apply, and small stream stage changes are assumed (d ≪ H0).
4. A 1‐D flowmodel for head h(x, t) is applicable, and vertical head propagation across the aquifer thickness
in flooded areas is rapid compared to the head variations at the surface.
5. The vadose zone beneath the flooded area becomes fully and instantaneously saturated when the land
surface (floodplain) is flooded or instantaneously drained during falling stage. Thus, the domain is sub-
divided into two subdomains: fully wetted domain 0 < x< X(t) and partially wetted domain X(t) < x∞. At
the initial moment of flooding (t = t0), position X(t0) = 0, and there is no fully wetted domain.
6. Position ofX(t) is defined entirely by stream stage hydrographH(t) and accounts for bank slopes in case of
a single‐ or multiple‐slope floodplains.
In case of a single‐slope approximation (Figure 1a), the horizontal velocity V(t) of point X(t) is as follows:











V i ¼ 0; t>tI
(
: (3a)
Figure 2. Approximation of rising and falling limbs of stream stage (blue)
by piecewise linear segments (red). More peaks may be possible during
flood. In this example, stream stage returns to initial level at I = 5.
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In case of a multislope approximation of the floodplain, conversion ofH(t) into X(t) is based on consideration
of multiple slopes (Figure 1b) and used the following equation:














where θj, j= 1,2,…θj is the bank slope at the distance X(t) and i indicates time moment, when instantaneous
velocity V(t) is calculated. Elevations of the slope breaking points are usually known from the topography
surveys that can be facilitated by remote sensing data (Figure 1b). The stream stage hydrograph then can
be used to estimate times for reaching each of these breaking points for adding to the times set ti, i = 0,1,
2, … , I, which were selected for approximation of the hydrograph. Thus, use of wquation (3b) at any time
moment assumes that stream stage position uniquely identifies the bank slope at the same moment.
3. Problem Statement
Groundwater level with respect to some datum of an unconfined aquifer, h(x, t) [L] is a function of coordi-








;X tð Þ<x<∞; t>t0 (4)
whereT ¼ Kh is the effective aquifer transmissivity [L2 T‐1], K is the hydraulic conductivity [L T‐1],h is para-
meter that represents the average thickness of the saturated zone across the entire unconfined aquifer [L]
and will be defined below, and Sy is the specific yield [−].
It should be noted that the linearization of the nonlinear Boussinesq equation (without term with first head
derivative) is widely adopted in the previous studies (Chang & Yeh, 2010; Govindaraju & Koelliker, 1994;
Liang et al., 2018; Liang & Zhang, 2012a; Liang & Zhang, 2012b; Pauwels & Troch, 2010; Rotzoll et al.,
2008; Troch et al., 2004; Verhoest & Troch, 2000) because the nonlinear Boussinesq equation is difficult to
solve analytically except for a few special cases (Guo, 1997; Parlange et al., 2000; Serrano, 1995).
Boundaries of linearization validity have been firmly established since early studies (Bear, 1972, Section
8.4). The linearized solution can provide a reasonable approximation to the exact solution for this nonlinear
equation when the changes in water levels are relatively small with respect to the initial thickness of the
aquifer (Guo, 1997; Liang et al., 2018; Liang & Zhang, 2012b; Serrano, 1995). This will be revisited later in
section 5.1 to address the Boussinesq equation with additional term. Also, in our case, another important
task is addressing the moving boundary related to the stream stage changes.
The initial condition is
h x; 0ð Þ ¼ H0; 0<x<∞ (5)
Considering the assumption of a fully wetted vadose zone under the flooded area, the boundary condition on
the moving boundary is as follows:
h x; tð Þjx¼X tð Þ ¼ H tð Þ (6)
Equations (1) and (4) indicate that stream stage changes are strongly amplified when converted into the
flooded area at the small angles θ. Solution of (4)–(6) requires explicit treatment of a moving boundary,
which is the main focus of derivations.
4. Solution
4.1. Moving Coordinate System
A new spatial variable, using location of a moving point X(t) that separates a wetted domain (without vadose
zone) from a partially saturated domain (with vadose zone) is introduced as follows:
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ξ ¼ x−X tð Þ; 0<x<∞; t>t0 (7)
This variable describes the effect of moving origin of x coordinates and can be used as follows:
∂h
∂x

























¼ ∂h ξ; tð Þ
∂t
−





Substituting equations (8) and (9) into equations (4)–((6)), the boundary value problem becomes the






þ V tð Þ ∂h
∂ξ
; 0<ξ<∞; t>t0 ; (10)
h 0; tð Þ ¼ H tð Þ; (11)




; V tð Þ ¼ dX tð Þ
dt
: (13)
On the basis of equations (2), (3a), and (3b), V(t) can be written as follows:
V tð Þ ¼ Vi ¼
αi
tanθj




where Vi is constant at each interval ti − 1 < t < ti, i = 1,2,…, I in which both slope of the hydrograph αi and
slope angle of the floodplain θj are constant according to the approximation of the hydrograph and consid-
eration of the bank slope topography. At each of sequential time intervals ti − 1 < t < ti, i = 1,2,…, I, one






þ Vi ∂h∂ξ ; 0<ξ<∞; ti−1<t<ti; i ¼ 1; 2;…; I; (15)






; 0<ξ<∞; t>tI : (16)
This sequence of problems is subject to the boundary condition (11) and initial condition (12).
4.2. Recursive Solution Procedure for Water Table
Equation (15) is an advection‐dispersion equation with a constant velocity Vi at each hydrograph interval [t-
i − 1, ti],i = 1,2,…I. The water table dynamics is determined by initial condition at the beginning of each time
interval and boundary conditions during this interval in the semi‐infinite domain.
For the first time interval (t0 < t < t1, i = 1), the initial condition presents a horizontal water table,
h(ξ, 0) = H0, while the boundary condition is a linear function of time with a slope a1 according to equa-
tion (2). At the beginning of any next interval ti − 1 < t < ti, the nonhorizontal water table distribution
h(x, ti − 1) is calculated from values at the end of the previous interval (or h(ξ, ti − 1) in moving coordinates)
and becomes an initial condition for the next time interval. The boundary condition is a linear function in
time with a slope ai according to equation (2). The water table profile can be constructed at intermediate
10.1029/2019WR026385Water Resources Research
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times and at the end of each interval; the profile at the end of this interval becomes the initial condition for
the following time interval.






þ Vi ∂h∂ξ ; 0<ξ<∞; ti−1<t<ti; (17)
with boundary condition





h ξ; tð Þ t¼ti−1j ¼
H0; i ¼ 1;
h ξ; ti−1ð Þ; i>1;

; ξ>0: (19)
The general solution of equation (17) for arbitrary initial and boundary conditions in a semi‐infinite domain
can be derived by many methods (e.g., Menziani et al., 2007, and Roubinet et al., 2012; see Supporting
Information S1). The semianalytical solution considering initial and boundary conditions (18) and (19),
respectively, can be written explicitly in a compact form as follows:
h ξ; tð Þ ¼ H tð Þ þ Θic ξ; t−ti−1ð Þ−Θbc ξ; t−ti−1ð Þ; 0<ξ<∞; ti−1<t<ti; (20)
where




















 2" #( )
du ; (21)

















The recursive procedure for solving equations (17)–(19) is repeated for all hydrograph intervals [ti − 1, ti],
i = 1,2,…I. Afterward, solution for partially wetted domain can be rewritten in x coordinates by equation (7).
Fluxes across the floodplain can be obtained from equation (20) as shown in Supporting Information S2.
Recursive procedure based on solution (20)–(22) resulted in a remarkably simple MATLAB script
(Supporting Information S3). A sufficient accuracy of the numerical integration is controlled automatically
by Matlab.
5. Results and Discussion
Analytical models can incorporate geometry and processes involved in known stream‐aquifer systems only
with approximations. For example, commonly used Cooper and Rorabaugh (1963) solution is rarely used
directly and requires calibration to field data (see Reynolds, 1987; Rotzoll et al., 2008, and many others).
Evenmore detailedmodel by Zlotnik and Huang (1999) of stream stage fluctuations involved parameter cali-
bration as well (see Bolster et al., 2001). However, in these and other practical cases, starting with sensitivity
analyses and simple models can qualitatively and quantitatively describe behavior of the hydrologic system
and provide estimates of flood peaks and timing. At the next stage of system analysis, more detailed descrip-
tion of processes is appropriate. Below, we evaluate validity of assumptions on geometry and physical pro-
cesses in developing our model.
5.1. Verification of Analytical 1‐D Solution: Time‐Varying Velocity and Nonlinearity Effects
Verification of the recursive solution (20) investigated our treatment of time‐varying velocity and nonlinear-
ity by comparison with numerical solutions. First, we compared it with a numerical solution of equation (15)
with time‐varying velocity. The parameter values are as follows: transmissivity T = 10 m2/day, specific yield
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Sy = 0.1, and initial values of both stream stage and groundwater headH0 = 10 m. The stream hydrograph is
displayed in Figure 3a. A case of single‐slope floodplain with θ= π/6 and a case of multislope floodplain with
θ1 = π/6, θ2 = π/3 and elevations of the bank slope breaks M1 = 11m andM2 = 13m was also considered.
Results were obtained by partial differential equation solver COMSOL®. Figures 3a and 3b compare the
hydraulic head h(ξ, t) at three locations in moving coordinates (ξ = 5, 10 and 20m) for single‐slope and
multislope cases, respectively. Both figures indicate good agreement with numerical solution over the
entire flood duration.
Second, we estimated errors induced by the linearization of nonlinear Boussinesq equation in with the addi-
tional advection termV tð Þ ∂h∂ξ. The accuracy of the linearized solution for a case of a river with a vertical bank
has been extensively investigated in the previous studies (Guo, 1997; Moutsopoulos, 2010; Upadhyaya &
Chauhan, 1998), but not in the case of the sloping bank that yields this term. After applying coordinate trans-











þ V tð Þ ∂h
∂ξ
; 0<ξ<∞; t>t0 : (23)
Equation (23) subject to the initial and boundary conditions (11) and (12) was solved by COMSOL®, where K
= 1 m/day and the other parameters are same as in Figure 3a. In semianalytical method, unlike in solving
equation (23) directly, the average aquifer thickness h in the linearized term should be known a priori. In
practice, h is commonly assigned to be equal to the initial head H0 (as in Figures 3a or 3b) or to the average
of the initial head and the stream stage (Liang et al., 2018; Liang & Zhang, 2012a; Liang & Zhang, 2012b). To
find the most appropriate method of assigningh, we compared the numerical solution of equation (23) to the
solution (20) withh ¼ H0 andh ¼ H0 þ H tð Þð Þ=2. The results indicate that the linearized solution (20) is very
close to the nonlinear solution during the simulated period except that it slightly underestimated the peak
values of the hydraulic heads (Figure 3c). Although both linearization approaches served well, the solution
(20) utilizing h ¼ H0 þ H tð Þð Þ=2 is closer to the nonlinear solution than that with h ¼ H0 (Figure 3c), which
is consistent with the results of the previous studies (Guo, 1997; Liang et al., 2018; Liang & Zhang, 2012a;
Tolikas et al., 1984; Upadhyaya & Chauhan, 1998). The increased value of h compared to the initial H0
can be explained physically by the increase of saturated thickness of the aquifer in the stream bank vicinity.
Therefore, the average aquifer thicknesshwill be evaluated byh ¼ H0 þ H tð Þð Þ=2 in the following. It should
Figure 3. Verification of solution: (a) comparison of hydraulic heads from the single‐slope floodplain using the 1‐D analytical solution (solid lines) with COMSOL
(circles) at three locations for a given stream stage hydrograph, (b) comparison of hydraulic heads from the multislope floodplain using the 1‐D semianalytical
solution (solid lines) with COMSOL (circles) at three locations for a given stream stage hydrograph, and (c) comparison of hydraulic heads from the single‐slope
floodplain using the 1‐D semianalytical solution with h ¼ H0 (dotted lines) and h ¼ H0 þH tð Þð Þ=2 (solid lines) to the nonlinear Boussinesq equation (circles) at
three locations for a given stream stage hydrograph.
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be noted thath is time dependent due to the stream stage fluctuations; thus, the aquifer transmissivityT ¼ K
h also varies with time.
We also compared solution of equation (23) to the solution (20) for different magnitude of stream stage
changes, slopes of stream hydrograph, and aquifer parameters. Figure 4 displays the comparison of the
hydraulic heads predicted by both solutions at ξ = 10 m for the different ratio of the maximum height of
stream stage rise and the initial aquifer thickness (d/H0 = 10%, 20%, and 40%), where H0 = 10 m, K/Sy =
10 m/day (Figure 4a), the different slopes of stream hydrograph (α1 = 1.3, 2, and 4), where d/H0 = 40%,
K/Sy = 10 m/day (Figure 4b), and the different aquifer parameters (K/Sy = 1, 10, and 100 m/day), where
d/H0 = 40% (Figure 4c). The other parameters are same as in Figure 3a. Table 1 shows root‐mean‐square
error (RMSE) and relative error of the peak head with respect the maximum height of hydraulic head rise
(RE) for comparison of the linearized solution (20) with numerical solution of the nonlinear equation. Both
Figure 4 and Table 1 indicate that the errors increase with the steam stage changes, but solution (20) can still
provide a reasonable approximation (RMSE = 0.037 m and RE = 3.5%) even when d/H0 reaches up to 40%.
The slope of stream hydrograph has a weak impact on the accuracy of the solution (20). Increasing values K/
Sy leads to the increasing errors: RMSE = 0.199 m and RE = 9.0% when K/Sy = 100 m/day at dH0 ¼ 40%.
However, stream stage changes in practice are commonly limited to few meters, while saturated thickness
is much greater, and errors for such aquifers are much lower.
5.2. Comparison With 2‐D Numerical Solutions: Effect of Vadose Zone
The 1‐D solution for the groundwater flow in the unconfined aquifer induced by stream stage fluctuations is
based on Dupuit assumptions and ignores the vadose zone above the water near the bank. To test the appli-
cation range of this model, a 2‐D variably saturated flow model was used to describe the water flow in a ver-
tical 2‐D cross section (Figure S1 in the supporting information).
This model utilizes the nonlinear Richards' equation and the hydraulic soil properties of the vadose zone
after van Genuchten (1980):
k ¼ K⋅S1=2e 1− 1−S1=me
 	mh i2




Se ¼ S−SrSs−Sr ; m ¼ 1−1=n:; (24b)
k is hydraulic conductivity [L T‐1] at effective water saturation Se; K is saturated hydraulic conductivity; S is
Figure 4. Comparison of hydraulic heads from the floodplain using the 1‐D semianalytical solution (solid lines) to the nonlinear Boussinesq equation (circles) at ξ
= 10m for (a) the different magnitude of stream stage changes (d/H0 = 10%, 20%, and 40%), whereH0 = 10 m and K/Sy= 1m/day, (b) the different slopes of stream
hydrograph (α1 = 1.3, 2, and 4), where d/H0 = 40% and K/Sy = 1 m/day, and (c) the different aquifer parameters (K/Sy = 1, 10, and 100 m/day), where d/H0 = 40%.
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soil moisture content [−]; Sr and Ss are values of residual and the satu-
rated water content, respectively [−]; the effective saturation [−]; α [L‐1]
and n [−] are empirical coefficients; and ψ is pressure head [L].
To assess validity of our solution for a simple example, initial saturated
zone thickness is 10 m, initial vadose zone thickness is 5 m, initial
hydraulic head is equal to the stream stage of 10 m, and stream stage
hydrograph is the same as in Figure 3a. The slope θ = π/12. The homo-
geneous and isotropic sandy aquifer has a saturated hydraulic conduc-
tivity K = 10 m/day, and typical parameters of the van Genuchten
model are used (Schaap et al., 2001): Sr = 0.045, Ss = 0.43, α = 14.5
m‐1, n = 2.68.
The model used finite element software package HYDRUS 2D/3D. The simulated flood time was 5 days,
with the initial time step 10‐4 days and the minimum time step 10‐5 days. The finite element mesh is refined
at the boundary of the stream bank with the size of 0.1 m, and the total number of elements is 12,779. The
stream bank is a time‐varying head boundary that is determined by the stream stage, and the other bound-
aries are impermeable (Figure S1).
For comparison, our less parameterized 1‐D model was used with the following data. The hydraulic
conductivity was similar to the 2‐D model: K =10 m/day. The drainage porosity of the vadose zone
ne [−] (or effective porosity) is the difference between Ss and Sr. The specific yield Sy is defined by
the difference between Ss and Cr [−], where Cr is the specific retention (Bear, 1972), although relation-
ship between these parameters may be more complicated (Xin et al., 2018). Sy is commonly smaller
than ne because specific retention is larger than the residual water content of soil during drainage. In
some cases, however, the specific yield Sy will be identical to drainage porosity ne for a homogeneous
isotropic soil and deep groundwater table where the moisture distribution curves corresponding to the
different groundwater table positions are parallel (Bear, 1972). For comparison, the specific yield value
of the 1‐D model is reasonable for sandy soil (Johnson, 1967). The obtained head distribution in the 1‐D
model was compared to the vertical head distribution from the bottom of the aquifer to the water table
obtained from the 2‐D model.
Figure S1 displays the water contents and hydraulic heads in the vertical cross section at different times pre-
dicted by the 2‐D numerical model. It shows that the vadose zone below the sloping stream bank becomes
saturated after stream stage rise, and the vertical flow component in the wetted zone below the sloping bank
is nonnegligible. Figure 5a illustrates the comparison of hydraulic heads at two locations (x = 15 and 20 m)
between the 1‐D analytical and the 2‐D numerical solutions. The gray band includes the heads at different
elevations predicted by numerical solutions at these two locations. The dotted curves are the vertically aver-
aged head across the saturated thickness. The narrow gray curve bands show that vertical variations of the
head in the aquifer at a fixed x are small. Figure 3b shows that the head from the 1‐D solution can match the
averaged head of the 2‐D solution with accuracy of peak timing and height of about 10% and
20%, respectively.
There are two reasons for the overestimation of peak heads in the 1‐D model. First, there are obviously ver-
tical flow components in the bank after stream stage rise. The assumption of the instantaneous wetting leads
to a bias in the boundary heads in the 1‐D model. Second, the 1‐D model uses a constant specific yield Sy to
represent the infiltration and drainage stages in the unconfined aquifer that neglects unsaturated
flow impacts.
Figure 5b displays the dynamics of hydraulic heads of 1‐D model for different values of specific yield and
comparisons with 2‐D model at x = 20 m. The smaller specific yield naturally leads to a quicker rise and
decline of the heads. However, the differences among these heads for the different specific yields are
small relative to the differences between them and the heads of 2‐D model. Therefore, the assumption
of the fully wetted domain below the bank is the main reason for the overestimation of peak heads of
the 1‐D model.
Figure 5c shows the effects of anisotropy in hydraulic conductivity, used in the 2‐D model on comparisons
between the 1‐D and 2‐Dmodels at x= 20m. It shows that for a large ratio of vertical‐to‐horizontal hydraulic
Table 1












10% 0.002 0.9% 1.3 0.041 3.9% 1 0.047 6.5%
20% 0.010 2.0% 2 0.043 4.1% 10 0.042 3.9%
40% 0.037 3.5% 4 0.048 4.3% 100 0.199 9.0%
10.1029/2019WR026385Water Resources Research
LIANG ET AL. 9 of 14
conductivity (Kz/Kx = 10), the time‐dependent changes of groundwater heads in the 2‐D model are very
similar to that of the 1‐D model. The reason is that the large ratio of Kz/Kx results in a small hydraulic
gradient in the vertical direction, more consistent with the Dupuit approximation (see also findings of
Hunt, 2005). But qualitatively, the 1‐D model is still suitable in an aquifer with small ratio Kz/Kx.
Figure 5d also illustrates the discrepancies between the 1‐D and 2‐Dmodels for the different slope angles at x
= 20 m. Larger angles lead to smaller discrepancy between the 1‐D and 2‐D models due to slower lateral
expansion and faster wetting domain rendering the problem closer to the case of traditional
models (θ = π/2).
5.3. Patterns of Groundwater Head Fluctuations: Effect of Sloping Floodplain
Head dynamics obtained using HYDRUS 2D/3D is illustrated in Figures 6a and 6b that display the responses
of the hydraulic head to varying stream stages with a bank slope of θ = π/6. The parameters used in Figure 6
are same as in Figure 3a. Naturally, hydraulic heads near the stream have rapid responses to the stream stage
fluctuations and delayed responses away from the stream channel. The head changes propagate into the
aquifer for a long distance over time with attenuation of the stage hydrograph. It should be noted that each
curve at t= 0.1, 1, 2, and 3 days has a horizontal segment following from the assumption that the head in the
fully wetted domain is equal to the stream stage.
Figures 6c and 6d display the effects of bank slope on hydraulic head fluctuations induced by the varying
stream stages. It shows that for small slope angles, the aquifer has significant responses to fluctuating stream
stages compared to the greater slopes. It follows that the sloping floodplain has nonnegligible impacts on
stream‐aquifer interactions. For the smaller slopes, the stream‐aquifer interactions will be more significant,
and the fluxes will be underestimated if the impact of the sloping stream bank is neglected. It is consistent
with findings of Doble, Brunner, et al. (2012).
Figure 5. Analyses of solution accuracy: (a) dynamics of hydraulic head at several elevations (note very narrow gray bands), vertically averaged head from 2‐D
numerical solution (dotted curves) and 1‐D semianalytical solution (solid curves) at two locations, (b) dynamics of vertically averaged head from 2‐D numerical
solution (dotted curves) and 1‐D semianalytical solution (solid curves) for different specific yield values, (c) dynamics of vertically averaged head from 2‐D
numerical solution (dotted curves) for different anisotropy values (fixed Kx = 10 m/day) and 1‐D semianalytical solution (solid curves), and (d) dynamics of ver-
tically averaged head from 2‐D numerical solution (dotted curves) and 1‐D semianalytical solution (solid curves) for different bank slope angles.
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5.4. Impacts of Piecewise Linear Approximations of Stream Stage Hydrograph
The stream stage hydrograph was represented by piecewise‐linear segments, but the accuracy of the stream
stage approximation should be assessed. To investigate impacts of linear segment numbers, a synthetic case
is adopted, and the stream stage hydrograph was assumed in the following form (Intaraprasong & Zhan,
2009):
H tð Þ ¼ H0 þ αffiffiffiffiffiffiffi
Drt





where factor α is used to control the flood wave amplitude [L2], Dr is the diffusion coefficient of the flood
wave [L2/T], and v is the velocity of the flood wave along the stream channel [L/T]. We assumed the para-
meters of the stream stage hydrographs areH0 = 10 m, α= 15 m, Dr= 20 m
2/day, and v= 10 m/day, and the
aquifer parameters is same as in Figure 3a. The original stream stage hydrograph (dotted curves in Figure 7a)
is approximated by 2, 3, and 8 different linear segments (solid curves in Figure 7a), respectively. The hydrau-
lic heads at ξ = 5 m are calculated by COMSOL® subject to the original stream hydrograph (dotted curves in
Figure 7b) and 1‐D semianalytical solution subject to the piecewise linear stream stage approximation (solid
curves in Figure 7b), respectively. The RMSE values corresponding to these three approximations are also
shown in Figures 7a and 7b together with predicted hydraulic heads. The results indicate that the original
stream stage hydrograph can be approximated well using eight linear segments (RMSE = 0.06 m) with focus
at the steepest parts. Then, the predicted hydraulic heads are close to the “true values” with the minimum
RMSE = 0.04 m.
5.5. Application to Laboratory Data
To demonstrate the practical capability of the presented solution, it was used for interpretation of hydraulic
heads in a laboratory experiment by Xin et al. (2018). Experiments were carried out in an 8.0 m (length), 1.2
m (height), and 0.16 m (thickness) sand flume constructed from tempered glass and mounted on a steel plat-
form. The flume was filled with the uniform sands with median diameter of 0.5 mm. The hydraulic conduc-
tivity is 12.96 m/hr that was estimated by the Darcy column test, and the porosity is 0.4 that was estimated by
Figure 6. Effect of varying stream stage on stream‐aquifer interactions: (a) hydraulic head profile (h) at various times t and (b) dynamics of hydraulic head (h) at
x = 10, 20, and 30 m from stream, and effect of bank slope angle on the stream‐aquifer interactions: (c) hydraulic head profile (h) at t = 3 days and (d) hydraulic
head dynamics (h) at x = 30 m.
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the oven drying method. Hydraulic head responses were measured at different locations of the sand flume
forced by the fluctuating water levels (Figure 8a) at a sloping boundary. The conceptual model of this
experiment is similar to Figure 1a. The preflood water level is fixed at H0 = 0.39 m, and the slope of the
boundary is 1/2, that is, tanθ = 0.5.
The observed water levels at the boundary were approximated using 10 linear segments (Figure 8a). The
measured hydraulic heads (circles in Figure 8b) at two locations x = 1 and 2 m (distance from the vertical
boundary) were fitted, respectively, using the presented solution (solid curves in Figure 8b). The estimated
aquifer parameters using the presented solution are K = 11 m/hr and Sy = 0.35. The estimated K is slight
smaller than that of the Darcy column test conducted by Xin et al. (2018) and the estimated Sy is close the
porosity. The hydraulic heads at two locations are also calculated using the 2‐D variably saturated‐flow
numerical model HYDRUS (dashed curves). In the numerical model, the saturated hydraulic conductivity
is same as in the semianalytical solution, and the parameters of van Genuchten model are same as in Xin
et al. (2018), that is, Sr = 0.05, Ss = 0.4, α = 11 m
‐1, and n = 6. The hydraulic heads from the present solution
well match the timing of the observed hydraulic heads at x = 1 m and overestimate its peak height of about
25%, and better match the peak height at x = 2 m and slightly overestimate its timing. The 2‐D numerical
solution matches the laboratory data better than the present solution, which is consistent with Figure 4
because it considers the vadose zone and vertical flow component in the sand flume while the 1‐D solution
Figure 7. Effect of hydrograph discretization: (a) original (dotted curves) and the approximated hydrograph (solid curves) with different numbers of linear seg-
ments and (b) hydraulic head from COMSOL corresponding to the different discretization at ξ = 5 m.
Figure 8. (a) Observed river stage hydrograph (circles) in the laboratory experiments of Xin et al. (2018) and the approxi-
mated hydrograph with linear segments (solid curves) and (b) the comparisons of the observed (circles) and calculated
hydraulic heads using 1‐D semianalytical solution (solid curves) and 2‐D numerical solution (dashed curves) at x = 1
and 2 m.
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only considered the horizontal flow in the saturated zone. Figure S2 displays the hydraulic heads in the ver-
tical cross section at different times predicted by the 2‐D numerical model for the sand flume. The distribu-
tion of the hydraulic heads indicates that the vertical flow component in the partially wetted domain is
negligible. However, the vertical flow component in the fully wetted domain below the sloping bank is non-
negligible. More specifically, for the fully wetted domain the hydraulic heads near the bottom of the flume
are smaller than that of the sloping boundary, which differs from the assumption of the 1‐D solution; that is,
the hydraulic heads in the fully wetted domain are same as that of the sloping boundary. This assumption
results in overestimation of hydraulic heads by 1‐D solution.
6. Other Potential Applications
Although the semianalytical 1‐D solution provides approximate estimates of peak timing and head of
groundwater flow response in the sloping bank during varying stream stage, it reproduces the pattern of
the groundwater flow and water table well. This approach is reasonable for diagnostic purposes but can
be also used for simulation of observed data of surface water‐groundwater interactions of various complexity
after calibration like other 1‐Dmodels (Bolster et al., 2001; Reynolds, 1987). For example, the solution can be
coupled with a “wave model” that describes the flood wave propagation in streams. The flux rates between
the aquifer and the stream can be computed using the equations (S2‐6, S2‐7, and S2‐8) in Supporting
Information S2, and the coupling for the surface water and groundwater flow can be processed using an
iterative procedure (Spanoudaki et al., 2009).
7. Conclusions
A simple 1‐D semianalytical solution was developed for analyses of stream bank storage effects. This solu-
tion specifically accounts for the floodplain geometry that commonly has been treated numerically due to
the complexity of the problem. The accuracy of this solution is verified numerically and further compared
to a vertical 2‐D variably saturated flow model. The solution is also used to interpret the laboratory experi-
ment data from a sand flume. The results indicate that solution provides reasonable estimates of the peak
timing and head of groundwater flow and reproduces patterns of the groundwater dynamics. The sloping
floodplain has substantial impacts on stream‐aquifer interactions and thus will be more significant for
low‐slope stream banks. This robust solution is valid for diagnostic analyses of bank storage effects on flood-
plains that have not been accounted for by previous studies, except for numerical methods. In addition, this
solution is well suited for calibration and incorporation into other applications.
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