Abstract -We propose a nonlinear edge detection technique based on a two concentric circular windows operator. We perform a preliminary selection of edge candidates using standard gradient and use the dual window operator to reveal edges as zero-crossing points of a simple difference function only depending on the minimum and maximum values in the two windows. Comparisons with other well-established techniques are reported in terms of visual appearance and computational efficiency. They show that detected edges are surely comparable with Canny's and Laplacian of Gaussian algorithms, with a noteworthy reduction in terms of computational load.
Introduction
Fast and effective edge detection is a crucial task in almost any image processing and computer vision application. Edges convey essential information in a picture, and their accurate detection is of primary importance.
From a theoretical point of view, an edge is a step or a slope between two uniform luminance areas. Unfortunately, edges in real scenes rarely comply with the previous statement.
An efficient edge detector should comply with some basic requirements: edges should be found with a low probability of false detection due to noise; edges should not be misplaced; algorithms should perform similarly with any image; algorithms should allow an efficient implementation.
Research has been quite active on this topic in the past. Several edge detection techniques have been developed and a number of modifications to basic algorithms have been reported in the literature. Large efforts have been devoted to the search for algorithms able to optimize the trade-offs involved in this kind of problem. Marr and Hildreth [1] proposed an algorithm that finds edges at zero-crossing of the image Laplacian, and several modifications to their basic approach have been reported. The edge detector proposed by Canny [2] finds edges at peaks of the first difference in the local gradient direction. A variation on the basic algorithm, due to Boie-Cox [3] , uses the maximum first difference and localizes edges with the aid of a directional second difference. Some other modifications to the approach of Canny have also been proposed [4] [5] [6] [7] [8] . Edge detection algorithms based on non-linear filters have also been developed [9] . Recently, Gokman and Jain [10] have proposed an interesting generalized representation of the edge detection algorithms, and a comprehensive enough discussion of edge detection algorithms has been carried out by in ref. [11] Techniques have been also proposed, which characterize edge detection as a fuzzy reasoning problem [12] .
Despite the efforts, and the noteworthy progresses made in this field, edge detection still remains a challenging research subject. Most problems come from the ill-posed nature of edge detection. A problem is said to be well posed when it has a solution, it is unique, and depends continuously on the data [10] . Edge detection violates the third constraint. To overcome this problem it becomes necessary to rely on regularization techniques, going from simple lowpass filtering to more sophisticated solutions [10, 13] . Current research on the topic mainly concentrates its efforts on the trade-offs between efficiency and accuracy.
We propose here a fairly simple nonlinear edge detection technique based on the modification of a two concentric circular windows operator originally proposed in [14] as an edge enhancer. Our approach performs a preliminary selection of edge candidates using standard gradient and avails of the dual window operator to reveal edges as zero-crossing points of a simple difference function depending only on the minimum and maximum values in the two windows. This paper is organized as follows. Section 2 describes the proposed non-linear operator and the edge extraction technique, also pointing out similarities with some existing approaches.
Experimental results and a computational cost evaluation are reported in section 3. Section 4 consists of some concluding remarks.
Nonlinear Dual Window Edge Detection

A. Basic Dual Window Operator
It is reasonable to consider contours placed exactly half way along the slopes of transition zones between almost uniform luminance areas. This is a simple task in one dimension. But in two dimensions, the need for dealing with the orientation of the transition zone makes the problem more complicated due to the rectangular sampling grid. To correctly locate a contour, it is necessary to estimate the width of the transition zone and to track the position within this area. Edge extraction using the dual window operator is based on a simple criterion able to localize, in the absence of noise, the mean point within the transition area between two uniform luminance areas.
be an input grey level image, where Ω is defined by R , respectively, with ( )
. Let us define the quantities:
These quantities represent, respectively, the maximum values in inner and outer concentric windows and the corresponding minimum values in the same windows. As long as W 2 is the outer window, the maximum M 2 cannot result lower than M 1 , and of course m 2 cannot be greater than m 1 , so that the following inequalities:
are always verified. Now, let us consider, for each sample s, the non-negative quantities:
By assuming that s is the middle point in a luminance transition, the condition ) ( ) (
The rationale of this procedure is that the larger window identifies the transition zone, while the smaller window, placed exactly at the center of the larger one, tracks the half height point.
If the external window is larger than the transition zone, the contour is exactly located. If the transition zone is larger, the condition ) ( ) ( 2 1 s s α α = is met (assuming that the slope is constant), until one of the extremes of the outer window leaves the discontinuity area.
This is a suitable way to detect edges in an ideal one-dimensional scenario. However, in real images the previous condition is rarely verified. This is due to the irregular behavior of luminance in the vicinity of an edge, to noise inevitably superimposed on the image and to the combined effects of sampling and quantization.
The change in the sign of the difference function expressed as:
is a much more effective indicator of the presence of a contour. For a one-dimensional case the sign of D(x) changes from positive to negative along the direction of growing luminance, as it is shown in figure 1 : the zero-crossing takes place in correspondence with the flex, allowing a correct localization of the edge.
Window sizes affect performance of the operator in the presence of noise. The noise rejection is more effective with a larger inner window and with a higher local gradient. Figure 2 shows a cosine profile corrupted with Gaussian noise and the behavior of the operator enlarging the outer window size. The noise rejection is maximal when a contour is present: this results in better contour detection and localization. However, the algorithm is ineffective in flat luminance areas, where noise can cause detection of a lot of false contours.
B. Analogies with existing approaches
, and 2 R lying on a contour profile, the operator has a behavior similar to those of rotation invariant differential operators [15] , though a substantial difference lies in the nonlinearity of the proposed one. For a one-dimensional case this observation can be clarified with the aid of figure 3. Expression (3) can be rewritten in this case as: Basically we perform a preliminary selection of samples that are candidate edge pixels, i.e.
where the difference function D(x,y) will be computed.
Let us consider G(x,y) as a discrete approximation of ) , ( y x I ∇ , and identify with 0 Ω the following subset of Ω :
where T is a properly chosen threshold value.
Edge samples are then extracted according to the following simple algorithm: The threshold T should be chosen so that samples that have a small gradient but lie in almost flat areas -where the dual window operator is prone to small fluctuations-are excluded. We defined the threshold, in a way that fits well enough real images, as a value proportional to the mean of the module gradient computed over the image:
where γ is a constant coefficient (in our experiments best results have been obtained in the range 0.7÷1). It should be noticed that the threshold T has a relative importance, as it only allows a pre-selection of candidate edge samples. It is also noteworthy that the threshold operation allows a drastic cost reduction in the dual window operator application, which is performed only on samples above the threshold.
Experimental Results
We present here results obtained using the proposed Dual Window Operator (DWO), in comparison with other well established edge detection algorithms, namely Laplacian of Gaussian (LoG) and Canny's algorithms. The former has a limited computational complexity, whereas the latter is one of the most widespread and accurate. The algorithm has been tested on a variety of images, both synthetic and real. As described in the previous section the algorithm uses a threshold on the gradient, but for largest part of images the values suggested in the paper (i.e. γ=0.85) need not be modified, as the gradient computation only allows an initial discrimination. Typical window sizes are 1 1 = R and
As a general comment the algorithm allows fair edge discrimination with continuous contours and single pixel response, although it shares with other zero-crossing algorithms the weakness in triple joins detection.
A. Computational Cost Estimation
The computational cost of our edge detection algorithm cannot be a priori determined, as it depends on the number of samples that pass the preliminary gradient-based selection. Only the computational cost of the gradient can be exactly predetermined.
By assuming that 
Conclusions
We have proposed a simple non-linear edge detection technique. The technique is based on a preliminary detection of edge candidates obtained via a classical Frei-Chen gradient computation, followed by the application of a simple dual window zero-crossing operator on edge candidates.
The algorithm has been compared with other well-known edge extraction methods. Visual inspection shows that detected edges are surely comparable with Canny's and LoG edge detectors, and a noteworthy reduction in terms of computational requirements has been observed. Table I 18 LIST OF CAPTIONS 
