In this study, an experimental system entailing ciprofloxacin hydrochloride (CIP) removal from aqueous solution is modeled by using artificial neural networks (ANNs). For modeling of CIP removal from aqueous solution using bentonite and activated carbon, we utilized the combination of outputdependent data scaling (ODDS) with ANN, and the combination of ODDS with multivariable linear regression model (MVLR). The ANN model normalized via ODDS performs better in comparison with the ANN model scaled via standard normalization. Four distinct hybrid models, ANN with standard normalization, ANN with ODDS, MVLR with standard normalization, and MVLR with ODDS, were also applied. We observed that ANN and MVLR estimations' consistency, accuracy ratios and model performances increase as a result of pre-processing with ODDS. 
Thanks to their strong adsorption levels, sewage sludge is usually rich in FQs and carries the latter to the terrestrial environment, through the disposal of sewage sludge on agricultural land. Among the FQs, ciprofloxacin hydrochloride (CIP) was most frequently detected in waste and surface waters, with concentrations reaching several hundred ng/L (Wu et al. ) . CIP is highly soluble in water in both high and low pH environments and exhibits higher levels of stability in soil (Li et al. ) .
The most common method used for CIP removal in activated sludge processes is adsorption. The removal efficiency in this process is 52.8-90.8% (Li & Zhang  
MATERIALS AND METHODS

Materials
We received CIP with a purity level higher than 99% from SANOVEL Pharmaceutical Industry in Turkey. The limit of Turkey. It has a particle size of less than 0.6 mm. The activated carbon used in the set-up has a particle size of 0.5-1 mm.
Experimental procedure
The adsorption of CIP on bentonite and activated carbon was measured using batch equilibrium experiments at room temperature (23 W C). The adsorption capacities were calculated with reference to a mass balance of CIP in the solutions and were represented in units of milligrams of CIP per gram of adsorbent. The adsorption capacities at equilibrium were calculated according to Equation (1):
where q e and C e are the CIP amount adsorbed (mg/g) and the residual concentration (mg/L) at equilibrium, respectively; C 0 is the initial concentration of CIP (mg/L); V and m are the volume of CIP solution (L) and the mass of adsorbent used (g), respectively.
Modeling approach
Experiment dataset and statistical analysis
Data obtained with respect to the variables of CIP adsorption on bentonite and activated carbon measured in the experiment are presented in Tables 1 and 2 , respectively.
In this study, agitation rate (rpm), contact time (min),
fed into ANN as inputs; q e is the output of ANN.
ODDS and normalization
Normalizing the data by pre-processing is quite important for managing calculation load and improving ANN success ratio when estimation modeling is based on ANN. The conventional way of doing this in the literature is by taking the maximum and minimum values of the dataset and normalizing them within the 0.1-0.9 interval.
The working of ODDS method depends on the relationship between the attributes constituting the dataset and the output variable of the dataset. The first step in achieving this is to reduce the calculation costs of classification and prediction algorithms by placing each parameter from the dataset in an interval calculated using the ODDS method.
Following the normalization step during which the dataset was pre-processed using ODDS, the ANN and MVLR estimation models were formed.
If 'A' is defined as an experiment dataset comprising a matrix of [m × n], Y mn will be the output variable of set A, whereas X mn will be the input variable of set A. Accordingly, Equation (2) was defined for ODDS; thereafter the ODDS dataset was calculated (Polat & Durduran ):
whereX mn represents the new input-output parameters for ODDS; m and n are the dimensions of the experiment dataset 'A'; and j is the number of the input variable.
Data division and pre-processing
Data division and pre-processing for use in MVLR was carried out in three stages, applying the ANN model on the experimental data, the statistics for which were presented in Tables 1 and 2 above.
In Stage 1, the experimental data are divided into two groups, so that 75% (243 items) is used for training and 25% (81 items) comprises the test data. In Stage 2, the data divided are normalized in the interval 0.1-0.9 according to Equation (3). In Stage 3, the divided data were first scaled using the ODDS method, and then normalization was carried out according to Equation (3).
where x represents the experimental data; x min is the minimum value of the variable; x max is the maximum value of the variable; and x n is the normalized experimental dataset.
The data were divided into two groups as training and test data, using the three stage process described in Figure 1 , then underwent pre-processing. These processes were carried out separately for both bentonite and activated carbon experiment data. Evaluation of prediction performance
Even though the performance of an ANN is generally assessed by measuring its learning ability, the fact that a network has given the correct answers for all examples in the training set does not necessarily mean that its performance will be strong. Strong performance entails an expectation that when the test data that were not previously fed into by the system are finally entered, the ANN would perform at a comparable level of accuracy (Öztemel ).
In this study, the approximate performance of ANN with test data was also evaluated using a multitude of statistical analysis methods, including the determination of coefficient (R 2 ), MSE, RMSE, MAE, MAPE, MEDAE and AARE. These parameters were calculated according to
Equations (4)- (12):
where SS e represents the residual sum of squares; SS t is the total sum of squares; mea is measured value; mea is the mean of measured value; pre is the prediction value; pre is the mean of prediction value; and n is the number of experiments.
Equation (13) is defined in order to quantify the increase in the performance values calculated using the formulas given above. Another important factor affecting the network performance is the accurate selection of the activation function. For this purpose, non-linear sigmoid function is used as the activation function for the hidden layer and the output layer.
The structure of the multilayer feed forward ANN is depicted in Figure 2 .
Learning algorithm and activation function. There are many learning algorithms to establish weights in a function.
The most frequently used one is the back propagation learning algorithm (Egrioglu et al. ) . This algorithm compares the outputs generated by the network for the input given. The difference between these outputs is assumed error and the objective is to reduce it. The error is distributed across the weight values of the network with a view to decreasing the error figure in later iterations (Öztemel ) .
On the other hand, the activation function is yet another Accordingly, we used trainlm training function in this study.
Furthermore, logsig, a sigmoid transfer function is used as the transfer function. ANN modeling was performed on MATLAB 2012a, using the Neural Network Training tool.
Multivariable linear regression
The multiple linear regression model is described in Equation (14):
The model parameters β 0 þ β 1 þ …þ β ρ and σ must be estimated from data (Alexopolos ).
In this study, the Statistical Analysis tool in Microsoft Excel (http://office.microsoft.com) is used to carry out MVLR analysis. CIP removal results were estimated statistically via this analysis.
RESULTS AND DISCUSSION
Performance measures
The estimation results of data pre-processed with standard 
MVLR results
We also calculated CIP removal results achieved with bentonite and activated carbon, using a statistical regression analysis. The following equations were obtained as a result of this analysis.
Estimations of the amount of adsorbed substance during CIP removal with bentonite and activated carbon, using regression equations, and expressed as q e , are summarized in Table 5 .
Experiment results and discussion
We investigated, within the framework of the removal of CIP, which is a type of antibiotic, adsorption methods using different adsorbents, with standard normalization and ODDS methods used for scaling, in addition to the use of ANN and MVLR hybrid models as an estimation model.
The relationships between q e experimental and q e estimated for each adsorbent were determined using different statistical methods and are presented in Table 6 .
The consistency graph of the q e values obtained through experiment and the q e values obtained through ANN and MVLR estimation models scaled with standard normalization is presented in Figure 3 . The consistency graph for the amounts of substance adsorbed, predicted through ANN and MVLR models is presented in Figure 4 .
A review of the performance analyses over Figures 3 and 4, and 
Data cluster scaled with ODDS q e ¼ 0.4383x 1 þ 0.1113x 2 -0.0461x 3 þ 0.0558x 4 þ 0.2739x 5 -0.0279 x1 is agitation rate (rpm), x2 is contact time (min), x3 is adsorbent dose (g/L), x4 is pH, x5 is C0 (mg/L). We concluded the study with estimation equations for bentonite and activated carbon. We produced a general model to predict the adsorption rate on the basis of these estimation models. The model was then applied to achieve an accurate and reliable prediction of the adsorption rates at parameter levels where experiments are not available.
CONCLUSIONS
We developed a model for CIP removal from aqueous solution using activated carbon and bentonite as adsorbents.
Adsorbed CIP amount per unit of adsorbent is expressed with further reference to process variables. ANN and MVLR estimation models were then used to estimate the accuracy of the q e value, expressing the amount adsorbed under certain operating conditions.
Four distinct hybrid models were applied in the study:
ANN with standard normalization, ANN with ODDS, MVLR with standard normalization, and MVLR with ODDS. First of all, we applied pre-processing via standard normalization and ODDS methods on the data used in Moreover, we found that, among estimation models scaled with ODDS, the performance increase of the ANN estimation model with activated carbon is greater than that using bentonite.
