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RESUMEN 
 
El estudio de las relaciones existentes entre la frecuencia de accidentes de tráfico y las 
características de la carretera, del tráfico, del entorno y de los usuarios, constituye una de las 
aplicaciones más importantes del análisis estadístico en el campo de la seguridad vial. En el 
Departamento de Ingeniería Civil: Transportes de la Universidad Politécnica de Madrid en el 
marco del proyecto de investigación DISCAM, subvencionado por el Centro de Estudios y 
Experimentación de Obras Publicas en la convocatoria para el año 2006 de ayudas para la 
realización de proyectos de I+D+i ligados aldesarrollo del PEIT, se está calibrando y 
depurando un conjunto de estos modelos  a partir de muestras obtenidas en las carreteras 
españolas. En el proceso de ajuste de los modelos se detecta en muchos casos la existencia 
outliers o valores extremos, lo que afecta a la precisión de los modelos de predicción.  En esta 
comunicación se presentan algunos de los métodos estadísticos existentes para el tratamiento 
de outliers y se analizan los resultados obtenidos mediante estas metodologías a los modelos 
de predicción de accidentes calibrados con muestras de tramos de carreteras de la red 
española.   
 
1.INTRODUCCIÓN 
 
En el marco del proyecto de investigación D.I.S.C.A.M.: Herramientas para un DIseño 
Seguro de CArreteras y sus Márgenes, un proyecto subvencionado por el Centro de 
Estudios y Experimentación de Obras Publicas en la convocatoria para el año 2006 de ayudas 
para la realización de proyectos de I+D+i ligados al desarrollo del Plan Estratégico de 
Infraestructuras y Transporte en el marco del Plan Nacional de Investigación Científica, 
Desarrollo e Innovación Tecnológica 2004-2007, que se está desarrollando en el Departamento 
de Ingeniería Civil: Transportes, en la Universidad Politécnica de Madrid, se está haciendo 
recapitulación sobre los modelos utilizados hasta ahora en la predicción de frecuencias de 
accidentes de tráfico, dentro del Modelo Lineal Generalizado, para intentar mejorar los 
resultados obtenidos hasta hoy, volviendo a utilizarlos, depurando por completo el estudio 
estadístico e intentando aplicar modelos que, hasta ahora, no se habían aplicado a datos de vías 
españolas. Una de las mejoras que se ha obtenido es el mejor ajuste de los modelos mediante 
el tratamiento de outliers, objeto de esta comunicación. 
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2.ANTECEDENTES 
 
El estudio de las relaciones existentes entre la frecuencia de accidentes de tráfico y las 
características de la carretera, del tráfico, el entorno e indefectiblemente el usuario, constituye 
una de las aplicaciones del análisis estadístico más importantes en el terreno de la seguridad 
vial y el desarrollo de modelos de predicción de accidentes (Lord y Persaud ,2000). 
 
Los modelos de predicción de accidentes fueron, durante mucho tiempo, desarrollados 
aplicando técnicas de regresión lineal simple y múltiple pero a finales de los ochenta, 
principios de los noventa estos fueron se replantearon los modelos. Para el desarrollo de un 
modelo de predicción, Miaou (1994) sugirió utilizar un modelo de regresión de Poisson y en el 
caso de que existiese sobredispersión (varianza superior a la media) moderada o alta en los 
datos se explorase la aplicación de un modelo de regresión binomial negativo o uno de Poisson 
con ceros aumentados. Además, sugirió que un modelo de regresión de Poisson con exceso de 
ceros pudiera aplicarse en el caso de que en la frecuencia observada se apreciara una alta 
cantidad de ceros. La utilización de los modelos de ceros aumentados ha sido recientemente 
desestimada (Lord, Washington e Ivan, 2007). Por tanto y, según el trabajo realizado por 
Pardillo J.M. y Llamas R. (2003) y Pardillo J.M., Bojórquez R. y Camarero A. (2006) los 
métodos de regresión lineal o aquellos que se basan en el concepto de mínimos cuadrados, son 
 poco apropiados para tratar de modelar la relación entre la ocurrencia de accidentes con los 
factores geométricos del trazado y el tráfico. Nuevos estudios confirman que un modelo de 
regresión de Poisson o, en el caso de sobredispersión de los datos, el modelo de regresión 
binomial negativo resultan más apropiados (Soler, Pardillo y Jurado (2007). 
.  
3. MODELOS PARA LA PREDICCIÓN DE ACCIDENTES DE TRÁFICO 
 
3.1 El Modelo Lineal Generalizado 
 
Una de las mayores contribuciones en el ámbito de la estadística en los últimos años, ha sido la 
introducción por parte de  Nelder y Wedderburn (1972) de los modelos lineales generalizados. 
Siendo las dos grandes aportaciones del MLG: 
 La introducción del concepto de modelado estadístico como procedimiento general para 
el análisis de datos. 
 La integración del modelado de datos categóricos y cuantitativos en un mismo entorno. 
 
3.1.1 Construcción del modelo 
 
En la construcción del modelo se determinan los siguientes pasos: 
 
 Se evalúan los supuestos del componente aleatorio. 
 Se establece la función del componente sistemático. 
 Se determina cómo los dos componentes son combinados en el modelo mediante la 
función de enlace. 
 Se estiman los coeficientes del modelo mediante el principio de máxima verosimilitud: 
 maximizando la función de verosimilitud del modelo. 
 Se contrasta la bondad de ajuste del modelo. 
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3.1.2 Modelo de regresión Binomial Negativo 
 
Como hemos citado anteriormente es el modelo de regresión de Poisson el que debería 
utilizarse para ajustar los datos provenientes del conteo de accidentes de tráfico, pero es 
conocido que estos suelen presentar sobredispersión . En el departamento de Ingeniería Civil: 
Transportes se están realizando diversas aplicaciones de estos modelos para la predicción de la 
frecuencia de accidentes de tráfico a partir de datos de carreteras españolas. Este modelo 
permite analizar datos de recuento en presencia de sobredispersión (Cameron y Trivedi, 1998). 
 
3.1.3 Bondad de ajuste del modelo 
 
La valoración del poder explicativo del modelo de predicción de accidentes no es ajena a los 
procesos metodológicos desarrollados en la implantación de los modelos de regresión, por lo 
que este poder se valora a partir de contrastes de bondad de ajuste. 
 
Tratando de proponer alternativas a los contrastes tradicionales de R2 en los modelos de 
predicción de accidentes, Fridstrom (1995) propuso un conjunto de contrastes de bondad de 
ajuste para tal propósito. De este conjunto en el trabajo de Vogt (1999), destacan la 
Desviación. Así mismo en diversos trabajos también se ha aplicado el criterio de información 
de Akaike (AIC), que se hace destacar por la oportunidad de su aplicación independientemente 
de las hipótesis en la estructura del modelo de regresión, así como el contraste 2  a nivel de 
análisis de residuos con datos puntuales como también a nivel de distribuciones de frecuencias 
en datos agrupados.  
 
Desviación (D): Medida de la bondad del ajuste del modelo respecto a los datos. Cuanto 
menor sea el valor, mejor será el ajuste.  
 
2R  de máxima verosimilitud: También es una medida análoga al 2R  de los modelos lineales 
y fue propuesta por Maddala (1983). Cuánto más próxima a 1 mejor será el modelo.  
 
Cuando se tiene una serie de modelos M1, M2,... con parámetros K1, K2,…, respectivamente, 
una metodología para compararlos corresponde a la función de máxima verosimilitud. La 
máxima verosimilitud permite seleccionar el modelo que realiza el mejor ajuste de los datos 
pero no penaliza su complejidad, lo que si sucede cuando se emplean medidas de contraste 
como el AIC y el BIC.  
 
Criterio de información de Akaike (AIC): Los mejores modelos son aquellos que presentaron 
el menor valor de AIC. Cuando los valores de AIC están muy cercanos, la elección del mejor 
modelo se puede realizar con base en el cálculo los pesos de Akaike (Burnham y Anderson, 
1998), que se calculan a partir de los coeficientes de Akaike. 
Criterio de información bayesiano (BIC): El BIC (Schwarz, 1978) es calculado para los 
diferentes modelos como una función de la bondad de ajuste del logaritmo de verosimilitud, el 
número de parámetros ajustados  y el número total de datos. El modelo con el más bajo valor 
de BIC es considerado el mejor en explicar los datos con el mínimo número de parámetros. 
 
Gráfico de residuos acumulados:. En resumen el procedimiento descrito por  de Vogt (1999) 
y Hauer (2004) se valora de la siguiente forma: 
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 Sí el ajuste es adecuado el diagrama de residuos acumulados deberá “oscilar” 
alrededor del eje de las abscisas y con una escasa amplitud. 
 
 Sí el ajuste es adecuado el diagrama de residuos cerrará muy próximo a cero 
(en el punto del valor mayor de la variable explicativa). 
 
3.2 Outliers 
 
Un Outlier se define como “aquella observación (o conjunto de observaciones) inconsistentes 
con el resto del conjunto de datos” (Barnet y Lewis ,1994) . Es decir,  aquella observación que 
siendo atípica y/o errónea, tiene un comportamiento muy diferente con respecto al resto de los 
datos frente al análisis que se desea realizar sobre las observaciones experimentales . 
 
En estas definiciones conviene observar las siguientes peculiaridades: 
 
 Las observaciones atípicas y erróneas exigen que los errores o variabilidades sean 
grandes 
 Los outliers no consideran todas las observaciones atípicas o erróneas, sino aquellas que 
tienen un comportamiento muy diferente respecto al resto de los datos. 
 
Ello viene motivado porque las técnicas o procedimientos para determinar o corregir este tipo 
de observaciones sólo tienen sentido en estas situaciones, ya que aquellas observaciones que 
no tienen un gran error o que se comportan como la mayoría, no van a afectar de forma 
determinante a las conclusiones que se realicen a partir de las mismas. 
 
3.2.1 Detección de Outliers 
  
Algunos de los  métodos clásicos utilizados para la  identificación de outliers son: 
 
-Método basado en el recorrido intercuartílico. 
-Diagrama Box&Whisker (Cajas y bigotes). 
-Método basado en la mediana de las desviaciones absolutas (MEDA). 
 
En esta comunicación hemos basado nuestro procedimiento de detección de outliers en el 
utilizado habitualmente para la detección de tramos de concentración de accidentes, basado en 
la desigualdad de Tchebychev con un tratamiento estratificado descrito a continuación. 
3.2.2 Método basado en la desviación típica. 
Este método se basa en la desigualdad de Tchebychev (
1
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a 1, las observaciones fuera de  ( , )x kS x kS   pueden ser considerados como outliers. 
 
4.METODOLOGÍA 
 
Partiendo del modelo resultante construido en investigaciones anteriores (Pardillo, 2008) (2): 
 
(-0.3937136 + 0.8700814 LNEXPO+0.265021 NINTER-0.1050077 VISMIN-0.005216 VEL_MIN-0.0249549 INCMAX+ 0.0069947 SPDVEL) ACC e       (2) 
 
Donde  la variable dependiente a predecir es la frecuencia estimada de accidentes con 
víctimas=ACC y las variables independientes con las que se relaciona son la exposición al 
riesgo=expo, la visibilidad mínima=vismin, la velocidad mínima=vel_min, el número de 
intersecciones en el tramo de 1km=ninter, la inclinación máxima=incmax y la desviación de 
la velocidad específica=spdvel. 
 
El primero de los pasos ha sido el obtener los outliers de la muestra para la variable IP (Índice 
de  peligrosidad (
8
º _ _
10
N Accidentes con víctimas
IP
veh km


, Pardillo (2004)) que es la variable 
tenida en cuenta habitualmente en los modelos de detección de tramos de concentración de 
accidentes, utilizando el método basado en la desviación diferenciado por intervalos de 
intensidades y para los outliers en la variable IP. 
 
 Se han estratificado las muestras por intensidades (0-1000, 1000-2000 ,2000-3000, 
3000-4000, 4000-5000, 6000-7000, 7000-15000 y 15000-20000). 
 
 Se han  eliminado los outliers para la variable índice de peligrosidad a diferentes niveles 
de significación (85, 90, 95 y 99) para cada estrato. 
 
 Se estudia el modelo utilizando el modelo de regresión binomial negativo 
 
En nuestro caso seleccionaremos como mejor modelo aquel que sea más parsimonioso (es 
decir, el modelo que mejor explica la variación de los datos y que requiere el menor número de 
parámetros) o lo que es lo mismo, el modelo que presente menor valor del criterio de 
información de Akaike (AIC). 
 
5. RESULTADOS 
 
Aplicado el método basado en la desviación típica para obtener los outliers y eliminados para 
su posterior tratamiento obtenemos los siguientes resultados y este gráfico, que refleja los 
outliers detectados en la muestra a un nivel de significación del 85%  por el procedimiento 
estratificado. Figura 1: 
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Figura 1: Gráfico outliers a NC: 85% 
 
Aplicado el modelo resultante de estudios anteriores (Pardillo, 2008), partimos de las variables 
recogidas en el primer registro de la siguiente tabla que también incluye los parámetros de 
bondad de ajuste para los mejores modelos construidos, a un nivel de confianza del 95% para 
los diferentes conjuntos de datos. Tabla 1. 
 
 
Tabla 1: Ajustes de los modelos con todos los criterios de bondad de ajuste y nº 
outliers 
 
Así vemos que con todos los criterios de bondad de ajuste el modelo mejora (incluyendo 
incluso, en algún caso,  una variable menos) al observar que las cuatro medidas de bondad de 
ajuste mejoran en todos los casos al modelo que trata todos los datos. Además, debido a que la 
diferencia entre los diferentes coeficientes de Akaike es baja, al estudiar el peso de Akaike 
confirmamos la elección, por ser el mayor de todos. 
 
Por otro lado, el gráfico de residuos acumulado mejora el modelo seleccionado previamente 
sin tratamiento de outliers. Figura 2: 
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Figura 2: Gráficos Residuos Acumulados de los modelos inicial y seleccionado. 
 
El modelo seleccionado por tener los mejores coeficientes de bondad de ajuste descritos es el 
Modelo_85% (modelo construido eliminando los outliers a un nivel de confianza del 85%) (3): 
 
(-0.9361179   + 0.9154474 LNEXPO+0.1910163 NINTER-0.0836082 VISMIN-0.0025976 VEL_MIN+ 0.0051495 SPDVEL) ACC e      (3) 
 
6. CONCLUSIÓN 
 
Al obtener una mejora en los coeficientes de bondad de ajuste y por lo tanto en los modelos, 
podemos concluir que el modelo mejora en los casos en los que se eliminan los ouliers, por lo 
que los TCAs podrían considerarse casos excepcionales que no recoge el modelo de regresión 
de partida utilizado para la predicción de accidentes de tráfico. 
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