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1 Introduction
Stochastic programming (SP) is one model of decision making under uncertainty
and can be generally formulated as follows:
(M)
minimize E{f0(ξ, x)} =
∫
Ξ






Here (Ξ,S, P ) is a probability space, f0 : Ξ × IRn → IR is a random lower










where, for j = 1, . . . , m, gij is lsc. Recall that IR = IR ∪ {+∞}.This model is
general enough to represent the classical two-stage stochastic program as well
as the multi-stage SP which models a sequential decision making problem [9],
[7].
In many applications, the probability measure P representing the underlying
uncertainty of the problem is not known and must be estimated. One convenient
estimator is the empirical measure P ν based on a random sample ξ1, . . . , ξν .
Since P ν is based on a random sample, it is a random measure and results in a
random SP:
(Mν)
minimize Eν{f0(ξ, x)} =
∫
Ξ








When the random sample ξ1, . . . , ξν is independent and identically dis-
tributed (iid), several authors [2],[6], [10] obtained various laws of large numbers
for these random problems. These theorems establish that the random prob-
lems epi-converge to the true problem. This implies that if xν is a sequence of
solutions of the sampled problems, then any cluster point of xν is an optimal so-
lution of the true problem. In the more general case when ξ1, . . . , ξν is strongly
stationary, Korf and Wets [11] proved an ergodic theorem which establishes the
same type of behavior as these laws of large numbers.
Whereas the above authors focus on the behavior of primal solutions of
Mν , we consider the asymptotic behavior of both the primal and dual solutions
simultaneously, that is to say, we investigate the saddle points of the random
approximating problems and establish convergence to saddle points of the true
problem. In his Ph.D. thesis[1], Abdulfattah considered this problem when
the sampling is iid. In this paper, we relax some of Abdulfattah’s conditions,
although we restrict our setting to IRn, and we consider the case when the sam-
pling is stationary. In order to do this, we consider the lagrangians associated
with the true and approximating problems and demonstrate, under appropriate
conditions, the almost sure epi/hypo-convergence of the random lagrangians to
the true lagrangian; this is the ergodic theorem for random lagrangians and
it implies that the outer set-limit of the set of saddle points of the random
lagrangians is a subset of the set of saddle points of the true lagrangian.
Towards this end we reformulate problem (M) using a convex and finite penalty
function to obtain the problem (we assume no equality constraints and so set
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g1 = g in what follows) Mθ:
Minimize E{f0(ξ, x)}+ θ(g(x)) over IRn,
where θ : IRm → IR+. We can associate the following lagrangian L : IRn×IRm →




f0(ξ, x)P (dξ)+ < g(x), y > −θ∗(y),
where θ∗ is the conjugate of θ.





k, x)− < g(x), y > −θ∗(y).
Observe that the lagrangian Lν is dependent upon the random sample
ξ1, . . . , ξν and is therefore itself random. Our ergodic theorem will give suf-
ficient conditions for the epi/hypo-convergence of Lν to L, which implies the
following stability result: Let (xν , yν) be saddle points for Lν . If (xνm , yνm) is a
subsequence of (xν , yν) that converges almost surely to some point (x, y), then
(x, y) is a saddle point of L.
The paper is organized as follows. Section 2 contains a discussion of epi/hypo-
analysis, a body of variational results specific to lagrangians. In section 3, we
review the probabilistic setting of our problem. In section 4, we modify the
results of Korf and Wets in order to apply them to random lagrangians and in
the process prove a new ergodic theorem for the average problem for random lsc
functions. Section 5 contains our main results: the ergodic theorems for random
lagrangians. The first ergodic theorem applies to the problem of finding the




This problem we call the conjugate problem or the average problem for random
lagrangians. The second ergodic thereom applies to the standard problem where




In section 6 we apply our theorem to stochastic programming.
2 Epi/Hypo-Analysis
We presuppose the reader to be familiar with some basic notions of variational
analysis, e.g. epi-graph, epi-convergence and outer and inner set limits. For a
discussion of these and other concepts we refer the reader to [13].
The conjugate of f , also called the Legendre-Fenchel transform of f , is
f∗(x∗) = sup
x∈IRn
{< x, x∗ > −f(x)}.
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Epi-addition and epi-multiplication are well known tools in optimization that
are often used to obtain functions with regularity properties [13, Chap 1, sec.
H]. The definition of the epi-sum of f and g, denoted f +e g, is
f +e g(x) = inf{f(u) + g(v)|u + v = x}.
Epi-multiplication of f by α > 0, denoted by α ∗
e











f0(x) if x ∈ C ⊂ IRn
+∞ otherwise.
where f0 is real-valued and convex, and C is a convex subset of IRn. We em-
bed the problem (P) into a parameterized family of problems. To this end we
introduce a convex perturbation function F : IRn × IRm → IR so that
F (x, 0) = f(x).
We now form the lagrangian L : IRn × IRm → IR:
L(x, y) = infy∗∈IRm{F (x, y∗)− < y∗, y >}.
We denote by argminimax
IRn,IRm
L the saddle points of L. These are points (x̄, ȳ) ∈
IRn × IRm such that
L(x̄, y) ≤ L(x̄, ȳ) ≤ L(x, ȳ), ∀x ∈ IRn, ∀y ∈ IRm.
The convex parent of L is the function F : IRn × IRm → IR defined as
F (x, y∗) = supy∈IRm{L(x, y)+ < y, y∗ >}.
The concave parent of L is G : IRn × IRm → IR defined as
G(x∗, y) = infx∈IRn{L(x, y)− < x, x∗ >}.
We say that the bi-function L is closed, if F ∗ = −G and (−G)∗ = F . When
dealing with a function of two variables such as Φ(x, y), we will use Φx and Φy
to indicate conjugation with respect the first and second variables respectively.
We will use Φ∗ to indicate conjugation with respect to both variables at the
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same time.
Let L1 and L2 be two lagrangians. Their epi/hypo-sum is
L1 +e/h L2(x, y) = infu1+u2=x supv1+v2=y{L1(u1, v1) + L2(u2, v2)}.
We define the epi/hypo-product of the scalar α > 0 and L as
α ∗
e/h
L(x, y) = αL(α−1x, α−1y).
We also define a notion of convergence that is useful when we are approxi-
mating lagrangians. We say a sequence of lagrangians Lν epi/hypo-converge to
a lagrangian L, and we write Lν →e/h L, [4], if
(a) ∀(x, y) and ∀xν → x, ∃yν → y such that
lim inf
ν→∞
Lν(xν , yν) ≥ L(x, y) and
(b) ∀(x, y) and ∀yν → y, ∃xν → x such that
lim sup
ν→∞
Lν(xν , yν) ≤ L(x, y).
Epi/hypo-convergence induces convergence of saddle points.
Theorem 2.1 [3, Theorem 2.5]. Let {Lν , L : IRn × IRm → IR} be a collection










Recall the definition of epi-convergence[13, Proposition 7.2]: A sequence of func-
tions {f, fν : IRn → IR} epi-converges to f : IRn → IR, written fν →e f , if for all
x ∈ IRn,
(i)∀xν → x, lim inf fν(xν) ≥ f(x),
(ii)∃xν → x, lim sup fν(xν) ≤ f(x).
The following theorem relates epi/hypo-convergence of the lagrangians to the
epi-convergence of their parents.
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Theorem 2.2 [3, Theorem 2.4]. Let {Lν , L : IRn × IRm → IR} be a collection
of closed convex-concave lagrangians with convex and concave parents {F ν , F :
IRn×IRm → IR} and {Gν , G : IRn×IRm → IR} respectively. Then the following
are equivalent
(i) F ν →e F
(ii) −Gν →e −G
(iii) Lν →e/h L.
The next lemma shows that in order to establish epi/hypo-convergence of
Lν to L on IRn × IRm, it is sufficient to show it on the special set R, a dense
subset of IRn × IRm.
Lemma 2.3. Let R1 be the projection onto IRn × IRm of a countable dense
subset of epiF where F is the convex parent of the closed largrangian L. Let
R2 be the projection onto IRn× IRm of a countable dense subset of e-lim inf F ν
where F ν is the convex parent of Lν . To show epi/hypo-convergence of Lν to
L on IRn × IRm, it is sufficient to show it on the set R where R = R1
⋃R2.
Proof. By [3, Theorem 2.4], Lν →e/h L if and only if F ν →e F where F ν and F
are the convex parents of Lν and L, respectively. Lemma 2.6 in [11], implies
that in fact if F ν →e F on R then F ν →e F on all of IRn × IRm. Now assume
that Lν →e/h L on R. Then F ν →e F on R. The conclusion follows.
We say a bi-function L satisfies hypothesis (H), if there exits y0, y1 ∈ IRm
such that
(i) x 7−→ L(x, y0) is coercive
(ii) x 7−→ L(x, y1) is proper,
and for every y
(iii) L(·, y) is lsc.
Remark 1: Recall first that a function f is proper, if −∞ < f 6≡ +∞.
Remark 2: Any proper closed lagrangian is equivalent to (has the same saddle
points as) a lagrangian that satisfies part (iii) of condition H [4].
Some of the properties of epi/hypo-addition, as well as the relation between the
epi/hypo-sum of lagrangians and the epi-sum of their convex parents, are given
by the following theorem:
Theorem 2.4[1, Proposition 4.3]. Given three convex-concave bi-functions Li :
IRn × IRm → IR, i = 1, 2, 3 satisfying condition H, we have:
(i) (L1 +e/h L2) = (L2 +e/h L1)
(ii) ∀λ > 0, λ ∗
e/h
(L1 +e/h L2) = (λ ∗e/h L1) + (λ ∗e/h L2)
(iii) L1 +e/h (L2 +e/h L3) = (L1 +e/h L2) +e/h L3.
(iv) [−(L1 +e/h L2)]∗y (x, y∗) = [(−L)∗y (·, y∗) +e1 (−L2)∗y (·, y∗)](x)
(v) ∀λ > 0, (λL1)∗y = λ ∗e L∗y1 .
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We will later need the following result regarding the joint epi-convergence
of convex functions.
Theorem 2.5. Consider a collection of convex lsc functions {fν : IRn× IRm →
IR}. Assume:
(i) ∀y, f0(·, y) is proper.
(ii) there exists a dense set D ⊆ IRm such that ∀y ∈ D,
fν(·, y)→e f0(·, y).
Then,
fν(·, ·)→e f0(·, ·).
Before proving this theorem we give two Lemmas.
Lemma 2.6. Suppose f : IRn × IRm → IR is proper, convex and lsc. Then
fλ(x, y) := inf
u∈IRn
{f(u, y) + 12λ ‖ u− x ‖2}
is convex and continuous (jointly in x and y) for all λ.
Proof. The fact fλ is convex is a direct result of proposition 2.22 in [13].
The fact that, a fixed y, fλ(·, y) is proper implies that fλ is finite valued over
IRn × IRm, and hence it is continuous.
Lemma 2.7. [13, Proposition 7.37]) Suppose that the sequence {hν : IRn → IR}














Finally, the proof of theorem 2.5:
Proof. The “limsup” part of epi-convergence is clear. To prove the “ liminf”
part, consider the following functions on IRn × IRm:
fλ,ν(x, y) = inf
u∈IRn
{fν(u, y) + 1
2λ
||u− x||2}
fλ,0(x, y) = inf
u∈IRn
{f0(u, y) + 1
2λ
||u− x||2},
where || · || is the norm in IRn. Then, by lemma 2.6, fλ,ν →p fλ,0 on IRn ×D.
Condition (i) implies that int dom fλ,0 6= ∅. Moreover, fλ,0 is lsc by lemma 2.5.
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Therefore, fλ,ν →e fλ,0 on IRn × IRm by [13, theorem 7.17]. Hence, ∀(x, y) ∈
IRn × IRm, ∀xν → x and ∀yν → y, we have
lim inf
ν→∞
fν(xν , yν) ≥ lim inf
ν→∞
fλ,ν(xν , yν) ≥ fλ,0(x, y). (1)
Hence, by taking the limit of (1) as λ → 0, we obtain [13, theorem 1.25]
lim inf
ν→∞
fν(xν , yν) ≥ f0(x, y).
Note that assumption (ii) is satisfied by setting D = R.
3 Probabilistic Framework
We consider a complete probability space (Ξ,S, P ). A function f : Ξ×IRn → IR
is a random lsc function, if the set-valued mapping ξ 7−→ epi f(ξ, ·) : Ξ →→ IRn×IR
is a random closed set. For more details on random sets see [11]. An equivalent
definition is to say that f : Ξ × IRn → IR is a random lsc function, if both the
following hold
(i) ∀ξ ∈ Ξ the function f(ξ, ·) is lsc;
(ii)(ξ, x) 7−→ f(ξ, x) is (S ⊗ B) measurable.
A family of random lsc-functions is independent (identically distributed), if the
associated random closed epi-graphs are independent (identically distributed).
Again see [11] for details. We will also consider the space LCC(IRn × IRm)
of closed convex-concave bi-functions which take values in IR. A bi-function
L : Ξ× IRn× IRm −→ IR is a random lagrangian, if the following two conditions
hold:
(i) ∀ξ ∈ Ξ, L(ξ, ·, ·) ∈ LCC(IRn × IRm)
(ii) F : Ξ× IRn × IRm −→ IR is a random lsc-function.
Two random lagrangians L1 and L2 are iid, if their convex parents F1 and F2
are iid. We also note that L(·, x, y) is measurable since it is the conjugate, with
respect to the y variable, of a measurable function f(·, x, y∗) [1, Remark 3.6].












u(ξ)P (dξ) = x}
where U = {u : Ξ → IRn|u is S− integrable }.




















L(ξ, u(ξ), v(ξ))P (dξ)| ∫
Ξ
u(ξ)P (dξ) = x,
∫
Ξ
v(ξ)P (dξ) = y}
where U is defined as above and V = {v : Ξ → IRn|v is S− integrable }.
In this paper, when we epi-integrate or epi-sum a bivariate function, we always
perform these operations with respect to the x-variable only. For example, if F









F (ξ, u(ξ), y∗)P (dξ)|
∫
Ξ
u(ξ)P (dξ) = x}
where U = {u : Ξ → IRn|u is S− integrable }.
When considering a random lagrangian L(ξ, x, y), we use a modification of




We say L satisfies condition (Ĥ), if there exists y0, y1 ∈ IRm such that
(i) x 7−→ L(ξ, x, y0) ≥ ψ(||x||) a.s.
(ii) x 7−→ L(ξ, x, y1) is proper a.s.,
and for all y,
(iii) L(ξ, ·, y) is lsc a.s.
Lemma 3.1. If a random, closed and convex-concave lagrangian L satisfies









F (ξ, x, y∗)P (dξ)
where F is the convex parent of L.
To simplify the notation in the proof, we will use L1 to denote L1(Ξ) where









v(ξ)P (dξ) respectively, where u and v are elements in L1.
Proof of Lemma 3.1. Let Φ(x, y∗) be the convex parent of e/h-
∫
Ξ
L(ξ, ·, ·)P (dξ),
then by definition
Φ(x, y∗) = sup
y
{< y, y∗ > +e/h-
∫
Ξ
L(ξ, x, y)P (dξ)},
and hence
Φ(x, y∗) = sup
y










L(ξ, u(ξ), v(ξ))P (dξ)},
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and












L(ξ, u(ξ), v(ξ))P (dξ)}.
Now, for a fixed y∗, define G : L1 × Y → IR:






L(ξ, u(ξ), v(ξ))P (dξ)}
By the assumptions of our lemma, G satisfies the conditions of Moreau’s
theorem [12]: Due to part (i) of condition (Ĥ) and the fact that P is a probability







L(ξ, u(ξ), v(ξ))P (dξ) ≥
∫
Ξ
L(ξ, u(ξ), y0)P (dξ).
Hence, by Theorem 1.3. in Chap VIII in [8], the set{u|G(u, y0) ≤ α} is
weakly compact in L1. Moreover, for any y, G(·, y) is weakly lsc over L1 [8,














































F (ξ, u(ξ), y∗)P (dξ).
The above proof is more general than the proof in [1]. Note that part (i)
of our condition (Ĥ) is required for a single y0 whereas Abdulfattah required
the lagrangians to be equi-coercive uniformly in all values of y (condition (i) in
Theorem 5.6 in [1]), a condition that is difficult to verify in applications.
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Theorem 3.2. Consider the following sequence of functions {F ν : Ξ × IRn ×
IRm → IR}. Assume that almost surely, F ν(ξ, ·, ·) is convex and lsc. Assume
moreover,
(i) F 0(·, ·) is convex, lsc. and ∀y, F 0(·, y) is proper.
(ii) there exists a countable dense set D ⊂ IRm such that for all y, ∃Ξy with
measure one such that ∀ξ ∈ Ξy,
F ν(ξ, ·, y)→e F 0(·, y).
Then P−almost surely,
F ν(ξ, ·, ·)→e F 0(·, ·).
Proof. From our assumptions, and for any y ∈ D, let ξ ∈ Ξy, the assumption
(ii) of Theorem 2.4 is satisfied. Take Ξ̄ =
⋂
y∈D Ξy. Then, Ξ̄ has measure 1, and
for any ξ ∈ Ξ̄ the assumptions of Theorem 2.4. are satisfied. Hence P−almost
surely,
F ν(ξ, ·, ·)→e F 0(·, ·).
Note that assumption (ii) is satisfied by taking D = R2.
4 Ergodic Theorems for Random Lower Semi-
continuous Functions
Again, let (Ξ,S, P ) be a complete probability space. A function ϕ : Ξ → Ξ is
measure preserving, if for all A ∈ S, P (ϕ−1(A)) = P (A). The event A is called
invariant, if ϕ−1(A) = A almost surely, i.e. P (ϕ−1(A)4A) = 0 where 4 is the
symmetric difference operator. Now we define ergodicity:
Definition 4.1 (ergodicity). Let I denote the σ-field of invariant events of the
measure preserving map ϕ : Ξ → Ξ. Then ϕ is ergodic if for all A ∈ I, P (A) ∈
{0, 1}, i.e. I is trivial.
Korf and Wets [11] proved this ergodic theorem for random lsc-functions using
the scalarization technique:
Theorem 4.2 [11, Theorem 7.2]. Let f be a random lsc function defined on
Ξ × IRn, and let ϕ : Ξ → Ξ be an ergodic transformation. Then, whenever




k−1(ξ), ·)→e Ef P − a.s.
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In this paper, we will need an ergodic theorem for the conjugate or aver-







f(ξ, x) P (dξ).
Theorem 4.3. Let f be a random convex lsc function defined on Ξ × IRn,
ϕ : Ξ → Ξ be an ergodic transformation. Further, let the following condition
hold:














k−1(ξ), ·)]∗ = 1/ν ∑νk=1 f∗(ϕk−1(ξ), ·) and
(e-Ef)∗ = Ef∗.





∗(ϕk−1(ξ), ·)→e E(f∗) P − a.s.






k−1(ξ), ·)→e e-Ef P − a.s.
5 Ergodic Theorems for Random Lagrangians
This section contains our main results. The first is an ergodic theorem for the










Theorem 5.1. Let (Ξ,S, P ) be a probability space, ϕ : Ξ → Ξ be an ergodic
transformation, and L : Ξ× IRn × IRm → IR a random lagrangian with convex
parent F . Assume :
(i) almost surely, L satisfies condition Ĥ and for all ξ, L(ξ, ·, ·) is closed.
(ii) for every y∗, Φ(x, y∗) = e-
∫
Ξ
F (ξ, ·, y∗)P (dξ)(x) is proper.
(iii) for every y∗, there exists Ξy∗ of measure one such that the function







L(ϕk−1(ξ), ·, ·)→e/h e/h-EL.













F (ϕk−1(ξ), ·, y∗)}(x).
Let Φ be the convex parent of e/h-EL = e/h-
∫
Ξ
L(ξ, ·, ·)P (dξ). Then by lemma
3.1, we have
Φ(x, y∗) = e-
∫
Ξ
F (ξ, x, y∗)P (dξ).
By assumption (iii) and theorem 4.3, we have





k−1(ξ), ·, y∗)→e Φ(·, y∗) P − a.s.
Moreover, using assumption (ii) and Theorem 3.2., we get, P−almost surely,
Φν(ξ, ·, ·)→e Φ(·, ·)






k−1(ξ), ·, ·)→e/h e/h-EL P − a.s.
We prove a pivotal duality result that will allow us to use the previous theorem
to prove our main result. Given a proper convex-concave and closed L, we define






{< x, x∗ > −L(x, y)}]y.
Since {< x, x∗ > −L(x, ·)} is convex and proper, we have [13, Theorem 11.23]
−L∗(x∗, y∗) = cl con inf
x
{[< x, x∗ > −L(x, y)]y},
where cl is the lower closure with respect to y∗, and con infx{[< x, x∗ > −L(x, ·]y}
is the function whose epigraph is the convex hull of the epigraph of the function
infx{[< x, x∗ > −L(x, ·)]y}. Hence,




{< y, y∗ > − < x, x∗ > +L(x, y)}]
= cl con inf
x
[F (x, y∗)− < x, x∗ >],
and hence,
−L∗(x∗, y∗) = cl con −F x(x∗, y∗)
where F is the convex parent of L. In particular, note that L∗(x∗, y∗) ≥
F x(x∗, y∗).
Theorem 5.2. Let (Ξ,S, P ) be a probability space, ϕ : Ξ → Ξ be an ergodic
transformation and L : Ξ×IRn×IRm → IR a random closed lagrangian. Suppose












∗(ϕk−1(ξ), ·, ·)→e/h e/h-E(L∗) P − a.s.
Proof. We first calculate the convex parents of the terms in (ii). We have, by
theorem 2.4 and the definition of L∗,



















By definition of L∗ and the the last equation of the proof of Lemma 3.1,
Φ(x, y∗) = e-
∫
[−(L∗)]y P (dξ) = e-
∫
(Lx)(ξ, x, y∗) P (dξ).
Now we calculate Ψν and Ψ, the concave parents of the terms in (i).
By [13, Proposition 1.2.1], we have
−Ψν(x∗, y) = sup
x










Similarly, since L satisfies part (iii) of Ĥ,
∫
L(ξ, ·, y)P (dξ) is lsc, we have
−Ψ(x, y) = (EL)x = e-E(Lx).
Of course Φν and −Ψν are the same and so are Φ and −Ψ. Hence, the
conclusion of our theorem follows immediately from Theorem 2.2.
We are now ready to state and prove our main result: the ergodic theorem
for random lagrangians.
Ergodic Theorem 5.3. Suppose L∗ satisfies the conditions of Theorem 5.1.













L(ϕk−1(ξ), ·, ·)] ⊆ argminimax
IRn,IRm
EL.
Proof. The proof follows from theorems 5.1, 5.2 and 2.1.
Cautionary Note to the Reader: The reader may initially think that there is
a much simpler proof of this theorem. He or she may observe that if one simply
shows epi-convergence in the first argument and hypo-convergence in the second
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then this is sufficient to induce epi/hypo-convergence. In other words to show
that
Lν(·, ·) →e/h L(·, ·)
first fix y = ȳ (where ȳ is arbitrary) and show
Lν(·, ȳ) →e L(·, ȳ) (2)
and then fix x = x̄ (where x̄ is arbitrary) and show
−Lν(x̄, ·) →e −L(x̄, ·). (3)
Such a theorem is true. However this new mode of convergence defined by (2)
and (3) is much stronger than epi/hypo-convergence. In fact it is so strong, that
it is quite useless. So any ergodic theorem which relies on this too-strong mode
of convergence is also useless.
6 Application: Stochastic Programming
We apply Theorem 5.3 to the model described in the introduction and thus
show that saddle points obtained from ergodic sampling converge almost surely
to a saddle point of the original problem. In order to satisfy the assumptions
of Theorem 5.3, we assume that f0 is convex, lsc in x and measurable in ξ.
Moreover, we assume that for every i, gi is convex and lsc. We also need some
conditions on the lagrangian
L(ξ, x, y) = f0(ξ, x)+ < g(x), y > −θ∗(y)
and its convex parent
F (ξ, x, y∗) = f0(ξ, x) + θ(g(x + y∗)).
We will assume the following
A1: f0(ξ, x) ≥ 0, and ∃x̄ such that
∫
Ξ
f0(ξ, x̄)P (dξ) < +∞.
A2: For all i, gi are level bounded over IRn.
A3: The function θ is convex, finite, and coercive. Hence, θ∗ is also convex,
finite, and coercive.
A4: There exists a function ψ2 : IR → IR such that
f0(ξ, x) + θ(g(x)) ≤ ψ2(|x|), a.s.,




Since f0 is normally a cost function, A1 is a natural assumption. The level-
boundedness of g in A2 is also a standard condition that is need for the exis-
tence of a solution for the problem. Clearly L satisfies parts (ii) and (iii) of
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Ĥ (see Remark 1, page 7). Moreover, for y0 > 0, A3 implies that L(ξ, x, y) =
f0(ξ, x)+ < g(x), y0 > −θ∗(y0) is coercive, which is part (i) of Ĥ. Similarly, L∗
satisfies parts (ii) and (iii) of condition Ĥ. Condition A4 implies that
ψ∗2(|x∗|) ≤ [f0(ξ, x) + θ(g(x))]x ≤ F x(ξ, x∗, 0) ≤ L∗(ξ, x∗, 0) a.s,
[13, theorem 11.21]. Hence, condition (i) of (Ĥ) holds.








L(ξ, x, y) ≤ f0(ξ, x̄)+ < y, g(x̄) > −θ∗(y)
and the right side of the above inequality is integrable by A1. Thus, condition
(iii) of 5.1. is satisfied. Note also that Φ(·, y) = e-∫
Ξ
Lx(ξ, ·, y)P (ξ) is proper,
which is condition (ii) of 5.1 : This true because for any y,
∫
Lx(ξ, 0, y)P (dξ) <
+∞ since the function ξ → L(ξ, x̄, y) is integrable. Moreover, ∀x∗, ∀y, and for
x̄ from A1, we have
Lx(ξ, x∗, y) ≥< x∗, x̄ > −L(ξ, x̄, y > .
Hence, ∀x(·) ∈ L1 such that ∫ x = x∗, we have
∫
Ξ
L(ξ, x(ξ), y) ≥
∫
Ξ
(< x(ξ), x̄ > −L(ξ, x̄, y >)P (dξ),
and thus
Φ(x∗, y) = e-
∫
Ξ
Lx(ξ, x∗, y)P (dξ) > −∞.
We have showed that L and L∗ satisfy condition Ĥ, and that L∗ satisfies the
conditions of Theorem 5.1. Therefore, we can now apply theorem 5.3 to obtain
the desired result about the convergence of saddle points generated through an
ergodic sampling process. We summarize the above in our last theorem - the
ergodic theorem for stochastic convex programming:
Theorem 6.1. Consider the following stochastic convex program:
minimize E{f0(ξ, x)} =
∫
Ξ






















L(ξ, x, y) = f0(ξ, x)+ < g(x), y > −θ∗(y).
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