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LetMn be the algebra of all n × nmatrix over a field F , A a rank one
matrix inMn. In this article it is shown that if a bilinear map φ from
Mn ×Mn toMn satisfies the condition that φ(u, v) = φ(I, A)when-
ever u · v = A, then there exists a linear map ϕ fromMn toMn such
that φ(x, y) = ϕ(x · y), ∀ x, y ∈ Mn. If φ is further assumed to be
symmetric then there exists a matrix B such that φ(x, y) = tr(xy)B
for all x, y ∈ Mn. Applying the main result we prove that if a linear
maponMn is desirable at a rankonematrix then it is aderivation, and
if an invertible linear map on Mn is automorphisable at a rank one
matrix then it is an automorphism. In other words, each rank one
matrix in Mn is an all-desirable point and an all-automorphisable
point, respectively.
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1. Introduction
Recently, several papers (see e.g. [1–3]) described bilinearmaps on algebras through their action on
elements whose products are zero. In [1], Brešar and Sˇemrl gave various characterizations of bilinear
maps φ fromMn × Mn to an R−module V with the property that φ(x, y) = 0 whenever x commutes
y, whereMn is over a commutative unital ring R. As a main application of this result, the authors gave
a definitive solution of the problem of describing commutativity preserving linear maps from Mn to
Mn for the case that the base field is an arbitrary field. In [2], the authors proved that a bilinear map
φ from Mn × Mn to a linear space V , where the base field is the complex field, must be of the form
φ(x, y) = ϕ1(xy) + ϕ2(yx) for some linear maps ϕ1, ϕ2 from Mn to V in case that φ(u, v) = 0
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whenever u and v are orthogonal. In [3], the authors obtained a more general result that φ(x, y) =
ϕ1(xy) + ϕ2(yx) under the assumption that φ(u, v) = 0 whenever u and v are rank one idempotents
that are orthogonal. Themain idea of these papers is to set up some relations between certain classical
linear preserving problems, say for example, linearmaps preserving zero products, commutativity, etc.
and certain bilinear maps which is determined by elements whose products are zero. It is somewhat
interesting that the more complicated setting of bilinear maps sometimes seems more suitable than
the original setting of linear ones. As per what the authors said in [3] that bilinear maps are of some
interest in their own right, and might have some other applications that are yet to be found (in this
article, we will give two new applications of such maps).
We find that the previous work concerning bilinear maps on algebras all described bilinear maps
through their actions on elements whose products are zero. Now a question arises naturally: Does a
bilinear map φ on an algebra A take the same form as it usually does if the actions of φ on elements
whose products are a fixed nonzero element are given? In this article, we will answer this question
for the case that A is the matrix algebra Mn over an arbitrary field and the fixed nonzero element is
taken to be a rank onematrix. Themotivation of treating this problem comesmainly from some recent
papers studying all-desirable points for certain algebras [4–6]. In these papers, the authors often use
operator algebra techniques to prove that a given nonzero point is an all-desirable one. One of the goals
of this paper is to show that the problem of determining all-desirable points and all-automorphisable
points can sometimes be reduced to the easier problem of describing certain types of bilinear maps.
2. Basic theorem
Let us fix the notation. By F we denote an arbitrary field and by Mn we denote the algebra of all
n × nmatrices over F . Matrix units are denoted by eij as usual and the identity matrix is denoted by I.
The trace of a matrix B is denoted by tr(B). The transpose of a column vector α is denoted by α′.
Lemma 2.1. Let n > 2 and let φ : Mn × Mn → Mn be a bilinear map.
(i) If φ(u, v) = φ(I, e11) whenever u · v = e11, then there exists a linear map ϕ : Mn → Mn such
that φ(x, y) = ϕ(x · y), ∀ x, y ∈ Mn.
(ii) If φ(u, v) = φ(I, e12)whenever u · v = e12, then there exists a linear map ϕ : Mn → Mn such
that φ(x, y) = ϕ(x · y), ∀ x, y ∈ Mn.
Proof. Wewill prove (i) and (ii) simultaneously. By δwe denote 1 or 2 fixedly, andwe denoteφ(I, e1δ)
by Q . Define a linear map ϕ : Mn → Mn by its action on matrix units as
ϕ(eij) = φ(eii, eij)
and extend it linearly. Namely, ϕ sends any x of the form x = ∑ni=1∑nj=1 xijeij to
n∑
i=1
n∑
j=1
xijφ(eii, eij).
By the definition of ϕ and the assumption on φ, we know that ϕ maps e1δ to Q . Now let us verify
whether or not φ(x, y) = ϕ(x · y), ∀ x, y ∈ Mn. To achieve the goal we need firstly to verify the
equality φ(eij, ekl) = ϕ(eij · ekl) for each pair of matrix units eij and ekl in different cases.
Case 1. We consider firstly the case when j = k. This case is split into three subcases:
Case 1.1. i = 1.
By eij(ejδ + ekl) = e1δ , we have that
φ(eij, ejδ + ekl) = Q .
Since φ is bilinear, it could be rewritten as
φ(eij, ejδ) + φ(eij, ekl) = Q .
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Noting that eijejδ = e1δ we obtain φ(eij, ejδ) = Q . Thus we get
φ(eij, ekl) = 0 = ϕ(eij · ekl).
Case 1.2. l = δ.
By (e1k + eij)ekl = e1δ , we have that
φ(e1k + eij, ekl) = Q .
That is
φ(e1k, ekl) + φ(eij, ekl) = Q .
By e1kekl = e1δ we obtain φ(e1k, ekl) = Q , which follows that
φ(eij, ekl) = 0 = ϕ(eij · ekl).
Case 1.3. i = 1 and l = δ.
Choose t such that t = j and t = k (recall that n > 2). Then by (eij + e1t)(ekl + etδ) = e1δ we have
that
φ(eij + e1t, ekl + etδ) = Q .
Expand it and notice that φ(eij, etδ) = φ(e1t, ekl) = 0 and φ(e1t, etδ) = Q (thanks to Cases 1.1 and
1.2), we obtain
φ(eij, ekl) = 0 = ϕ(eij · ekl).
Case 2. i = j = k.
The equality φ(eij, ekl) = ϕ(eij · ekl) follows from the definition of ϕ.
Case 3. i = j = k.
We now split this case into the following four subcases:
Case 3.1. i = 1 and l = δ.
Since eij · ekl = e1δ we have
φ(eij, ekl) = Q = ϕ(eij · ekl).
Case 3.2. i = 1 but l = δ.
It follows from
(eij + e11)(ekl − e1l + e1δ) = e1δ
that
φ(eij + e11, ekl − e1l + e1δ) = Q .
Applying Case 1 we know φ(eij, e1l) = φ(eij, e1δ) = φ(e11, ekl) = 0. Also φ(e11, e1δ) = Q . Thus
φ(eij, ekl) = φ(e11, e1l) = ϕ(e1l) = ϕ(eij · ekl).
Case 3.3. l = δ but i = 1.
It follows from
(eij − eii + e1i)(ekl + eiδ) = e1δ
that
φ(eij − eii + e1i, ekl + eiδ) = Q .
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Since φ(eij, eiδ) = φ(eii, ekl) = φ(e1i, ekl)=0 and φ(e1i, eiδ) = Q , we get
φ(eij, ekl) = φ(eii, eiδ) = ϕ(eiδ) = ϕ(eij · ekl).
Case 3.4. i = 1 and l = δ.
Choose t such that t = j and t = i (recall that n > 2). We have
(eij + e1t + eii)(ekl − eil + etδ) = e1δ.
It follows that
φ(eij + e1t + eii, ekl − eil + etδ) = Q .
Since φ(eij, eil) = φ(eij, etδ) = φ(e1t, ekl) = φ(e1t, eil) = φ(eii, ekl) = φ(eii, etδ) = 0 and
φ(e1t, etδ) = Q , we have that
φ(eij, ekl) = φ(eii, eil) = ϕ(eil) = ϕ(eij · ekl).
Now it has been shown that φ(eij, ekl) = ϕ(eij · ekl) holds for any i, j, k, l, no matter whether they
are distinct or not. We can now claim that φ(x, y) = ϕ(x · y) holds for any x and y. Assume
x =
n∑
i=1
n∑
j=1
xijeij, y =
n∑
k=1
n∑
l=1
yklekl.
Since ϕ is linear and φ is bilinear, we have that
φ(x, y) = φ
⎛
⎝ n∑
i=1
n∑
j=1
xijeij,
n∑
k=1
n∑
l=1
yklekl
⎞
⎠
=
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
xij ykl φ(eij, ekl)
=
n∑
i=1
n∑
j=1
n∑
k=l
n∑
l=1
xij ykl ϕ(eij · ekl)
= ϕ(x · y). 
Lemma 2.2. Let n > 2, t a nonzero element in F, and let φ : Mn × Mn → Mn be a bilinear map. If
φ(u, v) = φ(I, te11) whenever u · v = te11, then there exists a linear map ϕ : Mn → Mn such that
φ(x, y) = ϕ(x · y), ∀ x, y ∈ Mn.
Proof. Define φ˜ by φ˜(x, y) = φ(tx, y). Obviously φ˜ is also bilinear. If u · v = e11, then (tu) · v = te11.
By the assumption on φ we have that
φ˜(u, v) = φ (tu, v) = φ (I, te11)
= φ (tI, e11) = φ˜(I, e11).
Then by Lemma 2.1 we can find a linear map ϕ˜ such that φ˜(x, y) = ϕ˜(x · y) for all x, y ∈ Mn. Define
ϕ by ϕ(x) = ϕ˜(t−1x) for x ∈ Mn. Then ϕ is also linear. Now it follows from φ˜(x, y) = ϕ˜(x · y) that
φ(tx, y) = ϕ(txy) = ϕ((tx) · y).
When x goes throughMn, then so does tx. So φ(x, y) = ϕ(x · y), ∀ x, y ∈ Mn. 
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Theorem 2.3. Let n > 2, φ : Mn × Mn → Mn be a bilinear map and A an arbitrary rank one matrix in
Mn. If φ(u, v) = φ(I, A) whenever u, v satisfies u · v = A, then there exists a linear map ϕ : Mn → Mn
such that φ(x, y) = ϕ(x · y), ∀x, y ∈ Mn.
Proof. At the beginning we recall a well-known result: If A is a rank one matrix over a field F , then
A is similar either to e12, or to te11 for some nonzero t ∈ F . In fact, since A is rank one, there exists
two column vectors α and β such that A = αβ ′. Thus A2 = α(β ′α)β ′. We denote β ′α ∈ F by t.
Then A2 = tαβ ′ = tA. If t = 0, then A2 = 0. In this case the eigenvalues of A are all 0. So it follows
from Jordan’s theorem that A is similar to e12 (recall that A is of rank one). If t = 0, then A has t as
a nonzero eigenvalue and the other eigenvalues of A are all 0. In this case, A is similar to te11 (note
that A is diagonalizable, since its minimal polynomial has no multiple roots). Now we are ready to
complete the proof. For the case that A is similar to e12, there exists an invertible matrix P such that
P−1AP = e12. Define φ¯ by φ¯(x, y) = φ(PxP−1, PyP−1). Obviously φ¯ is also bilinear. If u · v = e12, then
by (PuP−1) · (PvP−1) = Pe12P−1 = A and by the assumption on φ we have that
φ¯(u, v) = φ
(
PuP−1, PvP−1
)
= φ(I, A)
= φ
(
PIP−1, Pe12P−1
)
= φ¯(I, e12).
Then by Lemma 2.1 we can find a linear map ϕ¯ such that φ¯(x, y) = ϕ¯(x · y) for all x, y ∈ Mn. Define
ϕ by ϕ(x) = ϕ¯(P−1xP) for x ∈ Mn. Then ϕ is also linear. Now it follows from φ¯(x, y) = ϕ¯(x · y) that
φ
(
PxP−1, PyP−1
)
= ϕ
(
PxyP−1
)
= ϕ
(
PxP−1 · PyP−1
)
.
When x goes throughMn, then so does PxP
−1. So φ(x, y) = ϕ(x · y), ∀x, y ∈ Mn. For the case that A
is similar to te11 with t = 0, an analogous discussion leads to the conclusion (we omit the repeated
process). 
To show Remark 2.5, we need an easy lemma.
Lemma 2.4. If
⎡
⎣ a b
c d
⎤
⎦
⎡
⎣ p q
r s
⎤
⎦ =
⎡
⎣ 0 1
0 0
⎤
⎦, then cr = 0.
Proof. By assumption we have that
ap + br = 0, (1)
aq + bs = 1, (2)
cp + dr = 0, (3)
cq + ds = 0. (4)
Multiplying Eq. (2) by c we have that c = acq + bcs, which follows (using (4)) that
c = s(bc − ad). (5)
Multiplying (1) by c we have that acp + bcr = 0, which follows (using (3)) that
r(bc − ad) = 0. (6)
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Now it follows from (5) and (6) that
cr = sr(bc − ad) = 0. 
Remark 2.5. If n = 2 then Theorem 2.3 fails to hold. To show the assertionwe consider the casewhen
the rank one matrix is taken to be e12 and the bilinear map is defined by
φ
⎛
⎝
⎡
⎣ a b
c d
⎤
⎦ ,
⎡
⎣ p q
r s
⎤
⎦
⎞
⎠ = crI.
By Lemma 2.4 we have that φ(u, v) = φ(I, e12) = 0 whenever uv = e12, namely φ satisfies the
condition of Theorem 2.3. However, φ(e21, e21) = I, but each linear map ϕ on M2 sends e21 · e21 to
the zero matrix. So no linear map ϕ can satisfy the equality φ(e21, e21) = ϕ(e21 · e21).
Before finishing this section we give a simple corollary of Theorem 2.3.
Corollary 2.6. Let n > 2, and φ : Mn × Mn → Mn be a bilinear map such that φ(u, v) = φ(I, A)
whenever u · v = A, where A is a given rank one matrix. Then φ is symmetric if and only if it takes the form
φ(x, y) = tr(xy)B, where B is a matrix in Mn.
Proof. The sufficient direction is obvious. For the other direction, since φ satisfies the condition of
Theorem 2.3 there exists a linear map ϕ : Mn → Mn such that φ(x, y) = ϕ(x · y) for all x, y ∈ Mn. As
φ is symmetric, we know that ϕ(x · y) = ϕ(y · x), ∀ x, y ∈ Mn. Now we only need to find a matrix
B ∈ Mn such that ϕ(x) = tr(x)B, ∀ x ∈ Mn. To achieve the goal, we consider the action of ϕ on each
matrix unit eij . For eij with i = j, we have that
ϕ(eij) = ϕ(eii · eij)
= ϕ(eij · eii) = 0.
For eii and ejj with i = j, we have that
ϕ(eii) = ϕ(eij · eji)
= ϕ(eji · eij) = ϕ(ejj).
So ϕ(eii), i = 1, 2, . . . , n, all take the same matrix, which is denoted by B. Now it is easy to see that
ϕ(x) = tr(x)B. 
3. Application to all-desirable points
In this section, we will give an application of the main result to the problem of all-desirable points.
Before proceeding let us recall some notions. LetAbe an associative algebra over a field F , p an element
inA. A linear map φ onA is called desirable at p if φ(xy) = φ(x)y+ xφ(y)whenever xy = p. The map
φ is called a derivation if it is desirable at every point, i.e. φ(xy) = φ(x)y + xφ(y) for any x, y ∈ A.
An element p in A is called an all-desirable point if every desirable map at p is a derivation. By using
some techniques fromoperator algebras, Zhu et al. [4,5] showed, respectively, that every nonzero point
in the algebra of all upper triangular matrices or in the full matrix algebra over the complex field is
all-desirable. We now apply the main result of this paper to show that each rank one element in the
full matrix algebraMn over an arbitrary field is an all-desirable point. Comparing with [4], one will see
that we only use matrix technique, thus the proof seems simpler, and the base field of the algebra of
the present article can be assumed to be arbitrary.
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Corollary 3.1. Let n > 2 and let A be a rank one matrix over an arbitrary field F. If a linear map ψ :
Mn → Mn is derivable at A, then it is a derivation on Mn. In other words, each rank one matrix in Mn is an
all-desirable point.
Proof. Define φ : Mn × Mn → Mn by
φ(x, y) = ψ(x) · y + x · ψ(y).
Then φ is bilinear. If u · v = A, since ψ is derivable on A, we have
φ(u, v) = ψ(u) · v + u · ψ(v)
= ψ(u · v) = ψ(A)
= ψ(I · A) = ψ(I)A + Iψ(A)
= φ(I, A).
Applying Theorem 2.3 we know that there exists a linear map ϕ : Mn → Mn such that
φ(x, y) = ϕ(x · y), ∀ x, y ∈ Mn.
To complete the proof, it suffices to prove that ϕ = ψ . We have shown that
ϕ(x · y) = ψ(x) · y + x · ψ(y), ∀ x, y ∈ Mn.
Taking one of the matrix to be the identity I we obtain
ϕ(x · I) = ψ(x) · I + x · ψ(I) = ψ(x) + x · ψ(I),
ϕ(I · x) = ψ(I) · x + I · ψ(x) = ψ(I) · x + ψ(x).
Comparing themwe get x · ψ(I) = ψ(I) · x for all x. This implies thatψ(I) = kI for some k ∈ F . Asψ
is derivable at A, we have
ψ(A) = ψ(A · I) = A · ψ(I) + ψ(A) · I = ψ(A) + kA.
This follows that k = 0. Thus ψ(I) = 0. So ϕ(x) = ψ(x) for all x ∈ Mn. 
4. Application to all-automorphisable points
In this section, wewill give another application of themain result. An invertible linearmapφ on an
associative F-algebraA is called automorphisable at an element p ∈ A ifφ(xy) = φ(x)φ(y)whenever
xy = p. Then one will see that an invertible linear map φ on A is an automorphism if and only if
it is automorphisable at every element. An element p in A is called an all-automorphisable point if
every automorphisable map at p is an automorphism. It is not difficult to see that the zero point is
not an all-automorphisable one inMn (considering the nonzero scalar multiplication map induced by
an element k ∈ F with k = 1). Now one question is posed naturally, for the algebra Mn, whether or
not each nonzero element is an all-automorphisable point? In this article, we will give this question a
definite answer for the special case when the point is a rank one matrix.
Corollary 4.1. Let n > 2 and A be a rank one matrix. If an invertible linear map ψ : Mn → Mn is
automorphisable at A, thenψ is an automorphism onMn. In other words, each rank one matrix in Mn is an
all-automorphisable point.
Proof. Define φ : Mn × Mn → Mn by
φ(x, y) = ψ(x) · ψ(y).
Then φ is bilinear. If u · v = A, since ψ is automorphisable at A, we have
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φ(u, v) = ψ(u) · ψ(v) = ψ(u · v)
= ψ(A) = ψ(I · A) = ψ(I)ψ(A)
= φ(I, A).
So φ satisfies the condition of Theorem 2.3. Thus there exists a linear map ϕ : Mn → Mn such that
φ(x, y) = ϕ(x · y), ∀ x, y ∈ Mn.
To complete the proof we now only need to show that ϕ = ψ . We have shown that
ϕ(x · y) = ψ(x) · ψ(y), ∀ x, y ∈ Mn.
Taking one of the matrix to be the identity I we obtain
ϕ(x · I) = ψ(x) · ψ(I), ϕ(I · x) = ψ(I) · ψ(x).
Thusψ(x) ·ψ(I) = ψ(I) ·ψ(x) for all x. Sinceψ(x) exhaustsMn when x so does,we see thatψ(I) = kI
for some k ∈ F . As ψ is automorphisable at A, we have
ψ(A) = ψ(A · I) = ψ(A) · ψ(I) = kψ(A).
This follows that k = 1 (note thatψ(A) = 0). Thusψ(I) = I. So ϕ(x) = ψ(x) for all x ∈ Mn, namely,
ϕ = ψ . 
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