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In this paper we consider zero-relaxation limits for periodic
smooth solutions of Euler–Maxwell systems. For well-prepared ini-
tial data, we propose an approximate solution based on a new
asymptotic expansion up to any order. For ill-prepared initial data,
we construct initial layer corrections in an explicit way. In both
cases, the asymptotic expansions are valid in time intervals inde-
pendent of the relaxation time and their convergence is justiﬁed
by establishing uniform energy estimates.
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1. Introduction
Euler–Maxwell equations appear in the modeling of plasmas under conditions on the frequency
collision of particles. One example is the modeling of ionospheric plasmas. For a magnetized plasma
composed of electrons and ions, let ne and ue (respectively, ni and ui) be the density and velocity
vector of the electrons (respectively, ions), E and B ′ be respectively the electric ﬁeld and magnetic
ﬁeld. Theses variables are functions of a three-dimensional position vector x ∈ R3 and of the time
t > 0. The ﬁelds E and B ′ are coupled to the electron density through the Maxwell equations and act
on electrons via the Lorentz force. In this paper, we consider the periodic case in a torus T = (R/Z)3.
In vacuum, variables (nν,uν, E, B ′) satisfy a two-ﬂuid Euler–Maxwell equations (see [3,6,24]):
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⎪⎪⎪⎪⎩
∂tnν + div(nνuν) = 0,
mν∂t(nνuν) +mν div(nνuν ⊗ uν) + ∇pν(nν) = qνnν
(
E + uν × B ′
)− mνnνuν
τν
,
ε0∂t E − μ−10 ∇ × B ′ = −(qeneue + qiniui), ε0 div E = qene + qini,
∂t B
′ + ∇ × E = 0, div B ′ = 0,
(1.1)
for ν = e, i and (t, x) ∈ (0,∞) × T, where ⊗ stands for the tensor product and pν = pν(nν) is the
pressure function which is suﬃciently smooth and strictly increasing for nν > 0. In (1.1) the physical
parameters are the charges of the electron qe = −q and of the ion qi = q > 0, the electron mass
me > 0 and the ion mass mi > 0, the momentum relaxation times τe > 0 and τi > 0, and the vacuum
permittivity ε0 > 0 and the vacuum permeability μ0 > 0. Recall that the speed of light c and the
Debye length λ′ are deﬁned by
c = (ε0μ0)− 12 , λ′ =
(
ε0KB Te
n0q2
)1/2
,
where KB > 0 is the Boltzmann constant, Te > 0 is the temperature of the electron, and n0 > 0 is the
mean density of the plasma [6, p. 350]. Let us deﬁne
λ = ε1/20 , γ =
1
ε
1/2
0 c
.
Then λ > 0 is a scaled Debye length since it is proportional to λ′ . Remark that γ → 0 as c → ∞.
Let us introduce a scaling for the magnetic ﬁeld B ′ = γ B . Then the scaled two-ﬂuid Euler–Maxwell
equations are written as:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂tnν + div(nνuν) = 0,
mν∂t(nνuν) +mν div(nνuν ⊗ uν) + ∇pν(nν) = qνnν(E + γ uν × B) − mνnνuν
τν
,
γ λ2∂t E − ∇ × B = −γ (qeneue + qiniui), λ2 div E = qene + qini,
γ ∂t B + ∇ × E = 0, div B = 0, ν = e, i.
(1.2)
For smooth solutions with nν > 0, the second equation of (1.2) is equivalent to
mν∂tuν +mν(uν · ∇)uν + ∇hν(nν) = qν(E + γ uν × B) − mνuν
τν
, (1.3)
where · denotes the inner product of R3 and the enthalpy function hν is deﬁned by
hν(nν) =
nν∫
1
p′ν(s)
s
ds, ν = e, i. (1.4)
Since pν is suﬃciently smooth and strictly increasing on (0,+∞), so is hν .
In the plasma when the ions are non-moving and become a uniform background with a given
stationary density, by letting ni = b, ui = 0 and deleting the Euler equations for ions, a one-ﬂuid
Euler–Maxwell model is formally derived. For simplifying the discussion, in the sequel we take q = 1.
Replacing (ne,ue) by (n,u), me by m and τe by τ , the one-ﬂuid Euler–Maxwell equations read:
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⎪⎪⎪⎪⎩
∂tn + div(nu) = 0,
m∂tu +m(u · ∇)u + ∇h(n) = −E − γ u × B − mu
τ
,
γ λ2∂t E − ∇ × B = γnu, λ2 div E = b − n,
γ ∂t B + ∇ × E = 0, div B = 0,
(1.5)
for (t, x) ∈ (0,∞) × T. It is complemented by periodic initial conditions:
t = 0: (n,u, E, B) = (nτ0 ,uτ0 , Eτ0 , Bτ0 ). (1.6)
The given function b depends only on x. This is compatible with system (1.5). Indeed, we have
∂tn = −div(nu) = −∂t
(
λ2 div E
)= ∂tn − ∂tb,
which implies that ∂tb = 0. Moreover, since we consider periodic smooth solutions, b is supposed to
be suﬃciently smooth and periodic.
In (1.2) the physical parameters mν , τν , γ and λ2 can be chosen independently of each other
according to physical situations. They are very small compared to the physical size of the other quan-
tities. Therefore, it is important to study the limits of system (1.2) or (1.5) as these parameters go
to zero. The formal asymptotic limits of the two-ﬂuid Euler–Maxwell equations (1.2) have been in-
vestigated in [22]. In the one-ﬂuid Euler–Maxwell equations (1.5), the non-relativistic limit γ → 0,
the quasi-neutral limit λ → 0 and the limit of their combination γ = λ → 0 have been rigorously
justiﬁed in [19], [20] and [21], respectively. The results show that these limits of (1.5) are respectively
a compressible Euler–Poisson system, an electron magnetohydrodynamics system and incompressible
Euler equations. The justiﬁcations are valid for smooth periodic solutions in time intervals indepen-
dent of the parameters γ and λ. We mention also that in the two-ﬂuid Euler–Maxwell equations the
non-relativistic limit can be justiﬁed in a similar way [25], however, the justiﬁcations of the quasi-
neutral limit and the combined limit γ = λ → 0 are still open problems. For the kinetic version of
the above limits in Vlasov–Maxwell equations, we refer to [5] for the combined limit and to [4] for
the non-relativistic limit.
Another interesting problems rely on the limit of the mass ratio between electrons and ions in
system (1.2). Since the electron mass is much smaller than the ion mass, for ﬁxing the idea we let
mi = 1. Then we may consider the zero-electron mass limit me → 0 and the combined limit me → 0
with τe, τi → 0 in (1.2). The formal equations of limits can be easily derived (see Appendix A), how-
ever, the mathematical justiﬁcation of these limits is a quite open problem. We leave these problems
for a future investigation. On this topic, we refer to [2] for a rigorous justiﬁcation of the electron mass
limit in Euler–Poisson equations.
In what follows, we only consider the one-ﬂuid Euler–Maxwell system (1.5), which is symmetriz-
able hyperbolic in the sense of Friedrichs [8]. Its local existence of smooth solutions is a well-known
result due to Kato [12]. The global existence and the long-time stability of smooth solutions have
been recently obtained in [23] when the solutions are close to a constant equilibrium. In a simpliﬁed
one-dimensional Euler–Maxwell system, the global existence of entropy solutions has been studied in
[7] by the compensated compactness method.
In this paper, we are interested in the zero-relaxation limit τ → 0 of system (1.5) under the condi-
tions m = O (1), γ = O (1) and λ = O (1). We assume, throughout this paper, that m = γ = λ = 1. The
usual time scaling for studying the limit τ → 0 is t′ = τ t . Since t = 0 if and only if t′ = 0, this change
of scaling does not affect the initial condition (1.6). Rewriting still t′ by t , system (1.5) becomes (see
[22,23])
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tn + 1
τ
div(nu) = 0,
∂tu + 1
τ
(u · ∇)u + 1
τ
∇h(n) = − E
τ
− u × B
τ
− u
τ 2
,
∂t E − 1
τ
∇ × B = nu
τ
, div E = b − n,
∂t B + 1
τ
∇ × E = 0, div B = 0.
(1.7)
Remark that the time scaling t′ = τ t may reveal the long-time asymptotic behavior of solutions. In-
deed, t = t′τ−1 = O (τ−1) for ﬁxed t′ > 0. Then for a ﬁxed time T1 > 0, a local-in-time convergence
for system (1.7) on the time interval [0, T1] means the convergence for system (1.5) on a long-time
interval [0, T1τ−1]. On the other hand, as τ → 0, a convergence error O (τ r) with r > 0 implies a rate
O (t−r) of the long-time asymptotics (see (4.8) in Remark 4.2).
For m 1, the authors of [23] proposed an asymptotic expansion to (1.7) of the form:
(
nmτ ,u
m
τ , E
m
τ , B
m
τ
)= m∑
j=0
τ j
(
n j, τu j, E j, B j
)
.
They established the convergence in Sobolev spaces of the solution (nτ ,uτ , Eτ , Bτ ) of (1.7) to
(nmτ ,u
m
τ , E
m
τ , B
m
τ ) with order O (τ
m) when the initial data are well-prepared and the initial error has
the same order. Here the well-prepared initial data mean that compatibility conditions hold. Un-
fortunately, this result cannot deal with the case of ill-prepared data and the case m = 0 of the
well-prepared initial data in which the error disappears. The goal of this paper is to improve the
above result in two directions.
First, we propose a different asymptotic expansion to (1.7) of the form:
(
nmτ ,u
m
τ , E
m
τ , B
m
τ
)= m∑
j=0
τ 2 j
(
n j, τu j, E j, τ B j
)
, (1.8)
where the ﬁrst order proﬁle (n0,u0, E0) satisﬁes a drift-diffusion system, as shown in [23]. The mo-
tivation of this expansion is the following consideration. If we replace u by τu and B by τ B , then
system (1.7) becomes
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tn + div(nu) = 0,
τ 2
(
∂tu + (u · ∇)u
)+ ∇h(n) = −E − τ 2u × B − u,
∂t E − ∇ × B = nu, div E = b − n,
τ 2∂t B − ∇ × E = 0, div B = 0,
in which the only small parameter is τ 2. With expansion (1.8), for m  0 we prove the convergence
of the solution (nτ ,uτ , Eτ , Bτ ) of (1.7) to (nmτ ,u
m
τ , E
m
τ , B
m
τ ) with a higher order O (τ
2(m+1)) when the
initial data are well-prepared and the initial error has the same order. This includes the case m = 0. In
the proof of the result, we have to treat the order of the remainder Rτ ,mB for variable B . Indeed, there
is a loss of one order for Rτ ,mB in comparison with those for variables n, u and E . This is overcome
by introducing a correction term into Emτ so that the new remainder for B becomes zero without
changing the order of the other remainders.
Second, for ill-prepared initial data, the above convergence result is not valid because the approx-
imate solution cannot satisfy the prescribed initial conditions. In this case, we construct initial layer
corrections with exponential decay to zero and prove the convergence of the ﬁrst order asymptotic
expansion. The analysis shows that there are no ﬁrst order initial layers on variables n, E and B .
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remainders.
The zero-relaxation limit τ → 0 in the Euler–Poisson system was extensively studied by many
authors. See [17,10,11,9,15,14,1,26] and the references therein. Remark that the Euler–Maxwell system
and the Euler–Poisson system are essentially different due to the coupling terms and to the difference
between Poisson equation and Maxwell equations. Finally, assuming τe = τi = τ , so that the change of
scaling of time is possible, the zero-relaxation limit τ → 0 in the two-ﬂuid Euler–Maxwell system can
be carried out in a similar way. Indeed, here the essential point in the proof is that the equations for
uν are dissipative. Then we may treat the energy estimates of the Euler equations for both ν = e, i in
a similar way to the one-ﬂuid case. In Appendix A, we give a formal description of the zero-relaxation
limit in the two-ﬂuid Euler–Maxwell equations and write down the limit equations. For avoiding the
tedious calculations, the rigorous justiﬁcation of the limit is omitted.
For later use in this paper, we recall some results on Moser-type calculus inequalities in Sobolev
spaces and the local existence of smooth solutions for symmetrizable hyperbolic equations. For any
s > 0, we denote by ‖·‖s the norm of the usual Sobolev space Hs(T), and by ‖·‖ and ‖·‖∞ the norms
of L2(T) and L∞(T), respectively. In addition, we denote by C([0, T ), X) (respectively, C1([0, T ), X))
the space of continuous (respectively, continuously differentiable) functions on [0, T ) with values on
a Banach space X . For a multi-index α = (α1,α2,α3) ∈ N3, we denote by
∂αx =
∂ |α|
∂xα11 ∂x
α2
2 ∂x
α3
3
with |α| = α1 + α2 + α3.
Lemma 1.1 (Moser-type calculus inequalities). (See [13,16].) Let s 1 be an integer. Suppose u ∈ Hs(T), ∇u ∈
L∞(T) and v ∈ Hs−1(T) ∩ L∞(T). Then for all multi-indexes α ∈ N3 with 1  |α|  s, we have ∂αx (uv) −
u∂αx v ∈ L2(T) and
∥∥∂αx (uv) − u∂αx v∥∥ Cs(‖∇u‖∞∥∥D |α|−1v∥∥+ ∥∥D |α|u∥∥‖v‖∞),
where
∥∥Ds′u∥∥= ∑
|α|=s′
∥∥∂αx u∥∥, ∀s′ ∈ N.
Moreover, if s 3, then the embedding Hs−1(T) ↪→ L∞(T) is continuous and we have
‖uv‖s−1  Cs‖u‖s−1‖v‖s−1,
∥∥∂αx (uv) − u∂αx v∥∥ Cs‖u‖s‖v‖s−1, ∀|α| s.
Lemma 1.2. (See [19].) Let s 0 be an integer and f ∈ Hs(T) and g ∈ Hs(T). Then problem
∇ × B = f , div B = g, div f = 0, m(g) = 0 (1.9)
has a unique solution B ∈ Hs+1(T) in the class m(B) = 0, where
m(B) =
∫
T
B dx.
Proposition 1.1 (Local existence of smooth solutions). (See [12,16].) Let s  3 be an integer and (nτ0 ,uτ0 ,
Eτ0 , B
τ
0 ) ∈ Hs(T) with nτ0  κ for some given constant κ > 0, independent of τ . Then there exist T τ1 > 0
and a unique smooth solution (nτ ,uτ , Eτ , Bτ ) to the periodic problem (1.5)–(1.6) deﬁned in the time interval
[0, T τ1 ], with (nτ ,uτ , Eτ , Bτ ) ∈ C1([0, T τ1 ]; Hs−1(T)) ∩ C([0, T τ1 ]; Hs(T)).
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tions and state the convergence result to problem (1.6)–(1.7) in the case of well-prepared initial data.
In particular, we add a correction term to derive desired error estimates. In Section 3 we consider the
asymptotic expansions in the case of ill-prepared initial data by constructing initial layer corrections
which exponentially decay to zero. The justiﬁcation of the both two asymptotic expansions is given in
the last section. For this purpose, we prove a more general convergence theorem which implies the
convergence of the both expansions. Finally, in Appendix A, we consider the formal derivation of the
combined zero-electron mass and zero-relaxation limits.
2. Case of well-prepared initial data
2.1. Formal asymptotic expansions
In this section we consider the zero-relaxation limit τ → 0 in problem (1.6)–(1.7) with well-
prepared initial data. Based on the discussion on the asymptotic expansion, we make the following
ansatz for both the approximate solution and its initial data:
(nτ ,uτ , Eτ , Bτ )(0, x) =
∑
j0
τ 2 j(n j, τu j, E j, τ B j)(x), x ∈ T, (2.1)
(nτ ,uτ , Eτ , Bτ )(t, x) =
∑
j0
τ 2 j
(
n j, τu j, E j, τ B j
)
(t, x), t > 0, x ∈ T, (2.2)
where (n j,u j, E j, B j) j0 are given suﬃciently smooth data with n0  constant > 0 in T. The validity
of expansions (2.1)–(2.2) is discussed in Section 4 (see Theorem 4.1).
Now let us determine the proﬁles (n j,u j, E j, B j) for all j  0. Putting expression (2.2) into system
(1.7) and identifying the coeﬃcients in powers of τ , we see that (n j,u j, E j, B j) j0 are solutions of
the following systems:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂tn
0 + div(n0u0)= 0,
∇h(n0)= −(E0 + u0),
∇ × E0 = 0, div E0 = b − n0,
∇ × B0 = ∂t E0 − n0u0, div B0 = 0,
(2.3)
and for j  1,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tn
j +
j∑
k=0
div
(
nku j−k
)= 0,
∂tu
j−1 +
j−1∑
k=0
(
uk · ∇)u j−1−k + ∇(h′(n0)n j + h j−1((nk)k j−1))
= −E j −
j−1∑
k=0
uk × B j−1−k − u j,
∇ × E j = −∂t B j−1, div E j = −n j,
∇ × B j = ∂t E j −
j∑
nku j−k, div B j = 0,
(2.4)k=0
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h
(∑
j0
τ 2 jn j
)
=
∑
j0
c jτ
2 j,
with
c0 = h
(
n0
)
, c1 = h′
(
n0
)
n1, c j = h′
(
n0
)
n j + h j−1((nk)k j−1), ∀ j  2.
In (2.3), equation ∇ × E0 = 0 implies the existence of a potential φ0 such that E0 = −∇φ0. Then
(n0, φ0) solves a classical system drift-diffusion equations:
{
∂tn
0 − div(n0∇(h(n0)− φ0))= 0,
−φ0 = b − n0,
t > 0, x ∈ T, (2.5)
with the initial condition:
n0(0, x) = n0, x ∈ T. (2.6)
The existence of smooth solutions to problem (2.5)–(2.6) can be easily established, at least locally in
time. The solution φ0 is unique in the class m(φ0) = 0. See for instance [18]. Then (u0, E0) are given
by
u0 = −∇(h(n0)− φ0), E0 = −∇φ0. (2.7)
Since (n0,u0, E0) are known, B0 solves the linear system of curl-div equations of type (1.9) in the
class m(B0) = 0. More precisely, using ∇ × E0 = 0 and formula
∇ × ∇ × B0 = ∇ div B0 − B0,
we obtain
B0 = ∇ × (n0u0) in T and m(B0) = 0.
From (2.7) and the fourth equation of system (2.3) we get the ﬁrst order compatibility conditions:
u0 = −∇
(
h(n0) − φ0
)
, E0 = −∇φ0, B0 = B0(0, .), (2.8)
where φ0 is determined by
−φ0 = b − n0 in T and m(φ0) = 0. (2.9)
For j  1, the proﬁles (n j,u j, E j, B j) are obtained by induction in j. Assume that (nk,uk,
Ek, Bk)0k j−1 are smooth and have already been determined in previous steps. Equations for B j
are of curl-div type and determine a unique smooth B j in the class m(B j) = 0. Moreover, from
div B j = 0, we deduce the existence of a given vector ψ j such that B j = −∇ × ψ j . Then, equation
∇ × E j = −∂t B j−1 in (2.4) becomes ∇ × (E j − ∂tψ j−1) = 0. It follows that there is a potential function
φ j such that
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From (2.4) we also get
u j = ∇(φ j − h′(n0)n j − h j−1((nk)k j−1))
−
(
∂tu
j−1 + ∂tψ j−1 +
j−1∑
k=0
((
uk · ∇)u j−1−k + uk × B j−1−k)
)
. (2.11)
Therefore, in the class m(φ j) = 0, (n j, φ j) solves a linearized system of drift-diffusion equations:
⎧⎪⎪⎨
⎪⎪⎩
∂tn
j − div(n0∇(h′(n0)n j − φ j))+ div(n ju0)
= f j((V k, ∂t V k, ∂xV k, ∂t∂xV k, ∂2x V k)0k j−1)+ div(n0∂tψ j−1), t > 0, x ∈ T,
φ j = n j + ∂t
(
divψ j−1
)
,
(2.12)
with the initial condition:
n j(0, x) = n j(x), x ∈ T, (2.13)
where f j is a given smooth function and V k = (nk,uk,ψk). Problem (2.12)–(2.13) is linear. It admits
a unique global smooth solution. Then (u j, E j) are given by (2.10)–(2.11). Thus, we get the high-order
compatibility conditions for j  1:
u j = ∇
(
φ j − h′(n0)n j − h j−1
(
(nk)k j−1
))
−
(
∂tu
j−1∣∣
t=0 + ψ j−1
∣∣
t=0 +
j−1∑
k=0
(
(uk · ∇)u j−1−k + uk × B j−1−k(0, .)
))
, (2.14)
E j = ∂tψ j−1(0, .) − ∇φ j, B j = B j(0, .), (2.15)
where φ j is determined by
φ j = n j + ∂t
(
divψ j−1
)∣∣
t=0 in T and m(φ j) = 0. (2.16)
We conclude the above discussion with the following result.
Proposition 2.1. Let s 3 be an integer. Assume (n j,u j, E j, B j) ∈ Hs+1(T) for j  0, with n0  constant > 0
inT, and satisfy the compatibility conditions (2.8)–(2.9) and (2.14)–(2.16) for j  1. Then there exists a unique
asymptotic expansion up to any order of the form (2.2), i.e. there exist T1 > 0 and a unique smooth solution
(n j,u j, E j, B j) j0 in the time interval [0, T1] of problems (2.5)–(2.7) and (2.10)–(2.13) for j  1. Moreover,
n0  constant > 0 in [0, T1] × T and
(
n j,u j, E j, B j
) ∈ C1(0, T1; Hs(T))∩ C(0, T1; Hs+1(T)), ∀ j  0.
In particular, the formal zero-relaxation limit τ → 0 of the Euler–Maxwell system (1.7) is the classical drift-
diffusion system (2.5) and (2.7).
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Let m 0 be a ﬁxed integer. We denote by
(
nmτ ,u
m
τ , E˜
m
τ , B
m
τ
)= m∑
j=0
τ 2 j
(
n j, τu j, E j, τ B j
)
(2.17)
an approximate solution of order m, where (n j,u j, E j, B j)0 jm are constructed in the previous sub-
section. From the construction of the approximate solution, for (t, x) ∈ [0, T1] × T we have
div E˜mτ = b − nmτ , div Bmτ = 0. (2.18)
We deﬁne the remainders Rτ ,mn , R
τ ,m
u , R
τ ,m
E and R˜
τ ,m
B by
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tn
m
τ +
1
τ
div
(
nmτ u
m
τ
)= Rτ ,mn ,
∂tu
m
τ +
1
τ
(
umτ · ∇
)
umτ +
1
τ
∇h(nmτ )= − E˜mττ − u
m
τ
τ 2
− u
m
τ × Bmτ
τ
+ Rτ ,mu ,
∂t E˜
m
τ −
1
τ
∇ × Bmτ =
nmτ u
m
τ
τ
+ Rτ ,mE ,
∂t B
m
τ +
1
τ
∇ × E˜mτ = R˜τ ,mB .
(2.19)
It is clear that the convergence rate depends strongly on the order of the remainders with respect
to τ . Since the last equation in (2.19) is linear, for suﬃciently smooth proﬁles (n j,u j, E j, B j) j0, it is
easy to see that
R˜τ ,mB = τ 2m+1∂t Bm. (2.20)
Moreover, a further computation gives
Rτ ,mn = O
(
τ 2(m+1)
)
, Rτ ,mE = O
(
τ 2(m+1)
)
, Rτ ,mu = O
(
τ 2m+1
)
. (2.21)
In (2.20)–(2.21), there is a loss of one order for the remainders Rτ ,mu and R˜
τ ,m
B . For R
τ ,m
u this loss
will be recovered in the error estimate of convergence due to the dissipation term for u. However,
the situation is different for R˜τ ,mB since the equation for B is not dissipative. A simple way to remedy
this is to introduce a correction term into E˜mτ so that
Emτ = E˜mτ + τ 2(m+1)Em+1c =
m∑
j=0
τ 2 j E j + τ 2(m+1)Em+1c . (2.22)
In view of (2.18)–(2.20), Em+1c should be deﬁned by
∇ × Em+1c = −∂t Bm, div Em+1c = 0, m
(
Em+1c
)= 0 (2.23)
so that the new remainder Rτ ,mB of B satisﬁes
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def= ∂t Bmτ +
1
τ
∇ × Emτ = 0 (2.24)
and we still have
div Emτ = b − nmτ , div Bmτ = 0. (2.25)
Since the correction term is of order O (τ 2(m+1)), the orders of the remainders Rτ ,mn , Rτ ,mu and Rτ ,mE
are not changed. Moreover, the correction term does not affect assumption (2.28) below.
We conclude the above discussion with the following result.
Proposition 2.2. Let the assumptions of Proposition 2.1 hold. For all integers m 0 and s 3 the remainders
Rτ ,mn , R
τ ,m
u , R
τ ,m
E and R
τ ,m
B satisfy (2.24) and
sup
0tT1
∥∥(Rτ ,mn , Rτ ,mE )(t, ·)∥∥s  Cmτ 2(m+1), sup
0tT1
∥∥Rτ ,mu (t, ·)∥∥s  Cmτ 2m+1, (2.26)
where Cm > 0 is a constant independent of τ .
The convergence result of this section is stated as follows of which the proof is given in Section 4.
Theorem 2.1. Let m 0 and s 3 be any ﬁxed integers. Let the assumptions of Proposition 2.1 hold. Suppose
div Eτ0 = b − nτ0 , div Bτ0 = 0 in T (2.27)
and ∥∥∥∥∥(nτ0 ,uτ0 , Eτ0 , Bτ0 )−
m∑
j=0
τ 2 j(n j, τu j, E j, τ B j)
∥∥∥∥∥
s
 C1τ 2(m+1), (2.28)
where C1 > 0 is a constant independent of τ . Then there exists a constant C2 > 0, independent of τ , such that
as τ → 0 we have T τ1  T1 and the solution (nτ ,uτ , Eτ , Bτ ) to the periodic problem (1.6)–(1.7) satisﬁes∥∥(nτ ,uτ , Eτ , Bτ )(t) − (nmτ ,umτ , Emτ , Bmτ )(t)∥∥s  C2τ 2(m+1), ∀t ∈ [0, T1].
Moreover,
∥∥uτ − umτ ∥∥L2(0,T1;Hs(T))  C2τ 2m+3.
3. Case of ill-prepared initial data
3.1. Initial layer corrections
In Theorem 2.1, compatibility conditions are made on the initial data. These conditions mean that
the initial proﬁles (u j, E j, B j)(0, ·) are determined through the resolution of the problems (2.3)–(2.4)
for (n j,u j, E j, B j). Then (uτ0 , E
τ
0 , B
τ
0 ) cannot be given explicitly. If these conditions are not satisﬁed,
the phenomenon of initial layers occurs. In this section, we consider this situation for so-called ill-
prepared initial data. We seek a simplest possible form of an asymptotic expansion with initial layer
corrections such that its remainders are at least of order O (τ ) for variable u.
Let the initial data of an approximate solution (nτ ,uτ , Eτ , Bτ ) have an asymptotic expansion of
the form:
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(
τ 2
)
, (3.1)
where (n0,u0, E0, B0) are given smooth functions. Taking into account the expansion in the case of
well-prepared initial data, a simplest form of an asymptotic expansion including initial layer correc-
tions is
(nτ ,uτ , Eτ , Bτ )(t, x) =
(
n0, τu0, E0 + τ 2E1c , τ B0
)
(t, x)
+ ((n0I , τu0I , E0I , τ B0I )+ τ 2(n1I , τu1I , E1I , τ B1I ))(z, x) + O (τ 2), (3.2)
where z = t/τ 2 ∈ R is the fast variable, the subscript I stands for the initial layer variables and E1c is
the correction term deﬁned by (2.23) with m = 0. As we will see below, this expansion is enough to
give the remainders at least of order O (τ ) for variable u, which is the case of well-prepared initial
data for m = 0.
Obviously, (n0,u0, E0, B0) still satisﬁes the drift-diffusion system (2.3). It remains to determine the
initial layer proﬁles (n0I ,u
0
I , E
0
I , B
0
I ) and (n
1
I ,u
1
I , E
1
I , B
1
I ). Putting expression (3.2) into system (1.7) and
using (2.3), we obtain
∂zn
0
I = 0, ∂z E0I = 0, ∂z B0I + ∇ × E0I = 0 (3.3)
and
∂zu
0
I + u0I = 0. (3.4)
Eqs. (3.3) imply that there are no ﬁrst order initial layers for variables n, E and B . Therefore, up to a
constant for variable B , we may take
n0(0, x) = n0(x), E0(0, x) = E0(x) and B0(0, x) = B0(x). (3.5)
Moreover, expressions (3.1) and (3.2) for u imply that
u0(0, x) + u0I (0, x) = u0(x), (3.6)
which determines the initial value of u0I , where u
0(0, ·) is given by (2.8)–(2.9). Together with (3.4),
we obtain
u0I (z, x) = u0I (0, x)e−z =
(
u0(x) − u0(0, x)
)
e−z. (3.7)
Similarly, the second order initial layers n1I and E
1
I satisfy
u1I = 0, (3.8)
∂zn
1
I (z, x) + div
(
n0(0, x)u0I (z, x)
)= 0, (3.9)
∂z E
1
I (z, x) = n0(0, x)u0I (z, x) (3.10)
and
∂z B
1
I (z, x) + ∇ × E1I (z, x) = 0. (3.11)
Let (n1, E1, B1) be smooth functions such that
1452 M.-L. Hajjej, Y.-J. Peng / J. Differential Equations 252 (2012) 1441–1465E1(x) = −n0(0, x)
(
u0(x) − u0(0, x)
)
(3.12)
and
n1 = div E1, div B1 = 0. (3.13)
Set
(
n1I , E
1
I , B
1
I
)
(0, x) = (n1, E1, B1)(x).
Together with (3.7) and (3.9)–(3.12), it is easy to obtain
n1I (z, x) = n1(x) − div
(
n0(0, x)
(
u0(x) − u0(0, x)
))(
1− e−z), (3.14)
E1I (z, x) = −n0(0, x)
(
u0(x) − u0(0, x)
)
e−z (3.15)
and
B1I (z, x) = B1(x) + ∇ ×
[
n0(0, x)
(
u0(x) − u0(0, x)
)](
1− e−z). (3.16)
Finally, from (3.13) we have
div E1I + n1I = 0, div B1I = 0. (3.17)
Thus, the initial layer proﬁles (n0I ,u
0
I , E
0
I , B
0
I ) and (n
1
I ,u
1
I , E
1
I , B
1
I ) are completely determined by (3.3),
(3.7)–(3.8) and (3.14)–(3.16). They are smooth functions of (z, x) and bounded with respect to z.
3.2. Convergence results
According to the asymptotic expansions above, set
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
nτ ,I (t, x) = n0(t, x) + τ 2n1I
(
t/τ 2, x
)
,
uτ ,I (t, x) = τ
(
u0(t, x) + u0I
(
t/τ 2, x
))
,
Eτ ,I (t, x) = E0(t, x) + τ 2
(
E1c (t, x) + E1I
(
t/τ 2, x
))
,
Bτ ,I (t, x) = τ
(
B0(t, x) + τ 2B1I
(
t/τ 2, x
))
.
(3.18)
Then we have
t = 0: (nτ ,I ,uτ ,I , Eτ ,I , Bτ ,I ) = (n0, τu0, E0, τ B0) + τ 2
(
n1,0, E1 + E1c (0, ·), τ B1
)
. (3.19)
Moreover, Eqs. (2.3), (2.25) and (3.17) imply that
div Eτ ,I = b − nτ ,I , div Bτ ,I = 0. (3.20)
Deﬁne the remainders Rτ ,In , R
τ ,I
u , R
τ ,I
E and R
τ ,I
B by
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tnτ ,I + 1
τ
div(nτ ,I uτ ,I ) = Rτ ,In ,
∂tuτ ,I + 1
τ
(uτ ,I · ∇)uτ ,I + 1
τ
∇h(nτ ,I ) = − Eτ ,I
τ
− uτ ,I
τ 2
− uτ ,I × Bτ ,I
τ
+ Rτ ,Iu ,
∂t Eτ ,I − 1
τ
∇ × Bτ ,I = nτ ,I uτ ,I
τ
+ Rτ ,IE ,
∂t Bτ ,I + 1
τ
∇ × Eτ ,I = Rτ ,IB .
(3.21)
Using Eqs. (2.3), (2.23) for (n0,u0, E0, B0, E1c ) and (3.4), (3.9)–(3.11) for (u
0
I ,n
1
I , E
1
I , B
1
I ), we obtain
Rτ ,In = ∂t
(
n0 + τ 2n1I
)+ div((n0 + τ 2n1I )(u0 + u0I ))
= ∂zn1I + div
(
n0u0I
)+ τ 2 div(n1I (u0 + u0I ))
= div((n0(t, x) − n0(0, x))u0I (z, x))+ τ 2 div(n1I (u0 + u0I )),
Rτ ,Iu = τ
(
∂t
(
u0 + u0I
)+ (u0 + u0I ) · ∇(u0 + u0I )+ (u0 + u0I )× (B0 + τ 2B1I ))
+ 1
τ
(∇h(n0 + τ 2n1I )+ (E0 + τ 2E1c + τ 2E1I )+ (u0 + u0I ))
= 1
τ
(∇h(n0)+ E0 + u0)+ 1
τ
(
∂zu
0
I + u0I
)+ 1
τ
∇(h(n0 + τ 2n1I )− h(n0))
+ τ (∂tu0 + (u0 + u0I ) · ∇(u0 + u0I )+ (u0 + u0I )× B0)
+ τ (E1I + E1c )+ τ 3(n0 + n1I )× B1I
= τ (∂tu0 + (u0 + u0I ) · ∇(u0 + u0I )+ (u0 + u0I )× B0)
+ τ (E1I + E1c )+ 1τ ∇
(
h
(
n0 + τ 2n1I
)− h(n0))+ τ 3(n0 + n1I )× B1I ,
Rτ ,IE = ∂t
(
E0 + τ 2E1c + τ 2E1I
)− ∇ × (B0 + τ 2B1I )− (n0 + τ 2n1I )(u0 + u0I )
= (∂t E0 − ∇ × B0 − n0u0)+ ∂z E1I − n0u0I + τ 2(n1I (u0 + u0I )+ ∂t E1c − ∇ × B1I )
= (n0(0, x) − n0(t, x))u0I (z, x) + τ 2(n1I (u0 + u0I )+ ∂t E1c − ∇ × B1I )
and
Rτ ,IB = τ∂t
(
B0 + τ 2B1I
)+ 1
τ
∇ × (E0 + τ 2E1c + τ 2E1I )
= 1
τ
∇ × E0 + τ (∂t B0 + ∇ × E1c )+ τ (∂z B1I + ∇ × E1I )
= 0.
Now we establish error estimates for (Rτ ,In , R
τ ,I
u , R
τ ,I
E , R
τ ,I
B ). For R
τ ,I
n and R
τ ,I
E , there is η ∈ [0, t] ⊂[0, T1] such that
n0(t, x) − n0(0, x) = t∂tn0(η, x) = τ 2z∂tn0(η, x).
Since function z → ze−z is bounded for z 0 and
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0 = −div(n0u0)
it follows from (3.7) that
(
n0(t, x) − n0(0, x))u0I (z, x) = O (τ 2).
Then
Rτ ,In = O
(
τ 2
)
and Rτ ,IE = O
(
τ 2
)
.
Finally, for Rτ ,Iu , we have
h
(
n0 + τ 2n1I
)− h(n0)= O (τ 2).
Thus
Rτ ,Iu = O (τ ).
From the previous discussions on the remainders, we obtain the following error estimates.
Proposition 3.1. Let s  3 be an integer. For given smooth data, the remainders Rτ ,In , Rτ ,Iu , Rτ ,IE and R
τ ,I
B
satisfy
sup
0tT1
∥∥(Rτ ,In , Rτ ,IE )(t, ·)∥∥s  Cτ 2, sup
0tT1
∥∥Rτ ,Iu (t, ·)∥∥s  Cτ , Rτ ,IB = 0, (3.22)
where C > 0 is a constant independent of τ .
The convergence result with initial layers can be stated as follows.
Theorem 3.1. Let s  3 be a ﬁxed integer and (n0,u0, E0, B0) ∈ Hs+1(T) with n0  constant > 0 in T. Sup-
pose
div Eτ0 = b − nτ0 , div Bτ0 = 0 in T (3.23)
and
∥∥(nτ0 ,uτ0 , Eτ0 , Bτ0 )− (n0, τu0, E0, τ B0)∥∥s  C1τ 2, (3.24)
where C1 > 0 is a constant independent of τ . Then there exists a constant C2 > 0, independent of τ , such that
as τ → 0 we have T τ1  T1 and the solution (nτ ,uτ , Eτ , Bτ ) to the periodic problem (1.6)–(1.7) satisﬁes
∥∥(nτ ,uτ , Eτ , Bτ )− (n0,uτ ,I , E0, B0)(t)∥∥s  C2τ 2, ∀t ∈ [0, T1].
Moreover,
∥∥uτ − uτ ,I∥∥L2(0,T1;Hs(T))  C2τ 3.
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4.1. Statement of the main result
In this section, we justify rigorously the asymptotic expansions of solutions (nτ ,uτ , Eτ , Bτ ) to
the periodic problem (1.6)–(1.7) developed in Sections 2–3. We prove a more general convergence
result which implies both Theorems 2.1 and 3.1. As a consequence, we obtain the existence of exact
solutions (nτ ,uτ , Eτ , Bτ ) in a time interval independent of τ . To justify rigorously the asymptotic
expansions (2.2) and (3.18), it suﬃces to obtain the uniform estimates of the smooth solutions to
(1.7) with respect to the parameter τ .
Let (nτ ,uτ , Eτ , Bτ ) be the exact solution to (1.7) with initial data (nτ0 ,u
τ
0 , E
τ
0 , B
τ
0 ) and (nτ ,uτ ,
Eτ , Bτ ) be an approximate periodic solution deﬁned on [0, T1], with
(nτ ,uτ , Eτ , Bτ ) ∈ C
([0, T1], Hs+1(T))∩ C1([0, T1], Hs(T)).
We deﬁne the remainders of the approximate solution by
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Rτn = ∂tnτ +
1
τ
div(nτ uτ ),
Rτu = ∂tuτ +
1
τ
(uτ · ∇)uτ + 1
τ
∇h(nτ ) + Eτ
τ
+ uτ × Bτ
τ
+ uτ
τ 2
,
RτE = ∂t Eτ −
1
τ
∇ × Bτ − nτ uτ
τ
,
RτB = ∂t Bτ +
1
τ
∇ × Eτ .
(4.1)
Suppose
div Eτ = b − nτ , div Bτ = 0, (4.2)
sup
0tT1
∥∥(nτ , Eτ , Bτ )(t, ·)∥∥s  C1, sup
0tT1
∥∥uτ (t, ·)∥∥s  C1τ , (4.3)
∥∥(nτ0 − nτ (0, ·),uτ0 − uτ (0, ·), Eτ0 − Eτ (0, ·), Bτ0 − Bτ (0, ·))∥∥s  C1τλ+1, (4.4)
sup
0tT1
∥∥(Rτn , RτE)(t, ·)∥∥s  C1τλ+1, sup
0tT1
∥∥Rτu (t, ·)∥∥s  C1τλ, RτB = 0, (4.5)
where λ 0 and C1 > 0 are constants independent of τ .
Theorem 4.1. Let s 3 be an integer and λ 0. Under the above assumptions, there exists a constant C2 > 0,
independent of τ , such that as τ → 0 we have T τ1  T1 and the solution (nτ ,uτ , Eτ , Bτ ) of the periodic
problem (1.6)–(1.7) satisﬁes
∥∥(nτ ,uτ , Eτ , Bτ )(t) − (nτ ,uτ , Eτ , Bτ )(t)∥∥s  C2τλ+1, ∀t ∈ [0, T1]. (4.6)
Moreover,
∥∥uτ − uτ∥∥L2(0,T1;Hs(T))  C2τλ+2. (4.7)
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m 0 in Section 2 and λ = 1 in Section 3, since
∥∥(nτ ,I , Eτ ,I , Bτ ,I )(t) − (n0, E0, B0)(t)∥∥s = O (τ 2),
uniformly with respect to t .
Remark 4.2. Theorem 4.1 holds in the scaled time variable t′ = τ t . It can be written down in the
normal time variable t = t′/τ . Precisely, since Theorem 4.1 is valid for t′ ∈ [0, T1], it is valid for t ∈
[0, T1τ−1], so that the periodic problem (1.5)–(1.6) admits a unique solution (n˜τ , u˜τ , E˜τ , B˜τ ) on a
long-time interval [0, T1τ−1] as τ → 0. This solution satisﬁes
(
n˜τ , u˜τ , E˜τ , B˜τ
) ∈ C([0, T1τ−1], Hs(T))∩ C1([0, T1τ−1], Hs−1(T)).
With the notations of Theorem 4.1, we have
(
n˜τ , u˜τ , E˜τ , B˜τ
)
(t, x) = (nτ ,uτ , Eτ , Bτ )(τ t, x).
Then estimate (4.6) becomes
∥∥(n˜τ , u˜τ , E˜τ , B˜τ )(t) − (nτ ,uτ , Eτ , Bτ )(τ t)∥∥s  C2τλ+1, ∀t ∈ [0, T1τ−1]. (4.8)
On the other hand, the change of variable t = t′/τ gives
T1∫
0
∥∥uτ (t′)− uτ (t′)∥∥2s dt′ = τ
T1τ−1∫
0
∥∥u˜τ (t) − uτ (τ t)∥∥2s dt.
Hence, (4.7) implies that
T1τ−1∫
0
∥∥u˜τ (t) − uτ (τ t)∥∥2s dt  C2τ 2λ+3. (4.9)
4.2. Proof of the main result
By Proposition 1.1, the exact solution (nτ ,uτ , Eτ , Bτ ) is deﬁned in a time interval [0, T τ1 ] with
T τ1 > 0. Since n
τ ∈ C([0, T τ1 ], Hs(T)) and the embedding from Hs(T) to C(T) is continuous, we have
nτ ∈ C([0, T τ1 ] × T). From (4.3)–(4.4) and assumption nτ0  κ > 0, we deduce that there exist T τ2 ∈
(0, T τ1 ] and a constant C0 > 0, independent of τ , such that
κ
2
 nτ (t, x) C0 ∀(t, x) ∈
[
0, T τ2
]× T.
Similarly, the function t → ‖(nτ (t, ·),uτ (t, ·), Eτ (t, ·), Bτ (t, ·))‖s is continuous in C([0, T τ2 ]). From
(4.3), the sequence (‖(nτ (0, ·),uτ (0, ·), Eτ (0, ·), Bτ (0, ·))‖s)τ>0 is bounded. Then there exist T τ3 ∈
(0, T τ2 ] and a constant, still denoted by C0, such that
∥∥(nτ (t, ·),uτ (t, ·), Eτ (t, ·), Bτ (t, ·))∥∥  C0, ∀t ∈ (0, T τ3 ].s
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both deﬁned in the time interval [0, T τ ]. In this time interval, we denote by
(
Nτ ,U τ , F τ ,Gτ
)= (nτ − nτ ,uτ − uτ , Eτ − Eτ , Bτ − Bτ ). (4.10)
Obviously, (Nτ ,U τ , F τ ,Gτ ) satisﬁes the following problem:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂t N
τ + 1
τ
((
U τ + uτ
) · ∇)Nτ + 1
τ
(
Nτ + nτ
)
divU τ
= − 1
τ
(
Nτ divuτ +
(
U τ · ∇)nτ )− Rτn ,
∂tU
τ + 1
τ
((
U τ + uτ
) · ∇)U τ + 1
τ
h′
(
Nτ + nτ
)∇Nτ
= − 1
τ
[(
U τ · ∇)uτ + (h′(Nτ + nτ )− h′(nτ ))∇nτ ]− U τ
τ 2
− 1
τ
[
F τ + (U τ + uτ )× Gτ + U τ × Bτ ]− Rτu ,
∂t F
τ − 1
τ
∇ × Gτ = 1
τ
(
NτU τ + Nτ uτ + nτU τ
)− RτE , div F τ = −Nτ ,
∂tG
τ + 1
τ
∇ × F τ = 0, divGτ = 0,
t = 0: (Nτ ,U τ , F τ ,Gτ )= (nτ0 − nτ (0, ·),uτ0 − uτ (0, ·), Eτ0 − Eτ (0, ·), Bτ0 − Bτ (0, ·)).
(4.11)
Set
W τI =
(
Nτ
U τ
)
, W τII =
(
F τ
Gτ
)
, W τ =
(
W τI
W τII
)
,
AIi
(
nτ ,uτ
)= ( uτi nτ eti
h′(nτ )ei uτi I3
)
, i = 1,2,3,
H1
(
W τI
)= ( −(U τ · ∇)nτ − Nτ divuτ−(U τ · ∇)uτ − (h′(Nτ + nτ ) − h′(nτ ))∇nτ
)
, H2
(
W τI
)= ( 0−U τ
)
,
H3
(
W τ
)= ( 0−F τ − (U τ + uτ ) × Gτ − U τ × Bτ
)
, Rτ =
(
Rτn
Rτu
)
,
where (e1, e2, e3) is the canonical basis of R3, yi denotes the ith component of y ∈ R3 and I3 is the
3× 3 unit matrix. Then system (4.11) for unknown W τI can be rewritten as
∂tW
τ
I +
1
τ
3∑
i=1
AIi
(
nτ ,uτ
)
∂xiW
τ
I =
1
τ
(
H1
(
W τI
)+ H3(W τ ))+ 1
τ 2
H2
(
W τI
)− Rτ . (4.12)
It is symmetrizable hyperbolic with symmetrizer
AI0
(
nτ
)= ( (nτ )−1 0
0 (h′(nτ ))−1 I3
)
,
which is a positive deﬁnite matrix when 0 < κ2  nτ = Nτ + nτ  C0. Moreover,
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(
nτ ,uτ
)= AI0(nτ )AIi (nτ ,uτ )= uτi A I0(nτ )+ Di (4.13)
is symmetric for all 1 i  3, where each Di is a constant matrix
Di =
(
0 eti
ei 0
)
.
The existence and uniqueness of smooth solutions to (1.6)–(1.7) is equivalent to that of (4.11). Thus,
in order to prove Theorem 4.1, it suﬃces to establish uniform estimates of W τ with respect to τ . In
what follows, we denote by C > 0 various constants independent of τ and for α ∈ N3, (W τIα,W τIIα) =
∂αx (W
τ
I ,W
τ
II ), etc. The main estimates are contained in the following two lemmas for W
τ
I and W
τ
II ,
respectively. We ﬁrst consider the estimate for W τI .
Lemma 4.1. Under the assumptions of Theorem 4.1, for all t ∈ (0, T τ ], as τ → 0 we have
∥∥W τI (t)∥∥2s + 1τ 2
t∫
0
∥∥U τ (ξ)∥∥2s dξ  C
t∫
0
(∥∥W τ (ξ)∥∥2s + ∥∥W τ (ξ)∥∥4s )dξ + Cτ 2(λ+1). (4.14)
Proof. For α ∈ N3 with |α| s, differentiating Eqs. (4.12) with respect to x yields
∂tW
τ
Iα +
1
τ
3∑
i=1
AIi
(
nτ ,uτ
)
∂xi W
τ
Iα
= 1
τ
[
∂αx H1
(
W τI
)+ ∂αx H3(W τ )]+ 1τ 2 ∂αx H2
(
W τI
)− ∂αx Rτ
+ 1
τ
3∑
i=1
[
AIi
(
nτ ,uτ
)
∂xi W
τ
Iα − ∂αx
(
AIi
(
nτ ,uτ
)
∂xi W
τ
I
)]
. (4.15)
Multiplying (4.15) by AI0(n
τ ) and taking the inner product of the resulting equations with W τIα , by
employing the classical energy estimate for symmetrizable hyperbolic equations, we obtain
d
dt
(
AI0
(
nτ
)
W τIα,W
τ
Iα
)− 2
τ 2
(
AI0
(
nτ
)
∂αx H2
(
W τI
)
,W τIα
)
= 2
τ
(
AI0
(
nτ
)[
∂αx H1
(
W τI
)+ ∂αx H3(W τ )],W τIα)+ 2τ
(
J τα,W
τ
Iα
)
+ (div AIτ (nτ ,uτ )W τIα,W τIα)− 2(AI0(nτ )∂αx Rτ ,W τIα), (4.16)
where (·,·) is the inner product of L2(T),
J τα = −
3∑
i=1
AI0
(
nτ
)[
∂αx
(
AIi
(
nτ ,uτ
)
∂xiW
τ
I
)− AIi (nτ ,uτ )∂αx (∂xi W τI )]
and
div AIτ
(
nτ ,uτ
)= ∂t A I0(nτ )+ 1τ
3∑
∂xi A˜
I
i
(
nτ ,uτ
)
. (4.17)i=1
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−(AI0(nτ )∂αx H2(W τI ),W τIα)= ((h′(nτ ))−1U τα,U τα) C−1∥∥U τα∥∥2. (4.18)
On the other hand, since AI0(n
τ ) is a positive deﬁnite matrix, we get:
(
AI0
(
nτ
)
W τIα,W
τ
Iα
)
 C−1
∥∥W τIα∥∥2. (4.19)
Moreover, we use the expression of H1(W τI ) to compute:
(
AI0
(
nτ
)
∂αx H1
(
W τI
)
,W τIα
)= −(nτ )−1Nτα∂αx [(U τ · ∇)nτ + Nτ divuτ ]
− (h′(nτ ))−1U τα · ∂αx [(U τ · ∇)uτ + (h′(Nτ + nτ )− h′(nτ ))∇nτ ].
By Lemma 1.1 and uτ = O (τ ), we get
2
τ
(
AI0
(
nτ
)
∂αx H1
(
W τI
)
,W τIα
)
 C
τ
(∥∥Nτ∥∥s∥∥U τ∥∥s + τ∥∥Nτ∥∥2s + τ∥∥U τ∥∥2s )
 ε
τ 2
∥∥U τ∥∥2s + Cε∥∥W τ∥∥2s . (4.20)
Here and hereafter, ε denotes a small constant independent of τ and Cε > 0 denotes a constant
depending only on ε.
For the term containing H3, we have
2
τ
(
AI0
(
nτ
)
∂αx H3
(
W τ
)
,W τIα
)= − 2
τ
((
h′
(
nτ
))−1
U τα, ∂
α
x
[
F τ + (U τ + uτ )× Gτ + U τ × Bτ ])
 ε
τ 2
∥∥U τα∥∥2 + Cε
∫
T
∣∣∂αx [F τ + (U τ + uτ )× Gτ + U τ × Bτ ]∣∣2 dx
 ε
τ 2
∥∥U τ∥∥2s + Cε(∥∥W τ∥∥2s + ∥∥U τ∥∥2s∥∥Gτ∥∥2s ).
Therefore,
2
τ
(
AI0
(
nτ
)
∂αx H3
(
W τ
)
,W τIα
)
 ε
τ 2
∥∥U τ∥∥2s + Cε(∥∥W τ∥∥2s + ∥∥W τ∥∥4s ). (4.21)
Now we consider the estimate for the term containing J τα . Let us ﬁrst point out that a direct
application of Lemma 1.1 to J τα does not yield the desired result. We have to develop the terms in
the summation of J τα to see the appearance of terms U
τ or U τ + uτ . By the deﬁnition of AIi (nτ ,uτ ),
we have
∂αx
(
AIi
(
nτ ,uτ
)
∂xiW
τ
I
)− AIi (nτ ,uτ )∂αx (∂xi W τI )
=
(
∂αx ((U
τ + uτ )i∂xi Nτ ) − (U τ + uτ )i∂αx ∂xi Nτ
∂αx (h
′(Nτ + nτ )∂xi Nτ ei) − h′(Nτ + nτ )∂αx ∂xi Nτ ei
)
+
(
∂αx ((N
τ + nτ )i∂xi U τ · eti ) − (Nτ + nτ )∂αx ∂xi U τ · eti
∂αx ((U
τ + uτ )i∂xi U τ ) − (U τ + uτ )i∂αx ∂xi U τ
)
.
Then,
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AI0
(
nτ
)(
∂αx
(
AIi
(
nτ ,uτ
)
∂xi W
τ
I
)− AIi (nτ ,uτ )∂αx (∂xi W τI )),W τα)
= (nτ )−1[∂αx ((U τ + uτ )i∂xi Nτ )− (U τ + uτ )i∂αx ∂xi Nτ ]Nτα
+ (h′(nτ ))−1[∂αx ((U τ + uτ )i∂xi U τ )− (U τ + uτ )i∂αx ∂xi U τ ]U τα
+ (nτ )−1(∂αx ((Nτ + nτ )i∂xi U τ · eti)− (Nτ + nτ )∂αx ∂xi U τ · eti )Nτα
+ (h′(nτ ))−1[∂αx (h′(Nτ + nτ )∂xi Nτ ei)− h′(Nτ + nτ )∂αx ∂xi Nτ ei]U τα
= J i1 + J i2 + J i3 + J i4.
Noting (4.3) for uτ and applying Lemma 1.1 to each term on the right-hand side of the above equation
gives
| J i1 + J i2| C
(
τ + ∥∥U τ∥∥s)∥∥W τI ∥∥2s  ετ
∥∥U τ∥∥2s + Cετ (∥∥W τ∥∥2s + ∥∥W τ∥∥4s ),
| J i3 + J i4| C
(
1+ ∥∥Nτ∥∥s)∥∥Nτ∥∥s∥∥U τ∥∥s  ετ
∥∥U τ∥∥2s + Cετ (∥∥W τ∥∥2s + ∥∥W τ∥∥4s ),
which imply that
2
τ
(
J τα,W
τ
α
)
 ε
τ 2
∥∥U τ∥∥2s + Cε(∥∥W τ∥∥2s + ∥∥W τ∥∥4s ). (4.22)
Using the expression of AI0(n
τ ), we have obviously
−2(AI0(nτ )∂αx Rτ ,W τIα)= −2((nτ )−1Nτα, ∂αx Rτn )− 2((h′(nτ ))−1U τα, ∂αx Rτu).
Together with (4.5) this yields
−2(AI0(nτ )∂αx Rτ ,W τIα) C∥∥W τ∥∥2s + ετ 2
∥∥U τ∥∥2s + Cετ 2(λ+1). (4.23)
Finally, for i = 1,2,3, it follows from (4.13) and (4.17) that
div AIτ
(
nτ ,uτ
)= (AI0)′(nτ )∂tnτ + 1τ
3∑
i=1
∂xi
[
uτi A
I
0
(
nτ
)]
= (AI0)′(nτ )
(
∂tn
τ + 1
τ
∇nτ · uτ
)
+ 1
τ
divuτ AI0
(
nτ
)
.
Using the ﬁrst equation of (1.7), we deduce that
div AIτ
(
nτ ,uτ
)= divuτ
τ
[
AI0
(
nτ
)− nτ (AI0)′(nτ )].
Noting
κ
2
 nτ = Nτ + nτ  C0, uτ = U τ + uτ , uτ = O (τ ),
we obtain
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Here in the last inequality we have used the continuous embedding Hs−1(T) ↪→ L∞(T). Therefore,
∥∥div AIτ (nτ ,uτ )∥∥∞  C
(
1+ 1
τ
∥∥U τ∥∥s
)
.
We conclude that
(
div AIτ
(
nτ ,uτ
)
W τIα,W
τ
Iα
)
 ε
τ 2
∥∥U τ∥∥2s + Cε(∥∥W τ∥∥2s + ∥∥W τ∥∥4s ). (4.24)
Thus, together with (4.16) and (4.19)–(4.24), we obtain, for all |α| s,
d
dt
(
AI0
(
nτ
)
W τIα,W
τ
Iα
)+ κ
τ 2
∥∥U τα∥∥2  Cετ 2
∥∥U τ∥∥2s + Cε(∥∥W τ∥∥2s + ∥∥W τ∥∥4s )+ Cετ 2(λ+1).
Integrating this equation over (0, t) with t ∈ (0, T τ ) ⊂ (0, T1) and summing up over all |α| s, taking
ε > 0 suﬃciently small such that the term including Cε
τ 2
‖U τ ‖2s can be controlled by the left-hand side,
together with condition (4.4) for the initial data and noting (4.19), we get (4.14). 
Now, let us establish the estimate for W τII .
Lemma 4.2. Under the assumptions of Theorem 4.1, for all t ∈ (0, T τ ], as τ → 0 we have
∥∥W τII (t)∥∥2s 
t∫
0
(
1
2τ 2
∥∥U τ (ξ)∥∥2s + C∥∥W τ (ξ)∥∥2s + C∥∥W τ (ξ)∥∥4s
)
dξ + Cτ 2(λ+1). (4.25)
Proof. For a multi-index α ∈ N3 with |α| s, differentiating the third and fourth equations of (4.11)
with respect to x, we have
⎧⎪⎨
⎪⎩
∂t F
τ
α −
1
τ
∇ × Gτα =
1
τ
∂αx
(
NτU τ + Nτ uτ + nτU τ
)− ∂αx RτE ,
∂tG
τ
α +
1
τ
∇ × F τα = 0,
(4.26)
where W τIIα = (F τα,Gτα) = ∂αx (F τ ,Gτ ).
By the vector analysis formula:
div( f × g) = (∇ × f ) · g − (∇ × g) · f ,
the singular term appearing in Sobolev energy estimates vanishes, i.e.,
∫
T
(
− 1
τ
∇ × Gτα · F τα +
1
τ
∇ × F τα · Gτα
)
dx = 1
τ
∫
T
div
(
F τα × Gτα
)
dx = 0.
Hence, using uτ = O (τ ) and (4.5), a standard energy estimate for (4.26) yields
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dt
∥∥W τIIα∥∥2  2τ
∫
T
(∣∣∂αx (NτU τ )∣∣+ ∣∣∂αx (Nτ uτ )∣∣+ ∣∣∂αx (nτU τ )∣∣)∣∣F τα∣∣dx+
∫
T
∣∣∂αx RτE ∣∣∣∣F τα∣∣dx
 1
2τ 2
∥∥U τ∥∥2s + C(∥∥W τ∥∥2s + ∥∥W τ∥∥4s )+ Cτ 2(λ+1). (4.27)
Integrating (4.27) over (0, t), with t ∈ (0, T τ ), summing up over α satisfying |α| s and using (4.4)
we obtain the lemma. 
Proof of Theorem4.1. Let τ → 0 and ε > 0 be suﬃciently small. By Lemmas 4.1 and 4.2, for t ∈ (0, T τ ]
we have
∥∥W τ (t)∥∥2s + 1τ 2
t∫
0
∥∥U τ (ξ)∥∥2s dξ  C
t∫
0
(∥∥W τ (ξ)∥∥2s + ∥∥W τ (ξ)∥∥4s )dξ + Cτ 2(λ+1). (4.28)
Let
y(t) = C
t∫
0
(∥∥W τ (ξ)∥∥2s + ∥∥W τ (ξ)∥∥4s )dξ + Cτ 2(λ+1).
Then it follows from (4.28) that
∥∥W τ (t)∥∥2s  y(t), 1τ 2
t∫
0
∥∥U τ (ξ)∥∥2s dξ  y(t), ∀t ∈ (0, T τ ], (4.29)
and
y′(t) = C(∥∥W τ (t)∥∥2s + ∥∥W τ (t)∥∥4s ) C(y(t) + y2(t)),
with
y(0) = Cτ 2(λ+1).
A straightforward computation yields
y(t) Cτ 2(λ+1)eCt  Cτ 2(λ+1)eCT1 , ∀t ∈ [0, T τ ].
Therefore, from (4.29) we obtain
∥∥W τ (t)∥∥s √y(t) Cτλ+1,
t∫
0
∥∥U τ (ξ)∥∥2s  τ 2 y(t) Cτ 2(λ+2), ∀t ∈ [0, T τ ].
In particular, this implies that W τ is bounded in L∞(0, T τ ; Hs(T)), so is (nτ ,uτ , Eτ , Bτ ). By a stan-
dard argument on the time extension of smooth solutions, we obtain T τ3  T1, i.e. T τ = T1. This
ﬁnishes the proof of Theorem 4.1. 
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Appendix A. Formal derivation of combined limits
We give a formal derivation of the combined zero-relaxation and zero-electron mass limits in
system (1.2). For simplicity, let τi = τe = τ , qi = −qe = 1, mi = 1 and λ = γ = 1. Then there are only
two parameters τ and me in (1.2). Similarly to the one-ﬂuid equations, we make the time scaling by
replacing t by t/τ . We replace also u by τu. With this simpliﬁcation, system (1.2) is written as:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂tnν + div(nνuν) = 0, ν = e, i,
mντ
2(∂tuν + (uν · ∇)uν)+ ∇hν(nν) = qν(E + τuν × B) −mνuν,
∂t E − 1
τ
∇ × B = neue − niui, div E = ni − ne,
∂t B + 1
τ
∇ × E = 0, div B = 0.
(A.1)
There are several situations of limits in view of the two parameters. First, the formal limit equa-
tions in the zero-electron mass limit me → 0 of (A.1) are
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tnν + div(nνuν) = 0, ν = e, i,
∇he(ne) = −(E + τue × B),
τ 2
(
∂tui + (ui · ∇)ui
)+ ∇hi(ni) = E + τui × B − ui,
∂t E − 1
τ
∇ × B = neue − niui, div E = ni − ne,
∂t B + 1
τ
∇ × E = 0, div B = 0,
(A.2)
in which only the momentum equations for electrons are changed. Up to our knowledge this limit
system has not been analyzed mathematically. Furthermore, replacing B by τ B and letting τ → 0 in
(A.2), we obtain the limit equations
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂tnν + div(nνuν) = 0, ν = e, i,
∇he(ne) = ∇φ = −E,
∇hi(ni) = −ui − ∇φ,
−φ = ni − ne,
∇ × B = niui − neue − ∂t∇φ, div B = 0,
(A.3)
from which we deduce relations
ne = h−1e (φ), ui = −∇
(
hi(ni) + φ
)
, E = −∇φ (A.4)
and a drift-diffusion type system
{
∂tni − div
(
ni∇
(
hi(ni) + φ
))= 0,
−φ = n − h−1(φ), (A.5)i e
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by (A.4). Note that when ne is given, the ﬁrst equation in (A.3) for ue is an incompressibility-type
condition, which is not suﬃcient to determine ue . The determination of ue requires also another
equations which can be derived from a high order asymptotic expansion.
Second, in the zero-relaxation limit τ → 0 of (A.1), still replacing B by τ B , we obtain the classical
drift-diffusion equations:
{
mν∂tnν − div
(
nν∇
(
hν(nν) + qνφ
))= 0, ν = e, i,
−φ = ni − ne,
(A.6)
together with
{
mνuν = −
(∇hν(nν) + qν∇φ), ν = e, i, E = −∇φ,
∇ × B = niui − neue − ∂t∇φ, div B = 0.
(A.7)
Taking the zero-electron mass limit me → 0 in (A.6)–(A.7) we still obtain (A.3), which is also the
combined limit system (A.1) as (me, τ ) → 0. Therefore, the three limits me → 0 then τ → 0, τ → 0
then me → 0 and (me, τ ) → 0 are formally commutative.
Another interesting limit is me → 0 and meτ 2 = 1. Hence, τ → +∞. Replace B by B/τ , the limit
me → 0 and meτ 2 = 1 in (A.1) gives equations⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tnν + div(nνuν) = 0, ν = e, i,
∂tuν + (uν · ∇)uν + ∇hν(nν) = qν(E + τuν × B),
∂t E = neue − niui, div E = ni − ne,
∂t B + ∇ × E = 0, div B = 0.
(A.8)
This is still a symmetrizable hyperbolic system for (nν,uν), ν = e, i, coupled to a degenerate Maxwell
system. Therefore, it is hopeful to prove a result on the local-in-time smooth solutions to (A.8). How-
ever, the justiﬁcation of the limit is also an unsolved problem.
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