The goal of this study is to explore those applications which can best utilize a network of orbiting satellites working as a distributed computing array. The satellites are presumed to be low-cost mini-or micro-satellites orbiting Earth or some other celestial body (i.e., an asteroid, moon, etc.), and should have a (near) constant communication link between the satellites, such that any given satellite can continuously send data to any other satellite in the network; however, as a low-cost and potentially remotely operated mission scenario, it is assumed that the downlink bandwidth via Earth-based ground stations will be very limited. As such, the goal of the networked array of satellites is to directly compute the data or science product in-space, as opposed to the traditional scheme of downloading all of the raw data and processing the results on the ground. Not all observations techniques will benefit from this space-based distributed computing approach, but case studies involving gravity field determination will be provided to highlight the potential of such systems.
I. Introduction
The concept of having a constellation of satellites networked together has been recognized for some time; however, the practical realization of such a system has proven difficult. Most constellations in operation today are limited to the communications industry, such as the Iridium and Globalstar satellite telephone services (other constellations exist, such as GPS, but these satellites are not actively networked with each other). The cost to develop, launch and support one of these systems is significant (both Iridium and Globalstar filed for bankruptcy at some point during development), involving dozens of full-sized satellites and a complex network of ground personnel and receiving stations to make the system operate smoothly. With this in mind, the current study seeks to follow a different direction, and explore news ways to utilize a networked array of satellites for applications in the Earth and planetary sciences.
One of the obvious constraints for such a study is the aforementioned costs to realize even a small network of full-featured satellites. As a result, to minimize costs, the satellites investigated here are assumed to be low-cost mini-or micro-satellites, focusing on a single application, therefore limiting the instrumentation involved. Furthermore, the network will be designed to work nearly autonomously, without the expense of a worldwide ground station network (and associated personnel). This is accomplished by assuming that the satellites in the constellations are fully connected through their own independent communications network. As an autonomous system with limited downlink time, the goal of the networked array of satellites will be to directly compute the data or science product in-space, as opposed to the traditional scheme of downloading all of the raw data and processing the results on the ground. In essence, what results is a spaceborne sensor network that also doubles as a distributed computing platform. Not all applications will benefit from this space-based distributed computing approach, but example case studies will be shown later to demonstrate that certain applications can, particularly for planetary studies.
The case studies attempt to be as realistic as possible by using the hardware specifications for two planned future missions: IridiumNEXT 1 and the Formation for Atmospheric Science and Technology demonstration (FAST) 2 . The IridiumNEXT mission is the next generation of the well-known satellite communication network, with 66 satellites in total, and there are currently plans to include a scientific payload on each of the new satellites. As a communication network, each satellite will also have the ability to communicate with each other at relatively high data rates. The FAST project is a joint Dutch-Chinese formation flying mission managed by Delft University of Technology (TU Delft) in the Netherlands, and Tsinghua University in China. While the primary goals of this mission are related to atmospheric measurements and formation flying control methods, the two satellites are expected to have an inter-satellite communication link. The space systems and design requirements for FAST will be similar to the low-cost approach envisioned for the hypothetical future networked arrays investigated, so the mission should serve as an excellent opportunity to explore the realistic boundaries of space-based computing 3 . One of the drawbacks of these small-satellite constellations is that, because the science products are created in a near real-time fashion, errors found after launch in the data processing algorithms cannot be corrected for in previous results, i.e., there will be no opportunity to re-process the raw data. It is presumed that the cost savings would be worth this extra risk, which ideally could be minimized through more extensive pre-launch testing and calibration/validation activities.
II. Networking
For a space-based distributed computing array to function, the satellites must all be connected through a network. Many recent studies on satellite constellations have focused on the development of optimized routing algorithms, with the primary application still focused on communications, i.e., satellite phone networks. The networking criteria for the case studies to be presented later can be divided into two categories. The first makes use of these advanced communications constellations, such as those of the IridiumNEXT project, and leverages the high bandwidth and global ground station network that they provide. The IridiumNEXT project advertises a 1x10 6 bits per second (bps; 1x10 6 bps = 1000 kpbs = 1 Mbps) data transfer rate for their secondary payload, although there are currently a minimum of four sub-payloads planned (e.g., GPS occultation, radar altimetry, spectral imagery, and radiometry) 4 , so it is possible that the total bandwidth afforded to each sub-payload is only a fraction of the total bandwidth.
The second category, involving the low-cost small-satellite constellation, has some important differences from the Iridium-style networks. To begin with, the small-satellite constellations will be essentially independent from ground station relays. This is done not only to reduce costs for systems deployed in low Earth orbit (LEO), but the constellations under consideration here may also operate remotely (e.g., for planetary missions), where such ground support is assumed to be very limited. Another difference is the communication speeds involved. As low cost micro-or mini-satellites, the total power budget is much less than can be expected from commercial communications satellites. For the FAST mission, the communication link will be established using an S-band transceiver, with an 180 o (hemi-spherical) range capability. For the purposes of this study, we assume that two such transceivers could be used to create an essentially omni-directional system. These transceivers, while reliable and cost-effective, have limitations in terms of range and data rates. The specific rates depend directly on the choice of constellation design, i.e., the length of the inter-satellites links (ISLs), but a general description of the performance range expected from such a system is provide below in Table 1 . For reference, the transmit frequency assumed is 2.2 GHz, and the power requirements are driven by the minimum power required to transmit the listed data rate across the given ISL length with a minimum link margin of 1 dB. The table values were computed taking into consideration various loss factors, including the dominant loss due to free-space. As can be seen, the data rates from such a system over ISLs greater than 1000 km are orders of magnitude less than what can be achieved through an Iridium-style system.
Because of the omni-directional capability of the on-board transceivers, it is assumed that ISLs can be established with any other satellite in the constellation that is within range. It is recognized that cross-plane links can be problematic at higher latitudes, due to the dynamic environment of crossing satellites near the poles (if using high orbit inclinations), but it is assumed that such issues can be managed for the small-satellite constellations. For instance, Doppler shifts in different communication channels can be coped with using a proper design of the receiver back-end. In addition, since the geometries of the constellations to be discussed shortly do not change significantly over time, the satellite positions should be well known at all times to help with tracking issues. 
III. Constellation Design
The design of the constellation is naturally critical to the degree of connectivity between the satellites involved. Ideally, a constellation with hundreds of satellites would guarantee a robust sensor network that is fully connected with relatively short ISLs (and hence, high data rates); however, the likelihood of such a system being realized in the near future is small. Therefore, the constellations considered here contain less than 100 satellites in total.
For the IridiumNEXT project, the number of satellites is fixed at 66, and they are distributed across six evenly space orbit planes, each at an inclination of 86.4 o (i.e., a Walker Star of 86.4 o :66/6/2) and an altitude of 780 km. For the small-satellite case, the choices are unlimited, and can involve satellites in multiple layers, i.e., at higher and lower altitudes, similar to those proposed by Clare et al 5 for satellite formations. The benefit to using, e.g., a two-layer approach, is that the higher layer satellites can serve as effective relay points, increasing the total network connectivity. Two examples of a possible two-layer scenario are shown in Fig. 1 , where the inner layer is at LEO and the outer layer is at GPS altitude. Depending on the communication lengths allowed (the left panel has a 25,000 km limit and the right a 38,000 km limit), the satellites in the outer layer can communicate directly with each other, requiring a fewer number of satellites to obtain full connectivity within the constellation. The drawback to such a system is that the ISL distances become large in such a scenario, and considering Table 1 again, the power requirements for the proposed S-band system would become prohibitive for a small satellite system. For Earth orbiting constellations, it becomes more efficient to simply use ground stations as the second layer (as Iridium does); however, for other planetary missions, where such ground stations do not exist, the orbiting multi-layer approach may still be an option.
For the single-layer small-satellite constellation, a number of different options were evaluated. Constraints for the constellations chosen included a 780 km orbit altitude for extended mission life, and a near-polar inclination (i = 97 o ) for maximum global coverage. In addition, a 2000 km link was considered the maximum allowable ISL length, given the limited power budget of a small satellite, and ISL lengths were discarded if the line-of-sight passed through the first 50 km of the atmosphere. To simplify the simulations, all orbits were made circular and integrated using a uniform, spherical Earth model (i.e., point-mass gravity).
After examining a range of different scenarios, two cases were identified as the most plausible given the above constraints. Both make use of evenly distributed orbit planes with eight satellites each, with the distribution of the longitude of the ascending node of each orbit plane set such that satellites in neighboring planes move in opposite directions. The first case has three planes (24 satellites in total) and the second case has nine planes (72 satellites). The two cases are illustrated in Fig. 2 , with the connectivity of the satellites shown (in blue) at different points in time. Other characteristics related to the networking and communication of the constellations are provided in Table  2 . For the 24-satellite case, ISLs below the 2000 km limit are only achieved at the polar regions. As a result, the satellites cannot communicate with each other at all epochs, so data packets must be relayed through other satellites. Sometimes this relay is delayed until the messenger satellite comes into contact with another satellite for packet forwarding. For example, some satellites will never be directly visible to each other, but communication between them is still possible if the data packets are handed to a passing satellite that then later relays the information to the target satellite. This relay may require the data packets to be transferred to multiple satellites before reaching its final destination. The time between full network connectivity, i.e., how long it would take each satellite to send a packet to every other satellite, is shown in Table 2 . For the 24-satellite case, this is approximately 1500 seconds (25 minutes), with the average contact time between any two satellites lasting approximately 200 seconds. As will be seen shortly, these statistics determine the efficiency at which any distributed computing can be done. The orbital period for a satellite at 780 km altitude is approximately 6027 seconds, so the satellites in this first scenario only need to operate the S-band system about 23% of the time (which may permit a more powerful system since it will only be activated over a fraction of the total mission time). Furthermore, while a complete network load analysis was not done, the orbital geometry of the constellation ensures a very uniform distribution of network traffic, i.e., no set of satellites experience a higher amount of network traffic than another. Note that it is assumed American Institute of Aeronautics and Astronautics 4 that each transceiver can operate on multiple channels (i.e., communicate with more than one satellite simultaneously), and can send and receive at the same time.
While having nearly three times the amount of satellites, the 72-satellite case only achieves full network connectivity every 720 s, or about half the time as the 24-satellite case. The total contact time is also more than double that of the 24-satellite case, meaning the S-band system is activated twice as often per orbit (i.e., resulting in more power consumption). The benefits of these larger systems is more complete surface coverage, and more than double the amount of average contact time per encounter (translating into a higher network bandwidth). 
IV. Distributed computing
One of the primary objectives of this study was to determine if a networked array of small satellites, such as the constellations described in the previous section, can conduct parallel distributed computing in space and, if so, what types of problems can be solved. In general, dense linear algebra operations are well suited for parallelization, in particular matrix-matrix operations. This is because the work load can be evenly distributed across the compute nodes (satellites, in our case), and each node can work on one part of the problem. Such a system also permits the utilization of the entire system's storage and processing resources, allowing the solution of problems that are much too large to be handled by any single node. Naturally, at the heart of such a system is the communication network that allows information to be distributed (i.e., "scattered" or "projected") to all of the nodes, or similarly collected (i.e., "gathered" or "reduced") once the individual components have been processed. It has long been recognized that, for conventional distributed memory machines, communication loads are best managed by creating a virtual two-dimensional (2-D) mesh of processors that define the communication lines, so the same concept will apply for American Institute of Aeronautics and Astronautics the satellite network. A conceptual visualization of how this might be done for the constellation is shown in Fig. 3 . For this study, we envision the parallel processing to work nearly the same as that of ground-based machines, including the use of standard messaging protocols, such as the Message Passing Interface (MPI) 6 . The details of how the matrices involved are distributed across the various nodes can be found in the literature 7 . The types of operations explored here will be limited to the solution of generic linear systems. The idea is that each satellite will collect a series of observations, conduct some pre-processing on these observations (i.e., linearization), and then all of the observations from all of the satellites will be combined to estimate some set of model parameters in a large least squares inversion or Kalman filter. There are many examples of how this might be applied in an actual mission setting, such as estimating satellite positions from (inter-satellite) range measurements, estimating ocean models from altimetry measurements, estimating atmospheric density models from GPS occultation measurements, or estimating global gravity field models from (derived) acceleration measurements. The practical realization of a spaceborne parallel distributed computing system is still an active research area. For the small-satellite case, the vision is to use commercial off-the-shelf (COTS) processors and memory chips, which are not necessarily space certified. In this case, fault tolerance would be managed by both the operating system and computational algorithms, for which preliminary work has been encouraging 8 . For example, softwarebased fault tolerance for the matrix-matrix multiply can be achieved with only an extra 10% overhead cost 9 , which would hopefully be more than compensated for by the faster COTS processor.
V. Case Studies
In this section, we examine the usefulness of the space-based computing network for the previously defined constellations when applied to two specific case studies. The first case study involves the estimation of a near realtime gravity field of the Earth, and the second extends this same application to a more remote mission around Titan. Both applications would be useful for both Earth and planetary studies, and highlight the potential that such constellations can have for problems well-suited for distributed computing.
A. Case Study 1: Earth's gravity field
This first case study involves the situation where each satellite collects gravity measurements (either from an onboard gradiometer or from position-derived accelerations) in an effort to model Earth's global time-variable gravity field. The high density of globally distributed gravity measurements would permit the observation of a range of large scale mass transport processes (oceans, atmosphere, hydrology, etc.) over short time frames (i.e., weekly, daily). This level of temporal resolution is well beyond the capability of current dedicated gravity field missions, such as the Gravity Recovery and Climate Experiment (GRACE) 10 ; however, the higher altitude of the American Institute of Aeronautics and Astronautics constellation orbits, combined with the (presumed) lower sensitivity of the gravity measurements they would collect, would naturally limit the spatial resolution of such solutions. 11, 12 To estimate the communication requirements for solving such a problem, we will assume that the linear system will be solved using a QR factorization, in particular the block algorithm developed by Schreiber and van Loan 13 (i.e., the YTY-transform). This algorithm processes the factorization in blocks that are typically on the order of a few hundred rows/columns in size. The algorithm involves several projections and reductions of various matrix components, resulting in a total communication volume of (8/5)·m·n + (4/10)·n 2 , where m is the number of observations collected, and n is the number of model parameters to be estimated. If m = n, then this reduces to 2·n 2 , and is consistent with the general rule of thumb for matrix-matrix parallel computing that order-n 3 operations can be computed with order-n 2 communications (the operations count for the QR factorization is 2·n 2 ·(m -n/3), or (4/3)·n 3 for m = n) 14 . A similar situation would hold if the covariance matrix of the solution is desired (i.e., (R T R) -1 ), which is another order-n 3 operation 15 . Using the results from Table 2 , and considering only the cost to compute the QR factorization, an idea of the capability of the spaceborne computing network can be found. For simplification, we assume that the gravity field model to be estimated is done once per day, during which each satellite in the constellation will complete approximately 14.4 orbits. Assuming a maximum data rate of 13 kbps, the total network bandwidth for the constellations is computed with the following: network bandwidth = (orbit contact time)·(total satellites)·(data rate)·(1-byte/8-bit)·(orbits/day)
Starting with the 24-satellite case, and using the above equation, the total bandwidth is computed as 786 megabytes per day (Mb/dy). To estimate a gravity field out to spherical harmonic degree and order 70 (70x70), corresponding to a (half-wavelength) spatial resolution of approximately 285 km at the equator, requires n = 4900 parameters. Assuming each satellite makes 480 observations per day per satellite (one every 3 minutes), the total number of daily observations is m = 11,520. Using the requirements for the QR factorization discussed above, and double precision arithmetic (8 bytes per word), this translates into a total communication load of 800 Mb/dy, or essentially the upper limit of what the 24-satellite case can handle. Note that a 70x70 gravity field is equivalent to the resolution that the GRACE mission can achieve at the monthly time interval, but the important difference is that the constellation is able to achieve this at the daily time scale.
For the 72-satellite case, the total contact time per satellite per orbit is greater than the 24-satellite case, creating a network bandwidth of 6311 Mb/dy. Given the same measurement rate per satellite (480 observations per day), the total number of daily observations becomes m = 34,560. This permits the solution of a daily global gravity field model up to 114x114 (175 km half-wavelength resolution), or n = 12,996. This resolution will likely exceed the sensitivity of the instruments for a low-cost small satellite, so an alternative might be to estimate a lower resolution field, i.e., 70x70, with more observations (ideally reducing measurement noise). At one observation per minute per satellite, the total number of observations increase to m = 103,680 per day for the constellation, requiring 6579 Mb/dy in communication.
The total number of floating point operations (FLOPS) for the QR factorization of the largest case considered here (m = 103,680; n = 4900) is 4.9 x 10 12 . Assuming one operation per compute cycle of a micro-processor (modern processors can often handle many operations per cycle), operating at a speed of only 150 MHz, a 24-satellite constellation can ideally manage up to 3.11 x 10 14 FLOPS per day. This is more than sufficient to handle the computational loads required, and is well within the capability of standard space certified processors (e.g., the Aeroflex Gaisler LEON4 16 ). In addition, the total memory required for such a problem would be essentially "m x n", or approximately 4 gigabytes (Gb), again assuming double precision storage. This would be large for a single satellite to manage, but divided across 24 or 72 satellites, the memory requirements per satellite reduce to 169 Mb and 56 Mb respectively, a much more manageable value.
Comparing these numbers to the capability of the IridiumNEXT constellation, assuming the 1 Mbps data rate is shared between multiple scientific payloads, e.g. currently four, a data rate of 250 kbps would easily be able to conduct the same or higher level of spaceborne processing as the small-satellite constellations. In addition, the network of ground relay stations, combined with the high number of satellites (66), should allow for a high volume of observations and near-constant network connectivity. In fact, the bandwidth of the Iridium system is sufficient to simply transfer all raw data to the ground for post-processing. As such, the benefit of using the small-satellite constellation over an Iridium-style constellation would be driven primarily by the (substantial) cost savings involved, as well as in the ability to update or replace the constellation components more regularly (the IridiumNEXT satellites have planned lifetimes of 15 years or more, whereas a custom constellation can be modified when needed).
B. Case study 2: Titan
While the examples discussed so far have focused on the Earth, there is also the potential to use a small-satellite constellation for planetary studies. For example, the Jovian moon Titan is a planetary body that is suspected of having a system of sub-surface oceans, in addition to large amounts of liquid hydrocarbon on the surface. In addition, the moon has significant atmospheric activity, and the crust itself appears to undergo tectonic motion, all suggesting that the planet experiences a series of complex mass transport processes. Observing the time-variable nature of Titan's external gravity field would provide a number of insights into these mass transport processes, so the application of gravity field determination will be used again as an illustration.
The atmosphere of Titan is quite dense, extending out hundreds of kilometers, so an altitude of 1000 km was chosen to allow for stable orbits, and the line-of-sight calculations incorporated a 100 km atmospheric criteria (similar to the 50 km criteria used for the Earth earlier). Using the same 24 and 72-satellite constellations described earlier (in terms of satellite distributions) would provide total contact times per orbit of 8025 s and 14181 s, respectively. For the 72-satellite constellation, this contact time corresponds to the orbital period for the chosen altitude, meaning that each satellite is in active communication at all times. The total daily (i.e., 86,400 s) transfer rate would be 1906 Mb for the 24-satellite case and 10.1 Gb for the 72-satellite case. Both situations should easily permit the daily solution of a 70x70 gravity field with a high density of observations (assuming the on-board instruments are sensitive to such variations), which given the smaller size of Titan, translates into a spatial resolution of roughly 150 km.
An alternative setup for the mission would be for the satellites to collect the raw measurements and transfer the data back to Earth through the Deep Space Network (DSN). For example, using an X-band transceiver operating at 35 W through the DSN would generate a data rate of approximately 10-20 kbps at the range of Titan 17 . The DSN is typically only able to lock on to a single satellite at a time, although the possibility exists for the simultaneous acquisition of two or more satellites if they all fall within the receiving antenna's beam width; however, for the current case, the number of times this will happen is not sufficient enough to have much of an impact on the total data rate. As such, for a DSN-based mission, a two-layer constellation approach would likely be needed, where the small number of higher altitude satellites would serve primarily as data relay points. Considering the maximum data rate of 20 kbps from a two-satellite outer layer (i.e., 40 kbps in total), the daily data rate is only 864 Mb. This is significantly less data than what the networked arrays can provide, and the cost of continually tracking two or more satellites with the DSN would greatly inflate the operating costs of such a mission. Current baseline operating costs (i.e., single antenna, no additional cost factors) are approximately $1057/hr per satellite 18 , or $50,736/dy for the twosatellite outer layer case. Given these limitations of a DSN-based mission, the near autonomous operation of a networked array of small satellites could make for a much more appealing option by providing greater scientific return for a much lower cost.
VI. Conclusions
In this study, we examined the potential of using a networked array of small satellites to conduct low-cost, near autonomous Earth and planetary science operations. There are a wide range of constellation designs possible for such missions; however, after creating a set of orbit and communication constraints, two specific constellation formations were chosen and examined in more detail. The first involved 24 satellites in three orbit planes, and the other contained 72 satellites in nine orbit planes. Communication rates were based on hardware (S-band transceiver) similar to those to be used for the planned Formation for Atmospheric Science and Technology demonstration (FAST) 2 mission. The key innovation to such constellations is that the satellites collect the observations and process them directly in orbit, without the need to downlink the raw data to the ground for post-processing, resulting in significant cost savings. The consequence of such a mission design is that the raw measurements are not archived, and therefore cannot be re-processed at a later stage, but it is assumed that this risk can be minimized through preflight testing.
Case studies using the two constellations were examined for the mission objective of observing the time-variable gravity of Earth and the Jovian moon Titan. For Earth, both constellations were capable of estimating a daily global gravity field model to spherical harmonic degree and order 70 (285 km spatial resolution), provided the on-board instrument is sensitive enough to detect such variations (e.g., a high-accuracy GPS receiver or a small gradiometer). While the 72-satellite constellation was able to generate more observations and estimate more model parameters (i.e., handle larger problem sizes), the 24-satellite constellation was still adequate, and is more likely to be implemented due to the fewer number of satellites and orbit planes involved. While such small-satellite constellations cannot match the performance of a more robust satellite network, such as those proposed for the upcoming IridiumNEXT project, the development and operating costs would ideally be much lower. Furthermore, an Iridium-style constellation would not be feasible for planetary exploration, due to the extensive use of ground relay stations. For planetary missions, the second case study involving Titan showed that such small-satellite constellations might provide a more suitable option, as the Deep Space Network does not currently provide the bandwidth to transmit the large volumes of raw data that a constellation could generate. In this scenario, processing the data at location maximizes the scientific return of such a mission and, at least for the application of gravity field determination, the 24-satellite configuration would be more than sufficient to provide valuable information about the complex mass transport processes suspected to take place on Titan.
To realistically implement such small-satellite constellations would still require many obstacles to be overcome. Examples include the tracking and communication difficulties that exist between two crossing satellites, especially at the poles. Advanced networking algorithms would also need to be developed that take into consideration the constantly changing satellite configurations, and the possible packet delays that they create. As a proposed low-cost mission scheme, the use of COTS components such as processors and memory chips would also require the development of improved software-based fault tolerance. Mechanisms to efficiently launch and deploy multiple small satellites are also critical to the success of such constellations, and are not fully matured yet. This said, all of these items are topics of current research efforts, and it is expected that solutions to all of these problems will arise in the coming decade. If successful, then the results of this study suggest that the use of low-cost small satellite constellations to compute near real-time, autonomous science products has great potential for both Earth and planetary science applications.
