Someone knowledgeable in nonstandard analysis may get the feeling that in the nonlinear theory of generalized functions, too often one works directly on the nets and spends effort to obtain results that should be clear from general principles. We want to show that such principles can indeed be introduced and to illustrate their role to solve problems. This text is intended as a tutorial on the use of nonstandard principles in generalized function theory intended for researchers in the nonlinear theory of generalized functions.
Generalized and internal objects
We will define generalized objects by means of families (nets) of objects indexed by (0, 1), identified if they coincide for small ε. The objects thus defined are simpler than the corresponding Colombeau objects [1, 2, 3] and can be viewed as 'raw material' from which Colombeau objects can be constructed (or also as a 'test environment' for making conjectures). E.g., the generalized numbers that will be defined immediately, are the generalized constants of Egorov's algebra of generalized functions.
Definition. A generalized real number is an equivalence class of nets (a ε ) ε up to equality for small ε. Formally, the set of generalized real numbers equals * R := R (0,1) /{(a ε ) ε ∈ R (0,1) : a ε = 0 for small ε}.
We denote the equivalence class of the net (a ε ) ε by [a ε ].
By means of elementary set-theoretic operations, we now define generalized objects by means of nets, the so-called internal objects:
0. By definition, generalized real numbers are internal. Definition. The union of the objects thus defined is the class of internal objects. In particular, by convention, the empty set is not internal (=external). We also extend the definition * a := [a] for the new types of objects.
Also for a ∈ R m (m ≥ 1), * a = [a] ∈ * R m . In practice, we will identify R m as a subset of * R m , and therefore drop the stars in this case.
E.g.,
• If a ε ∈ R, ∅ = A ε ⊆ R, and f ε are maps R → R, then
• If A ε are nonempty subsets of R m , then
: a ε ∈ A ε for small ε} ⊆ * R m .
• If f ε are maps R m → R, then
• If A ε are nonempty sets of maps R m → R, then
: f ε ∈ A ε for small ε}.
• If T ε :
• . . . More generally, we have in all cases:
This tells us that, although we are basically just working with nets up to equality for small ε, they can be identified with a large class of generalized objects in a generic way. Exercise 1.3. We denote by P(A) the set of all nonempty subsets of A.
(a) An internal set contains only internal objects. 2 Some examples in * R A lot of the structure of R can be transferred to * R. E.g., +: * R × * R → * R can be defined ε-wise, i.e., coinciding with the map * + from the generic construction. In the case of maps on * R, we will usually drop the stars, since they extend the usual operations on R (identifying R with a subset of * R). On representatives, one easily sees that +, · are associative and commutative. In fact, for any binary operation f on R, the statement
Similarly, one sees that * R is an ordered commutative ring. In the case of (binary, say) relations on R, some confusion may arise in dropping the stars. E.g., for a, b ∈ * R, a( * =)b is not equivalent with ¬(a = b). We will drop the stars for ≤; on the other hand, we will use a = b for ¬(a = b), a b for ¬(a ≤ b), and a < b for a ≤ b ∧ a = b. The archimedean property of R, i.e., (∀x ∈ R)(∃n ∈ N)(n ≥ |x|) does not transfer to * R, at least, not as the statement that * R has the archimedean property. But (∀x ∈ 3. If t is a term and f is a function variable, then also f (t) is a term.
The occurrence of a variable x in a formula P is bound if it occurs in a part of P that is of the form (∀x ∈ t)Q or (∃x ∈ t)Q. Otherwise, the variable x is free in P . Inductively, formulas are defined by the following rules:
F1. (atomic formulas) If t 1 , t 2 are terms and R is a relation variable, then t 1 = t 2 , t 1 ∈ t 2 and t 1 R t 2 are formulas.
F2. If P , Q are formulas, then P &Q is a formula.
F3. If P is a formula, x is a variable free in P and t is a term in which x does not occur, then (∃x ∈ t)P is a formula.
F4. If P is a formula, x is a variable free in P and t is a term in which x does not occur, then (∀x ∈ t)P is a formula.
F5. If P , Q are formulas, then P ⇒ Q is a formula.
F6. If P is a formula, then ¬P is a formula.
F7. If P , Q are formulas, then P ∨ Q is a formula.
A sentence is a formula in which all occurring free variables are substituted by objects, which we call the constants or parameters of the sentence. The meaning associated to a sentence is as it occurs in the normal use within mathematics (we will not formalize this; also, we introduce extra brackets in formulas to make clear the precedence of the operations).
Notation. We denote t(x 1 , . . . , x m ) (or shortly t(x j )) for a term t in which the only occurring variables are x 1 , . . . , x m . We denote by t(c 1 , . . . , c m ) (or shortly t(c j )) the term t in which the variable x j has been substituted by the object c j (for j = 1, . . . , m). Similarly, we denote P (x 1 , . . . , x m ) (or shortly P (x j )) for a formula P in which the only occurring free variables are x 1 , . . . , x m . We denote by P (c 1 , . . . , c m ) (or shortly P (c j )) the formula P in which the variable x j has been substituted by the object c j (for j = 1, . . . , m).
Now we extend our observation in §1 about equality of internal objects to more general formulas: 
3. Let t(x j ) be a term and f a function variable. For a term f (t), we find inductively,
Proposition 3.2. Let P (x j ) be a formula formed by applying rules F1-F4 only. Then P (x j ) is transferrable.
Proof. F1. For atomic formulas, we have observed this in §1 (combined with lemma 3.1). We proceed by induction for more general formulas. We put c j := [c j,ε ]. F2. For a formula of the form P (x j )&Q(x j ), we find inductively,
is true ⇐⇒ P (c j,ε ) is true for small ε, and Q(c j,ε ) is true for small ε ⇐⇒ P (c j,ε )&Q(c j,ε ) is true for small ε.
F3. For a formula of the form (∃x ∈ t(x j ))P (x, x j ), we find inductively, (∃x ∈ t(c j ))P (x, c j ) is true ⇐⇒ there exists c ∈ t(c j ) such that P (c, c j ) is true ⇐⇒ there exists (c ε ) ε with c ε ∈ t(c j,ε ), for small ε such that P (c ε , c j,ε ) is true for small ε ⇐⇒ (∃x ∈ t(c j,ε ))P (x, c j,ε ) is true for small ε.
F4. For a formula of the form (∀x ∈ t(x j ))P (x, x j ), we find inductively, (∀x ∈ t(c j ))P (x, c j ) is true ⇐⇒ for each [c ε ] with c ε ∈ t(c j,ε ) for small ε, P ([c ε ], c j ) is true ⇐⇒ if c ε ∈ t(c j,ε ) for small ε, then P (c ε , c j,ε ) is true for small ε.
We show that this is still equivalent with: (∀x ∈ t(c j,ε ))P (x, c j,ε ) is true for small ε. ⇒: Suppose that (∀η) (∃ε ≤ η) (∃x ∈ t(c j,ε )) ¬P (x, c j,ε ). Then we can find a decreasing sequence (ε n ) n∈N tending to 0 and c εn ∈ t(c j,εn ) such that ¬P (c εn , c j,εn ), ∀n. Since t(c j ) is internal, t(c j ) = ∅. Hence we can find c ε ∈ t(c j,ε ), for small ε / ∈ {ε n : n ∈ N}. By assumption, P (c ε , c j,ε ) is true for small ε, contradicting ¬P (c εn , c j,εn ), ∀n. ⇐: Let c ε ∈ t(c j,ε ), for small ε. Then by assumption, P (c ε , c j,ε ) for small ε.
We now obtain the transfer principle as an ε-free version of the previous proposition: Theorem 3.3 (Transfer Principle). Let P (a 1 , . . . , a m ) be a sentence formed by applying rules F1-F4 only, in which the constants a j are nongeneralized objects. Then
Example 3.4. Transfer fails for P ∨ Q, e.g. for the sentence (∀x ∈ R) (x = 0 ∨ (∃y ∈ R)(x · y = 1)) and for (∀x, y ∈ R) (x ≤ y ∨ y ≤ x).
For rule F5, we have a transferrable substitute:
Since the implication is the part that we want to be able to transfer, we will refer to the condition (∃x ∈ y)P as the side condition for the implication.
Proposition 3.5. Let P (x j ) be a formula formed by applying rules F1-F4 and F5' only. Then P (x j ) is transferrable.
Proof. We only have to include rule F5' into the inductive proof of proposition 3.2.
. Then we find a decreasing sequence (ε n ) n∈N tending to 0 and c εn ∈ t(c j,ε ) such that P (c εn , c j,εn ) and ¬Q(c εn , c j,εn ), ∀n. Choose c ε ∈ t(c j,ε ) with P (c ε , c j,ε ) if ε / ∈ {ε n : n ∈ N}. Then c := [c ε ] ∈ t(c j ) and P (c, c j ) holds by induction. By assumption, Q(c, c j ) holds. By induction, Q(c ε , c j,ε ) holds for small ε, contradicting ¬Q(c εn , c j,εn ), ∀n. Example 3.6. Often, some information can be transferred from a non-transferrable sentence by reformulating. E.g., the fact that every nonzero element in R is invertible can also be written as (∀x ∈ R \ {0})(∃y ∈ R \ {0})(xy = 1).
Hence, by transfer,
No contradiction results with the fact that * R is not a field, since * (R \ {0}) is the set of those [x ε ] ∈ * R with x ε = 0, for small ε, and is a strict subset of * R \ {0}. One can also obtain some (restricted) information out of a disjunction. E.g., the fact that the order on R is total can be written as
which is not transferrable. But the equivalent statement
is transferrable.
The internal definition principle (I.D.P.)
We will see that internal sets satisfy a lot of properties which are not shared by arbitrary sets of generalized objects. It is therefore interesting to have an easy sufficient condition to check that a set is internal.
Theorem 4.1 (Internal Definition Principle). Let P (x, x j ) be a transferrable formula. Let A, a j be internal objects. Let {x ∈ A :
Proof. Let {x ∈ A : P (x, a j )} = ∅, i.e., (∃x ∈ A) P (x, a j ). By transfer, (∃x ∈ A ε ) P (x, a j,ε ) holds for small ε. For an internal object c = [c ε ], we have by transfer,
where the latter internal set is well-defined since the corresponding net is a net of non-empty sets (for small ε). Further, as A is internal, A has only internal elements.
Corollary 4.2. Let P (x, x j ) be a transferrable formula with x, x j as only free variables. Let A, a j be nongeneralized objects. If {x ∈ A :
Proof. By construction of internal sets, if B = {x ∈ A : P (x, a j )} is a nonempty (nongeneralized) set, then * B is also not empty. The proof of the internal definition principle shows that then * {x ∈ A : 
Saturation and spilling principles
The principles in the previous sections give us an insight in which properties of generalized objects can be systematically obtained (and in an 'ε-free' way), but the properties are often hardly easier obtained than by working directly on the nets. The principles in this section will allow for quite some short-cuts in proofs, and will also suggest ways to discover properties that are not so easily guessed directly on the nets.
Definition. A family of sets (A i ) i∈I has the finite intersection property (F.I.P.) if for each finite subset F ⊆ I, i∈F A i = ∅.
Theorem 5.1 (Saturation Principle). Let X be an internal set. For each n ∈ N, let A n ⊆ X such that A n or X \ A n is internal. If (A n ) n∈N has the F.I.P., then n∈N A n is not empty.
Proof. Let (B n ) n∈N , (X \ C n ) n∈N be sequences of internal subsets of X such that N) with ε n,j ∈ (0, η n ) and such that x ε n,j := x n,j,ε n,j ∈ C j,ε n,j . Choose x ε := x n,1,ε , if η n+1 < ε ≤ η n and ε / ∈ {ε n,j : n, j ∈ N, j ≤ n}. Then for each n ∈ N, x ε ∈ B n,ε for small ε, and (∀η ∈ (0, 1)) (∃ε ≤ η) (x ε ∈ C n,ε ). Hence
Remark. It is clear from the proof of the saturation principle that, instead of the F.I.P., it is sufficient to assume the slightly weaker property that for each finite number of internal sets A n 1 , . . . , A n k and each A m with X \ A m internal, A n 1 ∩· · ·∩A n k ∩A m = ∅. In particular, nonempty cointernal sets have the F.I.P.
Corollary 5.2 (Quantifier switching).
Let X be an internal set. For each n ∈ N, let P n (x, x n,j ), Q n (x, y n,j ) be transferrable formulas. Let a n,j , b n,j be internal constants. If P n gets stronger as n increases (i.e., for each n ∈ N and x ∈ X, P n+1 (x, a n+1,j ) ⇒ P n (x, a n,j )) and if
Proof. Let B n := {x ∈ X : P n (x, a n,j )} and C n := {x ∈ X : ¬Q n (x, b n,j )}. By I.D.P., B n , X \ C n are internal or empty. By assumption, B n are not empty and B n+1 ⊆ B n , ∀n. If X \ C n is empty, then C n = X, and C n can be dropped from the sequence. By assumption, for each n, m ∈ N,
The result follows by (the remark to) the saturation principle.
Just like the previous corollary, the corollaries known as overspill and underspill, which will soon be formulated, are convenient for practical use.
Definition. Let a, b ∈ * R. Then a is called infinitely large if |a| ≥ n, for each n ∈ N; a is called finite if |a| ≤ N, for some N ∈ N; a is called infinitesimal if |a| ≤ 1/n, for each n ∈ N. We denote a ≈ b iff a − b is infinitesimal. We denote the set of finite elements of * R by Fin( * R). Proof
. By quantifier switching, there exists m ∈ * N such that |a| m and m ≥ n, for each n ∈ N, contradicting the hypotheses. Proof. 1. As (∀n ∈ N) (∃m ∈ A) (m ≥ n), there exists an infinitely large m ∈ A by quantifier switching. 2. By transfer on the sentence (∀X ∈ P(N))(∃m ∈ X)(∀n ∈ X)(n ≥ m), every internal subset of * N has a smallest element. Let n min be the smallest element of A. Then n min ≤ ω, for each infinitely large ω ∈ * N. By lemma 5.3, n min is finite. 3. First, let n 0 ∈ N. By transfer on the sentence Corollary 5.6 (Rigidity). Let f , g be internal maps * R → * R. If f (x) = g(x) for each x ≈ 0, then there exists r ∈ R + such that f (x) = g(x) for x ∈ * R with |x| ≤ r.
Proof. By underspill on {n ∈ * N : (∀x ∈ * R)(|x| ≤ 1/n ⇒ f (x) = g(x))}.
6 Calculus on *
R: examples
By transfer, many concepts defined for nongeneralized objects have a counterpart for internal generalized objects. As illustrated below, we can often characterize the corresponding concept by a property that can also be defined for external (=non-internal) generalized objects. This yields an intrinsic development of the theory, without reference to the structure of the internal objects as nets. Stated otherwise: generalized objects are judged by their properties (in the formal language), which are often similar to those of nongeneralized objects (by transfer), rather than viewed as nets of nongeneralized objects that are 'wildly moving around'.
If B is the set of all non-empty bounded subsets of R, then * B = {A ∈ * P(R) : (∃R ∈ * R)(∀x ∈ A)(|x| ≤ R)} by corollary 4.2.
Hence * B is the set of all internal * -bounded subsets of *
R. A nonempty subset A ⊆ R is bounded iff *
A is * -bounded.
If F is the set of all non-empty closed subsets of R, then *
by corollary 4.2 (since the side-condition (∃x ∈ * R)(∀r ∈ * (R + ))(∃a ∈ A)(|x − a| ≤ r) is always fulfilled, and thus becomes redundant).
Definition. A subset A of * R is * -closed if every x ∈ * R with the property that (∀r ∈ * (R + ))(∃a ∈ A)(|x − a| ≤ r) belongs to A.
If K is the set of all non-empty compact subsets of R, then K = B ∩F , so *
Definition. A subset A of * R is * -compact if A is * -bounded and * -closed.
The map max: K → R is well-defined. Hence
we see that * max(K) is the maximum of K for the usual order on * R (by transfer).
Let A ⊆ R. Let C(A) be the set of all continuous maps A → R. Then * C(A) = {f ∈ * (R A ) :
by corollary 4.2.
Proposition 6.1. Let K ⊆ * R be internal and * -compact. Let f be an internal * -continuous map K → * R. Then f (K) is * -compact. In particular, f reaches a maximum on K.
Proof. We would like to apply transfer to (∀K ∈ K)(∀f ∈ C(K))(f (K) ∈ K). Then we have to consider C as a map P(R) → P(F (R, R)): A → C(A), where we denote by F (R, R) the set of all (partially defined) functions R → R. Then we obtain the transferred property (∀K ∈ * K)(∀f ∈ ( * C)(K))(f (K) ∈ * K). By transfer on (∀X ∈ P(R)) ∀f ∈ F (R, R))(f ∈ C(X) ⇐⇒
we see that for internal A ⊆ * R, ( * C)(A) is the set of all internal functions that are defined and * -continuous on A.
Proposition 6.2 (Infinitesimal characterization of continuity). Let f : Ω → C. The following are equivalent:
If n ∈ * N is infinitely large and |x − y| ≤ 1/n, then y ∈ * Ω c and x ≈ y, so n ∈ A by assumption. Further, A is internal by I.D.P. (since the side condition for the implication is always fulfilled). By underspill, A contains some n ∈ N.
The inverse of h is defined if |h| * > 0.) We can again define the concept of a * -partial derivative for any map f : * Ω → * C. Also for the (differential) algebraic operations on functions, we will drop stars and simply write ∂ j f instead of ( * ∂ j )f . We have a similar characterization for ρ-continuity (=continuity in the ρ-topology) as in proposition 6.2:
C be internal and a ∈ * Ω. The following are equivalent:
By assumption, A contains all infinitely large n ∈ * N. By I.D.P., A is internal (as the side condition for the implication is always fulfilled). By underspill, A ∩ N = ∅.
Since we are interested in nonlinear operations for generalized functions, we notice that, although the product is not ρ-continuous on the whole space, we have:
The product is ρ-continuous on moderate elements.
Proof. Since the product * R 2 → * R is internal (it equals * ·, where ·:
Given a non-Hausdorff translation-invariant topology, one obtains a Hausdorff topological space by dividing out the intersection of all neighbourhoods of 0. This motivates the following definition:
Definition. The ring of Colombeau generalized (real) numbers is
The sharp topology on R is the Hausdorff (even metrizable) topology induced by the ρ-topology on * R. By proposition 7.2, the product is well-defined and continuous on R. In fact, R is a topological ring.
Remark. This definition coincides (up to an isomorphism in a strong sense) with the classical definition
since the only difference with the classical definition is that we have done the identification up to neglibility in two steps (in the first step only identifying up to small ε).
Also in R d , internal sets can be defined:
We denote the equivalence class of (
is the internal subset of R d with representative A.
The disadvantage of internal sets in R d (compared to * R d ) is that they are not closed under as many operations as the internal sets in * [5] . In particular, the analogous statement of the I.D.P. does not hold for internal sets in R d . This makes it hard to convert the proof techniques from section 5 to techniques for internal sets in R d . Therefore, it is often advantageous to use internal sets in * R d to prove statements about internal sets in R d .
Internal sets can sometimes compensate for the fact that R d is not locally compact:
Proposition 7.3. Let A ⊆ R d be internal and sharply bounded and let B ⊆ R d be an internal sharp neighbourhood of A. Then there exists M ∈ N such that for each a ∈ A, B(a, ρ
Proof. LetĀ,B ⊆ * R d be representatives of A, B (withĀ sharply bounded). Let
. By quantifier switching, we would find a ∈Ā such that for each n ∈ N, B(a, ρ n ) contains some x ∈ * R d for which * d(x,B) ≅ 0. SinceĀ is sharply bounded, we findã ∈ A such that B(ã, ρ n ) ⊆ B, for each n ∈ N, contradicting the fact that B is a sharp neighbourhood of A.
If B is not internal, the previous proposition fails in general. E.g., let
Then B is a sharp neighbourhood of A, but (1/n, ρ n ) / ∈ B, for each n ∈ N. Explicitly,
G(Ω) and the ρ-topology on
. Then the following are equivalent:
Proof. Analogous to the proof of proposition 7.1.
For similar reasons as on * R, the algebra of Colombeau generalized functions on Ω is G(Ω) := M C ∞ (Ω) /N C ∞ (Ω) . The correspondence of this definition with the classical definition of G(Ω) follows from
The sharp topology is the Hausdorff (even metrizable) topology on G(Ω) induced by the ρ-topology on * C ∞ (Ω). Again, well-definedness of internal operations (such as the product) on G(Ω) corresponds with ρ-continuity of the corresponding operations in * C ∞ (Ω).
Proposition 7.5 (Automatic continuity). Let T : G(Ω) → G(Ω) be an internal operator. Then T is sharply continuous.
Proof. To be precise, if T hasT : * C ∞ (Ω) → * C ∞ (Ω) as a representative, we assume that T is well-defined on the whole of G(Ω), i.e.,T (M C ∞ (Ω) ) ⊆ M C ∞ (Ω) and u ≅ v ⇒T u ≅T v, for each u, v ∈ M C ∞ (Ω) . By proposition 7.4, this means thatT is ρ-continuous on M C ∞ (Ω) .
As illustrated by the previous theorem, Colombeau theory can from the nonstandard point of view be considered as the study of ρ-continuous internal maps defined on the (external) set of moderate elements (in * R, * C ∞ (Ω), . . . ).
G ∞ -regularity
Definition. The subalgebra of G ∞ -regular Colombeau generalized functions on Ω is defined by
The following are equivalent:
Proof. ⇒: clear. ⇐: Suppose that (1) does not hold. Then we find K ⊂⊂ Ω and α n ∈ N d , ∀n ∈ N such that (∀n ∈ N) (∃x ∈ * K) (|∂ αn u(x)| ρ −n ). By quantifier switching, (∃x ∈ * K) (∀n ∈ N) (|∂ αn u(x)| ρ −n ), contradicting the hypotheses.
Hence we obtain (cf. [4, Thm. 5.1]):
Similarly, we have the following refinement (cf. [8, Prop. 5.3] ):
Proposition 7.7. Let u ∈ * C ∞ (Ω) and (A n ) n∈N a decreasing sequence of internal subsets of * Ω. Let B := n∈N A n . Then the following are equivalent:
2. u is G ∞ -regular at each x ∈ B ∩ * Ω c .
Proof. ⇒: clear. ⇐: Suppose that (1) does not hold. Then we find K ⊂⊂ Ω and α n ∈ N d , ∀n ∈ N such that (∀n, m ∈ N) (∃x ∈ * K) (x ∈ A m & |∂ αn u(x)| ρ −n ). By quantifier switching, (∃x ∈ * K) (∀n ∈ N) (x ∈ A n & |∂ αn u(x)| ρ −n ), contradicting the hypotheses.
If we want to translate this result into the language of internal sets in Colombeau theory [5] , we still have to ensure independence of representatives:
Corollary 7.8. Let u ∈ G(Ω) and (A n ) n∈N a decreasing sequence of internal subsets of Ω. Let B := n∈N A n . Suppose that B ∩ Ω c = ∅. Then the following are equivalent:
2. u is G ∞ -regular at eachx ∈ B ∩ Ω c (i.e., (∀x ∈ B ∩ Ω c ) (∃N ∈ N) (∀α ∈ N d ) (|∂ α u(x)| ≤ ρ −N )).
Proof. ⇒: clear. ⇐: LetĀ n be representatives of A n . LetC n :=Ā n + ρ n = {x ∈ * Ω : * d(x,Ā n ) ≤ ρ n }. ThenC n are internal by I.D.P. and (C n ) n∈N is decreasing. Letx ∈ B ∩ Ω c with representative x. Then x ∈ n∈NC n ∩ (F3) S, T ∈ F ⇒ S ∩ T ∈ F .
(F4) S∈F S = ∅.
A set with these properties is called a free filter on (0, 1). A free filter on (0, 1) with the additional property (UF) S ∈ F or (0, 1) \ S ∈ F , for each S ⊆ (0, 1) is called a free ultrafilter on (0, 1). By means of Zorn's lemma, one can show that every free filter can be extended to a free ultrafilter. If we replace F by a free ultrafilter and we identify two nets (a ε ) ε , (b ε ) ε if they coincide on some S ∈ F , then we obtain a model of nonstandard analysis (frequently, also free ultrafilters on other index sets than (0, 1) are used) [6] . The consequences of this technical change are very elegant: any formula in the formal language defined in section 3 is then transferrable without restrictions, allowing ∨, ¬ and ⇒ to be dealt with painlessly (usually, also the empty set is not excluded from the internal sets in this setting). E.g., by (UF), . By transfer, it follows also that * R is a totally ordered field, internal sets are closed under (finite) ∪ and \, lemma 5.3 is immediate by the total order, . . . : summarizing, a lot of inconveniences disappear. This refinement is particularly useful if one uses nonstandard analysis not so much as a model for singular 'real world phenomena' (as in the nonlinear theory of generalized functions), but rather as a tool, an enrichment of language and objects, with the goal to prove results about the usual (=nongeneralized) objects in analysis in an easier way. E.g., in nonstandard analysis one obtains a very concise characterization of compactness in a (nongeneralized) topological space X: K ⊆ X is compact ⇐⇒ (∀x ∈ * K)(∃y ∈ K)(x ≈ y).
Concerning this use of nonstandard analysis, one may safely say that the model in [7] is deprecated, and the above text does not have any aspiration to compete with nonstandard analysis in that respect.
