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Abstract
We present work flows and a software module for machine learning model build-
ing in surface science and heterogeneous catalysis. This includes fingerprinting atomic
structures from 3D structure and/or connectivity information, it includes descriptor
selection methods and benchmarks, and it includes active learning frameworks for
atomic structure optimization, acceleration of screening studies and for exploration of
the structure space of nano particles, which are all atomic structure problems rele-
vant for surface science and heterogeneous catalysis. Our overall goal is to provide a
repository to ease machine learning model building for catalysis, to advance the models
beyond the chemical intuition of the user and to increase autonomy for exploration of
chemical space.
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Introduction
Solid catalysts form the backbone of the chemical industry and the hydrocarbon-based en-
ergy sector. The ability to convert solar energy to fuels and chemicals calls for new catalysts,
as does the development of a sustainable chemical industry that is based on biomass and
other non-fossil building blocks.1
In efforts to accelerate the development of new materials, the chemical sciences have
recently begun to adopt advanced machine learning methods, motivated by their success
in other industries over the last 20 years.2–6 Modern machine learning (ML) methods have
the capacity to fit complex functions in high-dimensional feature spaces while selecting the
most relevant descriptors automatically. Artificial neural networks4,7,8 (NN) and kernel ridge
regression9 (KRR) have become particularly popular.2,3,10–13 We will discuss applications of
Gaussian Processes14 (GP) within this field15–17 and study the ability of a few different ma-
chine learning models for the specific application of catalysis informatics and surface science.
We aim to establish systematic work flows in creating the best model given atomistic
data, relevant for surface science and catalysis. Furthermore we aim to allow for increasing
the level of autonomy in data-based empirical models in order to fully utilize the predictive
power and build models that may not be obvious based on current chemical intuition.
We view machine learning model building for surface science, as a three stage process.
1) Featurization of atomic structures, 2) predictive model training and systematic descriptor
selection, and 3) deployment to advanced learning algorithms such as active learning. In
the context of advanced learning algorithms, we discuss the importance of leveraging the
uncertainty estimates within predictions from data-based models. Gaussian processes (GP)
will be the primary regression model in this work due to the size of the data sets and due to
the high performance of GP’s in estimating uncertainties, which is a highly desirable func-
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tionality to leverage in active learning.
For the purpose of future machine learning model building, we present the CatLearn
repository version 1.0.0,18 freely available under GNU Public License 3.0. Atomic struc-
tures are handled by importing the Atomic Simulation Environment (ASE).19 Furthermore,
CatLearn has built-in compatibility with the CatKit package for graph-based atomic struc-
ture enumeration for surface science and catalysis.20
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Figure 1: Overview of typical CatLearn workflow. Data can be generated from ASE atoms
objects in a highly automated manner, or it can be imported from other sources.
The CatLearn code is set up in a modular fashion to be easily extensible. There are a
number of modules that can build an optimal regression model in an automated manner. In
the following we will present the functionality and contents of CatLearn and we will present
an example of machine learning model building in the spirit of beyond user-assumed intuition.
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Regression
Regressors, by definition, predict continuous variables, in the present context typically prop-
erties which would require an electronic structure calculation to obtain. Current examples
are adsorbate energies, formation energies or potential energies.
As a first iteration in regression model building, it is often recommended to try the most
simple and computationally light model, such as a multivariate linear model. In this work
we apply LASSO21 or Ridge22 regularized linear regressors as benchmarks.23 Since they are
very fast compared to kernel regression methods, we also test LASSO as a descriptor selector
for more flexible models, including Gaussian Processes.
A Gaussian Process Regressor (GP) has been implemented in CatLearn with specific
extra functionality allowing for derivative of observations, such as forces, in case the target
is potential energy. The GP is presented in detail in the following.
Gaussian Processes Regression
The GP is written as in Equ. 1.
f (x) ∼ GP (m (x) , K (x, x′)) (1)
Where the mean function (m (x)) is typically taken to be zero. The kernel trick is used to
translate the input space into feature space with the covariance function k(x, x′). The kernel
is applied to determine relationships between the descriptor vectors for candidates x and x′.
4
Name Kernel
Linear k (x, x′) = σ2bσ
2
d (x− c) (x′ − c)
Squared Exponential k (x, x′) = σ2dexp
(
−‖x−x′‖2
2`2
)
The linear kernel is used, a constant offset c is defined, determining the x-coordinate that all
lines in the posterior must go though. There is also the additional scaling factor σ2b , giving
the prior on the hight of the function at 0. The squared exponential kernel is commonly uti-
lized for the mapping function upon continuous features, where ‖x‖ is the Euclidean L2-norm
and ` defines the kernel length scale. The length scale can be defined in a single dimension
for the entire n-dimensional feature space or for n-dimensions of the n-dimensional feature
space. A scaling factor σ2d is applied, typically set at approximately the standard deviation
of the descriptor. It is beneficial to optimize a the scaling factor and length scale in each
feature dimension of the fingerprint vector allowing for the anisotropic form of the kernel,
which also adds automatic relevance determination capability to the model, since less rele-
vant features are deactivated in the high length scale limit.
Kernels can furthermore be combined as in Equ. 2.
kij = ki(x, x
′) + kj(x, x′) (2)
In the following, we refer to X being the n × d matrix accumulation of all the d × 1
feature vectors for n candidates in a training or test (denoted n∗ and X∗) dataset. Ky =
K (X,X) + σ2nI is the n× n covariance, or Gram, matrix for the noisy target values y, the
conditional distribution is given by the mean and covariance as in Equ. 3 and 4.
f¯ (X∗) = K (X∗, X)K−1y y (3)
cov (f∗) = K (X∗, X∗)−K (X∗, X)K−1y K (X,X∗) (4)
5
The variance for new data (x∗) obtained from the training data (X) is given in Equation
5.24
σ2 (x∗) = xλ+ k (x∗)− k (x∗)T K−1y k (x∗) (5)
The n× 1 covariance vectors between new data points and the training dataset are given by
k (x∗) = [K (x∗,x1) , . . . , K (x∗,xn)], while k (x∗) = K (x∗,x∗). The predicted uncertainty
is then given by σ (x∗). The first term applies the predicted noise to the uncertainty with
xλ being the optimized regularization strength for the training data.
Optimization of all hyperparameters is performed through maximizing the log marginal
likelihood, as in Equ. 6.
log p(y|X,θ) = −1
2
yTK−1y y −
1
2
log |K| − n
2
log 2pi (6)
To take advantage of a gradient based optimizer, the partial derivatives with respect to
hyperparameter j can be calculated as in Equ. 7.
∂
∂θj
logp(y|X,θ) = 1
2
tr
((
ααT −K−1) ∂K
∂θj
)
(7)
Where α = K−1y.14 In the following parts of this paper, we will present several applications
of the Gaussian Process.
Active Learning
In the context of machine learning, active learning is used to efficiently explore large spaces
of unlabeled data. This algorithm relies on a regression or classification method to cheaply
predict the target label of unseen data. The active learning algorithm has the functionality
to acquire a target label for an unseen data point, by evaluating the target function, which is
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often expensive. A decision about which data point to label is made by a specialized decision
making function, also referred to as the acquisition function, which accepts the predictions
from the regression model as input. The algorithm acquires data with a high probability to
satisfy a testing criteria. Essentially, active learning algorithms turns search problems into
efficient optimization problems, thereby tremendously reducing the computational cost in
search problems by labeling as few examples as possible.
The CatLearn code includes several active learning algorithms to efficiently collect data of
atomic structures related to catalysis, targeting efficient exploration of nano particle struc-
tures,25 transition state search,26 and atomic structure optimization,27 the latter will be
introduced in the following.
Atomic structure optimization using active learning
Here, we present ML-min, an active learning optimizer to perform energy minimization of
atomic structures. Similarly to GP-Min,27 the predicted capabilities of our algorithm rely
on training and testing a Gaussian Process (GP), making it a Bayesian optimizer. ML-Min
is built to interact with ASE19 in a seamless manner, preserving all the properties of the
ASE inputs and outputs included in the Atoms objects and trajectory files (e.g. constraints
and the initial information of the systems).
Our GPR model is built with the Cartesian coordinates of the atoms (x = [x1, . . . , xN ])
and their corresponding energies (y = [e1, . . . , eN ]) and the first derivative observations of
the energy with respect to the positions (δ = [δ1, . . . , δN ]). The predicted function is a
priori defined as the Gaussian process, seen in equation 1. For the purpose of using the GP
for atomic structure optimization, we chose a constant prior of the form m(x) = (max(y), 0)
and the square exponential kernel (SE).
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When incorporating first derivative observations to the GP, the covariance matrix takes
the form
K˜(X,X) =
 K(X,X) ∂K(X,X)∂X
∂K(X,X)
∂X
> ∂2K(X,X)
∂X2
 .
The mean of the process are obtained as
f¯ (X∗) = K˜ (X∗, X) K˜−1y y˜, (8)
and the variance for new data (x∗) from the training data (X) is obtained as
σ˜2 (x∗) = k˜ (x∗,x∗)− K˜ (x∗, X)> K˜−1y K˜ (x∗, X) (9)
where K˜y = K˜ (X,X) + σ˜
2
nI with σ˜n being the regularization parameter and y˜ is a vector
that combines energies and first derivative observations as y˜ = [y δ1 . . . δN ]. Our algorithm
utilizes the variance to prevent the evaluation of structures that are far from the previous
data-points in the training set. For this purpose we allow the user to set a maximum step
criteria based on the uncertainty of the GP. The geometry optimization in the predicted land-
scape is stopped if the maximum uncertainty threshold is reached (by default this parameter
is set to σ2/2). This early stopping criterion helps to avoid the evaluation of unrealistic
structures, for instance, when atoms of the model are too close to each other.
Note that fitting a GP with first derivative observations requires building and inverting
a n(d + 1) × n(d + 1) positive definite matrix, where d is the number of dimensions and n
is the number of training data-points. In order to alleviate the numerical explosion of the
covariance matrix with the increasing number of data-points and dimensions, we sparse the
covariance matrix by excluding the coordinates and force of the atoms that are not relaxed.
This operation has no impact on the accuracy of the GP predictions since it eliminates rows
and columns with zero values, therefore with no correlation.
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We perform a constrained optimization of the hyperaparamters each time that a point
is added to the training set, fixing the σd parameter and optimizing the length-scale (`) in
a common dimension. The regularization term (σ˜n) that is added to the diagonal of the
covariance matrix is separately optimized for the elements involving the kernel function (σen)
and the first derivative (σfn) terms of the kernels. The boundaries set for the hyperparameter
optimization are:
0.001 ≤ σen ≤ 0.050, (10)
0.0001 ≤ σfn ≤ 0.050, (11)
0.01 ≤ ` ≤ 1.0. (12)
We found these parameters to perform well with atoms systems, however, CatLearn’s regres-
sion module allows the user to decide the boundaries of the hyperparameters.
Figure 2: Illustration of the behaviour of the (a-c) gradient based BFGS and (d-g) ML-Min
algorithms for the energy optimization of a single-particle on the Mu¨ller-Brown potential.
The black squared boxes on the upper right corners of each composition show the number of
function evaluations performed at each stage of the optimization. The cross symbols mark
the positions where the Mu¨ller-Brown function has been evaluated. The red circles in (d-e)
shows the positions where the GP process has been tested during the optimization of the
predicted potential until obtaining a converged structure in the GP potential. White circles
shows the positions where the algorithms suggest to evaluate the Mu¨ller-Brown function.
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A comparison between a gradient based minimizer and our ML-Min algorithm is shown in
Fig. 2. The behaviour of these two methods is illustrated using a series of snapshots taken
at different stages of the optimization of a single-particle in a two-dimensional potential
(Mu¨ller-Brown).28 The optimization is converged when the maximum force of the particle is
below 0.01 eV/A˚. In this example we used the BFGS algorithm (as implemented in ASE)19
to represent the behaviour of a gradient based minimizer (Figs. 2a-c). This algorithm
rely on calculating the atomic forces at every iteration, which is usually problematic when
the cost of evaluating the objective function is expensive (e.g. when performing ab initio
calculations). The crosses in Figs. 2a-c shows the positions where a function call has been
made in the Mu¨ller-Brown potential while minimizing the energy of the particle. One the
one hand, ASE-BFGS required a total of 22 function evaluations (Fig. 2c) to satisfy the
converge criteria. The same initial guess was used to test the performance of the FIRE
algorithm,29 which required 53 function calls to reach the convergence threshold. On the
other hand, the machine learning accelerated algorithm (ML-Min) converged to the same
minimum performing only 7 function evaluations (Figs. 2d-g). In order to achieve this
acceleration, ML-Min operates as follow: (1) A single-point calculation is performed in the
position of the initial guess (cross in Fig. 2d) and a GP is trained with the Cartesian
coordinates of the structure and their corresponding force and energy values. The resulting
predicted potential after training the GP with only one training point is shown in Fig. 2d.
(2) A local optimizer (such as BFGS or FIRE) is used to optimized the structure in the GP
predicted potential (see red circles in Fig. 2d). (3) An acquisition function selects the tested
point with the highest score. As default, the highest score point for ML-Min is the tested
structure with the lowest predicted energy (marked with a white circle in Fig. 2d). (4) The
structure with the highest score is evaluated and its position, forces and energy values are
appended to the training data-set. (5) The GP model is retrained with the new data-set,
obtaining a more accurate predicted potential. (6) The algorithm performs steps (2) to (5)
until the forces of the evaluated structure satisfy the convergence criteria. Figs. 2d-g show
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the evolution of the predicted GP potential after (a) one, (b) two, (c) five and (d) seven
function evaluations. Note that the model is not accurately describing the PES when the
GP process is trained with a few data-points (Figs. 2d-e) but the accuracy on the predictions
substantially improves after 5 function evaluations. The GPR process trained with these 5
data-points allows to obtain a the predicted PES that nearly resembles the actual PES from
DFT (compare Fig. 2c and Fig. 2f).
We performed a DFT benchmark to test the performance of our machine learning algo-
rithm when optimizing atomic structures using the periodic plane-wave DFT code VASP.30
The performance of our algorithm (ML-Min) is tested on six different atomic systems in-
cluding gas phase, bulk, surfaces, interfaces and nanostructure calculations. In particular,
the optimization of a pentene molecule in the gas phase, a Cu(110) bulk, a Cu(100) slab, the
adsorption of C on Cu(100), the adsorption of CO on Au(111), and a Ag12Cu nanoparticle.
Our benchmark reports the number of function evaluations (force calls) required to optimize
each system. The ML-Min results are contrasted to the ones obtained from BFGS,31 FIRE29
and GP-Min27 algorithms (as implemented in ASE).19 The convergence threshold for this
benchmark is reached when the forces of the relaxed atoms are bellow 0.01 eV/A˚. To obtain
a statistical analysis of the performance of the different algorithms, we initialize the opti-
mizations with 10 different initial geometries for each system. In order to do that, we start
the ground-state geometry of each system is randomly perturbed with an amplitude of 0.10
standard deviation noise to generate the initial guesses. We assume 10 samples is enough to
give a fair comparison of the different algorithms.
The results of the benchmark calculations in Figure 3 show that the ML-Min algorithm is
superior in performance than the gradient-based algorithms. The ML-Min algorithm presents
the best ”worst performance” values for each system studied here (compare upper whiskers
of each boxplot in Figure 3). In terms of stability, the ML-Min and BFGS algorithms were
able to converge all the structures in less than 200 force calls, which is the maximum number
11
Figure 3: DFT benchmark for the optimization of (a) a pentene molecule in the gas phase,
(b) a Cu(110) bulk, (c) a Cu(100) slab, (d) the adsorption of C on Cu(100), (e) the adsorption
of CO on Au(111), and (f) a Ag12Cu nanoparticle using the BFGS, FIRE and GPMin (as
implemented in ASE) along with the ML-Min algorithm proposed in this work. A ball-and-
stick models of the systems is included in each composition. The white circles show the
number of evaluations required to optimize each randomly perturbed structure. The boxes
represent the interquartile range (IQR) with a segment inside the boxes showing the median
of each method. Whiskers highlight the lowest and highest function evaluations values for
each method and system.
of force calls imposed in this benchmark. In contrast, FIRE and GP-Min presented issues
converging the pentane system, where only 9 out of 10 structures were converged (see number
of white circles in Figure 3). In this case, FIRE reached the maximum number of steps whilst
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the GP-Min algorithm fails to predict a lower energy, than the last step and stops.
The major success of the ML-assisted algorithms rely on building model that can locally
resemble the actual PES, using just a few observations. However, the predictions might not
be accurate at the first stages of the surrogate model, i.e. when a few geometries with their
corresponding energies and forces are used to train the model. In particular, this can be
more pronounced when dealing with the optimization of structures with many degrees of
freedom, e.g. the optimization of the pentane molecule (Figure 3) which contains 18 relaxed
atoms, thus, 54 degrees of freedom. This can drive the surrogate towards evaluating unreal-
istic structures, which can cause the force calculator to fail, making the algorithm unable to
gather more training data. To the best of our knowledge we are pioneers on utilizing both
predictions and uncertainty estimates from the GP model to drive the optimization process
towards convergence in a fewer number of function evaluations than the other bayesian and
non-bayesian local atomic structure optimizers.
General Descriptors for Atomistic Data
Applications of machine learning for screening in catalysis or for global structure exploration
require featurizing in order to create numeric representations from more general sets of atomic
structures. Regression or classification models only accept a vector, called a fingerprint as
representation for each observation or training example. Each element in a fingerprint rep-
resents a feature. The sets of features that are used as descriptors in machine learning
algorithms have to be designed by domain experts and they are an essential part of creating
useful models. Atomic structure optimizers, such as ML-NEB and ML-min reshapes the
atomic coordinate array into fingerprint vectors, where the coordinates of each atom is a
feature, e.g.
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atom, 1, x atom, 1, y atom, 1, z atom, 2, x ...
[ 0 0 0 1.09 ... ]
For general atomistic datasets, a wide variety of feature sets exist in the scientific litera-
ture for representing molecules, solids and adsorbate/slab structures in the scientific litera-
ture.32 We have implemented some of the most relevant sets in CatLearn either explicitly or
through wrappers that depend on external repositories.33 In the following we briefly present
some of the feature sets that can be returned from the CatLearn code.
Machine learning data sets are typically represented as an N by D array, i.e. a list of
N fingerprints, that contain D features.34 CatLearn is therefore built to transform a list of
ASE Atoms objects into the full data array, as shown in the Python snippet below. A list
of functions defining the features must also be passed.
1 from c a t l e a r n . f e a t u r i z e . setup import FeatureGenerator
2
3 # Input a l i s t o f ASE Atoms o b j e c t s .
4 images = [ atoms 1 , atoms 2 , atoms n ]
5
6 # I n s t a n t i a t e generator c l a s s .
7 f g = FeatureGenerator ( )
8
9 # Choose f e a t u r e s e t s .
10 f e a t u r e f u n c t i o n s = [ fg . mean site ,
11 f g . bag atoms ads ]
12 # Data array .
13 array = fg . r e tu rn vec ( images , f e a t u r e f u n c t i o n s )
14
15 # Ordered l i s t o f column names correspond ing to f e a t u r e s .
16 f eature names = fg . return names ( f e a t u r e f u n c t i o n s )
14
The user can easily extend the feature set with built-in or user-defined features by ap-
pending corresponding functions to feature functions , (See CatLearn18 tutorial 2).
The full list and documentation for currently implemented feature functions will be kept
updated at https://catlearn.readthedocs.io/en/latest/catlearn.fingerprint.html#.
In the following we present an overview of the features that are currently implemented.
Chemical formula parsing
String parsing and chemical formula parsing features are implemented, allowing for the pro-
duction of features where chemical formulas have been recorded for atomic structures or
relevant subsets thereof, such as a binding site or an adsorbate. Chemical formula of atomic
models are almost always recorded for atomic-scale modeling data sets and they are relevant
for legacy data on adsorption energies.35
The chemical formula string featurizers fold the compositions with periodic table prop-
erties, adapted from the Mendeleev Python library.36 The features are thus averages of
elemental properties, weighed to the composition, or they are sums, minimums, maximums,
or medians of elemental properties from the composition. As an example, a summed property
fingerprint is defined in equation 13.
[
N∑
i
Zi,surface
N∑
i
χi,surface, ...
N∑
i
Zi,adsorbate
N∑
i
χi,adsorbate, ...] (13)
where Zi is the atomic number of atom i, and χi is a property such as the electro-negativity
of atom i. The number of outer electrons, nouter, is one example of an atomic property fea-
ture, which has previously been shown useful for prediction of d-band center of bi-metals37
and for prediction of adsorption energies across bimetallic surfaces, keeping the adsorbate
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and site geometry constant.38
Categorical features, such as an atom belonging to a block in the periodic table, are
encoded by dummy variables, e.g. for a transition metal:
s p d f
[0 0 1 0]
where a feature of value of 1 designates the category, and all other elements in the vector
are 0 corresponding to other possible categories.
An advantage of chemical formula based features, is that they can be obtained without
performing expensive electronic structure calculations, and thus making predictions based
on such data is cheap.
As we will see below, a more detailed level of information about atomic structures can be
described using connectivity information, such as neighborlists, and can therefore be repre-
sented using graph-based features. Such features are highly valuable, because they represent
atomistic systems as graphs that are distinct from each other.
Graph-based features
For screening or global structure searches, a set of atomistic graphs can form a discrete and
finite search space.20 Graph features are those based on the graph representation of an atomic
structure. Such feature sets avoid reliance on the corresponding explicit 3D structures, which
are often unknown until performing a structure optimization using full electronic structure
calculations.
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One of the implemented fingerprints comes from the auto-correlation functions,39,40 which
is a form of property convolution over the graph. The auto-correlation function is typically
defined in equation 14.
C(d) =
∑
i
∑
j
PiPjδ (dij, d) (14)
where a convolution C(d) of the atomic property Px is returned for all pairs of atoms i, j
whose connectivity distance is d. In this way, a number of descriptor parameters equal to
the number of neighbor shells, up to a user defined maximum dmax are returned.
These types of feature sets provide very general representations of the atomic system,
applicable for e.g. formation energies of molecules, nanoparticles, or bulk systems.
Yet, such electronic properties of atomic structures, which we typically want to predict,
are functions of their 3D representation. To predict those properties, a mapping between
graph and 3D structure must therefore be made. A graph can be made into a 3D structure
unambiguously if the structure can be optimized to a local minimum unique to the graph.
For bulk systems, Voronoi tessellation has become a popular method for identifying
neighbors.33 In structures that contain vacuum, such as molecules and slabs, a naive im-
plementation of Voronoi tessellation does not always work and one usually have to rely on
cut-off radii i.e. model the atoms as hard spheres that has to overlap for a connection to exist.
Atomic subsets
We include a set of features characterizing adsorbate systems, which is more specific to the
local environment around an adsorbate and the adsorption site, but which are automatically
derived from the connectivity matrix of the atomic structure. In many cases, only a particular
subset of the atomic structure is relevant for the property. Adsorption energies is an example
of a property, that typically depend just on a local environment around the adsorption site
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and on the adsorbate geometry.41,42 We have implemented feature sets based on the following
subsets of slab/adsorbate structures:
A Atom(s) in the adsorbate.
B Surface atoms (Atoms not in group A).
C Surface atom(s) bonded to adsorbate atom(s) (the binding site).
D Slab atoms neighbouring the site atoms (first neighbor shell).
E Surface termination atoms (outermost atomic layer).
F Subsurface atoms (Atoms which are part of group B, but not group E).
G Adsorbate atom(s) bonded to surface atoms.
The subsets are also visualized in Fig. 4.
Figure 4: Atomic model representing methyl on FCC(111), where atomic subsets are visual-
ized by color. Adsorbate atoms (A) are shown in shades of green, adsorbate atoms connected
to the surface (G) are shown in dark green, site atoms (C) are shown in red, atoms neigh-
boring the site (D) are shown shades of blue, termination atoms (E) are shown in yellow and
light blue, subsurface atoms (F) are shown in gray.
The elemental composition of the groups are parsed using chemical formula parsing as
explained above. An example of these feature functions is the average properties of subset
C, which corresponds to work by Li et al. which took the average electro-negativity of the
site atoms as a descriptor for reactivity without explicitly calculated electronic structure
18
information.12
An additional set of features derived from properties of atomic subsets are the nominal
geometric features, that rely on tabulated atomic radii to define average atomic or electronic
density in plane and in volume. From these, one can also derive the nominal strain, which
we specifically implemented as Equation 15.
¯rtermination − ¯rbulk
¯rbulk
(15)
where the bar (¯ ) denotes averages across atoms in the subset, rbulk is the atomic radius
of atoms in the bulk (subset F) and rtermination is the atomic radius of atoms in the slab
termination (subset E).
Some features can also be derived from counting atoms in the subsets. As an example,
the count of group C defines the type of adsorption site, where 1 corresponds to top, 2 cor-
responds to bridge, and so on. Counting unique elements in group D is the coordination
number, CN , of the binding site, which identify the type of facet and has previously been
shown to scale linearly with the reactivity of binding sites in metals.43
Summing properties of the edges form another type of fingerprints. In this category we
have implemented the squared difference in Pauling electronegativity, summed over edges of
several atomic subsets, as defined in equation 16.
SQχ =
∑
ij
(χi − χj)2 (16)
where χi is the electronegativity of atom with index i. SQχ can be interpreted as a measure
of formation energy according to the original definition.44
Another type of feature sets can be obtained by bagging a subset. We define bagging by
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equation 17.
B(j) =
∑
i
δ(Pi, j) (17)
where B(j) is a vector with element index j, i is the index of each atom in the subset and
δ(Pi, j) is the Dirac delta function comparing a discrete property Pi with index j. The term
bag originates from a bag of words, which is used in spam classification.32,45 As an example,
if Pi is the atomic number, Z, of atom i, then a bag of elements fingerprint vector would
result, where the occurrence of each element in the subset is counted.
Bag of edges
Subsets of edges in the atomistic graphs can further be derived from atomic subsets. The
currently implemented subsets of edges are:
A-A Connections within the adsorbate atoms.
A-C Connections between adsorbate atoms and site atoms.
C-D First shell connections in the surface.
AA-AC All connections made in formation of adsorbate: (A-A)∩(A-E).
Bagging C-D yields the structure-sensitive scaling descriptors,46 which we here refer to as
a bag of coordination numbers, since they are a vector of the unique counts of coordination
numbers of atoms neighboring the adsorption site, i.e. in equation 17, Pi = CNi.
Averaging the coordination numbers weighted with respect to the bag of coordination
numbers element, BCN(j), yields the generalized coordination number,
43,47 as written in
equation 18.
GCN =
∑CNMAX
j j ·BCN(j)
CNMAX
(18)
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where CNMAX is the maximum allowed coordination number, e.g. for single atoms in FCC,
CNMAX = 12.
Feature Engineering
Once a set of features has been generated, it is possible to use feature engineering to ex-
pand the feature set encoding certain relationships between features explicitly. This can be
achieved based on combinatorial operations on any or all of the feature sets, by taking e.g.
products of all features with one another. This is done to explicitly expand the feature space
into regions that may not typically be considered, a number of functions are employed to
combinatorially increase the feature space under consideration. Pairwise feature engineering
is performed with the expressions in Equ. 19.
fij = fi × fj
fij = fi ÷ fj
fij = f
a
i × f bj
fij = a · log (fi) + b · log (fj)
(19)
Pairwise equations are applied when i 6= j so as not to simply scale the features, as this
will be reversed when the feature space is scaled. There are many ways in which the feature
space could be expanded. Though with the resulting combinatorial explosion in the number
of features to train a model with, it is typically important that this be employed along with
feature elimination or dimensionality reduction methods. Inclusion of all features could be
detrimental in two significant ways. Firstly, with the potential to have very many features
compared to the number of data points, there could be risk of overfitting. Secondly, as the
number of features increases, the cost of training the model will also increase. The routines
utilized for optimizing the feature space are discussed in the Preprocessing section.
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Preprocessing
Data cleaning
The regression models always only accept real numbers as input. Meanwhile, data sets gen-
erated by our fingerprinters may contain missing values or columns with zero variance and
thus zero information. Descriptors which have zero variance always need to be removed.
This is also a simple course of action for features containing infinite or missing values, but
our clean finite function furthermore has an optional parameter to impute up to a fraction
of values in a column, as an alternative to removing it.
Highly skewed features may also cause issues in some learning algorithms, and a function
is therefore implemented to remove columns with skew higher than a user defined threshold.
Data scaling
Features are naturally on a variety of different numerical scales, but they need to be put on
the same scale to be treated equally by learning algorithms.
Several methods of re-scaling are implemented in CatLearn. Features with identical mean
and variance can be obtained by standardization as defined in Equation 20.
x
′
i =
xi − x¯i
σi
(20)
where xi is the original feature column with index i, x¯i is the mean of that feature, σi is the
standard deviation of that feature and x
′
i is the resulting re-scaled feature. Note that stan-
dardization does not work well for highly skewed features or features with extreme values,
because the resulting standardized feature may contain extremely large magnitude minimum
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or maximum values. Figure 5 shows the distributions of standardized features.
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Figure 5: Distributions of features following scaling by standardization.
It is possible to perform feature scaling in one of two modes, either locally or globally.
When scaling locally, the training data is scaled, then the mean and standard deviation
generated from that training data applied to the test data. When scaling globally, the
training and testing data are concatenated and scaling metrics calculated on the entire
data set. When standardizing the data, it is better to scale globally, however, this is not
possible when the entire test space is not known prior to scaling. Other methods have been
implemented, such as normalization, min-max and unit-length scaling which have not been
used in the following studies but have various advantages and disadvantages.48
Feature Selection
It is possible to generate a feature set based on an intuitive understanding of the underly-
ing properties of the target. However, there are likely features that are not as prominently
linked to the target property but could still be beneficial to include. Flexible regression
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models will often be able to locate relationships between features that user intuition of the
chemical system may not suggest. It is, therefore, necessary to consider how best to allow
for all beneficial features to be included in the feature space. With the automatic feature
generators and possibly additional user defined features, it is easy for a user to come up
with a very large number of potentially descriptive features, allowing for consideration of all
available information about an atomistic data set.
There are three main problems with the approach of just including everything imaginable
in the feature set. 1) As the number of features increases, the computational cost of training
the model will also grow. 2) If features are correlated with each other, many local solutions
to optimizing parameters or hyper-parameters may exist, leading to a probability of training
a sub-optimal model. This issue may in some cases be alleviated by a principle compo-
nent analysis (PCA) transform, which is further discussed below. 3) It is also possible that
features are introduced that better describe noise than the actual target, leading to an overfit.
When training a model with limited numbers of observations and very complex underly-
ing physics, such as in the case of atomistic data, it is more difficult to ascertain an optimal
(or even just reasonable) feature set. The feature optimization routines described below can
potentially aid with this problem.
Principle component analyses
Instead of simply eliminating features that are unlikely to add any appreciable knowledge
to the model, it is also possible to utilize feature extraction methods for dimensionality
reduction. We utilize principal component analysis (PCA) and partial least squares (PLS)
for feature extraction. PCA identifies the most meaningful basis in which to modify the
feature space with the aim of reducing noise and revealing hidden structure within the data.
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A selection of the largest principal components are taken as descriptors and given to the
model. This procedure reduces the dimensionality of the problem but retains information
from all of the original features.
PCA (and feature extraction in general) has advantages when it is necessary to reduce
the total number of features, but feature elimination methodologies are unable to further
identify descriptors to completely remove from consideration. Specifically, with PCA, the
principal components under consideration will be independent of one another, ensuring each
descriptor adds new information to the model. However, this comes at the expense of model
interpretation. Once PCA has been performed on the features it is no longer possible to
extract important physical properties from the model.
Elimination Analysis
To gain an understanding of the impact of eliminating one or more features, assessment may
be performed using Sammon’s stress. This error is a measure of how eliminating features
from the data set changes the Euclidean distance between data points. This measure is
defined as in Equation 21.
S =
1∑
i<j
d∗ij
∑
i<j
(
d∗ij − dij
)
d∗ij
(21)
The distance between features i and j in the original feature space is given by d∗ij while dij
gives the distance in the reduced set. Small stress means that the reduced feature set main-
tains the distances between data points well. An elimination method based on Sammon’s
stress is therefore not suitable for removing features that add noise, but it may be suitable
for removing redundant features.
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Correlation Elimination
Sure independence screening49 (SIS) is one method by which to efficiently reduce the largest
feature spaces, since they offer linear time complexity (O(n)) with respect to number of
features. The correlation-based elimination routines may can be too simplistic as they rely on
linear or rank correlation, which misses intricacies of the non-linear relationships adopted by
non-linear models such as the GP. Furthermore it does not capture usefulness of combinations
of features, e.g. if the sum of several features is linearly correlated with the target. However,
as expensive regression models can be avoided, at times, these can be some of the only
feasible elimination methods. SIS analysis is calculated as in Equation 22.
ω = XTy (22)
The resulting ω = (ω1, . . . , ωd) accounts for the Pearson correlation coefficients between
features and targets. These coefficients are sorted in order of decreasing magnitude and the
model derived from the descriptors with the largest correlation. Robust rank correlation
screening50 (RRCS) has also been utilized with either Kendall or Spearman’s rank correla-
tion coefficient calculated to provide the resulting correlation between features and targets.
Kendall correlation is calculated as in Equ 23.
τ =
cp − dp
n (n− 1) /2 (23)
The number of concordant pairs (cp) is the sum of xi > xj when yi > yj or xi < xj when
yi < yj pairs. The number of discordant (dp), is the sum of xi > xj when yi < yj and xi < xj
when yi > yj. Spearman’s rank correlation accounts for Pearson correlation between the
ranked variables.
From the ordered coefficients it is possible to reduce the dimensions of the feature matrix
to the number of data points. However, using an iterative method, it is possible to reduce
the size of the feature space in a more robust manner. The general principle for iterative
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screening is that correlation between features should be accounted for. If features ordered f1,
f2 and f3 correlate well with the target values, but f1 and f2 correlate with one another, it
would likely be more beneficial to only include features f1 and f3 as feature f2 would provide
little additional information that wasn’t already included in f1. The residual correlation is
calculated in an iterative manner based on accepted features as in Equ. 24.
r =
fi − (fi · υj) · υj
|υj|2
(24)
The above screening methods rely on a backward elimination procedure. Features that
are expected to provide the least information to the model are removed. However, once the
number of features has been reduced to the number of data points using either (iterative)
SIS or RRCS, or if there were fewer features than data points initially, it is possible to use
more expensive elimination methods.
Linear Coefficient Elimination
LASSO,21,23 is a regularization method which trains a linear regressor using the cost function,
Φ, in Equation 25.
Φ(c) =
∥∥∥∥∥y −∑
j
cjxj
∥∥∥∥∥
2
2
− α
∑
j
|cj| (25)
where y is the vector of training targets, cj are the coefficients contained in the coefficient
vector c, xj are the training descriptor vectors, and α is the regularization strength.
This cost function penalizes coefficient magnitude all the way to zero, unlike ridge re-
gression where coefficients are squared in the penalization term. Features are considered
eliminated from the model, when their corresponding coefficients are exactly zero. LASSO
regularization is applicable to parametrized models including polynomial regression, thus it
can not be applied to highly flexible models such as deep nets or kernel regression, and using
it for feature selection may cause a loss of non-linear correlations from the data.
LASSO offers an advantage over correlation screening methods (SIS), since LASSO op-
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timizes the model with respect to all coefficients simultaneously, thus theoretically finding a
globally optimal subset of features, given the data.
Greedy Elimination
Greedy feature elimination is largely dependent on the regression routine it is coupled with.
However, this will be more costly than the correlation-based methods but potentially allow
for the inclusion of non-linear relationships.
With the greedy selection, the feature set is iterated through, leaving out one feature
vector at a time. The feature that results in either the greatest improvement in prediction
accuracy or the lest degradation in accuracy, is eliminated. This can be coupled with cross-
validation to help improve robustness to preventing overfitting. However, it is potentially
necessary to train a very large number of models. The greedy strategy is employed using
ridge regression and a GP to optimize feature importance.
Sensitivity Elimination
Sensitivity elimination can achieve a good balance between accuracy and cost. A model is
trained for each feature to be eliminated. Then the sensitivity of the model to a perturbation
each feature is measured. The feature resulting in either an improvement in the accuracy or
the smallest increase in error will likely be a feature that can be eliminated.
There are several methods for perturbing the selected feature, this can involve assigning
random values for each data point, making a feature invariant, or shuffling the order of the
data points for the selected feature.
Genetic Algorithm
A genetic algorithm GA for feature elimination has also been implemented within CatLearn.
This allows for a global search to be performed with the aim of finding the optimal set of
28
features. This should typically be more robust than the greedy elimination algorithm, where
features can re-enter the subset after they have been eliminated. Further, it is possible to
perform multi-variable optimization, locating a Pareto-optimal set of solutions. This can
optimize the cost function and e.g. training time simultaneously.
Feature elimination GA’s may be implemented with a variety of trial or permutation
steps and constraints, leading to more or less explorative and more or less costly algorithms,
depending on the data.
Benchmarking
In the following studies we compare the prediction score from regularized linear models
with predictions from a GP relying on several different descriptor selection pipelines from
the same data set, in order to obtain the most accurate model for one data set. The data
represents atomic structures of adsorbates on bi-metallic FCC (111) and HCP (0001) facets.
The fingerprints rely on connectivity information only and include the following feature sets
generated by the CatLearn: Averages and sums of elemental properties over the adsorbate
atoms. Averages, medians, minima and maxima of elemental properties over subsets of the
surface atoms. Additionally, the generalized coordination number, a bag of atoms and bag of
edges in the adsorbate, and the sum of pairwise pauling electronegativity differences of edges
in various subsets of the adsorbate and site atoms, as presented previously, in the section on
graph-based fingerprints. The built-in functions to return these fingerprints are:
1 ads av ,
2 ads sum ,
3 mean chemisorbed atoms ,
4 mean site ,
5 max site ,
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6 min s i t e ,
7 sum site ,
8 median s i te ,
9 mean sur f l i gands ,
10 bulk ,
11 term ,
12 s t r a in ,
13 gene ra l i z ed cn ,
14 bag cn ,
15 e n d i f f e r e n c e a d s ,
16 e n d i f f e r e n c e c h e m i ,
17 e n d i f f e r e n c e a c t i v e ,
18 bag atoms ads ,
19 bag connect ions ads ,
20 count chemisorbed fragment ,
The target feature is the adsorbate energy with reference to an empty slab and gas phase
references, as specified by Equation 26.
∆E(nH , nC , nO) = E(nH , nC , nO)− E∗
− nHEH2/2− nC(ECH4 − 2EH2)− nO(EH2O − EH2) (26)
where E(nH , nC , nO) is the energy of the slab with an adsorbate containing nH , nC and nO,
H, C and O atoms respectively. E∗ is the energy of the empty slab, EH2 , EH2O and ECH4
are the energies of the gas phase references, H2, H2O and CH4, respectively.
Linear correlations between individual features with the target will be discussed first for
the original unfiltered features and be compared with the coefficients from the regularized
linear models.
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Subsequently, test scores for linear and GP regression model using each of the feature
sets selected by the various algorithms will be presented. Finally, correlation analyses will
be discussed for the best feature subset and compared to the full set.
Linear Model Benchmark
Here we present the results from (LASSO and ridge) regularized linear regression mod-
els, which includes automatic relevance determination for the descriptors. Regularization
strengths of both Ridge and LASSO models were determined by 3-fold cross validation.
The linear models serve as a benchmark for more flexible regression models, while the
non-zero LASSO coefficients may also be a fast method for revealing relevant descriptors for
other non-linear models.
Observe first Figure 6, which shows the absolute Pearson correlation, |R|, between each
of the features with the target, ∆E. This clearly shows no single feature is highly correlated
with the target, the maximum values being below R = 0.7, proving the need for a multidi-
mensional or a non-linear model for this data.
It is worth noting, that if we constrain ourselves to a linear model with one features,
we would choose the feature with the maximum |R|, which is the sum of number of outer
electrons in the adsorbate with |R| = 0.67. Summing over number of outer electrons is intu-
itive since the target is formation energy (see Equation 26), and thus the sum of electrons
contributes with a linear signal.
Comparing ridge and LASSO regularized models, we observe that all ridge coefficients
are non-zero, while LASSO promotes spare feature sets and thus sets some coefficients to
zero, resulting in a set of 222 descriptors. Features with a non-zero coefficient are highlighted
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Figure 6: Plot showing absolute Pearson correlation coefficients |Ri| of features with the
target for (Left) ridge regression and (Right) LASSO. Colored dots correspond to the
coefficient, ci, magnitude (log10(ci)) for features with non-zero coefficients.
in Figure 6. It is noteworthy that individual feature correlation seem to have little relevance
for the size of their corresponding coefficients in the optimal regularized multivariate model.
This in itself suggests that useful information is expected to be lost by the fast correlation-
based feature elimination algorithm, SIS (See previous section on feature selection).
Results
Figure 7 shows a comparison of the final generalization scores across the different feature
selection algorithms tested. We observe very similar scores across the pipelines with a GP
regression model, whereas the linear models turn out to be biased.
Filtering out features makes the model sparse, and thereby faster to optimize, but did
not improve the predictions.
The GP with an automatic relevance determination kernel (ARD) obtained the best gen-
eralization score with improvements of 50 meV on the MAE and of 60 meV on the RMSE. It
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Figure 7: Average generalization errors of predictions on a held-out validation set. Top)
Root Mean Square Error (RMSE) and Bottom) Mean Absolute Error (MAE). The first two
columns are from regularized linear regression models. The next 5 columns are predicted by
a GP with a squared exponential kernel after transforming the data by the labeled feature
selection methods. The number of active descriptors are annotated in white over the bottom
axis.
is quite sensitive to hitting local minima in the log marginal likelihood surface, when a many
inter-correlated features are present in the data, as seen in Fig. 8 (Left). This in practice
increases the cost dramatically, because numerous runs with different starting guesses or use
of minima-hopping becomes necessary.
Correlation Analysis
Correlation analyses are presented in Figure 8 for the original unfiltered feature set and
for the feature subset chosen by the sensitivity elimination algorithm (See the section on
descriptor selection methods).
The sensitivity elimination algorithm has selected a feature set with fewer inter-correlated
features, as well as obtaining a decent prediction score (See Figure 7). A few high pair-wise
correlations still remain in the descriptor set.
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Figure 8: Pairwise correlations between features for (Left) the original set set of 295 features
and (Right) the 147 features chosen by the sensitivity elimination algorithm.
Feature expansions
Hypothetically, new correlations in the data, which are beyond the intuition of the user may
be revealed by expanding the original features, as presented in the section Feature Engineer-
ing.
Feature expansions were performed from the original 295 features using the transforms
log (x),
√
x and combinatorial xi · xj transforms, resulting in a data set with 44548 features.
GP are too expensive and regularized linear models are are expected to be ineffective for
such a large feature sets given the training set of around 2000 observations. Instead SIS was
applied as a fast pre-screening filter, to select a subset of size equivalent to the number of
training observations.
The SIS pre-screening was done with linear correlation (Pearson) monotonic-function
rank correlation (Spearman) and ordinal association rank correlation (Kendall). Thereafter,
the data was fitted by a LASSO regularized linear model, a Ridge regression linear model,
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where the regularization strengths, α, were determined by 3-fold cross validation. A GP
with anisotropic squared exponential kernel was also tested.
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Figure 9: Average generalization errors of predictions on a held-out validation set. Top)
Root Mean Square Error (RMSE) and Bottom) Mean Absolute Error (MAE). The dataset
was expanded by combinatorial feature expansion and subsequently reduced using sure in-
dependence screening with Pearson, Spearman or Kendall correlation. The first six columns
are from regularized linear regression models. The last three columns are predicted by a GP
with a squared exponential kernel.
The resulting benchmark tests are shown in Figure 9. First of all, the combinatorial
feature expansions followed by correlation elimination fails to surpass the linear models and
the Gaussian process models on the original feature set, for which the scores are shown in
Figure 7. Furthermore, we now observe that the GPR scores have more scatter than before,
since the RMSE is now worse than the linear models, while the MAE has degraded from
around 0.14 eV to 0.18 eV.
The SIS pre-screening loose a lot of important information, which results in a degraded
accuracy on the subsequent models. This is clear from observing that some active features,
in the Ridge and LASSO models on the original data, were sometimes individually uncorre-
lated with the target, which would cause those features to be eliminated by SIS. In summary,
we can not conclude that combinatiorial feature expansion approach followed by SIS pre-
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screening gives any benefit to predictive accuracy.
Conclusion
Machine learning model building for surface science and catalysis is a rapidly advancing field.
Probabilistic models such as Gaussian Processes’ ability to estimate uncertainty accurately,
makes them an ideal choice for ad-hoc fitting and active learning on the potential energy
surface. This has in 2018 materialized in highly efficient atomic structure optimizers, which
are available in the presently presented code package.
For intermediate sized general atomistic data sets of a few thousand adsorbate/surface
structures represented by their graphs, Gaussian Process regressors also perform well com-
pared to linear models. A variety of automatic descriptor-selection pipelines have been
implemented and compared, showing the GP with automatic relevance determination of fea-
tures to be a highly competitive solution. GP regressors do not scale easily to very large
data sets due to the O(n3) scaling of the GP. Deep nets (NN) or other flexible and scalable
models are therefore likely to take over for larger datasets.
Domain expertise and development of new descriptors continue to be a driver of optimal
and efficient model building, while the beyond user-assumed approach remains a frontier in
atomistic data science.
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