Propositional model counting is a fundamental problem in artificial intelligence with a wide variety of applications, such as probabilistic inference, decision making under uncertainty, and probabilistic databases. Consequently, the problem is of theoretical as well as practical interest. When the constraints are expressed as DNF formulas, Monte Carlo-based techniques have been shown to provide a fully polynomial randomized approximation scheme (FPRAS). For CNF constraints, hashing-based approximation techniques have been demonstrated to be highly successful. Furthermore, it was shown that hashing-based techniques also yield an FPRAS for DNF counting without usage of Monte Carlo sampling. Our analysis, however, shows that the proposed hashing-based approach to DNF counting provides poor time complexity compared to the Monte Carlo-based DNF counting techniques. Given the success of hashing-based techniques for CNF constraints, it is natural to ask: Can hashing-based techniques provide an efficient FPRAS for DNF counting? In this paper, we provide a positive answer to this question. To this end, we introduce two novel algorithmic techniques: Symbolic Hashing and Stochastic Cell Counting, along with a new hash family of Row-Echelon hash functions. These innovations allow us to design a hashing-based FPRAS for DNF counting of similar complexity (up to polylog factors) as that of prior works. Furthermore, we expect these techniques to have potential applications beyond DNF counting.
Introduction
Propositional model counting is a fundamental problem in artificial intelligence with a wide range of applications including probabilistic inference, databases, decision making under uncertainty, and the like [1, 6, 7, 24] . Given a Boolean formula φ, the problem of propositional model counting , also referred to as #SAT, is to compute the number of solutions of φ [29] . Depending on whether φ is expressed as a CNF or DNF formula, the corresponding model counting problems are denoted as #CNF or #DNF, respectively. Both #CNF and #DNF by Karp et al. [18] . Here, m and n are the number of cubes and variables respectively while ε and δ are the tolerance and confidence of approximation. Furthermore, we believe that these techniques are not restricted to #DNF. Given recent breakthroughs achieved in the development of hashing-based CNF-counting techniques, we believe our techniques have the potential for a wide variety of applications.
The rest of the paper is organized as follows: we introduce notation in section 2 and discuss related work in section 3. We describe our main contributions in section 4, analyze the resulting algorithm in section 5 and discuss future work and conclude in section 6.
Preliminaries

DNF Formulas and Counting
We use Greek letters φ, θ and ψ to denote boolean formulas. A formula φ over boolean variables x 1 , x 2 , . . . , x n is in Disjunctive Normal Form (DNF) if it is a disjunction over conjunctions of variables or their negations. We use X to denote the set of variables appearing in the formula. An assignment to all the variables can be represented by a vector x ∈ {0, 1} n with 1 corresponding to true and 0 to f alse. U = {0, 1}
n is the set of all possible assignments, which we refer to as the universe or state space interchangeably. An assignment x is called a satisfying assignment for a formula φ if φ evaluates to true under x. In other words x satisfies φ and is denoted as x |= φ. Note that an assignment x will satisfy a DNF formula φ if x |= φ Ci for some i. The DNF-Counting Problem is to count the number of satisfying assignments of a DNF formula.
Next, we formalize the concept of a counting problem. Let R ⊆ {0, 1} * × {0, 1} * be a relation which is decidable in polynomial time and there is a polynomial p such that for every (s, t) ∈ R we have |t| ≤ p(|s|). The decision problem corresponding to R asks if for a given s there exists a t such that (s, t) ∈ R. Such a problem is in NP. Here, s is a called the problem instance and t is called the witness. We denote the set of all witnesses for a given s by R s . The counting problem corresponding to R is to calculate the size of the witness set |R s | for a given s. Such a problem is in #P [29] . The DNF-Counting problem is an example of this formalism: A formula φ is a problem instance and a satisfying assignment x is a witness of φ. The set of satisfying assignments or the solution space is denoted R φ and the goal is to compute |R φ |. It is known that the problem is #P-Complete, which is believed to be intractable [27] . Therefore, we look at what it means to efficiently and accurately approximate this problem.
A fully polynomial randomized approximation scheme (FPRAS) is a randomized algorithm that takes as input a problem instance s, a tolerance ε ∈ (0, 1) and confidence parameter δ ∈ (0, 1) and outputs a random variable c such that Pr[
and the running time of the algorithm is polynomial in |s|, 1/ε, log(1/δ) [17] . Notably, while exact DNF-counting is inter-reducible with exact CNF-counting, the approximate versions of the two problems are not because multiplicative approximation is not closed under complementation.
Matrix Notation
We use x,y, z, . . . to denote scalar variables. We use subscripts x 1 , x 2 , . . . as required. In this paper we are dealing with operations over the boolean ring, where the variables are boolean, 'addition' is the XOR operation (⊕) and 'multiplication' is the AND operation (∧). We use the letters i,j,k, l as indices or to denote positions. We denote sets by non-boldface capital letters. We use capital boldface letters A,B, . . . to denote matrices, small boldface letters u, v, w, . . . to denote vectors. A [p×q] denotes a matrix of p rows and q columns, while u [q] denotes a vector of length q. 0 [q] and 1 [q] are the all 0s and all 1s vectors of length n, respectively. We omit the dimensions when clear from context. 
Hash Functions
A hash function h : {0, 1} q → {0, 1} p partitions the elements of of the domain {0, 1} q into 2 p cells. h(x) = y implies that h maps the assignment x to the cell y. h −1 (y) = {x|h(x) = y} is the set of assignments that map to the cell y. In the context of counting, 2-universal families of hash functions, denoted by H(q, p, 2), are of particular importance. When h is sampled uniformly at random from H(q, p, 2), 2-universality entails
2.
Pr[h(x) = y] = 2 −p for every x ∈ {0, 1} q and y ∈ {0, 1} p .
Of particular interest is the random XOR family of hash functions, which is defined as This family was shown to be 2-universal in [2] . For a hash function h ∈ H XOR (q, p), we have that h(x) = y is a system of linear equations modulo 2: A.x ⊕ b = y. From another perspective, it can be viewed as a boolean formula ψ =
The solutions to this formula are exactly the elements of the set h −1 (y).
Gaussian Elimination
Solving a system of linear equations over q variables and p constraints can be done by row reduction technique known variously as Gaussian Elimination or Gauss-Jordan Elimination.
A matrix is in Row-Echelon form if rows with at least one nonzero element are above any rows of all zeros. The matrix is in Reduced Row-Echelon form if, in addition, every leading non-zero element in a row is 1 and is the only nonzero entry in its column. We refer to the technique for obtaining the Reduced Row-Echelon form of a matrix as Gaussian Elimination. We refer the reader to any standard text on linear algebra (cf., [26] ) for details. For a matrix in Reduced Row-Echelon form, the row-rank is simply the number of non-zero rows. 
Gray Codes
A Gray code [14] is an ordering of 2 l binary numbers for some l ≥ 1 with the property that every pair of consecutive numbers in the sequence differ in exactly one bit. Thus starting from 0 l we can iteratively construct the entire Gray code sequence by flipping one bit in each step. We assume access to a procedure nextGrayBit that in each call returns the position of the next bit that is to be flipped. Such a procedure can be implemented in constant time by a trivial modification of Algorithm L in [19] .
Related Work
Propositional model counting has been of theoretical as well as practical interest over the years [16, 17, 23, 27] . Early investigations showed that both #CNF and #DNF are #P-complete [29] . Consequently, approximation algorithms have been explored for both problems. A major breakthrough for approximate #DNF was achieved by the seminal work of Karp and Luby [17] , which provided a Monte Carlo-based FPRAS for #DNF. The proposed FPRAS was improved by follow-up work of Karp, Luby and Madras [18] and Dagum et al. [5] , achieving the best known complexity of O(mn log(1/δ)/ε 2 ). In this work, we bring certain ideas of Karp et al. into the hashing framework with significant adaptations.
For #CNF, early work on approximate counting resulted in hashing-based schemes that required polynomially many calls to an NP-oracle [25, 28] . No practical algorithms materialized from the these schemes due to the impracticality of the underlying NP queries. Subsequent attempts to circumvent hardness led to the development of several hashing and sampling-based approaches that achieved scalability but provided very weak or no guarantees [13, 11] . Due to recent breakthroughs in the design of hashing-based techniques, several tools have been developed recently that can handle formulas involving hundreds of thousands of variables while providing rigorous formal guarantees. Overall, these tools can be broadly classified by their underlying hashing-based technique as: (i) obtain a constant factor approximation and then use identical copies of the input formula to obtain ε approximations [10] , or (ii) directly obtain ε guarantees [3, 4] . The first technique when applied to DNF formulas is not an FPRAS. In contrast, Chakraborty, Meel and Vardi [4] recently showed that tools based on the latter approach, such as ApproxMC2, do provide FPRAS for #DNF counting. Chakraborty et al. did not analyze the complexity of the algorithm in their work. We now provide a precise complexity analysis of ApproxMC2 for #DNF. To that end, we first describe the ApproxMC framework on which ApproxMC2 is built.
ApproxMC Framework
Chakraborty et al. introduced in [3] a hashing-based framework called ApproxMC that requires linear (in n) number of SAT calls. Subsequently in ApproxMC2, the number of SAT calls was reduced from linear to logarithmic (in n). The core idea of ApproxMC is to employ 2−universal hash functions to partition the solution space into roughly equal small cells, wherein a cell is called small if it has less than or equal to hiThresh solutions, such that hiThresh is a function of ε. A SAT solver is employed to check if a cell is small by enumerating solutions one-by-one until either there are no more solutions or we have already enumerated hiThresh + 1 solutions. Following the terminology of [3] , we refer to the above described procedure as BSAT (bounded SAT). To determine the number of cells, ApproxMC performs a search that requires O(log n) steps and the estimate is returned as the count of the solutions in a randomly picked small cell scaled by the total number of cells. To amplify confidence to the desired levels of 1 − δ, ApproxMC invokes the estimation routine O(log 1 δ ) times and reports the median of all such estimates. Hence, the number of BSAT invocations is O(log n log( 
FPRAS for #DNF
The key insight of Chakraborty et al. [4] is that the BSAT procedure can be done in polynomial time when the input formula to ApproxMC is in DNF. In particular, the input to every invocation of BSAT is a formula that is a conjunction of the input DNF formula and a set of XOR constraints derived from the hash function. Chakraborty et al. observed that one can iterate over all the cubes of the input formula, substitute each cube into the set of XOR constraints separately, and employ Gaussian Elimination to enumerate the solutions of the simplified XOR constraints. Note that at no step would one have to enumerate more than hiThresh solutions. Since Gaussian Elimination is a polynomial-time procedure, BSAT can be accomplished in polynomial time as well. Chakraborty et al. did not provide a precise complexity analysis of BSAT. We now provide such an analysis. We defer all proofs to the appendix. The following lemma states the time complexity of the BSAT routine.
Lemma 1. The complexity of BSAT when the input formula to ApproxMC2 is in DNF is
We can now complete the complexity analysis:
Lemma 2. The complexity of ApproxMC2 is O((mn 3 + mn 2 /ε 2 ) log n log(1/δ)) when the input formula is in DNF.
Efficient Hashing-based DNF Counter
We now present three key novel algorithmic innovations that allow us to design hashing-based FPRAS for #DNF with complexity similar to Monte Carlo-based state-of-the-art techniques. We first introduce a new family of 2-universal hash functions that allow us to circumvent the need for expensive Gaussian Elimination. We then discuss the concept of Symbolic Hashing, which allows us to design hash functions over a space different than the assignment space, allowing us to achieve significant reduction in the complexity of search procedure for the number of the cells. Finally, we show that BSAT can be replaced by an efficient stochastic estimator. These three techniques allow us to achieve significant reduction in the complexity of hashing-based DNF counter without loss of theoretical guarantees.
Row-Echelon XOR Hash Functions
The complexity analysis presented in Section 3 shows that the expensive Gaussian Elimination contributes significantly to poor time complexity of ApproxMC2. Since the need for Gaussian Elimination originates from the usage of H XOR , we seek a family of 2-universal hash functions that circumvents this need. We now introduce a Row-Echelon XOR family of hash functions defined as The proof is deferred to Appendix.
Theorem 3. H REX is 2-universal.
The naive way of enumerating satisfying assignments for a given
, and y [p] is to iterate over all 2 f assignments to the free variables in sequence starting from 0 We answer the above question positively by iterating over the 2 f assignments to the free variables out of sequence. In particular, we iterate using the Gray code sequence for f bits. The procedure is outlined in enumNextREX (Algorithm 1). The algorithm takes the hash matrix D, an assignment to the free variables v, and an assignment to the dependent variables u as inputs, and outputs the next free-variable assignment v in the Gray sequence and the corresponding assignment u to the dependent variables. k represents the position of the bit that is changed between v and v . Thus enumNextREX constructs a satisfying assignment to a Row-Echelon XOR hash function in each invocation in O(q) time.
Symbolic Hashing
For DNF formulas, R φ can be exponentially sparse compared to U , which is undesirable 2 . It is possible, however, to transform U to another space U and the solution space R φ to R φ such that the ratio |U |/|R φ | is polynomially bounded and |R φ | = |R φ |. For DNF formulas, the new universe U is defined as
Next, the solution space is defined as R φ = {(x, φ Ci ) | x |= φ Ci and ∀j < i, x |= φ Cj } for a fixed ordering of the cubes. The definition of R φ ensures that |R φ | = |R φ |. This transformation is due to Karp and Luby [17] .
The key idea of Symbolic Hashing is to perform 2-universal hashing symbolically over the transformed space. In particular, the sampled hash function partitions the space U instead of U . Therefore, we employ hash functions from H REX (q, p) over q = n − w + log m variables instead of n variables. Note that the variables of a satisfying assignment z ∈ {0, 1} q to the hash function are now different from the variables to a satisfying assignment x ∈ {0, 1} n of the input formula φ. We interpret z as follows: the last log m bits of z are converted to a number i such that 1 ≤ i ≤ m. Now φ Ci corresponds to a partial assignment of width[φ Ci ] variables in that cube. For simplicity, we assume that each cube is of the same width w.
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The remaining n − w bits of z are interpreted to be the assignment to the n − w variables not in φ Ci giving a complete assignment x. Thus we get a pair (x, φ Ci ) from z such that x |= φ Ci . For a fixed ordering of variables and cubes we see that there is a bijection between (x, φ Ci ) and z and hence the 2-universality guarantee holds over the partitioned space of U .
Stochastic Cell-Counting
To estimate the number of solutions in a cell, we need to check for every tuple (x, φ Ci ) generated using symbolic hash function as described above: if (x, φ Ci ) ∈ R φ . Such a check would require iteration over cubes φ Cj for 1 ≤ j ≤ (i − 1) and returning no if x |= φ Cj for some j and yes otherwise. This would result in procedure with O(mn) complexity.
Our key observation is that a precise count of the number of solutions in a cell is not required and therefore, one can employ a stochastic estimator for the number of solutions in a cell. We proceed as follows: we define the coverage of an assignment x as cov(x) = {j|x |= φ Cj }. Note that (x,φ Ci )∈U 1 |cov(x)| = |R φ |. We define a random variable c x as the number of steps taken to uniformly and independently sample from {1, 2, . . . , m}, a number j such that x |= φ Cj . For a randomly chosen j, the probability Pr[x |= φ Cj ] = |cov(x)|/m, which follows the Bernoulli distribution. The random variable c x is the number of Bernoulli trials for the first success, which follows the geometric distribution. Therefore, E[c x ] = m/|cov(x)|, and E[c x /m] = 1/|cov(x)|. The estimator c x /m has been previously employed by Karp et al. [18] . Here, we show that it can also be used for Stochastic Cell-Counting: we define the estimator for the number of solutions in a cell as Ω y = (x,φ Ci )∈h −1 (y) c x /m.
The Full Algorithm
We now incorporate the above techniques into ApproxMC2 and call the revised algorithm SymbolicDNFApproxMC, which is presented as Algorithm 3. First, note that expression for hiThresh is twice that for ApproxMC2. Then, in line 4, a matrixD and vectorsb and iter ← iter + 1;
6:
(cellCount, solCount) ← SymbolicDNFApproxMCCore(φ, hiThresh);
7:
if (cellCount = ⊥) then AddToList(EstimateList, solCount × cellCount);
8: until (iter ≥ t); 9: finalEstimate ← FindMedian(EstimateList); 10: return finalEstimate We now discuss the subroutine SymbolicDNFApproxMCCore, which is an adaptation of ApproxMC2Core but with significant differences. First, for DNF formulas with cube width w, the number of solutions is lower bounded by 2 n−w . Therefore, instead of starting with 1 hash constraint, we can safely start with sI = n − w − log hiThresh constraints (lines 3-4). Thereafter, SymbolicDNFApproxMCCore calls LogSATSearch in line 5 to find the right number p of constraints. The cell count with p constraints is calculated in line 6 and the estimate (2 p , solCount) is returned in line 7.
SampleBase algorithm constructs the base matrixD and base vectorsb andŷ required for sampling from H REX family. G is a random matrix of dimension sI × (q − sI) and E is a random upper triangular matrix of dimension (q − sI − 1) × (q − sI) with all diagonal elements 1. In line 3,D is constructed as the vertical concatenation [
LogSATSearch (algorithm 5) performs a binary search to find the number of constraints p at which the cell count falls below hiThresh. For DNF formula with cube width of w, since the number of solutions is bounded between 2 n−w and m * 2 n−w , we need to perform search for p between n − w and n − w + log m. Therefore, binary search can take at most O(log log m) steps to find correct p.
Symbolic Hashing is implemented in Algorithm 6 (BSAT). In line 2, we obtain a hash function from H REX (q, p) over q = n − w + log m variables by calling Extract. We assume access to a procedure nextGrayBit in line 10 that returns the position of the bit that is flipped between two consecutive assignments. A satisfying assignment z to the hash function is constructed in line 6. z is interpreted to generate a pair (x, φ Ci ) in line 7 which is checked for satisfiability in line 8. The final cell count is returned in line 12.
In CheckSAT (algorithm 7), we implement the stochastic cell counting procedure. The C BSAT ← BSAT(φ,D,b,ŷ, hiThresh, p, q, sI); 6: if (C BSAT ≥ hiThresh) then 7: if (FailRecord[p + 1 − low + 1] = 0) then return p + 1;
8:
lowerFib ← p − low + 1; upperFib ← p − low + 1; (x, φ Ci ) = interpret(z);
if count ≥ hiThresh then return hiT hresh; 10: k ← nextGrayBit(q − p, j);
11:
12: return count key idea is to sample cubes uniformly at random from {1, 2. . . . m} till a cube φ Cj is found such that x |= φ Cj (lines 2-5). The number of cubes sampled c x divided by total number of cubes m is the estimate returned (line 6).
Procedure LogSATSearch in SymbolicDNFApproxMC is based upon the LogSATSearch in ApproxMC2 [4] . As noted in the analysis of ApproxMC2, such a logarithmic search procedure requires that the solution space for a hash function with p + 1 hash constraints is a subset of the solution space with p hash constraints. Furthermore, we want to preserve Row-Echelon nature of the resulting hash constraints. To this end, we first construct D
[q×(q−p)] and b [q−1] as follows:
To seed the construction procedure, in SampleBase (algorithm 4) we first randomly sample a 0/1 vectorb of size q − 1 which is the maximum number of hash constraints possible. We for (j = 0; j < i; j + +) do 5:
The reason for this definition ofD is that for DNF counting we have a good lower bound on the number of hash constraints we can start with. The number of rows in G corresponds to this lower bound. The definition of E ensures that the rows of E are linearly independent which results in a monotonically shrinking solution space.
The Extract procedure (algorithm 8) takesD,b andŷ and a number p as input and returns D,b and cell y such that (D, b) represents a hash function from H REX with p constraints and y represents a cell. A precondition for Extract is sI ≤ p ≤ q − 1. In lines 1 and 2, the first p rows ofD and first p elements ofb andŷ are selected asD , b and y respectively. The first sI rows ofD form the matrix G in the definition ofD and the remaining p − sI rows ofD are the first p − sI rows of matrix E. Each row from sI to p is used to reduce the preceding rows in lines 5 to 8 so that the only non-zero elements of the first p − sI columns are the leading 1s in rows sI to p. 
Analysis
In order to prove the correctness of SymbolicDNFApproxMC, we first state the following helper lemma. We defer the proofs to the Appendix.
Lemma 4.
For every 1 ≤ p ≤ q and let µ p = |R φ |/2 p . For every β > 0 and 0 < ε < 1 we have
The difference in lemma 4 and lemma 1 in [4] is that the probability bounds differ by a factor of 2. We account for this difference by making hiThresh in SymbolicDNFApproxMC twice the value of hiThresh in ApproxMC2. Therefore the rest of the proof of Theorem 7 (below) is exactly the same as the proof of Theorem 4 of [4] . For completeness, we first restate lemmas 2 and 3 from [4] below.
In the following, T p denotes the event (Ω y < hiThresh), and L p and U p denote the events (Ω y < Theorem 7 follows from lemmas 4, 5 and 6 and noting that SymbolicDNFApproxMC boosts the probability of correctness of the count returned by SymbolicDNFApproxMCCore to 1 − δ by using median of t = O(log(1/δ)) calls.
Theorem 8. SymbolicDNFApproxMC runs inÕ(mn log(1/δ)/ε
2 ) time. 4 
Conclusion
Hashing-based techniques have emerged as a promising approach to obtain counting algorithms and tools that scale to large instances while providing strong theoretical guarantees. This has led to an interest in designing hashing-based algorithms for counting problems that are known to be amenable to fully polynomial randomized approximation schemes. The prior hashing-based approach [4] provided FPRAS for DNF but with complexity much worse than state-of-the-art techniques. In this work, we introduced (i) Symbolic Hashing, (ii) Stochastic Cell-Counting, and (iii) a new 2-universal family of hash functions, and obtained a hashing-based FPRAS for #DNF with complexity similar to state-of-the-art. Given the recent interest in hashing-based techniques and generality of our contributions, we believe concepts introduced in this paper can lead to design of hashing-based techniques for other classes of constraints. For example, all prior versions of ApproxMC relied on deterministic SAT solvers for exactly counting the solutions in a cell for #CNF. The technique of Stochastic Cell-Counting opens up the door for the usage of probabilistic SAT solvers for #CNF. Furthermore, a salient feature of the H REX family is the sparsity of its hash functions.
In fact, the sparsity increases with the addition of constraints. Sparse hash functions have been shown to be desirable for efficiently solving CNF+XOR constraints [15, 9, 12 ]. An interesting direction for future work is to test H REX family with CNF formulas.
