Hermitian Young Operators by Keppeler, Stefan & Sjodahl, Malin
ar
X
iv
:1
30
7.
61
47
v1
  [
ma
th-
ph
]  
23
 Ju
l 2
01
3
LU-TP 13-26
Hermitian Young Operators
Stefan Keppelera and Malin Sjo¨dahlb
aMathematisches Institut, Universita¨t Tu¨bingen, Auf der Morgenstelle 10, 72076 Tu¨bingen,
Germany, stefan.keppeler@uni-tuebingen.de
bDepartment of Astronomy and Theoretical Physics, Lunds Universitet, So¨lvegatan 14A,
223 62 Lund, Sweden, malin.sjodahl@thep.lu.se
Abstract. Starting from conventional Young operators we construct
Hermitian operators which project orthogonally onto irreducible
representations of the (special) unitary group.
I Introduction
Young operators play a crucial role in the representation theories of the symmetric group
Sn as well as of GL(N) and the classical compact Lie groups. They first appear when
decomposing the group algebra A(Sn) of the symmetric group Sn into a direct sum of min-
imal (left) ideals, thus completely reducing the regular reppresentation and constructing
all irreducible representions. The Young operators are primitive idempotents generating
these ideals. They can be written down in a straightforward way from the corresponding
(standard) Young tableaux.
When reducing product representations of GL(N) or classical compact Lie groups,
Young operators appear again as projectors onto irreducible subspaces, allowing, e.g., the
construction of all irreducible representations of classical Lie groups like U(N) or SU(N).
These topics are covered by many classical text books.1,2,3,4,5
Young operators can be cast in a diagrammatic form, resembling Feynman diagrams,
which is particularly handy in applications to general relativity and non-abelian quantum
field theories.6 The first treatment of this kind, known to us, is by Penrose.7 More elaborate
accounts, which we will also refer to in the following, can be found in Refs. 8 & 9. Following
Cvitanovic´9 we refer to expressions in this diagrammatic notation as birdtracks.
In applications to quantum chromodynamics (QCD) a Young operator in the group
algebra of Sn can be used in order to project from (the color part of) the Hilbert space
for n quarks (or for n anti-quarks) onto an irreducible subspace invariant under SU(3). A
conventional Young operator, however, is in general not Hermitian, and thus this projection
is not orthogonal. But in applications to QCD orthogonality is a desirable property.
In QCD the color of individual quarks or gluons is never observed as they are confined
into hadrons, which are color singlets. QCD color space may therefore always be treated
by summing over the color degrees of freedom of all incoming and outgoing particles.
Consequently, it is useful to expand scattering amplitudes into a basis of overall color
singlet states. Projection operators onto irreducible subspaces are color singlets. Thus,
1
2they are a convenient starting set of states which one would like to extend to a basis. If
one does so, say for a process with n incoming and n outgoing quarks, using conventional
(i.e. non-Hermitian) Young operators, the resulting basis will in general be non-orthogonal
– which is a serious drawback for explicit calculations. If, however, Hermitian Young
operators are used then the resulting multiplet basis is orthogonal, see, e.g., Appendix B
of Ref. 10 or Secs. 2 & 3 of Ref. 11 for the case of 3 quarks going to 3 quarks. Therefore,
one would like to replace conventional Young operators with Hermitian alternatives.
Hermitian Young operators for up two 3 quarks, i.e. for n ≤ 3, are given in Refs.
12 & 10, in diagrammatic notation. Canning12 also sketches (without proof) the idea
underlying the general construction to be discussed below. Cvitanovic´9 describes a general
algorithm for constructing Hermitian Young operators, and explicitly gives all birdtrack
diagrams for complete sets of Hermitian Young operators with n ≤ 4, see Fig. 9.1 in Ref.
9. His method requires the solutions to certain characteristic equations, which tend to
become more complicated for larger n – whereas conventional Young operators always can
be constructed directly from the Young tableaux.
Our main result, as summarized in Theorem 6 below, is a recursive algorithm for
directly constructing a Hermitian Young operator corresponding to any given standard
Young tableau. This allows for a complete decomposition of the n-quark Hilbert space
into an orthogonal sum of irreducible SU(N)-invariant subspaces.
The article is organized as follows. We review some properties of the group algebra of
finite groups in Sec. II and of Young operators in Sec. III. In Sec. IV we discuss product
representations of SU(N) whereby we introduce the diagrammatic birdtrack notation and
recall how the dimensions of irreducible SU(N) representations corresponding to standard
Young tableaux are calculated diagrammatically. Our main results are stated and proven
in Sec. V, which we conclude with some examples. Some detailed birdtrack calculations
have been moved to the Appendix.
II The group algebra of a finite group
We briefly recount some basic properties of the group algebra of a finite group in order to
fix our notation; details can by found in standard text books.2,3,4,5
For a finite group G we define its group algebra A(G) as the C-vector space spanned
by the group elements with multiplication induced from the group multiplication. The
group algebra carries the regular representation of the group, which contains all irreducible
representations. Minimal left ideals of A(G) are also irreducible G-invariant subspaces,
and hence carry the irreducible representations of G. Left ideals are generated by right
multiplication with idempotents e ∈ A(G). Primitive idempotents generate minimal left
ideals. Below we will make use of the following two statements.
Lemma 1. An idempotent e is primitive if and only if ∀ r ∈ A(G) there exists λr ∈ C
such that ere = λre.
Lemma 2. Two primitive idempotents e1 and e2 generate equivalent irreducible represen-
tations if and only if there exists an r ∈ A(G) such that e1re2 6= 0.
3Proofs can be found, e.g., in App. III of Ref. 5. With a set of primitive idempotents
ej , satisfying ejek = δjkej and
∑
j ej = 1, the regular representation can be reduced
completely, and all irreducible representations of G can be constructed. For G = Sn, the
symmetric group, this reduction of the regular representation is achieved in terms of Young
operators.
III Young operators
Young diagrams, Young tableaux and Young operators and their properties are discussed
in many excellent text books.1,2,3,4,5,9 Nevertheless – as scope, conventions, and notation
vary considerably between different presentations – we find it convenient to summarize a
few definitions and results in order to keep the presentation reasonably self-contained and
to fix our notation.
A Young diagram is an arrangement of n boxes in r rows of lengths λ1 ≥ λ2 ≥ . . . ≥ λr.
We also denote by s = λ1 the number of columns of the diagram, and by µ1 ≥ µ2 ≥ . . . ≥ µs
the lengths of its columns. A Young tableau Θ is a Young diagram with each of the numbers
1, . . . , n written into one of its boxes. For standard Young tableaux the numbers increase
within each row from left to right and within each column from top to bottom. We denote
the set of all standard Young tableaux with n boxes by Yn, e.g.
Y2 =
{
1 2 , 1
2
}
, Y3 =
{
1 2 3 , 1 2
3
, 1 3
2
,
1
2
3
}
. (1)
Removing the box containing the number n from Θ ∈ Yn one obtains a standard tableau
Θ′ ∈ Yn−1.
For Θ ∈ Yn let {hΘ} be the set of all horizontal permutations, i.e. hΘ ∈ Sn leaves
the sets of numbers appearing in the same row of Θ invariant. Analogously, vertical
permutations vΘ leave the sets of numbers appearing in the same column of Θ invariant.
Then the Young operator YΘ is defined in terms of the row symmetrizer, sΘ =
∑
{hΘ}
hΘ,
and the column anti-symmetrizer, aΘ =
∑
{vΘ}
sign(vΘ)vΘ, as
YΘ =
1
|Θ|
sΘaΘ . (2)
The normalization factor is given by the product of hook lengths of the boxes of Θ,
|Θ| =
r∏
j=1
λj∏
k=1
(λj − k + µk − j + 1) . (3)
For two Young tableaux Θ 6= ϑ of the same shape we have |Θ| = |ϑ|, i.e. the normalization
depends only on the corresponding Young diagram. For instance, writing the hook lengths
into the boxes of we obtain
4 3 1
2 1
and thus | | = 24 . (4)
4For Θ ∈ Yn the corresponding Young operator YΘ ∈ A(Sn) is a primitive idempotent.
Different Young operators YΘ, Yϑ ∈ A(Sn) satisfy YΘYϑ = 0 if the corresponding Young
tableaux have different shapes. For small n one even has
YΘYϑ = δΘϑYΘ ∀ Θ, ϑ ∈ Yn and ∀ n ≤ 4 , (5)
a property to which we refer as transversality. For n ≥ 5, however, transversality no longer
holds in general, the standard example2,4 being the two 5-box diagrams 1 2 3
4 5
and 1 3 5
2 4
for
which one obtains
Y
1 3 5
2 4
Y
1 2 3
4 5
= 0 but Y
1 2 3
4 5
Y
1 3 5
2 4
6= 0 . (6)
Different methods for curing this are in use. One option is to choose a different set of
(non-standard) Young tableaux such that property (5) is reestablished; for n = 5, see e.g.
Sec. II.3.6 in Ref. 4. A different way out, which straightforwardly extends to larger n, is to
construct the Young operators corresponding to standard tableaux in a certain order and
to subtract multiples of already constructed operators, such that (5) holds again, see e.g.
Sec. 5.4 in Ref. 2 or Sec. II.3.6 in Ref. 4. The Hermitian Young operators, which we will
introduce below, automatically satisfy (5) for arbitrary n.
IV Tensor products, birdtracks and invariant tensors
Besides their crucial role for constructing the irreducible representations of the symmetric
group Sn, Young operators are equally important for the representation theory of the
general linear group GL(N) and the classical compact groups U(N), SU(N), O(N), SO(N)
and Sp(N). Motivated by applications in QCD, in the following we will always speak about
SU(N), although all results hold verbatim for U(N), and similarly for GL(N).
Let V = CN be the carrier space of the defining representation of SU(N), and denote
by V its dual. Tensor products V ⊗n carry a product representation of SU(N) and – by
permutation of the contributions in the different factors – a representation D of Sn as well
as its group algebra A(Sn). The same holds for tensor products V
⊗n
of the dual.
V is naturally endowed with a scalar product 〈·, ·〉V which is invariant under the action
of SU(N), i.e.
〈gv, gw〉V = 〈v, w〉V ∀ v, w ∈ V ∀ g ∈ SU(N) . (7)
This also induces scalar products on the dual V and on tensor products. Young operators
act as projectors onto SU(N)-invariant irreducible subspaces of V ⊗n. Irreducible represen-
tations of SU(N) corresponding to different Young diagrams are inequivalent. In general,
however, Young operators are not Hermitian with respect to the scalar product induced
by (7) on the product space V ⊗n. Thus, these projections are in general not orthogonal.
In the diagrammatic birdtrack notation, we assign to P : V ⊗n → V ⊗n, i.e. P ∈ V ⊗n ⊗
V
⊗n
, a diagram with 2n external lines, which can be translated to index notation as follows,
P... ...
a1
an
b1
bn
= P a1...anb1...bn . (8)
5Correspondingly, we represent an operator V
⊗n
→ V
⊗n
by a diagram with all arrows
pointing in the opposite direction. The diagram of the Hermitian conjugate of an operator
is obtained from its diagram by mirroring about a vertical axis and inverting all arrows.
Index contractions are performed by joining lines. See e.g. App. A of Ref. 11 for a brief
summary of our conventions or Cvitanovic´9 for a more detailed account of the birdtrack
notation.
Symmetrization or anti-symmetrization over a set of indices is indicated by a white or
black bar, respectively, e.g.
=
1
2!
(
+
)
,
=
1
3!
(
− − − + +
)
,
(9)
whereby we include a factorial as normalization factor. For all diagrams appearing in the
following all arrows on external lines will point in the same direction. We therefore omit
arrows from now on. The following recursion relations, which are derived in Chap. 6 of
Ref. 9, will be used below,
p lines
... ... =
1
p
... ... +
p− 1
p
... ...... ,
q lines
... ... =
1
q
... ... −
q − 1
q
... ...... .
(10)
With this notation the Young operators (2) of Sec. III can be written diagrammati-
cally,8,9 e.g. we find
Y
1 2 3
4 5
= 2 and Y
1 3 5
2 4
= 2 . (11)
Notice that the pre-factor equals 3!(2!)3/| | = 2 in agreement with (2) and the normal-
ization (9) of the (anti-)symmetrizers. From the birdtrack diagrams the first equation in
(6) is obvious, as in this product the first two lines both join the same anti-symmetrizer
and symmetrizer.
Strictly speaking, we should only write YΘ when considering Young operators as ele-
ments of the group algebra A(Sn). Viewing them as linear maps V
⊗n → V ⊗n they should
be denoted by D(YΘ). However, in order to simplify our notation, we omit the D in the
following.
We are now in the position to state the dimension formula for the SU(N)-representations.
6Lemma 3. Let Θ ∈ Yn. The dimension of the SU(N)-invariant irreducible subspace of
V ⊗n onto which YΘ projects is given by
tr YΘ =
fΘ(N)
|Θ|
(12)
where
fΘ(N) =
r∏
j=1
λj∏
k=1
(N + k − j) . (13)
Proof: Elvang et al.8 give a birdtrack proof of this dimension formula (see also App. B.4
of Ref. 9), which we sketch here since we will use an intermediate result in the following
section.
The proof is by induction in n. First notice that the dimension formula holds for n = 1,
trY = N . Diagrammatically, traces are taken by joining left legs to right legs, and a loop
yields a factor dimV = N . In order to establish the induction step we represent YΘ ∈ Yn
in terms of the following birdtrack diagram,
YΘ =
r∏
j=1
λj!
s∏
k=1
µk!
|Θ| ...... ... ...
(anti-)symmetrizers of YΘ
all other
... ...


n lines ,
↑ p lines ↑ q lines
(14)
in which we explicitly display the symmetrizer and anti-symmetrizer to which the last
line connects, i.e. the box with the highest number in Θ is the last box of a line with p
boxes and of a row with q boxes. All other (anti-)symmetrizers are collected in the white
box. Note that we allow for the possibilities p = 1 or q = 1 in which case the respective
(anti-)symmetrizer could be omitted.
Now take a partial trace of the last factor, denoting this operation by tr′ : V ⊗n →
V ⊗(n−1),
tr′ YΘ =
r∏
j=1
λj !
s∏
k=1
µk!
|Θ|
...... ... ...
(anti-)symmetrizers of YΘ
all other
... ...
. (15)
7Using the recursion relations (10), the diagram in Eq. (15) can be readily reduced to
...... ... ...
(anti-)symmetrizers of YΘ
all other
... ...
=
N + p− q
pq
:=B
Θ′︷ ︸︸ ︷
...... ... ...
(anti-)symmetrizers of YΘ
all other
... ...
−
(p− 1)(q − 1)
pq ...... ... ...
(anti-)symmetrizers of YΘ
all other
... ...
......
,
(16)
where the first term is proportional to YΘ′, with Θ
′ being the Young tableau which one
obtains by removing from Θ the box with highest number. We temporarily denote the
birdtrack part of this term by BΘ′. Elvang et al. show
8,9 that the second term of Eq. (16)
vanishes since on the outside all lines are connected to (anti-)symmetrizers in the same
way as in YΘ′, but internally the leftmost symmetrizer and the rightmost anti-symmetrizer
are connected by a line, which automatically leads to a vanishing diagram since there can
be no such connection within YΘ′. Collecting all contributions one finds
tr′ YΘ =
N + p− q
pq
r∏
j=1
λj !
s∏
k=1
µk!
|Θ|
BΘ′ = (N + p− q)
|Θ′|
|Θ|
r′∏
j=1
λ′j!
s′∏
k=1
µ′k!
|Θ′|
BΘ′
= (N + p− q)
|Θ′|
|Θ|
YΘ′
(17)
where we have used that (
∏r
j=1 λj!)/p =
∏r′
j=1 λ
′
j! since the row lengths λ
′
j of Θ
′ are the
same as those of Θ except for the row from which one removes a box, which has length p
in Θ but length (p− 1) in Θ′. The analogous statement holds for the column lengths and
the factor q. Taking the trace, and observing that (N +p− q) is the contribution to fΘ(N)
in (13) coming from the box which distinguishes Θ from Θ′, we get
tr YΘ = (N + p− q)
|Θ′|
|Θ|
trYΘ′ = (N + p− q)
|Θ′|
|Θ|
fΘ′(N)
|Θ′|
=
fΘ(N)
|Θ|
, (18)
which concludes the induction step.
We continue this section by discussing properties of invariant tensors9 following from
Schur’s lemma.
Definion. (Invariant tensor)
Let W1 and W2 be vector spaces carrying representations Γ1 and Γ2 of SU(N) and let
T : W1 → W2 be linear. T is called invariant tensor if
T ◦ Γ1(g) = Γ2(g) ◦ T ∀ g ∈ SU(N) . (19)
8Remarks:
1. Invariant tensors are defined in the same way for other compact Lie groups.
2. In the following we are mainly interested in the case W1 = W2 = V
⊗n (or V
⊗n
,
leading to equivalent results).
3. Invariance of the scalar product (7) is equivalent to invariance of the tensor δjk,
j, k = 1, . . . , N , (in index notation), or invariance of the quark line : V → V
(in birdtrack notation).
4. Since
Γ(g) ◦D(r) = D(r) ◦ Γ(g) ∀ g ∈ SU(N) and ∀ r ∈ A(Sn) (20)
every r in the group algebra of Sn corresponds to an invariant tensor D(r) : V
⊗n →
V ⊗n.
Lemma 4. (Schur)
Let T : W1 →W2 be an invariant tensor and Γ1,2 irreducible representations. If Γ1 and Γ2
are non-equivalent then T = 0. If Γ1 and Γ2 are equivalent and if W1 = W2 then T is a
multiple of the identity.
For the proof see any standard book on group and representation theory. Simon’s
proof13 is particularly concise. Below we will use the following two consequences of Schur’s
lemma.
Corollary 5. Let T : W →W be both, an invariant tensor and a (possibly non-orthogonal)
projection onto a subspace U ⊂W carrying the irreducible representation Γ of SU(N).
(i) Upon decomposing W into an orthogonal sum
⊕
j Wj of subspaces Wj carrying irre-
ducible representations Γj of SU(N), with Γ1, . . . ,Γm equivalent to Γ, and Γj, j > m
not equivalent to Γ, and representing w ∈ W as
w =


w1
...
wm
wm+1
...

 , wj ∈ Wj , (21)
T assumes the block structure
T =


T11 · · · T1m 0 · · ·
...
. . .
...
...
Tm1 · · · Tmm
0 · · · 0
...
. . .

 . (22)
The diagonal blocks Tjj, j ≤ m, are proportional to the identity, and the Tjk vanish
if j > m or k > m (as already displayed above).
9(ii) Let, furthermore, P : W → W be a Hermitian projector, P † = P , onto an invariant
subspace W˜ ⊆ W , which contains only one subspace U˜ ⊆ W˜ carrying a representa-
tion equivalent to Γ, and let PTP 6= 0. Then PTP is a multiple of the orthogonal
projection onto U˜ .
Proof: By applying Schur’s lemma to each of the blocks Tjk : Wk → Wj (i) follows
immediately. Since P is Hermitian its image is orthogonal to its kernel, imP = (kerP )⊥,
i.e. W is an orthogonal sum, W = imP ⊕ kerP . We further decompose imP into U˜ and
its orthogonal complement U˜⊥ ⊆ imP . Writing w ∈ W as
w =

u1u2
u3

 with u1 ∈ U˜ , u2 ∈ U˜⊥ , u3 ∈ kerP , (23)
P takes the form P =
(
1 0 0
0 1 0
0 0 0
)
, and according to (i) we have
T =

T11 0 T130 0 0
T31 0 T33

 , (24)
with T11 proportional to the identity. Now by direct computation PTP =
(
T11 0 0
0 0 0
0 0 0
)
, which
is proportional to
(
1 0 0
0 0 0
0 0 0
)
, the orthogonal projection onto U˜ .
V Hermitian Young operators
As Young operators YΘ are elements of the group algebra A(Sn) they act as invariant
tensors V ⊗n → V ⊗n. Moreover, as already mentioned, each Young operator YΘ with Θ ∈
Yn projects onto an SU(N)-invariant irreducible subspace of V
⊗n. As an invariant tensor a
Young operator cannot map an invariant subspace to a subspace carrying a non-equivalent
representation. In general, however, a tensor product V ⊗n can contain several (irreducible)
subspaces carrying equivalent representations. A projector onto such a subspace can then
also contain parts mapping one invariant subspace to another one carrying an equivalent
representation. Only through this mechanism can projectors onto invariant subspaces be
non-Hermitian. This happens with conventional Young operators for n ≥ 3, e.g.
Y
1 2
3
=
4
3
and Y
1 3
2
=
4
3
(25)
are both non-Hermitian. One can, however, find the Hermitian operators12,10,9
P
1 2
3
=
4
3
and P
1 3
2
=
4
3
(26)
10
which also project onto irreducible subspaces carrying the representation corresponding to
to the Young diagram and which satisfy
P
1 2
3
+ P
1 3
2
= Y
1 2
3
+ Y
1 3
2
. (27)
In the following theorem we show how to construct, for any given standard tableau, a
Hermitian Young operator (and thus an orthogonal projection) by suitably projecting the
corresponding conventional Young operator.
Theorem 6. Let PΘ := YΘ for Θ ∈ Y2 and
PΘ := (PΘ′ ⊗ 1)YΘ(PΘ′ ⊗ 1) for Θ ∈ Yn , n ≥ 3 , (28)
where Θ′ ∈ Yn−1 denotes the standard Young tableaux obtained from Θ by removing the
box with the highest number. Then the operators PΘ are (a complete set of) Hermitian
transversal Young projectors, i.e. they satisfy
(i) PΘPϑ = δΘϑPΘ ∀ Θ, ϑ ∈ Yn (transversality),
(ii) trPΘ = tr YΘ ∀ Θ ∈ Yn (dimension),
(iii)
∑
Θ∈Yn
PΘ = 1
⊗n (completeness) and
(iv) P †Θ = PΘ (Hermiticity).
Remark: In the representation theory of the symmetric group the PΘ are known as semi-
normal idempotents14,15,16 and were introduced by Thrall15 who also proved properties (i)
and (iii).
Proof: As the construction is recursive we prove the properties by induction. For n = 2
the conventional Young operators are Hermitian and properties (i)–(iii) are also fulfilled
trivially.
We begin with the dimensions of the irreducible subspaces, property (ii). Taking a
partial trace of the last factor in PΘ and using Eq. (17) yields
tr′ PΘ = PΘ
... ...
=
PΘ′ PΘ′YΘ
... ... ... ...
= (N + p− q)
|Θ′|
|Θ| PΘ′ YΘ′
... ... ... ...PΘ′
.
(29)
From the recursive definition (28) it follows that
PΘ′
... ... = PΘ′′PΘ′
... ... ... = PΘ′′ PΘ′
... ...... . (30)
11
Therefore, we can insert factors of PΘ′′ ⊗ 1 to the left and to the right of YΘ′ in Eq. (29),
leading to
tr′ PΘ = (N + p− q)
|Θ′|
|Θ|
PΘ′
3 = (N + p− q)
|Θ′|
|Θ|
PΘ′ , (31)
i.e. the Hermitian Young operators PΘ fulfill the same recursion relation as the conventional
Young operators YΘ, cf. Eq. (17). Together with trPΘ = trYΘ ∀ Θ ∈ Y2 this proves
property (ii) by induction.
Hermiticity of the operators PΘ follows from Corollary 5, part (ii): According to the
induction hypothesis the PΘ′ are Hermitian (and thus project orthogonally), YΘ is an
invariant tensor and a projector onto an irreducible subspace, and due to property (ii)
trPΘ = trYΘ 6= 0 ⇒ PΘ 6= 0. Hence, PΘ is proportional to the orthogonal projection
onto an irreducible invariant subspace. Moreover, since trPΘ = trYΘ fixes the dimension
of this subspace the proportionality constant is unity, i.e. P †Θ = PΘ and P
2
Θ = PΘ, thereby
also establishing property (i) for the case Θ = ϑ.
I order to show property (i) it only remains to discuss the case Θ 6= ϑ, for which we
have
PΘPϑ = (PΘ′ ⊗ 1)YΘ(PΘ′ ⊗ 1)(Pϑ′ ⊗ 1)Yϑ(Pϑ′ ⊗ 1) . (32)
If Θ′ 6= ϑ′ then PΘ′Pϑ′ = 0 and thus also PΘPϑ vanishes. If Θ
′ = ϑ′ then Θ and ϑ have
different shapes, and thus YΘσYϑ = 0 ∀ σ ∈ Sn according to Lemma 2. Since the terms
between YΘ and Yϑ in (32) are nothing but a linear combination of permutations, PΘPϑ
also vanishes in this case.
The remaining property (iii), completeness, follows straightforwardly from properties (i)
and (ii). To this end define
P :=
∑
Θ∈Yn
PΘ . (33)
Then
P 2 =
(i)
P and trP =
(ii)
Nn , (34)
which proves property (iii) and thus concludes the proof of Theorem 6.
As an illustration consider once more the two 5-box standard diagrams 1 2 3
4 5
and 1 3 5
2 4
from Sec. III, whose conventional Young operators are not transversal, see Eqs. (6) and
(11). Using the recursive construction of Theorem 6, the corresponding Hermitian Young
operators can be shown to be
P
1 2 3
4 5
= 2 and P
1 3 5
2 4
= 2 . (35)
We give a step-by-step derivation in the Appendix. As guaranteed by Theorem 6 these
projectors are not only Hermitian – which is manifest from their birdtrack diagrams being
mirror symmetric – but also transversal since = 0.
12
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Appendix
In order to get the Hermitian Young projection operator for the tableau 1 2 3
4 5
we con-
struct conventional and Hermitian Young operators for its construction history, i.e. for the
sequence 1 2 , 1 2 3 , 1 2 3
4
, 1 2 3
4 5
. The first few read
P
1 2
= Y
1 2
= , (36)
P
1 2 3
= Y
1 2 3
= , (37)
Y
1 2 3
4
=
3
2
, (38)
P
1 2 3
4
=
3
2
, (39)
Y
1 2 3
4 5
= 2 . (40)
As there is only one subspace of
(
P
1 2 3
⊗ 1⊗2
)
V ⊗5 carrying an irreducible representation
corresponding to the Young diagram we may in this case, according to Corollary 5 (ii),
simplify the construction as compared to that given in Eq. (28): It is not necessary to
project Y
1 2 3
4 5
between P
1 2 3
4
⊗ 1 but it suffices to calculate
P
1 2 3
4 5
=
(
P
1 2 3
⊗ 1⊗2
)
Y
1 2 3
4 5
(
P
1 2 3
⊗ 1⊗2
)
= 2 .
(41)
In order to make Hermiticity of this projector manifest, exchange the positions of the two
anti-symmetrizers, thereby thinking of the lines as rubber bands which are pinned at the
13
ends but which can pass though each other. Keeping in mind that we can always rearrange
the order in which the lines enter a given symmetrizer we find
= . (42)
Taking the average if these two expression we finally obtain
P
1 2 3
4 5
= 2 . (43)
The Hermitian Young operator for the tableau 1 3 5
2 4
can be obtained analogously. This
time we need to consider the sequence 1
2
, 1 3
2
, 1 3
2 4
, 1 3 5
2 4
. The first few projectors read
P
1
2
= Y
1
2
= , (44)
Y
1 3
2
=
4
3
, (45)
P
1 3
2
=
4
3
, (46)
Y
1 3
2 4
=
4
3
. (47)
Similarly to the situation in Eq. (41) there is only one subspace of
(
P
1
2
⊗ 1⊗2
)
V ⊗4 carry-
ing an irreducible representation corresponding to the Young diagram . Invoking again
Corollary 5 (ii) we get
P
1 3
2 4
=
4
3
. (48)
Using a similar trick as in Eq. (42), this time exchanging the two symmetrizers, the pro-
jector can be written in manifestly Hermitian form,
P
1 3
2 4
=
4
3
. (49)
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For the next step we have to sandwich
Y
1 3 5
2 4
= 2 (50)
between two copies of P
1 3
2 4
,
P
1 3 5
2 4
=
32
9
. (51)
In order to simplify this expression consider all lines passing through the dotted boxes.
On one side they connect to two anti-symmetrizers, on the other side the connect to two
symmetrizers. In order for this connection to be non-zero each anti-symmetrizer has to
be connected to both symmetrizers. Thus, up to re-ordering the lines entering a given
symmetrizer, there is a unique non-vanishing connection, i.e.
P
1 3 5
2 4
∝ (52)
The normalization can be fixed by considering the square,




2
= . (53)
Here the dotted box is equal to (
1
2
Y
1 3 5
2 4
)2
=
1
4
Y
1 3 5
2 4
, (54)
and hence
P
1 3 5
2 4
= 2 (55)
is the desired projector.
15
References
[1] H. Weyl: The Classical Groups. Their Invariants and Representations , Princeton
University Press, Princeton, N.J., 2nd edn., (1946).
[2] D. E. Littlewood: The Theory of Group Characters and Matrix Representations of
Groups , Oxford University Press, London, (1950).
[3] M. Hamermesh: Group Theory and its Application to Physical Problems , Addison-
Wesley, Reading, MA, (1962).
[4] I. V. Schensted: A Course on the Application of Group Theory to Quantum Mechanics ,
Neo Press, Peaks Island, ME, (1976).
[5] W.-K. Tung: Group Theory in Physics , World Scientific Publishing Co., Philadelphia,
PA, (1985).
[6] P. Cvitanovic´: Group theory for Feynman diagrams in non-Abelian gauge theories ,
Phys. Rev. D 14 (1976) 1536–1553.
[7] R. Penrose: Applications of negative dimensional tensors , in: Combinatorial Math-
ematics and its Applications (Proc. Conf., Oxford, 1969), 221–244, Academic Press,
London, (1971).
[8] H. Elvang, P. Cvitanovic´ and A. D. Kennedy: Diagrammatic Young projection oper-
ators for U(n), J. Math. Phys. 46 (2005) 043501, arXiv:hep-th/0307186.
[9] P. Cvitanovic´: Group Theory: Birdtracks, Lie’s, and Exceptional Groups , Princeton
University Press, Princeton, NJ, (2008), URL: www.birdtracks.eu.
[10] P. Cvitanovic´, P. Lauwers and P. Scharbach: Gauge invariance structure of quantum
chromodynamics , Nucl. Phys. B 186 (1981) 165–186.
[11] S. Keppeler and M. Sjo¨dahl: Orthogonal multiplet bases in SU(Nc) color space, JHEP
9 (2012) 124, arXiv:1207.0609.
[12] G. P. Canning: Diagrammatic group theory in quark models , Phys. Rev. D 18 (1978)
395–410.
[13] B. Simon: Representations of finite and compact groups , American Mathematical
Society, Providence, RI, (1996).
[14] A. Young: On quantitative substitutional ananlysis (sixth paper), Proc. London Math.
Soc. 34 (1931) 196–230.
[15] R. M. Thrall: Young’s semi-normal representation of the symmetric group, Duke
Math. J. 8 (1941) 611–624.
[16] D. E. Rutherford: Substitutional Analysis , Edinburgh, at the University Press, (1948).
