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We introduce two interdiction problems involving matchings, one dealing with edge
removals and the other dealing with vertex removals. Given is an undirected graph G
with positive weights on its edges. In the edge interdiction problem, every edge of G has
a positive cost and the task is to remove a subset of the edges constrained to a given
budget, such that the weight of a maximummatching in the resulting graph is minimized.
The vertex interdiction problem is analogous to the edge interdiction problem, with the
difference that vertices instead of edges are removed. Hardness results are presented for
both problems under various restrictions on the weights, interdiction costs and graph
classes. Furthermore, we study the approximability of the edge and vertex interdiction
problem on different graph classes. Several approximation-hardness results are presented
as well as two constant-factor approximations, one of them based on iterative rounding. A
pseudo-polynomial algorithm for solving the edge interdiction problem on graphs with
bounded treewidth is proposed which can easily be adapted to the vertex interdiction
problem. The algorithm presents a general framework to apply dynamic programming for
solving a large class ofmin–max problems in graphswith bounded treewidth. Additionally,
we present amethod to transform pseudo-polynomial algorithms for the edge interdiction
problem into fully polynomial approximation schemes, using a scaling and rounding
technique.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we introduce and study two interdiction problems for analyzing the sensitivity of the value of maximum
matchings in a graphwith respect to removals of edges and vertices. More precisely, given is an undirected graphG = (V , E)
with edge weightsw : E → N and a budget B ∈ Z+. We denote by ν(G) the weight of a maximummatching in G. In the first
problem, which we call the edge interdiction problem, a cost function cE : E → N is given which associates to every edge an
interdiction cost and the task is to find a set R ⊆ E with cE(R) =∑e∈R cE(e) ≤ B, such that the value of a maximum weight
matching in the graph Gwithout the edges R is minimized. Thus, an optimal removal set R achieves the minimum in
min{ν(G− R) | R ⊆ E, cE(R) ≤ B},
where G−R is the graph obtained from G by removing the edges in R. We denote by νEB (G) the value of the above minimum.
In the second problem we consider, which we call the vertex interdiction problem, vertices instead of edges can be removed
from G. More precisely, a cost function cV : V → N on the vertices is given and the task is to find a set of vertices R ⊆ V
with cV (R) =∑v∈R cV (v) ≤ B, such that the value of a maximum weight matching in the subgraph of G that is induced by
the vertices V \R is minimized. Thus, in the vertex interdiction problem, an optimal removal set R achieves the minimum in
min{ν(G[V \ R]) | R ⊆ V , cV (R) ≤ B},
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whereG[V \R] is the subgraph ofG that is induced by the vertices V \R.We denote by νVB (G) the value of the aboveminimum.
Throughout this paper, we use the termmaximum matching for a matching of maximum weight.
One important motivation for studying interdiction problems is to get ameasure of sensitivity for the value of an optimal
solution with respect to discrete changes in the underlying graph. This is in contrast to classical sensitivity analysis, where
bounded continuous changes of the input are considered. In particular, assignment problems, where some set of tasks have
to be assigned in a cost-optimal way to a set of machines, are an interesting subclass of matching problems, for which
a discrete sensitivity analysis is often of interest. For example, the problem of determining the worst-case influence on an
assignment problemwhen some fixed number ofmachines fail, is a vertex interdiction problem. Interdiction problemswere
considered for a variety of other underlying combinatorial optimization problems, as for example shortest paths [1,9,11,12],
network flows [20,24,27] or minimum spanning trees [8,18].
In [21,29], a problem related to matching interdiction was studied with focus on graph-theoretical aspects, namely the
problem of finding a minimum d-blocker in a given graph. The task is to determine a subset of the edges of minimum
cardinality such that their removal from the graph decreases the cardinality of a maximummatching by at least d units. This
problem corresponds to an edge interdiction problemwith unitweights and unit interdiction costs. In [4] a polynomial delay
algorithm for finding all minimum 1-blockers of a bipartite graph, that contains a perfect matching, is presented. The edge
interdiction problem is related to some edge deletion and edgemodification problemswhich have been studied in [6,19,25].
Similarly, the vertex interdiction problem is related to some vertex deletion andmodification problems studied in [7,17,26].
The main goal of this paper is to get a better understanding of the computational tractability of the vertex interdiction
and edge interdiction problem. In particular, we want to establish hardness results and define problem classes on which it
is possible to efficiently solve, respectively to efficiently approximate the problems.
We show that both problems are (weakly) NP-hard on graphs consisting only of isolated edges. Furthermore, we show
that both problems are strongly NP-hard when all edge weights and interdiction costs are equal to one and present further
hardness results for special cases. Furthermore, we consider two NP-hard versions of the edge interdiction and vertex
interdiction problem and present efficient constant-factor approximations for these problem classes. A 2-approximation
is presented for approximating ν(G) − νVB (G) in a graph with unit interdiction costs. Furthermore, we suggest an efficient
4-approximation based on iterative rounding for the edge interdiction problem when all edge weights are equal to one.
If the input graph is bipartite, we show that the same algorithm is a 2-approximation. A pseudo-polynomial algorithm
for the edge interdiction problem on graphs with bounded treewidth is presented, which can easily be adapted to the
vertex interdiction problem. The proposed algorithm extends the approach that is typically used for the creation of efficient
algorithms on graphswith bounded treewidth to interdiction problems. Our algorithmuses dynamic programming,which is
a standard technique to solve problems on graphwith bounded treewidth. However, contrary tomost classical optimization
problems that were studied on graphs with bounded treewidth, the interdiction problems we consider are min–max
problems. The algorithm we present suggests a general framework to apply dynamic programming to efficiently solve a
large class of min–max problems on graphs with bounded treewidth. Finally, we present a method to transform pseudo-
polynomial algorithms for the edge interdiction problem into FPTASs using a scaling and rounding technique. In particular,
this procedure can be used to transform the pseudo-polynomial algorithmwe present for the edge interdiction problem on
graphs with bounded treewidth into an FPTAS.
The paper is organized as follows. In Section 2, complexity results are discussed for the edge and vertex interdiction
problems in various settings. In Section 3, the approximability of the edge and vertex interdiction problems is considered and
two constant-factor approximation algorithms are presented. In Section 4, a pseudo-polynomial algorithm for graphs with
bounded treewidth is presented and we show how to transform a pseudo-polynomial algorithm for the edge interdiction
problem into an FPTAS.
2. Complexity
In this section, we present various hardness results for the edge interdiction problem and the vertex interdiction problem
on different input classes. When talking about the complexity of these problems, we always consider the following decision
versions. Let G = (V , E) be an undirected graph with edge weightw : E → N, let B ∈ Z+ be a fixed budget and let K ∈ Z+.
For the edge interdiction problem, we additionally have interdiction costs cE : E → N on the edges and the task is to decide
whether νEB (G) ≤ K . For the vertex interdiction problem, interdiction costs cV : V → N on the vertices are given and the
task is decide whether νVB (G) ≤ K .
Theorem 1. The edge interdiction problem and the vertex interdiction problem are NP-complete on graphs consisting only of
isolated edges.
Proof. Both problems clearly lie in NP . The result is proven by a transformation from the knapsack problem, which is well
known to be NP-complete [10]. The result is first proven for the edge interdiction problem. An easy adaption then leads to
the result for the vertex interdiction problem. Consider an instance of a knapsack problem where we are given a finite set
I of knapsack items, two non-negative integers B, Z and for each i ∈ I a size s(i) ∈ N and a value v(i) ∈ N. The task is to
decide whether there exists some set I ′ ⊆ I with∑i∈I ′ s(i) ≤ B and∑i∈I ′ v(i) ≥ Z . Let G = (V , E) be an undirected graph
consisting of |I| isolated edges E = {ei | i ∈ I}. For an element ei ∈ E, we say that the knapsack element i corresponds to
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Fig. 1. Example for the construction of the graph G = (V , E) from a given graph H = (I, F)with I = {a, b, c, d, e}. In the picture to the right, the edges in
bold represent the set E1 and the remaining edges form the set E2 .
ei. Consider the edge weightsw on E that are equal to the values of the corresponding knapsack elements, i.e.,w(ei) = v(i)
for i ∈ I , and edge costs cE that are equal to the sizes of the corresponding knapsack elements, i.e., cE(ei) = s(i) for i ∈ I .
Furthermore, let K = ∑i∈I v(i) − Z . Since every subset of E is a matching in G, an interdiction set R ⊆ E with cE(R) ≤ B
that satisfies ν(G− R) ≤ K corresponds to a set of knapsack elements I ′ ⊆ I , with∑i∈I ′ s(i) ≤ B and∑i∈I ′ w(ei) ≥ Z . This
is exactly the knapsack problem.
To transform the knapsack problem to the vertex interdiction problem, we reuse the graph G with the corresponding
edge weights as defined above. Furthermore, with every vertex v, the interdiction cost cV (v) is set to s(i), where i ∈ I is the
item satisfying that ei is the only edge adjacent to v. One can easily observe that the reasoning for the edge interdiction case
carries over. 
Theorem 2. The vertex interdiction problem is NP-complete on graphs with unit weights and unit interdiction costs. More
precisely, it is NP-complete in this setting to decide whether νVB (G) = 0.
Proof. We present a transformation from the independent set problem, which asks to decide whether an undirected graph
G = (V , E) has an independent set of some given size r ∈ {1, . . . , |V |}. We consider the graph G as an instance of the vertex
interdiction problem with unit edge weights and unit vertex interdiction costs. Let B = |V | − r . Notice that νVB (G) = 0 if
and only if it is possible to remove a set R of B vertices such that the set V \ R is an independent set in G. Thus, νVB (G) = 0 if
and only if G contains an independent set of size r . 
In [29], the following hardness result for a special case of the edge interdiction problem, called the 1-blocker problem
was presented.
Theorem 3 (Zenklusen et al. [29]). The edge interdiction problem is NP-complete on simple bipartite graphs with unit edge
weights and unit interdiction costs. More precisely, it is NP-complete in this setting to decide whether νEB (G) < ν(G).
Theorem 4. The vertex interdiction problem is NP-complete on bipartite graphs in both of the following settings.
1. Unit edge weights and vertex interdiction costs that are polynomially bounded in the size of the graph. More precisely, it is
NP-complete in this setting to decide whether νVB (G) < ν(G).
2. Unit vertex interdiction costs and edge weights that are bounded by a constant.
Proof. (1) Notice that the vertex interdiction problem is clearly inNP . Before provingNP-completeness of deciding νVB (G) <
ν(G), we first show hardness for deciding whether νVB (G) < K when K ∈ Z+. Let H = (I, F) be a simple undirected graph
and let r ∈ {1, . . . , |I|} such that ( r2 ) ≤ |F |. The transformation is done from the clique problem, which asks whether
the graph H has a clique of size r . The clique problem is well known to be NP-complete [10]. Our proof uses an auxiliary
construction that was introduced in [29]. We construct a bipartite graph G = (V , E) as follows: with each vertex i ∈ I , we
associate a vertex vi ∈ V and with each edge {i, j} ∈ F we associate a vertex vij ∈ V (for notational convenience we set
vji = vij); for each vertex vij ∈ V we add a new vertex v¯ij as well as an edge {vij, v¯ij}; finally for each edge {i, j} ∈ F , we add
two edges {vi, vij} and {vj, vij}. Let E1 = {{vi, vij} | {i, j} ∈ F} and E2 = {{vij, vij} | {i, j} ∈ F}. See Fig. 1 for an example of
how G is constructed from a given graph H .
Notice that the cardinality of a maximum matchingM in G is |M| = |F |. Such a matching may be obtained by taking all
the edges {vij, v¯ij}. The interdiction budget is given by B =
( r
2
)
. In [29], the following statement was proven. Let cE : E → N
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be edge interdiction costs defined by
cE(e) =
{
B+ 1 if e ∈ E1
1 if e ∈ E2,
then,
νEB (G) ≥ ν(G)−
r(r − 3)
2
, and furthermore,
H contains a clique of size r ⇔ νEB (G) = ν(G)−
r(r − 3)
2
.
(1)
Additionally, if {i1, j1}, . . . , {ip, jp} ∈ F are edges forming a clique of size r in H , then the corresponding edges in G, i.e., the
set R = {{vi1j1 , vi1j1}, . . . , {vipjp , vipjp}}, is an optimal interdiction set and vice versa. The above edge interdiction problem
can be transformed into a vertex interdiction problem as follows. Let V1 = {vi | i ∈ I}, V2 = {vij | {i, j} ∈ F} and V3 =
{vij | {i, j} ∈ F}. Consider the following vertex interdiction costs cV : V → N.
cV (v) =
{
B+ 1 if v ∈ V1 ∪ V2,
1 if v ∈ V3.
The vertex interdiction problem with costs cV is exactly the same as the edge interdiction problem with costs cE since
removing a vertex vij corresponds to removing the edge {vij, vij}. Thus by (1), the problem of deciding whether νVB (G) ≤
ν(G)− r(r−3)2 is NP-complete.
It remains to show that even deciding whether the value of a maximum matching can be decreased by at least one unit
is NP-complete. Let G be the graph as constructed above and cV the corresponding vertex interdiction costs. Let G′ be the
graph G with r(r−3)2 − 1 additional vertices V4 that are all connected to all vertices of V2. Hence, ν(G′) = |F | = ν(G) and G′
is bipartite. Furthermore the cost function cV is extended by setting an interdiction cost of B + 1 to all vertices in V4. Thus
vertices in V4 cannot be removed. Notice that ifM is a matching in Gwith |M| < |F |, thenM can be extended to a matching
M ′ in G′ by successively adding edges between a vertex in V2 that is not touched by any edge inM (there are |F | − |M| such
vertices) and a vertex in V4. Thus the cardinality ofM ′ is given by |M ′| = |M|+min{|V4|, |F |−|M|} = min{|M|+|V4|, ν(G)}.
From this relation, it is easy to deduce that we have the following relation between the vertex interdiction problem in G and
in G′.
νVB (G
′) = min
{
νVB (G)+
r(r − 3)
2
− 1, ν(G)
}
. (2)
Combining (2) with (1), we get as desired that deciding whether νVB (G
′) < ν(G′) is NP-complete.
(2) We reuse the construction of the graph G = (V , E) as described above and again let V1 = {vi | i ∈ I}, V2 = {vij |
{i, j} ∈ F}, V3 = {vij | {i, j} ∈ F}, E1 = {{vi, vij} | {i, j} ∈ F} and E2 = {{vij, vij | {i, j} ∈ F}}. Let G′ = (V ′, E ′) be the graph
obtained from G by adding |F | vertices V4 = {˜vij | {i, j} ∈ F}, and |F | edges E3 = {{vij, v˜ij} | {i, j} ∈ F}. See Fig. 2 for an
example of such a graph G′. Letw′ : E ′ → N be the following edge weights on E ′.
w′(e) =
{1 if e ∈ E1,
4 if e ∈ E2,
2 if e ∈ E3.
The unique maximum matching in G′ is E2. One can easily check that an optimal interdiction set with B =
( r
2
) ≤ |F |
vertices must be a subset of V3. Let R ⊆ V3 with |R| = B. A maximum matchingM in G′[V ′ \ R]must contain all remaining
edges of weight 4 and thus no edge e ∈ E3 can be contained in M since all of them were either removed, since they
were adjacent to a vertex in R, or e is adjacent to an edge of weight 4 in M . Since |R| = B vertices of V3 are removed, M
contains |V3| − B edges of weight 4. The remaining edges of M , which by the above discussion are all part of E1, form a
maximum weight matching in G[V \ W ], where W = {vij | vij ∈ R} ⊆ V2. Hence, the weight of a maximum weight
matching in G′[V ′ \ R] is equal to ν(G′[V ′ \ R]) = w(M) = 4(|V3| − B) + ν(G[V \ W ]). Thus, an optimal interdiction set
minimizes the expression 4(|V3| − B)+ ν(G[V \W ])with respect toW ⊆ V2, where |W | ≤ B. Since determining whether
min{ν(G[V \W ]) | W ⊆ V2, |W | ≤ B} ≤ ν(G)− r(r−3)2 corresponds to the vertex interdiction problem that was proven to
be NP-complete in the proof of the first point of the theorem, the claim follows. 
As the following theorem shows, the conditions of Theorem 4 that either the vertex interdiction costs are not bound to be
one (case (1)) or that the edge weights are not bound to be one (case (2)) is needed to make the vertex interdiction problem
hard on bipartite graphs.
Theorem 5. The vertex interdiction problem on bipartite graphs with unit edge weights and unit vertex interdiction costs can be
solved in polynomial time.
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Fig. 2. Example for the construction of the graph G′ = (V ′, E ′) from the graph H = (I, F) as shown on the left side of Fig. 1. The set E1 consists of the bold
edges, the set E2 contains the solid edges in the middle of the graph and the edges in E3 are drawn as dashed lines.
Proof. The following algorithm solves the problem in polynomial time. Let G = (V , E) be a bipartite graph with unit edge
weights and unit vertex interdiction costs and let B ∈ Z+. Let S ⊆ V be a minimum vertex cover and let R ⊆ S be any set
with |R| = min{|S|, B}. We claim that R is an optimal interdiction set. Notice that if B ≥ |S|, then ν(G[V \ R]) = 0. Thus in
this case R is indeed optimal. Hence, we assume B < |S|. By König’s theorem (see [22]), we have |S| = ν(G). Observe, that
for any set U ⊆ V , ν(G[V \ U]) ≥ ν(G)− |U| because of the following. IfM is a maximummatching in G, then U touches at
most |U| edges ofM that are adjacent to vertices in U . Removing these edges fromM results in a matching with cardinality
at least |M| − |U|. Thus, νVB (G) ≥ ν(G)− B. Furthermore, after removing the vertices R from G, we have that S \ R is a vertex
cover in G[V \ R]. By Königs theorem, we have ν(G[V \ R]) ≤ |S| − |R| = ν(G)− B, proving that R is an optimal interdiction
set. 
3. Approximations
In this section, we are interested in studying efficient approximation algorithms for the edge interdiction and vertex
interdiction problem that respect some relative error bound. For each of the two interdiction problems, there are two natural
quantities to approximate, namely νEB (G) and ν(G)−νEB (G) for the edge interdiction problem and νVB (G) and ν(G)−νVB (G) for
the vertex interdiction problem. Notice that since we are interested in relative error bounds there is a difference between
approximating νEB (G) and ν(G)− νEB (G) (or νVB (G) and ν(G)− νVB (G), respectively). In particular, for the vertex interdiction
problem as well as for the edge interdiction problems, one of these quantities is much easier to approximate than the other
one. The same effect is known for the vertex cover problem. For a given undirected graph, it is easy to approximate the
minimum vertex cover with a factor of two. However, approximating amaximum independent set in the same graph, which
is the complement of a minimum vertex cover, is hard. See [23] for more details.
From Theorem 2 it follows that the problem of approximating νVB (G) with any relative error bound on graphs with
unit edge weights and unit interdiction costs is NP-hard. Similarly, Theorem 3 shows NP-hardness for the problem of
approximating ν(G)− νEB (G) on simple bipartite graphs with unit edge weights and unit interdiction costs. The first point of
Theorem 4 shows NP-hardness of approximating ν(G)− νVB (G) on bipartite graphs with unit edge weights and interdiction
costs that are polynomially bounded in the size of the graph.
In the following, we present a simple 2-approximation for ν(G)− νVB (G) on graphs with unit interdiction costs. Further-
more, an approximation algorithm for νEB (G) on graphwith unit edgeweights is presented that is based on iterative rounding.
The algorithm is a 4-approximation for νEB (G) and for bipartite graphswe show that the same algorithm is a 2-approximation.
3.1. Approximating ν(G)− νVB (G) on graphs with unit interdiction costs
Let G = (V , E) be an undirected graph with unit vertex interdiction costs and edge weights w : E → N. Let B ∈
{0, . . . , |V |} be the interdiction budget. LetM = {e1, . . . , ek} be a maximummatching in G and the numbering of the edges
inM is chosen such thatw(e1) ≥ · · · ≥ w(ek). For an edge e ∈ E we denote by N(e) ⊆ V the set containing the two vertices
adjacent to e. We assume that B ≤ 2k, since otherwise one can remove⋃ki=1 N(ei), leading to a graph without edges. In a
first step, we consider the case when the interdiction budget B is even.
Lemma 1. Let B be even. Then the interdiction set R =⋃B/2i=1 N(ei) is a 2-approximation for ν(G)−νVB (G), i.e., 2(ν(G)−ν(G[V \
R])) ≥ ν(G)− νVB (G).
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Proof. Notice thatM ′ = {e B
2+1, . . . , ek} is a maximummatching in G[V \ R], because if there was a matchingM
′′ in G[V \ R]
withw(M ′′) > w(M ′) thenM ′′ ∪ {e1, . . . , e B
2
}would be a matching in Gwith a strictly larger weight thanM , contradicting
the choice ofM . Hence,
ν(G)− ν(G[V \ R]) = w(M)− w(M ′) =
B/2∑
i=1
w(ei) ≥ 12
B∑
i=1
w(ei). (3)
Furthermore, we have ν(G) − νVB (G) ≤
∑B
i=1w(ei) because of the following. Let R∗ be an optimal interdiction set, i.e.,
νVB (G) = ν(G[V \ R∗]), and let M˜ be the matching obtained fromM by removing all edges that are adjacent to a vertex in R∗.
Since atmost |R∗| ≤ B edgeswere removed fromM to obtain M˜ , we havew(M˜) ≥ w(M)−∑Bi=1w(ei) = ν(G)−∑Bi=1w(ei),
and hence
νVB (G) ≥ w(M˜) ≥ ν(G)−
B∑
i=1
w(ei). (4)
Combining (3) with (4) finally yields 2(ν(G)− ν(G[V \ R])) ≥ ν(G)− νVB (G). 
Assume now that B is odd. For a vertex v ∈ V , let Gv = G[V \ {v}], and we denote by Rv ⊆ V the set containing the
endpoints of the (B− 1)/2 heaviest edges of a maximummatching in Gv (ties are broken arbitrarily) and the vertex v.
Lemma 2. Let B be odd and let u ∈ V be a vertex attaining the minimum inmin{ν(G[V \ Rv]) | v ∈ V }. Then, the interdiction
set R = Ru satisfies 2(ν(G)− ν(G[V \ R])) ≥ ν(G)− νVB (G).
Proof. Let R∗ ⊆ V with |R∗| = B be an optimal interdiction set, i.e., νVB (G) = ν(G[V \ R∗]), and let v ∈ R∗ be an arbitrary
vertex in R∗. Hence,
νVB−1(Gv) = νVB (G). (5)
Applying Lemma 1 to the vertex interdiction problem on Gv with budget B− 1 we get
2 (ν(Gv)− ν(Gv[V \ Rv])) ≥ ν(Gv)− νVB−1(Gv). (6)
Combining (6) with (5) we obtain
2(ν(Gv)− ν(G[V \ Rv])) ≥ ν(Gv)− νVB (G).
The result then follows from the above equation by observing that ν(G) ≥ ν(Gv). 
Hence, by combining Lemmas 1 and 2 we finally get the claimed 2-approximation.
Theorem 6. It exists a polynomial 2-approximation algorithm for ν(G)− νVB (G) in graphs G with unit interdiction costs.
3.2. Approximating νEB (G) on graphs with unit edge weights
In the following we present an approximation algorithm for νEB (G) on graphs with unit edge weights. The algorithm uses
iterative rounding, which is a technique introduced by Jain [13].
Let G = (V , E) be an undirected graph with unit edge weights and edge interdiction costs cE : E → N. We use the short
notation cEuv = c({u, v}) for {u, v} ∈ E. Let B ∈ N be the interdiction budget. We assume B < cE(E) to avoid trivial cases. Our
algorithm constructs iteratively the complement Z of a removal set. This complement will be the set of all edges adjacent
to some set of verticesW . We start withW = ∅, Z = ∅. At iteration i, a non-empty set of verticesWi ⊆ V is chosen and all
edges Zi that are adjacent to vertices inWi are added to Z . This procedure is repeated until cE(Z) ≥ cE(E) − B, i.e., the set
R = E \ Z satisfies cE(R) ≤ B and is thus a removal set. The set R is finally returned by the algorithm.
The following LP will be used to choose the first setW1.
minimize
∑
v∈V
xv
subject to xu + xv ≥ yuv ∀{u, v} ∈ E∑
{u,v}∈E
cEuvyuv ≥ cE(E)− B
0 ≤ xv ≤ 1 ∀v ∈ V
0 ≤ yuv ≤ 1 ∀{u, v} ∈ E.
(7)
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Lemma 3. The optimal value z∗ of LP (7) satisfies
z∗ ≤ 2νEB (G).
Furthermore, if the graph G is bipartite, we have
z∗ ≤ νEB (G).
Proof. Let R ⊆ E be an optimal interdiction set and let M be a maximum matching in G − R. Let S be a minimum vertex
cover in G− R. If G is bipartite, we have by König’s theorem that |S| = |M|. For the non-bipartite case, we have |S| ≤ 2|M|
since the set of all vertices that are adjacent to the edges in M is a vertex cover. Let U ⊆ E be the set of all edges that are
adjacent to at least one vertex in S. Consider the following solution x, y to LP (7).
xv =
{
1 if v ∈ S,
0 if v ∈ V \ S
yuv =
{
1 if {u, v} ∈ U,
0 if {u, v} ∈ E \ U .
Since S is a vertex cover in G − R, we have E \ R ⊆ U and thus cE(U) ≥ cE(E) − cE(R) ≥ cE(E) − B, implying that x, y
is a feasible solution to LP (7). Furthermore, the objective value of the solution x, y is equal to |S|. Thus the optimal value
z∗ of the LP (7) satisfies, z∗ ≤ |S| ≤ 2|M| = 2νEB (G) for the non-bipartite case and z∗ ≤ |S| ≤ |M| = νEB (G) when G is
bipartite. 
Lemma 4. Let x∗, y∗ be an optimal solution to LP (7), then∑
{u,v}∈E
cEuvy
∗
uv = cE(E)− B,
and
y∗uv = min{x∗u + x∗v, 1} ∀{u, v} ∈ E.
Proof. We start by proving the first statement. Assume by contradiction that there is an optimal solution x∗, y∗ to LP (7)
with
∑
{u,v}∈E cEuvy∗uv > cE(E) − B. Let {u, v} ∈ E such that y∗uv > 0. Such an edge must exist since B < cE(E). Hence either
x∗v > 0 or x∗u > 0. We assume without loss of generality x∗v > 0. For a small  > 0, we can decrease the value of x∗v by  and
decrease the value of y∗vw by  for all edges {v,w} that are adjacent to v and satisfy y∗vw > 0, again getting a feasible solution
with a lower objective value. This contradicts the optimality of the solution x∗, y∗.
The second statement of the lemma can be deduced from the first one as follows. Assume by contradiction that there
is {u, v} ∈ E with y∗uv < min{x∗u + x∗v, 1}. Then by slightly increasing y∗uv we get another feasible solution with the same
objective value as x∗, y∗ that violates the first condition of the lemma. 
Lemma 5. Let x∗, y∗ be an optimal basic solution of LP (7). Then at least one of the following statement holds.
1. Only one component of x∗ is non-zero.
2. At least one component of x∗ is greater or equal to 0.5.
Proof. Assume by contradiction that none of the two statements holds. The case x∗ = 0 is not possible since it would imply
by the second part of Lemma 4 that y∗ = 0, which in turn violates the first part of Lemma 4 since we assume B < cE(E). Let
t, w ∈ V such that x∗t > 0 and x∗w > 0. For δ ∈ R, let x(δ) ∈ RV and y(δ) ∈ RE be defined by
x(δ)v =
{x∗v if v 6∈ {t, w},
x∗t + δ if v = t,
x∗w − δ if v = w,
y(δ)uv =
{y∗uv if |{t, w} ∩ {u, v}| ∈ {0, 2},
y∗uv + δ if t ∈ {u, v} 63 w,
y∗uv − δ ifw ∈ {u, v} 63 t.
Since all components of x∗ are strictly less than one half, we have that all components of y∗ are strictly less than one since
y∗uv ≤ x∗u + x∗v . Hence, by Lemma 4, y∗uv = x∗u + x∗v . Thus for every edge {u, v} that is adjacent to t or w, we have y∗uv > 0.
Hence, for a small δ > 0 we have that x(δ), y(δ) as well as x(−δ), y(−δ) satisfy all constraints of LP (7) with the possible
exception of the constraint∑
{u,v}∈E
cEuvyuv ≥ cE(E)− B. (8)
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However, since 12y(−δ)+ 12y(δ) = y(0) = y∗, and
∑
{u,v}∈E cEuvy∗uv = cE(E)− B by Lemma 4, either both solutions x(δ), y(δ)
and x(−δ), y(−δ) satisfy the constraint (8) with equality or one satisfies the constraint (8) strictly and the other one violates
the constraint. However, it is not possible that one solution satisfies the constraint (8) strictly, since this would lead to a
feasible solution with optimal value that violates Lemma 4. Hence, both solutions x(δ), y(δ) and x(−δ), y(−δ) are feasible
solutions to LP (7). Since x∗ = 12x(δ) + 12x(−δ) and y∗ = 12y(δ) + 12y(−δ), the solution x∗, y∗ can be written as a convex
combination of two feasible solutions of LP (7). This contradicts that x∗, y∗ was chosen to be a basic solution of LP (7). 
Let x∗, y∗ be an optimal basic solution to LP (7). If x∗ has only one component x∗v that is non-zero, we set W1 = {v},
otherwise letW1 = {v ∈ V | x∗v ≥ 0.5}. Let Z1 ⊆ E be the set of all edges that are adjacent to the vertices inW1. To proceed
to the next iteration, we construct a residual LP, which is obtained from LP (7) by setting xv = 1 for v ∈ W1, and yuv = 1 for
{u, v} ∈ Z1. Let G1 = (V1, E1) be the graph G[V \W1] and let B1 = B − cE(Z1). Hence, V1 = V \W1 and E1 = E \ Z1. The
following linear program is the residual LP to LP (7).
minimize
∑
v∈V1
xv
subject to xu + xv ≥ yuv ∀{u, v} ∈ E1∑
{u,v}∈E1
cEuvyuv ≥ cE(E1)− B1
0 ≤ xv ≤ 1 ∀v ∈ V1
0 ≤ yuv ≤ 1 ∀{u, v} ∈ E1.
(9)
Notice that when we restrict the solution x∗, y∗ to the graph G1, we obtain a feasible solution to the residual LP. Thus, the
residual LP is feasible.
Lemma 6. Let z∗res be the optimal value of LP (9). If x1, y1 is a solution to LP (9), then x1, y1 can be extended to a solution
x ∈ RV , y ∈ RE of LP (7) as follows.
xv =
{
x1v if v ∈ V1,
1 if v ∈ W1
yuv =
{
y1uv if {u, v} ∈ E1,
1 if {u, v} ∈ Z1.
Furthermore, if the value z1 of the solution x1, y1 of LP (9) satisfies z1 ≤ d2z∗rese, then the value z of the solution x, y of LP
(7) satisfies z ≤ d2z∗e, where z∗ is the optimal value of LP (7).
Proof. Let x∗, y∗ be the optimal solution to LP (7) that was used to define the setsW1 and Z1. Let x1, y1 be a solution to LP
(9) with value z1, such that z1 ≤ d2r∗resewhere r∗res is the optimal value of LP (9). We distinguish to cases. Either, x∗ has only
one non-zero component x∗w , and thusW1 = {w}, or by Lemma 5 x∗ has at least one component with value at least 0.5 and
W1 = {v ∈ V | x∗v ≥ 0.5}.
We first consider the case that x∗w has only one non-zero component. Since setting all variables to zero in the residual LP
(9) is an optimal solution in this case, we have z∗res = 0. And as z1 ≤ d2z∗rese, we obtain z1 = 0. By the definition of x and y
given in the lemma, the objective value realized by x, y in LP (9) is z = z1 + |W1| = 1. Since z∗ = x∗w and thus z∗ > 0, we
finally get z1 = 1 ≤ d2z∗rese as claimed by the lemma.
Assume that x∗w has more than one non-zero component. By restricting the solution x∗, y∗ to the graph G1 = (V1, E1), a
solution to LP (9) is obtained with value z∗ −∑v∈W1 x∗v . Hence, z∗res ≤ z∗ −∑v∈W1 x∗v and since x∗v ≥ 0.5 for v ∈ W1 we get
z∗res ≤ z∗ −
1
2
|W1|. (10)
Furthermore, by construction of the solution x, ywe have
z = z1 + |W1|. (11)
We finally get
z = z1 + |W1| ≤ d2z∗rese + |W1| ≤ d2z∗ − |W1|e + |W1| = d2z∗e,
where the second inequality follows from (10) and the last equality follows from (11). 
The following is a step by step description of our algorithm. At the beginning of the algorithmwe set Z = ∅ andW = ∅.
1. Determine an optimal basic solution x∗, y∗ to LP (7). If the optimal value of LP (7) is zero, return R = E \ Z .
2. If only one component x∗v of x∗ is non-zero, add v toW , otherwise add all vertices v ∈ V with x∗v ≥ 0.5 toW . Let Z be the
set of all vertices adjacent toW . Notice that by Lemma 5, the setW is non-empty.
3. Construct the residual problem LP (9) and repeat the procedure by going back to the first step and by replacing LP (7) by
the residual problem.
1684 R. Zenklusen / Discrete Applied Mathematics 158 (2010) 1676–1690
Theorem 7. The above algorithm is a 4-approximation for νEB (G). Furthermore, if the graph G is bipartite, the above algorithm is
a 2-approximation for νEB (G).
Proof. First observe that the algorithm terminates since the linear program considered at any iteration of the algorithm has
a strictly smaller number of variables then the linear program considered in the preceding iteration. At the last iteration of
the algorithm, an optimal solution to the LP, whose optimal value is zero, is obtained by setting all variables to zero. Applying
successively Lemma 6, we get that x ∈ {0, 1}V , y ∈ {0, 1}E defined by
xv =
{
1 if v ∈ W ,
0 if v ∈ V \W ,
yuv =
{
1 if {u, v} ∈ Z,
0 if {u, v} ∈ E \ Z,
is a feasible solution to LP (7) with an objective value z =∑v∈V xv = |W | that satisfies z ≤ d2z∗e, where z∗ is the optimal
value of LP (7). Notice that
∑
{u,v}∈E cEuvyuv = cE(Z), and since y is a feasible solution to LP (7), we have cE(Z) ≥ cE(E) − B.
Hence, R = E \ Z is an interdiction set since it satisfies cE(R) ≤ B.
Let M be a maximum matching in the subgraph G − R = (V , Z). Since each edge in Z is adjacent to a vertex inW , also
each edge inM has to touch at least one vertex inW . Hence, |M| ≤ |W | and therefore
ν(G− R) = |M| ≤ |W | = z ≤ d2z∗e.
The result then follows by applying Lemma 3 and by observing that νEB (G) is integral. 
4. Matching interdiction on graphs with bounded treewidth
In a first part in this section we present a pseudo-polynomial algorithm for solving the edge interdiction problem on
graphs with bounded treewidth. This algorithm can easily be adapted to the vertex interdiction problem. In a second
part we present for the edge interdiction problem how the proposed algorithm can be transformed into a fully polynomial
approximation scheme (FPTAS) which is an algorithm that for any  > 0, returns a solution with a relative error of at most 
and has a running time bounded by a polynomial in the input size and 1/. The procedure we use to get an FPTAS allows to
transform any algorithm for determining νEB (G), whose running time is polynomial in the input and the unary encoding of
the edge weights, into an FPTAS.
4.1. Treewidth and tree decompositions
A tree decomposition of a graph G = (V , E) is a pair (X = {Xi | i ∈ I}, T = (I, F)) with T = (I, F) a tree and each node
i ∈ I has associated to it a subset of vertices Xi ⊆ V , such that
• ⋃i∈I Xi = V .• For every edge {v,w} ∈ E there exists an i ∈ I with {v,w} ⊆ Xi.
• For every vertex v ∈ V , the set of nodes {i ∈ I | v ∈ Xi} induces a subtree of T .
Thewidth of the tree decomposition (X, T ) is maxi∈I{|Xi| − 1}. The treewidth of a graph G is the minimumwidth over all
tree decomposition ofG. A graphwith treewidth atmost k is also called a partial k-tree. This notion comes from an alternative
definition of graphs with bounded treewidth [2]. For a given graph G = (V , E) with treewidth bounded by a constant k, a
tree decomposition with width k and |I| = O(n) can be found in linear time [3]. A tree decomposition (X, T ) of G = (V , E)
is called nice if the tree T is rooted and binary, and the nodes are of four types:
• Leaf nodes i ∈ I are leaves of T and satisfy |Xi| = 1.
• Introduce nodes i ∈ I have one child jwith Xi = Xj ∪ {v} for some vertex v ∈ V .
• Forget nodes i ∈ I have one child jwith Xi = Xj \ {v} for some vertex v ∈ V .
• Join nodes i ∈ I have two children j1, j2 with Xi = Xj1 = Xj2 .
A tree decomposition can easily be converted (in linear time) into a nice tree decomposition of the samewidth andwhose
size is at most a constant factor larger than the size of the initial tree decomposition [16]. Design and analysis of algorithms
is often easier when dealing with nice tree decompositions.
4.2. Pseudo-polynomial algorithm
For a graph G, we denote byM(G) the set of all matchings in G. A matching is said to saturate a given vertex if the vertex
is adjacent to an edge of the matching. Let k ∈ N be a constant and G = (V , E) be a graph with treewidth k. We use the
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notation n = |V | and m = |E|. Let (X = {Xi | i ∈ I}, T = (I, F)) be a nice tree decomposition of G with root r ∈ I , width k
and |I| = O(n). Additionally, let cE : E → N and w : E → N be an interdiction cost function and a weight function defined
on the edges of G and B ∈ Z+ be the interdiction budget. We suppose without loss of generality that B is not large enough to
remove all edges since otherwise the problem is trivial. To simplify the presentation, a pseudo-polynomial algorithm is first
presented for determining νEB (G) that does not return a corresponding interdiction set. We then describe how the algorithm
can be modified to also return a corresponding interdiction set.
We start with deriving a simple upper bound for νEB (G) that will be used in the proposed algorithm and shows to be
useful for transforming eventually the proposed pseudo-polynomial algorithm into a FPTAS through scaling and rounding.
Let {e1, . . . , em} = E withw(e1) ≥ · · · ≥ w(em). Furthermore, we define
ζ = min
{
i ∈ {1, . . . ,m} |
i∑
j=1
cE(ei) > B
}
,
µ = w(eζ ) and RB = {e1, . . . , eζ−1}. The value γ = nµ2 is an upper bound for νEB (G) since νEB (G) ≤ ν(G − RB) ≤ µn/2,
where the last inequality holds because the maximumweight of an edge in G− RB is µ and the cardinality of any matching
in G− RB is smaller or equal than bn/2c.
We associate with each node i ∈ I a graph Gi = (Vi, Ei), where Vi is the union of all sets Xj where j is either a descendant
of i in T or j = i, and Ei = E ∩ Vi × Vi is the set of all edges in E that have both endpoints in Vi. Let i ∈ I and Ri ⊆ Ei with
cE(Ri) ≤ B an interdiction set in Gi. We call the set Ri bad if ν(Gi−Ri) > γ and good otherwise. This terminology ismotivated
by the fact that we later try to extend the interdiction set Ri to an interdiction set on G by adding edges in E \ Ei. However,
if Ri is bad we cannot extend it to an optimal interdiction set on G since already in G − Ri there is a matching whose value
exceeds the upper bound γ . Suppose that Ri is good.
We now consider the matchings in Gi − Ri and how they can be completed to the graph G. The influence of Ri on the rest
of the graph is completely described when we know for each matchingMi in Gi − Ri, its value and the vertices that are not
saturated in Xi by Mi. Keeping track of the non-saturated vertices in Xi, allows to complete the matching Mi on the graph
G since Xi are the vertices over which Gi is connected with the rest of the graph G. Because we are interested in maximum
matchings, it suffices to store for a given interdiction set Ri a function a
Ri
i : P (Xi) → {0, . . . , γ } such that aRii (X) is the
weight of a maximum matching in Gi − Ri not saturating any vertex in X . Let Ai be the set of all functions from P (Xi) to
{0, . . . , γ }. Note that |Ai| = (γ + 1)(2|Xi |) ≤ (γ + 1)(2k+1). We say that a function ai ∈ Ai is realized by Ri ⊆ Ei if ai = aRii .
Furthermore, an element ai ∈ Ai is called realizable in Gi if there exists an interdiction set Ri ⊆ Ei that realizes ai. Even
though there are exponentially many interdiction sets in Gi, all we have to know from the subgraph Gi are the functions in
Ai that are realizable and for every realizable function ai ∈ Ai we need to know the minimum cost of an interdiction set
Ri ⊆ Ei that realizes ai. We represent this information by a table Qi ∈ ({0, . . . , B} ∪ {∞})Ai , where for ai ∈ Ai, the value
Qi(ai) is the minimum cost of an interdiction set Ri ⊆ Ei that realizes ai respectively if ai is not realizable we set Qi(ai) = ∞.
Notice that the size of the table Qi is equal to |Ai| = (γ + 1)(2|Xi |). During the algorithm we will successively determine for
all i ∈ I the table Qi through dynamic programming.
It would suffice to keep track of only those elements ai ∈ Ai in the table Qi, that are efficient in the following sense. We
say that ai ∈ Ai is efficient if there is no element a′i ∈ Ai with Qi(a′i) ≤ Qi(ai), a′i(X) ≤ ai(X) ∀X ⊆ Xi and a′i 6= ai. However,
to simplify the presentation of the algorithm we keep track of all elements inAi. By definition of the table Qr we have
νEB (G) = min{ar(∅) | ar ∈ Ar ,Qr(ar) ≤ B}. (12)
Thus, when Qr is determined, we can calculate νEB (G) in O((γ + 1)(2k+1)) time.
The proposed algorithm will compute the tables Qi in a bottom up order with respect to the nodes i, i.e., the table Qi will
be computed after all tables of all descendants of i in T are computed. In particular, the tables of the children of iwill be used
to compute the tables corresponding to i. We will now discuss how the tables corresponding to a node i are calculated. We
distinguish four cases depending on whether the node i is a leaf node, an introduce node, a forget node or a join node.
4.2.1. Leaf nodes
Theorem 8. Let i ∈ I be a leaf node. The table Qi is correctly determined by the following algorithm.
foreach ai ∈ Ai do
if ai(∅) = 0 then
Qi(ai) = 0;
else
Qi(ai) = ∞;
end
end
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Proof. Since i is a leaf node we have Ei = ∅. Therefore for any b ∈ {0, . . . , B}, the only possible interdiction set on the graph
Gi is the empty set and it realizes the element ai ∈ Ai defined by ai(∅) = 0. 
4.2.2. Introduce nodes
Lemma 7. Let i ∈ I be an introduce node with child j, Xi = Xj ∪ {v} and let Evi = Ei \ Ej, i.e., Evi is the set of edges in Ei adjacent
to v. Let Ri ⊆ Ei and we define Rj = Ri ∩ Ej, Rvi = Ri \ Ej and denote by ai ∈ Ai the element realized by Ri in Gi and by aj ∈ Aj
the element realized by Rj in Gj. We have for X ⊆ Xi
ai(X) =

aj(X \ {v}) if v ∈ X
max
aj(X), max{v,w}∈Evi \Rvi
with w 6∈X
{cE({v,w})+ aj(X ∪ {w})}
 if v 6∈ X .
Proof. Let X ⊆ Xi andM1 = M(Gi[Vi \ X] − Ri).M1 can be partitioned into the set of matchingsM2 ⊆ M1 that do not
saturate v and the set of matchingsM3 ⊆M1 that saturate v, i.e.,
M2 =M(Gj[Vj \ X] − Ri),
M3 = {{v,w} ∪M | {v,w} ∈ Evi \ Rvi with v,w 6∈ X,M ∈M(G[Vj \ (Xi ∪ {w})] − Ri)}.
Webeginwith the case v ∈ X . Since in this case there are nomatchings inM1 that saturate v, i.e.M3 = ∅, we haveM1 =M2
and hence
ai(X) = max{cE(M) | M ∈M1} = max{cE(M) | M ∈M2}
= aj(X \ {v}).
Otherwise if v 6∈ X we have
ai(X) = max{cE(M) | M ∈M2 ∪M3}
= max{max{cE(M) | M ∈M2},max{cE(M) | M ∈M3}}
= max
aj(X), max{v,w}∈Evi \Rvi
with w 6∈X
{cE({v,w})+max{cE(M) | M ∈M(Gj[Vj \ (X ∪ {w})] − Rj)}}

= max
aj(X), max{v,w}∈Evi \Rvi
with w 6∈X
{cE({v,w})+ aj(X ∪ {w})}
 ,
proving the claim. 
As a consequence of Lemma 7 we obtain the following theorem which shows how a table Qi that corresponds to an
introduce node can be constructed when the table of its child node is given.
Theorem 9. Let i ∈ I be an introduce node with child j and let Xi = Xj ∪ {v}. Let Evi = Ei \ Ej, i.e., Evi contains all edges adjacent
to v. The table Qi is correctly determined by the following algorithm.
foreach ai ∈ Ai do
Qi(ai) = ∞;
end
foreach Rvi ⊆ Evi with cE(Rvi ) ≤ B do
foreach aj ∈ Aj with Qj(aj) ≤ B− cE(Rvi ) do
Let ai ∈ Ai be defined as follows. For X ⊆ Xi,
ai(X) =

aj(X \ {v}) if v ∈ X
max{aj(X),
max
{v,w}∈Evi \Rvi
withw 6∈X
{cE({v,w})+ aj(X ∪ {w}}} if v 6∈ X .
if ai(∅) ≤ γ then
Qi(ai) = min{Qi(ai), cE(Rvi )+ Qj(aj)};
end
end
end
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4.2.3. Forget nodes
Theorem 10. Let i ∈ I be a forget node with child j and let Xi = Xj \ {v}. The table Qi is correctly determined by the following
algorithm.
foreach ai ∈ Ai do
Qi(ai) = min{Qj(aj) | aj ∈ Aj, aj(X) = ai(X) ∀X ⊆ Xi};
end
Proof. Let Q ′i be the table computed by the proposed algorithm and let ai ∈ Ai. We start with showing Q ′i (ai) ≤ Qi(ai). Let
Ri ⊆ Ei be an interdiction set with minimum cost that realizes ai in Gi. Thus Qi(ai) = cE(Ri). Let aj ∈ Aj be the element
that is realized by Ri in Gj. Since Gi = Gj, we have for any X ⊆ Xi, M(Gi[Vi \ X] − Ri) = M(Gj[Vj \ X] − Ri) and thus
ai(X) = aj(X). Furthermore, since aj is realized by Ri in Gj we have Qj(aj) ≤ cE(Ri) = Qi(ai). By definition of Q ′i , we finally
get Q ′i (ai) ≤ Qj(aj) ≤ Qi(ai).
It remains to show that Q ′i (ai) ≥ Qi(ai). Let
aj ∈ argmin{Qj(a) | a ∈ Aj, a(X) = ai(X)∀X ⊆ Xi},
and Rj ⊆ Ej be an interdiction set that realizes aj and satisfies cE(Rj) = Qj(aj). Since for every X ⊆ Ei, we have
M(Gi[Vi \ X] − Ri) = M(Gj[Vj \ X] − Ri) and aj(X) = ai(X), it follows that Rj realizes ai in Gi. Thus Qi(ai) ≤ cE(Rj) =
Qj(aj) = Q ′i (ai). 
4.2.4. Join nodes
To simplify notations, we define for i ∈ I and X ⊆ Xi
Si(X) = {(Y1, Y2) | Y1, Y2 ⊆ Xi, X ⊆ Y1 ∩ Y2, Y1 ∪ Y2 = Xi}.
Lemma 8. Let i ∈ I be a join node with children j1, j2 ∈ I . Let Ri ⊆ Ei and Rj1 , Rj2 be the partition of Ri defined by Rj1 = Ri ∩ Vj1
and Rj2 = (Ri ∩ Vj2) \ Rj1 . For X ⊆ Xi we have
M(Gi[Vi \ X] − Ri) =
⋃
(Yj1 ,Yj2 )∈Si(X)
{Mj1 ∪Mj2 | Mj1 ∈M(Gj1 [Vj1 \ Yj1 ] − Rj1),Mj2 ∈M(Gj2 [Vj2 \ Yj2 ] − Rj2)}.
Proof. The inclusion ‘‘⊇’’ follows by observing that since T is a tree decomposition we have Ej1 ∩Ej2 ⊆ Xi×Xi. We therefore
have thatMj1 ∪Mj2 , as used in the right hand side of the equality, is effectively a matching in Gi[Vi \ X] − Ri.
We now consider the inclusion ‘‘⊆’’. Let M ∈ M(Gi[Vi \ X] − Ri). We define Mj1 = M ∩ Ej1 ,Mj2 = (M ∩ Ej2) \ Xi × Xi,
Yj1 = {v ∈ Xi | v not saturated byMj1} and Yj2 = {v ∈ Xi | v not saturated byMj2}. By these definitions we have that
Mj1 ,Mj2 are a partition of M and since M is a matching in Gi[Vi \ X] − Ri we conclude X ⊆ Yj1 , Yj2 and Yj1 ∪ Yj2 = X and
therefore (Yj1 , Yj2) ∈ Si(X). Thus, thematchingM is contained in the right hand side since it can be obtained byMj1∪Mj2 . 
As a consequence of Lemma 8we obtain the following theoremwhich shows how the tables corresponding to a join node
can be constructed when the tables of its children are given.
Theorem 11. Let i ∈ I be a join node with children j1, j2 ∈ I . The table Qi is correctly determined by the following algorithm.
foreach ai ∈ Ai do
Qi(ai) = ∞;
end
foreach aj1 ∈ Aj1 , aj2 ∈ Aj2 with Qj1(aj1)+ Qj2(aj2) ≤ B do
Let ai ∈ Ai be defined as follows. For X ⊆ Xi,
ai(X) = max{aj1(Xj1)+ aj2(Xj2) | (Xj1 , Xj2) ∈ Si(X)}.
if ai(∅) ≤ γ then
Qi(ai) = min{Qi(ai),Qj1(aj1)+ Qj2(aj2)};
end
end
4.2.5. Putting everything together
In a first step, the algorithm computes a postorder tree walk of T , which is an ordering of the nodes I , such that the position
of a node is later in the ordering than any of its children. Such a walk can easily be computed in linear time. The algorithm
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goes through the nodes corresponding to the postorder tree walk and for every node i ∈ I , the corresponding table Qi is
determined with one of the four procedures explained above depending on the type of node i (leaf node, introduce node,
forget node or join node). The value νEB (G) is finally determined by (12).
We give a simple complexity analysis to show that the proposed algorithm runs in pseudo-polynomial time. For a leaf
node i ∈ I , the table Qi is determined by the method described in Theorem 8. Since every leaf node i satisfies |Xi| = 1, we
have |Ai| ≤ (γ + 1)2. Thus, computing Qi can be done in O(γ 2) time. For an introduce node i ∈ I , the table Qi is determined
by the algorithm described in Theorem 9. The initialization phase where the table is set to∞ can be performed in γ (2k+1)
time and is not a bottleneck operation since it is dominated by the nested foreach loops that follow. Since |Evi | ≤ k, the first
foreach loop will be repeated at most 2k times. Furthermore, as |Aj| ≤ (γ + 1)(2k+1), we have that the second foreach loop
is called at most (γ + 1)(2k+1) times. Finally, for each X ⊆ Xi (there are at most 2k+1 such subsets since |Xi| ≤ k + 1), the
term ai(X) can be computed in O(k) time because |Evi \ Rvi | ≤ k. Therefore, the total time needed for computing Qi for an
introduce node i is bounded by O(2kγ (2
k+1)2k+1k). Since k is a constant, this bound reduces to O(γ (2k+1)). For a forget node
i ∈ I the table Qi is determined by the algorithm described in Theorem 10. Since |Xi| ≤ k (the cardinality of Xi cannot be
k + 1 since one vertex got dropped) we have |Ai| ≤ (γ + 1)(2k), and the foreach loop is thus repeated at most (γ + 1)(2k)
times. Let j ∈ I be the child of i. For some fixed ai ∈ Ai the number of elements over which theminimum is taken is given by
|{aj ∈ Aj | aj(X) = ai(X) ∀X ⊆ Xi}| = (1+ γ )(2k).
Thus, for a forget node i ∈ I,Qi can be computed inO(γ (2k)) time. Finally, for a join node i ∈ I we use the algorithmdescribed
in Theorem 11 for constructing the table Qi. Again, the first foreach loop is repeated at most (γ + 1)(2k+1) times and is not a
bottleneck operation. The second foreach loop is repeated atmost |Aj1 | |Aj2 | ≤ (γ +1)(2k+2) times. For each X ⊆ Xi we have
to take the maximum over |Si(X)| elements. Since Si(X) ⊆ P (X)×P (X)we have |Si(X)| ≤ (2k+1)2. Hence, for a join node
i ∈ I , the time needed for computing the table Qi can be bounded by O(γ (2k+2)). Since the complexity boundwe obtained for
join nodes is the largest one of the four node types and since |I| = O(n), we have that the total running time of the algorithm
can be bounded by O(nγ (2
k+2)), which shows that the proposed algorithm runs in pseudo-polynomial time. Notice that the
pseudo-polynomiality of the algorithm is only due to the edge weights and not the interdiction costs. Furthermore, once the
final table Qr is obtained by applying the proposed algorithm for some budget B, for any budget b < B, the value of νEb (G)
can be obtained by (12) where the role of B is replaced with b.
The presented algorithm can be modified to not only determine νEB (G) but also to return an interdiction set R with
ν(G − R) = νEB (G). This can be achieved by additional bookkeeping. For example by additionally storing for every table
entry Qi(ai) that has a finite value, an interdiction set that realizes ai in Gi with costs Qi(ai). The approach presented in the
algorithm can also easily be adapted to the vertex interdiction problem.
4.3. A fully polynomial approximation scheme
The proposed pseudo-polynomial algorithm for the matching interdiction problem can be transformed into an FPTAS
by using a scaling and rounding technique. Let {e1, . . . , em} = E with w(e1) ≥ · · · ≥ w(em). As before we define
ζ = min
{
i ∈ {1, . . . ,m} |∑ij=1 cE(ei) > B}, and µ = w(eζ ). Let  > 0 be the desired precision and we define a scaling
factor η = 2µ/n. In the first step, all weights of G are scaled by the factor 1/η and rounded down to the next integer. Let
w′ be the edge weights thereby obtained, i.e., w′(e) = bw(e)/ηc ∀e ∈ E. To simplify notations we denote by G′ the graph
G when it is considered with the edge weights w′. Applying the presented dynamic programming algorithm on G′, we can
solve the matching interdiction problem on G′ with respect to the budget B in O(n( n
2
4 )
(2k+2)) time to obtain an interdiction
set R′ ⊆ E with νEB (G′) = ν(G′−R′). In the following, we show that R′ is an interdiction set giving an -approximate solution
for the edge interdiction problem on G. For this we need the following relations.
Lemma 9. (i) ν(G− R′) ≤ ηνEB (G′)+ η n2 .
(ii) ηνEB (G
′) ≤ νEB (G).
(iii) µ ≤ νEB (G).
Proof. (i) LetM ′ be a maximummatching in G′ − R′ and letM be a maximummatching in G− R′. Thus,w′(M ′) = νEB (G′),
w(M) = ν(G− R′) andw′(M ′) ≥ w′(M). By definition ofw′ we have for every edge e ∈ E, ηw′(e)+ η > w(e). Hence,
ηw′(M)+η|M| ≥ w(M). Combining the above relations and observing that |M| ≤ n/2we finally get the desired result:
ν(G− R′) = w(M) ≤ ηw′(M)+ η|M| ≤ ηνEB (G′)+ η|M|
≤ ηνEB (G′)+ η
n
2
.
(ii) The result is a direct consequence of ηw′(e) ≤ w(e) ∀e ∈ E.
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(iii) By definition of µ, the set of all arcs in E with weight greater or equal to µ has an interdiction cost which is superior to
B. Therefore, for any interdiction set R ⊆ E, there is an edge e ∈ E \ Rwith w(e) ≥ µ. Since {e} is a matching in G− R,
it follows that ν(G− R) ≥ µ implying the desired result. 
Using Lemma 9 and the definition of η we finally get that R′ is an -approximate solution for the matching interdiction
problem on G:
ν(G− R′) ≤ ηνEB (G′)+ η
n
2
≤ νEB (G)+ µ ≤ (1+ )νEB (G).
Notice that the presented scaling and rounding procedure allows to transform any algorithm for determining νEB (G),
whose running time is polynomial in the input and the unary encoding of the edge weights, into an FPTAS.
5. Conclusions
Two interdiction problems involving matchings were introduced. Hardness results were presented for both problems
under various restrictions on the weights, interdiction costs and graph classes. Since both problems are NP-hard to solve
exactly even for very restricted graph classes, we studied their approximability. Several approximation-hardness results
were presented as well as two constant-factor approximations, one of them based on iterative rounding. Whereas for the
edge interdiction problem it is typically easier to approximate νEB (G), for the vertex interdiction problem the reduction of the
value of a maximummatching ν(G)−νVB (G) is often easier to estimate. A pseudo-polynomial algorithm for solving the edge
interdiction problemon graphswith bounded treewidthwas proposedwhich can easily be adapted to the vertex interdiction
problem. The proposed algorithm extends the approach that is typically used for the creation of efficient algorithms on
graphs with bounded treewidth to interdiction problems and presents a general framework to apply dynamic programming
to solve a large class of min–max (or also max–min) problems on graphs with bounded treewidth. In particular, we expect
that similar techniques can be used to solve efficiently other interdiction problems on graphs with bounded treewidth.
Additionally, a method was presented to transform pseudo-polynomial algorithms for the edge interdiction problem into
an FPTAS using a scaling and rounding technique.
There are many interesting directions for further research. The complexity of the matching interdiction problem on
further graph classes could be studied as well as variations of the problem that might make the problem more tractable
from a computational point of view. In particular, for the edge interdiction problem it would be interesting to consider
planar graphs. This direction of research is motivated by the network flow interdiction problem, which is somehow related
to matching interdiction and allows pseudo-polynomial time algorithms for various subclasses of planar graphs [20,27]. An
additional structure, which showed to be particularly useful in the shortest path network interdiction problem, is to consider
node-wise interdiction budgets instead of a global interdiction budget. More precisely, the shortest path interdiction
problem with node-wise budgets allows a polynomial time exact algorithm (see for example [15,14]). For the matching
interdiction problem, one can show that even when considering a relatively simple version of node-wise interdiction
budgets, the problem remains NP-complete [28]. However, it is open whether node-wise interdiction budgets might lead to
stronger approximation algorithms.
Since several hardness results we presented, showed that it is even hard to find approximation algorithms for the
vertex and edge interdiction problem, it might be interesting to consider pseudo-approximations. These are approximation
algorithms returning a solution that is close to the optimum but might violate the budget constraints by some small
factor. This approach has lead to some interesting results in the network flow interdiction problem [5]. Finding stronger
approximation algorithms for different problem instances for the vertex and edge interdiction problem would also be of
interest. In particular, an interesting problem is to find a PTAS or even FPTAS for other non-trivial graph classes than graphs
with bounded treewidth.
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