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The performance of database systems with recursive query languages can be improved by 
recognizing simple, easily evaluable classes of recursions and using algorithms tailored to 
these classes whenever possible. In this paper we identify a useful subset of recursive detini- 
tions, the one-sided recursions. We show how to detect one-sided recursions, and give a 
schema to evaluate selections of the form “column = constant” on a relation detined by a 
one-sided recursion. Instantiating this schema produces evaluation algorithms that have 
simple termination conditions, maintain minimal state information, and use selections on 
the recursively defined relation to restrict the tuples examined during the evaluation. We 
show that there are no similar algorithms for many-sided recursions. We also prove that it 
is undecidable whether an arbitrary definition has an equivalent one-sided definition, but 
show that equivalence to a one-sided recursion is decidable for a large subset of recursions. 
(Z 1991 Academic Press. Inc. 
1. TNTRODUCTI~N 
Database systems with recursive query languages can improve performance by 
recognizing commonly occurring, easily evaluable classes of recursions and using 
algorithms tailored to these classes whenever possible. To achieve this end, we need 
to define the classes precisely, study their properties, and find efficient evaluation 
algorithms for each. In this paper we define one such class, the one-sided recursions. 
One-sided recursions are useful and are particularly simple to evaluate. 
Many general purpose recursive definition evaluation algorithms have appeared 
in the literature. (For a survey, see [BR86].) While there is clearly a need for good, 
general algorithms, for one-sided recursions much simpler algorithms suffice. 
In this paper we present an evaluation schema for selections of the form 
“column = constant” on relations delined by one-sided recursions. Instantiating this 
schema produces evaluation algorithms that have several desirable properties. They 
maintain only a small amount of state information. They have simple, easily 
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testable termination conditions. They use the selection constant to restrict the 
tuples examined during evaluation. We show that in general there are no similar 
algorithms for many-sided recursions. 
We give a necessary and sufficient condition for a recursion to be one-sided, but 
prove that detecting definitions that are equivalent to one-sided definitions is in 
general undecidable. However, if the definition is equivalent to a one-sided delini- 
tion, optimizing the definition by the algorithm presented in Naughton [Nau89b] 
may produce a one-sided definition. We prove that for a useful subclass of recursive 
definitions this technique (that is, the optimization algorithm from [Nau89b] 
followed by the detection algorithm presented here) is complete. 
(Note that by defining new relations one can convert many-sided definitions 
to one-sided definitions. However, evaluating these new relations always involves 
taking the cross product of two or more relations where none was required before. 
The optimizations of the previous paragraph introduce no extraneous cross 
products.) 
In related work on special-purpose recursive query evaluation algorithms, Chang 
[Cha81] proposed an evaluation algorithm for regular recursions, but the algo- 
rithm relies upon implicit assumptions about the patterns of variables in the rules 
and only applies to certain selections on the recursively defined relation. Minker 
and Nicolas [MN821 noted that Chang’s algorithm could be extended to certain 
multiple rule definitions, but again made implicit assumptions about variables. 
Neither apper considered transforming definitions or circumscribed the class of 
recursions to which their algorithm applies. 
Following the appearance of a preliminary version of this work [Nau87a], Youn 
et al. [YHH88] presented a detailed classification of single rule, linear recursions 
that, like the work presented here, is based on a graphical representation of the 
recursive rule (that paper uses Ioannidis’s alpha graph [IoaU].) The class of one- 
sided recursions is incommensurate with the classes in this classification. Youn et al. 
consider the effect of forming a new recursion by substituting a recursive rule into 
itself some number of times, but do not consider the semantic issue of when a recur- 
sion in one class can be expressed by an arbitrary equivalent recursion in another 
class. 
Our results show that queries on t as defined by 
t(X, Y) :-a(X, Z), t(Z, Y), c( w, Y). 
t(x, Y) :-b(X, Y). 
can be evaluated efficiently by re-writing the recursive rule in one-sided form and 
using one-sided evaluation algorithms, whereas queries involving selections on t as 
defined by 
t(X, Y) :- a(X, Z), t( Y, Z). 
t(Tf, Y) :-b(X, Y). 
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require more sophisticated algorithms. Note that the recursive rule in this last 
recursion differs from that in the standard transitive closure definition only in that 
Y and 2 have been interchanged in the instance of ? in the rule body. 
2. BACKGROUND 
This section reviews material from Naughton [Nau89a], modified slightly so as 
to be more applicable to defining and detecting one-sided recursions. 
In this paper, except where explicitly noted otherwise, we consider function-free 
pure horn clause recursions consisting of one linear recursive rule (that is, a rule in 
which the predicate in the consequent appears exactly once in the antecedent) and 
some arbitrary nonrecursive rule. We use Prolog syntax, and require that the heads 
(consequent) of the rules contain no repeated variables and no constants. The 
predicates are divided into two types: IDB predicates, which appear in the head of 
some rule, and EDB predicates, which appear in the head of no rule and are 
defined by their extent. 
EXAMPLE 2.1. The fo!lowing rules, similar to the transitive closure, define the 
recursive IDB relation t in terms of the EDB relations a and b. 
t(X, Y) :- a(X, Z), t(Z, Y). 
t(X, Y) :-h(X, Y). 
The expansion of a predicate t is the set of all conjunctions of EDB predicates 
that can be generated by some sequence of rule applications beginning with 
applying some rule to t. (To “apply” a rule to a conjunction of predicate instances, 
choose some predicate instance in the conjunction and some rule with a head that 
unifies with that predicate instance. Then replace the chosen predicate instance with 
the body of the chosen rule after the most general unifier has been applied.) For 
recursive predicates, the expansion is infinite. For definitions of a predicate t con- 
sisting of one linear recursive rule r, and one nonrecursive rule r,, the expansion 
is generated by the procedure in Fig. 1. Note that the conventions used for 
numbering variables imply that a nondistinguished variable Wi first appears in 
Cur&ring on iteration i. 
The elements of an expansion are conjunctive queries, and will be called strings. 
If a variable V appears in the head of the rule, then V is a distinguished variable; 
otherwise, it is nondistinguised. If I/, , . . . . Vi are the distinguished variables, and 
W 1, . . . . W, the nondistinguished variables, then the relation specified by the string 
pl ...pn is 
The recursively defined relation is the union of the relations for the strings in the 
expansion. 
571/42/2-S 
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1) 
2) 
3) 
4) 
5) 
6) 
7) 
8) 
Give all variables in rules subscript 0; 
s := 0; 
curstring := t(vl,. . . , IQ; 
while true do 
S := S U {CurString with r, applied}; 
CurString := Curstring with T, applied; 
increment subscripts in rr and T,; 
endwhile; 
FIG. 1. Procedure expand rule. 
EXAMPLE 2.2. The expansion of the definition in Example 2.1 begins 
b(X Y), 
4x, Z,) W,, Y), 
4JG Z,) 4% Z, 1 HZ, 3 Y). 
To decide equivalences between relations defined by conjunctive queries, we use 
the notion of a containment mapping, as defined by Aho et al. [ASU79]. 
DEFINITION 2.1. A mapping m from the variables of a string s1 into the variables 
of a string s2 is a containment mapping if m maps distinguished variables to them- 
selves, and if p(X,, . . . . X,) appears in sl, then p(m(X,), . . . . m(X,)) appears in s2. 
The following lemma [ASU79, CM771 shows how to characterize containments 
in terms of containment mappings. 
LEMMA 2.1. The relation specified by a string s1 is contained in the relation 
specl$it+d by s2 if and only if there is a containment mapping from s2 to sl. 
To relate the patterns of variables appearing in the strings of the expansion to the 
structure of the recursive rule, we define the argument/variable (A/V) graph: 
1. For each variable appearing in the rule add a variable node. 
2. For each argument position in the rule body add an argument node. 
3. Draw an undirected edge from each argument node to the node for the 
variable that appears in that position in the rule. This kind of edge is called an 
identity edge. 
4. Draw a directed edge from each argument node corresponding to a posi- 
tion in the recursive predicate to the node for the distinguished variable that 
appears in that position in the rule head. This kind of edge is called a unification 
edge. 
The node for a variable X is labeled X, and the node for argument position i of a 
predicate p is labeled pi. We use position names to refer to both an argument 
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A! 
a1 a2 t’ t2 
FIG. 2. A/V graph for Example 2.1. 
position and the argument node it is represented by. Similarly, we use variable 
names to refer to variable nodes. 
EXAMPLE 2.3. Figure 2 gives the A/V graph for the recursion of Example 2.1. 
The variables in the recursive rule are X, Y, and 2. The argument positions are a’, 
a*, t’, and t*. There are identify edges between a’ and X, a2 and Z, t’ and Z, and 
t2 and Y. There are unification edges from t’ to X and from t2 to Y. 
Many of the subsequent results depend on the existence of certain kinds of paths 
through the A/V graph. Some nonstandard terminology arises because we allow the 
unification edges in an A/V graph to be traversed from head to tail as well as from 
tail to head. 
To count the net number of forward unification edges in a path, we introduce 
weights on the edges of the A/V graph. The weight of an identity or predicate edge 
is 0; the weight of a unification edge traversed in the forward direction is 1, and the 
weight of a unification edge traversed in the reverse direction is - 1. The weight of 
a path is the sum of the weights of its edges. 
By following paths in the A/V graph for a recursive rule r, we can determine what 
variables appear in any instance of a nonrecursive predicate in the expansion. In the 
study of one-sided recursions, the predicates of interest are those produced by 
applications of the recursive rule (rather than the exit or base rule.) We call such 
predicates “recursive rule predicates.” The following facts are easily proven by 
induction on k. 
Fact 2.1. For k > 0, a nondistinguished variable Wj appears in position p in a 
recursive rule predicate produced on iteration i+ k if and only if there is a path 
from W to p of weight k. 
Fact 2.2. For k > 0, a distinguished variable V appears in position p in a recur- 
sive rule predicate produced on iteration k if and only if there is a path from V to 
p of weight k. 
The following lemma relates the question of when two predicate instances in the 
expansion will share a variable to the existence of paths in the A/V graph. 
LEMMA 2.2. A variable appears in position p’ of a recursive rule predicate 
instance produced on iteration i, and in position p2 of a recursive rule predicate 
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instance produced on iteration i+ k, if and only if there is a path from p’ to p2 of 
weight k such that the weight of the minimal point on the path, relative top’, is 2 -i. 
The proof of the lemma, given in [Nau89a], shows that the path can always be 
divided into two segments. The first runs from p1 to some variable node V and con- 
tains only identity edges and unification edges traversed in the negative direction. 
The second segment of the path runs from V to p2, and consists only of identity 
edges and unification edges traversed in the positive direction. The clause about the 
minimal weight point along the path perhaps requires some explanation. 
Intuitively, if we begin at an argument node and follow paths toward a variable 
node, each unification edge we traverse in the negative direction corresponds to 
moving “backwards” one iteration. For example, if a nondistinguished variable 
node W is reached from an argument node a after traversing a path containing k 
unification edges, all traversed in the negative direction, then on iteration i position 
a will contain the variable instance Wi- k. This variable instance will first appear 
in CurString of Procedure 1 on iteration i-k. But this only makes sense if i > k, 
since the first iteration is iteration 0. For this reason, if the predicate instance 
containing p’ considered in Lemma 2.2 was produced on iteration i, Lemma 2.2 
prohibits paths that correspond to moving backward more than i iterations. 
3. ONE-SIDED RECURSIONS 
To give a definition of a one-sided recursion we need to formalize some proper- 
ties of the strings in expansions of recursions. 
DEFINITION 3.1. A predicate instance p1 is connected to a predicate instance p2 
if p1 shares a variable with p2, or shares a variable with a predicate instance 
connected to p2. 
DEFINITION 3.2. A subset of predicate instances C is a connected set if 
(1) For every pair of predicate instances pI and pz in C, p1 and p2 are 
connected, and 
(2) no predicate instance in C shares a variable with any predicate instance 
not in C. 
EXAMPLE 3.1. The predicate instances in 
4X Zd 4.L Z,) WI, Y) 
form a connected set. The instances in 
4X Y) 4 K Z) c( W) 
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form two connected sets-one containing instances of a and h, the other the 
instance of c. 
The size of a connected set is the number of predicate instances in the set. 
Ignoring the predicate instances produced by applying the nonrecursive rule, for 
i > 1 the string produced on iteration i consists of the string produced on iteration 
i - 1 and the predicate instances produced by applying the recursive rule on itera- 
tion i. Thus the connected sets in string i- 1 appear in string i, possibly extended 
by the addition of some new predicate instances. A connected set in string i and its 
extension in string i+ 1 are called instances of the same connected set. 
If a given connected set C in some string of an expansion has arbitrarily large 
instances (in other strings of the expansion) we call C an “instance of an unbounded 
connected set” or sometimes just an “unbounded connected set.” If, by contrast, 
there is a constant k such that no string of the expansion has an instance of C of 
size > k, we call C an “instance of a bounded connected set” or just a “bounded 
connected set.” 
In order to relate the connected sets in the expansion of a rule to the rule itself, 
we use a variant of the A/V graph termed the full A/P’graph. To construct the full 
A/V graph for a recursive rule Y, first construct the A/V graph for r, then 
(1) Draw an undirected edge between adjacent argument nodes within 
each nonrecursive predicate. (Two argument nodes are adjacent if they correspond 
to arguments of the same predicate instance in the recursive rule, and the 
corresponding arguments are adjacent in that predicate instance.) This kind of edge 
is called a predicate edge. 
(2) Remove any connected component that contains no argument node 
from a nonrecursive predicate. 
EXAMPLE 3.2. Recall that the A/V graph for Example 2.1 (Fig. 2.) To produce 
the corresponding full A/V graph, as u’ and a* are adjacent, there is a predicate 
edge between the corresponding argument nodes. The component containing Y and 
t* contains no argument node from any nonrecursive predicate,. so it must be 
deleted. The resulting full A/V graph for Example 2.1 is given in Fig. 3. 
The following lemma (from [Nau87b]) relates connected sets in expansions of 
recursions to paths in the full A/V graph: 
FIG. 3. Full A/V graph for Example 2.1 
571/42,‘2-6 
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LEMMA 3.1. A recursive rule predicate instance p1 produced on iteration i and 
recursive rule predicate instance p2 produced on iteration i + k apear in the same con- 
nected set tf and only if in the full A/V graph there is a path from an argument of 
p1 to an argument of p2 of weight k, and the minimal weight point on the path is 
Z -i relative to p,, 
Proof (Repeated from [Nau87b]). Suppose that the instance of p1 produced on 
iteration i and the instance of pz produced on iteration i + k appear in the same 
connected set. A connection between p1 and p2 is a sequence of predicates, each 
sharing a variable with its successor and predecessor, that prove that p1 and p2 are 
in the same connected set. We now prove by induction that there is a path in the 
full A/V graph from an argument of p1 to an argument of p2 of weight k, where the 
minimal weight point on the path is 2 -i relative to pl. 
If there are no predicates in the connection, then the instance of p1 on iteration 
i and the instance of pz on iteration i+ k must share a variable. Then by 
Lemma 2.2, there must be a path from an argument of p, to an argument of p2 of 
weight k with the minimal weight point on the path 3 -i relative to p, . 
For the induction hypothesis, assume that if the connection between p1 and p2 
contains n predicate edges, then there is a path from p, to p2 of weight k with a 
minimal weight point, relative to pl, that is > -i. Suppose that the instance of p, 
produced on iteration i and the instance of pz produced on iteration i+ k appear 
in the same connected set, and that the connection between p, and p2 contains n + 1 
predicate instances. 
Then there must be some predicate instance q produced on iteration i+ k’ such 
that the instance of p1 and q are connected by a sequence of n predicate instances, 
and q and p2 share some variable. By induction, there is a path from p, to q of 
weight k’ such that the minimal weight point on the path, relative to pl, is 2 -i. 
By Lemma 2.2, there is a path from q to pz of weight k-k’ such that the minimal 
weight point on the path, relative to q, is > - (i + k’). This is > - (i + k’) + k’ = - i 
relative to pl. The concatenation of the two paths is a path from p1 to p2 of weight 
k’ + k - k’ = k, with the minimal weight point 2 -i relative to p, . 
Now suppose that there is a path from p, and pz of weight k and that the mini- 
mal weight point on the path is 2 -i relative to p,. We must show that the 
instance of p1 produced on iteration i and the instance of p2 produced on iteration 
i + k are in the same connected set. The proof is by induction on the number of 
predicate edges in the path. 
If there are no predicate edges in the path, then the path satisfies the conditions 
of Lemma 2.2. This implies that p1 and p2 share a variable, and so are by definition 
in the same connected set. 
Assume that if there is a path between p1 and p2 satisfying the conditions of the 
theorem and containing n predicate edges, the instance of p1 produced on iteration 
i and the instance of pz produced on iteration i + k appear in the same connected 
set. Suppose that there is a path P of weight k from p, to pz with a minimal weight 
point 2 -i relative to p, and containing n + 1 predicate edges. Then there must be 
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some predicate q such that there is a path of weight k’ from p, to q containing n 
predicate edges. Since this path is a subpath of P, the minimal weight point on this 
path, relative to p,, must be > -i, so, by induction, the instance of p1 produced 
on iteration i and the instance of q produced on iteration i + k’ must appear in the 
same connected set. 
The remainder of p must be a single predicate edge followed by a path from q 
to pz of weight k-k’, containing no predicate edges. The minimal weight point on 
this path, relative to q, is > -(i+ k’). Then by Lemma 2.2, the instance of q 
produced on iteration i + k’ and the instance of pz produced on iteration i + k share 
a variable. So, the instance of p1 produced on iteration i and the instance of pz 
produced on iteration i + k appear in the same connected set. 1 
Informally, a definition is k-sided if, after removing the predicate instances 
produced by the nonrecursive rule, there are k unbounded connected sets in the 
elements of its expansion. More precisely: 
DEFINITION 3.3. A definition D is k-sided if there exists a constant c such that 
for any c’ > c, after removing the predicate instances produced by applying the non- 
recursive rule, 
(1) Some string in the expansion has at least k connected sets of size 3 c’, 
and 
(2) no string has more than k connected sets of size 3 c’. 
A definition is one-sided if k = 1. 
EXAMPLE 3.3. The transitive closure (Example 2.1) is the canonical one-sided 
recursion. The following “same generation” problem is a two-sided recursion. 
sg(X, Y) :- p(X, W), p( Y, Z), sg( w, Z). 
sg(X, Y) :-sg,(X, Y). 
The expansion begins 
%(X n 
AX WC4 %o( we -a P( y3 Z,), 
AX Wo) PC wo> W,) sgo( w,, Z,) d&l, Z,) P( Y, Z,). 
For any c’> 0, after removing sg, from the strings of the expansion, the string 
produced on iteration c’+ 1 will contain two connected sets of size c’-one con- 
taining the instance p(X, W,), the other containing p( Y, Z,). Thus the recursion is 
two-sided. 
208 JEFFREY F.NAUGHTON 
EXAMPLE 3.4. The recursion 
t(X Y, Z) :- KC U, W, e(U, Y), d(Z) 
t(X, Y, Z) :- to(X, Y, Z) 
has an expansion that begins 
This recursion tits the definition with k = 1 and c = 1, so it is one-sided. 
EXAMPLE 3.5. The following rule is superficially regular, but is two-sided. 
t(X, Y) :- e(X, W), t( Y, W). 
t(X, Y) :-t&Y, Y). 
The expansion begins 
km n 
4X W,) MY, Wd, 
4X Wd tot Wo, W, 14 K W,), 
4X Wo) 4Wo, WJ h(W,, Wd e(Y, WI), 
4X Wo)4Woy W2)MW2, Wde(K W,)e(W,, WJ. 
The following theorem shows how to detect one-sided recursions from their full 
A/V graphs. 
THEOREM 3.1. Let D be a recursive definition with a single, linear recursive rule 
r. Then D is one-sided if and only if the full A/V graph for r has only one connected 
component with a cycle of nonzero weight, and that component has a cycle of 
weight 1. 
Proof Suppose that D is one-sided. Then by definition of one-sided. Then by 
definition of one-sided, for any c’ > 0, some string in the expansion has a connected 
set of size at least c’. Thus we can find arbitrarily large connected sets in the strings 
of the expansion. Also, an arbitrarily large connected set must span an arbitrarily 
large number of iterations, because only finitely many predicates instances are 
produced on each iteration. 
By Lemma 3.1, if the expansion contains arbitrarily large connected sets, in the 
full A/V graph there must be two argument nodes with paths of arbitrarily large 
weight between them. Thus they must appear in a connected component with a 
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cycle of nonzero weight, and the full A/V graph must have at least one connected 
component with a cycle of nonzero weight. 
Again using Lemma 3.1, each connected component with a cycle of nonzero 
weight must produce a connected set with arbitrarily large instances. Also by that 
lemma, the instances of connected sets produced by distinct connected components 
must be disjoint. But if the rule is one-sided, there must be at most one connected 
set with arbitrarily large instances. So there must be exactly one connected compo- 
nent C with a cycle of nonzero weight in the full A/V graph. 
Let w be the weight of a minimal positive nonzero weight cycle in C. Consider 
some nonrecursive predicate p with argument nodes in C. (Recall that by definition 
of a full A/V graph, every connected component in the graph must contain 
argument nodes from at least one nonrecursive predicate p.) Note that for every 
argument node in C, there is a path from that node to the cycle, then around the 
cycle (possibly many times) and then back to the node, and the total weight is just 
that of going around the cycle, as the other two parts cancel. 
Because p appears in C and C has a cycle of weight M: # 0, instances of p must 
appear in connected sets with arbitrarily large instances. If u’# 1, again by 
Lemma 3.1, the instances of p produced on iteration i and iteration i + 1 would 
appear in different unbounded connected sets. Thus if D is one-sided, then w = 1. 
This completes the proof that D is one-sided only if the full A/V graph contains 
exactly one connected component with a cycle of nonzero weight, and that compo- 
nent has a cycle of weight 1. 
Now suppose that the full A/V graph for a definition D has exactly one 
connected component C with a cycle of nonzero weight, and that C has a cycle of 
weight I. The instances of any predicate p with argument nodes in C must appear 
in connected sets of arbitrary size, so in the expansion of D there must be at least 
one connected set with arbitrarily large instances. Furthermore, there is at least one 
node n in C such that there is a path from n to n of weight one. 
Let p be a predicate with argument nodes in C. Since C is a connected compo- 
nent, there is an acyclic path from n to p. Furthermore, suppose that if we traverse 
the path from p to n, then around the cycle n -+ n once, the minimal weight point 
during the traversal is of weight -b relative to p. Also, let the weight of the path 
from p to n be --w. Clearly, since the path from p to n is a prefix of the path from 
p to n then around the cycle and back to n, we have that h 3 MJ. 
Let q be any nonrecursive predicate with argument nodes in C. Again, as C is a 
connected component, there is an acyclic path of some weight w’ from n to q. Now 
consider an instance of p produced on iteration i= Ibl + Iw’l, and an instance of q 
produced on any iteration i’ > 2i. We claim that these instances of p and q are in 
the same connected set. 
The proof is by Lemma 2.2. What we must show is that there is a path from an 
argument node of p to an argument node of q of weight i’ - i, such that the mini- 
mal weight point on the path, relative to p, is >, i. The path can be divided into 
three segments: from p to n, from n to n (around the cycle of weight one), and from 
n to q. By definition of i, there is a path from p to n of weight >, -i. Thus there 
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is a path from p to n such that the minimum weight along the path, relative to p, 
is >i. From II, we can proceed around the cycle from n to n a number of times 
equal to (i’- i) - w - w’. By definition of i and i’, this is a positive number. 
Furthermore, again by definition of i, the path p -+ n + n just described is never 
more negative than -i, relative to p. 
Finally, consider the portion of the path from n to q. This is of weight w’. This 
means that the most negative point on this portion of the path, relative to p, is 
greater than w + (i’ - i) - w - w’ + w’ = (i’ - i). Again, by definition of i and i’, this 
is a positive number, which is greater than -i, as i is also positive. 
Summing the weights of the segments gives a path of weight w + (i’ - i) - w - 
w’ + w’ = i’- i from p to q, with the minimal weight along the path, relative to p, 
of weight 2 -i. Letting k = i’ - i in Lemma 2.2 proves that the instance of p 
produced on iteration i and the instance of q produced on iteration i’ appear in the 
same connected set. 
Now note that only finitely many instances of q appear before iteration 
2( 1 WI + Iw’l). This says that all but finitely many instances of q appear in the same 
connected set as the instance of p produced on iteration i. Since the choice of q was 
arbitrary, this implies that all but finitely many instances of the predicates with 
arguments in C appear in the same connected set, so in the expansion, there is at 
most one unbounded connected set due to those predicates. 
But then, again using Lemma 3.1, because no other connected component has a 
cycle of nonzero weight, any predicate with arguments appearing in some other 
component of the graph must have instances that appear only in bounded con- 
nected sets. This completes the proof that if the full A/V graph for a recursion 
D has exactly one connected component with a cycle of nonzero weight, and that 
component has a cycle of weight 1, then D is one-sided. 1 
EXAMPLE 3.6. The full A/V graph for the transitive closure (Fig. 3) has only one 
component. The component has a cycle of weight 1, so the definition is one-sided. 
The full A/V graph for the same generation recursion (Fig. 4) has two connected 
components, each of which contains a cycle of weight one, so it is not one-sided. 
The full A/V graph for the recursion in Example 3.4 (Fig. 5) contains only one con- 
nected component, which again has a cycle of weight one. The full A/V graph for 
the rule of Example 3.5 (Fig. 6) has only one connected component, but the cycle 
in that component is of weight 2, so it also is not one-sided. 1 
x Y 2 
$8fML P2 4 w2 P P2 
FIG. 4. Full A/V graph for Example 3.3 
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u Y z 
L&IN 
w 
e1 e* t2 t3 d’ 
FIG. 5. Full A/V graph for Example 3.4. 
If a recursion is not one-sided, it is natural to ask if it can be converted to an 
equivalent one-sided recursion. Often removing redundant predicates can convert a 
many-sided recursion into a one-sided recursion. The canonical example is the 
following: 
huys(X, Y) :- fikes(X, Y), cheup( Y). 
huys(X, Y) :- knows(X, W), huys( w, Y), cheup( Y). 
The expansion begins (abbreviating predicate names) 
4x Y) 4 Y) 
4x7 Wo) 4w0, Y) 4 n 4 Y) 
WX, W,)WW,, Wd4W0, Y)c(Y)4Y)c(Y) 
This is a two-sided recursion. However, algorithms given in Naughton [Nau89b] 
will remove the redundant cheup( Y) from the recursive rule, giving 
bup(X, Y) :- fikes(X, Y), cheup( Y). 
buys(X, Y) :- knows(X, W), huys( w, Y). 
The expansion of the optimized recursion begins 
4-K Y) 4 Y) 
4x3 Wo) 4w,, Y) 4 n 
w, WI) k( WI > W,) 4 wet Y) 4 Y) 
which is indeed one-sided. 
w x 
Al%! 
Y 
d e2 t’ t2 
FIG. 6. Full A/V graph for Example 3.5. 
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The following theorem shows that in the most general setting, an algorithm for 
detecting one-sided recursions is impossible. Up to this point, all recursions con- 
sidered have had a single linear recursive rule. For the next theorem, we relax this 
constraint, and allow the “recursion” to have any number (including zero) of linear 
recursive rules. This is the only place in the paper that we relax this constraint. 
The definition of one-sided recursions is in terms of the expansion of the 
recursively defined predicate. The notion of the expansion of a predicate can 
be generalized in the obvious way to generate the expansion of any predicate, 
regardless of the number of recursive rules in its definition. Essentially, the 
expansion of a recursive predicate is the fringe of its Rule/Goal tree. In Procedure 
Expand, fringe is now a set, and all rules must be applied to each member of the 
set on each iteration. 
In more detail, let the recursively defined predicate to be expanded be t, and let 
the program defining t be P. Initialize fringe to contain the initial instance of t. 
On each iteration of the expansion, in all possible ways pick some element f of 
fringe and some rule r of P such that the head of r unifies with some predicate 
instance p in J Then add to fringe f ‘, where f’ is f with the body of r replacing 
p, after the most general unifier of p and the head of r has been applied to each.’ 
The expansion of t is just the set of all conjunctions produced in this way consisting 
solely of EDB predicates. 
With this generalization in hand, we see that the definition of one-sided recursion 
holds for predicates defined by arbitrary linear recursions. 
THEOREM 3.2. There is no algorithm that decides, for an arbitrary recursive 
definition, if there is an equivalent one-sided definition. 
ProojI Given in Appendix A. 1 
It is possible to define subclasses of recursions for which equivalence to one-sided 
recursions is decidable. In order to define one such class, we first need to make the 
notion of a recursively redundant predicate precise: 
DEFINITION 3.4 (from [Nau89b]). Let r be a recursive rule in a set of rules 
defining a relation t, and let p appear in r. Then p is recursively redundant if there 
is some k such that no tuple of t depends on more than k tyuples ofp for its proof. 
The following theorem, adopted from [Nau89b] shows how to detect recursively 
redundant predicates from the full A/V graph. (In [Nau89b], the theorem is stated 
in terms of. the augmented A/V graph, another variant of the A/V graph. Here the 
theorem is restated in terms of the full A/V graph for consistency.) 
THEOREM 3.3. Let D be a recursive definition consisting of a single, linear recur- 
sive rule r and suppose that r contains no repeated nonrecursive predicates. Then a 
’ Note that because we consider only rules with no repeated variables or constants in their heads, this 
unifier can always be expressed as a matching. 
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predicate p appearing in r is recursively redundant if and only if the component of the 
full A/V graph containing p contains no cycle c such that c is of nonzero weight and 
c contains a node for a nondistinguished variable. 
Proof Given in [Nau89b]. [ 
The following uses “uniform equivalence” as defined by Maher [Mah88] and by 
Sagiv [Sag88]. (Two programs are uniformly equivalent if, for any initialization of 
the IDB and EDB predicates in the two programs, they compute the same final for 
the IDB predicates.) Similarly, it uses “uniformly boundedness,” where a program 
is uniformly bounded if it is bounded for any initialization of the IDB and EDB 
(see [NS87] for a discussion of the relationship between boundedness and uniform 
boundedness.) 
THEOREM 3.4. Let D be a uniformly unbounded recursive definition containing a 
single, linear recursive rule with no repeated nonrecursive predicates. Furthermore, 
suppose that D contains no recursively redundant predicates. Then tf D does not 
satisfy the conditions of Theorem 3.1, there is no one-sided definition uniformly 
equivalent to D. 
Proof Given in Appendix B. m 
Note that for recursions consisting of a single recursive rule and containing no 
repeated predicates the uniformly bounded recursion problem and the recursively 
redundant predicate problems are decidable. Hence, for any recursive definition 
consisting of a single recursive rule with no repeated predicates, equivalence to a 
one-sided recursion is decidable. Theorem 3.4 implies that there are no one-sided 
recursions uniformly equivalent to the recursions in Examples 3.3 and 3.5. 
Theorem 3.4 also suggests a technique for converting many potentially one-sided 
recursions to one-sided form: use the algorithms from Naughton [Nau89b] to 
remove redundant predicates, then check the result for one-sidedness and uniform 
boundedness. This procedure will be complete (will detect all potentially one-sided 
recursions) if the initial recursive rule contains no repeated predicates. 
4. EVALUATING ONE-SIDED RECURSIONS 
In this section we focus on some special properties of one-sided recursions and 
their implications for evaluation algorithms. If a recursion is one-sided, the elements 
of the expansion are all of the form sp’t,, where 
l s is a (possibly empty) initial segment of predicate instances. 
l pi represents i repetitions of p, where p represents a group of predicate 
instances and i > 0. The adjacent instances of p are connected by shared variables, 
and the pattern of shared variables is the same between each pair of adjacent 
instances of p. 
l to represents some predicate instances due to the nonrecursive rule. 
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It is this regular structure of the elements of the expansion that makes evaluating 
selections on the recursively defined relation particularly easy. 
Recall that we are interested in evaluating selections of the form “column = 
constant” on recursively defined relations. A recursively defined relation can be 
evaluated by evaluating the elements of its expansion; a selection can be represented 
by replacing the distinguished variable that appears in the designated column by 
the given selection constant. 
There are two possibilities. If the selection is on a column in which the same 
variable appears in the recursive rule head and in the recursive predicate in the 
recursive rule body, then the selection constant will appear in the instances of t, in 
the elements of the expansion. If the selection is on any other column, the selection 
constant will appear in the s portion or in the initial p. 
In either case, a selection on a relation defined by a one-sided recursion can be 
evaluated by evaluating the strings of the expansion from one end to the other, 
beginning with the end containing the selection constant. Homomorphisms between 
elements of the expansion make it possible to re-use the results obtained in 
evaluating element si when evaluating element si+ ,. The following examples of 
evaluation algorithms for the canonical one-sided and many-sided recursions 
(defined below) illustrate some of the computational advantages that can be 
obtained by recognizing that a recursion is one-sided. 
The canonical one-sided recursion is the transitive closure. 
f(X, Y) :- a(X, W), t( w, Y). 
t(X, Y) :-b(X, Y). 
The expansion of this recursion begins 
4X Y) 
4X Wo) NW,,, Y) 
4X, W,) 4 Wo, W,) b( W,, Y) 
Here t, = b, p = a, and s is empty. 
1) 
2) 
3) 
4) 
5) 
6) 
7) 
f-9 
9) 
carry := Al ((T$kQ (6)); 
seen := carry; 
ans := empty; 
while carry not empty do 
carry := 7r~(a wsz=sl carry); 
carry := carry - seen; 
seen := seen U carry; 
endwhile; 
ans := seen’ 
FIG. 7. Aho and Ullman’s algorithm, simple one-sided case. 
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There are two types of selections to consider, one on X, the other on Y. In the 
first case, instantiating the schema in Fig. 7 produces the algorithm given in Aho 
and Ullman [AU79]; in the second case instantiating the schema produces the 
algorithm given in Henschen and Naqvi [HN84]. 
In the canonical one-sided recursion, the variable Y appears in the same position 
in the head and body. For the selection t(X, n,), the expansion begins 
b(X no), 
4X -G) KG noI, 
4X ZJ 4% Z,) WI, 4. 
This selection can be evaluated by the algorithm in Fig. 7. 
In that algorithm, seen, curry, and ans are unary relations. The algorithm 
evaluates the strings of the expansion from right to left, using the selection constant 
n, to restrict the first lookup and variables shared with earlier predicate instances 
to restrict subsequent lookups. For i > 1 the rightmost i- 1 predicate instances of 
string i are isomorphic to the rightmost i - 1 predicate instances of string i - 1; so 
the evaluation of string i begins with the predicate instance i from the right, using 
values from evaluating string i - 1 for the remainder of the string. Note that if the 
algorithm runs for k iterations (evaluates k elements of the expansion) then it will 
have evaluated k distinct predicate instances, one for each string. 
Now consider the other case, a selection of the form f(n,, Y). The expansion of 
that selection begins 
b(n,, Y), 
atno, ZJ N-G, Y), 
4no, -G) 4.G Z,) b(Z,, Y). 
This selection can be evaluated by the algorithm of Fig. 8. 
In that algorithm curry, seen, and am are again unary relations. The algorithm 
evaluates the strings of the expansion from left to right, again using intermediate 
1) 
2) 
3) 
4) 
5) 
6) 
7) 
8) 
9) 
carry := *z(c+,(a)); 
seen := carry; 
ans := Qm=no(b)); 
while CUTTY not empty do 
Carry I= K3(caTTy w$1=$1 U); 
CaTWJ := CCZTTY - Se‘3l; 
seen := seen U carry; 
endwhile; 
ans := am U rg(.seen WS~=E, b); 
FIG. 8. Henschen and Naqvi’s algorithm, simple one-sided case. 
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results from one string in evaluating the next. Again, the algorithm evaluates one 
predicate instance for each string it is required to evaluate. 
These algorithms have several desirable properties. 
Property 1. They have simple termination conditions that work without restric- 
tions on the nonrecursive relations. 
Property 2. The only state information in the algorithms maintain is a record 
of which tuples have appeared in the curry relation. 
Property 3. They never do an unrestricted lookup on a nonrecursive relation. 
(Instead of asking for all tuples in a relation, they ask for the tuples that participate 
in a join or satisfy a selection.) 
It is instructive to try to develop similar algorithms for selections on a two-sided 
recursion. The canonical two-sided recursion is 
t(X, Y) :-a(X, W), t( w, Z), c(Z, Y). 
t(X, Y) :-b(X, Y). 
As an example, suppose that we wish to evaluate t(n,, Y). The expansion begins 
&I, WCJ b( wo, -G) 4% 0 
4h W,) 4 wo, w, 1 b( w, 3 Z,) c(Z13 -G) 4-G, Y). 
Consider evaluating the third string. In order to satisfy Property 3 the algorithm 
must begin by evaluating a(n,, W,,). If the algorithm is to satisfy Property 2, the 
only information it will record is that the tuples that have appeared for W, have 
indeed appeared there. The following discussion shows that this approach cannot 
succeed. 
For any query, for each tuple in the answer relation, there must be at least one 
string in the expansion such that evaluating that string over the nonrecursive 
relations and projecting onto the distinguished variables yields the answer tuple. If 
evaluating a string s returns a tuple t,, then there must be a mapping h from the 
variables of s to the constants of the nonrecursive relations such that 
(1) if p( Vi, V2, . . . . V,) appears in S, then the tuple (h( Vi), h( V,), . . . . h( V,)) 
appears in the relation for p, and 
(2) if column A of the tuple t, contains the constant c, and column A of t in 
the head of the rule contains variable V, then h(V) = c. 
The string s with each variable V replaced by h(V) is a proof that t, is in t. 
LEMMA 4.1. In the canonical one-sided recursion, for any values of a and b, every 
tuple ti in t has a proof in which no constant appears more than once in a given 
column of a. 
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Pro@ By a splicing argument. Suppose that n, appears m times in one column 
in some proof of a tuple ti. The predicate instances appearing between two 
appearances of n, (including the predicate instance containing the second 
appearance) can be removed, and another proof with at most m - 1 appearances of 
n, is generated. This can be repeated until a proof where m = 1 is generated. a 
LEMMA 4.2. In the canonical two-sided recursion, for any k, there exist values qf 
a, h, and c such that there is a tuple t, in t such that in any proqf of t,, there is .some 
constant that appears at least k times in some column qf a. 
Proqf By exhibiting a family of databases satisfying the conditions. For any k, 
let the relation a contain the tuples (vr , v,), let b contain the tuple (c, , vO), and let 
c contain the tuples (vO, u,), (vl, u,), . . . . (vZkP 1, vZk). Then in the only proof that the 
tuple (u,, vZk) is in t, u1 appears k times in the first column of a. 1 
Lemmas 4.1 and 4.2 show an important difference between one-sided and many- 
sided definitions. Both of the algorithms in this section rely on the fact that on each 
iteration, carry need only contain values that have not appeared on a previous 
iteration. Lemma 4.1 shows why this is true for the canonical one-sided recursion. 
while Lemma 4.2 shows that this is not true for many-sided definitions. 
This means that any algorithm using a left-to-right (or right-to-left) evaluation of 
the strings of the expansion must maintain more information about the tuples in 
the linking positions than just the fact that they have appeared. 
There is another difficulty with many-sided recursions that is not present in one- 
sided recursions. In the canonical one-sided recursion, for i3 1 there is a contain- 
ment mapping from the rightmost i - 1 predicate instances in string i to the 
rightmost i- 1 predicate instances in string i- 1; the same is true for the left most 
predicate instances. To put it another way, in string i there is only one “new” 
predicate instance. It is this fact that allows the one-sided evaluation algorithms to 
re-use intermediate results so efficiently. 
For the canonical many-sided recursion the situation is different. We can still 
map the rightmost (leftmost) predicate instances from string i to the rightmost 
(leftmost) predicate instances in string i- 1; however, this still leaves i “new” 
predicate instances to be evaluated, those on the left (right) side of the instance 
of t,. 
It is these two difficulties (the fact that intermediate nodes must be used an 
unbounded number of times in derivations and the fact that each successive string 
contains a larger number of “new” predicate instances to be evaluated) that force 
one to turn to methods such as “Magic Sets” or “Counting” for many-sided 
recursions. 
Figure 9 gives a general schema for evaluating selections on one-sided recursions 
by a right-to-left, or left-to-right, evaluation of the elements of the expansion. In 
that schema, carry, seen, and ans are again relations and the operators f and g are 
relational operators. The initialization (lines l-3), the arities of carry, seen, and ans, 
and the operatorfand g are determined by the given recursion and query. 
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1) 
2) 
3) 
4) 
5) 
6) 
71 
8) 
9) 
init carry; 
init seen; 
init ans; 
while carry not empty do 
curry := f(carry); 
carry := carry - seen; 
seen := seen U carry; 
endwhile; 
ans := g(seen); 
FIG. 9. A schema for evaluating single selections on one-sided recursions. 
In general, evaluation algorithms generated by instantiating this schema will 
satisfy Properties 1 and 2 above, but may not satisfy Property 3. (For example, in 
Example 3.4, the expansion contains a predicate instance d(Z) that is disconnected 
from the rest of the expansion. Any evaluation algorithm based on evaluating the 
elements of the expansion will do an unrestricted lookup there.) 
In addition to satisfying Properties 1, 2, and 3, the evaluation algorithms given 
for selection queries on the canonical one-sided recursion have the desirable 
property that they reduce the arity (number of columns) of the recursive predicate. 
That is, whereas the original recursion contained a binary recursive predicate, the 
relations maintained throughout the evaluation (seen and carry) are unary. One 
might ask if this is always the case; unfortunately, the answer appears to be no. 
EXAMPLE 4.1. Consider the following recursion (first shown to the author by 
J. D. Ullman), called the “transitive closure with permissions.” 
t(X, Y) :-b(X, Y). 
This recursion is one-sided, but it is not clear that there is any arity-reducing 
evaluation algorithm for the query t(1, Y)? 
Following a preliminary version of this paper, Naughton et al. [NRSU89] 
presented a rewriting algorithm for query evaluation that reduces the arity of the 
recursion whenever it applies. At the time of the writing of this paper, the question 
of whether that rewriting algorithm succeeds in reducing the arity of any one-sided 
recursion for which an arity-reducing rewriting algorithm exists remains open. 
Another interesting question, also raised in [NRSU89] and by an anonymous 
referee, follows from the observation that if one applies the Counting Sets 
CBMSU86, SZSS] transformation to the canonical one-sided recursion, then deletes 
the “counting” fields of the resulting new recursion, a unary recursion evaluating 
the query results. The question here is again whether this approach succeeds 
in producing a reduced-arity evaluation algorithm for selections on one-sided 
recursions whenever such an algorithm exists. 
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In more detail, suppose that P is one-sided recursion for which there is an arity- 
reducing evaluation algorithm for some given selection on P. Let PCn’ be the 
program produced by applying the counting transformation to P and the selection. 
Let P’ be P““’ with the counting fields deleted. Is it necessarily true that P’ correctly 
evaluates the original selection on P? 
Before closing this section, we mention another approach to evaluating selections 
on recursively defined relations that has been suggested by Agrawal et al. [JAN87]. 
That paper notes that at some level, any linear recursion is a transitive closure. For 
example, if we add the rule 
ac(X, Y, W, Z) :-a( W, W), c(Z, Y) 
to the canonical two-sided recursion. we can rewrite that recursion as 
t(X, Y) :-ac(X, Y, W, Z), t( W, Z) 
t(‘Y, Y) :-b(X, Y) 
which is superficially a one-sided recursion. (One way to see this is to combine X 
and Y into a vector XY, and Wand Z to WZ. Then the above recursion is syntacti- 
cally a monadic one-sided recursion.) 
However, the new relation ac is the cross product of a and c, where no cross 
product was specified by the original rules. Consider computing a selection on f, say 
t(n,, Y). Consider the first three strings of the expansion: 
ac(b K W,, -G) b( W,, Zd, 
44, K Wo, .G) act Wo, Z,, W,, Z,) N WI, Z, ). 
Evaluating the strings from left to right gives the illusion of using the selection 
effectively. However, if we rewrite ac in terms of its definition, 
eb, n 
ah, W,) 4 K -G) h( WO, &), 
ah, Wd 4 Y, &J 4 Wo, WI) c(-& Z,) N WI, Z,), 
it is clear that tl,e left-to-right evaluation scheme violates Property 3: the entire ( 
relation is examined. 
5. CONCLUSION 
One-sided recursions are a useful class of recursions for which simple, efficient 
evaluation algorithms exist. In Section 4 we showed why this is true, gave a schema 
for evaluating selections on one-sided recursions, and showed how this schema 
instantiated for the canonical one-sided recursion. As one-sided recursions are easy 
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to detect using Theorem 3.1, it is worthwhile for recursive query processors to check 
for one-sided recursions, and to use one-sided evaluation algorithms when a one- 
sided definition is detected. 
For one-sided recursions that are more complex than the canonical one-sided 
recursion of Section 4, instantiating the evaluation schema is more complicated. To 
use the general evaluation schema, one can first rewrite the recursion to generate 
a simpler, equivalent form, or one can produce more complicated operators for the 
schema. Another promising direction, investigated in [NRSU89], is to use the fact 
that a recursion is one-sided to optimize the program produced by the Magic-Sets 
transformation. 
Still another promising direction for future research is the interaction beween 
k-sided recursions and various types of selections. For example, in the same 
generation query, the canonical two-sided recursion, the query sg(j&, june)? can 
be evaluated efficiently using essentially the general schema for evaluating single 
selection queries on one-sided recursions. This is because although the recursion is 
two-sided, each unbounded connected component in the expansion of the recursion 
contains a selection constant. 
One-sided recursions are also useful in multiple-recursive rule definitions. While 
it is not true that two one-sided recursive rules always produce a one-sided recur- 
sion in combination, one-sided recursive rules do combine in simple ways. We are 
currently working on an analysis of the combination of one-sided rules and 
algorithms for evaluating selections upon multiple one-sided definitions. 
APPENDIX A: THE UNDECIDABILITY OF ONE-SIDEDNESS 
This appendix proves Theorem 3.2 from Section 3: 
THEOREM 3.2 (Repeated). There is no algorithm that decides, for an arbnitrary 
recursive definition, if there is an equivalent one-sided definition. 
The proof is by reduction from the bounded recursion problem. Consider a linear 
program P containing a single binary IDB predicate, say p (a program P is linear 
if each recursive rule in P contains a single recursive call.) In [Var88], Vardi shows 
that boundedness is undecidable for such programs. We define a program Q such 
that Q is equivalent to a one-sided recursion if and only if P is bounded. 
For clarity of notation we assume that the heads of the rules in P are all 
p(X1, X,) (if they are not of that form, they can trivially be converted to that form 
by renaming variables and introducing equality predicates in the rule bodies.) Also, 
we assume that the predicate instance being expanded is p(X,, X,). 
Q defines a new predicate q of 3 columns. Q is generated from P as follows: 
l For each recursive rule r in P, replace the instance of p in the head 
(p(X,, X,)) with q(X,, X,, X,), where X, does not appear in r. If the instance in 
the body is p( U,, U,), replace it with q( U,, U,, A’,). 
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l For each nonrecursive rule r in P, replace the instance of p in the head 
(p(X,, X,)) by the instance q(X,, X,, X,), where X3 does not appear in r. Also, add 
the predicate instance b(X,) to the body of Y, where h does not appear anywhere 
in P. 
l Add to Q the rule q(X,, X,, X,) :- q(X,, X,, W), e( W, X,), where r does 
not appear in P. We refer to this rule as “the new recursive rule.” 
EXAMPLE A.l. Consider the following recursion P: 
P(Xl 5 x*1 I-- 4X,), P”(X, 2 x*1. 
The corresponding new recursion Q is 
Here the third rule is the “new recursive rule.” 
We claim that Q is equivalent to a one-sided recursion if and only if P is 
bounded. 
First, we note that if the relation b is nonempty, the projection of q onto its first 
two columns is exactly p, for any value of the EDB relations appearing in P. This 
is made precise by the following lemma. In the lemma we refer to the minimal 
model for P as Mp, and the minimal model for Q as M,. 
LEMMA A.l. Suppose that b is nonempty. Then for any predicate s appearing both 
in P and in Q, the set of facts for s in M, and M, are identical. For any fact 
p(x,, x2) in M,, there is a corresponding fact q(x,, x2, x3) in M,. For any ,fact 
4(x,, x2, x3) in M,, there is a corresponding fact p(x,, x2) in M,. 
Proof: The proof is by induction on the height of the derivation tree for a given 
fact. The basis, derivation trees of height 0, is trivial, for the ony facts with deriva- 
tion trees of height 0 are the facts in the original EDB, which is unchanged in going 
from P to Q. 
For the induction, suppose that every fact with a derivation tree of height at most 
n - 1 satisfies the lemma. Consider derivation trees of heights n, with n > 0. 
Consider first a derivation tree for a fact q(x,, x2, x3) in M, with height n, with 
n > 0. This q fact must be the root of a derivation tree and have children s’, , 
s;, . . . . sk, where 
l There is a rule r of the form 4(X1, X,, X,) :- sl, s2, . . . . s, in Q; 
l For 1 < i 6 m, si is produced by applying a ground substitution 6’ to s,; 
l For 1 <i<m, s,! is in M,; 
l 4(X, ,  x2, X,)~=q(x,, x2, x3). 
571/4212-7 
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If Y is the new recursive rule, then it does not change the first two columns of q. 
Thus if the q fact is q(x,, x2, x3), there is a q fact q(x,, x2, xi) that is a child of the 
original q fact and hence is the root of a derivation tree of height at most II - 1. 
Then by the induction hypothesis there must be a p fact p(x,, x2) (corresponding 
to the fact q(x,, x2, xi)) in M,, as required by the lemma. 
Now suppose that r is a modified nonrecursive original rule. In this case the s: 
facts that are the children of the 4(x1, x2, x3) fact can be separated into two types: 
(1) A b fact b(x3). 
(2) EDB facts s;. 
By definition of Q, the s! facts also appear in M,. Also by definition of Q, there 
is a rule r’ in P (the rule corresponding to r) that is identical to r except that the 
b instance in the body is deleted and the q instance in the head is replaced by a p 
instance with variables corresponding to the variables in the first two columns of 
q. But by applying the substitution 0 to r’ it can be proven that p(xl, x2) is in M,, 
as required by the lemma. 
Finally, suppose that r is a modified original recursive rule, which means it is of 
the form q :-q, sl, . . . . s,. In this case in the derivation tree for q(x,, x2, x,), the 
node for q(x,, x2, x3) will have as children the fact q(x;, x;, x3) (neither x; and x, 
nor xi and xq are required to be distinct), and facts s:, for 1 6 i < m. Each of these 
facts is the root of a derivation tree of height at most n - 1, so by the induction 
hypothesis, each of the S; facts appears in Mp, as does the fact p(x;, xi). But then 
the substitution f3 that produced 4(x1, x2, x3) :- q(x;, xi, xi), s;, . . . . s& from r will 
produce p(xl, x2) from r’ in M,. 
This completes the proof that the facts in M, appear in M,. Now we turn to the 
other direction, that is, that facts in M, appear in M,. Again, facts that are roots 
of derivation trees of height zero must be EDB facts, which appear in both M, and 
M,. Consider a derivation tree for a fact in M, with height n, with n > 0. 
Consider a p fact p(x,, x2) that is the root of a derivation tree of height n in P. 
This p fact must be the root of a tree with children s;, s;, . . . . sL, where there is a 
rule r of the form (ignoring variables in the body) p(X1, X,) :-s,, s2, . . . . S, and 
l there is a ground substitution f3 such that for 1 < i < m, si = s,B, 
l for 1 < i < m, s,! is in M,, and 
l P(XI? 4 = P(x,, we. 
First consider the case where r is a nonrecursive rule. Then by definition of P the 
si are EDB facts, which must appear in M,. By definition of Q, corresponding 
to r there is a rule in Q of the form q( W,, X,, X3) :-sl, s2, . . . . s,, b(X,). By the 
conditions of the lemma b is not empty, so we may extend 8 to 8’ by adding the 
substitution X3 c x3, where x3 is some constant appearing in a b fact. But then 8’ 
proves that q(x, , x2, x3) appears in M,. 
Now suppose that r is a recursive rule of the form p(X,, A’,) :-p(U,, U,), 
S, , . . . . s, (here X, and U, , and similarly X, and U,, could be identical.) By defini- 
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tion of Q, this implies that there is a rule in Q of the form 4(X,, Xz, X,) :- 
q(U, 2 u,, x,1, Sl, . . . . S”. Each of the p and si facts used to prove that p(x,, x2) is 
in M, is the root of a derivation tree of height at most n - 1 in P; hence by induc- 
tion hypothesis each of the si facts appears in M,. Also by the induction 
hypothesis, for some x3 appearing in b the tuple q( y, , y,, x3) appears in M,. 
Hence we may extend 6 to assign x3 to X,, and this proves that q(x,, x2, x3) is in 
M,, as required by the lemma. 1 
Next we prove a lemma about the form of the strings in Q. 
LEMMA A.2. For every string s in the expansion of Q, either s contains no 
instances of e and a single b instance b(X,), or every instance of e and b in s appears 
in a substring isomorphic (up to renaming of the W,) to 
b(Wk)4Wk, Wkp,)...e(W,, x,), 
where X, is the distinguished variable that appeared in column 3 in the instance oj’q 
that was expanded. Furthermore, for every k 2 1, there is at least one element qf the 
expansion that contains a chain isomorphic (up to renaming of the W;) to 
as a substring. 
Proof: Let s be an arbitrary element in the expansion of Q. For the purpose of 
this proof we view the sequence of rule applications in the process of expanding q 
to produce s as specifying a parse tree fro s. Each node in the tree represents a 
predicate instance that appeared in CurString at some point in the derivation 
of s. 
The root of the tree is q(X,, X,, X,), the original instance of q that started the 
expansion. If the predicate instance at some node in the tree is p’, and the rule 
P :-PI, ..‘, P, was applied to p in Cur String in the derivation of s, then p’ has 
children p’, , . . . . pk, where pi is just pi after a substitution has been applied to the 
variables of r to match p and p’. The string s is just the concatenation of the leaves 
of the tree. 
The proof of the lemma is by induction on the number of applications of the new 
recursive rule in any branch of the derivation tree for s. 
Suppose that the new recursive rule was never applied in the derivation of s. 
Since the new recursive rule is the only rule in Q that contains an instance of e, 
clearly s has no instances of e. By definition of Q, the only rules applied were 
modified original rules from P. In each modified original recursive rule, column 3 
of q contains X, both in the head and in the body. Hence as long as only modified 
original recursive rules are applied, the third column of q in fringe will contain 
the variable X,. 
Again by definition of Q, each modified original nonrecursive rule contains the 
predicate instance b(X,) in the body, where X, is the distinguished variable in 
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column 3 of q in the head of the modified rule. In order for s to appear in the 
expansion of Q, some nonrecursive rule must be applied; the application of this rule 
adds a predicate instance b(X,) to s. 
Next we turn to consider cases where the new recursive rule was applied exactly 
k> 0 times. By definition of the new recursive rule, application k of the new 
recursive rule adds a predicate instance e(U, V), where 
l U is a new nondistinguished variable that also appears in column 3 in the 
instance of q added to Cur-String by the kth application of the new recursive rule. 
l V is the variable that appeared in column 3 of the instance of q to which the 
kth application of the new recursive rule was applied. 
Assume the new recursive rule is applied exactly once in the derivation of s. Before 
the new recursive rule was applied, CurString contained the substring q( V, , V2, V3), 
since only the new recursive rule affects the third column of q and X, appeared 
there originally. The first application of the new recursive rule will replace this 
substring with q( Vi, V2, Wi) e( Wi, X,), where i is the iteration of the expansion on 
which this first application ocurred. Further applications of the modified original 
recursive rules do not affect the third column of q, when a nonrecursive rule is 
eventually applied, it adds an instance b( IV,), creating a substring isomorphic (upto 
renaming of W,) to b( W,) e( WI, X3) in s. 
Now assume that for k 2 1, if the new recursive rule is applied k times in the 
derivation of s, a substring isomorphic (upto renaming of the IV’s) to 
appears in s. This means that after the kth application of the new recursive rule, 
CurString contained the substring 
After the k-t 1st application, CurString will contain the substring 
q(v,, VZ, Wi)4Wi, Wk)e(Wk, wk-,)...4Wl,X3). 
The variable W, will be unchanged by any application of a modified recursive rule 
since column 3 of q contains the same variable in the head and the body of these 
rules. When a nonrecursive rule is applied, again by definition of Q, the literal 
b( Wi) will be added, producing an element of the expansion of Q with a substring 
isomorphic (up to renaming of the IV’s) to 
~(Wk+l)4Wk+,~ Wk)e(Wk, Wk-l)~~~4Wl,~3) 
as required by the lemma. 
Note that this analysis also shows how to generate an element of the expansion 
of Q with a substring isomorphic (up to renaming of the IV’s) to 
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for any k--simply apply the new recursive rule k times, then apply any nonrecur- 
sive rule of Q. 
All that remains is to show that these are the only e and b literals. But this 
follows trivially, since the only way an e literal can appear is through the applica- 
tion of the new recursive rule, and the only way a b literal can be added is through 
the application of a nonrecursive rule, of which there can only be one in any 
derivation. 1 
EXAMPLE A.2. The first few strings in the expansion of the recursion Q in 
Example A. 1 are 
4X, 1 PO(X, 3 X,) NJ’,) 
4x1) 4x1) PO(X,, X,) b(X,) 
4x1) po(X, 2 X,) b( Wo) 4 Wo, Y) 
4x1) 4X1) ~dx,, X2) b( Wo) 4 Wo, Y) 
4x1) 4x1) PO(X~, X2) b( WI ) 4 WI, Wo) 4 Wo, Y). 
One may verify that the strings of the expansion are either of the form 
for i > 0, or of the form 
where i > 0 and j > 0, where in both cases ci(X, ) means i repetitions of c(X, ). 
Now suppose that P is bounded. That, by definition of boundedness, means that 
there is a nonrecursive program P’ that defines p. Consider the program Q’ formed 
from P’ by the same transformation that generated Q from P. 
LEMMA A.3. The recursions Q and Q’ define the same relation fo-r q. 
Proof: We are given that P and P’ compute the same relation for p. By 
Lemma A.1, the relation p as defined by P and the relation defined by first the two 
columns of q as defined by Q are the same. This means that the first two columns 
of q as delined by Q define the same relation as P’ does for p. By a proof analogous 
to that of Lemma A.l, we have that P’ defines the same relation for p as Q’ defines 
for the first two columns of q. Hence by transitivity we know that for any tuple 
q(x,, x2, xg) in q as defined by Q there is a tuple 4(x1, x2, xi) in the relation for 
q as defined by Q’, and vice-versa. 
Now consider the third column of q. In the definitions of Q and Q’, every non- 
recursive rule defining q is of the form q(X,, X,, X,) :- . . . b(X,) ... , where X, 
appears nowhere in the body of the rule other than the b literal. This in turn means 
that if the pair (xi, x2) appears as a value for the first two columns of a tuple in 
q, then the tuple q(x,, x2, x3) in q for any constant x3 in b. 
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The only other way a value can be introduced into the third column of q 
is through the application of the new recursive rule, which is identical 
(4(X,, x2, X3) :-4(X1, x2, WI, e(W, x3)) in both Q and Q’. Hence Q and Q’ 
define the same relation for q. 1 
The rules in Q’ other than the new recursive rule are nonrecursive (by definition 
of P’ and Q’), hence can generate no unbounded connected sets. The full A/V graph 
is well defined for Q’, since it has just one recursive rule (the new recursive rule 
from Q) and that rule is linear. The full A/V graph for Q’ contains a single con- 
nected component with a cycle of nonzero weight, and that cycle is of weight 1, so 
by Theorem 3.1, Q’ is one-sided. 
EXAMPLE A.3. In Example A.l, the recursion P is bounded. An equivalent non- 
recursive definition P’ is 
PW, 3 Jf*) :- 4X,)> PO@-, 3 X2). 
Applying the construction to generate Q’ we get 
which is indeed one-sided. 
This completes the proof that Q is equivalent to a one-sided recursion if P is 
bounded. Next, suppose that Q is equivalent to some one-sided recursion, say Q”. 
We must show that P is bounded. 
First we show that the expansion of Q” must contain an unbounded connected 
set of e predicate instances. If Q and Q” define the same relation for q, then their 
expansions must also define the same relation. Since both expansions are unions of 
conjunctive queries, by a theorem due to Sagiv and Yannakakis [SYSO], for every 
string s in Q, there is some string S” in the expansion of Q” such that there is a 
containment mapping from s” to s. Similarly, for every string S” in the expansion 
of Q”, there is some string s in the expansion of Q such that there is a containment 
mapping from s to s”. This allows us to prove the following lemma. 
LEMMA A.4 If a string s” in the expansion of Q” maps to a string s in the expan- 
sion of Q, and s has a chain of k instances of e, then s” must also have a chain of 
k instances of e. 
Proof: Let s be an element of the expansion of Q, and consider a string s” of 
the expansion of Q” such that there is a containment mapping h from s” to s. 
(Again, by the results from [SY80], there must be at least one such string s’.) 
Furthermore, let s be of the form 
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FIG. 10. Mappings for proof of Lemma A.4. 
where k > 1. (By Lemma A.2 such an s must appear in the expansion of Q.) Because 
in s distinguished variable X, appears only in the second argument of an e predicate 
instance, by definition of a containment mapping for some variable I/ there must 
be an instance of e in s” of the form e( V, X,) such that h(X,) = X, and h(V) = IV,). 
Since Q and Q” are equivalent, there must also be a string in the expansion of 
Q, say r, such that r maps via a containment mapping g to s”. A picture of the 
strings and mappings involved in this proof appears in Fig. 10. Because of the literal 
e( V, X,) in s”, for some variable U there must be an e literal e( U, X,) in r. Since 
byh Lemma A.2 the only e literals in the strings of Q appear in chains with X, at 
one end and some b literal at the other, this means that r contains a substring of 
the form 
...b(U,)4Ui’,, U,- ,)...e(U,, x,), 
where m 2 1. Now consider the image (under g) of this chain of e’s and b in s”, 
that is, 
. ..bk(U.,,))eMU,h Au, - I))~~~4g(uo)t g(J’,)) 
Recall that s” was originally defined to be a string such that there is a containment 
mapping h from s” to s. Again, since the only place the variable X, appears in s is 
in a substring 
we know that h( g( U,)) = W,. Similarly, since the only place b appears in s is in the 
instance b( W,), we know that h( g( U,)) = W,. By a simple induction we get that 
for 0 d i < m, h( g( U,)) = Wi, which together with the facts that h( g( U,)) = W, and 
h( g( U,)) = W, implies that k = m. Since the Wi are distinct, and h( g( U,)) = W;, the 
g(Ui) are distinct. Hence the substring 
. ..Ug(U.)) e(g(U,), g(u,,- I))~~~4g(Uoh g(X,N 
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is a chain of e literals of length k in s”. Note that this proof works for any k > 0, 
which proves the lemma. 1 
Next we prove a lemma about the structure of the expansion of Q as a whole. 
LEMMA AS. For any element s in the expansion of Q and any k, there is an 
element s’ in the expansion of Q that is identical to s in the predicate instances other 
than b and e, and has a chain of k instances of e. 
Proof: By the same analysis given in the proof of Lemma A.2, a derivation 
producing a string s can be modified by changing the number of applications of the 
new recursive rule to k, and the resulting derivation produces a string s’ as required 
by the lemma. 1 
EXAMPLE A.4. The expansion of the recursion Q from Example A.1 contains the 
string 
c(X,)p,(X,,X,)b(W,)e(W,, Y). 
For any k 2 0, the string 
4x1) PO(~I, x~)b(wJ e(w,, Wk-,)...(WO, Y), 
which is identical to the preceding string on all predicates other than b and e and 
contains a chian of k instances of e, also appears in the expansion of Q. 
LEMMA A.6. Suppose Q is equivalent to some one-sided recursion Q”. Then there 
is a (possibly infinite) union of conjunctive queries equivalent to Q that contains no 
unbounded connected sets other than one made up of e instances. 
ProoJ Our proof approach is to assume that any union of conjunctive queries 
equivalent to Q must contain at least two unbounded connected sets, and to obtain 
a contradiction. 
Suppose that any infinite union of conjunctive queries equivalent to Q must con- 
tain at least two unbounded connected sets. Let Q” be a one-sided equivalent to Q, 
and let it contain two unbounded connected sets, one made up of e instances and 
a b instance (which we call the e-set) and one made up of instances of other 
predicates (which we call the o-set, for “other.“) 
Because by definition Q” is one-sided, we cannot have unbounded instances of 
both sets in the same string. More precisely, there are constants k, and k, such that 
if a string has more than k, instances from the o-set, it has fewer than k, instances 
from the e-set, and vice-versa. 
For any k there must be some string s in Q such that all strings s” in Q” that 
map to s have more than k predicate instances from the o-set. If not, then all strings 
from Q” containing more than k instances from the o-set could be deleted, leaving 
a union of conjunctive queries equivalent to Q but containing only one unbounded 
connected set. 
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Let h,.. _ s be a containment mapping from s” to S. Within h,. -,~ we can define 
two submappings: the portion of h,. ‘,~ that maps the e-set in s” into S, and the 
portion of h,,, _ s that maps the rest of s” into s. 
Because s” must have fewer than k, instances of e, the string s must also have 
fewer than k, instances of e, by Lemma A.4. But by Lemma AS, there is another 
string r in Q that is identical to s everywhere except that the e-set in r contains 
more than k, instances of e. 
Because Q” and Q define the same relation, there must be a string r” in Q” that 
maps via a containment mapping hr.,,,. to r. Again by Lemma A.4, r” must have 
more than k, instances of e. We can define two submappings of h,.. _ r as we did for 
h . the portion of h,. _, ,“‘S. that maps the e-set in r” into r, and the portion of h,. ,r 
that maps the rest of r” into r. 
By definition of Q”, we know that Q” is one-sided; hence, since r” has more than 
k, instances of e in its e-set, r” must have no more than k, instances of predicates 
in the o-set. Now consider forming a new string U” by replacing the e-set in r” by 
the e-set in 3”. Also, define a new containment mapping h,,, ‘s from U” to s as 
follows: on every variable in a predicate instance not in the e-set in u”, h,- ._ ., agrees 
with h,.. _ ,; on all variables in the e-set, h,.. _ s agrees with h,,. _ ~. 
We need the auxiliary fact here that the predicates in the e-set of any string of 
Q” that maps to a string of Q are variable-disjoint from the predicates appearing 
in the rest of the string (recall here that we consider the b predicate instances to be 
part of the e-set.) By definition of Q, the predicates in the e-set in any string of Q 
share no variables with other predicates in the string. Now suppose that some 
string c” in Q” maps via a containment mapping g to a string c in Q, but that some 
variable U is shared between an element of the e-set in c” and other predicates in 
c”. Because the only place e instances appear in c are in the e-set, the e predicate 
instances in the e-set of c” must map to the e predicate instances in the e-set in C. 
But then g(U) must appear both in the e-set in c and in some other predicate 
instance in c, which contradicts the fact that the e-set and the rest of the predicate 
instances in c are variable disjoint. 
That h,.. _ , is a consistent containment mapping follows because 
. in u”, the e-set and the predicates not in the e-set are variable-disjoint, 
l U” is identical to s” on the portion of s” in the e-set, and U” is identical r” 
on the portion of r” not in the e-set, 
oh A”+s maps the portion of s” in the e-set of s” to S, and h,. ‘r maps the 
portion of r” not in the e-set of r” to r, and 
l s and r are identical in the predicate instances not in the e-set. 
Hence U” is a string that maps via a containment mapping to s yet contains fewer 
than k, predicate instances. We claim that we can add U” to Q” without changing 
the fact that Q z Q”. 
Because Q 3 Q”, there must be strings I and m in Q such that 1 maps to s” via 
a containment mapping h,, sII, and m maps to r” via a containment mapping 
h m + j-“. 
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Next, let u be the string in Q produced as follows: use the same sequence of rules 
that produced 2, except that instead of the number of applications of the new recur- 
sive rule in the derivation of Z, use the number of applications of the new recursive 
rule used in the derivation of m. Then form the containment mapping h,,.,. as 
follows: on any variable appearing in the e-set in U, h, j UII agrees with h, +sII ; on 
any variable not appearing in the e-set of U, h, _ UI, agrees with h,, r.I. 
That h, _ UII is a consistent containment mapping follows because 
l in u the e-set and the predicates not in the e-set are variable-disjoint, 
l u is identical to m on the portion of u in the e-set, and u is identical to 1 on 
the portion of u not in the e-set, 
l h I+s” maps the portion of I not in the e-set of I to s”, and h,,... maps the 
portion of m in the e-set of m to r”, 
l U” is identical to s” on the portion of u in the e-set, and U” is identical to m 
on the portion of U” not in the e-set. 
This means that U” may be added to Q” without changing the equivalence of Q and 
Q”, which contradicts the assumption that s is a string in the expansion of Q such 
that any string in an expansion equivalent to Q that maps to s must have more 
than k, predicates from the o-set. Hence Q must have no such strings, and there 
must be a (possibly infinite) union of conjunctive queries equivalent to Q but 
containing only unbounded e sets and bounded sets. h 
Note that we make no assumption that the union mentioned in Lemma A.6 is the 
expansion of some recursion; for our purposes it is sufficient to know that one such 
union exists. 
LEMMA A.7. Let Q be equivalent to a one-sided recursion, and let Q” be a union 
of conjunctive queries equivalent to Q but containing no unbounded connected sets 
except for a set consisting solely of e instances. Form the expansion P’ by deleting all 
the e and b literals from Q”. The distinguished variables in this new expansion are X, 
and X,. Let P” be a minimal subset of P’. Then P” is a finite nonrecursive definition 
of P. 
Proof: That P” 3 P follows from the first lemma of this proof. That P” is finite 
follows by a combinatorial argument--each element of P” contains only bounded 
connected sets; hence after a point all must be redundant. 
In more detail, suppose that in P” the largest connected set contains k, predicate 
instances. Because P” is equivalent to P, it must contain only instances of predicates 
that appear in P. Let there be ci distinct predicates in P, and let the maximal arity 
of any of these predicates be c2. The question to answer is how many distinct con- 
nected sets can be formed of at most k, predicates drawn from a set of ci predicates 
arity at most c2, where two strings are “distinct” if there is no containment 
mapping in either direction between them. 
The answer of course depends on k, , c2, and c, , but is finite, as there are finitely 
many ways to choose predicates ki predicates from a finite set, and a finite number 
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of distinct ways to distribute variables among these predicates (assuming predicates 
of bounded arity.) Let k2 be the number of distinct connected sets possible of length 
k, chosen from predicates of P. 
Then consider any string s in P’ containing more than k, k, predicate instances. 
Such a string must have at least one connected set that is redundant, or else it 
would contradict the fact that there are at most k, distinct connected sets of size 
less than k, . These redundant connected sets can be deleted without changing the 
relation defined by s, until a string containing at most k, predicate instances results. 
This shows that there is a subset of P’ equivalent to P’ such that no string in the 
subset contains more than k, predicate instances. But any union of strings of length 
at most k, consisting of bounded-arity predicates drawn from a finite set can 
contain only a finite number of distinct (with respect to containment mappings) 
elements. Hence P”, the minimal subset of P’, contains a finite number of elements, 
and is thus a nonrecursive definition for P. 1 
By definition of boundedness, since P’ is a nonrecursive, finite definition for P, 
the recursion P is bounded. This completes the proof that P is bounded recursion 
if Q is equivalent to a one-sided recursion, which in turn completes the proof of 
Theorem 3.2. 
EXAMPLE A.5. Recall that the recursion Q generated from the recursion P in 
Example A. 1 was 
4(X,, X,? X3) :-4X,), 4(X,, x2, X3). 
4(X, 3 x2, X3) :- 4x, h Po(X, 9 X,), W,). 
4(X,, x,5 X3) :-40(X,, x2, W), e(W X3). 
From Example A.2, the strings in the expansion of this recursion are of the form 
4x1) PIAX, > X*) b(X,) 
for i > 0, or of the form 
c’(X,)P~X,, W,)NW,)e(W,, W,- 0...4Wo, X3) 
for i > 0 and j 2 0. Since all but the first c(X,) predicate instance in this expansion 
are redundant, we can form an equivalent expansion Q”, in which all strings are of 
the form 
for i > 0, or of the form 
4X,) z-b(X,, X2) N Wi) 4 Wiy W, - , ) . ‘4 Wet X3) 
for i > 0 and j 2 0. In this expansion the e-set is the only unbounded connected set. 
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Applying the construction of Lemma A.7, we first eliminate the e and b predicate 
instances, which leaves us with an infinite set of strings of the form 
4x1) POW, > x*1 
which clearly is equivalent to the single string c(X,) p,,(X,, X,). This in turn is a 
nonrecursive definition equivalent to P. 
APPENDIX B: PROOF OF THEOREM 3.4 
This appendix proves Theorem 3.4 from Section 3: 
THEOREM 3.4 (Repeated). Let D be a uniformly unbounded recursive definition 
containing a single, linear recursive rule with no repeated nonrecursive predicates. 
Furthermore, suppose that D contains no recursively redundant predicates. Then if D 
does not satisfy the conditions of Theorem 3.1, there is no one-sided definition 
uniformly equivalent to D. 
We begin with an outline. We first assume that D is not one-sided, but is 
equivalent to some definition D’ that is one-sided. The proof proceeds by 
demonstrating: 
(1) For every element s in the expansion of D, there is an element s’ in the 
expansion of D’ such that s maps to s’ and s’ maps to s. 
(2). Every element s of the expansion of D has instances of at least two 
unbounded connected sets, say Ci and C,. 
(3) Suppose that h maps s to s’. Consider C; and C;, the images of C, and 
Cz under h. Because D’ is one-sided, there are two cases: 
(a) C; and C; are part of the same unbounded connected set. 
(b) C; and C; are disjoint connected sets, in which case one of the two must 
be bounded. 
(4) We complete the proof by showing that in either case, the structure of C, 
and C2 prohibits any containment mapping from s’ to s, contradicting item 1 
above. 
Now the details. 
First, because we are using uniform equivalence, we may assume without loss of 
generality that D has a single nonrecursive rule, and that the body of that nonrecur- 
sive rule is the single predicate instance to, where that instance of t, contains all the 
variables in the head of the rule. 
Next, because D is not bounded, and is not one-sided, the expansion of D must 
have at least two unbounded connected sets. (If D had no unbounded connected 
sets, a simple combinatorial argument shows that in the expansion of D, there 
is some k such that every string s,, for n > k, is mapped to by one of the first k 
strings of the expansion. But then by Theorem 2.1 of [Nau89a], D is uniformly 
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bounded.) By Lemma 3.1, this means that the full A/V graph for the recursive rule 
of D must either contain two connected components with cycles of nonzer weight, 
or one connected component with a cycle of weight > 1. 
Because D contains no recursively redundant predicates, by Theorem 3.3 any 
cycle of nonzero weight in the full A/V graph for the recursive rule of D must con- 
tain a nondistinguished variable and argument nodes from some nonrecursive 
predicate. This gives rise to chains C, and C, in the expansion of the recursion, 
where a chain is a sequence of predicates P,P, ... P,, wher for 1 <i< n, P, , 
shares a nondistinguished variable with Pi. Furthermore, a straightforward induc- 
tion on Facts 2.1 and 2.2 shows that in all but finitely many elements of the expan- 
sion, the predicate P, contains a distinguished variable V in some argument posi- 
tion such that I/ does not appear in that argument position in any other instance 
of P in the chain, and the last predicate instance P, shares a nondistinguished 
variable with the instance of t, from the recursive rule. 
We call the positions that contain these nondistinguished variables connecting 
successive predicate instances of a chain linking positions, and the variables linking 
variables. Also, in the following let the chain embedded in C, be p,, p, . .p,?, and the 
chain embedded in C, be q,,ql . . . qm. 
A point that will be important later is that if the longest acyclic path in the A/V 
graph for the recursive rule is of length 0, then if a variable V (either distinguished 
or a subscripted nondistinguished variable) appears in a linking position of a 
predicate instance produced on iteration i, V appears in no predicate instance 
produced after iteration i + c. This follows from Facts 2.1 and 2.2. 
The existence of such a chain in the expansion of a redundancy-free recursion 
with no repeated nonrecursive predicates implies that the recursion is containment- 
free; that is, if i#j, then there is no containment mapping from si to sj. This can 
be seen by noting that if s, is to map to s,, then consecutive predicates in a chain 
in s, must map to consecutive predicates in a chain in sj. Since i # j, the number 
of predicates in the instance of the chain in s, and s, are different, so no such map- 
ping is possible (the mappings for the ends of the chains are pinned down by the 
distinguished variable at one end, and the instance of t, at the other.) 
Now suppose that there is a one-sided recursion D’ uniformly equivalent to D. 
By a result due to Sagiv and Yannakakis [SYSO], every string in the expansion 
of D is mapped to by at least one string from the expansion of D’. This implies that 
for any string s in D, there is at least one string s’ in D’ such that s’ maps to s. 
Using the result due to Sagiv and Yannakakis in the other direction, we get that 
there must be some string s” in D such that s” maps to s’. Now if s” were distinct 
from s, by transitivity of containment mappings we would get that s and s” are two 
distinct elements of D such that s” maps to s. But this would contradict the fact that 
D is containment-free. So s” = s; thus s maps to s’, as required. 
If D’ is indeed one-sided, then there must be some constant k such that in any 
string in the expansion of D’, there is only one connected set containing more than 
k predicate instances. We can choose si in S such that the instances of C, and C, 
in si each contain arbitrarily many more predicate instances than k. 
234 JEFFREY F. NAUGHTON 
Now suppose that some containment mapping h maps si to sl. Let C; and C; 
denote the images of C, and C2 under h. Because the image of a connected set 
under a containment mapping must also be a connected set, C; and C; must be 
connected sets. Also, by definition of containment mapping, C; and C; must have 
the same form as C, and C,; that is, C; must contain as a subsequence a chain of 
predicate instances of the form h(t,) h( p,) h( p,, _ i) . . . h(p,), where 
(1) h(t,) shares a variable with h(p,), 
(2) for 1 < i<n, the instance h(pi) shares a variable with h(p,-,), and 
(3) h(p,) contains a distinguished variable X in the same argument position 
that held X in p. in C,, 
and C; must contain as a subsequence a chain of predicate instances of the form 
where 
Nto) NC?,) wq, ~ 1) . . . Wqo), 
(1) h(t,) shares a variable with h(q,), 
(2) for 1~ idm, the instance h(q,) shares a variable with h(q,-,), and 
(3) h(q,) contains a distinguished variable Y in the same argument position 
that held Y in q. in C,. 
First suppose that Cl, and C; both contain more than k predicate instances. 
Because D’ is one-sided, C; and C; must share predicate instances. Now consider 
mapping s’ to s. Note that because the variable X in h(p,) in C; appears in that 
argument in only one instance of p in s, h(p,) in Cl, must map to p0 in C,. 
Similarly, h(q,) in CT must map to q. in Cz. Now consider the sequence of 
predicates in s’, say h(p,) h(p,) . ..h(q.) h(q,), connecting h(p,) in C; and h(q,) in 
Cl. This sequence of predicates is a connected set; hence it must be mapped to a 
connected set in s. But this contradicts our assumption that C, and C, are disjoint. 
Hence if C; and C; are part of the same unbounded connected set, then s’ cannot 
map to s. 
Next suppose without loss of generality that C’, contains fewer than k predicate 
instances. Because there are a fixed number of variables per predicate instance in 
C;, there is some bound k’ on the number of variables that can appear in C’, . 
Because we can choose Ci to be arbitrarily large, we may assume without loss of 
generality that the first predicate (the one containing some distinguished variable in 
a linking position) in Ci was produced on iteration 0, and the last (the instance of 
to) on iteration m > k’c, where e is again the longest acyclic path in the A/V graph 
for the recursive rule. 
Intuitively, s’ cannot be mapped to s because C; cannot be “stretched” far 
enough so that t, and p0 can be mapped to their counterparts in S. In more detail, 
let the linking variables in C, be V,, . . . . I’,,, and let the variables in C; to which 
v, ‘.. V, are mapped be h( V,), . . . . h( V,). (Note that in general there must be many 
repeats among the h( I’,).) 
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Now consider mapping C’, to s by some containment mapping g. Because C; is 
the image of C,, there must be a predicate instance in C’, containing the dis- 
tinguished variable that appeared in the first predicate instance of C,. Clearly this 
predicate instance of C’, must be mapped to the first predicate instance in C, . Also, 
some instance of t, must appear in C;, and because there is only one instance of 
t, in s, the mapping for the instance of t, in C; is also fixed. 
This implies that g(h( V,)) = V,, and g(h( V,,)) = P’,. Because C’, is the image of 
C, under h, the h( V,) through h( V,) are k’ variables linking successive predicates 
of C’, together. Because linking variables can only appear on predicates produced 
(T iterations apart, this means that if the first predicate to which g maps a predicate 
instance of C’, appeared on iteration i, the last predicate to which g maps a 
predicate instance of C; must appear before iteration k’o. But the contradicts the 
fact that C, spans more than k’a iterations and that the ends of g(C;) are pinned 
to the ends of C,. So, again, s’ cannotg be mapped to s. 
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