Abstract-In this paper, we propose a novel classification method, called the nearest feature line (NFL), for face recognition. Any two feature points of the same class (person) are generalized by the feature line (FL) passing through the two points. The derived FL can capture more variations of face images than the original points and thus expands the capacity of the available database. The classification is based on the nearest distance from the query feature point to each FL. With a combined face database, the NFL error rate is about 43.7-65.4% of that of the standard eigenface method. Moreover, the NFL achieves the lowest error rate reported to date for the ORL face database.
I. INTRODUCTION
F ACE recognition has a wide range of applications such as identity authentication, access control, and surveillance. Interest and research activities in face recognition have increased significantly over the past few years. A capable face recognition system should be able to deal with variations of face images in viewpoint, illumination, and expression. However, "the variations between the images of the same face due to illumination and viewing direction are almost always larger than image variations due to change in face identity" [4] . This makes face recognition a great challenge. Two issues are central: 1) what features to use to represent a face and 2) how to classify a new face image based on the chosen representation.
In geometric feature-based methods [1] , [5] , [6] , facial features such as eyes, nose, mouth, and chin are detected. Properties and relations (e.g., areas, distances, angles) between the features are used as the descriptors of faces for recognition. Although economical and efficient in achieving data reduction and insensitive to variations in illumination and viewpoint, such features rely heavily on the extraction of facial features. Unfortunately, facial feature detection and measurement techniques developed to date have not been reliable enough to cater to this need [7] .
In contrast, template matching and neural methods [2] , [3] generally operate directly on an image-based representation (i.e., pixel intensity array). Because the detection and measurement of facial features are not required, this class of methods has been more practical and reliable as compared to geometric feature-based methods. Among various neural approaches, the convolutional neural network (CNN) [8] is a hybrid approach which combines local image sampling, a self-organizing map neural network, and a convolutional neural network. It has achieved the lowest error rate reported to date for the ORL database of Cambridge.
A successful example of face recognition using template matching is that based on the eigenface representation [9] . There, a face space is constructed or spanned by a number of eigenfaces [10] derived from a set of training face images by using Karhunen-Loeve transform or the principal component analysis (PCA) [11] . Every prototype face image in the database is represented as a feature point, i.e., a vector of weights, in the space and so is the query face image.
The nearest neighbor (NN) is a simple yet most popular method for classification. In the NN-based classification, the representational capacity of a face database and the error rate depends on how the prototypes are chosen to account for possible variations and also how many prototypes are available. However, it is impractical to exhaust all possibilities-there are an infinite number of them. In practice, only a small number of them are available for a face class, typically from one to about a dozen. It is desirable to have a sufficiently large number of feature points stored to account for as many variations as possible. We want to find a way to generalize the representational capacity of available prototype images.
A. Overview of Present Work
In this paper, we propose a novel method, called the nearest feature line (NFL), for face recognition. The basic assumption is that at least two distinct prototype feature points are available for each class, which is usually satisfied. In a feature space, which is an eigenface space in this study, the NFL method uses a linear model to interpolate and extrapolate each pair of prototype feature points belonging to the same class. More specifically, the two prototype feature points are generalized by the feature line (FL) which is the line passing through the two points. The FL approximates variants of the two prototypes under variations in pose, illumination, and expression, i.e., possible face images derived from the two. It virtually provides an infinite number of prototype feature points of the class. The capacity of the prototype set is thus expanded. The classification is done by using the minimum distance between the feature point of the query and the FL's. The classification result also provides a quantitative position number as a byproduct which can be used to indicate the relative change (in pose, illumination, and expression) between the query face and the two associated faces.
Two sets of experiments are presented to demonstrate advantages of the NFL. The first compares the NFL with the standard eigenface method of Turk and Pentland [9] , the latter using the nearest center (NC) criterion. A compound data set from five databases is used: Cambridge, Bern, Yale, Harvard, and our own (see http://markov.eee.ntu.ac.sg:8000/˜szli/demos.html for demos of our approach and comparisons). The NFL error rate is about 43.7-65.4% of that of the standard eigenface method. The second set compares the NFL with CNN [8] , using the ORL database of Cambridge, the latter work having been reported as yielding the lowest error rate for that database. The result shows that the NFL error rate is about 81% of the CNN error rate.
B. Related Work
The NFL has a close relationship with the linear combination approach [12] , the latter being a shape-based approach for recognizing three-dimensional (3-D) objects from twodimensional (2-D) images. It makes use of a linear combination of two prototypes in a feature space, whereas in [12] a 3-D object is represented by a linear combination of 2-D boundary maps of the object and the knowledge of imaging parameters is not required. An object in the image is classified as belonging to a prototype model object if it can be expressed as a linear combination of the views of the object for some set of coefficients.
A theory of view-based object recognition is presented in [13] . It is based on the observation that the views of a shape-based 3-D rigid object undergoing transformation such as rotation reside in a smooth low-dimensional manifold embedded in the space of coordinates of points attached to the object; and for the object, there exists a smooth transformation function which can map any perspective view into another view of the object. Further, it is also demonstrated that this transformation function can be approximated from a small number of views of the object. The theory is further demonstrated in [14] on a variety of objects, and its application is extended from recognition to categorization. However, object recognition in those studies is based on shape information alone; variations in illumination and texture of objects and nonrigid shape changes, crucial issues for face recognition, are not dealt with.
In [15] , a technique is presented to synthesize a new image of an object from a single 2-D view of the object using a linear combination of images of prototype objects of the same class, provided that the object belongs to linear object classes. This approach avoids the use of 3-D models for the view synthesis and is capable of generating a new view of a 3-D object from a single 2-D view of the object, using both shape and texture information. The technique requires correspondence between all feature points of prototype images and between the new image and one of the prototypes.
It is proven in [16] that with ideal point light sources, the brightness of a new image at a point can be expressed as a linear combination of the brightness of three prototype images at the corresponding point, when the viewpoint is fixed and the images are subject to variations in illumination only. This suggests that variations in illumination can be compensated for prior to recognition, by finding the underlying linear combination according to the brightness at the corresponding point in the images, expressing the new image as the linear combination of the three images, and then matching along all the nonshadowed corresponding points. The feature line can be considered as a simpler version of the spline type manifold of the parametric appearance representation [17] . There, the appearance manifold of an object is constructed from images of the object taken on a turnable (parameterized by a single parameter) under carefully controlled lighting (parameterized by another single parameter). However, such strictly controlled conditions are difficult to meet in acquiring face images. The NFL provides a simple yet useful solution.
II. THE NEAREST FEATURE LINE METHOD
The NFL assumes that at least two prototype feature points are available for each class, which is usually satisfied. It attempts to generalize the representational capacity of available prototypes to cope with various changes by using linear interpolation and extrapolation between the feature points. In the following, we define a new distance measure that will be used in the NFL and describe NFL-based classification.
Eigenfaces [9] are used in the following as the startpoint representation. We will not be addressing the issue of optimizing the selection of eigenfaces (in [18] , it is pointed out that the best information for faces recognition is not contained in eigenvectors with relatively large eigenvalues but in those with relatively small eigenvalues). Rather, we focus on the issue of classification methods and apply the NFL classification on the conventional eigenface representation.
A. The Feature Line Distance
Consider a variation in the image space from point to and the incurred variation in the feature space (which is an eigenface space, cf. Appendix, in this work) from to . The degree of the change may be measured by or . When and thus , the locus of due to the change can be approximated well enough by a straight line segment between and . Thus any change between the two can be interpolated by a point on the line. A further small change beyond can be extrapolated using the linear model.
The straight line passing through and of the same class, denoted , is called an FL of that class. The query feature point is projected onto an FL as point (Fig. 1) . The FL distance between to is defined as (1) where is some norm. side. The FL provides information about linear variants of the two prototypes, i.e., possible face images derived from the two, and virtually provides an infinite number of prototype feature points of the class that the two prototypes belong to. The capacity of the prototype set is thus expanded. Assuming that there are prototype feature points available for class , a number of lines can be constructed to represent the class. For example, feature points are expanded by their feature lines. The total number of feature lines for a number of classes is . The locus of the feature point of a face image under a perceivable variation in viewpoint, illumination, or expression, which is highly nonconvex and complex [19] , can hardly be precisely described by a straight line in the feature space. To obtain a more accurate description of the variations, one may suggest that a higher-order curve, such as splines [17] , be used. This requires 1) that there should be at least three prototype points for every class and 2) that these points should be ordered to account for relative variations described by only one parameter. For the face recognition, requirement 2) is difficult to meet; this is because the parameters describing variations in viewpoint, illumination, and facial expression, if known, are not easily separable for face images taken live and hence the feature points cannot be ordered in terms of a single parameter as in [17] . However, the FL presentation turns out to be quite sufficient for the classification purpose when used with the NFL criterion to be described in the following.
B. NFL-Based Classification
Let and be two distinct prototype feature points belonging to class . The FL distance between of the query and each feature line is calculated for each class , and each pair . This yields a number of distances. The distances are sorted in ascending order, each being associated with a class identifier, two prototypes, and the corresponding value. The NFL distance is the first rank distance (2) The first rank gives the NFL classification composed of the best matched class and the two best matched prototypes and of the class. The position parameter of the first rank match, which indicates the position of the projection of the query relative to and , can be used to infer the relative position of , as will be illustrated in experiments.
III. EXPERIMENTAL RESULTS
Two sets of experiments are presented to compare our method with the standard eigenface method of Turk and Pentland [9] and with the CNN approach [8] , both in terms of the error rate. Demonstrations of NFL and comparisons with various classification methods can be accessed at http://markov.eee.ntu.ac.sg:8000/˜szli/demos.html.
A. Comparison with Standard Eigenface Method
A compound data set of 1079 face images of 137 persons is used in this experiment. It is composed of five databases:
1 Caucasians, we have constructed a database of our own, which is composed of 179 frontal views of 47 Chinese students, each person having three or four images taken at different facial expression, viewpoints, and facial details (glasses/no glasses). A subset of the compound data set is used as the training set for computing the eigenfaces. It is composed of 544 images: five images per person are randomly chosen from the Cambridge, Bern, Yale, and Harvard databases, and two images per person are randomly chosen from our own database.
Two test schemes are designed to compare the error rate. In scheme 1, the query set is composed of the 535 images that are not used for the training (the compound data set minus the training set). Scheme 2 takes all the 1079 images as the query set; however, when an image is used as the query, it is not used as a prototype, i.e., it is removed from the prototype set, during the classification.
The error rates as functions of the number of eigenfaces are given in Fig. 2 . Using test scheme 1, the error rate of the proposed method is between 55.6 and 65.4% of that of the standard method. Using test scheme 2, it is between 43.7 and 48.3% of that.
The complexity of our method is , which is 20 for , times that of [9] . Nonetheless, it takes only less than 0.1 s to recognize a face on an HP-9000/770 workstation when 40 eigenfaces are used.
B. Comparison with Convolutional Neural Network
This experiment compares the NFL with the CNN [8] using the ORL face database of Cambridge, CNN having been reported previously as yielding the lowest error rate for that database. The training set and query set are derived in the same way as in [8] : The ten images of each of the 40 persons are randomly partitioned into two sets, resulting in 200 training images and 200 test images, with no overlapping between the two. The NFL error rate is the average of the error rates obtained by four runs (the CNN error rate given in [8] is the average of three runs [20] ), each run being performed on a random partition of the database into two sets. The NFL error rate with 40 eigenfaces is 3.125% whereas the CNN error rate is 3.83%. The former is about 81% of the latter and hence the proposed NFL approach updates the record of the lowest error rate.
C. Examples of Recognition Results
Some results of recognition under variations in viewpoint, illumination, and expression are shown in Figs. 3-5 . On the left of each figure is the query face, with feature point , and the other two are the two best retrieved faces, with feature points and , respectively. Every result is accompanied by the value of the position parameter , which indicates how is projected onto as . The caption illustrates how the parameter can be used to infer the position of relative to and , interpolating or extrapolating.
IV. CONCLUSIONS
We have proposed a new method called the NFL for face recognition. The NFL is applicable where there are at least two prototypes for each class. The error rate of the proposed method is 43.7-65.4% of that of the standard eigenface method [9] . The NFL with 40 eigenfaces has achieved the lowest error rate of 3.125% reported to date for the ORL database. The improvement is due to the feature lines' ability to expand the representational capacity of available feature points, and to account for new conditions not represented by original prototype face images.
The NFL turns out to be a general pattern recognition method, regardless of representations, applicable when there are at least two prototypes per class. Our recent research shows that the NFL outperforms the NN also in other applications such as image, texture, and audio classification and retrieval where the representations are totally different from one another (unpublished, see our demo page). We are beginning to develop a theory to justify the NFL concept.
APPENDIX EIGENFACE FEATURES
The eigenfaces are a set of orthonormal basis vectors computed from a collection of training face images. They provide a basis of low dimensional representation of the face images and are optimal in the sense of minimum mean-square error [9] , [10] . Denote the training set of face images by . The PCA is applied to the set of training images to find the eigenvectors of the covariance matrix where is the average of the ensemble. The eigenvalues of the covariance matrix are calculated.
Let be the eigenvector corresponding to the th largest eigenvalue. The first orthonormal vectors form a basis of an eigenface space. In [9] , it was found that is sufficient for a very good description of a set of face images. Eigenface-based classification is performed in two stages: 1) eigen-feature extraction. Each training face image is projected into the eigenface space as a point where , and is used as a prototype feature point. Given a query face image to be classified, its projection into the eigenface space is calculated as . 2) Classification based on the eigenfeature vectors. The simplest classification method is based on the Euclidean distance using the NN criterion. In [9] , the nearest center (NC) criterion is used in which a class is represented by the center of the 's belonging to that class, and the classification is based on the distance from to each class center.
