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Summary. In this paper an existing method for indoor Simultaneous Localisation
and Mapping (SLAM) is extended to operate in large outdoor environments using
an omnidirectional camera as its principal external sensor. The method, RatSLAM,
is based upon computational models of the area in the rat brain that maintains the
rodent’s idea of its position in the world. The system uses the visual appearance of
different locations to build hybrid spatial-topological maps of places it has experi-
enced that facilitate relocalisation and path planning. A large dataset was acquired
from a dynamic campus environment and used to verify the system’s ability to con-
struct representations of the world and simultaneously use these representations to
maintain localisation.
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1 Introduction
RatSLAM is a methodology for learning or mapping an environment while
simultaneously maintaining localisation using visual information. The system
was developed from computational models of the hippocampus of rodents -
the part of the brain responsible for a creature’s sense of place. RatSLAM has
been successfully employed on mobile robots in indoor environments [8, 9, 7].
An obvious new application for the system is outdoor mapping and localisa-
tion. This paper describes how the RatSLAM system can be made to operate
successfully on an outdoor mobile robot platform using a catadioptric camera
as its principal external sensor. The most significant change to the system
was to the visual processing component which was altered to take full advan-
tage of the omnidirectional nature of the camera. The new visual processing
method retains the nature of the original; it operates based purely on the
visual appearance of the environment and does not compute any geometrical
information.
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While this work builds in part upon early experiments reported in [10]
many aspects are new or greatly improved. In particular the visual processing
has been expanded to include colour information. Also the difficulty of the
environment that is being learnt is greatly increased, moving through more
varied environment types with greater topological complexity.
2 Background
Most work in the area of Simultaneous Localisation and Mapping for field
robots appears focused around the use of range measurement devices, partic-
ularly RADAR and laser range finders, for example [6, 1]. Vision based work
with outdoor ground robots appears to be concerned more with localisation
than concurrent mapping. Some of these vision based localisation techniques
are of interest for moving the RatSLAM system outdoors as they are similar
to the appearance based method RatSLAM used indoors.
2.1 RatSLAM
Figure 1 shows the RatSLAM model. The robot’s pose is represented within a
competitive attractor network called the Pose Cells. These cells are arranged
as a three dimensional array with two dimensions corresponding to x and y
position, and the third dimension to orientation. The competitive attractor
dynamics cause packets of activity that represent the robot’s believed position
to form in the Pose Cells. Wheel encoder information is used to perform path
integration by shifting the activity packets. The external sensors are used
to control the activity in a collection of cells called the Local View. The
environment is learnt by associating active cells in the Local View with active
Pose Cells. Relocalisation is accomplished by injecting energy into the Pose
Cells based on these learnt associations and the current Local View activity.
The new pose hypothesis then competes with the existing hypothesis via the
Pose Cells’ competitive attractor dynamics.
Recently RatSLAM has been extended to include goal seeking behaviour
based upon its learnt representation of an environment, demonstrating that
its internal maps are suitable for mobile robot navigation. The detailed im-
plementation of the RatSLAM algorithm is discussed more thoroughly in [7].
2.2 Visual Place Recognition
An attractive method of visual information processing for building environ-
ment maps is appearance based place recognition. This type of processing is
developed from the basic concept that if two camera images are very similar
then it is likely that they were acquired at nearby places. If a representative
set of images can be acquired at known locations throughout the environment
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Fig. 1. The Pose Cells store the systems sense of position. This is continually
modified by the Path Integration and Local View mechanisms which represent the
internal and external sensors respectively.
then an estimate of the robot’s current position can be determined by finding
the best match between these and the current camera image. The problem
then becomes one of image matching with a requirement for spatial invari-
ance or generalisation. If the matching process is unable to generalise over
a small area then the robot would only be able to localise at precisely the
same position as when the reference image was required. Spatial generalisa-
tion however limits the physical accuracy to the size of the area in which the
image is recognised.
Many techniques have been developed to solve the image matching prob-
lem for this application, usually building an intermediate representation of
the image that exhibits properties of spatial invariance and then employing a
representation specific matching process. Some methods for image matching
or image retrieval that have been used for robot localisation are: histogram
matching [2, 11]; image fingerprints [4]; and various types of invariant image
features [3, 13, 5]. Omnidirectional cameras are of particular interest for ap-
pearance matching since image representations can be constructed that are
invariant to the orientation of the robot. Rotation invariance is a desirable
capability for any mapping stage as the environment does not have to be
inspected from multiple orientations to acquire a complete visual map.
3 Visual Learning
The relationship between visual information and pose is learnt by forming
weighted connections between active pose and Local View cells. The connec-
tion strength βilmn between Local View cell i and Pose Cell lmn is increased
according to the activities Vi, Plmn of the respective cells and the learning
rate, λ (1). The maximum term limits the strength of a connection to that of
the best observed correlation.
βt+1ilmn = max
(
βtilmn, λViPlmn
)
(1)
Relocalisation can then occur by injecting into each Pose Cell the sum of
the Local View cells multiplied by the appropriate learnt weights. In order
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to relocalise the same Local View cells should be active each time the robot
is at the same position. The cells must also be sparsely activated to avoid
the problem of linear inseparability that can occur within the single layer
network between the Local View and Pose Cells. These two requirements can
be met by making each Local View cell respond to a different viewpoint in the
environment. In the current implementation each cell possesses a histogram
representation of a particular view, with which the current camera information
is compared. Histograms have several advantages for this application: they are
invariant to rotation when used with omnidirectional cameras; and generalise
with respect to camera position [11]. They are also compact to store and
straightforward to compute. The map that RatSLAM learns is stored in two
parts: a learnt set of views which reduce the external sensor data to sparse
set of primitives; and the Local View - Pose Cell associations which indicate
where these views may be found in the world.
3.1 Histogram Matching
Since the environment is unknown before the robot begins exploring it must
simultaneously learn new areas and recognise previously visited viewpoints.
This requires rapid online learning and recall where newly learnt informa-
tion does not invalidate older information. Recognition is accomplished by
matching the current hue and saturation histograms against a set of reference
histogram pairs using the χ2 statistic. The best match is reported to Rat-
SLAM by setting its corresponding element in the Local View vector. When
the match is weak then the unrecognised histograms are added to the refer-
ence set. In this way the system moves through the environment classifying
the camera data into a growing set of distinct views. Each learnt histogram
pair has a Local View cell to represent it to the rest of SLAM system, so as
more of the environment is explored the number of Local View cells increases.
The χ2 distances are computed separately for the hue and saturation his-
tograms and the results summed to give an overall measure of the distance
between two pairs of histograms. Once the smallest χ2 value is found it is
compared to a sensitivity threshold dm, to determine if a match has been
found. The χ2 statistic has a divide by zero condition when histogram bins
are empty so a modified version is used, where ai and bi are the ith bins of
the histograms a and b (2).
χ2 =
∑
i
{
(ai−bi)2
ai+bi
, ai + bi 6= 0
0, ai + bi = 0
(2)
Each Local View cell then represents one or more physical parts of the en-
vironment that can be distinguished from other places by the external sensor.
The physical area that a cell represents cannot be calculated or determined
a priori, beyond a rough estimate of their average size. Some cells will code
for multiple places in the environment that are visually similar. The converse
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is also true - one physical place may correspond to multiple Local View cells.
This can occur when changes to part of the environment make that area better
represented by some other Local View cell. If the environment later changes
back then the original cell will again activate when the robot re-enters the
area. It is responsibility of the rest of the SLAM process to reconcile the Lo-
cal View information with internal sensors and maintain the robot’s sense of
position.
3.2 Histogram Formation
The processing of the camera input is limited to transformation from the
camera’s native YUV colour space to the Hue Saturation Value (HSV) space
and the removal of some parts of the image. The individual histograms of hue
and saturation are then calculated. It is these histograms that represent the
visual scene to the learning process. The centre part of the image does not vary
as the robot travels, nor do the regions that do not contain the mirror. These
areas are not helpful for localisation and are removed in a masking operation
before computing the histograms (Fig. 2). No accounting can be made for the
two other constant features in the images: the support post for the mirror and
the vehicle’s operator, both of which can be seen in the lower part of Fig. 2.
While these features create a blind spot that prevents the camera from being
truly omnidirectional, there is no benefit in removing them from the image as
it is not possible to recover the obscured information.
Fig. 2. The region of the image that is included in the histograms. Other parts
of the image remain fairly constant as the robot moves, so they do not provide
information useful for learning robot location.
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3.3 Orientation
The histogram matching system will operate independently of the robots ori-
entation, however the mapping and localisation process must consider the
orientation component as it is part of the robot’s state. When each Local
View cell is created it defines its own reference orientation by associating it-
self with the current Pose Cell activity. During relocalisation a measurement
of the relative change in orientation since the recognised Local View cell was
created can be used to appropriately shift its associated Pose Cells in the θ
direction. Similarly when forming Local View – Pose Cell associations with
existing Local View cells the orientation of the Pose Cells are shifted to main-
tain the Local View cell’s reference orientation. The Pose Cell array’s θ axis
has a resolution of 36 units per revolution so the difference in orientation is
scaled and quantised to produce a θ offset. This offset is added to the θ po-
sition of Pose Cells when relocalising and subtracted when learning, so that
Local View – Pose links are always stored with no offset.
Orientation is derived from the robot’s on-board compass. While the com-
pass is an global sensor, the way that it is employed here means that only
relative measurements are provided for relocalisation. When a Local View cell
is first created the robot’s compass orientation is recorded with the cell. Later
when this cell is reactivated the difference between the current and stored
compass orientations can be used to calculate the Pose Cell offset. Using rel-
ative measurements means that even if the compass fails to find true North
around certain areas the system will still function. The compass is considered
to be locally consistent rather than globally accurate.
4 Experimental Setup
Data was recorded from a mobile robot platform while travelling along re-
peated paths through a busy campus environment. The data was then pre-
sented to the RatSLAM system in a manner indistinguishable from on line
operation.
4.1 Robot Platform
The robot platform is the CSIRO Autonomous Tractor [12]. While this vehi-
cle is able to operate without human control, in these experiments the robot
was driven manually since the environment is so complex and dangerous. The
principal sensor used in these experiments is a catadioptric camera mounted
on the front half of the vehicle. In these experiments the camera operated at
approximately 4 Hz recording 1024 × 768 YUV422 images. The other sens-
ing capabilities used in these experiments were the internal wheel odometry
sensors and an electronic compass. The nature of the vehicle’s drive system
appears to make measurement of changes in orientation through path inte-
gration very inaccurate.
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4.2 Environment
The test environment was the University of Queensland’s St Lucia campus.
The campus is a dynamic environment with sparse yet constant movement
of people and vehicles during the experiment. During the travel the robot
moved through several different environment types including: footpaths; a
board walk; a bridge; under a building; dense stands of trees; an open grass
area; pedestrian precincts and roads. The day of data gathering could be
described as extremely sunny. In shaded areas the environment appears very
dark while in areas of direct sunlight recorded images are over bright, for
instance black asphalt roads appear white. The data was recorded over a half
hour period during which the robot travelled 2.8 km. Each point on the route
shown in Fig. 3 was visited at least twice and every section of the route was
traversed in both directions. There were four three-way intersections and three
looped paths that began and ended at the same place.
Fig. 3. The approximate path of the robot. The start and finish points of the
experiment are labelled S and F . The four junctions are located at A,B,C, and D.
5 Results
The system performance can be examined by looking at the activity profiles
over time of both the Local View and the Pose Cells. In both sets of activity,
the performance measures are the consistency of the patterns of activity and
how clearly this can be related back to the robot’s position in the real world.
Since the Local View affects the robot’s sense of pose, and not the other way
around, the Local View activity should be examined first.
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5.1 Local View Activity
The Local View activity is driven by the histogram based view matching
process. Each Local View cell corresponds to one view and is active when
that view is recognised. The results of the histogram based view learning are
shown in Fig. 4. The first time the robot moves through an area it will learn
a new set of sequentially numbered views (for example the first 200 seconds
of Fig. 4). Subsequent traversals of the same path should result in the same
views being recognised in the same order, or the reverse order if the robot is
travelling in the opposite direction. In Fig. 4 the first 150 or so Local View
cells represent the central looped part of Fig. 3, 150–260 represent the loop
near junction C and 260–350 the loop near D. The remaining 150 or so views
were acquired when previously experienced areas were not recognised. The
number of extra views learnt while revisiting already surveyed areas gives an
indication of the systems competency and its ability to generalise.
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Fig. 4. The index numbers of the active Local View cells as the experiment pro-
gresses. The Local View cells that represent the marked places in Fig. 3 are indicated
here with the same labels.
There are several reasons why the vision system may fail to produce the
desired results. One obvious cause is a physical change to the environment,
such as the arrival or departure of another vehicle, which makes it visually
distinct from the learnt view of the environment. Another reason is a change
not to the physical structure of the environment but in its illumination, which
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could make the camera view appear sufficiently different to the original that
it can no longer be recognised. In the present system the brightness com-
ponent of the HSV colourspace is deliberately ignored as it is expected to
vary with changing illumination. This is not a perfect solution though and
extreme changes in solar illumination will still prevent recognition. The final
significant cause of failed recognition is insufficient spatial generalisation. If
the camera image is not truly omnidirectional then the histograms acquired
from one place at different orientations will be different, reducing the chance
of recognition. The presence of the driver and the mirror support in the image
cause this problem in the current system, although it is not a long term issue
as learning one extra view is usually enough to achieve complete visual cov-
erage of an area. In the short term it may make it more difficult to maintain
localisation when first experiencing an environment from a novel orientation,
since the alternative representation has not yet been learnt.
Some histogram pairs in Fig. 5.1 are recognised outside of the sequence
in which they were originally learnt, appearing as noise in the Local View
activity. These are not necessarily errors, rather they indicate some small
part of the environment is visually similar in histogram space to some other
distant place. RatSLAM usually associates such Local View cells with two
sets of Pose Cells, so that when this view is recognised then it is taken as
evidence that the robot could be in either of two locations. A few Local View
cells will be activated inconsistently though and do constitute false positive
type errors. RatSLAM requires that energy injected into the Pose Cells builds
up as a competing packet over several time steps, so that short term noise in
the Local View cells does not cause incorrect relocalisation.
5.2 Pose Cell Trajectories
The logged wheel velocity and steering angle data can be integrated to produce
the robot path shown in Fig. 5 - a representation that is clearly not consistent
or usable. In contrast Fig. 6 shows the x, y location of the most strongly
activated Pose Cell throughout the course of the experiment. This is not a
Cartesian map but rather a plot over time of position in the system’s own
representation. Consistency between Fig. 6 and the robots position in the real
world is the goal of the system. Repeated travels along a path in the real
world translate to overlaid Pose Cell trajectories in Fig. 6.
The RatSLAM Pose Cell array wraps around in both the x and y dimen-
sions so the trajectory moves continuously between the top and the bottom
of the figure. The central loop of Fig. 3 becomes the Pose Cell trajectory of
S,A,B, F, S′, A′ in Fig. 6 with the loop closed in both directions by jumps in
Pose Cell activity from A′ to A and from S to S′. When learning new areas
RatSLAM is driven only by path integration so the layout of the Pose Cells
used to represent the central loop is similar to the early part of Fig 5. Subse-
quent travel along this path activates the same Pose Cells as when the path
was first learnt. Certain areas such as the section of path between S′ and B
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Fig. 5. Robot path computed from wheel velocity and steering information. An
error of approximately 0.4◦ in the measurement of the steering angle is the most
significant source of path integration error. Labelled points are the same as those in
Fig. 3.
Fig. 6. Trajectory of the most strongly activated Pose Cell in x, y space. The Pose
Cells wrap around in the x and y directions. Instantaneous jumps in cell position
are shown by thin lines.
Outdoor Simultaneous Localisation and Mapping using RatSLAM 11
are not as cleanly recognised as other parts, for example A – B. This is caused
by weaker visual place recognition in these areas. The lack of generalisation
in this area is indicated by the formation of new Local View cells during the
S – B period in Fig. 4 at around 1000 seconds.
Since Fig. 6 shows only the most active Pose Cell, there appear to be
sudden changes in the robots perceived position, for example the jump from
A′ to A. These jumps occur when a new activity packet becomes dominant
after increasing in strength for several frames.
A similar effect can be seen in the small loop around the point marked C
in Fig. 3. On the first visit the loop is closed by a jump back to the junction
point, C. When the loop is revisited in the opposite direction a small spur is
formed before jumping back to original representation of the loop.
The loop around point D results in a more complex situation. On the first
pass, path integration fails to close the loop as is the usual case. There is a long
delay before the dominant activity packet moves back to the main path. This
results in separate forward and reverse paths being learnt for the area. During
a second traversal of the loop the dominant activity packet changes between
the two representations, jumping to the separate reverse path and then back
to the main path. Unlike the previous two situations where redundant parts
of Fig. 5.2 corresponded to a transfer of position, this time one path is really
being represented by two groups of Pose Cells which correspond to opposite
directions of travel.
A pair of jumps also occurred around point A when visual ambiguity
caused an incorrect activity packet to briefly become dominant.
6 Conclusion
The chief difficulty in converting the RatSLAM architecture to outdoor oper-
ation lay in reworking the vision system to use omnidirectional information.
The new system learns to distinguish different camera locations by examining
a histogram representation of their visual appearance. Despite the complex
and dynamic nature of the environment this recognition process is reliable
enough to function as the principal means of relocalisation. The only other
structural change was the addition of the orientation learning subsystem de-
scribed in Sect. 3.3. Some internal parameters also required adjustment so
that the system would have an appropriate level of confidence in the new
Local View information. After these changes RatSLAM is able to build a rep-
resentation of an outdoor environment under uncertainty of perception and
motion. This representation is learnt while exploring and simultaneously used
to maintain the systems believed position.
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