Introduction
Seasonal prediction with dynamical models of El Niño events, and the associated changes in the Southern Oscillation and atmospheric circulation, has been an area of intense interest and effort for more than two decades. The early experimental forecasts of El Niño-Southern Oscillation (ENSO) events (Cane and Zebiak 1985; Cane et al. 1986; Zebiak and Cane 1987; Battisti and Hirst 1989; Kleeman 1993 ) used simple dynamical prognostic models of the equatorial ocean coupled to a single-layer linear diagnostic atmospheric model. Schopf and Suarez (1988) 
studied ENSO vacillations with
Seasonal ensemble prediction with a coupled ocean-atmosphere model Ensemble prediction methods, in which the control initial conditions are perturbed by coupled ocean-atmosphere non-linear instabilities obtained by a breeding method, have been applied within a coupled ocean-atmosphere model with prognostic primitive equation atmospheric and oceanic components. The bred vectors have a distinct annual cycle of growth rates with the maximum occurring during boreal winter and a minimum during boreal summer. Bred vector amplitudes peak in boreal spring and have a minimum in boreal autumn. The leading empirical orthogonal functions of the 50 m ocean temperature of bred vectors have maxima in the equatorial Pacific between 120 -150°W, as well as in the western Pacific, while the associated 500 hPa streamfunction fields have large-scale wave-trains in extratropical regions that are strongly influenced by ENSO. Coupled control and ensemble forecasts for one year have been initiated on the first day of each month during a period in the 1990s to examine the sensitivity of enhanced ensemble mean skill, compared with the control, on the number and type of ensemble perturbations. The focus has been on the skill of predicting the 50 m ocean temperature in the equatorial region. For forecasts longer than about two months the root mean square errors in the ensemble mean forecasts are smaller than for the control based on averages over all the forecasts. There is considerable variability in the skill of both control and ensemble forecasts during the 1990s. In particular, forecasts through the 1997 El Niño and 1998 La Niña regime transitions tend to be less skilful than in more quiescent periods. Forecast errors tend to increase with time as expected and there are peaks in error amplitudes for forecasts verifying in boreal spring. Forecast skill increases with increasing numbers of bred vectors but saturates with little additional gain in using 64 members compared with 32. Ensemble forecasts with cyclic mode perturbations, the non-linear generalisations of finite time normal modes, are found to be more skilful than bred vectors, with eight cyclic modes producing similar error reduction in three to nine-month forecasts as 32 to 64 bred vectors.
Our results suggest that a contributing cause of the boreal spring predictability barrier is the fact that large-scale atmospheric teleconnection patterns and instabilities peak in boreal spring and in turn couple to the ocean. a global two-layer prognostic atmospheric model coupled to a two-layer equatorial Pacific prognostic ocean model. More complex coupled ocean-atmosphere general circulation models have subsequently been employed for seasonal dynamical prediction (Latif et al. 1993; Kirtman et al. 1997; Rosati et al. 1997) ; much of the literature has been reviewed by Latif et al. (1998) , Shukla et al. (2000) and Yang et al. (2006) .
It has also been realised that, as in the case of weather forecasting review the literature), ensemble prediction methods offer the prospect of improved seasonal forecasts as well as estimates of the reliability of the forecasts. For seasonal prediction with coupled oceanatmosphere models perturbations to the initial conditions can be made in the atmospheric fields (e.g. Stockdale et al. 1998) , the oceanic fields (e.g. Chen et al. 1997) or, as argued by Cai et al. (2003) and Yang et al. (2006) , it may be more appropriate to introduce ensemble perturbations that are coupled modes. Again, as in the case of ensemble weather forecasting, there are a number of ways of specifying ensemble perturbations. They could be chosen to be random fields, but then are unlikely to grow or be effective (Toth and Kalnay 1993) . More realistically ensemble perturbations can be represented as leading singular vectors in an appropriate norm, leading Lyapunov vectors or bred vectors, or leading finite-time normal modes; Frederiksen (2000) and Wei and Frederiksen (2004) review the literature and discuss the relations between these dynamical vectors.
The singular vector approach to generating ensemble perturbations in simple equatorial basin prognostic models coupled to a diagnostic linear Gill-type atmosphere has been applied by a number of authors including Kleeman (1996, 1998) , Chen et al. (1997) , Xue et al. (1997a, b) , Fan et al. (2000) and Battisti (2000, 2001) . This approach has also been employed in slightly more complex models by Moore et al. (2003) while Kleeman et al. (2003) developed a filtering method for calculating the climatically relevant singular vectors in the presence of weather noise for a coupled general circulation model. Cai et al. (2003) and Yang et al. (2006) instead seek to generate coupled ensemble perturbations through a breeding method in which fast-growing disturbances are allowed to grow for about a month to filter out some of the uncoupled purely atmospheric perturbations. The instabilities are thus non-linearly modified, as in earlier atmospheric studies (Frederiksen and Puri (1985) and references therein).
The breeding method is closely related to the method of obtaining the fastest growing mode of a linearised system by simply integrating the equations forward in time from a random initial perturbation (Brown 1969) . If the basic state is independent of time then the fastest growing normal mode emerges while if the basic state has time dependence then the fastest growing Lyapunov vector is obtained after sufficiently long integration time (Frederiksen (2000) reviews the literature). In the breeding method the non-linear equations are not explicitly linearised. Instead a control simulation and perturbed simulation are performed with the nonlinear model and the perturbations are periodically rescaled.
For short periods of rescaling, such as six or twelve hours, as used for ensemble weather prediction Kalnay 1993, Frederiksen et al. 2004 ), the equations are effectively linearised for small perturbations, but include a stochastic component due to convection.
Many models of climate prediction over the tropical Pacific encounter a predictability barrier in boreal spring (e.g. Latif and Graham 1991; Cane 1991; Yang et al. 2006 and references therein) when lagged correlations of the monthly mean Southern Oscillation index also decrease rapidly (Webster and Yang 1992; Webster 1995) . In two recent studies, Branstator (2001, 2005; hereafter FB1 and FB2) examined the seasonal variability of large-scale barotropic instabilities of the observed 300 hPa global flow field and the seasonal variability of corresponding largescale teleconnection patterns. They found that the largest amplitudes of both instabilities and the leading teleconnection patterns based on reanalyses occur in early boreal spring and plummet in late boreal spring and summer with minimum amplitudes in boreal autumn. They suggested that a likely contributing cause of the boreal spring predictability and correlation barrier may be the fact that amplitudes of the large-scale teleconnection patterns and instabilities of the atmospheric circulation have peaks during the first half of the year.
Our first aim in this paper is to examine the properties of coupled ocean-atmosphere instabilities within the coupled ocean-atmosphere model of Frederiksen et al. (2010; hereafter FFB) and relate them to the characteristics of the atmospheric instabilities and teleconnection patterns of FB1 and FB2. The FFB coupled model has fully dynamic non-linear ocean and atmosphere components and excites the fastgrowing weather instabilities and other atmospheric disturbances as well as oceanic and coupled ocean-atmosphere disturbances. In this respect it behaves like coupled oceanatmosphere general circulation models, although the physical processes are much simpler and both the atmosphere and ocean have only two active levels. To obtain the coupled instabilities we use the method of breeding which yields the leading non-linearly modified Lyapunov vectors. We note for comparison that the leading finite time normal modes (FTNMs) of FB1 are the Lyapunov vectors for the cyclic problem of time-dependent basic states with a period of one year and that the leading finite time principal oscillation patterns (FTPOPs) of FB2 are the corresponding Lyapunov vectors of empirical dynamical systems. Here we are particularly interested in coupled bred vectors for which the ocean fields have large amplitudes in the equatorial regions.
Our second major aim is to examine whether ensemble forecasts (or strictly hindcasts) with bred vectors as ensemble perturbations yield improvements over control forecasts with the coupled ocean-atmosphere model of FFB. We examine the extent to which the improvements in prediction with ensemble forecasts depend on the number of ensemble perturbations. As well, we examine the variability in forecast skill during the ENSO cycle of 1997 and 1998 and during the average annual cycle. We also examine ensemble prediction using cyclic modes, the non-linear generalisations of leading finite time normal modes, as ensemble perturbations. Cyclic modes that grow fastest over a month are used and their effects on error reduction in ensemble forecasts are compared with those of bred vectors.
The plan of this paper is as follows. In the next section we briefly discuss the coupled ocean-atmosphere model that is used in these studies. Details of the model equations and the performance of the model in simulating the ENSO cycle have been presented in the companion paper of FFB. We next present the methodology for calculating the leading bred vectors for the coupled system; we use a rescaling time of one month to filter out some of the faster-growing purely atmospheric instabilities. We also define the local, global and total growth rates of bred vector instabilities and the related relative amplification factors. The method for determining the analyses between 1 January 1992 and 1 December 2000, using a nudging scheme for data assimilation, is then described. These analyses are used for verifying the control and ensemble forecasts described in a later section. We also study the leading empirical orthogonal functions (EOFs) of the 50 m analysed ocean temperatures and the associated 500 hPa global streamfunction covariance, based on the projection of the time series of analyses onto EOF1 for the 50 m ocean temperature. Next we examine the structures of the bred vectors and their variation of growth rates and relative amplification factors over the annual cycle. Here, we also compare these quantities with growth rates and amplification factors for atmospheric instabilities and teleconnection patterns from the studies of FB1 and FB2.
We then describe control and ensemble forecasts with the coupled ocean-atmosphere model starting every month between 1 January 1992 and 1 December 1999. We focus on the root mean square error growth in the 50 m ocean temperature. Separate ensemble forecasts are performed with 2, 8, 32 and 64 paired bred vectors and the sensitivity of the skill of the ensemble forecasts to the number of bred vectors is examined. We compare the relative skill of control and ensemble forecasts based on average error growth for annual forecasts initiated monthly between 1 January 1992 and 1 December 1999. As well, we examine the variability in error growth in control and ensemble forecasts during the ENSO cycle of 1997 and 1998 and during the average annual cycle. In the next section we present corresponding ensemble forecast results using cyclic modes and compare the findings with those for bred vectors. We then discuss the sensitivity of our results and present our conclusions.
Coupled model description
The coupled ocean-atmosphere model that we use in this study is described in detail by FFB. The model solves the primitive equations for two levels in the atmosphere (250 and 750 hPa) and for two levels in the ocean (50 and 150 m) and is coupled to a third level, with fixed temperature profile, representing the abyss. The model has an atmosphere of global extent, with a circulation flowing over the topography shown in Fig. 1(a) of FFB, coupled to Pacific basin ocean as shown in Fig. 1(b) of FFB. The model resolution of both atmosphere and ocean corresponds to a grid of circa 2.3° latitude and 3.75° longitude.
As detailed in FFB, atmospheric primitive equations are described in terms of a mean streamfunction y, which is the average between the values at the upper (250 hPa) and lower (750 hPa) levels, a vertical shear streamfunction t, which is half the difference between the upper and lower-level values, the lower-level velocity potential c (equal to minus the upper-level velocity potential), and the mean and vertical shear potential temperatures q and s respectively. In the ocean, the Boussinesq approximation is used and the primitive equations are described in terms of a mean streamfunction y 0 , which is the average between the values at the upper (50 m) and lower (150 m) levels, a vertical shear streamfunction t 0 , which is half the difference between the upper and lower-level values, the lower-level velocity potential c 0 (equal to minus the upper-level velocity potential), and the mean and vertical shear temperatures q 0 and s 0 respectively. Note that q and s are the atmospheric mean and shear potential temperatures, while for convenience we denote by q 0 and s 0 the ocean mean and shear temperatures. The parameters used in our simulations are as described in FFB and include a Haney (1971) heating parameter of g = 4 Wm -2 K -1
.
Theoretical approach

Calculation of bred vectors
The coupled ocean-atmosphere instabilities analysed and employed in this paper have been obtained using the breeding method described by Toth and Kalnay (1993) and . In the breeding method a small perturbation is added to the initial conditions for a given forecast. The unperturbed control and the perturbed forecasts are then performed. After a period of time the differences between the perturbed and control forecasts are calculated. The perturbation is then scaled to a suitable small amplitude and control and perturbed forecasts are performed from the analysis and perturbed (with the scaled perturbation) analysis at the new time. The process is continued forward and generally for several pairs of perturbations with equal and opposite structures at the time of each rescaling. A schematic of the scheme is shown in Fig. 1 of . If the perturbation is kept suitably small and the restart periods sufficiently short then it can be shown that for a deterministic dynamical system the perturbation will eventually converge to the fastest growing Lyapunov vector (Toth and Kalnay 1997; Frederiksen 2000) . In our studies, we shall however be interested in the large-scale slower growing non-linearly coupled modes of the ocean-atmosphere system. For this reason the restart time is taken to be one month, which allows the large-scale coupled modes to be generated (Cai et al. 2003; Yang et al. 2006) . In general, the disturbances will consist of a contribution from atmospheric internal perturbations as well as the coupled perturbations with a larger contribution from the coupled disturbances with increasing restart period. We are primarily interested in modes for which there is a significant equatorial ocean perturbation that is coupled to a largescale atmospheric perturbation. For this reason we mask the ocean perturbation by cos 8 f, where f is latitude, at each monthly restart, but leave the atmospheric perturbations unchanged. The oceanic mask has been chosen, after experimentation, to suitably localise the perturbations in the equatorial region. We note that equatorial ocean anomalies will in general have a global response. Sensitivity to the choice of mask and to the amplitude of bred vector perturbations is discussed later. All the perturbation fields are rescaled proportionally so that the 50 m root mean square temperature is 0.1°C in the NINO3+ region at each restart time. Here the NINO3+ region is the same as the NINO3 region (90°W to 150°W) but ranges from 10°S to 10°N latitude. We use the wider latitudinal region because the ENSO anomalies and bred vectors have significant amplitudes between 10°S to 10°N latitude. The scaling factor has been chosen to optimise the ensemble forecasts.
Growth rates and relative amplification factors Suppose we denote by x (t, t) a vector of grid-point values of any of the atmospheric or oceanic fields of a bred vector initiated at time t and evolved to time t + t. Further, we denote the root mean square of the vector x (t, t), which is our L 2 norm, by ||x (t, t)||. Then, with the initial time t 0 = 0, the total amplification factor of a bred vector initiated at t and evolved between t + t 0 = t and t + t is
We may then define the local total growth rate w i (t), averaged over a time interval T 30 that we take to be 30 days, by
Further, we define the grand average, or global growth rate, w i as the average value of w i (t) as t ranges between t 0 = 0 and T max , the last initial condition for the forecasts. Thus,
We also define the local relative growth rate by
The local relative growth rate is related to R(t), the relative amplification factor, through the relationships
We can also form the average local relative growth rate <ŵ i (t)>, at a given time of the year, by averaging over the total number of years of Y max :
Thus, the average relative amplification factor <R(t)> is determined by
where <R(0)> = 1. Further, the local total growth rate <w i (t)> averaged over the number of years Y max is given by:
Analysis period
The forecasts described in this paper start from analyses beginning on 1 January 1992 and the last forecast starts from the analysis for 1 December 1999. We also examine the properties of leading bred vectors over one-month integrations starting from analyses in the same period. This period of course includes the major El Niño event of 1997 followed by the La Niña of 1998. The analyses are determined using a nudging scheme for data assimilation described in FFB. As noted there, the scheme produces flow fields that are close to observations but that are also consistent with the model; as a consequence, there are no shocks when the model is started from these analyses. Throughout the study our source for the observed atmospheric fields is the National Centers for Environmental Prediction (NCEP)/National Center for Atmospheric Research (NCAR) reanalysis project (Kalnay et al. 1996) . Also, as discussed in FFB, we have used the Reynolds (Reynolds and Smith 1994) sea-surface temperature (SST) data-set, the Bureau of Meteorology Ocean Analysis (Meinen and McPhaden 2000) data-set, and the Florida State University surface wind data-set (Bourassa et al. 2005) , as our observed data-sets for the 50 m temperature and 150 m temperature, and to calculate the observed surface wind stress anomalies. Figures 1(a) and 1(b) show the two leading EOFs, EOF1 and EOF2, respectively, of the 50 m analysed ocean temperatures between 20°S and 20°N. The first EOF explains 48.8 per cent of the variance while the second EOF explains 18.3 per cent of the variance. The leading EOF has the typical structure of El Niño variability with maximum on the equator in the eastern Pacific. The 500 hPa global streamfunction covariance, based on the projection of the time series of analyses onto EOF1 for 50 m ocean temperatures, is shown in Fig. 1(c) . Very similar patterns of 50 m ocean temperatures and 500 hPa streamfunction are found by doing a singular value decomposition (SVD, Frederiksen and Zheng (2007a) , and references therein) of the two joint fields and considering the leading coupled mode (not shown). In both the atmospheric covariance and SVD streamfunction field we note the large amplitudes in the tropics as in streamfunction EOF1 for January in Fig. 1(a) of Frederiksen and Branstator (2005) .
Empirical orthogonal functions
Coupled ocean-atmosphere instabilities
Growth rates and relative amplification factors The global growth rate of the bred vectors is w i = 0.02 day -1 , corresponding to an e-folding time of 50 days, and this is the case whether 2, 8, 32 or 64 bred vectors are used in the calculation. As discussed earlier, the growth rates of bred vectors, like the growth rates of the FTNMs of FB1, are not uniform but vary with time in the manner detailed below. Figure 2 shows the average local total growth rate, <w i (t)> (thin solid) and relative amplification factor <R(t)> Fig. 2 Local total growth rates (day -1 ) (thin solid) and relative amplification factor (non-dimensional) (thick solid) for (a) streamfunction, (b) temperature and (c) velocity potential fields, in the atmosphere and ocean, of bred vectors.
(a)
(thick solid), based on the global norm, for the coupled ocean-atmosphere instability fields obtained by breeding; the results are based on an average over eight bred vectors and breeding cycles for a month started every three days between 1 January 1992 and 1 December 1999. Figure 2(a) shows the streamfunction fields at three levels in each of the atmosphere and ocean. Figure 2(b) shows the corresponding quantities for the potential temperature fields in the atmosphere and the temperature fields in the ocean. The growth rates and amplification factors for the atmospheric and oceanic velocity potential fields are shown in Fig. 2(c) .
Comparing these diagrams with the corresponding results in Fig. 4 of FB1 for the 300 hPa atmospheric streamfunction for their FTNM1, the fastest growing FTNM, and for their five leading FTNMs, we note a number of general similarities. Firstly the maximum relative amplification factor occurs in early boreal spring and has a magnitude of around twice the value in January. It then decreases in late boreal spring attaining low values in boreal autumn and with generally increasing values in winter. We also note that the minimum in <R(t)> for both the bred vector and FTNM1 occurs between October and November. These similarities are also reflected in the local growth rates. For example, for both FTNM1 and the bred vector, the maximum in <R(t)> in early boreal spring is preceded by a local maximum in the growth rate. On the whole, the maximum in <R(t)> for the coupled instability occurs slightly later than for FTNM1 of FB1 and the variability in the growth rates <w i (t)> are perhaps not as dramatic as for the finite-time barotropic instability. These differences are probably partly due to the fact that the growth characteristics of the coupled instabilities are based on (b) (c) growth rates averaged over one month as discussed earlier.
Although the coupled fields in Fig. 2 have <R(t)> that follow very similar annual cycles we note that the peak in <R(t)> occurs in March in the atmospheric velocity potential field while it occurs somewhat later in the other dynamical and thermodynamical fields. The characteristics of the bred vector shown in Fig. 2 , including the large amplitudes of the relative amplification factor in the first half of the year, the small values in boreal autumn and the increases in boreal winter, are also representative of the FTPOPs shown in Fig. 5 of FB2 . Again, we expect that the seasonal variability in the basic state circulation is responsible for the seasonality in the growth and amplitude of the coupled instabilities.
We note that in the study of Cai et al. (2003) the maximum in the amplification factor of bred vectors in the model of Zebiak and Cane (1987) occurs in July rather than in boreal autumn. We expect that this difference is due to the fact that in the Zebiak-Cane model the atmosphere is described by a diagnostic rather than prognostic equation; it is slaved to the ocean rather than being an unstable dynamical system. Thus we might expect that a contributing cause of the boreal spring predictability barrier is the fact that the large-scale atmospheric teleconnection patterns and instabilities peak in boreal spring and in turn couple to the ocean.
We note that there is frequently an out of phase relationship between the amplitude of the 50 m temperature field of the bred vectors and the 50 m temperature anomaly of the analysis. This may be seen from Fig. 3 , which shows the thirteen-month running average time series of the projection coefficient of 50 m analysed ocean temperatures (green solid) onto EOF1 for the analyses (with the structure and scale in Fig. 1(a) ) for the period between 1 January 1992 and 1 December 1999. For the same period, Fig. 3 also shows the thirteen-month running average time series of the projection coefficient of 50 m ocean temperatures for a bred vector (black open) onto EOF1 for bred vectors (with the structure and scale in Fig. 4(a) ). Similar results are seen between other EOFs and using different running mean filters. This phenomenon has also been discussed by Cai et al. (2003) and Yang et al. (2006) .
Structures of bred vectors
Oceanic temperature and atmospheric streamfunction fields. The structure of EOFs 1 and 2, based on data from all the months during the year, for the 50 m oceanic temperature field of the bred vectors are shown in Figs 4(a) and 4(b) respectively; the results shown are based on 32 bred vector fields at the initial time in each month between 1 January 1992 and 1 December 1999. Annual EOF1 explains 9.1 per cent of the variance and EOF2 6.8 per cent of the variance; the first ten EOFs together explain 44.7 per cent of the variance. We note the large amplitude on or near the equator is also characteristic of the basic state anomaly field in Fig.  1(a) . The 500 hPa global bred vector streamfunction covariance field, which corresponds to the projection of the time series of analyses onto annual EOF1 for 50 m ocean temperatures, is shown in Fig. 4(c) . Again, very similar patterns for 50 m ocean temperatures and 500 hPa streamfunction are found by doing a singular value decomposition of the two joint fields (not shown). For both the 50 m ocean temperature and 500 hPa atmospheric streamfunction fields of the bred vectors we note some qualitative similarities with the bred vector results of Yang et al. (2006) (Figs 9 and 10 ). In particular, for our model and for the two models considered by Yang et al. there are maxima of the 50 m or thermocline EOFs in the equatorial regions near 120-150°W, while the 500 hPa streamfunction and geopotential height fields have large-scale wave-trains in the extratropics. Our ocean fields also have significant amplitudes in the western Pacific.
Atmospheric velocity potential fields. The 750 hPa global bred vector velocity potential covariance field based on data over the whole annual cycle, which corresponds to the projection of the time series of analyses onto annual EOF1 for 50 m ocean temperatures, is shown in Fig. 5 . We note that the velocity potential has a significant zonal wave number one component, indicative of changes in the Walker circulation, on which are superimposed smaller-scale features. Again a SVD of the two joint 50 m ocean temperature and 750 hPa velocity potential produces very similar patterns to those in Figs 4(a) and 5 (not shown).
Oceanic zonal currents and atmospheric zonal velocity fields. The structure of EOF1 for the 50 m oceanic zonal current of the bred vectors based on data over the annual cycle is shown in Fig. 6(a) . The 750 hPa bred vector zonal velocity Thirteen-month running mean time series of the projection coefficient of 50 m analysed ocean temperatures (°C) (green solid) onto EOF1 for the analyses (with the structure and scale in Fig. 1(a) ) for the period between 1 January 1992 and 1 December 1999. Also shown is the corresponding thirteen-month running average time series of the projection coefficient of 50 m ocean temperatures (°C) for a bred vector (black open) onto EOF1 for bred vectors (with the structure and scale in Fig. 4(a) ).
covariance field, which corresponds to the projection of the time series of analyses onto annual EOF1 for the 50 m ocean zonal current, is shown in Fig. 6(b) . We note the somewhat similar structure between the corresponding oceanic and atmospheric fields with the atmospheric velocities extending downstream of the oceanic zonal currents. These fields have large amplitudes at the longitudes where westerly wind bursts commonly occur (Seiki and Takayabu (2007a, b) review the literature). Seiki and Takayabu (2007a) note that a strong Madden Julian Oscillation (MJO) amplitude is a favourable condition for westerly wind burst formation but is not a sufficient condition.
Seasonal variability of bred vector structures. As well as annual EOFs based on bred vector fields for the whole period between 1 January 1992 and 1 December 1999, we have calculated EOFs for the four seasons. Figure 7(a) shows, as an example, EOF1 for the 50 m temperature field of the bred vectors for December-January-February (DJF); this EOF ex- Fig.  7(b) . We note that the scales of the extratropical wave-trains are similar to those of the intraseasonal instability mode in Fig. 3(a) of Frederiksen (2002) and to those for the bred vectors in our Fig. 4(c) for the whole year; see also the intraseasonal modes of Frederiksen and Zheng (2004; . We noted earlier that the bred vectors had largest relative amplification factor in boreal spring. Indeed, EOFs 1 and 2 for the 50 m temperature field of the bred vectors for March-AprilMay (MAM) (not shown) are very similar to EOFs 1 and 2 for the whole year shown in Figs 4(a) and 4(b). For MAM EOFs 1 and 2 explain 15.7 per cent and 10.0 per cent of the variance, which are larger percentages than for the annual EOFs, and the first ten EOFs explain 60.4 per cent of the variance.
Seasonal forecast results using bred vectors
We have performed one-year forecasts with the coupled ocean-atmosphere model described briefly earlier and in more detail by FFB. These forecasts have been carried out starting on the first day of each month between 1 January 1992 and 1 December 1999. The control forecasts start from analyses obtained by using the nudging method of data assimilation as described herein and by FFB. For the ensemble forecasts the control initial conditions are perturbed by the bred vectors obtained as described in the previous section. In this section we use only the oceanic components of the bred vectors while in the 'sensitivity studies' section we discuss how the results change if both the oceanic and atmospheric components are used. Ensemble forecasts have been performed with 2, 8, 32 and 64 paired bred vector perturbations; each member of the pair having the same structure but opposite signs. This ensures that the initial conditions for the ensemble mean are identical to those for the control.
Our focus will be on the skill of forecasts in predicting the 50 m ocean temperature for the NINO3+ region. Our results for this variable are also reflected in the 150 m ocean temperature and by implication the results for SSTs should also be qualitatively similar. Given the ocean temperatures and SSTs it would be possible to perform seasonal atmospheric forecasts using more sophisticated atmospheric models than considered in our coupled runs. Thus, these ocean fields seem of particular interest.
Average forecast error growth
We consider first how the root mean square (rms) forecast errors in the 50 m ocean temperatures in the NINO3+ region grow on average in twelve-month ensemble and control forecasts. Figure 8(a) shows the mean amplification of rms errors over twelve months where these errors have been averaged over all forecasts which started once a month between 1 January 1992 and 1 December 1999; the ensemble results are based on eight members. We note that for forecasts longer than about two months the errors of the ensemble mean forecasts are smaller than for the control forecasts. Moreover the relative improvement in the ensemble mean forecasts over the control grows with time until the errors saturate towards the end of the twelvemonth period. The qualitative behaviour shown in Fig. 8(a) is quite similar to that seen in ten-day control and ensemble mean weather forecasts , Fig.  5 and references therein); in the case of weather forecasts the ensemble mean performs better than the control after about three days and the differences between the control and ensemble forecast errors increase and then saturate at about ten days. It is perhaps not surprising that the generic behaviour of errors in control and ensemble forecasts is similar in seasonal and weather prediction, but with different time-scales, given the arguments of Leith (1974) who notes that on average errors in control forecasts will, with time, approach twice the climatological variance while errors in the ensemble mean forecasts will only approach the climatological variance (for sufficiently large ensembles). Thus, because of the non-linear filtering that occurs with the ensemble mean it should produce better forecasts on average in the medium range before saturation. The sensitivity of the skill of ensemble forecasts to the number of members in the ensembles may be deduced from Fig. 8(b) which shows the difference in the control minus ensemble forecast errors as a function of month and of the number of ensemble members. As expected, the larger the number of realisations the better the ensemble forecast is on average. Nevertheless, the improvement with increasing number of ensemble members saturates; there is little additional gain in using 64 members compared with using 32 members. Again Leith (1974) explains analytically why this should be the case.
Error growth variability during the ENSO cycle Next we examine the variability of rms error growth during the period between 1 January 1992 and 1 December 1999, which includes the large El Niño event of 1997 and the La Niña event of 1998. Figure 9 shows the rms errors in 50 m ocean temperatures in the NINO3+ region for twelve-month forecasts started each month. We note the considerable variability in rms errors of both control and ensemble mean forecasts, based on eight ensemble members, during this period. In particular there is large variability in error amplitude during the El Niño event of 1997 and the subsequent La Niña event of 1998. We note that both the control and ensemble mean forecasts have difficulty in capturing the El Niño regime transition; here parallels may be drawn with the difficulty that weather forecasts have in predicting blocking regime transitions ). Nevertheless, we note that errors in the ensemble mean forecasts are generally reduced in comparison with the control forecasts and that this reduction also applies to forecasts through the El Niño regime transition. Once the El Niño conditions have been established then errors in both the control and ensemble mean forecasts are generally reduced; again there are similarities with weather forecasts where errors are also generally reduced for forecasts when a mature block has been established . Forecasts through the La Niña transition also tend to be less skilful than in more quiescent periods with the ensemble mean forecasts having generally smaller errors than the control.
Seasonal variability of error growth
Next, we examine the variability of forecast error growth during the annual cycle. We obtain the mean errors in a given month by averaging the forecast's errors in that month over all the years between 1992 and 1999. We display the results in Fig. 10 which shows the annual cycle of error growth in the ensemble mean, based on eight ensemble members, and control forecasts, as well as the control minus ensemble mean difference, for rms errors in 50 m ocean temperatures in the NINO3+ region. From Fig. 10 we note the general tendency of errors to increase with time, as expected, and as well that there are peaks in amplitudes of errors for forecasts verifying in boreal spring. The forecasts error amplitudes show the characteristic boreal spring predictability barrier (e.g. Latif and Graham 1991; Cane 1991; Yang et al. 2006 and references therein) ; this is also consistent with the coupled ocean-atmosphere instabilities peaking in boreal spring as shown in Fig. 2. Figure 10(c) shows that the ensemble mean forecasts generally perform better than the control forecasts, including during boreal spring. Seasonal forecast results using cyclic modes Studies similar to those described in the previous sections for bred vector perturbations have also been performed for cyclic modes. Cyclic modes are the non-linear generalisations of finite time normal modes (Frederiksen 1997; Wei and Frederiksen 2005) . In this study the leading cyclic modes are obtained through a method similar to the breeding method but with recycling of the perturbations (see the appendix of Wei and Frederiksen (2005) ). A given cyclic mode obtained from the previous month's cycle is scaled, so that the 50 m root mean square temperature is 0.1°C in the NINO3+ region, integrated forward for a month and taken back to the start of the same month. The process is then iterated. Here, on the third monthly integration for each month, the perturbation is used for the twelve-month ensemble forecast and as the initial perturbation for the next month. The process is continued each month between 1 January 1992 and 1 December 1999.
In this section we make a brief comparison of ensemble forecasts with the oceanic components of cyclic mode perturbations and with bred vector perturbations of the previous section. Firstly we consider how the results in Fig. 8(b) , for eight ensemble members, differ if instead cyclic modes are used. Figure 11 shows the cyclic mode minus bred vector results for (control -ensemble) rms errors in 50 m ocean (a) (a)
temperatures in the NINO3+ region for twelve-month forecasts started each month. We note from Figs 8(b) and 11 that the error reduction with eight cyclic modes in three to ninemonth ensemble forecasts (values in Fig. 11 plus results in Fig. 8(b) for eight bred vectors) is very similar to that with 32 to 64 bred vectors. Secondly, we show in Fig. 12 how this additional error reduction, in ensemble forecasts over control forecasts for cyclic modes compared with bred vectors, varies with the annual cycle. The differences in error reduction are again for eight ensemble members of each type. We note that the improvements using cyclic modes in ensemble forecasts occur primarily during the second half of the year in three to nine-month ensemble forecasts. Importantly the largest error reductions occur for forecasts verifying in boreal spring.
The findings in this section, comparing the effectiveness of cyclic modes, the non-linear generalisations of finite time normal modes, and bred vectors, the non-linear generalisations of Lyapunov vectors, have relationships with the results of Wei and Frederiksen (2004) that may be significant. Wei and Frederiksen (2004) performed tangent linear barotropic simulations of 100 initially random errors on evolving southern hemisphere atmospheric flows. They found that for integrations periods between one day and fourteen days mean pattern correlations between the evolved errors and leading FTNMs were generally considerably larger than with leading Lyapunov vectors. FTNMs might therefore be expected to be more efficient in improving ensemble forecasts compared with Lyapunov vectors, as we have found here for their nonlinear generalisations in coupled forecasts.
Sensitivity studies
We have examined the sensitivity of our results to the choice of model parameters, as described to some extent in FFB, and to the specification of the coupled instabilities used as ensemble perturbations. In this section we briefly discuss forecast sensitivity to the specification of the bred vectors. As well as the studies described earlier, where the ensemble perturbations used the oceanic components of the bred vectors, we have performed analogous forecasts using the coupled bred vectors with both oceanic and atmospheric components. This change has little effect on the error reduction with ensembles in forecasting the 50 m or 150 m ocean temperatures. However, as might be expected, the atmospheric components of coupled bred vectors that grow fastest over a month are not ideal perturbations for ensemble weather forecasting. In fact, the atmospheric components of the bred vectors cause a decrease in atmospheric ensemble forecasting skill, particularly for forecasts of about a month. Of course, one could perturb the atmosphere with bred vectors that grow fast over six or twelve hours, and that may be a useful strategy with more complex coupled general circulation models, but that is beyond the scope of our present study.
We have also performed sensitivity studies to examine the effects of using different specifications of the mask for the ocean components of the bred vectors and of using different rescaling factors. Our choice of the mask and rescaling factor described earlier is based on this experimentation.
Discussion and conclusions
We have applied ensemble prediction methods, in which the control initial conditions are perturbed by coupled oceanatmosphere disturbances, within the coupled ocean-atmosphere model of FFB. The coupled ocean-atmosphere instabilities are obtained using a breeding method in which the perturbations are grown over a period of a month before rescaling. The coupled modes are therefore non-linearly modified and the method effectively filters out the faster growing weather instabilities of the dynamical atmospheric model. First, we have studied in some detail the properties of the leading coupled ocean-atmosphere non-linear modes. The bred vectors have a global growth rate of 0.02 day -1 corresponding to an e-folding time of 50 days. However, the local growth rates of bred vectors are not uniform but vary with time in a way similar to the leading barotropic atmospheric FTNMs of FB1 and atmospheric teleconnection pattern FTPOPs of FB2. The most striking similarity between the bred vectors and the atmospheric FTNMs and FTPOPs is in the seasonality of the growth rates of the leading disturbances. For bred vectors and FTNMs and FTPOPs there is a distinct annual cycle of these growth rates with the maximum occurring during the middle of the boreal cold season and a minimum being present during the boreal warm season. The amplitude of this annual cycle for bred vectors is also rather similar to that for the FTPOPs with a difference in average growth rates of about 0.02 day -1 between warm and cold seasons (Fig. 2) while the leading FTNMs have a corresponding range of roughly twice this amount. The similarity in the seasonality of growth characteristics is even more evident if one considers the time-integrated effects of growth, as given by our relative amplification rate. In this case one finds that the bred vectors and atmospheric FTNMs and FTPOPs have maximum amplitudes in boreal spring and minimum amplitudes in boreal autumn.
The leading EOFs of the 50 m ocean temperature of bred vectors have maxima in the equatorial Pacific between 120 -150°W as well as in the western Pacific, while the associated 500 hPa streamfunction fields have large-scale wave-trains in the extratropics, including over the North Pacific, North American and Australian regions that are strongly influenced by ENSO. The associated 750 hPa velocity potential has a significant wave number one component centred on the equator indicative of changes in the Walker circulation. The leading EOFs of the 50 m ocean zonal current of bred vectors have maximum amplitudes in the equatorial western Pacific with associated 750 hPa atmospheric zonal winds extending from this region across the central Pacific. In many respects the properties of the bred vectors are similar to those found by Yang et al. (2006) for two coupled general circulation models, although our 50 m ocean temperature EOFs have additional centres in the western Pacific.
The second part of our study has been to perform oneyear control and ensemble forecasts with the coupled oceanatmosphere model of FFB. The control forecasts have been initiated on the first day of each month between 1 January 1992 and 1 December 1999 from analyses obtained using the nudging method of data assimilation that ensures the analyses are consistent with the model and the forecasts start without shocks. For the ensemble forecasts bred vectors perturb the analyses and we have considered 2, 8, 32 and 64 paired bred vectors with each member of the pair having the same structure but opposite sign. This ensures that the ensemble mean forecast starts from the same analysis as the control. We have focused on the skill of predicting the 50 m ocean temperature for the NINO3+ region.
We find that for forecasts longer than about two months the rms errors in the ensemble mean forecasts are smaller than for the control based on averages over all the forecasts started between 1 January 1992 and 1 December 1999. There is considerable variability in the skill of both control and ensemble forecasts during the period studied. This is particularly the case during the period between the start of the El Niño event of 1997 and the La Niña of 1998. Both the control and ensemble mean forecasts have difficulty in capturing the regime transition into the El Niño event. Once the El Niño conditions have been established predictability improves with rms errors in control and ensemble mean forecasts generally reduced. Similarly, forecasts through the La Niña regime transition also tend to be less skilful than in more quiescent periods. In general the ensemble mean forecasts have smaller rms errors than the control. Again, there is significant variability in forecast error growth during the annual cycle. As expected errors increase with time and there are peaks in error amplitudes for forecasts verifying in boreal spring. This is consistent with the bred vector coupled ocean-atmosphere instabilities peaking in boreal spring (Fig. 2) .
Ensemble mean forecast skill improves with increasing number of bred vector perturbations but the improvement saturates for larger number of members with little additional gain in using 64 members compared with 32. We have also performed similar ensemble forecasts using cyclic modes, non-linear generalisations of finite time normal modes, for ensemble perturbations. We have found that ensemble mean forecasts based on eight cyclic modes have similar skill in three to nine-month forecasts as those based on 32 to 64 bred vectors.
We have argued on the basis of the results of FB1, FB2 and our findings in this paper that we expect that a contributing cause of the boreal spring predictability barrier is the fact that large-scale atmospheric teleconnection patterns and instabilities peak in boreal spring and in turn couple to the ocean.
In future studies we plan to examine in more detail the relationships between bred vectors and cyclic modes and their relative efficacy in seasonal ensemble prediction.
