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光情報処理技術は，次|止代の情報処理システムの開発において非常に魅力のある研究対
象である.なぜなら，情報媒体としての光には， 'l.t列 'It，月tf誘導性，高帯域性，非干渉性
等多くの優れた特性があり，この特性を利用すれば現存する電子コンピュータの処理能力
をはるかに凌駕する大容量情報処理システム「光コンピュータ」の実現が期待できるから
である [1-6].大容量情報処理システムの開発は様々な分野から要請されている.例を挙げ
ると，衛星画像や医用阿像等の膨大な画像データの処理;人工知能開発における大容呈-知
識ベースの処理;複雑な物開現象をシミュレートする計算科学;実世界の膨大な情報を実
時間で処理するリアルワールドコンビューティングなどがあり いずれも現存するコン
ピュータシステムで処理するには能力が不足している [7-9]. 電子システムは大容量情報処
理の需要に答えるべく進歩を続けているが，近年，需要の伸びに対する処理性能の伸びが
鈍化してきている [10].特に，半導体集積化の技術が進むにつれて，配線容量の増加によ
る遅延時間・消費電力の増加， 2 次元面内の配線の制限 微細化・高速化にともなうノイ
ズ耐性の低下などの電気的な配線に起因する能力の制限が顕著になってきた.光情報処理
技術は，この配線に関わる能力の制限を解決することが期待されている.光の高速伝送能
力を活かした光通信は実用化され また コンビューテイングシステム内の装罰間・モ
ジュール間信号伝送に光を用いる光接続技術も実用段階に入ろうとしている [1 1]. 光演算
システムの研究は，さらに演算の部分にも光を導入し，光の特性を十分活かした高性能コ
ンピュータを実現することを目標としている.
これまでの光演算システムの研究により，演算方式，光デバイス，アーキテクチヤ，シ
ステム構成法，実装技術，並列プログラム法等が検討'され，着実な成果が上がっている.
演算原理としては データを 2 次元 2 値離散画像上のパターン群で表し 並列ディジタル
演算を実行する光演算技術が提案されている.代表的なものとしては 光アレイロジック
[12]，記号置換論理[13]， 2 値画像代数[14]，画像論理代数[15]等が考案されている.これ
らの技術は，離散相関演算等の光情報処理手法を有効に利用して，
1 )大容量情報の一括並列処理，
2 )複雑な画素間接続の実現，
3 )柔軟性の高いディジタル演算の実行
といった優れた特長を持つ.
これらの光演算技術の有効性を確認するためには その実行システムを構成することが
不可欠であるが，コンビューテイングシステムとして完全な形で動作しているものは報告
されていない. しかし 近年の光エレクトロニクス技術の進歩により様々な光機能糸・
[ 16-20]が利用できるようになり，実験システムが試作されてきている.例としては，
OPALS (optical parallel array logic system)[21 ], DOCIP (digital optical cellular image 
processor)[22], O-CLIP (optical cellular logic image processor)[23J, レギ、ユラー接続プロセッ
サ[24] などがある.これまでの試作システムは 提案している光演算システムの部分的な
機能のみを実現しているものが多い.また デバイスやシステム構成の未熟さから，演算
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の自由度，並列度や迷度の点で十分な性能を持つとは言えない. したがって，完全なシス
テムの実現を目指して，問題点の検討と要素技術の向上のためにさらに試作研究を行う必
要がある.
これまでの光演算システムの構成に関する検討から いくつかの間題点が明らかになっ
てきている.まず，処理の自由度や並列性の向上を図るほど 光学系の光強度分布や光機
能素子の特性に対する均 }性・安定性が強く要求されるようになり 光演算システムの構
成が非常に困難になることが挙げられる.また，離散相関演算の様な光情報処理技術は，
多くのデータに対して同ーの処理を a括して実行することには適しているが，データごと
に様々な処理を行う必要がある場合は処理効率が低下する.これらの問題を解決する一つ
の手法として，処理画素数は比較的小規模で，演算は固定の光演算モジュールを多数接続
して，大規模な光演算システムを構成する分散モジュールアーキテクチャが検討されてい
る [25]. この場合，多くのモジ、ユールを効率良く連結する手法の開発が課題となる. しか
し，このアーキテクチャでは 固定光演算モジュールを利用しているため 処理内容の可
変性・汎用性が犠牲になっている.
方，高密度，高並列な光機能素子が実現可能になるにつれ 光学系の実装技術の未熟
さが認識されてきている.従来の光演算システムの試作では 光学定盤上に個別の光学素
子を配置して構成していた. McCormickらによる光スイッチングネットワークは特別に設
計した光学素子のマウントを使い，非常に洗練された光学系により構成されている [26].
しかし，実用的なシステムとするためには，定盤から脱却し，安定性・信頼性を持ち，高
精度の位置合わせができる光学系実装技術の開発が必要である.有望な並列光演算システ
ムの構成技術としては，微小光学素子を用いた 3 次元集積光学技術がある.屈折半分布型
レンズを高精度に組み合わせて集積光学系を構成するタイプとして，積層プレーナ光学系
[27]や，光パス接続システム等[28]が提案されている.また， リソグラフィ技術を利用して
回折型光学素子をガラス基板上に作製し，所望の光学系を高精度に構成するプレーナ光学
系[29]が提案されている.また，面発光レーザーやV-STEP等の半導体光素子の基板上にリ
ソグラフイー技術を利用して回折型光学素子を直接集積した光機能素子が開発されている
[30, 31 ].以上の技術は光学系をサブミリレベルに微小化・集積化するものであるが，情報
処理能力を左右する空間帯域幅積が小さいという欠点を持っている.この欠点を克服する
手法として， ミリメーターレベルの光学素子でコンパクトに構成したソリッド光学系[32 ，
33]が提案されている.このように，実際にシステムを構築するための具体的な技術が必要
とされている.
本研究の目的は，高度の並列性と接続能力を持つ並列デジタル光演算システムの侍成に
おける問題を明らかにし，それを解決するための方策を検討・評価することである.特
に，大阪大学の谷田と 一岡によって考案された光アレイロジック [12] を基本花列光演算原
理として設定し，その実行システムを検討する.光アレイロジックは，光の特性を活かす
ことができ，演算の明確な設計思想、を持つ優れた光演算技術で、ある. しかし，これまで提
案されている実行システムは構想の域を出ていないため，十分な性能を持つシステムの
ハードウエア化のためには多くの課題を解決する必要がある.そこで，本研究では，並列
光演算システムの機能性と実現性を考慮したモジ、ユール統合型光演算システムを提唱し，
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その概念に基づき，光演算モジ、ユールの設計・試作，高機能化の検討，光緩続ネ ッ トワー
クの提案，実装技術の提案を行う.
第 l 章では，本論文で対象として設定する並列光演算システムの演算原理およびモ
ジュール統合型光演算システムの基本構成を示し，その実現における要求事項と利用でき
る技術について概説する.
第 2 章では，モジ、ユール統合型光演算システムの必安最小限な構成といえる光・電子複
合型H-OPALS を試作し，実際に並列処理を実行させて性能評価を行った結果について述べ
る.
第 3 章では，実用性の向上を目指して， OPALSのコンパクトな実装を実現する反射塑多
重投影相関器を提案する.そして，基礎実験により原理を確認し，高官皮化に関する検討
を行う.
第 4 章では，光アレイロジックを実行するための重要な構成要素である離散相関器の能
力を拡張する手法として，多段離散相関器を用いたカーネル分割処理を提案する.そし
て，設計例を示し，従来法との比較により本手法の布効性を明らかにする.
第 5 章では，光演算モジュール聞を結合する両像接続ネットワークとしてパンヤンネ ッ
トワークの光学的実現法を提案する.そして，試作実験により パンヤンネ ッ トワーク実
現光学系の原理を確認する
第 6 章では，光演算システムを構成するうえで重要な技術となる光学系の実装方法とし
て，反射型ブロック光学系を提案する.そして，基礎実験により原理を確認し，実現に必
要な技術を検討する.
最後に，本研究の成果について総括し，今後の研究課題について述べる.
-3-
第 1 章 モジ.ュール統合型光演算システム 第 1 章 モジュ ール統合型光演算システム
第 1 章 モジュール統合型光演算システム
門川???????? ???円ノ』今
1.1 緒言
光の自由空間伝橋には レンズによる結像作用やフーリエ変換に見られるような l高度の
並列性が存在する.この特性を活かして大容量データの処理を行うことが，並列光演算シ
ステム開発の動機の Aつである.離散相関演算は 光の並列性と接続能力を活かして 2 値
画像データを処理対象としたディジタル演算を実行する光情報処理技術である.この離散
相関演算を用いて任立のディジタル処理を実行する並列光演算技術として，光アレイロ
ジ ッ ク [12]，記号置換論理[13]， 2 値画像代数[14]，画像論理代数[15] などが開発されてい
る.これらの技術をもとにした並列光演算システムの研究がこれまでになされてきたが，
残念ながら実用的なシステムの開発には至っていない.その原因としては，処理速度，消
費エネルギー，並列度等の点で十分な性能を持つ光機能デバイスが開発されていないこ
と，高い並列度を活かしきれるだけの安定性，位置合わせ精度，光量の均一性等を達成し
得る光学系の構成法が確立されていないことなどが考えられる.また，離散相関演算に基
づく並列光演算技術は 大容量データに対する一括処理には適しているが，個々のデータ
を対象とする処理には向かないため，結果として単純な処理しか実現できていない.
本章では，以上の問題点を考慮し，本研究において対象として設定する並列光演算シス
テムの基本概念を明確にする. 1.2では 対象とする並列ディジタル光演算の基本原理につ
いて述べる. 1.3では 並列光演算システムの実現性・機能性・拡張性を考慮して考案し
た，モジュール統合型光演算システムの基本概念について述べる.
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図1.1 離散相関演算
理イ直の設定を明論理，暗論理と呼ぶ.
離散相関演算の実行に必要な画像の複製，シフト，重ね合わせは，光学的処理を用いて
高密度の 2 次元画像に対して並列に実行することができる. したがって，離散相関演算は
光学処理に適したディジタル演算の基本原理として有望である.離散相関演算を実行する
相関器として，様々な光学系が提案されている.カーネル国定型の離散相関器としては，
渉計を応用した光学系[13]や，ホログラムを用いた光学系[35]が提案されている. ー方，
カーネルの動的な変更が可能な相関器としては，多重投影光学系[36]や，プリズムアレイ
[21 ]，分割鏡[37] ， レンズアレイ [38]，フィルタアレイ [39] を用いた光学系が提案されてい
る. 2 値化処理は，種々の非線形光学素子や，光電子集積回路によって実現できるい0].
離散相関器は，光接続ネットワークとして解釈することもできる.入力・出力画像中の
各画素を 2 次元平面に配置されたノードと考えると，各ノード聞を共通の接続パターンに
より，ノードの位置に対して不変な接続(スペースインバリアント接続) [55] をするネ ッ
トワークとみなすことができる.この場合，カーネルのパターンが全ノードに対する近傍
ノード間の接続パターンを表す. したがって，カーネル点の数は各ノードからのファンア
ウト数，あるいは各ノードへのファンイン数に等しくなる.
1.2 並列ディジタル光演算技術
本研究では，光演算システムの基本原理として光アレイロジックを採用する.光アレイ
ロジックに基づいた研究によって得られる知見は， 1. 1 で挙げた他の離散相関演算を基礎と
した並列光演算技術に対しでも適用可能な場合が多く，有益な情報となる.本節では，ま
ず離散相関演算について述べる.次に，光アレイロジックについて簡単に説明し，その実
行システムである並列光アレイロジツクシステムOPALSについて述べる.
1.2.1 離散相関演算
離散相関演算は 2 イ直離散画像とカーネルと呼ばれる点像パターンとの相互相関演算と
して定義される(図l. 1) [34]. カーネルは，入力画像の画素間隔と等しい間隔の格子上に
配置されたデルタ関数により構成されている.デルタ関数が配置されている点をカーネル
点と呼ぶ.離散相関演算は，カーネル点の数だけ入力画像を複製し，各複製画像に対して
各カーネル点からカーネルの原点までの距離と方向に相当するシフトを実行し"それらを
重ね合わせる操作と等価である.重ね合わせの結果として 得られる画像は多値離散画像
となるが，画素イ直 l 以上をすべて l に，画素値 O を O に変換して得た 2 値画像を出力画像
とする.入力画像および出力阿像おいて画素値 l を論理値 l に対応づけると， i雑散相関j寅
~により，カーネル点で指定される近傍画素との多入力OR演算が実行される.逆に凶I素値
O を論理値 l に対)，むづけると 近傍国i素との多入力AND演算が実行される.それぞれの論
1.2.2 光アレイロジック
光アレイロジック [12] は，データの空間的符号化と離散相関演算に基づく並列光演算原
理である.光学的並列処理を利用して， 2 枚の 2 値離散画像に対する任意の近傍画素間論
理演算を実行することができる.図1.2に光アレイロジックの処理手順を示す.まず， 2 枚
の入力画像A ， Bを符号化ルールに従い，符号化画像Cへ変換する.次に，符号化画像に対
して離散相関演算を実行する.光アレイロジックでは，この時のカーネルを演算カーネル
と呼ぶ.相関阿像を上下左右の方向に一画素おきにサンプリングして復号を行う. 一二つの
入力@î像を一つの画像として符号化すると，相関演算により 2 入力画像間の任意の論理演
算を実行することができる.演算カーネルのパターンにより，画像A， B聞の論理演算の種
類と近傍画素間の接続パターンが決定される.光アレイロジックでは，離散相関演算の結
果を暗論理でとる. したがって，ここまでの処理.で，所望の演算の論理式を積和展開して
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ムすることができる.表中のシンボルは， 一一つのカーネルユニットに対応する論開演算を
表す演算記号で，演算カーネルを直感的に理解しやすい形式で、記述するカーネル式におい
て使用される.カーネル式により 2 次元配列データに対するディジタル演算を理解しやす
い形で記述できる点で，光アレイロジックは他の離散相関演算に基づく並列光演算技術よ
りも優れている.この利点を活かして，画像処理，数値演算，推論機侍，データベース処
理等の並列処理アルゴリズムが開発されている [41-50]. 
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1.2.3 並列光アレイロジックシステム: OPALS 
並列光アレイロジツクシステムOPALS (optical parallel a汀ay logic system) は，光アレイ
ロジックを演算原理とする並列光演算システムである.凶1.3にOPALSの概念図を示す.
OPALSは，光アレイロジックの各処理要素となる符号器，相関器，復号持と，さらに入力
ポート，出力ポート，フィードノt ック伝送路により構成される.機能としては，光アレイ
ロジックに基づいて， 2 値離散画像データに対ーする， SIMD(Single-Instruction stream Multiｭ
Data streamm)形式の並列近傍画素間演算を実行する.また，フィードパ ッ ク伝送路を用い
て反復処理を行うこともできる. OPALSの特長は，各演算要素による処理が 2 次元画像
データの配列を保ったまま各画素並列に実行されることにある.この特長により，大容亙
情報を高速に処理することが可能となる.
具体的なOPALSの実現方式として，純光学型[21]，光・電子複合理[51]，機能モジュー
ル型[52] などが提案きれている.純光学型は光の特性を十二分に発揮することができ，究
極的な光演算システムといえる.しかし，符号化，復号等の非線形処理を実行する高速 ・
高並列な純光学的機能素子の実現は現状で、は困難で、ある.光・電子複合型は，電子処理の
多彩な機能を利用でき，実現性が高い.機能モジュール型は光・電子複合型をさらに発展
させたOPALSの実現方式である.これは， OPALSの各構成要素を機能モジュールとして
作製し，それらを組み合わせて，より高機能なシステムを実現するものである.
Optical Array Logic 
Processor 
得られる一つの積項演算が実行できる.任意の近傍画素間演算を実行するためには，複数
の相関演算を行って必要な積項をすべて求め それらの論理和をとる必要がある.このと
き，入力画像との整合性を保つために，画素の明暗を反転させて明論理に変換し，画素を
拡大して演算結果を出力する.
演算カーネルは， 2 x 2 のカーネル点で構成されるカーネルユニットにより入力商像
B間の論理演算の種類を指定する.カーネルユニットと 2 変数論理関数との対応関係を
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表1. 1 に示す.
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1.3 モジュール統合型光演算システム
ここでは， OPALS高機能化における問題点を4考察し.次に，その問題点を解決する手段
としてモジュール統合昭光演算システムを提案する.さらに，モジ、ユール統合型光演算シ
ステムの基本性能を決定する光演算モジュール，光接続モジュール，モジュール間接続
ネットワークユニットに対する要求と実現例について述べる.
1.3.1 並列光演算システムの高機能化における問題点
高い並列処理能力は並列光演算システムの最も重要な特長である.光学系は本質的に高
い並列度を持つ.例えば，収差補正された結像系では， 106 程度の解像点を得ることが可
能である. しかし，光学系の持つ並列度をそのまま活かした光演算システムの実現は容易
なことではない.光演算システムの並列度向上のためには，まず光機能素子の消費エネル
ギーを抑え，高密度化して処理点数を増やす必要がある.また，並列度が高くなるにつれ
て，各素子の均質化や無欠陥化の実現が困難になるため，光機能素子の生産性が低下す
る.光学系についても，高並列化するためには，高解像レンズの装備，高精度の位置合わ
せ技術の開発，光強度の均一化，高い安定性・信頼性の獲得などの問題を解決しなければ
ならない.
離散相関演算において，並列度と共に重要な特性として，カーネル設定の自由度があげ
られる.カーネル点数は，各画素から接続可能な両素数に対応するため，大きいほど処理
能力が高いといえる.離散相関器において，カーネル点数は光信号のファンイン・ファン
アウト数に対応する . したがって，実行可能なカーネル点数の増加には，光変調素子の高
コントラスト化光強度の安定化低ノイズ化光検出信号処理の高精度化などが必要と
なる.また，カーネル点数の増加時における，ファンアウト信号の光強度均一性は厄介な
問題である.
離散相関演算のスペースインバリアンス性も並列光演算システムの演算能力を制限する
要因となる . OPALSでは，画像中の位置によって異なる論理演算を実行する度合い，すな
わち，スペースバリアンス性が高い演算ほど処理効率が低下する.光アレイロジックで
は， 2 入力画像の内の一つをデータ画像とし，もう 一つをデータの属性を指定するアトリ
ビュート画像として用いることにより，スペースバリアントな処理を実行する演算技法が
多用される.しかし この場合においても，処理の複雑きが増すに従って必要となる相関
演算の回数が増加する. OPALSでは，相関演算回数の増加は処理の実行時間の増加に直接
つながるので，複雑な演算の処理効率は急激に低下する .
1.3.2 モジュール統合型光演算システムの基本構成
1.3.1 で検討したように，単一光学系の性能向上による並列光演算システムの大規模化 ・
高機能化には制限があり，拡張性に乏しい.そこで，これらの問題を解決する方策とし
て，光演算システムを比較的小規模なモジュールに分割し，それらの組み合わせにより大
規模なシステムを構成することが考えられる.この考えに基づいて考案された光演算シス
テムのアーキテクチャとして，すでに，光アレイロジックの最小処理要素モジュールを組
合せてOPALSを構成する機能モジュール型OPALSが提案されている.本研究では，機能
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図 1 .4 モジュール統合型光演算システムの概念図
モジ、ユール化の考えをさらに発展させたアーキテクチャとして，様々な光演算モジュール
や光接続モジュールを光接続ネットワークで連結して，大規模な光演算システムを構築す
ることを考える.この概念に基づく光演算システムをモジュール統合型光演算システムと
呼ぶ.
~1.4にモジ、ユール統合理1光演算システムの概念図を示す.モジ、ユール統合型光演算シス
テムは，光演算モジュール，光接続モジュール モジュール間光接続ネットワークユニッ
ト，制御ユニット，メモリーユニット，入出力ユニットから構成される.文献[15]で提案
されている画像論理代数アーキテクチャや，文献[48]で提案されている専用光演算モ
ジ、ユールを用いた並列光演算システムは，モジュール統合型光演算システムの一形態とみ
なせる.
モジュール統合型光演算システムの概念に基づいて並列光演算システムを構成する利点
を以下にあげる.
1 )生産性の向上.各モジュールの規模は比較的小さいものですむため，光機能素子
や光学系に対する要求が緩和され 製造が容易になる.
2 )耐故障性の向上.欠陥・故障が生じた場合は 他のモジュールへ回避させたり
モジュール単位で交換することが可能である.
3 )拡張性の向上.モジュールの追加により，容易に処理容量や機能の拡張を図るこ
とができる.
4 )処理の効率化.光アレイロジックでは複数の相関演算を同時に実行する必要があ
るが，複数の相関器モジュールを用いることにより，効率的に実行できる.ま
た，頻繁に利用される演算を演算モジュールとして用意することにより，効率化
を図れる .
5 )高機能化.相関器では実行凶難な処理を，様々な光接続モジュールの導入により
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効率的に実現できる.光接続モジュールの具体例については1.3.5で述べる. 成により処理の効率化が可能である.
一方，モジュール統合型光演算システムを考える場合，光アレイロジックを実行するモ
ジュールだけでは不十分である.システムの高機能化には 新たに専用モジュールを用立
することが必要となる.この専用モジュールは以下の状況において有胤である.
1 )極端に大きなシフトや大ファンアウト演算など，中日関演算において非常に大きな
カーネルサイズが要求される場合.
2 )プログラム中で頻繁に実行されるため，符号化・復号のオーバーヘッドが顕著に
なる場合.
3 )スペースバリアント演算など光アレイロジックの通常の手JIIRで、は処理効本が低ド
してしまう場合.
1) , 2) に対しては文献[15 ， 48]で検討されている.また， 1) は第 4 章で述べるカーネ
ル分割処理によっても対処できる.次項では， 3) の場合を想定して，相関器以外の専用
光長続モジュールによる光アレイロジツクシステムの能力拡張について検討する.
1.3.3 モジュール統合型光演算システム開発におけ る課題
モジ、ュール統合型光演算システムを構成するために新たに検討すべき課題として，特に
重要であると考えられる事項を以下に挙げる.
1 )光演算モジュールの種類・構成数の決定.
2 )ネットワークユニットの設計.
3 )各モジュールの小型化・集積化.
4 )制御アルゴリズムの開発
1) , 2) はシステムの基本的な機能や性能を決定する上で特に重要である . 実行する
アプリケーションにより最適な構成は変わることが予想されるため，一般的な議論は困難
である . 1.3 .4 -----1.3.6では，光演算モジ、ユールと光接続ネットワークユニット関する基礎的
な要求と利用可能な技術について述べる .
3 )については，多くのモジ、ユールを組み合わせる必要があるため，微小光学技術や光
電子集積回路技術を利用して各モジュールの小型化 ・安定化を図ることが重要となる . 近
年 ， 様々な 3 次元光学系集積技術[27-32 ， 53 , 54]が開発されており，これらを利用するこ
とができる . また，本研究では，新しい光学系実装法として反射型ブロック光学系を第 6
章において提案する .
4) については，効率良く処理を実行させるためには ， 各モジュ ールによる処理をを効
果的に組み合わせる必要がある . スケジューリングをうまく行わないと処理の効率化は切
めない . そこで， 効率的なスケジュ ー リングを行い得る制御アルゴリズムの開発が重要な
課題となる .
1.3.5 光接続モジュール
スペースバリアント接続を行う 一つの手法として，像面と瞳面の両方にプリズムやホロ
グラム等の偏向素子を置き，像面上の偏光制御素寸こで、接続パターンを選択する手法がある
[55-57] .しかし，この方法では，空間帯域幅積とスペースインバリアンスとの聞にトレー
ドオフの関係があるため，接続のスペースバリアンス性が高くなるにつれて処理問素数が
低下する [57]. そこで，既存の光学素子を基礎にして，できる限り光学系の空間帯域幅積
を損なわずに光接続モジュールを実現する方法を考える.この場合，接続パターンは固定
であり，各接続モジュールは単一の機能しか持たないが，モジュール間ネットワークの制
御により処理の自由度を確保する.以下，光学処理で簡単に実行できる反転，回転，拡
，縮小，反復写像を実行する光接続モジュールを検討する . 本節で検討する光接続モ
ジ、ユールは結像系に若干の変更を加えるだけで実現できる.接続パターンは規則的なもの
しか実現できないが，高いスペースバリアンス性を持つ光接続を高い並列性を保ったまま
実行で、きる点で優れている.また，接続距離に関わらず，すべての画素における光接続光
路長が等しいため，高速に並列信号を伝達するときに問題となる信号間の伝達時間のずれ
(スキュー)は原理的に生じない.
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Input Images 
Output Image A. 反転モ ジュ ール
ダブプリズムやルーフミラーを用いることにより，ある対称I紬に関する画像の反転変換
が行える(阿 1.6) [58] . 画素が正方格子状に配列している場合，図1.7に示すように変換の
対称軸がノk平方向に対して0。， 900 ， 450 ， 1 350 であれば， 変換の前後で画素区画は変
化しない . NXN画素を持つ入力画像の画素値をα (i，j) (í, j = 1, 2，… ，N) とする.ただし ， a 
(1, 1 ) を画像の左端の画素とし，垂直方向の座標を l ， 水平方向の座標を j とする.水平方
向に対して左同りにq。の角度を持つ軸を対称に反転変換を行ったときの出力画像の画素
債を tlf (i, j) (i, j = 1, 2，… ，N) とすると，
パげ
I nstruction 
図 1 .5 光演算モ ジュールの概念図
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ことにより，行列の転置が実現できる.
B. 回転モジュール
画像の同転は，反転軸を変えて 2 lul反転させれば実現できるので，反転と同様にダブプ
リズム，ルーフミラーを用いて行われる.左周りにqo 回転した画像の画素値をら0，)) 0, j 
= 1 ，乙…，N)とすると， 900 , 1800 , 2700 の[口l転による画素配置の変換(図 1.8) は，そ
れぞれ次式のように表せる.
(a) ダブプリズムの利用 (b ) ルーフミラーの利用 r卯(i，j) = a (Nゾ+1, i) ( 1.5) 
図 1.6 反転接続を実行する光学系 r180(iJ)=α (N-i+1 ， Nゾ+1) (1.6) 
例えば，式(1.5)で表される90。の回転は，式(1. 1 )と式(1 .2)で表される0。 と 45 0 の反転変換
を }II買に行えば実行できる.
r270(iJ) = α (j， N-i+ 1) (1.7) 
。 45 90 135 
図 1 .7 反転接続における反転軸 C. 拡大・縮小モジ.ュール
拡大・縮小は結像系の横倍率を変えれば簡単に実現できる.ズームレンズを用いれば，
拡大率・縮小率を可変にすることができる.アナモルフイツクな光学系を用いると X方向
と y方向で、拡大率・縮小率を変えることができる.図1.9に示すようなサニヤックインバー
タでは，直線偏光の方向を制御することにより，光学系中を進む光の方向を切り替えるこ
とができ，拡大・縮小のスイッチが実現できる [60].
NXN画素を持つ入力画像の画素値をα (i， j) (i, j = 1 ， 2，…，N)とし ， i 方向の拡大率をp(>]: 
然数) j 方向の拡大率をq (> 1: 自然、数)としたときの拡大画像の画素値をmM)(i，ρ とす
る.拡大変換した画像は，画素間隔が入力画像と等しく，画素数がpNXqN~こ拡大されると
すると，入力画像の 1 画素の値が出力画像の複数の画素へ分配されることになる.した
(a)90 (b)180 
図 1.8 回転接続の例
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と定義できる.
反転変換の応用として，行列やベクトルの転置が実行できる [59]. 数値データをピット
プレーン展開し 各データを 2 次元に配列して行列データとする.各ビットプレーンを )11買
に反転光学系に入力し 1350 方位の対角線を軸として反転させてデータ配置を変換する
Output 
図 1 . 9 サニャックインバータを用いた拡大
.縮小の切り替えが可能な光学系 図1.10 反復写像モジュール
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がって，拡大による画素配置の変換は次式で表せる. と表される.この配置パターンはフラクタル画像的な人れチ構造を持つ.
凡引rEEE
・E・E
・-
汁到
?一一「Bノ??J'・1? ??? (1.8) 
1.3.6 モジュール間接続ネットワークユニット
図1. 11 に示すように，接続ネットワークユニットは多くの光演算モジュールからの出 )J
画像データを任意のモジュールへ転送する機能を持つ.本項では，伝送方式，接続可変
性， トポロジーと光学的実現法について検討する.ただし， IX 1 はx 以上の最小の整数とする.
一方，縮小を行った場合，入力画像の複数の画素値が出力画像の一つの画素へ足し合わ
されることになる . 1 方向の縮小率を ]/s(s>1: 自然数) j 方向の縮小率を 1/t(t> ]:向然
数)としたときの縮小両像の両素値をrM(i，ρ とすると，縮小による画素配置の変換は次
式で表せる.
ぺs ， t) (i， j)= I ヱ α (l， m)・ (1.9) 
A. 画像データの高速伝送
光演算モジュールは 2 次元画像を処理対象とするため，光接続ネ ッ トワークユニ ットは
画像データを高速に伝送する必要がある.そこで，結像系に基づく並列画像伝送の利用が
有望である. 一方，モジュール当たりの画素数が16X ]6程度の小規模なものでよい場合に
は，シリアル光通信に基づく高速伝送が利用できる [61].この手法は，既存技術を基礎と
しており，光ファイパのような柔軟な信号伝達媒体が利用できるので 複雑なモジ、ユール
問ネットワークの構成に適している.また，マルチモード光ファイパを用いて画像情報を
伝送する手法も提案されている [62]. この手法は光ファイパの柔軟性と並列伝送能力を備
えた有望な画像伝送技術である.
1 = s(i -1) + 1 m = tU -1) + I 
D. 反復写像モジ、ュール
縮小・複製を行う光学系を反復的に作用させると，簡単な光学系で多数の像の複製がで
きる(図1. 10) .縮小率は複製数に従って大きくなる.あるパターンを画面全体に分散さ
せるような処理を行う場合に その分散の度合いや，パターンの大きさを反復回数により
制御することができる.
例えば，図1. 10の複製光学系は，それぞれのレンズの焦点距離を月 =2ろとい縮小成
1/2，複製数 2 X 2 としている.この光学系による複製像を再び入力して反復処理を n 旧
繰り返すと，縮小率1/2n ， 複製数2n X2n でパターンの複製ができる. 一般に複製光学系の
縮小率を r (く 1 )，複製数をm (自然数)とすると， n 回反処理して得られる複製像の縮小
率は，n， 複製数はmn となる.複製光学系の配置パターンをP， 縮小率x で縮小したパター
ンをP(x) と表し，*をパターンの 2 次元コンボリューションと定義すると ， n 回反復処理し
たときの複製像の配置パターンは，
B. 接続の可変性
接続ネットワークは，スイッチング要素を用いてデータ転送の接続経路を動的に変更で、
きる動的接続方式とスイッチング要素を介きない静的接続方式がある.静的接続方式で
は，ある目的モジュールに接続するために目的以外のモジ、ユールを経由する必要があり，
データ転送を制御するルータを各モジュールに備える必要が生じる.光演算モジ、ユールの
複雑化を防ぐためには動的接続方式を採用するほうが望ましい.動的接続方式ではネット
ワークの転送経路の切り替え速度がシステムの処理能力に大きく影響する.
?? ????、，ι? ???け?本? 、、，ノ??? ?
?
句EEA??
c. 接続トポロジーと光学的実現法
並列コンピュータの分野では，接続トポロジーの観点から様々な接続ネットワークが検
討されている [63] . 一方，接続ネットワークの光学的実現についても多くの提案がなされ
ている.比較的モジ、ユール数が少ないときは，単純な構造で実現しやすい共有パス接続が
? ?
Output Port 
witching 
Element 
Input Port 
Input POパ
Output Port 
図 1 . 11 モジュール間接続ネットワークユニット 図1. 12 共有パス接続 図1. 13 クロスバーネットワーク
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(a) マイクレンズアレイとマクロ
レンズの組み合わせ (b) ビームスプリッタの利用
図 1 .日画像分配器
適している(図1. 12) [48]. しかし，共有パス接続はモジュール数の増加および接続パ
ターンの複雑化に対して，伝送効率の低下が顕著になる.クロスパーネットワークは，区
1. 13に示すように，全装置聞を一段のスイッチを介して接続するネットワークである.こ
れは，接続自由度の大きなネットワークであり，すべてのモジュール聞の結合をスイッチ
一段分の遅延時間で実現することができる [64]. しかし，接続ポート数の 2 乗に比例して
スイッチング要素数が増加するため，モジュール数が多くなると急激に実現が困難にな
る.したがって 比較的モジュール数が少なく，複雑なモジ、ユール間結合が必要な場合に
有効である.クロスパーネットワークよりスイッチング要素数が少なく，実現が容易な接
続ネットワークとしては，小さなスイッチング要素を組み合わせた多段接続ネットワーク
が有効である.その光学的実現法として，光パスネットワーク [65]，パンヤンネットワー
ク [66 ， 67]の他様々なものが提案されており [68-73]，これらを利用することができる.第 5
章ではパンヤンネットワークに基づく画像接続ネットワークの新しい実現法を提案する.
一方，光アレイロジック固有の接続トポロジーとして，分配ネットワークがあげられ
る.これは，光アレイロジックにおける相関演算の並列実行を支援するもので，符号化画
像を複数の相関器に分配して処理効率を高める目的に使われる.図1.14に分配器として利
用できる複製光学系の例を示す.
1.4 結言
本章では，本論文における研究対象として設定する並列光演算システムの基本概念を明
らかにした.並列光演算の基本原理として離散相関演算を定義し，それを発展させた並列
光演算技術である光アレイロジックついて述べた.また，比較的小規模な演算モジ、ユール
を組み合わせて光演算システムを構成するモジ、ユール統合型光演算システムの基本概念に
ついて述べた.さらに，モジュール統合型光演算システムにおいて重要な役割を果たす光
演算モジュール，光接続モジュール，光接続ネットワークに対する要求項目と利用可能な
技術ついて述べた.比較的小規模なモジュールを組み合わせることにより大規模なモ
ジュール統合型光演算システムを構築する手法は，光演算システムの高機能化，実現性の
向上に対して有益である.今後の課題としては，具体的な演算にそくしたシステムの設計
評価を行うことが重要である.
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H-OPALSの試作
2.1 緒言
光演算システムは新しい概念に基づく情報処理システムであるため，構成法やアルゴリ
ズムについて，既成のシステムの知識をそのまま利用できないことが多い.そこで，実際
に光演算システムを実際に設計・試作し，システムを動作させて問題点を|明らかにするこ
とが必要で、ある.現在のところ，光演算システム構成用の機能素子は開発途上にあり， 十
分な性能を持つ素子の入手は難しい. しかし，現在入手可能な光機能亥チを用いても，処
理能力は不十分ながら，光演算システムを構成し，動作させることは可能で、ある.そのよ
うな予備実験システムにおいても，試作の過程で得られる種々の知弘は，次のシステム開
発につながる有益な情報となる.
本章では，光アレイロジックを演算原理とする並列光演算システムOPALSの試作と，試
作システムにおける並列演算の実行について述べる.試作するOPALSの構成方式は，既存
の技術を用いて製作が可能な光・電子複合型OPALS (H-OPALS) とした. H-OPALSの試作
例としては，液晶パネルを利用したH-OPALS 1 が報告されている [37]. このH-OPALS 1 
は，コンピュータによる逐次処理と液晶パネルによるデータ表示がボトルネックとなっ
て，処理速度が抑えられていた.そこで本研究では， OPALSの重要な特性である処理の並
列性を重視して，各画素ごとに電子回路を用意することにより完全並列処理が可能な 3 種
類のH-OPALSを試作した.試作システムは，処理画素数3X3で，シンプルな構造のピン
ホール相関器を用いたH-OPALS 2 [1 10, 116] ;処理画素数3X3で，カーネル選択型コヒー
レント相関器を用いたH-OPALS3 [114,117] ;そして，処理画素数16X 16で， 2048 フレーム
分のメモリを備えたH-OPALS 162 [1 18]である. 2.2では， H-OPALSの概要について説明す
る. 2.3から 2.5では，試作した 3 種類のH-OPALSについてそれぞれの構成および動作実験
結果ついて述べる. 2.6では，試作システムの問題点と解決策を検討する.
2.2 光・電子複合型並列光アレイロジツクシステム: H-OPALS 
OPALSの具体的な実現方法としていくつかの方式が提案されている [21 ， 51 ， 52]. その中
で， H-OPALSは，近年進歩の著しい光エレクトロニクス技術を利用し，電子処理を積極的
に導入する構成方式である.光情報処理の特性を十分発揮するためには，すべての処理を
光学的に実現するシステムが望ましい. しかし，符号化や復号で必要となる非線形処理や
時記憶を純光学的に実行する手法は十分開発されておらず，将来的にも実現には困難が
ア想、される. 一方，近年の光電子集積化技術のめざましい進歩を考えると，光入力用の光
検出素子と光出力用の発光素子や光変調素子を備えた光電子集積回路を用いて，多彩な機
能を実現することが期待できる.そこで， H-OPALSでは，符号器と復号器に電子処理を
相関器およびその他の並列伝送に光学処理を用いる構成をとる.符号化や復号処理におけ
る非線形処理は電子阿路で簡単に実現でき， しかも，各画素独立な局所的な配線パターン
で構成できるため電子処理系に適している. 一方，相関演算では，画素間の複雑な接続が
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必要であるため光学処理系が必要となる.このように，光・電子複合型OPALSは光学処瑚
と電子処理の両方の特性を活かした実況性の高い光演算システムであり，現在の技術を用
いても製作可能である.
本研究で目標とするように，ボトルネックを生じさせずにOPALSの並列性を保つために
は，すべての画素に対して同ーの電子回路を用意する必要がある.また， Yé . 電子複合究IJ
システムで高い処理能力を得るためには，空間光変調素子や発光ダイオードアレイ，フォ
トダイオード等の光電変換素子の変換効〉字，応答速度など性能向上が必要である方，
光学系に対しては，画素密度，コントラスト，均一性，光の利用効率，安定度， 演算カー
ネルの自由度などの向上が検討課題となる.
2.3 H-OPALS 2 
2.3.1 基本構成
図2.] にH-OPALS2のブロック図を示す.符号器と復号器を電子回路により実現し，相関
器を光学的に実現した.二つの入力画像を符号器により符号化し，発光ダイオードアレイ
に表示する.この符号化画像に対して相関演算を行い，相関画像をフォトトランジスタア
レイにより検出する.検出画像に対して ， 復号器で反転，論理和演算を行い，発光ダイ
オードアレイ上に表示する . 反復処理を行うために，結イ象光学系を利用したフィ ー ドバッ
ク伝送路により出力画像を符号器へ再入力することができる . フィードパック伝送路は 1
対 1 の配線であるため ， 電気配線を用いても たやすく実現できる.しかし ， 符号器，相関
器，復号器などの機能モジュールを光入出力ポートを介して連結するシステム構成[52] を
想定したため，フィードパック伝送路も光学的に実現することにした . この構成では，必
要に応じて様々な光接続モジュールをフィードパック系に挿入することができ ， より柔軟
なシステムを実現することが可能となる . 電子回路を全面素に対して独立に用意したの
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で，システム内におけるデータの処理や伝送は各画素に対して並列に行える . 各処理は
ノ fーソナルコンビュータにより制御される.
試作システムでは3X3画素分の並列処理同路を製作した.この画素数は並列処理システ
ムとしてはたいへん少ないものである. しかし，小規模の並列システムは比較的谷易に製
作することができるため，試行錯誤が必要となる初期実験システムとしては妥当で、あると
考える .
2.3.2 多重ピンホール相関器
H-OPALS 2では，相関器として多重ピンホール相関器を用いた.図2.2に示すように，入
力両像の各画素が拡散光源の場合，ピンホールの位置をずらすことにより出)J画像の位置
がシフトする.そこで複数のピンホールを用意し，必要に応じて，ピンホールを開閉して
シフト画像を重ね合わせることにより，入力画像とピンホールのパターンとの相関演算が
実行できる.この多重ピンホール相関器は，非常に簡単な構造をしており，レンズを用い
ないため広い像商でも各種の収差が生じない利点をもっ.
試作システムでは，符号化画像を6X6の発光ダイオードアレイに表示する.演算カーネ
ルパターンは透過型液品ディスプレイに表示し，各カーネル点をピンホールとみなして多
重ピンホールによる離散相関演算を行う . その結果，相関画像が受光器アレイ上に得られ
る.
2.3.3 電子処理部
試作システムは， 3 X 3 画素の画像を並列に処理できる電子回路を備える.電子回路で
処理した結果を表示するために，赤色発光ダイオー ド(東芝製TLRA130-C ) を用いた.光
検出器としてはフォトトランジスタ(東芝製TPS613 ) を用いた.ディジタル回路はITL-
LED Array 
Jへ\
LED 
A 
Coded Image 
LCD 
Operatio円
Kernel 
(a) 構成図
PT Array 
Phototransistor 
Sampled Image 
(b) 外観
図2.2 多重ピンホール相関器
-19-
第 2 章 光・電子複合型並列光アレイロジックシステムH-OPALSの試作 第 2 章 光・電子複合型並列光アレイロジツクシステム外OPALSの試作
ICを用いて製作した.
符号化回路は，図2.3 に示すように，光入力と電気入力のセレクタ，データラッチ用のフ
リップフロップ， 2 ビットデコーダから構成され，各画素ごとに独立した処理要素を構成
している.入力データは電気的にも光学的にも読み込めるようにした.入力画像A， Bの各
画素値のデータはそれぞれラッチに保持される.発光ダイオードアレイでは 2 x: 2 の発光
ダイオードが l 画素ごとに割り当てられており，そのうちの一つが符号化ルールにした
がって発光することで符号化された画素データを表示する.
復号器は各画素独立に図2.4に示すような電子回路を備えている.相関画像に対して水
平・垂直方向に l 画素おきにフォトトランジスタを設置し，光信号を検出して復号回路で
処理を行う.相関演算は暗論理であるため，論理値を反転させて明論理に変換する. JK フ
リップフロップを各画素ごとに用意し，複数の相関演算結果に対して時系列的に論理和を
とる.演算結果は発光ダイオードアレイに表示される.
これらの回路は並列入出力インターフェースを介して，パーソナルコンピュータ(エプソ
ン製PC-286VS)により制御される.
2.3.4 実験結果
A. 並列論理演算
2 変数論理演算はディジタル演算において基本的かつ重要な演算である.まず，試作シ
ステムの動作を確認するために並列対応画素間論理演算を実行した. [刈2.5(a) ， (b)の入力
画像A ， B に対して，図2.5(c)示す符号化画像が得られた.図2.5(d) ， (e)は入力画像聞の
AND演算と XOR論理和演算を実行した結果を示す.
5V 
光出力
B. 3 ビット加算
3 ピット加算の実験結果を示す.加算のアルゴリズムとして，パターン論理とピット並
列型の桁上げ伝搬法に基づく方法[41 ]を用いた.図2.6(a) ， (b)に，入力画像であるアトリ
ビュート画像とデータ画像を示す.データ画像上に，各ピットのし O を画素の明暗で表
したデータオブジェクトとして， 1 'と '3 'の二つの数値を配置した.アトリビュート画像上
のアトリビュートパターンはデータの位置を識別するために用意した.半加算における桁
上げと和の演算結果はそれぞれ出力画像の l 行日と 2 行自に得られる.この加算演算で用
いられる演算カーネルは次式で表される.
5V 5V 
山
ω一
日n∞日一
ーhMl
』
ハUEIハ弘一トハ仏
(2.1) 
74LS139 74LS04 L E 0 
デコーダインバータドライパ l 回の演算結果は次のステージの入力データ画像として用いられる.加算処理を完了する
電気入力
74しS157
セレクタ
図2.3 符号化回路
74LS174 
DF.F. 
(a) 
、‘.，，，?，，，‘‘、
5V 
光出力
680 勾
74LS02 LE D 
NOR ドライ/\
ゲート
。
G 
5V 
74LS109 
j KF.F. 
図2.4 復号回路
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(c) (d) (e) 
図2.5 対応画素問論理演算の実験結果
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図2.6 加算演算結果
ためには，同様の処理を必要なピット数だけ繰り返す.図2.6(e) に示すょっに， 3 回の反復
により，出力画像の 2 行自に加算結果として 4 を表すデータパターンが得られた.
電子回路系の処理速度は主に光信号増幅器の応答によって制限されており，一回の相関
演算結果を検出するために約 lmsを要した.一方 相関器の処理速度は液晶ディスプレイ
の書き換え速度によって決まり 約20msで、あった.したがって 試作したシステムの処理
能力は毎秒45.5サイクル (3276論理和演算)であった.
2.4 H-OPALS 3 
2.4.1 基本構成
図2.7 にH-OPALS3のブロ ック図を示す . H-OPALS 3の基本構成，および\符号器，復号
器はH-OPALS 2 とほぼ同じであるが，相関器の実現方式が異なる.相関器は，光アドレス
型空間光変調器，光シャッターアレイ，相関フィルタアレイで構成されている.符号器で
得られた符号化画像は発光ダイオードアレイ上に表示され，光アドレス型空間光変調器に
書き込む.それをレーザ一光で読みだしてコヒーレント画像に変換し，相関フィルタを用
いた相関演算を行う .相関画像はフォトトランジスタアレイで検出され，復号器で処理さ
れる.演算結果は，発光ダイオードアレイ上に表示され，さらに，反復処理のために光
フィードバック伝送路により符号器へ再入力することができる.
2.4.2 カーネル選択型コヒーレント相関器
図2.8 にH-OPALS 3で用いたカーネル選択型コヒーレント相関器を示す.この相関器は文
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図2.7 H-OPALS3のブロック図
献~74Jで述べられている2f相関光学系を利用しており，通常の4f相関光学系よりもコンパ
クトな構成が可能で、ある.拡散板とフィルタアレイをそれぞれレンズLl の共役面に配置
し空間光変調器と光検出器アレイをレンズL2の共役面に配置した.空間光変調器に書き
込まれた符号化阿像を， レンズ、Ll による収束光により読み出すことにより，フィルタ面上
正 2 次の位相項がかかった符号化画像のフーリエ変換を得ることができる [75]. この 2 次
の位相項ばレンズL2によって補正される.また同時に，レンズL2はフィルタ面上のパター
ンのフーリエ変換を行う .相関画像にも 2 次の位相項がかかるが，強度で検出するため出
)J結果に凶影響しない.この光学系のフィルタ面に演算カーネルに相当する相関フィルタ
を置いて，符号化両像との相関演算を行う.
発光ダイオードアレイに表示された符号化画像をコヒーレント変換するために，空間光
変調器LAPS-SLM(light addressed photoconductor and smectic C* liquid crystal spatial light 
modulator)を用いる [76J. この素子は，光の偏光状態を変調するために強誘電性液晶を利用
しており，検光子や偏光ビームスプリッタを用いると，光の強度変調が実現できる.
LAPS-SLMの解{象力は約 1001p/mmで，コントラストは約 150:1 ，フレームレートは 1.5 kHz 
である.今同用いた素子には液晶層と光検出層との聞に反射膜が設けられていない.そこ
で，読み出し光による不要な書き込みを避けるために，読み出し光用のHe-Ne レーザーの
直後に光シャッターを配置して，空間光変調器へ信号を書き込む時には読み出し光を遮っ
た.
相関フィルタとしては，演算カーネルパターンのフーリエ変換ホログラムを用いた.異
なる演算を実行するため，数種の相関フィルタを 2 次元アレイ状に配置し，光路を切換え
て相関フィルタを選択する.演算カーネルのフーリエ変換ホログラムを製作するときは，
カーネル点を 1 l:~ ごとに記録を行い すべてのカーネル点を多重記録して一つの相関フイ
-23-
第 2 章 光・電子複合型並列光アレイロジツクシステムH-OPALSの試作 第 2 章 光・電子複合型並列光アレイロジツクシステムH-OPALSの試作
PD Aray 
ルタとする.このように多重記録を用いた理由は，カーネル点聞の f渉に基づく不用な ~J
折光の発生を抑えるためである.例えば， AND演算を実行する演算カーネルは三つのカー
ネル点で構成されるため，そのフィルタを作製するために 3 回の多重記録を行う.
試作実験では，ホログラム材料として，銀塩乾板(アグフアゲバルト社製 lOE75) と
サーモプラスチック(ニューポート社製)を用いて記録を行った.銀塩乾板を用いたフィ
ルタについては，回折効率を上げるために漂白して位相型のフィルタとして用いた. 10回
の多重記録を行った場合，銀塩乾板については 12%，サーモプラスチックについては 15%
の回折効率を得ることができた.これらの回折効率が位相型ホログラムの理論的な最大回
折効率33 .9% よりも小さい値となった理由としては，露光条件の不適性，感材での光の吸
収等が考えられる.
プログラマブルな処理を行うためにはフィルタを動的に選択する機構が必要で、ある.そ
こで，相関フィルタアレイの前に光シャッターアレイを設置した.光シャッターアレイと
して ， アレイ数6 X6の並列アクセス可能な液晶光変調素子である強誘電性液品マトリック
ス (Displaytech社製)を用いた.この素子は，フレームレート 10 kHzで動作で、き，液晶を
用いた光シャツタとしては高速な動作が可能である.相関フィルタ全体へ光を広げるため
に拡散板を挿入し，光シャッターの開閉により必要な相関フィルタを選択する. 一度に複
数のフィルタを選択して演算の自由度を上げることも可能で、ある.拡散板によるスペック
ルノイズが相関画像上に発生するが，スペックルパターンが相関画像の画素サイズよりも
十分小さければ，その影響を無視することができる .
Correlation 
Filter Array 
-百巧巧三{三三-三-三-三--三 三三壬三:三三壬ラ三壬
Op同tica剖I Feedback Line 
(a) 
2.4.3 電子処理部
電チ処理の部分は， 2.3.3で述べたものとほぼ同じである.ただし，相関器からの出力光
強度が低いため，復号器へ入力するための光信号の増幅率をH-OPALS 2 よりも大きくし
た.
2.4.4 実験結果
試作したシステムにより 3 種類の並列処理を実行した.まず，システムの基本的な動作
を確認するために簡単な画像間並列論理演算を行った . 次に，試作システムによる連続動
作の能力を示すために，画素値の反転の反復処理を行った.これらの処理は対応画素間演
算であり，動的なフィルタの選択は必要ない.そこで， 3 番目の処理として，近傍画素開
演算とフィルタ選択による処理の切り替えを確認するために，画像内の 4 方向へのデータ
転送を行った .
、.3F??
A. 並列論理演算
図2.9 は， AND演算， XOR演算， OR演算を行った実験結果を示す.図2.9(a)に示した入
力画像A， Bが符号化され， 6 X6 発光ダイオードアレイ上に図2.9(b)に示すような符号化画
像が表示される . 凶2.9(c)に，相関フィルタアレイを示す. 15種類の 2 変数論理演算を実行
する相関フィルタが一つの銀塩写真乾板上に作成されている.符号化画像に対して，フィ
ルタアレイからAND演算， XOR演算， OR演算を行うフィルタをそれぞれ選んで相関演算図2.8 H-OPALS3のカーネル選択型コヒーレ ン ト相関器
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を実行した結果を凶2.9(d)に示す.相関i画像から，サンプリングを行う i面j素のみを残して
マスクをかけると， [2(12.9(e)のように所望の演算結果が得られる.ただし，この結果は暗い
画素を論理値 1 とみる暗論理で得られている. したがって，入力画像と fp"]じ明論理として
最終的な結果を得るためには，村]隙j岡{象をサンプリングして復号誌で岡本偵を反転する必
要がある.
??ρu 門U】
??--E
‘ 
????
、、。，
J
?，，i、、
Aハ? ?? ???且Tt? ???
• 
• • 
• • 
• 
• 
, . 、
B. 画素値反転の反復処理
簡単な反復処理の例として，画素イ直の反転ーを繰り返して実行した. この処理では，画像
中の各同素値が処理ステップごとに反転する.図3.10に，それぞれ， 1) 空間光変調器へ
の印加電圧， 2) 読み出し光強度， 3) 光検出器の応答， 4) 画素値の状態，に対応する
波形を示している.空間光変調器の印加電圧において，正電圧，負電圧，無電圧の期間は
それぞれ消去，書き込み，保持の期間に相当する.書き込み時には，光シャッターにより
読み出し光を遮っている.空間光変調器が消去期間に入る直前に 3 )の光信号を取り込
み，その反転値を 4 )の画素値としている.これらの波形から，相関フィルタの動的な選
択を行わない場合，試作システムは約278 frame/secで、動作することがわかる.この速度は
光検出器による光電流の増幅の応答時間により制限されている.
4.." 、-­._----- ~ 
20mm 
Coded Image 
(b) 
Correlation Filter Array 
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(d) Correlated Images 
AORB 
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図2 . 10 反復反転演算の制御-出力波形
AANDB AXORB AORB 
C. データ転送の反復処理
データ転送は，特定のデータを処理面内の所望の位置へ転送する演算であり，文献[43]
で述べられている flexible-structured data procesingにおいて必要な処理である .処理自体は
並列シフト演算で実行できる.図2.11(c)は ヒ方向へのサイクリックなシフト演算を行う演
算カーネルを示す. 演算カーネル中の四角のハッチングは近傍領域の中心画素の位置を表
す. この処理により最上段の画素データは最下段の画素へシフトし ， その他の画素データ
は l 阿素上へシフトする.
(e) Sampled Images 
図2.9 H-OPALS3による対応画素間論理演算の実験結果
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4 方向へのサイクリ ツ クシフト演算行う四つの相関フ ィ ルタを一つのサーモプラスチッ
ク 上に製作して 相関フ ィ ルタアレイとした.この相関フィルタアレイを実験系にセット
し，シャ ッ ターアレイにより 一つの相関フィルタを選択する.図2.11 は中心画素から上方
向へシフトさせた結果を示す.図2.11(a)は入力画像Bを示しており中心画素にデータ点が
置かれている.入力画像Aは全両素値を O とした.図2.11 (b) に6X6の発光ダイオードアレ
イ 上に表示された符号化画像を示す.図2.11 (d) は， (c)のカーネルパターンと符号化画像と
の相関結果を示す.関2.11(e)は，相関画像をサンプリングし，明暗の反転を行った出力画
像である.所望の結果が得られていることがわかる.
データ転送の反復処理の例として，液晶シャ ッ ターアレイを用いて選択する相関フィル
タを動的に変更し， 4 方向のシフト演算を反復実行した.論理値 l のデータが l ステップ
ごとに移動し， 4 画素聞を移動するように相関フィルタを選択した.その時の各画素値が
変化する様子を図2.12に示す.次の画素ヘデータが移るまでの時間は図より約7msで、 ある
ため，約 143 frame/secの動作速度となる.処理速度は光検出信号の増幅の応答速度によっ
て制限されている .
(a) Input Image B 
, 対・・l
咽砂 場移1
4一一ー穆後l
句品目
(d) Correlated Image 
(b) Coded Image (c) Operation 
Kernel Pattern 
(e) Output Image 
図2.11 上方向へのシフト演算の実験結果
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2.5 H唱OPALS 162 
2.5.1 基本構成
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図2.12 反復シフト演算の出力波形
図2.13 にH-OPALS 162の概念図を示す.これは基本的なOPALSの構成に，入力セレクタ
と画像メモリを付け加えたものである.画像メモリは，画像データの並列入出力を行える
ため，データアクセスにおけるボトルネックを起こさず，柔軟な並列演算の実行に役立
て〉
[苅 2.14に試作したH-OPALS 162の構成凶を示す.画像の符号化， 復号， 画像メモ リ ，
データ入出力， システム制御を電子的に構成し， 電子処理系としてまとめている. 相関演
算のみを光学系で行う. 一度に扱う画素数は 16X 16画素 とした.
H-OPALS 162のデータの流れについて次に述べる.まず、パーソナルコンピュータか ら画
像メモリへ必要な画像データを入力する.次に，メモリから符号化同路へ入力画像A， B を
出力ポー卜
入力セレクタ
bl 入力ポート
画像メモリ
A 
光アレイロジ ッ ク c 
B プロセ ッ サ
図2.13 入力セレクタと画像メモリを備えたOPALSの概念図
-29-
ーー盃Z一一-一一一一一一一 一一.・
第 2 章 光・電子複合型並列光アレイロジツクシステムH-OPALSの試作 第 2 章 光・電子複合型並列光アレイロジツクシステムH-OPALSの試作
送り，符号化を行い， 32X32発光ダイオードアレイに符号化画像を表示する.相関器で相
関演算を実行し，サンプリングマスクを装着した 16X 16フォトダイオードアレイでサンプ
リングする.復号. [fl]路で論理和等の処理を行い，演算結果は 一旦画像メモリに格納され
る.最終的な演算結果は，画像メモリからパーソナルコンピュータへ転送される.
(象を直接抜える相関器が望ましい.プリズムアレイを用いた多重結像系はこれらの要求を
満たす. 2X2個のプリズムのシフト作用により四つのカーネル点が実現できる.今回は，
近傍岡素聞の接続ができるように，凶2.1 5(b)に示すようなカーネルパターン用のプリズム
アレイを用意した.中心両素と近傍 3 両素に対してそれぞ「れ一点ず、つのカーネル点から構
成される . 対応阿素問の演算として， NAND演算が実行される位置に各国素のカーネル点
が設定されている.各プリズムの前に置かれたマスクにより光の通るプリズムを選択し
て，実行するカーネルパターンを決定する.マスクは固定式であるため，処理の過程で動
的にカーネルを変えることはできない.
相関器の接続能力を高めるため，出力画像が倒立像として得られるようにフォトダイ
オードアレイを設置した . 用意した2X2プリズムアレイでは， 3 }j向の近傍接続しか実現
できないが，この倒立接続を利用することにより 4 方向の近傍画素との接続が可能とな
る.
2.5.2 プリズムアレイ多重結像相関器
相関光学系として， 2X2のプリズムアレイを利用した多重結像系を製作した.図2. 15 に
光学系を示す. 2.4でも述べたように，光・電子複合型システムの処理速度を制限する要茶
は光信号用増幅回路である . したがって，光の利用効率が高い相関器が必要である .ま
た，符号化画像は発光ダイオードアレイにより表示されているので，インコヒーレン ト画
Data Input/Output 
Computer 2.5.3 電子処理系
本試作システムは，使用デバイスとして発光ダイオードやTIL-IC，フォトダイオード，
CMOSスタティックRAM (SRAM) などの個別デバイスを用いた.将来の実働システムで
は電子処理系の集積化が必要で、ある .
Encoder Decoder Process 
Control 
A. 符号化回路
l 画素当たりの符号化回路を図2.16に示す. 256 ピットの並列処理を行うために，同様の
回路を256個用意した . 符号化回路への入力データはレジスタ A とレジスタ Bに保持され
る.データの空間的符号化は， H-OPALS2およびH-OPALS3 と同様に 2 ピットデコーダを
用いて行われる. 1 画素当りに2X2個の発光ダイオード(東芝製TLRA160) を割り当てて
図2.14 H-OPALS 16 2 の構成図 LED 
ドライフ
回路
Prisπ1 
Array 
5V 
復号回路
画像メモリ
nJι ?? ?? ?門Jι口u? ?
タ即
出レ臼横パ
nA
'J|
引銀、ノ削
工」
一
コ刊
WRA WRB CLAB ELED 
(a) 光学系 (b) 実現できるカーネルの構成
図2.15 プリズムアレイ多重結像相関器 図2.16 待号化回路
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おき，レジスタA， B の値に従って 2 ピットデコーダにより 一つの発光ダイオードを点灯さ
せて符号化画像を表示する. 二つのレジスタへ入力してから発光ダイオードが点灯する ま
で約 1 50ns要する . LED ドライブ回路は約600KHz まで動作可能である .
B. 復号回路
復号回路を図2.1 7 に示す . 各国素ごとに並列処理を行うため，同様の回路を256個用意し
た . 相関画像は サンプリングマスクを通してPINフォトダイオードアレイ(浜松ホ ト ニ
クス製S3805 ) で検出する . OPアンプにより光電流の電流・電圧変換お よび増幅を行い ，
ボルテージコンパレータに よ り OV/5Vの二値信号に変換する . 光ア レ イ ロ ジッ ク では相関
結果の結果に対 して暗論理を適用する ため，論理値を反転させる必要がある . しかし ， 処
理の柔軟性を得るため， XORゲートを用いて信号の反転 と非反転を選択できる よ うに設計
した . 逐次的論理和はJKフリップフロップにより行う . フリップフ ロ ップからの出力 は，
非反転値と反転値を選択することができる . 通常の光アレイロジックのプロ グラムではそ
のま ま 出力するが 積項数を減ら して演算効率を高める ために負論理[48]のプロ グラミン
グ技法を用いる場合は， さらに値を反転させる必要があ る . そこで ， 電子系のわずかな変
更に よ り演算効率を大幅に上げる可能性があるため，反転/非反転の選択機能を設けた .
復号回路で要する時間は， 光信号の検出時間の占める割合が大きい. 廿L-ICの応答時間
はそれぞれ数~数十ns ， コンパ レータ の立ち上がりは 1.5μ以下で、ある . フォ ト ダイオー
ドお よ び増幅回路の応答は光強度に依存する . フォ ト ダイオ ー ド上での照度を約2μImm2
から約442μImm2 ま で変化きせた場合， 増幅器を含めた光検出回路の応答周波数は，実測
値として約 12 kHzか ら約89kHz の間で変化した .
5V 
TL074 
ボルテー ジ
コン/ '\ レ ー タ
LM339 
INV WRC 
図2.17 復号回路
-32-
JK フリ ッ プ 2-1 デー タ
フロ ッ プ セレクタ
74ALS114 
画像メモリ
CLC NEG G1 
第 2 章 光・電子複合型並列光アレイロジツクシステムH-OPALSの試作
C. 画像メモリ
OPALSの ように並列度の高い演算システムでは，そのシステムの機能を十分発持するた
めに，同程度の並列入出力能力を持つ記憶装置が必要である. H-OPALS 162では，システ
ムの並列処理両素数と!司じ256 ビットの並列入出力が行えるこ値阿像メモリを用立した.
記憶容量は256 ピッ ト 画像に対して2048 フレームに相当する.メモリの各入出力ポートは
各画素の符号化/復号回路と 一対ーに対応しているので，各阿素の処理要素が局所メモリ
を持っていると見なすこともできる .
メ モ リ周辺の回路図を図2. 1 8 に示す.使用メモリは 8 ビット同時にデータを入出力する
符号化/復号回路へ
ーーー. ー ー・・ー
SRAM 
HM6116 
102 1 A口 AO A1 
A1 
108 
A10 . 
A10 
否E OE WE 
ーーーー Y 
WRM 
ROM 
.--ーーーーーー -・ーー ーー SLM 
戸一一一 G1 
l102 1 AAO 1 ピニ
108 
A10 . 
万E 百E WE 
ー ーーー 。 Y 
」ーーーーー・4
~~f 広_6_ ゐB OIR 色 4ケくEG QJ 74ALS6 
Y Y 
一」
一致横出コンパレー タ AK6 AO A1 A2 A3 A4 
ーーー・ ー ー ・ - 74ALS521 BO 61 B2 B3 ﾟ. 
0001 . . . 07 0809. . . 015 8081 8283 G2 
図2 . 18 画像メモリ回路
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16K ピットスタティック RAM(日立製LHN6116LP-3) を 32佑|用い，これらを同時に動作させ
て256 ピットの同時入出力を行う.このSRAMはデータアドレスを入力してから 1 50ns以内
でデータを取り出せる. したがって，メモリを並列動作させることにより，約1 50 nsで;256
ピット画像データを読み出すことができる.パーソナルコンビュータとの画像データのア
クセスを行う場合は 16 ピットのデータパスを用いる. 16 ピットの出力は約 150 nsかかる
表2.1 バス信号
信号名 内容
AO … AI0 画像メモリアドレス
BO … B3 ボードアドレス
DO … D15 データ
WRM メモリ書き込み
RDM メモリ読み出し
SLM メモリセレクト
01 | 復号器/メモリ出力セレクト
02 動作モード
WRA ラッチA書き込み
WRB ラッチB書き込み
CLAB ラッチクリア
ELED LED発光
INV 検出信号反転
WRC ORラッチ書き込み
CLC ORラッチ読み出し
NEO 出力値反転
1'\ーソナルコンビュータ
パラレル入出力
1POO 
2P06 
2P07 
1P10 
1 P17 
2P10 
2P13 
1P14 
2P17 
1 P.10 
1 P17 
2P10 
2P13 
1 P.14 
2P17 
H-OPALS 162 
パス信号
一一一一 INV 
一一一- WRC 
一一一一 CLC 
一一一一 GI 
WRA 
WRB 
CLAB 
SLM 
一一一一 WRM
RDM 
一一一一ー G2 
AO 
00 
一一一一一 015
図2 . 19 パス制御用インターフェイス回路
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ため， 256 ビットのデータは最速で約2.4 μで、 出力できる.
D. システム制御
システムにおけるパス信号を衣2.1 に示す.システムパスは，図2.19の l口]路を介して48
ピットパラレル入出力モジュールを装備したパーソナルコンピュータと接続されている.
システム制御は，パス信号をパーソナルコンピュータにより制御して行った.各両素に対
応する処理W.l]路を共通のコントロールパスによって制御するので，全システムは，存易に
SIMD動作させることが可能である.
2.5.4 実験結果
試作したH-OPALS162の動作を確認するために，数種類の並列処理を実行させた.プリ
ズムアレイ多重結像相関器は 2 x 2 のカーネルしか扱えないので，対応画素間演算は一対
一接続で実現できるNAND演算を利用した. NAND演算の組合せにより任意の論理演算が
実行できる . 復号回路では，検出信号の論理値の反転 ・ 非反転を切り替えることができる
ため， NAND演算と AND演算の切り替えが可能である.近傍画素間接続は 3 方向のシフト
と倒立接続により 4 近傍画素聞の接続が可能で、ある.
OPALSは基本的に 1 ビットの処理要素の集まりであるため，多ピットデータを扱うため
にピットシリアル処理を行った.この方法では， 2 次元データのを各ピットごとに分割し
てビットプレーンを形成する . 各ピットプレーンは画像メモリ内の異なるアドレスに格納
され，逐次的に読みだされる.ビットシリアル処理は，データのピット長を自由に設定で
き，また ， i寅算カーネルのサイズを小さくできる利点を持つ.
A. 数値演算
256個の 8 ビット整数対に対する四則演算を実行した. H-OPALS 1 62 では一度に一つの
NAND演算あるいはAND演算しか実行できないため，メモリを用いてそれらの演算結果を
一時的に保存し，必要なときに呼び出すことで所望の演算を実行した . すべての処理は各
データ対に対して並列に実行される .
加算は，図2.20に示すように全加算器を用い， 桁上げ信号を遅延させて上位ピットに伝
搬させながらビットシリアル処理に
より和を求めていく桁上げ伝搬法を
用いた.全加算器は図2.21 (a)のよう
に二つの半加算器で、構成で、きる.半
加算器は， NANDゲートと ANDゲー
トを用いると図2.2 1 ( b) に示すように
構成できる . 作成システムは， 1 [E
の処理ステップで I つのNANDゲー
トあるいはANDゲートに相当する処
理を全面素並列に実行する . その処
理結果を 一時的にメモリーに保存
Input Data Full Adder 
an ..a2 a1 
Output Data 
$n ... $2 $1 
bn … ~b1 
図2 .20 全加算器に よるビ ッ ト シリアル加算の実行
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a 
a 
b 
(a) 半加算器
(a) 半減算器
aj 
bj 
Cj_ 
S 
Half Adder 
(b) 全加算器
図2.21 加算器の実現
し〉B aj~ Ei. _dト--iEi. _d 
bj 
, , I I E ・』
d 
主主
Half Subtracter 
(b) 全滅算器
図2.22 減算器の実現
Eミi
仁)-Ci
di 
，...ーー寸
仁)-Bi
し，必要なときに呼び出して他の論理ゲートに相当する演算に用いる.以上のような処理
を繰り返して，作成システムにより図2.21 の加算回路をエミュレートする . t.成算について
も，加算と同様に，図2.22に示すような半減算器を作成システムによりエミュレートして
実現した.
乗算は，筆算による計算と同様の手法で行った [77]. すなわち，乗数の各位ごとに被乗
数に対する積演算を行い，それらの結果の加算を行う.積演算は，まず乗数の各ビットの
値と被乗数とのAND演算を行い，その結果を乗数のピットの位に応じて上位ピットへシフ
トさせて求められる.例えば最下位ビットならシフトなし，第 2 位ピットなら l ピットシ
フト，第 n 位なら n -1 ピットシフトとする.このビットのシフトは，データを格納する
メモリアドレスのシフトで簡単に行える.加算は先に述べた方法を用いた.
除算には引き放し法を用いた [77]. 商の η ビットを求めるために，被除数から除数を引
いて剰余を求め その結果が正なら商として l をたて，負なら O をたてる.剰余を l ビッ
ト下位にシフトさせ 再び剰余をヲ lいて商のn-1 ピットを同様にして求める.下位ビット
についてもこれらの処理を繰り返す.剰余が負になる場合は，引き過ぎであるから除数を
加えて元へ戻せばよいが それだけ演算時間が増えることになる.そこで引き放し法で
は ， n ピット目の剰余が負になっても，除数を加えずにそのまま剰余を上位ビットにシフ
トさせ ， n -1 ビット目で剰余を求めるときに除数を加える.商のn-l ビット日も剰余の正
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表2.2 四則演算おける処理性能
Addition Subtraction Multiplication Division 
Data size of Operands 8 bit + 8bit 8 bit -8bit 8 bit x 8bit 16 bit -;8bit 
Data size of Output 8 bit 8 bit 16 bit 8 bit 
Number of NAND/AND Sequence 111 126 912 1312 
Total Processing Time (ms) 5.8 6.7 48 68 
Processing Time per a Pair of Data (μs) 23 26 190 265 
負から求め，以下同様に下位ビットの計算を行っていく.剰余の正負の判断は，最上位
ピットを符号ビットとして，それが O の時は正， 1 の時は負とする. {，成算を行う場合は，
減数のビットを反転し，さらに l を加えて補数を求め，被減数との加算を行う.ピットの
シフトはメモリアドレスのシフトで行い，加算は先に述べた方法を用いた.
表2.2は試作システムで実行した四則演算，データサイズ， NAND/AND演算の同数，ふ
処理の実行時間， 一つのデータ対当たりの実行時間をまとめる.これらの結果から， Hｭ
OPALS 162 の平均処理速度は約 19 kframes/sec.で、あることがわかる.この場合，システム
内部のクロックサイクルは約200 kHzで、ある.
B. 多値画像処理
画像メモリの有効性を示すため，システムの処理要素数よりも多い画素数を持つ画像の
加算処理を実行した. 8 ビット整数データで 128X 128画素からなる 2 つの両像を，それぞ
れ16X 16画素からなる 64枚のサブ画像に分割し，画像メモリに格納する.ビットプレーン
展開するため， 1 枚の画像を格納するため， 512フレーム分のメモリ領域を要した.画像
Image A Image B Added Image 
図2.23 多値画像の加算結果. 8ビット 128X128画素構成.
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の加算は，通常の8 ピ ッ ト加算処理を64枚のサブ画像に対して実行した.図2.23 は得られた
結果を濃淡画像に変換して表示したものである.この処理を完了するのに約372ms秒を要
した .
ここで，座標は雫l直下向きにi をとり，水平右向きにj をとるものとする.膨張演算を来す
式(2.2)は項を二つ持つが，負論理[48] を用いて次式のように一つの項にまとめると， 1 凶
の相関演算で膨張演算を実行することができる.
C. 数理形態学的画像処理
プリズムアレイ多重結像相関器による近傍 l同素開演算を試すために，数理形態学的画像
処理[78] におけるクロージング演算を実行した.クロージング演算は，数理形態学の基本
演算である膨張・侵蝕を続けて行うことで実現できる.ここでは，値 l を持つ画素を右側
へ l 画素分だけ膨張させ，次に侵蝕を行い， 二値画像中の画素値 O の孤立ノイズ除去を
行った.この膨張と侵蝕の演算を，入力画像の画素をα (i， j) とし，出力画像の画素値c (i, 
ρとしたときの近傍画素開演算で表すと，それぞれ次式のようにかける .
c (i， β=α (i， βα (i -l ， j-l) (2.4) 
c (i , j ) =α (í， j) α (i +l ， j+1) (2.3) 
つまり，式(2.3) と式(2.4)で表される 2 ステップの演算を実行することにより，クロージン
グ演算が実行できる.この演算を実行するため，相関器のプリズムアレイから直進と右へ
のシフトとの二つのプリズムを選択して相関演算を行った.図2.24(a)は入力画像を表して
おり，ハート形のパターンの上に画素値 O のノイズがのっている.図2.24(b)は画像の膨張
を行った結果である.図中のパターンが l 画素分膨張し，ノイズは除去されている.ただ
し，演算結果は画素値が反転されており，相関器での倒立接続のために倒立像となってい
る.侵蝕演算では，シフトの方向は膨張の場合と逆向きであるが，膨張演算の出力は倒立
像になっているため，実際の処理では膨張演算の時と同じプリズムを選択して相関演算を
行うことができる . 図2.24(c)は侵蝕演算を実行した結果を示す.ノイズの除去されたハー
ト形のパターンが得られている.図2.25(a) ， (b)に，膨張・侵蝕のそれぞれのステップで得
られたフォトダイオードアレイ上の相関画像を示す.
c (i, j) = a (i , j) + a (i-1 , j -1 ) (2.2) 
(a) (b) (c) 
2.6 考察
各試作システムにおける処理能力を制限する要因とその改善方法について考察する .
まず，処理画素数について検討する.試作システムの処理画素数はいずれも用いた相関
光学系の解像点数よりもはるかに少ない値である.しかし 光・電子変換や電子回路のた
めに個別の素子を用いているかぎり， 16X16以上の画素数の実現は困難である.処理画素
数を増加させ，さ らに，高い安定性 ・ 信頼性を得るためには，光電子集積技術を利用して
H-OPALS専用の光電子デバイスを開発する必要がある. 電子処理は各画素ごとに独立な処
理要素を用意すればよいので大規模集積化に向いている.
ここで，光電変換部で必要な消費パワーを概算する.光検出器としてフォトダイオード
を用いたとき ， 最小の検出パワーpmmは次式で表すことができる [79].
図2.24 ク口ージング演算の論理出力
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ただし， L1vは要求される変調帯域幅， Cdは接合容量， ηは量子効率， 7;は等価雑音温度を
表す.符号化画像はレーザーダイオードアレイなどの発光素子を用いて表示されるとす
る.演算カーネルのサイズをKXKとしたとき 一つの発光素子から発せられた光はJ(l に
分割されて，各フォトダイオードへ到達すると仮定する.この条件より，各発光素子に要
求される最小のパワー尺は次式で表される .
図2.25 クロ ージング演算における相関画像
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図2.26 点光源アレイによるカーネル選択機構
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ただし， T]e。は発光素子の量子効率， Aは光シャッタ一等による光学的な損失とする.例え
ば，使用波長1.4μm ， Cd =lpF, L1v=lGHz， η=50% ， T;=1490Kの条件では， pmln4 × 10・7 と
なる.このとき， A=80% , 1(2=222 とし， ηEO=30%の発光素子を用いたとすると， Rz1.8mW
となり，実現可能な値が得られることがわかる.
次に，処理速度について検討する.試作システムにおいて処理速度を制限している主な
要因は，カーネル選択の部分と相関結果の光信号増幅回路である. H-OPALS 2 , H-OPALS 
3では，カーネルを選択するために液晶による光の変調を利用していたが，液晶を用いた
デバイスの動作速度をこれ以上向上させるのは困難で、ある.そこで，カーネルの高速な変
更が可能な相関器として，図2.26に示すように，光源として 2 次元レーザーダイオードア
レイを用いた光学系を利用することが考えられる. レーザーダイオードアレイとフィルタ
面を共役関係にしておき，各レーザーダイオードと相関フィルタが l 対 1 の関係になるよ
うに配置しておく.対応するレーザーダイオードを発光させることにより，高速にフィル
タを選択することができる.
一方，光検出の応答特性は入射する光強度が大きいほど早くなるので，高速化のために
は光源の高輝度化と光学系の光利用効率の向上が必要である.光利用効率の向上のために
は，まず各光素子の改良が必要である. H-OPALS 3では，使用した空間光変調器の反射率
が数10% と低いが，反射膜を設けることにより改善が可能である.また，相関フィルタの
凶折効率は，体積ホログラムやプレーズ化した計算機ホログラムの利用によりさらに向上
させることができる.
光の利用効率の高い光学系の形態を検討することも必要である. .H-OPALS2の多重ピン
ホール相関器は，ビンホールを通る光のみを用いるため原理的に光の利用効率が低く，こ
れ以上の改善は困難で、ある. H-OPALS 3のカーネル選択型コヒーレント相関器は，単一の
レーザ一光源からの光を全体の画素に分配し，さらに相関フィルタアレイの全体にも分配
しているため，光の利用効率が低い.この問題を解決する一つの方法は，図2.26に示すよ
うに，光源として 2 次元レーザーダイオードアレイを用いることである.この方法では，
一つのレーザーダイオードが一つのフィルタによる相関演算に用いられるため， 一つの光
源からの光パワーをすべてのフィルタに分配する方法と比べて，光の利用効率が高い.ま
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た，レーザーダイオードの数を増やせば，各検出~へ到達する光パワーを減らすことなく
フィルタ数を増やすことができる.
他の光の利用効率のよい相関光学系としては， レーザーダイオードアレイに符号化像を
表示する方式が考えられる [80]. この方式では，レーザーダイオードからの光パワーは演
算カーネルのカーネル数だけ分割されるが，その数は普通画素数よりも小さい債である.
したがって，各検出器へ到達する光の利用効率はこれまでに述べた 2 方式よりも優れてお
り，画素数に対して高い拡張性を持っている.また，この相関器は空間的にインコヒーレ
ントとなるためコヒーレントノイズを生じない.空間光変調器の照明系が不要で、あるた
め.コンパクトに構成できる利点も持つ.
2.7 結言
本章では，完全並列処理が可能な三つのH-OPALSの試作，ならびに並列処理の実行結果
について述べた. H-OPALS 2は3X3画素の 2 値画像に対して45 frame/sec , H-OPALS 3 は3
X3画素の 2 値両像に対して278 frame/sec , H-OPALS 162 では ， 16X16両素の 2 値画像に
対して 19kframe/ secで、動作で、きた.試作システムの処理能力は，ディジタル演算システム
として利用するには十分とはいえない. しかし， OPALSに必要な基本的機能は備えている
ため，将来のシステム実現におけるひな形となりうる.今後の実用化，高性能化に対する
研究が必要である.システムの動作速度はおもに光強度の不足が原肉となるめ，光の利用
効率のよい光機能素子および光学系の構成が必要で、あることがわかった また j 両素数の
増やすためには，高密度に集積されたOPALS専用光機能素子と光学系の効率的な構成法の
開発が重要で、あることを明らかにした.さらに，処理の信頼性・安定性の向上，および高
精度のアライメントを実現するためには光学系の効率的な構成手法の開発が必要で、ある.
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第 3 章反射型多重投影相関器 3.2.2 反射型多重投影相関器の原理
多重投影光学系における集積化の問題を解決するために，反射型多重投影相関器を考案
した.これは，同一基板[-_ ~こ符号化 l寸路，光変調素子，光検出素-f ， 復号回路を集積でき
るように，反射光学系を導入して入力|固と出力面を同 -平面に配置したものである.図3.2
にその構成を示す.光電子集積回路の部分は，反射型光変調素子[19 ， 18, 82 , 83] 4 セルと
光検出素子，符号化回路，復号阿路を l 画素区画分の処理要素として この処理要素を処
理画素数だけアレイ状に配置したものである.
この相関器の動作は以下の通りである.四つの光変調素子の内の一つがオン状態、になる
ことで符号化画像の l 画素医阿の情報を表示する.光変調素子で変調された光信号を同
而にある光検出素子へ折り返すために，光を透過する部分と反射する部分を持つパターン
ミラーを用いる.点光源アレイには演算カーネルのパターンを表示する.各点光源からの
光は，コリメータレンズにより傾いた平行光となり，パターンミラーの透過部から光変調
素子へ入射する.光変調素子で反射された光は，パターンミラーで再び反射されて光検出
素子へ入射する . 幾何学的関係により，入射光の角度によって光変調素子から光が届く位
置までの距離が変わる .この距離を画像シフト量と呼ぶとすると，点光源の点灯位置に
よって画像シフト量が変化する.像面とパターンミラー面との距離をZM' レンズの焦点距
離をfとすると，画像シフト量5x と点光源、の光軸からの位置x。との関係は，
3.1 緒言
第 2 章で述べた光・電子複合型OPALSの試作システムは，製作の容易さから個別の電子
部品や光学素子を用いて光学定盤上に構成されている.しかし， OPALSをより実用的なシ
ステムに発展させるためには，光電子集積回路技術[] 6]や集積光学技術[27-33 ， 53 ， 54， 8]]
を用いてシステムの集積化・ 一体化を図り 安定性・信頼性を得る必要がある.特に，
OPALSにおいて中心的な役割をする相関光学系の設計と実現方法が重要な課題となる.コ
ンパクトな離散相関器を構成するためには多重投影光学系は非常に有効である. しかし，
多重投影光学系では入力面と出力面を別々に用意する必要があるため，システムの集積化
に適した実装が困難で、あるという問題が生じる.
本章では，光・電子複合型OPALSの集積化を目的とした反射型多重投影相関器を提案
し，その高密度化について検討する [111 ， 112]. 以下， 3.2では，反射型多重投影相関器の
構成を説明し， 3.3で原理検証実験の結果を示す. 3.4では，システムの処理能力を決定す
る処理画像の画素点数とシフト量について考察し さらに処理能力向上のための方法を提
案する.
3.2 反射型多重投影相関器
3.2.1 多重投影光学系とシステム集積化における問題点
図3.1 に示す多重投影光学系[36] はコンパクトに離散相関器を構成する上で非常に有用で
ある.多重投影光学系では 透過型の空間光変調器に符号化画像を表示し，発光ダイオー
ド等の点光源、アレイにカーネルパターンを表示する. 点光源からの光はレンズによって、ν
行光になるので 投影された像は元の像と等倍率になる.光源の点灯位置を変えると像を
投影する平行光の傾きが変わり 投影像はシフトを受ける.複数の点光源を点灯させたと
きこのシフトと複数の投影像の重ね合わせの結果，符号化画像とカーネルとの離散相関演
算が実現される.その後，光ア レ イロジックの手順に したがって，光検出素子に よ り相関
画像を l 画素おきにサンプリングし，復号処理として反転論理和演算を行うことに よ り
種々の論理演算を実現できる .
しかしながら，多重投影光学系を用いた光・電子複合型OPALSの集積化を考える場合，
入力面と出力面が離れているため，光変調素子，光検出素子，符号化回路，復号回路等を
一体化して集積することができない.符号化回路と光変調素子あるいは復号回路と光検出
素子はそれぞれ一組の光電子集積回路として用意できる.しかし 演算結果をフィード
パッ クして反復処理を行うためには 二つの光電子集積回路を接続するフィードパ ッ ク伝
送路が必要となる.処理の並列性を保つためには 各画素データを並列に伝送できる必要
があるが，これを電気的に行うのは困難である.光接続技術の適用も考えられるが，発
光 ・ 受光素子を新たに付加する必要があり，消費エネルギーや製作の困難きが増すことに
なる.
ðx与型 (3.1 ) 
と表せる.各点光源からの光により，点光源の位置に対応した画像シフト量を伴って符号
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つの素子配置を比較すると，関3.4のノjが空間的な無駄が
図3.3の点光源問隔SI は式(3.1 )よ り 次式で、表せる.
(3.4) 
Zm 
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さと等しいものとする.これら
少なく ， 高密度化に適している.
Patterned Miror 
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反射型多重投影相関器
化画像が投影される.点光源アレイに相関カーネルを表示すると，複数の点光源による投
影像が重ね合わせられ，カーネルパターンと符号化画像との相関演算を行うことができ
る.
図3.3 と図3 .4~こ， 2 通りの素子配置の例を断面図，上面図，点光源配置図により示す.
断面図には， 一つの光検出素子に入射し得る光路が示されている.不要な光の入射を避け
るため，光変調素子や光検出素子を配置できない部分が存在する. 1 画素区画に必要な領
域のサイズをdp × dp としたとき，図3.3 と図3.4の系における光変調素子の l 辺の長さdl ， d2 
はそれぞれ，
d252 
(3.2) 
(3.3) 
d14 
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ここで ， X ， は光変調案 の間隔を表す.
ただし ， X2は光変調素子の間隔を表す.
災13.4の点光源問隔S2についても，
S') = !X2 
2 = 2z可
百l様に，
(3.5) 
反射型多重投影相関器は，従来の多重投影光学系に比べて，符号化画像の表示面におけ
る空間的な無駄が欠点となるが，システムの集積化に対しては以下の利点を持つ.
1 )一つの基板上で処理を行えるため入出力面聞の伝送が不要.
2 )電子処理は画素単位で独立で、あり，長い配線が不要なため， LSI化に適している.
3 ) 構造が簡単でコンパクトである.
また，基板の裏側に 3 次元集積化技術を用いて光変調器や受光器等を用意すれば，容易
にデータの並列入出力が実現できる. 一般に，並列システムでは並列プロセッサ本体との
データ交換が処理のボトルネックとなり得るが，並列光入出力ポートの装備によりこの問
題を回避することができる.
3.3 原理検証実験
反射型多重投影相関器の原理を確認するために検証実験を行った.実験の光学系を図3.5
に示す.各素子の配置は図3.3の構成を仮定した.符号化画像を表示する反射型光変調器の
代用として，アルミ蒸着とエッチングによりオン状態の光変調器セルに相当する部分だけ
光を反射するミラーアレイを製作した(図3.6(d)) .符号化画像は，図3.6(a) ， (b) に示す入
力画像A， Bを符号化した図3.6(c) を用いた.パターンミラーもガラス基板にアルミ 蒸着
し，エッチングにより透過部を作った(図3.6(e)) .符号化画像のサイズは20mm角，各セ
ルのサイズはO.4mm角とした.パターンミラーでは， O.4mm角の透過部をO.7mm間隔で、並
べた.点光源として中心波長660nmのLEDを用いた. LED の間隔S， は 17mm とした. LEDの
発光部はO.5mm角以下であるため，はぽ点光源であると見なした.反射鏡と符号化像の間
隔は5.8mm とした.入力画像A， B~こ対する AND ， OR, XOR演算を行った結果を図3.7に示
す.処理結果は， ミラーアレイ直後に拡散板を置いて観察した.サンプリングする位置以
外の不要な光を遮ると，図3.7の右列に示すように，入力画像に対する所望の論理演算結果
が得られていることがわかる.
3.4 処理画素の高密度化の検討
反射型多重投影相関器は，原理的に投影法に基づいているため，画素密度は回折現象に
より制限される.パターンミラーと光変調素子/光検出素子面との距離を小さくすること
により回折の影響を減少させることができるが，光の入射角がレンズの軸外収差や光変調
糸子の特性等により制限されている場合は，シフト量も同時に小さくなる.シフト量は，
実行可能な演算カーネルのサイズに直接対応するため，離散相関器の処理能力を評価する
うえで、重要なパラメータである.そこで，処理画素数とシフト量とのトレードオフの関係
を導き，反射型多重投影相関器の処理能力の評価を行う.さらに，回折の影響を減少させ
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る方法として，ビームスプリ ッ タあるいはマイクロレンズアレイを利則する光学系を提案
する.
3.4.1 回折による処理能力の制限
投影光学系では，画素密度を上げていくと各画素のエッジからの [111折によ り 投影像のぼ
けが大きくなり，幾何光学近似が成 り 立たなくなる.凶よの幅をd， 凶ií象の表示面と投影
面との距離を z としたとき，投影光学系において幾何光学近似が成 立する範闘 を，
parageometrical光学[84]の手法を用いて評価すると次式のよ う に衣せる [36] : 
J2 
Z くくす (3.6) 
ただしλ は波長とする.この式を図3.3 に示す反射型多重投影相関器に当てはめると，パ
ターンミラーにおける幅dl の透過部から入射した光が， 2 回反射して検出素子に到達する
まで幾何光学近似の成り立つ条件として，
3Md Zu くくーー. (3.7) 
が得られる. 2X2個の光変調素子と l 個の光検出素子を含めた l 画素分の処理要素の幅を
dpとすると，式(3.2) ， (3.7) より，
d2 
3zu<<. ~~ M'く百81.. ' (3.8) 
となる.
入射角の最大値を θmax としたとき，最大シフト量は2zM tan8maxで、表せる .これを， dpで
割って，処理要素単位で最大シフト量N 表し，式(3.8) を代入すると，
一一S d p 
dD tanomax 
くく・ 54λ (3.9) 
となる.
り，
ここで， 処理画素数をNp × Np' 画像全体の大きさをDXDとすると， dp=D/Nよ
。一
λ
1
一4
a
ココ
D
一くく? ?? (3.10) 
が得られる.式(3.10)か ら，系のサイズと最大入射角によって，処理可能な画素数と最大
シフト量との積が制限されていることがわかる.このとき実行可能な演算カーネルユニッ
ト数，すなわち近傍画素間演算を行える領域は (2N『+l) × (2N+l) で表せる .
図3.4の構成を用いた場合は，式(3.3)を用いて，式(3.7) ， (3.10) と同様に，
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が得られる.
dtan 8max 
ZM くく・M ~~ 48λ 
D tanθ~"V Nl'p くく 24λ川aA ，
(3.11 ) 
(3.12) 
例えば，式(3.12)において ， x くく y の成り立つ条件を 10x 壬 y と仮定すると， D=30mm , 
λ= 600nm , 8
max 
= 30。とした場合， NANp 三 120 となる.これは，例えば， 4O X40画素の画
像に対して， 3画素分のシフト演算，つまり， 7X7近傍領域内での近傍画素開演算が実行
できることを示している.
以上のように，投影法に基づいた光学系を極端に高密度化すると，回折現象の影響が大
きくなり光学系の情報処理能力が低下する.そこで，処理画素数の増加を図るためには，
例えばウエハースケールの大型基板を利用することが考えられる.提案したシステムで
は，近傍画素聞の接続を光で行い，画素内の処理を電気的に行っているため，電気配線は
局所的なものですむ.したがって，配線を長く引き回したときに問題となる浮遊容量やク
ロ ッ クスキュー等による処理速度の低下を避けることができる.
3.4.2 ビームスプリッタの利用による画素密度の向上
図3.3あるいは図3.4の光学系において，パターンミラーにおける回折が画素密度を制限
する大きな要因であることがわかった.そこで，図3.8に示すように，パターンミラーの代
わ りにビームスプリ ッ タを用いて画素密度を向上させる方法を考える.ビームスプリッタ
の透過光が光変調素子をへずに直接光検出素子に入射するのを防ぐために，入射光を直線
偏光とし，光検出素子の直前に検光子を置く.そして，光変調素子がオン状態の時に変調
光の偏光方位を900 回転させるようにしておくと，変調光は光検出素子で検出可能とな
る.この光学系は二つの利点を持つ. 一つはパターンミラーを取り除くことができる点で
あり，もう 一つの利点は，光変調素子の幅d3に対する制限が， d3 三 dp/3 になり，パターン
ミラーを用いた場合よりも緩くなる点である.
図3.8
d1 壬生
3 
ビームスプリッターを用いた反射型多重投影相関器
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ハーフミラーを月]いた構成における処理画素数とシフト量の評価を 3 .4.1 と同様の手法で
評価する .幅 d15dp/3 の光変調素子の投影像が一度ビームスプリッタで反射してから光
検出素子に届くまでの間で，幾何光学近似が成り立つ条件を求めればよい.その結果とし
て次式が得られる，
27. くく d?<d;.(.M す-珂
d: 
Zu<< ，~! M......く花王 (3.13) 
(3.10) と同様の操作により，
積は次式で表される
最大シフト量N、と処理画像の l 辺当たりの処理画素委知fp との
N.N くく D tanθ 
S--' P -- 9λ (3.14) 
式(3.10) と比較すると ， N可と NP の積で6倍の向上を図ることができる.ただし，この光学
系では，ビームスプリッタを通るたびに光量が半分に減少するため，光パワーの利用効率
はパターンミラーを用いた場合よりも劣っている.
3.4.3 マイク口レンズアレイの利用による画素密度の向上
光パワーの損失を少なくし，かつ，回折の影響を減らす方法として マイクロレンズを
パターンミラー透過部に用いる方法が考えられる.例えば，図3.3の素子配列に対して，図
3.9に示すようにパターンミラーの透過部に焦点距離j=ZMのマイクロレンズを置き，光変
調素子上に集光してパターンミラーの辺からの回折の影響を抑える.パターンミラーの反
射部の前に焦点距離五= ZM のマイクロレンズを置くと，ミラーで反射してマイクロレン
ズを 2 回通るため，光変調素子と光検出素子の間の結像レンズとして働く.
一方，図3.4の素子配列に対して 回折の影響を減らすためにマイクロレンズを適用した
例を図3.10に示す.この形態ではパターンミラーの透過部がスリット状になっているの
で， 円筒マイクロレンズアレイ [85] を使用する.パターンミラーの形状がy 軸方向に長い
x , y 
図3 .9 マイク口レンズアレイによる回折:の相]告リ
(図3.3の素子配列例 1 に適用. ) 
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. .ー__.ZI .1 蜘輔摺
トー日:白
x 
Z 
るガラス平板の以さで設定することができる .
次に，マイクロレ ンズを用いた反射型多重投影相関器の処理íj~)J について考終する.た
だし，ここ では ， レ ンズの収差等は無視できるものとし， レンズ:' Imr J の [rll折効果に法っとい
て評価を行 う . 図3.6の場合， 1 画家分の処理要点の幅をdn，パターンミラーに密若してい
るマてクロレ ンズの直径II 叫/ 6，焦点距離式= ZMで、あるLめ，交光素子 j -- に集光した点
像の幅 α は，
(a) x軸方向断面図 (b) y軸方向断面図
町一dp均一h (3.15) 
と なる.この点像が光変調素子の受光領域に収まるようにG g dp/ 6 とすると ， ZMの制限と
して次式が成 り立つ .
Collimator Lens 
,2 
Z M$ 二ι川一 72λ . (3.16) 
Patterned 
Mirror 
式(3 .1 6)を用いて，式(3.10) と同様の操作に よ り ， 最大シ フ ト量N、と処理画像の l 辺の両素
数NP との積は次式で表さ れる.
D tan ﾟ___ 
N♂D 三 川町
ド 36λ (3.17) 
図3.10 円筒マイク口レンズによる回折の影響の低減方法
(図3.4の素子配列例 2 に適用. ) 
図3 .7の光学系の場合は，パターンミラーに密着 している円筒マイクロレ ン ズ、のX方向の幅
'2 = dp / 4，焦点距離五 = ZMで、あるため，受光器上に集光した点像のX方向の幅 α は，
2~月 8ÀzM
α= 一一一ー=一一一一一
l2 dp (3.18) 
となる.この点像が光変調素子に収まるようにα5dp / 4とすると ， 2Mの制限 と して次式が成り立つ.
スリ ッ ト状になっている場合，光変調素子上に x 軸方向の集光を行うように焦点距離h=
ZMの円筒マイクロレンズをパターンミラーの透過部に置 く (図3 .1O(a)) .また，光変調素
子と光検出素子が結像関係になるように 同様の円筒マイクロレンズをパターンミラーの
反射部に配置する. y 軸方向の集光を行うために，光変調素子の直前に焦点距離λ = 4zM 
の円筒マイクロレンズを密着させて置 く(図3.1O(b)) .光変調素子での反射によ り 光はレ
ンズを 2 回通るため，実質的な焦点距離は2zM となり，光検出素子アレイ上で y 軸方向の
集光が行われる.これらの 2 種類の円筒マイクロレンズの組合せにより光検出素子上に点
像が得られる . マイクロレンズアレイを実装を実装するために，イオン交換技術[27]やリ
ソグラフイー技術[86] を用いてガラス平板の表面にマイクロレンズアレイを製作し，図
3.10(c)に示すように光変調素子，光検出素子等を集積した光電子集積回路と密着 させる.
パターン ミ ラーと光電子集積回路との間隔 2M は，マイクロレンズアレイが集積されてい
.2 
Zu くこと
川- 32λ- (3.19) 
また，光変調素子に密着 した円筒マイクロレンズのy方向の幅l2 = 孔 / 4 ， 焦点距離1，= 4zー
であるが，レンスを 2 回通るため実質的な焦 点距離は勺となる Lたがっ て，光検出長
上の点像のy方向の幅bは
b2A616ZM 
l3 dp ' (3.20) 
となり ， bの範囲をαと同様にb 三 dp / 4 とすると ， ZM に対する制限として，次式がが成 り
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立つ.
d2 _. ~p 
ZM 三 面X (3.21 ) 
式(3.19) と式(3.21 )のうち ，よ り 制限の厳 しい後者の条件を用いて，式(3 .1 0) と同様の操作
に よ り ，最大シフト 量N と処理画像の l 辺の処理画素数Np との積の制限は次式のようにな
る.
D tanθmax 
N/Vp 壬 32λ (3.22) 
例えば， D= 30mm ， λ=600nm，。m似 = 300 とした場合，式(3.22) より， NJNp 壬 902 とな
る.これは，例えば1()() X 100画素の画像に対して， 9 画素分のシフト演算，つまり， 19X 
19近傍領域内での近傍画素間演算が実行できることを示している. D = 30 mm， λ= 600 
nm , e~~v = 300 と仮定したときの，これまで述べた反射型多重投影相関器におけるべ， NP
の最大信を，式(3.10) ， (3.12) , (3.14) , (3.17) , (3.22) より求め，図3 . 11 に図示した.ただ
し，式(3.10) ， (3.12) , (3.14)については ， x くく y の成り立つ範囲を 10x 三 y と仮定した.
3.5 結言
光・電子複合型OPALSの集積化に適した相関器として反射型多重投影相関器を提案し，
簡単な原理検証実験によりその動作を確認した.回折による処理能力の制限を評価し，さ
らに マイクロレンズや円筒レンズの導入により回折の影響を減らして処理能力の向上を
図る手法を提案した.本研究ではレンズの回折限界を元にして処理能力を評価したが，よ
200 
150 
100 
トあ
。
。 2 4 6 
Ns 
スリット状のパターンミラーと
一一一マイク口レンズの利用(図3 . 10，式3.22)
正方形窓を持つパターンミラーと
一一一マイク口レンズの利用(図3 .9，式3.17)
一………v ハーフミラーの利周(図3.8，式3.14)
スリット状のパターンミラー
の利用(図3.4，式3 . 12)
正方形窓を持つパターンミラー
の利用(図3.3，式3.10)
8 10 12 14 16 
図3 . 11 反射型多重投影相関器の処理能力の比較
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り詳しい検討を行うためにはレンズの収差，迷光，光の損失等の影響を考慮する必要があ
る .
反射型多重投影相関器を用いることによって ， 従来の投影光学系では困難であったシス
テムの集積化を効半良く実現できる . また，他の結像系に基づいた相関器よりもコンパク
ト に実装できる . ただし，反射型多重投影相関器は回折により処理画素数とシフト量の積
で処理能力が制限 さ れる. したがって，比較的カーネルサイズの小さなコンパクトな相関
器としての利用に適している . その上で，シ フト 量の大きい他の相関器との併用によりモ
ジ、ユ ール統合型光演算システムを構成すれば，処理能力を さらに向上させるこ とが期待で
きる.
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4.1 緒言
離散相関演算:を実行する光学系に対して要求される能)J は， 1) 入力データやカーネル
の切り替えを高速に行えること， 2) 処理画素点数が多いこと， 3) カーネルサイズが大
きいこと， 4) カーネル点数が多いことなどが挙げられる. 1) , 2) は処理のスルー
プットに直媛影響する. 3) は演算可能な近傍画素領域を決め， 4) は多数の画素を対象
とする複雑な演算を行う場合に重要になる.広範聞の接続や大ファンアウトの実現は電気
的な接続より光接続ほうが有利である.離散相関器に対する 3) , 4) の要求は，この接
続の範凶とファンアウト数の拡大に対応するので，光演算システムの有効性を卜分発揮さ
せるためには，これらの要求を満たすことが重要になる.離散相関光学系の接続能力を最
大限に使う場合として，画素数NXNの画像に対して全画素間を完全に接続する場合を考
えると，最大(2N-l)X (2N-I )のカーネル点で構成されるカーネルが必要である.光アレイ
ロジックを用いた並列演算技法において大きなカーネルを必要とする具体例としては，
トークン伝搬法[48]がある. トークン伝搬法は，光の並列性と優れた接続能力を有効に利
用して効率的に処理画像上でのデータの転送を行う演算技法で，推論機構[46] ，データ
ベース処理[49]，データフロー処理[48]の実現に有用である . トークン伝搬法では，データ
画像の全面にわたって特定の画素パターンを多数複製するため，離散相関演算にはカーネ
ル点数が多く，大きなサイズの演算カーネルが必要である.複製光学系を用いてパターン
展開専用モジュールを使用する手法が提案されているが[46]，この場合，展開パターンは
固定となるので可変性 ・ 汎用性が犠牲になる.
第 2 章において試作の対象とした並列光演算システムOPALSは，ハードウェアの有効利
用を考えて，基本的に符号器 ・ 相関器・復号器を 1 組用意して反復処理する方式であっ
た . しかし，単一の光学系で上に挙げた要求をすべて満たすことは難しい.そこで， 2) 
の処理画像領域の拡大に対処する手法として，入力画像を光学系で処理可能な画素数の
ページに分割し ページ単位で処理を行う 2 次元仮想記憶機構がすでに考案されている
[87] . 本章では， 3) , 4) のカーネルサイズ，カーネル点数の大きな相関演算を効率的
に処理する手法として カーネルを分割し ， 複数の相関演算に よ り実現する方法を検討す
る .
4.2では ， 相関演算を実行する光学系のモデル として瞳分割離散相関光学系を仮定し ， そ
の処理能力について検討する. 4.3で は， 離散相関演算におけるカ ーネル分割の手順を説明
し， 4.4 と 4.5ではカーネル分割の実行手法として ， 多重離散相関器と多段離散相関誌の利
用を提案する. 4.6では ， 多段離散相関器の設計例を示し，単純離散相関器との比較によ
り本手法の有効性の評価を行う .
4.2 瞳分割離散相関光学系
結(象系に基づくプログラマブルな離散相関光学系 として，第 2 章で述べた相関フィルタ
ア レ イやプリズムアレイを用いた光学系や ， 分割鏡[37] ， レ ンズア レ イ [38] ， 回折格子[88]
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を!日いた光学系が提'奈されている.これらの光学系は，陀而に様々なÍhlÌr ﾎl J f{J を持つ偏 rílJ 本
子を 2 次元アレイ状に用意しておき，シャツタアレイや照明光の制御によりそれらを選if~
的に機能させてプログラマブルな離散相関演算を実現している.これらの光学系では，偏
向素子アレイの構成数だけ瞳が分割されているので，これらを陀分前向tt散相関光学系と呼
ぶ.
睦分割離散相関光学系は他の相関光学系に比べて多くの利点を持つ.例えば，ネ11閃光学
系の - -つである多重投影光学系で、は，同折の影響により画素の高密度化と故大シフト i山ド
制限されるが， 一万，瞳分割離散相関光学系は，レンズの結像作用により l由j素の店街度化
が期待でき，シフト量を偏向素子の設計次第で大きくとることが可能である.また，書き
換え可能なホログラムを用いた相関器[79， 89]が提案されているが，向~応答・泊j分解能の
両方の特性を併せ持つ十分な性能のホログラム記録材料が未だ開発されていない.それに
対して，瞳分割相関光学系は既存の技術により構成することができ， 12J速化も可能で、あ
る.
離散相関光学系の処理能力を示す指標として，処理画素数，カーネルサイズ，カーネル
点数を考える . カーネル点数とは，離散相関演算におけるカーネル中に合まれるデルタ関
数の個数である。光システムのファンアウト・ファンイン数を考慮したとき， 一度の相関
演算において実行できるカーネル点数の最大値を最大カーネル点数と呼ぶ.また，カーネ
ル基本構造を形成する格子の間隔，および格子の交差している点の数を，カーネル格子間
隔，およびカーネル格子点数と呼ぶ. カーネル点は，カーネル格子点の上に配置される.
相関器では， 一つの格子点が一つの偏向素子に相当する.偏向素子としてホログラムを用
いる場合には，一つのホログラムで複数のカーネル点に対応させることもできるが，ここ
では簡単のために，一つの偏向素子が一つのカーネル点に対応するものとする.したがっ
て，用意きれている偏向素子の数， すなわち，瞳の分割数がカーネル格子点数と等しくな
る.カーネル点数は実際に相関演算を実行するときに，光シャツタ等により選択されて使
用される偏向素子の数に相当する . カーネル格子間隔は各偏向素子を適切に設計すること
により自由に設定できるものとする .
般に，使用するレンズの直径および焦点距離が一定のとき，瞳を分割するほど有効な
関口数が小さくなるため，点{象がぼけて解像点数が減少する . そのことから，処理画素数
とカーネル格子点数の問には一定のトレー ドオフが予想される . そこで，図4.1のような 4f
Input Plane Output Plane 
f 
図4. 1 瞳分割離散相関光学系
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光学系のフィルタ面に偏向素子アレイを設置した瞳分割離散相関器を考える.入出力画像
の大きさをloX ら， レンズを lし XIしの正方形関口とし，焦点距離をJ， フィルタ面の大きさを
IF>く IF' フィルタ面の分割数，つまりカーネル格子点数をgXg ， 光の波長をλとする .この
とき，フィルタ面は分割されて有効な関口の大きさはIF1g X IFI g となるため，解像限界α
は次式のように表わされる.
。 =24k-
ιF 
(4.1) 
処理画素数をNXNとすると，画素データを解像する条件は，
N4 , (42) 
と表せる.ここで，レンズによるケラレを生じない条件としてL= L= 1.12 とおくと，式o -F -L 
(4.1) , (4.2) より，
,2 
Ng 三台 , (4.3) 
となり，開口の制限に基づく処理画素数と最大カーネル点数聞のトレードオフの関係が得
られる.例えば， 1し= 20mm , J = 80mm ， λ= 630nm としたとき ， Ng 三 992 となる.画像内
の完全接続を行うために ， g= 2Nとした場合， Nはたかだか22までしか取れない.
以上のように，瞳分割相関光学系においてカーネル格子点数を増加させると，処理の並
列性が犠牲になる.一方 l 度の相関演算における最大カーネル点数は 光変調素子から
のファンアウト数および光検出素子へのファンイン数に相当するため 光変調素子のコン
トラスト，光検出素子の関値のばらつき，光強度の不均一性などにより制限される.その
結果，単体の瞳分割相関光学系は演算能力・自由度の点で問題を持つ.
4.3 離散相関演算におけるカーネル分割
瞳分割離散光学系における問題点を解決する方法として，カーネルを分割して処理する
手法を検討した(図4.2). 手順は，まず相関演算の対象となる全体カーネルを，用いる相関
光学系で処理可能なカーネル点数のサブカーネルに分割する.まず各サブカーネルの中心
から全体カーネル中心までの方向と距離に相当するシフト演算を入力画像に対して実行し
て，次にサプカーネルによる相関演算を行う.全サプカーネルに関する相関演算結果を足
し合わせると，全体カーネルと入力画像との相関演算と等価な結果が得られる.
カーネル分割離散相関演算の実現例は，文献[37] に見られる.この場合， 2X2の分割鏡
を用いてサプカーネルによる相関演算を行い ガルバノメータミラーによりサプカーネル
の位置に対応するようにシフトさせ，コンビュータ内でデータを足し合わせていた. しか
し，ガルパノメータミラーは応答速度がlms程度で、あり，機械的駆動部分を持つため高速
化は期待できない.また ガルバノメータミラーは 2 次元のシフトを実現するために互
いに直交 した回転軸を持つ2枚のミラーで構成きれているが，この場合，シフトとともに
画像が回転するという欠点が生じ，高密度画像の処理には適さない.
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Shift Discrete 
Correlation Logical Sum 
Input Image 
問団
Output Image 
Kernel 
図4.2 カーネル分割離散相関演算
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4.4 多重離散相関器
カーネル分割処珂!を効率的に実行する相関器として，多重離散相関器をイ号案した.これ
は， 1刈4.3 に示すように，複数の相関器を}日立しておき，各サブカーネルによる相開演算を
|司時並列に実行するものである.各本[ì関~~には，分配器を用いて複製されたデータ岡像を
入力する.このとき 全体カーネルにおける各サブカーネルの位置に応じたシフトが得ら
れるように入力の位尻をずらしておく.各サブカーネルによる相関画像は結合器によって
足し合わされて所望の相関両像を得る.この多重離散相関器では，すべてのサブカーネル
による相関演算を同時に実行でき，画像シフトのための駆動部分もないので，効率的に
カーネル分割離散相関演算を実行できる.しかし，サブカーネルの数と|司じだけの相関器
が必要であるため，全体カーネルのサイズに比例して必要なハードウエアの量が増加する
欠点を持つ.また，実際の処理において， 一つの相関演算で用いられるカーネル点の分布
は局在するため 全サブカーネルに対する相関器を用意しでもそのほとんどが使用されず
に多くのハードウエアが無駄になる問題がある.
4.5 多段離散相関器
ハードウエアの有効利用するために，比較的少ない数の相関器により，カーネル分割型
離散相関演算を効率的に実行する手法として，多段離散相関器を提案する(図4.4) .多段
離散相関器は，カーネル格子間隔の異なる離散相関器をいくつか用意しておき，その組み
合わせにより任意の大きさのカーネルによる相関演算を実行する.各相関器聞を再構成可
能な画像接続ネットワークで接続し，任意の相関器との連絡を可能にする.
多段離散相関器における処理手順を説明する . n 種類の相関器ct-(i=l ，… ， n) を用意し，
それぞれの相関器のカーネル格子間隔をS; (i = 1,… , n) ， カーネル格子点数をg × g . (i=l , 
…, n) とする.カーネル格子点数 g は4.2で検討したように，光学系の設計や入力画素数な
どにより決められる.カーネル点間隔は，
岡山,.,
a ?
??
「
Illi-
-
---
」
画像接続
ネットワーク
相関器C，
s,= 1 :t滋 1 kl個
相関器C2
吋帯] k2個
相関器Cn
図4.4 画像接続ネットワークで接続された多段離散相関器
SI = 1, (4.4) 
Si= gi-I Si_l' (4.5) 
分配器 離散相関器アレイ 結合器
入力面 出力面
を満たすようにする .この場合，相関器C2~Cn がシフト演算を実行し，相関器C1がサブ
カーネルによる相関演算を実行する.この手JII買をサブカーネルの数だけ繰り返し，全サブ
カーネルに関する相関演算結果を足し合わせることにより，全体カーネルによる相関演算
結果を得る.
通常，カーネル格子間隔が画素間隔より大きい相関器C2~cn では， Aつのカーネル点を
用いてシフト演算を行う . しかし ， パターン展開を実行するカーネルのように，同じパ
ターンの繰り返しでカーネルが構成されている場合には，相関器C2~cn で二つ以上のカー
ネ lレ点を使用して処理の効率化を図ることができる.多段に相関器を通して得られる相関
結果は，各相関器で用いたすべてのカーネルのコンボリューションパターンを一つのカー
ネルとして用いた場合と等価になる. したがって，相関器C2~cn で二つ以上のカーネル点
を設定することにより，相関器C 1でのサブカーネルを複数個含むような大きなカーネルパ
ターンによる相関演算を，サブカーネルに分割せずに l 回の手JII買で実現できる.別の表現
をすれば，日的とするカーネルがカーネル格子間隔 si(i=l ，… ， n)のカーネル群のコンボ
、“、
、
L1 L2 F L3 D L4 F し5 L6 
0: レンズアレイ，プリズムアレイ等の可変偏向素子
F: 光機能素子
図4.3 多重離散相関器
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リューションとして表現できれば，カーネル群を相関器C，のカーネルとして用いること
により，効率的に相関演算を実行できる.
例として，図4.5(a) に示すように27個のカーネル点が l 列に並んだ、カーネルを用いてパ
ターン展開を行う場合を考える. 三つの相関器C1 ' C2' C3を用意し，それぞれのカーネル
格子点数とカーネル格子間隔をg) X gl = g2 X g2 = g3 X gJ = 3 X 3 , SI =2 , S2 = 6 , S3 = 1 8 とす
る.今，図4.5(a)および(b)に示すカーネルおよびサブカーネルパターンをP， P 1, P~ ， P3 と
記述する.すると，
各相関器で l ITl1ずつ相関演算を行うだけで，凶4.5(a)のカーネルによる相関演算の結果を得
ることができる.
上述の多段離散相関誌では，各カーネル佑子間隔に ーつづっ相関器を用意 したが，それ
ぞれ複数個用意することで，処理の効本化が行える.特に サブカーネルの演算を行う相
関器C) は最も頻繁に使用されるため，他の相関待よりも多めに用意することで処理効率を
高めることができる.各相関器の数については，処理内容や用意できるハードウエア等を
考慮する必要があり，今後の検討課題である.
p = P) * P 2* P 3' (4.6) 4.6 多段離散相関器の設計例と能力評価
多段離散相関器の設計例を示し，その能力評価を行う.また，単純離散相関器を多段J~IJ
の相関器の数と同じだけ用意し，並列に動作させた場合との比較を行う.ここでは，図4.6
のように，カーネル格子間隔の異なる相関器式C)----C4を四つ直列に連結し，画素数100X
100の出力画像を得る多段離散相関器の構成を考える.入力両像が相関器C4から入力さ
れ，各相関器で)11買に処理されてC)から出力されると， 一つのサブカーネルによる相関演算
が行われる.サブカーネル全てについて相関演算を行った結果は 積算器において逐次的
に足し合わされ，最終的に全体カーネルによる相関演算結果が得られる.式(4.3)で評価し
たように， 1 相関器あたりの入力画素数Niとカーネル格子点数g との積は，光学系の条件
により上限を持つ.そこで， 一般的な光学素子を利用するものとして，
と表現できるため， P , -P3 を相関器C ， ---C3のカーネルとして用いることができる . ここ
で，*は 2 次元パターンのコンボリューションを表す. その結果，図4.5 (c) に示す よ うに，
S, = 2 
P, -++-
S2= 6 
P2 -+i 
P 
E 1111111l111111111111111111111l1lJ1111111J1111111111111 
IYITI 官 ITITITITI 官 I T IT I 官 I T IT 111 T ・ TIYITITITI 曹 ITITIT ・l' 11'IT I 
S3 = 18 
P3 
(a) 実行する全体力 一 ネルP (b) 相関器C" C2司 C 3周のカーネルIP ，
, P2司 P 3
N;g; 三 ]000 ， (4.7) 
P3 
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に制限されていると仮定する.この値に基づき，四つの相関器C ) ---- C4のカーネルサイズ，
カーネル格子間隔 入力画素数を決定することになる .
まず， 考慮すべき制限として，カーネルサイズ と 入力画像の画素数との関係について述
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図4 . 6 多段離散相関器の構成
表4.1 多段相関器の設計例
相関器 C4 C3 C2 C, 
カ ーネル格子点数 gXg 3X3 3X3 5X5 9X9 
カーネル格子間隔 5， 135 45 9 
入力画素数 N，XNi 299X299 234X234 144X144 108X108 
-63-
判 C2 |ゆ
z.
、、，
，，a
、，、，，‘、d，‘・3.
，，
‘
.、，，A、.一，，〉、
M
EA'LtvaavLV，、.
1au'hvad
a
--ιv。
.n習もιwc
・炉
、h
v
tve
'
h
・-
7，.、，‘ι96
・弓々唱
A
・
E??
，争
、〈
叶。‘，、，
I
、.、，
，
h，‘‘
d
i
e­
玉、，、，h--
、，，、
??
, 
??
，、‘，、d 、、〈'pa，‘，‘J
­
z
u。
anAdq
AAavova内へ'
iu
・
'"'AV9a'A4"。aAγuvA、
­
z，
、
、，，，‘
a，
，
、‘、，〉、、
，，
、弘、，‘，、、‘，，〉~
M
E・2vhvA内VV@
尻
νv。.
、，uvea
例
νhv。.nHRVAveAva-
-
7，.，e
d
h，
‘--d，‘a
'a
d
，凡.、K，A.、，、ィ.，、
.、，，
、
‘a
a-
-
.
7'ιv，wa
j、弘芳、。，、
.
，
.
，
htva'M
wee，、Led-
-Lv
-w
cr
­
z''A，‘ 崎。・2v
・・・
且
・・・
九14ha
，.‘KJV‘‘‘，i?
一
一，.
，、、，，E'L、，，
，
b、a-，
.
、，、，、‘
“，
，‘，、，、，R 、，民
M
EJA，Rvavaanduv。a ，AVVAv-内'v。Aa
寸
ov。AK
噌
av--A，，
­
一、、 ，、‘
Ea
，e，、、，，，、.，
，
‘、，e，、、，
，
、‘，
.、〈，
-
7
uvtv《d
iuv。.n、MOan'hhv。.R'hw@.。A~'bwep-F』ιvar
­
，
p''
a
a，，。.，
.
，
?
?
da、、〈，ba，
.
4R'
h、，、.，、~
­
一￠りa可，‘。ae'V旬。
??
ev
---
b
e
a
ibLvuv。AFUAva，旬、
­
EA￡，
hv
a，‘，
R
，。
.司喝
，，
、
札
・
0砂ゐ42V偽、，R，3SR ，
E
て、，，、ha、，‘ 、、，、
a
一，
、
、，，、、，a‘，，、，、，
昔
、.，、
，­
一d
d'a
-nAUVV
Av
-司瓦V
Av-'Adv。A4uvhvaqAK
ゆ
Av
-A
VUA
よ
一，
一，，、，、，v'
L，
、，， 弘、e，
、
、
a.
，
、a，，
，
、
、‘，マ'h，v
­
一A，A nuhvaanuhv。
.
A
・
ν。
.n'ue-n
anMbw。anun"。.。
an
wv
­
玉、，，，.
e、，、
，R
??
, 
??
，
秒
、，，‘
岳
町、，、，、・pa
，，
­
一'hveepν-e-FU旬 a'h・
・阜
、Lvtve'』ιAV
AhFh'L
V。，
-
7
i必晶Ahq，‘ euvA・，h，“ a ‘、，κιha司，，令。‘，d0
・町4内4R
，
‘
--­
一'''
ut'
a'h・、，、，
‘
‘、，、，、a，、，昔、
“
，，
h，
、
，、，
，、.
­
EA4AUAvaAduv。ゐAvv・-内ku-
-内d
uvv・-内Auhv-qA，
ニ
一、、，，、a，、〈，、
.
一位、.
，‘、，Ra‘、，、，
一，也、，‘，
一，
‘、，.
­
一』V。.n vv。AUR
---
A
・・・a
町民M
AV。.mMM。
AAUVHV
。.
-
7
巴，、、
〈a'A・4a
、ap
、，‘
.
、，，
、
? ?
，R，h，、， ，‘--
­
一
・'-a』ιvaR'U色。a
i'bιwea
l
冶
V。.
ー'ι'L 'u，、ive''u、
回
一、，.，
-a，，
.
A''h，、，，，a白ez，A、完''h、，、，，‘，.，，
-
判 C， |ゆ
P, +++ 
自宅a，、、，，，、、。
.
泊
.
、
，
，
.
、，‘，、，L'ιv，、，，、，a，‘・
ι』
-a，
.，、，
h・
4d'a，
??
-
---
vh'命44va，‘ ‘』、争、 ，
­
Eh
、，、，祖谷、，，、
.
e
.
，h，
? ?
也、，e，‘、，‘，P
L，、
，‘，
­
rw
惨除同
Mwb
院
・・・
A・・・
AavAve
-n
uRUV@
adnv"Aニ
-'
'h
a
，、JR.‘、，
.
、，
.
、，t
?
?
，.、，‘ ‘ 〉 ‘，ZR，、白よ
-G
AXV@
AAM
FV。
??
hv
・・
0。《留AMU
VφAXUAve
-nuuv
-
-〉
、
，、
，‘，‘‘
，R
'a，.
，
.
，，，
.
，‘、，、da'
a
，‘，、，a'・JJ
一
-44Lyawse念、，&ea、
??
, 
??
，
u，‘ιv
aaF
'
Lve
a
j
みも曹旬。，
-
-，，e
'h・44
使他
VA9‘
.
9
・
・、，，
?
?‘，，
h
・‘4JV晶、‘唱kdA-一
一
-
a
-，、
t，，、ea
』
a，
??
、
??
?、，apLae
，
、、，、
，，
、、
-
T
Aauv。。 MVAV
・
A
・
uaA
-
v。anaAVUVAv
-内MVAve
・内叫賀川
一
『色、d
，
、，‘aa，、，
??
、
??
，‘、
，、，，‘
.
，，‘
a
gJ、，
一
-'VAv-。災匂白v。anx
.
。
.
Auv
-A
匂aVAv-0
・nuv。.nnvhw
。，一
甲〈，、
.
，、a区、‘，臥〈
??
、
??
、，，ba，、 ‘‘，a't，.
一
回ac
，、山首twd F也、‘
?
?
?
?
4d
-
e，wa
i
淘
Lva，‘‘。，
，
、、
一
四
，A4v。‘ゐ
帽
Av
--・
、
??
噌
A命，、，唱。‘，，
向。.，
，一
-a，E.，、
，
.
‘a
a‘，、
.
，
.
，
、，、
.，
‘、，
，
h・，
，pb‘，，
一
『dRU@
内aRMV。 nMA
--
A
・・・
AMRM
Av
e
・内unv。anAUVA-
­
-〈
，、‘，， ‘，
.
，、
.
、
・
・4，
? ?
、，
、，
、
‘，e，，
、、‘
，，
、.
一
目。
.Aa
v--oAuiUWAv
--
LV
・--
v。a，nvuv。Aw
a
uw。.0・内
Uリ
一
国民，、，， ‘d，
.
，
.
，診、
.
，‘，、，、，d，.，a官
、
‘.，、a
一
-a，L
veanみUV6AB
--・
'
・・
auz白 ea柄、bvA
通FhvW6a
一
-〈
，AV。44hv・‘ ‘
.
h
・
‘，
・・
~，‘叫ゐva，
.内de--，‘，
晴
AV、
一
-e
，、、，e'L
F
、
，、
??
、
??
-e，
、弘、，、， 色，、，，
a，
九一
回，，
Ad
角v-eAUUV
AV
・a・
"。.内
・
v。AAMWHVAVA瓜叫曹の ao
an
￥一
一
-一，
・d'3‘.，，、
??
, 
??
，、、，ak't，、， 、‘.，
一
-
'vhvanAγ旬 Aw
.
。
.
AVV
・-
hwVAV。
.1uv。
.ndvbv
。
，一
-a-
，、、，‘， ‘，.、
??
，、
??
?、‘，、，
s
・、d，、、‘，
，
、・
一
-4.、
，Lvιva
j
'
匂匂ι
・
'
・
a守宅'
・
v，u
aれあ
L'hv。，
旬、。AJ
点
、~
一
-A
.，.
h
a司d、，，
h，
??
, ??
ι
haEA句
，，品、
長，，、
.，一
一
一
一，
、，.，、色 一
'h
a.，、ari
.、
?
?
a，一・
4.，.一，、-ve，，.戸、〈-
一
(c) パターン展開の実行
図4，5 多段相関器によるパタ ー ン展開の実行例
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第 4 章 カーネル分割処理による離散相関器の拡張 第 4 章 カーネル分割処理による離散相関器の拡張
べる.ここで，カーネルサイズ it × l，はカーネル格子点数g， Xg， とカーネル格子間隔 st から 相関器
入力
li=gi si 、 (4.8) 巧換炉
表4.2 単純離散相関器の設計例
で得られるとする. 崎支に，相関演算では，両像境界付近において幽像鋲域外からの影響
が現われる.この影響を除外するためには，出力画像より大きい入力|町象を用意する必要
がある.すなわち 出力画像でPXPの l由i素値を得るためには，
一勧 出力
N, = P +( -1, (4.9) 積算器
カーネルサイズ JsX 色
カーネル格子間隔 Ss
入力画素数 NsX他
出力画素数民XPs
23X23 
場砂ぃ
34X34 
12X12 
欄連勝
を満たす画素数Ni× Ni の入力画像を用意しなければならない.この設計では，出力画像の
画素数 P= 100であるため，式 (4.7) ， (4.8) , (4.9) より，
図4.7 単純離散相関器の構成
g, (g , + 99) < 1000. (4.10) 
そこで，この条件を満たす最大の自然、数 g，としてg， =9 と決定できる.ここで， S, = 1 であ
ることに注意を要する.また，式(4.8) ， (4.9) より N， = 108 となる.
次に，式(4.5) より ， s2=g ， s ， =9. 同様に，式 (4.7) ， (4.8) , (4.9) より，
九三 (r詳H手卜 4)τ ( 4.12) 
g2 (9g2 + 99)く 1000. (4.11 ) 
ただし， rxl は x 以上の最小の整数とする.
方，単純離散相関器の場合は， 1 ページ画素数が12X 12 サブカーネルサイズが23X
23，並列度が4であるから，処理時間は次式で表せる.
この条件を満たす最大の自然数g2 は6であるが，カーネル格子点数が偶数の場合，カーネ
ルが原点に対して非対称の広がりを持ち，処理に不自由を生じさせる.そこで ， g2=5 とす
る.このときN2=144である.以下同様な手順で、相関器Cy C4の仕様を決定できる . 表4.1
に，各相関器の仕様を示す . . 
比較対象とした単純離散相関器については，入力画素数をfi × N% 出力画素数をP、×(，
カーネルサイズを 15 × ls とすると，完全接続の条件から， lH=2PJl ， N、 =P+lh-lが必要と
なるため，式(4.7) より Ph =12 ， L=23 ， K=34と決定できる(表4.2). また，多段離散相関
器とハードウエアの量をそろえるため， 上述の単純離散相関器を四つ用意し，図4.7に示す
ように各出力を積算器に連結して，相関結果を足し合わすことができるものとした.
処理対象は500X500 画素を持つ画像とし，実行するカーネルの格子点数をGXGとす
る.離散相関器の入力画素数以上の画像を処理するために， 2 次元仮想記憶機構[87]の手
順により， 1 ()()X 1 ()()画素のページに分割し，ページ単位の処理を行うものとする.ま た，
多段離散相関器ではパイプライン処理による並列化が可能であるとする.各相関器で 1 日
の処理に必要な時間を γ とすると，多段離散相関器の場合， 1 ページの画素数が100X
100 サブカーネルのサイズが9X9であるので 全体画像，全体カーネルの処理が終了す
るまでの時間の上限は次式で表せる.
九三位|誓H手1)τ ( 4.13) 
笑行カーネルの格子点数Gと， Tmおよびえの関係を図4.8に示す.図4.8からわかるよう
1500τ 
。
τ ? ?? ??
ωEFOC
一ωωφ00
』止
。 500 
d 
1500 2000 
図4.8 反射型離散相関器の処理能力の比較
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に，多段離散相関器の万が処理時聞が短く，処理効率が高いことがわかる.また，単純離
散相関器の場合， Gが2J2増えるごとに処理時間が大きく増加するのに対して，多段離散相
関器の場合は， Gが92 増えるごとに処理時間が比較的小さく増加している. したがって，
多段離散相関器のほうがカーネルサイズの変化に対してより柔軟に対応できることがわか
る.
その他，相関器で実行可能な最大カーネル点数が少ない場合，単純離散相関器ではカー
ネルをさらに分割処理する必要があるため，さらに処理時聞が延びる可能性がある. 一
方，多段離散相関器の場合は，各相関器に割り当てられているカーネル点数が少ないた
め，さらに分割処理を必要とする可能性は少ない.また ， 4.5で述べたように，パターン展
開など，カーネルパターンが格子間隔の異なるカーネルのコンボリューションで記述でき
る場合，多段離散相関器では大幅に処理効率を上げることができる.
4.7 結言
カーネルサイズの大きな離散相関演算を分割・分散処理して効率的に実行する手法とし
て カーネル分割処理を提案し，それを効率的に実行する多重離散相関器と多段離散相関
器を提案した.さらに，多段離散相関器の設計例を示し，大きな画像サイズとカーネルサ
イズを持つ相関演算を対象としたときの処理能力を単純離散相関器と比較して，多段離散
相関器の有効性を示した.多段離散相関器を導入して分散処理を行うことにより，各々の
離散相関器に対する要求が軽減されるため，処理能力を保ったまま光アレイロジック演算
モジュールの実現性を高めることができる.
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5.1 緒言
1 .4で述べたように，複数の演算モジュールにより構成されるシステムを効率良く動作さ
せるためには，高性能な接続ネットワークが必要である.並列光演算システムに用いる光
接続ネットワークは，転送データとして 2 次元画像をそのまま扱えることが望ましい.さ
らに，接続パターン可制御性，スキューレス性，コンパクト性などが要求される.
光の自由空間伝播を利用したクロスパースイッチ[15] は， 1 段のスイッチング層のみで
任意の接続パターンを実現でき 原理的に高い接続能力を持つ.しかし それだ、けハード
ウエアの実現に対する要求は厳しい.光学的に実現する場合，画素数Nの両像を転送デー
タとし，入出力ポート数をMとすると ， ÑF 個のスイッチング要素を用意し，それらへ画像
を複製する必要がある.クロスパースイッチを実現する光学系の空間帯域幅積をpとした
とき，入出力ポート数は，
M三仔， (5.1 ) 
に制限される.
比較的スイッチング要素数が少なく 実現の容易な自由空間光接続ネットワークとし
て，ノ fーフェクトシャツフル[68-71]，ノてンヤンネットワーク [66 ， 67]，クロスオーノミーネッ
トワーク [90] といった多段接続ネットワークが提案されている. しかし，これらのうち
ノ Tーフェクトシャツフルとクロスオーバーネットワークは 2 次元画像を扱うネットワーク
には適していない.なぜ、ならば パーフェクトシャツフルを実現するには拡大やマスク処
理が必要であり クロスオーバーネットワークを実現するためには画像の反転操作が必要
であるため，データ画像の配列だけでなく，各データ画像自体が変形されてしまうからで
ある.
方，パンヤンネットワークはシフト演算に基づくためデータ画像が変形せず， 2 次元
画像を扱うネットワークとして利用することができる.パンヤンネットワーク，あるいは
同様の構造で実現できる Benesネットワークを実現する光学系はすでにいくつか提案され
ている.松本ら [91 ]および山本ら [92]が提案している手法は，ビームスプリッタやプリズム
を用いて光線を偏向きせてネットワークを実現している.これらの手法は，平行光線の伝
播に基づくため 転送データとして画像を扱う場合には適さない. Cloonan らによるホロ
グラムを用いた手法[93] は，不必要な光信号の分配があるため光パワーの損失が生じる.
Jahns[66]およびMcCormick[67] による方法は，偏光を利用することで、光パワーの損失の少
ないネットワークが実現できるが 三つ以上の光路に分ける必要があるため複雑な光学系
になっている.
本章では，パンヤンネットワークを光学的に実現する新しい手法を提案する[1 13]. この
実現法は，光パワーの損失が少なく，レンズの解像力を十分に活かすことができる .ま
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た，信号の伝達時間のずれ(スキュー)がなく， lit-純な光学系で構成できる特長を持つ .
5.2 パンヤンネットワーク
パンヤンネットワークは凶5.1 に示すような接続パターンを持つ多段接続ネットワークで
ある.入)J データ数をMとしたとき，各ステージはんV2例のノードで構成されており，直
進と 2 万向シフトからなるバタフライ接続を介して， log2M段のステージが連結されてい
る.各ノードは，図に示すような接続状態の切り替えが可能な 2 x 2 のスイッチング要素
である.各スイッチングノードにおける接続状態の制御により，入出力ポート間で任意の
データ転送を行うことができる . スイッチングノードが交差と直進の切り替えのみを行う
場合は， 1 対 l の接続が実現でき，スイッチングノードがファンアウトを行える場合に
は，さらにデータのブロードキャストが実現できる.
転送データとして画像の 2 次元アレイを扱える 3 次元パンヤンネットワークは，光学系
の空間帯域幅積を有効に活かすことができる. 3 次元パンヤンネットワークは， holded 
perfect shuffle[71] と同様に 2 次元パンヤンネットワークを折りたんだ構造を持つ . 3 次元
パンヤンネットワークの接続トポロジは， 2 次元パンヤンネットワークと等価である . 図
直進 交差
フ ァ ンアウト
(a) パンヤンネ ッ トワークの接続図 (b) スイ ッ チングノード
図5.1 パンヤンネ ッ トワーク
図5.2 3 次元パンヤンネ ッ トワ ー ク
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5.2にステージあたり 4X4 ノードを持った 3 次兄パンヤンネットワークの接続構造をぷ
す . 各ステージ 4 倒ノードを持つノk平 )J向の 2 次元パンヤンネットワーク 4 肘と，各ス
テージ 4 個のノードを持つ垂直ノj向の 2 次元パンヤンネットワーク 4 胞が連結された構造
を持つ .
5.3 サニ ヤ ッ ク インバータを用いたパンヤンネットワーク
5.3.1 バタフラ イ接続の実現
パンヤンネットワークに必要なバタフライ接続を行うためには， I氏進と 2 }J向のシフト
の 3 種類の接続パターンを実現する必要がある . 凶5.3 に提案する光学系をぷす.これは文
献[60]で述べられているサニヤックインバータを利用している.サニヤ ツクインバータは
閉ルーフ。を持つサニヤツク干渉計と似た構造を持つが，通常のビームスプリ ッタの代わり
に偏光ビームスプリツタを使用している . そのため，入力直線偏光の )i1立を制御して，
ループ中を光が進む方向を切り替えることができる.そこで， 三角形のループを構成する
一つのミラーを少し傾けると山力画像は横にシフトする.このとき， jtがループ中を同る
方向を逆回りにすると，シフトの方向が逆方向に変わる.この 2 方向へのシフトをバタフ
ライ接続のシフトとして用いる .
バタフライ接続における直進の接続パターンを実現するために，図5.3(b)に示すように
角形ループの中にミラーを挿入する . 挿入したミラー上の像はシフトされているが，反
射して光路を逆へ戻ると反対方向へシフトするため，出力面ではシフトしない位置に像が
得られる . 挿入したミラ ーで反射した光が偏光ビームスプリツタを通って出力面へ到達で、
きるように， 1 /4波長板を挿入して反射光の偏光方位を900 回転させる .
これらのシフトと直進の接続を同時に行うために，図5.3(c)に示すように，反射部と透明
部を持つパターンミラーをループ中に挿入する.そして，入力画像がパターンミラー上に
結像される よ うに配置する . パターンミラ ーで反射した光が出力面へ到達で、きるように，
つの 1/4波長板を使用する . このとき，パターンミラーを透過した光も出力面へ到達でき
るように ， 二つの 1 /4波長板の光学軸が互いに垂直になるように配置する . その結果，パ
ターンミラーからの反射光は偏光方位が900 回転し，透過光は元の偏光状態が保たれる.
また ， 入力画像アレイ中の一つの画像について ， ループ内の光の進行方向にしたがい，パ
ターンミラーの反射部と透過部にそれぞれ結像されるようにミラーの傾きとパターンミ
ラーの反射部分のパターンを設定する . ルー プ中で、の光の進行方向は入力面における偏光
方位に よ って決ま る . し たがって ， 入力光の偏光方位の制御により，パターンミラー上で
の反射・ 透過を選択でき， その結果，シフ ト・ 直進の接続パターンを選択できる.パンヤ
ンネッ ト ワ ー クでは各ステー ジごとにバタフライ接続のパターンが異なるため，それぞれ
のステージごとにミラーの角度とパターンミラーの構成を変える必要がある.
この光学系の働 きを見る ために ， 図5 .3(c)のように， A , B , C , Dの四つの画像が入力さ
れた場合を考える . 画像Aからの光がPBSを透過する場合，パタ ー ンミラーの反射部で像
が反射 さ れ，出力面ではシフ ト しない位置に画像Aが得られる . 一方，偏光方位を変化さ
せて両像Aからの光をPBSで反射させた場合は ， パターンミラーの透過部を通り ， 出力面
では シフ ト した位置に両像Aが得られる . 一方， 画像Bについては， PBS を透過させるとパ
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ターンミラーの透過却を通り，出)J 凶iでは岡像Aと反対の方向にシフトした位置に幽像Bが
得られる.画像Bからの光をPBSで反射させた場合は，パターンミラーの反射部で反射さ
れ，出力面ではシフトしない位置に|由j像Bが得られる.他の l由i像C ， Dについてもそれぞれ
A, B と同様の配置に設定することにより，パンヤンネットワークの l ステージ分のバタフ
ライ接続が実現できる.
提案した光学系で扱えるデータ量について考える.光学系の空間帯域l隔積をPとし，転
送データとして扱う阿像の画素数をNとする.同じ位置にあるデータでも，偏光方位が直
交していれば分離できるので， pの 2 倍のデータ量が扱える. したがって，画像データ数
をMとした場合，次の式が成り立つ.
M 壬 2P
N (5.2) 
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クロスパーネットワークの場合の式(5.2)のと比較すると，光学系の空間帯域幅積が同等の
場合，パンヤンネットワークの方が多くのデータを扱うことができる.
ここで提案したパンヤンネットワーク光学系の特長を以下に挙げる.
1 )全解像点に対してレンズの全開口を利用することができるので，光学系の空間帯域
幅積を有効利用することができる.
2 )偏光の状態を変化させることで、接続パターンを切り替えることができる.
3 )偏光の利用により原理的に光のパワー損失がない.
4 )構成が比較的簡単である.
5 )すべての接続パターンの光路長が等しいため，信号伝送時間のずれを起こさない.
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5.3.2 スイ ッ チ ン グノ ー ドの実現
パンヤンネットワークを構成するためには，各ステージごとにスイッチングノードを用
意し， 5 . 3.1 で述べた光学系を用いて多段に連結する.出力面ではシフトしてきた像と直進
の像が同じ位置に重なるが，偏光方向は互いに直交しているため分離可能である.
接続パターンの切り替えを行うために入力信号の偏光状態を制御する方法としては，例
えば強誘電性液晶空間光変調器(孔C-SLM ) が利用できる . この素子は 表面安定形強誘
電性液晶モードにおける複屈折効果を利用することにより，マイクロ秒オーダーの応答速
度でオン ・ オフが可能な位相板として働かせることができる [94]. 液晶層の厚さを調節し
てオン ・ オフ可能な 1/2波長板を構成してやれば，各ノードの入射光の偏光方位を垂直・水
平に切り替えることができるので， 2 入力信号の交差と直進を切り替えるスイッチング要
系となる.これを用いて光学系を多段に連結すれば，原理的には損失のないパンヤンネッ
トワークを構成することができる.また，液晶層の厚さを調節してオン ・ オフのスイッチ
可能な 1 /4波長板を構成し， 1/2波長板と併用すれば，各ノードへの直線偏光を円偏光に変
換できるため，スイッチングノードにおいてファンアウトを行うことカまできる.液晶のス
イッチング速度はマイクロ秒オーダーであるが，光は液晶層を通り抜けるだけであるた
め，全ステージにおいて光速で信号伝送させることができる. したがって，接続の切り悲
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えの頻度が少なく データ転送レートが15い接続ネットワークを織成する場合に適してい
るといえる.
マイクロ秒以下のスイッチング速度が必要な場合は， if反 tiff以外の光機能素子をJi~し 3る必
要がある.例えば，半導体の多重量子井戸構造を lHいた光変調素子は，サブナノ秒のス
イッチングが期待できる [19 ， 95J. この素子は偏光の変換作用を持たないが，読み出し光の
偏光を制御すればスイッチングノードとして用いることができる.光変調素子は光アドレ
ス型のものを用い ノードへの入ノJ光を l 度検出して光変調素子の駆動信号とする.読み
出し用光源として偏光ノゴ向が水平・垂直の 2 種類の半導体レーザーを用意しておく.それ
らの光源の制御により偏光方位の切り替えを行えば，接続パターンを変更することができ
る.
また，スイッチングノードとして，受光素子，電子回路，発光素子を集積化した光電子
集積回路を利用することが考えられる [16 ， 96]. 電子同路でスイッチング機能を実現するこ
とによって，より高機能なノード処理の実行が期待できる. しかし，発光素チの発熱の除
去や集積度の限界などの問題がある.
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図5.5 ステージ間接続に用いるルーフミラーアレイ. 図5.6 傾きを持ったミラーアレイ
Mirror 3 
タの光路は各レンズごとに分離されるため，パターンミラー上に画像を結像させなくて
も，画像ごとに区別して反射部，透過部を割り当てることができる.また，図5.4 (a) の
Mirror 1, 2をパターンミラーに置き t臭え，図5.4(b) のような構成にすることによ り，三角
形ループ内のパターンミラーを取り除くことができる.パターンミラーを透過した光は，
その先のミラーMiπor 3 , Mirror 4により反射されて光路を逆行し，直進の接続パターンを
実現する.パターンミラーで反射された光は三角形ループを回ってシフトの接続パターン
を実現する.
入力は l 次元アレイの画像データアレイとする. 1 段分の接続には 2 次元のバタフライ
接続を用いる.次段は前段の上に重ねていき，全段を一体化して構成する.上の段へ画像
データアレイを伝送するために，図5.5のようなルーフミラーを用いる. ミラーやパターン
ミラーの傾きは各段ごとに異なり，それらのミラーを順次上に重ねるため，図5.6に示すよ
うな，細長いミラーを各段ごとに傾きを変えて重ね合わせたミラーアレイが必要である.
図5 .4 (a) の光学系の場合は， Mirror 1, 2，およびルーフ。中のPatterned Mirror 1 に対して，
それぞれ傾きを段ごとに変える必要があるため，図5.6のようなミラーアレイが三つ必要で
ある . -}j， 図5 .4 (b) の方は， Patterned Mirror 3 , Patterned Mirror 4について段ごとに傾き
を変える必要があるので， 二つのミラーアレイが必要である.ここで， Mi汀or3 ， 4は段ご
とに傾きを変える必要がないため，それぞれ l 枚の平面ミラーを用いることができる.区
5.4 (a) の光学系は，コンパクトに構成できる点で有利である. 一方，図5.4 (b) の光学系
は，製作が困難と思われるミラーアレイの数が少なくすむため，製作の容易さで有利であ
る .
5.4 パンヤンネットワークの一体構成の検討
パンヤンネットワークを構成するためには，関5.3 と同様の光学系を多段に接続する必要
がある.多くの光学系を組み合わせることになるため，コンパクトな光学系の構成法の検
討が重要な課題となる.そこで， 2 次元パンヤンネットワーク光学系を順次重ね合わせて
全ステージを一体化する方法を考案した.
5.3で述べたパンヤンネットワークの実現法では，画像データアレイ中の各画像を区別し
てパターンミラーの反射部か透過部に割り当てる必要があるため，パターンミラー上に画
像を結像する必要がある . そこで，図5.4 (a) に示すように，各両像データに対して一つレ
ンズを対応させたレンズアレイを用いることを考える.そうすることにより，各画像デー
Input 
Plane 
Output Plane 
(a) 
5.5 実験結果
提案した光学系の機能を確認するため，図5.7に示すようなパンヤンネットワークの l ス
テージ分の光学系を構成して実験を行った.入力画像アレイのサイズ、は9mmX9mm， レン
ズの焦点距離は200mm ， 直径は40mmとした.入力光の偏光応向の制御は偏光子と1/2波長
板(ポラロイド社製)により行った.パターンミラーとしては，ガラス平板上にアルミニ
ウムを蒸着し，エッチングにより反射部と透過部のパターンを形成したものを用いた.光
源にはタングステンランプを用い，偏光素子の適合波長 (633 nm) に合わせるために，波
長620nm以下をカットする周波数フィルターを挿入した.
Input 
Plane 
Mirror 4 
Output Plane 
(b) 
図5.4 レンズアレイを用いたパンヤンネットワーク光学系の構成
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図5.8に，実験における入力画像，パターンミラー，出力画像を示す.入力の偏光方位は
入力画像のハッチングの方向で示されている.図5.8(a)で、は，画像アレイの右半分と左半分
の入れ替えを行っている.図5.8(a)の場合と光学系の設定は同じままで，入力の偏光方位の
みを900 回転させると，図5.8(b)に示すように，入力での配置のまま出力されている.
5.8(c)は，図5.8(a) と同様の光学系の設定で，無偏光で照明した結果を示す.この場合，
フトと直進の接続パターンが同時に実現されるため，データがファンアウトされている.
これらの結果より 入力での偏光制御によって接続パターンの変更が可能であることが確
認できる.図5.8(d)は，画像アレイの 1/4ごとに水平方向の入れ替えを行った結果を示す.
この処理はパンヤンネットワークの 2 段目の処理に相当する.図5.8(e)は，画像アレイの 1/
4ごとに垂直方向の入れ替えを行った結果を示す.これらの結果より，パターンミラーの
構成とミラー傾きを変更することで，さまざなシフト量やシフト方向を設定することが可
能であることが確認できる.
試作光学系の結像特性を評価するために，入力面にUSAF解像力テストターゲットを置
いたときの出力画像を図5.9に示す.観察像から約 20lp/mmの解像力が確認できる.入力
画像のサイズ、は約15mmX 15mm であるため，全体で9.0X 104の解像点数が得られる.無収
差のレンズの分解能は
λ = 650nm 
~ 
ン
(5.3) 
F=200/40 ここで，
パンヤンネットワークの実験光学系
Fは有効Fナンバーを表す.
w = 1.22λF 
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図5.7
λは波長，ただしと表せる.
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図5.9 パンヤンネットワーク光学系による結
像実験結果
とした場合，式(5.3) より ， w = 3.97凶n となり，解像点数は約1.4X 107 となる.この値は，
実験で得られた値と大きく異なるが，使用したレンズの収差による影響が大きいものと考
えられる.したがって 収差を よく補正したレンズを用いれば，解像点数をさらに増やす
ことが可能であると考えられる.
5.6 結言
本章では，画像を転送データとして扱えるパンヤンネットワークの光学的実現法を提案
し，実験により原理を確認した.サニヤックインバータとパターンミラーを用いて，入力
の偏光状態により接続パターンの変更が可能なバタフライ接続を実現した.提案した光学
系は， 2 次元画像を取り扱うことができるので並列光演算モジュール聞の接続ネットワー
クに使用することが可能である.また，光パワーの損失が原理的になく，高解像，ス
キューレスであり 比較的簡単な構造をしているという特長を持つ.本パンヤンネ ッ ト
ワーク光学系は光交換システム [24]やデジタル光回路[97]の構成等に応用することも可能で
ある.
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6.1 緒言
日由空間の光伝矯を利用した光演算システムにおいて，実用的な光学系実装技術の開発
は重要な課題である.光接続や光波11 システムがその↑/ii fjE を発掬するためには， ft pt決
め・調整の高精度化や，振動・ゴミの侵入・空気の撹乱等の耐環境性が安求される.ま
た，多くの構成要素を組み合わせる必要があるため，取り抜いの簡便さも主要である.本
研究での光演算システムの試作においては，光学:定盤 k に↑岡山l光学本 fを配Eそして光学系
を構成したが，上述の要求を満たすことは閃難である.これらの問題を解決するために，
光学系の集積化に関する研究が活発化しているが，それらの多くはIH壬数mm以下の微づ
な系を対象としたものである [27-29 ， 53 ， 86 ， 98].
本章では，光演算システムにおける処理容量の大規模化と光演算モジ、ユールの統合化を
考慮して，より大きな口径(数mm---数cm) を有する光r''þ系の集積技術について検討す
る. 6.2では，すでに提案されているいくつかの 3 次元光学系集積技術について述べ，その
問題点を検討する. 6.3では，新しい実装技術として反射型ブロック光学系を提案する[ 115, 
119, 120, 121]. 6.4では，反射型ブロック光学系の応用例として，半導体レーザ等の光電子
素子を用いた光接続システムと，デジタル光演算システムで有用な離散相関器の構成例を
示す. 6.5では反射型ブロ ッ ク光学系の原理確認、実験として行った，結像系と 4f空間フィル
タリング光学系の実験結果を示す. 6.6では，反射型ブロ ッ ク光学系における位置決め ・調
整方法や入射角，迷光について考察する.なお，口径数mm以下の光学系をミクロ光学
系，数mm---数cmの光学系をマクロ光学系と呼び区別する.
6.2 3 次元光学系実装技術
光導波路に基づく集積化技術を用いれば，安定な光回路の実現が可能である [79]. しか
し，光導波路技術では利用できる空間が l 次元ないし 2 次元に限定されているため，光の
3 次元空間伝搬特性が有効に利用されていない.近年，光学系の 3 次元性を損なわない実
装技術として，平板マイクロレンズアレイを用いた積層光学系[27]，リソグラフィー技術
を利用したプレーナ光学系[29]，プロトンリソグラフィー技術を用いた集積光学系[53 ，
54]，ロッドレンズを用いた光パス接続光学系[81]等が提案されている.これらの技術を用
いると， 10Jl111 --- 数mmの口径を持つレンズ等のミクロな光学素子を精度良く実装でき，光
学系の固体化・一体化により 高い安定性・信頼性を得ることができる.
しかし，これらの実装技術は微細加工技術に基づいているため 数~数十mm レベルの
マクロ光学系への適用は技術的に困難である.マクロ光学系は並列光演算システムの重要
な構成要素であり， ミクロ光学系と比べて 1 )高い空間帯域幅積， 2 ) 広い像面， 3) 長
い伝送距離といった特徴を持つ.1) に関しては，レンズの関口数と光の波長を一定のま
ま光学系のサイズを小きくしていくと，レンズ開口での回折の影響により空間帯域幅積が
低下していくことが知られている [99]. したがって，マクロ光学系の方が情報伝達容量を
大きくすることができる. 2) に関しては，マクロ光学系の方が広い像面を利用すること
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ができるため，阿像内の遠くの画素と接続でき，光の接続能力をより効果的に活かすこと
ができる. 3 ) については，マクロ光学系の方が物体面と像面の距離を大き く取ることが
できるため より長い距離の高密度並列信号伝送が可能である.信号伝送距離が長いほ
ど，配線遅延やエネルギー消費の点で光接続は電気接続よりも有利になることが知られて
いる [100]. したがって，マクロ光学系の方が電気接続に対する光接続の有効性を発揮する
ことができる.このように 光の特徴がより効果的に活かされ，光学処理の有効性がより
明確であるという点でマクロ光学系は重要である.
比較的大きな光学系を対象とした実装技術としてはソリッド光学系が提案されている
[32， 33 ， 101]. ソリッド光学系は，個別部品により構成される光学系の空間部分を透明固体
媒質で充填し，国体媒質の屈折率差を利用してレンズ効果を得る.しかし，国体媒質問の
屈折率差はあまり大きく取ることができないため，多くの屈折面を組み合わせる必要があ
り，製作が難しいという欠点を持つ.
光学系の集積化・小型化のためは回折型レンズが適しており，従来より集積光学系への
利用が検討されている.しかし，回折型レンズは軸外収差が大きく，像面をあまり大きく
取れないため，画像情報の光学処理にはあまり適 していない[1 02]. 
ノゴイ立を 900 r~l]!長えさせることにより，偏光ビームスプリッタ内で損失なく光を伝搬させる.
以16.1 は比較的簡単な光学系の例であるが，さらに多くの光学素子からなる複雑な光学系
も底礎ブロックの組介せにより権成する.その具体的な例については次節で示す.
反射担ブロック光学系は以下の特長を持つ.
1) -体化により振動に強く安定性がl匂い.
2) I占|体媒質で充填されているためゴミなどの佼入がなく，信頼性が高い.
3 )あおりと制l方向の調節が不用なため，位置合わせ・調節を簡略化できる.
4 )凹面鏡によるレンズ作用では色収差が生じない.
5 )回折型のレンズよりも軸外収差が少ないので大きな像面が使える.
6 )回折型や屈折率分布型のレンズを用いた集積光学系よりも大口径の光学系に適用で
き，高い空間帯域幅積と接続能ノj を持つ.
7 )反射光学系により光路を折り畳むことができ，光学系全体をコンパクトに実装でき
る.
6.3 反射型ブロ ッ ク光学系の原理
反射型ブロック光学系(ReflectiveBlock Optics: REBOP)は ， 固体光伝播媒質と反射型光学
素子からなるブロックの組み合わせにより，国体化 ・一体化して構成される光学系であ
る . 具体的には，キューブ型のガラスブロ ックやピームスプリッ タ を基礎ブロ ックとし
て，反射型レンズと組合せて構成する . 図6. 1 に反射型ブロ ック光学系によるゆも学系の構
成例を示す.反射型レンズは，平凸レンズの凸面に反射膜を蒸着させて実現する . 反射膜
をコーテイングした球面の曲率半径をrとしたとき，反射型 レ ンズの焦点距離f は，
6.4 応用例
本節では，反射型ブロック光学系を並列光演算モジュールに応用することを考える.反
射型ブロック光学系はマクロ光学系の実装に適している. しかし，平板マイクロレンズを
はじめとするマイクロ光学系も，開口数や生産性等の点で無視することはできない.そこ
で，その双方の特長をいかした光学系がいくつか提案されている.以下では反射型ブロッ
ク光学系よるマイクロ/マクロハイブリッド光接続と離散相関光学系の構成について検討
する.
f=-3, (6.1 ) 
6.4.1 マイク口/マクロハイブリ ッ ド光接続
マイクロ/マクロハイブリッド光接続システムはマクロ光学系とマイクロ光学系を組み
合わせによる光接続システムであり，両者の光学系の特長を合わせ持つ[104].マクロ光学
系は，マイクロ光学系に比べて信号伝送距離が長い，像面が広い，接続能力が高い等の点
で優れている. 一方，マイクロ光学系は，高い関口数が得られる，光電子素子との集積化
が容易であるなどの利点を持つ.
光接続システムが要求される例として， レーザーダイオードアレイと光検出素子アレイ
を用いたチップ間の l 対 l 並列光接続を考える.レーザーダイオードからの発光は大きな
広がり角を持つため，光パワーの損失を抑えるために関口数の高いレンズが必要である.
しかし，大関口数のマクロレンズを製作するのは困難である . そこでマイクロレンズによ
りレーザーダイオードからの光の広がり角を小さくした上で， 接続能力の高いマクロレン
ズを適用するマイクロ/マクロハイブリッド光学系が提案されている [104] .マイクロ/マ
クロハイブリッド光学系は，マクロ光学系やマイクロ光学系のみを用いた時に比べて，高
密度な光源アレイからの光を遠くまで並列伝送することができる . マイクロ/マクロハイ
ブリッド光学系を実現するためには，マクロ光学系とマイクロ光学系を融合した実装技術
の開発が必要である . そこで，マクロ光学系の構成に反射型ブロック光学系の概念を利用
することを考える.
ノ
t
、
な失損hH
ノ
レふシ」る? ?用を百仇IZ
ペー
長波A守、y」々ノソ/フスムピハは反の力
よは光
一イう光
光か光てこ
入
る光
偏
ピフ
よ
偏
偏に偏し
・を
な力
3
光
'のに
什川
ヨ
過
る
軸に入パ偏
れ
こび
L6j
透れ尚子
ー
はきた
図札をさ光
ザ
仁過光
・寸
--
-b蹴ヲ丸刈タ射一のてく回漏同村れ3展るうッ反物しまて
E
-
さ
ゆ岡山せ
M
リ
で長対て
11
ふ夕
刊日射
が←さ酌プズ波こ
しをれ
ツ至反
れ如搬力ス
ン同
伽置
板
さリへが
ら射伝入ムレ
'方設校
換
プ面光
得んを
'
一型き
光
に
付
変ス
グ
!
で光てビ射と偏う
υ
に
ムル
に
Polarizing 
Beam Splitter 
Reflective Lens 
Input 
Plane 
Output 
Plane 
Reflective 
Filter 
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l苅 6.2に，反射型ブロック光学系を則
いたマイクロ/マクロハイブリッド光
学系を示す.レンズアレイには平板マ
イクロレンズ[27]やフレネルレンスアレ
イ [86]の様な平面での接着が可能である
ものを用いる.各レーザーダイオー
に受光素千に一つづっマイクロレン
ズが割り当てられるように配置して，
マイクロレンズアレイをレーザーダイ
オードアレイと受光器アレイと a体集
Wave 
Plate 
図6.2 マイク口/マクロハイブリッド光接続システム
積化する [30， 105]. マクロ光学系で実現可能な関口数に放射光が収まるように，マイクロ
レンズによりレーザーダイオードからの光の放射角を抑える.光検出素子に対しても同様
にマイクロレンズを用いる.集光スポットを小さくすることにより，光検出素子のサイズ
を小さくして容量を減らし，応答速度を向上させることができる.マクロ光学系は反射21
ブロック光学系の概念に基づいて，偏光ビームスプリッタ，反射型レンズ， 1/4波長板を用
いて構成される.キューブビームスプリッタとマイクロレンズアレイを面で接着して，光
学系全体を一体化する.
6.4.2 離散相関器に基づくデジタル光演算モジュール
反射型ブロック光学系による離散相関器の構成法について考える.離散相関器は，これ
までにも述べてきたように 光アレイロジックやその他の並列デジタル光演算技術におい
て中心的な役割を果す重要な光学系である.マイクロ光学系とマクロ光学系を組み合わせ
た相関器として，図6.3(a)に示すような光学系が提案されている [38]. この光学系は，マク
ロレンズとマイクロレンズアレイにより入力画像を多数複製し，再び重ね合わす.このと
き，マイクロレンズと出力面の位置を軸方向に少しずらしてやると，複製像が少しずれて
重ね合わされ，結果として離散相関演算が行われる.光シャッターアレイを用いてマイク
ロレンズを選択することにより カーネルパターンを制御することができる.この離散相
SA 
Input Plane L 1 L2 SA L3 L4 Output Plane 
.x 
ー ハ '1+'2 '3+'4 f4+?z -ー L4 
(a) 従来の光学系による構成 (b) 反射型ブロック光学系による構成
図6.3 レンズアレイを用いた離散相関光学系
L2.L3 :レンズアレイ， SA: シャッターアレイ
司80-
第 6 章反射型ブ口 y ク光学系
関器は，結像に基づくため高解像であり，カーネル点間隔の設定が比較f内 n f+J であると
いった特徴を持つ.
この離散相関器を実現するためには，マイクロ光学系とマクロ光学系を組み合わせる必
要があるため，微小光学技術に基づく光学系集積技術のみで実装することは|材難である.
そこで，反射型ブロック光学系の利用を考える.レンズアレイには微小光学栄子を用い
マクロレンズは反射型ブロック光学系の概念を用いて実装することにより，凶6.3 (b) にぷ
すような離散相関誌を構成することができる.透過型のレンズアレイを使用し， ミラーで
光を反射させることにより，つのレンズアレイで :つ分のレンズアレイ([:x16 .3 (a) にお
けるレンズ、L2 と L3) の働きを兼ねる. r苅6.3(a) ， (b) と比較すると， (b)の反射別ブロック光
学系に基づく相関器は，同体化・一体化により安定性が増し，系を折り，y;: むことによりコ
ンノてクト化きれていることがわかる.
次に，図6.4(a)に示すような，多重離散相関器を用いた光演算モジュールを考える.光ア
レイロジックや記号置換論理において任意の論理演算を行うためには，つの入力両像に
対して複数の相関演算を実行し，それらの結果を足し合わせる必要がある.そこで，相関
器の多重化により処理効率を上げることができる.このシステムは，複数の相関器を並列
に用意しておき，入力画像を各相関器に複製して同時に複数の相関演算を実行し，それら
の結果を足し合わせて演算結果を得る.図中の光機能素子には，受光/発光素子機能を備
Distributor Discrete Correlators Combiner 
Input Plane L 1 L2 OFD L3 MLA L4 OFD L5 L6 Output Plane 
(a) 従来の光学系による構成
Distributor Discrete Correlators Combiner 
Input Plane OFD L3 OFD L5 
f 
L1 L2 MLA L4 L6 Output Plane 
(b) 反射型ブロック光学系による構成
図6.4 多重離散相関器と分配/結合器からなる光演算モジュール
し 1 ，__. L6: レンズ， OFD: 光機能素子， MLA: マイクロレンス-ア レイ
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えた光電子集積同路や非線形光学ぶ~ -1こを利用して，画像のサンプリング，発光，閥値処
理，増幅，反転，空間的符号化等を実行させる.光変調素子を用いる場合は，読み出し用
の光学系を付加する必要がある.離散相関器には図6.3 (a) と同様の光学系を複数用意す
る.なお，この光演算システムは，各相関器への入力画像をあらかじめシフトさせて入力
すれば， 4.4で述べたカーネル分割処理への応用も可能である.
図6.4(b)の光演算モジュールを反射型ブロック光学系の概念を用いて構成すると，関
6.4(b)に示すよう光学系が実現できる.図6.3(b) と同様に， レンズ、Ll -L6に反射型レンズを
用い レンズアレイとして透過型のマイクロレンズアレイを用いている.基礎ブロックの
組み合わせにより このような複雑な光学系もコンパクトかつ安定に構成することができ
る.
DiHuser 
Holographic 
Filter 
6.5 実験結果
反射型ブロック光学系の原理確認のために，結{象系と 4f光学系の実験を行った.実験に
は， 20mm 角のキューブ偏光ビームスプリッタ，曲率半径 r= 51.90mm の平凸レンズを用
い， レンズの凸面にアルミニウムを蒸着して反射型レンズとした.このとき，反射型レン
ズの焦点距離は，式(6.1 )より r/ 2 = 25.95 mm となる.図6.5(a)に，反射型ブロック光学系
を用いた結像の実験光学系を示す.入力面にUSAF解像力テストターゲットを置き， He-Ne 
レーザーからの光を拡散板を通して照明した.図6.5(b)に示す出力像から，およそ161p/mm
の解像力が確認できた.
図6.6(a) ， (b)に，反射型ブロック光学系を用いた4f光学系の実験光学系と入力画像を示
す.処理例として，入力画像の 2 重像を得る光学系を試作した.入力画像は5mm 角で，
He-Ne レーザーを拡散させて照明し，入力画像の直後に偏光子を置いて直線偏光が得られ
るように設定した. 二つの偏光ビームスプリッタの接合面がフィルタ面となっている.
フィルタ面には，入力画像を二つに複製し，片方の複製像を斜めにシフトさせるホログラ
フイツクフィルタを設置した.ホログラフイツクフィルタは，銀塩乾板を用い， 2 種類の
グレーテイング多重記録して作成した.図6.6(c)に出力画像を示す.所望の結果が得られて
いる.
(a) 光学系
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(c) 出力画像
図6.6 反射型ブロック光学系に基づく 4のt学系の実験結果
6.6 考察
6.6.1 偏光ビームスプリッタの入射角依存性
反射型ブロック光学系では偏光ビームスプリッタが重要な働きをするため，その特性の
評価を行うことが必要である.特に，偏光ビームスプリ ッタの反射率 ・透過率は光の入射
角に大きく依存する [106].この光線の入射角の制限は，光学系の空間帯域幅積や接続能力
を制限するため，重要な検討課題である.図6.7 に 偏光ビームスプリッタに入射する p
波. s波それぞれの透過率・反射率の入射角依存性の計算結果を示す(付録Aを参照) .偏
光フィルター用の多層膜の構成は(L/2 H L/2) 5 と仮定した.これは， 3 層構造の誘電体基
本膜を 5 層重ねたものでいる.低屈折率層U2と高屈折率層Hは 入射角450 において光路
長がそれぞれ1/8波長と 1 /4波長となるょっに設定される.高屈折率層の屈折率を2.05，低屈
折率層の屈折率を 1.38，ガラスの屈折率を1.619，頂角を45 0 とした [107].また 0 は，多層
膜への入射角。 O に対して e = e 0 -450 とした.透過率および反射率が85%以上となる条
件を仮定すると，図6.7 より +10。以内の光線が利用できる.波長の許容範聞を狭くするか
わりに，入射角の制限を緩和するように多層膜を設計することも可能である [108]. レー
ザ一等の単色光を利用する光接続や光演算システムの場合は，この波長の制限は不利な条
件とはならない.
図6.8は，反射型ブロック光学系に基づく 4f光学系に均一光を入射した場合の出力画像を
示す. レンズは直径20mm，焦点距離25.95 mm のものを用いた.入射平行光は，反射型レ
PBS Reflective Lens 
Input 
Image 
DiHuser 
Polarizer Output 
Plane 
QWP 
(a) 光学系 (b) 出力画像
図6.5 反射型ブロック光学系による結像実験
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ンズで反射されると，収束光となって偏光ビームスプリッタに入射する. [文16.8(a)の光学系
の配置では，入射光はP偏光の収;R7Gとなり，偏光ビームスプリッタで透過される.
ノゴ，図6.8(b)の光学系の配置では，入射光はS偏光の収束光となり，偏光ビームスプリッタ
で反射される . レンズを通った後の光線の入射角は，像面での(りをによって二立に決まる
ため ， 偏光ビームスプリッタの入射角に対する透過キ ・ 反射不変化は 山)J rflî での全|間的
強度分布の変化に対応する. ~J6.8の出 )J像から，偏光ビームスプリッタの人射角依存性に
よ って，使用できる像面の領域が制限されていることがわかる.
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6.6.2 位置合わせ・調整方法
軸方向の距離ゃあおりの位置合わせ ・ 調整は各ブロックの筏着だけで容易に行われる.
しかし，光軸に垂直な方向については何らかの調整機構を備える必要がある.多くの部品
を組み合わせる場合を考えると，複雑な調整機構を用いるよりは，できる限り簡}れな機構
が望ましい.そこで，反射型ブロック光学系では，図6.9に示すように各ブロ ッ クに溝をイJ
け，ガイドレールのついた基板上にそれらを配置することで 光制lの位置合わせ・調節を
簡単化する .
位置合わせ精度は各ブロックの加工精度に依存するが，多くのブロ ッ クを接続する場
合，各ブロックの製作誤差が蓄積され，最終的に出力面で大きなずれを生じる可能性があ
る . そこで，誤差の蓄積を吸収するために補正用ブロックを導入する.ある程度ブロ ッ ク
を組み合わせて光学系を構成した後，焦点のずれや面内の位置ずれを測定する.そして，
そのずれ量に合わせた補正用ブロックを挿入して，所望の位置に結像するように調節す
る.軸方向の距離ずれには，光路長を補正するように厚さを調節したガラスブロックを挿
入する . また，面内の位置ずれには，図6.1 0に示すように 光屈折率の異なるガラス板を
傾けて固定した微小シフトブロックを挿入して シフト量を調整する.
20 10 
Incident Ang leθ(deg. ) 
S 偏光の反射率
偏光ビームスプリッタの入射角依存性
。ー 10
(b) 
-20 
。
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Plane 
20 
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図6 .7
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P 偏光の透過率
Diffuser 
|一一一一一i
-10 0 
(a) 
Collimated 
Light 
ー2 0
G 
6.6.3 迷光
6.5の反射型ブロック光学系の基礎実験において ， 出力面上にゴースト像の発生が見られ
た.その原因としては，ブロックの接合面や側面での反射，偏光ビームスプリッタや 1/4波
長板の特性の不完全さ，反射面での偏光の変化等が考えられる.接合面での反射について
は ， 隣接するブロック接合面にマッチングオイルを用いて空気の層を取り除き，屈折率の
High index Media 
1" Iλ l' I~l 
、τ=豆監十Groove
Optical Block 
P偏光が斜入射する場合(a) 
Diffuser 
C凶imated 物加
Light 鵬鱗静肋
棚鱗砂加
Output 
Plane 
S偏光が斜入射する場合
. 
(b) 
~ 
Low Index Media 
①叩olarized light p-polarized light 
位置ずれ補正用微小シフトブロ ッ ク図6.10ガイドレールによるブロ ッ クの位置合わせ図6 .9均一光入力時の4f光学系の特性図6.8
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マッチングを正確に行うことで避けることができる.側面1での反射を抑さえるためには，
吸収層の設置や不用な光の遮光などの対策が必要である.偏光に関する問題については偏
光フィルターや位相板を最適に設計し，検光子により不用な偏光を取り除くことが必要で
ある.
6.7 結言
並列光演算モジュールの構成手法として，反射型レンズ，偏光ビームスプリッタ， 114波
長板等からなる基礎ブロックを組み合わせて，光学系を安定かつコンパクトに構成する反
射型ブロック光学系を考案した.具体的な応用例として，マイクロ/マクロハイブリッド
光接続システムとレンズアレイを用いた離散相関器の構成法を示した.結イ象と 41空間フィ
ルタリング光学系の実験結果を示し 反射型ブロック光学系の原理を確認した.反射型ブ
ロック光学系はマクロな光学系の実装を目指しており，ミクロな光学系との融合や，様々
な光演算モジュールを統合する光学系の構成などにおいて有効であると思われる.今後，
製作精度，クロストーク，光量の損失，熱膨張の影響などを考慮、した実用化への検討をさ
らに行う必要がある.
総括
総括
本論文では，並列光演算システムの高機能化と実用性の向トを日指して モジュール統
合型光演算システムを提案し，さらに，システム試作による性能検証，高性能化の検討，
光システム構成方法の提案を行った.以下，本研究で得られた成果を苧:ごとに総指し，今
後の検討課題について検討する.
第 l 章では，本論文で対象として設定した光演算システムの基本概念を rVJ らかにした.
光演算の基本原理として離散相関演算を定義し，それを発展させた光演算技術である光ア
レイロジ ッ クついて述べた.そして，光演算システムを構成する基本概念として，モ
ジュール統合システムについて述べた.さらに，そのシステムにおいて重要な役割を果た
す光演算モジ、ユール，光銭続モジュール 光接続ネットワークに対する要求項目と利用可
能な技術ついて述べた.比較的小規模なモジュールを組み合わせることにより，大規模・
高性能なシステムを構築する手法は，光演算システムの構成において， 1) 生産性の向
上， 2) 故障耐性の向上， 3) 拡張性の向上， 4) 処理の効率化， 5) 高機能化に対して
有効であることを示した.
第 2 章では，三つのタイプの並列光演算システムH-OPALS 2, H-OPALS 3 , H-OPALS 
162 の試作と，並列処理の実行結果について述べた . H-OPALS 2は3X3画素の 2 値画像に
対して45 frame/sec , H-OPALS 3 は3X3画素の 2 値画像に対して278 frame/sec , H-OPALS 
162 では ， 16 X 16画素の 2 値画像に対して 19 kframe/secで、動作で、きた.数値演算，画像処理
の実験結果により，システムの能力と処理の柔軟性を示した.試作システムの検討から，
より実用的なシステムへ発展させるためには 特に以下の問題を解決する必要があること
を明らかにした.
1 )システムの動作速度は主として光強度不足が原因となるため 光の利用効率のよい
光機能素子と光学系の検討・開発が必要である.
2 )画素数を増やすためには OPALS専用光機能素子と効率的な光学系構成法の開発が
必要である.
第 3 章では，光・電子複合型OPALSの集積化に適した相関器として，反射型多重投影相
関器を提案した.同折による処理能力の制限を評価し，さらにマイクロレンズや円筒レン
ズの導入により回折の影響を減らして処理能力の向上を図る手法を提案した.反射型多重
投影相関器を用いることにより，
1 )従来の投影光学系では困難であったシステムの集積化を効率良く実現できる，
2 )他の結像系に基づいた相関器よりもコンパクトに構成できる，
ことを示した.
第 4 章では，カーネルサイズの大きな離散相関演算を分割・分散処理して効率的に実行
する手法として カーネル分割処理を提案し それを効率的に実行する多重離散相関器と
多段離散相関器を提案した.多段離散相関器の設計例を示し，大きな画像サイズとカーネ
ルサイズを持つ離散相関演算の処理能力を単純離散相関~と比較して，その有効性を示し
た.多段離散相関待を導入することにより，
総括
1 )光学系でカーネルサイズが制限されていても，仮想的に大きなカーネルを実現でき
るため，光アレイロジックのプログラミングのfI由度が保証される.
2 )分散処理によって各々の離散相関器に対する要求を軽減できるため，光演算システ
ムの実現性を向めることができる.
第 5 章では，パンヤンネットワークを実現する光学系を提案し，実験により原理を確認、
した.提案した光学系の特長は以下のとおりである.
1) 2 次元画像データの任意の転送が行えるため，並列光演算モジ、ユ ール問の接続ネッ
トワークに{史用できる.
2 )光パワーの損失が少ない.
3 )解像点数が多い.
4 )信号スキューを原理的に生じない.
5 )比較的簡単な構造を持つ.
第 6 章では，並列光演算システムに必要な光学系を安定かつコンパクトに構成する手法
として，反射型ブロック光学系を考案した.具体的な応用例として，マイクロ/マクロハ
イブリッド光接続とレンズアレイを用いた離散相関器の構成法をボした.結イ象光学:系とホ
ログラフイツクフィルタを用いた41光学系を構成して実験を行った結果を示し，反射型ブ
ロック光学系の有効性を示した.反射型ブロック光学系の特長を以下に示す.
1 ) 一体化により振動に強く安定性が高い.
2 )国体媒質で充填されているためゴミなどの侵入がなく，信頼性が高い.
3 )あおりと軸万向の調節が不用なため，アライメントが簡略化できる.
4 )凹面鏡によるレンズ作用は 色収差が生じず また 回折型のレンズよりも軸外収
差が少ないので大きな像面が使える.
5 )回折型や屈折率分布型のレンズを用いた集積光学系よりも口径の大きな光学系に適
用できるので，空間帯域幅積の向上を図る場合や広域のインターコネクションに用
いる場合に有利である.
6 )反射光学系を用いるので，系が折り畳まれて全体のサイズが小さい.
モジ、ユール統合型光演算システムの基本的な構成について検討したが 具体的な構成に
ついては今後さらに検討する必要がある.これらのモジュールで実現できるのは限定され
た規則的な接続パターンであるため，これらを有効に活用し，光の接続能力を活かせるよ
うなアルゴリズム アプリケーションを開発する必要がある.本研究で提案した光接続モ
ジュールが実際に処理でどのように用いられ どの程度の処理の効率化が可能で、あるか評
価する必要がある.
実際に実用的なシステムを開発するためには 光機能素子の実用化が不可欠で、ある.シ
ステムアーキテクチャは使用する素子の特性に合わせて大きく変わるものであるため，独
自に決められるものではない.したがって 光機能素子の開発は最重要課題である . 一方
で，いくら優れた光機能素子が開発されても，それを活かす術がなくては光演算システム
は実現しない. したがって 本研究のようなシステム構成法の開発と光機能素 1-の開発と
の研究協力を行うことが必要である . 本研究で得られた光演算システムを構成手法に関す
総括
る成果の多くは，新しい }f式の提案で、あるため，実JfJ 的なものにするためには検川を主ね
て多くの問題を解決する必要がある.そのためには，実際にシステムを作製して性能の ;n~
価や改良を重さねていき，実JH的な光演算システムを実現するための校術を誌杭していく
ことが重要である.
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入射角依存性
キューブ偏光ビームスプリッタは，屈折率の
異なる 2 種類の誘電体層により構成される多層
膜を， 二つの直角プリズムの聞にはさんだ構造
をしている [106 ， 109]. 各誘電体層の境界面で光
がブリユースタ一角で入射するように多層膜を
構成することで P偏光の反射率を O にするこ
とができる. 一方 S偏光は 高反射膜を構成
して反射させる.図A.l に示すような偏光ビー
ムスプリッタを考える.高屈折率層の屈折半を
nH ，低屈折率層の屈折率をnL ，プリズムの屈折
戎を nG とし，各層の光の入射角 BH ， BL' BG を
図のように定める.スネルの法則より， 図A.1 偏光ビームスプリッタ用多層膜
nH sin θH = nL sin θL = nG sin (}G (A.l ) 
が成り立つ.プリズムから第 l 層への入射角を450 とした時，ブリユースター角の入射条
イ牛を j前たしていれば，
勺 ~2 ~2 n2-4PHHHL 
G-耳石Z' (A.2) 
が成り立つ[1 09]. 例えば， n
H 
= 2.05 (zr0 2) , nL = 1.38 (MgF2) としたとき， nG = 1.619が得ら
れる.
具体的な偏光ビームスプリッタの構成として， (L/2 H L/2)q を考える.これは，誘電体
3 層膜(L/2 H L/2) を基本周期層としてq層重ねた構造をしている.誘電体膜H と L/2は，光
の波長をλとしたとき，高屈折率層と低屈折率層の実効的な膜厚をそれぞれλ/ 8 と λ/ 4に
設定することを表す.高屈折率層と低屈折率層の膜厚をそれぞれdH ， dLとすると，入射角
。G = 45 0 のときに，
帆~ cosθH= ま (A.3) 
nLdL cos ~置す (A.4) 
を満たす必要がある.式 (A.1) ， (A.3) , (A.4)より，
nMH=4cos(sJl(嗣)' (A.5) 
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nLdL=8cos(si;l 嗣)' D は，基本周期層の特性行列Mの要素を用いて(A.6) N=再， (A.16) 
が得られる.
光学薄膜の特性は， 2 行 2 列の四端子行列で表わされる [107].基本周期層となる (L/2H
L/2)の 3 層対称膜の特性行列は，各層の特性行列の積を取ることにより次式のように求め
られる.
ND=q会 cos- I mll , (A.17) 
M=(;;;) 
で求めることができる.多層膜のエネルギ一反射率は，特性行列[M]t'の各要素とプリズム
の屈折率nGを用いて次式のように表わされる.
R = JCII + CI2Uc)UG -(c21 + C22UC) 
(cl + CI2Uc)UG + (c21 + C22UC) むmgL)(cos よUH4in gH ムUL-SIn Uh>\
IUL sm gL cos gL J ¥ lUH sm gH cos gH lUL sm gL cos gL 
」、Fー 、::"Cーで , 
(A.7) 出先手j sinθ)2 
1+(時-矧 sinθ)2 (A.18) 
27rnudu cos 8u 
gH = ﾂ 
ここで， s偏光に対しては，
(A.8) 
UG = nG cos 8G , (A.19) 
? ?
? ???O
一
C
一
????n
一
π
一
司L
一??? (A.9) P偏光に対しては
さらに， s偏光に対しては，
UH = nH COS 8H , 
UL = nL COS 8L , 
(A.IO) 
(A.l1) 
, 一G
ヌO
?n一ω一円」一一?? (A.20) 
P偏光に対しては
をそれぞれ用いる.
エネルギー透過率Tは，反射率Rを用いて
Uu=~ 打 COS (:JH ' (A.12) T= 1 -R, (A.21) 
一
IL
? ? ?
IU
一
n
一ω一C一一? ?? で求められる.(A.13) 
をそれぞれ用いる.
多層膜(L/2H L/2)4 の特性行列はMのq乗で、求められる.特に，多層膜が対称な構造をし
ている場合は，等価屈折率N，等価膜厚D を用いて，
[M]q=(:l; CI2 ¥ = (∞sθ かinθi
C22 I I l' 
¥ iN sin θCOSθ! 
(A.14) 
6J -lπND ,-, =一一一ー一一ーー)λ (A.15) 
と表わすことができる.ここで，基本周期層が対称である場合，等価屈折率N，等価膜厚
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