Abstract-Practical application of the task-priority redundancy resolution technique must deal with the occurrence of kinematic and algorithmic singularities. The aim of this paper is twofold. First, the application of existing singularity-robust methods to the case of kinematically redundant arms is studied. Then, a new task-priority redundancy resolution technique is developed that overcomes the effects of algorithmic singularities. Computational aspects of the solutions are also considered in view of real-time implementation of a kinematic control algorithm. The method is applied to a seven-degree-of-freedom manipulator in numerical case studies to demonstrate its effectiveness.
I. INTRODUCTION

K
INEMATIC redundancy occurs when a manipulator possesses more degrees of freedom than those required to execute a given task. Thus, strictly speaking, do not exist redundant manipulators but rather tasks exist that make a manipulator redundant. Since it is widely recognized that a general task consists of following an end-effector motion trajectory requiring six degrees-of-freedom, a seven-joint robot arm is usually brought as an example of an inherently redundant manipulator. However, a number of tasks might be devised in which an arm with fewer joints, e.g., a conventional six-joint industrial manipulator, becomes itself redundant.
For a redundant manipulator the inverse kinematics problem admits an infinite number of solutions and a criterion to select one of them is needed. In the remainder we will consider the problem of redundancy resolution at the inverse differential kinematics level. In this framework, the simplest method is based on the use of the pseudoinverse of the Jacobian matrix [21] ; this guarantees optimal reconstruction of the desired end-effector velocity-in a least-squares sense-with the minimum-norm joint velocity. One drawback of this method is that, despite of local minimization of joint velocities, singularity avoidance cannot be guaranteed [2] .
More conveniently, redundancy can be exploited to meet additional constraints on the solution of the inverse kinematics problem besides the typical end-effector task.
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solution; accordingly, a term proportional to the gradient of the criterion is projected onto the null space of the Jacobian matrix so that the end-effector task is not affected [12] . Several criteria have been proposed, e.g., to achieve maximum joint range availability, obstacle avoidance, minimization of joint torques, maximization of different dexterity measures. Another approach, the so-called task-space augmentation, introduces a constraint task to be fulfilled along with the endeffector task; then, an augmented Jacobian matrix is set-up whose inverse gives the sought joint velocity solution [8] , [19] . The augmented Jacobian matrix, however, happens to be singular even in configurations at which the end-effector Jacobian is full-rank. Conceptually similar is the extended Jacobian technique, for which the occurrence of algorithmic singularities besides kinematic singularities was pointed out [1] . In both techniques, the additional singularities arise when the constraint task conflicts with the end-effector task. To overcome this type of singularities, either the constraint function must be keenly specified case-by-case (e.g., [3] ) or singularityrobust techniques must be adopted to invert the augmented or the extended Jacobian matrix (e.g., [9] ).
Conflicts between the end-effector task and the constraint task are handled in the framework of the task-priority strategy by suitably assigning an order of priority to the given tasks and then satisfying the lower priority task only in the null space of the higher priority task [13] , [18] . In the typical case, the end-effector task is considered as the primary task although examples might be given in which it becomes the secondary task. It can be recognized that the problem of algorithmic singularities still remains but, differently from the task-space augmentation approach, correct primary-task solutions are expected as long as the sole primary-task Jacobian matrix is full-rank. On the other hand, out of the algorithmic singularities the task-priority strategy gives the same solution as the task-space augmentation approach; this implies that close to an algorithmic singularity the solution becomes illconditioned and large joint velocities may result. This problem has partly been solved by looking at the efficient rank of the matrix involved and treating it as singular depending on a suitable threshold [13] ; the obtained joint velocities are thus limited, but continuity of the null-space component must be ensured.
In this paper we will focus our attention on the handling of singular configurations in the task-priority strategy. A first problem is related to the use of the pseudoinverse of the end-effector Jacobian matrix that may give infeasible joint velocities in the neighborhood of kinematic singularities [4] . The adoption of existing singularity-robust methods to the case of kinematically redundant arms is thus studied in terms of the error obtained when using the joint velocity solution to reconstruct the commanded end-effector velocity. Then, the problem of algorithmic singularities is considered and a new task-priority redundancy resolution technique is developed [6] that avoids the inversion of the matrix which is ill-conditioned when close to the algorithmic singularity. Computational aspects of the solutions are also discussed in view of real-time implementation of a kinematic control algorithm. A sevendegree-of-freedom manipulator is considered in numerical case studies to demonstrate practical application of the method and its effectiveness.
II. BACKGROUND
For a given manipulator, the mapping (1) relates the -dimensional joint velocity vector to thedimensional end-effector task velocity vector through the end-effector Jacobian matrix . In all practical cases it is . If it is , then the manipulator is kinematically redundant with respect to the given task and degrees-of-freedom are available for solving redundancy. If for some configuration the endeffector Jacobian matrix has rank less than the manipulator is said to be at a kinematic singularity.
To better understand the concepts of kinematic redundancy and singularity, consider the singular value decomposition of the matrix ; this can be written in the well-known form (2) where is the orthonormal matrix of the output singular vectors is the orthonormal matrix of the input singular vectors , and is the matrix whose diagonal submatrix contains the singular values of the matrix . If the Jacobian matrix is full-rank, i.e., , all the singular values are nonnull. In this case, the range space of is the entire , and an -dimensional null space of exists which is spanned by the last input singular vectors. The joint velocity vectors that yield null end-effector task velocity are shortly termed as null-space velocities. On the other hand, the set of end-effector task velocities that can be obtained as a result of all possible joint velocities constitute the space of feasible velocities for the manipulator's end effector.
At a kinematic singularity, instead, it is ; thus, the last singular values are zero. In this case, the range space of is an -dimensional subspace of spanned by the first output singular vectors, and an -dimensional null space of exists which is spanned by the last input singular vectors. Therefore, one effect of a kinematic singularity is to reduce the feasible velocity capabilities of the end effector;
another effect is to introduce additional possibilities of nullspace velocities.
From a different point of view, when a kinematic singularity is approached, the th singular value tends to zero and the endeffector velocity produced by a fixed joint velocity along is decreased proportionally to . At the singular configuration, the joint-space velocities along fall in the null-space velocities and the end-effector velocities along become infeasible to the manipulator.
The inverse solution to the differential kinematics mapping (1) dates back to the pioneering work of Whitney on resolvedrate control [21] . In this framework, the joint velocity vector corresponding to a given end-effector task velocity vector is found through the mapping (3) where is the Moore-Penrose pseudoinverse of the end-effector Jacobian matrix. The obtained enjoys the minimum-norm property; however, even though the joint velocities are instantaneously minimized, there is no guarantee at all that kinematic singularities are avoided [2] .
Non-minimum-norm solutions to (1) based on the Jacobian pseudoinverse can be written in the general form [12] (4) where denotes the identity matrix and is an -dimensional arbitrary joint velocity vector. In (4) a homogeneous term which is obtained by filtering the null-space velocity components of through the projection operator is added to the minimum-norm solution (3) . By observing that null-space velocities produce a change in the configuration of the manipulator without affecting its velocity at the end effector, they can be exploited to achieve additional goals-like obstacle or singularity avoidance-besides the desired end-effector task.
A first possibility is to choose the vector as the gradient of a scalar objective function that suitably describes the above-mentioned constraint task [12] , i.e., (5) in which is a scalar gain factor; with this choice, local minima of the selected function are obtained. Easy-to-build optimization criteria are quadratic-type objective functions that also result in tractable expressions for (5) .
Another possibility is to compute so as to achieve an -dimensional constraint task velocity vector associated to a suitable constraint task function [13] , [18] ; remarkably, the projection of onto the null space of ensures lower priority of the constraint task with respect to the end-effector task [10] . In this case, the mapping (6) where is the constraint task Jacobian matrix, must be considered in addition to the mapping (1) when selecting to be used in (4).
A reasonable choice is to compute such that the constraint task reconstruction error is minimized; this gives [18] (7)
By observing that the null-space projection operator is both Hermitian and idempotent, solution (4), (7) can be simplified to [13] (8)
III. KINEMATIC SINGULARITIES
To analyze solution (4) consider its expression in terms of the singular value decomposition, which in view of (2) can be arranged in the form (9) It can be recognized that in the neighborhood of a kinematic singularity tends to zero and the solution becomes illconditioned. Furthermore, joint velocity discontinuities are experienced in the transition to and from the singular configuration [4] . On the other hand, solution (4) performs very accurately since the reconstruction error vector (10) is purely due to loss of mobility caused by the kinematic singularity and is aligned with the infeasible velocity.
A different solution to (1) which is instead robust to the occurrence of kinematic singularities is based on the use of the damped least-squares inverse of the end-effector Jacobian matrix [17] , [20] given by (11) in which is the damping factor. By replacing with in (4), we obtain (12) that can be rewritten as (13) As can be seen from (13), a nonnull damping factor in (11) and (12) ensures continuity and good conditioning of the solution in the whole manipulator's workspace. However, this is obtained at the expense of an increased reconstruction error due to the damping; in fact, it is (14) where additional terms are present with respect to (10) affecting the feasible velocity components. The contribution of these terms can be reduced by both lowering the damping factor far from kinematic singularities and avoiding unnecessary damping along the feasible velocity components. To this purpose the damped least-squares solution has been refined to include a variable damping factor [17] and to provide numerical filtering of the velocity components [14] .
A singular region can be conveniently introduced in the neighborhood of a kinematic singularity so that outside the region the Jacobian matrix is full-rank and a null damping factor can be used, while inside the region the damping factor is increased in proportion to closeness to the singularity. The following choice for the damping factor can be adopted [7] (15) which ensures continuity and good shaping of the solution. In (15) , defines the size of the singular region, and sets the maximum value of the damping factor, which is used at the singularity.
In the case of a single kinematic singularity (i.e., ) the damped least-squares inverse with numerical filtering is given by (16) By replacing with in (4), we obtain (17) that can be rewritten as (18) Further, it can be easily obtained that (19) By comparison of (19) with (10), it can be recognized that the damped least-squares solution with numerical filtering (16) , (17) is as much accurate as the pseudoinverse solution (4) not only when low damping is used but also very close to the kinematic singularity. In the other cases, a reconstruction error is present affecting the sole end-effector velocity component that is close to becoming infeasible. On the other hand, (18) shows that, similarly to (13), continuity and good conditioning of the solution are maintained in the transition to and from the singular configuration with lower errors than those found from (14) .
According to the above, the damped least-squares solution with numerical filtering represents a good compromise between the accurate tracking performance of the pseudoinverse solution and the capability of providing feasible joint velocities of the damped least-squares solution. However, care must be taken to handle the case of multiple kinematic singularities so as to avoid ill-conditioning of solution (16), (17) ; to this purpose, low isotropic damping , with , can be added in (16) [14] yielding (20) IV. ALGORITHMIC SINGULARITIES For the task-priority strategy leading to solution (8) the problem remains of algorithmic singularities. These are configurations at which the matrix loses rank with full-rank and . An algorithmic singularity occurs whenever (21) since, in this case, the subspaces and are linearly dependent and the product loses rank. It can be recognized that at an algorithmic singularity also (22) which is equivalent to the condition the subspaces and are orthogonal; thus, joint velocities aimed at achieving the secondary task do not affect the primary task and the two tasks are compatible.
In contrast to the task-space augmentation approach, in which inversion of the augmented Jacobian matrix at algorithmic singularities gives reconstruction errors on both the end-effector and the constraint task velocities, in the task-priority strategy the components of the joint velocity required by the secondary task that cause interference with the primary task are removed through projection by the matrix ; thus, correct primary-task solutions are expected as long as the sole primary-task Jacobian is full-rank. However, similarly to the case of kinematic singularities, close to an algorithmic singularity ill-conditioned and discontinuous joint velocity solutions are experienced due to the null-space velocity (7).
To better understand algorithmic singularities let us resort again to the singular value decomposition method. In this case, it is interesting to study the matrix in terms of the properties of and , rather than looking for a decomposition of as a whole. If (27) is the singular value decomposition of the constraint task Jacobian matrix, by recalling (2) we can decompose in the form
Since in (28) the matrix is orthonormal and the matrix is full row rank with orthonormal rows, a loss of rank of is due to a loss of rank of the matrix . We can study linear dependency of the rows of , being . It can be recognized that, in view of the orthonormality of the 's, each row of cannot be obtained as a linear combination of the others. Hence, a loss of rank of is due to a row of becoming null. This happens, besides at the singularities of where , when for some it is , that corresponds to (22). When an algorithmic singularity is approached, the above scalar products tend to zero leading to infeasible velocities along . Therefore, from a practical point of view, solution (8) , that requires inversion of , can be used only far from both artificial singularities and singularities of unless modifications are introduced to handle this case, e.g., [16] . However, while for a given constraint task the singularities of can be determined in advance, algorithmic singularities are difficult to predict since they depend on how the end-effector task conflicts with the constraint task along the trajectory being executed. For this reason it would be preferable to dispose of some mapping in which the singularities of are decoupled from the cause of algorithmic singularities.
Let then reconsider the problem of finding the null-space velocity in (4) so as to satisfy the (secondary) constraint task. By replacing the general solution (4) into the mapping (6), we obtain the equation (29) Instead of solving (29) with respect to -that leads again to solution (7) . We observe that the equality between left-and right-hand side (LHS and RHS, respectively) of (29) can be achieved only for the components of belonging to [6] . This means that we should rather look for a solution to (30) At this point, we can further observe that (30) An intuitive justification of (34) can be given as follows: The pseudoinverses and are used to solve separately for the joint velocities associated with the respective task velocities; the joint velocity associated with the constraint task is then projected onto the null space of to remove the components that would interfere with the end-effector task and finally added to the joint velocity associated with the end-effector task.
It is worth noting that solution (34) is equivalent to solution (8) when the constraint task is compatible with the end-effector task, being in this case (35) (36) Also, solution (34) is equivalent to solution (8) when the constraint task is not compatible with the end-effector task. In this case, indeed, it is (37) and both solutions reduce to (3) .
By comparison of solution (34) with solution (8), it can be recognized that the matrix plays in (34) a similar role to the matrix in (8); the two matrices, indeed, determine the null-space velocity aimed at achieving the secondary task. When an algorithmic singularity is approached, however, solution (8) increases the null-space velocity to preserve accurate tracking of the constraint task close to become infeasible, while solution (34) progressively reduces the null-space velocity associated to the near-to-beinfeasible component of the secondary task. This can be easily recognized by looking at the expression (38)
In detail, (38) shows that in the neighborhood of an algorithmic singularity, i.e., when for some it is -the matrix progressively reduces the null-space velocity component associated to the component of the secondary task.
A nice property of solution (34) is that, as desired, algorithmic singularities are decoupled from the singularities of . Thus, in the case in which the matrix experiences singular configurations, we can use its damped least-squares inverse in lieu of the pseudoinverse in (34) leading to (39)
V. IMPLEMENTATION ASPECTS
In view of the adoption of the above algorithms for realtime kinematic control of redundant manipulators, numerical implementation aspects become of primary concern. For the type of solutions considered, the key issue is to efficiently handle the matrix inversions required by the different inverse differential kinematics laws.
As for the task priority strategy, it has been seen that solution (8) avoids the projection of in (7) onto the null space of the end-effector Jacobian. However, efficient computation is made difficult by the need of explicitly evaluating the matrix that contains the end-effector Jacobian pseudoinverse and requires matrix-by-matrix products; in addition, this matrix cannot always be assumed to be full-rank making its inversion computationally demanding.
On the other hand, the proposed solution (34) shows the very simple structure (40) in which the superscript denotes either of the three above inverses-namely the pseudoinverse, the damped least-squares inverse, and the damped least-squares inverse with numerical filtering-and reduces to the vector . In this case, it is possible to group the terms involving the inverse as follows (41) A major computational advantage is gained if full matrix inversion algorithms are avoided by resorting to matrix factorization techniques [11] . For the solutions in the form (40) this can be achieved by first solving the equation (42) for , and then computing the joint velocity as (43) In (42), is the symmetric matrix given by , in the cases of solution (4), (12) , (17) , respectively. It is worth noting that in the case of the two damped least-squares solutions, the matrix is positive definite thus allowing the use of very efficient factorization methods such as the Cholesky decomposition.
To get an idea of the computational burden required by the above solutions, the number of floating point operations involved must be considered. We have thus compared the flop count resulting from efficient implementation of the classic solution (8) with that involved by the proposed solution (34) in the typical case when damped leastsquares inverses are used. It can be recognized that for given , and damping factors, solution (8) requires 796 flops while the flop count of solution (34) is 632; these data must also be compared with the computational load of the minimum-norm solution (3) which amounts to 519 flops. Therefore, the extra load required by the proposed solution (112 flops) is less than half the one required by the classic solution (8) (277 flops).
It can be seen that in the three solutions most of the computation is devoted to the inversion of the end-effector Jacobian; further, the difference between the number of flops required by solution (8) in comparison to solution (34) is mostly due to calculation of the matrix . In the case considered this difference is limited because and the above matrix is a row vector of dimension . However, if is increased, the difference in the flop requirement of the two task-priority solutions becomes more significant. For example, in the case it can be found that for given , , and damping factors, solution (8) The implementation of the damping least-squares solution with varying damping factor (15) and/or numerical filtering (16) requires on-line evaluation of the smallest singular value and the associated singular vector . Since the full singular value decomposition is computationally demanding, an algorithm that takes advantage of the nature of robotic matrix calculations has been proposed in [15] . In most applications, however, an estimate of the sole singular value and vector of interest proves to be effective in terms of both numerical efficiency and proper behavior of the solution. The sought estimate can be obtained via the recursive algorithm described in [14] which has later been extended in [5] to handle the crossing of the two smallest singular values; the extra load required by those algorithms is about 100 flops for a six-dimensional task space.
VI. CASE STUDIES
Numerical case studies are developed in this section to analyze the performance of the proposed technique (34) in comparison to the previous inverse kinematics (8) . To handle the occurrence of singularities, the inverses required by the single solutions have been replaced by either an inverse-denoted by the superscript -based on truncated singular value decomposition of the relevant matrix or the damped least-squares inverse. Further, in view of the implementation for kinematic control of redundant manipulators, also closed-loop versions [3] of the above three inverse kinematics algorithms have been considered.
In the following, we will thus consider the three inverse kinematics algorithms (44) (45) (46) with (47) (48) where represent the desired trajectories for the endeffector task and the constraint task, respectively, and are suitable gain matrices, and are the algorithm's errors relative to the end-effector task and the constraint task respectively. Remarkably, the corresponding open-loop inverse kinematics algorithms are recovered by setting null gain matrices.
We have considered a seven-degree-of-freedom manipulator with an human-arm-like geometry, i.e., constituted by an arm and a forearm connecting a spherical shoulder to a spherical wrist through an elbow joint; a distal link is also present attaching the end effector to the wrist. The kinematic structure of the manipulator has zero offsets and the dimensions of the three links are 0.5, 0.4, 0.1 [m] proceeding from the base to the end point, respectively. The manipulator is depicted in Fig. 1 at the joint configuration (0 0 0 0 0 0) [rad]; the base frame and the end-effector frame are also displayed.
A. Case A
The primary task is to execute a given motion of the end effector. The error has a position and orientation component, and is given by where are the (3 1) vectors of the desired and actual position of the end effector, and are the (3 3) rotation matrices expressing the desired and actual orientation of the end effector, respectively.
The initial and final location of the end effector are assigned and they are interpolated using a fifth-order polynomial time law such that null initial and final velocities and accelerations are obtained. This results in a straight-line path for the endeffector position while the end-effector orientation describes a rotation around a fixed axis. The corresponding time laws of the translational and angular velocities are also computed by the symbolic time derivative of the fifth-order polynomial time law to set the reference trajectory for the end-effector task velocity vector. The initial configuration of the arm is [rad] corresponding to the initial location [m] For clarity of presentation, we have chosen an end-effector motion that develops in the -plane. The final desired end-point location is [m] that is a downward displacement of 0.1414 m along with a rad clockwise rotation around the -axis is commanded to the end effector.
Since in our case it is and , a onedimensional secondary task can be assigned; we have required the angle of the fifth joint of the manipulator to follow a fifth-order polynomial time law with null initial and final velocities and accelerations. We have also computed the corresponding time law of the constraint-task velocity to set the reference trajectory . As can be recognized from the initial angle of joint 5 is 0 rad; let the final desired value be rad. The error is a scalar and is given by
The duration of both the end-effector and the constraint task is 1 s.
It can be recognized that the assigned task causes the occurrence of both an algorithmic singularity (because at the beginning of the motion movement of joint 5 as required by the constraint task conflicts with the desired rotation of the end effector around the -axis) and a kinematic singularity (because the assigned end-effector motion requires joint 6 to cross the zero angle, causing occurrence of the wrist singularity).
For the sake of argument, we have chosen to assume as a measure of closeness to a singularity the smallest singular value being of the order of 0.01. This means that a 0.1 m/s end-effector velocity commanded along a close-to-degeneracy direction would give a 10 rad/sec joint-velocity norm. Accordingly, we have set damping factors and truncation threshold as 0.01 where required.
A discrete time implementation of the algorithms has been developed with a sampling time of 1 ms. At each sampling instant, the reference trajectories for the position and velocity task variables, the direct kinematics, and the inverse velocity transformation are evaluated; Euler integration of the obtained joint velocities is then used to update the joint positions. A first set of simulations has been run to compare the performance of the open-loop versions of the algorithms (44)-(46) in the execution of the above task. Fig. 2 reports the results obtained with the inverse differential kinematics (44), i.e., the task priority redundancy resolution using matrix inversion based on truncated singular value decomposition. It can be recognized that at the exit of the algorithmic singularity the position error experiences a sudden increase, while the constraint error stops growing; this behavior is contrary to what one would expect from the task-priority strategy, since the error on the primary task is increased in the attempt to fulfill the secondary task. The effect is due to the high null-space velocities, caused by illconditioned , that give finite end-effector displacements when numerically integrated over a finite time interval. One additional drawback of solution (44) is that it generates discontinuous joint velocities due to the threshold in the truncated singular value decomposition. Fig. 3(a) reports the results obtained with the inverse differential kinematics (45), i.e., the task priority redundancy resolution using matrix inversion based on damped least squares. It can be recognized that large position and orientation errors are obtained with errors also in the constraint task; on the other hand, the joint velocities are much lower than the previous case and show continuous time histories. The large errors on the primary task are due to the use of ; as shown by (14) , indeed, solutions of the type (12) experience reconstruction errors affecting the primary-task velocity. As a matter of fact, the results obtained by using (45) with the same parameters as above but in the sole [see Fig. 3(b) ] show improved accuracy in tracking the primary task at the expense of increased joint velocities. Fig. 4(a) reports the results obtained with the proposed inverse differential kinematics (46). It can be recognized that an accurate tracking of the primary task is obtained [compare with the time histories of the position and orientation errors in Figs. 2 and 3(a) ] at the expense of a large constraint-task error (joint 5 does not move almost at all). Remarkably, the joint velocities remain low with continuous time histories. Since solution (46) is in the same form as (12), we have also investigated dependence from the damping factor in of the primary-task tracking performance. The results obtained with the same parameters as above but in the sole are reported in Fig. 4(b) . It can be recognized that solution (46) shows less sensitivity than solution (45) to changes of the damping factor in ; since the two solutions differ in the handling of the secondary task, we can conclude that in the case of solution (45) the primary-task errors were essentially due to the second term on the RHS. On the other hand, the contribution of the second term on the RHS of (46) to the arm motion is minimal being the secondary task scarcely compatible with the primary task.
A second set of simulations has been run to compare the performance of the closed-loop versions of the algorithms (44)-(46) in the execution of the same task as above. Fig. 5 reports the results obtained with the inverse differential kinematics (44), i.e., the task priority redundancy resolution using matrix inversion based on truncated singular value decomposition, with {1000, 1000, 1000, 1000, 1000, 1000} and . Notice that the low gain on the constraint error has been required to ensure stability of the inverse kinematic algorithm. It can be recognized that with respect to the corresponding open-loop case, a substantial reduction of the end-effector task tracking error is obtained with null tracking errors at steady state also for the constraint task. However, high peaks and discontinuities of the joint velocity histories are still present due to the threshold in the truncated singular value decomposition.
It was not possible to run the closed-loop inverse differential kinematics (45), i.e., the task priority redundancy resolution using matrix inversion based on damped least squares, with significant values of the feedback gains in (47), (48). This is due to the large errors given by the inverse velocity 
B. Case B
The primary task is to execute a given displacement of the end-effector. Thus, the error has only a position component and is given by
The initial and final position of the end effector are assigned and they are interpolated using a fifth-order polynomial time law such that null initial and final velocities and accelerations are obtained; this results in a straight-line path for the end-effector position. The corresponding time law of the translational velocity is also computed to set the reference trajectory for the end-effector task velocity vector. The initial configuration of the arm is [rad] corresponding to the initial position [m] For clarity of presentation, we have chosen a task that develops in the -plane. The final desired end-point position is [m] that is an upward displacement of 0.4 m is commanded to the end effector.
Since in our case it is and , a fourdimensional secondary task might be specified. To investigate the assignment of less constraints than the available degree of redundancy, we have chosen to prescribe a desired orientation of the end effector, that results in a three-dimensional secondary task. As can be recognized from , the initial orientation of the end effector is expressed by the rotation matrix Let the final desired end-effector orientation be
The initial and final orientation of the end effector are interpolated through the equivalent axis/angle method by using a 5th-order polynomial time law such that null initial and final velocities and accelerations are obtained; this results in a clockwise rotation around the -axis. The corresponding time law of the angular velocity is also computed to set the reference trajectory for the constraint task velocity vector. Finally, the error is given by
The duration of both the end-effector and the constraint task is 2 s.
It can be recognized that the assigned task causes the occurrence of an algorithmic singularity because at the end of the motion the end-effector position cannot be tracked along with the assigned orientation. As in Case A, we have set damping factors and truncation threshold as 0.01 where required and a discrete time implementation of the algorithms has been developed with a sampling time of 1 ms.
A first set of simulations has been run to compare the performance of the open-loop versions of the algorithms (44)-(46) in the execution of the task. Fig. 7 reports the results obtained with the inverse differential kinematics (44), i.e., the task priority redundancy resolution using matrix inversion based on truncated singular value decomposition. It can be recognized that in entering the algorithmic singularity high joint velocities are obtained due to ill-conditioned , and the position and orientation error experience a considerable increase. Fig. 8 reports the results obtained with the inverse differential kinematics (45), i.e., the task priority redundancy resolution using matrix inversion based on damped least squares. It can be recognized that very large position and orientation errors are present. Surprisingly, high joint velocities are experienced too; this happens because the two singularities (namely, kinematic and algorithmic) are entered at the same time, and there the single damped least-squares inverses give maximum velocity transformation ratios. Fig. 9 reports the results obtained with the proposed inverse differential kinematics (46). It can be recognized that an accurate tracking of the end-effector position is obtained (compare with the time histories of the position error in Figs. 7 and 8) at the expense of a large orientation error (the orientation is practically kept constant). Remarkably, the joint velocities remain low with continuous time histories.
A second set of simulations has been run to compare the performance of the closed-loop versions of the algorithms (44)-(46) in the execution of the same task as above.
It was not possible to run both the inverse differential kinematics (44), i.e., the task priority redundancy resolution using matrix inversion based on truncated singular value decomposition, and the closed-loop inverse differential kinematics (45), i.e., the task priority redundancy resolution using matrix inversion based on damped least squares, with significant values of the feedback gains in (47) and (48). This is due to the large errors given by the inverse velocity transformation (44) and (45) (cf. Figs. 7 and 8 ) that build up when fed back through (47) and (48). Fig. 10 reports the results obtained with the proposed inverse differential kinematics (46) with diag {1000, 1000, 1000} and diag {2000, 2000, 2000}. It can be recognized that the closed-loop version of the algorithm improves over the open-loop case in terms of both the position error and the orientation error. The tracking errors, however, are reduced during the arm motion but are not null at steady state. The steady-state error on the end-effector orientation is due to the algorithmic singularity and cannot be avoided. On the other hand, the steady-state error on the end-effector position is due to the use of in the null-space filtering in (46) and depends on .
VII. CONCLUSION
Real-time implementation of kinematic control schemes for robot manipulators demands robustness to the occurrence of singular configurations. In the case of redundant manipulators, singular configurations are either those at which the end effector loses mobility (i.e., kinematic singularities) or those at which the end-effector task and the constraint task conflict despite the redundant degrees of freedom (i.e., algorithmic singularities).
This paper has addressed the handling of singular configurations in the framework of the task-priority redundancy resolution technique.
As for kinematic singularities, we have studied the reconstruction errors on the commanded end-effector velocity obtained in the neighborhood of the singularity when nullspace projection terms are present. It has been recognized that the damped least-squares solution with numerical filtering represents a good compromise between the accurate tracking performance of the pseudoinverse solution and the capability of providing feasible joint velocities of the damped least- squares solution; care must be taken to handle the case of multiple kinematic singularities.
As for algorithmic singularities, a new task-priority redundancy resolution technique has been developed which avoids the inversion of the matrix which is ill-conditioned in the neighborhood of the singularity; this gives continuous joint velocity solutions and accurate tracking of the endeffector task. The proposed inverse kinematics algorithm is also shown to be advantageous from a computational point of view with respect to the classic task-priority redundancy resolution inverse kinematics.
Two case studies have been worked out to compare the performance of different inverse kinematics algorithms applied to a seven-degree-of-freedom manipulator. The first case study considers a six-dimensional end-effector task along with a onedimensional constraint task. The second case study investigates the assignment of less constraints than the available degree of redundancy; in detail, the primary task is the three-dimensional end-effector position and the secondary task is the threedimensional end-effector orientation.
It has been recognized that the use of a damped leastsquares inverse of might be problematic when is used in lieu of , i.e., when both kinematic and algorithmic singularities are expected; this becomes critical in closedloop inverse kinematics algorithms. On the other hand, the proposed solution-which has low tracking accuracy on the secondary task but good robustness to singularities-well fits to the arrangement in a closed-loop form besides giving a computationally attractive task-priority inverse velocity transformation.
