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Abstract 
We present two algorithmic characterizations of interval (ordered) hypergraphs. The first one 
provides a criterion for a given partial ordering of the vertex set of some interval hypergraph to 
admit a linear extension which preserves the interval structure. The second one tells us when 
a given partial embedding of some ordered hypergraph into the real line can be extended into 
an interval representation of this hypergraph. We use these theoretical results in order to design 
some greedy heuristic for a scheduling theory version of the problem of finding an optimal 
arrangement for consecutive retrieval. 
1. Introduction 
A hypergraph H = (X, E) is said to be an interval hypergraph if there exists a linear 
ordering of X which makes the vertices of any edge in E to be consecutive. Since 
interval hypergraphs are related with modelization in archeology [16], genetics [3], 
information storage and retrieval theory [12,17] and scheduling theory [2], and enjoy 
several nice properties (their intersection graphs are perfect graphs [13], their inci- 
dence matrices are totally unimodular [15,20]), they have already been widely 
studied. As a matter of fact, they have been characterized in several ways which 
involve forbidden configurations [S, 10,211, and it has been proved that recognizing 
them could be done in polynomial time [S]. 
So far, they have scarcely been related with the resolution of combinatorial 
optimization problems (scheduling, timetabling problems, . ..) and even when it has 
been done (see [2,12,17, IS]), no explicit profit has been taken from their structural 
specificities. 
Therefore, our main motivation here will be to make appear what kind of combina- 
torial property of the interval (ordered) hypergraphs may help in designing fast 
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heuristics for the problem of finding an optimal arrangement for consecutive retrieval 
or for some scheduling or timetabling problems which involve tasks possibly con- 
strained by some anteriority relation and require the resources to be used the most 
continuously possible. 
While doing this, we will develop two distinct points of view: 
- According to the first one, we shall consider that representing a hypergraph as an 
interval hypergraph H = (X,E) means finding a linear ordering of X which 
makes the vertices of any edge in E to be consecutive, that is orienting the edges of 
the complete graph defined on X in a convenient way. We shall prove that when 
such an orientation exists, it can be found in a greedy way and this result will 
allow us to handle the case when X is provided with some given partial ordering. 
- According to the second one, such a representation of a (eventually ordered) 
hypergraph H = (X, E) will essentially be some welLfitted embedding of its vertex 
set X into the real line D (linearly ordered in the usual way). We shall prove that it 
is possible in some cases to get such an embedding by successively mapping the 
vertices of H on D in a greedy way, and this last result will give the theoretical 
basis for the heuristic developed in Section 3. 
2. Theoretical results 
2.1. Dejnitions and notations 
We first need to introduce some definitions and notations. Let X be some finite set, 
E some subset family of X, R some binary relation on X. E is said to be stable by 
connected union if 
for every e, e’ E E such that e n e’ # 8 then e v e’ E E. 
E is said to be stable by di,fSerence if 
for every e, e’ E E such that e is not included in e’ then e’ - e E E. 
R is said to be E-stable if 
foreveryeEE,x,yEe,zEX-e,suchthatxRz(zRx)wealsohaveyRz(zRy). 
Since a binary relation on a given set can also be viewed as defining an oriented 
graph structure and thus can be identified with an arc family on this set, we indifferent- 
ly use the notations xRy and [x, y] E R, and consider that a binary relation R’ on X is 
larger than R (or that R is smaller than R’), if it is an extension of R, that means, if any 
arc in R is also in R’. 
Similarly, we are able to talk about the union or the intersection of two such 
relations or about a circuit defined by some binary relation. Then we call E-closure of 
R, denoted by Rz, the smallest binary relation on X which extends R and which is 
E-stable. 
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While such a (vertex) set X and (edge) set E defines what is usually called 
a hypergraph (Berge terminology [4]), we call ordered hypergraph the structure 
(X, E, R) obtained when R defines a partial ordering of X. Then we say that such an 
ordered hypergraph is well-done if E is stable by difference and connected union and if 
R is E-stable. 
If A is some subset of the vertex set X of an ordered hypergraph H = (X, E, <) then 
we denote by HA the ordered subhypergraph induced by A. 
Interval (ordered) hypergraphs 
A hypergraph H = (X, E) is said to be an interval hypergraph if a linear ordering 
cr of X exists which makes the vertices of any edge in E to be consecutive. If < is some 
partial ordering of X, then we say that the ordered hypergraph (X, E, <) is an interval 
ordered hypergraph if a linear ordering 0 exists as above and can be chosen as an 
extension of <. In any case cr is called an interval representation of the (ordered) 
hypergraph. 
Let us recall that Duchet [S] obtained, by nonconstructive methods, the following 
characterization by forbidden partial subhypergraphs of the interval hypergraphs: 
Theorem 2.1 (Duchet [S]). Let H = (X, E) be a hypergraph, stable by connected union; 
H is an interval hypergraph if and only if there doesn’t exist (triangular configuration), 
x0, . . . ,x2 in X, e,, . . . . ez in E such that: Vi~0,...,2, xi$ei and xiEei.1 nei+z. (+ is 
taken here modulo 2.) 
Furthermore Booth and Lueker 1.51 and Fulkerson and Gross [lo] proved (using 
PQ-tree techniques and matrix computation, respectively) that an interval hyper- 
graph H = (X, E) could be recognized in polynomial time. 
2.2. A first characterization qf the ordered interval hypergraphs 
We may come now to our first result: It reflects the point of view that finding an 
interval representation of some hypergraph H = (X, E) means orienting in a conveni- 
ent way the edges of the complete simple graph defined on X and it expresses the fact 
that this can be done in a greedy way through a well-designed propagation mechan- 
ism. As a consequence we will be able to characterize interval ordered hypergraphs and 
we get a recognition algorithm which is at the same time fast and flexible in the sense 
that it will easily induce the existence of heuristics able to accept additional con- 
straints or to be inserted inside a general approach based on constraint or logic 
programming. 
Theorem 2.2. Let H = (X,E) be some hypergraph, and R some binary relation on X. 
Then there exists an interval representation of H which extends R if and only if the 
E-closure Rz of R does not admit any circuit. 
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Proof. The “only if” part of the above assertion is obvious. 
Conversely, let us suppose that Rz does not contain any circuit. Then Rz may be 
extended through transitivity into an order relation < and one easily checks that < is 
also E-stable. It means that we may now suppose R = < and try to prove that if H = 
(X, E) is an interval hypergraph then (X, E, <) defines an ordered interval hypergraph. 
For this let us first note that if e,f E E are such that e nf # 8, if x, y are in e uf, and if 
zeX - (e uf) is such that z < ( > )x, then we may choose tie nf, for which the 
E-stability of < yields z < ( > ) t and also z < ( > ) y. It follows that adding e uf to 
E does not break the E-stability of <, which means that we may also suppose that 
E is stable by connected union. 
H = (X, E) being supposed now to be an interval hypergraph, we need to prove that 
an interval representation (taken with the meaning of a linear ordering) of H may be 
chosen as being compatible with <. Let us assume it to be wrong and try to get 
a contradiction. 
If some interval representation G of H is not compatible with < , then there exists 
x = x(a) in X such that: 
- y exists in X with y > x, y OX (i.e. y less than x for the linear ordering a); (*) 
- x is maximal for u with this property: 
Then we set k(o) = ( { z such that X(O) c z} ) and y(a) = the largest y (for (T) such that (*) 
holds. We suppose (which is always possible) that rs is maximal in the sense that no 
other interval representation g’ of H exists such that k(o) less than k(d) or 
(k(o) = k(d) and X(O) < ~(a’)). Then we set x = x(a), y = y(o) and: 
F, = {e E E such that x E e and y $e}; 
F,, = {e E E such that y E e and x $e}; 
F,_ = {eEE such that x and yee). 
- If z is in some e in F, and such that x rs z then the E-stability of < yields that 
y > z and a contradiction on the definition of x = X(O); 
- If z is in some e in Fy and such that y g z then the E-stability of < yields that 
z > x and a contradiction on the definition of y = y(o); 
- If z is in some e in F._ and such that x 0 z and if t is in f, = UfsF, f - e, then we 
get from the E-stability of < that y > x 5 t > x (since t, y efy and x $f,) 3 t > z 
(since x, z G e and t $ e) which means a contradiction on the definition of x. 
It follows (easy verification) that by reversing the ordering G on f, and next by 
insertingf,, between x and its successor (for the linear ordering o), we get another 
interval representation of H = (X, E) which induces a contradiction about the maxi- 
mality criterion which we imposed on a. 
f, Edges in F, Edges in F, 
Current a: U Y X 
New a: x y u 
Fy (after reversing a) 
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(The fact that no edge of H which overlapsf, without containing x cannot be broken 
by this transformation comes from the stability of E by connected union, which 
forbids the existence of such an overlapping edge.) q 
Corollary 2.3. The following algorithm ORIENT recognizes (in polynomial time) 
whether a given ordered hypergraph H = (X, E, <) is an interval ordered hyper- 
graph. 
Algorithm ORIENT 
Input: The ordered hypergraph H = (X, E, <); 
Output: Fail or an interval representation 0 of H, 
begin 
e:= <; Not Fail; if 0 is not linear then Not Stop else Stop; 
while Not Stop do 
begin 
choose x, y in X, incomparable according to o; 
build g1 = E-closure of 0 u ([x, y] ); 
if or does not contain any circuit then 
c:= Transitive closure of c1 
else 
begin 
build G 2 = E-closure of cu {[y,x]j; 
if 52 does not contain any circuit then 
5:= Transitive closure of 52 
else 
Fail; 
end; 
if fail or if 5 is linear then Stop; 
end; 
end. 
Proof. Immediate from Theorem 2.2. 0 
Remarks. Flexibility: One of the most interesting characteristics of the above algo- 
rithm is that it is based upon a rule propagation mechanism (the construction of the 
E-closure of the current relation combined with the circuit test). This feature makes it 
easier to take into account an eventual additional constraint or to insert the algorithm 
into a general constraint satisfaction system. 
Pe$ormance: One easily sees that the above algorithm may be implemented in 
order to run in time O(lX(3). Practically, a few executions of the main loop of 
the ORIENT algorithm are usually sufficient to produce the result, which makes 
it possible to solve examples with more than 1000 vertices in a few seconds on a 
SUN 4 computer. 
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2.3. A “vertex-by-vertex” construction 
Our next result will provide the theoretical basis for the heuristic developed in 
Section 3. It implicitly uses the previous characterization and stems from the fact 
that an interval representation of a (ordered) hypergraph H = (X, E, < ) can also 
be viewed as some particular embedding of X into the real line D and that in some 
cases (when the ordered hypergraph H = (X,E, <) is well-done), building such 
an embedding can be done in a very fast and natural manner by successively mapping 
(in a convenient way) the vertices of H on D. Once again, we get an algorithm whose 
greedy structure will make it easier to extend it into a heuristic which takes into 
account the fact that H = (X, E, <) may not be an interval ordered hypergraph 
or the existence of some economical function or additional constraint (see 
Section 3). 
Theorem 2.4. Let H = (X,E, <) be some well-done interval ordered hypergraph, 
A some subset of X and o some linear ordering of A. Then o can be extended into an 
interval representation of H if and only if it is an interval representation of the ordered 
subhypergraph HA induced by A. 
Proof. The “only if” part of the above equivalence is trivial. In order to prove the “if” 
part, let us suppose that r~ is an interval representation of the subhypergraph HA and 
let us consider x,, E X - A. Then, proceeding by induction on JX - AJ, we only need 
to prove that cr may be extended to an interval representation of HA. 
Now we note that cs may also be considered as defined by some injective function 
r from A to the real line D (provided with its canonical ordering) and then that 
extending 0 into an interval representation of H means determining r(xO) in D, 
different from any r(x), x E A, and satisfying some constraints. In order to precisely 
state these constraints, we need to introduce some additional notations: 
For any yer(A) we set: 
Succ(y) = + co if y is maximal in r(A), otherwise Succ(y) = the smallest element 
of r(A) which is larger than y; 
Pred(y) = - cc if y is minimal in r(A), otherwise Pred(y) = the largest element 
of r(A) which is smaller than y. 
For any eE E such that e n A # 0 we set: 
L(e) = leftmost element (on D) of r(e A A); 
R(e) = rightmost element (on D) of r(e n A); 
Z(e) = ]Pred(L(e)), Succ(R(e))[ (if x0 me, then Z(e) is the area where r(xo) can be 
chosen without “breaking” e); 
Z*(e) = [L(e), R(e)]” (c means here the complementary operator in D) (if x0 $e, 
then Z*(e) is the area where r(xO) can be chosen without “breaking” e). 
For any x E A we set: 
1, = r(A) n]r(x), + CO[; 
J, = r(A)n] - co,r(x)[. 
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We also set: 
F, = {Z(e), e E E such that e n A # 0 and x0 E e}; 
F2 = {Z*(e), eEE such that enA #Oand x,,$e); 
F3 = {l,,x~A such that x < x0}; 
F4 = { J,, x E A such that x0 < x}; 
Then we see that r(xo) must be chosen in n,,,u. 
Explanation. The choice of r(xo) must be consistent with the ordering < and leave 
“unbroken” the edges of H which have already been partially represented through 
A and 0. 
Any UE F is an open subset of D; let us first check that these open subsets are 
pairwise intersecting. 
- If Z(e) n Z(e’) were empty, with Z(e) and .Z(e’) in F1, then the vertices of 
A n (e u e’) would not be consecutive for o (contradiction with the stability by 
connected union of E). 
- If Z(e) n Z*(e’) were empty, with Z(e) in F1 and Z*(e’) in F2, then the vertices of 
A n (e’ - e) would not be consecutive for o (contradiction with the stability of 
E by difference). 
- If 1, n J), were empty, with x < x0 < y then a could not be an extension of <. 
- If Z(e) n Z, were empty, with Z(e) in F1 and x < x0, then x would not be in e and 
any element of e n A would be smaller than x for the relation a (contradiction 
with the E-stability of <). 
The other cases are trivial. 
Let us suppose that in spite of this, r(xo) cannot be chosen or in other words that the 
intersection of all the open subsets in F is empty. Since these subsets may all be considered 
as open intervals of the closed circle D* obtained by confusing into one point P the two 
asymptotical directions of D, it means the existence of a subfamily r of F * with at least 
3 elements and such that the union of all the closed intervals in r is equal to D*, while 3 of 
these closed intervals are never intersecting (or equivalently such that the intersection 
graph of the closed intervals in r is an elementary cycle without any chord). No more than 
2 elements of r contain the point P. The others may be written Z*(e$, i = 1, . . . , k, and 
their intersection graph is connected. Since E is stable by connected union one may set 
e=U. ,=1 ,_,, kei, and replace the Z*(ei)‘, i = 1, . . . . k by Z*(ey in r. Thus one may 
suppose that (rl = 3 and that two elements u and v of r contain P. 
Then three cases have to be considered: 
- First case: u = Z(e’)C for some Z(e’) in F1 and v = Z(e”)” for some Z(e”) in F1. 
There must exist a in (e’ n e) - e” and /I in (e” n e) - e’, which combined with x0 
in (e’ n e”) - e yields a “triangular” configuration which forbids H from being an 
interval ordered hypergraph. 
- Second case: u = Z(e’y for some Z(e’) in F, and v = Z, (or symmetrically J,) for 
some x such that x < x0. Let t be the rightmost element of e n A on D. We must 
have that t +! e’. The E-stability of < implies t < x0 (since x E e) and t < x (since 
x E e’) and a contradiction to the fact that a is compatible with < . 
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- Third case: u = Z, and v = J, for some x, y E A such that x < x0 < y. Then x and 
y must be in E; Since x0 $ e and < is E-stable, we get y < x0 -=z x and a contra- 
diction. 
In any case we get a contradiction. This completes the proof of Theorem 2.4. 0 
Corollary 2.5. Thefollowing algorithm EMBEDDING recognizes (in polynomial time) 
an interval well-done ordered hypergraph H = (X, E, <). 
Algorithm EMBEDDING 
Input: A well-done ordered hypergraph H = (X,E, <); 
Output: Fail or some injective function r from X to D which defines an interval 
representation of H; 
begin 
A := 8; r undefined; Not Fail; If X # 8 then Not Stop else Stop; 
While Not Stop do 
begin 
choose (randomly) x0 in X - A; 
compute ALLOWED = nucF u; (same notations as in the proof of Theorem 2.3); 
if ALLOWED = 8 then Fail 
else 
begin 
choose y0 in ALLOWED - r(A); 
set A:= A u {x0) and r(x,):= y,; 
If Fail or if A = X then Stop; 
end; 
end. 
Proof. It comes as an immediate consequence of Theorem 2.3. 0 
Remark. One may check that the above algorithm can be implemented in order to 
work in time O((X(.lEl). 
3. Application: a scheduling problem 
Let us suppose that (because of the presence of some common operator) we need to 
sequentially schedule some task set X, while taking into account some precedence 
relation < and the fact that the execution of any task x in X requires the utilization of 
some subset m(x) of some resource set M. It may occur that the cost of such a schedule 
essentially depends on how many times the activities of the different resources have to 
be interrupted. Such a situation may proceed from the fact that the resources are 
rented or that set-up costs are involved every time that a given resource returns from 
idleness to an active state. In any case, a convenient modelization comes as follows. 
A. Quilliot, S.X. Chao 1 Discrete Applied Mathematics 51 (1994) 159-170 161 
Let us set for any m E M: e(m) = {x = X such that m E m(x)} and let us consider the 
ordered hypergraph H = (X,,?(M), <) defined by the task set X, the precedence 
relation < and the edge set E(M) = {e(m), meM}. What we have to do is to find 
a linear ordering of X, which is an extension of < and makes the elements of any edge 
in E(M) to be the “most consecutive possible”. 
In order to express this last point in a more formal way, let us define the following 
for any linear ordering o of X and any subset A of X: 
- An interruption ofAfor CT is any nonempty subset B of X - A, whose elements are 
consecutive for 0, which is maximal for this property and such that there exists 
x,y~A and zeB with: xozay. 
_ The quantity Hole(A, a) is the number of interruptions of A for 0. 
Example3.1. IfX = {l,..., 7) is ordered this way according to o and if A = { 1,2,5,7} 
then {3,4) and (6) are interruptions of A for o and Hole(A, CJ) = 2. 
Then our problem (Least Hole Number Problem or LNHP) may be formally stated 
as follows. 
Find a linear ordering o of X, which is an extension of < and minimizes the 
quantity Hole-Number(H, 0) = CeeECMj W,. Hole(e,a), where the W,, eeE are 
weights which reflect the respective costs associated with the resources in M. 
In the case the relation < is empty, the above problem can be identified as the 
optimal arrangement for consecutive retrieval problem (Ghosh [12], Luccio and 
Preparata [18]) or as the consecutive block optimization problem (proved NP- 
complete since it contains the Hamiltonian Path problem by Kou [17]), related with 
information storage and retrieval theory. In such a case, the problem can be seen as 
a special case of the asymmetric travelling salesman problem: it is sufficient to 
consider the complete directed graph defined on X and to associate with every arc 
[x, y] a cost which measures the number of edges of H which contain y and do not 
contain x. Still, this approach, besides making difficult to deal with the relation 
< (ordered case), does not take into account the specificities of the problem, and 
consequently does not take any profit from the combinatorial properties of the 
interval structures. 
We must also mention that Favrel and Baptiste [2] used the PQ-tree techniques 
developped by Booth and Lueker in [S] in order to address the above scheduling 
theory version of the problem in the nonordered case and that similar problems may 
be found in poset theory (see the Jump Number problem [7]) with applications to 
planning and timetabling [6,19]. 
The heuristic which we are going to describe here in order to solve the LHNP 
comes in a straightforward way from the previous theoretical results. It mainly aims at 
fastness and at an easy adaptability to the case when an additional constraint is 
inserted and guarantees the optimality of the result when the input data 
H = (X, E, <) is an interval well-done ordered hypergraph. In any case, it usually 
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proves itself to produce a good approximation of the theoretical optimal result 
and can be used as an efficient initialization routine for any hill-climbing based 
algorithm. 
3.1. Description of the VERTEX-by-VERTEX procedure 
It is a procedure 
subset of X and o is 
some ordering 
inside the main loop of the algorithm), 
linear ordering yields a new perfor- 
mance: CT*) and de$nes a gap: 
Break(H, A, C, x0, x, y) = Hole-Number(H, v ixO), a*) - Hole-Number(H,, a). 
Explanation. Every execution of the main loop will consist in trying to extend the 
current linear ordering r~ by inserting x0 between x and y consecutive on A and 
chosen in the best possible way. Since the quantity Break defined above measures 
the number of new interruptions of the edges of H which are created by such an 
insertion, we shall choose x and y in order to minimize this quantity. Thus 
our algorithm becomes: 
Algorithm VERTEX-by-VERTEX 
Input: The ordered hypergraph H = (X, E, < ); the weight vector W, 
Output: A linear ordering o of X which is an extension of <; 
begin 
B := Undefined; A := 8; 
while A # X do 
begin 
choose x0 in X - A; (*) 
find x,y consecutive in A for CJ such that the Insertion of x0 between x and y in 
c exists and such that the quantity Break (H, A, x0, x, y) is minimal; (**) 
set 0: = insertion of x0 between x and y in o and A:= A u {x0}; 
end; 
end. 
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3.2. Properties of the VERTEX-by- VERTEX algorithm and performance 
It follows from the Dushnik-Miller Theorem [9] about linear extensions of posets 
that the instruction (**) in the above algorithm can always be executed and thus that 
the algorithm really produces some linear extension of the precedence relation <; 
Furthermore, also, Theorem 2.4 yields: 
Theorem 3.1. If the input H = (X, E, <) is an interval well-done ordered hypergraph 
then the above algorithm VERTEX-by-VERTEX recognizes it (produces an output 
a such that Hole-Number(H, a) = 0). 
Performance 
One can check that the above algorithm may be implemented in order to run in 
time 0( 1x1’. (E I). It may be implemented in order to work on more than 1000 
vertices in no more than one minute on a SUN 4 computer. The examples which we 
used in order to test it were randomly generated and usually involved n vertices and 
m edges with 10 < m < n < 1000. 
Unlike what is happening in the EMBEDDING algorithm, the way x0 is chosen 
inside the VERTEX-by-VERTEX algorithm (instruction (*)) exerts some influence on 
its behaviour. We obtained our best results by systematically trying to choose x0 
according to the rule of the “most constrained variable”, that means practically by 
choosing it with the highest degree in the hypergraph defined by the edges eE E such 
that en A # 8. 
Compared with an exact branch-and-bound method working on randomly gener- 
ated examples with (X 1 between 20 and 50 and (E ( between 30 and 200 there appears 
a deficit in relation with the theoretical optimum of approximately 8% (which may be 
considered as satisfactory if we try to compare with the average performance of 
standard fast heuristics for the traveling salesman problem). Not surprisingly, the 
worst performance comes from the case when the precedence relation < is empty 
(about 11 Oh). 
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