Hurst's memory that roots in early work of the British hydrologist H.E. Hurst remains an open problem in stochastic hydrology. Today, the Hurst analysis is widely used for the hydrological studies for the memory and characteristics of time series and many methodologies have been developed for the analysis. So, there are many different techniques for the estimation of the Hurst exponent (H). However, the techniques can produce different characteristics for the persistence of a time series each other. This study uses several techniques such as adjusted range, rescaled range (RR) analysis, modified rescaled range (MRR) analysis, 1/f power spectral density analysis, Maximum Likelihood Estimation (MLE), detrended fluctuations analysis (DFA), and aggregated variance time (AVT) method for the Hurst exponent estimation. The generated time series from chaos and stochastic systems are analyzed for the comparative study of the techniques. Then, this study discusses the advantages and disadvantages of the techniques and also the limitations of them. We found that DFA is the most appropriate technique for the Hurst exponent estimation for both the short term memory and long term memory. We analyze the SOI (Southern Oscillations Index) and 6 tree-ring series for USA sites by means of DFA and the BDS statistic is used for nonlinearity test of the series. From the results, we found that SOI series is nonlinear time series which has a long term memory of H = 0.92. Contrary to earlier work, all the tree ring series are not random from our analysis. A certain tree ring series show a long term memory of H = 0.97 and nonlinear property. Therefore, we can say that the SOI series has the properties of long memory and nonlinearity and tree ring series could also show long memory and non-linearity.
Introduction
Hydrologic or geophysical time series may have a certain dependent structure in itself. For example, if this month has a monthly streamflow with high level at a station, next month could also have a high streamflow. This describes that the consecutive values of hydrologic or geophysical time series show self-dependence between the values which has been known as short-range (or short-term) dependence, persistence, or memory [1] . analyzed the sequence of annual discharges from the Nile River in Egypt to estimate storage volume. The terms "Hurst phenomenon" and "Joseph effect" (due to Mandelbrot from the biblical story of the "seven years of great abundance" and the "seven years of famine") have been used as alternative names for the [2] .
[3] suggested a method called the R/S analysis for detecting long memory and the method allowed the calculation of Hurst's exponent or self-similarity parameter. [3] divided the range by the standard deviation of the sample S(n) and called it the "rescaled range" R/S statistic.
Short-term memory implies that the effect of an observation in a time series on the future observations be-comes negligible after a short period of time. Contrary to short-term memory and long-term memory implies that the effect of an observation on future observations remains significant for a long period of time. Following Hurst's approach, the detection of long memory can be done heuristically by estimating its intensity, namely the value of the parameter H, which varies between 0 and 1. The H value equal to 0.5 means absence of long memory.
Hurst exponent is being used in many fields such as physiology, electronics and computer science and used to determine the persistence of signals such as brain wave, an electrocardiogram and electronic wave. The exponent is also used to investigate the chaotic behavior or self-similarity of the system [4, 5] . There are many techniques for the estimation of Hurst exponent such as 1/f power spectral density (PSD) [6] , aggregated variance time (AVT) method [7] [8] [9] , detrended fluctuations analysis (DFA) [10, 11] , maximum likelihood estimation (MLE) [12] .
In this study, we investigate the estimation techniques of Hurst exponent by estimating the exponent for chaotic and stochastic time series and comparing the results for examining the advantages, disadvantages, and limitations of the techniques. We also select an appropriate technique by the examination and apply it to the SOI (southern Oscillation Index) and 6 tree-ring series.
Comparison of Hurst Exponent Estimation Methods
Various methods exist for the Hurst exponent estimation and this section discusses the methods by analyzing the data sets generated from the stochastic and chaotic systems. We also discuss the advantages and disadvantages of the methods and the limitations of them through the estimation of Hurst exponents for the data sets from the systems.
Data Used
This study tests the time series with the known Hurst exponents as shown in 1) to 4) in below and the series generated from chaotic system and a nonlinear stochastic model as in 5) to 7). Each series with the size of 1000 is generated from the systems and the time series plots are shown in Figure 1 .
1) Gaussian white noise; iid (identified independant distribution); H ~ 0.5
where, N : normal distribution with mean 0 and standard deviation 1 t: time 2) Fractional Gaussian noise with long range correlation (FGN); H ~ 0.8
where, H B : Fractional Brownian motion. 3) Autoregressive model (AR(1)) with ρ 1 = 0.7
where, 1 ρ : lag-1 autocorrelation coefficient. 
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Methods for the Estimation of Hurst Exponent
(1) Adjusted Range [1] , examined several sequences of streamflow and observed that for a sequence of n, 1 ≤ n ≤ N, the adjusted range statistic, denoted by R, is defined as
where, : 
(2) Rescaled Range
The rescaled range statistic has been used extensively since its formulation by Mandelbrot. For a time series of n observations, 1 2 3 , , , , n X X X X  , the rescaled range statistic, denoted by Q(n), is defined as
where, H : Hurst exponent n : size of the partial series ( )
Equation (13) can be transformed with the logarithm and Hurst exponent can be estimated from the equation
(3) Modified Rescaled Range [13] , pointed that the regression coefficients can be biased by the autocorrelation when the Hurst exponent is estimated by the regression equation from the known rescaled range. Thus, the rescaled range is a proper method for the time series of the long term memory but it is not for the short term memory. [13] , developed the modified rescaled range method like the Equations (15) to (17) and [14, 15] applied the method.
( )
where, Here, we may carefully determine the truncation lag, q of weighted autocovariance function for the application of the modified rescaled range method. If q is so small, the effect of short range could not be considered, while q is so big the long range could be ignored [16] . Thus, the optimal truncation lag, q opt should be estimated. [17] , suggested the q = n 0.25 and [16] Equation (18). [15] , used the modified rescaled range method with q = N/10. However this study will use the Equation (18) [7] . 
where, ρ : first order autocorrelation coefficient.
(4) 1/f Power Spectral Density Analysis
Power Spectral Density (PSD) has been used in the fields such as physiology, hear rate variability, and the self similarity of brain waves for the estimation of Hurst exponent. Trend in the PSD is proportional to 1/f α and the trend of 1/f is represented by the straight line with the slope of α and the -α can be calculated from the regression of low frequency band. The slope of α and Hurst exponent have the following relationship [6] .
where, ( ) h f : 1/f power spectral density
(5) Detrended Fluctuations Analysis
The method of DFA has proven as a useful tool in revealing the extent of long-range correlation in time series. Firstly, the time series to be analyzed (with N samples) is integrated and the integrated time series is divided into boxes of equal length, n. In each box of length n, a least squares line is fit to the data (representing the trend in that box). The y-axis of the straight line segments is denoted, by y n (k). Next, we detrend the integrated time series, y(k), by subtracting the local trend, y n (k), in each box. The root mean square fluctuation of this integrated
and detrended time series is calculated by Equations (22) and (23) 
This computation is repeated over all time scales (box sizes) to characterize the relationship between F(n). The average fluctuation, as a function of boxes size, Typically, F(n) will increase with size n. A linear relationship on a log-log plot indicates the presence of power law scaling. Under such conditions, the fluctuations can be characterized by a scaling exponent d, the slope of the linear relation of log F(n) vs. logn.
The d has the following relationship and this relationship is represented by Equation (24). Then, The Hurst exponent is estimated by Equations (20) and (21).
(6) Aggregated Variance Time Metho
Firstly, the mean value is obtained with the block of N/m by using Equations (25) and (26) for the time series Figure 2 ).
For successive values of m, the sample variance of the aggregated series is plotted by m vs. log-log plot. The result should be a straight line with a slope of β and β has the following relationship:
In practical, the slope is estimated by fitting a least-squares line to the points of the plot.
(7) Maximum Likehood Estimation(MLE)
Here the d is estimated by the S-MLE function of S-Plus [18] , and the d is related to the Hurst exponent as follows;
Applications of the Hurst Exponent Estimation Methods
Finally, complete content and organizational editing before formatting. Please take note of the following items when proofreading spelling and grammar: This section is to apply previous mentioned techniques for the estimation of Hurst exponent to the time series in a Section 2.1. Figure 3 shows the autocorrelation functions (ACF) of the time series. If we see the ACFs, the white noise and logistic map show the short term memory and others show the long term memory. Theoretical results for normal independent processes [3] , indicated that asymptotically h = 1/2. One interpretation of the Hurst phenomenon has been to associate h = 1/2 with short memory models possessing short-term dependence structure, and h > 1/2 with long memory models possessing long-term dependence [19] . (
1) Rescaled Range and Modified Rescaled Range
The rescaled range and the modified rescaled range methods are applied to the time series for the error estimation of the methods. Figure 4 shows the comparison of Hurst exponents estimated by the rescaled and modified rescaled range methods. As we can see in Figure 4 , the slopes estimated by the rescaled and modified rescaled range methods for the time series of short term memory characteristic are similar. However, the slopes for the time series of long term memory show relatively large differences.
If the sample size is small, the error is small but the error is increased as the sample size is increased as shown in Figure 5 . Even though the white noise is a random series, the Hurst exponent is estimated as 0.604 which represents the long term memory by the rescaled range method. However, if we use the modified rescaled range method the exponent is estimated as 0.55 which represents the short term memory (also see Figure 6 ).
(2) 1/f Power Spectral Density Analysis
We perform 1/f power spectral density (PSD or periodogram) analysis for the estimation of α and obtain the Hurst exponents by the Equations (20) and (21) for the time series mentioned in Section 2.1. Figure 7 shows the results of PSD analysis for each time series and this method shows relatively reasonable Hurst exponents as we can see in Table 1 . However, this PSD method may have a problem for the strong persistence system such as the three torus time series which is a quasi-periodic (see Table 1 ).
(3) Detrended Fluctuation Analysis
This section estimates the Hurst exponents by using DFA method. The Hurst exponent is estimated by the Equations of (20) and (21). Table 2 shows the results of d and Hurst exponents. The DFA method shows the most reasonable Hurst exponent estimates for all-time series as shown in Table 2 .
(
4) Aggregated Variance Time Method
In this section, we estimate Hurst exponent of time series by means of the aggregated variance time method (AVM). As shown in Figures 8 and 9 , the AVM shows the property which the plotted points are scattered for the partial series is over a certain size, the slopes of the straight lines were obtained by the regression, and the Hurst exponents are estimated by Equation (27). However, the exponents are different from the known values. If we estimated the Hurst exponents after removing the scattered points the estimated exponents were similar with the known values (Tables 3 and 4) .
Case I: Hurst exponent estimation by the regression with all points; Case II: Hurst exponent estimation by the regression without the scattered points.
(5) Maximum Likelihood Estimation(MLE)
We estimate the Hurst exponents for the time series by using the statistical package of S-MLE in S-Plus. The results are shown in Table 5 and we can know that the MLE method gives very reasonable values for each time series. Maximum likelihood estimation for FARIMA models can be performed in several ways [20] . We applied here an approximation in the spectral domain of the Gaussian maximum likelihood function, which was first proposed by [21] , for short-memory models.
Results and Discussions
From the analysis of results, the Hurst exponent has estimated appropriately for the long term memory series by the adjusted and rescaled range methods but it was not for the short term memory like a white noise. The modified rescaled range method estimated the Hurst exponent properly for the short term memory series but it was not proper for the long term memory series. The 1/f PSD method estimated the Hurst exponents properly for the series except for the three torus case. The DFA and MLE methods have shown the reasonable results for the short and long term memory series. Especially, the DFA method is more convenient for the application than the MLE. Figure 6 shows the comparison for the Hurst exponent estimation results.
Application of DFA for Tree-Ring and SOI Series
We found that the DFA is the most appropriate technique for the Hurst exponent estimation for both the short term memory and long term memory. In this section, we analyze 6 tree-ring series at USA sites and the SOI (Southern Oscillations Index) by means of DFA and the BDS statistic is used for nonlinearity test of the series. Especially, the BDS statistic is used for the nonlinearity of tree ring series tested by [14] , who showed the tree ring series has random characteristics. The random characteristic means short term memory and may represent linear stochasticity of the series. Therefore we will examine the memory of tree ring series in the following sections.
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Descriptions of Tree-Ring and SOI Series
The climatic characteristics of an area are reflected in the growth of the trees. Consequently, the characteristics of tree are studied to determine the long-term climate behavior of a region. In this section, 6 tree ring series from USA are analyzed. The data sets of tree ring series consist of the period of 1892 to 1980 and sites are SACNDX, Spring, Freder, Calam, Hager, Dalton in California and Arizona. Tree-ring data are recorded as local climate properties and annual time scale. Each time series plot is shown in Figure 10 . The SOI is defined as the normalized pressure difference between Tahiti and Darwin. SOI values are calculated using the monthly mean sea level pressure (MSLP) data at papeete, Tahiti (149.6˚W, 17.5˚S) and Darwin, Australia (130.9˚W, 12.4˚S). In this study, we use the monthly SOI data from January of 1951 to December of 1999. Figure 11 shows the time series plot of SOI. Figure 12 shows the comparison of regression plots and results are shown in Table 6 . Figure 13 shows the comparison of the autocorrelation (ACF) for tree-ring and SOI data. From the results, we found that the SOI series is time series which has a long term memory of H = 0.92. However, contrary to earlier work of [14] , all the tree-ring series are not random and some of them show strong persistence from our analysis. A certain tree-ring series shows a long term memory of H = 0.97. Therefore, we can say that the tree ring and SOI series may show long term memory. And if the tree ring series are random as tested in [14] , it may have linear stochasticity but the tree ring series which shows long term memory may have its nonlinearity and this could be modeled by the nonlinear stochastic models. Therefore, we would like to examine the nonlinearity of the tree ring and SOI series.
Hurst's Memory for Tree-Ring and SOI Data by DFA

Nonlinearity for Tree-Ring and SOI Series
The BDS statistic is derived from the correlation integral and has its origins in the recent work on deterministic nonlinear dynamics and chaos theory. The method of delays can be used to embed a scalar time series
where t is the index lag. The correlation integral at embedding dimension m is given by If the data is generated by a strictly stationary stochastic process which is absolutely regular, then this limit exists. In this case the limit is as follows
When the process is IID, and since
has asymptotic normal distribution, with zero mean and variance as follows ( ) 
We can consistently estimate the constants C by ( ) has a limiting standard normal distribution under the null hypothesis of IID as M → ∞ and obtain its critical values using the standard normal distribution. Before applying the BDS statistic, the first addressed issue is what region of "r" yields BDS statistic that are well approximated by the asymptotic distribution. As the sample size is increased, the distribution of the BDS statistic becomes more normal. So the minimal number of data must be provided. Next, the region of embedding dimension "m" should be suggested. If the sample size is fixed, we expect the finite sample property to worsen as "m" increases. This study follows the recommendation of [22] for selecting the ranges of m, r, N. Therefore, 500 or more observations are prepared and the embedding dimension m is used in the range of 2 5 m ≤ ≤ . Then, the value of "r" is selected as the half standard deviations of the data sets. The BDS statistic is a powerful tool for distinguishing random time series from the time series generated by nonlinear systems [22] .
We use the BDS statistic for testing randomness of tree-ring and SOI data series and the results are shown in Table 7 . From the results, the SOI and certain tree-ring are representing their nonlinearities and thus could be modeled by the nonlinear type models [23] .
Summary and Conclusions
This study has used the seven methods for the estimation of Hurst exponent and compared the results by applying each method to the generated time series form chaos and stochastic systems which have different characteristics. Then, this study discusses the advantages and disadvantages of the techniques and also the limitations of them. 
