Rhythmic activity in the brain fluctuates with behaviour and cognitive state, through a 14 combination of coexisting and interacting frequencies. At large spatial scales such as those 15 studied in human M/EEG, measured oscillatory dynamics are believed to arise primarily 16 from a combination of cortical (intracolumnar) and corticothalamic rhythmogenic mecha-17 nisms. Whilst considerable progress has been made in characterizing these two types of 18 neural circuit separately, relatively little work has been done that attempts to unify them 19 into a single consistent picture. This is the aim of the present paper. We present and examine 20 a whole-brain, connectome-based neural mass model with detailed long-range cortico-cortical 21 connectivity and strong, recurrent corticothalamic circuitry. This system reproduces a vari-22 ety of known features of human M/EEG recordings, including a 1/f spectral profile, spectral 23 peaks at canonical frequencies, and functional connectivity structure that is shaped by the 24 underlying anatomical connectivity. Importantly, our model is able to capture state-(e.g. 25 idling/active) dependent fluctuations in oscillatory activity and the coexistence of multiple 26 oscillatory phenomena, as well as frequency-specific modulation of functional connectivity. 27 We find that increasing the level of sensory or neuromodulatory drive to the thalamus triggers 28 a suppression of the dominant low frequency rhythms generated by corticothalamic loops, 29 and subsequent disinhibition of higher frequency endogenous rhythmic behaviour of intra-30 columnar microcircuits. These combine to yield simultaneous decreases in lower frequency 31 and increases in higher frequency components of the M/EEG power spectrum during states 32 of high sensory or cognitive drive. Building on this, we also explored the effect of pulsatile 33 brain stimulation on ongoing oscillatory activity, and evaluated the impact of coexistent fre-34 quencies and state-dependent fluctuations on the response of cortical networks. Our results 35 provide new insight into the role played by cortical and corticothalamic circuits in shaping 36 intrinsic brain rhythms, and suggest new directions for brain stimulation therapies aimed at 37 2 state-and frequency-specific control of oscillatory brain activity. 38 Author Summary 39 One of the most distinctive features of brain activity is that it is highly rhythmic. Devel-40 oping a better understanding of how these rhythms are generated, and how they can be 41 controlled in clinical applications, is a central goal of modern neuroscience. Here we have 42 developed a computational model that succinctly captures several key aspects of the rhyth-43 mic brain activity most easily measurable in human subjects. In particular, it provides both 44 a conceptual and a concrete mathematical framework for understanding the well-established 45 experimental observation of antagonism between high-and low-frequency oscillations in hu-46 man brain recordings. This dynamic has important implications for how we understand the 47 modulation of rhythmic activity in diverse cognitive states relating to arousal, attention, and 48 cognitive processing. As we demonstrate, our model also provides a tool for investigating 49 and improving the use of rhythmic brain stimulation in clinical applications.
: Resting state power spectrum fit to MEG data. Upper panel:: Sensoraveraged power spectrum from eight example HCP subjects' resting state MEG data (orange line), and corresponding simulated power spectrum from the CTWC model (dotted blue line). The simulated activity shows excellent fit to the empirical power spectrum (R 2 between 0.6 and 0.8 in these examples), and accurately captures the alpha rhythm peak frequency in each subject. Lower panel: Mean +/-1 standard deviation of the empirical and fitted power spectra for all 10 HCP subjects. state 154 Having characterized the dynamics within the idling state and the prevalence of alpha ac-155 tivity, we next asked how increasing the drive to the thalamic populations (either in one or 156 multiple nodes) would impact the spectral properties of cortical activity. To emulate a task Figure 2 : CTWC model phase space trajectories. A) Exemplary phase space trajectories for a single corticothalamic unit in the idling (left; teal) and active (right; orange) regimes. Central 3D plot in each panel shows trajectories in the 3-dimensional phase space defined by the cortical excitatory (e), cortical inhibitory (i ), and thalamic specific relay (s) population state variables. Orthogonal 2-dimensional views for each pair of state variables are shown on the left hand side. Panels above the trajectory figures show corresponding time series and power spectra for the e variable. The idling state regime (I o =0) is characterized by slow, nonlinear alpha-frequency (8-12Hz) oscillations. Increasing the static sensory/neuromodulatory thalamic drive (here by setting I o =1.5) induces a phase transition into the active regime, where neural population activity is dominated by gamma-frequency (approximately 30Hz) limit cycle dynamics. B) Progression from idling to active regime. Sub panels show 3D phase plane trajectories, time series, and power spectra for incremental values of I o between the idling and active states shown in panel A. As the system approaches the bifurcation point (I o ≈1.4), the gamma attractor begins to manifest as a 'twist' in the alpha limit cycle, which appears in the time series plot as embedded high-frequency ripples on the peak/trough of the oscillation. As I o continues to be increase, eventually the low-frequency rhythm loses stability and the dynamics switches to a pure gamma oscillation.
Influence of regionally focal sensory / neuromodulatory drive 182 We now extend the observations and insights obtained from the single-node case considered 183 in the previous section to the case of whole-brain network behaviour. Figure 3 shows time 184 series, power spectra, and brain-wide plots of the change (∆) in alpha and gamma power for 185 simulations where I o is modulated focally for a single node (left V1) in the 68-node network.
186
The suppression of alpha power and enhancement of gamma power with increasing drive is 187 clearly evident in the surface plots and lower power spectrum figure in panel A.
188
Figure 3: Influence of focal sensory/neuromodulatory drive in a whole brain network. A) Power spectra for baseline values of the tonic thalamic relay nucleus driving term (I o =0), and for focal increase (I o =1.5) in left visual cortex (lV1). Red lines show power spectra for the lV1 node; black lines for the other 67 nodes. Note the prominent increase in relative gamma power and decrease in relative alpha power in lV1 when that node's I o value is increased. B) Surface renderings of the regional change (∆) in alpha and gamma power from baseline to active state for all brain regions. Increased sensory/neuromodulatory drive in visual cortex results in suppression of alpha and enhancement of gamma band activity, reminiscent of the patterns routinely observed in M/EEG studies of visual-evoked gamma Given the salient differences in oscillatory dynamics observed in the idling and active states, 190 we investigated how these different oscillatory regimes shaped inter-area interactions in a 191 whole-brain network context. To do this, we compared functional connectivity, as measured averaged activity level of a given brain region will be higher when there are inputs from other 197 regions than when there are no inputs. Second, depending on the behaviour of the incom-198 ing signals from other regions, that node may experience periodic or otherwise temporally 199 structured driving inputs. This, in turn, may lead to the emergence of synchronization and 200 collective behaviour throughout the system due to processes of entrainment or resonance, 201 possibly also accompanied by bifurcations. As shown in Figure 4 , we found idling and active 202 states in the model to be characterized by quite different functional connectivity profiles.
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The idling state exhibits relatively weaker and spatially non-specific AEC patterns at both 204 alpha and gamma frequencies. In contrast, as the increased static drive I o pushes the system 205 into the gamma-dominated active state, both alpha-and gamma-frequency AEC matrices 206 increasingly come to display the kind of spatial structure characteristic of empirically mea-207 sured AEC (as well as by various other M/EEG, fMRI functional connectivity, and indeed 208 anatomical connectivity metrics). Specifically, the active state shows a stronger tendency 209 for spatially nearby regions to show high correlations (as indexed in the AEC matrices by a 210 the 'halo' of high connectivity values around the leading diagonal), and the classic two-block 211 hemispheric structure with stronger intra-than inter-hemispheric correlations. Interestingly, 212 although the two characteristic frequency regimes within the model are in the alpha-and 213 gamma-ranges, it also captures some properties of AEC outside of these ranges. Figure 5 214 shows empirical vs. simulated AEC for the full range of classic M/EEG frequencies: delta 215 (0.5-4Hz), theta (4-8Hz), alpha (8-12 Hz), beta (13-30 Hz), and gamma (30-60Hz). As can 216 be seen, moving from low to high frequencies within the active regime is also accompanied 217 by sparser and more spatially structured correlation patterns. It is important to note here 218 that although our model does well at reproducing both resting-state power spectra ( Figure   219 1) and MEG functional connectivity (Figures 4 and 5) , the domains in which this success is 220 seen does not entirely overlap. For the power spectrum alone, best fits are achieved at or 221 near 'fully idling' parameter regime with I o = 0. For AECs, however, best correspondence 222 with MEG data is achieved in the active regime, with I o closer to 1.5. We return to this 223 point in the Discussion.
224
Our findings described thus far have shown that active and idling states are characterized 225 by different spectral signatures, and that functional connectivity is differentially expressed 226 in a frequency-specific way in these two states. Next, we examined the effects of periodic 227 stimulation on ongoing cortical activity. That is, we asked: can the temporal structure 228 neural activity be tuned by exogenous signals in a frequency-specific way? Corresponding power spectra of whole-brain simulated data for these three simulation regimes, as well as for empirically measured MEG data (far right). Black lines show spectra for individual brain regions, thick red line is mean over all brain regions. The simulated power spectra transition from being alpha-dominated at I o =0 to a noisier and higher-frequency regime at around I o =1.5. is that entrainment of ongoing brain oscillation is state-dependent, and that susceptibility 236 to control is tuned by ongoing brain fluctuations -an effect that has also been reproduced 237 with modelling [45, 46] and shown to involve stochastic resonance [47] . Given the ability of 238 our model to switch between different states and express multiple frequencies, we subjected Specifically, only high intensity stimulation would provoke a shift in the peak frequency in the 252 idling state. In the active state, the prominent gamma oscillations were easily suppressed and 253 replaced by the frequency of the driving stimulus. This is in line with converging evidence 254 indicating that intrinsic attractors limit the effect of perturbations, while irregular or high 255 frequency content is more malleable [4] . 256 
Discussion

257
The aim of the present study was to investigate the mechanisms underlying state-dependent 258 changes in oscillatory activity at the whole-brain scale, as well as the influence of fluctuations 259 in spectral activity on functional connectivity. We have presented a novel connectome-based 260 neural mass model that combines the two primary rhythmogenic mechanisms typically stud-261 ied in large-scale brain network modelling: intracolumnar microcircuits and corticothalamic 262 loops. This is an extension of previous work, that studied the behaviour of the basic corti-263 cothalamic motif in isolation [48] . Here we have embedded this corticothalamic unit into a 264 whole-brain network, with anatomical connectivity derived from diffusion MRI tractography. 265 Figure 6 : Effects of periodic brain stimulation on corticothalamic loop dynamics Top row: Maximum frequencies displayed by the cortical excitatory population of an isolated cortico-thalamocortical loop (CTWC model, single node) in response to periodic (sine wave) stimulation of varying amplitudes (y axes) and frequencies (x axes). In the idling regime, an Arnold Tongue structure is clearly seen centred on the natural frequency (approximately 10 Hz): As the stimulation frequency moves away from the natural frequency, greater stimulation amplitude is required to achieve entrainment at the stimulation frequency. In the active regime, a broader and shallower Arnold Tongue structure is again seen, centred on the natural frequency (this time approximately 30Hz). Compared to the idling state, entrainment at the stimulation frequency is easier to achieve (requires lower amplitude stimulus) in the active than the idling regime. Bottom row: Maximum amplitudes displayed by cortical excitatory populations. Here again the amplitude response patterns match quite closely the Arnold Tongues seen in the maximum frequency responses. Following other authors [39, 24, 25] , we employ a model for neuronal dynamics at each node 435 that incorporates both cortical and thalamic neural populations. The model describes a 436 four-component cortico-thalamo-cortical motif, consisting of excitatory (u e ) and inhibitory 437 (u i ) cortical neuronal populations, coupled to thalamic reticular (u r ) and specific relay (u s ) 438 nuclei (Fig. 7) . Both relay and reticular nuclei receive inputs from the cortical excitatory 439 population, following a corticothalamic conduction delay τ ct . However only the relay nucleus 440 sends excitatory input back to the cortex; again received following a delay τ ct =τ tc . The 441 reticular nucleus, which is widely known to have an inhibitory influence of other thalamic 442 regions[59], plays a similar role to the cortical inhibitory population, inhibiting the relay 443 nucleus and thereby generating oscillatory dynamics.
Our model reproduces a variety of known features of human M/EEG recordings, including
444
As defined, our node-level model consists of a Wilson-Cowan oscillatory neural popu-445 lation, embedded in a delayed inhibitory feedback loop mediated by corticothalamic and 446 thalamocortical connections. The full network-level model thus consists of a set of N such 447 local units of this kind, coupled using the connectivity matrix W (anatomical connectome).
448
The system of stochastic delay-differential equations governing the time-evolution of neural 449 activity within the network can be summarized as follows: 
where the matrices Relay-reticular gain D (e,i,r,s) 0.0001 Noise standard deviation for all populations g 0.9
Global connectivity scaling factor β 20. Activation function gain parameter σ 0. Activation function threshold parameter 
