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Abstract
We consider (3+1)-dimensional second-order evolutionary PDEs
where the unknown u enters only in the form of the 2nd-order par-
tial derivatives. For such equations which possess a Lagrangian, we
show that all of them have a symplectic Monge–Ampe`re form and de-
termine their Lagrangians. We develop a calculus for transforming the
symmetry condition to a “skew-factorized” form from which we imme-
diately extract Lax pairs and recursion relations for symmetries, thus
showing that all such equations are integrable in the traditional sense.
We convert these equations together with their Lagrangians to a two-
component form and obtain recursion operators in a 2×2 matrix form.
We transform our equations from Lagrangian to Hamiltonian form by
using the Dirac’s theory of constraints. Composing recursion opera-
tors with the Hamiltonian operators we obtain the second Hamiltonian
form of our systems, thus showing that they are bi-Hamiltonian sys-
tems integrable in the sense of Magri. By this approach, we obtain five
new bi-Hamiltonian multi-parameter systems in (3+1) dimensions.
1 Introduction
We study (3+1)-dimensional equations of the evolutionary Hirota type
F = f − uttg = 0 ⇐⇒ utt =
f
g
, g 6= 0 (1.1)
1
where f and g are functions of second derivatives ut1, ut2, ut3, u11, u12, u13,
u22, u23, u33 of the unknown u. Here u = u(t, z1, z2, z3) and the subscripts
denote partial derivatives of u, such as uij = ∂
2u/∂zi∂zj , uti = ∂
2u/∂t∂zi.
Equations of this type arise in a wide range of applications including non-
linear physics, general relativity, differential geometry and integrable sys-
tems. The examples are heavenly equations of Pleban´ski arising in the
theory of self-dual gravity [1]. These examples present a motivation for the
evolutionary Hirota type equation to be taken in the form (1.1) instead of
just utt = f with g = 1. The factor g plays the role of integrating factor of
the variational calculus, i.e. when equation (1.1) is of the Euler–Lagrange
form, the equation utt = f/g may not be of this form but it will still possess
a Lagrangian.
We study here Lax pairs, recursion operators and bi-Hamiltonian struc-
tures of the integrable equations of the form (1.1).
We start with the description of all equations (1.1) which possess a La-
grangian. We show that Lagrangian evolutionary equations of the Hirota
type have a symplectic Monge-Ampe`re form and we find their Lagrangians.
Then we convert these equations to a two-component form. We apply the
method which we used earlier [2–7] for constructing a degenerate Lagrangian
for two-component evolutionary form of the equation and using Dirac’s the-
ory of constraints [8] in order to obtain Hamiltonian form of the system.
We present the symmetry condition for one-component form in terms of
certain three-index first-order linear differential operators Lij(k). Our start-
ing point is to convert the symmetry condition into a “skew-factorized” form
from which we immediately extract Lax pair and recursion relations for sym-
metries in terms of these operators. This approach extends the method of A.
Sergyeyev [9] for constructing recursion operators where one constructs the
recursion operator from a special Lax pair built, in its turn, from the original
Lax pair which should be previously known for the equation under study.
On the contrary, we construct such a special Lax pair and recursion rela-
tions using the skew-factorized form of the symmetry condition rather than
a previously known Lax pair. This approach is illustrated by well-known
examples of heavenly equations listed, e.g. in [10]. We develop a gen-
eral approach for deriving skew-factorized form of the symmetry condition
based on some properties of the operators Lij(k). We obtain five different
multi-parameter equations possessing skew-factorized symmetry condition
together with the operators Ai, Bi which are the building blocks for Lax
pairs and recursions. To illustrate the general procedure, we consider in
detail recursions for the first of the obtained equations, convert it into a
two-component form and end up with a recursion operator in a 2×2 matrix
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form for the corresponding evolutionary two-component system. Compos-
ing the recursion operator with first Hamiltonian structure we end up with
the second Hamiltonian structure, thus showing that our system is a new
bi-Hamiltonian system. Then, skipping the details of the proofs, we repeat
this procedure for other four equations possessing the symmetry condition in
the skew-factorized form, thus discovering further four new bi-Hamiltonian
multi-parameter systems.
The paper is organized as follows. In section 2, we show that all La-
grangian equations (1.1) have the symplectic Monge–Ampe`re form and we
derive a Lagrangian for such equations. In section 3, we convert our equa-
tion to a two-component form and derive a degenerate Lagrangian for this
system. In section 4, we transform the Lagrangian system into Hamiltonian
system using the Dirac’s theory of constraints. We obtain the symplec-
tic operator and symplectic two-form, Hamiltonian operator J0 and corre-
sponding Hamiltonian density H1. In section 5, we present a symmetry
condition for one-component form of the symplectic Monge–Ampe`re equa-
tion in terms of first-order linear differential operators Lij(k) and show how
the skew-factorized form of the symmetry condition immediately yields Lax
pairs and recursion relations. In section 6, we develop a general approach
for deriving the skew-factorized form of the symmetry condition together
with five nontrivial examples. The number of such explicitly integrable ex-
amples can be increased by applying permutations of indices together with
appropriate permutations of coefficients. In section 7, we derive a recur-
sion operator R in a 2 × 2 matrix form for the two-component form of our
first equation in section 6. In section 8, by composing the recursion oper-
ator with the Hamiltonian operator J0 we obtain the second Hamiltonian
operator J1 = RJ0 and the corresponding Hamiltonian density H0 under
one constraint on the coefficients of our equation. Thus, we show that our
two-component system is a bi-Hamiltonian system integrable in the sense of
Magri [11]. In section 9, we present the recursion operator, the first and the
second Hamiltonian operator, the corresponding Hamiltonian densities and
a bi-Hamiltonian representation for further four integrable equations from
the section 6.
3
2 Second-order Lagrangian equations of
evolutionary Hirota type
The Fre´chet derivative operator (linearization) of equation (1.1) reads
DF = −gD
2
t + (fut1 − uttgut1)DtD1 + (fut2 − uttgut2)DtD2
+ (fut3 − uttgut3)DtD3 + (fu11 − uttgu11)D
2
1 (2.1)
+ (fu12 − uttgu12)D1D2 + (fu13 − uttgu13)D1D3
+ (fu22 − uttgu22)D
2
2 + (fu23 − uttgu23)D2D3 + (fu33 − uttgu33)D
2
3
where Di,Dt denote operators of total derivatives. The adjoint Fre´chet
derivative operator has the form
D∗F = −D
2
t g +DtD1(fut1 − uttgut1) +DtD2(fut2 − uttgut2)
+DtD3(fut3 − uttgut3) +D
2
1(fu11 − uttgu11)
+D1D2(fu12 − uttgu12) +D1D3(fu13 − uttgu13)
+D22(fu22 − uttgu22) +D2D3(fu23 − uttgu23) +D
2
3(fu33 − uttgu33)
According to Helmholtz conditions [12], equation (1.1) is an Euler-Lagrange
equation for a variational problem iff its Fre´chet derivative is self-adjoint,
D∗F = DF . Equating to zero coefficients of Dt, D1, D2, D3 and the term
without operators of total derivatives, we obtain five equations on the func-
tions f and g. Consider separately the first equation obtained by equating
to zero the coefficient of Dt
−2Dt[g] +D1(fut1 − uttgut1) +D2(fut2 − uttgut2) +D3(fut3 − uttgut3) = 0.
Splitting this equation in utt1, utt2 and utt3 we obtain gut1 = 0, gut2 = 0
and gut3 = 0, respectively. Using this result, we obtain the five equations
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mentioned above in the form
−2Dt[g] +D1[fut1 ] +D2[fut2 ] +D3[fut3 ] = 0 (2.2)
Dt[fut1 ] + 2D1[fu11 ]− 2uttD1[gu11 ]− 2utt1gu11 +D2[fu12 ]− uttD2[gu12 ]
− utt2gu12 +D3[fu13 ]− uttD3[gu13 ]− utt3gu13 = 0 (2.3)
Dt[fut2 ] + 2D2[fu22 ]− 2uttD2[gu22 ]− 2utt2gu22 +D1[fu12 ]− uttD1[gu12 ]
− utt1gu12 +D3[fu23 ]− uttD3[gu23 ]− utt3gu23 = 0 (2.4)
Dt[fut3 ] + 2D3[fu33 ]− 2uttD1[gu33 ]− 2utt3gu33 +D1[fu13 ]− uttD1[gu13 ]
− utt1gu13 +D2[fu23 ]− uttD2[gu23 ]− utt2gu23 = 0 (2.5)
D2t [g] +DtD1[fut1 ] +DtD2[fut2 ] +DtD3[fut3 ] +D
2
1 [fu11 − uttgu11 ]
+D1D2[fu12 − uttgu12 ] +D1D3[fu13 − uttgu13 ] +D
2
2 [fu22 − uttgu22 ]
+D2D3[fu23 − uttgu23 ] +D
2
3[fu33 − uttgu33 ] = 0.
(2.6)
The general solution to these equations for f and g implies the Lagrangian
evolutionary Hirota equation (1.1) to have the symplectic Monge–Ampe`re
5
form
F = a1{utt(u11u22 − u
2
12)− ut1(ut1u22 − ut2u12) + ut2(ut1u12 − ut2u11)}
+ a2{utt(u11u33 − u
2
13)− ut1(ut1u33 − ut3u13) + ut3(ut1u13 − ut3u11)}
+ a3{utt(u22u33 − u
2
23)− ut2(ut2u33 − ut3u23) + ut3(ut2u23 − ut3u22)}
+ a4{utt(u11u23 − u12u13)− ut1(ut1u23 − ut2u13) + ut3(ut1u12 − ut2u11)}
+ a5{utt(u12u23 − u13u22)− ut1(ut2u23 − ut3u22) + ut2(ut2u13 − ut3u12)}
+ a6{utt(u12u33 − u13u23)− ut2(ut1u33 − ut3u13) + ut3(ut1u23 − ut3u12)}
+ a7(uttu11 − u
2
t1) + a8(uttu12 − ut1ut2) + a9(uttu13 − ut1ut3)
+ a10(uttu22 − u
2
t2) + a11(uttu23 − ut2ut3) + a12(uttu33 − u
2
t3) + a13utt
+ b1{ut1(u12u23 − u13u22)− ut2(u11u23 − u12u13) + ut3(u11u22 − u
2
12)}
+ b2{ut1(u12u33 − u13u23)− ut2(u11u33 − u
2
13) + ut3(u11u23 − u12u13)}
+ b3{ut1(u22u33 − u
2
23)− ut2(u12u33 − u13u23) + ut3(u12u23 − u13u22)}
+ b4{u11(u22u33 − u
2
23)− u12(u12u33 − u13u23) + u13(u12u23 − u13u22)}
+ c1(ut1u12 − ut2u11) + c2(ut1u13 − ut3u11) + c3(ut1u22 − ut2u12)
+ c4(ut1u23 − ut2u13) + c5(ut2u23 − ut3u22) + c6(ut1u33 − ut3u13)
+ c7(ut2u33 − ut3u23) + c8(ut2u13 − ut3u12) + c8′(ut1u23 − ut3u12)
+ c9(u11u23 − u12u13) + c10(u12u23 − u13u22) + c11(u12u33 − u13u23)
+ c12(u11u22 − u
2
12) + c13(u11u33 − u
2
13) + c14(u22u33 − u
2
23)
+ c15ut1 + c16ut2 + c17ut3 + c18u11 + c19u12 + c20u13 + c21u22 + c22u23
+ c23u33 + c24 = 0. (2.7)
Here we have included the term with the coefficient c8′ , which is linearly
dependent on the terms with coefficients c4 and c8, to make the equation
(2.7) admit the discrete symmetry of permutations of the indices in uij
together with an appropriate permutation of the coefficients.
A Lagrangian for the equation (2.7) is readily obtained by applying the
homotopy formula [12] for F = f − uttg
L[u] =
1∫
0
u · F [λu] dλ =
1∫
0
u · f [λu] dλ−
1∫
0
u · (λutt)g[λu] dλ
6
where F is explicitly given in (2.7), with the result
L =
u
4
〈
a1{utt(u11u22 − u
2
12)− ut1(ut1u22 − ut2u12) + ut2(ut1u12 − ut2u11)}
+ a2{utt(u11u33 − u
2
13)− ut1(ut1u33 − ut3u13) + ut3(ut1u13 − ut3u11)}
+ a3{utt(u22u33 − u
2
23)− ut2(ut2u33 − ut3u23) + ut3(ut2u23 − ut3u22)}
+ a4{utt(u11u23 − u12u13)− ut1(ut1u23 − ut2u13) + ut3(ut1u12 − ut2u11)}
+ a5{utt(u12u23 − u13u22)− ut1(ut2u23 − ut3u22) + ut2(ut2u13 − ut3u12)}
+ a6{utt(u12u33 − u13u23)− ut1(ut2u33 − ut3u23) + ut3(ut2u13 − ut3u12)}
+ b1{ut1(u12u23 − u13u22)− ut2(u11u23 − u12u13) + ut3(u11u22 − u
2
12)}
+ b2{ut1(u12u33 − u13u23)− ut2(u11u33 − u
2
13) + ut3(u11u23 − u12u13)}
+ b3{ut1(u22u33 − u
2
23)− ut2(u12u33 − u13u23) + ut3(u12u23 − u13u22)}
+ b4{u11(u22u33 − u
2
23)− u12(u12u33 − u13u23) + u13(u12u23 − u13u22)}
〉
+
u
3
{
a7(uttu11 − u
2
t1) + a8(uttu12 − ut1ut2) + a9(uttu13 − ut1ut3)
+ a10(uttu22 − u
2
t2) + a11(uttu23 − ut2ut3) + a12(uttu33 − u
2
t3)
+ c1(ut1u12 − ut2u11) + c2(ut1u13 − ut3u11) + c3(ut1u22 − ut2u12)
+ c4(ut1u23 − ut2u13) + c5(ut2u23 − ut3u22) + c6(ut1u33 − ut3u13)
+ c7(ut2u33 − ut3u23) + c8(ut2u13 − ut3u12) + c8′(ut1u23 − ut3u12)
+ c9(u11u23 − u12u13) + c10(u12u23 − u13u22) + c11(u12u33 − u13u23)
+ c12(u11u22 − u
2
12) + c13(u11u33 − u
2
13) + c14(u22u33 − u
2
23)
}
+
u
2
(a13utt + c15ut1 + c16ut2 + c17ut3 + c18u11 + c19u12 + c20u13
+ c21u22 + c22u23 + c23u33) + c24u. (2.8)
3 Two-component form
Introducing the second component v = ut and solving equation (2.7) with
respect to vt = utt, we convert (2.7) into the evolutionary two-component
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system
ut = v,
vt =
1
∆
〈
a1(v
2
1u22 + v
2
2u11 − 2v1v2u12) + a2(v
2
1u33 + v
2
3u11 − 2v1v3u13)
+ a3(v
2
2u33 + v
2
3u22 − 2v2v3u23) + a4{v1(v1u23 − v2u13)− v3(v1u12 − v2u11)}
+ a5{v1(v2u23 − v3u22)− v2(v2u13 − v3u12)}
+ a6{v2(v1u33 − v3u13)− v3(v1u23 − v3u12)}+ a7v
2
1 + a8v1v2 + a9v1v3
+ a10v
2
2 + a11v2v3 + a12v
2
3
− b1{v1(u12u23 − u13u22)− v2(u11u23 − u12u13) + v3(u11u22 − u
2
12)}
− b2{v1(u12u33 − u13u23)− v2(u11u33 − u
2
13) + v3(u11u23 − u12u13)}
− b3{v1(u22u33 − u
2
23)− v2(u12u33 − u13u23) + v3(u12u23 − u13u22)}
− b4{u11(u22u33 − u
2
23)− u12(u12u33 − u13u23) + u13(u12u23 − u13u22)}
− c1(v1u12 − v2u11)− c2(v1u13 − v3u11)− c3(v1u22 − v2u12)
− c4(v1u23 − v2u13)− c5(v2u23 − v3u22)− c6(v1u33 − v3u13)
− c7(v2u33 − v3u23)− c8(v2u13 − v3u12)− c8′(v1u23 − v3u12)
− c9(u11u23 − u12u13)− c10(u12u23 − u13u22)− c11(u12u33 − u13u23)
− c12(u11u22 − u
2
12)− c13(u11u33 − u
2
13)− c14(u22u33 − u
2
23)
− c15v1 − c16v2 − c17v3 − c18u11 − c19u12 − c20u13
− c21u22 − c22u23 − c23u33 − c24
〉
≡
1
∆
(
12∑
i=1
aiq
(ai) +
4∑
i=1
biq
(bi) +
24 ′∑
i=1
ciq
(i)
)
≡
q
∆
(3.1)
where the last sum includes also i = 8′ and
∆ = a1(u11u22 − u
2
12) + a2(u11u33 − u
2
13) + a3(u22u33 − u
2
23)
+ a4(u11u23 − u12u13) + a5(u12u23 − u13u22) + a6(u12u33 − u13u23)
+ a7u11 + a8u12 + a9u13 + a10u22 + a11u23 + a12u33 + a13. (3.2)
The Lagrangian for the system (3.1) is obtained by a suitable modifica-
tion of the Lagrangian (2.8) of the one-component equation (2.7), skipping
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some total derivative terms
L =
(
utv −
1
2
v2
)
{a1(u11u22 − u
2
12) + a2(u11u33 − u
2
13) + a3(u22u33 − u
2
23)
+ a4(u11u23 − u12u13) + a5(u12u23 − u13u22) + a6(u12u33 − u13u23)
+ a7u11 + a8u12 + a9u13 + a10u22 + a11u23 + a12u33 + a13}
+
ut
4
〈
b1{u1(u12u23 − u13u22)− u2(u11u23 − u12u13) + u3(u11u22 − u
2
12)}
+ b2{u1(u12u33 − u13u23)− u2(u11u33 − u
2
13) + u3(u11u23 − u12u13)}
+ b3{u1(u22u33 − u
2
23)− u2(u12u33 − u13u23) + u3(u12u23 − u13u22)}
〉
− b4
u
4
{u11(u22u33 − u
2
23)− u12(u12u33 − u13u23) + u13(u12u23 − u13u22)}
+
ut
3
{
c1(u1u12 − u2u11) + c2(u1u13 − u3u11) + c3(u1u22 − u2u12)
+ c4(u1u23 − u2u13) + c5(u2u23 − u3u22) + c6(u1u33 − u3u13)
+ c7(u2u33 − u3u23) + c8(u2u13 − u3u12) + c8′(u1u23 − u3u12)}
−
u
3
{
c9(u11u23 − u12u13) + c10(u12u23 − u13u22) + c11(u12u33 − u13u23)
+ c12(u11u22 − u
2
12) + c13(u11u33 − u
2
13) + c14(u22u33 − u
2
23)
}
+
ut
2
(c15u1 + c16u2 + c17u3)
−
u
2
(c18u11 + c19u12 + c20u13 + c21u22 + c22u23 + c23u33)− c24u (3.3)
where we have changed the overall sign of L.
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4 Hamiltonian representation
To transform from Lagrangian to Hamiltonian description, we define the
canonical momenta
πu =
∂L
∂ut
= v{a1(u11u22 − u
2
12) + a2(u11u33 − u
2
13) + a3(u22u33 − u
2
23)
+ a4(u11u23 − u12u13) + a5(u12u23 − u13u22) + a6(u12u33 − u13u23)
+ a7u11 + a8u12 + a9u13 + a10u22 + a11u23 + a12u33 + a13}
+
1
4
〈
b1{u1(u12u23 − u13u22)− u2(u11u23 − u12u13) + u3(u11u22 − u
2
12)}
+ b2{u1(u12u33 − u13u23)− u2(u11u33 − u
2
13) + u3(u11u23 − u12u13)}
+ b3{u1(u22u33 − u
2
23)− u2(u12u33 − u13u23) + u3(u12u23 − u13u22)}
〉
+
1
3
{
c1(u1u12 − u2u11) + c2(u1u13 − u3u11) + c3(u1u22 − u2u12)
+ c4(u1u23 − u2u13) + c5(u2u23 − u3u22) + c6(u1u33 − u3u13)
+ c7(u2u33 − u3u23) + c8(u2u13 − u3u12) + c8′(u1u23 − u3u12)
}
+
1
2
(c15u1 + c16u2 + c17u3), πv =
∂L
∂vt
= 0 (4.1)
which satisfy canonical Poisson brackets [ui(z), πk(z′)] = δikδ(z− z′), where
u1 = u, u2 = v, π1 = πu, π
2 = πv and z = (z1, z2, z3). The Lagrangian (3.3)
is degenerate because the momenta cannot be inverted for the velocities.
Therefore, following Dirac’s theory of constraints [8], we impose (4.1) as
constraints Φu = 0, Φv = 0 where
Φu = πu − v{a1(u11u22 − u
2
12) + a2(u11u33 − u
2
13) + a3(u22u33 − u
2
23)
+ a4(u11u23 − u12u13) + a5(u12u23 − u13u22) + a6(u12u33 − u13u23)
+ a7u11 + a8u12 + a9u13 + a10u22 + a11u23 + a12u33 + a13}
−
1
4
〈
b1{u1(u12u23 − u13u22)− u2(u11u23 − u12u13) + u3(u11u22 − u
2
12)}
+ b2{u1(u12u33 − u13u23)− u2(u11u33 − u
2
13) + u3(u11u23 − u12u13)}
+ b3{u1(u22u33 − u
2
23)− u2(u12u33 − u13u23) + u3(u12u23 − u13u22)}
〉
−
1
3
{
c1(u1u12 − u2u11) + c2(u1u13 − u3u11) + c3(u1u22 − u2u12)
+ c4(u1u23 − u2u13) + c5(u2u23 − u3u22) + c6(u1u33 − u3u13) (4.2)
+ c7(u2u33 − u3u23) + c8(u2u13 − u3u12) + c8′(u1u23 − u3u12)
}
−
1
2
(c15u1 + c16u2 + c17u3)
Φv = πv (4.3)
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and calculate Poisson brackets for the constraints
K11 = [Φu(z),Φu′(z
′)], K12 = [Φu(z),Φv′(z
′)]
K21 = [Φv(z),Φu′(z
′)], K22 = [Φv(z),Φv′(z
′)]. (4.4)
We obtain the following matrix of Poisson brackets
K =
(
K11 K12
−K12 0
)
(4.5)
where
K11 =
13∑
i=1
aiK
(ai)
11 +
3∑
i=1
biK
(bi)
11 +
8′∑
i=1
ciK
(i)
11 −
3∑
i=1
ci+14Di, K12 =
13∑
i=1
aiK
(i)
12
(4.6)
with the following definitions
K
(a1)
11 = 2(v1u22 − v2u12)D1 + 2(v2u11 − v1u12)D2 + v11u22 + v22u11
− 2v12u12, K
(1)
12 = −(u11u22 − u
2
12), K
(a2)
11 = 2(v1u33 − v3u13)D1
+ 2(v3u11 − v1u13)D3 + v11u33 + v33u11 − 2v13u13,
K
(2)
12 = −(u11u33 − u
2
13), K
(a3)
11 = 2(v2u33 − v3u23)D2
+ 2(v3u22 − v2u23)D3 + v22u33 + v33u22 − 2v23u23, K
(3)
12 = −(u22u33 − u
2
23).
K
(a4)
11 = (2v1u23 − v2u13 − v3u12)D1 + (v3u11 − v1u13)D2 + (v2u11 − v1u12)D3
+ v11u23 + v23u11 − v12u13 − v13u12, K
(4)
12 = −(u11u23 − u12u13)
K
(a5)
11 = (v2u23 − v3u22)D1 + (v1u23 − 2v2u13 + v3u12)D2 + (v2u12 − v1u22)D3
+ v12u23 + v23u12 − v13u22 − v22u13, K
(5)
12 = −(u12u23 − u13u22)
K
(6)
12 = −(u12u33 − u13u23), K
(a6)
11 = (v2u33 − v3u23)D1 + (v1u33 − v3u13)D2
+ (2v3u12 − v1u23 − v2u13)D3 + v12u33 + v33u12 − v13u23 − v23u13
K
(a7)
11 = 2v1D1 + v11, K
(7)
12 = −u11, K
(a8)
11 = v2D1 + v1D2 + v12,
K
(8)
12 = −u12, K
(a9)
11 = v3D1 + v1D3 + v13, K
(9)
12 = −u13
K
(a10)
11 = 2v2D2 + v22, K
(10)
12 = −u22, K
(a11)
11 = v3D2 + v2D3 + v23
K
(11)
12 = −u23, K
(a12)
11 = 2v3D3 + v33, K
(12)
12 = −u33, K
(a13)
11 = 0
K
(13)
12 = −1. (4.7)
11
K
(b1)
11 = (u13u22 − u12u23)D1 + (u11u23 − u12u13)D2 − (u11u22 − u
2
12)D3
K
(b2)
11 = (u13u23 − u12u33)D1 + (u11u33 − u
2
13)D2 − (u11u23 − u12u13)D3
K
(b3)
11 = −(u22u33 − u
2
23)D1 + (u12u33 − u13u23)D2 − (u12u23 − u13u22)D3
K
(1)
11 = u11D2 − u12D1, K
(2)
11 = u11D3 − u13D1, K
(3)
11 = u12D2 − u22D1
K
(4)
11 = u13D2 − u23D1, K
(5)
11 = u22D3 − u23D2, K
(6)
11 = u13D3 − u33D1
K
(7)
11 = u23D3 − u33D2, K
(8)
11 = u12D3 − u13D2, K
(8′)
11 = u12D3 − u23D1
K
(15)
11 = −D1, K
(16)
11 = −D2, K
(17)
11 = −D3 (4.8)
with all other components of K11 vanishing. The components of K11 can be
presented in a manifestly skew symmetric form, so thatK is skew symmetric.
The Hamiltonian operator is an inverse to the symplectic operator
J0 = K
−1 =
(
0 −K−112
K−112 K
−1
12 K11K
−1
12
)
. (4.9)
Operator J0 is Hamiltonian if and only if its inverse K is symplectic
[13], which means for skew symmetric K that the volume integral of ω =
(1/2)dui∧Kijdu
j should be a symplectic form, i.e. at appropriate boundary
conditions dω = 0 modulo total divergence. Here summations over i, j run
from 1 to 2 and u1 = u, u2 = v, so that
ω =
13∑
i=1
aiω
a
i +
3∑
i=1
biω
b
i +
8∑
i=1
ciωi +
3∑
i=1
ci+14 ωi+14,
ωai =
1
2
du ∧K
(ai)
11 du+ du ∧K
(i)
12 dv, ω
b
i =
1
2
du ∧K
(bi)
11 du
ωi =
1
2
du ∧K
(i)
11 du (4.10)
where K
(bi)
12 = 0, K
(i)
12 = 0. Using (4.7) and (4.8) for K
(ai)
11 , K
(bi)
11 , K
(i)
11 and
12
K
(i)
12 in (4.10), we obtain
ωa1 = (v1u22 − v2u12)du ∧ du1 + (v2u11 − v1u12)du ∧ du2
− (u11u22 − u
2
12)du ∧ dv
ωa2 = (v1u33 − v3u13)du ∧ du1 + (v3u11 − v1u13)du ∧ du3
− (u11u33 − u
2
13)du ∧ dv
ωa3 = (v2u33 − v3u23)du ∧ du2 + (v3u22 − v2u23)du ∧ du3
− (u22u33 − u
2
23)du ∧ dv
ωa4 =
1
2
{(2v1u23 − v2u13 − v3u12)du ∧ du1 + (v3u11 − v1u13)du ∧ du2
+ (v2u11 − v1u12)du ∧ du3} − (u11u23 − u12u13)du ∧ dv
ωa5 =
1
2
{(−2v2u13 + v1u23 + v3u12)du ∧ du2 + (v2u12 − v1u22)du ∧ du3
+ (v2u23 − v3u22)du ∧ du1} − (u12u23 − u13u22)du ∧ dv
ωa6 =
1
2
{(2v3u12 − v1u23 − v2u13)du ∧ du3 + (v1u33 − v3u13)du ∧ du2
+ (v2u33 − v3u23)du ∧ du1} − (u12u33 − u13u23)du ∧ dv
ωa7 = v1du ∧ du1 − u11du ∧ dv, ω
a
8 =
1
2
(v1du ∧ du2 + v2du ∧ du1)
− u12du ∧ dv, ω
a
9 =
1
2
(v1du ∧ du3 + v3du ∧ du1)− u13du ∧ dv
ωa10 = v2du ∧ du2 − u22du ∧ dv, ω
a
11 =
1
2
(v3du ∧ du2 + v2du ∧ du3)
− u23du ∧ dv, ω
a
12 = v3du ∧ du3 − u33du ∧ dv, ω
a
13 = du ∧ dv
ωb1 =
1
2
{(u13u22 − u12u23)du ∧ du1 + (u11u23 − u12u13)du ∧ du2
− (u11u22 − u
2
12)du ∧ du3}, ω
b
2 =
1
2
{(u13u23 − u12u33)du ∧ du1
+ (u11u33 − u
2
13)du ∧ du2 − (u11u23 − u12u13)du ∧ du3}
ωb3 =
1
2
{(u223 − u22u33)du ∧ du1 + (u12u33 − u13u23)du ∧ du2
− (u12u23 − u13u22)du ∧ du3}, ω1 =
1
2
(u11du ∧ du2 − u12du ∧ du1)
13
ω2 =
1
2
(u11du ∧ du3 − u13du ∧ du1), ω3 =
1
2
(u12du ∧ du2 − u22du ∧ du1)
ω4 =
1
2
(u13du ∧ du2 − u23du ∧ du1), ω5 =
1
2
(u22du ∧ du3 − u23du ∧ du2)
ω6 =
1
2
(u13du ∧ du3 − u33du ∧ du1), ω7 =
1
2
(u23du ∧ du3 − u33du ∧ du2)
ω8 =
1
2
(u12du ∧ du3 − u13du ∧ du2), ω8′ =
1
2
(u12du ∧ du3 − u23du ∧ du1)
ω15 = −
1
2
du ∧ du1, ω16 = −
1
2
du ∧ du2, ω17 = −
1
2
du ∧ du3. (4.11)
Taking exterior derivatives of (4.11) and skipping total divergence terms,
we have checked that dω = 0 modulo total divergence which proves that
operator K is symplectic because the closedness condition for ω is equivalent
to the Jacobi identity for J0 [13]. Hence, J0 defined in (4.9) is indeed a
Hamiltonian operator.
Hamiltonian form of this system is(
ut
vt
)
= J0
(
δuH1
δvH1
)
(4.12)
where we still need to determine the corresponding Hamiltonian density H1.
We apply the formula H1 = πuut + πvvt − L, where πv = 0, with the final
result
H1 = −
v2
2
13∑
i=1
aiK
(i)
12
+ b4
u
4
{u11(u22u33 − u
2
23)− u12(u12u33 − u13u23) + u13(u12u23 − u13u22)}
+
u
3
{c9(u11u23 − u12u13) + c10(u12u23 − u13u22) + c11(u12u33 − u13u23)
+ c12(u11u22 − u
2
12) + c13(u11u33 − u
2
13) + c14(u22u33 − u
2
23)}
+
u
2
(c18u11 + c19u12 + c20u13 + c21u22 + c22u23 + c23u33) + c24u. (4.13)
We can write the Hamiltonian density in (4.13) in the following short-hand
notation
H1 =
13∑
i=1
aiH
(ai)
1 +
4∑
i=1
H
(bi)
1 +
24 ′∑
i=1
ciH
(i)
1 (4.14)
where the sum
∑ 24 ′
i=1 includes i = 8
′ and individual terms of the sums in
14
(4.14) are defined by
H
(ai)
1 = −
v2
2
K
(i)
12 , H
(b1)
1 = H
(b2)
1 = H
(b3)
1 = 0 (4.15)
H
(1)
1 = H
(2)
1 = · · · = H
(8)
1 = H
(8′)
1 = 0, H
(15)
1 = H
(16)
1 = H
(17)
1 = 0
(4.16)
while the remaining terms H
(b4)
1 ,H
(9)
1 , · · · ,H
(14)
1 ,H
(18)
1 , · · · ,H
(24)
1 are ex-
plicitly given in (4.13).
The formula (4.12) provides a Hamiltonian form of our two-component
system (3.1)
ut = v
vt =
1
∆
(
13∑
i=1
aiq
(ai) +
4∑
i=1
biq
(bi) +
24 ′∑
i=1
ciq
(i)
)
≡
q
∆
(4.17)
where we have used the short-hand notation
q(a1) = v21u22 + v
2
2u11 − 2v1v2u12, q
(a2) = v21u33 + v
2
3u11 − 2v1v3u13
q(a3) = v22u33 + v
2
3u22 − 2v2v3u23
q(a4) = v1(v1u23 − v2u13)− v3(v1u12 − v2u11)
q(a5) = v1(v2u23 − v3u22)− v2(v2u13 − v3u12)
q(a6) = v2(v1u33 − v3u13)− v3(v1u23 − v3u12), q
(a7) = v21 , q
(a8) = v1v2
q(a9) = v1v3, q
(a10) = v22, q
(a11) = v2v3, q
(a12) = v23 , q
(a13) = 0
q(b1) = −{v1(u12u23 − u13u22)− v2(u11u23 − u12u13) + v3(u11u22 − u
2
12)}
q(b2) = −{v1(u12u33 − u13u23)− v2(u11u33 − u
2
13) + v3(u11u23 − u12u13)}
q(b3) = −{v1(u22u33 − u
2
23)− v2(u12u33 − u13u23) + v3(u12u23 − u13u22)}
q(b4) = −{u11(u22u33 − u
2
23)− u12(u12u33 − u13u23) + u13(u12u23 − u13u22)}
(4.18)
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q(1) = −(v1u12 − v2u11), q
(2) = −(v1u13 − v3u11)
q(3) = −(v1u22 − v2u12), q
(4) = −(v1u23 − v2u13)
q(5) = −(v2u23 − v3u22), q
(6) = −(v1u33 − v3u13)
q(7) = −(v2u33 − v3u23), q
(8) = −(v2u13 − v3u12)
q(8
′) = −(v1u23 − v3u12), q
(9) = −(u11u23 − u12u13)
q(10) = −(u12u23 − u13u22), q
(11) = −(u12u33 − u13u23)
q(12) = −(u11u22 − u
2
12), q
(13) = −(u11u33 − u
2
13)
q(14) = −(u22u33 − u
2
23), q
(15) = −v1, q
(16) = −v2, q
(17) = −v3
q(18) = −u11, q
(19) = −u12, q
(20) = −u13, q
(21) = −u22
q(22) = −u23, q
(23) = −u33, q
(24) = −1. (4.19)
An independent check of the Hamiltonian form (4.12) for the two com-
ponent system (3.1) is conveniently performed with the aid of the relations
δuH
(ai)
1 −K11v = −q, δvH1 = −v
13∑
i=1
aiK
(i)
12 ≡ −vK12, K12 = −∆
(4.20)
where q denotes the numerator of the right-hand side of the second equation
vt = q/∆ in (4.17). Here δu and δv are the Euler-Lagrange operators with
respect to u and v, respectively, [12] closely related to variational derivatives
of the Hamiltonian functional. The first set of relations (4.20) can be easily
checked for the corresponding terms in the definitions (4.13) of H1, (4.7)
and (4.8) for K11 and (4.18), (4.19) for q with the result
δuH
(ai)
1 −K
(ai)
11 v = −q
(ai), δuH
(bi)
1 −K
(bi)
11 v = −q
(bi)
δuH
(i)
1 −K
(i)
11 v = −q
(i). (4.21)
Using these relations and the definition (4.9) of the Hamiltonian operator
J0 in the Hamiltonian system (4.12) we obtain(
ut
vt
)
=
(
0 −K−112
K−112 K
−1
12 K11K
−1
12
)(
δuH1
δvH1
)
=
(
−K−112 δvH1
K−112 (δuH1 −K11v)
)
=

 v( q
∆
)

 . (4.22)
which coincides with our original system (4.17).
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5 Symmetry condition in a skew-factorized form
Symmetry condition is the differential compatibility condition of (2.7) and
the Lie equation uτ = ϕ, where ϕ is the symmetry characteristic and τ is
the group parameter. It has the form of Fre´chet derivative (linearization)
of equation (2.7). To have it in a more compact form, we introduce linear
differential operators
Lij(k) = ujkDi − uikDj = −Lji(k) =⇒ Lii(k) = 0, (5.1)
Lij(k) + Lki(j) + Ljk(i) = 0, DlLij(k) −DkLij(l) = Lij(k)Dl − Lij(l)Dk
Lij(l)Dk + Ljk(l)Di + Lki(l)Dj = 0 (5.2)
where i, j, k = 1, 2, 3, t. For example,
L12(1) = u12D1 − u11D2, L12(2) = u22D1 − u12D2
L12(t) = u2tD1 − u1tD2, L12(3) = u23D1 − u13D2. (5.3)
In the particular case of equation (2.7) being a quadratic form in uij , we
set bi = 0, ai = 0 for i = 1, . . . 6 and the symmetry condition with the use
of (5.1) becomes{
a7(Lt1(1)Dt − Lt1(t)D1) + a8(Lt1(2)Dt − Lt1(t)D2)
+ a9(Lt1(3)Dt − Lt1(t)D3) + a10(Lt2(2)Dt − Lt2(t)D2)
+ a11(Lt2(3)Dt − Lt2(t)D3) + a12(Lt3(3)Dt − Lt3(t)D3)
+ c1(L12(1)Dt − L12(t)D1) + c2(L13(1)Dt − L13(t)D1)
+ c3(L12(2)Dt − L12(t)D2) + c4(L12(3)Dt − L12(t)D3)
+ c5(L23(2)Dt − L23(t)D2) + c6(L13(3)Dt − L13(t)D3)
+ c7(L23(3)Dt − L23(t)D3) + c8(L23(1)Dt − L23(t)D1)
+ c8′(L13(2)Dt − L13(t)D2) + c9(L12(3)D1 − L12(1)D3)
+ c10(L23(2)D1 − L23(1)D2) + c11(L23(3)D1 − L23(1)D3)
+ c12(L12(2)D1 − L12(1)D2) + c13(L13(3)D1 − L13(1)D3)
+ c14(L23(3)D2 − L23(2)D3) + a13D
2
t + c15DtD1 + c16DtD2
+ c17DtD3 + c18D
2
1 + c19D1D2 + c20D1D3 + c21D
2
2 + c22D2D3
+ c23D
2
3
}
ϕ = 0. (5.4)
The linear operator of the symmetry condition for integrable equations
of the form (2.7) should be converted to the ”skew-factorized” form
(A1B2 −A2B1)ϕ = 0 (5.5)
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where Ai and Bi are first order linear differential operators. If we introduce
two-dimensional vector operators ~R = (A1, A2) and ~S = (B1, B2), then the
skew-factorized form (5.5) becomes the cross (vector) product (~R× ~S)ϕ = 0.
These operators should satisfy the commutator relations
[A1, A2] = 0, [A1, B2]− [A2, B1] = 0, [B1, B2] = 0 (5.6)
on solutions of the equation (2.7).
It immediately follows that the following two operators also commute on
solutions
X1 = λA1 +B1, X2 = λA2 +B2, [X1,X2] = 0 (5.7)
and therefore constitute Lax representation for equation (2.7) with λ being
a spectral parameter.
Symmetry condition in the form (5.5) not only provides Lax pair for
equation (2.7) but also leads directly to recursion relations for symmetries
A1ϕ˜ = B1ϕ, A2ϕ˜ = B2ϕ (5.8)
where ϕ˜ is a symmetry if ϕ is also a symmetry and vice versa. Indeed,
equations (5.8) together with (5.6) imply (A1B2−A2B1)ϕ = [A1, A2]ϕ˜ = 0,
so ϕ is a symmetry characteristic. Moreover, due to (5.8)
(A1B2 −A2B1)ϕ˜ =
(
[A1, B2]− [A2, B1] +B2A1 −B1A2
)
ϕ˜ = [B2, B1]ϕ = 0
which shows that ϕ˜ satisfies the symmetry condition (5.5) and hence is also a
symmetry. Thus, ϕ is a symmetry whenever so is ϕ˜ and vice versa. The equa-
tions (5.8) define an auto-Ba¨cklund transformation between the symmetry
conditions written for ϕ and ϕ˜. Hence, the auto-Ba¨cklund transformation
for the symmetry condition is nothing else than a recursion operator.
We note that the skew-factorized form (5.5) and the properties (5.6) of
the operators Ai andBi remain invariant under the simultaneous interchange
A1 ↔ B1 and A2 ↔ B2.
Our procedure extends A. Sergyeyev’s method for constructing recursion
operators [9]. Namely, unlike [9], we start with the skew-factorized form of
the symmetry condition and extract from there a “special” Lax pair instead
of building it from a previously known Lax pair. After that we construct
a recursion operator from this newly found Lax pair using a special case of
Proposition 1 from [9].
All nonlinear heavenly equations listed in [10], which describe (anti-)self-
dual gravity, can be treated in a unified way according to this approach.
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Second heavenly equation uttu11 − u
2
t1 + ut2 + ut3 = 0 has the symmetry
condition of the form
{Lt1(1)Dt − Lt1(t)D1 +D2Dt +D3D1}ϕ = 0. (5.9)
It has the skew-factorized form (5.5) with the operators A1 = Dt, A2 = D1,
B1 = Lt1(t)−D3, B2 = Lt1(1)+D2 satisfying conditions (5.6). According to
(5.7) the Lax pair has the formX1 = λDt+Lt1(t)−D3,X2 = λD1+Lt1(1)+D2
and (5.8) yields the recursions for symmetries Dtϕ˜ = (Lt1(t)−D3)ϕ, D1ϕ˜ =
(Lt1(1) +D2)ϕ.
First heavenly equation in the evolutionary form (utt − u11)u23 − (ut3 +
u13)(ut2 − u12) = 1 has the symmetry condition
{Lt2(t)D3−Lt2(3)Dt+L23(1)Dt−L23(t)D1+L12(3)D1−L12(1)D3}ϕ = 0 (5.10)
with the skew-factorized form composed from the operators A1 = Dt −D1,
A2 = −D3, B1 = Lt2(t) − L12(1) − Lt1(2), B2 = Lt2(3) + L12(3) which satisfy
conditions (5.6). Lax pair (5.7) reads X1 = λ(Dt −D1) + Lt2(t) − L12(1) −
Lt1(2), X2 = −λD3+Lt2(3)+ l12(3) while the recursion relations (5.8) become
(Dt −D1)ϕ˜ = (Lt2(t) − L12(1) − Lt1(2))ϕ and −D3ϕ˜ = (Lt2(3) + L12(3))ϕ.
Modified heavenly equation u1tu2t − uttu12 + u13 = 0 has the symmetry
condition (Lt2(1)Dt − Lt2(t)D1 − D1D3)ϕ = 0. Its skew-factorized form is
constructed from the operators A1 = Dt, A2 = D1, B1 = Lt2(t) + D3,
B2 = Lt2(1) obviously satisfying conditions (5.6). The Lax pair (5.7) is
formed by X1 = λDt +Lt2(t) +D3 and X2 = λD1+Lt2(1). Recursions (5.8)
have the form Dtϕ˜ = (Lt2(t) +D3)ϕ, D1ϕ˜ = Lt2(1)ϕ.
Husain equation in the evolutionary form utt+u11+ut2u13−ut3u12 = 0
has the symmetry condition (L23(1)Dt − L23(t)D1 + D
2
t + D
2
1)ϕ = 0. Its
skew-factorized form is constituted by the operators A1 = Dt, A2 = D1,
B1 = L23(t) −D1, B2 = L23(1) +Dt satisfying all conditions (5.6). Lax pair
(5.7) becomes X1 = λDt + L23(t) −D1, X2 = λD1 + L23(1) +Dt while the
recursions (5.8) read Dtϕ˜ = (L23(t) −D1)ϕ, D1ϕ˜ = (L23(1) +Dt)ϕ.
General heavenly equation in the evolutionary form
(β+γ)(ut2ut3−uttu23+u11u23−u12u13)+(γ−β)(ut2u13−ut3u12) = 0 (5.11)
has the symmetry condition
{(β + γ)(Lt3(t)D2 − Lt3(2)Dt + L12(3)D1 − L12(1)D3)
+ (γ − β)(L23(1)Dt − L23(t)D1)}ϕ = 0. (5.12)
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The skew-factorized form of (5.12) is achieved with the following operators
A1 =
1
u23
Lt2(3), A2 =
1
u23
L12(3), B1 =
1
u23
{(β − γ)Lt3(2) + (β + γ)L13(2)},
B2 =
β + γ
u23
Lt3(2). We have checked that these operators satisfy the condi-
tions (5.6). The Lax pair (5.7) becomes X1 =
λ
u23
Lt2(3)+
1
u23
{(β−γ)Lt3(2)+
(β+γ)L13(2)}, X2 =
λ
u23
L12(3)+
β + γ
u23
Lt3(2). Recursion relations (5.8) have
the form
1
u23
Lt2(3)ϕ˜ =
1
u23
{(β − γ)Lt3(2) + (β + γ)L13(2)}ϕ
1
u23
L12(3)ϕ˜ =
β + γ
u23
Lt3(2)ϕ. (5.13)
6 Symmetry condition, integrability and recursion
A regular way for arriving at skew-factorized forms of the symmetry condi-
tion (5.4), for the particular case of equation (2.7) being a quadratic form
of uij, is based on the following relations between the operators Lij(k)
Lij(k)Dl − Lij(l)Dk = Lij(k)
1
ujk
Llk(j) +Dj
1
ujk
(ujkuil − uikujl)Dk (6.1)
Lij(k)Dl − Lij(l)Dk = Llk(j)
1
ujk
Lij(k) +Dk
1
ujk
(ujkuil − uikujl)Dj (6.2)
Lij(k)Dl − Lij(l)Dk = Lij(l)
1
ujl
Llk(j) +Dj
1
ujl
(ujkuil − uikujl)Dl (6.3)
Lij(k)Dl − Lij(l)Dk = Lli(j)
1
uij
Lkj(i) − Lki(j)
1
uij
Llj(i)
+Di
1
uij
(ujkuil − uikujl)Dj . (6.4)
We note that the expression in parentheses in the last term of all these
four relations is precisely the group of terms in the equation (2.7) which
corresponds to the terms (Lij(k)Dl − Lij(l)Dk)ϕ in the symmetry condition
(5.4), so that the last terms in all these relations vanish on solutions of (2.7).
Keeping different groups of terms in (2.7), we obtain skew-factorized
forms of the symmetry condition (5.4) determined by the operators Ai, Bi
listed below which satisfy all the conditions (5.6), as shown at the end of
this section. Using (5.7) and (5.8) we immediately obtain the Lax pair and
recursion relations, respectively, for all these equations.
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For the equation
a11(uttu23 − ut2ut3) + c4(ut1u23 − ut2u13) + c5(ut2u23 − ut3u22) (6.5)
+ c8(ut2u13 − ut3u12) + c9(u11u23 − u12u13) + c10(u12u23 − u13u22) = 0
A1 =
1
u23
Lt2(3), B1 =
1
u23
{(c4 − c8)Lt3(2) + c9L13(2) + c10L23(2)}
A2 = −
1
u23
L12(3), B2 =
1
u23
(c5L23(2) + c8L13(2) + a11Lt3(2)). (6.6)
For the equation
a11(uttu23 − ut2ut3) + c4(ut1u23 − ut2u13) + c7(ut2u33 − ut3u23) (6.7)
+ c8(ut2u13 − ut3u12) + c9(u11u23 − u12u13) + c11(u12u33 − u13u23) = 0
A1 =
1
u23
Lt3(2), B1 =
1
u23
(c8Lt2(3) + c9L12(3) + c11L23(3)) (6.8)
A2 = −
1
u23
L13(2), B2 =
1
u23
{(c4 − c8)L12(3) + c7L23(3) + a11Lt2(3)}.
For the equation
a8(uttu12 − ut1ut2) + a10(uttu22 − u
2
t2) + a11(uttu23 − ut2ut3)
+ c7(ut2u33 − ut3u23) + c8(ut2u13 − ut3u12) = 0 (6.9)
A1 =
1
ut2
L23(t), B1 =
1
ut2
(a8Lt1(2) + a10Lt2(2) + a11Lt3(2))
A2 = −
1
ut2
Lt2(t), B2 =
1
ut2
(c7Lt3(2) + c8Lt1(2)). (6.10)
For the equation
a12(uttu33 − u
2
t3) + c5(ut2u23 − ut3u22) + c6(ut1u33 − ut3u13)
+ c7(ut2u33 − ut3u23) + c8(ut2u13 − ut3u12) = 0 (6.11)
A1 =
1
ut3
Lt3(3), B1 = −
1
ut3
L23(t) (6.12)
A2 =
1
ut3
(c5Lt2(3) + c8Lt1(3)), B2 =
1
ut3
(a12Lt3(t) + c6L13(t) + c7L23(t))
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For the equation
a7(uttu11 − u
2
t1) + a8(uttu12 − ut1ut2) + a9(uttu13 − ut1ut3)
+ c1(ut1u12 − ut2u11) + c3(ut1u22 − ut2u12) + c4(ut1u23 − ut2u13) = 0
(6.13)
A1 =
1
ut1
Lt1(t), B1 =
1
ut1
(c1Lt1(1) + c3Lt2(1) + c4Lt3(1))
A2 = −
1
ut1
L12(t), B2 =
1
ut1
(a7Lt1(1) + a8Lt2(1) + a9Lt3(1)).(6.14)
We can obtain skew-factorized forms of symmetry conditions for many
more equations of the type (2.7) by using permutations of indices 1, 2, 3, t
with an appropriate permutation of coefficients which leave the equation
(2.7) invariant. Such permutations will however do change the skew factor-
ized forms of the symmetry conditions. For example, the transposition of
indices 1↔ 2 will leave the equation invariant if it is accompanied with the
following transpositions of coefficients
a7 ↔ a10, a9 ↔ a11, c1 ↔ −c3, c2 ↔ c5, c6 ↔ c7, c4 ↔ −c4
c8 ↔ c8′ , c9 ↔ −c10, c13 ↔ c14 (6.15)
with all other coefficients unchanged. Applying this transformation to the
skew-factorized form for the equation (6.5), we obtain a new one〈
Lt1(3)
1
u13
(c2L13(1) + c8′L23(1) + a9Lt3(1))
+ L12(3)
1
u13
{(c4 + c8′)Lt3(1) + c9L13(1) + c10L23(1)}
〉
ϕ = 0(6.16)
which provides the Lax pair and recursions for the equation
a9(uttu13 − ut1ut3) + c2(ut1u13 − ut3u11) + c4(ut1u23 − ut2u13) (6.17)
+ c8′(ut1u23 − ut3u12) + c9(u11u23 − u12u13) + c10(u12u23 − u13u22) = 0.
Some of the equations listed above are not independent in the sense that
they are related by some permutation of indices. For example, our second
equation here (6.7) and the corresponding operators Ai, Bi in (6.8), which
determine the Lax pair and recursion relations, can be obtained from the
first equation (6.5) and its operators (6.6) by the transposition of indices
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2↔ 3 and the permutation of the coefficients c5 ↔ −c7, c8 ↔ (c4 − c8) and
c10 ↔ −c11 with all other coefficients (including c4) unchanged.
To see that conditions (5.6) are satisfied for any operators arising from
the skew-factorized form of the symmetry condition (5.4), we note that this
form should follow from a linear combination of such pairs of terms in the
symmetry condition (5.4)
p(Lij(k)Dl − Lij(l)Dk) + q(Lmj(k)Dn − Lmj(n)Dk), (6.18)
with constant p, q, which are simultaneously factorized on solutions of the
corresponding equations according the formula (6.1)
Lij(k)Dl − Lij(l)Dk = Lij(k)
1
ujk
Llk(j) +Dj
1
ujk
(ujkuil − uikujl)Dk
Lmj(k)Dn − Lmj(n)Dk = Lmj(k)
1
ujk
Lnk(j) +Dj
1
ujk
(ujkumn − umkujn)Dk.
(6.19)
Here the factors Dj(1/ujk)(Ep,q)Dk are the same in both formulas with the
exception of factors Ep, Eq, where
Ep = ujkuil − uikujl, Eq = ujkumn − umkujn (6.20)
constitute the parts of the equation Epq = pEp+ qEq = 0 which implies the
symmetry condition (6.18). Then on solutions of the equation Epq = 0 we
have
p(Lij(k)Dl − Lij(l)Dk) + q(Lmj(k)Dn − Lmj(n)Dk)
= pLij(k)
1
ujk
Llk(j) + qLmj(k)
1
ujk
Lnk(j) (6.21)
which yields skew-factorized form with the operators
A1 =
1
ujk
Lij(k), B2 =
1
ujk
Llk(j), A2 = −
1
ujk
Lmj(k), B1 =
1
ujk
Lnk(j).
It is easy to check that for these operators we have [A1, A2] = 0 and
[B1, B2] = 0 identically satisfied, which justifies the factors 1/ujk in Ai,
while [A1, B2]− [A2, B1] = 0 holds on solutions of the equation Epq = 0 due
to the identity
[A1, B2]− [A2, B1] =
1
ujk
{
Dk
(
Epq
ujk
)
Dj −Dj
(
Epq
ujk
)
Dk
}
where in the braces we have the products of operators. More general skew-
factorized forms of the symmetry condition arise as suitable linear combi-
nations of the equations of the form (6.21).
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7 Recursion operators in 2× 2 matrix form
To construct new two-component bi-Hamiltonian systems we need recursion
operators in a 2 × 2 matrix form. We demonstrate the procedure in detail
for our first equation (6.5) admitting skew-factorized symmetry condition
with recursion relations (5.8) determined by the operators (6.6)
u23ϕ˜t − ut3ϕ˜2 = (c4 − c8)(u23ϕt − ut2ϕ3) + (c9L13(2) + c10L23(2))ϕ
−L12(3)ϕ˜ = (c5L23(2) + c8L13(2))ϕ+ a11(u23ϕt − ut2ϕ3). (7.1)
Lax pair for the equation (6.5) reads
X1 =
λ
u23
Lt2(3) +
1
u23
{(c4 − c8)Lt3(2) + c9L13(2) + c10L23(2)}
X2 = −
λ
u23
L12(3) +
1
u23
(c5L23(2) + c8L13(2) + a11Lt3(2)). (7.2)
In a two-component form the equation (6.5) becomes
ut = v, (7.3)
vt =
q
∆
=
1
a11u23
(
a11q
(a11) + c4q
(4) + c5q
(5) + c8q
(8) + c9q
(9) + c10q
(10)
)
where according to (4.18), (4.19) we have
q(a11) = v2v3, q
(4) = −(v1u23 − v2u13), q
(5) = −(v2u23 − v3u22),
q(8) = −(v2u13 − v3u12), q
(9) = −(u11u23 − u12u13)
q(10) = −(u12u23 − u13u22). (7.4)
Lie equations in a two-component form become uτ = ϕ, vτ = ψ, so that
ut = v implies ϕt = ψ. We define two-component symmetry characteristic
(ϕ,ψ)T (where T means transposed matrix) with ψ = ϕt and (ϕ˜, ψ˜)
T with
ψ˜ = ϕ˜t for the original and transformed symmetries, respectively. In this
form recursions (7.1) become
u23ψ˜ − v3ϕ˜2 = (c4 − c8)(u23ψ − v2ϕ3) + (c9L13(2) + c10L23(2))ϕ
(7.5)
−L12(3)ϕ˜ = (c5L23(2) + c8L13(2))ϕ+ a11(u23ψ − v2ϕ3). (7.6)
We first solve (7.6) with respect to ϕ˜
ϕ˜ = −L−112(3)(c5L23(2) + c8L13(2) − a11v2D3)ϕ− a11L
−1
12(3)u23ψ (7.7)
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then solve (7.5) with respect to ψ˜
ψ˜ =
1
u23
{v3D2ϕ˜+ (c8 − c4)v2D3ϕ+ (c9L13(2) + c10L23(2))ϕ} + (c4 − c8)ψ
and use here ϕ˜ from (7.7). By definition, we require the operator inverse to
L12(3) to satisfy the relation L
−1
12(3)L12(3) = 1.
We present the result in the matrix form using a 2× 2 matrix recursion
operator R
(
ϕ˜
ψ˜
)
= R
(
ϕ
ψ
)
, R =

 R11 −a11L−112(3)u23
R21 −a11
v3
u23
D2L
−1
12(3)u23 + c4 − c8


(7.8)
with the matrix elements
R11 = −L
−1
12(3)(c5L23(2) + c8L13(2) − a11v2D3)
R21 =
1
u23
{(c8 − c4)v2D3 + c9L13(2) + c10L23(2)}
−
v3
u23
D2L
−1
12(3)(c5L23(2) + c8L13(2) − a11v2D3).
We note that the operator L−112(3) can make sense merely as a formal
inverse of L12(3). Thus, the recursion relations above are formal as well.
The proper interpretation of the quantities like L−112(3) requires the language
of differential coverings (see the recent survey [14] and references therein).
8 Second Hamiltonian representation
Composing the recursion operator (7.8) with the Hamiltonian operator J0
defined in (4.9) we will obtain the second Hamiltonian operator J1 = RJ0.
For the equation (7.3) according to formulas (4.6) and (4.8) we have K12 =
−a11u23, K11 = a11(v3D2+D3v2)−c4L12(3)−c5L23(2)−c8L23(1). Expression
(4.9) for J0 becomes
J0 =
1
a11u23

 0 1
−1
1
a11
K11
1
u23

 . (8.1)
The corresponding Hamiltonian density according to (4.13), (4.14) reads
H1 = a11H
(a11)
1 + c9H
(9)
1 + c10H
(10)
1
= a11
v2
2
u23 +
u
3
{c9(u11u23 − u12u13) + c10(u12u23 − u13u22)}.(8.2)
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The equation (6.5) taken in the two-component form (7.3), (7.4) can be
written now as the Hamiltonian system(
ut
vt
)
= J0
(
δuH1
δvH1
)
. (8.3)
For bi-Hamiltonian system we need a second Hamiltonian operator and
corresponding Hamiltonian density. Performing matrix multiplication RJ0
of the expressions (7.8) and (8.1) we obtain the second Hamiltonian operator
J1 =


L−112(3) −
(
L−112(3)D2v3 +
c8 − c4
a11
)
1
u23
1
u23
(
v3D2L
−1
12(3) +
c8 − c4
a11
)
J221


(8.4)
where the entry J221 is defined by
J221 =
1
a11u23
(c9L13(2) + c10L23(2))
1
u23
−
v3
u23
D2L
−1
12(3)D2
v3
u23
(8.5)
+
c4 − c8
a11u23
{
D2v3 + v3D2 −
1
a11
(c4L12(3) + c5L23(2) + c8L23(1))
}
1
u23
.
The formulas (8.4) and (8.5) show that operator J1 is manifestly skew sym-
metric. A check of the Jacobi identities and compatibility of the two Hamil-
tonian structures J0 and J1 is straightforward but too lengthy to be pre-
sented here. The method of the functional multi-vectors for checking the
Jacobi identity and the compatibility of the Hamiltonian operators is devel-
oped by P. Olver in [12], chapter 7 and has been recently applied for checking
bi-Hamiltonian structure of the general heavenly equation [5] and the first
heavenly equation of Pleban´ski [4] under the well-founded conjecture that
this method is applicable for nonlocal Hamiltonian operators as well.
The next problem is to derive the Hamiltonian density H0 corresponding
to the second Hamiltonian operator J1 such that implies the bi-Hamiltonian
representation of the system (7.3)(
ut
vt
)
= J0
(
δuH1
δvH1
)
= J1
(
δuH0
δvH0
)
=
(
v
q
∆
)
(8.6)
where q/∆ is the right-hand side of the second equation in (7.3). Then we
may conclude that our system is integrable in the sense of Magri [11].
We further assume quadratic dependence of the Hamiltonian H0 on v
H0 = a[u]v
2 + b[u]v + c[u] (8.7)
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with the coefficients depending only on u and its partial derivatives. Hence
δvH0 = 2a[u]v + b[u].
Proposition 8.1 Bi-Hamiltonian representation (8.6) of the system (7.3)
with the assumption (8.7) is valid under the constraint
c8c10 = c5c9 (8.8)
with the following Hamiltonian density
H0 = −
{a11c8v
2 + (a11c9u1 + b0)v − c9(c8 − c4)u
2
1}u23
2{a11c9 + c8(c8 − c4)}
(8.9)
Proof .
Multiplying the first row of J1 by the column of variational derivatives of
H0 in (8.6) and applying L12(3) we obtain
δuH0 = D2
v3
u23
(2a[u]v + b[u]) + L12(3)
{
(c8 − c4)
a11u23
(2a[u]v + b[u]) + v
}
(8.10)
The second row of the last equation in (8.6) with the use of (7.4), (8.4),
(8.5) and (8.10) reads
c9
{
2a(u23v1 − u12v3) +
(
2vL13(2)
[
a
u23
]
+ L13(2)
[
b
u23
])
u23
}
+ c10
{
2a(u23v2 − u22v3) +
(
2vL23(2)
[
a
u23
]
+ L23(2)
[
b
u23
])
u23
}
−
(c4 − c8)c5
a11
{
2a(u23v2 − u22v3) +
(
2vL23(2)
[
a
u23
]
+ L23(2)
[
b
u23
])
u23
}
−
(c4 − c8)c8
a11
{
2a(u23v1 − u12v3) +
(
2vL13(2)
[
a
u23
]
+ L13(2)
[
b
u23
])
u23
}
= −{c5(u23v2 − u22v3) + c8(u23v1 − u12v3) + c9L12(3)u1 + c10L23(2)u1}u23.
(8.11)
Here all the dependence on v and its derivatives is explicit, so that we may
split (8.11) into separate equations containing terms with v1, v2, v3, v and
without v The group of terms with v1 yields
a[u] = −
a11c8u23
2{a11c9 + c8(c8 − c4)}
. (8.12)
The group of terms with v2 results in the constraint (8.8). With these results
the group of terms with v3 vanishes. Since, due to (8.12), a/u23 is constant
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and hence Lij(k)[a/u23] = 0, all terms with v vanish, so that the remaining
terms in (8.11) read
c9L12(3)[B + u1] + c10L23(2)[B + u1]
=
(c4 − c8)
a11
(c8L13(2)[B] + c5L23(2)[B])− c9L23(1)[B] (8.13)
where we have defined B[u] = b[u]/u23. Applying to (8.13) the constraint
(8.8) in the form c10 = c5c9/c8 and the relation L13(2) = L12(3) + L23(1), we
rewrite (8.13) in the form
(c8L12(3) + c5L23(2))
[
c9(B + u1)−
c8(c4 − c8)
a11
B
]
= c8
{
c8(c4 − c8)
a11
− c9
}
L23(1)[B]. (8.14)
An obvious solution to (8.14) is such B for which the expression in square
brackets is a constant, so that the left-hand side of (8.14) vanishes. Then
B is a linear function of u1 with constant coefficients which also annihi-
lates the right-hand side because L23(1)[u1] ≡ 0. Thus, the solution is
B =
c9a11u1 + b0
c8(c4 − c8)− c9a11
, where b0 is an arbitrary constant, which yields
b[u] =
(c9a11u1 + b0)u23
c8(c4 − c8)− c9a11
. (8.15)
Next we come back to equation (8.10) utilizing our results (8.12) and
(8.15) for a and b, respectively, and evaluating δu(a[u]v
2 + b[u]v + c[u]) on
the left side. We end up with the result
δuc[u] =
(c8 − c4)c9
a11c9 + c8(c8 − c4)
(u12u13 − u11u23) which obviously implies
c[u] =
c9(c8 − c4)
2{a11c9 + c8(c8 − c4)}
u21u23. (8.16)
Applying our results (8.12), (8.15) and (8.16) to our ansatz (8.7) for H0 we
obtain the required formula (8.9).

Thus, we have shown that equation (6.5) in the two-component form
(7.3) under the constraint (8.8) admits bi-Hamiltonian representation (8.6)
with the second Hamiltonian operator J1 defined in (8.4), (8.5) and the
corresponding Hamiltonian density H0 given in (8.9). In section 9, in a quite
similar way we construct bi-Hamiltonian systems corresponding to other four
equations admitting skew-factorized form of the symmetry condition which
are listed in section 6.
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9 Further new bi-Hamiltonian systems
We present here without proofs similar results for recursion operators, first
and second Hamiltonian operators and the corresponding Hamiltonian den-
sities for other equations from section 6 possessing recursions. For all these
equations we use the same ansatz H0 = a[u]v
2 + b[u]v + c[u] for the second
Hamiltonian density. The proofs can be performed along the same lines as
for the first equation (6.5) from section 6.
9.1 Equation (6.7)
As was mentioned above the results for equation (6.7) can be obtained from
those for equation (6.5) by interchanging the indices 2 and 3 together with
the simultaneous interchange of the coefficients c5 ↔ −c7, c8 ↔ (c4 − c8)
and c10 ↔ −c11 with all other coefficients (including c4) unchanged.
The Lax pair for equation (6.7) reads
X1 =
λ
u23
Lt3(2) +
1
u23
{c8Lt2(3) + c9L12(3) + c11L23(3)}
X2 = −
λ
u23
L13(2) +
1
u23
{(c4 − c8)L12(3) + c7L23(3) + a11Lt2(3)}.(9.1)
The equation (6.7) in the two-component form becomes
ut = v (9.2)
vt =
q
∆
=
1
a11u23
{a11v2v3 + c4(v2u13 − v1u23)− c7(v2u33 − v3u23)
− c8(v2u13 − v3u12) + c9(u12u13 − u11u23)− c11(u12u33 − u13u23)}.
The recursion operator is obtained from (7.8) by the same combined per-
mutation
R =

 R11 −a11L−113(2)u23
R21 −a11
v2
u23
D3L
−1
13(2)u23 + c8

 (9.3)
with the matrix elements
R11 = −L
−1
13(2)(c7L23(3) + (c4 − c8)L12(3) − a11v3D2)
R21 =
1
u23
(−c8v3D2 + c9L12(3) + c11L23(3))
−
v2
u23
D3L
−1
13(2){c7L23(3) + (c4 − c8)L12(3) − a11v3D2}.
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The first Hamiltonian operator has the form
J0 =
1
a11u23

 0 1
−1
1
a11
K11
1
u23

 (9.4)
where K12 = −a11u23, K11 = a11(v2D3+D2v3)− c4L13(2)− c7L23(3) +(c4−
c8)L23(1). The corresponding Hamiltonian density reads
H1 = a11
v2
2
u23 +
u
3
{c9(u11u23 − u12u13) + c11(u12u33 − u13u23)}.
(9.5)
The second Hamiltonian operator is obtained by composing R and J0 as
J1 = RJ0
J1 =


L−113(2) −
(
L−113(2)D3v2 −
c8
a11
)
1
u23
1
u23
(
v2D3L
−1
13(2) −
c8
a11
)
J221

 (9.6)
with the entry J221
J221 =
1
a11u23
(c9L12(3) + c11L23(3))
1
u23
−
v2
u23
D3L
−1
13(2)D3
v2
u23
(9.7)
+
c8
a11u23
{
D3v2 + v2D3 −
1
a11
(c4L13(2) + c7L23(3) − (c4 − c8)L23(1))
}
1
u23
.
We see that J1 is manifestly skew-symmetric.
The constraint (8.8) for the existence of the Hamiltonian density H0
corresponding to J1 becomes c11(c4 − c8) = c7c9. Then H0 reads
H0 = −
{a11(c4 − c8)v
2 + (a11c9u1 + b0)v + c9c8u
2
1}u23
2{a11c9 + c8(c8 − c4)}
. (9.8)
9.2 Equation (6.9)
We show here the recursion operator and bi-Hamiltonian representation for
our third example (6.9) from section 6. The Lax pair for this equation due
to (6.10) reads
X1 =
λ
ut2
L23(t) +
1
ut2
(a8Lt1(2) + a10Lt2(2) + a11Lt3(2))
X2 = −
λ
ut2
Lt2(t) +
1
ut2
(c7Lt3(2) + c8Lt1(2)). (9.9)
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In the following it is convenient to introduce the following notation
∆ˆ = a8D1 + a10D2 + a11D3, ∆ = ∆ˆ[u2] = a8u12 + a10u22 + a11u23
cˆ = c7D3 + c8D1. (9.10)
In the two component form the equation (6.9) becomes
ut = v, vt =
q
∆
, q = v2(∆ˆ[v]− cˆ[u3]) + v3cˆ[u2]. (9.11)
From now on, square brackets denote the value of an operator.
Formulas (6.10) also imply the recursion relations for symmetry charac-
teristics.
L23(t)ϕ˜ = (a8Lt1(2) + a10Lt2(2) + a11Lt3(2))ϕ
−Lt2(t)ϕ˜ = (c7Lt3(2) + c8Lt1(2))ϕ. (9.12)
In a two-component form ut = v, ϕt = ψ, ϕ˜t = ψ˜ equations (9.12)
become (
ϕ˜
ψ˜
)
= R
(
ϕ
ψ
)
where the recursion operator is defined by
R =

 −L−123(t)v2∆ˆ L−123(t)∆
−
q
v2∆
D2L
−1
23(t)v2∆ˆ + cˆ
1
v2
{ q
∆
D2L
−1
23(t)∆− cˆ[u2]
}

 (9.13)
The first Hamiltonian operator has the form
J0 =
(
0 ∆−1
−∆−1 ∆−1K11∆
−1
)
(9.14)
where K11 = v2∆ˆ + D2∆ˆ[v] − c7L23(3) − c8L23(1). With the corresponding
Hamiltonian density
H1 =
v2
2
∆ (9.15)
the system (9.11) takes the Hamiltonian form(
ut
vt
)
= J0
(
δuH1
δvH1
)
. (9.16)
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Composing the recursion operator (9.13) with the first Hamiltonian op-
erator (9.14) we obtain the second Hamiltonian operator
J1 = RJ0 =

 −L
−1
23(t) (L
−1
23(t)D2q − cˆ[u2])
1
v2∆
−
1
v2∆
(qD2L
−1
23(t) − cˆ[u2]) J
22
1


(9.17)
where
J221 = cˆ
1
∆
− cˆ[u2]
1
∆
∆ˆ
1
∆
+
q
v2∆
D2L
−1
23(t)D2
q
v2∆
−
q
v2∆
D2
cˆ[u2]
v2∆
−
cˆ[u2]
v2∆
D2
q
v2∆
+
cˆ[u2]
v2∆
L23(t)
cˆ[u2]
v2∆
(9.18)
which shows that J1 is manifestly skew-symmetric on account of ∆ = ∆ˆ[u2].
We skip here the derivation of the Hamiltonian density H0 corresponding
to the second Hamiltonian operator J1, which is performed in a similar way
to the one in section 8, but just present the result
H0 = kv∆ = kv(a8u12 + a10u22 + a11u23) (9.19)
with a constant k. Thus, we obtain a bi-Hamiltonian representation for the
system (9.11), which is a two-component form of the equation (6.9)(
ut
vt
)
= J0
(
δuH1
δvH1
)
= J1
(
δuH0
δvH0
)
. (9.20)
9.3 Equation (6.11)
Lax pair for this equation due to (6.12) reads
X1 =
λ
ut3
Lt3(3) −
1
ut3
L23(t)
X2 =
λ
ut3
(c5Lt2(3) + c8Lt1(3)) +
1
ut3
(a12Lt3(t) + c6L13(t) + c7L23(t)).
(9.21)
In a two-component form, equation (6.11) becomes
ut = v, vt =
q
∆
q = a12v
2
3(c5v2u23 − v3u22)− c6(v1u33 − v3u13)
− c7(v2u33 − v3u23)− c8(v2u13 − v3u12), ∆ = a12u33. (9.22)
32
First Hamiltonian operator have the form
J0 =
(
0 ∆−1
−∆−1 ∆−1K11∆
−1
)
(9.23)
where K11 = a12(v3D3+D3v3)− c5L23(2)− c6L13(3)− c7L23(3)− c8L23(1) and
K12 = −a12u33 = −∆. With the corresponding Hamiltonian density
H1 =
a12
2
v2u33 (9.24)
the system (9.22) takes the Hamiltonian form(
ut
vt
)
= J0
(
δuH1
δvH1
)
. (9.25)
Using the operators Ai, Bi from (6.12) we obtain the recursion relations
Lt3(3)ϕ˜ = −L23(t)ϕ
(c5Lt2(3) + c8Lt1(3))ϕ˜ = (a12Lt3(t) + c6L13(t) + c7L23(t))ϕ.
In a two-component form, with ut = v, ϕt = ψ, ϕ˜t = ψ˜ they become
ψ˜ =
1
u33
(v3D3ϕ˜− L23(t)ϕ)
(c5u23 + c8u13)ψ˜ − v3(c5D2 + c8D1)ϕ˜
= a12v3ψ −
q
u33
D3ϕ+ (c6L13(t) + c7L23(t))ϕ. (9.26)
Solving the system (9.26) for ϕ˜ and ψ˜ we obtain the recursion operator in
2× 2 matrix form (
ϕ˜
ψ˜
)
= R
(
ϕ
ψ
)
where
R =

 R11 −a12L−1[12]3(3)u33
R21 −a12
v3
u33
D3L
−1
[12]3(3)u33

 (9.27)
where we introduce the notation L[12]3(3) = c8L13(3) + c5L23(3) and
R11 = L−1[12]3(3)
1
v3
{qD3 − c6u33L13(t) − (c5u23 + c8u13 + c7u33)L23(t)}
R21 =
v3
u33
D3L
−1
[12]3(3)
1
v3
{qD3 − c6u33L13(t)
− (c5u23 + c8u13 + c7u33)L23(t)} −
1
u33
L23(t).
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Composing recursion operator (9.27) with the first Hamiltonian operator
(9.23) we obtain the second Hamiltonian operator J1 = RJ0 with the result
J1 =

 −L
−1
[12]3(3) −L
−1
[12]3(3)D3
v3
u33
v3
u33
D3L
−1
[12]3(3) −
(
v3
u33
D3L
−1
[12]3(3)D3
v3
u33
+
1
a12u33
L23(t)
1
u33
)


(9.28)
which shows that J1 is manifestly skew-symmetric. With the corresponding
Hamiltonian density
H0 = {k(t, z1)v
2 − (c8u1 + c5u2 + c7u3)v)}u33 (9.29)
the system (9.22) takes the bi-Hamiltonian form(
ut
vt
)
= J0
(
δuH1
δvH1
)
= J1
(
δuH0
δvH0
)
. (9.30)
9.4 Equation (6.13)
Lax pair for this equation due to (6.14) reads
X1 =
λ
ut1
Lt1(t) +
1
ut1
(c1Lt1(1) + c3Lt2(1) + c4Lt3(1))
X2 = −
λ
ut1
L12(t) +
1
ut1
(a7Lt1(1) + a8Lt2(1) + a9Lt3(1)). (9.31)
In the following it is convenient to introduce the following notation
∆ˆ = a7D1 + a8D2 + a9D3, ∆ = ∆ˆ[u1] = a7u11 + a8u12 + a9u13
cˆ = c1D1 + c3D2 + c4D3. (9.32)
In a two component form the equation (6.13) becomes
ut = v, vt =
q
∆
, q = v1(∆ˆ[v]− cˆ[u2]) + v2cˆ[u1]. (9.33)
First Hamiltonian operator have the form
J0 =
(
0 ∆−1
−∆−1 ∆−1K11∆
−1
)
(9.34)
where K11 = v1∆ˆ +D1∆ˆ[v]− c1L12(1) − c3L12(2) − c4L12(3) and K12 = −∆.
With the corresponding Hamiltonian density
H1 =
v2
2
∆ (9.35)
34
the system (9.33) takes the Hamiltonian form(
ut
vt
)
= J0
(
δuH1
δvH1
)
. (9.36)
Using the operators Ai, Bi from (6.14) we obtain the recursion relations
Lt1(t)ϕ˜ = (c1Lt1(1) + c3Lt2(1) + c4Lt3(1))ϕ
−L12(t)ϕ˜ = (a7Lt1(1) + a8Lt2(1) + a9Lt3(1))ϕ.
In a two-component form, using ut = v, ϕt = ψ, ϕ˜t = ψ˜, these relations
become
v1ψ˜ −
q
∆
D1ϕ˜ = −v1cˆϕ+ cˆ[u1]ψ
−L12(t)ϕ˜ = −v1∆ˆϕ+∆ψ. (9.37)
Solving these relations for ϕ˜ and ψ˜ we obtain the recursion operator in 2×2
matrix form (
ϕ˜
ψ˜
)
= R
(
ϕ
ψ
)
where
R =

 L−112(t)v1∆ˆ −L−112(t)∆q
∆v1
D1L
−1
12(t)v1∆ˆ− cˆ
1
v1
cˆ[u1]−
q
∆v1
D1L
−1
12(t)∆

 .(9.38)
Composing the recursion operator (9.38) with the first Hamiltonian operator
(9.34) we obtain the second Hamiltonian operator
J1 = RJ0 =

 L
−1
12(t) −(L
−1
12(t)D1q − cˆ[u1])
1
v1∆
1
v1∆
(qD1L
−1
12(t) − cˆ[u1]) J
22
1


(9.39)
where
J221 = −cˆ
1
∆
+ cˆ[u1]
1
∆
∆ˆ
1
∆
−
q
∆v1
D1L
−1
12(t)D1
q
v1∆
+
q
∆v1
D1
cˆ[u1]
v1∆
+
cˆ[u1]
∆v1
D1
q
v1∆
−
cˆ[u1]
∆v1
L12(t)
cˆ[u1]
v1∆
(9.40)
which shows that J1 is manifestly skew-symmetric on account that ∆ =
∆ˆ[u1].
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We skip here the derivation of the Hamiltonian density H0 corresponding
to the second Hamiltonian operator J1, which is performed in a similar way
to the one in section 8, but just present the result
H0 = kv∆ = kv(a8u12 + a10u22 + a11u23) (9.41)
with a constant k. Thus, we obtain a bi-Hamiltonian representation for the
system (9.11), which is a two-component form of the equation (6.9)(
ut
vt
)
= J0
(
δuH1
δvH1
)
= J1
(
δuH0
δvH0
)
. (9.42)
10 Conclusion
We have shown that all equations of the evolutionary Hirota type in (3+ 1)
dimensions possessing a Lagrangian have the symplectic Monge–Ampe`re
form. We have converted the equation into a two-component evolution-
ary form and obtained Lagrangian for this two-component system. The
Lagrangian is degenerate because the momenta cannot be inverted for the
velocities. Applying to this degenerate Lagrangian the Dirac’s theory of
constraints, we have obtained a symplectic operator and its inverse, the lat-
ter being the Hamiltonian operator J0. We have found the corresponding
Hamiltonian density H1, thus presenting our system in a Hamiltonian form.
We have developed a regular way for converting the symmetry condi-
tion to a skew-factorized form. Recursion relations and Lax pairs are ob-
tained as immediate consequences of this representation. We have illustrated
the method by the well-known heavenly equations describing self-dual grav-
ity and produced five new explicitly integrable symplectic multi-parameter
Monge–Ampe`re equations in (3 + 1) dimensions, as examples of the general
procedure. For these equations we have derived recursion operators in a 2×2
matrix form. Composing the recursion operator R with the Hamiltonian op-
erator J0, we have obtained second Hamiltonian operators J1 = RJ0 for all
five equations. We have found the Hamiltonian densities H0 corresponding
to each of J1 and thereby obtained bi-Hamiltonian representations for these
five systems. Using permutations of indices and appropriate permutations
of coefficients we can increase the number of explicitly integrable symplectic
Monge–Ampe`re equations and new bi-Hamiltonian systems.
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