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Abstract. Bevan established that the growth rate of a monotone grid
class of permutations is equal to the square of the spectral radius of
a related bipartite graph. We give an elementary and self-contained
proof of a generalization of this result using only Stirling’s Formula, the
method of Lagrange multipliers, and the singular value decomposition
of matrices.
1. Introduction
Herein we provide an elementary derivation of the asymptotic enumeration of certain permutation
classes called grid classes. For a broad overview of permutation classes, we refer the reader to the
second author’s survey [7], and give only the necessary definitions here.
Two finite sequences of distinct real numbers are order isomorphic if they have the same relative
comparisons. In other words, the sequences ap1q, . . . , apkq and bp1q, . . . , bpkq are order isomorphic if,
for all i and j, apiq ă apjq if and only if bpiq ă bpjq. A permutation of length n is a bijective map
from the set t1, 2, . . . , nu to itself. The permutation π of length n, thought of in one-line notation
as the sequence πp1q ¨ ¨ ¨πpnq, is said to contain the permutation σ if π has a subsequence which
is order isomorphic to σ. Otherwise we say that π avoids σ. For example, the permutation 41523
contains 231 because of its subsequence 452 but avoids 321 because it does not contain three entries
in decreasing order.
This containment relation is a partial order on the set of all finite permutations, and a permutation
class is a downset in this order. That is, if C is a permutation class, π P C, and σ is contained in π,
then σ P C. Permutation classes are frequently described via the minimal permutations they do not
contain (or, in other words, avoid), for which we use the notation
AvpBq “ tπ : π avoids all β P Bu.
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Figure 1: An
ˆ
Avp12q Avp21q
Avp21q Avp12q
˙
-gridding (left) and an
ˆ
Avp321q H
Avp12q Avp12q
˙
-gridding
(right) of two different permutations.
We denote by Cn the set of permutations of length n in the class C and define the proper growth rate
of C by
grpCq “ lim
nÑ8
n
a
|Cn|
if this limit exists (it is conjectured that this limit always exists; in cases where it is not known to
exist we often instead consider the upper growth rate of C, obtained by replacing the limit above
by a limit superior). More generally, for any collection of discrete structures we define the growth
rate (or upper growth rate) to be the limit (or limit superior) of the nth root of the number of
structures of size n in the collection as n tends to infinity. From the resolution of the Stanley–Wilf
Conjecture by Marcus and Tardos [4] it follows that—except for the degenerate case of the class of
all permutations—all upper growth rates of permutation classes are finite.
We are interested in a particular construction of permutation classes, called (generalized) grid classes,
which were first introduced in the second author’s work on the classification of the set of growth
rates of permutation classes [6].
Suppose that M is a t ˆ u matrix whose entries are permutation classes. An M-gridding of the
permutation π of length n is a pair of sequences 1 “ c1 ď ¨ ¨ ¨ ď ct`1 “ n` 1 (the column divisions)
and 1 “ r1 ď ¨ ¨ ¨ ď ru`1 “ n` 1 (the row divisions) such that for all 1 ď k ď t and 1 ď ℓ ď u, the
entries of π with indices in rck, ck`1q and values in rrℓ, rℓ`1q are order isomorphic to a permutation
in the class Mk,ℓ. The grid class of M, denoted GridpMq, is defined as the class of all permutations
which possess an M-gridding.
The skew-merged permutations were the first grid class of permutations to be studied. Stankova [5]
originally defined these to be the permutations whose entries can be partitioned into an increasing
subsequence and a decreasing subsequence. This condition is equivalent to the existence of a hor-
izontal and a vertical line which slice the plot of π (the set tpi, πpiqqu of points in the plane) into
four quadrants such that the northwestern and southeastern cells consist of decreasing subsequences
(i.e., subsequences avoiding 12) and the southwestern and northeastern cells consist of increasing
subsequences (which therefore avoid 21). This shows that the class of skew-merged permutations
can be expressed as the grid class
Grid
ˆ
Avp12q Avp21q
Avp21q Avp12q
˙
.
An example of such a gridding of a skew-merged permutation is shown on the left-hand side of
Figure 1. The right-hand side of that figure shows a gridding of a member of a different grid class.
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While it makes no difference to our results, we use Cartesian coordinates to index matrices, so the
entry Mk,ℓ denotes the cell in the k
th column from the left and the ℓth row from the bottom of M.
The main theorem of this paper, below, shows that the proper growth rate of GridpMq is an
eigenvalue of a closely related matrix.
Theorem 1. Let M be a tˆ u matrix of permutation classes, each with a proper growth rate, and
let Γ be the tˆ u matrix with Γk,ℓ “
a
grpMk,ℓq. The proper growth rate of GridpMq exists and is
equal to the greatest eigenvalue of ΓTΓ (or equivalently, of ΓΓT ).
Before beginning the proof, a few comments are in order. First, ΓTΓ is obviously a symmetric
positive semidefinite matix, so the eigenvalue occurring in the statement of Theorem 1 is guaranteed
to be nonnegative. Second, if the cells of M do not have proper growth rates, one can take Γk,ℓ
equal to the square root of the upper growth rate of Mk,ℓ and, mutatis mutandis, the argument
used to prove Theorem 1 gives an upper bound on the upper growth rate of GridpMq. However,
one has no guarantee that the quantity so obtained is in fact the upper growth rate of GridpMq.
More significantly, Theorem 1 is a generalization of the work of Bevan. In [2], he showed how to
compute the proper growth rates of monotone grid classes, which are grid classes in which the cells
may contain only the class of increasing permutations (those avoiding 21), the class of decreasing
permutations (those avoiding 12), or the empty class. Thus in applying Theorem 1 to such classes,
Γ is a 0{1 matrix. Via a delicate argument, Bevan showed that in this case, the growth rate of
GridpMq is equal to the square of the spectral radius of a certain bipartite graph associated to Γ.
Translated to a purely linear algebraic context, this result says that the growth rate of GridpMq is
the square of the greatest eigenvalue of the matrixˆ
0 Γ
ΓT 0
˙
,
and it is a routine exercise to show that this formula is equivalent to Theorem 1 in these cases.
Finally, because of this connection to spectral radii of graphs, the extensive literature on algebraic
graph theory can be applied directly to the characterization of growth rates of monotone grid classes.
We refer the reader to Bevan [2, Section 4] for these implications. Further applications of Theorem 1,
to growth rates of merges of permutation classes, are described in Albert, Pantone, and Vatter [1].
We note that special cases of some aspects of our approach are stated without proof in Bevan’s
thesis [3, Chapter 6].
2. Initial Considerations
A permutation π P GridpMq together with a fixed M-gridding of it is called an M-gridded permuta-
tion, and we denote by Grid7pMq the collection of all M-gridded permutations. Every permutation
π P GridpMq has at least one gridding that witnesses its membership in the grid class, so trivially
|GridnpMq| ď |Grid
7
npMq|. Conversely, there are at most n` 1 positions in which a vertical (resp.,
horizontal) line can be placed in a permutation of length n, and thus we have
|GridnpMq| ď |Grid
7
npMq| ď pn` 1q
t`u|GridnpMq|.
In particular, because pn ` 1qpt`uq{n Ñ 1 as n Ñ 8, the upper growth rates of GridpMq and
Grid7pMq are the same. For this reason, we work only in the gridded context for the rest of the
proof.
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Because we think of M as providing a recipe for constructing the members of GridpMq, it is natural
to refer to the individual positions in the matrix M as its cells. More precisely (though we will not
use this precise formulation in what follows) we can take the cells of M to consist simply of the
pairs pk, ℓq with 1 ď k ď t and 1 ď ℓ ď u, and we say that the cell pk, ℓq contains the class Mk,ℓ. In
fact we implicitly identify the cell with its corresponding class.
By an argument similar to the preceding one, we see that cells of M which contain finite classes do
not affect the growth rate of GridpMq. Thus, we may assume that every cell of M is either empty
or contains an infinite permutation class. Since any infinite class contains at least one permutation
of every length, the growth rate of such classes is at least 1.
3. Translation to a Continuous Problem
For the rest of the note we assume M is a fixed t ˆ u matrix consisting of empty and infinite
permutation classes, each with a proper growth rate. Given a real matrix A, its support is the set
of indices of cells corresponding to nonzero entries,
supppAq “ tpk, ℓq : Ak,ℓ ‰ 0u.
Thus under our hypothesis that the entries of M are all empty or infinite classes, we see that
Mk,ℓ ‰ H if and only if pk, ℓq P supppΓq. We say that a tˆu real matrix A is admissible (implicitly,
for M) if
supppAq Ď supppΓq,
or equivalently, if Ak,ℓ “ 0 whenever Mk,ℓ “ H. We further refer to the sum of the entries of a real
matrix as its weight.
If A is an admissible nonnegative integral matrix of weight n, we denote by Grid7ApMq the subset
of Grid7npMq consisting of those gridded permutations such that the number of entries belonging to
cell pk, ℓq is Ak,ℓ. The sets Grid
7
ApMq allow us to express the collection of M-gridded permutations
as a disjoint union
Grid7npMq “
ě
Grid7ApMq,
taken over all admissible nonnegative integral matrices of weight n.
For the rest of the note we adopt several notational conventions. First, we use the combinatorial
interpretation 00 “ 1 when this quantity arises. Second, recalling that we use Cartesian indexing,
for any matrix A with real entries we denote by
ř
Ak,‚ (resp.,
ř
A‚,ℓ) the sum of the entries in
its kth column (resp., ℓth row). Similarly, we denote by
ś
Ak,‚ (resp.,
ś
A‚,ℓ) the product of the
nonzero entries in the kth column (resp., ℓth row) of A.
Proposition 2. For every admissible nonnegative integral matrix A we have
|Grid7ApMq| “
tź
k“1
ˆ ř
Ak,‚
Ak,1, . . . , Ak,u
˙ uź
ℓ“1
ˆ ř
A‚,ℓ
A1,ℓ, . . . , At,ℓ
˙ź
k,ℓ
|pMk,ℓqAk,ℓ |.
Proof. The multinomial coefficients in the first product count the number of ways in which the
entries of the gridded permutation can be distributed horizontally within each column. Those in the
second product enumerate the analogous possibilities for the rows. This determines the horizontal
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and vertical positions which are occupied in each cell and it remains only to choose the permutations
formed by the contents of each of these cells, which may be order isomorphic to any permutation of
length Ak,ℓ in the class Mk,ℓ.
For each positive integer n, let A˚n denote an admissible nonnegative integral matrix of weight n
which maximizes |Grid7ApMq| over all admissible nonnegative integral matrix of weight n. Since
Grid7npMq is the disjoint union of Grid
7
ApMq over all such matrices, and because there are at most
pn` 1qtu such matrices of weight n, we have the bound
|Grid7
A˚n
pMq| ď |Grid7npMq| ď pn` 1q
tu |Grid7
A˚n
pMq|.
The polynomial factor pn`1qtu has no effect on upper growth rates, and thus we deduce the following.
Proposition 3. There is a sequence tA˚nu of admissible nonnegative integral matrices, each of weight
n, such that the upper growth rate of GridpMq is equal to
lim sup
nÑ8
|Grid7
A˚n
pMq|1{n.
Given an admissible nonnegative integral matrix, we scale it by dividing each of its entries by its
weight. Each scaled matrix obtained by this process lies in the admissible domain A Ď r0, 1stˆu
consisting of all admissible matrices Aˆ of unit weight. On the other hand, given an arbitrary Aˆ P A,
the matrix tnAˆu defined by tnAˆuk,ℓ “ tnAˆk,ℓu is an admissible nonnegative integral matrix of weight
at most n.
Next we define a function f : A Ñ R which is related to an approximation of the formula for
|Grid7ApMq| given by Proposition 2. To motivate its definition, consider that for a matrix A whose
nonzero entries are large, Stirling’s formula shows thatˆ ř
Ak,‚
Ak,1, . . . , Ak,u
˙
„
d ř
Ak,‚
p2πqu´1
ś
Ak,‚
¨
p
ř
Ak,‚q
p
ř
Ak,‚q
A
Ak,1
k,1 ¨ ¨ ¨A
Ak,u
k,u
.
As we will eventually take nth roots, the quantity in the square root above will not contribute to
the growth rate. By ignoring this soon-to-be-negligible quantity, we are left with
p
ř
Ak,‚q
p
ř
Ak,‚q
A
Ak,1
k,1 ¨ ¨ ¨A
Ak,u
k,u
.
In forming the product in Proposition 2, each row contributes the numerator of one of these fractions,
each column contributes a similar numerator, and the term A
Ak,ℓ
k,ℓ occurs in precisely two of the
denominators. Each nonzero cell pk, ℓq also contributes the factor
ˇˇ
pMk,ℓqAk,ℓ
ˇˇ
, which converges
after taking nth roots to Γ
2Ak,ℓ
k,ℓ because the growth rate of Mk,ℓ is Γ
2
k,ℓ. In fact, this approximation
holds for all cells, whether or not they are nonzero.
For these reasons, we define the function f : A Ñ R by
fpXq “
tź
k“1
´ÿ
Xk,‚
¯přXk,‚q uź
ℓ“1
´ÿ
X‚,ℓ
¯přX‚,ℓqź
k,ℓ
Γ
2Xk,ℓ
k,ℓ X
´2Xk,ℓ
k,ℓ ,
“
ź
k,ℓ
˜
Γ2k,ℓ p
ř
Xk,‚q p
ř
X‚,ℓq
X2k,ℓ
¸Xk,ℓ
.
On the Growth of Grid Classes of Permutations 6
For future reference, note that each factor in the product above is always greater than or equal to 1
since
ř
Xk,‚ and
ř
X‚,ℓ are each greater than or equal to Xk,ℓ and the growth rate of any infinite
permutation class is at least 1.
The admissible domain A is compact, so we can find a subsequence of tA˚nu for which the sequence
tA˚n{nu of scaled matrices converges pointwise to some matrix Aˆ
˚ P A. Then (as we have assumed
that the cells of M all have proper growth rates) an application of Stirling’s Formula followed by
taking nth roots and limits shows that the upper growth rate of GridpMq is equal to fpAˆ˚q. (This
is in fact the only place in the argument where the hypothesis that the classes Mk,ℓ have proper
growth rates is used.)
Conversely, for an arbitrary X P A, the same application of Stirling’s Formula, nth roots, and limits
shows that
fpXq “ lim
nÑ8
|Grid7tnXupMq|
1{n.
We know that |Grid7tnXupMq| ď |Grid
7
npMq| for all n, so this computation shows that fpXq is a
lower bound on the lower growth rate of GridpMq for all matrices X in the admissible domain. On
the other hand, as noted in the preceding paragraph, the upper growth rate of GridpMq is achieved
by a value of f . These considerations establish the following result, which reduces the problem of
computing the growth rate of GridpMq to that of maximizing f on the admissible domain.
Proposition 4. If every cell of M has a proper growth rate then GridpMq has a proper growth
rate, which is equal to the maximum value of the function f on the admissible domain.
4. Singular Values and the Lower Bound
Proposition 4 gives us a straightforward way to establish lower bounds on the growth rate of
GridpMq: we must simply compute the function f for an admissible matrix X . We do so via
the singular values of Γ. We refer the reader to any comprehensive linear algebra book for the
full theory of singular value decompositions of matrices and simply state here the facts we require,
specialized to our context.
The nonnegative real number s is a singular value of the t ˆ u matrix Γ if there exist unit column
vectors r P Ru and c P Rt, called left and right singular vectors, respectively, such that
ΓT r “ sc and Γc “ sr.
Let s be a singular value of Γ. From the above it follows that every left singular vector r for s is an
eigenvector of ΓΓT for the eigenvalue s2, while every right singular vector c for s is an eigenvalue of
ΓTΓ, also for the eigenvalue s2. Because Γ is nonnegative, the Perron–Frobenius Theorem implies
that there are nonnegative left and right singular vectors for the greatest singular value of Γ.
Proposition 5. Let r and c be nonnegative left and right singular vectors for the greatest singular
value s of Γ and define the matrix X by Xk,ℓ “ Γk,ℓrkcℓ. Then X lies in the admissible domain and
fpXq “ s2, the greatest eigenvalue of ΓTΓ.
Proof. Suppose Γ is a tˆ u matrix and let r, c, s, and X be as in the statement of the proposition.
It follows that the sum over the kth column of X isÿ
Xk,‚ “ rk
uÿ
j“1
Γk,jcj .
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The sum on the right hand side is the inner product of the kth column of Γ with c, and thus because
r and c are singular vectors of Γ corresponding to s, the quantity above is equal to sr2k. Analogously,
the row sums simplify as
ř
A‚,ℓ “ sc
2
ℓ .
This establishes that for pk, ℓq P supppXq we have
Γ2k,ℓ p
ř
Xk,‚q p
ř
X‚,ℓq
X2k,ℓ
“
ˆ
sΓk,ℓrkcℓ
Γk,ℓrkcℓ
˙2
“ s2,
as desired.
The Hadamard product of the matrices A and B (of the same size) is defined by pA˝Bqk,ℓ “ Ak,ℓBk,ℓ
and the tensor product of the vectors r and c is defined by pr b cqk,ℓ “ rkcℓ. Note that with this
notation, the matrix X in Proposition 5, which according to the results of this section and the next
gives a blueprint for constructing typical members of GridpMq, can be expressed as
Γ ˝ pr b cq.
5. Lagrange Multipliers and the Upper Bound
Having established the lower bound in Theorem 1, we seek to find a matching upper bound. This
task is equivalent (by Proposition 4) to maximizing f , or equivalently, the function log f , on the
admissible domain. By slight abuse of notation, for this purpose we view the admissible domain as
A “
$&
%X P r0, 1ssupppΓq :
ÿ
pk,ℓqPsupppΓq
Xk,ℓ “ 1
,.
- .
As this is a constrained optimization problem, it is natural to use Lagrange multipliers, and indeed
this is the approach we take in proving Proposition 6, below, which completes our proof of Theorem 1.
In preparation for this approach, we compute that, viewing the contents of the cells of a matrix
X P A as formal variables and for a cell pk, ℓq P supppΓq,
B log f
BXk,ℓ
“ 2 logΓk,ℓ `
´
log
´ÿ
Xk,‚
¯
´ logXk,ℓ
¯
loooooooooooooooomoooooooooooooooon
column contribution
`
´
log
´ÿ
X‚,ℓ
¯
´ logXk,ℓ
¯
loooooooooooooooomoooooooooooooooon
row contribution
. (:)
Because the nonempty entries of M are infinite classes, we have Γk,ℓ ě 1 for all pk, ℓq P supppΓq.
Moreover, each of the column (resp., row) contributions in (:) is nonnegative, because logp
ř
Xk,‚q
dominates logXk,ℓ (resp., because logp
ř
X‚,ℓq dominates logXk,ℓ). Therefore B log f{BXk,ℓ ě 0 for
all pk, ℓq P supppΓq. This should make intuitive sense because increasing Xk,ℓ corresponds to adding
entries to the pk, ℓq cell of the corresponding set of permutations without removing entries from any
other cell.
Proposition 6. The maximum value of the function f on the admissible domain A is at most the
greatest eigenvalue of ΓTΓ.
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Proof. Suppose that Aˆ maximizes f on the admissible domain and set S “ supppAˆq. There is a
degenerate case that must first be ruled out. If |S| “ 1, meaning that Aˆ has a single nonzero
entry (which is therefore equal to 1), then it can be seen from either the combinatorial or analytic
definition of f that fpAˆq is equal to Γ2k,ℓ for some cell pk, ℓq, which is a lower bound on the largest
eigenvalue of ΓTΓ.
With this case dispatched, we may assume that the nonzero entries of Aˆ are all strictly between
0 and 1. The usefulness of this fact is that it shows that Aˆ lies in the interior of the subset
tX P A : supppXq Ď Su, which we view as
AS “
$&
%X P r0, 1sS :
ÿ
pk,ℓqPS
Xk,ℓ “ 1
,.
- .
For the purposes of this proof we also restrict the sums
ř
Aˆk,‚ and
ř
Aˆ‚,ℓ to range over all ℓ (resp.,
k) such that pk, ℓq P S.
As Aˆ maximizes f over A, it certainly must maximize f over AS , and since Aˆ lies in the interior of
AS , we know that the Lagrange conditions on log f must be satisfied at Aˆ. Because the constraint
on AS is simply that the entries in S sum to 1, these conditions are that the quantities B log f{BXk,ℓ
evaluated at Aˆ are equal for all pk, ℓq P S. By exponentiating both sides and then taking their square
roots, this is equivalent to the statement that there is a value s ą 0 such that for all pk, ℓq P S,
Γk,ℓ
bř
Aˆk,‚
bř
Aˆ‚,ℓ
Aˆk,ℓ
“ s. (;)
Indeed, if (;) holds, then we see that fpAˆq “ s2. Therefore our last step is to show that s2 is at
most the greatest eigenvalue of ΓTΓ, or equivalently, that s is at most the greatest singular value of
Γ. To this end, define the vectors
rk “
bÿ
Aˆk,‚ and cℓ “
bÿ
Aˆ‚,ℓ.
Both r and c are unit vectors because their norms are equal to the square root of the weight of Aˆ.
Furthermore, solving (;) for Aˆk,ℓ shows that Aˆk,ℓ “ Γk,ℓrkcℓ{s. Thus when Γk,j ‰ 0 we have
cj “
sAˆk,j
Γk,jrk
.
This allows us to check that Γc “ sr and ΓT r “ sc. For instance,
pΓcqk “
uÿ
j“1
Γk,jcj “
s
rk
ÿ
Aˆk,‚,
and as the row sum
ř
Aˆk,‚ is equal to r
2
k we have that pΓcqk “ srk. A similar computation shows
that ΓT r “ sc.
This establishes that s is a singular value of Γ and hence s2 is an eigenvalue of ΓTΓ. Since fpAˆq “ s2,
this completes the proof of the theorem.
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