We are interested in the existence of infinitely many positive solutions of the Schrödinger-Poisson system
Introduction and main results
In this paper we consider the following nonlinear Schrödinger-Poisson system
where p ∈ (1, 5) and V : R 3 → R is a non-negative bounded function. This kind of problem has been introduced in [6] and arises in an interesting physical context. In fact, according to a classical model, the interaction of a charge particle with an electromagnetic field can be described by coupling the nonlinear Schrödinger and the Maxwell equations and so it is also known as Schrödinger-Maxwell system. In our case, V (x) can be interpreted as a changing pointwise charge distribution. There is a wide literature concerning this type of problem in different situations, see for example [3, 4, 5, 7, 8, 9, 10, 12, 13, 15, 16, 17, 19, 22] .
The equations in (SP) are the Eulero-Lagrange equations of the C 2 -functional G :
and the critical points of G are the solutions of (SP). Let us observe that the functional G is unbounded both from above and from below, also modulo compact perturbations. As we shall see in Section 2, for all u ∈ H 1 (R 3 ), the Poisson equation in (SP) admits a unique solution φ u ∈ D 1,2 (R 3 ). Hence we can reduce ourselves to the study of the C 2 one variable functional I : H 1 (R 3 ) → R, defined by
The critical points of I are the solutions of the problem
is a solution of (SP) and so we will look for solutions of (SP ′ ). In this paper we assume that V is a radial function, that is V (x) = V (|x|) = V (r). Moreover we assume that V satisfies the following condition:
(V) there are constants a > 0, m > In what follows, without any loss of generality, we assume a = 1.
The main result of this paper can be stated as follows: Theorem 1.1. If V satisfies (V), then the problem (SP ′ ) has infinitely many non-radial positive solutions.
To prove Theorem 1.1 we will construct solutions with large number of bumps near infinity. In fact, since V (r) → 0 as r → +∞, the solutions of (SP ′ ) can be approximated by using the solution U of the following limit problem
as |x| → +∞.
(1.1)
For any positive integer k, let us define
with r ∈ [r 0 k log k, r 1 k log k] for some r 1 > r 0 > 0 and
where
Theorem 1.1 is a direct consequence of the following result.
, then there exists an integer k 0 > 0 such that for all k k 0 , (SP ′ ) has a positive solution u k of the form
The proof of Theorem 1.2 relies on a Lyapunov-Schmidt reduction. This technique is almost standard in the perturbation methods, prevalently in the presence of a small parameter (see [2] ) and it has been applied to Schrödinger-Poisson type system by several authors (see, for example, [9, 15, 17] ). Here we use k as parameter, that is we use the number of bumps of the solutions in the construction of spike solutions for (SP ′ ). This idea has been introduced by J. Wei and S. Yan ( [20] ). They consider the nonlinear Schrödinger equation
with V (r) → V 0 > 0 as r → +∞ and they prove the existence of infinitely many positive non-radial solutions for such equation by using the technique outlined above. This method has also been applied for the study of different problems (see for example [18, 21] ). In our case, however, many technical difficulties arise due to the presence of the non-local term φ u and a more careful analysis of the interaction between the bumps is required.
Notation and preliminaries
Hereafter we use the following notations:
is the usual Sobolev space endowed with the standard scalar product and norm
with respect to the norm
• L q (R 3 ), 1 q +∞ denotes the usual Lebesgue space with the standard norm |u| q ;
• for any ρ > 0 and for any z ∈ R 3 , B ρ (z) denotes the ball of radius ρ centered at z and B ρ = B ρ (0);
• C, C ′ , C i ,C are various positive constants which may also vary from line to line;
Let us summarize some properties of φ u .
2 . Such a solution φ u is non-negative and the following representation formula holds
Moreover:
, and
Proof. The existence and uniqueness of φ u ∈ D 1,2 (R 3 ) is a direct application of the Lax-Milgram theorem. Moreover the inequalities in i) are well known (see, for instance, [6, 8, 16] ) and here we give the proofs only of ii) and iii). ii) If g ∈ O(3) and u : R 3 → R, let us set
Since H s and D s are the sets of the fixed points with respect to the action (2.2) for all g = (g i,j ) ∈ O(3) with
Analogously, the following lemma holds.
Let α ∈ (0, 1), by (V), for any x ∈ B αr and for i = 1, . . . , k, we have that
Moreover, for any x ∈ B αr and β > 0
Let us evaluate now the distance between the various P i , i = 1, . . . , k. Indeed, for i = j, by making a simple computation, we find
Finally, let us recall the following elementary inequalities which hold for all a, b, b 1 , b 2 ∈ R and p > 1:
and, if |a| 1,
where the constant C depends only on p.
As mentioned in the introduction, we denote by U the unique positive radial solution in H 1 (R 3 ) of the problem (1.1). This solution satisfies the following decay property (see [14] ):
for some constant C.
The function U is a critical point of the C 2 functional I 0 :
Furthermore the solution U is nondegenerate (up to translations). More specifically, there holds Lemma 2.3. Define the operator Q :
We denote by U j = ∂U ∂xj . Then there hold:
For the proof we refer, for instance, to [ Lemma 2.4. Let β 1 1 and β 2 1 be two positive numbers. Then we have
where δ > 0 is any small number. (1)).
Proof of Theorem 1.2
The proof of Theorem 1.2 relies on a Lyapunov-Schmidt reduction. Let
. . , k and j = 1, 2, 3, and define
and P W the orthogonal projection onto W . Our approach is to find first a solution w ∈ W of the auxiliary equation
and then to solve the remaining finite dimensional equation, namely the bifurcation equation
In what follows we always assume that V satisfies (V) and
where m is the constant in (V) and β > 0 is a small constant.
The auxiliary equation
In the sequel we find a solution of the auxiliary equation, namely we prove the following proposition.
We begin with some estimates.
Lemma 3.2. There exists an integer k 0 > 0, such that for each k k 0 , there is a small σ > 0 such that
Proof. Let v ∈ H s , with v = 1. Taking into account that U Pi are solutions of (1.1), we have
.
Let us evaluate separately the two terms. By using Hölder inequality we obtain:
. Now, let be α ∈ (0, 1). By (2.4) and (2.5) and since U decays exponentially outside a ball we find
and
As done in (3.2) we find
Moreover by Lemma 2.4 and (2.6), since r ∈ S k , we find
Ck · e
Finally we consider (II). These estimates have been done in [20] ; we sketch the proof for the sake of completeness. Let us define for all j = 1, .., k
Since
Putting together (I) and (II) we find (3.2).
Now we are concerned with the invertibility of the operator C .
In order to prove Lemma 3.3 let us decompose W = A ⊕ B where
Lemma 3.3 follows immediately after showing the next result.
Lemma 3.4. For k sufficiently large there exist two positive constants
Proof. The proof is very similar to [17, Lemma 3.4] . We sketch it for the sake of completeness.
Hence we can write
where ψ i are given by
and the functions Z l,j satisfy −∆Z l,j + Z l,j = pU
Applying the bilinear form given by I ′′ (z r ), using the fact that I ′′ (z r ) maps bounded sets onto bounded sets and that ψ i = o(1) we obtain that
Furthermore, by making simple computations, reasoning as in the proof of Lemma 3.2 and by Lemma 2.3, we find
Then I ′′ (z r ) is negative definite on A. We now prove that I ′′ (z r ) is positive definite on B. Choose an arbitrary u ∈ B and we assume, for simplicity, that u = 1. We denote byφ the solution of −∆φ = V (x)z r u. Then
Since u is bounded and reasoning as in Lemma 3.2 we find for α ∈ (0, 1),
for k sufficiently large. In the same way one can prove that for k → +∞ R 3
V (x)φz r u dx = o(1).
As done in Lemma 3.2, it can be proved that
At this point, arguing, for example, as in [17] , we have that
and (b) follows.
We are now ready to prove Proposition 3.1.
Proof of Proposition 3.1. Let us consider J(w) = I(z r + w), w ∈ W and expand it as follows:
V (x)φ w z r w dx
Since l(w) is a bounded linear functional in W , by Riesz Theorem there exists an l k ∈ W such that l(w) = l k , w .
Now we want to find a critical point of J, that is a w ∈ W such that
Since by Lemma 3.3 L is invertible, we can rewrite (3.3) in the following way
Thus the problem of finding a critical point of J(w) is equivalent to find a fixed point of A. To this end, let
where σ > 0 is small. We have to prove that A(B) ⊂ B and that A is a contraction in B.
Let w ∈ B. By using Lemmas 3.2 and 3.3
Let us evaluate R ′ zr (w) . We denote byφ the solution in
If p 2 then, by (2.3) and (2.8),
Thus, since w ∈ B,
If, now, p > 2 then, by using again (2.3) and (2.8),
and then
Hence, in both cases, A maps B into B.
Finally, let us prove that A is a contraction. Let be w 1 , w 2 ∈ B. Then
Moreover we have
If now p 2, by iii) of Lemma 2.1 and (2.8)
If p > 2 by using again iii) of Lemma 2.1 and (2.8)
In both cases A is a contraction since for k large 
The reduced functional
This section is devoted to solve the finite dimensional equation, namely the bifurcation equation. To this aim, let us define the reduced functional F : S k → R such that for all r ∈ S k F (r) = I(z r + w), . By Lemma 3.2 and since I ′′ maps bounded sets onto bounded sets then
where σ > 0 is small. Then by Proposition A.1 the reduced functional is given by
where C 0 , B 1 , B 2 , B 3 are positive constants. The problem
has a solution since F is continuous on a compact set. We have to show that this maximum is an interior point of S k . Let us denote withF the function
By Lemmas 2.5 and A.6
k .
So we define
For k sufficiently large,
and, moreover, we havē
HenceF possesses a critical point (a maximum point)
Finally it is easy to check that (3.4) is achieved by some r k , which is in the interior of S k , and so we infer that r k is a critical point of F (r). As a consequence, we can conclude that z r k + w(r k ) is a solution of (SP ′ ). This prove the existence of infinitely many non-trivial non radial solutions of (SP ′ ). In order to get positive solutions, it suffices to repeat the whole procedure for the functional
where u + = max{0, u}. It can be checked that Proposition 3.1, Lemmas 3.2, 3.3 and Proposition A.1 can be applied to I + . Therefore we get infinitely many non-radial and non-negative solutions for the problem
Keeping in mind that φ u > 0 when u = 0 then the maximum principle allows to find infinitely many positive solutions of (SP ′ ) of the form z r k + w(r k ), and so the proof of Theorem 1.2 is concluded.
A Appendix
In this section we prove the following result.
Proposition A.1. For a small σ > 0 there holds
where C 0 , B 1 , B 2 , B 3 are positive constants.
First we give some preliminary. We recall that
By making simple computations we find
Lemma A.2. There holds:
Proof. Let α ∈ (0, 1), we have
By (2.4) and (2.5), since |P 1 | = r, we have:
Proof. By using Hölder inequality we obtain
Then, by Lemma 2.4,
, where 0 < α < 1 and τ > 0 sufficiently small. By (2.7), we have
Using again (2.7) we find
Hence
Then from (A.4) we obtain
recalling that r ∈ S k , we find
where η > 0 small is such that log k k −η for k large. Therefore, since m > 
Now, using Lemma 2.4, (A.5) and (A.6), since r ∈ S k , we find
Hence, since m > 1, σ > 0 if δ > 0 and β > 0 are sufficiently small.
Lemma A.5. For a suitable σ > 0, we have
Proof. First of all, let us observe that
If 0 < α < 1, we have
We claim that Bαr Bαr
Indeed, as in [9, Lemma 3.2], since
Analogously, we can prove that Bαr Bαr |y|U 2 (x)U 2 (y) |x − y + P j − P 1 | dxdy =O 1
Bαr Bαr |x||y|U 2 (x)U 2 (y) |x − y + P j − P 1 | dxdy =O 1
Therefore, since |P 1 | = |P j | = r, by (2.4) and (2.5), together with (A.8), (A.9) and (A.10), we have:
2 (x)U 2 (y) |x − y + P j − P 1 | dxdy
Hence, by [9] , we infer that
and by (A.7), we get the conclusion.
Lemma A.6. There holds:
Proof. First of all, let us observe
Then it is sufficient to prove that
Since, for every i = 1, . . . , We are now ready to prove Proposition A.1. 
Then, by (A.1), we have
