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ABSTRACT
In 2005, Hurricane Katrina’s diverse impacts on the Greater New Orleans area included 
damaged and destroyed trees, and other despoiled vegetation, which also increased the exposure 
of artificial and bare surfaces, known factors that contribute to the climatic phenomenon known 
as the urban heat island (UHI). This is an investigation of UHI in the aftermath of Hurricane 
Katrina, which entails the analysis of pre and post-hurricane Katrina thermal imagery of the 
study area, including changes to surface heat patterns and vegetative cover. Imagery from 
Landsat TM was used to show changes to the pattern and intensity of the UHI effect, caused by 
an extreme weather event. Using remote sensing visualization methods, in situ data, and local 
knowledge, the author found there was a measurable change in the pattern and intensity of the 
New Orleans UHI effect, as well as concomitant changes to vegetative land cover. This finding 
may be relevant for urban planners and citizens, especially in the context of recovery from a 
large-scale disaster of a coastal city, regarding future weather events, and other natural and 
human impacts.
Key words: Urban Heat Island; New Orleans; Landsat TM; Remote Sensing; Land Surface Temperature
xiii
1. INTRODUCTION
This is an investigation of a climatic phenomenon known as the urban heat island (UHI) 
in the aftermath of Hurricane Katrina, which severely impacted the Greater New Orleans (GNO) 
area in 2005. The study entails the analysis of pre and post-hurricane Katrina thermal imagery of 
the study area, including changes to surface heat patterns and vegetative cover. UHIs are island-
like areas of hot air caused by the predominance of artificial surfaces, such as streets and 
buildings, and lower amount of biomass in urban areas, which makes cities hotter than their rural 
surroundings. They are typically measured at the local or mesoscale, from 102 to 104 meters (Oke 
1982; Stewart and Oke 2009b). UHIs are formed when hot city surfaces conduct heat up into the 
air and down into the ground, creating a bubble of heat that envelopes the entire urbanized area. 
Three different types of UHIs are defined according to methodological approach, instrumentation 
and data: 1) atmospheric; 2) subsurface; and 3) surface. This study examined the UHI effect on 
the GNO area based on satellite-derived surface temperature measurements.
All cities have UHIs to some degree, each with its own pattern influenced by its 
topography, land use / land cover, and the nature of anthropogenic activity. The processes of 
urbanization, and the formation of UHIs have been inextricably linked in several previous studies 
(Landsberg 1956; Bornstein 1968; Chandler 1976; Matson et al. 1978). This study examines the 
impact of hurricane Katrina, a severe weather phenomenon, on the natural landscape of the city 
of New Orleans, and the subsequent alterations of its UHI. Thus, the main focus of the study is to 
analyze the hurricane-induced land cover changes in the study area, and the impact of those 
changes on the UHI. Much like previous studies, the focus of this study is on land cover-
temperature relationships. Moreover, this study is an attempt to understand some important 
concepts fundamental to UHI research, such as the characterization of urban heat as an “island”, 
1
and its change in magnitude as only caused by processes of urbanization. To determine whether 
or not the pattern of UHI was altered in some way in the aftermath of hurricane Katrina, pre-and 
post-Katrina Landsat-5 Thematic Mapper (TM) imagery was analyzed in conjunction with a 
range of ancillary data.
New Orleans had long been established as a city by the time Luke Howard made his 
pioneering climate observations and discovery of the UHI effect of London during the years 1806-
1830 (Chandler 1962). The City continued to expand into natural, and later artificially elevated 
areas until its growth and morphology was constrained by an encompassing, watery topography. 
Due to Bienville's strategic choice of location, originally referred to as the Place d'Armes, which is 
now Jackson Square in the heart of the French Quarter, a section of New Orleans, this relatively 
old city did not follow the typical patterns of urbanization of other American cities (Burgess 1982).
Pierce F. Lewis once referred to New Orleans as, “the impossible but inevitable city,” remarking 
that despite modern technology the Mississippi River delta is a dangerous region, and the fact that 
the City remains is explained as a “paradox between excellent location and miserable location” 
(Lewis 2003). Since it is situated near the delta of a large river and is next to the Gulf of Mexico, it 
has frequently experienced large-scale natural disasters like floods and hurricanes. It is situated 
between Lake Pontchartrain to the north, a Gulf of Mexico bay commonly referred to as “Lake 
Borgne” to the east, the Delacroix wetlands area to the southeast, Barataria swamp to the south, 
Lakes Salvador and Cataouatche to the southwest, Lac des Allemands to the west-southwest, and 
La Branche bayou adjacent to the westernmost urbanized surface in the City of Kenner (effectively
a suburb of New Orleans). In addition to the adjacent large water bodies, there are numerous 
marshes, lagoons, ponds, and canals that encompass the urbanized area (Figure 1.1). The GNO 
area is almost an island, if not for the contiguous land along the river to the West. 
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Figure 1.1 – October 9th, 2005 Landsat 5 TM natural color image of study area. Depicted in this 
figure are numerous bodies of water that surround the study area, indicated by the yellow outline. 
The post-Katrina flooded areas are depicted in red.
1.1 Purpose of this Study
Many scientists, political leaders, and citizens expect climate change to impact urban 
environments in the future (Changnon 1992; Dixon and Mote 2003; Roth 2007). Several 
scientific studies have noted temperature increase in urban environments, coupled with changes 
in cloud and precipitation patterns, and more frequents floods. According to Changnon (1992), 
increased urbanization, and the consequent impact on vegetative cover in densely populated 
areas, has impacted local climates equal to, if not greater than, the amount of global climate 
change predicted to occur over the next century. Understanding UHI and its impact on human 
health and urban environments is increasingly important for architects, engineers, environmental 
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managers, geographers, urban planners, governmental leaders and citizens. The difficulty of 
undertaking a study that measures the effects of the UHI phenomenon, for example, or any 
similar investigation regarding ecosystem processes coupled with the added dimension of human 
behavior, is an arduous task. Urban ecosystems are made up of complex networks of human 
activities and natural forces that are in a constant state of change (Niemelä 1999). Understanding 
their components, functions, and benefits to humans, the latter of which is referred to as ecosystem 
services or ecosystem goods (Boyd and Banzhaf 2007), can improve urban planning and 
environmental management. Studying their spatial and structural components, such as urban 
morphology, and socio-economic influences using models and frameworks of understanding, can 
be used to improve urban sustainability (Alberti 2008). The UHI phenomenon, and its diverse 
effects, should be regarded as an integral component to the study of the urban ecosystem complex.
As a result of the hurricane, New Orleans has become a laboratory of various phenomena 
being studied by the scientific community, interlinked by a large-scale, severe weather event 
(Knabb 2006). Disasters of this magnitude tend to have consequences that interrupt or change 
long-range processes of many different systems on multiple scales, often adding new variables. 
Modern remote sensing platforms have enabled researchers to study a wide variety of 
phenomenon or variables on different spatial scales, and at great distances (Jensen 2005). The 
speed and accuracy at which results can be obtained have also greatly improved, thus helping 
expedite the dissemination of timely, important information to those who need it. Thus far, no 
comprehensive UHI study of New Orleans has been done, nor have any UHI studies examined 
the impact of rapid loss of vegetative cover on the UHI of a coastal city. UHI was briefly 
mentioned under “GOAL 8 Enhancement of the environmental value of urban green spaces” in 
the “Plan for the 21st Century: New Orleans 2030,” the City of New Orleans Master Plan (2010), 
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with reference to the benefit of parks and trees. However, it has not commanded the attention of 
other pressing municipal issues like periodic flooding, the latter of which has been thoroughly 
examined in a comprehensive plan (Waggonner and Ball 2013). It is an environmental variable 
yet to be to be fully addressed. Since the results of this study have demonstrated a linkage 
between these two phenomenon, where one impacts the other and vice-versa, as a result of a 
catastrophic weather event, then hopefully more city planners will see the imperative need for 
UHI mitigation and its implementation in local climate action plans. I surveyed over 30 climate 
action plans of medium sized cities and found that only a few even mentioned urban heat island. 
The action plans of very large cities like New York and Los Angeles not only mention UHI, but 
also have guidelines to mitigate its effects. The forthcoming climate action plan for the City of 
New Orleans should include more than a mention of the UHI effect. It should include elaborate 
plans to mitigate its negative effects, while incorporating the cooling effects of living with water 
in the City.
There are several reasons why cities are just beginning to adopt plans, let alone realize the 
need to mitigate intense urban heat. Many cities lack necessary expertise to examine complex 
and encompassing problems and the physical processes of UHIs. They may also lack funding and 
have different political priorities, have some additional, unforeseen circumstances that focus 
attention elsewhere. Furthermore, the pattern of slowly increasing heat is on a much longer time 
scale than other natural hazards, and thus hard to recognize by those whom may be affected. Any 
scientific knowledge transferred to urban planners must be presented appropriately and 
effectively in order to be correctly received by the public. In addition to understanding the causal 
factors and physical processes of UHI affecting the City of New Orleans with its unique 
topography and history, this study is also important because: 1) the UHI phenomenon directly 
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affects human health, 2) it provides an opportunity for demonstrating UHI exists via a change 
and return, and 3) UHI is an important urban planning variable.
The outcome of this study will hopefully: 1) aid urban planners in New Orleans; 2) 
provide useful data to be used as an input to smaller or larger scale models; and 3) inspire similar 
UHI studies of other cities, especially those that have scarce resources. Due to advances in 
remote sensing science an opportunity exists to analyze the impact of a major hurricane on the 
UHI of New Orleans. Previous studies utilizing remote sensing techniques have addressed the 
impact of hurricanes on wetlands and forests in coastal regions (Hook et al. 1991; Cablk et al. 
1994; Ramsey et al. 1997; Conner 1998; Ayala-Silva and Twumasi 2004). However, there is a 
dearth of studies regarding the possible linkages between catastrophic storms, and other natural 
disasters, and the impact the UHI of coastal cities. After an extensive literature review, very little 
was found regarding the UHI of New Orleans.
1.2 Study Area
New Orleans is the largest city in the State of Louisiana, which according to the 2010 
U.S. Census, had a population of 1,167,764 for the GNO area. The state is located in the south of 
the United States, and is bordered by Mississippi State to the east, Texas to the west, Arkansas to 
the north, and the Gulf of Mexico to the south. The Mississippi River, which flows 
approximately 4,100 kilometers from Lake Itasca in Minnesota State to the Gulf of Mexico, is a 
dominant physical feature of Louisiana. It had a profound effect on the geological history of the 
southeastern part of the state resulting in two, distinct areas: the much older, northern part of the 
state, which has rocks that date back to the Late Cretaceous period approximately 66 million 
years ago, and the much younger alluvial deposits that occurred during the last interglacial period 
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of the Late Pleistocene approximately 125-80 thousand years ago (Coleman et al. 1998). The 
most recent alluvial deposit that formed the Holocene deltaic plane, upon which New Orleans 
was eventually built, occurred approximately 7,000 years ago. It stretches from the southernmost 
area of the Lower Mississippi Valley, north of the capital of Louisiana, Baton Rouge, to the 
portion of deltaic land, formed several, composite depositional lobes, that extends into the 
northern edge of the Gulf of Mexico (Coleman 1988; Saucier 1994; Coleman et al. 1998). 
Located at the edge of the continental shelf, the Mississippi River Delta is subsiding, due to 
natural causes and human activities.
The City of New Orleans is located in the Lake Pontchartrain Basin, the world's fourth 
largest drainage basin in the seventh largest delta (Blum and Roberts 2012). The Mississippi 
River and its natural levees bisect the City from west to east, where the northern part is 
colloquially called the “East Bank, and the southern part the “West Bank.” A complex system of 
canals, some of which are perpendicular to the River and Lake Pontchartrain, allow for drainage 
whenever there is citywide flooding. Since the majority of the City lies below sea level, it is 
protected by flood walls that reach up to nearly 10 meters high, and natural levees that are at 
approximate 5 meters above mean sea level. Flood protection from the Mississippi River was 
originally constructed by heightening the river’s natural bank overflow levees. The natural levees 
along the lake and navigation channels, such as the Inner Harbor Navigation Channel and the 
Mississippi River Gulf Outlet, are 3 to 6 meters above sea level (Seed et al. 2008). Several 
pumping stations are strategically placed throughout the GNO area. 100 years ago they were 
“state of the art” technology, and have been updated since hurricane Katrina (Rogers 2008). 
Figure 1.2 indicates where the flood wall and levee breaches occurred in late August 2005 after 
hurricane Katrina made landfall. Most of Orleans Parish, the administrative division in which the 
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city of New Orleans is located, was affected by persistent flooding, as the flood waters remained 
for approximately five weeks, depending on the neighborhood and depth of elevation. 
Notwithstanding Katrina and her aftermath, New Orleans has always been a high maintenance 
city for drainage.
Figure 1.2 – Map showing levee breaches and flooded areas (Based on Seed et al. 2008).
The GNO area is comprised of several areas that dip below sea level, collectively averaging
approximately 1 meter, leading some people in popular media to refer to the City as “bowl-
shaped.” The areas flooded during Katrina average 2 meters below mean sea level (Seed et al. 
2008). There are two 1.5 km-wide ridges formed by the river's previous location thousands of years
ago, Gentilly and Metairie, that slow the northward flow of river drainage toward the lake, and 
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play an important role in the historical pattern of urbanization (Colten 2005). These former channel
and crevasse deposits form natural borders of high ground within the lowers areas that were 
previously marshes and swamps. Within these deltaic channels are interdistributary basins 
comprised of clay and organic soils that were formerly marsh and swamp deposits, which are now 
mostly residential areas. Approximately ninety percent of the GNO area is built upon these clay, 
and organic marsh and cypress swamp deposits, which requires all buildings to be supported by 20 
to 50 meter long pilings that are driven down into the ground (Kolb and Saucier 1982).
 The climate of New Orleans and the surrounding region is influenced by its subtropical 
latitude, and it's proximity to the Gulf of Mexico, which results in milder winters than inland 
areas. Summer heat is slightly attenuated by the breeze and the cooling effects of the Gulf of 
Mexico to the south and Lake Pontchartrain to the north. During the winter, the average 
temperature of the City normally remains above freezing, while north of Lake Pontchartrain 
often experiences temperatures below 0° Celsius (C). The temperature often fluctuates between 
warm and cold, as warmer tropical air and colder continental air move across the region, 
depending on the location and strength of the jet stream to the north. Small water bodies 
throughout the area and adjacent wetlands store heat, decreasing the impact of cool air from the 
north. These water bodies sometimes have a slight cooling effect on adjacent lands during the 
summer, but they tend to become very warm during long, hot summers due to their shallowness. 
Humidity is often high due to the combination of increased evaporation over ponds, small lakes, 
and wetlands with the high levels of water vapor already present in the subtropical atmosphere of 
the region. However, the summer heat generates clouds through the process of convection, and 
the prevailing southerly winds bring moist, semitropical weather, which often results in 
precipitation that cools the surface temperature.
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The average annual temperature (normal dry bulb) in New Orleans is 19.9° C, and daily 
average temperature ranges from 11.9° C in January to 28.5° C in July. The lowest recorded 
temperature for the City was −11.6° C in December 1989, and the highest was 38.9° C in August, 
1980 (NOAA 2012). Heat index calculations are often higher than 40° C on very hot and humid 
days. The yearly average relative humidity is 76%, with an average low of 63% at noon, and an 
average high of 88% just before sunrise. There were 766 heating days, and 3409 cooling days 
from 2011 to 2012 (NOAA 2012). Heating and cooling days are standardized measurements used 
to calculate the demand for fuel in order to heat or cool a building, which can be used to 
determine heating and cooling costs (NOAA 2010b). 
Louisiana is the wettest state in the Union with a total yearly precipitation of 158.62 
centimeters (cm), and monthly extremes averaging 45.63 cm (NOAA 2012). Frequent and 
sometimes heavy rains occur in the GNO area causing floods every year. Rainfall extremes for 
precipitation recorded within a 24 hour period average to 23.33 cm, with the record set in 
November 1989 at 32.16 cm. The May 8-10, 1995 New Orleans area flood event set the monthly 
record at 53.80 cm, which inundated the City for two days, killing six people and causing 3.1 
billion dollars in damage (NOAA 1997). The record was broken again in December 2009 when 
75.99 cm of rain was observed for the month. The mean station (KMSY) air pressure is 1016.25 
millibars (mb) (NOAA 2012). However, very low air pressures have been observed during 
extreme weather events, such as Hurricane Katrina, which had the third lowest recorded central 
air pressure for an Atlantic landfalling hurricane at 920 mb (NOAA 2005).
Tropical systems are common in the northern part of the Gulf of Mexico, with 
cyclogenesis occurring typically below 25° degrees north latitude. Storms occur frequently 
enough that Muller (1977) included them as a weather type in his synoptic weather c1assification 
10
system for the Gulf of Mexico, as prior research has found that approximately 160,000 to 
320,000 hurricanes have occurred in the Florida Keys area, for example, during the past two 
million years (Conner et al. 1989). In addition to the significant morphological impacts along the 
Louisiana coast (Stone et al. 1997), hurricanes have often caused severe damage and long-term 
changes to coastal ecosystems. Conner et al. (1989) noted that hurricanes could be considered as 
“periodic disordering stresses” that cause profound changes to biological and physical structures,  
both eliminating some habitats while creating others.
Hurricanes spawn tornadoes and create storm surges that flood coastal and inland areas 
with salt water. They are classified into five categories (CAT) based on the Saffir-Simpson 
hurricane wind scale (SSHS) according to the intensity and destructiveness of their sustained winds
(NOAA 2013). The majority of land-falling hurricanes spawn one or more tornadoes, which most 
commonly occur in the right front quadrant of the cyclone, and can appear days after landfall. 
Hurricane Katrina (2005) had 58 recorded tornadoes, and Beulah (1967) had 141. Heavy rainfall 
occurs in spiral bands, and as storms intensify, rain usually becomes more concentrated around the 
center. Flooding is a major hazard produced by rainfall and the storm surge, the latter of which can 
exceed 7 meters in extreme cases, e.g. a 9 meter high storm surge was recorded at Pass Christian, 
MS during hurricane Katrina. 
The 2005 hurricane season was the most active and destructive season on record, with 23 
named storms, 13 hurricanes in total, and 7 intense hurricanes (CAT3-5). Though the effects of 
hurricane Katrina are most salient to this study, there have been several destructive storms that 
have impacted Louisiana over the past two centuries, such as the Great Barbados hurricane of 
1831, the Isle Dernière storm of 1856, the Chenière Caminanda hurricane of October 1893, the 
September Hurricane of 1915, the August Hurricane of 1940, Audrey (1957), Betsy (1965), 
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Camille (1969), and Andrew (1992). Hurricanes are a dominant force in the northern Gulf Coast 
region, often bringing devastation to people, animals, vegetation, and the built environment. 
They are a fact of life for the citizens of New Orleans, the majority of whom have learned to live 
with their periodic effects, and to respect their dreadful, destructive power.
The geographic extent of the study area, referred to from now on as area of interest 
(AOI), covers the Greater New Orleans metropolitan area (29°51’N to 30°03’N, 89°54’W to 
90°18’W) where there is a reasonable delineation between the built and non-built environment 
(Figure 1.3). The AOI is approximately 530 square kilometers, or 53,000 hectares, excluding the 
river that bisects it, and the distance from west to east (Kenner to New Orleans East) is 
approximately 40 km, and north to south (Indian Beach to Estelle) is approximately 25 km. Since 
this study focused on determining the impact of a tropical cyclone on the GNO area, it was 
necessary to collect data imagery before and after the weather event, and after a period of 
vegetative regrowth had occurred. TM and Landsat 7 Enhanced Thematic Mapper Plus (ETM+) 
imagery from August, September, and October were acquired because the hurricane impact 
occurred at the end of August, and flood water remained in many areas of the City for several 
weeks. The acquisition of imagery expanded to include older dates, and different seasons. Not 
only did this overcome limitations due to cloud cover and anomalies in some images close to the 
target dates, but also it allowed for examination of prior cyclones that impacted the AOI. 
Hurricane Andrew was a Category 4 at landfall just eighty-five miles away from New Orleans, 
causing severe damage to parts of the City. However, the aftermath of Katrina included 
widespread flooding, and it was expected the results from change detection would be different. 
Since Andrew occurred on August 26th, 1992, imagery from this time was collected. The time 
span of the study was extended to nearly thirty years, thus it is also a longitudinal study. 
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Figure 1.3 – Landsat 5 TM false-color composite image of study area. The AOI is indicated by the 
yellow outline. Vegetation is shown in red, and urbanized surfaces and barren soil in light gray-green. 
1.3 Research Problem
Since any city, large or small, is susceptible to the UHI phenomenon, then the GNO area 
is also likely affected. In addition to the effects of urbanization, the City has endured many 
extreme weather events, which may have directly contributed to, if not accelerated, the effects of 
natural and anthropogenic causes of UHI phenomenon. Hurricane Katrina caused unprecedented 
destruction and degradation of the urban ecosystem, inflicting serious damage to city's extensive 
and dense cover of large, old growth shade trees, particularly Live Oaks. Thus, any likely 
thermal variation triggered by dramatic perturbation of city's natural landscape should have 
measurable consequences in the form of higher sensible heat with a unique distribution and 
pattern of hot spots within the study area. 
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The rapid and extensive loss of vegetative cover, due to the direct impact of a tropical 
cyclone, is a variable that, it is assumed, has significantly affected the pattern, distribution, and 
intensity of the UHI effect. Nearly nine years have past since the storm event. Some re-growth 
has occurred, and though the City is being rebuilt with great care not to disturb the old cultural 
milieu, or genre de vie, some of the slower patterns of urbanization may have changed. Thus, we 
have the original formation and the causes and effects of UHI, an increase or change due to a 
variable, and a possible decrease depending on the pattern of re-growth of vegetative cover. Even 
though researchers are currently studying the ecological effects of hurricane Katrina, and how it 
has affected the local human population, no one has focused on the UHI phenomenon and how it 
might affect short and long-term plans designed to mitigate natural and human-made hazards. 
With regard to urban planning and the re-vitalization of New Orleans, it is a variable that has 
been neglected. 
When residents returned to New Orleans after hurricane Katrina, they saw thousands of 
defoliated, damaged, and destroyed trees, and other distressed vegetative cover. Though it was 
October and temperatures were becoming cooler, the weather was drier than usual and the streets 
were hot and covered in dust. After several informal surveys, by car, bicycle, and on foot, I 
observed what appeared to be a profound environmental change, not just simply because it felt 
much hotter in the sun atop a black asphalt street than within a shady grove inside a city park. 
These informal observations led to the conclusion that there is a strong relationship between 
vegetation abundance, especially shade trees, and temperature. Thus, this study seeks to answer 
these fundamental questions regarding the state of the vegetative cover before and after the 
hurricane, and how it affected the pattern and intensity of heat distribution throughout the study 
area. The following hypotheses will be tested:
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1. The loss and re-growth of vegetation after hurricane Katrina altered the UHI.
2. Post-hurricane re-growth of vegetation has occurred in the same locations of significant 
loss, thus following the historical, pre-established pattern of urbanization.
1.4 Research Objectives
The main focus of this research is analyzing the Hurricane Katrina-induced land cover 
change in study area and its impact on the UHI. Changes of surface temperature and vegetation 
abundance will be measured by analyzing pre- and post-Katrina satellite imagery in order to 
determine whether or not the pattern of UHI was altered as the result of hurricane-induced land 
cover changes. Furthermore, this study explores the role of UHI as a dynamic variable of urban 
ecosystem function, and therefore why it is an important factor to be considered for urban 
environmental management. The main objectives of the study are to examine: 1) the impact of an 
extreme weather event on the GNO area UHI; 2) the pattern of vegetative cover of the GNO 
area; and 3) the linkage between the pattern and intensity of surface heat with vegetative cover. 
The outcome of this study will have implications for subsequent UHI studies and urban planning 
in coastal settings. 
In addition to understanding the mechanics and processes of the UHI phenomenon, the 
results may be of interest to researchers currently addressing topics such as, heat-related 
illnesses, air pollution, energy conservation, urban beautification, and the conservation and 
creation of urban green spaces. Since UHI can have a direct and indirect impact on these and 
other concerns, it should be studied with the same vigor and rigor as other causal factors that 
affect human health. For instance, it does not make sense to study heat-related illnesses in a 
given urban area without considering the encompassing natural surroundings and climatic 
conditions that may cause or be correlated with the problem in some way. Those who are 
concerned with energy conservation, for example, should not neglect the anthropogenic 
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contribution of sensible heat increase when trying to figure out how to attenuate energy use to 
conserve finite resources. The study was conducted with consideration for the City's unique 
physical setting, and environmental history, allowing a better understanding of the nature and 
mechanics of UHI casual factors.
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2. LITERATURE REVIEW
2.1 Introduction
Urban heat island studies that featured the use of satellite-derived data and remote 
sensing methodology for analyzing UHI were reviewed for this investigation. The majority of the 
studies addressed technical aspects, such as algorithm testing and a variety of methodologies 
used to derive meaning from the data imagery. Within this particular collection of studies, one 
can see an evolving relationship between the geophysical perspective and the potential and 
practical applications in urban planning, which has been demonstrated by the increased 
utilization of remotely sensed data in other fields. For future research, this review could be 
expanded to include more examples of applied uses of remotely sensed data in urban planning, 
for example, from a social science perspective. There are gaps to be explored within the nexus of 
disciplines, but this is beyond the scope of the present study. Nevertheless, a cursory review of 
literature from other research domains, such as climatology, urban ecology, and the applied 
disciplines of urban planning and environmental management added to the contextual 
background for this study and part of its rationale, which is to address a gap in the UHI literature, 
and the creation of new knowledge that is prepared for future, practical application. The 
emphasis in this review, however, is highly technical and comes from a viewpoint more related 
to physical geography and the processes of remote sensing of the environment. The dearth of 
UHI data on New Orleans calls for this type of focus at this time.
A significant majority of the journal articles reviewed for this project involved measuring 
land surface temperature (LST), the classification of land cover and changes over time, 
numerical modeling of heat conduction and atmospheric effects, estimation of surface terrain 
roughness and albedo, impervious surface emissivity, tree canopy and evapotranspiration. In 
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Stewart Iain’s (2010) review of the UHI literature published between the years 1950 to 2007 
found several problems and inconsistencies in about half of the one hundred and ninety sampled 
studies. He found universal weaknesses in definition, measurement, and communication, such as 
lack of operational definitions for UHI magnitude or intensity, lack of information regarding 
instrument specification or placement height for in situ measurements, insufficient number of 
observations, lack of site metadata and local surface features, and description of weather events 
would likely have significant impact on the findings. Stewart provided five recommendations for 
improving the quality of methods used in UHI research, and a framework for assessing the 
outcomes of UHI studies: 1) Reduce the spatial and temporal resolution of the data, 2) Follow 
standardized guidelines for site reporting, 3) Disclose the limits of the data, 4) Use terminology 
with discretion, and 5) Never accept UHI magnitudes at face value. His formal assessment of this 
large body of literature, however, did not include studies that used remotely sensed, satellite-
derived data.
2.2 The Urban Heat Island Phenomenon
The UHI phenomenon occurs in metropolitan areas where the presence of man-made 
materials in the built environment, such as asphalt, cement, metals, and other artificial surfaces 
causes a higher absorption of solar radiation due to their thermal properties (Aguado 1986; Gulch 
et al. 2005; Santana 2007). As cities grow, buildings, roads, and other infrastructure replace open 
land and vegetation, causing changes to the landscape, such as the replacement of moist, 
permeable surfaces with dry, impermeable ones (EPA 2008). Absorbed heat is re-radiated to the 
surroundings in the form of long wavelength thermal radiation causing higher ambient 
temperatures at night (Wong and Yu 2005). This creates an “island” of warm air surrounding 
urban areas in contrast to their cooler, rural surroundings.
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Figure 2.1 – EPA depiction of UHI (Based on Voogt 2000).
The UHI effect is more pronounced in winter than in summer, and when the air is still. It 
is normally weak during the late morning hours, but becomes more pronounced after sunset due 
to the slow release of heat from urban surfaces, whereas in the countryside, nocturnal inversion 
occurs as the ground emits longwave radiation into the atmosphere. UHI is reduced under windy, 
wet and humid conditions because the nocturnal inversion cannot occur, where the urban and 
rural heat budgets are similar (Gedzelman et al. 2003). UHIs are often measured at the local or 
mesoscale, from 102 to 104 meters horizontally, which have uniform surface to air temperature 
distribution (Stewart and Oke 2010). They can be categorized as three different types according 
to methodological approach, instrumentation and data: 1) atmospheric; 2) subsurface; and 3) 
surface. For the first type, Oke (1976) identified two layers within UHIs: the urban canopy layer 
(UCL), and above it the urban boundary layer (UBL), both of which are generated by different 
processes and vary in intensity (Figure 2.2). The UCL is a measure of air temperature at screen 
height, one to two meters above ground, which is affected by terrain roughness based on the 
quantity, type and distribution of urbanized features and vegetation (Voogt and Oke 1997; 
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Stewart and Oke 2010). Oke (1982) described the factors that contribute to the UHI effect within 
these boundaries (Table 2.1).
Figure 2.2 – Components of the urban atmosphere (Oke 1995).
Altered energy balance terms
leading to positive thermal anomaly
Features of urbanization
underlying energy balance changes
Canopy layer
Increased absorption of short-wave radiation Canyon geometry - increased surface area and multiple reflection
Increased long-wave radiation from the sky Air pollution - greater absorption and re-emission
Decreased long-wave radiation loss Canyon geometry - reduction of sky view factor
Anthropogenic heat source Building and traffic heat losses
Increased sensible heat storage Construction materials - increased thermal admittance
Decreased evapotranspiration Construction materials - increased ‘waterproofing’
Decreased total turbulent heat transport Canyon geometry - reduction of wind speed
Boundary layer
Increased absorption of short-wave radiation Air pollution - increased aerosol absorption
Anthropogenic heat source Chimney and stack heat losses
Increased sensible heat input-entrainment from below Canopy heat island - increased heat flux from canopy layer and roofs
Increased sensible heat input-entrainment from above Heat island, roughness - increased turbulent entrainment
Table 2.1 – Factors that contribute to the UHI (Oke 1982).
Measuring a consistent air temperature in the UBL is difficult because it is affected by 
windy conditions, which reduces the magnitude of UHI, and the air circulation caused by the 
interaction between the warmer air of the built environment with the surrounding cooler air of 
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the countryside. Large bodies of water near urban areas can affect the magnitude and extent of 
UHI (Streutker 2002), which may require mesoscale measurements to be taken by a more 
expansive network of weather stations. To complicate matters further, UHI is also affected by air 
pollutants like aerosols, particulate matter, and other Volatile Organic Compounds (VOCs). 
VOCs produce ozone gas that develop into smog, which captures outgoing longwave radiation 
and re-emits it back to the surface creating a positive feedback loop between UHIs and VOCs 
(Shea 1978; Atkinson 2003). Heterogeneous features of terrain type, such as building 
morphology, street surface geometry, tree canopy coverage, vegetation type and density, play a 
large role in making each UHI profile unique. Though air temperature measurements, e.g. 
recorded by fixed hygrometers and mobile infrared thermometers, have high temporal resolution 
and can account for processes that occur in  three dimensional space in the UCL, they cannot 
simultaneously capture the continuous surface of an entire city, at least not without a lot costly 
equipment and several people working together over long periods of time. Thus, the third 
methodological approach of measuring the surface temperature in two dimensional space was 
chosen for this study. 
One of the diverse consequences of the Industrial Revolution was the alteration of land 
cover in urbanized areas using non-porous materials, e.g. concrete and metal, each with unique 
thermal properties, which resulted in an increase in surface heat in comparison to rural 
surroundings. In early 1800s, one of the first urban climatologists, the English chemist and 
amateur meteorologist Luke Howard, observed that the amount and density of anthropogenic 
activities could be correlated to increases in temperature, surface heat, and changes in 
atmospheric conditions resulting in the phenomenon known as urban heat island (Myrup 1969). 
Howard is best known for his cloud classification system, which has four named groups: 
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Cumulus, Stratus, Cirrus, and Nimbus. Volume I of his work entitled, “The Climate of London” 
(Howard 1818), is regarded as the first book on urban climatology (Landsberg 1981), 
documenting the polluted climate of 19th Century London.
Emilien Renou used a thermometer to measure the warmer air temperature of Paris in 
1868, demonstrating a 1 degree Celsius difference. This is one of the first examples of using 
quantitative methodology to record the elevation of air temperature in the built environment. 
Howard and Renou were observing what is commonly known today as the urban heat island 
effect, a manifestation of the effects of urbanization (Sailor 2002). Since Howard’s initial 
observations, the process of urbanization had altered land cover to the extent that a temperature 
difference between urban and rural areas can now be measured in many populated regions on 
Earth, where the average temperatures in urban environments next to large bodies of water tend 
to be relatively warmer during the night, and cooler in the day than rural areas at the same 
elevation (Streutker 2002). 
In the 20th  Century, before satellite-based sensors were available, scientists investigated 
the effects of the urbanization process on local climates by measuring in situ air temperature and 
other climate parameters, sampled at various locations within the research area, or by mounting  
weather equipment on a mobile platform (Schmidt 1927; Sundborg 1950; Chandler 1962; Sun et 
al. 2009). These early observations were limited to describing, “the response rather than the 
forcing of repartitioned surface energy fluxes over urbanized surfaces” (Owen et al. 1998). Since 
the advent of multispectral imagery data collected by sensors on board space-based platforms, 
UHI research has greatly proliferated, though it has lagged somewhat compared to the 
observation of other meteorological phenomena. The ability to more accurately measure certain 
parameters of UHI has improved with respect to technological advances in spectral and spatial 
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resolution. Remote sensing technology has advanced to the point where microclimates can be 
measured by using hyperspectral imagery, enabling the detection of minute changes in a small 
area, such as the removal of a few trees, building a large parking lot, and macroscale changes due 
to the loss of tree canopy for an entire region. Technological advances have also improved the 
portability of field equipment for in situ observations. 
Whether collected on the ground or from orbital platforms, remotely sensed data can be, 
for example, input to a geographical information system (GIS) by climatologists and 
meteorologists in order to produce multi-layered maps, including statistical and time-sensitive 
data. Amateur weather enthusiasts have also participated in data collection and building their 
own models. More recently, scientists of various disciplines like, architects, biologists, engineers, 
social scientists and urban planners, are incorporating climate data in their own work. Some have 
acknowledged the consequences of the UHI effect on society and the environment. Though the 
effect is most pronounced at night and during the winter, anthropogenic heating during the day is 
of great interest, especially to urban ecologists and climatologists who are concerned with 
maintaining sustainable urban ecosystems and quality of life (Sailor and Fan 2002). The increase 
in human population and urbanization coupled with adverse changes in the Earth’s climate, both 
immediate and long-term, has prompted scientists and policy makers to address climate change 
at global and local levels.
Urban vegetation is one of the variables under investigation for this study because it is a 
key component of this UHI model. The remote sensing techniques for measuring, monitoring,  
and mapping heat patterns have already been tested in many urban vegetation studies (Ridd 
1995; Small 2000; Yuan and Bauer 2007). Several land-use studies provided theoretical and 
methodological background information for carrying out land use/land cover (LULC) research 
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(Mather 1986; Lo and Fung 1986; Weng and Lu 2009). Ridd (1995) developed the Vegetation-
Impervious surface-Soil (V-I-S) model in order to create a standardized and generalized system 
for relating urban features to biophysical and human systems. The model has been tested in 
several cities (Ward et al. 2000; Madhaven et al. 2001; Setiawan et al. 2006), and will be utilized 
in future research for this study. Weng and Lu (2009), for example, utilized linear spectral 
mixture analysis (LSMA) in order to extract the V-I-S components from Landsat imagery. The 
results were fitted into urban thematic classes in order to finally demonstrate the effectiveness of 
this method for quantifying spatial and temporal changes.
In the past few decades, UHI studies have increased, partly due to the relationship with 
other studied climatological phenomena, e.g. local weather events, global climate change, and 
natural disasters, but also due to technological developments, like the rapid proliferation of 
remote, satellite-based sensors and the computational equipment used to analyze the data 
captured by them. Rapid response to disasters and climatic change has been increasingly 
important as the human population grows, which relies more and more on advancements in 
remote sensing. The continual development of newer, high-resolution instruments, will improve 
the capability to identify individual buildings and tree species, for example, providing more 
accurate and finer topographic detail for examining the impacts of weather phenomena on urban 
systems in microscale climate studies, for example. Ideally, data collected at course and fine 
resolutions, both spatial and spectral, can be used in time sensitive models for rapid response 
systems, which combine the data in a GIS for comprehensive and timely analysis.
There are several different domains of research that rely upon remotely sensed data and 
methods, from studying cosmic dust in space research, to climate monitoring of crop conditions 
for agricultural studies. Satellite-derived data are heavily used for monitoring and predicting 
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weather and storm events, the results if which are often quickly communicated to local officials, 
the media, and citizens. The  data is subsequently archived and later used for long-term analysis. 
This study applied remote sensing methods and satellite data imagery to study the local urban 
environment, the UHI phenomenon, and its manifestation in the Greater New Orleans Area. 
There was large overlap of interests and benefits among the UHI articles reviewed, which 
include common areas of inquiry (physical and theoretical), shared data sets, similar statistical 
methods, and computer applications.
2.3 Remote Sensing of Urban Heat Islands
For decades scientists have studied the various factors and circumstances that contribute 
to the generation and spatial distribution of UHIs, such as air temperature, land surface 
temperature (Vidal 1991; Qin and Karnieli 1999; Sobrino et al. 2004), classification of land 
cover change (Mas 1999; Foody 2002; Chen et al. 2006), estimation of surface terrain roughness 
and albedo (Colby 1991; Voogt and Oke 2003), impervious surface emissivity (Brunsell and 
Gillies 2002; Yuan and Bauer 2007; Kalma et al. 2008), tree canopy and evapotranspiration (Oke 
1988; Simpson 2002; Liu et al. 2010). Methods for obtaining UHI profiles have ranged from 
simple air temperature measurements sampled in situ by hand (Landsberg 1981), to the more 
recent studies, which utilized multi-spectral (Owen et al. 1998; Sobrino et al. 2004), hyper-
spectral (Kato and Yamaguchi 2005; Nichol 2005; Sobrino et al. 2006), and thermal imagery 
(Rao 1972; Voogt and Grimmond 2000; Schmugge et al. 2002), and the concomitant, 
sophisticated computer systems and software used for analysis (Campbell and Wynne 2011). 
Studies that utilized remote sensing data and methods often focused on the application of near 
infrared (NIR) and thermal infrared (TIR) radiometer imagery (Matson et al. 1978, Carnahan 
and Larson 1990; Nichol, 1994; Lo et al. 1997; Gallo and Owen 1998). 
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Remote sensing is the science of acquiring information about the Earth’s surface and 
objects without actually being in direct contact with it. Several allied disciplines, such as 
computer science, optical and electrical engineering, photography and spectroscopy, satellite 
telecommunication, etc. are integrated to produce the necessary technology in creating a 
complete remote sensing system. Furthermore, several processes that are the purview of the 
physical sciences are what govern the purposes and uses, providing the scientific foundations for 
the techniques and methods. According Jensen (2005), remote sensing is a tool or technique 
similar to mathematics that utilizes sensors to measure the transmission of electromagnetic (EM) 
energy from reflecting and radiating surfaces. 
There are two families of sensors used in remote sensing, passive and active. Images 
derived from passive sensors represent reflected EM radiation in the visible and the near infrared 
regions of the EM spectrum (Fig. 2.3), and active sensors measure the energy emitted by the 
surface features in the microwave (thermal infrared) wavelength region.
Figure 2.3 – The Electromagnetic Spectrum (Brown 2009).
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Active sensors use human-made energy using microwave sensors like synthetic aperture 
radar (SAR) that bathe the target with energy, which is then reflected back to the sensor. Passive 
sensors work in the daytime when the Sun illuminates surface features, but can also sense 
thermal energy in the day or night if the energy is strong enough to be recorded (Jensen 2005). 
These instruments are mounted on airplanes and satellites, and more recently unmanned aerial 
vehicles (UAV), and used to collect EM energy over wide geographic areas at regular intervals. 
Before space-based sensors were available, Bornstein (1968) observed the urban heat 
island effect in New York City, analyzing the of differences in the temperature fields of the 
atmosphere below 700 m. Data were obtained via meteorological instruments aboard a helicopter 
on 42 mornings from July 1964 to December 1966. Once satellite sensors and their digital data 
became available, UHI researchers seized upon the opportunity to exploit their advantages. For 
example, Matson et al. (1978) analyzed the thermal infrared data from the National Oceanic and 
Atmospheric Administration (NOAA) 5 satellite of urbanized areas in the United States. Though 
they found a correspondence between the satellite imagery and a US Census map of these areas, 
the temperature differences related to different land uses and the presence of water bodies. 
Roller and Colwell (1986) used coarse-resolution NOAA satellite imagery for ecological 
surveys of large areas, while Roth et al. (1989) used the NOAA Advanced Very High Resolution 
Radiometer (AVHRR) satellite sensor to examine UHI intensities in Vancouver, Seattle and Los 
Angeles. As the sensors became more sophisticated, with finer geographic and radiometric 
resolutions, so did the various, concomitant methods. Medium spatial resolution images from 
Landsat and Advanced Spaceborne Thermal Emission and Reflectance Radiometer (ASTER) 
have been used in many UHI studies, several of which involved the extraction of Impervious 
surface area (ISA) (Yuan et al. 2008; Weng et al. 2009; Deng and Wu 2012). Le et al. (2011) 
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found that Landsat was better than SPOT data for predicting the percentage ISA at the citywide 
level, and performed nearly as well for sub-city level estimates. The latest trend in ISA 
estimation and thermal sensing is to fuse data sets of different resolutions and other capabilities, 
e.g. SAR or Moderate Resolution Imaging Spectroradiometer (MODIS) data, in order to improve 
estimates. Landsat and ASTER data are often combined with in situ measurements in order to 
estimate ISA, calibrate the satellite sensors, and validate the results. ISA estimates that used 
traditional ground surveys and field measurements are now considered too costly an option, and 
labor intensive, especially for large geographical areas of interest (Deng and Wu 2012).
Several factors contribute to generation of UHIs and the surface energy balance (SEB) of 
a given area. By comparing the mean and maximum temperature between rural and urban areas 
on different time scales, e.g. year by year, month by month, and daily, one can determine the 
UHI of an urbanized area (Oke 1988; Magee 1999; Kim and Baik 2005). The net all wave 
radiation part of the energy balance represents short and longwave energy within a given area in 
which incoming and outgoing radiation is differenced, then measured to determine levels of 
attenuation and the causal factors. Oke found that the overall attenuation was negligible, where 
the net difference was approximately 5% (Oke 1982, 1988). However, even if this difference is 
negligible at the local scale, if all cities on Earth are measured in aggregate, and if the effect is 
found to be cumulative, or has a even a slight attenuation effect on the overall energy budget of 
the planet, then this very small difference may throw off the balance (Figure 2.4). 
While advection may have a role in determining UHIs, its impact is negligible on the 
UCL compared to the UBL, which is mostly determined by advective processes (Rotach et al. 
2005). This may be particularly true for cities where wind is blocked by natural surface features, 
especially New Orleans, which is bowl-shaped and at or mostly below sea level. However, strong 
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winds do contribute to surface temperature patterns (Voogt and Oke 1998). Anthropogenic heat is 
measured by calculating the sum of the heat generated by people, cars, and buildings (Grimmond 
1992, Taha 1997; Sailor 2004), which may also include the influence of subsurface heat flux due 
to urban the quantity and composition of urbanized surfaces and amount and type of vegetative 
cover (Taniguchi et al 2008).
Figure 2.4 – The Earth's annual global mean energy budget. Units are in watts per square meter 
(W/m2) with up to 10% error for each component. The total heat budget at both the surface and the 
top of the atmosphere has to balance and all the components add up. 107 + 235 W/m2 outgoing 
radiation = 342 W/m2 incoming radiation. Kiehl and Trenberth state, “The fact that the components 
sum to zero means some errors must cancel” (1997).
Based solely on the use of satellite-derived imagery, Streutker (2002) created a UHI 
profile of Houston, Texas, using AVHRR Level 1b High Resolution Picture Transmission 
(HRPT) data. His study was of interest because Houston, like New Orleans, is located next to 
large bodies of water, and resides on the Gulf Coast. There were two main objectives in the 
study: 1) quantify the entire urban heat island as a continuously varying surface, measuring the 
overall spatial extent of the heat island; and 2) determine whether or not a correlation existed 
between the urban/rural temperature difference and the rural temperature. Streutker found that 
the yearly mean urban/rural temperature difference was negatively correlated to the mean rural 
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temperatures, which indicated that UHI magnitude partly depends on the temperature. This is 
because instabilities in the boundary layer increased with temperature, which allowed for easier 
vertical dissipation of heat. He also found an overall temperature gradient to the east and south, 
due to the proximity effect of the Gulf of Mexico, where nighttime surface temperatures 
increased with proximity to the warmer water. The heat island magnitudes vary up to a maximum 
value of slightly over 4° C, and the spatial extents varied, with longitudinal extents between 20 
and 70 km, and latitudinal 15 to 30 km. Streutker concluded that UHI should be viewed as a 
dynamic meteorological phenomenon.
Several of the studies reviewed employed local, meteorological and climate data (Gallo et 
al. 1999; Kim and Baik 2002; Kato and Yamaguchi 2005; Yang et al. 2013), and mobile weather 
data (Sunborg 1950; Oke 1973; Hedquist and Brazel 2006). For this study, Cooperative Observer 
Program (COOP) weather station data were observed in real-time for comparison with mobile 
weather data, and also collected were NOAA climate reports based on observations from the 
New Orleans International Airport (KMSY) weather station. Though advancements have been 
made regarding field equipment used for measuring local weather and climate (Grimmond 2006, 
Sobrino et al. 2013), the historical records of local weather data are often incomplete, as is the 
case for the City of New Orleans. Lacking any prior research and previously collected in situ 
data, the UHI of New Orleans was examined by utilizing satellite, aerial, and field data.
Due to the inherent nature of satellite-derived TIR sensor products, UHI studies that use 
these data to derive LST are, in reality, examining surface temperature patterns (Nichol 1996). A 
common alternative to the traditional approach of measuring air temperature is to examine 
surface urban heat islands (SUHI), which are determined by surface radiative properties. This 
method characterizes the UHI by using LST as the method of measurement (Yuan and Bauer 
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2007). Though this method solves several issues, it introduces others. One difficulty of using the 
LST method is accounting for atmospheric interference of the upwelling signal to remote 
sensors. Sobrino et al. (2012) found that sensor spatial resolution below and overpass time causes 
an underestimation of the SUHI effect.
Like previous research (Gallo and Owen 1998; Weng et al. 2004), this study focused on 
the LST-vegetation abundance relationship, ISA and soil, inundated areas, the classification of 
surface features, and land cover change. Landsat data imagery were used to derive land surface 
temperature, land cover classifications, spectral indices in order to indicate the changes to the 
local UHI using change detection (CD) techniques (Nelson 1983; Coppin and Bauer 1996, Lu et 
al. 2003). Aerial imagery, historical weather data, and in situ, field data were used to verify 
results and validate the methods (Grimmond and Oke 2002; Streutker 2002). Using LST as a 
measure of UHI has several limitations, and it must be made clear that it often represents the 
combination of several surface properties within a pixel, and not based on homogenous, 
blackbody isothermal surfaces (Norman and Becker 1995; Dash et al. 2002).
There are two important things to consider when using remotely sensed data, and the 
application of methods to the study of the UHI effect. First, it should be noted that derived 
temperatures are surface temperatures of the emitting materials, and not air temperatures, and 
second, urban topography exhibit widely varying radiative and thermal properties. Most 
importantly, the Houston study demonstrated that surface temperatures exhibit a much greater 
spatial variation than the concurrent air temperatures, making radiance measurements highly 
sensitive to changes in satellite azimuth angle. Therefore, temperature derivations depend on the 
location of the satellite when the radiances are measured. Some studies have used local 
meteorological data (Gallo et al. 1999; Kim and Baik 2002; Kato and Yamaguchi 2005; Yang et 
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al. 2013), and mobile weather data (Sunborg 1950; Oke 1973; Hedquist and Brazel 2006). These 
data were compared to surface temperature results derived from the Landsat data, and used to 
characterize the ground level (Shashua-Bar and Hoffman 2000; Arnfield 2003), and micro-
climate distribution of heat (Holmes and Dingle 1965; Oke 1976; Nichol 1994).
2.3.1 Pre-Processing Satellite Data
Since the image of a stationary grid on Earth is not perfectly reproduced by a sensor, the 
raw data imagery needed to be pre-processed before it is useable for analysis. Satellite imagery 
needs to be georectified to Earth-based, Cartesian coordinates before it can be used for scientific 
research. Atmospheric correction is a step often skipped depending on the level of refinement 
needed. Many Earth processes can be observed without accounting for atmospheric variables, 
however, this study employed atmospheric correction. In order to perform accurate change 
detection, the images needed to be normalized in order to account for differences in atmospheric 
conditions on any given day. These differences, if not properly take into account, could have 
changed the outcome of classification results and masked real changes during the change detection 
process. Radiometric calibration of multi-date imagery, which also accounts for sensor calibration 
updates, sun angle and atmosphere, is essential for this process (Coppin and Bauer 1996). 
There are two different methods for normalizing images: absolute radiometric correction 
and relative correction. The first method converts digital numbers (DN) into surface reflectance by 
eliminating atmospheric attenuation and topographic conditions through the process of dark object
subtraction (DOS). It assumes the lowest pixel value in each band is zero, and any higher number 
is the result of atmospheric interference. It accounts for path radiance, assuming its multiplicative 
effect is constant, and the surface is Lambertian (Lu et al. 2002). An advantage of this method is 
that it does not require any in situ atmospheric information, and relies upon image parameters 
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located in the metadata file such as, sun elevation, calibration coefficients, and acquisition date. 
Song et al. (2001) found the DOS method was a good choice for change detection because it does a
good job minimizing the spectral distance between dates, and often performs better than more 
complicated methods in converting multi-date images to a common scale. The second method 
normalizes variations within a scene, such as histogram normalization, and then other images of 
the same location from different dates. Relative normalization of multi-date imagery uses 
histogram matching and regression models to normalize a series of images to a reference image. 
Lu et al. (2002) found that the relative normalization model cannot effectively remove atmospheric
effects because they are different in various wavelengths, and thus “not suitable for quantitative 
analysis” using methods such as, “image ratio” or “estimation of biomass by combination of 
ground survey data,” for example. Due to this and other observations, the first method of image 
normalization was used for this study.
2.3.2 Imagery-Based Land Cover Analysis
Image classification is used to automatically categorize all image pixels into land cover 
classes based on spectral information in the form of DNs. The two most common per-pixel 
approaches to image classification are the supervised and unsupervised methods, both of which 
use hard classification logic, as opposed to fuzzy classification logic, in order to produce discrete 
classes (Jensen 2005). The supervised classification procedure requires the image analyst to 
specify the classifier (algorithm) to be used, such as the minimum-distance-to-means, maximum 
likelihood, or parallelpiped classifiers. The unsupervised method clusters spectral classes using a 
clustering algorithm that lumps similar pixels together into unlabeled classes that must later be 
assigned a class or theme by the analyst. When done correctly, the supervised method can 
achieve superior results. However, it follows a subjective approach because the analyst must 
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supervise the process. The user chooses the classifier and then selects training sites that must be 
highly homogenous in order to sufficiently separate and group the spectral classes. This method 
is sensitive to user error, lack of ancillary data, and the analyst's prior knowledge of the AOI, and 
it is a very tedious and time consuming process. Based on time constraints and the highly 
heterogeneous terrain of the AOI, the unsupervised method was used for this study.
McPherson et al. (2008) conducted the “Los Angeles 1-Million Tree Canopy Cover 
Assessment” for the United States Department of Agriculture Forest Service Pacific in order to 
promote sustainable growth through planting and caring of trees. They identified ideal sites for 
planting trees by using QuickBird image data and aerial photographs to classify land cover types, 
and measure tree canopy cover (TCC). TCC was measured by using supervised and unsupervised 
classification, where the latter automatically clusters pixels into classes with similar spectral 
signatures based on statistics. They employed K-means clustering algorithm in order to evenly 
distribute class means in the data space. This method iteratively clusters the pixels into the 
nearest class by using the minimum-distance technique. The Normalized Difference Vegetation 
Index (NDVI) was used to separate green vegetation from urban features, water, and bare soil. 
Accuracy was assessed at pixel and parcel scales for a stratified random sample to identify and 
eliminate problems caused by co-registration of different data layers, and mapping accuracy was 
verified using the confusion matrix, a visualization tool used in supervised learning.
In a case study of Phoenix, Arizona, Stefanov and Netzband (2010) examined the 
relationships between ecological variables and landscape structures utilizing ASTER and data 
combined with expert system land cover classification techniques, and grid-based landscape 
analysis. Though the spatial resolution was coarse, they wanted to see how useful  data was for 
regional land processes associated with urban centers. They calculated surface temperatures 
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using paired day/night measurements in seven thermal infrared bands, and created an 
atmospheric profile. Then they combined the data with land cover classification data derived 
from the ASTER sensor. An ASTER mosaic was used to calculate NDVI and then separated into 
low, medium, and high data values using the unsupervised Iterative Self-Organizing Data 
Analysis (ISODATA) algorithm. After reducing several resultant classes into an optimal set of six 
super-classes (water was excluded due to the arid location), it was combined with a 1 km data 
grid, and then four metrics were selected for analysis: class area, mean patch size, edge density, 
and interspersion-juxtaposition index. The results were expressed in urban grid cells.
Brown et al. (2007) applied both the supervised and unsupervised classification methods 
to discriminate peat classes on the Isle of Lewis, Scotland. In addition to finding an efficient 
classification method, they wanted to compare the results to previous studies. They found the 
supervised method had trouble distinguishing classes in a highly heterogeneous landscape, which 
produced only 49% accuracy compared to 87% accuracy for unsupervised. Peat is difficult to 
classify no matter what method of classification is used “due to similar spectral signatures of 
different types of peatland,” but the unsupervised results were clearly better. The authors 
performed an unsupervised classification of Principal Component data, but found a simple ratio 
of bands 3 and 4 would be as successful, but with much less computation required.
2.3.3 Imagery Enhancement
The main purpose of enhancing imagery for this study was to perform change detection, 
so the review of literature focused on the most common enhancement techniques, such as image 
overlay, image differencing, image ratioing, spectral indices, and orthogonal transformations. 
The methods were chosen based on how effectively they improved the ease of image 
interpretation, computational cost, and complexity. The simplest forms of enhancements are 
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histogram equalization, linear and Gaussian stretches, which are good for visual interpretation of 
single images, but these are not suited for change detection. Kwartenga and Small (2010) point 
out that due to the 30 m spatial resolution of Landsat, urban areas are comprised of mixed pixels. 
They found that even though vegetation has a strong, measurable influence on the mixed spectra, 
thematic classification tools used for mapping more spectrally homogeneous land covers like 
forests are not as effective or are more difficult to implement.
Often utilized to represent vegetation distribution, NDVI is computed by band subtraction 
(red – NIR) and then normalized by ratio (red + NIR). This method enhances spectral reflectance 
signatures that reveal the biological composition, structure and state of vegetation. Since healthy 
leaves reflect strongly in the NIR wavelength region (0.7-1.3 μm), and absorb strongly in the 
visible blue (0.4-0.5 μm) and red (0.6-0.7 μm) spectral regions due to leaf pigments 
(chlorophylls, carotenoids, and xanthophylls), image differencing is often performed between 
bands 3 (red) and 4 (NIR) for studying vegetation (Figure 2.5).
Figure 2.5 – Spectral plots of feature classes in micrometers (μm) with Landsat TM bands across 
the EM spectrum. Note the absorption dips or troughs (near 1.4, 1.9, and 2.7 μm) in the spectral 
curve for healthy vegetation (Live Oak) due to the water content in the leaf's spongy mesophyll 
(Source: Horing et al. 2010).
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Of the literature reviewed, NDVI was most commonly used, however, this study 
reviewed several other indices, such as the Soil-Adjusted Vegetation Index (SAVI), Normalized 
Difference Water Index (NDWI), Normalized Difference Built-up Index (NDBI), Principal 
Component Analysis (PCA), and Tasseled Cap Transformation (TCT). PCA and TCT are 
multivariate statistical techniques that produce linear transformations on data imagery, whereas 
the spectral indices are often described as image algebra. In addition to enhancing the images, 
they also function to reduce data by removing undesired information and noise, and normalizing 
or reducing effects due to Sun angle, while maximizing sensitivity of certain surface properties 
linked to measurable processes. There are several spectral indices that have been used for many 
purposes, such as biomass estimation, tree canopy, crop monitoring, and soil moisture. They 
have been tested and compared many times (Hafner and Kidder 1999; Gitelson et al. 2002; 
Lozano et al. 2007), often with suggested modifications and tables showing the formulas and 
origins, such as the Green Normalized Difference Vegetation Index (GNDVI) by Gitelson et al. 
(1996), and the Modified Soil-Adjusted Vegetation Index (MSAVI) by Qi et al. (1994). This 
review only covered a few indices, including newer experimental ones that are used for 
estimating urban features and surface area.
Wilson et al. (2003) investigated the influence of zoning on NDVI and radiant surface 
temperature measurements (Ts) in the City of Indianapolis, Indiana, using ETM+ data imagery. An 
analysis of variance indicated statistically significant differences in mean NDVI and Ts values 
associated with different types of zoning, and an inverse relationship between NDVI and Ts was 
observed across the city as a whole. Using ETM+ data collected on three days, Buyantuyev et al. 
(2007) estimated vegetation abundance by computing NDVI and SAVI, and by conducting LSMA.
Vegetation index images with highest correlation with field data were used to construct regression 
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models. Predictions from the models were validated using an independent accuracy assessment 
data set constructed from aerial photographs. Fung and Siu (2001) studied the green space of 
Hong Kong using NDVI derived from SPOT images. Spatial patterns of magnitude and 
variability of greenness showed the loss of green space due to urban encroachment between 1987 
and 1995. Gallo et al. (1995) demonstrated the use of AVHRR-derived NDVI, and the potential 
use of the Defense Meteorological Satellite Program sensor data for the estimation of urban heat 
islands. In an earlier study, Gallo et al. (1993) used NOAA-11 AVRHH derived data and NDVI 
to assess the UHI for the Seattle region. They compared vegetation index and surface 
temperature to observed minimum air temperature, showing that both NDVI and radiant surface 
temperature are significantly related to observed temperatures. However, the vegetation index 
accounted for a greater amount of the spatial variation observed in mean minimum temperatures.
Hais et al. (2009) tested different indices in order to identify differences in spectral 
response between two types of forest disturbance (clear cuts and bark beetle outbreak). They  
found the Normalized Difference Moisture Index (NDMI) and the green component (TC2) of TCT 
showed a high sensitivity to both types of disturbances, and forest regeneration. The NDWI was 
designed by McFeeters (1996) to suppress non-water features using the green and NIR bands, 
however, it does not entirely remove them. Xu (2006) modified the index to enhance water features
so they could be extracted from built-up terrain. The Modified Normalized Difference Water Index 
(MNDWI) uses the middle infrared (MIR) band in place of the NIR band in the equation. SAVI 
was developed to remove background soil noise that reflects through tree canopy from 
underneath (Huete 1988). It reduced soil noise considerably, but the he soil adjustment factor 
was a fixed constant, which required prior knowledge of vegetation density. Qi et al. (1994) 
developed MSAVI, which included an iterative function for the soil adjustment factor so that it 
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was self-adjustable. Though the purpose of the modification worked, the signal to noise ration 
was higher than the original SAVI. The subsequent modification, MSAVI-2, does not need an 
empirically determined soil line.
Impervious surfaces have unique thermodynamic properties that contribute to the overall 
shape and intensity of UHIs, and they play a central role in determining environmental quality. 
Extracting ISA estimates from satellite data is commonly used to determine LULC, and thus it 
has become a valuable tool for urban planning and environmental management (Julien et al. 
2011). Lu and Weng (2006) used the Landsat thermal infrared band in order to separate pervious 
from impervious surfaces, based on their distinct thermal response. This method has been 
employed in other studies that combine LULC and LST to create image masks in order to 
effectively estimate ISA (Weng et al. 2009). There are many methods for extracting ISA: multiple 
regression analysis (Bauer et al. 2004), subpixel classification (Ji and Jensen 1999), spectral 
mixture analysis (SMA) (Phinn et al. 2002), and LSMA (Wu and Murray 2003). The subpixel 
analysis methods above have returned good results, but they are computationally intensive, time 
consuming, and sensitive to user error. Furthermore, inherent problems with geocorrection 
methods applied to the raw data can give poor results. Using the same band math as NDVI, Zha et 
al. (2003) developed a new spectral index, the NDBI, in order to automate the process of mapping 
urban areas. The authors noted the NDBI has the same type of limitations as other spectral indices, 
but had an accuracy level of 92.6%. It fared better when compared to seven tests of the supervised 
classification method using the maximum likelihood algorithm. However, no accuracy percentage 
was given for the supervised results.
Chen et al. (2006) developed a new spectral index to extract bare land cover, the 
Normalized Difference Bareness Index (NDBaI), in order to study the relationship between UHI 
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and land cover changes. Since the NDBaI  uses band 5 (MIR) and band 6 (TIR) of Landsat, an 
extra processing step was required in order to convert the TIR band to at-satellite brightness 
temperature. NDVI, NDWI, and NDBI enhanced images were used to create three LULC types: 
vegetation, water, and built-up area. The mean temperature of every LULC type was calculated 
and then analyzed for their relationships with UHI. They found the UHI intensity had increased 
and changed with seasons, where urbanized areas had more than doubled. Unexpectedly, they 
found negative correlation and wide variations of temperature, which might be due to the 
physical characteristics of soil in barren areas. Lastly, NDBI was used in order to accurately 
analyze the correlation between the density of built-up areas and its temperature, the results of 
which showed their relationship were statistically significant.
Three experimental indices developed for enhancing built-up areas were tested for this 
study. The first one is the Index-based Built-up Index (IBI) developed by Xu (2008a), who used 
three thematic indices rather than the original image bands to create the index. The IBI is 
comprised of a combination of NDVI, NDBI, and MNDWI, each of which must be rescaled from 
0-255 to convert the negative values of the indices into positive values. In a subsequent work, Xu 
studied the impacts of 20 years of urban expansion in the Jinjiang Estuary Area of Fujian, China, 
and the development of UHI using the IBI. The results showed the IBI effectively enhanced the 
built-up land allowing its relationship to temperature to be analyzed quantitatively. Xu found that 
the built-up areas had a positive, exponential relationship with LST, suggesting the increase in 
built-up land percentage could “exponentially accelerate the LST rise” (2008b). Xu et al. (2009) 
investigated urban expansion and heat island development in the Quanzhou region of China, 
again using the IBI to enhance built-up features. The Urban-heat-island Ratio Index (URI) was 
used to assess the UHI by “quantitatively comparing the UHI difference in different years based 
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on the ratio of UHI area to whole city area.” They found the UHI expanded in general with some 
areas showing extreme increases. 
Xu (2010) developed the Normalized Difference Impervious Surface Index (NDISI) to 
examine the impact of impervious surface on the UHI effect. This index uses the TIR band, green 
band, NIR band, and MIR band. Preliminary experiments showed impervious surface features 
were mixed with water, so a water index, MNDWI, was used in place of the green band. This is 
supposed to eliminate the need for a water mask. Xu et al. (2011, 2012) used NDISI to study the 
impact of impervious surface development on land surface temperature in Xiamen, China from 
1989 to 2009. They found the impervious surface area increased seven-fold, and the LST had a 
positive exponential relationship with impervious surface. 
Deng and Wu (2012) developed the Biophysical Composition Index (BCI), the third  
experimental index tested in this study. It was designed to separate impervious surface from soil, 
and the authors claim it produces better results than the indices above. The index is derived from 
the first three components of the TCT, where TC1 = brightness, TC2 = greenness, and TC3 = 
wetness are normalized and renamed H = high albedo, V = vegetation, and L = low albedo. The 
authors tested BCI with Landsat TM, ETM+, IKONOS, and . The found NDBI and NDISI did 
not work well for their study area, possibly due to the very small size of the city adjacent to a 
lakefront, and the effects of advection. Compared to the other indices, the authors asserted that 
BCI had the “closest relationship with impervious surface abundance, with statistically 
significant and highest correlation coefficients at all three spatial resolutions.”
Two common orthogonal transformations used in remote sensing are PCA, and the TCT. 
PCA is a multivariate analysis technique used to reduce feature space dimensionality by 
replacing redundant data in the original set with a synthetic set that has zero covariances. The 
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new principal components, which now have new axes, account for most of the variance in the 
original data imagery. PCA is based on either a correlation or a covariance matrix, each with 
different eigenvectors. Li and Yeh (1998) demonstrated a way to reduce errors of overestimation 
of land use change by stacking images and building the signatures of classes simultaneously 
while performing PCA. They found the stacked method (Kappa=0.87; overall accuracy=0.93) is 
better than the conventional method (Kappa=0.66; overall accuracy=0.83). Zhong and Wang 
(2006) found that PCA could not effectively decorrelate higher order redundancies of multi-
temporal images because they are relatively constant, while the regions of low correlation change 
significantly with time. They therefore developed the Independent Component Analysis (ICA) in 
order to separate change information in independent components by reducing the 2nd-order and 
higher order dependencies.
TCT was originally developed to be used with the four bands of Landsat MSS imagery 
(Kauth and Thomas 1976). This transformation is often preferred for change detection because it 
is possible to compare component images using imagery from different times of the year or 
different areas. The axes rotate to know locations: brightness (TC1), greeness (TC2), yellowness 
(TC3), and nonesuch (TC4), the last being related to senescent vegetation and atmospheric 
conditions, respectively. In more recent studies using TCT and Landsat TM and ETM+, only the 
first three components are utilized (Huang et al. 2002). Zhang and Ban (2010) used TCT to 
detect impervious surfaces in order to match them with the urban feature space within the V-I-S 
model by Ridd (1995). They performed direct change detections using TC1 and TC2 of the years 
1979 and 2009, and subsequently an ISODATA classification was performed on the changes. 
Though the Kappa and overall accuracy was higher with the direct change detection 
(Kappa=0.84, overall accuracy 91.0%) , the images in Figure 11 (see page 314) indicate the 
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ISODATA method (Kappa=0.80, overall accuracy 88.3%) was better for detecting impervious 
surface sprawl. Then they combined the two methods and achieved a slightly higher accuracy 
(Kappa=0.86, overall accuracy 92.5%)  than direct change detection.
2.3.4 Imagery-Based Land Surface Temperature Measurement
This section of the literature review contains examples of UHI studies that employ 
thermal remote sensing methods. These studies examine LST patterns and changes with regard to 
land use (Foody 2002), the impacts of urbanization, and environmental changes (Chen et al. 
2006). Several TIR sensors are capable of capturing surface temperature data (Sobrino et al. 
2008), including TM and ETM+ (Chander et al. 2009), and ASTER (Nichol 2005), which have 
been utilized extensively to derive LSTs in order to study UHIs. TIR sensors capture surface heat 
at the canopy layer: ground-level, screen level (approximately 1 to 2 meters), zero-pane 
displacement (2 to 4 meters), roof-top, and bird's-eye views (Voogt and Oke 1997). UHI studies 
that use satellite-based sensors to derive LST are, in reality, examining surface temperature 
patterns (Nichol 1996). Nevertheless, LST analysis and remote sensing data have been integral to 
environmental studies for a long time (Dash et al. 2002), many of which focused on the 
relationship between LST and vegetation abundance (Owen et al. 1998; Weng et al. 2004).
LST has been calculated in three ways, from simple to complex: 1) referenced to blackbody
(perfect emitter with the value of 1) only, 2) contribution of emissivity (values of less than 1), and 
3) atmospheric correction and emissivity vales as inputs (Vidal 1991). LST results derived from a 
only a blackbody do not account for emissivity of Earth-based objects (Artis and Carnahan 1982). 
Though the second method does not include local atmospheric effects, according to Brunsell and 
Gillies (2002), “Any methodology for estimating emissivity is certainly better than an assumption 
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that every surface is a perfect emitter. Natural surfaces are not perfect emitters, and therefore have 
an emissivity value of less than one... any correction that reduces emissivity to a more realistic 
value is reducing error.” Typical emission values can be found in several studies (François and 
Ottlé 1996; Schmugge et al. 2002; Lo and Quattrochi 2003).
The thermodynamic properties of surface features play an essential role in determining 
the spatial distribution and magnitude of UHIs, and are important to urban climatology in 
general. Kwartenga and Small (2005) compared the thermal characteristics of Kuwait and New 
York City, demonstrating the cost effectiveness of using ETM+ imagery for a variety of urban 
studies including: land cover classification, the distribution of surface temperatures of vegetation 
and the built environment, energy flux, and surface atmosphere exchange. Small (2006) also did 
a comparative analysis of urban reflectance and surface temperature. Kwartenga and Small 
(2010) examined the effect of urbanization on vegetation and surface temperature, two 
environmental conditions that can be accurately measured by satellite-based sensors, with regard 
to human health issues, and how it ties into other factors such as: global population increase, 
urban density and expansion, large-scale disasters that affect cities, and the needs of urban and 
environmental planners for monitoring all of the above. They pointed out the synoptic view 
provided by space-borne sensors is a vital compliment to ground-based observations, thereby 
providing a coherent and comprehensive assessments needed for the analysis, prediction, and 
mitigation of long-term effects. The author concluded that since satellite measurements are 
recorded only at particular times, this makes the data suitable for comparative studies over long 
time periods, and that the UHI effect is “dynamic over a 24-h period.” This latter point 
demonstrates the strength and utility of satellite-derived data for UHI research. Even though air 
temperature measurements recorded by fixed hygrometers have high temporal resolution, and in 
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some cases very long data records, they cannot simultaneously capture the continuous surface of 
an entire city.
In contrast to UHI results based on the measurement of air temperatures, Weng et al. 
(2004) demonstrated that UHI intensity is highest in the daytime during the summer, and lowest 
at night, a finding that contradicts UHI results based on air temperature measurements. They 
profiled the UHI of Indianapolis City, Indiana by estimating the relationship between LST 
vegetation abundance using the vegetation fraction method derived from a spectral mixture 
model based on a single ETM+ image from the year 2000. This method involves splitting the 
image into three fraction images (green vegetation, dry soil, and shade) using the constrained 
least-square solution, which were then used to create land cover classification based on a hybrid 
classification procedure combining maximum likelihood and decision tree algorithms. According 
to the authors, “the fractal dimension of these transects was estimated using the divider method,” 
where “the total length of a curve/transect is plotted against the step size in a log – log form,” 
and the slope of the resulting regression mode is used to estimate the “fractal dimension D”. 
Resultant variations in the imagery delineated the spatial patterns of urban heat islands, and the 
research produced a more efficient method for tying vegetation abundance to the radiative, 
thermal, and moisture properties that determine LST. In order to insure accuracy, geometric and 
radiometric correction was applied to the images.
A similar UHI study by Singh and Bajwa (2007) analyzed the rapid urbanization process 
of northwest Arkansas, covering a ten-year period from 1996 to 2006, and the overall effect of 
vegetation and urbanization on LST. They found that rapid urbanization leads to an increase in 
LST and deterioration in environmental quality, and “ultimately global warming.” They used TM 
data and the NDVI algorithm to show how the rate of increase in the urban area altered the 
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springtime temperature distribution, and the mean temperature difference between urbanized 
areas and forest had increased over a ten year period. They found NDVI is a good indicator of 
vegetation abundance, and a significant factor in controlling LST measures. Unlike the study by 
Weng et al., the LST was derived from the thermal band, and then compared to multiple time 
periods to account for atmospheric affects. 
Xian and Crane (2006) used TM and ETM+ data to analyze the urban thermal 
characteristics of a Tampa Bay watershed in west-central Florida, and the Las Vegas valley of 
southern Nevada. Sub-pixel impervious surface areas were mapped for both areas in order to 
define urban-rural boundaries and urban development densities. They found that qualitatively-
based urban land use and development density data can be used to identify urban surface thermal 
characteristics and patterns, and impervious surfaces are strongly correlated with thermal effects. 
Additionally, the quantification of thermal patterns, urban land use, and development intensity is 
aided by utilizing urban impervious surface and vegetation canopy coverage. Li et al. (2004) 
used TM and ETM+ imagery  to derive LST over a watershed area in Iowa by using the visible 
and near-infrared bands to estimate fractional vegetation cover, which in turn was used to 
estimate emissivity for the thermal bands. The LST spatial variation and its change with scale 
revealed “significant implications for changes in land surface flux estimation between higher-
resolution Landsat and regional to global sensors such as MODIS.” In order to convert 
brightness temperature to kinetic surface temperature, a requirement for obtaining emissivity 
data, ASTER data were used, as the desired methods were not applicable to Landsat’s TIR band. 
An emissivity comparison between fractional vegetation cover and ASTER data was performed. 
It should be noted that when ASTER channels 13 and 14 are combined, they have a similar 
wavelength bandwidth to the TM and ETM+ TIR bands, respectively.
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Hartz et al. (2006) studied a suburban neighborhood climate in Phoenix, Arizona by 
linking the coarse scale of nighttime ASTER imagery data to the fine scale of daytime in situ 
data collected using a hand-held spectrometer. They found that satellite images effectively show 
surface urban heat islands in urbanized areas, but it was difficult to link LST to actual ambient 
temperatures because microclimates vary tremendously over very short distances in urbanized 
settings. Owens et al. (1998) used AVHRR imagery and a vegetation index, correlated to a 
percentage of urban land cover obtained from a supervised classification of Landsat TM imagery, 
to assess regional-scale climatic impact of urbanization by examining using two land cover 
parameters: fractional vegetation cover and surface moisture availability. Stathopoulou et al. 
(2004) also used AVHRR images to map urban heat islands in coastal Greece. They determined 
that LST is a significant parameter for assessing the spatial distribution and intensity of UHI.
Three LST retrieval methods have been developed for Landsat data: 1) mono-window 
algorithm, 2) single-channel algorithm, and 3) radiative transfer equation. While all three have 
produced good results when applied to the TIR band of Landsat data, the latter is not available 
without in situ, time-sensitive atmospheric radiosonde data. Qin et al. (2001) found the mono-
window method can achieve better results than the single-channel algorithm if radiosonde data is 
applied, and chose this method for the Landsat data, and split-window algorithm for the ASTER 
data in their study . In order to retrieve LST from Landsat band 6, the mono-window algorithm 
requires just three parameters: emissivity, transmittance, and effective mean atmospheric 
temperature. The LST retrieval results from both Landsat and ASTER were comparably good, 
though the authors recommended further tests of the methods, including in situ measurements. 
The three LST retrieval methods mentioned above were reviewed by Sobrino et al. (2004), one 
of which used a split-window method (Sobrino et al. 1996), and included their single-channel 
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method (2003), as well as the mono-window method by Qin et al. (2001). Sobrino et al. Found 
their new algorithm showed an improvement over the other methods, and nearly as good as Qin's 
more complex radiative transfer equation, LST retrieval method. Gillespie et al. (1998) 
developed the temperature/emissivity separation method or (TES algorithm), which requires 
radiosonde atmospheric probes and Reagan Sun Photometer measurements used to calibrate the 
three ASTER images captured over Castaic Lake and Lake Tahoe, California, and the south coast 
of Hawaii in 1994, 1995, and 1998. Though TES was found useful for emissivity and LST 
retrieval, the improvements were constrained by the inherent limitations of the instrument.
The methods for deriving LST from Landsat data imagery have become more streamlined 
in recent publications, often very brief. However, the inclusion of a software platform as a key 
feature of the publication, and its explicit use with regard to modeling UHI, is a welcome 
enhancement to the body of literature. From a practitioner’s standpoint, especially researchers 
with limited experience using such specialized and complex software, the next series of studies 
are very useful. Sun et al. (2010) presented three possible methods for deriving LST from ETM+  
imagery in order to characterize the UHI of the Pearl River Delta Region in South China. They 
measured the change in UHI, more specifically the heat fluxes that characterize LST, by 
processing two images, one captured on October 13, 1990 and the other on September 14, 2000, 
using ERDAS Imagine image analysis software. They presented a “direct and systematic model” 
in order to simplify the processes  for retrieving LST from Landsat imagery by building a UHI 
profile using the Model Maker feature in ERDAS Imagine. Liu and Zhang (2011) studied the 
correlation between LST and NDVI using TM and ASTER data to analyze the UHI effect on 
Hong Kong, China. They used the layer stacking method, a processing tool in ERDAS Imagine 
software, in order to combine the single-band images into a multi-band image for the TM image, 
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and performed geometric correction and subset clipping for both the Landsat and ASTER 
images.
Sun et al. (2010) reviewed works by Weng (2001, 2003), and Kato and Yamaguchi 
(2005), and found that “all the results indicate that LST are in a great correlation with city 
evolution,” and “The Spatial Modeler module in ERDAS Imagine software provides a powerful 
tool to accomplish most image processing functions.” The LST retrieval process has seven steps: 
1) digital number conversion to spectral radiance, 2) conversion of spectral radiance to at-sensor 
radiance, 3) calculation of NDVI, 4) calculation of emissivity, 5) calculation of LST, 6) 
normalization of the difference, and 7) retrieval of an urban heat matrix. The three variables 
required in order to execute the mono-window algorithm are: 1) emissivity, 2) transmittance, and 
3) effective mean atmospheric temperature. They found that the mono-window method, in 
combination with the ERDAS Imagine software features, was effective for estimating the 
impacts of urbanization. They asserted it is capable of providing comprehensive information 
regarding the growth of UHIs, with “an improved computing efficiency to finish the process in 
one-step rather than intricate input and output operations.”
2.3.5 Imagery-Based Change Analysis
Change analysis plays a central role in most environmental studies, whether they focus on 
soil erosion, leaf senescence, or impervious surfaces vs. vegetation cover, all of which deal with 
process and sequence. Estes et al. (1980) pointed out the capabilities of remotely sensed data for 
broadly and consistently viewing objects and phenomena over space and time, and how this is 
important to geography and other disciplines. The fact that remotely sensed data can be used to 
show distributions lends itself to several types of research. Change detection analysis and 
techniques are commonly applied in studies on urban, rural, forest, and marshland environments 
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(Singh 1989; Coppin and Bauer 1996; Mas 1999; Lu et al. 2003). Change detection and analysis 
will be used for this study, as it is an effective tool for examining urban environmental problems.
Though image differencing, principal component analysis, and post-classification 
comparison are still the most common methods used for change detection, more recently, 
spectral mixture analysis, new algorithms, artificial neural networks, and the integration of 
geographical information system with remote sensing data are being explored (Lu et al. 2003). 
Several of these newer methods have produced slightly higher accuracy results, when conditions 
were optimal. However, they are computationally intensive, difficult to implement, and time 
consuming. Using  TM images of Salt Lake City, Utah, Ridd and Liu (1998) compared four 
different change detection algorithms: image differencing, image regression, TCT, and Chi-
square transformation. They concluded TM band 3 regression had the most accurate change 
results, but all of the methods were equally good for the most part. Hayes and Sader (2001) 
compared three different change detection techniques for determining forest clearing and 
vegetation regrowth in Guatemala’s Maya Biosphere Reserve: NDVI differencing (NDVI-DIFF), 
PCA, and red, green and blue color composite of NDVI (RGB–NDVI). They found the RGB–
NDVI classification method was superior, producing the highest Kappa (0.83) and overall 
accuracy (85%), NDVI-DIFF (Kappa=079, overall accuracy=82%), and  PCA (Kappa=0.69, 
overall accuracy=74%). While the NDVI-DIFF method had acceptable results, the RGB-NDVI 
method utilized unsupervised classification, which means the analyst does not have to go through 
the difficult process of setting threshold of change and no-change. Another important difference 
is the RGB-NDVI method uses three image dates instead of two, which reduces processing steps 
if several images are compared. Similar to an earlier study (Wilson and Sader 2002), Sader et al. 
(2003) used the RGB-NDVI change-detection method for analyzing five dates of satellite 
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imagery of the subboreal Acadian forest in northwestern Maine. They calculated NDMI and then 
compared RGB-NDVI with RGB-NDMI. The latter was more successful in detecting the 
difference between partially cut forest and no forest cuts, which improved the overall change 
detection accuracy.
Change detection methods that utilize remotely sensed data are widely employed for 
assessing the impacts of natural disasters, such as weather events involving tropical cyclones. 
The development of remote sensing technology has had profound affect on our ability to measure 
and monitor growth and intensity of cyclones more accurately and within real time frameworks 
(i.e. minute-by-minute observations). Those responsible for responding to weather events before 
and after they occur, e.g. meteorologists at NOAA, have at their disposal an evolving set of 
technologically advanced tools with which to analyze and predict cyclone behavior. Though the 
science of meteorology, in general, relies on observation and mathematical models, it has been 
increasingly reliant on new technology and requisite methods. Hurricane impacts are studied in 
conjunction with other issues regarding coastal erosion, water quality, and long-term processes 
that are the purview of coastal managers and environmental planners, for example. City planners, 
stormwater managers, and meteorologists can monitor and assess the damages of tropical 
cyclone impacts much faster and with greater precision by using various GIS-based products, as 
well as model and forecast future storm events.
Ramsey et al. (2001) combined AVHRR and TM data to create an empirical model for 
relating forest type and hurricane-impact distribution along the Atchafalaya River basin of 
coastal Louisiana. This model calculated wind speed and duration in order to explain the 
variation of hurricane damage among forest types. The results demonstrated that the estimated 
impact for each forest type was highly correlated to the duration and speed of extreme winds. 
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Rogers et al. (2009) used pre- and post-storm NDVI data derived from TM images to determine 
changes in Weeks Bay Reserve, Alabama after hurricane Katrina. They showed a 49% decrease 
of vegetation in September 2005 after the storm when compared to a pre-storm image from 
March, noting that this change occurred 100 km away from where hurricane Katrina made 
landfall, thus illustrating the magnitude of the storm. Though it did not receive the full brunt of 
the storm, the estuarine emergent wetland had the highest biomass loss at approximately 62%, 
showing its sensitivity to the effects of storm surge compared to other habitats. Bianchette et al. 
(2009) also used TM  images to assess damage to barrier island and shoreline vegetation. 
Coupled with in situ data, they found that 44% of the vegetation was destroyed near Gulf State 
Park, with some areas sustaining greater than 50% tree mortality, especially in low lying areas. 
The analysis demonstrated that storm surge flooding killed more trees than the wind.
The remote sensing methods above are now mainstream procedures used for numerous 
applications, especially large-scale damage assessments after natural disasters. Myint et al. 
(2008) emphasized the utility satellite image analysis as an “investigative aide to researchers” 
because of its capability for use in repeated independent analysis, and as a verification tool for in 
situ damage assessment. The usefulness of satellite data is enhanced by the fact it can be used 
long after a disaster has happened and manipulated using standard mathematical techniques. 
Several U.S. states share a coastline that requires attention to a wide variety of unique ecological 
issues, from the impacts of commercial oil production to deltaic wetland loss, etc. In addition, 
these coastal areas are directly impacted by tropical cyclones, which have been projected to 
increase in intensity due to global climate change (Emanuel et al. 2008; Bender et al. 2010; 
Knutson et al. 2010; Zwiers et al. 2013), thus causing more widespread and severe damage. The 
latest succession of intense tropical cyclones impacting the Northern Gulf Coast over the last five 
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years included: Ivan (2004), Katrina and Rita (2005), Gustav and Ike (2008), and the seasonally 
late November 4th hurricane, Ida (2009). Fortunately, Ida decreased to a tropical storm by the 
time it reached the Alabama coast. Each weather event brought to bear pressing issues regarding 
public safety, economics, government, disaster recovery, and the environment, many of which 
persist to this day. In a sense, the Gulf of Mexico is under constant attack by tropical cyclones, 
and the humans who are affected will continue to respond in a variety of ways.
Since weather stations, tide and river gages, and other indicators (high water mark 
surveys) are still not adequately distributed to give a complete picture of tropical cyclone events 
(Neidoroda et al. 2007), remotely sensed data from airborne and space-based platforms is vital 
for filling data gaps. As with storm intensity, the damage costs have increased, including physical 
damage to buildings, infrastructure, and ecosystems, loss of revenue, and higher insurance rates. 
According to Pompe and Rinehart (2008), three of the ten most vulnerable coastal cities are 
located near the Gulf of Mexico: New Orleans, Miami, and Tampa, and therefore encourage 
adaptive measures “through market signals and government policies” to protect wetlands areas 
that act as a buffer against hurricanes, limiting storm damage. In order to predict storm events 
and quantify the resultant structural and environmental damage, scientists and emergency 
managers need continuous data such as those provided by satellite-based sensors (Klemas 2009).
Mitigating the effects of UHI can improve many aspects of life, as it reduces heat related 
illnesses and improves physical comfort for humans and other life forms. More recently, UHI  
research has expanded to include how its effects impact human health and comfort (Thom 1959, 
Kalkstein and Valimont 1986; Kalkstein and Smoyer 1993; Jackson 2003; Galea and Vlahov 
2005; McGranahan 2007; Silva et al. 2010), how mitigation reduces energy consumption (Bretz 
et al. 1997; Akbari 2001; Hay et al. 2011), and stress on power utility networks (Sailor 2004). 
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Potential solutions have been explored regarding architectural design (Huang et al. 1987; Givoni 
1998; Pearlmutter 2007), and creating new living spaces while restoring previous sustainable 
habitats in order to mitigate UHI effects. UHI mitigation also reduces water consumption 
(Guhathakurta and Gober 2010), increases evapotranspiration (ET) and improves vegetative 
health (Melesse et al. 2007), and it has the potential to increase property values while making the 
environment more aesthetically pleasing. It can also reduce the effects of flooding (Baik et al. 
2001; Shepherd and Burian 2003; Shimoda 2003), and it may have a measurable impact on 
global climate change (Warrick and Farmer 1990; Arnfield 2003). Rizwan et al. (2008) presented 
broad categories of potential mitigation measures related to: 1) Reducing anthropogenic heat 
release, 2) green roof designs, and 3) design factors that increase albedo, and photovoltaic 
canopies. Sailor (1995) found that increasing albedo by 0.14 could lower peak summertime 
temperatures by 1.5° C in Greater Los Angeles. So, painting rooftops white has the potential of 
being a low-cost mitigation measure.
Though most recent urban planning and building practices promote the use of the latest 
materials in smart growth designs and ideal models of sustainability, several researchers have 
found that the most effective method of mitigation is to plant more shade trees and increase 
overall vegetative cover (Spronkin-Smith 2000; Kikegawa et al. 2006). This does not preclude 
the use and combination of methods for UHI mitigation. However, it may be the single most 
important method to cost-effectively reduce the effects of UHI, while also improving other, 
related environmental conditions. Indeed, many cities do not have sufficient funds in their fiscal 
budgets to pay for infrastructure improvements that utilize new building materials, whereas a 
tree-planting campaign in combination with a tree stewardship program may have the greatest 
and most rapid impact on reducing UHIs. Nevertheless, a consequence of the loss of green areas 
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in an urban environment is an increase in the UHI effect. For example, the rapid increase of 
population in Singapore led to converting green areas into public housing (Tso 1996). Regarding 
Singapore, Wong and Yu (2005, 548) stated, “Green areas are actually the ecological measure to 
combat the problems of the concrete jungle.” The methodology of their UHI study of Singapore 
was based on a combination of previous work done: Saito (1990); Kawashima (1990); Jauregui 
(1990); Sonne and Vieria (2000); Avissar (1996); and Honjo and Takakura (1990).
Walz and Hwang (2007) researched shade trees as a barrier between solar radiation and 
impervious surfaces for the City of Huntington, West Virginia, examining the influence of 
vegetation on temperatures. They discovered that even after a full night of cooling, exposed areas 
were still significantly warmer than shaded areas. They employed numerous methods during 
their research such as vegetation indices, and image interpolation. Melesse et al. (2007) reviewed 
the application of remote sensing in urban studies including, hydrological modeling, watershed 
mapping, energy and water flux estimation, fractional vegetation cover, impervious surface area 
mapping, urban modeling and drought predictions based on soil water index, etc. An indicator of 
the degree of urbanization and urban environmental quality, impervious surfaces are estimated 
and mapped by using various methods: image classification, multiple regression, sub-pixel 
classification, artificial neural network, and classification and regression tree algorithm.
UHI research has become increasingly important in the field of urban planning and 
environmental management (Oke 1988; Stone and Rogers 2001; Clifton et al. 2008). Santana 
(2007) investigated the applicability of ETM+ imagery in order to extract environmental data of 
interest for urban planners in Cali, Colombia. The imagery data was used to estimate LST and its 
relationship to NDVI and the Leaf Water Content Index (LWC). He found a strong relationship 
between LST and NDVI, and between LST and LWC. An analysis of variance showed 
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statistically significant differences in the averages of LST, NDVI, and LWC among 
neighborhoods, depending on the architecture and distribution of vegetation. Results indicated 
that areas with high-density housing and deficient urban design, and those with commercial 
establishments had statistically lowest NDVI and LWC means, and higher LST means. 
Conversely, neighborhoods with a higher density of vegetation had higher NDVI and LWC 
means, and lower LST means. He then classified neighborhoods according to lower or higher 
LST in order to assist future “greening campaigns” for those neighborhoods with the lowest level 
of NDVI or LWC.
Urban forestry, the planning, planting, and protection of trees in an urban location, is 
important not only for aesthetic and economic reasons, e.g. beautification projects, increased 
property values, privacy issues, energy consumption, but it is also linked to a wide range of 
observed conditions of interest to scientists and policymakers alike. Trees reduce local air 
temperatures and ozone concentrations, filter airborne particles, and have the capacity to reduce 
UHIs, providing both “economic and ecological benefits” (Jensen et al. 2005). Several UHI 
studies conducted in the past two decades have demonstrated the correlation between vegetation 
and reduced temperatures, and how urban forests mitigate the effects of UHI (Lo et al. 1997; 
Quattrochi and Ridd 1998; Streutker 2002). Most studies concentrated on determining the health 
and spatial distribution of urban forests, as well as species type and properties potentially useful 
for mitigating climate-related health hazards (Jensen 2000). Other studies have demonstrated the 
links between local economy and ecology (Nordhaus 1991; Mixon 1994; Pickett et al. 2001, 
Pickett and Cadenasso 2002), and impacts on the urban ecosystem (Arnfield 2003; Mikami 2003; 
Wong and Yu 2005), and when these impacts occur at different geographic scales (Grimmond 
and Oke 1999; Parson et al. 2003; Stathopoulou et al. 2004; Engel-Yan et al. 2005).
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The collection of studies discussed in this review of literature provided several examples 
of the procedures and outcomes of UHI studies that applied methods for estimating and 
quantifying the abundance and distribution of vegetation, change detection, and specific methods 
required to process and analyze digital data imagery derived from satellite-based sensor 
platforms. Researchers have used a variety of methods and data sources in order to examine the 
UHI effect, as well and as the physical processes, or “mechanics” of the UHI phenomenon, many 
of which relied on satellite-based, remotely sensed data, and specific techniques used to prepare 
and analyze them. Most relevant to this study are those that demonstrated the use of TM data 
imagery, and concomitant methods used to process them. After completing the review of 
literature, it appears there is trend in urban remote sensing research of an awareness of the end 
users, and the practical application of information; several authors recognize that urban planners, 
who are interested a rapid, “synoptic means for extrapolating local detailed measurements to a 
regional context,” are becoming increasingly interested in the capabilities of remote sensing 
(Ramsey 2003). Lastly, geospatial scientists are currently focusing on solving problems of scale, 
e.g. how to scale both local and large scale data together, how to characterize internal pixel 
heterogeneity without the support of ancillary or in situ data (Wu and Li 2009), and how to 
effectively examine processes across scales (Goodchild and Proctor 1997; Urban 2005).
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3. METHODOLOGY
3.1 Introduction
The methods and techniques chosen for this project were used to collect, rectify, process, 
and analyze satellite-based remotely sensed data in order to examine the UHI effect on New 
Orleans based on surface UHI measurements or surface heat island (SHI), the land surface 
temperature-vegetation abundance relationship, the exposure of artificial surfaces and soil in 
damaged and inundated areas, the classification of surface features, and land cover change. 
Landsat 5 Thematic Mapper (TM) data imagery were used to derive land surface temperature, 
land cover classifications, and spectral indices in order to indicate the changes to the local UHI 
using change detection (CD) techniques. Aerial imagery, historical weather data, and in situ data 
were used to verify results and validate the methods. However, it should be noted that using LST 
as a measure of UHI has several methodological, technical, and logistical limitations: sensor-
based limitations, technological problems, sources of error, and the nature of the study itself, 
including choice of methods and techniques, scope, complexity, dimension, and location.
The decision was made to collect as much cloud-free data as possible, going back to the 
beginning of the TM acquisition period until the satellite was decommissioned. This allowed for 
an attempt to capture the more subtle effects of hurricane Andrew (1992), and hurricanes Isadore 
and Lili (2002), as they did not impact the City nearly as much as Katrina. Hurricane Betsy 
(1965) would have made a good comparison if there were multispectral data imagery, and 
hurricane Isaac (2012) occurred after the TM sensor failed in the November 18 th, 2011. The 
planned field campaign was largely abandoned once the TM sensor failed, however, a few days 
of mobile weather and skin surface sampling was conducted during a ETM+ overpass. Even 
though the ETM+ sensor can only capture approximately 80% of data due to an irreparable 
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malfunction of the Scan Line Corrector (SLC) that occurred on May 31st, 2003, it was used with 
field data as preparation for future Landsat 8 overpasses. The SLC error results in black lines 
across the images representing zero values requiring special processing to correct the images 
(Jensen 2005). The inclusion of a few ETM+ images extended the study period until October 
2012. Of the one hundred and twenty-seven TM images that were collected, thirty-two were 
used, and of the fifty-one ETM+ images collected, only seven were used, three of which were 
used for gap-filling (Table 3.1).
TM ETM+ Additional Information
29-SEP-1984 Fall – Clouds to west of study area – very hazy
31-AUG-1985 Summer – Compare to August 2005 and September 2011
01-MAY-1987 Spring – Compare to 1993 and 2001
08-OCT-1987 Fall – Compared to October 2003, 2005 and 2010
28-JAN-1988 Winter – Compare to February 1988
13-FEB-1988 Winter – Compared for measuring 2 week difference
05-OCT-1992 Fall image after Hurricane Andrew
25-JAN-1993 Post-Andrew Winter – Compared to January 1988 image
17-MAY-1993 Post-Andrew Spring – Compared to May 1987 image
01-SEP-1997 Summer – Compare to 1985 and 2002
03-OCT-1997 Compared to image after Katrina
26-JAN-1999 Winter – Compared to January 1988 and February 2005
23-MAY-2001 Spring – Compared to May 1993 and 2003
07-NOV-2001 Fall – Compared to October 2005
15-SEP-2002 Before Hurricanes Isadore (September 26th, 2002) and Lili
17-OCT-2002 Fall – After Hurricane Lili (October 3rd, 2002)
29-MAY-2003 Spring – Compared to May 2001
04-OCT-2003 Fall – Compared to October 1987, 2005 and 2010
11-FEB-2005 Winter – Compared to March 2006 and February 2011
22-AUG-2005 Summer – Before Hurricane Katrina
07-SEP-2005 Summer – After Hurricane Katrina
10-OCT-2005 Fall – After  Hurricane Katrina
17-OCT-2005 Fall – After  Hurricane Katrina
02-NOV-2005 Used as gap fill for 17-OCT-2005
02-MAR-2006 Winter – Compared to February 2005 and 2011
06-JUN-2006* Spring – Compared to May 2003
26-SEP-2006 Fall – Compared to October 2005 and 2008
05-MAR-2007 Winter – Compared to March 2006
12-AUG-2007 Summer – Compare to 2005 before Hurricane Katrina
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TM ETM+ Additional Information
01-OCT-2008 Fall –  Hurricane Gustav compared to 2005 and 2010
02-SEP-2009 Summer – Compare to 2005 and 2011
07-OCT-2010 Fall – Compared to October 1987, 2003 and 2005
15-OCT-2010 Fall – Compared to October 2005 and 2012
02-DEC-2010 Used as gap fill for 15-OCT-2010
12-FEB-2011 Winter – Compared to February 1988 and March 2006
04-JUN-2011 Spring – Compared to May 2001 and June 2006
08-SEP-2011 Summer – Compare to August 2005 before Katrina
20-OCT-2012 Fall image after Hurricane Isaac
21-NOV-2012 Used as gap fill for 20-OCT-2012
Table 3.1 – Landsat Data Imagery Collected for Study: 1984–2012. *Clouds present in image. All 
other images have 0% cloud cover. 
Ancillary GIS data included shape and point files downloaded from the City of New 
Orleans GIS data portal: https://data.nola.gov, and from https://data.gov. These include: parcel 
level data, political and neighborhood boundaries, land use zones, and 2010 U.S Census. 
3.2 Imagery Data
 TM sensor data was chosen for this project because of its long and consistent record of 
data collection, its availability and ease of acquisition, and because there are several previous 
studies to serve as guides. A few ETM+ scenes were used with field data for validation purposes. 
Because these sensors have well-known limitations, in situ weather data, digital photographs, 
and aerial images were also collected, examined, and compared to the results obtained from the 
Landsat data. The results of the ETM+ data were compared to in situ air temperature data 
collected by a field hygrometer and data logger, and local weather station networks for the 
validation of methods. Pre-processing of the Landsat images included, layer stacking (combining 
the separate bands of data imagery into one file), radiometric normalization (to account for solar 
angle and atmospheric effects), image sub-setting (clipping the AOI from the entire scene), and a 
gap-filling technique used for the ETM+ images.
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ASTER and MODIS sensor data were also examined. ASTER NDVI emissivity values 
for the AOI were collected for input into the Landsat TM LST retrieval model. Several ASTER 
scenes were collected for the AOI and time period 2000-2012 (October only). The purpose for 
collecting this data is to compare surface temperature flux measured by the ASTER sensor to the 
Landsat TM scenes. Several MODIS 11A2 scenes were collected for the AOI and time period 
2000-2012 (October only). The purpose for collecting this data is to compare surface temperature 
flux measured by the  sensor to the Landsat TM scenes. No further processing of ASTER and 
MODIS imagery was performed during this project, but they can be used in future.
TM data imagery were used to derive surface temperature measurements, land cover 
classifications, and spectral indices, with knowledge that the sensor has well-known spatial and 
radiometric limitations. Table 3.2 shows the TM band characteristics and how they are best 
applied in research. For example, Band 6 is effective at detecting heat emitted from urbanized 
surfaces, and was therefore used for this study.
TM Bands Bandwidth Applications
B1 – Blue 0.45 – 0.52 um Penetrates water bodies; land-use, soil,
 and vegetation analysis
B2 – Green 0.52 – 0.60 um Green reflectance of healthy vegetation
B3 – Red 0.63 – 0.69 um Vegetation discrimination; 
delineation of soil and geologic boundaries
B4 – NIR 0.76 – 0.90 um Crop identification; 
delineates soil–crop and land–water boundaries
B5 – MIR 1.55 – 1.75 um Drought and plant health studies; 
discrimination between clouds, snow, and ice
B6 – TIR 10.40 – 12.50 Detection of urban heat islands and geothermal activity; 
vegetation classification and stress analysis; soil moisture studies;
B7 – MIR 2.08 – 2.35 um Discrimination of geologic rock formations; 
locating hydrothermal alteration in rock formations
Table 3.2 – Landsat 5 TM band characteristics adapted from Jensen (2005). Bands 1-3 are the 
visible bands, band 4 is the NIR, bands 5 and 7 are the MIR, and band 6 is the TIR.
The imagery used in this study was downloaded from two USGS data portals: 
http://glovis.usgs.gov, and http://earthexplorer.usgs.gov. Most of the images were cloud free, and 
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all are from the same location: path 22, row 39, UTM WGS84 Zone 15. The specific path and 
row data point return times can be tracked using the Landsat Acquisition Calendar at: 
http://landsat.usgs.gov/tools_acq.php. LandsatLook packages (.zip files), which contain two 
lower resolution (RGB, and TIR) images, and GIS shape files can be downloaded before 
downloading the much larger Landsat images (GeoTIFFs). These were used to screen out images 
that had anomalies not visible in the USGS download viewers, which saved time. A couple of 
partly cloudy images were downloaded after using the LandsatLook images because it was found 
the clouds were outside the AOI, but had been previously eliminated during the original search 
for cloud-free images.
3.3 Imagery Pre-Processing
Raw satellite data imagery must be pre-processed before image interpretation can take 
place because the atmospheric contribution to the recorded signals, as well as sensor errors, can 
lead to inaccurate image interpretation (Coppin et al. 2004). The processing routines were carried 
out by using a desktop work station with specialized software applications designed for data 
imagery manipulation, viewing, and storage. After data imagery was acquired and organized, it 
was decompressed and then imported into the software application environment ERDAS 
Imagine 2013. Landsat TM images, for example, were changed from image band “.TIF” files to  
ERDAS “.img” files, and layerstacked, where all of the separate image bands are bundled into 
one file, and then opened in an image viewer. The pre-processing steps of georectification and 
radiometric correction were skipped because the USGS already applied these corrections to the 
images using the cubic convolution method before archival. Since the thermal band 6 had to be 
processed separately from the visible bands (1-3), near infrared band (4), and middle infrared 
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bands (5 and 7), two methods of atmospheric correction were used: the single-channel method 
for band 6, and absolute radiometric correction for all other bands.
3.3.1 Atmospheric and Radiometric Correction of Imagery Data
The image-based, absolute radiometric correction method, dark object subtraction (DOS) 
was used for atmospheric correction of TM bands 1-5, and 7 because of its inherent advantages: 
no in situ atmospheric information is needed, it relies upon image parameters located in the meta 
data file such as, sun elevation, calibration coefficients, and acquisition date, it minimizes the 
spectral distance between dates, and is less computationally intensive than more complicated 
methods.
The improved DOS2 model, also called the cosine approximation model (COST), was 
used in this study. The improved model includes a correction of atmospheric transmittance 
through optical thickness (Chavez 1996). A modified version of the COST model was built in 
ERDAS Imagine 2013. The required inputs are Sun elevation, Earth-Sun distance, dark pixel 
values for each band (DNmin), and the path radiance (Lhaze). Sun elevation for each image is 
found in the image meta data file, Earth-Sun distance can be found in “Table 6” in the article, 
“Summary of current radiometric calibration coefficients for Landsat MSS, TM, ETM+, and EO-
1 ALI sensors” (Chander et al. 2009). The DNmin is determined by examining the histograms for 
each band of each in a given image and finding the lowest value, or by using deep water bodies, 
and “Lhaze can be calculated by subtracting L1% from the at-satellite radiance of hazy objects” 
(Kim et al. 2012, 602). Conversion to Radiance formula (I) for Landsat TM from the Landsat 7 
Science Data Users Handbook (Irish 2000):
Lλ = Grescale (Qcal + Brescale)           (I)
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Where,
Lλ = Spectral Radiance at the sensor's aperture (W/m2 sr μm)
Grescale = Rescaled gain (see Level 1 product header) (W/m2 sr μm)
Brescale = Rescaled bias (the data product “offset” contained in header) (W/m2 sr μm)
Qcal = the quantized calibrated pixel value in DN
After DN conversion to radiance, the atmospheric correction can be calculated using the 
COST formula (II) (Chavez 1996; Lu et al. 2002):
R = π * D2 * (Lsensor - Lhaze ) / (TAUv * Esun * COS(θ) * TAUz)         (II)
Where,
R = Surface reflectance
π = Constant, 3.141592
D = Earth-Sun distance (AU)
Lsensor = Apparent at-sensor radiance
Lhaze = Path radiance
TAUv = Atmospheric transmittance along the path from the ground surface to the sensor
Esun =  Exo-atmospheric solar irradiance
θ = Sun zenith angle (90 - Sun elevation angle)
TAUz = Atmospheric transmittance along the path from the sun to the ground
The COST formula was translated to the ERDAS Spatial Model Language (SML) and 
then input to a Model Maker Function, which produced a graphical representation of the model 
(Appendix A), one per each of the six bands. The results of the model were compared to an 
online tool called “COST Maker”.  When supplied with required parameters it creates a spatial 
model (.gmd file) that converts DN to spectral reflectance, including an option for applying the 
image-based atmospheric correction procedure using the Chavez COST method. It requires the 
following inputs: day of year, sun elevation, input gain and bias for each band of each image, the 
DNmin for each band. Then one must choose the sensor platform (Landsat 5), and input an email 
address to receive the product. The final step is to submit the file. A .gmd file is generated and 
then sent to a specified email address. After download, the file can be opened using the ERDAS 
Imagine Model Maker tool. The COST Maker equation is as follows: 
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ρBandN =  π  ((  L bandN  *  Gain BandN +  Bias bandN ) - (  H bandN  *  Gain BandN +  Bias bandN )) *  D 2
EbandN * (COS((90-θ) * π / 180)) * t
Where,
ρBandN = Reflectance for Band N
LbandN = Digital Number for Band N
HbandN = Digital Number representing dark object for Band N
D = Normalized Earth-Sun distance
EbandN = Solar irradiance for Band N
t = Atmospheric transmittance expressed as: (COS((90-θ) * π / 180))
The COST Maker formula was translated to ERDAS SML and then input to a Model 
Maker Function, one per each of the six bands. A couple of images were classified using the 
ISODATA method, then accuracy assessments using 250 random points were performed. For 
example, the results for the October  9th, 2005 image were similar, but the COST model had 
slightly higher overall classification accuracy (89.45%) and Kappa statistics (0.8345) than the 
COST Maker model, which had an overall classification accuracy (89.06%) and Kappa statistics 
(0.8332). Based on the results of accuracy testing, the COST model was used for all the 
remaining images. 
3.3.2 Extraction of Study Area
Using ArcGIS 10.0, a vector-based shape file was created of the AOI. Several Landsat 
images, and aerial images were stacked in the image viewer and compared. After noting some 
feature changes near the edges of the entire urbanized area, likely due to anthropogenic activity, 
one image was chosen as a reference for tracing the outlines of the AOI. A date near the middle 
of the study period, the year 2000, was used. This shape file was used to subset, clip out the AOI 
from the Landsat scene using the ERDAS subset tool (Figure 3.1). However, the Landsat scenes 
underwent radiometric normalization and the TCT before creating the AOI using the COST 
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correction method described above. Strange results occurred when performing the TCT on 
clipped images. These COST-corrected images of the AOI were used as reference images for the 
rest of the project.
Figure 3.1 – AOI subset shape file and October 8 th, 1987 Landsat TM false-color image after subset.
Water was masked in the reference images through the subset process. The AOI 
boundaries were set not just according to the main urbanized surface, but also because of the 
need to remove the major water bodies from the scene. Some of the urbanized surfaces were 
clipped out as a result, such as Belle Chasse and part of St. Bernard, but this was done also to 
ensure the AOI was manageable. In addition to the river that runs through the middle of the 
scene, most of the larger canals were also clipped out. Also, some small lakes and ponds were 
clipped out of the AOI, and some of the wider sections of the canals. If any canal was 30 meters 
or less, then it was not clipped. Otherwise, the smallest areas of water were left in the scenes. 
This was done because they were already mixed with neighboring pixels, and because they often 
dry up leaving impervious surfaces and weeds, or have large areas covered with algae.
The gap fill method for ETM+ was used for only for three images: Oct. 2005, 2010, and 
2012. Oct. 2001 is a reference image. The filling of gaps was done just for appearances, but the 
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process was abandoned when it was decided only TM imagery was going to be used in the 
analysis. Any data derived from these images, such as LST, was based on the uncorrected images. 
In the end, only the October 2012 image was used with the in situ data for accuracy assessment.
3.4 Imagery Analysis
3.4.1 Imagery-Based LST Retrieval
In this study, LST was calculated using the TM thermal band 6. Using a single channel 
(one band) TIR sensor has several challenges to transcend, and requires complex, and extensive 
processing (Chen et al. 2011). There are three single-channel methods for retrieving LST from 
TM and ETM+ data imagery: 1) radiative transfer equation (Schmugge et al. 1998), 2) the 
mono-window algorithm (Qin et al. 2001), and 3) the single-channel algorithm (Jiménez-Muñoz 
and Sobrino 2003). The first method requires in situ radiosonde data, which is very difficult to 
obtain, and therefore was not used in this study. The mono-window algorithm requires 
atmospheric transmissivity and mean atmospheric temperature data, which can be obtained via 
simulated atmospheric profiles using the LOWTRAN-7 computer code, but the relationship 
between transmissivity and water vapor “depend on not well-defined “high” and “low” air 
temperature values” (Jiménez-Muñoz et al. 2009). The mono-window method was not used. 
The third method employs the single channel algorithm (Yuan and Bauer 2007; Sobrino 
et al. 2004). It was used in this study to convert top of atmosphere (TOA) brightness temperature 
to surface temperatures, which required modeled atmospheric data. According to Yuan and Bauer 
(2007), surface temperatures obtained with this model are highly accurate. The errors are less 
than 2 Kelvin. However, this method derives emissivity values from TM data based on the 
results from NDVI enhancement using the NDVI threshold method. Sobrino et al. (2004) used 
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the mean value of soil emissivities that are archived in the ASTER spectral library that was 
“filtered according to band TM6 filter function,” due to the high variability of soil values when 
compared to vegetation. Since heterogeneous surfaces, and thus mixed pixels of vegetation and 
urbanized surfaces, are highly prevalent in the AOI, emissivity data derived from the ASTER 
spectral library was the solution used in this study. Typical emission values found in several UHI 
studies were used to verify the results (François and Ottlé 1996; Schmugge et al. 2002; Lo and 
Quattrochi 2003).
LST retrieval was obtained first by computing spectral radiance, then TOA brightness 
temperature, and finally LST. An LST retrieval model was built using the ‘Model Builder’ tool in 
ERDAS Imagine 2013, including a graphical representation of the model (Appendix B). The 
atmospheric correction method for TM thermal band 6 used in this study required two 
parameters that were obtained by using the National Aeronautics and Space Administration's 
(NASA) online Atmospheric Parameter Correction Calculator (Barsi et al. 2003), which runs a 
MODerate resolution atmospheric TRANsmission (MODTRAN) computer program using four 
user inputs. Pre-processing required TM Band 6 to be imported into the ERDAS Imagine 
software application, and then clipped using the ERDAS subset tool. 
The thermal band detectors record TOA brightness temperature in the form of DNs. In the 
first step of LST retrieval used in this study, the DN values need to be converted to spectral 
radiance using radiometric calibration values and the following formula (III) (Chander et al. 
2009, 897):
Lλ = (LMAXλ – LMINλ / Qcalmax – Qcalmin) (Qcal – Qcalmin) + LMINλ        (III)
Or,
Lλ = Grescale * QCAL + Brescale
Where, 
Grescale = LMAXλ – LMINλ / Qcalmax – Qcalmin
Brescale = LMINλ – (LMAXλ – LMINλ / Qcalmax – Qcalmin) Qcalmin
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Where,
Lλ = Spectral Radiance at the sensor's aperture (W/m2 sr μm)
Qcal = the quantized calibrated pixel value (DN)
Qcalmin = Minimum quantized calibrated pixel value corresponding to LMINλ (DN)
Qcalmax = Maximum quantized calibrated pixel value corresponding to LMAXλ (DN)
LMINλ = Spectral at-sensor radiance scaled to Qcalmin (W/m2 sr μm)
LMAXλ = Spectral at-sensor radiance scaled to Qcalmax (W/m2 sr μm)
Grescale = Band-specific rescaling gain factor (W/m2 sr μm)
Brescale = Band-specific rescaling bias factor (W/m2 sr μm)
The thermal bands of TM and ETM+ can be converted from spectral radiance to 
temperature (IV), where the result is the effective at-sensor, or top-of-the-atmosphere (TOA) 
temperature. From the Landsat 7 science data users handbook (Irish 2000) the band 6 calibration 
constants are given (Table 3.3):
Landsat TM and ETM+ Thermal Band Calibration Constants
Constants K1 K2
Landsat 5 TM 607.76 1260.56
Landsat 7 ETM+ 666.09 1282.71
Constant K1 = watts/m2 * ster * μm; Constant K2 = Kelvin
Table 3.3 – Landsat TM and ETM+ Band 6 Calibration Constants.
The Conversion formula:
t = K2 / ln(K1 / Lλ + 1)        (IV)
Where,
t = Effective at-satellite temperature (top of atmosphere) in Kelvin
K1 = Calibration constant 1 (607.76)
K2 = Calibration constant 2 (1260.56)
Lλ = Spectral radiance (W/m2 sr μm)
In addition to emissivity, the other parameters required for the atmospheric correction 
method used in this study are atmospheric transmittance, upwelling, and downwelling values. 
These were obtained by using NASA's online Atmospheric Parameter Correction Calculator 
(APCC), which utilizes a MODTRAN algorithm developed by NASA. The algorithm computes 
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atmospheric transmittance, downwelling irradiance, and upwelling radiance, parameters that are 
needed to compute surface leaving radiance. The calculator requires four user inputs:
1. Temperature
2. Relative Humidity
3. Elevation 
4. Barometric pressure
The results are emailed to the user (Figure 3.2):
Date: 2005-10-09
Input Lat/Long: 29.993 / -90.251 
GMT Time: 16:20
L5 Spectral Response Curve: Mid-latitude summer standard atmosphere 
User input surface conditions for October 9th, 2005:
1. Surface altitude (km): 0.001
2. Surface pressure (mb): 1010.494
3. Surface temperature (C): 24.444
4. Surface relative humidity (%): 56.000
Results used in three of the inputs in the LST retrieval model:
1971 Band average atmospheric transmission = 0.71
1972 Effective bandpass upwelling radiance = 2.27 W/m2 sr  μm
1973 Effective bandpass downwelling irradiance = 3.61 W/m2 sr μm
Figure 3.2 – NASA APCC results for October 9th, 2005.
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The fourth value required for LST retrieval is emissivity. ASTER emissivity data was 
acquired from: http://speclib.jpl.nasa.gov, Version 2.0 of which has a library of over 2300 spectra 
of terrestrial and lunar soils, rocks, meteorites and artificial materials, ice and snow, etc 
(Baldridge et al. 2009). The ASTER sensor, which has a similar orbital path as the ETM+ sensor, 
provides multispectral data in the visible and near infrared EM wavelengths (VNIR, 0.52 to 0.86 
μm), and shortwave infrared (SWIR, 1.60 to 2.43 μm) at 15 and 30 meters spatial resolution, and
thermal infrared data (TIR, 8.125 to 11.65 μm) at 90 meters spatial resolution (ERSDAC, 2001) 
(Figure 3.3). A date close to the middle of the study period was chosen, and then matched to 
ASTER data based on November 2000, using band 13 (10.25 to 10.95 μm). Then emission 
values along two transects of the AOI were extracted from the ASTER image, and then averaged 
(Valor and Caselles 1996; Jiménez-Muñoz et al. 2006; Cristóbal et al. 2009):
• AOI 1: Long transect from St. Claude to Elmwood, cutting across City Park (some water 
from the park and Bayou St. John, though no pixels were higher than 0.985)
• AOI 2: Rectangular box, covering the CBD, Central City, Mid City, Garden District, 
Uptown (no water in area) (Figure 3.4)
• Medians: 0.959 and 0.954
• Average of the two medians = 0.957
Figure 3.3 – ASTER and ETM+ band ranges and atmospheric transmission (Source: NASA).
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Figure 3.4 – ASTER emissivity transects in the AOI (highlighted red and yellow).
The average of the two medians, 0.957, which matches the results of other studies for low 
to medium density urbanized areas (Lo and Quattrochi 2003; Zhang et al. 2007; Stathopoulou et 
al. 2007), was used as the emissivity value in the LST retrieval for all dates. The four required 
values finally obtained, LST retrieval can be calculated using the formula (V) from Brunsnell 
and Gillies (2002):
LST = Lsens + t + (1 – ε)Ld + Lup         (V)
Where,
Lsens = Spectral radiance at sensor
Lup = Upwelling (from MODTRAN)
Ld = Downwelling (from MODTRAN)
ε = Emissivity (from ASTER NDVI)
t = Temperature Kelvin
LST = Land surface temperature (Kelvin)
The atmospherically corrected LST images were rescaled using the Normalized Bright 
Temperature (NBT) method (Mu-Yi et al. 2009; Lee et al. 2011; Brom et al. 2012) in order to 
reduce the effects of local weather conditions by applying the following formula (VI):
TNBT  = (Ti-Tmin)/(Tmax-Tmin)        (VI)
Where,
TNBT  = the normalized LST image
Ti = the input LST image
Tmin = the minimum temperature of the reference image
Tmax = the maximum temperature of the reference image
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3.4.2 Imagery Classification for Change Analysis
 Image classification was performed to delineate temperature zones and land cover change 
analysis in the study area. The unsupervised classification approach was chosen for this study due 
to the highly heterogeneous terrain of the study area. It utilized the K-means statistical clustering 
algorithm in an Iterative Self-Organizing Data Analysis (ISODATA) mode in order to create 
spectral clusters that lumps spectrally similar pixels together into unlabeled spectral classes later to 
be assigned a class by the analyst. In ISODATA mode, the K-means algorithm arbitrarily clusters 
spectrally similar pixels several times in an iterative process that allows them to be merged, split or
deleted until the chosen number of iterations or the convergence point is reached based on a set 
standard deviation (Tou and Gonzalez, 1974). If a new cluster has a standard deviation higher than 
the one set for the algorithm, then it is split into two clusters, or if the mean points between two 
clusters is less than the set minimum distance, then they are merged into one cluster (Lillesand et 
al., 2004). This classification method was chosen because the ISODATA algorithm clusters pixels 
solely based upon statistical properties, which is a more efficient approach for examining a highly 
heterogeneous environment such as found in the study area.
3.4.3 Spectral Computations
Data imagery in this study was transformed using combinations of spectral indices in 
order to delineate and analyze feature classes. Since healthy vegetation shows up brightly in the 
NIR, and has a low reflectance in the visible red band, the NDVI method was used to re-scale the 
DN values of non-biomass feature classes that show up in the red, such as barren soil. This 
allows the image analyst to see more subtle changes in vegetation while normalizing external 
effects like sun angle and temporal conditions, or internal conditions such as soil variations and 
canopy background variations, holding them constant for comparative analysis. 
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NDVI is often utilized to represent vegetation, however this study also tested the 
Modified Soil-Adjusted Index (MSAVI), the Normalized Difference Moisture Index (NDMI), the 
and the Modified Normalized Difference Water Index (MNDWI) to see which could better 
enhance vegetation and tree canopy, leaf moisture content, and which had better separation from 
other features (Table 3.4). Parameters for index derivation, format for input to compound indices, 
and image display was adjusted as necessary, e.g. 8 bit linear stretching from floating point files.
Index Formula Reference
NDVI (NIR – Red) / (NIR + Red) Rouse et al. (1974)
MSAVI 1/2 [NIR + 1 – √(2NIR + 1) – 8 (NIR – Red)] Qi et al. (1994)
NDMI (NIR + MIR) / (NIR – MIR) Wilson and Sader, 2002
MNDWI (Green - MIR) / (Green + MIR) Xu (2006)
Table 3.4 – Vegetation Indices.
Spectral indices designed for urban terrain analysis were also used in this study. The 
Normalized Difference Built-up Index (NDBI), developed by Zha et al. (2003) is the oldest, most 
popular, and easiest to implement out of the indices used for this study. It was combined with two 
other indices in order to represent three major urban land-use classes (Xu 2007). The Index-based 
Built-up Index (IBI), Normalized Difference Impervious Surface Index (NDISI), Normalized 
Difference Bareness Index (NDBaI), and  the Biophysical Composition Index (BCI) were used to 
enhance impervious surfaces and soil (Table 3.5). A limitation regarding this use of spectral indices
is the persistent problem of feature mixture: Impervious surfaces and soil are difficult to separate.
Index Formula Reference
NDBI (MIR – NIR) / (MIR + NIR) Zha et al. (2003)
IBI [NDBI - (SAVI + MNDWI)/2] / [(SAVI – MNDWI)/2] Xu (2008)
NDISI TIR - [(WI + NIR + MIR)/3] / TIR + [(WI + NIR + MIR)/3] Xu (2010)
NDBaI (MIR - TIR) / (MIR + TIR) Chen et al. (2006)
BCI [(TC1 + TC3) / 2 – TC2] / [(TC1 + TC3) / 2+TC2] Xu (2006)
Table 3.5 – Built-Up Surfaces Indices.
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3.4.4 Orthogonal Transformations
The Principal Component Analysis (PCA) method was used to compress the raw image 
bands into new bands, or principal components. The results of the orthogonal transformations 
were compared to the spectral indices. Two principal components were produced after a linear 
transformation, and orthogonal rotation, and then an eigenvalues table and a principal 
components correlation table were created in order to compare the statistical data to the paired-
band raster images derived from the principal components. The percentage of variance and 
cumulative variance should be visible in the data imagery in a way to indicate what variables 
(spectral bands) contribute the most. After initial testing, the standard PCA method was 
abandoned due to the difficulty of interpreting the changes. Since the orthogonal transform 
places the new components in unknown locations at the outset, it is a tedious process to discern 
which component will be useful for a given terrain type. However, the TCT has known 
coordinates of the components related to class types: brightness (TC1), greeness (TC2), 
yellowness (TC3), and nonesuch (TC4), the last being related to senescent vegetation and 
atmospheric conditions, which will not be used. The TCT enhanced images were used in the 
experimental, compound indices, and also for composite images used for change detection.
3.5 Accuracy assessment
Accuracy assessments were performed on the transformed data imagery. Since the digital 
imagery allows for the use of statistical techniques, an error matrix or contingency table was 
used to measure percentage of omission and commission of error, overall classification accuracy, 
and Cohen’s Kappa coefficient, which estimates the influence of chance (Cohen 1960; Congalton 
and Green 1999; Plourde and Congalton 2003). In addition to statistical procedures, weather and 
climate data were obtained from the National Weather Service, local weather conditions were 
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collected using mobile field equipment, and visual analysis of the classified images was 
performed. These accuracy assessment procedures are commonly used in studies based on 
satellite imagery analysis (Congalton 1994; Foody 2002, 2010).
In order to assess the accuracy of the satellite image classifications and change detection 
results for this study, aerial images were acquired for the AOI and compared with the results of 
the transformed images. A priori knowledge of the image coverage area was very useful during 
this process, and in some cases necessary. 0.3-meter panchromatic High Resolution 
Orthoimagery (HRO) using the ADS40 sensor, 1-meter Digital Ortho Quarter Quads (DOQQs) 
orthoimagery, and National High Altitude Photography (NHAP) were available for some years 
critical to this study (Table 3.6). The infrared band of the DOQ data, was also useful for 
comparing vegetative reflectance to the same wavelength of the Landsat imagery. The color 
infrared (CIR) band of the NHAP was used in a similar fashion. Image tiles were downloaded 
from the above USGS portals, reprojected from NAD 1983 (Zone 15, and 16) to WGS84 Zone 
15 in order to match the Landsat images, and then histogram normalization (LUT values only) 
was applied wherever necessary. Mosaics were created then clipped to the AOI resulting in a 
mosaicked subsets of reference images. Taken by a panchromatic camera, the NHAP 3 band 
color infrared (CIR) photos were not processed. 
Year Platform Channels Spatial Resolution
1983 NHAP 3 CIR 1:58,000
1998, 2004, 2005, 2008, 2010 DOQQ 4 (RGB+NIR) 1 m
2006 ADS40 3 (RGB) 0.5 m
2012 HRO 3 (RGB) 0.3 m
Table 3.6 – Aerial imagery.
Air temperature, relative humidity, and skin temperature data were collected using two 
probes and an infrared thermometer plugged into a data logger mounted at screen level 
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(approximately two meters) on a moving or parked vehicle. Samples were taken along several 
transects throughout the entire City, and at the urban-rural fringe wherever solid ground existed. 
Since there was only one mobile unit available, common start and stop points were used to 
normalize the data in order to account for temperature change due to the passage of time. These 
data were used to compare to surface temperature results derived from the Landsat data, and to 
characterize the ground level distribution of heat. Post-hoc assessment was accomplished by 
going to several select locations, and taking digital photographs with a Global Positioning 
Satellite (GPS) enabled digital camera. Several photographs were taken using a GPS-enabled 
digital camera at data sampling sites. Audio and video recordings were made during the 
fieldwork of the locations and equipment during operation. Field logs and daily field maps were 
created for every operation (Appendix C). The photos, video recordings, and the data logger data 
files were uploaded to computer at the end of each trip (Figure 3.5).
National Weather Service (NWS) COOP weather station data were observed in real-time 
for comparison with the mobile weather data. Appendix D contains a sample of COOP stations 
information created for field calibration. Several NOAA National Climatic Data Center (NCDC) 
climate reports based on observations from the New Orleans International Airport (KMSY) 
weather station were collected for the time period. These reports have different tables and graphs 
of climate and weather conditions for the given month (Table 3.7). The KMSY station is located 
in an open field adjacent to airport runways, and is not indicative of temperatures and other 
conditions that may be measured or sensed in populated areas. Nevertheless, it has the longest, 
most accurate record compared to all other local weather stations, and was useful for verifying 
the results recorded by the mobile weather sensors and data logger.
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Figure 3.5 – Photo of Live Oak tree defoliation after hurricane Isaac, August 31st, 2012.
New Orleans, LA                                                                                                                      KMSY WBAN # 12916
Observations at 3-Hourly Intervals                                                                                              October 18th, 2012
Hour Sky
Cover
Ceiling
100s Ms
Visibility
Km
Dry Bulb
Temp. °C
Dew
Point °C
Wet Bulb
Temp. °C
Relative
Hum. %
Wind
Sp. k/ph
Wind
Dir. Deg.
Pressure
Station mb
Pressure
Sea Level mb
03 BKN 61 16 23.8 22.2 22.8 90 14.5 19 1006.43 1007.45
06 OVC 26 5 24.4 23.3 23.8 94 11.3 27 1007.45 1008.46
09 BKN 17 16 22.8 17.2 19.4 71 22.3 03 1010.16 1011.17
12 SCT 76 16 25.6 14.4 18.9 50 17.7 01 1010.49 1011.17
15 SCT 76 16 26.7 8.9 16.7 33 17.7 36 1009.82 1010.83
18 FEW 23 16 22.8 10.6 15.6 46 11.3 02 1010.16 1010.83
21 CLR NC 16 21.1 10 15 49 12.9 02 1011.85 1012.86
24 FEW 24 16 18.9 11.1 14.4 61 11.3 01 1012.19 1012.86
                           Sunrise: 06:05                                                                                              Sunset: 17:27
Table 3.7 – NOAA local climatological data for KMSY for October 18th, 2012.
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4. POST-KATRINA URBAN SURFACE TEMPERATURE PATTERN AND INTENSITY 
ANALYSIS
4.1 Introduction
 The main purpose of this chapter is to extract thermal information from Landsat TM 
band 6 covering the study area to determine post-Katrina thermal patterns and intensity in the 
study area. In order to examine these heat patterns, the following variables that tend to influence 
thermal characteristics of a surface were analyzed: vegetative cover, urbanized surfaces and soil, 
surface heat, weather event. Vegetative cover, urbanized surfaces, and soil were defined as 
independent variables, surface heat as the dependent variable, and the weather event as a new 
variable. Landsat TM and ETM+, and ASTER TIR data have been extensively utilized to derive 
LSTs in order to study UHIs, all three of which were used at some point during the research. In 
addition to the above digital imaging sensors, with known parameters and limitations, this 
project used well-established methods in order to manipulate and enhance the data imagery. The 
TM sensor was chosen because it has the longest record, with no major defects like ETM+. 
ASTER data was only used in the form of emissivity values for LST retrieval.
Often the best satellite images for Southeastern Louisiana are captured around mid-Fall. 
The skies tend to be clear and the weather is dry, and much of the vegetative cover has not yet 
undergone senescence. Live Oaks, for example tend to keep their leaves until January in 
Southern Louisiana. Data imagery from late September and early October were the main focus, 
due to season, but also because the proximity in time to the weather event, late August 2005. The 
best available images (0% cloud cover) from all four seasons were collected in order to observe 
the pattern and response of the urban ecosystem after such a widespread and devastating event 
(Table 4.1), though only the Fall images were thoroughly examined. Nevertheless, changes that 
were apparent in the post-Katrina Fall image, were also apparent in the other subsequent seasons.
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Spring Summer Fall Winter
15-SEP-2002
29-MAY-2003  
 04-OCT-2003
 11-FEB-2005
22-AUG-2005    
07-SEP-2005     
09-OCT-2005 
  02-MAR-2006
06-JUN-2006
26-SEP-2006
05-MAR-2007
12-AUG-2007
01-OCT-2008
07-OCT-2010
02-SEP-2009
12-FEB-2011
04-JUN-2011
Table 4.1 – Landsat TM Data Imagery: 2002–2011.
These data were classified using the ISODATA unsupervised method in order to develop 
thematic-based temperature maps. They underwent several phases of corrections and 
enhancements in order to create an LST time-series.
4.2 Analyzing the Land Surface Temperature Within the Study Area
LST retrieval for the AOI required several processing steps in order to extract the data. 
Atmospherically corrected LST (AC-LST) was derived from Landsat TM imagery using a 
single-channel algorithm (VII) given by Brunsell et al. (2002):
LST = Lsens + t + (1 – ε)Ld + Lup         (VII)
Before this equation could be solved, several pieces of data from different sources needed 
to be collected in order to populate the formula. Figure 4.1 below shows a general flowchart of 
the steps of this process. During the image comparison phase, additional LULC classified 
images, based on the non-thermal bands, were used in order to analyze and verify the results.
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Figure 4.1 – LST change detection processing flowchart.
4.2.1 Normalization of Satellite-derived LST
Although not always necessary, atmospheric corrections can be applied to at-sensor 
temperature to give a more accurate reading of surface temperatures. This process is difficult and 
tedious, as it has to be done for each individual image with different constants, such as: Sun 
elevation, Earth-Sun distance, and sensor calibration constants. These are necessary in order to 
convert the DNs to at-sensor radiance. In order to derive top-of-the-atmosphere (TOA) 
temperature, which is the temperature corresponding to a blackbody radiator emitting the same 
radiance, also called the brightness temperature (BT), one must use the equations found in the 
Chapter 4. The data that was needed for TOA–LST to be retrieved is listed below. The example 
given is data for the October 9th, 2005 image:
• Date acquired = 2005-10-09
• Time acquired = 11:20am 16:20 GMT
• 282nd = day of the year
• Earth-Sun distance = 0.99890
• Sub elevation = 47.6210979
• Lmax Band 6 = 15.303
• Lmin Band 6 = 1.238
• Calibration constant 1 = 1260.56
• Calibration constant 2 = 607.76
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In order to add the atmospheric correction, the following information must be obtained in 
order to use NASA's online APCC, which utilizes a MODTRAN algorithm 
(http://atmcorr.gsfc.nasa.gov). The algorithm was used to compute downwelling irradiance, 
atmospheric transmittance and upwelling radiances, parameters needed to compute surface 
leaving radiance.
5. Weather Reported for 11am, Oct. 9th, 2005:
6. Station: 722310 MSY N.O. International Airport
7. Temperature: 24.4° C
8. Relative Humidity = 56%
9. Air Pressure: 1010.494mb
10. Wind: 6 MPH
11. Alt: +0.0012192 km (1.2192m)
12. Latitude: +29.993
13. Longitude: -090.251
The next step in the AC-LST retrieval procedure was to obtain surface emissivity of the 
AOI,  acquired from: http://speclib.jpl.nasa.gov, Version 2.0 of which has a library of over 2300 
spectra. Chapter 4 already described the results of these corrections. What was not mentioned 
was the fact that the APCC only goes back to the year 2000. This made deriving AC-LST for the 
years prior impossible using these methods and current software set-up. Extra software tools 
could have been purchased, including a fast and easy way to atmospherically correct all of the 
images, however part of the goal of this entire project was to learn how to do my own 
calculations whenever possible or practical. Other methods were investigated but took too long 
to implement.
A solution was found, detailed in Table 4.2 below, where the atmospheric conditions for 
dates prior to the year 2000 could be estimated by using dates with similar weather conditions 
post-2000, and plugging them into appropriate dates for the APCC. This was a very time 
consuming process, that was abandoned for non-Fall dates. The method worked, and the 
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preliminary results were very similar to post-2000 dates. The results were considered 'good 
enough', considering the MODTRAN routine is itself a model of the atmosphere based on 
generalized parameters, and not reality. In order to obtain 'real' atmospheric conditions, one must 
use a radiosonde or aircraft sensors to measure real-time conditions.
Year T °C RH% W kp/h Pr  mb t Lu Ld Tp  °C Climate Conditions 2000-2012
1999 19.444 47 9.656 1025.056 ----- ----- ----- 25.607toa Mostly clear sky
2000* 25.556 58 19.312 1020.992 0.77 1.63 2.68 27.972
2001 22.778 37 25.750 1019.976 0.78 1.58 2.59 27.928
2002 25.556 79 14.484 1014.219 0.54 3.08 4.72 29.280
2003 26.667 71 14.484 1019.299 0.75 1.80 2.92 28.133
2004* 29.444 63 19.312 1013.542 0.63 2.65 4.11 28.914
2005 17.778 40 22.530 1019.638 0.84 1.16 1.95 27.541 Clear sky - Better
2006 21.111 53 12.875 1020.315 0.55 3.12 4.71 29.330
2007 16.667 54 4.828 1012.865 0.75 1.76 2.86 28.090
2008* 18.889 84 14.484 1015.574 0.85 1.16 1.91 27.549 Partly Cloudy - Good
2009 20 55 14.484 1016.928 0.79 1.53 2.49 27.884
2010 30 61 25.750 1009.478 0.76 1.76 2.83 28.099
2011 26.667 42 9.656 1020.992 0.84 1.20 1.96 27.581 Clear - Best – LA climate similar
2012* 26.667 67 16.093 1016.590 0.83 1.32 2.15 27.699
1999† 19.444 47 9.656 1025.056 0.843 1.173 1.94 27.556 0.01, 0.01, and 0.03 difference °C
Table 4.2 – Simulated climate of images before year 2000 for Oct. 25th 1999 .* = Leap year;  † = 
Averaged year;  T = Air temperature degrees Celsius (°C) at 17:00 GMT KMSY station;  RH = % 
Relative humidity; W = Wind speed (kp/h);  Pr = Air pressure millibars (mb);  Lu = Upwelling 
radiance W/m2/sr/μm;  Ld = downwelling radiance W/m2/sr/μm;  Tp = Random pixel temperature °C.
The other reason this method was abandoned was because in order to account for 
seasonal variations and weather conditions, the LST data needed to be normalized. One way to 
do this was to linearize the data for use in a multi-date, time series, as well as rescale it for 
comparison to other bio-physical features, and socio-economic patterns. The atmospherically 
corrected LST images were rescaled using the Normalized Bright Temperature (NBT) method:
TNBT  = (Ti-Tmin)/(Tmax-Tmin)    (VIII)
Where,
TNBT  = the normalized LST image
Ti = the input LST image
Tmin = the minimum temperature of the reference image
Tmax = the maximum temperature of the reference image
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In Figure 4.2 below, the Landsat TM band 6 LST pixel is at the exact location (WGS84 
Latitude: 29° 59' 48.0691 N; Longitude: 90° 15' 17.4600 W) of the KMSY station (4ft or 
1.2192m above sea level). The AC-LST pixel is 30.829° C at 11:22am over a grassy surface, and 
the TOA-LST pixel is 27.843° C, a difference of 2.986° C, which demonstrates an outcome of 
using atmospheric correction. The air temperature recorded was 24.4° C at 11:53am, October 9 th, 
2005, the wind was 6mph, and RH 56%. Grass emits higher temperatures than air, depending on 
the time of day. The KMSY weather station has the longest and most reliable weather and 
climate data in the AOI. When performing tests during the day and at night, it was the only 
weather station that had results similar to the mobile weather equipment used for this study.
Figure 4.2 – The LST pixel in the cross-hairs is 29.9° C at KMSY station location
256 random points were created to compare the difference between the TOA-LST and the 
AC-LST pixels. Several of the points were removed because they were placed outside the AOI. 
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All of the pixels within the AOI had a difference of 2.986° C for October 9th, 2005. This process 
was repeated for all of the Fall images. Results are listed in Table 4.3:
Year *Air Temp °C TOA °C LST °C Difference °C
1987 21.7 26.2 **28.1 1.9
1992 25 24.9 **27.1 2.2
1997 26.7 30.3 **32.5 2.2
2002 20 23.6 25.9 2.3
2003 25.6 27.4 30.8 3.4
2005 22.8 27 29.9 2.9
2006 24.2 29.5 31.9 2.4
2008 24.4 29.9 32.4 2.5
2010 25 31.9 33.8 1.9
Average 23.9 27.9 30.3 2.4
Table 4.3 – Averaged pixel temperature results for two methods of LST retrieval. *Air temperature °C 
sampled at KMSY station; **based on simulated APCC profiles.
The TOA-LST retrieval method alone underestimated the surface temperature more than 
the AC-LST, where the latter can also underestimate actual temperatures (Qin et al. 2001). the 
contributions of the emissivity of surface features and the atmosphere, returning a lower 
temperature. This finding agrees with the results of several other studies, some of which used in 
situ instruments to test the local conditions (Sobrino et al. 2008). While experimenting with the 
input variables of the AC-LST model, I found upwelling to have the most significant 
contribution. Changing it just slightly gave drastically different results, whereas the other 
variables changed the results very little by comparison.
4.3 Analyzing the Land Surface Temperature Variability
 The physiologically equivalent temperature (PET), which was developed as index to 
characterize how comfortable humans feel in a given environment (Matzarakis and Mayer 1999; 
Kovács and Németh 2012), was modified for this study. Climate conditions of any given 
community, an important factor often relegated to lesser importance, or left out of the urban 
planning process, affect humans both physically and psychologically. Regarding human health, the 
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thermal complex of urban areas must be considered as part of the planning process, “because of a 
close relationship between the thermoregulatory mechanisms and the circulatory system. Effects of
the thermal environment of humans are best determined with the aid of thermal indices” 
(Matzarakis and Amelung 2008). The unsupervised ISODATA method was used to classify the 
LST data imagery into discrete comfort classes. Only the TOA–LST method was necessary 
because the data was linearized and normalized, so from now on it will be referred to only as LST.
4.3.1 Temperature Classes for Change Detection
Deriving LST from images using atmospheric corrections is a difficult and tedious 
process, the results if which is an estimation based on generalized atmospheric profiles. In order 
to extend the time series to before the year 2000, I had to make additional estimations based on 
the generalization of the post-2000 results. Furthermore, I could not normalize the temperature 
data for season/yearly differences without introducing anomalies in some of the images. I 
examined statistical data from the results, which showed extreme changes in standard deviations 
in some images, and noise (new values) in the histograms. Therefore, I decided to create 
ISODATA classifications of the LST images. This eliminated the errors introduced by the other 
procedures, and also allowed all of the images, including other seasons, to be compared for 
changes using the classification change detection technique.
The original individual temperature values for each pixel were replaced by six levels or 
classes of temperature. This method enabled an objective comparison of surface heat intensity 
and pattern among all the years, where change detection is based upon differences in pixel 
clusters. After the ISODATA classification program finished, the six classes were color coded, 
then the result was compared to the LST images. To verify the results, the classified image was 
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overlayed on the LST image, and then the ERDAS inquire tool, which has cursor with small 
cross-hairs, was used to determine what the underlying temperatures were according to their map 
coordinates (Figure 4.3).
Figure 4.3 –  Six color coded ISODATA classes for October 17 th, 2002 The cross-hairs pinpoint a 
pixel in the middle of a large impervious surface area, an asphalt parking lot. The LST value of 
that pixel is 35.056° C (WGS84 Latitude: 29° 58' 2.4663 N; Longitude: 90° 6' 38.9186 W). A new 
Costco was recently built there.
Then the color codes were give subjective descriptions within the ranges of temperatures 
relative to the season and local weather conditions at the time of the TM image capture (Table 4.4).
29° C  might be hot compared to the rest of the classes in this particular case, but the Hot category 
would be based on a different set of temperatures for the month of August, for example. The real 
air temperatures were likely 5° C cooler, and if atmospheric conditions were factored into the LST 
retrieval, the surface temperature would likely be 3 to 4° C warmer, estimations of which are based
on results in this study. The UHI change detection procedure did not employ such estimations.
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ISODATA Class TOA-LST °C Feature Class
Hot 29°+ Asphalt streets, rooftops
Very Warm 27–28° Built-up areas
Warm 26° Less green areas
Cool – Warm 24-25° Green areas
Cooler 21–23° Parks
Coolest 18–20° Forests, Near Water
Table 4.4 – ISODATA classes of temperature associated with surface feature type for October 17 th, 
2002, fourteen days after hurricane Lili (CAT1) made landfall near Intercoastal City. Winds were 
72.23 km/h sustained at Armstrong Airport MSY with a 81.49 km/h gust (NOAA/NHC).
There were two methods used for measuring and examining the LST aspect of the UHI 
effect, and the changes due to the impact of hurricane Katrina. In the first method, histograms of 
LST images were compared, and then differenced through image subtraction. The results were 
examined at different scales, based on physical, political, and cultural boundaries. The second 
method was the classification of LST images using the ISODATA algorithm. The post-
classification method was used to characterize the UHI via a standard classification method 
commonly used for clustering surface features and LULC change detection. This alternative 
approach enabled change detection to be accomplished via automatic, objective pattern 
recognition. According to the developers of the ISODATA algorithm Ball and Hall (1965), 
“When used on data for which categorization information is not available, ISODATA finds a 
good approximation to the natural structure of the data, rather than trying to impose an assumed 
structure on the data... a method that could be implemented for patterns of more than 100 
dimensions (e.g., optical patterns and complex waveforms).”
Both of these LST image products were used together with ancillary data in order to 
examine the LST patterns within the AOI. Anthropogenic and natural impacts on urban 
vegetation were also examined using spectral indices with the LST products. City landscapes are 
complex and few urban ecologists have been able to link the patterns of urbanization with their 
impact on ecosystem function in a meaningful way to urban planners and city managers (Alberti 
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2005). Though the scope of this project cannot expand to discuss wide-ranging issues regarding 
human and ecological resilience to human-induced and natural disasters, it does provide data that 
could be used to link the patterns with the mechanisms and effects of urbanization.
4.3.2 Results
The change in pattern and intensity of LST was apparent upon first visual inspection of 
the images. Since I saw these changes first hand, the bird's-eye view of the City at resampled 30 
meters spatial resolution was not necessary in order to know the extreme nature of the damage. 
Nevertheless, remotely-sensed data that can see other parts of the EM spectrum was very useful, 
just as are new data. The main objective was to quantify the change for the entire AOI. After the 
LST images were normalized to a middle date (October 3rd, 1997), the grayscale rasters were 
displayed in a viewer as pseudo-color images, and then color coded according to the six discrete 
classes (Figure 4.4). 
Figure 4.4 – 2005 LST image of AOI, and 2003-2005 LST change (10% threshold).
LST temperatures were grouped in thematic-oriented levels of temperature, and cut-off 
points chosen through visual analysis of the histograms, and by referring to NOAA-NCDC 
climate reports. This process also included use of aerial orthoimagery as reference data, as well 
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as the ISODATA classifications, and false-color composites of the TM images. The images were 
subtracted from earlier to later years, and the changes color coded, red for increase, and blue for 
decrease in LST (Table 4.5).
Change Years 10% Increase km2 10% Decrease km2 Net Change km2
October 1987 – October 1992 67.5 50.8 16.7
October 1992 – October 1997 47.7 27.7 20
October 1997 – October 2002 53.9 37.5 16.4
October 2002 – October 2003 98.6 85 13.6
October 2003 – October 2005 119.3 73.4 45.9
October 2005 – September 2006 146.3 82.9 63.4
September 2006 – October 2008 71.5 24.2 47.3
October 2008 – October 2010 63.6 74.3 -10.7
Table 4.5 –  LST image subtraction results for estimating the spatial growth of UHI.
The results indicate a slight trend until the hurricane Katrina event. Then there is a 
successive, doubled increase for the next three images, the latter of which was captured after 
hurricane Gustav (August 31st, 2008), and then a net decrease in LST from October 2008 to 
October 2010. The changed surface areas were calculated from pixels of %10 increase and %10 
decrease, from a total area (AOI) of approximately 1342.1 km2. This did not capture increases or 
decreases of less than 10%, but those changes cannot be characterized at such a low, sensitive 
threshold. There are factors that can cause slight increases and decreases, e.g. wind and 
remaining flood water. In the areas where LST increase is clustered, there were significant 
changes to the surface features, such as damage to urban forests (Figure 4.5). Higher 
temperatures were recorded over most areas that were flooded for several days. Some of the 
highest temperatures were clustered in areas where the flood water remained for several weeks, 
such as the St. James Playground in the Gentilly neighborhood (Figure 4.6). The LST pattern, 
though in a constant state of flux, can be compared to the damage to surface features, where it is 
hotter wherever urban vegetation is sparse or completely destroyed.
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Figure 4.5 – The LST images and pixels in this urban forest in Meraux, St. Bernard were compared 
to the post-Katrina DOQ false-color composite captured October 17 th, 2005. The temperatures are 
slightly higher after hurricanes Katrina and Gustav: 2003 = 24.0° C, 2005 = 26.5° C, 2008 = 25.2° 
C, 2010 = 24.8° C.
Figure 4.6 –  St. James Playground in Gentilly. The pixel in the cross-hairs is 31.1° C for October 
2003, and  34.2° C for October 2005. 
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To the bottom left of the October 2005 DOQ in the Figure 4.7 below, one can see a small 
urban forest, adjacent to an elementary school, that was damaged but survived the hurricane and 
stagnant flood waters. In the October 2005 LST image on the right, the microclimate (blue and 
green colors) of that small forest is apparent. The pixel temperature from October 2005 is 25.2° 
C, while the pixel temperature of the St. James Playground, two kilometers away is  34.2° C, a 
difference of 9° C. The temperature difference from mild to very hot can readily be sensed by 
anyone, including animals. The pixel temperature at that same location for October 2003 is 24.3° 
C, a 0.9° C difference between years. This shows the relative stability of even such a small urban 
forest as a major benefit of urban ecosystem services.
Figure 4.7 – An urban forest in the Gentilly neighborhood.
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4.4 Microclimates in Neighborhoods and Districts
A random pixel was chosen within a block-sized vacant lot adjacent to Claiborne Avenue, 
a major artery into the heart of the City. The 2003 pixel was 33.0° C, the 2005 pixel was 34.2° C, 
and the 2010 pixel was 30.6° C. Another random pixel was chosen within Bonart playground in 
the Holy Cross neighborhood. The 2003 pixel was 32.7° C, the 2005 pixel was 33.5° C, and the 
2010 pixel was 31.4° C. Near the middle of Edith Sampson Playground in the Desire 
Development Neighborhood (Figure 4.8), a random pixel was chosen. The LST was 30.6° C for 
2003, 32.7° C for 2005, and 31.1° C for 2010. Going back further in time, another LST image 
was added. The pixel for 1987 was 31.4° C. While these samples are interesting, they alone 
cannot tell much regarding a trend. In order to determine a trend or an anomaly in the heat 
pattern of an area, like the size of a neighborhood, it has to be isolated like the AOI. 
Figure 4.8 –  Pixel comparison located at the Edith Sampson Playground in the Desire Development 
Neighborhood. Clockwise from upper left: DOQ October 2005, Landsat TM October 2003, October 
2005, and October 2010.
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At the neighborhood scale, the limits of TM imagery were apparent, and its usefulness for 
urban environmental planning in a small to medium sized city tested. Constant flux was 
observed in all of the neighborhoods and districts within the AOI, however persistent patterns 
were also observed, indicating hot and cool spots or microclimates. In order to quantify these 
patterns, the images were reviewed and four locations chosen for examination. Shape files were 
created in ArcGIS, imported into ERDAS Imagine, and then used as AOIs for microclimate 
analysis, which include neighborhoods, planning districts, shopping areas, playgrounds and 
parks. One example is provided below of the Hollygrove neighborhood, in the northwest section 
of the Uptown/Carrollton area, Planning District 3. All of the Fall images were stacked and then 
compared to the October 2005 DOQ. The Inquire cursor was randomly placed in an empty lot 
that was affected by the flooding, the results of which for all years are in Table 4.6.
Date LST Pixel °C
October 8th, 1987 32.2°
October 4th, 1992 32.7°
October 3rd, 1997 33.6°
October 17th, 2002 32.2°
October 4th, 2003 32.2°
October 9th, 2005 34.2°
September 26th, 2006 33.4°
October 1st, 2008 31.9°
October 7th, 2010 32.2°
Table 4.6 – LST pixel results for an empty lot in the Hollygrove Neighborhood.
In order to measure the change of temperature for the neighborhood, however, it had to be 
isolated from the AOI of the study, by clipping out a smaller area for Hollygrove (AOI-HG) in 
ArcGIS, and stacking all of the years according to season in ERDAS Imagine, in this case Fall. 
Great care has to be taken when using two different software applications and transferring files to 
process them. Technical problems, such as losing the geodetic datum in a vector file during an 
94
import to another application, which can happen often and sometimes not be detected until much 
later. This can cause error to be propagated, if not worsened exponentially, as the image 
processing progresses, while the original error was lost in time and undetected.
The result is an apparent micro-heat island that was likely intensified by hurricane 
Katrina (Figure 4.9). The results of the total LST within the AOI-HG are given in Table 4.7 
below. These results only tell us how much the LST has grown spatially, and not the intensity. In 
order to examine if the intensity of the UHI effect increased in the AOI-HG, the histograms of 
the LSTs must be inspected.
Figure 4.9 –  Comparison of AOI-HG (outlined in yellow) LST images, clockwise from the upper 
left: DOQ October 2005, Landsat TM October 2003, October 2005, and October 2010.
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Change Years 10% Increase km2 10% Decrease km2 Net Change km2
October 1987 – October 1992 1.8 0.1 1.7
October 1992 – October 1997 0.4 1 -0.6
October 1997 – October 2002 0.3 1.5 -1.2
October 2002 – October 2003 1 0.6 0.4
October 2003 – October 2005 1.6 0.4 1.2
October 2005 – September 2006 0.8 0.9 -0.1
September 2006 – October 2008 0.6 1.3 0.7
October 2008 – October 2010 1 0.9 0.1
Table 4.7 –  Image subtraction results for AOI-HG for estimating the spatial growth of UHI.
Figure 4.10 shows the two histograms of LSTs for October 2003 and October 2005, and 
Table 4.8 shows the histogram statistics. Though 2003 has a slightly higher maximum 
temperature, the minimum, mean, median, and mode have shifted toward higher temperatures. 
One explanation for the higher maximum temperature could be the temporary presence of a large 
object in the scene with highly absorptive thermal properties, or a thermal emission like a fire.
Figure 4.10 –  Histograms of LSTs for October 2003 and October 2005.
Date Min °C Max °C Mean °C Median °C  Mode °C Std Dev
October 2003 27.8 35.5 32.8 32.7 33 0.96
October 2005 29.8 35 33.4 33.5 33.9 0.84
Table 4.8 –  Image histogram statistics for October 2003 and October 2005 LSTs.
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4.4.1 Matrix Analysis of LST ISODATA Classifications
The LST images were classified using the unsupervised ISODATA algorithm into 
thematic-oriented discrete comfort classes described above. In order to detect change between 
the different years, the thematic layers created from the ISODATA process were fused into a 
matrix where the classes of the two input layers (year 1 and year 2) represent the rows and 
columns of the matrix. The resultant classes are derived from the coincidence of any two input 
classes, unique for each coincidence of two input class values, and the background is assigned 0. 
The results in the tables below are the pertinent information for each of the images
The change between the years 1987 and 1992 indicates a shift towards the higher end 
(Figure 4.11). Zone 6 and Zone 5 increased, while Zone 3 moved downward to Zone 2 (Table 
4.9). Since the October 1992 image was recorded over a month after hurricane Andrew impacted 
the area, this could explain the results.
Figure 4.11 – October 1987 and October 1992 LST images.
Zone Class Start Pixels +/- °T Pixels Total km2 +/- °T km2 +/- °T Change % Change to Zone
6. Hot 32253 -8426 29.03 -7.58 -26.12% 18.44% to Zone 5
5. Very Warm 120808 33619 108.73 30.26 27.83% 27.83% to Zone 6
4. Warm 160865 51507 144.78 46.36 32.02% 29.43% to Zone 5
3. Cool-Warm 126729 26268 114.05 23.64 20.73% 20.03% to Zone 2
2. Cooler 89534 20391 80.58 18.35 22.78% 20.42% to Zone 3
1. Coolest 50708 11780 45.64 10.6 23.23% 18.92% to Zone 2
Table 4.9 – October 1987 to October 1992 LST change results. Start pixels are the first image.
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There was a large shift downward  at the high end of the temperature scale from the year 
1992 to 1997 (Figure 4.12). A big shift from Zone 6 to Zone 5 was accompanied by a a shift of 
Zone 5 to Zone 4 (Table 4.10). The may be the result of a recovery from the effects of hurricane 
Andrew five years, with no major disturbances in between. 
Figure 4.12 – October 1992 and October 1997 LST images.
Zone Class Start Pixels +/- °T Pixels Total km2 +/- °T km2 +/- °T Change % Change to Zone
6. Hot 62209 -36178 55.99 -24.54 -43.48% 41.84% to Zone 5
5. Very Warm 122130 9693 109.91 8.72 7.94% 27.07% to Zone 4
4. Warm 105968 27966 95.37 25.17 26.39% 24.34% to Zone 5
3. Cool-Warm 141527 53755 127.37 48.38 37.98% 28.97% to Zone 4
2. Cooler 94820 20642 85.34 18.58 21.76% 14.23% to Zone 3
1. Coolest 54243 16413 48.82 14.77 30.26% 25.13% to Zone 2
Table 4.10 – October 1992 to October 1997 LST change results.
There were two weak hurricanes, Isidore and Lili, that affected New Orleans, but their 
impact was minimal. The results from the change detection indicate a shift downward from the 
top end of Zone 6, where there was a concentration in Zone 5, most of it toward the upper west 
of the AOI in the suburbs of Metairie and Kenner (Table 4.11). Lili had a stronger impact than 
Isidore, since Isidore weakened to tropical storm strength after impacting the Yucatan Peninsula, 
and never recovered its hurricane status. Lili made landfall to the southwest and passed west of 
the metropolitan area, which could account for the increase of temperatures in that area due to 
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higher damage to vegetation than the eastern side. Upon visual inspection of DOQs, it appeared 
something happened to the vegetation at or near the shoreline to the Spanish Fort area and 
Lakefront Airport before the 1997 image capture, which may explain why there was a recovery 
detected between 1997 and 2002 at those locations (Figure 4.13).
Figure 4.13 – October 1997 and October 2002 images.
Zone Class Start Pixels +/- °T Pixels Total km2 +/- °T km2 +/- °T Change % Change to Zone
6. Hot 48776 -23277 43.9 -20.95 -47.72% 36.19% to Zone 5
5. Very Warm 142617 20801 128.36 18.72 14.59% 21.09% to Zone 4
4. Warm 142244 39171 128.02 35.25 27.54% 26.57% to Zone 5
3. Cool-Warm 90850 32967 81.77 29.67 36.28% 32.46% to Zone 4
2. Cooler 111071 29618 99.96 26.66 26.68% 21.29 % to Zone 3
1. Coolest 45339 11807 40.81 10.63 26.04% 21.35 % to Zone 2
Table 4.11 – October 1997 to October 2002 LST change results.
There was a cooling trend in the upper temperatures, which appears to be concentrated in 
the northwestern part of the AOI, in Zone 5 (Table 4.12). This could be interpreted as a recovery 
from the impact of hurricane Lili in 2002. (Figure 4.14). The 2003 image appears to have an 
increase in Zone Class 6 in the Downtown area of the City, but there was an overall decrease, 
and the more intense red in this area is due to some mixed pixels from Zone Class 5.
99
Figure 4.14 – October 2002 and October 2003 LST images.
Zone Class Start Pixels +/- °T Pixels Total km2 +/- °T km2 +/- °T Change % Change to Zone
6. Hot 48201 -18879 43.38 -16.99 -39.17% 29.90% to Zone 5
5. Very Warm 141514 32874 127.36 29.59 23.23% 30.68% to Zone 4
4. Warm 139321 40641 125.39 36.58 29.17% 26.78% to Zone 5
3. Cool-Warm 97338 41308 87.6 37.18 42.44% 35.54% to Zone 4
2. Cooler 109464 37978 98.52 34.18 34.70% 26.85% to Zone 3
1. Coolest 45059 5309 40.55 4.78 11.78% 10.51% to Zone 2
Table 4.12 – October 2002 to October 2003 LST change results.
The next set of images shows the surface heat pattern and intensity of the New Orleans 
UHI effect from before and after the impact of hurricane Katrina (Figure 4.15). A visual 
inspection of the images reveals a dramatic increase in surface heat a large portion of the scene.
Figure 4.15 – October 2003 and October 2005 LST images.
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Zone Class Start Pixels +/- °T Pixels Total km2 +/- °T km2 +/- °T Change % Change to Zone
6. Hot 66832 -15975 60.15 -14.38 -23.90% 19.57% to Zone 5
5. Very Warm 118365 41557 106.53 37.4 35.11% 35.11% to Zone 6
4. Warm 154280 53848 138.85 48.46 35.66% 18.26% to Zone 5
3. Cool-Warm 110290 50713 99.26 45.64 45.99% 29.86% to Zone 4
2. Cooler 74032 25548 66.63 22.93 35.42% 18.40% to Zone 3
1. Coolest 57098 16793 51.39 15.12 29.43% 22.54 % to Zone 2
Table 4.13 – October 2003 to October 2005 LST net increase change results. 
Even though there were some hot areas that became cooler, the overall shift was upward 
in all the other temperature classes (Table 4.13). For example, in the lower left side of the AOI, 
there were some Zone 5 and 6 classes that became cooler. Upon visual inspection of DOQs, it 
was determined that these were grassy fields and areas of vegetative cover that were not affected 
by the persistent flooding that mainly occurred in Orleans and St. Bernard parishes. The 
vegetation in non-flooded areas may have benefited from the large amount of rain that came with 
the storm. The TM image was captured over one month after the impact of the storm, during a 
normally dry time of year, sufficient enough time for grass and some shrubs to regenerate. In 
order to understand the changes better, a table of the image histogram bin counts was created 
(Table 4.14). After reviewing the individual pixel counts in each of the temperature zones, one 
can see the highest concentration is in Zone 6 for the October 2005 image, which is quite 
apparent in the visualization of the data imagery and the skewed nature of the histogram in 
Figure 4.10 above. 
Date Zone 1 Zone 2 Zone 3 Zone 4 Zone 5 Zone 6 Total Pixels
2003 57098 74032 110290 154280 118365 66832 580897
2005 53589 77673 74962 146787 100958 126928 580897
Table 4.14 – Histogram  bin counts for October 2003 and October 2005.
Figure 4.16 shows the cooling of the flooded areas one year after the storm. Most of the 
regenerated vegetation appeared to be grasses and small shrubs, and other vegetation that has a 
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rapid growth cycle, such as weeds. Trees take much longer to recover, which is measured in 
years, not weeks or months like weeds and grasses. The impact of tree loss on the heat intensity 
is apparent in the more sparsely vegetated areas in the upper-left of the images. This area 
encompasses the suburbs of Metairie and Kenner, in Jefferson Parish, two areas that already had 
fewer trees than Orleans Parish many years before the storm. 
The images in Figures 4.16 to 4.18 indicate a trend toward recovery despite hurricane 
Gustav in 2008, which made landfall at Cocodrie, Louisiana, 138 kilometers southwest of New 
Orleans, bringing a lot of rain to the region. Most of the severe storm impacts occurred west of 
the City, but there were several damaged trees with large broken branches due to the high winds. 
Street flooding occurred due to the heavy rain, but the levees were not breached by the storm 
surge. Unlike Katrina, however, hurricane Gustav did not cause widespread flooding of the city.
Figure 4.16 – October 2005 and September 2006 LST images.
Zone Class Start Pixels +/- °T Pixels Total km2 +/- °T km2 +/- °T Change % Change to Zone
6. Hot 126928 -88977 114.24 -80.08 -70.10% 48.96% to Zone 5
5. Very Warm 100958 11230 90.86 10.11 11.12% 21.17% to Zone 4
4. Warm 146787 54097 132.1 83.42 36.85% 35.40% to Zone 5
3. Cool-Warm 74962 15196 67.47 22.9 33.95% 27.07% to Zone 4
2. Cooler 77673 23601 69.91 21.24 30.39% 25.63% to Zone 3
1. Coolest 53589 11522 48.23 10.37 21.50% 19.49% to Zone 2
Table 4.15 – October 2005 to September 2006 LST change results.
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Figure 4.17 – September 2006 and October 2008 LST images.
Zone Class Start Pixels +/- °T Pixels Total km2 +/- °T km2 +/- °T Change % Change to Zone
6. Hot 51358 -26220 46.22 -23.6 -51.05% 49.49% to Zone 5
5. Very Warm 175508 8100 157.96 7.29 4.62% 24.95% to Zone 4
4. Warm 115107 18788 103.6 16.91 16.32% 16.34% to Zone 3
3. Cool-Warm 100646 27626 90.58 24.86 27.32% 24.77% to Zone 4
2. Cooler 78956 40473 71.06 13.55 19.07% 16.09% to Zone 1
1. Coolest 59322 11816 53.39 10.63 19.92% 17.70% to Zone 2
Table 4.16 – September 2006 to October 2008 LST change results.
Figure 4.18 – October 2008 and October 2010 LST images.
Zone Class Start Pixels +/- °T Pixels Total km2 +/- °T km2 +/- °T Change % Change to Zone
6. Hot 33863 -15571 30.48 -14.01 -45.98 43.81% to Zone 5
5. Very Warm 168069 8438 151.26 7.59 5.02 29.13% to Zone 4
4. Warm 147713 27174 132.94 24.46 18.39% 24.58% to Zone 3
3. Cool-Warm 81876 21769 73.69 19.59 26.59 22.95% to Zone 4 
2. Cooler 88030 26702 79.23 24.03 30.33% 24.90% to Zone 3
1. Coolest 61346 14526 55.21 13.07 23.68% 20.32% to Zone 2
Table 4.17 – October 2008 to October 2010 LST change results.
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The final two images in Figure 4.19, October 8th, 1987 and October 7th, 2010, were compared
in order to examine the long-term change in LST pattern and intensity of the AOI. Upon visual 
inspection of thermal images in conjunction with the DOQ reference images, the changes due to 
urbanization become apparent, though they are minimal when compared to the unrestrained sprawl 
of other cities (Xiao et al. 2008), that exhibit more pronounced UHIs (Imhoff et al. 2010). If an 
analyst only looked at the LST images, it would impossible to tell what exactly is happening on the 
surface without ancillary data, even if one is familiar with the AOI. In all of the thermal image 
products, one can see the cooling effect of the lake and grassy levees along the tops of the scenes. 
Nevertheless, there is little change to the overall LST, a finding which can be verified by looking at 
the histograms (Figure 4.20) and histogram statistics (Table 4.19). The image statistics are similar.
Figure 4.19 – October 1987 and October 2010 LST images.
Zone Class Start Pixels +/- °T Pixels Total km2 +/- °T km2 +/- °T Change % Change to Zone
6. Hot 32253 -19645 29.03 -17.68 -60.91% 44.47% to Zone 5
5. Very Warm 120808 10606 108.73 9.55 8.78% 24.95% to Zone 4
4. Warm 160865 52829 144.78 47.55 32.84 31.32% to Zone 5
3. Cool-Warm 126729 11499 114.06 4469.67 39.18 30.11% to Zone 4
2. Cooler 89534 32566 80.58 29.31 36.37 22.96% to Zone 3
1. Coolest 50708 19681 45.64 17.71 38.81 19.30% to Zone 2
Table 4.18 – October 1987 to October 2010 LST change results.
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Figure 4.20 –  Histograms of LSTs for October 2003 and October 2005.
Date Min °C Max °C Mean °C Median °C  Mode °C Std Dev
October 1987 15.46 41.92 30.22 31.07 31.9 2.56
October 2010 14.96 41.6 30.24 30.57 31.4 2.53
Table 4.19 –  Image histogram statistics for October 1987 and October 2010 LST images.
Another way to verify the finding is to look at the image attribute table of the 1987 and 
2010 LST ISODATA products. Table 4.20 shows the pixel counts in each of the histogram bins 
for the same two images. The dispersion pattern is similar. 
Date Zone 1 Zone 2 Zone 3 Zone 4 Zone 5 Zone 6 Total Pixels
1987 50708 89534 126729 160865 120808 32253 580897
2010 57234 81201 108355 154466 152203 27438 580897
Table 4.20 – Histogram bin counts for October 1987 and 2010 LST ISODATA images.
Finally in Table 4.21, the surface areas of the temperature zones for all the images were 
calculated. A dramatic increase of surface area in Zone 6 by 54.1 km2, from 60.15 km2 to 111.24 
km2, occurred from the year 2003 to 2005. The decrease of Zone 5 may have contributed to the 
increase in Zone 6 in 2005, the prior of which increased in 2006, along with a concomitant 
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decrease in the latter for the same year. The data in the matrix shows a surface area increase in 
the hotter temperature zones, right after hurricane Katrina in 2005 (Zone 6), and the following 
two years (zone 5), which demonstrates the UHI effect was altered by the weather event, and 
then slowly returned to a similar, pre-storm state, before Hurricane Andrew. It appears Andrew 
may have impacted the UHI of the GNO area, but not to the extent of Katrina, the latter of which 
resulted much more extensive flooding.
Date Zone 1 Zone 2 Zone 3 Zone 4 Zone 5 Zone 6
1987 45.64 km2 80.58 km2 114.06 km2 144.78 km2 108.73 km2 29.03 km2
1992 48.82 km2 85.34 km2 127.37 km2 95.37 km2 109.91 km2 55.99 km2
1997 40.81 km2 99.96 km2 81.77 km2 128.02 km2 128.36 km2 43.9 km2
2002 40.55 km2 98.52 km2 87.6 km2 125.39 km2 127.36 km2 43.38 km2
2003 51.39 km2 66.63 km2 99.26 km2 138.85 km2 106.53 km2 60.15 km2
2005 48.23 km2 69.91 km2 67.47 km2 132.1 km2 90.86 km2 114.24 km2
2006 53.39 km2 71.06 km2 90.58 km2 103.6 km2 157.96 km2 46.22 km2
2008 55.21 km2 79.23 km2 73.69 km2 132.94 km2 151.26 km2 30.48 km2
2010 51.51 km2 73.08 km2 97.52 km2 139.02 km2 136.98 km2 24.69 km2
Table 4.21 – Histogram bin counts for October 1987 and 2010 LST ISODATA images.
4.4.2 Validation of Results
In order to validate the TM band 6 thermal image results, the remaining Landsat bands 1-
5, and 7 were classified by using the unsupervised method and the ISODATA algorithm, and then 
compared to the thermal image products. The minimum spectral distance formula was used to 
form clusters, beginning by randomly grouping a cluster means from the images, which was used 
to create a new one for the next iteration. 100 ISODATA classes were recoded to 6, except for 
two image dates that included two more classes: Flooded areas and damaged trees. 150 iterations 
were performed at 0.997 convergence. The algorithm stopped when convergence was reached 
and all features were classified before the maximum number of iterations was reached. Accuracy 
reports for the ISODATA processing were generated and compared (Tables 4.22 and 4.23). 
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The Chavez (1996) cosine of the solar zenith angle (COST) atmospheric correction 
method was used for Landsat bands 1–5, and 7, excluding thermal band 6, the latter of which 
required a different process. The accuracy of the COST atmospheric correction model was 
verified by comparing the accuracy of the classified images with an Internet-based, automated 
COST model builder (COST Maker). Both methods produced similar results. Figure 4.2.1 
displays the resultant ISODATA classification product derived from a Landsat image that was 
normalized by using the COST method.
 ISODATA Classification Accuracy Report                                                                                   October 9th, 2005
Class Reference Classified Number  Correct Producers  Accuracy Users  Accuracy
Urban 33 36 30 90.91% 83.33%
Soil 13 13 9 69.23% 69.23%
Mixed 36 37 28 77.78% 75.68%
Grass 11 12 8 72.73% 66.67%
Trees 6 6 4 66.67% 66.67%
Water / Shadows 3 2 1 33.33% 50.00%
Flooded Area 3 3 2 66.67% 66.67%
Damaged Trees 6 3 3 50.00% 100.00%
Totals 111 112 85
Overall Classification Accuracy = 89.45%
Overall Kappa Statistics = 0.8345
Table 4.22 – Unsupervised ISODATA accuracy and Kappa results – Chavez COST correction.
 ISODATA Classification Accuracy Report                                                                                   October 9th, 2005
Class Reference Classified Number  Correct Producers Accuracy Users  Accuracy
Urban 28 29 23 82.14% 79.31%
Soil 15 10 7 46.67% 70.00%
Mixed 37 45 33 89.19% 73.33%
Grass 15 12 10 66.67% 83.33%
Trees 11 11 8 72.73% 72.73%
Water / Shadows 3 2 2 66.67% 100.00%
Flooded Area 4 3 3 75.00% 100.00%
Damaged Trees 3 4 2 66.67% 50.00%
Totals 116 116 88
Overall Classification Accuracy = 89.06%
Overall Kappa Statistics = 0.8332
Table 4.23 – Unsupervised ISODATA accuracy and Kappa results – COST Maker correction.
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Figure 4.21 – October 9th, 2005 ISODATA classification result: 1) urban is gray, 2) soil is yellow, 
3) olive green is mixed vegetation and built-up features, 4) bright green is grass and pasture, 5) 
dark green are trees, 6) blue is water and shadows, 7) purple is flooded areas, and 8) red is 
damaged or destroyed trees.
4.5 Local Urban Heat Island Temperature Sensitivity Index
Since the Landsat TIR data can be used to determine the radiant surface temperatures and 
fluxes, an index was created for classifying the LST results according to PET comfort stress 
levels in a UHI context. Five of the original eight PET classes were used and modified, as this 
study was not examining cold or freezing temperatures, in order to create the Local Urban Heat 
Island Temperature Sensitivity (LUHITS) index. Assuming ideal indoor relative humidity from 
30% to 60%, the comfort index in Table 4.4 is relative to location norms, which is highly 
subjective. To calculate the heat index, based on both air temperature and relative humidity, there 
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are online tools, such as this one provided by NOAA/NWS's Weather Forecast Office (WFO) 
(NOAA 2010a). The LUHITS table below can be modified according to public opinion poll data, 
for example, making it useful as a tool for urban planning. For example, a series of LUHITS 
tables could be made for use in local tourism brochures, each with its target population according 
to their known thermal sensitivity levels who may want to visit a particular city, which then is 
visually represented by seasonal UHI intensity maps (or LST map overlays) related to tourist 
seasons (Appendix F).
LUHITS Class Temperature °C Psychological Stress
Very Hot 36° Extreme heat stress
Hot 32°–35° Strong heat stress
Warm 28°–31° Moderate heat stress
Slightly warm 25°–27° Little heat stress
Cooler 22°–24° No heat stress
Coolest 18°–21° No heat stress
Table 4.24 – The Local UHI Thermal Sensitivity (LUHITS) classes adapted for this study reflecting 
possible summertime temperatures.
The LUHITS concept needs further refinement, but it shows potential for use with air 
temperature, and other ancillary data, e.g. it could be combined with meteorological and PET 
data derived from RayMan software (Matzarakis et al. 2007).
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5. POST-KATRINA LAND COVER ANALYSIS USING SATELLITE IMAGERY
5.1 Introduction
Vegetation indices have been applied in several studies in order to analyze and detect 
changes in vegetation health, structure, and patterns for quantitative assessment, monitoring, and 
decision making (Fung and Siu 2000; Kennedy et al. 2009). Data imagery was transformed using 
combinations of spectral enhancement indices in order to delineate and analyze feature classes. 
Healthy vegetation reflects very strongly in the NIR, and has very weak reflectance in visible red 
wavelength region. Therefore, healthy vegetation shows up in bright color tones in infrared 
satellite imagery. The imagery was atmospherically corrected and normalized using the Chavez 
(1996) COST method. Several cloud-free images were collected, pre-processed, and then 
enhanced. After careful review, and in consideration of the LST images described in Chapter 4, a 
similar series of fall season images were chosen for further processing with the addition of 
several images of other years (Table 5.1).
Storm Spring Summer Fall Winter
08-AUG-1985
01-MAY-1987
08-OCT-1987
28-JAN-1988
13-FEB-1988
Florence CAT1 09-SEP-1988
Andrew CAT4 26-AUG-1992
05-OCT-1992
25-JAN-1993
17-MAY-1993
01-SEP-1997
03-OCT-1997
26-JAN-1999
23-MAY-2001
15-SEP-2002
Isadore TS 26-SEP-2002
Lili CAT2 03-OCT-2002
17-OCT-2002
29-MAY-2003
04-OCT-2003
11-FEB-2005
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Storm Spring Summer Fall Winter
Cindy CAT1 05-JUL-2005
22-AUG-2005
Katrina CAT3 29-AUG-2005
07-SEP-2005*
09-OCT-2005
02-MAR-2006
06-JUN-2006*
26-SEP-2006
05-MAR-2007
12-AUG-2007
Gustav CAT4 31-AUG-2008
01-OCT-2008
02-SEP-2009
07-OCT-2010
12-FEB-2011
04-JUN-2011
08-SEP-2011
Table 5.1 – Tropical cyclone impacts and Landsat TM images of the study area. Hurricane 
category (CAT) is based on the Saffir–Simpson hurricane scale. *Clouds present in scene.
Fall is the dry season for the study area and surrounding region, therefore satellite images 
tend to be more cloud free than at other times, which optimal for change detection. In addition, 
the foliage of many tree species and other types of vegetation have yet to senesce due to the 
latitude and subtropical climate. Therefore, late September to mid October images with 0 percent 
cloud cover were used for the study, which helped keep seasonal differences and atmospheric 
effects to a minimum. The GNO area had thoroughly dried out by the time the TM overpass 
occurred on October 9th, 2005, and it was found that majority of the other fall season images had 
similar weather conditions (NOAA-NCDC records of monthly and yearly climate normals for 
the years 1987-2010). TM scenes that had clouds over the AOI, pools of standing water from 
recent rainstorms, and abnormal temperatures were not used.
5.2 Vegetation Indices
Vegetation indices are mathematical transformations defined as dimensionless, 
radiometric measures that function as indicators of relative abundance and activity of green 
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vegetation, which are often used to determine leaf area index, chlorophyll content, green 
biomass, and absorbed photosynthetically active radiation (Jensen 2005). There are two groups 
of vegetation indices according to Jackson and Huete (1991): the slope-based, and the distance-
based. A third category, orthogonal transformation, could be added according to Silleos et al., 
where “Orthogonal indices undertake a transformation of the available spectral bands to form a 
new set of uncorrelated bands within which a green vegetation index band can be defined. The 
Tasseled Cap Transformation is perhaps the most well-known of this group” (2006). In this 
study, four spectral indices, two slope-based vegetation indices, a moisture index, and a water 
index were tested to perform land cover analysis. However, after carefully evaluating the 
outcome of MSAVI, NDMI, and MNDWI indices, it was decided to use only NDVI in the final 
land cover analysis, which was performed using the RGB-Composite method. These indices are 
listed below and the graphical models appear in Appendix E:
1. NDVI – Normalized Difference Vegetation Index
2. MSAVI – Modified Soil-Adjusted Vegetation Index
3. NDMI – Normalized Difference Moisture Index
4. MNDWI – Modified Normalized Difference Water Index
The NDVI (Rouse et al, 1974) was developed in order to separate green vegetation from 
highly reflective soil background, and to highlight the spectral properties of vegetation at 
different stages of growth and senescence. It has been commonly used to measure the quality and 
abundance, or greeness of a given area, and it was used in this study. NDVI was derived by 
computing (IX) the difference of the red and near infrared (NIR) bands normalized by their sum:
NDVI = (NIR – Red) / (NIR + Red)        (IX)
Because infrared radiation is strongly reflected by the mesophyll tissue in green 
vegetation, the ratio of these two bands takes advantage of the inverse relationship between red 
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and NIR reflectance associated with healthy, green vegetation. MSAVI (Qi et al. 1994) was 
designed to improve upon the NDVI by removing background “noise” from soil, such as the 
reflectance of soil below tree canopies. In this study, MSAVI was used as a component for 
creating compound indices. MSAVI-2 was tested during the change detection procedure.
The NDMI was developed in order to highlight the water content in the spongy 
mesophyll of leaves. The term “moisture” was adopted (Wilson and Sader 2002; Jin and Sader 
2005) in order to describe the index because it is theoretically similar to the “wetness” 
component of the Tasseled Cap Transformation, which contrasts the visible and NIR bands with 
the MIR bands (Wilson and Sader 2003). NDMI was derived for this study by computing (X) the 
ratio of the difference and sum of the NIR and MIR bands: 
NDMI = (NIR + MIR) / (NIR – MIR)         (X)
NDMI was used in this study because it was the most effective for showing changes to 
the clusters of tree canopy, and other leafy biomass in the study area. The water index, MNDWI 
(Gao, 1996; McFeeters 1996; Xu 2008b), was used for making compound indices, but it did not 
perform well, like NDMI, for change detection of biomass.
5.2.1 Enhancement Results
124 enhanced indices were created from 31 images of all four seasons, plus image 
composites of combinations of the results, and indices that were modifications of others. For 
each of the 124 images, three raster image formats were created: 1) float images of the original 
spectral reflectance values (-0 to 1), rescaled images (0 to 1), and 8 bit rescale (0-255). The latter 
two formats were necessary for later experiments with certain composite indices that were 
rescaled to 8 bit. Although all of the 124 indices were capable of showing biomass, the best 
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results were obtained using the NDMI enhancement because it most effectively detected the 
moisture in tree canopy, with less background noise. Therefore it was used for all the selected 
images during the change detection procedure, which was also limited to fall season imagery. 
Below are some examples (Figures 5.1 and 5.2) of results from testing vegetation indices and the 
TCT (red indicates vegetation reduction, and green regeneration). Though restricted to the fall 
season for the final analysis, the imagery from the other seasons produced similar results. They 
can be used later for additional analysis with regard to changes in a different seasonal context.
Figure 5.1 – Change results of NDVI and MSAVI-2: October 2003 to October 2005.
Figure 5.2 – Change results of MNDWI and NDMI: October 2003 to October 2005.
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NDMI, seemed to delineate changes in trees better than the other indices without adding 
too much noise. The NDVI performed well, but it over saturated some forest areas while not 
registering change in others. When adjusting the threshold, some features were brought out 
better, such as separating vegetation from some built-up surfaces, but then it would add noise 
from other pixels that were not of interest. MSAVI-2 performed well for delineating trees, but did 
not register other vegetation as well. The highly heterogeneous surface area, in combination with 
the parched, post-storm environment was best viewed with an index that was capable of 
detecting moisture in the spongy mesophyll of leaves. MNDWI did well to pick up moisture, but 
it was not easy to find a good threshold level, and it brought out some unwanted features. It was 
used, nevertheless, as a component in compound indices utilized in the next section of this 
chapter. A major weakness of all of the indices is the inability to completely eliminate the effects 
of background soil brightness, though some do a better job than others, such as MSAVI and 
MSAVI-2.
Figure 5.3 – TCT and PC change detection results compared for October 2003 and 2005.
TCT enhancements were performed on all the images since the three components were 
also used for experimentation in combination with others in compound indices, which are indices 
made up of other indices. A few PC images were created in order to compare to the TCT. The 
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results of change detection of the second component, TC2 or green of TCT, and the second PC 
component (PC2) are compared in Figure 5.3 above.
5.3 Change Analysis
5.3.1 Image Differencing Method
The first method of change detection was executed by using the Erdas Imagine Image 
Difference tool, which creates two outputs, a float image that is the difference between a first and 
a second date, and a classified image that is the highlight file. This software tool, which is based 
on the often used image subtraction method, was used to difference the NDMI enhancements. 
The reference images used to create the NDMI images had been radiometrically corrected using 
the Chavez COST method of dark pixel subtraction, an important pre-processing step in order to 
prevent incorrect results or noise in the final differenced images.
The threshold for change was set to 10%, which worked well as a starting point for all the 
images, then the threshold was adjusted manually using DOQs and ISODATA classified images 
for verification of the settings, and by examining the standard deviations (SD) and calculating 
the mean SD. Newer routines that are more objective were investigated (Coppin et al. 2004; Lu 
et al. 2003). However, no matter what technique is used, there will always be some noise due to 
imperfect registration of the images, and atmospheric effects that cannot be removed, which 
results in a salt-and-pepper effect (Coppin and Bauer 1996). In the and, I decided to keep the 
threshold of change constant at 10%. I found that moving the threshold one percent in one 
direction caused noise to disappear, but also real changes that needed to be included. 
Furthermore, damage to built structures both large and small, e.g. the roof of the Superdome and 
shotgun houses, noticeably altered the albedo and contributed to the salt-and-peeper effect.
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Nevertheless, hurricanes as powerful as Betsy, Camille, and Katrina, leave large 
footprints wherever they make landfall. Both the pattern of damage to vegetation, and its 
rejuvenation dominates the original image scene and enhancements. The data derived from them 
reflect the changes as well. The results of the NDMI image enhancements below were assigned 
four color-coded classes:  
1. 10% or greater decrease in vegetation – Red
2. Less than 10% decrease – Yellow
3. 10% or greater increase in vegetation – Bright Green
4. Less than 10% increase – Dark Green
In figure 5.4, the image on the left does not indicate widespread changes that one might 
expect after a major hurricane. One explanation is that both September and October were drier 
than average, –11.6332 cm below the average rainfall for September, and the trend continued 
until the TM overpass, coupled with regrowth of certain species of vegetation soon after 
hurricane Andrew. 
Figure 5.4 – NDMI image differences: October 1987 to October 1992, and October 1992 to 
October 1997 This covers the time period before and after hurricane Andrew (August 26 th, 1992).
However, the few areas of change that was higher than 10% were caused by 
anthropogenic activity, as seen in Figure 5.5. For example, the loss of trees and other vegetation 
117
due to the construction of Interstate 510 is clearly visible in the NDMI change image, and the 
1987 classified LST image shows a blue, coolest Zone 1. The LST image layer indicated a 
temperature of 24.3° C for the pixel at the center of the cross-hairs, and the 1992 LST image 
returned a temperature of 29.8° C.
Figure 5.5 – Clockwise from upper left: January 24th, 1998 DOQ, TM NDMI difference image 
1987-1992, 1987 TM LST image, and October 27th, 1983 NHAP CIR aerial photo.
During analysis of these images, prior knowledge of the area was crucial for understanding 
the changes that occurred. However, there were several discoveries of changes to places that were 
previously unknown to me, such as certain isolated subdivisions and cul-de-sacs. Much of the 
anthropogenic activity showed use followed by abandonment of an area, though there were some 
areas of reuse, or infill. The 1998 DOQ image above shows a new subdivision that replaced an 
urban forest. This change was reflected in the 1997 to 2002 change image in Figure 5.6. This 
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image shows an overall greening trend, with the exception above, and another loss of an urban 
forest in Kenner, which can be seen as a red patch in the northwest corner. In figure 5.7, one can 
see the forest had been converted into a subdivision. The LST for the pixel at the center of the 
cross-hairs reads 24.9° C for 1997 and 33.5° C for 2002, and increase of 8.6° C.
Figure 5.6 – NDMI image differences: October 1997 to September 2002, and September 2002 to 
October 2003 This covers the time period before and after hurricane Isidore (September 26 th, 2002).
Figure 5.7 – Clockwise from upper left: January 24th, 1998 DOQ, TM NDMI difference image 
1997-2002, 2002 TM LST image, and May 1st, 2006 high resolution aerial photo.
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The change to the vegetative biomass of the AOI is quite apparent in Figure 5.8. The 
profound loss to much of Orleans Parish can be attributed to the flood waters that remained for 
several weeks. Grass, shrubs, and trees were submerged under stagnant, polluted water. 
Throughout the City vegetation was dry and brittle, which made separating soil from urban 
surfaces difficult in the last section of this chapter, and one could easily see where chemicals in 
the water had completely destroyed vegetation adjacent to similar vegetation at the same water 
depth. It is assumed some chemicals were concentrated in some areas, and as the water receded 
they coalesced in some spots, leaving dark brown patches and sometimes almost black tar-like 
substances.
Figure 5.8 – NDMI image differences: October 2003 to October 2005, and October 2005 to 
September 2006. This covers the time period before and after hurricane Katrina (August 29 th, 2005).
Nevertheless, vegetation regrew rapidly within one year, as seen in the NDMI change 
image from 2005 to 2006. The regrowth displays a pattern remarkably similar to the damage 
from the previous year. Much of the regrowth detected by the NDMI enhanced images within the 
first year was grass and shrubs, and tree saplings. In Figure 5.9 below, the change of an urban 
forest in New Orleans East can be seen in the October 2005 DOQ and the July 2010 DOQ. The 
LST of the pixel in the cross-hairs is 24.0° C for 2003, 28.9° C for 2005, and 24.3° C for 2010. 
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This demonstrates the resiliency of urban forests if left undisturbed after an impact as severe as a 
hurricane. Where urban forests are not so resilient, is wherever they have been eliminated by 
people. If it is not converted into another subdivision, it will remain an urban cool island (UCI).
Figure 5.9 – Clockwise from upper left: January 24th, 1998 DOQ, TM NDMI difference image 
2003-2005, 2010 TM LST image, and July 22nd, 2010 DOQ.
Figure 5.10 – NDMI image differences: September 2006 to October 2008, and October 2008 to 
October 2010. This covers the time period before and after hurricane Gustav (August 31 st, 2008).
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Figure 5.10 above shows before and after hurricane Gustav. The effects of Gustav were
much more subtle than Katrina. The LST images did not indicate any major changes like after
hurricane Katrina, but the NDMI images did detect vegetation stress.
Figure 5.11 – Clockwise from upper left: January 24th, 1998 DOQ, TM NDMI difference image 
2006-2008, 2008 TM LST image, and October 1st, 2008 DOQ.
However, some of the red patches in the 2006 to 2008 image are not due to the natural 
consequences of an extreme weather event. In Figure 5.11, at the western tip of Westwego, LA, 
there was a new subdivision added between two others next to a forest I was examining. While 
the forest to the north was stressed according to the NDMI difference image, the LST image 
showed it remained cool. Whereas just to the south, a small subdivision made a profound impact 
on the temperature within the footprint of the new urbanized surface area, which is apparent by a 
new, red-colored area, Zone 6 Hot, in the LST image. It was Zone 1 and 2 for that area prior to 
construction. The pixel at the cross-hairs reads  25.1° C for October 2005, and 35.5° C for 
October 2008, a difference of 10.4° C.
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5.3.2 RGB Composite Method
The second method used for change detection with spectrally enhanced images is the 
RGB method, which is often used with NDVI (RGB-NDVI). An advantage of this method is that 
it utilizes three dates instead of two, and the use of the ISODATA algorithm eliminated the need 
for setting threshold levels of change (Wilson and Sader 2002). In addition to RGB-NDVI, I 
created NDMI composites (RGB-NDMI) and then compared the results (Figure 5.12). The use 
of NDMI has shown improvement over NDVI due to the latter's saturation of dense forested 
areas, though this study is focused on an urban area. The dense forests at the edges, or rural 
fringe of the AOI were somewhat saturated by the NDVI enhancement. In other words, they 
were very bright and washed out some subtle changes. However, the NDMI did not suppress 
urban features very well, giving them a dark green color. Also, part of the roof of the Superdome 
appeared as regenerated vegetation coloring it magenta, while the NDVI composite completely 
suppressed it, coloring it black. Therefore, the RGB-NDVI method was used. 
Figure 5.12 – RGB-NDVI and RGB-NDMI compared:  2003-2005-2006.
After creating the composites, the next step was to classify the RGB-NDVI enhanced 
images using the unsupervised ISODATA method. 75 classes with a convergence of 0.997 at 170 
iterations were the settings used. The 75 classes were recoded to 10 classes, and the results 
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entered into tables for interpretation, based on Sader et al. (2003), like the example below (Table 
5.2 ). Figures 5.13 and 5.14 are the resultant classified images of three years of change, instead 
of two like the image differencing method.
Display Color/Year Red
NDVI 2003
Green
NDVI 2005
Blue 
NDVI 2006
Vegetation Change
 InterpretationImage Color
Red High Low Low Vegetation Reduction 2003-2005
Green Low High Low Regeneration 2003-2005; Reduction 2005-2006
Blue Low Low High Regeneration 2005-2006
Yellow High High Low Reduction 2005-2006
Magenta High Low High Reduction 2003-2005; Regeneration 2005-2006
Cyan Low High High Regeneration 2003-2005
Black Low Low Low No Change; Non-vegetation
Dark Gray Low Low Low No Change; Low Biomass
Medium Gray Medium Medium Medium No Change; Medium Biomass
Light Gray/White High High High No Change; High Biomass
Table 5.2 – RGB-NDVI change classification for years 2003 to 2005 and 2005 to 2006.
Figure 5.13 – RGB-NDVI composites: 1987-1992-1997, and 1997-2002-2003.
Figure 5.14 – RGB-NDVI composites: 2003-2005-2006, and 2006-2008-2010.
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Figure 5.15 – Hurricane Katrina's magenta footprint, indicating vegetation reduction from the 
October 2003 to October 2005, and regeneration from October 2005 to September 2006.
In Figure 5.15, one can see the large swath of magenta that dominates the right portion of 
the image, which signifies vegetation reduction from the year 2003 to 2005, and regeneration 
from 2005 to 2006. This is hurricane Katrina's footprint, as seen in other enhanced images.
5.4 Analyzing the Bare Surfaces
5.4.1 Introduction
Spectral indices have been applied in several studies in order to examine the biophysical 
attributes of the Earth's surface. Zha et al. (2003) developed the Normalized Difference Built-up 
Index (NDBI) for rapid mapping of urban areas. Xu et al. (2010) created the Normalized 
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Difference Impervious Surface Index (NDISI) as a simple, automatic method to extract 
impervious surface and mask water, and Deng and Wu developed the BCI “for simple and 
convenient derivation of urban biophysical compositions for practical applications” (2012). As in 
previous sections, the same TM reference imagery was used to derive these indices. The 
objective here was to determine if soil and impervious surfaces can be separated enough to the 
extent they can be quantified and then compared to the other data in this study. It was expected 
that the apparent quantity of soil exposure would increase after the stagnant flood waters 
damaged and destroyed vegetation, and that impervious surfaces would be exposed as well, 
either of which could induce an increase in LST.
5.2.2 Spectral Indices for Urbanized Surfaces
All of models of these indices were created in ERDAS Imagine 2013 Spatial Modeler 
and Model Maker (Table 5.3). The NDISI and the Normalized Difference Bareness Index 
(NDBaI) did not perform well for this study. The visual results were unsatisfactory, likely due to 
the use of the TIR band, which has over-saturated urban features that show up black. Also, the 
different spatial resolution of the TIR band contributed to the poor image clarity. However, it 
may be useful in other circumstances. Future work should revisit these indices. The Normalized 
Difference Soil Index (NDSI), developed by Rogers and Kearney (2003), enhanced bare soil but 
mixed vegetation and built-up area .
Index Formula Reference
NDBI (MIR – NIR) / (MIR + NIR) Zha et al. (2003)
* (Red – MIR) / (Red + MIR) Author
IBI [NDBI - (SAVI + MNDWI)/2] / [(SAVI – MNDWI)/2] Xu (2008)
NDISI TIR - [(WI + NIR + MIR)/3] / TIR + [(WI + NIR + MIR)/3] Xu (2010)
NDBaI (MIR - TIR) / (MIR + TIR) Chen et al. (2006)
BCI [(TC1 + TC3) / 2 – TC2] / [(TC1 + TC3) / 2+TC2] Xu (2006)
Table 5.3 – Built-Up/Urban Indices.
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The NDBI had some salt-and-pepper noise, but it suppressed water features better than 
the other indices. As the developer intended, it was useful for quickly identifying urban, built-up 
features, and was used as a component of other indices. Xu (2008) developed an index derived 
from other indices, the IBI, which accounts for water. It is constructed with three indices that 
relate to the V-I-S components: NDBI, SAVI, and MNDWI. I modified the IBI by using MSAVI, 
which was built in ERDAS Model Maker like the MNDWI. It uses the same equation as the 
other slope-based indices (Table 5.3). It enhanced water and mixed soil with urban features more 
than NDBI (Figure 5.16). 
Like the other compound indices, the BCI index was complicated to construct because it 
required the TCT components (Figure 5.17). While it enhanced urban features very well, it also 
enhanced water, likely due to the TC1 brightness component. The canals in the AOI that were 
not masked shined very brightly. Thus, it was not usable because of water enhancement, and it 
mixed urban with soil as well. As an experiment, I inverted the MNDVI (Rouse 1973), which is 
the same as NDWI. The result was similar to BCI, enhancing the urban features well, but also 
water features, but it did not seem to mix soil like the others. 
Figure 5.16 – NDBI and IBI.
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Figure 5.17 – NDISI and BCI.
I experimented by creating composite images using all of these indices with vegetation 
indices and TCT images:
NDBI+NDVI+MSAVI:
Where: Band 1 = ndbi, band 2 = ndmi, and band 3 = msavi
Colors: band 1 = red, band 2 = green, band 3 = blue
• Red colors: red = impervious surfaces; orange-red = disturbed vegetation/dry soil
• Blue colors: aqua-blue = healthy trees; green-blue = trees & mixed; indigo = grass
• Green colors: orange-green = water and a few impervious surfaces (top of Superdome)
Image subtraction was used for the built-up indices in the same manner as the previous 
section of this chapter. The results were not as good as the vegetation indices for change detection. 
Soil, water, and urban surfaces were mixed, and the results unclear. However, I was able to use the 
NDBI to show an increase and decrease of exposed soil. In order to make it work visually, I had to 
change the colors based on my knowledge of what decreased and where. Thus, it only worked for 
the before and after Katrina images because more subtle changes in other years would not be clear.
For the years 2003, 2005, and 2006, there were DOQs and 0.3 m high resolution aerial images, 
plus my first hand knowledge of where the changes took place and what changed. The main reason
soil could not be accurately quantified in this case, it is assumed, is because of the highly reflective
properties of dead vegetation, which is seen in the red part of the spectrum.
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Figure 5.18 – Soil exposure after Katrina in October  2005 and return of vegetation in September 2006.
In Figure 5.18 above, the yellow represents 10% or greater increased soil exposure, and 
brown less than 10% increased soil exposure. Light and dark gray represents everything else. For 
the following image difference set, I changed the decrease color to green, which shows where 
soil decreased and vegetation likely returned. From this data set we can see the increased 
exposure of soil after the hurricane, and the return of vegetation at many of the same areas. The 
final experiment was to use the RGB composite method with NDBI (Table 5.4 and Figure 5.19).
Display Color/Year Red
NDBI 2003
Green
NDBI 2005
Blue 
NDBI 2006
Soil Change
 InterpretationImage Color
Red High Low Low Soil Reduction 2003-2005
Green Low High Low Increase 2003-2005; Reduction 2005-2006
Blue Low Low High Soil Increase 2005-2006
Yellow High High Low Reduction 2005-2006
Magenta High Low High Reduction 2003-2005; Increase 2005-2006
Cyan Low High High Increase 2003-2005
Black Low Low Low No Change; Non-vegetation
Dark Pink Low Low Low No Change; Low Urban
Medium Pink Medium Medium Medium No Change; Medium Urban
Light Pink/White High High High No Change; Dense Urban
Table 5.4 – RGB-NDBI change classification for years 2003 to 2005 and 2005 to 2006.
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Figure 5.19 – RGB-NDBI image for October 2003 to October 2005 to September 2006.
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6. CONCLUSION
This study focused on using conventional remote sensing methods and data in order to 
determine the impact of a extreme, natural weather event on a human-induced climatic 
phenomenon. Several logistical limitations, such as lack of computer software and hardware, and 
the unavailability of data had an influence on the type and trajectory of the methods used. At one 
point I was convinced by commentary in works of scholars that it would be nearly impossible to 
use Landsat TM TIR imagery for measuring the UHI effect at the scale of this study, and that the 
minimum spatial resolution should be 10 meters. However, not only was this type of data 
difficult to get, it simply does not exist for the time period under study. With all of its faults and 
limitations, the Landsat platform of sensors has had the longest continuous record of Earth 
observations. This study found the TM sensor data was useful for characterizing the UHI effect 
at the regional scale of the AOI, as well as at the neighborhood scale. Defining the scale and 
matching it to relevant data at the same scale was crucial to the success of this study.
Group size or population sample is central to the debate among researchers, especially in 
the social sciences, whether or not generalizability is truly effective for extracting and applying 
knowledge at different scales. The dilemmas of scale, e.g. lack of resources to perform large-
scale data collection and analysis, have been resolved to a certain degree by utilizing smaller 
groups or case studies in order to generalize to a larger population. A concept I was developing 
throughout this research is of urban homeostasis, which regards the human ability to adapt to 
new or repeated circumstances, such as natural disasters that almost wipe out a community, but 
then returns with new vigor, as long as the balance has not tipped too far beyond the ability to 
recover. This is also called resiliency, and it is a both a process and a behavior shared by all 
forms of life, which has been repeated since the beginning of life on Earth. The cyanobacteria in 
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the form of stromatolites are an example of a resilient community. Thus, this research could be 
described as a case study that demonstrated how a particular UHI of a city returned to a previous 
or similar pattern, the norm, providing a novel explanation not found in previous studies – a 
weather impact variable on UHI. The term homeostasis has its roots in the biological sciences, 
and is often used on very small scales, e.g. a Petri dish community, with the addition of urban it 
can be used to characterize human community resiliency at the city scale, for example. 
Furthermore, using remote sensing methods and data enabled this project to overcome some 
dilemmas of scale regarding lack of resources and other logistical problems. The methods and 
techniques used herein were more than adequate for generalizing the results of processes that 
were under investigation.
Hurricane Katrina and the flooding during its aftermath did have a direct impact on the 
UHI of the City. There is sufficient evidence derived from the data products to say there was an 
alteration of the local UHI effect, and that it was related to hurricane Katrina's impact on the 
area. While urban forests were affected by high winds throughout the AOI, the most visible 
damage came from the stagnant flood water that remained for several weeks. The LST results 
derived from the TIR band of Landsat, and the thematic classifications enabled the measurement 
and characterization of the impact, as well as the dynamic nature of UHI in a constant state of 
flux. The spectral indices enabled measurements of vegetative health and abundance of biomass. 
Analysis of the enhancements found the vegetative cover was impacted, especially in the flooded 
areas, and visual representation of the enhanced data showed the pattern matched the findings 
from the LST results. Furthermore, the vegetative cover did mostly return to the same areas, and 
analysis of two decades of imagery found a pattern of reduction and regeneration due to other 
storm impacts, though not as dramatic as the Katrina.
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Most of the methods used had been thoroughly tested in previous studies. Several 
experimental methods were considered, but were either too difficult to implement, or the 
complexity and laboriousness outweighed the slim benefits, often just slight improvements based 
on elaborate statistical methods. A hypothesis that was not stated in the beginning of this study 
was that the use of full-spectrum data available from the Landsat TM sensor would clarify the 
relationship between LST and vegetative heath and abundance. In other words, using all the 
bands of the TM sensor together, as is often not the case in many TM-based studies, would 
provide more useful information, and thus better support the hypothesis, which it did.
As expected, the NDVI performed a crucial role as it solved a problem with the RGB 
composite results. Though normally used for forest monitoring, the NDMI performed well for 
showing the status of biomass in the AOI. The RGB-NDVI method was useful because it 
allowed for the use of three dates, making it possible to determine changes before and after 
hurricane Katrina within a single image. This method allowed for a rapid, visual confirmation of 
the statistical changes occurring between the data sets. Though I did not find it previously used 
for research on urban areas, it will be used again for future work related to this study. The results 
demonstrated its usefulness for examining urban vegetation, so further tests should be made.
The DOQ and high resolution aerial imagery were crucial for accuracy assessment of the 
classifications and enhancements, and validation that the methods were performed correctly. At 
the beginning of the research, it was believed that local weather station data would provide this 
function. However, 'before and after' DOQs of the GNO area were available, so they were used 
for validating the results. They also played a key role during the labeling process for the 
ISODATA classifications, but were difficult to acquire, re-project, and mosaic, which was a long 
and tedious process. 
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Traditional UHI studies measured air temperatures from fixed weather observation 
stations, and mobile sensor platforms. This method has a distinct advantage in that it can be done 
at anytime, especially at night when the UHI effect is most easily detected. Indeed, a few night 
time mobile surveys were done for this study for the purpose of testing the local COOP weather 
station network accuracy, and the longwave radiation escaping from street surfaces was easily 
observed. Several times, while the vehicle was temporarily stopped, I reached out with my hand 
to feel the heat arising from the street at about 1 meter high. Even at midnight the heat continued 
to rise, but it began to disappear very rapidly soon after, when nocturnal inversion takes place.
The COOP station data was found to be inaccurate. Only the first-order KMSY station at 
Louis Armstrong International Airport matched the field sensor data. The equipment used for the 
field data collection campaign were minimal: one data logger and three sensor probes (air 
temperature, infrared thermometer, and relative humidity), and a GPS enabled digital camera. 
This set-up could not be used alone for characterizing the UHI of the City, at least not without 
complicated statistical methods used to normalize the data of one sensor over time, the results of 
which would still be questionable. However, it was very useful for measuring microclimates and 
transportation transects in real-time (Figure 6.1), which could be used for validation of the TM 
LST results. 
Figure 6.1 – Air temperature results from a transect between the Mississippi River and Lake 
Pontchartrain over the course of one hour, beginning at the overpass time of Landsat 7 ETM+.
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The field data also provided a visualization of what the air and surface temperature truly 
are in real time, directly sensed by people. This type of data is useful for characterizing the UHI  
effect in a manner the average person can understand and internalize, for the purpose of 
educating the general public. Nevertheless, the results of the field survey enabled me to 
concentrate on other sources of data for measuring and validating the UHI effect. Several field 
photographs were taken during data collection (Appendix C). These provided a comprehensive 
set of visual ground truth data that was useful for validation purposes, and for creating 
categorical information. 
Figure 6.2 – The location of the new Costco just before it was built. Several commercial entities. 
have occupied this space, and each of them has failed over the last four decades, leaving a large, 
hot, empty lot, that likely affects the residents of the Hollygrove neighborhood.
135
Sometimes seeing is believing, and when one looks at example photo above, it can be 
surmised what the climate feels like at that location (Figure 6.2). The photo was taken just before 
a new Costco, one of the largest retail stores in the world, was built on that site, so it has since 
moved into the category of reuse. It remains to be seen whether minor surface alterations will 
have any effect on attenuating the UHI effect in the immediate vicinity. It has historically been a 
hot spot in the neighborhood, and has repeatedly fallen into disuse over the past four decades. 
Furthermore, there are several other locations like this within the AOI, some of which have laid 
fallow since before hurricane Katrina and continue to this day. One example is the Kenilworth 
Shopping Center on Morrison Rd. in New Orleans East (Figure 6.3). 
Figure 6.3 – The location of the former Kenilworth Shopping Center on Morrison Rd. New Orleans East.
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The shopping area was built during the rapid expansion of New Orleans East. It was built 
four years before the much larger Lake Forest Plaza, and eventually failed around 1999. There 
are numerous derelict strip malls throughout the GNO area, many of which have deteriorating 
concrete slabs, and blighted buildings. These locations are good candidates for beginning UHI 
mitigation.
A limitation of this study is the emphasis on a particular sensor platform and data set, and 
the methods and techniques used to measure surface heat and land cover. Landsat TM, the sensor 
data employed in this study, has several desirable characteristics for use in both abrupt and slow 
environmental change detection and analysis. However, certain changes are only detected by 
hyperspectral sensors. This type of technologically-driven, intrinsic limitation is common to 
most, if not all, scientific investigations, and certainly to this one. In addition to sensor 
specifications, there are several other technical and methodological limitations. Common barriers 
to research include: equipment malfunction and incompatibility, mixed pixels and image 
distortions, image correction and enhancement methods, user error, etc. Another limitation is the 
nature of the study itself, as it can be seen as a two-dimensional characterization of a UHI based 
on thermal radiation emission from Earth surfaces. Using surface heat as the basis for measuring 
UHIs is limited by the heterogeneity of urban terrains, since only homogenous surfaces, which 
display thermal equilibrium of blackbody temperature, can be determined with absolute 
certainty. Furthermore, space-based remote sensors do not account for effective anisotropy, the 
directional variations of thermal emittance, which occurs at the land use scale (102 to 106 m2) 
intensely over urban areas. The relatively small size of New Orleans, when compared to studies 
of much larger cities like Beijing that exhibit more discernible UHIs, makes change detection 
more challenging since differences are sometimes harder to perceive. Thus, scale is an issue that 
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must be considered, where observation, modeling, operational, and geographic scale had to 
match.
There are several, complex factors that are ignored in this type of study such as, the 
canopy and urban boundary layers, which recognizes the contribution of terrain roughness (e.g. 
buildings and trees) to the overall air temperature at different altitudes within the vertical 
boundary of a city. Another set of variable that impacts UHIs are the global-scale, climate inputs 
and outputs. The contribution of adjacent water bodies and time of day also contribute to the 
intensity and diurnal flux of UHIs. The scope and nature of this investigation cannot possibly 
account for all of the above factors. To do this would require several additional researchers and 
assistants, computer hardware and field equipment, access to other data sources, and a highly 
managed logistical regime over the course of a long period of time. Nevertheless, several UHI 
studies have successfully utilized Landsat TM for measuring LST patterns, from micro to 
mesoscale, neighborhood to city, and no other sensor platform has had an operational lifetime of 
twenty eight years.
Patterns of energy flux due to phenomena like the UHI effect depend on varying types of 
surface features and composition. After disasters such as hurricanes and the redevelopment of 
urban spaces, the type and quantity of vegetation re-growth can be measured and monitored by 
using a standardized model, such as the Vegetation-Impervious Surface-Soil (V-I-S). The Local 
Climate Zones (LCZ) classification system could be merged with the V-I-S model, and also 
incorporate the Physiological Equivalent Temperature (PET) index in order to characterize 
dynamic changes in urban environments. Informational products can be produced by combining 
model results with other sources of data, such as demographic and socio-economic data, for use 
in urban planning and environmental management. Future studies on this topic can include the 
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monitoring of morphological character and land cover changes of the study area over time, 
which depend on anthropogenic factors that are examined in human systems studies. 
Furthermore, future research may also utilize the RGB-NDVI Composite change detection 
technique for urban vegetative cover, and the ISODATA k-means method for classification of 
satellite-derived thermal data.
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APPENDIX A: Chavez COST Image Normalization Model
Graphical model of atmospheric correction for Landsat TM bands 1-5, and 7 created in 
ERDAS Imagine 2013 Model Maker. Several pieces of data had to be collected in order to 
populate the formulas, including Sun elevation angle, Earth-Sun distance, dark pixel data, path 
radiance, etc.
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APPENDIX B: LST Image Retrieval Model
Graphical model of LST retrieval, including atmospheric correction, for Landsat TM 
band 6 created in ERDAS Imagine 2013 Model Maker. Several pieces of data had to be collected 
in order to populate the formulas, including surface emissivity, atmospheric transmission, 
upwelling, and downwelling data.
Graphical model of TM LST retrieval using ERDAS Imagine 2013 Spatial Modeler.
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APPENDIX C: Field Maps, Instruments, and Photographs
Several field maps were created using Google Maps, the WeatherUnderground COOP 
station maps, and maps created in ESRI ArcGIS 10.0, GRASS 7.0, and QGIS 2.0.1 Dufour:
Field map for day and night mobile data collection for COOP station calibration 
October, 2012.
Field map of mobile data collection transect October 20 th, 2012, during Landsat 
ETM+ overpass, and AOI subset of an ETM+ displayed as a pseudo-color of TIR 
band 6. The ETM+ image above was not corrected for scan line error.
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Field Equipment (Not pictured are the mounting devices, cables and conduits, tripod, and 
windscreen):
Vernier data logger and temperature probe.
Vernier relative humidity probe.
Vernier infrared thermometer.
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Field photographs were taken with a Nikon AW-100 GPS-enabled camera (selection of 9 
out of 1,859 photographs and videos shown below). Several hours of video and audio were 
recorded during the field data collection campaign:
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APPENDIX D: COOP Station Field Calibration
The station list below was used for day and night field campaigns:
COOP Station 
ID
Location Name Location Coordinates Instrument History
1 KLANEWOR33 Freret Street above 
Brottworks, New Orleans, 
LA
5110 Freret St
Freret St & Soniat
Lat: N 29° 56' 5'' (29.935°)
Lon: W 90° 6' 34'' (-90.110°)
Elevation (ft): 48
Hardware: 
Ambient Weather 
WS-2080
Weather Station 
Software: 
Cumulus v1.9.2
2012
2 KLANEWOR32 SnoWizard - Magazine St, 
New Orleans, LA
Magazine & 
Constantinople
Lat: N 29° 55' 16'' (29.921°)
Lon: W 90° 5' 49'' (-90.097°)
Elevation (ft): 10
Hardware: Davis 
Vantage Pro2
Weather Station 
Software:
2011-2012
3 KLANEWOR15
MADIS ID: 
D2387
Audubon Park-Patton St., 
New Orleans, LA
Patton & Calhoun St.
Lat: N 29° 55' 17'' (29.922°)
Lon: W 90° 7' 35'' (-90.127°)
Elevation (ft): 23
Hardware: Davis 
Vantage Pro2
Weather Station 
Software: 
weatherlink 1.10
2008-2012
4 KLANEWOR10 Uptown, New Orleans, LA
Coliseum & Webster
Lat: N 29° 55' 3 '' (29.925°)
Lon: W 90° 7' 17'' (-90.122°)
Elevation (ft): 20
Hardware: Oregon 
WMR100
Weather Station 
Software: WSDL 
version 420
2006-2012
5 KLANEWOR30 Riverbend, New Orleans, 
LA
Oak St & River Rd
Lat: N 29° 57' 13'' (29.954°)
Lon: W 90° 8' 13'' (-90.137°)
Elevation (ft): 16
Hardware: Davis 
Vantage PRO2
Weather Station 
Software: VWS 
V14.01
2011-2012
6 KLAHARAH1
MADIS ID: 
C4185
Hickory Ridge Estates, 
Harahan, LA
Ferriday CT
Lat: N 29° 57' 1'' (29.950°)
Lon: W 90° 11' 55'' (-90.199°)
Elevation (ft): 11
Hardware: Davis - 
Vantage Vue
Weather Station 
Software: N/A
2005 
(Sept+) 
-2012
7 KLAHARAH2
MADIS ID: 
C6488
Harahan Oaks, Harahan, 
LA
Barocco & Bourg
Lat: N 29° 56' 30'' (29.942°)
Lon: W 90° 12' 30'' (-90.209°)
Elevation (ft): 6
Hardware: 
WMR968
Weather Station 
Software: VWS 
V14.01
2006-2012
8 KLARIVER1
MADIS ID: 
C2378
Little Farms, River Ridge, 
LA
Celeste and Park
Lat: N 29° 58' 8'' (29.969°)
Lon: W 90° 13' 4'' (-90.218°)
Elevation (ft): 6
Hardware: Davis 
Vantage Pro 2
Weather Station 
Software: N/A
2004-2012 
(offline)
9 KLARIVER2 Douglas Park, River 
Ridge, LA
Dilton & Joplin St.
Lat: N 29° 58' 19''(29.972°)
Lon: W 90° 13' 23'' (-90.223°)
Elevation (ft): 20
Hardware: WS 
2810
Weather Station 
Software: 
WUHU216HW
2012
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COOP Station 
ID
Location Name Location Coordinates Instrument History
10 KLARIVER3 Tallulah Park
Florida & Park Ridge
Lat: N 29° 58' 11'' (29.970°)
Lon: W 90° 13' 45'' (-90.229°)
Elevation (ft): 20
Hardware: 
Ambient Weather 
WS-1090
Weather Station 
Software: 
Cumulus v1.9.2
2012
11 KLAMETAI17 DeSoto, Metairie, LA
Trudeau & Desoto
Lat: N 29° 59' 2'' (29.984°)
Lon: W 90° 13' 12'' (-90.220 °)
Elevation (ft): 7
Hardware: 
WeatherWise
Weather Station 
Software: 
Cumulus v1.9.2
2010-2012
12 KMSY
WMO Id: 72231
New Orleans International 
Airport
Airport Rd
Latitude: 29° 59' 34" N 
(29.9928°), 
Longitude: 90° 15' 3" W (-
90.2508°), 
Elevation: 1 meter
LAND SURFACE 
COOP ABC 
ASOS ASOS-
NWS
Software: MADIS 
(API) 
(FORTRAN)
MADIS 
RSASDUMP
1945-2012
13 KLAKENNE6
MD9166
Kenner, LA
Lafourche & Caddo
Lat: N 30° 0' 59'' (30.016°)
Lon: W 90° 16' 38'' (-90.277°)
Elevation (ft): 0
Hardware: 
LaCrosse 2317
Weather Station 
Software: 
Cumulus v1.9.2
2010-2012
14 KLAMETAI18
MADIS ID: 
D9347
Lake Villa, Metairie, LA
Lake Villa & Meadowdale
Lat: N 30° 0' 27'' (30.008°)
Lon: W 90° 10' 34” (-90.176°)
Elevation (ft): 10
Hardware: La 
Crosse Wireless 
Professional 
Weather Center 
WS-2811
Weather Station 
Software: 
WUHU216HW
2011-2012
15 ME1090 Metairie
Bonnabel & Pomona
Lat: N 30° 0' 17'' (30.005°)
Lon: W 90° 8' 31'' (-90.142°)
Elevation (ft): 0
Hardware: N/A
Weather Station 
Software: N/A
2012
16 KLAMETAI13
MADIS ID: 
D1036
Elmeer Ave., Metairie, LA
Elmeer Ave. & I-10 
Service Rd
Lat: N 29° 59' 43'' (29.996°)
Lon: W 90° 8' 10'' (-90.136°)
Elevation (ft): 1
Hardware: 
Vantage Vue
Weather Station 
Software: VWS 
V14.01
2007-2012
17 KLANEWOR25 Lakeview, New Orleans, 
LA
General Diaz & Filmore
Lat: N 30° 0' 40'' (30.011°)
Lon: W 90° 6' 14'' (-90.104°)
Elevation (ft): 0
Hardware: Davis 
Vantage Vue
Weather Station 
Software: 
WeatherSnoop2.1.
5
2011-2012
18 KLANEWOR36
MADIS ID: 
West Lakeshore
Jewel & Onyx
Lat: N 30° 1' 23'' (30.023°)
Lon: W 90° 6' 27'' (-90.108°)
Hardware: 
Rainwise
2012
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COOP Station 
ID
Location Name Location Coordinates Instrument History
D7710 Elevation (ft): 1 Weather Station 
Software: 
Rainwise IP-100
19 KLANEWOR13
MADIS ID: 
AS916
Lake Oaks, New Orleans, 
LA
Music & Lark St.
Lat: N 30° 1' 41'' (30.028°)
Lon: W 90° 3' 22'' (-90.056°)
Elevation (ft): 17
Hardware: Davis 
Vantage Pro 2 
Plus
Weather Station 
Software: 
weatherlink 1.10
2008-2012
20 KNEW New Orleans Lakefront 
Airport
Stars and Stripes Blvd.
Latitude: 30° 2' 58" N 
(30.0494°)
Longitude: 90° 1' 44" W (-
90.0289°)
Elevation: 3 meters
LAND SURFACE 
COOP ASOS 
ASOS-FAA 
ASOS-NWS A
Software: MADIS 
(API) 
(FORTRAN)
MADIS 
RSASDUMP
1942-2012
21 KLANEWOR19
MADIS ID: 
D5349
Gentilly Terrace, New 
Orleans, LA
Gentilly & Lafaye
Lat: N 30° 0' 14'' (30.004°)
Lon: W 90° 2' 53'' (-90.048°)
Elevation (ft): 15
Hardware: Davis 
Vantage Vue
Weather Station 
Software: 
WeatherCatV1.02
B3
2010-2012
22 KLANEWOR26 Gentilly Terrace
Marigny & Lombard
Lat: N 30° 0' 20'' (30.006°)
Lon: W 90° 3' 30'' (-90.058°)
Elevation (ft): 13
Hardware: 
vantage vue
Weather Station 
Software: 
WeatherSnoop 
2.1.5
2011-2012
23 KLANEWOR14 Mid City Station, New 
Orleans, LA
Ursulines & Orchid & 
Dupre St
Lat: N 29° 58' 32'' (29.976°)
Lon: W 90° 4' 55'' (-90.082°)
Elevation (ft): 25
Hardware: Davis 
Vantage Pro 2
Weather Station 
Software: VWS 
V14.01
2008-2012
24 KLANEWOR29 City Bark Dog Park, New 
Orleans, LA 
Lat: N 29° 59' 40'' (29.995°)
Lon: W 90° 5' 46'' (-90.096°)
Elevation (ft): 20
Hardware: Oregon 
Scientific 
WMR200A
Weather Station 
Software: 
Cumulus v1.9.2
2011-2012 
(Often 
offline – 
erroneous 
readings)
25 MNWCL1 New Canal Station, LA, 
New Orleans, LA
Lakeshore Dr by Marina
Lat: N 30° 1' 37'' (30.027°)
Lon: W 90° 6' 46'' (-90.113°)
Elevation (ft): 0
N/A 2009-2102
26 NWCL1 New Canal, LA N/A Weather/Wave 
Buoy
1994-2012
27 KLAMETAI5 Bucktown, Metairie, LA Lat: N 30° 0' 50'' (30.014°)
Lon: W 90° 8' 23'' (-90.140°)
Hardware: Davis 
Vantage Pro2
2004-2012
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COOP Station 
ID
Location Name Location Coordinates Instrument History
Elevation (ft): 0 Weather Station 
Software: N/A
28 KLABELLE5 HOV / MCG - BCO, Belle 
Chasse, LA
Lat: N 29° 54' 6'' (29.902°)
Lon: W 89° 59' 4'' (-89.985°)
Elevation (ft): -2
Hardware: Davis 
VantagePro 2
Weather Station 
Software: 
Wunderground 
v.1.15
2012
29 KLABELLE3
MADIS ID: 
D5277
SpringWood Estates, Belle 
Chasse, LA
Lat: N 29° 52' 3'' (29.868°)
Lon: W 89° 59' 34'' (-89.993°)
Elevation (ft): 4
Hardware: 
Vantage Vue
Weather Station 
Software: 
weatherlink 1.10
2006-2012
30 KLABELLE2
MADIS ID: 
C3916
Concession, Belle Chasse, 
LA
Lat: N 29° 50' 2'' (29.834°)
Lon: W 90° 0' 9'' (-90.003°)
Elevation (ft): 3
Hardware: Davis 
Vantage Pro2
Weather Station 
Software: 
Wunderground 
v.1.13
2006-2012
31 KLAHARVE1 Harvey Canal, Harvey, LA Lat: N 29° 54' 35'' (29.910°)
Lon: W 90° 4' 49'' (-90.080°)
Elevation (ft): 20
Hardware: 
Ambient
Weather Station 
Software: VWS 
V14.01
2009-2012
32 KLAWESTW2
MADIS ID: 
C8380
*MNORL1
Ninemile Point, Westwego, 
LA
*MISS RVR AT 
CARROLLTON GAGE 
AT N LA US, New 
Orleans, LA
Lat: N 29° 56' 57'' (29.949°)
Lon: W 90° 8' 56'' (-90.149°)
Elevation (ft): 20
*Lat: N 29° 56' 4'' (29.935°)
Lon: W 90° 8' 9'' (-90.136°)
Elevation (ft): 19
Hardware: Davis 
Vantage Pro2
Weather Station 
Software: VWS 
V14.01
*Hardware: N/A
Weather Station 
Software: N/A
2007-2012
33 MAL050 Huey Long Bridge Air 
Gap, AL, Jefferson, LA
Lat: N 29° 56' 30'' (29.942°)
Lon: W 90° 10' 1'' (-90.167°)
Elevation (ft): 0
Hardware: N/A
Weather Station 
Software: N/A
2011-2012
34 MD6888 Gretna LA US, Gretna, LA 
(Timberlane)
Lat: N 29° 52' 28'' (29.875°)
Lon: W 90° 2' 14'' (-90.037°)
Elevation (ft): 0
Hardware: N/A
Weather Station 
Software: N/A
2011-2012
35 KLAGRETN4 New Garden Park, Gretna, 
LA
Lat: N 29° 54' 26'' (29.907°)
Lon: W 90° 2' 54'' (-90.049°)
Elevation (ft): 3
Hardware: N/A
Weather Station 
Software: 
Cumulus v1.9.2
2012
36 KLAMARRE2 Plantation Estates, 
Marrero, LA
Lat: N 29° 52' 20'' (29.872°)
Lon: W 90° 5' 29 '' (-90.091° )
Elevation (ft): 7
Hardware: Davis 
Vantage Pro
Weather Station 
Software: 
weatherlink 1.10
2009-2012
37 MD4711 Marrero LA US, Harvey, Lat: N 29° 53' 1'' (29.884°) Hardware: N/A 2010-2012
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COOP Station 
ID
Location Name Location Coordinates Instrument History
LA Lon: W 9° 5' 51'' (-90.098°)
Elevation (ft): 49
Weather Station 
Software: N/A
38 KLABELLE4 HOV / BCMS - Jesuit 
Bend, Belle Chasse, LA
Lat: N 29° 44' 34'' (29.743°)
Lon: W 90° 1' 31'' (-90.026°)
Elevation (ft): 3
Hardware: Oregon 
Scientific
Weather Station 
Software: VWS 
V14.01
2010-2012
39 KNBG Naval Air Station
Belle Chasse, LA
Latitude: 29° 49' 31" N 
(29.8253°)
Longitude: 90° 2' 6" W (-
90.0350°)
Elevation: 1 meters
LAND SURFACE 
COOP ASOS 
ASOS-FAA 
ASOS-NWS A
Software: MADIS 
(API) 
(FORTRAN)
MADIS 
RSASDUMP
1949-2012
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APPENDIX E: Models of Spectral Indices 
Graphical models of spectral indices created in ERDAS Imagine 2013 Spatial Modeler:
Model of NDVI
Model of MSAVI-2
Model of NDMI
Model of MNDWI
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Model of NDBI
Model of IBI
Model of BCI
Model of NDISI
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APPENDIX F: Local Urban Heat Island Temperature Sensitivity Map
Several maps and map layers were created using ESRI ArcGIS 10.0 and QGIS 
2.0.1 Dufour during the course of this project.
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