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In the first two papers in this series, we developed new shifted potential (SP), gradient
shifted force (GSF), and Taylor shifted force (TSF) real-space methods for multipole in-
teractions in condensed phase simulations. Here, we discuss the dielectric properties of
fluids that emerge from simulations using these methods. Most electrostatic methods (in-
cluding the Ewald sum) require correction to the conducting boundary fluctuation formula
for the static dielectric constants, and we discuss the derivation of these corrections for
the new real space methods. For quadrupolar fluids, the analogous material property is the
quadrupolar susceptibility. As in the dipolar case, the fluctuation formula for the quadrupo-
lar susceptibility has corrections that depend on the electrostatic method being utilized.
One of the most important effects measured by both the static dielectric and quadrupolar
susceptibility is the ability to screen charges embedded in the fluid. We use potentials of
mean force between solvated ions to discuss how geometric factors can lead to distance-
dependent screening in both quadrupolar and dipolar fluids.
a)Electronic mail: gezelter@nd.edu.
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I. INTRODUCTION
Over the past several years, there has been increasing interest in pairwise or “real space” meth-
ods for computing electrostatic interactions in condensed phase simulations.1–10 These techniques
were initially developed by Wolf et al. in their work towards an O(N) Coulombic sum.1 Wolf’s
method of using cutoff neutralization and electrostatic damping is able to obtain excellent agree-
ment with Madelung energies in ionic crystals.1
Zahn et al.2 and Fennell and Gezelter extended this method using shifted force approxima-
tions at the cutoff distance in order to conserve total energy in molecular dynamics simulations.7
Other recent advances in real-space methods for systems of point charges have included explicit
elimination of the net multipole moments inside the cutoff sphere around each charge site.8,10
In the previous two papers in this series, we developed three generalized real space methods:
shifted potential (SP), gradient shifted force (GSF), and Taylor shifted force (TSF).11,12 These
methods evaluate electrostatic interactions for charges and higher order multipoles using a finite-
radius cutoff sphere. The neutralization and damping of local moments within the cutoff sphere
is a multipolar generalization of Wolf’s sum. In the GSF and TSF methods, additional terms are
added to the potential energy so that forces and torques also vanish smoothly at the cutoff radius.
This ensures that the total energy is conserved in molecular dynamics simulations.
One of the most stringent tests of any new electrostatic method is the fidelity with which that
method can reproduce the bulk-phase polarizability or equivalently, the dielectric properties of
a fluid. Before the advent of computer simulations, Kirkwood and Onsager developed fluctu-
ation formulae for the dielectric properties of dipolar fluids.13,14 Along with projections of the
frequency-dependent dielectric to zero frequency, these fluctuation formulae are now widely used
to predict the static dielectric constants of simulated materials.
If we consider a system of dipolar or quadrupolar molecules under the influence of an external
field or field gradient, the net polarization of the system will largely be proportional to the applied
perturbation.15–18 In simulations, the net polarization of the system is also determined by the
interactions between the molecules. Therefore the macroscopic polarizability obtained from a
simulation depends on the details of the electrostatic interaction methods that were employed in
the simulation. To determine the relevant physical properties of the multipolar fluid from the
system fluctuations, the interactions between molecules must be incorporated into the formalism
for the bulk properties.
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In most simulations, bulk materials are treated using periodic replicas of small regions, and
this level of approximation requires corrections to the fluctuation formulae that were derived for
the bulk fluids. In 1983 Neumann proposed a general formula for evaluating dielectric properties
of dipolar fluids using both Ewald and real-space cutoff methods.19 Steinhauser and Neumann
used this formula to evaluate the corrected dielectric constant for the Stockmayer fluid using two
different methods: Ewald-Kornfeld (EK) and reaction field (RF) methods.20
Zahn et al.2 utilized this approach and evaluated the correction factor for using damped shifted
charge-charge kernel. This was later generalized by Izvekov et al.,21 who noted that the expression
for the dielectric constant reduces to widely-used conducting boundary formula for real-space
methods that have first derivatives that vanish at the cutoff radius.
One of the primary topics of this paper is the derivation of correction factors for the three new
real space methods. The corrections are modifications to fluctuation expressions to account for
truncation, shifting, and damping of the field and field gradient contributions from other multi-
poles. We find that the correction formulae for dipolar molecules depends not only on the method-
ology being used, but also on whether the molecular dipoles are treated using point charges or
point dipoles. We derive correction factors for both cases.
In quadrupolar fluids, the relationship between quadrupolar susceptibility and dielectric screen-
ing is not as straightforward as in the dipolar case. The effective dielectric constant depends on
the geometry of the external (or internal) field perturbation.22 Significant efforts have been made
to increase our understanding the dielectric properties of these fluids,15,23,24 although a general
correction formula has not yet been developed.
In this paper we derive general formulae for calculating the quadrupolar susceptibility of
quadrupolar fluids. We also evaluate the correction factor for SP, GSF, and TSF methods for
quadrupolar fluids interacting via point charges, point dipoles or directly through quadrupole-
quadrupole interactions.
We also calculate the screening behavior for two ions immersed in multipolar fluids to estimate
the distance dependence of charge screening in both dipolar and quadrupolar fluids. We use three
distinct methods to compare our analytical results with computer simulations (see Fig. 1):
1. responses of the fluid to external perturbations,
2. fluctuations of system multipole moments, and
3. potentials of mean force between solvated ions,
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FIG. 1. Dielectric properties of a fluid measure the response to external electric fields and gradients (left),
or internal fields and gradients generated by the molecules themselves (center), or fields produced by em-
bedded ions (right). The dielectric constant (ε) measures all three responses in dipolar fluids (top). In
quadrupolar liquids (bottom), the relevant bulk property is the quadrupolar susceptibility (χQ), and the ge-
ometry of the field determines the effective dielectric screening.
Under the influence of weak external fields, the bulk polarization of the system is primarily a
linear response to the perturbation, where the proportionality constant depends on the electrostatic
interactions between the multipoles. The fluctuation formulae connect bulk properties of the fluid
to equilibrium fluctuations in the system multipolar moments during a simulation. These fluctua-
tions also depend on the form of the electrostatic interactions between molecules. Therefore, the
connections between the actual bulk properties and both the computed fluctuation and external
field responses must be modified accordingly.
The potential of mean force (PMF) allows calculation of an effective dielectric constant or
screening factor from the potential energy between ions before and after dielectric material is
introduced. Computing the PMF between embedded point charges is an additional check on the
bulk properties computed via the other two methods.
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II. THE REAL-SPACE METHODS
In the first paper in this series, we derived interaction energies, as well as expressions for the
forces and torques for point multipoles interacting via three new real-space methods.11 The Taylor
shifted-force (TSF) method modifies the electrostatic kernel, f (r) = 1/r, so that all forces and
torques go smoothly to zero at the cutoff radius,
UTSFab = MaMb fn(r). (1)
Here the multipole operator for site a, Ma, is expressed in terms of the point charge, Ca, dipole, Da,
and quadrupole, Qa, for object a, etc. Because each of the multipole operators includes gradient
operators (one for a dipole, two for a quadrupole, etc.), an approximate electrostatic kernel, fn(r)
is Taylor-expanded around the cutoff radius, so that n+1 derivatives vanish as r → rc. This ensures
smooth convergence of the energy, forces, and torques as molecules leave and reenter each others
cutoff spheres. The order of the Taylor expansion is determined by the multipolar order of the
interaction. That is, smooth quadrupole-quadrupole forces require the fifth derivative to vanish at
the cutoff radius, so the appropriate function Taylor expansion will be of fifth order.
Following this procedure results in separate radial functions for each of the distinct orientational
contributions to the potential. For example, in dipole-dipole interactions, the direct dipole dot
product (Da ·Db) is treated differently than the dipole-distance dot products:
UDaDb(r) =−
1
4piε0
[(Da ·Db)v21(r)+(Da · rˆ)(Db · rˆ)v22(r)] (2)
In standard electrostatics, the two radial functions, v21(r) and v22(r), are proportional to 1/r3, but
they have distinct radial dependence in the TSF method. Careful choice of these functions makes
the forces and torques vanish smoothly as the molecules drift beyond the cutoff radius (even when
those molecules are in different orientations).
A second and somewhat simpler approach involves shifting the gradient of the Coulomb poten-
tial for each particular multipole order,
UGSFab = ∑ [U(r,A,B)−U(rcrˆ,A,B)− (r− rc)rˆ ·∇U(rcrˆ,A,B)] (3)
where the sum describes a separate force-shifting that is applied to each orientational contribu-
tion to the energy, i.e. v21 and v22 are shifted separately. In this expression, rˆ is the unit vector
connecting the two multipoles (a and b) in space, and A and B represent the orientations of the
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multipoles. Because this procedure is equivalent to using the gradient of an image multipole placed
at the cutoff sphere for shifting the force, this method is called the gradient shifted-force (GSF)
approach.
Both the TSF and GSF approaches can be thought of as multipolar extensions of the original
damped shifted-force (DSF) approach that was developed for point charges. There is also a multi-
polar extension of the Wolf sum that is obtained by projecting an image multipole onto the surface
of the cutoff sphere, and including the interactions with the central multipole and the image. This
effectively shifts only the total potential to zero at the cutoff radius,
USPab = ∑ [U(r,A,B)−U(rcrˆ,A,B)] (4)
where the sum again describes separate potential shifting that is done for each orientational contri-
bution to the energy. The potential energy between a central multipole and other multipolar sites
goes smoothly to zero as r → rc, but the forces and torques obtained from this shifted potential
(SP) approach are discontinuous at rc.
All three of the new real space methods share a common structure: the various orientational
contributions to multipolar interaction energies require separate treatment of their radial func-
tions, and these are tabulated for both the raw Coulombic kernel (1/r) as well as the damped
kernel (erfc(αr)/r), in the first paper of this series.11 The second paper in this series evaluated
the fidelity with which the three new methods reproduced Ewald-based results for a number of
model systems.12 One of the major findings was that moderately-damped GSF simulations pro-
duced nearly identical behavior with Ewald-based simulations, but the real-space methods scale
linearly with system size.
III. DIPOLAR FLUIDS AND THE DIELECTRIC CONSTANT
Dielectric properties of a fluid arise mainly from responses of the fluid to either applied fields
or transient fields internal to the fluid. In response to an applied field, the molecules have elec-
tronic polarizabilities, changes to internal bond lengths and angles, and reorientations towards the
direction of the applied field. There is an added complication that in the presence of external field,
the perturbation experienced by any single molecule is not only due to the external field but also
to the fields produced by the all other molecules in the system.
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A. Response to External Perturbations
In the presence of uniform electric field E, an individual molecule with a permanent dipole
moment po will realign along the direction of the field with an average polarization given by
〈p〉= ε0αpE, (5)
where αp = po2/3ε0kBT is the contribution to molecular polarizability due solely to reorientation
dynamics. Because the applied field must overcome thermal motion, the orientational polarization
depends inversely on the temperature.
A condensed phase system of permanent dipoles will also polarize along the direction of an
applied field. The polarization density of the system is
P = εoχDE, (6)
where the constant χD is the dipole susceptibility, which is an emergent property of the dipolar
fluid, and is the quantity most directly related to the static dielectric constant, ε = 1+χD.
B. Fluctuation Formula
For a system of dipolar molecules at thermal equilibrium, we can define both a system dipole
moment, M = ∑i pi as well as a dipole polarization density, P = 〈M〉/V . The polarization density
can be expressed approximately in terms of fluctuations in the net dipole moment,
P = εo
〈M2〉−〈M〉2
3εoVkBT
E (7)
This has structural similarity with the Boltzmann average for the polarization of a single molecule.
Here 〈M2〉−〈M〉2 measures fluctuations in the net dipole moment,
〈M2〉−〈M〉2 = 〈M2x +M2y +M2z 〉−
(〈Mx〉2 + 〈My〉2 + 〈Mz〉2) . (8)
When no applied electric field is present, the ensemble average of both the net dipole moment 〈M〉
and dipolar polarization P tends to vanish but 〈M2〉 does not. The bulk dipole polarizability can
therefore be written
αD =
〈M2〉−〈M〉2
3εoV kBT
. (9)
The susceptibility (χD) and bulk polarizability (αD) both measure responses of a dipolar system.
However, χD is the bulk property assuming an infinite system and exact treatment of electrostatic
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interactions, while αD is relatively simple to compute from numerical simulations. One of the
primary aims of this paper is to provide the connection between the bulk properties (ε,χD) and the
computed quantities (αD) that have been adapted for the new real-space methods.
C. Correction Factors
In the presence of a uniform external field E◦, the total electric field at r depends on the polar-
ization density at all other points in the system,19
E(r) = E◦(r)+
1
4piεo
∫
dr′T(r− r′) ·P(r′). (10)
T is the dipole interaction tensor connecting dipoles at r′ with the point of interest (r), where
the integral is done over all space. Because simulations utilize periodic boundary conditions or
spherical cutoffs, the integral is normally carried out either over the domain (0 < r < rc) or in
reciprocal space.
In simulations of dipolar fluids, the molecular dipoles may be represented either by closely-
spaced point charges or by point dipoles (see Fig. 2). In the case where point charges are interact-
ing via an electrostatic kernel, v(r), the effective molecular dipole tensor, T is obtained from two
successive applications of the gradient operator to the electrostatic kernel,
Tαβ (r) = ∇α∇β (v(r)) (11)
= δαβ
(
1
r
v′(r)
)
+
rαrβ
r2
(
v′′(r)− 1
r
v′(r)
)
(12)
where v(r) may be either the bare kernel (1/r) or one of the modified (Wolf or DSF) kernels.
This tensor describes the effective interaction between molecular dipoles (D) in Gaussian units as
−D ·T ·D.
When utilizing any of the three new real-space methods for point dipoles, the tensor is explicitly
constructed,
Tαβ (r) = δαβ v21(r)+
rαrβ
r2
v22(r) (13)
where the functions v21(r) and v22(r) depend on the level of the approximation.11,12 Although
the Taylor-shifted (TSF) and gradient-shifted (GSF) models produce to the same v(r) function for
point charges, they have distinct forms for the dipole-dipole interaction.
Using the constitutive relation in Eq. (6), the polarization density P(r) is given by,
P(r) = εoχD
(
E◦(r)+
1
4piεo
∫
dr′T(r− r′) ·P(r′)
)
. (14)
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FIG. 2. In the real-space electrostatic methods, the molecular dipole tensor, Tαβ (r), is not the same
for charge-charge interactions as for point dipoles (left panel). The same holds true for the molecular
quadrupole tensor (right panel), Tαβγδ (r), which can have distinct forms if the molecule is represented by
charges, dipoles, or point quadrupoles.
Note that χD depends explicitly on the details of the dipole interaction tensor. Neumann et
al.19,20,25,26 derived an elegant way to modify the fluctuation formula to correct for approximate
interaction tensors. This correction was derived using a Fourier representation of the interaction
tensor, ˜T(k), and involves the quantity,
A=
3
4pi
˜T(0) = 3
4pi
∫
V
drT(r) (15)
which is the k → 0 limit of ˜T(k). Note that the integration of the dipole tensors, Eqs. (12)
and (13), over spherical volumes yields values only along the diagonal. Additionally, the spherical
symmetry of T(r) insures that all diagonal elements are identical. For this reason, A can be written
as a scalar constant (A) multiplying the unit tensor.
Using the quantity A (originally called Q in refs. 19, 20, 25, and 26), the dielectric constant can
be computed
ε =
3+(A+2)(εCB−1)
3+(A−1)(εCB−1) (16)
9
TABLE I. Expressions for the dipolar correction factor (A) for the real-space electrostatic methods in terms
of the damping parameter (α) and the cutoff radius (rc). The Ewald-Kornfeld result derived in Refs. 19, 27,
and 28 is shown for comparison using the Ewald convergence parameter (κ) and the real-space cutoff value
(rc).
Molecular Representation
Method point charges point dipoles
Shifted Potential (SP) erf(rcα)− 2αrc√pi e−α
2r2c erf(rcα)− 2αrc√pi
(
1+ 2α
2rc
2
3
)
e−α
2rc
2
Gradient-shifted (GSF) 1 erf(αrc)− 2αrc√pi
(
1+ 2α
2r2c
3 +
α4r4c
3
)
e−α
2r2c
Taylor-shifted (TSF) 1
Ewald-Kornfeld (EK) erf(rcκ)− 2κrc√pi e−κ
2r2c
where εCB is the widely-used conducting boundary expression for the dielectric constant,
εCB = 1+
〈M2〉−〈M〉2
3εoV kBT
= 1+αD. (17)
Eqs. (16) and (17) allow estimation of the static dielectric constant from fluctuations computed
directly from simulations, with the understanding that Eq. (16) is extraordinarily sensitive when A
is far from unity.
We have utilized the Neumann et al. approach for the three new real-space methods, and obtain
method-dependent correction factors. The expression for the correction factor also depends on
whether the simulation involves point charges or point dipoles to represent the molecular dipoles.
These corrections factors are listed in Table I. We note that the GSF correction factor for point
dipoles has been independently derived by Stenqvist et al.9 Note that for point charges, the GSF
and TSF methods produce estimates of the dielectric that need no correction, and the TSF method
likewise needs no correction for point dipoles.
IV. QUADRUPOLAR FLUIDS AND THE QUADRUPOLAR SUSCEPTIBILITY
A. Response to External Perturbations
A molecule with a permanent quadrupole, q, will align in the presence of an electric field
gradient ∇E. The anisotropic polarization of the quadrupole is given by,29,30
〈q〉− I
3
Tr(q) = εoαq∇E, (18)
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where αq = q2o/15εokBT is a molecular quadrupole polarizability and qo is an effective quadrupole
moment for the molecule,
q2o = 3q : q−Tr(q)2. (19)
Note that quadrupole calculations involve tensor contractions (double dot products) between rank
two tensors, which are defined as
A : B= ∑
α
∑
β
Aαβ Bβα . (20)
In the presence of an external field gradient, a system of quadrupolar molecules also organizes
with an anisotropic polarization,
Q− I
3
Tr(Q) = εoχQ∇E (21)
where Q is the traced quadrupole density of the system and χQ is a macroscopic quadrupole sus-
ceptibility which has dimensions of length−2. Equivalently, the traceless form may be used,
Θ= 3εoχQ∇E, (22)
where Θ= 3Q− ITr(Q) is the traceless tensor that also describes the system quadrupole density.
It is this tensor that will be utilized to derive correction factors below.
B. Fluctuation Formula
As in the dipolar case, we may define a system quadrupole moment,MQ = ∑i qi and the traced
quadrupolar density, Q = MQ/V . A fluctuation formula can be written for a system comprising
quadrupolar molecules,31–33
Q− I3Tr(Q) = εo
〈M2Q〉−〈MQ〉2
15εoV kBT
∇E. (23)
Some care is needed in the definitions of the averaged quantities. These refer to the effective
quadrupole moment of the system, and they are computed as follows,
〈M2Q〉= 〈3MQ :MQ−Tr(MQ)2〉 (24)
〈MQ〉2 = 3〈MQ〉 : 〈MQ〉−Tr(〈MQ〉)2 (25)
The bulk quadrupolarizability is given by,
αQ =
〈M2Q〉−〈MQ〉2
15εoV kBT
. (26)
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Note that as in the dipolar case, αQ and χQ are distinct quantities. χQ measures the bulk response
assuming an infinite system and exact electrostatics, while αQ is relatively simple to compute
from numerical simulations. As in the dipolar case, estimation of the true bulk property requires
correction for truncation, shifting, and damping of the electrostatic interactions.
C. Correction Factors
In this section we generalize the treatment of Neumann et al. for quadrupolar fluids. Interac-
tions involving multiple quadrupoles are rank 4 tensors, and we therefore describe quantities in
this section using Einstein notation.
In the presence of a uniform external field gradient, ∂αE◦β , the total field gradient at r depends
on the quadrupole polarization density at all other points in the system,
∂αEβ (r) = ∂αE◦β (r)+
1
8piεo
∫
Tαβγδ (r− r′)Qγδ (r′)dr′ (27)
where and Tαβγδ is the quadrupole interaction tensor connecting quadrupoles at r′ with the point
of interest (r).
In simulations of quadrupolar fluids, the molecular quadrupoles may be represented by closely-
spaced point charges, by multiple point dipoles, or by a single point quadrupole (see Fig. 2). In the
case where point charges are interacting via an electrostatic kernel, v(r), the effective molecular
quadrupole tensor can obtained from four successive applications of the gradient operator to the
electrostatic kernel,
Tαβγδ (r) = ∇α∇β ∇γ∇δ v(r) (28)
=
(
δαβ δγδ +δαγ δβδ +δαδ δβγ
)(−v′(r)
r3
+
v′′(r)
r2
)
+
(
δαβ rγrδ +5 permutations
)(3v′(r)
r5
− 3v
′′(r)
r4
+
v′′′(r)
r3
)
+rαrβ rγrδ
(
−15v
′(r)
r7
+
15v′′(r)
r6
− 6v
′′′(r)
r5
+
v′′′′(r)
r4
)
, (29)
where v(r) can either be the electrostatic kernel (1/r) or one of the modified (Wolf or DSF) kernels.
Similarly, when representing quadrupolar molecules with multiple point dipoles, the molecular
quadrupole interaction tensor can be obtained using two successive applications of the gradient
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operator to the dipole interaction tensor,
Tαβγδ (r) = ∇α∇β Tγδ (r) (30)
= δαβ δγδ
v′21(r)
r
+
(
δαγ δβδ +δαδ δβγ
) v22(r)
r2
+δγδ rαrβ
(
v′′21(r)
r2
− v
′
21(r)
r3
)
+
(
δαβ rγrδ +δαγ rβ rδ +δαδ rγrβ +δβγ rαrδ +δβδ rαrγ
)(v′22(r)
r3
− 2v22(r)
r4
)
+rαrβ rγrδ
(
v′′22(r)
r4
− 5v
′
22(r)
r5
+
8v22(r)
r6
)
, (31)
where Tγδ (r) is a dipole-dipole interaction tensor that depends on the level of the approximation
(see Eq. (13)).11,12 Similarly v21(r) and v22(r) are the radial functions for different real space
cutoff methods defined in the first paper in this series.11
For quadrupolar liquids modeled using point quadrupoles, the interaction tensor can be con-
structed as,
Tαβγδ (r) =
(
δαβ δγδ +δαγ δβδ +δαδ δβγ
)
v41(r)+(δγδ rαrβ +5 permutations)
v42(r)
r2
+rαrβ rγrδ
(
v43(r)
r4
)
, (32)
where again v41(r), v42(r), and v43(r) are radial functions defined in Paper I of the series.11 Note
that these radial functions have different functional forms depending on the level of approximation
being employed.
The integral in Eq. (27) can be divided into two parts, |r− r′| → 0 and |r− r′| > 0. Since the
self-contribution to the field gradient vanishes at the singularity (see the supplemental material),
Eq. (27) can be written as,
∂αEβ (r) = ∂αE◦β (r)+
1
8piεo
∫
|r−r′|>0
Tαβγδ (r− r′)Qγδ (r′)dr′. (33)
If r = r′ is excluded from the integration, the total gradient can be most easily expressed in terms
of traceless quadrupole density as below,31
∂αEβ (r) = ∂αE◦β (r)+
1
24piεo
∫
|r−r′|>0
Tαβγδ (r− r′)Θγδ (r′)dr′, (34)
where Θαβ = 3Qαβ −δαβ Tr(Q) is the traceless quadrupole density. In analogy to Eq. (22) above,
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the quadrupole polarization density may now be related to the quadrupolar susceptibility, χQ,
1
3
Θαβ (r) = εoχQ

∂αE◦β (r)+ 124piεo
∫
|r−r′|>0
Tαβγδ (r− r′)Θγδ (r′)dr′

 . (35)
For periodic boundaries and with a uniform imposed ∂αE◦β , the quadrupole density Θαβ will be
uniform over the entire space. After performing a Fourier transform (see the Appendix in ref. 19)
we obtain,
1
3
˜Θαβ (k) = εoχQ
[
∂α ˜E◦β (k)+
1
24piεo
˜Tαβγδ (k) ˜Θγδ (k)
]
. (36)
If the applied field gradient is homogeneous over the entire volume, ∂α ˜E◦β (k) = 0 except at k = 0.
Similarly, the quadrupolar polarization density can also considered uniform over entire space. As
in the dipolar case,19 the only relevant contribution from the interaction tensor will also be when
k = 0. Therefore Eq. (36) can be written as,
1
3
˜Θαβ (0) = εoχQ
[
∂α ˜E◦β (0)+
1
24piεo
˜Tαβγδ (0) ˜Θγδ (0)
]
. (37)
The quadrupolar tensor ˜Tαβγδ (0) is a rank 4 tensor with 81 elements. The only non-zero elements,
however, are those with two doubly-repeated indices, i.e. ˜Taabb(0) and all permutations of these
indices. The special case of quadruply-repeated indices, ˜Taaaa(0) also survives (see appendix A).
Furthermore, for the both diagonal and non-diagonal components of the quadrupolar polarization
˜Θαβ , we can contract the second term in Eq. 37 (see appendix A):
˜Tαβγδ (0) ˜Θγδ (0) = 8piB ˜Θαβ (0). (38)
Here B = ˜Tabab(0)/4pi for a 6= b. Using this quadrupolar contraction we can solve Eq. 37 as
follows
1
3
˜Θαβ (0) = εoχQ
[
∂α ˜E◦β (0)+
B
3εo
˜Θαβ (0)
]
=
[
εoχQ
1−χQB
]
∂α ˜E◦β (0). (39)
In real space, the correction factor is found to be,
B =
1
4pi
˜Tabab(0) =
1
4pi
∫
V
Tabab(r)dr, (40)
which has been integrated over the interaction volume V and has units of length−2.
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In terms of the traced quadrupole moment, Eq. (39) can be written,
Q− I3Tr(Q) =
εoχQ
1−χQB∇E
◦ (41)
Comparing (41) and (23) we obtain,
〈M2Q〉−〈MQ〉2
15εoVkBT
=
χQ
1−χQB , (42)
or equivalently,
χQ =
〈M2Q〉−〈MQ〉2
15εoVkBT
(
1+B
〈M2Q〉−〈MQ〉2
15εoVkBT
)−1
. (43)
Eq. (43) now expresses a bulk property (the quadrupolar susceptibility, χQ) in terms of a fluctu-
ation in the system quadrupole moment and a quadrupolar correction factor (B). The correction
factors depend on the cutoff method being employed in the simulation, and these are listed in Table
II.
In terms of the macroscopic quadrupole polarizability, αQ, which may be thought of as the
“conducting boundary” version of the susceptibility,
χQ =
αQ
1+BαQ
. (44)
If an electrostatic method produces B→ 0, the computed quadrupole polarizability and quadrupole
susceptibility converge to the same value.
V. SCREENING OF CHARGES BY MULTIPOLAR FLUIDS
In a dipolar fluid, the static dielectric constant is also a measure of the ability of the fluid to
screen charges from one another. A set of point charges creates an inhomogeneous field in the
fluid, and the fluid responds to this field as if it was created externally or via local polarization
fluctuations. For this reason, the dielectric constant can be used to estimate an effective potential
between two point charges (Ci and C j) embedded in the fluid,
Ueffective =
CiC j
4piε0εri j
. (45)
The same set of point charges can also create an inhomogeneous field gradient, and this will
cause a response in a quadrupolar fluid that will also cause an effective screening. As discussed
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TABLE II. Expressions for the quadrupolar correction factor (B) for the real-space electrostatic methods in terms of the damping parameter (α) and the
cutoff radius (rc). The units of the correction factor are length−2 for quadrupolar fluids.
Method
Molecular Representation
charges dipoles quadrupoles
Shifted Potential (SP) − 8α5rc3e−α
2r2c
15
√
pi
− 3erfc(rcα)5rc2 −
2αe−α2r2c (9+6α2r2c+4α4r4c )
15
√
pirc
− 16α7rc5e−α
2r2c
45
√
pi
Gradient-shifted (GSF) − 8α5rc3e−α
2r2c
15
√
pi
0 − 4α7rc5e−α
2r2c (−1+2α2r2c )
45
√
pi
Taylor-shifted (TSF) − 8α5rc3e−α
2r2c
15
√
pi
4 erfc(αrc)
5rc2
+
8αe−α2rc2(3+2α2rc2+α4rc4)
15
√
pirc
2 erfc(αrc)
rc2
+
4αe−α2r2c (45+30α2rc2+12α4rc4+3α6rc6+2α8rc8)
45
√
pirc
Ewald-Kornfeld (EK) − 8κ5rc3e−κ
2r2c
15
√
pi
16
above, however, the relevant physical property in quadrupolar fluids is the susceptibility, χQ. The
screening dielectric associated with the quadrupolar susceptibility is defined as,22
ε = 1+χQG = 1+G
αQ
1+αQB
(46)
where G is a geometrical factor that depends on the geometry of the field perturbation,
G =
∫
V |∇E◦|2 dr∫
V |E◦|2 dr
(47)
integrated over the interaction volume. Note that this geometrical factor is also required to compute
effective dielectric constants even when the field gradient is homogeneous over the entire sample.
To measure effective screening in a multipolar fluid, we compute an effective interaction po-
tential, the potential of mean force (PMF), between positively and negatively charged ions when
they are screened by the intervening fluid. The PMF is obtained from a sequence of simulations in
which two ions are constrained to a fixed distance, and the average constraint force to hold them
at a fixed distance r is collected during a long simulation,34
w(r) =
∫ r
ro
〈∂ f
∂ r′
〉
r′
dr′+2kBT ln
(
r
ro
)
+w(ro), (48)
where 〈∂ f/∂ r′〉r′ is the mean constraint force required to hold the ions at distance r′, 2kBT log(r/ro)
is the Fixman factor,35 and ro is a reference position (usually taken as a large separation between
the ions). If the dielectric constant is a good measure of the screening at all inter-ion separa-
tions, we would expect w(r) to have the form in Eq. (45). Because real fluids are not continuum
dielectrics, the effective dielectric constant is a function of the interionic separation,
ε(r) =
uraw(r)−uraw(ro)
w(r)−w(ro) (49)
where uraw(r) is the direct charge-charge interaction potential that is in use during the simulation.
ε(r) may vary considerably from the bulk estimates at short distances, although it should converge
to the bulk value as the separation between the ions increases.
VI. SIMULATION METHODOLOGY
To test the formalism developed in the preceding sections, we have carried out computer simu-
lations using three different techniques: i) simulations in the presence of external fields, ii) equi-
librium calculations of box moment fluctuations, and iii) potentials of mean force (PMF) between
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TABLE III. The parameters used in simulations to evaluate the dielectric response of the new real-space methods.
LJ parameters Electrostatic moments
Test system σ ε C D Qxx Qyy Qzz mass Ixx Iyy Izz
(A˚) (kcal/mol) (e) (debye) (debye A˚) (amu) (amu A˚2)
Dipolar fluid 3.41 0.2381 - 1.4026 - - - 39.948 11.613 11.613 0.0
Quadrupolar fluid 2.985 0.265 - - 0.0 0.0 -2.139 18.0153 43.0565 43.0565 0.0
q+ 1.0 0.1 +1 - - - - 22.98 - - -
q– 1.0 0.1 -1 - - - - 22.98 - - -
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embedded ions. In all cases, the fluids were composed of point multipoles protected by a Lennard-
Jones potential. The parameters used in the test systems are given in table III.
The first of the test systems consists entirely of fluids of point dipolar or quadrupolar molecules
in the presence of constant field or field gradients. Since there are no isolated charges within the
system, the divergence of the field will be zero, i.e. ∇ ·E = 0. This condition can be satisfied by
using the relatively simple applied potential as described in the supplemental material.
When a constant electric field or field gradient is applied to the system, the molecules align
along the direction of the applied field, and polarize to a degree determined both by the strength of
the field and the fluid’s polarizability. We have calculated ensemble averages of the box dipole and
quadrupole moments as a function of the strength of the applied fields. If the fields are sufficiently
weak, the response is linear in the field strength, and one can easily compute the polarizability
directly from the simulations.
The second set of test systems consists of equilibrium simulations of fluids of point dipolar or
quadrupolar molecules simulated in the absence of any external perturbation. The fluctuation of
the ensemble averages of the box multipolar moment was calculated for each of the multipolar
fluids. The box multipolar moments were computed as simple sums over the instantaneous molec-
ular moments, and fluctuations in these quantities were obtained from Eqs. (8) and (25). The
macroscopic polarizabilities of the system were derived using Eqs.(7) and (23).
The final system consists of dipolar or quadrupolar fluids with two oppositely charged ions
embedded within the fluid. These ions are constrained to be at fixed distance throughout a simula-
tion, although they are allowed to move freely throughout the fluid while satisfying that constraint.
Separate simulations were run at a range of constraint distances. A dielectric screening factor was
computed using the ratio between the potential between the two ions in the absence of the fluid
medium and the PMF obtained from the simulations.
We carried out these simulations for all three of the new real-space electrostatic methods (SP,
GSF, and TSF) that were developed in the first paper (Ref. 11) in the series. The radius of the
cutoff sphere was taken to be 12 A˚. Each of the real space methods also depends on an adjustable
damping parameter α (in units of length−1). We have selected ten different values of damping
parameter: 0.0, 0.05, 0.1, 0.15, 0.175, 0.2, 0.225, 0.25, 0.3, and 0.35 A˚−1 in our simulations of
the dipolar liquids, while four values were chosen for the quadrupolar fluids: 0.0, 0.1, 0.2, and
0.3 A˚−1.
For each of the methods and systems listed above, a reference simulation was carried out using
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a multipolar implementation of the Ewald sum.36,37 A default tolerance of 1×10−8 kcal/mol was
used in all Ewald calculations, resulting in Ewald coefficient 0.3119 A˚−1 for a cutoff radius of
12 A˚. All of the electrostatics and constraint methods were implemented in our group’s open
source molecular simulation program, OpenMD,38,39 which was used for all calculations in this
work.
Dipolar systems contained 2048 Lennard-Jones-protected point dipolar (Stockmayer) molecules
with reduced density ρ∗= 0.822, temperature T ∗= 1.15, moment of inertia I∗= 0.025, and dipole
moment µ∗ =
√
3.0. These systems were equilibrated for 0.5 ns in the canonical (NVT) ensemble.
Data collection was carried out over a 1 ns simulation in the microcanonical (NVE) ensemble.
Box dipole moments were sampled every fs. For simulations with external perturbations, field
strengths ranging from 0 to 10 10−3 V/A˚ with increments of 10−4 V/A˚ were carried out for each
system. For dipolar systems the interaction potential between molecules i and j,
ui j(ri j,Di,D j) = 4ε
((
σ
ri j
)12
−
(
σ
ri j
)6)
−Di ·T(ri j) ·D j (50)
where the dipole interaction tensor, T(r), is given in Eq. (13).
Quadrupolar systems contained 4000 linear point quadrupoles with a density 2.338 g/cm3 at a
temperature of 500 K. These systems were equilibrated for 200 ps in a canonical (NVT) ensemble.
Data collection was carried out over a 500 ps simulation in the microcanonical (NVE) ensemble.
Components of box quadrupole moments were sampled every 100 fs. For quadrupolar simulations
with external field gradients, field strengths ranging from 0− 9× 10−2 V/A˚2 with increments of
10−2 V/A˚2 were carried out for each system. For quadrupolar systems the interaction potential
between molecules i and j,
ui j(ri j,Qi,Q j) = 4ε
((
σ
ri j
)12
−
(
σ
ri j
)6)
+Qi : T(ri j) : Q j (51)
where the quadrupole interaction tensor is given in Eq. (32).
To carry out the PMF simulations, two of the multipolar molecules in the test system were
converted into q+ and q– ions and constrained to remain at a fixed distance for the duration of the
simulation. The constrained distance was then varied from 5–12 A˚. In the PMF calculations, all
simulations were equilibrated for 500 ps in the NVT ensemble and run for 5 ns in the microcanon-
ical (NVE) ensemble. Constraint forces were sampled every 20 fs.
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VII. RESULTS
A. Dipolar fluid
The bulk polarizability (αD) for the dipolar fluid is shown in the upper panels in Fig. 3. The po-
larizability obtained from the both perturbation and fluctuation approaches are in excellent agree-
ment with each other. The data also show a strong dependence on the damping parameter for both
the Shifted Potential (SP) and Gradient Shifted force (GSF) methods, while Taylor shifted force
(TSF) is largely independent of the damping parameter.
The calculated correction factors discussed in section III C are shown in the middle panels.
Because the TSF method has A = 1 for all values of the damping parameter, the computed po-
larizabilities need no correction for the dielectric calculation. The value of A varies with the
damping parameter in both the SP and GSF methods, and inclusion of the correction yields di-
electric estimates (shown in the lower panel) that are generally too large until the damping reaches
∼ 0.25 A˚−1. Above this value, the dielectric constants are in reasonable agreement with previous
simulation results.19
Figure 3 also contains back-calculations of the polarizability using the reference (Ewald) sim-
ulation results.19 These are indicated with dashed lines in the upper panels. It is clear that the
expected polarizability for the SP and GSF methods are quite close to results obtained from the
simulations. This indicates that the correction formula for the dipolar fluid (Eq. 16) is extraor-
dinarily sensitive when the value of A deviates significantly from unity. It is also apparent that
Gaussian damping is essential for capturing the field effects from other dipoles. Eq. (16) works
well when real-space methods employ moderate damping, but is not capable of providing adequate
correction for undamped or weakly-damped multipoles.
Because the dielectric correction in Eq. (16) is so sensitive to A values away from unity, the
entries in table I can provide an effective minimum on the values of α that should be used. With
a minimum A = 0.995 and a cutoff radius of 12 A˚, the minimum α values are 0.241 A˚−1 (SP) or
0.268 A˚−1 (GSF). The TSF method is not sensitive to the choice of damping parameter.
We have also evaluated the distance-dependent screening factor, ε(r), between two oppositely
charged ions when they are placed in the dipolar fluid. These results were computed using Eq. 48
and are shown in Fig. 4.
The screening factor is similar to the dielectric constant, but measures a local property of the
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FIG. 3. The polarizability (αD), correction factor (A), and dielectric constant (ε) for the test dipolar fluid.
The left panels were computed using external fields, and those on the right are the result of equilibrium fluc-
tuations. In the GSF and SP methods, the corrections are large for small values of α , and an optimal damping
coefficient is evident around 0.25 A˚−1. The dashed lines in the upper panel indicate back-calculation of the
polarizability using the Ewald estimate (Refs. 28 and 19) for the dielectric constant.
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FIG. 4. The distance-dependent screening factor, ε(r), between two ions immersed in the dipolar fluid. The
new methods are shown in separate panels, and different values of the damping parameter (α) are indicated
with different symbols. All of the methods appear to be converging to the bulk dielectric constant (∼ 65)
for higher values of α and at large ion separations.
ions in the fluid and depends on both ion-dipole and dipole-dipole interactions. These interactions
depend on the distance between ions as well as the electrostatic interaction methods utilized in the
simulations. The screening should converge to the dielectric constant when the field due to ions is
small. This occurs when the ions are separated (or when the damping parameter is large). In Fig.
4 we observe that for the higher value of damping alpha i.e. α > 0.2 A˚−1 and large separation
between ions, the screening factor does indeed approach the correct dielectric constant.
It is also notable that the TSF method again displays smaller perturbations away from the cor-
rect dielectric screening behavior. We also observe that for TSF, the method yields high dielectric
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screening even for lower values of α .
At short distances, the presence of the ions creates a strong local field that acts to align nearby
dipoles nearly perfectly in opposition to the field from the ions. This has the effect of increasing
the effective screening when the ions are brought close to one another. This effect is present even
in the full Ewald treatment, and indicates that the local ordering behavior is being captured by all
of the moderately-damped real-space methods.
Distance-dependent Kirkwood factors
One of the most sensitive measures of dipolar ordering in a liquid is the disance dependent
Kirkwood factor,
GK(r) =
〈
1
N ∑i ∑j
ri j<r
Di ·D j
|Di|
∣∣D j∣∣
〉
(52)
which measures the net orientational (cosine) ordering of dipoles inside a sphere of radius r. The
outer brackets denote a configurational average. Figure 5 shows GK(r) for the three real space
methods with rc = 3.52σ = 12 A˚ and for the Ewald sum. These results were obtained from
unperturbed 5 ns simulations of the dipolar fluid in the microcanonical (NVE) ensemble. For SP
and GSF, the underdamped cases exhibit the “hole” at rc that is sometimes seen in cutoff-based
method simulations of liquid water,40,41 but for values of α > 0.225 A˚−1, agreement with the
Ewald results is good. Note that like the dielectric constant, GK(r) can also be corrected using the
expressions for A in table I. This is discussed in more detail in the supplemental material.
B. Quadrupolar fluid
The polarizability (αQ), correction factor (B), and susceptibility (χQ) for the quadrupolar fluid
is plotted against damping parameter Fig. 6. In quadrupolar fluids, both the polarizability and
susceptibility have units of length2. Although the susceptibility has dimensionality, it is the rel-
evant measure of macroscopic quadrupolar properties.23,24 The left panel in Fig. 6 shows results
obtained from the applied field gradient simulations whereas the results from the equilibrium fluc-
tuation formula are plotted in the right panels.
The susceptibility for the quadrupolar fluid is obtained from quadrupolarizability and a correc-
tion factor using Eq. (44). The susceptibilities are shown in the bottom panels of Fig. 6. All
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FIG. 5. The distance-dependent Kirkwood factors of the dipolar system for the three real space methods at
a range of Gaussian damping parameters (α) with a cutoff rc = 3.52σ .
three methods: (SP, GSF, and TSF) produce small correction factors, B, so all show similar sus-
ceptibilities over the range of damping parameters. This shows that susceptibility derived using
the quadrupolarizability and the correction factors are essentially independent of the electrostatic
method utilized in the simulation.
There is a notable difference in the dependence on α for the quadrupolar correction compared
with the dipolar correction. This is due to the reduced range of the quadrupole-quadrupole inter-
action when compared with dipolar interactions. The effects of the Gaussian damping for dipoles
are significant near the cutoff radius, which can be observed in Fig. 5, while for quadrupoles,
most of the interaction is naturally diminished by that point. Because overdamping can obscure
orientational preferences, quadrupolar fluids can be safely simulated with smaller values of α than
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FIG. 6. The quadrupole polarizability (αQ), correction factor (B), and susceptibility (χQ) for the test
quadrupolar fluid. The left panels were computed using external field gradients, and those on the right
are the result of equilibrium fluctuations. The GSF and SP methods allow nearly unmodified use of the
“conducting boundary” or polarizability results in place of the bulk susceptibility.
a similar dipolar fluid.
A more difficult test of the quadrupolar susceptibility is made by comparing with direct calcu-
lation of the electrostatic screening using the potential of mean force (PMF). Since the effective
dielectric constant for a quadrupolar fluid depends on the geometry of the field and field gradient,
this is not a physical property of the quadrupolar fluid.
The geometrical factor for embedded ions changes with the ion separation distance. It is there-
fore reasonable to treat the dielectric constant as a distance-dependent screening factor. Since the
quadrupolar molecules couple with the gradient of the field, the distribution of the quadrupoles will
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FIG. 7. The distance-dependent screening factor, ε(r), between two ions immersed in the quadrupolar
fluid. Results from the perturbation and fluctuation methods are shown in left and central panels. Here the
susceptibility is calculated from the bulk simulations and the geometrical factor is evaluated using Eq. (53)
using the field and field-gradient produced by the two ions. The right hand panel shows the screening factor
obtained from the PMF calculations.
be inhomogeneously distributed around the point charges. Hence the distribution of quadrupolar
molecules should be taken into account when computing the geometrical factors in the presence
of this perturbation,
G =
∫
V g(r) |∇E◦|2 dr∫
V |E◦|2 dr
=
2pi
∫ 1
−1
∫ R
0 r
2g(r,cosθ) |∇E◦|2 drd(cosθ)∫
V |E◦|2 dr
(53)
where g(r,cosθ) is a distribution function for the quadrupoles with respect to an origin at midpoint
of a line joining the two probe charges.
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The effective screening factor is plotted against ion separation distance in Fig. 7. The screening
evaluated from the perturbation and fluctuation methods are shown in the left and central panels.
Here the susceptibilities are calculated from bulk fluid simulations and the geometrical factors are
evaluated using the field and field gradients produced by the ions. The field gradients have been
weighted by the g(r,cosθ) from the PMF calculations (Eq. (53)). The right hand panel shows the
screening factor obtained directly from the PMF calculations.
We note that the screening factor obtained from both the perturbation and fluctuation methods
are in good agreement with each other at similar values of α , and agree with Ewald for α =
0.2 A˚−1. The magnitude of these screening factors depends strongly on the g(r,cosθ) weighting
originating in the PMF calculations.
In Ewald-based simulations, the PMF calculations include interactions between periodic repli-
cas of the ions, and there is a significant reduction in the screening factor because of this effect.
Because the real-space methods do not include coupling to periodic replicas, both the magni-
tude and distance-dependent decay of the PMF are significantly larger. For moderate damping
(α ∼ 0.2−0.3 A˚−1), screening factors for GSF, TSF, and SP are converging to similar values at
large ion separations, and this value is the same as the large-separation estimate from the pertur-
bation and fluctuation simulations for α ∼ 0.2 A˚−1. The PMF calculations also show signs of
coalescence of the ion solvation shells at separations smaller than 7 A˚. At larger separations, the
α = 0.2 A˚−1 PMF calculations appear to be reproducing the bulk screening values. These results
suggest that using either TSF or GSF with moderate damping is a relatively safe way to predict
screening in quadrupolar fluids.
VIII. CONCLUSIONS
We have used both perturbation and fluctuation approaches to evaluate dielectric properties
for dipolar and quadrupolar fluids. The static dielectric constant is the relevant bulk property for
dipolar fluids, while the quadrupolar susceptibility plays a similar role for quadrupoles. Correc-
tions to both the static dielectric constant and the quadrupolar susceptibility were derived for three
new real space electrostatic methods, and these corrections were tested against a third measure of
dielectric screening, the potential of mean force between two ions immersed in the fluids.
For the dipolar fluids, we find that the polarizability evaluated using the perturbation and fluc-
tuation methods show excellent agreement, indicating that equilibrium calculations of the dipole
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fluctuations are good measures of bulk polarizability.
One of the findings of the second paper in this series is that the moderately damped GSF and SP
methods were most suitable for molecular dynamics and Monte Carlo simulations, respectively.12
Our current results show that dielectic properties like ε and GK(r) are sensitive probes of local
treatment of electrostatic damping for the new real space methods, as well as for the Ewald sum.
Choosing a Gaussian damping parameter (α) in a reasonable range is therefore essential for ob-
taining agreement between the electrostatic methods. A physical explanation of this rests on the
local orientational preferences of other molecules around a central dipole. The orientational con-
tributions to dipolar interactions are weighted by two radial functions (v21(r) and v22(r)). The
relative magnitudes of these functions, and therefore the orientational preferences of local dipoles,
are quite sensitive to the value of α . With moderate damping, the ratio approaches the orienta-
tional preferences of Ewald-based simulations, removing the “hole” in GK(r) for underdamped SP
and GSF simulations (Fig. 5).
The derived correction formulae can approximate bulk properties from non-optimal parameter
choices, as long as the methods are used in a relatively “safe” range of damping. The newly-
derived entries in table I can provide an effective minimum on the values of α that should be used
in simulations. With a cutoff radius of 12 A˚, α = 0.241 A˚−1 (SP) or 0.268 A˚−1 (GSF) would
capture dielectric screening with reasonable fidelity. The sensitivity of the dielectric screening is
also observed in the effective screening of ions embedded in the fluid.
With good choices of α , the dielectric constant evaluated using the computed polarizability and
correction factors agrees well with the previous Ewald-based simulation results.19,28 Although the
TSF method alters many dynamic and structural features in multipolar liquids,12 it is surprisingly
good at computing bulk dielectric properties at nearly all ranges of the damping parameter. In fact,
the correction factor, A = 1, for the TSF method so the conducting boundary formula is essentially
correct when using this method for point dipolar fluids.
As in the dipolar case, the quadpole polarizability evaluated from both perturbation and fluctu-
ation simulations show good agreement, again confirming that equilibrium fluctuation calculations
are sufficient to reproduce bulk dielectric properties in these fluids. The quadrupolar susceptibil-
ity calculated via our derived correction factors produces similar results for all three real space
methods. Similarly, with good choices of the damping parameter, the screening factor calculated
using the susceptibility and a weighted geometric factor provides good agreement with results ob-
tained directly via potentials of mean force. For quadrupolar fluids, the distance dependence of
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the electrostatic interaction is significantly reduced and the correction factors are all small. These
points suggest that how an electrostatic method treats the cutoff radius become less consequential
for higher order multipoles.
For this reason, our recommendation is that the moderately-damped (α = 0.25− 0.27 A˚−1)
GSF method is a good choice for molecular dynamics simulations where point-multipole interac-
tions are being utilized to compute bulk dielectric properties of fluids.
SUPPLEMENTARY MATERIAL
See supplementary material for information on interactions with spatially varying fields, Boltz-
mann averages, self-contributions from quadrupoles, and corrections to distance-dependent Kirk-
wood factors.
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Appendix A: Contraction of the quadrupolar tensor with the traceless quadrupole moment
For quadrupolar liquids modeled using point quadrupoles, the interaction tensor is shown in
Eq. (32). The Fourier transformation of this tensor for k = 0 is,
˜Tαβγδ (0) =
∫
V
Tαβγδ (r)dr (A1)
On the basis of symmetry, the 81 elements can be placed in four different groups: ˜Taaaa, ˜Taaab,
˜Taabb, and ˜Taabc, where a, b, and c, and can take on distinct values from the set {x,y,z}. The
elements belonging to each of these groups can be obtained using permutations of the indices.
Integration of all of the elements shows that only the groups with indices aaaa and aabb are non-
zero.
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We can derive values of the components of ˜Taaaa and ˜Taabb as follows;
˜Txxxx(0) =
∫
V
[
3v41(r)+6x2v42(r)/r2 + x4 v43(r)/r4
]
dr
= 12pi
∫ rc
0
[
v41(r)+
2
3v42(r)+
1
15v43(r)
]
r2 dr = 12piB (A2)
and
˜Txxyy(0) =
∫
V
[
v41(r)+(x
2 + y2)v42(r)/r2+ x2y2 v43(r)/r4
]
dr
= 4pi
∫ rc
0
[
v41(r)+
2
3v42(r)+
1
15v43(r)
]
r2 dr = 4piB. (A3)
These integrals yield the same values for all permutations of the indices in both tensor element
groups. In Eq. 37, for a particular value of the quadrupolar polarization ˜Θaa we can contract
˜Taaγδ (0) with ˜Θγδ , using the traceless properties of the quadrupolar moment,
˜Txxγδ (0) ˜Θγδ (0) = ˜Txxxx(0) ˜Θxx(0)+ ˜Txxyy(0) ˜Θyy(0)+ ˜Txxzz(0) ˜Θzz(0)
= 12piB ˜Θxx(0)+4piB ˜Θyy(0)+4piB ˜Θzz(0)
= 8piB ˜Θxx(0)+4piB
(
˜Θxx(0)+ ˜Θyy(0)+ ˜Θzz(0)
)
= 8piB ˜Θxx(0) (A4)
Similarly for a quadrupolar polarization ˜Θxy in Eq. 37, we can contract ˜Txyγδ (0) with ˜Θγδ , using
the only surviving terms of the tensor,
˜Txyγδ (0) ˜Θγδ (0) = ˜Txyxy(0) ˜Θxy(0)+ ˜Txyyx(0) ˜Θyx(0)
= 4piB ˜Θxy(0)+4piB ˜Θyx(0)
= 8piB ˜Θxy(0) (A5)
Here, we have used the symmetry of the quadrupole tensor to combine the symmetric terms.
Therefore we can write matrix contraction for ˜Tαβγδ (0) and ˜Θγδ (0) in a general form,
˜Tαβγδ (0) ˜Θγδ (0) = 8piB ˜Θαβ (0), (A6)
which is the same as Eq. (38).
When the molecular quadrupoles are represented by point charges, the symmetry of the
quadrupolar tensor is same as for point quadrupoles (see Eqs. 29 and 32). However, for molecular
quadrupoles represented by point dipoles, the symmetry of the quadrupolar tensor must be handled
separately (compare Eqs. 31 and 32). Although there is a difference in symmetry, the final result
(Eq. A6) also holds true for dipolar representations.
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Appendix B: Quadrupolar correction factor for the Ewald-Kornfeld (EK) method
The interaction tensor between two point quadrupoles in the Ewald method may be expressed,20,37
Tαβγδ (r) =
4pi
V
∞
∑
k 6=0
e−k
2/4κ2e−ik·r
(
rαrβ kδ kγ
k2
)
+
(
δαβ δγδ +δαγ δβδ +δαδ δβγ
)
B2(r)
−(δγδ rαrβ +5 permutations)B3(r)
+
(
rαrβ rγrδ
)
B4(r) (B1)
where Bn(r) are radial functions defined in reference 37,
B2(r) =
3
r5
(
2rκe−r2κ2√
pi
+
4r3κ3e−r2κ2
3
√
pi
+ erfc(κr)
)
(B2)
B3(r) =− 15
r7
(
2rκe−r2κ2√
pi
+
4r3κ3e−r2κ2
3
√
pi
+
8r5κ5e−r2κ2
15
√
pi
+ erfc(κr)
)
(B3)
B4(r) =
105
r9
(
2rκe−r2κ2√
pi
+
4r3κ3e−r2κ2
3
√
pi
+
8r5κ5e−r2κ2
15
√
pi
+
16r7κ7e−r2κ2
105
√
pi
+ erfc(κr)
)
(B4)
We can divide Tαβγδ (r) into three parts:
T(r) = TK(r)+TR1(r)+TR2(r) (B5)
where the first term is the reciprocal space portion. Since the quadrupolar correction factor B =
˜Tabab(0)/4pi and k = 0 is excluded from the reciprocal space sum, TK will not contribute.20 The
remaining terms,
TR1(r) = Tbare(r)
(
2rκe−r2κ2√
pi
+
4r3κ3e−r2κ2
3
√
pi
+
8r5κ5e−r2κ2
15
√
pi
+
16r7κ7e−r2κ2
105
√
pi
+ erfc(κr)
)
(B6)
and
T R2αβγδ (r) =+
(
δγδ rαrβ +5 permutations
) 16κ7e−r2κ2
7
√
pi
−(δαβ δγδ +δαγ δβδ +δαδ δβγ)
(
8κ5e−r2κ2
5
√
pi
+
16r2κ7e−r2κ2
35
√
pi
)
(B7)
are contributions from the real space sum.27,28,42 Here Tbare(r) is the unmodified quadrupolar
tensor (for undamped quadrupoles). Due to the angular symmetry of the unmodified tensor, the
integral of TR1(r) will vanish when integrated over a spherical region. The only term contributing
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to the correction factor (B) is therefore T R2αβγδ (r), which allows us to derive the correction factor
for the Ewald-Kornfeld (EK) method,
B =
1
4pi
∫
V
T R2abab(r)
=−8r
3
cκ
5e−κ2r2c
15
√
pi
. (B8)
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This document includes useful relationships for computing the interactions between fields
and field gradients and point multipolar representations of molecular electrostatics. We
also provide explanatory derivations of a number of relationships used in the main text.
This includes the Boltzmann averages of quadrupole orientations, and the interaction of a
quadrupole density with the self-generated field gradient. This last relationship is assumed
to be zero in the main text but is explicitly shown to be zero here. A discussion of method-
dependent corrections to the distance-dependent Kirkwood factors is also included.
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1
I. GENERATING UNIFORM FIELD GRADIENTS
One important task in carrying out the simulations mentioned in the main text was to generate
uniform electric field gradients. To do this, we relied heavily on both the notation and results
from Torres del Castillo and Mende´z Garido.S1 In this work, tensors were expressed in Cartesian
components, using at times a dyadic notation. This proves quite useful for computer simulations
that make use of toroidal boundary conditions.
An alternative formalism uses the theory of angular momentum and spherical harmonics and is
common in standard physics texts such as Jackson,S2 Morse and Feshbach,S3 and Stone.S4 Because
this approach has its own advantages, relationships are provided below comparing that terminol-
ogy to the Cartesian tensor notation.
The gradient of the electric field,
G(r) = −∇∇Φ(r),
where Φ(r) is the electrostatic potential. In a charge-free region of space, ∇ · E = 0, and G is a
symmetric traceless tensor. From symmetry arguments, we know that this tensor can be written in
terms of just five independent components.
Following Torres del Castillo and Mende´z Garido’s notation, the gradient of the electric field
may also be written in terms of two vectors a and b,
Gij =
1
2
(aibj + ajbi)− 1
3
(a · b)δij .
If the vectors a and b are unit vectors, the electrostatic potential that generates a uniform gradient
may be written:
Φ(x, y, z) = −go
2
((
a1b1 − cosψ
3
)
x2 +
(
a2b2 − cosψ
3
)
y2 +
(
a3b3 − cosψ
3
)
z2
+ (a1b2 + a2b1) xy + (a1b3 + a3b1) xz + (a2b3 + a3b2) yz
)
. (S1)
Note a · a = b · b = 1, a · b = cosψ, and g0 is the overall strength of the potential.
Taking the gradient of Eq. (S1), we find the field due to this potential,
E = −∇Φ = go
2


2(a1b1 − cosψ3 ) x + (a1b2 + a2b1) y + (a1b3 + a3b1) z
(a2b1 + a1b2) x + 2(a2b2 − cosψ3 ) y + (a2b3 + a3b3) z
(a3b1 + a3b2) x + (a3b2 + a2b3) y + 2(a3b3 − cosψ3 ) z

 , (S2)
2
while the gradient of the electric field in this form,
G = ∇E = go
2


2(a1 b1 − cosψ3 ) (a1 b2 + a2 b1) (a1 b3 + a3 b1)
(a2 b1 + a1 b2) 2(a2 b2 − cosψ3 ) (a2 b3 + a3 b3)
(a3 b1 + a3 b2) (a3 b2 + a2 b3) 2(a3 b3 − cosψ3 )

 , (S3)
is uniform over the entire space. Therefore, to describe a uniform gradient in this notation, two
unit vectors (a and b) as well as a potential strength, g0, must be specified. As expected, this
requires five independent parameters.
The common alternative to the Cartesian notation expresses the electrostatic potential using the
notation of Morse and Feshbach,S3
Φ(x, y, z) = −
[
a20
2z2 − x2 − y2
2
+ 3ae21 xz + 3a
o
21 yz + 6a
e
22 xy + 3a
o
22(x
2 − y2)
]
. (S4)
Here we use the standard (l, m) form for the alm coefficients, with superscript e and o denoting
even and odd, respectively. This form makes the functional analogy to “d” atomic states apparent.
Applying the gradient operator to Eq. (S4) the electric field due to this potential,
E = −∇Φ =


(6ao22 − a20) x + 6ae22 y + 3ae21 z
6ae22 x − (a20 + 6ao22) y + 3ao21 z
3ae21 x + 3a
o
21 y + 2a20 z

 , (S5)
while the gradient of the electric field in this form is:
G =


6ao22 − a20 6ae22 3ae21
6ae22 −(a20 + 6ao22) 3ao21
3ae21 3a
o
21 2a20

 (S6)
which is also uniform over the entire space. This form for the gradient can be factored as
G = a20


−1 0 0
0 −1 0
0 0 2

 + 3ae21


0 0 1
0 0 0
1 0 0

 + 3ao21


0 0 0
0 0 1
0 1 0

+ 6ae22


0 1 0
1 0 0
0 0 0

+ 6ao22


1 0 0
0 −1 0
0 0 0

 .
(S7)
The five matrices in the expression above represent five different symmetric traceless tensors of
rank 2.
3
It is useful to find the Cartesian vectors a and b that generate the five types of tensors shown in
Eq. (S7). If the two vectors are co-linear, e.g., ψ = 0, a = (0, 0, 1) and b = (0, 0, 1), then
G =
g0
3


−1 0 0
0 −1 0
0 0 2

 ,
which is the a20 symmetry. To generate the ao22 symmetry, we take: a = ( 1√2 ,
1√
2
, 0) and b =
( 1√
2
,− 1√
2
, 0) and find:
G =
g0
2


1 0 0
0 −1 0
0 0 0

 .
To generate the ae22 symmetry, we take: a = (1, 0, 0) and b = (0, 1, 0) and find:
G =
g0
2


0 1 0
1 0 0
0 0 0

 .
The pattern is straightforward to continue for the other symmetries.
We find the notation of Ref. S1 helpful when creating specific types of constant gradient electric
fields in simulations. For this reason, Eqs. (S1), (S2), and (S3) are implemented in our code. In
the simulations using constant applied gradients that are mentioned in the main text, we utilized a
field with the ae22 symmetry using vectors, a = (1, 0, 0) and b = (0, 1, 0).
II. POINT-MULTIPOLAR INTERACTIONS WITH A SPATIALLY-VARYING
ELECTRIC FIELD
This section develops formulas for the force and torque exerted by an external electric field,
E(r), on object a.S5 Object a has an embedded collection of charges and in simulations will repre-
sent a molecule, ion, or a coarse-grained substructure. We describe the charge distributions using
4
primitive multipoles defined in Ref. S6 by
Ca =
∑
k in a
qk, (S8)
Daα =
∑
k in a
qkrkα, (S9)
Qaαβ =
1
2
∑
k in a
qkrkαrkβ, (S10)
where rk is the local coordinate system for the object (usually the center of mass of object a).
Components of vectors and tensors are given using the Einstein repeated summation notation.
Note that the definition of the primitive quadrupole here differs from the standard traceless form,
and contains an additional Taylor-series based factor of 1/2. In Ref. S6, we derived the forces and
torques each object exerts on the other objects in the system.
Here we must also consider an external electric field that varies in space: E(r). Each of the
local charges qk in object a will then experience a slightly different field. This electric field can be
expanded in a Taylor series around the local origin of each object. For a particular charge qk, the
electric field at that site’s position is given by:
E(rk) = Eγ|rk=0 +∇δEγ |rk=0rkδ +
1
2
∇δ∇εEγ |rk=0rkδrkε + ... (S11)
Note that if one shrinks object a to a single point, the Eγ terms are all evaluated at the center of
the object (now a point). Thus later the Eγ terms can be written using the same (molecular) origin
for all point charges in the object. The force exerted on object a by the electric field is given by,
F aγ =
∑
k in a
qkEγ(rk) =
∑
k in a
qk{Eγ +∇δEγrkδ + 1
2
∇δ∇εEγrkδrkε + ...} (S12)
= CaEγ +Daδ∇δEγ +Qaδε∇δ∇εEγ + ... (S13)
Thus in terms of the global origin r, Fγ(r) = CEγ(r) etc.
Similarly, the torque exerted by the field on a can be expressed as
τaα =
∑
k in a
(rk × qkE)α (S14)
=
∑
k in a
ǫαβγqkrkβEγ(rk) (S15)
= ǫαβγDβEγ + 2ǫαβγQβδ∇δEγ + ... (S16)
5
TABLE S1. Potential energy (U), force (F), and torque (τ) expressions for a multipolar site at r in an
electric field, E(r) using the definitions of the multipoles in Eqs. (S8), (S9) and (S10).
Charge Dipole Quadrupole
U(r) Cφ(r) −D · E(r) −Q : ∇E(r)
F(r) CE(r) D · ∇E(r) Q : ∇∇E(r)
τ(r) D×E(r) 2Q×∇E(r)
We note that the Levi-Civita symbol can be eliminated by utilizing the matrix cross product as
defined in Ref. S7:
[A× B]α =
∑
β
[Aα+1,βBα+2,β − Aα+2,βBα+1,β ] (S17)
where α + 1 and α + 2 are regarded as cyclic permuations of the matrix indices. Finally, the
interaction energy Ua of object a with the external field is given by,
Ua =
∑
k in a
qkφk(rk) (S18)
Performing another Taylor series expansion about the local body origin,
φ(rk) = φ|rk=0 + rkα∇αφα|rk=0 +
1
2
rkαrkβ∇α∇βφ|rk=0 + ... (S19)
Writing this in terms of the global origin r, we find
U(r) = Cφ(r)− DαEα −Qαβ∇αEβ + ... (S20)
These results have been summarized in Table S1.
III. BOLTZMANN AVERAGES FOR ORIENTATIONAL POLARIZATION
If we consider a collection of molecules in the presence of external field, the perturbation ex-
perienced by any one molecule will include contributions to the field or field gradient produced by
the all other molecules in the system. In subsections III A and III B, we discuss the molecular po-
larization due solely to external field perturbations. This illustrates the origins of the polarizability
equations (Eqs. 6, 20, and 21) in the main text.
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A. Dipoles
Consider a system of molecules, each with permanent dipole moment po. In the absense of an
external field, thermal agitation orients the dipoles randomly, and the system moment, P, is zero.
External fields will line up the dipoles in the direction of applied field. Here we consider the net
field from all other molecules to be zero. Therefore the total Hamiltonian acting on each molecule
is,S2
H = Ho − po · E, (S21)
where Ho is a function of the internal coordinates of the molecule. The Boltzmann average of the
dipole moment in the direction of the field is given by,
〈pmol〉 =
∫
po cos θe
poE cos θ/kBT dΩ∫
e poE cos θ/kBT dΩ
, (S22)
where the z-axis is taken in the direction of the applied field, E and
∫
dΩ =
∫ π
0
sin θ dθ
∫ 2π
0
dφ
∫ 2π
0
dψ
is an integration over Euler angles describing the orientation of the molecule.
If the external fields are small, i.e. poE cos θ/kBT << 1,
〈pmol〉 ≈ po
2
3kBT
E, (S23)
where αp = po
2
3kBT
is the molecular polarizability. The orientational polarization depends inversely
on the temperature as the applied field must overcome thermal agitation to orient the dipoles.
B. Quadrupoles
If instead, our system consists of molecules with permanent quadrupole tensor qαβ . The aver-
age quadrupole at temperature T in the presence of uniform applied field gradient is given by,S8,S9
〈qαβ〉 =
∫
qαβ e
−H/kBT dΩ∫
e−H/kBT dΩ
=
∫
qαβ e
qµν ∂νEµ/kBT dΩ∫
e qµν ∂νEµ/kBT dΩ
, (S24)
where H = Ho − qµν ∂νEµ is the energy of a quadrupole in the gradient of the applied field and
Ho is a function of internal coordinates of the molecule. The energy and quadrupole moment can
7
be transformed into the body frame using a rotation matrix η−1,
qαβ = ηαα′ ηββ′ q
∗
α′β′ (S25)
H = Ho − q : ∇E (S26)
= Ho − qµν ∂νEµ (S27)
= Ho − ηµµ′ ηνν′ q∗µ′ν′ ∂νEµ. (S28)
Here the starred tensors are the components in the body fixed frame. Substituting equation (S28)
in the equation (S24) and taking linear terms in the expansion we obtain,
〈qαβ〉 =
∫
qαβ
(
1 +
ηµµ′ ηνν′ q
∗
µ′ν′ ∂νEµ
kBT
)
dΩ∫ (
1 +
ηµµ′ ηνν′ q
∗
µ′ν′ ∂νEµ
kBT
)
dΩ
. (S29)
Recall that ηαα′ is the inverse of the rotation matrix that transforms the body fixed coordinates to
the space coordinates.
Integration of the first and second terms in the denominator gives 8π2 and 8π2(∇ ·E)Tr(q∗)/3
respectively. The second term vanishes for charge free space (where ∇ · E = 0). Similarly, in-
tegration of the first term in the numerator produces 8π2δαβTr(q∗)/3 while the second produces
8π2(3q∗α′β′q
∗
β′α′ − q∗α′α′q∗β′β′)∂αEβ/15kBT . Therefore the Boltzmann average of a quadrupole mo-
ment can be written as,
〈qαβ〉 = 1
3
Tr(q∗) δαβ +
q¯o
2
15kBT
∂αEβ, (S30)
where αq = q¯o
2
15kBT
is a molecular quadrupole polarizablity and q¯o2 = 3q∗α′β′q∗β′α′ − q∗α′α′q∗β′β′ is the
square of the net quadrupole moment of a molecule.
IV. GRADIENT OF THE FIELD DUE TO QUADRUPOLAR POLARIZATION
In section IV.C of the main text, we stated that for quadrupolar fluids, the self-contribution to
the field gradient vanishes at the singularity. In this section, we prove this statement. For this
purpose, we consider a distribution of charge ρ(r) which gives rise to an electric field E(r) and
gradient of the field ∇E(r) throughout space. The gradient of the electric field over volume due
to the charges within the sphere of radius R is given by (cf. Ref. S2, equation 4.14):∫
r<R
∇Edr = −
∫
r=R
R2E nˆ dΩ (S31)
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where dΩ is the solid angle and nˆ is the normal vector of the surface of the sphere,
nˆ = sin θ cos φ xˆ+ sin θ sinφ yˆ + cos θ zˆ (S32)
in spherical coordinates. For the charge density ρ(r′), the total gradient of the electric field can be
written as,S2∫
r<R
∇E dr = −
∫
r=R
R2 ∇Φ nˆ dΩ = − 1
4π ǫo
∫
r=R
R2 ∇
(∫
ρ(r′)
|r− r′| dr
′
)
nˆ dΩ. (S33)
The radial function in the equation (S33) can be expressed in terms of spherical harmonics as,S2
1
|r− r′| = 4π
∞∑
l=0
m=l∑
m=−l
1
2l + 1
rl<
rl+1>
Y ∗lm(θ
′, φ′) Ylm(θ, φ) (S34)
If the sphere completely encloses the charge density then r< = r′ and r> = R. Substituting
equation (S34) into (S33) we get,
∫
r<R
∇E dr = −R
2
ǫo
∫
r=R
∇
(∫
ρ(r′)
∞∑
l=0
m=l∑
m=−l
1
2l + 1
r′l
Rl+1
Y ∗lm(θ
′, φ′) Ylm(θ, φ) dr
′
)
nˆ dΩ
= −R
2
ǫo
∞∑
l=0
m=l∑
m=−l
1
2l + 1
∫
ρ(r′) r′l Y ∗lm(θ
′, φ′)
(∫
r=R
~∇ (R−(l+1) Ylm(θ, φ)) nˆ dΩ
)
dr′.
(S35)
The gradient of the product of radial function and spherical harmonics is given by:S10
∇ [f(r) Ylm(θ, φ)] =−
(
l + 1
2l + 1
)1/2 [
∂
∂r
− l
r
]
f(r) Yl,l+1,m(θ, φ)
+
(
l
2l + 1
)1/2 [
∂
∂r
+
l
r
]
f(r) Yl,l−1,m(θ, φ).
(S36)
where Yl,l+1,m(θ, φ) is a vector spherical harmonic.S10 Using equation (S36) we get,
∇ (R−(l+1) Ylm(θ, φ)) = [(l + 1)(2l + 1)]1/2 Yl,l+1,m(θ, φ) 1
Rl+2
, (S37)
Using Clebsch-Gordan coefficients C(l + 1, 1, l|m1, m2, m), the vector spherical harmonics can
be written in terms of spherical harmonics,
Yl,l+1,m(θ, φ) =
∑
m1,m2
C(l + 1, 1, l|m1, m2, m) Y m1l+1(θ, φ) eˆm2 . (S38)
Here eˆm2 is a spherical tensor of rank 1 which can be expressed in terms of Cartesian coordinates,
eˆ+1 = − xˆ+ iyˆ√
2
, eˆ0 = zˆ, and eˆ−1 =
xˆ− iyˆ√
2
. (S39)
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The normal vector nˆ is then expressed in terms of spherical tensor of rank 1 as shown in below,
nˆ =
√
4π
3
(−Y −11 eˆ1 − Y 11 eˆ−1 + Y 01 eˆ0) . (S40)
The surface integral of the product of nˆ and Y m1l+1(θ, φ) gives,∫
nˆ Y m1l+1 dΩ =
∫ √
4π
3
(−Y −11 eˆ1 − Y 11 eˆ−1 + Y 01 eˆ0) Y m1l+1 dΩ
=
∫ √
4π
3
(
Y 11
∗
eˆ1 + Y
−1
1
∗
eˆ−1 + Y
0
1
∗
eˆ0
)
Y m1l+1 dΩ
=
√
4π
3
(δl+1,1 δ1,m1 eˆ1 + δl+1,1 δ−1,m1 eˆ−1 + δl+1,1 δ0,m1 eˆ0) ,
(S41)
where Y −ml = (−1)m Y ml ∗ and
∫
Y ml
∗Y m
′
l′ dΩ = δll′δmm′ . Non-vanishing values of equation S41
require l = 0, therefore the value of m = 0. Since the values of m1 are -1, 1, and 0 then m2 takes
the values 1, -1, and 0, respectively provided that m = m1 +m2. Equation S35 can therefore be
modified, ∫
r<R
∇E dr =−
√
4π
3
1
ǫo
∫
ρ(r′) Y ∗00(θ
′, φ′)[C(1, 1, 0| − 1, 1, 0) eˆ−1eˆ1
+ C(1, 1, 0| − 1, 1, 0) eˆ1eˆ−1 + C(1, 1, 0|0, 0, 0) eˆ0eˆ0] dr′
= −
√
4π
3
1
ǫo
∫
ρ(r′) dr′ (eˆ−1eˆ1 + eˆ1eˆ−1 − eˆ0eˆ0)
= −
√
4π
3
1
ǫo
Ctotal (eˆ−1eˆ1 + eˆ1eˆ−1 − eˆ0eˆ0) .
(S42)
In the last step, the charge density was integrated over the sphere, yielding a total charge Ctotal.
Equation (S42) gives the total gradient of the field over a sphere due to the distribution of the
charges. For quadrupolar fluids the total charge within a sphere is zero, therefore
∫
r<R
∇E dr = 0.
Hence the quadrupolar polarization produces zero net gradient of the field inside the sphere.
V. CORRECTIONS TO THE DISTANCE-DEPENDENT KIRKWOOD FUNCTION
In the main text, we provide data on the distance-dependent Kirkwood function,
GK(r) =
〈
1
N
∑
i
∑
j
rij<r
Di ·Dj
|Di| |Dj|
〉
, (S43)
which is a sensitive measure of orientational ordering in dipolar liquids. We noted in the main text
that because the Kirkwood function is measuring the same bulk dipolar response as the dielectric
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constant, it is possible to apply a correction for the truncation, force shifting, and damping to
arrive at a corrected Kirkwood function. Starting with Eq. (16) in the main text and recognizing
ǫ = 1 + χD and ǫCB = 1 + αD, we arrive at a relationship between the (corrected) susceptibility,
χD =
αD
1 + (A− 1)αD
3
. (S44)
and the dipole polarizability, which is easily obtained from bulk simulations,
αD =
〈M2〉 − 〈M〉2
3ǫoV kBT
. (S45)
In the absence of bulk dipolar ordering, 〈M〉2 = 0, and we may recognize the polarizability as a
limit of the distance-dependent Kirkwood function,
αD =
(
ρD2
3ǫ0kBT
)
lim
r→∞
GK(r). (S46)
Here we have used the number density, ρ = N/V and the molecular dipole moment, D, to connect
with Eq. (S43). By analogy, the dipolar susceptibility may be connected with a corrected (but
unknown) version of the Kirkwood function,
χD =
(
ρD2
3ǫ0kBT
)
lim
r→∞
GcK(r). (S47)
Substituting the corrected and raw Kirkwood expressions, Eqs. (S47) and (S46), into Eq. (S44),
and removing the limits, we obtain a correction formula for the Kirkwood function,
GcK(r) =
GK(r)
1 + (A− 1)ρD2GK(r)
9ǫ0kBT
. (S48)
Note that this correction forumla uses the same A parameter from Table I in the main text. As in
case of the dielectric constant, the Kirkwood correction is similarly sensitive to values of A away
from unity. In Fig. S1 we show the corrected GcK(r) functions for the three real space methods
with rc = 3.52σ = 12 A˚ and for the Ewald sum (with κ = 0.3119 A˚−1).
The correction does help reduce the effect of the “hole” in the underdamped cases, particularly
for the GSF method. However, this comes at the expense of a divergence when GK(r) ∼ 1 for the
underdamped SP case. We find it more useful to look at the uncorrected GK(r) functions to study
orientational correlations, which is why the uncorrected functions are shown in the main text.
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FIG. S1. Corrected distance-dependent factors of the dipolar system for the three real space methods at a
range of Gaussian damping parameters (α) with a cutoff rc = 3.52σ = 12 A˚−1.
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