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Abstract
Let S be a nonempty semigroup endowed with a binary associative operation ∗. An
element e of S is said to be idempotent if e ∗ e = e. Originated by one question of P. Erdo˝s
to D.A. Burgess: ‘If S is a finite semigroup of order n, does any S-valued sequence T of
length n contain a nonempty subsequence the product of whose terms, in some order, is
idempotent?’, we make a study of the associated invariant, denoted I(S) and called Erdo˝s-
Burgess constant which is the smallest positive integer ℓ such that any S-valued sequence
T of length ℓ contain a nonempty subsequence the product of whose terms, in some order,
is an idempotent.
Let SR be the multiplicative semigroup of any commutative unitary ring R. We prove
that I(SR) is finite if and only if R is finite, provided that the quotient ring R/J(R) of R
modulo its Jacobson radical J(R) is not a direct product of an infinite Boolean unitary ring
and finitely many finite fields. As a consequence, if R is Noetherian, then I(SR) is finite if
and only if R is finite.
We also make a study of I(S) when S is a direct product of arbitrarily many of cyclic
semigroups. We give the necessary and sufficient conditions such that I(S) is finite, and in
particular, we obtain sharp bounds of I(S) in case I(S) is finite, and determine the precise
value of I(S) in some cases. In addition, the structure of long sequences containing no
nonempty subsequence whose product is idempotent is characterized when S is a finite
cyclic semigroup.
Key Words: Idempotent-product free sequences; Erdo˝s-Burgess constant; Davenport constant; Zero-
sum; Idempotents; Cyclic semigroups; Direct product of cyclic semigroups; Jacobson radical; Noethe-
rian rings; Semi-local rings
1 Introduction
Let S be a nonempty commutative semigroup, endowed with a binary associative operation ∗.
Let E(S) be the set of idempotents of S, where e ∈ S is said to be an idempotent if e ∗ e = e.
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Idempotent is one of central notions in Semigroup Theory and Algebra, also connects closely
with other fields, see [9, 25] for the idempotent theorem in harmonic analysis, see [28] for
the application in coding theory. One of our interest to combinatorial properties concerning
idempotents in semigroups comes from a question of P. Erdo˝s to D.A. Burgess (see [5] and
[23]), which can be restated as follows.
Let S be a finite nonempty semigroup of order n. A sequence of terms from S of length n
must contain one or more terms whose product, in some order, is idempotent?
Burgess [5] in 1969 gave an answer to this question in the case when S is commutative or
contains only one idempotent. Shortly after, this question was completely affirmed by D.W.H.
Gillam, T.E. Hall and N.H. Williams, who proved the following stronger result.
Theorem A. ([23]) Let S be a finite nonempty semigroup. Any sequence T of terms from S
of length |T | ≥ |S| − |E(S)| + 1 must contain one or more terms such that their product, in the
order induced from T , is an idempotent of S. In addition, the bound |S| − |E(S)|+ 1 is optimal.
Very recently, the author of this manuscript extends the result to infinite semigroups.
Theorem B. ([42], Theorem 1.1) Let S be a nonempty semigroup such that |S \E(S)| is finite.
Any sequence T of terms from S of length |T | ≥ |S \E(S)|+ 1 must contain one or more terms
such that their product, in the order induced from T , is an idempotent of S.
Moreover, the structure of idempotent-product free sequences of length exactly |S \ E(S)|
was completely determined (see [42], Theorem 3.2). It was also remarked that although the
bound |S \ E(S)| + 1 is optimal for general semigroups S, that better bound can be obtained,
at least in principle, for specific classes of semigroups. Hence, two combinatorial constants
concerning idempotents were proposed.
Definition C. ([42], Definition 4.1) Let S be a nonempty semigroup, and let T be a sequence
of terms from S. We call T idempotent-product free [resp. strongly idempotent-product
free] if T contains no one or more terms with their product in some order [resp. in the order
induced from T ] being an idempotent of S. Define I(S) [resp. SI(S)], which is called the
Erdo˝s-Burgess constant [resp. strong Erdo˝s-Burgess constant] of the semigroup S, as
I(S) = sup {|T |+1 : T takes over all idempotent-product free sequences of terms from S} (1)
and
SI(S) = sup {|T |+1 : T takes over all strongly idempotent-product free sequences of terms from S}.
Let T = (a1, a2, . . . , an) be a sequence of terms from S. By saying that T = (a1, a2, . . . , an)
contains one or more terms with their product in some order being idempotent, we mean that
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there exists some some permutation τ of [1, n] and some t ∈ [1, n] such that aτ(1)∗aτ(2)∗· · ·∗aτ(t)
is idempotent. Hence, by saying that T is idempotent-product free, we mean that for any
permutation τ of [1, n] and any t ∈ [1, n], aτ(1) ∗ aτ(2) ∗ · · · ∗ aτ(t) is not idempotent.
When the semigroup S happens to be a finite abelian group, the Erdo˝s-Burgess constant
(both Erdo˝s-Burgess constant and strong Erdo˝s-Burgess one coincide each other in case S
is commutative) reduces to one classical combinatorial constant, the Davenport constant. The
Davenport constant of a finite abelian groupG, denoted D(G), is defined as the smallest positive
integer ℓ such that every sequence of terms from G of length at least ℓ contains one or more
terms with the product being the identity element of G. This invariant was popularized by
H. Davenport in the 1960’s, notably for its link with algebraic number theory (as reported in
[33]). However, it seems that it was K. Rogers [37] to write the first paper to deal with the
Davenport constant. This invariant D(G) has been investigated extensively in the past over 50
years, and found applications in other areas, including Factorization Theory of Algebra (see
[10, 19, 20]), Classical Number Theory, Graph Theory, and Coding Theory. For example, the
Davenport constant has been applied by W.R. Alford, A. Granville and C. Pomerance [2] to
prove that there are infinitely many Carmichael numbers, by N. Alon [3] to prove the existence
of regular subgraphs, and by L.E. Marchan, O. Ordaz, I. Santos and W.A. Schmid [30] to
establish a link between two variant Davenport constants and problems of linear codes. What
is more important, a lot of researches were motivated by the Davenport constant together with
the celebrated EGZ Theorem obtained by P. Erdo˝s, A. Ginzburg and A. Ziv [14] in 1961 on
additive properties of sequences in groups, which have been developed into a branch, called
Zero-sum Theory (see [18] for a survey), in Additive Group Theory.
As a consequence of the Fundamental Theorem for finite abelian groups, any nontrivial
finite abelian group can be written as the direct sum Zn1 ⊕ · · · ⊕Znr of cyclic groups Zn1 , . . . ,Znr
with 1 < n1 | · · · | nr. Let us denote by
d∗(G) =
r∑
i=1
(ni − 1).
In the 1960s, D. Kruyswijk [12] and J.E. Olson [34] independently proved the crucial inequality
D(G) ≥ 1 + d∗(G). On the other hand, P. Van Emde Boas and D. Kruyswijk [13] and R.
Meshulam [32] proved that
D(G) ≤ nr + nrlog(
|G|
nr
).
A lot of efforts were made to find the precise value of Davenport constant for finite abelian
groups. However, up to date, besides for the groups of types given in Theorem D, the precise
value of this constant was known only for groups of specific forms such as Z2 ⊕ Z2 ⊕ Z2d (see
[12]), or Z3 ⊕ Z3 ⊕ Z3d (see [4]), etc. Even to determine the precise value of D(G) in the case
when G is a direct sum of three finite cyclic groups remains open for over 50 years (see [18],
Conjecture 3.5).
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Theorem D. (see [12, 33, 34]) Let G = Zn1 ⊕ · · · ⊕ Znr with 1 < n1 | · · · | nr. Then D(G) =
1 + d∗(G) in case of one of the following conditions holds.
• r ≤ 2;
• G is a p-group;
For the progress about D(G) the reader may consult [21, 22, 24, 35, 39] and ([27], P. 270).
Recently, some results were obtained [1, 11, 40, 41, 43–45, 47] on additive properties of se-
quences in semigroups associated with Davenport constant and Erdo˝s-Ginzburg-Ziv Theorem.
Because the identity element is the unique idempotent in a group, by definition we have
I(G) = SI(G) = D(G) for any finite abelian group G. (2)
In this manuscript, by studying the Erdo˝s-Burgess constant we hope to unify the researches
on additive properties concerning idempotents and Davenport constant and to extend zero-sum
problems into the realm of semigroups and rings. In Section 2, for any commutative unitary
ring R, we prove that the Erdo˝s-Burgess constant I(SR) of the multiplicative semigroup SR of
the ring R exists if and only if R is finite, provided that the quotient ring R/J(R) of R modulo
its Jacobson radical J(R) is not a direct product of an infinite Boolean unitary ring and finitely
many finite fields. As a consequence, given that R is Noetherian, then I(SR) exists if and only
if R is finite. In Section 3, we introduce notions used for the rest Sections 4-7. In Section 4
and Section 5, we make a study of the Erdo˝s-Burgess constant for the direct product of cyclic
semigroups
∏
i∈R
〈gi〉 where R is an arbitrary set and 〈gi〉 is a cyclic semigroup generated by gi
for i ∈ R. We give necessary and sufficient conditions such that the Erdo˝s-Burgess constant
I(
∏
i∈R
〈gi〉) exists. In the case when I(
∏
i∈R
〈gi〉) exists, we give sharp lower and upper bounds of that,
and determine the precise value of I(
∏
i∈R
〈gi〉) with some constraints which unifies the results on
Davenport constant shown in Theorem D into the product of cyclic semigroups. Moreover, the
extremal structure of that semigroup in which the given bound is attained was also discussed
preliminarily. In Section 6, we characterize the structure of long idempotent-product free se-
quences and show that an idempotent-product free sequence of length over ‘approximately’ a
half of the size of the cyclic semigroup yields a regular structure, which unifies a Structural
zero-sum theorem in semigroups. In Section 7, we investigate the Ramsey-type question to
determine the least integer ℓ to ensure that an idempotent-product free sequence and minimal
idempotent-product sequence of length at least ℓ will have this regular structure, by doing this,
we extend a similar Ramsey-type invariant on minimal zero-sum sequences over finite cyclic
groups in the setting of finite cyclic semigroups.
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2 Finiteness of Erdo˝s-Burgess constant in rings
For integers a, b ∈ Z, we set [a, b] = {x ∈ Z : a ≤ x ≤ b}. Let (R,+, ∗) be a commutative
unitary ring. We use SR to mean the multiplicative semigroup of R. We call R a Boolean ring
if every element of R is idempotent with respect to the ring’s multiplication, that is x ∗ x = x
for all x ∈ R. In this section, we shall characterize conditions such that I(SR) is finite for any
commutative unitary ring R as follows.
Theorem 2.1. Let R be a commutative unitary ring. If I(SR) is finite, then one of the following
two conditions holds:
(i) The ring R is finite;
(ii) The Jacobson radical J(R) is finite and RupslopeJ(R)  B ×
t∏
i=1
Fqi , where B is an infinite
Boolean unitary ring, and Fq1 , . . . , Fqt are finite fields with 0 ≤ t ≤ I(SR)− 1 and prime powers
q1, . . . , qt > 2.
Remark 2.2. By Theorem B, if R is finite then I(SR) is finite.
The ring R meeting Condition (ii) in Theorem 2.1 is of special class which even is outside
the bounds of Noetherian rings. As a conseqeunce of Theorem 2.1, we have the following.
Corollary 2.3. If R is a commutative Noetherian unitary ring. Then I(SR) is finite if and only
if R is finite.
Proof. Since any infinite Boolean ring is not Noetherian (see [8], Proposition 9.6), we could
derive that the ring Rmeeting Condition (ii) of Theorem 2.1 is not Noetherian. Combined with
Remark 2.2, the conclusion follows immediately. 
To prove Theorem 2.1, we need some lemmas.
Lemma 2.4. Let G be a group. Then I(G) is finite if and only if G is finite.
Proof. It suffices to show that necessity. Suppose |G| is infinite. Let T = (a1, . . . , an) be an
arbitrary idempotent-product free sequence of terms fromG. By the infinity of |G|, we can find
a nonidentity element g ∈ G with
g−1 < {aτ(1) ∗ · · · ∗ aτ(t) : τ is a permutation of [1, n] and t ∈ [1, n]}.
Since the identity is the unique idempotent of the groupG, then the sequence (a1, . . . , an, g) ob-
tained by adjoining the element g to T is idempotent-product free. By (1) and the arbitrariness
of T , we have that I(G) is infinite, completing the proof. 
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Lemma 2.5. Let S be a semigroup and S ′ a subsemigroup of S . If I(S) is finite, then I(S′) is
finite and I(S′) ≤ I(S).
Proof. The conclusion follows immediately from the fact that any idempotent-product free
sequence of terms from S ′ is also an idempotent-product free sequence of terms from S . 
Lemma 2.6. Let S and S ′ be semigroups. If there is an epimorphism ϕ of S onto S ′, then
I(S ′) ≤ I(S ).
Proof. Let T ′ = (b1, . . . , bℓ) be an arbitrary idempotent-product free sequence of terms from
S ′. We can take a sequence T = (a1, . . . , aℓ) of terms from S such that ϕ(ai) = bi for each
i ∈ [1, ℓ]. Since the epimorphism ϕ always maps an idempotent of S to an idempotent of S ′,
we have that the sequence T is also idempotent-product free in S . By the arbitrariness of T ′
and the definition of I(·) (see Definition C), we derive that I(S ′) ≤ I(S ). 
Lemma 2.7. (see [31], Theorem 3.9) A ring R has a representation as a subdirect sum of
rings S i, i ∈ A, if and only if for each i ∈ A there exists in R a two-sided ideal Ki such that
RupslopeKi  S i and, moreover,
⋂
i∈A
Ki = (0R).
Lemma 2.8. (see [31], Theorem 3.16) A ring is isomorphic to a subdirect sum of fields F2 is
and only it is a Boolean ring.
Lemma 2.9. Let R be a commutative unitary ring. Let {Mi : i ∈ A} be a family (nonempty) of
maximal ideals of R with index two. Then Rupslope
⋂
i∈A
Mi is a Boolean unitary ring.
Proof. Let
N =
⋂
i∈A
Mi. (3)
We see that MiupslopeN are distinct maximal ideals of RupslopeN with index [RupslopeN : MiupslopeN] = [R :
Mi] = 2, and so
RupslopeN
MiupslopeN
 F2, (4)
where i ∈ A. By (3), we derive that ⋂
i∈A
(MiupslopeN) = (0RupslopeN). (5)
By (4), (5), Lemma 2.7 and Lemma 2.8, we derive that RupslopeN is a Boolean unitary ring. 
Proof of Theorem 2.1. Suppose
I(SR) = n (6)
is finite and
|R| = ∞. (7)
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It suffices to prove (ii) holds. Since the group U(R) is a subsemigroup of SR where U(R)
denotes the group of units of the ring R, it follows from (6) and Lemma 2.5 that I(U(R)) ≤ n.
By Lemma 2.4, we derive that |U(R)| < ∞. Since 1R + J(R) ⊂ U(R), it follows that
|J(R)| < ∞. (8)
Now we show the following.
Claim A. The index of each maximal ideal in R is finite.
Proof of Claim A. Assume to the contrary that there exists some maximal ideal M such that
the index of M in R is infinite, i.e., RupslopeM is an infinite field. Since the group U(RupslopeM) is a
subsemigroup of SRupslopeM and there is a canonic epimorphism of the semigroup SR onto SRupslopeM
with rings’ multiplication of R and RupslopeM, it follows from (6), Lemma 2.5 and Lemma 2.6 that
I(U(RupslopeM)) ≤ I(SRupslopeM)) ≤ I(SR) = n. Combined with Lemma 2.4, we have that |U(RupslopeM)| < ∞
and so |RupslopeM| = |U(RupslopeM)| + 1 < ∞, a contradiction. This proves Claim A. 
Claim B. The ring R has at most n − 1 maximal ideals with index greater than two.
Proof of Claim B. Assume to the contrary that there exists at least n distinct maximal ideals,
say M1, . . . ,Mn, of R with index greater than two. Combined with Claim A, we see that RupslopeMi
is a finite field of order |RupslopeMi| > 2, which implies that |U(RupslopeMi)| ≥ 2 and so the group
U(RupslopeMi) contains at least one non-idempotent element, for each i ∈ [1, n]. Therefore, there
are b1, b2, . . . , bn (not necessarily distint) of R such that b
2
i
. bi (mod Mi) for each i ∈ [1, n].
By the Chinese Remainder Theorem, we can find a1, . . . , an of R such that ai ≡ bi (mod Mi)
and ai ≡ 1R (mod M j) for j ∈ [1, n] \ {i}, where i ∈ [1, n]. Let L be the sequence consisting
of exactly all these terms a1, . . . , an. We check that the sequence L is idempotent-product free,
which implies that I(SR) ≥ |L| + 1 = n + 1, a contradiction with (6). This proves Claim B. 
Claim C. The ring R has infinitely many maximal ideals with index two.
Proof of Claim C. Assume to the contrary that there exists only finitely many maximal ideals
with index two. Combined with Claim A and Claim B, we derive that R has only finitely many
maximal ideals. Since J(R) =
⋂
M ranges over all maximal ideals
M, it follows from the Chi-
nese Remainder Theorem that RupslopeJ(R) 
∏
M ranges over all maximal ideals
RupslopeM. Combined
with Claim A, we derive that |RupslopeJ(R)| is finite. By (8), we derive that R is finite, which is a
contradiction with (7). This proves Claim C. 
Let N =
⋂
i∈A Mi where {Mi : i ∈ A} is the set of all maximal ideals of R of index two.
Take a representation
J(R) = N ∩ K1 ∩ · · · ∩ Kt (9)
such that t ≥ 0 is minimal, where K1, . . . ,Kt are distinct maximal ideals of R of index greater
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than two. By the minimality of t, we conclude that N * Ki for each i ∈ [1, t] and so
N,K1, . . . ,Kt are pairwise coprime. By (9) and the Chinese Remainder Theorem, we derive
that RupslopeJ(R)  (RupslopeN) × (
t∏
i=1
RupslopeKi). By Claim A, we derive that there exists primes powers
q1, . . . , qt > 2 such that RupslopeKi  Fqi for each i ∈ [1, t]. i.e.,
RupslopeJ(R)  (RupslopeN) × (
t∏
i=1
Fqi). (10)
By Lemma 2.9, we have RupslopeN is a Boolean unitary ring. By (7) and (8), we see |RupslopeJ(R)| is
infinite. Combined with (10), we derive that |RupslopeN| is infinite. Combined with (6) and Claim
B, t ≤ I(SR) − 1 and (ii) holds readily. This completes the proof of the theorem. 
Next we shall give the following.
Proposition 2.10. Let R be an infinite commutative unitary ring. If I(SR) is finite, then R has
infinitely many maximal ideals of index two and has at most I(SR) − 1 maximal ideals with
index greater than two and has no maximal ideals of infinite index.
We remark that Proposition 2.10 can be derived from the arguments of Theorem 2.1. How-
ever, to show that Theorem 2.1 itself implies Proposition 2.10, we give a short proof here.
Proof. By Theorem 2.1, RupslopeJ(R)  B ×
t∏
i=1
Fqi , where B is an infinite Boolean unitary ring,
Fq1 , . . . , Fqt (t ≥ 0, q1, . . . , qt > 2) are finite fields. Note that infinite Boolean unitary ring B
has infinitely many maximal ideals, and each of the maximal ideals has index two (see [8],
Proposition 9.4 and Proposition 9.6). Since B has an identity, any ideal K ⊳ RupslopeJ(R) must be of
the form K = K0 ×K1 × · · · ×Kt where K0 ⊳ B,K1 ⊳ Fq1 , . . . ,Kt ⊳Fqt . We derive that RupslopeJ(R) has
infinitely many maximal ideals of index two and has exactly t ≤ I(SR)− 1 maximal ideals with
index greater than two, in precise, with indices q1, . . . , qt > 2 respectively, and has no maximal
ideals of infinite index, thus, so does the ring R, since J(R) is the intersection of all maximal
ideals of R. 
From Proposition 2.10, we have the following immediately.
Corollary 2.11. If R is a commutative semi-local unitary ring, i.e., R has only finitely many
maximal ideals. Then I(SR) is finite if and only if R is finite.
We conjecture that the conditions of Theorem 2.1 should be also sufficient, i.e., we have
the following conjecture.
Conjecture 2.12. Let R be a commutative unitary ring with RupslopeJ(R)  B ×
t∏
i=1
Fqi , where B is
an infinite Boolean unitary ring, Fq1 , . . . , Fqt (t ≥ 0) are finite fields, and the Jacobson radical
J(R) is finite. Then I(SR) is finite.
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Remark 2.13. Note that if the ring R has a zero Jacobson Radical J(R) = (0R) (R is called
Jacobson-semisimple), then R  B ×
t∏
i=1
Fqi , it is not hard to show that I(SR) = I(S t∏
i=1
Fqi
) which
is finite and Conjecture 2.12 holds true.
3 Notions used for the rest sections
For a real number x, we denote by ⌊x⌋ the largest integer that is less than or equal to x, and by
⌈x⌉ the smallest integer that is greater than or equal to x. For integers n > 0 and h, let h mod n
denote the congruence class of h modulo n, which belongs to the additive group Zn of integers
modulo n.
Let S be a commutative semigroup. In what follows, for the notational convenience we
shall use the additive notation + to represent the operation of the semigroup S as is the usual
custom when dealing with zero-sum problems in abelian groups. The identity element of S,
denoted 0S (if exists), is the unique element z of S such that z + a = a for every a ∈ S. For
any positive integer m and any element a ∈ S, we denote by ma the sum a + · · · + a︸      ︷︷      ︸
m
. We
still use idempotent to mean an element e such that e + e = e with the addition of S, and let
E(S) = {e ∈ S : e is an idempotent}. Let X be a subset of S. We say that X generates S, or the
elements of X are generators of S, provided that every element a ∈ S can be written as a finite
sum of one or more elements (repetition is allowed) from X, in which case we write S = 〈X〉.
If S happens to be a monoid (a semigroup with an identity), we will understand the identity
element of this monoid as a trivial finite sum of elements from X (of length 0). In particular,
we use 〈x〉 in place of 〈X〉 if X = {x} is a singleton, and we say that S is a cyclic semigroup if it
is generated by a single element. For any element x ∈ S such that 〈x〉 is finite, the least integer
k > 0 such that kx = tx for some positive integer t , k is the index of x, then the least integer
n > 0 such that (k + n)x = kx is the period of x. We denote a finite cyclic semigroup of index k
and period n by Ck;n.
• Note that if k = 1 the semigroup Ck;n reduces to be a cyclic group of order n which is
isomorphic to the additive groups Zn of integers modulo n.
We also need to introduce notation and terminologies on sequences over semigroups and
follow the notation of A. Geroldinger, D.J. Grynkiewicz and others used for sequences over
groups (cf. [[27], Chapter 10] or [[20], Chapter 5]). Let F (S) be the free commutative monoid,
multiplicatively written, with basis S. We denote multiplication in F (S) by the boldsymbol ·
and we use brackets for all exponentiation in F (S). By T ∈ F (S), we mean T is a sequence of
terms fromSwhich is unordered, repetition of terms allowed. Say T = a1a2·. . .·aℓ where ai ∈ S
for i ∈ [1, ℓ]. The sequence T can be also denoted as T = •
a∈S
a[va(T )], where va(T ) is a nonneg-
ative integer and means that the element a occurs va(T ) times in the sequence T . By |T | we
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denote the length of the sequence, i.e., |T | =
∑
a∈S
va(T ) = ℓ. By ε we denote the empty sequence
in S with |ε| = 0. We call T ′ a subsequence of T if va(T
′) ≤ va(T ) for each element a ∈ S,
denoted by T ′ | T, moreover, we write T
′′
= T · T ′[−1] to mean the unique subsequence of T
with T ′ · T
′′
= T . We call T ′ a proper subsequence of T provided that T ′ | T and T ′ , T . In
particular, the empty sequence ε is a proper subsequence of every nonempty sequence. We say
T1, . . . , Tm are disjoint subsequences of T provided that T1 · . . .·Tm | T . Let σ(T ) = a1+ · · ·+aℓ
be the sum of all terms from T . We call T a zero-sum sequence provided that S is a monoid
and σ(T ) = 0S. In particular, if S is a monoid, we allow T = ε to be empty and adopt the
convention that σ(ε) = 0S. We say the sequence T is
• a zero-sum free sequence if T contains no nonempty zero-sum subsequence;
• aminimal zero-sum sequence if T is a nonempty zero-sum sequence and and T contains
no nonempty proper zero-sum subsequence;
• an idempotent-sum sequence if σ(T ) ∈ E(S);
• an idempotent-sum free sequence if T contains no nonempty idempotent-sum subse-
quence;
• aminimal idempotent-sum sequence if T is a nonempty idempotent-sum sequence and
T contains no nonempty proper idempotent-sum subsequence.
It is worth remarking that when the commutative semigroup S is an abelian group, the
notion zero-sum free sequence and idempotent-sum free sequence make no difference, and
the similar thing holds for the pair of terminologies minimal zero-sum sequence and minimal
idempotent-sum sequence.
Let {Ai : i ∈ R} be a family of sets indexed by a (nonempty) set R. The Cartesian product of
Ai is the set of all functions f : R →
⋃
i∈R
Ai such that f (i) ∈ Ai for all i ∈ R. It is denoted
∏
i∈R
Ai.
Let {Si : i ∈ R} be a family (possibly infinite) of commutative semigroups with operation +Si .
Define a binary commutative operation on the Cartesian product (of sets)
∏
i∈R
Si as follows. If
f , g ∈
∏
i∈R
Si (that is, f , g : R →
⋃
i∈R
Si, and f (i), g(i) ∈ Si for each i), then f + g : R →
⋃
i∈R
Si
is the function given by f + g : i 7→ f (i) +Si g(i), in particular, in the case when R is finite,
we could identify f ∈
∏
i∈R
Si with its image {xi}i∈R (xi = f (i) for each i ∈ R), and the binary
operation ‘+’ in
∏
i∈R
Si is the familiar component-wise addition: {xi}i∈R + {yi}i∈R = {xi +Si yi}i∈R.
Then
∏
i∈R
Si together with this binary operation, is called the direct product of the family of
semigroups {Si : i ∈ R}. If R = [1, n], then
∏
i∈R
Si is usually denoted S1 × S2 × · · · × Sn.
For any nonempty set R, let S =
∏
i∈R
〈gi〉 be the direct product of a family of cyclic semi-
groups {〈gi〉 : i ∈ R}. By Proposition 4.2 in [42], if there exists some i ∈ R such that 〈gi〉
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is infinite, then I(S) is infinite. So we need only to consider the case when all 〈gi〉 are finite.
Hence, we shall denote S =
∏
i∈R
Cki;ni where the finite cyclic semigroup Cki;ni is generated by gi
with index ki > 0 and period ni > 0 for each i ∈ R. For any element a of S and any i ∈ R, let
indgi(a(i)) be the least positive integer ti such that tigi = a(i). Let
GS =
∏
i∈R
Zni
be the direct product of a family of additive groups of integers modulo ni, which is the largest
group contained in S. Define a map ψ : S → GS as follows. For any a ∈ S, let ψ(a) ∈ GS
be such that ψ(a)(i) = indgi(a(i)) mod ni for each i ∈ R. We could extend ψ to the map
Ψ : F (S) → F (GS) given by Ψ : T 7→ •
a|T
ψ(a) for any sequence T ∈ F (S).
4 In the product of arbitrarily many of cyclic semigroups
In this and the following section, out objective is to study the Erdo˝s-Burgess constant in the
direct product of arbitrarily many cyclic semigroups and obtain the necessary and sufficient
conditions such that the Erdo˝s-Burgess constant exists, and to give sharp bounds of that when
the constant exists, and to determine the precise value of that in some cases. To do this, we
shall need some lemmas.
Lemma 4.1. (Folklore) Let n ≥ 2, and let T ∈ F (Zn) be a sequence. Suppose that T is either
a zero-sum free sequence of length n− 1 or a minimal zero-sum sequence of length n. Then the
sequence T admits only one distinct value, which is a generator of the group Zn.
Lemma 4.2. Let n ≥ 2, and let T ∈ F (Zn \ {0}) of length at least n − 1. Let U be one of the
longest zero-sum subsequences of T . If |T ·U[−1]| = n−1 then T admits only one distinct value,
which is a generator of the group Zn.
Proof. We take disjoint minimal zero-sum subsequences of T , say U1, . . . ,Uℓ, with ℓ being
maximal. Let U0 = T · (U1 · . . . ·Uℓ)
[−1]. By the maximality of ℓ, we have U0 is zero-sum free.
It follows that |U0| ≤ D(Zn) − 1 = n − 1, which implies that U = U1 · . . . · Uℓ is one of the
longest zero-sum subsequence of T and |U0| = n − 1. It follows from Lemma 4.1 that
U0 = z
[n−1]
where z is some generator of Zn. Now it suffices to assume that |T | ≥ n, i.e., ℓ > 0, and prove
that α = z for any term α | U.
Take arbitrary θ ∈ [1, ℓ] and take an arbitrary term x of Uθ. Since |x · U0| = n = D(Zn)
and U0 is zero-sum free, it follows that x · U0 contains a minimal zero-sum subsequence U
′
θ
with x | U
′
θ
. Let U
′
0
= (Uθ ·U0) ·U
′
θ
[−1]
. Observe that U1, . . . ,Uθ−1,U
′
θ
,Uθ+1, . . . ,Uℓ are disjoint
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minimal zero-sum subsequences of T , and that U
′
0 = T · (U1 · . . . ·Uθ−1 ·U
′
θ ·Uθ+1 · . . . ·Uℓ)
[−1].
By the maximality of ℓ, we see that U
′
0
is also a zero-sum free sequence and
|U
′
0| = n − 1. (11)
Suppose |U
′
θ
| = n. Then U
′
θ
= x · U0. It follows from Lemma 4.1 that x = z.
Suppose |U
′
θ| < n. Observe that U
′
0 = ((x · U0) · U
′
θ
[−1]
) · (Uθ · x
[−1]) and (x · U0) · U
′
θ
[−1]
is a
nonempty subsequence of U0. Since all terms of T are nonzero, it follows that
|Uθ| > 1 (12)
and |Uθ · x
[−1]| > 0. By (11) and Lemma 4.1, we derive that y = z for every term y | Uθ · x
[−1].
By (12), we have that as x takes every term of Uθ, so does y. By the arbitrariness of choosing
θ from [1, ℓ] and the arbitrariness of choosing x from Uθ, we have the lemma proved. 
Lemma 4.3. ([26], Chapter I, Lemma 5.7, Proposition 5.8, Corollary 5.9) Let S = Ck;n be a
finite cyclic semigroup generated by the element x. ThenS = {x, . . . , kx, (k+1)x, . . . , (k+n−1)x}
with
ix + jx =

(i + j)x, if i + j ≤ k + n − 1;
tx, if i + j ≥ k + n, where
k ≤ t ≤ k + n − 1 and t ≡ i + j (mod n).
Moreover,
(i) there exists a unique idempotent, ℓx, in the cyclic semigroup 〈x〉, where
ℓ ∈ [k, k + n − 1] and ℓ ≡ 0 (mod n);
(ii) {kx, (k + 1)x, . . . , (k + n − 1)x} is a cyclic subgroup of S isomorphic to the additive group
Zn of integers modulo n.
By Lemma 4.3, it is easy to derive the following.
Lemma 4.4. For any nonempty set R, let S =
∏
i∈R
Cki;ni where Cki;ni = 〈gi〉 for each i ∈ R. Then
there exists a unique idempotent e in S, where
indgi(e(i)) ∈ [ki, ki + ni − 1] and indgi(e(i)) ≡ 0 (mod ni)
for each i ∈ R. In particular, for any sequence W ∈ F (S), σ(W) is equal to the unique
idempotent e in S if, and only if,
∑
a|W
indgi(a(i)) ≥
⌈
ki
ni
⌉
ni and
∑
a|W
indgi(a(i)) ≡ 0 (mod ni) for all
i ∈ R.
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Note that in Lemma 4.4, the condition that
∑
a|W
indgi(a(i)) ≡ 0 (mod ni) for all i ∈ R is
equivalent to that Ψ(W) is a zero-sum sequence in the group GS.
Theorem 4.5. For any nonempty set R, let S =
∏
i∈R
Cki;ni where ki, ni ≥ 1 for any i ∈ R. Let
R1 = {i ∈ R : ni > 1}. Then I(S) is finite if and only if both |R1| and sup {ki : i ∈ R \ R1} are
finite. Moreover, if I(S) is finite, then
(i)
I(S) ≥ max
sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ 1 +
∑
i∈R1
(ni − 1), sup
{⌈
ki
ni
⌉
− 1 : i ∈ R
}
+ D(GS)
 ;
(ii)
I(S) ≤ sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ D(GS),
and if D(GS) = 1+
∑
i∈R1
(ni − 1) then the equality I(S) = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+D(GS) holds;
(iii) Suppose that gcd(ni, n j) = 1 for any distinct i, j of R. Then
I(S) = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ D(GS)
holds if, and only if, there exists some ǫ ∈ R such that (
⌈
kǫ
nǫ
⌉
− 1)nǫ = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
,
with ǫ < R1 or
∏
i∈R1\{ǫ}
ni divides
⌈
kǫ
nǫ
⌉
− 1.
Proof. Say Cki;ni = 〈gi〉 for each i ∈ R.
(i). For any i ∈ R, let ei ∈ S be such that indgi(ei(i)) = 1 and indg j(ei( j)) = n j when
j ∈ R \ {i}. Take arbitrary r ∈ R, and take an arbitrary finite subset X ⊆ R1. Let
T1 = e
[
(
⌈
kr
nr
⌉
−1)nr
]
r · ( •
i∈X
e
[ni−1]
i
).
Claim D. The sequence T1 is idempotent-sum free.
Proof of Claim D. Assume to the contrary that T1 contains a nonempty idempotent-sum sub-
sequence L.
Suppose that there exists some δ ∈ X \ {r} such that veδ(L) > 0, i.e., veδ(L) ∈ [1, nδ−1], then∑
a|L
indgδ(a(δ)) = veδ(L) indgδ(eδ(δ)) +
∑
a|L·e
[−veδ (L)]
δ
indgδ(a(δ)) ≡ veδ(L) indgδ(eδ(δ)) . 0 (mod nδ).
By Lemma 4.4, L is not an idempotent-sum sequence, which is absurd. Hence, L = emr with
1 ≤ m ≤ (
⌈
kr
nr
⌉
− 1)nr + (nr − 1) =
⌈
kr
nr
⌉
nr − 1.
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Since
∑
a|L
indgr(a(r)) = m indgr(er(r)) = m <
⌈
kr
nr
⌉
nr, it follows from Lemma 4.4 that L is not
an idempotent-sum sequence, a contradiction. This proves Claim D. 
Take an arbitrary zero-sum free sequence U˜ ∈ F (GS). Let U ∈ F (S) be such that Ψ(U) =
U˜. Let µ ∈ S be such that indgi(µ(i)) = ni for all i ∈ R. Take arbitrary t ∈ R. Let
T2 = µ
[⌈
kt
nt
⌉
−1
]
· U.
Claim E. The sequence T2 is idempotent-sum free.
Proof of Claim E. Assume to the contrary that T2 contains a nonempty idempotent-sum sub-
sequence L, say L = µβ ·W with β ∈ [0,
⌈
kt
nt
⌉
− 1] andW | U.
If W = ε is an empty sequence, then
∑
a|L
indgt(a(t)) = β nt <
⌈
kt
nt
⌉
nt, a contradiction with
L being idempotent-sum by Lemma 4.4. Hence, W is a nonempty subsequence of U. By
the choice of U˜, we have that
∑
a|W
indgη(a(η)) . 0 (mod nη) for some η ∈ R. It follows that∑
a|L
indgη(a(η)) = β nη +
∑
a|W
indgη(a(η)) . 0 (mod nη), a contradiction with L being idempotent-
sum by Lemma 4.4. This proves Claim E. 
By Claim D, and by the arbitrariness of choosing r ∈ R and X ⊆ R1, we conclude that
I(S) ≥ sup
{
(
⌈
kr
nr
⌉
− 1)nr : r ∈ R
}
+1+ sup {
∑
i∈X
(ni−1) : X takes all finite subsets of R1}. (13)
By Claim E, and by the arbitrariness of choosing t ∈ R and the sequence U˜, we conclude that
I(S) ≥ sup
{⌈
kt
nt
⌉
− 1 : t ∈ R
}
+ 1 + sup {|U˜ | : U˜ takes all zero-sum free sequences of F (GS)}.
(14)
By (13), we derive that if I(S) is finite then |R1| is finite, and then combined with (14), we
derive that if I(S) is finite then sup
{⌈
kt
nt
⌉
− 1 : t ∈ R
}
is finite, and so sup {kt − 1 : t ∈ R \ R1} =
sup
{⌈
kt
nt
⌉
− 1 : t ∈ R \ R1
}
is finite, equivalently, sup {kt : t ∈ R \ R1} is finite. Moreover, com-
bined with (1) and (2), we derive that the inequality in Conclusion (i) holds in the case when
I(S) is finite.
(ii). Suppose that both |R1| and sup {ki : i ∈ R \ R1} are finite. Then sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
is finite, and GS =
∏
i∈R
Zni 
∏
i∈R1
Zni is a finite abelian group. Let T ∈ F (S) be a sequence of
length |T | = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ D(GS). Take a nonempty subsequence L of T such that
Ψ(L) is a zero-sum sequence over GS, i.e.,∑
a|L
indgi(a(i)) ≡ 0 (mod ni) for all i ∈ R, (15)
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with |L| being maximal. By the maximality of |L|, we have that |T · L[−1]| ≤ D(GS) − 1,
equivalently, |L| ≥ sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ 1. It follows that for all i ∈ R,
∑
a|L
indgi(a(i)) ≥
|L| ≥ (
⌈
ki
ni
⌉
− 1)ni + 1 and from (15) that
∑
a|L
indgi(a(i)) ≥
⌈
ki
ni
⌉
ni. By Lemma 4.4, we have that
the sequence T is not idempotent-sum free. Therefore, we conclude that I(S) is finite and
I(S) ≤ sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+D(GS), in the case when both |R1| and sup {ki : i ∈ R \R1} are
finite. Futhermore, combined with Conclusion (i), we have that if D(GS) = 1+
∑
i∈R1
(ni − 1) then
I(S) = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ D(GS). This proves Conclusion (ii).
(iii). Let N =
∏
i∈R1
ni. Note that GS  ZN . By Theorem D, D(GS) = N.
We first consider the sufficiency.
Suppose that there exists some ǫ ∈ R \ R1 such that (
⌈
kǫ
nǫ
⌉
− 1)nǫ = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
.
Since nǫ = 1, we see sup
{⌈
ki
ni
⌉
− 1 : i ∈ R
}
≥
⌈
kǫ
nǫ
⌉
−1 = (
⌈
kǫ
nǫ
⌉
−1)nǫ = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
≥
sup
{⌈
ki
ni
⌉
− 1 : i ∈ R
}
, which implies sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
= sup
{⌈
ki
ni
⌉
− 1 : i ∈ R
}
. It follows
from (i) and (ii) immediately that I(S) = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ D(GS), done.
Suppose that there exists some ǫ ∈ R1 such that
(
⌈
kǫ
nǫ
⌉
− 1)nǫ = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
(16)
with
∏
i∈R1\{ǫ}
ni divides
⌈
kǫ
nǫ
⌉
−1. To show I(S) = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+D(GS), by (ii) it suffices
to construct an idempotent-sum free sequence V ∈ F (S) with length |V | = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+
D(GS) − 1 = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ N − 1. Let ν ∈ S be such that indgi(ν(i)) = 1 for all
i ∈ R. Let
V = ν
[
sup
{
(
⌈
ki
ni
⌉
−1)ni:i∈R
}
+N−1
]
.
To prove that V is idempotent-sum free, we suppose to the contrary that V contains a nonempty
idempotent-sum subsequence, say ν[m], where
1 ≤ m ≤ sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ N − 1. (17)
It follows from (16) and Lemma 4.4 that
m = m indgǫ (ν(ǫ)) ≥
⌈
kǫ
nǫ
⌉
nǫ > sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
, (18)
and that m = m indgi(ν(i)) ≡ 0 (mod ni) for all i ∈ R1, equivalently,
m ≡ 0 (mod N). (19)
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Recall that
∏
i∈R1\{ǫ}
ni divides
⌈
kǫ
nǫ
⌉
−1. Then N | (
⌈
kǫ
nǫ
⌉
−1)nǫ = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
, combined
with (17), (18) and (19) we derive a contradiction. Hence, V is idempotent-sum free, done.
Now, we consider the necessity. Suppose that I(S) = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ D(GS) and
that there exists no ǫ ∈ R such that (
⌈
kǫ
nǫ
⌉
− 1)nǫ = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
, with ǫ ∈ R \ R1 or∏
i∈R1\{ǫ}
ni divides
⌈
kǫ
nǫ
⌉
− 1. Then R1 , ∅, which implies
N > 1. (20)
Let T ∈ F (S) be an idempotent-sum free sequence with |T | = I(S)−1 = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+
D(GS) − 1. Take a subsequence U of T such that Ψ(U) is a zero-sum sequence, i.e.,∑
a|U
indgi(a(i)) ≡ 0 (mod ni) for all i ∈ R, (21)
with |U | beingmaximal. Let
W = T · U[−1].
Since T is idempotent-sum free, it follows from (21) and Lemma 4.4 that there exists some
δ ∈ R such that
∑
a|U
indgδ(a(δ)) ≤ (
⌈
kδ
nδ
⌉
− 1)nδ, and so
|U | ≤
∑
a|U
indgδ(a(δ)) ≤ (
⌈
kδ
nδ
⌉
− 1)nδ ≤ sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
.
On the other hand, by the maximality of |U |, we have that Ψ(W) ∈ F (GS) is zero-sum free and
|W | = |Ψ(W)| ≤ D(GS) − 1, equivalently, |U | = |T | − |W | ≥ sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
. It follows
that
|U | = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
(22)
and
|W | = D(GS) − 1 = N − 1. (23)
Now we show the following.
Claim F. All terms of Ψ(T ) are nonzero.
Proof of Claim F. Assume to the contrary that there exists some term z | T such that ψ(z) is
the zero element of GS. Since Ψ(W) is zero-sum free, it follows that z is one term of U. Since
indgi(z(i)) is a positive multiple of ni for all i ∈ R and there exists no ǫ ∈ R \ R1 such that
(
⌈
kǫ
nǫ
⌉
− 1)nǫ = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
, it follows from (22) that for all i ∈ R,∑
a|U
indgi(a(i)) = indgi(z(i)) +
∑
a|U ·z[−1]
indgi(a(i))
≥ ni + |U · z
[−1]|
= ni + sup
{
(
⌈
kr
nr
⌉
− 1)nr : r ∈ R
}
− 1
> (
⌈
ki
ni
⌉
− 1)ni,
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It follows from (21) that
∑
a|U
indgi(a(i)) ≥
⌈
ki
ni
⌉
ni for all i ∈ R, and follows from Lemma 4.4 that
U is a nonempty idempotent-sum subsequence of T , a contradiction with T being idempotent-
sum free. This proves Claim F. 
By (20), (23) and Claim F and by applying Lemma 4.2 with Ψ(T ), we conclude that
ψ(α) = ψ(β) for any two terms α, β of T. (24)
Since there exists no ǫ ∈ R such that (
⌈
kǫ
nǫ
⌉
− 1)nǫ = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
with ǫ ∈ R \ R1
or
∏
i∈R1\{ǫ}
ni divides
⌈
kǫ
nǫ
⌉
−1, we derive that N does not divide sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
. It follows
that there exists some
M ∈ [sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ 1, sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ N − 1]
with N | M. Take a subsequence T ′ of T of length |T ′| = M. By (24), we have that Ψ(T ′) is
a zero-sum sequence, i.e.,
∑
a|T ′
indgi(a(i)) ≡ 0 (mod ni) for all i ∈ R. Moreover, we have that∑
a|T ′
indgi(a(i)) ≥ |T
′| > (
⌈
ki
ni
⌉
− 1)ni and so
∑
a|T ′
indgi(a(i)) ≥
⌈
ki
ni
⌉
ni for all i ∈ R. By Lemma 4.4,
we have that T is not idempotent-sum free, a contradiction. This proves Conclusion (iii). 
Remark 4.6. We remark that all the bounds in Theorem 4.5 are sharp in general, for which
the reasons are as follows.
By Conclusion (i) and (ii), we see that if the condition D(GS) = 1 +
∑
i∈R1
(ni − 1) holds
true, then the lower bound sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ 1 +
∑
i∈R1
(ni − 1) and the upper bound
sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+D(GS) coincide, and thus, I(S) = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+D(GS) =
sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ 1 +
∑
i∈R1
(ni − 1). In fact, some classes of finite abelian groups of form
G = Zn1 ⊕ · · · ⊕ Znr with 1 < n1 | · · · | nr has been verified to satisfy D(G) = 1 +
∑
i∈[1,r]
(ni − 1),
including the case of finite abelian p-groups or the case of r ≤ 2 (see Theorem D). Moreover, a
significant open conjecture (see Conjecture 3.5 in [18]) in zero-sum theory is that the equality
holds ture
D(G) = 1 +
∑
i∈[1,r]
(ni − 1) when r = 3 or n1 = · · · = nr, (25)
for which some theoretical evidence was provided (see [16, 17] for example).
If there exists some δ ∈ R \R1 such that the size of the component Ckδ ;nδ of S as a product of
cyclic semigroups is large enough, precisely, kδ − 1 = (
⌈
kδ
nδ
⌉
− 1)nδ = sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
,
then as shown at the very beginning of the argument for Conclusion (iii), the lower bound
sup
{⌈
ki
ni
⌉
− 1 : i ∈ R
}
+D(GS) coincides with the upper bound sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+D(GS)
and is definitely attained.
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As noticed in the above remark that, if all ni ∈ R1 are equal and the conjecture shown in
(25) holds, then the upper bound sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ D(GS) is attained. To understand
how closely that upper bound is getting, we considered the associated extremal problem in the
opposite direction. That is, given that all ni ∈ R1 are pairwise coprime, could the upper bound
sup
{
(
⌈
ki
ni
⌉
− 1)ni : i ∈ R
}
+ D(GS) be attained and when? This is answered by Conclusion (iii)
of Theorem 4.5. In this direction, we shall discuss more in the subsequent Section 5.
Well, in the rest of this section, we shall prove the following fact that if the semigroup S is
a direct product of infinitely many cyclic semigroups such that I(S) is finite, then we can find
a finite subsemigroup S′ of S such that I(S) = I(S′), which can be seen in Proposition 4.7.
Furthermore, we shall deduce a conclusion to determine the precise value of I(S) when S is a
product of finitely many cyclic semigroups with some constraints, which unifies Theorem D in
the setting of semigroups.
Proposition 4.7. For any nonempty set R, let S =
∏
i∈R
Cki;ni where ki, ni ≥ 1 for any i ∈ R.
Let R1 = {i ∈ R : ni > 1}. Suppose that R \ R1 , ∅, and that I(S) is finite, i.e., both |R1| and
sup {ki : i ∈ R \ R1} are finite. Then I(S) = I(S
′) where S′ =
∏
i∈R1∪{ǫ}
Cki;ni with some ǫ ∈ R \ R1
satisfying kǫ = sup {ki : i ∈ R \ R1}.
Proof. Let ι : S′ → S be a map defined by the following. For any a′ ∈ S′, let ι : a′ 7→ a with
indgi(a(i)) =
{
indgi(a
′(i)), if i ∈ R1 ∪ {ǫ};
ki, otherwise.
Noticing that Cki;ni is a cyclic nilsemigroup when i ∈ R \R1, we can check that ι is a monomor-
phism and so S′ is isomorphic to the subsemigroup ι(S′) of S. It follows from Lemma 2.5 that
I(S′) = I(ι(S′)) ≤ I(S).
Now it remains to show that I(S) ≤ I(S′). Take an idempotent-sum free sequence T ∈ F (S)
of length I(S) − 1. Let T˜ = •
a|T
a˜ ∈ F (S), where
indgi(a˜(i)) =

indgi(a(i)), if i ∈ R1;
1, if i = ǫ;
ki, otherwise.
(26)
Observe that T˜ ∈ F (ι(S′)). Then we show the following.
Claim G. The sequence T˜ is idempotent-sum free.
Proof of Claim G. Suppose to the contrary that T˜ is not idempotent-sum free, i.e., there exists
a nonempty subsequence L of T such that L˜ = •
a|L
a˜ is an idempotent-sum subsequence of T˜ .
By Lemma 4.4 and (26), we have that
|L| =
∑
a|L
indgǫ (a˜(ǫ)) ≥
⌈
kǫ
nǫ
⌉
nǫ = kǫ , (27)
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and that for all i ∈ R1,∑
a|L
indgi(a(i)) =
∑
a|L
indgi(a˜(i)) ≥
⌈
ki
ni
⌉
ni and
∑
a|L
indgi(a(i)) =
∑
a|L
indgi(a˜(i)) ≡ 0 (mod ni).
It follows from (27) that for all i ∈ R \ R1,∑
a|L
indgi(a(i)) ≥ |L| ≥ kǫ ≥ ki =
⌈
ki
ni
⌉
ni and
∑
a|L
indgi(a(i)) ≡ 0 (mod ni = 1).
By Lemma 4.4, we conclude that L is a nonempty idempotent-sum subsequence of T , a con-
tradiction with T being idempotent-sum free. This proves Claim G. 
By Claim G, we have that I(S′) = I(ι(S′)) ≥ |T˜ | + 1 = |T | + 1 = I(S), completing the
proof. 
By Theorem D and Theorem 4.5, we give the following corollary in the product of finitely
many cyclic semigroups.
Corollary 4.8. For r ≥ 1, let S = Ck1;n1 × · · · × Ckr ;nr . Then
I(S) = max
i∈[1,r]
{
(
⌈
ki
ni
⌉
− 1)ni
}
+ D(GS) = max
i∈[1,r]
{
(
⌈
ki
ni
⌉
− 1)ni
}
+ 1 +
r∑
i=1
(ni − 1)
in case that one of the following conditions holds.
(i) r = 1;
(ii) r = 2 with n1 | n2 or n2 | n1;
(iii)
r∏
i=1
ni is a prime power.
We remark that, the nice property that any finite abelian group can be always written as the
direct product of several cyclic groups, say Zn1 ,Zn2 , . . . ,Znr with n1 | n2 | · · · | nr, is not shared
with the product of cyclic semigroups. In particular, the given condition n1 | n2 or n2 | n1 in
Corollary 4.8 (ii) does not cover the general case of a product of two finite cyclic semigroups.
So, we shall discuss more on the precise value of Erdo˝s-Burgess constant for the product of
two cyclic semigroups in a subsequent section.
5 In the product of two cyclic semigroups
Theorem 5.1. Let S = Ck1;n1 × Ck2;n2 . Then I(S) = max
(
(
⌈
k1
n1
⌉
− 1)n1, (
⌈
k2
n2
⌉
− 1)n2
)
+ D(GS)
whenever one of the following conditions holds.
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(i) n1 | n2 or n2 | n1;
(ii) there exists some ǫ ∈ {1, 2} such that (
⌈
kǫ
nǫ
⌉
−1)nǫ = max
(
(
⌈
k1
n1
⌉
− 1)n1, (
⌈
k2
n2
⌉
− 1)n2
)
and
n3−ǫ
gcd(n1, n2)
divides
⌈
kǫ
nǫ
⌉
− 1.
Proof. If n1 | n2 or n2 | n1, the conclusion follows from Corollary 4.8 (ii) immediately. Hence,
we may assume without loss of generality that
(
⌈
k2
n2
⌉
− 1)n2 = max
(
(
⌈
k1
n1
⌉
− 1)n1, (
⌈
k2
n2
⌉
− 1)n2
)
and
n1
gcd(n1, n2)
|
⌈
k2
n2
⌉
− 1. (28)
By Theorem 4.5 (ii), it suffices to show that I(S) ≥ (
⌈
k2
n2
⌉
− 1)n2 + D(GS), i.e., there exists an
idempotent-sum free sequence of length (
⌈
k2
n2
⌉
− 1)n2 + D(GS) − 1 of terms from S.
Say Cki;ni = 〈gi〉 for both i = 1, 2. Let
m1 =
∏
p is a prime divisor of n1
potp(n1)<potp(n2)
ppotp(n1) (29)
and
m2 =
∏
p is a prime divisor of n2
potp(n2)≤potp(n1)
ppotp(n2),
where potp(n) denotes the largest integer h such that p
h divides n. Note that
m1m2 = gcd(n1, n2). (30)
Take b, c ∈ S such that (
indg1(b(1)), indg2(b(2))
)
= (m1, 1) (31)
and (
indg1(c(1)), indg2(c(2))
)
=
(
n1
m1
,
n2
gcd(n1, n2)
)
. (32)
Take the sequence
T = b
[
(
⌈
k2
n2
⌉
−1)n2+
n1n2
gcd(n1 , n2)
−1
]
· c[gcd(n1 , n2)−1].
Since GS = Zn1 × Zn2  Zgcd(n1 , n2) × Zlcm(n1, n2), it follows from Theorem D that D(GS) = 1 +
(lcm(n1, n2)−1)+(gcd(n1, n2)−1). We see that |T | = (
⌈
k2
n2
⌉
−1)n2+
n1n2
gcd(n1, n2)
−1+gcd(n1, n2)−1 =
(
⌈
k2
n2
⌉
− 1)n2 + (lcm(n1, n2) − 1) + (gcd(n1, n2) − 1) = (
⌈
k2
n2
⌉
− 1)n2 + D(GS) − 1. It is sufficient
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to show that T is idempotent-sum free. To do this, we assume to the contrary that T contains a
nonempty idempotent-sum subsequence V . Say
V = b[s] · c[t] (33)
with
s ≤ (
⌈
k2
n2
⌉
− 1)n2 +
n1n2
gcd(n1, n2)
− 1 (34)
and
t ≤ gcd(n1, n2) − 1. (35)
By Lemma 4.4, (31), (32) and (33), we derive that
sm1 + t
n1
m1
=
∑
a|V
indg1(a(1)) ≡ 0 (mod n1) (36)
and
s + t
n2
gcd(n1, n2)
=
∑
a|V
indg2(a(2)) ≡ 0 (mod n2), (37)
and that s + t n2
gcd(n1, n2)
=
∑
a|V
indg2(a(2)) ≥
⌈
k2
n2
⌉
n2, combined with(35), then
s > (
⌈
k2
n2
⌉
− 1)n2. (38)
By (29), we have gcd(m1,
n1
m1
) = 1, combined with (36), we have that
n1
m1
| s (39)
and that m1 | t, combined with (30), (37), then
n2
m2
| s. (40)
Note that gcd( n1
m1
, n2
m2
) = 1. It follows from (30), (39) and (40) that
n1n2
gcd(n1, n2)
=
n1
m1
n2
m2
| s. (41)
By (28), we have n1n2
gcd(n1, n2)
| (
⌈
k2
n2
⌉
−1)n2. Combined with (34) and (38), we derive a contradiction
to (41). This proves the theorem. 
By Theorem 4.5 (iii), we see that the condition given in Theorem 5.1 is also necessary for
I(S) = max
(
(
⌈
k1
n1
⌉
− 1)n1, (
⌈
k2
n2
⌉
− 1)n2
)
+ D(GS) when n1 and n2 are coprime. Then we close
this section with the following conjecture.
Conjecture 5.2. Let S = Ck1;n1 ×Ck2;n2 . If I(S) = max
(⌈
k1
n1
⌉
− 1)n1,
⌈
k2
n2
⌉
− 1)n2
)
+D(GS) then
one of the following conditions holds.
(i) n1 | n2 or n2 | n1;
(ii) there exists some ǫ ∈ {1, 2} such that (
⌈
kǫ
nǫ
⌉
−1)nǫ = max
(
(
⌈
k1
n1
⌉
− 1)n1, (
⌈
k2
n2
⌉
− 1)n2
)
and
n3−ǫ
gcd(n1, n2)
divides
⌈
kǫ
nǫ
⌉
− 1.
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6 Structure of long idempotent-sum free sequences in cyclic
semigroups
• In the rest of this paper, we always let Ck;n = 〈g〉 and write indg(·) as ind(·) for simplicity.
The problem to characterize the structure of long idempotent-sum free (zero-sum free
specifically for abelian groups) sequences in finite abelian groups attracts much attention,
which is called inverse zero-sum problem and turned out to be crucial for solving some other
zero-sum problems. So far, for finite cyclic groups Zn a structural Theorem on zero-sum free
sequences of length greater than n
2
was established which can be seen in Lemma 6.4 below, and
for groups Zn × Zn only the longest zero-sum free sequences were completely characterized
(see [36]). In this section, we try to extend the structural Theorem of zero-sum free sequences
on finite cyclic groups to finite cyclic semigroups, and characterize long idempotent-sum free
sequences over finite cyclic semigroups. To give the main result of this section, we need some
preliminaries.
Definition 6.1. For ℓ ≥ 1, let •
i∈[1,ℓ]
hi be a sequence of positive integers. We say •
i∈[1,ℓ]
hi
is a behaving sequence (of positive integers) provided that
∑
( •
i∈[1,ℓ]
hi) = [1,
ℓ∑
i=1
hi], where∑
( •
i∈[1,ℓ]
hi) = {
∑
d∈D
hd : ∅ , D ⊆ [1, ℓ]}.
Lemma 6.2. For ℓ ≥ 1, let T = •
i∈[1,ℓ]
hi be a sequence of positive integers such that T is
not behaving. Then
ℓ∑
i=1
hi ≥ 2ℓ. Moreover, the equality
ℓ∑
i=1
hi = 2ℓ holds if and only if either
T = 1[ℓ−1] · (ℓ + 1) or T = 2[ℓ].
Proof. By induction on ℓ. If ℓ = 1, the conclusion is obvious. Hence, we assume that the
conclusion holds true for all ℓ < m with m ≥ 2. Consider the case of ℓ = m.
Suppose hi ≥ 2 for all i ∈ [1,m]. Then
m∑
i=1
hi ≥ 2m and equality holds if and only if T = 2
[m].
Hence, we may assume without loss of generality that h1 = 1.
Let λ be the largest length of behaving subsequences of T . Notice that
1 ≤ λ ≤ m − 1. (42)
Say •
i∈[1,λ]
hi is behaving. Since
∑
( •
i∈[1,λ]
hi) = [1,
∑
i∈[1,λ]
hi], it follows from the maximality of
λ that ht ≥ 2 +
∑
i∈[1,λ]
hi ≥ 2 + λ for all t ∈ [λ + 1,m]. Combined with (42), we derive that
m∑
i=1
hi =
λ∑
i=1
hi +
m∑
t=λ+1
ht ≥ λ+ (m− λ) ∗ (2+ λ) ≥ 2m, moveover, equality
m∑
i=1
hi = 2m holds if and
only if λ = m−1 and
λ∑
i=1
hi = λ = m−1 and hm = 2+λ = m+1, equivalently, T = 1
[m−1] ·(m+1).
This completes the proof. 
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Lemma 6.3. Let S = Ck;n with 1 ≤ k ≤ n, and let T ∈ F (S) be a nonempty sequence. Then T
is idempotent-sum free [resp. minimal idempotent-sum] sequence if and only if Ψ(T ) ∈ F (Zn)
is a zero-sum free [resp. minimal zero-sum] sequence.
Proof. Since k ≤ n, we see that
∑
a|W
ind(a) ≡ 0 (mod n) implies
∑
a|W
ind(a) ≥ n = ⌈ k
n
⌉n for any
nonempty sequence W ∈ F (S). Then the lemma follows from Lemma 4.4 and the definition
of the map Ψ immediately. 
Lemma 6.4. (The Savchev-Chen Structure Theorem, see [38], or [27] Chapter 11) Let T =
a1a2 · . . . · a|T | ∈ F (Zn) be a zero-sum free sequence of length at least ⌊
n
2
⌋ + 1. Then there exists
a behaving sequence h1 · h2 · . . . · h|T | of positive integers with
|T |∑
i=1
hi ≤ n − 1, and there exists
some integer c with gcd(c, n) = 1 such that ai = (chi) mod n for each i ∈ [1, |T |].
Lemma 6.5. Let S = Ck;n with k > n ≥ 1. Let T ∈ F (S) be a sequence of length at least
(⌈ kn⌉+1)n
2
−1. Then T is idempotent-sum free if, and only if, one of the following conditions holds:
(i) •
a|T
ind(a) is a behaving sequence with
∑
a|T
ind(a) ≤
⌈
k
n
⌉
n − 1;
(ii) •
a|T
ind(a) = 2
 (⌈ kn⌉+1)n2 −1

with n ≥ 3 and
⌈
k
n
⌉
n ≡ 1 (mod 2);
(iii) •
a|T
ind(a) = z · 2[⌈
k
2 ⌉−1] with n = 2, z ≥ 3 and z ≡ 1 (mod 2);
(iv) •
a|T
ind(a) = 1[
k−3
2 ] · k+1
2
with n = 1 and k ≡ 1 (mod 2);
(v) •
a|T
ind(a) = 2[
k−1
2 ] with n = 1 and k ≡ 1 (mod 2).
Proof. By Lemma 4.4, it is easy to verify that if the sequence T is given as any one of (i)-(v),
then T is idempotent-sum free. Hence, we need only to prove the necessity.
Suppose •
a|T
ind(a) is behaving. Then
∑
( •
a|T
ind(a)) = [1,
∑
a|T
ind(a)]. Since T is idempotent-
sum free, it follows that from Lemma 4.4 that
⌈
k
n
⌉
n <
∑
( •
a|T
ind(a)), and so
∑
a|T
ind(a) ≤
⌈
k
n
⌉
n−1.
Then (i) holds. Hence, we may assume that •
a|T
ind(a) is not behaving.
Suppose n = 1. By Lemma 4.4 and Lemma 6.2, we have that k − 1 ≥
∑
a|T
ind(a) ≥
2| •
a|T
ind(a)| = 2|T | ≥ k − 1, which implies that
∑
a|T
ind(a) = 2| •
a|T
ind(a)| = k − 1 and that
either (iv) or (v) holds. Hence, we may assume that
n ≥ 2. (43)
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It follows that
∑
a|T
ind(a) ≥ 2| •
a|T
ind(a)| ≥ 2(
(
⌈
k
n
⌉
+ 1)n
2
− 1) ≥
⌈
k
n
⌉
n. (44)
Then we show the following.
Claim H. For any nonempty subsequence L of T such that
∑
a|L
ind(a) ≥ n − 1, the sequence
•
a|L
ind(a) is not behaving.
Proof of Claim H. Suppose to the contrary that there exists some nonempty subsequence L of
T such that
∑
a|L
ind(a) ≥ n − 1 and •
a|L
ind(a) is behaving. It follows from (44) that there exists
a subsequence V (perhaps is an empty sequence) of L such that
∑
a|T ·V [−1]
ind(a) ≡ 0 (mod n)
and
∑
a|T ·V [−1]
ind(a) ≥
⌈
k
n
⌉
n, and thus By Lemma 4.4, T · V [−1] is a nonempty idempotent-sum
subsequence of T , which contradicts with T being idempotent-sum free. This proves Claim
H. 
By (43), we have that |Ψ(T )| = |T | ≥
(⌈ kn⌉+1)n
2
− 1 ≥ 3n
2
− 1 ≥ n = D(Zn). Let U be
a nonempty subsequence of T such that Ψ(U) is a zero-sum sequence over GS  Zn, i.e.,∑
a|U
ind(a) is a positive multiple of n, with |U | being maximal. Let W = T · U[−1]. Then Ψ(W)
is either empty or zero-sum free and so |W | = |Ψ(W)| ≤ D(GS) − 1 = n − 1. Combined with
Claim H, Lemma 4.4 and Lemma 6.2, we conclude that
(
⌈
k
n
⌉
− 1)n ≥
∑
a|U
ind(a)
≥ 2|U | = 2(|T | − |W |)
≥ 2(|T | − (n − 1))
≥ 2(
(⌈ k
n
⌉+1)n
2
− 1 − (n − 1))
= (⌈ k
n
⌉ − 1)n.
It follows that
|W | = n − 1, (45)
|T | =
(⌈ k
n
⌉ + 1)n
2
− 1, (46)
and
(
⌈
k
n
⌉
− 1)n =
∑
a|U
ind(a) = 2|U |. (47)
Since
∑
a|U
ind(a) is a positive multiple of n, it follows from Claim H that •
a|U
ind(a) is not behav-
ing. By Lemma 6.2 and (47), we have that
•
a|U
ind(a) = 1[|U |−1] · (|U | + 1) or •
a|U
ind(a) = 2[|U |].
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Suppose n = 2. By Claim H, we see that ind(a) > 1 for each term a | T . Then •
a|U
ind(a) =
2[|U |]. Combined with (45), we have that ind(z) ≥ 3 and ind(z) ≡ 1 (mod 2), where z denotes
the unique term ofW. Combined with (46), Condition (iii) holds.
Hence, it remains to consider the case of
n ≥ 3.
Suppose •
a|U
ind(a) = 1[|U |−1] · (|U |+ 1). By Claim H, we see that |U | − 1 < n− 1 and |U | < n.
Since 2|U | = |U | − 1 + |U | + 1 =
∑
a|U
ind(a) is a positive multiple of n, it follows that |U | = n
2
.
Then all terms ofΨ(T ) are nonzero because neither of the two terms 1 and |U |+1 = n
2
+1 of the
sequence •
a|U
ind(a) is equivalent to 0 modulo n. By (45) and by applying Lemma 4.2 withΨ(T ),
we conclude that all terms of Ψ(T ) are equal, which is a contradiction with 1 . n
2
+ 1 = |U | + 1
(mod n). Hence,
•
a|U
ind(a) = 2[|U |]. (48)
It follows that all terms of Ψ(T ) are nonzero. By (45) and by applying Lemma 4.2 with
Ψ(T ), we conclude that the sequenceΨ(T ) contains only one distinct value which is a generator
of the group Zn , i.e.,
ind(a) ≡ 2 (mod n) for each a | W (49)
and
n ≡ 1 (mod 2). (50)
Take an arbitrary term α ofW and an arbitrary term β ofU, and setU′ = (U ·β[−1]) ·α. It follows
from (48) and (49) thatΨ(U′) is also a zero-sum sequence with |U′| = |U |. By replacingU with
U′ and by (48), we conclude that α = β = 2. By the arbitrariness of choosing α, we have that
•
a|T
ind(a) = 2[|T |]. By (47) and (50), we have that
⌈
k
n
⌉
n = (
⌈
k
n
⌉
−1)n+n = 2|U |+n ≡ 1 (mod 2).
Combined with (46), then Condition (ii) holds. This completes the proof of the theorem. 
Now we are in a position to give the main result of this section.
Theorem 6.6. Let S = Ck;n, and let T = a1 · a2 · . . . · aℓ ∈ F (S) be a sequence of length
ℓ ≥

⌊
(⌈ kn⌉+1)n
2
⌋
, if k > n;
⌊
n
2
⌋
+ 1, otherwise.
(51)
Then T is idempotent-sum free if, and only if, there exists a behaving sequence H = h1 ·h2 ·. . .·hℓ
of positive integers with
ℓ∑
i=1
hi ≤
⌈
k
n
⌉
n − 1 such that
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(i) ind(ai) = hi for all i ∈ [1, ℓ] in the case of k > n;
(ii) there exists some integer c with gcd(c, n) = 1 such that ind(ai) ≡ chi (mod n) for all
i ∈ [1, ℓ] in the case of k ≤ n.
Proof. The sufficiency of the Theorem follows from Definition 6.1 and Lemma 4.4. So we
need only to show the necessity.
In the case when k > n, we can check that sequences meeting any one of Conditions (ii)-(v)
of Lemma 6.5 have length exactly
(⌈ kn⌉+1)n
2
− 1 <
⌊
(⌈ kn⌉+1)n
2
⌋
, and thus, the conclusion follows
immediately from Lemma 6.5.
Suppose k ≤ n. By Lemma 6.3, we have thatΨ(T ) = •
i∈[1,ℓ]
(ind(ai) mod n) is a zero-sum free
sequence over Zn with length |Ψ(T )| = ℓ ≥
⌊
n
2
⌋
+ 1. By applying Lemma 6.4 with the sequence
Ψ(T ), there exists a behaving sequence h1 · h2 · . . . · hℓ with
ℓ∑
i=1
hi ≤ n − 1, and there exists
some integer c with gcd(c, n) = 1, such that ind(ai) mod n = (chi) mod n, and equivalently,
ind(ai) ≡ chi (mod n), where i ∈ [1, ℓ]. This completes the proof of Theorem 6.6. 
Remark 6.7. We remark that the values in (51) of Theorem 6.6 are best possible in general
to ensure an idempotent-sum free sequence over Ck;n of length at least ℓ yields a behaving
sequence structure. The reason is as follows.
For k > n, we see that any sequence meeting any one of Conditions (ii)-(v) in Lemma 6.5
has length exactly
⌊
(⌈ kn⌉+1)n
2
⌋
− 1 and does not yield a behaving sequence structure. For k ≤ n,
one can check that the following idempotent-sum free sequence V of length exactly
⌊
n
2
⌋
does
not yield a behaving sequence structure:
•
a|V
ind(a) =
 1[
n−5
2
] · (n+3
2
)[2], if n ≥ 8 and n ≡ 1 (mod 2);
1[
n−4
2
] · (n+2
2
)[2], if n ≥ 8 and n ≡ 0 (mod 2).
Theorem 6.6 asserts that if an idempotent-sum free sequence T over a cyclic semigroup Ck;n
has the length over ‘approximately’ a half of the size of the cyclic semigroup, then T will have
a behaving sequence structure. Although the quantities in (51) are best possible in general, it
can be better for specific k and n. So, one natural Ramsey-type question arises: For particular
k and n, what is the smallest positive integer ℓ such that every idempotent-sum free sequence T
over Ck;n of length |T | ≥ ℓ will yield a behaving structure given as Theorem 6.6? This question
will be discussed in the subsequent section.
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7 When is a sequence behaving in cyclic semigroups?
In fact the above Ramsey-type question has been investigated by S.T. Chapman, M. Freeze and
W.W. Smith [6, 7], W. Gao [15], and P. Yuan [46], in the setting of finite cyclic groups, which
can be restated as the following invariant.
Definition E. (see [19], Definition 5.1.1 and Lemma 5.1.2) For n ≥ 1, let l(Zn) be the least
positive integer ℓ such that any minimal zero-sum sequence T = a1a2 · . . . · a|T | ∈ F (Zn) of
length at least ℓ will have the following property: there exists a sequence H = h1 · h2 · . . . · h|T |
of positive integers with
|T |∑
i=1
hi = n, and there exists some integer c with gcd(c, n) = 1, such that
ai = (chi) mod n for each i ∈ [1, |T |].
The invariant l(Zn) was completely determined by P. Yuan in a final critical step.
Theorem F. [46] If n ∈ {1, 2, 3, 4, 5, 7} then l(Zn) = 1, and otherwise we have l(Zn) = ⌊
n
2
⌋ + 2.
To extend the invariant l(·) in the setting of finite cyclic semigroups, we formulate the
Ramsey-type question associated with idempotent-sum free and minimal idempotent-sum se-
quences as follows.
Definition 7.1. For max(k, n) > 1 we define Beh(Ck;n) [resp. B̂eh(Ck;n)] to be the least
positive integer ℓ such that for any minimal idempotent-sum [resp. idempotent-sum free]
sequence T = a1 · a2 · . . . · a|T | ∈ F (Ck;n) of length at least ℓ will have the following property:
there exists a behaving sequence H = h1 · h2 · . . . · h|T | and some integer c ∈ [1, n − 1] with
gcd(c, n) = 1 such that
(i) ind(ai) = hi for all i ∈ [1, |T |] in the case of k > n;
(ii) ind(ai) ≡ chi (mod n) for all i ∈ [1, |T |] in the case of k ≤ n.
We admit that Beh(C1;1) = 1 and B̂eh(C1;1) = 0.
By Definition 6.1 and Lemma 4.4, for anyminimal idempotent-sum or nonempty idempotent-
sum free sequence T with the property given in Definition 7.1, the corresponding behaving
sequence must satisfy
|T |∑
i=1
hi =
⌈
k
n
⌉
n or
|T |∑
i=1
hi ≤
⌈
k
n
⌉
n − 1, (52)
respectively. Furthermore, combined with Lemma 6.2, in Definition E when |T | > n
2
the condi-
tion
|T |∑
i=1
hi = n is equivalent to say the integer sequence h1 · h2 · . . . · h|T | is behaving. This is also
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the reason why the invariant Beh(Ck;n) for the case k ≤ n with n = 6 or n ≥ 8 shall coincide
with l(Zn), which can be clear in the arguments of Theorem 7.3.
Together with the following observation, we shall have all ingredients to find the values of
B̂eh(Ck;n) and Beh(Ck;n) for cyclic semigroups Ck;n.
Lemma 7.2. Let H be a sequence of positive integers of length at least 2, and let h be one
minimal term of H. If H · h[−1] is behaving, so is H.
Theorem 7.3. Let k, n be positive integers. Then the following conclusions hold.
(i) If k ≤ n, then
Beh(Ck;n) − 1 = B̂eh(Ck;n) =
{
⌊ n
2
⌋, if n ≤ 5 or n = 7;
⌊ n
2
⌋ + 1, otherwise.
(ii) If k > n, then Beh(Ck;n) ≤ B̂eh(Ck;n) + 1, moreover,
⌈ kn⌉n
2
+ 1 ≤ B̂eh(Ck;n) ≤
⌈
(⌈ kn⌉+1)n
2
⌉
− 1, if n ≥ 3 and
⌈
k
n
⌉
n ≡ 0 (mod 2);
B̂eh(Ck;n) =
⌊
(⌈ kn⌉+1)n
2
⌋
, otherwise,
and 
⌈ kn⌉n
2
+ 1 ≤ Beh(Ck;n) ≤
⌈
(⌈ kn⌉+1)n
2
⌉
, if n ≥ 3 and
⌈
k
n
⌉
n ≡ 0 (mod 2);
Beh(Ck;n) =
⌊
(⌈ kn⌉+1)n
2
⌋
, if n = 2;
Beh(Ck;n) =
⌊
(⌈ kn⌉+1)n
2
⌋
+ 1, otherwise.
Proof. (i). By the definition B̂eh(C1;1) = 0 and Beh(C1;1) = 1. Say n ≥ 2. We first figure out the
value of B̂eh(Ck;n). If n ≤ 5 or n = 7, the conclusion B̂eh(Ck;n) = ⌊
n
2
⌋ follows by exhaustive but
trivial calculations. If n = 6 or n ≥ 8, the following idempotent-sum free sequence V ∈ F (Ck;n)
of length exactly ⌊ n
2
⌋ which does not have the property given in Definition 7.1 asserts that
B̂eh(Ck;n) ≥ ⌊
n
2
⌋ + 1, where
•
a|V
ind(a) =
 1[
n−5
2
] · (n+3
2
)[2], if n ≥ 8 and n ≡ 1 (mod 2);
1[
n−4
2
] · (n+2
2
)[2], otherwise.
On the other hand, Theorem 6.6 tells us that B̂eh(Ck;n) ≤
⌊
n
2
⌋
+ 1, and so B̂eh(Ck;n) =
⌊
n
2
⌋
+ 1
when n = 6 or n ≥ 8, completing the calculations of B̂eh(Ck;n).
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Now we take the following minimal idempotent-sum sequence W ∈ F (Ck;n) of length
exactly B̂eh(Ck;n) (remark that this sequence for n ≥ 8 was devised by P. Yuan to prove the
inequality l(Zn) ≥ ⌊
n
2
⌋ + 2 in [46]), where
•
a|W
ind(a) =

n, if n ∈ {2, 3};
1 · (n − 1), if n ∈ {4, 5};
1 · 1 · 5, if n = 7;
1[
n−5
2
] · (n−1
2
) · (n+3
2
)[2], if n ≥ 8 and n ≡ 1 (mod 2);
1[
n−4
2
] · (n
2
) · (n+2
2
)[2], otherwise.
It is routine to check that the sequence does not have the property given in Definition 7.1,
which implies Beh(Ck;n) ≥ |W | + 1 = B̂eh(Ck;n) + 1. To show Beh(Ck;n) = B̂eh(Ck;n) + 1, let
T = a1 · a2 · . . . · at ∈ F (Ck;n) be an arbitrary minimal idempotent-sum sequence of length
t ≥ B̂eh(Ck;n) + 1 ≥ 2. Then all terms of T are non-idempotent, i.e.,
ind(ai) . 0 (mod n) for each i ∈ [1, t]. (53)
Since a1 · a2 · . . . · at−1 is an idempotent-sum free sequence of length at least B̂eh(Ck;n), it
follows that there exists a behaving sequence h1 · h2 · . . . · ht−1 and some integer c ∈ [1, n − 1]
with gcd(c, n) = 1 such that ind(ai) ≡ chi (mod n) for all i ∈ [1, t − 1]. By (52),
t−1∑
i=1
hi ≤⌈
k
n
⌉
n − 1 = n − 1. By (53), we find an integer ht ∈ [1, n − 1] with ind(at) ≡ cht (mod n).
Combined with Lemma 4.4, we derive that c(
t∑
i=1
hi) ≡
t∑
i=1
ind(ai) ≡ 0 (mod n) and so
t∑
i=1
hi ≡ 0
(mod n) which implies
t∑
i=1
hi = n. Since t ≥ B̂eh(Ck;n)+1 ≥ ⌊
n
2
⌋+1 > n
2
, it follows from Lemma
6.2 that h1 · h2 · . . . · ht is a behaving sequence, done.
(ii). We first calculate B̂eh(Ck;n). Take a sequence V ∈ F (Ck;n) such that
•
a|V
ind(a) =

3 · 2[
⌈ kn⌉n
2
−1], if n ≥ 2 and
⌈
k
n
⌉
n ≡ 0 (mod 2);
2
[
 (⌈ kn⌉+1)n2
−1]
, otherwise.
By Lemma 4.4, we can check that V is an idempotent-sum free sequence. Since •
a|V
ind(a) is
not behaving, noting
⌈ kn⌉n
2
+ 1 =
⌊
(⌈ kn⌉+1)n
2
⌋
for n = 2, we conclude that
B̂eh(Ck;n) ≥ |V | + 1 =

⌈ kn⌉n
2
+ 1, if n ≥ 3 and
⌈
k
n
⌉
n ≡ 0 (mod 2);⌊
(⌈ kn⌉+1)n
2
⌋
, otherwise.
(54)
By Theorem 6.6, we derive that B̂eh(Ck;n) ≤
⌊
(⌈ kn⌉+1)n
2
⌋
. Furthermore, if n ≥ 3 and
⌈
k
n
⌉
n ≡ 0
(mod 2), we conclude from Lemma 6.5 that every idempotent-sum free sequence U ∈ F (Ck;n)
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of length at least
(⌈ kn⌉+1)n
2
− 1 yields that •
a|U
ind(a) is behaving, i.e., B̂eh(Ck;n) ≤
⌈
(⌈ kn⌉+1)n
2
− 1
⌉
=⌈
(⌈ kn⌉+1)n
2
⌉
− 1. Combined with (54), we complete the calculations of B̂eh(Ck;n).
To establish Beh(Ck;n) ≤ B̂eh(Ck;n) + 1, let T ∈ F (Ck;n) be a minimal idempotent-sum
sequence of length at least B̂eh(Ck;n) + 1. It suffices to show that •
a|T
ind(a) is behaving. Take a
term b of T with ind(b) minimal. Since T · b[−1] is an idempotent-sum free sequence of length
|T · b[−1]| ≥ B̂eh(Ck;n), it follows that •
a|T ·b[−1]
ind(a) is behaving. Then the conclusion follows
from Lemma 7.2 immediately.
Now we calculate Beh(Ck;n). Take a sequenceW ∈ F (Ck;n) with •
a|W
ind(a) = 2[ℓ] and
ℓ =

⌈ kn⌉n
2
, if
⌈
k
n
⌉
n ≡ 0 (mod 2);
(⌈ kn⌉+1)n
2
, otherwise.
By Lemma 4.4, we see that W is a minimal idempotent-sum sequence. Since •
a|W
ind(a) is not
behaving, we have
Beh(Ck;n) ≥ |W | + 1 =

⌈ kn⌉n
2
+ 1, if
⌈
k
n
⌉
n ≡ 0 (mod 2);
(⌈ kn⌉+1)n
2
+ 1, otherwise.
Noting that if n = 1 and k =
⌈
k
n
⌉
n ≡ 0 (mod 2) then
⌈ kn⌉n
2
+ 1 =
⌊
(⌈ kn⌉+1)n
2
⌋
+ 1 and that if n = 2
then
⌈ kn⌉n
2
+ 1 =
⌊
(⌈ kn⌉+1)n
2
⌋
, combined with the obtained inequality Beh(Ck;n) ≤ B̂eh(Ck;n) + 1
and the result for B̂eh(Ck;n), we conclude that
⌈ kn⌉n
2
+ 1 ≤ Beh(Ck;n) ≤
⌈
(⌈ kn⌉+1)n
2
⌉
, if n ≥ 3 and
⌈
k
n
⌉
n ≡ 0 (mod 2);⌊
(⌈ kn⌉+1)n
2
⌋
≤ Beh(Ck;n) ≤
⌊
(⌈ kn⌉+1)n
2
⌋
+ 1, if n = 2;
Beh(Ck;n) =
⌊
(⌈ kn⌉+1)n
2
⌋
+ 1, otherwise.
To complete the proof, it remains to show that Beh(Ck;n) ≤
⌊
(⌈ kn⌉+1)n
2
⌋
when n = 2. Assume to
the contrary that Beh(Ck;n) >
⌊
(⌈ kn⌉+1)n
2
⌋
for n = 2. Take a minimal idempotent-sum sequence
L ∈ F (Ck;n) of length |L| = Beh(Ck;n) − 1 ≥
⌊
(⌈ kn⌉+1)n
2
⌋
such that •
a|L
ind(a) is not behaving.
Take a term b of L with ind(b) minimal. By Lemma 7.2, the integer sequence •
a|L·b[−1]
ind(a)
is not behaving. Since L · b[−1] is an idempotent-sum free sequence of length |L · b[−1]| ≥⌊
(⌈ kn⌉+1)n
2
⌋
− 1 =
(⌈ kn⌉+1)n
2
− 1, it follows from Lemma 6.5 that •
a|L·b[−1]
ind(a) = z · 2[⌈
k
2
⌉−1] with
z ≥ 3 and z ≡ 1 (mod 2). Since ⌈ k
2
⌉ > 1, we can take a term c of L with ind(c) = 2. Combined
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with Lemma 4.4, we verify that
∑
a|L·c[−1]
ind(a) = 2(⌈ k
2
⌉ − 2) + z + ind(b) ≥ 2(⌈ k
2
⌉ − 2) + 3 + 1 ≥ k
and
∑
a|L·c[−1]
ind(a) =
∑
a|L
ind(a)−2 ≡
∑
a|L
ind(a) ≡ 0 (mod 2), and so L ·c[−1] is a nonempty proper
idempotent-sum subsequence of L, which contradicts with L being a minimal idempotent-sum
sequence, completing the proof. 
We close this section with the following problem.
Problem 7.4. Determine B̂eh(Ck;n) and Beh(Ck;n) when k > n ≥ 3 and
⌈
k
n
⌉
n ≡ 0 (mod 2).
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