Current state of the art scan registration algorithms which use only position information often fall victim to correspondence ambiguity and degeneracy in the optimization solutions. Other methods which use additional channels, such as color or intensity, often use only a small fraction of the available information and ignore the underlying structural information of the added channels. The proposed method incorporates the additional channels directly into the scan registration formulation to provide information within the plane of the surface. This is achieved by calculating the uncertainty both along and perpendicular to the local surface at each point and calculating nearest neighbor correspondences in the higher dimensional space. The proposed method reduces instances of degenerate transformation estimates and improves both registration accuracy and convergence rate. The method is tested on the Ford Vision and Lidar dataset using both color and intensity channels, as well as with Microsoft Kinect data from the Freiburg RGBD Office dataset and data obtained from the University of Waterloo campus.
et al. developed Generalized-ICP (GICP) [2] which, using a probabilistic framework, generalizes the ICP method and introduces a plane to plane approach with improved performance over the previous versions.
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An alternative approach, called the normal distribution transform (NDT), was first suggested by Biber and Strasser in [3] in 2D and extended to 3D by Magnusson et al. [8] . NDT segments the scan into fixed size voxels and calculates a normal distribution of the points within each cell. Scans are then registered by using the point to distribution or distribution to distribution [9] error metric.
Although effective in many environments, the purely point based registration methods miss the oppor-50 tunity of using additional sources of information to disambiguate degenerate environments. Color ICP [4] attempts to improve ICP performance by using the additional color channels to perform the nearest neighbor search in a higher dimension. This method showed improved point correspondence results but did not change the underlying scan registration method. A colorized version of NDT has also been proposed by Huhle et al. [5] , which uses color based kernel functions to generate a Gaussian mixture model such that each voxel 55 then contains a color based mixture of Gaussians. Due to the voxelization of the environment this method can lose some of the finer details of the environment structure. This can cause reduced accuracy or even registration failure when these details are vital to determining a correct registration. Servos and Waslander proposed and extension to the Color NDT algorithm in [10] which uses color clustering to generate a set of normal distributions instead of the standard voxel grid. This method improves computational performance 60 and accuracy but requires an environment with sufficient color variation for clustering.
An alternate approach to incorporate both color and depth information in point cloud registration uses image features augmented with depth information. Inspired by low-cost RGBD sensors and stereo vision data, both color and depth information is available at every pixel in the image. RGBD-SLAM [11] , has been developed by Endres et al. and uses RGBD images collected from a Kinect or stereo camera to track SIFT or Several dense camera SLAM methods have been proposed including Dense Tracking and Mapping (DTAM) [16] , created by Newcombe et al., which uses a single monocular camera to generate 3D reconstruc-80 tions of environments. This method creates accurate reconstructions but can not determine scale without an outside source and is ideal for close up applications. Newcombe et al. also proposed the dense SLAM method KinectFusion [17] , which uses a Kinect sensor to generate dense 3D maps of small areas. The method was further extended by Whelan et al. [18] to allow larger working volumes and include color. These methods rely on GPU parallelization in order to be able to perform in real time, and can be extremely memory 85 intensive as the mapped region grows.
While image based techniques have the advantage of providing long distance bearing measurements, they suffer from poor range and field of view when compared to the laser based approaches. Camera based methods typically require detailed close quarters information in order to perform effectively and struggle to handle larger, more homogeneous environments. They generally have significant difficulty in making 90 large quick movements, due to motion blur and tracking, and using long range measurements, due to poor triangulation, such as are expected in outdoor operations.
In general, feature based methods can have several draw backs as demonstrated in [5] . Since feature based methods rely on matching a small number of points, noise in the 3D location can cause significant errors. Additionally, a small number or even a single false correspondence can cause catastrophic failure 95 without significant reliance on robustification methods in the SLAM back end. This can make feature based methods unreliable particularly in dynamic environments where a single, correctly corresponded feature could move and distort the entire map. Scan registration methods on the other hand can fail due to a lack of geometric texture which can cause a degeneracy in the optimization and rely heavily on the structure of the environment in order to perform optimally.
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The addition of color information into the scan registration formulation is clearly of benefit and is able to mitigate some of the major issues present in the classic scan registration algorithms as well as improve accuracy and run time in some cases. The work presented in this paper builds upon these colorized scan registration approaches such as Color ICP, and generalizes the methods into a robust framework for reliable scan registration for any multi-channel sensor suite being used for robot autonomy. 
Problem Formulation
Scan registration algorithms attempt to find the optimal transform between an input scan and a reference scan. The optimal transform is qualitatively defined as the transform which best aligns the scans into a common coordinate frame. Given scan A = {a i }, where a i ∈ R 3 for i = 1, ..., N A , and scan B = {b j }, where b j ∈ R 3 for j = 1, ..., N B , the optimal transformation matrix, T , can be be defined as,
where R T ∈ SO(3) is the rotation matrix and t T ∈ R 3 is the translation vector.
The solution is typically computed by optimizing a specified score function, Γ : SE (3) → R, given the point clouds A and B, to find the optimal transformation T . The optimization can be generally defined in the form:
The score function is specific to each algorithm and can take many different forms and in many cases is optimized in an iterative method before settling on the final solution. The following sections of this chapter will introduce the score function definitions for the three most commonly used scan registration methods:
ICP, GICP, and NDT.
GICP
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The Generalized Iterative Closest Point (GICP) method was developed by Segal et al. in [2] as a unifying framework of the previously proposed ICP methods. The GICP formulation uses a probabilistic framework to determine the error function and proceeds as follows.
First, it is assumed that the nearest neighbor correspondences have been calculated and scan A and scan B are indexed with corresponding points having the same indices and non corresponding points being 120 removed. Using the probabilistic model it is assumed that the point clouds A and B are generated from an underlying set of distributions, where
). Therefore, given perfect correspondences and the correct transform, T * ,b
The difference between samples a i and b i is then defined as
Given that a i and b i are drawn from independent Gaussian distributions, and given the correct transformation, d i can be written as:
The transform is then solved for using maximum likelihood estimation (MLE) and simplified to the form
This formulation can be used to represent any of the standard forms of ICP including basic point to point as well as point to plane ICP. However GICP proposes a plane to plane model in which it is assumed that points are sampled from surfaces which are locally planar. In this model the covariance of a point is assumed to be small in the direction of the normal at that point and large in all other directions. This assumes that the points have little information to offer in the directions tangent to the plane. The covariance at every point, q i ∈ A ∪ B, in both A and B is calculated using an archetype covariance, C G , define as
where is a constant representing the covariance along the normal. The covariance at a point is then calculated as
where R W is the rotation matrix which rotates to align with the surface normal, at point q i .
The local covariance, C L i , is calculated using the k nearest points to the query point q i found using [19] .
130
The local covariance approximates the model covariance in the region around the query point.The surface normal information for this method is then computed using principal component analysis (PCA) on the local covariance, C L i . The component with the lowest eigenvalue corresponds to the surface normal. In practice, the model covariance at a given point can be calculated using the singular value decomposition (SVD) of the local covariance,
where the singular values are the diagonal elements of S ∈ R n×n sorted in descending order and U and V are orthonormal matrices. In the singular value decomposition, U is equivalent to the rotation matrix R
W i
and therefore S can be replaced by C G , to compute, C W i . Figure 1 shows an example of the alignment of two planar scans using the GICP algorithm. The plane to plane nature of GICP allows the scans to be aligned correctly without falling into a local minima, which 140 tends to happen more frequently in the case of standard ICP where local normals are not included.
Multi-Channel GICP
The proposed method, MCGICP, is an extension of the GICP algorithm which incorporates additional channels of information. The MCGICP algorithm uses additional channels such as color, intensity, or any other spectral information, to introduce additional information to the problem. Additionally, MCGICP uses 145 the added channels directly in the correspondence search to attempt to provide more robust results. The increased problem space not only solves the degeneracy problem but also improves accuracy, convergence, and robustness of the scan registration results without significantly increasing computational complexity. Example of the alignment of two scans (green and blue) using the GICP algorithm. As can be seen each point has a corresponding covariance which aligns with the surface of the scan (black). Corresponding points (red lines) with covariances which are aligned will result in a higher weighted cost in the minimal direction compared to those which are not aligned.
Covariance Calculation
MCGICP assumes, as GICP did previously, that the environment is locally planar and that the 3D points 150 only contain useful information in the direction normal to the surface. However, since the points have at least one additional channel of information, the additional channel(s) can be used to define the covariance of a point along the surface plane as well. The added channels will have no effect normal to the plane as the sample must lie on the surface and therefore will complement the positional information well.
First, let all points, p i = {p Let q ∈ A ∪ B be the current query point for which the model covariance is to be calculated. The local covariance, C L i , of the query point position is calculated using the k nearest neighbor points to q p using the 160 fast local approximate nearest neighbor algorithm [19] . Let the nearest neighbors be defined as the set of The projection is then given as
where U 1 and U 2 are the first and second columns of the SVD matrix U . Note that after the transform, the new population covariance, Σ w ∈ R 2×2 , of the points, Z p , is the diagonal matrix of the largest two singular values of S.
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Now that the 3D points have been projected onto the local surface approximation, the reduction in uncertainty due to the incorporation of descriptor information in the plane can be calculated. To this end a descriptor kernel weighted covariance is calculated using weightings based on a probabilistic model similar to that used in [5] . The descriptor kernel calculates the probability that an arbitrary point corresponds to the query point in descriptor space. The kernel can be defined as a Gaussian distribution,
at the query point descriptor, q d , and with Λ ∈ R n×n being the measurement covariance of the descriptor sensor. The kernel weights are then calculated for each point in Z as:
Using the kernel weights the descriptor kernel weighted covariance and mean, Σ t and µ p , can be calculated
The equations (9) (10) give the spatial distribution of points based on their similarity to the query point.
This distribution models the uncertainty of the descriptor information along the wall locally, however it can be biased if the original sample population was itself already biased. Figure 2 shows an example of a population and descriptor covariance with a biased initial population. To compensate for this potential bias the distribution is normalized by the population covariance such that
The normalized descriptor covariance, Ω ∈ R 2×2 , shows the correlation of the descriptor weighted data compared to that of the population. The normalization in this case is a whitening transform on the population covariance. The population covariance would be transformed into an identity matrix in the normalized space and the descriptor covariance would be transformed relative to the population to give an unbiased descriptor covariance as if the population were identity. In practice a value less than one indicates that the descriptor data increased the data certainty in that direction, while a value less than one indicates an increase in uncertainty. Directions which have a low normalized covariance are more likely to capture correct correspondences in the descriptor space in that direction. Cases which have normalized covariances equal to or great than one indicate areas of low descriptor correspondence certainty, such as a wall of a single continuous color.
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To use this information in the GICP framework, Ω is used along the planar directions. Therefore, the resulting covariance used in the MCGICP algorithms is Figure 3 shows an example color point cloud surface with a distinctive color feature in the center and the corresponding covariances calculated by the MCGICP algorithm. It can be seen in the figure that points along the edges of the color boundary have covariances that align with the color edge. This allows the method to align the surface, even without geometric features, by aligning the edge features in the color channels.
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The error function and minimization of the MCGICP method remain unchanged from the original GICP, presented in Equation (4), which means that all current methods for solving the GICP optimization are still valid and no changes are necessary to the optimization.
Correspondence Calculation
In addition to the covariance changes, the calculation of corresponding points is also changed to reflect 205 the higher dimensionality of the information. An n + 3 dimensional weighted kD tree is used to incorporate all of the information into the search as first shown by Johnson and Kang [4] . A weighting vector, α = {α 1 , ..., α n+3 } where α 1 = α 2 = α 3 = 1 are the weights of the position data, is used to weight the descriptor information relative to the positional information.
The correspondence information does not need to come directly from the raw sensor information. Pro-210 cessed information can be used to improve the correspondences. By using the eigenvalues of the covariance matrix calculated at each point as well as spatial and descriptor information, better correspondence matching has been shown to be possible. Using the eigenvalues of the covariance matrix, weights points with similarly shaped covariances to be corresponded. This results in points along the edges of both geometric and descriptor structures to be corresponded and results in much more robust overall registration results.
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The use of other processed information to improve the correspondences further is possible, however this is left as a point of future work.
Extrema Cases
Unlike many other methods, the MCGICP method is capable of gracefully handling the extreme cases of input scans. This includes the two practical instances which are a scan with a consistent descriptor value for 220 every point and a scan with unique descriptor values for every point. Most other methods fail catastrophically in these cases where as MCGICP falls back to a logical state that is still capable of performing the registration with the information provided.
In the first case, where all points have identical descriptor information, the MCGICP method will mathematically become equivalent to the base GICP algorithm. This happens because the normalized descriptor 225 covariance will become the identity when there is no change in the weighted descriptor covariance, Σ t , compared to the population covariance, Σ w . This would mean that,
Therefore the GICP archetype covariance, C G , is assigned at every point. Since each point has the same descriptor and covariance, the correspondence search will only be dependent on the geometric distances.
Thus the algorithm will be equivalent to the GICP algorithm.
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In the second case, where all points have a unique descriptor, the MCGICP method will become equivalent to the color ICP algorithm. In this case, because all of the descriptors are unique, the weighted descriptor covariance will be very small. Thus it follows that,
Since C D in this case is simply a scaled identity matrix and all points will have approximately the same covariance matrix, each point will have the same weighting relative to other points as well as the same 235 weighting in all directions. The correspondence calculation will take into account these uniform descriptors with the result being that each point is corresponded by both descriptor and geometry. This is equivalent to how the color ICP algorithm would perform and in this case is a good approach for this type of environment.
In both extreme cases the MCGICP algorithm seamlessly handles using the information available in an intelligent manner, allowing the method to be robust to the widest range of possible environments. 
Implementation
The proposed method is a generalized framework which can be used with a variety of different sensor combinations. The number of additional channels which can be added to the points is not limited by the algorithm but in practice is only limited by diminishing returns on the usefulness of the information. Three possible sensor configurations are discussed below. First, a system which uses only a LIDAR sensor with 245 intensity information, second, a typical colorized point cloud generated from a camera and range sensor combination, and finally a configuration incorporating a LIDAR sensor with intensity information with a camera setup to provide four additional information channels.
Laser Intensity Descriptor
A single LIDAR, such as the Velodyne HDL-64E, can add an additional channel in the form of laser 250 intensity, which provides useful information to the registration. In the single channel case, the descriptor covariance reduces to a single value, and is found by computing the variance, Λ ∈ R, of the laser scan intensity values. The weighting, α 4 , of the intensity channel in the nearest neighbor search is used to scale the influence the intensity channel will have on finding nearest neighbors.
Color Descriptor
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The combination of a camera and a range sensor is a common setup on many robotic systems. Color provides three channels to incorporate into the model. In this case, Λ ∈ R 3×3 is a covariance matrix of three variables. However, it can be assumed that the color channels are independent and therefore Λ will be a diagonal matrix consisting only of the intra-channel variances. The exact values of Λ will depend not only on the sensor used but also on the color space which is chosen.
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In this work, the RGB color space is used. In the RGB space, the color variances and weightings can be 
Combined Color and Intensity
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The combination of both color and laser intensity information presents and interesting configuration which is not typically leveraged in current algorithms. Although the channels of the combined descriptor could be considered to be independent it has been shown in [21] that laser intensity and color intensity are in fact positively correlated. This can be incorporated into the algorithm by setting the inter-channel covariance terms of Λ to non zero values. The covariance matrix can be determined experimentally using 275 a set of known training data. The weighting values for the nearest neighbor search are typically inversely proportional to the variance of that particular channel and are therefore dependent on the specific sensors being used.
Experimental Results
The MCGICP method is evaluated using three sets of data. The first set is the Ford Campus Vision and
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Lidar dataset [6] . The Ford dataset contains LIDAR and omni-directional image data as well as ground truth and is used to evaluate the quantitative accuracy of the scan registration results in outdoor environments.
The method is evaluated using the laser intensity (I), color (C) and combined (C+I) descriptor channels as described in Section 7. The second dataset used for evaluation is the Freiburg RGBD dataset. The
Freiburg dataset is generated in staged indoor environments and is collected using an RGBD camera. The
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Freiburg data is used to evaluate the accuracy and robustness of the method in indoor environments. The final set of data was obtained using a Microsoft Kinect sensor on the University of Waterloo campus. This dataset is used to evaluate the method on data with limited geometric structure. The method is evaluated qualitatively based on the reconstruction of a flat textured surface. Finally the convergence rate of each algorithm is compared using the Ford Campus dataset. In all cases the method is compared to both the 290 original GICP and Color ICP algorithms as implemented in the Point Cloud Library (PCL) [22] as well as the CCNDT algorithm. In all evaluations the RGB color space is used.
Ford Dataset Absolute Error
The Ford Campus Vision and Lidar dataset was generated using a Ford F-250 pickup truck equipped with a Velodyne HDL-64E laser scanner, a Point Grey Ladybug3 omni-directional camera, and an Applanix Table 1 .
The error distributions from Figure 4 as well as the error summary provided in Table 1 show that MCG-300 ICP using either color or combined descriptors has increased accuracy and reduced uncertainty over that of CCNDT, GICP, and Color ICP. Of the MCGICP variants, the combined descriptor produced the best results followed by the color descriptor while intensity alone produce poor results. This is expected as the combined descriptor provides the most robust information while the intensity alone has minimal distinctive variation in value. The combined descriptor increases the information at each point while maintaining con- The cumulative distribution of error is presented in Figure 5 . The distribution shows that for MCGICP 90% of registrations are performed with less than 0.32 m of error. MCGICP demonstrates improved performance relative to the other methods over the majority of cases, and with slightly improved accuracy over
310
GICP overall. The distribution for MCGICP shows that the method maintains good performance over the entire range of data. Color ICP is omitted from this plot for clarity, due to its failure to converge from the initial position in many cases.
The aggregated maps of a challenging section of the Ford dataset generated by Color ICP, GICP and MCGICP using the combined descriptor are shown in Figure 6 . In the aggregate maps, it can be seen that
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MCGICP creates more accurate results. This is evident by the blurring which can be seen in the Color ICP and GICP maps but is reduced in the MCGICP results.
An aggregate map of a large section of the Ford dataset generated using scan-to-map matching with the MCGICP algorithm is shown in Figure 7 . Only a subsection of the map, aggregating every 20th scan, is shown for visual clarity. The map shows a highly consistent path, with only minimal drift throughout 320 the loop. The use of scan-to-map matching, where scans are matched to an aggregation of previous scans, improves the global consistency of the results. Results could be further refined using a standard back-end optimization tool such as g2o [23] .
Freiburg RGBD Indoor Dataset
The Freiburg RGBD dataset used for these experiments is the Long Office Household Scene. In this 325 case, since the dataset only contains points with color information, only color is used as the descriptor channel. This dataset consists of 162 scans with ground truth information from a motion capture system.
Scan-to-scan matching is performed and compared to the ground truth information to evaluate accuracy. Table 2 shows the mean and standard deviation of the errors of MCGCIP compared to the other methods.
It shows that on the Freiburg dataset, MCGICP has superior accuracy in both translation and rotation,
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and with a tighter standard deviation than the other methods. The cumulative distribution of errors generated using the Freiburg dataset is shown in Figure 9 . The distribution shows that 90% of MCGICP registrations have errors less than 0.067 m. The distribution 340 also shows MCGICP has improved accuracy over both GICP and NDT over the entire range was well as over CCNDT in the top 20th percentile. This demonstrates the robustness of the MCGICP method is it maintains high accuracy over the largest range of possible scans.
Kinect Sparse Geometry Data
The Kinect Sparse Geometry dataset was obtained using the Microsoft Kinect RGB-D sensor mounted this case due to the lack of geometric information along the wall and therefore all the scans are incorrectly aligned.
Convergence Rate
The overall computation time of MCGICP was compared against the GICP and CICP methods and results are shown in Figure 11 . The box plot shows that MCGICP has a slightly lower median computation 360 time than the other methods as well as a low standard deviation than CCNDT and GICP. Overall MCGICP demonstrates comparable or slightly superior performance over existing scan matching algorithms.
The final evaluation compares the convergence rates of the three algorithms. Given an example frame from the Ford Data Set, the error residual is plotted versus the iteration in Figure 12 . As all three algorithms use computationally similar cost functions, iterations are proportional to convergence time.
365 Figure 12 clearly shows that MCGICP converges significantly more quickly than the original GICP algorithm. Color ICP has been shown to converge more quickly than standard ICP due to the fact that it acquires the correct correspondences more quickly using the higher dimensional search space. GICP is shown to converge more quickly than Color ICP, as GICP does not rely as heavily on correct point correspondences to converge and only needs corresponding points to lie on the same surface. MCGICP 370 combines the beneficial properties of both GICP and CICP to acquire the correct surface correspondences and converges most rapidly.
Conclusion
This work presents the Multi Channel Generalized-ICP method for robust scan matching. The proposed method incorporates the additional sensor channels directly into the GICP formulation to provide additional 
