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In this article, we give a comprehensive review of recent progress in research on symmetry-protected topological
superfluids and topological crystalline superconductors, and their physical consequences such as helical and chiral Ma-
jorana fermions. We start this review article with the minimal model that captures the essence of such topological
materials. The central part of this article is devoted to the superfluid 3He, which serves as a rich repository of novel
topological quantum phenomena originating from the intertwining of symmetries and topologies. In particular, it is em-
phasized that the quantum fluid confined to nanofabricated geometries possesses multiple superfluid phases composed
of the symmetry-protected topological superfluid B-phase, the A-phase as a Weyl superfluid, the nodal planar and polar
phases, and the crystalline ordered stripe phase. All these phases generate noteworthy topological phenomena, including
topological phase transitions concomitant with spontaneous symmetry breaking, Majorana fermions, Weyl superfluidity,
emergent supersymmetry, spontaneous edge mass and spin currents, topological Fermi arcs, and exotic quasiparticles
bound to topological defects. In relation to the mass current carried by gapless edge states, we also briefly review a
longstanding issue on the intrinsic angular momentum paradox in 3He-A. Moreover, we share the current status of our
knowledge on the topological aspects of unconventional superconductors, such as the heavy-fermion superconductor
UPt3 and superconducting doped topological insulators, in connection with the superfluid 3He.
1. Introduction
A new paradigm based on topology has been rapidly
and widely expanded to various fields of condensed matter
physics. This has offered a new state of matter that cannot be
explained by spontaneous symmetry breaking but can be char-
acterized by topological number/order. The underlying con-
cept was originally initiated by Thouless, Kohmoto, Nightin-
gale, and den Nijs1, 2 in quantum Hall systems to unveil the
interplay between quantized Hall conductivity and the non-
trivial topology of underlying fermions. The Hall conductiv-
ity does not depend on the details of fermionic spectra but
is determined by their global structure, namely, the topolog-
ical structure. The topological number that characterizes the
system is the first Chern number or the Thouless-Kohmoto-
Nightingale-den Nijs number, which measures the “magnetic
flux” penetrating the magnetic Brillouin zone. Hatsugai3, 4 un-
covered another physical meaning of the topological number:
it counts the number of gapless edge states. This is known as
the bulk-edge correspondence.
Although the original concept of the topological num-
∗E-mail: mizushima@mp.es.osaka-u.ac.jp
ber/order in quantum Hall systems is independent of sym-
metry, it is now widely accepted that the marriage of topol-
ogy with symmetry gives rise to diverse topological quantum
phenomena and sheds light on a new facet of quantum mat-
ters.5–7 A milestone in the development of the new paradigm
was the topological classifications of insulating and supercon-
ducting Hamiltonians in terms of fundamental discrete sym-
metries, i.e., time-reversal, particle-hole, and chiral symme-
tries.8–11 The classification clarified that the superfluid 3He is
a promising candidate topological superconductor.8, 12–16 The
noteworthy consequence of topological odd-parity supercon-
ductivity is that owing to the particle-hole symmetry, the topo-
logically protected gapless quasiparticles behave as Majorana
fermions. The topological classification was further extended
to include additional discrete symmetries, such as crystalline
symmetry and magnetic pi-rotation symmetry.7, 17–23 Further-
more, it has been discussed that additional discrete symme-
tries enrich the characteristic features of Majorana fermions,
including Majorana Ising spins and symmetry-protected non-
Abelian anyons.20, 24–30
Among the possible candidate topological superconduc-
tors, the superfluid phases of 3He is the most concrete and
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Fig. 1. (Color online) Phase diagram of the superfluid 3He confined in a slab geometry and remarkable consequences in each phase, where a magnetic field
is parallel to the surface (center). The temperature is set to be T = 0.4Tc0, and D and H are the thickness of the slab and the magnitude of the applied field,
respectively. The thin (thick) curves in the phase diagram denote the first (second)-order transition line.
ideal platform for studying diverse topological quantum phe-
nomena in the following viewpoints: (i) The system com-
posed of neutral fermions with nuclear spin 1/2 remains as
a quantum liquid down to zero temperature and the normal
state independently maintains huge continuous rotation sym-
metries in spin and coordinate spaces. (ii) The bulk super-
fluidity of 3He has been well established as spin-triplet odd-
parity pairing.31, 32 The A-phase that appears in the high-
temperature and high-pressure region is identified as the chi-
ral p-wave pairing with spontaneously broken time-reversal
symmetry,33, 34 and the B-phase is known as a fully gapped
pairing with time-reversal symmetry35 (see Figs. 1 and 9).
The superfluid 3He, having huge order parameter manifolds,
has fascinated many physicists not only as a prototype of
unconventional superconductors but also as a treasure box
of topology of order parameter manifolds, such as textures,
Nambu-Goldstone and Higgs modes, and topological excita-
tions.16, 32, 36–38 (iii) Recent developments in nanofabrication
techniques enable one to confine the quantum liquid to a vari-
ety of geometries, such as a single slab and narrow cylinders
with a thickness/radius comparable to the superfluid coher-
ence length.39–45 In these geometries, the planar, polar, and
crystalline ordered phases become energetically competitive
with the A- and B-phases.46–50 New phase diagrams have
also been proposed for aerogels.51, 52 (iv) The surface den-
sity of states peculiar to gapless quasiparticle states has al-
ready been observed in specific heat measurements and high-
precision spectroscopy based on transverse acoustics under
well-controlled surface conditions.53–59
Motivated by puzzling issues on the intrinsic angular mo-
mentum paradox, investigations on the nontrivial momentum
space topology were first initiated in 3He by Stone et al.60, 61
and Volovik,62, 63 independently. In connection with an ana-
logue of a two-dimensional 3He-A thin film to the quantum
Hall effect and gauge theories, Volovik62, 64–66 further uncov-
ered the remarkable fact that the pairwise point nodes on the
Fermi surface are protected by the first Chern number as a
“magnetic” monopole, and low-energy quasiparticles near the
Fermi points behave as chiral Weyl fermions. The superfluid
3He-A thin film is now widely recognized as a prototype of
Weyl superconductors,16, 67–72 which are accompanied by a
zero-energy flatband terminated to pairwise Weyl points.73–77
As mentioned above, recent developments in topological
classifications clarified the distinct topological structures be-
tween the A- and B-phases: The 3He-A thin film is a Weyl su-
perconductor characterized by the first Chern number, while
the bulk B-phase possesses topological superfluidity pro-
tected by the time-reversal symmetry.8, 12–15 Furthermore, it
has been proposed that the marriage of the superfluid 3He
with nanofabrication techniques gives rise to diverse topolog-
ical phenomena intertwined with symmetry.49, 77, 78 As shown
in Fig. 1, for instance, confined 3He under a magnetic field
has a nontrivial phase diagram composed of a variety of topo-
logical and nontopological phases: The symmetry-protected
topological phase BI, the symmetry-broken nontopological
phase BII, the Weyl superfluid A-phase, the planar phase, and
the crystalline ordered “stripe” phase. The critical field H∗
in Fig. 1 is identified as the topological phase transition con-
comitant with spontaneous symmetry breaking24 and is ac-
companied by noteworthy topological quantum critical phe-
nomena, such as emergent supersymmetry.79 In contrast to the
A-phase, the pairwise point nodes in the planar phase are pro-
tected by a mirror reflection symmetry, and the zero-energy
flatband emergent in the surface exhibits anisotropic magnetic
responses.27, 78, 80 It is also interesting to note that apart from
the topological aspect of 3He, there has been a long history
of investigations on gapless quasiparticles in the direction of
Andreev bound states.81, 82 Nowadays, Majorana fermions are
identified as a special type of surface Andreev bound state in
the context of topological superconductors.5
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In this article, we give a comprehensive review of recent
progress in symmetry-protected topological superfluids and
topological crystalline superconductors with a special focus
on 3He. In Sec. 2, we start with the minimal model that
captures the essence of the topological aspect of superfluids
and superconductors. Using this minimal model, we empha-
size that additional discrete symmetries enrich the topologi-
cal properties of quantum matters. In Sec. 2, we also clarify
the remarkable consequences, which are symmetry-protected
non-Abelian anyons and Ising spins. In Sec. 3, we make
an overview of the topological aspects and important conse-
quences of a spin-polarized chiral p-wave pairing system that
gives a prototype of a topological phase transition.
The central part of this article is devoted to emphasizing
that the superfluid 3He serves as a rich repository of novel
topological quantum phenomena originating from the inter-
twining of symmetries and topologies. In Sec. 4, we provide
a review of the bulk symmetry and topology of the B-, A-,
and planar phases, where we introduce topological invariants
relevant to their phases, the three-dimensional winding num-
ber, the first Chern number in a sliced momentum plane, and
the bulk Z2 topological number. We also discuss the pecu-
liarities of surface Andreev bound states in 3He-B as helical
Majorana fermions by explicitly solving the Bogoliubov-de
Gennes (BdG) equation.
Section 5 is devoted to the topology, symmetry, and con-
sequences of the superfluid 3He confined in a restricted
geometry. We start to summarize numerous efforts toward
understanding the superfluid and quasiparticle structures in
confined 3He on the basis of the Ginzburg-Landau (GL)
and quasiclassical theories. Subsequently, we overview the
symmetry-protected topological BI, nontopological BII, A-,
and planar phases in a restricted geometry. We emphasize here
the essential roles of additional discrete symmetries, P2 and
P3,
Pˆ2 = Tˆ Mˆ, Pˆ3 = Tˆ Cˆ
(J)
2 , (1)
whose actions are depicted in Fig. 2. Here, Tˆ , Mˆ, and Cˆ(J)2
denote the operators of the time inversion, mirror reflection,
and the joint pi rotation of spin and orbital spaces, respec-
tively. The essential roles of the P3 and P2 symmetries in
topological superfluidity and Majorana fermions were first
unveiled in Ref. 24 for the superfluid 3He confined to a re-
stricted geometry and in Ref. 83 for quasi-one-dimensional
spin-orbit-coupled Fermi gases, respectively. The topologi-
cal phase transition between BI and BII is accompanied by
the anomalous enhancement of the surface spin susceptibility,
which is a hallmark of the mass acquisition of surface heli-
cal Majorana fermions. In Sec. 5.3, we discuss the underlying
physics of such anomalous magnetic response of the surface
states in the light of emergent odd-frequency pairing ampli-
tudes. In Sec. 5.4, we also provide a brief summary on the
recent progress in the observations of surface-bound state in
the superfluid 3He-B.
Fig. 2. (Color online) Schematic images of the action of discrete rotations:
Mirror reflection Mˆ for Pˆ2 = Tˆ Mˆ and the magnetic pi-rotation Cˆ
(J)
2 for Pˆ3 =
Tˆ Cˆ(J)2 .
Helical and chiral Majorana fermions bound to the sur-
face of 3He-B and A carry macroscopic spin and mass cur-
rent. In relation to a longstanding issue on the intrinsic an-
gular momentum paradox in 3He-A, we briefly review such
a macroscopic current in Sec. 6. In Sec. 7, we summarize
the possible types of topological excitations in 3He-A and B
associated with the order parameter manifold, and overview
recent progress in the understanding of symmetry-protected
Majorana fermions bound to such topological defects, sin-
gular and continuous vortices. Section 8 is devoted to shar-
ing the current status of our knowledge on possible can-
didates of topological crystalline superconductors, such as
the heavy-fermion superconductor UPt3 and superconduct-
ing doped topological insulators, in connection with 3He. In
Sec. 9, we provide a summary and give some prospects on
searching for topological superfluidity and exotic quasiparti-
cles in 3He.
Throughout this paper, we set ~ = kB = 1 and the repeated
Greek (Roman) indices imply the sum over x, y, z (spins ↑
and ↓). The Pauli matrices in spin and particle-hole (Nambu)
spaces are denoted by σµ and τµ, respectively.
2. Roles of Symmetries in Topology and Majorana
Fermions
We here summarize the topological properties of BdG
Hamiltonians relevant to superconductors and superfluids. A
general Hamiltonian for spatially uniform superconductors
and superfluids is given by
H = 1
2
∑
k
(
c†k, c
T
−k
)
H(k)
(
ck
c†−k
)
, (2)
where we ignore the constant energy term. In Eq. (2), ck
and c†−k denote a set of N annihilation and creation operators
of fermions with momentum k, respectively. The degrees of
freedom for fermions, N, include the spin, orbital, sublattice
indices, and so on. The BdG Hamiltonian density is given by
H(k) =
(
(k) ∆(k)
−∆∗(−k) −T(−k)
)
, (3)
where the Hamiltonian matrix ε(k) describes the dispersion
of the normal state, which may contain the diagonal elements
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of mean-field approximated self-energies and potentials, and
the N × N gap function ∆(k) satisfies ∆(k) = −∆(−k)T.
It is convenient to parameterize the N × N pair potential
∆(k) with the spin-singlet component ψ(k) = ψ(−k) and the
spin-triplet component dµ(k) = −dµ(−k) as
∆(k) = iσyψ(k) + iσµσydµ(k), (4)
where σµ denotes the Pauli matrices in the spin space. Under
spin rotation, ψ is a scalar, while d(k) behaves as a vector in
three-dimensional space,
U(n, ϕ)iσµσydµ(k)UT(n, ϕ) = iσµσyRµν(nˆ, ϕ)dν(k). (5)
In Eq. (5), the SU(2) matrix, U(nˆ, ϕ) = cos(ϕ/2) −
iσµnˆµ sin(ϕ/2), describes the rotation of a spin matrix about
the nˆ-axis by the angle ϕ, and Rµν denotes the correspond-
ing SO(3) matrix, Rµν(nˆ, ϕ) = cosϕδµ,ν + (1 − cosϕ)nˆµnˆν −
µνηnˆη sinϕ84 (µνη is the Levi-Civita symbol). These two ma-
trices are related to each other through the identity UσνU† =
σµRµν.
The quasiparticle structure in spatially uniform supercon-
ductors and superfluids is obtained by diagonalizing the BdG
Hamiltonian as
H(k)|un(k)〉 = En(k)|un(k)〉, (6)
where the eigenfunction |un(k)〉 satisfies the orthonormal con-
dition 〈un(k)|um(k)〉 = δn,m. The suffix “n” denotes the band
index.
The fundamental discrete symmetries that the Hamiltonian
may preserve are the particle-hole symmetry (PHS), time-
reversal symmetry (TRS), and chiral symmetry,
CH(k)C−1 = −H(−k), (7)
TH(k)T −1 = H(−k), (8)
ΓH(k)Γ−1 = −H(k). (9)
The BdG Hamiltonian in Eq. (3) relevant to superconduc-
tors and superfluids naturally holds the PHS C = τxK with
C2 = 1, where τµ denotes the Pauli matrices in the particle-
hole (Nambu) space and K is the complex conjugation oper-
ator. The TRS for spin-1/2 fermions is given by T = iσyK
with T 2 = −1. The TRS requires the single-particle Hamil-
tonian density to hold the relation, T ε(k)T −1 = ε(−k). The
general form of the pair potential in Eq. (4) holds the TRS,
T∆(k)T −1 = ∆(−k), when ψ(k) and d(k) are real. The chiral
symmetry operator Γ can be uniquely constructed by a com-
bination of PHS and TRS as
Γ = eiαTC, (10)
where α is chosen so as to satisfy Γ2 = +1.
When the BdG Hamiltonian in Eq. (3) maintains an ad-
ditional symmetry, such as spin rotational symmetry, the
2N × 2N BdG Hamiltonian is reduced to N × N BdG Hamil-
tonians in each spin sector, and the reduced Hamiltonian may
hold different types of PHS and TRS,C2 =−1 andT 2 = +1. In
general, band insulators do not have PHS, but they may sup-
port TRS and/or chiral symmetry. Hence, Bloch-BdG Hamil-
tonians for insulators and superconductors can be classified
into ten symmetry classes in terms of the presence (±1) and
absence (0) of these fundamental discrete symmetries, which
are called the Altland-Zirnbauer symmetry classes.
The discrete symmetries introduced above impose the sym-
metric relation on the eigenstates of H(k). First, the PHS
in Eq. (8) ensures that there is a one-to-one correspondence
between the positive and negative energy states, where the
quasiparticle state with En(k) > 0 is associated with that with
−En(−k) through the relation
|u−E(k)〉 = C|uE(−k)〉. (11)
In addition, the quasiparticle states are twofold degenerate as
a consequence of the TRS with T 2 = −1 in Eq. (9), which
form a Kramers pair,
|un(k)〉 = T |un(−k)〉. (12)
Here,T flips the spin of the quasiparticle together with chang-
ing the sign of the momentum.
2.1 Topology and symmetries: A pedagogical model
We here overview an essential part of the topological classi-
fication of quantum systems in terms of discrete symmetries.
As the minimal model to capture the relation between topol-
ogy and symmetries, let us consider a 2× 2 BdG Hamiltonian
on the two-dimensional k-space, which is parameterized by
Pauli matrices in the Nambu space as
H(k) = mµ(k)τµ. (13)
The topological properties are intrinsic in the occupied states
of eigenstates, E−(k), and its eigenvector |u−(k)〉. This re-
quires that two bands, E±(k) = ±
√
m2(k), are fully gapped
in the Fermi level for any k. The Hamiltonian is often domi-
nated by one of the mi(k), say, mz(k), at |k| → ∞. The k-space
is identical to the two-sphere S 2 by compactifying the |k|→∞
points to one point, since the eigenvectors |u±(k)〉 is identical
at |k| → ∞.
2.1.1 Chern number and winding number
Chern number.— Let us consider the topological invariant
in the case of d =2, where the k-space is compactified on S 2.
It is well known that the quantum state acquires a phase accu-
mulation when it adiabatically moves along a trajectory in the
k-space. The nontrivial phase accumulation of the occupied
state along the closed loop in the k-space is called the Berry
phase,
γ(C) = i
∮
C
Aµ(k)dkµ. (14)
The integrand Aµ(k) is the vector potential associated with
the U(1) phase,
A = 〈u−|du−〉 = Aµ(k)dkµ, (15)
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which is called the Berry connection. The Berry connection
is not invariant under the gauge transformation: The gauge
transformation, |u−(k)〉 → eiϕ(k)|u−(k)〉, transforms the Berry
connection as Aµ(k)→Aµ(k) + i∂kµϕ(k), where eiϕ(k) is an
arbitrary smooth and single-valued function. Thus, the Berry
phase has an ambiguity of 2pi× integer as γ(C)→ γ(C)+2piN,
where N =
∮
C ∂kµϕ(k)dkµ ∈ Z. Thus, only eiγ(C) is gauge-
invariant.
Another gauge-invariant quantity is obtained by integrating
the Berry curvature F over S 2,
Ch1 =
i
2pi
∫
S 2
F , (16)
which is called the first Chern number or the Thouless-
Kohmoto-den Njis-Nightingale (TKNN) number.1, 2 The
Berry curvature is defined as
F = dA (17)
with the connection 1-form A in Eq. (15). The Chern num-
ber measures the “magnetic flux” of Aµ(k) penetrating the
k-space, or equivalently, the charge of the Dirac monopole
inside S 2. If the Berry connectionAµ(k) is nonsingular in the
entire S 2, the Stokes theorem shows that Ch1 vanishes. This
implies that Ch1 is nonzero only when the connection Aµ(k)
with a fixed gauge has a singularity in S 2 and the Stokes the-
orem is not applicable to the global k-space.
Following the arguments by Kohmoto,2 let us show that the
Chern number (16) is an integer. We start by dividing the mo-
mentum space S 2 into two patches to avoid a singularity, and
the gauge in each patch is chosen so that Aµ(k) is a single-
valued smooth function. S 2 is covered by two neighborhoods
S I and S II, which are defined as the northern and southern
hemispheres, respectively: S I ≡ {k ∈ S 2|0≤ θk ≤ pi/2 + δ} and
S II ≡ {k ∈ S 2|pi/2 − δ ≤ θk ≤ pi} with an arbitrary small con-
stant δ. Let S I be the region where the wave function |u(I)− (k)〉
is well-defined. However, |u(I)− (k)〉 may have a singularity in
the region S II. Then, we introduce |u(II)− (k)〉 as the U(1) gauge
transformation of |u−(k)〉, which is a smooth function in the
region S II. In the overlap region S I ∩ S II, since the two eigen-
vectors must be smoothly connected to each other, we define
the function g that glues two eigenvectors as
g(k) = 〈u(II)− (k)|u(I)− (k)〉 = eiχ(k). (18)
In other words, two eigenvectors that are well-defined in S I
and S II are linked to each other in the overlap region by the
U(1) gauge transformation, |u(II)− (k)〉 = eiχ(k)|u(I)− (k)〉. At the
boundary, the gluing function g transforms the connection
A(I)µ in S I toA(II)µ in S II as
A(II)µ = A(I)µ + i∂kµχ(k). (19)
To evaluate the Chern number, we separate the integration
of Eq. (16) to each hemisphere S I and S II and utilize the
Stokes theorem. Then, the integral of Eq. (16) is recast into
i
2pi
[∮
CA(I)µ dkµ −
∮
CA(II)µ dkµ
]
, where the loop C denotes the
boundary between S I and S II, i.e., the equator on S 2. The
gauge transformation in Eq. (19) and the single-valuedness
of the eigenvector on C require the Chern number to be an
integer value,
Ch1 =
1
2pi
∮
C
∇χ(k) · dk ∈ Z. (20)
Equation (20) indicates that the Chern number can be re-
garded as the winding number of the U(1) gauge transforma-
tion on the boundary of patches in which the wavefunctions
are smoothly defined.
Bulk-edge correspondence.— It is now worth mentioning
that the Chern number gives two important consequences:
Quantization of transport quantities and bulk-edge corre-
spondence. Both consequences of the nontrivial Chern num-
ber were first unveiled in quantum Hall systems. Using the
Nakano-Kubo formula, TKNN1, 2 clarified that the Hall con-
ductivity σH of two-dimensional electrons under a magnetic
field can be written as the first Chern number Ch1 of the U(1)
bundle over the magnetic Brillouin zone as σH = (e2/h)Ch1
(h is Planck’s constant). On the other hand, it was eluci-
dated by Halperin85 that, if the system has a boundary, gap-
less edge states appear whose wave functions are localized
at the boundary. The gapless edge states are essential for the
nontrivial transport of the quantized Hall current. He found
that there are nedge branches of gapless edge states propagat-
ing along the circumference of the bulk insulator when the
(nedge − 1)th Landau level is occupied. This gives an alterna-
tive explanation of the quantized Hall conductance in terms
of the number of gapless edge states as σH = (e2/h)nedge.
A direct connection between these two different interpreta-
tions of the Hall conductance was given by Hatsugai.3, 4 Using
a tight-binding model, Hatsugai showed that the number of
gapless edge states should be the same as the nontrivial Chern
number, nedge =Ch1. This leads to the important consequence
that, if the bulk has a nontrivial Chern number, corresponding
gapless states appear on the boundary.
Such a relation between the bulk topological number and
the boundary gapless state is known as the bulk-edge corre-
spondence. Recently, this correspondence has been extended
to more general systems. Qi et al.86 proved the correspon-
dence between the bulk topological number and the edge
states in two-dimensional insulators with the twisted bound-
ary condition.87 Fukui et al.88 revisited the bulk-edge corre-
spondence in the light of the index theorem for time-reversal-
broken topological insulators. Teo and Kane89 and Sato et
al.90 also provided a proof of the bulk-boundary correspon-
dence for a class of insulators and superconductors. The topo-
logical invariant and the bulk-edge correspondence were also
formulated for more generic systems by Volovik16 and Essin
and Gurarie91 on the basis of the Green’s function formalism
by Matsuyama, Ishikawa, and Volovik.16, 92–94
Winding number.— In general, the topological classifica-
tion of band insulators and superconductors is provided by a
homotopy of mappings from a base space defined by k ∈ S d
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(for d dimensions) to a target space ofH(k),M.95 If the maps
are smoothly connected to each other without closing the en-
ergy gap, they are in the same topological phase, but if not,
they are in topologically different phases.
For superconductors, the target space is spanned by the set
of eigenvectors |un(k)〉 in Eq. (6). Since we suppose that occu-
pied bands with En<0 are separated by a bulk excitation gap
from positive energy states, the energy levels can be flattened
by continuously transformingH(k) to the Q-matrix,8
Q(k)=
∑
En>0
|un(k)〉〈un(k)| −
∑
En<0
|un(k)〉〈un(k)|. (21)
The Q-matrix satisfies the conditions Q2(k) = +1 and
Q†(k) = Q(k). All the positive (negative) eigenvalues ofH(k)
are replaced by +1 (−1). The state |un(k)〉 is a simultaneous
eigenvector of H(k) and Q(k), and the Q-matrix retains the
symmetries held by the BdG Hamiltonian. Therefore, the Q-
matrix can be regarded as the mapping of S d → M, and the
set of mappings is represented by the homotopy group pi2(M).
For the 2 × 2 BdG Hamiltonian in two dimensions (N =
d = 2), therefore, the Q-matrix can be regarded as the map-
ping of S 2 → M, and the set of mappings is represented
by the homotopy group pi2(M). The flattened Hamiltonian Q
is diagonalized by using the unitary matrix U(k) ∈ U(2) as
Q(k) = U(k)ΛU†(k), where Λ≡ diag(+1,−1). Since the occu-
pied and empty states are invariant under the U(1) symmetry,
the matrix U(k) is uniquely determined up to an element of
U(1) × U(1). Therefore, the set of eigenvectors, or equiva-
lently, the flattened Hamiltonian, constitutes the space
M = U(2)/[U(1) × U(1)] = S 2. (22)
The homotopy group of the topological space provides the
equivalence classes that can be continuously deformed into
one another without closing the energy gap. For the case of
two dimensions, the homotopy group is nontrivial, pi2(M) =
pi2(S 2) = Z. The nontrivial homotopy group, pi2(S 2) = Z, en-
ables one to introduce a topological invariant, i.e., the wind-
ing number w2d that characterizes the mapping from S 2 to
the target space S 2. For the Hamiltonian (13), the flattened
Hamiltonian Q(k) is expressed by the two-dimensional spinor
mˆµ(k)=mµ(k)/|m(k)| as
Q(k) = mˆµ(k)τµ, (23)
which spans the topological space S 2. The target space is thus
parameterized with two variables θ ∈ [0, pi] and φ ∈ [0, 2pi],
where mˆµ(k) = [cos φ(k) sin θ(k), sin φ(k) sin θ(k), cos θ(k)].
These variables define the images of the k-space onto the tar-
get space M = S 2, where the surface element of S 2 is given
by dω = sin θdθ∧ dφ. The winding number that characterizes
the map of S 2 7→ S 2 is given by w2d = 14pi
∫
S 2 dω, which is
recast into
w2d = − 18pi
∫
d2k i jlmˆi(k)∂kx mˆ j(k)∂ky mˆl(k). (24)
This determines how much the target space warps the two-
dimensional momentum space. The nontrivial winding num-
ber w2d implies that a two-dimensional skyrmion texture of mˆ
emerges in the momentum space.16, 96
It is remarkable that the two-dimensional winding number
is equivalent to the first Chern number. First, we notice that
the unit vector mˆ(k) is associated with the Berry connection
Aµ(k) as µν∂kµAν(k) = − 14 µν i jlmˆi(k)∂kµmˆ j(k)∂kνmˆl(k).97
By using this relation, the first Chern number turns out to be
equivalent to the winding number,
Ch1 = w2d. (25)
In Sec. 3, we will share the topological aspect of a spin-
polarized chiral p-wave superconducting state as a specific
model having nontrivial w2d =Ch1.
2.1.2 Topology subject to discrete symmetries
Naively, any one-dimensional closed loop S 1 cannot cover
the target space S 2. Thus, a generic 2 × 2 Hamiltonian in one
dimension cannot provide a stable topological structure. How-
ever, discrete symmetries of H in Eq. (3) impose strong con-
straints on the spinor mˆ, and thus nontrivial topological num-
bers can be introduced even in one dimension, as illustrated
below.
Particle-hole symmetry C2 = +1 (class D).— Let us first
suppose that the minimal Hamiltonian (13) holds the PHS
C = τxK (C2 = +1). The operation of PHS changes the
spinor mˆ(k) to [−mˆx(−k),−mˆy(−k), mˆz(−k)]. For the momen-
tum space characterized by S 2, there are two particle-hole in-
variant momenta, k= 0 and |k| = ∞, where the infinite points
are identical to a single point. At the particle-hole invariant
momenta, the spinor mˆ must point to the north or south pole
on S 2. Therefore, we have two different situations: One is that
the spinors mˆ at k = 0 and |k| = ∞ point in the same direction,
mˆz(0) = mˆz(∞), (26)
and the other is that they point in opposite directions,
mˆz(0) = −mˆz(∞). (27)
The corresponding two trajectories of mˆ are not deformable to
each other, as illustrated in Fig. 3. These two situations define
trivial and nontrivial Z2 topological phases, respectively.
It is worth mentioning that for C2 =−1, which is relevant to
spin-singlet superconductors, the PHS imposes the constraint
mµ(k) = mµ(−k). Hence, the corresponding trajectory of mˆ is
always Z2 trivial.
We now present an explicit form of the Z2 number in the
above. We first notice that the Berry phase γ in Eq. (14) is not
invariant under gauge transformation, and the gauge transfor-
mation |un(k)〉 7→eiϕ(r)|un(k)〉 shifts the value of γ as5
γ 7→ γ − 2pi × (integer). (28)
Therefore, the Berry phase can be set in the range of 0≤ γ <
2pi.
Qi et al.98 showed that the PHS discretizes the Berry
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Fig. 3. (Color online) Target spaces M subject to discrete symmetries T
and C. Possible trajectories of mˆ onM with C2 =+1 are also depicted.
phase γ/pi to an integer: The PHS links the Berry cur-
vature constructed from the occupied states, A(−)i ≡〈u−(k)|∂ki u−(k)〉, to that constructed from the empty states,
A(+)i ≡ 〈u+(k)|∂ki u+(k)〉, as A(−)i (−k) = −A(+)∗i (−k). There-
fore, the Berry phase is recast into γ= i2
∑
±
∫
S 1
dkiA(±)i (k),
ν ≡ γ
pi
=
i
2pi
∫
S 1
trA, (29)
where trA = ∑±〈u±(k)|∂ki u±(k)〉dki = tr[U†(k)∂kU(k)]dk.
We also notice that the Berry curvature is expressed in
terms of the 2 × 2 unitary matrix U(k), where UT(k) =
(|u−(k)〉, |u+(k)〉). The quantity ν is then reduced to
ν =
i
2pi
∫
dkitr
[
U†(k)∂ki U(k)
]
=
i
2pi
∫
dki∂ki ln det U(k).
(30)
Since the determinant of the unitary matrix U(k) is written as
detU(k) = eiχ(k), the integral (30) can be evaluated as ν =∫
dk∂kχ(k)/2pi. Because detU(k) is a single-valued function
on S 1, we have
ν ∈ Z mod 2, (31)
which provides an analytic expression for the Z2 number.
Here, the mod 2 ambiguity comes from the gauge ambiguity
of the Berry phase (28).
The Z2 number is related to the first Chern number Ch1 by
the dimensional reduction. Consider Ch1 defined for the BdG
Hamiltonian H(k1, k2) on S 2. Then the dimensional reduced
Hamiltonian H(k1, 0) with PHS defines a Z2 number ν (here,
note that the Z2 number forH(k1,∞) is trivial). The Z2 num-
ber is found to have the same parity as the Chern number as
(−1)ν = (−1)Ch1 . (32)
The Z2 number is applied to full-gapped spin-triplet and odd-
parity superconductors without or with time-reversal invari-
ance. In Refs. 14 and 99, Sato revealed the intrinsic connec-
tion between their topological phases and the Fermi surface
structures in the normal states. The efficient calculation com-
bined with the first Chern number and winding number suc-
ceeded in uncovering the intrinsic relations between the Fermi
surface topology and the gapless surface states in the super-
conducting states.
Winding number for chiral symmetric classes.— When
the Hamiltonian holds the chiral symmetry (9), another one-
dimensional topological invariant can be defined as a winding
number of the Q-matrix. To be specific, let us consider the
2 × 2 Hamiltonian that holds TRS (T = K), PHS (C = τxK),
and the chiral symmetry Γ =CT = τx, which belongs to class
BDI in Table I. This represents the Hamiltonian for a time-
reversal-invariant superconductor with conserved S z.
It turns out that T 2 = +1 and C2 = +1 change the spinor
mˆ(k) to [−mˆx(k), mˆy(k), mˆz(k)], and thus they impose a con-
straint onM that mˆx must vanish for ∀k. As shown in Fig. 3,
the target space M reduces to S 1 and is parameterized with
φ ∈ [0, 2pi] as mˆ(k) ≡ [mˆ1(k), mˆ2(k)] = [cos φ(k), sin φ(k)],
where we set m1 = my and m2 = mz. The mapping of the one-
dimensional k-space S 1 to M = S 1 is characterized by the
fundamental group pi1(S 1) = Z and the relevant topological
invariant is the one-dimensional winding number
w1d =
1
2pi
∫
S 1
dφ = − 1
2pi
∫ ∞
−∞
 i jmˆi(k)∂kmˆ j(k)dk, (33)
where we use dφ =  i jmˆi∂kmˆ jdk (i, j = 1, 2). The integral is
simplified to the sum at k0 that satisfies ε(k0)=0,5, 14, 90
w1d = −12
∑
k0
sgn[∆(k)]sgn[∂kε(k)] ∈ Z. (34)
As mentioned in Sec. 2.2, the winding number is also rewrit-
ten in terms of the Q-matrix. The index theorem for chiral
symmetric classes with w1d is discussed in Sec. 2.1.3.
The Z2 topological number in Eq. (29) remains well-
defined in chiral symmetric classes as long as C2 = +1 is
maintained. We note that the parity of the winding number
coincides with the Z2 number
(−1)ν = (−1)w1d . (35)
This implies that w1d can be nonzero even when ν is trivial but
the opposite is not true in the symmetry class with C2 =+1 and
T 2 = +1. Therefore, the actual number of zero-energy states
is determined by w1d unless the TRS is broken. Once the TRS
is broken, however, ν in Eq. (29) determines the topological
stability of the gapless states.
This winding number w1d was first introduced in a differ-
ent context by Wen and Zee100 for the topological stability of
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bulk gapless excitations of an electron-hopping Hamiltonian
in a magnetic field, H = ∑i j ti jc†i c jui j. It can be proven that
w1d is a topological invariant, implying that w1d is invariant
under any continuous deformation ofH without breaking the
chiral symmetry (9). Using the winding number, Sato and Fu-
jimoto uncovered the nontrivial topological properties of non-
centrosymmetric superconductors under a spatially uniform
magnetic field.101 The winding number is now widely applied
to reveal the topological aspects of various systems (see for
example, Refs. 5 and 78).
2.1.3 Index theorem for chiral symmetric systems
Following Ref. 90, we briefly mention the index theorem
and bulk-edge correspondence for chiral symmetric systems
with w1d, which connect the winding number to the number
of zero-energy states bound at the edge of the system. First of
all, let |v±n (k)〉 be an eigenstate ofH2(k),
H2(k) |vn(k)〉 = E2n |vn(k)〉 . (36)
Then, there exists a one-to-one correspondence between the
eigenstates |un(k)〉 and |vn(k)〉.90 For a finite-energy state
E2n , 0, the eigenvector |vn(k)〉 is associated with the eigen-
state of H(k) as |un(k)〉 = c(H(k) + En)|vn(k)〉 for (H(k) +
En)|vn(k)〉 , 0 and as |un(k)〉 = Γ|vn(k)〉 for (H(k) +
En)|vn(k)〉 = 0, where c is the normalization constant. For
the zero-energy state, one finds |u0(k)〉 = |v0(k)〉.
The chiral symmetry ensures that the chiral operator Γ is
commutable withH2(k),
[Γ,H2(k)] = 0. (37)
This indicates that |vn(k)〉 is the simultaneous eigenstate of Γ
andH2(k),
Γ|v±n (k)〉 = ±|v±n (k)〉. (38)
It turns out that the eigenvector |v+n (k)〉 is constructed from the
counterpart |v−n (k)〉 as
|v+n (k)〉 = c′H(k)|v−n (k)〉, (39)
for E2n , 0, where c
′ is the normalization constant. Hence, the
eigenstate with E2n , 0 forms a chiral pair, where the quasi-
particle with the chirality Γ = +1 is always paired with the
quasiparticle with the opposite chirality Γ = −1.
For zero-energy states, however, the solution does not form
a pair in general since the right-hand side of Eq. (39) vanishes.
Although they are eigenstates of Γ, the number of zero-energy
states with Γ = +1, n+, is not the same as the number of Γ =
−1 zero-energy states, n−. As proved in Ref. 90, the nonzero
value of w1d in Eq. (34) is identical to the difference in the
number of zero-energy states in each chiral subsector,
|w1d| = |n− − n+|. (40)
Hence, at least |w1d| zero-energy states exist as long as the
chiral symmetry is preserved.
2.2 The basic concept of topological classification
The basic idea in the pedagogical model can be general-
ized to any number of dimensions. The topological classifi-
cation subject to the Altland Zirnbauer symmetries was first
introduced by Schnyder et al..8 The random matrices of Bloch
and BdG Hamiltonians are categorized to the tenfold way and
their topological properties are characterized by 0, Z, Z2, de-
pending on the symmetry classes and the momentum dimen-
sion d. Subsequently, Kitaev,10 based on an elegant mathe-
matical framework, the Clifford algebra and K-theory, gener-
alized the topological classification with Bott periodicity. The
periodic topological table was obtained for any momentum
dimension, which is found to be mod 2 or mod 8.10, 11
The periodic topological table was further extended by Teo
and Kane89 to Bloch and BdG Hamiltonians with topological
defects, including edge, surface, vortices, dislocations, and so
forth. Such defects induce spatial gradient in the phase and
amplitude of pair potentials. We present in Table I the peri-
odic topological table of Bloch and BdG Hamiltonians with
the Altland Zirnbauer symmetries, where δ = d − D is the
difference between the momentum dimension d and the di-
mension D of the surface enclosing the topological defect.
To accomplish the topological classification of Hamiltoni-
ans with topological defects, Teo and Kane89 started with the
semiclassical approximation where the Hamiltonian varies
slowly in the real-space coordinate. Then, the spatial modula-
tion due to a topological defect can be considered as adiabatic
changes in the Hamiltonian as a function of the real-space
coordinate surrounding the defect, R= (R1,R2, · · · ,RD). The
Hamiltonian is obtained in the base space, (k, R), as16, 20, 89
H(k, R). (41)
The momentum k is defined in the d-dimensional Brillouin
zone and the real-space coordinate R is characterized by the
D-dimensional sphere S D surrounding the defect. Hence, the
base space is T d × S D, where T d is a d-torus. Without losing
generality, however, we here consider a simple space S d+D
rather than the exact base space. The choice of S d+D misses
“weak” topological indices. As pointed out in Refs. 89 and
20, however, “weak” topological invariants can be obtained
as “strong” topological invariants in lower dimensions.
The semiclassical approximation with classical variables
(k, R) is valid when the characteristic length scale of the spa-
tial inhomogeneity is sufficiently longer than that of the quan-
tum coherence. While a realistic Hamiltonian does not always
satisfy this semiclassical condition, the full quantum Hamilto-
nian can be smoothly deformed into the semiclassical Hamil-
tonian H(k, R) while maintaining the bulk gap and symme-
tries of the system. This implies that zero energy states in the
semiclassical H(k, R) survive in the full quantum Hamilto-
nian.
The classifying space of H(k, R) is spanned by the set of
eigenvectors |un(k, R)〉, which are given by solving the BdG
8
s AZ class TRS PHS CS δ = 0 δ = 1 δ = 2 δ = 3 δ = 4 δ = 5 δ = 6 δ = 7
0 A 0 0 0 Z 0 Z 0 Z 0 Z 0
1 AIII 0 0 1 0 Z 0 Z 0 Z 0 Z
0 AI 1 0 0 Z 0 0 0 2Z 0 Z2 Z2
1 BDI 1 1 1 Z2 Z 0 0 0 2Z 0 Z2
2 D 0 1 0 Z2 Z2 Z 0 0 0 2Z 0
3 DIII −1 1 1 0 Z2 Z2 Z 0 0 0 2Z
4 AII −1 0 0 2Z 0 Z2 Z2 Z 0 0 0
5 CII −1 −1 1 0 2Z 0 Z2 Z2 Z 0 0
6 C 0 −1 0 0 0 2Z 0 Z2 Z2 Z 0
7 CI 1 −1 1 0 0 0 2Z 0 Z2 Z2 Z
Table I. Periodic table for the classification of BdG and Bloch Hamiltonians with a topological defect, H(k, R), subject to the time-reversal symmetry
(TRS), the particle-hole symmetry (PHS), and the chiral symmetry (CS).89 The second column gives the names of the Altland-Zirnbauer (AZ) classes and
third and fourth columns indicate the absence (0) or presence (C2 =±1, T 2 =±1, and Γ2 = 1) of PHS, TRS, and CS, respectively. The other columns list the
topological class of quantum ground states in relative dimensions δ = d − D. The topologically nontrivial class is characterized by Z (integer) or Z2 ({0, 1}).
When additional discrete symmetries are absent, the classes D and DIII host chiral and helical Majorana fermions.
equation
H(k, R)|un(k, R)〉 = En(k, R)|un(k, R)〉. (42)
For fully gapped superconductors and superfluids, occupied
bands with En<0 are separated by a bulk excitation gap from
positive energy states, and thus H(k, R) can be flattened into
the Q-matrix, Q(k, R), in the same manner as Eq. (21). The
state |un(k, R)〉 is a simultaneous eigenvector of H(k, R) and
Q(k, R), and the Q-matrix retains the symmetries held by the
BdG Hamiltonian. The Q-matrix is the projector that maps
the base space (k, R) onto the target space M spanned by
|un(k, R)〉.
The basic idea of the topological classification is provided
by the homotopy of mappings from a base space defined by
(k, R) ∈ S d+D to the classifying space of Q(k, R), M, sub-
ject to a set of discrete symmetries. If the maps are smoothly
connected to each other, they belong to the same topological
phase, but if not, they are in topologically different phases.
For generic Hamiltonians having N occupied and M empty
bands, the target space is the complex Grassmannian M =
GM,N+M(C)=U(N + M)/[U(N)×U(M)], and the relevant ho-
motopy group is pid+D(M), which is Z for d + D = 2n and
0 for d + D = 2n + 1. The topological invariant associated
with pi2n(GM,N+M(C)) in 2n dimensions is the nth Chern num-
ber20, 89, 102
Chn =
1
n!
∫
S d×S D
tr
(
iF
2pi
)n
∈ Z, (43)
where the Berry curvature F is generally defined as F =
dA + A ∧ A with the Berry connection A constructed
from occupied bands. The n-th Chern number relevant to
pi2n(GM,N+M(C)) is the generalization of the first Chern num-
ber in Sec. 2.1.1. The Z topological numbers in 2n dimen-
sions in Table I are given by the n-th Chern number, although
for real Hamiltonians (AI, AII, D, and C classes), the Chern
number is subject to discrete symmetries such as TRS and
PHS.
When the Hamiltonian holds the chiral symmetry (9), the
Chern number must vanish, Chn = 0. For chiral symmet-
ric Hamiltonians, however, the target space M is reduced
to U(n), and another Z topological invariant can be defined
in the same manner as in Sec. 2.1.2. The mapping relevant
to pi2n+1(U(n)) = Z is characterized by the winding number
w2n+1,
w2n+1 =
(−1)nn!
2(2pii)n+1(2n + 1)!
∫
S d×S D
tr[ΓQdQ†]2n+1, (44)
where 2n + 1≡d + D. By using the Hamiltonian, the winding
number is recast into
w2n+1 =
n!
2(2pii)n+1(2n + 1)!
∫
S d×S D
trΓ(H−1dH)2n+1. (45)
The winding number for n = 0 is reduced to Eq. (33). An
alternative expression for the winding number in terms of the
Green’s function is given by Volovik.16
The winding number characterizes the nontrivial topologi-
cal properties of class AIII in odd dimensions, while it is sub-
ject to discrete symmetries in real chiral symmetric classes
(BDI, DIII, CI, and CII). One of the remarkable consequences
shown in Table I is that the bulk superfluid 3He-B is a promis-
ing candidate for three-dimensional time-reversal-invariant
topological superfluids, which is categorized into class DIII.
The bulk topological superfluid is accompanied by helical
Majorana fermions bound to the surface. The detailed topo-
logical properties will be discussed in Sec. 4.
In Table I, the Z topological invariants for δ=2n and 2n + 1
are given by Chn in Eq. (43) and w2n+1 in Eq. (45), respec-
tively. For real nonchiral classes with (s, δ) = (2n + 2, 2n + 1)
(n ≥ 0), the Z2 topological invariant is given by the integral
of the Chern-Simons form over the base space as20
ν2n+1 =
2
(n + 1)!
( i
2pi
)n+1 ∫
S d+D
CS2n+1 ∈ Z mod 2, (46)
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when the dimension of the base space is d + D=2n + 1. Here,
the Chern-Simons 1- and 3-forms are given by
CS1 = trA, CS3 = tr
(
AdA + 2
3
A3
)
. (47)
The Z2 Chern-Simons number can also be interpreted as the
dimensional reduction of Chn+1 in (2n + 2) dimensions.98 As
discussed below, the Z2 topological number associated with
the Chern-Simons form describes the nontrivial topological
properties of class D topological superconductors with a vor-
tex. This Z2 number is a generalization of Eq. (29).
The other Z2 numbers can be defined under a constraint of
the TRS. This was first introduced for band insulators by Fu
and Kane103 in the context of time-reversal polarization anal-
ogous to Berry’s phase formulation of the charge polarization.
When the original Hamiltonian maintains discrete symme-
tries such as crystalline symmetries and P2 and P3 symme-
tries [see Eq. (1) and Fig. 2], the base and classifying spaces
are subject to additional symmetries. Let us assume that
the normal state holds the mirror symmetry Mε(k, R)M† =
ε(kM, RM). Here, we define the operator M = i(σ · oˆ) that de-
notes the mirror reflection in the plane perpendicular to the oˆ-
axis. The mirror operator changes the spinσ→ −σ+2oˆ(σ· oˆ),
the momentum k → kM = k − 2oˆ(k · oˆ), and the coordinate
R → RM = R − 2oˆ(R · oˆ). Then, the mirror operator in the
Nambu space, M ≡ diag(M,M∗), acts on the BdG Hamilto-
nian as
MH(k, R)M† = H(kM, RM) (48)
when M∆(k, R)MT = ∆(kM, RM) is satisfied. Next, we sup-
pose that the single-particle energy and the pair potential are
invariant under the joint spin-orbit rotation about the aˆ-axis by
the angle ϕ = pi, US (aˆ, pi)ε(k, R)U†S (aˆ, pi) = ε(R
(L)k,R(L)R)
and US (aˆ, pi)∆(k, R)UTS (aˆ, pi) = ∆(R
(L)k,R(L)R), where US
denotes the SU(2) rotation matrix associated with the SO(3)
rotation matrix R(L). The BdG Hamiltonian then has the rota-
tion symmetry forUS = diag(US ,U∗S ),
US (aˆ, pi)H(k, R)U†S (aˆ, pi) = H(kM, RM). (49)
The P2 and P3 symmetries introduced in Eq. (1) (see also
Fig. 2) are defined as a combination of these symmetry op-
erators with the time-reversal operator as
P2 = TM, P3 = TUS . (50)
For aˆ = oˆ, the combination of P2 and P3 symmetries defines
the P1 symmetry, which is a combination of the inversion
and discrete U(1) phase rotation operators. It is remarkable
to notice that, even if each symmetry is broken, the combined
symmetries, P2 and P3, may be maintained and responsible
for topological invariants. Since all these additional symme-
tries flippes the coordinate and momentum spaces, they im-
pose constraints on both base and target spaces.
Fu17 introduced a concept of topological crystalline insu-
lators, where the nontrivial topology of band insulators can
be protected by some crystalline symmetries. Using this con-
cept, Hsieh et al.104 predicted that SnTe possesses gapless
surface states protected by the mirror Chern number defined
on a mirror-invariant plane in the Brillouin zone that satis-
fies k = kM. In the superfluid
3He under a magnetic field,
Mizushima et al.24 demonstrated the existence of a new topo-
logical phase that is protected by the P3 symmetry, a combi-
nation of the time-reversal operation T and the magnetic pi-
rotation. The topology of the bulk 3He-B is characterized by
the homotopy group pi3(M = S 3) = Z, while the B phase un-
der a magnetic field possesses the P3 symmetry which reduces
both the base and target spaces to S 3 → S 1. Other examples
of symmetry-protected topological superfluids and supercon-
ductors are an array of one-dimensional spin-orbit-coupled
Fermi gases and a superconducting nanowire.83, 105, 106 The
topological phase becomes nontrivial when the P2 symme-
try, a combination of T and mirror reflection symmetry, is
maintained.
The Altland-Zirnbauer classification of topological band
insulators and superconductors was extended by Chiu et al.18
to include additional reflection symmetry. Morimoto and Fu-
rusaki19 developed a systematic method based on the rep-
resentation theory of Clifford algebras and K-theory. Us-
ing this mathematical framework, Shiozaki and Sato20 pro-
posed a complete classification of topological phases and de-
fects for noninteracting fermions in the presence of additional
order-two symmetry. In addition to the Bott periodicity, they
found periodicity in the number of flipped coordinates under
the additional symmetry. Further topological classifications
were accomplished by several authors.7, 21–23 In Sec. 2.3, 5,
and 7, we clarify the roles of additional order-two symme-
try on the topological superfluidity and Majorana fermions
in 3He. This includes 3He-B protected by the P3 symmetry,
the P2-symmetry-protected planar phase, and the 3He-A thin
film protected by mirror reflection symmetry. Furthermore,
it has been discussed that additional order-two symmetries
play a crucial role in the characteristic features of Majorana
fermions.20, 24–30 The details are described in Sec. 2.3.2, 2.3.3,
and 7.5.
2.3 Majorana fermion and non-Abelian statistics
In relativistic field theory, self-conjugate Dirac fermions
are called Majorana fermions. They are represented by the
quantized field Ψ that satisfies the constraint of the self-
charge-conjugation,.107–111
Ψ(r) = CΨ(r). (51)
The self-charge conjugation relation (51) for Majorana
fermions is satisfied only when the antiunitary particle-hole
(or charge conjugation) operator C is
C2 = +1. (52)
As mentioned above, the condition (52) can be fulfilled by
odd-parity superconductors and superfluids. In spin-singlet
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even-parity superconductors without spin-orbit coupling, the
pair potential ∆(k) is always invariant under the spin rotation,
and the particle-hole operator is given by C2 =−1, which can-
not satisfy Eq. (51) and cannot be Majorana fermions. The
presence of a strong spin-orbit interaction, however, may mix
the spin-singlet and triplet pairings, which enable even spin
singlet superconductors to host Majorana fermions.101, 112, 113
To capture the consequences of Majorana fermions, we ex-
pand the quantized field Ψ in terms of the energy eigenstates.
The energy eigenstates are generally obtained by diagonaliz-
ing the mean-field approximated Hamiltonian in the coordi-
nate space, H = ∫ dr1 ∫ dr2Ψ†(r1)H(r1, r2)Ψ(r2). The en-
ergy eigenstates are determined using the BdG equation,∫
dr2H(r1, r2)ϕE(r2) = EϕE(r1). (53)
As shown in Eq. (8), the BdG Hamiltonian density holds PHS,
CH(r1, r2)C−1 = −H(r1, r2), and thus the eigenstates may
satisfy
ϕE(r) = Cϕ−E(r). (54)
When the BdG Hamiltonian has no zero-energy eigenstates,
Ψ is in general expanded in terms of the positive and negative
energy states as Ψ(r) =
∑
E>0
[
ϕE(r)ηE + ϕ−E(r)η−E
]
. The
PHS in Eq. (8) ensures the one-to-one correspondence be-
tween negative and positive energy eigenstates, i.e., ϕ−E(r) =
CϕE(r). From the orthogonality and completeness relations,∫
drϕ†E(r)ϕE′ (r)=δE,E′ and
∑
E ϕE(r1)ϕ
†
E(r2)=δ(r1 − r2), the
quasiparticle operator ηE>0 satisfies the anticommutation re-
lations, {ηE , η†E′ }=δE,E′ and {ηE , ηE′ } = {η†E , η†E′ }=0. The self-
charge conjugation relation (51) then implies that the quasi-
particle annihilation operator with a positive energy is equiv-
alent to the creation with a negative energy as
ηE = η
†
−E . (55)
Therefore, Ψ in the context of superconductors and superflu-
ids can be expanded only in terms of positive energy states
as
Ψ(r) =
∑
E>0
[
ϕE(r)ηE + CϕE(r)η†E
]
. (56)
Now, let us suppose that n zero-energy states ϕ(a)E=0(r) (a =
1, · · · , n) exist. For topological superconductors, such zero
energy states exist at boundaries or defects such as vortices.
Then, we can rewrite the quantized field Ψ as
Ψ(r) =
n∑
a=1
ϕ(a)0 (r)γ
(a) +
∑
E>0
[
ϕE(r)ηE + CϕE(r)η†E
]
, (57)
where we have used γ(a), instead of ηE=0, to distinguish these
zero modes. Owing to the PHS in Eq. (8), the zero energy
states are composed of equal contributions from the particle-
like and hole-like components of quasiparticles. The self-
conjugate constraint in Eq. (51) imposes the following rela-
tion:
γ(a) = γ(a)†. (58)
Since the zero modes satisfy the self-conjugate constraint,
they are called the Majorana zero modes. The operator of the
Majorana zero modes has the following relation:
γ(a)2 = 1, {γ(a), ηE} = {γ(a), η†E} = 0. (59)
As we discuss below, this unusual relation gives rise to a sig-
nificant feature inherent to the Majorana field.
2.3.1 Majorana fermions: Their basic properties
Density operator.— Let us consider the situation that n
Majorana zero modes exist in a surface or defect of topo-
logical superconductors. The local density operator in the
Nambu space is defined in terms of the field operator (57) as
ρ(r) =Ψ†(r)τzΨ(r)/2. For n Majorana zero modes, it is given
by20
ρ(r) =
1
2
n∑
a,b=1
[
γ(a), γ(b)
]
ϕ(a)†0 (r)ϕ
(b)
0 (r), (60)
where the contributions from quasiparticles with a finite E are
omitted. First, the orthogonality condition of the zero modes
implies that the total density operator of the n Majorana zero
modes vanishes, ∫
drρ(r) = 0. (61)
For n = 1, it is also obvious that the local density operator is
identically zero,
ρ(r) = 0. (62)
This indicates that the Majorana zero modes cannot be cou-
pled to the local density fluctuation and thus are very robust
against nonmagnetic impurities.
The local density operator of n Majorana zero modes is not
necessarily zero when n ≥ 2. Nevertheless, an additional an-
tiunitary symmetry can protect the characteristic feature in
Eq. (62) even for n ≥ 2. For instance, if the system holds
TRS, the zero-energy modes form Kramers pairs. If a single
Kramers pair exits, the local density operator is identically
zero.13, 20
Fermion parity.— In the case that two Majorana zero
modes exist (n = 2), the minimal representation of the al-
gebra in Eq. (59) is two-dimensional. The two-dimensional
representation is built up by defining the new fermion opera-
tors c and c† as
c =
1√
2
(γ(1) + iγ(2)), c† =
1√
2
(γ(1) − iγ(2)). (63)
It is obvious that this complex fermion operator obeys the
standard anticommutation relations, {c, c†} = 1 and {c, c} =
{c†, c†} = 0. The two degenerate vacuums |±〉 are defined as
the eigenstates of the fermion parity. We here assume |+〉 (|−〉)
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to be the empty (occupied) state of the complex fermion,
c|−〉 = c†|+〉 = 0. (64)
The state |+〉 (|−〉) has even (odd) fermion parity. Two Hilbert
spaces are now spanned by using the vacuum state |±〉 and ex-
cited states that are constructed as η†Eη
†
E′η
†
E′′ · · · |±〉. The com-
plex zero mode operators c and c† connect two Hilbert spaces
with different parities as
c|+〉 = |−〉, c†|−〉 = |+〉. (65)
We notice that the complex fermion is indispensable for the
preservation of the fermion parity.107, 111 Indeed, γ(a) itself can
be diagonalized as γ(a)|a±〉 = ±|a±〉, where
|1±〉 = 1√
2
(|+〉 ± |−〉), (66)
|2±〉 = 1√
2
(ei
pi
4 |+〉 ± e−i pi4 |−〉). (67)
It turns out that |a±〉 are superpositions of two ground states
with opposite fermion parities, and thus they cannot be phys-
ical states preserving the fermion parity.
Non-Abelian statistics.— Equations (66) and (67) represent
two novel quantum phenomena: (i) nonlocal correlation107, 114
and (ii) non-Abelian statistics.115 These two phenomena re-
quire Majorana zero modes to be spatially separated and well
isolated from other quasiparticle states with higher energies.
Let us start to consider a quantum vortex, where the pair
potential is given by the Fourier transformation ∆(r, r12) =∫
dk
(2pi)3 ∆(k, r)e
ik·r12 as
∆(r, r12) = eiκφ∆(r)Φ(r12), (68)
where r = (r1 + r2)/2 is the center-of-mass coordinate of the
Cooper pair and Φ(r12) is the gap function on the relative
coordinate, r12 = r1 − r2. For simplicity, we take the vor-
ticity κ as κ = 1. As clarified in Secs. 3 and 7, a quantum
vortex with a singular core in topological superconductors
can host topologically protected Majorana zero modes. The
vortices with Majorana zero modes behave as non-Abelian
anyons when each vortex has a single Majorana zero mode.115
The representations of the braiding operation of vortices are
obtained as a discrete set of the unitary group that manip-
ulates the occupation of complex fermions.115, 116 Since the
zero modes are topologically protected against quantum deco-
herence, they offer a promising platform to realize topological
quantum computation.115–122
We now summarize the braiding rule of two vortices la-
beled by “1” and “2”, which host Majorana zero modes γ(1)
and γ(2). As illustrated in Fig. 4(b), each vortex is accom-
panied by a “branch cut” in which the pair potential has
a 2pi-phase change attributable to the vortex phase wind-
ing. When a quasiparticle crosses the branch cut, it gener-
ally acquires the pi-phase shift. The Bogoliubov quasiparti-
cle operator is expressed in terms of Ψ = (ψ, ψ†) as ηE =∫ [
u∗E(r)ψ(r) + v
∗
E(r)ψ
†(r)
]
dr, where uE and vE are the parti-
Fig. 4. (Color online) (a) Schematic picture of Majorana fermions γ and
complex fermion c bound to the vortices labeled by “1” and “2”. Schematic
pictures of (b) the consequence of moving a vortex across the branch cut and
(c) braiding vortices in the case of four vortices.
cle and hole components of quasiparticles with energy E, i.e.,
ϕE(r) = [uE(r), vE(r)]T. As depicted in Fig. 4(b), the global
phase rotation of the Cooper pair potential by ϕ involves the
phase shift ϕ/2 (−ϕ/2) in the particle (hole) component. As
a result, the quasiparticle operator crossing the branch cut
changes ηE 7→ −ηE , regardless of E, and the zero modes be-
have as
γ(1) 7→ −γ(1), γ(2) 7→ −γ(2) (69)
when the vortex “2” encircles the vortex “1”. After this oper-
ation, the complex fermion changes the phase as c 7→ −c.
Now, consider the four vortices illustrated in Fig. 4(c),
where Majorana zero modes bound to two vortices form com-
plex fermions as cL ≡ (γ(1) + iγ(2))/
√
2 and cR ≡ (γ(3) +
iγ(4))/
√
2. When the vortex “3” adiabatically encircles the
vortex “2”, both Majorana zero mode operators acquire the pi
phase shift, γ(2) 7→ −γ(2) and γ(3) 7→ −γ(3) in the same manner
as Eq. (69). Therefore, the braiding operation of the vortices
changes the complex fermion operators cL and cR as
cL 7→ c†L, cR 7→ c†R, (70)
with cL|00〉 = cR|00〉 = 0. This implies that, if the vacuum of
complex fermions, |00〉, is initially prepared, the above braid-
ing generates a pair of complex fermions and transforms the
initial state to the completely different state |11〉. The final
state is orthogonal to the initial state, 〈11|00〉 = 0.
The braiding rule can be generalized to 2N vortices with 2N
Majorana zero modes. The 2N Majorana zero modes are com-
bined into N complex fermions, which give rise to the 2N−1-
fold degeneracy of ground states while preserving fermion
parity. As discussed above, when the i-th vortex is exchanged
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with the (i + 1)-th vortex, the zero modes behave as
γi 7→ γi+1, γi+1 7→ −γi. (71)
Here, note that in Eq. (69), we have considered the process
that a vortex encircles another one, which corresponds to the
two successive vortex exchange processes of Eq. (71). The
explicit formulas for the representation of the braiding oper-
ation that satisfies Eq. (71) were given by Ivanov115 in terms
of the zero mode operators as
τi = exp
(
pi
4
γi+1γi
)
=
1√
2
(1 + γi+1γi), (72)
where a phase factor is omitted. For N = 1, there is only a
single ground state in each sector with definite fermion parity,
and the exchange of two vortices results in the global phase
of the ground state by eipi/4.
For four vortices (N = 2), twofold degenerate ground states
exist, |00〉 ≡ |vac〉 and |11〉 = c†Lc†R|vac〉 in the sector of even
fermion parity, and |10〉 = c†L|vac〉 and |01〉 = c†R|vac〉 exist in
the sector of odd fermion parity, respectively. For the even-
parity sector, the representation matrix for the intravortex ex-
change [1↔ 2 and 3↔ 4 in Fig. 4(c)] is given by
τ1 = τ3 = e−i
pi
4 |00〉〈00| + ei pi4 |11〉〈11|. (73)
This merely rotates the global phase of the ground state simi-
larly to the N = 1 case. In contrast, the representation matrix
for the intervortex exchange [2↔ 3 in Fig. 4(c)] has the mix-
ing terms of the two degenerate ground states |00〉 and |11〉,
τ2 =
1√
2
[|00〉〈00| − i|00〉〈11| + |11〉〈11| − i|11〉〈00|] . (74)
This implies that, if the state |00〉 is initially prepared, the
braiding operation transforms the ground states under τ2 as
|00〉 τ2→ |00〉 − i|11〉 τ2→ |11〉 (75)
up to a global phase factor. Hence, the braiding operation cre-
ates a pair of complex fermions, implying the non-Abelian
statistics of vortices with Majorana zero modes.
Ivanov115 clarified the non-Abelian anyonic behaviors of
Majorana fermions from the viewpoint of unitary transforma-
tions acting on the Hilbert space. The unitary transformations
associated with vortex interchange are found to be identical
to those derived by Nayak and Wilczek123 with conformal
field theory. In addition to these arguments, Stern et al.124
gave a physical picture of the effect of braiding vortices on
the manifold of topologically degenerate ground states. They
revealed that the non-Abelian statistics originates from the
quantum entanglement and the accumulation of a geometric
phase by braiding vortices. For spinless chiral p-wave pairing
with 2N vortices, a 2N-dimensional Fock space can be con-
structed from a set of quasiparticle states bound to the vor-
tex cores. They found ground states to be entangled superpo-
sitions of all possible occupations of the core-bound states.
The entangled ground state acquires a geometric phase under
the adiabatic motion of vortices, depending on the occupancy.
This clarifies that braiding vortices give rise to the change in
the relative phase difference between different components of
a superposed ground state.
An effective realization of non-Abelian statistics requires
Majorana fermions without internal degrees of freedom.
Possible realizations include axion strings,125 fermionic
cold atoms with a p-wave Feshbach resonance,96, 126–128
proximity-induced superconductivity on the surface of a
topological insulator,129 an s-wave superconductor with the
Rashba spin-orbit interaction and the Zeeman field,112, 113, 130
one-dimensional nanowire systems,131–133 and ferromagnetic
atomic chains on a bulk superconductor.134, 135 In addition, the
low-energy physics of half-quantized vortices in spinful chi-
ral p-wave superconductors is describable as a spinless chiral
superconductor.115 In Sec. 7, we will examine the thermody-
namic stability of half-quantum vortices in a rotating 3He-A
thin film.
2.3.2 Mirror-symmetry-protected Majorana fermions
Although spin-polarized Majorana zero modes offer a good
platform for realizing topologically protected quantum com-
putation, it is difficult to realize such zero modes in the
real materials listed above. As we will discuss in Sec. 7.4,
for instance, the configuration of the half-quantum vortex is
rather thermodynamically unstable,136–142 and its realization
remains as an experimentally challenging task in both su-
perfluid 3He-A thin films and the spin-triplet superconductor
Sr2RuO4.143, 144 For a superconducting nanowire, although a
zero-bias conductance peak was observed by several experi-
mental groups,145–149 the issue of the Majorana nature has not
been settled yet.150 In addition, the spin-polarized p-wave su-
perfluidity has not been realized yet in ultracold experiments,
since the p-wave bound pairs of neutral atoms have a much
shorter lifetime than the typical timescale in which a super-
fluid phase transition is accomplished.151, 152
Symmetry-protected non-Abelian anyons in spinful super-
conductor and superfluids were discussed in Refs. 153, 28,
and 29 for class D and Ref. 30 for one-dimensional DIII su-
perconductors.154 In the former (latter) case, the mirror reflec-
tion symmetry (TRS) plays an essential role on the topolog-
ical protection of non-Abelian nature. Contrary to the stan-
dard wisdom, the mirror reflection symmetry protects a pair
of topologically stable Majorana zero modes in integer quan-
tum vortices of spinful superconductors and superfluids.28, 153
From the Majorana zero modes protected by the mirror sym-
metry, the integer quantum vortex obeys the non-Abelian
anyon statistics.28 The non-Abelian statistics of vortices hav-
ing multiple Majorana fermions has also been discussed in
Refs. 155 and 156 in the context of high-energy physics.
Mirror symmetry and topological invariant.— To demon-
strate symmetry-protected non-Abelian anyons in spinful sys-
tems, we begin with a generic form of the BdG Hamilto-
nian for superconductors with the spontaneous breaking of
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TRS. Without losing generality, we suppose that both ε(k)
and ∆(k) are 2N × 2N matrices composed of the 1/2 spin
(↑ and ↓) and N orbitals. Let us now assume that the nor-
mal state holds the mirror symmetry with respect to the xy-
plane, which can be associated with crystalline symmetry,
Mxyε(k, R)M†xy = ε(kM, RM). The mirror operator is defined
in Eq. (48).
In the Nambu space, the mirror operator is naturally ex-
tended as M = diag(eiχM, e−iχM∗) by taking into account
the U(1) gauge symmetry eiχ and the ambiguity of the overall
phase eiϕ. It turns out that only when ∆(k) has a definite parity
under M as28, 153
M∆(k, R)MT = η∆(kM, RM), η = ± (76)
the BdG Hamiltonian is invariant under the mirror reflection,
MηH(k, R)Mη† = H(kM, RM). (77)
Here, the mirror operator in the Nambu space is given by
Mη =
(
M 0
0 ηM∗
)
, (Mη)2 = −1. (78)
We first consider the case of D = 0, where the topological
defects in d = 2 and d = 3 correspond to the edge and surface,
respectively. For kΛ with kΛ = kΛ,M, the BdG Hamiltonian is
commutable with the mirror reflection operator as[Mη,H(kΛ)] = 0. (79)
Therefore, in the mirror-invariant plane, k ∈ kΛ,
the BdG Hamiltonian H(k) is block-diagonal, H(k) =
diag[H (+i)(k),H (−i)(k)], in the diagonal basis of Mη with
eigenvalues of Mη = ±i. The block-diagonal Hamiltonians
in each mirror subsector λ = ±i, H (λ)(k), have eigenvectors
and eigenvalues |u(λ)n (k)〉 and E(λ)(k), respectively.
On a two-dimensional mirror-invariant plane kΛ ∈ S 2, the
nontrivial topological properties are characterized by the first
Chern number. Using the eigenvectors of occupied states in
each mirror subsector, one can construct the gauge field in the
momentum space as A(λ)µ (kΛ) = ∑E(λ)n <0〈u(λ)n (kΛ)|∂kµu(λ)n (kΛ)〉.
Then, for d = 2 in class D, the first Chern number is well-
defined in each mirror subsector,
Ch(λ)1 =
i
2pi
∫
S 2
F (λ) = Z. (80)
The integral is taken over the mirror-invariant plane kΛ ∈ S 2.
The Berry curvature is defined in each mirror subsector as
F (λ) = dA(λ). The nonzero value of Ch(λ)1 ensures the exis-
tence of the zero energy edge state in the λ subsector.
For a vortex state, the pair potential is generally given by
the Fourier transformation of Eq. (68) as
∆(k, r) = eiκφ∆(r)Φ(k), (81)
where φ is the azimuthal angle around the vortex core. When
the vortex line is perpendicular to the mirror reflection plane,
φ is mirror-invariant. Hence, the BdG Hamiltonian encircling
the vortex line, which is given by H(k, R) = H(kΛ, φ) on
the mirror invariant momentum, is also block-diagonal in the
mirror eigen basis. Each mirror sector corresponds to d = 2
and D = 1, and thus it is categorized into δ = 1 in class D
in Table I. The relevant topological invariant is the mirror Z2
number given as the integral of the Chern-Simons 3-form over
the base space S 2 × S 1 as
ν(λ) =
( i
2pi
)2 ∫
S 2×S 1
CS(λ)3 = Z mod 2, (82)
where CS(λ)3 is the Chern-Simons 3-form defined in each mir-
ror subsector. The quasiparticles in the case of ν(λ) = 0 are
topologically trivial, while ν(λ) = 1 indicates the existence of
a single zero energy state bound to the vortex core in the λ
subsector.
Mirror Majorana fermions.— From the bulk-edge corre-
spondence, the mirror Chern number is equal to the number
of gapless edge states unless the mirror symmetry is broken
macroscopically. Using the mirror Chern number, Hsieh et
al.104 succeeded in revealing the nontrivial topology of the
semiconductor SnTe in the rocksalt structure. Although this
material has an even number of band inversions, and thus the
Z2 number as an ordinary topological insulator is trivial, an
even number of Dirac cones are topologically stable owing to
the mirror Chern number. This is the first discovered topolog-
ical crystalline insulator17 where the topological property is
protected by crystalline symmetry.
The superconducting counterparts are Sr2RuO4 and the
3He-A thin film.28, 153 This superconductor and superfluid,
however, display essentially different aspects at the same
time. The PHS in Eq. (8) imposes the self-charge conjuga-
tion property on the field operator, as in Eq. (51). The self-
charge-conjugation property is a key to understanding the
non-Abelian Majorana nature of topologically protected zero
modes. We here overview the generic argument of the relation
between the mirror symmetry and the Majorana fermions. In
Secs. 5.5 and 7.5, it is clarified that the mirror Chern number
manifests the connection between the d-vector orientation and
the non-Abelian Majorana fermions.
As mentioned above, the 3He-A thin film and Sr2RuO4 may
be accompanied by multiple Majorana zero modes owing to
the spin degrees of freedom. To realize the non-Abelian statis-
tics in multiple Majorana zero modes, Refs. 153 and 28 em-
phasized the role of the PHS in each mirror subsector. A sub-
sector ofH(k) with a definite eigenvalue ofMη = ±i does not
always have the PHS within the subsector because the sym-
metry can exchange a pair of subsectors. Only when the sub-
sectors hold the PHS, Majorana fermions exist as non-Abelian
anyons in spinful superconductors and superfluids. Below, we
refer to such Majorana fermions as mirror Majorana fermions.
Let us now elucidate the condition for the mirror subsector
to host its own PHS and mirror Majorana fermions. When
the mirror operator is commutable withH , the eigenvector of
H is simultaneously the eigenvector of the mirror reflection
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Fig. 5. (Color online) Schematic picture of mirror Majorana fermions. The
PHS is present in each mirror subsector (class D) when C is anticommutable
withMη, otherwise, the PHS is absent (class A).
operatorMη at kΛ,
H|u(λ)n (kΛ)〉 = E(λ)n (kΛ)|u(λ)n (kΛ)〉 (83)
and
Mη|u(λ)n (kΛ)〉 = λ|u(λ)n (kΛ)〉. (84)
Hence, all quasiparticles are categorized into two mirror sub-
sectors with λ = ±i. In general, the PHS maps |u(λ)n (kΛ)〉
in mirror subsector λ to C|u(λ′)n (kΛ)〉. The self-charge con-
jugation condition (51) is satisfied when the mapped state
has the same eigenvalue of Mη as the original state,
Mη[C|u(λ)n (kΛ)〉] = λ[C|u(λ)n (kΛ)〉]. This leads to the condition
{C,Mη} = 0. (85)
In accordance with the notation in Ref. 20,Mη is labeled as
U−− , and the topological class is categorized into class D sub-
ject to the additional discrete symmetry U−− .
Equation (85) implies that, if the condition is satisfied, the
PHS exists in each mirror subsector (see Fig. 5), and the ex-
istence of the Majorana fermion is ensured by the mirror re-
flection symmetry. In this situation, each mirror subsector is
regarded as class D, and the topological property is character-
ized by the mirror Chern number Ch(λ)1 in Eq. (80). It is worth
mentioning that the condition (85) is associated with the ori-
entation of the d-vector in spin-triplet superconductors and
superfluids. We clarify the connection of the mirror symme-
try with the order parameter configuration in Sec. 5.5 and ex-
amine the non-Abelian statistics of mirror Majorana fermions
hosted by integer quantum vortices in Sec. 7.5. Even though
integer quantum vortices are accompanied by spinful Majo-
rana fermions, the mirror symmetry protects multiple Majo-
rana fermions as non-Abelian anyons.
For the mirror operator that does not satisfy Eq. (85), as
shown in Fig. 5, the PHS maps a state |u(λ)n (k)〉 to an eigenstate
in a different subsector. This implies that PHS is absent in
each mirror subsector and the system belongs to class A simi-
larly to a quantum Hall state. In this case, only Dirac fermions
can be realized even if the mirror Chern number and mirror Z2
number are nontrivial.
2.3.3 Chiral-symmetry-protected Majorana fermions
Apart from the non-Abelian statistics, Majorana fermions
possess another remarkable facet, that is, an intrinsic
anisotropy of the local spin operator, when the system holds
the chiral symmetry (9). The local spin operator for spin 1/2
fermions in the Nambu space is defined as
S µ(r) ≡ 14Ψ
†(r)
(
σµ 0
0 −σTµ
)
Ψ(r). (86)
It is obvious that, if only a single Majorana zero mode exists,
i.e., N = 1, the local spin operator is identically zero as well
as the local density operator, ρ(r) = S µ(r) = 0. Hence, the
single Majorana zero mode cannot yield the coupling to both
the local density fluctuation and the magnetic response.
For spinful systems, however, multiple Majorana zero
modes may appear. As discussed above, if the system holds
the mirror reflection symmetry, the Majorana zero modes can
possess non-Abelian properties. Here, we show that the chiral
symmetry is responsible for the Ising-like magnetic response
of Majorana fermions as
ρ(r) = 0, S = S (r)aˆ. (87)
The direction of the Ising magnetic response is fixed to be par-
allel to the spin rotation axis aˆ associated with the magnetic
point group symmetry.
The so-called Majorana Ising spin in Eq. (87) was orig-
inally revealed by analytically solving the BdG equation
within the Andreev approximation for topological phases
of noncentrosymmetric superconductors101 and 3He-B.157–159
Shindou et al.160 examined the coupling of a spin-1/2 mag-
netic impurity to Majorana fermions bound at the edge of two-
dimensional topological superconductors. Owing to quantum
dissipation from the Majorana Ising spin, the quantum impu-
rity spin yields a strongly anisotropic and singular magnetic
response, where the electron spin resonance may serve as a
local probe for Majorana Ising spins.
It has recently been recognized that the Majorana Ising spin
(87) is a consequence of the symmetry-protected topologi-
cal phase associated with the chiral symmetry.20, 24 Following
Refs. 24 and 20, let us now prove the generic result for the
Majorana Ising spin (87). Time-reversal-invariant supercon-
ductors and superfluids may hold the magnetic point group
symmetry that is obtained by combining the time-reversal T
and either twofold spin rotation, mirror reflection, or twofold
rotation, even if each discrete symmetry is independently bro-
ken. The latter operators can be described with the SU(2) spin
matrix U(aˆ, pi)=−iσ · aˆ, where aˆ is the spin rotation axis. The
antiunitary operator relevant to the magnetic point group (or
P3) symmetry is then obtained from Eq. (50) as
Aspin = TU(aˆ, pi). (88)
Since T = iσyK for spin 1/2 fermions, one finds that A2 = 1.
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The antiunitary operator is extended to the Nambu space,
which typically forms A = diag(Aspin,±A∗spin), which is re-
cast into A = Aspinτ0 or A = Aspinτz, depending on the gap
function. Following the notation in Ref. 20, the antiunitary
operator acting on the Nambu space is labeled as A+C , where
A+CC=CCA+C with C=±1.
To prove the Majorana Ising property, we note two relations
that the zero energy states must satisfy. First, PHS (8) imposes
the following relation on the zero energy state:
Cϕ(a)0 (r) = ϕ(a)0 (r). (89)
We also have the chiral symmetry obtained by combining
PHS and the magnetic point group symmetry as
Γ = eiαCA+C , (90)
where α is chosen so as to obey Γ2 = +1. Since the chiral
symmetry Γ is commutable with C, the zero energy state is
the simultaneous eigenstate of C and Γ,
Γϕ(a)0 (r) = λΓϕ
(a)
0 (r), (91)
where λΓ =±1. As clarified in Sec. 2.1.3, the winding number
w1d gives the number of zero energy states in the λΓ = +1 or
−1 sector.
The PHS in Eq. (89) allows one to parameterize
ϕ(a)0 (r) as ϕ
(a)
0 (r) = [χ
(a)(r), χ(a)∗(r)]T with two-dimensional
spinors χ(a)(r). In addition, the chiral symmetry (90) im-
poses the following constraint on the spinor χ(a)(r) =
CλΓeiαU aˆ(pi)Tχ(a)(r). These two constraints due to PHS and
chiral symmetry imply the intrinsic relation between Nambu
and spin spaces in the Majorana zero modes, i.e., the equiv-
alence between ψσ(r) and ψ†σ′ (r) up to a U(1) phase factor.
As a result, Majorana fermions that hold the magnetic point
group symmetry possess the relation(
ψ↑(r)
ψ↓(r)
)
= CλΓeiαU aˆ(pi)
 ψ†↓(r)−ψ†↑(r)
 . (92)
Using this relation, one finds that the local spin operator of
Majorana fermions is recast into
S µ(r) =
1
4
CλΓeiαψT(r)σy
{
σ · aˆ, σµ
}
ψ(r), (93)
where ψ= (ψ↑, ψ↓). This is recast into the Majorana Ising spin
in Eq. (87).
The symmetry-protected Majorana Ising spin was first
demonstrated in 3He-B confined in a restricted geometry un-
der a parallel magnetic field.24, 161 The topological superflu-
idity in this system is protected by the magnetic point group
symmetry, where Aspin in Eq. (88) is associated with the joint
rotation of spin and orbital about a particular axis, SOL+S(2).
This is called the hidden Z2 symmetry, which protects the
Majorana Ising spin (87) in 3He-B even in the presence of a
magnetic field.
The theory of Majorana Ising spins protected by the chi-
ral symmetry was further extended to time-reversal-invariant
superconductors, where the magnetic point group symme-
try arises from other discrete operations, such as mirror re-
flection.78 The role of mirror reflection was first clarified
in quasi-one-dimensional fermionic gases with a synthetic
gauge field83 and then applied to the heavy-fermion super-
conductor UPt327, 162 and the superconducting doped topolog-
ical insulator CuxBi2Se3.80 The role of the chiral symmetry
in superconducting nanowires was revealed by Tewari and
colleagues.105, 106, 163 Shiozaki and Sato20 clarified the more
generic condition for the Majorana Ising spin.
3. Topology and BCS-BEC Evolution in Spin-Polarized
Chiral Superconductors
In this section, we consider a two-dimensional time-
reversal-breaking superconductor that preserves S z as a ped-
agogical example to capture the topological aspect. After
briefly overviewing the topology of the BdG Hamiltonian
within the Andreev approximation, we examine the proper-
ties of zero-energy states bound to a topological defect in the
vicinity of the BCS-BEC topological phase transition.
3.1 Jackiw-Rebbi Index theorem for chiral superconductors
Let us provide an overview of the generic properties of the
Andreev approximation, which offers another facet to the dis-
tribution of zero-energy solutions and their properties.82 The
BdG equation within the Andreev approximation is usually
mapped onto the one-dimensional Dirac equation,[
−ivF∂yτx + m(y)τz
]
ϕ˜(y) = Eϕ˜(y), (94)
where a spatially inhomogeneous mass m(y) is associated
with the pair potential that incoming and outgoing quasipar-
ticles are subjected to, and the boundary condition m(y →
±∞) = const. is imposed. Jackiw and Rebbi164 clarified
the topologically nontrivial structure of the one-dimensional
Dirac equation (94). The eigenfunction of the zero-energy
state is obtained by integrating Eq. (94) with E =0 as
ϕ˜(y) = N exp
(
− 1
vF
∫ y
0
m(y′)dy′
) (
1
i
)
, (95)
where N is a normalization constant. By assuming that the
mass term approaches a uniform value in the limit of y→ ±∞,
it is obvious that one of the zero-energy solutions is normal-
izable only when the mass term changes its sign at y → ±∞
as
arg m(+∞) − arg m(−∞) = (2n + 1)pi, (96)
where n∈Z. The consequence is that at least one zero-energy
solution exists when the mass term m(y) changes its sign at
y → ±∞ and the stability of the zero energy state is indepen-
dent of the detailed structure of the interface.
Equation (94) serves as an effective theory for describing
the low-lying electronic states of various systems. This in-
cludes the one-dimensional Peierls system,165–170 spin density
waves,171 the spin-Peierls system,172 the stripes in high-Tc
16
cuprates,173 superconducting junction systems,82 and Fulde-
Ferrell-Larkin-Ovchinnikov states.174, 175 The simplest form
that satisfies the condition (96) is a single-kink solution, e.g.,
m(y) ∝ tanh(y/ξ). Using the hypergeometric function, Naka-
hara176 derived the dispersion and wave functions of quasi-
particles that are bound to the chiral domain wall of the su-
perfluid 3He-A film, where each domain has a different chi-
rality. The self-consistent pair potential is well described with
a single-kink shape.
The counterpart of spatially inhomogeneous fermionic con-
densates in quantum field theory corresponds to the Gross-
Neveu model177 and the Nambu-Jona-Lasinio model,178
which give an effective theory for dynamical chiral symmetry
breaking.179 Recently, the general solutions to Eq. (94) have
been proposed by using a technique of the Ablowitz-Kaup-
Newell-Segur hierarchy, which is well known in integrable
systems.180 These include a single-kink state,181–183 multi-
ple kinks (kink-anti-kink and kink-polaron states),184–187 and
complex kinks and their crystalline states188–191 as well as a
single-kink solution.
Let us now apply the index theorem to the surface Andreev
bound state in a chiral `-wave pairing state (108). For sim-
plicity, we also do not take into account the spin degrees of
freedom. The pair potential of a chiral `-wave pairing state is
then given by
∆( kˆ, r) = ∆0(kˆx + ikˆy)`, (97)
where `=1, 2, and 3 correspond to chiral p-, d−, and f -wave
states, respectively. Since chiral pairing spontaneously breaks
the TRS, the topological properties are characterized by the
first Chern number. When the surface is perfectly specular and
parallel to the zˆ-axis, the Chern number is well-defined in a
two-dimensional plane (kx, ky) sliced at each kz and one finds
that
Ch1(kz) = `, for |kz| < kF. (98)
This ensures the existence of the flat-band zero-energy states,
forming the topologically protected Fermi arc extending in
the kz-direction.
The Andreev equation can be derived from the BdG equa-
tion (A·5) by decomposing the quasiparticle wavefunction
ϕi(r) to the slowly varying part ϕ˜ and the rapid oscillation part
with the Fermi wavelength k−1F ,
192 ϕi(r) =
∑
α=±Cαϕ˜α(r)eikα·r.
kα = kF(cos φk sin θk, α sin φk sin θk, cos θk) denotes the mo-
mentum of incoming (α=+) and outgoing (α=−) quasiparti-
cles. The rigid boundary condition at r = R, ϕ(R) = 0, leads
to C+ = −C− and the continuity condition ϕ˜+(R) = ϕ˜−(R),
where we set R = (Rx, 0,Rz). Substituting the wavefunction
into the BdG equation, one obtains the Andreev equation for
ϕ˜α(r) as[
−ivF( kˆα) · ∇τz + v + ∆( kˆα, r)
]
ϕ˜α(r) = Eϕ˜α(r), (99)
with kˆα ≡ kα/|kα| ≈ kα/kF. The normalization condition
is imposed on ϕ˜α(r) as
∑
α
∫
drϕ˜†α(r)ϕ˜α(r) = 1. This An-
dreev approximation holds within the weak-coupling regime,
kFξ = 2EF/∆0  1. In Eq. (99), we have introduced the 4 × 4
matrix form of the diagonal self-energy and the pair poten-
tial, v and ∆( kˆ, r) (for the details, see Eq. (A·10)). We intro-
duce the coordinate y˜±, corresponding to the distance along
the classical trajectory: y˜α ≡ y/vF sin(αφk) sin θk.161, 193 By
introducing the new axis y˜+ 7→ ρ > 0 and −y˜− 7→ ρ < 0,
Eq. (99) is reduced to the one-dimensional Dirac equation
(94) with m(ρ) = D˜(θk, ρ)e−iσzϑ(ρ). The phase ϑ(ρ) is given
as ϑ(ρ) = φR ≡ `φk for ρ>0 and ϑ(ρ) = φL ≡ −`φk for ρ<0,
where φL − φR ∈ [0, 2pi] is required. According to the Jackiw-
Rebbi index theorem in Eq. (96), the chiral `-wave pairing
state has |`| gapless points at78
kˆx = sinθk cos
[(
n − 1
2
)
pi
|`|
]
, n = 1, 2, · · · , |`|. (100)
This is a generic consequence of the Andreev equation for
chiral `-wave superconductors.
The Fermi arc appears in the momentum space (kx, kz) par-
allel to the surface, which is terminated at the projection of
two point nodes at kx = 0 and kz = ±kF. In Sec. 5, we will
mention that the Fermi arc in time-reversal-invariant nodal
superfluids is protected by the combined P2 symmetry, while
time-reversal-breaking superfluids can be accompanied by the
Fermi arc protected by the topological properties of the point
nodes.
Owing to the spontaneous breaking of the TRS, the dis-
persion of the surface Andreev bound states can be asymmet-
ric in kx, i.e., Esurf(kx, kz) = −Esurf(−kx, kz), which is called
the chiral edge state. Since the negative energy part of the
branch is occupied in the ground state, the surface Andreev
bound states carry the spontaneous mass current in equilib-
rium.127, 193–197 In Sec. 6, we will discuss more details of
the spontaneous mass and spin flows in both time-reversal-
invariant and -breaking superfluids.
The Jackiw-Rebbi index theorem can be generalized to
zero-energy states bound to a vortex core of chiral supercon-
ductors. The generalization was made by Tewari et al.,198 who
demonstrated that a single Majorana zero mode always ap-
pears in the vortex core of a chiral p-wave superconductor
when the vorticity is odd. They started with the mean-field
Hamiltonian with the vortex order parameter with vorticity
κ∈Z
∆(r1, r2) = eiκφ∆(r)Φ(r12), (101)
where r and r12 are the center-of-mass and relative coordinate,
respectively, and φ is the azimuthal angle of r. The function
Φ(r12) is the Fourier transform of the chiral p-wave pair (kx +
iky) and Φ(r12)=−Φ(−r12).
Using Eq. (101), Tewari et al.198 demonstrated that the
Hamiltonian in the sector of the zero energy state is reduced
to the Majorana Hamiltonian
HM =
∫
dx
[
−ivFχ†σz∂xχ + m(x)χ†σxχ
]
. (102)
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The effective mass term exhibits the pi-phase shift at x = 0,
m(x) = −m(−x), (103)
only when the vorticity κ is odd,
κ + 1
2
∈ Z. (104)
The two-component spinor χ is given by χ(x) =
[ψ(x), ψ†(−x)]T with a spin-polarized fermion field ψ(x).
Expressing the Bogoliubov quasiparticle operator as γ† =∫
dx[ϕ1(x)ψ†(x) + ϕ2(x)ψ(−x)], we obtain the BdG (or An-
dreev) equation for the vortex-bound state from [H , γ†] =
Eγ† as [−ivFσz∂x + m(x)σx]ϕ(x) = Eϕ(x), where ϕ(x) =
[ϕ1(x), ϕ2(x)]T. The BdG equation is equivalent to the one-
dimensional Dirac (or Majorana) equation with a mass do-
main wall. In accordance with the Jackiw-Rebbi index theo-
rem, the Dirac equation with the mass term in Eq. (103) al-
ways has a single zero-energy state, and the zero-energy so-
lution is given by Eq. (95) with an appropriate global phase
factor, eipi/4. If the vorticity is odd, therefore, there exists a
Majorana zero mode,
γ = γ†. (105)
Hence, the index theorem indicates that, if the condition
(104) is satisfied, there exists a single Majorana zero mode
bound to an odd-vorticity vortex. This is in contrast to the
index theorem for zero energy eigenstates of the relativistic
Dirac Hamiltonian.199, 200 The relativistic Dirac Hamiltonian
with the vorticity κ has the κ zero energy states.
The index theorem was extended by Sato and Fujimoto101
to the vortex state of a noncentrosymmetric superconductor
where the pairing interaction mediated by a strong spin-orbit
interaction intrinsically mixes the spin-singlet and -triplet
components. We would like to emphasize again that the in-
dex theorem established by Tewari et al.198 assumes the lin-
ear dispersion of the normal state and thus is valid only for
the weak coupling limit. Gurarie and Radzihovsky201 gener-
ally demonstrated that, if the total vorticity of the order pa-
rameter is odd, there is only one Majorana fermion mode. In
the vicinity of the topological phase transition, the shape of
the zero-energy wavefunction markedly changes and spreads
over the entire sample. This can be interpreted as a manifes-
tation of the topological phase transition at which the bulk
excitation becomes gapless. The change in the zero-energy
wavefunction was numerically confirmed in Ref. 197, where
the self-consistent calculation was employed. Further details
will be discussed below.
3.2 A minimal model for the topological phase transition
The spin-polarized chiral p-wave pairing with a single
quantum vortex offers a minimal model that describes a topo-
logical phase transition in the presence of a topological de-
fect. We here begin with the Hamiltonian for spin-polarized
fermions interacting through an interaction potentialV(k, k′),
H =
∑
k
ε(k)c†kck +
1
2
∑
k,k′,q
V(k, k′)b†k,qbk′,q, (106)
where we omit the spin index and we introduce the paired op-
erator bk,q ≡ c−k+q/2ck+q/2. The interaction potential V(k, k′)
is defined as the Fourier transformation of an isotropic inter-
action potential V(r12) in the relative coordinate, V(k, k′) =∫
dr12e−i(k−k
′)·r12V(r12).
For an isotropic interaction potential in two-dimensional
systems, V(k, k′) is generally expanded in terms of the
angular momentum ` = 0,±1,±2, · · · as202 V(k, k′) =∑
`V`(k, k′)Φ`( kˆ)Φ∗`( kˆ′). Using the expansion form of the
plane wave in terms of the `-th Bessel function, J`(r), eik·r =∑
` i`J`(kr)ei`φ˜, one finds that the function Φ`( kˆ) is obtained as
the eigenstate of the angular momentum, Φ`( kˆ) = ei`φ˜, where
φ˜= cos−1(k · r). The details of the potential V`(k, k′) are de-
termined by the potential in real space, V(r), through the re-
lation V`(k, k′) = 2pi
∫
drrJ`(kr)J`(k′r). From the asymptotic
expression of the Bessel function, one finds that the potential
V`(k, k′) reduces to ∼ k`k′` for small k and the decaying en-
velope ∼k−1/2k′−1/2 for large k. Hence, it is natural to assume
the separable form of the potential as V`(k, k′) = Γ`(k)Γ`(k′),
where the function Γ`(k) = (k/k1)`/(1 + k/k0)1/2 interpolates
the asymptotic behaviors in the long- and short-wavelength
limits. The constants k0 and k1 denote the detailed structure
ofV(r).
Let us employ the standard procedure of the mean-field ap-
proximation in the Hamiltonian (106) with the separable form
of the interaction,
V(k, k′) =
∑
`
g`Γ`(k)Γ`(k′)Φ`( kˆ)Φ∗`( kˆ
′), (107)
where g` < 0 is the interaction strength of the `-wave chan-
nel. We here assume that only a particular angular momentum
channel has the dominant contribution to the scattering pro-
cess of two fermions, which allows us to retain only one of
the ` terms inV(k, k′). This implies the chiral `-wave (`≤0)
state in the pair potential,
∆(k, r) = ∆(r)
(
kx + iky
)`
, (108)
where ∆(r) denotes the spatial profile of the pair potential in
the center-of-mass coordinate. The BdG Hamiltonian in real
space is then obtained by a 2 × 2 Hermitian matrix as
H(r) =
(
ε(r) 12 {∆(r),Φ`(−i∂)}− 12 {∆∗(r),Φ∗`(−i∂)} −ε(r)
)
, (109)
where k = (kx, ky). The pair potential in real space is then
obtained as197
∆(r) = g`Φ∗`(−i∂12)F (r1, r2)
∣∣∣∣∣
r12→0
, (110)
where F (r1, r2) = limη→0 T ∑n F (r1, r2;ωn)eiωnη is the
Cooper pair amplitude and Φ`(−i∂) is obtained by replac-
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ing (kˆx, kˆy) with (−i∂x,−i∂y)/k0. Taking the limit r12 → 0 in
Eq. (110) corresponds to the zero-range approximation of the
Cooper pair size.
The gap equation (110) involves two divergence terms pro-
portional to Ec and ln Ec,126, 202, 203 where Ec is the cutoff en-
ergy. The ultraviolet divergence can be removed by replacing
the bare coupling constant with the renormalized one
1
g`
= − 1
S
∑
k
|Φ`(k)|2
2ε˜(k) − Eb , (111)
where S denotes the volume of the system and ε˜(k)≡ k2/2M
is the single-particle energy in vacuum. Here, Eb is an eigen-
value of the Schro¨dinger equation for two fermions interact-
ing via the pairing potential V .202, 203 Eb is real and regarded as
the two-body bound state energy in vacuum when Eb is nega-
tive, while it has an imaginary part for positive Eb. However,
it is known that this imaginary part is negligible in the vicin-
ity of a p-wave resonance.126 Hence, the coupling constant g`
parameterized by Eb remains real and negative for all values
of Eb, which can remove the leading term of the ultraviolet
divergence in the gap equation (110).
The minimal model for describing the topological phase
transition is accomplished by adding a constraint on the total
particle number conservation. The total number is defined as
the spatial average of the particle density ρ(r),
ρ(r) = lim
η→0
T
∑
n
G(r, r;ωn)eiωnη. (112)
The chemical potential in ε(r) is determined so as to fix the
total number N.
Let us now turn into the bulk topology of Eq. (109), where
∆(r) is assumed to be spatially uniform. For odd `, the bulk
Hamiltonian preserves only the PHS with C2 =+1 and breaks
the TRS. As shown in Eq. (98), the corresponding topological
number is characterized by the first Chern number Ch1, which
can be nontrivial when the chemical potential µ is positive,
Ch1 =

` for µ > 0
0 for µ < 0
. (113)
As mentioned in Sec. 2.1.1, the Chern number is equivalent
to the two-dimensional winding number w2d, which charac-
terizes the nontrivial mapping from the k-space S 2 to the tar-
get space M = S 2. In the current situation, the mˆ-vector is
obtained by the elements of the BdG Hamiltonian as
mˆ(k) =
(
∆ cos `φk,−∆ sin `φk, k2/2m − µ
)
, (114)
where we assume ε(k) = k2/2m − µ. For µ > 0, the mˆ-vector
at k = 0 always points to the south pole of the target space
S 2, while mˆ(∞) points to the north pole. Since the nonzero
chirality ` induces the texture to mx and my components, the
mˆ-vector can cover the entire target space S 2, implying the
nontrivial value of Ch1 =w2d =`. This is called the topological
BCS phase, and the quasiparticle excitation gap is determined
by the dissociation energy of the Cooper pairs, 2|∆|. When the
Fermi surface is absent, i.e., µ < 0, however, mˆ covers only
the northern hemisphere. This leads to the topologically triv-
ial BEC phase Ch1 = w2d = 0. The energy gap in this phase
is given by 2|µ|, which reflects the fact that all fermions form
bosonic “molecules” in the ground state. Hence, in contrast to
the BCS-BEC crossover in the s-wave case, these two regimes
are not smoothly connected but give rise to the topological
phase transition at which the topological invariant relevant to
this system changes.16, 96, 126 The topological phase transition
at µ=0 is always accompanied by closing the bulk excitation
gap min E(k)=0 at k=0.96, 126 Multiple signatures of topolog-
ical transitions have been predicted in Ref. 204 by analyzing
the Kitaev chain.
The self-consistent theory described above is not a toy
model but an effective model for neutral Fermi gases with
a p-wave Feshbach resonance and for low-energy quasipar-
ticles in various topological systems listed in Sec. 2.3.1. p-
wave Feshbach resonances have recently been observed by
sweeping magnetic fields in experiments with 6Li and 40K
atoms.151, 205–209 The Feshbach resonance of colliding atoms
into an `-wave bound state allows one to manipulate an `-
wave interatomic interaction.152 In the weakly interacting
regime, the fermionic atoms form Cooper pairs, where low-
energy quasiparticles are characterized by `-wave Cooper
pair potential. In contrast, `-wave diatomic molecules in the
BEC phase have an isotropic gap uniquely determined by
the binding energy of molecules. In the BEC limit, the set
of the self-consistent theory based on the BdG equation can
be mapped onto the Gross-Pitaevskii equation for bosonic
molecules.210 The experimental observation of p-wave Fesh-
bach resonances is the first step toward the further realization
of topological phase transitions.126, 211–215
3.3 Topology of vortex-bound states in BCS-BEC evolution
We now discuss spin-polarized chiral p-wave superfluids
with a definite vorticity κ ∈ Z as shown in Eq. (101). In the
weak coupling BCS regime (kFξ1), there exist low-energy
quasiparticles embedded inside the threshold energy of the
bulk excitation. As discussed in Sec. 3.1, the phase of the or-
der parameter rotates by 2piκ around a quantum vortex, where
the single-valuedness of ∆ requires κ ∈ Z. Hence, the quasi-
particles traveling across the vortex core experience an abrupt
shift of the phase, leading to the so-called Caroli-de Gennes-
Matricon (CdGM) state,216 a special types of Andreev bound
state.82 The dispersion is obtained by analytically solving the
BdG equation within |m|kFξ193, 197 as
Evortexm = −
(
m − κ + 1
2
)
ω0. (115)
The level spacing is ∆20/EF, where ∆0 is the pair potential far
from the vortex center, ∆0≡∆(|ρ|→∞).
In the quantum regime (ξ ≈ k−1F ) of s-wave superfluids, it
was first clarified by Hayashi et al.217, 218 that the energy lev-
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els of the CdGM state become discrete, leading to the strong
depletion of the particle density around the core. In the s-
wave case, Eq. (115) is modified to Evortexm = −(m − 1/2)ω0,
where the zero energy state is always absent. The discretized
core level was clearly observed in the anisotropic spin-singlet
superconductor YNi2B2C by using scanning tunneling spec-
troscopy with an unprecedented 0.1 nm spatial resolution.219
The analysis of the CdGM state and quantum depletion
has been theoretically extended to the BCS-BEC crossover
regime,220–225 and depletions in the particle density were ex-
perimentally observed in rotating Fermi gases with an s-wave
resonance226, 227 as a hallmark of superfluidity. Furthermore,
the structures of giant vortices with |κ| > 1 have been exten-
sively studied in s-wave superfluids.191, 228–233
It is now natural to expect that the extremely strong cou-
pling regime of p-wave superfluids is accompanied by an
intriguing vortex structure. As mentioned in Sec. 3.1, the
vortex-bound quasiparticle in the BCS limit kFξ  1 is well
describable with the one-dimensional Dirac equation at the
domain wall, and the index theorem ensures the existence of
a Majorana zero mode. However, the chiral p-wave pairing in-
volves the topological phase transition at µ=0. In this regime,
the coherence length of the order parameter ξ becomes com-
parable to the mean interparticle distance k−1F , and thus the
quasiparticle structure around the vortex might be markedly
modified by the quantum effect as well as the change in topol-
ogy.
For the topological properties of vortex-bound states in
two-dimensional chiral `-wave superfluids, the Hamiltonian
relevant to the systems is obtained as H(kx, ky, ϕ) in the base
space S d × S D = S 1 × S 2, where ϕ is the azimuthal angle of a
path enclosing a vortex (or vortices). The topological invariant
for δ = 1 of class D in Table I is the Z2 number. As discussed
in Eq. (46), the Z2 number is obtained by the dimensional re-
duction of the second Chern number in the suspension of the
base space, Σ(S 2 × S 1), which is given by the integral of the
Berry curvature F ∧ F over the suspension. The integrand,
F ∧ F , is related to the derivative of the Chern-Simons form
as tr[F ∧ F ] = dQ3. For odd `, the Z2 number is sensitive to
the sign of the chemical potential µ,89
Ch2 = − 14pi2
∫
S 2×S 1
CS3 =

κ mod 2 for µ > 0
0 for µ < 0
. (116)
This implies that an odd-vorticity vortex for µ > 0 is always
accompanied by a single zero energy state, which is consistent
with the Jackiw-Rebbi index theorem. In contrast, the BEC
regime is topologically trivial, and thus the zero energy state
is absent.
In Fig. 6, we present quasiparticle spectra in vortex states
with vorticity κ = +1,+2,+3 in three different regimes: The
weak coupling BCS regime (Eb/EF = 1.0 and µ ∼ EF), the
vicinity of the BCS-to-BEC transition point (Eb/EF = −0.6
and µ ∼ 0), and the BEC regime (Eb/EF = −1.2 and µ < 0).
The spectra are obtained by self-consistently solving the BdG
equation (109) and the gap equation (110) with a fixed to-
tal particle number N estimated with Eq. (112).197 Here, the
chemical potential µ shifts from positive to negative as the
two-body bound-state energy in vacuum, Eb, decreases. In the
weak coupling BCS regime (kFξ 1), two branches are em-
bedded inside the threshold energy of continuum excitations,
E =±∆0 ≈ 0.4EF: Edge- and vortex-bound states. The branch
labeled as “CdGM” in Fig. 6 is given by Eq. (115), while the
“Edge” branch is obtained by the same dispersion as (115)
with ω0 = ∆0/kFR. The number of CdGM branches uniquely
depends on κ in the weak coupling BCS regime, e.g., three
CdGM branches appear in the κ=+3 vortex state.
In the vicinity of the topological phase transition µ ∼ 0,
the bulk energy gap is characterized as min |Ebulk| = |µ|. In
this regime with ∆0 ≈ EF, the energy spacing of the CdGM
states becomes comparable to the Fermi energy, i.e., ω0 ≈ EF
in Eq. (115), and thus the zero energy state bound to the vor-
tex is isolated from the higher CdGM states as shown for
Eb/EF = −0.6 of Fig. 6. Beyond the topological phase tran-
sition Eb/EF =−1.0, the excitation gap is uniquely character-
ized by min |En|= |µ|, and any bound states disappear even in
the presence of a vortex. The numerical results in Fig. 6 coin-
cide with the index theorem in Eq. (104) and the topological
invariant in Eq. (116).
The spatial profile of the zero-energy wavefunction reflects
the topological phase transition at µ = 0. To derive the zero
energy solution of Eq. (109), we employ the low-energy ap-
proximation in the function Φ`(k) as Φ`(k) ≈ (k/k0)|`|ei`φk .
The zero energy solution for the chiral p-wave pairing state is
given as197, 201
ϕm(ρ) ∝ ei κ+12 φσz
[
f(κ+1)/2(ρ)
f−(κ+1)/2(ρ)
]
exp
[
−M
kF
∫ ρ
0
∆(ρ′)dρ′
]
(117)
when κ is odd. The wavefunction consists of the exponential
decay factor and fm which describes the quantum oscillation
on the scale of k−1µ ≡ (2Mµ)−1/2,
fm(ρ) = Jm
ρkµ
√
1 − 1
(kµξ0)2
 , (118)
for kµξ0>1. This reduces to the Bessel function Jm(kFρ) in the
BCS limit kµξ0 ≈ kFξ0 1. The exponential decay factor has
the characteristic length ξ0 = kF/M∆0, which is the superfluid
coherence length approximately corresponding to the diam-
eter of the vortex core. Hence, the envelope function in the
BCS regime is cos(kFρ)e−ρ/ξ0 .
In Ref. 201, Gurarie and Radzihovsky clarified that in the
regime of µ > 0 and kµξ0 < 1, the rapid oscillation associ-
ated with Jm(kFρ) disappears. In this regime corresponding to
the BCS regime close to the topological phase transition, the
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Fig. 6. (Color online) Quasiparticle excitation spectra as a function of the azimuthal quantum number m at Eb/EF =1.0 (left column), −0.6 (center column),
and −1.2 (right column) in the vortex states of chiral kx + iky pairing with κ=1 (top row), κ=2 (middle row), and κ=3 (bottom row). The chemical potential is
estimated as µ/EF = −1.0, 0.0, and 1.0 for Eb/EF =1.0, −0.6, and −1.2, respectively. “CdGM”, “Edge”, and “ZES” denote the branches of the CdGM, edge,
and zero-energy states, respectively. Figures adapted from Ref. 197.
function fm(ρ) of the zero energy state is modified to
fm(ρ) = Im
ρkµ
√
1
(kµξ0)2
− 1
 , (119)
where Im(ρ) denotes the m-th-order modified Bessel function.
Equation (119) indicates that the exponential decay factor
∼ e−ρ/ξ0 is canceled out by the modified Bessel function for
a large ρ as fm(ρ) ≈ 1√ρe−(1−λ)ρ/ξ0 , where λ =
√
1 − (kµξ0)2.
The wavefunction is extended over ξ0, which manifests the
topological phase transition at kµξ0→0.
The CdGM wavefunction with ` satisfies um(r)∝ Jm(kµr)≈
r|m| and vm(r)≈ r|m−κ−1| at r→0. Hence, the asymptotic wave-
functions of the zero-energy states that satisfy the condition
(104) exhibits um(r) = vm(r)≈ r|m+1|/2. The asymptotic behav-
iors of the CdGM states indicate that they play an important
role in determining the particle density around the core. In-
deed, the quantum depletion in the particle density around the
core is sensitive to the vorticity κ and markedly changes in the
vicinity of the topological phase transition.127
Even in the BEC phase, as shown in Fig. 6, the spectrum
is asymmetric with respect to m. This reflects the fact that
the BdG equation (109) maintains the PHS, regardless of the
sign of µ. In the cylindrical systems that we consider here, the
PHS indicates that there is a one-to-one correspondence be-
tween the quasiparticle states ϕm(r) with Em and Cϕ−m+κ+1(r)
with −E−m+κ+1. This implies that the quasiparticle spectrum
intrinsically has asymmetry with respect to m even in the BEC
phase. Although no low-lying bound states exist, this asym-
metry with respect to m gives rise to the nontrivial net an-
gular momentum that is carried by the continuum states. In
Ref. 197, the total angular momentum per particle was esti-
mated by fully self-consistent calculations as
〈Lz〉
~N
≈ κ
2
+
1
2
, (120)
in the chiral p-wave pairing state, as shown in Fig. 7. The first
term in Eq. (120) is the contribution from the vorticity ~κ/2,
while the second term reflects the angular momentum carried
by the edge current. The total angular momentum represented
in Eq. (120) is not topologically protected but sensitive to the
details of the system and pairing state.194, 234–236 Further de-
tails are discussed in Sec. 6 in connection with the paradox of
intrinsic angular momentum in the superfluid 3He-A.
3.4 Intervortex tunneling of Majorana zero modes
Let us now discuss the Majorana zero modes on vortex lat-
tices. The topological properties of spin-polarized chiral p-
wave superfluids with Nv vortices are still characterized by
the Z2 number. Since systems having Nv vortices can be con-
tinuously connected to a giant vortex with vorticity κ= Nv, the
relevant topological number is given by replacing the vorticity
κ to Nv in Eq. (116) as
Ch2 = Nv mod 2 (121)
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Fig. 7. (Color online) Total angular momentum 〈Lz〉 as a function of Eb in
various vortex states with κ=−1, 0, +1, +2, and +3. The dashed lines denote
Eq. (251). Figures adapted from Ref. 197.
for µ>0 and Ch2 =0 for µ<0. This implies that only a single
Majorana zero mode can be topologically protected when the
number of vortices is odd. The other cases can be gapped out
by any disturbances, e.g., intervortex tunneling.
We notice that a vortex lattice realized in the interface be-
tween a topological insulator and an s-wave superconductor
can be characterized by the Z topological number rather than
the Z2 number when the chemical potential is fine-tuned to
the Dirac point of the surface state emergent in the topo-
logical insulator.237 At this point, the effective Hamiltonian
for the proximity-induced superconducting Dirac fermions
with Nv vortices is reduced to the Jackiw-Rossi model,200, 237
which brings about topologically protected Nv Majorana zero
modes. Hence, the system with a fine-tuned chemical poten-
tial maintains “exact” Majorana zero modes that are unaf-
fected by the splitting due to the intervortex tunneling.238
Let us now focus our attention on the splitting of Majo-
rana zero modes characterized by the Z2 number. As two vor-
tices approach each other, it is expected that the wavefunc-
tions of Majorana zero modes overlap with each other and
the quantum interference lifts the degeneracy from zero en-
ergy to E+ and E−. Understanding the splitting of the zero-
energy states is indispensable for the implementation of the
non-Abelian braiding of vortices, since the characteristic time
scale of braiding operation must satisfy
ω−10  T  δE−1, (122)
where ω0 ≈∆20/EF denotes the level spacing of CdGM states
and δE = E+ − E− defines the width of the splitting or the
width of the “Majorana band” attributable to the intervortex
tunneling. The first inequality is indispensable for neglect-
ing the contributions of the higher CdGM states. The sec-
ond one indicates the time scale for which the two splitting
levels can be superposed during vortex operation. A practi-
cal scheme for realizing quantum computation operated by
the braiding of Majorana zero modes has been discussed for
ultracold fermionic gases.128 The issue on the splitting of Ma-
jorana zero modes was addressed by a large number of au-
thors.238–243 The nonadiabatic effect associated with tunnel-
ing splitting and transitions to higher CdGM states was also
studied by Cheng et al..244
We now consider the low-lying quasiparticles in the
presence of an array of Nv vortices. The order parame-
ter in the (kˆx + ikˆy) pairing state is given by the ansatz
∆(r) = ∆0
∏Nv
j=1 e
iκ j θ¯ j tanh(|ρ¯ j|/ξ0), where ρ¯ j ≡ ρ − R j =
ρ¯ j(cos θ¯ j, sin θ¯ j) denotes the coordinate centered at the j-th
vortex core R j and θ¯ j ≡ tan−1(y¯ j/x¯ j) is the polar angle. With-
out loss of generality, we take the vorticity of the j-th vortex
as κ j =−1. The distance between neighboring vortices is char-
acterized by Dv ≡ |R j − R j+1|. The BCS-BEC evolution is
parameterized by varying the set of ∆0 and µ. When two vor-
tices are well separated, i.e., Dv  ξ0, the variational wave-
functions ϕ±(ρ) are defined as ϕ± ≡ [ϕm=0, j=1 ∓ iϕm=0, j=2]/
√
2.
We also suppose that the Majorana zero modes are well iso-
lated from the higher energy CdGM states, i.e., ∆0 ∼ EF. The
function ϕm=0, j describes the wavefunctions of the zero energy
states bound at the vortex position R j, which is obtained from
Eq. (117) as
ϕm, j(ρ)=eimθ¯ j ei
Ω j
2 τˆzϕm(ρ). (123)
The Majorana zero mode bound to the j-th vortex is sub-
jected to the U(1) phase of the order parameter Ω j, where
Ω j =
∑
k,j θ¯k(R j) is the sum of all the contributions of the U(1)
phase shift from the other vortices. For Nv =2, the U(1) phase
factor does not play an important role.
The eigenenergy E+ of the hybridized wavefunction ϕ±
obeys the BdG equation H(ρ)ϕ±(ρ) = E±ϕ±(ρ), where H(ρ)
is given in Eq. (109) and the PHS satisfies E+ = −E−. For
kµξ0 > 1, the splitting energy due to the hybridization ϕ+ is
obtained in the weak coupling limit with kµξ0 ≈ kFξ0  1
as239, 240
E+ ≈ − ∆0√
2pikFDv
cos
(
kFDv +
pi
4
)
e−Dv/ξ0 . (124)
The rapid oscillation on the scale of the Fermi wavelength
k−1F reflects the quantum oscillation associated with the Bessel
function Jν(kFρ) in Eq. (117). For kµξ0<1, the splitting energy
is evaluated as238, 240
E+ ≈ ∆0√
pi
λ3/2
√
1 − λ
kFξ0
e−(1−λ)Dv/ξ0 , (125)
where we introduce λ ≡ √1 − (kµξ0)2. This reflects the char-
acteristic form of the zero-energy wavefunction (119) that the
quantum oscillation term is absent and the exponential decay
factor is canceled out by the modified Bessel function. The
latter effect indicates that the wavefunction is extended be-
yond the vortex core region ξ0 and thus, for kµξ0 → 0, the
Majorana zero modes can tunnel between neighboring vor-
tices over a distance much larger than the coherence length
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Fig. 8. (Color online) The lowest eigenenergies are plotted as a function
of Dv/ξ0 ∈ [10, 18], where the filled (open) circles denote the energies of the
symmetric (antisymmetric) state. The inset shows the positive eigenenergies
in the range of Dv/ξ0 ∈ [0, 18] with the logarithmic scale. The dashed line in
the inset depicts exp(−Dv/ξ0). Figure adapted from Ref. 240.
ξ0. This is a manifestation of the topological phase transition
at µ=0.
Understanding Majorana fermions on a vortex lattice is dif-
ficult and the resultant structure is not trivial. A key to solv-
ing such a problem was offered by Biswas,245 who empha-
sized the role of the relative difference between phases at
two neighboring vortices. To construct an effective model for
this issue, let us begin with a tight-binding Hamiltonian for
vortex-bound states, Heff =
∫
drΨ†(r)H(r)Ψ(r). We here fo-
cus on only the subspace of the Majorana zero modes, where
the fermionic field operator is expanded in terms of Majo-
rana zero modes bound to vortices as Ψ(r) =
∑
j ϕm=0, j(r)γ( j)
with Eq. (123). Then, the tunneling energy between neigh-
boring vortices is given as ti j =
∫
drϕ†m=0,i(r)H(r)ϕm=0, j(r) and
depends on the background U(1) phases Ωi and Ω j at the
two vortices. The tunneling amplitude has the phase factor
i sin[(Ωi − Ω j)/2],245 which leads to the antisymmetric rela-
tion ti j = −t ji. As a result, the minimal model for vortex lat-
tices is given by the tight-binding Hamiltonian of Majorana
fermions,
Heff = it
∑
〈i, j〉
si jγ(i)γ( j), (126)
where 〈i, j〉 are nearest neighbors and γ(i) denotes the Majo-
rana operator on the i-th vortex. The function si j is antisym-
metric, si j = −s ji, and reflects the effect of the relative phase
difference sin[(Ωi−Ω j)/2]. The tunneling amplitude t is asso-
ciated with the splitting energy of Majorana zero modes, E+
in Eqs. (124) and (125). The Hamiltonian is also equivalent to
that mapped from the Kitaev model, which describes spin 1/2
fermions on the vertices of a honeycomb lattice.
It is important to emphasize that the effective Hamiltonian
(126) has the local Z2 gauge invariance. The self-hermitian
condition on γ(i) does not prohibit the local Z2 gauge trans-
formation, which changes the sign of γ(i) to −γ(i). Since
this transformation makes si j gauge-dependent, Majorana
fermions moving along a closed path on vortex lattices accu-
mulate a nontrivial phase factor analogous to the Peierls phase
factor. The Majorana fermions residing in a background of Z2
magnetic flux bring about intriguing transport properties246
and rich competing topological phases.247–249 In particular,
as shown in Eq. (124) and Fig. 8, the tunneling amplitude t
is rapidly oscillating as a function of the vortex separation
Dv and sensitive to the background U(1) phase of the order
parameter. In that sense, this situation may be mapped onto
Majorana fermions on a distorted vortex lattice or the Kitaev
model with random hopping energy. It has been found that the
disorder induces unconventional subgap modes.250
Furthermore, the interaction between Majorana fermions
can be mediated by a long-range interparticle interaction,
such as the Coulomb interaction. Notice that spin-polarized
Majorana fermions do not have definite charge density,
i.e., ρ(r) = 0, as shown in Eq. (61). Nevertheless, the
long-range interaction acting on local densities, Hint =
1
2
∫
dr1
∫
dr2ρ(r1)U(r12)ρ(r2), is mapped to the effective in-
teraction Hamiltonian in the subspace composed of Majorana
fermions as
Hint =
∑
i jkl
gi jklγ(i)γ( j)γ(k)γ(l). (127)
This describes the interaction between two complex fermions,
each of which is formed by two paired Majorana fermions
on vortex cores. Using interacting Majorana fermion models
on specific lattices, Chiu et al.237 revealed that the interaction
induces a rich topological phase diagram.
4. Superfluid 3He: Bulk Symmetries and Topologies
The 3He atom is a neutral atom having nuclear spin 1/2
and zero electron spin. The system remains in the liquid phase
down to zero temperature, and possesses the typical properties
of a strongly correlated Fermi liquid with the effective mass
m∗ = (1 + Fs1/3)m3, where m3 is the mass of a
3He atom
and the spin-independent Landau parameter varies from Fs1 =
5.39 at P = 0MPa and to Fs1 = 14.56 at P = 3.4MPa.
32
Since the quantum liquid preserves the continuous rotational
symmetry in spin and coordinate spaces independently, the
liquid 3He in normal states is characterized using the huge
symmetry group G,
G = SO(3)L × SO(3)S × U(1)φ × T × P. (128)
The symmetry group contains the continuous-symmetry
groups, which are the group of three-dimensional rotations of
coordinate SO(3)L, the rotation group of spin spaces SO(3)S,
and the global phase transformation group U(1)φ. The total
group G is also composed of discrete-symmetry groups: The
time-reversal T and the space parity P. As shown in Fig. 9, two
distinctive superfluid phases, called the A- and B-phases, are
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Fig. 9. (Color online) Superfluid phase diagram of the bulk 3He in the
plane of the temperature T and pressure P.
energetically competitive in the bulk. The B-phase is identi-
fied as the Balian-Werthamer state,35 which is the spin-triplet
p-wave pairing with TRS, while the A-phase is established
as the Anderson-Brinkman-Morel state, which spontaneously
breaks TRS. The symmetry and topology of the bulk BW and
ABM states will be summarized in Secs. 4.1 and 4.3.
In a realistic situation of 3He, however, there is a magnetic
dipole-dipole interaction, which originates from the magnetic
moment of 3He nuclei. This induces the spin-orbit interac-
tion and reduces the rotational symmetries to the joint rotation
SO(3)L+S in G. Since the magnetic dipole-dipole interaction is
six orders weaker than the dominant inter-atomic interaction
having the SO(3)L × SO(3)S symmetry, the dipole interaction
is typically negligible in the classification of the ground states.
We, however, emphasize the role of the nuclear-dipole inter-
action in the topological superfluidity of 3He in a restricted
geometry in Sec. 5.
All the thermodynamic and low-lying quasiparticle proper-
ties of the bulk 3He can be derived from the mean-field Hamil-
tonian introduced in (2) with the 4× 4 BdG Hamiltonian den-
sity H(k) in Eq. (3). The relevant pair potential for spin-1/2
neutral fermions interacting through the potential Vc,da,b(k, k′)
is obtained in the 2×2 matrix form as
∆ab(k) = Vc,da,b(k, k′)〈ck′,cck′,d〉. (129)
From now on, we take only a spin-triplet p-wave (odd-parity)
channel of the interaction potential, which obeys Vc,da,b =
Vd,ca,b =Vc,db,a and Vc,da,b(k, k′) =−Vc,da,b(−k, k′) =−Vc,da,b(k,−k′).
Owing to the emergence of the symmetry breaking term due
to the order parameter ∆(k), the 4 × 4 BdG Hamiltonian den-
sity H(k) in Eq. (3) has the remaining symmetry H ⊂ G
and the order parameter manifold is characterized by the coset
R = G/H.
Following Refs. 36 and 251, let us now summarize the ac-
tion of the elements of G on the creation and annihilation op-
erators of 3He atoms, cka and c
†
ka, and ∆(k) in Eq. (3). The
continuous rotational groups in the coordinate space and spin
space, SO(3)L and SO(3)S, have the generators, the orbital
angular momentum operator Lˆ ≡ rˆ × pˆ, and the spin angular
momentum operator Sˆ, which act on the field operators of 3He
atoms as
Lˆcka = −ik × ∂kcka, Sˆcka = 12σabckb. (130)
The element of U(1)φ rotates the phase of the creation by φ
and annihilation operators as Uˆφcka = e−iφNˆckaeiφNˆ = eiφcka,
where Nˆ =
∑
k,a c
†
kacka denotes the number operator of par-
ticles. The time-inversion operator Tˆ transforms a 3He atom
with the momentum k and spin σ to an atom with momen-
tum −k and spin rotated by pi by a unitary transformation,
Tˆ cka = Θabc−kb with Θ = iσy. This transformation exchanges
the direction of the spin and momentum, ck↑ 7→ c−k↓ and
ck↓ 7→ −c−k↑. The space inversion operator Pˆ rotates the mo-
mentum k by pi as Pˆcka = c−ka. The superfluid and super-
conducting states also maintain the PHS, whose element Cˆ
exchanges the particle and hole as
Cˆcka = c
†
−ka. (131)
Note that the definition of the particle-hole conversion Cˆ is
different from that in Ref. 252, which rotates the spin by pi in
addition to the momentum.
The pair potential for bulk superfluids and superconductors
is defined as Eq. (129) in the momentum space, where the in-
teraction potential Vc,da,b (k, k
′) is assumed to be invariant under
the full symmetry group G. Each element of G acts on ∆(k)
as
Lˆµ∆(k) = −iµνηkν∂kη∆(k), (132)
Sˆ µ∆(k) =
1
2
(σµ)∆(k) +
1
2
∆(k)σTµ , (133)
Uˆφ∆(k) = e2iφ∆(k), Tˆ∆ab(k) = Θ∆∗(−k)ΘT, Pˆ∆(k) = ∆(−k),
and Cˆ∆(k) = ∆∗(−k), where we utilize the basic properties of
Vc,da,b(k, k′).
4.1 Symmetry and topology of the bulk 3He-B
Order parameter.— The irreducible representations of G
are characterized by the values of orbital and spin moments L
and S , the space parity P, and the quantum number N asso-
ciated with the number of paired particles. We here focus our
attention to the superfluid 3He-B, that is, spin-triplet p-wave
pairing states having L = S = 1, P = −1, N = 2.
The B-phase is identified as the Balian-Werthamer (BW)
state.35 The order parameter having S = L = 1 is classified
with the quantum numbers J = 0, 1, and 2, where J denotes
the total angular momentum operator and the generator of the
joint rotational symmetry group SO(3)L+S. The simplest form
of d(k) is categorized into the J = 0 sector,
∆0(k) = ∆B
[
kˆ− |↑↑〉 + kˆz |↑↓ + ↓↑〉 + kˆ+ |↓↓〉
]
, (134)
where kˆ± = ±(kˆx ± ikˆy) are the eigenstates of L = 1 and Lz±
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1. This form of ∆0(k) implies that the d-vector is parallel to
the k-vector, dµ(k) = ∆0kˆµ. The BW state holds the maximal
symmetry group of the subset of G,
HB = SO(3)L+S × T × PUpi/2, (135)
where PUpi/2 denotes the combined discrete symmetry of the
inversion P and the pi/2-phase rotation Upi/2. The broken sym-
metry R of the BW state is then given by
R = G/HB = SO(3)L−S × U(1)φ, (136)
where SO(3)L−S is the relative rotation of the spin and or-
bital spaces. Hence, the BW state is regarded as the sponta-
neous breaking phase of the spin-orbit symmetry,31 and the
spin-orbit interaction emerges as a result of the spontaneous
breaking.
As shown in Eq. (136), the degeneracy space is character-
ized in Eq. (136) by the continuous rotations SO(3)L−S and
U(1)φ. Therefore, the generic form of the BW state is obtained
by rotating the d-vector from the k-vector as
dµ(k) = ∆BeiφRµν(nˆ, ϕ)kˆν, (137)
where the rotation matrix Rµν is associated with the spin-orbit
symmetry breaking SO(3)L−S and φ arises from the breaking
of the U(1)φ symmetry. In the bulk BW state without the mag-
netic field, the angle ϕ is fixed to the so-called Leggett angle,
ϕL = cos−1
(
−1
4
)
, (138)
while the orientation nˆ is not uniquely determined. The nˆ-
vector is, however, affected by confinement and a magnetic
field, as shown in Sec. 5. The equilibrium order parameter of
the BW state is the eigenfunction of the total twisted angular
momentum253, 254
Jµ = Lµ + S νRνµ(nˆ, ϕ). (139)
This implies that the generic form of the BW state is ex-
pressed as a combination of all the total angular momentum
sectors, J = 0, 1, and 2. The BdG Hamiltonian with the
generic form of d(k) in Eq. (137) is associated with H0(k)
with the diagonal representation (134) as
U(nˆ, ϕ)H0(k)U†(nˆ, ϕ) = H(k), (140)
where U(nˆ, ϕ) = diag[U(nˆ, ϕ),U∗(nˆ, ϕ)] is the SU(2) matrix
extended to the Nambu space.
The BW order parameter is composed of three components
of the d-vectors. This implies that one of the d-vectors is al-
ways parallel to an applied magnetic field, while the others
are not responsible for the suppression of the spin susceptibil-
ity. Hence, the magnetic response of the BW state is isotropic
and the spin susceptibility at zero temperature is given by
2/3 times the spin susceptibility of the normal 3He when the
Fermi liquid correction is ignored. However, since the liquid
3He is a strongly interacting Fermi liquid, the Fermi liquid
correction gives rise to the screening (or enhancement) effect
of the applied magnetic field. The effective magnetic field that
the liquid 3He is subjected to is deviated from the applied field
H by the “exchange” interaction to a polarized medium. In the
bulk BW state, therefore, the renormalized spin susceptibility
is given by
χµν = δµν
(1 + Fa0)[2 + Y(T )]
3 + Fa0[2 + Y(T )]
χN, (141)
where Y(T ) is the Yosida function at the temperature T .32 The
renormalized spin susceptibility in the normal 3He is given
by χN = 12
γ2NF
1+Fa0
, where NF is the density of states at the
Fermi level. The Fermi liquid parameter Fa0 describes the “ex-
change” interaction to a polarized medium, and for 3He at low
temperatures, the Fermi liquid parameter is Fa0∼−0.7, slightly
depending on the pressure.32 In the normal state, therefore, the
Fermi liquid correction has the ferromagnetic exchange inter-
action, which enhances the polarization of the medium. No-
tice that the Stoner instability occurs at Fa0 =−1, which cannot
be accomplished by the liquid 3He. In the bulk BW state, as
shown in Eq. (141), the “ferromagnetic exchange interaction”
with Fa0 < 0 enhances the suppression of χµν.
Symmetries.— The remaining symmetry in the BW state,
SO(3)L+S, simultaneously rotates the momentum and the d-
vector as kˆµ 7→ kˆ′µ = R(L)µν kˆν and dµ 7→ d′µ = R(S )µν dν, where
R(S )µν = (RR(L)R−1)µν denotes the rotational matrix in the spin
space. Then, the SU(2) representation of the SO(3)L+S sym-
metry in the bulk BW state is given as
USH(k)U†S = H(R(L)k), (142)
where we introduce US = U(nˆ, ϕ)ULU†(nˆ, ϕ), and UL ≡
diag(UL,U∗L) is the SU(2) representation of the rotation ma-
trix associated with R(L).
The BW state holds the discrete symmetries that play cru-
cial roles in determining the topological properties: (i) PHS
and (ii) TRS. The quasiparticle states are twofold degener-
ate as a consequence of the TRS with T 2 = −1, which form
a Kramers pair as shown in Eq. (12). In addition, since the
inversion operator Pˆ acts on the B-phase pair potential as
Pˆ∆(k) = −∆(−k), the inversion symmetry is realized up to
the U(1)φ=pi/2 gauge symmetry as
PH(k)P† = H(−k), P = τz. (143)
In contrast to the TRS in Eq. (9), this operation changes
the sign of the momentum without changing the spin state.
The inversion symmetry in Eq. (143) results in the rela-
tion between quasiparticle states with k and −k, |un(k)〉 =
TP|un(k)〉. The twofold degenerate energy spectrum in the
BW state is obtained by diagonalizingH(k) as
E(k) = ±
√
[ε(k)]2 + ∆2B, (144)
which yields a fully gapped excitation at the Fermi level.
Bulk topology.— As mentioned in Sec. 2, the topologi-
cal properties of superfluids and superconductors are deter-
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mined by the global structure of the Hilbert space spanned
by the eigenvectors of the occupied band, |un(k)〉. Since the
BdG Hamiltonian of the BW state holds the chiral symmetry
Eq. (9) as a combination of TRS and PHS, the BW state is
categorized into class DIII in the AZ table.8
The topological property of class DIII is obtained from
the Q-matrix introduced in Eq. (21). The Q-matrix maps
the three-dimensional k-space (S 3) onto the target space M
spanned by the eigenvectors |un(k)〉. As clarified in Sec. 2, on
the basis that the chiral operator is diagonal Γ=diag(+1,−1),
the Q-matrix becomes off-diagonal and is reduced to an el-
ement of the unitary group U(2), q(k). The relevant homo-
topy group for the projector Q(k) in three dimensions is given
by pi3[U(2)] = Z. The topological invariant that character-
izes the classes of topologically distinct q-configurations in
bulk superconductors and superfluids is defined as the three-
dimensional winding number
w3d =
∫
dk
24pi3
µνηtr
[
(q†∂µq)(q†∂νq)(q†∂ηq)
]
. (145)
= −
∫
dk
48pi3
µνηtr
[
Γ(Q∂µQ)(Q∂νQ)(Q∂ηQ)
]
. (146)
For the DIII class with T 2 = −1 and C2 = +1, the winding
number can be an arbitrary integer value.
A generic form of a 4×4 hermitian matrix can be expanded
in terms of the five γ-matrices and their ten commutators in
addition to the unit matrix as H(k) = m0(k) + ∑ j m j(k)γ j +∑
i j mi j(k)γi j. We here introduce the γ-matrices that satisfy
the relations {γi, γ j} = 2δi j, where i, j = 1, 2, · · · , 5. We also
introduce their commutator γi j, which is defined as γi j =
1
2i [γi, γ j]. Since the BW state holds the inversion symme-
try and TRS, we choose the γ matrix to be even under PT ,
PTγ jT −1P−1 = γ j. Then, the five γ matrices are given as
(γ1, γ2, γ3, γ4)= (−σzτx,−τy, σxτx, τz). Using this expression,
one finds that the inversion symmetry and TRS require all
di j(k) to be zero. In addition, m0(k) and m5(k) must van-
ish because of PHS (8) and the SO(3)L+S symmetry, respec-
tively. As a result, the Hamiltonian with PHS, TRS, inver-
sion symmetry, and SO(3) symmetry is generally parameter-
ized with four Dirac γ matrices and the four-dimensional vec-
tor [m1(k),m2(k),m3(k),m4(k)]. Then, the corresponding Q-
matrix is given by
Q(k) =
4∑
j=1
mˆ j(k)γ j. (147)
In the above representation of γ matrices, the chiral operator
Γ is written as Γ=γ5≡γ1γ2γ3γ4. The four-dimensional spinor
mˆµ(k) satisfies mˆ · mˆ= 1, so it defines a three-sphere S 3 with
unit radius.
The parametrization of the Q-matrix in Eq. (147) implies
that for single-band spin-triplet superfluids/superconductors,
there exists a simpler expression for w3d. By substituting the
Q-matrix to Eq. (146), the winding number is recast into the
following form:14
w3d =
∫
dk
12pi3
µνη i jklmˆi(k)∂µmˆ j(k)∂νmˆk(k)∂ηmˆl(k). (148)
This expression for w3d indicates that w3d counts how many
the unit vector mˆ j(k) wraps the three-dimensional sphere
when one sweeps the entire momentum space.
Using the topological nature of the integral and mˆ(k) =
(d(k), ε0(k)) /|E(k)|, the above w3d can be calculated as14
w3d = − 12
∑
k0
sgn[ε0(k0)]sgn[det{∂µdν(k0)}]
+
1
2
sgn[ε0(∞)]sgn[det{∂id j(∞)}], (149)
where the summation is taken for all k0 satisfying d(k0) = 0
and det{∂µdν(k0)} denotes the determinant of the 3 × 3 matrix
∂µdν(k0). The second term in the right-hand side is the contri-
bution from k0 → ∞. From the above formula, the winding
number of the B-phase is evaluated as w3d = 1.
The BW state realized in the bulk 3He serves a proto-
type of three-dimensional topological superfluids and super-
conductors, where the nontrivial topology is protected by
PHS and TRS.8 After a pioneering work by Grinevich and
Volovik,255 the topological superfluidity of the BW state was
discussed by Schnyder et al.,8 Roy,12 Qi et al.,13 Volovik,15
and Sato.14 The nontrivial topological invariant ensures the
existence of surface helical Majorana fermions with a lin-
ear dispersion, which brings about novel quantum phenom-
ena.15, 24, 77, 78, 157–160, 256, 257
4.2 Helical Majorana fermions in 3He-B
The direct consequence of the nontrivial topological invari-
ant is the emergence of helical Majorana fermions on the sur-
face. Since the BW state with a specular surface is invariant
under the SO(2)L+S rotation about the surface normal axis, in
addition to the PHS, the BdG Hamiltonian holds the magnetic
point group symmetry with Aspin =−iσ˜z in Eq. (88), where σ˜µ
is the spin Pauli matrices associated with R(s)µν . It is then obvi-
ous from Sec. 2.3.3 that a pair of topologically protected zero
modes in the BW state possesses the Majorana Ising spins as
a generic consequence of the chiral symmetry.
Let us show the dispersion and Majorana nature of topolog-
ically protected gapless states bound to the surface of the BW
state by analytically solving the Andreev equation (99). Here,
we set a specular surface to be normal to the zˆ-axis and the re-
gion z > 0 is occupied by the 3He-B. We also assume the spa-
tially uniform isotropic energy gap ∆B. It is worth mentioning
that using the SU(2) spin rotation U(nˆ, ϕ) and the unitary ma-
trix S φk ≡ (σx + σz)eiϑσz/
√
2 with ϑ = φk2 − pi4 , one finds that
the pair potential of the BW state can be transformed into the
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diagonal representation
∆( kˆ, r) = U(nˆ, ϕ)S φk
(
∆Beiθk 0
0 −∆Be−iθk
)
S TφkU
T(nˆ, ϕ),
(150)
where we set kF = kF(cosφk sinθk, sinφk sinθk, coskθk). This
implies that the unitary transformation effectively maps the
Andreev equation (99) with the BW order parameter onto
spin-polarized chiral p-wave superconductors.78, 81, 161
In accordance with the consequence of the index theorem
in Sec. 3.1, the bound state solution with |E(k‖)| ≤∆B has an
energy dispersion linear in the momentum k‖= (kx, ky) as
E0(k‖) = ±∆BkF |k‖|. (151)
This expression is independent of the orientation of nˆ and the
angle ϕ. The wavefunction for the positive energy branch is
given by78, 81, 157, 159, 161
ϕ(+)0,k‖ (r) = Nke
ik‖·r‖ f (k⊥, z)U(nˆ, ϕ)
(
Φ+ − eiφkΦ−
)
, (152)
where Nk is the normalization constant and U≡ diag(U,U∗).
The PHS in Eq. (8) ensures the one-to-one correspondence
between the two branches of the energy eigenstates through
ϕ(−)0,k‖ (r) = Cϕ
(+)
0,−k‖ (r). In Eq. (152), we also set f (k⊥, z) =
sin (k⊥z) e−z/ξ with k2⊥≡k2F−k2‖ . The spinors,Φ+≡ (1, 0, 0,−i)T
andΦ−≡ (0, i, 1, 0)T, are the eigenvectors of the spin operator
S z ≡ 12 diag(σz,−σTz ) in the Nambu space,
S zΦ± = ±12Φ±. (153)
Following the same procedure as in Sec. 2.3.3, we expand
the quantized field Ψ = (ψ↑, ψ↓, ψ†↑, ψ
†
↓)
T in terms of the pos-
itive energy states of the surface Andreev bound states. For
low-temperature regimes T  ∆B, the field operator can be
constructed from the contributions of only the surface An-
dreev bound states as
Ψ(r) =
∑
k‖
[
ϕ(+)0,k‖ (r)ηk‖ + Cϕ
(+)
0,k‖
(r)η†k‖
]
, (154)
where the continuum states with E>∆B are omitted. By sub-
stituting Eq. (152) into the expanded form ofΨ, the quantized
field operator contributed from the surface Andreev bound
states obeys the Majorana Ising condition (92)(
ψ↑(r)
ψ↓(r)
)
= iσµRµz(nˆ, ϕ)
 ψ†↓(r)−ψ†↑(r)
 . (155)
The condition in Eq. (155) clarifies that the Majorana fields
constructed from the surface Andreev bound states reproduce
the Ising spin property and the surface bound states are not
coupled to the local density operators, as generically derived
in Eq. (87). Using Eq. (155), one first finds that the surface
states do not contribute to the local density operator,
ρ(surf)(r) = 0. (156)
The surface helical Majorana fermions cannot be coupled to
the local density fluctuation and thus are very robust against
nonmagnetic impurities. Similarly, the local spin operator is
constructed from the surface Majorana fermion in Eq. (155)
as
S (surf)µ = Rµz(nˆ, ϕ)S
M
z , (157)
where S Mz is the logical spin operator in the case of nˆ = zˆ and
ϕ = 0. Equation (157) implies that only the S z-component is
nonzero while the other components are identically zero when
nˆ = zˆ and ϕ = 0. With the Majorana Ising spin in Eq. (157),
the dynamical spin susceptibility is obtained as
χµν(r1, r2;ω) = χMzz (r1, r2;ω)Rµz(nˆ, ϕ)Rνz(nˆ, ϕ), (158)
where χ(M)zz (r1, r2;ω)≡ 〈S Mz (r1)S Mz (r2)〉ω. The property of the
dynamical spin susceptibility was discussed in Refs. 157, 258,
256, and 259.
We emphasize that the whole branch of the surface Andreev
bound states can approximately retain the Ising spin charac-
ter. The Majorana nature of the whole branch is a consequence
of the Andreev approximation within kFξ  1, and only the
exact zero energy mode at k‖ = 0 is rigorously protected by
the topology number. The approximated Majorana nature may
enable the realization of the macroscopic Ising-like spin cor-
relation. This will be discussed in Sec. 5.
Using Eqs. (154) and (155), one can obtain the effective
Hamiltonian for the surface Majorana fermions as13, 260
Hsurf =
∑
k‖
ψT−k‖c
(
k‖ × σ˜) · sˆψk‖ , (159)
where we set σ˜µ = Rµν(nˆ, ϕ)σν. The momentum parallel to
the surface is k‖ and the unit vector normal to the surface is
denoted by sˆ. This effective surface Hamiltonian yields the
gapless relativistic spectrum with the velocity c = ∆B/kF,
which is protected by the TRS. In addition, the field operator
ψ in the Nambu space is self-conjugate, that is, the Majorana
fermion.
Only the perturbation that generates an effective mass in
Eq. (159) turns out to be an external potential coupled to the
Ising spin of surface Majorana fermions S(surf) in Eq. (157),
Hmass = M
∑
k‖
ψT−k‖σ˜ · sˆψk‖ . (160)
Since the mass M changes its sign under the time-inversion
T , the effective Hamiltonian (159) with the mass term (160)
breaks the chiral symmetry. The resultant surface spectrum is
of the massive Majorana fermion,
Esurf(k‖) =
√
c2k2‖ + M
2. (161)
The manifestation of three-dimensional topological supercon-
ductors is the coupling to the gravitational field through the
gravitational instanton term.261, 262 Owing to the nontrivial
topological property, the gapped Majorana cone is responsi-
ble for the quantization of thermal Hall conductivity. It has
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Fig. 10. (Color online) (Left) Triad (eˆ(1), eˆ(2), lˆ) that characterizes the or-
bital component of the ABM state. (Right) Gap function and dˆ of the ABM
state on the Fermi sphere and sliced planes in which the first Chern number
is nontrivial. In the zero field, dˆ is locked by the dipole interaction to the
lˆ-vector. We also depict the gˆ-texture near the Fermi points.
also been predicted that the coupling of the Majorana fermion
to the gravitational field gives rise to cross-correlated re-
sponses.263 In Sec. 5.2, we clarify that in 3He-B confined in
a slab geometry, the mass term M of Eq. (159) is associated
with the order parameter manifold (nˆ, ϕ) and thus the acqui-
sition of the effective mass is driven by the spontaneous sym-
metry breaking.
4.3 3He-A: A prototype of Weyl superconductors
The A-phase, which appears in the high-P and high-T re-
gion of Fig. 9, corresponds to the Anderson-Brinkman-Morel
(ABM) state.33, 34 The order parameter of the ABM state is
given by the complex form
dµ j(k) = ∆Adˆµeiϕ(eˆ(1)j + ieˆ
(2)
j ). (162)
This indicates that the ABM state is composed of the anti-
ferromagnetic spin state (Sˆ ∆(k) = 0) and orbital ferromagnet
((Lˆz−1)∆(k)=0). Hence, the ABM state spontaneously breaks
the TRS. The orbital part of the order parameter is charac-
terized by a set of three unit vectors, which form the triad
(eˆ(1), eˆ(2), lˆ), as shown in Fig. 10. The ˆ`-vector is defined as
lˆ = eˆ(1) × eˆ(2). (163)
The lˆ-vector physically represents the orientation of the nodal
directions at which the bulk excitation is gapless. The bulk
excitation energy in the ABM state is given by
E(k) = ±
√
ε2(k) + ∆2A sin
2 θk, (164)
where θk is the tilting angle from the lˆ-direction.
The order parameter of the ABM state in Eq. (162) has
two remarkable symmetry properties: (i) spontaneous gauge-
orbital symmetry breaking and (ii) twofold discrete symme-
try. For (i), the U(1) phase rotation by δϕ in Eq. (162) is com-
pensated by the continuous rotation of the orbital part about
the lˆ-axis by −δϕ,
ϕ 7→ ϕ + δϕ, eˆ(1)j + ieˆ(2)j 7→ e−iδϕ(eˆ(1)j + ieˆ(2)j ). (165)
In other words, the U(1) phase rotation involves the rotation
of the orbital state and vice versa. Hence, the ABM state
spontaneously breaks the relative rotation symmetry between
the global U(1) phase and the orbital state, which is called
gauge-orbital symmetry breaking. In addition, the ABM state
in Eq. (162) is invariant under the discrete rotation of three
unit vectors, (dˆ, eˆ(1), eˆ(2)) 7→ (−dˆ,−eˆ(1),−eˆ(2)). The symmetry
topologically stabilizes the half-quantum vortex, as we will
discuss in Sec. 7.4.
The ABM state remains invariant under the two-
dimensional rotation symmetry in the spin space, SO(2)S z ,
and combined gauge-orbital symmetry, SO(2)Lz−ϕ,
HA = SO(2)S z × SO(2)Lz−ϕ × Z2. (166)
The mod-2 discrete symmetry Z2 originates from the discrete
symmetry (dˆ, eˆ(1), eˆ(2)) 7→ (−dˆ,−eˆ(1),−eˆ(2)). The manifold of
the order parameter degeneracy is given by
RA = G/HA = S 2S × SO(3)L,ϕ/Z2, (167)
where S 2S is the two-sphere associated with the variation of
the spin vector dˆ. SO(3)L,ϕ is interpreted as S 2L × SO(2)Lz,ϕ,
where SO(2)Lz,ϕ denotes the spontaneous breaking of the rel-
ative symmetry with respect to rotations in orbital space and
global U(1)ϕ phase. Because of the gauge-orbital symmetry,
SO(3)L,ϕ can be regarded as the degeneracy space with respect
to the three-dimensional rotation of (eˆ(1), eˆ(2), lˆ).
Weyl superconductors.— Owing to the absence of the TRS
and the presence of the PHS, the ABM state is always ac-
companied by a pair of Fermi points at which the bulk quasi-
particle excitation is gapless. The Fermi points in the ABM
state are characterized by the nontrivial first Chern number
and thus cannot be removed by any perturbations.16, 64, 66 This
is known as a prototype of Weyl superconductors,16, 67–72 a su-
perconducting analogue to Weyl semimetals.264–270 Weyl su-
perconductors possess chiral Weyl fermions residing in the
vicinity of the Fermi points.
The Weyl points are also regarded as the magnetic
monopole in the momentum space16 and the pairwise Weyl
points are connected by the singular “vortex” line or Dirac
string where the quasiparticles acquire the Berry phase γ(C) =
2pi along the path C enclosing the “vortex” line. As shown in
Fig. 10, therefore, the Weyl superconductors can be regarded
as the layered structure of “weak” topological superconduc-
tors that have a nontrivial first Chern number in each sliced
two-dimensional momentum plane,
Ch1(kz) = 2lˆ, (168)
for |kz|< kF; Otherwise, it is trivial. The bulk-edge correspon-
dence indicates that each sliced plane is responsible for the
existence of the zero energy states. They form a zero-energy
flat-band structure along the k-direction connecting two Weyl
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points. Hence, the Fermi points of Weyl superconductors cor-
respond to the end point of the zero energy flat band, leading
to the “Fermi arc” protected by pairwise Weyl points.76, 77
In unconventional superconductors, the nodal direction is
usually forced by the effect of crystalline symmetries and
strong spin-orbit interaction. In contrast, such constraint on lˆ
is absent in the bulk ABM state. The energy degeneracy with
respect to the orientation of lˆ is an obstacle to realizing topo-
logical defects that host Majorana fermions in the following
two senses: (i) In accordance with the Mermin-Ho relation as-
sociated with the gauge-orbit symmetry SO(3)L,ϕ,271 the con-
tinuous twist of lˆ induces the U(1) phase slippage without
forming a vortex core, which generates the superfluid mass
flow. The “coreless” vortices, such as the Mermin-Ho vor-
tex, are not accompanied by a definite vortex core and thus
have a spatially uniform superfluid density.36, 271, 272 Indeed,
although the Mermin-Ho vortex may have nontrivial low-
lying quasiparticle structures, they cannot have exactly zero
energy because of the absence of a topological invariant (see
Sec. 7.3).273 (ii) The second reason is that the ABM state has a
strict boundary condition on lˆ, that is, lˆ must be perpendicular
to the surface. The ABM state with lˆ tilted from the surface
normal direction gives rise to a strong pair breaking effect and
thus wastes the condensation energy. For lˆ normal to the sur-
face, each sliced momentum plane is parallel to the surface
and the bulk-edge correspondence is absent. In Secs. 5 and 7,
we discuss this in further detail and propose definite ways of
realizing Majorana fermions in the ABM state confined to an
appropriate geometry that controls the lˆ-texture.
Thermodynamics.— Let us share some thermodynamic
properties of the ABM state within the GL theory, which of-
fers a key to understanding the thermodynamic stability of the
half-quantum vortex as discussed in Sec. 7. We start with the
GL free energy functional FGL32 for the bulk superfluid 3He,
FGL =
∫
dr
(
fbulk + f
(1)
mag + f
(2)
mag + fdip
)
, (169)
which holds the symmetry group G in Eq. (128). The bulk
free energy is given by
fbulk = αd∗µidµi + β1d
∗
µid
∗
µidν jdν j + β2d
∗
µidµid
∗
ν jdν j
+ β3d∗µid
∗
νidµ jdν j + β4d
∗
µidνid
∗
ν jdµ j + β5d
∗
µidνidν jd
∗
µ j.
(170)
The phenomenological parameters satisfy the following rela-
tions in the weak coupling limit, −2β1 = β2 = β3 = β4 =−β5 =
6
5β0 = 7ζ(3)NF/[120(pikBTc0)
2], where we have introduced
α = − 13NF(1 − T/Tc0) and ξ0 = ~vFpikBTc0
√
7ζ(3)/48.
By substituting the order parameters of the BW and ABM
states, the GL free energy is found to be always lower for the
BW state than that for the ABM state in the weak coupling
limit f BWbulk < f
ABM
bulk . Therefore, the strong coupling correc-
tion is indispensable for the thermodynamic stability of the
ABM state. To take account of the strong coupling correction
into the GL function without breaking the full symmetry G, it
has been proposed that the GL parameters of the bulk fourth-
order terms βi are corrected to34 β1/β0 =− 35 (1+0.1δ), β2/β0 =
6
5 (1 + 0.1δ), β3/β0 =
3
5 (2 − 0.05δ), β4/β0 = 35 (2 − 0.55δ), and
β5/β0 =− 35 (2 + 0.7δ). The corrections originate from the spin-
fluctuation feedback effect, and the parameter δ ≡ δ(P) in-
creases as P increases.32 The ABM state becomes more ther-
modynamically stable than the BW state when δ(P) > 0.465,
corresponding to the high-pressure regime. The microscopic
calculation for βi was made by Sauls and Serene.274 More re-
cently, the coefficients β j have been determined by Choi et al.
through the analysis of the precise measurements of the spin
susceptibility and NMR spectra.275, 276
The magnetic field energy relevant to 3He in the equilib-
rium is the quadratic Zeeman energy that is given by277
f (2)mag = gmHµd
∗
µiHνdνi. (171)
The factor gm in Eq. (171) is given as gm = 23β0(
µn
1+Fa0
)2 =
7ζ(3)NFγ2
48[(1+Fa0)pikBTc]
2 . Another magnetic field energy f
(1)
mag appears in
the GL functional, which is linear in the applied magnetic
field,
f (1)mag = iη
µνηHµAν jA∗η j. (172)
This describes the high-order correction on Tc/TF that orig-
inates from the splitting of the Fermi surfaces. This term
slightly shifts the pair interaction and NF for opposite
spins.32, 278 Hence, f (1)mag is negligible in the weak coupling
limit at which the quadratic Zeeman term is dominant.
For the ABM state in Eq. (162), the quadratic Zeeman term
is
f (2)mag = 2gm
(
dˆ · H
)2
. (173)
Since gm is a positive constant, the quadratic Zeeman term
favors the situation that the d-vector is perpendicular to the
applied magnetic field, d ⊥ H. This indicates that the mag-
netic field strongly suppresses the | ↑↓ + ↓↑〉 pair, and re-
sultant Cooper pairs in the ABM state are composed of equal
distributions into | ↑↑〉 and | ↓↓〉 states, which is called the
equal spin pair state. In the equal spin pair state, the quadratic
Zeeman field does not affect the ABM state and the linear
Zeeman effect becomes important. The linear Zeeman effect
suppresses the Cooper pair distributions into the | ↓↓〉 pair
state, while it enhances the | ↑↑〉 pair. The order parameter de-
viated by the linear Zeeman shift is obtained by replacing the
dˆ-vector with the complex variable as
dµ j =
(
dˆµ + iηdˆ′µ
) (
eˆ(1)j + ieˆ
(2)
j
)
, (174)
where dˆ′ = Hˆ × dˆ and 0 ≤ η ≤ 1. The state with η > 0 is
called the A2 state, in which ∆↑↑,∆↓↓. The limit of η = 1 cor-
responds to the A1 state, where the | ↓↓〉 completely vanishes.
The topological properties are the same as those of the spin-
less chiral p-wave systems in Sec. 3. Both A1 and A2 states
are nonunitary states.
We finally briefly comment on the last term in the GL func-
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tional (169), fdip. In 3He, the magnetic dipole-dipole interac-
tion originates from the magnetic moment of 3He nuclei. The
Hamiltonian for the nuclear-dipole interaction is given as
HD = γ
2
2
∫
dr1
∫
dr2Qµν(r12)S µ(r1)S ν(r2), (175)
where we have introduced the local spin operator S µ(r) =
ψ†a(r)(σµ)abψb(r)/2. The dipole interaction potential Qµν(r) is
defined as Qµν(r) = (δµν − 3rˆµrˆν)/r3. Since the dipole interac-
tion is much weaker than the pair interaction, it acts as a small
perturbation on the order parameter. The dipole energy within
the GL regime, fdip, is derived from the Hamiltonian (175)
as 〈〈HD〉〉, where 〈〈· · · 〉〉 is the thermal average. The dipole
energy density is given as31, 32, 279, 280
fdip =
1
5
λDNF
(
d∗µµdνν + d
∗
µνdνµ −
2
3
d∗µνdµν
)
. (176)
Here, λD is a dimensionless dipole coupling parameter and ap-
proximately independent of pressure. The value is estimated
as λD ≈ 5 × 10−7.32
For the BW state, the spin-orbit interaction does not change
the overall structure and remaining symmetry, while it im-
poses a constraint on the order parameter degenerate space, in
particular, on ϕ. By minimizing fdip, the angle ϕ is fixed to the
Leggett angle as in Eq. (138). For the ABM state, the dipole
interaction energy fdip is rewritten with Eq. (162) as
fdip = −2gd
[
( lˆ · dˆ)2 − 1
3
]
, (177)
where gd is a positive constant related to λD. The configura-
tion, lˆ ‖ ±dˆ, can minimize the dipole interaction energy. This
means that the dipole interaction gives rise to the locking of
the orbital part lˆ to the spin part dˆ in the ABM state.
4.4 Planar state: Symmetry and topology
In addition to the BW and ABM states, the planar state
that is the two-dimensional analogue to the BW state is en-
ergetically competitive with the ABM state in 3He. This is
because both ABM and planar states possess similar quasi-
particle structures with point nodes. It is, however, recog-
nized that the spin-fluctuation feedback effect always favors
the time-reversal broken ABM state over the planar state, and
the planar state cannot be thermodynamically stable even in a
restricted geometry. Nevertheless, understanding the topolog-
ical aspect provides very useful information for nodal super-
conducting materials with TRS. Indeed, the planar state can
be a prototype of the Eu state in CuxBi2Se3,80, 281–283 the E1u
state in UPt3,27, 162, 284 and other helical pairing states.
The simple form of the order parameter for the planar state
is then given by
dµν = ∆P
 1 0 00 1 00 0 0
 . (178)
The planar order parameter is composed of the (kˆx − ikˆy) and
(kˆx + ikˆy) orbital pairs, which are equally distributed to the
S z = +1 and −1 spin states, respectively. The bulk planar
state holds the subgroup of the symmetry group G,16, 32
Hplanar = UJz,φ × Pz × T. (179)
The group UJz,φ comprises (i) the group of joint rotations
about the z-axis, U(1)S z+Lz , and (ii) the combined symmetry
O(x,pi)J U
(pi/2)
φ is a joint rotation by pi about the x-axis in the
spin and orbital spaces. The generator of the rotation groups
U(1)Lz+S z is Jz. Hence, the Casimir operator of US z,φ is J
2
z ,
where J2z = 0, 1, and 2 are possible in spin-triplet states. The
operator of the group Pz is eipieipiJz , which describes the dis-
crete rotation consisting of the pi-rotation about the z-axis in
the spin and orbital spaces and the gauge rotation by pi.
The quasiparticle excitations become gapless at the south
and north poles of a three-dimensional Fermi sphere,
E(k) =
√
ε2(k) + ∆2P sin θk, (180)
which is the same as that of the ABM state in Eq. (164).
Hence, in the weak coupling limit, the thermodynamic be-
haviors are indistinguishable from those of the ABM state.
Topological stability of point nodes.— For the topological
structure, however, the planar state becomes distinct from the
ABM state.16 For instance, as discussed in Sec. 4.3, the point
nodes in the time-reversal broken ABM state are regarded as
the Weyl points having a definite monopole charge, which are
protected by the first Chern number. Contrary to the Weyl su-
perconductivity, the first Chern number defined in S 2 embrac-
ing the point nodes becomes zero in the planar state owing to
the TRS.
However, this does not always imply that the point nodes
in the planar state are unstable and immediately gapped out
by any disturbances. Kobayashi et al.285 have recently pre-
sented the classification of the topological stability of nodes
in odd-parity superconductors, which is a topological gener-
alization of Blount’s theorem. In accordance with the theory,
point nodes in the planar state are protected by the mirror re-
flection symmetry Mxy = iσz in the xy-plane, where the mirror
operator changes kˆ and d to (kˆx, kˆy,−kˆz) and (dx, dy,−dz), re-
spectively. The planar order parameter is, therefore, even un-
der Mxy and the BdG Hamiltonian obeys the mirror reflection
symmetry
MxyH(k)M†xy = H(kx, ky,−kz), (181)
where Mxy = diag(Mxy,M∗xy). Since the mirror operator is
commutable with T and C, the topological classification of
the point node in the planar state is categorized into the
“P+DIII” class with the additional discrete symmetry M++
in the notation of Ref. 285, while the ABM state belongs
to class “D”, that is, the point node is always topologically
stable. Therefore, the stability of the point nodes in the pla-
nar states manifests the topology and symmetry background,
which is essentially different from that of the ABM state.
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Bulk Z2 topological invariant.— In addition to the topolog-
ical aspect of point nodes, the topology of quasiparticles in
the planar state is also distinct from that in the BW and ABM
states. Although the definition of a topological invariant re-
quires the bulk excitation to be fully gapped for all momenta,
topological invariant can be introduced even in nodal super-
conductors.
The strategy for introducing the bulk topological invariant
is as follows: For time-reversal-invariant odd-parity supercon-
ductors, point nodes are not topologically protected and are
removed by introducing a small perturbation δ that makes
a finite gap while preserving the fundamental discrete sym-
metries, T and C.282 Removing the point nodes enables one
to introduce the three-dimensional winding number w3d as in
Eq. (145) for class DIII. The Z number has an ambiguity in
choosing the perturbation δ, and w3d is not invariant under a
gauge transformation. As clarified in Refs. 99, 281, and 282,
the parity of w3d,
ν = (−1)w3d = −1, (182)
remains well-defined as a gauge invariant number.
The Z2 number in odd-parity superconductors was first in-
troduced by Sato14 in the case of a single-band system and
subsequently extended to a general case by Sato99 and Fu and
Berg,281 independently. The Z2 number provides a sufficient
criterion for realizing time-reversal-invariant odd-parity topo-
logical superconductors. Let us now assume an odd-parity su-
perconductor with inversion symmetry
PH(k)P† = H(−k), (183)
where P= Pτz. The inversion symmetry simplifies the parity
of w3d to99, 281, 282
ν = (−1)w3d =
∏
i,m
sgn [ε2m(Λi)] , (184)
where εm(Λi) is the energy dispersion of the normal state at
time-reversal-invariant momenta. Owing to the TRS, the en-
ergy band of the normal 3He has a Kramers pair as ε2m(Λi) =
ε2m+1(Λi). Equation (184) indicates that the mod-2 winding
number is determined by counting the number of Fermi sur-
faces enclosing k =Λi. For the planar state in 3He, the topo-
logical invariant is nontrivial, (−1)w3d = −1, because the sin-
gle Kramers-paired Fermi surface encloses the time-reversal-
invariant momenta Λi = 0. The nontrivial value of the bulk
Z2 number gives sufficient conditions for realizing topologi-
cal superconductivity and helical Majorana fermions.
5. 3He in Confined Geometries: Symmetry-Protected
Topological Phases
In this section, we will show that the superfluid 3He con-
fined to a restricted geometry can offer an ideal situation to
study the intertwining of symmetry and topology and to real-
ize Majorana fermions. After briefly overviewing the recent
progress on understanding the superfluid phases of 3He in a
restricted geometry, we will explain the rich topological as-
Fig. 11. (Color online) Phase diagram of 3He in a slab with thickness D,
where ξ0 denotes the superfluid coherence length. Taken from Ref. 49.
pects of the BW, ABM, and planar states, which are energeti-
cally competitive in a slab geometry.
5.1 3He in a slab geometry: Overview
Let us start with the symmetric properties of 3He confined
in a slab geometry, where 3He is sandwiched by two parallel
surfaces. Let zˆ be normal to the two parallel surfaces. Owing
to such confinement, the three-dimensional continuous rota-
tional symmetry in the coordinate space is explicitly broken
and the resultant symmetry group of the normal state is re-
duced to
Gslab = SO(2)Lz × SO(3)S × U(1)φ × T. (185)
The BW state in a slab geometry remains invariant under the
two-dimensional rotation of the spin and orbital spaces about
the surface normal axis, and thus the remaining symmetry is
Hslab = SO(2)Lz+S z × T × PUpi/2. The BW order parameter
relevant to this situation is parameterized as
dµ(k, z) = Rµν(nˆ, ϕ)d(0)νη (z)kˆη, (186)
where
d(0)µν (z) = ∆‖(z)
(
δµ,ν − zˆµzˆν
)
+ ∆⊥(z)zˆµzˆν. (187)
Hence, the quasiparticle excitation gap is distorted by confine-
ment. For ∆‖ = ∆⊥, Eq. (186) recovers the isotropic BW order
parameter, while it turns to the planar state when ∆⊥ vanishes.
The spatial profile of the pair potentials, ∆‖(z) and ∆⊥(z),
is determined by solving the self-consistent equations for the
pair potential and underlying quasiparticles subject to a sur-
face boundary condition. A quasiparticle incoming to the sur-
face along the trajectory of k is specularly scattered by the
wall to the quasiparticle state with
k = k − 2 zˆ( zˆ · k). (188)
The specular scattering of quasiparticles on the surface im-
poses a strong constraint on the wavefunction of the Cooper
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pairs, ∆(k, z) = ∆(k, z), at the surface z = zsurf . This implies
that while the Cooper pairs with zero perpendicular momen-
tum are insensitive to the surface condition, the pairs having a
nonzero momentum perpendicular to the surface must vanish
at the surface, namely,
d
dz
∆‖(z)
∣∣∣∣∣
z=zsurf
= 0, ∆⊥(zsurf) = 0. (189)
Hence, the surface induces an anisotropic pair-breaking
mechanism that deviates ∆‖ and ∆⊥.
Within the GL theory, the spatial shapes of ∆‖(z) and ∆⊥(z)
are determined by solving the GL equation, that is, the nonlin-
ear Schro¨dinger-like equations. Under the simple assumption
of ∆‖ = ∆B for D  ξ, one may construct the solution that
satisfies the boundary condition in Eq. (191) as
∆⊥(z) = ∆B(T ) tanh
(
z
ξ
)
tanh
(
D − z
ξ
)
, (190)
where we set ξ ≡ √6ξGL with the coherence length in the GL
regime, ξGL(T ) ≡ ξ0/
√
1 − T/Tc. Within the GL theory, the
confinement effect and the phase diagram in 3He confined in
a slab geometry have been quantitatively discussed by numer-
ous researchers.46, 47, 278, 286–295 The full numerical calculation
indicates that the parallel component ∆‖ is slightly enhanced
in the surface region by the gain of the condensation energy.
Apart from the GL regime, a microscopic study on the
gap structure of 3He-B near the surface was first initiated
by Buchholtz and Zwicknagl296 on the basis of quasiclassi-
cal Eilenberger theory. The surface boundary condition (189)
on ∆ is recast into that on the 4 × 4 quasiclassical propagator
g( kˆ, r;ωn),
g(kˆ, rsurf ;ωn) = g( kˆ, rsurf ;ωn), (191)
when the surface is fully specular, as in Eq. (188). The
gap structure on the surface qualitatively reproduces that ob-
tained from the GL theory. The microscopic calculation, how-
ever, gives extra information that the surface distortion is
accompanied by the emergence of surface Andreev bound
states, which are currently known as surface helical Majorana
fermions.
As discussed in Sec. 4.2, the BdG equation for systems with
a specular surface is reduced to the one-dimensional Dirac
equation with the domain wall of an effective mass.164, 297 This
effective theory gives a unified description for low-energy
quasiparticle states and has an important consequence that
the zero-energy Andreev bound state always appears in the
surface of unconventional superconductors and superfluids,
when the pair potential which the quasiparticles are subjected
to changes its sign as in Eq. (96). Hara and Nagai298 analyzed
a p-wave polar state as an exactly soluble model for studying
the interplay between the surface distortion and the surface
bound states. Making use of an exact self-consistent solution,
they demonstrated that the spatial profile of ∆ is essentially
the same as the order parameter in Eq. (190). The spatial pro-
file is similar to that of the continuum model of polyacetylene
with a soliton lattice and Fulde-Ferrell-Larkin-Ovchinnikov
superconductors.165–167, 174, 299
Studies on the confinement effect and phase diagram were
followed by numerous works based on the quasiclassical
theory.48, 49, 74, 75, 81, 161, 296, 298, 300 These works underline the
role of the surface Andreev bound states in thermodynam-
ics. Boundary conditions that describe quasiparticle scatter-
ing from an atomically rough surface were developed in sev-
eral ways.301–309 These include the scattering of quasiparticles
from a thin layer of atomic-size impurities,301 a distribution
of a randomly oriented mirror on the surface,302 and a ran-
domly rippled wall.303–306 Nagato et al. implemented bound-
ary conditions that describe a partially diffusive surface, by
using a random S -matrix.307–309 Vorontsov and Sauls300 de-
veloped a more tractable scheme to implement the diffusive
boundary condition into the quasiclassical theory. The surface
roughness causes the diffusive scattering of quasiparticles and
markedly changes the surface structure of order parameters
and low-lying bound states.81, 300, 308, 310 It is worth noting that
in 3He, the surface specularity is experimentally controllable
by coating the container with 4He layers,59 and the rough-
ness may change the surface structure of the superfluid 3He-B.
The recent progress in the understanding of surface Andreev
bound states and roughness effects in 3He is summarized in
Ref. 81.
Vorontsov and Sauls49 revealed that a confined geometry
induces a new quantum phase, which is the so-called stripe
phase. The stripe phase spontaneously breaks the translational
symmetry along a surface parallel direction. The stable region
of the stripe phase covers the A-B transition line as shown in
Fig. 11.
It is now widely accepted that such a stripe ordered phase
can be stabilized in various situations, including in 3He con-
fined in narrow cylinders,50 unconventional (d-wave) super-
conducting thin films,311–313 and superconducting mesoscopic
thin-walled cylinders under external magnetic fields.314 The
stability of the stripe phase and the mechanism of the spon-
taneous breaking of the translational symmetry in a confined
geometry are essentially different from those in bulk super-
conductors. In bulk superconductors, the emergence of the
Fulde-Ferrell-Larkin-Ovchinnikov states is a consequence of
the competition between the two different sources of pair
breaking: the Pauli paramagnetic and orbital depairing effects.
In restricted geometries, however, the orbital depairing effect
is absent, and an extra key for the stability of stripe states is
provided by the intertwining of the order parameter with the
emergence of surface Andreev bound states. In particular, a
ground state realized in d-wave superconducting thin films311
can spontaneously break the TRS in addition to the transla-
tional symmetry, which develops a supercurrent flow along
the film. The time-reversal broken stripe state is accompanied
by a large “backflow”. The large backflow is a manifestation
of the odd-frequency pairing which is another facet of sur-
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face Andreev bound states. This is responsible for a negative
superfluid density315 and makes spatially uniform BCS states
thermodynamically unstable. In accordance with the symme-
try argument, the odd-frequency pairings emergent in spin-
singlet superconductors are fragile against surface roughness,
and thus the stripe state becomes unstable as surface specu-
larity decreases.316
5.2 Symmetry-protected topological phase in the BW state
under a magnetic field
As mentioned in Secs. 4.1 and 4.2, 3He-B is a prototype
time-reversal-invariant topological superfluid (class DIII),
and its hallmark is the appearance of surface helical Majorana
fermions.8, 13, 157–159 We, however, notice that the topological
property of 3He-B is not always protected by the TRS, and
extra discrete symmetries, such as P2 and P3, may protect a
topological invariant. Indeed, it was uncovered in Ref. 24 that
the topological phase survives in 3He-B confined in a slab ge-
ometry even under a magnetic field, where the field is applied
along the surface. As shown in Fig. 1, the B-phase undergoes
the phase transition from the BI- to BII-phase, where the for-
mer (latter) is identified as the topological phase protected
by P3 (nontopological phase with broken P3). Below, we
overview the intertwining of spontaneous symmetry break-
ing with the topological phase transition after discussing the
structure of the phase diagram. A more detailed review with a
focus on 3He-B was made in Ref. 78.
5.2.1 Topological phase diagram
In Ref. 24, it was emphasized that the nuclear-magnetic
dipole interaction in Eq. (175) plays a key role in determining
the thermodynamic stability of the topological phase. Hence,
we have to take into account the effects of the magnetic Zee-
man field and the dipole interaction into the self-consistent
quasiclassical framework equally (see Appendix). We here
take the pairing interaction Vcdab( kˆ, kˆ′) as the combination
of the SO(3)S×SO(3)L×U(1) symmetric p-wave interaction
and the dipole-dipole interaction (175). The dipole potential
Qµν(k, k′) = g˜DR
∫
Qµν(r)e−i(k−k
′)·rdr is composed of the se-
ries of p-, f -, and higher partial waves. Since the pairing in-
teraction in 3He is dominated by the former channel, only the
p-wave contribution is taken into account. To this end, the
gap equation with the anomalous quasiclassical propagators
fµ( kˆ, r;ωn) is reduced to24, 78, 162
dµν(r) =3|g|
〈
kˆν fµ
〉
kˆ,n
− g˜D
(
1 + 3δµν
) 〈
kˆν fµ
〉
kˆ,n
− 3g˜D
[〈
kˆµ fν
〉
kˆ,n
−
〈
kˆν fµ
〉
kˆ,n
]
, (192)
where g is the coupling constant associated with SO(3)S ×
SO(3)L symmetric pair interaction and g˜D denotes the cou-
pling constant of the dipole interaction renormalized with the
contributions of high-energy quasiparticles. The gap equation
(192) coupled to the quasiclassical equation (A·9) subject to
(A·11) now serves as a self-consistent framework to quantita-
tively study the energetics and thermodynamics of 3He. The
closed form of the self-consistent equations is accomplished
by taking into account the quasiclassical self-energy that de-
scribes the ferromagnetic exchange field associated with the
Fermi liquid parameter Fa0 = −0.7.
The effect of the dipole interaction in the superfluid 3He-
B has been emphasized in different contexts, such as spin
and orbital dynamics.279, 280, 317–320 The self-consistent calcu-
lations with the dipole interaction were initiated by Tewordt
and Schopohl318, 319 to clarify the field dependences of the
spin susceptibility and collective modes in the bulk 3He-B.
Fishman320 analyzed in detail the nonlinear field-dependences
of the static and dynamic spin susceptibilities in the bulk 3He-
B in connection with NMR experiments.
The thermodynamic stability of 3He-B confined in a slab
in the presence of the dipole interaction was first examined
in Ref. 24 (see Fig. 1). It turns out that under a parallel field,
the B-phase is further subdivided into two phases, BI and BII,
at the critical magnetic field H∗, as shown in Fig. 1. To char-
acterize the subphases, we here introduce a new quantity, ˆ`z,
defined as
ˆ`
µ(nˆ, ϕ) = hˆνRνµ(nˆ, ϕ) (193)
which is associated with the order parameter of the BW state,
(nˆ, ϕ). Here, hˆν denotes the orientation of the applied field.
Using this quantity, the two subphases BI and BII are identi-
fied as the states with ˆ`z = 0 and nonzero ˆ`z, respectively. As
discussed below, ˆ`z(nˆ, ϕ) is regarded as the order parameter
associated with the spontaneous breaking of the P3 symme-
try.
To understand the phase structure in Fig. 1, let us consider
the energetics within the GL theory. The GL analysis initiated
theoretical studies for understanding the pair breaking effect
and nˆ-texture in restricted geometries.46, 47, 278, 286–295 The or-
der parameter of the BW state in a slab is composed of (nˆ, ϕ)
in addition to ∆‖(z) and ∆⊥(z), as in Eq. (186). For the regime
wherein H is much weaker than the dipolar field Hd, the order
parameters (nˆ, ϕ) in the equilibrium are determined by mini-
mizing the dipole energy
∫
dz fdip(z) as
nˆ = (0, 0, 1), (194)
and ϕ = cos−1(− 14 〈∆‖(z)∆⊥(z)〉/〈∆2‖ (z)〉), where 〈· · · 〉 denotes
the spatial average over the slab. This corresponds to the sit-
uation that ˆ`z = 0, and thus the BI-phase is favored by the
dipole interaction when the magnetic field is applied along
the surface [See Fig. 12(a)].
For H  Hd, the GL free energy is dominated by the mag-
netic energy fmag. Substituting the order parameter defined in
Eq. (186), one obtains the magnetic energy density in the GL
regime as
fmag = gmH2∆2‖
[
1 − ˆ`2z (nˆ, ϕ)
(
1 − η2(z)
)]
. (195)
The function η(z) ≡ ∆⊥(z)/∆‖(z) denotes the local distor-
tion of the isotropic BW state, where η = 1 is the isotropic
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Fig. 12. (Color online) (a) Schematic picture of the orientation of the nˆ-
vector in the presence of a parallel magnetic field H: H < H∗ (left) and
H  H∗ (right), where H∗ is the critical field. In the case of H  H∗, the
nˆ-vector is oriented to the direction that maximizes ˆ`z. (b) Thermodynamic
potential Ω in Eq. (197) for H < H∗ (upper panel) and H > H∗ (lower panel)
as a function of nˆ, where ϕ is fixed so as to minimize the dipole energy. (c)
Field dependence of ˆ`z at T = 0.2Tc0 and D = 20ξ0. Figures adapted from
Ref. 24
BW state and η = 0 denotes the planar state. Since the pair
breaking effect results in ∆⊥(z) ≤ ∆‖(z) locally, one finds that
0 ≤ 1 − η2 ≤ 1. This indicates that the magnetic field en-
ergy, Fmag ≡
∫
fmag(z)dz, is minimized when ˆ`z(nˆ, ϕ) = ±1,
namely, the BII-phase.
In accordance with the GL analysis,32 the critical magnetic
field H∗GL beyond which ˆ`z becomes nonzero is given by
H∗GL = αλ
1/2
D
pikBTc0
γ~
(1 + Fa0), (196)
where α =
√
54/7ζ(3). The characteristic field H∗GL is about
the dipolar field 25G. This field is temperature-independent
in the GL regime but slightly depends on pressure. We notice
that in the case of a perpendicular field H ‖ zˆ, both the dipole
field and the magnetic Zeeman field favor ˆ`z = 1, regardless of
H. This implies that an infinitesimal field destroys the topo-
logical phase and the surface Majorana fermions acquire an
effective mass proportional to the Zeeman energy.161
The GL theory does not take into account low-lying quasi-
particles that may alter the nˆ configuration. The quasiclassical
formalism will offer a tractable and quantitative scheme for
understanding the interplay of the order parameters and quasi-
particles. The field dependence of ˆ`z is shown in Fig. 12(d) by
carrying out the full self-consistent calculation of the quasi-
classical equations.24 Similarly to the GL regime, in the case
of a parallel field H ‖ xˆ, there exists a critical field H∗ be-
low which ˆ` = 0 survives. Figures 12(b) and 12(c) depict
the energy landscape δΩ on the unit sphere of nˆ. The ther-
modynamic functional δΩ is obtained from the Luttinger-
Ward thermodynamic functional with the quasiclassical op-
erators300
δΩ[g] =
1
2
∫ 1
0
dλSp′
{(
ν + ∆
) (
gλ − 12g
)}
, (197)
where we set Sp′{· · · } = NF
∫
dr〈Tr4{· · · }〉kˆ,ωn . The quasi-
classical auxiliary function gλ is obtained from Eq. (A·9) by
replacing ν→ λν and ∆→ λ∆ (λ ∈ [0, 1]). Equation (197) in-
cludes the effects of the condensation energy and quasiparticle
excitations as well as the Fermi liquid corrections. It turns out
that ϕ is insensitive to H in low fields. We therefore fix ϕ to be
the value that minimizes the thermodynamic potential at zero
fields. For H < H∗, as shown in Fig. 12(b), δΩ for a weak
field has a minimum point when nˆ ‖ zˆ, while the nˆ-vector
tends to tilt from the surface normal direction for H  H∗.
As shown in Fig. 12(c), ˆ`z is locked to be ˆ`z = 0 for H < H∗
up to the critical value µnH∗/piTc0 ≈ 0.001, which is consis-
tent with the GL analysis in Eq. (196). The critical field is
estimated as H∗ ≈ 20–30G depending on pressure.
5.2.2 Symmetry-protected topological phase and Majorana
fermions
Discrete symmetries in 3He-B.— Having clarified the phase
diagram of 3He in a slab under a parallel field, we now turn to
examine the characteristics and hallmarks of both subphases
BI and BII. We start with the group symmetry subject to the
confined 3He under a magnetic field,
Gslab,H,D = P2 × P3 × U(1)φ, (198)
which is composed of additional order-two discrete symme-
tries (P2 and P3) and U(1) gauge symmetry. The P3 (P2) sym-
metry is constructed by the combination of the TRS and joint
pi-rotation in spin and orbital spaces (mirror reflection), where
the rotation about the surface normal H → (−Hx,−Hy,Hz)
[the mirror reflection in the xz-plane H → (−Hx,Hy,−Hz)]
is compensated by the TRS when Hz = 0 (Hy = 0). The ad-
ditional discrete symmetries can be maintained even if each
symmetry is explicitly broken. For 3He-B, since the P2 sym-
metry does not play a major role in the topological superflu-
idity, we focus our attention on the P3 symmetry from now
on.
The operator of the P3 symmetry can be constructed by
combining the TRS T in Eq. (9) and the pi spin rotation
U(pi) ≡ diag(Uz(pi),U∗z (pi)) as
P3 ≡ TU(pi), P23 = +1. (199)
The corresponding pi-rotation matrix in the spin space is in-
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troduced as
Uz(pi) ≡ U(nˆ, ϕ)U( zˆ, pi)U†(nˆ, ϕ), (200)
where U( zˆ, pi) denotes the SU(2) spin rotation matrix about
the zˆ-axis (surface normal) by the angle pi. The pair poten-
tial in Eq. (186) remains invariant under the joint pi-rotation,
Uz(pi)∆(k)UTz (pi) = ∆(−kx,−ky, kz), as well as the TRS, inde-
pendently.
In the presence of a magnetic field, the single-particle
Hamiltonian ε(k) in Eq. (3) contains the magnetic Zeeman
term,
ε(k) = ε0(k) − γH˜2 hˆ · σ, (201)
where H˜ is an effective magnetic field including the self-
energy corrections due to the ferromagnetic exchange inter-
action. The pi-rotation Uz(pi) changes the magnetic Zeeman
term as hˆ ·σ→ −hˆ ·σ+ 2 ˆ`z(nˆ, ϕ)σ˜z, where σ˜z ≡ σνRνz(nˆ, ϕ).
The additional term induced by the joint pi-rotation is charac-
terized by the quantity ˆ`z defined as
ˆ`
µ(nˆ, ϕ) ≡ hˆνRνµ(nˆ, ϕ). (202)
Similarly to the pi-rotation, T = ΘK changes the sign of
the magnetic Zeeman term. Therefore, by combining the pi-
rotation Uz(pi) with T , the P3 operator transforms the BdG
Hamiltonian with the order parameter of the generalized BW
state as
P3H(k)P−13 = H(kx, ky,−kz) − γH ˆ`z
(
σ˜z 0
0 −σ˜∗z
)
. (203)
The term associated with ˆ`z(nˆ, ϕ) can be regarded as the
breaking term of the magnetic pi-rotation P3 symmetry.
The P3 symmetry in Eq. (203) indicates that there are two
possible subgroups of Gslab,H,D, HI and HII, namely, two sub-
phases BI and BII in a confined 3He-B under a magnetic field,
depending on ˆ`z. The BI-phase with ˆ`z = 0 maintains the P3
symmetry,
HI = P3. (204)
Another competing phase, BII, which is characterized by a
definite ˆ`z , 0, breaks the P3 symmetry, HII = Z1, where Z1
denotes the trivial group.
The condition that preserves the magnetic pi-rotation P3
symmetry is found to be
ˆ`z(nˆ, ϕ) = 0, (205)
which is associated with the order parameter (nˆ, ϕ). This im-
plies that altering ˆ`z induces the phase transition from the P3
symmetric BI to the P3 symmetry-breaking BII-phase. The
quantity ˆ`z mentioned above is transformed nontrivially by
the P3 operator as
P3 : ˆ`z 7→ − ˆ`z. (206)
Therefore, ˆ`z can be interpreted as an order parameter of the
magnetic pi-rotation P3 symmetry, and it should be zero unless
the discrete symmetry is spontaneously broken.24
Notice that the P3 symmetry in the BW state remains even
in the presence of superfluid flow,321 where the phase bias
that generates the flow field is parallel to the surface. The flow
field explicitly breaks the SO(2)Lz+S z symmetry and the TRS
simultaneously. The BdG Hamiltonian, however, still remains
invariant under the combined symmetry of the time-inversion
and the joint pi-rotation about the surface normal.
Symmetry-protected topological phase.— Remarkably, one
can introduce a topological invariant as long as the P3 symme-
try is not spontaneously broken, namely, ˆ`z = 0. Combining
it with the PHS in Eq. (8), one obtains the so-called chiral
symmetry in the confined 3He-B under a magnetic field as
{Γ1,H(0, 0, kz)} = 0, Γ1 ≡ CP3. (207)
Since the chiral symmetry is maintained by the Q matrix
as well, it imposes a constrain on the target space of Q in
Eq. (147). The target space mˆ ∈ S 3 is reduced to S 1, and thus
Q is regarded as the projector that maps the chiral symmetric
momenta k⊥ = (0, 0, kz) ∈ S 1 to M = S 1. The topological
invariant relevant to the fundamental group pi1(S 1) = Z is the
one-dimensional winding number14, 24, 90
w1d = − 14pii
∫ ∞
−∞
dkz tr[Γ1H−1(k)∂kzH(k)]
∣∣∣
k‖=0
, (208)
which is evaluated as w1d = 2 for γH < EF (∆⊥ > 0). The
bulk-edge correspondence shown in Sec. 2.1.3 implies that in
the case of ˆ`z = 0, the surface bound state remains gapless
as E(k‖) = 0 at k‖ = 0 even in the presence of the magnetic
field. Hence, the chiral symmetry and the bulk-edge corre-
spondence still have the physical consequence that the gapless
bound states yield the Ising anisotropic magnetic response.
The B-phase under a magnetic field is classified into two
subphases: The P3 symmetry-protected topological phase, BI,
and the P3 symmetry-broken nontopological phase, BII. As
mentioned in Eqs. (205) and (206), these two phases are char-
acterized by ˆ`z, where the former (latter) corresponds to ˆ`z = 0
( ˆ`z , 0). The phase diagram is shown in Fig. 1, where there
exists a topological quantum critical point at a weak field, be-
yond which the P3 symmetry spontaneously breaks and it si-
multaneously triggers off the topological phase transition (see
also Fig. 33 and the text in Sec. 9). Figure 13 summarizes the
phase diagram and the momentum-resolved surface density
of states in Eq. (A·16) at the surface r → z. The topologi-
cal phase transition concomitant with spontaneous symmetry
breaking can occur without closing the bulk energy gap. The
acquisition of the mass of surface Majorana fermions is gen-
erated by the spontaneous symmetry breaking.
The hallmark of the symmetry-protected topological phase
BI is the existence of surface helical Majorana fermions. In
the absence of a magnetic field, as mentioned in Sec. 4.2, the
surface Majorana fermions are the consequence of the TRS.
Similarly, it is demonstrated that for BI, the characteristics
of surface helical Majorana fermions in Eqs. (156) and (157)
are protected by the chiral symmetry (207) and PHS (8). This
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Fig. 13. (Color online) Schematic phase diagram of 3He-B under a par-
allel magnetic field, where H involves the topological phase transition with
spontaneous symmetry breaking. The panels show the momentum-resolved
surface density of states, N(kˆ, z; E) for the symmetry-protected topological
BI and non-topological BII (see also Figs. 1 and 12).
is because the Majorana nature in Eqs. (156) and (157) is a
general consequence of the chiral symmetric BdG Hamilto-
nian and is thus maintained unless the P3 symmetry is spon-
taneously broken. The chiral symmetry protection of the Ma-
jorana Ising spin was first pointed out in Ref. 24 for 3He-B,
and Ref. 20 presented the proof generalized to an antiunitary
operator relevant to the magnetic point group symmetry, as
briefly mentioned in Sec. 2.3.3.
The gapless dispersion is protected by w1d or w3d, while
the interference between surface Majorana cones distorts the
conelike spectrum when two specular surfaces at z = 0 and D
approach each other. The hybridization of two surface states
exponentially splits the zero energy state at |k‖| = 0 with
quantum oscillation on the scale of k−1F as δE(k‖ = 0) ∼
e−D/ξ sin(kFD).140, 238–240 The numerical calculation based on
the quasiclassical theory confirmed the appearance of a mini-
gap generated by the hybridization when 3He is confined in
two directions.75 For 3He confined in one direction, e.g., in
parallel plates, however, no finite excitation gap is generated
by the hybridization even for strong confinement.321
Effective action of surface Majorana fermions.— Although
only the exact zero energy states at k‖ = 0 are rigorously
protected by w1d and possess the Majorana nature, the whole
branch of surface bound states turns out to have the character-
istic of Majorana fermions within the Andreev approximation
∆B  EF. We here present the effective action of such helical
Majorana fermions with an effective mass and briefly com-
ment on the nontrivial topological properties.
Within the Andreev approximation, the surface bound
states maintain the characteristic of helical Majorana
fermions, similar to those in Sec. 4.2. The effective Hamil-
tonian of surface bound states in Eq. (159) is now extended to
contain the mass term M ≡ M(nˆ, ϕ) as78
Hsurf =
∑
k‖
ψTM(−k‖)
[
c
(
k‖ × σ) · zˆ + Mσz]ψM(k‖), (209)
where c = ∆0/kF. The Majorana field ψM is associated with
the original quantized field for surface states, ψ, as ψ(k) ≡
U(nˆ, ϕ)ψM(k), which obeys {ψa, ψb} = δab. It is remarkable
that the effective mass of the surface Majorana fermion, M, is
determined by the single parameter ˆ`z as
M(nˆ, ϕ) =
γH
2
ˆ`z(nˆ, ϕ). (210)
The equation of motion for the surface Majorana fermions
ψM(x) is governed by the 2 + 1-dimensional Majorana equa-
tion, (
−iγµ∂µ + M(nˆ, ϕ)
)
ψM(x) = 0, (211)
where we replace (kx, ky) with (−i∂x,−i∂y) and set x ≡ (r, t).
Without loss of generality, we set M/c → M. The γ-matrix
is introduced as (γ0, γ1, γ2) = (σz, iσx, iσy), which satisfies
{γµ, γν} = 2gµν with the metric gµν = gµν = diag(+1,−1,−1)
(µ, ν = 0, 1, 2). The effective action for the 2 + 1-dimensional
Majorana equation (211) is given as
Ssurf =
∫
dx3ψ¯M(x)
(
−iγµ∂µ + M(nˆ, ϕ)
)
ψM(x). (212)
As shown in Eq. (210), the effective mass M is parameterized
with ˆ`z, which is the order parameter associated with the P3
symmetry breaking.
At the quantum critical point H∗, the quantum fluctuation
of the order parameter ˆ`z may be enhanced. Grover et al.79
proposed the 2 + 1-dimensional effective action that describes
the Majorana fermion coupled to the Ising field. They found
the emergence of supersymmetry (SUSY) at the quantum crit-
ical point H∗. Contrary to previous works322–326 in which the
emergence of SUSY requires the fine tuning of two or more
parameters, the terms that break SUSY become irrelevant at
the critical point and SUSY emerges without enforcing the
conditions microscopically.
Park et al.327 proposed another scenario that spontaneously
generates a finite mass M without breaking the TRS. They
found that surface Majorana fermions are not coupled to the
J = 0 Nambu-Goldstone mode (phase mode), while they can
be coupled to one of the J = 1 Nambu-Goldstone modes (spin
wave modes). The coupling to spin wave modes mediates the
interaction between surface Majorana fermions, which gener-
ates an effective mass. Park et al.327 also predicted that in re-
alistic situations the coupling constant of Majorana fermions
to the spin wave mode lies in the vicinity of the quantum crit-
ical point beyond which the Majorana fermion acquires an
effective mass. It is also remarkable that the quantum mass
acquisition takes place in the first-order transition, which is
in contrast to the second-order transition in the case of the
magnetic-field-driven topological phase transition at H∗ [see
Fig. 12(d)].
For ˆ`z , 0, the Majorana cone in Eq. (209) has a finite en-
ergy gap. In the effective Hamiltonian of such a quasi-two-
dimensional system, the topological invariant can be intro-
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duced as16
N2 =
1
4pi2
∫
dk‖
∫
dωtr
[
G∂kxG
−1G∂kyG
−1G∂ωG−1
]
. (213)
Here, the Green’s function of the surface Majorana fermion is
defined as G−1 ≡ iω −Hsurf(k‖), whereHsurf(k‖)≡c(k‖ ×σ) ·
zˆ + Mσz. It turns out that this winding number is equivalent
to the topological invariant introduced in Eq. (213), and thus
the topological invariant is estimated for massive Majorana
fermions as78
N2 =
sgn( ˆ`z)
2
. (214)
In the case of three-dimensional topological insulators, the
Dirac fermion acquires a mass M when magnetic impurities
are sprinkled in the surface region. Similarly to Eq. (214), the
nontrivial topology characterized by N2 = sgn(M)/2 is re-
sponsible for the half-quantum Hall effect.6
For superconductors and superfluids, however, the U(1)
gauge symmetry is spontaneously broken, and thus the Hall
conductivity is not quantized. Even though the U(1) sym-
metry is absent, massive surface Majorana fermions carry
the Hall component of the nondissipative thermal trans-
port,96, 261–263, 328
κH = N2
pi2k2B
6h
T, (215)
as a consequence of the energy conservation. The direct re-
lation between κH and the bulk winding number of three-
dimensional topological superconductors was clarified by Sh-
iozaki and Fujimoto.328 This quantized transport quantity is a
hallmark of the nontrivial topological aspect of massive Ma-
jorana fermions emergent in 3He-B. It is however pointed
out that the surface Majorana fermion may not be stable
against the combined effects of weak disorder and weak in-
teractions.329–331 The quantized thermal (class DIII) and spin
(class AIII) Hall effects can be predicted if the surface states
are stable.332 We also notice that contrary to superconductors,
Nambu-Goldstone modes remain gapless in the case of su-
perfluids. The order parameter fluctuation modes contribute
to the thermal conductivity through the vertex corrections,333
which might deviate κH from the quantized value. We also
notice that the thermal response of the 3He-A in a thin film is
characterized by the Chern number.334 Furthermore, if super-
conductors maintain the spin-rotation symmetry, which is not
the case in 3He, the spin Hall conductivity is quantized.96, 335
5.3 Spin susceptibility and odd-frequency pairing
We have illustrated that the superfluid 3He-B confined in a
slab is accompanied by the critical field H∗ at which the topo-
logical phase transition is concomitant with the spontaneous
P3 symmetry breaking. The topological order ˆ`z is directly
associated with the Majorana Ising spin (157) as
hˆ · Ssurf = ˆ`z(nˆ, ϕ)S Mz , (216)
where hˆ is the orientation of an applied field. This tells us that
the surface spin can be coupled to the applied field only when
ˆ`z becomes nonzero, while the massless Majorana fermions
do not contribute to the local spin susceptibility. Hence, it
is naturally expected that the reorientation of ˆ`z at the topo-
logical phase transition H∗ is accompanied by the anomalous
magnetic response of surface Majorana fermions, which is a
hallmark of the reorganization of the surface bound states. To
fully understand the anomalous behavior, we also introduce
the concept of odd-frequency even-parity pairing, which is
another facet of surface Andreev bound states.5, 162
5.3.1 Spin susceptibility
We start to display in Fig. 14 the field dependence of the
local spin susceptibility on the surface, χ(z=0), where χ(z) is
defined as χ(z)/χN≡M(z)/MN with the local spin susceptibil-
ity
χ(z) = χN
[
1 +
2
γH
〈
hˆµgµ(kˆ, z;ωn)
〉
kˆ,n
]
. (217)
The magnetic field is applied along the surface H ‖ xˆ.
The spin susceptibility of the bulk BW states is defined in
Eq. (141), which can be estimated as χbulk ≈ 0.4χN for
Fa0 = −0.7 at low temperatures. For a parallel field (H ‖ xˆ),
it turns out that the spin susceptibility χ(z) on the surface is
sensitive to the orientation of ˆ`. The strong anisotropy of the
surface spin susceptibility is attributed to the Majorana Ising
nature of surface bound states: Surface Majorana fermions are
not coupled to a parallel field unless the Majorana fermion ac-
quires a mass. Nagato et al.159 demonstrated that the surface
spin susceptibility is anomalously enhanced once the surface
state has a finite energy gap. By carrying out a fully self-
consistent calculation that takes into account the dipole inter-
action and Zeeman energy, Ref. 24 uncovers that the anoma-
lous behavior of the local spin susceptibility is accompanied
by the topological phase transition concomitant with sponta-
neous P3 symmetry breaking.
The field dependence of the surface spin susceptibility in
the confined 3He-B is plotted in Fig. 14(a), where D = 20ξ0
and T = 0.2Tc0. In the BI-phase within H < H∗, ˆ` = 0 implies
that the Majorana Ising spin points to the surface normal di-
rection ( zˆ), which is perpendicular to the applied field. Hence,
as expected in Eq. (216), the surface Majorana fermions do
not contribute to the magnetic response, and the surface spin
susceptibility does not deviate from χbulk. In Ref. 24, it is also
found that in the vicinity of H∗ the orientation of the surface
magnetization density is tilted from the direction of the ap-
plied field and H ‖ xˆ significantly induces the local magne-
tization M = (Mx, 0,Mz). This is attributed to the fact that in
the vicinity of H∗, the order parameter ˆ`z(nˆ, ϕ) is reoriented
from the dipolar-field-favored state ˆ`z = 0 to the Zeeman-
field-favored state ˆ`z = 1, and the competition between these
two energy scales gives rise to neither the gapless surface state
with ˆ`z = 0 nor the fully gapped state with ˆ`z = 1. The emer-
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Fig. 14. (Color online) (a) Field dependence of surface spin susceptibili-
ties χ(0), χOP(0), and χEP(0) at T = 0.2Tc0. (b) Temperature dependence of
the spatially averaged spin susceptibilities 〈χ〉, 〈χOP〉, and 〈χEP〉 in the non-
topological BII-phase at µnH = 0.009piTc0 and D = 20ξ0. Here, χOP(0) and
χEP(0) denote the contribution of even-frequency spin-triplet odd-parity and
odd-frequency spin-triplet even-parity pair amplitudes to spin susceptibili-
ties. We also plot the spin susceptibility of the bulk 3He-B in Eq. (141), χbulk.
Figures adapted from Ref. 162.
gence of Mz(z) on the surface is a hallmark of the reorientation
of the BW order parameter in the vicinity of H∗.
In the BII-phase with H > H∗, however, χ(z) is enhanced
around the surface, where the surface Majorana fermions are
massive. The direct relation between the mass acquisition
of surface bound states and the anomalous enhancement of
the surface spin susceptibility was first pointed out by Na-
gato et al..159 The surface spin susceptibility in the BII-phase
amounts to 1.6χN, and thus the total susceptibility averaged
over the slab may yield the anomalous behavior. To capture
this, we plot in Fig. 14(b) the temperature dependence of the
spatially averaged spin susceptibility, 〈χ〉 ≡ 1D
∫ D
0 χ(z)dz, at
µnH = 0.009piTc0 corresponding to the nontopological BII-
phase. It is seen that the T -dependence of 〈χ〉 in a slab exhibits
nonmonotonic behavior, where there exists a critical temper-
ature below which 〈χ〉 increases as T decreases. We demon-
strate below that the anomalous enhancement and the non-
monotonic behavior are fully understandable with the concept
of odd-frequency pairing amplitudes, another facet of the sur-
face bound states.
According to the sum rule, the static spin susceptibility 〈χ〉
is obtained by integrating the absorptive part of the dynamical
spin susceptibility over all frequencies.279, 280 Hence, the tem-
perature and field dependences of 〈χ〉 are detectable through
NMR experiments.336 The field and temperature dependences
of 〈χ〉 may unveil the surface state of the symmetry-protected
topological superfluid 3He-B.
5.3.2 Odd-frequency pairing and paramagnetic response
To capture the direct relation between the odd-frequency
Cooper pair amplitudes and the local spin susceptibility, we
first recast the definition of the spin susceptibility (217)
into162
χ(r) = χN
1 + 1
µnH
〈
f0 f¯µ + f¯0 fµ
2g0
〉
kˆ,n
 . (218)
We here utilize the fundamental symmetries of the propagator
in Eqs. (A·13), (A·14), and (A·15) and the normalization con-
dition in Eq. (A·11), gµ = ( f0 f¯µ + f¯0 fµ + iµνη fν f¯η)/2g0. The
anomalous propagator, f = iσy f0 + iσ · fσy, contains all the
information on the Cooper pair correlation of quasiparticles.
Equation (218) indicates that only the mixing term of spin-
singlet and triplet Cooper pair amplitudes contributes to the
spin susceptibilities. The expression in Eq. (218) is a generic
form for superfluids and also applicable to the surface region
of type-II superconductors. This was derived in Ref. 337 for
the aerogel-superfluid 3He-B system and in Ref. 162 for time-
reversal-invariant superfluids and superconductors.
In accordance with the Fermi-Dirac statistics, a wavefunc-
tion of Cooper pairs must change its sign after a permuta-
tion of two paired fermions. Then, as summarized in Table II,
the symmetry of Cooper pairing in a single-band centrosym-
metric superconductor is naturally categorized into four
types: Even-frequency spin-singlet even-parity (ESE), spin-
triplet odd-parity (ETO), odd-frequency spin-singlet odd-
parity (OSO), and spin-triplet even-parity (OTE) pairings.
The former two are conventional pairings in the sense that
they do not change the sign of the Cooper pair wavefunction
by exchanging the times of paired fermions. In general, the
Cooper pair amplitudes are separated to even-frequency and
odd-frequency components,
f j(kˆ, r;ωn) = f EFj ( kˆ, r;ωn) + f
OF
j ( kˆ, r;ωn), (219)
where we set f EFj (ωn) = [ f j(ωn) + f j(−ωn)]/2, f OFj (ωn) =
[ f j(ωn) − f j(−ωn)]/2, and j = 0, x, y, z.
Although conclusive evidence of odd-frequency pairing
in bulk materials has not yet been observed experimentally
since the first prediction by Berezinski,338 the OSO and OTE
pair amplitudes can emerge ubiquitously in spatially nonuni-
form systems accompanied by Andreev bound states and the
anomalous proximity effect.339–359 In Table II, we summarize
the four possible classes of Cooper pair amplitudes in bulk
superconductors and superfluids, and the additional Cooper
pairs induced by a symmetry-breaking field.5, 341, 360–363 In
the case of spin-triplet superconductors and superfluids, ETO
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Parity Broken symmetry
∆ frequency spin parity time trans.
ESE + − + OTE OSO
ETO + + − OSO OTE
OSO − − − ETO ESE
OTE − + + ESE ETO
Table II. Classification of possible Cooper pairings in bulk superconduc-
tors: ESE, ETO, OSO, and OTE pairs. The fifth and sixth columns show
the Cooper pair amplitudes emergent in systems with the breaking of time-
reversal symmetry and translational symmetry, respectively.
components f EFµ exist in the bulk, where f
EF
µ (k) = − f EFµ (−k).
A time-reversal-breaking perturbation, such as a magnetic
Zeeman field, can induce the mixing of spin-singlet Cooper
pair amplitudes. Since the induced spin-singlet pairing must
have an odd parity unless the translational symmetry is bro-
ken, the Cooper pairs residing in bulk ETO superconductors
and superfluids have OSO pairing in addition to ETO pair-
ing. A translational symmetry breaking field, such as a sur-
face boundary condition and vortices, induces the OTE com-
ponents f OFµ in bulk ETO superconductors and superfluids.
Note also that all four pairings can emerge when both TRS
and translational symmetry are broken.
The concept of odd-frequency pairing has succeeded in
extracting the anomalous charge and spin transport, elec-
tromagnetic responses, and proximity effects via Andreev
bound states. The odd-frequency pairing is found to yield
anomalous paramagnetic responses and negative superfluid
density.357, 359 In addition, it has recently been demonstrated
that Majorana fermions are identical to the odd-frequency
pairing.162, 360, 364–367 A more comprehensive review on odd-
frequency pairing was made by Tanaka et al.5 and Eschrig.343
When the system is assumed to maintain the TRS at zero
fields, the general form of χ in Eq. (218) is further recast into a
more convenient form in terms of Cooper pair amplitudes. For
a weak magnetic field, µnH/∆ 1, one can formally expand
g0, f0, and fµ in powers of µnH/∆: g0 = g
(0)
0 + g
(1)
0 + · · · , f0 =
f (1)0 + · · · , and fµ = f (0)µ + f (1)µ + · · · . To this end, the spin
susceptibility χ ≡ hˆµχµνhˆν is composed of odd- and even-
parity Cooper pair amplitudes,78, 162
χ(z) = χN + χOP(z) + χEP(z). (220)
The odd-parity contribution χOP(z) is given by the mixing
term of the OSO pair amplitude f OF0 and the ETO pair f
EF,
χOP(z)
χN
≡ 1
µnH
Re
〈
f OF(1)0 hˆµ f
EF(0)∗
µ
g(0)0
〉
kˆ,n
. (221)
The even-parity contribution χEP(z) is given by the mixing
term of the ESE pair amplitude f EF0 and the OTE pair f
OF,
χEP(z)
χN
≡ − 1
µnH
Re
〈
f EF(1)0 hˆµ f
OF(0)∗
µ
g(0)0
〉
kˆ,n
. (222)
We here utilize the relation g(0)0 ( kˆ, z;ωn) = −g(0)0 (kˆ, z;−ωn),
which can be maintained by time-reversal-invariant systems.
Equations (221) and (222) indicate that only the spin-triplet
pairings f (0)µ at zero fields can be directly coupled to the ap-
plied field.
In the bulk of spin-triplet superfluids and superconductors,
ETO pairings f EF(0)µ are simply the d-vector and thus the be-
havior of χOP is then understandable with the rotation of the
d-vector, where χOP = 0 for hˆ ⊥ d and χOP ≤ 0 for d · hˆ , 0.
In contrast, OTE Cooper pairs f OF(0)µ are absent in the bulk and
induced by the breaking of translational symmetry at surfaces,
interfaces, or vortices. As a result, the total spin susceptibility
at surfaces is determined by the OTE pairing f OF(0)µ directly
coupled to the applied field in addition to the ordinary contri-
bution from the relative orientation of the d-vectors to hˆ.
The OTE pairing f OF(0)µ emergent in the surface region is
subject to the discrete symmetries that 3He-B maintains. For
the pair amplitudes f (0)µ at zero fields, the SO(2)Lz+S z rotation
symmetry and the boundary condition (191) impose a strong
constraint on the OTE pairing as162
hˆ · fOF(0)(kˆ, zsurf ;ωn) = ˆ`z(nˆ, ϕ) f˜ OF(0)z ( kˆ, zsurf ;ωn). (223)
The OTE Cooper pair in the case of nˆ = zˆ, f˜ OF(0)z , is identical
to the momentum-resolved surface density of states,364, 365
N( kˆ, z; E) ≈ 1
pi
∣∣∣Re f˜ OF(0)z ( kˆ, z;ωn → −iE + 0+)∣∣∣ . (224)
Hence, the OTE Cooper pair amplitudes always appear on the
surface of 3He-B when the surface Andreev bound state ex-
ists. Similarly, the ETO pairing at the surface is given by
f EF(0)µ =
(
Rµx(nˆ, ϕ) cos φk + Rµy(nˆ, ϕ) sin φk
)
f˜ EF(0)‖ . (225)
Hence, the orientation of the emergent OTE pairing relative
to the applied field is parameterized with the order parameter
ˆ`z(nˆ, ϕ) associated with the P3 symmetry breaking. In the BI
phase with ˆ`z = 0, only the ETO pairing exists and thus the
spin susceptibility is unchanged from that of the bulk. In the
case of BII with ˆ`z = 1, however, the surface states turn into
the OTE pairing, which gives rise to a paramagnetic response.
By substituting the expression for pairing amplitudes into
Eqs. (221) and (222), the spin susceptibility in Eq. (220) is
recast into the following form:
χsurf = χN +
√
1 − ˆ`2z χ˜OPsurf + ˆ`zχ˜EPsurf , (226)
where χ˜OP and χ˜EP denote the spin susceptibility for the nˆ = zˆ
configuration. We notice that the odd-frequency even-parity
contribution to the spin susceptibility is estimated within the
GL regime as78, 162
χEPsurf =
7ζ(3)
12(1 + Fa0)
(
∆⊥
piT
)2
> 0, (227)
where ζ(3) is the Riemann zeta function. Therefore, Eq. (226)
clearly shows that only the OTE pairs contribute to the sur-
face spin susceptibility when ˆ`z = 0, while χ for ˆ`z = 1 is
39
composed of only the ETO Cooper pairs,
χ =

χN + χ˜
OP < χN for ˆ`z = 0
χN + χ˜
EP > χN for ˆ`z = 1
. (228)
In the case of the bulk superfluid 3He-B, since the OTE pair-
ing is absent, the spin susceptibility is given as χ = χN + χOP,
where χOP < 0 suppresses the spin susceptibility. In contrast,
the spin susceptibility contributed from the OTE pairs, χEP, is
expected to increase the spin susceptibility to χ > χN.359
The symmetry consideration described above implies that
although the OTE pair amplitudes always exist in the surface
of ETO superconductors and superfluids and yield a paramag-
netic response, they do not necessarily couple to the applied
magnetic field. The topological order ˆ`z determines the contri-
bution of odd-parity Cooper pairs to the surface spin suscep-
tibility. This behavior is clearly observed in Fig. 14(a), where
the even-parity contribution χEP abruptly increases at H = H∗
and χOP disappears. Figure 14(a) shows that in BII with ˆ`z , 0,
the OTE pair amplitudes maintain the paramagnetic response
even at low temperatures beyond the GL regime. Hence, the
surface spin susceptibility is anomalously enhanced at H∗ by
the change in the Cooper pair amplitudes that couple to the
applied field. Owing to the paramagnetic response of the OTE
pair amplitudes, the resultant spin susceptibility at the surface
exceeds χN.
We now identify that the increase in 〈χ〉 in the low-
temperature regime reflects the coupling of the applied field
to the OTE pairing that yields a paramagnetic response. In the
high-temperature regime, as shown in Fig. 14(b), the contin-
uum states with E > ∆ dominate the spin susceptibility. As T
decreases, however, the OTE pairing gradually grows, while
the contributions from the continuum states exponentially de-
crease. Hence, the increase in the averaged spin susceptibility
〈χ〉 in the low-T region of Fig. 14(b) indicates the enhance-
ment of the local magnetization density at the surface. This
nonmonotonic behavior of 〈χ〉 may be observable only in the
nontopological phase. Since the OTE pairing is not responsi-
ble for the susceptibility in the symmetry-protected topolog-
ical phase within H < H∗, the T -dependence follows that of
χN + 〈χOP〉 in Fig. 14(b).
5.4 Observations of surface bound states in 3He-B
In 3He-B, the pair-breaking effect and surface Andreev
bound states have been observed by several experimental
groups. We here briefly summarize the experimental obser-
vations and key issues on the surface distortion of the gap and
the hunting of exotic quasiparticles.
Vibrating wires.— The Lancaster group368–370 measured
the damping rate of a vibrating wire embedded in superfluid
3He-B. Contrary to the naive expectation that the moving ob-
ject gives rise to the pair breaking at the Landau critical ve-
locity, vL = ∆B/kF, the measured critical velocity where the
damping rate starts to increase was vL/3. The radii of the vi-
brating wire, 2 and 50µm, are much larger than the superfluid
coherence length ξB . 80nm. Hence, the vibrating wire can
be regarded as a diffusive surface moving with a velocity, giv-
ing rise to pair breaking and the formation of surface bound
states. The solution to the puzzle was first presented by Lam-
bert.371 Lambert found the reduction of the critical velocity to
vL/5 by assuming a strong gap distortion around the moving
object, which, however, underestimates the measured value.
A further scenario for explaining the measured value vL/3 is
that as the velocity of the wire slowly increases from vL/5, the
energy of quasiparticles bound to the wire matches the thresh-
old energy of the scattering state at vL/3. Hence, the mea-
sured vL/3 is regarded as the critical velocity beyond which
the moving wire loses momentum via the emission of quasi-
particles. The scenario was further developed by Calogeracos
and Volovik372 in connection with the Zel’dovich mechanism
of positron nucleation.
Heat capacity.— The manifestations of surface Andreev
bound states have also been captured by several experimen-
tal groups through the deviation of the heat capacity.53–55 In
Ref. 53, they reported the clear deviation of C(T ) from that
of the bulk 3He-B in the vicinity of Tc, which is attributed
to the sufficient zero-energy density of states at the diffusive
surface.81, 300, 308 For a specular surface, however, the two-
dimensional relativistic dispersion is responsible for the linear
behavior of the low-energy density of states,N(z = zsurf , E) ∝
|E|. The local density of states gives rise to a power-law be-
havior of the specific heat, C(T ) ∝ T 2, for low temperatures
T  Tc.258 The measurement of C(T ) at lower T down to
T = 135 µK was performed by Bunkov et al..54, 55 They ob-
served a 10 % deviation from the heat capacity of the bulk
superfluid 3He-B at T = 135 µK. The deviation is attributed
to the contribution from the surface Majorana cone.
Transverse sound and impedance.— As a generic property
of Majorana fermions, they cannot couple to the local den-
sity fluctuation. This implies that the surface bound states
might not be detectable through the attenuation of the lon-
gitudinal sound wave which propagates the density fluctua-
tion. In strongly correlated Fermi liquids, however, there ex-
ists another type of sound wave, the transverse sound. This
is the wave propagating the transverse current fluctuation and
thus its coupling to the surface state is not forbidden by the
Majorana nature. Contrary to normal Fermi liquids, the trans-
verse current in 3He-B propagates as a sound wave owing to
the coupling to low-lying bosonic collective modes, that is,
J = 2 imaginary squashing modes.37, 373 The transverse sound
was first observed by Lee et al.374 through the acoustic Fara-
day effect that is peculiar to the coupling with the squash-
ing modes. The transverse sound with the Faraday effect has
been established as a high-resolution spectroscopy for low-
lying bosonic and fermionic excitations in 3He-B.56, 375–377
Among the series of experiments, Davis et al.56 observed
the unexpected behavior of the attenuation in the frequency
range of 1.6 . ω/∆0 . 2.0. The attenuation becomes satu-
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rated to the temperature-independent value at low T , which is
anomalously larger than that expected from theoretical calcu-
lation.37, 373 Since the fraction of thermally excited quasipar-
ticles exponentially decreases at low temperatures, the damp-
ing mechanism due to the coupling to bulk quasiparticles can
be ruled out. Hence, the experimental observation in Ref. 56
suggests that the anomalous attenuation might be attributed to
the coupling of transverse sound waves with surface Majorana
fermions.
The surface acoustic impedance measurement also pro-
vides another powerful tool for probing the surface struc-
ture.57, 58, 378–382 The complex transverse acoustic impedance
is defined as the ratio of the shear stress Πxz to the wall veloc-
ity ux, Z = Z′+ iZ′′ ≡ Πxz/ux, where the surface is set to be in
the xy-plane. In the case of the diffusive surface, the surface
density of states has a very sharp edge at E = ∆∗, which sep-
arates the bound states |E| ≤ ∆B − ∆∗ and the scattering states
|E| ≥ ∆B. Recently, Nagato et al.310 elucidated the physical
origin of the subgap ∆∗ which is a consequence of the level
repulsion between the bound states and scattering states. The
two different energy scales, ∆∗ and ∆B, were observed as a
kink and peak in the complex impedance Z(T ).57–59, 378–382
The surface specularity is well controllable by coating the
wall of the transducer with thin 4He layers. With increas-
ing specularity, they observed the change in the dispersion
of the surface bound states, such as the reduction in the zero-
energy density of states and the behavior of ∆∗−∆B → 0.57–59
All the measurements are well explained by the quasiclassi-
cal Keldysh theory with the random S -matrix model for sur-
face roughness81, 309 and consistent with the surface density of
states characteristic to the Majorana cone.
Spin dynamics.— Probing the spin dynamics has been a fin-
gerprint for determining the order parameters of 3He, such as
(nˆ, ϕ). The spin dynamics is governed by the phenomenolog-
ical theory developed by Leggett and Takagi.280, 383, 384 The
theory, which is composed of the coupled equations for d
and the quasiparticle spin S, has succeeded in explaining the
NMR properties of the bulk 3He.31, 385 The key is the spon-
taneous breaking of relative spin-orbit rotation symmetry. In
the normal 3He, since the spin rotation symmetry is preserved,
the contributions of all the spins that have no correlation to
their directions average to zero, and the resulting magnetic
field generated by the dipole interaction vanishes in the low-
est order of the nuclear dipole constant gD ≡ µ2n/a3, where a
is the mean interatomic distance. As a result, the NMR fre-
quency in the normal 3He is the Larmor frequency ωL = γH.
In the superfluid phases, however, the spin rotation symme-
try is spontaneously broken. The symmetry breaking gener-
ates the nuclear dipolar field, which is responsible for the
large shift of the NMR frequency.279 Indeed, the longitudi-
nal frequency shift in 3He-B is given by ΩB ≡ ω − ωL =
(3piγ2∆2B(T )/2g
2χB)1/2, which is distinguishable from that of
3He-A, ΩA, as Ω2B/Ω
2
A = 5/2.
280
A remarkable observation was made by Webb et al.,386 who
experimentally determined the critical field above which the
nˆ-vector is tilted from the surface normal, namely, H∗. Here,
liquid 3He is confined in a single slab cavity (a long rectan-
gular cavity of 1.0 × 10.0 × 23 mm3 size) with a thickness of
1.0 mm, and an applied magnetic field is parallel to the walls.
A sudden change in the applied field, H → H + δH, gives
rise to the “ringing” of magnetization, which is the nontriv-
ial nonlinear phenomenon described by the Leggett equation.
Webb et al.386 observed the “wall-pinned” ringing mode in
3He-B, which is peculiar to the configuration of the nˆ normal
to the surface. Indeed, they observed the wall-pinned mode
for H < H∗, while such a mode was no longer observed for
H > H∗.
The linear and nonlinear ringing phenomena without damp-
ing were theoretically studied by Maki and Tsuneto for the
A-phase,387 and Brinkman388 and Maki and Hu,389, 390 inde-
pendently, for the B-phase. For the bulk 3He-B, the change in
the magnetization after a sudden application of δH generates
a torque on the spin axis, while nˆ is fixed to be parallel to the
field H, i.e., ∂t nˆ(t) = 0. The angle ϕ(t) oscillates with the lon-
gitudinal resonance frequency ΩB when δH  ΩB/γ.389 In
the opposite limit, where δH  ΩB/γ, the ringing frequency
approaches δω = γδH.
The wall-pinned ringing mode in 3He-B was first predicted
by Brinkman388 and Maki and Hu,389, 390 independently. The
damping effects were taken into account by Leggett391 and
Maki and Ebisawa.392 To be specific, let zˆ be normal to the
surface and xˆ be the direction of the applied field. In the low
field regime, H  H∗, nˆ and ϕ are forced by the dipole in-
teraction energy to be nˆ ‖ zˆ and ϕL = cos−1(−1/4), while the
spin is parallel to the applied field S ‖ xˆ. This configuration
corresponds to the symmetry-protected topological BI phase
with ˆ`z = 0 (see Fig. 12). The wall-pinned ringing mode is
generated by a sudden removal of the static field. In the limit
of H, δH  ΩB/γ, since the gain of the kinetic energy pro-
vided by the field change, Ekin = 12χ(δH)
2, is much smaller
than the dipole interaction energy (176), the spin dynamics is
constrained to be on the local minima of the dipole interaction
energy so that ϕ(t) = ϕL is fixed for all periods. The Leggett
equation with the constraint has a solution with ∂t(nˆ · S) = 0
and ∂tS ∝ nˆ.388 The wall-pinned mode corresponds to the
mutual rotation of nˆ and S where the total magnetization is
conserved. In the weak field limit, the magnetization harmon-
ically oscillates with the ringing frequency ωr =
√
2/5(γδH).
The observation in Ref. 386 indicates that nˆ is tilted by
the magnetic field energy from the surface normal ( ˆ`z = 0),
and the nontopological phase with the broken P3 symmetry
( ˆ`z = +1) is realized. The critical field observed in the ex-
periment is around 10 G in the vicinity of Tc, which is the
same order as H∗ ∼ 20-30 G obtained from the microscopic
calculation in Sec. 5.2. However, we would like to mention
that the experiments were carried out in the narrow tempera-
ture range 1 − T/Tc . 0.015 and the surface is not coated by
the 4He layer, i.e., the surface was diffusive. In addition, the
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Leggett equation does not take into account the surface bound
states and thus misses the mutual dynamics of surface Majo-
rana fermions with the BW order parameter. The observation
of H∗ in the whole temperature region and the effect of the
surface condition remain as unresolved problems.
For H  H∗, the nˆ-vector texture that satisfies ˆ`z = +1
was observed by transverse NMR measurements in a parallel
plate geometry.336, 393 In both the experiments, the magnetic
field is applied along the plates. NMR techniques have been
developed to reveal the phase diagram in a restricted geom-
etry.39–45 Most recently, Levitin et al.44, 45 have succeeded in
uncovering the nˆ-textures and the confinement-induced order
parameter distortion in a thin slab with well-controlled sur-
face condition. In these experiments, a magnetic field is per-
pendicular to the surface, where the P3 symmetry is explic-
itly broken and only the BII with ˆ`z = +1 is thermodynam-
ically stable. Using a sensitive SQUID NMR spectrometer,
Levitin et al.44, 45 observed positively and negatively shifted
NMR signals in the B-phase. The former is attributed to the
configuration of ˆ`z = +1, while the negative shift is explained
by the configuration of ˆ`z = −1, where nˆ ⊥ Hˆ ‖ zˆ and ϕ = pi.
The latter configuration does not minimize the nuclear dipole
energy, but may be nearly degenerate with the ground state
when H  HD ∼ 30G.
Mobility of ions embedded in the surface of 3He-B.—
Ikegami et al.394 have recently measured the mobility of both
negative and positive ions embedded in the free surface of
3He-B at low temperatures down to 250µK. A potential well
generated by applying an electric field confines ions at the
minimum point of the potential well. The minimum point d
is located at 20-60nm from the free surface, which is compa-
rable to the superfluid coherence length ξB. Ikegami et al.394
observed that the mobility of ions markedly increases with
decreasing T , while the measured mobility shows no depth
dependence within 20 ≤ d ≤ 60nm.
When the ions are embedded in a bath of thermally excited
quasiparticles, the mobility µ is determined by the momen-
tum transfer from the ions to thermal quasiparticles.395 Since
the excitation energy of the bulk B-phase is fully gapped,
the fraction of thermal quasiparticles exponentially decreases
at low temperatures. In accordance with the simple analy-
sis within the constant-differential-cross-section approxima-
tion, the mobility of ions in the bulk 3He-B is given by
µ/µN = (e∆B/kBT + 1), where µN denotes the mobility in the
case of the normal 3He.396, 397
The central issue is the contribution of surface bound states
to the momentum transfer of ions. In Ref. 394, Ikegami et
al. estimated the contribution, on the basis of the simple as-
sumption that the surface bound states behave as conventional
fermions but not as Majorana fermions, which may give the
lower limit of the mobility in the surface region. Contrary to
the simple estimation of µ that clearly shows the depth depen-
dence at low temperatures, the experimentally measured µ is
insensitive to the change in the depth of injected ions from
Fig. 15. (Color online) Gap function of the ABM state on the Fermi sphere
and sliced planes in which the first Chern number is nontrivial. Depending on
the relative angle between d and lˆ, the resultant gapless “edge” states behave
as either Majorana or Dirac fermions.
the free surface. The discrepancy might be resolved by taking
into account the Majorana nature of surface bound states in
the t-matrix that describes the quasiparticle scattering at the
ions.
5.5 Weyl superfluidity and mirror Chern number in 3He-A
In the thin slab limit D ∼ ξ0, the strong pair breaking effect
at surfaces gives rise to the quantum phase transition from the
“isotropic” BW state to the anisotropic ABM state through the
stripe phase. As discussed in Sec. 4.3, the ABM state with def-
inite lˆ can be a prototype of Weyl superconductors, while the
formation of the lˆ-texture is an obstacle for realizing exotic
quasiparticles. We here discuss an ideal situation to realize
the Weyl superfluidity. Indeed, Tsutsumi et al.74, 75 demon-
strated that a restricted geometry with thickness D shorter
than the dipole coherence length ξd ∼ 10µm provides forces
lˆ uniformly in the surface normal direction. Indeed, such a
restricted geometry with D . ξd has been accomplished by
several experimental groups.40–42, 44, 336, 393, 398–404 In this situ-
ation, the gapless edge states exist, whose dispersion at the
edge x = 0 of Fig. 16(a) is given as74
E0(ky, kz) =
∆A
kF
ky. (229)
Below, we mention that the existence of gapless edge states is
a hallmark of Weyl superconductivity and responsible for the
spontaneous mass flow. Depending on the orientation of d, the
gapless edge states exhibit the aspect of either the Majorana
fermion or Dirac fermion.28
The emergence of the chiral Weyl fermions can be observed
from the BdG Hamiltonian for the bulk ABM state
HABM(k) = ε(k)τz + ∆AkF kxσxτx −
∆A
kF
kyσxτy, (230)
where the single-particle energy is ε(k) = k2/2m − µ. As in
Eq. (164), the AMB state has the Fermi point at k= k0 = kF lˆ.
Owing to the PHS, the Fermi point must appear as a pair and
the counterpart exists at k = −k0. The effective Hamiltonian
(230) in a spin subsector near Fermi points is then recast into
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the 2×2 Hamiltonian for chiral Weyl fermions,
H±(k) = cg±(k) · τ, (231)
where the three-dimensional vector g is given by g±(k) =
(k˜(±)x ,−k˜(±)y ,±k˜(±)z ). We now introduce the new coordinate cen-
tered at the Fermi points as k˜(±) = (kx ∓ k0,x, ky ∓ k0,y, vFc (kz ∓
k0,z)), where k˜(+) ( k˜(−)) corresponds to the Fermi point resid-
ing on the north (south) pole of the Fermi sphere.
In the ABM state with aligned lˆ, the Fermi point corre-
sponds to the singular point of gˆ= g/|g|.16 The characteristic
feature of the Weyl fermions is that they are expressed by the
two-dimensional spinor with a well-defined notion of the left-
or right-handed coordinate, while the Dirac fermion is a com-
bination of left- and right-handed Weyl fermions. The left- or
right-handed Weyl fermion is accompanied by the topologi-
cally different hedgehog texture of gˆ around the Fermi point,
which is given by the two-dimensional winding number
w2d =
1
8pi
∫
S 2
gˆ ·
(
∂kµ gˆ × ∂kν gˆ
)
dkµ ∧ dkν. (232)
This characterizes the mapping of S 2 embracing the Fermi
point to the target space gˆ ∈ S 2. This is equivalent to the
first Chern number on S 2 embracing the Fermi point, which
counts the “magnetic monopole” at the Fermi point. The Weyl
fermion residing on the north (south) pole is characterized by
w2d = −1 (+1), which corresponds to the left-handed (right-
handed) fermion.
Since the ABM state is the equal spin pairing state, the to-
tal winding number is w2d =±2. Hence, the Fermi point in the
ABM state is topologically protected and cannot be removed
by any disturbances. As mentioned in Sec. 4.3, the pairwise
Weyl points are connected by a “vortex line” that generates
the change in the Berry phase γ(C) = 2pi along a path en-
closing the vortex line. The Berry phase is responsible for
the nontrivial Chern number, Ch1(kz) = 2lˆ for |kz| < kF, as
in Eq. (168), which is defined in each sliced plane perpendic-
ular to the “vortex line” connecting the Weyl points (see also
Fig. 10). Hence, at the side edge parallel to the aligned lˆ, there
exists a zero-energy flat-band for |kz| < kF and the end points
are protected by the pairwise Weyl points.76, 77
Among the zero energy flat band, the zero energy state at
kz = 0 turns out to be protected by the mirror Chern num-
ber introduced in Eq. (80). To be specific, consider that lˆ is
aligned along the zˆ-axis and the side “edge” is located at
x = 0. The BdG Hamiltonian is invariant under the mirror
reflection symmetry on the xy-plane[
Mηxy,H(kx, ky, kz = 0)
]
= 0, (233)
when d is either perpendicular or parallel to lˆ. The mir-
ror operator in the Nambu space is defined in Eq. (78) with
Mxy = iσz. The gap function in the case of d ‖ lˆ ‖ zˆ has even
mirror parity (η = +), while d ⊥ lˆ ‖ zˆ has odd mirror parity
(η = −). Therefore, the mirror operator is given asM+xy in the
former case, but it isM−xy in the latter.
Fig. 16. (Color online) (top) Stable lˆ-texture in the xz-plane of slabs with
thickness D = 8ξ0 (a) and 14ξ0 (b). (bottom) Angle-resolved edge density
of states, N(x = 0, φk = 0, θk, E), for the lˆ-texture. All the data are obtained
from the self-consistent calculation of the quasiclassical theory75 at the tem-
perature T/Tc = 0.2. Figures adapted from Ref. 75.
As mentioned in Sec. 4.3, the d-vector is locked to the ori-
entation of lˆ by the dipole interaction in the zero field. In con-
trast, as in Eq. (173), the quadratic Zeeman energy forces d to
be perpendicular to the orientation of the applied field. When
the magnetic field is applied along the zˆ-axis, as shown in
Fig. 15, the d-vector rotates at the critical field, which is on
the order of the dipolar field HD ∼ 30G, and the d-vector lies
in the xy-plane for H  HD.
When the BdG Hamiltonian maintains the mirror reflection
symmetry in Eq. (233), the quasiparticle states are simultane-
ous eigenstates ofMηxy = ±i and one can introduce the mirror
Chern number in Eq. (80), which is indeed nontrivial,
Ch(±i)1 (kz = 0) = 1. (234)
This ensures that there exists a single zero mode in each mir-
ror subsector. Although the mirror Chern number is nontrivial
for the two possible mirror symmetries,M±xy, the correspond-
ing gapless edge states can be Majorana only for M−xy. As
mentioned in Sec 2.3.2, this is because only M−xy (d ⊥ lˆ)
supports its own PHS and the corresponding Hamiltonian be-
longs to class D, while M+xy (d ‖ lˆ) is categorized into class
A. This means that the mirror-symmetry-protected Majorana
fermions are possible only in the former case, and in the latter
case, only Dirac fermions can be obtained. The consequence
of the connection between the orientation of d and the Majo-
rana fermions is also applicable to the 3He-A with a quantized
vortex, as discussed in Sec. 7.5.
In Fig. 16, we display the lˆ-texture in the xz-plane and the
angle-resolved edge density of states,N(x = 0, φk = 0, θk, E),
for slabs with thickness D = 8ξ0 and 14ξ0, where θk is the
bending angle from zˆ and φk denotes the azimuthal angle.
These are obtained from the self-consistent calculation of the
quasiclassical theory.75 For the thinner slab, all lˆ are forced to
be parallel to zˆ by the strong pair-breaking effect at the upper
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and lower surfaces. The angle-resolved density of states at the
edge x = 0 has a pronounced zero energy peak which turns to
be dispersionless along θk. This is consistent with the conse-
quence of the Weyl superconductivity, that is, the edge Fermi
arc protected by the Weyl points.
When the thickness D is comparable to the dipole coher-
ence length ξd ∼ 10µm, which characterizes the length scale
of lˆ, owing to the gain of the condensation energy, lˆ is ori-
ented in the xˆ direction in the vicinity of both the side edges.
This results in the splitting of the zero energy density of states
at the side edges, as shown in Fig. 16(b).
5.6 Planar state: mirror chiral symmetry and Fermi arc
The planar state confined in a slab geometry provides a
good platform for studying the topological properties of time-
reversal-invariant nodal superconductors. In Sec. 4.4, we in-
troduced the Z2 number that is obtained from the dimen-
sional reduction of the second Chern number on the four-
dimensional momentum space. In addition to the bulk topo-
logical number, one can introduce the topological Z2 in-
variant on the layers of sliced two-dimensional momentum
planes which are perpendicular to the nodal direction. Since
the BdG Hamiltonian for the planar state in the absence of
a time-reversal-breaking field is categorized into class DIII,
the topological property is characterized by the time-reversal-
symmetry-protected Z2 number.405 For the planar state, how-
ever, two additional discrete symmetries enable one to intro-
duce two different types of Z topological number rather than
the Z2 number.
Makhlin et al.406 revealed that in each sliced two-
dimensional plane (xy-plane), the combined discrete symme-
try C˜ ensures the Z topological number. The discrete sym-
metry C˜ = σz is constructed from the combination of spin
pi rotation about the zˆ-axis and global phase rotation by pi/2.
The BdG Hamiltonian in each plane holds the symmetry
C˜H(kx, ky, kz)C˜† = H(kx, ky, kz). (235)
The combined symmetry C˜ is responsible for the Z topolog-
ical number in each sliced kxky-plane. Makhlin et al.406 also
found the intrinsic connection between the topological invari-
ant in the two-dimensional planar state and w3d in the bulk
3He-B. This allows one to infer the bulk-surface correspon-
dence for 3He-B from the Z topological number protected by
C˜ in the two-dimensional planar state.
Another topological invariant is defined in the planar state
and nodal superconductors, even if the TRS is explicitly bro-
ken. The additional discrete symmetry relevant to the three-
dimensional planar state is the P2 symmetry, which is a com-
bination of the mirror reflection symmetry and TRS (9) (see
Fig. 2). Let us now set the surface to be normal to the zˆ-axis
and the planar order parameter is given by
d(k) = ∆P
(
kˆx xˆ + kˆz zˆ
)
. (236)
The superfluid and superconducting states retain the mirror
symmetry if the gap function ∆(k) is even or odd under the
mirror reflection, M∆(k)MT = ±∆(−kx, ky, kz), where without
losing generality, the yz-plane is taken as the mirror plane.
Then, the BdG Hamiltonian holds the mirror reflection sym-
metry
M±H(k)M±† = H(−kx, ky, kz), (237)
when an external field is absent. The mirror reflection operator
M± is defined asM±=diag(M,±M∗).
Applying a magnetic field, H, may break the mirror reflec-
tion symmetry (237) and TRS, but the P2 symmetry, which is
a combination of the mirror reflection symmetry and TRS,
may be maintained. The P2 discrete symmetry rotates the
magnetic field H→ (−Hx,Hy,Hz). Consequently, the Hamil-
tonianH(k) with Hx = 0 holds the following Z2 symmetry,
P2H(k)P−12 = H(kx,−ky,−kz), P2 = TM±. (238)
By combining the P2 symmetry with the PHS in Eq. (8), one
can introduce the chiral operator Γ1, which is anticommutable
with the Hamiltonian for the planar state,{
Γ1,H(0, ky, kz)
}
= 0, Γ1 = CP2. (239)
Similarly to w3d in Eq. (208), the one-dimensional winding
number is defined as24, 78, 90
w1d(ky)=− 14pii
∫
dkz[Γ1H−1(k)∂kzH(k)]kx=0. (240)
The winding number is estimated as
w1d(ky) =

2 for |ky| < kF,
0 otherwise
. (241)
From the generalized index theorem in Sec. 2.1.3,90 the non-
zero value of w1d(ky) is equal to the number of zero energy
states that are bound to the surface. Hence, doubly-degenerate
zero energy states appear along the chiral symmetric plane
kx = 0. The mirror-symmetry-protected topological invariant
ensures the existence of a surface Fermi arc that connects
two point nodes. Such a surface Fermi arc can also be re-
alized in the Eu state of superconducting topological insula-
tors80 and the E1u scenario of the heavy-fermion supercon-
ductor UPt327, 162 (see also Sec. 8).
Now, following Refs. 20, 24, 78, and 83, one can show that
multiple Majorana zero modes with chiral symmetry ensure
the Ising character of the topologically protected zero energy
states. The topologically protected surface Fermi arc does not
contribute to the local density operator, ρ(surf)(r)=0. This indi-
cates that the chiral-symmetry-protected Majorana fermions
cannot be coupled to the local density fluctuations and thus
are very robust against nonmagnetic impurities. Similarly, the
local spin operator S is constructed from the surface Majorana
fermions as
S(surf) = (S x, 0, 0). (242)
This implies that the surface Majorana fermions yield an
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Fig. 17. (Color online) (a) Stereographic view of the energy gap of the pla-
nar state. The Fermi surface and point nodes are projected onto the surface in
the kxky-plane, where the topologically protected surface Fermi arc connects
to two point nodes. (b) Schematic pictures of the P2 symmetry protection of
the topological Fermi arc connecting to two point nodes.
anisotropic magnetic response, as shown in Fig. 17. The sur-
face Majorana fermions and topological Fermi arc are insen-
sitive to a magnetic field along the mirror reflection plane,
i.e., the yz-plane, but fragile against a magnetic field perpen-
dicular to the plane. Hence, this is the Fermi arc protected by
the discrete P2 symmetry, and its physical origin is essentially
different from that of the Fermi arc in 3He-A, as mentioned in
Sec. 5.5, where the Fermi arc is a consequence of pairwise
Weyl points.
The P2-symmetry-protected topological number is useful
from the following two viewpoints: First, the P2 symmetry is
robust even if the mirror symmetry or TRS is explicitly bro-
ken. Second, since the mirror reflection symmetry may be an
element of the crystalline point group, the topological num-
ber is applicable to superconductors with an appropriate crys-
talline symmetry. In Sec. 8, we discuss in detail the appli-
cation of the P2-symmetry-protected topological number and
extract the generic properties of topological “crystalline” su-
perconductors.
6. Spontaneous Mass and Spin Currents
In 3He-B confined in a slab geometry, as discussed in the
previous section, helical Majorana fermions exist as a conse-
quence of the intertwining of the topology and discrete sym-
metries. In the case of 3He-A, the motion of the Cooper pair
is confined in the two-dimensional xy-plane, and the chiral
Majorana fermions with a topological Fermi arc appear at the
edge of the slab. This is attributed to the spontaneous break-
ing of the TRS in the bulk ABM order parameter. Following
Refs. 365 and 407, we here demonstrate that such chiral and
helical Majorana fermions emergent in 3He-A and B give rise
to the spontaneous mass and spin current along the edge and
the surface of the container, respectively. In particular, in the
case of the A-phase, we examine the edge mass current car-
ried by the chiral edge Majorana fermions and quantify the
total angular momentum that generates the mass current in
connection with the paradox of the intrinsic angular momen-
tum.408
6.1 Edge mass current in 3He-A
The intrinsic angular momentum paradox is a fundamental
question: what is the true value of the total angular momen-
tum in 3He-A or more generally time-reversal-broken super-
conducting states? There exist three different calculations on
the total angular momentum Lz of 3He-A composed of N 3He
atoms, which result in three different values of Lz. Their re-
sults are summarized as
Lz = α
(
∆A
EF
)n N~
2
, n = 0, 1, or 2, (243)
where α is a constant of order unity. Ishikawa409 and Mc-
Clure and Takagi410 predicted n = 0, which implies that
3He-A acquires the macroscopic angular momentum through
spontaneous symmetry breaking. In contrast, Anderson and
Morel411 and Cross412 independently predicted n = 1 and 2,
respectively, which state that the intrinsic angular momentum
of 3He-A is vanishingly small.
Apart from the intrinsic angular momentum paradox, Stone
and Roy193 calculated the angular momentum associated
with the chiral edge Majorana fermions in two-dimensional
chiral p-wave systems confined in a cylindrical container,
which turned out to be the macroscopic value, Lz = N~/2.
Kita413 also arrived at the same conclusion even in three-
dimensional systems. The spontaneous edge mass current,
therefore, seems to be related to the intrinsic angular momen-
tum of Cooper pairs.
Here, as the start of a brief review on the “intrinsic angular
momentum paradox”, which still remains unresolved over the
last four decades, we examine the total angular momentum
carried by the chiral edge Majorana fermions. Using the qua-
siclassical theory, we analytically derive the temperature de-
pendence of the total angular momentum in 3He-A confined
in a cylindrical container, which is compared with the temper-
ature dependence of superfluid densities. It is clarified that the
temperature dependence of Lz associated with the chiral edge
Majorana fermions does not follow that of the superfluid den-
sity of the bulk A-phase and thus the coincidence of the edge
mass current with the intrinsic angular momentum might be
accidental. In order to focus on the orbital angular momen-
tum, we omit spin indices for simplicity in Sec. 6.1.1.
6.1.1 Intrinsic angular momentum paradox
The angular momentum of chiral p-wave Cooper pairs was
first discussed by Anderson and Morel411 before the discov-
ery of the superfluid phase in 3He. They derived the angu-
lar momentum from the density-current correlation function
〈n(r1) j(r2)〉, where n(r) = ψ∗(r)ψ(r) is the density operator,
j(r) = −(i/2)~[ψ∗(r)∇ψ(r) − ψ(r)∇ψ∗(r)] is the current den-
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sity operator, and the BCS ground state is
|BCS〉 =
∏
k
(uk + vkc
†
kc
†
−k)|0〉. (244)
If we focus on only the off-diagonal long-range correlation,
the density-density correlation function gives
〈n(r1)n(r2)〉av =
∣∣∣∣∣∣∣∑k ukv∗keik·r
∣∣∣∣∣∣∣
2
≡ |I(r)|2, (245)
where r = r1 − r2 is the relative coordinate and 〈· · · 〉av in-
dicates the spatial average of the center-of-mass coordinate
R = (r1 + r2)/2, namely, 〈· · · 〉av ≡
∫
dR〈· · · 〉/V . For the ex-
pression I(r) = |I(r)| exp[iγ(r)], the density-current correla-
tion function gives
〈n(r1) j(r2)〉av = ~〈n(r1)n(r2)〉av∇γ(r). (246)
For the simple phase factor γ(r) = ϕ for chiral p-wave
superfluids, 〈n(r1) jϕ(r2)〉av = ~|r| 〈n(r1)n(r2)〉av, where ϕ is
the azimuthal angle of r. Since the density-density correla-
tion function gives the density of condensed particles, nc ≡∫
dr〈n(r1)n(r2)〉av ∼ n∆/EF, where n is the total particle den-
sity, the angular momentum of Cooper pairs is given by
LAM =
∫
dR
∫
dr|r|〈n(r1) jϕ(r2)〉 ∼ N~ ∆EF , (247)
with the number of total particles N = nV .
The angular momentum of the Cooper pairs in 3He-A
was also calculated by Cross412 from the Green’s function
Gωn (k) in the Gor’kov equation. The mass current density is
given by the Green’s function as j = kBT
∑
n
∫
dk
(2pi)3 pGωn (k).
The Green’s function can be performed as a gradient expan-
sion:,414 Gωn (k) = G
(0)
ωn (k) + G
(1)
ωn (k) + G
(2)
ωn (k) + · · · , where
G(m)ωn (k) is the m-th order of (kFξ)
−1. The mass current density
is obtained from its definition in terms of G(1)ωn (k),
jC = ρsvs +
~
4m
ρs‖∇ × lˆ − ~2mρs‖ lˆ( lˆ · ∇ × lˆ), (248)
where vs is the superfluid velocity, m is the mass of a con-
densed particle, and lˆ is the local direction of the l-vector.
The superfluid density tensor (ρs)i j = ρs⊥δi j − ρ0 lˆi lˆ j is ob-
tained from ρs⊥ = 32ρ〈φ(θ) sin2 θ〉kˆ and ρs‖ ≡ ρs⊥ − ρ0, where
the total mass density is given by ρ = mn, and we intro-
duced the Yosida function extended to the p-wave states,
Y(θ) = 1 − φ(θ) = ∫ ∞0 d 12kBT sech2 √2+∆(T )2 sin2 θ2kBT . If Cooper
pairs have intrinsic angular momentum, a term proportional
to ∇ × L emerges in the expression of mass current density,
which is absent in Eq. (248). This term is found in the mass
current density derived from the higher order of the expanded
Green’s function, which gives the magnitude of the intrinsic
angular momentum at T = 0,
LC ∼ N~
(
∆
EF
)2 N1
N0 ln
ωc
∆
∼ N~
(
∆
EF
)2
, (249)
where ωc is the cutoff energy of the Matsubara frequency ωn.
In this calculation, the density of states in the normal state is
assumed to beN() = N0 +N1(/EF); therefore, LC vanishes
for particle-hole symmetric systems.
The intrinsic angular momentum was also evaluated by
Ishikawa409 by taking the expectation value of the angular
momentum operator for the ground state at T = 0. The BCS
ground state projected on the N-particle state is described by
|N〉 = 1
AN
(
Q†
)N/2 |0〉, (250)
where AN is a normalization constant and Q† =∫ ∫
dr1dr2φ(r2, r1)ψ†(r1)ψ†(r2) is the creation operator of a
Cooper pair with the Cooper pair wavefunction φ(r2, r1). On
the basis of the N-particle state, Ishikawa defined the angular
momentum
〈N|L|N〉 =
∫ ∫
dr1dr2δ(r2 − r1)Lˆ(1)z ρ(r2, r1) (251)
as the expectation value with the one-particle density matrix
ρ(r1, r2) ≡ 〈N |ψ†(r1)ψ(r2)|N〉 =
∫
dr′1φ
∗(r′1, r1)Φ(r
′
1, r2),
(252)
where Φ(r1, r2) ≡ −〈N − 2|ψ(r1)ψ(r2)|N〉 is the order param-
eter and Lˆ(1)z ≡ r1 × (−i~∇1), and Φ denotes the chiral p-wave
order parameter, LˆzΦ(r) = ~Φ(r). We focus on the angular
momentum from the internal motion of Cooper pairs, which
is described by the relative coordinate r = r1 − r2. We no-
tice that the order parameter Φ(r2, r1) decreases rapidly for
|r1 − r2|  ξ. By substituting Eq. (252) into Eq. (251), the
intrinsic angular momentum is then recast into
LI =
N
2
~. (253)
Hence, contrary to the other two arguments, the angular mo-
mentum is on the order of the total particle number. In the
same manner based on the BCS ground state, McClure and
Takagi410 demonstrated that the total angular momentum, in-
cluding the internal motion and center-of-mass motion of
Cooper pairs, is given as Ltot = N~/2 for axial symmetric
systems.
Ishikawa409 pointed out the oversight in the calculation of
LAM that the short-range two-body correlation is not taken
into account. However, the reason for the discrepancy be-
tween LC and LI has not been clarified. Mermin and Muzikar
remarked on the difference of their expressions for the mass
current density.415 Cross412 derived the mass current density
as in Eq. (248), while Ishikawa et al.416 calculated it with the
one-particle density matrix in Eq. (252) as
j(R) =
i~
2
(
∂
∂R
− ∂
∂R′
)
ρ(R, R′)|R′=R. (254)
This results in
jIMU = ρvs +
~
4m
∇ × (ρ lˆ). (255)
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Mermin and Muzikar pointed out that the singular behavior in
the Cooper pair wavefunction φ(r2, r1) in Eq. (250) induces an
extra term into Eq. (255),415 that is,
jMM = jIMU − ~2mc0 lˆ( lˆ · ∇ × lˆ), (256)
where c0 = m
∫ ∞
−∞
dkz
pi2
n(0, 0, kz)k2z with the k-space occupation
number n(k) defined by n =
∫
dk
(2pi)3 n(k).
If the Cooper pair wavefunction φ is localized in a
short range as the Bose-Einstein condensation of diatomic
molecules, n(0, 0, kz) is identically zero, and thus jMM = jIMU.
In the BCS limit, however, n(0, 0, kz) is identical to the Fermi
distribution function in the normal state at T = 0, since zˆ ‖ lˆ
is directed to the point nodes of the superfluid gap. In this
limit, c0 reduces to mk3F/3pi
2 = ρ, and thus the last term of
jMM in Eq. (256) becomes equivalent to jC at T = 0. In ad-
dition, the term ~4m∇ × (ρ lˆ) in jMM is recast into the second
term in jC with a small correction associated with LC. There-
fore, Mermin and Muzikar concluded that Bose-Einstein con-
densed diatomic molecules in the chiral p-wave state have the
mass density current jIMU and the intrinsic angular momen-
tum LI = N~/2, while Cooper pairs in 3He-A have jC and a
very small LC.
However, we should mention that taking into account the
last term in Eq. (256) gives the extra contribution that deviates
the resultant angular momentum from that of the McClure-
Takagi result Ltot = N~/2.410 Moreover, Kita417 demonstrated
the intrinsic angular momentum LI = N~/2 and the mass cur-
rent density jIMU by the one-particle density matrix formal-
ism, which is independent of the Cooper pair radius. Since
Kita considered the kinetic-energy operator for a charged sys-
tem, the internal motion and center-of-mass motion of Cooper
pairs could be perfectly separated.
To sum up, the issue on the intrinsic angular momentum
remains as a paradox,408 whether the Cooper pairs’ relative
angular momentum is LI = N~/2 or LC = 0 for particle-
hole symmetric systems. The discrepant results are derived
from the equivalent microscopic formalisms on the basis of
the one-particle density matrix for the BCS ground state and
the Gor’kov formulation with the gradient expansion. In ad-
dition, the question arises: If LI = N~/2 gives the correct in-
trinsic angular momentum at T = 0, how does it decrease to
the normal value, namely, zero, at the critical temperature?
Recently, Stone and Roy discussed the angular momentum
carried by the edge mass current in two-dimensional chiral
p-wave superfluids.193 They derived Ltot = N~/2 for an ax-
isymmetric disk system at T = 0 from the eigenfunction of
the BdG Hamiltonian within the Andreev approximation. As
shown in Sec. 3.3, the discussion on Ltot was extended to
the BCS-to-BEC topological phase transition regime, where
the system possesses the constant Ltot = N~/2 in both the
BCS and BEC phases.197 Further studies on the edge or
bulk mass current have been performed by numerous re-
searchers60, 127, 194, 234–236, 365, 407, 418–427 in connection with the
intrinsic angular momentum paradox. In the next section, we
review the edge mass current in 3He-A, following Ref. 365.
6.1.2 Andreev bound states and edge mass current
Edge currents in 3He-A confined in a slab.— In this section,
we consider 3He-A in a slab with a small thickness D along
the z-direction. In a sufficiently thin slab within k−1F  D ∼
ξ  ξd, the dipole-locked l ‖ d vectors are aligned toward the
z-direction. As shown in Sec. 5.5, this setup can be realized by
using a slab geometry with sub-µm thickness.75 The d-vector
relevant to this geometry is given in Eq. (162) with eˆ(1) 7→ xˆ
and eˆ(2) 7→ yˆ.
Here, we discuss a side edge of the slab at x = 0, where
the region x > 0 is occupied by 3He-A. Assuming that the
side edge is specular, i.e., uniformity in the yz-plane, only the
kx-component of the d-vector is suppressed at the edge and
it recovers to the bulk ∆A within the coherence length ξ. In
order to study Andreev bound states at the edge, accordingly,
we solve the Eilenberger equation, Eq. (A·9), under the pair
potential
dz(k, x) = ∆A
[
kˆx tanh
(
x
ξA
)
+ ikˆy
]
, (257)
where the coherence length is defined by ξA ≡ ~vF/∆A. The
quasiclassical Green’s function is analytically obtained as
g0(k, x;ωn) =
1√
ω2n + ∆
2
A sin
2 θk
×
ωn + ∆2A sin2 θk cos2 φk2(ωn + i∆A sin θk sin φk) sech2
(
x
ξA
) , (258)
which is the scalar component of g( kˆ, r;ωn), g0 ≡ 14 tr[g]. The
retarded propagator with the analytic continuation iωn → E +
i0+ has poles at the dispersion of the gapless edge states in
Eq. (229). The vectorial components gµ = 14 tr[σµg] vanish.
The off-diagonal component f , which describes the Cooper
pair amplitudes, is given by
fz(k, x;ωn) =
1√
ω2n + ∆
2
A sin
2 θk
×
dz(k, x) − ∆2A sin2 θk cos2 φk2(ωn + i∆A sin θk sin φk) sech2
(
x
ξA
) . (259)
In Eqs. (258) and (259), the first term denotes the Green’s
function for the bulk ABM state, while the second term de-
scribes the pair breaking effect at the edge. We notice that
Eqs. (257) and (259) offer a self-consistent solution in the
weak-coupling limit.
From Eqs. (258) and (A·16), the θk-angle-resolved local
density of states is obtained as
N(θk, x, E) ≡
∫
dφk
2pi
N(k, x, E) = NF
2
sech2
(
x
ξA
)
, (260)
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for the bound states |E| < ∆A sin θk, and
N(θk, x, E) =
[
NA − 12 (NA − NF) sech
2
(
x
ξA
)]
, (261)
for the continuum states |E| > ∆A sin θk. Here, we intro-
duce the density of states of the bulk ABM state, NA ≡
NF|E|/
√
E2 − ∆2A sin2 θk; θk is the polar angle from a point
node. Owing to the formation of gapless edge states, the con-
tinuum state is deviated from that of the bulk ABM state hav-
ing no surface. The θk-angle-resolved local density of states
at the edge x = 0 for θk = pi/2 is shown in Fig. 18(a). A finite
edge density of states exists at E = 0, which is estimated as
NF/2. It turns out that the contribution of the bound states to
N(θk, x, E) is independent of θk, since the edge bound states
form the flat band along kˆz, which is a consequence of Weyl
superconductors74, 75 (see also Secs. 4.3 and 5.5).
It is also worth mentioning that the density of states in the
quasiclassical theory holds the sum rule 12Ec
∫ Ec
−Ec N(z, E)dE =NF for Ec  ∆0. The sum rule implies that the edge density of
states for |E| > ∆A is also modified from NA, which compen-
sates the increase in the low-energy density of states owing to
the formation of the edge bound states. We will show below
that the deviation of the density of states of the continuum
states at the edge affects the edge mass current and thus the
macroscopic angular momentum.
The θk-angle-resolved mass current spectrum is obtained
with Eq. (258) as
jy(θk, x, E) ≡
∫
dφk
2pi
jy( kˆ, x, E) =
mvFNF
2
E
∆A
sech2
(
x
ξA
)
,
(262)
for |E| < ∆A sin θk, and as
jy(θk, x, E) = −mvFNF4
E
|E|

√
E2 − ∆2A sin2 θk
∆A
+
E2
∆A
√
E2 − ∆2A sin2 θk
− 2 |E|
∆A
 sech2
(
x
ξA
)
, (263)
for the continuum state |E| > ∆A sin θk. The mass current
spectrum at the edge is shown in Fig. 18(b) for θk = pi/2.
The energy spectrum of the mass current carried by the An-
dreev bound states turns out to be linear on E, while the mass
current generated by the continuum state has the opposite sign
to the mass current carried by the bound states, which is the
backaction to the Andreev bound states and absent in the bulk
ABM without boundaries. It turns out that the edge mass cur-
rent spectrum decays as ∼ E−3 for |E|  ∆A sin θk.
The total edge mass current carried by the bound states
is estimated as Jboundy ≡
∫ ∞
0 dx j
bound
y (x) = −n~/2, and that
from the continuum state is Jconty ≡
∫ ∞
0 dx j
cont
y (x) = n~/4,
where the density of 3He atoms, n, emerges from the normal
Fig. 18. (Color online) Energy spectra of θk-angle-resolved local density
of states (a) and mass current along the edge (b) at x = 0 for θk = pi/2 in
the A-phase. At the zero temperature, quasiparticles fill the colored (shaded)
states in (a). The mass currents from the bound and continuum states are
derived by integrating the blue (light gray) and pink (gray) regions in (b),
respectively. Figures adapted from Ref. 365.
density of states NF = (3/mv2F)n. Since the energy states be-
low the Fermi energy are occupied at T = 0, the edge mass
current carried by the bound state is obtained by integrat-
ing jy(k, x, E) over E ∈ [−∆A sin θA, 0] and kˆ as jboundy (x) =
−mvFNF∆A6 sech2(x/ξA), and that from the continuum state is
obtained as jconty (x) =
mvFNF∆A
12 sech
2(x/ξA). Since these cur-
rents flow in opposite directions, the total mass current in-
duced by the edge state is
Jy = Jboundy + J
cont
y = −
n~
4
. (264)
The mass current can be regarded as localized at the edge
in a disk with a large radius R  ξA. Then, the angular
momentum from each state is obtained as Lboundz = N~ and
Lcontz = −N~/2. To this end, the total angular momentum at
zero temperature is simply related to the total number of par-
ticles as
Lz = Lboundz + L
cont
z =
N~
2
. (265)
The total angular momentum attributable to the edge mass
current coincides with that in two-dimensional chiral super-
fluids under a uniform pair potential.193, 194 Interestingly, half
of the angular momentum carried by the bound states is can-
celed out by that from the continuum states.
The T -dependence of the angular momentum, Lz(T ), is
shown in Fig. 19(a) with open circles. The superfluid densities
ρs‖ and ρs⊥, are also depicted with the solid and broken lines,
where the former (latter) denotes the superfluid density paral-
lel (perpendicular) to the l-vector. It is seen that Lz(T ) traces
the same T -dependence of ρs‖(T ), which was also reported
by Kita.413 However, the depletion of Lz(T ) at low T can
be explained only by taking into account edge bound states,
while ρs‖(T ) reflects the quasiparticles in the bulk ABM state.
Hence, the T -dependences of Lz(T ) and ρs‖(T ) may be acci-
dental coincidences in chiral p-wave superfluids with a three-
dimensional Fermi sphere. We also demonstrate below that in
the two-dimensional Fermi surface model, Lz(T ) has no con-
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nection with that of the superfluid density [see Fig. 19(b)].
The low-temperature behavior of Lz(T ) is obtained as
Lz(T ) =
N~
2
1 − (pikBT∆A
)2
+ O
(
pikBT
∆A
)4 . (266)
As shown in Fig. 18(b), the edge bound states for |E| < ∆A
yield the linear E-dependence of jy(x, θ, E), which leads to
the T 2-depletion of Lz(T ) at low T . Hence, although 3He-
A in a slab possesses gapless quasiparticles bound to point
nodes in addition to edge bound states, the low-temperature
behavior in Eq. (266) is a direct manifestation of edge bound
states. The contribution of quasiparticles bound to point nodes
is derived from the energy spectrum of the mass current in the
continuum state. The low-energy behavior of the mass current
spectrum jy(x = 0, E) is estimated as
jy(x = 0, E) ≈ −mvFN012
(
E
∆A
)3
, (267)
for |E|  ∆A. Thus, the excitations at point nodes contribute
to the angular momentum as the fourth order of temperature
(∼ T 4) in Eq. (266).
Two-dimensional chiral superfluids.— In the two-
dimensional Fermi surface model, where point nodes are
absent, quasiparticle excitations in the chiral superfluid are
fully gapped with ∆2D. The local density of states N(x, E) is
then obtained from Eqs. (260) and (261) by replacing ∆A sin θ
with ∆2D. The total mass current and angular momentum are
also given by Eqs. (264) and (265), respectively.
In Fig. 19(b), we plot the full temperature dependence of
the total angular momentum, Lz(T ), and the superfluid density
in the 2D chiral p-wave state, which is given by
ρs2D(T ) = ρ
1 − ∫ ∞
0
d
1
2kBT
sech2
√
2 + ∆2D(T )2
2kBT
 .
(268)
It is seen from Fig. 19(b) that L2Dz (T ) yields a different T -
dependence from that of ρs2D(T ), which was also pointed out
by Sauls.194 The deviation between L2Dz (T ) and ρs2D(T ) orig-
inates from the fact that the depletion of Lz(T ) at low T is
attributed to the edge bound states. The asymptotic behavior
of Lz(T ) in the low-T region is given by
L2Dz (T ) =
N~
2
1 − 23
(
pikBT
∆2D
)2
+ O
(
pikBT
∆2D
)4 . (269)
The coefficient of the T 2 term in Eq. (269) is different from
that in Eq. (266), which reflects the difference in the nor-
mal density of states due to the dimensionality of the Fermi
surface. This implies that the density of states on the two-
dimensional Fermi surface is 2/3 times smaller than that in
the case of the three-dimensional Fermi sphere.
For 3He-A with lˆ ‖ zˆ, therefore, the total mass current
Jy = −n~/4 flows along the specular edge at T = 0. In
an axisymmetric disk with a large radius R  ξA, the edge
Fig. 19. (Color online) Temperature dependence of angular momentum
(open circles) in the A-phase (a) and two-dimensional chiral p-wave state
(b) with the superfluid density. The components of the superfluid density ten-
sor ρs‖ (solid line) and ρs⊥ (dotted line) are shown in (a) and the superfluid
density ρs2D (solid line) is shown in (b). In (a), Lz(T ) perfectly traces ρs‖(T ).
Figures adapted from Ref. 365.
mass current generates the macroscopic angular momentum,
Lz = N~/2, which coincides with that of the McClure-Takagi
result.410 The angular momentum Lz(T ) decreases as T in-
creases and yields the same T -dependence as ρs‖(T ), while
the physical meaning of the coincidence remains unclear. Al-
though the resultant angular momentum is comparable to the
intrinsic angular momentum,409, 416 the edge mass current is
sensitive to the condition of the edge, contrary to the argu-
ment of the intrinsic angular momentum. The depletion of the
edge mass current at rough edges was indeed demonstrated in
Refs. 194 and 428, which found the deviation of Lz(T = 0)
from N~/2. For nodeless two-dimensional chiral p-wave su-
perfluids, the angular momentum in the bulk can be obtained
as L2Dbulk = N~/2 using the Berry connection,
429 whereas the
Berry connection is not well-defined for nodal 3He-A. There-
fore, the intrinsic angular momentum paradox of 3He-A still
remains as an unresolved problem.
In the case of chiral superconductors, the Meissner sur-
face current flows in a layer within the penetration depth λ(T )
which is typically much longer than the superconducting co-
herence length, the length scale of chiral edge states. The
contribution of the Meissner current considerably screens the
spontaneous edge current and no net current remains in chi-
ral superconductors. Tsuruta et al.,427 however, demonstrated
that in multiband chiral superconductors, the contribution of
the Meissner current becomes less important, making it pos-
sible to observe the spontaneous edge current. The amount of
the net current is found to be sensitive to the orbital channel
of chiral Cooper pairs. The total angular momentum in chiral
`-wave superconductors (` ≥ 2) is deviated from Lz = ~N/2,
which reflects the existence of ` branches of chiral edge Ma-
jorana fermions as shown in Eq. (100).234, 236
6.1.3 Chiral domain wall and spectral flow
3He-A spontaneously breaks TRS as well as the rotational
symmetry in the orbital space, and is thus regarded as the or-
bital ferromagnetic state. The l-vector characterizes the orien-
tation of the rotational symmetry breaking in the orbital space,
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Fig. 20. (Color online) (a) Schematic picture of the domain wall and (b)
angle-resolved local density of states N(k, x = 0, E) at the domain wall as a
function of ky for kz = 0. The mass current J flows along the domain wall
(+yˆ-direction). Figures adapted from Ref. 433.
and the degeneracy space SO(3) denotes the degeneracy of the
ground states with respect to a orientation of lˆ as in Eq. (167).
Hence, the transition to the A-phase may be accompanied by
multiple domains where each domain has the different orien-
tation of lˆ, i.e., the chiral domain walls. Ikegami et al.430 ob-
served multiple domain walls as well as the chirality in a sin-
gle domain through the mobility of electron bubbles injected
on the surface of the liquid 3He. The moving electrons on the
surface of 3He experience the intrinsic Magnus force, which
is attributed to the skew scattering of electrons by quasiparti-
cles.
The structure of a chiral domain wall has been investigated
in a 3He-A thin film by many researchers.76, 176, 431–433 Naka-
hara176 first demonstrated that a chiral domain wall composed
of the A-phase with a different lˆ is accompanied by the zero
energy states. Silaev and Volovik76 uncovered the topological
aspect of the chiral domain wall. The topologically nontriv-
ial quasiparticles bound to the domain wall form the disper-
sionless zero energy flat band, i.e., the topological Fermi arc,
which is the manifestation of the Weyl superconductivity of
3He-A as discussed in Sec. 4.3. Most recently, Tsutsumi433
has investigated the mass current flowing along the domain
wall. Owing to the nontrivial topological structure of the chi-
ral domain wall, the mass current turns out to flow along the
domain wall in the opposite sense from the Cooper pairs’ an-
gular momentum [see also Fig. 20(a)].
We here show the structure of a single chiral domain wall
in 3He-A in connection with the macroscopic angular momen-
tum carried by the bound states.433 The lˆ-vector points to the
zˆ-direction in x > 0 and is aligned to be the − zˆ-direction in
x < 0 [see Fig. 20(a)]. The domain wall structure and quasi-
particle spectrum are determined by self-consistently solving
the Eilenberger equation coupled to the gap equation with an
appropriate boundary condition.433 The resultant dispersion
on the domain wall (x = 0) with kz = 0 at T = 0.2Tc is shown
in Fig. 20(b). Since the ky-component of the d-vector parallel
to the domain wall changes its sign at x = 0,432 the branches
of the bound state cross the zero energy at ky = ±
√
k2F − k2z
and form the dispersionless flat band along kz.
The negative energy branch of the bound states with ky > 0
is occupied at T = 0 and thus responsible for the generation of
the nonvanishing mass current toward the +yˆ-direction. The
net mass current carried by the bound states and the con-
tinuum state is estimated as Jy ≈ n~/2. We notice that the
quasiclassical approximation is not appropriate in the vicin-
ity of |ky| ∼
√
k2F − k2z ;176 however, the deviation between the
quasiclassical approximation and the full quantum mechani-
cal BdG theory is negligible and thus the quasiclassical the-
ory is reliable for the qualitative understanding of the mass
current.76, 433
As depicted in Fig. 20(a), the mass current flows along the
domain wall in the opposite sense of Cooper pairs’ angular
momentum. This is interpreted with the knowledge of spectral
flow.434 As in Eq. (264), 3He-A touching a single hard wall
has the mass current bound to the edge, Jy = −n~/4, whose
direction is in the same sense as the Cooper pairs’ angular mo-
mentum. If we suppose that the domain mass current is com-
posed of the simple summation of edge mass currents con-
tributed from two domains, the total mass current is expected
to be Jy = −n~/2. However, when the momentum across the
zero energy in a branch of the bound state moves, the number
of negative energy quasiparticles carrying the mass current in
the branch will change. The deviation of the actual mass cur-
rent from the naive expectation is given by435
∆Jy =
n2D~
2
∑
a
(
ka
kF
)2
sign(ca), (270)
where ka is the momentum crossing E = 0, ca is the group
velocity of the bound states at ky = ka, and
∑
a implies the
sum over all the zero energy states. For the bound state on the
chiral domain wall, the contribution of the zero energy states
for |kz| ≤ kF is estimated as ∆Jy = n~ in the case of a single
chiral domain, while zero energy states do not contribute to
the net mass current in the case of the single A-phase touching
a hard specular wall. This implies that the zero energy states
bound to the domain wall induce an extra contribution to the
mass current, which changes the naively expected edge mass
current −n~/2 to n~/2.
The edge current for spinless chiral `-wave pairing states
described by the pair potential in Eq. (97), ∆ = ∆0(kˆx + ikˆy)`,
also has the contribution from the spectral flows for ` > 1.
For chiral `-wave systems touching a specular hard wall,
it is naively expected that each gapless branch carries the
edge mass current Jy = −` × n~/2. For ` > 1, however,
in the same manner as the chiral domain wall, the spectral
flow gives an extra contribution to the original edge current,
Jy = −`×n~/2. Since all zero-energy modes with momentum
in Eq. (100) have the same group velocity as sign(ca) = +1,
the mass current deviation due to the spectral flow is given
as ∆Jy = `(n~/2) from Eq. (270). The extra mass flow
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generated by the spectral flow cancels the edge mass cur-
rent −` × n~/2. The vanishing total angular momentum for
` > 1 was microscopically demonstrated by Tada et al..234
The net angular momentum for `≥ 2 is markedly suppressed
to Lz/~N =O(∆0/EF)N.234, 236
The spectral flow also enables one to understand the de-
pendence of the edge mass current on the surface rough-
ness.194, 428 When the wall has microscopic roughness, quasi-
particles incoming to the wall are diffusively scattered out by
the wall in random directions. The random distribution of the
scattering direction results in the smearing of the zero energy
bound state in the momentum space. The smeared momentum
gives rise to the spectral flow, which generates an extra con-
tribution to the edge mass current as in Eq. (270). Since the
contribution is opposite to the direction of the original edge
mass current, the amplitude of the edge mass current is sup-
pressed at the diffusive wall.
6.2 Surface spin current in 3He-B
3He-B is known as a prototype of time-reversal-invariant
topological superfluids and is accompanied by topologically
protected surface Majorana fermions. The quasiparticles of
the bulk 3He-B have the following two characteristics ow-
ing to the intrinsic features of the BW order parameter in
Eq. (137): (i) The bulk maintains the TRS T as well as the
inversion symmetryP. Hence, the bulk quasiparticles are dou-
bly degenerate, i.e., the eigenstates at an arbitrary k are |u(k)〉
and TP|u(k)〉. (ii) In addition, the BW order parameter in-
duces the spontaneous breaking of the spin-orbital symmetry,
and thus the bulk quasiparticles are the eigenstates of the he-
licity operator hˆ with the eigenvalues h = ±1. The helicity
manifests the spin-momentum locking of the quasiparticles
and is responsible for the spin current. Howver, since the com-
bined symmetry TP changes the helicity to TPhˆ(TP)−1 =
−hˆ, the doubly degenerate quasiparticles have opposite helic-
ity. Hence, the helicity is canceled out by two bands and the
spin current is absent in the bulk.
Confining 3He-B into a restricted geometry, however,
markedly changes the quasiparticle structures, since the in-
version symmetry is explicitly broken by the presence of the
surface. This involves the degeneracy due to the symmetry
TP disappearing in the vicinity of the surface, and the sur-
face Majorana fermions have a definite helicity, i.e., the spin-
momentum locking with a definite orientation. Hence, the
spin current is a direct manifestation of the intertwining of
symmetry and topology in 3He-B.
In this section, we revisit the quasiparticle structures of
3He-B touching a specular surface at the zero field, where the
surface is set at z = 0 and the region of z > 0 is occupied by
3He-B. As discussed in Sec. 5, only the kz-component of the
d-vector is suppressed near the surface within the coherence
length and the d-vector recovers to the bulk form in Eq. (137)
far from the surface. In this situation, the n-vector is locked
into the zˆ-direction by the interplay between the dipole field
and the pair breaking effect at the surface. The angle ϕ is also
locked into ϕL by the dipole field.32 Without loss of general-
ity, however, we take the x- and y-coordinates so as to satisfy
ϕ = 0 from now on.
Accordingly, the pair potential with a specular surface is
given by
∆(k, z) = ∆B
( − sin θe−iφk cos θk tanh(z/ξB)
cos θk tanh(z/ξB) sin θeiφk
)
. (271)
We here follow the same notation as in Sec. 5. The self-
consistent quasiclassical propagator is obtained by the uni-
tary transformation, g = S(φk)g˜S†(φk), where S(φk) = (σx +
σz)eiϑσz with ϑ =
φk
2 − pi4 . The reduced propagator g˜ obeys the
Eilenberger equation identical to the spinless chiral p-wave
systems and is thus exactly solvable in the same manner as
that in 3He-A.78, 365 The diagonal component of the quasiclas-
sical propagator for 3He-B is
g0( kˆ, z;ωn) = − ipiωn
λ(ωn)
1 + 12 ∆2B cos2 θkω2n + E20(kˆ‖) sech2
(
z
ξB
) ,
(272)
g˜‖( kˆ, z;ωn) = − pi2λ(ωn)
∆3B sin θk cos
2 θk
ω2n + E
2
0( kˆ‖)
sech2
(
z
ξB
)
, (273)
and g˜z(kˆ, z;ωn) = 0, where we set λ(ωn) ≡
√
ω2n + ∆
2
B. The
spin part of the quasiclassical propagator, g, is obtained as
(gx, gy, gz) = (g˜‖ sin φk,−g˜‖ cos φk, 0). The quasiparticle prop-
agator derived here deviates from that of bulk 3He-B in the
surface region within ξB. The self-consistent solutions of the
anomalous part of the quasiclassical propagator f are also
given as in Refs. 78 and tsutsumi:2012c.
The retarded propagator gR0 (E) = g0(ωn → −iE + 0+) has
poles at the dispersion of the surface Andreev bound states,
E0( kˆ‖). From the exact solution Eq. (272), the local density of
states for the bound state |E| < ∆B is obtained as
N(z, E) = pi
4
NF |E|
∆0
sech2
(
z
ξB
)
. (274)
Owing to the sum rule, the local density of states for the con-
tinuum state |E| > ∆0 is also deviated from that of the bulk
B-phase by the appearance of the surface bound state. The lo-
cal density of states at the surface z = 0 is shown in Fig. 21(a).
This local density of states in the bound state has a linear en-
ergy dependence with slope (pi/4)(NF/∆B). The linear depen-
dence is also obtained by numerical calculations.75, 296, 436 The
linear behavior of the surface density of states is consistent
with the dispersion of Majorana fermions bound to the sur-
face region,437, 438 which is linear on k‖ = (kx, ky).
The surface mass current is prohibited by the TRS in 3He-
B. As mentioned above, however, the emergence of spin-
momentum locking is responsible for the spin current on
the surface. Owing to the SO(2)Jz symmetry, the nonvan-
ishing components of the spin current tensor jspinµν (z, E) are
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jspinxy (z, E) = − jspinyx (z, E) ≡ js(z, E). The spin current spectrum
js(z, E) is
js(z, E) =
pi
8
~
2
vFNF E|E|
∆2B
sech2
(
z
ξB
)
, (275)
for the bound state |E| < ∆B and
js(z, E) = − 112
~
2
vFNF E|E|
[
ξ(E)
∆B
+2
E2
∆Bξ(E)
− 3 E
2
∆2B
tan−1
∆B
ξ(E)
 sech2 ( z
ξB
)
, (276)
for the continuum state |E| > ∆B. This spin current spectrum
at the surface is plotted in Fig. 21(b), where the spin cur-
rent spectrum contributed from the bound state turns out to be
quadratic on E. The surface spin current from the continuum
state reflects the deformation of the local density of states due
to the sum rule, which decreases away from ∆B. The asymp-
totic behavior of the spin current spectrum in Eq. (276) for
|E|  ∆B indicates that the contribution of quasiparticles de-
creases with the same power law ∼ E−3, as in the A-phase.
In the same manner as that in 3He-A, the total spin currents
contributed from the bound state and the continuum state are
estimated as Jbounds ≡
∫ ∞
0 dz
∫ 0
−∆B dE j
bound
s (z, E) and J
cont
s ≡∫ ∞
0 dz
∫ −∆B
−∞ dE j
cont
s (z, E), respectively. Since the spin current
generated by the bound states, Jbounds , flows in the opposite
sense to Jconts , similarly to the A-phase, the total spin current
at the surface reduces to
Js = Jbounds + J
cont
s = −
~
2m
n~
6
. (277)
The prefactor of n~ in Js is 2/3 times smaller than that in the
total mass current in 3He-A. This is because the Cooper pairs
in the BW order parameter are equally distributed to all three
spin states or three d-vectors, and two of them are responsible
for the spin current. We notice that the spin current also flows
on an interface between two domains of 3He-B;439 however,
the direction of the spin flow is the opposite sense as well as
the mass current on the chiral domain wall in 3He-A.
The temperature dependence of the total spin current,
Js(T ), is plotted in Fig. 21 with open circles, compared with
the superfluid density ρs(T ), which is obtained from Eq. (268)
with ∆2D 7→ ∆B. The temperature dependence of Js(T ) devi-
ates from that of ρs(T ). To understand the deviation, we ex-
pand the exact formula on Js(T ) at low temperatures, kBT 
∆B. The asymptotic behavior is then given by
Js(T ) = − ~2m
n~
6
1 −C (pikBT∆B
)3
+ O
(
pikBT
∆B
)4 , (278)
where the coefficient C is a constant within 3/5 ≤ C ≤ 1
determined by using the Euler-Maclaurin formula up to the
fourth Bernoulli number. The T 3-power behavior of the de-
pletion manifests the contributions from the excitations of sur-
face Majorana fermions with the gapless dispersion that is
Fig. 21. (Color online) Energy spectra of local density of states (a) and
spin current (b) at z = 0 in the B-phase. At zero temperature, quasiparticles
fill the colored (shaded) states in (a). The spin currents from the bound and
continuum states are derived by integrating the blue (light gray) and pink
(gray) regions in (b), respectively. (c) Total spin current Js(T ) (open circles)
and superfluid density ρs(T ) (solid line). Figures adapted from Ref. 365.
responsible for the quadratic energy dependence of the spin
current spectrum js(z, E) [see Fig. 21(b)]. Hence, the low-
temperature behavior of the total spin current is dominated
by the quasiparticle excitations bound to the surface with no
contributions from the continuum states.
Detecting the spin current is more difficult than detecting
the mass current because we have to separate spin states for
the detection of the spin current. Wu and Sauls321 proposed
a practical way of detecting the spin current by generating
the superfluid flow in a narrow channel connecting two 3He-
B chambers. The superfluid flow explicitly breaks the TRS
in the channel and induces the mass current on the surfaces
of the narrow channel. As T increases, the mass current de-
creases as T 3 at low temperatures, which reflects the domi-
nant contribution of surface Majorana fermions. Hence, the
surface Majorana fermions in 3He-B are detectable through
the thermal depletion of the mass current.
7. Vortex Structures and Symmetry-Protected Majo-
rana Fermions in 3He-B
As has been emphasized in previous sections, the huge
symmetry group G of the liquid 3He ensures the compe-
tition between superfluid phases accompanied by a variety
of spontaneous symmetry breaking. The superfluid phases,
BW, ABM, and planar states, hold the nontrivial symmetries
H even in the presence of an external field, which ensures
the emergence of rich topological quantum phenomena, such
as the symmetry-protected topological phase and Majorana
fermions.
In addition to the topological aspect of quasiparticles, how-
ever, it is well known that superfluids and superconductors
possess another type of topological property, that is, the topol-
ogy of the order parameter manifold. In general, the sponta-
neous symmetry breaking in ordered media is characterized
by the coset space R=G/H.440, 441 The manifold R describes
the degeneracy space of the order parameter and can be a
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source of the formation of nontrivial topological defects. Af-
ter briefly reviewing the topology and symmetry classifica-
tions of vortices, we examine the topological aspect of low-
lying quasiparticles bound to vortices and textures of 3He-B
in Sec. 7.2 and that of the A-phase in Secs. 7.3 and 7.4.
7.1 Topology and symmetry classification of vortices
To take a simple example, first consider an s-wave BCS su-
perconducting state whose degeneracy space is R=U(1). The
order parameter residing in the manifoldR=U(1) gives rise to
a variety of topologically distinct states. The superconducting
state having a spatially uniform U(1) phase is known as the
Meissner state, while the order parameter is allowed to have
the spatially winding U(1) phase eiκφ, where φ is the azimuthal
angle in the spatial coordinate. The state with a definite phase
winding is called the vortex state, where the single valuedness
of the order parameter requires the “vorticity” κ to be an in-
teger. The state having nonzero κ must be accompanied by a
singular point at which the U(1) phase is ill-defined and the
order parameter becomes zero. This is called the vortex core,
and κ implies the strength of the magnetic flux penetrating the
vortex core in the superconductor.
The topological stability of such a line defect in ordered
media is represented by the first homotopy group, pi1(R),
which counts the number of times that a path S 1 enclosing
the line defect covers the degeneracy space R. For the case of
R = U(1), the first homotopy group is isomorphic to the in-
teger group, pi1(R) =Z, which is associated with the vorticity
κ. The higher homotopy groups pi2(R) and pi3(R) represent the
possibility of the formation of monopole and skyrmion exci-
tations, respectively.32, 102
Linear defects in the bulk BW state.— The bulk BW state
is known as the most symmetric phase and holds the joint
SO(3) symmetry of the spin and orbital spaces as in Eq. (135).
This indicates that the spin-orbit coupling emerges through
the spontaneous symmetry breaking, and the order parame-
ter possesses the SO(3) degrees of freedom in addition to the
U(1) phase rotation, as in Eq. (136). The possible linear de-
fects in the bulk BW state are given by the homotopy group
pi1(RB) = pi1(SO(3)L−S) ⊕ pi1(U(1)ϕ) = Z2 ⊕ Z. (279)
The former associated with the SO(3) degrees of freedom
presents the topological stability of the textural structure
formed by Rµi(nˆ, ϕ), while the latter pi1(U(1)ϕ) provides the
possibility of a quantized vortex. We here notice that in real
3He, the magnetic dipole-dipole interaction originating from
the nuclear magnetic moment forces ϕ to the so-called Leggett
angle ϕL = cos−1(−1/4). This reduces the order parameter
manifold SO(3) to S 2 and the first homotopy group is triv-
ial. Hence, an nˆ-texture having a linear defect is unstable to-
ward the spatially uniform nˆ-vector, and only quantized vor-
tices generated by the U(1) phase rotation can be topologi-
cally stable linear defects in the bulk BW state.
Linear defects in the bulk ABM state.— The linear defects
Fig. 22. (Color online) Representatives of continuous vortices and texture
formed by the lˆ-texture in rotating 3He-A: Mermin-Ho vortex with N = 0,
mixt-twist vortex with N = −2 ≡ 0, and radial disgyration with N = 1.
realized in the bulk ABM state are essentially different from
those in the BW state, because in the ABM state, the gauge
symmetry is intrinsically coupled with the rotational symme-
try of the orbital space. This implies that the spatially inho-
mogeneous configuration of lˆ generates the superfluid flow.
Hence, the gauge-orbital symmetry peculiar to 3He-A gives
rise to the topological stability of continuous vortices without
a vortex core at which the phase singularity exists.
When the dipole interaction is negligibly weak, the order
parameter of the ABM state is composed of two independent
vectors, lˆ and dˆ. As in Eq. (167), the corresponding degener-
acy space has an extra Z2 symmetry that the change from dˆ
to −dˆ can be compensated by the phase rotation ϕ 7→ ϕ + pi.
Owing to pi1(S 2)=0 and the Z2 symmetry of the dipole-free dˆ-
vector, the topologically stable linear defects in the bulk ABM
state are characterized by the group of the integers modulo 4,
pi1(RA) = pi1(SO(3)/Z2) = Z4. (280)
This indicates that there exist four different classes of topo-
logically protected linear defects in the dipole-free case.
As for the dipole-free case, the four possible linear defects
can be categorized by the fractional topological charge
N = 0,
1
2
, 1,
3
2
, (281)
where N = 2 is topologically identical to N = 0. The extra
Z2 symmetry in the ABM state allows us sto take the half-
integers of the topological charge, because the pi-phase jump
can be canceled out by the change in the orientation of dˆ. The
representatives of possible defects are the Anderson-Toulouse
and Mermin-Ho vortices271, 272 for N = 0, half-quantized vor-
tices442 for N = 1/2, and a radial lˆ disgyration441 without
phase winding for N = 1. The topological state with N = 3/2
is identical to that with N = −1/2. The representatives of con-
tinuous vortices are illustrated in Fig. 22. In Sec. 7.3, we will
discuss the low-lying quasiparticles bound to the Mermin-Ho
vortex with N = 0 and the ground-state texture of rotating
3He-A confined in a narrow cylinder. The half-quantum vor-
tex state with N = 1/2 is intriguing in the sense that it hosts
non-Abelian Majorana fermions.115 The stability of the half-
quantum vortices will be discussed in Sec. 7.4.
As already mentioned, however, the dˆ-vector in the ABM
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order parameter is locked to lˆ by the dipole-dipole interaction
originating from the nuclear magnetic moment. In the situa-
tion that the dipolar field is dominant, the Z2 symmetry van-
ishes and the degeneracy space is reduced to SO(3)L,ϕ. The
topologically stable defect is characterized by pi1(SO(3))=Z2,
where only N = 0 and N = 1 classes are possible. The vortex
structure and low-lying quasiparticles are shown in Sec. 7.3.
In contrast, when the orientation of the lˆ-vector is forced by a
restricted geometry, the Z2 symmetry associated with dˆ plays
an essential role in realizing a half-quantum vortex. The ther-
modynamical stability and topologically protected Majorana
fermions are discussed in Sec. 7.4.
In the presence of a strong magnetic field, as mentioned
in Eq. (173), the d-vector tends to be confined in the plane
perpendicular to the applied field. Owing to the competing
effect between the magnetic field and the dipole field en-
ergy, the rotating 3He-A under a magnetic field possesses a
rich phase diagram of exotic vortices,443–446 including vortex
sheets447, 448 and nonaxisymmetric continuous vortices with a
soft core.449–451 Arguing the structure of various continuous
vortices, however, would carry us too far away from the main
scope of this paper. Comprehensive reviews on exotic vortices
and textures in both 3He-A and B can be found in Refs. 16, 36,
452, and 453. In this paper, therefore, we focus our attention
on the existence of symmetry-protected Majorana fermions
in 3He with a topological defect, and as for continuous vor-
tices, we present in Sec. 7.3 only the results on confinement-
induced textural structures in a rotating narrow cylinder and
low-lying quasiparticles bound to continuous vortices, which
have not been discussed in previous review papers.
Symmetry classification of vortices in 3He.— We have clas-
sified topologically stable vortex states in the superfluid 3He-
A and B in the light of the spontaneous symmetry breaking
and degeneracy space. Before closely examining each linear
defect, we must draw attention to the remaining symmetry
that the vortex state holds.
As explicitly emphasized in Ref. 454, in general, ordered
media having an isolated linear defect may maintain continu-
ous symmetries in addition to extra discrete symmetries. Re-
garding continuous symmetries in a vortex state, what first
comes to mind might be translational symmetry along the lin-
ear defect. The order parameter having a perfectly straight line
defect is invariant under the translational operator pˆz≡−i∂z as
pˆzdµi(r)=0.
In addition to the translational symmetry along the defect
line, there might be an extra continuous symmetry associated
with the axial symmetry of the vortex order parameter. Al-
though bulk superfluids maintain continuous SO(3) and S 2
symmetries, the phase winding emergent in a vortex state gen-
erates a superfluid flow along a path enclosing the line defect
and breaks the continuous rotational symmetry in the bulk.
The order parameter having a vortex acquires the extra phase
eiκϕ under the U(1) phase rotation about the line defect by an
angle ϕ. For 3He, the generator of the continuous symmetry
may be expressed as eiQˆϕ, where the operator Qˆ is given by a
combination of two operators,
Qˆ = Jˆz − κIˆ. (282)
The total angular momentum operator Jˆz is composed of the
generator of rotations in the orbital space, Lˆz = Lˆextz + Lˆ
int
z , and
in the spin space, Sˆ z. The operator Iˆ denotes the generator of
the U(1) phase rotation. The combined generator eiQˆϕ implies
that even though the order parameter is not invariant under
each U(1) phase rotation and SO(2) spin and orbital rotation,
their combined rotation may not change the order parameter.
Hence, the generator Qˆ offers a condition for axially sym-
metric vortex states. The general representation of the order
parameter for axially symmetric vortex states is then given by
solving the equation eiQˆϕdµi(r) = dµi(r),
Qˆdµi(r) = 0. (283)
The discrete symmetries relevant to vortex states are
given by three different types of spatial symmetry,
{Pˆ1, Pˆ2, Pˆ3},454, 455 which are composed of discrete elements
of the symmetry group G, such as the time-reversal oper-
ator Tˆ , the spatial inversion Pˆ, the discrete phase rotation
Uˆ(κ+1)pi ≡ eiIˆ(κ+1)pi, and the joint pi-rotation about an axis per-
pendicular to the linear defect Cˆ(Jx)2 ≡ e−iJˆxpi. The elements of
discrete symmetries in 3He are given by
Pˆ1 ≡ PˆUˆ(κ+1)pi, Pˆ3 ≡ Tˆ Cˆ(Jx)2 , Pˆ2 ≡ Pˆ1Pˆ3, (284)
where Pˆ1 is an order-two unitary operator and the others are
order-two antiunitary operators. The role of the order-two an-
tiunitary operator Pˆ3 is emphasized in Sec. 5 for 3He-B un-
der a parallel magnetic field.24 Another order-two antiuni-
tary operator Pˆ2 is composed of the time-reversal operator
and mirror reflection operator, where the mirror plane con-
tains the linear defect. The Pˆ2 operator was originally intro-
duced in Ref. 83 to understand the topological properties of
quasi-one-dimensional spin-orbit coupled Fermi gases whose
effective Hamiltonian is equivalent to that of superconduct-
ing nanowires. This has also been utilized to understand the
topological protection of the zero-energy flat-band realized in
the planar state in Sec. 5. Schematic pictures of the action of
these order-two operators are shown in Fig. 2.
To this end, the most symmetric vortex in the superfluid
3He may hold the symmetry group
Hvortex = U(1)Q × tz × P2 × P3, (285)
where U(1)Q is the U(1) symmetry group having an element
eiQˆϕ and tz denotes the translational symmetry along the line
defect (zˆ-axis). All the possible linear defects in 3He-A and
3He-B can be classified in terms of the spontaneous break-
ing of continuous discrete symmetries. Table III summarizes
the classification of possible vortices in the bulk BW state
in terms of the continuous symmetry U(1)Q and the discrete
symmetries {Pˆ1, Pˆ2, Pˆ3}. The detailed structure of each vortex
state will be discussed in Sec. 7.2.
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The most symmetric vortex that preserves Hvortex in
Eq. (285) is called the o-vortex. There are different types of
vortices, depending on the breaking of the symmetry group.
Nonaxisymmetric vortices break the continuous U(1)Q sym-
metry. The vortices with one of the three order-two symme-
tries {Pˆ1, Pˆ2, Pˆ3} are called the u-, v-, and w-vortices, respec-
tively. In principle, there is a possibility of realizing the uvw-
vortex that does not have any discrete symmetries.
7.2 Symmetry-protected Majorana fermions in vortices of
3He-B
Vortex order parameter and symmetries.— We here exam-
ine whether quantized vortices in 3He-B can host Majorana
fermions. To examine the existence of symmetry-protected
Majorana fermions in rotating 3He-B, let us start by clarifying
the boundary condition at r → ∞ far from the vortex center.
As mentioned in Sec. 7.1, quantized vortices generated by the
U(1) phase winding are the only topologically stable linear
defects in bulk 3He-B. For an isolated vortex, we here take
the cylindrical coordinate r = (ρ, φ, z) centered at the vortex
core. Far from the vortex center, the asymptotic form of the
vortex order parameter is obtained from Eq. (137) as
dµi(ρ→ ∞, φ) = ∆B(T )Rµi(nˆ, ϕ)eiκφ, (286)
where κ ∈Z is the vorticity and topological charge associated
with the nontrivial homotopy group in Eq. (279). The vortic-
ity is responsible for the superfluid velocity field vs(r)= ~κ2mρ φˆ
for ρ→ ∞. The vortex core is centered at ρ = 0, and the trans-
lational symmetry along the vortex line, i.e., the zˆ-axis, is as-
sumed. The three-dimensional rotation matrix Rµi denotes the
relative rotation of orbital and spin spaces, originating from
the spontaneous symmetry breaking SO(3)L−S in the bulk BW
state. As in Eq. (140), however, the rotation matrix is reduced
to δµi by employing an appropriate SU(2) rotation in the BdG
Hamiltonian. Hence, without loss of generality, we will focus
our attention on the situation that the nˆ-vector is polarized to
the zˆ-axis and the xy-coordinate is taken so as to satisfy ϕ=0
from now on.
To avoid the singular behavior of vs, the BW order parame-
ter must vanish at the core. Owing to the 3×3 order parameter
degrees of freedom, however, the vortex core can be filled in
by other superfluid components, which must be continuously
transformed from the BW state in Eq. (286). This implies that,
even if the asymptotic order parameter has the maximal sym-
metry represented in Eq. (285), the emergence of the different
types of order parameter in the core may lower the symme-
try group, leading to the five classes of the vortex states, i.e.,
the o-, u-, v-, w-, and uvw-vortices as in Table III. Follow-
ing Ref. 454, we express the generic form of the vortex order
parameter as
dµi(r) =
∑
m,n=0,±1
Cmn(ρ, φ)eˆ(m)µ eˆ
(n)
i e
iκφ, (287)
which is subject to the boundary condition in Eq. (286). The
bases eˆ(m)µ and e
(n)
i are the eigenstates of the spin and or-
bital angular momentum operators as Lˆzeˆ(m) = meˆ(m) and
Sˆ zeˆ(n) =neˆ(n), with eˆ(±1) = (xˆ ± iyˆ)/
√
2 and eˆ(0) = zˆ. Hence, the
generic form of the vortex order parameter in the BW state is
given by the tensor Cmn(ρ, φ) in cylindrical coordinates with
the boundary condition (286).
The generators of the symmetry group Hvortex in Eq. (285)
impose constraints on the tensor Cmn(ρ, φ). First, the condi-
tion in Eq. (283) for an axisymmetric vortex requires that the
tensor must be factorized as454, 456
Cmn(ρ, φ) = Cmn(ρ)e−i(m+n)φ, (288)
where Cmn(ρ) denotes a 3×3 complex-valued tensor. This im-
plies that each order parameter component in an axisymmetric
vortex must satisfy the selection rule of the phase winding, de-
pending on the orbital (m=0,±1) and spin (n=0,±1) states.
Let P1 be an operator acting on the spin matrix, which is
associated with the combined symmetry P1. The order-two
unitary operator transforms the 3 × 3 order parameter tensor
as
P1Cmn(ρ, φ)(P∗1)
−1 = −Cmn(ρ, φ + pi). (289)
In accordance with Eq. (288), the P1 symmetry is preserved
in an axisymmetric vortex when κ−m−n is odd. The magnetic
pi-rotation symmetry P3 changes the order parameter as
P3Cmn(ρ, φ)(P∗3)
−1 = −C∗mn(ρ, pi − φ), (290)
where P3 is the combination of the time-reversal operator T
and the SU(2) pi-rotation about an axis normal to the vortex
line. The operator P2 ≡ P1P3 associated with the discrete
symmetry P2 is composed of the combination of T and the
mirror reflection operator M, where the mirror plane contains
the vortex line. The combined operator acts as
P2Cmn(ρ, φ)(P∗2)
−1 = −C∗mn(ρ,−φ). (291)
The set of symmetry constraints indicates that for a P1-
preserving axisymmetric vortex (o- and u-vortices), Cmn(ρ)
must vanish for κ − m − n = odd, while vortices with the P1
symmetry breaking may have all the components of Cmn. The
core of P1 breaking vortices is filled in by superfluid compo-
nents that are continuously connected to the boundary condi-
tion (286).
Vortex structures.— The studies on vortex structures in ro-
tating 3He-B were initiated by Ohmi et al.457 and Theodor-
akis and Fetter458 within the GL theory. They focused on the
most symmetric vortex, that is, the o-vortex. As listed in Ta-
ble III, the o-vortex preserves the maximal symmetry group
Hvortex, whose order parameter tensor is given in Eq. (288)
with κ = 1. The P1 symmetry imposes the constraint that
some of the components must vanish ∀ρ,
C+0(ρ) = C0+(ρ) = C0−(ρ) = C−0(ρ) = 0. (292)
The selection rule of the phase winding for an axisymmetric
vortex, Eq. (288), indicates that the C+0 and C0+ components
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vortex U(1)Q discrete sym. states of vortex core topo. # ZES Majorana
o yes P1, P2, P3 normal w1d yes yes
u yes P1 normal – yes no
v yes P2 ABM & β – yes no
v no P2 ABM & β – no no
w yes P3 ABM & β w1d ⊕ Ch2 yes yes
uvw yes – ABM & β Ch2 yes no
Table III. Symmetry classification of singly quantized vortices in superfluid 3He-B.
Fig. 23. (Color online) Spatial profiles of order parameters Cmn(ρ) for o-
vortex (a) and axisymmetric v-vortex (b). Order parameters Cmn(x, y) (c) and
the root-mean-square value |∆| for nonaxisymmetric v-vortex (d). All the or-
der parameters are obtained by fully self-consistent calculations based on the
quasiclassical Eilenberger theory. Figures adapted from Ref. 456.
have no phase winding and occupy the vortex core. The P1
symmetry, however, requires them to be zero and the o-vortex
core is filled in by the normal components. The P2 symmetry
uniquely determines the relative phase shift between the non-
vanishing components of the order parameter, where Cmn(ρ)
must be real. Once some of them acquire an imaginary part,
the Pˆ2 symmetry is broken and the resultant vortex is called
the u-vortex.
The spatial profile of the order parameters Cmn(ρ) for the
axisymmetric o-vortex is shown in Fig. 23(a). The order pa-
rameter is obtained by self-consistently solving the Eilen-
berger equation coupled to the gap equation.456 The order
parameters for the u-vortex with breaking of the P1 symme-
try are given by rotating the relative phase of C++ and C−−,
while C+−, C00, and C−+ are kept real. The set of coeffi-
cients, {C+−,C00,C−+}, smoothly connects to the bulk value
C+− = C00 = C−+ = ∆B(T ). The other nonvanishing compo-
nents, C++ and C−−, are induced near the vortex core and yield
the asymptotic behaviors C++(ρ) ∼ ρ and C−−(ρ) ∼ ρ3.
In accordance with symmetry classification in Table III,
however, other classes of quantized vortices may exist in the
bulk BW state, depending on the remaining discrete symme-
tries. The v-, w-, and uvw-vortices have vortex cores that are
filled in by other superfluid components, such as the ABM
state (C0+) and the spontaneously ferromagnetic β state (C+0).
Notice that the bulk β state is given by interchanging the or-
bital and spin parts of the ABM state, i.e., the spin-orbital
symmetry is spontaneously broken.32
The axisymmetric v-vortex order parameter is expressed as
in Eq. (287) with Eq. (288) and the boundary conditions
Cmn(ρ→ ∞) =

∆B(T ) for m + n = 0
0 otherwise
, (293)
and ∀ρ, the coefficients Cmn(ρ) must be nonvanishing and real
functions. The self-consistently obtained order parameter for
the axisymmetric v-vortex state is shown in Fig. 23(b). Large
amounts of the ABM state (C0+) and β state (C+0) appear in
the vortex core region. A similar structure is observed in the
case of the w-vortex, where the coefficients C+0, C0+, C0−, and
C−0 are replaced by pure imaginary numbers. The w-vortex
preserves the magnetic pi-rotation symmetry P3, whereas
it breaks the P2 symmetry. Furthermore, the uvw-vortex
has the complex coefficients {C++,C−−,C+0,C0+,C0−,C−0},
which break all the discrete symmetries.
The extra components emergent in the core of the v-vortex
are found to be responsible for the magnetization of the vortex
core. This is because the β state is regarded as the spontaneous
ferromagnetic state, and the core structures are essentially dif-
ferent from those in the o- and u-vortices having the “nor-
mal core”. This novel feature of vortices was first pointed out
by Salomaa and Volovik.455 Subsequently, Passvogel et al.459
demonstrated that among five types of axisymmetric vortices,
the only thermodynamically stable vortex is the v-vortex, and
the o-vortex is metastable. The other axisymmetric (u, w, and
uvw) vortices are found to be thermodynamically unstable.
In addition to the various types of axisymmetric vortices,
Thuneberg460 first revealed that there is another type of v-
vortex that spontaneously breaks the axisymmetry U(1)Q. The
order parameter coefficients, Cmn(x, y), in the nonaxisymmet-
ric v-vortex are displayed in Fig. 23(c), which are obtained
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from the self-consistent calculation of the quasiclassical the-
ory. We also plot in Fig. 23(d) the root-mean-square value of
the gap, |∆| ≡ √〈Tr∆∆†〉 k¯/2, which is the effective energy gap
of quasiparticle excitations. It is clearly seen that the nonax-
isymmetric v-vortex has a quadruple deformation of the core,
and the core is filled in by the ABM and β states. In con-
trast to the axisymmetric v-vortex, however, the original 4pi-
phase singularity of C0− and C−0 is split into two singularities
with the 2pi-phase winding as shown in Fig. 23(c). This lowers
U(1)Q to the twofold rotational symmetry about the zˆ-axis.
Using NMR techniques, Hakonen et al.461, 462 reported the
following two key observations on vortices in rotating 3He-
B: (i) A spontaneous magnetization was observed in rotating
3He-B and (ii) the first-order phase transition takes place in
the vortex cores at P = 29.3bar and T/Tc = 0.6. The former
feature is attributed to the emergence of ferromagnetic vortex
cores and is consistent with the feature of the axisymmetric
v-vortex having the spontaneously ferromagnetic β state.
The second observation in NMR experiments was theoret-
ically solved by Thuneberg,460, 463 who employed a full nu-
merical calculation of the GL equation for rotating 3He-B.
He identified that the high-pressure phase is the axisymmet-
ric v-vortex having the U(1)Q × P2 symmetry, while the non-
axisymmetric v-vortex with only the P2 symmetry is favored
in the low-pressure regime. The change in the v-vortex core
fully agrees with the spontaneous magnetization observed by
the NMR experiments.461 We notice that a similar observa-
tion was independently reported by Salomaa and Volovik464
(see also Refs. 465 and 466). The nonaxisymmetric v-vortex
was directly observed by Kondo et al.467 through the mea-
surement of the homogeneously precessing magnetic domain
mode. In the nonaxisymmetric v-vortex, the absorption of the
NMR mode is attributed to a new soft Goldstone mode, that
is, the spiral twisting mode of the anisotropic core. Most re-
cently, Kita has uncovered a novel vortex phase diagram in
3He at extremely high rotation speeds.445, 446
Apart from the GL theory, Fogelstro¨m and Kurkija¨rvi468, 469
first demonstrated the microscopic calculation of axisymmet-
ric and nonaxisymmetric v-vortices, based on the quasiclassi-
cal Eilenberger theory. The microscopic theory allows one to
study the low-temperature phase diagram beyond the vicin-
ity of Tc and low-lying quasiparticle spectra, which cannot
be described in the context of the GL theory. They observed
that the nonaxisymmetric v-vortex can be thermodynamically
stabilized in the high-temperature regime, while it undergoes
the phase transition to the axisymmetric v-vortex just above
0.5Tc. The resultant phase diagram indicates the new phase
boundary around T = 0.5Tc(P), while it cannot explain the
phase transition near the bulk AB transition, which was ob-
served in experiments.452, 461, 462 This is attributed to the fact
that the quasiclassical theory does not take into account the
strong coupling correction that is essential for the stability of
the bulk ABM state relative to the BW state. Hence, the qua-
siclassical theory may fail to reproduce the quantitative prop-
erties in the high-pressure regime.
Most recently, Silaev et al.470 have emphasized the impor-
tant role of Fermi liquid interactions that significantly change
the structure of the nonaxisymmetric v-vortex. The effect
gives rise to the Lifshitz transition in the effective Fermi sur-
face of core-bound quasiparticles.
Symmetry-protected vortex-bound states.— As already
mentioned, among the possible vortices, only the o- and ax-
isymmetric and nonaxisymmetric v-vortices turn out to be lo-
cal minima of the thermodynamic potential, while the oth-
ers are unstable. Nevertheless, we here examine the topolog-
ical properties for all the vortices listed in Table III. This is
because 3He-B serves as a prototype for studying topologi-
cally protected vortex bound states in the background of vari-
ous types of vortices and the outcome may be applicable to
topological superconductors under magnetic fields. Indeed,
a recent theoretical study on the spin-triplet superconductor
UPt3 predicts that the phase transition from nonaxisymmet-
ric superconducting-core to axisymmetric normal-core vor-
tices may take place at the critical magnetic field.27, 284 Fur-
thermore, similar vortex states may be realized in the odd-
parity topological superconductor CuxBi2Se3 under a mag-
netic field.
As mentioned in Sec. 2.2, the topology of ordered systems
with a linear defect is determined using the semiclassical BdG
Hamiltonian in the base space S 3 × S 1,
H(k, φ) =
(
ε(k) ∆(k, φ)
∆†(k, φ) −εT(−k)
)
, (294)
where φ denotes a circle enclosing the linear defect. The BdG
Hamiltonian satisfies the PHS
CH(k, φ)C−1 = −H(−k, φ). (295)
The PHS is necessary for the existence of Majorana
fermions (51).
The topological structure of a vortex is evaluated from the
semiclassical BdG Hamiltonian with the asymptotic form in
Eq. (286).456 Although the order parameter near the vortex
core is given by Eq. (287) subject to discrete symmetries and
is different from the asymptotic form, it can be smoothly in-
terpolated to dµi(∞) without breaking the discrete symmetries.
Hence, the topological structure of the BdG Hamiltonian with
the general form of the order parameter is identical to that
with dµi(∞) subject to relevant discrete symmetries.
First of all, we examine the topological number defined in
the whole base space (k, φ). Since nonzero κ in the vortex
order parameter breaks the TRS, the BdG Hamiltonian is cat-
egorized to class D. As in Table I, the class D in the base
space S d×S D = S 3×S 1 has a nontrivial Z topological invari-
ant corresponding to the second Chern number Ch2 defined in
Eq. (43). The Z number is subject to discrete symmetries held
by a vortex, and the P1 symmetry forces Ch2 to be identically
zero. Furthermore, Ch2 turns out to be zero for a vortex in
3He-B.
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In Sec. 5, it is demonstrated that, even if the bulk topolog-
ical number is absent, the chiral symmetry constructed from
the combination of discrete symmetries may guarantee a topo-
logical invariant that is well-defined along the chiral symmet-
ric region of the base space. To clarify this, let us assume that
the single-particle energy ε(k) preserves the discrete symme-
tries {P1, P2, P3}. For a vortex preserving the P1 symmetry,
the BdG Hamiltonian obeys
P1H(k, φ)P−11 = H(−k, φ + pi), (296)
where P1 = diag(P1, P∗1) denotes the inversion operator for
κ = 1. The P2 and P3 symmetries imply
P2H(k, φ)P−12 = H(−kx, ky,−kz,−φ), (297)
P3H(k, φ)P−13 = H(−kx, ky, kz,−φ), (298)
where P2 = diag(P2, P∗2) = iτzK denotes the combination
of T and the mirror reflection in the xz-plane, and P3 =
diag(P3, P∗3) = iσzτzK is the magnetic pi-rotation about the
xˆ-axis.
When some of the discrete symmetries are preserved, the
topological structure of the BdG Hamiltonian is categorized
into class D subject to the discrete symmetries. The general
strategy for topological classification subject to discrete sym-
metries is provided in Ref. 20, and the detailed procedure for
a vortex in 3He-B is described in the Appendix of Ref. 456.
As listed in Table III, the topological properties of quasiparti-
cles bound to the o- and w-vortex are characterized by Z and
Z ⊕ Z, respectively, and the others are topologically trivial.
In the o-vortex state, the P1 symmetry prohibits nonzero Ch2,
while such a constraint is absent in the w-vortex.
To give an intuitive understanding of such a topologi-
cal property, let us consider the asymptotic BdG Hamilto-
nian subject to discrete symmetries. The asymptotic form
with Eq. (286) is expressed in terms of the gamma matrices
(γ1, γ2, γ3, γ4) = (−σzτx,−τy, σxτx,−τz) as
H(k, φ) = ei(φ/2)γ4 mµ(k)γµe−i(φ/2)γ4 , (299)
where the Hamiltonian is parameterized with the four-
dimensional vector m = (ckx, cky, ckz,−ε(k)) with c≡∆B/kF.
When the magnetic pi rotation symmetry P3 is preserved,
the BdG Hamiltonian satisfies the chiral symmetry within the
segments in the base space,{
Γ,H(kx, ky = 0, kz = 0, φ = 0, pi)
}
= 0, (300)
where the chiral operator is composed of P3 and C as
Γ = CP3 = σzτy. The chiral symmetric Hamiltonian is pa-
rameterized with only the two-dimensional vector m˜(kx) =
(ckx,−ε(kx, 0, 0)). This implies that the BdG Hamiltonian
for a P3-preserving vortex is expressed by the manifold S 1.
The mapping from the chiral symmetric base space S 1 to
the manifold S 1 is characterized by the fundamental group
pi1(S 1) = Z. The corresponding topological invariant is the
Fig. 24. (Color online) Low-lying quasiparticle spectra for the axisymmet-
ric w-vortex (a) and v-vortex (b) with kz = 0 and kz-dispersions of low-
lying quasiparticles for the axisymmetric v-vortex (c) and nonaxisymmetric
v-vortex (d). All the spectra are obtained from full quantum mechanical cal-
culations based on the BdG equation. Figures adapted from Ref. 456.
one-dimensional winding number given by
w1d(φ) = − 14pii
∫
dkxtr
[
ΓH(k, φ)∂kxH(k, φ)
]
ky=kz=0 . (301)
Similarly to the result in Sec. 5, the winding number is esti-
mated as w1d(φ = 0) = 2 and w1d(φ = pi) = −2. The difference
provides the Z topological invariant as
w1d =
w1d(0) − w1d(pi)
2
= 2. (302)
In accordance with the index theorem in Sec. 2.1.3,90 the non-
trivial winding number guarantees that the two zero energy
states exist at kz = 0 as long as the vortex state holds the P3
symmetry. The zero energy states can be gapped out by only a
perturbation while breaking the P3 symmetry, such as a mag-
netic field tilted from the vortex line.
In the same manner, one can introduce different types of
chiral symmetry: Γ1 ≡ CP1 and Γ2 ≡ CP2. It is straight-
forward to observe that the BdG Hamiltonian for only the
P1- (P2-) preserving vortex is characterized by the manifold
S 3 (S 2), and the corresponding homotopy group is trivial,
pi1(S 3) = 0 (pi1(S 2) = 0). This clearly explains the topologi-
cal table (table III) in which only the o- and w-vortices have a
nontrivial Z topological invariant associated with w1d.
Quasiparticle spectra and Majorana fermions.— To verify
the topological argument described above and examine the
Majorana nature of such a topologically protected zero mode,
let us now turn to the numerical calculations of the BdG equa-
tion for various vortices. Full quantum mechanical quasipar-
ticle spectra are obtained by solving the BdG equation in the
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real coordinate,(
ε(−i∂) ∆˜(r,−i∂)
−∆˜∗(r,−i∂) −εT(−i∂)
)
ϕkφ,kz (r) = E(kφ, kz)ϕkφ,kz (r),
(303)
where the off-diagonal matrix denotes the pair potential in the
spin space, which is given by
∆˜(r,−i∂) =
(
∆˜+(r,−i∂) ∆˜0(r,−i∂)
∆˜0(r,−i∂) ∆˜−(r,−i∂)
)
, (304)
∆˜m(r,−i∂) = 12
∑
n=0,±1
{
Cmn(ρ, φ),Y1,n(−i∂)} . (305)
The function Y1,m(−i∂) is obtained from the spherical har-
monic function Y1,m(rˆ) by replacing rˆ with −i∂.
For an axisymmetric vortex, the BdG Hamiltonian has the
continuous symmetries, U(1)Q × tz and the azimuthal and ax-
ial angular momenta kφ and kz remain as well-defined quan-
tum numbers. Then, the quasiparticle wavefunction ϕkφ,kz (r)
in Eq. (303) is factorized as471, 472
ϕkφ,kz (r) = e
ikφφeikzz
(
u↑(ρ)ei(κ+1)φ/2, u↓(ρ)ei(κ−1)φ/2,
v↑(ρ)e−i(κ+1)φ/2, v↓(ρ)e−i(κ−1)φ/2
)T
. (306)
By substituting this form into (303), the BdG Hamiltonian
can be recast intoH(kφ, kz,−i∂ρ). All eigenvalues of the BdG
Hamiltonian for an axisymmetric vortex are labeled by the
set of (kφ, kz). In Fig. 24, we display the low-lying quasipar-
ticle spectra for the axisymmetric w-vortex (a) and v-vortex
(b) with kz = 0, which are obtained by solving the BdG equa-
tion (303) with the self-consistent order parameter based on
the quasiclassical theory.456 The single branch of the vortex-
bound states in the w-vortex crosses the zero energy at kφ = 0
and kz = 0, while two branches cross E = 0 at finite kφ in
the case of the v-vortex. We notice that for the o-vortex state,
the BdG equation at kz = 0 reduces to that for a pair of spin-
polarized chiral p-wave superconductors. As demonstrated in
Sec. 3, the index theorem ensures the existence of a single
zero energy state when κ is odd.
It is noted that the PHS transforms the BdG Hamiltonian
as CH(kφ, kz,−i∂ρ)C−1 = −H(−kφ,−kz,−i∂ρ), which implies
the symmetric relation E(kφ, kz)=−E(−kφ,−kz). The P2 sym-
metry imposes the relation E(kφ, kz)= E(kφ,−kz) on the eigen-
values since P2H(kφ, kz,−i∂ρ)P−12 =H(kφ,−kz,−i∂ρ). The P3
symmetry does not impose any constraints on the eigenvalues.
In accordance with the symmetric properties, the quasiparti-
cle spectrum in axisymmetric o- and v-vortices must satisfy
the following relation:
E(kφ, kz) = E(kφ,−kz) = −E(−kφ,−kz). (307)
The topologically protected zero energy states at kφ = kz =
0 for the o-vortex are invariant under the PHS and the wave-
function satisfies the Majorana condition,
Cϕkφ=0,kz=0(r) = ϕkφ=0,kz=0(r). (308)
The zero energy state emergent in the o-vortex behaves as
chiral-symmetry-protected Majorana fermions, as discussed
in Sec. 2.3.3.
As shown in Fig. 24(a), the zero-energy states appear at
kφ = kz = 0 in the case of the w-vortex, which are pro-
tected by the magnetic pi-rotation P3 symmetry. Similarly to
the case of the o-vortex, the zero-energy states obey the Ma-
jorana condition at kφ = kz = 0 and thus behave as chiral-
symmetry-protected Majorana fermions. Notice that the Ma-
jorana fermions are protected by the P3 symmetry unless a
magnetic field is tilted from the vortex line. In addition, the
zero-energy states are robust against the density fluctuation
and nonmagnetic impurities. These are characteristics pecu-
liar to chiral-symmetry-protected Majorana fermions, as dis-
cussed in Sec. 2.3.3.
In contrast to the o-vortex, as shown in Fig. 24(b), the low-
lying spectrum of the axisymmetric v state as a function of
kφ is composed of two branches that cross the zero energy.
As in Eq. (307), the spectrum is an even function of kz, and
Fig. 24(c) shows that the dispersion on the axial momentum
kz is gapless. Since no topological invariant is defined in the
v-vortex, however, all the zero energy states emergent in the
v-vortex are accidental and do not satisfy the Majorana condi-
tion. Hence, the accidental zero energy states may be fragile
against any perturbations.
As shown in Fig. 24(d), indeed, the accidental gapless
branches observed in the axisymmetric v-vortex are gapped
out in the nonaxisymmetric v-vortex by the hybridization
of kφ and k−φ eigenstates. The axisymmetric v-vortex has
the well-defined quantum number kφ, and the symmetric re-
lation in Eq. (307) indicates states satisfying E(−kφ, kz) =
−E(kφ, kz). The nonaxisymmetric v-vortex, however, sponta-
neously breaks the U(1)Q symmetry and kφ is ill-defined, and
the twofold deformation of the vortex core gives rise to the
hybridization of kφ eigenstates with kφ + 2m (m ∈ Z).
Similarly to the axisymmetric v-vortex, the uvw-vortex
without any discrete symmetries possesses many gapless
branches crossing the zero energy.473 Since the second Chern
number becomes zero and no additional topological invariant
is defined, zero energy states in the uvw-vortex may be fragile
against disturbances, such as impurities and magnetic fields.
The low-lying quasiparticle structure in the axisymmetric
v-vortex was first clarified by Volovik471 within the semiclas-
sical approximation. He introduced an index that character-
izes the spectrum asymmetry,
N(kφ, kz) = Tr
∫
dω
2pi
G = −1
2
∑
n
sgnEn(kφ, kz), (309)
where Tr denotes the sum over all eigenstates at a given
(kφ, kz) and G ≡ [iω − H(kφ, kz, ρ,−i∂ρ)]−1 is the Matsubara
Green’s function. The final expression in Eq. (309) implies
that the index N(kφ, kz) gives the difference between the num-
ber of positive and negative eigenstates for a given (kφ, kz).
The index has an abrupt jump at a particular (kφ, kz) where
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zero energy states exist.
The index (309) can be connected to the number of ze-
ros of the semiclassical Hamiltonian, which is obtained by
replacing −i∂ρ with the classical wavenumber kρ in the full
quantumH(kφ, kz, ρ,−i∂ρ).471 The index (309) with the semi-
classical Hamiltonian provides a tractable way of determining
the qualitative structure of low-lying quasiparticles bound to
exotic vortices, such as the number of gapless branches. Al-
though the number of gapless branches associated with the
index remains well-defined, the zeros in the semiclassical
Hamiltonian are not necessarily topologically protected and
may be fragile when quantum corrections are taken into ac-
count. Hence, the one-dimensional winding number w1d gives
a more rigorous topological invariant for the distribution of
zero-energy eigenstates in P3-preserving vortices.
7.3 Continuous vortices and quasiparticles in 3He-A
Continuous vortices.— As mentioned in Sec. 7.1, the vor-
tex states realized in the bulk 3He-A are essentially different
from those in 3He-B in the sense that the spontaneous break-
ing of the gauge-orbital symmetry gives rise to the intrinsic
coupling between the U(1) phase and lˆ. This feature inherent
to the ABM state that the nontrivial lˆ-texture can generate the
superfluid velocity even without the phase winding is repre-
sented by the Mermin-Ho relation271
∇ × vs = ~4m µνη lˆµ
(
∇lˆν × ∇lˆη.
)
(310)
When 3He-A spins up, continuous vortices become energeti-
cally competitive with singular vortices having a definite core.
We here demonstrate that the continuous vortices are an ob-
stacle to realize Majorana fermions. The most tractable way
of removing such an obstacle is to confine the 3He-A to a
restricted geometry, such as parallel plates. The lˆ-vector is se-
riously affected by the surface depairing effect and forced to
be normal to the surface.
A representative of N = 0 continuous vortices can be
generated by continuously bending the uniform lˆ-texture as
lˆ = sin η(ρ) zˆ + cos η(ρ)ρˆ, where η(ρ) denotes the rotation an-
gle of lˆ as a function of the distance from the vortex center ρ.
The corresponding order parameter is given by
dµi(r) = ∆A(ρ)dˆµeiφ
(
cos η(ρ)ρˆ − sin η(ρ) zˆ + iφˆ
)
i
. (311)
The order parameter indicates that the lˆ-vector yields the ra-
dially flare-out texture when
lˆ = cos η(ρ) zˆ + sin η(ρ)ρˆ, (312)
where (ρˆ, φˆ, zˆ) denotes the triad in the cylindrical coordinates.
The textural structure generates the continuous distribution of
the superfluid velocity field vs(ρ) = ~Mρ [1 − cos η(ρ)]φˆ, and
eliminates the singular behavior at the vortex center if η(ρ)
is a monotonic function of ρ. The continuous vortex with the
boundary conditions η(0) = 0 and η(∞) = pi is called the
Anderson-Toulouse or Anderson-Toulouse-Chechetkin vor-
Fig. 25. (Color online) Phase diagram of rotating 3He-A confined in a nar-
row cylinder with a radius R = 50 µm, where we set a pressure of 3.2 MPa
and a magnetic field of 21.6 mT parallel to the cylinder. “RD” and “MH”
denote the radial disgyration and Mermin-Ho texture of lˆ, respectively, and
“hb” is the hypobalic texture of dˆ. The textures of the lˆ-vector (left) and
dˆ-vector (right) are shown in the insets, whose arrows indicate the x- and
y-components and the color map denotes the z-component. Figures adapted
from Ref. 477.
tex.272, 474 Another important configuration of N = 0 continu-
ous vortices is obtained as η(0) = 0 and η(∞) = pi/2, which is
called the Mermin-Ho vortex.271
Rotating 3He in a narrow cylinder.— As we already men-
tioned, owing to the boundary condition at the walls of the
container, the lˆ field is forced to be perpendicular to the wall.
This implies that, if 3He-A is confined to a restricted geom-
etry, the surface boundary condition may induce a nontrivial
textural structure.
The ISSP group has recently succeeded in observing the
textural transformation, and the formation and annihilation of
a single vortex in rotating 3He-A confined to a narrow cylin-
der.475, 476 They utilized a bundle or a single narrow cylinder
whose radius is about 10 times larger than the dipole coher-
ence length ξD ∼ 10µm. The key observation is that the spin-
ning up 3He-A in a narrow cylinder undergoes a textural tran-
sition at a critical rotation speed.
The competing textural states in a narrow cylinder are the
radial disgyration where the lˆ field lies in the xy-plane as lˆ =
ρˆ.441 The order parameter is given by
dµi(r) = ∆A(ρ)dˆµ( zˆ − iφˆ)ieiκφ, (313)
where κ gives the amplitude of the circulation, vs = κ ~Mρ φˆ, and
a state with odd (even) κ is categorized into N = 0 (N = 1).
In contrast to continuous vortices, the superfluid velocity field
has a singularity at ρ = 0 for nonzero vorticity at which the
ABM order parameter must vanish.
The temperature-rotation phase diagram of the rotating
3He-A confined in a narrow cylinder with a radius R = 50 µm
is displayed in Fig. 25. This is obtained from the GL theory
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under a pressure of 3.2 MPa and a magnetic field of 21.6 mT
parallel to the cylinder. At rest or under low rotation speeds,
the radial disgyration with κ = 0 is stable while the Mermin-
Ho vortex generating the superfluid velocity field is formed
under high rotations. The critical rotation speed is enhanced
toward Tc because the coherence length ξ diverges and the
bending energy of lˆ, which is on the order of ln(R/ξ), becomes
low at T → Tc. The phase diagram is helpful for understand-
ing the recent experiment, where the radial disgyration and
the Mermin-Ho texture are clearly identified by NMR spec-
tra.478 By cooling from the normal state to the A-phase un-
der rotation, the radial disgyration is observed irrespective of
the rotation speed up to Ω = 8 rad/s, which is the maximum
rotation speed in the experiment.478 Note that the radial dis-
gyration does not change to the Mermin-Ho texture by the
rotation at low temperatures, which reflects the difficulty of
the first-order transition accompanied by the annihilation of a
singularity. The stable Mermin-Ho texture can be observed by
warming from the B-phase to the A-phase under high rotation
speeds.
Low-lying quasiparticles bound to continuous vortices.—
The Mermin-Ho vortex can be continuously transformed from
the spatially uniform lˆ-vector, since both states are catego-
rized into the same topological class N = 0. The Mermin-
Ho vortex does not have any topological defects and thus the
low-lying quasiparticle spectrum is naively expected to be the
same as that of the bulk ABM state with the locally oriented
lˆ(ρ). Contrary to the speculation, it was demonstrated that
the continuous Mermin-Ho vortex can host low-lying quasi-
particle excitations273 as a consequence of the interplay be-
tween the vortex winding and the orbital angular momentum
of Cooper pairs in the ABM state. The low-lying fermionic
excitations associated with this remarkable Mermin-Ho tex-
ture are intriguing even though they are not topologically pro-
tected, because they faithfully and directly reflect the under-
lying topological structure of the order parameter.
In addition to a narrow cylinder, the Mermin-Ho vortex is
a building block to forming a periodic array of continuous
vortices in the bulk 3He-A under rapid rotation. The periodi-
cally arrayed Mermin-Ho vortices were first proposed by Fu-
jita et al.479 within the GL theory, where the lattice maintains
the background A-phase throughout the whole system with-
out forming any singular points. The thermodynamic stability
within the GL theory was quantitatively studied by Karima¨ki
and Thuneberg444, 479 and Kita.445, 446
The spatial structure of the continuous vortex lattice is
shown in Fig. 26(a), which is obtained by self-consistently
solving the quasiclassical Eilenberger equation coupled to the
gap equation.273 The unit cell of the periodic lattice is com-
posed of two different types of the Mermin-Ho vortices cen-
tered at (x/ξ, y/ξ) = (±20,±20) and two “mixt-twist” vortices
at (x/ξ, y/ξ) = (±20,∓20). In the Mermin-Ho vortices, the lˆ-
texture projected onto the xy-plane yields the flare-out and
flare-in configurations and the core has lˆ ‖ zˆ. The mixt-twist
Fig. 26. (Color online) Continuous vortex lattice formed by Mermin-Ho
(MH) vortices; Spatial structure of lˆ-vector (a) and zero-energy local den-
sity of states N(x, y, E = 0) (b) within a unit cell obtained by self-consistent
Eilenberger theory, where Ω = 0.004Tc and T = 0.9Tc. The unit cell is com-
posed of two-different types of MH vortices; In MH↑, (lˆx, lˆy) has flare-in or
flare-out disgyration and lˆz always points to + zˆ, while MH↓ has mixt-twist
disgyration and lˆz points to − zˆ. Full quantum-mechanical calculation of the
axial-momentum-resolved local density of states at the vortex center of MH↑
(c) and MH↓ (d). Figures adapted from Ref. 273.
vortex is characterized by the quadrupole lˆ-texture in the xy-
plane with lˆ pointing to the − zˆ-direction at the vortex center.
In the whole region of the unit cell, the lˆ-texture is smoothly
distributed without forming any singularities.
Figure 26(b) shows the spatial profile of the zero-energy
local density of states, N(r, E = 0). It turns out that the
Mermin-Ho and mixt-twist vortices possess distinctive low-
lying excitation spectra owing to the different orientations of
lz. The Mermin-Ho vortices with lˆz > 0 have a sharp peak
of N(r, E = 0) similar to that observed in singular vor-
tices,480, 481 while no peak structure is observed in the mixt-
twist vortices. In Figs. 26(c) and 26(d), we plot the kz-resolved
local density of states at the vortex core,N(kz, r, E), where kz
denotes the axial momentum along the zˆ-axis. To understand
the characteristic low-lying structure, let us consider the effec-
tive pair potential ∆(k, r) with φk → φ+pi/2 that the quasipar-
ticle is subjected to. The effective potential for the Mermin-
Ho vortex is then given by
|∆(k, ρ)|2 = 6|∆0|(sin2 θk + sin2 η(ρ) cos2 θk). (314)
This is an increasing function of ρ, and quasiparticles are sub-
jected to the “confinement” potential around the core of the
Mermin-Ho vortex when |kz| ∝ | cos θk | is larger. On the other
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hand, the potential for the mixt-twist vortex is recast into
|∆(k, ρ, φ)|2 ∝ sin2 θk − 12 sin 2φ sin 2η(ρ) sin 2θk
+ sin2 β(cos2 θk − sin2 2φ sin2 θk). (315)
This effective potential breaks the continuous rotational sym-
metry about the zˆ-axis and does not have a minimum point
at vortex center. This implies that no bound states are formed
inside the gap in the case of the mixt-twist vortex, as shown
in Fig. 26(d). This semiclassical argument clearly explains
that the low-energy peak only for the Mermin-Ho vortex
with positive lˆz grows as |kz| increases. Notice that the en-
ergy level bound to the Mermin-Ho vortex is roughly given as
(n + 12 )∆
2/EF (n ∈ Z) and cannot be exactly zero.
The essence of the origin of low-lying quasiparticles is
understandable from the interplay between the orbital angu-
lar momentum of Cooper pairs and the vortex winding of
each orbital component. The order parameter Cmn(r) based
on the eigenstates of Lˆz and Sˆ z has a definite angular mo-
mentum λ(m) = 0,±1, depending on the orbital state. In addi-
tion, the order parameter is factorized as Cmn(r) = Cmn(ρ)eiκnφ
with (κ+1, κ0, κ−1) = (0, 1, 2) for the Mermin-Ho vortex and
(2, 1, 0) for the mixt-twist vortex. This allows one to intro-
duce the following symbolic algebra for the phase factors:
(κ+1, κ0, κ−1) + (λ(+1), λ(0), λ(−1)) = (0, 1, 2) + (1, 0,−1) →
(1, 1, 1) + (0, 0, 0) for the Mermin-Ho vortex and (2, 1, 0) +
(1, 0,−1) → (1, 1, 1) + (2, 0,−2) for the mixt-twist vortex.
The former (0, 0, 0) gives rise to a vortex bound state similar
to the singular hard core vortex as in the Caroli-de Gennes-
Matricon state,216 whereas the latter (2, 0,−2) yields the four-
fold symmetric angle dependence without any confinement,
ei2φ + e−i2φ ∝ cos 4φ.
7.4 Half-quantum vs integer-quantum vortex in 3He-A thin
film
As discussed in Sec. 7.3, the formation of continuous
vortices is an obstacle to realizing non-Abelian Majorana
fermions. The 3He-A phase with a uniform l-texture, how-
ever, can be realized in a parallel plate geometry with thick-
ness D  ξd, as shown in Fig. 27. In this geometry, the motion
of Cooper pairs is confined in the xy-plane and the lˆ-vector is
locked perpendicular to the plates. Applying a magnetic field
perpendicular to the plates (H ‖ zˆ and |H| > Hd) further im-
poses a strong constraint on dˆ, where the magnetic field en-
ergy is minimized by dˆ ⊥ zˆ as in Eq. (173).
The parallel plate sample with D = 12.5 µm and R = 1.5
mm was provided by an experimental group in ISSP, Univ.
of Tokyo.143 They observed that the condition lˆ ⊥ dˆ is sat-
isfied in their sample by comparing the characteristic NMR
frequency shift of the parallel plate sample with that of bulk
samples.143 Searching for a half-quantum vortex (HQV), they
rotated the parallel plates up to the angular velocity Ω of 12
rad/s in a rotating cryostat at ISSP, but no conclusive evidence
for HQVs was observed.
Fig. 27. (Color online) (a) Schematic picture of a parallel plate geometry
relevant to realizing Majorana fermions in 3He-A. Integer quantum vortex (b)
and half-quantum vortex (c), where the color map and arrows denote the U(1)
phase and dˆ profiles, respectively.
We here mention that in such a geometry, the gauge-orbital
symmetry breaking in 3He-A gives rise to the formation of a
HQV, which turns out to be energetically competitive with an
integer quantum vortex (IQV). We will show the stable con-
dition of HQVs against IQVs in a realistic situation, by taking
into account the vortex core structures within the length scale
ξ ∼ 0.1 µm. We start from the GL theory without Fermi liq-
uid corrections136, 138, 482, 483 and then discuss their roles in the
stability of HQVs.
7.4.1 Half-quantum vortex
The generic order parameter for the most symmetric vortex
is given by Eq. (287). The vortex state is subject to the bound-
ary condition at ρ→ ∞where the chiral pairing with lˆ ‖ zˆ and
the definite vorticity κ is assumed as
dµi(∞) = ∆Adˆµeiκφ(xˆ + iyˆ)i. (316)
The motion of the Cooper pairs is confined to the xy-plane,
namely, Cm0 = C0n = 0. Hence, the order parameters relevant
to this situation are given by the set of (C++,C+−,C−+,C−−).
As shown in Sec. 4.3, the remarkable consequence of the
chiral p-wave pairing is the spontaneous breaking of the
gauge-orbital symmetry. This reflects the fact that the order
parameter in Eq. (316) is invariant under the combined dis-
crete rotation of dˆ and φ as dˆ 7→ −dˆ and κφ 7→ κφ + pi. Then,
as shown in Fig. 27, there are two classes for the vorticity κ:
IQVs with κ = Z [Fig. 27(b)] and HQVs with a fractional
vorticity κ = Z/2 [Fig. 27(c)]. In the HQV, both the U(1)
phase and dˆ rotate by pi about the vortex center. The abrupt
pi phase jump in the U(1) phase is compensated by the flip of
dˆ and thus the resultant order parameter maintains its single-
valuedness. The IQV is accompanied by only the mass flow
around the vortex core, whereas the half-integer value of κ and
the texture of dˆ are responsible for the mass and spin currents,
which are half of the mass flow of IQVs.
The asymptotic form of the order parameter of the HQV is
given by Eq. (316) with κ = ±1/2, while the IQV has κ = ±1.
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The dˆ-vector of the HQV is recast into
dˆ(r) = cos(κspφ)xˆ + sin(κspφ)yˆ, (317)
where κsp denotes the winding of dˆ. The HQV is characterized
by κsp = 1/2, while the IQV has κsp = 0. It is remarkable to
notice that since the ABM state is the equal spin pairing state,
the order parameter for the HQV in the spin basis is given by
∆(∞) = ∆A
(
kˆx + ikˆy
) [
|↑↑〉 + eiφ |↓↓〉
]
. (318)
This indicates that the ↑↑-pair C++ possesses the spatially uni-
form phase, while the ↓↓-pair C−+ has phase winding of 2pi
around the vortex as in conventional singly quantized vortices.
Thus, the vortex-free state in the ↑ spin sector exhibits fully
gapped quasiparticle excitations, while the low-lying struc-
tures in HQVs are effectively describable with a singly quan-
tized vortex in the ↓ spin sector, namely, the spin-polarized
chiral p-wave system. As discussed in Sec. 3, an odd-vorticity
vortex in the spin-polarized chiral system hosts Majorana
fermions that obey non-Abelian statistics. The existence of
non-abelian anyonic zero modes in HQVs was first realized
by Ivanov,115 who developed the non-Abelian braiding statis-
tics of vortices with Majorana zero modes.
7.4.2 Energetics within the Ginzburg-Landau theory
To discuss the energetics in rotating 3He confined to paral-
lel plates, one has to take into account the gradient energy in
the GL energy functional (169). Since the normal 3He holds
the SO(3) symmetry in the coordinate and spin spaces, the
gradient energy terms relevant to 3He rotating with Ω are ob-
tained by taking a contraction of spin and orbital indices as
fgrad = K1∂∗i d
∗
µ j∂idµ j + K2∂
∗
i d
∗
µ j∂ jdµi + K3∂
∗
i d
∗
µi∂ jdµ j, (319)
where µ, i, j = x, y, z, ∂i ≡ ∇i − (2im3/~)(Ω × r)i. In the weak
coupling limit, the coefficients obey K1 = K2 = K3 = K =
7ζ(3)N(0)(~vF )2
240(pikBTc)2
. We determine the thermodynamic stability of
IQVs and HQVs by minimizing the total GL energy func-
tional FGL =
∫
dr( fbulk + fgrad + f (1)mag + f
(2)
mag. + fdip).
When the order parameter is spatially inhomogeneous,
Eq. (319) indicates that the so-called gradient coupling in-
duces the minor order parameter components C±,− around the
core and edge. For an axisymmetric vortex, the U(1)Q sym-
metry imposes the following selection rule for the winding
numbers:
κm,n−1 = κm,n + 1, (320)
where κmn denotes the vortex winding numbers of each or-
der parameter component Cmn. Several possible textures exist
with different combinations of κmn. When the phase winding
of the bulk dominant component C±+ has the counterclock-
wise sense κ±+ ≥ 0, the possible textures are the A-phase
texture (AT) with (κ±+, κ±−) = (0, 2), IQVs with (κ±+, κ±−) =
(1, 3), and HQVs with (κ++, κ−+, κ+−, κ−−) = (0, 1, 2, 3).
The relative stability between HQVs and IQVs has been
discussed by a number of authors.16, 36, 482, 484 Among them,
Fig. 28. (Color online) Spatial profiles of the order parameters for AT (a),
IQV (b), and HQV (c). Upper and lower panels show the C+± and C−± pair
components, respectively, where we set the system size R = 5 µm and the
temperature T = 0.95Tc. κ±± denotes the phase winding of C±±.
Salomaa and Volovik first revealed the important role of the
Fermi liquid parameter Fa1, which denotes the renormalization
of the molecular field associated with the spin current. They
found that the Fermi liquid correction stabilizes the pairwise
HQVs in a rotation regime. The hydrodynamical calculation
that takes into account the Fermi liquid correction shows that
the HQV is energetically stable against the IQV.136, 138, 482, 484
However, we emphasize that all the hydrodynamical theories
do not take into account the strong coupling corrections. Con-
trary to the hydrodynamical results, Kawakami et al.137, 139, 140
demonstrated the critical effect of strong coupling corrections
in βi, which are indispensable for the relative stability of the
bulk ABM state to the BW state at high pressures. The results
indicate that the strong coupling corrections favor IQVs and
are obstacles to the stability of HQVs. Following Ref. 137, we
give here an overview of the quantitative calculations on the
stability of HQVs in rotating 3He-A in the presence of strong
coupling corrections but no Fermi liquid corrections. The ef-
fect of Fermi liquid corrections will also be commented on.
Weak magnetic field regime— Let us start from a weak
magnetic field regime Hz  α/η, where C+± and C−± have the
same amplitude in the bulk. Figure 28 shows the numerically
obtained spatial profiles of the order parameters for AT (the
spatially uniform ABM state), IQV, and HQV. In the region
far away from the vortex centerC+± in the HQV [Fig. 28(c1)]
has the same profile as that of AT in Fig. 28(a1), while C−± in
Fig. 28(c2) has the IQV-like one as in Fig. 28(b2). The core
of the HQV is filled in by the A1 phase where only the ↑↑ pair
exists. In Fig. 29we compare the free energies of these three
phases as a function of the angular velocity Ω. However, there
is no stable region of the HQV in the weak magnetic field
regime Hz  α/η.
For the weak coupling limit, the GL free energy is com-
pletely decomposed into C+n and C−n sectors. To understand
the relative stability, we consider the London limit disregard-
ing the vortex core effect, which sets the amplitudes of Cmn
to be spatially constant. The amplitude of the dˆ-vector is then
given as
∣∣∣dˆ∣∣∣ = 1 for r ≥ ξ0 and ∣∣∣dˆ∣∣∣ = 0 for r < ξ0. In the weak
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coupling limit and London limit, the energy differences of AT,
HQV, and IQV originate from the gradient energy,
fgrad = 2K|∆A|2|dˆ|2
[
(∇ϕ + r ×Ω)2 + (∇α)2
]
. (321)
The first and second terms can be understood as kinetic ener-
gies carrying mass and spin currents. By integrating Eq. (321)
with Eq. (317), one obtains∫
dr fgrad = 2piK |∆A|2
{[
κ2 +
(
κsp
)2] ln R
ξ0
− κΩR
2
2
}
, (322)
where R denotes the system size or vortex distance. The AT,
HQV, and IQV are characterized by the set of winding num-
bers as (κ, κsp) = (0, 0), (1/2, 1/2), and (1, 0), respectively.
Equation (322) shows that the kinetic energies of mass and
spin currents are proportional to κ2 and (κsp)2, respectively.
The mass current κ couples to the external rotation Ω and
thus decreases the energy as Ω increases in the weak coupling
limit. Therefore, in the weak coupling limit, the free energies
of AT, SV, and HQV intersect at one point and the HQV is
never stabilized, as shown in the inset of Fig. 29.
Let us now clarify the strong coupling effect, which was
first introduced by Anderson and Brinkman to explain the rel-
ative stability of the ABM state to the BW state in the bulk
3He. In the context of the GL theory, the correction deviates
the coefficients βi(P) in Eq. (170). By substituting βi(P) de-
scribed in Sec. 4.3 and employing the ansatz C±,± = dˆ±C±,
the bulk fourth-order term in Eq. (169) is recast into
f (4)bulk = Bd(|d+|2 + |d−|2) + Bc(|d+||d−|), (323)
where Bc = −β0δ[3.5(|C+|4 + |C−|4) + 9|C+|2|C−|2] and Bd =
β0[(4− 0.35δ)(|C+|4 + |C−|4) + (16− 0.55δ)|C+|2|C−|2]. It turns
out that only the AT state, where both the OP components
|C+±| and |C−±| are finite at r = 0reduces the free energy in
Eq. (323) which is proportional to the spin fluctuation param-
eter δ. As shown in Fig. 29, therefore, the strong coupling
effect in the weak coupling limit merely shifts the threshold
rotation Ωc1 beyond which the IQV is stabilized.
Strong magnetic field regime— In the strong magnetic field
regime Hz ∼ α/η, the first-order Zeeman effect f (1)mag gives
rise to the splitting of Tc for ↑↑ and ↓↓ pairs as ∆Tc ≡
Tc,↑−Tc,↓ = ηHz/α0. As shown in the upper inset of Fig. 30, at
T/Tc = 0.97 and ∆Tc = 0.05, where the corresponding exter-
nal magnetic field is a few kG, the HQV becomes stable in the
range of Ωc1 < Ω < Ωc2 and we find that Ωc1/Ωc2 ' 0.85. No-
tice that the strong coupling effect helps to stabilize the HQV
under strong magnetic fields. The main panel of Fig. 30 shows
the vortex phase diagram of the rotating 3He-A in the plane of
the system size R and angular velocity Ω at T/Tc = 0.97. We
observe that Ωc1/Ωc2 ' 0.85 is insensitive to the change in R.
By using this scaling, the estimated stable region of the single
HQV state in the experiment by Yamashita et al.143 is between
Ωc1 ∼ 0.04 rad/s and Ωc2 ∼ 0.05 rad/s. The rotation speed of
the rotating cryostat at ISSP, Univ. Tokyo is sufficiently accu-
rate to perform the experiment in this narrow stable region.
Fig. 29. (Color online) Free energies ∆ f for the HQV and IQV states rela-
tive to that of the AT state as a function of Ω for R = 10 µm and T/Tc = 0.97.
In the weak coupling limit, the free energies of AT, HQV, and IQV intersect
at one point Ωc1 = Ωc2 (inset). Strong coupling effects lower the energy of
only the AT state as denoted by red arrows in the inset. Figures adapted from
Ref. 137.
Fig. 30. (Color online) Phase diagram of rotating 3He-A in a parallel plate
geometry. (Upper inset) Free energies for R = 20 µm. This shows the suc-
cessive transitions from AT to HQV at Ωc1 and from HQV to SV at Ωc2.
(Lower inset) Stable region of HQV in Ω versus T/Tc (R = 10 µm and
ηHz/α0 = 0.05). Tc↓ is the numerically estimated transition temperature for
the ↓↓-pair, where A−±=0. Figures adapted from Ref. 139.
The window in which the HQV state is stabilized can be
tuned by changing R and T . When R = 300 µm, for instance,
one finds the critical speed Ωc1 ∼ 1 rad/s which is accessible
in the actual experimental setup for a rotating cryostat in ISSP.
Figure 30(b) shows the phase diagram spanned by Ω and T for
R = 10 µm. In the high-T regime, where C−+ is suppressed
by the first-order Zeeman effect, the stable region Ωc2 − Ωc1
becomes wider as T approaches Tc,↓.
Fermi liquid correction— Another important factor for the
stability of HQVs is the Fermi liquid correction.136, 138, 482 Us-
ing the hydrodynamic theory, one can treat the Fermi liquid
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correction as the effective mass of the spin current. As shown
in Eq. (321), the London approximation divides the kinetic
energy terms into the contributions associated with the mass
and spin currents. The Fermi liquid correction generates the
molecular field associated with the spin current density, which
makes the effective mass of the spin current (ρsp) less than that
of the mass current (ρs),
ρs > ρsp. (324)
To take this discrepancy into account, Cross and Brinkman484
introduced the phenomenological correction of the gradient
energy as
fgrad = 2K|∆A|2
{
ρs
ρ0s
[∇(κφ) + r ×Ω]2 + ρsp
ρ0s
[∇(κspφ)]2} . (325)
Now, we compare the energy of a pair of HQVs with that of a
single IQV. By integrating Eq. (325), these gradient energies
are recast into∫
dr
fgrad
2piK|∆A|2ρs/ρ0s
=

1
2
(
1 + ρsp
ρs
)
ln
(
R
ξσσ
)
(HQV)
ln
(
R
ξσσ
)
(IQV)
(326)
when the system is at rest Ω = 0. It is remarkable that the
gradient energy of the HQV state is contributed to by the spin
current as well as the mass current, while the IQV state is not
accompanied by the spin current. For ρsp < ρs, therefore, the
gradient energy of the HQV state becomes lower than that of
the IQV state.
Although the Fermi liquid correction is a key to stabilizing
the HQV state, in order to discuss the correction, we apply
the London approximation that |Cmn(r)| is spatially uniform
and assume the pairing phase to be the A-phase even in the
vortex core. As discussed above, however, the vortex core of
the HQV is the A1-phase rather than the pure A-phase. Since
the effect of the Fermi liquid correction is in contrast to that
of the strong coupling correction that favors the IQV state,
the theory that takes into account both effects on an equal
footing is indispensable for clarifying the quantitative phase
diagram of rotating 3He-A. However, there has been no sys-
tematic way of taking into account both effects on an equal
footing so far. The quantitative analysis including the Fermi
liquid and strong coupling corrections on an equal footing re-
mains as a future problem.
7.4.3 Half-quantum vortices in superconductors
The real-space topology of HQV was originally proposed
by Volovik and Mineev.442 Salomaa and Volovik482 and Kee
et al.483 found that the dˆ-soliton structure in the pairwise
HQVs possesses characteristic spin wave excitations, which
may provide a way of identifying the HQV in experiments. In
addition to their topologically nontrivial aspects, HQVs have
recently attracted much more attention since they can pref-
erentially accommodate non-Abelian Majorana fermions.115
Theoretical investigations are devoted to finding an energeti-
cally stable condition of HQVs in both superfluids and super-
conductors.136–141, 482, 483, 485
In superconductors, however, it is difficult to stabilize the
HQV state in a system of macroscopic size. Chung et al.136
pointed out that owing to the screening effect, the mass
(charge) current exponentially decays in the length scale of
the penetration depth λ. This implies that the gradient energy
associated with the mass current is recast into ln λ/ξ, and thus
the logarithmic divergence of the gradient energy disappears
in the IQV. In contrast, such a screening effect is absent in
the spin current. The screening effect lowers the energy of
the IQV state relative to that of the HQV state even in the
absence of both the Fermi liquid and strong coupling correc-
tions. Hence, it is naively expected that HQV states can be
stabilized only in a mesoscopic system. The half-quantized
flux has been experimentally observed in the superconductor
Sr2RuO4 with a mesoscopic annular geometry,486 which is
a candidate chiral p-wave superconductor. However, no firm
experimental evidence for HQVs has been reported in any su-
perconducting state. Recently, Chung and Kivelson487 have
proposed another scenario for stabilizing a lattice of HQVs.
At finite temperatures, even if a lattice of IQVs can be fa-
vored at T = 0, a gain in configurational entropy drives the
fractionalization of IQVs into pairwise HQVs.
The half-quantum vortex is peculiar to spin-triplet chiral
superfluids and superconductors. Among the possible chiral
p-wave superfluids and superconductors, the superfluid 3He-
A offers the best platform for studying the stability of HQVs,
since it is the most established spin-triplet chiral superfluid
with well-controllable parameters and geometry. The charge
neutrality in 3He-A is also another advantage for realizing the
HQV state because of the absence of the screening effect of
the mass (charge) current in superconductors, as pointed out
by Chung et al..136
7.5 Braiding statistics of integer quantum vortex
In Sec. 7.4, we have demonstrated that although the HQV
can be stabilized in rotating 3He-A by the strong magnetic
field effect and the Fermi liquid corrections, the stability re-
gion turns out to be very narrow. The region is almost cov-
ered by the IQV. In contrast to the HQV, the IQV is accom-
panied by spinful Majorana fermions. Since a pair of Majo-
rana fermions can be combined into a single Dirac fermion,
the physics of the topological phase can be described explic-
itly without using Majorana fermions. Recently, however, it
has been demonstrated in Ref. 28 that IQVs can host topo-
logically stable Majorana zero modes because of the mirror
reflection symmetry. The IQVs with symmetry-protected Ma-
jorana fermions exhibit non-Abelian anyons.
We here consider the same situation as that described in
Sec. 7.4, that is, the 3He-A confined in parallel plates. The
magnetic field is applied along the hˆ-axis, which can be tilted
from the zˆ-axis. Therefore, the dˆ-vector does not necessarily
lie in the xy-plane. Notice that the thermodynamically stable
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configuration of dˆ in 3He-A was discussed in Ref. 140. In the
limit of HHd, dˆ is always locked into the plane perpendic-
ular to the applied field, while dˆ is polarized to the zˆ-axis by
the dipolar field for HHd.
Mirror-symmetry-protected topological phase.— The ba-
sic idea to circumvent the doubling of Majorana fermions in
IQVs is the same as that in Secs. 2.3.2 and 5.5. The topolog-
ical property of an isolated IQV is determined by the semi-
classical Hamiltonian H(k, ϕ), where ϕ is the azimuthal an-
gle around the vortex line. The BdG Hamiltonian with a single
IQV along the zˆ-axis is invariant under the mirror reflection
in the xy-plane, as in Eq. (77),[
Mηxy,H(kx, ky, kz = 0, ϕ)
]
= 0, (327)
if ∆(k, ϕ) has a definite parity η = ± under the mirror reflec-
tion, as in Eq. (76). Similarly to the argument in Sec. 5.5, for
3He-A in a thin film, the mirror symmetry is preserved either
when dˆ is parallel to the z-direction or when dˆ is normal to
the z-direction. The gap function in the former case has even
mirror parity (η = +), while the gap function in the latter case
has odd mirror parity (η = −).
When the BdG Hamiltonian maintains the mirror reflection
symmetry in Eq. (327), one can introduce a novel topological
number in each mirror subsector. Since each mirror subsec-
tor is regarded as effectively “spinless” chiral p-wave systems
with an isolated vortex, the relevant topological number is Z2,
as in Sec. 3. It is clear that each mirror subsector has a sin-
gle zero energy mode when the vorticity is odd. The IQV
state always satisfies this condition. In accordance with the
generic argument in Sec. 2.3.2, only the mirror subsector for
M˜−xy (d ⊥ l) supports its own PHS, and its topological class
is categorized to class D. In contrast, for M˜+xy (d ‖ l), the
mirror subsector does not maintain the PHS while the whole
system does, corresponding into class A in each mirror sub-
sector. Hence, only when d ⊥ l, does the mirror symmetry
protect a single Majorana fermion in each mirror subsector.
The Majorana nature may disappear when the dˆ-vector is ori-
ented from the xy-plane.
Non-Abelian Braiding.— An immediate consequence of
the Majorana zero modes is the non-Abelian statistics. For
IQVs in a 3He-A thin film, each mirror subsector effectively
realizes a spinless system that supports a single Majorana zero
mode in a vortex, and thus the zero modes obey the non-
Abelian anyon statistics in the same manner as in Sec. 2.3.1.
Actually, the braiding statistics of IQVs is obtained by replac-
ing the Majorana operator γ j bound to the j-th vortex with γλj ,
which is the Majorana zero mode bound to the j-th vortex,
in each mirror subsector labeled by λ = ±i. We notice that
no interference between the mirror subsectors occurs during
a vortex exchange process since the braiding operation does
not break the mirror symmetry. Therefore, even if we put the
mirror subsectors together and consider the entire system, the
integer quantum vortices continue to obey the non-Abelian
anyon statistics.28
In contrast to a half-quantum vortex, IQVs in a rotating
3He-A thin film enable one to introduce a Dirac operator lo-
calized on a vortex core. Indeed, since the IQV state supports
pairwise Majorana zero modes at the single vortex core, a
Dirac operator ψi localized in the i-th vortex can be defined
as
ψi =
1
2
(γλ=ii + iγ
λ=−i
i ), (328)
which satisfies {ψ†i , ψ j} = δi j. As discussed by Yasui et
al.,488 the Dirac operators give another expression for the non-
Abelian exchange operator τi as
τi = 1 + ψi+1ψ
†
i + ψ
†
i+1ψi − ψ†i ψi − ψ†i+1ψi+1 + 2ψ†i+1ψi+1ψ†i ψi.
(329)
This is different from the expression for τi based on the Ma-
jorana fermions in Sec. 2.3.1.
The above expression implies that the vortex exchange pro-
cess preserves the fermion number Nf =
∑
i ψ
†
i ψi. We find
that the conservation of the fermion number gives an alterna-
tive and simple interpretation of the non-Abelian anyon statis-
tics for integer quantum vortices: For the Fock vacuum |0〉
of the Dirac operators, a vortex i with the Dirac zero mode,
ψ†i |0〉 ≡ |1〉, has a nonzero fermion number, while a vortex i
without the Dirac zero mode, |0〉, does not. This means that
we can distinguish these two vortex states, |1〉 and |0〉, by
the fermion number. Considering them as different particles,
we obtain the non-Abelian anyon statistics naturally. For ex-
ample, let us consider the four-vortex state |1100〉 where the
first and second vortices are accompanied by the Dirac zero
modes, while the third and fourth are not. Up to a phase factor,
this state changes under τ1 and τ2 as
|1100〉 τ1→ |1100〉 τ2→ |1010〉, (330)
while it changes under τ2 and τ1 as
|1100〉 τ2→ |1010〉 τ1→ |0110〉. (331)
Since |1〉 and |0〉 can be considered as different particles, these
final states are different from each other. Therefore, we natu-
rally obtain τ2τ1 , τ1τ2.
In real systems, the mirror symmetry is easily broken lo-
cally by disorders or ripples. However, recent studies have
suggested that the symmetry protection is rather robust if the
symmetry is preserved macroscopically.489–492 Indeed, we can
argue that the non-Abelian anyon statistics persists if the lo-
cal breaking is weak and the mirror symmetry is preserved on
average: Although the local breaking effects may locally lift
the degeneracy between two possible vortex states |0〉 and |1〉,
the degeneracy is recovered on average. More importantly,
because the fermion parity is preserved in a superconduc-
tor/superfluid, no transition between |0〉 and |1〉 occurs unless
a bulk quasiparticle is excited or cores of vortices are over-
lapped. Therefore, the above argument for the non-Abelian
anyon braiding works as long as the mirror symmetry is pre-
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served on average.
8. Topological Crystalline Superconductors
The superconductivity of the heavy-fermion compound
UPt3 was discovered in 1984 by Stewart et al.493 as one of
the early trio of superconducting heavy-fermion compounds,
UPt3, UBe13, and CeCu2Si2. As a superconducting counter-
part to the superfluid 3He, the heavy-fermion superconductor
UPt3 has fascinated many physicists in the field of condensed
matter. Recently, UPt3 has come under the spotlight as a pos-
sible candidate topological crystalline superconductor.27
After the discovery of UPt3, bulk unconventional super-
conductivity associated with spin-triplet or odd-parity pairing
was reported for several materials. This includes Sr2RuO4,494
the noncentrosymmetric superconductors CePt3Si326 and
Li2Pt3B,495 and superconducting doped topological insula-
tors.80, 496, 497 The chiral p-wave pairing is the most plausible
candidate of the gap function in Sr2RuO4, which is similar
to that of the 3He-A thin film. Ueno et al.153 discussed the
existence of mirror symmetry-protected Majorana fermions
at the edges and dislocations. Experimental observations pe-
culiar to the chiral pairing have been reported for Sr2RuO4,
which include tunneling conductance characteristic to gapless
edge states498 and half-quantum flux in a mesoscopic ring.144
However, the full understanding of the gap function remains
as a puzzling issue.499–503
Apart from spin-triplet or odd parity pairing, spin-singlet
superconductivity with the broken TRS has recently been an
important topic in connection with Weyl superconductivity.
The heavy-fermion compound URu2Si2 exhibits unconven-
tional superconductivity at Tc ≈ 1.5K in the background of
the so-called hidden order phase.504 Among possible pair-
ings in a tetragonal symmetry, the field-angle-dependent spe-
cific heat measurements suggest the spin-singlet chiral d-
wave state, kz(kx ± iky).505 The broken TRS was observed by
Schemm et al.506 through the polar Kerr effect. Since the gap
function in the ab-plane is similar to that of the ABM state,
the topological aspect associated with Weyl superconductiv-
ity was discussed by Goswami and Balicas.70 Recently, Ya-
mashita et al.507 have reported the observation of a colossal
Nernst effect, where the transverse thermomagnetic response
is enhanced by a factor of ∼ 106. Sumiyoshi and Fujimoto508
unveiled that the anomalously large thermomagnetic response
is attributed to the asymmetric scattering due to chiral super-
conducting fluctuations. Similar asymmetric scattering due to
a chiral order parameter was observed by Ikegami et al. as
the intrinsic Magnus force acting on injected electrons in the
surface of 3He-A.430
Ishikawa et al.509 proposed an unconventional spin-singlet
pairing with broken TRS, which is called the cyclic d-wave
pairing. The gap function is obtained from Eq. (4) as ψ(k) ∝
(k2c +ω±k2a +ω2±k2b), where ω± ≡ e±i2pi/3. This pairing was pro-
posed as the most possible pairing symmetry of the supercon-
ducting phase of a spin-orbit-coupled material with the cubic
Oh lattice symmetry, e.g., PrOs4Sb12. The gap function is re-
garded as a combination of dx2−y2 and d3z2−1 components and
has Th symmetry with eight point nodes. Ishikawa et al.509
observed that depending on the surface orientation, the gap
function hosts the surface flat bands terminated to the point
nodes.
In this section, we briefly comment on the topological as-
pects of superconducting materials with a focus on UPt3 and
CuxBi2Se3. Here, we focus our attention on the topological
superconductivity of these materials and their physical conse-
quences in connection with 3He. Comprehensive review pa-
pers on candidate materials of topological superconductors
have been presented in Refs. 510, 511, and 512 for UPt3,
Refs. 494 and 513 for Sr2RuO4, and Refs. 80, 496, and 497 for
superconducting topological insulators. In addition, the topol-
ogy of nodal superconductors was reviewed by Schnyder and
Brydon514 in connection with Weyl superconductors.
8.1 Heavy-fermion superconductor UPt3
The normal state of UPt3 is qualitatively describable using
the Fermi liquid theory with large effective masses and pos-
sesses a “pseudo-spin” degrees of freedom as a Kramers dou-
blet. The normal state undergoes the double superconducting
phase transitions at T +c ≈ 550mK into the A-phase and at
T−c ≈ 500mK into the B-phase at zero field. In addition, the
C-phase appears in the low-temperature and high-field region.
The multiple phase transitions are a manifestation of uncon-
ventional superconductivity with multiple order parameters.
The emergence of the double phase transitions is under-
standable with the splitting of nearly degenerate multiple or-
der parameters due to a symmetry breaking field. The source
of the symmetry breaking field is attributed to the antiferro-
magnetic order at TN = 5K, which lowers the crystalline sym-
metry D6h. Two possible routes to understand the multiple
phase transitions were examined in the direction of either the
orbital scenario511, 515–520 or spin scenario.284, 521–528 Although
there is little doubt on the unconventional superconductivity
of UPt3 nowadays, the pairing mechanism and the gap func-
tion have not yet been fully elucidated.284, 510–512 We will now
provide an overview of the topological aspect of the two sce-
narios.
Topology of the E2u state.— Among the candidates in the
orbital scenario, the odd-parity pairing belonging to E2u was
first proposed by Choi and Sauls516 phenomenologically to
explain the anisotropic behavior of the upper critical field.529
The orbital scenario inevitably requires strong spin orbit cou-
pling that forces the orientation of the d-vector to the c-axis.
The gap function is represented by the combination of two
orbital parts,511
d(k) = cˆ
[
∆1(kˆ2a − kˆ2b) + ∆2ikˆakˆb
]
kˆc, (332)
where the unit vectors aˆ, bˆ, and cˆ in D6 denote the compo-
nents of the d-vector. The gap function is in good agreement
with the thermodynamic and transport data in UPt3.530–534 In
the most symmetric B-phase, the gap structure is accompa-
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nied by the line node on the equator of the three-dimensional
Fermi surface and pairwise point nodes at the south and north
poles [see Fig. 31(a)]. In the A- and C-phases, one of the or-
bital components vanishes and four line nodes connecting the
north and south poles appear. The line nodes lower the con-
tinuous rotational symmetry in the ab-plane to fourfold rota-
tional symmetry.
The topological superconductivity of the E2u state with
Eq. (332) can be inferred from the fact that the gap function is
the hybridization of the chiral d-wave pairing (kˆa + ikˆb)2 in the
ab-plane and the polar pairing kˆc along the c-axis. The point
nodes on the north and south poles are protected by the non-
trivial Chern number as Weyl points, analogous to the 3He-
A. For the surface perpendicular to the a-axis, as shown in
Fig. 31(a), the index theorem in Sec. 3.1 indicates that the zero
energy states appear at the momentum kb =
√
k2F − k2c/
√
2 in
the case of a spherical Fermi surface. Hence, the Fermi arcs
are terminated to two Weyl points. The polarlike gap func-
tion kˆc is also responsible for the formation of the zero energy
flatband in the surface perpendicular to the c-axis, as a con-
sequence of the pi-phase shift of the gap function. Hence, the
E2u state might be accompanied by a pronounced zero bias
conductance peak in point contact measurements.
The topological invariants relevant to the E2u state for the
surface states in the kbkc- and kakb-planes are the first Chern
number Ch1(kb) and Z2 number along the momentum path kc
introduced in Eq. (29), respectively. We notice that the normal
electron state of UPt3 is characterized by five Fermi surfaces,
where three of them enclose the Γ point in the Brillouin zone
and the others are centered at the A point k = (0, 0,±pi/c).535
Sato et al. revealed intimate relation between the topological
number and the parity of Fermi surfaces.14, 90 This indicates
that the Z2 number ν is nontrivial in the E2u state, which pro-
tects the zero energy flatland state in the surface.
For time-reversal-breaking odd parity superconductors,
however, line nodes are protected only by an additional dis-
crete symmetry. In accordance with Blount’s theorem gener-
alized by Kobayashi et al.285 in terms of the K-theory, the
equatorial line node in the bulk E2u state is protected by
spin rotation and mirror reflection symmetry in the ab-plane,
which are elements of the crystalline symmetry D6h. This in-
dicates that although the line node is indispensable for the
formation of the zero energy surface flatband, it is gapped out
by any disturbances that break the symmetries. The discrete
symmetries are indeed broken by the presence of a surface
perpendicular to the c-axis and by an extra “spin”-orbit cou-
pling, which may give rise to the splitting of the zero energy
density of states at the surface region. Hence, for the surface
perpendicular to the c-axis, the zero bias conductance peak
attributed to the equatorial line node is not topologically pro-
tected and might be fragile against disturbances.
Topology of the E1u state.— In the spin scenario for the
multiple phase transitions observed in UPt3, the gap func-
tion is composed of multiple d-vectors. This requires the
Fig. 31. (Color online) Gap functions of E2u (a) and E1u (b) and the gapless
states bound to the surface. The thin solid curves denote the Fermi surface
projected onto the surface and ka-kb and kb-kc are the momenta parallel to
the surface. The shaded area (segment) in the kakb (kbkc)-plane depicts the
momentum region where the zero energy states exist.
weak spin orbit coupling limit where the spins of Cooper
pairs remain active. The key observations were provided
by experiments involving Knight shift measurement536 and
angle-resolved thermal conductivity.537 The former experi-
ment showed that for H ‖ cˆ, the d-vectors rotate from dI to dII
at the critical field Hrot ∼ 2kG. The latter experiment clearly
showed the twofold rotational symmetry in the ab-plane in
the C-phase. Both observations cannot be explained by the
E2u state and suggest a spin-triplet f -wavefunction in the E1u
representation.537 The E1u state was proposed in Ref. 195 as
dI(k) = (∆1kˆa bˆ + ∆2kˆb cˆ)(5kˆ2c − 1), (333)
dII(k) = (∆1kˆa bˆ + ∆3kˆb aˆ)(5kˆ2c − 1), (334)
which is consistent with the observation described in
Ref. 536. For the B-phase where all the order parameter com-
ponents are nonzero, the gap structure is accompanied by
two horizontal line nodes on the northern and southern hemi-
spheres and pairwise point nodes at the north and south poles
[Fig. 31(b)]. For the A- and C-phases, one of the order param-
eter components vanishes, which lowers the rotational sym-
metry to the twofold rotational symmetry in the ab-plane.
The E1u state preserving the TRS is composed of the pla-
narlike pairing in the ab-plane and even-parity pairing along
the c-axis. Hence, one can infer that the zero energy flatband
connecting two point nodes appears on the surface perpendic-
ular to the ab-plane. As discussed in Sec. 5.6, the zero energy
flatband in the planar state is protected by the mirror chiral
symmetry. Equations (333) and (334) are invariant under the
mirror reflection Mca = iσb in the ca-plane which is an ele-
ment of D6h. Therefore, by combining Mca with T and C, the
E1u state holds the mirror chiral symmetry
{Γ1,H(ka, kb = 0, kc)} = 0, (335)
with Γ1 = TCM+ca at kb = 0 or pi.27 The mirror chiral symme-
try enables us to define the one-dimensional winding number
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in Eq. (240) for kb = 0 and pi, which is evaluated as27
|w(kc)| =

2 for kb = 0 and |kc| < kF
0 for other kb and kc
. (336)
Thus, the system is topologically nontrivial and the bulk-
surface correspondence ensures the existence of the chiral-
symmetry-protected Majorana fermions as discussed in
Sec. 2.3.3. The remarkable consequence is the Majorana Ising
anisotropy in the sense that the surface bound states are
gapped only by a magnetic field along the b-axis. A magnetic
field in the ca-plane or the d-vector rotation in the high-field
phase in the B-phase does not obscure the topological protec-
tion since the combination of the mirror reflection Mca and
the time reversal is not broken while each of them is not bro-
ken.
It was also pointed out in Refs. 284 annd 27 that the E1u
state possesses a nontrivial vortex phase diagram in the B-
phase. This is attributed to the fact that in the E1u represen-
tation, three components of the d-vectors, kˆa bˆ, kˆb cˆ, and kˆb aˆ,
are nearly degenerate in low magnetic fields. According to an
NMR measurement,536 the order parameter for a vortex state
in low fields is composed of two d-vectors with vorticity κ = 1
as
dI(k, r) = ∆(r)
(
kˆa bˆ + kˆb cˆ
)
(5kˆ2c − 1)eiκφ, (337)
where the amplitude must vanish at the vortex center, ∆(|r| →
0) = 0. This is categorized into the o-vortex, which is the
most symmetric vortex state preserving U(1)Q × P2 × P3 as
in Eq. (285). In the weak spin-orbit coupling and weak fields,
however, another component kˆb aˆ remains nearly degenerate
and the core of the o-vortex can be occupied by
dcore(k, r) = ∆core(r)kˆb aˆ(5kˆ2c − 1), (338)
where the boundary condition is imposed as ∆core(|r| → ∞) =
0. The vortex state, dI(k, r)+ dcore(k, r), spontaneously breaks
the U(1)Q axisymmetric symmetry and P3 symmetry, which
is categorized to the nonaxisymmetric v-vortex in Sec. 7.
The order parameter profile is also similar to that in 3He-B
[see Fig. 23(d)]. Tsutsumi et al.284 demonstrated that with
increasing magnetic field, the B-phase undergoes the vortex
phase transition from the nonaxisymmetric v-vortex to the
axisymmetric o-vortex, where the former (latter) holds P2
(U(1)Q × P2 × P3) symmetry.
The low-lying quasiparticles bound to the vortices possess
a similar topological aspect to those in the nonaxisymmetric
v-vortex and the o-vortex in 3He-B. The nonaxisymmetric v-
vortex is topologically trivial, while the quasiparticle bound
to the o-vortex is characterized by the one-dimensional wind-
ing number as a consequence of the P3 symmetry. In addi-
tion, in the same manner as the integer vortex in the 3He-A
thin film, the vortex bound state changes the characteristic
feature, depending on the orientation of d. As long as the d-
vector is locked into the ab-plane, the mirror reflection sym-
metry ensures the PHS C2 = +1 in each mirror subsector (see
Sec. 7.5). Hence, with increasing applied field along the c-
axis, the quasiparticle bound to the o-vortex changes from
the Dirac fermion in the case of dI to the mirror-symmetry-
protected Majorana fermion in dII.27 These consequences are
robust against the crystal field and spin-orbit coupling.
Discussion.— The puzzling issue concerning the gap func-
tion of UPt3 has not yet been resolved. Most bulk thermo-
dynamic and transport quantities are understandable with the
E1u scenario as well as the E2u representation,284, 530–534 while
only the E1u state explains the angle-resolved thermal con-
ductivity.537 The Knight shift measurement536 also supports
the E1u state. On the other hand, a phase-sensitive experiment
based on Josephson interferometry538, 539 gave results consis-
tent with the E2u state. Furthermore, recent experimental ob-
servation through the polar Kerr effect540 indicates the break-
ing of the TRS. The E2u state spontaneously breaks the TRS,
whereas the E1u state described in Eqs. (333) and (334) main-
tains it. However, notice that since E1u is a two-dimensional
representation, there is another possibility of the E1u pairing
that spontaneously breaks the TRS.
The characteristic structure of the surface states is a hall-
mark of the bulk topological property, which can be a probe
for the gap functions. For instance, on the surface perpendic-
ular to the a-axis, the E2u state has Fermi arcs protected by
the first Chern number, while the mirror chiral symmetry in
the E1u state ensures the formation of a topological Fermi arc
as in Eq. (336). As a consequence of the chiral symmetry, the
topological Fermi arc in the E1u state exhibits the anisotropic
magnetic response: The zero energy density of states is un-
affected by a magnetic field applied along the a- or c-axis,
while a magnetic field along the b-axis breaks the mirror chi-
ral symmetry and thus generates a finite energy gap. The flat-
band dispersion and Ising anisotropy peculiar to the E1u state
give rise to a characteristic tunneling conductance in the low
transparent limit. This is in contrast to that of the E2u state,
where a magnetic field along the b-axis does not alter the sur-
face states.
8.2 Superconducting topological insulators
The first observation of bulk superconductivity in carrier-
doped topological insulators was reported by Hor et al.541
for the carrier-doped bismuth compound CuxBi2Se3. The par-
ent material is a layered material consisting of stacked Se-
Bi-Se-Bi-Se quintuple layers along the c-axis, which is well
known as a prototype of topological insulators.497, 542 The lay-
ers are weakly bounded by van der Waals forces. The narrow
band gap and the relatively strong spin-orbit coupling give
rise to the band inversion at the time-reversal-invariant mo-
mentum, the Γ point, which is responsible for the nontrivial
topology.543 The low-energy Hamiltonian is describable with
two pz orbitals in the quintuple layer as
HTI(k) = c(k) + m(k)σx + vzkzσy + v(k × s)zσz, (339)
69
where c(k) = c0 + c1k2z + c2(k2x + k2y ) and m(k) = m0 +
m1k2z + m2(k
2
x + k
2
y ). Here, sµ and σµ denote the Pauli matrices
in the spin and pz orbital spaces, respectively. The Hamilto-
nian (339) captures the low-energy band structure of various
topological materials around the Γ point, including Bi2Se3,
Bi2Te3, and Sb2Te3,544, 545 and also around the L point of
the topological crystalline insulator SnTe.546, 547 The lowest-
order correction to Eq. (339) is obtained as (k3+ + k
3−)σzsz
with k± ≡ kx ± iky, whose role in topological insulators and
CuxBi2Se3 was emphasized by Fu.548, 549
Hor et al.541 succeeded in the doping of the electron car-
rier density (∼ 1020cm−3) by intercalating Cu atoms into the
van der Waals gap between quintuple layers. The intercala-
tion does not break the original crystalline symmetry, i.e.,
the rhombohedral symmetry D3d. The carrier-doped Bi2Se3
undergoes a superconducting phase transition at T = 3.8K
for the optimal doping rate of 0.12 < x < 0.15. Kriener et
al.550 developed the electrochemical intercalation technique
that improves the shielding fraction up to 50%. The tempera-
ture dependence of the specific measurement clearly indicates
the full gap behavior,551 while the magnetic field dependence
of the magnetization measured by Das et al.552 cannot be ex-
plained by the scenario of conventional type-II superconduc-
tors and suggests the spin-triplet scenario of CuxBi2Se3.
Gap functions.— A sufficient condition for realizing topo-
logical superconductivity in doped topological materials is
odd parity pairing that satisfies
P∆(k)P† = −∆(−k), (340)
where the inversion operator is given as P = σx for the two-
orbital model. Contrary to conventional wisdom, odd-parity
pairing can be realized even in an s-wave channel of Cooper
pairs, as a spin-triplet s-wave orbital-singlet state, which can
be favored by phonon-mediated pairing mechanism.553 The
possible gap functions in CuxBi2Se3 were proposed by Fu
and Berg,281 which are listed in Table IV. As clarified by
Sato99 and Fu and Berg,281 all the odd-parity pairings sat-
isfy a sufficient criterion for realizing topological supercon-
ductivity when the number of Fermi surfaces enclosing time-
reversal-invariant momenta is odd. The fully gapped A1u state
is time-reversal-invariant odd parity pairing categorized into
class DIII, whose relevant topological invariant is the Z num-
ber, w3d, analogous to the BW state in 3He. The nodal A2u
and Eu states possess similar topological superconductivity to
that of the planar state and UPt3-B. As clarified in Sec. 4.4, al-
though the Z topological number is ill-defined in nodal super-
conductors, the parity of w3d well describes their topological
properties without any ambiguity. In addition to the bulk Z2
number, the nodal state holds the chiral mirror symmetry, as
in Eq. (335). This is responsible for the formation of a topo-
logical Fermi arc connecting the pairwise point nodes.80
Apart from k-independent pairing, momentum-dependent
pairing was examined in Refs. 554 and 555. Recently, first-
principles linear-response calculations predicted that a p-
∆ gap parity mirror topo. Γ
∆1a, ∆1bσx full even + – A1g
∆2σysz full odd − Z A1u
∆3σz point odd + Z2 A2u
∆4xσysx point odd + Z2 Eu
∆4yσysy full odd − Z Eu
Table IV. Pairing potentials in superconducting topological insulators, gap
structures, and their parity under inversion P and mirror reflection in the yz-
plane. Γ denotes the representation of the D3d symmetry.
wave-like state can be favored by a conventional phonon-
mediated mechanism.556
We notice that the Eu state, which is the two-dimensional
representation of D3d, may have either nodal or full gap exci-
tation. In accordance with Blount’s theorem,285, 557 the point
nodes in the case of time-reversal-invariant odd parity su-
perconductors (DIII) are protected only by mirror reflection
symmetry. Although the effective Hamiltonian in Eq. (339)
preserves the accidentally enlarged symmetry SO(2)Jz , the
hexagonal warping correction (k3+ + k
3−)σzsz recovers the orig-
inal crystalline symmetry, where only three mirror planes re-
main.549 The nodal direction in the ab-plane can be tilted from
the mirror-invariant plane by an appropriate combination of
two representations σysx and σysy, which results in a fully
gapped state.
The specific heat measurement can be explained by both
even- and odd-parity pairings, except for the A2u state.283, 558
The more direct way of identifying the gap function is of-
fered by surface-sensitive experiments, such as point contact
measurements. Sasaki et al.282 first reported the pronounced
zero-bias conductance peak in the soft point contact mea-
surement on a naturally cleaved (111) surface of CuxBi2Se3
(x ' 0.3). A similar zero-bias conductance peak was also ob-
served independently for x ' 0.2.559 The observations de-
scribed in Refs. 282 and 559 can be attributed to nontriv-
ial topological odd-parity superconductivity. Most recently,
however, conflicting experimental observations by the con-
ductance and tunneling spectroscopy have been reported by
Levy et al.560 and Peng et al..561 As shown in Ref. 560 they
observed a simple U-shaped scanning tunneling microscope
spectrum on the (111) surface. This naively leads to a contrary
statement that this material has a conventional s-wave (even-
parity) pairing symmetry, i.e., a nontopological A1g state.
Surface states in even- and odd-parity pairings.— In
Ref. 562, Mizushima et al. demonstrated that, if the bulk of
CuxBi2Se3 shows a conventional s-wave pairing (A1g), the in-
terplay between the bulk superconductivity and the surface
Dirac fermions, which are remnants of the parent material,
gives rise to unconventional surface structures. When the sur-
face Dirac cone is well separated from the bulk conduction
band at the Fermi level, the anomalous parity mixing of odd-
parity A2u pairing is mediated by the orbitally polarized Dirac
fermions in the surface region, opening an additional surface
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Fig. 32. (Color online) (a) Surface density of states for the bulk s-wave
pairing (A1g) at (m˜1, m˜2) = (−0.17,−0.20). Surface density of states for the
A1u state with a spheroidal Fermi surface (b) and a cylindrical shape (c).
The insets in (b) and (c) show the Fermi surface, where a and c are the lat-
tice constants. Energy spectra of the A1u state: “Cone” shape of the surface
bound states (blue curve) for (m1m0/v2z ,m2m0/v
2
z ) = (−0.59,−0.20) (d) and
“caldera” shape for (−0.17,−0.20) (e).
gap larger than the bulk one. As a result, the resulting surface
density of states hosts an extra coherent peak at the induced
gap besides a conventional peak at the bulk gap [Fig. 32(a)].
Such anomalous parity mixing and a double-coherence peak
structure are not observed in bulk odd-parity (A1u or Eu)
states.
Another plausible scenario is offered by fully gapped odd-
parity A1u or Eu states. As mentioned above, the fully gapped
A1u and Eu states are characterized by the nontrivial Z topo-
logical number when the Γ point is enclosed by an odd num-
ber of Fermi surfaces. The bulk-surface correspondence indi-
cates the existence of gapless helical Majorana fermions. As
mentioned in Sec. 4.2, fully gapped topological states, such
as the BW-like state, are expected to be accompanied by gap-
less surface bound states having a simple linear dispersion,
Esurf(k‖) ∝ |k‖|, which is called the Majorana “cone”. Such
a Majorana cone in the BW-like state is known to exhibit
a double-peak structure in the tunneling conductance rather
than a zero-bias conductance peak.563
Contrary to conventional wisdom on the BW-like state,
however, Hsieh and Fu564 and Yamakage et al.565 have re-
cently pointed out that the dispersion of gapless surface states
twists at finite momenta k‖ ≡
√
k2x + k2y . The velocity of the
Majorana cone near k‖= 0, v˜surf , is given with the parameters
inHTI(k) as564, 565
v˜surf =
1 −
√
1 + 4m˜1 + 4m˜21µ˜
2
2m˜1µ˜2
v∆
m0
, (341)
where m˜1 ≡ m0m1/v2z . At the critical velocity that satisfies
v˜surf = 0, the topological surface state undergoes a structural
transition from a “cone” [Fig. 32(a)] to a “caldera” shape
[Fig. 32(b)].565 The twisting of the surface states turns out
to be a consequence of the interplay between the helical Ma-
jorana fermions and the well-defined Dirac fermions at the
Fermi level. The caldera shape of the surface states has a large
zero-energy density of states, and thus the surface density of
states has a clear peak structure, as shown in Fig. 32(b).
The topological superconductivity and the existence of zero
energy density of states on the surface are sensitive to the
shape of the Fermi surface. For a cylindrical Fermi surface
that does not enclose the Γ point, the surface state is no longer
topologically protected and thus the resultant surface density
of states on the (111) surface becomes a simple U-shaped
form [Fig. 32(c)]. This feature is commonly applicable to the
A1u and Eu states.
Discussion.— As mentioned above, there are two possible
scenarios for the gap function of CuxBi2Se3: Bulk conven-
tional s-wave pairing (A1g) and bulk odd parity pairing (Eu or
A1u). The former is accompanied by anomalous surface struc-
ture as a consequence of the interplay between bulk supercon-
ductivity and surface Dirac fermions, giving rise to the double
coherence peak structure in the surface density of states. In
contrast, when the Dirac cone is well defined in the normal
state, the bulk odd-parity superconductivity hosts topologi-
cally protected Majorana fermions with a twisted dispersion,
which is responsible for the pronounced zero energy peak in
the surface density of states. Notice that the recent ARPES
measurement performed by Wray et al.566 and Tanaka et al.567
showed that the surface Dirac fermions are well separated at
the Fermi level in CuxBi2Se3. This strongly indicates that the
even-parity (A1g) scenario can be reasonably ruled out. In ad-
dition, the analysis based on the Shubnikov-de Haas measure-
ment reported the Fermi surface evolution from a spheroidal
to a cylindrical shape around the 1020cm−3 carrier density.568
On the basis of the Fermi surface evolution, therefore, all the
surface measurements282, 559–561 can be explained by the bulk
odd-parity pairing (Eu or A1u).80, 162
Kriener et al.551 reported that CuxBi2Se3 has a short mean
free path, which is comparable to the superconducting coher-
ence length, l ∼ ξ. Similarly to a conventional s-wave pair-
ing, the A1g state is highly insensitive to disorder,569 while
unconventional superconducting states have been considered
to be fragile against disorders. This may suggest that un-
conventional superconductivity can be realized only in clean
materials. In contrast to conventional wisdom, Michaeli and
Fu570 have recently predicted that the odd-parity A1u state re-
mains robust even in a dirty material. For a low carrier den-
sity, which is relevant to CuxBi2Se3, an approximate chiral
symmetry prevents the superconducting compound from pair
decoherence induced by impurity scattering. The robustness
of both fully gapped odd-parity A1u and nodal Eu states was
demonstrated by employing a self-consistent T -matrix.571, 572
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Hence, the bulk odd-parity pairing may be robust against non-
magnetic disorders. In addition, Bay et al.573 have recently
reported that the bulk superconductivity of CuxBi2Se3 under
high pressures survives up to 6.3GPa. A high-pressure single-
crystal study in Ref. 573 indicates the relatively long mean-
free path l > ξ.
Most recently, Liu et al.574 have succeeded in the interca-
lation of Sr atoms into the topological insulator Bi2Se3. The
new member of superconducting doped topological insulators
SrxBi2Se3 possesses an upper critical field similar to that of
CuxBi2Se3,575 while it has a high shielding fraction ∼ 90%.
The mean free path is estimated to be l ∼ 2ξ. The carrier den-
sity is on the order of 1019cm−3, which forms a spheroidal
Fermi surface enclosing the Γ point. On the basis of these
observations, we expect that a pronounced zero-bias conduc-
tance peak can be observed in the (111) surface for the bulk
odd parity A1u or Eu state, while the double coherence peaks
appear in the surface density of states if the bulk is in the
conventional A1g state. Hence, SrxBi2Se3 may provide a new
playground for studying bulk topological superconductivity
based on topological insulators.
The pronounced zero-bias conductance peak was also ob-
served in Sn1−xInxTe, which is a superconducting material
based on the topological crystalline insulator SnTe.576 Recent
measurements, namely, specific heat measurements577–579 and
muon spin spectroscopy,580 show that the superconducting
state of Sn1−xInxTe is likely to be fully gapped. The zero-
bias conductance peak and bulk superconductivity indicates
the realization of a topological superconducting state in the
cubic phase.
9. Summary and Prospects
We have reviewed the current status of our knowledge on
symmetry-protected topological superfluids and topological
crystalline superconductors with the main focus on 3He. The
B-phase of 3He is a symmetry-protected topological super-
fluid, while the A-phase is a superfluid counterpart to Weyl
superconductors. Furthermore, the planar and polar phases,
which can be competitive in a restricted geometry, possess
symmetry-protected point and line nodes, respectively, which
are responsible for the formation of a zero-energy flatband
on the surface. We have emphasized that all these phases in
3He can be prototypes of topological crystalline supercon-
ductors and Weyl superconductors, such as UPt3, Sr2RuO4,
URu2Si2, and superconducting doped topological insulators.
The knowledge established for 3He could also be useful for
determining the topological aspect of the 3P2 superfluid core
of neutron stars.581, 582
Here, we would like to emphasize a new perspective on
the superfluid 3He-B under a magnetic field. This is a unique
system in the sense that the topological phase transition con-
comitant with spontaneous symmetry breaking takes place at
the critical field H∗. For H⊥ = 0, the B-phase is further sub-
divided into the symmetry-protected topological BI-phase for
H‖ < H∗ and the nontopological BII-phase while breaking the
Fig. 33. (Color online) Phase diagram of 3He-B in a slab geometry under
a P3 symmetric magnetic field (H‖) and P3 symmetry breaking field (H⊥),
where H‖ (H⊥) denotes the magnetic field parallel (perpendicular) to the sur-
face. The thin (blue) line corresponds to the symmetry-protected topological
BI-phase, while the thick line is the nontopological BII-phase with breaking
the P3 symmetry.
symmetry for H‖ > H∗, where H‖ and H⊥ denote a magnetic
field parallel and perpendicular to the surface, respectively.
The phase transition is characterized by the order parameter
ˆ`z associated with the spontaneous breaking of the P3 symme-
try, and the phase diagram is illustrated in Fig. 33 in the plane
of H‖ and H⊥. This has similarity to that of an Ising model:583
Along the path “A” in Fig. 33, the ordered phase ˆ`z > 0 un-
dergoes the first-order transition at H⊥ = 0, and there exists
the endpoint at H‖ = H∗ and H⊥ = 0. For H‖ > H∗ and
H⊥ = 0, i.e., the BII-phase, the ˆ`z > 0 ordered state is ener-
getically degenerate with ˆ`z < 0 and they are connected by
the P3 operation. In contrast to the Ising model, however, the
two ordered phases are not smoothly connected to each other
along the path “B”, where the segment within 0 < H‖ < H∗
corresponds to the topological BI-phase, while the others cor-
respond to the nontopological phase.
Hence, 3He-B allows us to explore a new type of quantum
critical phenomenon at H∗, which is associated with the inter-
twining of the topological phase transition and spontaneous
symmetry breaking. Grover et al.79 predicted that supersym-
metry emerges at the quantum critical point H∗ without en-
forcing the conditions microscopically. However, there exist
various unresolved problems on quantum critical behaviors
and their hallmarks. Uncovering new physics associated with
topological quantum critical phenomena remains as an impor-
tant challenge in the future.
Detecting Majorana fermions is a pressing issue shared
by the extensive field of condensed matter physics. Super-
fluid 3He serves as an ideal system for tackling this issue,
since knowledge on its bulk superfluidity has been well estab-
lished and a rich variety of restricted geometries can be fab-
ricated where different topological classes are energetically
competing. Recent transverse acoustic impedance measure-
ments with an well-controlled surface condition succeeded in
the spectroscopy of surface bound states, which captured the
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surface density of states peculiar to the Majorana cone.59 The
characteristics of the Majorana cone were also observed in
the heat capacity measurement by Bunkov et al..54, 55 In addi-
tion, SQUID-NMR experiments reported the observation of
the ˆ`z domain wall.45 These experimental observations are
the first step to further capturing a hallmark of chiral and
helical Majorana fermions. In addition, there exists another
type of low-lying excitations in superfluid 3He, massless and
massive bosonic modes. The bosonic modes associated with
spontaneous symmetry breaking are well known to give rise
to anomalous transport properties.32 However, understand-
ing their intertwining effects with surface and vortex Majo-
rana fermions remains a a central unresolved problem, which
might provide keys to extracting a hallmark of such exotic
quasiparticles in topological superfluids and superconductors.
Apart from the topological aspect, the A-phase restricted to
a slab hosts the spontaneous mass current flowing along the
edge, which is a direct signature of spontaneous time-reversal
symmetry breaking. Although the total angular momentum
that generates the edge mass current is on the order of the
macroscopic value ∼ ~N/2, direct observations have not yet
been accomplished. Understanding the spontaneous edge cur-
rent might be a milestone towards the resolution of a long-
standing issue on the intrinsic angular momentum.
The superclean quantum fluid, superfluid 3He, shares fun-
damental and essential concepts with extensive fields of
physics and serves as a rich repository of novel quantum phe-
nomena. We hope that the current review paper provides a
gateway to the deep world woven by the intertwining of sym-
metries and topologies.
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Appendix: Basic Theories for Superconductors and Su-
perfluids
We here summarize the basic theories for superfluids and
superconductors. We start by considering the system com-
posed of N-component fermions that interact through the po-
tential Vc,da,b, where the single-particle Hamiltonian density is
given by εab(−i∇). The quantum field operators in the Nambu
space are denoted by Ψ = (ψ1, · · · , ψN , ψ†1, · · · , ψ†N)T, where
the field operators satisfy {ψa(r1), ψ†b(r2)}= δa,bδ(r1 − r2) and
{ψa(r1), ψb(r2)} = {ψ†a(r1), ψ†b(r2)}=0.
A.1 Gor’kov theory: Bogoliubov-de Gennes equation
The equilibrium properties of superfluid phases at a finite
temperature T are governed by the Gor’kov equation as584–586∫
dx3
[
G−10 (x1, x3) − Σ(x1, x3)
]
G(x3, x2) = δ(x1 − x2). (A·1)
The Matsubara Green’s functions are defined as G(x1, x2) ≡
−〈〈Tτ[Ψ(x1)Ψ¯(x2)]〉〉, which can be parameterized as
G(x1, x2) =
( G(x1, x2) F (x1, x2)
F¯ (x1, x2) G¯(x1, x2)
)
. (A·2)
We have introduced x j ≡ (τ j, r j), Ψ¯(r, τ) = Ψ†(r,−τ), and
〈〈· · · 〉〉 ≡ Tr[e(Ω−H)/T · · · ] with the thermodynamic potential
Ω. The bare Green’s function G−10 in Eq. (A·1) is given as
G−10 (x1, x2) ≡ δ(x12)[−∂τ2 − ε(−i∇2)], where ε ≡ diag(ε,−ε∗).
The self-energy Σ is determined by the Φ-functional as
Σ[G] = 2δΦ[G]/δGT, which generates the perturbation ex-
pansion for the skeleton self-energy diagrams. The thermody-
namics is obtained from the Luttinger-Ward thermodynamic
potential Ω[G],587
Ω[G] = −1
2
Sp
[
ln(−G−10 + Σ) + ΣG
]
+ Φ[G], (A·3)
where Sp · · · ≡ ∫ dx1 ∫ dx2Tr · · · . The pair potential is ob-
tained from the gap equation
∆ab(r1, r2) = −T
∑
n
Vcdab(r12)Fdc(r2, r1;ωn). (A·4)
Below, we expand G using the Matsubara frequency ωn =
(2n + 1)piT as G(x1, x2) = T
∑
n G(r1, r2;ωn)e−iωnτ12 .
Now, we show that the Gor’kov equation is reduced to the
BdG equation,∫
dr2H(r1, r2)ϕi(r2) = Eiϕi(r1), (A·5)
where H is a 2N×2N matrix in Nambu space, H(r1, r2) =
δ(r12)ε(−i∇2)+Σ(r1, r2). The N-component eigenvector ϕi(r)
fulfills the orthonormal condition
∫
ϕ†i (r)ϕ j(r)dr = δi, j. The
PHS ensures that the positive energy solution ϕE(r) is associ-
ated with the negative energy solution,
ϕ−E(r) = CϕE(r). (A·6)
Therefore, the following 2N × 2N unitary matrix ui ≡
[ϕ(1)i , · · ·ϕ(N)i ,Cϕ(1)i , · · · Cϕ(N)i ] diagonalizes the BdG Hamil-
tonian as
∫
dr1
∫
dr2u†i (r1)H(r1, r2)ui(r2) = Ei, with Ei ≡
diag(E(1)i , · · · , E(N)i ,−E(1)i , · · · ,−E(N)i ). The unitary matrix
ui(r) satisfies the orthonormal and completeness conditions∫
u†i (r)u j(r)dr=δi, j and
∑
i ui(r1)u
†
i (r2) =δ(r12). By using the
unitary matrix ui, the solution of the Gor’kov equation (A·1)
is obtained as
G(r1, r2;ωn) =
∑
i
ui(r1)
(
iωn − Ei
)−1
u†i (r2). (A·7)
The BdG equation Eq. (A·5) coupled to the relevant gap equa-
tion offers a self-consistent framework for describing super-
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fluid phases in equilibrium.
A.2 Quasiclassical theory
The quasiclassical theory is a natural extension of Landau’s
Fermi liquid theory to superfluid and superconducting phases.
This theory covers a vast scope of systems within the weak
coupling regime kFξ  1. This theory also offers a tractable
way of studying the microscopic structure of spatially inho-
mogeneous superconductors and superfluids.
The central object of the theory is the propagator that con-
tains both quasiparticles and superfluidity on an equal footing.
The 2N × 2N matrix form of the quasiclassical propagator,
g ≡ g(kˆ, r;ωn), is obtained from G by integrating G over the
shell vF|k − kF| < Ec  EF,584
g( kˆ, r;ωn) =
1
a
∫ +Ec
−Ec
dξkτzG(k, r;ωn), (A·8)
where G(k, r;ωn) =
∫
dr12e−ik·r12G(r1, r2;ωn). The normal-
ization constant a corresponds to the weight of the quasipar-
ticle pole in the spectral function.
The quasiclassical propagator g ≡ g( kˆ, r;ωn) is governed
by the transport-like equation.584, 588–592 Following the pro-
cedure in Ref. 584, one obtains the quasiclassical transport
equation from the Nambu-Gor’kov equation (A·1) as[
iωnτz − v( kˆ, r) − ∆( kˆ, r), g
]
= −ivF · ∇g. (A·9)
The Fermi velocity is defined as vF( kˆ)=∂ε0(k)/∂k|k=kF kˆ. The
self-energy term in Eq. (A·1) is replaced with τzΣ(k, r) ≈
τzΣ(kF kˆ, r) = [v( kˆ, r) + ∆( kˆ, r)]/a. The term v in Eq. (A·9)
consists of the external potential vext and the quasiclassical
self-energy ν associated with Fermi liquid corrections, as
v( kˆ, r) = vext(r) + ν( kˆ, r), where ν = diag(ν0 + σµνµ, ν¯0 +
σTµ ν¯µ). The off-diagonal component of the quasiclassical self-
energies is obtained from Eq. (A·4) as
∆( kˆ, r) =
(
0 ∆( kˆ, r)
∆†(−kˆ, r) 0
)
. (A·10)
The quasiclassical transport equation (A·9) is a first-order
ordinary differential equation along a trajectory in the di-
rection of vF( kˆ). The solution of the quasiclassical transport
equation (A·9) is not uniquely determined per se because
a + bg satisfies the same equation as g (a and b are arbitrary
constants). To obtain a unique solution for g, Eq. (A·9) must
be supplemented by the normalization condition on the qua-
siclassical propagator as588, 592, 593[
g(kˆ, r;ωn)
]2
= −pi2. (A·11)
It is obvious that since g2 is the solution of the quasiclas-
sical transport equation (A·9), it can be parameterized as
g2 = a + bg. In accordance with the direct calculation of
Eq. (A·9) for spatially uniform systems, the arbitrary con-
stants a and b are found to be a = −pi2 and b = 0. The general
solutions for nonuniform systems should be determined with-
out any contradiction to uniform solutions. The normalization
condition (A·11) was proven by Shelankov593 in a more direct
manner.
The quasiclassical propagator g, which is a 4 × 4 matrix in
particle-hole and spin spaces, is parameterized with spin Pauli
matrices σµ as
g =
(
g0 + σµgµ iσy f0 + iσµσy fµ
iσy f¯0 + iσyσµ f¯µ g¯0 + σTµ g¯µ
)
. (A·12)
Here, σTµ denotes the transpose of the Pauli matrices σµ. The
off-diagonal propagators are composed of spin-singlet and -
triplet Cooper pair amplitudes, f0 and fµ. The quasiclassical
propagators must satisfy the following relations arising from
the Fermi statistics in Eq. (A·2):[
g( kˆ, r;ωn)
]†
= τzg(kˆ, r;−ωn)τz, (A·13)[
g( kˆ, r;ωn)
]T
= τyg(−kˆ, r;−ωn)τy. (A·14)
From the normalization condition in Eq. (A·11), one obtains
g f = − f g¯ and g¯ f¯ = − f¯ g, leading to the relation between g¯0
and g0 of
g¯0( kˆ, r;ωn) = −g0( kˆ, r;ωn). (A·15)
The diagonal propagator with the analytic continuation iωn →
E + i0+ defines the k-resolved local density of states,
N( kˆ, r; E) = −NF
pi
Img0(kˆ, r;ωn → −iE + 0+), (A·16)
where NF denotes the density of states in the normal state at
the Fermi level.
The complete set of the self-consistent quasiclassical the-
ory is composed of the transport equation (A·9) with the nor-
malization condition in Eq. (A·11) in addition to the Fermi
liquid corrections and the gap equation. The diagonal self-
energies that generate the Fermi liquid corrections are deter-
mined as
ν0(kˆ, r) =
∑
`
A(s)
`
〈
P`( kˆ · kˆ′)g0( kˆ′, r;ωn)
〉
kˆ′,n
, (A·17)
ν( kˆ, r) =
∑
`
A(a)
`
〈
P`( kˆ · kˆ′)g(kˆ′, r;ωn)
〉
kˆ′,n
, (A·18)
where P`(x) are the Legendre polynomials with ` =
0, 1, 2, · · · . The gap function is determined by anomalous
propagators as
∆ab(kˆ, r) =
〈
Vcdab ( kˆ, kˆ
′)
[
iσµσy fµ(kˆ′, r;ωn)
]
cd
〉
kˆ′,n
. (A·19)
The coefficients A(s)
`
and A(a)
`
are symmetric and antisymmet-
ric quasiparticle scattering amplitudes, respectively, which are
parameterized with Landau’s Fermi liquid parameters F(s,a)
`
as
A(s,a)
`
= F(s,a)
`
/[1 + F(s,a)
`
/(2` + 1)]. Fs`=1 and F
a
`=0 give Fermi
liquid corrections to the effective mass and spin susceptibility,
respectively. In this paper, we use the following abbreviation
for the Matsubara sum and the average over the Fermi sur-
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face: 〈· · · 〉kˆ,n = TNF
∑
n
∫
d kˆ
(2pi)3 |vF(kˆ)| · · · , where NF =
∫
d kˆ
(2pi)3 |vF(kˆ)|
is the total density of states at the Fermi surface in the normal
state.
Even for spatially uniform ∆ and ν, the quasiclassical trans-
port equation (A·9) is generally accompanied by the solu-
tions that exponentially grow and decay along trajectories in
the direction of kˆ. These exploding solutions are not normal-
izable in spatially uniform superconductors and superfluids,
which make Eq. (A·9) numerically unstable. Thuneberg et
al.594 proposed a numerically accessible method using the ex-
plosion trick, where the physical solution is constructed from
the commutation relation of two exploding solutions. An al-
ternative scheme for solving the transport equation (A·9) is
based on the projection operator found by Shelankov.593, 595
This scheme was established by Eschrig et al..596, 597 The pro-
jection operator maps the transport equation (A·9) having ex-
ploding solutions onto a Riccati-type differential equation that
does not have non-normalizable solutions and is numerically
stable. We also notice that the Riccati-type differential equa-
tion can be derived directly from the BdG equation (A·5)
within the Andreev approximation.81, 598
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