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Abstract: This paper is concerned with the ranking of multi-objective shortest
paths accordingly to an order relation verifying certain conditions such is the case,
for instance, of the lexicographic order. We present a new labelling algorithm that
makes use of shortest deviation paths for obtaining the set of Pareto solutions for the
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1. Introduction
The multiobjective shortest path problem (MSPP) is a natural extension
of the classical shortest path problem when several parameters are assigned
to the arcs of the underlying network.
The MSPP has been dealt with by many authors addressing either the-
oretical aspects, algorithmic approaches or applications. In particular, the
bi-objective case has been extensively studied in the literature. For a review
of the MSPP, the interested reader is referred to [8].
For the MSPP, one intends to determine a path that minimizes simultane-
ously all the criteria under consideration. Usually, there is a conflict among
the different criteria and such an ideal solution does not exist. The resolu-
tion of the MSPP turns into finding non-dominated paths (ND paths), that is,
paths for which there is no other path with better values for all the criteria.
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In the worst case, as proved by Hansen, [14], one may have to deal with an
exponential number of ND paths. Therefore, the computation of the entire
set of non-dominated paths can be hard to accomplish.
Several strategies have been adopted for tackling the MSPP. As proposed
by Martins and Santos, [17], those approaches can be classified into two
groups. The first one includes the algorithms that select a single ND path
as is the case of a global optimization problem where an utility function is
defined ([3]) or the interactive procedures ([5]) where the user guides the
searching within the criteria space. In the second group, one considers the
approaches for the MSPP that find all the non-dominated paths. That is the
case of the well-known labelling algorithm, [2, 14, 26, 27], the ranking paths
procedures, [6, 7], and the algorithm presented by Mote [18] that computes
the full set of ND paths, after solving the linear programming relaxation for
the MSPP.
In this paper, we present a new labelling technique that is able to obtain
the ND paths ranked accordingly to a total order relation defined on IRk.
This means that the new algorithm produces the ` ”best” shortest ND paths
with ` varying from one to the total number of ND paths.
The new algorithm is based on a ranking path procedure where labels
are scanned by tracing the nodes of the next shortest deviation path. The
computational experience reported in section 6 of the paper, shows that the
new algorithm is quite competitive relatively to the previous approaches.
In the next section of the paper, we introduce the notation used through
out the paper. The section 3 is dedicated to the description of the algorithm
that is exemplified in the following section. The correctness of the algorithm
is proved in section 5 and, as already mentioned, computational results are
shown in section 6. Finally, conclusions are summarized in section 7.
2. Definitions and notation
In this section, some definitions are given and just a crucial result is pre-
sented taking into account that detailed mathematical background can be
found in Martins and Santos, [17].
A network is denoted by G = (N,A, c), where N = {1, . . . , n} is the set
of nodes (or vertices) and A ⊂ N × N is the set of arcs. Each arc a ∈ A,
a = (i, j), has a tail (tail(a) = i) and a head (head(a) = j) node. The set of
arcs for which i is the tail node will be denoted by A(i) = {(x, y) ∈ A : x = i}.
Let k be the number of criteria, then the vectorial function c attributes a k
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dimensional vector cost to each arc:
c : A −→ IRk
(i, j) 7−→ c(i, j) = ci,j = (c1i,j, . . . , cki,j).
A path p, from the vertex i to j, is an alternating sequence of nodes and
arcs of the form p = 〈v0, a1, v1, . . . , ar, vr〉, where:
• v` ∈ N , ∀` ∈ {0, . . . , r};
• v0 = i and vr = j;
• a` = (v`−1, v`) ∈ A, ∀` ∈ {1, . . . , r}.
The set of all paths from i to j is denoted by Pi,j and PG represents the
set of all paths in the network, that is, PG =
⋃
i,j∈N Pi,j. A cycle is a path
with non repeated vertices except the initial and terminal ones which are
coincident; that is, v0 = vr.
With no loss of generality, we consider that N has an initial node s and a
terminal node t such that:
• for any arc a ∈ A, tail(a) 6= t and head(a) 6= s;
• for any i ∈ N − {s, t}, Ps,i 6= ∅ and Pi,t 6= ∅.
In order to simplify the notation, P will be used instead of Ps,t.
Multiple arcs (arcs with the same pair of head and tail nodes) are not
allowed. As a consequence, p can be denoted only by the sequence of its
nodes, 〈v0, v1, . . . , vr〉. We denote by subp(u,w) the subpath of p from u to
w (u,w ∈ N ∩ p), that is, the subsequence 〈v`, v`+1, . . . , v`+h〉, where v` = u
and v`+h = w.
The vectorial objective function f is defined by
f : PG −→ IRk
p 7−→ f(p) = (f1(p), . . . , fk(p)),
where f`(p) =
∑
(i,j)∈p c
`
i,j,∀` ∈ {1, . . . , k}.
The concatenation operator, ♦, joins two paths p = 〈v0, . . . , vrp〉 and q =
〈u0, . . . , urq〉 such that vrp = u0. Then, p♦q = 〈v0, . . . , vrp = u0, . . . , urq〉.
Now, let us recall that, for the MSPP, one looks for the set of non-
dominated paths from s to t, mathematically described as follows:
Definition 1. : Let p and q be two paths of Pi,j. We say that p dominates q
or q is dominated by p (p <D q) if and only if
f(p) 6= f(q) and f`(p) ≤ f`(q),∀` ∈ {1, . . . , k}.
4 E.Q. MARTINS, J.M. PAIXA˜O, M.S. ROSA AND J.L. SANTOS
Definition 2. : Let p be a path in Pi,j, i, j ∈ N . If there is no path q ∈ Pi,j
such that q <D p, then p is called non-dominated, efficient or Pareto optimal
path. The set of non-dominated paths from i to j is denoted by D¯i,j and D¯
will be used for D¯s,t.
Note that the dominance relation (<D ) is not a total order relation in IR
k
and, therefore, does not allow the full ranking of the paths in the network.
Nevertheless, this may be achieved by considering a total order relation [11]
as the ones defined as follows:
Definition 3. : Let p and q be two paths of Pi,j.
• p ≤lex q ⇔ f(p) = f(q) or (lexicographic)
∃x ∈ {1, . . . , k} : fx(p) < fx(q) and fy(p) = fy(q),∀y < x;
• p ≤sum q ⇔
∑k
x=1 fx(p) ≤
∑k
x=1 fx(q) (or other positive
weighted sum);
• p ≤max q ⇔ max
1≤x≤k
{fx(p)} ≤ max
1≤x≤k
{fx(q)} (maximum component);
The computation of the ND paths can be accomplished in a more efficient
way if the order relation ≤R verifies the following properties:
Property 1: p <D q ⇒ p ≤R q,∀p, q ∈ Pi,j.
Property 2: p ≤R p♦〈j, `〉,∀p ∈ Pi,j,∀(j, `) ∈ A(j).
The following Lemma, proved in [19], establishes the sufficient conditions
for that the total order above defined hold properties 1 and 2.
Lemma 1. : If c`i,j > 0,∀(i, j) ∈ A and ` ∈ {1, . . . , k}, then properties 1 and
2 are satisfied when ≤lex, ≤max and ≤sum are used.
3. The label-deviation path algorithm (L&DP)
The new algorithm for the MSPP, presented in this paper, is based on the
procedure for ranking paths developed by Martins et al., [16], for the shortest
path problem with a single objective. That procedure consists of sequentially
determining deviation paths in order to consider a non-decreasing sequence
of shortest paths from s to t. Next, we remind some basic aspects of the
procedure and two results stated for the single objective case that will be
used in the new label-deviation path algorithm.
Now, let us consider a path p = 〈v0, . . . , vr〉 ∈ P and let vi be a node
of p (0 ≤ i < r). A deviation path from p at vertex vi through the arc
(vi, j) ∈ A(vi) is a path q ∈ P which coincides with p from s = v0 to vi,
then follows arc (vi, j) and finally goes to vr = t (see Figure 1 (a)). So,
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Figure 1. Deviation paths of p = 〈v0, v1, . . . , vr〉 from ver-
tex vi.
(a) Deviation paths of p through the arc (vi, j);
(b) Shortest deviation paths of p at node vi.
q = subp(s, vi)♦〈vi, j〉♦w, where w is a path of Pj,t. Note that, (vi, j) is the
first arc for which q diverges from p. This arc is called the deviation arc of q
relatively to p.
For the single objective case, if the least cost path from j to t is denoted
by T ?(j) then qpvi,j = 〈v0, . . . , vi〉♦〈vi, j〉♦T ?(j) is the shortest deviation path
from p through the arc (vi, j).
Hence, if one considers the vertex vi ∈ p, the shortest deviation path from
p at the node vi is the one corresponding to min
(vi,j)∈A(vi)
f(qpvi,j), (see Figure 1
(b)). Therefore, the shortest deviation path from p will be determined by
min
vi∈p
(
min
(vi,j)∈A(vi)
f(qpvi,j)
)
.
From the above, one may depict a very simply procedure for generating
shortest paths from s to t, ordered by non-decreasing costs. The first path
(p∗1) is the shortest path from s to t and the next path in the sequence (p
∗
2)
will be the least cost path in D(p∗1) = {qp
∗
1
vi,j
: vi ∈ p∗1, (vi, j) ∈ A}, the set
of deviation paths from p∗1. Then, p
∗
3 will be obtained considering all the
deviation paths from p∗1 and p
∗
2, excluding p
∗
2, and the algorithm proceeds
successively in this way, until all the shortest paths are generated.
Since p∗2 is itself a deviation path from p
∗
1 through an arc (vi, j) with vi ∈ p,
that we denote by θ(p∗2), we only need to consider the deviation paths from p
∗
2
related to the vertices in p∗2, subsequent to the tail of θ(p
∗
2), inclusive, since the
remaining deviation paths have been obtained from p∗1. Therefore, p
∗
3 is ob-
tained from D(p∗1)\{p∗2} or D(p∗2) = {qp
∗
2
vi,j
: vi ∈ subp∗2(tail(θ(p∗2)), t), (vi, j) ∈
A}. Now, θ(p∗3) will be the deviation arc through which p∗3 is generated and,
consequently, defines D(p∗3) the set of deviation paths from p
∗
3 that must be
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considered, together with (D(p∗1)∪D(p∗2))\{p∗2, p∗3}, for determining the next
shortest path. The procedure follows like that until no new deviation path
can be found for scanning.
Next, we show how to reduce the computational effort for the calculation
of min
(vi,j)∈A(vi)
f(qpvi,j) required for each vertex vi in the successive D(p
∗
`), ` ≥ 1.
Let us recall that T ?(i) is the shortest path from i to t. Those paths can be
chosen in such a way that T ? =
⋃
i∈N T
?(i) forms the shortest tree rooted at t.
Then, for each arc (i, j) ∈ A, c¯i,j = ci,j + f(T ?(j))− f(T ?(i)) is the reduced
cost of (i, j) relatively to T ? and f¯(p) =
∑
(i,j)∈p c¯i,j is the corresponding
reduced cost for a path p. Now, let us recall the following result already
presented in ([16]):
Lemma 2. : Let T ? be a shortest tree rooted at t and c¯ the reduced cost
computed for T ?. Then:
(1) 0 ≤ c¯i,j, ∀(i, j) ∈ A.
(2) c¯i,j = 0, ∀(i, j) ∈ A ∩ T ?.
(3) f¯(T ?(i)) = 0, ∀i ∈ N .
(4) f¯(p) = f(p) + f(T ?(j))− f(T ?(i)),∀p ∈ Pi,j.
Now, let us remind that we denote by θ(p) the deviation arc for the path
p relatively to another path previously obtained by the procedure described
above. Then, when looking for the deviation paths from p we only need to
consider the vertices subsequent to the tail(θ(p)), say vk, since the remaining
ones have been already scanned. Therefore, for qpvi,j, the shortest deviation
path from p, vi is subsequent to vk and one can state the following:
Lemma 3. : f¯(qpvi,j) = f¯(p) + c¯vi,j.
Proof: Note that qpvi,j is of the form q
p
vi,j
= subp(s, vi)♦〈vi, j〉♦T ?(j), where
vi ∈ subp(vk, t)) = T ?(vk). Hence,
f¯(qpvi,j) = f¯(subp(s, vi))︸ ︷︷ ︸
=f¯(p)
+ f¯(〈vi, j〉)︸ ︷︷ ︸
=c¯vi,j
+ f¯(T ?(j))︸ ︷︷ ︸
=0
= f¯(p) + c¯vi,j. 2
Corollary 1. : f¯(p) ≤ f¯(qpvi,j).
From the previous results, it is clear that the deviation paths obtained
from p at node vi can be easily sorted out if A(vi) = {(x, y) ∈ A : x = vi} is
rearranged by no decreasing order of c¯. Consequently, one needs to consider
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one shortest deviation path per node of p from tail(θ(p)) to t, reducing the
number of elements in D(p). Then, the shortest deviation path from p at
the node vi will be obtained through the first arc in A(vi) that has not been
used as a deviation arc, called the active arc of A(vi).
Note that, in order to assure that all the arcs of A(vi) are considered, the
first arc of A(vi) (for all i ∈ N) will be an arc of T ?. At last, since T ?(s) is
not obtained from a previous path, θ(T ?(s)) is fixed as the first arc of T ?(s).
The algorithm presented in Martins et al., [16], can be easily extended for
the case where a k-uple cost is assigned to each arc of the network. That is
attained by considering a total order relation in IRk such as the ones given
in Definition 3. Therefore, T ? will be formed by ≤R-shortest paths from j to
t (the shortest path in the network when the ≤R is considered).
From the Lemma 2, we conclude that, for any p ∈ Ps,`, f(p) − f¯(p) is a
constant value and equal to f(T ?(s)) − f(T ?(`)). In consequence, as stated
in the next result, the relation between p and q with the operators <D , ≤lex,
≤max and ≤sum are not affected when ci,j is replaced by c¯i,j.
Lemma 4. : Let p and q be two paths of Ps,i. Then:
(1) f(p) ≤R f(q)⇔ f¯(p) ≤R f¯(q), R ∈ {lex,max, sum};
(2) f(p) <D f(q)⇔ f¯(p) <D f¯(q).
Now, note that, for a vertex vi, the arcs of A(vi) are sorted by the ≤R
order and let qpvi,h be a deviation path from p at vi using the active arc in
A(vi). If subqpvi,h
(s, h) is dominated by some subpath from s to h previously
determined, then any path generated from qpvi,h at vertex x ∈ T ?(h) will be
also dominated. So, qpvi,h can be ignored and a new deviation path from p at
node vi must be generated using the next arc in A(vi).
The algorithm outlined on the previous page computes the set of non-
dominated paths on a network G with k-uple costs assigned to the arcs using
an order relation (≤R) which holds the properties 1 and 2 stated in section 2.
The algorithm consists of an initialization step and an iterative cycle (step
2) for searching the elements in X, the set of candidates for the next non-
dominated path. In this searching process, a path in X is selected in order
to create new deviation paths by using an internal cycle (step 2.2). Let us
mention that in step 2.2.1, the logical function DT (w,Πh) indicates when
the sub-path w is dominated by some path from the set Πh. Finally, note
that Πh is the set of the temporary ND paths from s to h and, at the end of
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L&DP algorithm
{X: set of candidates for the next non-dominated path}
{Πi: set of temporary non-dominated paths from s to i,i ∈ N}
{θ(p): deviation arc of p}
{DT (p,Π): dominance test applied to p over Π; DT (p,Π) = true⇔ ∃q ∈ Π : q <D p}
{≤R: total order relation verifying properties 1 and 2 of section 2}
step 1: {initialization}
T ? ← tree of the ≤R-shortest paths from i to t, ∀i ∈ N
c¯i,j ← ci,j + f(T ?(j))− f(T ?(i)),∀(i, j) ∈ A
Sort A(i) by non-decreasing order of c¯i,j using ≤R
p← T ?(s) {Assume that p = 〈v0, . . . , vr〉}
θ(p)← (v0, v1)
X ← {p}
Πi ← ∅,∀i ∈ N
step 2: {searching for a new candidate to the next ND path}
while (X 6= ∅) do
2.1: Select p ∈ X such that f¯(p) ≤R f¯(q),∀q ∈ X {Suppose p = 〈v0, . . . , vr〉}
Assume that θ(p) is the arc (vj, vj+1) of p
X ← X\{p}
{search a node of p for generating a shortest deviation path}
2.2: for i← j to r do
2.2.1: w ← subp(s, vi)
if (DT (w,Πvi) = true)
then goto step 2 {ignore the remaining nodes of p}
else Πvi ← {w} ∪ {u ∈ Πvi : DT (u, {w}) = false};
Suppose (vi, vi+1) is the `-th arc of A(vi), i.e., a` = (vi, vi+1)
2.2.2: arcFound← false {find the next active arc in A(vi)}
for x← ` to |A(vi)| do
if (DT (w♦〈vi, head(ax)〉,Πhead(ax)) = false)
then arcFound← true and goto step 2.2.3
endfor {for x← ` to |A(vi)| do}
2.2.3: {computation of a new candidate for the next ND path}
if (arcFound = true)
then h← head(ax) {ax = (vi, h)}
q ← w♦〈vi, h〉♦T ?(h) {qpvi,h}
θ(q)← ax
X ← X ∪ {q}
Πh ← {w♦〈vi, h〉} ∪ {u ∈ Πh : DT (u, {w♦〈vi, h〉}) = false}
endfor {for i← j to r do}
endwhile {while (X 6= ∅) do}
step 3: {all the non-dominated paths have been determined}
D¯ ← Πt
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Figure 2. Network for the example.
(i, j) (1,2) (1,4) (2,3) (2,5) (3,4) (3,6) (4,2) (4,5) (5,3) (5,6)
c(i, j) (8,4,1) (4,7,0) (9,8,4) (8,0,7) (1,5,9) (2,6,9) (7,4,1) (3,1,8) (10,8,2) (8,2,8)
Table 1. Arc costs for the example of Figure 2(a).
the algorithm, Πt will correspond to D¯, the full set of non-dominated paths
on the network from s to t.
4. Example
The network depicted in Figure 2(a) is used to illustrate the L&DP algo-
rithm performance when it is considered the lexicographic order (≤lex). The
costs for the arcs are given in Table 1 and the iterative results obtained for
this example are shown in Figure 3. In the graph that figure, the succes-
sive generated deviation paths are represented with a dashed line identifying
those ones not scanned so far.
The lexicographic shortest path from 1 to 6 in the network, T ?(s) =
〈1, 4, 5, 6〉, is the first deviation path (q1) to be included in X. Then, q1 is
selected for scanning and, from that, two shortest deviation paths (q2 and q3)
are generated. Note that q3 ∈ X in spite of being dominated by q2, because
ND deviation paths could be obtained from subq3(s, 5) = 〈1, 4, 5〉. We would
like to stress that the deviation path from q1 at the node 4, 〈1, 4, 2〉♦T ?(2),
is discarded since 〈1, 4, 2〉 is dominated by 〈1, 2〉, already in Π2.
At iteration 2, q2 is scanned and q4 is the only shortest deviation path to
be added up to X. Then, q3 and q4 are analysed, respectively, at iteration 3
and 4, producing no new shortest deviation paths.
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(i, j) (1,4) (1,2) (2,3) (2,5) (3,6) (3,4) (4,5) (4,2) (5,6) (5,3)
c¯(i, j) (0,0,0) (4,8,-2) (0,0,0) (5,-12,2) (0,0,0) (10,2,16) (0,0,0) (7,15,-2) (0,0,0) (4,12,3)
Table 2. Reduced cost associated to T ? (Figure 2(b)) where
A(i) is lexicographically sorted by c¯i,j.
X Π1 Π2 Π3 Π4 Π5 Π6
Initialization {q1} ∅ ∅ ∅ ∅ ∅ ∅
Iteration 1 {q2, q3} {〈1〉} {〈1, 2〉} {〈1, 4, 5, 3〉} {〈1, 4〉} {〈1, 4, 5〉} {q1}
Iteration 2 {q3, q4} {〈1〉} {〈1, 2〉} {〈1, 4, 5, 3〉, {〈1, 4〉} {〈1, 4, 5〉, {q1, q2}
〈1, 2, 3〉} 〈1, 2, 5〉}
Iteration 3 {q4} {〈1〉} {〈1, 2〉} {〈1, 4, 5, 3〉, {〈1, 4〉} {〈1, 4, 5〉, {q1, q2}
〈1, 2, 3〉} 〈1, 2, 5〉}
Iteration 4 ∅ {〈1〉} {〈1, 2〉} {〈1, 4, 5, 3〉, {〈1, 4〉} {〈1, 4, 5〉, {q1, q2, q4}
〈1, 2, 3〉} 〈1, 2, 5〉}
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Figure 3. Simulation of the new algorithm for the example of
Figure 2(a).
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5. Correctness of the algorithm
In this section, we will prove that, considering an order relation ≤R holding
the properties 1 and 2 (see section 2), the L&DP algorithm computes the
full set of non-dominated paths after a finite number of iterations. Actually,
as will be shown, the algorithm finds the full set of non-dominated from s to
any other vertex on the network. First of all, we recall the following basic
result which proof can be seen in [15]:
Theorem 1. : Assume that for each cycle C of the network f`(C) ≥ 0,∀` ∈
{1, . . . , k}. Then, the MSPP holds the Optimality Principle stating that each
non-dominated path is formed by non-dominated subpaths.
Now, let us remind that Ps,i is the set of paths from s to i and D¯s,i ⊆ Ps,i
corresponds to the subset of non-dominated paths between those nodes. In
the algorithm, the set Πi (i ∈ N) is used to store any path w, from s to i,
generated in step 2 and not discarded by the logical function DT (w,Πi),
that returns the value ”true” if and only if there is a path q ∈ Πi such
that q <D w. Whenever a new path w joins the set Πi this is updated by
removing all the paths u such that DT (u, {w}) = true. So, we may say that,
until the end of the procedure, the paths in any Πi (i ∈ N) are temporarily
non-dominated. Now, the following result becomes quite obvious:
Lemma 5. : Let p be a path of D¯s,i that has been included in Πi. Then, p
will never be removed from Πi.
Let us recall that X is the set of candidates for the next ≤R-shortest ND
path and that the algorithm stops when X turns out to be an empty set. At
an intermediate step, a path p is selected from X and the arcs of A(tail(θ(p))
are scanned in order to find new shortest deviation paths. Remember that
θ(p) is the deviation arc for p and that A(vi), the set of arcs having i as tail
node, is ordered by non-decreasing reduced cost. Next, we show that the
algorithm checks all the arcs in the network that may lead to ND-paths.
Lemma 6. : Let z = 〈v0, . . . , vi〉 be a ND path from s to vi and suppose that
z♦T ?(vi) ∈ X. Then, all arcs of A(vi) are scanned by the algorithm.
Proof: The first arc of A(vi) is in T
? and, necessarily, is considered by the
algorithm, since z♦T ?(vi) ∈ X. On the other hand, we know that this path
will be selected at some iteration, on step 2, with θ(p) = (vj, vj+1) for some
j ∈ {0, 1, . . . , i}. When that happens, every vertex subsequent to vj in p,
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will be analyzed having in mind the generation of shortest deviation paths.
In particular, vi will be ”visited” looking for a new active arc (vi, h) of A(vi)
leading, even temporarily, to a ND path. If such an arc is found, qpvi,h is a
shortest deviation path from p included in X. Later, the vertex vi will be
visited again when qpvi,h is picked up from X and a new active arc of A(vi)
will be searched. At some point, one may not find an arc in A(vi) that leads
to a temporary ND path. This means that all the arcs in A(vi) have been
scanned by the algorithm. 2
Now, in order to proof the correctness of the algorithm, we show first that
all ND paths from s to t are detected and included in Πt. Actually, this is true
for any ND path from s to any other node i ∈ N which will be an element of
Πi, at the end of the procedure. To assure the correctness of the algorithm,
we proof that a finite number of iterations is required for computing D¯.
Theorem 2. : Let Πt be the set of temporary non-dominated paths and as-
sume that the Optimality Principle is verified. Then, at the end of the L&DP
algorithm,
Πt = D¯.
Proof: Firstly, let us see that D¯ ⊆ Πt. If 〈v0 = s, . . . , v` = t〉 is a path of
D¯s,t then, from the Optimality Principle, all subpaths of 〈v0, . . . , v`〉 are ND.
It is easy to show, by induction, that 〈v0, . . . , vi〉 ∈ Πvi, for all i ∈ {0, . . . , `}.
In fact, in the first iteration of the algorithm, 〈v0〉 = 〈s〉 is included in Πs.
Furthermore, if 〈v0, . . . , vi〉 ∈ Πvi (for some i ∈ {0, . . . , ` − 1}) then all arcs
A(vi) will be scanned (Lemma 6) and so, at some stage of the algorithm,
〈v0, . . . , vi, vi+1〉 will join the elements of Πvi+1. Since 〈v0, . . . , vi, vi+1〉 is a
ND sub-path, from the Lemma 5, it will be not further removed from Πvi+1.
Therefore, at the end of the algorithm, 〈v0 = s, . . . , v` = t〉 will be an element
of Πt.
Now, let us show that Πt ⊆ D¯. Suppose that p ∈ Πt and p 6∈ D¯. Hence,
there is a path q ∈ D¯ that q <D p and, as seen above, q will be added to Πt
at some iteration of the algorithm. This could not happen before p joined Πt
since the dominance test, performed at the step 2.2.2 of the L&DP algorithm,
would prevent the possibility of including p in Πt. Therefore, p ∈ Πt when
q is determined by the algorithm. Then, in this case, either at step 2.2.1 or
step 2.2.3, the dominance test will remove p from Πt. 2
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Corollary 2. : If the Optimality Principle is verified then, at the end of the
L&DP algorithm, Πi = D¯s,i,∀i ∈ N .
The Theorem 2 guarantees that the L&DP algorithm determines all the
ND paths from a source node to a sink node in a network. Next, we show
that this is achieved in a finite number of iterations.
Lemma 7. : If 0 <D f(C), for any cycle C in the network, then every
temporary non-dominated path has no cycles.
Proof: Let p = w1♦C♦w2 be a non simple path from s to a node v`
where C = 〈u0 = vi, . . . , uj = vi〉 is a cycle, w1 = 〈v0 = s, . . . , vi〉 and
w2 = 〈vi, . . . , v`〉. Then, suppose that p is produced, at some stage, by the
algorithm. This means that p is a deviation path from another one previously
found, say q with θ(p) = (x, y). Hence, p = subq(s, x)♦〈x, y〉♦T ?(y) and,
since T ?(y) is a simple path, there exists a node j ∈ subq(s, x) ∩ T ?(y)
such that C = subq(j, x)♦〈x, y〉♦subT ?(y)(y, j). Consequently, subq(s, j)♦
subT ?(y)(j, t) = w1♦w2 is also a deviation path from q, previously found by
the algorithm and, under the assumption, dominating p. 2
Theorem 3. : Assuming that 0 <D f(C) holds for every cycle C in the
network, the L&DP algorithm computes D¯ in a finite number of iterations.
Proof: Under the assumption, the Optimality Principle is verified (The-
orem 1). From Lemma 7, we know that the algorithm only generates ele-
mentary paths as possible elements for the sets Πi. Therefore, only a finite
number of iterations is required for, as stated in Theorem 2, computing the
full set D¯. 2
At last, we prove that the L&DP algorithm finds the ND paths in the ≤R
order (Corollary 3) using the next result.
Theorem 4. : Let ≤R be an order relation holding properties 1 and 2 and
p be the path selected from the set X, at step 2.1 of L&DP algorithm. A
sub-path w = subp(s, vi), with vi in p such that ”DT (w,Πvi) = false”, is a
ND-path.
Proof: In fact, property 2 assures that L&DP algorithm computed paths
in G by non-decreasing order of its labels. On the other hand, if q <D w =
subp(s, vi), then q ≤R w (property 1). Hence, q is selected by the algorithm
before w and, consequently, ”DT (w,Πvi) = true”. 2
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Corollary 3. : Let ≤R be an order relation verifying properties 1 and 2
and assume that f`(C) > 0 holds for every cycle C in the network and ` ∈
{1, . . . , k}. Then, the L&DP algorithm ranks the ND paths in G.
We would like to emphasize that the previous result means that one can
stop the L&DP algorithm before X becomes an empty set. In this case, the
(temporary) ND paths already scanned by this procedure are the best ND
paths following the order relation ≤R.
6. Computational results
In this section, we report computational experience carried out for con-
fronting the new algorithm with the two classical versions known for the la-
belling algorithm where, in short words, the nodes in the network are scanned
accordingly to the respective labels. In the case of the label correcting ap-
proach, the node selected for scanning is the one associated with the oldest
label, while for the label setting version, is the node with the minimum label
for a specific order relation.
An extensive computational study on both of the above mentioned versions
for the labelling algorithm is presented in [19]. There, we conclude that the
best performance is achieved by the label correcting implementation following
a particular label selection policy and a FIFO rule. Also, the ”double-end-
queue” (DEQUE) procedure proposed by Pape [20, 21], produced very good
results when using the ≤sum or ≤max operators for positioning the elements
in the queue.
Concerning to the label setting version, the experience reported in [19]
shows that the best computational results are obtained when using a Dial
structure [9, 10], sorted by the ≤sum or ≤max operators, for keeping the set
of non-scanned labels. However, the label correcting approach consistently
outperforms the label setting version mainly because, in this case, one has to
find all of the ND labels. That is, the set of all non-dominated paths from s
to every note i ∈ N .
Now, let us refer that, in the literature, there are several papers reporting
computational experiments for the labelling algorithm [2, 6, 7, 12, 13, 14, 18,
19, 24, 25, 26, 27]. Nevertheless, it is not easy to use those results as a basis
for a fair benchmarking since they are produced by codes made by different
people and ran on different machines. Also, the set of test instances differs
significantly from work to work.
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Class Network Description Groups
RandN Random n ∈ {i ∗ 1000 : i ∈ IN, 1 ≤ i ≤ 15}; d = 6; k = 6 15
RandD Random n = 5000; d ∈ {i : i ∈ IN, 2 ≤ i ≤ 10}; k = 6 9
RandK Random n = 5000; d = 6; k ∈ {i : i ∈ IN, 2 ≤ i ≤ 10} 9
CompN Complete n ∈ {i ∗ 10 : i ∈ IN, 1 ≤ i ≤ 12}; d = n− 1; k = 6 12
CompK Complete n = 100; d = n− 1; k ∈ {i : i ∈ IN, 2 ≤ i ≤ 10} 9
GridN Square Grid n ∈ {i2 : i ∈ IN, 5 ≤ i ≤ 12}; d ≈ 4; k = 6 8
GridK Square Grid n = 100; d ≈ 4; k =∈ {i : i ∈ IN, 2 ≤ i ≤ 10} 9
n = number of nodes; d = number of arcs/n; k = number of criteria
Table 3. Set of test instances with the arc costs ran-
domly generated in [1, 1000], using an uniform distribu-
tion.
Hence, aiming for a fair comparison between the algorithms, we followed the
suggestion made at the ”9th DIMACS Implementation Challenge - Shortest
Paths” [4], carrying out computational experience with the very same set
of instances and using a public code as a benchmarking reference. For this
purpose, we produced a non optimized code for the label correcting approach
using a label selection policy and a FIFO rule. Both, that code (publicMOSP)
and the set of test instances in our computational experience, have been made
public in the internet [23].
Let us say that we looked for other available codes but we only be succeeded
with the ones proposed by Skriver and Andersen, [26]. However, those codes
were developed only for the bicriteria case and proved to be much slower
than our publicMOSP code (see [22]).
Concerning to the L&DP algorithm, we tested 6 versions resulting from
the combination of the binary heap ([1]) and the Dial’s structure for keeping
the set candidates, with the ≤lex, ≤sum and ≤max order relations.
The computational experiments were carried out on a 3.00GHz Intel(R)
Pentium(R) 4 processor with 1024 KB cache size and 384MB of RAM, run-
ning over Linux operating system (Suse 9.3 version), at the Laboratory for
Computational Mathematics of Centre for Mathematics of the University of
Coimbra. All the codes were written in the C language and the computa-
tional tests were made up using 50 instances for each one of the groups within
the 7 classes of problems described in the Table 3.
A full description of the set of test problems is provided at [23], including
the data relative to the 3550 instances considered in our computational expe-
rience. Hence, we opted for showing, in Table 4, some parameters - number
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of ND s-t paths (ND), number of ND labels (rotND) and the average num-
ber of ND labels per node (rotND/n) - for only a subset of the groups that
illustrate reasonably well the size and characteristics of the instances used
for the computational tests. In that table, one can see that for each class of
test instances either ND or rotND rapidly grow with the size of the network.
The only exception appears to happen for the class RandN where a linear
relation seems to occur between those parameters and number of nodes. An
interesting aspect is that for the grids (GridN and GridK), ND is much larger
than rotND/n, contrary to the other classes where those parameters show
values quite similar to each other. This means that in general the number of
ND paths from s to a particular node does not depend on the choice of the
ending vertex.
Since publicMOSP will be used as a basic reference for comparing the per-
formance of the other codes, we show, in Table 5, its behaviour for the same
groups considered for Table 4. Note that, in spite of being a non sophisti-
cated code, the publicMOSP is very effective (generating mostly ND labels)
and, in consequence, running reasonably fast for all the groups, even for some
of the largest size ones. In fact, for most of the cases, it does not require, in
average, more than one minute for finding the solution. Also, let us refer that
the results presented in the Table 5 clearly show that the complete networks
are the hardest problems to solve.
In Table 6, we present the average ratios obtained for each code relatively
to publicMOSP. Note that a value less than 1 means that the corresponding
code outperforms the public code; if it is greater than 1, then publicMOSP
performed better. For instance, for the test group RandN, the Label Correct-
ing algorithm (Deque, ≤max}) tooks, in average, less time and slightly the
same number of iterations than publicMOSP. The full information provided
at [22] shows that the size of instances does not have a significant influence
on the ratios.
From Table 6, we can draw the following conclusions:
(1) The label setting algorithm is the most effective one. However, this
is achieved by keeping the set X ordered accordingly to ≤R where
R ∈ {lex,max, sum}, and, consequently, increasing the computa-
tional effort in terms of CPU time and required memory.
(2) The label correcting algorithm shows the best performance in terms
of CPU time and used memory. This is a consequence of its simple
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Class
RandN n 3000 6000 9000 12000 15000
ND 64.28 74.00 84.18 90.40 84.80
rotND 193260.8 445764.8 714064.4 1019683.8 1308722.9
rotND/n 64.42 74.29 79.34 84.97 87.25
RandD d 2 4 6 8 10
ND 8.32 38.62 71.42 115.84 153.04
rotND 46686.2 179151.0 351698.0 564780.4 814661.5
rotND/n 9.34 35.83 70.34 112.96 162.93
RandK k 2 4 6 8 10
ND 6.10 31.12 71.42 123.00 191.52
rotND 31755.1 151904.5 351698.0 627617.5 969384.9
rotND/n 6.35 30.38 70.34 125.52 193.88
CompN n 40 60 80 100 120
ND 187.12 312.52 509.86 706.58 951.82
rotND 7616.8 20282.5 41422.1 69178.7 107138.9
rotND/n 190.42 338.04 517.78 691.79 892.82
CompK k 2 4 6 8 10
ND 12.64 169.58 706.58 1790.24 —
rotND 1276.9 16791.8 69178.7 183137.6 —
rotND/n 12.77 167.92 691.79 1831.38 —
GridN n 64 81 100 121 144
ND 752.30 1545.72 3190.46 6183.24 11702.90
rotND 6152.3 14043.5 32148.6 68713.8 141357.8
rotND/n 96.13 173.38 321.49 567.88 981.65
GridK k 2 4 6 8 10
ND 17.40 472.64 3190.46 10423.80 20797.18
rotND 704.7 7751.3 32148.6 80863.9 141548.5
rotND/n 7.05 77.51 321.49 808.64 1415.48
n = number of nodes; d = number of arcs/n; k = number of criteria
Table 4. Number of ND s-t paths (ND), number of ND
labels (rotND) and average number of ND labels per
node (rotND/n).
structure (a queue) and higher effectiveness (only a small percentage
of dominated labels were determined).
(3) The new algorithm requires, in general, the least number of iterations
but due to the large percentage of dominated labels, shows larger com-
putational times comparatively to the other procedures. Additionally,
note that the best performance for the LD&P is produced when using
the binary heap structure.
(4) For all the procedures, the ≤R order relation (R ∈ {lex,max, sum}),
has a significant influence on the pivot label selection process. This
18 E.Q. MARTINS, J.M. PAIXA˜O, M.S. ROSA AND J.L. SANTOS
Class
RandN n 3000 6000 9000 12000 15000
time 4.58 15.09 27.50 43.59 58.95
nIter 193688.3 446963.5 716094.4 1022522.6 1312879.5
percD 1.74 1.86 1.88 1.85 1.96
memo 82.60 189.34 302.46 430.41 552.43
RandD d 2 4 6 8 10
time 0.11 2.67 12.65 38.35 88.15
nIter 46749.3 179493.7 352591.9 566341.2 817052.4
percD 0.36 1.15 1.79 2.22 2.52
memo 21.34 77.09 149.70 239.21 344.03
RandK k 2 4 6 8 10
time 0.13 2.55 12.70 39.17 90.18
nIter 38139.1 154656.6 352591.9 627810.1 969430.6
percD 30.67 6.55 1.79 0.48 0.15
memo 16.56 60.35 149.7 298.14 514.94
CompN n 40 60 80 100 120
time 0.26 2.59 16.45 59.60 172.92
nIter 7624.1 20312.1 41500.2 69319.4 107447.4
percD 3.18 3.98 4.63 4.94 5.70
memo 3.51 9.25 18.78 31.29 48.56
CompK k 2 4 6 8 10
time 0.03 1.92 50.30 406.34 —
nIter 1566.8 17135.7 69319.4 183173.7 —
percD 51.31 16.07 4.94 1.63 —
memo 1.94 8.54 31.29 88.24 —
GridN n 64 81 100 121 144
time 0.06 0.34 1.52 8.24 54.78
nIter 6155.0 14052.2 32181.3 68787.6 141617.3
percD 5.03 7.01 8.09 8.47 9.21
memo 2.63 6.06 13.96 29.88 61.85
GridK k 2 4 6 8 10
time 0.00 0.06 1.54 21.69 113.87
nIter 761.5 7814.4 32181.3 80915.8 141569.4
percD 21.48 10.82 8.09 5.59 3.81
memo 0.30 2.99 13.96 39.26 76.41
n = number of nodes; d = number of arcs/n; k = number of criteria
time = CPU time (sec); nIter = number of iterations;
percD = 100(number of labels created-rotND)/(number of labels created);
memo = memory space (Mb)
Table 5. Computational results for publicMOSP code.
produces a strong effect on the percentage of dominated labels created
by the algorithm and, consequently, on its performance. In general,
the worst results were obtained when using the ≤lex operator.
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;
Table 6. Average ratios obtained between each code and
publicMOSP.
The values reported in Table 6 lead us to the general conclusion that the
new algorithm is outperformed by the other procedures. However, there is
a particular feature of the algorithm, related to the effort taken to find the
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first ND s-t paths, making it quite competitive in the cases when it is not
necessary to find the full set of ND paths. This is clearly illustrated by Table
7 where we show the average computational times taken by the algorithms
for determining a fixed number, say `, of non-dominated paths. Note that
the Label Correcting algorithms (LC-Deque and FIFO) can not produce such
result before finding all of the non-dominated paths. On the contrary, the
L&DP and Label Setting algorithms compute those paths accordingly to the
order relation that is considered. That is, for an order relation verifying
properties 1 and 2 of section 2, the L&DP and the LS algorithm obtain the
`-shortest non-dominated paths.
In Table 7, we present the outcome of the computational experience carried
out, using the largest size test problems for each class of instances, when
fixing ` to a value approximately equal to a percentage of the total number
of non-dominated paths. For example, for the RandN test instances, the
L&DP algorithm with ≤max only requires 0.01 seconds for finding the `-
shortest paths for ` equal, in average, to 60% of the non-dominated paths.
That is clearly much less than the corresponding time (25.98 seconds) for the
LS algorithm and, let us remind that the Label Correcting algorithms can not
produce such result before finding all the non-dominated paths requiring in
average 52.69 and 53.63 seconds, respectively, for the LC-Deque and FIFO.
For these algorithms, we show within brackets the time instant when the
label of the corresponding path is scanned, in the particular case, 31.54 and
36.58 seconds.
From Table 7, we conclude that the L&DP is quite efficient in finding the
`-shortest non-dominated paths even when ` is close to the total number of
non-dominated paths. The exception to this occurs for the grid networks
where the FIFO algorithm proves to be faster when ` corresponds to more
than 40% percent of the total number of non-dominated paths.
Let us remark that, for ranking 100% of the non-dominated paths, the
L&DP algorithm requires, in general, a small share of the time needed for
guaranteeing that the full set of non-dominated paths has been found (shown
in Table 7 by the row named final). This is particularly evident for the classes
RandN, RandD and RandK, where the ”full ranking” accounts for less than
50% of the ”final time”.
Finally, let us mention that we present in Table 7 the results obtained
for the L&DP algorithm with ≤lex since this is usually used for ranking
multi-objective solutions. In this case, for the random and the complete
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Class ≤lex ≤max ≤sum
%ND #ND LDP LDP LS LC Fifo LDP LS LC Fifo
RandN 20 16.54 0.02 0.00 6.11 (12.38) (23.18) 0.00 7.92 (14.87) (22.31)
40 33.08 0.51 0.00 15.12 (22.82) (28.90) 0.00 19.10 (22.73) (29.66)
60 49.62 3.42 0.01 25.98 (31.54) (36.58) 0.00 29.19 (32.52) (37.83)
80 66.16 12.52 0.08 38.12 (37.08) (41.45) 0.01 40.76 (37.73) (42.22)
100 84.80 64.78 15.79 53.24 (51.90) (52.75) 11.77 55.80 (52.16) (52.91)
final — 75.71 57.51 54.15 52.69 53.63 59.65 56.71 52.98 53.63
RandD 20 30.24 0.65 0.00 8.47 (16.99) (31.78) 0.00 12.92 (21.52) (29.44)
40 60.48 5.12 0.00 21.70 (30.74) (39.36) 0.00 27.69 (30.58) (40.68)
60 90.72 16.68 0.05 36.70 (42.69) (53.28) 0.01 42.60 (43.29) (51.69)
80 120.96 38.39 1.09 53.31 (53.98) (58.01) 0.12 57.77 (54.19) (59.09)
100 153.04 94.55 35.34 72.69 (69.37) (71.06) 39.11 76.99 (69.88) (71.11)
final — 100.86 74.62 74.01 71.30 73.00 77.32 78.13 72.23 73.00
RandK 20 37.90 0.03 0.00 9.06 (17.81) (33.46) 0.00 12.91 (21.41) (31.11)
40 75.80 0.70 0.00 22.97 (35.72) (47.90) 0.00 27.44 (37.42) (45.89)
60 113.70 3.90 0.01 38.45 (42.46) (50.71) 0.01 42.61 (46.85) (53.25)
80 151.60 15.17 0.16 55.27 (56.49) (61.62) 0.04 57.76 (56.38) (63.00)
100 191.52 82.14 37.12 74.54 (71.25) (72.25) 32.30 77.25 (71.94) (72.47)
final — 94.16 77.10 75.75 74.03 74.85 79.49 78.36 74.50 74.85
CompN 20 189.96 3.05 0.02 8.74 (24.20) (45.48) 0.00 14.78 (28.50) (47.67)
40 379.92 17.11 0.41 24.57 (35.99) (55.87) 0.04 32.20 (40.99) (56.19)
60 569.88 41.90 2.96 45.42 (54.85) (65.84) 0.72 52.28 (55.22) (66.45)
80 759.84 77.82 18.19 70.05 (66.01) (74.74) 11.19 75.77 (64.34) (73.53)
100 951.82 121.92 78.19 98.48 (80.80) (83.11) 90.16 103.49 (81.34) (83.16)
final — 122.19 92.84 98.73 81.01 83.29 93.10 103.76 81.53 83.29
CompK 20 357.66 13.79 0.04 36.79 (101.70) (166.58) 0.01 57.54 (97.42) (164.25)
40 715.32 59.95 0.52 92.44 (133.65) (184.78) 0.09 116.47 (142.84) (193.77)
60 1072.98 137.96 8.01 158.47 (181.32) (217.72) 1.49 180.19 (195.30) (225.01)
80 1430.64 237.78 48.15 231.14 (217.04) (241.21) 23.69 248.19 (221.05) (242.38)
100 1790.24 352.80 252.72 312.09 (261.93) (267.69) 280.11 328.85 (265.95) (267.97)
final — 353.29 273.32 312.54 262.58 268.15 284.17 329.43 266.38 268.15
GridN 20 2340.16 1.93 3.66 35.23 (42.00) (31.48) 4.09 52.76 (38.00) (31.48)
40 4680.32 12.48 17.43 51.08 (53.97) (31.50) 21.57 58.05 (40.25) (31.48)
60 7020.48 33.58 39.51 65.21 (63.32) (31.47) 48.80 62.41 (41.52) (31.48)
80 9360.64 63.45 67.29 77.99 (64.34) (31.46) 80.32 66.71 (42.23) (31.47)
100 11702.9 99.70 97.88 89.06 (74.55) (31.82) 111.68 71.40 (45.30) (31.71)
final — 99.73 128.30 89.06 74.60 31.86 134.73 71.40 45.33 31.86
GridK 20 4158.98 4.02 8.31 51.33 (74.15) (69.12) 9.40 81.48 (64.32) (69.05)
40 8317.96 20.96 36.32 77.49 (85.76) (69.19) 41.97 95.23 (67.55) (69.05)
60 12476.9 49.61 77.73 102.37 (99.93) (68.97) 89.34 106.13 (70.46) (68.86)
80 16635.9 88.09 127.66 127.42 (105.17) (69.65) 142.17 117.61 (71.95) (69.61)
100 20797.2 135.66 184.90 152.38 (125.88) (72.04) 195.12 131.54 (81.07) (72.31)
final — 135.68 203.51 152.38 126.18 72.32 203.04 131.54 81.08 72.32
%ND: percentage of ND s-t paths; final: CPU time to finishes the algorithm;
#ND: number of ND s-t paths;
LDP: heap implementation for L&DP algorithm; LS: Dial implentation for label setting algorithm
LC: deque implementation for label correcting algorithm; Fifo: FIFO rule implementation for label correcting algorithm
Table 7. CPU time (sec) for ranking ND paths on the
biggest problem for each class.
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networks, the algorithm takes slightly longer than relatively to ≤max and
≤sum. However, for the grid networks, the L&DP performs faster for the
≤lex order relation.
7. Conclusion
In this paper, we presented a new algorithm to solve the MSPP with the
particular feature of efficiently ranking the non-dominated paths, accordingly
to an order relation. We proved the correctness of the algorithm and reported
computational experience using a public code as reference basis. From the
computational results shown in the paper, one may conclude that the new
algorithm has the lowest average working effort to obtain a non-dominated
path and clearly outperforms the previously known procedures for the MSPP,
when one looks for ranking the ND paths.
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