This paper describes a robust and efficient method to obtain the steady-state, nonlinear behaviour of large arrays of electrically actuated micromembranes vibrating in a fluid. The nonlinear electromechanical behaviour and the multiple vibration harmonics it creates are fully taken into account thanks to a multiharmonic finite element formulation, generated automatically using symbolic calculation. A domain decomposition method allows to consider large arrays of micromembranes by efficiently distributing the computational cost on parallel computers. Two-and three-dimensional examples highlight the main properties of the proposed method.
Introduction
Many applications require the computation of the nonlinear steady-state response to a time-harmonic excitation. Capacitive micromachined ultrasonic transducers (CMUTs), used in applications such as ultrasound imaging [1, 2] and nondestructive inspection [3] , are a typical example. CMUTs consist in large arrays of electrically actuated micromembranes vibrating in a fluid: in order to evaluate the cross talk deteriorating their imaging performance one may excite a given membrane in the array using a harmonic electric potential and compute the perturbation induced on the other membranes in the array.
While simple lumped-parameter models exist to model CMUTs, an accurate simulation requires the solution of the coupled partial differential equations representing the coupled elastodynamic, electrostatic and acoustic system. This coupled problem is nonlinear, due to the dependency of the electrostatic force with respect to the displacement of the micromembranes. Moreover, the cross talk in CMUTs depends on the position of the membrane in the array, and the problem can therefore not be accurately solved simply by supposing clamped-clamped membranes [4] or periodic boundary conditions [5] . In this paper, we propose to use finite elements to solve the fully coupled nonlinear problem for large arrays of membranes, without any simplifying assumption like supposing flat CMUTs in order to use the Rayleigh integral to compute the pressure field [6] , neglecting the fluid coupling between distant membranes [6] or considering a linearised behaviour [6, 7] .
While previous attempts have focused on this nonlinear problem for a single electromechanic micromembrane vibrating in vacuum in steady state [8, 9] and for the transient simulation of arrays thereof [10] , to the best of our knowledge no scalable approach has been proposed so far for efficiently modelling the steady behaviour of large arrays vibrating in a fluid. To this end, we propose to combine a steady-state resolution method fully taking into account the nonlinear behaviour thanks to an automatic multiharmonic high-order finite element formulation, coupled with a domain decomposition technique to take advantage of parallel processing.
The paper is organised as follows. In Sect. 2, the multiharmonic finite element formulation is presented on a simple electrostatic example before being applied to the full nonlinear electroelastoacoustic problem. Section 3 presents the domain 1 3 decomposition resolution scheme. Section 4 presents numerical results on models of 2D and large realistic 3D arrays of electrically actuated micromembranes vibrating in water.
Multiharmonic finite element formulation
The steady-state solution of the considered nonlinear problem is classically obtained using a time-stepping method (e.g. Newmark's method [11, 12] ), iterated until the steady state is reached. However, since CMUTs are excited close to the resonance frequency of the micromembranes, such time-domain approaches require an enormous amount of time-steps to reach steady state. An alternative is a time-harmonic resolution (in Fourier space) to directly obtain the desired steady-state solution. Because of the nonlinearity, however, additional harmonics appear in addition to the single excitation frequency, and their coupling has to be taken into account. Truncating the Fourier series of the unknown fields and approximating the Fourier coefficients by finite elements in this case leads to a large coupled nonlinear system. This method is called the multiharmonic or harmonic balance finite element method [13] [14] [15] . This multiharmonic strategy has already been investigated to study the nonlinear vibration of electrically actuated micromembranes in vacuum [8, 9, 16] , as well as in several other research fields [13, [17] [18] [19] [20] [21] . Its effective use on large-scale applications is however impeded by two main factors. On the one hand the derivation of the equation terms in the multiharmonic formulation (even if the number N h of considered harmonics is as small as 2) can become extremely tedious when done manually, in particular if the nonlinear system is to be solved using a Newton-Raphson scheme on a deforming mesh. On the other hand, the size of the nonlinear system is multiplied by N h compared to the timedomain approach. (Note that the convergence of the Fourier approximation is generally of order N −1 h [22] , but can be much faster for simple excitations [17, 23] .)
The first issue is addressed below by using a fully automatic implementation of the multiharmonic formulation using symbolic computation, as already described in [24] . To alleviate the second issue, a domain decomposition technique will be introduced in Sect. 3 to split the problem into smaller, computationally manageable pieces. In addition, it will be shown in Sect. 4 that in practice only a few number of harmonics have to be considered to get a very accurate solution.
Simple electrostatic example
Let us consider a simple electrostatic problem solved in terms of the electrostatic potential v( , t) on a multiharmonically vibrating mesh, deformed by the mechanical displacement ( , t) . The system is excited via a time-harmonic Dirichlet boundary condition on the electric potential on an electrode Γ e : v| Γ e (t) = V 1 | Γ e sin(2 f 0 t) ∶= v(t) . A reference potential of 0 is imposed on the ground (see Fig. 2, top) . Let us assume that the electric potential solution and the mechanical displacement can be approximated by the following truncated Fourier series:
i.e. considering the first and third harmonic for the electric potential and the constant term and second harmonic for the displacement. While this limited expansion is chosen for the simplicity of the following analytic calculations, it will be seen in Sect. 4 that it already leads in practice to very good numerical results. The goal of the multiharmonic resolution is to find the spatial fields V 1 ( ) , V 3 ( ) , 0 ( ) and 2 ( ) , which are the coefficients in the Fourier expansion.
Since the mesh deformation is decomposed as a sum of harmonics, integration on the mesh deformed by must be handled carefully. In order to do so, all the quantities are brought back to an initial, undeformed mesh [25] by introducing the change of variables * = + with Jacobian . Denoting by Ω the undeformed configuration and by Ω * the deformed one and using relations dΩ * = | |dΩ and ∇ * = −1 ∇ leads to the following weak formulation of the electrostatic problem, where is the electric permittivity: find v( ) in an appropriate function space, with v = v on the electrode and 0 on the ground, such that holds for all appropriate test functions v � ( ) . On the undeformed mesh the formulation becomes In a one-dimensional setting, one would have
. Equation (4) would become:
In 2D and 3D extra Jacobian terms appear.
In order to obtain the multiharmonic formulation, the nonpolynomial factor ∶= 1 | | is first computed in weak form: find such that holds for appropriate test functions ′ . In practice is approximated in the same way as , i.e. in this case with two Fourier coefficients: = + cos(2 ⋅ 2 f 0 t).
The next step could then simply be to symbolically replace all quantities by their truncated Fourier expansion and then expand the whole formulation and multiply the sines and cosines together using recursively the following four identities to leave only sines and cosines of degree one but at higher frequencies:
Doing so at this step would however make the number of expanded symbolic terms increase dramatically. In 1D it can be shown that it increases as N 2 because of the product between G and v x , while in 2D it increases as N 4 . In order to avoid this issue and limit the number of terms one can precompute all products of terms that are known, i.e. all terms but the unknown and the test function. A discrete Fourier transform can be used to extract the most important harmonics. In practice, we multiply all known terms 2 by 2 recursively until the whole term has been computed.
Then, we
• replace the multiplied known term and the unknown by their truncated Fourier series; • expand the formulation (including applying any time derivative to the sines and cosines-cf. Sect. 2.3); • use (7) to transform the sines and cosines powers and products into sums of higher frequency sines and cosines.
This amounts to transforming (5) into:
which is valid for any time t and can thus be split into three independent equations, with the sine terms removed. Taking the equations corresponding to the Fourier expansion of v, i.e. the terms multiplied by sin(2 f 0 t) and the ones multiplied by sin(3 ⋅ 2 f 0 t) gives an excellent approximation of the actual electrostatic formulation and leads to the final multiharmonic formulation: find V 1 and V 3 such that holds for appropriate test functions v ′ . This system can be rewritten in matrix form as:
where each of the four blocks can be generated using a classical (mono)harmonic finite element assembly procedure and where the right-hand side incorporates the contribution of the nonhomogeneous Dirichlet boundary condition. In this paper, the blocks are discretised using a high-order hierarchical finite element method [26] (with polynomial orders ranging from 1 to 3) to get an accurate approximation of the solution.
As can be seen, even for a simple linear electrostatic problem the harmonics V 1 and V 3 can be coupled if the mesh is deformed. To understand this physically, simply consider a mechanical membrane vibrating harmonically as a sine wave, with a constant applied electrostatic voltage between two electrodes. Even though the electrostatic voltage on the electrode is constant, the voltage inside the membrane will vary with time and thus the overall voltage will have a constant component plus a harmonic component. In case the membrane displacement is a constant or simply zero then the electric potential harmonics are uncoupled and the offdiagonal blocks K V 1 V 3 and K V 3 V 1 are zero as can be seen in (9) when G 2 is set to zero.
Implementation aspects
It should be no surprise that the multiharmonic formulation for the 2D and in particular the 3D case will contain many terms, since the computation on the vibrating mesh is brought back via a change of coordinates back to the undeformed mesh. Nevertheless, all that is needed for the symbolic calculations is an algorithm able to perform symbolic expansions of polynomials into sums of monomials (e.g.
, readily available as expand in the Matlab software for example, and a function able to transform powered sines, cosines and products thereof into sums of non powered higher frequency
harmonics (e.g. replace cos(x) 2 by 1 2
cos(2x) ) using recursively the four trigonometric identities in (7) .
In practice the symbolic computation is a matter of seconds in 2D and minutes in 3D for the largest required stiffness matrices in our non-optimised Matlab test code, and it is thus negligeable compared to the overall simulation time.
Nonlinear electroelastoacoustic formulation
We can readily use the above multiharmonic framework to compute the steady-state behaviour of 2D and 3D electroelastoacoustic systems. In order to avoid lengthy derivations only the 2D formulation is presented in what follows, in its time-dependent form. This form is what the multiharmonic method is fed with so as to automatically derive the corresponding multiharmonic formulation for a required number of harmonics.
Consider an electroelastoacoustic system with a mechanical subdomain Ω m , an acoustic (fluid) subdomain Ω f and an electric subdomain Ω e . (A star superscript will here again denote a deformation by the displacement field. ′ , where is Poisson's ratio, E Young's modulus and the mass density
(all homogeneous anisotropic). The second term in (12) is the (nonlinear in v) electrostatic force computed using the virtual work principle, see e.g. [27] . The third term is the pressure force applied by the fluid on the fluid-mechanic interface; a is a scalar constant improving the matrix conditionning as described below. The wave equation is used to get the scalar pressure field in the air: find the pressure p in an appropriate function space such that where and c are the density and the sound speed in the fluid. The third term in (13) is Newton's equation linking the mechanical acceleration to the pressure gradient [28] while the last term is Sommerfeld's radiation condition on the fictitious boundary Γ ∞ truncating the computational domain.
We consider a staggered coupling that consists in solving the linear electrostatic and elastoacoustic formulations (11)-(12,13) in alternance. After finite element discretisation the electrostatic formulation (11) leads to the linear system = , whose multi-block form is illustrated in (10). If each harmonic V i ( ) is expanded in terms of N finite element basis functions s j ( ) , j = 1, … , N , as
V ij s j ( ) , the solution vector is of the form
. The elastoacoustic formulation is discretised in a similar way, leading to the algebraic system , , = , for the unknown displacement and pressure vector , .
Although heavier to solve, a fully coupled monolithic resolution based on [29] is also considered in our multiharmonic framework [30] for faster nonlinear convergence. In this case the nonlinear algebraic system , , ( ) , , = , , ( ) is solved for the unknown displacement, pressure and electric potential vector , , with a Newton iteration which consists in starting with an initial guess for , , and updating the guess at the kth iteration as follows:
where is Newton's Jacobian matrix containing plus the linearised force terms described in [29] .
3 3 Domain decomposition algorithm
The fundamental idea of a domain decomposition method (DDM) is to split the overall domain into several overlapping or non-overlapping subdomains Fig. 1) and solve iteratively the global problem, using local solutions on each subdomain computed in parallel. Several linear [31] [32] [33] [34] [35] and nonlinear [36] [37] [38] domain decomposition algorithms have been developed. A previous study [30] for nonlinear electroelastic problems compared some linear and nonlinear DD algorithms. Because the electroelastic nonlinearity is smooth in this paper an overlapping staggered [39] 
with ̃ i and i the usual restriction operators, respectively, on the restricted, disjoint Ω i subdomain and on Ω i . i is a matrix of zeros and ones with a number of rows equal to the number of algebraic unknowns in subdomain Ω i and a number of columns equal to the number of degrees of freedom in the whole domain Ω . Multiplying i by gives the portion of corresponding to Ω i . Multiplying ̃ i by gives the portion of corresponding to the 0-overlap disjoint restriction of Ω i . Each application of
corresponds to the solution of the local problem on subdomain i, computed [26] leads to trivial coarseto-fine and fine-to-coarse interpolation matrices coarse and T coarse , consisting of only 0s and 1s.
Numerical results
We consider both a 2D model of a 2 × 1 vibrating micromembrane array and a nxn 3D model: see Fig. 2 . One cell consists of a silicon membrane vibrating in water due to the electrostatic force resulting from a sine voltage with a DC bias applied between the electrode and the ground. In the 3D case the electric ground is separated from the mechanical clamp by an insulating silicon dioxide layer. Water is considered for the fluid to better illustrate the cross talk between cells, air leads to weaker cross talk. Formulation (12) is solved in the silicon, formulation (11) is solved in the silicon, silicon dioxide and in the vacuum gap and formulation (13) is solved in the fluid. The whole mesh is made up of about 13,000 quadrangles in 2D (2 membranes) and 250,880 hexahedra in 3D (144 membranes and the outer fluid layer). Homogeneous Dirichlet boundary conditions are applied on the clamp for the elasticity formulation and on the ground for the electrostatic formulation.
The dimensions of the vibrating membranes are chosen close to the dimensions of a modern CMUT [42] . For the numerical tests, the following geometrical and material characteristics have been used: membrane length of 50 μ m (of which 40 μ m lie above the vacuum gap), solid support pillars thickness of 10 μm, membrane thickness 750 nm, vacuum height 500 nm (pull-in expected for a displacement of about 1 3 ⋅ 500 nm), electrode length of 10 m; silicon and air with electric permittivity silicon = 11.7 ⋅ 8.854 ⋅ 10 
Nonlinear behaviour
In practical CMUT applications a close-to-linear vibration is achieved by adding a tiny alternating voltage (e.g. 1% of the pull-in voltage) to a big constant excitation voltage (e.g. 90% of the pull-in voltage). In this paper, however, the nonlinear behaviour is put to the fore by applying a larger than usual alternating voltage. In the 2D test case an electrodeto-ground excitation of v(t) = 40 + 40 sin(2 ⋅ 800,000 t)
[V] with a strong alternating voltage is chosen for a pullin voltage of about 110 V and a first mode resonance at about 1 MHz. Let us denote the multiharmonic expansion of the displacement, pressure and electric potential field as
.. with s1 and c1 , respectively, the in-phase and quadrature vibration with respect to the electric sine excitation. The shapes of the first 9 vibration harmonics (i.e. Fig. 2 Cut view of a single 3D membrane and perspective view of a 10 by 10 3D micromembrane array-fluid not displayed on the array. Not to scale Fig. 3 Shapes of the displacement harmonics 0 , s1 , c1 , s2 , c2 , s3 , c3 , s4 , c4 (from top to bottom) for a single (left) and two (right) membranes. In the latter case only the left membrane is dynamically excited. For a given harmonic the displacement is exaggerated by the same factor for the left and right image.eps 0 , s1 , c1 , s2 , c2 , s3 , c3 , s4 , c4 for the displacement field) are displayed in Fig. 3 and the absolute magnitude of the displacement, the pressure and the electric potential in this test case are shown in Fig. 5. Figure 4 shows the same simulation on three cross-talking membranes. Comparing Figs. 3 and 4 shows that the cross talk and the array size dramatically influence the membrane vibration: as an example when a third unexcited membrane is added to the right of the two membranes the s1 vibration is significantly stronger.
The cross talk and the nonlinear behaviour are clearly visible in Fig. 3 , where multiple mechanical vibration harmonics appear because of the nonlinearity. With a tiny alternating electric excitation component the Fourier terms 0 , s1 and c1 are dominant: the behaviour is close to linear. The terms s2 and c2 grow bigger as the alternating excitation component is increased and the constant component is decreased. If the constant component is dropped all what is left is 0 , s2 , c2 and higher harmonics. This makes physical sense since the electric force acting on the membrane will have the same direction no matter the sign of the alternating electric potential: the vibration frequency is doubled. Another impact of the nonlinear behaviour is the appearance of new resonance peaks between 0 Hz and the first mode linear resonance frequency. As an example the Fourier term c2 vibrates at twice the c1 vibration frequency and resonates thus at an electric excitation frequency of about half the first mode linear resonance frequency. The bottom harmonics visible in Fig. 3 are clearly vibrating beyond their first resonance mode. An additional nonlinear behaviour visible on the figure is the different time-constant deformation (top of the figure) on the left and right membranes, even though both have a same constant excitation of 40 V. This comes from the coupling between harmonics when nonlinearity is considered.
Multiharmonic resolution
Both the staggered and the monolithic (with Newton's method) resolutions are used in the multiharmonic framework to get the steady-state nonlinear solution of the electroelastoacoustic problem. Discretising this stiff structure-fluid interaction problem leads to an ill-conditionned algebraic problem [43] . Fortunately the pressure in the elastoacoustic and electroelastoacoustic coupled system can be scaled by the scalar factor a, as mentioned in Sect. 2.3 ( a = 10 10 in this paper): the acoustic pressure is artificially divided by a but to end up with the right solution the pressure force on the membrane is multiplied by a. Doing so brings the measured 10 18 matrix conditionning in 3D back to 10 6 (with an ⋅ V ) for each of the 9 first harmonics on the two membrane geometry. Pressure is measured at the membrane top extra diagonal scaling). The pressure obviously needs to be multiplied by a afterwards. Because the contribution to the nonlinear residual of the acoustic pressure is underestimated by a factor a we multiply it by a.
As can be seen in Fig. 5 for an accurate solution only five harmonics need to be considered in the Fourier truncation of the pressure and displacement field while two are sufficient for the electric potential in the 2D test case settings. Solving for all harmonics at once in a multiharmonic resolution will lead to a much larger problem to solve than for a classical time resolution with, e.g. a Newmark scheme. In the staggered resolution scheme of Sect. 2.3 however, the large elastoacoustic problem (12, 13 ) that needs to be solved at every nonlinear iteration of the multiharmonic resolution can be solved separately for every frequency, that is for 0 separately from the group s1 , c1 , P s1 and P c1 , separately from s2 , c2 , P s2 and P c2 .... This decoupling results from the linearity of the elasticity and acoustic formulations and is illustrated in the sparsity pattern of Fig. 6 . For the smallersized electrostatic problem however all harmonics are coupled since the problem is computed on the displacementdeformed mesh. Figure 7 compares the three major time consuming steps in the multiharmonic resolution on the 2D test case with third order finite elements, for the electrostatic formulation (11) , for the electrostatic force and for Newton's Jacobian when an increasing number of harmonics is considered in the Fourier truncation of the unknown fields. The time required to do all prior symbolic computation (done only once) is compared to the time required to generate the stiffness matrices in the multiharmonic framework and to compute their LU decomposition (timings for the 3D problems can be obtained in [24] ). As expected Newton's Jacobian dominates all timings and should thus be used only when its faster nonlinear convergence makes it worthwhile. The symbolic computation time takes a non negligeable proportion of the generation and LU decomposition times. It can however be computed once and for all when starting the process and its cost is independent of the number of elements in the mesh. The generation time also takes longer than the actual LU decomposition time in this 2D setting. In any case for the staggered nonlinear resolution scheme where all harmonics need to be solved together only for the electrostatic problem a large number of harmonics can be treated in a reasonable amount of time both in 2D and in 3D [24] . Finally it is worth noting that the matrix conditionning for both the electrostatic formulation and Newton's Jacobian stay stable with an increasing number of harmonics (Fig. 8 ).
Comparison with time-domain solver
In the 2D test case, when the electric excitation frequency is set closer to membrane resonance, a classical Newmark scheme [11, 12] has been observed to bring the membrane beyond pull-in due to a transient displacement overshoot, never reaching steady state. When steady state can be reached (with an electric excitation of 800 kHz) the transient oscillations still need several tens of electric excitation periods to be decently damped (thanks to the emitted acoustic power, a major damping cause in water) as shown in Fig. 9 . This figure compares for the first five displacement harmonics the maximum of the multiharmonically computed harmonics (horizontal lines) with the harmonics computed via a Fourier transform at every electric excitation period in the Newmark time resolution. With at least 200 time steps per period there is a good match between both resolution methods, but the larger size of the multiharmonic resolution is massively overcompensated by the large number of time steps needed to correctly approximate the steady state in the time resolution. The multiharmonic resolution is in 
Large 3D array with domain decomposition
Our multiharmonic framework combined to the domain decomposition method can be used to compute challenging nonlinear 3D problems. The steady-state solution was computed for a large 3D CMUT array vibrating in water. The array contains 144 elementary 3D cells whose cross section is depicted in Fig. 2 . For high accuracy seven harmonics have been used in the Fourier truncation of the displacement, pressure and electric potential fields: out of the 7 the last 2 are negligeable while the first and the fifth are the largest. After discretisation there are 2, 206, 526 degrees of freedom in the unknown vector of the electrostatic problem and 18, 305, 463 in , for the elastoacoustic problem. The solution time on 196 processing units (2 GHz Intel cores with 4 GB RAM) was about 8 h per staggered nonlinear iteration with a non-optimised Matlab implementation (3 iterations accurately solve the nonlinearity). Parallel to the membrane, structured mesh layers made up of 16 × 16 order 2 hexahedra were used. The fluid was 2 membrane-length ( 100 μm) high and meshed with 2 layers. Figure 11 shows the nonlinear solution for displacement and pressure harmonics c5 and P c5 in case of a 70 V electrode to ground DC bias applied on all cells with an additional 70 sin(2 ⋅ 10 6 t) V applied only on the bottom left cell and on the seventh cell of the (11) and Newton's Jacobian upper row. Because the pull-in voltage is around 200 V and the membrane vibrates close to resonance the displacements changed by up to 30% in the staggered nonlinear iterations and nonlinearity had thus to be taken into account. Without the coarse grid preconditionner, because of the size of the array, the DDM required a rather large amount of iterations to reach a low tolerance as visible in Fig. 10 . The figure shows the number of iterations required to reach a 10 −9 tolerance on the relative residual in the GMRES DDM solver of the elastoacoutic problem versus the size of the array for the 4 frequencies in the Fourier truncation of the mechanical displacement and acoustic pressure fields. The coarse grid preconditonner dramatically improves this aspect. It is worth noting how slow the increase is for the constant and the 1f 0 frequencies. This is closely related to the low cross talk that has been observed on them. For the 2f 0 frequency displayed in Fig. 11 , the cross talk is the strongest and the iteration count still increases with the coarse grid but at a slower rate.
Conclusion
This paper has detailed a robust and efficient method to compute the nonlinear, steady-state behaviour of large arrays of electrically actuated micromembranes vibrating in a fluid. The method combines a high-order multiharmonic finite element formulation with a staggered domain decomposition scheme, which was successfully applied to both 2D and 3D models of capacitive micromachined ultrasonic transducers (CMUTs). The speedup and robustness of the method has been demonstrated by comparing it to a classical timestepping approach, and the complexity of the multiharmonic implementation has been shown to be dramatically reduced by using simple symbolic manipulations of the weak formulations. To illustrate the potential of this approach for realistic applications, a full 3D model of a CMUT with 144 
