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Abstract—Cooperation between the nodes of wireless multihop
networks can increase communication reliability, reduce energy
consumption, and decrease latency. The possible improvements
are even greater when nodes perform mutual information accu-
mulation using rateless codes. In this paper, we investigate routing
problems in such networks. Given a network, a source, and a
destination, our objective is to minimize end-to-end transmission
delay under energy and bandwidth constraints. We provide
an algorithm that determines which nodes should participate
in forwarding the message and what resources (time, energy,
bandwidth) should be allocated to each.
Our approach factors into two sub-problems, each of which
can be solved efficiently. For any transmission order we show that
solving for the optimum resource allocation can be formulated
as a linear programming problem. We then show that the
transmission order can be improved systematically by swapping
nodes based on the solution of the linear program. Solving a
sequence of linear programs leads to a locally optimal solution
in a very efficient manner. In comparison to the proposed
cooperative routing solution, it is observed that conventional
shortest path multihop routing typically incurs additional delays
and energy expenditures on the order of 70%.
Our first algorithm is centralized, assuming that routing
computations can be done at a central processor with full access
to channel state information for the entire system. We also design
two distributed routing algorithms that require only local channel
state information. We provide simulations showing that for the
same networks the distributed algorithms find routes that are
only about two to five percent less efficient than the centralized
algorithm.
I. INTRODUCTION
Multihop relay networks are one of the most active research
topics in wireless communications. The use of relays enables a
number of performance improvements. Energy efficiency can
be improved since the distances over which each node must
transmit are often reduced significantly. Improved robustness
to fading and failure of individual nodes results from the
increased number of possible transmission paths connecting
source and destination, reducing the probability of loss of
session connectivity.
The most basic form of relaying consists of routing in-
formation along a single path. Data packets are passed from
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one node to the next in a manner akin to a bucket brigade.
For example, this approach underlies the widely used Zigbee
standard [1] for low-rate, low-power networking. More sophis-
ticated methods that require tighter synchronization between
nodes at the physical and media access control (MAC) layer
can lead to much larger performance gains; see, e.g., [2]–[6]
and the references therein.
At a high level multihop relaying can be broken down
into two distinct sub-problems. The first is the design of
physical and MAC layer techniques for relaying information
from one set of nodes to the next. The second is routing,
i.e., identifying which of the available nodes should participate
in the transmission and what system resources (time, energy,
bandwidth) should be allocated to each. These two sub-
problems are connected. As we see in this paper the physical
layer technique employed strongly influences the optimum
route.
Most of the routing papers in the literature are based on
physical layer techniques that either use virtual beamforming
or energy accumulation. In virtual beamforming the amplitude
and phases of the signals at transmitting nodes are adjusted to
interfere constructively at the receiver [7]–[9]. In energy accu-
mulation multiple transmissions are combined non-coherently
by receiving nodes. This is enabled, e.g., through space-time or
repetition coding [10], [11], [25]. A different approach based
on mutual-information accumulation is proposed in [12], [13].
The difference between energy accumulation and mutual
information accumulation is most easily understood from the
following example. Consider binary signalling over a pair of
independent erasure channels each having erasure probability
pe from two relays to a single receiver. If the two relays use
repetition coding, corresponding to energy accumulation, then
each symbol will be erased with probability pe2. Therefore,
1 − pe
2 novel parity symbols are received on average per
transmission of the two transmitters. On the other hand, if
the two transmitters use different codes, the transmissions are
independent and on average 2(1 − pe) novel parity symbols
(which exceeds 1− pe2) are received per transmission.
For Gaussian channels (or fading channels with decoder
channel state information) at low signal-to-noise ratios (SNRs)
energy accumulation is equivalent to mutual-information ac-
cumulation because at low SNRs capacity is approximately
linear in SNR. However, as SNR increases, mutual-information
accumulation gives better results than the either virtual beam-
forming or energy accumulation. For this reason mutual-
information accumulation is the physical-layer technique used
in this paper. Mutual information accumulation can be realized
through the use of rateless codes of which Fountain and Raptor
codes [16]–[18] are two prominent examples.
The primary contributions of the current paper are threefold.
2• First, we present a mathematical formulation of the
routing problem with mutual-information accumulation
where the objective is to minimize end-to-end delay
under various bandwidth and energy constraints. The
cases of energy minimization under end-to-end delay
and bandwidth constraints or of bandwidth minimization
under end-to-end delay and energy constraints can be
treated in a completely analogous manner.
• Second, under the assumption of centrally available and
complete channel state information (CSI), we detail an
iterative method to optimize the route based on solving a
sequence of linear programs. Each linear program solves
for the optimal resource allocation for a given route.
The resulting allocation is then used to update the route
and the method proceeds iteratively. By leveraging our
solution to revise the route, the proposed algorithm can
find a “good” route very efficiently.
• Finally, taking inspiration from our centralized solution,
we provide two distributed algorithms that require only
local CSI. Simulations show that the resulting solutions
require less than 5% additional energy for the same end-
to-end delay as the centralized solution.
To our knowledge, there has been little prior work in-
vestigating routing in networks consisting of nodes using
mutual-information accumulation. In [12] mutual information
accumulation is considered for a single-relay network. Mutual
information accumulation is also investigated in [13], but the
analysis therein assumes network “flooding”, i.e., all nodes
transmit all the time; this is not an optimum use of energy.
Regarding linear-programming based routing solutions for ad-
hoc networks, in [10], [11] the routing problem is posed as
a linear-program, but the physical layer technique assumed is
energy accumulation. Furthermore, the outcome of the linear-
program is not further explored to improve the selected route.
Another heuristic algorithm for routing with energy accumu-
lation was proposed in [25]. In [24] a heuristic algorithm
for relaying information with hybrid ARQ (automatic repeat
request) with mutual information accumulation over time is
derived. In contrast to our paper, however, [24] assume that
when relay nodes transmit simultaneously, they send out the
same signal.
An outline of the paper is as follows. We present the system
model in Sec. II. We present and discuss illustrative results
in Sec. III. The centralized routing and resource allocation
algorithm, and its constituent parts, are developed in Sec. IV.
In Sec. V we describe the two distributed algorithms. We
provide details of simulation results in Sec. VI and conclude
in Sec. VII. Proofs are provided in the appendix.
II. SYSTEM MODEL
In this section we present our system model. We consider
a uni-cast network consisting of N +1 nodes: the source, the
destination, and N − 1 relay nodes. The network’s objective
is to convey a data packet composed of B bits from source
to destination in the minimum time under sum-energy and
bandwidth constraints.1 The relays may participate actively
in packet transmission or may remain silent for the duration
of communication. Relay nodes operate under a half-duplex
1Multiple messages can be transmitted in parallel over (quasi-) orthogonal
channels. See the discussion in [19] and [13].
constraint: they can either transmit or receive but cannot do
both simultaneously. To simplify analysis we assume that a
node’s only significant energy expenditure lies in transmission;
reception, decoding, and re-encoding entail no significant
overhead. We note that this assumption can be relaxed within
the framework presented.
The ith node operates at a fixed transmit power spectral
density (PSD) Pi (joules/sec/Hz), uniform across its trans-
mission band. The propagation channel between each pair of
nodes is modeled as frequency-flat and block-fading, where the
coherence time of the channel is larger than any considered
transmission time of the encoded bits. The channel power gain
between the ith and the kth nodes is denoted hi,k. Under
these assumptions, the spectral efficiency of data transmission
from node i to node k can be expressed, following Shannon’s
classical formula [21], as
Ci,k=log2
[
1+
hi,kPiWi
N0Wi
]
=log2
[
1+
hi,kPi
N0
]
bits/sec/Hz,(1)
where N0/2 denotes the PSD of the (white) noise process.
If node i is allocated the time-bandwidth product Ai sec-
Hz for transmission, the potential information flow from node
i to node k is AiCi,k bits. Our first assumption is that
nodes use codes that are ideal in the sense that they fully
capture this potential flow, working at the Shannon limit at
any rate. Nodes are further designed to use independently
generated codes for relaying. This design choice connects to
our second assumption which is that, without any rate loss,
a receiver can combine information flows from two or more
transmitters. If, for example, transmitting nodes i and j are
allocated time-bandwidth products Ai and Aj , respectively,
our two assumptions mean that node k can decode as long as
the mutual information accumulated by node k exceeds the
message size, i.e.,
AiCi,k +AjCj,k ≥ B. (2)
The use of independently-generated codes is crucial to the
mutual-information accumulation condition reflected in (2). If
the same code were used by each transmitter, the receiver
would get multiple looks at each codeword symbol. This is
“energy-accumulation.” By getting looks at different codes
(generated from the same B information bits) the receiver
accumulates mutual information rather than energy.
Although other implementations are possible, the two as-
sumptions of ideal codes and mutual-information accumula-
tion from multiple streams can most naturally be realized
(albeit approximately) through the use of “fountain” (or “rate-
less”) codes [20]. Fountain codes encode information bits
into potentially infinite-length codewords; additional parity
symbols are sent by the transmitter until the receiver is able
to decode. For a discussion of how well fountain codes can
fulfill our assumptions, see, e.g., reference [13]. The non-ideal
nature of existing implementations of fountain codes can be
handled in the optimization framework of this paper without
undue trouble. For example, one can incorporate an overhead
factor of (1 + ǫ) into the right-hand side of (2).
While the example of (2) considers only two nodes, in gen-
eral a receiver will combine receptions from all transmitting
nodes to recover the data. The only requirement for decoding
is that the total received mutual information, summing over
all transmitting nodes, exceeds B bits [13].
3The network also operates under bandwidth and energy
constraints. We study the case where these resources are
constrained on a per-node basis and also the case where the
constraints are imposed on the sum allocation across nodes.
Such constraints involve the Ai and the AiPi products. Full
details will be provided in Section IV.
III. MOTIVATION
In this section we illustrate the improvements made possible
by combining mutual information accumulation with route op-
timization for a simple one-dimensional network. This model
is amenable to closed-form analysis. We present these results
prior to their full derivation in Section IV-E, so that readers can
develop a sense of the possible improvement before delving
into the full details of the algorithms and analysis.
The one-dimension network we consider consists of N +
1 nodes equally-spaced along the line segment [0, D]. The
source node 0 is located at the origin and the destination node
N is located at D. The channel power gain between two nodes,
i < j, is proportional to (di,j)−2 = (N/D)2(i − j)−2. As is
fully developed in Section IV-E, under a system-wide sum-
bandwidth constraint WT, we can analytically solve for the
transmission duration τc achieved by our cooperative protocol.
Consider the case where Pi = P for all i. In this case the
cooperative strategy that minimizes the transmission duration
τc is for the source (node 0) to transmit long enough that node
1 can decode the message and then to stop transmitting. At
that point node 1 starts to transmit (since it has received the
packet) and its connectivity C1,k > C0,k for k > 1 (since
Pi = P for all i and d1,k < d0,k). Thus it is better to allocate
the full system bandwidth to node 1 rather than reserving some
so that node 0 can continue to transmit. Subsequent trans-
missions last until the next node decodes. For example, the
transmission from node i lasts until node i+1 decodes. Each
transmission is shorter than the previous transmission. This is
due to the mutual information already accumulated by nodes
further down the chain during earlier nodes’ transmissions.
The process of “passing on” the information from node to
node continues until the destination decodes the packet.
For comparison we also solve for τnc the transmission
duration achieved by the best non-cooperative scheme where
mutual-information accumulation is not performed. In this
protocol each node listens only to a single transmission. Unlike
in the cooperative system, in such a system the optimal route
depends on the magnitude of P , the transmission PSD. When
P is sufficiently low, the optimal route is the same as the
cooperative one. That is, each relay node passes the message
to the adjacent relay node that is closer to the destination. As
P increases, relay nodes instead pass the message to relays
further down the line towards the destination. In fact, when
P is sufficiently large, the optimum (i.e., τnc minimizing)
strategy is for the source to transmit directly to the destination.
The cooperative gain, defined as the ratio τnc/τc, is plotted
in Fig. 1 for unit-spaced nodes (D = 100, N = 100, B =
20 nats) as a function of the system-wide transmission power
PWT. The curve is piece-wise linear. The non-differentiable
break points correspond to the powers at which the optimum
non-cooperative (shortest-path) route changes. For example,
for (roughly) 0 ≤ PWT ≤ 8 all 100 nodes participate, for
8 ≤ PWT ≤ 24 half the nodes participate, for 24 ≤ PWT ≤
0 20 40 60 80 100
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
PSfrag replacements
Co
o
pe
ra
tiv
e
ga
in
:
τ c
/
τ n
c
Transmission power: PWT
Fig. 1. Cooperative Gain of the One Dimensional Network.
47 one-third participate, for 47 ≤ PWT ≤ 78 one-quarter
participate and so forth.
As N approaches infinity, and P approaches zero, so that
the product PN2 stays small, we show in Section IV-E that
the cooperative gain converges to π2/6 ≃ 1.64. As can be
seen by inspecting Fig. 1, the cooperative gain is greater at
higher transmission PSDs.
Note that in this example since Pi = P for all i and the
sum-bandwidth is fixed, the energy expended by the cooper-
ative and non-cooperative schemes is τcPWT and τncPWT,
respectively. In this case the ratio τc/τnc is the same as the
ratio between the energy expended in the cooperative and
non-cooperative cases. We subsequently show that this is a
general characteristic of equal-transmit PSD sum-bandwidth
constrained system.
While the example one-dimensional network has an ex-
tremely simple topology, it illustrates two central character-
istics of routing with mutual-information accumulation. First,
the use of mutual-information accumulation decreases packet
latency and energy usage. Second, the optimum route in a
network with mutual-information accumulation can be quite
different from the optimum route in a multihop network. These
characteristics carry over to more complicated (and more
practically relevant) two-dimensional networks. Illustrative
examples of two-dimensional networks are given in Sec. VI.
IV. CENTRALIZED ALGORITHMS
We now consider the general task of optimizing route
and resource allocations for two-dimensional networks with
arbitrary attenuation between nodes. Our strategy is first to
introduce the idea of the “transmission order”.2 This is the
order in which the nodes are allowed to come on-line as
transmitters. We can think of the transmission order as the
route used by the cooperative scheme. Since a node cannot
transmit until it has decoded the message, a node’s position
in the transmission order put constraints on the resources
allocated to transmitters prior to it in the order. We then iterate
between two sub-problems:
2In earlier papers, [14], [15] in the place of “transmission order ” we used
the term “decoding order”.
41) First, for the given transmission order, we determine
the optimum transmission parameters. This resource
allocation problem turns out to be a linear program (LP).
2) Second, based on the solution of the LP we revise the
transmission order.
In Sec. IV-A we provide a parametrization of the routing
problem and show that, given a particular transmission order,
the resource allocation problem can be expressed as an LP. In
Section IV-B we show how to use the solution of the LP to
generate a new transmission order that is at least as good in
terms of end-to-end delay as the previous order. As indicated
above, our final route and resource allocation algorithm, pre-
sented in Sec. IV-C, iterates between (a) solving an LP to find
the optimal allocations for the current transmission order, and
(b) revising the order to get an order with a lower delay. This
iterative procedure finds a very good locally optimal (and often
globally optimal – as we have verified on small networks)
route and the corresponding resource allocations efficiently,
even for very large networks.
A. Problem parametrization and LP-based resource allocation
Our parametrization of the routing problem revolves around
the “transmission order”. We define the transmission order by
starting with any ordering of the N +1 network nodes where
the source node is the first node in the order. The transmission
order is the sub-sequence that starts with the source node,
always labelled 0, and ends with the destination node, always
labelled L where 1 ≤ L ≤ N . The transmission order indicates
the order in which nodes can come on-line as transmitters.
Since each node must decode before it can transmit, a node’s
position in the order puts constraints on the mutual information
that that node must accumulate from earlier nodes in the order.
As nodes L+1, . . .N never transmit (since they come on-line
after the destination decodes), they are not considered part of
the transmission order.
We denote the time at which node i decodes the message
as Ti where T0 = 0 and TL is the duration of the source-
to-destination transmission. Instead of working with the Ti
we find it more useful to work with the inter-node decoding
delays, ∆i, where ∆i = Ti − Ti−1 for 1 ≤ i ≤ L. Message
transmission can be thought of as consisting of L phases. The
ith phase is of duration ∆i and is characterized by the fact
that at the end of the phase the first i nodes have all decoded
the message.3 We refer to each phase as a “time-slot”. Time-
slots are not of pre-set or equal lengths, rather their lengths
are solved for in the optimization problem stated next.
For a given transmission order we find the resource alloca-
tion minimizing end-to-end delay TL. The objective function
is
TL =
L∑
i=1
∆i. (3)
We minimize this linear objective function subject to the
following constraints: (i) ∆i ≥ 0 for all i, (ii) node i must
decode by time Ti =
∑i
l=1 ∆l, (iii) the energy constraint(s),
and (iv) the constraint(s) on the use of time and bandwidth.
We state constraints (ii)–(iv) in turn.
3In fact, as will become more clear when we discuss finding the best
transmission order, additional nodes may have already decoded. But the first
i node are guaranteed to have already decoded.
First consider the decoding constraints. We express each of
the L such constraints as
k−1∑
i=0
k∑
j=i+1
Ai,jCi,k ≥ B for all k ∈ {1, 2, . . . , L} (4)
where
Ai,j ≥ 0 for all i ∈ {0, 1, . . . , L− 1}, j ∈ {1, 2, . . . , L}.
The Ai,j are the degrees-of-freedom, i.e., the time-bandwidth
product (or “area” in sec-Hz) used by the ith node in the
jth time slot. Recall that Ci,k is the spectral efficiency
(bits/sec/Hz) of the channel connecting the ith transmitter to
the kth receiver. The kth node is required (by definition) to
decode by the end of the kth time slot. Eq. (4) says that the
total mutual information flow to the kth node must exceed B
bits by the end of the kth time slot. Only the first k−1 nodes,
that are earlier in the transmission order, can contribute to this
sum.
The constraints (4) only include nodes in the transmission
order. Not all N + 1 nodes in the network need be included.
For instance, if one node (neither source nor destination) is
far from the rest (or masked by a building), then including
decoding constraints for it in the set (4) would increase the
total delay TL. As we discuss when we present the “swapping”
algorithm that improves the transmission order, nodes can be
swapped out of the order. Such nodes are then no longer
treated as part of the network and L is decreased by one.
Next we consider constraints on energy and bandwidth.
These can take the form of either sum constraints that apply
to the sum-allocation across all nodes or per-node constraints
that are applied to each node individually. Either type of
energy constraint can be paired with either type of bandwidth
constraint. Alternately, both sum and per-node constraints can
be enforced. In the following subsections we describe the
specifics of each case.
1) Sum-energy constraint: A sum-energy constraint ET is
expressed as
L−1∑
i=0
L∑
j=1
Ai,jPi =
L−1∑
i=0
L∑
j=i+1
Ai,jPi ≤ ET. (5)
where the equality holds because Ai,j = 0 for j ≤ i. This
is true since node i has not decoded until the end of slot i
and therefore can only transmit (and therefore would only be
allocated positive bandwidth) in slots i+ 1, . . . , L.
2) Per-node energy constraint: For the case of per-node
energy constraints Ei we replace (5) with
L∑
j=i+1
Ai,jPi ≤ Ei for all i ∈ {1, 2, . . . , L}. (6)
3) Sum-bandwidth constraint: A sum-bandwidth constraint
WT applied across all nodes can be expressed in terms of the
time-bandwidth product allocated to each user in each time
slot as
j−1∑
i=0
Ai,j ≤ ∆jWT for all j ∈ {1, 2, . . . , L}. (7)
54) Per-node bandwidth constraint: If system bandwidth
is divided into parallel channels, which can be allocated at
most a single transmitter at any given time, we need impose
bandwidth constraints on a per-node basis. In this case, instead
of the L constraints in (7), this model results in L2 constraints,
one per node per time slot:
Ai,j ≤ ∆jWi for all
i ∈ {0, 1, . . . L− 1}
j ∈ {1, 2, . . . , L}
. (8)
Commonly, each parallel channel may be of the same band-
width so that Wi = Wnode for all i.
5) Discussion of bandwidth constraints: We now make
some comments respecting the sum-bandwidth and per-node
bandwidth constraints. Considering the sum-bandwidth con-
straint, several aspects of (7) are worth noting. First, the
specific time-bandwidth allocation to each node within each
transmission slot is not specified. This is because we model the
fading as block-fading and frequency-flat. Therefore, within
the transmission band, each transmitter is agnostic as to what
is its exact time-bandwidth allocation. Degrees-of-freedom are
treated like a fluid, and only the allocated time-bandwidth
product is important. Our ideal rateless codes (and associated
modulation techniques) are assumed to be able to use opti-
mally whatever region of the spectrum is allocated each node
for transmission.
Because the degrees-of-freedom are treated as a fluid, the
optimal solution under a sum-bandwidth constraint can always
be implemented by scheduling just one node to transmit at any
given instant. In time slot j we allocate the whole bandwidth
to node i for duration of Ai,j/WT sec. The ordering of
transmissions within a time slot is immaterial since only at
the end of the time slot do we require the next node in the
order to be able to decode.
When both sum-energy and sum-bandwidth constraints are
applied, we have the following theorem, proved in Ap-
pendix A.
Theorem 1. Under a sum-bandwidth constraints, if Pi = P
for all i then the solution that minimizes delay also minimizes
the sum energy.
This theorem tells us that in this setting there is no trade
off between energy and delay. The minimum-energy route is
identical to the minimum-delay route. We give an example in
Section VI.
Per-node bandwidth and transmission PSD constraints are
useful for modeling, e.g., ultra-wideband communication sys-
tems. In ultra-wideband systems, available bandwidth and
transmit power are determined by frequency regulators [26].
Furthermore, constraints on the spreading factor are imposed
by limits on hardware complexity as well as requirements of
communications standards [27]. Consequently, a large number
of orthogonal channels can be available, with each node being
able to use exactly one of them.
6) Alternate Objective Functions: The LP framework pre-
sented is flexible enough to accommodate a number of useful
objective functions that can take the place of delay. For
example, instead of delay minimization one might rather
minimize the sum-energy expenditure
L−1∑
i=0
L∑
j=i+1
Ai,jPi
subject to an end-to-end delay constraints ∑Li=1 ∆i ≤ τtot, as
well as bandwidth constraints.
Alternately, one might be interested in minimizing the time-
bandwidth footprint. This could be used to improve the per-
formance of parallel transmissions (between different source-
destination pairs) within the network under consideration,
or could be used to minimize inter-network interference (if
multiple networks are operating in the same area). In this case
one could choose the objective function to be
L−1∑
i=0
L∑
j=1
Ai,j
subject to delay and energy constraints.
Finally, in the place of the unicast setting on which we focus
in this paper, multicasting can also be addressed in the current
framework by appropriately adjusting the objective function
and constraints. We discuss the multicasting scenario further
in Section IV-D.
B. Optimizing transmission order
The use of mutual information accumulation makes the
optimum transmission order quite different from the non-
cooperative multi-hop route. Because the accumulation of
mutual information by each node extends across many time
slots, the decoding process can have a very long memory. This
makes it impossible to solve for the best transmission order
efficiently through dynamic programming. At the same time
since in a network of N + 1 nodes there are
∑N
i=0
(N−1)!
(N−1−i)!
distinct orderings (> 1063 for N = 50), exhaustive search of
all orderings quickly exceeds computational capabilities.
In this section, we present a theorem that tells us how to
improve the transmission order by exploiting the characteris-
tics of the LP solution obtained in Section IV-A. Consider an
arbitrary transmission order. Define
x
∗ =
[
∆∗1, . . . ,∆
∗
L, A
∗
0,1, A
∗
0,2, . . . A
∗
0,L, A
∗
1,2, . . . , A
∗
L−1,L
]
to be the optimum solution obtained by the linear program
for the order. Denote the optimum decoding delay as T ∗L =∑L
i=1 ∆
∗
i . The following theorem is proved in Appendix B.
Theorem 2. If ∆∗i = 0, use T ∗∗L to denote the optimum decod-
ing delay (under the same energy and bandwidth constraints)
of the “swapped” transmission order:
[0, . . . , i− 2, i, i− 1, i+ 1, . . . , L] if i ≤ L− 1
[0, . . . , L− 2, L] if i = L . (9)
Then T ∗∗L ≤ T ∗L.
The intuition behind Theorem 2 is illustrated in Figure 2.
A solution to the LP with ∆i = 0 indicates that either node
i decodes at exactly the same time as node i− 1 (which will
never be the case in reality) or that, although later in the
order, node i can actually decode before node i−1. Therefore,
swapping the positions of nodes i and i− 1 in the order will
typically gives a decrease in the TL once the LP is solved for
the revised order. If i = L the destination is swapped with the
node prior to it in the order. In this case that node (L− 1) is
dropped from the order.
6time = 0
4
∆  = 03
∆ 2∆ 1 ∆ L
node L(destination)
decodes
node L−2
decodes
node 3 also
decodes
node 2
decodes
node 1
decodes
. . . . . . . . . . .
∆
Fig. 2. Intuition behind order-swapping algorithm for ∆3 = 0.
C. Algorithms for route & resource allocation optimization
We are now in position to state the iterative route
optimization algorithm. The algorithm alternates between
revising the decoding order and solving the resulting LP
until a route with locally optimal delay is obtained. While in
general we obtain a local minimum, for small networks (of,
e.g., 15 nodes, where we can exhaustively search all orders)
we almost always reach the global optimum. Additionally,
since the algorithm is quite efficient, we can try a number of
different initializations to avoid particularly bad local minima.
Algorithm 1:
1) Start with an initial transmission order.
2) Use the linear program of Section IV-A to solve for the
parameters of the minimum-delay solution.
3) Based on Theorem 2 adapt the transmission order to
find an ordering whose minimum-delay solution is upper
bounded by the delay of the current solution. Specifi-
cally:
a) For any i such that (a) ∆i = 0 and (b) ∆i−1 6= 0,
swap the positions of the two nodes in the trans-
mission order.
b) If the node L − 1 is swapped with node L, drop
(the former) node L − 1 from the order entirely.
The resulting order contains only L− 1 nodes.
4) Repeat steps 2)–3) until an ordering is obtained with an
associated set of parameters x∗ satisfying ∆∗i > 0 for
all i. At this point terminate the algorithm.
Since the number of constraints in the linear program is
linear in the network size, and the swapping algorithm is very
simple, the routing algorithms can be applied to quite large
networks.
In the following sub-sections we discuss various aspects
of the algorithm in more depth, such as initialization and
characteristics of certain special cases.
1) Initialization: If we initialize Algorithm 1 with an
arbitrary transmission order at the target energy constraint(s)
we typically find that ∆∗i = 0 for too many nodes for the
search of the order space to get started. To address this issue
we introduce the following algorithm that starts from feasible
transmission order and (perhaps) relaxed energy constraint
corresponding to that order. Following the presentation of
Algorithm 2 we specify the choices we make in various cases.
Algorithm 2:
1) Initialize the algorithm with the initial transmission
order and corresponding energy constraint.
2) Tighten the energy constraint slightly.
3) Use Algorithm 1 to re-optimize the route under the new
energy constraints.
4) If the energy constraint now equals the target energy,
terminate the algorithm. Otherwise, using the newly
found route, return to step 2).
Algorithm 2 solves a sequence of route optimizations using
Algorithm 1 under tighter and tighter energy constraints until
the target energy is met. The optimized route found under one
energy constraint is used to initialize Algorithm 1 under the
next, slightly tighter, energy constraint. As with most non-
linear iterative optimization routines, the choice of step size
is important. In Algorithm 2 the step size corresponds to
the increment by which the energy constraints are tightened.
Ideally, the energy constraints are tightened only enough that a
single ∆∗i = 0. This can typically be accomplished by making
the increment small or dynamically choosing the increment.
That is, if the energy constraint is tightened too much (multiple
∆i = 0), one can reduce the increment and re-optimize.
We now discuss the initial transmission order we use for
specific cases. When per-node bandwidth constraints (8) are
applied we initialize Algorithm 2 with the “flooding” order,
while when a sum-bandwidth constraint is applied (7) we
instead initialize using the non-cooperative route found via
Dijkstra’s shortest-path algorithm. First, consider per-node
bandwidth constraints. In this setting there is a trade-off
between energy and delay. At one extreme, when the energy
constraint is fully relaxed, nodes are allowed unlimited energy
consumption and the network can thereby achieve the mini-
mum possible transmission delay. The transmission order at
this extreme is what we term the flooding order, which is easily
found as follows. The source node starts transmitting at time
0. Other nodes join in and begin transmitting as soon as they
decode. All nodes continue to transmit until the destination
decodes. The flooding order and corresponding energy can
then be used to initialize Algorithm 2.
In contrast, when a sum-bandwidth constraint is imposed the
flooding order cannot be used to initialize the system. This is
because whenever a new node come on-line in the flooding
order the bandwidth used increases and the sum-bandwidth
constraint may be violated. Instead, for these networks we
construct our initial transmission order starting from the non-
cooperative shortest-path route. If nodes do not perform mu-
tual information accumulation, and if nodes only receive in
the time-slot immediately preceding the time at which they
decode, then it is easy to solve for the optimum such non-
cooperative path using the Dijkstra Algorithm [22]. As our
initial transmission order we add to this shortest-path route the
nodes that are able to decode the packet when non-cooperative
shortest-path routing is used and all other nodes use mutual
information accumulation. We calculate the energy used by
this route and initialize the energy constraint accordingly.
2) Characteristics of final route: The mechanism that keeps
our algorithm from necessarily reaching the global optimum
is the swapping of nodes out of the transmission order.
That is, when the L − 1th node is swapped with node L
(the destination), it no longer enters the LP formulation. In
particular this makes the decoding constraint (4) easier to
meet. Intuitively, enforcing that nodes that are located further
from the source than is the destination be able to decode
via (4) can significantly increase the objective (the end-to-end
transmission duration). However, it may turn out that a node
that was swapped out of the transmission order could have
ultimately prove useful. Our algorithm does not reintroduce
7nodes and so can converge to a sub-optimal solution.
Because of the exponential number of orderings we expect
the problem of finding the optimal transmission order to be
NP-hard. Note that for a special case of our problem, namely
the low SNR limit where mutual information accumulation
and energy accumulation become identical, Maric and Yates
[10], [11] already proved that finding the optimal route is NP-
hard. Thus, it is not surprising that there must be a caveat
to our algorithm. However, our empirical observation is that,
as long as the solution space is “smooth”, as one reduces
the energy from that used to initialize the search, one almost
always reaches the global optimum. On the other hand, we
have also constructed networks where at high energy one route
is optimal, and at low energy a very different route is optimal,
requiring the participation of nodes that do not decode at
higher energies and therefore our algorithm drops from the
transmission order. This might occur, for example, when the
two routes are practically disconnected from one another by
the shadowing of a large building.
Here is a simple such example consisting of four nodes.
Node 0 is the source and node 3 is the destination. Each
node has the same transmit power, Pi = 1 for all i, and
each node is assigned a unit-bandwidth individual frequency
band, i.e., equal per-node bandwidth constraints Wi = 1 for
all i. Consider the situation where B = 1, WnodeC0,1 =
7bits/sec, WnodeC0,2 = 5bits/sec, WnodeC0,3 = 4bits/sec,
WnodeC1,2 = 0bits/sec, WnodeC1,3 = 4bits/sec, and
WnodeC2,3 = 17 bits/sec. When the system has no energy
constraint, the flooding order is [0, 1, 3]. Node 1 decodes
at 1/7 second. Then both source and node 1 transmit for
another 3/56 second, and the destination then decodes. The
transmission duration is 1156 ≃ 0.196 seconds and the energy
consumption is 17 + 2
3
56 = 0.25. Node 2 never decodes. On
the other hand, the minimum energy order is [0, 2, 3]. Node 2
decodes at 1/5 second. The source turns off and node 2 starts
transmitting. The destination decodes (1 − 4/5)/17 seconds
later. Node 1 never decodes. The transmission duration is
18
85 ≃ 0.21 seconds and energy consumption is also 0.21 since
only one node transmits at a time. In contrast, if either only the
source transmits, or the source transmits until node 1 decodes
and then node 1 transmits by itself until the destination
decodes, the transmission duration is 0.25 seconds and the
energy consumption is 0.25. In both these cases the energy
consumption is identical to the flooding route (though the peak
bandwidth use is one channel compared to the two channels
used when the source node and node 1 transmit concurrently
in the flooding route). Thus, without a way to re-introduce
node 2 into the transmission order our algorithm would not
obtain the optimum minimum energy solution when initialized
with the flooding order.
One can consider heuristics for re-introducing nodes into the
decoding order. For example, one might query nodes that have
been dropped from the transmission order about whether they
can decode at the current solution, and if they can, reintroduce
them into the transmission order. One can see from the four-
node example above that since node 2 doesn’t decode when
the flooding order is used, use of this particular heuristic does
not necessarily result in the optimum minimum-energy route
being found.
D. Multicasting
The basic multicasting scenario (sending a common mes-
sage to all nodes) requires all nodes to decode. The only
change required in the various versions of the LP stated in (4)–
(7) to yield a multicast solution is that L becomes N .
In contrast to the unicasting, in multicasting nodes are never
dropped from the transmission order. The main cause for our
algorithm only achieving local rather than global optimality
discussed in Sec. IV-C2 is thereby obviated. Therefore, we
should nearly always achieve the global optimum using our
iterative approach. The one remaining caveat is the step-size;
it is important to reduce the energy constraint between LPs in
small enough increments that only one ∆i goes to zero per
iteration. In a real-world network this will be the case, but in
an artificial network it is possible to coordinate node-to-node
gains hi,j so that multiple ∆i go to zero at the same time.
There is also a multicasting problem between unicasting and
basic multicasting where we require some subset of the N+1
nodes to decode. This scenario is also easy to incorporate into
our framework. One simply never drops any of these (now
multiple) “destination nodes” from the transmission order. In
term of the LP, node L is the index of the last of these
destinations to decode.
E. One-dimensional networks
In this section we derive our results for simple one-
dimensional networks under constant PSD Pi = P for all i.
To recap the discussion of Sec. III, we assume that there are
L+1 nodes equally spaced along the line segment [0, D] with
path-loss that decays quadratically with distance. End-to-end
delay is be minimized under a sum-bandwidth constraint. The
topology and monotonic path-loss imply that the minimum
energy transmission order is [0, 1, . . . , L− 1, L]. Furthermore,
the sum-bandwidth constraint implies that only one node is
active per time-slot – the node closest to the destination
that has decoded. The source node only transmits in time
slot 1, the first node only in time slot 2 and the ith node
only in time slot i + 1. The transmission delay can then
be immediately computed through equations A0,1C0,1 = B,
A1,2C1,2 +A0,1C0,2 = B, and in general
k∑
i=1
Ai,i+1Ci,k = B (10)
for each k such that 1 ≤ k ≤ N − 1. Since C0,i = Cj,i+j we
can write the equations (10) in the matrix form as

C0,1 0 . . . 0
C0,2 C1,2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
C0,N C1,N . . . CN−1,N




A0,1
A1,2
.
.
.
AN−1,N

 =


B
B
.
.
.
B

 .
Let K denote the lower triangular matrix containing the
Ci,k. As the length of the ith time slot is Ai−1,i/WT, the
transmission delay τc can be calculated as
τc =
∑N
i=1Ai−1,i
WT
=
B
WT
× [1 . . . 1]K−1

 1..
.
1

 .
8Since Pi = P for all i we know by Theorem 1 that the
minimum delay route is also the minimum energy route. This
result is especially apparent for this network. The node closest
to the destination that has already decoded also has the best
channels to all remaining nodes that have not yet decoded.
When Pi = P for all nodes, it also has the highest information
flow Ci,k to those remaining nodes. Thus, not only should
that node transmit but, under a sum-bandwidth constraint, it
should be allocated all the bandwidth. Energy is therefore
not expended anywhere else and the minimum energy and
minimum delay routes are the same. Even if node PSDs are
not all the same, the optimum decoding order remains the
same because of the linear topology of the network. The linear
program can then be solved to find the optimum {Ai,j}. One
should note that when the Pi are not all the same, there may be
an energy-delay trade off, even for this simple linear network.
When there are a large number of nodes N and when P
is small, the cooperative gain τnc/τc takes on a particularly
simple form. By N large and P small we mean that the product
N2P is small. Under this assumption the spectral efficiency
Ci,k = log2
[
1 +
hi,kP
N0
]
= log2
[
1 +
N2
(k − i)2D2
P
N0
]
between any two nodes is well approximated as
log2 e
N2
(k−i)2D2
P
N0
. As mentioned in Section III, when
P is small, the shortest path route for the non-cooperative
scheme is the same as for the cooperative scheme – multi-hop
through every node. We term the incremental decoding delay
incurred by each node in this route ∆τnc where the overall
delay is τnc = N∆τnc. The incremental delay is calculated
as B = Cj−1,jWT∆τnc ≃ log2 e
P
N0
N2
D2
WT∆τnc, and solving
for ∆τnc gives
∆τnc =
1
log2 e
BN0
PWT
D2
N2
.
When nodes accumulate mutual information the incremental
delay is reduced. The decoding constraint of the kth node is
B =
∑k
l=1 Ck−l,kAk−1,k−1+1. In a large network (N large)
the Aj,j+1 will approach a steady state value for j ≫ 0. The
length of each time-slot will also approach a steady state value
∆τc. For such j, since the node is allocated all bandwidth for
duration ∆τc, the corresponding allocation Aj,j+1 = ∆τcWT.
In the asymptotic limit of N large these time-slots domi-
nate the overall delay. In this regime we calculate ∆τc as
B =
∑k
l=1 Ck−l,kWT∆τc = WT∆τc log2 e
PN2
N0D2
∑k
l=1
1
l2
.
Letting N (and k) go to infinity, we have ∑∞l=1 1l2 = pi26 ,
giving in the limit
∆τc =
1
log2 e
BN0
PWT
D2
N2
6
π2
.
The cooperative gain is then calculated as
τnc
τc
=
N∆τnc
N∆τc
=
π2
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V. DISTRIBUTED ALGORITHMS
It is often not desirable or even possible to centralize
the routing routine. In centralized solutions all channel state
information (CSI) must be aggregated centrally. The resulting
routing information is then dispersed throughout the system.
Limitations on centralized solutions are particularly constrain-
ing in the following circumstances:
• Large networks: Since the number of possible links (and
thus CSI that has to be distributed) increases as (L+1)!,
aggregating the CSI of all links can incur an unacceptable
overhead if L is large.
• Temporally varying networks: Even in small networks
time-slotting and other restrictions can cause the CSI to
be outdated by the time it arrives at the central location.
To address these issues we describe two distributed algo-
rithms inspired by the characteristics of our centralized solu-
tion. These algorithms require far less CSI, perform mutual
information accumulation, and yield performance nearly as
good as the centralized algorithms.
A. Distributed Algorithm 1
Our first distributed algorithm commences with a direct
transmission from source to destination. In an iterative fashion
intermediate nodes are added to the route.4 Specifically, the
source transmits a sounding signal. All nodes estimate their
channel from the source. The destination replies with a second
sounding signal. Nodes then estimate their channel to the
destination. Given this pair of CSI measurements each node
determines the potential energy savings if it were to join the
path. Potential energy savings are calculated as
B
WT
(Ci,L − C0,L)(C0,i − C0,L)
C0,iC0,LCi,L
.
Each node then broadcasts this information to the rest of the
network using any of the many available contention multiple
access schemes. The node with the highest energy saving is
chosen to participate. In the next step, the CSI from that node
to all other nodes in the network is determined. Again, all
nodes analyze whether they can save energy by joining the
route. The process continues until no further energy savings
are possible.
The algorithm is simple and, as we see in Sec. VI, very
effective. It does has one drawback. The initial setup of a
route takes a long time. This is because the starting point of
the algorithm is a direct source-to-destination transmission.
If the source-to-destination pathloss is high, a long sounding
signal is required (noise averaging over a long time results
in a good estimate of the channel strength). Adding nodes
progressively shortens the transmission delay. Once a route is
set up, changes (due to changing channel conditions) can be
done rather efficiently, since the route can be modified without
tearing down and rebuilding it from scratch.
B. Distributed Algorithm 2
A somewhat simpler distributed algorithm can be imple-
mented as follows. The destination broadcasts a sounding
signal and all nodes estimate their channels to the destination.
Each node broadcasts its own node-to-destination CSI to all
other nodes. The source then starts to transmit the information
packet. The first node that can decode the data and has a better
channel to the destination then takes over and the source node
4The principle of the algorithm is somewhat similar to the PAR algorithm
described in [23].
9Fig. 3. Location of nodes in fifty node network. The minimum-energy
cooperative routing is shown.
turns off. New nodes continue to replace previous nodes until
the message reaches the destination.
Because of the lack of full, network-wide, CSI, the two
algorithms presented in this section require the use of rateless
codes. This is in contrast to the centralized algorithms which
can use block codes as the length of each time slot is known
apriori. As mentioned in Section II, however, while mutual
information accumulation can theoretically be implemented
using generic block codes, the particular structure of rateless
codes makes it much easier to implement.
VI. NUMERICAL DETAILS OF RESULTS
In this section we give detailed numerical results for the
algorithms developed in this paper under various constraints.
These results further exemplify the basic features of routing
with mutual information accumulation described in the discus-
sion of one-dimensional networks in Sec. III.
Our examples concern two-dimensional networks located
in the unit square. For all examples the source node 0 is
located at [0.2, 0.2] and the destination node 49 is located at
[0.8, 0.8]. Remaining nodes are placed randomly according to
the uniform distribution in the unit square. A typical wireless
network from this ensemble is shown in Fig. 3. In order to give
the reader a strong sense of the relationship between geometry
and channel strength we study the case where the channel gain
hi,j between node i and node j is deterministically related to
the Euclidean distance di,j between them as hi,j = (di,j)−2.
To quantify the performance of our algorithm we establish
a baseline non-cooperative strategy for comparison. For this
comparison, we choose a multi-hop strategy. Only one node
transmits at each time. The route is selected using Dijkstra’s
shortest path algorithm [22], and each node accumulates mu-
tual information only from the node that immediately precedes
it. We also consider a hybrid strategy that uses the Dijkstra-
based route but where nodes perform mutual-information accu-
mulation (listening to all previous transmission instead of just
the immediately prior transmission). By studying both cases
we get a sense of the fractional performance improvement
due to the use of mutual information accumulation, and that
due to using a route designed specifically for cooperative
communication.
A. System wide bandwidth constraint
We first consider a sum-bandwidth constraint on the specific
network shown in Fig. 3 where B = 28.9 bits (20 nats),
N0/2 = 1, WT = 1, and Pi = P = 1 for all i. Under
sum-energy and sum-bandwidth constraints, as is proved in
Thm. 1 the minimum-delay and minimum-energy routes are
the same. Therefore, in this case there is no energy/delay trade
off.
After solving for the route using our centralized algorithm,
the subset of nodes that actually transmit in the final trans-
mission order is [0, 16, 33, 9, 47, 14, 43, 22, 38, 49], indicated
in Fig. 3 by the solid line. As can be seen from inspection
of the figure, the nodes that are active in the minimum delay
(and therefore minimum energy) solution are the nodes that lie
closest to the direct path between source and destination. This
is due to the fact that channel gain is inversely proportional
to distance squared. For this example network the destination
decodes after τc = 13.09 seconds.
We now develop results for a non-cooperative multihop
routing example. In the non-cooperative case, and as described
for linear networks in Section IV-E, the incremental delay
accrued by the hop from node i to node j is B/WT Ci,j =
B/WT log2
[
1 +
hi,jP
N0
]
. For the node placements in Fig. 3 the
shortest path route is found to be [0, 9, 49], indicated in the
figure by the dotted line. The resulting source-to-destination
delay τnc is 21.47 seconds. Interestingly, the set of nodes that
transmit in the shortest path problem is a proper subset of
those that transmit in the cooperative protocol. Furthermore,
the only relay node participating in the optimal (shortest-path)
route is the one closest to the direct path connecting source
to destination.
The decrease in transmission duration obtained by our coop-
erative route compared to the non-cooperative approach stems
from two causes: the use of mutual-information accumulation
decoding and the use of a route tuned to cooperation. If the
nodes perform mutual information accumulation, but only the
nodes in route obtained from Dijkstra’s algorithm participate
in transmission, the transmission delay is 16.51 seconds. Thus,
roughly half the decrease in transmission duration is due to
the use of mutual information accumulation, and half due to
the use of a route tuned to mutual information accumulation.
To ensure that the improvement is not specific to the sample
network of Fig. 3, we calculate the distribution of decoding
delays over an ensemble of 500 independently generated real-
izations of networks of the type depicted in Fig. 3 where the
source and destination locations are held constant at [0.2, 0.2]
and [0.8, 0.8], respectively, and the rest of the nodes are placed
uniformly on the unit square.
The cumulative distribution function (CDF) of decoding
delay is plotted in Fig. 4. The average delay of the centralized
cooperative routing using mutual information accumulation is
12.54 seconds, while the average delay of non-cooperative
routing, solved for using Dijkstra’s shortest-path algorithm, is
21.52 seconds. On average, the conventional non-cooperative
multihop transmission incurs additional delay and energy
usage on the order of 70% as compared to cooperative
transmission.
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Fig. 4. Cumulative distribution of excess delay of distributed solutions as
compared to centralized algorithm.
In addition, on Fig. 4 we also plot CDF results for the
two distributed routing algorithms introduced in Section V.
The penalty for using the distributed algorithms in terms of
delay (or, equivalently, energy) is small. On average the first
distributed algorithm incurs less than 2.5% excess delay as
compared to the centralized solution. The excess delay of the
second distributed algorithm is less than 4.2%. The distributed
algorithms relax the need for centralized CSI at the cost of
modest increases in delay.
B. Per-node bandwidth constraint
In this section we again consider the network of Fig. 3,
but this time under per-node bandwidth constraints. In this
setting there is a trade off between system resources (energy
and bandwidth) and transmission delay. We keep the same
parameters as before, namely B = 28.9 bits (20 nats), N0/2 =
1, Pi = P = 1, and we set the per-node bandwidth constraint
Wi = 1 for all i. The energy-delay trade off achieved is plotted
in Fig. 5.
At one resource extreme we flood the network, fully relax-
ing the sum-energy constraint and allowing nodes unlimited
energy consumption. The network can then achieve the mini-
mum possible transmission delay. In the network depicted in
Fig. 3 all nodes except 3, 4, and 44 participate in the flooding
routing. The order in which nodes come on-line as transmitters
is [0, 13, 17, 39, 42, 16, 2, 36, 23, 15, . . . , 20, 32, 34, 8, 49]. The
flooding energy is 18.5 and the transmission delay is 5.4.
As the energy budget is decreased, nodes with weaker
connectivity to the destination go off-line and only nodes with
stronger channels remain active. Finally, at some minimum
energy, the network becomes disconnected. The limit point of
delay as the energy approaches is defined as the minimum-
energy transmission duration. For the network of Fig. 3
the minimum-energy route [0, 16, 33, 9, 47, 14, 43, 22, 38, 49],
depicted by the solid line. The minimum energy is 13.09
and the minimum delay is 13.09. The low-energy route has
only a single transmitter transmitting at any given time. This
is because if each node waits for all prior transmissions to
complete before beginning its own transmission, that node
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Fig. 5. Delay versus energy trade off in a fifty node network. Nodes are
placed uniformly at random in the unit square. Channel gains between nodes
separated by a distance d are proportional to d−2. The sum of energies over
all nodes and the per-node bandwidth are limited.
will have accumulated the most mutual information possible.
Therefore, the optimum route has only one node at a time
transmitting. Since only one node at a time transmits, the
system bandwidth is constant. And thus, in the low-energy
limit the sum-bandwidth and per-node bandwidth constraints
are fully comparable and, indeed, τc = 13.09 for this network
in the sum-bandwidth setting of Sec. VI-A. (Furthermore,
since only one node at a time transmits and Pi = 1 for all
nodes the minimum energy and minimum delay are identical).
When a larger energy budget is allowed, multiple nodes
can transmit simultaneously. In contrast, when bandwidth con-
straints are imposed on a per-node basis, the non-cooperative
scheme is limited to the transmission band of a single node.
Therefore, the peak bandwidth used by the cooperative strategy
when the transmission delay is minimized can exceed that of
the non-cooperative strategy, though the total energy consump-
tion will still be lower. For instance, for the example discussed
in Sec. VI-A, τnc = 21.47 and since Pi = 1 and Wi = 1
for all i, the energy consumption of the non-cooperative case
is also 21.47, which exceeds the cooperative flooding energy
of 18.51. Of course, for this case, the improvement of delay
is more impressive: the flooding route has a delay of 5.4
compared to the non-cooperative delay of 21.47.
VII. SUMMARY AND CONCLUSIONS
In this paper we analyze the problem of generalized routing
in cooperative relay networks that use mutual-information
accumulation. We split the routing problem into one of finding
the best transmission order and one of finding the best resource
allocation given a transmission order. As our solution is
based on solving a sequence of linear programs, it is quite
numerically efficient, even for large networks. We also show
that under equal per-node PSDs, the minimum-delay solution
also minimizes energy consumption. The resulting route is
markedly different from the conventional shortest-path route.
The delay (and energy usage) of the latter is about 70 %
more in the examples we present. We also develop distributed
11
algorithms that retain most of the performance gains without
requiring centralized knowledge of channel state information.
The approach presented in this paper is a step towards
practically realizing cooperative communications in large net-
works. Future work will focus on optimizing the power
allocation (adjusting the Pi), algorithms that are suitable for
imperfect channel state information, and the impact of non-
ideal codes and hardware.
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APPENDIX
A. Proof of Theorem 1
Start from the energy used Eused
Eused =
L−1∑
i=0
L∑
j=1
Ai,jPi =
L−1∑
i=0
∆jWTP = TLWTP. (11)
Equality must hold in (a) else (7) is loose at the optimum. But,
this means that some degrees of freedom A go unallocated in
some times slot. If this is the case the decoding time can be
strictly decreased by moving up all subsequent decoding times
by A/WT. Equality in (b) holds by definition,
∑L−1
i=0 ∆j =
TL. Since the duration of decoding TL is proportional to the
energy used Eused minimizing one minimizes the other.
B. Proof of Theorem 2
Case 1: (i=1) Combine node 1’s decoding constraint (4)
with the total degrees-of-freedom in time slot 1 (7) or (8),
for the sum-bandwidth and per-node bandwidth constraints,
respectively, to get
B
C0,1
≤ A0,1 ≤ ∆
∗
1 WT. (12)
for the sum-bandwidth constraint and
B
C0,1
≤ A0,1 ≤ ∆
∗
1 Wnode. (13)
for the per-node constraint. Equation (12) and (13)
demonstrate for both cases the intuitive fact that no
node can decode the message before the source. Therefore,
∆∗1 > 0 is always true (for any ordering) and we need only
consider 2 ≤ i ≤ L.
Case 2: (2≤ i≤L−1) We show that x˜, a “swapped” version
of x∗, is a feasible solution for the swapped ordering that has
a decoding delay equal to the optimal decoding delay of the
original ordering. Define
x˜ =
[
∆˜1, . . . , ∆˜L, A˜0,1, A˜0,2, . . . A˜0,L, A˜1,2, . . . , A˜L−1,L
]
,
where
∆˜i = ∆i for all i
A˜k,l = A
∗
k,l for all k, j s.t. k 6= i− 1, k 6= i
A˜i−1,i = 0
A˜i−1,j = A
∗
i,j for all j ∈ {i+ 1, . . . , L}
A˜i,j = A
∗
i−1,j for all j ∈ {i+ 1, . . . , L}.
We immediately see
∑L
i=1 ∆˜i =
∑L
i=1 ∆
∗
i . We now show that
x˜ satisfies all problem constraints.
First note that the degree-of-freedom allocations Ai,j made
to each node in each time slot are almost all identical in x∗ and
x˜. There are two exceptions. The first, Ai−1,i doesn’t appear
in x˜, but Ai−1,i = 0 since ∆i = 0. The second, A˜i−1,i = 0.
From this we immediately get that the energy, decoding,
and degrees-of-freedom constraints remain satisfied for x˜.
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First, since the non-zero degree-of-freedom allocations are
identical for x∗ and x˜, the energy usage remains the same
under either sum-energy or per-node-energy constraints. For
the same reason the decoding ability of nodes 1, . . . , i − 2,
nodes i + 1, . . . , L, and the “old” (pre-swapped) node i − 1
remain unchanged. The old node i doesn’t benefit from the
old node i − 1’s transmissions any longer since the order
is swapped in x˜. However, because ∆i = 0, Ai−1,i = 0
and it didn’t accumulated any mutual information in the old
order in any case. Finally, since the positive degree-of-freedom
allocations remain the same, and the time-slot durations ∆˜i
remain the same, the degree-of-freedom constraints all remain
satisfied.
Case 3: (i = L) For the same reasoning as in case 2, if
we define the same vector x˜, the decoding delay remains the
same and all constraints remain satisfied. Now, if we drop the
(new) node L from the problem completely (the destination
is the new node L − 1) the reduced solution is still feasible
since none of the other nodes relied on the dropped nodes
transmission. (It was the last in the order).
