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QUADRATIC CONTROL OF QUANTUM PROCESSES
LUIGI ACCARDI AND ANDREAS BOUKAS
Abstract. Within the framework of the Accardi-Fagnola-Quaegebeur (AFQ) represen-
tation free calculus of [2], we consider the problem of controlling the size of a quantum
stochastic flow generated by a unitary stochastic evolution affected by quantum noise. In
the case when the evolution is driven by first order white noise (which includes quantum
Brownian motion) the control is shown to be given in terms of the solution of an algebraic
Riccati equation. This is done by first solving the problem of controlling (by minimizing
an associated quadratic performance criterion) a stochastic process whose evolution is de-
scribed by a stochastic differential equation of the type considerd in [2]. The solution is
given as a feedback control law in terms of the solution of a stochastic Riccati equation.
1. Introduction
In classical quantum mechanics the time-evolution of an observable X (i.e a self-adjoint
operator on the wave function Hilbert space) is described at each time t ≥ 0 by a new
observable jt(X) = U
∗(t)X U(t) where U(t) = e−itH and H is a self-adjoint operator on
the wave function space. In this case the unitary process U = {U(t) / t ≥ 0} satisfies the
differential equation
dU(t) = −iH U(t) dt, U(0) = I
and the dynamics of the quantum flow jt(X) is described by the Heisenberg equation
djt(X) = i[H, jt(X)] dt, j0(X) = X
where
[H, jt(X)] = H jt(X)− jt(X)H
In the general case when the system is affected by quantum noise, the equation satisfied
by the unitary process U is a quantum stochastic differential equation driven by that noise
(see e.g [18, 15]) and the corresponding equation for the quantum flow jt(X) is interpreted as
the Heisenberg picture of the Schro¨dinger equation in the presence of noise or as a quantum
probabilistic analogue of the Langevin equation. The problem of determining conditions
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on the coefficients of such equations that guarantee the unitarity of U has been studied
extensively for various quantum noises.
In this paper we consider the problem of controlling the size of a quantum flow by mini-
mizing the L2-type performance functional Jξ,T (·) defined in the following
Definition 1. Let T be a finite time, ξ a vector in a dense subset of the space on which the
flow lives, M a positive operator on the same space, and
u = {ut / t ≥ 0} a control process appearing additively in the deterministic part of the quan-
tum stochastic differential equation satisfied by the unitary process
U = {U(t) / t ≥ 0} (see Section 5 below). Define
Jξ,T (u) =
∫ T
0
[‖jt(X)ξ‖2 + ‖utξ‖2 ] dt+ < ξ, jT (M)ξ >(1.1)
where 〈·, ·〉 is the inner product in H and ‖ · ‖ is the corresponding norm.
If we wish to allow for flows that do not necessarily correspond to classical quantum
mechanical observables, by allowing for non self-adjoint X , we replace ‖jt(X)ξ‖2 in (1.1) by
< ξ, jt(X
∗X)ξ >.
We interpret the first term on the right hand side of (1.1) as a measure of the size of the
flow over [0, T ], the second as a measure of the control effort over [0, T ] and the third as a
”penalty” for allowing the evolution to go on for a long time.
The functional Jξ,T (·) of Definition 1 , which we propose as suitable for the evaluation
of the performance of a quantum flow, will be shown in Section 5 to be derived from a
quantum analogue of the classical quadratic performance criterion for operator processes
X = {X(t) / t ≥ 0}, described in Section 3 as solutions of Hilbert space stochastic differ-
ential equations, in the case when X(t) = U(t) is a unitary operator for each t ≥ 0. The
operators X(t) are not necessarily self-adjoint so they do not in general correspond to quan-
tum mechanical observables in the classical sense unless special assumptions are made on the
coefficients of the defining quantum stochastic differential equations. However, this is not a
problem since the conrol problem for the X(t) ′s is to be used as a passage to the solution of
the control problem for the corresponding quantum flow jt(·) which does consist of quantum
mechanical observables. For more on quantum stochastic flows see [4, 5].
In quantum probability, starting with an operator representation of a Lie algebra, oper-
ator analogues and generalizations of classical stochastic noise processes (such as Brownian
motion, the exponential process, the Poisson process e.t.c.) as well as purely quantum noises
such as the square of white noise ( see [3]) can be constructed ( see e.g [10, 17, 18]).
The quantum stochastic calculi constructed in order to study evolutions driven by these
operator noises were dependent on the particular representation and led to analytic diffi-
culties such as the unboundedness of solutions of stochastic differential equations, the non-
invariance of their domain e.t.c. These problems were removed by the introduction of the
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AFQ representation free calculus of [2] which provided the analytic and topological frame-
work for a unified treatment of quantum noises and which is now in standard use. In the
following section we provide a brief review of the AFQ calculus for quick reference.
2. Review of the representation free calculus
Let H be a complex separable Hilbert space, B(H) the algebra of all bounded linear
operators on H , D a total subset of H , (At])t≥0 an increasing family of W
∗-algebras of
operators on H , A a W ∗-algebra of operators on H such that At] ⊆ A for all t ≥ 0,
A′t] the commutant of At] in B(H), Ht](ξ) the closure for each ξ ∈ D of the subspace
[At]] = {αξ / α ∈ At]}, eξt] the orthogonal projection onto Ht](ξ), L(D;H) the vector space
of all linear operators F with domain containing D and such that the domain of the adjoint
operator F ∗ also includes D.
A random variable is an element of L(D;H). A stochastic process in H is a family
F = {Ft / t ≥ 0} of random variables such that for each η ∈ D the map t → Ftη is Borel
measurable. If Ft ∈ B(H) for each t ≥ 0, and sup0≤t≤T ‖Ft‖ < +∞ for each T < +∞, then
the process F is called locally bounded. If Ft ≥ 0 for each t ≥ 0 then F is positive.
LetD′t denote the linear span of A
′
t]D. An operator F is t-adapted to At] if dom(F ) = D
′
t ⊆
dom(F ∗) and, for all α′t ∈ A′t] and ξ ∈ D, Fα′tξ = α′tFξ and F ∗α′tξ = α′tF ∗ξ. Strong limits
of sequences of t-adapted operators are t-adapted. A stochastic process F is adapted to the
filtration {At] / t ≥ 0} if Ft is adapted for all t ≥ 0, and it is simple if Ft =
∑n
k=1 χ[tk,tk+1)(t)Ftk
for some finite integer n and 0 ≤ t0 < t1 < ... < tn+1 < +∞.
An additive process is a family M = {M(s, t) / 0 ≤ s ≤ t} of random variables such
that for all s ≤ t the operator M(s, t) is t-adapted and, for all r, s, t with r ≤ s ≤ t,
M(r, t) =M(r, s)+M(s, t) and M(t, t) = 0 on D. To every additive process M we associate
the adapted process M(t) = M(0, t) and conversely to every adapted process {M(t) / t ≥ 0}
we associate the additive process M(s, t) = M(t)−M(s). An additive process M is regular
if, for all ξ ∈ D and r ≤ s ≤ t, Hr](ξ) ⊆ dom(M#(s, t)) and M∗(s, t)D ⊆ D′s, where M
denotes the closure of M and M# denotes either M or M∗.
If M is a regular additive process and F is a simple adapted process then the left (resp.
right) stochastic integral of F with respect to M over the interval [0, t] is defined as an
operator on D′t by
∫ t
0
dMs Fs =
n∑
k=1
M(tk ∧ t, tk+1 ∧ t0)Ftk |D′t
(resp.
∫ t
0
Fs dMs =
n∑
k=1
Ftk M(tk ∧ t, tk+1 ∧ t0))
An additive regular process is an integrator of scalar type if for each ξ ∈ D there exists a
finite set J(ξ) ⊆ D such that for each simple process F and t ≥ 0
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‖
∫ t
0
dMs Fsξ‖2 ≤ ct,ξ
∫ t
0
dµξ(s)
∑
η∈J(ξ)
‖Fsη‖2
and
‖
∫ t
0
F ∗s dM
∗
s ξ‖2 ≤ ct,ξ
∫ t
0
dµξ(s)
∑
η∈J(ξ)
‖F ∗s η‖2
and also, for all η ∈ J(ξ),
J(η) ⊆ J(ξ)
where ct,ξ ≥ 0 and µξ is a positive, locally finite, non atomic measure.
If M is an integrator of scalar type and, for all ξ ∈ D, µξ is absolutely continuous with
respect to Lebesgue measure then the stochastic integral with respect to M can be extended
by continuity to processes F ∈ L2loc([0,+∞), dM), the space of all adapted processes F with
the topology induced by the seminorms
‖F‖2η,t,µξ =
∫ t
0
‖Fsη‖2 dµξ(s)
such that for all ξ ∈ D, η ∈ J(ξ) and 0 ≤ t < +∞
∫ t
0
(‖Fsη‖2 + ‖F ∗s η‖2) dµξ(s) < +∞
The thus extended stochastic integral has the usual linearity properties, and the maps
(s, t)→ ∫ t
s
dMz Fz and (s, t)→
∫ t
s
Fz dMz are additive, adapted processes, strongly contin-
uous on D.
Suppose that I is a set of finite cardinality and let {Mα / α ∈ I} be a set of integrators of
scalar type. Consider the quantum stochastic differential equation
X(t) = X0 +
∫ t
0
∑
α∈I
dMα(s)Fα(s)X(s)Gα(s)
or in differential form
dX(t) =
∑
α∈I
dMα(t)Fα(t)X(t)Gα(t), X(0) = X0, t ≥ 0
where X0 ∈ A0] and the coefficients Fα, Gα are locally bounded adapted processes leaving
the domainD invariant. If for all α ∈ I, for all adapted processes P integrable with respect to
Mα, and for all continuous functions u, v on [0,+∞) satisfying u(s) ≤ s, v(s) ≤ s for all s ∈
[0,+∞), the family of operators on H {s → Fα(u(s))P (s)Gα(v(s))} is an adapted process
integrable with respect to Mα, then the above quantum stochastic differential equation has
a unique locally bounded solution X which is strongly continuous on D.
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The above result can easily be extended to equations of the form
dX(t) =
∑
α∈I
dMα(t)Fα(t)(w(t)X(t) + z(t))Gα(t), X(0) = X0, t ≥ 0
where w, z are locally bounded adapted processes leaving the domain D invariant.
Following [2] we restrict, in what follows, the term process to processes leaving the domain
D invariant, and we denote the *-algebra of all processes by W .
If M = {Mα / α ∈ I} is a self-adjoint family of regular integrator processes (i.e Mα ∈ M
implies (Mα)
∗ ∈M) then for all s, t ∈ [0,+∞) with s < t, for all α, β ∈ I, for all ξ ∈ D, and
for all adapted processes F , the Meyer Bracket or mutual quadratic variation of Mα and
Mβ , defined by
[[Mβ,Mα]](s, t) = lim
|Π|→0
∑
Mβ(tk−1, tk)Mα(tk−1, tk)Fsξ
where Π is a partition of [s, t], exists in norm and defines an additive adapted process
satisfying
Mβ(s, t)Mα(s, t)Fsξ = {
∫ t
s
dMβ(r)Mα(s, r) +
∫ t
s
dMα(r)Mβ(s, r)+
[[Mβ ,Mα]](s, t)}Fsξ
Assuming, for each pair (α, β) ∈ I × I, the existence of a family {cγαβ / γ ∈ I} of structure
processes such that for each s, t ∈ [0,+∞) with s < t
[[Mβ,Mα]](s, t) =
∑
γ∈I
∫ t
s
cγαβ(r) dMγ(r)
and defining the differential of an additive process M by
dM(t) =M(t, t + dt)
we obtain
d(Mβ Mα)(t) = dMβ(t)Mα(t) +Mβ(t) dMα(t) + dMβ(t) dMα(t)(2.1)
where the last product on the right is computed with the use of the Itoˆ table
dMβ(t) dMα(t) =
∑
γ∈I
cγαβ(t) dMγ(t)(2.2)
Assuming further that the Mα
′s satisfy a ρ-commutation relation i.e that for each α ∈ I
there exists an automorphism ρα of W mapping adapted processes into adapted processes,
and such that
ρ2α = id(2.3)
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where id denotes the identity map,
and for every ξ ∈ D, s < t, and adapted processes F , Fsξ ∈ dom(Mα(s, t)), Mα(s, t)ξ ∈
dom(ρα(Fs)),
Mα(s, t)Fsξ = ρα(Fs)Mα(s, t)ξ(2.4)
and
FsMα(s, t)ξ = Mα(s, t)ρα(Fs)ξ(2.5)
i.e stochastic processes commute with the stochastic differentials of the integrators, we
can extend (2.1) to processes X = {X(t) / t ≥ 0} and Y = {Y (t) / t ≥ 0} of the form
X(t) =
∑
α∈I
∫ t
s
dMα(z)Hα(z) , Y (t) =
∑
α∈I
∫ t
s
dMα(z)Kα(z)
where Hα, Kα are for each α ∈ I strongly continuous adapted processes.
We thus have
d(X Y )(t) = dX(t) Y (t) +X(t) dY (t) + dX(t) dY (t)(2.6)
where
dX(t) =
∑
α∈I
dMα(t)Hα(t), dY (t) =
∑
α∈I
dMα(t)Kα(t)
dX(t) dY (t) is computed with the use of the Itoˆ table (2.2), and (2.6) is understood weakly
on D i.e for all ξ, η ∈ D
< d(X Y )(t)ξ, η >=< [dX(t) Y (t) +X(t) dY (t) + dX(t) dY (t)]ξ, η >
3. Quantum feedback control
Within the framework of the AFQ calculus described in the previous section, we consider
an operator process X = (X(t))t≥0, defined on a complex separable Hilbert space H contain-
ing a total invariant subset D , with evolution described by a quantum stochastic differential
equation of the form
dX(t) = dτ(t)(FX +Gu+ L)(t) +
∑
a∈I dMa(t)Fa(t)(wX + z)(t)
(3.1)
X(0) = C, 0 ≤ t ≤ T < +∞
or of the form
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dX(t) = −{dτ(t)(FX +Gu+ L)(t) +∑a∈I dMa(t)Fa(t)(wX + z)(t)}
(3.2)
X(T ) = C, 0 ≤ t ≤ T < +∞
where I is a finite set, M = {Ma / a ∈ I} is a self-adjoint family of regular integrators of
scalar type satisfying a ρ-commutation relation with Itoˆ multiplication rules
dMa(t) dMb(t) =
∑
l∈I
clab(t) dMl(t)(3.3)
and
dMa(t) dτ(t) = dτ(t) dMa(t) = 0(3.4)
where the clab ’s are structure processes, τ is a real-valued measure on [0,+∞), absolutely
continuous with respect to Lebesgue measure, dMa 6= dτ for all a ∈ I, and the coefficient
processes F,G, u, L, w, z and Fa for all a ∈ I, are as in Section 2. We assume also that C
is a bounded operator on H . As shown in [2], (3.1) and (3.2) admit unique locally bounded
solutions.
Under extra assumptions on the coefficients, e.g if F,G, L, w, z are real-valued functions
and the Fα’s are complex-valued functions with conjugate Fα = Fα∗ where a
∗ is defined by
(Ma)
∗ = Ma∗ , then the X(t)
′s correspond to classical quantum mechanical observables.
As in [9] for the classical case we associate with (3.1) and (3.2) respectively the quadratic
performance criteria (3.5) and (3.6) of the following
Definition 2. For ξ ∈ D, 0 ≤ T < +∞, Q, R, m, η locally bounded, strongly contin-
uous, adapted processes such that R has an inverse R−1 with the same properties, for
QT , mT , Q0, m0 bounded operators on H with R(t) ≥ 0, Q(t) ≥ 0, R−1(t) > 0 for all
t ∈ [0, T ], and for QT ≥ 0, Q0 ≥ 0 define
J˜ξ,T (u) =
∫ T
0
dτ(t)(〈X(t)ξ, Q(t)X(t)ξ〉+ 〈u(t)ξ, R(t)u(t)ξ〉(3.5)
+2〈m(t)X(t)ξ, ξ〉+ 2〈η(t)u(t)ξ, ξ〉)
+〈QT X(T )ξ,X(T )ξ〉+ 2〈mT X(T )ξ, ξ〉
and
J˜ξ,0(u) =
∫ T
0
dτ(t)(〈X(t)ξ, Q(t)X(t)ξ〉+ 〈u(t)ξ, R(t)u(t)ξ〉(3.6)
+2〈m(t)X(t)ξ, ξ〉+ 2〈η(t)u(t)ξ, ξ〉)
+〈Q0X(0)ξ,X(0)ξ〉+ 2〈m0X(0)ξ, ξ〉
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We view u as a control process and we consider the problem of choosing it so as to minimize
J˜ξ,T (u) (resp. J˜ξ,0(u)), thus controlling the evolution of the process X described by (3.1),
(resp. (3.2)).
In the classical case, i.e in the case of noise described by classical, scalar or vector-valued
Brownian motion, the problem is well-studied (see e.g [9]). In the quantum case fundamental
work on the subject of control and filtering has been done in [6, 7, 8] and also in [1, 11, 12,
13, 14].
Theorem 1. Let T > 0 be a finite time, let X = {X(t) / t ≥ 0} be a locally bounded
adapted process with evolution described by (3.1) (resp.(3.2)) and with performance criterion
(3.5) (resp.(3.6)), and suppose that there exists a self-adjoint, locally bounded process Π =
{Π(t) / t ≥ 0} satisfying, weakly on the invariant domain D, the generalized stochastic Riccati
differential equation
dτ(t)(F ∗Π+ ΠF +Q−ΠGR−1G∗Π)(t) + [(∑a∈I dMa Faw)∗Π+
Π
∑
a∈I dMa Faw ± (
∑
a∈I dMa Faw)
∗Π (
∑
a∈I dMa Faw)](t)±
(
∑
a∈I dMa Faw ± id)∗(t) dΠ(t) (
∑
a∈I dMa Faw ± id)(t) = 0
(3.7)
Π(T ) = QT (resp. Π(0) = Q0), 0 ≤ t ≤ T
and a locally bounded adapted process r = {r(t) / t ≥ 0} satisfying the stochastic differential
equation
dτ(t)(F ∗r − ΠGR−1G∗r +ΠL+m∗ − ΠGR−1η∗)(t) + [(∑a∈I dMa Faw)∗r+
Π
∑
a∈I dMa Faz + dΠ
∑
a∈I dMa Faz ± (
∑
a∈I dMa Faw)
∗Π
∑
a∈I dMa Faz±
(
∑
a∈I dMa Faw)
∗ dΠ
∑
a∈I dMa Faz](t) + [(
∑
a∈I dMa Faw ± id)∗dr](t) = 0
(3.8)
r(T ) = m∗T (resp. r(0) = m
∗
0), 0 ≤ t ≤ T,
where id denotes the identity operator on H, the plus sign in ± in (3.7) and (3.8) is
associated with (3.1) and (3.5), and the minus with (3.2) and (3.6). Then the performance
criterion J˜ξ,T (u) (resp. J˜ξ,0(u)) appearing in (3.5) (resp. (3.6)) is minimized by the feedback
control process
u = −R−1(G∗(ΠX + r) + η∗).
Note: For w = 0 and z = id we obtain the solution to the quantum analogue of the ”linear
regulator” problem of classical control theory.
Proof. We will give the proof for (3.1) and (3.5). The proof for (3.2) and (3.6) is similar.
So let u = ΛX + λ + µ where Λ, λ are fixed processes to be chosen later and µ is the new
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control. We will choose Λ, λ so that the minimizing new control µ is identically 0. Replacing
u by ΛX + λ+ µ in (3.1) we obtain
dX(t) = dτ(t)(FX +GΛX +Gλ+Gµ+ L)(t) +
∑
a∈I dMa(t)Fa(t)(wX + z)(t)
X(0) = C, 0 ≤ t ≤ T < +∞
Let Y be the solution of the above equation corresponding to µ = 0, i.e
dY (t) = dτ(t)(FY +GΛY +Gλ+ L)(t) +
∑
a∈I dMa(t)Fa(t)(wY + z)(t)
Y (0) = C, 0 ≤ t ≤ T < +∞
with corresponding control u0 = ΛY + λ. Letting Xˆ = X − Y we obtain
dXˆ(t) = dτ(t)(FXˆ +GΛXˆ +Gµ)(t) +
∑
a∈I dMa(t)Fa(t)(wXˆ)(t)
Xˆ(0) = 0, 0 ≤ t ≤ T < +∞
and using u = ΛXˆ + u0 + µ (3.5) becomes
J˜ξ,T (u) = J˜ξ,T (u0) +
∫ T
0
dτ(t)(〈ξ, [Xˆ∗QXˆ + (ΛXˆ + µ)∗R(ΛXˆ + µ)](t)ξ〉
+〈ξ, Xˆ∗(T )QT Xˆ(T )ξ〉+ 2ℜK(3.9)
where ℜK denotes the real part of K and
K =
∫ T
0
dτ(t)〈ξ, [Xˆ∗QY + (ΛXˆ + µ)∗R(ΛY + λ) + Xˆ∗m∗+(3.10)
(ΛXˆ + µ)∗η∗](t)ξ〉+ 〈ξ, [Xˆ∗(T )m∗T + Xˆ∗(T )QTY (T )]ξ〉
We will show that if
Λ = −R−1G∗Π, λ = −R−1(G∗r + η∗)(3.11)
then K = 0. In view of (3.9) we will then conclude that (3.5) is minimized by µ = 0. In
so doing, let p(t) = r(t) + Π(t)Y (t). Then
〈ξ, [Xˆ∗(T )m∗T + Xˆ∗(T )QTY (T )]ξ〉 =
∫ T
0
d〈ξ, (Xˆ∗p)(t)ξ〉(3.12)
Using
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dXˆ∗(t) = dτ(t)(Xˆ∗F ∗ + Xˆ∗Λ∗G∗ + µ∗G∗)(t) +
∑
a∈I dMa∗(t)ρa∗(Xˆ
∗w∗F ∗a )(t)
Xˆ∗(0) = 0, 0 ≤ t ≤ T < +∞
where a∗ is defined by (Ma)
∗ = Ma∗ , and (2.6) to compute the right hand side of (3.12),
(3.10) becomes
K =
∫ T
0
< ξ, {Xˆ∗[dτ((F ∗Π+ Λ∗G∗Π + Π(F +GΛ) +Q + Λ∗RΛ)+∑
a∈I w
∗F ∗a dMa∗ Π+ Π
∑
a∈I dMa Faw + dΠ
∑
a∈I dMa Faw+∑
a∈I w
∗F ∗a dMa∗ dΠ+
∑
a∈I w
∗F ∗a dMa∗ Π
∑
a∈I dMa Faw+∑
a∈I w
∗F ∗a dMa∗ dΠ
∑
a∈I dMa Faw + dΠ)Y + (dτ(F
∗r + Λ∗G∗r+
Π(Gλ+ L) + Λ∗Rλ+m∗ + Λ∗η∗) +
∑
a∈I w
∗F ∗a dMa∗ r +Π
∑
a∈I dMa Faz+
dΠ
∑
a∈I dMa Faz +
∑
a∈I w
∗F ∗a dMa∗ dr +
∑
a∈I w
∗F ∗a dMa∗ Π
∑
a∈I dMa Faz+∑
a∈I w
∗F ∗a dMa∗ dΠ
∑
a∈I dMa Faz + dr)] + µ
∗[(G∗Π+R∗Λ)Y+
(G∗r +Rλ+ η∗)] dτ}(t)ξ >
Replacing in the above Λ and λ by −R−1G∗Π and −R−1(G∗r + η∗) respectively we see
that the coefficients of Y are, in view of (3.7), equal to zero. The same is true, by (3.8), for
the constant terms. Thus K = 0.

Definition 3. Following [2], the family of integrators of scalar type
{M0,Ma / a ∈ I} where dM0 = dτ , is said to be linearly independent if the equality
∫ t
0
dτ(s)G(s) +
∑
a∈I
dMa(s)Ga(s) = 0
for all families {G,Ga / a ∈ I} of adapted processes and all t ≥ 0, implies that G = Ga = 0
for all a ∈ I.
Proposition 1. If the family of integrators of scalar type appearing in (3.1) and (3.2) is
linearly independent then the Riccati equation (3.7) can be put in the form
dΠ(t) = dτ(t)A(t,Π(t)) +
∑
a∈I
dMa(t)Ba(t,Π(t))
where A(t) = A(t,Π(t)) and Ba(t) = Ba(t,Π(t)) can be described as the solutions of the
operator equations
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(F ∗Π+ ΠF +Q− ΠGR−1G∗Π± A±∑a,b∈I [c0(a, b)ρb(ρa(w∗F ∗j(a))Π)Fbw±
c0(a, b)ρb(ρa(w
∗F ∗j(a)))Bb ± c0(a, b)ρb(Ba)Fbw +
∑
γ,ǫ∈I cǫ(a, b)c0(ǫ, γ)
ργ(ρb(ρa(w
∗F ∗j(a)))Bb)Fγw])(t) = 0, ∀t ∈ [0, T ]
and for all J ∈ I
(ρJ(w
∗F ∗j(J))Π + ρJ(Π)FJw ± BJ +
∑
a,b∈I [cJ(a, b)ρb(Ba)Fbw+
cJ(a, b)ρb(ρa(w
∗F ∗j(a)))Bb ± cJ(a, b)ρb(ρa(w∗F ∗j(a))Π)FbW ±
∑
γ,ǫ∈I
ρJ(cǫ(a, b))cJ(a, γ)ργ(ρb(ρa(w
∗F ∗j(a)))Bb)Fγw])(t) = 0, ∀t ∈ [0, T ]
while (3.8) can be put in the form
dr(t) = dτ(t)C(t, r(t)) +
∑
a∈I
dMa(t)Da(t, r(t))
where C(t) = C(t, r(t)) and Da(t) = Da(t, r(t)) can be described as the solutions of the
operator equations
(F ∗r −ΠGR−1G∗r +ΠL+m∗ − ΠGR−1η∗ ± C +∑a,b∈I [c0(a, b)ρb(Ba)Fbz
±c0(a, b)ρb(ρa(w∗F ∗j(a))Π)Fbz + c0(a, b)ρb(ρa(w∗F ∗j(a)))Db
±∑γ,ǫ∈I cǫ(a, b)c0(ǫ, γ)])(t) = 0, ∀t ∈ [0, T ]
and for all J ∈ I
(ρJ(w
∗F ∗j(J))r + ρJ(Π)FJz ±DJ +
∑
a,b∈I [cJ(a, b)ρb(Ba)Fbz+
ρb(ρa(w
∗F ∗j(a))Π)Fbz + ρb(ρa(w
∗F ∗j(a)))Db)±
∑
γ,ǫ∈I ρJ(cǫ(a, b))cJ (ǫ, γ)
ργ(ρb(ρa(w
∗F ∗j(a))))ργ(Bb)Fγz])(t) = 0, ∀t ∈ [0, T ]
Here the adapted processes c0(a, b), cǫ(a, b), a, b ∈ I are defined for all t ≥ 0 by
dMa(t) dMb(t) = dτ(t) c0(a, b)(t) +
∑
ǫ∈I
dMǫ(t) cǫ(a, b)(t)(3.13)
ρa is, for each a ∈ I, the corresponding commutation homomorphism, and the mapping
j : I → I is defined by j(a∗) = a.
Proof. We will only give the proof for Π = {Π(t) / t ≥ 0} . The proof for
r = {r(t) / t ≥ 0} is similar. Substituting dΠ = dτ A+∑a∈I dMaBa in (3.7) we obtain
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{dτ (F ∗Π+ ΠF +Q−ΠGR−1G∗Π) +∑a∈I dMa∗ ρa∗ (w∗F ∗a )Π+
Π
∑
a∈I dMa Faw ±
∑
a∈I dMa∗ ρa∗ (w
∗F ∗a )Π
∑
b∈I dMb Fbw+∑
a∈I dMa∗ ρa∗ (w
∗F ∗a )(dτ A+
∑
b∈I dMbBb)+
(dτ A+
∑
a∈I dMaBa)
∑
b∈I dMb Fbw
±∑a∈I dMa∗ ρa∗ (w∗F ∗a )(dτ A+∑b∈I dMbBb)∑γ∈I dMγ Fγw
±dτ A±∑a∈I dMaBa}(t) = 0
Making use of (3.4), of the ρ-commutation relations, of (3.13), and of
dMa(t) dMb(t) dMγ(t) =
∑
ǫ,δ∈I
dMǫ(t) cǫ(δ, γ)(t)ργ(cδ(a, b)(t))
we obtain after renaiming the indices,
{dτ (F ∗Π+ ΠF +Q− ΠGR−1G∗Π± A±∑a,b∈I [c0(a, b)ρb(ρa(w∗F ∗j(a))Π)Fbw
±c0(a, b)ρb(ρa(w∗F ∗j(a)))Bb ± c0(a, b)ρb(Ba)Fbw+∑
γ,ǫ cǫ(a, b)c0(ǫ, γ)ργ(ρb(ρa(w
∗F ∗j(a)))Bb)Fγw])+∑
J∈I dMJ(ρJ(w
∗F ∗j(J))Π + ρJ(Π)FJw ± BJ +
∑
a,b∈I [cJ(a, b)ρb(Ba)Fbw+
cJ(a, b)ρb(ρa(w
∗F ∗j(a)))Bb ± cJ(a, b)ρb(ρa(w∗F ∗j(a))Π)Fbw±∑
ǫ,γ∈I ρJ(cǫ(a, b))cJ(a, γ)ργ(ρb(ρa(w
∗F ∗j(a)))Bb)Fγw])}(t) = 0
from which the result follows by the linear independence assumption.

4. Quantum stochastic Riccati equations
Definition 4. Following [2] let M,M1,M2 be integrator processes of scalar type such that
dM1 = dM and dM2 = dM
∗. If the Meyer bracket [[Mb,Ma]] exists for all a, b ∈ {1, 2} and
is a complex-valued nonatomic measure, then the pair (M1,M2) is called a Levy pair.
A Levy pair (M1,M2) is said to be of Boson type if [Mb(I),Ma(J)] = 0 for all a, b ∈ {1, 2}
and I, J ⊂ [0,+∞) with I∩J = ∅, and it is said to be of Fermion type if {Mb(I),Ma(J)} = 0
where [x, y] = xy − yx and {x, y} = xy + yx.
For a Boson (resp. Fermion) type Levy pair, ρ1 = ρ2 = id
(resp. ρ1 = ρ2 = −id) where ρ1, ρ2 are the commutation automorphisms corresponding
to M1,M2 respectively.
For a Levy pair (M1,M2), dM
∗
b (t) dMa(t) = σba(t) dt, for all a, b ∈ {1, 2}, where the matrix
valued function t→ (σba(t))a,b∈{1,2} is positive definite in the sense that for all complex-valued
continuous functions f , (f f) · σ · (f f)t ≥ 0.
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Let M0 be an integrator of scalar type such that dM0(t) = dt where dt is the usual time dif-
ferential. If M0,M1,M2 are linearly independent in the sense of Definition 3, then (M1,M2)
is called a linearly independent Levy pair.
If {Ma / a ∈ I} = {M1,M2} is a linearly independent Levy pair (e.g a Boson or a Fermion
Levy pair) then Theorem 1 includes the solution to the control problem of stochastic evo-
lutions driven by quantum Brownian motion in terms of the solution of a stochastic Riccati
equation to be studied in more detail in this section.
In that case the Riccati equation (3.7) reduces to
dΠ(t) = dt((∓F + σ11ρ2(F2w)ρ1ρ2(F1w) + σ12ρ2(F2w)F2w+
σ22ρ1(F1w)ρ2ρ1(F2w) + σ21ρ1(F1w)F1w)
∗Π+ (∓ΠF + σ11ρ1ρ2(Π)ρ1(F2w)F1w
+σ12Πρ2(F2w)F2w + σ22ρ2ρ1(Π)ρ2(F1w)F2w + σ21Πρ1(F1w)F1w)+
σ11ρ1ρ2(w
∗F ∗1 )ρ1(Π)F1w + σ12w
∗F ∗1 ρ2(Π)F2w + σ22ρ2ρ1(w
∗F ∗2 )ρ2(Π)F2w
+σ21w
∗F ∗2 ρ1(Π)F1w ∓Q±ΠGR−1G∗Π)(t)∓ dM1(t)(ρ1(w∗F ∗2 )Π
+ρ1(Π)F1w)(t)∓ dM2(t)(ρ2(w∗F ∗1 )Π + ρ2(Π)F2w)(t)
(4.1)
Π(T ) = QT (resp. Π(0) = Q0), 0 ≤ t ≤ T
where the plus (resp. minus) sign in ± (resp. in ∓) is associated with (3.1) and (3.5), and
the minus (resp. plus) with (3.2) and (3.6).
Theorem 2. The Riccati equation (4.1) admits a unique, adapted, strongly continuous,
positive, locally bounded, solution Π = (Π(t))0≤t≤T defined weakly on the invariant domain
D.
Proof. We first consider the case corresponding to (3.1) and (3.5). Equation (4.1) can be
written as
dΠ(t) = [dt(F + σ11ρ2(F2w)ρ1ρ2(F1w) + σ12ρ2(F2w)F2w+
σ22ρ1(F1w)ρ2ρ1(F2w) + σ21ρ1(F1w)F1w −GR−1G∗Π)(t) + dM1(t)(F1w)(t)
+dM2(t)(F2w)(t)]
∗Π(t) + [dt(ΠF + σ11ρ1ρ2(Π)ρ1(F2w)F1w+
σ12Πρ2(F2w)F2w + σ22ρ2ρ1(Π)ρ2(F1w)F2w + σ21Πρ1(F1w)F1w−
ΠGR−1G∗Π)(t) + dM1(t)(ρ1(Π)F1w)(t) + dM2(t)(ρ2(Π)F2w)(t)]
+dt[σ11ρ1ρ2(w
∗F ∗1 )ρ1(Π)F1w + σ12w
∗F ∗1 ρ2(Π)F2w
+σ22ρ2ρ1(w
∗F ∗2 )ρ2(Π)F2w + σ21w
∗F ∗2 ρ1(Π)F1w](t) + dt(Q+ΠGR
−1G∗Π)(t)
(4.2)
Π(0) = Q0 , 0 ≤ t ≤ T
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Using (2.6), the identities dt dM1 = dt dM2 = dM1 dt = dM2 dt = 0, dM1 dM2 =
dM∗2 dM2 = σ22dt, dM2 dM1 = dM
∗
1 dM1 = σ11dt, dM2 dM2 = dM
∗
1 dM2 = σ12dt, dM1 dM1 =
dM∗2 dM1 = σ21dt, and the fact that if {λ(t, s) / t(resp.s) ≥ 0} is for each s (resp. t) a process
then
d
(∫ t
0
ds λ(t, s)
)
= dt λ(t, t) +
∫ t
0
ds dλ(t, s)
we can prove by taking the time differential of the right hand side and showing that it
satisfies (4.2), that weakly on D
Π(t) = K(t, 0)Q0K(t, 0)
∗ +
∫ t
0
dsK(t, s)(Q+ΠGR−1G∗Π)(s)K(t, s)∗
where
dK(t, s) = [dt(F + σ11ρ2(F2w)ρ1ρ2(F1w) + σ12ρ2(F2w)F2w+
σ22ρ1(F1w)ρ2ρ1(F2w) + σ21ρ1(F1w)F1w −GR−1G∗Π)(t)
+dM1(t)(F1w)(t) + dM2(t)(F2w)(t)]
∗K(t, s)
K(s, s) = id, s ≤ t ≤ T
Let the sequence {Πn}+∞n=1 of locally bounded self-adjoint processes, be defined by the
iteration scheme
Π1(t) = Q0
and for n ≥ 1
Πn+1(t) = Kn(t, 0)Q0Kn(t, 0)
∗ +
∫ t
0
dsKn(t, s)(Q+ΠnGR
−1G∗Πn)(s)Kn(t, s)
∗
where Kn(t, s) is the unique locally bounded solution of
dKn(t, s) = [dt(F + σ11ρ2(F2w)ρ1ρ2(F1w) + σ12ρ2(F2w)F2w
+σ22ρ1(F1w)ρ2ρ1(F2w) + σ21ρ1(F1w)F1w −GR−1G∗Π)(t)
+dM1(t)(F1w)(t) + dM2(t)(F2w)(t)]
∗Kn(t, s)
Kn(s, s) = id, s ≤ t ≤ T
Since Q0 ≥ 0, Q(t) ≥ 0, and R−1(t) > 0, it follows from the above equation that
QUADRATIC CONTROL OF QUANTUM PROCESSES 15
Πn(t) ≥ 0, for all n = 1, 2, ..., and t ∈ [0, T ].
Moreover, for all t ∈ [0, T ] and n = 2, 3, ...
0 ≤ Πn+1(t) ≤ Πn(t) .(4.3)
To prove this, we notice that
dΠn+1(t) = (dt(F + σ11ρ2(F2w)ρ1ρ2(F1w) + σ12ρ2(F2w)F2w+
σ22ρ1(F1w)ρ2ρ1(F2w) + σ21ρ1(F1w)F1w −GR−1G∗Πn)(t)
+dM1(t)(F1w)(t) + dM2(t)(F2w)(t))
∗Πn+1(t)+
(dt(Πn+1F + σ11ρ1ρ2(Πn+1)ρ1(F2w)F1w
+σ12Πn+1ρ2(F2w)F2w + σ22ρ2ρ1(Πn+1)ρ2(F1w)F2w
+σ21Πn+1ρ1(F1w)F1w − Πn+1GR−1G∗Πn)(t)
+dM1(t)(ρ1(Πn+1)F1w)(t) + dM2(t)(ρ2(Πn+1)F2w)(t))
+dt(Q+ΠnGR
−1G∗Πn)(t) + dt(σ11ρ1ρ2(w
∗F ∗1 )ρ1(Πn+1)F1w
+σ12w
∗F ∗1 ρ2(Πn+1)F2w + σ22ρ2ρ1(w
∗F ∗2 )ρ2(Πn+1)F2w
+σ21w
∗F ∗2 ρ1(Πn+1)F1w)(t)
Πn+1(0) = Q0 , 0 ≤ t ≤ T
Letting Pn(t) = Πn+1(t)− Πn(t) the above yields
dPn(t) = (dt(F + σ11ρ2(F2w)ρ1ρ2(F1w) + σ12ρ2(F2w)F2w+
σ22ρ1(F1w)ρ2ρ1(F2w) + σ21ρ1(F1w)F1w −GR−1G∗Πn)(t)+
dM1(t)(F1w)(t) + dM2(t)(F2w)(t))
∗Pn(t)
+(dt(PnF + σ11ρ1ρ2(Pn)ρ1(F2w)F1w+
σ12Pnρ2(F2w)F2w + σ22ρ2ρ1(Pn)ρ2(F1w)F2w+
σ21Pnρ1(F1w)F1w − PnGR−1G∗Πn)(t)
+dM1(t)(ρ1(Pn)F1w)(t) + dM2(t)(ρ2(Pn)F2w)(t))
+dt(σ11ρ1ρ2(w
∗F ∗1 )ρ1(Pn)F1w
+σ12w
∗F ∗1 ρ2(Pn)F2w + σ22ρ2ρ1(w
∗F ∗2 )ρ2(Pn)F2w
+σ21w
∗F ∗2 ρ1(Pn)F1w)(t)− dt(Pn−1GR−1G∗Pn−1)(t)
Pn(0) = 0 , 0 ≤ t ≤ T
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Thus as we did for Π(t), for all n = 2, 3, ... and t ∈ [0, T ]
Pn(t) = −
∫ t
0
dsKn(t, s)(Pn−1GR
−1G∗Pn−1)(s)Kn(t, s)
∗
weakly on D. Since R−1(s) > 0 for all s ∈ [0, T ], this implies that
Pn(t) ≤ 0
thus proving (4.3). By (4.3) {Πn(t)}+∞n=1 converges strongly on the invariant domain D
and the convergence is uniform on compact t-intervals. Let Π = {Π(t)}0≤t≤T denote the
limit process. Being a strong limit of a decreasing sequence of adapted, strongly continuous,
positive processes, Π has the same properties. By the uniformity of the convergence of the
defining sequence {Πn(t)}+∞n=1 and the arbitrariness of T , Π is locally bounded. As above we
can show that for n = 1, 2, ...
Πn+1(t) = Φ(t, 0)Q0Φ(t, 0)
∗ +
∫ t
0
dsΦ(t, s)(Q− ΠnGR−1G∗Πn
+PnGR
−1G∗Pn)(s)Φ(t, s)
∗
weakly on the invariant domain D, where Φ(t, s) is the locally bounded solution of
dΦ(t, s) = [dt(F + σ11ρ2(F2w)ρ1ρ2(F1w) + σ12ρ2(F2w)F2w+
σ22ρ1(F1w)ρ2ρ1(F2w) + σ21ρ1(F1w)F1w)(t)
+dM1(t)(F1w)(t) + dM2(t)(F2w)(t)]
∗Φ(t, s)
Φ(s, s) = id, s ≤ t ≤ T.
Let h, ξ ∈ D. By the uniformity of the convergence of Πn(t) → Π(t) and
Pn(t) → 0, and by the local boundedness of Π, upon letting n → +∞ we obtain by the
bounded convergence theorem and
〈Πn+1(t)h, ξ〉 = 〈[Φ(t, 0)Q0Φ(t, 0)∗ +
∫ t
0
dsΦ(t, s)(Q− ΠnGR−1G∗Πn
+PnGR
−1G∗Pn)(s)Φ(t, s)
∗], h, ξ〉
that
〈Π(t)h, ξ〉 = 〈[Φ(t, 0)Q0Φ(t, 0)∗ +
∫ t
0
dsΦ(t, s)(Q−ΠGR−1G∗Π)(s)Φ(t, s)∗], h, ξ〉
from which, by the arbitrariness of h, ξ we have that
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Π(t) = Φ(t, 0)Q0Φ(t, 0)
∗ +
∫ t
0
dsΦ(t, s)(Q−ΠGR−1G∗Π)(s)Φ(t, s)∗
for all t ∈ [0, T ], weakly on D. By taking the differential of both sides of the above we can
show that Π solves (4.1). To see that such Π is unique, let Πˆ be another solution of (4.1).
Letting P (t) = Π(t)− Πˆ(t) we obtain
dP (t) = [dt(F + σ11ρ2(F2w)ρ1ρ2(F1w) + σ12ρ2(F2w)F2w+
σ22ρ1(F1w)ρ2ρ1(F2w) + σ21ρ1(F1w)F1w −GR−1G∗Πˆ)(t)
+dM1(t)(F1w)(t) + dM2(t)(F2w)(t)]
∗P (t)+
[dt(PF + σ11ρ1ρ2(P )ρ1(F2w)F1w+
σ12Pρ2(F2w)F2w + σ22ρ2ρ1(P )ρ2(F1w)F2w+
σ21Pρ1(F1w)F1w − PGR−1G∗Πˆ)(t)
+dM1(t)(ρ1(P )F1w)(t) + dM2(t)(ρ2(P )F2w)(t)]+
dt[σ11ρ1ρ2(w
∗F ∗1 )ρ1(P )F1w + σ12w
∗F ∗1 ρ2(P )F2w+
σ22ρ2ρ1(w
∗F ∗2 )ρ2(P )F2w + σ21w
∗F ∗2 ρ1(P )F1w](t)
−dt(PGR−1G∗P )(t)
P (0) = 0 , 0 ≤ t ≤ T.
Thus, as before, P (t) ≤ 0 i.e Π(t) ≤ Πˆ(t). By interchanging Π and Πˆ in
P (t) = Π(t) − Πˆ(t) and replacing Πˆ by Π in the above equation we obtain that
Πˆ(t) ≤ Π(t). Thus Π(t) = Πˆ(t) which proves uniqueness.
We now turn to the case of the Riccati equation corresponding to (3.2) and (3.6) which
will be treated by using the, just proved, case corresponding to (3.1) and (3.5) and reversing
the time flow. So let s = T − t in the Boson version of (4.1) and let, for an operator process
K, Kˆ(s) = K(T − s) to obtain
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dΠˆ(s) = ds((Fˆ + σ˜11ρ2(Fˆ2wˆ)ρ1ρ2(Fˆ1wˆ) + σ˜12ρ2(Fˆ2wˆ)Fˆ2wˆ+
σ˜22ρ1(Fˆ1wˆ)ρ2ρ1(Fˆ2wˆ) + σ˜21ρ1(Fˆ1wˆ)Fˆ1wˆ)
∗Πˆ+
(ΠˆFˆ + σ˜11ρ1ρ2(Πˆ)ρ1(Fˆ2wˆ)Fˆ1wˆ+
σ˜12Πˆρ2(Fˆ2wˆ)Fˆ2wˆ + σ˜22ρ2ρ1(Πˆ)ρ2(Fˆ1wˆ)Fˆ2wˆ+
σ˜21Πˆρ1(Fˆ1wˆ)Fˆ1w)) + σ˜11ρ1ρ2(wˆ
∗Fˆ ∗1 )ρ1(Πˆ)Fˆ1wˆ
+σ˜12wˆ
∗Fˆ ∗1 ρ2(Πˆ)Fˆ2wˆ + σ˜22ρ2ρ1(wˆ
∗Fˆ ∗2 )ρ2(Πˆ)Fˆ2wˆ
+σ˜21wˆ
∗Fˆ ∗2 ρ1(Πˆ)Fˆ1wˆ + Qˆ− ΠˆGˆRˆ−1Gˆ∗Πˆ)(s)
+dN1(s)(ρ1(wˆ
∗Fˆ ∗2 )Πˆ + ρ1(Πˆ)Fˆ1wˆ)(s)
+dN2(s)(ρ2(wˆ
∗Fˆ ∗1 )Πˆ + ρ2(Πˆ)Fˆ2wˆ)(s)
Πˆ(0) = QT , 0 ≤ s ≤ T
where the Levy-pair (N1, N2) is defined by
N1(s) = −M1(T − s), N2(s) = −M2(T − s)
with corresponding Itoˆ table
dN∗b (s) dNa(s) = σ˜ba(s) ds
where a, b ∈ {1, 2} and
σ˜ba(s) = −σba(T − s).
Since the above differential equation is of the same form as the equation studied in the
first part of this proof, the proof is complete. 
5. Control of quantum flows
To illustrate the use of the results of the previous section in the control of quantum flows,
we consider a quantum flow {jt(X)/ t ∈ [0, T ]} of bounded linear operators on H0⊗Γ defined
by jt(X) = U
∗
t X Ut where, following [18], H0 is a separable Hilbert space, Γ is the Boson
Fock space over L2([0,+∞)), X is a self-adjoint operator on H0 identified with its ampliation
X ⊗ I to H0 ⊗ Γ, and U = {Ut / t ≥ 0} is a unitary process satisfying on H0 ⊗ Γ a quantum
stochastic differential equation of the form
(5.1) dUt = −((iH + 1
2
L∗L) dt+ L∗dAt − LdA†t)Ut, t ∈ [0, T ]
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with adjoint
(5.2) dU∗t = −U∗t ((−iH +
1
2
L∗L) dt− L∗dAt + LdA†t), t ∈ [0, T ]
and
U0 = U
∗
0 = I
where H, L are bounded operators on H0 with H self-adjoint. The ”annihilation” and
”creation” processes A = {At / t ≥ 0} and A† = {A†t / t ≥ 0} that drive the above equations
are an example of a Boson Levy pair of the type described in Section 4.
Using quantum Itoˆ’s formula for first order white noise, namely dAt dA
†
t = dt and all other
products of differentials are equal to zero, we can show that the flow {jt(X)/ t ∈ [0, T ]}
satisfies the quantum stochastic differential equation
djt(X) = jt(i[H,X ]− 12(L∗LX +XL∗L− 2L∗XL)) dt
+jt([L
∗, X ]) dAt + jt([X,L]) dA
†
t
with
j0(X) = X, t ∈ [0, T ]
Definition 5. For any finite time interval [0, T ] and any vector ξ in the exponential domain
of H0 ⊗ Γ
(5.3) Jˆξ,T (L) =
∫ T
0
[ ‖jt(X)ξ‖2 + 1
4
‖jt(L∗L)ξ‖2 ] dt+ 1
2
‖jT (L)ξ‖2
where L is as in (5.1).
Thinking of L as a control, as pointed out in the introduction we interpret the first term
of the right hand side of (5.3) as a measure of the size of the flow over [0, T ], the second
as a measure of the control effort over [0, T ] and the third as a ”penalty” for allowing the
evolution to go on for a long time. We consider the problem of controlling the size of such
a flow by minimizing the performance functional Jˆξ,T (L) of (5.3).
Theorem 3. Let U = {Ut / t ≥ 0} be an adapted process satisfying the quantum stochastic
differential equation
(5.4) dUt = (FtUt + ut) dt+Ψt Ut dAt + Φt Ut dA
†
t , U0 = I, t ∈ [0, T ]
where T > 0 is a fixed finite horizon, dA†t and dAt are the differentials of the creation and
annihilation processes of [18], and the coefficient processes are adapted, bounded, strongly
continuous and square integrable processes living on the exponential domain E = span {ξ =
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ξ0 ⊗ ψ(f)} of the tensor product H0 ⊗ Γ of a system (separable Hilbert) space H0 and the
noise (Boson Fock) space Γ on L2([0, T ],C).
The quadratic performance functional
(5.5) J˜ξ,T (u) =
∫ T
0
[< Utξ,X
∗X Utξ > + < utξ, utξ >] dt+ < UT ξ,M UT ξ >
where X, M are bounded operators on H0, identified with their ampliations
X⊗I, M⊗I to H0⊗Γ, with M ≥ 0, is minimized by the feedback control process ut = −ΠtUt,
where the bounded, positive, self-adjoint process {Πt / t ∈ [0, T ]}, with ΠT = M , is the solu-
tion of the quantum stochastic Riccati equation
dΠt + (ΠtFt + F
∗
t Πt + Φ
∗
tΠtΦt −Π2t +X∗X) dt+(5.6)
(ΠtΨt + Φ
∗
tΠt) dAt + (ΠtΦt +Ψ
∗
tΠt) dA
†
t = 0
and the minimum value is < ξ,Π0ξ >.
Proof. The proof follows by a direct translation of the results of Theorem 1 related to (3.1)
and (3.5) in the framework of (5.1) and (5.2)

Lemma 1. In the notation of Definitions 5, 1, and Theorem 3, if X is self-adjoint, M =
1
2
L∗L, and ut = −12L∗LU(t) for all t ≥ 0, where U = {U(t) / t ≥ 0} is the unitary solution
of (5.1), then
Jˆξ,T (L) = Jξ,T (u) = J˜ξ,T (u)
Proof. By (5.5), for self-adjoint X
J˜ξ,T (u) =∫ T
0
[< ξ, U∗t XXUtξ > +‖utξ‖2] dt+ < ξ, U∗TMUT ξ >
=
∫ T
0
[< ξ, U∗t XUtU
∗
t XUtξ > +‖utξ‖2] dt+ < ξ, jT (M)ξ >
=
∫ T
0
[‖jt(X)ξ‖2 + ‖utξ‖2] dt+ < ξ, jT (M)ξ >
= Jξ,T (u)
=
∫ T
0
[‖jt(X)ξ‖2 + 14‖L∗LUtξ‖2] dt+ 12 < ξ, U∗TL∗LUT ξ >
=
∫ T
0
[‖jt(X)ξ‖2 + 14 < ξ, U∗t (L∗L)2Utξ >] dt+ 12 < ξ, U∗TL∗LUT ξ >
=
∫ T
0
[‖jt(X)ξ‖2 + 14 < ξ, U∗t (L∗L)UtU∗t (L∗L)Utξ >] dt+ 12 < ξ, U∗TL∗LUT ξ >
=
∫ T
0
[‖jt(X)ξ‖2 + 14‖jt(L∗L)ξ‖2] dt+ 12 < ξ, jT (L∗L)ξ >
= Jˆξ,T (L)
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Theorem 4. Let ξ be a vector in the exponential vectors domain E of H0 ⊗ Γ, let 0 <
T < +∞, and let H, L, X be bounded linear operators on H0 such that H, X are self-
adjoint and the pair ( i
2
H, X) is stabilizable. The quadratic performance criterion Jˆξ,T (L) of
Definition 5, associated with the quantum stochastic flow {jt(X) = U∗t X Ut / t ≥ 0} where
U = {Ut / t ≥ 0} is the solution of (5.1), is minimized by
(5.7) L =
√
2Π1/2∞ W (polar decomposition of L)
where Π∞ is a positive self-adjoint solution of the ”algebraic Riccati equation”
i
2
[H,Π∞] +
1
4
Π2∞ +X
2 = 0(5.8)
and W is any bounded unitary linear operator on H0 commuting with Π∞.
Moreover
min
L
Jξ,T (L) =< ξ,Π∞ξ >(5.9)
independent of T .
Proof. Looking at (5.1) as (5.4) with ut = −12L∗LUt and taking M = 12L∗L, in view of
Lemma 1 (5.5) yields
J˜ξ,T (u) = Jˆh,T (L) =
∫ T
0
[ ‖jt(X)h‖2 + 1
4
‖jt(L∗L)h‖2 ] dt+ 1
2
‖jT (L)h‖2
By Theorem 3, in order for L to be optimal it must satisfy
1
2
L∗L = Πt
where Πt is the solution of (5.6) for Ft = −iH , Φt = L and Ψt = −L∗. For these choices
(5.6) reduces, by the time independence of Πt and the linear independence of dt, dAt and
dA†t , to the equations
(5.10) [L, L∗] = 0 (i.e L is normal)
and
i
2
[H,Π∞] +
1
4
Π2∞ +X
2 = 0(5.11)
where [·, ·] denotes the usual operator commutator and
22 LUIGI ACCARDI AND ANDREAS BOUKAS
(5.12) Π∞ =
1
2
L∗L
We recognize (5.11) as a special case of the algebraic Riccati equation (ARE) (see [9]).
It is known that if there exists a bounded linear operator K on H0 such that
i
2
H +KX is
the generator of an asymptotically stable semigroup (i.e if the pair ( i
2
H , X) is stabilizable)
then (5.11) has a positive self-adjoint solution Π∞. Now (5.7) follows by (5.10) and (5.12)
in conjunction with Lemma 1.

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