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Abstract
Necessary and sufficient conditions are given for density of shift-invariant
subspaces of the space L of integrable functions of bounded support with
the inductive limit topology.
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1 Introduction
A space E of functions defined on the real line R is shift-invariant if f ∈ E
implies τλf ∈ E for all λ ∈ R, where τλf(t) = f(t − λ). A theorem of
Wiener (see [9]) says that a shift invariant subspace is related to density of
shift-invariant subspaces of the space of integrable functions on the real line.
In this paper we are concerned with density of shift-invariant subspaces of the
space of integrable functions of bounded supports equipped with the natural
inductive limit topology.
The proofs of the main theorems (Theorems 1 and 2) are based on Corollary
1 in [3] and involve the Fourier transforms of regular Mikusin´ski operators of
bounded support. Using Theorems 1 and 2 we obtain characterizations of the
so-called total sets as well as of Mikusin´ski operators whose denominators are
of bounded support. Then we discuss possible generalizations of Theorems 1
and 2 and give an example of a topologically dense shift-invariant subspace of
L which is not sequentially dense.
Now we need to introduce some notation. By L we denote the space of
integrable functions on the real line R with the bounded support. For a function
ϕ ∈ L by supp (ϕ) we denote the support of ϕ, i.e., the smallest closed set S
such that
∫
R\S |ϕ(t)|dt = 0.
For a K ⊂ R by LK we denote the set of all functions ϕ ∈ L such that
supp (ϕ) ⊂ K and for any positive α by Lα we denote the set L[−α,α].
For a function ϕ ∈ L we denote ‖ϕ‖ =
∫
R
|ϕ(t)| dt and we equip L with the
strict inductive limit topology of the Banach spaces (Ln, ‖ · ‖), n ∈ N.
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For A ⊂ L, by λ(A) we denote the sequential closure of A (i.e., ϕ ∈ λ(A) if
and only if ϕn → ϕ in L for some ϕn ∈ A), and by cl(A) the topological closure
of A.
If ϕ ∈ L, then the Fourier transform
ϕˆ(z) =
∞∫
−∞
eiztϕ(t)dt
is an entire functions. We let
Z(ϕ) = {z ∈ C : ϕ̂(z) = 0}
and
V (ϕ) = {(z, n) ∈ C× N : ϕ̂(k)(z) = 0 for k = 0, 1, . . . , n}.
For E ⊂ L we define
Z(E) =
⋂
ϕ∈E
Z(ϕ) and V (E) =
⋂
ϕ∈E
V (ϕ).
A sequence (δn) of integrable functions on R is said to be a weak delta
sequence if the following conditions hold:
(i) supp (δn) ⊂ [−α, α] for some α > 0 and all n ∈ N;
(ii) lim
n→∞
∫
R
δn(t) dt = 1;
(iii)
∫
R
|δn(t)| dt < M for some M <∞ and all n ∈ N;
(iv) lim
n→∞
∫
|t|>ε
|δn(t)| dt = 0 for every ε > 0.
These delta sequences are called weak to distinguish them from standard
delta sequences, for which conditions (i) and (iv) are replaced by the condition
supp (δn) ⊂ [−εn, εn] with εn → 0.
It can be proved that a sequence (δn) is a weak delta sequence if and only if
for each locally integrable function f and for each α > 0 we have:
lim
n→∞
∫ α
−α
|f ∗ δn(t)− f(t)|dt = 0.
By L+ we denote the ring of locally integrable on the real line vanishing to
the left of some point of the real line. The ring operations in L+ are the usual
addition and the convolution as the product operation. By the Titchmarsh
theorem L+ is a ring without zero divisors. The field of Mikusin´ski operators is
defined as a field of quotients of this ring (see [4]).
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For a function ϕ ∈ L+ we define
Λ(ϕ) = sup{λ : f = 0 a.e. on (−∞, λ)}
and additionally, if ϕ ∈ L, then
Γ(ϕ) = inf{λ : f = 0 a.e. on (λ,∞).}
By the Titchmarsh theorem
Λ(ϕ ∗ ψ) = Λ(ϕ) + Λ(ψ) for any ϕ, ψ ∈ L+ (1)
and consequently
Γ(ϕ ∗ ψ) = Γ(ϕ) + Γ(ψ) for any ϕ, ψ ∈ L. (2)
If ξ =
ϕ
ψ
is a Mikusin´ski operator, we define
Λ(ξ) = Λ(ϕ)− Λ(ψ).
If, additionally, an operator ξ have a representation ξ =
ϕ
ψ
, where ϕ, ψ ∈ L,
then
Γ(ξ) = Γ(ϕ)− Γ(ψ).
By (1) and (2) both definitions are correct.
For a locally integrable function ϕ on R we define the function ϕ˜(t) = ϕ(−t),
and for any λ ∈ R let τλϕ(t) = ϕ(t − λ). If ξ =
ϕ
ψ
is a Mikusin´ski operator,
then τλξ =
τλϕ
ψ
for any λ ∈ R.
By s we denote the differential operator, that is, s =
1
l
, where l is the
characteristic function of [0,∞). For each complex number α we have 1
s−α = eα,
where eα is the function
eα(t) =
{
eαt if t ≥ 0,
0 if t < 0.
We will use the following proposition.
Proposition 1.1. Suppose ϕ ∈ L[a,b] and (z0, k) ∈ V (ϕ) and let
ψk = (−1)
kik
ϕ
(s+ iz0)k
. (3)
Then, ψk ∈ L[a,b] and ψ̂k(z) =
ϕ̂(z)
(z−z0)k
.
Proof. Since 1
(s+iz0)k
= gk, where gk(x) =
xk−1
(k−1)! e
−iz0x for x ≥ 0, the proof
follows by induction.
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Following Boehme [2], an operator x is said to be regular if it admits a
representation x = fn
δn
for all n ∈ N, where fn ∈ L+ and (δn) is a delta-sequence.
We say that a regular operator x is zero on an open set Ω ⊂ R if x admits a
representation x = fn
δn
such that (δn) is a delta-sequence and fn ∈ L+ is sequence
that converges to 0 uniformly on every compact subset of Ω. The support of a
regular operator x is the complement of the largest open set on which x is zero
(see [2]). Using the famous Beurling-Malliavin theorem (see [1]) it was proved
in [3] that an operator x is a regular operator with bounded support if and only
if it has a representation x = ϕ
ψ
, where ϕ, ψ ∈ L and ϕ̂(z)/ψ̂(z) is an entire
function.
2 Bounded interval
Theorem 2.1. Suppose E is a subset of L such that
inf{Λ(ϕ) : ϕ ∈ E} = 0 and sup{Γ(ϕ) : ϕ ∈ E} = α. (4)
Let β ≥ α and let
F = span {τλϕ : ϕ ∈ E, λ ∈ [0, β]}.
Then, for any function ϕ ∈ L such that supp (ϕ) ⊂ [0, α+ β), we have
ϕ ∈ cl(F ) if and only if V (E) ⊂ V (ϕ).
Proof. Suppose that there is a function ϕ0 ∈ L such that supp (ϕ0) ⊂ [0, α+β),
V (E) ⊂ V (ϕ0), and ϕ0 /∈ cl(F ). Then, by the Hahn-Banach theorem (see [8]),
there is a measurable and bounded function u on [0, α+ β] such that∫ α+β
0
u(t)ϕ0(t) dt = 1 (5)
and ∫ α+β
0
u(t)ϕ(t)dt = 0 (6)
for any ϕ ∈ cl(F ).
Note that for each function ϕ ∈ E the convolution u ∗ ϕ˜ is a continuous
function with support in [−α, α + β]. Moreover, it follows from (6) that u ∗ ϕ˜
vanishes on the interval [0, β]. Hence, we can write
u ∗ ϕ˜ = τ−αa1(ϕ) + τβa2(ϕ) (7)
where a1(ϕ), a2(ϕ) are continuous functions with supports contained in the in-
terval [0, α].
Fix some ϕ, ψ ∈ E. Since (u ∗ ϕ˜) ∗ ψ˜ = (u ∗ ψ˜) ∗ ϕ˜, then
τ−αa1(ϕ) ∗ ψ˜ + τβa2(ϕ) ∗ ψ˜ = τ−αa1(ψ) ∗ ϕ˜+ τβa2(ψ) ∗ ϕ˜. (8)
4
From the Titchmarsh theorem we get
Γ(τ−αa1(ϕ) ∗ ψ˜) = −α+ Γ(a1(ϕ)) − Λ(ψ) ≤ 0
and
Λ(τβa2(ϕ) ∗ ψ˜) = β + Λ(a2(ϕ)) − Γ(ψ) ≥ β − α.
Because the same inequalities hold for both components of the right-hand side
of the equality (8), then the equalities
a1(ϕ) ∗ ψ˜ = a1(ψ) ∗ ϕ˜ and a2(ψ) ∗ ϕ˜ = a2(ϕ) ∗ ψ˜
hold for any functions ϕ, ψ ∈ E. Hence
a1(ϕ)
ϕ˜
=
a1(ψ)
ψ˜
and
a2(ϕ)
ϕ˜
=
a2(ψ)
ψ˜
(as Mikusin´ski operators). Thus, the operators
ξ1 =
a1(ϕ) ∗ ϕ˜0
ϕ˜
and ξ2 =
a2(ϕ) ∗ ϕ˜0
ϕ˜
do not depend on ϕ ∈ E \ {0} and we have
u ∗ ϕ˜0 = τ−αξ1 + τβξ2, (9)
by (7). Note that the operators ξ1 and ξ2 are regular in view of V (E) ⊂ V (ϕ0)
and Corollary 1 in [3]. Moreover,
Γ(ξ1) ≤ α+ Λ(ϕ) and Λ(ξ2) ≥ −Γ(ϕ0) + Γ(ϕ)
for each ϕ ∈ E. Hence, from (4), we obtain
Γ(ξ1) ≤ α and Λ(ξ2) > −β
and therefore
Γ(τ−αξ1) ≤ 0 and Λ(τβξ2) > 0.
Hence, by (9), u ∗ ϕ˜0 is a continuous function that vanishes on some interval
(0, ε). In particular, u ∗ ϕ˜0(0) = 0, which contradicts (5).
Corollary 2.2. Let E be a subset of L such that
a0 = inf{Λ(ϕ) : ϕ ∈ E} and b0 = sup{Γ(ϕ) : ϕ ∈ E}
are finite. Suppose the numbers a < a0 and b > b0 are such that b−a ≥ 2(b0−a0)
and let
F = span {τλϕ : ϕ ∈ E, λ ∈ [a− a0, b− b0]}.
Then, for each function ϕ ∈ L such that supp (ϕ) ⊂ [a, b), we have
ϕ ∈ cl(F ) if and only if V (E) ⊂ V (ϕ).
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Proof. Let
E0 = {τ−a0ϕ : ϕ ∈ E} and F0 = span{τλϕ : λ ∈ [0, b− a], ϕ ∈ E0}.
Then
inf{Λ(ϕ) : ϕ ∈ E0} = 0 and sup{Γ(ϕ) : ϕ ∈ E0} = b0 − a0. (10)
Suppose that ϕ ∈ L is any function such that supp (ϕ) ⊂ [a, b) and V (E) ⊂
V (ϕ). Then supp (τ−aϕ) ⊂ [0, b − a), and, by Theorem 2.1 and (10), we get
τ−aϕ ∈ cl(F0), which is equivalent to ϕ ∈ cl(F ).
Corollary 2.3. Under the assumptions of Theorem 2.1, if Z(E) = ∅, then
cl(F ) = L[0,α+β]. (11)
Moreover, under the assumption of Corollary 2.2, we have
cl(F ) = L[a,b]. (12)
Proof. It suffices to note that Z(E) = ∅ if and only if V (E) = ∅. Then (11)
follows from Theorem 2.1 and (12) follows from Corollary 2.2.
3 Shift invariant spaces of inductive limit
Theorem 3.1. Let E be a shift-invariant subspace of L. Then
λ(E) = {ϕ ∈ L : V (Eα) ⊂ V (ϕ) for some α > 0}.
Theorem 3.2. Let E be a shift-invariant subspace of L. The following condi-
tions are equivalent:
(a) E is sequentially dense in L;
(b) For every α > 0 there exists β > 0 such that Lα ⊂ cl(Eβ);
(c) There is a weak delta-sequence (δn) in E;
(d) There is a α > 0 such that Z(Eα) = ∅.
Proof. Assume that (a) holds and fix α > 0. We have
Lα =
∞⋃
k=1
(cl(Ek) ∩ Lα) .
For each k ∈ N the set cl(Ek) ∩ Lα is a closed subspace of Lα. By the Baire
category theorem (see [8]), there is a k ∈ N such that cl(Ek) ∩ Lα contains an
open subset of Lα. Consequently, Lα ⊂ cl(Ek).
Obviously, (b) implies (c) and because δ̂n(z) → 1 for any complex number
z, then (c) implies (d).
Finally from Theorem 3.1 follows implication (d) ⇒ (a).
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Lemma 3.3. Suppose that E is shift invariant subspace of L. If Eα 6= {0} for
some α > 0 then
V ((λE)α) = V (E).
Proof. The inclusion V (E) ⊂ V ((λE)α) is obvious. To prove inverse inclusion
suppose that (z0, n) ∈ V ((λE)α) \V (E). Then there exits function ϕ0 ∈ (λE)α
such that (z0, n) ∈ V (ϕ0).
Letm be a maximal natural number such that (z0,m) ∈ V (E) if such number
exist, and take m = 0 in other case. Because of our assumption m < n.
Let k be the order of zero of ϕ̂0 at z0 and ϕ ∈ Lα be a function such that
ϕ̂(z) =
ϕ̂0(z)
(z − z0)k−m
Note, that from Proposition 1.1 such function exists and
V (ϕ) = V (ϕ0) \ {(z0, j) : j = m+ 1, . . . , k}.
Because (z0,m + 1) /∈ V (E), then there exists β > α such that (z0,m + 1) 6∈
V (Eβ) and for such β we have inclusion V (Eβ) ⊂ V (ϕ).
Let
H = span {τλϕ : ϕ ∈ Eβ , λ ∈ [−β, β]}.
Then H ⊂ Eα+β and by Corollary 2.2 ϕ ∈ cl(H) hence in particular ϕ ∈ λ(E).
But supp (ϕ) ⊂ [−α, α], so ϕ ∈ (λE)α, so we get a contradiction with the
assumption (z0, n) ∈ V ((λE)α), since ϕ̂(m)(z0) 6= 0 and m < n.
Theorem 3.4. Suppose that E is a shift invariant subspace of L. Then
cl(E) = λ2(E) = {ϕ ∈ L : V (E) ⊂ V (ϕ)}.
Proof. Denote
F = {ϕ ∈ L : V (E) ⊂ V (ϕ)}.
Because the inclusions λ2(E) ⊂ clE ⊂ F are obvious, it is enough to prove
inclusion F ⊂ λ2(E). To do this, take any function ϕ ∈ L and suppose that
supp (ϕ) ⊂ [−α, α]. By Lemma 3.3 we can assume that V (E) = V (λ(E)α).
Because λ(E) is a shift invariant subspace of L, then by Corollary 2.2 ϕ ∈
cl(λ(E)2α+1), hence ϕ ∈ λ2(E).
As a consequence of Lemma 3.3 and Theorem 3.4 we obtain the following
characterization of the dense subspaces of L :
Theorem 3.5. Let E be a shift-invariant subspace of L. Then the following
conditions are equivalent:
(a) E is dense in L;
(b) Z(E) = ∅;
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(c) E 6= {0} and if for some α > 0 there exists a non-zero function ϕ ∈ Lα
then Z((λ(E)α) = ∅.
From Theorem 3.5 easy follows a positive solution of a problem of A´. Sza´z
([7]) concerning the so-called total sets in the space D of smooth functions on
the real-line.
We complement the preceding results by giving an example of a shift-invariant
subspace of L which is topologically dense, but not sequentially dense.
Example 3.6. For an arbitrary sequence of functions ϕk ∈ L, the space
E = span {τλϕk : λ ∈ R, k ∈ N} (13)
is shift-invariant. If
∞⋂
k=1
Z(ϕk) = ∅ (14)
then, by Theorem 3.5, E is topologically dense in L. We are going to construct
a sequence (ϕk) such that condition (14) is satisfied, but E is not sequentially
dense in L.
Let D denote the space of smooth functions with bounded support. Assume
that ϕ ∈ D, ϕ(t) 6= 0 for |t| < 1 and ϕ(t) = 0 for |t| > 1. Let z1, z2, ... be
zeros of ϕ̂ of orders n1, n2, . . . , respectively. Define
ϕk =
(
ϕ
yk
)k
,
where yk = (s− izk)nk , k ∈ N, where the powers are understood in the sense of
Mikusin´ski operators. We have ϕk ∈ D, suppϕk = [−k, k] and by Proposition
1.1 Z(ϕk) = Z(ϕ) \ {zk} which implies that Z({ϕk : k ∈ N}) = ∅. Therefore
the sequence has the required properties, and E defined in (13) is topologically
dense in L.
We claim that E is not sequentially dense in L. To prove this it suffices to
show that
Ek ⊂ E
k (15)
where Ek = lin{τλϕr : λ ∈ R, r = 1, ..., k}. This follows from Theorem 3.2,
because (15) implies Z(Ek) ⊃ Z(Ek) = {z1, . . . , zk} 6= ∅ for all k ∈ N.
To show (15) assume that ψ ∈ Ek ∩ Em for some m > k. Then
ψ = ψ1 + ψ2 (16)
where ψ1 ∈ Ek and ψ2 ∈ span {τλϕr : r = k + 1, . . . ,m, λ ∈ R}. Convolving
both sides of (16) with y = y1 ∗ · · · ∗ ym we obtain
y ∗ ψ = a1 ∗ ϕ+ a2 ∗ ϕ
2 + · · ·+ ak ∗ ϕ
k + γ ∗ ϕk, (17)
where γ ∈ D and
ar ∈ span {τλa : λ ∈ R, a = ν0 + ν1s+ · · ·+ νns
n, ν0, . . . , νn ∈ R, n ∈ N}.
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In view of (17),
x1 =
y ∗ ψ
ϕ
− a1 = a2 ∗ ϕ+ · · ·+ ak ∗ ϕ
k−1 + γ ∗ ϕk−1
is a function such that suppx1 ⊂ [−k + 1, k − 1]. Similarly,
x2 =
x1
ϕ
− a2 = a3 ∗ ϕ+ · · ·+ ak ∗ ϕ
k−2 + γ ∗ ϕk−2
is a function such that suppx2 ⊂ [−k + 2, k + 2]. Repeating this k times we
get supp γ ⊂ {0}, so γ = 0. Hence y ∗ ψ2 = 0. Consequently, ψ2 = 0 and
ψ = ψ1 ∈ E
k. This implies (15), which was to be shown.
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