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The class of BS-matrices is a subclass of the P-matrices containing B-matrices. Error bounds
for the linear complementarity problem when the matrix involved is a BS-matrix are
presented. Perturbation bounds of BS-matrix linear complementarity problems are also
considered. The sharpness of the bounds with respect to other bounds is shown.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The linear complementarity problem consists of finding vectors x ∈ Rn satisfying
Mx+ q ≥ 0, x ≥ 0, xT (Mx+ q) = 0, (1.1)
where M is an n × n real matrix and q ∈ Rn. We denote this problem by LCP(M, q) and its solutions by x∗. Many problems
can be posed in the form (1.1) (see [1]). An n × n real matrix M is a P-matrix if all its principal minors are positive. M is
a P-matrix if and only if the LCP(M, q) has a unique solution x∗ for any q ∈ Rn (see [1]). Error bounds have been given in
[2–6]. If the P-matrix also satisfies additional properties, then additional consequences can be derived for the corresponding
linear complementarity problem. There aremany bounds for the linear complementarity problemwhen thematrix involved
belongs to a subclass of P-matrices: see, for instance, [2,3,5,7] where it is an H-matrix with positive diagonals, [8] where it
is a B-matrix and [9] where it belongs to the larger class of doubly B-matrices. This work shows bounds when the P-matrix
belongs to another subclass of P-matrices containing the B-matrices and called BS-matrices in [10]. Our bounds are simple
and the numerical examples show that they can be sharper than the bound obtained in [9].
2. The main results
Given a real matrix M = (mij)1≤i,j≤n, for each i = 1, . . . , n let us define r+i := max{0,mij| j ≠ i}. Then we can write
M = B+ + C , where
B+ =

m11 − r+1 . . . m1n − r+1
...
...
...
...
mn1 − r+n . . . mnn − r+n
 and C =

r+1 . . . r
+
1
...
...
...
...
r+n . . . r
+
n
 . (2.1)
This decomposition will be very useful in this work.
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The following class of matrices was analyzed in [11,12] and was used in [8] to derive error bounds for linear
complementarity problems.
Definition 2.1. A square real matrix A = (aik)1≤i,k≤n with positive row sums is a B-matrix if all its off-diagonal elements are
bounded above by the corresponding row means, i.e., for all i = 1, . . . , n,
n
k=1
aik > 0, and
1
n

n
k=1
aik

> aij ∀ j ≠ i.
Several extensions of the class of B-matrices have been considered (see [12,13,9,10]), such as doubly B-matrices, SB-
matrices,MB-matrices and BS-matrices. We are now introducing some notation in order to define the class of BS-matrices,
presented in [10].
Let S denote an arbitrary subset of the set of indices N := {1, 2, . . . , n} such that 2 ≤ card(S) ≤ n − 2. For every index
i ∈ N , define the value RSi as
RSi =
1
n

j∈S
aij. (2.2)
With S, as usual, denote the complement N \ S of the subset S. It is shown on p. 445 of [10] that for every i ∈ N there exists
t ∈ S such that ait > RSi . Similarly, for every j ∈ N there exists k ∈ S such that ajk > RSj . For all i, j ∈ N , let us define
nonempty sets of indices:
T (i) := {t ∈ S | ait > RSi }, and K( j) := {k ∈ S | ajk > RSj }. (2.3)
Definition 2.2. We say that a real matrix A = (aij)1≤i,j≤n is a BS-matrix if there exists a subset S, with 2 ≤ card(S) ≤ n− 2,
such that
RSi > 0 for all i ∈ N, RSj > 0 for all j ∈ N, (2.4)
and (ait − RSi )(ajk − RSj ) < RSi RSj for all i, j ∈ N and t ∈ T (i) \ {i}, k ∈ K(j) \ {j}.
The following result corresponds to Theorem 2 of [10].
Theorem 2.3. Let A = (aij)1≤i,j≤n be a real matrix. If A is a BS-matrix, then there exists a diagonal matrix X =
diag (x1, x2, . . . , xn) with
xi :=

γ , i ∈ S
1, otherwise (2.5)
such that AX is a B-matrix.
In fact, the proof shows that γ > 0 and that
max
j∈N,k∈K(j)\{j}
ajk − RSj
RSj
< γ < min
i∈N,t∈T (i)\{i}
RSi
ait − RSi
, (2.6)
where max (min) is set to be−∞ (∞) if K(j) \ {j} = ∅ (T (i) \ {i} = ∅).
The following lemma follows from Theorem 2.3 and from Proposition 2.3 of [11].
Lemma 2.4. Let M be a BS-matrix and let X be the diagonal matrix of Theorem 2.3 such that M˜ := MX is a B-matrix. Let us
write M˜ = B˜+ + C˜ as in (2.1). Then B˜+ is strictly diagonal dominant by rows with positive diagonal entries.
Lemma 2.5. If A = (aij)1≤i,j≤n is a BS-matrix, thennj=1 aij > 0 for all i ∈ N.
Proof. By (2.2) and (2.4),
n
j=1 aij =

j∈S aij +

j∈S aij = nRSi + nRSi = n(RSi + RSi ) > 0. 
Lemma 2.6. If A = (aij)1≤i,j≤n is a BS-matrix that is not a B-matrix, then there exist k, i ∈ N with k ≠ i such that
aik ≥ 1n
n
j=1
aij. (2.7)
Furthermore, if k ∈ S (resp., k ∈ S), then γ < 1 (resp., γ > 1), where γ is the parameter γ satisfying (2.6).
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Proof. Since A is not a B-matrix, by Lemma 2.5, (2.7) holds for some k ≠ i, and so
aik ≥ 1n

j∈S
aij +

j∈S
aij
 = RSi + RSi . (2.8)
Since A is a BS-matrix, (2.4) holds and (2.8) implies that aik > RSi and aik > R
S
i .
Let us now assume that k ∈ S. Then k ∈ T (i) \ {i} (see (2.3)). By (2.8), aik−RSi ≥ RSi and so RSi /(aik−RSi ) ≤ 1 and, by (2.6),
γ < 1. Analogously, it can be proved that, if k ∈ S, then γ > 1. 
Let us now show that BS-matrices are P-matrices.
Proposition 2.7. If A is a BS-matrix, then it is a P-matrix.
Proof. By Theorem2.3, there exists a diagonalmatrixX with positive diagonal entries such thatAX is aB-matrix. By Corollary
2.6 of [11], a B-matrix is a P-matrix. Hence, AX and, thus, A are P-matrices. 
By the previous result, a BS-matrixM is a P-matrix. Thenwe can apply toM the third inequality of Theorem 2.3 of [2] and
obtain ∥x−x∗∥∞ ≤ maxd∈[0,1]n∥(I−D+DM)−1∥∞∥r(x)∥∞, where x∗ is the solution of the LCP(M, q), r(x) := min(x,Mx+q),
D = diag(di)with 0 ≤ di ≤ 1, and the min operator denotes the componentwise minimum of two vectors.
The following result provides a bound for maxd∈[0,1]n∥(I − D+ DM)−1∥∞ whenM is an n× nBS-matrix.
Theorem 2.8. Let M = (mij)1≤i,j≤n be a BS-matrix and let B˜+ = (b˜ij)1≤i,j≤n be the matrix given in Lemma 2.4. Let β˜i :=
b˜ii −j≠i |b˜ij| and β˜ := mini∈{1,...,n}{β˜i}. Then
max
d∈[0,1]n
∥(I − D+ DM)−1∥∞ ≤ (n− 1)max{γ , 1}
min{β˜, γ , 1} ,
where γ satisfies (2.6).
Proof. By Lemma 2.4,M = M˜X−1 and so the nonsingular matrix I − D+ DM can be written as
I − D+ DM = XX−1 − DXX−1 + DM˜X−1 = (X − DX + DM˜)X−1. (2.9)
By Lemma 2.4, M˜ is a B-matrix and thus it is straightforward to check that M˜D := X − DX + DM˜ is also a B-matrix (and so,
nonsingular) for each diagonal matrix D = diag(di) with 0 ≤ di ≤ 1. By (2.9), we have (I − D + DM)−1 = XM˜−1D and we
derive
∥(I − D+ DM)−1∥∞ ≤ ∥X∥∞∥M˜−1D ∥∞ ≤ max{γ , 1}∥M˜−1D ∥∞. (2.10)
It remains to bound ∥M˜−1D ∥∞.
Taking into account that, by Lemma 2.4, M˜ = B˜+ + C˜ , with B˜+ and C˜ given as in (2.1), we can then write
M˜D = X − DX + D(B˜+ + C˜) = (X − DX + DB˜+)+ DC˜ . (2.11)
Observe that C˜ and C˜D := DC˜ have rank 1. By Lemma 2.4, B˜+ is strictly diagonal dominant by rows with positive diagonal
elements. Then it is straightforward to check that B˜+D := X − DX + DB˜+ is also strictly diagonal dominant by rows
with positive diagonal elements. Then, by (2.11), M˜D = B˜+D + C˜D and, since B˜+D is a nonsingular matrix, we can write
M˜−1D = (B˜+D (I + (B˜+D )−1C˜D))−1 = (I + (B˜+D )−1C˜D)−1(B˜+D )−1 and so
∥M˜−1D ∥∞ ≤ ∥(I + (B˜+D )−1C˜D)−1∥∞∥(B˜+D )−1∥∞. (2.12)
Let us now prove the following formula:
∥(B˜+D )−1∥∞ ≤
1
min{γ , β˜, 1} . (2.13)
Since B˜+D is a strictly diagonal dominant matrix with positive diagonal elements, then
αDi := (1− di)xi + b˜iidi −

j≠i
|b˜ij|di > 0
for all i. Then by Theorem 1 of [14] and, taking into account that αDi = (1− di)xi + β˜idi, we have for each matrix D,
∥(B˜+D )−1∥∞ = ∥(X − DX + DB˜+)−1∥∞ ≤
1
min
i
αDi
= 1
min
i
{(1− di)xi + β˜idi}
. (2.14)
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Let k ∈ {1, . . . , n} be such that αDk = mini{αDi }. Then, by (2.14) we get
∥(B˜+D )−1∥∞ ≤
1
(1− dk)xk + β˜kdk
≤ 1
(1− dk)xk + β˜dk
. (2.15)
Let a := min{1, γ , β˜}. Taking into account that xk ≥ min{1, γ } ≥ a, β˜ ≥ a and that 0 ≤ dk ≤ 1, we can write
∥(B˜+D )−1∥∞ ≤
1
(1− dk)a+ dka =
1
a
.
Therefore, (2.13) holds.
The proof from p. 1073 of [8] can be applied to obtain that
∥(I + (B˜+D )−1C˜D)−1∥∞ ≤ n− 1.
By the previous formula and (2.10), (2.12) and (2.13), the result follows. 
Theorem 2.8 and Lemma 2.6 provide the following result.
Corollary 2.9. Let A = (aij)1≤i,j≤n be a BS-matrix that is not a B-matrix and let k, i ∈ N with k ≠ i such that (2.7) holds. If
k ∈ S, then
max
d∈[0,1]n
∥(I − D+ DM)−1∥∞ ≤ (n− 1)γ
min{β˜, 1} , (2.16)
where γ satisfies (2.6). If k ∈ S, then
max
d∈[0,1]n
∥(I − D+ DM)−1∥∞ ≤ n− 1
min{β˜, γ } . (2.17)
The following matrix from [10] shows that the bound given by Theorem 2.8 can be sharper than that of [9].
Example 2.10. The matrix
M =
2 1 1 1.51 2 1 11 1 2 1
1 1 1 2

is a BS-matrix (for S = {1, 2}) and satisfies (2.7) for i = 1 and k = 4 (∈ S): 1.5 ≥ 1.375. Appropriate scaling matrices could
be X = diag {γ , γ , 1, 1}, with γ ∈ (1.17, 1.5). If we choose γ = 1.3, then β˜ = 0.4 and the bound (2.16) is 9.75. It can be
checked thatM is also a doubly B-matrix, but not a B-matrix, and so we can apply the bounds of [9]. The bound given by the
last formula of Theorem 3.1 (3) of [9] is 12, where η1 = 4 and Q = J(B+) = {2, 3, 4}.
In Section 2 of [3], a constant was introduced for a P-matrixM ,
βp(M) = max
d∈[0,1]n
∥(I − D+ DM)−1D∥p, (2.18)
where D = diag(di), with 0 ≤ di ≤ 1, i = 1, 2, . . . , n, and ∥ · ∥p is the matrix norm induced by the vector norm for p ≥ 1.
This constant was used in [3] to measure the sensitivity of the solution of the P-matrix linear complementarity problem.
Theorem 2.11. Suppose that M = (mij)1≤i,j≤n is a BS-matrix and let B˜+ = (b˜ij)1≤i,j≤n be the matrix given in Lemma 2.4. Let
β˜i := b˜ii −j≠i |b˜ij| and β˜ := mini∈{1,...,n}{β˜i}. Then
β∞(M) ≤ (n− 1)max{γ , 1}
min{β˜, γ , 1} ,
where γ satisfies (2.6).
Proof. Observe that
max
d∈[0,1]n
∥(I − D+ DM)−1D∥∞ ≤ max
d∈[0,1]n
∥(I − D+ DM)−1∥∞ max
d∈[0,1]n
∥D∥∞
and, since maxd∈[0,1]n∥D∥∞ = 1, the result follows from Theorem 2.8. 
We finish with a last numerical example where the bound given by Theorem 2.8 is also sharper than that of [9].
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Example 2.12. The matrix
M =
4 3 3 3.53 4 3 33 3 4 3
3 3 3 4

is a BS-matrix (for S = {1, 2}) and satisfies (2.7) for i = 1 and k = 4 (∈ S): 3.5 ≥ 3.375. Appropriate scaling matrices could
be X = diag {γ , γ , 1, 1}, with γ ∈ (15/14, 7/6). If we choose γ = 1.115, then β˜ = 0.305 and the bound (2.16) is 10.967. It
can be checked thatM is also a doubly B-matrix, but not a B-matrix, and so we can apply the bounds of [9]. The bound given
by the last formula of Theorem 3.1 (3) of [9] is 12, where η1 = 4 and Q = J(B+) = {2, 3, 4}. Finally, the bound for β∞(M)
of Theorem 2.11 is 10.967.
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