We wrish to present a new approach to this problem using the technique of differential approximation. To illustrate the method, we shall consider the e.uat ... . 
whose solution approximates to the given function in an ontimal fashion6 in the part-cula-c-ae where -the al(V) are constants, this is equivalent to asking for approximation by an exponential polynomial
This problem is in turn a special case of the general problem of approximating to a given function f(t) by means of the solution of a nonlinear differential equation
This is a meaningful approximation problem for arbitrary n, since an arbitrary analytic function will not in general satisfy a nonlinear differential equation of any finite order; e.g., r(t).
I -3--
-' ýThis problem arises in the study of design and control and has an important role in the study of adaptive processes (see 1351, [14) . We Will discuss these matters elsewhere.
S3. LINEAR DIFFERENTIAL APPROXIMATION
We wish to consider the problem of approximating to 
Taking k(t) =e and assuming that the term under the integral sign is negligible, we obtain a third order linear differential equation for w = u -f.
Let us take f = 1 -ft e-s 5 ds so that the equation If X(t) is a 5 x 5 matrix, we are required to store 25 functions (i.e., the elements x Mt)
,J -1,2,... ,5) if we proceed in theOusual fashion.
If high order accuracy were required-say, intervals of 10-3 over 0 ý t < 5-we would find that rapid-acceess storage capacity would be exceeded.
On the other hand, if we use the foregoing technique, differential approximation of order 5 would lead to the task of solving about 250 simultaneous differential equations plus those required to determine F(t). This is a simple matter for a modern computer.
Furthermore, it is clear that we could use an approx-i--mation of order 10 without coming close to the storage capacity.
