(logical or bitwise) AND, OR, Exclusive-OR, integer We assume a k-port and A-latency model for the communication in which a processor during a commu-
1 Introduction nication Uroundn, say round r , can send (potentially In this paper, we present an optimal algorithm for the global combine operation in the n-processor k-port A-latency message-passing system, denoted M P S ( n , k, A). Assume throughout the paper that there are n processors labeled 0 through n -1. Each processor i initially holds a data item 4. Given a commutative and associative combining (or reduction) operator "$", the goal is to compute R = do @ dl $ @ 4-1 and place the result R in all n processors.
Examples of such combining operators are m a , min, different) messages to any set of k processors and, simultaneously, receive messages from any other set of k processors which were sent out during round r -A + 1, provided r -A + 1 2 1. Thus, the communication is modeled by the two parameters k and A.
The k-port model is a generalization of the one-port model and has been widely used, for example, in In this paper, we provide an optimal algorithm (with respect to C1 and C2) to the global combine problem for any commutative and associative operator and any integers IC > 1, X > 1 and n > 1. This extension results in an algorithm that is within an additive term of 2X-1 of optimal. Also, if the combining operator satisfies a @ a = a for all possible a, then the solution of [26] can be extended to an optimal solution for any value of n. However, many operators do not have this property (e.g., integer addition). Another way to compute the global combining operation is to solve the concatenation problem (see [ll] for an optimal solution). However, in this solution C2 is very large (order of n).
The paper is organized as follows. In the next section we present a novel method for representation of arbitrary integers that is based on generalized Fibonacci numbers. Section 3 presents our main result, the global combine algorithm which is using the new number representation. Section 4 presents an example of a run of the algorithm with the function being integer addition.
Preliminaries
In this section, we provide some definitions that are used by the general algorithm in Section 3. We also provide the lower bound for the global combine problem.
A Sequence Representation for n
We first define a sequence of generalized Fibonacci numbers that is indexed by k and A. Given integers k 2 1 and A 3 1, the function F ( . ) is defined from the non-negative integers into the positive integers as follows:
For clarity, the two parameters k and A, which are fixed throughout the paper, are omitted from the function F. For example, for A = 1, we have F ( r ) = (k + l)r, and for k = 1 and A = 2 the value of F ( r ) is the Fibonacci number whose index is r .
In the next section, we will see that the index r in F(r) is corresponding to the round of the algorithm. Thus, if the number of processors n is of the form F(m) for some integer m and n > 1. Then, the global combine algorithm will be finished optimally in m rounds. However, it is more complicated to give an optimal algorithm for any n > 1 and F ( m -1) < n 5 F ( m ) in m rounds. In order to do so, we need to introduce a sequence of deficiency parameters E = ( E~, E~, + -. , E~-A ) . 
Notice that we partitioned the sum in the second equation into two, and changed the running index of the second sum. By our definition
The first equality follows from the definition of Fe(.). The second equality follows from the induction hypothesis and by rearranging operands. The third equality follows from the definition of PO(.). Now, ob- 
The above lemmas imply the following theorem. Given implicit integer parameters IC >_ 1 and A >_ 1, we define f ( n ) = minp(F(7) 2 n}. We now show that for any n > 1, any algorithm for the global combine problem in M P S ( n , A, A) requires at least C, = f(n) rounds and communicates at least Cz = f(n) data items in time.
These bounds are derived by reducing the broadcasting problem to the problem of computing a global combine operation. This can done by assuming that the source has a data item while all other processors have 0 as their data item and the global operation that is computed is integer addition. Thus, the lower bound for broadcast in M P S ( n , IC, A) implies the lower bound for the global combine operation. Now notice that the recursive definition of F ( r ) is identical to the recursive definition describing the maximum number of processors that can receive the data item of the source after r rounds in M P S ( n , IC, A). Thus, the lower bound for broadcast (and also for global combine) in M P S ( n , IC, A) is c1= c z = f(n) -
In the next section we present an algorithm for the global combine operation that matches the lower bound.
The Algorithm
In this section we present an optimal algorithm for the global combine operation. The basic idea of the algorithm is to treat n as Fc(m) where FE(m) is recursively defined in section 2. One can start with the value of 1 and get to the value of n in m rounds. 
During each round
a If r 2 A, receive the k data items that were sent out to processor i during round r -A+ 1. Denote these k data by V1,Vz,..-,Vk.
The final result of the global combine operation over all n data items is obtained for processor i in the variable T, after round m, (i.e., r).
We now prove the correctness of the algorithm. Note that a value received from processor j(z), where 1 5 t 5 y, during round r was the partial reduction result ofcr-' = C I -~ consecutive elements starting from processor j ( z ) . Also, a value received from processor j(t), where y < z 5 k, during round r was the partial reduction result of ciF4 -1 = cI-' -1 consecutive elements starting from processor j(z) + l. Thus, all we need to prove are two things: ( 1 ) the "last" element covered by q-' (and thus also by c-') is followed by the "first" element covered by VI; (2) the "last" element covered by V, is followed by the "first" element covered by V,+l, 15 z < k .
J ( Z )
To prove (l), it follows from the definitions that Similarly, it can be seen that Property 2 also holds from the induction. Thus, 7 is the reduction result of c? = F,(m) = n consecutive elements starting from 4.
0
The following complexity statement is implied by the above algorithm. 
An Example
In this section we elaborate on a concrete example for the integer addition operator. Let n = 9, k = 2, and A = 3. By the definition of the function F ( . ) it follows that F ( 0 ) = F(l) = F ( 2 ) = 1, F(3) = 3, F(4) = 5, F(5) = 7, and F(6) = 13. Therefore, the number of rounds in the algorithm is m = f(n) = 6. We now follow the run of the algorithm round after round. 2,4,8,16,32,64,128,256,1 ) .
Round 4:
Processor i sends q3 to processors i -6 and S : to processor i -7. Processor i receives T:+2 and Ti3. Therefore, P = (15,30,60,120,240,480,449,387,263) = (14,28,56,112,224,448,385,259,7 ) . 
