Scene perception system for visually impaired based on object detection and classification using multimodal deep convolutional neural network,"
Introduction
Navigation is of paramount concern for visually impaired people. They generally use canes in order to detect obstacles, elevation changes, and memorize the layout or topography while doing so. They rely solely on this crude survey when subjected to unknown areas. With technological advancements and sophisticated developments in the field of sensors, a guidance system can be developed and employed for the visually impaired, complementing canes, and giving alarms. The navigational aid can also be provided using their other senses like hearing, touch, smell, etc. Traditional navigation aid methods, such as canes provide limited functionality and lack complete situational awareness and scene perception. For example, a cane just provides information about the presence or absence of an obstacle but nothing about its type and nature. In many cases, it is important to know the type; specifically if it is a door which requires turning a knob or stairs to be climbed. Even information about moving objects and their orientation is important. Application of computer framework for navigational aid is relatively new. For instance, a smartphone-based navigation system (ARIANNA) 1 for both indoor and outdoor environment is available for visually impaired. Work contributed by different researchers in this area can be discussed in terms of sensors used for input; output representation type; and hardware gear, used for either or both. In most of the cases, the scene is perceived using ultrasonic sensors 2 or by extracting images/videos using vision sensors. 3 The later is discussed in more detail in Sec. 2. The output of the above systems (provided in Table 1 ) can be in the form of tactile image, 3 tongue display through voltage pulse, 4 sound patterns/musical auditory information, 9, 10 etc. Common wearable helping aids for visually impaired include:
1. Wearable tactile harness-vest display 6 to give instructions about directional navigation using six vibrating motors. 2. A belt 7 associated to a computer along with ultrasonic sensors gives acoustic response in guidance mode, where the system knows about the target and user is guided using tactile signal. In image mode, the user is informed about the environment using a tactile image. It translates visuals of the scene into tactile or acoustic information to facilitate safe and swift foot steps. 3. Helmet 8 mounted with ultrasonic chips and speakers.
It amplifies echoes produced by ultrasonic sounds for locating objects in space. 4. Ultrasonic smart glasses 16 use ultrasonic waves to detect obstacle.
Many other types of wearable navigation aids have been developed for assisting the visually impaired. Some of these are shown in Fig. 1 . A schematic representation displaying various types of work done for the visually impaired during various time periods is given in Fig. 2 . It has been observed that scene perception via tongue display unit (TDU), tactile images, sound patterns was famous since the 1970s. While in the last decade, the commercialization of a lot of wearable devices like Google glass, helmets, finger readers, and many more has been witnessed.
Motivation
Besides the development of different navigational aid systems for the visually impaired, there is also ongoing research about suitability and acceptability of these systems. For example, it is argued 18 that there are many problems associated with these devices, such as (i) being invasive, i.e., covering ears, blocking the tongue, requiring use of hands, etc., thus obstructing full range of body motion and function for the users. These devices are also cumbersome. (ii) Increasing the users' cognitive load as these devices may require a lot of attention, causing distraction from the primary task. (iii) These devices need a lot of training for their usage, which is difficult especially for children and those unfamiliar to technology. (iv) Cost is generally high. Affordability, serviceability, and maintenance is not easy.
(v) Last, many of these devices are still in the early stages of development or are being tested at preclinical levels only.
Proposed work presents scene perception via image processing algorithms. A low-cost, light weight, simple, and easily wearable system is integrated that will help detect and classify objects, which may be a hurdle to the user, along with their distances from the user. In this context, Sec. 2 reviews work particularly focused on object and obstacle detection, and navigation assistance using images as well as deep learning-based feature extraction techniques. Section 3 discusses the proposed system in detail. Experimental results are shown in Sec. 4.1. Conclusion is presented in Sec. 5.
Literature Review
Vision is an extremely vital sensory system in humans and its loss affects the performance of most activities of daily living, thereby severely affecting an individual's quality of life, personal relationships, functionality, productivity, psychology, and career. With advances in technology, scientists are trying to develop systems to make visually impaired individuals more independent and aware of their surroundings. The literature has been divided into two subparts, i.e., on the basis of systems developed for visually impaired people and a brief background of CNN-based feature extraction techniques.
Systems
It is of the utmost necessity to know the surrounding environment and have the knowledge about the probable obstacles around one's self. There are a few devices that provide scene perception, for example, eye cane and eye music. These devices use infrared waves to translate color, shapes, location, and other information of the object/scene into sound-scapes (auditory or tactile cues), 19 which the brain can interpret visually. Use of vision sensors particularly for this purpose is limited. In general, vision sensor input is utilized by visually impaired individuals for reading documents [via optical character recognition (OCR)] or identifying street signs, hoardings, etc. 18 (scene segmentation, followed by OCR). Social interaction assistance for visually impaired individuals is also provided to some extent in the form of person recognition and facial expression 20 recognition. A number of devices are developed for visually impaired people to provide them information about the presence of obstacles, types of obstacle, their distances, etc. This information is further utilized to assist visually impaired people for navigating safely, both indoors and outdoors. Tapu et al. 21 proposed a distance-based navigation system, categorizing the object as urgent or normal, depending on its distance from the user. Obstacle candidates are tracked with multiscale Lucas-Kanade algorithm using scale-invariant feature transform/speeded up robust features (SIFT/SURF) interest points and urgency of obstacles is identified by motion estimation using homomorphic transforms and agglomerative clustering. The image patches of detected obstacle regions are further classified with support vector machine (SVM) using a visual codebook, generated with k-means clustered histogram of oriented gradients (HOG) features. Kang et al. 12 indicated the presence of obstacle using deformable grid (DG), which uses the motion information obtained from one frame to another. DG consists of a set of edges and vertices with n-neighborhood system. This method is accurate as well as robust to motion tracking error and camera's ego-motion. The aforementioned method Journal of Electronic Imaging 013031-3 Jan∕Feb 2019 • Vol. 28 (1) detects the objects that are likely to collide with the user by evaluating the extent of contortion of the DG. However, this method is unable to perform in areas having walls and doors. To overcome the issue of detecting walls and doors, Hoang et al. 13 developed an electrode matrix and mobile Kinect-based obstacle detection and warning system, which detects moving and stationary obstacles (using color and depth information given by Kinect) and warns the user with the help of tongue display unit. The degree of warning, which depends on the depth information, is provided by changing the level of electric signal on the electrode matrix. Rao et al. 22 used a vision-based system along with laser patterns for detecting potholes and uneven surfaces. They used Hough transform to detect lines recorded using laser. Kanwal et al. 23 provides information about wall-like obstacles, using the Kinect both as a camera and a depth estimator. The camera detects corners of the obstacle using Harris and Stephens corner detector and its infrared sensor gives corresponding depth value for indoor environment. Aladren et al. 24 proposed visual and range information-based navigation assistance system for visually impaired. They used a consumer RGB-D camera and took advantage of both range and visual information about floor, walls, and obstacle for indoor environment. Their system gives voice commands about the obstacle to the user. They performed segmentation using range data (via RANSAC), which is further enhanced using mean SIFT filtering on color data. Sarfraz and Rizvi 25 developed navigation assistance for indoor environment providing depth and object type information, including presence of humans, doors, hallway or corridors, staircases, elevators, moving objects, etc. They developed an individual algorithm for each obstacle to be detected using Canny edge detector. They used camera vision input and text-to-speech synthesized output to provide navigation aid. Jafri et al. 26 presented an indoor navigation system based on visual and IR sensor data. They used tango tablet development kit for creating a 3-D reconstruction of the surrounding environment and associated a user with the unity collider component and utilized it to check user's interaction with the reconstructed mesh for detection of obstacles. A message was conveyed to the user through voice alerts and beep patterns. Jiang et al. 27 proposed a wearable binocular system for object detection using a convolutional neural network on high quality images only. Li et al. 28 proposed a real-time holistic vision-based system called ISANA for blind navigation and wayfinding. ISANA runs on google tango mobile device containing vision and depth sensors. Maps were generated with the help of CAD model from different architectural layouts. They used RANSAC algorithm for floor segmentation, 3-D point cloud deskewing, 2-D projection approach for obstacle avoidance, and Kalman filter for estimating motion of obstacles for safe navigation. They also used text-to-audio on priority basis to convey feedback of the system, such as waypoint guidance, obstacle alerts, and location awareness information. Neto et al. 29 proposed a wearable system based on the Kinect sensor, which detected face, used temporal coherence along with a simple biometric procedure, and produced a sound related with the identified person. They used K-NN classifier along with HOG descriptors. Table 2 briefs some notable visually impaired assisting Table 2 Blind aid technologies using vision sensor inputs.
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Aravinda et al. 22 Detect potholes and Uneven Surfaces technologies, which clearly portray the general trend of existing systems in terms of sensors used to perceive input from the environment; output type and devices via which information is provided back to the user and feature extraction technique used for object detection and classification.
Background of CNN-Based Feature Extraction Techniques
The current work focuses on using CNN for feature extraction tasks. The most commonly used CNN 31 based object detectors include region-based convolutional neural network (R-CNN), 32 fast R-CNN, 33 faster R-CNN, 34 and YOLO. 35 An option to add segmentation properties to fast RCNN is enabled by putting an object mask predicting feature with the already occurring branch for bounding box recognition. 36 A lot of researchers have reused these detectors with minor modifications like fine-tuning 37 including temporal information 38, 39 or architectural enhancement. 37, 40, 41 Some interesting architectural enhancements, though not used for vehicle classification purpose, are found in Refs. 24 and 42-47. These focus mainly on using multimodal features, such as depth 24, 42 or optical flow. 43 Some architectural modification over Alexnet is used in Refs. 44 and 45. For example in Ref. 44 , the fifth convolutional layer of AlexNet is replaced with a set of seven convolutional layers (referring to seven different objects), which are piled in parallel with mean pooling and then fed to the fully connected layers for image aesthetic assessment. Statistical aggregation of features obtained from different patches is used for image style, aesthetics, and quality estimation. 46 A two-column CNN is trained to rate image aesthetics, where the input for the network is global image as well as local image patches. 48 In case of multicolumn CNN architectures, the feature output of the different columns is fused at various stages. Liu et al. 47 demonstrated the use of a multispectral CNN, where different kinds of images like intensity image, thermal image, etc., are used for training and the obtained feature maps are fused using concatenation. He et al. 49 worked on satellite images and proposed a method based on the multichannel deep model to fuse panchromatic and multispectral images prior to using them as inputs to CNN.
Contributions
In this particular work, the main contributions are as follows:
• To develop a scene perception system providing information about objects (object detection and classification from images) in the scene and their relative depth (using laser). The focus is on making this system low-cost, light weight, simple and easily wearable, emphasising that no explicit training is required to use the system. At the same time, retrieval of maximum information about the environment is ensured. The system currently works on restricted voice output, which implies that the user can select how much information he wants. 
System Details
The flowchart of the developed system is shown in Fig. 3 . This system is at its early stage but is already capable to fulfill all of the basic requirements:
1. Acquisition of a video streams and laser data from webcam (HD resolution 1920 × 1080, 25 fps) and laser device, respectively. 2. Detection and classification of multiple objects from the scene, even if the position of object or vehicle is not perfectly in front of the camera via the object Journal of Electronic Imaging 013031-5 Jan∕Feb 2019 • Vol. 28 (1) detection and classification module (further elaborated in Secs. 3.3 and 3.4).
Mapped distance estimation of individual objects
via the laser distance module (further elaborated in Sec. 3.5). 4. Generation of a voice output identifying the name of the recognized object or vehicle and its distance from the user.
The proposed system is portable, however, the size will be reduced in future versions.
Single-Board PC: Odroid
Odroid XU4 has been used, which is a small PC with Ubuntu Mint 16.04 capable of running a full Linux distribution. Dimensions of single board odroid XU4 is 83 × 59 × 18 mm. It is portable and easy to wear. It has an octacore Samsung Exynos5422 working at 2 GHz. In addition to that, an ARM Mali, T628 GPU, exists which exploit parallel computation that can prove to be very useful to further increase the processing throughput, with the support of OpenCL. Also, 2 GB of embedded DDR3 and 2 USB 3.0 ports make it suitable for the purpose. Coding of neural network model has been done in torch. The code is added in the start-up, i.e., as soon as the system is powered on, the code will run automatically. The camera captures frames, further trained network detects objects from the captured frames, espeak module gets activated, and voice message about detection result is received as output.
Laser and Camera
Hokuyo URG-04LX-UG01 scanning laser and Logitech C270 HD high quality webcam has been attached to two different USB ports of odroid. Hokuyo laser is used to get the distance of the detected object from the user. Torch commands have been used for the same. This laser is a small, affordable, and accurate scanner and ranges from 20 to 5600 mm in a 240 deg arc with 0.36 deg angular resolution. Its low power consumption, 5 V, allows it to be used on battery operated platforms. The Logitech webcam is 3 MP camera, which helps in recording superior quality with good clarity visuals in both day and night time environment due to its feature of effective light correction. Laser and camera have been attached to the chest, as shown in Fig. 4 . Depth data are acquired using laser and real-time image data are captured using camera. Further, the system detects and classifies the object from the scene and informs the user about the nature of the object along with the distance through a voice message. Since all the data are acquired using the sensors and all the processing is done in the device itself, there is no need of any other external hardware components for the data input and processing. Feedback for the obstacle detection is provided through voice message to the user via earphones. The odroid processor can either be tied to the belt or carried in the bag as per the suitability of the user, whereas the camera and laser can be attached to the chest. It should be noted (also shown in Fig. 4 ) that the current system is without disintegration of the camera chip and laser from the outer casing. However, in the future, they will be fabricated in a common box to further reduce its size. The system currently runs at about 1 fps: further experiments with the user group and appropriate optimization are in progress. The system architecture is shown in Fig. 5 .
Features: Multimodal CNN-Based Feature
Extraction Techniques Proposed work uses edge, optical flow, and scale space representations along with RGB intensity images and fuses the convolutional feature maps before applying to region proposal network. It includes edges obtained from Canny, Sobel, and Prewitt edge detection algorithms; scale values of t ¼ 3 and 5; orientation data of optical flow for extracting pertinent features through different scale and orientation information of an object. The motivation behind each has been provided below:
• Sharpening techniques improve the visibility of digital images by enhancing the evidences of the objects, which are present in the image. This improves their borders and their details, giving to the images greater tidiness and depth. The sharper edges can be helpful for better feature extraction. 50, 51 In the proposed work, the images have been sharpened by fusing (adding) various edge features, which results in improved feature extraction by neural network than using normal intensity images. • Optical flow allows us to retain the benefits of motion information. Sun et al. 52 proved that CNN fine-tuned Journal of Electronic Imaging 013031-6 Jan∕Feb 2019 • Vol. 28 (1) with optical flow features in combination with RGB features performed better than using only RGB features. Moreover, calculation of the motion dynamics at the feature level is faster as well as more robust as deeply learned features convey more semantic and discriminative representations with reliable elimination of local and background noises in the raw frames. Ng et al. 53 also proved that using optical flow features for training a CNN can greatly benefit the classification accuracy. Since the general networks process video frames at 1 fps, they do not use any apparent motion information. Therefore, the proposed model has been trained on optical flow images. • A single-scale representation blurs salient information (useful in object matching) of different scales. Features extracted from various scales will contain more pertinent information, which improves the training of CNN. This has been used for various purposes using CNN 54,55 for a long time. The reason for using this in the proposed work is that multiscale 54 visual information includes feature representations at both global contextual and local saliency scales.
The PASCALVOC dataset is used for extracting the features from fifth convolutional layer (conv5) of VGG 16. The steps of training and testing are shown in Algorithm 1. Networks used Algorithm 1 Obstacle predictor and classifier along with distance for blind.
Input: Training Set P ¼ fðx 1 ; y 1 Þ; · · · ; ðx n ; y n Þg, x i ∈ X , number of classes C, y i ∈ Y ¼ y 1 ; y 2 ; · · · ; y c Output: R ¼ ½O ∈ X ; y ∈ Y ; Z , O is object detected, y is its label and Z is distance of object from user.
1: Divide P into 3 equal parts P j where j=1,2,3. (a) The image is given as input to a convolution network which will output a set of convolutional feature maps on the last convolutional layer.
(b) Then a sliding window of size n x n is run spatially on these feature maps. A set of anchors are generated which all have the same center but with different aspect ratios and different scales. All these coordinates are computed with respect to the original image.
(c) For each of these anchors, a value p* indicated how much these anchors overlap with the ground-truth (GT) bounding boxes. p* is computed as shown in equation below:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; t 0 0 4 ; 3 2 6 ; 1 5 8
where IU is intersection over union and is defined below in equation: CNN-Edges P ðconv5_F Edges P Þ separately for resulting features map ðF Edges Þ. In the same manner, feature map ðF Opt Þ is obtained by fusing conv5_F Int and conv5_F Opt . Feature map ðF Gauss Þ is obtained by fusing conv5_F Int , conv5_F Gauss 3 , and conv5_F Gauss 5 . These feature maps are further passed for region of interest (ROI) pooling and classified using two different classification networks, CNN_1C and CNN_0C, as shown in Fig. 6 . CNN_0C has three fully connected layers while CNN_1C has one convolutional layer with three fully connected layers.
Fusion
A common way of fusing features is by concatenating them, 47 which leads to the enlarged size of feature map and takes a lot of computational time and space. Hence, in this paper, addition and/or maximum operation on features have been used to retain the size of feature map. There are three cases of fusion of feature extraction:
1. In case of edges, features are fused by adding them (conv5_F Int and conv5_F Edges C ), (conv5_F Int and conv5_F Edges S ), and (conv5_F Int and conv5_F Edges P ). Further taking the maximum of these three gives the final feature map ðF Edges Þ, as shown in Eq. (1). The process using different network classifiers (CNN_1C and CNN_0C) is shown in Fig. 6 :
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 4 4 2
2. For optical flow, Conv5_F Int are fused (added) to orientation features ðconv5_F Opt Þ. Feature map F Opt is obtained, as shown in Eq. (2). The whole process is shown in Fig. 7 with classifier network CNN_0C.
Network architecture CNN_1C has also been used for this:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 3 2 5
3. For scaled images, the fusion is done by taking maximum of the features of conv5_F Int , conv5_F Gauss 3 , and conv5_F Gauss 5 . The feature map ðF Gauss Þ is obtained using Eq. (3) . The process is shown in Fig. 8 :
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 2 4 6
Conv5_F Int conv5_F Gauss 3 conv5_F Gauss 5 :
(3)
Depth Data
During testing, the trained network detects and classifies the object or vehicle coming in the way of the user and the laser tells the distance of the detected object or vehicle. The distance factor is added to the system by mapping the laser data with the vehicle detection and classification. The extrinsic calibration of laser range finder and camera has been done using the traditional calibration method, which has been used in Ref. 56 also. The world coordinates of the image have been projected to image coordinates using Journal of Electronic Imaging 013031-8 Jan∕Feb 2019 • Vol. 28 (1) extrinsic parameters (K), orientation (R), and position (t) of camera. Further, the transformation from camera co-ordinate system to laser co-ordinate system using laser's orientation (Φ) and position (Δ) has been done. In the proposed work, calibration has been done by using the experimental setup, where small objects such as bottle are used to obtain 3-D and 2-D coordinates. Both the captured scenes from camera and laser sensor are divided into grids for the mapping purpose. One grid of camera correspond to one grid of laser considering common centre point. Some of the instances of the process of getting data are shown in Fig. 9 . In camera coordinate system, the calibration plane can be parameterized by three-vector N, which can be calculated as in Eq. N:
Here, P represents camera co-ordinate system. After knowing H, Φ and Δ can be calculated using Eq. (6):
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 2 3 9
The equation shows the calculation for the whole dataset that is for different positions of bottle: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 3 2 6 ; 1 6 7
where N i is the bottle plane in the i'th position. The whole process has been written stepwise as shown below: Journal of Electronic Imaging 013031-9 Jan∕Feb 2019 • Vol. 28 (1) 1. Take different objects (bottles in this case) and place them in front of the camera-laser range finder system in the different orientations. 2. For each position of bottle, extract the laser points in the laser reading, and detect the bottle grid points in the image. Estimate the camera orientation R i and position t i with respect to the bottle, and then compute the calibration plane parameter N i . 3. Estimate the parameter Φ and Δ using Eq. (5). 4. Refine Φ and Δ using Eq. (7) .
The laser gives the data in the form of polar value ðpÞ, distance ðzÞ, and angle ðaÞ of the object from the center point of laser. From the polar value, Cartesian coordinates of the object have been calculated. A mapping from camera to laser coordinates has been accomplished by using a function represented in Eq. (8) from which the distance of the object has been figured out: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ; 1 5 5 f∶A i → B i ;
where A represents data of camera and B represents laser data. Equation (8) has been solved using inverse mapping of ½u; v T ∼ KðRP þ tÞ and P f ¼ ΦP þ Δ. Further testing with self-created dataset has been done using these trained nets. During testing, a person is blind folded to realistically simulate the experience of visually impaired people. Testing is done at different spots and timings. Three testsets are taken for testing that are T1 (subset of CALTECH), T2 (self-created set), and T3 (subset of Pascal VOC). All the results are presented in the form of (1) vehicle detection and classification using deep neural network and (2) the distance of vehicle from a user using laser. The results have been further presented in the following ways: Table 3 . Exp(B): Accuracies for different network architectures in terms of object detection and classification for normal (F Int ), edges (F Edges ), scaled (F Gauss ), and optical flow (F Opt ) image features are shown in Table 4 . Results depict that scaled, optical, and edge image features provide higher detection accuracies as compared to raw RGB intensity image features (named as normal). Also, accuracies obtained using CNN_1C are higher Journal of Electronic Imaging 013031-10 Jan∕Feb 2019 • Vol. 28 (1) than those of CNN_0C. For instance, using intensity data, accuracies obtained for T1, T2, and T3 are 65.0, 64.0, and 63.5 for CNN_0C and accuracies for T1, T2, and T3 are 79.2, 81.0, and 78.0 for CNN_1C, which is a rise of ∼12% to 14%. It is also observed that an average of 10% to 12% improvement is obtained while using multimodal features inplace of normal intensity features for CNN_0C. So, using multimodal features is almost as beneficial as adding another convolutional layer. Exp(C): For the best performing network, i.e., CNN_1C on the best performing test set(T2), further experiments have been presented. Table 5 shows recall, precision, and F1 score of all the different methods using CNN_1C on T2. It is seen that scaled image features provide the best recall, precision, and F1 score. Figure 10 shows accuracy of T2 with the different methods and highlights that CNN−Gauss−1C has the highest accuracy for different number of samples per class. Also, unlike other methods, accuracy of optical flow features is considerably higher with even less number of samples per class.
Exp(D): Figure 11 depicts recall, precision, and F1 score for T1, T2, and T3 using CNN-Gauss-1C with different number of training samples per class. In all the graphs, CNN-Gauss-1C, CNN-Edges-1C, CNN-Opt-1C and CNN-Int-1C have been abbreviated as F G , F E , F O and F I , respectively. Exp(E): In general, the performance of deep CNN is measured in terms of detection or classification accuracies obtained using individual networks. Schwartz-Ziv and Tish 57 opened the black box of deep neural networks by using mutual information and, mean and standard deviation of weights learnt across the layers for measuring the performance of networks. According to them, F over the iteration, they obtained large mean and small STD during the fitting phase, whereas during compression, there is a large fluctuation with small mean and large STD. However, the difference between the mean and STD becomes constant to denote network convergence. With these parameters, they recorded layerwise performance to get a clear view of results. In this paper, Figs. 12 and 13 show the norm of the means and standard deviations of the weight gradients for each layer of network CNN_1C and CNN_0C, respectively, as function of the number of training epochs. The values are normalized by the L2 norms of the weights for each layer. It is observed that for CNN_0C, mean converges in the order fc3, fc1, fc2 while STD converges in the order fc1, fc3, fc2, whereas for CNN_0C, mean converges in the order fc3, fc1, fc2, convolutional layer while STD converges in the order fc1, fc3, convolutional layer, fc2. It should be noted that as the networks are initialized with pretrained weights, an early convergence is observed. Graphs represent that mean of convolutional layer in network CNN_1C reduced to zero in the end, whereas standard deviation (STD) of fc2 layer converges in later epochs when compared to other layers. In case of network CNN_0C, mean of fc2 converges in the end and STD of fc3 converges in the last as compared to other layers. Finally, the graphs conclude that at par with accuracy, network CNN_1C performs better than CNN_0C in terms of mean and standard deviation also. Fluctuating values of STD of CNN_1C show that it performs better than CNN_0C. Fig. 14(a) ] or when there is comparative motion in the image or image gets blurred, as shown in Fig. 14(b) . Further, the differences from other systems have been shown in Table 6 . 
Discussion
(a) (b) (c) (d)
Feedback to User(s) Interaction
In the proposed system, the best performing network has been installed, i.e., CNN-Gauss-1C. The interaction of the system with the user is through voice messages. It informs the user about the type of obstacle and its distance, as shown in Fig. 15 . The voice message is given through ear phones. However, the interaction system will be enhanced in future systems providing detailed messages, e.g., a message suggesting to avoid the obstacle and to follow an alternate path which is clearer. Moreover, the position of the obstacle will be mentioned, e.g., left, right, or centre with respect to the user. However, such a large number of voice messages can confuse the user. In that regard, vibrations or some beep systems can also be incorporated for better clarity.
For testing, the proposed system was repeatedly provided to user groups and then, according to the feedback, some changes were done in the system. Initially, the system was detecting and classifying all objects in all the frames acquired by the camera. Their information, along with their distance from the user, was conveyed with the help of voice messages. However, for overcrowded scenes, there were a lot of voice messages generated per frame, which were taking lot of time to convey the messages, thereby confusing the user.
Interaction changes in the system
Certain changes were done after getting feedback, as shown in Fig. 16 : • In the first change, the frame rate was set, i.e., system detects and classifies objects after 10 frames. However, the long messages were interrupting one another. For example, "There is a person ahead at the distance of 1100 mm." These messages were taking a lot of time (7 to 8 ms/message) to inform the user and the user was receiving information about all the objects present in the scene. • In the second iteration, some users preferred not to know all the contents in the scene. In that case, they can choose to only be alerted if an object exists at a distance less than or equal to 1000 mm. System was set to send messages at different intervals, according to the distance of the object from the user. At 1000 mm, system sent a message and again, a warning message when distance is reduced to 500 mm apart. Short messages containing only the object name and distance were set to avoid confusion, for example, "person 1000 mm." These messages were taking lesser time, i.e., 2 to 3 ms/message. The information about the objects with lesser distance will be informed first. • In the third change, the confidence of classification of object was given along with its type. For example, if system detected a car, then message "95% car" will be sent to the user. Table 7 shows different scenarios along with time taken by the system to recognize and inform the user. "-" in the table represents that no information about these objects was given in the second change.
Conclusion
In this work, a low cost, light weight, simple, and easily wearable navigation-aid system for the visually impaired is proposed with integrated laser and high quality webcam. It detects and classifies obstacles that come in the way, determines the distance of the obstacle from the user and warns the user timely. The system is trained using multicolumn CNN with edges, optical flow, and scale space features. These convolutional feature maps are fused involving two kinds of multispectral fusions, namely addition and maximum. These feature maps are further fed to ROI pooling algorithm and classified using two different classification networks, namely CNN_0C and CNN_1C, having three fully connected layers and one convolutional layer with three fully connected layers, respectively. Extensive experimentations done using three datasets show that there is considerable improvement in accuracies from CNN_0C to CNN_1C and normal to multimodal features. For instance, while using normal data, accuracies obtained from CNN_1C have 12% to 14% rise than obtained from CNN_0C. We also observed that an average of 10% to 12% improvement is obtained while using multimodal features in place of normal features. Out of all the multimodal features mentioned above, scale space features with CNN_1C outperform the others. 
