The view of the urban environment as an extended nonlinear system introduces new concepts, motivates new questions, and suggests new methodologies in the study of urban dynamics. A review of recent results on interlace dynamics in nonequilibrium physical systems is presented, and possible implications on the urban environment are discussed. It is suggested that the growth modes of specific urban zones (e.g. residential, commercial, or industrial) and the factors affecting them can be studied using mathematical models that capture two generic interface instabilities.
INTRODUCTION
The urban environment resembles in many respects a dissipative physical system maintained out of equilibrium by influx and outflux of energy and matter [1, 2] . A living system is perhaps the first example to come to mind but more instructive for our purposes is the example of a chemical reaction continuously refreshed with new chemicals. Despite the enormous number of matter constituents, the atoms and molecules, the overall behavior of such a system can be surprisingly coherent; the system may sell-organize into spatiotemporal patterns of chemical concentrations. [3, 4] . 125 Oh lh 1.5h FIGURE The development of a labyrinthine pattern in a chemical reaction due to an interface instability (from Lee et al. [3] , reproduced with permission).
E. MERON
The dark region, pertaining to high acidity, invades into the light region (low acidity) by growing fingers, leaving a mixed dark-light pattern. The driving force that maintains this pattern is the continuous supply of chemicals which replace those consumed. The latter turn into products that leave the reaction scene. Similarly, the urban environment can be viewed as a far from equilibrium system driven by a continuous inflow of information, raw materials or residents, and sustaining patterns of commercial zones, industrial zones, socioeconomic residential areas, and so on. Adopting this view Portugali et al. have recently used discrete mathematical models to study spatiotemporal patterns of sociocultural segregation. Their City model [5] consists of a two-dimensional square lattice of cells, each of which is conceived as a house or a place in the urban environment. Any given place is assigned a state, it may be vacant or occupied by individuals of different sociocultural backgrounds, denoted "blue" and "green". An instantaneous state of the city is given by the state matrix of all cells. The temporal evolution of the city is dictated by a set of rules defining the state of any given place at the next time step as a function of the current states of the cell itself and its nearest neighbors. Computer simulations of the model yield patterns consisting of green and blue domains. Changing the rules affects the patterns and allows assessing the effects of various factors on the sociocultural structure of the City.
Discrete models of this nature fall in the class of Cellular Automaton (CA) models [6] , which have been used in a variety of physical contexts including hydrodynamics and chemical reactions [7, 8] . CA models have successfully reproduced various nonlinear behaviors of these systems, and from a computational point of view, provide economical substitutes for the pertinent nonlinear partial differential equations, the Navier Stokes equations for fluids, and reaction-diffusion equations for chemical systems. In the context of urban development CA models are natural choices [5] , for partial differential equations are difficult to motivate (see however [9] ) and the consideration of urban factors is most readily done at the discrete cellular level.
The temporal evolution of domain patterns, such as the chemical patterns shown in Fig. or the segregation patterns exhibited by the City model, is strongly affected by the dynamics of the interface between the different domains, low and high acidity or blue and green residential areas. The main purpose of this paper is to expose urban researchers to recent developments in nonequilibrium interface dynamics, and to address possible implications on the urban environment. We will focus on two generic interface instabilities, an instability to transverse perturbations and a parity breaking bifurcation, and discuss the different growth modes associated with them.
We begin in Section 2 with a review of basic concepts of nonlinear dynamics which we will need in the rest of the paper, and discuss their significance in the urban context. In Section 3 we analyze two interface instabilities using a two-variable reactiondiffusion model describe possible interface instabilities in nonequilibrium systems and study the effects they have on interface dynamics. Possible implications on the urban environment, and prospects for further developments in this new interdisciplinary area are discussed in Section 4.
DISSIPATIVE NONLINEAR DYNAMICS
Dynamical systems in nature can be divided into conservative and dissipative systems. The former conserve energy and obey dynamical equations of a very special (Hamiltonian) form. The latter are not restricted in this sense, and include physical systems that are open to energy exchanges with their environment, or systems for which the concept of energy is not well defined. Most dynamical systems in nature are also nonlinear. The nonlinear nature of a system may show up as a saturation of a growth process, as a driving force of a decaying process, or as a qualitative change in the system's behavior as a control parameter is varied (see bifurcation below).
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The urban environment justifiably falls in the class of dissipative nonlinear systems.
We illustrate basic properties of dissipative nonlinear systems [10] appear. We say that a bifurcation has occurred at a=0. This is an example of a parity breaking bifurcation; a parity symmetry, u---+-u, of (1) (for b 0) is broken by the solutions that exist for a > 0.
The symmetry takes one solution into the other. It is instructive to plot the solutions of (1) as functions of the bifurcation parameter a. The resulting bifurcation diagram is shown in Fig. 2(a) .
The bifurcation, as the figure suggests, is called a pitchfork bifurcation.
In order to understand the dynamical significance of the bifurcation at a--0 we need to study the ..... 1 Fig. 2(b) . We may also plot the stationary solutions as functions of b for a given a. The outcome is shown in Fig. 3 . Dynamical systems involving more than one degree of freedom may have additional types of stable solutions (besides stationary), and consequently different attractors of the dynamics. Systems containing two and more degrees of freedom may have stable periodic solutions in time, and systems having at least three degrees of freedom may exhibit strange attractors on which the dynamics are chaotic [10] . Spatially extended systems (described by partial differential equations rather than ordinary ones as (1)) The notion of attractors of the dynamics fits quite well our experience of urban dynamics. Consider for examples two sociocultural groups residing in the same neighborhood. Ignoring for the moment the boundaries between the two groups, where cultural diffusion takes place, any individual in this neighborhood is likely to belong to one of the two cultures. Intermediate individuals, like newborn children or spouses from other cultures, will adopt in the course of time one culture or another depending on initial biases. In the terminology of nonlinear dynamics we may say that the two cultures form attractors of the dynamics and that initial conditions placed within the basin of attraction of a given culture will evolve to that culture as time goes to infinity. An individual may persist in an intermediate or mixed-culture state in the interface between the different sociocultural groups where diffusion of cultural influences takes place. Such an interface may also be an attractor of the dynamics in the sense that initial interface structures evolve toward a single stable interface with a characteristic width. This property is readily captured by adding a diffusion term to Eq. (1). We will discuss this modified equation in the next section.
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We conclude this brief introduction emphasizing a property ofnonlinear dissipative systems which we find significant in the context of urban studies. Bifurcation and instability phenomena and, consequently, the attractors associated with them, are universal. This explains why different physical processes, having very little in common like a chemical reaction and a fluid flow, may exhibit the same types of patterns, stripes, traveling waves, spiral waves and so on. The significance in the urban context is twofold. (i) The same attractors are expected to be found in urban dynamics, although complex urban dynamics may exhibit additional attractors not seen in relatively simple physical systems. (ii) In constructing models of urban development we need not take into account all possible factors; models with fewer factors may reproduce the same universal bifurcations, and therefore the same qualitative behaviors.
INTERFACE DYNAMICS IN CONTINUOUS SYSTEMS
An interface, in the context considered here, is a localized spatial structure forming a transition zone between two different stable uniform states of the system. The interface represents a stable balance between two competing processes, the tendency of the system to converge locally to one of the two states because of their stability, and diffusion. Without diffusion an infinitely sharp interface would form. The effect of diffusion is to smooth out the interface and give it a characteristic finite width. This can be readily seen by modifying Eq. (1) to include a diffusion term, OU U3 OZu
where D is a diffusion constant. The left hand side of (3) still represents the rate of change of u, but now at a given spatial location x. The last term on the right hand side represents the change of u at a given location due to diffusion into (OZu/ 0x2>0) or out of (oZu/Ox2<O) that location. Equation ( 3) has a stable interface or front solution, which for b =0 takes the simple stationary (non-
As shown in Fig. 4 Recent studies of various models representing nonequilibrium bistable systems [11] [12] [13] [14] (see also interface state is an attractor of the dynamics the circular up state domain will cease expanding and begin shrinking. This is an example of a spontaneous transition between the counterpropagating interface states, induced by curvature.
Spontaneous interface transitions provide the mechanism of a new growth mode in which a noncircular growing domain splits into two parts which grow and split again in a process reminiscent of cell division. A numerical demonstration of this growth mode is shown in Fig. 8 . The initial up state domain in this simulation is not perfectly circular, but has some oval shape. As the domain grows the flatter parts of its boundary reach the end point of the upper branch in Fig. 7 (Fig. 1) , the transverse instability leads eventually to a stationary labyrinth.
tips grow into pairs of fingers and the process continues until a stationary labyrinth fills the whole system. The simulation was carried out far from the front bifurcation, in the single front regime (r! > tic).
Approaching the bifurcation would result in domain splitting and possibly domain merging as well. The final labyrinthine pattern is an attractor of the dynamics, one out of many other attractors, all having the same qualitative appearance but differing in quantitative details. The labyrinthine pattern shown in Fig. suggests (iii) Fingering and tip splitting, where the domain grows fingers which split into pairs of fingers and so on. Fingering occurs far above the transverse instability and far away from the front bifurcation, in the single front regime.
DISCUSSION
The question of predicting and controlling the urban environment has repeatedly been addressed by modern geographers (see the recent review by Portugali [19] can advance our understanding of the built environment and provide quantitative means to plan and control it. This approach did not last for too long. The disillusionment came by the end of the 60s and early 70s when it was realized that the urban environment is far more complex to be handled globally and quantitatively with scientific methods. Geographers turned toward social theories attempting to apply abstract concepts to practical environmental issues. Gradually it became evident that this approach too is remote from reality, and a renewed interest in positivism has begun [19] . Concepts taken from the realm of exact sciences, like chaos, fractals, self-organization, synergetics and so on, have started pervading into the language and conceptual approach ofgeographers. In light ofthe huge impact these concepts have had on a variety of scientific disciplines dealing with complex natural phenomena, it was not surprising to find these concepts diffusing to studies of complex systems outside the strict realm of exact sciences.
The global, quantitative scientific approach has rightfully been abandoned, but a qualitative approach [1] based on the concepts and tools of nonlinear dynamics may still prove successful. In addressing the question of sociocultural segregation, for example, we need not take into account all aspects of the urban environment. It might be sufficient to include only those considerations needed to capture the essential bifurcations and instabilities, in this case, the front bifurcation and the transverse instability. A qualitative approach also resolves the problem of quantifying human variables such as tolerance to individuals belonging to different sociocultural groups. Since the ultimate interest is in qualitative features, assigning numbers to human variables is merely a mean to take full advantage of the advanced mathematical theory of nonlinear dissipative systems.
Can we predict or control urban behaviors? Evidently not in any quantitative sense. But we might be able to identify factors that affect the qualitative behavior of the system and in this sense predict or control urban behaviors. Mathematical modeling, that focuses on restricted aspects of the urban environment and captures the essential instabilities and bifurcations, may help achieving this goal. Returning to the issue of sociocultural segregation, a CA model in the spirit of the City can be used to predict which of the three growth modes, even, domain splitting or fingering, is likely to occur in the modeled environment. The model, which should capture the two interface instabilities, can also suggest ways to control the growth rate by identifying the urban factors that move the system toward or across these instabilities.
APPENDIX
To study the front bifurcation and the transverse instability for continuous systems we consider a reaction-diffusion model for two scalar variables u and v:
where the subscript denotes the partial derivative with respect to and 272 is the two dimensional Laplacian operator. This type of model has been studied in the context of nerve conduction (with 5=0) and chemical reactions [20] [21] [22] , semiconductor resonators [23] , chains of coupled oscillators [24] and many other systems [25] . It is an extension of (3) We focus here on the regime e/6 << where a singular perturbation analysis of (5) can be performed. For large e/ a different approach can be used [14] . In addition to the two stable homogeneous solutions, Eq. (5) also admits front solutions connecting regions of (u +, v +) and (u_, v_ 
where we rescaled space and time according to z=x/x, 7-=et, #=e/5<< 1,
and introduced the traveling frame coordinate z-c7-. Front solutions of (6) The speed of the front solution of (1 5) is Combining the two equations, (1 3) and (1 7), we find an implicit relation for the front speed, c, in terms of the equation parameters r/,a, and a0, cr1,2 -c/2 -+-(c2/4 + q2)1/2. 
where c 3a0/ x/q2.
For the symmetric case, a0 0 and consequently co =0. Equation (19) Fig. 5 (right) . The bifurcation point, r/= r/c, occurs for smaller critical r value than the symmetric case and the front that exists for r/> r/c is not stationary. 
For each planar solution branch, c0=co(r/), the condition d 0 defines a line in the e plane where the corresponding planar front branch undergoes a transverse instability. Setting d=O for the symmetric case (a0 0), the stationary and counterpropagating fronts become unstable to transverse modulations when 5 > 98-q6e and 5 > 3/(2x/q3x/7), respectively.
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