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IRREDUCIBLE POLYNOMIALS WITH PRESCRIBED
TRACE AND RESTRICTED NORM
K. KONONEN, M. MOISIO, M. RINTA-AHO, AND K. VÄÄNÄNEN
Abstrat. Let Fq , q = p
r
, be a nite eld with a primitive ele-
ment g. In this paper we use exponential sums and Jaobi sums
to ompute the number of the irreduible polynomials of degree m
over Fq with trae xed and norm restrited to a oset of a sub-
group 〈gs〉, s | (q − 1). We give the number expliitly for s = 2,
3, 4 when q = p, and for s | (pe + 1) when r = 2en. Finally, we
give expliit formulae for the number when both trae and norm
are xed, p = 2 and m ≤ 30.
1. introdution
Let p be a prime number, Fq a nite eld with q = p
r
elements, and
g a primitive element of Fq . The expliit enumeration of irreduible
polynomials
f(x) = xm − axm−1 + · · ·+ (−1)mb ∈ Fq [x]
with some preassigned oeients xed is quite hard problem in general
and it has been takled only in ertain speial ases. For example,
Carlitz [4℄ and Yuas [18℄ obtained expliit formulae for the number of
f(x) with a or b xed. Carlitz also obtained expliit formulae for the
number of f(x) with a xed and b in a xed oset of the group of squares
in F∗q . Moisio [10℄ onsidered the enumeration problem when both a
and b are xed, and gave the number of f(x) in terms of exponential
sums and in terms of the number of rational points on ertain algebrai
varieties dened over Fq . Espeially, the number of irreduible ubi
polynomials with a and b xed was given in terms of ubi Gauss sums
(ase a = 0) and in terms of the number of rational points on the
ellipti urves over Fq dened by E : y2 + ba−3y + xy = x3, whih, in a
way, indiates the hardness of the expliit enumeration problem. For
results on the enumeration problem when some other oeients than
a and b are xed we refer to the survey by Cohen [5℄, and to a reent
work by Moisio and Ranto [11℄.
The aim of this paper is to generalize results of [4℄ by giving expliit
formulae for the number of f(x) with a xed and b in a xed oset of a
subgroup 〈gs〉. Atually, we shall do this in the following three speial
ases:
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• s = 2 (Carlitz's ase),
• s = 3,
• s = 4,
• r = 2en and s (> 1) is any fator of pe + 1.
Moreover, we shall give expliit formulae for the number of f(x) with
both a and b xed under the assumptions q = 2r and m ≤ 30.
The method used in this paper is essentially the one used in [10℄ but
here expliit evaluation of Jaobi sums and ertain exponential sums
are used instead of the theory of algebrai varieties. We also note that
our method is more elementary than the method used in [4℄ in the sense
that the use of L-funtions is avoided.
2. Notations and basi formulae
We x the following notations.
p, q, r, s, h, m, t positive integers, p prime, q = pr, s | (q− 1),
h ∈ {0, 1, . . . , s− 1}, m ≥ 2, t | m
d, l d = gcd(m
t
, s), l = gcd(t, s
d
)
Trt, Normt the trae and norm from Fqt onto Fq
γ = γm a xed primitive element of Fqm
γt the primitive element of Fqt that is the norm
of γ onto Fqt
g Normm(γm), a primitive elment of Fq ; also
g = γ1 = Normt(γt)
Pm(a, s, h) the number of the irreduible polynomials
f(x) = xm − axm−1 + · · · + (−1)mb ∈ Fq [x],
where a is xed and b ∈ gh〈gs〉 ⊆ F∗q
St = St(a, s, h) the set of x in Fqt with Trm(x) = a and
Normm(x) ∈ gh〈gs〉
Tt = Tt(a, s, h) the set of x in St with x /∈ Fqk for any k < t
Nt the number of elements in St
et the anonial additive harater et(x) =
e
2pii trt(x)/p
of Fqt , where trt is the absolute
trae Fqt → Fp
Note that Nm =
∑
t|m|Tt| and the Möbius inversion gives, see [10,
Lemma 1℄,
Pm(a, s, h) =
1
m
∑
t|m
µ(m
t
)Nt. (1)
Thus the knowledge of Nt for t | m gives Pm(a, s, h), and therefore we
onsider Nt.
From the denition of St it follows that
x ∈ St ⇐⇒ mt Trt(x) = a and Normt(x
m
t ) ∈ gh〈gs〉.
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By denoting x = γit , i ∈ {0, 1, . . . , qt − 2}, we see that the ondition
Normt(x
m/t) ∈ gh〈gs〉 is satised if and only if the ongruene
m
t
i ≡ h (mod s) (2)
holds. If d ∤ h then (2) has no solution, and if d | h then (2) has
solutions
i = i0 + j
s
d
, j = 0, 1, . . . ,
d
s
(qt − 1)− 1, (3)
where i0 is the solution of
m
dt
i0 ≡ h
d
(
mod
s
d
)
, 0 ≤ i0 < s
d
. (4)
Thus we obtain
Lemma 1. (i) Nt = 0 if d ∤ h.
(ii) Nt = 0 if p | mt and a 6= 0.
(iii) Nt =
d
s
(qt − 1) if p | m
t
, d | h and a = 0.
In the remaining ases
p ∤ m
t
and d | h. (5)
To state a formula for Nt in this ase we use the anonial additive
harater et.
Lemma 2. If (5) holds then
Nt =
d
sq
(qt − 1 +Mt),
where
Mt =
∑
c∈F∗q
e1(− tmca)
∑
x∈F∗
qt
et(cγ
i0
t x
s
d ). (6)
Proof. By the denition of St, equation (3) and the orthogonality of
haraters we obtain
qNt =
d
s
(qt−1)−1∑
j=0
∑
c∈Fq
e1
(
c(Trt(γ
i0+j
s
d
t )− tma)
)
=
∑
c∈Fq
e1(− tmca)
d
s
(qt−1)−1∑
j=0
e1
(
Trt(cγ
i0+j
s
d
t )
)
=
∑
c∈Fq
e1(− tmca)
d
s
(qt−1)−1∑
j=0
et(cγ
i0+j
s
d
t )
=
d
s
∑
c∈Fq
e1(− tmca)
∑
x∈F∗
qt
et(cγ
i0
t x
s
d ).
This proves Lemma 2. 
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We shall now onsider separately the ases a = 0 and a 6= 0. For this
onsideration let n | (q− 1) and let Hn denote the subgroup of order n
of the multipliative harater group of Fq and H
∗
n = Hn \ {λ0}, where
λ0 is the trivial multipliative harater of Fq . If λ is a multipliative
harater of Fq , then λ ◦Normt is a multipliative harater of Fqt . We
dene the Gauss sum Gt(λ) over Fqt as follows:
Gt(λ) =
∑
x∈F∗
qt
et(x)(λ ◦ Normt)(x).
The following Lemma 4 of [10℄ gives a onnetion of these sums with
monomial exponential sums.
Lemma 3. Let n be a positive fator of q − 1 and let α ∈ F∗qt. Then∑
x∈F∗
qt
et(αx
n) =
∑
λ∈Hn
Gt(λ¯)(λ ◦ Normt)(α),
where λ¯ = λ−1.
3. Case a = 0
Assume in this setion that a = 0. Then Mt in (6) has the following
expressions.
Lemma 4. Assume that (5) holds and a = 0. Then
Mt = (q − 1)
∑
x∈F∗
qt
et(γ
i0
t x
l) = (q − 1)
∑
λ∈Hl
Gt(λ¯)λ(g
i0),
where l = gcd(t, s
d
) is dened at the beginning of Setion 2.
Proof. The laimed formulae for Mt are equal by Lemma 3 (reall that
Normt(γt) = g). Substituting a = 0 into (6) we get by Lemma 3
Mt =
∑
c∈F∗q
∑
x∈F∗
qt
et(cγ
i0
t x
s
d ) =
∑
c∈F∗q
∑
λ∈Hs/d
Gt(λ¯)λ(Normt(cγ
i0
t ))
=
∑
λ∈Hs/d
Gt(λ¯)λ(g
i0)
∑
c∈F∗q
λ(ct). (7)
Setting n = gcd(q − 1, t) we have
∑
c∈F∗q
λ(ct) =
∑
c∈F∗q
λn(c) =
{
0 if λn 6= λ0,
q − 1 if λn = λ0.
Sine λ ∈ Hs/d in (7), the ondition λn = λ0 is equivalent to λ ∈
Hn ∩Hs/d = Hl, and the lemma follows. 
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Furthermore, we present Mt in terms of (a speial lass of) Jaobi
sums
Jt(λ) =
∑
x1,...,xt∈Fq
x1+···+xt=1
λ(x1 · · ·xt),
where λ is a multipliative harater of Fq and, as usual, we dene
λ(0) = 0, if λ 6= λ0, and λ0(0) = 1.
Lemma 5. Assume that (5) holds and a = 0. Then
Mt = (q − 1)
(
−1 + (−1)tq
∑
λ∈H∗l
Jt(λ)λ¯(g
i0)
)
,
where l = gcd(t, s
d
).
Proof. In Lemma 4 Gt(λ0)λ0(g
i0) = −1. For λ 6= λ0, the Davenport-
Hasse identity (see e.g. [7, Theorem 5.14℄) gives Gt(λ) = (−1)t−1G1(λ)t
and [3, Theorem 10.3.1℄ gives G1(λ)
t = −qJt(λ) sine l | t. 
As we shall see, Lemmas 4 and 5 give Mt expliitly in many ases.
4. Case a 6= 0
The result orresponding to Lemmas 4 and 5 is for a 6= 0 the following
lemma.
Lemma 6. Assume that (5) holds and a 6= 0. Then
Mt =
∑
λ∈Hs/d
Gt(λ¯)G1(λ
t)λ(at0g
i0)
= 1 + (−1)t−1q
∑
λ∈H∗
s/d
Jt(λ¯)λ((−a0)tgi0),
where a0 = −mta .
Proof. Substituting c 7→ −mc
ta
= a0c into (6) we get by Lemma 3 and
the Davenport-Hasse identity
Mt =
∑
c∈F∗q
e1(c)
∑
λ∈Hs/d
Gt(λ¯)λ(Normt(a0cγ
i0
t ))
=
∑
c∈F∗q
e1(c)
∑
λ∈Hs/d
Gt(λ¯)λ(a
t
0c
tgi0)
=
∑
λ∈Hs/d
Gt(λ¯)λ(a
t
0g
i0)
∑
c∈F∗q
e1(c)λ
t(c)
= (−1)t−1
∑
λ∈Hs/d
G1(λ¯)
tG1(λ
t)λ(at0g
i0)
= 1 + (−1)t−1
∑
λ∈H∗
s/d
G1(λ¯)
tG1(λ
t)λ(at0g
i0).
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Thus
(−1)t−1(Mt − 1) =
∑
λ∈H∗l
G1(λ¯)
tG1(λ
t)λ(at0g
i0)
+
∑
λ∈H∗
s/d
\H∗l
G1(λ¯)
tG1(λ
t)λ(at0g
i0).
(8)
By Theorems 10.3.1 and 1.1.4 (b) of [3℄,
G1(λ¯)
t =
{
−qJt(λ¯) if λt = λ0,
λ((−1)t)Jt(λ¯)G1(λt) if λt 6= λ0.
For λ ∈ Hl ⊆ Ht, G1(λt) = −1 and λ((−1)t) = 1. Hene in (8)∑
λ∈H∗l
G1(λ¯)
tG1(λ
t)λ(at0g
i0) = q
∑
λ∈H∗l
Jt(λ¯)λ((−a0)tgi0). (9)
For λ ∈ H∗s/d \H∗l , G1(λt)G1(λt) = |G1(λt)|2 = q and in (8)∑
λ∈H∗
s/d
\H∗l
G1(λ¯)
tG1(λ
t)λ(at0g
i0) = q
∑
λ∈H∗
s/d
\H∗l
Jt(λ¯)λ((−a0)tgi0)
= q
( ∑
λ∈H∗
s/d
Jt(λ¯)λ((−a0)tgi0)−
∑
λ∈H∗l
Jt(λ¯)λ((−a0)tgi0)
)
.
Combining this with (8) and (9) we obtain the lemma. 
In some ases we are able to ompute monomial sums
∑
x∈F∗
qt
et(αx
n)
expliitly. In suh ases Lemma 4 is useful for a = 0. The following
lemma gives similar formula for a 6= 0.
Lemma 7. Assume that (5) holds and a 6= 0. Then
Mt =
1
u
u−1∑
j=0
(∑
x∈F∗
qt
et
(
a0γ
t0j+i0
t x
s
d
))(∑
c∈F∗q
e1(g
jcu)
)
,
where a0 = −mta , t0 = q
t−1
q−1 , and u =
s
dl
with l = gcd(t, s
d
) = gcd(t0,
s
d
).
Proof. First we observe that t0 = (q− 1)(qt−2 +2qt−3 + · · ·+ (t− 2)q+
t− 1) + t and therefore l = gcd(t0, sd).
Substituting c 7→ a0c and noting that g = γt0t , (6) transforms into
Mt =
∑
c∈F∗q
e1(c)
∑
x∈F∗
qt
et(a0cγ
i0
t x
s
d ) =
q−2∑
i=0
e1(γ
t0i
t )
∑
x∈F∗
qt
et(a0γ
t0i+i0
t x
s
d ).
By the partitition 〈γt0t 〉 =
⋃u−1
j=0 γ
t0j
t 〈γt0ut 〉 eah element in 〈γt0t 〉 an
be written in the form γt0jt γ
t0uk
t with j ∈ {0, . . . , u − 1} and k ∈
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{0, . . . , q−1
u
− 1}. Thus,∑
x∈F∗
qt
et(a0γ
t0i+i0
t x
s
d ) =
∑
x∈F∗
qt
et(a0γ
t0j+i0
t (γ
kt0/l
t x)
s
d )
=
∑
x∈F∗
qt
et(a0γ
t0j+i0
t x
s
d ),
and onsequently
Mt =
u−1∑
j=0
∑
x∈F∗
qt
et(a0γ
t0j+i0
t x
s
d )
q−1
u
−1∑
k=0
e1(γ
t0j
t γ
t0uk
t ).
Here the inner sum equals
1
u
q−2∑
k=0
e1(g
jgku) =
1
u
∑
c∈F∗q
e1(g
jcu),
and the proof is omplete. 
5. Number of polynomials in ertain speial ases
In this setion we onsider some speial ases when Mt, and hene
Pm(a, s, h), an be given expiitly. One ase is that s is small. Then λ in
the summations of Lemmas 5 and 6 has small order. The Jaobi sums
for haraters of several small orders have been omputed expliitly in
[3℄.
Another lasses when Mt an be omputed expliitly (or up to two
hoies) are the semiprimitive and index 2 ases for p = 2 (see Subse-
tion 5.5, p. 16, for denitions). In these ases the monomial sums, or
at least their value distribution, in Lemmas 4 and 7 an be evaluated.
We shall onsider several small s and semiprimitive and index 2 ases
in the following subsetions.
5.1. Case s = 2 (Carlitz's ase). The ase s = 2 was studied already
by Carlitz in [4℄. Now b ∈ gh〈g2〉 and h = 0 or 1 aording to whether
b is a square or a non-square in F∗q . In addition, p must be odd sine
2 | (q − 1). We have now three possibilities for d and l:
(d, l) =


(1, 1) if 2 ∤ m
t
, 2 ∤ t,
(1, 2) if 2 ∤ m
t
, 2 | t,
(2, 1) if 2 | m
t
.
Let us now ompute Mt and Nt assuming (5). For other ases, Nt an
be omputed with Lemma 1. After omputing Mt the Nt is obtained
from Lemma 2, see Theorem 1 below.
8 K. KONONEN, M. MOISIO, M. RINTA-AHO, AND K. VÄÄNÄNEN
If (d, l) = (1, 1) then i0 = h in (4). For a = 0 we have by Lemma 4
Mt = (q − 1)
∑
x∈F∗
qt
et(γ
h
t x) = 1− q.
For a 6= 0, let ρ be the multipliative harater of order 2 of Fq . Then
ρ¯ = ρ and ρ(gh) = (−1)h. Further,
Jt(ρ) =
{
−ρ((−1) t2 )q t−22 if t is even,
ρ((−1) t−12 )q t−12 if t is odd, (10)
by [3, Theorem 10.2.2℄. As now t is odd, Lemma 6 and (10) give
Mt = 1 + qJt(ρ)ρ((−a0)tgh) = 1 + qρ((−1) t−12 )q t−12 ρ((mta)tgh)
= 1 + (−1)hq t+12 ρ((−1) t−12 m
ta
)
.
If (d, l) = (1, 2) then again i0 = h in (4). Now t is even, so Lemma
5 and (10) give for a = 0
Mt = (q − 1)(−1 + qJt(ρ)ρ(gh))
= (q − 1)(−1− qρ((−1) t2 )q t−22 (−1)h)
= (q − 1)(−1− (−1)hq t2ρ((−1) t2 )).
For a 6= 0 we get by Lemma 6 and (10)
Mt = 1− qJt(ρ)ρ((−a0)tgh) = 1 + qρ((−1) t2 )q t−22 (−1)h
= 1 + (−1)hρ((−1) t2 )q t2 .
If (d, l) = (2, 1) then (5) an hold only if h = 0 (Nt = 0 for h = 1 by
Lemma 1). By Lemmas 4 and 6, Mt = 1− q for a = 0 and Mt = 1 for
a 6= 0. Lemma 2 now gives the following theorem.
Theorem 1. The values of Nt for s = 2 and assuming (5) are those
listed in Table 1.
Table 1: Values of Nt for s = 2 assuming (5).
a Nt (d, l)
a = 0 1
2
(qt−1 − 1) (1, 1)
1
2
(
qt−1 − 1− (q − 1)(−1)hq t−22 ρ((−1) t2 )) (1, 2)
qt−1 − 1 (2, 1)
a 6= 0 1
2
(
qt−1 + (−1)hq t−12 ρ((−1) t−12 m
ta
))
(1, 1)
1
2
(
qt−1 + (−1)hq t−22 ρ((−1) t2 )) (1, 2)
qt−1 (2, 1)
Equation (1) now gives Pm(a, 2, h) expliitly when the struture of
the fatorization of m is known. In partiular, if m > 2 is prime then
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Pm(a, 2, h) =
1
m
(Nm − N1), and d = l = 1 for both t = 1, m. First,
from Table 1, Nm =
1
2
(qm−1 − 1) for a = 0 and
Nm =
1
2
(
qm−1 + (−1)hqm−12 ρ((−1)m−12 a))
for a 6= 0. If m = p then by Lemma 1 N1 = q−12 for a = 0 and
N1 = 0 for a 6= 0. If m 6= p then Table 1 yields N1 = 0 for a = 0 and
N1 =
1
2
(
1 + (−1)hρ(ma)) for a 6= 0. Combining these we obtain
Pm(0, 2, h) =
{
1
2p
(qp−1 − q) if m = p,
1
2m
(qm−1 − 1) if m 6= p,
and, for a 6= 0,
Pm(a, 2, h) =
{
1
2p
(qp−1 + S) if m = p.
1
2m
(qm−1 + S − (−1)hρ(ma)− 1) if m 6= p,
where S = (−1)hqm−12 ρ((−1)m−12 a). These results are in aordane
with [4, eqs. (5.8) and (5.9)℄.
5.2. Case s = 4 = 22. For s = 4 we assume that q = p, i.e. r = 1.
Then [3, Theorem 10.2.5℄ applies diretly. The more general q will be
onsidered in a future work. Sine 4 | (q − 1), p = 4f + 1 for some
f ∈ Z. This time we have six possibilities for d and l:
(d, l) =


(1, 1) if m
t
and t are odd,
(1, 2) if m
t
odd and t ≡ 2 (mod 4),
(1, 4) if m
t
odd and 4 | t,
(2, 1) if m
t
≡ 2 (mod 4) and t odd,
(2, 2) if m
t
≡ 2 (mod 4) and t even,
(4, 1) if 4 | m
t
.
Let χ4 be the multipliative harater of order 4 of Fq = Fp satisfy-
ing χ4(g) = i. Furthermore, let a4 and b4 be integers satisfying (see
Theorems 3.2.1 and 3.2.2 in [3℄)
a24 + b
2
4 = p, a4 ≡ −
(
2
p
)
(mod 4), b4 ≡ a4g
p−1
4 (mod p),
where
(
2
p
)
denotes the Legendre symbol. Set
pi4 = (−1)f (a4 + ib4) ∈ Z[i]. (11)
Then pi4pi4 = p and, sine q = p,
Jt(χ4) =


−p t−44 pi
t
2
4 if t ≡ 0 (mod 4),
p
t−1
4 pi
t−1
2
4 if t ≡ 1 (mod 4),
p
t−2
4 pi
t
2
4 if t ≡ 2 (mod 4),
(−1)fp t−34 pi
t+1
2
4 if t ≡ 3 (mod 4)
(12)
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by [3, Therem 10.2.5℄. Note also that χ24 = ρ (see s = 2), χ
3
4 = χ4,
and onsequently Jt(χ
3
4) = Jt(χ4). Further, ρ(−1) = χ24(−1) = 1 and
q = p, so (10) simplies into
Jt(χ
2
4) = Jt(ρ) =
{
−p t−22 if t is even,
p
t−1
2
if t is odd.
(13)
Let us now assume (5) and ompute the numbers Mt and Nt. As in
the previous subsetion, Nt is obtained in the other ases from Lemma
1. We use the above results on Jaobi sums, and Lemmas 5 and 6 in
the ases a = 0 and a 6= 0, respetively. Let rst a = 0. If l = 1,
Lemma 5 gives Mt = 1− p. In the ase l = 2 we have
Mt = (p− 1)
(−1 + (−1)tpJt(ρ)ρ¯(gi0))
by Lemma 5. Here ρ¯(gi0) = ρ(gi0) = (−1)i0 . As now t is even, (13)
gives Mt. Finally, if l = 4,
Mt
p− 1 = −1 + (−1)
tp
∑
λ∈H∗
4
Jt(λ)λ¯(g
i0)
= −1 + (−1)tp(Jt(χ4)χ34(gi0) + Jt(ρ)ρ¯(gi0) + Jt(χ34)χ4(gi0))
= −1 + (−1)tp((−1)i0Jt(ρ) + 2Re(Jt(χ4)i3i0)).
The formula for Mt is obtained from this by using (12) and (13) and
by remembering that 4 | t in the ase l = 4.
Let us next onsider the ase a 6= 0. If s
d
= 1, Mt = 1 by Lemma 6.
This orresponds to (d, l) = (4, 1). If s
d
= 2 then (d, l) = (2, 1) and t is
odd or (d, l) = (2, 2) and t is even. Again by Lemma 6
Mt = 1 + (−1)t−1pJt(ρ)ρ((−a0)tgi0).
Here ρ((−a0)tgi0) = (−1)i0ρ((−1)t)ρ(at0) = (−1)i0ρ(a0) when t is odd
and ρ((−a0)tgi0) = (−1)i0 when t is even. The equation (13) now
gives Mt. If
s
d
= 4 we have three possibilities for (d, l). In the ases
(d, l) = (1, 2), (1, 4) we know t modulo 4 but in the ase (d, l) = (1, 1)
there are two possibilities: t ≡ 1 (mod 4) or t ≡ 3 (mod 4). Lemma 6
now gives
Mt = 1 + (−1)t−1p
(
2Re(Jt(χ4)χ4((−a0)3t)i3i0) + (−1)i0Jt(ρ)ρ(at0)
)
.
Again numbers Mt an be obtained from this by using the knowledge
on t modulo 4 and the equations (12) and (13).
We summarize these results in the following theorem.
Theorem 2. Assume q = p and (5), and let
Qt,4 =
{
p
t−1
4 pi
t−1
2
4 χ4(−a0)ii0 if t ≡ 1 (mod 4),
(−1)fp t−34 pi
t+1
2
4 χ4(−a0)ii0 if t ≡ 3 (mod 4).
In addition, let pi4 be as in (11), i0 as in (4) and let a0 = −mta . Then
the values of Nt for s = 4 are those listed in Table 2.
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Table 2: Values of Nt for s = 4 assuming (5) and q = p.
a Nt (d, l)
a = 0 1
4
(pt−1 − 1) (1, 1)
1
4
(
pt−1 − 1− (−1)i0p t−22 (p− 1)) (1, 2)
1
4
(
pt−1 − 1− (−1)i0p t−44 (p− 1)(p t4 + 2Re(pi t24 ii0))) (1, 4)
1
2
(pt−1 − 1) (2, 1)
1
2
(
pt−1 − 1− (−1)i0p t−22 (p− 1)) (2, 2)
pt−1 − 1 (4, 1)
a 6= 0 1
4
(
pt−1 + (−1)i0(p t−12 ρ(a0) + 2ReQt,4)
)
(1, 1)
1
4
(
pt−1 + (−1)i0p t−24 (p t−24 − 2ρ(a0) Re(pi t24 ii0))) (1, 2)
1
4
(
pt−1 + (−1)i0p t−44 (p t4 + 2Re(pi t24 ii0))) (1, 4)
1
2
(
pt−1 + (−1)i0p t−12 ρ(a0)
)
(2, 1)
1
2
(
pt−1 + (−1)i0p t−22 ) (2, 2)
pt−1 (4, 1)
If m > 2 is prime then we an use Theorem 2 to obtain Pm(a, 4, h).
As with s = 2, Pm(a, 4, h) =
1
m
(Nm −N1) and it is enough to onsider
Nt for t = 1, m.
If t = 1, we have d = 1 by the assumption m > 2, and l = 1. In the
ase p = m we have by Lemma 1
N1 =
{
1
4
(p− 1) if a = 0,
0 if a 6= 0.
If p 6= m, (5) holds and from Table 2 N1 = 0 for a = 0 and
N1 =
1
4
(
1 + (−1)i0(ρ(a0) + 2Re(χ4(−a0)ii0)))
for a 6= 0. Here a0 = −mta = −ma−1 and, modulo 4,
i0 ≡
{
h if m ≡ 1 (mod 4),
3h if m ≡ 3 (mod 4).
Thus ρ(a0) = ρ(−1)ρ(m)ρ¯(a) = ρ(ma) and χ4(−a0) = χ4(ma−1) =
χ4(ma
3) = χ4(m
3a).
If t = m, we have d = 1 and, by the assumption m > 2, l = 1.
Clearly, (5) holds in this ase. So for a = 0 we have Nm =
1
4
(pm−1−1).
For a 6= 0 we have i0 ≡ h (mod 4) by (4) and a0 = −mta = −a−1. Thus
ρ(a0) = ρ(−1)ρ¯(a) = ρ(a) and χ4(−a0) = χ4(a−1) = χ4(a) = χ4(a3).
Table 2 now yields Nm for both m ≡ 1 (mod 4) and m ≡ 3 (mod 4).
Note that if m = p then m = q ≡ 1 (mod 4).
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Combining the above we have
Pm(0, 4, h) =
{
1
4
(pp−2 − 1) if m = p,
1
4m
(pm−1 − 1) if m 6= p
for a = 0. If a 6= 0 then
Pp(a, 4, h) =
1
4p
(
pp−1 + (−1)h(p p−12 ρ(a) + 2p p−14 Re(pi p−124 χ4(a)ih)))
for m = p and
Pm(a, 4, h) =
1
4m
(
pm−1 − 1 + (−1)h(ρ(a)(pm−12 − ρ(m))+ 2ReRm))
for m 6= p, where
Rm =
{
p
m−1
4 pi
m−1
2
4 χ4(a)i
h − χ4(m3a)ih if m ≡ 1 (mod 4),
(−1)fpm−34 pi
m+1
2
4 χ4(a)i
h − χ4(m3a)i3h if m ≡ 3 (mod 4).
5.3. Case s = 3. For s = 3 we again assume that q = p, i.e. r =
1. Sine 3 | (p − 1), p ≡ 1 (mod 3). As for s = 2, we have three
possibilities for d and l:
(d, l) =


(1, 1) if 3 ∤ m
t
, 3 ∤ t,
(1, 3) if 3 ∤ m
t
, 3 | t,
(3, 1) if 3 | m
t
.
Let χ3 be the multipliative harater of order 3 of Fq satisfying χ3(g) =
ζ := e2pii/3. Obviously χ3 = χ
−1
3 = χ
2
3 and onsequently Jt(χ3) =
Jt(χ
2
3). We also note the useful properties χ
2
3(−1) = χ3((−1)2) = 1
and χ3(−1) = χ23(−1) = 1. Let a3 and b3 be integers satisfying (see
Theorems 3.1.1 and 3.1.2 in [3℄)
a23 + 3b
2
3 = p, a3 ≡ −1 (mod 3), 3b3 ≡ (2g
p−1
3 + 1)a3 (mod p),
and denote
pi3 = χ3(2)(a3 + ib3
√
3) ∈ Z[ζ ]. (14)
Sine we assume q = p, [3, Theorem 10.2.4℄ is appliable and it yields
together with pi3pi3 = p that
Jt(χ3) =


−p t−33 pi
t
3
3 if t ≡ 0 (mod 3),
p
t−1
3 pi
t−1
3
3 if t ≡ 1 (mod 3),
p
t−2
3 pi
t+1
3
3 if t ≡ 2 (mod 3).
(15)
Let us now assume (5) and ompute the numbers Mt and Nt. Again,
in the other ases Nt is obtained from Lemma 1.
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If (d, l) = (1, 1) then t ≡ 1 (mod 3) or t ≡ 2 (mod 3). In the ase
a = 0 we again obtain Mt = 1 − q by Lemma 4. For a 6= 0 Lemma 6
gives
(−1)t−1
q
(Mt − 1) =
∑
λ∈H∗
3
Jt(λ)λ((−a0)tgi0)
= Jt(χ3)χ
2
3((−a0)tgi0) + Jt(χ3)χ23((−a0)tgi0)
= 2Re(Jt(χ3)χ3(a
2t
0 )ζ
2i0).
As (15) tells the value of the Jaobi sum in the above equation, Mt and
Nt are easily obtained from this.
If (d, l) = (1, 3) then t ≡ 0 (mod 3). The numbers Nt an again be
obtained as above using Jaobi sums and Lemmas 5 and 6 for a = 0
and a 6= 0, respetively. Finally, for (d, l) = (3, 1) Lemmas 5 and 6 give
Mt = 1− q if a = 0, and Mt = 1 if a 6= 0.
Again, Lemma 2 ompletes the following theorem.
Theorem 3. Assume q = p and (5), and let
Qt,3 =
{
p
t−1
3 pi
t−1
3
3 χ3(a0)ζ
2i0
, if t ≡ 1 (mod 3),
p
t−2
3 pi
t+1
3
3 χ3(a0)ζ
2i0
, if t ≡ 2 (mod 3).
Further, let pi3 be as in (14), i0 as in (4), and let a0 = −mta . Then the
values of Nt for s = 3 are those listed in Table 3.
Table 3: Values of Nt for s = 3 assuming (5) and q = p.
a Nt (d, l)
a = 0 1
3
(pt−1 − 1) (1, 1)
1
3
(
pt−1 − 1− 2(−1)tp t−33 (p− 1)Re(pi
t
3
3 ζ
2i0)
)
(1, 3)
pt−1 − 1 (3, 1)
a 6= 0 1
3
(
pt−1 − 2(−1)tReQt,3
)
(1, 1)
1
3
(
pt−1 + 2(−1)tp t−33 Re(pi
t
3
3 ζ
2i0)
)
(1, 3)
pt−1 (3, 1)
Again, we shall nally onsider the situation when m > 3 is prime.
The omputations are straightforward and similar as in the ase s = 4
so we just state the results:
Pm(0, 3, h) =
{
1
3
(pp−2 − 1) if m = p,
1
3m
(pm−1 − 1) if m 6= p,
for a = 0 and
Pm(a, 3, h) =
{
1
3p
(
pp−1 + 2p
p−1
3 Re(pi
p−1
3
3 χ3(a)ζ
2h)
)
if m = p,
1
3m
(pm−1 − 1 + 2ReLm) if m 6= p,
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for a 6= 0, where
Lm =
{(
(ppi3)
m−1
3 − χ3(m)
)
χ3(a)ζ
2h
if m ≡ 1 (mod 3),(
p
m−2
3 pi
m+1
3
3 χ3(a)ζ
h − χ3(m)
)
χ3(a)ζ
h
if m ≡ 2 (mod 3).
5.4. Case s | (pe + 1). Assume r = 2en and let s > 1 be a fator of
pe + 1. Then −1 is a power of p in Zs, and s is alled semiprimitive.
The semiprimitive numbers N appear also in [1, 17℄ in onnetion to
semiprimitive yli odes. We reall Theorem 1 in [9℄, whih we shall
use in the following form:
Proposition 1. If s | (pe + 1) and r = 2en then
∑
x∈F∗
qt
et(γ
i
tx
s) =
{
(−1)nt√qt − 1 if i 6≡ ks (mod s),
(−1)nt−1(s− 1)√qt − 1 if i ≡ ks (mod s),
where ks = s/2 if p > 2, 2 ∤ nt and 2 ∤ (p
e+1)/s, and ks = 0 otherwise.
Note that Proposition 1 holds for s = 1, too.
If a = 0, Lemma 4 and Proposition 1 immediately give
Mt
q − 1 + 1 =
{
(−1)nt√qt if (17) holds,
(−1)nt−1(l − 1)√qt if (18) holds, (16)
where the onditions are
l > 1 and i0 6≡ kl (mod l), (17)
l = 1; or l > 1 and i0 ≡ kl (mod l). (18)
Assume next that a 6= 0. We ombine Proposition 1 with Lemma 7
and observe rst that the ongruene indγt a0+ t0j+ i0 ≡ ks/d (mod sd)
is solvable in j if and only if
l | (ks/d − i0 − indγt a0) and t0l j ≡
ks/d−i0−indγt a0
l
(mod u). (19)
Assume rst that l ∤ (ks/d − i0 − indγt a0). Now, by Lemma 7 and
Proposition 1, we get
uMt =
(
(−1)nt
√
qt − 1)∑
c∈F∗q
u−1∑
j=0
e1(g
jcu)
=
(
(−1)nt−1
√
qt + 1
)
u. (20)
Assume next that l | (ks/d − i0 − indγt a0). Sine the ongruene in
(19) has unique solution j0 ∈ {0, . . . , u−1}, Lemma 7 and Proposition
1 imply
uMt =
(
(−1)nt−1( s
d
− 1)
√
qt − 1)∑
c∈F∗q
e1(g
j0cu)
+
(
(−1)nt
√
qt − 1)∑
j 6=j0
∑
c∈F∗q
e1(g
jcu).
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Here ∑
j 6=j0
∑
c∈F∗q
e1(g
jcu) =
u−1∑
j=0
∑
c∈F∗q
e1(g
jcu)−
∑
c∈F∗q
e1(g
j0cu),
and therefore
uMt = (−1)nt−1 s
d
√
qt
∑
c∈F∗q
e1(g
j0cu) +
(
(−1)nt−1
√
qt + 1
)
u.
Finally, by applying Proposition 1 with t = 1, we get
∑
c∈F∗q
e1(g
j0cu) =
{
(−1)n√q − 1 if (21) holds,
(−1)n−1(u− 1)√q − 1 if (22) holds.
where the onditions are
u > 1 and j0 6≡ ku (mod u), (21)
u = 1; or u > 1 and j0 ≡ ku (mod u). (22)
Altogether, if l | (ks/d − i0 − indγt a0), then
Mt − 1 = (23){
(−1)nt−1(((−1)n√q − 1)l + 1)√qt if (21) holds,
(−1)nt−1(((−1)n−1(u− 1)√q − 1)l + 1)√qt if (22) holds.
Combining (16), (20) and (23) with Lemma 2 we get the values of
Nt whih we gather in the following theorem.
Theorem 4. Assume s | (pe + 1) and r = 2en. Then the Nt are those
listed in Table 4. Espeially, if a = 0 and l = 1 then Nt =
d
s
(qt−1 − 1),
and if a 6= 0 and d = s then Nt = qt−1.
Table 4: Values of Nt for s | (pe +1) and r = 2en with  | and
 ∤ telling whether l divides ks/d − i0 − indγt a0 or not.
a Nt with
a = 0 d
s
(
qt−1 − 1 + (−1)nt(q − 1)
√
qt−2
)
(17)
d
s
(
qt−1 − 1− (−1)nt(q − 1)(l − 1)
√
qt−2
)
(18)
a 6= 0 d
s
(
qt−1 − (−1)nt
√
qt−2
)
∤
d
s
(
qt−1 − (−1)nt(((−1)n√q − 1)l + 1)√qt−2) |, (21)
d
s
(
qt−1 − (−1)nt(((−1)n−1(u− 1)√q − 1)l + 1)√qt−2) |, (22)
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5.5. The semiprimitive and index 2 ases for p = 2. In this sub-
setion we assume that p = 2 and show how to alulate Pm(a, q−1, h)
in semiprimitive or index 2 ases by applying the results from [8, II℄
and [14℄. In partiular, we give Pm(0, q−1, h) expliitly for all m ≤ 30.
We also give a table of these numbers for q = 2, 4, 8, and small val-
ues of m to ross-hek our formulae against the results given by the
irreduible polynomial generator in [15℄.
As p = 2, the semiprimitive ase holds for an odd integer N > 1 if
−1 is a power of 2 in ZN . Correspondingly, the index 2 ase is said
to hold for N if −1 /∈ 〈2〉 ⊆ ZN and ordN 2 = φ(N)/2 where φ is the
Euler funtion.
If s is semiprimitive then learly its fators, espeially l, s/d and u
in Lemmas 4 and 7, are too. Proposition 1 an be written for hara-
teristi p = 2 in the following form, see also [8, II Theorem 1℄.
Proposition 2. Assume that rt = N ′ ordN 2, N > 1 and −1 is a power
of 2 modulo N . Then∑
x∈Fqt
et(γ
a
t x
N) =
{
(−1)N ′√qt if N ∤ a,
(−1)N ′−1(N − 1)√qt if N | a.
Similarly, if the index 2 ase holds for N then its fators satisfy either
the index 2 or the semiprimitive ase, see [8, II Lemmas 2 and 5℄. In
what follows we onsider only square-free N in the index 2 ases. From
the general lassiation result [8, II Lemmas 3 and 6℄ it follows that
the following three ases are then possible, where p1 and p2 are primes:
1. N = p2 ≡ 7 (mod 8);
2. N = p1p2, p1 ≡ 5 (mod 8), p2 ≡ 3 (mod 8), 2 is a primitive
root modulo p1 and modulo p2;
3. N = p1p2, p1 ≡ 3, 5 (mod 8), p2 ≡ 7 (mod 8), ordp1 2 = p1 − 1,
and ordp2 2 = (p2 − 1)/2 with −1 /∈ 〈2〉 ⊆ Zp2.
The value distribution of the monomial sums in the above square-free
ases were studied in [2℄ (ase 1) and [16℄ (ases 2 and 3). The general
(harateristi 2) index 2 ases has been studied in [8℄ (ases 1 and 2)
and in [14℄ (ase 3). We are able to ompute the value distribution
exept for few ase 3 parameters. Knowing only the value distribution
and not the exat values is not enough to ompute the Pm(a, s, h)
exatly but with the methods from [8℄ and [14℄ we get (exept for some
ases 3) at most two possibilities for the values of eah Pm(a, s, h) when
the index 2 ase holds for m.
Let us next reall how the index 2 sums
∑
x∈Fqt et(γ
i
tx
N) an be
omputed in our three ases. For the results and methods we refer to
[13, 8℄ for ases 1 and 2 and to [14℄, espeially Theorems 4, 6 and 7,
for ase 3. Also [2, 16℄ an be used. Let rt = r′t′ with r′ = φ(N)/2 =
ordN 2 and denote by δ = Norm(γt) a primitive element of F2r′ , where
Norm is the norm from Fqt onto F2r′ . Further, sine N | (2r
′ − 1), there
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exists a multipliative harater χ of F2r′ for whih χ(δ) = e
2pii/N
. The
harater χ has order N and χ′ = χ◦Norm is a multipliative harater
of order N of Fqt .
The value of the monomial index 2 sum
∑
x∈Fqt et(γ
i
tx
N) an now be
omputed in terms of Gt(χ) =
∑
x∈F∗
qt
et(x)χ
′(x) by using [8, Theorem
2℄ in the ase 1, [8, Theorem 3℄ in the ase 2 and [14, eq. (16), Theorem
4℄ in the ase 3. By the Davenport-Hasse identity
Gt(χ) = −(−Fr′(χ))t′ , Fr′(χ) =
∑
x∈F
2r
′
χ(x)e(x), (24)
where in the last Gauss sum over F2r′ e is the anonial additive har-
ater of F2r′ . These latter Gauss sums an be omputed up to the sign
of the imaginary part, see [13, p. 1245℄ and [14, p. 9 and Theorem 7℄.
The above ases over all values m ≤ 30, so we able to ompute
(possibly up to two hoies) Pm(0, s, h) for m ≤ 30 by Lemma 4 and
Pm(a, s, h) for a 6= 0, m ≤ 30, by Lemma 7. As an example we give
Pm := Pm(0, q− 1, h) for m ≤ 30. Sine s = q− 1, we have b xed and
h = ind b = indg b. We onsider the values m ≤ 30 in the following
order: 2k (2, 4, 8, 16), semiprimitive primes v (3, 5, 11, 13, 17, 19, 29)
and the ases related to these: 2v (6, 10, 22, 26), 4v (12, 20), 8v (24),
v2 (9, 25), 2v2 (18), v3 (27). Finally, we over the index 2 ases: 7, 23
with related 14, 28 (ase 1), 15 with related 30 (ase 2), and 21 (ase
3).
If m = 2k then (1) gives Pm =
1
m
(Nm−Nm/2). By Lemma 1 Nm/2 =
qm/2−1
q−1 . Lemma 4 gives Mm = 1− q and then Nm = q
m−1−1
q−1 by Lemma
2. Thus, as in [10, Example 2℄,
Pm =
qm−1 − qm/2
m(q − 1) .
In the ase m = v equation (1) implies Pv =
1
v
(Nv−N1). If v ∤ (q−1)
then d = l = 1 for both values t = 1, v. By Lemma 4, M1 = Mv = 1−q
and therefore Lemma 2 gives N1 = 0 and Nv =
qv−1−1
q−1 . Thus
Pv =
qv−1 − 1
v(q − 1) .
Assume now that v | (q−1). If t = 1 then d = v and l = 1. By Lemma
1 N1 = 0 if v ∤ h. If v | h then M1 = 1 − q by Lemma 4 and therefore
Lemma 2 gives N1 = 0 in this ase, too. If t = v then d = 1 and l = v.
By Lemma 4 and Proposition 2 we now have
Mv =
{
(q − 1)(−1±√qv) if v ∤ h,
(q − 1)(−1∓ (v − 1)√qv) if v | h,
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where ± = (−1)v′ with rv = v′ ordv 2. Sine v is odd, ± = (−1)
r
ordv 2
.
By using Lemma 2 and ombining the above results we get
Pv − q
v−1 − 1
v(q − 1) =


0 if ordv 2 ∤ r,
± 1
v
√
qv−2 if ordv 2 | r, v ∤ ind b,
∓v−1
v
√
qv−2 if ordv 2 | r, v | ind b.
(25)
To onsider the ase m = 2v we note the following. If m
2
is odd we
have µ(m)N1 + µ(
m
2
)N2 = 0. Namely, for t = 1, d = gcd(m, q − 1) =
gcd(m
2
, q − 1), and Lemma 1 gives N1 = 0 or d if d ∤ h or d | h,
respetively. For t = 2 we have d = gcd(m
2
, q − 1) again and l =
gcd(2, q−1
d
) = 1. If d ∤ h then N2 = 0 by Lemma 1. If d | h then Lemma
4 gives M2 = 1− q and therefore N2 = d(q−1)q (q2− 1 + 1− q) = d. This
proves the laim µ(m)N1 + µ(
m
2
)N2 = 0 for odd
m
2
. Note that this
laim holds true also if 8 | m or m is non-square-free. The use of (1)
now gives P2v =
1
2v
(N2v −Nv) by the above onsideration.
For t = v, d = gcd(2, q − 1) = 1 and 2 | m
t
. By Lemma 1 Nv =
qv−1
q−1 .
For t = 2v, d = 1 again and l = gcd(2v, q − 1) = gcd(v, q − 1). If
v ∤ (q − 1) then l = 1 and Lemmas 2 and 4 yield
N2v =
1
(q − 1)q (q
2v − 1 + 1− q) = q
2v−1 − 1
q − 1 .
If v | (q − 1) then l = v and Lemma 4 and Proposition 2 give
M2v =
{
(q − 1)(−1 + qv) if v ∤ h,
(q − 1)(−1− (v − 1)qv) if v | h,
sine now
2rv
ordv 2
is even. The use of Lemma 2 together with these results
gives
P2v − q
2v−1 − qv
2v(q − 1) =


0 if ordv 2 ∤ r,
1
2v
qv−1 if ordv 2 | r, v ∤ ind b,
−v−1
2v
qv−1 if ordv 2 | r, v | ind b.
For the remaining ases related to semiprimitive primes v the use of
Lemmas 1, 2 and 4 and Proposition 2 gives the following results. The
details of the alulations are given in [6℄.
If m = 4v (12, 20) then
P4v − q
2v(q2v−1 − 1)
4v(q − 1) =


− q2
4v
if ordv 2 ∤ r,
q2v−1
4v
if ordv 2 | r, v ∤ ind b,
−v−1
4v
q2v−1 − ( q
2
)2 if ordv 2 | r, v | ind b.
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If m = 24 then
P24 − q
12(q11 − 1)
24(q − 1) =


− q4(q3−1)
24(q−1) if 2 ∤ r,
q11
24
if 2 | r, 3 ∤ ind b,
− q11
12
− q4(q3−1)
8(q−1) if 2 | r, 3 | ind b.
If m = v2 (9, 25, whih are semiprimitive) then
Pv2 − q
v2−1 − 1
v2(q − 1) =
qv−1 − 1
v2(q − 1)
for ordv 2 ∤ r,
Pv2 − q
v2−1 − 1
v2(q − 1) =
{
±1 1v2
√
qv2−2 if v ∤ ind b,
− qv−1−1
v(q−1) ∓1 v−1v2
√
qv2−2 if v | ind b
for ordv 2 | r, ordv2 2 ∤ r, and
Pv2 − q
v2−1 − 1
v2(q − 1) =

±2 1v2
√
qv2−2 if v ∤ ind b,
±2 1v2
√
qv2−2 − 1
v
(
qv−1−1
q−1 ±1
√
qv−2
)
if v | ind b, v2 ∤ ind b,
∓2 v2−1v2
√
qv2−2 − 1
v
(
qv−1−1
q−1 ∓1 (v − 1)
√
qv−2
)
if v2 | ind b
for ordv2 2 | r, where ±i = (−1)
r
ord
vi
2
for i = 1, 2.
If m = 18 then
P18 − q
9(q8 − 1)
18(q − 1) = −
q3(q + 1)
18
for 2 ∤ r,
P18 − q
9(q8 − 1)
18(q − 1) =
{
q8
18
if 3 ∤ ind b,
− q3
3
( q
5
3
+ q+1
2
) if 3 | ind b
for 2 | r and 6 ∤ r, and
P18 − q
9(q8 − 1)
18(q − 1) =


q8
18
if 3 ∤ ind b,
q8
18
− q2(q3−1)
6(q−1) if 3 | ind b, 9 ∤ ind b,
− q2(8q6+3q(q+1)−6)
18
if 9 | ind b
for 6 | r.
If m = 27 then
P27 − q
26 − 1
27(q − 1) = −
q8 − 1
27(q − 1)
for 2 ∤ r,
P27 − q
26 − 1
27(q − 1) =
{
± 1
27
√
q25 if 3 ∤ ind b,
− 1
27
(
3(q8−1)
q−1 ± 2
√
q25
)
if 3 | ind b
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for 2 | r, 6 ∤ r,
P27 − q
26 − 1
27(q − 1) =


± 1
27
√
q25 if 3 ∤ ind b,
− q8−1
9(q−1) ± 127(
√
q25 − 3
√
q7) if 3 | ind b, 9 ∤ ind b,
− q8−1
9(q−1) ∓ 227(4
√
q25 − 3
√
q7) if 9 | ind b
for 6 | r, 18 ∤ r, and
P27 − q
26 − 1
27(q − 1)
=


± 1
27
√
q25 if 3 ∤ ind b,
− q8−1
9(q−1) ± 127(
√
q25 − 3
√
q7) if 3 | ind b, 27 ∤ ind b,
− q8−1
9(q−1) ∓ 227(13
√
q25 − 12
√
q7) if 27 | ind b
for 18 | r, where ± = (−1) r2 .
In the index 2 ase 1, m = p2 (7, 23) and we have Pm =
1
m
(Nm−N1)
by (1). In onsidering N1 we have d = gcd(m, q − 1) and l = 1. Thus
Lemma 1 gives N1 = 0 if d ∤ h. In the ase d | h the use of Lemmas 2
and 4 implies N1 = 0, too.
If t = m then d = 1 and l = gcd(m, q − 1). If m ∤ (q − 1) then l = 1
and Mm = 1− q by Lemma 4. Thus Lemma 2 gives Nm = qm−1−1q−1 . For
m | (q − 1) we have
Nm =
qm−1 − 1
q − 1 +
1
q
∑
x∈Fqm
em(γ
i0
mx
m)
by Lemmas 2 and 4.
To determineN7 we note that r
′ = φ(7)/2 = 3 = ord7 2 and t′ = 7r/3
in (24). Further, as given on [12, p. 3℄,
F3(χ) = −1 + c
√−7, c ∈ {1,−1},
in (24) and the use of [12, Lemma 3℄ togehter with the above onsid-
eration gives
P7 − q
6 − 1
7(q − 1) =


0 if 3 ∤ r,
−3
7
(ω
7r
3
7 + ω¯
7r
3
7 )
√
q5 if 3 | r, 7 | ind b,
√
2
7
(ω
7r
3
−1
7 + ω¯
7r
3
−1
7 )
√
q5 if 3 | r, ind b ∈ C7c ,√
2
7
(ω
7r
3
+1
7 + ω¯
7r
3
+1
7 )
√
q5 if 3 | r, ind b ∈ C7−c,
where ω7 = (1 +
√−7)/√8, bar denotes the omplex onjugation and
CNi denotes the 2-ylotomi oset modulo N ontaining i.
In the related ase m = 2 ·7 = 14 we see as above in the ase m = 2v
that µ(14)N1 + µ(7)N2 = 0 in (1). Thus P14 =
1
14
(N14 −N7). If t = 7
then d = gcd(2, q − 1) = 1. Sine m
t
= 2, Lemma 1 an be applied to
get N7 =
q7−1
q−1 . In the ase t = 14, d = 1 and l = gcd(14, q − 1) =
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gcd(7, q − 1). If 7 ∤ (q − 1) then l = 1 and Lemmas 2 and 4 give
N14 =
q13−1
q−1 . By using again Lemmas 2 and 4 we have
N14 =
q13 − 1
q − 1 +
1
q
∑
x∈Fqm
em(γ
i0
mx
7)
if 7 | (q− 1). Now rm = m′ ord7 2 or m′ = 14r/3, and therefore we get
as above
P14 − q
7(q6 − 1)
14(q − 1) =


0 if 3 ∤ r,
− 3
14
(ω
14r
3
7 + ω¯
14r
3
7 )q
6
if 3 | r, 7 | ind b,
√
2
14
(ω
14r
3
−1
7 + ω¯
14r
3
−1
7 )q
6
if 3 | r, ind b ∈ C7c ,√
2
14
(ω
14r
3
+1
7 + ω¯
14r
3
+1
7 )q
6
if 3 | r, ind b ∈ C7−c
with the same c and ω7 as in P7.
For the details of the ases m = 4 · 7 = 28 and m = 23 we refer to
[6℄ and state here the results:
P28 − q
14(q13 − 1)
28(q − 1)
=


− q2
28
if 3 ∤ r,
− 3
28
(ω
28r
3
7 + ω¯
28r
3
7 )q
13 − ( q
2
)2 if 3 | r, 7 | ind b,
√
2
28
(ω
28r
3
−1
7 + ω¯
28r
3
−1
7 )q
13
if 3 | r, ind b ∈ C7c ,√
2
28
(ω
28r
3
+1
7 + ω¯
28r
3
+1
7 )q
13
if 3 | r, ind b ∈ C7−c
with the same c and ω7 as in P7. For m = 23 the Gauss sum F11(χ)
an be alulated with the method desribed on [12, p. 3℄. We obtain
F11(χ) = 2
3(−3 + c√−23), where c ∈ {1,−1}. Then
P23 − q
22 − 1
23(q − 1) =


0 if 11 ∤ r,
−11
23
(ω
23r
11
23 + ω¯
23r
11
23 )q
69
11
if 11 | r, 23 | ind b,
q
69
11
23
Re(ω
23r
11
23 (1 +
√−23)) if 11 | r, ind b ∈ C23c ,
q
69
11
23
Re(ω
23r
11
23 (1−
√−23)) if 11 | r, ind b ∈ C23−c,
where ω23 = 3−
√−23.
The index 2 ase 2 holds for m = 15. Now F4(χ) = 1 + c
√−15 in
(24) is given in [12, Lemma 5℄, where c ∈ {1,−1}. We again just state
the results for m = 15 and the related m = 30, and refer to [6℄ for the
details. If m = 15 then
P15 − q
14 − 1
15(q − 1) = −
q4 + q2 − 2
15(q − 1)
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for 2 ∤ r,
P15 − q
14 − 1
15(q − 1) =
{
− 1
15
(
q + 1 +
√
q13 −√q) if 3 ∤ ind b,
− 1
15
(
3(q4−1)
q−1 − 2
√
q13 + (
√
q + 1)2
)
if 3 | ind b
for 2 | r, 4 ∤ r, and
P15 − q
14 − 1
15(q − 1) =

− 2
15
(
2(ω
15r
4
15 + ω¯
15r
4
15 ) + 1± 2
)√
q13
−1
5
(
q4−1
q−1 ∓ 4
√
q3
)− 1
3
(
√
q − 1)2 if 15 | ind b,
1
15
(
ω
15r
4
15 + ω¯
15r
4
15 − 2± 1
)√
q13 − 1
5
(
q4−1
q−1 ±
√
q3
)
if ind b ∈ C153 ,
1
15
(
2(ω
15r
4
15 + ω¯
15r
4
15 ) + 1∓ 4
)√
q13 − 1
3
(q + 1 +
√
q) if ind b ∈ C155 ,
1
15
(
2(ω
15r
4
+1
15 + ω¯
15r
4
+1
15 ) + 1± 1
)√
q13 if ind b ∈ C15c ,
1
15
(
2(ω
15r
4
−1
15 + ω¯
15r
4
−1
15 ) + 1± 1
)√
q13 if ind b ∈ C15−c
for 4 | r, where ± = (−1) r4 and ω15 = −(1 +
√−15)/4.
If m = 30 then
P30 − q
15(q14 − 1)
30(q − 1) = −
q3(q6 − 1)
30(q − 1)
for 2 ∤ r,
P30 − q
15(q14 − 1)
30(q − 1) =
{
− q3(q2−1)
30(q−1) +
q2
30
(q12 − 1) if 3 ∤ ind b,
− q3(3q6−2q2−1)
30(q−1) − q
2
15
(q12 − 1) if 3 | ind b
for 2 | r, 4 ∤ r, and
P30 − q
15(q14 − 1)
30(q − 1)
=


− 1
15
(
2(ω
15r
2
15 + ω¯
15r
2
15 ) + 3
)
q14
− q5(q4−1)
10(q−1) − q
3
6
(q + 1) + q
2
15
(6q2 + 5) if 15 | ind b,
1
30
(
ω
15r
2
15 + ω¯
15r
2
15 − 1
)
q14 − q4(q5−1)
10(q−1) if ind b ∈ C153 ,
1
30
(
2(ω
15r
2
15 + ω¯
15r
2
15 )− 3
)
q14 − q2(q3−1)
6(q−1) if ind b ∈ C155 ,
1
15
(
ω
15r
2
+1
15 + ω¯
15r
2
+1
15 + 1
)
q14 if ind b ∈ C15c ,
1
15
(
ω
15r
2
−1
15 + ω¯
15r
2
−1
15 + 1
)
q14 if ind b ∈ C15−c,
for 4 | r, where ω15 = −(1 +
√−15)/4.
The index 2 ase 3 holds for m = 21. The Gauss sums F6(χ) =
−2(3+c√−7) and F6(χ3) = 2(3+c
√−7) = −F6(χ), where c ∈ {1,−1},
are omputed in [14, Example 11℄. Then
P21 − q
20 − 1
21(q − 1) = −
q6 + q2 − 2
21(q − 1)
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for 2 ∤ r, 3 ∤ r,
P21 − q
20 − 1
21(q − 1) =
{
− 1
21
(
q + 1∓ (q9 − 1)√q) if 3 ∤ ind b,
− 1
21
(
3q6+q2−4
q−1 ± 2(q9 − 1)
√
q
)
if 3 | ind b
for 2 | r, 3 ∤ r,
P21 − q
20 − 1
21(q − 1) =

−( q6+7q2−8
21(q−1) +
√
q5
7
(
(ω7r7 + ω¯
7r
7 )q
7 + (ω
7r
3
7 + ω¯
7r
3
7 )
))
if 7 | ind b,
− q6−1
21(q−1) +
√
2q5
21
(
(ω7r−17 + ω¯
7r−1
7 )q
7 − (ω
7r
3
+1
7 + ω¯
7r
3
+1
7 )
)
if ind b ∈ C7c ,
− q6−1
21(q−1) +
√
2q5
21
(
(ω7r+17 + ω¯
7r+1
7 )q
7 − (ω
7r
3
−1
7 + ω¯
7r
3
−1
7 )
)
if ind b ∈ C7−c
for 2 ∤ r, 3 | r, and
P21 − q
20 − 1
21(q − 1) =

−( 1
21
(
3(2± 1)(ω
7r
2
21 + ω¯
7r
2
21 )± 2q7
)√
q5
+1
7
(
q6−1
q−1 − 3(ω
7r
3
7 + ω¯
7r
3
7 )
√
q5
)
+ 1
3
(1∓√q)2) if 21 | ind b,
1
21
(
3(1∓ 1)(ω
7r
2
21 + ω¯
7r
2
21 )± q7
)√
q5 − 1
3
(q + 1±√q) for C217 ,√
q5
21
(
2Re(ω
7r
2
21 (1 +
√−7))± Re(ω
7r
2
21 (1−
√−7))∓ 2q7)
−1
7
(
q6−1
q−1 + (ω
7r
3
−1
7 + ω¯
7r
3
−1
7 )
√
2q5
)
for C213c ,√
q5
21
(
2Re(ω
7r
2
21 (1−
√−7))± Re(ω
7r
2
21 (1 +
√−7))∓ 2q7)
−1
7
(
q6−1
q−1 + (ω
7r
3
+1
7 + ω¯
7r
3
+1
7 )
√
2q5
)
for C21−3c,√
q5
21
(−Re(ω 7r221 (1−√−7))± Re(ω 7r221 (1 +√−7))± q7) for C21c ,√
q5
21
(−Re(ω 7r221 (1 +√−7))± Re(ω 7r221 (1−√−7))± q7) for C21−c
for 6 | r, where C21i indiates the ylotomi oset that ind b belongs
to and ± = (−1) r2 . In addition, ω7 = (1 +
√−7)/√8 is as in P7 and
ω21 = 3 +
√−7.
The irreduible polynomial generator in [15℄ an be used to ross-
hek our formulae for small values of q andm. It lists every irreduible
polynomial over Fq , q ≤ 8, of a given degree m if there are at most 1000
suh polynomials. We an use [15℄ to list every irreduible polynomial
of degree m ≤ 13, 6, 3 over F2, F4, F8, respetively. One an then
pik the polynomials with a = 0 from this list. On the other hand,
the formulae of this subsetion give the number of these polynomials.
For example, let m = 3. If q = 2, 8, then (25) gives P3 =
q2−1
3·(q−1) for
every b. The P3 equals to 1 if q = 2, and to 3 if q = 8. If q = 4 then
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(25) gives P3 =
q2−1
3·(q−1) − 13
√
q = 1 for 3 ∤ ind b (b 6= 1; 2 values), and
P3 =
q2−1
3·(q−1)+
2
3
√
q = 3 for 3 | ind b (b = 1; 1 value). The other values in
Table 5 are obtained similarly. Our results agree with those obtained
using [15℄.
Table 5: The number of the irreduible polynomials with a = 0
and b xed for small q and m.
q m
2 3 4 5 6 7 8 9 10 11 12 13
2 0 1 1 3 4 9 14 28 48 93 165 315
4, b = 1 0 3 4 17 48
4, b 6= 1 0 1 4 17 56
8 0 3
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