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Abstract
We consider Diagram algebras, DG(Q) (generalized Temperley-Lieb alge-
bras) dened for a large class of graphs G, including those of relevance for
cubic lattice Potts models, and study their structure for generic Q. We nd
that these algebras are too large to play the precisely analogous role in three
dimensions to that played by the Temperley-Lieb algebras for genericQ in the
planar case. We outline measures to extract the quotient algebra that would
illuminate the physics of three dimensional Potts models.
PACS: 75.10.H
1 Introduction
With the benet of hindsight it is striking how easy it might have been, 15-20 years
ago, to identify roots of unity as the values of q that were special for the description
of the physics of Q = (q + q−1)2 state Potts models in two dimensions, and related
spin chains in one dimension. It is the work of a few lines to derive these as the
exceptional cases using the Temperley-Lieb algebra introduced by Temperley and
Lieb 1971 [?] (see [?]). This could have been done before many of the models
were solved. Only the interpretation of this result might have puzzled the early
‘algebraic physicist’. Of course, this is not the way things happened. The location
of the special points is revealed in the details of the solution of the models [?][?][?],
and it was only after the solution of the models that the signicance of the special
points and their relation to the cataloguing of models into universality classes was
appreciated.
In a sense, we nd ourselves heading down the same path now for three and
higher dimensional models. There has been some very impressive work done on
models whose Boltzmann weights satisfy the tetrahedron equations [?], but that is
not the route we follow here. In [?] it was suggested that the Diagram algebras
DG(Q) (dened below) for some sequence of graphs G(−) = fG(1); G(2); : : :g would
play the role of the Temperley-Lieb algebra for higher dimensions (the Temperley-
Lieb algebra is the sequence of Diagram algebras with G(j) = Aj, where Aj is the j
node chain graph). In this paper we determine the structure of DG(Q) for enough
graphs G to show that a direct analogy with two dimensions is too simplistic in
general, and suggest a resolution.
The paper is structured in the following way. We introduce the Q-state Potts
model on any lattice, and point out the relation between the transfer matrix of
the 2-dimensional model and the Temperley-Lieb (TL) algebra. Since we take the
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algebraic route in this paper, we then state the specic link between representation
theory (the index set for distinct irreducible representations) and physics (primary
elds in the 2-dimensional conformal eld theory (CFT)) that we would like to
examine in the higher dimensional context. Namely, when the index set is nite,
the corresponding CFT is minimal. In 2-dimensions, the index set is nite at the
special values of Q called Beraha numbers, which are also the values at which the
TL algebras dened for a sequence of chain graphs of increasing length becomes
non-semisimple beyond some length. One of our objectives in this paper is to locate
the corresponding Q-values at which our candidate algebra DG(Q) becomes non-
semisimple in an analogous way.
We dene the Diagram algebra as a subalgebra of the Partition algebra [?] in
the last part of this section. The basis of the dening representation of the Diagram
algebra is taken from the set of partitions of the nodes of two copies of a graph
G, called ‘top’ and ‘bottom’. Multiplication in the algebra involves stacking one
such top and bottom over another, and keeping track of the resulting partitions by
transitivity (see gure 1). In section 2, we tackle the problem of classifying the
irreducible representations of DG(Q) for generic Q. This is carried out in two steps
{ rst by noting the number of parts with both top and bottom nodes as above
(called the number of ‘propagating lines’) and then by the permutations of these
lines allowed on a given graph G. We do this for a large class of graphs and in
particular, for a class of graphs which we call unsplitting (see proposition 3 and the
remark following it). We also give necessary and sucient conditions for a set of
partitions to be a basis for these irreducibles in proposition 6. Using this key result,
we prove in proposition 7 that the algebras dened for a sequence of unsplitting
graphs ceases to be semi-simple for at least all integer values of Q. In section 4,
we apply the above results for the particular example of an unsplitting graph that
is relevant for building the transfer matrix of the 3-dimensional Potts model. We
discuss the implication of these results next. The appendix lays out the preliminary
steps towards the description of the Bratteli diagram (or the inclusion matrix) for
the restriction of modules for the generically semi-simple algebras DH  DG for
graphs G;H and H  G.
1.1 Basic denitions
For any simple, unoriented graph L, and natural number Q, the partition function
of the Q-state Potts model [?] on the graph L is
Z(L) =
X








where 0L denotes the set of nodes of L, and 
1
L, the set of its edges.








((i; j); (k; l)) 2 1GH if
(
(i; k) 2 1G and j = l; or
(j; l) 2 1H and i = k:
(3)
Let A^t be the t-node closed chain graph. Then for example Al Am  A^t would be
the cubic lattice with periodicity in one direction. For any G the partition function
Z(G A^t) = Tr( (G)t); (4)




















I = IQ ⊗ IQ ⊗ :::⊗ IQ (6)





(IQ ⊗ IQ ⊗ : : :⊗ M|{z}
ith
⊗ : : : IQ) (i 2 
0
G); (7)
where M is the QQ matrix with all entries 1, in the ith position (note that writing
the factors in a row implies a total order on 0G - this is physically misleading for
general G and can be chosen arbitrarily, c.f. the two dimensional case [?]) and
Ui;j =
q
Q(IQ ⊗ IQ ⊗ : : :⊗ N|{z}
ith⊗jth
⊗ : : : IQ);

(i; j) 2 1G

(8)
where N is the Q2  Q2 diagonal matrix acting on the ith and jth subspaces (and
note that j is not necessarily adjacent to i in a given ordering) with index set
f1; 2; : : : ; Qg  f1; 2; : : : ; Qg, and
N(i;j);(i;j) =













Ui;jUiUi;j = Ui;j (10)
[Ui; Uj] = [Ui; Uj;k] = [Ui;j; Uk;l] = 0; i 6= j; k: (11)
Recall that for G = An the graph L = G A^t is the square lattice on a cylinder,
and these matrices give a representation of the Temperley-Lieb algebra [?]. It is
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known that this representation is faithful except at the Beraha type numbers [?]
Q = 4 cos2 p
b
(p; b integers), where it is faithful only on the unitarizable quotient
[?]. Also, for other Q values the number of distinct irreducible representations in
this Potts representation grows unboundedly with n, whereas for p; b integer it is
nite and xed by b (a la primary elds in rational conformal eld theories [?]). The
models corresponding to these Beraha-type numbers have as massless Euclidean eld
theory limits the minimal models of conformal eld theory. For p = 1, these lattice
models are in the same universality class as the ABF models [?][?] [?][?] whose
corresponding conformal eld theories belong to the unitary series of ref. [?] with
c = 1− 6
b(b−1) .
In this paper we address the question of what is the appropriate abstract algebra,
in the same sense as above, for arbitrary sequence G(−). In [?], it has been noted
that the algebra with generators and relations simply as in equation(11) (the Full
Temperley-Lieb algebra) is too big, as the Potts representation is then never faithful
for non-chain graphs. Instead, we shall focus on the following nite dimensional
quotients. In order to dene these quotients, it is useful to recall the denition of
the Partition algebra Pn = Pn(Q) [?][?].
Let S2n be the set of partitions of the set f1; 2; : : : ; n; 10; 20; : : : ; n0g. The CI-linear
extension of the product dened in gure 1 on the vector space with basis S2n gives
the Partition algebra, Pn(Q).
     
    
     
    
     
















































Figure 1. The top diagram is a, the one in the middle b, and the one at the bottom
is the product a  b. Trace the connectivities from bottom to top, and for each
discarded part from the middle, pick up a factor of Q to obtain a  b.
The Diagram algebra, DG(Q), for a graph G is dened as the subalgebra of the
Partition algebra with generators:
1 = ((110)(220) : : : (nn0));
Ai = ((110)(220) : : : (i)(i0) : : : (nn0)); 8i 2 0G
Ai;j = ((110)(220) : : : (i j i0j0) : : : (nn0)); 8(i; j) 2 1G:
(12)
Note that 1ij = ((110)(220) : : : (ij0) : : : (ji0) : : : (nn0)) 2 Pn(Q), is not in DG(Q).
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The Diagram algebra may be also be thought of (visualized) on GAk (k large)
as the restriction of Pn(Q) to partitions achievable as connectivities (i.e. a set of
mutually non-intersecting trees c.f. [?]) between the nodes of the bottom layer (the
nodes (i; 1) to be calledi 8i 2 0G), and those of the top layer (the nodes (i; k) are
to be called i08i 2 0G).
Note that, with V = CIQ,











is a representation of the Diagram algebra called the Potts representation (eqs. 7-8).
The Potts representation is generically faithful for G = An, and for this rea-
son, we here try DG(Q) as a candidate for the appropriate generalization of the
Temperley-Lieb algebra for arbitrary graph G. Note in particular that DAn(Q) is
isomorphic to the Temperley-Lieb algebra for any Q, including non-integer values.
The partition function Z(L) may be computed working in DG(Q) instead of in
the dening Potts representation [?], as in the 2-dimensional case, where theDAn(Q)
calculation is that of the square lattice dichromatic polynomial [?][?].
In the two dimensional case the exceptional models may be identied directly at
the level of algebra by nding theQ values for which the structure of the Temperley-
Lieb algebra departs from the generic semi-simple structure. Our idea is that the
departures from generic behaviour would be important for arbitrary G. The struc-
ture of DG(Q) is important "physically," since it may be used to characterize the
spectrum of the transfer matrix, G. Thus we proceed to analyse the structure
of DG(Q). This is already known for some G; in particular, for G = An and for
G = Kn, the complete graph on n nodes [?]. In this paper we consider graphs
appropriate for higher dimensional Potts models and dichromatic polynomials, in-
cluding sequences appropriate for the physically crucial cubic lattice Potts models,
and the bi-plane lattices to which recent ideas in high Tc superconductivity have
drawn attention [?].
2 Generic structure of DG(Q)
Mathematically, the rst step in determining the structure (representation theory)
of an algebra is generally to label the irreducible representations. In what follows
we take n = j0Gj. The irreducible representations of Pn(Q) are labelled by
Ln = f ‘ i : i = 0; 1; 2; :::; ng
and since DG(Q)  Pn(Q) all the irreducibles must be somehow contained in the
irreducibles of Pn(Q).
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Consider Pn(Q) as a DG(Q) module. Clearly any Pn(Q) module is also a DG(Q)
module. Now Pn(Q) has been ltered into invariant subspaces with bases
Bi = fx 2 S2n j #
p(x)  ig
where #p(x) is the number of parts of x containing both primed and unprimed










then CI-span(Bi) = PnEiPn. For a given n, we drop the superscript (n) and write
Ei. Note that #p(Ei) = i and for a; b 2 S2n,
#p(ab)  min(#p(a);#p(b));
and we ignore elements of CI in evaluating #p(z) 8z 2 Pn(Q). Thus
Pn[i] = PnEiPn=PnEi−1Pn
is a Pn(Q) module with basis Bi nBi−1. Note that in the diagrammatic realization
of the left action of DG(Q) on Pn[i] the \bottom" of each x 2 Bi n Bi−1 (i.e. the
connectivities of the unprimed nodes of any x 2 S2n) remains unchanged. That is,
all elements with the same bottom form a submodule.
For example i := PnEi (mod. PnEi−1Pn) is one of the left Pn submodules of
Pn[i], and Pn[i] may be decomposed into submodules all of which are isomorphic.
Note that i has a basis the set of partitions which have each unprimed node in a
dierent part, the last n− i nodes singletons (i.e. in parts on their own), the others
connected to primed nodes.
In fact as a left DG(Q) module i breaks as DG(Q)Ei  Ri where Ri is either
empty or a direct sum of one dimensional modules (see Appendix), so we need only
focus on DGEi mod DGEi−1DG.
The nal piece of the jigsaw for Pn(Q) is to note that PnEi is a projective
right S(i) module (i.e. a direct summand of a direct sum of copies of the regular
representation of the symmetric group [?]) where the action is to permute the rst
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Figure 2 The right action of the permutation group (depicted in the box) is, dia-
grammatically, the action from below.
Thus PnEi (mod) breaks up into simple modules indexed by  ‘ i (from S(i) repre-
sentation theory [?]).
For DG(Q), however, the picture is more complicated, since DGEi is not always
closed under the right action of S(i). For example, whereas Pn(Q)En = S(n) modulo
Pn(Q)En−1Pn(Q), we have DGEn = CIEn = CI  1 mod. DGEn−1DG for any G. To
see this note that with n propagating lines from bottom to top of G Ak (k large)









































Figure 3 There is no space for lateral motion if all of the nodes of G (the hexagon)
are propagating. The propagating lines are drawn with double lines.
Our problem is thus reduced to determining the maximum subgroup HiG  S(i) for
which DGEi (mod DGEi−1DG) is a right module. In general, for i < n, the situation
depends on G.
Before actually determining HiG, let us rst explicitly construct words in the
algebra that would implement the group action. As is clear from gure 3, one or
more nodes of G need to be disconnected to allow for walks on G  Ak to realize
any permutations of the nodes (except for the identity permutation as in gure 3).
Also, since there is no unique, or natural ordering of the nodes of G, we need to
determine whether HiG depends on the choice of the nodes disconnected by Ei.




j=Q). For example, for i = fi+ 1; i+ 2; : : : ; ng,






) = Ei: (15)
Denition 1 The partition basis of DG(Q), denoted by S
G
2n is S2n \DG. Also, set
Bi
G := Bi \DG.
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s = EfptgXEfpsg; 8X 2 S
G
2n s:t: #
p(EfptgXEfpsg) = jpsjg: (16)
These elements of (16) may be interpreted as bijections, ’ts : ps ! pt. Note, in
particular, that ss  S(ps)Efpsg.
Let  = s4 t = (sn t)[(tns), the symmetric dierence of sets s; t, with jj = 2d,
i.e., d elements of the n − i elements of s are distinct from those of t. Then 9





2)    (d

d)); (17)
where the unstarred nodes of  2 s and the starred ones in t. Consider chain
subgraphs, A(i)i ; i = 1; : : : ; d of the connected graph G, with nodes labelled x
(i)
j ; j =
1; 2 : : : ; i such that the rst node of A(i)i is x
(i)





= i . Let

































achieves the connectivity which diers from the unit in


















)   ) 2 DG(Q) (19)
on the sublattice A(i)i  Ak, (k > i), where (as before) (x
(i)













Figure 4 The element of the algebra shifting the \hole" from i to i . Note the
minimum height required to achieve this connectivity is of the order of the distance
ji − i j.
It is useful to view the element of the algebra as one that pushes a \hole" from
its location in s to one in t. The equivalence relation that denes the algebra







independent of the choice of graphs A(i)i connecting the nodes of . Thus,
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