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THE NECESSARY SUFFICIENT REQUIREMENTS FOR THE EXISTENCE OF 
DISSIPATIVE STRUCTURES IN (BIO)CHEMICAL SYSTEMS *) 
H.C. Hemker **) and G.M. Willems 
s y 
For systems in which only the usual (biochemical) transport pheno-
mena occur, i.e. diffusion and chemical interconversion, it is shown that 
stationary and stable situations in which one reactant is unevenly dis-
tributed along a space coordinate are impossible. 
' 
This paper is not or review; it is meant for publication in a journal. 
**) 
Afdeling Cardiovasculaire Biochemie, Academisch Ziekenhuis, Leiden. 
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I. One_ dimens_i_onal one-11t0rF~ogen systems 
Introduction 
Spatial constraints imposed upon molecules of a chemical system by 
macroscopic structures play an important role in theoretical biochemis-
try: transport-across membranes, reactions at interphases, reactions con-
fined to compartments, etc., are com1rionly considered. The reversal: mac-
roscopic structure arising from chemical interactions in an originally 
homogeneous medit)111 (i.e., n1orphogenes is in the sense of Turing) is less 
• 
often the subject of investigation. 
Turing (1952) was the first to draw attention to this possibility. 
He showed that on the basis of a certain chemjcal mechanism - conceived 
ad hoc in his 1952 article - space-dependent concentration changes would 
arise. We will define a ''Turing system'' as 
ical and diffusional concentration changes 
of macroscopic structure. 
an open system 
and tending to 
• 
allowing chem-
the fortnation 
Prigogine and coworkers (see Prigogine, 1971) pointed out that the 
apparent violation of the second law of thermodynamics involved in the 
genesis of structure in a previously ho111ogeneous 1·1iedium could be explain-
ed in ter1ns of sy1nrnetry-breaking instabilities on basis of the fact that 
the structures are dissipative. Dissipative structures, 1.mlike equilib-
ri1i111 structures, cannot exist unless there is an exchange of ,natter or 
energy with the surroundings. It has been proven on the basis of graph 
theory (Rosen, 1958) that a biochemical system of the type found in all 
living 111atter contains at least one ''non-regenerative component'', which 
rueans that they need at least one component supplied from the surround-
1 
2 
ings to continue functioning. It is also known that no living structure 
will remain intact under adiabatic conditions. It thus seems a necessary 
condition for a living structure to be a dissipative structure. 
The transport phenomena occuring in a dissipative structure may 
differ widely, the most important in living ,·natter being che1ni cal inter-
conversion and diffusion. 
There is no conclusive evidence yet that stable chemical dissipative 
structures (i.e. stable Turing syste1ns) exist except in living anatter. 
To investigate the hypothesis that a necessary and sufficient condition 
for living matter is to be a stable dissipative structure, it is compul-
sory to deterr11ine the minimal conditions for the existence of a ''Turing 
system''. 
There are several other reasons for being interested in the minirnal 
and sufficient requirements for the existence of Turing systems: 
a. Since no living system is known that is not a dissipative structure, 
in the origin of life a Turing system must have occured somewhere 
under abiogenic conditions. It is of interest to know what the xnJni-
111a.l and sufficient conditions for this happening were. 
b. A ''Turing system'' implies the existence of concentration gradients 
e 
that tend to be stable. It therefore perx11its the transport of mole-
cules - by a chemical mechanism - against a concentration gradient. 
This suggests that problems of so-called ''active transport'' might be 
strongly related to ''Turing systems''. 
c. Last, but not least, the thert11odyna111icist re[r1ains interested in the 
conditions to be fulfilled if a flow of matter or energy is to give 
rise to ''syn1t11etry-breaking instabilities'' and the establishment of 
stable dissipative structures. 
It can be shown that by providing suitable boundary conditions, e.g. 
' 
by creating sources and sinks, dissipative structures can be 111aintained 
with very simple che,1i,1i.cal reaction sche1oes (Hermens, 1971). The.ther1110-
dyna1,,1ic treat·11~nt of dissipative structures given thus far only consider-
• ., . -· - h . 
. ed th1.s s1.tuat1on, i .. e. t e system. 1.s assu11ied to satisfy fixed boundary 
3 
conditions. Such boundary conditions presuppose the existence of struc-
tures outside the system that are so to speak reflected inside the sys-
tem. Al though this situation rni gh t occur, the three points mentioned 
above show that a ntirnber of fundamental questions require a more general 
treatment. 
Therefore, we will analyse systems without fixed boundary conditions 
or with boundary conditions compatible with systeins enclosed in vessels 
with imperc11eable walls. 
Definitions 
We define the following terc,1s: 
Reactants are all chemical species involved in the system. Following 
Turing, we will call 1fl_O,!'£hoe_ens the reactants whose concentrations may 
vary as a function of the tirne and space coordinates. 
We define the ehemiaaZ order of the system as the highest order of a re-
action in which one or 1nore of the cnorphogens is involved. The order of 
a reaction is e ine int e usua way as: n in dt + , M con-
• 
taining only terms of an order < n (M being the concentration of a 1110r-
phogen). 
The dimension of the system equals the number of space coordinates along 
which the concentration of the tnorphogen is thought to vary. All real 
systems are of course three-dimensional. Experimental conditions can be 
chosen such that only one or two dimensions are of practical importance. 
A long narrow tube or a container in the for111 of a ring are examples of 
conditions that approach one-dimensional systems. 
Finally, the nu11iber of morphogens should be taken into considera-
tion. Interacting r1,orphogens will of course add to the complexity of the 
system, because one cuorphogen can (counter)act catalytically the forma-
tion or disappearance of another. 
Saope of the problem 
lheoretical treatments of Turing systems have been carri·ed out only 
4 
on the basis of a given chemical reaction scheme. We set out to investi-
gate a r110re general question: What are the necessary and sufficient con-
ditions for a chemical system to give rise to a dissipative structure? 
This article is the first of a series in which this problem will be 
treated. 
For a dissipative structure to be of interest it must be stationary, 
i.e. the concentration(s) must be constant in time. Also it must be 
stable, i.e. it must react to perturbations by retur;aiing to its original 
state. The stability and stationarity of each Turing system under con-
sideration must therefore be investigated. 
Eventually we want to be able to consider three-dimensional multi-
morphogen systems of any desired order. In this paper we start by inves-
tigating one-dimensional one 111orphogen systems of any order. 
2. The matheroatical model 
The state of a one-dirnensional one-1ROi-pq.qgen system is described by 
a for111ula that gives the conc.entration as a function of the time and 
space coordinates. The variation of the concentration at a given point 
results from chemical interconversion and diffusiou. The chemical ter111 
depends upon the chemical II1ake-up of the system. Diffusion is governed 
by Fick's law, hence 
(1) 
a2 
= f(U(x,t)) + d - 2-u(x,t), 
ax 
in which 
U is the concentration of the n10rphogen, 
xis the space coordinate, 
tis the time, 
d is the difft1sion constant, 
f is the source ter111 generated by cher1,j cal reations. 
A ·h . 11 1·. . ' ..... . f • • .. p ys1ca y rea 1.st1.c approx1.(oation a . a one d1.1nens1onal system • l.S 
5 
a long narrow trough or tube (length TI) with imper111eable walls. For such 
a system the boundary conditions 
(2a) a a ax U(O,t) = = 0. 
should be considered. Another possibility is a narrow circular trough or 
tube of length 2TI. This setup is due to Turing (1952). The periodicity 
is expressed by the boundary conditions 
U(O,t) = U(2n,t), 
(2b) 
a a 
ax U(O,t) = 
As pointed out in the introduction we are primarily interested in 
the stationary (i.e. time-dependent) solutions U = U of equation (1), 
s 
which corresponds to the stationary states of the physical system. A 
stationary solution satisfies the equation 
2 
(3a) 0 = -"!""" u , 
s ax s 
and the boundary conditions 
(3b) 
X S 
a 
X S = 0, 
or 
(3c) U (Q) = U (2TI), 
S S X S 
a 
X S 
In the next section we will show that for a large class of functions the 
boundary-value problem (3) does have a solution U
5 
that is space depen-
dent. 
• 
6 
3. The existence of a steady state 
1 · I t ii • f $ I b iM ■ 11 I l I,, I 
(4a) 
We first consider equation (3a) with boundary conditions (3c). By 
dU 
s E (U , d ) S X 
X S 
in which 
(4b) F(U) 
s 
u 
s 
0 
f(v) dv. 
Thus Eis conserved. At this point it may be useful to note that (3a) 
also describes the one-dir11ensional dyna1:nj cs of a point 1,1ass in a conser-
vative force field f(U ). In this case x stands for time, d 
s 
for the 111ass 
' 
of the point, and U for the space coordinate. Now the E defined by (4) s . 
is the usual 1:nechanical energy, which is known to be conserved. 
by 
solutions U of (3a) are given 
s -x s sd 
111ined by the equation 
for 
2_:rr 
k 
d 
E(U 'd . U ) S X S 
some constant E0 • 
A solution U of (3a,c) 
s 
, k 1 , 2 , • • • • In figure l 
f(U) - (U-l)(U 2). 
d 
-u ds s 
• 
'  
' 
,. •· ' . . ' . ' . ' ·-· ' 
corresponds to a 
the trajectories 
I 
-- . . ,. . . . '. . . 
fig.·· l 
S X S 
closed trajectory of period 
are sketched for the case 
' " 
• 
' ) 
u 
s 
7 
It is easily recognized that there exists a one-parameter family of 
such that 
and 
> 0, 
On closer examination it turns out that to every point (v~O) with v in 
tory given by the equation E0 
has the properties: 
• • F 1.s monotonic 
-axis there is associated a closed trajec-
F(v), provided that the interval 
Next, it turns out that the trajectory associated to (v,O), say B, 
V 
with v 
(5) P(v) = 
B 
V 
dx = 
B 
V 
which is approximately equal to 
2'1T d 
dU 
d 
If we have for some v 
• 
dx 
dU 
s 
(6a) 21r P(v) > k , k = 1,2, ••• , 
and if the inequality 
(6b) 2,r 
dU 
s 
-
-
B 
V 
+ 
d 
2(F(v)-F(U ) ) 
s 
dU • 
s 
8 
holds for the same k, then it follows from the continuity of P(v) that 
there exists 
peri·od 
such that the associated trajectory has a 
Hence, equation (3a,c) has a non-homogeneous solution if conditions (6a) 
and (6b) are satisfied. If F(u) has a (local) maxim11i11 in U 1 > u0 and does 
not have an extremw11 in then we obtain from (5) 
lim P(v) = oo. 
v+u 1 
So in that case (6a) is certainly satisfied. 
From the foregoing we 111ay conclude that (3a, c) has a solution for a 
large class of f11nctions f. It also follows that in general for non-
linear functions f a s11tall perturbation of f is reflected in a small per-
turbation of the steady state U. This in contrast with the linear case, 
s 
where a small perturbation of the linear function f causes the inhomo-
geneous steady state to disappear. As a last re1c1ark we should mention 
that from (5) it follows that for decreasing diffusion constant the 
period of solutions U of (3a) also decreases. So for small d we may ex-
s 
pect rapidly oscillating steady states. 
For solution U of the boundary value problem (3a,b) the trajectory 
d s (U (x), 
s must have the property that it intersects the U -axis X S S 
for x = 0 and X = TI. 
From the the quadratic terr11 in (4), X S 
it follows 
Conditions 
that this occurs if (3a) possesses a 2n-periodic solution. 
similar to (6) yield the existence of a solution of (3a,b). In 
a certain way the problems (3a,b) and (3a,c) are equivalent. 
4. Stability of .. t~~ .. ~.te~,dz states 
C WJ 
As pointed out in the introduction, we are prii,iarily interested in 
stable steady 
A steady 
states. 
state U 
s 
9 
of (1) is said to be stable in the sense of 
Liapunov in the norm 
• , if, 
such that any solution v of the 
(1,2b) with the property 
given any£> 0, there exists a o > 0 
initial-boundary value problem (1,2a) or 
v(. ,O) - U (.) 
s 
< 0 , 
satisfies 
v(. ,t) - U (.) 
s 
< E , 
for all t > 0 (see [5], p. 314). We give two examples of an appropriate 
norm for the initial-boundary value problem (1,2b). 
a • the no r1,1 • on the space C 2n of Zn-periodic continuous (real-
valued) functions defined by 
f = sup f(x) • 
XE[0,21T] 
terval [0,2n] defined by 
21T 
f 2 0 
dx • 
As usual our analysis of the stability of U proceeds by considering 
s 
the linearization in U = U of equation (1). We see that (small) pertur-
s 
bations of v(x, t) of the steady state U (x) approxi111ately satisfy 
s 
(8) dt V 
a2 
+ d -- v, 
ax2 
and the boundary conditions (2a) or (2b). 
The method of separation of variables is used to solve the linear 
10 
equation (8). We try to represent v by a linear combination of functions 
(9) At vA(x)e • 
From substitution of (9) in (8), it follows that A and vA must satisfy 
(IO) AV - d A + d 
and the appropriate boundary conditions. Thus A is an eigenvalue and vA 
is the associated eigenfunction of the differential operator 
( 11) d
2 d d 2 • + 
dx 
defined on the space of twice differentiable functions satisfying bound-
ary conditions (2a) or (2b). Since the operator (11) is self-adjoint, it 
follows that the eigenvalues A are real and the 
' 
responding to different eigenvalues are orthogonal. Moreover, it is well-
known that every twice-differentiable function g satisfying the boundary 
conditions can be represented by a unifor1aa convergent series of the for,,, 
(These results on self-adjoint differential operators can e.g. be found 
in [5], Ch. 7). 
From the foregoing it is clear that the solution of (8) with initial 
condition 
. . b 1s given ·y 
(12) .· 
v(x,O) - g(x) 
v(x,t) 
. . 
. . 
At 
a e A 
From (12) it can be seen that the stability •Of the zero solution of 
(8) is deterrnined by the sign 
positive implies instability, 
• 
state U of (I) is said to be 
s 
negative (positive). 
of the maximal eigenvalue A of (11); A 
· · m m 
A negative implies stability. The steady m . 
e;:pon~~tiaZfy stahZe (unstable) if A is 
m 
The cott11:oon belief that exponential stability (instability) implies 
stability (instability) is in the case justified by 
I 1 
Theorem 1. If the steady state u of ( l) , (2a) (2b) • exponential-a. or 1 1S s 
ly stable then it is also stable. 
b. If the steady state u of (I) ' (2a) (2b) .. exponential or 1S s 
ly unstable then it • also unstable. l.S 
Proof. The proof of theorem I.bis given in Appendix A. Theorem I.a will 
not be used in this paper, but can be proven in the same way as theorem 
1 .b. □ 
Thus we are led to the problem of the detern1ination of the sign of 
the maximal eigenvalue A of the self-adjoint operator (11). We will use 
m 
the following characterization of the 1naximal eigenvalue A, 
m 
( 13) A 
m 
sup 
wO 
s 
v2 dx ' 
where the suprem1.1111 is taken over the class of all differentiable func-
tions satisfying the boundary conditions (2a,b) (see e.g. [5], p. 195). 
Using (13), one can prove: 
Theorem 2. If the steady state U, considered as 
s 
constant, then the 11,axj111al eigenvalue 
i.e. U is exponentially unstable. 
s 
Proof. See Appendix B. D 
function of x, is not a 
A of (IO) is positive, 
m 
From theorems 1 and 2 it is easily seen that equation (1) with 
boundary conditions (2a,b) does not have inhomogeneous (non-constant) 
stable steady states. 
12 
It thus appears that no matter what chemical reaction scheme ap-
plies, it is impossible for one component of a chemical system to show 
stable variations of concentration along a space coordinate if the other 
components are constant. This is not in contradiction with the results 
of Turing (1952), because in his system two morphogens are considered. 
The results given here are limited to one-•dimensional systems. From 
investigations being carried out we expect that application of function-
al analysis will n1ake it possible to extend this statement to syste111s of 
three (or indeed any n1J1·1iber of) dimensions. 
Appendix A 
For the proof of theorem l.b it is sufficient to show that there 
exists an e: > 0 and a sequence of 
conditions (2a,b) satisfying 
solutions w (x,t) of (l) with boundary 
n 
U ( •) - w ( • O) < l /n 
s n ' 
sup 
t>O 
u (·) - w (·,t) > e:. 
s n 
13 
Let A be the largest eigenvalue of (11) with eigenfunction 
m (A > O), . m 
w (x,t) the solution of (1) with initial conditions 
n 
w (x,O) = 
n 
. m 
Then the function v defined by 
n 
v (x,t) = w (x,t) 
n n 
U (x) 
s 
is a solution of the differential equation 
d 
=-
a2 
n ax n n 
R (x,t) = O( v (x,t) 
n n 
with initial conditions 
n n 
Let r (x,t) be defined as 
n 
m 
r (x~t) -
n 
1 
v (x, t) - - e 
n n 
A t 
m (x), 
1 
where - e 
n 
A t 
m (x) is a solution of the linearized equation (A2). Now we 
14 
shall estimate r (x,t). 
n 
at n 
- . 
,. -
R (x,t) = 
n 2 e 
n 
and the initial condition 
r (x,O) 
n 
o. 
2A t 
m 
n 
follows that r satisfies 
n 
a2 
r (x,t) + 
ax2 n 
r , 
R (x,t), 
n 
From the proof in Appendix B (or from [5], p. 214) it follows that 
the eigenfunction vA 
- . stant sign., say pos1. 
such that 
associated to the maximal eigenvalue A is of con 
m 
ive. Hence there exists a positive constant c 1 
,ain vA (x) = c1 
X m 
Let c2 be a positive constant with the property that the inequality 
r., 
R (x, t) 
n 
holds for all x and t with 
1 
n 
A t 
m e t r (x, t) 
n 
2).. t 
m + 2 r (x,t)) 
n 
Then by using a maximu1n principle (see [6], p. 187) it is easily deduced 
-that the solution r (x,t) of the initial value problem 
n 
• 
-- d 
- r (x,t) = - f(U (x)) at n dU s r (x, t) n 
"-
. m 
+-
2 
- c2 
r (x,t) + -
n c1 
a2 -
+ d -- r (x,t) + 
ax2 n 
1 e 
2 
2:\ t 
m 
vA (x), 
m 
n 
-
r (x,O) = 0 
n 
has the property 
- -
r > r > -r 
n n n 
for all t with 
sup sup 
OS:-rS:t X 
-( r (x,t) 
n 
Substitution of 
• gives 
d 
dt h 
3 c2 
== .11. h + -2 m c 1 
h(O) = O. 
-Hence, we • can estimate r by 
n 
c2 
-0 < < 2 r 2 - -n 
CI )...mn 
Inequalities A6 and A9 imply 
V (x, t) f (t) > 
-n n 
t 
1 
2 e 
n 
2A 
(e m 
1 
n 
A t 
m 
e 
2:\ t 
m 
t 
-e 
3 A 2 
A t 
m 
e 2 
) < min 
t 
m ) VA 
• 
c2 
(e 
n 
Cl""mn 
2 
• 
m 
2.11. t 3 A t 2 m m ) e 
15 
VA 
m 
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for all t satisfying A8 • It is easily seen that there exists an e: > 0 
such that 
lim sup 
n-t-00 0 s t :S: t 
n 
f (t) > e: > o, 
n 
where tn is the largest positive t satisfying A8 • Thus we have found an 
s > 0 and a sequence wn such that A1 holds. 
' 
17 
Appendix B 
We first prove Theorem 2 for the boundary conditions (2b). It is 
ass1lt11ed that U considered as function of x is not a constant (otherwise 
s 
there is nothing to prove). 
From (3) it follows that 
X S 
satisfies the equation 
d2 d 
d 2 v + dU 
dx 
f(U (x)) v = O, 
s 
and the boundary conditions (3c). Thus (9) has an eigenvalue zero and v 
is the corresponding eigenfunction. From the fact, that U is 21r-periodic 
s 
and not a constant, it follows that there are at l~ast two zeros of 
v - Since vis a solution of the second X S 
order linear differential equation (B 1), all its zeros have to be simple 
unless v itself is identically zero. This is seen in the following 1:aan-
• 
ner. From the unique 
initial conditions 
d 
= o, 
we deduce that implies 
V = 0. 
• 
Without affecting the generality it is assumed that there exist two con-
d 
< o, d > O, 
18 
v(x) 
fig. Bl 
Now the function w given by 
w(x) = v(x), xe[0,2n], 
w(x) - -v(x), 
(see fig. B2) is considered. 
v(x) 
We denote the functional 
b d 2 2 
a . 
X 
) 
, , , ➔ 
X 
19 
defined on the space of continuous differentiable functions on the inter 
val (a,b) by 
I(z,a,b). 
An easy computation using B 1 and partial integration shows that 
0 
The idea is to regularize the function win such a way that the regular-
- . ,. 
ized function w is continuous differentiable on [0,21r] and that 
r.J 
I(w,0,21r) > O. 
Using (9) we then can conclude that the rn.aximal eigenvalue 
tive. The functions 1P (x) defined by 
e: 
with 
ljJ (x) = 0, 
e: 
X 
tJJ (x) = 
E 
-2e: 
g (x)dx, 
E 
1 g (x) = - (x+2e:), 
e: e: 
g (x) 
E 
1 , 
have the properties (see fig. 
l/J (x) = 0, 
e: 
0 < lJJ (x) 
e: 
X > 2E 
< 2e:, 
< 1, 
X < -2E, 
-2e: ~ X ~ 0, 
X > O, 
-2£ < X < -E 
-e: :S; X :S; Q 
A 
m 
• • 1.s posi-
20 
\Jl (x) 
E 
-2e.: -e: 
The regularization w of w is defined by 
E 
w (x) = w(x) + 
€ 
0 • , ) 2 £ 
X 
Finally, we prove the existence of an e:0 > 0 such that for all O < E < e0 
the inequality 
> 0 
holds. From B2 sufficient to prove 
Since the treat11lCnt of these four cases is entirely identical, we need 
only to consider the first inequality. For this we need the following 
• est1.111ates: 
• 
d 
sup - < M , 
XE[0,21T] 
d 1 d 
dx w(x) 
d 
x w(x) 
d 
w (x) 
X E 
w (x) 
E 
w (x) 
E 
> 
d 
d w (x) 
X e: 
, 
, 
' 
, 
x-x ~ e:, 0 
-2e: s x-xo < o, 
-e: ~ x-x < o, 0 
-2e: s x-xo so, 
• 
All estimates hold for O < e: < e:0 sufficiently s1nall. Using these esti-
111.a te s, we find 
-
-
> 
-
and 
-
-
From 
> 
d 2 
- d(d w) ]dx ~ 
X E 
dC2 e: 3 - d I 
s 
deduce that 
s e: 
2 f(U )w 
s 
X -2E 0 
d 2 
X E 
d 2 
X E 
21 
22 
holds for e: sufficiently s1oall. So we have proved 
2TI 
0 X E 
ary conditions (3c), the characterization (12) of the largest eigenvalue 
gives us the desired result that the eigenvalue problem (9) has an eigen-
value Ji.. > O. 
m 
The proof of theorem 2 for the boundary conditions (2a) is entirely 
analogous. In this case we again use the fact that 
v(x) = d 
X S 
satisfies 
V o, 0 < X < 1T. 
Using partial integration we see that the equality 
0 s 
d 2 
- d(dx v) ]dx - 0 
holds. Because of (3b) we have 
v(O) = v(7T) o. 
In the same way as in the preceding proof, v is 1,10dified in an epsilon 
neighbourhood of x = 0 and x = 1T to satisfy the boundary conditions (see 
,. 
23 
v(x) 
- ,., 
0 
X 
• 
It then also turns out that for sufficiently small£> 0 the inequality 
7T 
0 s e: 
d 2 
- d(d v) ]dx > 
X E 
7T 
0 
2 
- v) ]dx = 0 dx e 
holds. Hence, it follows from (12) that the eigenvalue problem (9) has an 
eigenvalue A > O. 
m 
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