Distributed and concurrent application invariably have coordination requirements. The design of those applications, composed by several (possibly distributed) components, has to consider coordination requirements comprising inter-component interaction styles, and intra-component concurrency and synchronization aspects. In our approach coordination aspects are treated in the software architecture level and can be specified in high-level contracts in CBabel ADL. A rewriting logic semantics for the software architecture description language CBabel is given, revisiting and extending previous work by some of the authors, which now includes a revision of the previous semantics and the addition of new features covering all the language. The CBabel tool is also presented. The CBabel tool is a prototype executable environment for CBabel, that implements the given CBabel's rewriting logic semantics and allows the execution and verification of CBabel descriptions in the Maude system, an implementation of rewriting logic. In this way, software architectures describing complex applications can be formally verified regarding properties such as deadlock and synchronization consistency in the software architecture design phase of its life cycle.
Introduction
Distributed and concurrent applications invariably have coordination requirements. The design of those applications, composed by several (possibly distributed) components, has to consider coordination requirements comprising inter-component interaction styles, and intra-component concurrency and synchronization aspects. For instance, components can interact using synchronous or asynchronous method invocation. Also, invocation of two or more methods might have to be constrained regarding concurrency and synchronization. Coordination requirements are usually attended in the programming phase by using language constructions [19, 17] or library services [3, 2] provided with the operating system. This often leads to ad hoc approaches, were the coordination code is tangled with the functional code, resulting in less reusable modules and error prone solutions [14, 25] . Even when using contemporary techniques such as design patterns, it is up to the designer using the recurrent designs [34] with separation of concerns and modularity in mind.
In the CR-RIO framework [21, 37] , which is based on meta-level and architecture configuration approaches, the coordination aspects can be treated in the software architecture level using the CBabel ADL. The purpose of using software architecture description languages (ADLs) is to keep separated the description of how distributed components are connected from the descriptions of the internal behavior of each component. The separation-of-concerns provided by architectural descriptions has several interesting properties including modularity of the architectural descriptions, reuse of components in different architectures, and (dynamic) reconfiguration of architectures.
CBabel is an ADL that, besides the usual architectural primitives [35] such as components and ports, provides contracts [33, 16, 4] as first class constructions. In that way, coordination aspects can be described with CBabel contracts. Basically, the designer can describe mutual exclusion properties constraining the use of input ports, or in-ports for short, of a functional module and specify guards to govern synchronization and consistency properties for those in-ports. The described coordination aspects are encapsulated in connectors that mediate all interactions among functional modules. With this approach, we separate coordination aspects concerns from functional aspects, which do not need to be included in the design or implementation of functional modules. In fact different instances of a same component can be submitted to distinct coordination specifications. opposed to our previous work in [5] .
In the producer-consumer-buffer example there is a producer willing to access a buffer, which may be bounded, to add an item it has just produced, and a consumer willing to access the buffer to consume an item from the buffer. There are at least two problems in such a situation: (i) the producer and the consumer should not access the buffer at the same time, which is the so called race condition, and (ii) the buffer is bounded and the producer should not add more items than the buffer can hold and the consumer should not remove an item from an empty buffer. (Actually, in Section 5, we also check for deadlocking.)
The first CBabel architecture that specifies the producer-consumer-buffer, and the respective informal graphic representation, are given in Figure 1 . Please observe that in the graphic representation the name of the components and their respective input and output ports are represented, to help the reader following the CBabel code. Modules specify the component's interfaces that will be used in an architecture configuration (PRODUCER, CONSUMER and BUFFER, in this example). A special module, called an application, declares how each component should be instantiated and how they should be linked together. In Figure 1 the application module is named PC-DEFAULT. It creates one instance for each component and link them together through their ports. There are input and output ports. Input ports may be informally understood as the "services" that a component provides and output ports as the services that a component requires. Therefore, in our example, a producer needs a service to deliver or put an item, and respectively, a consumer to get. A buffer module offers services to put items in and get items from its internal storage. The actual request of a service occurs through port stimuli, that is, the fact that a producer is requesting to put an item is represented by a stimulus to its put port. In the same way, a buffer offering or providing its service to put (resp. get) an item to (resp. from) its internal buffer is represented by a stimulus to its put (resp. get) port. 4 A sequence of such port stimuli is called an interaction. Ports may communicate asynchronously and synchronously. In the latter case output ports expect a returning or acknowledging stimulus from the input port linked to it, which is not true in the former case. Asynchronous ports are specified using the oneway keyword. The examples in Figures 1, 2 , and 3 declare synchronous ports.
As we mentioned before, this architecture has both a race condition prob- 4 One may have noticed that the actual item type is not declared as a parameter of producer@put, for instance. This is due to the fact that we are actually interested in verifying properties related to the control flow of messages in an architecture and not in the properties about the data being carried by the messages. lem between prod and cons, instances of PRODUCER and CONSUMER, respectively, and also may have overflow and underflow problems if the buffer is bounded. To solve the race condition problem one could use a mutual exclusive contract to coordinate the access of the producer and the consumer to the buffer, since an interaction will occur either through port mutex@in1 or mutex@in2. Figure 2 presents a new application module that connects a producer, a consumer and a buffer through a mutual exclusion connector that mediates the access to the buffer.
The problem of bounded access to the buffer still exists in the architecture of Figure 2 . To solve this problem one may use a guarded interaction contract or simply guard contract. It specifies that two ports may interact if a certain condition holds. Once the condition holds the before block of the contract is executed. When the acknowledge stimulus arrives to the output port, the after block of the guard contract is executed. Another concept that is typically used together with guard contracts is state variables. State variables are shared-memory variables. A change to one such variable by one component is immediately noticed by another component that is bound to it. In CBabel state variables are declared in the components that share the variables and the application module binds them together specifying that when one of them has changed the other should immediately notice the change. Figure 3 specifies two guards in the connectors GUARD-PUT and GUARD-GET, to control the access to the buffer from the producer and from the consumer, respectively. They control the access to the buffer by inspecting selected state variables, to either forward or block the interaction flow. The variable gp@nEmpty is bound to gg@nEmpty, and the variable gg@nFull is bound to gp@nFull as described in PC-GUARDS-MUTEX application module. Whenever gp@nEmpty, number of empty spaces in the buffer, becomes zero, GUARD-PUT's guard blocks any insertion into the buffer. The opposite happens when the buffer has no items at all, gg@nFull equal zero, and then GUARD-GET's guard blocks any removal from the buffer. An important observation is that in the guard contracts local variables are used to drive the synchronization mechanism. In the BUFFER module there are others local variables that control the actual state of the buffer. This helps to further separate coordination concerns form the buffer implementation. Notice that in the graphic representation only the ports of the connectors added to this new configuration, GUARD-PUT and GUARD-GET, are depicted. Also notice the dotted double-arrow between these connectors, representing the binding of the local variables described in the code.
Coordination contracts specified in the architectural level such as the one just described can be used to generate deployable code [37] and allows employing formal techniques to verify several properties of the intended design before stepping to an implementation phase [23] . In Section 4 we present our approach to that challenge. 
Rewriting Logic and Maude
A rewrite theory R is a tuple (Σ, E, R), where Σ is the rewrite theory's signature, E is the set of equations and R is the set of rewrite rules. The set E of equations is assumed confluent and terminating, which roughly means that every term should have a unique normal form and that should be no infi-nite chain of equational simplification steps. The rules R should be coherent, that is, alternating between equations and rules does not lose rewrite computations. Rules are applied modulo E, that is, the rewrite relation is defined on the equivalence classes of terms in the initial algebra of the equational specification (Σ, E) with variables, T Σ (X). Rewriting logic is parameterized by its underlying equational logic. (In particular membership equational logic [30] , a generalization of order-sorted equational logic, is chosen in the Maude system.) Moreover, the notion of frozen operators [6] has been added to rewrite theories, generalizing them. However, to keep the presentation simple, in the following rules of deduction for rewriting logic we choose order-sorted equational logic as underlying logic and the version of rewriting logic where frozen operators are not considered.
• Reflexivity. For each term t in the initial algebra of Σ with variables
• Replacement. For each finite substitution θ : X → T Σ (Y ), and for each rule of the form,
• Transitivity.
Rewriting logic is a computational logic to specify concurrent systems. The inference rules above allows us to infer all the possible finitary concurrent computations of a system specified as a rewrite theory as follows: (i) reflexivity is the possibility of having idle transitions, (ii) equality means that states are equal modulo E, (iii) congruence is a general form of sideways parallelism, (iv) replacement combines an atomic transition at the top using a rule with nested concurrency in the substitution, and (v) transitivity is sequential composition.
An important class of concurrent systems is that of concurrent object systems. Rewriting logic has an object-based notation, that was quite useful to us while giving the semantics for CBabel, since it is very natural to think of CBabel primitives in object-oriented terms, as we have already mentioned in Section 1.
In particular, object-oriented syntax in the Maude language [29] represents the concurrent state, or the system configuration, as a multiset of objects and messages, declared as juxtaposition with the following operator declaration.
The keyword op is used to declare an operator in Maude. The keywords ctor, assoc, comm, and id are attributes of the juxtaposition operator meaning that it is a constructor that satisfies the structural laws of associativity and commutativity and has identity null, declared as a constant operator of sort Configuration. Objects and messages are singleton configurations being subsorts of the configuration sort so that more complex configurations are generated out of them by multiset union. An object is represented as a term
where O is the object's identifier, C is the object's class identifier, a i 's are the object's attributes, and v i 's are their corresponding values. The order of the attributes does not matter, so the _,_ operator is also declared associative and commutative by means of the attributes assoc and comm. Classes are declared in Maude with syntax
where C is the class name and s i is the sort required for attribute a i . It is also possible to give subclass declarations, so that all attributes and rewrite rules of a superclass are inherited by a subclass which can have additional attributes and rules of its own. The syntax of messages is declared using the msg keyword in a way similar to an operator declaration. For instance, a message named to that is parameterized by the object identifier of the sender object, the object identifier of the receiver object and some data can be declared as:
The associativity and commutativity of configuration's multiset constructor make it as a "soup" of objects and messages [32] , so that any objects and messages can at any time come together and participate in a concurrent transition corresponding to a communication event. The concurrent interactions between objects are axiomatized by rewrite rules. The general form of such a rule is given in Maude as follows:
where r is the rule label, the Ms are message expressions, i 1 , . . . , i k , are different numbers among the original 1, . . . , m, and C is the rule's condition.
An Object-Oriented Rewriting Semantics for CBabel Software Architecture Primitives
The fundamental software architecture elements of CBabel could be informally defined as follows. A component can be either a module or a connector. A module is a "wrapper" to an entity that performs a computation, such as an object or a function. A connector mediates the interaction among modules, governing how they communicate and coordinate. It is through a port that components communicate requesting functionalities or "services" from each other. Ports communicate following a message passing model. Coordination contracts define how a group of ports should interact. It may be sequentially, mutually exclusive, or guarded by a condition. An application is a special module that declares how each component should be instantiated, how components should be linked, and how state variables should be bound to each other. Links establish the connection of two ports enabling them to interact. State required variables allow for components to exchange information atomically, that is, within a shared-memory model of communication.
The following sections formalize these notions according to the mapping from CBabel elements to object-oriented concepts according to Table 1 . In what follows, we have used the convention of writing small letters to represent elements of a set and capitalized letters to represent the sets themselves. Table 1 Mapping from CBabel concepts to rewriting logic
Components
A component is either a module or a connector. A module may declare local variables, input ports and output ports. A connector may, in addition to the same declarations that may be done in a module, declare a coordination contract and state required variables.
Components are mapped to rewrite theories in rewriting logic. Each component gives rise to a class declaration in the associated rewrite theory's signature, named after the component's name, with a constructor method. A component instance is represented by an object instance of such class. Objects that represent modules may answer to messages do and done. These messages represent, or signalize, the beginning and end of a module's observable internal behavior. (This is important regarding verification issues as we shall see in Section 4.) Connectors, by their turn, react to messages guided by the described coordination contract. The messages carry the sequence of object identifiers in a given interaction, that is, a finite sequence of port stimuli of ports that are related by link declarations. The interaction sequence is necessary so that a component instance may be properly acknowledged in a synchronous interaction when there is more than one component instance linked to a given input port. Local variables in a CBabel module are mapped to class attributes in the associated class in rewrite theory's signature.
Let us formalize components in rewriting logic. Note, however, that the declaration of ports will be formalized in Section 4.2 and the formalization of coordination contracts is given in Section 4.3. A CBabel module declaration M is a tuple (n, V, I, O) where n is an identifier representing the module's name, the set V of variable declarations holds triples (v, l, t) where v is an identifier representing the variable's name, l is the value which v should be initialized to, and t is the variable's type, which must be one of CBabel's builtin primitive types. Sets I and O are both sets of identifiers holding input and output port declarations respectively.
The concept of an interaction, informally described above, is formalized as a stack of pairs with the first projection being an object identifier and the second projection a port identifier, declared in the rewrite theory CBA-BEL-CONFIGURATION, which contains basic declarations that will be made explicit in the forthcoming sections, together with the declaration of messages
The rewriting semantics of a CBabel module n is given by a rewrite theory R = (Σ, E, R) whose signature Σ imports the declarations of the CBABEL-CONFIGURATION rewrite theory, and a class declaration class n | S, where S is the attribute set of class n, whose elements are named after the elements of V . The signature Σ also includes the class constructor operator declaration instantiate-n : Oid → Object. The set E of equations includes
where ω is an object identifier, each a i is an object attribute named after v i , and l i is the value that initializes v i . Equation 1 specifies that given an object identifier, instantiate-n produces an object instance of class n with attributes initialized to the values l declared for the CBabel component variables in V .
Ports
A CBabel component may have input ports and output ports. Input ports are used to provide a service of a given component and output ports are used by a component to request a service from other components. Moreover, port communication may be synchronous or asynchronous. The latter case is declared in CBabel by means of the keyword oneway. The absence of the oneway keyword as a port declaration modifier means that communication through that port should be synchronous.
In a given CBabel component, port declarations are mapped to message declarations in the associated rewrite theory's signature. Port stimulus is represented, of course, as passing a message to the appropriate object, that is, to the object that represents the component linked to that port. (See Section 4.4 for the formalization of CBabel's link declaration.) However, instead of declaring one message for every port, we have chosen to declare two general messages send and ack , since it significantly simplifies the semantics. The ports are then mapped to constants which parameterize these general messages. Messages send and ack , like do and done, carry the sequence of object identifiers in a given interaction.
The declaration of ports also includes rules in the associated rewrite theory. However, the treatment for rule generation is different for modules and connectors since connectors, as opposed to modules, declare contracts that coordinate the interactions, that is, the message flow among the objects that represent an architecture instance, also know as a topology. In the reminder of this section we will explain how rules are derived from port declarations in modules and Section 4.3 will give a detailed explanation on how rules are derived from port and coordination contracts declarations in a connector.
There are four different port declaration possibilities in modules which arise from combining synchronous and asynchronous communication with input and output port interaction.
• When a synchronous input port is declared in a CBabel component, two rules must be created: (i) one specifying that sending a message to that port should trigger an internal behavior to that component and (ii) another specifying that once that internal behavior is finished, an acknowledgment message should be sent back to the component that stimulated that port. Triggering a component's internal behavior is represented by a component sending a message do to itself. Once a component has finished performing its internal behavior it sends a message done to itself which is then turned into an acknowledgment message.
• When an asynchronous input port is declared, one rule should be added to the rewrite theory's rule set specifying that sending a message to that port should trigger that component's internal behavior.
• Declaring a synchronous output port should add two rules to the associated rewrite theory's rule set. The first rule specifies that when a component is doing one of its internal behaviors, a "service" from another component may be requested through that port. Moreover, this request should block that port until an answer to that request arrives, thus unlocking that port, which is specified by a second rewrite rule. The execution of that internal behavior is then considered done. The effect of locking and unlocking a port is captured by updating the status attribute for that port in the object that represents the CBabel component instance holding that port.
• The declaration of an asynchronous output port adds a rule to the rule set of the associated rewrite theory. The rule specifies that once that port is stimulated the associated message can be unconditionally rewritten since asynchronous ports do not require acknowledgment messages and therefore do not need the treatment we have described for synchronous output ports in the previous bullet.
Let us now formalize this prose. First note that the mapping from a CBabel component port declaration to the associated rewrite theory signature is the same for both modules and connectors. However a different treatment is required for specifying behavior. As in our informal explanation above, in the remainder of this section we will formalize how the rewrite theory signature is affected by a port declaration in the associated CBabel component, and how the rule set of the rewrite theory is affected by port declarations in the associated CBabel module. The formalization of how rules are generated from port declarations and coordination contracts in a CBabel connector will be given in Section 4.3.
Given a CBabel module declaration (n, V, I, O) or a connector declaration (n, V, I, O, c) where n is the component's name identifier, V the variable declaration set, I the input ports declaration set, O the output port declaration set, and c the coordination contract declaration. The signature Σ of the rewrite theory associated to the CBabel component includes: (i) for each port declaration p in I, a constant p of sort PortInId , (ii) for each port declaration p in O, a constant p of sort PortOutId . The sorts PortInId and PortOutId are subsorts of PortId , the sort that parameterizes the generic messages send , ack : Oid PortId Interaction → Msg. The sorts PortId , PortInId, and PortOutId , together with messages send and ack are declared in the rewrite theory CBABEL-CONFIGURATION, included in Σ.
The formalization of how port declarations in a CBabel module gives rise to rules in the associated rewrite theory. One should consider the four possible combinations for port declarations informally given above. Given a CBabel module declaration (n, V, I, O):
• The declaration of a synchronous input port i in I gives rise to Rules 2 and 3 in the associated rewrite theory rule set R:
where ω is the object identifier of the object that represents an instance of the CBabel module, ι is the interaction, and A is the object's attribute set.
• The declaration of an asynchronous input port gives rise to Rules 2 and 4:
• The declaration of a synchronous output port o ∈ O gives rise to Rules 5 and 6,
where s is a variable of sort PortStatus , declared in the rewrite theory C-BABEL-CONFIGURATION together with constants locked , unlocked : → PortStatus , and none is the unit of Interaction.
• The declaration of an asynchronous output port gives rise to Rule 7:
Section 4.3 continues with the formalization of CBabel primitives, describing how coordination contracts are formalized in rewriting logic.
Coordination Contracts
A coordination contract is a specification of the interaction flow inside a connector and may declare sequential, mutual exclusive or guarded interaction among ports. A sequential coordination contract between an input port and an output port specifies that when the the latter is stimulated so is the former. A mutual exclusion coordination contract should be declared between two input ports and specifies that only one of these ports is "open" at a time 5 . A guarded coordination contract is declared relating an input and an output port. A guarded coordination contract has a condition, a before block and an after block. Once the input port is stimulated and the condition holds, the before block is executed and the output port is stimulated. Once the answer to the output port stimulus arrives, the after block is executed. However, if a message is sent to the input port and the guard condition does not hold, that message is queued and held until the guard condition turns true.
Before giving the contracts semantics, let us explain the intuition of the formalization. A sequential contract between an input port and an output port is a rule rewriting the message representing the port stimulus to the input port to the message representing the output port, also pushing the pair formed by the connector's object identifier together with the output port into the interaction stack, to allow the correct acknowledgment when several output ports are linked to a single input port. The acknowledgment to a synchronous output port, also specified by a rule, pops the top of the interaction and forwards the acknowledgment to the object whose identifier is the first projection of the new top in the interaction stack. This treatment handles 1:1 or n:1 interaction styles, that is, when there is a link between one component and one connector or several components and one connector. In the case when a 1:n interaction style is needed, the sequential contract can be used together with the parallel coordination contract, which means that when the input port is unconditionally stimulated the connector's n output ports are also stimulated. This gives rise to a rule rewriting the message representing the stimulus to the input port to n messages representing the stimulus to each of the output ports. If the output ports are synchronous, the treatment for the n messages representing the acknowledgments is to forward one acknowledgment once received all the n acknowledgments. There is no rule for the acknowledgment message if the output port is asynchronous.
A mutual exclusion coordination contract, between two synchronous input ports has a binary semaphore semantics, represented by a status attribute, that is, a flag attribute, with two rules 6 that are applied non-deterministically for the choice of a message to evolve. Once one of the rules is applied, it selects a message from the configuration and the object that represents the connector instance. If the status attribute is unlocked, the message is rewritten and the status attribute is set to lock , thus preventing the application of one of the choice rules, and therefore the selection of another message to be rewritten. The arrival of an acknowledgment message to the object that represents the connector is also specified by a rules that sets the status attribute to unlocked, therefore allowing the rules to be applied non-deterministically again. Mutual exclusion is only allowed between synchronous input ports.
A guard contract is formalized by three equations and two rules. One equation is a predicate that evaluates the guard's condition according to the set of attribute values in the object that represents the connector. The other two equations represent the before and after actions, which are themselves compositions of equations representing the before and after statements of the guard contract. The first rule specifies that once a message arrives to the input port, if the guard condition holds, the before equation will be applied to the object that represents the connector and a send message is sent to the output port. Otherwise the message to the input port will simply wait unwritten in configuration if the guard condition does not hold. This precisely keeps the effect of holding a message until the guard is ready to handle it in a way more general than instantiating a queue datatype.
Let us now state these definitions in formal terms. Given a connector declaration (n, V, I, O, c), with n the component's name identifier, V the variable declaration set, I the input ports declaration set, O the output port declaration set, and c a sequential contract declaration, c is a pair of ports (i, o) with the first projection i ∈ I being an input port and the second projection o ∈ O being an output port. The declaration of the contract c gives rise to Rule 8 in the rule set R of the associated rewrite theory (Σ, E, R), are constructor operators for sorts OidPortIdPair and Interaction, respectively, with the sort OidPortIdPair being a subsort of Interaction, all declared in the rewrite theory CBABEL-CONFIGURATION, ω is the object identifier of the object that represents an instance of the CBabel connector, ι is the interaction, and A is the object's attribute set. When the parallel coordination contract is used, Rule 8 has one send message for each output port on the right-hand side of the rule. If the output port o is synchronous then Rule 9 is also added to R. When the parallel coordination contract is used, Rule 9 has one ack message for each output port on the left-hand side of the rule. Rule 9 is not added if o is asynchronous.
Given a connector declaration (n, V, I, O, c), with n the component's name identifier, V the variable declaration set, I the input ports declaration set, O the output port declaration set, and c a mutual exclusion contract declaration, c is a four tuple (i 1 , o 1 , i 2 , o 2 ) with i 1 , i 2 ∈ I and o 1 , o 2 ∈ O. The declaration of the contract c gives rise to a class attribute status : PortStatus → Attribute declared in the rewrite theory CBABEL-CONFIGURATION and used by each instance ω of class n. Rules 10, 11, 12 and 13 are included in R,
where ω is the object identifier of the object that represents an instance of the CBabel connector, ι is the interaction, A is the object's attribute set. Given a connector declaration (n, V, I, O, c), with n the component's name identifier, V the variable declaration set, I the input ports declaration set, O the output port declaration set, and c a guard contract declaration, c is a five tuple (i, o, b, β, α) where i ∈ I, o ∈ O, b is a boolean expression, with β and α being sequences of assignment and variable lookup statements or boolean expressions on elements of V . (We shall not give the detailed syntax and meaning of statements and expressions since they are straightforward and here we wish to focus on the meaning of the guard contract. It suffices than to understand β and α as compositions of functions that give meaning to such statements and expressions.) The condition b of c gives rise to a function which is the composition of the statements in b. Moreover, an equation relates the abstract function opened ? : Object → Bool to the function that is the meaning of the guard condition expression b. Functions β and α are represented by the functions before, after : Object → Object, respectively, declared in CBABEL-CONFIGURATION. The declarations of β and α give rise to two equations. Each equation is a composition of functions representing the sequence of statements in β and α. (Again, they will not be shown here to keep the presentation focused on the contract's meaning.) Finally, Rules 14 and 15 are added to R.
Application
A CBabel application module declares how the components of an architecture should be put together. It may instantiate components and then link them together by their ports and bind their state variables. (See Section 4.5.)
Formally, a CBabel application module is a triple (x, Y, L, B) where x is the application module's name, Y is the set of instantiation declarations (ω, c) with ω an identifier representing a CBabel component instance and c, also an identifier, representing a CBabel component; L is the set of link declarations (ω 1 , o, ω 2 , i) with ω 1 (resp. ω 2 ) an identifier representing an instance of c 1 (resp. c 2 ), o an output port declared in c 1 and i an input port declared in c 2 ; and B a set of binding declarations which will be formalized in Section 4.5. A CBabel application module gives rise to a rewrite theory (Σ, E, R) such that Σ includes a constant topology :→ Configuration and E includes Equation 16 eq topology = instantiate-c 1 (ω 1 ) . . . instantiate-c n (ω n ) . (16) where n = |Y |. Each link declaration in L gives rise to an Equation 17 in E.
The formalization of bind declarations is given in Section 4.5, next, since they are related to state required variable declarations, subject of that section.
State Required Variables
State required variables allows for a shared memory communication between a CBabel connector and a CBabel component, that is, if a local variable (declared in a module or connector) changes the state required variable (declared in another connector) bound to the local variable should immediately notice this change, and vice-versa. A bind declaration should be done in the application module relating a variable in a component with a state required variable in a connector.
State required variables are mapped to pairs composed by a value and a status information which could be changed or unchanged. Bind declarations in the application module are mapped to equations that specify the synchronization between the bound variables. Recall from Section 3 that equations are applied before the rules, therefore the state variables will be synchronized before the rules for messages are applied.
Let us formalize this. Given a CBabel component declaration (n, V, I, O), a state required variable declaration is a pair required (v, t) ∈ V . The declaration of a state required variable in a CBabel component gives rise to an attribute declaration in the class declaration class n | v : SateRequired in the signature Σ of the associate rewrite theory (Σ, E, R), where SateRequired is a sort declared in the rewrite theory CBABEL-CONFIGURATION included in Σ. CBABEL-CONFIGURATION also declares the constructors st : T Status → StateRequired , for each primitive type T of CBabel, with Status having the constructors changed, unchanged : → Status.
Given a bind declaration (ω 1 , v 1 , ω 2 , v 2 , t) in a CBabel application module, ω 1 and ω 2 are identifiers representing CBabel components n 1 and n 2 , respectively, with required (v 1 , t) ∈ V n1 , (v 2 , t) ∈ V n2 . A bind declaration gives rise to Equations 18 and 19 in E eq < ω 1 :
where n 1 and n 2 are the CBabel component identifiers with instances ω 1 and ω 2 , respectively, V 1 and V 2 are variables of type t, and S 1 and S 2 are the attribute sets of ω 1 and ω 2 respectively.
Executing and Verifying CBabel Architecture Descriptions in Maude
The CBabel tool 7 is a prototype executable environment for CBabel that implements the rewriting logic semantics given in Section 4, and allows the execution and verification of CBabel descriptions in the Maude system. As mentioned before, CBabel tool prototype extends Full Maude [10] . Given CBabel descriptions and the rewriting logic semantics presented in Section 4, CBabel tool produces Maude object-oriented modules for each CBabel component and loads this modules into Full Maude modules database. Note that, in this prototype, execution of simulations, that is, rewrites, and the specification of properties to be verified with model checking, for instance, is done using Maude syntax. It is part of our future work create a command interface for CBabel tool that understands components and ports, and not objects and messages as the in the current prototype.
In this section we use the CBabel tool to prove properties about producerconsumer-buffer architectures presented in Section 1. We have analyze three properties in the producer-consumer-buffer application: (i) race condition, (ii) deadlock, and (iii), assuming the buffer limited, overflow and underflow, that is, the producer should not add more items than the buffer may hold and the consumer should not remove an item from an empty buffer. Figure 4 shows the execution of the CBabel tool with the architectures from Figures 1, 2 and 3 .
The Full Maude command show module <module> . pretty-prints the module <module> into the screen. Figure 5 shows the rewrite theory generated from the CBabel connector MUTEX, given in Figure 2 . The first two rules labeled MUTEX-mutex-out1 and MUTEX-mutex-out2 are instances of Rules 12 and 13 in Section 4, and the rules labeled MUTEX-mutex-in1 and MUTEX-mutex-in2 are instances of Rules 10 and 11, also in Section 4.
To execute or verify an architecture one should manually provide yet another module since the architecture description does not give any specification regarding the internal behavior of the components, the initial state of the system or the properties that should be verified. Moreover, one could also make verifications using different process scheduling strategies that are, of course, not described at the architecture level. Since CBabel tool does not provide yet a specific syntax for the specification module, we have manually coded one in the object-oriented rewrite theory VER-PCB, which is presented in Figure 6 . The module VER-PCB first includes the modules MODEL-CHECKER and APP, that includes module PC-DEFAULT. The module APP should be redefined to include the CBabel application module that will be verified. This is a simple "interface" to allow us to reuse the verification module. After the inclusion declaration the sort Configuration is declared to be a subsort of sort State, which means that the "soup" of objects and messages will be the states that compose the model that the model checker will verify. Next, the observable internal behavior of the objects, that is, a "minimum" specification of the internal behavior necessary to perform the verification task, is specified as four rules. They define that instances of PRODUCER and CONSUMER must produce and consume continuously and that instances of BUFFER must increment or decrement its own items variable whenever it receives the buffer@put or buffer@get messages, respectively. For the buffer rule we use a technique called abstract interpretation [31] . We need not to use all integers to represent the buffer items. The values −1, buffer@maxitems + 1, and the range [0, buffer@maxitems] suffice. (Actually the range itself could be represented as a constant.) Therefore we only allow the buffer items to be increased up to buffer@maxitems plus one and to be decreased down to −1. Next the raceCond proposition is declared, representing the race condition property, and is defined as an equation that specifies it as a configuration containing messages buffer@put and buffer@get simultaneously in the "soup". The initial state of the system was declared by the constant operator initial, declared and specified in the application module PC-DEFAULT, defined by an equation as the constant operator topology plus an initial request to the PRODUCER instance prod and to the CONSUMER instance cons.
After entering the VER-PCB in the Maude system one may run the model checker to check a formula in linear temporal logic [12] (LTL). Thus, if one reduces the formula []~raceCond, which means that is always true that a race condition will not happen, a counter-example is produced, that is, a path that contains a race condition state is shown. This is reproduced in Figure 7 . (The Maude output has been edited since the counter-example is 14 Kbytes long.) The search in Figure 8 show that the architecture PC-DEFAULT is deadlockfree. The first search in Figure 9 returns a state where the number of items exceeds buffer@maxitems, that is, an overflow state. The second search returns a state where the buffer@items variable in the buffer is negative representing the underflow condition. As already mentioned in the Section 1, to solve the race condition problem we use a mutual exclusion contract to coordinate the access from the producer and the consumer to the buffer. This leads to the example presented in To be able to execute the model checker in this new architecture one must first redefine the module VER-PCB changing the module PC-DEFAULT for PC-MUTEX in the APP module. After entering the redefined module VER-PCB in the Maude system, one can execute the model checker again to show that now it is always true that a race condition does not happen, as can be seen in Figure 10 . Although solving the race condition, the problems of buffer overflow and underflow still exist in this architecture, as shown in Figure 11 . The architecture PC-MUTEX-GUARDS ( Figure 3 ) solves both problems with a mutual exclusive and two guard contracts. One must now redefine the module VER-PCB changing the APP module to include the object-oriented rewrite theory PC-MUTEX-GUARDS. The searches and model checking in Figure 12 show that this new architecture solves the race condition problem, the deadlock, and the buffer overflow and underflow problems.
To further exemplify the use of the CBabel tool, we show how a vending machine can be executed and verified in our tool. The CBabel architecture presented in Figures 13 and 14 specifies a concurrent machine to buy cakes and apples with dollars and quarters, inspired by the example presented in [8] . A cake costs a dollar and an apple three quarters. One may insert dollars and quarters but the machine only accepts buying cakes and apples with dollars. When one wants to buys an apple, the machine takes a dollar and returns a quarter. The machine can also group four quarters into a dollar. The modules BUY-APPLE, BUY-CAKE, ADD-DOLLAR and ADD-QUARTER represent the concurrent events that may be executed in the machine. The SOLD-APPLE and SOLD-CAKE connectors must guarantee that apples and cakes are sell when pro-vided enouth money. The COUNT-DOLLAR and COUNT-QUARTER keep track of the number dollars and quarters in the machine. In the architecture of this example, we used the parallel interaction contract (see Section 4.3), encapsulated in the SPLIT connector. Also observe that to describe the interlocking features we used the "alternative" construction, and the "ground" special port in the guarded contracts.
As already mentioned, to verify the architecture one must provide the module that specifies the internal behavior of the components and the initial state of the system. Figure 15 shows the verification and execution module for the vending machine architecture. The two rules define that the slot instance of SLOT upon receiving a put-a or put-c message, increment the number of apples or cakes and transforms the do message into a done message.
Once the VER-VM is defined and imported into the Maude system one could perform verification on the architecture. To verify the number of items that can be sold after entering two dollars and two quarters, one may use the Maude search command. In Figure 16 it is shown the search for all final states of the system.
One may also verify if the machine is properly specified. In Figure 17 we present executions of the search command that: (i) validate that the machine does not sell cake if just 3 quarters are provided; and (ii) validate that the amount of dollars or quarters never becomes negative.
Related Work
A broad study of the basic concepts of ADLs, their semantics and expressiveness is presented in [35] and [27] . The advantages of having a formal semantics and mechanisms to perform formal analysis on software architectures described by ADLs are also broadly discussed in the literature, for instance in [35] , [26] and [13] . Many ADLs such as Rapide [22] , Wright [1] and ACME [15] are related to, or are extensions of, existing formalisms and have their semantics expressed in process algebra. These ADLs usually have a supporting environment to ease the modeling and to help in the analysis procedures. For instance, ACME's AcmeStudio allows the modeling of application in a graphical editor tool and also permits some static and semantic verification on the described architectures.
Current research on software architectures are concerned with aspects regarding how to express and verify non-functional aspects [9, 18] using ADLs and how to support the described aspects at run-time. Beyond the topology and component makeup, aspects involving complex coordination of interaction components, real-time and QoS becomes part of the architecture described using ADLs. By using the concept of contracts, CBabel allows the treatment of coordination aspects in a more flexible manner when compared to other ADLs [9] . CBabel also provides QoS contracts that cater for other non-functional aspects [20] , which is beyond the present paper's scope.
Our approach has an interesting property of actually executing the CBabel semantics to do the simulations, that is, rewriting a topology, and the verification, since the transformation from CBabel to RWL is the actual semantics of CBabel. Moreover, the Maude object-oriented syntax provides an intuitive interpretation for translated CBabel components, which is of easy understanding for most software designers.
Furthermore, an important issue regarding the choice of RWL as underlying framework lies on the fact that it provides an orthogonal handling of static aspects of the system, given by equations, and its concurrent behavior, given by rules. This claim is also made in [13] , but they use two different frameworks, namely equational logic and process algebra. These two aspects are represented in RWL very naturally by equations and rules.
Additionally, the adoption of Maude allows the verification techniques used by our approach to be extended in many different aspects as new improvements are added to this environment, such as real-time features and other verification tools, as mentioned in Section 1, beyond model checking.
Final Remarks
In this paper we have given a rewriting logic semantics for CBabel, a software architecture description language. CBabel components are understood as rewrite theories, or more specifically, as object-oriented modules is our Maude implementation. The rewriting logic semantics Maude implementation gave rise to the CBabel tool prototype, which allows CBabel software architecture descriptions to be executed and verified as rewrite theories in Maude. The use of CBabel tool is exemplifies by means of two examples: (i) three variations of the producer-consumer-buffer example with the verification of the properties of race condition, deadlocking, and buffer overflow and underflow; and (ii) a vending machine architecture, verified its correct design.
An important aspect of our translation, that we believe is worth emphasizing, is its modularity. In addition of the fact that modularity is an important pragmatic property, we believe it will be quite relevant in the context of architecture reconfiguration [21] , an important concept in software architectures that is part of our future work. Given a CBabel component, it can be completely translated to rewriting logic without any information about the other components in a given architecture description. The use of do and done mes-sages helps in this matter. They allow the encapsulation of the treatment for locking and unlocking ports inside the rewrite theory that represents a module. Otherwise, the equations that give semantics to link declarations would be more complex than simply renaming messages: the information about the communication mode of a given port would be necessary in order to lock or unlock a port.
To the best of our knowledge, our approach innovates by devising an executable environment, which includes verification features, for a software architecture language based on its formal semantics. There is, of course, much work ahead, which includes: (i) a complete definition of a command interface that understands software architecture terms such as components and ports and not classes and objects. Also, the answer from the verification tool should be at that level; (ii) our semantics allows one contract per connector. This choice was made to make the semantics simpler. However architectural descriptions become much simpler if a connector is allowed to specify more than one contract. This will be possible in future versions of the tool; (iii) the current concrete syntax of CBabel in the CBabel tool is very close to the normal form used by the transformer in the implementation of the CBabel tool, and differs slightly from [36] . In future versions of the tool more flexible declarations will be allowed; (iv) verify more complex architectural descriptions, such as the cruise control example [23] ; (v) apply and develop equational abstraction techniques [31] link split.return-q to cq.inc-q ; in port oneway put-a ; link sc.give-c to slot.put-c ; in port oneway put-c ; bind int sa.sa@dollars to cd.dollars ; } bind int sc.sc@dollars to cd.dollars ; } connector SPLIT { in port oneway give-a-in ; connector COUNT-QUARTER { out port oneway give-a-out ; var int quarters = int(0) ; out port oneway return-q ; in port oneway inc-q ; interaction { out port oneway change ; give-a-in > give-a-out | return-q ; interaction { } inc-q > } guard( quarters == int (3) 
