The standard separable two-dimensional (2-D) wavelet transform (WT) has recently achieved a great success in image processing because it provides a sparse representation of smooth images. However, it fails to capture efficiently one-dimensional (1-D) discontinuities, like edges and contours, that are anisotropic and characterized by geometrical regularity along different directions. In our previous work, we proposed a construction of critically sampled perfect reconstruction anisotropic transform with directional vanishing moments (DVM) imposed in the corresponding basis functions, called directionlets. Here, we show that the computational complexity of our transform is comparable to the complexity of the standard 2-D WT and substantially lower than the complexity of other similar approaches. We also present a zerotree-based image compression algorithm using directionlets that strongly outperforms the corresponding method based on the standard wavelets at low bit rates.
INTRODUCTION
Providing efficient transform-based representations of images is an important problem in many areas of image processing, like approximation and compression. An efficient representation requires sparsity, that is, most of information has to be contained in a few largemagnitude coefficients.
The standard 2-D WT has become very successful because it provides a sparse multiresolution representation of smooth images owing to vanishing moments in the high-pass filters (or zeros at w = 0) [1] . It also has a low computational complexity and simple filter design because of the separable filtering and subsampling operations.
However, the performance of the 2-D WT is limited by the spatial isotropy and two-directional construction of the corresponding basis functions, that is, the filtering and subsampling operations are applied symmetrically across scales only along the horizontal and vertical directions. For that reason, the standard 2-D WT fails to provide a sparse representation of 1-D discontinuities (edges and contours) in images. These features are characterized by a geometrical coherence that is not properly captured by the isotropic wavelet basis functions. Thus, to provide an efficient representation of edges and contours, the basis functions are required to be anisotropic and to have DVM along more than the two standard directions. Several previous approaches, like curvelets [2] , contourlets [3] , bandelets [4, 5] and wedgeprints [6] , have already addressed this difficult task. However, these methods have higher complexity than the standard 2-D WT and require non-separable filtering and filter design. Furthermore, these transforms are often oversampled, thus, making it non-trivial to have efficient image compression methods.
In our previous work [7, 8, 9] , we designed critically sampled anisotropic basis functions with DVM in any two directions with rational slopes, which we called directionlets. Our basis construction retains the separable processing and the computational simplicity of the standard 2-D WT. We showed that directionlets outperformed the standard 2-D WT in non-linear approximation (NLA) of images without a substantial increase of complexity. In [9] , we also analyzed the approximation power of directionlets when applied to smooth synthetic images with one discontinuity curve.
In this paper, we analyze computational complexity of our transform and compare it to the complexity of other similar transforms. We also focus on image compression at low bit rates using directionlets and we present the results of compression of natural images. We propose a compression method based on multiscale wavelet structures, called zerotrees (originally introduced in [10] ). Here, we adapt the zerotrees to directionlets and we call the resulting construction directional zerotrees. Furthermore, we show that the new image coder significantly outperforms the coder explained in [10] at low bit rates with the same order of computational complexity of the implemented transform.
The outline of the paper is as follows. In Section 2, we review the construction of directionlets and the asymptotic approximation behavior for smooth synthetic images. In Section 3, we analyze the computational complexity of our transform and compare it to the complexity of several similar transforms. Then, we present the coder based on directionlets and results on compression of natural images in Section 4. Finally, we conclude in Section 5.
REVIEW OF DIRECTIONLETS
The construction of directionlets has been explained in detail in our previous work [7, 8, 9] . Here, we only revisit the basic ideas.
As shown in [7] , directionlets are constructed as basis functions of the so-called skewed anisotropic wavelet transforms (S-AWT). These transforms provide anisotropy of the basis functions and impose DVM along any two directions with rational slopes' [7] . At the 'Recall that an Lth order DVM along the direction with a rational slope Directionlets have been shown [7, 8, 9] to improve substantially the efficiency of representation of images that contain anisotropic structures in different orientations. They outperform the theoretical approximation power of the standard 2-D WT, as reviewed next.
Non-linear Approximation of Images
The task of image approximation is to represent an image by a subset of retained transform coefficients, while the rest of them is set to zero. In NLA, the indexes of the retained coefficients are adapted to the content of the signal.
The quality of the approximation is commonly measured in terms of mean-square error (MSE), that is, for a signal x and its approximation using N coefficients XN, the MSE is given by lix -XN 112.
The asymptotic rate of decay of the MSE, as N tends to infinity, is a fundamental approximation property of the transform and this rate allows us to compare approximation performance of different transforms.
Mallat [11] showed that, for the C21C2 class of images,2 the best decay of the MSE that can be achieved is O(N-2). The standard 2-D WT, instead, can achieve only a rate O (N-1) and is, therefore, suboptimal. Methods, like bandelets [4, 5] and wedgeprints [6] achieve optimal performance. Other methods, like curvelets [2] and contourlets [3] that achieve O(N 2 (log N) 3 ) are nearly optimal.
However, as we show in Section 3, the complexity of all these algorithms is substantially higher than the standard 2-D WT and also directionlets.
Recall that natural images have geometrical features that vary over space. Thus, directionality is considered as a local characteristic, defined in a small neighborhood. Since directionlets are constrained to have DVM along only two directions, this implies the need for using spatial segmentation as a way of partitioning an image into smaller segments with one or a few dominant directions per segment. In our method, we use the quadtree segmentation (the 2Images that consist of two C2 smooth regions separated by a C2 smooth contour. whole image or each segment is divided into four equal segments), as the simplest segmentation method. Then, in each spatial segment, the corresponding directionlets are constructed using different directions adapted to the content of each segment.
It has been shown in [7, 8, 9] that, by using spatial segmentation, directionlets can achieve a rate of decay of MSE equal to O(N-155), outperforming the standard 2-D WT. Fig. 2 shows an example of a C21C2 image and gives a comparison of performance in NLA using directionlets and the 2-D WT. Notice that the shown graph compares the NLA performance only at lower rates because most of important coefficients are captured by a small portion of directionlets.
We emphasize that, although the rate of decay of the MSE achieved in our method is slower than the theoretically optimal rate, directionlets retain (a) low computational complexity and (b) critical sampling.
In the next section, we analyze the computational complexity of the applied S-AWT and compare it to the computational complexity of the other transforms that provide better approximation behaviors (contourlets, bandelets and wedgeprints). In Section 4, we show how the property of critical sampling allows for an efficient image compression method using directionlets based on Lagrangian optimization.
COMPUTATIONAL COMPLEXITY OF DIRECTIONLETS
Here, we calculate the order of the number of multiplications and additions required to implement the S-AWT. Then, we compare the result to the computational orders of the other methods.
As shown in Fig. l(a) and in [7, 8] , the S-AWT consists of iterated filtering and subsampling operations. Assuming that the subsampling operations do not carry any computational cost, each filtering operation is performed in O(N L) multiplications and O(N. L) additions, where N is the number of input samples and L is the length of the applied filter. In the following theorem, we provide the precise order of computational complexity of the S-AWT. Theorem 1 Given an N x N image, the number of operations required by the S-AWT with nli and n2 transform steps in the two transform directions, respectively, is ofthe order O(LN2), where L is the length of the filter used in the transform. -2-J(nin+n2))) (1) which results in O(LN2). 0 Notice that the computational complexity given by (1) is substantially lower than the complexity of the other similar methods. More precisely, bandelets require O(N2(1og2 N)2) operations [4] . Wedgeprints implementation requires to perform a search in a large dictionary of linear edges and, thus, the complexity of processing grows rapidly with the size of image, as O(N2 log2 N) [6] . Fur- thermore, contourlets have complexity of the order O(L1 L2N2), where the implemented filters are purely 2-D and have the size L1 x L2. Therefore, the number of multiplications and additions is much higher (in the sense that the constant that is involved is higher) than in the case of directionlets [3] . Table 1 summarizes the comparison of computational complexity of these methods.
COMPRESSION OF IMAGES
Compression using orthogonal transform can be considered as an extension of NLA. It consists of approximation, indexing the retained coefficients, quantization and entropy coding.
Our goal in this section is to show that directionlets can improve substantially the performance of wavelet-based compression methods as compared to the standard 2-D WT. For that reason, we use the wavelet zerotree coder proposed in [10] in both cases. However, in our coder, we modify the multiscale zerotree structure of wavelet coefficients in such a way that the new parent-children relation among coefficients depends on anisotropy and orientation of directionlets (basis functions), as explained in the sequel. Notice that, although there exist newer and more efficient wavelet-based coders (like SPIHT [12] or SFQ [13] ), we restrict ourselves to zerotrees for the sake of simplicity in the comparison. However, since similar zerotree-like relations among coefficients are exploited in these methods, their efficiency can also be improved using directionlets.
Recall that the standard zerotree structure is defined in such a way that each wavelet coefficient, except the ones at the finest scale, has a certain number of children, that is, the coefficients at the next finer scale that correspond to the same spatial location and orientation as the parent coefficient [10] (see Fig. 3(a) ). The set of children is isotropic and aligned along the horizontal and vertical directions, following the properties of the standard 2-D WT. On the other hand, in the case of our transform, since directionlets are anisotropic and oriented in different directions, the corresponding children are grouped in anisotropic and oriented sets, as shown in Fig. 3(b) . We call these structures directional zerotrees. The anisotropy and orientation of the sets of children is the same as that used in the construction of directionlets. Notice that directional zerotrees still retain the property of grouping coefficients across scales that belong to the same spatial location.
The adaptation of the coder to the content of image is performed in 3 optimization phases. In these phases, the optimal solution is found over (a) spatial quadtree segmentation, (b) choice of directions in each segment and (c) bit allocation for each chosen segment and directions. Since directionlets are critically sampled, we can use the Lagrangian optimization process easily in each optimization phase (note that this is not the case in other overcomplete methods).
The whole coding algorithm consists of 5 steps:3 (i) The image is segmented in a full quadtree until a predetermined depth of spatial segmentation is reached. (ii) In each segment, the S-AWT is performed for all possible pairs of directions from a predetermined set. (iii) In each segment and for each pair of directions, the zerotree encoding algorithm is applied on the corresponding directionlets using directional zerotrees. The optimal encoding bit rate is chosen so that the minimal Lagrangian cost is achieved given a predetermined Lagrangian multiplicator. (iv) In each segment, the optimal pair of directions is chosen so that the corresponding Lagrangian cost is minimal. (v) In each segment, if the sum of Lagrangian costs of the children-segments is larger than the Lagrangian cost of the current segment, the children are pruned. The improvement of the quality of compressed images, when compared to the results of the standard zerotree coding algorithm, is significant, especially at low bit rates. Fig. 4 shows the compression results of the synthetic C21C2 image shown in Fig. 2(a) in the case of the standard and the directional method. The PSNRs of the reconstructions are 26.33dB and 38.62dB, respectively, where the operational bit rate is the same and equal to 0.0263 bpp. In Fig. 4(a) , 3Due to lack of space, we provide only a brief explanation of the coding process. For more details, we refer to [8] . Fig. 4 and 118 out of 10355 bits for the example shown in Fig. 5 ) and does not affect the overall performance of the coder.
Notice also that spatial quadtree segmentation generates a blocking effect. However, the effect is not significant and does not affect the perceptual quality of the reconstructed image.
CONCLUSION
We analyzed the computational complexity of the anisotropic transform with DVM along different directions proposed in our previous work. The transfonn has the same order of complexity as the standard 2-D WT and substantially lower order when compared to other similar transforms. We also showed that the corresponding basis functions (directionlets) can be efficiently implemented in the zerotree-based image compression algorithm instead of the standard wavelets. The achieved results are significantly better than the results of the standard compression method, while retaining the same complexity. 
