We consider the problem of testing whether the intersection of a collection of k automata is empty. The straightforward algorithm for solving this problem runs in time σ k where σ is the size of the automata. In this work we prove that the assumption that there exists a better algorithm solving the FSA intersection emptiness problem implies that non-deterministic time is in subexponential deterministic time and also separates N L from P . Furthermore, under a (more general) non-uniform variant of the assumption mentioned above we can prove that N L = N P .
Introduction
Separating complexity classes is a major problem in complexity theory. There are only few unconditional results and many open questions. Another major open problem is to give an explicit hard function for the circuit and Turing machine models. In this work, we show a connection between the separation of N L from other complexity classes and the hardness of an explicit problem in P . We consider the problem of deciding whether the intersection of a collection of k finite state automata is empty. Either this problem requires large circuits or N L = N P . For the uniform case, either this problem does not have fast algorithms or N L = P .
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‡ Computer Science Department, Princeton University, 35 Olden st., Princeton NJ 08540. email: viglas@cs.princeton.edu. 1 For simplicity, in this paper the size of an automaton is the number of states. The number of bits required for the description of the automaton is essentially the same times a poly-logarithmic factor, which does not affect our computations.
ing whether their intersection is empty:
where L(F ) denotes the language accepted by the automaton F .
The standard algorithm for checking the above intersection involves constructing the finite state automaton corresponding to the Cartesian product F = F 1 × F 2 × · · · × F k , and solving the emptiness problem for F : L(F ) = ∅. The size of F is O(σ k ). Let F denote the assumption that there is a better algorithm for checking the intersection emptiness problem for a collection of a fixed number k of automata, namely:
Then there is a deterministic algorithm that can decide whether
+d , where f (·) is an unbounded function that depends only on k and such that
Based on the assumption F we can prove the following theorems:
1. There is an algorithm solving knapsack in O(2
A slight modification of assumption F also allows us to separate N L from P .
If we consider a non-uniform version of our assumption i.e. that there exists a "small" circuit that solves the emptiness problem for a collection of FSA's then we can prove that N L = N P . This result can be proved using a new lemma, that provides a general technique for proving complexity class separations and may be of independent interest.
Knapsack and Factoring
We start by showing the implications of assumption F for two problems that are considered hard: knapsack and factoring. If F is true then we can construct better algorithms for solving these problems.
We consider the following type of Knapsack problem (sub-set sum): Given n numbers a 1 , . . . , a n ∈ Z and a number b, check if there exists a boolean vector x = (x 1 , . . . , x n ) such that
Assuming that there is an "easy" way of checking the intersection of two automata is empty, we can construct an algorithm solving Knapsack in 2 n/3 n O (1) . By choosing a collection of k automata, the resulting algorithm runs in 2 n n O(1) for any > 0.
Theorem 2.1 Assumption F implies that there is an algorithm solving knapsack in
) for all > 0
Proof Pick two primes 2 p, q of size n/3 and build two machines M p and M q testing
The size (number of states) of these two machines is
If there is a solution to the given knapsack problem then this intersection is nonempty, since
is a multiple of p and q. Define the set S to be the set of exceptions: all binary vectors x for which b − n i=1 a i x i = 0 but the sum is zero modulo both primes. The set S is explicit (multiples of p, q) and we can construct a tree-like acceptor. The size of S is less than 2 n/3 since the number of vectors x which make the quantity b − n i=1 a i x i equal to zero modulo both p and q is:
Therefore the size of the automaton for S is at most O(2 n/3
). Now Consider the following intersection problem:
2 p and q only need to be relatively prime If this intersection is non-empty, then there exists a solution to the given knapsack problem. The FSA for S is acyclic (tree-like). We can compute the intersection of such an acceptor with the automaton M q without computing the cartesian product of the two machines. We can combine S and any FSA M into a new machine with |S| + |M | states that accepts L(S) ∩ L(M ).
In order to get the desired bound (2 n for any positive ), use a similar construction for k automata: pick k primes p 1 , . . . , p k of size n k+1 and follow the same ideas described above to construct k automata
Construct the tree-like acceptor S as before, and consider the emptiness problem for the intersection
The size of the automata M p k is at most σ = O(2 n k+1 ). S has also size σ, and will be combined in an automaton for M p k ∩ S of size O(σ). Now we can use the assumption F: for a collection of k automata of size σ the emptiness problem of their intersection can be solved in time
This will give us the following upper bound:
For large enough k the above expression becomes
can become less than any constant > 0 by choosing k appropriately.
Using the same ideas as above, we can prove that integer factoring of an n-bit number is solvable in O(2 n ), for any > 0, provided that the assumption F is valid. Finding deterministic algorithms for factoring is a major open problem: The best known deterministic algorithm runs in time 2 1 4 n . With the Extended Riemann Hypothesis this bound only improves to 2
The problem is the following: Given any integer z of size n, find x, y such that x · y = z.
Theorem 2.2 The assumption F implies that factoring can be solved in time
Proof We show how to build a fixed number of finite state automata to check if x · y = z. Exactly as in the case of the knapsack problem, pick two primes p and q of size n/3 and consider the corresponding FSA's M p , M q , checking whether x · y ≡ z(mod p) and x · y ≡ z(mod q) respectively. Again we build the set S of those strings x, y for which x·y ≡ z modulo both primes p and q but x·y = z. The size of S is |S| ≤ 2 n/3 , and since S is explicit we can construct a tree-like FSA acceptor. The following emptiness problem solves the factoring problem:
The input of the finite state machines is the string x#y. Since M p and M q are finite state automata, we need to know the length of x and y in advance; we need to know where the string x stops and y starts. Since the length of the factors x, y is not known in advance, we simply check all possible
. Based on the assumption F, we can check the intersection (5) for emptiness in
. The factoring problem can be solved by checking the following intersection:
where S is the set of all numbers x, y such that
S is a tree acceptor FSA, and can be combined with M p k into one FSA of size 2 n k+1 as discussed above. By our assumption F the intersection from equation (6) can be solved in time σ k f (k) +d . This yields the following upper bound:
In order to factor a given number z proceed as follows: check whether there exist x, y such that xy = z (trying all possible lengths for x and using the automata intersection technique presented above). In order to find the actual number x, compute its bits one by one by solving the following problem: is there a factorization of z = xy where the first bit of x is 1? If we repeat this O(n/2) times, we can find all the bits of the number x.
time required for constructing the automata and checking their intersection for emptiness will be subexponential.
We will use the notion of block respecting computation introduced by Hopcroft Paul and Valiant in [2] to prove that deterministic space is strictly more powerful than deterministic time (DT IM E(t) ⊆ DSP ACE(t/ log t)). Block respecting Turing machines are also used in [6] to prove that non-deterministic linear time is more powerful than deterministic linear time (see also [5] for a generalization of the results from [2] for RAMs and other machine models). The main idea is the following: Let M be a nondeterministic Turing machine running in time t. On input x, convert M to a block respecting machine M b . A trace of computation on input x of a machine M is a string of computation steps. Each step contains the current contents of the working tapes, the position of the heads, the state of M , the input symbol read, the position of the head on the input tape, and the nondeterministic choice of M at this step. Consider the trace of the computation of M b and construct a collection of FSA's that will check if the computation is correct the following way: each FSA will check the correctness for a number of segments of the computation trace. Note that since M b is block respecting, for each segment of the computation, the automaton needs to check the contents of only one block on each working tape. Now consider the intersection of all the automata (an automaton accepts its input if it corresponds to a valid computation of M b on x). If the intersection of the automata is non-empty, then there exists a valid accepting computation for M b and therefore for M .
In order for an FSA to check a computation segment, it needs to know the contents of the corresponding blocks the last time they were accessed in the computation trace. Since the machine M b is nondeterministic, we need to consider many possibilities for the position of these previous accesses in the computation trace for M b . These dependencies can be represented by a graph as in [2] . For the deterministic simulation we need to consider all possible graphs.
Proof Let M be a non-deterministic machine with l tapes, running in time t. Let M B be the corresponding block respecting machine, with running time O(t). Break the computation of M B (on input x) in segments of size B each; the number of segments is O(t/B). Consider the directed graph G corresponding to the computation of the block respecting machine as described in [2] : G has one vertex for every time segment (that is t/B vertices) and the edges are defined from the sequence of head positions. Let v(∆) denotes the vertex corresponding to time segment ∆ then and ∆ i is is the last time segment before ∆ during which the i-th head was scanning the same block as during segment ∆. Now consider the computation of the block respecting machine during time segment ∆: this time segment contains B computation steps. In each step, the machine reads and writes the bits on the head positions in the blocks corresponding to ∆ depending on the non-deterministic choice at that step.
In order to check if the computation is correct during one step, we could use an FSA of constant size (the size actually depends only on the number of tapes of the machine). This check can be done by a decision tree of size 2 O(B) .
Let k be the number of FSA's. Then for any > 0 we can pick k = 1/ such that each automaton checks Our deterministic algorithm that will simulate M must construct the transition diagrams for these k FSA's. For each transition (arc in the decision tree) we need to simulate M b for at most 2 B steps. Since 2 t is the total number of transitions, the total time required is 2 t · 2 B . The running time for the construction of all the FSA's for all possible graphs is therefore:
In order to check if there exists an accepting computation for M on input x it suffices to check if the intersection of all FSA's ∩ k i=1 F i is non-empty. Under our assumption F, the time needed to intersect k FSA's of size σ = 2 t = 2 t/k is: 3 Since l is a constant, from now on it will be incorporated in the big-O notation.
Since f (k) = o(k), the time needed for testing the intersection for emptiness is 2
. Therefore the total time for our simulation is the time to construct the FSA's plus the time to check the intersection i.e. 2
. Since f (k) is unbounded we can always pick k appropriately so that the total time is 2 O( t) .
Uniform assumption: NL vs. P
Till now our assumption F was that given k FSA's F 1 , F 2 , . . . , F k of the same size σ, there is an algorithm that can check whether their intersection is empty in time
+d . We modify slightly this assumption to the following assumption F : Notice that the new assumption F differs from F only in the introduction of an extra FSA G which may not have the same size as the rest of the FSA's. The problem can still be solved by the standard method of taking the Cartesian product of the k + 1 automata and deciding whether its language is empty in time O(σ k σ ).
s of size σ and G a FSA of size σ . Then there is a deterministic algorithm that can decide whether
Proof Without loss of generality, we can assume that an N L machine has only one working tape.
The main idea is the following: we break the working tape of the machine into blocks. This corresponds into breaking the computation of the machine into segments. We will use one FSA for each tape block that will accept only strings representing 'correct' computations for this particular block. This is done by having the automaton going through its input (claimed to be a valid computation) until it reads a pair of (head position, machine state) indicating that the head of the working tape is entering its tape block.
Then the FSA simulates the computation of the machine in this block, and checks whether the input represents exactly this computation. Notice that the automaton 'remembers' the contents in its tape block in its own state, in order to do the simulation the next time it encounters its block in its input.
If there is a string that belongs in the languages accepted by all the FSA's (i.e. the intersection of their languages is non-empty), then this string will correspond to a computation that is correct for each block. But there is a caveat: our FSA's will be too small to check whether the input of the machine was read correctly throughout the computation. To do this we need another FSA, hence the modification of assumption F.
More specifically, let L ∈ N L and M L be the blockrespecting NDTM that accepts it in time O(n c ), using at most O(c log n) working space, for some constant c > 0. A computation S x on input x of this machine (with
) is a string of computation steps. Each step contains information about the position of the head of the working tape, the state of M L (x), the input symbol read, the nondeterministic choice of M L (x) at this step and the symbol read/written on the working tape. Note that S x does not keep the position of the input tape at each step, but this can be found implicitly by simulating the moves of the input head until that point. Obviously each computation step can be described by at most O(c log log n) bits (needed to keep track of the working tape head).
We break the working tape W of M L (x) into k blocks of size B each (k is a parameter to be determined later). In order to perform Step 2, F i has to keep in its state the contents of B i and the current position of the working head, i.e. it needs to 'remember' O(c2 B log log n) bits, and since we are going to pick B = Ω(log log n), the size of
. In order to compute the transitions of F i for a single computation step, we need to run M L (x) starting from all possible configurations of B i and for all possible nondeterministic choices at this step. Since the later is a constant, the number of transitions is at most O(# of states of
. Hence the time needed to construct all the F i 's is at most k2 O(B) . We deferred till now the question of checking whether an (alleged) computation string S x reads correctly the input tape of M L . We cannot assign this task to the F i 's since this requires too many bits (O(c log n)) to keep track of. Thus we construct one more FSA G with O(n) states that reads S x and just simulates the moves on the input tape.
If
is non-empty, then there is a string S x that represents a correct accepting computation of M L (x) (as checked by the F i 's) with a legal reading of the input tape (as checked by G). Since we assumed that hypothesis F holds, the emptiness of this intersection can be decided in deterministic time
for some constants d 1 , d 2 > 0. By incorporating in (10) the time needed to construct the FSA's, and since f (k) = o(k), the total time needed for the deterministic simulation is at most
for some constant d 3 > 0, and thus we can always pick a big enough k so that
From the well known time hierarchy theorem we get the following:
Non-uniform assumption: N L vs NP
A non-uniform version of assumption F implies that N L = N P . In order to prove that, we fist prove a general lemma that can be used to separate complexity classes based on upper bounds (which resembles the line of thought in [3] ).
Lemma 5.1 Let C 1 , C 2 be two complexity classes such that:
requires circuits of size >> n k (C 2 has superpolynomial circuits).
3. for some fixed k, C 1 has circuits of size ≤ n k with access to an oracle from C 2 .
Proof Let C 1 = C 2 . Consider the fixed polynomial size circuit implied by 3. Since C 1 = C 2 the C 2 oracle has also (fixed) polynomial size, and therefore all C 2 has fixed polynomial size circuits. But this contradicts 2.
The new, non-uniform assumption F C is the following: 2. If N L = N P then the polynomial time hierarchy collapses to N L, and Kannan's theorem from [4] implies that for any constant β there is a language in Σ 4 and therefore N L that is not computable by circuits of size n β .
3. By theorem 5.2 N L has fixed polynomial (n α ) size circuits.
Therefore, lemma 5.1 implies that N L = N P .
Note that in the proof of corollary 5.3 we do not use the full power of lemma 5.1. In fact Kannan's theorem would suffice. It would be interesting to see applications of lemma 5.1 in its full power to separate complexity classes.
Conclusions
In this work we presented a number of interesting results based on the hardness of solving the emptiness problem for the intersection of finite state automata. Lemma 5.1 provides a general method for separating complexity classes starting from upper bounds and might enable us to prove other interesting separations.
The methods used to prove our results are very classic in complexity theory. We think that they still have not been exploited in their full power.
