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A number of parbolic problems with blowing-up space derivatives are described. 
Based upon Theorem 1, the main result of the paper, further examples will also be 
constructed. Examining the significance and sharpness of the “more than quadratic 
growth” condition for the occurrence of the derivative blow-up it is shown that this 
condition is sufficient for a wide class of equations described in Section 6. e 1991 
Academc Press, Inc 
1. INTRODUCTION 
Considerable progress and increasing interest has recently been observed 
in the theory of blowing-up solutions of semilinear parabolic equations 
(see, e.g., [l, 6, 71). However, the related phenomenon of the blow-up of 
the derivative when the solution alone remains bounded (denoted by 
DBU) is still almost unexplored, except for [ 111 and the paper by Filippov 
[4] cited in [9, lo]. We here extend the example given in [4] to a higher 
space dimension and a much more general form of the equation (compare 
Theorem 1). 
As is well known [ 12, Chap. I] the DBU or equivalently the “gradient 
catastrophe” is observed for solutions of quasilinear first order partial 
differential equations, e.g., for solutions of the equation 
u2 
u,+ - 
0 2 x 
= 0, 
u = u(t, x), t > 0, x E R and its generalizations studied by E. Hopf, 
0. A. Oleinik and others in the early 1950’s. This phenomenon can also 
occur in higher order partial differential equations, however, not many 
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examples are to be found in the literature. We limit ourselves here to the 
study of nonlinear parabolic equations. 
It is also known [9, lo] that for problems of the form 
u, = Au +f(t, x, u, u,) (1) 
(where u, = (u,,, . . . . u,J denotes the space gradient of u), the necessary 
condition for DBU to hold is the “more than quadratic growth off with 
respect o u\..” However, this condition is not sufficient, as is shown by the 
example given in Section 2. Note also that for the local in time solvability 
of the first or second initial-boundary value problems for (1) (or more 
general parabolic equation (29)) it is sufficient o have [S, p. 2061 the local 
Lipschitz continuity of the nonlinear term with respect to u, u, together 
with the necessary smoothness of the data (the domain, initial, and 
boundary data and coefficients with respect to t and x). Moreover, if we 
are able to give a priori estimates of u, u, in the uniform norm valid for 
t E [0, H], then the solution u exists until the time H. 
2. THE COUNTEREXAMPLE OF DBU 
Consider the equation 
u,=u,,+u, Iu,IP-‘, P> 1, (2) 
where x E Z= (a, b) c R, t > 0, with the Neumann type boundary condition 
40, x) = %(X) for XE I, 
(3) 
u,(t, x) = 0 for x=a, b, ta0. 
To assure existence of the third derivative u,, appearing in our further 
calculations we assume that u0 E C3 fa ([a, b]) (the Holder space, CI E (0, 1)) 
with (u,), = (u~)~.~~ = 0 for x = a, b. 
LEMMA 1. The solution u of the problem (2), (3) exists for all t 3 0. 
Proof. We will show first that the derivative u, is a priori bounded for 
all t 20. To verify this multiply Eq. (2) by (uk,), (k= 1, 3, 5, . ..) and 
integrate the result over Z, 
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Next transforming the components, 
s 1 d u,(z&dx= -k+lz u:+l dx, s 
s 
4k 
4u:)x dx = (k + 1 )z s C(u, (k + ‘)‘2).J2 dx, 
and further 
s u, Iu,Ip-’ (uX;),dx=k j Iu,Ippl u:u,,dx 
we have the equality 
d 
z s 
u:+‘(t,x)dx= -&j [(u~‘+““),]‘(t,x)dx, 
or, with the use of the Friedrichs’ Inequality 
i u:+ ‘(t, x) dx < j (u,,)k,+l dxexp[-&($---)2t] 
Through the limit passage k + + co this last ensures the estimate 
/IUx(t, III L”(I) 6 Il(%Lll L”(I), 
showing uniform in t boundedness of u,. 
As a consequence of the last observation the nonlinear term u, Iu,~/ pP I 
in (2) is a priori bounded for all t 2 0. We are thus able to apply the theory 
of linear equations (cf. [9, Chap. I, Th. 2.31) to verify that the solution u 
of (2), (3) alone is bounded. It is then easy to show (see, e.g., [2, 31) that 
the solution u exists globally in time. The proof is completed. 
It was observed in [9, Chap. VI, Sect. 31 that for solutions of the 
problem 
where t20, XE!SCR~, maximal values of the space gradient u,~ are 
attained on the parabolic boundary. Also in [lo] the global existence of 
the solution of the Cauchy problem for the equation 
was noted. 
*t = uxx +A%) (5) 
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3. AN EXAMPLE OF THE BLOW-UP OF DERIVATIVE 
Our first positive example of the blow-up of a derivative has the simple 
form 
u, = u,, + u 
(?’ > 
r 
u;dx , r > 0, (6) 
where XE~= (a, b), t>O. Consider (6) together with the Neumann type 
condition 
40, x) = u,(x), x E 1, U,(C a) = U,(f, b) =o, t > 0. (7) 
The following estimate of the x-derivative of u from below is based on 
an idea taken from the paper by J. M. Ball [ 1 ] (used there, however, for 
the solution, not for its derivative). 
LEMMA 2. We mume that u0 E C’ + “( [a, b] ) and (u,), = (uO)J.XX = 0 for 
x = a, b. The derivative u, of every solution u of (6), (7) corresponding to u0 
satisfying the condition 
blows-up. 
Proof: Multiplying (6) by (-u,,), integrating over I and by parts we 
obtain 
Id 
-- 
2 dt I 
uz,dx= - uz,,dx+ 
I 
Differentiating (6) with respect to x, multiplying by u,, and integrating 
over I we verify that 
=: i-g [F(t)]. (9) 
It follows from (9) that (d/dt)[F((t)] 20, hence F(t) > F(O), t 20, or 
further, with the use of (8), that 
2r 
$ u;dx>2F(O)+- 
s r+l (10) 
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The last differential inequality ensures that the blow-up of u, holds when- 
ever 
240)+-$ (j(uo,:dx)r+‘>O, 
or, in the explicit form, when 
(11) 
The proof is completed. 
Condition (11) is satisfied, e.g., for u,,(x) = cos x, I= (0, rr). 
The last example (6) shows that the “more than quadratic growth” con- 
dition is not necessary for the blow-up of a derivative (take r E (0, l] in 
(6)) when the nonlinearity depends on a functional of u,. 
4. AN EXAMPLE OF DBU FOR n= 1 
The following definition will be needed in the sequel: 
DEFINITION. A funtion u = u(t, x) is said to be a subsolution for the 
problem 
u, = Au +f(u, u,), XEQ~R", tE (0, n 
40, x) = uo(x) for xESZ, (12) 
46 x) = $(f, x) for XE aa 
if u is continuous in [0, r] x a, u,, u.,,, u,,,, (i = 1, . . . . n) are continuous in 
(0, T] x Q and u satisfies 
0, <Au +f(u, u,), (L X)E(O, Tl XQ, 
u(O, x) G uob) for XEQ, 
44 x) G v+(t, xl for XEasz. 
Consider the equation 
u, = uxx + WU,)? (t, xl E C, (13) 
where G := (0, r] x (0, l), with the function hi C'(R) satisfying the 
conditions 
3 ij h(z) 2 z2’(’ ~ “‘h( 1 ), (14) 
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with h(1) > 0 and h(0) = 0. Let u satisfy (13) together with the Dirichlet 
type boundary condition, 
u( t, x) = u( t, x) for t=O or x=0,1. (15) 
Here the function u is defined as 
u(t,x) := [4.(x+ T-t)]“, (16) 
where q > 0 is a constant which will be determined later (compare 
formula (18)). 
LEMMA 3. For the problem (13), (15) the DBU takes place not later than 
for t = T. 
ProoJ: As a consequence of the condition h(0) =0 the Maximum- 
Minimum Principle [ 131 for u holds. 
We will show that u is a subsolution for the problem (13), (15) provided 
q is sufficiently large. Noting the equalities 
u, = -0, = &q[q(x + T- t)]“- ‘, 
U ii =E(E- l)q2[q(x+ T-t)]“- 2, 
we verify that 
u, - UXY - uh(u,) 
= --Eq[q(x + T- t)]“- ’ - E(E - 1)q2[q(x + T- t)]“-2 
- [q(x + T- t)]” h(eq[q(x + T- t)]“-‘) 
<(l -&)eq2[q(x+ T- t)]“-* 
_ (,q)2/‘l ~ 6) [q(x+ T-t)]“-* h(1). (17) 
Assuming that q is so large that 
(we have 2/( 1 - E) > 2), then the right side of (17) will be nonpositive and 
thus u becomes a subsolution. 
We assume that there exists a continuous in G solution u of (13), (15) 
with u, bounded in G and uI, u,, u,, continuous in G. As a consequence 
of the Nagumo-Westphal Lemma [ 13, p. 187, Corollary VI] it is clear that 
2.44 x) b 44 .x) in G. 
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As follows from (16) 
u,(t, x) -+ + co when (t, x)--r (T, 0), 
and since u coincides with v on the parabolic boundary, then also the 
x-derivative of u must blow-up at the point (T, 0), because 
v(T,x)-~(T,O)~~(T,x)-~(T,O) 
X X 
The proof is completed. 
The effect of the nonlinear term in (13) is of particular significance. As 
was shown in Lemma 3, for arbitrary T> 0 there exists an initial-boundary 
condition (15) that the DBU for u holds not later than for t = T. 
Remark 1. It is sufficient if the condition (14) is satisfied for z 2 zO, 
where z0 > 0 denotes the minimal value of the x-derivative of v in G. 
5. GENERALIZATIONS 
The example (13), (15) will now be generalized to cover the case x E R”, 
n > 1 and the more general form of the nonlinearity. We first define the 
function 
V(t, x) := [q(&+ 1 - 1x1 + T-t)]“=: .I”(& x), (19) 
where 1. ( denotes the Euclidean norm in R”, E E (0, 1 ), q > 0 is a constant 
(compare (26)) and (t, x) E [O, T] x B, with Bc R” the ball with center 
(1, . . . . 1) and radius 1. Consider the equation 
c&+ l)w,=dw+f(w)h(lw,l), (20) 
where w, = (w,, , . . . . w*“), (t, x) E (0, T] x B =: D, together with the bound- 
ary condition 
w(t, x) = V(t, x) for t=O or XE~B. (21) 
Let f be such that 
f’ exists and is bounded above in bounded subsets of R, (22) 
3 3 v f(z)>cz", (23) 
pa1 c>o O<zCMq 
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where M, := [s(& + 1+ r)]” (q as in (26)), and assume that h E C’(R) 
satisfies the conditions h( 1) > 0, h(O) = 0, 
h(z) 3 zPh( 1) for all z 2 Z,, (24) 
where p := 1 + (BE + l)/( 1 -a) (>2) and Z, denotes the minimal (but 
positive) value of / V,( t, x)1 for (t, x) in D. 
The conditions (22) and (23) are jointly satisfied, e.g., for f(z) = zB with 
82 1. 
LEMMA 4. The DBUfor the solution w of (20), (21) holds not later than 
for t = T. 
Proof We will show first that V is a subsolution for the problem (20), 
(21) if q is sufficiently large. We have then (x = (x,, . . . . x,)) 
(&+ 1)v,-~V-f(J’MlV.J) 
=- (A+ l)E@“-‘-&(E- l)q2J”-2 
+&qJ”-‘c [1x1-l-x; Ixl~‘]-f(J”)h(~qJ”-‘) 
+ [E(l -E)q2-C(Eq)P h(l)]T2. C-25) 
For .XEB the quantity 1x1 -’ is dominated by l/(4- I), hence the 
first component in the estimate closing (25) is nonpositive. The second 
component will become nonpositive when q satisfies 
1-E 
GqP-2 
csP-‘h(1) (26) 
Let w be a continuous in D solution of (20), (21) having bounded in d 
derivatives IV,! and continuous in D derivatives w,, w,~, w,,,, (i= 1, . . . . n). 
Since h(0) = 0 then the Maximum-Minimum Principle for w holds. Note 
also that for our problem (20) with linear dependence on second order 
derivatives, condition (22) and the assumption h E C’(R) are suflicient to 
verify that the condition (y) [13, p. 1881 is satisfied (w,,,~ must not be 
bounded there), and the Nagumo-Westphal Lemma is applicable to 
w and V, 
w(t, x) 2 V(t, x) for (t, x)ED. 
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Moreover (19), all the derivatives I’X, (i= 1, . . . . n) become unbounded at 
the unique point P= (T, 1 + l/&, . . . . 1 + l/&z) of 6. Since w(t, x) = 
P’(t, x) for x on aB, then (for small I > 0) 
w(P) - w( T, 1 + l/J- I, . ..) 1 + l/Jr) 
d V(P) - V( T, 1 + l/J;; - 1, . ..) 1 + l/Jr) 
1 
+-cc when l-+0+. 
The same holds for other x,-derivatives of w. The proof is completed. 
Remark 2. Letting E + 0 + in (24) we assure that the DBU for solutions 
of (20), (21) is possible if p > 2. It is interesting to note that the growth rate 
/I with respect to w (23) is not essential for the DBU. Hence the 
phenomena of the blow-up and the blow-up of the derivative are inde- 
pendent in the problem (20). There are, however, problems for which these 
two types of blow-up hold at the same time; e.g., for solutions of 
u, = u,, + zl* 
with zero boundary and suitable initial condition. 
EXAMPLE. To show an example with a different type of nonlinearity let 
us consider again Eq. (2) 
~I=u,y,+~, Iuxlp-l, (t, X)E (0, T] x (0, 1) (27) 
with p = 2 + s/(1 -8) (E E (0, 1) as in (14)) and the Dirichlet boundary 
condition, 
u(t, x) = u(t, x) for t=O or x=0,1, (28) 
with u defined in (16). 
It is easy to verify (as in the estimate (17) or (25)), that v is a subsolu- 
tion for the problem (27), (28) and the DBU for the solution u holds. This 
result agrees with the previously cited observation in [9] (compare (4)), 
since the blow-up for u, takes place on the parabolic boundary. 
6. THE MAIN RESULT 
We are now in a position to formulate the main result of the paper. Let 
us consider the parabolic equation 
BLOWING-UP DERIVATIVES 235 
(t, x) E (0, T] x S =: Q (Q c B, B being a unit ball in R” + ’ centered at the 
origin), with the general second order operator L, 
Lu := c a,(6 x)4,,, + c bitt, X)%, + c(t, X)k 
LJ I 
(i, j= 1 9 . . . . n), under conditions guaranteeing the local existence of the 
solution (c.f. [S, 9, lo]); we need the coeffkients av, hi, c, and g to be 
Holder continuous with respect to (t, x) E B and g to be locally Lipschitz 
continuous with respect to the functional arguments. The equation is 
assumed to be parabolic 
3 V V Caij(z,x)4itj3all 151’9 (30) 
q>O <ER” (t,r)tB r,i 
and further conditions to be satisfied are 
3 
M>O 
bj(f, x) d M, -c(t,x)dM 
for (t, x)EB, (31) 
3 3 3 g(44 Z,Pl, ..., p,DmzD IP,12+p (32) 
m,p>o p20 /E(l,...,H} 
for (t,x)~& ZE [0, 1) and pi<0 (i= 1, . . . . n), 
g=(t, x, z, p) exists and is bounded above in every set B x C, (33) 
where C is bounded in R”+ ‘, 
g(t, x, z, 0, . ..) 0) = 0 for (t, X)E B and z E R. (34) 
The following theorem shows that the “more than quadratic growth” 
condition is sufficient for DBU under the assumptions stated above on the 
coefficients of (29): 
THEOREM 1. For arbitrary p > 0, /J 2 0 there exist: a time T, a domain S, 
and a continuous initial-boundary condition W of the Dirichlet type, such that 
for the solution u of (29) satisfying 
u(t,x)= W(t,x) for t=O or xEaS (35) 
the DBU holds. 
Proof. We fix a positive p and j? > 0, defining S to be a ball with center 
at (6, . . . . 6)~ R” and radius J/2. Choose 6 and T (both small), such that the 
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set Q = (0, T] x S is contained in the closed ball in R”+ ’ centered at the 
origin with radius r E (0, 1) (to be chosen later). We define the function 
W(t, x) := [S(&+ $)- 1x1 + T- t]” =: K”(t, x), (36) 
for (t, x) E Q and note that K may vary in the set [0, r] and is equal to 
zero at the unique point (T, 6( 1 + l/2 A), . . . . 6( 1 + l/2 4)) of Q. We will 
show that W is a subsolution for the problem (29), (35), provided that r 
is sufficiently small. We have 
w, - LW-g(t, x, w, W,) 
= -EK~-~+E~u&x)K~-~ 
i. i 
< K”+‘[ --.zK+d4(KncI + Kr2n2c: + (1 -&)r2rz2c~) 
+.dfKrc, +1%4K~-rn(~c,)~+~K~], (37) 
with d := E(B + p + 1) - p, where the assumptions (31), (32), and estimates 
xi G r, IWGC,, $c,>O 
I-4 
for XES, i=l,...,n 
have been used. If we choose E = E,,, such that 
Eg(fi+p+ 1)-p= -5, (38) 
then the bracket in the final estimate of (37) for E =E~ will be made 
nonpositive provided r is sufficiently small, since 0 < K(t, x) < r. 
Arguing as in the proofs of Lemmas 3 or 4, we can show that there is no 
solution u of the problem (29), (35) continuous in Q with bounded in Q 
derivatives u,, and continuous in Q derivatives u,, u,,, u,,+, (i, j= 1, . . . . n). 
Since the Maximum-Minimum Principle for u is applicable (34) and local 
existence of the solution u is assumed, then the nonextendibility of u is 
caused by the DBU. The proof is completed. 
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Remark 3. Our proof works also for b = 0 in (32) and the nonlinearity 
g independent of u ((33) is then satisfied automatically). Hence the DBU 
for the solution of 
can also be shown using Theorem 1. 
Remark 4. The assumptions of Theorem 1 are quite general, hence the 
DBU appears to be a frequent form of behaviour of solutions of equations 
with “more than quadratic growth” condition. But it should be remem- 
bered that the occurrence of DBU is associated with the properties of 
boundary conditions (compare the problems for (2) and for (27)), see also 
[S] for nonstandard boundary value problems. 
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