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Abstract
We consider the nonlocal KPP-Fisher equation ut(t, x) = uxx(t, x) + u(t, x)(1 − (K ∗ u)(t, x))
which describes the evolution of population density u(t, x) with respect to time t and location
x. The non-locality is expressed in terms of the convolution of u(t, ·) with kernel K(·) ≥ 0,∫
R
K(s)ds = 1. The restrictions K(s), s ≥ 0, and K(s), s ≤ 0, are responsible for interactions
of an individual with his left and right neighbors, respectively. We show that these two parts of
K play quite different roles as for the existence and uniqueness of traveling fronts to the KPP-
Fisher equation. In particular, if the left interaction is dominant, the uniqueness of fronts can be
proved, while the dominance of the right interaction can induce the co-existence of monotone
and oscillating fronts. We also present a short proof of the existence of traveling waves without
assuming various technical restrictions usually imposed on K.
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1. Introduction and main results
This paper continues the studies of traveling waves for the following nonlocal version [1, 4,
6, 10, 17, 31, 32, 33, 35, 36] of the KPP-Fisher equation:
ut(t, x) = uxx(t, x) + u(t, x)(1 − (K ∗ u)(t, x)), u ≥ 0, (t, x) ∈ R2. (1)
The requirement u(t, x) ≥ 0 is due to the usual interpretation of u(t, x) as the population density
at time t and location x. The convolution (K ∗u)(t, x) :=
∫ +∞
−∞ K(y)u(t, x− y)dy describes the non-
local interaction among individuals; it is assumed that the non-negative kernel K ∈ L1(R,R+) is
normalised by |K|1 =
∫
R
K(s)ds = 1. It is clear that the restriction of K(s)|{s≥0} characterizes the
instantaneous interaction of an individual with his left side neighbors, its intensity α− ∈ [0,+∞]
can be expressed as
α− =
1
c
∫ +∞
0
sK(s)ds,
where c is some positive parameter (wave velocity) to be specified later. Similarly,
α+ =
1
c
∫ 0
−∞
|s|K(s)ds
can be used to quantify the intensity of the interaction of an individual with his right side neigh-
bors.
We recall that the classical solution u(t, x) = φ(x + ct) is a wavefront (or a traveling front)
for (1) propagating with the velocity c ≥ 0, if the profile φ is C2-smooth, non-negative and
satisfies φ(−∞) = 0 and φ(+∞) = 1. By replacing the condition φ(+∞) = 1 with the less
restrictive condition 0 < lim infs→+∞ φ(s) ≤ lim sups→+∞ φ(s) < ∞, we get the definition of a
semi-wavefront. Clearly, each wave profile φ to (1) satisfies the functional differential equation
φ′′(t) − cφ′(t) + φ(t)(1 − (φ ∗ K)(t)) = 0, t ∈ R. (2)
The main concern of this paper is the existence and uniqueness of wavefronts and semi-
wavefronts to equation (1) in the situation when α+ > 0. Since we have much more information
about the existence-uniqueness problem when α+ = 0 (i.e. in the so-called delayed case), it
is enlightening to recall here the key results about traveling waves for the delayed KPP-Fisher
equation:
1.1. Case α+ = 0: expected uniqueness of traveling fronts in the Hutchinson diffusive equation.
If we formally choose K(t) = δ(t − cτ) with some τ > 0, then (2) takes the form
φ′′(t) − cφ′(t) + φ(t)(1 − φ(t − cτ)) = 0, t ∈ R, (3)
which is precisely the wave profile’s equation for the diffusive Hutchinson’s model
ut(t, x) = uxx(t, x) + u(t, x)(1 − u(t − τ, x)), u ≥ 0, x ∈ R. (4)
Model (4) is an important example of delayed reaction-diffusion equations. In particular, during
the past decade, the traveling fronts for this model have been analysed by many authors, see
[2, 5, 7, 9, 11, 14, 15, 16, 21, 22, 24, 37]. As a result of these studies, nowadays there is a rather
satisfactory understanding of the wavefronts’ existence and uniqueness problems for model (4)
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and, more generally, for equation (1) with α+ = 0, cf. [14]. It should be noted here that we are still
far from having the complete solution to these problems: nevertheless, several key open ques-
tions and plausible answers to them are stated in [7, 21, 22]. In particular, the decomposition of
the domain of parameters (τ, c) ∈ R2+ on the disjoint subsets associated with the classes of mono-
tone wavefronts, non-monotone wavefronts, proper semi-wavefronts and no of semi-wavefronts
to equation (4) was obtained, modulo the generalized Wright conjecture [3, 7, 21, 22]. By [21],
for each c ≥ 2 equation (4) possesses at least one semi-wavefront. The uniqueness of the mono-
tone wavefronts to (4) was proved in [9, 15, 21]. Moreover, a combination of [11, Theorem 1.1
and Corollary 6.6] with [14, Theorem 5.1] assures the uniqueness of all fast (this means c ≫ 1)
wavefronts for τ ≤ 3/2. Actually, [11] suggests that the uniqueness of all fast semi-wavefronts
can be deduced from the uniqueness of the heteroclinic connection in the Hutchinson’s equation.
Since the proper semi-wavefronts are slowly oscillating [7, 21], an expected positive answer to
Jones’ conjecture [3] (the uniqueness of slowly oscillating periodic solution in the Wright equa-
tion) gives an additional argument in favor of the uniqueness of semi-wavefronts for equation
(4). Hence, we believe that for each fixed pair (τ, c), τ ≥ 0, c ≥ 2, the semi-wavefront solution to
equation (4) is unique (up to a translation).
1.2. Case α+ > 0: main existence and convergence results.
It is somewhat surprising that the first existence result for the equation (1) was proved under
condition α+ > 0. More precisely, it was established by Berestycki et al. [4] that the assumptions
c ≥ 2 and K ∈ C1(R,R+), K(0) > 0, |K|1 = 1,
∫ +∞
−∞
K(s)eλ(c)sds < ∞, (5)
where
λ(c) := 1
2
(c −
√
c2 − 4) ≤ µ(c) := 1
2
(c +
√
c2 − 4) (6)
denote the positive roots of the quadratic equation z2 − cz + 1 = 0, guarantee the existence of at
least one semi-wavefront of (1). Observe that the last inequality in (5) does not appear explicitly
in [4, Theorem 1.4], however it was used to construct a super-solution, cf. [4, p. 2836]. Note
also that the condition K(0) > 0 of (5) is essential for the proofs in [4] and therefore the existence
result from [4] cannot be applied when α+ = 0 or α− = 0. Thus the known proofs [7, 21] of the
existence of semi-wavefronts for (4) are based on rather different approaches.
We show in the present paper that the method of [21] can be also applied to (1) which allows
to weaken restrictions (5):
Theorem 1. Assume that K ∈ L1(R,R+), |K|1 = 1. Then equation (1) has at least one semi-
wavefront u(t, x) = φ(x + ct) if and only if c ≥ 2.
It is not difficult to deduce from this result the existence of at least one semi-wavefront for each
given velocity c ≥ 2 in the case of a more general equation
φ′′(t) − cφ′(t) + φ(t)
(
1 −
∫ +∞
−∞
φ(t − s)dm(s)
)
= 0, t ∈ R. (7)
Here the increasing function m : R → R satisfies m(−∞) = 0, m(+∞) = 1. In other words, the
convolution K ∗ u of a continuous function u with Lebesgue’s integrable kernel K (as in equation
(2)) is replaced here by a convolution u ∗ µ of u with the normalised Borel measure µ (where
µ(A) =
∫
A dm(s)). Clearly, this family of equations includes (3) as a particular case.
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The symmetry (evenness) properties of the kernel K do not matter for such a general existence
result as Theorem 1. However, the shape of K plays a decisive role in the determination of
monotone wavefronts to (1). This question was exhaustively answered by Fang and Zhao [10] in
terms of roots of the equation
λ2 − cλ −
∫ +∞
−∞
K(s)e−λsds = 0. (8)
By [10], model (1) has at least one monotone wavefront if and only if equation (8) has a negative
root. Moreover, the uniqueness of this wavefront was established in the class of all monotone
wavefronts. One of the main results of this paper shows that the above words in italic cannot be
omitted if α+ > 0. This makes a striking difference with equation (4) (case α+ = 0) where the
uniqueness of a monotone wavefront in the class of all semi-wavefronts was established. One of
the amazing consequences of the Fang and Zhao criterion [10] for the case α− = 0 is the presence
of a unique monotone wavefront to equation (1) for each given velocity c ≥ 2.
Now, contrary to the cases of proper semi-wavefronts and monotone wavefronts, the exis-
tence and uniqueness of non-monotone wavefronts to equation (1) with α+ > 0 is largely an
open problem. The known results in this direction were obtained in [1, 4]. In particular, Beresty-
cki et al. [4] proved that the positivity of the Fourier transform of K (that, in turn, implies that
the kernel K is an even function satisfying K(0) ≥ K(s) for all s ∈ R) implies the convergence
of all semi-wavefront profiles: φ(+∞) = 1. The second result due to Alfaro and Coville [1]
was obtained by means of L2-estimates. This technique does not take into account the symmetry
properties of K: Alfaro and Coville’s theorem says that the inequality
c > M∗
√∫ +∞
−∞
s2K(s)ds, (9)
with M∗ being any a priori estimate for the norm |φ|∞ = sups∈R φ(s) of semi-wavefront φ, |φ|∞ ≤
M∗, guarantees that φ(+∞) = 1. It should be noted here that the derivation of the explicit
formulas for M∗ is an important step of proofs of the existence theorems. The first such formula
was proposed in [4] and Lemma 5 below develops further this investigation. The presence of M∗
in (9) marks another difference with the convergence criteria for the case α+ = 0. Our analysis in
this paper suggests that if α+ > 0, the dependence of the convergence conditions on the a priori
estimates for φ cannot be avoided.
Theorem 2. Let M∗ be a priori estimate for the norm |φ|∞ = sups∈R φ(s) of semi-wavefront
u(t, x) = φ(x + ct), |φ|∞ ≤ M∗. Then φ(+∞) = 1 if at least one of the following three conditions
is satisfied:
1) c > M∗
∫ +∞
−∞ |s|K(s)ds (i.e. M∗(α+ + α−) < 1);
2) K(s) = 0 for s ≤ 0, and c > 2
∫ +∞
−∞ |s|K(s)ds (i.e. α+ = 0, α− ∈ (0, 1/2));
3) K(s) . 0 for s ≤ 0, c > 2
∫ +∞
−∞ |s|K(s)ds (i.e. α+ > 0, α+ + α− ∈ (0, 1/2)), and
M∗ <
1 + α+ − α− +
√
(1 + α+ − α−)2 − 4α+
2α+
. (10)
We note that the right hand side of (10) is well defined when α+ + α− ∈ (0, 1/2). Condition (10)
can be further improved within our approach, however, we do not pursue this goal in the paper. It
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is worth noting that α+ and α− are entering (10) in asymmetric way and this inequality is satisfied
automatically when α+ → 0+ (thus condition 2 of Theorem 2 can be considered as a limit case,
at α+ = 0+, of condition 3). Obviously, the inequality c > M∗
∫ +∞
−∞ |s|K(s)ds is less restrictive
than the Alfaro and Coville condition (9) in view of Ho¨lder’s inequality.
Since the proof of Theorem 2 is one of the principal motivations for our studies exposed in
the next subsection, we outline it below.
Proof of Theorem 2. Take c ≥ 2 and consider semi-wavefront solution u(t, x) = φ(x+ct). Then it
can be proved that p := lim inft→+∞ φ(t) ≤ 1, P := lim supt→+∞ φ(t) ≥ 1 are positive numbers
satisfying certain systems of inequalities, the simplest of which has the following form (see
Lemma 8 in Section 2):
p + α+P(1 − p) + α−P(P − 1) ≥ 1,
P − α+P(P − 1) − α−P(1 − p) ≤ 1.
Figure 1 represents the position of the domains defined by the first (A) and the second (B)
1
1
P
p
(a)
1
1 p
M*
(c)
A*
M*
1
1
(b)
1
1
P
p
M*
(d)
A*
p
M*
1
1
PPP
(e)
p
A*
Figure 1: Domains A, B and A ∩B when (a) α+ = 0, α− ∈ (0, 1/2); (b) α+ = 0, α− ≥ 1/2; (c) α− = 0, α+ > 0; (d)
α± > 0, α+ + α− < 1/2; (e) α± > 0, α+ + α− ≥ 1/2.
inequality in the cases (a) α+ = 0, α− ∈ (0, 1/2); (b) α+ = 0, α− ≥ 1/2; (c) α+ > 0, α− = 0; (d)
α± > 0, α+ + α− < 1/2; (e) α± > 0, α+ + α− ≥ 1/2, respectively. The points (1, 1) and
A∗ =
(
2 − 1
α− + α+
,
1
α− + α+
)
belong to the intersection of the boundaries of A, B: (1, 1), A∗ ∈ ∂A ∩ ∂B.
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In the case (a), it is clear that the unique point satisfying both inequalities is p = P = 1,
which implies the convergence of each profile at +∞. In the cases (b)-(e), however, the final
result depends strongly on the position of M∗. If M∗ is situated as in the picture (d) (that is
analytically expressed by (10)) or as in pictures (b) and (e) (that is, M∗ < 1/(α+ + α−)), then
the upper part of the intersection A ∩ B can be ignored so that p = P = 1 and we obtain the
convergence of all semi-wavefronts at +∞. 
However, if the position of M∗ is as in the picture (c), there is a possibility of the co-existence
of a monotone wavefront (recall here that α− = 0 assures its existence in virtue of Fang and
Zhao criterion) and a proper oscillating semi-wavefront. The main result of this paper consists
precisely of the analytical proof of such a dynamical behaviour for certain systems with α− = 0.
Remark 1. Clearly, the statement of Theorem 2 remains true if we replace M∗ with the smaller
value P = lim supt→+∞ φ(t). In the case (b), the condition P < 1/(α+ + α−) can be replaced by
the dual inequality p > 2 − 1/(α+ + α−), where p = lim inft→+∞ φ(t).
1.3. Case α− = 0: the co-existence of monotone traveling fronts and proper semi-wavefronts in
the KPP-Fisher equation with advanced argument.
The recent work by Nadin et al. [32] has provided another argument supporting the conjecture
about the co-existence of different dynamical patterns in equation (1). The authors of [32] have
proposed the following substitute, with K(s) = δ(s + h), (called ”a toy model”) of (2):
φ′′(t) − cφ′(t) = −
{
Aφ(t), φ(t) ∈ [0, θ),
1 − φ(t + h), φ(t) ≥ θ, (11)
(actually, this equation is obtained from the original toy model from [32] by reversing time). The
positive parameters A, h and θ ∈ (0, 1) satisfy the inequality A ≥ (1 − θ)/θ, which is the reminis-
cence of the sub-tangency condition at 0 of the classical KPP-Fisher nonlinearity. The piece-wise
linear model (11) inherits the local properties at the steady states from (1) and therefore it can
be used to understand the geometry of the semi-wavefronts to (1). It is a remarkable fact that
the computations of [32] predicted the co-existence of asymptotically periodic semi-wavefronts
and monotone as well as oscillating wavefronts in equation (1). Nevertheless, the toy model (11)
has one important deficiency: the right hand side of (11) is a discontinuous functional. At a
first glance, precisely this drawback could be considered as a main reason for the existence of
multiple semi-wavefronts. Indeed, let us consider the following ”delayed” toy model:
φ′′(t) − cφ′(t) = −
{
φ(t), φ(t) ∈ [0, 0.5),
1 − φ(t − cτ), φ(t) ≥ 0.5, (12)
where c = 2.5, cτ = 2 ln 1.5 = 0.8109 . . . (so that τ = 0.8 ln 1.5 = 0.3243 . . . < 1/e = 0.3678 . . .).
It is easy to check that the eigenvalues of (12) at 0 are 0.5 and 2, while the set of all eigenvalues
at 1 contains two negative numbers −0.5 and −4.035 . . . This information allows us to construct
two different monotone wavefronts φ j ∈ W2,∞(R) to (12):
φ1(t) =
{
0.5e0.5t,
1 − 0.5e−0.5t, φ2(t) =
{
0.5e2t, t ≤ 0,
1 − 0.28..e−0.5t − 0.21..e−4.03..t, t > 0.
Even more surprisingly, an oscillating wavefront to (12) can also be constructed. Indeed, since
x0 ± iy0, x0 = −6.2402 . . . , y0 = 10.054 . . . is a pair of conjugated eigenvalues to the equation
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(12) at the steady state 1, it is easy to find the following oscillating profile φ3 ∈ W2,∞(R):
φ3(t) =
{
0.5e2t, t ≤ 0,
1 + aˆex0t cos(y0t + z0), t > 0,
where
aˆ =
1
4
+
(1 − 0.5x0)2
y20
= 0.546 . . . , cos(z0) = −0.5
aˆ
, z0 = 2.727 . . .
See Figure 2 where all three solutions are shown. However, in view of the results mentioned
t
1
0
Figure 2: Co-existence of monotone and oscillating wavefronts in a delayed toy model.
in Subsection 1.1, this equation should possess a unique wavefront (up to a translation). More-
over, the wavefront φ2 decreases rapidly at −∞ (i.e. φ2 is a pushed front) that is formally not
compatible with the above mentioned sub-tangency condition A ≥ (1 − θ)/θ. It is clear that the
discontinuity of equation (12) is the main reason of all these ”contradictions”.
Hence the conclusions suggested by the analysis of the ”toy” models must be corroborated
by rigorous analytical proofs. In the present work, using Hale–Lin method [20] adapted for the
singular functional differential equations in [11, 14, 16]; Hale–Huang analysis of the perturbed
periodic solutions developed in [8, 18, 19, 23]; Krisztin–Walther–Wu theory of an invariant strat-
ification of an attracting set for delayed monotone positive feedback [25]; Magalha˜es–Faria nor-
mal forms for retarded functional-differential equations [12] and Mallet-Paret–Sell theory of
monotone cyclic feedback systems with delay [29, 30], we provide such a result:
Theorem 3. For each τ > 3π/2 sufficiently close to 3π/2 there exists c∗(τ) > 2 and an open
subset Ω of R3 such that the KPP-Fisher equation with advanced argument
ut(t, x) = uxx(t, x) + u(t, x)(1 − u(t + τ, x)), u ≥ 0, x ∈ R,
has a three-dimensional family u(t, x) = φ(x + ct, ζ, c), ζ ∈ Ω, of wavefronts for each c > c∗(τ).
For every fixed c, this family contains a unique (up to a translation) monotone wavefront and
maps continuously and injectively Ω into the space Cb(R,R) of bounded continuous functions
on R. Moreover, for each c > c∗(τ), the above equation possesses proper semi-wavefronts
u(t, x) = ψ(x + ct, c). The profiles ψ(·, c) are asymptotically periodic at +∞, with ω(c)-periodic
limit functions ψ∞(·, c) having periods ω(c) close to 2πc and of the sinusoidal form (i.e. each
ψ∞(·, c) oscillates around 1 and has exactly two critical points on the period interval [0, ω(c))).
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Theorem 3 shows that the non-local KPP-Fisher equations with α+ ≫ α− may exhibit multiple
patterns of wave propagation:
Corollary 1. There exists c > 2 and an increasing function m : R → R satisfying m(−∞) = 0,
m(+∞) = 1 such that equation (7) has, at the same time, a unique monotone wavefront, multiple
oscillating wavefronts as well as asymptotically periodic proper semi-wavefronts propagating
with the velocity c.
The structure of this paper is as follows. In Section 2 we establish a series of auxiliary results
and a priori estimates necessary to prove Theorems 1 and 2. Section 3 contains the proof of
Theorem 1. The first part of Theorem 3 (stated as Theorem 5) is proved in Sections 4, 5. The
second part of Theorem 3 (stated as Theorem 7) is proved in Section 6 of our work.
2. A priori estimates and the convergence of semi-wavefronts
As it was suggested in [21], it is convenient to study equation (2) together with
φ′′(t) − cφ′(t) + gβ(φ(t))(1 − (φ ∗ K)(t)) = 0, (13)
where the continuous piece-wise linear function gβ, β > 1, is given by
gβ(u) =
{
u, u ∈ [0, β],
max{0, 2β − u}, u > β. (14)
Observe that equation (13) has three constant solutions: φ(t) ≡ 0, 1, 2β. We have the following
Lemma 1. Assume that φ, φ(−∞) = 0, is a non-negative, bounded and non-constant solution of
(13). Then φ(t) ≤ 2β for all t ∈ R. Next, if either t0 is a point of local maximum for φ(t) with
φ(t0) < 2β or t0 is the smallest number such that φ(t0) = 2β, then (φ ∗ K)(t0) ≤ 1.
Proof. On the contrary, suppose that there exists a maximal interval (t0, t1), such that φ(t) > 2β =
φ(t0) for all t ∈ (t0, t1). Then φ′(t∗) > 0, φ(t∗) > 2β for some t∗ ∈ (t0, t1). It follows from (13)
and the definition of gβ that φ′′(t) = cφ′(t) for all t ∈ (t0, t1). Hence, φ′(t) = φ′(t∗)ec(t−t∗) > 0,
t ∈ (t0, t1) and therefore t1 = +∞, φ(+∞) = +∞, contradicting the boundedness of φ.
Finally, if t0 is a point of local maximum for φ(t), then φ′(t0) = 0, φ′′(t0) ≤ 0. If, in addition,
φ(t0) < 2β then gβ(φ(t0)) > 0 and thus (13) assures that (φ ∗ K)(t0) ≤ 1. In the case when
t0 is the smallest number such that φ(t0) = 2β, then clearly there exists a sequence t j → t0,
t j < t0, j = 1, 2, . . . such that φ′(t j) > 0, φ′′(t j) < 0, φ(t j) < 2β. But then (φ ∗ K)(t j) < 1, for all
j and therefore also (φ ∗ K)(t0) ≤ 1. 
The following property of solutions to (2) and (13) was established in [4, Lemmas 3.7 and 3.9]:
Lemma 2. Assume that φ is a non-negative, bounded and non-constant solution of (13) or (2).
If, in addition, φ(tn) → 0 along some sequence tn → −∞, then φ(t) is increasing on some interval
(−∞, ρ], φ(−∞) = 0, and lim inft→+∞ φ(t) > 0.
In fact, it is easy to see that each non-trivial non-negative profile should be positive:
Lemma 3. Let a non-negative bounded φ . 0 solve either (13) or (2) and c ≥ 2. Then
φ(t) > 0, −φ′(t)/φ(t) > −λ(c).
If, in addition, φ(−∞) = 0, φ(t) ≤ 1, t ∈ R, then φ′(t) > 0 for all t ∈ R and φ(+∞) = 1.
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Proof. First, notice that equation (13) with β = +∞ coincides with (2), so it suffices to consider
equation (13) allowing β = +∞. Suppose that, for some s, solution φ of (13) satisfies φ(s) = 0.
Since φ(t) ≥ 0, t ∈ R, this yields φ′(s) = 0. Notice that y = φ(t) is the solution of the following
initial value problem for a linear second order ordinary differential equation
y′′(t) − cy′(t) + a(t)y(t) = 0, y(s) = y′(s) = 0,
where
a(t) :=
 1 − (φ ∗ K)(t), 0 ≤ φ(t) ≤ β,gβ(φ(t))
φ(t) (1 − (φ ∗ K)(t)), φ(t) > β,
is a continuous bounded function. But then y(t) ≡ 0 due to the uniqueness theorem, a contradic-
tion.
Suppose now that φ satisfies (13) and c > 2. Set
N(φ)(t) := gβ(φ(t))(φ ∗ K)(t) + φ(t) − gβ(φ(t)),
then N(φ)(t) > 0 and
φ(t) = 1
µ − λ
∫ +∞
t
(eλ(t−s) − eµ(t−s))N(φ)(s)ds. (15)
As a consequence, we have that
φ′(t) = 1
µ − λ
∫ +∞
t
(λeλ(t−s) − µeµ(t−s))N(φ)(s)ds,
and therefore
φ′(t) − λφ(t) = −
∫ +∞
t
eµ(t−s)N(φ)(s)ds < 0.
If now c = 2, we find similarly that
φ(t) =
∫ +∞
t
(s − t)et−sN(φ)(s)ds, φ′(t) =
∫ +∞
t
(s − t − 1)et−sN(φ)(s)ds,
and thus also
φ′(t) − φ(t) = −
∫ +∞
t
et−sN(φ)(s)ds < 0.
Finally, 0 < φ(t) ≤ 1, t ∈ R, implies that φ′′(t) − cφ′(t) ≤ 0. As a consequence, φ′(s) ≥
φ′(t)ec(s−t), s ≤ t, so that there either exists a sequence tn → +∞ such that φ′(tn) > 0, or there
exists the leftmost T1 ∈ R∪{+∞} such that φ′(t) ≤ 0 for all t ≥ T1. In the first case, φ′(t) > 0, t ∈
R, while in the second case φ(t) is non-increasing and φ′′(t) ≤ cφ′(t) ≤ 0, for t ≥ T1. Since
φ(t) > 0, this can only happen when φ(t) ≡ φ(T1) for t ≥ T1. But then (φ ∗ K)(T1) = 1, which
implies φ(t) = 1 for t ≥ T1 and K(s) = 0 a.e. on R+. Furthermore, φ′(s) > 0 for s < T1. Now,
observe that both φ(t) and 1 satisfy equation (15) and that N(φ)(t) = N(1)(t) = 1 for all t ≥ T1
and N(φ)(t) = φ(t)(φ ∗ K)(t) for t ≤ T1. Therefore (15) implies that, for t < T1 close to T1,
0 < 1 − φ(t) = 1
µ − λ
∫ T1
t
(eλ(t−s) − eµ(t−s))(1 − φ(s)(φ ∗ K)(s))ds ≤
1
µ − λ
∫ T1
t
(eλ(t−s) − eµ(t−s))ds(1 − φ2(t)) = (t − T1)2(0.5 + o(1))(1 − φ(t))(1 + φ(t)), t → T1−,
a contradiction. 
9
Lemma 4. Let a positive bounded φ solve (13) and there exists the limit φ(+∞). Then φ(+∞) ∈
{1, 2β}. If φ(+∞) = 2β then φ(t) ≡ 2β on some maximal nonempty interval [T1,+∞) and (φ ∗
K)(T1) ≤ 1. Furthermore, if 2β
∫ 0
−∞ K(s)ds > 1 then φ(+∞) = 1.
Proof. It follows from Lemmas 1 and 2 that φ(+∞) ∈ (0, 2β]. In addition, if φ(+∞) < {1, 2β},
then for
r(t) := gβ(φ(t))(1 − (φ ∗ K)(t)),
we have that
lim
t→+∞
r(t) = gβ(φ(+∞))(1 − φ(+∞)) , 0.
However, in this case the differential equation φ′′(t) − cφ′(t) + r(t) = 0 does not have any
convergent solution on R+. Indeed, we have that
|φ′(t)| =
∣∣∣∣∣∣φ′(s) + c(φ(t) − φ(s)) −
∫ t
s
r(u)du
∣∣∣∣∣∣ → +∞ as t → +∞.
Finally, assume that φ(+∞) = 2β, then there exists T1 ∈ R such that r(t) ≤ 0 for t ∈ [T1,∞)
and thus φ′′(t) − cφ′(t) ≥ 0 for t ≥ T1. As a consequence, φ′(t) ≥ φ′(s)ec(t−s) for t ≥ s ≥ T1.
If φ′(s) > 0 for some s ≥ T1, we obtain a contradiction: φ′(+∞) = +∞. Therefore we have to
analyse the case when φ′(s) = 0 for all s ≥ T1 (we can assume that T1 is the smallest number
with such a property). By Lemma 1,
2β
∫ 0
−∞
K(s)ds =
∫ 0
−∞
φ(T1 − s)K(s)ds ≤ (φ ∗ K)(T1) ≤ 1,
which proves the last statements of the lemma. 
Remark 2. Suppose that
∫ 0
−∞ K(s)ds > 0. Then we can choose β large enough to meet the
inequality 2β
∫ 0
−∞ K(s)ds > 1. Hence, if
∫ 0
−∞ K(s)ds > 0 and there exists φ(+∞), we can assume
that φ(+∞) = 1.
Now, the change of variables
φ(t) = e−x(t), i.e. x(t) = − lnφ(t), (16)
transforms equation (2) into
x′′(t) − cx′(t) − (x′(t))2 +
(∫ +∞
−∞
e−x(t−s)K(s)ds − 1
)
= 0, t ∈ R.
We will also consider the family of equations
x′′(t) − cx′(t) − (x′(t))2 + hβ(x(t))
(∫ +∞
−∞
e−x(s)K(t − s)ds − 1
)
= 0, t ∈ R,
where non-decreasing continuous function hβ : R→ [0,+∞), β > 1, is defined by
hβ(x) =
{
1, x ≥ − ln β,
max{0, 2βex − 1}, x ≤ − ln β.
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For c ≥ 2, we will consider a strictly increasing function f : [−1,∞) → R,
f (s) := 2s
c +
√
c2 + 4s
.
Lemma 5. For each c ≥ 2 and K ∈ K := {K ∈ L1(R,R+) : |K|1 = 1, K ≥ 0} there exists
U(c, K) ≥ 1 depending only on c and K such that the following holds: if φ(t), φ(−∞) = 0, is a
positive bounded solution of equation (13) with β > U(c, K), then
0 < φ(t) ≤ U(c, K), t ∈ R (17)
(i.e. the set of all semi-wavefronts to (13) is uniformly bounded by a constant which does not
depend on a particular semi-wavefront). Moreover, given a fixed pair (c0, K0) ∈ [2,+∞)×K , we
can assume that the map U : [2,+∞) × K → (0,+∞) is locally continuous at (c0, K0).
Proof. First, we take U(c, K) ≥ 1 defined by one of the following non-exclusive formulas:
• if
∫ +∞
0 K(s)ds > 0, then U(c, K) =
(∫ +∞
0 e
s f (−1)K(s)ds
)−1
;
• if
∫ +∞
0 K(s)ds < 0.001, then U(c, K) = 2 exp (λ(r + σ)), where λ = λ(c) is defined by (6)
and r = r(K) ∈ N, σ = σ(c) > 0 are chosen in such a way that
∫ 0
−r
K(s)ds > 0.99, 2ce
λσ − 1
ecσ − 1 < 0.01.
Obviously, such U : [2,+∞)×K → (0,+∞) is locally continuous at each (c0, K0). For example,
U(c, K) can be considered as a constant (hence, continuous) function in some small neighbor-
hood of (c0, K0) ∈ [2,+∞) × K satisfying
∫ +∞
0 K0(s)ds = 0.
Clearly, if φ(t) ∈ (0, 1] for all t ∈ R, then inequality (17) is true because of U(c, K) ≥ 1. In
particular, this happens if the profile φ(t) is nondecreasing and 2β
∫ 0
−∞ K(s)ds > 1, see Remark 2.
Thus let us suppose that φ(t0) > 1 at some point t0. Then at least one of the following three
possibilities can occur:
Situation I. Solution φ(t) is nondecreasing and
∫ 0
−∞ K(s)ds = 0 (so that
∫ +∞
0 K(s)ds = 1). In such
a case, by Lemma 4, there is some finite T1 such that φ(+∞) = φ(T1) = 2β and (φ ∗ K)(T1) ≤ 1.
For x defined by (16), we have x′(t) = −φ′(t)/φ(t) ≥ −λ(c) = f (−1) for all t ∈ R and∫ +∞
0
e−x(T1−s)K(s)ds ≤ (φ ∗ K)(T1) =
∫
R
e−x(T1−s)K(s)ds ≤ 1.
Now, set m := mins∈R x(s) and observe that x(t) = x(T1) −
∫ T1
t
x′(s)ds ≤ m + f (−1)(t − T1) for
t ≤ T1. Thus ∫ +∞
0
e−m+s f (−1)K(s)ds ≤
∫ +∞
0
e−x(T1−s)K(s)ds ≤ 1
and therefore
1
2β
=
1
φ(T1) = e
m ≥
∫ +∞
0
es f (−1)K(s)ds.
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Thus we can take
2β = φ(T1) ≤
(∫ +∞
0
es f (−1)K(s)ds
)−1
= U(c, K).
The latter shows that Situation I cannot occur if 2β > U(c, K).
Situation II. Solution φ(t) is not nondecreasing and
∫ +∞
0 K(s)ds > 0. Then we can repeat the
above arguments to conclude that, for the local maxima φ(t j) > 1 of φ we have that
sup
t∈R
φ(t) = sup
j
φ(t j) ≤
(∫ +∞
0
es f (−1)K(s)ds
)−1
= U(c, K).
Situation III. Solution φ(t) is not nondecreasing and
∫ +∞
0 K(s)ds = 0. Suppose, on the contrary,
that φ(t0) > U(c, K) = 2 exp (λ(r + σ)) for some t0. Then φ(t) ≥ 2 on some maximal closed
interval [a, b] ∋ t0. We claim that b− a ≥ r +σ. Indeed, otherwise, since φ′(t) ≤ λφ(t), φ(a) = 2,
φ′(a) ≥ 0, t0 − a < b − a, we get the following contradiction
φ(t0) ≤ φ(a) exp(λ(t0 − a)) < 2 exp(λ(b − a)) ≤ 2 exp(λ(r + σ)).
In consequence,
(φ ∗ K)(t) ≥
∫ 0
−r
φ(t − s)K(s)ds ≥ 1.98, t ∈ [a, a + σ],
so that (1− (φ ∗K)(t)) ≤ −0.98, t ∈ [a, a+σ], and φ′′(t)− cφ′(t) > 0, t ∈ [a, a+σ]. In particular,
φ′(t) > ec(t−a)φ′(a) for all a < t ≤ a + σ and thus
2 exp(λ(t − a)) ≥ φ(t) > 2 + 1
c
{ec(t−a) − 1}φ′(a), a < t ≤ a + σ.
Therefore
2eλσ > 2 + 1
c
{ecσ − 1}φ′(a),
so that 0 ≤ φ′(a) < 0.01. Next, let [a−, b+] ⊇ [a, b] be the maximal interval where φ(t) ≥ 1.1.
Then, for all t ∈ [a−, a + σ], we have φ′′(t) − cφ′(t) > 0 since
(φ ∗ K)(t) ≥
∫ 0
−r
φ(t − s)K(s)ds ≥ 0.99 · 1.1 > 1, t ∈ [a−, a + σ].
But then
φ′(t) < φ′(a)ec(t−a) < 0.01ec(t−a), t ∈ [a−, a);
φ(t) > 2 − 0.01
c
{1 − ec(t−a)} > 2 − 0.01
c
> 1.9, t ∈ [a−, a),
a contradiction (since φ(a−) = 1.1). 
Corollary 2. Assume that c ≥ 2 and K are fixed. Then, for each sufficiently large β > 1,
equations (13) and (2) share the same set of semi-wavefronts propagating at the velocity c.
Proof. Due to Lemma 5 and the definition of gβ(u), it suffices to take β > U(c, K). 
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A stronger a priori estimate is based on the following assertion:
Lemma 6. Let y be a bounded solution of the boundary problem
y′(t) − cy(t) − y2(t) + g(t) = 0, y(b) = 0, t ∈ (a, b],
where c ≥ 2 and a continuous function g satisfies
−1 < A := inf
s∈(a,b]
g(s).
Set B := sups∈(a,b] g(s). If there exists ω := mins∈(a,b] y(s) and A < 0, then ω ≥ f (A). Similarly, if
there exists γ := maxs∈(a,b] y(s), then γ ≤ f (B).
Proof. The above statements were proved in [21, Lemma 20] under additional condition y(a) =
0, but without assuming the existence of the global extrema of y on (a, b]. It is easy to check
that the latter condition (which is obviously weaker than y(a) = 0) is sufficient to repeat all the
arguments in the proof of [21, Lemma 20]. 
The next two results can be considered as improvements of Lemma 5.
Lemma 7. Let c ≥ 2 and φ(t), φ(−∞) = 0, be a bounded positive solution of equation (2). Set
ρ(u) = f (e−u − 1), x(t) = − lnφ(t) and
m = lim inf
t→+∞
x(t), M = lim sup
t→+∞
x(t).
Then ∫ +∞
0
eρ(m)sK(s)ds +
∫ 0
−∞
eρ(M)sK(s)ds ≥ eM,
∫ +∞
0
eρ(M)sK(s)ds +
∫ 0
−∞
eρ(m)sK(s)ds ≤ em.
Observe that the integrals in the statement of Lemma 7 (and in Lemma 8 below as well) can
be infinite (i.e. equal to +∞).
Proof. By Lemma 2, the wavefront profile φ(t) is increasing on some maximal interval (−∞, Q0)
and lim inft→+∞ φ(t) > 0. Moreover, if φ(t) is eventually monotone and β is sufficiently large then
φ(+∞) = 1 by Lemmas 4 and 5. In such a case, M = m = 0, which proves the lemma. Hence, we
may assume that φ(t) is not eventually monotone. Set y(t) = x′(t), since x(t) is neither eventually
monotone there exists some s > Q0 such that y(s) > 0. Moreover, it is clear that for each such s
we can find some finite a < s < b such that y(s) > 0 = y(b) = y(a). Then Lemmas 6 and 5 assure
that
y(s) ≤ f
(
max
t∈[a,b]
∫
R
e−x(t−u)K(u)du − 1
)
≤ f (U(c, K) − 1).
In particular, this means that sups∈R y(s) is a finite number. We claim that
lim sup
s→+∞
y(s) ≤ ρ(m). (18)
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Indeed, let s j → +∞ be such that y(s j) → lim sups→+∞ y(s). Then for appropriately chosen
sequences a j < s j < b j, a j → +∞, we have that
y(s j) ≤ f
(
max
t∈[a j ,b j]
∫
R
e−x(t−u)K(u)du − 1
)
.
Next, by Lemma 5, for every small ǫ > 0 there exists T = T (ǫ, c, K), T (0+, c, K) = +∞, such
that ∫ T
−T
K(u)du > 1 − ǫ,
∫ −T
−∞
e−x(t−u)K(u)du +
∫ +∞
T
e−x(t−u)K(u)du < ǫ, t ∈ R. (19)
Consequently,
y(s j) ≤ f ( max
t∈[a j−T,b j+T ]
e−x(t) − 1 + ǫ).
Taking into account that lim inf j→∞ mint∈[a j−T,b j+T ] x(t) ≥ m, we conclude that
lim sup
s→+∞
y(s) ≤ f (e−m − 1 + ǫ).
Letting ǫ → 0+ in the last inequality, we obtain (18).
Next, Lemma 3 implies that y(s) > f (−1) ≥ −1 > −c for all s ∈ R. Since x(t) is not
eventually monotone, there exist sequences d j < ς j < e j, d j → +∞, such that mins∈[d j ,e j] y(s) =
y(ς j) < 0 = y(d j) = y(e j) and y(ς j) → lim infs→+∞ y(s). Set g(t) =
∫
R
e−x(t−u)K(u)du − 1. Since
y′(ς j) = 0, we obtain that
−1 < min
s∈[d j ,e j]
g(s) ≤ g(ς j) = y2(ς j) + cy(ς j) < 0.
Therefore Lemma 6 can be applied yielding
y(ς j) ≥ f
(
min
t∈[d j ,e j]
∫
R
e−x(t−u)K(u)du − 1
)
.
From this estimation, arguing as above, we deduce that
lim inf
s→+∞
y(s) ≥ ρ(M) > f (−1).
Next, let t j → +∞ be a sequence of local maximum points of x(t) such that x(t j) → M as
j → +∞. With T and ǫ as in (19) and for sufficiently large j, we find that
m′j := min
s∈[t j ,t j+T ]
x′(s) > ρ(M) − ǫ, M′j := max
s∈[t j ,t j+T ]
x′(s) < ρ(m) + ǫ,
m j := min[t j−T,t j+T ]
x(s) > m − ǫ, M j := max[t j−T,t j+T ] x(s) < M + ǫ,
ǫ +
∫ T
−T
e−x(t j−s)K(s) >
∫
R
e−x(t j−s)K(s)ds ≥ 1,
x(t) ≥ x(t j) + m′j(t − t j) ≥ x(t j) + (ρ(M) − ǫ)(t − t j), t ∈ [t j, t j + T ],
x(t) ≥ x(t j) + M′j(t − t j) ≥ x(t j) + (ρ(m) + ǫ)(t − t j), t ∈ [t j − T, t j].
14
Therefore, for each subset [A, B] ⊂ [−T, T ], A ≤ 0 ≤ B, we obtain
ǫ +
∫ 0
−T
e−x(t j−s)K(s)ds +
∫ T
0
e−x(t j−s)K(s)ds > 1,
ǫ +
∫ A
−T
e−m+ǫK(s)ds +
∫ 0
A
e−x(t j)+(ρ(M)−ǫ)sK(s)ds+
∫ B
0
e−x(t j)+(ρ(m)+ǫ)s)K(s)ds +
∫ T
B
e−m+ǫK(s)ds > 1.
Taking limit in the last inequality when ǫ → 0 (so that T → +∞), j → +∞, we obtain that
e−m
(∫ A
−∞
K(s)ds +
∫ +∞
B
K(s)ds
)
+ e−M
(∫ 0
A
eρ(M)sK(s)ds +
∫ B
0
eρ(m)sK(s)ds
)
≥ 1. (20)
This relation is valid for each −∞ ≤ A ≤ 0 ≤ B ≤ +∞ and if A, B are infinite, we get the first
inequality of the lemma. Clearly, the second inequality can be deduced in a similar way from
e−M
(∫ A′
−∞
K(s)ds +
∫ +∞
B′
K(s)ds
)
+ e−m
(∫ 0
A′
eρ(m)sK(s)ds +
∫ B′
0
eρ(M)sK(s)ds
)
≤ 1, (21)
where A′, B′ are arbitrary real numbers satisfying −∞ ≤ A′ ≤ 0 ≤ B′ ≤ +∞. 
Lemma 8. Let φ(t) be a semi-wavefront to equation (2) propagating with the speed c ≥ 2. Set
p = lim inf
t→+∞
φ(t), P = lim sup
t→+∞
φ(t), α+ := 1
c
∫ 0
−∞
|s|K(s)ds, α− := 1
c
∫ +∞
0
sK(s)ds.
Then 0 < p ≤ 1 ≤ P and
p + α+P(1 − p) + α−P(P − 1) ≥ 1, (22)
P − α+P(P − 1) − α−P(1 − p) ≤ 1. (23)
Proof. Taking A = B = A′ = B′ = 0 in (20), (21) we find immediately that 0 < p ≤ 1 ≤ P. In
the case when p = P, Lemma 4 and Corollary 2 imply that p = P = 1 and that proves the lemma.
If p < P, φ(t) oscillates between p and P. Therefore φ′(t) is oscillating around 0 and there exist
finite limits
d = lim inf
t→+∞
φ′(t) ≤ 0 ≤ D := lim sup
t→+∞
φ′(t).
We claim that
−1
c
P(P − 1) ≤ d ≤ D ≤ 1
c
P(1 − p).
Indeed, let t j → +∞ be such that 0 > φ′(t j) → d, φ′′(t j) = 0. Then
−φ′(t j) = 1
c
φ(t j)(φ ∗ K(t j) − 1).
For an arbitrary ǫ > 0, we fix T sufficiently large to have∫ −T
−∞
φ(t − s)K(s)ds +
∫ +∞
T
φ(t − s)K(s)ds < ǫ, t ∈ R.
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Then
−φ′(t j) ≤ 1
c
φ(t j)
(
ǫ +
∫ T
−T
φ(t j − s)K(s)ds − 1
)
≤ 1
c
sup
u≥0.5t j
φ(u)
ǫ + sup
u≥0.5t j
φ(u)
∫ T
−T
K(s)ds − 1
 .
After taking limit as j → +∞, ǫ → 0+ (so that T → +∞), we get one of the required relations:
−d ≤ P(P − 1)/c. The second inequality can be proved similarly.
Next, consider the sequence {s j} of local maximum points such that φ(s j) → P, s j → +∞.
We can suppose that s j is large enough to have
min
s∈[s j−T,s j+T ]
φ′(s) ≥ d − ǫ, max
s∈[s j−T,s j+T ]
φ′(s) ≤ D + ǫ.
Then
φ(s j − s) ≥ φ(s j) − (D + ǫ)s, for s ∈ [0, T ], φ(s j − s) ≥ φ(s j) − (d − ǫ)s, for s ∈ [−T, 0],
and therefore
1 ≥
∫ +∞
−∞
φ(s j − s)K(s)ds ≥
∫ T
−T
φ(s j − s)K(s)ds ≥
φ(s j)
∫ T
−T
K(s)ds − (D + ǫ)
∫ T
0
sK(s)ds + (d − ǫ)
∫ 0
−T
|s|K(s)ds.
Finally, letting ǫ → 0+ (hence, T → +∞), s j → +∞, we get the required inequality
1 ≥ P − Dcα− + dcα+ ≥ P − α−P(1 − p) − α+P(P − 1).
The proof of inequality (22) is completely analogous and therefore it is omitted here. 
Remark 3. Inequality (23) has a simple geometric interpretation. Indeed, consider the follow-
ing function
˜φ−(−s) :=
{
P − P(1 − p)s/c, s ≥ 0,
P + P(P − 1)s/c, s ≤ 0,
then inequality (23) can be written as ˜Θ(p, P) := (K ∗ ˜φ−)(0) ≤ 1. A serious drawback of
the obtained estimate is that ˜Θ(p, P) can be negative and therefore the relation ˜Θ(p, P) ≤ 1
is not very useful. We can avoid this imperfection by introducing the function φ−(−s, p, P) :=
max{p, ˜φ−(−s)}. Arguing as in the proof of Lemma 8, we can find that p and P should satisfy the
following improved inequalityΘ(p, P) = (K ∗φ−)(0) ≤ 1. Obviously, continuous functionΘ(p, P)
is non-negative for all 0 ≤ p ≤ P.
3. Existence of semi-wavefronts for c ≥ 2.
In this section, we are going to prove Theorem 1. It should be observed that the necessity
of the condition c ≥ 2 can be easily obtained from the analysis of the asymptotic behaviour of
eventual semi-wavefront φ at −∞ (if c < 2 then φ(t) oscillates around 0 at −∞). Thus we have to
prove only the sufficiency of the condition c ≥ 2 for the existence of semi-wavefronts.
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First, consider
r(φ)(t) := bφ(t) + gβ(φ(t))(1 − (φ ∗ K)(t)),
where gβ(u) is defined by (14), β is as in Corollary 2, and b > 1 + 2β. In view of Corollary 2, it
suffices to establish that the equation
φ′′(t) − cφ′(t) − bφ(t) + r(φ)(t) = 0 (24)
has a semi-wavefront. Observe that if a continuous function ψ(t), 0 ≤ ψ(t) ≤ 2β, satisfies
0 ≤ ψ(s) ≤ β at some point s ∈ R, then
r(ψ)(s) = ψ(s)(b + 1 − (ψ ∗ K)(s)) ≥ 0. (25)
Now, if β ≤ ψ(s) ≤ 2β, then
r(ψ)(s) = bψ(s) + (2β − ψ(s))(1 − (ψ ∗ K)(s)) =
2β(1 − (ψ ∗ K)(s)) + ψ(s)(b − 1 + (ψ ∗ K)(s)) > β. (26)
Next, we consider the non-delayed KPP-Fisher equation ut = uxx + gβ(u). The profiles φ of
the traveling fronts u(x, t) = φ(x + ct) for this equation satisfy
φ′′(t) − cφ′(t) + gβ(φ(t)) = 0, c ≥ 2. (27)
Recall that 0 < λ ≤ µ denote eigenvalues of equation (27) linearized around 0 (i.e. χ(λ) = χ(µ) =
0 where χ(z) := z2 − cz + 1). In the sequel, φ+(t) will denote the unique monotone front to (27)
normalised (cf. [15, Theorem 6]) by the condition
φ+(t) := (−t) jeλt(1 + o(1)), t → −∞, j ∈ {0, 1}.
Let us note here that φ+(t) for all t such that φ+(t) < β, satisfies the linear differential equation
φ′′(t) − cφ′(t) + φ(t) = 0.
In particular, if c > 2 then there exists (see e.g. [15, Theorem 6]) C ≥ 0 such that
φ+(t) := eλt −Ceµt, t ≤ φ−1+ (β). (28)
Let z1 < 0 < z2 be the roots of the equation z2 − cz − b = 0. Set z12 = z2 − z1 > 0 and consider
the integral operator Am depending on b and defined by
(Amφ)(t) = 1
z12
{∫ t
−∞
ez1(t−s)r(φ(s))ds +
∫ +∞
t
ez2(t−s)r(φ(s))ds
}
.
Lemma 9. Assume that b > 1 + 2β and let 0 ≤ φ(t) ≤ φ+(t), then
0 ≤ (Amφ)(t) ≤ φ+(t).
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Proof. The lower estimate is obvious since 0 ≤ φ(t) ≤ φ+(t) ≤ 2β and therefore r(φ(t)) ≥ 0 in
view of (25) and (26). Now, since φ(t) ≤ φ+(t) and bu + gβ(u) is an increasing function, we find
that
r(φ(s)) ≤ bφ(t) + gβ(φ(t)) ≤ bφ+(t) + gβ(φ+(t)) =: R(φ+(t)).
Thus
(Amφ)(t) ≤ 1
z12
{∫ t
−∞
ez1(t−s)R(φ+(s))ds +
∫ +∞
t
ez2(t−s)R(φ+(s))ds
}
= φ+(t),
and the lemma is proved. 
Lemma 9 says that φ+(t) is an upper solution for (24), cf. [37]. Still, we need to find a lower
solution. Here, assuming that c > 2 and that K has a compact support we will use the following
well known ansatz (see e.g. [37])
φ−(t) = max{0, eλt(1 − Meǫt)},
where ǫ ∈ (0, λ) and M ≫ 1 is chosen in such a way that −χ(λ + ǫ) > (L/M)
∫ ∞
−∞ e
−ǫsK(s)ds
(here L := supt∈R φ+(t)e−ǫt), λ + ǫ < µ, and
0 < φ−(t) < φ+(t) < eǫt < 1, t < Tc, where φ−(Tc) = 0.
The above inequality φ−(t) < φ+(t) is possible due to representation (28). We note also that
(φ+ ∗ K)(t) ≤ Leǫt
∫
R
e−ǫsK(s)ds.
Lemma 10. Assume that c > 2, K has a compact support, b > 2β + 2. Then the inequality
φ−(t) ≤ φ(t) ≤ φ+(t), t ∈ R, implies that
φ−(t) ≤ (Amφ)(t) ≤ φ+(t), t ∈ R. (29)
Proof. Due to Lemma 9, it suffices to prove the first inequality in (29) for t ≤ Tc. Since 0 <
φ(t) < 1 < β, t ≤ Tc, we have, for t ≤ Tc, that
(Amφ)(t) ≥ 1
z12
{∫ t
−∞
ez1(t−s)r(φ(s))ds +
∫ Tc
t
ez2(t−s)r(φ(s))ds
}
=
1
z12
{∫ t
−∞
ez1(t−s)φ(s)(b + 1 − (φ ∗ K)(s))ds +
∫ Tc
t
ez2(t−s)φ(s)(b + 1 − (φ ∗ K)(s))ds
}
≥
1
z12
{∫ t
−∞
ez1(t−s)Γ(s)ds +
∫ Tc
t
ez2(t−s)Γ(s)ds
}
=
1
z12
{∫ t
−∞
ez1(t−s)Γ(s)ds +
∫ +∞
t
ez2(t−s)Γ(s)ds
}
=: Q(t),
where Γ(s) := φ−(s)(b + 1 − (φ+ ∗ K)(s)).
In order to estimate Q(t), we first find, for t ≤ Tc, that
φ′′−(t) − cφ′−(t) − bφ−(t) + bφ−(t) + φ−(t)(1 − (φ+ ∗ K)(t)) =
−χ(λ + ǫ)Me(λ+ǫ)t − (φ+ ∗ K)(t)eλt(1 − Meǫt) ≥ −χ(λ + ǫ)Me(λ+ǫ)t − eǫteλtL
∫ ∞
−∞
e−ǫsK(s)ds =
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Me(λ+ǫ)t
(
−χ(λ + ǫ) − L
M
∫ ∞
−∞
e−ǫsK(s)ds
)
> 0.
But then, rewriting the latter differential inequality in the equivalent integral form (see e.g. [26]
or [34, Lemma 18]) and using the fact that
∆φ′−|Tc := φ′−(T+c ) − φ′−(T−c ) = −φ′−(T−c ) > 0,
we can conclude that Q(t) ≥ φ−(t), t ∈ R. Hence, (Amφ)(t) ≥ φ−(t), t ∈ R. 
Next, with each vector m = (µ1, µ2) we will associate the following Banach spaces:
Cm = {y ∈ C(R,R) : |y|m := sup
s≤0
e−µ2 s|y(s)| + sup
s≥0
e−µ1 s|y(s)| < +∞},
C1
m
= {y ∈ Cm : y′ ∈ Cm, |y|1,m := |y|m + |y′|m < +∞}.
Remark 4. Observe that Cm = C0(µ2, µ1), C1m = C1(µ2, µ1) in the notation of [20, p. 185].
It is clear that, in order to establish the existence of semi-wavefronts to equation (24), it suffices
to prove that the equation Amφ = φ has at least one solution from the set
K = {x ∈ Cm : φ−(t) ≤ x(t) ≤ φ+(t), t ∈ R},
where m = (ρ, λ/2) for some fixed ρ > 0. Observe that the convergence xn → x in K is equivalent
to the uniform convergence on compact subsets of R.
Lemma 11. Let c > 2. Then K is a closed, bounded, convex subset of Cm and Am : K → K is
completely continuous.
Proof. By the previous lemma, Am(K) ⊂ K. It is also obvious that K is a closed, bounded, convex
subset of Cm. Since
|x(t)| + |(Amx)′(t)| ≤ 2β(1 + z12), for all x ∈ K, (30)
due to the Ascoli-Arzela` theorem Am(K) is relatively compact in K . Next, by Lebesgue’s domi-
nated convergence theorem, if x j → x0 in K then (Amx j)(t) → (Amx0)(t) at every t ∈ R. The pre-
compactness of {Amx j} ⊂ K assures that, in fact, Amx j → Amx0 in K. Hence, the map Am : K → K
is completely continuous. 
The final steps of the proof of Theorem 1 are contained in the following proposition.
Theorem 4. Assume that c ≥ 2. Then the integral equation Amφ = φ has at least one positive
bounded solution in K.
Proof. Assume first that K has a compact support. If c > 2 then, due to the previous lemma,
we can apply Schauder’s fixed point theorem to Am : K → K that guarantees the existence of
a fixed point for Am in K, which is a semi-wavefront profile for equation (1). Let now c = 2
and consider c j := 2 + 1/ j. Since c j > 2, we already know that for each j there exists a semi-
wavefront φ j of equation (24): we can normalise it by the condition φ j(0) = 1/2 = maxs≤0 φ j(s).
It is clear from (30) that the set {φ j, j ≥ 0} is precompact in the compact-open topology of
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Cb(R,R) and therefore we can also assume that φ j → φ0 uniformly on compact subsets of R,
where φ0(0) = 1/2 = maxs≤0 φ0(s). In addition, R j(s) := r(φ j(s)) → R0(s) := r(φ0(s)) for each
fixed s ∈ R. The sequence {R j(t)} is also uniformly bounded on R. All this allows us to apply
Lebesgue’s dominated convergence theorem in
(Am, jφ j)(t) := 1
ǫ′j
{∫ t
−∞
ez1, j(t−s)R j(s)ds +
∫ +∞
t
ez2, j(t−s)R j(s)ds
}
= φ j(t),
where z1, j < 0 < z2, j satisfy z2 − c jz − b = 0. In this way we obtain that Amφ0 = φ0 with
c = 2 and therefore φ0 is a non-negative solution of equation (2) satisfying condition φ0(0) =
1/2 = maxs≤0 φ0(s). Lemma 3 shows that actually φ0(t) > 0 for all t ∈ R. We claim, in addition,
that infs≤0 φ0(s) = 0 and therefore φ0(−∞) = 0 in view of Lemma 2. Indeed, otherwise there
exists a positive k0 such that k0 ≤ φ0(t) ≤ 1/2 for all t ≤ 0. This implies immediately that
k0/4 ≤ a(t) := φ0(t)(1 − (φ0 ∗ K)(t)) ≤ 3/4 for all sufficiently large negative t (say, for t ≤ t0).
But then
φ′0(t) = φ′0(t0) + c(φ0(t) − φ0(t0)) +
∫ t0
t
a(u)du → +∞ as t → −∞,
contradicting the positivity of φ0(t). In consequence, φ0 is a semi-wavefront.
Finally, in order to prove the theorem for general kernels, we can use a similar argument
by constructing a sequence of compactly supported kernels K j converging monotonically to K.
Indeed, set K j(s) = K(s) +
(∫ − j
−∞ K(s)ds +
∫ ∞
j K(s)ds
)
/(2 j) for s ∈ [− j, j], and set K j(s) = 0
otherwise. As we already proved, for each fixed c ≥ 2 and K j there exists a semi-wavefront φ j
propagating with the velocity c and satisfying the condition φ j(0) = 1/2 = maxs≤0 φ j(s). Due
to Lemma 5, 0 < φ j(t) ≤ U(c, K j) for all t ∈ R. By using the explicit form of U(c, K j) given
in Lemma 5, it is easy to show that the sequence {φ j(t)} is uniformly bounded on R. Thus the
sequence {φ′j(t)} is uniformly bounded on R as well, so we can assume that φ j → φ0 ∈ Cb(R,R)
uniformly on compact subsets of R. But then φ0(0) = 1/2 = maxs≤0 φ0(s) so that, as we have
recently seen, φ0(x + ct) must be a semi-wavefront for equation (1). 
4. Proof of the first part of Theorem 3
In Sections 4 and 5, we show that the non-local KPP-Fisher equation (1) can possess multiple
wavefront solutions. It is convenient to split our proof into two stages. In the next section, we are
doing all standard technical work related to the application of the Lyapunov-Schmidt reduction.
This allows us to focus our attention in the present section on the new ideas of the proof.
We start by analysing zeros of the function χ1(z) := z − exp(−zτ):
Lemma 12. The function χ1(z) has exactly three simple zeros (denoted as z1(τ) ∈ (0, 1), z2(τ)
and z3(τ) = z¯2(τ) ∈ C) in the half-plane {ℜz ≥ 0} and does not have any root on the imaginary
axis {ℜz = 0} if and only if τ ∈ (3π/2, 7π/2). Furthermore, ℜz2(τ) < z1(τ).
Proof. By applying the Rouche´ theorem in the domains DR ∋ {0} bounded by the graphs of
{ℜz = −2} and {|z| = R}, R > 0, we easily find that the half-plane {ℜz > −2} contains only one
zero z1 of χ1(z) for every τ ∈ [0, 0.5 ln 2). It is clear that z1 > 0 if τ > 0. Since τ > 0, all zeros of
χ1(z) are simple. This means that when τ is increasing from the initial value 0.5 ln 2, each new
pair of roots appearing in the half-plane {ℜz > 0} should cross the imaginary axis {ℜz = 0} at
some moment τn. It is easy to check that the first pair of complex conjugated roots z2(τ), z3(τ)
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will cross transversally {ℜz = 0} at the point τ = 3π/2 with the velocity ℜz′j(τ)|τ=3π/2 > 0. The
same happens with each other pair of roots crossing {ℜz = 0} at the moments τn = 3π/2 + 2πn.
Finally, ℜz2(τ) < z1(τ) for all τ such that τ−3π/2 is small and positive. If ℜz2(τ0) = z1(τ0) then
|z2| = | exp(−z2τ)| = | exp(−z1τ)| = z1 so that ℑz2 = 0, a contradiction. 
Theorem 5. For each τ ∈ (3π/2, 7π/2) there is c∗(τ) > 2 and an open subset Ω of R3 such that,
for each fixed c > c∗(τ), the KPP-Fisher equation with advanced argument
ut(t, x) = uxx(t, x) + u(t, x)(1 − u(t + τ, x)), u ≥ 0, x ∈ R, (31)
has a three-dimensional family u(t, x) = φ(x + ct, ζ, c), ζ ∈ Ω, of wavefronts. For each fixed
c > c∗(τ), φ maps Ω continuously and injectively into Cb(R,R) and contains a unique (up to a
translation) monotone wavefront.
Proof. By the definition, every wavefront profile φ to equation (31) is a solution of the nonlinear
boundary value problem
φ′′(t) − cφ′(t) + φ(t)(1 − φ(t + cτ)) = 0, φ(−∞) = 0, φ(+∞) = 1, φ(t) > 0. (32)
By setting ǫ = c−2 > 0 and realizing the change of variables y(t) = 1− φ(−ct), we transform (32)
into the following equivalent form:
ǫy′′(t) + y′(t) − y(t − τ)(1 − y(t)) = 0, y(−∞) = 0, y(+∞) = 1, y(t) < 1. (33)
Taking ǫ = 0 in (33), we obtain the first order system
y′(t) = y(t − τ)(1 − y(t)), y(−∞) = 0, y(+∞) = 1, y(t) < 1, t ∈ R. (34)
It is easy to see that the condition y(t) < 1 in (34) is redundant. Indeed, if y(t0) = 1 at some
leftmost point t0, then the function z(t) = 1 − y(t) solves the linear non-autonomous equation
z′(t) = −aˆ(t)z(t), z(t0) = 0, where aˆ(t) := y(t − τ) is bounded and continuous on R. But then
z(t) ≡ 0 and, in consequence, y(t) ≡ 1, a contradiction.
Furthermore, for each nontrivial initial function a ∈ C([−τ, 0], [0, 1]), the Cauchy problem
y′(t) = y(t − τ)(1 − y(t)), y(s) = a(s), s ∈ [−τ, 0], has a unique monotone solution converging
to 1 as t → +∞. In consequence, applying [13, Theorem 5], we obtain that equation (34) has a
positive increasing heteroclinic solution y(t) = φ0(t). Then Theorem 6 of Section 5 assures the
following:
For each fixed τ ∈ (3π/2, 7π/2) and m = (µ1, µ2) with −1 < µ1 < 0 < µ2 < ℜz2(τ) < 1, there
exists a small ǫ0 > 0 and an open subsetΩ of R3 such that, for each fixed ǫ ∈ [0, ǫ0], equation (33)
has a continuous three-dimensional family of heteroclinic solutions F (µ2) := {y(t, ζ, ǫ), ζ ∈ Ω},
satisfying y(t, ζ1, ǫ) , y(t, ζ2, ǫ) for ζ1 , ζ2, y(t, 0, 0) = φ0(t), sups≤0 e−µ2 s|y(s)| < ∞ (for a
moment, we do not claim that y(t, ζ, ǫ) < 1). Moreover,F (µ2) contains all heteroclinic solutions
of (33) satisfying |y − φ0|m < σ whenever σ > 0 is sufficiently small.
This means that for each τ ∈ (3π/2, 7π/2) there is a positive c∗(τ) and an open subsetΩ of R3
such that equation (32) has a three-dimensional family φ(t, ζ, c), ζ ∈ Ω, of different heteroclinic
connections for each c > c∗(τ). Let us prove that all these connections are positive. Indeed, since
each solution φ(t) = φ(t, ζ, c), t ∈ R, of (32) is bounded, it should satisfy
φ(t) = 1
µ − λ
∫ +∞
t
(eλ(t−s) − eµ(t−s))φ(s)φ(s + cτ)ds, (35)
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where λ, µ are defined in (6). Next, we know that φ(−∞) = 0, φ(+∞) = 1, and therefore there
exists the rightmost point t0 ∈ R ∪ {−∞} such that φ(t0) = 0 and φ(t) > 0 for all t > t0. But then,
assuming that t0 is finite and taking t = t0 in (35), we get a contradiction: 0 = φ(t0) > 0.
Next, we claim that the set {φ(t, ζ, c), ζ ∈ Ω} contains a unique (up to a translation) monotone
wavefront for each fixed c > c∗(τ). In order to prove this assertion, we take 0 < µ2 < µ′2 < z1(τ)
such that the strip Σ(µ′2) := {z ∈ C : ℜz ≥ µ′2} contains exactly one zero, z1(τ), of χ1(z)
while the strip Σ(µ2) contains exactly three zeros, z1(τ) and z2(τ) = z¯3(τ), of χ1(z). It is easy
to see that, in such a case, Σ(µ′2) contains also exactly one root z1(τ, ǫ), z1(τ, 0) := z1(τ), of the
characteristic equation ǫz2 + z − e−τz = 0, for all sufficiently small ǫ ≥ 0. Respectively, Σ(µ2)
contains exactly three roots z j(τ, ǫ), z j(τ, 0) := z j(τ), j = 1, 2, 3 of the characteristic equation
ǫz2 + z − e−τz = 0. In addition, z j(τ, ǫ), j = 1, 2, 3 are simple and depend continuously on
τ, ǫ. Also, with µ′2 as above, due to Theorem 6 and Corollaries 3, 4 in Section 5, the sub-
family F (µ′2) of functions y(t, ζ, ǫ), ǫ ∈ [0, ǫ0], ζ ∈ Ω, such that sup
{
|y − φ0|m : y ∈ F (µ′2)
}
< ∞
(hence, sups≤0 e−µ
′
2 s|y(s, ζ, ǫ)|, sups≤0 e−µ
′
2 s|y′(s, ζ, ǫ)| are uniformly bounded) is 1-dimensional.
This implies that each y(·, ζ, ǫ) ∈ F (µ′2) satisfies
(y, y′)(t, ζ, ǫ) = (1, z1(τ, ǫ))C(ζ, ǫ)ez1(τ,ǫ)t + O(e(z1(τ,ǫ)+δ)t), t → −∞, (36)
for some δ > 0 and C(ζ, ǫ), see e.g. [28, Propositions 6.1, 6.2]. Let us prove that C(ζ, ǫ) , 0.
Indeed, if C(ζ, ǫ) = 0 then y(·, ζ, ǫ) ∈ F (µ′2) is a small solution in the sense that y(t, ζ, ǫ) =
O(eLt), t → −∞ for each L > 0, cf. [28, Proposition 6.2]. On the other hand, it is easy to see that
equation (33) does not have any nontrivial small solution. Indeed, if such a solution y∗(t) . 0
exists, the function z∗(t) = e−Lty∗(t) is exponentially decreasing when t → −∞, for each fixed
L > 0. Next, z∗(t) satisfies the asymptotically autonomous linear equation
ǫz′′(t) + (1 + 2ǫL)z′(t) + (ǫL2 + L)z − z(t − τ)e−Lτ(1 − y∗(t)) = 0, (37)
whose limit equation at −∞,
ǫz′′(t) + (1 + 2ǫL)z′(t) + (ǫL2 + L)z − z(t − τ)e−Lτ = 0, (38)
has the characteristic equation ǫ(L+z)2+(L+z)−e−(L+z)τ = 0. Thus, for all L > 0 sufficiently large,
equation (38) is exponentially stable. Due to the roughness property of an exponential dichotomy
(in particular, of an exponential stability, see [20, Lemma 4.3]), the unperturbed equation (37)
is exponentially stable too. This means that z∗(t) ≡ 0, contradicting our initial assumption of
non-triviality of y∗(t).
Hence, C(ζ, ǫ) , 0 in (36) and therefore y(s, ζ, ǫ), y′(s, ζ, ǫ) do not change their signs at −∞.
Consequently, the associated positive solutions φ(t, ζ, c) of (32) are eventually monotone at +∞
and each φ(t) = φ(t, ζ, c) , 1 for all sufficiently large t. Then either φ(t) > 1 on some maximal
interval (T,+∞), T ∈ R, or φ(t) < 1 on some maximal interval (S ,+∞), S ∈ R ∪ {−∞}.
In the first case, there exists some t1 ∈ (T,+∞) such that φ′(t1) = 0, φ′′(t1) ≤ 0, φ(t1) > 1,
φ(t1 + cτ) > 1. But then 0 ≥ φ′′(t1) = −φ(t1)(1 − φ(t1 + cτ)) > 0, a contradiction.
In the second case, suppose that φ′(t2) = 0 at some rightmost point t2. Then φ′′(t2) ≥ 0,
φ(t2) < 1, φ(t2+cτ) < 1, and we again obtain a contradiction: 0 ≤ φ′′(t1) = −φ(t1)(1−φ(t1+cτ)) <
0. The above arguments show that if y ∈ F (µ′2) then φ′(t) = φ′(t, ζ, c) > 0 for all t ∈ R.
Finally, take some y ∈ F (µ2) \ F (µ′2). Then we have that sups≤0 e−µ
′
2 s|y(s, ζ, ǫ)| = ∞,
sups≤0 e−µ2 s|y(s, ζ, ǫ)| < ∞ and therefore, for some D(ζ, ǫ) , 0, δ > 0, it holds that
y(t, ζ, ǫ) = D(ζ, ǫ)eℜz2(τ,ǫ)t cos(ℑz2(τ, ǫ)t + E(ζ, ǫ)) + O(e(ℜz2(τ,ǫ)+δ)t), t → −∞.
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This implies that all solutions y ∈ F (µ2) \ F (µ′2) are oscillating around zero at −∞ so that every
monotone solution in F (µ2) belongs to 1-dimensional subfamily F (µ′2). Since small translations
of each heteroclinic y ∈ F (µ′2) leave it within F (µ′2), we may conclude that the 1-dimensional
subfamily F (µ′2) is generated by translations of some fixed heteroclinic solution. For each fixed
sufficiently large c, this proves the uniqueness (up to a translation) of a monotone front in the
family φ(t, ζ, c). 
5. Proof of the existence of heteroclinic solutions for equation (33)
In this section, we apply the Hale-Lin functional-analytic approach [11, 13, 16, 20] to equa-
tions (33) and (34). The wavefronts for (33) without the restriction y(t) < 1 will be obtained as
perturbations of the monotone positive heteroclinic solution φ0(t) of (34). Hence, it is convenient
to use the change of variables y(t) = w(t)+φ0(t) transforming (33) without the restriction y(t) < 1
into
ǫw′′(t) + w′(t) − w(t) = −L(t,wt) −G(ǫ, t,wt), w(−∞) = w(+∞) = 0. (39)
Here ǫ ≥ 0, wt(·) := w(t + ·) ∈ C[−τ, 0], and the functionals G, L : R+ × R × C[−τ, 0] → R are
defined by
G(ǫ, t, v(·)) := ǫφ0′′(t) + v(0)v(−τ), L(t, v(·)) := (1 + φ0(t − τ))v(0) + (φ0(t) − 1)v(−τ),
The roots of the characteristic equation for ǫw′′(t)+w′(t)−w(t) = 0 are the extended real numbers
α(ǫ) = −1 −
√
1 + 4ǫ
2ǫ
, β(ǫ) = −1 +
√
1 + 4ǫ
2ǫ
for ǫ > 0, and α(0) := −∞, β(0) := 1.
Functions α(·), β(·) are continuous on R+ (including 0 because α(ǫ) → −∞, β(ǫ) → 1− as
ǫ → 0+).
A bounded function w : R→ R is a solution of (39) if and only if
Jw(t) = H(ǫ,w)(t), t ∈ R, (40)
where (Jw)(t) = w(t) −
∫ +∞
t
et−sL(s,ws)ds, H(0,w)(t) :=
∫ +∞
t
et−sw(s)w(s − τ)ds,
and, for ǫ > 0, H(ǫ,w)(t) =
∫ +∞
t
[
eβ(ǫ)(t−s)√
1 + 4ǫ
− e(t−s)
]
L(s,ws) ds +
1√
1 + 4ǫ
[∫ t
−∞
eα(ǫ)(t−s)(L(s,ws) +G(ǫ, s,ws)) ds +
∫ +∞
t
eβ(ǫ)(t−s)G(ǫ, s,ws)ds
]
.
Our purpose is to apply a contraction principle argument in order to obtain a solution of Eq. (40),
for ǫ > 0 small and w close to 0, in the space Cm, for suitably chosen m = (µ1, µ2), µ1 < 0 <
µ2 < 1. We first analyse the linear part Jm := J|Cm : Cm → Cm, by introducing the auxiliary
operators Dm, Tm : C1m → Cm, defined by (Tmy)(t) = y′(t)−y(t)+L(t, yt), (Dmy)(t) = y′(t)−y(t).
Lemma 13. The linear operators Dm, Tm and Jm are bounded. Moreover, Dm is a bijection and
Tm = Dm ◦ Jm|C1
m
.
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Proof. By a direct computation we find that |L(·, y·)|m ≤ (2 + e−µ1τ)|y|m,
|Dmy|m ≤ |y|1,m, |Tmy|m ≤ (3 + e−µ1τ)|y|1,m, |Jmy|m ≤
(
3 + 2 + e
−µ1τ
1 − µ2 + e
−µ1τ
)
|y|m.
If y ∈ C1
m
then (Jmy)′(t) = y′(t)+L(t, yt)+ (Jmy)(t)−y(t), so that Jmy ∈ C1m and Tmy = Dm ◦ Jmy.
Furthermore, it can be easily seen that there exists the inverse of Dm:
D−1
m
y(t) = −
∫ +∞
t
et−sy(s)ds, |D−1
m
y(t)|1,m ≤
(
3 + 2
1 − µ2
)
|y|m. 
Next, consider the linear differential equation
y′(t) = y(t) − L(t, yt). (41)
This equation is asymptotically autonomous, with the limiting equations y′(t) = y(t − τ) and
y′(t) = −y(t), respectively, at −∞ and +∞.
Lemma 14. Assume that τ ∈ (3π/2, 7π/2). Let m = (µ1, µ2) satisfy
−1 < µ1 < 0 < µ2 < z1(τ) < 1, µ2 , ℜ z2(τ).
Then Im (Tm) = Cm, dim Ker (Tm) = rm, where rm = #{z ∈ C : χ1(z) = 0,ℜ z > µ2}.
Proof. Following Hale and Lin [20], we say that the first order linear autonomous delayed equa-
tion y′(t) = M(yt) has a ‘shifted exponential dichotomy’ on R with the splitting made at ν ∈ R,
if the vertical line {ℜz = ν} does not contain any eigenvalue of y′(t) = M(yt). Hence, clearly, the
equations y′(t) = −y(t) and y′(t) = y(t − τ) admit shifted exponential dichotomies on R with the
splitting made at µ1 and µ2, respectively. As a consequence, by [20, Lemma 4.3], there is T > 0
such that (41) has a shifted exponential dichotomy on (−∞,−T ] and [T,∞). Therefore we can
apply Lemma 4.6 of [20] to (41). It follows that Tm is a Fredholm operator, with index Ind(Tm)
given by
Ind (Tm) = dim Im (P−u (−t)) − dim Im (P+u (t)), t ≥ T,
where P−u (−t), P−s (−t) and P+u (t), P+s (t) (t ≥ T ) are the projections associated with the shifted ex-
ponential dichotomies for y′(t) = y(t − τ) and y′(t) = −y(t), respectively. From [20, Lemma
4.3], we also have that P−u (−t) → P−u , P+u (t) → P+u as t → ∞, where P−u is the canonical projec-
tion from C[−τ, 0] onto the µ2-unstable space E−µ2 for y′(t) = y(t − τ), and P+u is the canonical
projection from C[−τ, 0] onto the unstable space E+µ1 for for y′(t) = −y(t). We have E+µ1 = {0}
and dim E−µ2 = rm, consequently Ind (Tm) = rm. On the other hand, the index of Tm is de-
fined by Ind (Tm) = dim Ker (Tm) − codim Im (Tm). Again by [20, Lemma 4.6] we find that
dim Ker (Tm) = dim E−µ2 = rm, and therefore Im (Tm) = Cm. 
Observe that rm = 1 for µ2 close to z1(τ) and rm = 3 for µ2 < ℜz2(τ). Moreover, since
Tm = Dm ◦ Jm|C1
m
is a surjection, we have
Lemma 15. Let m = (µ1, µ2) be as in Lemma 14. Then the operator Jm : Cm → Cm is surjective
and Ker (Jm) = Ker (Tm).
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Proof. Clearly, for w ∈ Cm we have Jmw = 0 if and only if w satisfies (41) and therefore w′ ∈ Cm
and Ker (Jm) = Ker (Tm).
Next, if y ∈ Cm then ξ := y − Jmy ∈ C1m. Equation Jmw = y is equivalent to Jm(w − y) = ξ
(hence, it is equivalent to Tm(w − y) = Dm ◦ Jm(w − y) = Dmξ) and therefore it possesses a
solution χ ∈ C1
m
. Thus Jm(χ + y) = y so that Jm(Cm) = Cm. 
For the next stage of our analysis, we need the detailed description of the main properties of the
nonlinear operator H in (40).
Lemma 16. Let m = (µ1, µ2) be as in Lemma 14 and Bmσ (0) denote the σ-neighborhood of 0
in Cm. Then there exist ǫ∗ > 0 and non-negative continuous functions C(ǫ, σ), D(ǫ), σ ≥ 0,
ǫ ∈ [0, ǫ∗), such that C(0, 0) = D(0) = 0, and for any ǫ ∈ [0, ǫ∗) and w ∈ Bmσ (0), it holds
|H(ǫ,w)|m ≤ C(ǫ, σ)|w|m + D(ǫ), |H(ǫ,w) − H(ǫ, v)|m ≤ C(ǫ, σ)|w − v|m. (42)
Furthermore, H : [0, ǫ∗) × Bmσ (0) → Cm is a continuous function.
Proof. We write H = H1 + H2 + H3, where H1(0,w) = H3(0,w) ≡ 0, H2(0,w) = H(0,w) and,
for ǫ > 0,
H1(ǫ,w)(t) =
∫ +∞
t
[
eβ(ǫ)(t−s)√
1 + 4ǫ
− e(t−s)
]
L(s,ws)ds;
H2(ǫ,w)(t) = 1√
1 + 4ǫ
∫ +∞
t
eβ(ǫ)(t−s)G(ǫ, s,ws)ds;
H3(ǫ,w)(t) = 1√
1 + 4ǫ
∫ t
−∞
eα(ǫ)(t−s)(L(s,ws) +G(ǫ, s,ws))ds.
For t ∈ R, ǫ > 0, j = 1, 2, we have∣∣∣∣∣∣
∫ +∞
t
(
eβ(ǫ)(t−s)√
1 + 4ǫ
− e(t−s)
)
eµ j sds
∣∣∣∣∣∣ =
[
1√
1 + 4ǫ
1
β(ǫ) − µ j −
1
1 − µ j
]
eµ jt =: c j(ǫ)eµ jt,
where c j(0+) = 0. As a consequence, setting c3(ǫ) := (c1(ǫ) + c2(ǫ))(2 + e−µ1τ), we obtain
H1(ǫ,w) ∈ Cm, |H1(ǫ,w) − H1(ǫ, v)|m ≤ c3(ǫ)|w − v|m, w, v ∈ Cm, ǫ > 0. (43)
Next, for t ∈ R, ǫ ≥ 0, w, v ∈ Bmσ (0), we have
|G(ǫ, t,wt)| = |ǫφ0′′(t) + w(t)w(t − τ)| ≤ ǫ|φ′′0 (t)| + σ|w(t)|,
|G(ǫ, t,wt) −G(ǫ, t, vt)| ≤ σ(|w(t) − v(t)| + |w(t − τ) − v(t − τ)|).
Now, since the equilibria 0, 1 of equation (34) are hyperbolic (cf. Lemma 12), φ0(t) converges to
the limits φ0(+∞) = 1 and φ0(−∞) = 0 at exponential rate. In fact, there exist finite limt→+∞(1 −
φ0(t))et and limt→−∞ φ0(t)e−z1(τ)t, see e.g. [15] for more details. As a consequence, we conclude
from φ′0(t) = φ0(t − τ)(1− φ0(t)), φ′′0 (t) = φ′0(t − τ)(1− φ0(t))− φ0(t − τ)φ′0(t) that φ′0, φ′′0 ∈ Cm. It
follows from the above estimates that, for all v,w ∈ Bmσ (0), ǫ ≥ 0,
|H2(ǫ,w)|m ≤ 2(β(ǫ) − µ2)
√
1 + 4ǫ
(ǫ|φ0′′|m + σ|w|m),
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|H2(ǫ,w) − H2(ǫ, v)|m ≤ 2σ(1 + e
−µ1τ)
(β(ǫ) − µ2)
√
1 + 4ǫ
|w − v|m,
|H3(ǫ,w)|m ≤ 2(µ1 − α(ǫ))
√
1 + 4ǫ
[
ǫ|φ0′′|m + (2 + e−µ1τ + σ)|w|m
]
,
|H3(ǫ,w) − H3(ǫ, v)|m ≤ 2(2 + e
−µ1τ)(1 + σ)
(µ1 − α(ǫ))
√
1 + 4ǫ
|w − v|m.
From these inequalities, for ǫ ≥ 0 small enough we obtain that (42) holds for all w, v ∈ Bmσ (0),
with C(ǫ, σ), D(ǫ) given by
C(ǫ, σ) = c3(ǫ) + 2σ(1 + e
−µ1τ)
(β(ǫ) − µ2)
√
1 + 4ǫ
+
2(2 + e−τµ1 )(1 + σ)
(µ1 − α(ǫ))
√
1 + 4ǫ
,
D(ǫ) =
( 1
β(ǫ) − µ2 +
1
µ1 − α(ǫ)
)2ǫ|φ0′′|(−1,z1(τ))√
1 + 4ǫ
.
Since c3(0) = 0, α(0+) = −∞, we obtain that C(0, 0) = D(0) = 0.
Finally, it remains to prove that the function H : [0, ǫ∗)×Bmσ (0) → Cm is continuous. It is easy
to show that H(ǫ,w) → H(ǫ0,w) in Cm as ǫ → ǫ0, uniformly with respect to w from bounded
subsets of Cm. For instance, the proof of such a convergence H1(ǫ,w) → H1(0,w), ǫ → 0+,
follows from (43). But then, due to (42), the mapping (ǫ,w) → H(ǫ,w) is continuous in ǫ, w. 
Next, for ǫ ≥ 0 small, we look for a solution w ∈ Cm of (40). We first apply a Lyapunov-Schmidt
reduction. From Lemmas 14 and 15, it follows that Xm := Ker (J|Cm) is finite dimensional,
hence there is a complementary subspace Ym in Cm such that Cm = Xm ⊕ Ym. For w ∈ Cm, write
w = ξ + η with ξ ∈ Xm, η ∈ Ym. Define S m := Jm|Ym . Since S m : Ym → Cm is bounded and
bijective, S −1
m
is bounded. In the space Cm, (40) is equivalent to η = S −1m H(ǫ, ξ+ η), therefore we
look for fixed points η ∈ Ym of the map
Fm(ǫ, ξ, η) = S −1m H(ǫ, ξ + η). (44)
The following result is straightforward.
Theorem 6. Let m = (µ1, µ2) and −1 < µ1 < 0 < µ2 < z1(τ) be such that there are no zeros of
χ1(z) with ℜz = µ2. Then there exist ǫ∗ > 0, σ > 0, such that the following holds: for each fixed
ǫ ∈ [0, ǫ∗], the set of all wavefronts ψ to (33) satisfying |ψ − φ0|m < σ forms a rm-dimensional
manifold
Mm,ǫ = {ψ : ψ = φ0 + ξ + η(ǫ, ξ), for ξ ∈ Xm ∩ Bmσ (0)},
where η(ǫ, ξ) is the fixed point of Fm(ǫ, ξ, ·) in Ym ∩ Bmσ (0) such that η(0, 0) = 0 and the function
(ǫ, ξ) ∈ [0, ǫ∗] × (Xm ∩ Bmσ (0)) → η(ǫ, ξ) ∈ Cm is continuous.
Proof. Fix k ∈ (0, 1). From Lemma 16, there are σ > 0 and ǫ∗ > 0 such that for 0 ≤ ǫ ≤ ǫ∗,
ξ ∈ Xm ∩ Bmσ (0) and η1, η2 ∈ Ym ∩ Bmσ (0) we have
|S −1
m
H(ǫ, ξ + η1)|m ≤ ‖S −1m ‖ (C(ǫ, σ)|ξ + η1|m + D(ǫ)) < σ, Fm(0, 0, 0) = 0,
|S −1
m
(H(ǫ, ξ + η1) − H(ǫ, ξ + η2))|m ≤ C(ǫ, σ)‖S −1m ‖|η1 − η2|m ≤ k|η1 − η2|m.
Hence, Fm : [0, ǫ∗] × (Xm ∩ Bmσ (0)) × (Ym ∩ Bmσ (0)) → Ym ∩ Bmσ (0) is a uniform contraction
map of η ∈ Ym ∩ Bmσ (0). Therefore for (ǫ, ξ) ∈ [0, ǫ∗] × (Xm ∩ Bmσ (0)) there is a unique solution
η(ǫ, ξ) ∈ Ym of (44), which depends continuously on ǫ, ξ. 
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Corollary 3. If 0 < µ2 < z1(τ) is such that the strip {z ∈ C : ℜz ∈ [µ2, z1(τ))} does not
contain zeros of χ1(z), then the manifold M1 = Mm,ǫ is 1-dimensional. If µ2 > 0 is small and
τ ∈ (3π/2, 7π/2), then the manifold M3 =Mm,ǫ is 3-dimensional. Moreover, M1 ⊂ M3.
Corollary 4. Under the assumptions of Theorem 6 (and with the same notation) there is C > 0
such that the function η(ǫ, ξ) satisfies
|η(ǫ, ξ)|m ≤ C, |η′(ǫ, ξ)|m ≤ C for 0 ≤ ǫ ≤ ǫ∗, ξ ∈ Xm ∩ Bmσ (0). (45)
Proof. Since the function η(ǫ, ξ) is continuous on the compact set [0, ǫ∗] × (Xm ∩ Bmσ (0)), the
first estimate in (45) with C independent of ǫ, ξ is obvious.
Next, as we know, φ′0, φ
′′
0 ∈ Cm. Similarly, ξ′, ξ′′ ∈ Cm because
ξ′(t) = −φ0(t − τ)ξ(t) − (φ0(t) − 1)ξ(t − τ).
In addition, since ψ(t) := ψ(ǫ, ξ)(t) = φ0(t) + ξ(t) + η(ǫ, ξ)(t) is a bounded solution of (33), we
find that ǫη′′ + η′ − η = (Nη), where (Nη)(t) := −ǫ(φ′′0 (t) + ξ′′(t)) − ξ(t − τ)(η(t) + ξ(t)) − (1 +
φ0(t − τ) + η(t − τ))η(t) + η(t − τ)(1 − φ0(t) − ξ(t)) satisfies, for some positive C, the inequality
|Nη(ǫ, ξ)|m ≤ C for all ξ ∈ Xm ∩ Bmσ (0) and 0 ≤ ǫ ≤ ǫ∗. Consequently, for ǫ > 0,
η(t) = 1√
1 + 4ǫ
(∫ t
−∞
eα(ǫ)(t−s)(Nη)(s)ds +
∫ +∞
t
eβ(ǫ)(t−s)(Nη)(s)ds
)
,
from which we derive
η′(ǫ, ξ)(t) = 1√
1 + 4ǫ
(
α(ǫ)
t∫
−∞
eα(ǫ)(t−s)(Nη)(s)ds − β(ǫ)
+∞∫
t
eβ(ǫ)(t−s)(Nη)(s)ds
)
.
We also have that η′(0, ξ) = η + Nη(0, ξ). Thus there is C1 > 0 independent of ǫ, ξ and such that
|η′(ǫ, ξ)|m ≤ C1 for all ξ ∈ Xm ∩ Bmσ (0) and ǫ ∈ [0, ǫ∗]. This completes the proof. 
6. Proof of the second part of Theorem 3
In this section, we prove that the non-local KPP-Fisher equation (1) can possess fast semi-
wavefronts connecting trivial equilibrium and positive periodic solution oscillating around 1:
Theorem 7. For each τ > 3π/2 close to 3π/2 there is c∗(τ) > 2 such that equation (31) has
proper semi-wavefronts u(t, x) = ψ(x + ct, c). The profiles ψ(·, c) are asymptotically periodic at
+∞, with ω(c)-periodic limit functions having periods ω(c) close to 2πc and of the sinusoidal
form (i.e. oscillating around 1 and having exactly two critical points on the period interval
[0, ω(c))).
Remark 5. In fact, with some more effort, it is possible to establish the existence of 2-dimensional
family of proper semi-wavefronts for the above mentioned KPP-Fisher equation, cf. [23].
Our proof of the existence of a point-to-periodic connection is based on the perturbation tech-
niques developed by J. Hale in [18], [19, Section 10.4] and W. Huang et al. in [8, 23]. In fact,
the paper [23] deals precisely with the problem of point-to-periodic connections for equations
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with time delay and nonlocal response. However, since there are important differences between
the frameworks of [23] and the present paper, the main results from [23] do not apply directly to
equation (32). Still, using the Krisztin-Walther-Wu theory of delayed monotone positive feed-
back equations [25], it is possible to retrace the main arguments of [18, 23] in order to obtain the
desired point-to-periodic connections in our case. We are doing this work in the present section,
where we are paying special attention to the arguments which are different from those used in
[23]. The related results are given in Lemmas 17, 18, 19, see also Remarks 6, 7 below. The
final part of this section (after Lemma 19) follows closely the arguments of [18, 19, 23]: for
completeness of the exposition, we included this part as well.
Analogously to the proof of Theorem 5, a point-to-periodic connection in equation (32) is
obtained as a result of singular perturbation of a periodic-to-point connection φ0 for the equation
y′(t) = y(t − τ)(1 − y(t)). (46)
This is possible when equation (46) possesses an hyperbolic ω−periodic solution p(t) oscillating
around 0. Our first result below, Lemma 17, considers this aspect of the problem. Recall that the
ω−periodic solution p(t) of (46) is hyperbolic if and only if the linearised ω−periodic equation
z′(t) = −p(t − τ)z(t) + (1 − p(t))z(t − τ) (47)
has only one Floquet multiplicator µ = 1 on the unit circle and, in addition, the realified gen-
eralised eigenspace GR(1) of this multiplicator is one-dimensional: GR(1) = {cp′, c ∈ R}. The
hyperbolicity of p(t) implies that the formal adjoint equation [19, 20]
v′(t) = p(t − τ)v(t) − (1 − p(t + τ))v(t + τ)
associated with (47) has a unique nonzero ω−periodic solution v(t) = p∗(t) normalised by the
condition
∫ ω
0 p
′(t)p∗(t)dt = 1, see e.g. [23, pp. 1236-1237]. Another consequence of the hyper-
bolicity of p(t) is that equation (47) has a shifted exponential dichotomy on R− with exponents
α1 = 0 < β1 [20] (as Lemma 17 shows the unstable space of this dichotomy is one-dimensional).
Following [25, Chapter 5] and [30, p. 480], we will say that solution z(t) of equation (46)
is slowly oscillating on [T,+∞) if, for each fixed t ≥ T , the function z(t + s), s ∈ [−τ, 0], has
precisely 1 or 2 sign changes on the interval [−τ, 0] (a continuous function z(t) has a sign change
at some point t0 if z(t0 + ǫ)z(t0 − ǫ) < 0 for all small ǫ > 0, in particular, z(t0) = 0).
Lemma 17. There exists τ0 > 3π/2 such that, for every τ ∈ (3π/2, τ0), equation (46) has a
nonconstant hyperbolic periodic solution p(t) < 1, t ∈ R, slowly oscillating around 0 and a
periodic-to-point connection φ0(t) < 1, t ∈ R, such that, for some a ∈ (0, β1) ∩ (0, 1) and C > 0,
it holds
|φ0(t) − p(t)| ≤ Ce2at, t ≤ 0, φ0(+∞) = 1.
Proof. The change of variables 1 − y(t) = ez(t) transforms (46) and the boundary restrictions on
φ0 into the following equation:
z′(t) = F(z(t − τ)), F(z) := ez − 1, z(t) is asymptotically periodic at −∞, z(+∞) = −∞.
Since function F : R→ R is bounded from below, F(0) = 0, F′(z) > 0 for all z ∈ R, we can say
that the equation z′(t) = F(z(t − τ)) possesses delayed positive feedback. For τ ∈ (3π/2, 7π/2),
this type of equations was thoroughly analysed in the monograph [25] where it was proved that
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the equation z′(t) = F(z(t − τ)) (i) has a periodic solution q(t) slowly oscillating around 0 [25,
Corollary 5.8 and Theorem 17.3]; (ii) has a solution Q(t) such that Q(t) − q(t) → 0 at −∞ and
Q(t) → −∞ as t → +∞ [25, Theorem 17.3]. Next, the solution q(t) is the unique non-trivial
periodic solution belonging to the closure of the unstable manifold of the equilibrium z(t) ≡ 0
in the phase space C[−τ, 0] [25, Theorem 17.3]. The stability properties of q(t) were analysed
in Chapter 8 of [25]. It was proved that the associated Floquet map has exactly one Floquet
multiplier (of multiplicity 1) outside the unit disc {z : |z| ≤ 1} [25, Theorem 8.2]. Moreover,
the only Floquet multiplier on the unit circle {z : |z| = 1} is 1 while the realified generalised
eigenspace GR(1) of 1 is either one-dimensional or two-dimensional [25, Corollary 8.4]. In
the case, when GR(1) is two-dimensional, the equation z′(t) = F(z(t − τ)) cannot have slowly
oscillating solutions exponentially converging to q(t) at +∞, see [25, Corollary 8.4 (iv)] and the
proof of Theorem 8.2 in [25] for more details. We are going to use the latter information in order
to show that dim GR(1) = 1 when τ0 > 3π/2 is sufficiently close to 3π/2. Indeed, for such τ0 that
τ0−3π/2 > 0 is small, equation (46) was analysed in [12, Section 3] by means of the normal form
approach. In particular, it was proved that when the parameter τ increases and passes through the
point τ1 = 3π/2, equation (46) undergoes a super-critical generic Hopf bifurcation from the zero
equilibrium, with associated periodic solution p(t) being exponentially stable with asymptotic
phase in the center manifold of the trivial equilibrium, see [12, Example 3.24]. Moreover, it was
established that p(t) oscillates slowly around 0, in fact,
p(t) =
√
20(τ − 3π/2)
9π/2 + 1 cos
(
(1 + O(
√
τ − 3π/2))t)
)
+ O(τ − 3π/2). (48)
Since the change of variables 1 − y(t) = ez(t) preserves all the above mentioned stability and
oscillation properties of the periodic solution p(t) and the zero steady state, we may conclude
that 1 − p(t) = eq(t+tq) for some tq ∈ R and that the unstable manifold of the trivial equilibrium to
z′(t) = F(z(t − τ)) contains slowly oscillating solutions exponentially converging to q(t). As we
have already mentioned this behaviour is not possible when dim GR(1) = 2. Thus dim GR(1) = 1
for all τ > 3π/2 sufficiently close to 3π/2. This means that q(t) is a hyperbolic periodic solution
of equation z′(t) = F(z(t − τ)). In particular, Q(t) − q(t) → 0 exponentially as t → −∞, see
[25, Appendices I and V]. Now, since the linear monodromy maps associated with the solutions
q(t) and p(t) are conjugate via an invertible multiplication operator, we conclude that p(t) is a
hyperbolic periodic solution of (46), too. It is clear then that φ0(t) = 1 − eQ(t) is a heteroclinic
connection possessing all properties mentioned in the statement of the lemma (the inequalities
φ0(t) < 1, p(t) < 1 were already established in the proof of Theorem 5, in the paragraph below
formula (34)). 
Set now
(Lw)(t) = (1 + φ0(t − τ))w(t) − (1 − φ0(t))w(t − τ), (Jw)(t) = w(t) −
∫ +∞
t
et−s(Lw)(s)ds.
The next stage of the proof concerns the solvability of the linear inhomogeneous equations
(Jw)(t) = g(t) and
w′(t) − w(t) = −(Lw)(t) + g(t) (49)
in the space
Xa =
{
g ∈ Cb(R,R) : g(+∞) = 0 and there exists an ω−periodic
29
function g∞(t) such that lim
t→−∞
|g(t) − g∞(t)|e−at = 0
}
,
equipped with the complete norm
|g|a = sup
t∈R
|g(t)| + sup
t≤0
|g(t) − g∞(t)|e−at.
Here a ∈ (0,min{1, β1}) is chosen as in Lemma 17 and g → g∞ is a linear operator transforming
function g, asymptotically periodic at −∞, into its periodic limit g∞ (i.e. limt→−∞ |g(t)− g∞(t)| =
0, g∞(t) = g∞(t + ω), t ∈ R). In particular, we have p(t) = (φ0)∞(t). We also notice that
1 − φ0, φ′0, φ′′0 ∈ Xa in view of Lemma 17 and (46), however, φ0 < Xa.
Remark 6. It is worth noticing that the definition of the Banach space Xa given in [23] uses the
restriction supt≤0 |g(t)−g∞(t)|e−at < ∞ instead of limt→−∞ |g(t)−g∞(t)|e−at = 0. The advantage of
our definition of Xa is that the translation operator T : R×Xa → Xa defined by (Thw)(t) = w(t+h)
is a continuous function of h,w. Indeed, set Ω(h,w) = supt∈R |w(t + h) − w(t)|, then
|w(t + h)|a ≤ 3ea|h||w|a, |w(t + h) − w(t)|a ≤ Ωa(h,w),
where Ωa(h,w) := Ω(h,w) + eahΩ(h, (w(·) − w∞(·))e−a·) + |eah − 1||w|a and Ωa(0+,w) = 0. Thus
|Th1 w1 − Th0 w0|a ≤ 3ea(|h1|+|h0|) {|w1 − w0|a + Ωa(h1 − h0,w0)} .
Lemma 18. Suppose that g ∈ Xa. Then equation (49) has a solution w ∈ Xa if and only if
< g∞, p∗ >:=
∫ ω
0 g∞(s)p∗(s)ds = 0.
Proof. First, we recall that the ω−periodic hyperbolic inhomogeneous equation
w′(t) = −p(t − τ)w(t) + (1 − p(t))w(t − τ) + g∞(t), (50)
has an ω−periodic solution wg if and only if < g∞, p∗ >= 0, see e.g. [23, p. 1236].
Suppose now that equation (49) has a solution w ∈ Xa. After taking limit at −∞ in an
equivalent integral form of (49) with g ∈ Xa, we find that w∞(t) is an ω−periodic solution of
(50). Hence, < g∞, p∗ >= 0.
Next, suppose < g∞, p∗ >= 0. Then equation (50) has an ω−periodic solution w∞(t). Let
w0(t) be a smooth function such that w0(t) = w∞(t) for all t ≤ 0 and w0(t) = 0 for all t ≥ ω.
Clearly, the function w(t) = w0(t) + v(t) is a solution of (49) if and only if v(t) is a solution of
equation
v′(t) = −φ0(t − τ)v(t) + (1 − φ0(t))v(t − τ) + g1(t) (51)
where g1(t) = g(t)+ [−w′0(t)−φ0(t−τ)w0(t)+ (1−φ0(t))w0(t−τ)]. Observe that, for all t ≥ ω+τ,
we have that g1(t) = g(t), while, for all t ≤ 0,
g1(t) = g(t) − g∞(t) − [φ0(t − τ) − p(t − τ)]w0(t) − [φ0(t) − p(t)]w0(t − τ).
In particular, g1(+∞) = 0 and supt≤0 |g1(t)|e−at < ∞. Consequently, the sufficiency of the con-
dition < g∞, p∗ >= 0 for the solvability of equation (49) with g ∈ Xa will be established if we
prove that for each g1 ∈ Cm, m = (0, a), g1(+∞) = 0, equation (51) has a solution v ∈ Cm such
that v(+∞) = 0. To this end, we will use results (as well as notation, see α j, β j, γ j below) from
the Hale-Lin work [20]. By the roughness Lemma 4.3 in [20], there exist a small ε > 0 and large
T∗ > 0 such that the homogeneous part of equation (51) has a shifted dichotomy on (−∞,−T∗]
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with exponents α1 = ε < a := γ1 < β1 − ε and it is exponentially stable on [T∗,+∞) (more for-
mally, it has a shifted dichotomy on [T∗,+∞) with exponentsα2 = −1+ε < 0 =: γ2 < β2 := +∞),
Lemmas 4.5 and 4.6 from [20] assure that equation (51) has a solution v ∈ C1
m
for each g1 ∈ Cm
satisfying the orthogonality condition∫ +∞
−∞
g1(t)yo(t)dt = 0 for all yo ∈ O,
where O denotes the set of the solutions yo(t) of the formal adjoint equation to (51)
y′(t) = φ0(t − τ)y(t) − (1 − φ0(t + τ))y(t + τ) (52)
such that |yo(t)| ≤ Ke−βt, t ≥ 0, |yo(t)| ≤ Ke−εt, t ≤ 0, with some positive K, β ≤ β2.
We claim that O = {0} and therefore the above orthogonality condition is automatically
satisfied. Indeed, suppose that yo ∈ O\{0}. Since yo(+∞) = 0, there exists an increasing sequence
t j → +∞ such that |yo(t j)| = maxt≥t j |yo(t)| > 0. Then each function z j(t) = yo(t+t j)/|yo(t j)|, t ≥ 0,
is uniformly bounded by 1 on R+ and also satisfies the equation
z′(t) = φ0(t − τ + t j)z(t) − (1 − φ0(t + τ + t j))z(t + τ), j ∈ N.
In particular, |z′j(t)| ≤ 3 sups∈R |φ0(s)| for t ≥ 0, j ∈ N, that implies that z j(t) has a subsequence
z jk (t) uniformly converging on compact subsets of R+ to some nontrivial bounded solution
z∗(t), |z∗(0)| = 1, of the limit equation (at +∞) z′(t) = z(t). Obviously, since maxs≥0 |z∗(s)| = 1,
this cannot happen and therefore O = {0}.
Hence, equation (51) has a solution v ∈ C1
m
for each g1 ∈ Cm. In this way, the lemma will
be proved if we show that v(+∞) = 0 and v(t)e−at → 0 as t → −∞. The property v(+∞) = 0
becomes evident if we observe that v′(t) = −v(t) + g2(t), where g2(t) = (1 − φ0(t − τ))v(t) + (1 −
φ0(t))v(t − τ) + g1(t) satisfies g2(+∞) = 0. Indeed, we have
|v(t)| =
∣∣∣∣∣∣v(s)e−(t−s) +
∫ t
s
e−(t−u)g2(u)du
∣∣∣∣∣∣ ≤ |v(s)|e−(t−s) + supu≥s |g2(u)|, t ≥ s,
so that lim supt→+∞ |v(t)| ≤ lims→+∞ supu≥s |g2(u)| = 0.
Finally, suppose that lim supt→−∞ |v(t)|e−at > 0. Then, after realising the change of variables
v(t) = ψ(t)eat, we find that lim supt→−∞ |ψ(t)| > 0 and
ψ′(t) = −(a + p(t − τ))ψ(t) + (1 − p(t))e−aτψ(t − τ) + g3(t),
where
g3(t) = e−at (g1(t) − (φ0(t − τ) − p(t − τ))v(t) + (p(t) − φ0(t))v(t − τ)) , g3(−∞) = 0.
It is easy to check that the Floquet multiplicators of the homogeneous equation
z′(t) = −(a + p(t − τ))z(t) + (1 − p(t))e−aτz(t − τ) (53)
can be obtained from the Floquet multiplicators of (47) after multiplying them by e−aω. Thus
equation (53) is exponentially dichotomic (i.e. it does not have multiplicators on the unit circle).
In particular, it does not possess nontrivial bounded solutions. On the other hand, since ψ(t), ψ′(t)
are bounded functions and g3(−∞) = 0, we can find a sequence t j → −∞ such that ψ(t + t j)
converges, uniformly on compact subsets of R, to a bounded nontrivial solution of (53). The
obtained contradiction shows that actually ψ(−∞) = 0. 
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Corollary 5. Suppose that g ∈ Xa. Then equation Jw = g has a solution w ∈ Xa if and only if∫ ω
0 g∞(s)(p′∗(s) + p∗(s))ds = 0.
Proof. Note that there exists a solution w∗ ∈ Xa of Jw∗ = g if and only if the equation (Ju)(t) =
g4(t) with
g4(t) =
∫ +∞
t
et−s(Lg)(s)ds ∈ Xa,
has a solution u∗ = w∗ − g ∈ Xa. Now, it is easy to see that
u′(t) + φ0(t − τ)u(t) − (1 − φ0(t))u(t − τ) = −g4(t) + g′4(t),
where
−g4(t) + g′4(t) = −(1 + φ0(t − τ))g(t) + (1 − φ0(t))g(t − τ) ∈ Xa.
Applying Lemma 18, we obtain the following solvability criterion for Jw = g:
0 =< −g4,∞ + g′4,∞, p∗ >=
∫ ω
0
[−(1 + p(s − τ))g∞(s) + (1 − p(s))g∞(s − τ)] p∗(s)ds =
∫ ω
0
[−p∗(s) − p(s − τ)p∗(s) + (1 − p(s + τ))p∗(s + τ)] g∞(s)ds = ∫ ω
0
[−p∗(s) − p′∗(s)] g∞(s)ds.
This completes the proof of Corollary 5. 
Remark 7. Lemma 18 and Corollary 5 are analogous to Theorems 3.1 and 3.5 in [23]. Due to
the use of the Hale-Lin theory [20], our proof of these results is shorter than in [23].
As we have mentioned, semi-wavefront solutions of (33) will be obtained as perturbations of
the oscillating connection φ0(t) of (46). Since these semi-wavefronts may converge, as t →
−∞, to the periodic solutions with periods ω˜ slightly different from the period ω of p(t), it is
convenient to introduce a new small parameter γ measuring the difference between ω˜ and ω. We
will incorporate γ through the change of variables Z(t) = y((1 + γ)t), where γ ∈ [−γ∗, γ∗] for
some small γ∗ > 0. After setting ǫγ = ǫ/(1 + γ) and τγ = τ/(1 + γ), we obtain from (33) that
ǫγZ′′(t) + Z′(t) − (1 + γ)Z(t − τγ)(1 − Z(t)) = 0. (54)
Thus the function w(t) = Z(t) − φ0(t) satisfies the equation
ǫγw
′′(t) + w′(t) − w(t) = −(Lw)(t) −G(ǫ, γ,w)(t), (55)
where
G(ǫ, γ,w)(t) = ǫγφ′′0 (t) + (1 + γ)w(t − τγ)w(t) − γ[w(t − τγ)(1 − φ0(t)) − φ0(t − τγ)w(t)]+
(1 − φ0(t))[w(t − τγ) − w(t − τ)] + w(t)[φ0(t − τγ) − φ0(t − τ)]−
γφ0(t − τγ)(1 − φ0(t)) − (1 − φ0(t))(φ0(t − τγ) − φ0(t − τ)).
Clearly, Lw,G(ǫ, γ,w) ∈ Xa when w ∈ Xa. Similarly to Section 5, a bounded function w : R→ R
is a solution of (55) if and only if
(Jw)(t) = H(ǫ, γ,w)(t), t ∈ R, (56)
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where
H(0, γ,w)(t) :=
∫ +∞
t
et−sG(0, γ,w)(s)ds,
and, for ǫ > 0,
H(ǫ, γ,w)(t) =
∫ +∞
t
 eβ(ǫγ)(t−s)√1 + 4ǫγ − e(t−s)
 (Lw)(s) ds +
1√
1 + 4ǫγ
[∫ t
−∞
eα(ǫγ)(t−s) ((Lw)(s) +G(ǫ, γ,w)(s)) ds +
∫ +∞
t
eβ(ǫγ)(t−s)G(ǫ, γ,w)(s)ds
]
.
After some lengthy but standard computations (cf. the proof of Lemma 16 above and Proposi-
tions 2.1, 2.2 in [8] or Lemma 4.2 with Corollary 4.3 in [23]), we obtain the following
Lemma 19. Suppose that w ∈ Xa. Then there exist positive ǫ∗, γ∗ such that H : [0, ǫ∗]×[−γ∗, γ∗]×
Xa → Xa and J : Xa → Xa are continuous functions. Furthermore, for each (ǫ, γ,w) ∈ [0, ǫ∗] ×
[−γ∗, γ∗] × Xa there exists DwH(ǫ, γ,w) ∈ B(Xa, Xa) which depends continuously on (ǫ, γ,w) in
the operator norm ‖ · ‖ of the Banach space B(Xa, Xa) of all bounded linear homomorphisms of
Xa. Finally, H(0, 0, 0) = 0, DwH(0, 0, 0) = 0 and the kernel Ker J ⊂ Xa of J is finite-dimensional
and nontrivial: Ker J ∋ {cφ′0, c ∈ R}.
Proof. Let ǫ∗, γ∗ be small enough to satisfy β(ǫγ) ∈ (a, 1) for all (ǫ, γ) ∈ [0, ǫ∗] × [−γ∗, γ∗].
Obviously, H(0, 0, 0) = 0. In addition, it is easy to see that G, L : [0, ǫ∗]×[−γ∗, γ∗]×Xa → Xa are
continuous functions. For instance, the term G1(ǫ, γ,w)(t) = (1+γ)w(t−τγ)w(t) in the expression
defining G(ǫ, γ,w)(t) is the composition of the continuous (e.g. see Remark 6) functions
(−1, 1) × Xa Γ1→ R × R × Xa × Xa Γ2→ R × Xa × Xa Γ3→ Xa,
where Γ1(γ,w(·)) = (1 + γ, τγ,w(·),w(·)), Γ2(a, b, v(·),w(·)) = (a, v(· − b),w(·)), Γ3(a, v(·),w(·)) =
av(·)w(·). The continuity of J follows from the estimate∣∣∣∣∣∣
∫ +∞
t
et−s f (s)ds
∣∣∣∣∣∣
a
≤ 3 − a
1 − a | f |a, f ∈ X
a.
Similarly, for some positive C which does not depend on ǫ, we have that∣∣∣∣∣∣
∫ +∞
t
[
eβ(ǫ)(t−s)√
1 + 4ǫ
− et−s
]
f (s)ds
∣∣∣∣∣∣
a
≤ Cǫ| f |a,
∣∣∣∣∣∣
∫ +∞
t
eα(ǫ)(t−s) f (s)ds
∣∣∣∣∣∣
a
≤ Cǫ| f |a, f ∈ Xa. (57)
This guarantees the continuity of H when ǫ → 0.
Next, for ǫ > 0, we have that
(DwH1(ǫ, γ,w)h)(t) =
∫ +∞
t
[
eβ(ǫ)(t−s)√
1 + 4ǫ
− e(t−s)
]
(Lh)(s) ds + 1√
1 + 4ǫ
∫ t
−∞
eα(ǫ)(t−s)(Lh)(s)ds+
1√
1 + 4ǫ
∫ t
−∞
eα(ǫ)(t−s)(DwG(ǫ, γ,w)h)(s) ds+ 1√
1 + 4ǫ
∫ +∞
t
eβ(ǫ)(t−s)(DwG(ǫ, γ,w)h)(s)ds =:
(L1(ǫ) + L2(ǫ) +G1(ǫ, γ,w) +G2(ǫ, γ,w))h, where
(DwG(ǫ, γ,w)h)(t) = (1+γ)[w(t−τγ)h(t)+w(t)h(t−τγ)]−γ[h(t−τγ)(1−φ0(t))−φ0(t−τγ)h(t)]+
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(1 − φ0(t))[h(t − τγ) − h(t − τ)] + h(t)[φ0(t − τγ) − φ0(t − τ)].
If ǫ = γ = 0 then
(DwH(0, 0,w)h)(t) =
∫ +∞
t
et−s[w(s − τ)h(s) + w(s)h(s − τ)]ds,
so DwH(0, 0, 0) = 0.
Now, the continuous dependence (in the operator norm) of DwH1(ǫ, γ,w) = L1(ǫ) + L2(ǫ) +
G1(ǫ, γ,w) +G2(ǫ, γ,w) on ǫ, γ,w is the most delicate part of the proof of Lemma 19. Actually,
it is easy to see that L j(ǫ), j = 1, 2, are continuous functions of ǫ. However, in difference with
[8, Proposition 2.2], DwG(ǫ, γ,w) does not depend continuously on ǫ, γ,w so that the continuity
of G j(ǫ, γ,w) cannot be obtained as a consequence of the continuity of DwG(ǫ, γ,w).
Fortunately, the integration improves the continuity properties of DwG(ǫ, γ,w). Let us clarify
this statement by considering the following (most complicated and representative) term
(G(ǫ, γ,w)h)(t) :=
∫ +∞
t
eβ(ǫ)(t−s)w(s)h(s − γ)ds
of the linear operator G2(ǫ, γ,w) (other terms of G j(ǫ, γ,w) can be analysed in a similar way).
The first inequality of (57) indicates that G(ǫ, γ,w) is continuous with respect to ǫ uniformly
on w(·)h(· − γ) from bounded subsets of Xa. This means that it suffices to prove that G(ǫ, γ,w)
depends continuously on γ,w. Set q(s) := h(s − γ1), ∆γ = γ1 − γ2. Then it is not difficult to
check the validity of the following estimates:∣∣∣∣∣∣
∫ +∞
t
eβ(t−s)w(s)h(s)ds
∣∣∣∣∣∣
a
≤ 1
β
|w|∞|h|∞ + 2
β − a (|w|∞|h|a + |w|a|h|∞) ≤
5|w|a|h|a
β − a ,
|G(ǫ, γ2,w)h −G(ǫ, γ1,w)h|a ≤
∣∣∣∣∣∣
∫ t
t+∆γ
eβ(ǫ)(t−s+∆γ)w(s − ∆γ)q(s)ds
∣∣∣∣∣∣
a
+
|eβ(ǫ)∆γ − 1|
∣∣∣∣∣
∫ ∞
t
eβ(ǫ)(t−s)w(s − ∆γ)q(s)ds
∣∣∣∣∣
a
+
∣∣∣∣∣
∫ ∞
t
eβ(ǫ)(t−s)|w(s − ∆γ) − w(s)|q(s)ds
∣∣∣∣∣
a
≤
3ea(|γ1|+|γ2|)|h|a|w|a
{
eβ|∆γ||∆γ| + 4ea|∆γ|
∣∣∣∣∣∣1 − e
(β−a)|∆γ|
β − a
∣∣∣∣∣∣
}
+
15ea(|γ1|+|γ2 |)
β − a |h|a
(
|w(· − ∆γ) − w(·)|a + |eβ(ǫ)∆γ − 1||w(· − ∆γ)|a
)
.
Hence,
‖G(ǫ, γ,w2) −G(ǫ, γ,w1)‖ ≤ 15e
a|γ|
β − a |w2 − w1|a,
‖G(ǫ, γ2,w) −G(ǫ, γ1,w)‖ ≤ C1|∆γ| +C2|w(· − ∆γ) − w(·)|a,
where C j = C j(a, γ1, γ2, β, |w|a), j = 1, 2, are locally bounded functions. Thus we can conclude
that G(ǫ, γ,w) is continuous with respect to γ,w in the operator norm ‖ · ‖.
Finally, Jw = 0, w ∈ Xa, if and only if
w′(t) = −φ0(t − τ)w(t) + (1 − φ0(t))w(t − τ). (58)
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Thus φ′0 ∈Ker J. Recall now that equation (58) has a shifted dichotomy on R− (with exponents
α1 = 0 < a < β1 and with one-dimensional strongly unstable space and with one-dimensional
center manifold) and it is also exponentially stable on R+. Then Lemmas 4.5 and 4.6 from [20]
assure that equation (58) has at most two-dimensional space of solutions in Xa. 
Corollary 5 and Lemma 19 show that J : Xa → Xa is a Fredholm operator, so that the Lyapunov-
Schmidt reduction can be applied to (56). First, consider the subspace Ya ⊂ Xa defined by
Ya =
{
w ∈ Xa :
∫ ω
0
w∞(s)p∗(s)ds = 0
}
.
Since (φ′0)∞ = p′(t) and
∫ ω
0 p
′(s)p∗(s)ds = 1, we obtain φ′0 < Ya and therefore [23] there exists a
subspace Za ⊂ Ya such that
Xa = Ker J ⊕ Za. (59)
It is clear that J : Za → R(J) := J(Xa) is a bijection so that J−1 : R(J) → Za is a bounded linear
operator due to the Banach open mapping theorem, cf. [23, Lemma 4.4]. Now, in order to find a
complementary subspace of R(J) in Xa, consider the smooth function ζ(t) such that ζ(t) = p∗(t)
for all t ≤ 0 and ζ(t) = 0 for all t ≥ ω. We have
∫ ω
0 ζ∞(s)(p′∗(s) + p∗(s))ds =
∫ ω
0 p
2
∗(s)ds > 0 and
therefore ζ < R(J) in view of Corollary 5. On the other hand, each w ∈ Xa can be decomposed
as follows
w = kζ + (w − kζ), where k =
∫ ω
0
(p∗(s) + p′∗(s))w∞(s)ds
/ ∫ ω
0
p2∗(s)ds,
and Pζw := kζ ∈ {cζ, c ∈ R}, w − kζ = (I − Pζ)w ∈ R(J).
As a consequence, the question of the solvability of equation (56) in the space Xa can be
simplified to the question of the existence of solutions z ∈ Za of the system
z = J−1(I − Pζ)H(ǫ, γ, z), PζH(ǫ, γ, z) = 0.
Due to Lemma 19, DwJ−1(I − P)H(0, 0, 0) = 0 and therefore, by the implicit function theorem,
there exists a continuous function z = z(ǫ, γ), z : [0, ǫ1] × [0, γ1] → Za such that z(0, 0) = 0 and
Jz(ǫ, γ) = (I − Pζ)H(ǫ, γ, z(ǫ, γ)), (60)
cf. [23, Lemma 4.6]. Hence, in order to complete the proof of the existence of a periodic-to-point
connections, it suffices to prove the existence of a continuous function γ : [0, ǫ2] → R, γ(0) = 0,
ǫ2 ∈ (0, ǫ1), such that
PζH(ǫ, γ(ǫ), z(ǫ, γ(ǫ))) = 0 for all ǫ ∈ [0, ǫ2].
So, let H∞, J∞ denote operators obtained from H, J as a consequence of the replacement of the
operators G, L in the definition of H, J with their limiting parts G∞, L∞:
L∞(w)(t) = (1 + p(t − τ))w(t) − (1 − p(t))w(t − τ),
G∞(ǫ, γ,w)(t) = ǫγp′′(t) + (1 + γ)w(t − τγ)w(t) − γ[w(t − τγ)(1 − p(t)) − p(t − τγ)w(t)]+
(1 − p(t))[w(t − τγ) − w(t − τ)] + w(t)[p(t − τγ) − p(t − τ)]−
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γp(t − τγ)(1 − p(t)) − (1 − p(t))(p(t − τγ) − p(t − τ)).
Then, using the definition of Pζ , we can rewrite the equation PζH(ǫ, γ, z(ǫ, γ)) = 0 in the form
PζH∞(ǫ, γ, z∞(ǫ, γ)) = 0. (61)
Clearly, (61) amounts to the equation
Λ(ǫ, γ) :=
∫ ω
0
(p∗(s) + p′∗(s))H∞(ǫ, γ, z∞(ǫ, γ))(s)ds = 0.
Consequently, due to the implicit function theorem, it suffices to prove that DγΛ(ǫ, γ) exists and
is a continuous function defined in some neighborhood of (0, 0) ∈ R+×R, and that DγΛ(0, 0) , 0.
It should be noted here that the continuous differentiability of Λ(ǫ, γ) in γ is not a simple issue.
Indeed, observe that the function H : [0, ǫ∗] × [−γ∗, γ∗] × Xa → Xa is not differentiable in γ. A
solution of this problem (proposed in [18, 23]) is briefly outlined below, it uses a version of the
parametric implicit function theorem, see [19, Lemma 4.1].
First, from (60) we obtain also that z = z∞(ǫ, γ) satisfies the equation
J∞z = (I − Pζ)H∞(ǫ, γ, z), z(0, 0) = 0. (62)
It is also clear that ∫ ω
0
z∞(ǫ, γ)(s)p∗(s)ds = 0,
so that z∞(ǫ, γ) belongs to the subspace Yω = {w ∈ Xω :
∫ ω
0 w(s)p∗(s)ds = 0} of the space Xω
of all continuous ω−periodic functions with sup-norm. Obviously, Ker J∞ = {cp′(t), c ∈ R} that
implies Xω = Ker J∞ ⊕ Yω.
Next, applying to (62) the same arguments as in the case of equation (61), we conclude
that, for sufficiently small positive ǫ3 < ǫ2, γ2 < γ1, there exists a unique continuous solution
zˆ : [0, ǫ3] × [0, γ2] → Yω of equation (62). Fortunately, the above mentioned generalised implicit
function theorem guarantees now that z(ǫ, γ) is also continuously differentiable with respect to γ.
The uniqueness of solution in the space Yω implies that z∞(ǫ, γ) = zˆ(ǫ, γ) and therefore z∞(ǫ, γ)
is continuously differentiable in γ. See [23, Lemma 4.7] or [8, Proposition 4.6] for more details.
Contrary to our expectancy, let us suppose now that DγΛ(0, 0) = 0. Set z∗(t) = Dγz∞(0, 0)(t),
after differentiating (62) consecutively with respect to γ and t, we find that
z′∗(t) = −p(t − τ)z∗(t) + (1 − p(t))z∗(t − τ) + p′(t) + τ(1 − p(t))p′(t − τ).
This implies that the difference d(t) = z∗(t) − tp′(t) satisfies the homogeneous equation
d′(t) = −p(t − τ)d(t) + (1 − p(t))d(t − τ).
Now, since d(s+ω) = z∗(s)− sp′(s)−ωp′(s) = d(s)−ωp′(s), s ∈ [−τ, 0], we conclude that GR(1)
contains two linearly independent functions d, p′ (this idea was exploited in the proof of Lemma
4.5 in [8] and Theorem 4.1 in [19]). Thus dim GR(1) ≥ 2, which contradicts the hyperbolicity of
the periodic solution p(t).
Hence, DγΛ(0, 0) , 0 and therefore there exists a continuous function γ = γ(ǫ), γ(0) = 0,
such that y(t, ǫ) = φ0(t/(1 + γ(ǫ))) + z(ǫ, γ(ǫ))(t/(1 + γ(ǫ))) is the requested connection for (33).
Note that y∞(t, ǫ) = p(t/(1 + γ(ǫ))) + z∞(ǫ, γ(ǫ))(t/(1 + γ(ǫ))). Then relations (48) and
z∞(0, 0) = 0 suggest the sinusoidal form of y∞(t, ǫ) [30, p. 446]. The rigorous proof of this
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fact is given by Mallet-Paret and Sell in [30]. Indeed, the change of variables 1 − y(t) = ez(t)
transforms (33) into the following unidirectional monotone positive feedback system
x′0(t) = x1(t), ǫx′1(t) = −ǫx21(t) − x1(t) + (ex0(t−τ) − 1).
The announced sinusoidal property (invariant with respect to the change of variable 1 − y = ez)
of nonconstant periodic solutions to such systems is established in Theorem 7.1 of [30]. This
observation completes the proof of Theorem 7. 
Remark 8. In fact, we believe that y∞(t, ǫ) is a slowly periodic solution of (33) in the spirit of the
definition given in the second remark on p. 480 of [30] (and adapted for the positive feedback
systems). It should be noted that the concept of slow oscillations depends on the order and
nonlinearities of system under consideration. In particular, the definition of slowly oscillating
periodic solution given in the paragraph preceding Lemma 17 does not apply to equation (33).
Remark 9. Let some normalised kernel K be fixed in (1). By Alvaro and Coville results [1], all
fast semi-wavefronts are converging at +∞ (this fact does not exclude their multiplicity). This
means that we can expect the appearance of proper semi-wavefronts only for the moderate values
of c. It would be quite interesting to find some explicit (e.g., in terms of the kernel K) estimates
for the speed intervals where all three types of waves mentioned in Corollary 1 exist.
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