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4 b-FUNCTIONS AND INTEGRABLE SOLUTIONS OF
HOLONOMIC D-MODULE
by
Yves Laurent
A` Jean-Pierre Ramis, a` l’occasion de son 60e anniversaire.
Abstract. — A famous theorem of Harish-Chandra shows that all invariant eigendis-
tributions on a semisimple Lie group are locally integrable functions. We give here an
algebraic version of this theorem in terms of polynomials associated with a holonomic
D-module.
Re´sume´ (b-fonctions et solutions inte´grables des modules holonomes)
Un ce´le`bre the´ore`me de Harish-Chandra montre que les distributions invariantes
propres sur un groupe de Lie semisimple sont des fonctions localement inte´grables.
Nous donnons ici une version alge´brique de ce the´ore`me en termes de polynoˆmes
associe´s a` un D-module holonome.
Introduction
Let GR be a real semisimple Lie group and gR be its Lie algebra. An invari-
ant eigendistribution T on GR is a distribution which is invariant under conjugation
by elements of GR and is an eigenvector of every bi-invariant differential operator
on GR. The main examples of such distributions are the characters of irreducible
representations of GR. A famous theorem of Harish-Chandra sets that all invariant
eigendistributions are L1loc-functions on GR [4]. After transfer to the Lie algebra
by the exponential map, such a distribution satisfies a system of partial differential
equation.
In the language of D-modules, these equations define a holonomic D-modules on
the complexified Lie algebra g. We call this module the Hotta-Kashiwara module as
it has been defined and studied first in [6]. In [20], J. Sekiguchi extended these results
to symmetric pairs. He proved in particular that a condition on the symmetric pair is
needed to extend Harish-Chandra theorem. In several papers, Levasseur and Stafford
[15] [16] [17] gave an algebraic proof of the main part of Harish-Chandra theorem.
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In [3], we defined a class of holonomicD-modules, which we called tame D-modules.
TheseD-modules have no quotients supported by a hypersurface and their distribution
solution are locally integrable. We proved in particular that the Hotta-Kashiwara
module is tame, recovering Harish-Chandra theorem. The definition of tame is a
condition on the roots of the b-functions which are polynomials attached to the D-
module and a stratification of the base space. However, the proof of the fact that the
Hotta-Kashiwara module is tame involved some non algebraic vector fields.
The first aim of this paper is to give a completely algebraic version of Harish-
Chandra theorem. We give a slightly different definition of tame and an algebraic
proof of the fact that the Hotta-Kashiwara module is tame. This proof is different
from the proof of [3] and gives more precise results on the roots of the b-functions.
However our first proof was still valid in the case of symmetric pairs while the present
proof uses a morphism of Harish-Chandra which does not exist in that case.
Our second aim is to answer to a remark made by Varadarajan during the Ramis
congress. He pointed the fact that an invariant eigendistribution, considered as a
distribution on the Lie algebra by the exponential map, is not a solution of the
Hotta-Kashiwara module. A key point in the original proof of Harish-Chandra is
precisely the proof that after multiplication by a function, the eigendistribution is
solution of the Hotta-Kashiwara module (see [23]). The study of the Hotta-Kashiwara
module did not bypass this difficult step. Here we consider a family a holonomic
D-module, which we call (H-C)-modules; this family includes the Hotta-Kashiwara
modules but also the module satisfied directly by an eigendistribution. We prove that
these modules are tame and get a direct proof of Harish-Chandra theorem.
1. V -filtration and b-functions.
We first recall the definition and a few properties of the classical V -filtration, then
we give a new definition of quasi-homogeneous b-functions and of tame D-modules.
We end this section with a result on the inverse image of D-modules which will be a
key point of the proof in the next section.
1.1. Standard V -filtrations.— In this paper, (X,OX) is a smooth algebraic va-
riety defined over k, an algebraically closed field of characteristic 0. The sheaf of
differential operators with coefficients in OX is denoted by DX . The results and the
proofs are still valid if k = C, X is a complex analytic manifold and DX is the sheaf
of differential operators with holomorphic coefficients.
Let Y be a smooth subvariety of X and IY the ideal of definition of Y . The
V -filtration along Y is given by [10]:
VkDX = {P ∈ DX |Y | ∀l ∈ Z, PI
l
Y ⊂ I
l+k
Y }
(with IlY = OX if l ≤ 0).
This filtration has been widely used in the theory of D-modules, let us recall some
of its properties (for the details, we refer to [19], [12], [18], [14]). The associated
graded ring grVDX is the direct image by p : TYX → X of the sheaf DTYX of
differential operators on the normal bundle TYX . If M is a coherent DX -module, a
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VDX -filtration onM is a good filtration if it is locally finite, i.e. if, locally, there are
sections (u1, . . . , uN) ofM and integers (k1, . . . , kN ) such that VkM =
∑
Vk−kiDXui.
If M is a coherent DX -module provided with a good V -filtration, the associated
graded module is a coherent grVDX -module and if N is a coherent submodule of M
the induced filtration is a good filtration (see [19, Chapter III, Proposition 1.4.3] or
[18]).
Let θY be the Euler vector field of the fiber bundle TYX , that is the vector field
verifying θY (f) = kf when f is a function on TYX homogeneous of degree k in the
fibers of p. A b-function along Y for a coherent DX -module with a good V -filtration
is a polynomial b such that
∀k ∈ Z, b(θY + k)gr
k
VM = 0
If the good V -filtration is replaced by another, the roots of b are translated by integers.
Here, we always fix the filtration, in particular, if the DX -modules is of the type DX/I,
the good filtration will be induced by the canonical filtration of DX .
1.2. Quasi-homogeneous V -filtrations and quasi-b-functions.— Let ϕ =
(ϕ1, . . . , ϕd) be a polynomial map from X to the vector space W = k
d and
m1, . . . ,md be strictly positive and relatively prime integers. We define a filtration
on OX by:
V ϕk OX =
∑
〈m,α〉=−k
OXϕ
α
with α ∈ Nd, 〈m,α〉 =
∑
miαi and ϕ
α = ϕα11 . . . ϕ
αd
d . If k ≥ 0 we set V
ϕ
k OX = OX .
This filtration extends to DX by:
V ϕk DX = {P ∈ DX | ∀l ∈ Z, PV
ϕ
l OX ⊂ V
ϕ
l+kOX } (1)
Definition 1.2.1. — A (ϕ,m)-weighted Euler vector field is a vector field η in∑
i ϕiVX such that η(ϕi) = miϕi for i = 1 . . . d. (VX is the sheaf of vector fields
on X .)
Lemma 1.2.2. — Any (ϕ,m)-weighted Euler vector field is in V ϕ0 DX and if η1 and
η2 are two (ϕ,m)-weighted Euler vector fields, η1 − η2 is in V
ϕ
−1DX .
The map ϕ may be not defined on X but on an e´tale covering of X . More precisely,
let us consider an e´tale morphism ν : X ′ → X and a morphism ϕ : X ′ → W = kd.
If m1, . . . ,md are strictly positive and relatively prime integers, we define V
ϕ
k OX as
the sheaf of functions on X such that f◦ν is in V
ϕ
k OX′ . This defines a V -filtration on
OX and on DX by the formula (1). The map TX ′ → TX ×X X ′ is an isomorphism
and a vector field η on X defines a unique vector field τ∗(η) on X ′. So, we define a
(ϕ,m)-weighted Euler vector field on X as a vector field η on X such that τ∗(η) is a
(ϕ,m)-weighted Euler vector field on X ′.
Definition 1.2.3. — Let u be a section of a coherent DX -moduleM. A polynomial
b is a quasi-b-function of type (ϕ,m) for u if there exist a (ϕ,m)-weighted Euler vector
field η and a differential operator Q in V ϕ−1DX such that (b(η) +Q)u = 0.
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The quasi-b-function is said regular if the order of Q as a differential operator is
less or equal to the order of the polynomial b and monodromic if Q = 0.
The quasi-b-function is said tame if the roots of b are strictly greater than −
∑
mi.
These definitions are valid for any map ϕ but here we always assume that ϕ is
smooth. Then if Y = ϕ−1(0), we say for short that b is a quasi-b-function of total
weight |m| =
∑
mi along Y . Remark that lemma 1.2.2 shows that the definition is
independent of the (ϕ,m)-weighted Euler vector field η.
Let M be a coherent DX -module. A V ϕDX -filtration on M is a good filtration if
it is locally finite.
Definition 1.2.4. — Let M be a coherent DX -module and V ϕM a good V ϕDX -
filtration. A polynomial b is a quasi-b-function of type (ϕ,m) for V ϕM if, for any
k ∈ Z, b(η + k)V ϕk M⊂ V
ϕ
k−1M where η is a (ϕ,m)-weighted Euler vector field.
The quasi-b-function is monodromic if b(η + k)V ϕk M = 0.
Definition 1.2.3 is a special case of definition 1.2.4 if DXu is provided with the
filtration induced by the canonical filtration of DX .
Recall that if M is a DX -module its inverse image by ν is its inverse image as an
OX -module, that is:
ν+M = OX′ ⊗ν−1OX ν
−1M = DX′→X ⊗ν−1DX ν
−1M
where DX′→X is the (DX′ , ν−1DX)-bimodule OX′ ⊗ν−1OX ν
−1DX .
Lemma 1.2.5. — Let ν : X ′ → X be an e´tale morphism and let ϕ be a morphism
X ′ →W = kd. Let M be a coherent DX-module.
The polynomial b is a quasi-b-function of type (ϕ,m) for a section u of M if and
only if it is a quasi-b-function of type (ϕ,m) for the section 1⊗ u of ν+M.
Proof. — If ν : X ′ → X is e´tale, the canonical morphism DX′ → DX′→X given by
P 7→ P (1 ⊗ 1) is an isomorphism and defines an injective morphism ν∗ : ν−1DX →
DX′ .
Conversely, the morphism ν˜ : ν∗OX′ → OX given by ν˜(f)(x) =
∑
y∈ν−1(x) f(y)
extends to a morphism ν∗DX′ → DX .
These two morphism are compatible with the V -filtration defined by ϕ and , by
definition, a vector field η on X is a (ϕ,m)-weighted Euler vector field if and only
if ν∗(η) is a (ϕ,m)-weighted Euler vector field on X ′. If (b(η) + R)u = 0 we have
(b(ν∗η) + ν∗R)(1 ⊗ u) = 0 and conversely, if (b(ν∗η) + R1)(1 ⊗ u) = 0 then (b(η) +
ν∗R1)u = 0.
Remark 1.2.6. — In [3] we gave an other definition of the V ∗-filtration and quasi-
b-function. The two definitions are essentially equivalent in the analytic framework
but may differ in the algebraic case. More precisely, the filtration in [3] is given by
a vector field η which we called positive definite. For a given V ϕ-filtration, we may
find a defining vector field with coefficients in formal power series (or in convergent
series if k = C) but in general not in rational functions. The definition of [3] is more
intrinsic in the analytic case but not suitable here.
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1.3. Tame D-modules.— Let us recall that a stratification of the manifold X is a
union X =
⋃
αXα such that
– For each α, Xα is an algebraic subset of X and Xα is its regular part.
– {Xα}α is locally finite.
– Xα ∩Xβ = ∅ forα 6= β.
– If Xα ∩Xβ 6= ∅ then Xα ⊃ Xβ .
IfM is a holonomicDX -module, its characteristic variety Ch(M) is a homogeneous
lagrangian subvariety of T ∗X hence there exists a stratification X =
⋃
Xα such that
Ch(M) ⊂
⋃
α T
∗
Xα
X [9, Ch. 5]. The set of points of X where Ch(M) is contained in
the zero section of T ∗X is a non empty Zarisky open subset of X , its complementary
is the singular support of M.
For the next definition, we consider a cyclic DX -module with a canonical generator
M = DXu = DX/I where I is a coherent ideal of DX .
Definition 1.3.1. — The cyclic holonomic DX -module M = DXu is tame if there
is a stratification X =
⋃
Xα of X such that Ch(M) ⊂
⋃
α T
∗
Xα
X and, for each α, a
tame quasi-b-function associated with Xα.
With definition 1.2.3, this means that for each α, there is a smooth map ϕα from
a Zarisky open set of X to a vector space V such that Xα = ϕ
−1
α (0), positive integers
m1, . . . ,md, a (ϕ,m)-weighted Euler vector field η and a quasi-b-function bα for u
with roots > −
∑
mi. A subvariety of X is conic for ηα if it is invariant under the
flow of ηα. The module M is conic tame if it satisfy definition 1.3.1 and if moreover
the singular support of M is conic for each ηα.
The following property of a tame DX -module has been proved in [3]:
Theorem 1.3.2. — If the DX -module M is tame then it has no quotient with sup-
port in a hypersurface of X.
If M is a real analytic manifold and X its complexification, we also proved:
Theorem 1.3.3. — Let M be a holonomic and tame DX-module, assume that its
singular support is the complexification of a real subvariety of M , then M has no
distribution solution on M with support in a hypersurface. If M is conic-tame, its
distribution solutions are in L1loc.
Remark 1.3.4. — It is important to note that the definition of tame and the con-
clusions of theorem 1.3.3 depend of the choice of a generator for M.
1.4. Inverse image.— Let ϕ : X → W and ϕ′ : X ′ → W ′ be two morphisms
from smooth algebraic varieties X and X ′ to the vector spaces W = kd and W ′ =
kd
′
, let m1, . . . ,md and m
′
1, . . . ,m
′
d′ be strictly positive integers. Let f : X
′ → X
and F : W ′ → W be two morphisms such that ϕ◦f = F◦ϕ′. We assume that
F is quasi-homogeneous, that is F = (F1, . . . , Fd) with Fi(λ
m′
1x1, . . . , λ
m′
d′xd′) =
λmiF (x1, . . . , xd′).
If N is a DX -module its inverse image by f is:
f+N = OX′ ⊗f−1OX f
−1N = DX′→X ⊗f−1DX f
−1N
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where DX′→X is the (DX′ , f−1DX)-bimodule OX′ ⊗f−1OX f
−1DX .
We define a filtration on DX′→X by
V ϕ
′
k DX′→X =
∑
i+j=k
V ϕ
′
i OX′ ⊗ f
−1V ϕj DX
By the hypothesis, g◦f is a section of V
ϕ′
k OX′ for any g section of V
ϕ
k OX , hence
the filtration on DX′→X is compatible with the corresponding filtrations on DX′ and
DX .
If a DX -module N is provided with a V
ϕ-filtration, this defines a V ϕ
′
DX′ -filtration
on f+N by
V ϕ
′
k f
+N =
∑
i+j=k
V ϕ
′
i OX′ ⊗ f
−1V ϕj N =
∑
i+j=k
V ϕ
′
i DX′→X ⊗ f
−1V ϕj N (2)
The V -filtration has not all the good properties of the usual filtration, in particular
non invertible elements may have an invertible principal symbol. In the proof of
theorem 1.4.1 we introduce its formal completion given by:
D̂X|Y = lim−→
k
VkD̂X|Y with VkD̂X|Y = lim←−
l
VkDX/Vk−lDX
By definition the graded ring of D̂X|Y is the same than the graded ring of DX . If
M is a coherent DX -module provided with a good V -filtration, its completion V̂M is
defined in the same way and has the same associated graded module than VM. The
following properties may be found in [19] and [14].
The sheaf D̂X|Y is a coherent and noetherian, flat over DX . We remind that a
coherent sheaf of rings A is noetherian if any increasing sequence of coherent A-
submodules of a coherent A-module is stationary. The sheaf of rings V0D̂X|Y is also
coherent and noetherian.
If M is a DX -module provided with a good V -filtration, the associated graded
module is a coherent grVDX -module and if N is a coherent submodule of M the
induced filtration is a good filtration. If κ : (D̂X|Y )
N → M is a filtered morphism
which defines a surjective graded morphism grV (D̂X|Y )
N → grVM → 0 then κ is
surjective.
As D̂X|Y is flat over DX , if M is coherent we have V̂M = D̂X|Y ⊗DX M. Remark
also that V̂OX , the completion of OX for the V -filtration, is the formal completion
of OX along Y usually denoted by OX̂|Y and D̂X|Y is a OX̂|Y -module.
After completion by the V -filtration, we get a similar formula:
V̂ ϕ
′
k f
+N =
∑
i+j=k
V̂ ϕ
′
i OX′ ⊗ f
−1V̂ ϕj N (3)
Let Y = ϕ−1(0) and Y ′ = ϕ
′−1(0), let p : TYX → X and p′ : TY ′X ′ → X ′ be the
normal bundles, f˜ : TY ′X
′ → TYX be the map induced by f ,
Theorem 1.4.1. — We assume that ϕ′ is smooth on X ′. If N is a holonomic DX-
module provided with a good V ϕDX-filtration, then f+N is holonomic, p′
−1
grV ϕ′ f
+N
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is equal to f˜+p−1grV ϕN and isomorphic to the graded module associated with a good
V ϕ
′
DX′-filtration of f+N .
Proof. — We recall that if N is coherent, then f+N is not coherent in general but if
N is holonomic, then f+N is holonomic [8].
The filtration on N is a good V ϕDX -filtration hence we may assume that there are
sections (u1, . . . , uq) of N and integers (k1, . . . , kq) such that V
ϕ
k N =
∑
V ϕk−kiDXui.
Let DX′→X [N ] be the sub-DX′-module of DX′→X generated by the sections of DX
of order less or equal to N . This submodule is finitely generated hence coherent.
For each N , (u1, . . . , uq) defines a canonical morphism (DX′→X [N ])q → f+N and
the family of the images of these morphisms is an increasing sequence of coherent
submodules of the coherent DX′-module f+N . As DX′ is a noetherian sheaf of rings,
this sequence is stationary, hence there is some N0 such that for each N > N0,
the morphism (DX′→X [N ])q → f+N is onto. The filtration V ϕ
′
DX′→X induces a
good filtration on DX′→X [N ] hence, for N > N0 a good filtration on f+N which
is denoted by V ϕ
′
k [N ]f
+N . To prove the theorem, we will prove that if N is large
enough, grV f
+N is equal to the graded module grV [N ]f
+N associated with the good
filtration V ϕ
′
k [N ]f
+N .
We assume first that the integers m′i are equal to 1, that is that the V
ϕ′ -filtration
is the usual V -filtration on the non singular variety Y ′ = ϕ′−1(0). For N > N0,
p′−1grV [N ]f
+N is a coherent DTY ′X′-module. A direct calculation shows that
p′−1grV f
+N = f˜+p−1grϕVN . If N is holonomic then gr
ϕ
VN is also holonomic [12,
Cor 4.1.2.] hence p′−1grV f
+N is holonomic hence coherent.
Consider the completion V̂ f+N of f+N for the V -filtration and V̂ [N ]f+N of f+N
for the V [N ]-filtration. The graded module of V̂ f+N is equal to the graded module
of V f+N which is coherent. Let u1, . . . , uM be local sections of V̂ f+N whose classes
generate the graded module, then u1, . . . , uM generate V̂ f
+N as a filtered V D̂X′|Y ′ -
module and applying the same result to the kernel of (V D̂X′|Y ′)
M → V̂ f+N we get
that V̂ f+N admits a filtered presentation
(V D̂X′|Y ′)
L → (V D̂X′|Y ′)
M → V̂ f+N → 0.
This shows in particular that each V̂kf
+N is a coherent V0D̂X′|Y ′ -module. We know
that, for any N , grV [N ]f
+N is coherent hence for the same reason, each V̂k[N ]f+N
is a coherent V0D̂X′|Y ′ -module.
Consider the family of the images of V̂k[N ]f
+N in V̂kf+N , it is an increasing
sequence of coherent sub-modules of the coherent V0D̂X′|Y ′ -module V̂kf
+N hence
it is stationary because the sheaf of rings V0D̂X′|Y ′ is noetherian. Moreover, the
filtration V̂ f+N is separated hence the maps V̂k[N ]f
+N → V̂kf
+N are injective
and the union of the images is all V̂kf
+N , so there is some N0 such that for any
N > N0, V̂k[N ]f
+N = V̂kf+N . This implies that grV f+N = grV [N ]f
+N is the
graded module associated with a good V -filtration of f+N .
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Assume now that the numbers m′i are positive integers. Let W
′′ = W ′, we define
the ramification map Fm : W
′′ → W ′ by F (s1, . . . , sd) = (s
m′
1
1 , . . . , s
m′d
d ) and the
corresponding map fm : X
′′ = X ′×W ′W ′′ → X . Applying the first part of the proof,
we get V̂ [N ]f+mf
+N = V̂ f+mf
+N if N is large. The formula (3) shows that
V̂ f+mf
+N = V̂OX′′ ⊗f−1V̂OX′
f−1V̂ ϕj N = OŴ ⊗OV̂ ′ f
−1V̂ ϕj N .
Here O
Ŵ
is the set of formal power series in (s1, . . . , sd) while OV̂ ′ is the set of
formal power series in (s
m′
1
1 , . . . , s
m′d
d ) hence OŴ is a finite free OV̂ ′ -module. So, if
M ′ =
∑
m′i, V̂ f
+
mf
+N is isomorphic to (V̂ f+N )M
′
as a V̂OX′ -module.
In the same way, V̂ [N ]f+mf
+N is isomorphic to (V̂ [N ]f+N )M
′
, hence V̂ [N ]f+N =
V̂ [N ]f+N . This shows that grV ϕ′ f
+N is the graded module associated with
V ϕ
′
[N ]f+N which is a good filtration of f+N .
Remark 1.4.2. — The result was known when f is a submersion, Y ′ = f−1(Y ) and
the V -filtrations being the usual V -filtrations along Y and Y ′ [14]. The introduction of
the weightsmi andm
′
i allows f to be non submersive and Y
′ to be a proper subvariety
of f−1(Y ); the relation between the weights is given by the quasi-homogeneity of F .
Corollary 1.4.3. — Under the hypothesis of theorem 1.4.1, if N is a holonomic DX-
module provided with a good V ϕDX -filtration, f+N is provided with a good V ϕ
′
DX′-
filtration such that a polynomial b is a quasi-b-function of type (ϕ,m) for the filtration
of N if and only if b is a quasi-b-function of type (ϕ′,m′) for the filtration of f+N .
Proof. — Let η′ be a (ϕ′,m′)-weighted Euler vector field, then η = f∗η
′ is a (ϕ,m)-
weighted Euler vector field. As definition 1.2.4 is independent of the (ϕ,m)-weighted
Euler vector field, we may assume that the quasi-b-function for N is relative to η.
By definition, for any Q in DX′→X , we have η
′Q = Qη hence for any polynomial
b(η′)Q = Qb(η) which shows the corollary.
Corollary 1.4.4. — Under the hypothesis of theorem 1.4.1, if N is a holonomic
DX-module and u a section of N with a quasi-b-function of type (ϕ,m), then the
section 1X′→X ⊗ u of f+N has the same polynomial b as a quasi-b-function of type
(ϕ′,m′).
Proof. — Recall that 1X′→X is the canonical section 1⊗ 1 in DX′→X = OX′ ⊗f−1OX
f−1DX . If u is a section of N , we set on DXu the filtration image of the filtration
of DX . Then, by definition of the filtration V ϕ
′
[N ]f+N used in the proof of theorem
1.4.1, 1X′→X ⊗u is of order 0 for this filtration. Then corollary 1.4.4 is a special case
of corollary 1.4.3.
2. Reductive Lie algebras.
2.1. Statement of the main theorem.— LetG be a connected reductive algebraic
group with Lie algebra g, let g∗ be the dual space of g. The group G acts on g by
the adjoint action hence on the symmetric algebra S(g) identified to the space O(g∗)
of polynomial functions on g∗. By Chevalley’s theorem, the space O(g∗)G ≃ S(g)G
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of invariant polynomials on g∗ is equal to a polynomial algebra k[Q1, . . . , Ql] where
Q1, . . . , Ql are algebraically independent. These spaces are graded and we denote
S+(g)
G = ⊕k>0Sk(g)
G. It is also the set O+(g
∗)G of invariant polynomials vanishing
at {0}, their common roots are the nilpotent elements of g∗.
The differential of the adjoint action induces a Lie algebra morphism τ : g →
DerS(g∗) by:
(τ(A)f)(x) =
d
dt
f (exp(−tA).x) |t=0 for A ∈ g, f ∈ S(g
∗) = O(g), x ∈ g
i.e. τ(A) is the vector field on g whose value at x ∈ g is to [x,A]. We denote by τ(g)
the set of all vector fields τ(A) for A ∈ g. It is the set of vector fields on g tangent to
the orbits of G.
Let DGg be the sheaf of differential operators on g invariant under the adjoint action
of G. The principal symbol σ(P ) of such an operator P is a function on T ∗g = g× g∗
invariant under the action of G. Examples of such invariant functions are the elements
of S(g)G identified to functions on g × g∗ constant in the variables of g. If F is a
subsheaf of DGg , we denote by σ(F ) the sheaf of the principal symbols of all elements
of F .
Definition 2.1.1. — A subsheaf F of DGg is of (H-C)-type if σ(F ) contains a power
of S+(g)
G. An (H-C)-type Dg-module is the quotient MF of Dg by the ideal IF
generated by τ(g) and by F .
The main result of this paper is
Theorem 2.1.2. — Any Dg-module of (H-C)-type is holonomic and conic-tame.
Here (H-C) stands for Harish-Chandra. There are two main examples of such
Dg-modules which we describe now.
Example 2.1.3. — An element A of g defines a vector field with constant coefficients
on g by:
(A(Dx)f)(x) =
d
dt
f(x+ tA)|t=0 for f ∈ S(g
∗), x ∈ g
By multiplication, this extends to an injective morphism from S(g) to the algebra
of differential operators with constant coefficients on g; we identify S(g) with its image
and denote by P (Dx) the image of P ∈ S(g). If F is a finite codimensional ideal of
S(g)G, its graded ideal contains a power of S+(g)
G hence when it is identified to a set
of differential operators with constant coefficients, F is a subsheaf of Dg of (H-C)-type
and MF is a Dg-module of (H-C)-type. If λ ∈ g∗, the module MFλ defined by Hotta
and Kashiwara [6] is the special case where F is the set of polynomials Q−Q(λ) for
Q ∈ S(g)G.
Example 2.1.4. — The enveloping algebra U(g) is the algebra of left invariant dif-
ferential operators on G. It is filtered by the order of operators and the associated
graded algebra is isomorphic by the symbol map to S(g). This map is a G-map and
defines a morphism from the space of bi-invariant operators on G to the space S(g)G.
This map is a linear isomorphism, its inverse is given by a symmetrization morphism
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[22, Theorem 3.3.4.]. We assume that k = C. Then, through the exponentional map
a bi-invariant operator P defines a differential operator P˜ on the Lie algebra g which
is invariant under the adjoint action of G (because the exponential intertwines the
adjoint action on the group and on the algebra) and the principal symbol σ(P˜ ) is
equal to σ(P ).
Let U be an open subset of g where the exponential is injective and UG = exp(U).
Let T be an invariant eigendistribution on UG and T˜ the distribution on U given by
〈T, ϕ〉 = 〈T˜ , ϕo exp〉. As T is invariant and eigenvalue of all bi-invariant operators,
T˜ is solution of an (H-C)-type Dg-module. As this module is conic-tame by theorem
2.1.2, the results of theorems 1.3.2 and 1.3.3 are true for it, hence T˜ and T are a
L1loc-function.
As g is reductive, it is the direct sum c⊕ [g, g] of its center and of the semi-simple
Lie algebra [g, g]. We choose a non-degenerate G-invariant symmetric bilinear form
κ on g which extend the Killing form of [g, g]. This defines an isomorphism from g∗
to g and the cotangent bundle T ∗g = g × g∗ is identified with g × g. Then if N (g)
is the nilpotent cone of g, the characteristic variety of an (H-C)-type Dg-module is a
subset of:
{ (x, y) ∈ g× g | [x, y] = 0, y ∈ N (g) }
so it is a holonomic Dg-module [6].
2.2. Stratification of a reductive Lie algebra.— In this section, we define the
stratification which will be used to prove that an (H-C)-type module is tame. This
stratification is classical (see [1] for example).
The stratification of a reductive Lie algebra is the direct sum of the center by the
stratification of the semi-simple part, so we may assume that g is semi-simple. An
element X of g is said to be semisimple (resp. nilpotent) if ad(X) is semisimple (resp
ad(X) is nilpotent). Any X ∈ g may be decomposed in a unique way as X = S +N
where S is semisimple, N is nilpotent and [S,N ] = 0 (Jordan decomposition). An
element X is said to be regular if the dimension of its centralizer gX = {Z ∈ g |
[X,Z] = 0 } is minimal, that is equal to the rank of g. The set grs of semisimple
regular elements of g is Zarisky dense and its complementary g′ is defined by a G-
invariant polynomial equation ∆(X) = 0. The function ∆ may be defined from the
characteristic polynomial of ad(X):
det(T.Id− ad(X)) = T n +
∑
λi(X)T
i
Here n is the dimension of g. Then λ0 ≡ 0, the rank l of g is the lowest i such that
λi 6≡ 0 and ∆(X) = λl(X). This function is homogeneous of degree n− l.
The set N(g) of nilpotent elements of g is a cone equal to:
N(g) = {X ∈ g | ∀P ∈ O(g)G P (X) = P (0) }
and the set of nilpotent orbits is finite and define a stratification of N [11, Cor 3.7.].
We fix a Cartan subalgebra h of g and denote by W the Weyl group W(g, h). Let
Φ = Φ(g, h) be the root system associated with h. For each α ∈ Φ we denote by
gα the root subspace corresponding to α and by hα the subset [gα, g−α] of h (they
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are all 1-dimensional). Let F be the set of the subsets P of Φ which are closed and
symmetric that is such that (P + P ) ∩ Φ ⊂ P and P = −P . For each P ∈ F we
define hP =
∑
α∈P hα, gP =
∑
α∈P gα, h
⊥
P = {H ∈ h | α(H) = 0 if α ∈ P } and
(h⊥P )
′ = {H ∈ h | α(H) = 0 if α ∈ P, α(H) 6= 0 if α /∈ P }.
The following results are well-known (see [2, Ch VIII, §3]):
a) qP = hP +gP is a semisimple Lie subalgebra of g stable under adh and h
⊥
P is an
orthocomplement of hP for the Killing form, hP is a Cartan subalgebra of qP . The
Weyl group WP of (qP , hP ) is identified to the subgroup W
′ of W of elements whose
restriction to h⊥P is the identity.
b) h + gP is a reductive Lie subalgebra of g stable under ad h. For any S ∈ h⊥P ,
h+ gP ⊂ gS and (h⊥P )
′ = {S ∈ h⊥P | g
S = h+ gP }.
c) Conversely, if S ∈ h, there exists a subset P of Φ which is closed and symmetric
such that gS = h+ gP . P is unique up to a conjugation by W.
To each P of F and each nilpotent orbit O of qP we associate a conic subset of g
S(P,O) =
⋃
X∈(h⊥
P
)′
G.(X +O) (4)
where G.(X +O) is the union of orbits of points X +O.
If X = S+N is the Jordan decomposition of X ∈ g, the semisimple part S belongs
to a Cartan subalgebra which we may assume to be h because they are all conjugate.
Hence there is some P in F such that gS = h+ gP . Then, if the orbit of N in qP is
O, X ∈ S(P,O). For a detailed proof of the fact that it is a stratification, see [3] .
2.3. Polynomials and differentials.— Let us begin with some elementary cal-
culations. If β = (β1, . . . , βn) is a multi-index of N
n we denote |β| =
∑
βi and
β! = β1! . . . βn!, if α is another element of N
n, we denote by α ≤ β the relation
α1 ≤ β1, . . . , αn ≤ βn.
Lemma 2.3.1. — Let β ∈ Nn and M = |β|, let N ∈ N such that N ≤M , then
∑
|α|=N
α≤β
β!
α!(β − α)!
=
M !
N !(M −N)!
Proof. —
∑
α≤β
β!
α!(β − α)!
xα =
n∏
i=1
βi∑
αi=0
βi!
αi!(βi − αi)!
xαii = (1 + x1)
β1 . . . (1 + xn)
βn
hence if t = x1 = · · · = xn we get :
∑
α≤β
β!
α!(β − α)!
t|α| = (1 + t)M
and the coefficient of tN in both side of the equality gives the lemma.
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Lemma 2.3.2. — Let us denote x = (x1, . . . , xn), Dx = (Dx1 , . . . , Dxn), x
α =
(xα11 , . . . , x
αn
n ) and D
α
x = (D
α1
x1 , . . . , D
αn
xn ), let θ =
∑
xiDxi , then :∑
|α|=N
N !
α!
xαDαx = θ(θ − 1) . . . (θ −N + 1)
Proof. — To prove the equality of the two differential operators we have to show that
they give the same result when acting on a monomial xβ , so lemma 2.3.1 gives :
∑
|α|=N
N !
α!
xαDαxx
β =
∑
|α|=N
α≤β
N !
α!
β!
(β − α)!
xβ =
|β|!
(|β| −N)!
xβ = θ(θ− 1) . . . (θ−N +1)xβ
Proposition 2.3.3. — Let p1, . . . , pn(ξ) be homogeneous polynomial on X = C
n and
assume that:
n⋂
i=1
{pi(ξ) = 0} = {0}
Let I be the ideal of DX generated by p1(Dx) . . . pn(Dx) and M = DX/I. The DX
module M is holonomic and the b-function of M relative to {0} is equal to
b(θ) = θ(θ − 1) . . . (θ + n−M)
where M is the sum of the degrees of the polynomials p1, . . . , pn and θ the Euler vector
field of X. This b-function is monodromic in the canonical coordinates of Cn.
Proof. — The Nullstellensatz shows that there is some integer M1 such that the
monomial ξα are in the ideal generated by p1, . . . , pn if |α| > M1. In fact it is known
that the lowest M1 is M − n (the proof uses the Hilbert polynomial). Then lemma
2.3.2 shows that the b-function ofM divides θ . . . (θ+n−M). It has been proved by
T.Torrelli [21] that all integers 0, . . . ,M − n appear effectively as roots of b.
Proposition 2.3.4. — Let p1, . . . , pn be the same polynomials as in the previous
proposition and let P1, . . . Pn be differential operators such that σ(Pi) = pi. Let I be
the ideal of DX generated by the operators P1, . . . , Pn and M = DX/I. The DX-
module M is holonomic and the b-function of M relative to {0} is equal to
b(θ) = θ(θ − 1) . . . (θ + n−M)
The b-function of M along a vector subspace L of Cn divides the same polynomial b.
Proof. — Each function ξα for |α| = N =M −n+1 is written as ξα =
∑
qαi (ξ)pi(ξ)
and
b(θ) =
∑
|α|=N
N !
α!
xαDαx =
∑
|α|=N
i=1,...,n
N !
α!
xαqαi (Dx)pi(Dx)
=
∑
|α|=N
i=1,...,n
N !
α!
xαqαi (Dx)Pi(x,Dx) +
∑
|α|=N
i=1,...,n
N !
α!
xαqαi (Dx) (pi(Dx)− Pi(x,Dx))
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By definition, the order for the V -filtration along {0} is always less then the usual
order with equality if the operator has constant coefficients. So the order for the
V -filtration of
∑
N !
α! x
αqαi (Dx)(pi(Dx) − Pi(x,Dx)) is strictly less than the order
of
∑
N !
α! x
αqαi (Dx)pi(Dx) which is the order of b(θ), that is 0. On the other hand∑
N !
α! x
αqαi (Dx)Pi(x,Dx) is in the ideal I hence b(θ) is a b-function.
For the second part, we choose linear coordinates of Cn such that L =
{ (x, t1, . . . , td) ∈ Cn | t = 0 } and we write
b(< t,Dt >) =
∑
|β|=N
N !
β!
tβDβt
As all Dβt for |β| = N are in the ideal generated by p1(Dx, Dt), . . . , pn(Dx, Dt) the
proof is the same then before.
2.4. Proof of the main theorem.— Let ϕ : Y → X be an algebraic map. A
vector field u on Y is said to be tangent to the fibers of ϕ if u(f ◦ ϕ) = 0 for all f
in OX . A differential operator P is said to be invariant under ϕ if there exists a k-
endomorphism A of OX such that P (f ◦ϕ) = A(f) ◦ ϕ for all f in OX . If we assume
from now that ϕ is dominant, A is uniquely determined by P and is a differential
operator on X . We denote by A = ϕ∗(P ) the image of P in DX under this ring
homomorphism.
We fix a Cartan subalgebra h of g and denote by W the Weyl group W(g, h).
The Chevalley theorem shows that O(g)G is equal to k[P1, . . . , Pl] where (P1, . . . , Pl)
are algebraically independent invariant polynomials and l is the rank of g, that the
set of polynomials on h invariant under W is O(h)W = k[p1, . . . , pl] where pj is the
restriction to h of Pj and that the restriction map P 7→ P |h defines an isomorphism
of O(g)G onto O(h)W [22, §4.9.]. The space W = h/W is thus isomorphic to kl
and the functions P1, . . . , Pl define two morphisms ψ : g → W and ϕ : h → W by
ψ(x) = (P1(x), . . . , Pl(x)) and ϕ(z) = (p1(z), . . . , pl(z)).
An operator Q of DGg transforms invariant functions into invariant functions hence
is invariant under ψ and ψ∗(Q) is a differential operator on W . A vector field of τ(g)
annihilates the functions P1, . . . , Pl hence is tangent to the fibers of ψ. In the same
way, let DWh be the space of differential operators on h which are invariant under the
action of the Weyl group W, they are invariant under ϕ and define operators on W
through ϕ∗.
Let D[(g)G (resp. D(h)W) be the set of global sections of DGg (resp. of D
W
h ). The
morphism of Harish-Chandra [5] is a morphism of sheaves of rings δ : D(g)G → D(h)W
which satisfies the following properties:
1. If f ∈ O(g)G ≃ O(h)W then δ(P )(f |h) = ∆1/2P (f)∆−1/2|h.
2. If f ∈ O(g)G, δ(f) is the restriction of f to h
3. If f ∈ S(g)G and f is considered as a constant coefficients operator, then δ(f)
is the restriction of f to h∗.
4. The morphism δ is surjective onto D(h)W.
5. The kernel of δ is D(g)G ∩ D(g)τ(g).
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The last two results have been proved algebraically by Levasseur and Stafford in
[15] and [16]. Let E be the Euler vector field of g and ϑ the Euler vector field of h.
The function ∆ is homogeneous of degree n−l (2.2) hence δ(E) is equal to ϑ−(n−l)/2.
Let DW [d−1] be the sheaf of differential operators on W with poles on {d = 0}
and D(W )[d−1] be the ring of its global sections. The function ∆ is invariant hence
of the form d(P1, . . . , Pl) and the formula Q 7→ d
1/2Qd−1/2 defines an isomorphism γ
of DW [d−1]. We get a diagram:
D(g)G
δ
−−−−→ D(h)W
ψ∗
y ϕ∗
y
D(W )[d−1]
γ
−−−−→ D(W )[d−1]
(5)
If f is a polynomial on W and Q an operator of DGg we have ϕ∗(δ(P ))(f) =
γ(ψ∗(P ))(f) from the definitions hence the diagram is commutative. We can avoid
the denominators [d−1] in the diagram because of the following lemma:
Lemma 2.4.1. — The morphism γ sends the image of ψ∗ into D(W ) while its in-
verse γ−1 sends the image of ϕ∗ into D(W ).
Proof. — This commutativity of the diagram shows that if an operator of D(W ) is
in the range of ψ∗ then its image under γ is in D(W ).
Conversely let us choose a positive system of roots for (g, h) and define a function
by π = Πα>0α. Then π is a product of distinct linear forms, its square π
2 is equal to
the restriction of ∆ to h and it is changed to −π under a reflection of the Weyl group.
Let P ∈ D(h)W and f ∈ OWh , by definition the function Pf is invariant under
W while the function π−1P (πf) is in Oh[π−1] and is invariant under W. Hence the
function τ = P (πf) is in Oh and changes its sign under the action of reflections.
Let z be a point of {π = 0}, there exists a root α such that α(z) = 0. Let s be the
reflection which let the hyperplane {α = 0} invariant. We have τ(z) = τ(zs) = −τ(z)
hence τ(z) = 0. As τ vanishes on {π = 0} and π has multiplicity 1, τ is divisible by
π and π−1P (πf) has no denominator.
So the operator π−1Pπ is in D(h)W[π−1] but applied to an invariant polynomial it
gives a polynomial. Its image under ϕ∗ is thus a differential operator of D(W )[d−1]
which sends any polynomial to a polynomial hence an operator of D(W ).
Let F be an (H-C)-type subsheaf of DGg , we define four D-modules:
– MF is the (H-C)-type Dg-module. It is equal to the quotient of Dg by the ideal
IF generated by τ(g) and F .
– NF is the quotient of DW by the ideal generated by ψ∗(F ).
– MhF is the quotient of Dh by the ideal generated by δ(F ).
– N hF is the quotient of DW by the ideal generated by ϕ∗(δ(F )).
Let 1g→W be the canonical generator of Dg→V as defined in the proof of corollary
1.4.4 and ug→W its class in ψ
+NF . We denote by M0F the Dg-submodule of ψ
+NF
generated by ug→W .
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Theorem 2.4.2. — The module M0F is conic-tame.
In this section we prove this theorem and in the next section we prove thatMF is
isomorphic to M0F .
Proposition 2.4.3. — Let n be the dimension of g, l its rank. Then there exit some
positive integer N such that
b(T ) = (T −N) . . . T (T + 1) . . . (T +
n− l
2
)
is a quasi-b-function of total weight (n+ l)/2 for NF along {0}. Moreover, N = 0 if
σ(F ) = S+(g).
Proof. — We recall that the rank l of the algebra g is the dimension of a Cartan
subalgebra and that the degrees n1, . . . , nl of the generators P1, . . . , Pl of O(g)G are
called the primitive degrees of g and that their sum is n+l2 [22]. The map ψ : g→W is
defined by (P1, . . . , Pl), hence if E =
∑
xiDxi is the Euler vector field of g, η = ψ∗(E)
is equal to
∑
nitiDti .
The morphism δ is graded and its restriction to S(g)G is the map Q 7→ q = Q|h
hence σ(δ(F )) the set of principal symbols contains a power of S+(h)
W (and is equal
to S+(h)
W if σ(F ) = S+(g)). We may then apply proposition 2.3.4 to the module
MhF and we find that its b-function is equal to b0(ϑ) = ϑ(ϑ − 1) . . . (ϑ −M) where
ϑ is the Euler vector field of h and M is a positive integer equal to (n − l)/2 if
σ(δ(F )) = S+(h)
W. This means that there exist differential operators R,A1, . . . , Al
on h such that R is of order −1 for the V -filtration in {0} such that
b0(ϑ) +R(z,Dz) = A1(z,Dz)q1(z,Dz) + · · ·+Al(z,Dz)ql(z,Dz)
The action of W on Dh does not affect the V -filtration and b0(ϑ) and all qi(z,Dz) are
invariant under the Weyl group, so if we take the mean value (that is 1#W
∑
w∈W P
w)
we find the same relation with R and all Ai invariant under W.
Applying ϕ∗ and γ
−1 we find
b0(γ
−1(ϕ∗(ϑ))) + γ
−1(ϕ∗(R)) = B1ψ∗(Q1) + · · ·+Blψ∗(Ql) (6)
with B1, . . . , Bl in D(W ) (lemma 2.4.1) and γ−1(ϕ∗(qi)) = ψ∗(Qi) (the diagram 5 is
commutative).
As ϕ = (p1, . . . , pl) and pi has degree ni, ϕ∗(ϑ) is equal to η =
∑
nitiDti . We have
γ−1(η) = d−1/2ϕ∗(ϑ)d
1/2 = ϕ∗(∆
−1/2ϑ∆1/2) and the function ∆ is homogeneous of
degree n− l hence ∆−1/2ϑ∆1/2 = ϑ+ (n− l)/2 and γ−1(η) = η + (n− l)/2.
Proposition 2.4.4. — For each nilpotent orbit S of codimension r, M0F has a b-
function of total weight (n+ r)/2 along S equal to
b(T ) = (T −N) . . . T (T + 1) . . . (T +
n− l
2
)
with N = 0 if σ(F ) = S+(g). Here n is the dimension of g and l its rank.
All roots of b are strictly greater than −n+r2 hence this b-function is tame.
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Proof. — Let us consider first the null orbit S = {0}. We apply corollary 1.4.3 to
X ′ = g, X = W , f = ψ, W ′ = g, ϕ′ is the identity map of g, ϕ the identity map
of W and F : gY → W is the map ψ. The weights (m′1, . . . ,m
′
n) on g are (1, . . . , 1),
that is the V -filtration on g is the usual v-filtration relative to {0}, and the weights
(m1, . . . ,ml) on W are the primitive degrees considered in the proof of Proposition
2.4.3. Then F is quasi-homogeneous and we get directly the result for S = {0}.
Consider now the nilpotent orbit S of maximal dimension, then S is the smooth
part of the nilpotent cone and ψ : g → W is smooth on S. We apply corollary 1.4.3
to X ′ = g, X = W , f = ψ, W ′ = W , ϕ′ = ψ, ϕ and F are both the identity map of
W . The weights on g and on W are the weights (m1, . . . ,ml) considered on W in the
case of the null orbit.
We consider now a non null nilpotent orbit S. LetX ∈ S, by the Jacobson-Morozov
theorem, we can find H and Y in g such that (H,X, Y ) is a sl2-triple. They generate
a Lie algebra isomorphic to sl2 which acts on g by the adjoint representation. The
theory of sl2-representations shows g splits into a direct sum
⊕r
i=1E(λi) of irreducible
submodules. The dimension of E(λi) is λi + 1 hence n =
∑
(λi + 1). Moreover
g = [X, g] ⊕ gY , dim gY = r and we can select a basis (Y1, . . . , Yr) of gY such that
[H,Yi] = −λiYi. The tangent space to S at X is [X, g] hence r is the codimension of
S.
The map ν : G× gY → g given by ν(g, Z) = g.(X +Z) is a submersion because its
tangent map is the map g×gY → g given by (Z ′, Z) 7→ [Z ′, X ]+Z. Let g1 be a linear
subspace of g such that g = gX ⊕ g1, we have [g, X ] = [g1, X ]. We choose functions
(α1, . . . , αr) on G whose differentials at the unit e of G are the equations of g1 in g
and define A = { g ∈ G | α1(g) = · · · = αr(g) }. Then there is a Zarisky open subset
U of A × gY containing (e, 0) which is smooth and such that the map ν : U → g is
e´tale.
Let (s1, . . . , sr) be the coordinates of g
Y associated with the basis (Y1, . . . , Yr),
they define functions (s1, . . . , sr) on U and ν(s
−1(0)) is equal to S. Let η0 = ν
∗E on
U (E be the Euler vector field of g). A standard calculation [23, Part I, §5.6], shows
that η0(si) = (λi/2 + 1)si hence the map F0 : g
Y → g defined by F0(Z) = X + Z
is quasi-homogeneous if the weights on gY are m′i = (λi/2 + 1) for i = 1, . . . , r and
the weights on g are (1, . . . , 1). The map F : gY → W defined by F (Z) = ψ(X + Z)
is thus quasi-homogeneous with the weights (m′1, . . . ,m
′
r) on g
Y and (m1, . . . ,ml) on
W .
Now, we apply corollary 1.4.3 to X ′ = U , X = W , f = ψ◦ν, W
′ = gY , ϕ′ the
projection U → gY and F : gY →W = kl given by F (Z) = ψ(X+Z). This gives the
b-function for ν+M0F and thus for M
0
F by lemma 1.2.5.
Let us now consider the non-nilpotent strata of the stratification of g (§2.2):
Proposition 2.4.5. — The module M0F admits a tame quasi-b-function bS along
each stratum S.
More precisely, if the stratum is S(P,O) according to definition 4 and qP the asso-
ciated semi-simple Lie subalgebra of g, then
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a) bS depends only on P and its roots are integers greater or equal to −(m− k)/2
where m is the dimension of qP and k its rank.
b) The total weight of bS is equal to (m+ r)/2 where r is the codimension of O in
qP .
In particular, on the stratum of codimension 1 in g, the roots of the usual b-function
of M0F are half integers greater or equal to −1/2.
Proof. — We fix a Cartan subalgebra of g and a subset P of roots with the notations
of §2.2. This define a semi-simple algebra qP to which are associated the maps
ψP : qP → WP and ϕP : hP → WP . Here WP is a vector space of dimension the
rank of qP . The Cartan subalgebra h splits into the direct sum h = hP ⊕ h⊥P and this
define a map ϕ′P = ϕP ⊗ 1 : h→W = k
l ⊕ h⊥P .
Let S ∈ h⊥P , we know from section 2.2 that g
S = h⊥P ⊕ qP and as S is semisimple
we have g = [g, S]⊕ gS . The map ν : G × gS → g defined by ν(g, Z) = g.(Z + S) is
thus a submersion. Let (α1, . . . , αr) be functions on G whose differentials at e are the
equations of [g, S] in g and define A = { g ∈ G | α1(g) = · · · = αr(g) }. Then there
is a Zarisky open subset U of A× gS containing (e, 0) which is smooth and such that
the map ν : U → g is e´tale. Let ψ′ : U → W be defined as the composition of the
canonical projection A× gS → gS and of ψP .
Now we follow the proof of proposition 2.4.3 with the same notations. Applying
the second part of proposition 2.3.4 to L = {0} × (h⊥P )
′, we find that NF admits
a monodromic b-function along L which is equal to b0(ϑP ) = ϑP (ϑP − 1) . . . (ϑP −
N ′ + 1)(ϑP − N ′) where ϑP is the Euler vector field of hP and N ′ is less or equal
to N = n−l2 with n the dimension of g. This means that there exists l differential
operators R,A1, . . . , Al on h that we may assume invariant underWP , with R of order
−1 for the V filtration associated with L such that b0(ϑP ) + R = A1(z,Dz)q1(Dz) +
· · ·+Al(z,Dz)ql(Dz). If λ = 0 we have R = 0.
As these operators are invariant under WP hence under ϕ
′ we may apply ϕ′∗ and
γ−1 and find an equation b0(γ
−1(η)) + γ−1ϕ∗(R) = B1ψ∗(Q1) + · · ·+Blψ∗(Ql) with
B1, . . . , Bl in D(W ) and η = ϕ∗(ϑ). In the coordinates of W defined by the isomor-
phism ϕ′ : kl ⊕ (h⊥P )
′ → W , the vector η is equal to
∑
nitiDti where the ni are the
primitive degrees of hP , it is associated with the manifold L
′ = ϕ′({0} ⊕ (h⊥P )
′).
As ∆ is the product of ∆P by a function which does not vanish on a neighborhood
of L, the function d which defines the morphism γ is the product of the corresponding
function dP associated with hP by a function ̺ which does not vanish in a neighbor-
hood of L′. So we have
γ−1(η) = ̺−1/2d
−1/2
P ηd
1/2
P ̺
1/2 = ̺−1/2 (η +NP ) ̺
1/2 = (η +NP ) + a
where NP is (m − k)/2 (m is the dimension of qP , k its rank) and a is a function
which vanishes on L′ hence of order at most −1 for the V η-filtration. The operator
γ−1ϕ∗(R) is also of order −1 for the V η-filtration.
We have proved that NF admits a b(η)-function along L
′ which is equal to b(T ) =
(T − NP ) . . . (T − NP + N). The end of the proof is the same than to the proof of
proposition 2.4.4.
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Proposition 2.4.5 shows that M0F is tame. To prove theorem 2.4.2 we have still to
prove that it is conic. This come from the fact that the singular support of M0F is
conic for the Euler vector field of g and the vector fields associated with the strata
are equal to this Euler vector field modulo vector fields tangent to the orbits.
2.5. Isomorphism with the inverse image.— We recall that M0F is the sub-
module of ψ+NF generated by ug→W , it is the image of the morphismMF → ψ+NF .
Theorem 2.5.1. — The canonical morphism MF →M0F is an isomorphism.
Proof. — 1st step:From semi-simple Lie algebras to reductive algebras.
Assume that the result has been proved for semi-simple Lie algebras and let g be a
reductive algebra, direct sum of its center and a semisimple Lie algebra. By induction,
we may assume that g = c ⊕ g′ with c subspace of the center of dimension 1 and g′
reductive Lie algebra for which the result has been proved.
Let t a coordinate of c and τ the corresponding coordinate of the dual space c∗. By
the hypothesis, there is a differential operator in F whose principal symbol is equal to
some power τq . This means that g′ = {t = 0} is non characteristic forMF . Let K be
the kernel of MF →M
0
F . We have an exact sequence 0 −→ K −→MF −→M
0
F −→ 0
of non characteristic Dg-modules. As the inverse image is an exact functor in the
non characteristic case, this gives an exact sequence 0 −→ K/tK −→ MF /tMF −→
M0F /tM
0
F −→ 0. If we prove that K/tK = 0, we will have K = 0 (as K is non
characteristic).
So, we have to prove that MF /tMF → M0F /tM
0
F is injective. Here we use the
same proof than in [13, Lemma 2.2.3.]. In fact, as Dg′-moduleMF /tMF is generated
by the classes of 1, Dt, . . . , D
q−1
t and the submodule generated by D
q−1
t is a module
on g′ of the same type thanMF for which the theorem is true. Then we consider the
quotient of MF /tMF by the module generated by D
q−1
t and argue by induction.
2nd step:The result is true at points X ∈ g whose semi-simple part is non zero.
By the first step, we may assume that g is semisimple. Let S be a non zero
semisimple element of g, gS its centralizer and GS the corresponding group. The
spaces O(g)G and O(gS)G
S
are isomorphic hence the space WS associated with g
S is
equal to W and the map ψS : g
S → W is the restriction of ψ : g → W . Thus the
sheaf of differential operators on gS invariant under the action of GS is isomorphic to
DGg .
By induction on the dimension of g, we may assume that the theorem is true
for gS hence that the morphism MSF → ψ
+
SNF is injective. Here M
S
F is the DgS
module associated with F and NF the quotient of DW by the ideal generated by
F . By definition, the germ at S of ψ+NF is (ψ+NF )S = Og,S ⊗O
gS,S
(ψ+SNF )S .
On the other hand, we have (Dg/Dgτ(g))S = Og,S ⊗O
gS,S
(DgS/DgSτ(g
S))S hence
MF,S = Og,S ⊗O
gS,S
MSF,S. The morphism MF → ψ
+NF is thus injective at the
point S hence at all the orbits whose closure contains S that is in particular at all
points X whose semisimple part in the Jordan decomposition is S.
3nd step:The case of nilpotent orbits.
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Let K be the kernel of MF →M0F . By the second step, we may assume that the
theorem is true at all non nilpotent points of g that is that K is supported by the
nilpotent cone. Let K(g)G be the set of global sections of K invariant under G, we
get an exact sequence
0 −→ K(g)G −→M(g)G −→M0(g)
G −→ 0
and by [7, lemma 3.2.] we have M(g)G = M0(g)G = NF hence K(g)G = 0. Then
K = 0 by [17, lemma 3.2.].
Remark that the third step is also a consequence of the property (5) of the Harish-
Chandra morphism which has been proved by Levasseur-Stafford [16].
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