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For each positive integer n, each integer b > 1 and each real number r ¸ 0,
let D(b)







n (r); where D
(b)
n (r) 2 f0;1;:::;b ¡ 1g;
and if r has two b-adic expansions, then the terminating one, i.e., the one with
lim
n!1D(b)
n (r) = 0, is chosen. (For example, if b = 10 and r = :02 = :019999¢¢¢,
then D
(10)
2 (r) = 2 and D(10)
n (r) = 0 for all n 6= 2.)
Similarly, for each n 2 N, b 2 Nnf1g and r > 0, S(b)
n (r) will denote the nth
signi¯cant digit (base b) of r, that is,
S
(b)
n (X) = D
(b)
n+m¡1(X) for all n 2 N on the set fb




1 (¼=100) = S
(10)
1 (¼=10) = 3, and S
(10)





2 (:02) = 2.) Also, for convenience of notation, set S(b)
n (0) = 0 for all n;b.
The main goal of this article is to study the limiting behavior of the n-th digits
and n-th signi¯cant digits, that is, the behavior of the trailing or least signif-
icant digits, for various classes of random variables. Non-leading signi¯cant
digits play an important role in the analysis of roundo® errors in numeri-
cal algorithms using °oating-point arithmetic (cf. [6]), and in statistical tests
for fraud or human error in numerical data (e.g., [13], [14]). \Digit-regular"
and \signi¯cant-digit-regular" random variables are de¯ned and basic rela-
tionships are established between digit-regularity and various related classical
notions including normal numbers, convergence of Fourier coe±cients, and
convergence in distribution.
The organization is as follows: x2 de¯nes digit-regular random variables, and es-
tablishes necessary and su±cient conditions for a random variable to be digit-
regular in terms of convergence of Fourier coe±cients and in terms of conver-
gence in distribution; x3 is the analog for signi¯cant-digit-regular random vari-
ables, with examples to show that neither digit-regularity nor signi¯cant-digit-
regularity imply the other; and x4 de¯nes strongly digit-regular distributions,
establishes basic properties including equivalence of strong digit-regularity and
strong signi¯cant-digit-regularity, and derives rates of convergence for digit-
regularity of absolutely continuous distributions.
22 Digit-regular Random Variables
In the sequel, X will denote a nonnegative random variable de¯ned on some
probability space (­;F;P).
De¯nition 2.1 X is digit-regular (d.r.) base b if
P(D
(b)
n+j(X) = dj; 1 · j · k) ! b
¡k as n ! 1 for all k 2 N
and all dj 2 f0;1;:::;b ¡ 1g;
and is digit regular if it is d.r. base b for all integers b > 1.
In particular, a random variable is digit-regular base 2 if, in the binary expan-
sion of X, the probability that the n-th digit of X is 0 approaches 1/2 as n goes
to in¯nity, and, more generally, the probability that any given string of k con-
secutive digits starting at the n-th place in the binary expansion approaches
2¡k as n goes to in¯nity.
Proposition 2.2 If X is d.r. base b for some integer b > 1, then X is con-
tinuous, i.e., P(X = r) = 0 for all r ¸ 0.
Proof. Suppose, by way of contradiction, that P(X = x¤) > 0 for some
x¤ ¸ 0, and let cn = D(b)
n (x¤), n 2 N. Fix m 2 N such that P(X = x¤) > b¡m.
It is clear that there exist digits dj 2 f0;1;:::;b¡1g, j = 1;:::;m, such that









The next example shows that a random variable X may be continuous and
a.s. completely normal, but not digit-regular. (Recall that a real number x
is normal base b if the limiting frequency of the occurrence of every k-tuple
of f0;1;:::;b ¡ 1g in the b-adic expansion of x is b¡k, and x is (completely)
normal if it is normal base b for all b [1,12].)





k (x¤)2¡k. De¯ne X, via its binary expansion, by D(2)
n (X) ´
D(2)
n (x¤) if n 6= kk for any k 2 N, and let fD
(2)
kk (X)g be i.i.d uniform on f0;1g.
Clearly X is continuous, and it is easy to see that since x¤ is completely
normal, for every base b and every j 2 f0;1;:::;b ¡ 1g,
lim
n!1
#fi · n : D
(b)




#fi · n : D
(b)




3The argument for longer blocks is similar, which shows that X(!) is completely
normal for all !. Clearly X is not d.r. base 2.
Conversely, digit-regularity base b does not imply almost sure normality.
Example 2.4 Let fXng be i.i.d. Bernoulli random variables with P(Xn =
0) = P(Xn = 1) = 1=2, and let fZng be independent Bernoulli random
variables, independent of the fXng, with P(Zn = 1) = 1¡P(Zn = 0) = 1¡ 1
n.
De¯ne the random variable X, via its binary representation, as follows: for
any m 2 N, let
D
(2)
n (X) = ZmXn for all n 2 Bm := fm
m;m
m + 1;:::;(m + 1)
m+1 ¡ 1g:
To see that X is d.r. base 2, let k 2 N and (d1;:::;dk) 2 f0;1;:::;b ¡ 1gk.
Fix n > k; then fn + 1;:::;n + kg ½ Bm [ Bm+1 for some m = m(n;k). By



































n+j(X) = dj;1 · j · k and ZmZm+1 = 0
´
:




n+j(X) = dj;1 · j · k
´
= 2¡k.
To see that X is not normal base 2, note that by the Borel-Cantelli Lemma,
P(Zn = 0 in¯nitely often) = 1, so P-almost surely there are in¯nitely many
blocks Bm where D(2)
n (X) = 0 for all n 2 Bm. But this implies that
limsupn!1
1
n#fi · n : D
(2)
i (X) = 0g = 1, so X is a.s. not normal base 2,
(and hence not normal).
For each real Borel probability measure ¹, and each integer n, let Á¹(n) denote
the nth Fourier coe±cient of ¹, that is
Á¹(n) = E(exp(2¼inX)); where X is a random variable with law L(X) = ¹:
Theorem 2.5 Let X be a nonnegative random variable with distribution ¹.
Then for each integer b > 1, the following are equivalent:
(i) X is d.r. base b;
(ii) X(b)
n := bnX(mod 1) converges in distribution as n ! 1 to the uniform
distribution on [0;1);
4(iii)Á¹(mbn) ! 0 as n ! 1 for each integer m 6= 0.
Proof. Fix b 2 Nnf1g. For integers m ¸ 1 and di 2 f0;1;:::;b ¡ 1g,
i = 1;:::;m, let
A
(b)(d1;:::;dm) = fr 2 [0;1) : D
(b)
i (r) = di; 1 · i · mg:


















































n+i(X) = di; 1 · i · m
´
: (2.3)















¡i as n ! 1;
for every integer m ¸ 1 and digits 0 · di · b ¡ 1, which implies (ii) since the
set f
Pm
i=1 dib¡i : m ¸ 1; di 2 f0;1;:::;b ¡ 1gg is dense in [0;1].









¡m as n ! 1:
By the de¯nition of d.r., this implies (i).
\(ii) , (iii)" Let ¸ denote Lebesgue measure on [0;1], and for each n 2 N,
let ¹n = L(X(b)
n ). For each n 2 N, the Fourier coe±cients fÁ¹n(m)g1
m=¡1
uniquely determine ¹n [1, p. 361], and for each integer m 6= 0, Á¸(m) = 0 [1,




D ¡! U(0;1) , Á¹n(m) ! 0 for all integers m 6= 0: (2.4)





5where the ¯rst equality follows by the de¯nition of X(b)
n , the second since
m 6= 0, b > 1 and n ¸ 1 are integers, and the last by de¯nition of Á¹. With
(2.4), this completes the proof.
Corollary 2.6 If X is a random variable with distribution ¹, and if Á¹(n) !
0 as jnj ! 1, then X is digit-regular.
Proof. Immediate, since Á¹(n) ! 0 as jnj ! 1 implies Á¹(mbn) ! 0 as
n ! 1, since b > 1 and m 6= 0 are integers.
The next proposition shows that a random variable which is continuous and
digit-regular base b need not be digit-regular for other bases, nor be almost
surely normal.
Proposition 2.7 Let X have the classical middle-thirds Cantor-Lebesgue dis-
tribution on (0;1), that is, letting fXkg1







Then X is digit-regular and normal base 2, but is neither digit-regular nor
normal base 3.
Proof. Since the ternary expansion of X contains no 1's, clearly X is neither
d.r. nor normal base 3.
By a theorem of Feldman and Smorodinsky [5, p. 707] (see also [11]), since
log2=log3 is irrational, and the ternary digit process for X is non-degenerate
and i.i.d., X is a.s. normal base 2.
To see that X is d.r. base 2, let º denote the distribution of Y = 1
2 X, so Y
has the \right-thirds" Cantor-Lebesgue distribution on (0;1). The measure º
satis¯es the hypotheses of Theorem 5 of [9] with p = 3, q = 2 and ¹ = º
since: 2 and 3 are multiplicatively independent; º is continuous; º is invariant
under the map T3(x) = 3x(mod 1); º is T3-exact (i.e., satis¯es (6) of [8]),
since º is a Bernoulli convolution [8, (12)] with g.c.d. fi0 : pi0 > 0g = 1 [8,
p. 602]; º satis¯es (5) of [8], since º is a Bernoulli convolution [8, p. 602]; and
¹ is trivially absolutely continuous with respect to some measure of the form
±(t) ¤ Trº, since taking t = 0 and r = 1 yields º. Thus by [9, Theorem 5],
2nX(mod 1) converges in distribution to the uniform distribution on (0;1),
so by Theorem 2.5, Y is d.r. base 2. But X = 2Y is d.r. base 2 if and only if
Y is d.r. base 2 by de¯nition of digit-regularity, since D(2)
n (X) = D(2)




The converse of Corollary 2.6 is false, as the next proposition shows. By
Proposition 2.2, digit-regularity implies continuity of a distribution, so by the
6Riemann-Lebesgue Lemma [1, Theorem 26.1], the next proposition will also
show that digit-regularity does not imply absolute continuity of the distribu-
tion. In order to establish the existence of a d.r. random variable whose Fourier
coe±cients do not vanish at in¯nity, the following number-theoretic lemma is
needed. Recall that a subset S of N has density zero in N if limn!1
1
n #fk ·
n : k 2 Sg = 0.
Lemma 2.8 The set S := fmbn : m;b;n 2 N;m ¸ 1;b ¸ 2;n ¸ 2;bn > mg
has density zero in N.


































































































Proposition 2.9 There exist random variables which are digit-regular whose
Fourier coe±cients do not vanish at in¯nity.
Proof. Let n1;n2 ::: be a strictly increasing sequence of positive integers
such that there is no solution to mbn = (ni1 + ¢¢¢ + nik) ¡ (nj1 + ¢¢¢ + njb k)
for any integers m;b;n with m ¸ 1, b ¸ 2, n ¸ 2 and bn > m, where the
k + ^ k summands are all distinct. Also, assume that the ni's are such that
0 cannot be so represented. Such a sequence is easy to construct since by
Lemma 2.8 the powers fmbn : b 2 Nnf1g;n 2 N;bn > mg have density zero
in N, so there exist positive integers y1 < y2 < ¢¢¢ such that the interval
[yi ¡ i;yi + i] contains no members of S. De¯ne fnig inductively by n1 = y1,
and nk+1 = yn1+¢¢¢+nk. If mbn = nk+1 +
P
1·i·k ±ini, where ±i 2 f0;§1g, then
mbn 2 [nk+1 ¡ (n1 + ¢¢¢ + nk);nk+1 + (n1 + ¢¢¢ + nk)], which contradicts the
de¯nition of the fykg.




(1 + cos2¼njt); k = 1;2;:::; t 2 [0;1]:
7It is easy to check that the mbn-th Fourier coe±cients of pk(t) are all 0 if
n ¸ 2, m ¸ 1, and bn > m. For example, if k = 2,
p2(t) =
³
1 + (exp(2¼in1t) + exp(¡2¼in1t))=2
´³
1 + (exp(2¼in2t) + exp(¡2¼in2t))=2
´
= 1 + (exp(2¼in1t))=2 + (exp(2¼in2t))=2 + ¢¢¢ + (exp2¼i((n1 + n2)t))=4:
(There are 9 terms in all.) None of these terms can be of the form c¢exp(2¼imbkt)
unless c = 0, or k = 0 or 1, since mbk cannot be a sum or di®erence of 0;n1;n2.
Thus, the mbn-th Fourier coe±cients, n ¸ 2, bn > m, are all 0. Note that
pk(t) ¸ 0 for all t 2 [0;1], and that
R 1
0 pk(t)dt = 1, since the constant term in
the Fourier expansion of pk(t) is always 1, which follows from the assumption
that 0 cannot be represented as 0 =
Pk
i=1 ±ini, where ±i 2 f¡1;1g. Thus for
each k ¸ 2, pk(t) is the density function of a Borel probability Pk on [0;1].
By Prokhorov's theorem, there is a subsequence (Pkj) of (Pk) such that Pkj
converges weakly to a probability measure ¹ on [0;1]. Since weak convergence
implies convergence of integrals of bounded continuous functions, and since for
bn > jmj, the mbn-th Fourier coe±cients of Pk are 0 for all k, the same is true
for the limiting measure ¹. It remains to show that limsupn!1 Á¹(n) > 0. Let
f^ pk(n)g denote the Fourier coe±cients of fpkg, so pk(t) =
P
n2Z ^ pk(n)e2¼int.






















Since k ¸ m, the product in the last equality is a linear combination of expo-
nential terms, amongst them 1
2 exp(¡2¼inmt), whose contribution to ^ pk(nm)
is 1
2. Since the contribution of any exponential term is either zero or positive,
this establishes (2.5).
Since Pkj converges weakly to ¹, (2.5) implies that limj!1 ^ pkj(nm) = Á¹(¹m) ¸
1
2 for all m ¸ 1, so since nm ! 1 as n ! 1, limsupn!1 Á¹(n) ¸ 1
2.
(Note that the mbn-th Fourier coe±cient of Pk is zero for all n ¸ 2, b ¸ 2
and m 6= 0 such that bn > jmj, which follows from the properties of the (nj).
Hence Á¹(mbn) = 0 for all n ¸ 2, b ¸ 2 and m 6= 0 such that bn > jmj.)
Proposition 2.10 Every random variable with a density is digit-regular and
a.s. completely normal.
8Proof. Let X be a random variable with a.c. distribution ¹; and, without
loss of generality, 0 · X < 1. By the Riemann-Lebesgue Lemma, Á¹(n) ! 0
as n ! 1, so X is d.r. by Corollary 2.6. As is well known [2, Prob. 8, p. 107],
every random variable with a.c. distribution is a.s. completely normal.
3 Signi¯cant-digit-regular Random Variables
De¯nition 3.1 X is signi¯cant-digit-regular (s.d.r.) base b if
P(S
(b)
n+j(X) = dj;1 · j · k) ! b
¡k as n ! 1 for all k 2 N
and all dj 2 f0;1;:::;b ¡ 1g;
and is signi¯cant-digit-regular if it is s.d.r. base b for all b.




n+1( ^ X) = D
(b)
n (X) = D
(b)
n ( ^ X) for all b ¸ 2 and n ¸ 1; (3.1)
so X is d.r. base b if and only if ^ X is d.r. base b if and only if ^ X is s.d.r. base
b. Since ^ X is a.s. normal base b if and only if X is a.s. normal base b, and ^ X
is absolutely continuous if and only if X is absolutely continuous, the analog
of Example 2.3 obtained by replacing X by X + 1 yields a random variable
which is continuous and a.s. completely normal, but is not s.d.r. Similarly, the
analogs of Example 2.4 and Proposition 2.7, respectively, show that signi¯cant-
digit-regularity base 2 does not imply a.s. normality, and that signi¯cant-digit-
regularity base 2 does not imply signi¯cant-digit-regularity base 3. The analog
of Proposition 2.9, that signi¯cant-digit-regularity does not imply absolute
continuity of a random variable, is an immediate consequence of the Riemann-
Lebesgue Lemma and Proposition 4.5 below.
Let IB denote the indicator function of the set B and let bac denote the integer
part of a.
Theorem 3.2 For all nonnegative random variables X and all b 2 Nnf1g,
the following are equivalent:
(i) X is s.d.r. base b;







! 0 as n ! 1 for each integer
m 6= 0.














n+j(X) = dj; 1 · j · k; b










n+j+m¡1(X) = dj; 1 · j · k; b











mX) = dj; 1 · j · k; b











¡blogb XcX) = dj; 1 · j · k; b








¡blogb XcX) = dj; 1 · j · k
´
; (3.2)





i+j(r) for i;j 2 Z, r > 0; and the fourth inequality since b¡m · X <
b¡m+1 , ¡m · logb X < ¡m + 1 , blogb Xc = ¡m. This establishes the
equivalence of (i) and (ii).
Let ¹ denote the distribution of b¡blogb XcX. By Theorem 2.5, (ii) is equivalent
to Á¹(mbn) ! 0 as n ! 1 for each m 6= 0. But Á¹(mbn) =
E[exp(2¼imbn ¢ b¡blogb XcX)], and by dominated convergence, Á¹(mbn) =
P
j2Z E[Ifb¡j·X<b¡j+1g exp(2¼imbn+jX)], which establishes the equivalence of
(ii) and (iii).
The next two results are the s.d.r. analogs of d.r. Proposition 2.2 and Propo-
sition 2.10, respectively.
Proposition 3.3 If X is s.d.r. base b for some integer b > 1, then X is
continuous.
Proof. Analogous to proof of Proposition 2.2.
Proposition 3.4 Every random variable with a density is signi¯cant-digit-
regular and a.s. completely normal.
Proof. Let X be any r.v. with density, and ¯x base b ¸ 2. Let Y = b¡blogb XcX
be the r.v. in Theorem 3.2(ii), so Y also has a density, and by Proposition 2.10,
Y is d.r. base b (in fact, for all bases). Theorem 3.2 then implies that X is
s.d.r. base b.
The next two examples show that digit-regularity base b does not imply
signi¯cant-digit-regularity base b, nor conversely.
Example 3.5 The special case base b = 2 will be shown; the argument for
general b is analogous. Let fXng1
n=1 be Bernoulli random variables de¯ned
10as follows: X1 is uniform on f0;1g, i.e., P(X1 = 0) = P(X2 = 1) = 1=2;
X2 = 1 ¡ X1; X2k = X1 for all k > 1; and fX1;Xn : n 6= 2k for any kg are
i.i.d., uniform on f0;1g. Let X =
P1
n=1 Xn2¡n, so D(2)
n (X) = Xn for all n ¸ 1.





n+m(X) are i.i.d. uniform on f0;1g, which clearly implies that
X is d.r. (base 2).
To see that X is not s.d.r. (base 2), note that X1 = 0 , X2 = 1, so on fX1 =
1g, D(2)
n (X) = S(2)




n (X) for all n ¸ 1.
Thus for n = 2k for some k ¸ 2, P(S(2)
n (X) = 1) = P(S(2)
n (X) = 1 j X1 =
1)P(X1 = 1) + P(S(2)
n (X) = 1 j X1 = 0)P(X1 = 0) = P(Xn = 1 j X1 =
1) ¢ 1
2 + P(Xn+1 = 1 j X1 = 0)1
2 = 3
4 6= 1
2, so X is not s.d.r. (base 2).
Example 3.6 Let fXng1
n=1 be as in Example 3.5, and let X =
P1
n=1 ^ Xn2¡n,
where f ^ Xng1
n=1 are Bernoulli random variables de¯ned as follows: on fX1 = 1g,
^ Xn = Xn for all n ¸ 1; on fX1 = 0g = fX2 = 1g, ^ X1 = ^ X2 = 0, ^ X3 = 1, and
^ Xn = Xn¡2 for n ¸ 4. Since D(2)
n (X) = ^ Xn for all n ¸ 1, the de¯nition of X
implies that on fX1 = 1g, S(2)
n (X) = D(2)
n (X) = ^ Xn = Xn for all n ¸ 1, and
on fX1 = 0g = fX2 = 1g, S(2)
n (X) = D
(2)
n+2(X) = ^ Xn+2 = Xn for all n ¸ 2.
In particular, S(2)
n (X) = Xn for all n ¸ 2. Since P(S
(2)
n+j(X) = dj;1 · j ·
m) = P(Xn+j = dj;1 · j · m), it follows as in Example 3.5 that for each
m ¸ 1 there exists N = N(m) such that for all n ¸ N, Xn+1;:::;Xn+m i.i.d.





for all n ¸ N(m),
which shows that X is s.d.r. (base 2).
To see that X is not d.r. (base 2), let n = 2k for some k ¸ 3, so n ¸ 4 and
Xn¡2 is independent of X1. Then P(D(2)
n (X) = 1) = P( ^ Xn = 1) = P( ^ Xn =
1 j X1 = 1)¢ 1
2 +P( ^ Xn = 1 j X1 = 0)¢ 1
2 = P(Xn = 1 j X1 = 1)¢ 1
2 +P(Xn¡2 =
1 j X1 = 0) ¢ 1
2 = P(X1 = 1 j X1 = 1) ¢ 1
2 + P(Xn¡2 = 1) ¢ 1
2 = 3
4, so X is not
d.r. base 2.
For any base b > 1 and n 2 N put
Ib(n) = f(d1;:::;dn) : 1 · d1 · b ¡ 1;0 · di · b ¡ 1 for all i = 2;:::;ng
and
Jb(n) = f(d1;:::;dn) : 0 · di · b ¡ 1 for all i = 1;:::;ng:
The following theorem, whose proof uses an elementary argument, shows that
the signi¯cant digits of a random variable satisfying Benford's law converge
to uniformity exponentially fast; the bound improves that in [6, Theorem 4]
which only proves O(b¡n).
11De¯nition 3.7 Let b be any integer > 1. A positive random variable X is
said to satisfy Benford's law base b (BL(b)) if for all (d1;:::;dk) 2 Ib(k)
P(S
(b)










Theorem 3.8 Let X satisfy BL(b) for some base b > 1. Then for all k 2 N,
(d1;:::;dk) 2 Jb(k) and n ¸ 2,
























































Putting am = bkm +
Pk
j=1 djbk¡j it follows that for all n = 2;3;:::;














































Let pn;1;pn;2;:::;pn;bk denote the probabilities pn(d1;:::;dk) in lexicographic
order starting with (0;:::;0;0;0), (0;:::;0;0;1);:::;(0;:::;0;0;b ¡ 1),
12(0;:::;0;1;0);:::;(0;:::;0;1;b ¡ 1);::: and ending with (b ¡ 1;:::;b ¡ 1).
As shown above
jpn;i ¡ pn;i+1j ·
2
b2k+n¡1 lnb
; 1 · i < b
k: (3.6)
Since 1 ¡ bkpn;bk =
Pbk¡1


















; 0 · m · b
k ¡ 1:
4 Strongly Digit-Regular Distributions
De¯nition 4.1 X is called strongly digit-regular (strongly d.r.) base b if for




n+j(X) = dj;1 · j · k j X 2 B) ! b
¡k as n ! 1; (4.1)
and is strongly digit-regular if it is strongly d.r. base b for all b.
Similarly, X is strongly signi¯cant-digit-regular (strongly s.d.r.) base b if (4.1)
holds with D
(b)
n+j(X) replaced by S
(b)
n+j(X), and is strongly s.d.r. if it is strongly
s.d.r. base b for all b.
In contrast to the fact that neither digit-regularity base b nor signi¯cant-digit-
regularity base b imply the other (Examples 3.5 and 3.6), in the context of
conditional regularity (strong d.r. and s.d.r.), these concepts are equivalent.
Note that the basic idea behind Examples 3.5 and 3.6 was exactly that of
constructing digit-regular variables which were not conditionally digit-regular.
Theorem 4.2 Let b 2 Nnf1g. The following are equivalent:
(i) X is strongly d.r. base b;
(ii) X is strongly s.d.r. base b;
(iii)for each bounded Borel measurable function f : [0;1) ! R, and each
integer m 6= 0,
E[f(X)exp(2¼imb
nX)] ! 0 as n ! 1; (4.2)
13(iv)E[I[c;d](X)exp(2¼imbnX)] ! 0 as n ! 1 for all real numbers 0 · c · d
and integers m 6= 0.
Proof. Fix b 2 Nnf1g:
\(i) , (ii)" This follows from (1.1) combined with a simple conditioning ar-
gument.
\(i) ) (iii)" Assume X is strongly d.r. base b and let B ½ [0;1) be a Borel set
such that P(X 2 B) > 0. Applying Theorem 2.5 to the probability measure
P(¢ j X 2 B) shows that (4.2) holds for f = IB, the indicator function of B.
Thus, (4.2) holds for all Borel measurable simple functions f : [0;1) ! R. If
f : [0;1) ! R is bounded and Borel measurable, for every ² > 0 there exist a
Borel measurable simple function f² : [0;1) ! R such that jf(t) ¡ f²(t)j · ²
for all t ¸ 0, which proves (iii).
\(iii) ) (i)" is an immediate consequence of Theorem 2.5, (iii) ) (iv) triv-
ially, and (iv) ) (iii) follows from a classical approximation result (see [1,
Theorem 17.1]).
Remarks. Note that (iv) implies that X is continuous. In light of Theo-
rem 4.2, the random variable in Example 3.5 is d.r. but not strongly d.r., and
that in Example 3.6 is s.d.r., but not strongly s.d.r.
By a standard approximation argument it is easy to see that Theorem 4.2(iv)
is equivalent to E[I[c;d[(X)exp(2¼imbnX)] ! 0 as n ! 1 for all real numbers
0 · c < d and all integers m 6= 0, so letting c = b¡j and d = b¡j+1 yields
E[Ifb¡j·X<b¡j+1g exp(2¼imb
n+jX)] ! 0 as n ! 1, for each m 6= 0 and j 2 Z:
Since X > 0, for each ² > 0 there exists N = N(²) such that
P
³S
jjj>Nfb¡j · X < b¡j+1g
´
< ², which implies that the limsup in Theo-
rem 3.2(iii) is < ² as n ! 1 for all m 6= 0; this yields a direct proof that the
condition in Theorem 4.2(iv) implies that X is s.d.r. base b.
Theorem 4.3 If X has a density, then X is strongly d.r. and strongly s.d.r.
Proof. If g is a density of X and B ½ [0;1) is a Borel set such that
P(X 2 B) > 0, then 1
P(X2B) IBg is a density of X with respect to the con-
ditional probability measure P(¢ j X 2 B), and the conclusions follow by
Propositions 2.10 and 3.4.
Certain statistical tests for detection of fraud or human error in numerical data
are based on goodness-of-¯t of least signi¯cant (or ¯nal) digits to uniform, the
14idea being that in true data the least signi¯cant digits are uniform, but in
fabricated data, which may re°ect individual preferences for particular digits
or strings of digits, the least signi¯cant digits are not uniform. In classical
tests of this type, the underlying true distribution of least signi¯cant digits of
data is simply assumed to be uniform (e.g., [14, p. 572], [13, p. 66]); the next
corollary gives a theoretical basis for the assumption of uniformity of ¯nal
digits in true data.
Corollary 4.4 (Least-signi¯cant-digit law) If X has a density, then the
signi¯cant digits base b of X, S(b)
n (X), are asymptotically independent and
uniformly distributed on f0;1;:::;b ¡ 1g for all integers b > 1.
The next proposition generalizes the conclusion of Proposition 2.9 to strongly
d.r. distributions.
Proposition 4.5 There exist random variables which are strongly digit-regular
(equivalently strongly signi¯cant-digit-regular) whose Fourier coe±cients do
not vanish at in¯nity.
Proof. Re¯ne the construction in Proposition 2.9 as follows. Let S be the
set of integers fmbn : m;b;n 2 N;m ¸ 1;b ¸ 2;n ¸ 2;bn > mg in Lemma 2.8.
First, it will be shown that there exist positive integers 12 · n1 < n2 < ¢¢¢
satisfying
nt ¡ 2(n1 + n2 + ¢¢¢ + nt¡1) ¸ 4
t; t 2 N (4.3a)
and h
nt ¡ 2(n1 + ¢¢¢ + nt¡1);nt + 2(n1 + ¢¢¢ + nt¡1)
i
\ (S [ f0g) = ;; t 2 N;
(4.3b)
(where void sums are taken to be zero). To see (4.3a){(4.3b), ¯rst note that
by Lemma 2.8, S has density zero, so for each t 2 N there exists a sequence
of integers 12 · yt;1 < yt;2 < ¢¢¢ satisfying
[yt;j ¡ 2t;yt;j + 2t] \ (S [ f0g) = ; for all j 2 N: (4.4)
De¯ne the sequence (nt) recursively as follows. Let n1 = y1;1, and note that,
by (4.4), (4.3b) holds for t = 1. For each t 2 N, choose kt 2 N so large that
nt+1 := yn1+¢¢¢+nt;kt satis¯es
nt+1 ¸ 4nt and nt+1 ¸ 3 ¢ 4
t+1:
(Note that n1 ¸ 12.) Then (4.4) implies (4.3b), and for each t 2 N, nt¡2(n1+






























3 nt ¸ 4t, which proves (4.3a).



















for all 0 · c · d; j®j > 0;
































jmbn + nij § nij¡1 § ¢¢¢ § ni1j
and §
(¡)









jmbn ¡ nij § nij¡1 § ¢¢¢ § ni1j
;




k;j also depend on
m, b, and n.)
For the rest of the proof ¯x m ¸ 1 and b ¸ 2. Let n ¸ 2 be such that bn > m
and mbn ¸ n2, and let u = u(m;b;n) be given by nu · mbn < nu+1. Since
mbn 2 S, it follows from (4.3b) that
nu + 2(n1 + ¢¢¢ + nu¡1) < mb
n < nu+1 ¡ 2(n1 + ¢¢¢ + nu): (4.6)
Letting ij = t, it follows that j · t · k, and by (4.3a) and (4.6),
mb
n + nij § nij¡1 § ¢¢¢ § ni1 ¸ mb
n + nt ¡ (n1 + ¢¢¢ + nt¡1)

















4u + 4t :





sequences of the form 1 · i1 < i2 <
¢¢¢ < ij¡1 · t ¡ 1, and each integer ni1;:::;nij¡1 can have the coe±cient §1









































4u + 4t : (4.7)
Furthermore, for 1 · t · u, by (4.6) and (4.3a),
mb
n ¡ nij § nij¡1 § ¢¢¢ § ni1 ¸ mb
n ¡ nt ¡ (n1 + ¢¢¢ + nt¡1)
> nu + 2(n1 + ¢¢¢ + nu¡1) ¡ (n1 + ¢¢¢ + nt)







For t = u + 1, (4.6) and (4.3a) imply that
nij § nij¡1 § ¢¢¢ § ni1 ¡ mb
n ¸ nu+1 ¡ (n1 + ¢¢¢ + nu) ¡ nu+1 + 2(n1 + ¢¢¢nu)







Finally, for u + 2 · t · k, by (4.6) and (4.3a),
nij § nij¡1 § ¢¢¢ § ni1 ¡ mb
n ¸ nt ¡ (n1 + ¢¢¢ + nt¡1) ¡ nu+1 + 2(n1 + ¢¢¢ + nu)












































4u + 4t :
By (4.5) and (4.7) this yields, for 0 · c · d · 1,















4u + 4j ; k ¸ u + 2: (4.8)
17By symmetry, (4.8) also holds for integers m · ¡1, b ¸ 2 and n ¸ 2 such
that bn > jmj, jmjbn ¸ n2 and u ¸ 2 satisfying nu · jmjbn < nu+1. Since
(as shown in the proof of Proposition 2.9) the limiting measure ¹ satis¯es
Á¹(mbn) = 0 for m 6= 0, and n ¸ 2 such that bn > jmj, by Theorem 2.5
and Proposition 2.2 this implies that ¹ is continuous. Letting the random
variable Xk have distribution Pk, and X1 have distribution ¹, since the set of
discontinuities of the function t 7! I[c;d](t) ¢ exp(2¼imbnt) has ¹-measure zero
for all 0 · c · d · 1, it follows (cf. [1, Theorem 25.7]) that
I[c;d](Xkj)exp(2¼imb
nXkj) ! I[c;d](X1)exp(2¼imb
nX1) weakly as j ! 1:
Since those functions are uniformly bounded, this implies that
E[I[c;d](Xkj)exp(2¼imb
nXkj] ! E[I[c;d](X1)exp(2¼imb
















4u + 4j :
(Note that n ! 1 implies u ! 1.) Therefore
limn!1
R 1
0 I[c;d](s)exp(2¼imbns)d¹(s) = 0 for all m 6= 0 and b ¸ 2. Hence a
random variable X1 with law ¹ is strongly d.r. (and also strongly s.d.r), but
as in Proposition 2.9, it is easily seen that limsupn!1 jÁ¹(n)j ¸ 1
2.






Lemma 4.6 Let X be a random variable with density f such that 0 · X < 1.
Then for all b 2 N, b ¸ 2 and (d1;:::;dk) 2 Jb(k),
(i) P(D
(b)
j (X) = dj;1 · j · k) =
R hd1;:::;dkib+b¡k
hd1;:::;dkib f(x)dx
and for all n 2 N,
(ii) P(D
(b)





Proof. Immediate from the de¯nitions of D(b)
n , hd1;:::;dkib, and ha1;:::;an,
d1;:::;dkib.
Theorem 4.7 Let X be a random variable such that 0 · X < 1.
(a) Suppose that X has density f 2 C1, and jf0(t)j · L for all t 2 [0;1]. Then




n+j(X) = dj;1 · j · k) ¡ P(D
(b)









k (X) = d1;D
(b)
i (X) = d2) ¡ b¡2j · 3L
2 b¡(k+1), 1 · k < i.
(b) Conversely, suppose that there exists some base b ¸ 2 and a constant K
such that for all integers j ¸ 1, k ¸ 1 and n ¸ 0,
(iv) jP(D
(b)
n+j(X) = dj;1 · j · k) ¡ b¡kj · Kb¡(n+k).
Then X is absolutely continuous with bounded density f.























where the ¯rst inequality follows from Lemma 4.6(ii), and the second since
jf0(t)j · L.
\(ii)" Fix any integer n ¸ 0 and let ¼n;1;:::;¼n;bk denote the probabilities
P(D
(b)
n+j(X) = dj;1 · j · k) in lexicographic order on (d1;:::;dk); i.e., ¼n;1 =
P(D
(b)

















¡(n+k) for all i = 1;:::;b
k:






19(note that ¼n;1 + ¢¢¢ + ¼n;bk = 1) it follows from (i) that
jb























By (i), this implies
jb
¡k ¡ ¼n;bk¡1j · jb












k ¡ 1 + 2);












\(iii)" If i = k+1, (iii) follows immediately from (ii). If i ¸ k+2, then (writing
di¡k+1 instead of d2),
jP(D
(b)
k (X) = d1;D
(b)



































¡(k+1): This proves (a).
(b) Fix the base b as in (iv). For n 2 N, let Pn denote the partition of [0;1)
consisting of the bn sets fx 2 [0;1) : D
(b)
j (x) = dj;1 · j · ng for all








the ¾-algebra of Borel sets on [0;1). Let ¹ denote the distribution of X,
and let ¸ denote Lebesgue measure on [0;1), so ¸(A) = b¡n for all A 2 Pn.












j (X) = dj;1 · j · n)IfD
(b)
j =dj;1·j·ng:
It is easily seen that (Yn) is an (Fn)-martingale satisfying
R 1
0 Ynd¸ = 1 for
all n 2 N (cf. [4, Chapter V, No. 6]). By (iv), 0 · Yn · K+1 for all n 2 N,
so the martingale convergence theorem implies the existence of a random
variable Y1 2 L1[0;1) such that Yn ! Y1 ¸-almost surely. Since the (Yn)
are uniformly bounded, the bounded convergence theorem implies that R
Y1d¸ = 1. Finally, it follows from (4.9) that Y1 is a bounded density of
X (cf. [4, Chapter V, No. 56]).
For i 2 N, let Ii = Ii(b;d;X) = IfD
(b)
i (X)=dg, and e Ii = Ii ¡ E(Ii).
Corollary 4.8 Suppose X has density f 2 C1. If 0 · X < 1 and jf0(t)j · L
for all t 2 [0;1], then for any integer d, 0 · d < b,
(i) jE(Ii) ¡ b¡1j · 3L
2 b¡i, i ¸ 1;
(ii) jE(IiIj) ¡ b¡2j · 3L
2 b¡(i+1), 1 · i < j;
and
(iii)jE(e Ii e Ij)j ·
9L(L+2)
4 b¡(i+1), 1 · i · j.
Proof. Conclusions (i) and (ii) follow immediately from Theorem 4.7 (ii) and
(iii), respectively. For (iii), note that
jE(e Ii e Ij)j = jE(IiIj) ¡ E(Ii)E(Ij)j
· jE(IiIj) ¡ b
¡2j + jb























































Theorem 4.9 Fix b 2 Nnf1g, and let X be a random variable with 0 · X < 1
such that, for any integer 0 · d < b, E(In) ! b¡1 as n ! 1, and jE(e Ii e Ij)j =
O(b¡(i+1)), 1 · i · j. Then X is a.s. simply normal base b.










































m2 ! 1 as m ! 1].





e Ii ! 0 a.s. (4.11)














¯ ¯ ¯ > ²
1
A < 1: (4.12)





































e Ii e Ij
3
5:











E(e Ii e Ij)
1
A < 1: (4.13)












































22for some c > 0, where the ¯rst inequality follows by the hypothesis that
jE(e Ii e Ij)j = O(b¡(i+1)). This establishes (4.11).
Remark. It follows from Corollary 4.8 and Theorem 4.9 that if 0 · X < 1
has density f 2 C1, then X is a.s. simply normal base b for all b > 1; this is
a very special case of the fact [2] that every random variable with density is
a.s. normal.
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