Abstract. We show that, for 1 ≤ p < q < ∞, the relation of p -equivalence between infinite sequences of real numbers is Borel reducible to the relation of q -equivalence (i.e., the Borel cardinality of the quotient R N / p is no larger than that of R N / q ), but not vice versa. The Borel reduction is constructed using variants of the triadic Koch snowflake curve; the nonreducibility in the other direction is proved by taking a putative Borel reduction, refining it to a reduction map that is not only continuous but 'modular,' and using this nicer map to derive a contradiction.
Introduction
We start by recalling some background material on Borel equivalence relations; for more information, see [1] .
A pair (X, B) is said to be a standard Borel space if there is a Polish topology on X -or here we may even demand that the topology be compact and metrizable -such that B is the Borel σ-algebra generated by the open sets. A Borel map θ : (X, B) → (Y, C) between standard Borel spaces is one which pulls back elements of C to members of B. We may then say that two standard Borel spaces are Borel isomorphic if there is a Borel bijection between them with Borel inverse, though in fact it can be proved that any Borel bijection necessarily has a Borel inverse.
The classification problem for standard Borel spaces is trivial. Every standard Borel space has one of {0, 1, 2, 3, . . . , ℵ 0 , 2 ℵ0 } as its cardinality. Two standard Borel spaces are Borel isomorphic if and only if they have the same cardinality.
Frequently, though, we are led to consider the quotients of standard Borel spaces by Borel equivalence relations, and this leads to a classification problem that is nontrivial and of very great generality.
Let X and Y -or, more exactly, (X, B) and (Y, C) -be standard Borel spaces, and let E and F be Borel equivalence relations on the respective spaces. It is natural to say that Y/F has Borel cardinality as great as X/E, and write E ≤ B F , if there is a Borel map θ : X → Y with ∀x, z∈X (xEz ⇐⇒ θ(x)F θ(z)).
In other words, E ≤ B F indicates the existence of a Borel θ : X → Y which induces a Borel injection θ : X/E → Y/F . Similarly, we say that X/E and Y/F have the same Borel cardinality if E ≤ B F and F ≤ B E, and the Borel cardinality of X/E is strictly less than that of Y/F (denoted E < B F ) if E ≤ B F holds but F ≤ B E fails.
The most obvious of all equivalence relations is the identity equivalence relation, and for a space X we use ∆(X) for the relation of equality on X, so that x∆(X)z if and only if x, z ∈ X and x = z. It is natural to identify X with X/∆(X), and so the classification of Borel equivalence relations encompasses the classification of standard Borel spaces.
An important class of equivalence relations consists of those arising as the orbit equivalence relation induced by the Borel action of a Polish group. In the case that the group G acts on the space X, let E G be the induced equivalence relation, so that for x, z ∈ X we have xE G z if and only if there is some g ∈ G with g · x = z. We will write X/G for the quotient X/E G , the class of all orbits.
Here the wolves come to us in the guise of sheep, and even apparently innocuous equivalence relations may lead to surprising increases in Borel cardinality, quickly drawing us away from that of X. As mentioned in [3] , for the action of translation of Q on R we have
but there is no converse ρ : R → R so that
Similarly we may consider the actions of c 0 and p (p ∈ [1, ∞)) on the sequence space R N (N = {0, 1, 2, . . . }). As remarked in [4] ,
while R N /c 0 and R N / p have incomparable Borel cardinalities. In this paper we complete the picture by showing that, for 1 ≤ p < q < ∞,
Thus, the quotients R N / p give a natural example of a long chain of distinct Borel cardinalities.
Reduction
First, some matters of notation. For a finite or infinite sequence s, we use s(n) to indicate the value of s on its nth coordinate. We write st to denote concatenation of s and t, and similarly for concatenation of infinitely many finite sequences to form an infinite sequence. Let len(s) be the length of the sequence s. It will suffice to prove this theorem for the case where p and q are close to each other, specifically 1 ≤ p < q < 2p, because then we can use transitivity of ≤ B (i.e., composition of reduction maps) to get the result for 1 ≤ p < q < ∞.
We will construct the required reduction by using a slightly generalized version of the Koch snowflake curve, described in any number of books on fractals (an appropriate primary reference is [6] ). Fix a number r with 1/4 < r < 1/2; the classic Koch curve uses r = 1/3. Start with a line segment of length 1, and then replace it with four segments of length r as shown in Figure 1 .
Next, replace each new segment with a scaled-down copy of the generating polygon (matching up the endpoints). Repeat this infinitely many times; the resulting sequence of polygons will converge to a limit curve as shown in Figure 2 . One can naturally parametrize this curve as a continuous map K r : [0, 1] → R 2 -the vertices of the generating polygon are K r (t) for t = 0, 1/4, 1/2, 3/4, 1, the vertices of the polygon after one scaling are K r (t) for t a multiple of 1/16, and so on.
The following fact is well known, but we are not sure of the best reference for it, so we sketch the argument here. (A much more abstract and general version can be found in [2] .) Proposition 1.2 (folklore). Suppose 1/4 < r < 1/2, and let K r : [0, 1] → R 2 be the generalized Koch curve defined above. Let ρ = − log 4 r. Then there are positive numbers m and M depending only on r such that, for all x, y ∈ [0, 1],
Proof. This comes as a by-product of the usual proof that the Koch curve is a simple arc (given in [8, §13.7] , for instance). The generating polygon of the curve is included in the closed triangular region shown in Figure 2 . When this polygon is scaled down for the first time, one gets four scaled-down triangles as well; these four smaller triangles are included in the larger triangle, and they do not overlap except for one shared vertex for each consecutive pair in the list of four. After n scalings, one has a chain of 4 n triangles, overlapping only at shared vertices between consecutive triangles in the chain, which includes the approximating curve for that stage and all following stages, and hence includes the limit curve. In fact, each part
n ] is included within the kth triangle in the chain. Note that the base of each such triangle has length r n . Given distinct x, y in [0, 1], there is a least number n such that x and y lie in disjoint (i.e., nonadjacent) intervals
n ; on the other hand, since x and y lie in the same interval or adjacent intervals of length 1/4 n−1 , we have |x − y| ≤ 2/4 n−1 . Now, the points K r (x) and K r (y) lie in the same triangle or adjacent triangles in the chain at stage n − 1. The base of each such triangle has length r n−1 , and no two points in the triangle are farther away from each other than the two base vertices (because the base angles are less than π/4). Therefore, we must have
n−1 . On the other hand, K r (x) and K r (y) lie in triangles in the chain at stage n which are not adjacent but are close to each other in the chain (there are at most six other triangles between them in the chain). Since there are only two different angles at which adjacent triangles in the chain can meet, there are only finitely many possible relative positions for two triangles in the chain which are not adjacent but are within six triangles of each other. (The possible relative configurations are scaled by r n but are otherwise independent of n.) Therefore, we can find a number c > 0 depending on r but not on n such that two such triangles have to lie at a distance at least cr n from each other. This gives
But (1/4) ρn is just r n . Therefore, we have
where m = c/8 ρ and M = 2/r.
(Note: The similarity dimension of K r is 1/ρ.) We now extend K r to a continuous functionK r from all of R to R 2 by laying copies of K r end-to-end: for any integer i and any t ∈ [i, i + 1], letK r (t) = K r (t − i) + (i, 0). ThenK r will have almost the same properties as K r has. If x and y are in the same interval [i, i + 1], then the inequalities of Proposition 1.2 hold for K r (x) −K r (y) 2 . If x and y are not in the same such interval but are in adjacent intervals, say
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then the fact that the triangle in Figure 2 has base angles less than π/4 implies that (Alternatively, one could define an extension of K r to all of R by using selfsimilarities of ratio r −1 just as K r was defined to satisfy self-similarities with ratio r. This would require more work in the definition, but it would give an extended curve satisfying the inequalities of Proposition 1.2 without change for all x, y ∈ R.)
Proof of Theorem 1.1. As noted earlier, we may assume 1 ≤ p < q < 2p. Let ρ = p/q and r = 4 −ρ ; then we have ρ = − log 4 r, 1/2 < ρ < 1, and 1/4 < r < 1/2. Define the mapping θ : R N → R N as follows: given x = x(0), x(1), . . . , obtain θ(x) by concatenatingK r (x(j)) for j = 0, 1, . . . (so each coordinate of x yields two coordinates of θ(x)). Clearly θ is continuous; we will show that, for all x, y ∈ R N , x − y ∈ p if and only if θ(x) − θ(y) ∈ q . Standard computations show that there are positive constants c and C such that, for any w ∈ R 2 , c w 2 ≤ w q ≤ C w 2 ; in fact,
Therefore, we have
Consider two cases. First, suppose that there are infinitely many j such that x(j) and y(j) are in non-adjacent intervals of the form [i, i + 1], i ∈ Z. For such j, we have |x(j) − y(j)| ≥ 1 and K r (x(j)) −K r (y(j)) 2 ≥ 1; hence, x − y / ∈ p and θ(x) − θ(y) / ∈ q . Now suppose the contrary; that is, there is a natural number N such that, for all j > N, x and y are in the same interval [i, i + 1] or in adjacent such intervals. Hence, for j > N, we have
as desired.
Non-reduction
We use the same notations concerning sequences and p as in the preceding section.
Definition 2.1. For p ∈ [1, ∞) and = i i∈N ∈ p , let Z( ) be the set of all x ∈ R N such that x(n) is an integer multiple of n for all n ∈ N, and let 
Theorem 2.2. For
Proof. Suppose there is such a Borel reduction. Let = i i∈N be defined by i = 2 −i ; then we have ∈ q , and the sequence which is constantly 1 is in Z( ). We may restrict the given Borel reduction to obtain a Borel function θ :
We now reorganize θ along the general lines of [7] to obtain a Borel map which is not only continuous but 'modular,' meaning that the sequences produced by the function consist of finite blocks, each of which depends on only a single coordinate of the argument to the function. The first step is to find a suitable subset of Z( ) on which θ is continuous and 'almost modular.' Claim (i). For any j, k ∈ N, there exist l ∈ N , a finite sequence s * with s * (i) ∈ {0, k+i , 2 k+i , . . . , 1} for all i < len(s * ), and a comeager set D ⊆ Z( )∩[0, 1] N such that, for all x,x ∈ D, if we have x = rs * y andx =rs * y for some r,r ∈ R k and y ∈ R N , then
Proof. For each l ∈ N, define the function
where z andẑ are elements of Z( )∩[0, 1] N such that z(i) =ẑ(i) = x(i) for all i ≥ k. There are only finitely many such pairs z,ẑ, and for each such pair we have z−ẑ ∈ q , so θ(z) − θ(ẑ) ∈ p , so
hence, F l (x) < ∞ for all l and lim l→∞ F l (x) = 0. Therefore, by the Baire Category Theorem, there exists an l such that {x : F l (x) < 2 −j } is not meager. This set has the property of Baire, so there is a nonempty open set O on which it is relatively comeager.
We may take O to be a basic open set N t for some finite sequence t, and we may assume len(t) ≥ k. Write t as r * s * where len(r * ) = k. But F l (x) does not depend on the first k coordinates of x, so {x: F l (x) < 2 −j } is also relatively comeager in N rs * for all other r of length k. Let D be a comeager set such that F l (x) < 2 −j whenever x ∈ D ∩ N rs * for any r of length k. Now the conclusion of the claim follows from the definition of F l .
Since any Borel function is continuous on a comeager set [5, (8.38 )], we can fix a dense
N on which θ is continuous.
Claim (ii). For any j, k, l ∈ N, there exists a finite sequence s * * with s * * (i) ∈ {0, k+i , 2 k+i , . . . , 1} for all i < len(s * * )
such that, for all x,x ∈ C, if we have x = rs * * y andx = rs * * ŷ for some r ∈ R k and y,ŷ ∈ R N , then
Proof. There are only finitely many such r's; list them as r 0 , r 1 , . . . , r M−1 . We will build s * * by successive extensions. Let t 0 be the empty sequence. Now suppose that m < M and we have a finite sequence t m , with t m (i) ∈ {0, k+i , 2 k+i , . . . , 1} for all i < len(t m ). The basic open set N rmtm must meet the comeager set C, so choose w ∈ C ∩ N rmtm . Since θ is continuous on C, we can find an even smaller basic open neighborhood O of w such that, for all
This O must be of the form N rmt m for some extension t m of t m . Now we can extend t m further to get
Once all of the sequences t m are constructed, the final sequence t M will be the desired s * * .
We now repeatedly apply Claims (i) and (ii) to define natural numbers b 0 < b 1 < b 2 < · · · and l 0 < l 1 < l 2 < · · · , finite sequences s 0 , s 1 , s 2 , . . . , and dense open sets D Clearly g(x) ∈ C . Since g(x) and g(x) differ only on the coordinates copied over from x andx, we have g(x) − g(x) q = x −x q , so in particular g(x) − g(x) ∈ q
