We study the nonlinear feedback in a fermion-boson system using an extension of dynamical mean-field theory and the quantum Monte Carlo method. In the perturbative regimes ͑weak-coupling and atomic limits͒ the effective interaction among fermions increases as the width of the boson dispersion increases. In the strong-coupling regime away from the antiadiabatic limit, the effective interaction decreases as we increase the width of the boson dispersion. This behavior is closely related to complete softening of the boson field. We elucidate the parameters that control this nonperturbative region where fluctuations of the dispersive bosons enhance the delocalization of fermions.
I. INTRODUCTION
Interacting fermion-boson systems are very important in condensed matter physics and have been studied intensively. 1 They are directly relevant to the description of electron-lattice interaction. Other problems can be mapped onto interacting fermions and bosons by means of the Hubbard-Stratonovich transformation. 2, 3 While the problem of a single fermion interacting with a boson field, i.e., the polaron problem, is well understood, 1 a lot less is known about the many-fermion problem in interaction with a boson field; it is a full interacting many-body problem that is tractable analytically only in the adiabatic 4 and the atomic limits. 5, 6, 1 In this paper we revisit the interacting and dispersive fermion-boson problem using dynamical mean-field ͑DMF͒ theory. 7 This method reduces the quantum many-body problem to a quantum impurity model obeying a self-consistency condition. This method has been useful in describing strongcoupling problems such as the Mott transition. There are several motivations for our work.
First, a DMF treatment of the bosonic and fermionic degrees of freedom taking into account the boson dispersion requires an extension of the DMF equations where the bosonic propagator degrees of freedom are determined selfconsistently. This represents a type of self-consistent DMF equation, that so far has not been investigated to our knowledge. These equations are relevant to many problems, electron-phonon interactions, fermions interacting with spin fluctuations 8 or among themselves via the long-ranged Coulomb interactions, 9 and to the boson-fermion model. 10 Second, while the Mott transition in the Hubbard model is well understood using DMF methods, it is interesting to understand how it is modified by the variation of the frequency of the mode that mediates the interaction, or how the results are changed by the electron-phonon interactions. Competition and cooperation in the coexistence of interactions with different frequencies are also interesting. 11, 12 The approach discussed in this paper is a step in this direction.
Finally, phonon dispersion effects are relevant to many systems. The Jahn-Teller or breathing-type phonons, for instance, seen in manganese oxides should be dispersive due to intersite coupling. A distortion of a MnO 6 octahedron affects distortions of the neighbor octahedra, since the MnO 6 octahedra share their oxygen atoms, which leads to an intersite coupling. This may be relevant to fascinating orderings of lattice and charge in doped manganites. [13] [14] [15] [16] We study the mutual feedback of fermionic and bosonic degrees of freedom in a very simple system of fermions interacting with one branch of bosons at half filling. However, the methodology can be extended to other problems where similar DMF equations occur, such as electron problems with long-ranged Coulomb interactions and the competition of magnetic order and the heavy fermion state, and to the boson-fermion mixture of high temperature superconductivity.
This paper is organized as follows. In the next section we discuss how DMF theory needs to be extended to fully include the feedback effects through fermion-boson interaction. The quantum Monte Carlo ͑QMC͒ method is introduced to solve the DMF equations in a wide region of parameters. We also discuss some technical points of the QMC method relevant to this problem. The formalism is applied to demonstrate effects of boson dispersion in a wide region of parameters and the results are summarized in Sec. III. In Sec. IV, we discuss our main result: the existence of two distinct regimes of the DMF solutions. In the first regime, the feedback effects increase the fermion-boson coupling. In the second regime, which is strongly fluctuating, the boson dispersion accelerates the delocalization of fermions. Complete softening of the boson fields characterizes the crossover between these regimes. Section V is devoted to a summary.
For general fermion-boson problems with a local interaction, the local action has the form
where G 0 and D 0 are the bare impurity Green's functions for fermion and boson, respectively, which contain the integrated dynamical information of the other sites. Here c ␣ is the fermion annihilation operator and x is the boson field. ␣ 1 ␣ 2 denotes the coupling between fermions and bosons. The index ␣ () denotes internal degrees of freedom of fermions ͑bosons͒ such as spins or orbitals of electrons ͑normal modes of phonons͒. We do not explicitly write the contribution from fermion interactions such as the Coulomb interaction since we focus on the effects of boson dispersions in this paper. However, the action ͑1͒ is quite general and contains such fermion interactions through the Hubbard-Stratonovich transformation 2,3 with continuous fields. Of course, alternatively, one can include additionally the fermion interactions according to the DMF theory for Hubbard-type models. 7 The full Green's functions are related to the bare ones by
at each Matsubara frequency n ϭ(2nϩ1)/␤ for fermions and n ϭ2n/␤ for bosons, respectively (n is an integer͒. ␤ is the inverse temperature. ⌺ and ⌸ are the self-energy for fermions and bosons, respectively. The Green's functions for both fermions and bosons are determined in a self-consistent way. This is achieved by the following set of selfconsistency conditions:
where ⑀ q␣ and q give the dispersion relations for fermions and bosons, respectively, as a function of the wave number q. is the chemical potential to control the density of fermions. Here the bosons are described as harmonic oscillators. The condition ͑5͒ is modified according to the boson degrees of freedom. Previous studies of other models have indicated that the results of the DMF theory can give useful insights into threedimensional systems. 7 We therefore take the dispersions ⑀ q and q that correspond to a semicircular density of states ͑see the details in Sec. III A͒. These DMF equations are exact for a model where the fermions and bosons have random hopping on lattice sites.
The self-consistency loop is closed as follows: The effective action ͑1͒ is solved for given bare impurity Green's functions G 0 and D 0 to obtain the full Green's functions G and D. The self-energy ⌺ and ⌸ are calculated by the relations ͑2͒ and ͑3͒, and used to obtain the Green's functions through the self-consistency conditions ͑4͒ and ͑5͒. New bare impurity Green's functions are calculated by the relations ͑2͒ and ͑3͒ again. This loop is iterated until all the quantities are converged. In this way, both fermionic and bosonic dispersions are renormalized through the fermion-boson interaction, and the mutual feedback effects are fully included.
The above DMF equations assume that no symmetry breaking is present in the system although the extension to phases with broken symmetry is straightforward. The equations can be derived from a fermion-boson coupled model:
where
. 21, 22 Compared to this, for the cases with finite bosonic dispersion, the bare impurity Green's function D 0 is renormalized from D 0 free in the iterations in our formalism. The renormalization of D 0 plays a crucial role because D 0 is related to the effective interaction between fermions. If we integrate out the boson variables x, the effective interaction between fermions takes the form
In the absence of boson dispersion, since D 0 is unchanged through the self-consistency loop as mentioned above, the effective interaction ͑14͒ is also unrenormalized. On the other hand, D 0 is renormalized in our formalism for finite dispersion, which means that the effective interaction between fermions is renormalized by the mutual feedback of the fermion-boson coupling.
There are several techniques for solving the effective impurity problem with the action ͑1͒. In this work, we employ the QMC method 7, 23 because it is an unbiased calculation and suitable for investigating a wide region of parameters beyond the perturbative regimes. 24 In the QMC approach, the imaginary time is discretized into L slices with the width ⌬ (⌬ϭ␤/L). Continuous variables x l ϭx ( l ) ( l ϭl⌬,l ϭ1,2, . . . ,L) are randomly updated to x l Ј with the probabil-
The fermion Green's functions G and GЈ are calculated by the standard algorithm 23 for the configurations with x l and x l Ј , respectively.
In actual QMC samplings, we consider both local and global updates for the continuous fields x l . The local update consists of sequential updates of the fields on each discretized point; a change from x l to x l Ј ϭx l ϩr␦ is attempted, where r is a random number between Ϫ1 and 1 and ␦ is a given amplitude. The global update is a simultaneous movement of all the fields by the same amount r␦. The latter becomes important especially in the strong-coupling region and/or at low temperatures where the fields x show some ordering or are nearly ordered. The update amplitude ␦ is chosen to give an appropriate value of the acceptance ratio, which is defined as the ratio of the number of accepted samples to the total number of trials.
QMC calculations generally have a negative sign problem; the MC weight ͑15͒ can be negative for the general action ͑1͒, which leads to numerical instability in the QMC measurements. However, if fermions couple to bosons only in the diagonal form, that is, the coupling parameter ␣ 1 ␣ 2 is nonzero only for the case of ␣ 1 ϭ␣ 2 , the MC weight ͑15͒ becomes positive definite. 25 In this case, there is no negative sign problem.
There are two sources of error in the QMC calculations. One is a systematic error due to the discretization of the imaginary time, and the other is a statistical error from the random sampling. The former error is known to be proportional to (⌬ 2 ). Measurement is divided into several bins to estimate the latter statistical error by variance among the bins. The magnitude of each error depends on the specific form of model and parameters.
III. RESULTS

A. Model and parameters
We apply the DMF framework proposed in the previous section to the case where the general Hamiltonian ͑6͒ contains two species of fermions and one branch of bosons. We set the mass M ϭ1. The model is a straightforward extension of the Holstein model to include dispersive bosons, whose fermion-boson interaction is explicitly given by
where the index ␣ takes two values, like the spin degrees of freedom of electrons. The interaction is diagonal in the fermion index ␣ so that the QMC method does not suffer from the negative sign problem mentioned in Sec. II. The term ͑16͒ favors a doubly occupied or an empty state on each site. Note that the model has particle-hole symmetry at ϭ0. The boson dispersion is taken into account through Eq. ͑5͒ in the present framework. We replace the summations over the wave number q in Eqs. ͑4͒ and ͑5͒ by energy integrations as
where D F and D B are the the densities of states for fermions and bosons, respectively. In the following calculations, we assume a semicircular density of states as
where W is the half bandwidth of the fermion density, of states, which is taken as unity hereafter (Wϭ1); 0 and 1 are the center and the half bandwidth of the boson density of states, respectively ( 0 Ͼ0, 0 Ϫ 1 Ͼ0). For a semicircular density of states, the integrations ͑17͒ and ͑18͒ are performed analytically 7 and give
where ϭi n ϩ and Ϯ ϭϮ 0 with 2 ϭ(i n ) 2 Ϫ⌸. The shape of the boson density of states near the bottom is important because bosons at the band edge can be easily excited and interact strongly with fermions. The semicircular density of states ͑20͒ has an 1/2 singularity, which is expected for bosons with ordinary cosine dispersions in three dimensions. Therefore we believe that the following results are qualitatively unchanged in realistic three-dimensional models. Results would be different for the two-dimensional density of states, which has a step discontinuity at the band edges and results in very different DMF solutions.
In the absence of the boson dispersion ( 1 ϭ0), the model with the interaction ͑16͒ ͑the ordinary Holstein model͒ shows a charge ordering around half filling (ϭ0) and superconductivity in doped regions at very low temperatures. [17] [18] [19] [20] [21] In the following, we examine the effects of boson dispersion in the low temperature region above and around these transition temperatures at half filling (ϭ0) assuming no symmetry breaking. The calculations are mainly performed at ␤ϭ8. We take ⌬ϭ1/4, for which all the measured quantities are converged to the limit of ⌬ →0 within the statistical errors. We have typically run 1 000 000 MC steps for measurements; one MC sampling means a set of a sweep of local updates over all the discretized points and a global update. Convergence in the selfconsistency loop is usually rapid; typically 10 iterations are required to converge within the statistical error bars when we start from the noninteracting Green's functions. However, in the strong-coupling case, the iteration often suffers from an oscillation between two solutions. To avoid the oscillation, we make the iteration proceed by mixing the previous solutions.
B. Dispersionless boson
First, we reconsider the limit without boson dispersion, that is, 1 ϭ0. In this case, we use the two parameters 0 and Uϭ 2 /M 0 2 to characterize the basic properties of the system. The first parameter 0 describes the adiabaticity. In the adiabatic limit of 0 →0, the boson fields do not change in imaginary time, that is, they behave as classical fields. In the opposite limit of 0 →ϱ, the bosons react instantaneously to fermion motion. Between these two limits, bosons with a finite 0 mediate a retarded effective interaction which is given by U eff in Eq. ͑14͒. The second parameter U describes the magnitude of the effective interaction between fermions. Note that Uϭ͉U eff ( n ϭ0)͉ in this dispersionless case, since the bare impurity Green's function is given by the noninteracting one ͑12͒.
For a fixed value of 0 , the system behaves quite differently in the regions with UӶ1 and Uӷ1. For small values of U, fermions are nearly free and each lattice site is in an empty, a singly occupied, or a doubly occupied state with almost equal probability at half filling (ϭ0). If we define the probability P(x) that the boson field x lies in the interval between x and xϩ⌬x, P(x) shows a single broad peak centered at xϭ0. Compared to this, if U becomes large, fermions strongly interact with each other to form a combined state between fermion and boson, which is called a polaron. The polaron consists of double occupancy of fermions for the model with the interaction ͑16͒ ͑bipolaron͒. Thus, the probability P(x) displays a double peak at xϭϮ/M 0 2 , which corresponds to the doubly occupied and empty states. Figure 1 shows this behavior by changing the value of U for the case of 0 ϭ0.5. The single peak of the probability P(x) appears for small U, while the double peaks are developed for Uտ1 as shown in Fig. 1͑a͒ . At the same time, in Fig.  1͑b͒ , the probability of double occupancy P D increases from 1/4 for the noninteracting case to 1/2 for the situation in which the system consists of only empty and doubly occupied sites. The self-energy for fermions ⌺ is also enhanced by the effective interaction between fermions U. Figure 1͑c͒ shows that the absolute value of the imaginary part of the self-energy as a function of Matsubara frequency is strongly enhanced by U. Note that the data for n Ͼ1/⌬ contain no unbiased information. These clearly indicate the crossover from weakly correlated fermions in the small U region to polarons in the large U region. 22 A similar crossover is found for other values of 0 . Figures 2 and 3 show the results for 0 ϭ2 and 8, respectively. The value of U for the crossover, which we call U* hereaf- Results for the dispersionless model with 0 ϭ0.5 at ␤ ϭ8; ͑a͒ the probability function of the boson fields x, ͑b͒ the probability of double occupancy, and ͑c͒ the imaginary part of the selfenergy for fermions as a function of Matsubara frequency. In ͑a͒, the typical error bars are shown at the peaks of the distributions. The lines in ͑b͒ and ͑c͒ are guides to the eye.
ter, depends on the value of 0 . For example, for the case of 0 ϭ0.5 in Fig. 1 , the double-peak structure of P(x) appears at Uϳ1; on the other hand, it does not appear up to Uϳ3 for 0 ϭ8. This can be understood as follows: In the limit of 0 →ϱ, since the effective interaction becomes spontaneous, U eff ()ϭϪU␦(), the model maps onto an attractive Hubbard model 26 in which the boson field corresponds to the continuous Hubbard-Stratonovich field. 2, 3 In the Hubbard model, it is known that the continuous field develops a double-peak distribution at Uϳ3, which corresponds to the opening of the Hubbard gap in the case of a repulsive interaction. 7 On the other hand, in the opposite limit of 0 →0, the effective interaction becomes constant in imaginary time, U eff ()ϭϪU. This case is identical to an attractive Falicov-Kimball model in the limit of a continuous number of configurations for the static fields. 21 In the adiabatic limit, the fermions are localized at a smaller value of U since fluctuation of the boson field is smaller in this case than in the antiadiabatic limit. Thus the splitting of the distribution of x should appear at a lower value of U. In the Falicov-Kimball model with a discrete static field, the critical value of U is estimated to be 1. 27, 28 The finite value of 0 can interpolate between these two limits. Thus the value of U* may change smoothly from U*ϳ3 in the limit of 0 →ϱ to U*ϳ1 in the limit of 0 →0. This crossover will be discussed in the phase diagrams in Sec. IV.
C. Dispersive boson: weak-coupling limit
Now we discuss the cases with finite bosonic dispersion; 1 0. First, we study the weak-coupling limit of Wӷ 0 and U that has been studied by perturbation theory. 4 In this region, the finite width of the boson dispersion 1 enhances the effective interaction between fermions. Figure  4͑a͒ shows the bare impurity Green's function for bosons D 0 as a function of Matsubara frequency for various values of 1 for the case of 0 ϭ0.5 and Uϭ0.16 (ϭ0.2). D 0 is enhanced by the width of the dispersion 1 , which indicates that, through the relation ͑14͒, the effective interaction between fermions U eff is enhanced by 1 . This enhancement is also observed in the imaginary part of the fermion selfenergy as shown in Fig. 4͑b͒ . At the same time, the probability of double occupancy becomes large as shown in Fig. 4͑c͒ . These features are similar to those in Figs. 1-3 when the parameter U increases in the small U region. These results can be understood using a perturbative argument ͑Sec. IV͒.
D. Dispersive boson: atomic limit
Next, we consider the limit of WӶ 0 and U, which has been studied based on so-called small-polaron theory. 5, 6, 1 In this limit, the coherent band motion of fermions in Eq. ͑7͒ is a perturbation of other terms of Eqs. ͑8͒ and ͑9͒. The small polaron theory is a perturbative approach from the atomic limit. The strong interaction between fermions and bosons leads to the formation of the small polaron state as mentioned in the dispersionless case in Sec. III B.
In this region, as in the weak-coupling case in Sec. III C, the effective interaction between fermions is enhanced by the finite width of the boson dispersion. Figure 5͑a͒ plots the bare impurity Green's function for bosons at zero Matsubara frequency for 0 ϭ8 and Uϭ9 (ϭ24). A finite width of the boson dispersion 1 enhances D 0 ( n ϭ0). D 0 shows the largest change at zero frequency, as in Fig. 4͑a͒ . At the same time, the absolute value of the imaginary part of the fermion self-energy increases as shown in Fig. 5͑b͒ . We plot here the data at the smallest Matsubara frequency to show the behavior clearly. The double-peak structure of the probability function P(x) shown in Fig. 3͑a͒ at 1 ϭ0 does not change for 1 within statistical error bars. This suggests that the finite width of the boson dispersion enhances the effective interaction while the polaron state remains stable. These features will be discussed based on small polaron theory in Sec. IV.
E. Dispersive boson: strong-fluctuation regime
Here we go beyond the perturbative regimes studied in Secs. III C and III D. We consider the strong-coupling case away from the antiadiabatic limit, that is, UϾW and 0 ϳW. It is difficult to study this regime by any perturbative and analytical approach because of strong fluctuations. Our DMF method including fluctuation effects is applied to this nonperturbative regime without any difficulty. Figure 6 shows the results for 0 ϭ0.5 and Uϭ2.56 ( ϭ0.8). As shown in Fig. 6͑a͒ , the absolute value of the bare impurity Green's function for bosons D 0 decreases as 1 increases. The imaginary part of the self-energy for fermions also decreases in absolute value as shown in Fig. 6͑b͒ . At the same time, the probability of double occupancy P D decreases from 1/2 as shown in Fig. 6͑c͒. Figure 6͑d͒ shows that the double-peak structure of the probability P(x) becomes unclear, merging into a single peak. All these features show that the effective interaction between fermions U eff is weakened and the polaron state becomes unstable for 1 . This is a striking contrast to the previous results in Secs. III C and III D. We will discuss a physical picture for this behavior in Sec. IV.
In the intermediate region, we find a crossover as the value of 1 increases. Figure 7 shows this crossover for 0 ϭ0.5 and Uϭ0.64 (ϭ0.4). For small values of 1 , we find a similar behavior as seen in Fig. 4 ; the bare impurity Green's function for bosons is enhanced and both the absolute value of the self-energy and the double occupancy increase as 1 . However, for 1 տ0.2, the behavior is reversed; all three quantities begin to decrease as in Fig. 6 . Therefore in this intermediate region, as the value of 1 increases, the effective interaction between fermions is enhanced for small values of 1 , but begins to be weakened for large values of 1 .
This crossover is closely related to complete softening of the boson field. Figure 8 shows the effective frequency of the boson field *, given by a pole of the Green's function for bosons as FIG. 4 . Results for the dispersive boson model in the weakcoupling regime with 0 ϭ0.5 and Uϭ0.16 (ϭ0.2) at ␤ϭ8; ͑a͒ the bare impurity Green's function for bosons as a function of Matsubara frequency, ͑b͒ the imaginary part of the self-energy for fermions, and ͑c͒ the probability of double occupancy as a function of the width of the boson dispersion. The lines are guides to the eye.
FIG. 5. Results for the dispersive boson model in the atomic
regime with 0 ϭ8 and Uϭ9 (ϭ24) at ␤ϭ8; ͑a͒ the bare impurity Green's function for bosons at zero Matsubara frequency and ͑b͒ the imaginary part of the self-energy for fermions at the smallest Matsubara frequency. The lines are guides to the eye.
where ⌸ is the self-energy for bosons. The frequency * goes to zero at the value of 1 where the crossover from enhancement to weakening of the effective interaction is exhibited in Fig. 7 .
F. Phase diagram
We systematically investigate the crossover found in the previous section by changing the parameters 0 and U. Figure 9 shows the values of * as a function of U for the cases of ͑a͒ 0 ϭ0.5 and ͑b͒ 0 ϭ2.0, for instance. For finite values of the width 1 , the frequency * goes to zero in both cases. We determine the crossover values of U for different values of 0 and 1 by this complete softening of *. Figure 10 summarizes the phase diagram for the crossovers determined by the above criterion. This identifies the boundary between the weak-fluctuation and strongfluctuation regimes as discussed in Sec. IV. The most important point in this phase diagram is that, especially for large 0 , the energy scale of U for this crossover is quite different from U* determined in Sec. III B. This suggests that there is another parameter that controls the onset of strong fluctuations as discussed in the next section.
IV. DISCUSSION
In this section, we discuss the results obtained in Sec. III. Perturbative arguments are applied to discuss the enhancement of the effective interaction between fermions in the weak-coupling 4 and atomic regions. 5, 6, 1 In the strongcoupling regime away from the antiadiabatic limit, the weakening of the effective interaction and the instability of the polaron state are discussed as a consequence of the strong fluctuations of the boson fields accompanied by complete softening. The phase diagram is examined to clarify the parameters that control the onset of the strong fluctuations. and Uϭ2.56 (ϭ0.8) at ␤ϭ8; ͑a͒ the bare impurity Green's function for bosons at zero Matsubara frequency, ͑b͒ the imaginary part of the self-energy for fermions, ͑c͒ the probability of double occupancy, and ͑d͒ the probability function of the boson fields x. The lines in ͑a͒-͑c͒ are guides to the eye. In ͑d͒, the typical error bars are shown at the peaks of the distributions.
FIG. 7.
Crossover in the intermediate coupling region with 0 ϭ0.5 and Uϭ0.64 (ϭ0.4) at ␤ϭ8; ͑a͒ the bare impurity Green's function for bosons at zero Matsubara frequency, ͑b͒ the imaginary part of the self-energy for fermions, and ͑c͒ the probability of double occupancy. The lines are guides to the eye.
In the weak-coupling region, the dispersion width 1 enhances the effective interaction between fermions in our DMF solutions. The absolute value of the self-energy for fermions is enhanced. A first-order perturbation in the coupling parameter shows that the self-energy ⌺ becomes larger as the width 1 increases since D 0 increases as 1 . 4 Thus, perturbation theory suggests that the boson dispersion increases the effective interaction between fermions in the weak-coupling limit. This enhancement can be understood intuitively as follows: In the weak-coupling region, the densities of states for both fermions and bosons are not altered drastically by the fermion-boson interaction; a rigid-band picture should be justified. For a finite 1 , the band edge of the boson density of states is lowered linearly. Then the effective interaction ͑14͒ is mainly mediated by the bosons near the band edge as
͑24͒
Thus the absolute value ͉U eff ͉ becomes large as the value of 1 increases. Therefore, the enhancement of the effective interaction in the weak-coupling region can be understood as a decrease of the effective boson frequency. Our results in Sec. III C are consistent with this perturbative argument.
We now turn to the atomic limit, WӶ 0 and U. Now the fermion hopping term in Eq. ͑7͒ is a perturbation to the terms ͑8͒ and ͑9͒. If we apply the canonical transformation to diagonalize the unperturbed terms according to small polaron theory, 5,6,1 we obtain the expression of the Hamiltonian as
where ⌬ is the stabilization energy of polarons given by
and the operator X i takes the form
The third term of the Hamiltonian ͑25͒ indicates that the hopping occurs not as a bare fermion but as a combined object between fermions and bosons. Each fermion is associated with local bosons. This is called the small polaron state.
In the unperturbed state (t i j ϭ0), the polarons are almost localized in real space with the stabilization energy ⌬ given by Eq. ͑26͒. When one increases the width of the boson dispersion 1 , the stabilization energy ⌬ increases. This makes the polarons more strongly localized. The delocalization of the polarons is a second-order perturbation in t terms in Eq. ͑25͒ since the polarons correspond to double occupancy of fermions in this model. The hopping matrix by second-order processes is suppressed by 1 because the intermediate state in the perturbation costs energy ⌬. The operator X i does not change the result in this limit of 0 ӷW. Therefore, the finite width of the boson dispersion suppresses the band motion of the polarons and enhances the effective We now discuss the strong-coupling regime away from the antiadiabatic limit studied in Sec. III E. In this regime, the polaron state is formed by strong coupling; however, the boson fields are loosely bound to the fermions due to a finite 0 , compared to the previous atomic limit with 0 ӷW, where the boson fields react instantaneously to fermion motions. This leads to large fluctuations in the boson fields caused by the hopping of fermions. These fluctuations may in turn accelerate the delocalization of fermions through the mutual feedback effects of the fermion-boson coupling. Thus this regime is characterized by these strong fluctuations, which is the reason why a perturbation cannot be applied.
The finite width of the boson dispersion 1 introduced in our calculations increases the fluctuations of the boson fields. The bosons are not localized and gain their kinetic energy through dispersion. By tuning the width 1 , we can control the fluctuations of the boson fields by hand. Our results in Sec. III E clearly exhibited that the effective interaction between fermions is weakened by 1 . This is considered to be a consequence of the strong fluctuations of the boson fields enhanced by 1 , which tend to make fermions more delocalized. This behavior is elucidated by our method, which fully includes the mutual feedback in many-body systems.
In the intermediate region, a sharp crossover was found by changing the value of 1 in Sec. III E. For small 1 , the effective interaction is enhanced by 1 . Since the fluctuations are small there, this may be smoothly connected to the behavior discussed in the weak-coupling or atomic regions. The effective frequency * defined by Eq. ͑23͒ becomes small but remains finite as in the perturbative regime, although the reduction of * is large and nonlinear in this nonperturbative regime. When the value of 1 becomes large enough to soften the boson field completely (* →0), fluctuations play a crucial role in enhancing the delocalization of fermions. Therefore the boundaries in the phase diagram in Fig. 10 are the crossovers between the weakfluctuation and strong-fluctuation regimes. The latter regime is characterized by the weakening of the effective interaction between fermions by the dispersive bosons, which soften completely.
In the dispersionless case in Sec. III B, we found another crossover caused by the formation of bipolarons, which is characterized by the development of the double-peak structure in the probability P(x). The critical value of U for this crossover, U*, changes from U*ϳ3 in the limit of 0 ӷW ͑antiadiabatic limit͒ to U*ϳ1 in the limit of 0 ӶW ͑adia-batic limit͒ as shown in the schematic phase diagram in the plane (1/ 0 ,U) in Fig. 11 ͑dotted gray line͒. On the other hand, the crossover to the strong-fluctuation regime in Fig.  10 appears at much larger values of U than U*, especially in the antiadiabatic regime with large but finite 0 . This strongly suggests the importance of another energy scale in characterizing the strong-fluctuation regime which is not found in our calculations for the dispersionless case.
The importance of such a characteristic energy scale was also pointed out in a previous mean-field study. 29 The parameter is defined by the ratio of the fermion-boson interaction to the spring constant of the boson fields, ϭ/M 0 2 . In the case of Ͻ1, since the fermion-boson interaction is weak compared to the stored energy in the boson field, singleboson processes should be important. In the case of Ͼ1, the fermion-boson interaction is strong enough to excite a large numbers of bosons, i.e., multiboson processes become important. The previous study 29 suggested the importance of fluctuations of the boson fields in the latter multiboson regime.
In the plane (1/ 0 ,U), the crossover ϭ1 between the single-boson and multiboson regimes corresponds to U ϭ 0 2 as shown in Fig. 11 ͑solid line͒. The line of ϭ1 becomes much larger than U* in the antiadiabatic regime. If we plot these values of U(ϭ1) on the axis of 1 ϭ0 in Fig. 10 , the crossover boundaries seem to be smoothly extrapolated to these values in the antiadiabatic region. We demonstrate this behavior in Fig. 12 On the other hand, in the adiabatic regime with small but finite 0 , the value of U for the boundary in Fig. 10 is not smoothly connected to the value of U for ϭ1. For instance, in the case of 0 ϭ0.5, ϭ1 gives Uϭ1/4, which is much smaller than the boundary value. This suggests that the condition of Ͼ1 does not characterize the strong-fluctuation regime in this adiabatic region.
To understand this behavior in the adiabatic regime, let us discuss the adiabatic limit of 0 →0. In this limit, the boson fields behave as classical fields which do not fluctuate in the imaginary time direction. Boson fluctuations come only from the fluctuation of the value of the field x, which is constant in time. Thus, even if the system is in the region of Ͼ1, the fluctuations of the boson fields are small when U is smaller than U*, since the fields experience a deep single-well potential as indicated in the probability P(x). The boson fields begin to fluctuate when U becomes comparable to U*, where the potential for x softens around xϭ0. Therefore in the adiabatic limit, the strong-fluctuation regime should be characterized not by Ͼ1 but by UϾU*.
Based on this argument, if we plot the value of U* on the axis of 1 ϭ0 in the adiabatic regime, the crossover boundaries seem to be smoothly extrapolated to these values. To summarize, strong fluctuations of the boson fields become important only when the conditions UϾU* and Ͼ1 are both satisfied. These conditions are shown as the hatched area in Fig. 11 . This area is the strongly correlated region for both fermions and bosons. The criterion for the formation of bipolarons, UϳU*, corresponds to a competition between the kinetic energy of fermions W and the effective interaction U. 30 On the other hand, the criterion ϳ1
corresponds to a competition between the stored energy of the boson field and the coupling energy to fermions. Thus the hatched area in Fig. 11 is the region where correlations become strong from the standpoint of both fermions and bosons. We note that the fluctuation effects are most conspicuous near the boundaries UϭU* and ϭ1 in the hatched area in Fig. 11 . The reduction of ͉D 0 ͉ and ͉Im⌺͉ becomes smaller when the system goes away from these boundaries. It is quite reasonable that the polaron state becomes stable when it is less affected by fluctuations away from the boundaries. This has been indicated by a mean-field study 29 and also by a Monte Carlo study of the single-fermion problem. 31, 32 Even though the magnitude of the fluctuation changes, it should be stressed that its role in the hatched area in Fig. 11 differs essentially from the perturbative regime described above.
The criteria UϾU* and Ͼ1 have been discussed for the formation of the small polaron in a system with a single fermion interacting with a boson field. 33, 34 In the singlefermion problem, the boson field is not affected by fermionboson coupling in the thermodynamic limit. There is no feedback to bosons from changes of the fermion state. In other words, the self-energy for bosons is always zero. The present study successfully describes such feedback effects in many-body fermion systems.
A subtle problem remains open concerning the boson softening in the dispersionless case. As shown in Fig. 9 , when 1 is zero, the effective frequency * becomes very small but remains finite for large values of U. We note that there are finite-temperature effects; * is more suppressed for lower temperatures. Unfortunately we cannot conclude from this study whether * goes to zero even when 1 ϭ0. In this dispersionless case, the boson density of states is a ␦ function at ϭ 0 , which is a special case since the shape of the boson density of states at the bottom is important, as mentioned in Sec. III A. For instance, a steplike singularity in the two-dimensional density of states might prevent the boson field from complete softening at finite temperatures. Although further studies are necessary of the properties of DMF equations for various types of density of states, we believe from the results in Figs. 11 and 12 that even when 1 ϭ0 the nonlinear suppression of * is relevant to strong fluctuations of bosons and that there are two important energy scales.
V. SUMMARY AND CONCLUDING REMARKS
We have investigated the effects of boson dispersion in a system of dynamical mean-field equations describing coupled fermion-boson systems. The analysis of the equations revealed that the boson dispersion plays a crucial role in a wide region of parameters. By introducing a parameter for the width of the dispersion in the model, we can control the fluctuations of the boson fields. To handle the boson fluctuations and the feedback effects, we have extended the dynamical mean-field theory to determine the Green's functions for both fermions and bosons in a self-consistent way. In the ordinary framework for the dispersionless case, the channel for the boson Green's function is frozen in the sense that the bare impurity Green's function is fixed and unrenormalized from the noninteracting one. The renormalization of the bare impurity Green's function for bosons is very important since the bare impurity Green's function is directly related to the effective interaction between fermions. The equations in extended dynamical mean-field theory are solved by using the quantum Monte Carlo technique.
The main result in models with dispersive bosons is that in the strong-coupling regime away from the antiadiabatic limit the fluctuations of the boson fields become relevant in accelerating the delocalization of fermions. The effective interaction between fermions is weakened as the width of the boson dispersion increases in this regime. This behavior is explicitly shown by our method, which fully includes the mutual feedback effects in many-body systems. The crossover to this nonperturbative regime is closely correlated with softening of the boson field. We have examined the phase diagram where this strong fluctuation occurs by tuning the coupling parameter and the width of the dispersion. The strong fluctuations that delocalize fermions become relevant when the bipolaron state is formed and multiboson processes become important. The bipolarons become stable when the effective interaction between fermions overcomes the fermion band energy. The multiboson regime is characterized by a coupling parameter larger than the boson energy. Thus the strong-fluctuation regime is the strongly correlated region for both fermions and bosons. As the coupling parameter increases, the boson fluctuations accompanied by the softening of the boson fields appear in a different way in the adiabatic and the antiadiabatic regimes. In the adiabatic regime, the fluctuations are mainly classical and are enhanced by the softening of the potential for the boson fields in the formation of the small polaron state. On the other hand, in the antiadiabatic regime, the bipolarons are formed in the singleboson regime, where the dynamical fluctuations are small and the effective boson frequency is finite. The boson fluctuations do not play a crucial role until the system enters the multiboson regime by complete softening of bosons.
The onset of the strong fluctuations occurs near the region where the boson degrees of freedom soften. In this paper we have studied the dynamical mean-field equations in the absence of any freezing of the boson degrees of freedom. These effects together with generalizations to states with different symmetries and other generalizations are currently under investigation.
Our results imply that the behavior of the boson fluctuations may depend on the specific form of the boson density of states. Different forms of the density of states should be tested in the present dynamical mean-field framework in a future study. In particular, we are interested in the twodimensional case with a steplike singularity at the edge, which might be free from complete softening at finite temperatures. Boson fluctuations in this case may lead to lightmass bipolaronic states, which would give some insights into the high temperature superconductivity in Cu oxide materials where fermions strongly couple with spin fluctuations. We plan to examine this two-dimensional case in a later publication.
The dynamical mean-field equations allow us to vary the width of the boson dispersion in the calculations. This reveals interesting properties in the strong-fluctuation regime.
Tuning of the electronic bandwidth has been the subject of a great deal of theoretical and experimental work. 35 Our work suggests the possible interest of varying the boson dispersion experimentally. This may be easier in systems where the bosons are spin fluctuations whose dispersion ͑determined by exchange interactions͒ can be controlled more easily than optical phonon dispersions. Another possibility may be the realization of the dynamical mean-field theory in a random model.
There are many materials that satisfy the above conditions for the strong-fluctuation regime. In many physical situations, the fermion bandwidth W is large or comparable to 0 , which makes it possible to access the strong-fluctuation regime by a relatively weak coupling. Our method provides a powerful theoretical tool for examining the physical properties in this regime. We can apply it to more realistic models including orbital degrees of freedom of electrons, different normal modes of phonons, or interactions between fermions. Such extensions are now under investigation.
