Introduction
Among the many interesting general problems in the calculus of variations is the following one. Suppose we have given the double integral 1= I I f(x,y,z,p,q)dxdy, J Jao where A0 is the area in the xy-plane over which the integral is taken (see Figure 1) , and where p ■ dz/dx, q = dz/dy, and suppose we also have given a fixed surface ip(x, y, z) =0 which is arbitrary. It is then required to find among all surfaces which are representable in the form z = z(x, y) and which have their edges on the fixed surface i £> = 0 that one which minimizes the double integral I.
In studying the problem just stated, one immediately finds need of the first and second variations of the integral /. Z In obtaining them, it is desirable to FlG-L assume that the sought surface z = z(x, y) has already been found and then to consider a one-parameter family of surfaces of the type z=z(x,y)+a£ (x,y) containing the surface z = z(x, y) for a = 0. We allow f to be an arbitrary function of x and y, but we take the value of the integral only on the portion of each surface of the family which is bounded by the fixed surface <p = Q (see Figure 1 ). When z in tbe integrand of the double integral / is replaced [April by z+af, / becomes a function of a and of course the limits of the integral also change. We may then write in place of the integral above 1(a) = J J f(x,y,z+aÇ,p+aÇz,q+atv)dxdy, where Aa is the area bounded by the projection on the xy-plane of the curve of intersection of the surface <p = 0 with that surface of the family z = z(x, y)+aÇ(x, y) whose parameter value is a. Proceeding in this manner and then differentiating 1(a) with respect to a and putting o = 0, we obtain the two derivatives I'(0), I"(0), which are of great service in studying the problem.
Heretofore, only the first derivative,* I'(0), has been discussed in detail for problems of this type for which the boundary of the surfaces z = z(x, y) over which the integral I is taken is allowed to vary arbitrarily on a fixed surface <p = 0. The expression for I'(0) presented in this paper seems to be the most satisfactory one that has been obtained, the results of other writers, Sarrus for example, being unsymmetric and very difficult to apply. No one, so far as is known to the author, has computed the second derivative I"(0) heretofore, apparently because of the very great complications which have arisen when the computation has been attempted. These difficulties have been described by Bolzaf and mention of them has also been made in the French Encyclopédie.!.
It is the purpose of this paper to compute symmetric, usable forms for I'(0) and I"(0), especially I"(0).
The author believes that those who study the method used here, which was suggested by Professor G. A. Bliss, will agree that it is a much better mode of attack than has been used heretofore. Furthermore, the reader will without doubt appreciate the relative simplicity and the perfect symmetry of the results if he compares them with those obtainable, let us say, by the method of Sarrus.
In §1 a theorem is proved concerning the differentiation of a double integral with respect to a parameter which occurs both in the integrand and in the limits of integration. In §2 the problem of the following sections is stated in a more precise form than is given above. In §3 the first derivative I'(0) is computed and from the new expression for it some results are deduced which have already been obtained by other methods. In §4, we compute I"(0).
It is found to be equal to a double integral with the same integrand as that which appears for the corresponding problem for which the limits are fixed, plus a Une integral which involves f2 but no other power or derivative of f. In §5, we state a new necessary condition for a minimum of the integral /. The formulation of the statement is in terms of a boundary value problem associated with the second variation I"(0).
In §6, finally, applications of two of our formulas are made to the case where z = z(x, y) is a surface of minimum area.
The author is pleased to acknowledge the assistance of Professor G. A. Bliss, who suggested the problem studied in this paper. It was through his careful direction and inspiration, for which the author is very thankful, that this paper was written.
1. The derivatives of a double integral with respect to a parameter. Let
Co be a simply closed curve with equations
where £, rj are defined for all real values of u, are of class C"* have t'2+t]'2 = 1, and have a period / equal to the length of C0. Introduce near C0 a m>-coordinate system determined by the equations
These equations define a unique pair of coordinates (u, v) for each point (x, y) near C0, since for each pair of values (x, y) on C0 they define a unique pair (u, v) = (u, 0) (Q = uf^l) and since along C0 the functional determinant \xv yv is different from zero.f Literal subscripts to functions, here as in all of this paper, indicate partial differentiation with respect to the letter written; and in the last formula p is the radius of curvature of C0. The «-curves are the parallel curves to C0 and the n-curves are the normals to C0, thus establishing near C0 a curvilinear coordinate system u, v with orientation opposite to that of x, y. Now consider a family of curves, one of which, Ca (see Figure 2 ) is given by the equations
is of class C'"W the interval *0=i xè *i if its nth derivative is continuous at every point of that interval. Figure 2 above). In the paragraphs below, vx is supposed to be as near zero as may be required in order that the curve Ci defined by the constant value vx shall lie in the neighborhood of C0 in which the Mü-coördinate system described above is well-defined.
Let g(x, y, a) be a function of x, y, a which is of class C" for all sets (x, y, a) having (x, y) in a neighborhood of the area A 0 bounded by C0, and having a sufficiently near o = 0. Let us define J(a) by the formula where A x is as defined above and A^4 is the area bounded by the curves Ci and Ca (see Figure 2 ). The derivative of the first integral of (4') has, as is well known, the value (5) I I ga(x,y,a)dxdy.
To find the derivative of the second integral in (4'), we first transform it to the MD-coordinate system by means of (1), remembering the value (2) of the functional determinant x"y" -xvyu, and obtain
The derivative of the last written integral is obtainable by the usual formula for the derivative of a simple integral containing a parameter. Since the parameter a occurs only in the upper limit of the inner integral and explicitly in g, we find for this derivative
where in the first integral the v, wherever it occurs, is the function v(u, a). Adding this result to the expression (5), we obtain
Jo or, after transforming the second integral to ry-coordinates again,
To calculate the value of the second derivative J"(a), we can in like manner find the derivative of the first term of (7) to be I I gaadx dy + I gaVa(l+v/p)du.
By the formula for differentiating a simple integral with respect to a parameter, the derivative of the last term of (7) is Therefore (8)
Putting a = 0 in (7) and (8), we obtain the desired results which are described in the following theorem. Although these derivatives (9) have been computed for a one-parameter family of curves of the special type (3), we can obtain from them analogous formulas for a more general family of the form (10) x = X(r,a), y=Y(r,a).
We suppose that (10) represents a one-parameter family of simply closed curves containing C0 for a = 0 and having t as length of arc on C0. The functions X, Y are of class C" for all values of (r, a) having t real and the values of a sufficiently near zero. They have a period T(a) for every a with T(0)=l, the length of C0 . Such a family is always representable in the form (3) above by solving the equations (11) k
for v and t as functions of u and a. According to the implicit function theorem referred to above, this can always be done since equations (11) have the particular set of solutions (v, t, u, a) = (0, u, u, 0) for 0 -u^l, on
Hence, according to the implicit function theorem referred to above, if J(a) is the value of J on the region Aa bounded by the curve C0, defined by (10), its derivatives J'(0) and J"(0) are given by (9), where va is obtained by differentiating equations (11) with respect to a and solving the resulting equations for v", t"; and where vaa is similarly obtained after a second differentiation and solution of the two resulting equations, which are linear in vaa and raa, for vaa. The derivatives are
From the two equations in the first line of (12) we obtain va and ra. Then using the value found for -", namely (9), we obtain the more general result desired, which we express in the Corollary.
The derivatives J'(0) and J"(0) of the double integral (4), taken over the region Aa, bounded by the curve Ca defined by the equations (10), have the values (14) where /'(0)= f f gadxdy + f g(XaYT-
2. Statement of the problem. Suppose we have given an arbitrary, fixed surface (15) ip(x,y,z) = 0, which is of class C" and has no singular points for all x, y, z that we wish to consider. Let the surface (16) z = z(x,y) be of class C" for all x, y, z under consideration, and consider that portion of it which is bounded by its intersection with the surface (15) as indicated in Figure 3 . Designate by C0' the common line of these surfaces and by C0 its projection on the xy-plane. Consider now the one-parameter family of surfaces (17) z = z (x, y) + af(x, y) , where f is an arbitrary function of x, y which is of class C" for all x, y sufficiently near those inside or on C0, and where a is a parameter, and where the portions of all surfaces of the family (17) to be considered are those which are bounded by the intersections of these surfaces with the fixed surface (15) . These intersections determine a one-parameter family of curves which include Co'for a = 0. The curve of this family with parameter a we call CJ; its equations are where A0 is the area bounded by the curve C0 (see Figure 3) , where p=zx, q=zv, and where/ is a function of class C" for all sets (x, y, z, p, q) sufficiently near those on that portion of the surface z = z(x, y) which is bounded by Co'. We observe that is the value of the integral (19) taken over the portion of the surface (17) which is bounded by its intersection with the surface ip(x, y, z)=0. Our problem is to obtain the first and second derivatives I'(0) and I"(0) of this integral in symmetric, usable forms. In doing so, we shall assume that f?¿0 on the surface z = z(x,y) along its intersection C0' with the surface <p = 0. This is a customary assumption for problems of the calculus of variations with variable limits, the reason for which will appear later.
3. The first variation.
We apply now to the integral ( The denominator of the right member of (26) (29)), and therefore <px+PiPz = iPv+q<Pz = 0, since (£', t)')?¿(0, 0). This would imply that p : q : -1 = -ipz/ipz : -<pv/<Pz '■ -1 and hence that the two surfaces z = z(x, y) and ip(x, y, z)=0 are tangent to each other. But with /^O, which we have supposed, this is impossible, as will be seen in §3.
Using (22) and (26) in (21), we now obtain the first derivative (27) /'(0) = ff (f. f+/p fx+/a fy)dx dy -f-
This result we express in the foUowing theorem:
Theorem 2. The first derivative I'(0) of the double integral 1(a) of equation (20), taken over the portion of the surface z = z(x,y)+a£(x,y) bounded by its intersection with the surface ip (x, y, z) =0, has the value given by (27).
In certain applications, it is desirable to change the form of (27) by performing an integration by parts on the double integral and then applying to the result Green's theorem for the plane. Thus we may write fvsx = r~ fpi ~i r~jp, f qiv=r~ Jqi~ir~fq', Since, along Co', <p[£, y, f(£, *?)]-0 in u, we can simplify the line integral of (28). Differentiating this identity, we obtain (29) (<P*+P<Pn)t'+(<P,+q<P,W = 0.
Hence from equations (25) and (29) Substitution from these formulas (30), (31) in the line integral of (28) (20), taken over the portion of the surface z = z(x, y)-\-aÇ(x, y) bounded by its intersection with the surface <p(x, y, z) =0, has the value given by (32).
In case z = z(x, y) is a minimizing surface for the integral /, I'(0) must vanish. But it is from this result (32) (33) must hold at every point of the portion of the surface z=z(x, y) inside Co', and the transversality condition (34) must hold at every point of the boundary Co', which is the line of intersection of the surfaces z=z(x, y) and <p(x, y, z) =0.
From the hypothesis made in §2 that /^0 along C0', it follows that the surface z = z(x, y) cannot be tangent to the surface ip(x, y, z)=0 at any point of their intersection C0'.
For the special case of the minimal surface, /= \l+p2+q2 and the transversaUty condition (34) reduces to PVx+qvv-ipz = 0, which shows that the surfaces z = z(x,y) and ip(x, y, z)=0 are orthogonal to each other.
The second variation.
To get I"(0), we apply to the integral (20), 1(a) = I I f(x,y, z+aÇ,p+aÇx,q+aÇv)dxdy, the result obtained in the second of equations (9) where, according to custom, r, s, t stand for the derivatives r = zxz, s=zzy, t=zvv, and where <pv?*0, as was explained just after equation (26). But on collecting the coefficients of £'2, t\'2, and £'77' in (37), we find for vaa the value
where
The introduction of pi, qu ru S\, ti, thus putting <p\ in the denominators of pi,qi,ri,Si,ti, seems to require that the surface <p(x, y, z)=0 shall be representable in the form z = Zi(x, y), but in the final form of the integrand of the line integral to be obtained, we shall see that this apparent requirement is not essential. The other three terms of L are fv2Jp and the two terms Tne terms of L may therefore be collected so as to give the sum Ex-\-E2, where
E2 = ^\f(p-pdï*+f(q-qi)ïv-(fpï*+f«tv)&l
A3
At first thought one might think that the expression £i+£2, copied from (42), is the simplest form obtainable for L. We next show that this is not the case. In fact, we shall eliminate from L the derivatives fx and f ", which occur only in £2-In £2 use f=fp(p -pi)+fq(q -Qi), an immediate consequence of the transversality condition (34). Then, upon multiplying out the products in £2 and re-collecting its terms suitably, we find (43) E2 = 2(fpt'+fqV') (r.f'+f-u'H, where we are to observe from (30) and (26) that
Fortunately, the factor ft£'+f»>?' of E2, in (43), occurs in the formula for va' found from the solution v(u, a) of ^ = 0 (see equation (23)). Indeed one readily finds that the equation defining va' is (44) í^'+íyV'=[(ri-r)-(h-t)Wri'va+(sí-s) (r,'2-Z'2)va-Va'A after neglecting a term which has £'£"-r-7?V'=0 as a factor. Using in (43) the value of ^x^' + tvv' which (44) gives, we obtain a second new form of Ei, namely,
The only part of E2 which involves fx and Ç" is va', which we eliminate presently. Let S = A(fp^'-\-fqr¡'), so that the last term of E2 in (45) (42)). By collecting the remaining terms of Ex and E, after using the values of £', rj', and va written just below equation (43), and after putting f=fP(p -pi)+fq(q -q-i) in Ex, and also after neglecting a term equal to the Euler expression (see equation (33) 
the meaning of the notations (fp)x, (fq)x, etc. being obvious from equations (41).
Two things are to be noted here. First, the only place where the curvature of the ^-surface appears in the line integral of (49) is in ^4i, which contains linearly the elements n, sh th and also p, q and pu qh which define the normals to the z-and .p-surfaces; while A2 involves the curvature of the z-surface, r, s, t appearing linearly, and the elements p, q and ph qu Secondly, if in A u A 2 we substitute for ph qu rh sh h their values given in equations (39), we observe that <p, does not occur in the denominator of either of the resulting expressions for ^4i and At, in (50). Hence we see that the apparent necessity of making the restriction that ipz^0 just after equations (39) was not essential.
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Theorem 4 may be regarded as an analogue of Hubert's statement of the Jacobi condition for the simplest problem of the calculus of variations in the plane.
The proof that the boundary value problem (55) has no solution except f = 0 is seen by observing that the line integral is 0 for every f that satisfies the second condition of (55) and that a f which satisfies both conditions of (55) gives the double integral in equation (53) Now if X<0, 7"(0)<0, since the double integral is positive, and hence the second variation = e2 I"(0) is negative.
Therefore the double integral I of equation (19) is not minimized. Since fPz =fqz = 0, in this case, P has the value which Ai+A2 assumes for the minimal surface. Hence we have the following corollary to Theorem 3.
Corollary.
For the case of the minimal surface, the integral I"(0) of equation (49) Since we also have special values Q, R (see equations (54)) in this case, we may state the following corollary to Theorem 4.
Corollary.
In order that the surface of minimum area shall minimize the double integral (19) it is necessary that for negative values of\ the boundary value problem d d , .
- University of Chicago, Chicago, III.
