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Abstract
We introduce a method to design a computation-
ally efficient G-invariant neural network that ap-
proximates functions invariant to the action of
a given permutation subgroup G ≤ Sn of the
symmetric group on input data. The key element
of the proposed network architecture is a new
G-invariant transformation module, which pro-
duces a G-invariant latent representation of the
input data. This latent representation is then pro-
cessed with a multi-layer perceptron in the net-
work. We prove the universality of the proposed
architecture, discuss its properties and highlight
its computational and memory efficiency. Theo-
retical considerations are supported by numerical
experiments involving different network configu-
rations, which demonstrate the effectiveness and
strong generalization properties of the proposed
method in comparison to other G-invariant neural
networks.
1. Introduction
The design of probabilistic models which reflect symmetries
existing in data is considered an important task following the
notable success of deep neural networks, such as convolu-
tional neural networks (CNNs) (Krizhevsky et al., 2012) and
PointNet (Qi et al., 2016). Using prior knowledge about the
data and expected properties of the model, such as permu-
tation invariance (Qi et al., 2016), one can propose models
that achieve superior performance. Similarly, translation
equivariance can be exploited for CNNs (Cohen & Welling,
2016a) to reduce their number of weights.
Nevertheless, researchers have been working on developing
a general approach which enables to design architectures
that are invariant and equivariant to the action of particular
groups G. Invariance and equivariance of learning models
to actions of various groups G are discussed in the literature
(Zaheer et al., 2017; Cohen et al., 2019; Ravanbakhsh et al.,
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Figure 1. An illustration of employment of the proposed G-
invariant neural network Γ for estimation of area of quadrangles.
No matter which vertex of a quadrangle [ABC D] is given first, if
the consecutive vertices are provided in the same order (e.g. for the
quadrangle [C DBA]), then the network Γ computes the same
area P1. However, the network Γ is not invariant to all permuta-
tions. For example, the shape of [AC BD] is hourglass-like, and
the order of its vertices is different from that of the other quad-
rangles. Therefore, the network Γ estimates a different area P2
(please see the examples in the yellow boxes).
2017). However, in this paper, we only consider invariance
to permutation groups G, which are the subgroups1 of the
symmetric group Sn of all permutations on a finite set of n
elements, as it covers many interesting applications.
An example of the employment of the proposed G-invariant
network for a set of quadrangles is illustrated in Figure 1.
The network Γ receives a matrix representation of the quad-
rangles (i.e. a vector of 4 points on a plane) and outputs
the areas covered by those quadrangles. One can spot that,
no matter which point will be given first, if the consecutive
vertexes are provided in the right order, the area of the figure
will remain the same. Such property can be described as
G-invariance, where G = (1234)2.
Recently, Maron et al. (2019b) proposed a G-invariant neu-
ral network architecture for some finite subgroups G ≤ Sn
and proved its universality. Unfortunately, their proposed
solution is intractable for larger inputs and groups, because
of the rapidly growing size of tensors and the number of
1A subset G ⊂ Sn is a subgroup of Sn if and only if it satis-
fies group properties. Please see the appendix A for the formal
definitions.
2G = (1234) denotes a group G generated by the permutation
(1234), in which the first element is replaced by the second, second
by the third and so on, till last element being replaced by first.
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operations needed for forward and backward passes in the
network.
The aim of this paper is to propose a method that enables us
to design a novel G-invariant architecture for a given finite
group G ≤ Sn, which is universal, able to generalize well
and tractable even for big groups. The paper is organized as
follows:
1. Related work is given in Section 2.
2. In Section 3.1, we introduce our G-invariant network
architecture, which consists of (i) a G-invariant transfor-
mation block composed of a G-equivariant network and
a Sum-Product Layer (SPL) denoted by ΣΠ which em-
ploys a superposition of product units (Durbin & Rumel-
hart, 1989), and (ii) a fully connected neural network.
3. In Section 3.2, we elucidate the invariance of the pro-
posed network to the actions of hierarchical subgroups.
For this purpose, we describe the cases when the pro-
posed G-invariant network can be also H-invariant for
G < H ≤ Sn.
4. In Section 3.3, we prove that any continuous G-invariant
function f : V → R, where V is a compact subset
of Rn×nin , for some n, nin > 0, can be approximated
using the proposed G-invariant network architecture.
5. In Section 3.4, we discuss in detail the computational effi-
ciency of the proposed method and relate that to the state-
of-the-art G-invariant architecture proposed by Maron
et al. (2019b).
6. In Section 4, we provide experimental analyses and nu-
merical evaluation of the proposed method and state-of-
the-art G-invariant neural networks on two benchmark
tasks: (i) G-invariant polynomial approximation and
(ii) convex quadrangle area estimation. Moreover, we
examine experimentally scalability, robustness and com-
putational efficiency of the models learned using the
proposed G-invariant networks.
7. In Section 5, we summarize the paper and provide a
detailed discussion.
2. Related Work
In order to make use of symmetry properties of data while
learning deep feature representations, various G-invariant
or G-equivariant neural networks have been proposed in
the last decade. In various tasks, learned network models
should reveal the invariance or equivariance to the whole
group Sn of all permutations on a finite set of n-elements.
Qi et al. (2016) applied a permutation invariant network for
point cloud processing, whereas Zaheer et al. (2017) applied
both invariant and equivariant networks on sets. A permuta-
tion equivariant model was used by Hartford et al. (2018) to
model interactions between two or more sets. For this pur-
pose, they proposed a method to achieve permutation equiv-
ariance by parameter sharing. (Lee et al., 2019) proposed an
approach to achieve invariance to all permutations of input
data utilizing an attention mechanism. Another popular use
case of Sn-invariance and equivariance properties are neu-
ral networks working on graphs, which were discussed in
Keriven & Peyre´ (2019) and Maron et al. (2019a). Although
the aforementioned papers present interesting approaches to
obtain invariance to all permutations, the approach proposed
in our paper allows to induce more general invariance to any
subgroup of the symmetric group Sn.
G-equivariant neural networks, where G is not a subgroup
of Sn, are considered by Cohen & Welling (2016b) and
Cohen et al. (2019). G-equivariant Convolutional Neural
Networks on homogeneous spaces were discussed by Cohen
et al. (2019), whereas Cohen & Welling (2016b) considered
modeling invariants to actions of the groups on images, such
as to image reflection and rotation.
Recent works have studied invariants to some specific finite
subgroups G of the symmetric group Sn, which is also con-
sidered in this paper. An approach exploiting the parameter
sharing for achieving the invariant and equivariant models
to such group actions was introduced by Ravanbakhsh et al.
(2017). Maron et al. (2019b) used a linear layer model to
compute a G-invariant and equivariant universal approxima-
tion function. However, their proposed solution requires the
use of high dimensional tensors, which can be intractable
for larger inputs and groups. In turn, Yarotsky (2018) con-
sidered provably universal architectures that are based on
polynomial layers, but he assumed that the generating set
of G-invariant polynomials is given, which is rather imprac-
tical. Moreover, there is also a simple approach to achieve
G-invariance of any function, which exploits averaging of
outputs of functions over a whole groupG (Derksen & Kem-
per, 2002), but it linearly increases the overall number of
computations with the size of the group.
The approach proposed in this paper builds on the work
of Yarotsky (2018) and provides a network architecture to
perform end-to-end tasks requiring G-invariance using a
tractable number of parameters and operations, utilizing
product units (Durbin & Rumelhart, 1989) with Reynolds
operator (Derksen & Kemper, 2002). While our approach
is not dedicated to image processing and computer vision
tasks, it can be used to construct G-invariant networks for
different types of structured data that do not necessarily
have temporal or sequential ordering (e.g. geometric shapes
and graphs). This makes the proposed architecture useful
in geometric deep learning (Bronstein et al., 2017), and in a
wide area of applications, from robotics to molecular biol-
ogy and chemistry, where it can be used e.g. for estimating
the potential energy surfaces of the molecule (Braams &
Bowman, 2009; Li et al., 2013).
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3. G-invariant Network
In this section, we introduce a novel G-invariant neural
network architecture, which exploits the theory of invari-
ant polynomials and the universality of neural networks to
achieve a flexible scheme for G-invariant transformation
of data for some known and finite group G ≤ Sn, where
Sn is a symmetric group and |G| = m. Next, we discuss
invariance of networks to actions of groups with a hierar-
chical structure, such as invariance to actions of groups H ,
where G < H ≤ Sn. Then, we prove the universality of the
proposed method and finally analyze its computational and
memory complexity.
3.1. G-invariant Network Architecture
We assume that an input x ∈ Rn×nin to the proposed
network is a tensor3 x = [x1 x2 . . . xn]T of n vectors
xi ∈ Rnin , i = 1, 2, . . . , n. The G-invariance property
of a function f : Rn×nin → R means that f satisfies
∀
x∈Rn×nin
∀
g∈G
f(g(x)) = f(x), (1)
where4 the action of the group element g on x is defined by
g(x) = {xσg(1), xσg(2), . . . , xσg(n)}, (2)
where xσg(i) ∈ Rnin and σg(i) represents the action of the
group element g on the specific index i. Similarly, a function
f : Rn×p → Rn×q has a G-equivariance property, if the
function f satisfies
∀
g∈G
∀
x∈Rn×p
g(f(x)) = f(g(x)). (3)
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Figure 2. An illustration of the proposed G-invariant neural net-
work. Input x is processed by the G-invariant transformation
(blue), which produces G-invariant representation of the input.
Then, the G-invariant representation is passed to the Multi Layer
Perceptron which produces the output vector Γ(x).
The proposed G-invariant neural network is illustrated in
Figure 2 and defined as function Γ : Rn×nin → Rnout of
the following form
Γ(x) = fout(ΣΠ(fin(x))), (4)
3We use matrix notation to denote tensors in this paper.
4 ∀
y∈Y
P (Y ) means that “predicate P (Y ) is true for all y ∈ Y ”.
where fin is a G-equivariant input transformation function,
ΣΠ is a function which, when combined with fin, comprises
G-invariant transformation and fout is an output transfor-
mation function. The general idea of the proposed architec-
ture is to define a G-invariant transformation, which uses
the sum of G-invariant polynomials (ΣΠ) of n variables,
which are the outputs of fin. This transformation produces
a G-invariant feature vector, which is processed by another
function fout that is approximated by the Multi-Layer Per-
ceptron.
First, let us define the G-equivariant input transformation
function fin : Rn×nin → Rn×n×nmid , where nmid is the
size of the feature vector. This function can be represented
as a vector Φ = [φ1 φ2 . . . φn] of neural networks, where
each function φi : Rnin → Rnmid is applied on all elements
of the set of input vectors {xi}ni=1, and transforms them to
the nmid dimensional vector. As a result, the operation of
the fin function can be formulated by
fin(x) =

Φ(x1)
Φ(x2)
...
Φ(xn)
 =
φ1(x1) . . . φn(x1)... . . . ...
φ1(xn) . . . φn(xn)
 . (5)
One can see that fin(x) is G-equivariant, since the action
of the vector Φ of functions is the same for each element of
the vector x, thus it transposes the rows of the matrix form
(5) according to g ∈ G, which is equivalent to transposing
the rows after the calculation of fin(x) by
fin(g(x)) =

Φ(xσg(1))
Φ(xσg(2))
...
Φ(xσg(n))
 = g


Φ(x1)
Φ(x2)
...
Φ(xn)

 = g(fin(x)).
(6)
Second, we define the function ΣΠ : Rn×n×nmid → Rnmid ,
which constructs G-invariant polynomials of outputs ob-
tained from fin, by
ΣΠ(x) =
∑
g∈G
n∏
j=1
xσg(j),j . (7)
To see the G-invariance of ΣΠ(fin(x)), we substitute x
from (7) with (5) to obtain
ΣΠ(fin(x)) =
∑
g∈G
n∏
j=1
φj(xσg(j)). (8)
Then, we can show that (8) is G-invariant by checking
whether (1) holds for any input x and any group element
g′ ∈ G as follows:
ΣΠ(g′(fin(x))) =
∑
g∈G
n∏
j=1
φj(xσg′ (σg(j)))
=
∑
g∈G
n∏
j=1
φj(xσg(j)) = ΣΠ(fin(x))
, (9)
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since any group element acting on the group leads to the
group itself. Last, we define the output function fout :
Rnmid → Rnout following the structure of a typical fully
connected neural network by
fout(x) =
N∑
i=1
ciσ
nmid∑
j=1
wijxj + hi
 , (10)
where N ∈ N+ is a parameter, σ is a non-polynomial acti-
vation function and ci, wij , hi ∈ R are coefficients.
3.2. Invariance to Actions of Hierarchical Subgroups
Note that, it is possible to obtain a function of the form Γ
that is not only G-invariant, but also H-invariant, for some
G < H ≤ Sn. Such a case is in general contradictory to
the intention of the network user, because it imposes more
constraints than imposed by the designer of the network. To
illustrate such a case, assume that
φi(x) = φ(x) for i ∈ {1, 2, . . . , n}, (11)
for an arbitrary function φ : Rnin → Rnmid . Then, the
action of the function ΣΠ(fin(x)) will be defined by
ΣΠ(fin(x)) =
∑
g∈G
n∏
j=1
φ(xσg(j)) = m
n∏
j=1
φ(xj), (12)
which is both G-invariant and Sn-invariant. So, it is clear
that there exists some identifications of the form
∀
E⊂P({0,1,...,n})
∀
e∈E
φe(x) = φE(x), (13)
where P(X) denotes the power set of the set X , and
φE : Rnin → Rnmid is a function, which leads to the
H-invariance for some G < H ≤ Sn.
However, we conjecture that, if the function fin is realized
by a randomly initialized neural network, then such identi-
fications are almost impossible to occur and the function Γ
will beG-invariant only. But, if we consider a case when the
data can reveal H-invariant models, then the proposed solu-
tion enables network models to learn identifications needed
to achieve also H-invariance. This property is desirable
since it at the same time retains the G-invariance and allows
for stronger invariants if learned from data.
3.3. The Universality of the Proposed G-Invariant
Network
Proposition 1. The network function (4), can approximate
any G-invariant function f : V → R, where V is a compact
subset of Rn×nin and G ≤ Sn is a finite group, as long as
number of features nmid at the output of input transforma-
tion network fin is greater than or equal to the size Ninv of
the generating set F of polynomial G-invariants.
Proof. In the proof, without the loss of generality, we con-
sider the case when nout = 1, as the approach can be
generalized for arbitrary nout. Moreover, we assume that
0 /∈ V (14)
to avoid the change of sign when approximating polynomi-
als of inputs, but it is not a limitation because any compact
set can be transformed to such a set by a bijective function.
To prove the Proposition 1, we need to employ two theo-
rems:
Theorem 1 (Yarotsky, 2018). Let σ : R → R be a con-
tinuous activation function that is not a polynomial. Let
V = Rd be a real finite dimensional vector space. Then,
any continuous map f : V → R can be approximated, in
the sense of uniform convergence on compact sets, by
fˆ(x1, x2, . . . , xd) =
N∑
i=1
ciσ
 d∑
j=1
wijxj + hi
 (15)
with a parameter N ∈ N+ and coefficients ci, wij , hi ∈ R.
The above version of the theorem comes from the work of
Yarotsky (2018), but it was proved by Pinkus (1999).
Theorem 2 (Yarotsky, 2018). Let σ : R→ R be a contin-
uous activation function that is not a polynomial, G be a
compact group, W be a finite-dimensional G-module and
f1, . . . , fNinv : W → R be a finite generating set of polyno-
mial invariants on W (existing by Hilberts theorem). Then,
any continuous invariant map f : W → R can be approxi-
mated by an invariant map fˆ : W → R of the form
fˆ(x) =
N∑
i=1
ciσ
Ninv∑
j=1
wijfj(x) + hi
 (16)
with a parameter N ∈ N+ and coefficients ci, wij , hi ∈ R.
The accuracy of the approximation (16) has been proven to
be 2 for some arbitrarily small positive constant . Note that
the function fout (10), is of the same form as the function
fˆ (16). Then, one can accurately imitate the behavior of fˆ
using fout, if the input to both functions are equivalent.
Lemma 1. For every element fi : V → R of the finite
generating set F = {fi}Ninvi=1 of polynomial G-invariants
on V , there exists an approximation of the form (8), linearly
dependent on , where G ≤ Sn is an m element subgroup
of the n element permutation group and  is an arbitrarily
small positive constant.
Proof. Any function fi ∈ F has the following form
fi(x) =
∑
g∈G
ψ(g(x)), (17)
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where
ψ(x) =
n∏
i=1
xbii , (18)
and bi are fixed exponents. Combining (17) and (18), we
obtain:
fi(x) =
∑
g∈G
n∏
i=1
xbiσg(i), (19)
which has a similar form as (8). This resemblance is not
accidental, but in fact, ΣΠ(fin(x)) can approximate nmid
functions belonging to the set F . Using Theorem 1 and the
fact that φi is a neural network satisfying (15), we observe
that φj(xi) can approximate any continuous function with 
precision. Thus, it can approximate xbii for some constant
parameter bi. It is possible to provide an upper bound on
the approximation error |fi(x)− ΣΠi(fin(x))| by
|fi(x)− ΣΠi(fin(x))| (19,8)=∣∣∣∣∣∣
∑
g∈G
n∏
i=1
xbiσg(i) −
∑
g∈G
n∏
j=1
φj(xσg(j))
∣∣∣∣∣∣ ≤
∑
g∈G
∣∣∣∣∣∣
n∏
i=1
xbiσg(i) −
n∏
j=1
φj(xσg(j))
∣∣∣∣∣∣ ≤
∑
g∈G
∣∣∣∣∣∣
n∏
i=1
xbiσg(i) −
n∏
j=1
(x
bj
σg(j)
− )
∣∣∣∣∣∣
(14)
≤ mn
, (20)
for some arbitrarily small positive constant . 
Assuming that the number of features nmid at the output of
input transformation network fin is greater than or equal to
the size of the generating set F , it is possible to estimate
each of fi(x) functions using (8).
The last step for completing the proof of the Proposition 1,
using Theorem 1, Theorem 2, and the proposed Lemma 1,
is to show that
|f(x)− Γ(x)| ≤ c, (21)
where c ∈ R is a constant.
Let us consider the error
|f(x)− Γ(x)| (4)=
∣∣∣f(x)− fˆ(x)∣∣∣+
+
∣∣∣fˆ(x)− fout(ΣΠ(fin(x)))∣∣∣ Thm.2=
2+
∣∣∣fˆ(x)− fout(ΣΠ(fin(x)))∣∣∣ =
fout(F(x))− fout(ΣΠ(fin(x)))| ≤
2+
∣∣∣fˆ(x)− fout(F(x))∣∣∣+
|fout(F(x))− fout(ΣΠ(fin(x)))|
Thm.1,(10)
≤
3+ |fout(F(x))− fout(ΣΠ(fin(x)))|
. (22)
Several transformations presented in (22) result in the for-
mula which is a sum of 3 and the absolute difference of
fout(F) and fout(ΣΠ(fin(x))). From (20), we have that
the difference of the arguments is bounded by mn. Con-
sider then a ball Bmn(x) with radius mn centered at x.
Since fout is a MLP (multi-layer perceptron), which is at
least locally Lipschitz continuous, we know that its output
for x′ ∈ Bmn(x) can change at most by kmn, where k is
a Lipschitz constant. From those facts, we can provide an
upper bound on the error (22) by
|f(x)− Γ(x)| =
3+ |fout(F(x))− fout(ΣΠ(fin(x)))| ≤
3+ kmn = (3 + kmn) = c
. (23)

3.4. Analysis of Computational and Memory
Complexity
Having proved that the proposed approach is universal we
elucidate its computational and memory complexity.
The tensor with the largest size is obtained at the output of
the fin function. The size of this tensor is equal to n2nmid,
where we assume that nmid ≥ Ninv and it is a design
parameter of the network. So, the memory complexity is
of the order n2nmid, which is polynomial. However, the
complexity of the method proposed by Maron et al. (2019b),
is of the order np, where n−22 ≤ p ≤ n(n−1)2 depending on
the group G.
In order to evaluate the function ΣΠ,m(n−1)nmid multipli-
cations are needed, wherem = |G| and nmid is a parameter,
but we should assure that nmid ≥ Ninv to ensure universal-
ity of the proposed method (see Section 3.3). It is visible,
that the growth of the number of computations is linear
with m. For smaller subgroups of Sn, such as Zn or D2n,
where m ∝ n, the number of the multiplications is of order
n2, which is a lot better than the number of multiplications
performed by the G-invariant neural networks proposed in
Maron et al. (2019b), which is of order np. However, for
big groups, where m approaches n!, the number of multi-
plications increases. Although the proposed approach can
work for all subgroups of Sn (m=n!), it suits the best for
smaller, yet not less important, groups such as cyclic groups
Zn, D2n, Sk (k < n) or their direct products.
Moreover, the proposed ΣΠ can be implemented efficiently
on GPUs using a parallel implementation of matrix multi-
plication and reduction operations in practice. Thereby, we
obtain almost similar running time for increasing nmid and
m in the experimental analyses given in the next section.
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4. Experimental Analyses
4.1. Definitions of Tasks
We evaluate the accuracy of the proposed method and ana-
lyze its invariance properties in the following two tasks.
4.1.1. G-INVARIANT POLYNOMIAL REGRESSION
The goal of this task is to train a model to approximate a G-
invariant polynomial. In the experiments, we consider vari-
ous polynomials: PZk , PSk , PD2k , PAk and PSk×Sl , which
are invariant to the cyclic group Zk, permutation group Sk,
dihedral groupD2k, alternating groupAk and direct product
of two permutation groups Sk×Sl, respectively. The formal
mathematical definitions of those polynomials are given in
the appendix ??. To examine generalization abilities of the
proposed G-invariant network architecture, the learning was
conducted using only 16 different random points in [0; 1]5,
whereas 480 and 4800 randomly generated points were used
for validation and testing, respectively.
4.1.2. ESTIMATION OF AREA OF CONVEX
QUADRANGLES
In this task, models are trained to estimate areas of con-
vex quadrangles. An input is a vector of 4 points lying in
R4×2, each described by its x and y coordinates. Note that
shifting the sequence of points does not affect the area of
the quadrangle (we assume that reversing the order does,
but such examples do not occur in the dataset, so it can be
neglected). The desired estimator is a simple example of
the G-invariant function, where G = Z4 = (1234). In the
experiments, both training and validation set contains 256
examples (randomly generated convex quadrangles with
their areas), while the test dataset contains 1024 examples.
Coordinates of points take values from [0; 2], whereas areas
take value from (0; 1]. More detailed information about
the proposed datasets can be found in the appendix ?? and
code5.
4.2. Compared Architectures and Models
All of the experiments presented below consider networks
of different architectures for which the number of weights
was fixed at a similar level for the given task, to obtain fair
comparison, The considered architectures are the following:
• FC G-avg: Fully connected neural network with
Reynolds operator (Derksen & Kemper, 2002),
• Conv1D G-avg: 1D convolutional neural network with
Reynolds operator,
• FC G-inv: G-invariant neural network (4) implement-
5https://github.com/Kicajowyfreestyle/
G-invariant
ing fin using a fully connected neural network,
• Conv1D G-inv: G-invariant neural network (4) imple-
menting fin using 1D Convolutional Neural Network,
• Maron: G-invariant network (Maron et al., 2019b).
All of those functions are used in both tasks and differ
between the tasks only in the number of neurons in some
layers. More detailed information about the aforementioned
architectures is included in the appendix C and code5.
Moreover, for all experiments, both running times and error
values are reported by calculating their mean and standard
deviation over 10 independent models using the same archi-
tecture, chosen by minimal validation error during training,
to reduce impact of initialization of weights.
4.3. Results for Z5-invariant Polynomial Regression
In the task of Z5-invariant polynomial regression, the train-
ing lasts for 2500 epochs, after which only slight changes
in the accuracy of the models were reported. We measure
accuracy of the models using mean absolute error (MAE)
defined by Sammut & Webb (2010). The accuracy of the
examined models is given in Table 12.
We observe that our proposed Conv1D G-inv outperforms
all of the other architectures on both datasets. Both Maron
and FC G-inv obtain worse MAE, but they significantly
outperform the Conv1D G-avg and FC G-avg. Moreover,
those architectures obtain large standard deviations for the
training dataset, because sometimes they converge to differ-
ent error values. In contrast, the performance of the G-inv
based models and the Maron model is relatively stable under
different weight initialization.
While the results are similar for our proposed architecture
and the approach introduced in Maron et al. (2019b), the
number of computations needed to train and evaluate the
Maron model is significantly larger compared to our G-
invariant network. The inference time for both networks
differs notably, and equals 2.3± 0.4ms for Conv1D G-inv
and 21.4± 1.5ms for Maron, where the evaluation of those
times was performed on 300 inferences with batch size set
to 16 using an Nvidia GeForce GTX1660Ti.
4.4. Results for Estimation of Areas of Convex
Quadrangles
In the task of estimating areas of convex quadrangles, each
model was trained for 300 epochs and the accuracy of the
models on training, validation and test sets are reported
in Table 2. The results show that the model utilizing the
approach presented in this paper obtains the best perfor-
mance on all three datasets. Furthermore, it generalizes
much better to the validation and test dataset than any other
tested approach. However, one has to admit that the dif-
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Table 1. Mean absolute errors (MAEs) [10−2] of several G-invariant models for the task of G-invariant polynomial regression.
NETWORK TRAIN VALIDATION TEST #WEIGHTS [103]
FC G-AVG 15.15 ± 5.49 16.48 ± 0.73 16.89 ± 0.76 24.0
G-INV (OURS) 2.65 ± 0.91 7.32 ± 0.55 7.46 ± 0.56 24.0
CONV1D G-AVG 8.98 ± 6.39 11.43 ± 4.29 11.78 ± 4.79 24.0
CONV1D G-INV (OURS) 0.87 ± 0.12 2.57 ± 0.37 2.6 ± 0.4 24.0
MARON 2.41 ± 0.82 5.74 ± 1.19 5.93 ± 1.18 24.2
Table 2. Mean absolute errors (MAEs) [10−3unit2] of several G-invariant models for the task of convex quadrangle area estimation.
NETWORK TRAIN VALIDATION TEST #WEIGHTS
FC G-AVG 7.0 ± 0.6 9.6 ± 1.0 9.4 ± 0.9 1765
G-INV (OURS) 7.4 ± 0.4 8.0 ± 0.3 8.3 ± 0.5 1785
CONV1D G-AVG 16.9 ± 7.7 16.8 ± 5.3 18.5 ± 6.8 1667
CONV1D G-INV (OURS) 6.0 ± 0.3 7.3 ± 0.3 7.5 ± 0.5 1673
MARON 13.9 ± 0.9 22.3 ± 1.2 23.4 ± 1.3 1802
ferences between G-inv models and fully connected neural
network exploiting Reynolds operator (FC G-avg) are rela-
tively small for all three datasets. We observe that, besides
the proposed G-invariant architecture, the only approach
which was able to reach a low level of MAE in the poly-
nomial approximation task (Maron) is unable to accurately
estimate the area of the convex quadrangle, which is a bit
more abstract task, possibly not easily translatable to some
G-invariant polynomial regression.
4.5. Analysis of the Effect of the Group Size on the
Performance
The goal of this experiment is to asses how the performance
of the FC G-inv model changes with increasing size of a
given group. To evaluate that, an approximation of several
G-invariant polynomials was realized (in the same setup as
forZ5-invariant polynomial regression, see Section 4.3). We
measure accuracy of models using mean absolute percentage
error (MAPE) defined by Myttenaere et al. (2015).
The results on the test dataset are reported in Table 3. The
results show that while the upper bound of approximation
error grows with the size of the group m, the error in the
experiment exposes more complicated behavior. We observe
that also the polynomial form affects the performance. For
example, PA4 seems to be relatively easy to approximate
using the proposed neural network. However, if we neglect
PA4 , the MAPE increases with them, but slower than linear.
The evaluation times of the neural networks are independent
from the group size, due to the ease of parallelization of
the most expensive operation ΣΠ, in which the number of
multiplications grows linearly with m.
Table 3. Mean absolute percentage errors (MAPEs) [%] and infer-
ence times [ms] for the task of G-invariant polynomial approxima-
tion using FC G-inv model, for a few groups of different sizes.
|G| TRAIN TEST TIME
PZ5 5 3.2 ± 0.8 12.8 ± 4.6 2.3 ± 0.4
PD8 8 3.9 ± 1.7 10.4 ± 2.8 2.2 ± 0.2
PA4 12 2.5 ± 0.7 4.7 ± 1.1 2.3 ± 0.3
PS4 24 5.6 ± 2.7 14.9 ± 5.9 2.4 ± 0.4
4.6. Analysis of the Effect of the Latent Space Size on
the Performance
In this experiment, we evaluate how the size of the G-
invariant latent space nmid affects the MAE and inference
time of both FC G-inv and Conv1D G-inv architectures.
Those architectures were tested on the task of convex quad-
rangle area estimation for nmid ∈ {1, 2, 8, 32, 128}, with-
out changing the remaining parts of the networks.
Results given in Table 4 show that even low-dimensional
G-invariant latent representation enables the network to esti-
mate the area in the considered tasks. While the accuracy of
the Conv1DG-inv is almost the same regardless of the latent
space size, the accuracy of FC G-inv improves significantly
for nmid growing from 1 to 8. Another interesting observa-
tion is that the inference time is independent of nmid, which
is achieved by using parallel computations on GPUs.
Table 4. Mean absolute errors (MAEs) [10−3] and inference time
[ms] on the test dataset for the task of convex quadrangle area
estimation for different values of nmid.
CONV1D G-INV FC G-INV
nmid MAE TIME MAE TIME
1 7.6 ± 0.3 2.9 ± 0.1 32.5 ± 0.7 3.0 ± 0.3
2 7.5 ± 0.5 2.9 ± 0.1 10.1 ± 3.7 3.0 ± 0.2
8 7.5 ± 0.4 2.9 ± 0.2 8.5 ± 0.3 2.9 ± 0.2
32 7.3 ± 0.3 3.1 ± 0.7 8.1 ± 0.3 3.0 ± 0.1
128 7.4 ± 0.3 2.9 ± 0.1 8.2 ± 0.4 3.4 ± 0.5
A Computationally Efficient Neural Network Invariant to the Action of Symmetry Subgroups
0 200 400 600 800 1000
Number of epochs
0.00
0.02
0.04
0.06
0.08
0.10
M
AP
E
3 TRAIN
3 VAL
S3 TRAIN
S3 VAL
S3 × S2 TRAIN
S3 × S2 VAL
Figure 3. Learning curves of FC S3-inv approximating S3×S2, S3
and Z3 invariant polynomials. Even for the group S3 × S2 > S3,
S3-invariant network is able to reach the same mean absolute
percentage error (MAPE) as for S3, for which the network was
designed. However, it is unable to reach similar performance for
Z3- invariant polynomial, because S3-invariant network cannot
differentiate between some permutations, which are not in Z3.
4.7. Robustness to Inaccurate Network Design
We analyze performance of the FC S3-inv network
for G-invariant polynomial approximation, where G ∈
{Z3, S3, S3×S2} and Z3 ≤ S3 ≤ S3×S2 ≤ S5. The goal
of the experiment is to assess the robustness of the proposed
architecture to inaccurate network design, and validate the
claims proposed in Section 3.2, namely that the proposed
G-invariant network is able to adjust to become approxi-
mately H-invariant, if the data expose the H-invariance, for
G < H ≤ Sn.
Figure 3 shows training and validation mean absolute per-
centage error (MAPE) computed during training of the
same S3-invariant model for learning to approximate Z3,
S3, S3 × S2-invariant polynomials. The learning curves
show that the proposed architecture is able to achieve the
same level of accuracy when the approximated polynomial
is S3 or S3 × S2-invariant. However, it is unable to reach
that level for the Z3-invariant polynomial. The results con-
firm our claim that models, which are invariant to actions
of an over-group H , can be learned from data using the pro-
posed G-invariant network. Moreover, one can see that the
G-invariant network is unable to adjust to the E-invariant
data, where E < G, because it is unable to differentiate
between data permuted with the element g ∈ G ∧ g /∈ E.
5. Discussion and Conclusion
In this paper, we have proposed a novel G-invariant neural
network architecture that uses two standard neural networks,
connected with the proposed Sum-Product Layer denoted
by ΣΠ. We have shown that the proposed architecture is a
universal approximator as long as the number of features
nmid at the output of input transformation network fin is
greater than or equal to the size of the generating set F of
polynomial G-invariants. Moreover, we analyzed the cases
where the proposed network can obtain H-invariance prop-
erties for hierarchical groups G < H ≤ Sn. We conjecture
that it is challenging to obtain a H-invariant model using a
randomly initialized G-invariant network unless the train-
ing data reveal H-invariance property. The ability of the
G-invariant network to learn the H-invariance from data
was experimentally verified in Section 3.2.
We have also analyzed the computational efficiency of the
proposed G-invariant neural network and compared it with
the state-of-the-art G-invariant neural network architecture,
which was proven to be universal. Analysis of the pro-
posed network led us to the memory complexity of order
n2nmid and computational complexity of order mnnmid.
Those polynomial dependencies suggest that the proposed
approach is efficient and tractable, but it needs to be empha-
sized that the computational complexity can be cumbersome
to handle for big groups such as Sn or An, where m ∝ n!.
To support those considerations, inference times were re-
ported for both tasks (see Table 3 and Table 4). Interestingly,
those running times are independent of nmid and m due to
the parallelization of the ΣΠ function.
Finally, we have conducted several experiments to explore
various properties of the proposed G-invariant architecture
in comparison with the other G-invariant architectures pro-
posed in the literature. For this purpose, we used two tasks;
(i) convex quadrangle area estimation and (ii) G-invariant
polynomial regression. The results demonstrate that the
proposed G-invariant neural network outperforms all other
approaches in both tasks, no matter if it utilizes fully con-
nected or convolutional layers. However, the Maron (Maron
et al., 2019b) outperformed the G-inv neural network en-
dowed with fully connected layers for polynomial regres-
sion. Note that, inference time of the Maron is an order of
magnitude higher than that of the proposed method. It is
also worth noting that employing convolutional layers for
feature extraction in lower layers improves the accuracy of
the whole architecture, probably by exploiting the intrinsic
structure of the input data, such as neighborhood relations.
Furthermore, we analyzed the change of accuracy of the
learned models depending on the latent vector size nmid.
The results pointed out that the proposed tasks can be solved
using models with small G-invariant latent vectors, and that
their inference time is nearly independent of the vector size,
due to the easily parallelizable structure of the proposed
G-invariant network.
We believe that the proposed G-invariant neural networks
can be employed by researchers to learn group invariant
models efficiently in various applications in machine learn-
ing, computer vision and robotics. In future work, we plan
to apply the proposed networks for various tasks in robot
learning, such as for path planning by vector map processing
using the geometric structure of data.
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A. Mathematical definitions
A group is a non-empty set G with the binary operator
◦ : G×G→ G called product, such that
1. a, b ∈ G =⇒ a ◦ b ∈ G (closed under product),
2. a, b, c ∈ G =⇒ (a ◦ b) ◦ c = a ◦ (b ◦ c) (associative),
3. ∃
e∈G
∀
a∈G
a◦e = e◦a = a (existence of identity element),
4. ∀
a∈G
∃
a−1∈G
a ◦ a−1 = a−1 ◦ a = e (existence of inverse
element).
A subgroup of the group G is a non-empty subset S ⊂ G,
which together with the product ◦, associated with the group
G, forms a group.
A permutation group is a group whose elements are per-
mutations.
B. Parameters Used in the Experiments
All experiments reported in the paper were performed using
Nvidia GeForce GTX-1660 Ti with a learning rate equal to
10−3 and regularization parameter of the `2 regularization
was set to 10−5.
C. Architectures Considered in the
Experiments
In this section, we describe all neural network based models
that were used in the experiments for comparative analysis
of architectures. It is worth noting that each of these neural
networks uses the tanh activation function in its hidden
layers, except the output layers and layers right before theG-
invariant latent representation, which do not use activation
functions.
FCG-avg is an abbreviation of a fully connected neural net-
work aggregated by the group averaging or more specifically
Reynolds operator defined by
fR(x) =
1
|G|
∑
g∈G
f (g(x)) , (24)
where G is a finite group and |G| denotes the size of the
group (number of its elements). Hyperparameters of archi-
tectures of the networks used in experiments described in
Section 4.3 and 4.4 of the main paper are given in Table 5.
For both architectures, an output of a network is an average
of forward passes for all g ∈ G acting on the input of the
network, according to (24).
Conv1D G-avg is an abbreviation of a composition of a
1D convolutional neural network with a fully connected
neural network and the group averaging defined in (24).
Table 5. Hyperparameters (FC number of kernels) of the archi-
tectures of the FC G-avg networks used in both the Z5-invariant
polynomial approximation and the convex quadrangle area esti-
mation experiments described in Section 4.3 and 4.4 of the main
paper.
POLYNOMIAL APPROXIMATION AREA ESTIMATION
FC 89 FLATTEN
FC 192 FC 64
FC 32 FC 18
FC 1 FC 1
It uses 1D convolutions to preprocess the input exploiting
the knowledge about the group G, namely, it performs the
cyclic convolution on the graph imposed by the group G –
each kernel acts on a triplet of the selected vertex and its
two neighbors in terms of group operation. Architectures of
the networks used in experiments described in Section 4.3
and 4.4 of the paper are given in Table 6. Similar to the FC
G-avg, the output of a network is an average of the forward
passes for all g ∈ G acting on the input, according to (24).
For the sake of implementation, the first and last elements
of the input sequence are concatenated with the original
input at the end and beginning respectively, in order to use a
typical implementation of convolutional neural networks (as
they normally do not perform cyclic convolution). For ex-
ample, if the original input sequence looks like [ABC D],
then the network is supplied with sequence [DABC DA].
FC G-inv is an abbreviation of the G-invariant neural net-
work equipped with a fully connected neural network imple-
menting an fin function proposed in the main paper. The
general scheme of the G-invariant fully connected network
architecture is described in Table 7. Values of n, nin and
nmid differ between experiments and are listed in Table 8.
Conv1D G-inv is an abbreviation of the G-invariant neural
network equipped with a 1D convolutional neural network
implementing an fin function proposed in our paper. The
general scheme of theG-invariant network architecture with
a convolutional feature extractor is described in Table 9.
Values of n, nin and nmid differ between experiments and
are the same as for the FC G-inv model (listed in Table 8),
except the nmid used in the experiment given in Section 4.3,
where nmid = 118.
Maron is an abbreviation of the G-invariant neural network
architecture which is proved by Maron et al. (2019b) to be
a universal approximator. In this case, one has to provide
Ninv elements of the generating set of G-invariant polyno-
mials, whose degree is at most |G| (by the Noether theorem
(Kraft & Procesi, 1996)), which was obtained by applying
the Reynolds operator (see (24)) to all possible polynomials
in Rn×nin with degree up to |G| to the fully connected neu-
ral network.
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Table 6. Hyperparameters of architectures of the Conv1D G-avg networks used in both Z5-invariant polynomial approximation and
convex quadrangle area estimation experiments described in Section 4.3 and 4.4 of the main paper.
POLYNOMIAL APPROXIMATION AREA ESTIMATION
CONV1D LAYER: 32 KERNELS OF SIZE 3X1 CONV1D LAYER: 32 KERNELS OF SIZE 3X1
CONV1D LAYER: 118 KERNELS OF SIZE 1X1 CONV1D LAYER: 2 KERNELS OF SIZE 1X1
FLATTEN LAYER FLATTEN LAYER
FC LAYER: 32 OUTPUT CHANNELS FC LAYER: 32 OUTPUT CHANNELS
FC LAYER: 1 OUTPUT CHANNEL FC LAYER: 1 OUTPUT CHANNEL
Table 7. Hyperparameters of the FC G-inv architecture proposed
in the main paper.
LAYER OUTPUT SIZE
INPUT n× nin
FC n× 16
FC n× 64
FC n× nnmid
RESHAPE n× n× nmid
ΣΠ nmid
FC 32
FC 1
Table 8. Values of n, nin and nmid used for different experiments.
EXPERIMENT (SECTION) n nin nmid
4.3 5 1 64
4.4 4 2 2
4.5 5 1 2
4.6 4 2 {1, 2, 8, 32, 128}
4.7 5 1 8
Table 9. Hyperparameters of the Conv1D G-inv architecture pro-
posed in the main paper.
LAYER OUTPUT SIZE
INPUT (n+ 2)× nin
CONV1D 3X1 n× 32
CONV1D 3X1 n× nnmid
RESHAPE n× n× nmid
ΣΠ nmid
FC 32
FC 32
FC 1
It is worth to note that according to Maron et al. (2019b), a
multiplication used to form the polynomials is approximated
by a neural network, whose architecture is presented in Ta-
ble 10. A multi-layer perceptron (MLP) whose architecture
is presented in Table 11, was applied on these polynomials.
D. Datasets
D.1. Convex Quadrangle Area Estimation
The dataset used in the task of convex quadrangle area
estimation consists of a number of quadrangles with the
associated area value. Each of these quadrangles is de-
fined by 8 numbers, while the associated area is the label
for supervised learning. Data generation procedure for the
quadrangles consists of the following steps:
1. draw the value of the center of the quadrangle accord-
ing to the uniform distribution,
2. generate n angles, in the range [0, 2pin ],
3. add 2kpin to the k-th angle, for k ∈ {0, 1, . . . , n− 1},
4. draw uniformly the radius r,
5. draw uniformly n disturbances and add these values to
the radius,
6. generate the x, y coordinates of vertices using gener-
ated angles and radii.
7. take an absolute value of those coordinates (we want
to have the coordinates positive),
8. repeat steps 1–7 until obtained quadrangle is convex,
9. calculate the area of the obtained quadrangle using the
Monte Carlo method.
Each of the training set and the validation set contains 256
examples, and 1024 examples were used in the test dataset.
D.2. G-invariant Polynomial Approximation
The dataset used in the tasks of G-invariant polynomial
approximation consists of the input which is randomly gen-
erated and expected output, which is simply calculated using
formulas listed in Table 12. The generation procedure of the
input draws samples from a uniform distribution between
0 and 1. For the experiments given in Section 4.3 and 4.4,
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Table 10. Hyperparameters of the multiplication network used in the Maron architecture proposed by Maron et al. (2019b).
POLYNOMIAL APPROXIMATION AREA ESTIMATION
FC LAYER: 64 OUTPUT CHANNELS FC LAYER: 32 OUTPUT CHANNELS
FC LAYER: 32 OUTPUT CHANNELS FC LAYER: 1 OUTPUT CHANNEL
FC LAYER: 1 OUTPUT CHANNEL
Table 11. Hyperparameters of the MLP network used in the Maron architecture proposed by Maron et al. (2019b).
POLYNOMIAL APPROXIMATION AREA ESTIMATION
FC LAYER: 48 OUTPUT CHANNELS FC LAYER: 40 OUTPUT CHANNELS
FC LAYER: 192 OUTPUT CHANNELS FC LAYER: 1 OUTPUT CHANNEL
FC LAYER: 32 OUTPUT CHANNELS
FC LAYER: 1 OUTPUT CHANNEL
Table 12. Exact formulas of the polynomials used in experiments given in Section 4.3, 4.5 and 4.7 in the main paper.
INVARIANCE POLYNOMIAL
Z5 PZ5(x) = x1x22 + x2x23 + x3x24 + x4x25 + x5x21
Z3 PZ3(x) = x1x22 + x2x23 + x3x21 + 2x4 + x5
S3 PS3(x) = x1x2x3 + 2x4 + x5
S3 × S2 PS3×S2(x) = x1x2x3 + x4 + x5
D8 PD8 = x1x
2
2 + x2x
2
3 + x3x
2
4 + x4x
2
1 + x2x
2
1 + x3x
2
2 + x4x
2
3 + x1x
2
4 + x5
A4 PA4 = x1x2 + x3x4 + x1x3 + x2x4 + x1x4 + x2x3 + x1x2x3 + x1x2x4 + x1x3x4 + x2x3x4 + x5
S4 PS4 = x1x2x3x4 + x5
the number of samples used for training, validation and test
set is 16, 480 and 4800 respectively. Only in the exper-
iment given in Section 4.7, the number of samples in the
training dataset was increased to 160, as the aim of the exper-
iment was not analyzing the generalization properties, but
analyzing the ability to adjust the weights to capture other
invariances. To train and test models using datasets with
similar statistical properties, the seed for the data generation
was set to 444.
