Abstract
Introduction
Coal gangue Interface detection (CGID) is an unresolved problem in top-coal caving on fully mechanized mining face. The working procedure of top-coal caving is controlled by electro hydraulic system automatically, which determines recovery ratio of top-coal and the percentage of gangue content. To improve the coal recovery ratio, lots of works have been done on CGID. By measuring the decay intensity of natural Gamma ray to estimate thickness of coal seam, it can be used for detection of coal gangue interface, but it is required that roof and floor of surrounding rock must contain natural radioactive elements [1] [2] . Because of the difference between coal and gangue on mechanical properties, it has been applied to detect coal gangue interface based on the responses of coal shearer's cutting force [3] [4] . Using infrared ray and acoustic signal to detect coal gangue interface is also explored [5] [6] . However, these methods mentioned above have remained rarely practical application.
In this paper a new CGID method by analyzing vibration signal of coal and gangue is presented. Some significant features can be extracted by analyzing the vibration signal of coal and gangue. But the acquired vibration signal is non-linear and non-stationary, hence, it is a very difficult problem to extract the features contained in time series. Hilbert-Huang Transform is a promising signal processing technique coping with non-linear and non-stationary time series recently [7] [8] [9] [10] . This technique can decompose any time varying signal into its fundamental intrinsic oscillatory modes with the so-called empirical mode decomposition (EMD). It has been used to process signals for many kinds of fields, such as biological signals, speech signals, fault diagnosis and so on. So we introduce the HHT as feature extraction of vibration signal of coal and gangue.
Pattern classification method is another key point for CGID. Conventional statistical pattern recognition methods and artificial neural network (ANN) classifiers are studied under the condition that the sufficient samples are available, which is not always possible in practice. Support Vector Machine (SVM) is a very effective method based on structural risk minimization principles [11] . It is of specialties for a smaller sample number have better generalization than ANN. Meantime, SVM can solve the learning problem of a smaller number of samples. Recently, SVM has been found to be remarkably effective in many applications [12] [13] [14] [15] [16] [17] .
Hilbert-Huang transform is applied to feature extraction for vibration signal of coal and gangue in this paper. These extracted features are served as inputs of SVM classifier to detect CGID. This paper is organized as follows: In the next section, we introduce the basic principle of CGID experimental system. Section 3 and section 4 review the Hilbert-Huang transform technique and SVM theory briefly. Section 5 mainly discusses the feature extraction algorithm with Hilbert-Huang transform from original vibration signal and the experimental results are also presented. Then SVM is implemented to train and testify samples and the results are reported. Finally the conclusion is drawn in the last section.
Basic principles of CGID experimental system
CGID experimental system is composed of vibration acceleration sensor and portable acquisition terminal. The acceleration sensors are installed on the hydraulic support and acquire vibration signal of steel plate when coal and gangue fall down and impact with tail boom, as shown in Fig.1 . The sampling time, amplitude and sampling frequency are stored in portable acquisition terminal. At least two sensors as a sensor array connect with CGID system for multi-channel acquisition. During the coal caving, if the content of gangue exceeds certain proportion, CGID system will send instruction to electro hydraulic system [18] . In the experiment, the type of low-position top caving support is ZZP4800-17/33 and the length of working face is about 200m.
Review of Hilbert-Huang transform
Hilbert-Huang transform (HHT) is a non-linear and non-stationary signal analysis technology which is proposed by Norden E. Huang from NASA. HHT can decompose any time varying signal into its fundamental intrinsic modes with EMD. Applying the Hilbert transformation to any of these disintegrated intrinsic mode functions (IMF) subsequently provides the Hilbert spectrum with significant time-frequency distribution.
HHT utilizes intrinsic mode function with time locality to obtain instantaneous frequency with practical physical meaning. It is assumed that original signal contains a number of IMF component, which must satisfy two conditions:
1) In the whole data set, the number of extreme and the number of zero crossing must either equal or differ at most by one.
2) At any point, the mean value of the envelope defined by the local maxima and the envelope defined by the local minima is zero.
The EMD technique can decompose the non-stationary original signal into a finite and the sum of the IMF components which satisfy the two conditions above. So the original time series signal X(t) can be expressed as the sum of the IMF components and the residue
where C i (t) are the IMF components, and R n (t) is the residue, which can be either mean trend or a constant. HHT satisfies the requirements of locality for non-stationary vibration signal analysis. EMD acts as an adaptive data-driven filter bank which makes it possible to dynamically extract the signal feature from disturbance according to their different physical characteristics. EMD is more efficient than the conventional frequency-domain filtering for noise rejection.
The vibration signal of top coal and gangue is usually non-linear and non-stationary, so it is a very difficult problem to extract significant features under complex mine environment. Original vibration signal has been decomposed into a small number of IMFs after EMD. Then we extract the IMFs which contains mostly the different information of coal and gangue, and discard those are mainly clutter and noise. Thus the signal to disturbance ratio can be greatly improved. And the signal of interest can be clearly displayed in the time frequency domain.
Review of SVM
SVM is a new generation learning system enabling nonlinear mapping of an n-dimensional input space into a high-dimensional feature space. The SVM can train nonlinear models based on the structural risk minimization principle that seeks to minimize an upper bound of the generalization error rather than minimize the empirical error as implemented in other neural networks.
SVM creates a line or a hyper-plane between two sets of data for classification. Supposed that there is a given training sample set (
The classification boundary can be described as follows
where w is a weight vector and b is a bias. So the following decision function can be used to classify any data set in two classes
The optimal hyper plane separating the data can be obtained as a solution to the following constrained optimization problem 
Thus the decision function can be obtained as follows 
If the linear boundary in the input spaces is not enough to separate into two classes properly, it is possible to create a hyper plane that allows linear separation in the higher dimension. It can be achieved by using a transformation ( ) x  that mapping the input data from input space to feature space. Defined a kernel function as follows,
which is introduced to perform the transformation, so the basic form of SVM can be rewritten as
When the training data are not linearly separable in feature space, the optimization problem cannot be solved, since no feasible solution will exist. To allow for the possibility of samples violating constrains, slack variables are introduced. A classier which generalizes well is then found by controlling both the classier capacity and the number of training error.
Experimental results and discussion
To testify the validity of the proposed method, the HHT technique is applied to analysis of vibration signal of coal and gangue. We choose two different vibration signals of top coal and coal mixed with gangue, with sampling frequency at 8000 Hz and sampling time in 1s. At first, EMD is performed to decompose these two original signals S into 11 IMFs, as shown in Fig. 2 and Fig. 3 . The last component is the residue Res. The results proved EMD to be a sifting process which picks out the highest frequencies of the signal. Obviously, C 1 , C 2 , C 3 and C 4 have much higher frequencies than other components. Components from C 8 to the residue oscillate so slowly that they may only contain very small frequencies.
Time/s Figure. 2 EMD results of vibration signal for top coal falling down 
Feature extraction based on IMF energy
Because of orthogonality of EMD, the sum of energy for IMFs is equal to total energy of original energy. The IMFs contain different frequency components and denote stationary signal under the special characteristic scale. So the energy of IMFs can reflect the change for vibration signal of coal and gangue. The feature extraction algorithm based on energy of IMFs can be described as follows 1) At first EMD is applied to decompose original vibration signal into IMFs, and select the first seven IMFs to further analysis because the difference of coal and gangue is concentrated in high frequency band.
2) Calculate the energy E i of each IMF as follows 2 ( ) , 1, 2,...,
3) Construct and normalize the feature vector S as follows
According to the above algorithm, we extract the feature vector of IMFs in Fig. 2 and Fig. 3 . As shown in Tab. 1, the energy of C 2 , C 3 and C 4 is higher than others. The energy change trend reflects the different of every state. So the feature vector can be used as inputs of classifiers to detect coal gangue interface.
Time/s Figure. 3 EMD results of vibration signal for top coal falling down with gangue 
SVM classification
As dicussed in previous sections, we choose the feature value S combined with the above three time domain features as inputs and establishes SVM classifier to detect coal gangue interface. CGID is actually considered as a two-class classification problem. SVM has the advantage of a two-class classification based on the search for structural risk minimization, supported by few learning samples. When the feature input is a sample from the state of top coal falling down, the output of SVM is set to +1, otherwise is set to -1.
The training experiments were conducted on a small data set consisit of 10 vibration signal samples, 4 signals for the state of top coal falling down and 6 signals for the another state. At first, the feature vector S could be calculated after EMD. The sample data were shown in Tab. 2.
The software platform of SVM classfication experiments was composed of windows 7 operating system, matlab 2007a and LIBSVM algorithm. Then, another 4 signals were used as a testing sample(2 signals for the state of top coal falling down and others for the state of coal mixed gangue falling down). The classification results are shown in Tab. 3. It is clear that SVM classifer detects coal gangue interface correctly. In order to test the performance of SVM in the case of few samples, 6 signals were rechosen from Tab. 1 for trainning. The classification results of this test experiment are also accurate and prove the reliability of the SVM classifier.
