ABSTRACT
INTRODUCTION
With the advent of the Semantic Web, research led to the modeling of multiple ontologies, sometimes for the same domain. However, all these ontologies are sometimes heterogeneous (different terms for the same concept, different relations for the same association, different languages, etc.) and this faces the integration problem. Indeed, there are several tasks that imply collaborative use of several ontologies. When several ontologies are used for an application or a system dedicated for a specific domain, it is necessary that these ontologies present some similarities.
Solving the integration problem related to ontologies is to tackle the problem of ontology alignment or mapping. The ontology alignment consists of taking two ontologies as input and taking out a set of correspondences between their elements (concepts, relations, axioms, etc.) [1] . The correspondence evaluation revises the assessment of the semantic similarity between the ontology components.The assessing of similarity between concepts may be very interesting. Indeed, it can make easy the choice of ontologies in the case of elaboration of a system, which uses them and it can help to evaluate the ontology evolution by comparing its different versions, etc. This paper presents a method for comparing (similarity and difference) ontologies in the case of concepts component. The method is based on the set theory, edges-based semantic similarity [2] and feature-based similarity [3] .
The rest of the paper is schemed as follows. In Section 2 we present the definitions of the some core elements. Section 3 entitled related work, reviews some existing methods devoted to the evaluation of similarity between ontologies. Then, the Section 4 depicts our methodology. Section 5 is devoted to some experiments to evaluate and validate the proposed methodology. The paper ends with a conclusion and future work in Section 6.
DEFINITIONS
We present in this section the definition of some core concepts, which could facilitate the understanding of the paper.
ONTOLOGY
The foundational definition of ontology is proposed by Gruber [4] [5]: An ontology is "an explicit specification of a conceptualization". The exact meaning depends on the understanding of the terms "specification" and "conceptualization". According to Genesereth and Nelson [6] , conceptualization is a "set of objects, concepts, and other entities that are presumed to exist in some areas of interest and the relationships that hold them". In the Gruber's definition, it's not clear that specification depends on the logical view of ontologists. That is why Guarino and Giaretta introduced the logical theory instead of mere specification. Afterward, Borst [7] enriches the previous definition by adding consensual fact related to knowledge modeling discipline characteristics, such as sharing and reuse. For him, "Ontologies are defined as a formal specification of a shared conceptualization". Finally, Studer et al. [8] merge the existing definitions. For them, "An ontology is a formal, explicit specification of a shared conceptualization". They underline the necessity of formal, explicit and shared paradigms. Even if, it's the merging of the existing definitions, it seems consensual. It is more cited in recent years, demonstrating its compliance with the expectations of the knowledge-based systems designers [9] . In addition, the explicity, formality and share-abilityof the knowledge features in an ontology are carried out by five elements [10] : concepts, relations, functions, axioms, and instances.
CONCEPT
A concept constitutes a think about something, semantically evaluable andcommunicable [12] . It can be abstract or concrete, elementary (electron) and composite (atom), real or fiction. In short, a concept is a notion that represents synonymous terms or terms representing the same thing in different languages. A concept could be the description of a task, a fact, a function, an action, a strategy, a process, etc. For exemple in an ontology of a library, a "book" can be considered as a concept, which refers to the term "livre" in French, to the term "book" in English, to the term "Buch" in Deutsch, to the term "libro" in Spanish, to the term "Derewel" in Mafa (Cameroonian local language), etc. Thereby enables to the ontology on-based intelligent agents to reason and to inter-comprehend (semantic interoperability) on knowledge as would humans do.
SEMANTIC SIMILARITY
Semantic similarity is a metric defined over a set of documents or terms, where the idea of distance between them is based on the likeness of their meaning or semantic content as opposed to similarity which can be estimated regarding their syntactical representation (e.g. their string format) [13] [14] [15] .From an ontologies point of view, [16] [17] consider that two concepts are similar if they are "geographically" close to each other in a conceptual hierarchy.Thus, there is semantic similarity between two concepts (for example, movie dog and comic dog) if:
• From an intensional point of view, the two concepts share a large proportion of their descriptive and functional properties;
• From an expressional point of view, the two concepts share a large proportion of the terms that denote them (for example, Dog, Toutou, Crab, etc.);
• From an extensional point of view, the two concepts share a large proportion of their instances (eg Snowy, Rantanplan, Idefix, etc.).
RELATED WORK
The following are some works about similarity between concepts ofontologies. Maedche and Staab [17] propose a method for comparing two ontologies. This method is based ontwo levels:
• The Lexical level, which consists of investigation on how terms are used to convey meanings ;
• The Conceptual level which is the investigation of what conceptual relations exist betweenterms.
The Lexical comparison allows to find concepts by assessing syntactic similarity betweenconcepts. It is based on Levenshtein [18] edit distance (ed) formula, which allows to measure theminimum number of change required to transform one string into another, by using a dynamicprogramming algorithm. The Conceptual Comparison Level allows to compare the semantic ofstructures of two ontologies. Authors use Upwards Cotopy (UC) to compare the Concept Match(CM). Then, they use the CM to determine the Relation Overlap (RO). Finally they assess theaverage of RO. This approach allows to assess similarity between two ontologies by using theLexical andConceptual Comparison Level. However, if we reverse the position of someconcepts in thehierarchy, we can get the same results because the method only considers thepresence of theconcept in the hierarchy.
In [19] , authors implement an online ontology comparison tool, which can give a numeric measurement of the difference between two ontologies. The given tool is based on senses refinement (SR) algorithm, which makes use of concepts and senses retrieved from WordNet [27] . The algorithm that implements SR considers the subsumption relation "is-a" (hyponymy) and constructs a set of concepts for each ontology (the source ontology and the target ontology). Each set contains concepts of ontology and synsets of concepts. A synset is a set of concepts that are synonyms. Since a concept can have several meanings in WordNet (polysemy), then the algorithm chooses concepts of the synset that is related to the same semantics as the studied concept. Once the sets of concepts have been formed for each ontology, the ontologies are compared, by assessing their difference. The difference value is obtained by applying the Tversky measure [3] . The method of [19] allows to compare two ontologies on the basis of their difference. This method uses set theory as our proposition in this paper. But, it only gives as result, the value of difference between the two ontologies. Contrary to our method, which evaluates the similarity of the ontologies by taking into account their differences.
METHODOLOGY

PRINCIPLE
The approach we propose is based on the set theory, edges-based semantic similarity [2] and feature-based similarity [3] . We consider ontology as a set of concepts linked together by semantic relations. The main aim of this paper is to compare two ontologies. For this, we compare sets of elements of ontologies by using feature-based similarity rules. Feature-based similarity was introduced by Tversky [3] . In his work, Tverski assess similarity between ob-jects by taking into account their common points and their differences. Figure 6 represents Tversky's feature model. In this figure, we have :
• S 1 and S 2 are sets of elements ;
• (S 1 \S 2 ) (respectively (S 2 \S 1 )) represents set of elements present in S 1 and not in S 2 (respectively presentinS 2 andnotinS 1 );
is the intersection The Tversky measure is given The Tversky measure is given by
In the formula 1, we have :
• f represents a function that • α and β are parameters, which and S 2 .
In our case, we have to assess similarity Tversky's feature model, figure distinguish three parts : 
MEASURES
To assess similarity between concepts the Tversky measure. We rely on feature-based similarity. In addition, The measure we propose takes
Referring to figure 2, we have the (O 2 \O 1 ) = {R, S, T, W, X, Y}. Applying is given by the formula 2.
Instead of the function f, we use studied in [2] . For every determined between concepts. In [2] , we studied we used the measure of Zargayouna Palmer measure [25] . determined, we assess the average of the semantic similarity set in the step 2.
assess similarity between ontologies by using the which is a redefinition of the Tversky measure concepts of two ontologies, we define a measure, which on the tversky measure because it is a reference in the addition, Tversky measure inspired many works like [20] intoaccount the shared features and differences of the following sets : 2 )={ Applying the Tversky measure, the similarity between use one of the edge-based semantic similarity measures determined set, we will compute the average of the similarity studied edge-based semantic similarity measures. In [22] Zargayouna and Salotti [24] , which extends the measure measure of Zargayouna and Salotti presents a good correlation Miller and Charles [26] , but the problem is this measure of concepts, which are not in different hierarchy. In this Palmer because it presents good correlation with Charles. Using Wu and Palmer similarity measure, the is given by the formula 3.
Least Common Subsumer (LCS) of concepts c Tversky measure with the average of the similarity values formula 2 becomes formula 4. 
ALGORITHMS
In this section, we present the ontologies. This algorithms are based algorithms 1 and 2 respectively resemblances between concepts of designed algorithms to assess similarity between based on the different steps that we mentioned in section aim to form the sets of concepts that represent differences of two ontologies O 1 and O 2 . assess the average of similarity values between concepts set of resemblance).
October 2018 7 have two set of (respectively is present in stackDiff In output, represents all concepts that belong to concepts stackO 1 and sizeOf (stackO 1 ) stackO 2 ) and the result is true, stack of concepts concepts of a set of In input, we have a stack of concept represents a set of concepts (set similarity between all concepts of we extract the first concept out of in the goal to assess similarity between implements an edge-based semantic variable meter allows to count the of similarity values. These operations stackConcept. In output, the algorithm the algorithm.
The algorithm 3 gives the average ontology. Since edge-based similarity and Sim(c j ,c i ,O) in the calcul, we The algorithm also does not assess Finally, the algorithm 4 implements the formula 4. In algorithm 4, in input, two ontologies O 1 and O 2 . The ontologies are stored on stacks stackO 1 and satckO 2 thanks to a function stack(O) , which stores all concepts of an ontology O in a stack. After storing the concepts in the stacks, the sets of resemblance and difference are determined by calling the algorithms 1 and 2. Once the sets have been determined, we initialize parameters α, β, θ and ω by using the size of sets, thanks to the function sizeO f (stackO), which allows counting the number of concepts in a stack stackO. Finally, we compute similarity of two ontologies and return the final result. The result is equal to -1 if there are errors in the calculation process.
EXPERIMENTATION
This section is devoted to the experimentation of the proposed method. We use semantic similarity measure for assessing similarity between concepts before computing the average similarity values of set of concepts (set ofresemblance and set of difference). We illustrate our proposal with following examples.
Example 1 : The example 1 is about a fragment of Wordnet 1 that weused in our previous works [3] and [4] . The ontologies are represented by figures 7 and 8. In this example, we illustrate the proposition by assessing the similarity between the ontology of the figure 7 and that of the figure 9 . We obtain the following results : In the Experimentation section (section 5), we have given three examples for illustrating our proposition. This section is about analysis of the obtained results. 
ANALYSIS
CONCLUSIONS
In this paper, we proposed a method for assessing similarity between concepts of two ontologies(modeled with the same language). The approach that we adopt is based on set theory, edges based semantic similarity [2] and feature-based similarity [3] . It can be summarized in 3 steps. In the step 1, we determined the sets of concepts, which characterizes the concepts shared by the two ontologies and the sets of concepts that are different from them. In the step 2, we evaluated the aver-age of the semantic similarity values between concepts of each set that we determined in step 1. We used Wu and Palmer [25] semantic similarity, which is an edge-based semantic similarity measure to compute similarity between concepts of the sets in an ontology, before assessing the average value of similarity for each set. Finally, in step 3, we adjusted the Tversky measure to evaluate the similarity between concepts of the considered ontologies.
The method we propose gives satisfactory results. Indeed, it allows to assess the similarity between two ontologies while taking into account the semantic links that exist between the concepts in ontologies. However, it would be interesting to take into account properties of concepts for extending the formed sets (set of resemblance and set of difference). In future work, we will focus on how we could take into account the properties of concepts and relations between to achieve the main goal of this study, which is the modeling of a method for evaluating similarity and differencebetween the formal ontologies.
