Accurately estimating the rare failure rates for nanoscale circuit blocks (e.g., SRAM, DFF, etc.) is a challenging task, especially when the variation space is high-dimensional. In this paper, we propose a novel scaled-sigma sampling (SSS) method to address this technical challenge. The key idea of SSS is to generate random samples from a distorted distribution for which the standard deviation (i.e., sigma) is scaled up. Next, the failure rate is accurately estimated from these scaled random samples by using an analytical model derived from the theorem of "soft maximum". Several circuit examples designed in nanoscale technologies demonstrate that the proposed SSS method achieves superior accuracy over the traditional importance sampling technique when the dimensionality of the variation space is more than a few hundred.
INTRODUCTION
With aggressive technology scaling, process variation has become a growing concern for today's integrated circuits (ICs) [1] . As a complex IC may integrate numerous circuit components (e.g., millions of SRAM bit-cells integrated in a high-performance microprocessor), each component must be designed to be extremely robust to large-scale process variations. For instance, the failure rate of an SRAM bit-cell must be less than 10
so that the full microprocessor system, containing millions of SRAM bit-cells, can achieve sufficiently high yield [2] - [3] . For this reason, efficiently simulating the rare failure events for circuit components and accurately estimating their failure rates is an important task for the IC design community.
To address this issue, a large number of statistical algorithms and methodologies have been developed in the literature [4] - [14] . Most of these traditional methods focus on failure rate estimation for SRAM bit-cells that consist of few (e.g., 6~10) transistors. In these cases, only a small number of (e.g., 10~50) independent random variables are used to model process variations and, hence, the corresponding variation space is low-dimensional. However, several recent trends suggest us to re-visit the aforementioned assumption of low-dimensional variation space:
• Dynamic SRAM bit-cell stability related to peripherals: It has been demonstrated that dynamic SRAM bit-cell stability depends not only on the bit-cell itself but also on its peripherals (e.g., other bit-cells connected to the same bit line) [15] . Hence, a large number of transistors from multiple SRAM bit-cells and their peripherals must be considered to simulate the dynamic stability. As a result, many independent random variables must be used to model the process variations, including device mismatches, for these transistors.
• Rare failure events for non-SRAM circuits: In addition to SRAM bit-cells, a complex IC system may contain a large number of other circuit components (e.g., DFFs) that must be designed with extremely low failure rates. Taking DFF as an example, it typically contains about 20 transistors [16] and the random mismatch of a single transistor is often modeled by 10~40 independent random variables at an advanced technology node. Hence, the total number of independent random variables can easily reach a few hundred for DFF analysis. The combination of these recent trends renders a highdimensional variation space that cannot be efficiently handled by most traditional techniques. It, in turn, poses an immediate need of developing a new CAD tool to accurately capture rare failure events in high-dimensional variation space with low computational cost.
In this paper, we propose a novel scaled-sigma sampling (SSS) method to estimate the rare failure rate in a highdimensional variation space. SSS is particularly developed to address the following two fundamental questions: (i) how to efficiently draw random samples from the rare failure region, and (ii) how to estimate the failure rate based on these random samples. Unlike the brute-force Monte Carlo analysis that directly samples the variation space and, hence, only few samples fall into the failure region, SSS draws random samples from a distorted probability density function (PDF) for which the standard deviation (i.e., sigma) is scaled up. Conceptually, it is equivalent to increasing the magnitude of process variations. As a result, a large number of samples can now fall into the failure region.
Once the distorted random samples are generated, an analytical model is further derived to estimate the failure rate based upon the theorem of "soft maximum" [17] . While most traditional techniques (e.g., importance sampling) become inefficient as the dimensionality increases, our proposed SSS approach does not suffer from such a dimensionality problem, as will be explained in the technical sections of this paper. In addition, a new statistical algorithm is developed to accurately estimate the confidence interval of SSS based on re-sampling. Our numerical experiments in Section 5 demonstrate that SSS achieves superior accuracy over the traditional importance sampling method for several circuit examples where hundreds of independent random variables are used to model process variations.
The remainder of this paper is organized as follows. In Section 2, we briefly review the background on Monte Carlo analysis and importance sampling, and then propose the SSS method in Section 3. In Section 4, a few implementation issues are discussed in detail, and several circuit examples are presented to demonstrate the efficacy of SSS in Section 5. Finally, we conclude in Section 6.
BACKGROUND

Monte Carlo Analysis
Suppose that the vector
is an M-dimensional random variable modeling process variations and its joint PDF is f(x). Typically, f(x) is modeled as a multivariate Normal distribution. Without loss of generality, we further assume that the random variables {x m ; m = 1, 2, …, M} in the vector x are mutually independent and standard Normal (i.e., with zero mean and unit variance)
where ||•|| 2 denotes the L 2 -norm of a vector. Any correlated random variables that are jointly Normal can be transformed to the independent random variables {x m ; m = 1, 2, …, M} by principal component analysis [18] .
The failure rate of a circuit can be mathematically represented as
where Ω denotes the failure region, i.e., the subset of the variation space where the performance of interest does not meet the specification. Alternatively, the failure rate in (3) can be defined as
where I(x) represents the indicator function
The failure rate P f can be estimated by a brute-force Monte Carlo analysis. The key idea is to draw N random samples from f(x), and then compute the mean of the indicator function I(x) based on these samples
where x (n) is the n-th random sample. When a brute-force Monte Carlo analysis is applied to estimate the failure rate P f that is extremely small (e.g., 10
), most random samples drawn from the PDF f(x) do not fall into the failure region Ω. Hence, a large number of (e.g., 10 7~1 0 9 ) samples are needed to accurately estimate P f . Note that each Monte Carlo sample is created by running an expensive transistor-level simulation. In other words, 10 7~1 0 9 simulations must be performed in order to collect 10 7~1 0 9 samples. It, in turn, implies that a brute-force Monte Carlo analysis can be extremely expensive for our application of rare failure rate estimation.
Importance Sampling
To reduce the computational cost, several statistical algorithms based on importance sampling have been proposed [4] , [7] , [10] , [12] , [14] . The key idea is to sample a distorted PDF g(x), instead of the original PDF f(x), so that most random samples fall into the failure region Ω. In this case, the failure probability can be expressed as
If N random samples {x (n) ; n = 1, 2, …, N} are drawn from g(x), the failure rate in (7) can be approximated by
The estimated failure rates in (6) and (8) (6) . Theoretically, the optimal g(x) leading to maximum estimation accuracy is defined as 9 ( ) ( ) ( )
Intuitively, if g OPT (x) is applied, P f IS in (8) becomes a constant with zero variance. Therefore, the failure rate can be accurately estimated by P f IS with very few samples. Eq. (9) implies that the optimal PDF g OPT (x) is non-zero if and only if the variable x sits in the failure region. Namely, we should directly sample the failure region to achieve maximum accuracy. Furthermore, g OPT (x) is proportional to the original PDF f(x) of process variations. In other words, the entire failure region should not be sampled uniformly. Instead, we should sample the highprobability failure region that is most likely to occur.
Applying importance sampling, however, is not trivial in practice. The optimal PDF g OPT (x) in (9) cannot be easily found, since the indicator function I(x) is unknown. Most existing importance sampling methods attempt to approximate g OPT (x) by applying various heuristics. The key idea is to first search the high-probability failure region and then a distorted PDF g(x) is constructed to directly draw random samples from such a highprobability failure region.
While the traditional importance sampling methods have been successfully applied to low-dimensional problems (e.g., 10~50 random variables), they remain ill-equipped to efficiently explore the high-dimensional variation space (e.g., 10
2~1 0 3 random variables) that is of great importance today. One major bottleneck lies in the high computational cost of the search algorithm, as it cannot easily find the high-probability failure region in a highdimensional variation space. Such a computational cost issue is most pronounced, when the failure region of interest has a complicated (e.g., non-convex or even discontinuous) shape. To the best of our knowledge, there is no existing algorithm that can efficiently search a high-dimensional variation space. It, in turn, motivates us to develop a new approach in this paper to solve such high-dimensional problems.
SCALED-SIGMA SAMPLING
Unlike the traditional importance sampling methods that must explicitly identify the high-probability failure region, our proposed SSS approach takes a completely different strategy to address the following two fundamental questions: (i) how to efficiently draw random samples from the high-probability failure region, and (ii) how to estimate the failure rate based on these random samples. In what follows, we will derive the mathematical formulation of SSS and highlight its novelties.
Statistical Sampling
For the application of rare failure rate estimation, a failure event often occurs at the tail of the PDF f(x). Given the jointly Normal distribution f(x) in (2), it implies that the failure region is far away from the origin x = 0, as shown in Figure 1(a) . Since the failure rate is extremely small, a brute-force Monte Carlo analysis cannot efficiently draw random samples from the failure region. Namely, many samples cannot reach the tail of the probability distribution.
Lowproba bility Highprobability In this paper, we propose a novel-yet-simple idea to address the aforementioned sampling issue. Given the PDF f(x) in (2) 
(10)
Once the standard deviation of x is increased by a factor of s, we conceptually increase the magnitude of process variations. Hence, the PDF g(x) widely spreads over a large region and the probability for a random sample to reach the far-away failure region increases, as shown in Figure 1 (b).
From an alternative viewpoint, the original random variables {x m ; m = 1, 2, …, M} follow the independent standard Normal distributions defined in (2). If we scale each of them (say, x m ) by a factor of s, the scaled random variables {s⋅x m ; m = 1, 2, …, M} follow the PDF g(x) in (10). Hence, when sampling the scaled PDF g(x), we can first draw random samples from the original PDF f(x) and then scale each random sample by a factor of s. As a result, the scaled samples will move far away from the origin x = 0 and are likely to reach the failure region, as shown in Figure 1 (b).
On the other hand, it is important to note that the mean of the scaled PDF g(x) remains 0, which is identical to the mean of the original PDF f(x). Hence, for a given sampling location x, the likelihood defined by the scaled PDF g(x) remains inversely proportional to the length of the vector x (i.e., ||x|| 2 ). Namely, it is more (or less) likely to reach the sampling location x, if the distance between the location x and the origin 0 is smaller (or larger). It, in turn, implies that the high-probability failure region associated with the original PDF f(x) remains the high-probability failure region after the PDF is scaled to g(x), as shown in Figure 1 (a) and (b). Scaling the PDF from f(x) to g(x) does not change the location of the high-probability failure region; instead, it only makes the failure region easy to sample.
Once the scaled random samples are drawn from g(x) in (10), we need to further estimate the failure rate P f defined in (4) . Since the scaled PDF g(x) and the original PDF f(x) are different, we cannot simply average the random samples generated by g(x) to calculate the failure rate P f defined by f(x). A major contribution of this paper is to derive an analytical model to accurately estimate the failure rate P f from the scaled random samples, as will be discussed in detail in the next sub-section.
Failure Rate Estimation
We assume that N random samples {x (n) ; n = 1, 2, …, N} are drawn from the scaled PDF g(x) in (10). One straightforward way to estimate the failure rate P f is based upon the theory of importance sampling. Namely, since the random samples are generated by the scaled PDF g(x) that is different from the original PDF f(x), we can estimate the failure rate P f by calculating the average of f(x)⋅I(x)/g(x), as shown by the estimator P f IS in (8) . Such a simple approach, however, does not result in an accurate failure rate, if the dimensionality of the variation space (i.e., M) is large. To understand the reason, we note that each random sample x (n) contributes to the estimator P f IS in (8) by the following amount
Substitute (2) and (10) into (11), yielding
. (12) Given a fixed scaling factor s (s > 1), the random variables {x m ; m = 1, 2, …, M} in the vector x follow the independent Normal distributions defined by (10) . The summation of the squares of these random variables, i.e., ||x|| 2 2 , is a random variable that follows a scaled chi-square distribution [19] . It can be shown that the variance of ||x|| 2 2 is equal to
where VAR(•) denotes the variance of a random variable. Eq. (13) implies that the variance of ||x|| 2 2 increases with the dimensionality M. After taking the exponential function in (12), the variance of f(x)⋅I(x)/g(x) can be prohibitively large in a highdimensional variation space. It, in turn, implies that the estimator P f IS based on importance sampling has a large variance and is not sufficiently accurate. It does not fit our need of high-dimensional failure rate estimation in this paper.
Instead of relying on the theory of importance sampling, our proposed SSS method attempts to estimate the failure rate P f from a completely different avenue. We first take a look at the "scaled" failure rate corresponding to the scaled PDF g(x)
Our objective is to study the relation between the scaled failure rate P g in (14) and the original failure rate P f in (4) . Towards this goal, we partition the M-dimensional variation space into a large number of identical hyper-rectangles with the same volume and the scaled failure rate P g in (14) can be approximated as
where Δx denotes the volume of a hyper-rectangle. The approximation in (15) is accurate, if each hyper-rectangle is sufficiently small. Given the definition of the indicator function I(x) in (5), Eq. (15) can be re-written as
where {k; k ∈ Ω} represents the set of all hyper-rectangles that fall into the failure region. Substituting (10) into (16), we have
Taking the logarithm on both sides of (17) yields
stands for the log-sum-exp function. The function lse(•) in (19) is also known as the "soft maximum" from the mathematics [17] . Namely, it is considered as a good approximation of the maximum operator
Intuitively, since the maximum of {−||x
its exponential should be the dominant term of the summation
As a result, the approximation of soft maximum in (20) 
Eq. (23) reveals the important relation between the scaled failure rate P g and the scaling factor s. The approximation in (23) does not rely on any specific assumptions of the failure region. It is valid, even if the failure region is non-convex or discontinuous.
While (24)- (26) show the theoretical definition of the model coefficients α, β and γ, finding their exact values is not trivial. For instance, the coefficient γ is determined by the hyper-rectangle that falls into the failure region Ω and is closest to the origin x = 0. In practice, without knowing the failure region Ω, we cannot directly find out the value of γ. For this reason, we propose to determine the analytical model in (23) by linear regression. Namely, we first estimate the scaled failure rates {P g,q ; q = 1, 2, …, Q} by setting the scaling factor s to a number of different values {s q ; q = 1, 2, …, Q}. As long as the scaling factors {s q ; q = 1, 2, …, Q} are sufficiently large, the scaled failure rates {P g,q ; q = 1, 2, …, Q} are large and can be accurately estimated with a small number of random samples. Next, the model coefficients α, 
where P f SSS denotes the value of the failure rate P f estimated by the proposed SSS method. Apply the exponential function to both sides of (27) and we have 28
More details of the proposed SSS algorithm will be further discussed in Section 4.
IMPLEMENTATION DETAILS
To make the proposed SSS method of practical utility, a number of efficient algorithms are further studied in this section, including: (i) model fitting via maximum likelihood estimation, and (ii) confidence interval estimation via re-sampling. In what follows, we will discuss these implementation issues in detail.
Model Fitting via Maximum Likelihood Estimation
While the basic idea of SSS has been illustrated in Section 3, we will develop a statistically optimal algorithm to implement it in this sub-section. Our goal is to determine the maximum likelihood estimation (MLE) for the model coefficients α, β and γ in (23). The MLE solution can be solved from an optimization problem and it is considered to be statistically optimal for a given set of random samples.
Without loss of generality, we assume that N q scaled random samples are collected for the scaling factor s q , and the scaled failure rate P g,q is estimated by
The variance of the estimator P g,q MC in (29) can be approximated as [19] 30 ( )
If the number of samples N q is sufficiently large, the estimator P g,q MC in (29) follows a Normal distribution according to the central limit theorem [19] 
where P g,q denotes the actual failure rate corresponding to the scaling factor s q .
To further derive the probability distribution for log P g,q
MC
, we apply the first-order delta method [19] . Namely, we approximate the nonlinear function log(•) by the first-order Taylor expansion around the mean value P g,q of the random variable 
where diag(•) denotes a diagonal matrix. Note that the diagonal elements of the covariance matrix Σ g in (37) can be substantially different. In other words, the accuracy of {logP g,q
; q = 1, 2, …, Q} associated with different scaling factors {s q ; q = 1, 2, …, Q} can be different, because the scaled failure rates {P g,q ; q = 1, 2, …, Q} strongly depend on the scaling factors. In general, we can expect that if the scaling factor s q is small, the scaled failure rate P g,q is small and, hence, it would be difficult to accurately estimate logP g,q from a small number of random samples. For this reason, instead of equally "trusting" the estimators {logP g,q
; q = 1, 2, …, Q}, we must carefully model and consider the "confidence" for each logP g,q
, as encoded by the covariance matrix Σ g in (37). Such "confidence" information will be fully exploited by the MLE framework to fit a statistically optimal model.
Since the scaled failure rates {P g,q ; q = 1, 2, …, Q} follow the analytical model in (23), the mean vector μ g in (36) can be rewritten as 
Given the failure rates {P g,q MC
; q = 1, 2, …, Q} estimated from the scaled random samples, the key idea of MLE is to find the optimal values of α, β and γ so that the likelihood of observing {P g,q
MC
; q = 1, 2, …, Q} is maximized.
Because the random variable log P g MC follows the jointly Normal distribution in (35), the likelihood associated with the estimated failure rates {P g,q
; q = 1, 2, …, Q} is proportional to
Taking the logarithm for (41), the log-likelihood is proportional to
Substitute (38) into (42), and we have 43 ( ) ( )
Note that the log-likelihood log L in (43) depends on the model coefficients α, β and γ, because the vector Θ is composed of these coefficients as shown in (40). Therefore, the MLE solution of α, β and γ can be determined by maximizing the log-likelihood function 44 ( ) ( )
log log maximize 1 . (44) Since the covariance matrix Σ g is positive definite, the optimization in (44) is convex. In addition, since the loglikelihood log L is simply a quadratic function of the unknown vector Θ, the unconstrained optimization in (44) can be directly solved by inspecting the first-order optimality condition [17] 45 ( ) ( ) ( )0 log 2 log log
Based on the linear equation in (45), the optimal value of Θ can be determined by ; q = 1, 2, …, Q} based on the "confidence" level of these estimators. Once the model coefficients α, β and γ are solved by MLE, the original failure rate P f can be directly estimated by (28).
Confidence Interval Estimation via Re-sampling
While the MLE algorithm has been discussed in the previous sub-section to optimally estimate the model coefficients α, β and γ, and then approximate the original failure rate P f in (4) by the proposed estimator P f SSS in (28), it remains an open question how to quantitatively assess the accuracy of our SSS method. Since SSS is based upon Monte Carlo simulation, a natural way for accuracy assessment is to calculate the confidence interval of the estimator P f SSS . However, unlike the traditional estimator where a statistical metric is estimated by the average of multiple random samples and, hence, the confidence interval can be derived as a closed-form expression, our proposed estimator P f SSS is calculated by linear regression with nonlinear exponential/logarithmic transformation, as shown in Section 4.1. Accurately estimating the confidence interval of P f SSS is not a trivial task. In this paper, we propose a novel re-sampling method to address the aforementioned challenge. Our key idea is to regenerate a large number of random samples based on a statistical model without running transistor-level simulations. These random samples are then used to repeatedly calculate the value of P f SSS in (28) for multiple times. Based on these repeated runs, the statistics (hence, the confidence interval) of the estimator P f SSS can be accurately estimated.
In particular, we start from the estimated failure rates {P g,q
MC
; q = 1, 2, …, Q} in (29). Each estimator P g,q MC follows the Normal distribution in (31) where the variance σ g,q 2 is estimated by (30). The exact mean P g,q in (31) is unknown; however, we can approximate its value by the estimated failure rate P g,q
. Since we know the statistical distribution of P g,q
, we can re-sample its distribution and generate N RS sampled values {P g,q MC(n) ; n = 1, 2, …, N RS }. This re-sampling idea is applied to all scaling factors {s q ; q = 1, 2, …, Q}, thereby resulting in a large data set {P g,q
MC(n)
; q = 1, 2, …, Q, n = 1, 2, …, N RS }. Next, we repeatedly run SSS for N RS times and get N RS different failure rates {P f
SSS(n)
; n = 1, 2, …, N RS }. The confidence interval of P f SSS can then be easily estimated from the statistics of these failure rate values.
There are two important properties that we should emphasize for our proposed confidence interval estimation based on resampling. First, the aforementioned re-sampling process does not require any transistor-level simulations. Hence, it is computationally efficient. Second, the only assumption required by our re-sampling method lies in the Normal distribution in (31). The validness of this assumption is guaranteed by the central limit theorem, as long as the number of samples N q is sufficiently large in (30). For this reason, the proposed re-sampling method can be generally applied to a broad range of application cases with high accuracy, as will be demonstrated by the numerical examples in Section 5.
Summary
Algorithm 1: Scaled-Sigma Sampling (SSS) 1. Start from a set of pre-selected scaling factors {s q ; q = 1, 2, …, Q}. 2. For each scaling factor s q where q ∈ {1, 2, …, Q}, sample the scaled PDF g(x) in (10) by setting s = s q , generate N q scaled random samples by running transistor-level simulations, and calculate the scaled failure rate P g,q MC by (29). 3. For each estimator P g,q MC where q ∈ {1, 2, …, Q}, calculate its variance σ g,q 2 by (30). 4. Form the Q-dimensional vector log P g MC by taking the logarithm for the estimated failure rates {P g,q
MC
; q = 1, 2, …, Q}, as shown in (34). 5. Form the diagonal matrix Σ g in (37) and the matrix A in (39). 6. Calculate the MLE solution Θ based on (46), where the vector Θ is composed of the model coefficients α, β and γ as shown in (40). 7. Approximate the failure rate of interest P f by the estimator P f SSS in (28). 8. For each estimator P g,q MC where q ∈ {1, 2, …, Q}, re-sample the Normal distribution in (31) for which the exact mean P g,q is approximated as the estimated value P g,q
, and generate N RS re-sampled values {P g,q MC(n) ; n = 1, 2, …, N RS }. 9. For each data set generated by re-sampling {P g,q MC(n) ; q = 1, 2, …, Q} where n ∈ {1, 2, …, N RS }, repeat Step 3~7 to calculate the failure rate P f SSS(n) . 10. Based on the data set {P f SSS(n) ; n = 1, 2, …, N RS }, estimate the confidence interval of the estimator P f SSS . Algorithm 1 summarizes the simplified flow of the proposed SSS algorithm. It assumes that a set of pre-selected scaling factors {s q ; q = 1, 2, …, Q} are already given. In practice, appropriately choosing these scaling factors is a critical task. On one hand, if these scaling factors are too large, the estimator P f SSS based on extrapolation in (28) would not be highly accurate, since the extrapolation point s = 1 is far away from the selected scaling factors. On the other hand, if the scaling factors are too small, the scaled failure rates {P g,q ; q = 1, 2, …, Q} are extremely small and they cannot be accurately estimated from a small number of scaled random samples (i.e., a small number of transistor-level simulations). In this case, the estimator P f SSS cannot be efficiently implemented with low computational cost. In this paper, the scaling factors are empirically selected and provided as the input of Algorithm 1. In our future research, we will study efficient methodologies to further optimize these scaling factors and improve the efficacy of SSS.
Finally, it is important to mention that while most traditional statistical methods (e.g., importance sampling) cannot efficiently estimate the rare failure rate in a high-dimensional variation space, the proposed SSS algorithm does not suffer from such a dimensionality problem. None of the steps in Algorithm 1 is sensitive to the dimensionality of the variation space. As will be demonstrated by the numerical examples in Section 5, SSS achieves superior accuracy over the traditional importance sampling method where the dimensionality of the variation space exceeds a few hundred.
NUMERICAL EXAMPLES
In this section, two circuit examples are used to demonstrate the efficacy of the proposed SSS method. For testing and comparison purposes, three different approaches are implemented: (i) the brute-force Monte Carlo analysis, (ii) the minimum-norm importance sampling (MNIS) [10] , and (iii) the proposed SSS method. The brute-force Monte Carlo analysis is used to generate the "golden" failure rates so that the accuracy of MNIS and SSS can be quantitatively evaluated. The implementation of MNIS consists of two stages, as described in [10] . In the first stage, 2000 transistor-level simulations are used to search the variation space and find the failure event that is most likely to occur. Next, importance sampling is applied with a shifted Normal distribution to estimate the rare failure rate. Finally, when implementing the proposed SSS method, five different scaling factors are empirically chosen to estimate the failure rate and 200 re-sampled data points are generated to estimate the confidence interval (i.e., Q = 5 and N RS = 200) in Algorithm 1. All numerical experiments are run on a 3.16GHz computer with 12GB memory. Figure 2 is the simplified schematic of an SRAM column designed in a 45nm CMOS process. It consists of 64 bitcells that are connected to two bit-lines: BL and BL_. When reading the first bit-cell CELL<0>, we first pre-charge both bitlines to the supply voltage V DD . Next, the word-line WL<0> is turned on and CELL<0> is activated. All other word-lines are turned off so that the corresponding bit-cells are de-activated. The current from CELL<0> then discharges the bit-lines and creates a voltage difference between BL and BL_.
SRAM Read Current
Shown in
To mimic the worst-case scenario for read operation, we store "ZERO" in CELL<0> and "ONE" in all other bit-cells so that the magnitude of leakage current is maximized. In this example, the read current I READ = I BL -I BL_ is our performance of interest. It directly impacts the read delay and, therefore, is an important performance metric. If I READ is greater than a pre-defined specification, the SRAM circuit is considered as "PASS". Otherwise, it is considered as "FAIL".
To consider process variations in our experiment, we model the local V TH mismatch of each transistor as an independent Normal random variable. Since one SRAM column consists of 64 bit-cells and each bit-cell is composed of 6 transistors, there are 384 transistors and, hence, 384 Normal random variables in total. It, in turn, renders a high-dimensional variation space for this SRAM example. We first apply a brute-force Monte Carlo analysis with 10 7 random samples to predict the failure rate of the read current. The failure rate estimated by the brute-force Monte Carlo analysis is 10
. It is considered as the "golden" result to compare the accuracy of other statistical methods in our experiment. Next, we apply the proposed SSS method (i.e., Algorithm 1) to estimate the failure rate. Figure 3(a) shows five empirically selected scaling factors {s q ; q = 1, 2, …, 5} and their corresponding scaled failure rates {P g,q
MC
; q = 1, 2, …, 5} estimated by (29). In total, 10 4 transistor-level simulations are used to generate these five data points {(s q , P g,q ); q = 1, 2, …, 5}. The black curve in Figure 3(a) further shows the analytical model in (23) that is optimally fitted by MLE. Next, the SRAM failure rate is predicted by the estimator P f SSS in (28) based on extrapolation at s = 1. Figure 3 (b) further shows the histogram generated by re-sampling, as described in Algorithm 1. It is calculated from 200 re-sampled data points, and is used to estimate the confidence interval of the estimator P f SSS . In our experiment, we notice that the computational cost of SSS is completely dominated by the transistor-level simulations required to generate the random samples. The computational time of processing the sampling data by Algorithm 1 takes less than 0.5 second and, hence, is negligible. Table 1 compares the failure rate and the 95% confidence interval estimated by MNIS [10] and SSS based on different numbers of transistor-level simulations. Studying Table 1 reveals two important observations. First, the failure rate estimated by MNIS is substantially different from the golden result (i.e., 10 −6 ) estimated by 10 7 brute-force Monte Carlo samples. We believe that MNIS fails to identify the critical failure region that is most likely to occur, since the variation space is high-dimensional (i.e., consisting of 384 independent random variables) in this example. Therefore, the importance sampling implemented at the second stage of MNIS fails to estimate the failure rate accurately. On the other hand, the proposed SSS method successfully estimates the failure rate even if the number of transistor-level simulations is as small as 4×10 3 . Second, but more importantly, the 95% confidence interval estimated by MNIS is not accurate either. As shown in Table 1 ). In other words, the confidence interval estimated by MNIS based on importance sampling is highly biased. It is one of the major limitations of MNIS and, in general, the importance sampling technique. Namely, as the confidence interval is inaccurate, it provides a wrong assessment of the accuracy and may completely misguide the user in practical applications. On the other hand, the proposed SSS method is unbiased in both failure rate and confidence interval and, hence, is of great practical utility. ), as shown in Figure 4 . In other words, the probability for the golden failure rate to fall out of the estimated confidence interval is exactly 10/200 = 5%. It, in turn, demonstrates that our proposed confidence interval estimation based on re-sampling (i.e., Algorithm 1) is highly accurate and it is practically more attractive than the traditional MNIS method based on importance sampling.
DFF Delay
Shown in Figure 5 is the simplified circuit schematic for a DFF designed in a commercial 32nm CMOS process. The DFF consists of 20 transistors and the random mismatch of each transistor is modeled by 14 independent random variables in the process design kit. Thus, there are 280 independent random variables in total. In this example, we consider the delay from the clock signal CLK to the output Q as the performance of interest. In particular, there are two different delay metrics: (i) the delay from CLK to Q when the input data D is "ZERO", and (ii) the delay from CLK to Q when the input data D is "ONE". Both delay values must be less than the pre-defined specifications so that the DFF circuit is considered as "PASS". Otherwise, the DFF circuit is considered as "FAIL". Figure 5 . The simplified schematic is shown for a DFF designed in a 32nm CMOS process where the delay from the clock signal CLK to the output Q is considered as the performance of interest. We first run a brute-force Monte Carlo analysis with 10 7 random samples and the estimated failure rate is 10
. Table 2 compares the failure rate and the 95% confidence interval estimated by MNIS [10] and SSS. Similar to the SRAM example in the previous sub-section, MNIS cannot predict the failure rate or the confidence interval accurately. On the other hand, the proposed SSS method estimates both of them accurately, even if the number of simulations is as small as 4×10 3 . From this point of view, the DFF example again demonstrates that our proposed SSS method is superior over the traditional MNIS approach in a highdimensional variation space.
CONCLUSIONS
In this paper, a novel statistical analysis method, referred to as SSS, is developed to accurately estimate the rare failure rates for nanoscale ICs in high-dimensional variation space. The proposed SSS approach is based upon an analytical model derived from the theorem of "soft maximum". It is statistically formulated as a regression modeling problem and optimally solved by MLE. Our numerical experiments demonstrate that SSS achieves superior accuracy over the traditional importance sampling technique when the dimensionality of the variation space is more than a few hundred. In addition, the proposed SSS method can be easily extended to estimate the rare failure rate as a function of the performance specification (i.e., the tail of the cumulative distribution function, instead of a single failure rate only) without running any additional transistor-level simulations. Finally, even though we assume that process variations are modeled as a multivariate Normal distribution in this paper, SSS can be possibly extended to handle other statistical distributions (i.e., uniform distribution). More details along these directions will be studied in our future work.
