Abstract. This is the first part of a series of three articles. In this paper, we obtain weighted norm inequalities for different conical square functions associated with the Heat and the Poisson semigroups generated by a second order divergence form elliptic operator with bounded complex coefficients. We find classes of Muckenhoupt weights where the square functions are comparable and/or bounded. These classes are natural from the point of view of the ranges where the unweighted estimates hold. In doing that, we obtain sharp weighted change of angle formulas which allow us to compare conical square functions with different cone apertures in weighted Lebesgue spaces. A key ingredient in our proofs is a generalization of the Carleson measure condition which is more natural when estimating the square functions below p = 2.
Calderón-Zygmund operators, as their kernels do not have the required decay or smoothness. This causes, in particular, that their range of boundedness may no longer be the interval (1, ∞) but some proper (small) bounded subinterval containing p = 2. Auscher, in a very nice monograph ( [1] ), obtained a new Calderón-Zygmund theory adapted to singular "non-integral" operators arising from elliptic operators (see [1] for historic remarks and references). A key ingredient in the method is the fact that, in place of using kernels, which do not have reasonable behavior, there is a representation of the operators in question in terms of the Heat semigroup {e −t L } t>0 (or its gradient) that has some integral decay measured in terms of the so-called "off-diagonal" or Gaffney type estimates. The bottom line of [1] is that the operators under consideration are bounded precisely in the ranges where either the semigroup or its gradient has a nice behavior. After Auscher's fundamental monograph there has been quite a number of papers whose goal is to continue with the development of a generalized Calderón-Zygmund theory. We will mention some that are relevant for the goal of the present work. Auscher and the first named author of this paper wrote a series of papers [5, 6, 7] where the weighted theory was developed and where some appropriate classes of Muckenhoupt weights were found. While vertical square functions (i.e., usual Littlewood-Paley-Stein functionals) behave as expected with and without weights (see, resp., [1, 7] ), conical square functions have better ranges of boundedness in the unweighted case, even going beyond the intervals where the semigroup or its gradient has a nice behavior, see [4] .
In harmonic analysis, and more in particular in the so-called Calderón-Zygmund theory, where the typical range of L p -boundedness is the interval (1, ∞), the natural endpoint spaces are the Hardy space H 1 (R n ) for p = 1 (H p (R n ) for p < 1) and the space of bounded mean oscillation functions BMO(R n ) for p = ∞. For instance, it is well-known that the classical Riesz transform (associated with the Laplacian) is bounded from H 1 (R n ) to L 1 (R n ), and it becomes natural to study whether Riesz transforms associated with general elliptic operators behave well in Hardy spaces. Classical real-variable Hardy spaces in R n have been deeply studied since the fundamental paper of Stein and Weiss, [32] , on systems of conjugate harmonic functions. The pioneering paper of Fefferman and Stein [17] showed that, besides the intimate relation between Hardy spaces and harmonic functions, Hardy spaces can be characterized in terms of general approximations of the identity or by general conical square functions (i.e., area functionals of Lusin type). This eventually led to some developments of these spaces without using their connection with the Laplacian, which could be used for general elliptic operators. However, this is not the case: if we had that the associated Riesz transform maps continuously H 1 (R n ) into L 1 (R n ), then the interpolation with the L 2 (R n ) boundedness (which is the Kato conjecture) would imply boundedness on L p (R n ) for 1 < p < 2 violating some of the results in [1] (see [24] for more details). In the same way as real-variable Hardy spaces were originally defined in connection with the Laplacian, in the last decade there has been a big interest in studying Hardy and other related spaces adapted to elliptic operators, see [8, 9, 10, 11, 15, 16, 22, 24, 25] and the references therein. Among them we highlight [24, 25] where Hardy spaces, BMO, and some other related spaces adapted to general divergence form elliptic operators were successfully developed.
The goal of this series of papers is to continue with the development of generalized Calderón-Zygmund theory for elliptic operators and study the corresponding weighted Hardy spaces. Classical (or Laplacian-adapted) weighted Hardy spaces were first introduced by J. García-Cuerva [18] (see also [33] ). Our aim is to present a satisfactory Hardy space theory for general elliptic operators with bounded complex coefficients complementing the results in [24, 25] . Our spaces generalize those in [11, 27] in the Euclidean setting where the adapted weighted Hardy spaces are associated with a friendlier class of non-negative self-adjoint operators whose heat kernel satisfy Gaussian upper bounds.
In the first part of the series, which is the present paper, we study the weighted norm inequalities for conical square functions. We establish boundedness and comparability in weighted Lebesgue spaces of different square functions using the Heat and Poisson semigroup. In the second part, [28] , we will use these square functions to define several weighted Hardy spaces H 1 L (w). We show that they are one and the same in view of the fact that the square functions are comparable in the corresponding weighted spaces. We also show that Hardy spaces can be equivalently defined using molecules and/or non-tangential maximal functions. The study of H p L (w) for other values of p is in the third part [29] .
In contrast with [24, 25] , where some of the unweighted estimates for the conical square function are taken off-the-shelf from [1] , our first difficulty consists in proving that conical square functions are bounded on weighted spaces for some classes of weights "adapted" to the unweighted range of boundedness. This was left open in [4] since some of the existing arguments naturally split the boundedness into the cases p < 2 and p > 2. That procedure, as learned from [7] , is inefficient when adding weights: to obtain the right class of weights one has to be able to work with the whole interval where the unweighted estimates hold. Splitting the interval will lead to some distortion in the class of weights. To illustrate this, let us recall that in [4] it is shown that the square func-
below, is strictly smaller than 2. Using the approach in [4] , and "stepping" at p = 2, this square function is bounded on L p (w) for every 2 < p < ∞ and w ∈ A p/2 (see the precise definitions below). However, as we will see in Theorem 1.12, one has boundedness on L p (w) for every p − (L) < p < ∞ and w ∈ A p/p − (L) , hence in a bigger range and a wider class of weights since p − (L) < 2. Moreover, the obtained class of weights is the natural one adapted to the unweighted range (p − (L), ∞), in view of the version of the Rubio de Francia extrapolation theorem in [5, Theorem 4.9] or [13, Theorem 3.31] . See also [11, 27] for related issues. The goal of the present paper is to present a library of weighted norm inequalities for the different square functions that can be defined using the Heat or the Poisson semigroup. We look for two different types of estimates: the first type of estimates will give us comparison among the square functions, and the second boundedness. The main idea is to show that all these square functions can be controlled by either S H or G H (see below), and independently to obtain that these are bounded on L p (w) for some range of p's and for some class of Muckenhoupt weights.
To be more precise let us set our background hypotheses. Let A be an n×n matrix of complex and L ∞ -valued coefficients defined on R n . We assume that this matrix satisfies the following ellipticity (or "accretivity") condition: there exist 0 < λ ≤ Λ < ∞ such that
for all ξ, ζ ∈ C n and almost every x ∈ R n . We have used the notation ξ · ζ = ξ 1 ζ 1 + · · · + ξ n ζ n and therefore ξ ·ζ is the usual inner product in C n . Note that then A(x) ξ ·ζ = j,k a j,k (x) ξ kζ j . Associated with this matrix we define the second order divergence form elliptic operator
which is understood in the standard weak sense as a maximal-accretive operator on L 2 (R n , dx) with domain D(L) by means of a sesquilinear form.
The operator −L generates a C 0 -semigroup, {e −tL } t>0 , of contractions on L 2 (R n ) which is called the Heat semigroup. Using this semigroup and the corresponding Poisson semigroup, {e −t √ L } t>0 , one can define different conical square functions which all have an expression of the form
where Γ(x) := {(y, t) ∈ R n+1 + : |x − y| < t} denotes the cone (of aperture 1) with vertex at x ∈ R n (see Section 3 for more details including a discussion about the use of cones with different apertures). More precisely, we introduce the following conical square functions written in terms of the Heat semigroup, {e −tL } t>0 , (hence the subscript H): for every m ∈ N,
and, for every m ∈ N 0 := N ∪ {0},
In the same manner, let us consider conical square functions associated with the Poisson semigroup, {e −t √ L } t>0 , (hence the subscript P): given K ∈ N,
and for every K ∈ N 0 ,
Corresponding to the case m = 0 or K = 0, we simply write G H f := G 0,H f , G H f := G 0,H f , G P f := G 0,P f , and G P f := G 0,P f . Besides, we set S H f := S 1,H f , S P f := S 1,P f .
In order to give the statements of our main results we need to introduce some notation. As in [1] and [6] , we denote by (p − (L), p + (L)) the maximal open interval on which the Heat semigroup,
Note that in place of the semigroup {e −tL } t>0 we are using its rescaling {e −t 2 L } t>0 . We do so since all the "Heat" square functions are written using the latter and also because in the context of the off-diagonal estimates discussed below it will simplify some computations.
Besides, for every K ∈ N 0 let us set
or, equivalently, Mw ≤ C w a.e., where M denotes the Hardy-Littlewood uncentered maximal operator over balls in R n . For each 1 < p < ∞, we say that w ∈ A p if it satisfies
The reverse Hölder classes are defined as follows: for each 1 < s < ∞, w ∈ RH s if, for every ball B ⊂ R n , we have
For s = ∞, w ∈ RH ∞ provided that there exists a constant C such that for every ball
Notice that we have excluded the case q = 1 since the class RH 1 consists of all weights, and that is the way RH 1 is understood in what follows. We sum up some of the properties of these classes in the following result, see for instance [14] , [20] , or [21] . Proposition 1.9.
For a weight w ∈ A ∞ , define
Notice that according to our definition s w is the conjugated exponent of the one defined in [5, Lemma 4.1] . Given 0 ≤ p 0 < q 0 ≤ ∞, w ∈ A ∞ , and as in [5, Lemma 4 .1], we have
If p 0 = 0 and q 0 < ∞ it is understood that the only condition that stays is w ∈ RH q 0 p ′ . Analogously, if 0 < p 0 and q 0 = ∞ the only assumption is w ∈ A p p 0 . Finally W w (0, ∞) = (0, ∞).
Our first goal is to study the boundedness of the square functions presented in (1.1)-(1.6) on weighted spaces L p (w) where w ∈ A ∞ . Our first result establishes the boundedness of the square functions associated with the Heat semigroup. Notice that when w ≡ 1, which corresponds to the unweighted case, this result recovers the estimates in the range (p − (L), ∞) obtained in [4] .
Equivalently, all the previous square functions are bounded on L p (w) for every p − (L) < p < ∞ and every w ∈ A p p− (L) .
The proof of Theorem 1.12 is split into two steps. First, we prove (a) (in doing that we only need to consider S H and G H since G H f ≤ G H f ). Second, we shall show that the square functions in (b) are all controlled by S H in L p (w) for every w ∈ A ∞ and 0 < p < ∞ (see Theorem 1.14). Gathering this and (a), the proof of (b) will be complete.
Our second result deals with the boundedness of the square functions related to the Poisson semigroup. Here the formulation is more involved since the ranges where these square functions are bounded, not only depend on p − (L) and the weight, but also on p + (L) and the parameter K. We also notice that when w ≡ 1 we recover the estimates obtained in [4] .
The proof of this result is as follows. We will first show that each square function in (a) and (b) can be controlled by either Theorem 1.15) . This, in concert with (a) in Theorem 1.12, will easily lead to the desired estimates.
We present the two promised results containing the control of the previous square functions by S H and G H . In the first result we deal with the square functions defined in terms of the Heat semigroup.
Finally, the following result establishes the control of the square functions associated with the Poisson semigroup.
Let us observe that in (b) and (d) (and also (c) with
≥ n the corresponding estimates hold for every w ∈ A ∞ and every 0 < p < ∞. Otherwise, if (2K + 1) p + (L) < n, each corresponding estimate holds for all 0
The organization of the paper is as follows. In Section 2 we recall the off-diagonal estimates satisfied by the Heat and Poisson semigroups, as well as by the other related objects that define the square functions under study. In Section 3, we consider weighted estimates in the tent spaces introduced and developed in [12] . Crucial to us are the change-of-angle formulas which are very useful for comparing square functions in weighted Lebesgue spaces with cones having different apertures and with a precise control of the variation of the angle. Another important tool is the introduction of a modified version of the Carleson measure condition suited to deal with estimates on L p , for p < 2. As explained above, this will be crucial when obtaining weighted estimates without splitting the argument into p < 2 and p > 2 as previously done in [4] . Finally, in Section 4 we prove our main results: Theorems 1.12, 1.13, 1.14, and 1.15.
Off-diagonal estimates
We briefly recall the notion of off-diagonal estimates. Let {T t } t>0 be a family of linear operators and let 1 ≤ p ≤ q ≤ ∞. We say that
, if for all closed sets E, F, all f , and all t > 0 we have
Analogously, given β > 0, we say that
if for all closed sets E, F, all f , and all t > 0 we have
The Heat and the Poisson semigroups satisfy respectively off-diagonal estimates of exponential and polynomial type. Before making this precise, let us recall the definition of p − (L) and p + (L) in (1.7)-(1.8) and introduce two more parameters related to the gradient of the Heat semigroup.
be the maximal open interval on which the gradient of the Heat semigroup, i.e.
The importance of these parameters stems from the fact that, besides giving the maximal intervals on which either the Heat semigroup or its gradient is uniformly bounded, they characterize the maximal open intervals on which off-diagonal estimates of exponential type hold (see [1] and [6] ). More precisely, for every m ∈ N 0 , there hold
and
From these off-diagonal estimates we show that, for every m ∈ N 0 ,
To show these off-diagonal estimates we will apply the following Lemma, whose proof follows mutatis mutandis that of [23 
for all closed sets E, F, all f , and all t, s > 0 we have
To prove our claims, let us first consider
2 L .
and apply the off-diagonal estimates satisfied by each term.
We next obtain the off-diagonal estimates of polynomial type satisfied by the operators related to the Poisson semigroup. Following some ideas used in [24, Lemma 5.1], we shall combine the subordination formula
with Minkowski's inequality and the off-diagonal estimates satisfied by {(t 2 L) m e −t 2 L } t>0 and by
, take two closed sets E and F, a function f supported in E, and t > 0. Apply (2.2), Minkowski's inequality, the off-diagonal estimates satisfied by {(tL) m e −tL } t>0 , and change the variable u into
where in the last equality we have used that m ≥ 0 and that p ≤ q.
. Apply subordination formula (2.2), and Minkowski's inequality to obtain
Note now that
Tent spaces
We start with some definitions. Let R n+1 + denote the upper-half space, that is, the set of points (y, t) ∈ R n × R with t > 0. Given α > 0 and x ∈ R n we define the cone of aperture α with vertex at
When α = 1 we simply write Γ(x). For a closed set E in R n , set
When α = 1 we simplify the notation by writing R(E) instead of R 1 (E). We also define the operator A α , α > 0, (and simply write A when α = 1)
3.1. Change of angles. Related to the above operators we obtain Proposition 3.2, which is a weighted version of [12, Proposition 4] and [2] , see also [26] .
Proposition 3.2 (Change of angles). Let
In Remark 3.25 below we shall show that the previous estimates are sharp: the exponents nr/p in (i) and n/sp in (ii) cannot be improved. This should be compared with [2] where the unweighted case was considered (see also [26] ).
To prove this proposition we need the following extrapolation result:
Lemma 3.3. Let F be a given family of pairs ( f, g) of non-negative and not identically zero measurable functions.
(a) Suppose that for some fixed exponent p 0 , 1 ≤ p 0 < ∞, and every weight w ∈ A p 0 ,
Then, for all 1 < p < ∞, and for all w ∈ A p ,
(b) Suppose that for some fixed exponent q 0 , 1 ≤ q 0 < ∞, and every weight w
Then, for all 1 < q < ∞ and for all w ∈ RH q ′ ,
Part (a) is the so-called Rubio de Francia extrapolation theorem (cf. [19, 30] ) written in terms of pairs of functions rather than in terms of boundedness of operators. The reader is referred to [13] for a complete account of this topic. There is, however, a subtle difference between (a) and [13, Theorem 3.9] : in the latter both the hypothesis and the conclusions are assumed to hold for all pairs ( f, g) ∈ F for which the left-hand sides are finite. Here we do not make such assumptions and, in particular, we do have that the infiniteness of the left-hand side will imply that of the right-hand one. This formulation is more convenient for our purposes and its proof becomes a simple consequence of [13, Theorem 3.9] . The extrapolation result in (b) is not written explicitly in [13] , but can be easily obtained using [5 Proof. We start with (a). Given a family F as in the statement and an arbitrary large number N > 0 we consider the new family
From (3.4) and the fact that f N ≤ f , we clearly obtain that the same estimate holds for every pair in F N (with a constant uniform on N) with a left-hand side that is always finite by (3.8). Thus we can apply [13, Theorem 3.9] to F N to conclude that (3.5) holds for all pairs ( f N , g) ∈ F N (with a constant uniform on N), since again the left-hand side is always finite by (3.8) . To complete the proof we just need to invoke the Monotone Convergence Theorem.
We next obtain (b). Let us fix 1 < q < ∞ and w ∈ RH q ′ . As before we first work with F N . Since w ∈ RH q ′ ⊂ A ∞ , there exists p 0 such that w ∈ A p 0 . We set p + := 2q, r 0 := 20 and pick 
with C independent of N, for every pair ( f N , g) ∈ F N . Then, note that p = 2 satisfies that p − < p < p + and also
′ . Thus, we can apply (3.10) with p = 2 and w = w to obtain
with C independent of N. Letting N → ∞, the Monotone Convergence Theorem yields the desired estimate (3.7).
Before proving Proposition 3.2 let us recall the following property satisfied by Muckenhoupt weights. Given 1 ≤ p, q < ∞, for every ball B and every measurable set E ⊂ B,
. Thus, we can reduce matters to obtaining that for every α ≥ 1 and for every w ∈ A r , 1 ≤ r < ∞, there holds
We then prove (3.13) by splitting the proof into three steps. We first obtain the case p = 2 and 1 ≤ r < ∞. From this, we extrapolate concluding the desired estimate in the ranges 0 < p ≤ 2 r and 1 < r < ∞. Finally, we will consider the case r = 1 and 0 < p < 2.
Fix from now on α > 1. For the first step, let p = 2 and w ∈ A r 0 , 1 ≤ r 0 < ∞. From (3.11), we easily obtain
(3.14)
We shall extrapolate from this inequality. To set the stage, take an arbitrary 1 ≤ r 0 < ∞ and consider F the family of pairs ( f, g) = (A α F) 2 r 0 , α n (AF) 2 r 0 . Notice that (3.14) immediately gives that for every w ∈ A r 0
where C does not depend on α. Next, we apply (a) in Lemma 3.3 to conclude that for every 1 < r < ∞ and for every w ∈ A r
where C does not depend on α. From this, using that 1 ≤ r 0 < ∞ is arbitrary, we conclude (3.13) under the restriction 1 < r < ∞.
To complete the proof it remains to consider the case r = 1, (i.e., w ∈ A 1 ) and 0 < p < 2. Notice that if AF L p (w) = ∞ the inequality follows immediately. So, we can assume that AF L p (w) < ∞.
For a fixed λ > 0, set
Then, for each 0 < γ < 1, we also consider the set of global γ-density with respect to E λ defined by
and denote its complement by
where M is the centered Hardy-Littlewood maximal operator.
+ . This and the Fatou Lemma clearly imply that E λ is closed. We next show that, for each 0 < γ < 1, E * λ is a nonempty closed set contained in E λ . Notice that the fact that M : L 1,∞ (w) → L 1 (w), since w ∈ A 1 , and our earlier assumption ( AF L p (w) < ∞) give
This immediately implies that E * λ cannot be empty. Next, we see that E * λ ⊂ E λ , for all 0 < γ < 1. This follows from the fact that E λ is closed: if x E λ , there exists r > 0 such that B(x, r) ∩ E λ = ∅, and then x E * λ .
Finally, we show that E * λ is closed. Let {x k } k ⊂ E * λ be such that x k → x. Take an arbitrary r > 0 and define the functions f k = 1 E λ ∩B(x k ,r) which satisfy f k → 1 E λ ∩B(x,r) a.e. in R n . Note also that for k large enough f k ≤ 1 B(x,2r) (since x k ∈ B(x, r) ). Thus, by the Dominated Convergence Theorem, we conclude that
On the other hand, since x k ∈ E * λ we have that
which yields that x ∈ E * λ and hence E * λ is closed. After these preparations, given (y, t) ∈ R α (E * λ ), there existsx ∈ E * λ such that |x − y| < αt. Therefore, for z = y − 
⊂ B(x, αt) ∩ B(y, t) and
with c α = 1 − 1 2 n α n < 1. This and the fact thatx ∈ E * λ yield
Choosing γ = 1+c α 2 we conclude that
From this and (3.11), we have for every (y, t) ∈ R α (E * λ ),
We use this to show that
Therefore, from (3.18), (3.15) , and the fact that M :
Using this and that 0 < p < 2 it follows that
This completes the proof of (i).

Proof of Proposition 3.2, part (ii).
As before, we can reduce matters to showing that for every α ≥ 1 and for every w ∈ RH s ′ , 1 ≤ s < ∞, there holds
We show this estimate considering three cases: p = 2 and 1 ≤ s < ∞, 2/s ≤ p < ∞ and 1 < s < ∞, and s = 1 and 2 < p < ∞. We start by taking p = 2 and w ∈ RH s ′ 0 with 1 ≤ s 0 < ∞. We proceed as in (3.14) and use (3.12) to obtain
For the second case we shall extrapolate from (3.20) . Take an arbitrary 1 ≤ s 0 < ∞ and consider F the family of pairs ( f, g)
where C does not depend on α. Next, we apply (b) in Lemma 3.3 to conclude that, for every 1 < s < ∞ and for every w ∈ RH s ′ ,
where C does not depend on α. From this, using that 1 ≤ s 0 < ∞ is arbitrary we conclude (3.19) under the restriction 1 < s < ∞.
Finally, we show (3.19) for all 2 < p < ∞ and w ∈ RH ∞ (i.e., s = 1). Without loss of generality, we may assume that α > 32 (for 1 ≤ α ≤ 32 we just use that AF ≤ A α F). Let us also assume that A α F L p (w) < ∞. Otherwise, there is nothing to prove. Besides, since w ∈ RH ∞ there exists r > 1, which can be assumed to satisfy r ≥ p/2, such that w ∈ A r . Then we can apply part (i) with β = 6 √ nα and obtain that
where C does not depend on α. After these observations, for every λ > 0, consider the set
We shall show that 
where Q * j := 
Fix j ∈ N and, for every x ∈ Q j , write
where we have used that x j ∈ R n \ O λ in the last inequality. Using this and that w ∈ RH ∞ , we have
Then, by (3.24) and the bounded overlap of the family {Q * j } j∈N , we conclude (3.22):
This, the fact that 2 < p < ∞, and (3.21) give
This completes the proof.
As announced before, we next discuss the sharpness of Proposition 3.2. We proceed as in [2] , where the unweighted case was considered. Set B := B(0, 
t). It is straightforward to show that
Aa(x) ≤ C1 5B (x), ∀ x ∈ R n , and
and, for every α ≥ 1,
Hence,
where the implicit constants may depend on θ but are independent of α. To see that the exponent in part (i) is sharp, assume by way of contradiction, that there exists 0 < ̺ < nr p such that for all α ≥ 1, w ∈ A r , 1 ≤ r < ∞, and 0 < p ≤ 2r there holds
Take 1 ≤ r < ∞ 0 < p ≤ 2r, and set θ := −n(r − 1) + ̺p 2 . Note that −n(r − 1) < θ < n and therefore w θ ∈ A r . Applying (3.26) and (3.27) , there exists C θ so that for every α > 1 there holds
where the implicit constants may depend on θ but are independent of α. This clearly leads to a contradiction since α
We next see that the exponent in part (ii) is sharp. Again we proceed by way of contradiction: let us assume that there exists ̺ > 0 such that for all α ≥ 1, w ∈ RH s ′ , 1 ≤ s < ∞, and 
where the implicit constants may depend on θ but are independent of α. Note that the right-hand side tends to 0 as α → ∞ and this readily leads to a contradiction. Proposition 3.2 gives us a way to compare the norms of A α F in L p (w) for different angles α. In that result, the emphasis is on the class of weights: fixed a class of weights (A r in (a) or RH s ′ in (b)), we estimate the change of angles in L p (w) for some range of p's. In some other situations it may be interesting to give formulas where the emphasis is on the exponent p. This is contained in the following result whose elementary proof follows from Proposition 3.2 and is left to the interested reader: Proposition 3.29. Let w ∈ A ∞ , 0 < α ≤ β < ∞ and 0 < p < ∞. There hold: (
}, and for
Related to the change of angles, we establish the following result, which will be required in the proof of Theorem 1.15.
Proof. We fix t > 0, 0 < α ≤ 1, and 1 ≤ q < ∞. Set
For α = 1, we simply write G(x, t). Then, from (3.12), for all 1 ≤ s 0 < ∞ and w ∈ RH s ′ 0 , we have
This gives (3.31) for q = 1, and thus we may assume that q > 1. We shall extrapolate from (3.32). Take an arbitrary 1 ≤ s 0 < ∞ and consider F the family of pairs (
where C does not depend on α. Next, we apply (b) in Theorem 3.3 to conclude that, for every 1 < s < ∞ and for every w ∈ RH s ′ ,
where C does not depend on α. From this, if 1 < q ≤ s < ∞ we can take s 0 = s/q and conclude (3.31) as desired.
A new version of the Carleson measure condition.
Let us recall the following maximal operator from [12] CF(x) := sup
Recall that CF ∈ L ∞ (R n ) means that |F(y, t)| 2 dy dt t is a Carleson measure in R n+1 + . Given 0 < p < ∞, we now introduce a new maximal operator
where the supremum is taken over all balls B ⊂ R n and where r B denotes the corresponding radius.
This operator is a version of C which will be very useful for our purposes. Indeed, for p = 2, we shall see that CF ≈ C 2 F. First, applying Fubini we have
For the reverse inequality, there holds
Our next result shows how C p 0 and A compare to each other. The case p 0 = 2 and w ≡ 1 appears in [12] and as a result one sees that AF and CF ≈ C 2 F are comparable in L p (R n ) for every 2 < p < ∞. Our result gives comparability of AF and C p 0 F in the range p 0 < p < ∞ and, in particular, if p 0 < 2 we can go below p = 2. Proposition 3.34.
Proof. The proof of (a) uses a good-λ argument. Then, it requires to know that the quantity to be hidden is a priori finite. To guarantee this we divide the proof into two steps. The first step consists in proving (a) for all F ∈ L 2 (R n+1
In the second step we will consider general functions F ∈ L 2 loc (R n+1 + ) and define,
and supp F N ⊂ K N , and hence we can apply step 1 to F N . By a limiting argument we will obtain the desired estimate for F.
Step 1: Take F ∈ L 2 (R n+1 + ) such that, for some N > 1, supp F ⊂ K N , and note that under this assumption AF L p (w) < ∞. Indeed, supp AF ⊂ B(0, 2N) , and then
We claim that it is enough to prove that there exist α > 1 and a constant c such that for all 0 < γ ≤ 1 and 0 < λ < ∞ we have
Assuming this momentarily it follows that
This easily gives
From Proposition 3.2 we know that
. Then, by choosing γ small enough so that cγ c w c(α, p) < 1, and since AF L p (w) < ∞, we easily conclude that
To complete the proof it remains to show (3.35). We argue as in [12] . Write O λ = {x ∈ R n : A α F(x) > λ}. We may assume that w(O λ ) < ∞ (otherwise, there is nothing to prove) and this in turn implies that O λ R n . Without loss of generality we can also suppose that O λ ∅ (otherwise, both terms in (3.35) vanish, since A α F ≥ AF because α > 1, and again the proof is trivial). Note finally that O λ is open, fact that can be proved much as in the proof of Proposition 3.2. We can then take a Whitney decomposition of O λ (cf. [31, Chapter VI]): there exists a family of closed cubes {Q j } j∈N with disjoint interiors satisfying (3.23) . In particular, for each j ∈ N we can pick
Thus, to show (3.35), it is enough to prove
which, together with w ∈ A ∞ (cf. (3.11) ), would imply
and summing in j we would get (3.35).
Let us now fix j ∈ N and obtain (3.36). There is nothing to prove if the set on its left-hand side is empty. Thus, we assume that there existsx j ∈ {x ∈ Q j : AF(x) > 2λ, C p 0 F(x) ≤ γλ}. Let B j be the ball such that Q j ⊂ B j with 2r
We now write
In particular, AF(x) ≤ AF 1, j (x) + AF 2, j (x). Easy calculations lead to obtain that for every α ≥ 11 there holds
where in the last inequality we have used the fact that x j ∈ R n \ O λ . On the other hand, by our choice ofx j ∈ Q j ⊂ B j , it follows that
Using (3.37), Chebychev's inequality, and (3.38) we conclude (3.36):
This completes the proof of Step 1.
Step 2: Take F ∈ L 2 loc (R n+1 + ) and define, for every N > 1,
+ ) and supp F N ⊂ K N , we can apply Step 1 and obtain that
where the implicit constant is uniform on N. Finally since F N ր F in R n+1 + , the Monotone Convergence Theorem yields the desired estimate. This finishes the proof of (a).
We next turn to prove (b). For every x 0 ∈ R n and any ball B ⊂ R n such that x 0 ∈ B, we have
where for any function, h, M p 0 h(x) := M |h| p 0 (x) 1/p 0 . Taking the supremum over all balls containing x 0 , we conclude that
and p > p 0 ) we finally conclude that
We conclude this section by stating some easy consequences of the previous results for other tent spaces. Prior to formulating the resulting estimates, we define, for each 0 < q < ∞, the following operators .
Much as before we have that C q F ≈ C q,q F. Besides, we obtain the following analogues of Propositions 3.2 and 3.34.
Proposition 3.39. Let 0 < q < ∞ and 0 < α ≤ β < ∞.
Proposition 3.40.
The proofs of these results follow immediately from Propositions 3.2 and 3.34, and the equalities
Proofs of the main results
In this section we shall prove Theorems 1.12, 1.13 , 1.14, and 1.15.
Let us first fix some notation. Given a ball B ∈ R n , and unless otherwise specified, we write x B and r B to denote respectively its center and its radius, so that B = B(x B , r B ). For every λ > 0 let λB = B(x B , λ B) be the ball concentric with B whose radius is λ r B . Finally, we write 
The boundedness of A follows from the combination of Proposition 3.34 and the following auxiliary result. 
Assuming this result momentarily we prove Theorem 1.12, part (a). Note that taking F(y, t) = Q t f (y) in (3.1) and in (3.33) we have that A f (x) = AF(x) and C p 0 f (x) = C p 0 F(x). Thus (4.2), in concert with (a) in Proposition 3.34, implies that, for every 0 < p < ∞ and
. Therefore, M p 0 is bounded on L p (w) and consequently the previous estimate leads to
A routine density argument allows one to extend this estimate to all functions in L p (w).
Let us notice that (4.2) with p 0 = 2 appears implicit in [4, p. 5479] . Having used that estimate we would have obtain (4.3) for every 2 < p < ∞ and w ∈ A p/2 . However, using C p 0 with p 0 very close to p − (L) allows to obtain better estimates:
We are left with the proof of Proposition 4.1, in which we will use the following unweighted estimates for the conical square functions that we are currently considering.
Gathering the estimates obtained for f loc and for f glob we conclude that
Taking the supremum over all balls B such that x 0 ∈ B we readily conclude the desired estimate.
Proof of Proposition 4.4. As explained above we only need to consider the operator S H . It is well-
We shall apply [7, Theorem 2.4 ] (see also [1] and [5] ). We claim that given f ∈ L ∞ c (R n ) with supp f ⊂ B ⊂ R n , the following estimates hold 
We estimate each term in turn. Before that, let us remind the following off-diagonal estimate obtained in [23, p. 504]:
with C independent of t and s. This and Lemma 2.1 imply that for every M ≥ 1 there exists C such that for every 0 < t ≤ s there holds
After these preparations we estimate II. Doing the change of variables t = √ M + 1 s and using (4.8), easy calculations lead to obtain
Let us next estimate I. We proceed as in [23] or [24, p. 53-56] . Change variables as before to obtain
For I 2 , employ (4.8) and conclude that .
Gathering all the estimates that we have obtained we complete the proof of (4.5): where in the last inequality we have changed the variable t into 2 √ ut. Assuming further that 2 < q < p + (L) and applying L 2 − L q off-diagonal estimates and Proposition 3.2, we can bound the last integral above as follows We now distinguish two cases. Assume first that n ≤ (2K + 1)p + (L). Under this assumption, for every 0 < p < ∞ and w ∈ A ∞ , we take s > s w max Besides, note that from our choices of s and q, we have that
Consequently, plugging (4.13) into (4.10) we obtain Consider now the case n > (2K + 1)p + (L). Fix w ∈ A ∞ and p ∈ W w (0, p + (L) K, * ). Then w ∈ RH p+(L) K, * p ′ and 0 < p < p + (L)n s w (n−(2K+1)p + (L)) . Therefore, it is possible to pick ε 1 > 0 small enough and 2 < q < p + (L) so that 0 < p < qn s w (1 + ε 1 )(n − (2K + 1) q) .
Besides, since q < qn/(n − (2K + 1) q) there also exists ε 2 > 0 so that q < qn (1 + ε 2 )(n − (2K + 1) q) .
Take ε 0 := min{ε 1 , ε 2 }, s := qn 2(1+ε 0 )(n−(2K+1) q) , and q := 2s p . Then our choices guarantee that 2 < q < p + (L), q 2 ≤ s < ∞, 1 ≤ s w < q < ∞, and w ∈ RH q ′ . Therefore, we can apply (4.12) and obtain Again, our choices of s and q imply 
