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Die vorliegende Arbeit entstand hauptsächlich in den Jahren 
1975/76 in engem Zusammenhang mit meiner Tätigkeit in einem 
von der Deutschen Forschungsgemeinschaft finanzierten Projekt 
"Erarbeitung einer Valenzgrammatik auf semantischer Basis zur 
Vorbereitung eines Valenzwörterbuches", das unter der Leitung 
von Helmut SCHUMACHER am Institut für deutsche Sprache in Mann-
heim durchgeführt wird. 
Erste Anstöße für eine Rekonstruktion einiger Gedanken aus der 
Generativen Semantik im Rahmen eines Ansatzes mit einer A-kate-
gorialen Basis gehen zurück auf Diskussionen mit Jerrold 
EDMONDSON und Hannes RIESER, sowie auf die Lektüre von CRESS-
WELL 73 und LEWIS 73. 
Für zahlreiche Diskussionen und Hinweise danke ich meinen Kol-
legen aus der Arbeitsgruppe Verbvalenz - Angelika BALLWEG-
SCHRAMM, Pierre BOURSTIN, Jacgueline LOUD~CHE und Helmut SCHU -
MACHER. Anregungen und Verbesserungsvorschläge verdanke ich 
Lennart AQVIST, Klaus BAUMGÄRTNER und allen Mitgliedern seines 
Absolventenkolloguiums, Jerrold EDMONDSON, Christian ROHRER und 
Gerhard STICKEL. Tohro KANEKO hat durch viele linguistische 
Kaffee- und Weinstunden ebenso viel beigetragen wie Klaus HEGER 
durch ständige Kritik und Diskussionsbereitschaft, J&nos PETÖFI 
verdanke ich neben vielen Anregungen das folgende Gleichnis: 
"In d e r \'lohnung eines Philologen findet sich überall ein bißehen Unsaube r-
ke~t, verteilt über alle Ecken und ~n allen Räumen; manche stellen dann die 
Beleuchtungskörper so geschickt auf, daß der Dreck kaum auffällt. 
In der Wohnung eines Logikers oder eines logisch orientie r ten Linguisten 
glänzt alles vor Sauberkeit, aber hinter irgendeinem Schrank ist eine Tür 
ve rbo rgen , und in dem Raum hinter dieser Tür, da liegt der ganze Dreck!!! 




There are at least two ways of approaching the study of lan-
guage. One approach is to regard language as an existent human 
phenomenon and to jump right in and study what occurs. Another 
approach is to study artificial languages, which can be kept 
under tight control by means of the stipulative definitions 
with which they are introduced, and try to incorporate into 
them more and more of the features possessed by the natural 
languages we use in our everday lives. 
The present book will attempt an exposition of this second 
approach, i.e. I shall introduce aseries of formal languages, 
modelied on the languages of symbolic logic, which gradually 
increase in complexity until they re ach a point at ~lhich they 
can profitably be thought of as models for natural languages. 
In this century the prevailing attitude of philosophers to lan-
guage appears to have been that the languages of formal logic 
have only a rough correspondence with natural languages. Some 
philosophers have therefore said so much the worse for formal 
languages and have concentrated on describing natural lan-
guages. Other philosophers have said so much the ~lOrse for na-
tural languages and have concentrated on using formal lan-
guages for the task of precise description in such areas as the 
physical sciences. 
It will be one of the contentions of this book that the reason 
for the common attitude of philosophers of both persuasions to 
the relation between formal and natural languages is a result 
of nothing more than the structural poverty of the only formal 
languages which have been in wide use, viz. the lanquaqes of 
first-order predieate logie, and that a eonsideration of a wid-
er elass of formal languages, of the kind we shall be undertak-
ing, lends support to the view that formal languages have a 
eonneetion with natural languages whieh is as revealing of the 
strueture of the latter as any more direet form of deseription. 
Though, curiously enough, those linguists who are most ena-
moured of a base language in the style of symbolie logie appear 
to have in mind some version of first-order logie. Vide e.g. 
MeCAWLEY (1971) and G. LAKOFF (1970a). The point of course is 
that one ean use a simple base language with a large number of 
transformational steps or a eomplieated base language with a 
few steps. It is not surprising that a linguist should be more 
inelined to the former while a logieian might weIl prefer the 
latter (though many logieians too like a first-order base lan-
guage). I would hope that this book might give a glimpse into 
the riehes of the more eomplex formal languages and tempt some 
linguists to think of making use of them. 
Max CRESSWELL 1 
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O. Vorbemerkungen 
Die vorliegende Arbeit stellt den Versuch dar, eine generative 
Grammatik mit einer kategorialen Basis zu erstellen - einem 
Vorschlag folgend, der bereits bei LYONS 2 und später bei LEWIS 3 
gemacht wurde . Dabei sollen die Vorschläge der "Generativen Se-
mantik" teilweise aufgegriffen werden, wobei der Kritik, wie 
sie vor allem von BARTSCH/VENNEMANN 4 und LEWISS vorgetragen 
wurde - pseudo-logische Notation und Fehlen einer expliziten 
Semantik - , insofern Rechnung getragen wird, als die Basissyn-
tax - in Anlehnung an CRESSWELL6 - eine A-kategoriale sein 
soll, für die eine explizite modelltheoretische Semantik in An -
sätzen formuliert wird . Die Ausdrücke dieser Basissyntax wer-
den abstrakte Einheiten sein - ähnlich den sogenannten "Seman-
tischen Primitiven" bzw. "Atomaren Prädikaten" der Generativen 
Semantiker. 7 
Durch ein einzelsprachliches Lexikon 11 sollen Operatoren bzw. 
Operanden in einzelsprachliche Lexeme übersetzt werden; dies 
führt zu einer - immer noch kategorialen - einzelsprachlichen 
"Seichten Syntax I". 
In einem nächsten Schritt sollen den Argumenten der Verben ihre 
Oberflächenkasus zugewiesen werden; dies ergibt die Strukturen 
der "Seichten Syntax 11". 
Deren kategoriale Strukturen können nun entweder in ein Konsti-
tuentensystem übersetzt werden, wodurch sich eine so organi-
sierte Grammatik, etwa BIERWISCH,8 anschließen ließe (mutatis 
mutandis). Es besteht jedoch auch die Möglichkeit, die Struktu-
ren der "Seichten Syntax 11" dependentiell zu interpretieren 
und in eine Dependen z-Oberflächensyntax zu übersetzen - et~la 
die ENGELschen Satzbaupläne. 9 
Dies soll jedoch hier nur angedeutet werden; das Hauptgewicht 
der Arbeit wird auf der Basissyntax, der Semantik und der Ab-
leitung bis zur "Seichten Syntax 11" liegen. 
Der Aufbau der so skizzierten GrarrIDatik kann durch die folgen-
de Skizze verdeutlicht werden: 
11 
Basis A -kategoriale 
Syntax Lexikon I 
Abstrakte Syntaktische Repräsentationen 
I 
Lexikon II 
Seichte Syntax I 
I 
Kasuszuordnung 
Seichte Syntax II 
I 
Dependentielle Interpretation 
Dependentielle Seichte Syntax III 
I 
Morphophonemische Regeln , 
Topologische Transformationen etc. 
Oberflächensyntax 
Semantik 
Im Rahmen dieser Theorieskizze soll das Verb im Mittelpunkt der 
Analysen stehen, was bedeutet, daß in der kategorialen Basis-
sprache vor allem die Operatoren eingehend behandelt werden , 
wohingegen über die interne Struktur der Operanden der Kate-
gorie d wenig gesagt werden wird. 
Auch die modelltheoretische Semantik soll nur so weit skizziert 
werden, daß deutlich wird, daß zwischen der Basissyntax und 
ihrer Semantik die Relation der Homomorphie besteht, daß also 
jede syntaktische Operation in der Basis eine semantische Ent-
sprechung hat; die Basissprache ist also gemäß dem sogenannten 
12 
"FREGEschen Prinzip" aufgebaut. 
Zusammenfassend kann gesagt werden, daß es um die Erstellung 
des Fragments einer Verbvalenzgrammatik gehen soll. Die Arbeit 
steht in der Tradition der Generativen Semantik insofern, als 
sie an einer abstrakten Basis ansetzt. Diese allerdings unter-
scheidet sich von der dort üblichen PSG - Basis, indem sie in 
stärkerem Maße von Methoden der Logik Gebrauch macht und da -
mit auch ermöglicht, eine explizite semantische Interpretation 
mit den Mitteln der Modelltheorie vorzunehmen - eine Interpre-
tation, deren Fehlen in den Arbeiten der Generativen Semantik -
mi t Ausnahme von DOI'iTY 1 0 - zurecht zahlreiche Kritiker gefun-
den hat, so LEWIS,11 VERMAAZEN,12, BARTSCH/VENNEMANN,13 um nur 
einige zu nennen. 
Es wird erhofft, daß die Verwendung einer abstrakten Basis das 
Modell auch für kontrastive Fragestellungen geeignet macht. 
Außerdem soll versucht werden, den Valenzbegriff, ausgehend von 
der Operator- Operand Struktur der A- kategorialen Basissprache, 
zu präzisieren. 14 
13 
0.1. Aufbau der Arbeit 
Zunächst soll das Grammatikmodell in seinen Umrissen darge-
stellt und erläutert werden. Dabei muß zunächst eine katego-
riale Sprache L eingeführt werden, deren Syntax und Semantik 
darzustellen ist. L soll dann zu einer A-kategorialen Sprache 
AL erweitert werden. Danach wird die Form der Einträge im Le-
xikon 11 zu erläutern sein. Schließlich sollen diejenigen Re -
geln entwickelt werden, die durch Zuordnung der Oberflächen-
kasus die Strukturen der "Seichten Syntax I" in die der "Seich-
ten Syntax 11" überführen. Die Uberführung in die Dependenz-
struktur der "Seichten Syntax 111" soll abschließend angedeu-
tet werden. 
Danach soll in 2 die semantische Grundlage einer Theorie der 
kausativen Verben erarbeitet werden. Dazu wird zunächst eine 
Zeitlogik entwickelt, dann eine Konditionallogik. Relativ da-
zu kann dann ein CAUSE-Operator in AL eingeführt werden; die 
von uns vorgeschlagene Definition wird dann mit einigen Pro-
blemen konfrontiert, um zu demonstrieren, daß sie sinnvolle 
Lösungsmöglichkeiter dieser Probleme bietet. 
Mit Hilfe dieses Inventars können wir dann in 3 ein Fragment 
des Lexikons 11 erstellen, das eine syntaktische und semanti-
sche Beschreibung zweier Gruppen von kausativen Verben enthält; 
dabei werden wir das Konzept des Definitionsschemas verwenden, 
was eine sehr ökonomische Beschreibung ermöglicht. 
Die Motivation des hier vorgeschlagenen Modells soll schritt-
weise bei seiner Konstruktion und Erweiterung dargelegt wer-
den, nicht in einem generellen Uberblick. 
14 
1. Skizze einer Generativen Grammatik mit A -kategorialer Basissyntax 
Wir werden zunächst eine kategoriale Sprache L einführen, in-
dem wir ihre Syntax und Semantik angeben. Danach wollen wir 
einige wesentliche Eigenschaften dieser Sprache erläutern und 
damit motivieren, warum wir eine kategorial aufgebaute Sprache 
als Basis den Strukturen vorziehen, wie sie in den Vorschlägen 
der Generativen Semantik verwendet werden. 
In einem nächsten Schritt soll L zu einer A-kategorialen Spra-
che AL erweitert werden, wobei einerseits zu zeigen sein wird, 
daß dabei die wesentlichen Eigenschaften von L erhalten blei-
ben, andererseits die neue Sprache AL sich gegenüber L durch 
eine große Flexibilität auszeichnet, was sie in besonderem 
Maße für unsere Zwecke geeignet macht. 
Danach wollen wir den Apparat entwickeln, der die Strukturen 
von AL in diejenigen der "Seichten Syntax 111" überführt, wo-
bei insbesondere das Lexikon 11 und die Kasuszuweisungen von 
Interesse sein wevden. 
15 
1.1. Einführung der Kategorialsprache L 
1.1.0. Das Inventar von L 
S sei das Kategoriensymbol für S atz 
d sei das Kategoriensymbol für Des i g n a tor . 
Variablen: 
A,B,C,... seien Variablen der Kategorie S. 
A1,B2,C15, ... seien Sortenvariablen der Kategorie S. 
lA1'25B8,... seien Konstanten der Kategorie S. 
Entsprechend seien 
a,b,c,... Variablen der Kategorie d, 
a1,b2,c6,... Sortenvariablen der Kategorie d, 
12a1'2b4,... Konstanten der Kategorie d. 
Insbesondere seien "t1", "t2", ... Namen für Zeitintervalle, 
wobei t 1= (t;,t2, ... ,t~), t;= (t" t2, .. ·t~} usf. ".!:cl",".!:c2", ... 
seien Namen von Zeitpunkten. 
Hilfssymbole: (), I . 
XK'YK bezeichne ein (nicht geordnetes) Paar von Elementen der 
Kategorie K. 
(XK'YK) bezeichne ein geordnetes Paar (= eine zweistellige 
Folge) von Elementen der Kategorie K. N-stellige Folgen werden 
aufgefaßt als zweistellige Folgen aus einem Element und einer 
n-1-stelligen Folge: (x,y,z)= (x,(y,z». 
Der Schrägstricht dient zur Bildung von Kategoriensymbolen für 
abgeleitete Kategorien und kann daher erst im Zusammenhang mit 
der Syntax von L ausführlich erläutert werden . 
. bezeichnet den Konnektor. 
1.1.1. Die Syntax von L 
Die Syntax kategorialer Sprachen ist in starker Anlehnung an 
Funktionenkalküle aufgebaut. Daher erscheint es angebracht, zu-
nächst den Begriff der Funktion kurz zu skizzieren: 
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"A function is a rule of correspondence by which when anything 
is given (as argument) another thing (the value of the function 
for that argument) may be obtained. That is, a function is an 
operation which may be applied on one thing (the argument) to 
yield another thing (the value of the function) .,,15 
So ist z.B. rr eine Funktion, die, angewandt auf einen Umfang 2r 
als Argument, den Umfang u eines Kreises (als Wert) ergibt : 
T[(2r) = u. 
In Analogie dazu werden in kategorialen Syntaxen bestimmte 
sprachliche Elemente als Funktionen aufgefaßt, die sich durch 
die Art ihrer Argumente und der entsprechenden Werte charakte -
risieren lassen. So wie sich die Funktion T[ dahingehend charak-
terisieren läßt, daß ihr Argument der Kategorie 2r, der ent -
sprechende Wert der Kategorie u angehört, läßt sich z . B. SCHLA -
FEN als Funktion behandeln, die dadurch charakterisiert ist, 
daß sie, angewandt auf einen Designa tor Hans den Satz Hans 
schläft. als Wert ergibt. 
Somit ließe sich schlaf- einordnen als Funktion, die - verein-
facht gesprochen - aus einem "Namen" Hans einen "Satz" Hans 
schläft. macht. 
Die Einordnung von schlaf- machte also Gebrauch einerseits von 
den oben e ingeführten Grundkategorien Sund d, andererseits von 
den aus der Funktionentheorie übernommenen Begriffen "Argument" 
und "Wert" einer Funktion. Ublicherweise bedient man sich in 
kategorialen Syntaxen einer vereinfachten Schreibweise, um zum 
Ausdruck zu bringen, daß etwas eine Funktion ist, die aus einem 
Argument der Kategorie K einen Wert der Kategorie K' ergibt. 
(Die Verschiedenheit der Kategorie von Argument und Wert ist 
nicht notwendig!) 
Wenn f eine Funktion is t , deren Argument von der Kategorie K, 
deren Wert von der Kategorie K' ist, so schre ibt man dafür ver-
einfacht K'IK als abgele itete Kategorie von f. 
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Falls, wie in der zweiten Zeile, Funktionen als Argumente einer 
Funktion auftreten, wird f die abgeleitete Kategorie K'/K zuge-
ordnet, f' die Kategorie K'/K//K'/K, d.h. der doppelte Schräg-
stricht trennt stärker als der einfache usf. 
Syntaktische Wohlgeformtheit in L 
Da die Operatoren in L kategorial danach eingeordnet werden, 
welcher Kategorie ihre Argumente bzw. ihr Wert angehören, d.h. 
nach funktional-syntaktischen Gesichtspunkten, und da somit im 
Lexikon von L bereits syntaktische Informationen stehen, läßt 
sich die Syntax von L in sehr einfacher Weise durch folgende 
Bestimmung des Begriffs der wohlgeformten Formel (wfF) angeben: 
Ein Ausdruck fK'/K . x K ist eine wfF der Kategorie K' in L 
genau dann, wenn xK eine wfF der Kategorie K ist. 
Demnach ist ein Satz in L, der einen Operator der Kategorie S/d 
enthält genau dann wohlgeformt, wenn dieser Operator auf einen 
Operanden der Kategorie d angewandt ist; ist der Operator von 
der Kategorie S/S, so ist der entsprechende Satz genau dann 
eine wfF in L, wenn dieser Operator auf einen Operanden ange-
wandt ist, der seinerseits eine wfF der Kategorie S in List 
usf. 
1.1.1.0. Ein "quasi-arithmetisches" Verfahren zur Fest-
stellung der Wohlgeformtheit von Ausdrücken in L 
Dieses generelle lqohlgeformtheitsprinzip läßt sich zu einem 
"quasi-arithmetischen" Verfahren zur Feststellung der syntak-
tischen Wohlgeformtheit von Ausdrücken in kategorialen Sprachen 
umformulieren, wie BAR-HILLEL gezeigt hat: 
man schreibt zunächst den Schrägstrich als Bruchstrich; was 
links von ihm steht und was auf einen Konnektor folgt wird 
zum "Zähler", ~Ias rechts von einem Schrägstrich steht wird 
zum "Nenner"; durch "kürzen" ergibt sich, ~Ielcher Kategorie 








Wollen wir die WOhlgeformtheit dieses Ausdrucks gemäß BAR-




Dieser Ausdruck kürzt sich zu S, folglich liegt eine wfF der 
Kategorie S vor. 
















gemäß den üblichen Regeln für Bruchrechnen können wir dies um-
formen in folgenden Ausdruck: 
S d S 
. d; 
d S d 
19 
dieser Ausdruck läßt sich zu S kUrzen, d.h. wir haben eine wfF 
der Kategorie S.16 
1.1.2. Das vorläufige Format des Lexikons von L 
(= Lexikon I der Grammatik) 
Da wir die Semantik von L noch nicht entwickelt haben, können 
wir noch keine kompletten Lexikoneinträge formulieren; ein Ein-
trag des Lexikons soll enthalten 
- einen Ausdruck von L 
- die kategoriale Einordnung dieses Ausdrucks 
- die Semantik des betreffenden Ausdrucks 
Wir geben zunächst einige Lexikoneinträge, bei denen die dritte 
Spalte vorläufig leer bleibt; da wir an der internen Struktur 
von Designatoren vorläufig nicht interessiert sind, fUhren wir 









1.1.0.1. Einige Eigenschaften von L 
Bevor wir die Semantik von L entwickeln, können wir bereits 
einige wesentliche Eigenschaften von L feststellen: 
- die Syntax von L weist die Operator- Operand-Struktur von 
FunktionskalkUlen auf, wobei auch mehrstufige Funktionsaus-
drUcke gebildet werden können; 
- die Terme von L sind im Lexikon nach Kategorien geordnet, die 
gemäß ihrer Funktion formuliert sind; dies gilt insbesondere 
fUr die abgeleiteten verschiedenen Operatorenkategorien; 
- auf grund der funktionalen Kategorisierung läßt sich die Syn -
tax durch ein e generelle Wohlgeformtheitsbedingung hin-
reichend definieren. 18 
20 
Im Vergleich mit der üblichen Notation der Generativen Semantik 
erweist sich bereits jetzt die Uberlegenheit von L, da die Syn-
tax einfacher ist und die im Verhältnis zur GS komplizierteren 
Lexikoneinträge eine starke, funktional motivierte Ausdifferen-
zierung der Operatoren leisten, die in der GS alle in der Pseu-
do-Rategorie V zusammenfallen. 19 
1.1.3. Die Semantik von L 
"My proposals regarding the nature of meanings will not conform 
to the expectations of those linguists who conceive of semantic 
interpretation as the assignment to sentences and their consti -
tuents of compounds, of 'semantic markers' or the like. (RATZ 
and POSTAL, 1964, for instance . ) Semantic markers are symbols: 
items in the vocabulary of an artificial language we may call 
Semantic Markereae. Semantic interpretation by means of them 
amounts merely to a translation algorithm from the object lan-
guage to the auxiliary language Markerese. But we can know the 
Markerese translation of an English sentence without knowing 
the first thing about the meaning of the English sentence: 
namely, the conditions under which it would be true. Semantics 
with no treatment of truth conditions is not semanties. Trans -
lation into Markerese is at best a substitute for real seman-
ties, relying either on our tacit competence (at some future 
date) as speakers of Markerese or on our ability to do real 
semantics at least for the one language Markerese. Translation 
into Latin might serve as weil, except insofar as the designers 
of Markerese may choose to build into it useful features -
freedom from ambiguity, grammar based on symbolic logic - that 
might make it easier to do real semantics for Markerese than 
for Latin. (See VERMAZEN, 1967, for similar criticismus). 
The Markerese method is attractive in part just because it 
deals with nothing but symbols: finite combinations of entities 
of a familiar sort out of a finite set of elements by finitely 
many applications of finitely many rules. There is no risk of 
alarming the ontologically parsimonious. But it is just this 
pleasing finitude that prevents Markerese semantics from dea-
ling with the relations between symbols and the world of non~ 
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symbols - that is, with genuinely semantic relations. Accord-
ingly, we should be prepared to find that in a more adequate 
method, meanings may turn out to be complicated, infinite en-
tities built up out of elements belonging to various ontolo-
gical categories. 
My proposals will also not conform to the expectations of those 
who, in analyzing meaning, turn immediately to the psychology 
and sociology of language users: to intentions, sense-experi-
ence, and mental ideas, or to social rules, conventions, and 
regularities. I distinguish two topics: first, the description 
of possible languages or grammars as abstract semantic systems 
~Ihereby symbols are associated wi th aspects of the world; and 
second, the description of the psychological and sociological 
facts whereby a particular one of these abstract semantic sys-
tems is the one used by a person or population. Only confusion 
comes of mixing these two topics. This paper deals almost en-
tirely with the first. (I discuss the second elsewhere: LEWIS, 
1968b and 1969, Chapter V.) 
My proposals are in the tradition of referentiaZ, or modeZ-theoret-
ic , semantics descended from FREGE, TARSKI, CARNAP (in his lat~ 
er works), and recent work of KRIPKE and others on semantic 
foundations of intensional logic. (See FREGE, 1892; TARSKI, 
1936; CARNAP, 1947 and 1963; § 9; KRIPKE, 1963; KAPLAN, 1964; 
MONTAGUE, 1960, 1968, and 1970c; SCOTT, 1970.) The project of 
transplanting referential semantics froffi artificial to natural 
languages has recently been undertaken, in various ways, by 
several philosophers and linguists (DAVIDSON, 1967; PARSONS, 
1968; MONTAGUE, 1969, 1970a and 1970b; KEENAN, 1969.) I have 
no quarrel with these e fforts; indeed, I have he re adapted 
features from several of them. I hope, hO~lever, that the sys-
tem set forth in this paper offers a simpler way to do essen-
tially the same thing." 
Soweit David LEWIS. 20 
Das LEWIS-Zitat macht zunächst eines deutlich: ebenso wie eine 
KATZ/POSTAL- bzw. KATZ/FODOR-Semantik ist auch die sogenannte 
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"Semantische Basis" der Generativen Semantik nichts anderes als 
eine Kunstsprache, die zwar reicher und stärker strukturiert 
ist als "Merkmalesisch" (die schöne Ubersetzung stammt von 
Harald WEINRICH) ,21 aber für die immer noch eine Semantik zu 
erstellen ist. Diese Erkenntnis hat sich mittlerweile auch bei 
einigen Generativen Semantikern durchgesetzt, so vor allem bei 
David DOWTy,22 der in seiner Dissertation explizite Bedeutungs~ 
regeln für die Terme der Basissprache angibt; sie dürfte wohl 
auch der Hintergrund dafür sein, daß einige Anhänger dieser 
Theorie den Terminus Generative Semantik vermeiden und ihn er-
setzen durch "Abstrakte Syntax" (so Robin LAKOFF 23 ) oder "se-
mantische Syntax" (Pieter A.M. SEUREN 24 ). 
Unsere Motivation für eine Theorie, die bei einer abstrakt-syn-
taktischen Basis ansetzt, geht unter anderem auch auf die oben 
zitierte Hoffnung zurück, daß eine sinnvolle Konstruktion einer 
solchen Basis es ermöglicht, eine explizite Semantik dieser Ba-
sissprache anzugeben. Dabei muß natürlich beachtet werden, daß 
mit der Entwicklung einer referentiellen Semantik für die Ba-
sissprache und der Ubertragung auf die daraus abgeleiteten ein-
zelsprachlichen Strukturen lediglich ein Fragment einer seman-
tik von natürlichen Sprachen vorliegt. Dabei besteht jedoch 
Grund zu der Hoffnung, daß der semantische Apparat, der hier 
verwendet wird, sich so erweitern läßt, daß mit seiner Hilfe 
auch weitergehende Fragestellungen als die der Wahrheit behan-
delt werden können. Ansätze in dieser Richtung sind bereits 
ausgearbeitet. 25 
Die Grundidee der hier zu entwickelnden Semantik geht zurück 
auf Gedanken, die in der Tradition von FREGE im sogenannten 
"Logischen Positivismus" entwickelt wurden. Einige Zitate aus 
WITTGENSTEINs "Tractatus" mögen dies verdeutlichen: 
4.01 Der Satz ist ein Bild der Wirklichkeit. 
Der Satz ist ein Modell der Wirklichkeit, 
so wie wir sie uns denken. 
4.023 Die Wirklichkeit muß durch den Satz auf ja 
oder nein fixiert sein .... 
Der Satz konstruiert eine Welt mit Hilfe eines 
logischen Gerüstes und darum kann man am satz 
auch sehen, wie sich alles Logische verhält, 
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wen n er wahr ist. Man kann aus einem falschen 
Satz S c h 1 ü s s e z i ehe n 
4.024 Einen Satz verstehen, heißt, wissen was der Fall 
ist, wenn er wahr ist. 
(Man kann ihn also verstehen, ohne zu wissen, ob 
er wahr ist.) 
Man ve~~teht ihn, wenn man seine Bestandteile ver -
steht. 
Von diesen Sätzen ausgehend kann man nun die Bedeutung eines 
(declarativen) Satzes verstehen als eine Menge von Regeln, die 
es erlauben, zu rekonstruieren, "was der Fall ist, ~Ienn er wahr 
ist." Gemäß dem letzten Satz von 4.024 (der eine Formulierung 
von "FREGEs Prinzip" ist!) müssen also Regeln angegeben werden, 
die es erlauben, aus den Bestandteilen des Satzes seine Wahr-
heitsbedingungen ("was der Fall ist, wenn er wahr ist") zu re-
konstruieren. Dabei geht es nun nicht um die Wahrheit in der 
aktualen Welt, wie aus 4.023 hervorgeht, sondern darum, wie 
der Satz "mit Hilfe eines logischen Gerüstes eine Welt kon -
struiert" . Die Wahrheit von Aussagen über die "wirkliche Welt" 
kann also mit einer Semantik, die von der Prämisse 4.024 aus-
geht, nicht entschieden ~Ierden. So auch TARSKI: "Es ist viel -
leicht nötig zu sagen, daß die Semantik, wie sie in diesem Auf -
satz . . . verstanden wird, eine nüchterne und bescheidene Diszi -
plin ist, die sich nicht anmaßt, ein universales Heilmittel für 
alle eingebildeten oder wirklichen Krankheiten und Ubel der 
Menschheit zu sein. Man wird in der Semantik kein Mittel gegen 
schlechte Zähne, großartige Illusionen oder Klassenkonflikte 
finden. Auch ist die Semantik kein Maßstab zur Feststellung, 
daß jedermann, der Verfasser und seine Freunde ausgenommen, Un -
sinn redet.,,27 
In der Modelltheorie geht man von diesen Prämissen aus und kon -
struiert eine Menge von "Welten", von denen eine die ausge-
zeichnete "Welt" des jeweiligen Diskurses ist. Die Intensionen 
der Symbole der zu interpretierenden Sprache werden aufgefaßt 
als Funktionen, die es gestatten, d e n Zeichen ihre jeweiligen 
Extensionen zuzuordnen, sei es in der ausgezeichneten Diskurs -
welt oder in einer der anderen, - der "möglichen" Welten. 28 
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Intuitiv kann man sich diese Prozedur anhand des Kartenspiels 
"Mogeln" klarmachen. 29 Bei diesem Spiel hat jeder Spieler ~ine 
Menge von Karten. Diese werden abwechselnd mit der Bildseite 
nach unten abgelegt, wobei jeder der Spieler dabei die Farbe 
der abgelegten Karte zu nennen hat. Spieler A beginnt z.B., in-
dem er eine Karte abgelegt und sagt "Karo!" (d.h. "Die von mir 
soeben abgelegte Karte gehört zu der Untermenge der Spielkarten, 
die das Zeichen Karo, eine rote Raute, tragen.") Spieler B muß 
nun ebenfalls eine Karte dieser Farbe ablegen; falls er keine 
solche hat, so kann er "mogeln", indem er eine Karte einer an -
deren Farbe ablegt und "Karo!" sagt. A kann dies nun entweder 
glauben oder den B kontrollieren. Dieses Kontrollieren besteht 
darin, daß er aufgrund der Intension der Aussage von B über -
prüft, ob dessen Aussage wahr ist. Die Aussage "Die soeben von 
mir abgelegte Karte gehört zur Untermenge Karo." ist genau 
dann wahr, wenn es der Fall ist, daß diese Karte zu dieser Far-
be gehört. Aufgrund der Intension von "Karo!", n1!mlich "Die 
Karte weist eine rote Raute auf . " kann A also den Wahrheitsge-
halt von Bs Aussage ermitteln. Der Stapel der abgelegten Kar~ 
t e n aus unserem Beispiel entspricht der "Welt", die Äußerung 
unseres Spielers B ist die zu prüfende Aussage, deren Inten-
sion ermöglicht die Feststellung des Wahrheitsgehaltes; das 
"Nachgucken" schließlich entspricht der Evaluationsfunktion, 
di e der Aussage unter Rückgriff auf ihre Intension die Exten~ 
sion, d.h. einen der beiden Wahrheitswerte zuordnet. 
Unser Modell soll nun nicht nur eine "Welt", sondern mehrere 
e nthalte n, nämlich zun1!chst die Welt des jeweiligen Diskurses, 
in der Sp r e cher und Hörer sind, (wo), sowie eine Menge von der 
Diskurswelt vergleichbaren "möglichen Welten" (W). Diese Ver -
gleichbarke it wird durch R (Zug1!nglichkeitsrelation) ausge -
drückt . Ble ibe n wir be i unsere m Kartenspiel, s o könnte man ver ~ 
schi e dene Ka rtenhäufche n mit den v e rschiedenen Welten verglei -
chen. Ebe nso wie zwei Kart e nhlufchen dann gleich sind, wenn 
si e die gle iche n Karten in gleicher Reihenfolge enthalten, 
s ind zwei Welten unseres Modells maximal vergleichbar, we nn sie 
di e s e lben Individuen enthalten und gleich geordnet sind. Je ge ~ 
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ringer die Zahl der gemeinsamen Karten ist, desto unähnlicher 
werden sich die Kartenhäufchen ~ je verschiedener sie geordnet 
sind, desto unähnlicher werden sie - man denke sich drei Kar-
tenhäufchen, von denen 1 alle Karo und Kreuz in der üblichen 
Reihenfolge enthält, 2 die gleichen Karten bunt gemischt, 3 
zwei Sequenzen wie 1, aber nicht farbkonstant: von 1 aus ge-
sehen ist sowohl 2 als auch 3 zugänglich, jedoch verschieden 
stark; 1, 2 und 3 sind elementgleich, aber eben nicht gleich 
geordnet, wobei die Ordnung von 3 der von 1 ähnlicher ist als 
die von 2. 
Setzt man statt der Karten, Werte und Farben, Individuen und 
Sorten, so kann man in analoger Weise über den Grad der Ähn-
lichkeit von Welten sprechen. 30 
Außerdem enthält unser Modell noch die Menge der Individuen 
bzw. die Individuendomäne D; auch hier gilt eine Analogie zum 
Kartenspiel, da D gesortet ist, d.h. in Untermengen aufgeteilt, 
die genau wie beim Kartenspiel nicht vollständig disjunkt sind 
(Karo-As ist sowohl in der Sorte As als auch in der Sorte Ka-
ro); welche Sortung wir benötigen werden, läßt sich z.zt. noch 
nicht absehen. 
Als Ordnungsdimension führen wir schließlich noch Zeit T in un-
ser Modell ein; sie wird zunächst aufgefaßt als geordnete Men-
ge von Zeitintervallen. 
1.1.3.1.1. Intensionen für Basiskategorien 
Oben haben wir gesagt, daß wir Intensionen auffassen als Funk -
tionen, die den jeweiligen AusdrUcken ihre Extensionen zuord -
nen. Um die Intensionen der Basiskategorien zu bestimmen, müs-
sen ~Iir also zunächst feststellen, welches ihre Extensionen 





Folglich ergeben sich als Intensionen von Designatoren Funk-
tionen aus der Menge der möglichen Welten W in die Individuen-
domäne D, als Intensionen für Sätze Funktionen aus W in die 
Menae der Wahrheitswerte [O,1}.31 
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1.1.3.1.2. Intensionen für abgeleitete Kategorien 
Es wäre selbstverständlich naheliegend, die Konzeption der In-
tension als Funktion aus W in die Extension der Zeichen der je-
weiligen Kategorie auch für abgeleitete Kategorien anzuwenden. 
Das ergäbe dann für einstellige Prädikate (S/d) eine Funktion 
aus W in die Menge der Teilklassen von D, für zweistellige Prä-
dikate eine Funktion aus W in die Menge der Teilklassen von 
DxD. Verfolgt man dieses Verfahren jedoch weiter, so ergeben 
sich relativ schnell ziemliche Schwierigkeiten, Ausdrücken ihre 
Intensionen zuzuordnen; was ist z.B. die Intension von gut als 
Adverb mit der Kategorie S/d//S/d, wie z.B. in Hans schläft gut. 
Um diese Frage in der oben skizzierten Weise beantworten zu 
können, müßte man zunächst klären, was die Extension von gut 
ist - ein schwieriges Unterfangen! 
Einen Weg zur Vermeidung solcher Probleme weist wiederum 
D. LEWIS,32 indem er vorschlägt, die Intensionen der abgeleite-
ten Kategorien nicht in der oben angegebenen Weise zu formulie-
ren (- LEWIS nennt so formulierte Intensionen "CARNAPsche In-
tensionen -), sondern als "kompositionale Intensionen", die 
analog zum syntaktischen Aufbau einer kategorialen Sprache den 
Beitrag der Intensionen der einzelnen Ausdrücke zur Intension 
des durch ihre Verknüpfung gebildeten Gesamtausdrucks beschrei-
ben. 
Folgt man diesem Vorschlag, so kann man die Intension von Ope-
ratoren der Kategorie S/d beschreiben als die Funktion, die 
eine d-Intension als Argument und eine S-Intension als Wert 
hat (d.h. als Funktion aus Funktionen von W in D in Funktionen 
von W in [O,lJ); eine Intension für einen Operator der Kate-
gorie S/S wäre eine Funktion aus S- Intensionen in S-Inten-
sionen (d.h. eine Funktion aus Funktionen von W in [O,lJ, in 
Funktionen von W in [0,1)), und eine Intension für Operatoren 
der Kategorie S/d//S/d wäre eine Funktion aus S/d-Intensionen 
in S/d-Intensionen (z.B. für das oben zitierte gut.) 
Dieses Verfahren hat folgende wesentliche Vorteile: 
- es lassen sich Intensionen für Operatoren formulieren, ohne 
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daß es nötig wird, die korrespondierenden Extensione n - so-
weit überhaupt möglich - zu formulieren; 
- das Verfahren gibt eine einfache Prozedur an, wie die Inten-
sionen von abgeleiteten, beliebig komplexen Operatoren for -
muliert ~Ierden können; 
- die Konstruktion von Intensionen beliebiger Ausdrücke ist 
ihrer syntaktischen Konstruktion strikt parallel, womit das 
oben aufgestellte Postulat der Homomorphie von Syntax und Se-
mantik ("FREGEs Prinzip") für unsere Basissprache erfüllt 
ist. 33 
Für unsere jetzigen Zwecke mag diese informelle Einführung 
einer modell theoretischen Semantik genügen; eine formalere Dar -
stellung wird im Zusammenhang mit der Einführung der Operato-
ren COND (zur Darstellung der Konditionalrelation) und CAUSE 
(Kausalrelation) unumgänglich sein. 34 
1 . 1.3.2. Semantische Interpretationen 
Relativ zu einem Modell, wie dem oben aufgebauten, können wir 
nun semantische Interpretationen von Ausdrücken unse rer Kate -
gorialsprache konstruieren. 
Der Grundbegriff unserer formalen Semantik ist der der Wahr -
heit; ein Satz "s" sei relativ zu einem Weltzustand ( wi,t j ) 
(d.h. in einer bestimmten Welt zu einem bestimmten Zeitinter -
vall) in einem Modell M genau dann wahr, wenn S in wi in M zu 
t d F 11 ist. 35 j er a 
1=<:':7~;)== "8" 
Auf diese Grundlagen aufbauend können wir die Semantik von Ope-
ratoren nun in der Weise angeben, daß wir spezifizieren, unter 
welchen Bedingungen die Sätze wahr sind, die durch Anwendung 
dieser Operatoren auf geeignete Operanden entstehen, d.h. in-
dem wir die oben generell bestimmten Intensionen spezifizieren. 
Für Operatoren der Kategorie S/x (JE sei eine n-stellige, hete -
rogene Folge mit n f 1) gilt generell: 
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Diese Ausdrücke können insofern als Intension der Operatoren 
aufgefaßt werden, als sie spezifizieren, unter welchen Bedin-
gungen die Intensionen von entsprechenden Sätzen den Wahrheits-
wert 1 als Wert annehmen. 





Dieser Satz ist gemäß dem oben gesagten wahr relativ zu einem 
Weltzustand genau dann, wenn zu diesem Weltzustand der Fall 
ist, daß das Individuum Hans ein Element der Menge der Schla-
fenden ist. 
Das bisher vorgestellte Beispiel macht nun auf den unbefange -
nen Leser zugegebenermaßen einen höchst trivialen Eindruck, 
denn nach all dem aufwendigen Aufbau des semantischen Appara-
tes haben wir lediglich erfahren, daß "fx" wahr ist, wenn fx 
der Fall ist - es kreißte der Berg und eine Maus ward geboren. 
Allerdings haben wir für das "der- Fall-Sein" von fx eine men-
gentheoretische Explikation angegeben, was zwar die Triviali-
tät nicht sehr vermindert, jedoch unsere Semantik auf ein ziem-
lich wohlfundiertes Fundament stellt. Dazu führt Max CRESSWELL 
aus: 
"The attitude to analysis adopted ... is that set theory provid-
es the most adequate framevlork known for precise description. 
This does not mean that the theory of sets is above philosophi-
cal examination; indeed the discovery of RUSSELs and other 
paradoxes ensures that no one can feel quite certain of its 
foundations. But it does mean that any alternative framework 
must be shown to be at least as comprehensive and as well-foun~ 
ed. As far as its consiste ncy goes it is probably fair to say 
that axiomatic systems of set theory have been subject to far 
more rigorous testing than any other formal theory. For the 
purposes of this book at any rate, \~e may safely assume that 
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if its set-theoretical foundations should crumble a great deal 
more Ivill be destroyed than the structures he re defined." 37 
1.1.3.2.1. Semantische Beschreibung von Vorgängen in L 
Außerdem haben wir bis jetzt nur ein relativ einfaches Beispiel 
untersucht und dabei nur einen Teil des semantischen Apparates 
entwickelt. An einem etwas komplizierteren Beispiel können wir 
nun das Konzept der Bedeutungsregeln entwickeln. Betrachten 
wir das folgende Beispiel: 
Hans schläft ein. 
Zunächst könnte man naheliegenderweise versuchen, diesen Satz 
parallel zu 
Hans schläft. 
semantisch zu analysieren. Die Semantik würde uns in diesem 
Fall als Interpretation liefern, daß der Satz wahr ist genau 
dann, wenn Hans in der entsprechenden Diskurswelt zum entspre-
chenden Zeitintervall ein Element der "Menge der Einschlafen-
den" ist; dies erscheint auf den ersten Blick ebenso einleuch-
tend - und ebenso trivial - wie die obige Analyse von 
Hans schläft. 
Bei näherer Betrachtung zeigt sich jedoch, daß eine solche Ana-
lyse einige ernste Schwächen aufweist: 
- Erstens verwischt die parallele Behandlung der beiden Beispi~ 
le die Unterscheidung von Zustand (X schläft.) und Vorgang 
(X schläft ein.). 
In direktem Zusammenhang damit steht, daß eine solche Ana-
lyse keinerlei Auskunfi geben kann über das Bedeutungsver-
häl tnis von schlafen und einschlafen. 
Auch daß X ist wach. eine Präsupposition von X schläft ein. 
ist und daß X schläft. eine Folgerung aus X ist eingeschlafen. 
ist (natürlich wären hier die Zeitindizierungen einzubrin-
gen, um eine explizite Analyse vorzunehmen), erfahren wir 
durch eine solche Analyse nicht. 
Wollen wir also eine bessere Analyse der Semantik von ein-
schlafen geben, so müssen wir die Quelle all dieser Nachteile 
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beseitigen, die Verwischung der Unterscheidung von Vorgang und 
Zustand. Eine Möglichkeit, dies zu tun, besteht darin, daß wir 
Vorgang auffassen als eine Sukzession von (mindestens!) zwei 
unmittelbar aufeinander folgenden, verschiedenen Zuständen; auf 
diesem Hintergrund können wir einen Operator definieren, dessen 
Argument eine Folge von 2 verschiedenen Sätzen ist, die die 
beiden verschiedenen Zustände beschreiben; der Wert der Anwen-
dung dieses Operators auf die Folge von zwei Zustandssätzen 
wäre wiederum ein Satz. Damit ergibt sich trivialerweise die 
kategoriale Einordnung dieses Operators in die Kategorie 
S/(S,S). In Anlehnung an von WRIGHT wollen wir diesen Operator 
~ (das soll an Hand next" erinnern) 38 notieren. In Anlehnung 
an das oben formulierte "FREGEsche Prinzip"39 muß die Semantik 
dieses Operators nun so formuliert werden, daß die Semantik 
eines Satzes, der durch Anwendung von N auf eine Folge (Al, Bl) 
von zwei Zustandssätzen gebildet wird, sich aus der Semantik 
von (Al, Bl) und der Semantik von N ergibt: (Al sei die Sorte 
"Zustands-Satz". ) 
d.h. N (Al, 
~Ienn es ein 
wenn es ein 
wenn Al zu 
wenn zu t' 1 
N(Al, Bl) Hf 
h::~~;;== 
atyAat;:t;EtyAat2:t2EtyA 
A1 A r{::~~;;= B1 
Bl) ist genau dann wahr zum Zeitintervall t y ' 
Zeitintervall t; gibt, das Element von t y ist, 
Zeitintervall t 2 gibt, das Element von t y ist und 
t; wahr ist und Bl zu t 2 wahr ist; einfacher gesagt, 
der Zustand Al besteht und zu t 2 der Zustand Bl. 





~  S/S S S/d d 
NEG ~ SCHLAFEN Hans 
S/d d 
SCHLAFEN Hans 
Hans schUift ein. ist wahr relativ zu einem Weltzustand (wx,ty > 
,,/enn es ein t y und ein t;:t;Ety und ein t 2:t2Ety gibt, so 
daß in ("'x,ti> es n ich t der Fall ist, daß Hans ein Ele-
ment der Schlafenden ist und es in (wx,t;> der Fall ist, daß 
Hans ein Element der Menge der Schlafenden ist. 
Diese Analyse ist insofern befriedigender als die obige, als 
sie die Bedeutungsbeziehungen zlvischen schlafen und einschlafen 
expliziert; außerdem gestattet sie es auch, aus X ist einge-
schlafen. (1'1 , t > zu folgern: 
x y 
X wal" wach. (w t' > bzw. X schlief. 
x' 1 
Dabei kann zunächst offen bleiben, in welcher Weise wir diese 
Analyse in unser System inkorporieren; eine Möglichkeit bestün-
de darin, einen Operator einschlafen zu definieren mit der Ka-
tegorie S/d und den oben angegebenen Wahrheitsbedingungen; 
eine andere Möglichkeit wär e , neben dem bereits vorhandenen 
schlafen einen Operator Nzu defini eren wi e oben; die letztere 
Möglichkeit scheint insofern vorzuziehen sein, als es zahlrei-
che Paare von Verben gibt, von denen je eines e inen Vorgang 
bezeichnet, das andere den daraus resultierenden Zustand; da -
her würde bei einer Entscheidung für die erste Lösung in den 
Wahr he i tsbedingungen von Operatoren wie einschlafen, sterben 
etc . immer wieder eine identische Teilkonfiguration auftre-
ten - nämlich genau di e , die den Wahrheitsbedingungen für N in 
der zweiten Lösung e ntspricht. Allerdings bringt die Entschei-
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dung fUr die zweite Lösung mit sich, daß wir ein Lexikon brau-
chen, mit dessen Hilfe wir Operatorenkomplexe auf einzelsprach-
liche Operatoren abbilden können. Uber den Aufbau dieses Lexi-
kons kann vorläufig nur so viel gesagt werden, daß es nicht-
umkehrbar eindeutige Abbildungsregeln von Operatoren und Opera-
torenkomplexen auf einzelsprachliche Verben enthält. 40 
Die erwei ter te Analyse von einschlafen, die, wie wir später se-
hen werden, immer noch ungenUgend ist, illustriert die Rolle 
der Bedeutungsregeln fUr Operatoren, bei denen sowohl eines 
der bzw. die Argumente als auch der Wert zur Kategorie S zäh-
len: mit Hilfe der Bedeutungsregeln lassen sich die Wahrheits-
bedingungen der resultierenden Sätze so weit aufdröseln, daß 
nur noch AusdrUcke der Form auftreten, fUr die die triviale, 
generelle Wahrheitsbedingung gilt, die wir oben angegeben ha-
ben. 
Diese Bedeutungsregeln sind es auch, die im Mittelpunkt unseres 
Interesses stehen werden. 
Nachdem wir nun unseren Semantischen Apparat soweit ausgebaut 
haben, daß er ein Modell und außerdem eine Menge von Bedeu-
tungsregeln enthält und wir außerdem das Postulat der Homomor -
phie von syntaktischer Konstruktionen und semantischer Inter-
pretation erfUllt haben, können wir nun einen Ausschnitt des 
Lexikons unserer kategorialen Sprache L, das wir oben nur an-
satzweise skizzieren konnten, aufstellen. 
1.1.4. Das Lexikon von L 
Das Lexikon von L enthält - in etwa gemäß dem Vorschlag von 
LEWIS 1972 - drei Spalten: Angabe der Kategorie, Ausdruck, Se-
mantik; bei AusdrUcken, deren Semantik der oben gegebenen Wahr-
heitsbedingung fUr AusdrUcke der Form fx entspricht, lassen 
wir die dritte Spalte leer . Da wir vorläufig an der internen 
Struktur von komplexen Des ignatoren nicht interessiert sind, 
fUhren wir dß als Zeichen fUr intern nicht analysierte De-

















N{A,B) iff a t j A 
1.2. Erweiterung von L zu AL 
1.2.1. Motivation 
Zunächst wollen wir darlegen, daß L als Basissprache einer 
Grammatik ungenügend ist und daher erweitert werden muß. 





Hans ein Buch 
Da wir die Ordnung der Designatoren in der Basis lediglich 
hierarchisch interpretieren, ist zunächst unklar, ob diese 
Struktur 
als (1) Hans hat ein Buch. oder als (2) Ein Buch gehört Hans. 
realisiert werden soll. Die Unterscheidung dieser beiden Sätze, 
nämlich ihre verschiedene Thema-Rhema-Struktur, ist in dieser 
kategorialen Struktur nicht abgebildet. Zum Bedeutungsverhält-
nis von (1) und (2) können wir feststellen, daß beide Sätze 
unter denselben Bedingungen wahr sind. Ihr Unterschied wäre 
also nicht extensional abbildbar, sondern nur intensional, in 
dem man für (1) eine Funktion 'Besitzer eines Buches sein' bil-
det und diese dann auf Hans anwendet, für (6) eine Funktion 
'Besi tztum von Hans sein' auf ein Buch anwendet. Wir benötigen 
also eine elastischere Basissprache als L, die die Bildung von 
solchen abgeleiteten Funktionen zuläßt. Zu diesem Zweck führen 
wir den Funktionenabstraktor A ein. 
Ein ähnliches Problem ergibt sich bei der Negation: betrachten 
wir den folgenden L-Ausdruck: 
NEG [ POS S ( Hans, ein Buch) ] 
Gemäß der oben angegebenen semantischen Regeln ist NEG P wahr, 
wenn P falsch ist. POSS( Hans, ein Buch) ist falsch, wenn entwe-
der 
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- es nicht Hans ist, der ein Buch besitzt 
2 - es nicht ein Buch ist, was Hans besitzt 
3 - es nicht besitzen ist, was die Relation zwischen 
Hans und dem Buch ist 
4 - es nicht Hans und das Buch sind, die in der 
Besitzrelation stehen 
5 - es weder eine Besitzrelation gibt, noch Hans an 
der bestehenden Relation Teil hat 
6 - es weder eine Besitzrelation gibt, noch das Buch 
an der bestehenden Relation Teil hat 
7 - es weder eine Besitzrelation gibt, noch Hans und 
das Buch an der bestehenden Relation Teil haben. 
Das heißt, daß unsere Sprache L diesem Ausdruck keine eindeu-
tige Interpretation zuordnet. Akzeptiert man den Vorschlag 
von SGALL 41 , daß das Thema des Satzes die "contextually bound 
elements" enthält, so ergibt sich für die natürlichsprachliche 
Negation, daß sie nur über dem Rhema bzw. über Elementen des 
Rhemas operiert. Da aber in L die Thema-Rhema-Struktur von 
Sätzen vorläufig noch nicht abbildbar ist, ist auch eine sinn-
voll Behandlung der Negation nicht möglich. 
Um dies zu erreichen, müßte es in unserer Basissprache möglich 
sein, gewisse Elemente des Satzes, nämlich die kontextgebunde-
nen, aus dem Skopus der Negation herauszunehmen. 
Betrachten wir von den oben aufgestellten Varianten den Fall 
1; eine entsprechende natürlichsprachliche Formulierung ~Iäre: 
Nicht HCms nat ein Buoh. (' dient als Streßmarkierung) . 
In seinem normalen Verständnis besagt dieser Satz, daß es zwar 
eine Besitzrelation in bezug auf ein Buch gibt, Hans jedoch 
diese Relation nicht erfüllt , d.h. irgendjemand hat ein Buch, 
und es ist nicht der Fall, daß Hans ein Buch hat. 
Dies wäre darstellbar, indem man eine Funktion ein Buch haben 
(x) bildet und dann zeigt, daß die Anwendung dieser Funktion 
auf Hans eine Proposition mit dem Wahrheitswert 0 ergibt. 
Dieses Verfahren ist dadurch gerechtfertigt, daß im Funktionen~ 
kalkül folgende Äquivalenz gilt: 
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F(x,y)= F(x) (y) 
42 d.h. F auf x,y ist äquivalent mit [F auf x] auf y. 
Was wir also benötigen, ist eine Sprache, die im Verhältnis zu 
unserer bereits entwickelten Sprache L insofern elastischer 
ist, als sie die Bildung solcher Funktionen wie F(x) (y) zu-
läßt. 
Alonzo CHURCH hat dies für den Funktionenkalkül geleistet, in-
dem er den einfachen Funktionenkalkül durch die Einführung 
eines Funktionenabstraktors A erweitert hat. Da unsere kate -
goriale Sprache L, wie wir schon oben gezeigt haben, ein Funk-
tionenkalkül ist, können wir die CHURCHsche Lösung - mutatis 
mutandis - übernehmen und unsere kategoriale Sprache L zu einer 
lambda-kategorialen Sprache AL en/eitern. 43 
1.2.2. Einführung von A 
ABSTRACTION. For our presents purpose it is necessary to 
distinguish carefully between a symbol or expression which 
denotes a function and an expression which contains a variable 
and denotes ambiguously some value of the function - a distinc-
tion which is more or less obscured in the usual language of 
mathematical function theory. 
To take an example from the theory ~f functions of natural 
numbers, consider the expression (x +x) 2 . If we say "(x2+x) 2 
is greater than 1,000", we make a statement which depends on x 
and actually has no meaning unless x is determined as some 
par2tic~lar natural number. On the other hand, if we say, 
"(x +x) is a primitive recursive function", we make adefinite 
statement whose meaning in no way depends on adetermination 
of the variable x (so that in this case x plays the role of an 
apparent, or bound, variable). 
The difference betree2 the two cases is that in the first case 
the expression (x +x) serves as an ambiguous, or variable, 
denotation of a natural number while in the second case it 
serves as the denotation of a par~cutar function. We shall 
hereafter distinguish by using (x +x) when we intend an am-
biguous denotation of an natural number, but (AX(x2+x) 2) as the 
denotation of the corresponding function - and likewise in 
other cases. 
In general, if M is an expression containing a variable x (as 
a free variable, i.e., in such a way that the meaning of M 
depends on adetermination of x), then (AxM) denotes a function 
whose value, for an argument, is denoted by the result of sub-
stituting (a symbol denoting) a for x in M. The range of ar -
guments of the function (AxM) consists of all objects such that 
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the expression M has a meaning when (a symbol denoting) a is 
substituted for x. 44 
Die Anwendung der A-Abstraktion ist nicht beschränkt auf 
ein e Individuenvariable, sondern sie kann auch über Paaren, 
Folgen und Prädikaten ausgeführt werden. 
Im Falle mehrerer Individuenvariablen (Paar oder Folge ) kann 
die A-Abstraktion nun entweder über dem Paar bzw. der Folge 
ausgeführt werden oder schrittweise. Im letzten Fall erhalten 
wir genau den oben erwünschten Effekt, daß eine Funktion mit 
zwei Argumenten intensional umstrukturiert wird zu einer Funk-
tion mit einem Argument, die ihrerseits wiederum eine Funktion 
mit einem Argument ist: 
AX(Ay[F(x,y)] b) a 
Wichtig ist dabei, daß die Durchführung der Abstraktion den 
Wert der Funktion in diesem Fall nicht verändert, denn das 
heißt für die Erweiterung unserer Basissprache zu AL, daß die 
Wahrheitsbedingungen, die wir für die Operatoren von L defi-
niert haben, unverändert bleiben. Mögliche verschiedene Wahr-
heitswerte können allerdings durch verschiedenen Quantorensko-
pus zustandekommen , etl-Ia 
VX(h(:3:Y(Ay[tove (x,y)]») Evel"yone loves someone . 
versus 
:3:Y(Ay(VX(Ax[tove (x,y)]») Someone is loved by evel"yone . 
Die Wahrheitsbedingungen für love bleiben jedoch davon unbe-
rührt. Dadurch haben wir durch die Einführung von A unsere Syn-
tax erweitert und elastischer gemacht, ohne daß dadurch die Se-
mantik erheblich kompliziert werden müßte. 
1.2.0.1 . Einige Eigenschaften von AL 
Der entscheidende Vorteil von AL als Basissprache liegt darin, 
daß einerseits die Eigenschaften von L erhalten ble iben, ins-
besondere die Einfachheit d e r Syntax und die Homomorphi e von 
syntaktischer Konstruktion und s e mantischer Inte rpretation, 
andererseits durch die Einführung von A noch der Vorteil der 
größeren Elastizität hinzukommt. Betrachten wir dazu folgende 
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drei Sätze: 
(3) Hans und Hugo sind ähnLich. 
(4) Hans ähneLt Hugo. 
(5) Hugo ähneLt Hans. 
In der einfachen Kategorialsprache L erhielten die Sätze (3) -
(5) folgende gemeinsame Struktur: 
~ 
S/d,d X 
ÄHNLICH /' "'" 
d d 
Hans Hugo 
Zur Vereinfachung können wir eine linearisierte Schreibweise 
einführen, bei der wir auf die Kategoriensymbole verzichten: 
ÄHNLICH (Hans, Hugo) 
Durch verschiedene A-Abstraktionen können wir aus diesem L-Aus-
druck die Semantischen Repräsentationen von (3) - (5) in AL 
ableiten: 
( 3) A (x,y) [ÄHNLICH(x,y)] (Hans, Hugo) 
( 4) AX(AY [ÄHNLICH(x,y)] Hugo) Hans 
(5) AY (AX [ÄHNLICH(x,y)] Hans) Hugo 
Auch das oben am Beispiel von haben vs. gehöpen darges tell te 
Problem der lexikalischen Konversenpaare läßt sich in unserer 
erweiterten Sprache AL lösen: 
(6) HrolS hat ein Buch. 
würde repräsentiert durch 
AX(AY[POSS(X,y)] Buch) Hans, 
(7) Ein Buch gehört Hans. 
erhielte folgende Repräsentation: 
AY(AX[POSS(X,y)] Hans) Buch. 
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Auch die oben erwähnten Probleme bei der Negation lassen sich 
in der reicheren und elastischeren Sprache L umgehen. Man be-
trachte nochmals: 
Nioht Hans hat ein Buoh. 
Wollen wir nun zum Ausdruck bringen, daß Hans nicht derjenige 
ist, auf den die Funktion ein Buoh haben zutrifft, so können 
wir in einer ~-kategorialen Sprache, wie T. BALLMER gezeigt 
hat, dies dadurch zum Ausdruck bringen, daß im Skopus der Ne -
gation lediglich die Konstante Hans steht; der ganze Rest wird 
durch Variabeln vertreten und außerhalb des Skopus der Nega-
tion "aufgefüllt" durch die entsprechenden Konstanten: 
~y(~F(NEG[~xF(x,y) Hans]) POSS) ein Buoh 45, 46 
Durch die Einführung des Abstraktors ~ haben wir also erreicht, 
daß unsere Basissprache insofern elastischer ist, als sie in 
der Lage ist, intensionale Differenzierungen zwischen extensio-
nal identischen Funktionen darzustellen, wodurch eine sinnvolle 
und einfache Behandlung von Thema-Rhema-Verhältnissen möglich 
wurde. 
1.2.3. Das Lexikon von ~L 
Das Lexikon von ~L enthält vier Spalten, nämlich: Angabe der 
Kategorie, Ausdruck, Funktionsausdruck in Standardform und 




S/d SCHLAFEN ~x[SCHLAFEN (x)] 
S/d,d ÄHNLICH ~(x,y)[ÄHNLICH(x,y)] 
S/(d,d) POSS ~(x,y)[POSS(x,y)] 
s/s NEG ~A[NEG (A) ] 
s/(s,s) N A(A,B)[N(A,B)] 
Die vierte Spalte haben wir freigelassen, da wir die Semantik 
bereits in 1.3. angegeben haben. 
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1.2.3.1. Abgel e itete operatoren47 
Das Lexikon von AL enthält neben Basisoperatoren wie den oben 
definierten noch abgeleitete; diese sind häufig auftretende 
Kombinationen von Basisoperatoren und werden zur Vereinfachung 
als abgeleitet eingeführt. Im Lexikon werden sie in der übli -
chen Weise dargestellt, jedoch enthält die Semantikspalte ihre 
Ableitung aus den entsprechenden Basisoperatoren, woraus sich 
die Semantik ergibt. Unter Benutzung des als Basisoperator ein-








AX[N(NEG(X) ,X)] A 
AX[N(X,NEG(X)] A 
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1. 3. Das Lexikon II 
Das Lexikon 11 unserer Grammatik enthält eine Menge von nicht 
eindeutigen, nicht umkehrbaren Abbildungen aus der Menge der 
einfachen oder komplexen Funktionen von AL in die Menge der 
Zeichen der jeweilige n Einzelsprache, wobei die Verben im Zen-
trum unseres Interesses stehen. Die Abbildungsmenge ist nicht 
exhaustiv bezüglich der Funktionen in AL. 
Das Lexikon 11 enthält keine direkte semantische Beschreibung, 
da diese sich aus der im Lexikon I spezifizierten Semantik der 
basischen und abgeleiteten Operatoren ergibt. Wir schreibe n 
die Abbildungen als Funktionen (lf), deren Wert für eine Funk-
tion aus AL ein einzelsprachliches Verb (oder anderes Zeiche n) 
ist, z .B.: 
lf (A x[ SCHLAFEN (x) J) S/d= [schlafen vJ S/d 
Da die hier nicht weiter beschriebene Seichte Syntax ebenfalls 
kategorial aufgebaut werden soll, ist der Wert der lf ein ein-
zelsprachliches Zeichen mit einem morphologischen und einem 
kategorialen Index. 
Bei zweiwertigen Verben ergibt sich eine Komplizierung dadurch, 
daß die lf entweder, wie im Fall des Vorliegens von lexikali-
schen Konversen~ die Struktur des A-Präfixes zu berücksichti-
gen hat, oder dieser Struktur gegenüber insensitiv ist; in 
allen Fällen, in denen die Struktur des A-Präfixes für die Le-
xikalisierung keine Rolle spielt, schreiben wir *lf für die 
insensitive Lexikalisierungsfunktion. 
1.3.1. Ausschnitt aus dem Lexikon 11 
lf (h[COME ABOUT (SCHLAFEN (x) ) J) S/d= [einschlaf envJ S/d 
lf (h (AY[ POSS(x, y) J) ) S/d/ /d= [haben v J S/d/ /d 
lf (>..y (h[ POSS( x, y) J) ) S/d/ /d= [gehörenyJ S/d/ /d 
* lf(A(X,y)[SEHEN(X,y)J)S/(d,d)=[ sehenyJS/(d,d) 
Im Falle einer Satz ableitung würden die verschiedenen A-Präfixe, 
die bei *lf für di e Lexikalisierung keine Rolle spielen, durch 
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andere grammatische Prozesse abgearbeitet , bei sehen z.B. da-
durch, daß S/(d,d) auf eine der beiden möglichen Weisen über-
führt würde in S/d//d, wobei dann eine Struktur z.B. dem Ak-
tivsatz, die andere z.B. dem Passivsatz entspräche. 
1. 3.2. Empirische Motivierung von L-II-Einträgen 
Das Prob l em der empirischen Motivierung von Lexikon-lI-Einträ-
gen besteht vor allem darin, daß diese sich nicht direkt em-
pirisch festmachen lassen; vielmehr werden sich gewisse auf 
dieser Stufe gemachte Annahmen erst im Gesamtzusammenhang der 
hier vorgeschlagenen Theorie als sinnvoll erweisen. Empirische, 
d.h. falsifizierbare Aussagen macht erst die gesamte Theorie, 
daher lassen sich Ausschnitte nicht direkt falsifizieren. Ein 
notwendiges Adäquatheitskriterium läßt sich jedoch bereits 
jetzt angeben : 
Aufgrund der im Lexikon I spezifizierten Semantik der Operato-
ren lassen sich aus den komplexen Funktionen, die im Lexikon 11 
als Lexikoneinträge auftreten , Folgerungen und Präsuppositio-
nen von Sätzen ableiten, die durch Anwendung dieser Funktion 
auf geeignete Argumente entstehen. So ist 
x schläft. t 
n 
X wacht . t 
n-1 
Folgerung aus X schlief ein . t 
n-m 
Präsupposi ti on von X schläft ein. t 
n 
Diese Folgerungs- bzw. Präsuppositionsrelationen können als Be-
ziehungen zwischen Sätzen der natürlichen Sprache beobachtet 
werden; ein adäquater Lexikon-lI-Eintrag muß sie voraussagen. 49 
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1.4. Vergleich des vorgeschlagenen Modells mit der Generativen Semantik 
An einem Beispiel sollen nun doch die wesentlichsten Vorteile 
des von uns skizzierten Modells gegenüber den Ansätzen der Ge-
nerativen Semantik dargestellt werden. Betrachten wir das Verb 











Auf diese Struktur würde die Transformation Predicate Raising 
angewandt mit dem folgendem Ergebnis: 
COME ABOUT SCHLAFEN 
Die jetzt unter dem V-Knoten vereinte Konstituente tritt im 
Lexikon als Eintrag für einschlafen auf und kann folglich durch 
dieses Verb ersetzt werden. 
Zum Vergleich die Behandlung von einschlafen in unserem Modell: 




ABOUT S/d d 
SCHLAFEN x 
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lf (A x[COME ABOUT (SCHLAFEN (x) ) ] S/d= [einschlafen v] S/d 
In unserem Ansatz wird also ohne weitere Transformationen der 
Funktionsausdruck durch lf auf das entsprechende einzelsprach-
liche Verb abgebildet, wobei auch ein teilweise neues Beschrei-
bungsvokabular eingeführt wird; insbesondere wird dadurch die 
in der Generativen Semantik übliche heterogene Deutung von Ka-
tegoriensymbolen - einmal funktional - syntaktisch, einmal mor -
phologisch - vermieden. 50 
Es liegt auf der Hand, daß die Vereinigung verschiedener Opera-
toren zu einem komplexen Operator durch A-Abstraktion und des-
sen Lexikalisierung gegenüber dem Predicate- Raising - Verfahren 
der Generativen Semantik desto vorteilhafter ist, je komplexer 
die interne Struktur einzelner Verben ist. AUßerdem sind unsere 
komplexen Operatoren semantisch interpretierbar, was bei den 
durch Predicate Raising entstandenen Strukturen der Generati -
ven Semantik nicht der Fall ist. 
Ein weiterer Vorteil unseres Ansatzes kann darin gesehen werde~ 
daß wir den Sätzen X schläft ein. und X beginnt zu schlafen. nicht, 
wie die Generativen Semantiker, ein e Basisstruktur zuord -
nen, sondern zwei verschiedene, nämlich: 
Ax[COME ABOUT(SCHLAFEN(X))]lx1 für den ersten Satz, dagegen 
AA[COME ABOUT(A)]Ax[SCHLAFEN(X)]lx1 für den zweiten. 
Die semantische Verwandtschaft zwischen diesen Sätzen wird so 
abgebildet, daß ihnen unser modell theoretischer Apparat die 
selben Wahrheitsbedingungen zuweist; andererseits trägt die 
verschiedene Konstruktion der beiden Basisausdrücke jedoch auch 
dem Unterschied Rechnung. 51 
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1.5. Die "Seichte Syntax I" 
Die durch Ersetzen von Teilbäumen durch lexikalische Elemente 
entstehenden Strukturen der "Seichten Syntax I" sind immer 
noch kategorial aufgebaut. Wir geben als Beispiel die KSS-I-
Struktur von 
Hans sohläft ein. 









ABOUT S!d d 
SCHLAFEN x 
Gemäß unserem Lexikonausschnitt wird der Teilbaum im Skopus von 
AX, der Lexikoneintrag von einsohlafen ist, ersetzt durch 
[einsohlafen V JS!d 
o 
Damit erhalten wir folgende KSS-I-Struktur: 
~ 
S!d d 
[einsohlafen V J 
o 
Da, wie wir oben erwähnt haben, die Abbildungen, aus denen das 
Lexikon 11 besteht, nicht eindeutig sind, ergibt sich, daß 
KSS I keine disambiguierte Syntax mehr ist. Daraus erklärt 
sich, daß auf dieser Ebene der Grarr@atik Inferenzen nach logi-
schen Schemata nicht mehr mit Sicherheit m?glich sind; eine se-
mantische Interpretation der Strukturen von KSS I nehmen wir 
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nicht gesondert vor; sie erfolgt vielmehr dadurch, daß die zu-
grundegelegten Strukturen von lL rekonstruiert werden, die dann 
interpretierbar sind; für die Fälle, in denen polyseme Verben 
oder syntaktische Ambiguitäten auftreten, werden dann eben meh-
rere lL- Strukturen rekonstruiert und interpretiert. 
Als Beispiel für ein zweiwertiges Verb nun noch die Analyse von 





~ ein Buch 
lx S/d 
~ ly S 
~ 
S/{d,d) (d,d) 
POSS / "" 
d d 
x y 
Eine Lexikalisierungsregel ersetzt lx(~y[pOSS{x,y)] durch 
[haben V
01
]S/d//d,. h L 'k l' , d' 'b nac ex~ a ~s~erung er Des~gnatoren erg~ t 
sich somit: 
S 
~ S/d d 
~ [Hans N] 
S/d//d ~ 
[haben v ] [ein Buc~p] 
01 
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1.6. Die "Seichte Syntax 11" 
Sie ist - wie KSS I - kategorial aufgebaut; eine KSS lI-Struk-
tur unterscheidet sich von der vorausgehenden KSS I - Struktur 
dadurch, daß den Nominalgruppen ihre entsprechenden Oberflä-
chenkasus zugeordnet sind. 
1.6.1. Kasuszuordnung 
Die generelle Hypothese ist dabei, daß die Abstrakten Struktu-
ren der Basissprache lL es erlauben, den jeweiligen Oberflä-
chenkasusrahmen der entsprechenden Verben zu prädizieren und 
auch den einzelnen Argumenten ihre Oberflächenkasus regelhaft 
zuzuordnen. 
Im Falle von einwertigen Verben ist beides eine triviale Opera-
tion: der vorhersagbare Kasusrahmen besteht aus einer NP im 
Nominativ (NP
o
)' und die Zuordnung ist problemlos, da der einen, 
vorhandenen NP der eine Kasus zukommt. Allfällige Ausnahmen, 
z.B. Mioh friert., sind im Lexikon 11 zu spezifizieren. 
Bei zweiwertigen Verben läßt sich zunächst sagen, daß hier 
einer der vorhandenen Kasus der Nominativ sein wird - der dann 
dem "Subjekt" zugeordnet wird - ; der zweite Kasus wird in der 
Regel der Akkusativ (1) sein, Ausnahmen spezifizieren das Le-
xikon 11. 
Die Lösung des Zuordnungsproblems läßt sich so formulieren, 
daß über Regeln das "Subjekt" ermittelt wird, dem dann der 
Kasus 0 zugeordnet werden kann. Im Regelfall wird dann der ver-
bleibenden NP der Akkusativ zugeordnet, andernfalls der im Le -
xikon 11 vermerkte oblique Kasus. Damit haben wir das Kasus -
zuordnungsproblem bei zweiwertigen Verben auf das Problem re-
duziert, durch welche Regeln das Subjekt bestimmt werden kann. 
Es herrscht eine gewisse Ubereinstimmung darüber, daß zwei Fak-
toren bei dieser Rubjektselektion eine Rolle spielen: 
- die Stellung des Arguments, aus dem die entsprechende NP 
abgeleitet ist, in der Basisstruktur52 
- die Thema- Rhema-Struktur. 
48 
Damit können wir uns in unserer bisher skizzierten Grammatik 
einerseits beziehen auf die Stellung des entsprechenden Argu-
ments (d.h. der es vertretenden Variablen bzw. Sortenvariablen) 
in der A-Matrix, andererseits auf die durch die Abstraktionen 
entstandene Ordnung der Argumente in dem gesamten AL-Ausdruck, 
da diese ja die Thema-Rhema-Struktur abbildet. 
Der Normalfall bei zweiwertigen Verben ist der, daß das thema-
tisierte Argument, das der e r s t e n Variablen im Matrix-
ausdruck entspricht, zum Oberflächensubjekt wird. Das Defini-
tionsstück " e r s t e Variable im Matrixausdruck" entspricht 
dabei dem, was traditionellerweise als "logisches Subjekt" 
oder "Tiefensubjekt" bezeichnet wurde. Das verbleibende Argu-
me nt wird im Normalfall zum Akkusativobjekt; für den Fall, daß 
das Lexikon bei dem entsprechenden Verb eine andere Rektions-
klasse vermerkt, wird das zweite Argument zu einer Ergänzung 
im entsprechenden obliquen Oberflächenkasus. 
Unsere Regel nimmt also einerseits Bezug auf die Basisstruktur, 
andererseits auf die durch Lexikalisierung entstandene Seichte 
Syntax I; damit hat sie den Status einer "Globalen Regel".53 
Wir schreiben diese Regel als Funktion, deren Argument das ge-
ordnete Paar von Basisstruktur und KSS I ist, deren Wert die 
KSS II; da die Funktion die Kasuszuordnung leistet, nennen wir 
sie Zuordnungsfunktion zf. 
zf(ASR, (KSS I= lf (ASR») = KSS II 
(lf ist dabei die Lexikalisierungsfunktion, die ASR in KSS I 
überführt hat bzw. partiell überführt hat.) 
Das ergibt für den Standardfall: 
2zf ( (h (Ay[':S'( x ,y)]b) a) , «VNP.I2) NP~) )=lf (h(Ay~(x,y)]b) a) = 
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«VOl NP1.l2)NP~) 
Drüc kt man die Bedingung, daß die e ntsprechende KSS I-Struktur 
d e r \~ e rt d e r Lexikalisi e rungsfunktion lf für eine bestimmte 
ASR ist, durch einen Index x aus, so läßt sich die Regel fol-
g e ndermaße n vereinfachen: 
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Für den Fall eines zweiwertigen Verbs der Rektion 01 kann also 
auf den Eintrag des Rektionsindex im Lexikon 11 verzichtet wer -
den, da die Rektion prädizierbar ist. 
Bei zweiwertigen Verben mit Nicht-Standard-Rektion können wir 
vorläufig so verfahren, daß der Rektionsindex im Lexikon 11-
Eintrag des entsprechenden Verbs verzeichnet ist; auch hier 
soll angestrebt werden, den Rektionsindex in möglichst vielen 
Fällen aus der ASR zu prädizieren, was jedoch erst möglich 
sein wird, wenn wir systematisch größere Mengen von Material 
untersucht haben. Für die Formulierung der entsprechenden Re -
gel zur Ableitung einer KSS 11 ist es zunächst irrelevant, wo-
her die Rektion bestimmt ist. 
Für den Fall von zweiwertigen Verben mit Rektion ok i , wo k i 
einen obliquen Kasus vertritt, gilt folgende Zuordnungsfunk-
tion: 
Unsere bisherige Regelformulierung galt nur für solche Verben, 
denen ein Operator in AL entspricht; wie wir oben am Bei-
spiel von einschlafen gesehen haben, gibt es jedoch auch Ver -
ben, denen ein komplexerer Ausdruck in AL entspricht. 
Um die vorgeschlagene Zuordnungsfunktion soweit zu generalisie-
ren, daß sie auch diese in der Basis dekomponierte Verben er-
faßt, müssen wir sie wie fOlgt erweitern: 
2zf ( (Ax (AY[~ ( ... x .. . , '1-'( ••• y ... » ] b) a) x' ( (VNP~) NP~) x)= 
((V01 NP1.e)NP~) 
für den Standardfall; für die abweichenden Fälle ergibt sich 
entsprechend: 
2zf( (Ax(Ay[':S'(· · .x ... ,'+'( ... y ... »Jb) a)x' ((Vok.NP~)NP~)= 
~ 
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Für diejenigen Fälle, in denen nicht das erste Argument in der 
\-Matrix thematisiert ist, gibt es nun folgende Möglichkeiten: 
- es steht eine lexikalische Konverse zur Verfügung, durch die 
die Thematisierung abgearbeitet werden kann; 
- die Thematisierung bewirkt eine Realisierung der semantischen 
Struktur als Passiv-Oberflächenstruktur, soweit dies bei dem 
betreffenden Verb möglich ist; 
die Thematisierung muß über die Satzgliedsteilung o.ä. reali-
siert werden. 
Das ergibt für den Aufbau unseres Lexikons 11 folgende Konse -
quenzen: 
Für alle Fälle, in denen Konversenpaare vorliegen, muß auch die 
inte rne Struktur des \-Präfixes im Lexikon lI-Eintrag berück-
sichtigt werden, da sie die korrekte Auswahl des jeweiligen 
Elements aus dem Paar von lexikalischen Konversen steuert. 
Weiter müssen in der Grarr~atik Regeln aufgestellt werden, die 
die Passiv-Realisierung besorgen; im Lexikon 11 muß es dement-
sprechende Einträge geben, die die Anwendung dieser Regeln bei 
nicht-passivfähigen Verben blo~kieren und die Wahl persönli-
ches-unpersönliches Passiv steu~rn. 
Schließlich müssen die Satzgliedsteilungsregeln, soweit sie an 
der Realisierung von Thematisierung beteiligt sind, erstellt 
werden, was jedoch über unseren Rahmen hinausgeht. 
Außerdem ergibt sich für uns noch, daß wir für alle Fälle, wo 
es sich nicht um lexikalische Konversenpaare handelt, die in-
terne Struktur des A-Präfixes im Lexikon lI-Eintrag vernach-
lässigen können, da es für die Lexikalisierung keine Rolle 
spielt. 
Eine Ermahnung zur Vorsicht scheint noch geboten: wir behaup-
ten keinesfalls, daß eine bestimmte Thematisierung z.B . durch 
Wahl ei nes Elements aus einem Konversenpaar realisiert werden 
muß! Selbstverständlich kann auch ein späterer Prozeß, 
z.B. Satzgliedsteilung, die Struktur realisieren. Allerdings 
wollen wir soweit gehen, zu behaupten, daß die jeweils einfa-
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chere Realisierungsmöglichkeit, d.h. die, die weniger Ablei-
tungsschritte erfordert, präferiert wird. Das ließe sich in 
der Grammatik dadurch technisch lösen, daß wir zunächst eine 
Funktion definieren, die konkurrierende Derivationen aus 
ein e r ASR danach ordnet, wieviele Ableitungsschritte er-
forderlich sind. Diese Folge kann nun ihrerseits als Argument 
einer Selektionsfunktion dienen, die daraus die Derivation 
mit den wenigstens Schritten auswählt bzw. präferiert: 
Neben dieser Ökonomieskala müßten noch weitere Präferenz skalen 
erstellt werden, z.B. nach 
- Explizitheit bzw. Redundanz 
- Zahl der Oberflächenelemente 
- Wahrscheinlichkeit des intendierten 
Kommunikationserfolgs etc. 
Außerdem müßten alle diese Präferenzfunktion noch auf ihr Ver-
hältnis untereinander geprüft werden, um ihr Interagieren be-
schreiben zu können. Das führt natürlich aus dem Rahmen eines 
Verb lexikons , sei aber als Perspektive dennoch angedeutet, da-
mit der Teil der Grammatik, den wir behandeln wollen, sinnvoll 
in einen - wenn auch nur skizzierten - Gesamtzusammenhang ein-
geordnet werden kann. 
Nun bleibt noch zu zeigen, daß die oben aufgestellte Kasuszu -
ordnungsfunktion bei zweiwertigen Verben zu dem gewünschten 
Ergebn{s führt. Dazu wählen wir Fälle, in denen dem einzel-
sprachlichen Verb ein Operator in AL entspricht; komplizierte-
re Fälle können wir erst dann befriedigend analysieren, wenn 
wir unser Lexikon I um entsprechende Oper~toren erweitert ha-
ben. 
Betrachten wir folgende ASR: 
AX(Ay[val(x,y)] ein TaLer) das Buch 
Im Lexikon 11 steht die folgende Lexikalisierungsfunktion: 
*lf(A(x,y)[val(x,y)])= [kosten] S/d//d 
Der hochgestellte Stern vor lf besagt, daß die verschiedenen 
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Möglichkeiten der X-Präfigierung für die Lexikalisierung keine 
Rolle spielen, d.h. 
(*lf (X(x,y)['1x,y])) =lf (Xx(Xy['8(x,y)])) /lf (Xy(Xx[:s'x,y])) 
Durch Anwendung dieser Lexikalisierungsfunktion erhalten wir: 
(([V kosten ]S/d/ /d Npein TaLer) mpas Buch) 
Jetzt können wir unsere Kasuszuordnungsfunktion anwenden: 
2 zf ( (X x (Xy[ val( x, y)] ein TaLer) das Buch) x' 
(([V kO/iten]S/d/ /d Np ein TaLer) Npdas Buch) x)= 
( ( [V 01 kosten]S/d/ /d NP ein TaLer) NP das Buch) 
1 0 
Bei einer Struktur 
Xy (Xx[~(x,y)]a) b) 
muß das Lexikon 11 abgefragt werden, ob es bei dem entsprechen-
den Verb eine Blockierung der Passivmöglichkeit verzeichnet 
oder nicht; falls ja, wie bei dem kosten- Beispiel, wird die 
Standardlexikalisierung angewandt, und die Thematisierung muß 
durch andere Prozesse abgearbeitet werden. Falls nein und falls 




von 3) NP 
Darauf kann dann die Kasuszuordnungsfunktion für Verben mit 
speziellem Rektionsindex angewandt werden. 
ASR (Xy(Xx[SEHEN (x,y)] Hans) d. f1asserturm 
( ([ sehen Hans) d. f1assertunn ) 
KSS I V pass 0(4: 3 ) NP von NP 
( ([ sehen Hans) d. f1asserturm ) 
KSS II V pass 0(4: 3) NP 4 von 3 NPO von 
Dies setzt allerdings voraus, daß im Lexikon 11 in einer be-
sonderen Spalte die Passivmöglichkeiten bzw. deren Blockierun-
gen verzeichnet sind, was ja bereits im KVL geschehen ist. 
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Zum Abschluß sei noch ein Beispiel für ein Verb mit speziellem 
Rektionsindex gegeben: 
AX(AY [denk (x,y)] Bier) Hans 
Die Lexikalisierungsfunktion 
denken 
*lf(A(X,y) [denk- (x,y)])=((VO(4: an 1) NP NP 
ergibt: 
(([ denken Bier) Hans) 
VO (4: an 1) NP NP 
Die Kasuszuordnungsfunktion ergibt: 
sZf(Ax(Ay[denk- (x,y) Bier) Hans, 
(([ denken ] Bier' 
Vo (4: an 1) NP(4: an 1) NPO 
( ([ denken 
vO (4: an 1) 
Hans) 
Bier') Hal1s) = 
NP NP 
Eine vorläufige Bestandsaufnahme am Material des KVL (ENGEL, 
SCHUMACHER 76) hat ergeben, daß diese Regeln mit einer mögli-
chen Ausnahme, nämlich 
x wird ein Beamter versus 
Aus x wird ein Beamter. 
alle Fälle von zweiwertigen Verben erfassen. 
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1.7. Die Dependentielle "Seichte Syntax 111" 
Die kategorialen Strukturen der KSS 11 lassen sich in einfa-
cher Weise in dependentielle Strukturen übersetzen; generell 
gilt, daß in einem Ausdruck x der Kategorie K(xK), der aus 
einem Operator Y der Kategorie YK/ K, und einem Operanden z der 
Kategorie K' (zK') besteht, der Ausdruck zK' von YK/ K, depen-
dent ist. 
Insbesondere gilt, daß in einem Ausdruck uK' der besteht aus 
einem Ausdruck vK/K'//K'" einem Ausdruck wK'/K" und einem 
Ausdruck XK', folgende Dependenzverhältnisse herrschen: 
1. wK'/K" ist dependent von vK/K'//K" 
2. XK', ist dependent von vK/K'//K"· wK'/K" 
und insbesondere 
3 . dependent von vK/K'//K" 
An zwei Beispielen sei diese einfache Ubersetzungsvorschrift 
vorgeführt: 




DSS III [[ scnlafen v] -> [ Hans N]] S 
KSS II S 
~ 
S/d d 
~ [Hans N] 
S/d/ /d d 
[haben v] [ein Buch NP] 
DSS III [[ [ haben v] 
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Im zweiten Fall spiegelt die Dependenz von [Hans N] von dem 
restlichen Komplex die NP-VP-Trennung der TG wieder; für die 
reine Erstellung eines Valenz lexikons mag dies manchem über-
flüssig erscheinen; dafür ließe sich 3) statt 2) anwenden mit 
dem Ergebnis: 
[Hans N] .. [haben v] -< [ein Buch NP] 
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1.8. Valenzgebundene Elemente 
Die Stelligkeit von einfachen Operatoren in L ist durch Defi-
nition festgelegt; die Stelligkeit von durch A- Abstraktion ent-
standenen komplexen Operatoren ergibt sich aus der Stelligkeit 
ihrer Bestandteile, sowie der Syntax der Basissprache AL. 
Beim Ubergang von AL zu KSS I , d.h. bei der Ersetzung eines -
einfachen oder komplexen - Operators der Basissprache durch 
ein einzelsprachliches Verb übernimmt das Verb die Stelligkeit 
des Operators, jedenfalls im Prinzip . Allerdings kommt zusätz-
lich di~ Möglichkeit ins Speil, partiell undefinierte Struktu-
ren zu erzeugen, d.h. bestimmte Leerstellen nicht zu besetzen, 
was semantisch einer - nur partiell definierten - Satz funktion 
entspricht, die unter Umständen durch den sprachlichen oder 
außersprachlichen Kontext "auffüllbar" ist (d.h. der Kontext 
enthält Material, dessen Substitution für die nicht belegte 
Variable aus der Satzfunktion einen Satz oder doch zumindest 
eine ausdefiniertere Satzfunktion macht.) .56 
Alle diejenigen Oberflächenelemente, die auf Argumente des 
Operators der Basissprache zurückgehen, der durch eine Lexi-
kalisierungsfunktion durch ein einzelsprachliches Verb ersetzt 
wurde, können als von der Valenz dieses Verbs gebunden be-
trachtet werden. 
Damit reduziert sich die Frage der valenzgebundenen Elemente 
als empirisches Problem auf eine empirische Begründung der 
Formulierung des Lexikons 11 und der darin enthaltenen Lexika-
lisierungsfunktionen; wenn wir in unserer Basissprache eine 
Entsprechung des jeweiligen Verbs formuliert haben - und die 
dazugehörige Lexikalisierungsfunktion - , dann läßt sich die 
Vale nz des Verbs, zumindest was die Zahl der Ergänzungen an-
geht, innerhalb uns e res Systems quasi "berechnen". 
Zu bemerken ist, daß diese Definition transderivational ist, 
i nd em sie sich sowohl auf di e Basissprache bezieht als auch 
auf die Abbildung aus dieser in die einzelsprachliche KSS I, 
die ei n ei nzelsprachlich gebundenes, empirisches Proble m dar-
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stellt. Insbesondere ist die Frage der Fakultativität von va-
lenz gebundenen Elementen ein nur je einzelsprachlich zu lösen-
des Problem. 57 
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1.9. Ausblick 
Bisher haben wir die Skizze einer Grammatik mit >--kategorialer 
Basis vorgelegt ; wir haben eine kategoriale Sprache L einge-
führt, deren Syntax und Semantik angegeben; anhand einiger 
Phänomene haben wir die Unzulänglichkeit der kategorialen Spra-
che L aufgezeigt und sie zu einer >- -kategor ialen Sprache wei-
terentwickelt, wobei die positiven Eigenschaften von L erhal-
ten geblieben sind, vor allem die Homomorphie von Syntax und 
Semantik, und andererseits die Sprache stark an Elastizität 
gewonnen hat. Weiterhin haben wir gezeigt, daß sich eine >--ka-
tegoriale Sprache sehr gut dazu eignet, komplexe Strukturen 
durch die Anwendung des Funktionenabstraktors >- zu Funktionen 
zu machen, wodurch sie als Lexikoneinträge in unserem Lexi-
kon II auftreten können, das Ausdrücke unserer Basissprache >-L 
auf einzelsprachliche Lexeme abbildet. Die weitere Uberführung 
der nach der Lexikalisierung entstandenen Strukturen an die 
Oberfläche haben wi~ skizziert. Außerdem haben wir im Rahmen 
unseres Modells den Begriff des valenzgebundenen Elements vor-
geklärt. 
Damit glauben wir unsere Theorieskizze soweit dargestellt zu 
haben, daß wir uns nun in ihrem Rahmen der Lösung verschiede-
ner Probleme zuwenden können, was dann auch zu Spezifizierun-
gen und Erweiterungen des Ansatzes führen wird. Dabei werden 
wir uns auch mit den einschlägigen Vorschlägen anderer Sprach-
wissenschaftler auseinanderzusetzen haben. 
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2. Erweiterung der Basissprache 
erfreut, daß er endlich einen hinlänglich wohltönenden Namen mitsamt 
der zugehörigen lichtvollen Ableitung desselben aufgefunden. (J.F. COOPER) 
Bis jetzt haben wir einen theoretischen Ansatz skizziert, in 
dessen Rahmen wir bestimmte Verben beschreiben y/ollen. Der 
nächste Schritt unseres Vorgehens wird darin bestehen, unser 
bisheriges Fragment einer Grammatik so zu erweitern, daß damit 
kausative Verben behandelt werden können; um dieses Ziel zu 
erreichen, müssen wir zunächst auf die Behandlung von Vorgangs-
bezeichnungen eingehen, da eine adäquate Beschreibung von kau-
sativen Verben den Vorgangsbegriff voraussetzt. Wir werden da-
bei so vorgehen, daß wir unsere bisher informell dargestellte 
modelltheoretische Semantik soweit ausbauen, daß wir darin 
sinnvoll Vorgänge und Vorgangsbeschreibung darstellen können. 
Die erarbeiteten Konzepte werden danach auf eine Reihe von 
Vorgangsbezeichnungen angev/andt werden, um ihre Brauchbarkei t 
zu demonstrieren. 
Durch einige Erweiterungen unseres Modells wollen wir im An-
schluß daran die Möglichkeit schaffen, die Ursache - Wirkung-
Relation zu beschreiben und dann schließlich das erarbeitete 
Instrumentarium auf einige Beispiele anwenden. 
Zunächst sei nochmals kurz die Syntax unserer Basissprache dar-
gestellt: 
(i) K:S ,d 
Die Grundkategorien sind S für Satz und d für Designator 
(ii) fK'/K=df. f:f(wK)=YK' 
(iii) f K, /K(x) ist eine wfF der Kategorie K' genau dann, 
wenn x eine wfF der Kategorie K ist. 
(iv) Wenn Meine wfF der Kategorie S ist und x als freie 
Variable einer beliebigen Kategorie K enthält, dann 
ist Ax[M] eine wfF der Kategorie S/K. 
Modelltheoretische Semantik 
Oben haben wir (in 1.1.3.) den Begriff des Modells informell 
60 
eingeführt und gezeigt, wie Sätze unserer Basissprache relativ 
zu einem solchen Modell interpretiert werden. Es ist klar, daß 
die dortige Konzeption nicht hinreicht, um eine sinnvolle Be -
handlung der Vorgangsverben und der kausativen Verben zu er-
möglichen. 
Wir wollen zunächst ein Beispiel intuitiv analysieren, wobei 
sich vor allem zwei Anforderungen an unsere modelltheoreti-
sche Maschinerie ergeben werden. 
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2.0.1. Anforderungen an die Semantik 
Analysiert werden sollen schlußendlich sogenannte Kausativa, 
wie z. B. 
Hans hat Hubert erschossen. 
Eine intui ti ve Analyse dieses Satzes \'läre etwa: Hans hat auf Hugo 
geschossen und ihn getroffen (=A) , und deshalb ist Hugo dann vom Zu-
stand des Lebens in den Tod übergegangen , d . h. ges torben (=B) . 
Eine erste Anforderung an unsere Semantik ergibt sich aus d em 
Teil B: sie muß in der Lage sein, eine adäquate Beschreibung 
von (allmählichen) Ubergängen zwischen zwei Zuständen zu lie -
fern. Um dies zu gewährleisten, wird es insbesondere nötig 
sein, die Dimension Zeit in geeigneter Weise in unser Modell 
einzufUhren: das wird in Anlehnung an AQVIST!GUNTHNER 75 ge-
schehen, wobei die oben angedeutete Analyse mit Hilfe des 
N-Operators durch eine adäquatere ersetzt werden wird. 
Die zwische A und B in unserem Beispiel ausgedrUckte Kausal-
relation werden wir durch einen Operator CAUSE (A,B) aus-
drUcken; um eine mod e lltheoretische Analyse dieses Operators 
z u geben, benötigen wir wiederum gewisse formale Vorausset-
zungen: 
Intuitiv kann man sagen, daß e in Ergebnis A Ursache fUr ein Er-
gebnis B ist, nur wenn gilt: A, dann B und wenn nicht A wäre, 
dann wäre auch nicht B. 
Der zweite Teil dieser Formulierung macht deutlich, daß wir zur 
Definition von CAUSE eine Analyse des kontrafaktischen Kondi-
tionals benötigen; wir werden diese in Anlehnung an LEWIS 73 
vornehmen, der zunächst folgende Analyse gibt: 
If kangal'oos had no taUs, they wauld topple over. 
seems to me to mean something like this: in any possible 
state of affairs in which kangaroos have no tails, and which 
res e m b 1 e sour actual state of affairs as much as 
kangaroos having no tails permits it to, the kangaroos toppie 
over. I shall give a general analysis of counterfactual con-
ditionals along thes e lines. 58 
Bei der formalen Ausarbeitung e iner solchen Analyse ergibt sich 
die Notwena-:tgk-e4-t r den Begri f f der Ähnlichkei t zwi schen \ve 1 ten 
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zu definieren, also mUssen wir an unser Modell die Anforderung 
stellen , daß ebendies in ihm möglich sein muß. 
Wir werden nun also zunächst unser Modell durch einen Zeitrah-
men enlei tern und dadurch die for malen Möglichkeiten zur Be-
schreibung von Vorgangsverben mit einem CHANGE-Operator be-
reitstellen. Anschließend soll die Brauchbarkeit des bis dahin 
entwickelten Ansatzes an einer Gruppe von Verben vorgefUhrt 
werden, wobei sich zeigen wird , daß der Begriff des Wortfeldes 
sich innerhalb unseres Ansatzes rekonstruieren läßt. 
Danach werden wir einen Konditional-Operator definieren. 
Der definierte Operator COND(itional) soll dann zunächst zur 
Analyse einiger Beispiele herangezogen werden, um seine Adä-
quatheit zu erweisen. 
Unter Benutzung von COND werden wir schließlich einen Operator 
CAUS definieren können. Mit CAUS und CHANGE schließlich können 
wir endlich dazu kommen, Lexikon-lI-Einträge einiger ausgewähl-
ter deutscher Verben zu formu lieren. 
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2.1. ModeU 
2. 1.1. Diskurswelt 
Wo ist die jeweilige Diskurswelt, d.h. die Welt, in deren In-
dividuendomäne Sprecher und Hörer des jeweiligen Diskurses 
sind. "Welt" darf in diesem Zusammenhang nicht onto logisch 
überinterpretiert werden; eine "Welt" ist zunächst nichts an-
deres als ein Mengensystem über einem endlichen Repertoire von 
Individuen; jedes dieser Mengensysteme ist bestimmt 
- durch sein Repertoire von Individuen D ~ D W
x 
- durch seine Struktur, d.h . durch seine Unterteilung in Men-
gen von Individuen, Paaren und Folgen von Individuen. 
Wenn nun ein solches Mengensystem genügend reich und in geeig-
neter Weise strukturiert ist, kann es als Modell für bestimmte 
Objektbereiche gewählt werden - z.B. ist das BOHRsche Atom-
Modell ein Punktmengensystem . 
Ein Teil dieser Strukturierung, nämlich die Auf teilung der In-
dividuen in Mengen, wollen wir Sortung nennen. 
Relativ zu einem solchen Mengensystem kann man auch die Inten-
sion einfacher sprachlicher Ausdrücke festlegen als Funktionen, 
die den Ausdrücken ihre Extensionen in dem Mengensystem zuord-
nen; so kann man z . B. in dem BOHRschen System etwa Begriffe 
wie n-tes Elektron etc. definieren. 
Nach Einführung der Dimension "Zeit" werden wir nochmal auf das 
"Welt"-Konzept zurückkommen müssen. 
2.1.2 . Individuendomäne 










Die "Individuen" sollen hier lediglich durch Identität gekenn-
zeichnete Entitäten sein und dürfen nicht etwa im Sinne eines 
psychologischen Individuenbegriffes verstanden werden. 
D kann man verstehen als das Grundrepertoire, über dem das Ge-
samtmengensystem "Modell" konstruiert ist und aus dem die Teil-
mengensysteme, die wir "Welten" nennen, ihrerseits ihr Grundre-
pertoire beziehen. Dadurch, daß alle Welten ihre Individuen aus 
dem selben Repertoire beziehen, wird - im Sinne von Identität 
des Referenzobjektes - Identität von Individuen durch Welten 
hindurch gewährleistet, auch wenn die Individuen in den ver-
schiedenen Welten verschiedene Eigenschaften haben, also zu 
verschiedenen Sorten gehören. Das ist wichtig zur Interpreta-
tion von Sätzen wie rvenn ich ein Vöglein Wär, flög ich zu Dir. 59 
Bei der weiteren Definition von R werden wir versuchen, unser 
oben aufgestelltes Postulat einzulösen, unser Modell so aufzu-
bauen, daß es möglich wird, Elemente von W bezüglich ihrer 
Ähnlichkeit zu w zu beschreiben und zu ordnen. Zunächst führen 
o 
wir noch kurz die weiteren Teile des Modells ein. 
2.1.3. Me nge der möglichen Welten 
W ist die Menge der möglichen Welten; deren Elemente mit Wo in 
der Relation R stehen. 
2. 1 .4. Zei trahmen 
Das geordnete Quintupel 
( T ,-==, T, I:o'~} -) I~'T 




ist eine Evaluationsfunktion, die Ausdrücken unserer Sprache 
Werte in bezug auf eine mögliche Welt w zuordnet. 60 (Siehe 
1 . 1 . 3 . 1 . 1. und 1. 1 .3 . 1 . 2 . ) 
65 
2.2. Einführung des Zeitrahmens 
2.2.0.1. Rekapitulation der Vorgangsverben 
Wir haben oben als Postulat festgelegt, daß \'Iir die Dimension 
Zeit in einer Weise einführen, die es erlaubt, Vorgänge (d.h. 
übergänge zwischen Zuständen), insbesondere allmähliche, zu ana-
lysieren. 
Um dieses Postulat etwas zu präzisieren, betrachten wir zunächst 
ein Beispiel: 
Hans schläft ein. 









ABOUT S!d d 
schlaf- x 
Wobei COME ABOUT (A) definiert war als 
AX[N(.,(X) ,X)]A (N= Hand next H) 
Die Wahrheitsbedingungen von N(A,B) waren: 
Die unmittelbare Abfolge des A- bzw. B-Zustandes war dabei durch 
die Indices bei t j1 & t j2 mehr angedeutet als ernsthaft defi-
niert. 
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Diese Analyse wollen wir unter 2 Gesichtspunkten kritisch be-
leuchten : 
- Definition des N-Operatoi~ 
- Empirische Adäquatheit 
2.2.1. Zeit als dichte Menge von Zeitpunkten 
Die Dimension Zeit T können wir definieren als eine dichte Men-
ge von Zeitpunkten. Dies können wir formal dadurch ausdrücken, 
daß wir eine Ordnung über T, der Menge der Zeitpunkte, definie-
ren: 61 
(T,<) 
T ~ 0; T ist dabei eine nicht - leere Menge von Zeitpunkten; 
< ist eine strikte, lineare, dichte Ordnung über T, die als 
"vor" zu interpretieren ist, so daß für beliebige t,t' ,t" in T 
gilt: 
a) t 1: t ist i r r e f 1 e x i v ) 
b) wenn t <t' und t ' <tl I, dann t <t" 
« ist t r ans i t i v 
c) t< t' oder t' < t oder t=t' 
« ist bezüglich T k 0 n n e x 
d) wenn t <t', dann gibt es ein t' I I so daß gilt: 
t<t" und t"<t' 
« ist bezüglich T d i c h t ) 
e) für jede s t in T gibt es ein t' in T, so daß t<t' 
für jedes t in T gibt es ein t' I , so daß t"< t 
Die Bedingunge n c) und d) reflektieren den Charakter der Dichte, 
e) stellt sicher, daß T in beiden Richtungen une n d 1 ich 
ist. (Von einem noch e inzuführenden Sprechzeitraum aus also in 
Richtung "Ve rgangenheit" und "Zukunft".) 
Innerhalb eines so definierten Systems können wir - wie ein 
Blick auf d) zeigt - keinen and nex t -Operator definieren; denn 
wir müßten die oben angedeutete Definition so erweitern, daß 
der Gang von einem Zeitpunkt zum genau nächsten ausgedrückt wird 
wird, was dadu~ch zu e rreichen wäre, daß eine Teilanalyse 
-, (3tx: t j 1 < t x <t j2 ) eingebaut wird; die würde jedoch klar dem 
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Axiom der Dichtheit d) widersprechen, das ebenfalls eine intui-
tiv wichtige Idee in das formale System einbringt. 
Außerdem haben wir noch nicht dafür gesorgt, daß das Zeitraum-
Konzept formal ausgedrückt ist. Zustand sollte jedoch intuitiv 
über Zeiträume definiert sein. 
2.2.2. Der Begriff "Zeitraum" 
Somit ergibt sich, daß eine adäquate Darstellung von Vorgängen 
als Ubergang zwischen Zuständen das Konzept des Zeitraumes vor-
aussetzt. 
Um dies einzuführen, bilden wir zunächst über unserer Menge der 
Zeitpunkte T, über der die Ordnung ( definiert war, die Potenz-
menge<f)T. Diese enthält nun auch die Menge der möglichen Zeit-
räume T, der diejenigen Elemente von9T angehören, die die Axio-
me a) - d) erfüllen, die v/ir oben für die Ordnung< eingeführt 
haben. 
Bin Zeitraum t ist dann jedes beliebige Element von T:txET. 
Unter den Zeiträumenge~e es zusätzlich für jedes Modell einen 




Damit haben wir jetzt die Möglichkeit, uns bei der Definition 
von Vorgängen und Zuständen auf Zeiträume zu beziehen. 
Weiterhin werden wir jetzt nicht mehr Bezug nehmen auf \~elten, 
sondern auf Welten zu bestimmten Zeiträumen. Dabei ergibt sich 
jedoch das Problem, wie wir über die Zeiträume hinweg sinnvoll 
von der Identität von Welten sprechen können, da diese sich ja 
durch Ereignisse in ihrer Struktur verändern. 
Zur Lösung dieses Problems konstruieren wir den folgenden Spiel-
baum: 62 
Ein endlicher, binärer Spielbaum mit uniformer Pfadlänge k sei 
eine Struktur 
Tr= (so,$, (0 }k,k,ft,TTr) 
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Dabei sei 
(i) $ eine nicht leere, endliche Menge von Situationen 
(ii) So ein ausgezeichnetes Element von $, die Ausgangs-
situation 
(iii) (0 )k eine Menge der Mächtigkeit k von Entscheidungs-
alternativen <8> ; wobei <8> eine Funktion ist, so daß 
VS(<2) (s)=(s' :s'=X(s) ,SI' :S' '=-, (X(s»» 
(iv) k eine positive ganze Zahl, die Länge von Tr 
(v) ft eine Funktion, die jedem s in S einen Zeitraum t:t~TTr 
zuordnet, so daß 
Ein Pfad P in Tr sei nun der Wert einer Auswahlfunktion pf(Tr); 
pf ist dabei eine Menge der Mächtigkeit k von Zugfunktionen zf, 
~Iobei 





In den Kreisen stehen "Welten", in den Rhomben "Ereignisse"; 
links von einem Rhombus steht dann die Welt, die entsteht, wenn 
in w1 das Ereignis E1 stattfindet, rechts die Welt, die ent-
steht, wenn E1 nicht stattfindet usf. Das Ganze ist zeitlich ge-
ordnet. 
Relativ dazu können wir festlegen, was ein Ausdruck (w ,~ > 
x y 
(die ~velt x zum Zeitraum y) bezeichnen soll: einen Pfad von w1 
durch den Spielbaum über die Länge von t y ' 
Relativ zu unserem Beispielbaum wäre (wx'~1) der Pfad, der ge-
nau w1 enthält; (wX'~2) wäre einer der beiden möglichen Pfade 
w1 - w2 oder w1 - w3 ; (wx'~3) schließlich wäre einer der Pfade 
(w ,~ ) kann also verstanden werden als "Weltverlauf" bzw. Aus-
x y 
schnitt eines Weltverlaufs. 
Wenn wir in unserem Beispiel (wx'~3) bleiben und dort den ersten 
Pfad w1 - w2 - w4 als "Diskursweltverlauf" (wo'~3) auszeichnen, 
dann können wir die anderen drei Pfade mit "möglichen Weltver-
läufen" identifizieren. 
hinen "Weltzustand" kann man dann definieren als einen Pfad, 
der genau ein Mengensystem ("Welt") enthält. 63 
2.2.2.1. Relation zwischen Zeiträumen 
Zwischen Zeiträumen definieren wir die folgenden offensichtli-
chen Relationen für 
VtE~(Vt' E~I (t<t ' » 
~ ~ ~I Hf 
atE~ (at I E~I (t<.t I ) ) i\a~ I 'Et (:!! I I I Et I (t I I I <t I I ) ) 
steht für t ist vor ~I und von ~' distinkt 
steht für t ist vor t ' und nicht von ~I distinkt 
steht für entweder ~ oder~. 
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Die Definitionen von 4> und ~sind Spiegelbilder der obigen. 
Die graphischen Darstellungen zur Vereinfachung der Definitio-
nen we iterhin benutzend, können wir noch definieren: 
t 
tC t' (t in t') iff E? 
t' 
t 
t~t ' ("früh in lt t' ) iff c"? 1 v 
t' 
t 
t~ t' ("spät in ll t' ) iff C :;;i:3 
t' 
2.2.2.2. Die Nicht-Definierbarkeit von "and next" 
Es mag auf den ersten Blick scheinen, als ob es nunmehr möglich 
sei , N als unmittelbare Abfolge zweier Z e i t r ä u m e zu 
definieren: 
Es läßt sich jedoch leicht zeigen, daß die vierte Klausel die-
ser Definition (durch Unterstreichung markiert) nicht erfüll-
bar ist, solange wir T als dichte Menge auffassen. Wir konstru-
ieren folgenden Widerspruchsbe weis: 
t
x 
sei der "letzte" Zeitpunkt in t
x1 
t'x sei der "erste" Zeitpunkt in t
x2 
aus dem Dichtheitsaxiom d) 




:Ht I I I (t
x 
< t I I < t I I I < t~) 
Da aber (tl I ,tl I I) E~ ist, so ist folgender Satz bewiesen: 
Das aber widerspricht der Klausel 4 unserer Definition! Womit 
bewiesen ist, daß N auch Uber Zeiträume nicht definierbar ist . 
Als Fazit ergibt sich: 
- N ist Uber Zeitpunkte nie h t definierbar, wenn Zeit als 
dichte Menge definiert ist 
N ist Uber Zeiträume nie h t definierbar, wenn Zeit als 
dichte Menge definiert ist 
N wäre nur dann definierbar, wenn man Zeit in kontinuierliche 
und diskrete Teilmengen aufteilt. 64 
Um diesen Lösungsweg ernsthaft in Erwägung zu ziehen, ohne da-
bei allzu willkUrlieh vorzugehen, mUßte man neben den wie oben 
eingefUhrten Zeiträumen noch eine Menge von "sprecherrelevan-
ten Zeiträumen" als Wahrnehmungskategorie einfUhren, die durch 
eine sprecherabhängige Selektionsfunktion aus ~ auszugliedern 
wäre und die dann so definiert werden könnte, daß sie diskret 
wäre. 
2.2.2.3. EinfUhrung des CHANGE-Operators 
Aber selbst dann bliebe noch ein Problem Ubrig, nämlich das des 
Ubergangs zwischen zwei Zuständen, der in einer Darstellung mit 
N nicht befriedigend dargestellt ist . 
Rein intuitiv scheint es nämlich befriedigender, Vorgangsverben 
mit Hilfe eines Operators zu beschreiben, der so definiert ist, 
daß er nicht nur die Abfolge zweier Zustände ausdrUckt, son-
dern auch den Ubergang. Jemand, der "gerade" einschläft, schläft 
nämlich noch nicht, ist aber auch nicht mehr ganz wach. Gra-






seien Zeiträume, A~ B soll den Ubergang von · Zustand A zu 
Zustand Bandeuten; A= wach, B= schlaf) 
Dagegen wäre die Analyse mittels N graphisch: 
A B 
Der in der Zeichnung durch A~B dargestellte Ubergang zwi -
sehen zwei Zuständen läßt sich so auffassen als allmähliches 
Abnehmen des Grades der Realisierung von Vorzustand A bei 
gleichzeitigem Zunehmen des Grades der Realisierung des Nachzu-
standes B. 
Bleiben wir bei unserem Beispiel einschlafen , so können wir so-
wohl von dem Zustand des iiachseins als auch vom Nachzustand des 
Schlafens sagen, daß je eine ganze Anzahl von Bedingungen er-
füllt sein muß, damit dieser Zustand völlig realisiert ist. Je 
mehr Bedingungen des Vorzustandes wegfallen, desto mehr Bedin-
gungen des komplementären Nachzustandes sind erfüllt. 
2 .2.2.3.1. Der Begriff "Grad der Realisierung" und die 
Halbordnung .===. I~ 
Ein formaler Weg, das darzustellen, besteht darin, über T für 
jeweilige propositionale Gehalte in M" p,,~1 eine Halbordnung zu 
definieren nach dem Grad der Realisierung von P zu bestimmten 
Zeiträumen. Von einer hier undefiniert e ingeführten Relation 
t ~M t' aus, die die" stärkere oder gleich starke Realisie-
11 Pli _ 
rung" von P zu t darstellt, gelangen wir zu einigen Definitio-
nen, die uns schließlich die formalen Voraussetzungen für die 
Analyse allmählicher Ubergänge liefern. 
( =====-'1-~I'T sei eine Menge von über T definierte Halbordnungen,65 
t~t' 
11 Pli 1·1 
ist dabei zu verstehen als zu t ist P mindestens genau 
so stark realisiert l'Iie zu t/ 
t ~ t' wird bei AQVIST/GÜNTHNER nicht weiter definiert. 
11 Pli 1·1 
Intuitiv drückt diese Relation aus, daß ein Zustand 1X1, der zu 
einem Zeitraum t besteht, dem fraglichen, durch" pli bezeichne-
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ten Zustand ä h n I ich e r ist als ein Zustand 2X1, der 
zu einem Zeitraum t' besteht. Ähnlichkeit jedoch läßt sich in 
Mengensysteme relativ einfach ausdrUcken: zwei Entitäten sind 
einander dann maximal ähnlich, wenn sie genau den selben Mengen 
angehören, und sie sind einander maximal unähnlich, wenn es 
keine Menge gibt, der beide angehören: je mehr Mengen es gibt, 
denen nur eine der beiden angehört, desto weniger ähnlich sind 
sie. Wir bilden zunächst die Menge der Mengen, denen 1X1 ange-
hört: (M: 1X1EMj, dann die Menge der Mengen, denen 2X1 angehört: 
(M' :2X1EM'j. Die Menge der Mengen, denen beide angehören, ist: 
M1= (M: 1X1EM}n(M' : 2X1EM'} 
und die Menge der Mengen, denen einer der beiden Zustände ange-
hört, ist: 
M2= (M: 1X1EM}U(M' :2X1EM'} 
Nun ist klar, daß der Betrag von M1 (IM11) und der von M2 (IM21) 
genau dann gleich ist, wenn M1 und M2 gleich sind, d.h. wenn 
1X1 und 1X2 denselben Mengen angehören. Ist dies nicht mehr der 
Fall, so wird der Betrag der Vereinigungsmenge IM21 größer sein 
als der der Schnittmenge IM1 I , und zwar desto größer, je mehr 
Menge n in M2 sind, di e nicht in M1 sind, d.h. je mehr unter-
schiedlichen Mengen 1X1 bzw. 2X1 angehören - intensional ge-
sagt: je mehr unterschiedliche Eigenschaften 1X1 und 2X1 auf-
weisen. Daraus wird klar, daß wir Ähnlichkeit als graduierbaren 
Begriff in der Weise ausdrUcken können, daß wir den Grad d e r 
M1 Ähnlichkeit identifizieren mit dem Quotienten M2 
schwankt, wie leicht zu sehen, zwischen 1 und O. 
dessen Wert 
Damit können wir fUr t ~ t' eine mengentheoretische Inte r-
"p 11 H pretation angeben: 
I
M -'- -
===== t~ t' iff 
--r~ (w) IIPII 





M2 (P, 2X1)/ 
Die so definierte Relation ~ hat folgende Eigenschaften: I~ 
Für alle t, t', t" in T gilt: 
(a) t~t 
/fPI/ 
(d.h. ~ ist reflexiv in T) 
I/PII 
(b) wenn t5 t' und t'':::::::::'''' t", dann 
I/PII I~ 
(.:::::::::",. ist in T transitiv) ~ 




(~ ist in T konnex) 
I/P 11 
wenn t":::::::::'" t' 








wenn I===~=== P und f=-=~=== (w,t) (w,t' ) 
P, dann I===~==== (w,t) 
P, dann t~ t 
1/ PI/ M 
P 
Aufbauend darauf können wir nun folgende Re,lationen für alle 
t, t' definieren: 
(1 ) t~t' iff t'~t 
IIPI/M 1/ P I/~I 
( 2) t4 t ' iff t~ t' 
IIP/I /fPII 
(3) t-==:::::::: t' iff t'':::::::::'"'' t 
I/P/I M IIP/1
11 
(4) t= t' iff t ~ t' und t'-=::::::::'" t 
/fPII M IIP/, M 11 PI/ M 
Diese vier Relationen sollen heißen, daß zum Zeitraum t in M P 
(1) mehr 
(2) weniger 
(3) höchstens eben so sehr 
(4) genau so sehr 
realisiert ist wie im Zeitraum t' . 
75 
Das hier vorgestellte Zeitlogiksystem ist eine Vereinfachung 
von AQVIST/GUNTHNER 75 insofern, als die Behandlung von Zeit -
räumen einfacher ist, eine Reduktion insofern, als es die dort 
verwendete Technik der vielfach indizierten Modelle nicht über-
nimmt . Daher kann relativ zu unserem System auch keine voll-
ständige Darstellung des Tempussystems gegeben werden; zwar 










wärtig" (tontx f 0) und "zukünftig" (t
o 
vor tx) geben; um 
aber auch noch Konzepte wie "Vorvergangenheit " etc. zu analy-
sieren, müßte man zusätzlich noch einen "Referenzzeitraum" ein-
führen, worauf wir hier verzichten; man vergleiche REICHENBACH 
47, AQVIST 75 und für eine eingehende Darstellung AQVIST/GUNTH-
NER 75. 
2.2.2.3.2 . Analyse allmählicher Ubergänge 
Relativ zu dem erweiterten Zeitrahmen 
(T,<, T, t, (.2::::::,. )-T) 
o I/pll ~I 
können wir zunächst regelmäßige Ubergänge (z.B. crescendo und 
decrescendo in der MUSik 66 ) analysieren, wie es die folgende 
Zeichnung veranschaulicht: 
11 1 
A 'v' (t ,t ) : t < t < t < t' 
x y x Y 
bzw. 
(t t) (decrescendo bezüglich A) 
x ,f:ll y 
(t
x 




Unregelmäßige Ubergänge können wir, darauf bauend, analysieren, 
indem wir für nur einige Folgen von Zeiträumen -:= postulie-
IIB,/~I 
ren, für alle anderen nur 5 (für das crescendo-Beispiel). 
I/BI/ • 
Diese Analyse ist insofern tür unsere Zwecke vorzuziehen, als 
sie den regelmäßigen Ubergang zwar als Grenzwert beinhaltet 
(wenn 'v'x(fx) erfüllt ist, dann muß auch ~x(fx) erfüllt sein), 
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jedoch nicht postuliert . Bei der Beschreibung von Vorgängen, 
wie sie durch Verben ausgedrUckt werden, scheint die Regel-
mäßigkeit des Vorganges normalerweise nicht wesentlich zu sein. 
Mit dem jetzt gewonnenen Inventar sind wir in der Lage, einen 
allmählichen Ubergang von einem (Vor-) Zustand A in einen 
(Nach-) Zustand B folgendermaßen zu analysieren A sei x ist wach, 
B sei x schläft; 
da (A=...,B), so gilt : wenn 
A V(t ,t): t 1< t <t <t2 x y x y B 
Die Zeichnung ist so zu verstehen, daß zum Zeitraum t 1 A voll 
gilt, zum Zeitraum t 2 B und im dazwischenliegenden Bereich fUr 
alle Folgen von Zeiträumen zum vorliegenden B schwächer/gleich 
realisiert ist wie zum nachfolgenden, wobei fUr einige Folgen 
davon gelten soll, daß zum vorherigen Zeitraum B schwächer ist 
als zum fOlgenden. Die Bedingung fUr den Ubergang kann man ver-
stehen in Analogie zum "unregelmäßigen Crescendo". 
2 . 2.2 . 3.2.1 . Der CHANGE-Operator und eine Neudefinition von 
COME ABOUT, STOP and REMAIN 
Was jetzt noch zu tun bleibt, ist es, einen Operator in unserer 
Syntax einzufUhren, der dies darstellt; mit dessen Hilfe kön-
nen dann Lexikon lI-Einträge fUr Vorgangsverben definiert wer-
den. 




===1;1=.== CHANGE (A,B) iff :!!t1 :t1ct 1\ :!!t2:t2c::.t 1\ t1~ t 2 1\ (w, t) 
V(tx ,ty ):t 1< t x< \< t 2 
(t ~ t 1\ t ~ t 1\ 
x I~ Y x IIB/IM y 
:!!(tu,t
v
) :t1 < tu< t v < t 2 
(tu ~ t 1\ t ~ t )) 
11 A /IM V U /lB Ir V 
Die Formel sieht zwar zugegebenermaßen recht unübersichtlich 
aus; die graphische Darstellung macht jedoch die Grundidee 
klar: zunächst besteht ein A-Zustand, später ein B- Zustand, 
und dazwischen nimmt A ab und B zu. 
COME ABOUT S/S können wir nun einfach folgendermaßen einführen: 
COME ABOUT (A)=df.).X[CHANGE(, X,X)] A 
Mit Hilfe dieses Operators können wir nun, wie bisher, Vor-
gangsverben beschreiben, soweit nicht eine Einzelanalyse zeigt, 
daß die generische Bestimmung des Vorbereichs als-,x nicht aus-
reicht. Die neue Definition dieses Operators relativ zu dem 
Zeitrahmen unseres Modells erweist sich der alten als überlegen, 
da sie gestattet, Ubergänge als allmählich darzustellen, wo-
durch es auch möglich wird, sich auf Zeiträume zu beziehen, in 
denen der Ubergang stattfindet, wie z.B. 
Ich war gerade am einschlafen, als das Telefon klingelte. 
Neben dem COME ABOUT können wir mit dem CHANGE-Operator noch 
STOPS/ S wie folgt definieren: 
STOP (A)=df.).X[CHANGE(X"X)] A 
Hier gilt wieder die Einschränkung, daß die generische Dar-
stellung des Nachbereichs sich im Einzelfall als zu grob er-
weisen kann. 
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Relativ zu unserem zeitrahmen können wir schließlich noch 
REMAIN(A) als Operator der Kategorie SIS einführen und seine 
Semantik wie fOlgt angeben: 
I===~=== (w,t) REMAIN(A) iff Vt :t ~t x x 1/ All> rp 
d.h. REMAIN(SCHLAFEN(x)) wäre wahr gdw. x zum fraglichen Zeit-
raum stets mehr schläft als wach ist. Für nicht skalare Be-
griffe reduziert sich diese Definition automatisch auf die Aus-
sage, daß A an allen Untermengen von t der Fall ist. 
Die hier vorgeschlagene Semantik für CHANGE erweist sich je-
doch immer noch als zu rigide, da nur allmähliches Ab- oder Zu-
nehmen von Zuständen die Formel erfüllen , jedoch ein Ubergang 
ausgeschlossen ist, der so verläuft wie es die folgende Zeich-
nung veranschaulicht: 
A 
Um auch dem noch Rechnung zu tragen, könnte man den Ubergang 
von X zu Y beschreiben, indem man zuläßt , daß der Realisie-
rungsgrad von X für einige Paare (t,t ):t1<t <t <t2 , an t _ x y x y x 
niedriger als an t y ist (und u~gekehrt für Y). Der beste Weg 
das zu tun besteht einfach darin , für die Zeitraumpaare zwi-
schen t 1 und t 2 überhaupt keine Restriktion zu formulieren und 
lediglich festzulegen, daß X zu t 1 mindestens ebenso stark rea-
lisiert ist wie zu allen t
x 
zwischen t 1 und t 2 und Y zu t 2 min-
destens ebenso realisiert ist wie zu allen t y zwischen t 1 und 
t 2 . Bei der Neudefinition können wir auch gleich den redundan-
ten letzten Teil unserer obigen Formel auslassen (hinter dem 
letzten 3), da er aus der restlichen Definition folgt, wie 
leicht zu sehen ist. Die verbesserten Wahrheitsbedingungen sind 
dann: 
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I =(:'~i)= CHANGE (X, Y) iff at1 : t 1 c. t 
/\ t 1 « t 2 
/\ i=<:'~i~) X /\ 
'v't
x
:t1 <tx < t 2 
t :::::,. 
1 x 
Unsere erste Definition war lediglich ein Spezialfall der 
neuen, generellen. 
2.2.4. Resümee 
Resümieren wir: durch einige Erweiterungen unseres ursprüngli-
chen Zeitrahmens haben wir die formalen Voraussetzungen geschaf-
fen, um Vorgänge beschreiben zu können. Mit Hilfe eines Primi-
tiven Operators CHANGE haben wir die Satzoperatoren COME ABOUT 
und STOP neu definieren können, so daß wir nunmehr Vorgangsver-
ben empirisch adäquat beschreiben können. 
Die Erweiterungen unseres Modells durch den expliziten Zeitrah-
men hat allerdings in Anlehnung an AQVIST/GUNTHNER einen erheb-
lichen formalen Aufwand erfordert . 
Durch weitgehende Ersetzung der Formeln durch Zeitstrahl-Graphi-
ken - wie angedeutet - können wir jedoch unsere Relationen 
übersichtlich und intuitiv verständlich darstellen, ohne allzu-
viel Präzision zu verlieren . Ein erfreuliches Nebenprodukt un-
serer Analysen ist, daß wir, von dem Konzept der "schwachen Re~ 
lisierung" von schlafen ausgehend, auch zu einer einleuchtenden 
Analyse von schlwmleY'll , dösen und dem Bedeutungsverhältnis von 
schlafen zu schlwmnem, dösen, wach sein einersei ts, dem von wach 
sein, eindösen , einschlwmneY'll, einschlafen anderersei ts werden kommen 
können, d.h. in unserem Ansatz das darstellen können, was tra-
ditionellerweise als Wortfeld bezeichnet wird. 67 
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2.2.5. Exemplarische Analyse einiger Verben 
2.2.5.1. Die Zustandsbezeichnungen im Wortfeld mit dem 
Eponym schlafen und die GRICEschen Konversations-
maximen 
Gehen wir zunächst von der Zustandsbezeichnung wach sein aus; 
intuitiv kann man sagen, daß wach sein einen Zustand bezeichnet, 
der dann besteht, wenn eine Anzahl von Bedingungen erfUllt sin~ 
wobei fUr den Zusammenhang dieser Analysen irrelevant ist, wel-
che das im Einzelnen sind. 68 Wesentlich ist lediglich, daß wir 
Zustände danach ordnen können, wie sehr sie dem so verstandenen 
Wachzustand gleichen, wieviele der Bedingungen eines "idealen 
Wachzustandes" sie erfüllen. Nehmen wir einmal an, es gebe n 
Bedingungen, die erfUllt sein müssen, damit ein idealer oder 
prototypischer Wach-Zustand vorliegt; vergleichen wir diese 
Zahl mit der Zahl der Untermenge dieser Bedingungen, die ein 
beliebiger Zustand X erfUllt, so kommen wir zu einer Graduie-
rung dieses Zustandes auf einer "Wachheits-Skala".69 Wenn wir 
den Vergleich mit Hilfe eines Quotienten aus der Zahl der rea-
lisierten Bedingungen X durch Zahl der Bedingungen, die ein 
idealer Wachzustand erfUllt vornehmen, dann erhalten wir einen 
in dem Intervall zwischen 0 und 1 schwankenden Wert für den 
Grad der Realisierung von "WACH" in einem jeweiligen Zustand. 
Da "WACH(x)" und "SCHLAF(x)" komplementäre Zustände bezeichnen, 
so gilt folgende Relatio~: wenn "WACH(x) " zum Grad n reali-
siert ist, dann ist "SCHLAF (x) " zum Grad (1 -n) realisiert. 









L l ) ) ~------~y~------~~~------y~--------~ 
wach sein schlafen 
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O(sei der Grad der Realisierung, die Kurve für den Re-
alisierungsgrad von "\'iACH(x) " -.-.-. die für "SCHLAF(x)"; alle 
Zustände, für die gilt, daß sie einen höheren W- als S-Grad 
aufweisen, können also mit wach sein bezeichnet werden, ·im um-
gekehrten Fall mit schlafen, wobei der Übergangsbereich un-
scharf bleibt, was die Schlangenlinie andeuten soll. 
Selbstverständlich läßt sich der in unserer Graphik dargestell-
te Bereich unendlich fein weiter unterteilen, und auch im Deut-
sch~n stehen, falls man genügenden syntagmatischen Aufwand be-
treibt, sehr viele Bezeichnungen zur Verfügung. Wir wollen uns 
dabei auf Verben beschränken, wobei wir jedoch für diejenigen 
Fälle, in denen ein Merkmalkomplex, der einem Verb entspricht, 
im komplementären Bereich durch Adjektiv + Kopula oder Adverb + 
Verb realisiert wird, auch ~iese Konstruktionen berücksichtigen 
wollen. Innerhalb der beiden bis jetzt eingeführten Teilberei-
che können wir weiter subspezifizieren nach dem Grad der Reali-
sierung des jeweiligen Zustands. Dabei gelangen wir jeweils zu 
einer Dreiteilung: 
Realisierungs-
grad RG RG>~ RG= 0 RG< 0 (0= Durchschnitt) 
WACH (x) wachen wach sein dösen 
SCHLAF (x) tief schlafen schlafen schlwnmeJ'n 
(ein Nickerchen machen ) 
Diese verfeinerte Darstellung kann man nun in unsere obige Gra- . 
phik einbringen. Dabei muß man sich jedoch hüten, in kurzschlüs-
siger Weise die dortige Zweiteilung durch die jetzt gewonnene 
Sechsteilung zu ersetzen. Vielmehr scheint es so zu sein, daß 
der Grad der Präzisierung, mit der wir den oben graphisch dar -
gestellten Zustandsbereich unterteilen, relativ ·z u bestimmten 
Kommunikationssituationen verschieden stark ist. Wenn ich z.B. 
lediglich wissen will, ob ich den Chef sprechen kann, dann ge-
nügt die Antwort: Nein> el' schläft.; ob er dabei schlummert oder 
tief schlä~t, das ist herzlich irrelevant. Andererseits kann 
man sich leicht Kommunikationssituationen vorstellen, in denen 
diese Differenzierungen relevant werden, z.B. wenn ein Besucher 
einer Schlafklinik einen Arzt nach dem Befinden eines Patienten 
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fragt, der gerade eine Schlafkur durchführt; rias macht Herr X? 
Gottseidank schläft er endlich tief. 
Das heißt für den Einbau der Sechsteilung in unsere Graphik, 
das sie die ursprüngliche Zweiteilung nicht ersetzt, sondern 
e ine Alternative zu ihr darstellt; die Auswahl wird dabei von 
dem in der jeweiligen Kommunikationssituation geforderten Prä-
zisionsgrad gesteuert, im Falle einer idealen kooperativen Kom-
munikation vor allem von den GRICEschen Maximen I und 111 : 
I. Quantität: Der Beitrag des Sprechers soll informativ, aber 
nicht informativer sein als von ihm erwartet wird. Hält ein 
Sprecher sich an diese Maxime, erspart er sich und dem Hörer 
Zeit und vermeidet, daß der Hörer durch überflüssige Informa-
tionen irregeleitet wird. 
111. Relation: Bei dieser Maxime geht es darum, daß ein Spre-
cher nur Relevantes sagen soll. GRICE spielt damit auf die Ver-
hältnismäßigkeit an zwischen dem, was der Sprecher über einen 
bestimmten Sachverhalt mitteilen will, und was er tatsächlich 
dem Hörer sagt." 70 (rier schlwnmert, sündigt nicht. ) 
Bri~gen wir den geforderten Grad an Präzision als zusätzliche 
Dimension ein, so erhalten wir - vereinfacht - folgendes Bild: 
Cl 
LJ L ) 
wa:hen wach d:. sChTum. sch/afen rief c 
sein sen mern schlafen 
woc;sein d~. y schlum· schlafen B 
sen mern 
y 
wach sein schlafen A 
Vereinfacht ist diese Darstellung insofern, als sie zwischen 
der gröbsten und der genauesten Einteilung nur willkürlich 
ein e Zwischenebene herausgreift; eigentlich sind alle Zwi-
schenstufen möglich, d.h. auch partiell grob, partiell feiner 
differenzierte ~benen. 
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2.2.5.2. Die Vorgangsbezeichnungen desselben Wortfeldes 
Gegen eine solche Art von Analyse könnte man nun vorbringen, 
das sei zwar vielleicht ganz interessant für eine Kommunika-
tionswissenschaft, habe jedoch mit systematischer Linguistik 
wenig zu tun. Im folgenden Abschnitt soll versucht werden, die-
ses Argument zu entkräften, indem gezeigt wird, daß eine Ana-
lyse der Vorgangsverben des entsprechenden Felds nur aufgrund 
der oben unter Einbeziehung der GRICEschen Konversationsmaxi-
men erstellten Beschreibung in befriedigender Weise möglich 
ist. Betrachten wir zunächst die vorhandenen Vorgangsverben: 
eind8sen, einschlummepn, einnicken, einschlafen; aufWachen. 
In dieser Gruppe von Verben nimmt einschlafen insofern eine Son-
derstellung ein, als es zum einen in Opposition zu aufWachen 
steht, zum andern in Opposition zu eind8sen usf. 
Von Interesse ist dabei in unserem Zusammenhang, daß eine Ana-
lyse derjenigen Verben, die Vorgänge in der Richtung eines Uber-
ganges vom WACH- zum SCHLAf-Zustand bezeichnen, die in unserer 
obigen Graphik vorgenommene Differenzierung der Zustandsbezeich-
nungen ausnutzen muß (mittlerer Präzisionsgrad, Ebene B), wo-
hingegen in der umgekehrten Richtung scheinbar nur die Unter-
scheidung der Ebene A berücksichtigt werden muß. Das aber hat 
für uns zur Konsequenz, daß wir einschlafen einerseits in Oppo-
sition zu aufWachen beschreiben müssen unter Bezug auf die gro-
be Auf teilung der Ebene A, andererseits in Opposition zu eindO-
sen ... unter Bezug auf die differenzierteren Zustandsbezeich-
nungen auf der Ebene B. Mit anderen Worten: die Vorgangsverben 
spiegeln einen Teil der Auf teilung des Wortfelds in Zustands-
verben nach Präzisionsgrad wider, so daß die Einbeziehung solch 
eines Parameters bereits bei der Systembeschreibung unumgäng-
lich wird.?1 
Auf die Ebenen A und B unserer Beschreibungsgraphik bezogen, 
werden wir nun versuchen, eine Darstellung der Vorgangsverben 
unseres Wortfeldes zu geben. Auch dabei werden wir auf eine for-
male Darstellung verzichten und den allmählichen Ubergang zwi-
schen Zuständen lediglich durch einen Pfeil andeuten, der über 
dem Zustandsbereich steht und dem CHANGE-Operator entspricht, 
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wie er oben definiert wurde. 
Zunächst können wir relativ zu der Zweiteilung des Zustandsbe-
reiches (Ebene A unserer Zeichnung) die Verben einschlafen und 
aufwachen folgendermaßen darstellen: 
einschlafen 
aufwachen 
wach sein I schlafen 
'~' 
Um auch die übrigen Vorgangsverben auf diese Weise beschreiben 
zu können, müssen wir uns auf die Vierteilung des Zustandsbe-
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Die gestrichelten Fortsetzungen der Ubergangspfeile sollen an-
deuten, daß die Ubergänge in diesem Bereich zusätzlich reali-
siert sein können; die durchgezogenen Teile der Pfeile stellen 
die hinreichenden Anwendungsbedingungen dar. Um die Zeichnung 
übersichtlicher zu machen, wurde hier auf eine Darstellung der 
Randunschärfen verzichtet. Die hier gewählte Art der Darstel-
lung hat den Vorteil, relativ unkompliziert und damit leicht 
verständlich zu sein; dies wird erkauft durch einen gewissen 
Verlust an Präzision: die Darstellung suggeriert z.B. eine Re-
gemläßigkeit des Uberganges, was die entsprechende Darstellung 
mit dem CHANGE-Operator nicht tut. 
Die Pfeile aus einem Bereich in einen anderen deuten auch ledi~ 
lich den Ubergang von einem beliebigen Punkt in dem Bereich zu 
85 
einem beliebigen Punkt im nächsten an. 
Wir haben jetzt also die Ve r ben dieser Gruppe so ana l ysiert , 
daß sie jeweils einen Ubergang darstellen zu einem X-Zustand 
aus einem mindestens nächstschwächere~ Zustand; eine Ausnahme 
dabei bildet einnicken, das den Ubergang vom genau schwächeren 
Zustand bezeichnet. Ordnen wir den vier Zustandsbezeichnungen 
auf den Ebenen A und B Positions zahlen zu; so können wir für 
die ein-X-en-Verben unseres Wortfeldes unter Benutzung des 
CHANGE-Operators, der allmähliche Ubergänge zwischen Zuständen 
bezeichnet, zur Beschreibung allmählicher Ubergänge folgendes 
Definitionsschema erstellen: 
A a[A Z[CHANGE( Y: y.L (Z-1 ) (a) ,Z (a) )] X] 
Die Belegungsmöglichkei ten für X sind : dösen , schlummern , schlafen; 
die Einsetzungen ergeben jeweils eindösen, einschlWlUnern, einschla-
fen, alle mit der Valenz 0 (d.h. , eine Nominalgruppe im Nomina-
tiv). Einnicken können wir dadurch beschreiben, daß wir das De-
finitionsschema entsprechend einengen : 
Aa[U[CHANGE(Y:Y=(Z-1 (a) , Z(a) )]X] 
Wesentlich ist in diesem Zusammenhang noch, daß wir bei dieser 
Art von Beschreibung nur ein e Analyse von einschlafen brau-
chen; ob der (Z-1)-Zustand aus unserem Definitionsschema dann 
wach sein (Ebene A) oder schlwlUllern (Ebene B) ist, das ist für 
die systematische Beschreibung irrelevant. 
Bei der Beschreibung der Vorgangsbezeichnungen in der umgekehr-
ten Richtung wird die Differenzierung der Ebene B nur insofern 
relevant , daß aufwachen auch hier, wie auf Ebene A als Spiegel-
bild von einschlafen analysierbar ist. Parallelbildungen wie 
aufdösen oder aufschlwlUllern sind nicht belegt, allerdings scheint 
zumindest das erste problemlos bild- und verstehbar. 
Die Sechs teilung der Ebene C, sowie weitere Unterteilungen, de-
ren Bezeichnungen auf höheren Rängen liegen, bringen für die 
Vorgangsverben keine weiteren Spe~ifizierungen. 
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2.2.5.0. Resümee 
Zunächst haben wir in dem Wortfeld mit dem eponymen Verb schla-
fen die Zustandsbezeichnungen analysiert, wobei wir mit Hilfe 
der beiden Parameter 
Grad der Realisierung eines Zustandes 
- Präzisionsgrad 
zu drei Ebenen gelangt sind, die fortschreitend präzisere Aus-
drücke enthalten 
A mit einer Zweiteilung 
B mit einer Vierteilung 
·C mit einer Sechsteilung; 
die Beschränkung auf drei Ebenen ist dabei lediglich eine Ver-
einfachung; das Herausgreifen der Vierteilung als Zwischenebene 
erlaubt eine vollständige Analyse der Vorgangsverben des Feldes. 
Durch den zusätzlichen Parameter des allmählichen Ubergangs ha-
ben wir dann eine Analyse der Vorgangsverben unseres Feldes 
vorgenommen mit dem folgenden interessanten Ergebnis: 
- die Vorgangsbezeichnungen in der Richtung WACH ~ SCHLAF 
nutzen die Vierteilungder Ebene Baus 
in der Richtung SCHlAF ~ l'iACH liegt lediglich ein e Vor-
gangsbezeichnung vor, die je nach der gerade gewählten Ein-
teilung des Zustandsbereiches enger oder weiter definiert 
wird. 
Die strenge Systematik der drei Vorgangsbezeichnungen eindäsen, 
einschlwnmem und einschlafen hat uns schließlich ermöglicht, sie 
in einem Definitionsschema darzustellen, was ihren Zusammenhang 
augenfällig macht; das etwas davon abweichende einnicken konn-
ten wir in Opposition zu einschlwrunem unter leichter Modifizie-
rung analysieren. 
Da das Definitionsschema nicht an eine der beiden ausgenutzten 
Ebenen A und B oder mögliche Zwischenstufen gebunden ist, so 
liefert seine Anwendung auf der Ebene A für den Fall von schla-
fen die generische Beschreibung von einschlafen in Opposition 
zu aUfwachen. Auf der Ebene B dagegen erhalten wir die spezifi-
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schere Analyse in Opposi tion zu eindösen , einnicken und einschlum-
mern, sowie zu der I engeren I Lesart von aufwachen. 
Durch die Einbeziehung der GRICEschen Maximen und die Erstel-
lung einer Anzahl von möglichen Auf teilungen des Zustandsbe-
reichs mit verschiedenem Präzisionsgrad können wir für die Vor-
gangsverben unseres Feldes eine einheitliche Beschreibung dahin-
gehend geben, daß sie jeweils aufgefaßt werden als Bezeichnun-
gen eines Uberganges von einem auf der jeweiligen Skala min-
destens eine Stufe tieferliegenden Zustand zu demjenigen Zu-
stand, der durch das entsprechende Simplexverb bezeichnet wird. 
Die jeweils einem Vorkommen zugrunde liegende Skala wird dabei 
bestimmt von dem in der jeweiligen Kommunikationssituation nach 
Ansicht des Sprechers zur Ver\~irklichung einer Mitteilungsin-
tention erforderlichen Präzisionsgrad. 
Um das Wortfeld weiter zu analysieren, müßte man nun einer -
seits die kausativen Erweiterungen untersuchen, andererseits 
zusätzliche Begriffe einführen, die es gestatten, die dann noch 
verbleibenden Verben wie durchschlafen, ausschlafen, verschlafen 
etc. gründlich zu analysieren. 
Außerdem kann mit dem hier vorgestellten Instrumentarium selbs~ 
verständlich nicht der Anspruch erhoben werden, regionale und 
stilistische Differenzen oder metaphorische Verwendungen ange-
messen zu beschreiben. 
Relativ zu einem Eponym hat unser Ansatz bei der Beschreibung 
von Zustands- und Vorgangsverben unseres Feldes zu einer Ana-
lyse geführt, die den Zusammenhang der Verben in so starkem 
Maße abbildet, daß sie damit gleichzeitig eine Gliederungsmög-
lichkeit innerhalb des Wortfeldes eröffnet. 
Schließlich ist die hier vorgenommene Analyse exemplarisch in-
sofern, als der hier dargelegte Ansatz sich mit entsprechenden 
Änderungen auf alle Wortfelder ausdehnen läßt, die Verben ent-
halten, die einerseits Zustände beschreiben, die sich in der 
angedeuteten Weise skalar anordnen lassen, andererseits Uber-
gänge zwischen diesen Zuständen. 
88 
2.3. Konditionallogik 
Von den Vorbedingungen für eine Analyse kausativer Verben haben 
wir bis jetzt die erste erfüllt, indem wir unser Modell so er-
~eitert haben, ,daß wir in seinem Rahmen Vorgänge befriedigend 
darstellen können. Der nächste Schritt, wird darin bestehen, daß 
wir die Voraussetzung zur Definition von COND schaffen, indem 
wir die Zugänglichkeitsrelation R in einer Weise definieren, 
die , es ermöglicht, Welten zu vergleichen in bezug auf den Grad 
ihrer Ähnlichkeit mit der Diskurswelt wo' Dabei werden wir re-
lativ ähnlich verfahren wie oben bei den Erläuterungen zum Be-
griff der Ähnlichkeit ,von Zuständen bzw. ,zur "schwach,en Reali -
sierung" von proposi tionalen Gehalten !/P 1/ • 
2.3.1. Ähnlichkeit von Welten als Voraussetzung 
Zum Begriff der Zugänglichkeitsrelation führen HUGHES/CRESSWELL 
aus: 
IIThis nation of one possible world's being accessible to another has at 
first sight a certain air of fantasy or sience fiction about it, but we 
might attach quite a sober sense to it in the following way . We can con-
ceive of various \;orlds which would differ in certain ways from the actual 
one (a world without telephones, for example). But our ability to do this 
is at least partly governed by the kind of world we actually live in: the 
constitution of the humand mind and the human body, the languages which 
exist or da not exist, and many other things, set certain limits to Dur 
powers of conceiving. We could then say that a world, w2' is accessible 
to a world, w1' if w2 is conceivable by someone living in w1; and this will 
make accessibility a relation between worlds, as we want it to be. Now we 
were to find ourselves in one of the worlds of which we can conceive, then 
in that v/orld our powers of conceiving might remain just as they were, or 
they might not - they might become enhanced or restricted in all sorts of 
ways; we might or miqht not even be able to conceive of the world in which 
we formerly lived.,,7L 
Es liegt nun nahe, die Relation R zu spezifizieren auf dem Weg 
über die jeweiligen Individuendomänen der zu vergleichenden Wel-




d.h. eine Welt wj ist von einer Welt wi aus zugänglich, wenn 
die beiden Individuendomänen übereinstimmen. Diese Definition 
ist allerdings noch nicht hinreichend präzis, da unklar ist, 
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ob sie nur die übereinstimmung der Individuen erfaßt oder auch 
die gleiche Auf teilung der Welt . Für den ersten Fall e rgäbe 
sich 
Vx:xED (xED ) 
w. W. 
l 
Diese Definition berücksichtigt nur die Individuen, nicht aber 
die Struktur der zu vergleichenden Welten; daher kann sie als 
Definition einer möglichst starken Zugänglichkeit nicht die-
nen, obwohl sie in gewisser Weise eine Zugänglichkeit zwischen 




. iff VDn:DnSD (DncD AVx:xEDn (xEDn )) 
wi - wj wi wj 
d.h. für alle Sorten gilt, daß alle Individuen, die in wi in 
einer beliebigen Sorte sind, in wj in der selben Sorte sind. 
Da wir D definiert haben als D1 v D2 I.! • • • u D3 D 
W W ~I W W 
X x x x x 
er-
gibt sich, daß die schwächere Definition über die reine Element-
gleichheit aus der stärkeren Definition über Elementgleichheit 
und gleiche Sortung folgt. 
Wie wir gesehen haben, haben wir zur Definition der maximalen 
Zugänglichkeitsrelation zwei Parameter benutzt, nämlich 
- Elementübereinstimmung 
- Sortung 
Dies legt nahe, die Zugänglichkeitsrelation R generell zu be-
stimmen über ein geordnetes Paar von Bedingungen so, daß eine 
erste, CS' die Strukturähnlichkeit erfaßt, eine zweite, CE' 
die Elemente-übereinstimmung. 
Um zu den Werten für Cs und CEzu kommen, definieren wir eine 
Funktion S (similarity), die geordnete Paare von Welten als 
Argument hat und deren Wert ein geordnetes Paar von Zahlen in 
dem Intervall zwischen 0 und 1 ergibt, deren erste die Struk-
turähnlichkeit der Welten ausdrückt, deren zweite die Element-
gleichheit ausdrückt. 
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S ist dergestalt, daß für alle Paare von Welten (wi,w j ) 
(f*:f*(D )~ Yl} n (f*:f*(D )~ Yl}1 
w. w. 
1. ] 
wobei f* jeweils eine Funktion in die Domäne der . jeweili~en 
Welt ist, deren Wert eine Sorte ist. 
I D nD I w. W. 1. ] 
Wie man leicht sieht, nimmt Cs für den Fall, daß in den beiden 
Welten die gleichen und nur die gleichen Sorten auftreten, den 
Wert 1 an, da in diesem Fall die Mächtigkeit der Durchschnitts-
menge gleich der Mächtigkeit der Vereinigungsmenge der Sorten 
ist; für alle anderen Fälle ist die Mächtigkeit der Vereini-
gungsmenge größer als die der Durchschnittsmenge, wodurch der 
Wert von Cs sich 0 annähert und diesen Wert schließlich dann 
erreicht, wenn die Mächtigkeit der Durchschnittsmenge 0 ist. 
Wie man leicht sieht, ergibt dies für den Fall der Element-
gleichheit, wo die Mächtigkeit der Vereinigungsmenge gleich 
der Mächtigkeit der Durchschnittsmenge ist, den Wert 1; für 
den Fall der völligen Elementfremdheit beträgt die Mächtigkeit 
der Durchschnittsmenge 0, womit auch der Wert für CE 0 beträgt. 
Damit schwankt also CE zwischen 0 und 1. 
Damit können wir nunmehr festlegen, wann eine beliebige Welt 
unter R Wo x (1'1-1'1
0
) fällt, nämlich genau dann, wenn gilt, daß 
S(wo,wx )= (n,m):n>O v m>O. 
Die so definierte Relation ist per definitionem symmetrisch 
und nicht reflexiv; außerdem ist sie nicht transitiv. Zu unse-
rem oben aufgestellten Postulat, daß wir in unserem System den 
Begriff der Ähnlichkeit behandeln können müssen, haben wir bei 
den Erörterungen zur Zugänglichkeitsrelation durch die Einfüh-
rung d~r Ähnlichkeitsfunktion S bereits die Lösung geliefert: 
von zwei beliebigen Welten wi und wj ist diejenige Wo ähnlicher, 
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für die der Wert von S(wo,w
x
) größer ist. Dabei wird jedoch ein 
Problem unter den Teppich gekehrt: intuitiv scheint die über-
einstimmende Sortung wichtiger zu sein als der Grad der Elemen~ 
Ubereinstimmung. Als Ausweg böte sich eine Gewichtung der bei-
, 
den Faktoren an, indem man Cs mit einem Faktor x und CE mit 
einem Faktor y (x>y) multipliziert, die Ergebnisse addiert und 
durch (x+y) dividiert. Der sich daraus ergebende Wert für S 
würde wiederum zwischen 1 und 0 liegen. Allerdings ist in kei-
ner Weise klar, um wie viel Cs stärker gewichtet ~lerden soll 
als CE' Eine zweite Möglichkeit bestünde darin, zunächst eine 
Halbordnung der Welten nach Cs vorzunehmen, um dann die auf 
dieser Skala gleichgeordneten Welten nochmals nach CE zu ord-
nen; das liefe auf eine halbgeordnete Menge von halbgeotdneten 
Mengen von Welten hinaus. Wir werden im weiteren Verlauf unse-
rer Erörterungen von der zweiten Möglichkeit Gebrauch machen, 
w,enn wir es nicht vorziehen, in unseren Anwendungen uns auf 
beide Werte zu beziehen. 
Als 'Weiterentwicklung böte sich an, in einem dritten Schritt 
den Individuen topologische Indices zuzuordnen, um dann das 
für die Individuen angegebene Verfahren für die geordneten Paa-
re von Individuen und topologischen Indices nochmals durchzu-
führen, wodurch man zu einer noch feineren Definition der Ähn-
lichkeit gelangte. Die dadurch notwendige Einbeziehung der To-
pologie in die Modelltheorie, die auch unabhängig von unseren 
Fragestellungen ein Desiderat ist, kann jedoch im Rahmen dieser 
Arbeit nicht geleistet werden. 
Für Einzelfälle 'wird es dabei jeweils genügen, sich auf einen 
Teil der Sorten und einen Teil der Individuen zu beziehen, um 
die relative Ähnlichkeit im Hinblick auf bestimmte Bedingung~n 
festzulegen. Dafür schreiben wir dann 
wobei die Indizierung von S angibt, daß es sich hier lediglich 
um die Relation bezüglich einer reduzierten Zahl von Bedingun-
gen handelt. 
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2.3.1.1. Die Zugänglichkeitsre lation R für "Weltverläufe" 
Das bis jetzt skizzierte Verfahren hat allerdings den Nachteil, 
daß es nur für einfache Mengensystem ("Welten" bzw. "Weltzu-
stände") funktioniert. 
Für alle "Weltverläufe", die Ereignisse enthalten - und folg-
lich mehrere, zeitlich geordnete Mengensysteme - wollen wir uns 
jeweils nur auf das Ausgangssystem des "Weltverlaufs" beziehen; 
d.h. 
bezeichnet den Grad von Ähnlichkeit zwischen der Ausgangswelt 






Der hier diskutierte Ähnlichkeitsbegriff bleibt zunächst rein 
formal. Unter einer inhaltlichen Interpretation könnte die Ähn-
lichkeit von Mengensystemen aufgefaßt werden als Folge der Tat-
sache, daß sie auf Grund von ähnlichen Bedingungen, Gesetzen 
o.ä. konstruiert wurden. Schließlich könnte man auch in unserem 
Ansatz neben der Struktur der Ausgangswelten die "möglichen 
Spielzüge" definieren, die jeweils verschiedene, mehr oder we-
niger vergleichbare Ausgangswelten konstituieren. Dabei müßte 
dann weiterhin der Zusammenhang von Struktur und der Menge der 
"möglichen Spielzüge" erfaßt werden; all das auszuführen würde 
den Rahmen dieser Arbeit erheblich überschreiten und ihre Theo-
rielastigkeit noch mehr erhöhen, sei aber als Perspektive einer 
Erweiterung angedeutet. 
2.3.2. Die Definition des Konditionaloperators 
Da wir R jetzt in einer Weise eingeführt haben, die es uns er-
laubt, R über den Grad der Ähnlichkeit von Welten zu graduie-
ren, können wir nunmehr daran gehen, im nächsten Schritt einen 
Konditional-Operator zu definieren (COND) , den wir benötigen, 
um unsere intuitive Analyse von CAUSE, die wir eingangs des 
zweiten Teils dieser Arbeit angedeutet haben, weiter zu expli-
zieren. 
Erinnern wir uns nochmals des Zitats von LEWIS: 
" If kangaroos had no taUs, they wouZd toppZe over seems to me to 
mean something like this: in any possible state of affairs 
in which kangaroos have no tails, and which resembles our 
actual state of affairs as much as kangaroos having no tails 
permits it to, the kangaroos toppie over." 
2.3.2.1. STALNAKERs Vorschlag 
Wie läßt sich dies nun in unserem formalen System ausdrücken? 
Einfach, so mag es zunächst scheinen: man definiert sich eine 
Selektionsfunktion sf, deren Wert für ein jeweiliges Modell M 
diejenige Welt ist aus der Untermenge der Welten, in denen das 
Antecedens gilt, die der jeweiligen Diskurswelt am nächsten ist. 
Genau dann, wenn in dieser Welt das Consequens gilt, dann gilt 
das Konditional in der Diskurswelt. 
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Formal: 
sf«w ,~ ),M,A)= w : 
o y x 
1
====1;)==== A /I ([S(w ,w )]:::>[S(w ,w )])) 
( w ~) 0 y 0 x y' y 
Die Definition des Konditionals wäre dann: 
I=(:=~~=)= COND(A,B) iff 
o Y 
2 .3.2.1.1. Die Unzulänglichkeit der STALNAKERschen Lösung 
Diese Art der Definition wurde z.B . von STALNAKER und STALNAKEN 
THOMASON vorgeschlagen. 74 Wie LEWIS 7 5 jedoch zeigt, hat eine 
solche Definition die Konsequenz, daß in einer Konditional-Lo-
gik, die darauf aufbaut, sich die beiden folgenden Formeln 
nicht mehr unterscheiden lassen: 
COND( A, ----, B) 
-'(COND(A,B») 
Daß dies so ist, läßt sich leicht zeigen; gemäß der Definition 
für COND sind nämlich die Wahrheitsbedingungen für COND (A,-,B). 




und die für ,(COND(A,B») 
1=(::7~:)=-'(COND(A'B) 1ff -,( 1=;;«::7i:)7~7~)= B) 
also 
1ff 1=======1;1========== -.B 
sf«Wo'~Y) ,M,A) 
Somit sind die Wahrheitsbedingungen dieser beiden Formeln iden-
tisch . 
Das aber hieße , daß ein solches System nicht unterscheiden kann 
zwischen "nicht-Bedingung- sein für X" 
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und "Bedingung-sein für nicht-X"; 
anders herum gesagt, es gilt in diesem System das Gesetz vom 
konditional ausgeschlossenen Dritten: entweder A ist Bedingung 
für B, oder A ist Bedingung für nicht-B. Wie wiederum LEWIS 76 
gezeigt hat, wäre, wenn das Gesetz vom konditional ausgeschlos -
senen Dritten gegeben ist, folgender Satz eine Kontradiktion: 
Es ist nicht der Fan, daß, wenn Verdi und Bizet Landsleute wären, Bizet 
Italiener wäre; und es ist nicht der Fall, daß, wenn Verdi und Bizet Lands-
leute wären, Bizet kein Italiener wäre; aber wenn Verdi und Bizet Landsleu-
te wären, dann wäre Bizet entweder Italiener oder nicht . 
Setzen wir für Verdi und Bizet sind Landsleute A und für Bizet ist 
Italiener B, so ergibt sich als Formalisierung unseres Bei-
spiels: 
-,(COND(A,B» /\-,(COND(A,-,B» /\ CQND(A,B/.B) 
Da aber gemäß der obigen Definition 
---.(COND(A,B)> äquivalent COND(A"B) 
und 
-,(COND(A"B» äquivalent COND(A,B) 
so ist diese Formel eine Kontradiktion. 
Ein weiterer Punkt, der gegen eine Konditionallogik mit dieser 
Äquivalenz spricht ist, daß es in ihr nicht möglich ist, Non-
sens-Korrelationen auszuschließen. Auch dazu ein Beispiel: 
fieder faUen mir die Haare aus, wenn Henry Kissinger Mao-Tse Tung mag, 
noch faUen mir nicht die Haare aus , wenn Henry Kissinger fv'.ao mag . 
Setzen wir Haare- ausfaUen = Bund Kissinger mag Mao= A, dann können 
wir diesen Satz so formalisieren: 
-,(COND(A,B» /\ ---.(COND(A,---.B)> 
Da aber -dCOND(A,B» ""' COND(A,.B» können wir das in STALNAKERs 
System umformen zu 
COND(A "B) /\ --, (COND(A "B) > 
was offensichtlich eine Kontradiktion ist. Der Satz, den wir so 
formalisiert haben, i st jedoch keineswegs k o ntradiktorisch, da 
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er ja gerade jegliche Beziehung zwischen KISSINGERs Beziehung 
zu MAO und meinem Haarausfall bestreitet. 
Die beiden Beispiele zeigen hinreichend deutlich, daß die frag-
liche Äquivalenz in einer Konditionallogik, mit der wir natür-
lichsprachliehe wenn-da -Verbindungen beschreiben wollen, nicht 
am Platze ist, da das System bei der Anwendung auf Verbindungen 
von wenn-dann -Aussagen unerwünschte Ergebnisse liefert, indem 
es Sätze als Kontradiktionen ausweist, die keine sind. 77 
Somit ist die angegebene Definition a la STALNAKER/THOMASON zu 
verwerfen, und wir müssen versuchen, eine Definition zu ent-
wickeln, die diese beiden Fälle unterscheidet. 
2.3.2 .2. LEWIS Vorschlag 
LEWIS 73 gibt nun eine solche Lösung, in der er von einem Mo-
dell ausgeht, das besteht aus der Diskurswelt Wo und einer An-
zahl von "Sphären" um wo' wobei die "Sphären " je\~eils Mengen 
von Welten sind, die die gleiche "overall similarity" gegenüber 
Wo haben. Bin Modell bestünde dann aus wo' S1 mit den "ähn-
lichsten" Welten, S2 mit den nächstähnlichsten usw. Relativ zu 
einem solchen System, das sich graphisch etwa so veranschauli-
chen läßt: 
kann man nun eine Definition eines Konditionaloperators formu-




d.h. COND(A,B) ist wahr, wenn es eine (mindestens eine) Sphäre 
gibt, die eine Welt enthält, in der A der Fall (A-Welt) ist, 
und wenn für alle Welten, die in der Wo nächsten Sphäre sind, 
die A-Welten enthält, in allen A-Welten B gilt. 
Dieses System hat nun den Vorteil, daß es die beiden kritischen 
Fälle unterscheidet -
COND(A,-,B) wäre wahr, wenn in allen A-Welten in der Wo 
nächsten Sphäre' -,B gilt 
-,(COND(A,B») wäre wahr, wenn nicht in allen A-Welten in der 
Wo nächsten Sphäre B gilt, d.h. wenn in min-
destens einer A-Welt ---,B gilt. 
2.3.2.2.1. LEWIS Sphären und Occams razor 
Allerdings beruht das Ganze auf der Annahme, daß es so etwas 
wie eine "wo nächste Sphäre, die A-Welten enthält" gibt. Diese 
Annahme ist einerseits recht problematisch73 , andererseits un-
nötig, wenn wir die Ähnlichkeitsfunktion S in der oben defi -
nierten We;ise zur Verfügung haben. Wenden wir also "Occams 
razor" an auf die Sphären und geben eine Definition, die be-
züglich der beiden kritischen Fälle gleichwertig ist, ohne das 
problematische Konzept der Sphären zu verwenden. 
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2.3.2.3. Die Definition des Konditionaloperators COND 
Unsere Analyse läßt sich folgendermaßen intuitiv umschreiben: 
COND(A,B) soll genau dann wahr sein relativ zu (w ,~ ), wenn 
o y 
es mindestens eine (A AB) -Welt gibt, so daß alle (A A ,B) -Wel-
ten weiter von Wo sind (d.h. einen klein~ren S-Wert haben) . 
Formal: 
I"(::~~~)" COND(A,B) iff ,wi ' I"(:::~~;" (AABI 
evw j : I ====~===~ (AA-,B) ([S(w ,w . )J>(S(w ,w.)J)) (w . ,~ ) X 1. X J 
J Y 
2.3.2.3.1. Einige Theoreme bezüglich COND 
Nun müssen wir beweisen, daß in einem solchen System die bei-
den kritischen Formeln COND(A"B) und -,(COND(A,B») nicht 
äquivalent sind. Das läßt sich l e icht zeigen; betrachten wir 
zunächst die Wahrheitsbedingungen für COND(A,,s): 
I ====~==== COND(A"B) iff 3:w.: I====~==== (AA--,ß) (w,~) J (w . ,~) 
x y J Y 
(Vw1.': I====~==== (AAB) ([S(\'1 ,w . )J<[S(w ,w.)J)) 
( ~) X 1. X J wi ' Y 
Die Wahrheitsbedingungen für ,(COND(A,B») sind: 
I ====~==== -,(COND(A,B) iff -,(3:w . : (w ,~ ) 1. X Y 
(VI" , : I====~==== (AA, B) ([S(w ,wi )J:::>[S(w ,w.)J))) J (w . ,~) x x J 
J Y 
da 3:x (fx)==-.vx (-. fx) 
und dami t auch ,(:ix (fx) ) == V x ( --, fx) 
können wir das Definiens umformen zu 
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([S(w ,w.)]:>[S(w ,w.)J» 
x l X ) 
Da ....,('tx (fx) ) =.ax (-,(tx) ) 
können wir dies wiederum umformen zu 
M . M 
'tw i : \========= (AAB) (aw j : \======-=== (AA-,B) (w i , t y ) (~Ij' t y ) 
(~ '[S(wx,wi)J>[S(wx,Wj)J») 
Da-,(a>b)= (a~b) 
können wir dies umformen zu 
I ==(-\~=.~,=-t==)= (AAB) (aw j : I----~-~~- (AA-,B) Y
l 
y -<~;~Iy)-
([S(w ,w.)J~[S(w ,w.)J» 
x l x ) 
Damit ist aber bewiesen, daß in unser~m System die folgenden 
Theoreme gelten, 
da ax'ty(x< y) .... ax'ty(x~y): 
a) --,[(COND(A"B»= (-,(COND(A,B»J 
b) (COND(A"B».... (-, (COND(A,B» 
c) --,[ (COND(A"B» - (, (COND(A,B» J 
wobei c) aus a) und b) folgt. 
Damit haben wir eine Konditionaldefinition geg~ben und gezeigt, 
daß relativ zu unserem System von Konditionallogik einige wich-
tige Theoreme gelten. 
Dies können ~Iir durch die oben eingeführten Spielbäume nochmals 
anschaulicher darstellen: 80 
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T 11 (Wo) ~ 
rf.12 
~ ~ Q ~ t I ~ (W13\ (w43 y 
o 
COND(A,B) gilt relativ dazu in (w ,E ), wenn mindestens eine 
o y 
der Ausgangswelten w11 und w31 (d.h. die der späteren (AAB)-
Weltenverläufe) Wo ähnlicher sind als w21 und w41 (d.h. die 
Ausgangswelten der späteren (AA,B)-Weltenverläufe) 
Relativ zu einem solchen Konditionallogiksystem läßt sich nun 
leicht zeigen, daß die Formel 
,(COND(A,B») A,(COND(A"B») 
keine Kontradiktion ist. 81 
- der erste Teil der Formel ist wahr gdw . für die Ausgangswel-
ten wi aller (AAB)-Weltverläufe und für die Ausgangswelt wj 
mindestens eines (AAoB)-Weltverlaufs gilt, daß wj der Diskurs-
welt Wo näher oder gleichnah ist gegenüber wi . 
- der zweite Teil der Formel ist wahr gdw. es nicht der Fall 
ist, daß für die Ausgangswelt wj mindestens eines (AA.B)-Welt-
verlaufs und für die Ausgangswelten wi aller (AAB)-Weltverläufe 
w. der Diskurswelt näher ist als wi ; das läßt sich umformen J 82 
zu gdw. 
für /die Ausgangswelt aller (AAoB)-Weltverläufe (w j ) und di e 
Ausgangswelt mindestens einer (AAB)-Weltverlaufs gilt, daß die 
Ausgangswelt des (AAB)-Weltverlaufs 
oder gleichnah ist gegenüber wj . 
W. 
1 
der Diskurswe lt näher 
Die Konjunktion der Teilaussagen ist kontingent, denn sie wird 
wahr, wenn für die Ausgangswelt wi mindestens eines (AAB)-Welt-





und wj gleichweit von der Diskurswelt e ntfernt 
Das heißt aber, daß A für das Vorhandensein von B bzw.,B keine 
Rolle spielt, daß es eben keine Korrelation gibt. 
Die hier gegebene Definition leidet allerdings noch unter einem 
schwerwiegenden Ungenüge n, denn die gegebenen Wahrh e itsbedin-
gungen für COND lassen sich nur relativ zu einem Modell mit 
endlich vielen Welten feststellen; andererseits ist es aber co~ 
traintuitiv, endlich viele Welten einfach anzunehmen, da Unter-
schiede zwischen Welten in Bereichen liegen können, wo ei nzelne 
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Individuen etwa verschiedene Plätze auf - dichten - Maßskalen 
einnehmen. In der Tat haben solche Uberlegungen David LEWIS zu 
seinem problematischen Sphärenkonzept geführt, wie Barbara 
PARTEE in einer Diskussion in Groningen erwähnte. 
Um diese Schwierigkeit zu überwinden, müßte man in unser System 
eine Funktion p* einführen, die das unendliche Modell M in ein 
partielles, endliches Modell M' überführt, so daß für diese 
Funktion p* gilt: 
- p*(w )= w' 
o 0 
- iw :w EMAP*(W )= w' 
x x x x 
- iw :w EMAP*(W )= ~ y y y 




wahr sind, daß sie auch in w~ in M' wahr sind und umgekehrt. 
Um ein solches Verfahren zu rechtfertigen, müssen wir aller-
dings eine Uniformitätsannahme derart machen, daß für je zwei 
beliebige Welten wi und wj ' die sich in bezug auf die Wahrheit 
der konditional verknüpften Sätze nicht unterscheiden, die aber 
Wo verschieden ähnlich sind, gelten soll, daß sich alle in der 
Ähnlichkeit zwischen diesen beiden Welten in M liegenden Welten 
ebenfalls nicht unterscheiden in bezug auf die Wahrheit der bei-
den konditional verknüpften Aussagen. Diese Annahme ist zu-
nächst genauso problematisch wie die LEWIS'schen Sphären, macht 
aber zum einen schwächere Annahmen - Halbordnung von endlich 
vielen Welten in dem partiellen Interpretationssystem M' gegen-
über der diskreten Ordnung der Sphären bei LEWIS - und läßt 
sich zum anderen in natürlicher Weise interpretieren dahinge-
hend, daß ein Sprecher, der eine Konditionalaussage verteidigt , 
sozusagen in einem mentalen Experiment eine endliche Menge ver-
schiedener Situationen durchspielt, was unserem jetzigen Lö-
sungsvorschlag entspricht . 
Auch in den Naturwissenschaften wird übrigens eine solche An-
nahme gemacht: ein Chemiker, der etwa die Abhängigkeit der Ge-
schwindigkeit einer bestimmten Reaktion von der Temperatur un-
tersucht , macht eine endliche Zahl von Versuchen und intrapo-
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liert dann; dieses Intrapolieren beruht nun genau auf einer 
Uniformitätsannahme in unserem Sinne. Damit erscheint die Uni-
formitätsannahme und die darauf fußende Konstruktion partieller 
Modelle insgesamt doch als weniger problematisch als die 
LEWISschen Sphären. 
Relativ zu einem solchen partiellen Modell können wir nunmehr 
die modifizierten Wahrheitsbedingungen unseres Konditionalope-
rators wie folgt angeben: 
\
=====!:!=== COND (A,B) iff aw :~I' =P* (I.!) (awj( \====!:!;===(AJ\"Bjl\"jEt~ 'j 
(I'I ,t ) (,,~,t ) 
x y 11' I 101' ) Y 
1\ aw' ( \===,;,==== <Al\Bj I\wiE1.1'I\V.,' ( =========( (AI\'Bjl\\'I~EH') ~ 
i (' -t ) j (I'I' t ) ) 
wi ' y j' y 
[s{l'I' ,\'I~ )]>[S{",' ,w~)] j j j 
X 1. X ) 
Diese Definition behält, wie leicht zu sehen ist, alle Eigen-
schaften unserer vorherigen bei, die für uns von Interesse 
sind, insbesondere die Unterscheidung der starken und schwachen 
Negation und damit die Ungültigkeit eines generellen Satzes vom 
konditional ausgeschlossenen Dritten, der bei uns nur relativ 
zu einem bestimmten partiellen Modell möglicherweise gültig 
ist. 
Bei der späteren Einführung des Kausaloperators werden wir zur 
Vereinfachung so verfahren, daß wir uns zunächst auf die ein-
fachere Definition des Konditionaloperators beziehen; erst 
wenn wir dessen Semantik entwickelt haben, werden wir auch dort 
die Definition mit Hilfe des partiellen Modells vornehmen. 
Ebenfalls noch ungelöst ist die Frage, was im Einzelfall bei 
der Entscheidung eines gegebenen Konditionalsatzes als zulässi-
ges reduziertes Modell angesehen werden kann, vor allem in be-
zug auf die Anzahl von (AI\B)- bzw. (AI\,B)-Welten, die die ent-
sprechenden Teile unserer Iqahrhei tsbedingungen erfüllen. Die 
Lösung dieses Problems scheint mir jedoch nicht mehr im Bereich 
der modelltheoretischen Semantik zu suchen sein. Diese hat es 
mit vorgegebenen Modell~n zu tun und kann relativ zu diesen 
Wahrheitsbedingungen formulieren; die Entscheidung darüber, ob 
ein Modell als geeignetes Abbild der realen Welt im Hinblick 
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auf die Entscheidung eines Konditionalsatzes angesehen werden 
kann, liegt außerhalb des Geltungsbereiches der formalen Seman-
tik und ist eine Frage der jeweiligen Einzelwissenschaften, bzw. 
der Einigung von Sprecher und Hörer in einem jeweiligen Dis-
kurs. Erst dann, wenn dies vorab entschieden ist, wenn die Men-
ge der möglichen Welten vorgegeben ist, kann der hier aufgebau-
te Apparat zu laufen beginnen. 
Aus diesem Grunde halten wir auch unsere Definition von P*, 
insbesondere die zweite und dritte Zeile, so generisch wie mög-
lich; erst bei der Bewertung einzelner Konditionalsätze lassen 
sich Bedingungen für die in dem partiellen Modell geforderte 
Anzahl von (AAB)- bzw. (AA~B)-Welten angeben, wahrscheinlich 
dann auch typisieren. Aber auch das kann nur eine Aufgabe der 
jeweiligen Einzeldisziplin sein, denn nur sie kann entscheiden, 
was ein gültiges Experiment sein soll, wieviele Einzelversuche 
es enthalten soll usf. Die formale Semantik untersucht den 
W a h r h e i t s beg r i f f , sie gibt W a h r h e i t s -
b e d i n gun gen an, aber sie untersucht nicht, welche 
Sätze in unserer aktualen Welt wirklich w a h r sind. 
2.3.0.1 . Motivation des formalen Verfahrens anhand der 
Probleme der Konditionallogik 
Die Erörterungen zur Definition eines Konditionaloperators 
machen gleichzeitig deutlich, warum es bei einer solchen Fra-
~estellung wie der unsrigen auf eine gewisse formale Exaktheit 
ankommt, die sich wiederum nur durch einen gewissen formalen 
~ufwand erreichen läßt: 
formuliert man nämlich die Semantik von Operatoren nicht weit-
~ehend formal, so lassen sich die Konsequenzen dieser Defini-
tionen nicht f es tstellen . So sind z.B. sowohl die STALNAKERsche 
)efinition als auch im Anschluß an LEWIS 73 gegebene Definition 
intuitiv einleuchtende Wiedergaben dessen, was schon in dem 
Känguruh-Beispiel gesagt wurde; erst die Tatsache, daß wir bei-
je hinreichend formal formuliert haben, hat uns überhaupt er-
nöglicht , die Konsequenzen und Unterschiede dieser Definitionen 
zu erkennen und demgemäß eine der beiden wegen ihrer unerwünsc~ 
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ten Konsequenzen zu verwerfen. 84 Allerdings stellt sich dann 
wiederum das Problem, eine Beschreibungssprache für Anvlendungs-
zwecke zu schaffen, die verständlicher ist als die für die for-
male Entwicklung wichtigen Formeln. Die Zeitstrahl- und Spiel-
baumdiagramme sind ein erster Schritt in di e se Richtung. 
2.3.3. Konditionalsätze und Gesetzeshypothesen 
Gegen ein solches Konditionalsystem mag man nun vorbringen, 
daß es einen wesentlichen Teil dessen nicht erfaßt, was bei der 
Verwendung von Konditionalsätzen in der Kommunikation vorgeht, 
nämlich die "Spezifik der inhaltlichen Beziehung zwischen den 
Teilaussagen".85 
"Der Unterschied zwischen den beiden oben ange führten Sätzen 
besteht darin, daß wir im einen Fall bereit sind, zwischen den 
in den beiden Teilaussagen bezeichneten Sachverhalten (Geld ha-
ben und Auto kauf en ) eine gesetzesartige Beziehung anzunehmen; 
im anderen Fall (Geld haben und s i ch mit gr ößer er Umlaufgeschwindig-
keit wn die Sonne bewegen ) nehmen wir eine solche Beziehung nicht 
an. Der erste Fall erlaubt Formulierungen wie Nur wenn lIlan Geld 
hat, kann lIlan sich ein Auto kaufen oder ohne Geld kein Auto , während 
eine entsprechende Umformung des zweiten Be ispiels zu inakzep-
tablen Sätzen führt. Ausgehend von dieser Feststellung kann 
man sagen, daß nur solche konjunktivischen Konditionalsätze se-
mantisch wohlgeformt sind, denen eine gesetzesartige Beziehung 
zugrundeliegt. Die gesetzesartige Beziehung besteht zwischen 
den in den beiden Teilaussagen bezeichneten Sachverhalten. Po-
stulat 1) faßt diese Beobachtung zusammen: 
1) Wohlgeformten konjunktivischen Konditionalsätzen liegt 
eine gesetzesartige Beziehung zwischen den in den Teil-
aussagen bezeichneten Sachverhalten zugrunde. 
Die in g) postulierten inhaltlichen Beziehungen sind damit be-
züglich der konjunktivischen Konditionalsätze spezifiziert. 
Allerdings bedarf der dabei verwendete Begriff "gesetzesartige 
Beziehung" einer näheren Bestimmung. 
Die Explikation der Begriffe "Gesetz" und "Gesetzesartigkeit" 
fällt in den Bereich der Wissenschaftstheorie. Die Tatsache, 
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daß die materiale Implikation nicht zur Beschreibung aller Kon-
ditionalsätze ausreicht, kann als Hinweis auf die Art von Ge-
setzen gedeutet werden, die heranzuziehen sind: Gesetze der 
reinen, axiomatischen und deduktiven Wissenschaften (Logik, Ma-
thematik) reichen nicht aus, vielmehr bedarf es eines Gesetzes-
begriffs, der dem der empirischen Natur- und Sozialwissenschaf-
ten entspricht. In der Wissenschaftstheorie stößt die Bestim-
mung dieses Gesetzesbegriffs aber auf Schwierigkeiten: Gesetze 
müssen Voraussagen über noch nicht eintretende Ereignisse und 
Sachverhalte zulassen sowie die Erklärung eingetre tener Ereig-
nisse und Sachverhalte e rmögliche n. Nimmt man di e Aussage Alle 
Steine fallen zur Er>de als Gesetzesaussage , so er laubt diese die 
Bildung d e r Voraussage fvenn ich diesen Stein , den ich über> einen Me-
ter> hoch halte, loslassen wÜr>de, wür>de er> zur Er>de fallen . Wenn wir die 
Gesetzesaussagen zugrundelegen , sind wir bereit, von einer 
Übe rprüfung der Voraussage durch Experiment abzusehen und d e n 
konjunktivischen Konditionalsatz anzunehmen. Wir sind aber auch 
berei t, die Negation der dann- Aussage und dami t folgenden Satz 
abzulehnen: fvenn ich diesen Stein, den ich über> einen Meter> hoch halte, 
loslassen wÜr>de, wür>de er> n ich t zur> Er>de fallen. Die Schwierig-
keit wird jetzt deutlich: Einerseits ist davon auszugehen, daß 
wohlgeformten konjunktivischen Konditionalsätzen eine Gesetzes-
aussage zugrundeliegt, andererseits hängt die Annahme einer 
Aussage als Gesetzesaussage davon ab, ob sie die Bildung wohl-
geformter konjunktivischer Konditionalsätze erlaubt . Kurz: Die 
Beurteilung von Gesetzesaussagen setzt konjunktivische Kondi-
tionalsätze, die der konjunktivischen Konditionalsätze Gesetze~ 
aussagen voraus. 
Es besteht eine zusätzliche Schwierigke it. Äußert ein Sprecher 
den Satz fvenn ich diesen Stein, den ich über> einen Meter> hoch halte , los-
lassen wÜr>de, wür>de er> n ich t zur> Er>de fallen . , kann der Hörer 
fragen fvieso , alle StlJine fallen zur Er>de. Dem könnte entgegnet wer-
den Dieser> Stein aber> 'nicht , denn ich habe ihn an meiner> Hand be f estigt . 
Die letzte Aussage weist darauf hin, daß zum Eintreten einer ge-
setzmäßigen Beziehung Zusatzbedingungen erfüllt sein müssen, 
die in der Gesetzesaussage nicht explizit erwähnt werden. Beim 
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gewählten Beispiel wäre dies die Bedingung, daß der Stein nicht 
durch irgendwelche Manipulationen am Fallen gehindert werden 
darf. Man kann nur sagen, daß das Eintreffen des in der Geset-
zesaussage bezeichneten Ereignisses dieser Stein fällt zur Erde 
abhängig ist von der Bedingung dieser Stein wird nicht am FalZen 
gehindert. Bei dem Beispiel des Autokaufs f/enn ich Geld hätte, 
wüpde ich mir ein Auto kaufen tritt als Zusatzbedingung hinzu, daß 
Autos zum Verkauf stehen, daß der Sprecher geschäftsfähig ist 
usw. Das heißt die Liste der Bedingungen kann mehr oder weniger 
lang sein, doch müßte für jede gesetzesmäßige Beziehung geprüft 
werden, wieviele und welche Bedingungen erfüllt sein müssen, 
damit die entsprechenden Ereignisse eintreten können. Für jedes 
Element, das als Bedingung eingeführt wird, muß die Frage be-
antwortet werden, ob bei gegebener wenn- Aussage das in der dann-
Aussage bezeichnete Ereignis auch eintreten könnte, wen n 
die B e d i n gun g n ich t e r f ü 1 1 bar w ä -
r e Sind wir bereit anzunehmen, daß das Ereignis auch ohne 
dieses Element eintreten würde, stellt es keine echte Bedingung 
dar. Es könnte bei der Bestimmung der Wohlgeformtheit des ent-
sprechenden Konditionalsatzes vernachlässigt werden. 
Das gewählte Entscheidungsverfahren hat unliebsame Folgen: Zur 
Bestimmung der Wohlgeformtheit eines konjunktivischen Konditio-
nalsatzes bedarf es einer zugrundeliegenden Gesetzmäßigkeit. 
Das Eintreffen der in dem Konditionalsatz bezeichneten Ereig-
nisse ist nicht nur an die Gesetzmäßigkeit, sondern auch an die 
Erfüllung einer Reihe von Zusatzbedingungen gebunden. Zur Be-
stimmung der Zusatzbedingungen müssen konjunktivische Konditio-
nalsätze herangezogen werden. Die Argumentation gerät in einen 
Zirkel: Die Beurteilung der semantischen Wohlgeformtheit kon-
junktivischer Konditionalsätze setzt die Beurteilung der seman-
tischen Wohlgeformtheit anderer konjunktivischer Konditional -
sätze voraus. 
Im Verlauf meiner Arbeit werde ich einen Vorschlag machen, wie 
dieser Zirkel bei der linguistischen Beschreibung umgangen wer-
den kann. Ich gehe dabei von der Annahme aus, daß jede Kommuni-
kationssituation endlich ist. Die Zusatzbedingungen kann man 
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auffassen als Begründungen, die ein Sprecher bei Bedarf geben 
können muß, wenn er gefragt ~Iird, wieso er dazu kommt, einen 
gegebenen Konditionalsatz zu äußern. Die Begründung selbst ist 
gebunden an die Kommunikationszwecke, die der Sprecher mit der 
Äußerung des konjunktivischen Konditionalsatzes verbindet. Er 
wird seinen Hörer von der Wahrheit des geäußerten Satzes über -
zeugen wollen, er wird sie ihm jedoch nicht deduktiv beweisen 
können. 
Gleiches gilt für die zugrundeliegende Gesetzesaussage: Statt 
zu fragen, ob eine Aussage eine Gesetzesaussage ist, rela-
tiviere ich den Gesetzesbegriff und frage, ob eine Aussage 
als G e set z e sau s sag e b e hau p t e tun d 
als 5 0 1 c h e a n gen 0 m m e n wir d . Behauptung 
und Annahme selbst vollziehen sich in einer spezifischen Kom-
munikationssituation, die es zu berücksichtigen gilt. Wenn es 
gilt, den Satz Wenn Astel'ix den Zauber>tr>ank nicht genommen hätte, hätte 
er> die Römer> nicht verrpl'Ugeln können zu beschreiben, wäre es sinn-
los zu fragen, ob die Aussage Alle Leute, die den Zauber>tmnk zu 
sich nehmen, wer>den unheimlich star>k eine Gesetzesaussage ist, 
vielmehr muß davon ausgegangen werden, daß es sich hier um eine 
Gesetzesaussage handelt, die nur in einer Textklasse (den Aste-
rix-Bänden) gilt. 
Ich nenne diesen relativierten Gesetzesbegriff pragmatischen 
Gesetzesbegriff und versuche zu zeigen, daß er nicht nur die 
Bindung an Texte und Textklassen ermöglichen und so der lingui-
stischen Beschreibung entgegenkommt, sondern daß er darüber 
hinaus die Rückbindung an die soziale und historische Situation 
erlaubt, in der sich die Akte des Behauptens und Annehmens 
vollziehen, 
Die zur Spezifik der inhaltlichen Beziehung zwischen den Teil-
aussagen konjunktivischer Konditionalsätze angestellten Uberle -
gungen lassen außer 1) die Formulierung folgender Postulate zu: 
m) Das Eintreten der gesetzesartigen Beziehung ist abhängig 
von Zusatzbedingungen, die angegeben werden müssen. 
n) Der Versuch, die Zusatzbedingungen anzugeben, führt in 
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einen infinitiven Regress, da es zu deren Bestimmung wieder 
eines konjunktivischen Konditionalsatzes bedarf. 
0) Bei der Beschreibung der konjunkfivischen Konditionalsätze 
wird ein pragmatischer Gesetzesbegriff zugrundegelegt, der 
an Kontext und Konstituation gebunden ist. 
Als Postulat für die Theorie, welche die Beschreibung der Kon-
ditionalsätze erlauben soll, ergibt sich: 
p) Eine Theorie der Konditionalsätze kann nicht rein deduktiv 
sein." 
Vergleichen wir diese Uberlegungen mit unserer oben angegebenen 
Analyse, so stellen wir fest, daß unsere Vorschläge ihnen kei-
neswegs entgegenstehen. Vielmehr ist es , so, daß unsere Wahr-
heitsbedingungen im Sinne SETTEKORNs interpretiert werden kön-
nen: die Bindung an Kontext und Situation wird durch die Kon-
struktion der mehr oder weniger vergleichb~ren Ausgangswelten 
reflektiert: für das Zaubertrank-Beispiel ist klar, daß jeg-
liche Asterix-Welt der Welt, in der der Satz gelten soll, näher 
ist als andere, wobei unser System auch noch mehr oder weniger 
nahe Asterix-Welten zuließe - z.B. eine, in der Asterix Durch-
fall hat, wodurch der Zaubertrank seine Wirkung nicht entfal-
ten kann o.ä. 
Die unterstellte Gesetzmäßigkeit kann als ableitbar aus Bedin-
gungen über die Konstruktion der Ausgangswelten angesehen wer-
den, z.B. fällt der 10sgelassene , Stein in allen Welten, unter 
deren Konstruktionsbedingungen die Schwerkraftgesetze gelten 
und in denen keine entgegenstehenden Spezialbedingungen gel-
ten. Die Gültigkeit bestimmter Gesetze kann offensichtlich auch 
als Ähnlichkeits-konstituierend aufgefaßt werden, wodurch un-
sere Analyse einen Ansatzpunkt zur Behandlung solcher Probleme 
bietet. 
Allerdings geht es uns lediglich um die Formulierung der Seman-
tik von COND, wobei unsere logische Maschinerie über den unter-
stellten Gesetzesbegriff direkt nichts aussagt; unter einer be-
stimmten inhaltlichen Interpretation von "Ähnlichkeit" können 
wir jedoch zeigen, daß unser Ansatz zumindest eine Anschluß-
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stelle enthält, für die Lösung auch solcher Fragestellungen wie 
sie SETTEKORN formuliert. 
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2.4. Kausallogik 
Dann hat er die Teile in seiner Hand. Fehlt - Leide r! nur das geistige Band. 
Dieser Ausspruch MEPHISTOs illustriert treffend die Situation, 
in der wir jetzt sind: unser Modell ist hinreichend erweitert, 
die Operatoren CHANGE und COND sind definiert; also müssen wir 
nur noch die bis jetzt erarbeiteten Voraussetzungen in geeigne-
ter Weise zusammenbringen, um damit unseren Kausaloperator zu 
definieren. 
Das können wir in Anlehnung an unsere eingangs des zweiten 
Teils formulierte Analyse tun; die dort gegebene Formulierung 
war: A ist der Fall, später B und wenn A nicht gewesen wäre , 
wäre B nicht gewesen. Die formale Darstellung des ersten Teils 
macht keinerlei Schwierigkeiten; da wir in unserer oben einge-
führten Zeitlogik bei den Relationen zwischen Zeiträumen so-
wohl? als auch ~ und < eingeführt haben, können wir nun die 
weiter definierte Relation verwenden, so daß der erste Teil der 
Definition lautet: A < B, wobei 
I=(:=:~=)= A<B iff 3t': 
x y 
Ein größeres Problem bietet der zweite Teil. Wir werden unse-
ren Ansatz entwickeln, in dem wir zunächst einen Vorschlag von 
David DOWTY vorstellen und danach kritisch beleuchten ; dabei 
werden wir an hand der aufgezeigten Unzulänglichkeiten des 
DOWTY-Vorschlages Postulate für unsere Lösung entwickeln, de -
nen unsere Definition von CAUSE wird entsprechen müssen. 
2 .4.1 . DOWTYs CAUSE-Operator 
DOWTY führt zunächst STALNAKERs conditional ein und gibt im An-
schluß daran seine Formulierung von CAUSE 86 : 
In addition to a model structure , Qur semantical apparatus inc ludes a: 
selection function, !, which takes a proposition and a possible world 
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as arguments and a possible ""orid as its value. The s-function selects, 
for each antecedent A, a particular possible world in which II is true. 
The assertion which the conditional makes, them, is that the consequent 
is true in the world selected. A conditional is true in the actual world 
when its consequent is true in the selected world. 
Additional conditions are placed on the selection function to insure that 
it picks the "lOrld most similar to the actual ,"orld except for what is im-
plicitly or explicitly required by the antecedent. The truth conditions for 
the natural language conditional can now be given as in (36), where >is the 
if/ tl1en connecti ve, c{, is the actual "lOrld, and i is the selection function: 
(36) A > 8 is true in 0(.0 if 8 is true in f(Ap<). 
A > 8 is false' in ~ if 8 is false in f (AÄ) . 
Using the same selection function and ~ as the actual world at a particu-
lar point in time, it seems to me possible to formally state the \~rightian 
truth conditions for CAUSE as in (37): 
(37) CAUSE(A,8) is true in 0(, if (A&8) is true in o<-and 
(~8) is true in f(-A,ol). 
CAUSE(A,8) is false in if either (A&8) is false 87 
in o(,or (-8) (is false, unser Zusatz) in f (-AfIv) . 
2.4.1.1. Die Unzulänglichkeit der DOWTYschen Lösung 
~in erster Kritikpunkt ergibt sich daraus, daß diese Definition 
die zeitliche Relationierung der beiden Ereignisse A und B 
nicht berücksichtigt, was sich jedoch leicht beheben läßt. 
Ein erheblich wesentlicher Ansatzpunkt für eine Kritik liegt 
darin, daß DOWTY das STALNAKERsche Konditional einfach über-
nimmt, ohne dabei die formalen Eigenschaften dieses Systems 
klar zu machen - vor allem die Äquvalenz: 
(A > -,B) -. (A>B), in unserem Formalismus: 
COND(A"B) (COND(A,B») 
auf deren Inadäquatheit wir bereits oben hingewiesen haben, 
"Logic is notoriously ungenerous."88; es wäre mehr als über-
raschend, wenn diese Ubernahme nicht unangebrachte Ergebnisse 
mit sich bringen würde. Ein erster Verdacht richtet sich auf 




Die Wahrheitsbedingungen für 
CAUSE (A"B) sind 
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I =======~========= B sf( (w , t ), --, A) 
o Y 
die für --,(CAUSE (A,B») sind: 




sf«w ,t ) "A) o y 
Da (A<--,B) ... .., (A<B) und die beiden Definitionen ansonsten 
gleich sind, ergibt sich CAUSE (A"B) ... --,(CAUSE (A,B»), damit 
also keine schlimmen Folgen der Ubernahme von STALNAKERs Kon-
ditional. 
Wie aber steht es mit dem zweiten Verdacht, dem Ausschluß von 
Unsinnskorrelationen? Bleiben wir bei KISSINGER, MAO und dem 
Haarausfall und prüfen, ob folgendes Beispiel in DOWTYs System 
eine Kontradiktion ist: 89 
fieder> hat Kissinger>s Besuch bei Mao ver>anlaßt, daß mir die Haare ausfielen, 
noch hat Kissingers Besuch bei Mao veranlaßt, daß "nr die Haare nicht aus-
fielen. 
Der Besuch sei A, der Haarausfall B; dann ergibt sich folgende 
Formalisierung: 
--, (CAUSE (A,B) 11 -,(CAUSE (A,-.B») 
Die Wahrheitsbedingungen für den ersten Teil der Formel sind: 





sf« w , t ) ,-,A) 
x y 
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fÜr den zweiten Teil: 
I=(:=:~=)='(CAUSE (A"B») iff 
x y 
I =======~======== -, B sf( (w ,t ) ,-,A) x y 
Damit stehen die beiden fraglichen Formeln zwar nicht per se in 
Kontradiktion (da ja, (A<B) und .(A < ,B) miteinander verträg-
lich sind), jedoch unter gewissen Bedingungen: ist nämlich A <B 
gÜltig, dann muß in den beiden Teilformeln jeweils die zweite 
Bedingung wahr sein, und die beiden Bedingungen sind in der Tat 
kontradiktorisch. Damit wäre also in DOWTYs System folgendes 
eine Kontradiktion: 
Vorgestern hat Henry Mao besucht, gestern sind mir die Haar>e ausgefallen 
und Henr>ys ~~o-Besuch hat weder> ver>ursacht, daß ,nir> die Haar>e ausgefallen 
sind, noch, daß mir die Haar>e nicht ausgefallen sind. 
Diese Sequenz sollte aber nicht als Kontradiktion behandelt 
werden, da sie ja gerde aussagt, daß zwar zwei Ereignisse vor-
einander stattfanden, aber eben nichts miteinander zu tun hat-
ten. 
Wieder, wie schon bei COND a la STALNAKER, können wir Nonsens-
Korrelationen nicht ausschließen. 
2.4.2. Entwicklung der Definition von CAUSE 
Was wir also brauchen, ist e ine Definition von CAUSE (A,B), die 
so formuliert ist, daß sie zunächst die kausale Verknüpfung 
zweier Ereignisse von bloßem Zusammen-Vorkommen in zeitlicher 
Abfolge unterscheidet, ohne daß dadurch Sequenzen vom Typ un-
seres Beispiel e s als Kontradiktionen analysiert werden. Da die-
se unzulängliche Analyse von der Nicht-Unterscheidbarkeit von 
COND (A"B) 
und 
, (COND (A, B) ) 
herrÜhrte, liegt es nahe, in die in ihrem ersten Teil bereits 
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präzisierte DO\~TYsche Formel unter Verwendung unseres COND - Ope -
rators die schwächere Formel (= äußere Negation) einzusetzen , 
womit man gelangt zu: 
Gemäß unserer S. 99 
\ ====~==== A<B 11 -, (COND (,A,B) (w ,t ) 
x y 
gegebenen Definition des COND-Operators 
setzen wir die Wahrheitsbedingungen für den zweiten Teil ein: 
Hier stellt sich die Frage, ob das bereits die erwünschte De-
finition ist. 
Da die intuitive Durchschaubarkeit dieser Formel recht gering 
ist, greifen wir wiederum zu einem System von Spielbäumen; dann 
ergibt sich folgendes Bild: 
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Gemäß unserem jetzigen Stadium wäre relativ dazu CAUSE (A,B) 
wahr, wenn w31 näher oder gleichnah an Wo gegenüber w11 und 
w21 • 
Dieser Definitionsvorschlag kann jedoch noch nicht die endgül-
tige Definition sein; denn bisher ist lediglich ausgedrückt, 
daß A<B und daß -,(COND (,A,B»); da aber in unserem Konditio-
nalsystem ,(COND (A,B») verträglich ist mit -,(COND (A, -,B»), 
ist noch nicht sichergestellt, daß A< B nicht einfach unab-
hängig voneinander auftreten. 89 Somit ergibt sich als Defini-
tion: 
COND (A,B) A -,(COND (-,A,B) 
Setzen wir für die zweite Zeile dieser Definition unsere Wahr-
heitsbedingungen ein, dann erhalten wir: 
3w i : 
Vw : 
a 
I====~==== (A< B) ('lw. : (w. ,t ) J 
~ Y 
I====~"".=== (A < ,B) (w. ,t ) 
J Y 
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Wenn relativ zu den "Ausgangswelten" dieser Pfade die folgen-
den Relationen bezüglich ihrer Ähnlichkeit zu w
x1 gelten: 
[S( \"xl ' wi l)J > [S(wx1 ' wj 11) J 
[S(wx1 ' wi1 )J>[S(wx1 ' wj21 )J 
[S(wx1 ' wb1 )J 2.[S(wx1 ' wa11 )J 
[S(wx1 ' wb1 )J >[S(wx1 ' wa21 )J 
dann ist relativ zu diesem System von Weltverläufen CAUSE (A,B) 
wahr! 
Geben wir ein Beispiel: 
Aste1"ix konnte den Büffe l e1'schlagen . E l' W U 1" de s t a )' k, W e i 
er d e n Z a u b e 1" t 1" a n k e in gen 0 m m e n h a t t e 
W
x 
unseres Diagrammes sei die Welt von "La grande traversee", 
wi die Welt von "Asterix le Gaulois", wj1 und wj2 seien Welten, 
in denen Zaubertränke nicht wirken, wal und w
a2 seien beliebi-
ge Weltverläufe, in denen Asterix keinen Zaubertrank einnahm 
und trotzdem stark ist - (weil er als Kind Alete bekam z.B.) 
und wb schließlich ein Weltverlauf, in dem Asterix keinen Zau-
bertrank nimmt und auch nicht stark wird. Nun ist offensicht-
lich, daß diejenige andere Welt, in der er den Zaubertrank 
nimmt und stark ist, der W
x 
näher ist als eine, die aufgrund 
der zusätzlichen Prämisse konstruiert ist, daß Zaubertränke 
nicht wirken (w j ). Andererseits ist auch die Welt, in der Aste-
rix keinen Zaubertrank bekommt und schwach ist, der W
x 
näher 
als die, in denen Asterix als Knäblein Alete-Brei verschlang 
oder BOdy-Building trieb. (So eine Welt gibt es sogar in "Le 
Combat des Chefs" für die Zeit, in der der Druide spinnt und 
keinen Zaubertrank mehr produzieren kann!) 
Als Rechtfertigung dafür, warum wir von den beiden möglichen 
Negationen die schwächere gewählt haben, mag das Beispiel von 
Cäsars Ermordung dienen: selbst wenn wir unterstellen, daß 
Cäsar auch ohne den letzten Messerstich von Brutus an den Mes-
serstichen der anderen Attentäter gestorben wäre (auch inner-
halb des relevanten Zeitraumes), so \'lollen wir doch sinnvoll 
sagen können, daß Brutus Cäsar ermordete. Damit aber ist klar, 
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daß der dritte Teil unserer Bedingung, umgangssprachlich for-
muliert, nicht heißen kann: 'Wenn Brutus nicht gestochen hätte, 
wäre Cäsar nicht gestorben', sondern: 'Wenn Brutus nicht ge-
stochen hätte, wäre Cäsar eher nicht gestorben als gestorben'; 
die letzte Formulierung läßt, ebenso wie unsere Formel, als 
Grenzw,ert eben auch den Fall zu, daß Cäsar trotzdem stirbt -
unter bestimmten Umständen. 
Eine Definition mit der stärkeren Negation hätte genau die Kon-
sequenz, daß wir, eine tödliche Verwundung Cäsars durch die an-
deren Attentäter unterstellt, Brutui nicht mehr sinnvoll als 
Mörder Cäsars bezeichnen können. 
Die Tatsache, daß unser System die Wahrheitsbedingungen für die 
Ursache-Wirkung-Relation unter Rekurs auf m ehr e r e Welt-
verläufe festlegt, trägt der Einsicht Rechnung, daß bei Kausal-
relationen normalerweise eine gesetzmäßige Verknüpfung - zu-
mindest hypothetisch- unterstellt wird, die eben nur über meh-
rere "Experimente" begründet werden kann; eine Vernachlässi-
gung dieser Erkenntnis führt zu Fehlschlüssen, deren bekann-
tester Typ das postea ergo quod ist; diesen Fehlschluß können 
wir relativ zu unserem System von Spielbäumen dahingehend er-
klären, daß hier nur w berücksichtigt wird ("Ubergeneralisie-
90 x 
rung") . 
2.4.2.1. Einige wesentlichen Eigenschaften von CAUSE 
Eine der wichtigsten Eigenschaften unseres Operators ist be-
reits bekannt, da wir sie als Postulat formuliert und bei der 
Einführung verwendet haben: dadurch, daß wir als ein Defini-
tionsstück die Formel ,(COND( A,B) gegeben haben, die auch 
noch das gemeinsame der-Fall-sein von A und B als Grenzfall 
zuläßt, können wir in der oben gezeigten Weise Unsinnskorrela-
tionen zwischen effektiven Ereignissen ausschließen, wie in 
dem Haarausfall-Beispiel. 
Ein weiteres Postulat ist darin zu sehen, daß jede Kausaldefi-
nition eine Unterscheidung zwischen Ursache und Wirkung zu lie-
fern hat. Untersuchen wir, ob das für unseren Vorschlag zu-
trifft. Betrachten wir folgende Sätze: 
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r';eil die Temperatur gesunken ist, ist das Thermometer gefallen. 
r';eil das Thermometer gefallen ist, ist die Temperatur gesunken. 
Das Sinken der Temperatur sei A, das Fallen des Thermometers B. 
Dann macht ein Blick auf unser Spielbaumpfadsystem klar, daß 
A und B sowohl die Kookurenzbedingungen erfüllen als auch die 
A<B-Bedingung, die A als Ursache und B als Wirkung auszeich-
net. Demgemäß würde unsere Definition von Kausalitätsbeziehun-
gen den zweiten unserer Sätze lediglich unter Annahme recht 
seltsamer Welten als wahr erweisen können - wenn wir einmal 
davon absehen , daß es auch eine reduzierte Begründung für eine 
Annahme sein könnte : r.;ir haben Frost. - r{ieso? - r';eil das Themlometer 
gefallen ist . 
So kann man sich z.B . eine Märchenwelt denken, in der ein Ma-
gier ein magisches Thermometer hat, an dem er reibt, wodurch 
es steigt, wodurch es dann warm wird. Relativ dazu wäre es eben 
so, daß das Steigen des Thermometers Ursache für das Steigen 
der Temperatur wäre. 
2.4.2.1 . 1. Kausalketten 
Kausalketten stellen eine weitere Reihe von Problemen dar. 
Erstens gibt es Fälle, wo A eine ganze Kette von jeweils kausal 
verknüpften Ereignissen ist, die erst in ihrer Gesamtheit als 
Ursache von B verstanden werden können, d.h. in notwendige und 
hinreichende Bedingungen unterteilt werden können . Von unserer 
Definition muß verlangt werden, daß sie eine solche Kette erst 
dann als Ursache auszeichnet, v/enn die hinreichenden Bedingun-
gen erfüllt sind, Betrachten wir dazu das folgende Beispiel: 9 ' 
r-leil ich gestem schon wn 21.00 Uhr einschlief (At) 'und mein r';ecker 
um 4.00 Uhr klingelte (A 2), wachte ich W71 4.00 Uhr auf (B) . 
Unsere Definition müßte jetzt sowohl CAUSE (A" B) als auch 
CAUSE (A 2 , B) als falsch erweisen, dagegen CAUSE «A,<A2), B) 
als richtig ; wieder wollen wir auf die Darstellung durch For-
meln verzichten und anhand eines Spielbaumpfadsystem überprüfen, 
ob unsere Definition diesem Postulat genügt. Wenn A, als Ursa-
che von B gälte, wäre darin folgender Ausschnitt von Belang: 
'22 
T (P: ~J (P: @J 
P: ... sei eine Menge von Pfaden, die die Bedingungen ... er-
'üllen. ) 
tier müßte jetzt, um COND (A 1 , B), das ja ein Teil der Defini-
:ion von CAUSE ist, gültig machen, 
reIten; nun sind aber keinerlei Gründe dafür zu sehen, warum 
,ine mögliche Ausgangswelt eines Weltverlaufes, in dem ich um 
1. 00 Uhr einschlafe und um 4.00 Uhr aufwache der Ausgangswelt 
les Diskursweltverlaufes ähnlicher sein soll als die Ausgangs-
'elt des Weltverlaufes, in dem ich um 9.00 Uhr einschlafe und 
tm 4.00 Uhr nicht aufwache. Da aber COND (A 1 , B) nicht gilt, 
rilt auch CAUS (A 1 , B) nicht. 
:elbstverständlich ließen sich zusätzliche Bedingungen für die 
~nstruktion von wund wi1 geben, etwa die, daß das mit "ich" 
lezeichnete Individuum immer exakt 8 Stunden lang schläft; in 
.iesem Fall wäre natürlich wi näher an wals wj und folglich 
'OND (A 1 , B) richtig, ebenso wie die Kausation, denn relativ 
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zu diesen Annahmen sollte sie ja gelten; relativ dazu wäre 
wiederum das Klingeln des Weckers unnötig, d.h. es würde 
-'(COND (A 2 , B) A ,(COND (,A 2 , B}l gelten und damit natürlich 
auch nicht CAUSE (A 2 , B). 
Auf ähnliche Weise ließe sich dann auch noch zeigen, daß 
CAUSE (A 2 , B) nur unter bestimmten Annahmen gültig wäre. 
Ein weiteres Problem ergibt sich, worauf LEWIS hingewiesen hat, 
für Ketten, in denen gelten soll: A<B, B<C, CAUSE (A,B), 
CAUSE (A,C) und .., (CAUSE (B,C}l. Das Beispiel, das LEWIS gibt, 
sieht so aus: 92 
A sei Das Fallbeil fällt auf der, Hals des Delinquenten. 
B sei Der Schatten des Fallbeils fällt auf den Hals des Delinquenten. 
C sei Der Delinquent stirbt. 
Definiert man nun CAUSE in der Weise, wie es DOWTY vorschlug, 
so kann man nicht zeigen, daß B keine Ursache für C ist: 
STALNAKERs Selektionsfunktion wählt die nächste A-Welt; dann 
wird geprüft, ob in ihr C der Fall ist . Nun ist aber - leide r -
klar, daß die der Diskurswelt "nächste" A-Welt auch eine B-Welt 
ist - und damit haben wir das unerwünschte Resultat. 
Auch LEWIS Sphärenlösung hilft uns hier nicht, da wiederum klar 
ist, daß in der Sphäre von Welten, die der Ausgangswelt am 
nächsten sind, in dem Teil, in dem A gilt, auch B gilt. 
Um zu zeigen, daß unser System diesen Nachteil nicht aufweist, 
konstruieren wir wieder ein System von Mengen von Spielbaumpfa-
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Relativ zu diesem System von Spielbaumpfaden sollen folgende 
Ähnlichkeitsrelationen gelten, damit gemäß unserer Definitionen 
CAUSE (A,B) und CAUSE (A,C) gelten: 
1.1 aW
a1 (V'wb1 ([S(~101,wa1)] > [S(w01 ,wb1 )])) 
. 1.2 aW
c1 (V'wd1 ([S(w01 ,wc1 )] > [S(w01 'wd1 )])) 
1.3 aW
a1 (V'wd1 ([S(w01 'wa1 )] > [S(w01 ,wd1 )])) 
1.4 aWc1(V'wb1([S(w01,wc1)] >[S(W01 ,wb1 )])) 
2.1 V'w
e1 (awg1 ([S(w01 'we1 )] ~ [S(w01 'Wg1 )])) 
2.2 V'wf1 (awg1 ([S(w01 'Wf1 )] ~[S(W01,Wg1 )])) 
2.3 V'we1 (awh1 ([S(W01 'We1 )] ~[S(W01'Wh1)])) * 
2.4 V'wf1 (awh1 ([S(w01 ,wf1 )] S.[S(w01 'wh1 )])) 
3.1 aW
a1 (V'wc1 ([S(w01 'wa1 )] > [S(W01 ,wc1 )])) 
3.2 a~la1 (V'wd1 ([S(W01 'Wa1 )] > [S(w01 'Wd1 )])) 
3.3 aWb1 (V'wc1 ([S(w01,wb1)]>[S(w01,wc1)])) 
3.4 aWb1 (V'wd1 ([S(w01 'wb1 )] > [S(w01 'wd1 )])) 
4.1 V'we1 (awf1 ([S(w01,we1)]~[S(w01,wf1)])) 
4.2 V'w
e1 (awh1 ([S(w01 'we1 )] ~[S(w01,wh1)])) * 
4.3 V'wg1 (awf1 ([S(w01 'Wg1 )] .s...[S(w01 ,wf1 )])) 
V'wg1 (awh1 ([S(w01 'wg1 )] ~[S(w01,wh1)])) 
*Die Bedingungen 2.3 und 4.2 sind identisch. 
Was wir nun zeigen wollen ist, daß bei unserer Definition die 
Aussage ,(CAUSE (B,C») kontingent ist mit 
B < C /\ CAUSE (A,B) /\ CAUSE (A,C) 
Wir stellen zunächst fest, ob die Bedingungen für CAUSE (A,B) 
und CAUSE (A,C) von dem Pfadsystem und den Ähnlichkeitsrelatio-
nen erfüllt sind; danach formulieren wir die Bedingungen für 
,(CAUSE (B,C) und überprüfen, ob sich zwangsweise ein Wider-
spruch ergibt: falls nicht, sind die Aussagen kontingent. 
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Die Bedingungen für CAUSE (A,B) sind 
- A <B wird von Wo erfüllt 
- CONO (A,B) wi<d du<eh {::} : {::} 
und die unter 1 gegebenen Ähnlichkeitsbedingungen erfüllt (d.h. 
mindestens eine Ausgangswelt von A< B-Weltverläufe ist näher an 
1'101 als die der A < -, B-Weltverläufe) . 
- -, (COND( -, A,B») wird durch {we1 -fw~ w~ - lwJ 
und die unter 2 gegebenen Ähnlichkeitsbedingungen erfüllt (d.h. 
die Ausgangswelten aller (---,A< B) -Weltverläufe sind Wo höchstens 
gleichnah wie die der (-JA< ,B) -Weltverläufe) . 
Die Bedingungen für CAUSE (A,C) sind 
- A< C wird von 1'1 erfüllt 
o 
- CONO (A,C) w1<d du<eh {::'} - {::} 
und die unter 3 gegebenen Ähnlichkeitsbedingungen erfüllt (d . h. 
mindestens eine Ausgangswelt von (A":::::C)-Weltverläufen ist näher 
an 1'101 als die der (A <.,C) -Weltverläufe . 
- .,(COND (-,A,C) wird erfüllt durch f'fL - {~el 
t'hf wgJ 
und die Ähnlichkeitsbedingungen unter 4 (d.h. die Ausgangs-
welten aller (,A < C) -\~eltverläufe sind Wo höchstens gleich-
nah wie die der (,A <-, C)-Weltver l ä ufe). 
Nun stellen wir die Wahrheitsbedingungen für . (CAUSE (B,C) 
auf; die sind - wie sich durch Einsetzen der entsprechenden 
Welten in unsere Definition ergibt: 
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(,(B<C) ) 
Da diese Aussage wahr ist, wenn eine der durch 'v' verbundenen 
Teilaussagen wahr ist, genügt es, wenn wir zeigen, daß eine der 
Teilaussagen mit CAUSE (A,B) A CAUSE (A,C) A B<C kontingent 
ist. 
Die erste ist trivialerweise nicht kontingent (da B<C in Wo 
erfüllt ist). Uberprüfen wir jedoch die beiden anderen, dann 
zeigt sich, daß sie beide mit den Ähnlichkeitsrelationen 1.1 -
4.4 und dem Pfadmengensystem kontingent sind: 
Vergleicht man die zweite Aussage mit unseren Bedingungen 1.1 -
4.4, die wir benötigt haben, um die Gültigkeit von CAUSE (A,B) 
A CAUSE (A,C) festzulegen, so zeigt sich nämlich, daß die Ähn-
lichke itsrelation von aW
e1 zu V feil. noch nicht festgelegt ist; 
\wfj 
folglich gibt es eine mögliche Anordnung, die diese Teilaussage 
erfüllt und andererseits mit den Bedingungen 1.1 - 4.4 nicht in 
Widerspruch steht. Damit aber ist bereits gezeigt, daß, (CAUSE 
(B,C) kontingent ist mit 
CAUSE (A,B) A CAUSE (A,C) ABC! 
Weiterhin läßt sich leicht zeigen, daß auch die dritte Teilaus-
sage ohne Widerspruch zu 1.1 - 4.4 erfüllbar ist, da dort die 
Relation VW b1 zu a td1\ noch nicht festgelegt ist und folglich 
, h1) 
wieder eine Anordnung möglich ist, die diese Teilaussage ohne 
Widerspruch zu 1.1 - 4.4 erfüllt .. 
Bleibt schließlich noch die Einbeziehung der entwickelten Tech-
nik der partiellen Modelle, um unsere Kausaldefinition endgül-
tig zu formulieren . Durch einfaches Einsetzen der so formulier-
ten Konditionaldefinition ergibt sich: 
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\=<::7~~)= CAUSE (A,B) iff \=<::7~~)= A<B Ä 3M' :P * (M)' 
M' I M [3w', ( \========= (A< -,B) ÄW', EM' ) Ä3w ~ ( ========= (A<B) ÄW ~ EM' 
J (w~ t ) J 1 (W' t ) 1 





" ( =========«(A<:.,B) Äw',EM')-«[S(w' ,w~ )J>[S(w' ,w', )J») (w'"t) J X 1 X J 
J Y 
I M' M' Ä 3w' ( ========= (,A..:.B) ÄW' EM') ÄVw' ( \========={(""A<B) ÄW' EM a (w' t ) a a (w' t ) a a' y a' y 
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M' 
.... 3w' ( ========= ( A<,B) ÄW' EM' Ä ([S(w' ,w' ) J~[ S(w' ,Wb' ) 
b (wb,t
y
) b X a X 
2.4.2.0.1. Schlußbemerkung zum Komplex der Kausalität 
An dieser Stelle glauben wir nun hinreichend gezeigt zu haben, 
daß unsere Definition von CAUSE sich bei der Lösung einiger 
trickreicher Fragen als zufriedenstellend erwiesen hat. Ins-
besondere sind wir mit unserer Definition in der Lage, Non-
sens-Korrelationen, wie schon im Bereich der Konditionallogik 
auszuschalten; auch das Problem von komplexen Ursachen berei-
tet, wie unser Beispiel zeigte, keine Schwierigke iten, ebe nso 
das Problem, daß eine Ursache zwei Wirkunge n haben kann, die 
ihrerseits nicht kausal verknüpft sein müss e n . Auch die Unter-
scheidung von Ursache und Wirkung wird zufriedenstellend ge-
leistet. 
Auch hier hat sich, wie bereits im Kapitel Konditionallogik, 
gezeigt, daß es zur Lösung so komplexer Fragestellungen wie 
einer De finition der Kausalität unumgänglich ist, einen ganz 
erheblichen formalen Aufwand zu treiben, da dies die einz i ge 
Möglichkeit ist, die Folgen seiner Festlegung unter Kontrolle 
zu behalten - die Erörterungen des LEWIS-Beispiels sind e in 
eindrucksvoller Beleg für diese These. 
Das Problem, das sich damit stellt, ist das der Vermittelbar-
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keit solcher Analyse. Dabei muß ehrlicherweise eingestanden 
werden, daß dazu außer der Benutzung der recht anschaulichen 
Spielbaumpfade hier noch kein Vorschlag gemacht werden kann. 
Einschränkend ist, wie schon bei unserer Definition von COND 
zu sagen, daß unsere Analyse von CAUSE zunächst rein formal 
bleibt; unter einer inhaltlichen Interpretation jedoch kann 
unsere formale Analyse, vor allem die Ähnlichkeit der invol-
vierten Welten aufgefaßt werden als Hinweis darauf, daß eine 
Kausalrelation das Vorhandensein einer Gesetzmäßigkeit , impli-
ziert, nicht aber ein spezielles Gesetz. " ... in my view, 
Ducasse is right that singular causal statements entail no 
law; Hume is right that they entail there is a law."93 
2.4.3. Der BRING ABOUT-Operator 
Die bis jetzt definierte Kausalrelation reicht noch nicht aus, 
um damit kausative Konstruktionen oder kausative Verben zu be-
schreiben. Man sehe die folgenden Sätze: 
Brutus stach C~sar tot. 
Brutus erstach Cäsar . 
Brutus tötete Cäsar. 
Für die beiden ersten Sätze ergibt sich kein Problem: ihre lo-
gische Struktur ist CAUSE (A, B), wobei A jeweils: Brutus stach 
Cäsar. ist, B: Cäsar starb. 
Wie aber ist es mit unserem dritten Beispiel? Falls wir die 
gleiche logische Struktur unterstellen, so ergibt sich für B 
~Iiederum: Cäsar starb. Was aber ist A? 
Nun, jeder Linguist kennt die Analyse von kill aus den Gründer-
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Nun ist aber ohne weiteres klar, daß das hier unterstellte 
CAUSE nicht das oben von uns eingeführte sein kann, da die von 
uns formulierten Wahrheitsbedingungen hier überhaupt nicht an-
wendbar sind. 
Um diesen Mangel zu beheben, haben wir zunächst zwei Möglich-
keiten: entweder ändern wir die Wahrheitsbedingungen unseres 
CAUSE-Operators so ab, daß auch etwas anderes als Vorgänge in 
seinem Vorbereich auftreten kann, oder aber wir schließen das 
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Vorkommen von Designatoren im Vorbereich von CAU8E aus, behal-
ten die oben aufgestellten Wahrheitsbedingungen bei und müssen 
Beispiele wie das vorliegende dadurch erklären, daß das Vorder-
glied von CAU8E in der semantischen Repräsentation ein nicht 
näher spezifizierter Vorgang ist, in den das von dem in der 
Oberflächenstruktur aufscheinenden Designator bezeichnete In-
dividuum involviert ist. 
Die zweite Lösung scheint dabei vorzuziehen zu sein, denn er-
stens ist in keiner Weise klar, wie die Wahrheitsbedingungen 
von CAU8E sinnvoll dahingehend geändert werden könnten, daß 
er eine Relation zwischen Designatoren und Vorgängen beschrie-
be; außerdem ist, um bei unserem Beispiel zu bleiben, klar, 
daß Brutus nicht'durch seine schiere Existenz die Ursache für 
Cäsar Tod ~Iar, sondern, daß er ihn durch irgendeine Tätigkeit 
verursacht hat. 
In unserer Basissprache AL können wir das in sehr einfacher 
Weise dadurch abbilden, daß wir nicht über allen Variabeln der 
A-Matrix abstrahieren, um sie dann durch Konstanten aufzufüllen, 
sondern gewisse Teile der 8truktur nur teildefiniert belassen. 
Damit ergäbe sich für unser Beispiel folgende 8truktur, falls 
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AX(Ay[CAUSE (E ... x ... , COME ABOUT (dead (y)))J 
kann nun vorläufig angesehen werden als Lexikoneintrag fUr 
[töten v JS / d / /d· 01 
Dabei ist die interne Struktur des Ursache-Vorgangs hier zu-
nächst uninteressant; wesentlich ist lediglich, daß x in die-
sen Vorgang involviert ist. 
Da diese Struktur bei einer großen Anzahl von kausativen Ver-
ben zugrunde liegt und sehr oft an der Oberfläche nur die re-
duzierte Version vorliegt, liegt es nah~, unsere Basissprache 
AL durch EinfUhrung e ines abgeleiteten Operators BRING ABOUT 
zu vereinfachen. Dessen Kategorie ist S/(d , S) und seine Defi-
nition lautet (S1= Zustandssatz) 
BRING ABOUT (x,S1)=df. AX(AS1[CAUSE(E ... x ... ,COME ABOUT(S1) )J95 
Dieser Operator drUckt also eine reduzierte Kausalrelation aus, 
als deren Vorderglied lediglich ein in einen unspezifizierten 
Vorgang involvierten Vorgang involvierter Individuum auftritt, 
als deren Hinterglied der aus dem bewirkten Vorgang resultieren-
de Zustand. Damit haben wir , ohne die oben angegebene Semantik 
von CAUSE in irgendeiner Weise ändern zu mUssen, der Tatsache 
Rechnung getragen, daß im Deutschen (wie auch in anderen na-
tUrlichen Sprachen), Kausalrelationen durch Verben oft in einer 
Weise ausgedrUckt werden, daß die kausativen Verben eine Rela-
tion zwischen einem Individuum und einem resultierenden Zustand 
beschreiben, ebenso wie auch analytische Konstruktionen vom 
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Die Wahrheitsbedingungen e rgeben sich in offensichtlicher Weise 
durch Einsetzen des Definiens von BRING ABOUT und dessen Wahr-
heitsbedingungen. 
2.4.3.1. Einschränkung der Definition von BRING ABOUT 
Die bis jetzt erarbeitete Lösung hat allerdings noch einen 
schweren Nachteil, indem sie wichtige Unterscheidungen ver-
wischt. 
Man betrachte die beiden folgenden Sätze: 
r'leU Hans geschossen hat, ist Hugo gestorben. 
Hans hat Hugo erschossen. 96 
Auf den ersten Blick scheinen diese beiden Sätze Paraphrasen 
voneinander zu sein, in dem eingeschränkten Sinn, daß, wenn der 
erste wahr ist, auch der zweite wahr ist und umgekehrt. 
Ein zweiter sorgfältiger Blick zeigt aber, daß dies durchaus 
nicht richtig ist; der erste Satz kann z.B. auch verwendet wer-
den, um folgende Situation zu bezeichnen: Hans und Hugo sind 
auf der Jagd, unvermutet taucht e in Wild auf, Hans schießt, er-
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schreckt dadurch Hugo und der erliegt e inem Herzschlag; dies 
kann man jedoch sicher nicht mit dem zweiten Satz bezeichnen; 
vielmehr setzt er voraus, daß Hans auf Hugo schießt, ihn trifft 
und Hugo an den Folgen stirbt. 
Auch wenn wir das ursprüngliche Beispie l nochmals sorgfältig 
durchleuchten, stellen wir fest, daß auch hier die Verwendung 
von t~ten eine Handlung voraussetzt, in der beide Individuen 
involviert sind. Wenn ich z.B. einen Ha mmer fallen lasse, da-
durch meinen Nachbarn erschrecke und er von der Leite r f ä llt 
und sich das Genick bricht, dann kann ich dafür zwar als Be -
zeichnung wählen: 
fveil mir der Hamner heY'Unterfiel, ist mein Nachbar gestorben. 
jedoch nicht: 
Ich habe meinen Nachbarn get~tet . 
oder gar: 
I ch habe meinen Nachbarn mit dem Hammel' getötet. 
Kurz g e sagt, die jeweiligen weU- Sätze haben e ine generischere 
Interpretation als die jeweilige n Sätze mit kausative n Verben, 
da l e tztere jeweils als Ursache ein Ereignis voraussetzen, in 
de m beide Individuen (mindes tens!) invo lviert sind, und zwar 
in einer solchen Weise, daß ihr Abstand in e ine r unterste llte n 
Kausalkette möglichst gering ist; ein Beispiel: 
C1 Hans läßt den Hammel' fallen. 
C2 Der Hammel' fällt auf den f1erkzeugkasten. 
C 3 Der f/erkzeugkasten fällt WII . 
C 4 Ein Meißel aus dem f1erkzeugkasten fällt gegen das Fenster. 
C s Das Fenster zerbricht urlte2' schaurigem Geklirr. 
C6 Das Geklirr erschreckt Hugo . 
Res.: Hugo stirbt . 
Relativ zu dieser als real unterstellten Kausalkette wären adä-
quate sprachliche Beze i c hnungen e twa: 
fieU Hans den Hanme2' fallen ließ, ist Hugo gestorben. 
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r-leil das Fenster zerkZirrte, starb Hugo vor Schreck . 
usf . je nachdem , was als einze l nes Glied der Kausalkette be-
sonders hervorgehoben werden soll . 
Beim übergang zu synthetischen Formulierungen mit kausa·tiven 
Verben zeig~ sich nun folgendes Bild: 
Hans hat Hugo getötet . 
Hans hat Hugo mit dem Hammel' getötet . 
Hans hat Hugo mit dem rierkzeugkasten getötet. 
Hans hat Hugo mit dem Meißel getötet. 
Hans hat Hugo nrit dem Fenster getötet. 
Der erste Satz dieser Kette mag als Bezeichnung des Sachverhal-
tes gerade noch angehen. Alle anderen werden aber zunehmend in-
adäquater. 
Stellt man eine ähnliche Folge von Sätzen auf , die bei C2 be-
ginnt , so ist bere i ts der erste Satz inadäquat , 
.. 
Der Hammel' hat Hugo getötet. 
der Rest der Sequenz ist völlig unmöglich: 
Der HalTUner hat Hugo mit dem rierkzeugkasten getötet. 
dem Meißel 
dem Fenster 
Beginnt man eine entsprechende Reihung mit C3 ' so ist d.er erste 
Satz wiederum schlechter als der erste der mit C2 beginnenden 
Sätze usf.; bei C6 zeigt sich dagegen, daß hier sehr wohl mög-
lich ist: 
Das Fenstel' hat Hugo getötet. 
oder noch besser: 
Das Geklirr des Fensters hat Hugo getötet. 
oder: 
Der Schreck übel' das Geklirr des Fensters hat Hugo getötet. 
Als Fazit ergibt sich damit für kausative Verben, daß als Sub-
jekt jeweils gewählt wird entweder ein Individuum, das betei-
ligt ist an dem ersten Ereignis einer unterstellten Kausalkette 
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oder aber an dem letzten Ereignis dieser Kette. Dazu auch noch-
mals ein Zitat aus PLEINES 75 : 97 
"Wenn die relevanten Kausalinstanzen bei Bedarf sehr detail-
liert seziert werden, wird eine logisch oder chronologisch 
aufgereihte Folge von Kausalinstanzen wahrgenommen. Zwischen 
jeder einzelnen Instanz dieser Reihe besteht eine Relation der 
Kausalität zur jeweils folgenden, so daß man von einer tran-
sitiven Kau s a 1 i t ä t s k e t t e sprechen kann. 
Die Wahrnehmung eines Sachverhalts als Handlung setzt die Wahr -
nehmung und Annahme der kausalen Vorgeschichte in Form einer 
Kausalitätskette voraus (n L1). Diese Art der Wahrnehmung ent-
spricht jedoch nicht der menschlichen Identifizierung bzw. De -
terminierung einer konkreten Handlung . Hier setzt eine kogniti -
ve Bestimmung oder Restriktion an, welche darin besteht, daß 
zur Identifizierung einer Handlung entweder eine Kausalinstanz 
festgemacht wird, die dann als die ausschlaggebende, einzig re-
levante dasteht. Oder aber es werden, besonders beim Vorliegen 
einer sehr komplexen Kausalitätskette, zwei Kausalinstanzen 
festgemacht, und zwar zwei ganz bestimmte, die aus der wahr -
genommenen Kausalitätskette herausgehoben werden: die erste 




Betrachten wir folgenden Sachverhalt (Achtung! nicht: "Sätze") 
(11) Ausgangssituation: Peter hält in der rechten Hand einen 
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(Zustand) Hammer, in der linken Hand einen 
Meißel, dessen Spitze gegen die Wand 
gerichtet ist. 
Pet e r bewegt die Muskeln seines rechten Arms auf 
bestimmte Weise. 
Der Arm führt den Hammer auf den Kopf des Meißels. 
Der H a m m e r übt einen kurzfristigen, "schlagarti -
gen" Druck auf den Meißel aus. 
Der M eiß el dringt in das Material der Wand ein. 
neue Situation: Es ist ein Loch in der Wand. 
(Zustand) 
Ein Sachverhalt, der ungefähr so analysiert wird, d.h. mit 
einer viergliedrigen Kausalitätskette, kann nun aufgrund der 
oben beschriebenen kognitiven Restriktion folgendermaßen als 
Handlung determiniert werden: 
a) mit einer Kausalinstanz: 
( 1 2) Peter macht ein Loch in die liand . 
Alle anderen möglichen Festlegungen, z.B.: 
(13) der Arm 
( 1 4 ) der Hammel' macht ein Loch in die Io/and 
( 1 5 ) de r Mei!!e Z 
wären nicht adäquat, und zwar nicht per se, sondern einzig und 
allein im Hinblick auf die von dem erkennenden Subjekt aufgrund 
seiner Wahrnehmung entworfenen Kausalitätskette, welche Peter 
als die initiale, den ganzen Prozeß in Gang setzende Instanz 
bestimmt. 
b) mit zwei Kausalinstanzen: 
Auf d e r Grundlage des vorliegenden Sachverhalts und der dazu 
entworfenen Kausalitätskette läßt das kognitive Prinzip nur 
folgende weitere Identifizierung der Handlung zu: 
(16) Peter macht mit dem Mei!!e Z ein Loch in die liand. 
Alle anderen Möglichkeiten sind, auf dieser Grundlage, ab-
weichend: 
( 17) Peter macht mit seinem Ami ein Loch in die liand. 
(18) Peter macht mit dem Hammer ein Loch in die Io/and . 
(19) Der Arm macht mit dem Harm/er ein Loch in di e Io/and. 
(20) Der Ami macht mit dem Mei!!eZ ein Loch in die Io/and. 
(21) Der Hanuner macht mit dem Mei!!eZ ein Loch in die liand . 
"Abweichend " he ißt hie r: diese Bestimmungen identifizieren 
nicht in adäquater Weise den vorliegenden Sachverhalt (Hand-
lung) unter Be rUcksichtigung der entworfenen Kausalitätskette. 
Ich möchte nun dafUr plädieren, daß diese aus einer kognitiven 
Restriktion her rUhrende Regularität Grundlage ist auch fUr den 
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sprachlichen Begriffsappil.rat. 
Eine Handlung wird beschrieben als ein Verb, zu dem zwei Ein-
heiten (NPs oder S) in kausaler Relation stehen. Weiterhin ist 
' festgelegt, daß die b~iden Kausalinstanzen z.u verstehen sind 
als die initiale bzw. die ~erminale aus einer konkreten Kau-
salitätskette. Der Ansatz einer ähnlichen Analyse findet sich 
in FILLMORE 1970: 15 
" ... where there is a causation chain, with one thing leading 
to apother, the grammar of simple sentences allo~ls mention of 
only the principle cause and the immediate cause, and does not 
allow mention of any of the intervening elements." 
( 22) C 1 C V n~ ~
kausale Relationen 
Inhärente Qualitäten sollen also keine Rolle spielen. Wenn ge-
wisse Konstellationen oder Situationen sprachlich nicht oder 
kaum vorkommen, so ist das keine 'restriction on the language', 
sondern eine 'restriction on the world' . 
Festzuhalten wäre, daß die Annahme der beiden kausalen Rela-
tionen sehr viel weiter und genereller ist als die Agens- und 
Instrumentaldefinitionen der Kasusgrammatik. Zum anderen läßt 
sich folgern, daß die Bewertung einzelner sprachlicher Äuße-
rungen nicht isoliert vorgenommen werden kann. Die Adäquat -
heit ist nur feststellbar; indem man die sprachliche Äußerung 
in Bezug' setzt zu dem konkreten einzelnen Sachverhalt und 
der Einschätzung dieses Sa6hverhalts (Kausalitätskette) durch 
ein bestimmtes wahrnemendes und kommunizierendes Subjekt." 
In unserem Ansatz können w~r dem hier gezeigten dadurch Rech-
nung tragen, daß wir für einen Ausdruck mit dem BRING-ABOUT-
Operator zusätzliche Bedingungen einführen, nämlich: 
Der erste Designator muß in einer unterstellten Kausalkette 
mit n Gliedern (n21) in C1 involviert sein oder in Cn ; Abwei-
chungen davon führen zu zunehmend inadäquaten Bezeichnungen re-
lativ zu der unterstellten Kausalkette, was sich durch das fol-
gende Schema verdeutlichen läßt: 
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soll heißen: die erste Mög lichkeit geht sehr gut, die zweite 
vielleicht gerade noch, der ganze Rest ist unmöglich. 
Anhand der Beispiele, in denen zwei "Kausalinstanzen" an der 
Oberfläche erscheinen , ergibt sich für uns die zusätzliche Not-
wendigkeit, einen entsprechenden Operator einzuführen, der auch 
solche Sätze beschreibt; wir erweitern die Definition unseres 
BRING-ABOUT-Operators zu: 
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BRING ABOUT (x, z, ~ (""C))= df. 
Ax (Az (\ (~(1:}) [CAUSE(E ... x ... z ... x ... , COME ABOUT(:S'(L"})])) 
Die Mächtigkeit der Menge der im "Wirkung-Satz" auftretenden 
Terme I er} I soll dabei 2. 1 sein. 
Somit können wir jetzt für die Formulierung von Lexikon-II-
Einträgen die verfeinerte Definition dieses Operators zugrunde-
legen. 
Man beachte, daß die jetzige Definition des BRING ABOUT sozu-
sagen das Genus kausatives Verb konstituiert, d.h. sämtliche 
relevanten Generalisierungen enthält. Als Anschlußstelle für 
differentiae specificae bietet sich einerseits der Wirkung-
Satz an - er kann z.B. zweiwertige oder einwertige Operatoren 
enthalten - wie z.B. bei Verben wie geben -, andererseits 
der Ursache-Satz, der etwa instrumentale Spezifizierungen oder 
Spezifizierungen des Vorgangstyps enthalten kann, wie z.B. bei 
Verben vom Typ erschießen . 
Damit können wir mit einem gewissen Recht bereits jetzt sagen, 
daß der Anspruch der Arbeit, eine Grundlage für die Beschrei-
bung kausativer Verben zu liefern, eingelöst ist. Das soll nun 
noch durch die exemplarische Analysen e iniger Verben unter-
strichen werden. 
Die Tatsache, daß es uns gelungen ist, die Klasse der kausa-
tiven Verben durch ein e n Operator unserer Basissprache 
zu explizieren, stellt ein gutes Argument dafür dar, Bedeu-
tungsbeschreibungen einzelsprachlicher Verben nicht nur durch 
Bedeutungspostulate beim jeweiligen Verb zu beschreiben, son-
dern als Ausgangsbasis eine abstrakte, formale, modelltheore-
tische interpretierte Sprache zu wählen und komplexe Ausdrücke 
dieser Basissprache durch ein Lexikon in einzelsprachliche Ver-
ben zu übersetzen. 
Insofern ist auch die bisherige Arbeit durchaus der Tradition 
der Generativen Semantik in starkem Maße verpflichtet, indem 
sie von dort den Grundgedanken der Dekomposition übernimmt. 98 
Daß allerdings das hier verwendete formale Instrumentarium an 
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Präzision das der GS bei weitem übertrifft, bedarf h~er wohl 
keiner weiteren Begründung mehr. Dadurch wurde es auch aller-
erst möglich, mit abgeleiteten Operatoren zu arbeiten, was 
eine erhebliche Vereinfachung der Basissyntax mit sich bringt. 
Auch das oben bei der Analyse von einschlafen etc. gezeigte De-
finitionsschema-Verfahren, das ebenfalls eine große Einsparung 
im Lexikon bringt, wurde erst dadurch möglich. 
Schließlich muß noch ausdrücklich darauf hingewiesen werden, 
daß ein wesentlicher Unterschied zwischen unseren Basisstruk-
turen und denen der Generativen Semantiker besteht, indem un-
sere Strukturen dem Prinzip verpflichtet sind, daß ein e m 
Oberflächenausdruck auch nur ein Ausdruck in der Basis-
sprache entspricht - in unserem Falle eben ein \-Abstrakt. Die-
ses Prinzip erscheint vor allem deshalb wichtig, weil es e ine 
starke Einschränkung der Arbitrarität bei der Postulierung von 
semantischen Repräsentationen zur Folge hat. 
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3. Exemplarische Analyse zweier Gruppen von kausativen Verben des Deutschen 
3.1. Lexikon·II-Einträge 
Wie bereits oben gesagt, ist der L-II-Eintrag eines kausati-
ven Verbs jeweils eine Spezifikation des folgenden Grundsche-
mas: 
\x(\y(\(1J[BRING ABOUT (x,y,~(~})J)) 
Setzt man für die Prädikatvariable ~be stimmte Prädikate ein, 
wodurch (G) automatisch durch Tupel oder Folgen von Designa-
toren ersetzt wird, dann gelangt man zu Lexikoneinträgen wie: 
\x(\y(\z[BRING ABOUT (x,y, TOT(z) )J)) => 
rt"t J L 0 erv014 mit S/d//d///d 
lx(\y(lz[BRING ABOUT ( x,y, KAPUTT(z) )J)) => 
[
zerstören 1 
V014mit J S/d//d///d 
[kaputtmachen ] V014 mit S/d//d///d 
An dieser Stelle zeigt sich jetzt die No twendigkeit, das oben 
lediglich formal eingeführte Konzept der Sortenspezifikation 
weiter anzuführen. 
Für die De~ignatoren gehen wir dabei von folgender, vorläufig 
sehr grober Strukturierung aus: 
x 1=df (x: o BEWUSST HANDELND (LEBEWESEN(x)) }w wx x 
X 1= 1a 1, 3b1 , ... n z1 Zwischen diesen Sorten be-
X 2=d f (x: MENSCH(X)}w stehen die folgenden Relatio-w 
x x nen 
X 3=df (x: TIER(X)}w X 5 J X 4 n X 3 w 
x x X 3 X 2 ~ 
X 4=df (x: PFLANZE(x)} X 5 X W \'1 J X X 
X 5=df (PHYS.OBJEKT(X)}w w 
x x 
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Alle anderen, spezifischen Relationen nehmen wir erst in bezug 
auf die jeweilige Diskurswelt vor, insbesondere auch die Unter-
scheidungen von echter und nicht-echter Inklusion; d.h. gleich-
zeitig, wir meinen, daß es nicht möglich ist, diese Spezifika-
tionen als Merkmale bei den natUrlichsprachlichen Entsprechun-
gen komplexer Designatoren anzugeben. Ob Elefanten singen und 
Lebensversicherungen abschließen können, ob Froschkönige spre-
chen, Bären Opern komponieren können, das ist keine Angelegen-
heit der Sprache, sondern der jeweiligen Diskurswelt(en) . 
Insofern unterscheidet sich unser Ansatz fundamental von dem 
der 'Selektionsbeschränkungen' in der Aspects-Version der 
Transformationsgrammatik. Dort nämlich werden die Merkmale der 
bezeichneten Individuen unter der Hand zu Merkmalen der be-
zeichnenden AusdrUcke; am augenfälligsten zeigt sich das bei 
dem Selektionsmerkmal [+hum]99, dessen Verwendung nur dadurch 
zu erklären ist, daß in einer "normalen" Welt die Menge der be-
wußt handelnden Lebewesen etwa gleich der Menge der Menschen 
ist; das Entscheidende ist aber, daß ein Satz wie 
Diese Ente ist geizig. 
eben genau eine Welt unterstellt, in der Enten bewußt handeln 
(z. B. Entenhausen) . 
Will man dem Rechnung tragen, so muß man eben klar machen, daß 
die Sortung weitabhängig erfolgt. WidersprUche oder Abweichun-
gen lassen sich dann allerdings erst dann feststellen, wenn 
eine sprachliche Einheit vorliegt, die ihre Diskurswelt be-
reits hinreichend spezifiziert - also normalerweise nicht ein 
Satz, sondern ein Text, oder ein Sprechakt in einer spezifi-
schen Situation. 
Durch Einbezug der Sortenspezifikation kommt man zu folgenden, 
verbesserten Lexikon-lI-Einträgen: 
Ax2(Ay5(Az2[BRING ABOUT (x2,y5,TOT(z2) )])) =;. 
[töten V014 mit] S!d!!d!!!d 
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\x2(\y5(\z5[BRING ABOUT (x 2,y5 , KAPUTT(z5)])) ~ 
[ zerstören ] V014 mit S/d//d///d 
[ kaputtmachen 1 V 014 mitJ S/d/ /d/ / /d 
Eine ganze Gruppe von Einträgen läßt sich , ausgehend von einer 
expliziten Definition von zerstören (d.h. ohne die Vereinfa-
chung durch den BRING ABOUT-Operator) gewinnen, indem man im Ur -
sache- Satz den entsprechenden Handlungstyp spezifiziert; damit 
gelangt man dann zu Verben wie zerschZagen, zerschießen, zerstechen 
etc. 
Da diese sich nur in der jeweiligen Spezifizierung des Hand-
lungstyps unterscheiden, können wir im Lexikon 11 einfach ein 
Definitionsschema angeben: 
\x2(\y5(\z5[\E[CAUSE(E ... x2 ... y5 ... z5 ... , 
COME ABOUT(KAPUTT(z5)) )]X])) 
Das wäre der Lexikon-lI-Eintrag fHr 
[ zer-x-en ] V014 mit S/d//d///d 
bzw. 
[
kaputt-X-en V ] 
014 mit S/d//d///d 
wobei fHr X z.B. eintreten kann je ein Element aus der Menge 
(SCHLAGEN, SCHIESSEN, STECHEN, HÄMMERN, KLOPFEN, SCHMEISSEN, 
REISSEN, PRUGELN, WERFEN). 
Hier zeigt sich wiederum, wie schon in 2.2.5.2., daß der Ge-
brauch von Definitionsschemata das Lexikon 11 erheblich ökono-
mischer macht und außerdem die schematische und syntakti-
sche Verwandtschaft der entsprechend definierten Verben in ein-
facher und sinnfälliger Weise darstellt. 
Auch aus der expliziten Definition von töten gelangen wir in 
paralleler Weise zu einem Def initionsschema, wenn wir im Wir-
kung-Satz die Handlung spezifizieren. 
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lx2(lyS(lz2[lE[CAUSE( ... x2 ... yS ... z2 ... , 
CO/>lE ABOUT(TOT) (z2)) »)X))) 
[ er-x -en ] 1 V014 mit S/d//d///d 
[ tot-X -en ] 2 V014mit S/d//d/// 
wobei für X1 z.B. je ein Element aus der folgenden Menge treten 
kann: 
(SCHLAGEN, SCHIESSEN, STECHEN, WURGEN) 
für X2 z.B. ein Element aus 
(SCHLAGEN, PRUGELN, SCHIESSEN, STECHEN, WERFEN, SCHMEISSEN) 
Dabei sagen die bis jetzt gegebenen Definitionen natürlich noch 
nichts aus über etwaige Folgerungsbeziehungen zwischen natür-
lichsprachlichen Sätzen, sondern lediglich über mögliche Fol-
gerungen; wenn x den y totgeschlagen hat, dann hat x den y auch 
geschlagen, wenn x den y totgeschmissen hat, dann hat er ihn 
mitnichten geschmissen, sondern er hat etwas auf ihn geschmis -
sen bzw. ihn mit etwas beschmissen. Erst wenn das Ableitungs-
verhältnis zwischen den hier als wohldefiniert unterstellten 
SCHLAGEN, SCHIESSEN usw. zu den einzelsprachlichen Verben 
schlagen, schießen usw. geklärt ist, dann kann hier mehr gesagt 
werden. 
Außerdem ist auch ausdrücklich einzuräumen, daß die in den Bei-
spielen von Analysen zusätzlich zu der oben ausführlich einge-
führten Maschinerie verwendeten Ausdrücke lediglich als wohl-
definiert unterstellt sind, nicht jedoch wirklich sauber se-
mantisch analysiert. Eine Rechtfertigung dafür läßt sich dahin-
gehend geben, daß das Hauptinteresse der vorgelegten Arbeit 
darin bestand, den Begriff des kausativen Verbs zu klären, was 
einerseits die oben ausführlich entwickelte Semantik von CAUSE 
(und damit COND), sowie CHANGE und der entsprechenden verein-
fachten Operatoren voraussetzt, andererseits auch das Vorhan-
densein von ähnlichen Analysen für bestimmte Zustands- und 
Handlungsverben. Diese können in der hier vorgelegten Arbeit 
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nicht mit der gleichen Rigorosität entwickelt werden, da das je-
weils in etwa den gleichen Grad von Aufwand erfordern würde wie 
die Definition von CAUSE. 
Andererseits zeigen die bis jetzt beispielhaft analysierten Ver-
ben bereits deutlich, daß die hier entwickelten Prämissen, zu-
sammen mit den als Wechsel auf die Zukunft als definiert unter-
stellten, eine Formulierung von Lexikon-lI-Einträgen gestatten, 
die einerseits über die syntaktischen Eigenschaften der ent-
sprechenden Verben Auskunft gibt, andererseits durch Defini-
tionsschemata nicht nur eine ökonomische Darstellung ergeben , 
sondern auch den paradigmatischen Zusammenhang der Verben her-
ausarbeiten und damit teilweise eine Rekonstruktion der Wort-
feldtheorie im verbalen Bereich erlauben - bei eben stärkerer 
Betonung der syntaktischen Aspekte. 
Abschließend wollen wir nun noch das Verhältnis von Explika-
tionsvokabular zu explizitem Vokabular in dem von uns analy-
sierten Fragment betrachten. 
Explikationsvokabular 
COND, 







wachen, wach sein , d8sen, tief schlafen, 
schlafen , schlwwnern , ein Nickerchen 
machen, eind8sen , einschlwwnern , ein- , 















(~~t} -schlagen, (~~t} -schießen 
(~~t} -stechen, 
tothämnern, totklopfen, totschmeißen, 
(~~t} -wUrgen, totprUgeln, totwerfen; 




kaputt -hÖJrunern , 
(zer } 
kaputt -klopfen, (zer } kaputt -schmeißen, 
(zer } 




Bei dem Explikationsvokabular sind nur die primitivsten Grund-
einheiten erfaßt, nicht die daraus konstruierten CAUSE, COME 
ABOUT, BRING ABOUT usf. 
Berücksichtigt man zusätzlich noch die mit dem Explikationsvo-
kabular darstellbaren kausativen Verben des schlafen- Feldes, 
nämlich 
[ einschläfern V 
014 mit S/d//d///d 
und 
[ aufwecken V J 
014 mit S/d//d///d 
sowie die Vorgangsverben 
[sterben V J 
o S/d 
und [ kaputtgehen V J , 
o S/d 
so ergibt sich ein Verhältnis von 
16 : 51, d.h. 1 : 3, 18. 
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Zum Vergleich die Daten einiger einsprachiger Wörterbücher nach 
NEUBAUER 100 : 
WEBSTER: 2, 33 
ROBERT: 2, 32 
OZEGOV: 2, 77 
WAHRIG: 3 
JUHASZ: 3, 38 
In dieser Skala nimmt der von uns erreichte Wert einen guten 
zweiten Platz ein; dieses positive Ergebnis kommt allerdings 
zustande dadurch, daß die hier gewählten Verben alle in syste-
matischen Zusammenhängen stehen und somit das Ergebnis positiv 
beeinflussen; andererseits gilt für di e untersuchten Wörterbü-
cher, daß bei ihren durch die zum Teil viel größere Zahl von 
untersuchten Einträgen das Ergebnis g ünstiger wird. 101 
Als Fazit sei immerhin festgehalten, daß unser Lexikon- lI - Frag-
ment, was das Verhältnis von Explicantia zu Explicanda betrifft, 
einen Wert erreicht, der als gut zu betrachten ist im Verhält-
nis zu den Werten einsprachiger Wörterbücher. 
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4. Schlußbemerkungen 
Wir haben zunächst eine Skizze eines Grammatikmodells vorge-
führt und damit einen Rahmen für die weiteren Erörterungen vor-
gegeben. 
Dann haben wir an unsere Semantik die Postulate formuliert, daß 
sie Ubergänge und wenn-dann-Beziehungen beschreiben können muß 
als Voraussetzung für die Analyse kausativer Verben. Nach der 
ziemlich aufwendigen Entwicklung eines Modells, das diesen Po-
stulaten genügt, haben wir den CAUSE - Operator eingeführt und 
gezeigt, daß gewisse wesentliche Theoreme bezüglich CAUSE gel-
ten. 
Schließlich haben wir mit Hilfe der entwickelten Voraussetzungen 
ein Lexikon- lI - Fragment erstellt, das zwar nicht sehr umfang -
reich ist, aber dennoch genügt, um zu zeigen, auf wie ökonomi-
sche Weise uns der entwick e lte Apparat eine Beschreibung von 
Verben im syntaktischen und semantischen Bereich gestattet. Da-
bei ist vor allem das Konzept des Definitionsschemas zu erwäh-
nen, das einen sehr ökonomischen Aufbau des Lexikon 11 gestat-
tet. 
Um die hier ausgeführten Grundlagen weiter auszubauen , müßte man 
einerseits eine eingehende Etforschung der in unserem Lexikon-
fragment als definiert unterstellten und weiteren Einheiten er-
folgen, andererseits müßte die logische Maschinerie so erwei-
tert werden, daß auch Sprechhandlungen durch kommunikative Ver-
ben behandel t ~Ierden können, daß das Problem der Intentionali-
tät darstellbar wird etc. 
Noch ein Wort zur Theorielastikeit dieser Arbeit : Zar muß ein-
geräumt werden, daß der theoretische Teil rein umfangmäßig 
stark überwiegt; andererseits zeigt sich bei der Betrachtung 
der in 3 analysierten 31 kausativen Verben, daß der geringe Um-
fang dieses Teils der Arbeit weitgehend auch darauf zurückzu-
führen ist, daß die entwickelte formale Basissprache eine ökono-
mische Darstellung ermöglicht, indem statt 31 Lexikoneinträge 
eben nur 4 Definitionsschemata benötigt werden. Der geringe Um-
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fang des Anwendungsteiles ist also nicht nur durch die relativ 
kleine Zahl von Verben, die dort analysiert sind, verursacht, 
sondern auch durch di e ökonomische Art der Darste llung, die eben 
erst möglich wurde durch eine formal und theoretisch ausgearbei-
tete Konzeption. Deren Notwendigkeit lro r de ja auch schon begrün-
det im Zusammenhang mit den Erörterungen von CAUSE, wo sich 
zeigte, daß erst die einigermaßen strenge formale Darstellung 
es gestattet, die Implikationen gegebener Definitionen 'more 
algebraico' überschaubar und kontrollierbar zu machen. 
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Nachwort 
Das vorliegende Buch mag, darüber bin ich mir im klaren, bei 
manchen Lesern manche Enttäuschung hervorrufen: ~ancher Linguist 
wird sich kopfschüttelnd abwenden, sei es, weil er die loqische 
Semantik prinzipiell für inadäquat zur Beschreibung natürlicher 
Sprachen hält, sei es, weil die Menge der partiell analysierten 
deutschen Verben für seinen Geschmack nicht qroß genug ist, sei 
es, daß er sich von einigen Formelgestrüppen abschrecken läßt. 
Andererseits \'Iird mancher hartgesottene Loqiker, Cresswellianer, 
Montagueist oder Lewisfan fragen, ob man das nicht habe kürzer 
und konziser darstellen können, um den verbliebenen Raum Fraqen 
zu widmen, die hier übergangen werden, speziell der Behandlung 
von Quantoren, quantifizierten Phrasen etc . Nun, in einem Buch 
für logikorientierte Linguisten hätte man das in der Tat tun 
können . Mein Hauptziel war aber gerade, zu demonstrieren, wie 
nützlich die in der logischen Semantik entwickelten Verfahren bei 
der Beschreibung natürlicher Sprachen sind, nicht nur bei der 
Lösung satzsemantischer Fragen, sondern auch zur Beschreibung 
der Wortsemantik. Dies aber, meine ich, muß man nicht unbedingt 
denen demonstrieren, die das sowieso schon wissen; vielmehr habe 
ich mich bemüht, auf möglichst wenigen Voraussetzungen aufzubauen 
(Grundlagen der Mengenlehre und Prädikatenkalkül erster Stufe 
reichen aus), alles andere jedoch ausführlich zu entwickeln, um 
so der Gefahr zu entgehen, nur für eine kleine Zahl von Insidern 
zu schreiben . Ob mir das gelungen ist, wird die Aufnahme des 
Buches zeigen. 
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