Visual receptive fields are characterised by their centre-surround organisation and are typically modelled by Difference-of-Gaussians (DoGs) 1 . The DoG captures the effect of surround modulation, where the central receptive field can be modulated by simultaneous stimulation of a surrounding area 2-5 . Although it is well-established that this centre-surround organisation is crucial for extracting spatial information from visual scenes, the underlying law binding the organisation has remained hidden. Indeed, previous studies have reported a wide range of size and gain ratios of the DoG used to model the receptive fields [6][7][8] [9] . Here, we present an equation that describes a principle for receptive field organisation, and we demonstrate that functional Magnetic Resonance Imaging (fMRI) population Receptive Field (pRF) maps of human V1 adhere to this principle. We formulate and understand the equation through consideration of the concept of Direct-Current-free (DC-free) filtering from electrical engineering, and we show how this particular type of filtering effectively makes the DoG process frequencies of interest without misallocation of bandwidth to redundant frequencies. Taken together, our results reveal how this organisational principle enables the visual system to adapt its sampling strategy to optimally cover the stimulus-space relevant to the organism, restricted only by Heisenberg's uncertainty principle that imposes a lower bound on the simultaneous precision in spatial position and frequency. Since surround modulation has been observed in all sensory modalities 10 , we expect these results will become a corner stone in our understanding of how biological systems in general achieve their high information processing capacity.
Surround modulation, an elementary computation of the visual system, is believed to be key to our understanding of how biological systems process information, but its precise role is unclear. Surround modulation can be modelled with a Difference of Gaussians (DoG) that consists of a small central, positive Gaussian surrounded by a larger, negative Gaussian. The size ratio of these two Gaussians is parameterised by the standard deviations of the negative, larger Gaussian (σ 2 ) divided by the positive, smaller Gaussian (σ 1 ). In our use of the model, the gain ratio is parameterised by a multiplier, δ, that modulates the amplitude of the negative larger Gaussian (see Methods for specifics on the model employed here).
In the frequency domain, a DoG can be viewed as a bandpass filter 11 . To characterize this filter, three primary parameters of interest must be considered: the peak frequency of the filter, its bandwidth at fullwidth at half-maximum (FWHM), and its amplitude . The peak frequency defines the spatial frequency to which the pRF is most responsive. The bandwidth is a measure of how broad a range of frequencies the pRF responds to, and in the present context the amplitude can be understood as how sensitive the filter is to the peak frequency.
When dealing with filters, it is of particular interest how the filters treat constant signals, i.e. the Direct-Current component. The DC-component in the spatial domain corresponds to signals of constant intensity over distance and is in most instances the signal average. In the frequency domain, the constant signals are contained in frequencies of zero cycles per unit distance. The signal DC-component is often considered redundant information, and thus might claim processing resources unnecessarilysomething we will explore in greater detail later. There are three main ways to characterise the behaviour of the DC component. These characteristics can be illustrated with sinusoidal signals (we will later apply these concepts to filters) as in Figure 1A for the spatial domain. First, in green, is the DC-biased signal where the DC component increases as a function of distance (this, of course, depends on the interval used for the analysis, but here a moving average of one period is considered). Next, in blue, is the DC-offset signal, where the DC-component is constant, but non-zero. Last, in black, is the DC-free signal that has no DC-component, or, more accurately, has an average value of zero due to its oscillations of equal positive and negative amplitude centred on zero. In some areas of the literature, DC-bias and DC-offset is used interchangeably 12 , but here we introduce a distinction between the two concepts in order to specify more precisely what signifies DC-free filtering. Figure 1B illustrates how these three signals behave in the frequency domain. The DC-biased signal shows a peak at 10 cycles, but also a large peak at 0 cycles that slowly tapers off. The DC-offset signal has two features; a peak at 0 cycles and at 2.5 cycles. Finally, and most importantly, the DC-free signal only shows a peak at 5 cycles, i.e. there are no components at 0 cycles. Figure 1C and 1D show examples of how these three concepts can be applied to DoG filters in the spatial and frequency domains, respectively. Here, with one spatial dimension, the DC-component is calculated as the signal average over the entire window. What is important to notice is that when the DoG filter is DC-free, it is a true bandpass filter since it is monotonically increasing from zero to a peak and then monotonically decreasing back to zero as illustrated in figure 1D in black.
In the present case, signals with two spatial dimensions are investigated. To take this extra spatial dimension into account, double integration of the DoG in both spatial dimensions is performed to determine if the filter is DC-free, which is the case when the result is zero:
By this reasoning, it is possible to calculate which combination of σ 1 , σ 2 and δ that results in a DC-free filter as long as two of the variables are known. For example, for any given combination of σ 1 and σ 2 , a δ can be calculated that achieves a DC-free filter. Figure 2A and 2B illustrates this for a size (σ 2/ σ 1 ) ratio of √2. Here, it can be seen that there is no DC-component when δ = 0.5. Figure 2B also illustrates the three bandpass parameters. Figure 2C shows the results of similar calculations in the spatial domain with a σ 1 of 1.1 with size ratio and gain ratio as shown in the Figure legend . Figure 2D is the corresponding representation in the frequency domain. Figure 2E and 2F are similar to 2C and 2D, but with a σ 1 value of 2.5. Notice that the size ratios are the same in 2C-D and 2E-F, but the response profile differs significantly. This is because the specific σ values to achieve these size ratios are not the same. This illustrates that a particular arrangement of the size and gain ratio is crucial in achieving DC-free filtering, but independent of the particular frequency sensitivity of the filters, which is closer tied to the overall size of the filter, and will be explored later. show that a DoG with a size ratio √2 is DC-free when the gain ratio is 0.5, which is not the case for any of the other δ values as evidenced by the large peak around 0 in the frequency domain. C & D show that for any given size ratio, there is a corresponding gain ratio that is DCfree for filters with a σ 1 of.6. E & F have the same size and gain ratio as C & D, but with a σ 1 of 2.5. For all panels, legends in the spatial domain (left) also apply in the frequency domain (right).
Surround modulation modelled with DoGs has recently been extended to populations of neurons in humans using population Receptive Field (pRF) mapping with functional Magnetic Resonance Imaging (fMRI) 13 . So in order to test these principles in human observers, we mapped the pRFs using functional magnetic resonance imaging (fMRI) in a sample of 22 healthy human subjects. Participants were placed in the bore of a Siemens Magnotom 3T Skyra. Through a mirror, they were presented with expanding/contracting rings simultaneously with clockwise/counter-clockwise rotating wedges with high-contrast ripple-like textures 14 .
We also acquired high-resolution T1 structural images for each participant and used these for an anatomical reconstruction in Freesurfer. A delineation of each participant's primary visual cortex (V1) was made from a prediction using landmarks from this anatomical reconstruction using a built-in Freesurfer algorithm 15 . From these images, we were able to obtain the σ and δ parameters for voxels within each participant's V1.
For each participant, a pRF profile was created for each of 17 eccentricity bins of 1 degree visual angle (dva) for each hemisphere (0.5 -17.5 dva). For each of these pRF profiles, we first estimated the σ 1 , σ 2 and δ, and then used σ 1 and δ to compute the σ 2 that would yield a DC-free filter. Figure 3A shows the logarithmically transformed observed σ 2 plotted against the computed σ 2 (see Methods section and Supplementary Fig. 1 for examples of this calculation for individual participants without bins). From these two datasets, we then calculated their bandpass parameters (peak frequency, amplitude and bandwidth). Figure 3B -D shows the observed and the computed bandpass parameters after logarithmic transformation. Random coefficient models were used to compare the observed with the computed value for a DC-free filter for each parameter separately, providing the linear fits shown in Figure 2 . The results were highly significant for all parameters: σ 2 (Wald χ 2 (1) = 1347.26, p < 0.00001, slope 95% CI: 0.8821 to 0.9816, intercept 95% CI: 0.0652 to 0.1783), bandwidth (Wald χ 2 (1) = 1403.12, p < 0.00001, slope 95% CI: 0.9369 to 1.0403, intercept 95% CI: -0. 0854 to 0.0092), peak frequency (Wald χ 2 (1) = 5621.18, p < 0.00001, slope 95% CI: 0.9639 to 1.0156, intercept 95% CI: -0.0327 to 0.0160 ), and amplitude (Wald χ 2 (1) = 9048.87, p < 0.00001, slope 95% CI: 0.9651 to 1.0057, intercept 95% CI: -0.3308 to 0.1642). Note that for all parameters, the linear model has a near-one slope and a near-zero intercept. These findings suggest that the principle of DC-free filtering captures an important aspect of biological visual information processing.
To develop a deeper understanding of why DC-free filters are important for processing certain visual information, it is useful to examine the relationship between spatial and frequency domains through Heisenberg's uncertainty principle 16, 17 . This principle asserts a fundamental limit to the certainty with which a pair of complementary variables can be knownin our case the certainty in spatial position and spatial frequency of a visual stimulus. The uncertainty principle is typically defined with Gaussian distributions, and it is custom to express the degree of uncertainty in terms of Gaussian standard deviations. Here, we examined the uncertainty principle in relation to the DoG and express the degree of uncertainty as the full width at half maximum for convenience. Figure 4A shows the log-transformed FWHM in the frequency and the spatial domain for the observed σ 1 and σ 2 (blue circles, light blue dots) as well as the observed (black dots) and computed DoG (red dots). The anti-symmetry between the two domains that the uncertainty principle commands is confirmed by the negative relationship between all parameters; as certainty is increased in one domain, it is lowered correspondingly in the other domain. Figure 4A except the alternate σ 2 (in green) which has been left out of Figure 4A for simplicity. We have included the alternate σ 2 in Figure 4C and D to illustrate how this parameter in combination with σ 1 gives a DC-offset filter as shown in black. Initially, one could be led to believe that the DC-offset DoG disobeys the uncertainty principle by being able to occupy points lower than the main diagonal of Figure 4A , but this is only because the large DC-component in the frequency domain is not taken into account when calculating the FWHM (the peak of the blue curve centred at 0 in Figure 4D) .
A system processing visual information using only single Gaussians (not DoGs) could, in theory, capture high spatial frequencies to some degree. However, due to the anti-symmetry of the uncertainty principle, such an approach quickly leads to ever-smaller filters in the spatial domain which, in turn, increases the uncertainty in the frequency domain. The DC-free DoG filter circumvents this paradox by processing the same information twice. Taking the difference of two Gaussians, slightly different in size, allows the DoG filter to redistribute much of the low-frequency bandwidth towards the higher frequencies. This gives a greater degree of certainty for the higher frequencies, and will be most efficient if the DoG filter is DC-free because a large DC-component would unnecessarily allocate a large portion of the available bandwidth to the lowest frequencies. Figure 4B illustrates how the frequency spectrum is covered by the DoG filters for our participants, but also that the higher frequencies still come with greater uncertainty (bandwidth at FWHM) than the lower frequencies.
Note that the limitations imposed by the uncertainty principle are never surpassed by DoG filtering. By allowing a slight temporal delay due to the extra computations required to process the same information twice, the limitations of the uncertainty principle can be relaxed (not shown here). This also hints at a, to our knowledge, yet to be defined extension of the uncertainty principle where the temporal domain enters alongside the trade-off between certainty in the spatial and the spatial frequency domains. In this way, the bandwidth can be distributed amongst the various domains according to the demands of a particular visual task.
Several advantages of DC-free filters have been proposed. The DC-free DoG filter is particularly suited for picking out object boundaries because these are characterised by higher spatial frequencies (the sharper the boundary, the higher the frequency) and the DoG filter is able to isolate these higher frequencies for separate processing with its bandpass characteristics. Furthermore, a DC-free DoG filter in the spatial domain ensures that the summed energy between the two individual Gaussians is zero. In the frequency domain, the amplitudes of the two Gaussians are equalised for the DC-free DoG (see Figure 4D ). Together, these properties reveal a form of local contrast normalisation, which has been shown to increase performance of object feature extraction 18 . Finally, a DC-free DoG filter removes the signal constants in the spatial domain or the 0 cycles per unit distance components in the frequency domain, which can be considered a way of increasing the efficiency of the neural coding because the information contained in these signals is thought to be redundant for the proposed functions of surround modulation 19,20by avoiding processing of these altogether, more bandwidth can be allocated to the frequencies of interest.
Taken together, we speculate that Surround Modulation acts as a mediator between the complementary variables of the uncertainty principle according to stimulus conditions and goal of the specific visual process. This mediation can be said to be optimal when the relative strength and spatial extent of the centre and surround results in a DC-free bandpass filter that selects the spatial frequencies of interest with sufficiently high certainty in spatial position for the task at hand.
At least three prominent noise sources in this data set may explain the discrepancies between the observed and the computed data in Figure 3 . The first is the pRF model-fitting procedure itself; the adopted Nelder-Nead algorithm attempts to find the global minimum in a 6-dimensional parameter-space where the initial starting point is selected by taking the best correlation between the observed signal and a rather coarse parameter space. This approach can cause the Nelder-Mead search to get caught in a local minimum and therefore fail to find the best fitting parameter set. Second, as discussed by Zuiderbaan et al. 13 , neuronal position scatter might cause an increase in pRF size despite unchanged neuronal RF sizes. Finally, and perhaps most importantly, small differences between the observed and the computed values for the σ and δ parameters have a rather large impact on the bandpass parameters; because of the way we compute the bandpass parameters, this introduces a considerable amount of noise (see Methods for details).
In conclusion, we believe to have demonstrated the requirements for a typical DoG model to be DC-free and have shown that the pRF profiles of human primary visual cortex gravitate towards these requirements. We argue that the DC-free DoG filter is superior to the DC-offset DoG in its theorised functions. We further hope to have made clear the benefits of including the uncertainty principle in the goal of understanding the functional organisation of the receptive fields of the visual system and how this organisation affects the capabilities of the visual system to process visual information. Finally, we speculate that Surround Modulation may be the mechanism which mediates these aspects of visual information processing.
Methods

Participants
This study was approved by the local ethics committee, De Videnskabsetiske Komitéer for Region Midtjylland, and conducted according to the principles of the Declaration of Helsinki. 24 healthy, righthanded adults with normal or corrected-to-normal visual acuity aged between 18 and 40 (14 females) gave informed consent to participate in the study. 2 participants were excluded because we failed to generate a meaningful pRF map for either one or both hemispheres.
MRI and stimuli
The stimuli were similar to those used in conventional retinotopic mapping 1 and consisted of expanding/contracting rings and clockwise/counterclockwise rotating wedges with a high-contrast ripple-like texture and mean luminance of 87 cd/m 2 . The stimuli subtended a maximum of 17.4° visual angle.
Procedure
Participants were placed in the bore of a Siemens Magnetom Skyra 3T MRI scanner. Stimuli were projected onto a screen in the back of the scanner and viewed by the participant through a mirror placed on top of the head coil. Participants were instructed to maintain fixation on a small black dot in the centre of the screen and at pseudo-random intervals, the dot would change colour to red. To control eye-fixation and overt attention, participants were instructed to press a button when this occurred.
Stimulus presentation and recording of behavioural responses was implemented using the Psychophysics Toolbox 3 2,3 running under MATLAB 2013a. Population Receptive Field mapping was implemented using custom scripts. fMRI images were acquired using a 32-channel head coil with the top removed (for better participant view) resulting in 20 remaining channels.
176 whole-brain volumes of high-resolution structural images were acquired using a T1-weighted coronaloriented MP2RAGE sequence (TR: 5000ms, TE: 2.98ms; field of view: 240 x 256 x 176mm, voxel size: 1mm 3 isotropic) using a 32-channel head coil.
The pRF mapping protocol acquired 15 continuous axial slices (slice-thickness: 2mm) for each volume using a T2*-sensitive gradient echoplanar Imaging (EPI) sequence (TR: 1000 ms; TE: 30 ms; flip angle: 60°; field of view: 192 x 192 x 30 mm; voxel size: 2x2x2 mm, GRAPPA with PAT-factor 2). 6 runs of 225 volumes were acquired for each participant (3 clockwise and 3 counter-clockwise).
MRI analysis
Image preprocessing was carried out using Statistical Parametric Mapping (SPM12; Wellcome Department of Imaging Neuroscience, London, UK) running under MATLAB R2013a. For each participant, volumes from the pRF mapping were realigned to the first image of the run to correct for head motion, unwarped using a presubstracted phase and magnitude B 0 field map to correct for geometric distortions, and slice-time corrected for acquisition delays. Next, the first image of the first run was coregistered to the high-resolution structural and subsequently these coregistration parameters were applied to all other images from the remaining runs. The structural images were used for cortical reconstruction and volumetric segmentation within the Freesurfer image analysis suite 4, 5 to create an inflated 3D image of the grey/white-matter boundary for each participant. Based on this reconstruction, a prediction of the anatomical extent of V1 was created using a built-in Freesurfer algorithm 6 . This V1 delineation was used as a mask for constraining which voxels to include in the following pRF analysis.
pRF analysis
A full account of the pRF analysis procedure has been given by Dumoulin and Wandell 7, 8 . In brief, we modelled the measured fMRI signal as
where ( ) is the predicted BOLD signal in each voxel at time t, β is a scaling coefficient that accounts for unknown units of the BOLD signal and e is the residual error. The predicted response ( ) was calculated by modelling the receptive field of the neuronal population within each voxel using a two-dimensional Difference of Gaussians of the form
where σ 1 and σ 2 is the standard deviations of the two Gaussians and δ is a parameter that modulates the amplitude of the second negative Gaussian. This model was combined with a matrix representation of the stimulus intensity at (x,y) for all time points in the acquired volumes. The result was summed for each volume and then convolved with SPMs standard hemodynamic model, and finally scaled with β. We used Matlab's implementation of the Nelder-Mead method (fminsearch) to obtain the pRF model parameters that best fit the data by minimizing the sum of squared error between the observed and predicted response.
DC-balance
The results of the pRF analysis yielded a σ 1 , σ 2 , δ, x-and y coordinate for each of the included voxels. To compute the values of σ1, σ2, and δ that would result in a DC-balanced filter, we used the observed σ 1 and δ values in a Nelder-Mead search algorithm that minimized the squared integral of the pRF parameters of individual voxels and allowed σ 2 to vary. Supplementary figure 1 shows the result of this calculation for both hemispheres from two participants. There is a clear tendency towards agreement between the observed and the computed data, albeit with some additional noise.
For both the observed and the computed pRF parameters, we calculated their bandpass parameters by first transforming the data into a 2D discrete Fourier space and since the DoG is circularly symmetric in Fourier space, we used Matlabs findpeaks function to find the signal maximum (amplitude) on the centremost 1D representation of the absolute signal. From this peak we observed the corresponding peak frequency and calculated the full-width at half its maximum. Note that for the DoG in the spatial domain, the half maximum is defined as the point that falls half the distance between the DoG minimum and maximum. This is because this is the only case where the filter falls below zero (see figure 3C ).
Small differences between the observed and computed σ and δ parameters have a rather large impact on the bandpass parametersespecially the bandwidth. The main reason for this is shown in supplementary figure 2, and is connected to the way we compute the bandpass parameters; when a DC-bias is introduced in the bandpass filter, this may easily lead to a situation where the filter does not fall below the half-maximum point in the FWHM calculation and therefore the bandwidth is overestimated as exemplified in supplementary figure 2B . An underestimation of the bandwidth is also seen when a strong DC-component is observed at the lowest frequencies as in supplementary figure 2A and C.
To increase the signal to noise ratio, we pooled the data into eccentricity bins. Since pRF size is known to be relatively stable across polar angle for a given eccentricity in pRF experiments 7 , we created 17 eccentricity bins of 1 degree visual angle each (from 0.5 to 17.5) and removed voxels with model fits that did not, at least, explain 5% of the BOLD signal variance. By inspecting plots of the individual DoG model parameter distribution, it was observed that they were not all normally distributed, so in these cases we used the median value within bins. In 741 out of 748 (22 participants x 2 hemispheres x 17 eccentricity bins), this procedure lead to non-zero parameter estimates, and these data points were used in further analysis.
Statistical analysis
Observed parameter values were log-transformed and normality was inspected using histograms and qqplots. Data appeared normally distributed, apart from a small fraction of data points showing very large deviations (22 of 741, less than 3%, typically for the peak frequency parameter) indicative of poor pRF model fits. These were rejected before statistical modelling. Data were analysed in a random coefficient model with (log-transformed) observed parameter value as the dependent variable, (log-transformed) simulated parameter value as a covariate and random intercepts and slopes varying with Participant and Hemisphere within Participant. Whenever possible, residual error correlations were allowed to decrease exponentially with increasing difference in Eccentricity (for peak frequency, this model did not converge, and to ensure convergence, no assumptions was made for residual error correlations). Model fits were made using restricted maximum likelihood function with the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm.
