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1. Einleitung 
 
In der Bundesrepublik Deutschland bestehen prägnante Ungleichheiten beim Übergang 
von abgeschlossenen Berufsausbildungen in die Erwerbstätigkeit. Die sogenannte 
“zweite Schwelle“ verzeichnet hierbei deutlich sichtbare Disparitäten auf Grund spezifi-
scher Eigenschaften von Ausbildungsabsolventen. Auf Basis repräsentativer Datenerhe-
bungen informieren unabhängige Bildungsberichterstattungen über Indikatoren der be-
ruflichen Bildung, mit besonderem Hinblick auf den angrenzenden Arbeitsmarkt. So 
kennzeichnet beispielsweise der “Berufsbildungsbericht 2014“ infolge dualer Berufs-
ausbildung weitaus günstigere Chancen auf ein anschließendes Beschäftigungsverhält-
nis im Vergleich zu Vollschulischen.1 Im Gegensatz zum offensichtlich objektiv ausge-
richteten Selektionsmechanismus des deutschen Arbeitsmarktes, orientieren sich Bil-
dungsabsolventen beim Arbeitsmarkteintritt an persönlichen Gefühlen und Interessen. 
Vor diesem Hintergrund beabsichtigt das vorliegende empirische Forschungsprojekt 
eine Gegenüberstellung objektiver und subjektiver Indikatoren auf die beruflichen Zu-
kunftspläne von Berufsbildungsabsolventen. Zur Realisierung des Forschungsinteresses 
widmen sich die nachstehenden Kapitel der folgenden Forschungsthematik: 
 
“Einflussfaktoren auf die beruflichen Zukunftspläne zum Ausbildungsende.“ 
 
Der gestellte Forschungsauftrag unterliegt zunächst einer ausführlichen Präzisierung. 
Das Kapitel “Operationalisieren des Forschungsauftrages“ erteilt hierbei Aufschluss 
über die zeitliche und geographische Eingrenzung der Forschungsthematik. Darüber 
hinaus erfolgen umfassende Determinationen der im Forschungsauftrag verwendeten 
Begriffe: “Einflussfaktoren“ – “berufliche Zukunftspläne“ – “Ausbildungsende“. 
 
Als Bewertungsgrundlage des gestellten Forschungsauftrages dienen empirische Daten. 
Das Kapitel “Datengrundlage“ beschreibt hierbei den Ursprung und die wesentlichen 
Merkmale des vorliegenden statistischen Datenmaterials. Daran anschließend informiert 
das Kapitel “Datenaufbereitet“ über die sukzessive Durchführung der Datenanpassung 
an die im Kapitel “Operationalisieren des Forschungsauftrages“ festgelegten Vorgaben.  
                                                          
1 Vgl. BMBF: Berufsbildungsbericht 2014, S. 4. 
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Schlussendlich erfolgt eine Analyse der empirischen Daten des Forschungsauftrages. 
Das Kapitel “Angewandte Methodik“ veranschaulicht hierbei in drei Unterkapiteln, 
“Modellvoraussetzungen“ – “Modellbegründung“ – “Modellgüte-Prüfung“, die ange-
wandte statistische Analysemethode. Im Anschluss daran dokumentiert das Kapitel 
“Bewertung der Ergebnisse“ die einzelnen Endresultate und deren Beurteilungen auf 
Grundlage der angewandten Methodik. 
 
Das empirische Forschungsprojekt endet mit einer kurzen Ergebnis-Zusammenfassung. 
Das Kapitel “Abschluss“ referiert eine abschließende Bewertung des Forschungsprojek-
tes, infolge einer Gegenüberstellung der im Kapitel “Bewertung der Ergebnisse“ darge-
legten Einzel-Resultate und realisiert indessen den angestrebten Vergleich subjektiver 
und objektiver Einflussfaktoren auf die beruflichen Zukunftspläne zum Ausbildungsen-
de. Ein Verweis auf inhaltliche Beschränkungen der Abschluss-Bewertung des gestell-
ten Forschungsauftrages und ein formulierter Ausblick bilden letztendlich den Ab-
schluss des vorliegenden Forschungsprojektes. 
 
Hinweis an den Leser: Das vorliegende empirische Forschungsprojekt vernachlässigt 
aus Gründen der Übersicht und Lesbarkeit die Verwendung der weiblichen Personen-
form. So werden beispielhaft “Schülerinnen und Schüler“ vereinfacht als eine Perso-
nengruppe von “Schüler“ zusammengefasst. 
 
Empfehlung an den Leser: Auf Grund umfangreich vorhandener Materialien zur Analy-
se des gestellten Forschungsauftrages, wird auf einen schriftlichen Anhang verzichtet. 
Anstelle dessen befindet sich im Einband der Druckversion ein externes Speichermedi-
um in Form einer Compact Disc. Diese informiert in unterschiedlichen Dateien über: 
durchgeführte Berechnungen, verwendete Online-Literatur, selbst erstellte Abbildun-
gen, empirische Datengrundlage und Materialien zur Datengrundlage und Datenanalyse. 
Weitere Informationen dazu sind dem CD – Anlagenverzeichnis zu entnehmen. Es wird 
empfohlen, das beigefügte Speichermedium vor Lesebeginn zu öffnen und den entspre-
chenden Verweisen der nachstehenden Kapitel zu folgen. 
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2. Operationalisieren des Forschungsauftrages 
 
Das vorliegende Kapitel dient der Darstellung inhaltlicher Aspekte des gestellten For-
schungsauftrages. Hinsichtlich dessen erfolgt zunächst eine Beschreibung der temporä-
ren sowie territorialen Eingrenzung der Forschungsthematik. Im Anschluss daran wer-
den die im Forschungsauftrag verwendeten Begriffe “Einflussfaktoren“ und “berufliche 
Zukunftspläne“ unter Berücksichtigung der Datengrundlage sowie repräsentativer Da-
tenreportagen determiniert. Im Vergleich dazu wird das “Ausbildungsende“ unter Ver-
wendung einer vereinfachten Abbildung des deutschen Bildungssystems bestimmt. 
Grundsätzlich ist hierbei zu beachten, dass personenbezogene Besonderheiten, wie zum 
Beispiel Migration oder soziale Herkunft der Befragungsteilnehmer, im Nachstehenden 
nicht berücksichtigt werden. 
 
 
2.1 Determination: temporär und territorial 
 
Die Datengrundlage des vorliegenden empirischen Forschungsprojektes datiert das Be-
richtsjahr 2014. Dementsprechend beschränken sich die nachstehenden Ergebnisbewer-
tungen ausschließlich auf das Jahr 2014. Hierbei ist zu berücksichtigen, dass auf Grund-
lage eines Berichtsjahres keine Aussagen über Prognosen und Trendentwicklungen be-
züglich der Forschungsthematik möglich sind. Darüber hinaus sind Verallgemeinerun-
gen sowie Interpretationen der nachfolgenden Forschungsresultate außerhalb der zeitli-
chen Eingrenzung unzulässig. 
 
Analog zur temporären Determination, basiert die Territoriale gleichermaßen auf der 
Datengrundlage des Forschungsprojektes. Die statistischen Daten liefern hierbei aus-
schließlich Informationen über das Bundesland Berlin. Demzufolge beschränken sich 
die nachfolgenden Ergebnisbewertungen uneingeschränkt auf das genannte Bundesland. 
Hierbei ist zu beachten, dass auf Datenbasis eines Bundeslandes keine allgemeingülti-
gen Aussagen über die gesamte Bundesrepublik Deutschland möglich sind. Folglich 
sind Interpretationen der nachstehenden Forschungsresultate außerhalb der geographi-
schen Eingrenzung unzulässig.  
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2.2 Determination: Einflussfaktoren 
 
Die Definitionsfestlegung der “Einflussfaktoren“ hinsichtlich der vorliegenden For-
schungsthematik gestaltet sich im Vergleich zum Vorstehenden deutlich umfangreicher. 
Aus Gründen der Übersicht erfolgt zunächst eine inhaltliche Zerlegung des Begriffes 
“Einflussfaktoren“ in die folgenden Kategorien: “subjektive“ und “objektive“. Die 
nachstehenden Abschnitte beschreiben die Determination der kategorialen Indikatoren 
mit Hilfe entsprechender Variablen der Datengrundlage, beginnend mit der Kategorie 
“subjektive Einflussfaktoren“. 
 
“Subjektivität“ entspricht persönlichen Gefühlen und Interessen.2 Trotz der Wortbedeu-
tung besteht letztendlich zum Begriff “subjektive Einflussfaktoren“ keine allgemeingül-
tige Definitionsgrundlage. Darüber hinaus existieren keine repräsentativen Berichter-
stattungen, hinsichtlich der Thematik subjektiver Wahrnehmungen gegenüber “berufli-
chen Zukunftsplänen“, die hierzu als wegweisende Grundlage dienen können. Infolge-
dessen werden die “subjektiven Einflussfaktoren“ individuell auf Basis vorliegender 
Variablen in der Datengrundlage ermittelt. Hierbei ist zu beachten, dass ausschließlich 
Variablen zur Begriffsbestimmung gewählt werden, deren inhaltliche Deutung schein-
bare Auswirkungen auf “berufliche Zukunftspläne“ erzeugen. Unter Berücksichtigung 
dieser Überlegungen ergeben sich die folgenden “subjektiven Einflussfaktoren“: 
 
Variablenbezeichnung Inhaltsangabe der Variablen 
ef5-zufri_01 Zufriedenheit mit der Bildungseinrichtung 
ef6-zufri_02 Zufriedenheit mit dem Bildungsgang 
ef16-zufri_12 zu hohe Anforderungen im Bildungsgang 
ef19-lern_02 Vorbereitung auf berufliche Tätigkeit/Studium 
ef20-lern_03 Vorbereitung auf weiteres Leben/berufliche Zukunft 
Tabelle 1: subjektive Einflussfaktoren 
  
                                                          
2 Siehe Duden-Online: Wörterbuch – subjektiv. 
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“Objektivität“ entspricht im Kontrast zur “Subjektivität“ einer neutralen Sichtweise, 
insbesondere einer Unempfindlichkeit gegenüber persönlichen Empfindungen.3 Trotz 
der geschilderten Wortbedeutung besteht schlussendlich zum Begriff “objektive Ein-
flussfaktoren“ keine allgemeingültige Definitionsgrundlage. Dennoch existieren hierzu 
repräsentative Berichterstattungen, die objektive Eigenschaften von Befragungsteilneh-
mern hinsichtlich ihrer Berufsausbildung und entsprechenden Arbeitsmarktchancen 
thematisieren. Auf Grundlage der Informationen ausgewählter Datenreportagen werden 
die “objektiven Einflussfaktoren“ mit korrespondierenden Variablen der Datengrundla-
ge des Forschungsprojektes determiniert. Hierbei ist zu beachten, dass ausschließlich 
Variablen zur Begriffsbestimmung gewählt werden, deren Eigenschaften auf Grundlage 
der Resultate entsprechender Berichterstattungen, Auswirkungen auf “berufliche Zu-
kunftspläne“ aufzeigen. Nach ausführlicher Recherche hinsichtlich der Forschungsthe-
matik werden die folgenden Variablen als “objektive Einflussfaktoren“ ermittelt: 
 
Variablenbezeichnung Inhaltsangabe der Variablen 
ef1-schule Name der Bildungseinrichtung 
ef4-bildga Bezeichnung des Bildungsganges 
ef54-gesch Angaben zum Geschlecht 
ef55-alter Angaben zum Alter 
ef56-abschl_01 Angaben zum höchsten Schulabschluss 
Tabelle 2: objektive Einflussfaktoren 
 
Die aufgelisteten Variablen entsprechen adäquaten Resultaten der folgenden Informati-
onsquellen: “Bildung in Deutschland 2014“, “Berufsbildungsbericht 2014“ sowie dem 
“Datenreport zum Berufsbildungsbericht 2014“. Auf Basis empirischer Daten und sozi-
alwissenschaftlicher Analysen berichten die aufgeführten Quellen über die aktuelle La-
ge des deutschen Bildungswesens, insbesondere der beruflichen Bildung. Die folgenden 
Abschnitte beschreiben die vorgenommene Variablenauswahl auf Grundlage genannter 
Informationsquellen.  
                                                          
3 Siehe Duden-Online: Wörterbuch – objektiv. 
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In der Bundesrepublik Deutschland bestehen hinsichtlich der Berufsbildung und Ar-
beitsmarktchancen große regionale Disparitäten. So bietet der Westen im Vergleich zum 
Osten ein größeres Ausbildungsplatzangebot4 und darüber hinaus höhere Übernah-
mequoten5 von Absolventen betrieblicher Ausbildungen. Obwohl die überregionale 
Mobilität junger Menschen in den letzten Jahrzehnten beachtlich gestiegen ist, orientiert 
sich die Mehrheit der Jugendlichen am regionalen Arbeits- und Ausbildungsstellen-
markt.6 Dieser Grundlage entsprechend strebt das Forschungsprojekt einen Vergleich 
Berliner Ost- und Westbezirke an. Mit Hilfe der Variable ef1-schule der Datengrundla-
ge besteht die Möglichkeit unter Verwendung des Schulnamens, Rückschlüsse auf die 
Adresse und folglich den entsprechenden Schulbezirk zu ermitteln. 
 
Die duale Berufsausbildung genießt in Deutschland im Vergleich zur Vollschulischen 
einen hohen Stellenwert, da sie nach literarischer Meinung eine entscheidende Grundla-
ge für Innovation, wirtschaftlichen Erfolg und ökonomisches Wachstum darstellt. Dar-
über hinaus bietet eine Kombination aus betrieblicher und schulischer Ausbildung den 
Auszubildenden folgende Vorteile: Nähe zum Beschäftigungssystem, praxisnahe und 
bedarfsgerechte Entwicklung des Fachkräftenachwuchses sowie hohe Übernahmequo-
ten.7 Auf Grund dessen widmet sich der vorliegende Forschungsauftrag einem Ver-
gleich vollschulischer und dualer Berufsausbildungen. Die beabsichtigte Gegenüberstel-
lung wird unter Verwendung der Variablen ef4-bildga der Datengrundlage realisiert. 
Die genannte Variable erteilt Aufschluss über den jeweiligen Bildungsgang der Befra-
gungsteilnehmer und liefert dementsprechend Informationen über Zugehörigkeit zum 
vollschulischen oder dualen Berufsausbildungssystem. 
 
Das deutsche Bildungswesen und der Arbeitsmarkt sind geprägt von geschlechtsspezifi-
schen Disparitäten. Obwohl Frauen im Vergleich zur männlichen Bevölkerung deutlich 
günstigere Bildungsbiographien aufweisen, gestaltet sich ihre Arbeitsmarktsituation 
sichtbar schwieriger. So sind Frauen zu einem niedrigeren Anteil im Arbeitsmarkt inte-
griert und erfahren auf Grund geschlechtsspezifischer Unterschiede in den Beschäfti-
gungsmöglichkeiten und beruflichen Positionierungen, Benachteiligungen hinsichtlich   
                                                          
4 Vgl. BIBB: Datenreport zum Berufsbildungsbericht 2014, S. 19. 
5 Vgl. Autorengruppe Bildungsberichterstattung: Bildung in Deutschland 2014, S. 113. 
6 Vgl. Autorengruppe Bildungsberichterstattung: Bildung in Deutschland 2014, S. 103. 
7 Vgl. BMBF: Berufsbildungsbericht 2014, S. 4. 
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ihres Einkommens und Beschäftigungsstabilität.8 Auf Grund der geschilderten ge-
schlechtsspezifischen Disparitäten strebt das vorliegende Forschungsprojekt einen Ver-
gleich von weiblichen und männlichen Befragungsteilnehmern hinsichtlich ihrer “beruf-
lichen Zukunftspläne“ an. Hierzu wird die Variable ef54-gesch als Indikator gewählt.  
 
Das deutsche Bildungswesen unterliegt sichtbaren Schwankungen auf Grund längerer 
Schulzeiten im Sekundarbereich I, einem Trend zur Höherqualifizierung und verlänger-
ten Übergangsprozessen in der Berufsausbildung. Diese Umgestaltungen verursachen 
insbesondere einen kontinuierlichen Anstieg des Durchschnittsalters der Bildungsteil-
nehmer. So zeigen beispielsweise Dokumentationen der letzten 20 Jahre, eine Zunahme 
des durchschnittlichen Alters von Ausbildungsanfängern in der dualen Berufsausbil-
dung von 18,5 auf 20,0 Jahren.9 Infolge des zunehmenden Alters verzögert sich der Ar-
beitsmarkteintritt der Bildungsbeteiligten, was wiederrum eine Veränderung der “beruf-
lichen Zukunftspläne“ bewirkt. Unter Einsatz der Variable ef55-alter der Datengrundla-
ge des Forschungsprojektes wird dementsprechend das Durchschnittsalter der Befra-
gungsteilnehmer ermittelt und als Indikator für “berufliche Zukunftspläne“ verwendet. 
 
Der höchste allgemeine Schulabschluss einer in Deutschland lebenden Person beein-
flusst systematisch deren Beteiligung an der beruflichen Ausbildung. Das schulische 
Vorbildungsniveau bewirkt zunächst eine Selektion beim Einmündungsprozess in die 
Berufsausbildung.10 Die sogenannte “erste Schwelle“ verzeichnet hierbei große Beteili-
gungen von Absolventen der Realschule im Vergleich zu Studienberechtigten und 
Hauptschulabsolventen. Dahingegen ist die Teilnahme derer ohne Hauptschulabschluss 
verschwindend klein.11 Jugendliche, die an der ersten Schwelle große Schwierigkeiten 
aufweisen, verbleiben mehrheitlich im Übergangssystem. Der selektive Einfluss des 
Vorbildungsniveaus kennzeichnet sich an dieser Stelle durch rückläufige Beteiligungs-
zahlen mit steigender schulischer Qualifizierung.12 Auch nach erfolgreicher Überwin-
dung der “ersten Schwelle“ bestehen weiter sichtbare bildungsbedingte Diskrepanzen. 
So beeinflusst die schulische Vorbildung nicht nur den Verlauf, sondern darüber hinaus   
                                                          
8 Vgl. Autorengruppe Bildungsberichterstattung: Bildung in Deutschland 2014, S. 212 ff. 
9 Vgl. BIBB: Datenreport zum Berufsbildungsbericht 2014, S. 137 und 233. 
10 Vgl. Autorengruppe Bildungsberichterstattung: Bildung in Deutschland 2014, S. 99. 
11 Siehe BMBF: Berufsbildungsbericht 2014, S. 28. 
12 Vgl. BIBB: Datenreport zum Berufsbildungsbericht 2014, S. 149. 
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den erfolgreichen Abschluss einer Berufsausbildung. Dokumentationen zur Folge steigt 
die Vertragslösungsquote mit niedrigem Schulabschluss der Auszubildenden.13 Dahin-
gegen führt eine zunehmende Schulqualifizierung zum Anstieg der Abschlussquoten.14 
Schlussendlich treten Disparitäten auf Grund schulischer Vorbildung in allen entschei-
denden Phasen der Ausbildung auf. Vor diesem Hintergrund dient die Variable 
ef56-abschl_01 als “objektiver Einflussfaktor“ auf die “beruflichen Zukunftspläne“. 
 
 
2.3 Determination: Berufliche Zukunftspläne 
 
Analog zur Determination der “objektiven Einflussfaktoren“ erfolgt die Bestimmung 
der “beruflichen Zukunftspläne“ auf Basis der Variablen in der Datengrundlage des 
Forschungsprojektes und der im Vorfeld aufgeführten Datenreportagen. Nach intensiver 
Recherche hinsichtlich der Forschungsthematik werden die in der Tabelle 3 aufgeliste-
ten Variablen zur Definition der “beruflichen Zukunftspläne“ ausgewählt. Im Anschluss 
daran befindet sich eine detaillierte Begründung der Variablenauswahl unter Verwen-
dung entsprechender Informationen der vorliegenden Datenberichterstattungen. 
 
Variablenbezeichnung Inhaltsangabe der Variablen 
ef26-werde_01 weiterer Schulbesuch 
ef27-werde_02 weitere Ausbildung/Weiterbildung 
ef28-werde_03 ein Studium beginnen 
ef30-werde_05 
ef31-werde_06 
ef35-werde_10 
im erlernten Beruf arbeiten 
in einem anderen Beruf arbeiten 
nicht arbeiten, sondern eine Familie gründen 
ef36-werde_11 keine konkreten Zukunftspläne 
Tabelle 3: berufliche Zukunftspläne  
                                                          
13 Vgl. BIBB: Datenreport zum Berufsbildungsbericht 2014, S. 172 f. 
14 Vgl. Autorengruppe Bildungsberichterstattung: Bildung in Deutschland, S. 112. 
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Der deutsche Arbeitsmarkt reagiert sichtbar auf das schulische und berufliche Bil-
dungsniveau seiner Beteiligten. Hierbei zeigen sich deutlich ungünstigere Arbeitsmarkt-
situationen der Personen, mit einem niedrigen Bildungsstand im Vergleich zu anderen 
Gruppen. Diese äußern sich insbesondere durch Ungleichheiten im Beschäftigungs- und 
Einkommensniveau.15 Erwerbstätige berichten darüber hinaus über verbesserte Berufs-
situationen infolge vorgenommener Weiterbildungen.16 Angesichts der steigenden Ar-
beitsmarktchancen für Höherqualifizierte entwickelt sich aktuell in Deutschland ein 
Trend zum Hochschulstudium. So übersteigt im Jahr 2013 die Zahl der Studienanfänger 
zum ersten Mal die Zahl der Anfänger in dualer Ausbildung.17 Auf Grund der erhebli-
chen Arbeitsmarktvorteile infolge höherer Bildungsabschlüsse, werden die Variablen 
ef26-werde_01, ef27-werde_02 und ef28-werde_03 aus der Datengrundlage des For-
schungsprojektes als “berufliche Zukunftspläne“ verwendet. 
 
Mehr als 50 Prozent eines Altersjahrganges in der Bundesrepublik Deutschland ent-
scheidet sich für eine Ausbildung im dualen System. Insbesondere begründet sich diese 
Wahl durch hohe Übernahmequoten in ein anschließendes Beschäftigungsverhältnis. 
Für die erfolgreichen Absolventen stellt die angrenzende Beschäftigung eine solide 
Grundlage zur eigenständigen Lebensführung und gesellschaftlichen Teilhabe dar.18 
Gleichermaßen bieten sich hierbei deutliche Vorteile seitens der Ausbildungsbetriebe. 
Diese erzielen auf Basis anschließender Beschäftigungsverhältnisse, selbst ausgebildete 
Fachkräfte und zugleich die Möglichkeit einer Amortisation zuvor anfallenden Ausbil-
dungskosten.19 Entsprechend der verbesserten Situationen von Absolventen infolge an-
grenzender Beschäftigung, werden die Variablen ef30-werde_05 und ef31-werde_06 als 
mögliche “berufliche Zukunftspläne“ verwendet. Im Gegensatz dazu entscheidet sich 
eine Vielzahl der Ausbildungsabsolventen gegen ein nachfolgendes Beschäftigungsver-
hältnis. Mögliche Gründe hierfür liegen beispielsweise in einer Kinderbetreuung20 oder 
Unentschlossenheit bezüglich der eigenen Zukunft. Hinsichtlich dessen werden die Va-
riablen ef35-werde_10 und ef36-werde_11 als “berufliche Zukunftspläne“ bestimmt.  
                                                          
15 Vgl. Autorengruppe Bildungsberichterstattung: Bildung in Deutschland 2014, S. 206 f. 
16 Vgl. Autorengruppe Bildungsberichterstattung: Bildung in Deutschland 2014, S. 152 f. 
17 Vgl. BMBF: Berufsbildungsbericht 2014, S. 47. 
18 Vgl.: BMBF: Berufsbildungsbericht 2014, S. 4. 
19 Vgl. BIBB: Datenreport zum Berufsbildungsbericht 2014, S. 202 f. 
20
 Vgl. Autorengruppe Bildungsberichterstattung: Bildung in Deutschland 2014, S. 207. 
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2.4 Determination: Ausbildungsende 
 
Die Determination des Begriffes “Ausbildungsende“ erfolgt unter Verwendung einer 
schematischen Darstellung des Bildungssystems in der Bundesrepublik Deutschland. 
Aus Gründen der Übersicht werden die fünf Bereiche des deutschen Bildungssystems in 
vereinfachter und unvollständiger Form dokumentiert. Unter Ausschluss von Bildungs-
institutionen, die innerhalb des Forschungsprojektes vernachlässigt werden, wie zum 
Beispiel Förderschulen, veranschaulicht die nachstehende Abbildung den Bereich des 
zu definierenden Begriffes. Entsprechend der Forschungsthematik signalisiert das 
“Ausbildungsende“ den Zeitpunkt, an dem die Bildungsteilnehmer sich unmittelbar vor 
ihrem schulischen oder beruflichen Abschluss der Sekundarstufe II befinden. Insbeson-
dere kennzeichnet das “Ausbildungsende“ eine fiktive Grenze zwischen dem Sekundar-
bereich II und dem Übergang in den Arbeitsmarkt, die sogenannte “zweite Schwelle“. 
 
 
Abbildung 1: Bildungssystem der Bundesrepublik Deutschland21 
 
Die Abbildung 1 veranschaulicht darüber hinaus die “beruflichen Zukunftspläne“ vor 
Überschreitung der “zweiten Schwelle“. Nach einem erfolgreichen Abschluss der Se-
kundarstufe II münden die Bildungsbeteiligten nicht ausschließlich in den Arbeitsmarkt, 
sondern verbleiben, unter Berücksichtigung der im Vorfeld dargestellten Beweggründe, 
weiterhin im Sekundarbereich II oder verlagern sich in den tertiären Bereich. 
                                                          
21 Siehe Autorengruppe Bildungsberichterstattung: Bildung in Deutschland 2014, S. XII. 
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3. Datengrundlage 
 
Das Datenmaterial zur Beantwortung des Forschungsauftrages stammt aus dem Daten-
angebot der wirtschaftspädagogischen Einrichtung der Humboldt- Universität zu Berlin. 
Hierbei handelt es sich um einen Auszug der im Jahr 2014 durchgeführten Erhebung 
des Projektes “Abschlussbefragung“. Die nachstehenden Abschnitte beschreiben die 
wesentlichen Merkmale der grundlegenden statistischen Daten. 
 
Das Projekt “Abschlussbefragung“ ist eine Primärstatistik über Schüler, die sich am 
Ende eines schulischen beziehungsweise beruflichen Bildungsganges der Sekundarstu-
fe II befinden. Das genannte Projekt liefert jährlich seit 2011 statistische Informationen 
über Zufriedenheit, Kompetenzzuwachs, berufliche Zukunftspläne sowie Bewerbungs-
situationen von Schülern Berliner Bildungseinrichtungen. An dieser Stelle ist zu beach-
ten, dass die beteiligten Bildungsinstitutionen einer beruflichen Orientierung folgen. 
Darüber hinaus liegt zwischen ihnen und der wirtschaftspädagogischen Abteilung der 
Humboldt- Universität zu Berlin eine bereits bestehende Kooperation vor. Demzufolge 
handelt es sich hierbei nicht um eine zufällige, sondern bewusste Auswahl der Projekt-
beteiligten. Die “Abschlussbefragung“ wird dezentral erhoben, wobei die genannte uni-
versitäre Einrichtung die organisatorische Vorbereitung, Aufbereitung sowie Auswer-
tung der Erhebung übernimmt. Die Ausführung der Befragung obliegt im Allgemeinen 
der jeweiligen Bildungseinrichtung. Die Datenerhebung erstreckt sich über einen vor-
gegebenen Zeitraum von Juni bis Juli eines Berichtjahres und wird unter Verwendung 
eines speziell erstellten Fragebogens22 schriftlich durchgeführt. Die Teilnahme an der 
Erhebung ist freiwillig. Demzufolge besteht für die befragten Schüler keine Auskunfts-
pflicht, wodurch die ermittelten Daten zahlreiche Antwortausfälle aufweisen. Demge-
genüber erfolgt ein Ausschluss rücklaufender Fragebögen, deren Vollständigkeit weni-
ger als 50 Prozent beträgt. Die Ergebnisse der verbleibenden Fragebögen werden auf 
unzulässige Beantwortungen geprüft und im Anschluss daran manuell in elektronisches 
Datenmaterial transformiert. Nach weiteren Datenaufbereitungsschritten, wie beispiels-
weise der Verschlüsselung und Signierung der Datenerfassung, erfolgen letztendlich 
statistische Auswertungen gewünschter inhaltlicher Aspekte der Projektbeteiligten.  
                                                          
22 Siehe CD: Datengrundlage – Fragebogen. 
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Bei der vorliegenden Datengrundlage ist zu beachten, dass systematische Fehler in den 
geschilderten Phasen des Datenerhebungs- und Aufbereitungsprozesses entstehen kön-
nen. Hierbei handelt es sich um Mess- und Aufbereitungsfehler sowie Fehler durch 
Antwortausfälle. Diese Fehlerarten können beispielsweise in folgenden Vorgängen auf-
treten: Fragebogenerstellung, Interviewer-Schulungen, Datenerfassung und Verschlüs-
selung sowie Korrekturmaßnahmen am Datenmaterial. Darüber hinaus verzerren un-
vollständige Informationen bedingt durch fehlende Angaben die Erhebungsergebnisse.23 
Unter Berücksichtigung beschriebener Sichtkontrollen der Datengrundlage können sys-
tematische Fehler zwar begrenzt, jedoch nicht vollständig vermieden werden. 
 
Das Projekt “Abschlussbefragung“ bietet vielfältige Verwendungsmöglichkeiten hin-
sichtlich der Projektbeteiligten. Für die Wirtschaftspädagogen der Humboldt- Universi-
tät zu Berlin dienen die Erhebungsergebnisse als Quelle regionaler Daten und dem Inte-
resse eigener Forschungszwecke. Von besonderer Bedeutung gelten hier die vielseitigen 
Vergleichsmöglichkeiten einzelner Bildungsgänge, insbesondere der Gegenüberstellung 
vollschulischer und dualer Berufsausbildungen. Demgegenüber nutzen die beteiligten 
Bildungseinrichtungen die erhobenen Daten als Hilfsmittel zur eigenen Qualitätssiche-
rung. Denn gemäß Berliner Schulgesetz sind Bildungsinstitutionen zur regelmäßigen 
internen Evaluation verpflichtet.24 Auf Grund der deutlichen Vorteile nahmen im Jahr 
2014 acht Berliner Berufsbildungseinrichtungen an der “Abschlussbefragung“ teil. Die 
Datengrundlage des empirischen Forschungsprojektes umfasst 594 Befragungsergebnis-
se von vier projektbeteiligten Schulinstitutionen. 
 
Abschließend ist zu beachten, dass die beschriebene Datengrundlage keinen öffentli-
chen Zugang besitzt. Die Nutzung der autorisierten Daten beschränkt sich ausschließ-
lich auf das vorliegende Forschungsprojekt. Darüber hinaus unterliegen die statistischen 
Daten der genannten universitären Einrichtung keiner absoluten Anonymisierung. Aus 
diesem Grund werden in der nachstehenden Datenaufbereitung Vorkehrungen getroffen, 
die mögliche Rückschlussbildungen auf die befragten Schüler und projektbeteiligten 
Bildungseinrichtungen verhindern.  
                                                          
23 Vgl. Statistische Ämter des Bundes und der Länder: Qualitätsstandards der amtlichen Statistik, S. 86 ff. 
24 Siehe § 9 Schulgesetz für Berlin. 
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4. Datenaufbereitung 
 
Die autorisierten Daten von der wirtschaftspädagogischen Abteilung der Humboldt- 
Universität zu Berlin liegen als SPSS-Datei vor. Dieser elektronische Datensatz25 be-
steht aus einer tabellarischen Übersicht, die 57 Spalten und 594 Zeilen umfasst. Sowohl 
im Tabellenkopf als auch in den einzelnen Zellen sind die Variablen und deren Ausprä-
gungen kodiert. Auf Basis der Variablen- und Wertelabels, die bereits unter dem Reiter 
“Variablenansicht“ in der SPSS-Datei angelegt sind, können die jeweiligen Verschlüs-
selungen identifiziert werden. Obwohl die vorliegende SPSS-Datei ausführliche Infor-
mationen hinsichtlich der Variablen und deren Ausprägungen liefert, erschweren die 
zahlreichen Kodierungen die erste Datensichtung. Demzufolge wird ein Schlüsselver-
zeichnis26 erstellt, das unter Berücksichtigung des vorliegenden Fragebogens in tabella-
rischer Form über folgende Dateneigenschaften instruiert: Nummerierung und Bezeich-
nung der 57 Variablen sowie Kennzeichnung der Variablenausprägungen und deren 
Verschlüsselungen. Im Anschluss daran erfolgt unter Verwendung des genannten Ver-
zeichnisses eine erneute Sichtung der Daten, wobei Folgendes deutlich wird: Der Da-
tensatz beinhaltet diverse nicht plausible Ausprägungen sowie Variablen, die zur Be-
antwortung des empirischen Forschungsauftrages ungeeignet erscheinen. Aus diesem 
Grund widmet sich das vorliegende Kapitel der Plausibilitätsprüfung und Anpassung 
des Datensatzes an die beschriebenen Determinationen des Forschungsauftrages. Im 
Nachstehenden werden die erforderlichen Schritte der Datenaufbereitung beginnend mit 
der Überprüfung nicht plausibler Variablenausprägungen ausführlich erläutert. 
 
Zur Überprüfung der Plausibilität der Variablenausprägungen werden mit Hilfe des Da-
tenverarbeitungsprogrammes SPSS die Häufigkeiten aller Variablen des Datensatzes in 
Tabellen dargestellt. Daran anschließend erfolgt ein Vergleich der im Schlüsselver-
zeichnis aufgeführten Ausprägungen der jeweiligen Variablen, mit denen der erstellten 
Häufigkeitstabellen. Hierbei zeigen sich Unstimmigkeiten, die auf Grund nicht plausib-
ler sowie fehlender Variablenausprägungen Beachtung finden.27 Der verantwortliche 
Projektbetreuer der genannten universitären Einrichtung identifiziert diese Unstimmig-
                                                          
25 Siehe CD: Datensatz – Datensatz_original. 
26 Siehe CD: Datengrundlage – Schlüsselverzeichnis. 
27
 Siehe CD: weitere Berechnungen – Plausibilitätsprüfungen. 
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keiten als fehlerhafte Dateneingabe bei der Erstellung der SPSS-Datei. Nach Rückspra-
che werden die unplausiblen Ausprägungen entsprechend individueller Anweisungen 
des wirtschaftspädagogischen Mitarbeiters und die fehlenden Werte unter Verwendung 
der Bezeichnung 999 = “keine Angabe“ korrigiert.28 An dieser Stelle ist zu beachten, 
dass unter Berücksichtigung der in Kapitel 3 beschriebenen systematischen Fehler, die 
vorgenommenen Korrekturen kein Indiz für einen fehlerfreien Datensatz darstellen. 
 
Der nächste Schritt der Datenaufbereitung beinhaltet eine Variablenreduzierung unter 
Verwendung des Schlüsselverzeichnisses sowie der in Kapitel 2 beschriebenen Deter-
minationen. An dieser Stelle werden sämtliche Variablen des vorliegenden Datensatzes 
isoliert voneinander auf ihren inhaltlichen Bezug zur Forschungsthematik überprüft. 
Auf Grundlage dessen erfolgt eine Eliminierung derjenigen Variablen, die zur Beant-
wortung des gestellten Forschungsauftrages irrelevant erscheinen. Gemäß der in Kapitel 
2 aufgezeigten Variablenauswahl reduziert sich die vorliegende Datenmenge von 57 auf 
17 zu untersuchende Variablen, die sich wie folgt aufgliedern: “subjektive Einflussfak-
toren“ = ef5-zufri_01, ef6-zufri_02, ef16-zufri_12, ef19-lern_02, ef20-lern_03 und “ob-
jektive Einflussfaktoren“ = ef1-schule, ef4-bilga, ef54-gesch, ef55-alter, ef56-abschl_01 
sowie “berufliche Zukunftspläne“ = ef26-werde_01, ef27-werde_02, ef28-werde_03, 
ef30-werde_05, ef31-werde_06, ef35-werde_10, ef36-werde_11. 
 
Der letzte Schritt der Datenaufbereitung umfasst die jeweilige Anpassung der Ausprä-
gungen verbleibender Variablen an die in Kapitel 2 geschilderten inhaltlichen Festle-
gungen des Forschungsauftrages. Die nachfolgenden Abschnitte beschreiben die vorge-
nommenen Modifikationen der einzelnen Ausprägungen, beginnend mit den Variablen 
der “beruflichen Zukunftspläne“. Die Variablen ef26-werde_01, ef27-werde_02, 
ef28-werde_03, ef30-werde_05, ef31-werde_06, ef35-werde_10 und ef36-werde_11 
bestehen aus den nachfolgenden Variablenausprägungen: 1 = “trifft überhaupt nicht zu“, 
2 = “trifft eher nicht zu“, 3 = “trifft eher zu“, 4 = “trifft voll und ganz zu“ sowie 
999 = “keine Angabe“, wobei die Befragten zwischen den Antwortmöglichkeiten 
1 bis 4 wählen können. Hierbei handelt es sich um eine 4-stufige Likert-Skala, die eine 
eindeutige Zustimmung oder Ablehnung des jeweiligen “beruflichen Zukunftsplanes“   
                                                          
28 Siehe CD: Datensatz – Datensatz_geprüft. 
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innerhalb zweier Stufen beschreibt. Da zur Beantwortung des Forschungsauftrages der 
Grad der Zustimmung oder Ablehnung irrelevant erscheint, erfolgt an dieser Stelle eine 
Zusammenlegung der Ausprägungen 1 und 2 zu 0 = “trifft nicht zu“ sowie 3 und 4 zu 
1 = “trifft zu“. Aus Gründen der Übersicht werden im Nachstehenden die Bezeichnun-
gen der ursprünglichen Variablen beibehalten. Jedoch entfällt hierbei die Bezeichnung 
“ef-Nr“, da der reduzierte Datensatz im Vergleich zum Originalen einer anderen Num-
merierung folgt. 
 
In Analogie zum Vorstehenden umfassen die Variablen der “subjektiven Einflussfakto-
ren“ = ef5-zufri_01, ef6-zufri_02, ef16-zufri_12, ef19-lern_02 und ef20-lern_03 die 
folgenden Variablenausprägungen: 1 = “trifft überhaupt nicht zu“, 2 = “trifft eher nicht 
zu“, 3 = “trifft eher zu“, 4 = “trifft voll und ganz zu“ sowie 999 = “keine Angabe“, wo-
bei die Befragten in gleicher Weise zwischen den Antwortmöglichkeiten 1 bis 4 wählen 
können. Entsprechend der Variablenmodifikationen der “beruflichen Zukunftspläne“ 
werden an dieser Stelle die folgenden Umkodierungen vorgenommen: 1 und 2 zu 
0 = “trifft nicht zu“ sowie 3 und 4 zu 1 = “trifft zu“. Hierbei verbleiben ebenfalls unter 
Vernachlässigung der Bezeichnung “ef-Nr.“ die ursprünglichen Kennzeichnungen der 
vorliegenden Variablen.  
 
Im Vergleich dazu ist der Einfluss der in Kapitel 2 geschilderten Determinationen des 
empirischen Forschungsprojektes auf die “objektiven Einflussfaktoren“ wesentlich um-
fangreicher. In Bezug auf die regionalen Disparitäten hinsichtlich der Forschungsthema-
tik werden die Ausprägungen der Variablen ef1-schule, unter Verwendung des Namens 
sowie der daraus resultierenden Rückschlüsse auf die Adressen der jeweiligen Bil-
dungseinrichtung, folgendermaßen verändert: 1 = “Schule 1“ und 3 = “Schule 3“ trans-
formiert zu 0 = “Ost“ sowie 2 = “Schule 2“ und 4 = “Schule 4“ umkodiert zu 
1 = “West“. Hierbei ist zu beachten, dass die namentliche Nennung der vier Bildungs-
einrichtungen der Geheimhaltung unterliegt und allein aus Gründen der Unterscheid-
barkeit die beteiligten Bildungsinstitutionen mit dem Ausdruck “Schule-Nr.“ bezeichnet 
werden. Entsprechend der beschriebenen Modifizierung wird die Variable ef1-schule im 
Folgenden als “Schulbezirk“ tituliert.  
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Für die Variable ef4-bildga gelten vergleichbare Anonymisierungsvorschriften, da mit 
der Angabe eines Bildungsganges die Möglichkeit der Rückschlussbildung auf die je-
weilige Bildungseinrichtung besteht. Demgemäß wird an dieser Stelle auf eine Auflis-
tung der Ausprägungen der Variable ef4-bildga verzichtet und die vorgenommene 
Transformation unmittelbar beschrieben. Hierbei handelt es sich um eine Vereinigung 
aller vollschulischen Bildungsgänge zu 0 = “vollschulisch“ sowie der Dualen zu 
1 = “dual“. Mit Hilfe dieser Umkodierung ist der in Kapitel 2 angestrebte Vergleich 
zwischen vollschulischen und dualen Bildungsgängen nun möglich. Die modifizierte 
Variable ef4-bildga wird im Nachstehenden vereinfacht als “Bildungsgang“ bezeichnet.  
 
Im Verhältnis dazu zeigen die Ausprägungen der Variablen ef54-gesch bereits ideale 
Kodierungen zur Beantwortung des empirischen Forschungsauftrages. Infolgedessen 
verbleiben die bestehenden Ausprägungen: 1 = “weiblich“ sowie 2 = “männlich“ und 
999 = “keine Angabe“. Dennoch wird aus Gründen der Übersicht die Variable 
ef54-gesch umbenannt zu “Geschlecht“.  
 
Dahingegen enthält die Variable ef55-alter keine eindeutigen Kodierungen. Im Schlüs-
selverzeichnis werden die Variablenausprägungen dazu folgendermaßen bezeichnet: 
0 bis 99 = “Alter in Jahren“ und 999 = “keine Angabe“. Mit Hilfe der Berechnung des 
Durchschnittsalters der Befragungsteilnehmer werden die aufgeführten Ausprägungen 
in zwei annähernd gleich große Gruppen zusammengefasst. Hierbei ist zu beachten, 
dass von 594 Befragten exakt 563 Personen Angaben bezüglich ihres Alters dargelegt 
haben. Demzufolge ermittelt sich das Durchschnittsalter nach der Berechnungsmethode 
des Medians ungerader Beobachtungsanzahlen. Die Formel dazu lautet: 
 
 x̅Median = a[N+12 ]
 ( 1 ) 
 
Wobei a einem Einzelbeobachtungswert und N der Anzahl aller Beobachtungen ent-
spricht.29 Unter Verwendung der genannten Formel30 erfolgt die nachstehende Umko-
dierung der vorliegenden Ausprägungen: 0 = “kleiner/gleich 22“ sowie 1 = “größer 22“.   
                                                          
29 Vgl. Bleymüller/Gehlert/Gülicher: Statistik für Wirtschaftswissenschaftler, S. 15. 
30
 Siehe CD: weitere Berechnungen – Median. 
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Im Gegensatz dazu besteht die Variable ef56-abschl_01 aus den folgenden Ausprägun-
gen: 1 = “kein Abschluss“, 2 = “Berufsbildungsreife, Hauptschulabschluss“, 3 = Mittle-
rer Schulabschluss, Realschulabschluss“, 4 = “Fachhochschulreife“, 5 = “Abitur, fach-
gebundene Hochschulreife“, 6 = “Sonstige“ und 999 = “keine Angabe“. Hierbei erfolgt 
eine Vereinigung der Ausprägungen 4 und 5 zu einer gemeinsamen Variablenausprä-
gung 4 = “Abitur“, die aus Gründen der Vollständigkeit im Nachstehenden den folgen-
den Vermerk erhält: inklusive Fachhochschulreife, allgemeine/fachgebundene Hoch-
schulreife. Die vorgenommene Zusammenlegung begründet sich darin, dass die genann-
ten Abschlussarten in ähnlicher Weise die Berechtigung zur Aufnahme eines Studiums 
beinhalten. Auf eine Unterscheidung der Zulassungsbeschränkungen eines Fachhoch- 
und Hochschulstudiums wird an dieser Stelle verzichtet, da dieser Aspekt irrelevant zur 
Beantwortung des gestellten Forschungsauftrages erscheint. Unter Berücksichtigung der 
Namensänderung der vorgenommenen Modifizierung werden die Ausprägungen 
2 und 3 im Nachstehenden wie folgt tituliert: 2 = “Hauptschulabschluss“ mit der Ergän-
zung: inklusive Berufsbildungsreife und 3 = “MSA“ mit dem Zusatz: inklusive Real-
schulabschluss. Des Weiteren wird auf Grund einer erwünschten, fortlaufenden Kodie-
rungsnummerierung die folgende Transformierung umgesetzt: von 6 = “Sonstige“ zu 
5 = “Sonstige“. Darüber hinaus wird die Variable ef56-abschl_01 im Folgenden “höchs-
ter Schulabschluss“ genannt.  
 
Abschließend ist zu beachten, dass die nachstehenden Berechnungen der in Kapitel 6 
aufgeführten Ergebnisse unter Ausschluss der fehlenden Werte, sogenannter Missing 
Values, vorgenommen werden. Hierbei handelt es sich um unvollständige Angaben, 
deren Ursachen unklar erscheinen, da nicht nachvollziehbar ist, ob eine Person nicht auf 
eine Frage antworten kann oder möchte oder andere systematische Fehler vorliegen.31 
Darüber hinaus werden die Ausprägungen 1 = “kein Abschluss“ sowie 5 = “Sonstige“ 
der Variablen “höchster Schulabschluss“ aus den nachfolgenden Betrachtungen ausge-
schlossen, da diese keine Beobachtungwerte aufzeigen. Schlussendlich entsteht durch 
Umsetzung der geschilderten Datenaufbereitung ein veränderter Datensatz, der die 
Grundlage der anschließenden Kapitel 5 und 6 darstellt.32 
                                                          
31 Vgl. Backhaus/Erichson/Plinke/Weiber: Multivariate Analysemethoden, S. 281. 
32 Siehe CD: Datensatz – Datensatz_bearbeitet. 
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5. Angewandte Methodik 
 
Zur Beantwortung des empirischen Forschungsauftrages werden die aufbereiteten Da-
ten, unter Verwendung des elektronischen Datenverarbeitungsprogrammes SPSS, einer 
binär-logistischen Regression unterzogen. Dieses Analyseverfahren findet grundsätzlich 
Verwendung zur Erklärung von Gruppenunterschieden beziehungsweise Prognostizie-
rung von Gruppenzugehörigkeiten. Hierbei verfolgt die genannte Methodik das Ziel, 
Variablen zu identifizieren, die diese Gruppenunterschiede beziehungsweise Gruppen-
zugehörigkeiten produzieren und darüber hinaus Aufschluss über die Stärke sowie 
Richtung des Einflusses dieser Variablen zu erteilen.33 Die nachstehenden Betrachtun-
gen dienen dem Zweck, die erforderlichen Modellvoraussetzungen zu beschreiben, das 
Modell der binär-logistischen Regression zu begründen und die entsprechenden Prüfun-
gen der Modellgüte in verständlicher Form darzustellen. Hierbei ist zu beachten, dass 
entsprechende Kenntnisse zur multiplen linearen Regressionsanalyse zum weiteren Ver-
ständnis vorausgesetzt werden. 
 
 
5.1 Modellvoraussetzungen 
 
Eine binär-logistische Regressionsanalyse setzt nominalskalierte, insbesondere dicho-
tome Merkmalsausprägungen34 der abhängigen Variablen Y voraus. Dementsprechend 
bestehen die sogenannten Regressanden35 aus zwei sich gegenseitig ausschließenden 
beziehungsweise komplementären Ausprägungen36, die der folgenden Kodierung ent-
sprechen: Das Eintreten des zu beurteilenden Ereignisses Y erhält die Bezeichnung 
Y=1, wobei das Nichteintreten mit Y=0 klassifiziert wird. Im Gegensatz dazu unterlie-
gen die unabhängigen Variablen X, im Folgenden auch Regressoren genannt, keiner 
Skalierungsvorschrift und können somit jedes beliebige Skalenniveau annehmen.37  
                                                          
33 Vgl. Fromm: Binäre logistische Regressionsanalyse, S. 5. 
34 Siehe Bortz: Statistik für Sozialwissenschaftler, S. 746 und S. 751. 
35 Siehe Bleymüller/Gehlert/Gülicher: Statistik für Wirtschaftswissenschaftler, S. 139. 
36 Vgl. Bühner/Ziegler: Statistik für Psychologen und Sozialwissenschaftler, S. 112 f. 
37 Vgl. Diaz-Bone/Künemund: Einführung in die binäre logistische Regression, S. 2. 
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Darüber hinaus setzt die binär-logistische Regressionsanalyse einen minimalen Stich-
probenumfang von 50 Beobachtungen voraus. Jedoch werden nach literarischer Mei-
nung erst mit einer Stichprobengröße von 100 Beobachtungen aussagekräftige Regres-
sionsergebnisse erzielt. Weiter ist zu beachten, dass der Stichprobenumfang in Verbin-
dung mit der Anzahl unabhängiger Variablen steht. Dementsprechend führt eine Erhö-
hung der Regressoren zur Vergrößerung des Stichprobenumfanges.38 
 
Eine weitere Modellvoraussetzung besteht darin, Multikollinearität39 zwischen den Re-
gressoren auszuschließen, da andernfalls die Gefahr verzerrter Schätzungen und erhöh-
ter Standardfehler besteht.40 Aus diesem Grund besteht die Notwendigkeit einer Prüfung 
auf Multikollineartität. Hierzu wird unter Verwendung von n-1 Regressoren, wobei n 
die maximale Anzahl unabhängiger Variablen darstellt, eine dem Skalenniveau entspre-
chende Regression durchgeführt, wobei die n-te unabhängige Variable als Regressand 
fungiert. Mit Hilfe der Pseudo-R2 Statistiken, insbesondere von McFadden, wird unter 
Berücksichtigung der nachstehenden Formel der Einfluss der als Regressanden definier-
ten unabhängigen Variablen auf die verbleibenden Regressoren überprüft.  
 
 McFadden`s R2 = 1 − (
−2ln(Lv)
−2ln(L0)
) ( 2 ) 
 
Wobei L0 beziehungsweise Lv des Quotienten den Likelihood-Wert des Null-Modells 
beziehungsweise des vollständigen Modells darstellt. Die verschiedenen Modelle wer-
den im Nachstehenden vereinfacht als M0 und Mv bezeichnet. Schlussendlich wird das 
beschriebene Prüfverfahren nach n-maliger Wiederholung folgendermaßen beurteilt: 
Die unabhängigen Variablen, deren Ergebnisse einen Wert zwischen 0,2 und 0,4 auf-
weisen, werden aus den nachfolgenden Betrachtungen ausgeschlossen, da sie auf einen 
starken multikollinearen Zusammenhang hindeuten.41 Demensprechend erfolgt die 
Durchführung und Bewertung der binär-logistischen Regression unter vollständigen 
Ausschluss dieser unabhängigen Variablen.  
                                                          
38 Vgl. Fromm: Binäre-logistische Regressionsanalyse, S. 6. 
39 Siehe Bortz: Statistik für Sozialwissenschaftler, S. 751. 
40 Vgl. Fromm: Binäre-logistische Regressionsanalyse, S. 6. 
41 Vgl. Diaz-Bone/Künemund: Einführung in die binäre logistische Regression, S. 12 f. 
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5.2 Modellbegründung 
 
Im Vergleich zur multiplen linearen Regression wird im binär-logistischen Modell 
ebenfalls eine Gleichung gesucht, die den Zusammenhang zwischen einer abhängigen 
und mehrerer unabhängigen Variablen darstellt. Die gesuchte Gleichung unterliegt im 
binär-logistischen Fall den folgenden Bedingungen: Korrespondierte Darstellung von 
der Regressoren-Veränderung und zugleich Prognostizierung einer der beiden Gruppen-
zugehörigkeiten des Regressanden. Die Umsetzung dieser Bedingungen erfolgt durch 
eine sogenannte Link-Funktion, die zwischen einer linearen Funktionsgleichung und der 
Schätzwerte der dichotomen abhängigen Variablen geschaltet wird. Unter Verwendung 
dieser Funktion nimmt die Regressionsgerade einen nicht linearen Verlauf an.42 Um 
eine derartige Gleichung zu erstellen sind mehrere Bearbeitungsschritte notwendig, die 
im Nachstehenden näher beschrieben werden. 
 
Der erste Schritt beinhaltet folgende Voraussetzung: Die nachfolgenden Betrachtungen 
beschränken sich vollständig auf die Wahrscheinlichkeit der Zugehörigkeit zur Gruppe 
Y=1 der unabhängigen Variablen. Definitionsbedingt nimmt P(Y=1) Werte im ge-
schlossenen Intervall [0; 1] an. Im zweiten Schritt wird die Wahrscheinlichkeit P(Y=1) 
ins Verhältnis zur Gegenwahrscheinlichkeit 1 − P(Y = 1) gesetzt. Die Gleichung ( 3 ) 
algebraisiert das beschriebene Chancenverhältnis. Die Werte der sogenannten Odds 
Ratio variieren im halboffenen Intervall  [0; +∞[  und werden wie folgt berechnet:43 
 
 Odds Ratio =
P(Y = 1)
1 − P(Y = 1)
=
P(Y = 1)
P(Y = 0)
 ( 3 ) 
 
Der dritte Schritt umfasst die Anwendung des Logarithmus naturalis auf die Odds Ratio. 
Das Ergebnis der Logarithmierung wird in Gleichung ( 4 ) dargestellt und im Folgenden 
als Logit bezeichnet. Das logarithmierte Chancenverhältnis nimmt demzufolge Werte 
im offenen Intervall  ]−∞; +∞[  an.44 
  
                                                          
42 Vgl. Fromm: Binäre logistische Regressionsanalyse, S. 6. 
43 Vgl. Diaz-Bone/Künemund: Einführung in die binäre logistische Regression, S. 4 f. 
44 Vgl. Fromm: Binäre logistische Regressionsanalyse, S. 7. 
5. Angewandte Methodik  21 
 
 
 
 Logit = ln (
P(Y = 1)
P(Y = 0)
) = ln (
P(Y = 1)
(1 − P(Y = 0))
) ( 4 ) 
 
Im nächsten Schritt wird der Logit mit der Gleichung der multiplen linearen Regression 
gleichgesetzt und somit die vorab beschriebene Verbindung zwischen einer linearen 
Funktionsgleichung und der Schätzwerte der dichotomen abhängigen Variablen ermög-
licht. Die Gleichung ( 5 ) verdeutlicht die beschriebene Link-Funktion. 
 
 ln (
P(Y = 1)
(1 − P(Y = 0))
) = b0 + ∑ bjxij
J
j=1
 ( 5 ) 
 
Wobei b0 beziehungsweise bk die Konstante beziehungsweise den j-en Koeffizienten 
des multiplen linearen Regressionsmodells darstellt. Weiter beschreibt J die Anzahl der 
Regressionskoeffizienten und xij den j-en Regressor des i-ten Merkmalträgers. Im letz-
ten Schritt wird die beschriebene Link-Funktion unter Verwendung mehrerer Äquiva-
lenzumformungen nach P(Y=1) umgeformt. Die daraus resultierende Gleichung wird in 
( 6 ) dargestellt und folglich als Modell der binär-logistischen Regression verwendet.45 
 
 P(Y = 1) =
1
1 + e−z
         mit    z = b0 + ∑ bjxij
J
j=1
 ( 6 ) 
 
Auf Grund der geschilderten Modellbegründung nimmt die logistische Funktionskurve 
einen punktsymmetrischen, s-förmigen Verlauf an, wobei die Symmetrie-Achse durch 
den Wendepunkt P(Y=1) = 0,5 bestimmt wird.46 Der nicht lineare Kurvenverlauf kenn-
zeichnet Folgendes: Veränderungen der X-Werte an unterschiedlichen Stellen der Funk-
tion verursachen ungleiche Werte für P(Y=1). Darüber hinaus ergeben sich im Bereich 
sehr kleiner beziehungsweise sehr großer X-Werte nur geringe Veränderungen von 
P(Y=1). Im Gegensatz dazu befinden sich nahe dem Wendepunkt starke Modifizierun-
gen von P(Y=1).47 Die Abbildung 2 veranschaulicht den beschriebenen Sachverhalt.  
                                                          
45 Vgl. Fromm: Binäre logistische Regressionsanalyse, S 6 f. 
46 Vgl. Diaz-Bone/Künemund: Einführung in die binäre logistische Regression, S. 7. 
47 Vgl. Fromm: Binäre logistische Regressionsanalyse, S. 7. 
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Abbildung 2: Verlauf der logistischen Funktion48 
 
Die beschriebene Nicht-Linearität wirkt sich im Besonderen auf die Interpretation der 
Regressionskoeffizienten bj aus. Im Vergleich zur linearen Regression stellen sie kein 
Maß zur globalen Einflussstärke dar, sondern deuten lediglich auf die Richtung des Ein-
flusses der Regressoren hin. Insbesondere führen negative Regressionskoeffizienten mit 
steigenden X-Werten zu einer Verringerung der Wahrscheinlichkeit P(Y=1), wohinge-
gen positive bj bei gleicher Entwicklung von X das Gegenteil bewirken.
49 Jedoch be-
steht die Möglichkeit die Höhe der Einflussstärke von Regressoren auf die Wahrschein-
lichkeit P(Y=1) über die Odds Ratio zu bestimmen. Die Odds Ratio, im Folgenden auch 
Effektkoeffizient ebj genannt, beschreibt die Veränderung des Chancenverhältnisses 
zugunsten des Ereignisses Y=1 gegenüber der Erhöhung des Regressors um eine Ein-
heit.50 An dieser Stelle ist Folgendes zu beachten: Die binär-logistische Regression ist 
ein multivariates Analyseverfahren. Demensprechend erfolgt eine Interpretation der 
Effektkoeffizienten ausschließlich unter der Prämisse, dass die restlichen X-Werte der 
Regressionsgleichungen unverändert bleiben.51 
  
                                                          
48 Siehe CD: Abbildungen – Abbildung 2. 
49 Vgl. Backhaus/Erichson/Plinke/Weiber: Multivariate Analysemethoden, S. 263 f. 
50 Vgl. Backhaus/Erichson/Plinke/Weiber: Multivariate Analysemethoden, S. 264 ff. 
51 Vgl. Fromm: Binäre logistische Regressionsanalyse, S. 8. 
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5.3 Modellgüte-Prüfung 
 
Bei der Prüfung der Modellgüte einer binär-logistischen Regression gilt es den Einfluss 
der Regressoren auf die vorliegende Gruppentrennung des Regressanden zu beurteilen. 
Hierzu bieten sich eine Vielzahl verschiedener Methoden an. Im Nachstehenden werden 
jedoch ausschließlich diejenigen Tests beschrieben, deren Ergebnisse nach literarischer 
Meinung aussagekräftige Resultate zur Prüfung der Modellgüte liefern. Ausführliche 
Informationen zu weiteren Prüfverfahren sind der angegebenen Literatur zu entnehmen. 
Weiter ist zu beachten, dass entsprechende Kenntnisse zur allgemeinen Test-Theorie 
sowie der χ2-Methodiken vorausgesetzt werden.  
 
 
5.3.1 Hosmer-Lemeshow-Test 
 
Der Hosmer-Lemeshow-Test führt einen Signifikanztest durch, der folgende Null-
Hypothese prüft: Die Subtraktion vorhergesagter und beobachteter Werte ist gleich 
Null. Hierzu werden die Beobachtungsfälle mittels ihrer geschätzten Wahrscheinlich-
keiten P(Y=1) in L gleich stark besetzte Gruppen zerlegt. Im Anschluss daran prüft das 
Verfahren unter Verwendung der nachstehenden Formel den Zusammenhang zwischen 
beobachteten und erwarteten Häufigkeiten für das Ereignis Y=1 in den L Gruppen:52 
 
 χHL
2 = ∑
(yl̃ − hlпl̅)
2
hlпl̅ (1 − пl̅)
L
l=1
 ( 7 ) 
 
Wobei hl beziehungsweise yl̃ die Anzahl aller Beobachtungen der l-en Gruppe bezie-
hungsweise Anzahl der Beobachtungen des Ereignisses Y=1 der l-en Gruppe darstellt. 
Darüber hinaus beschreibt hlпl̅ die Anzahl der erwarteten Beobachtungen des Ereignis-
ses Y=1 der l-en Gruppe. An dieser Stelle ist zu beachten, dass die beschriebene Prüf-
größe einer χ2-Verteilung folgt und dementsprechend ein tabellierter χ2-Wert als Refe-
renzgröße, zur Beurteilung der Modellgültigkeit benötigt wird.53  
                                                          
52 Vgl. Backhaus/Erichson/Plinke/Weiber: Multivariate Analysemethoden, S. 274 f. 
53 Vgl. Baltes-Götz: Logistische Regressionsanalyse mit SPSS, S. 24 ff. 
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5.3.2 Likelihood-Ratio-Test  
 
Der Likelihood-Ratio-Test, in der SPSS-Ausgabe auch Omnibus-Test genannt,54 ver-
gleicht die Devianz des M0 mit der des Mv. Hierbei handelt es sich um einen Signifi-
kanztest, der den Einfluss aller Regressionskoeffizienten bj der unabhängigen Variablen 
in der Gesamtheit auf die vorliegende Gruppentrennung der abhängigen Variablen prüft. 
Als Vergleichswert dient dazu die Regressionsgleichung, die ausschließlich aus der 
Konstanten b0 besteht. Demgemäß werden die folgenden Hypothesen untersucht:
55 
 
H0: alle bj = 0 
H1: alle bj ≠ 0 
 
Die Formel des Likelihood-Ratio-Tests lautet: 
 
 G = (−2Ln(L0)) − (−2Ln(Lv)) ( 8 ) 
 
Wobei L0 des Minuenden beziehungsweise Lv des Subtrahenden dem Likelihood-Wert 
des M0 beziehungsweise des Mv entspricht. Hierbei ist zu beachten, dass die Prüfgrö-
ße G asymptotisch χ2-verteilt ist. Dementsprechend wird auch hier zur Überprüfung der 
Null-Hypothese ein entsprechender Referenzwert benötigt.56 
 
 
5.3.3 Wald-Statistik 
 
Die Wald-Statistik führt einen Signifikanztest durch, der den Einfluss der Regressions-
koeffizienten bj aller Regressoren isoliert voneinander auf die vorliegende Gruppentren-
nung der abhängigen Variablen überprüft. Unter Berücksichtigung eines vorab festge-
legten -Fehler-Niveaus werden unter Verwendung des Wald-Tests die nachfolgenden 
Hypothesen untersucht.  
                                                          
54 Siehe Bühl: SPSS 16, S. 379. 
55 Vgl. Backhaus/Erichson/Plinke/Weiber: Multivariate Analysemethoden, S. 268 f. 
56 Vgl. Mayerl/Urban: Binär-logistische Regressionsanalyse, S. 22 f. 
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H0: bestimmtes bj = 0 
H1: bestimmtes bj ≠ 0 
 
Die Formel der Wald-Statistik lautet: 
 
 W = (
bj
sbj
)
2
 ( 9 ) 
 
Wobei bj beziehungsweise sbj des Quotienten den j-en Regressionskoeffizienten bezie-
hungsweise den Standardfehler des j-en Regressionskoeffizienten darstellen. Des Weite-
ren ist zu beachten, dass die Prüfgröße W asymptotisch χ2-verteilt ist. Der Referenzwert 
zur Überprüfung der Null-Hypothese wird einer χ2-Verteilungstabelle entnommen.57 
 
 
5.3.4 Pseudo-R2 Statistiken 
 
Die sogenannten Pseudo-R2 Statistiken geben die relative Anpassungsstärke der binär-
logistischen Regressionsschätzwerte im Verhältnis zu den beobachteten Stichproben-
werten wieder. Hierbei werden die Log-Likelihood-Werte des M0 mit denen des Mv 
verglichen. Unter den verschiedenen Pseudo-R2 Statistiken wurde hier das Nagelkerke-
R2 als Prüfverfahren verwendet. Die Formel der genannten Statistik lautet:58 
 
 
 Nagelkerke − R2 =
Cox & Snell − R2
Rmax2
=
1 − [
L0
Lv
]
2
K
1 − (L0)
2
K
 ( 10 ) 
 
Wobei L0 beziehungsweise Lv des Quotienten den Likelihood-Wert des M0 bezie-
hungsweise des Mv darstellt. Weiter kennzeichnet K den Stichprobenumfang. Die Er-
gebnisse der Pseudo-R2-Statistiken sind wie folgt zu deuten: Der Schätzerfolg des M0 
wird durch den Schätzerfolg des Mv um den berechneten Prozentsatz verbessert.
59  
                                                          
57 Vgl. Backhaus/Erichson/Plinke/Weiber: Multivariate Analysemethoden, S. 280. 
58 Vgl. Backhaus/Erichson/Plinke/Weiber: Multivariate Analysemethoden, S. 269 ff. 
59 Vgl. Mayerl/Urban: Binär-logistische Regressionsanalyse, S. 23 f. 
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5.3.5 Klassifizierungen 
 
Das Prüfverfahren der Klassifizierung prognostizierter Wahrscheinlichkeiten ermittelt 
die empirisch beobachteten Häufigkeiten der Ereignisse Y=1 sowie Y=0 der abhängigen 
Variablen. Diese Werte werden mit den in der Regressionsgleichung erzeugten Wahr-
scheinlichkeiten verglichen. Der standardmäßig verwendete Trennwert zur Gruppenzu-
ordnung der beobachteten Häufigkeiten umfasst eine Wahrscheinlichkeit von P(Y) = 0,5 
und findet wie folgt Verwendung:60 
 
 Yk = {
Gruppe  Y = 1   falls   Pk(Y = 1) > 0,5
Gruppe  Y = 0   falls   Pk(Y = 1) < 0,5
  
 
Wobei Yk beziehungsweise Pk(Y=1) den k-en Beobachtungsfall beziehungsweise die 
k-e Wahrscheinlichkeit der Ausprägung Y=1 der abhängigen Variablen beschreibt. Die 
Häufigkeiten der in beiden Gruppen korrekt und falsch klassifizierten Fälle werden für 
das M0 und Mv in zwei separaten Klassifikationstabellen dargestellt. Die Klassifikati-
onsfähigkeit der beiden genannten Modelle wird durch den Vergleich ihrer Trefferquo-
ten beurteilt.61 
 
Abschließend ist zu beachten, dass die dargestellten Hypothesen-Tests uneingeschränkt 
unter Berücksichtigung eines konventionell festgelegten -Fehler-Niveaus durchgeführt 
werden. Das sogenannte Signifikanzniveau gibt an, mit welcher Wahrscheinlichkeit die 
Null-Hypothese irrtümlicherweise verworfen wird. Um statistisch abgesicherte Ergeb-
nisse zu erzielen ist es erforderlich, diese Irrtumswahrscheinlichkeit möglichst klein zu 
halten. Der Wert der maximal tolerierbaren Wahrscheinlichkeit eines Irrtums entspricht 
hierbei einem  von fünf Prozent.62 Des Weiteren gilt Folgendes: Die beschriebenen 
Prüfverfahren sind ausschließlich in ihrer Gesamtheit zu beurteilen. Kennzeichnet bei-
spielsweise eines der genannten Prüfverfahren insignifikante Resultate, ist das nicht 
bedingungslos ein Indiz dafür, dass das verwendete Modell ungeeignet ist. Folglich gilt, 
bei der Bewertung der Ergebnisse Vorsicht zu bewahren. 
                                                          
60 Vgl. Backhaus/Erichson/Plinke/Weiber: Multivariate Analysemethoden, S. 271 ff. 
61 Vgl. Maverl/Urban: Binär logistische Regressionsanalyse, S. 25. 
62 Vgl. Bortz: Statistik für Sozialwissenschaftler, S. 12 und 114. 
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6. Bewertung der Ergebnisse 
 
Das folgende Kapitel beurteilt den Einfluss der Regressoren auf die Regressanden nach 
Durchführung der binär-logistischen Regression unter Berücksichtigung der beschrie-
benen Modellvoraussetzungen.63 Aus Gründen der Übersicht werden im Nachstehenden 
ausschließlich die Testergebnisse der Wald-Statistik abgebildet und analysiert. Die voll-
ständigen Resultate sowie Auswertungen der vorab ausgeführten Prüfungen der Mo-
dellgüte sind den entsprechenden Ordnern der beigefügten CD zu entnehmen.  
 
 
6.1 objektive Einflussfaktoren 
 
Die Testergebnisse der “objektiven Einflussfaktoren“ werden in Abhängigkeit der je-
weiligen Variablenkodierung bewertet. Die Ausprägung mit dem Code “0“ wird als 
Referenzkategorie der Variable bezeichnet und dient als Vergleichsausprägung für die 
Übrigen.64 Die folgende Tabelle veranschaulicht die Kodierungen der “objektiven Ein-
flussfaktoren“. Daran anschließend erfolgt die Bewertung der einzelnen Testergebnisse. 
 
 Häufigkeit Parametercodierung 
(1) (2) 
höchster Schulabschluss 
Hauptschulabschluss 
(inklusive Berufsbildungsreife) 
56 ,000 ,000 
MSA 
(inklusive Realschulabschluss) 
221 1,000 ,000 
Abitur 
(inklusive Fachhochschulreife, all-
gemeine/fachgebundene Hoch-
schulreife) 
252 ,000 1,000 
Bildungsgang 
vollschulisch 307 1,000  
dual 222 ,000  
Alter 
kleiner/gleich 22 325 1,000  
größer 22 204 ,000  
Geschlecht 
weiblich 317 1,000  
männlich 212 ,000  
Tabelle 4: Kodierung der objektiven Einflussfaktoren  
                                                          
63 Siehe CD: Multikollinearität. 
64 Vgl. Fromm: Binäre logistische Regression, S.18. 
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 bj sbj W df  e
bj
 
Schritt 1 
Geschlecht(1) -,391 ,196 3,967 1 ,046 ,677 
Alter(1) ,371 ,204 3,315 1 ,069 1,450 
höchster Schulabschluss   18,003 2 ,000  
höchster Schulabschluss(1) ,700 ,334 4,391 1 ,036 2,014 
höchster Schulabschluss(2) -,173 ,335 ,265 1 ,607 ,841 
Bildungsgang(1) 1,217 ,212 33,072 1 ,000 3,377 
Konstante b0 -1,635 ,376 18,903 1 ,000 ,195 
Tabelle 5: werde_01 – objektive Einflussfaktoren65 
 
Die Wald-Statistik zeigt einen insignifikanten Einfluss der Regressoren “Alter“ und 
“höchster Schulabschluss(2)“ auf die vorliegende Gruppentrennung des Regressanden 
werde_01 – “weiterer Schulbesuch“. Demgegenüber weisen die unabhängigen Variab-
len “Geschlecht“, “höchster Schulabschluss(1)“ und “Bildungsgang“ auf einen signifi-
kanten Einfluss, der wie folgt zu deuten ist: Die Zunahme der Variable “Geschlecht“ 
um eine Einheit – der Übergang von männlich zu weiblich – verringert das Verhältnis 
der Wahrscheinlichkeit = 
P(weiterer Schulbesuch)
P(kein weiterer Schulbesuch)
 um den Faktor 0,677. Im Gegensatz 
dazu verdoppelt sich die angeführte Relation bei Vorliegen der mittleren Reife gegen-
über dem Hauptschulabschluss. Zudem verdreifacht sich das Chancenverhältnis durch 
den Anstieg der Variable “Bildungsgang“ von “dual“ auf “vollschulisch“. 
 
 
 bj sbj W df  e
bj 
Schritt 1 
Geschlecht(1) -,136 ,193 ,499 1 ,480 ,873 
Alter(1) ,282 ,199 2,004 1 ,157 1,325 
höchster Schulabschluss   12,800 2 ,002  
höchster Schulabschluss(1) -,077 ,308 ,062 1 ,803 ,926 
höchster Schulabschluss(2) -,754 ,311 5,867 1 ,015 ,471 
Bildungsgang(1) ,570 ,198 8,282 1 ,004 1,768 
Konstante b0 -,741 ,341 4,707 1 ,030 ,477 
Tabelle 6: werde_02 – objektive Einflussfaktoren66  
                                                          
65 Siehe CD: blR_objektive Einflussfaktoren – werde_01. 
66 Siehe CD: blR_objektive Einflussfaktoren – werde_02. 
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Die unabhängigen Variablen “Geschlecht“, “Alter“ und “höchster Schulabschluss(1)“ 
liefern entsprechend der Wald-Statistik insignifikante Einflüsse auf den Regressanden 
werde_02 – “weitere Ausbildung/Weiterbildung“. Dennoch implizieren die Regressoren 
“Bildungsgang“ und “höchster Schulabschluss(2)“ signifikante Ergebnisse, die wie folgt 
zu erklären sind: Die Odds Ratio der vollschulischen Bildungsgänge ist gegenüber der 
Dualen um 76,8% erhöht. Dahingegen verringert sich die Chance einer weiteren Aus-
bildung/Weiterbildung (Y=1) gegenüber keiner weiteren Ausbildung/Weiterbildung 
(Y=0) von Abiturienten im Vergleich zu Hauptschulabsolventen um 52,9%67. 
 
 
 bj sbj W df  e
bj 
Schritt 1 
Geschlecht(1) -,377 ,209 3,232 1 ,072 ,686 
Alter(1) -,249 ,210 1,411 1 ,235 ,779 
höchster Schulabschluss   65,865 2 ,000  
höchster Schulabschluss(1) 1,634 ,501 10,649 1 ,001 5,125 
höchster Schulabschluss(2) 2,990 ,497 36,171 1 ,000 19,878 
Bildungsgang(1) 1,235 ,209 34,847 1 ,000 3,439 
Konstante b0 -2,690 ,529 25,837 1 ,000 ,068 
Tabelle 7: werde_03 – objektive Einflussfaktoren68 
 
Die unabhängigen Variablen “Geschlecht“ und “Alter“ zeigen unter Berücksichtigung 
der Wald-Statistik keine signifikanten Argumente zur Gruppentrennung des Regressan-
den werde_03 – “ein Studium beginnen“. Im Gegensatz dazu deuten die Regressoren 
“Bildungsgang“ sowie “höchster Schulabschluss(1) und (2)“ auf einen höchst signifi-
kanten Einfluss, der im Folgenden erläutert wird: Die Zunahme der Variable “Bil-
dungsgang“ um eine Einheit – der Übergang von “dual“ zu “vollschulisch“ – erhöht das 
Wahrscheinlichkeitsverhältnis = 
P(ein Studium beginnen)
P(kein Studium beginnen)
 um den Faktor 3,439. Obgleich 
dieser Effekt-Koeffizient einen hohen Wert aufweist, ist die Beeinflussung des genann-
ten Regressanden durch den Regressor “höchster Schulabschluss“ auffälliger. Im Ver-
gleich zum Hauptschulabschluss verfünffacht ein mittlerer Schulabschluss beziehungs-
weise verzwanzigfacht die Hochschulreife das beschriebene Chancenverhältnis.  
                                                          
67 52,9% = (1 – 0,471)*100 
68 Siehe CD: blR_objektive Einflussfaktoren – werde_03. 
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 bj sbj W df  e
bj 
Schritt 1 
Geschlecht(1) ,494 ,190 6,780 1 ,009 1,639 
Alter(1) -,259 ,193 1,804 1 ,179 ,772 
höchster Schulabschluss   4,784 2 ,091  
höchster Schulabschluss(1) -,184 ,322 ,327 1 ,568 ,832 
höchster Schulabschluss(2) -,543 ,319 2,900 1 ,089 ,581 
Bildungsgang(1) -1,072 ,191 31,487 1 ,000 ,342 
Konstante b0 ,991 ,349 8,045 1 ,005 2,693 
Tabelle 8: werde_05 – objektive Einflussfaktoren69 
 
Die Wald-Statistik kennzeichnet insignifikante Auswirkungen der Regressoren “Alter“ 
und “höchster Schulabschluss“ auf die vorliegende Gruppentrennung des Regressanden 
werde_05 – “im erlernten Beruf arbeiten“. Dementgegen liefern die Variablen “Ge-
schlecht“ sowie “Bildungsgang“ höchst signifikante Ergebnisse, die wie folgt zu deuten 
sind: Der Übergang der Variable “Geschlecht“ von männlich zu weiblich erhöht das 
Wahrscheinlichkeitsverhältnis = 
P(im erlernten Beruf arbeiten)
P(nicht im erlernten Beruf arbeiten)
 um das 1,639-fache. Im 
Gegensatz dazu verringert sich das beschriebene Chancenverhältnis vollschulischer 
Ausbildungen im Vergleich zu Dualen um den Faktor 0,342. 
 
 
 bj sbj W df  e
bj 
Schritt 1 
Geschlecht(1) -,105 ,189 ,312 1 ,576 ,900 
Alter(1) ,111 ,190 ,340 1 ,560 1,117 
höchster Schulabschluss   2,180 2 ,336  
höchster Schulabschluss(1) ,494 ,337 2,148 1 ,143 1,639 
höchster Schulabschluss(2) ,443 ,335 1,745 1 ,187 1,557 
Bildungsgang(1) -,059 ,188 ,097 1 ,756 ,943 
Konstante b0 -,926 ,358 6,673 1 ,010 ,396 
Tabelle 9: werde_06 – objektive Einflussfaktoren70 
 
Gemäß der Wald-Statistik liefert kein Regressor signifikanten Einfluss auf den Re-
gressanden werde_06 – “in einem anderen Beruf arbeiten“. Der vorab durchgeführte 
Omnibus-Test bestätigt gleichermaßen das beschriebene Testergebnis.  
                                                          
69 Siehe CD: blR_objektive Einflussfaktoren – werde_05. 
70 Siehe CD: blR_objektive Einflussfaktoren – werde_06. 
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 bj sbj W df  e
bj 
Schritt 1 
Geschlecht(1) ,028 ,282 ,010 1 ,920 1,029 
Alter(1) -,212 ,284 ,559 1 ,455 ,809 
höchster Schulabschluss   4,369 2 ,113  
höchster Schulabschluss(1) -,296 ,418 ,500 1 ,480 ,744 
höchster Schulabschluss(2) -,793 ,432 3,368 1 ,066 ,452 
Bildungsgang(1) ,208 ,286 ,528 1 ,468 1,231 
Konstante b0 -1,592 ,461 11,909 1 ,001 ,203 
Tabelle 10: werde_10 – objektive Einflussfaktoren71 
 
Ebenso zeigen die Testergebnisse des Regressanden werde_10 – “nicht arbeiten, son-
dern eine Familie gründen“ – ausschließlich insignifikante Auswirkungen aller, in der 
binär-logistischen Regression aufgenommenen, unabhängigen Variablen. Die vorlie-
genden Resultate werden bereits durch die Prüfungen der Modellgüte prognostiziert und 
anschließend mittels Wald-Statistik bestätigt. 
 
 
 bj sbj W df  e
bj 
Schritt 1 
Geschlecht(1) -,139 ,240 ,335 1 ,562 ,870 
Alter(1) ,563 ,265 4,491 1 ,034 1,755 
höchster Schulabschluss   3,356 2 ,187  
höchster Schulabschluss(1) -,103 ,372 ,077 1 ,781 ,902 
höchster Schulabschluss(2) -,522 ,379 1,896 1 ,168 ,593 
Bildungsgang(1) ,372 ,251 2,190 1 ,139 1,450 
Konstante b0 -1,863 ,430 18,781 1 ,000 ,155 
Tabelle 11: werde_11 – objektive Einflussfaktoren72 
 
Mit Ausnahme des Regressors “Alter“ liefern die unabhängigen Variablen gemäß der 
Wald-Statistik keine signifikanten Ergebnisse zur Begründung der vorliegenden Grup-
pentrennung des Regressanden werde_11 – “keine konkreten Zukunftspläne“. Der Ein-
fluss des Regressors “Alter“ wird hierbei wie folgt interpretiert: Das Verhältnis der 
Wahrscheinlichkeit = 
P(keine konkreten Zukunftspläne)
P(konkrete Zukunftspläne)
 vergrößert sich um 75,5% mit der 
Erhöhung der Variable “Alter“ um ein Jahr.  
                                                          
71 Siehe CD: blR_objektive Einflussfaktoren – werde_10. 
72 Siehe CD: blR_objektive Einflussfaktoren – werde_11. 
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6.2 subjektive Einflussfaktoren 
 
Ebenso wie die Objektiven werden die Testergebnisse der “subjektiven Einflussfakto-
ren“ in Abhängigkeit von der jeweiligen Variablenkodierung bewertet. Hierbei wird in 
gleicher Weise die Referenzkategorie mit dem Code “0“ gekennzeichnet. Die nachste-
hende Tabelle veranschaulicht die Kodierungen der “subjektiven Einflussfaktoren“. Im 
Anschluss daran werden die einzelnen Testergebnisse analysiert und interpretiert. 
 
 Häufigkeit Parametercodierung 
(1) 
lern_02 
Vorbereitung auf berufliche Tätigkeit/Studium 
trifft nicht zu 139 1,000 
trifft zu 419 ,000 
zufri_12 
zu hohe Anforderungen im Bildungsgang 
trifft nicht zu 403 1,000 
trifft zu 155 ,000 
Tabelle 12: Kodierung der subjektiven Einflussfaktoren 
 
 
 bj sbj W df  e
bj 
Schritt 1 
zufri_12(1) -,564 ,194 8,455 1 ,004 ,569 
lern_02(1) -,249 ,210 1,399 1 ,237 ,780 
Konstante b0 -,131 ,170 ,590 1 ,442 ,878 
Tabelle 13: werde_01 – subjektive Einflussfaktoren73 
 
Die Wald-Statistik verweist auf einen insignifikanten Einfluss der unabhängigen Vari-
able lern_02 auf den Regressanden werde_01 – “weiterer Schulbesuch“. Im Gegensatz 
dazu zeigt der Regressor zufri_12 höchst signifikante Testergebnisse, die wie folgt zu 
deuten sind: Die Zunahme der Variable zufri_12 um eine Einheit – der Übergang von 
“trifft zu“ auf “trifft nicht zu“ – reduziert das zu beurteilende Verhältnis der Wahr-
scheinlichkeit = 
P(weiterer Schulbesuch)
P(kein weiterer Schulbesuch)
 um den Faktor 0,569. In anderen Worten: Mit 
der Ablehnung des Argumentes zu hoher Anforderungen im eigenen Bildungsgang, 
sinkt das beschriebene Chancenverhältnis um einen Prozentsatz von 43,1.  
                                                          
73 Siehe CD: blR_subjektive Einflussfaktoren – werde_01. 
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 bj sbj W df  e
bj  
Schritt 1 
zufri_12(1) -,669 ,196 11,684 1 ,001 ,512 
lern_02(1) ,232 ,205 1,280 1 ,258 1,262 
Konstante b0 -,269 ,171 2,480 1 ,115 ,764 
Tabelle 14: werde_02 – subjektive Einflussfaktoren74 
 
Die unabhängige Variable lern_02 liefert unter Berücksichtigung der Wald-Statistik 
insignifikante Auswirkungen auf die vorliegende Gruppentrennung des Regressanden 
werde_02 – “weitere Ausbildung/Weiterbildung“. Demgegenüber kennzeichnet der Re-
gressor zufri_12 höchst signifikante Ergebnisse, die wie folgt interpretiert werden: Die 
Odds Ratio der Personen, die die Anforderungen im eigenen Bildungsgang als nicht zu 
hoch empfinden (Y=1) ist gegenüber derjenigen, die sie als zu hoch empfinden (Y=0) 
um den Faktor 0,512 verringert. Dementsprechend reduziert sich das Wahrscheinlich-
keitsverhältnis = 
P(weitere Ausbildung/Weiterbildung)
P(keine weitere Ausbildung/Weiterbildung)
 um 48,8% währenddessen die 
Variable zufri_12 um eine Einheit zunimmt (Übergang von Y=0 zu Y=1). 
 
 
 bj sbj W df  e
bj  
Schritt 1 
zufri_12(1) -,262 ,196 1,782 1 ,182 ,770 
lern_02(1) -,873 ,209 17,380 1 ,000 ,418 
Konstante b0 ,265 ,175 2,302 1 ,129 1,304 
Tabelle 15: werde_03 – subjektive Einflussfaktoren75 
 
Entsprechend der Wald-Statistik impliziert der Regressor zufri_12 einen insignifikanten 
Einfluss auf den Regressanden werde_03 – “ein Studium beginnen“. Im Gegensatz dazu 
verweist die unabhängige Variable lern_02 auf signifikante Auswirkungen, die wie folgt 
zu deuten sind: Die Zunahme der Variable lern_02 um eine Einheit – Übergang von 
“trifft zu“ auf “trifft nicht zu“ – verringert das zu beurteilende Wahrscheinlichkeitsver-
hältnis = 
P(ein Studium beginnen)
P(kein Studium beginnen)
 um den Faktor 0,418. Folglich sinkt die Chance ein 
Studium zu beginnen mit der Annahme einer schlechten Vorbereitung um 58,2%.  
                                                          
74 Siehe CD: blR_subjektive Einflussfaktoren – werde_02. 
75 Siehe CD: blR_subjektive Einflussfaktoren – werde_03. 
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 bj sbj W df  e
bj  
Schritt 1 
zufri_12(1) -,188 ,193 ,954 1 ,329 ,828 
lern_02(1) -,580 ,199 8,537 1 ,003 ,560 
Konstante b0 ,411 ,172 5,721 1 ,017 1,508 
Tabelle 16: werde_05 – subjektive Einflussfaktoren76 
 
Das Resultat der Wald-Statistik kennzeichnet einen insignifikanten Einfluss des Regres-
sors zufri_12 auf den Regressanden werde_05 – “im erlernten Beruf arbeiten“. Demge-
genüber produziert die Teststatistik ein höchst signifikantes Ergebnis für die unabhän-
gige Variable lern_02, dass im Folgenden näher beschrieben wird: Das Verhältnis der 
Wahrscheinlichkeit = 
P(im erlernten Beruf arbeiten)
P(nicht im erlernten Beruf arbeiten)
 verringert sich mit der Annahme 
einer schlechten Vorbereitung auf die berufliche Tätigkeit gegenüber einer Guten um 
den Faktor 0,560. Demzufolge vermindert sich das beschriebene Chancenverhältnis mit 
der subjektiven Einschätzung einer schlechten Berufsvorbereitung gegenüber einer Gu-
ten um einen Prozentsatz von 44. 
 
 
 bj sbj W df  e
bj  
Schritt 1 
zufri_12(1) -,451 ,195 5,358 1 ,021 ,637 
lern_02(1) -,027 ,206 ,018 1 ,894 ,973 
Konstante b0 -,216 ,171 1,610 1 ,204 ,805 
Tabelle 17: werde_06 – subjektive Einflussfaktoren77 
 
Die unabhängige Variable lern_02 liefert unter Berücksichtigung der Wald-Statistik 
keinen signifikanten Einfluss auf die abhängige Variable werde_06  – “in einem ande-
ren Beruf arbeiten“. Im Vergleich dazu erweckt der Regressor zufri_12 den Anschein 
signifikanter Auswirkungen auf die vorliegende Gruppentrennung der genannten ab-
hängigen Variablen. Allerdings handelt es sich hierbei um einen “Schein-Einfluss“, 
welcher anhand der Testergebnisse des vorab durchgeführten Omnibus-Tests widerlegt 
wird. Dementsprechend besitzen die aufgeführten unabhängigen Variablen keine signi-
fikanten Auswirkungen auf den Regressanden werde_06.  
                                                          
76 Siehe CD: blR_subjektive Einflussfaktoren – werde_05. 
77 Siehe CD: blR_subjektive Einflussfaktoren – werde_06. 
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 bj sbj W df  e
bj  
Schritt 1 
zufri_12(1) -1,676 ,273 37,711 1 ,000 ,187 
lern_02(1) ,116 ,307 ,142 1 ,706 1,123 
Konstante b0 -1,034 ,199 26,987 1 ,000 ,355 
Tabelle 18: werde_10 – subjektive Einflussfaktoren78 
 
Die Wald-Statistik produziert Testergebnisse, die auf einen insignifikanten Einfluss der 
unabhängigen Variable lern_02 auf den Regressanden werde_10 – “nicht arbeiten, son-
dern eine Familie gründen“ – verweisen. Dahingegen liefert die genannte Teststatistik 
höchst signifikante Resultate für den Regressor zufri_12. Der hierbei berechnete Effekt-
Koeffizient zeigt eine Verringerung des zu beurteilenden Wahrscheinlichkeitsverhält-
nisses = 
P(nicht arbeiten,   sondern eine Familie gründen)
P(arbeiten und keine Familie gründen)
 um 81,3% mit der subjektiven Ein-
schätzung angemessener Anforderungen im eigenen Bildungsgang gegenüber derjeni-
gen, die sie als zu hoch empfinden.  
 
 
 bj sbj W df  e
bj  
Schritt 1 
zufri_12(1) -1,287 ,236 29,720 1 ,000 ,276 
lern_02(1) ,561 ,252 4,942 1 ,026 1,753 
Konstante b0 -,932 ,189 24,228 1 ,000 ,394 
Tabelle 19: werde_11 – subjektive Einflussfaktoren79 
 
Die Resultate der Wald-Statistik beider in der binär-logistischen Regression aufgenom-
menen unabhängigen Variablen zeigen signifikante Auswirkungen auf die vorliegende 
Gruppentrennung des Regressanden werde_11 – “keine konkreten Zukunftspläne“. Die 
Einflüsse der Regressoren erklärt sich folgendermaßen: Mit dem Übergang der Variable 
zufri_12 von Y=0 auf Y=1 verringert sich das zu beurteilende Wahrscheinlichkeitsver-
hältnis = 
P(keine konkreten Zukunftspläne)
P(konkrete Zukunftspläne)
 um 72,4%. Im Vergleich dazu erhöht sich das 
Chancenverhältnis um 75,3% mit der individuellen Bewertung eine schlechte Berufs-
vorbereitung erhalten zu haben gegenüber einer Guten. 
                                                          
78 Siehe CD: blR_subjektive Einflussfaktoren – werde_10. 
79 Siehe CD: blR_subjektive Einflussfaktoren – werde_11. 
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7. Abschluss 
 
Das Ziel des vorliegenden Forschungsprojektes besteht darin, den gestellten For-
schungsauftrag auf Grundlage empirischer Daten und statistischer Überlegungen zu 
analysieren und abschließend zu bewerten. Zur Realisierung der noch ausstehenden 
Abschluss-Bewertung, erfolgt eine Gegenüberstellung der im Kapitel “Bewertung der 
Ergebnisse“ dargestellten Einzel-Resultate.80 Hierbei wird ersichtlich, dass sowohl die 
objektiven als auch die subjektiven Einflussfaktoren signifikante Auswirkungen auf die 
beruflichen Zukunftspläne zum Ausbildungsende verursachen. An dieser Stelle ist zu 
berücksichtigen, dass trotz der sichtbaren Einflussnahme beider Indikatoren, dennoch 
prägnante Unterschiede im Verhältnis der einzelnen Ergebnisse zu finden sind. So zei-
gen sich weitaus stärkere Einflüsse auf die beruflichen Zukunftspläne infolge objektiver 
Eigenschaften von zukünftigen Berufsbildungsabsolventen, im Vergleich zu persönli-
chen Gefühlen und Interessen.  
 
Hierbei ist zu beachten, dass auf Basis der im Kapitel “Datengrundlage“ beschriebenen 
wesentlichen Merkmale der empirischen Daten, ein Rückschluss auf die Grundgesamt-
heit unzulässig ist. Bewertungen hinsichtlich des gestellten Forschungsauftrages sind 
darüber hinaus außerhalb der im Kapitel “Operationalisieren des Forschungsauftrages“ 
festgelegten Eingrenzungen und Determinationen nicht möglich. Demzufolge besteht 
keine Berechtigung zu inhaltlichen Übertragungen insbesondere Ausdehnungen der 
ermittelten Resultate und deren Bewertungen. Infolgedessen ist eine Beurteilung des in 
der Einleitung geschilderten Vorteiles dualer Berufsausbildungen gegenüber Vollschuli-
schen, zwar im festgelegten Rahmen des Forschungsprojektes, jedoch nicht allgemein-
gültig zu bewerten. 
 
Abschließend ist zu bemerken, dass der gestellte Forschungsauftrag ausschließlich zu-
künftige Berufspläne thematisiert, deren Realisierungen noch ausstehen. Folglich sind 
Bewertungen über einen zukünftigen Arbeitsmarkteintritt als rein fiktiv anzusehen. Mit 
Hilfe sogenannter Verbleibs-Studien besteht die Möglichkeit die Forschungsthematik 
weiter zu hinterfragen und schlussendlich erfolgswirksam zu bewerten. 
                                                          
80 Siehe CD: weitere Berechnungen – Übersicht Testergebnisse. 
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