The goal of science is to advance our understanding of particular phenomena. However, in the field of development, the phenomena of interest are complex, multifaceted, and change over time. Here, we use three decades of research on the shape bias to argue that while replication is clearly an important part of the scientific process, integration across the findings of many studies that include variations in procedure is also critical to create a coherent understanding of the thoughts and behaviors of young children. The "shape bias," or the tendency to generalize a novel label to novel objects of the same shape, is a reliable and robust behavioral finding and has been shown to predict future vocabulary growth and possible language disorders. Despite the robustness of the phenomenon, the way in which the shape bias is defined and tested has varied across studies and laboratories. The current review argues that differences in performance that come from even seemingly minor changes to the participants or task can offer critical insight to underlying mechanisms, and that working to incorporate data from multiple labs is an important way to reveal how task variation and a child's individual pathway creates behavior-a key issue for understanding developmental phenomena.
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create contextually sensitive and nuanced -smart -biases in learning and interpreting nouns.
These insights require that we not reify tasks nor definitions, and remind us that even when we do everything right and the statistics are right, the findings from one method cannot provide us with a complete understanding of a phenomenon. Evidence for this nuanced intelligence is also evident in studies that pushed the definition of "object" to the boundary between things and animals, and in cross-linguistic comparisons of the generalizations produced by children whose languages differed in the regularities used to mark that boundary. These studies highlight how different kinds of cues-language, perceptual, and contextual-interact to direct children's attention and determine the nature and strength of their bias. Specifically, 2-year-old Englishlearning children attend to shape even when extending names for objects with perceptual cues suggestive of animacy (e.g., shoes, rounded body, googly eyes; Jones & Smith, 1998; Jones, Smith, & Landau, 1991; Yoshida & Smith, 2001 ), but 3-year-old English-learning children find shape sufficient only when extending names for objects presented without features suggesting animacy (Jones & Smith, 1998; Jones et al., 1991; Ward, Becker, Hass & Vela, 1991; Yoshida & Smith, 2001) . Instead, older children extend names for objects with animacy cues conservatively to instances that are similar to the original exemplar on multiple properties including shape and texture.
In contrast, 2-year-old children learning Japanese attend not just to shape, but shape and texture when extending names for objects that have animacy cues (Yoshida & Smith, 2001 ). This matches the linguistic features of Japanese which does not have the pervasive count/mass distinction seen in English but rather offers pervasive linguistic cues predictive of an animateobject distinction (i.e., iru/aru distinction). Furthermore, these cross-linguistic differences in name extensions by English-speaking and Japanese-speaking children with animate-inanimate 13 LESSONS FROM THE SHAPE BIAS perceptual cues correspond to vocabulary differences reported by parents. Japanese-speaking children with more balanced vocabularies between animate and inanimate names seem to know more about the different organizations that characterize animal versus object categories (Yoshida & Smith, 2001 ).
Finally, the strength of the connection between the child's language knowledge and perceptual cue use depends not just on the relatedness of those two cues but also on all the other cues to which they are related. Japanese-speaking children presented with objects that had minimal perceptual cues suggestive of animal categories (i.e., 4 short pipe cleaners that could be seen as limbs), and with the corresponding animate-object linguistic cues (i.e., iru/aru), extended new names more narrowly (Yoshida & Smith, 2003a) . Their generalization exclusively to test objects that matched in both shape and texture suggested that they interpreted the objects as depictions of animals. In contrast, English-speaking children presented with the same stimuli formed a broader category based on shape, a pattern consistent with the interpretation of the objects as artifacts.
These variations within and across studies suggest that the degree of early attention to shape reflects learned correlations among perceptual properties of things in the world, category structures, language structure, vocabulary, and immediate in-task cues; all indicating potential developmental processes through which the shape bias and category knowledge may emerge. To some, these studies are evidence that the shape bias is not universal as the size of the effect (attention to shape) varies across populations, contexts, stimuli, and task. However, we view these "non-replications" as fitting with a larger body of work demonstrating that human learners are sensitive to the statistical regularities in their learning environments. They show that the statistical regularities experienced between heard words and visual attention are particularly 14 LESSONS FROM THE SHAPE BIAS powerful across development. Thus, the shape bias-and its variants-is one highly relevant real-world example of how such naturalistic statistics of the learning environment enable words to guide visual attention across many contexts (Altmann & Kamide, 2009; Benitez & Smith, 2012; Darby, Burling, & Yoshida, 2014; Eberhard, Spivey-Knowlton, Sedivy, & Tanenhaus, 1995; Goldenberg & Sandhofer, 2013; Neider & Zelinsky, 2006; Torralba, Oliva, Castelhano, & Henderson, 2006; Vales & Smith, 2015) . But this larger picture is only seen when we extend our view of the shape bias past the original question and findings to examine connections, explore boundary conditions, do experiments in different ways, and, when results do not come out the way we expected, determine why by taking all the data seriously. Focusing on single experiments, rejecting or not rejecting a single null hypotheses, will not get us what we need to know. We create experiments under the guise of testing hypotheses, and yes we should all adhere to best practices in doing so. But we also need to acknowledge that given our imperfect understanding of the complex phenomena we investigate, the best we can do in these experiments is probe the world, and hope it will give us back clues from which to form better hypotheses. Thus we need to listen carefully to all that it tells us as we strive for more complete and unified understandings.
Lesson 2: Pay attention to the task
As experimenters, we design our tasks with at least two different requirements in mind: 1) the operationalization of stimuli, conditions, and measures with respect to our conceptual hypotheses and 2) the construction of a task context that is understandable to the young child.
The latter requirement is fraught with problems and has been the subject of fruitful discussions in the field since its inception (see Frank et al., 2017) . However, these discussions tend to start from a view that the experimenter's goal is to find the right task that correctly taps into children's
