Deep learning has recently shown much promise for NLP applications. Traditionally, in most NLP approaches, documents or sentences are represented by a sparse bag-of-words representation.
Hence, Part II surveys computational approaches to MWEs recognition, both manually-authored approaches and machine learning ones, as well as computational approaches to MWE elements combination. We will also review type and token evaluation methods for MWE identification.
Part III offers a thorough overview of how and where MWEs can contribute to the intersection of NLP and Deep Learning, particularly focusing on recent advances in the computational treatment of MWEs in the framework of Deep Learning.
Part IV of the tutorial concludes with concrete examples of where MWEs treatment can contribute to language technology applications such as machine translation, information extraction, information retrieval and parsing, as well as MWErelated multi-level annotation platforms (for instance, pipelines) and resources made available for a wide range of languages. 
