The wavelet variance decomposes the variance of a time series into components associated with different scales. We consider two estimators of the wavelet variance, the first based upon the discrete wavelet transform and the second, called the maximal-overlap estimator, based upon a filtering interpretation of wavelets.
INTRODUCTION
The use of wavelets as a tool for time series analysis and signal processing has increased in recent years due to their potential for solving a number of practical problems; for background on wavelets, see, e.g., Mallat (1989) , Strang (1989) , Rioul & Vetterli (1991) , Daubechies (1992) , Press et al. (1992) , Donoho (1993) , Meyer (1993) , Strang (1993) , Strichartz (1993) and Vaidyanathan (1993) . In particular, wavelets can decompose the variance of a physical process across different scales and have been used in this way in a number of scientific and engineering disciplines; see Gamage (1990) , Bradshaw & Spies (1992) , Flandrin (1992) , Gao & Li (1993) , Hudgins, Friehe & Mayer (1993) , Kumar & Foufoula-Georgiou (1993) , Tewfik, Kim & Deriche (1993) and Wornell (1993) 
i.e., S Y decomposes the process variance with respect to a continuous independent variable f , which is known as frequency and has units of, say, cycles per second.
The analog of the above equation for the wavelet decomposition is
where ν 2 Y (λ) is the wavelet variance associated with the discrete independent variable λ = 2 l ; see Equation (10) for a precise definition. Thus, just as the spectrum decomposes var (Y t ) across frequencies, the wavelet variance decomposes var (Y t ) with respect to λ, a variable known as scale and having units of, say, seconds.
Roughly speaking, ν 2 Y (λ) is a measure of how much a weighted average with bandwidth λ of the process {Y t } changes from one time period of length λ to the next.
A plot of ν 2 Y (λ) versus λ indicates which scales are important contributors to the process variance; see Figure 2 for an example. If we specialize to the simplest example of a wavelet variance, namely, one based upon the Haar wavelet filter of length 2, the wavelet variance is equal to half the Allan variance, a well-known measure of the performance of atomic clocks (Allan, 1966; Flandrin, 1992; Percival & Guttorp, 1994) . Plots of the Allan variance versus λ have been used routinely for nearly 30 years to characterize how well clocks keep time over various time periods;
however, the Allan variance can be misleading for interpreting certain geophysical processes, for which wavelet variances based upon a higher order wavelet filter are more appropriate (Percival & Guttorp, 1994) .
The wavelet variance is also of interest because it provides a way of regularizing the spectrum. The notions of frequency and scale are closely related so that, under certain reasonable conditions,
see Equation (10) for the precise relationship between ν 2 Y (λ) and S Y . The wavelet variance summarizes the information in the spectrum using just one value per octave frequency band and is particularly useful when the spectrum is relatively featureless within each octave band. For example, a model that commonly arises in the physical sciences is that the spectrum obeys the power law S Y (f ) ∝ |f | α over a certain interval of frequencies (Beran, 1992) , which, using the above approximation, translates into the statement that ν scales. A region of linear variation on a plot of log ν 2 Y (λ) versus log λ indicates the existence of a power law behavior, and the slope of the line can be used to deduce the exponent α. For this simple model, there is no information lost in using the summary given by the wavelet variance. If we again specialize to the Haar wavelet variance, the pilot spectrum analysis of Blackman & Tukey (1958, Sec. 18 ) is identical to using (3) with this wavelet variance. Higher order wavelet variances are a useful generalization because the approximation in (3) improves as the length of the wavelet filter increases.
Because the wavelet variance is a regularization of the spectrum, estimation of the wavelet variance is more straightforward than nonparametric estimation of the 
The periodogram satisfies a sampling version of Equation (1), namely,
A fast Fourier transform algorithm can computeŜ Y using just O(N log 2 (N )) multiplications (Strang, 1993) 
which leads to a sampling version of Equation (2) given by
The discrete wavelet transform can be computed 'faster than the fast Fourier transform' in the sense of requiring just O(N ) multiplications (Strang, 1993 , a heuristic argument can be made that nothing much is to be gained by using the maximal-overlap estimator instead of the easily computed wavelet-transform estimator; see the discussion immediately following Equation (4). A main thrust of this paper is that in fact the asymptotic relative efficiency of the wavelet-transform estimator with respect to the maximaloverlap estimator is always less than unity and can in fact approach one half for certain processes of interest in the physical sciences. Moreover, there exists a 'pyramid' algorithm for computing the terms needed for the maximal-overlap estimator (Percival & Guttorp, 1994) . This algorithm requires O(N log 2 (N )) multiplications and is not restricted to sample sizes N that are powers of two, so computation of the maximal-overlap estimator is certainly feasible.
Section 3 gives the large sample distribution of the maximal-overlap estimator, while Section 4 discusses four ways to obtain confidence intervals for the wavelet variance based upon this estimator. Section 5 summarizes some Monte Carlo experiments that indicate only a moderate sample size of 128 observations is needed for the large sample theory of Section 3 to be a reasonable approximation. To simplify and focus our discussion, Sections 2 to 5 discuss the wavelet variance for scale λ = 1 only, so in Section 6 we indicate how the unit scale results can be adapted to larger
scales. Finally we demonstrate in Section 7 how our results can be used to attach a measure of uncertainty to estimates of the wavelet variance for a time series related to vertical shear in the ocean. Proofs of Theorems 1 and 2 below are omitted to conserve space, but can be obtained upon request from the author via traditional mail or electronic mail to the Internet address dbp@apl.washington.edu.
THE WAVELET VARIANCE
Suppose that Y t is a stochastic process whose dth order backward difference
is a second-order stationary process with zero mean and spectrum S Z ; here d is a nonnegative integer, and B is the backward shift operator defined by
If Y t were itself stationary with spectrum S Y , the theory of linear filters says that S Y and S Z would be related by
where D(f ) ≡ 4 sin 2 (πf ) is the squared modulus of the transfer function for a first order backward difference filter; if Y t is not stationary, then S Y (f ) is defined as (Yaglom, 1958 (Daubechies, 1992, Ch. 6) . We assume the normal-
be the transfer function for h l . The wavelet filter h l can be regarded as an approximation to a high-pass filter with a passband defined by
2 . The modulus squared of H can be written explicitly as (Daubechies, 1992, Ch. 6 .1). We can thus regard h l as a two-stage filter, the first stage of which is an L 2 th order backward difference filter, and the second of which uses a filter whose modulus squared transfer function is C. Different factorizations of C lead to wavelet filters with necessarily the same modulus squared transfer function but with different phase properties (Daubechies, 1992, Ch. 6 .4 and 8.1.1).
represent the output obtained from filtering Y t using the wavelet filter.
Theorem 1. If L ≥ 2d, then W t is a stationary process with zero mean and spectrum defined by
The wavelet variance of unit scale is just half the variance of W t , i.e.,
Since the variance of a stationary process is equal to the integral of its spectrum, we have
The condition L ≥ 2d of Theorem 1 ensures that the product cos 2l (πf ) sin L−2d (πf ) in the integrand is bounded by unity and hence that the integral is finite.
ESTIMATION OF THE WAVELET VARIANCE
Suppose now that we are given a time series that can be regarded as a realization of one portion Y 1 , . . . , Y N of the process Y t and that we want to estimate the wavelet variance ν 2 initially for unit scale only. We consider two estimators, both of which are based upon W t , t = L, . . . , N. The first estimator is the maximal-overlap
i.e., the sample variance of the W t 's under the assumption that E(W t ) = 0. The terminology 'maximal-overlap' was used by Greenhall (1991) in a study of the Allan variance. The second estimator is the wavelet-transform estimator
i.e., the sample variance of the W t 's after subsampling every other observation; here x refers to the greatest integer less than or equal to x. As discussed in Section 1, ν 2 V is the 'natural' estimator of the wavelet variance that we would obtain from the discrete wavelet transform after discarding all terms influenced by boundary conditions.
Under the assumption that W t and hence V t are Gaussian processes, we wish to compare the variances var (ν A standard result in spectral analysis (Anderson, 1971, p. 388) tells us that the subsampled process V t is a stationary process with spectrum S V given by
where the spectrum S W is defined for |f | > 
To compare var (ν 
The last expression for E tells us that E < 1 because, under the assumptions for Theorem 2, S W is strictly positive almost everywhere and hence
Heuristic use of the above also indicates why it might be argued there is little to be gained in using the maximal-overlap estimatorν . If it were perfectly so, we would have
2 ) df = 0 and hence E = 1; however, as shown in Table 1 below, E is in fact considerably less than unity for certain processes, indicating that the shortness of the wavelet filter yields a rather imperfect high-pass filter.
We can evaluate E analytically for certain choices of S Y . As a simple example, suppose that S Y (f ) ∝ | sin(πf )| α so that S Y varies as |f | α for frequencies close to zero. Processes with such spectra occur in a wide range of applications (Beran, 1992) . Note that the process Y t corresponding to S Y is stationary if α > −1; if in addition α < 1, then Y t corresponds to a stationary and invertible fractional difference process (Granger & Joyeux, 1980; Hosking, 1981) . Table 1 shows E for three 'blue noise' processes α = 1, as α decreases, whereas the efficiency increases as L increases because the wavelet filter becomes a better approximation to a high-pass filter as L increases.
CONFIDENCE INTERVALS FOR THE WAVELET VARIANCE
In order to use Theorem 2 in practical applications to determine a confidence interval for ν 2 based uponν 
which we obtain E(Ŝ (Priestley, 1981, p. 322) . Under the restrictive assumption that the estimatorÂ W is close to A W , an approximate 100(1 − 2p)% confidence interval for ν 2 would be given by
where Φ −1 (p) is the p × 100% percentage point for the standard Gaussian distribution. Alternatively, we can use an 'equivalent degrees of freedom' argument (Priestley, 1981, p. 466) 
An approximate 100(1 − 2p)% confidence interval for ν 2 would be given by
where Q η (p) is the p × 100% percentage point for the χ 2 η distribution. The degrees of freedom η would be estimated using 4N Wν
Another approach to obtaining a confidence interval for ν 2 is to assume that S Y , and hence S W , is known to within a multiplicative constant; i.e., we suppose that, say, S W (f ) = hS 0 (f ), where S 0 is a known function and h is an unknown constant. This assumption is used to obtain the confidence intervals for the Allan variance discussed in Greenhall (1991) . By Parseval's theorem we havê
where 
equal in distribution to χ 2 random variables with, respectively, two and one degrees of freedom and that the random variables in the right-hand side of Equation (7) 
An approximate 100(1−2p)% confidence interval for ν 2 would again be given by (6).
A further simplification is to recall that the wavelet filter h l can be regarded as an approximate band-pass filter with passband defined by 
If the sample size N W is large enough (the next section suggests that N W = 128 is often sufficient), a confidence interval based upon (6) (8) or (9) is a useful check and should be preferred if it is markedly wider than the one based on 4N Wν 4 W /Â W . Use of (8) requires a reasonable guess at the shape of S W ; if such a guess is not available, η should be based upon (9).
MONTE CARLO EXPERIMENTS
We performed Monte Carlo experiments to assess whether the large sample variance stated forν 2 W in Theorem 2 is reasonably accurate for sample sizes of interest in practical applications. We generated 10 5 realizations of lengths N W = 128
for each of the 9 processes indexed by α in Table 1 . For stationary processes Y t , each realization was produced by multiplying the Cholesky factorization of the inverse of the covariance matrix for the Y t 's times a vector containing a realization of a Gaussian white noise process; for nonstationary processes, the stationary differenced process Z t was so produced, and then Y t was generated via cumulative summation. The wavelet variance was estimated for each of these realizations using the maximal-overlap estimatorν The ratio of the sample variance of theν
, was found to quite close to unity in all cases, with the smallest ratio being 0·982 for α = 1 4 and L = 8, and the largest being 1·017 for α = −2 and L = 4. This result indicates that the large sample variance quoted in Theorem 2 is a reasonable approximation even for the moderate sample size N W = 128.
We also considered how well we can estimate A W usingÂ W from a given realization. LetÂ j,W be the estimate from the jth realization. The ratio of the sample mean of theÂ j,W 's to A W , i.e., Â j,W (10 5 A W ), was again quite close to unity, with the smallest ratio being 0·994 for α = 0 and L = 8, and the largest being 1·005 for α = −2 and L = 2. This result indicates thatÂ W is an approximately unbiased estimator of A W . Finally we considered how well we can estimate the equivalent degrees of freedom η of Equation (5). Letη j represents the estimate from the jth realization. Even though η varies from 68 for α = 1 and L = 8 to 128 for α = −2 and L = 2, the ratio of the sample mean of theη j to η was fairly constant and indicates a small positive bias inη; e.g., the ratio ranged from 1·02
to 1·07 for L = 2 and from 1·05 to 1·06 for L = 8. The coefficient of variation, i.e., ratio of the sample standard deviation to the sample mean of theη j 's, was also fairly constant, with values ranging from 0·09 to 0·15 for L = 2 and from 0·12
to 0·14 for L = 8. These values indicate that some caution must be exercised in interpreting confidence intervals based upon estimation of η from moderate sample sizes.
EXTENSION TO HIGHER SCALES
Here we sketch briefly how the material in Sections 2 to 4 can be extended to handle a higher scale λ = 2 Λ , where Λ is a positive integer. Given the wavelet filter
The scaling filter g l can be regarded as an approximation to a low-pass filter with a passband defined by − 1 4 ≤ |f | ≤ 1 4 . Let G denote the transfer function for g l , and let G be the squared modulus of G, which can be written explicitly as (Daubechies, 1992, Ch. 6.1) . The wavelet and scaling filters h l,λ and g l,λ for scale λ are both of length L λ ≡ (2λ − 1)(L − 1) + 1 and have transfer functions H λ and
represent the output obtained from filtering Y t using the wavelet filter of scale λ.
The analogy of Theorem 1 for scale λ is that, if L ≥ 2d, then W t,λ is a stationary process with zero mean and spectrum defined by
The wavelet variance at scale λ for the process Y t is defined as
Under the same conditions as given in Theorem 2, the estimatorν 
Similar results can be stated for the wavelet-transform estimator. Limited calculations to date indicate that, at higher scales, the asymptotic relative efficiency E of the wavelet-transform estimator with respect to the maximaloverlap estimator assumes the same range of values as displayed in Table 1 ; i.e., the maximal-overlap estimator is the more efficient of the two estimators, with E dropping close to 0·5 for some processes. Finally the methods given in Section 4 for generating a confidence interval for the wavelet variance can be readily adapted to the scale λ case, with Equations (5) and (9) now becoming, respectively,
AN EXAMPLE
Here we illustrate the methodology of the previous sections by considering a 'time' series related to vertical ocean shear. This series was collected by an instrument that was dropped over the side of a ship and then descended vertically into the ocean. As it descended, the probe collected measurements concerning the ocean as a function of depth, one of which is the x component of the velocity of water. This velocity was measured every ∆ = 0·1 meter, first differenced over an interval of 10 meters, and then low-pass filtered to obtain the series of N = 4096 values extending from a depth of 489·5 meters down to 899·0 meters shown in suggested by a very crude spectral analysis for the time series (Percival & Guttorp, 1994) , and (c) the simple approximation N W λ /(2λ). At scales 6·4 meters and below, the confidence intervals for the three methods are interchangeable from a practitioner's point of view, but, not surprisingly, the agreement breaks down at larger scales. The equivalent degrees of freedom for methods (b) and (c) are, respectively, only 22·0 and 13·0 at scale 12·8 meters; 8·3 and 5·0 at scale 25·6 meters; and 2·0 and 1·0 at scale 51·2 meters. Because the degrees of freedom are so small for these scales, the large sample approximation (a) cannot be trusted, but, whereas the lengths of the confidence intervals for methods (b) and (c) are within a factor of two of each other for scales 12·8 and 25·6 meters, the same cannot be said at 51·2 meters. Thus, the three methods yield quite similar confidence intervals when the number of equivalent degrees of freedom is large, with approximations (b) and (c) being more valuable for smaller degrees of freedom. The confidence intervals can be used to assess whether or not fluctuations at, e.g., scale 25·6 meters for this particular series agree with other sets of measurements taken at different locations in the ocean.
