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Abstract
We construct several new families of exactly and quasi-exactly solvable BCN -type Calogero–
Sutherland models with internal degrees of freedom. Our approach is based on the introduction
of a new family of Dunkl operators of BN type which, together with the original BN -type Dunkl
operators, are shown to preserve certain polynomial subspaces of finite dimension. We prove that a
wide class of quadratic combinations involving these three sets of Dunkl operators always yields a
spin Calogero–Sutherland model, which is (quasi-)exactly solvable by construction. We show that all
the spin Calogero–Sutherland models obtainable within this framework can be expressed in a unified
way in terms of a Weierstrass ℘ function with suitable half-periods. This provides a natural spin
counterpart of the well-known general formula for a scalar completely integrable potential of BCN
type due to Olshanetsky and Perelomov. As an illustration of our method, we exactly compute several
energy levels and their corresponding wavefunctions of an elliptic quasi-exactly solvable potential
for two and three particles of spin 1/2.  2001 Elsevier Science B.V. All rights reserved.
PACS: 03.65.Fd; 75.10.Jm; 03.65.Ge
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1. Introduction
The completely integrable and exactly solvable models of Calogero [1] and Suther-
land [2] describe a system of N quantum particles in one dimension with long-range pair-
wise interaction. These models and their subsequent generalizations (see [3] and references
therein for a comprehensive review) have been extensively applied in many different fields
of physical interest, such as fractional statistics and anyons [4–6], quantum Hall liquids [7],
Yang–Mills theories [8,9], and propagation of soliton waves [10]. A significant effort has
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been devoted over the last decade to the extension of scalar Calogero–Sutherland models
to systems of particles with internal degrees of freedom or “spin” [11–20]. These models
have attracted considerable interest due to their connection with integrable spin chains of
Haldane–Shastry type [21,22] through the “freezing trick” of Polychronakos [23].
The exactly solvable and integrable spin models introduced in [11,14] generalize the
original rational (Calogero) and trigonometric (Sutherland) scalar models, and are invariant
with respect to the Weyl group of type AN . The exact solvability of both models can be
established by relating the Hamiltonian to a quadratic combination of either the Dunkl [24]
or the Dunkl–Cherednik [25] operators of AN type, whose relevance in this context was
first pointed out by Polychronakos [26]. We shall use the term “Dunkl operators” to
collectively refer to this type of operators. Up to the best of our knowledge, only two
BN -invariant spin Calogero–Sutherland models have been proposed so far in the literature,
namely the rational and the trigonometric spin models constructed by Yamamoto in [16].
The exact solvability of the rational Yamamoto model was later proved in Ref. [19] using
the Dunkl operator formalism. The exact solvability of the trigonometric Yamamoto model
will be proved in this paper.
In a recent paper [20] the authors proposed a new systematic method for constructing
spin Calogero–Sutherland models of type AN . One of the key ingredients of the method
was the introduction of a new family of Dunkl-type operators which, together with
the Dunkl operators defined in [24,25], preserve a certain polynomial module of finite
dimension. It was shown that a wide class of quadratic combinations of all three types
of Dunkl operators always yields a spin Calogero–Sutherland model. In this way all
the previously known exactly solvable spin Calogero–Sutherland models of AN type are
recovered and, what is more important, several new exactly and quasi-exactly solvable spin
models are obtained. By quasi-exactly solvable (QES) we mean here that the Hamiltonian
preserves a known finite-dimensional subspace of smooth functions, so that a finite
subset of the spectrum can be computed algebraically; see [27–29] for further details.
If the Hamiltonian leaves invariant an infinite increasing sequence of finite-dimensional
subspaces, we shall say that the model is exactly solvable (ES).
In this paper we extend the method of Ref. [20] to construct new families of (Q)ES spin
Calogero–Sutherland models of BCN type. To this end, we define in Section 2 a new set
of Dunkl operators of BN type leaving invariant a certain polynomial subspace of finite
dimension, which is also preserved by the original Dunkl operators of BN type introduced
in [19]. In Section 3, we show that a suitable quadratic combination of all three types
of Dunkl operators discussed in Section 2 can be mapped into a multi-parameter (Q)ES
physical Hamiltonian with spin. This approach is a generalization of the construction used
to prove the integrability of the AN spin Calogero–Sutherland models, in which only a
single set of Dunkl operators is involved. Our method is also related to the so-called hidden
symmetry algebra approach to scalar N -body QES models [30–32], where the Hamiltonian
is expressed as a quadratic combination of the generators of a realization of sl(N + 1). We
then show that the sets of Dunkl operators used in our construction are invariant under
inversions and scale transformations. This property is exploited in Section 4 to perform
a complete classification of the BCN -type (Q)ES spin Calogero–Sutherland models that
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can be constructed with the method described in this paper. The resulting potentials can be
divided into nine inequivalent classes, out of which only two (the rational and trigonometric
Yamamoto models) were previously known. In particular, we obtain four new families of
elliptic QES spin Calogero–Sutherland models of BCN type. Section 5 is devoted to the
discussion of the general structure of the potentials listed in Section 4. We prove that all
the potentials in the classification are expressible in a unified way in terms of a Weierstrass
℘ function with suitable (sometimes infinite) half-periods. This provides a natural spin
counterpart of Olshanetsky and Perelomov’s formula for a general scalar potential related
to the BCN root system. Finally, in Section 6 we illustrate the method by exactly computing
several energy levels and their corresponding eigenstates for an elliptic spin 1/2 potential
in the two- and three-particle cases.
2. BN -type Dunkl operators
In this section we introduce a new family of BN -type Dunkl operators which will play a
central role in our construction of new (Q)ES spin Calogero–Sutherland models.
Let f (z) be an arbitrary function of z = (z1, . . . , zN ) ∈ RN . Consider the permutation
operators Kij =Kji and the sign reversing operators Ki , whose action on the function f
is given by
(Kij f )(z1, . . . , zi, . . . , zj , . . . , zN )= f (z1, . . . , zj , . . . , zi , . . . , zN ),
(1)(Kif )(z1, . . . , zi , . . . , zN )= f (z1, . . . ,−zi , . . . , zN ),
where i, j = 1, . . . ,N . It follows that Kij and Ki verify the relations
K2ij = 1, KijKjk =KikKij =KjkKik, KijKkl =KklKij ,
(2)K2i = 1, KiKj =KjKi , KijKk =KkKij , KijKj =KiKij ,
where the indices i, j, k, l take distinct values in the range 1, . . . ,N . The operators Kij ,Ki
span the Weyl group of type BN , also called the hyperoctahedral group. We shall also
employ the customary notation K˜ij =KiKjKij . Let us consider the following set of Dunkl
operators:
(3)J−i =
∂
∂zi
+ a
(∑
j =i
1
zi − zj (1−Kij )+
∑
j =i
1
zi + zj (1− K˜ij )
)
+ b
zi
(1−Ki),
(4)J 0i = zi
∂
∂zi
− m
2
+ a
2
(∑
j =i
zi + zj
zi − zj (1−Kij )+
∑
j =i
zi − zj
zi + zj (1− K˜ij )
)
,
J+i = z2i
∂
∂zi
−mzi + a
(∑
j =i
zizj
zi − zj (1−Kij )−
∑
j =i
zizj
zi + zj (1− K˜ij )
)
(5)− b′zi
(
1− (−1)mKi
)
,
where a, b, b′ are nonzero real parameters,m is a nonnegative integer, and i = 1, . . . ,N . In
Eqs. (3)–(5), the symbol∑j =i denotes summation in j with j = 1, . . . , i−1, i+1, . . . ,N .
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In general, any summation or product index without an explicit range will be understood
in this paper to run from 1 to N , unless otherwise constrained. It shall also be clear in each
case whether a sum symbol with more than one index present denotes single or multiple
summation.
The operators J−i in Eq. (3) have been used by Dunkl [19] to construct a complete set
of eigenvectors for Yamamoto’s BN rational spin model [16]. The operators J 0i were also
introduced by Dunkl in Ref. [19]. To the best of our knowledge, the operators J+i have not
been considered previously in the literature.
The operators (3)–(5) obey the commutation relations
(6)[J±i , J±j ]= 0, [J 0i , J 0j ]= a24 ∑
k =i,j
(Kij + K˜ij )(Kjk + K˜jk −Kik − K˜ik),
(7)
[
Kij , J

k
]= 0, Kij J i = J j Kij , [Ki,J j ]= 0, KiJ i = (−1)J i Ki,
where  = ±,0, and the indices i, j, k take distinct values in the range 1, . . . ,N . The
operators J−i (respectively, J+i ), i = 1, . . . ,N , together with Kij and Ki , i, j = 1, . . . ,N ,
span a degenerate affine Hecke algebra, see [25]. The operators J 0i do not commute, but
since J 0i + a2
∑
j<i(Kij + K˜ij )− a2
∑
j>i(Kij + K˜ij ) do, it can be shown that the latter
operators, together with Kij and Ki , also define a degenerate affine Hecke algebra.
It is well-known [19] that the operators J−i and J 0i preserve the space Pn of polynomials
in z1, . . . , zN of degree at most n, for all n ∈ N. Moreover, for any nonnegative integer n,
the space Rn spanned by the monomials
∏
i z
li
i with 0 li  n is also invariant under the
action of both J−i and J 0i . Let us prove this assertion in the case of J 0i . Since (zi
∂
∂zi
−
m
2 )Rn ⊂Rn, it suffices to show that
(8)zi + zj
zi − zj (1−Kij )
∏
k
z
lk
k ⊂Rn, and
zi − zj
zi + zj (1− K˜ij )
∏
k
z
lk
k ⊂Rn,
for any pair of indices 1 i = j N . For the first inclusion we note that
zi + zj
zi − zj (1−Kij )
∏
k
z
lk
k
=
( ∏
k =i,j
z
lk
k
)
(zi + zj )(zizj )min(li,lj ) sign(li − lj )
z
|li−lj |
i − z
|li−lj |
j
zi − zj
(9)=
( ∏
k =i,j
z
lk
k
)
(zi + zj )(zizj )min(li,lj ) sign(li − lj )
|li−lj |−1∑
k=0
z
|li−lj |−1−k
i z
k
j ,
where
sign(p)=

−1, p < 0,
0, p= 0,
1, p > 0.
The resulting polynomial thus belongs to Rn. Indeed, it is a linear combination of
monomials
∏
k z
l˜k
k with l˜k = lk for k = i, j , and l˜i , l˜j  max(li, lj ). Likewise, the second
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inclusion in (8) follows from the identity
zi − zj
zi + zj (1− K˜ij )
∏
k
z
lk
k
=
( ∏
k =i,j
z
lk
k
)
(zi − zj )(zizj )min(li,lj )s(li , lj )
z
|li−lj |
j − (−1)li+lj z
|li−lj |
i
zi + zj
(10)=
( ∏
k =i,j
z
lk
k
)
(zi − zj )(zizj )min(li,lj )s(li , lj )
|li−lj |−1∑
k=0
(−zi)|li−lj |−1−kzkj ,
where
s(p, q)=

1, p < q,
0, p= q,
−(−1)p+q, p > q.
We omit the analogous proof for the operators J−i . Unlike the previous types of Dunkl
operators, the operators J+i in Eq. (5) do not preserve the polynomial spaces Pn and Rk
with k =m. However, the spaceRm is invariant under the action of J+i . In fact, the operator
z2i
∂
∂zi
−mzi − b′zi
(
1− (−1)mKi
)
,
preservesRm, and, just as we did in the case of J 0i , one can show that both
zizj
zi − zj (1−Kij ) and
zizj
zi + zj (1− K˜ij )
preserveRn for any nonnegative integer n.
3. BCN -type spin many-body Hamiltonians
In Section 2 we have shown that all three sets of BN -type Dunkl operators (3)–(5)
preserve the finite-dimensional polynomial space Rm. In this section we shall use this
fundamental property to construct several families of (Q)ES many-body Hamiltonians with
internal degrees of freedom.
Let S= span{|s1, . . . , sN 〉 | si =−M,−M + 1, . . . ,M; M ∈ 12N} be the Hilbert space
of the particles’ internal degrees of freedom or “spin”. We shall denote by Sij and Si , i, j =
1, . . . ,N , the spin permutation and spin reversing operators, respectively, whose action on
a spin state |s1, . . . , sN 〉 is defined by
Sij |s1, . . . , si, . . . , sj , . . . , sN 〉 = |s1, . . . , sj , . . . , si , . . . , sN 〉,
(11)Si |s1, . . . , si , . . . , sN 〉 = |s1, . . . ,−si , . . . , sN 〉.
The operators Sij and Si are represented in S by (2M + 1)N -dimensional Hermitian
matrices, and obey identities analogous to (2). The notation S˜ij = SiSj Sij shall also be
used in what follows.
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We shall deal in this paper with a system of N identical fermions, so that the physical
states are completely antisymmetric under permutations of the particles. A physical state
ψ must therefore satisfy Λ0ψ = ψ , where Λ0 is the antisymmetrisation operator defined
by the relations Λ20 =Λ0 and ΠijΛ0 =−Λ0, j > i = 1, . . . ,N , with Πij =Kij Sij . Since
K2ij = 1, the above relations are equivalent to KijΛ0 =−SijΛ0, j > i = 1, . . . ,N . For the
lowest values of N , the antisymmetriser Λ0 is given by
N = 2: Λ0 = 12 (1−Π12),
N = 3: Λ0 = 16 (1−Π12 −Π13 −Π23 +Π12Π13 +Π12Π23).
Our aim is to construct new (Q)ES Hamiltonians symmetric under the Weyl group of
type BN generated by the permutation operatorsΠij and the sign reversing operatorsKiSi .
The corresponding algebraic eigenfunctions will be antisymmetric under a change of sign
of both the spatial and spin variables of any particle, and therefore satisfy Λψ =ψ , where
Λ is the projection on states antisymmetric under permutations and sign reversals. The
total antisymmetriser Λ is determined by the relations Λ2 =Λ and
(12)KijΛ=−SijΛ, KiΛ=−SiΛ, j > i = 1, . . . ,N.
It may be easily shown that
Λ= 1
2N
(∏
i
(1−KiSi)
)
Λ0.
Following closely the procedure outlined in [20], we shall consider a quadratic
combination of the Dunkl operators (3)–(5) of the form
(13)−H ∗ =
∑
i
(
c++
(
J+i
)2 + c00(J 0i )2 + c−−(J−i )2 + c0J 0i ),
where c++, c00, c−−, c0 are arbitrary real constants such that c2++ + c200 + c2−− = 0.
The second-order differential-difference operator (13) possesses the following remarkable
properties. First, it is a quasi-exactly solvable operator, since it leaves invariant the
polynomial space Rm. In particular, if c++ = 0 the operator H ∗ preserves Rn (and Pn)
for any nonnegative integer n, and is therefore exactly solvable. Secondly, H ∗ commutes
with Kij , Ki , Sij , and Si for all i, j = 1, . . . ,N . This follows immediately from the
commutation relations (7). Note that none of the terms∑
i
[
J±i , J
0
i
]
,
∑
i
{
J±i , J
0
i
}
,
∑
i
J±i
commute with Ki , and for that reason they have not been included in the definition of H ∗.
We have also discarded the term
∑
i{J+i , J−i } because it differs from 2
∑
i[(J 0i )2 + (b′ −
b)J 0i ] by a constant operator.
Since H ∗ preserves the polynomial moduleRm, commutes with Λ, and acts trivially on
S, the module
(14)Rm =Λ(Rm ⊗S)
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is also invariant underH ∗. It follows from Eqs. (12) that the action of the operatorsKij and
Ki on the module Rm coincides with that of the spin operators−Sij and −Si , respectively.
Therefore, the differential operator H obtained fromH ∗ by the formal substitutionsKij →
−Sij , Ki →−Si , i, j = 1, . . . ,N , also preserves the module Rm. For the same reason, if
the coefficient c++ in Eq. (13) vanishes, the operator H leaves the modules Rn and Pn =
Λ
(Pn ⊗ S) invariant for any nonnegative integer n. Using the formulae (3)–(5) in the
appendix for the squares of the Dunkl operators, we get the following explicit expression
for the gauge spin Hamiltonian H :
−H =
∑
i
(
P(zi)∂
2
zi
+Q(zi)∂zi +R(zi)
)+ 4a∑
i =j
ziP (zi)
z2i − z2j
∂zi
−
∑
i
(
b c−−
z2i
(1+ Si)+ b′c++z2i
(
1+ (−1)mSi
))
− a
∑
i =j
P (zi)
(
1+ Sij
(zi − zj )2 +
1+ S˜ij
(zi + zj )2
)
(15)+ ac++
2
∑
i =j
(
(zi + zj )2(1+ Sij )+ (zi − zj )2(1+ S˜ij )
)+ C,
where
P(z)= c++z4 + c00z2 + c−−,
Q(z)= 2c++
(
1−m− b′ + 2a(1−N))z3
+
(
c0 + c00
(
1−m+ 2a(1−N)))z+ 2bc−−
z
,
R(z)= c++m(m− 1+ 2b′)z2,
(16)
C = c00
[
Nm2
4
+ a
2
12
(∑
i,j,k
′[4− (Sij + S˜ij )(Sik + S˜ik)] + 6
∑
i =j
(1− SiSj )
)
+ a
2
∑
i =j
(2+ Sij + S˜ij )
]
− Nmc0
2
.
Hereafter, the symbol
∑′
i,j,k denotes summation in i, j, k with i = j = k = i .
One of the main ingredients of our method is the fact that the gauge spin Hamiltonian
H can be reduced to a physical spin Hamiltonian
(17)H =−
∑
i
∂2xi + V (x),
where V (x) is a Hermitian matrix-valued function, by a suitable change of variables z =
ζ (x), x= (x1, . . . , xN) and a gauge transformation with a scalar function µ(x), namely
(18)µ · H |z=ζ (x) ·µ−1 =H.
We emphasize that in general there is no (matrix or scalar) gauge factor and change of
coordinates reducing a given matrix second-order differential operator in N variables to a
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physical Hamiltonian of the form (17); see [33,34] and references therein for more details.
The quadratic combination H ∗ has precisely been chosen so that such a gauge factor
and change of variables can be easily found for H . For instance, we have omitted the
otherwise valid term
∑
i[J+i , J−i ] because it involves first-order derivatives with matrix-
valued coefficients, which are usually very difficult to gauge away. The gauge factor µ and
change of variables z= ζ (x) in Eq. (18) are, respectively, given by
(19)µ= exp
(∑
i
zi∫
Q(yi)
2P(yi)
dyi
)∏
i<j
(
z2i − z2j
)a∏
i
P (zi)
−1/4,
and
(20)xi = ζ−1(zi)=
zi∫
dy√
P(y)
, i = 1, . . . ,N.
The physical spin potential V reads
V = a
∑
i =j
[
P(zi )
(
a + Sij
(zi − zj )2 +
a + S˜ij
(zi + zj )2
)
− c++
2
(
(zi + zj )2(1+ Sij )+ (zi − zj )2(1+ S˜ij )
)]
(21)+
∑
i
[
b′c++ z2i
(
1+ (−1)mSi
)+ b c−−
z2i
(1+ Si)+W(zi)
]
+C,
where
(22)W(z)= 1
2
(
Q′ − P
′′
2
)
+ 1
4P
(
Q− P
′
2
)(
Q− 3P
′
2
)
+ c z2,
and
C = aN(N − 1)
[
c0 − c003
(
a(2N − 1)+ 3(m− 1))]− C,
(23)
c=−c++
(
2a2(N − 1)(2N − 1)+ 4a(N − 1)(b′ +m− 1)+m(2b′ +m− 1)).
Note that the change of variables (20), and hence the potential V (x), are defined up
to an arbitrary translation in each coordinate xi , i = 1, . . . ,N . The hermiticity of the
potential (21) is a consequence of the Hermitian character of the spin operators Sij and Si .
The invariance of the module Rm under the gauge spin Hamiltonian H and Eq. (18)
imply that the finite-dimensional module
(24)Mm = µ(x)
[
Λ
(Rm ⊗S)]z=ζ (x).
is invariant under the physical spin Hamiltonian H . Therefore, any quadratic combination
H ∗ of the form (13) leads to a (quasi-)exactly solvable spin many-body potential (21)–(23)
(provided of course that the moduleMm is not trivial). In particular, if the coefficient c++
vanishes, the spin Hamiltonian H with potential (21) is exactly solvable, since it leaves
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invariant the infinite chains of finite-dimensional modules Mn and Nn = µ(x)[Λ(Pn ⊗
S)]z=ζ (x), n ∈N.
Our goal is to obtain a complete classification of the (Q)ES spin potentials of the
form (21)–(23). The key observation used to perform this classification is the fact that
different gauge spin Hamiltonians H may yield the same physical potential. This follows
from the form invariance of the linear spaces span{J−i (z), J 0i (z), J+i (z)}, i = 1, . . . ,N ,
under projective (gauge) and scale transformations, given respectively by
zj →wj = 1
zj
, J i (z) → J˜ i (w)=
(∏
j
z−mj
)
J i (z)
(∏
j
zmj
)
,
(25)j = 1, . . . ,N,  =±,0,
and
(26)zj →wj = λzj , J i (z) → J˜ i (w)= J i (z), j = 1, . . . ,N,  =±,0,
where λ = 0 is real or purely imaginary. Indeed, we get
J˜−i (w)=−J+i (w)
∣∣
b′→b, J˜
0
i (w)=−J 0i (w), J˜+i (w)=−J−i (w)
∣∣
b→b′ ,
for the projective transformations (25), and J˜ i (w) = λ−J i (w) for the scale transforma-
tions (26). This implies that the resulting quadratic combination H˜ ∗ is still of the form (13),
with (in general) different coefficients c˜++, c˜00, c˜−−, and c˜0. Using these transformations,
we can reduce the polynomial P(z) in (15) to one of the following seven canonical forms:
1. 1,
2. ±νz2,
3. ±ν(1+ z2),
4. ±ν(1− z2)2,
5. ν
(
e2iθ − z2)(e−2iθ − z2),
6. ±ν(1− z2)(1− k2z2),
(27)7. ν(1− z2)(1− k2 + k2z2),
where ν > 0, 0< k < 1, and 0 < θ  π/4.
4. Classification of QES spin Calogero–Sutherland models
We present in this section the complete classification of all the (Q)ES spin Calogero–
Sutherland models that can be constructed applying the procedure described in the previous
sections. To further simplify the classification, we note that the scaling (c, c0) →
(λc, λc0) induces the mapping
(28)V (x; c, c0) → V (x;λc, λ c0)= λV (
√
λx; c, c0)
of the corresponding potentials. For this reason, in Cases 2–7 we shall only list the potential
for a suitably chosen value of the parameter ν. Note furthermore that in Cases 2–4 and 6
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once the potential has been computed for a positive value ν0 of the parameter ν, its
counterpart for the opposite value ν =−ν0 can be immediately obtained using (28), namely
V (x;−ν0, c0)=−V (ix; ν0,−c0).
For the models constructed to be symmetric under the Weyl group of type BN spanned
by the operators Kij Sij and KiSi , 1 i < j N , the change of variables z = ζ (x) should
be an odd function of x, since only in this case x → −x corresponds to z → −z. In all
cases except the second one, this has essentially the effect of fixing the arbitrary constants
on which the change of variables (20) depends. For example, in Case 7 with ν = 4 the
change of variables is of the form zi = ± cn(2xi + ξi | k) ≡ ± cn(2xi + ξi), 1  i  N .
Imposing that zi be an odd function of xi for all i and using the identity
cn(2xi + ξi)+ cn(−2xi + ξi)= 2 cnξi cn(2xi)1− k2 sn2 ξi sn2(2xi) ,
we obtain the condition
ξi = (2li − 1)K, li ∈ Z, 1 i N,
where K ≡K(k) is the complete elliptic integral of the first kind
K(k)=
π/2∫
0
dθ√
1− k2 sin2 θ
.
Since cn(2xi−K+2liK)= (−1)li cn(2xi−K), symmetry under exchange of the particles
requires that li be independent of i , so that zi =± cn(2xi−K) for all i = 1, . . . ,N . Taking
into account that both the potential V and the gauge function µ are even functions of z
by Eqs. (19)–(22), we see that the change of variables in this case can be taken as zi =
cn(2xi −K), 1 i N .
In the classification that follows, we have routinely discarded constant operators of the
form
V0 = γ0 + γ1
∑
i
Si + γ2
∑
i<j
SiSj + γ3
∑
i<j
(Sij + S˜ij )
(29)+ γ4
∑
i,j,k
′
(Sij + S˜ij )(Sik + S˜ik), γi ∈R.
This is justified, since the operator V0 commutes with Λ (it actually commutes with Kij ,
Sij , Ki , and Si for 1 i < j N ) and therefore preserves the spacesMn andNn for all n.
All the potentials in the classification presented below are singular on the hyperplanes
xi = xj , 1  i < j  N , where they diverge as (xi − xj )−2. In some cases there may be
other singular hyperplanes, near which the potential behaves as the inverse squared distance
to the hyperplane. We shall accordingly choose as domain of the functions in the Hilbert
space of the system a maximal open subset X of the open set
(30)xN < xN−1 < · · ·< x2 < x1
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containing no singularities of the potential. In all cases except Case 2b, we shall take as
boundary conditions defining the eigenfunctions of H their square integrability on the
region X and their vanishing on the boundary ∂X of X faster than the square root of the
distance to the boundary. Since the algebraic eigenfunctions that we shall construct are in
all cases regular inside X, when this set is bounded the square integrability of the algebraic
eigenfunctions on X is an automatic consequence of their vanishing on ∂X. In Case 2b,
the potential is regular and periodic in each coordinate in an unbounded domain. Therefore
the square integrability of the eigenfunctions should be replaced by a Bloch-type boundary
condition in this case.
For each of the potentials in the classification, we shall list the domain chosen for its
eigenfunctions and the restrictions imposed by the boundary conditions discussed above on
the parameters on which the potential depends. In particular, the singularity of the potential
at xi = xj , 1 i < j  N , forces the parameter a to be greater than 1/2. Similarly, in all
cases except for the second one the potential is also singular on the hyperplanes xi = 0, 1
i N , and the vanishing of the algebraic eigenfunctions on these hyperplanes as |xi | 12+δ
with δ > 0 requires that b > 1/2. The conditions
a >
1
2
, b >
1
2
shall therefore be understood to hold in all cases. For similar reasons, in Cases 4b, 5, and 6b
we must also have
b′ > 1
2
.
The potential in each case will be expressed as
V (x)= Vspin(x)+
∑
i
U(xi),
where the last term, which does not contain the spin operators Sij and Si , can be viewed as
the contribution of a scalar external field.
We shall use in the rest of this section the convenient abbreviations
x±ij = xi ± xj , α = a(N − 1)+
1
2
(b+ b′ +m).
Case 1 P(z)= 1. Change of variables: z= x. Gauge factor:
(31)µ(x)=
∏
i<j
(
x−ij x
+
ij
)a∏
i
xbi e
− 12ωx2i .
Scalar external potential:
(32)U(x)= ω2x2.
Spin potential:
(33)Vspin(x)= 2a
∑
i<j
[(
x−ij
)−2
(a + Sij )+
(
x+ij
)−2
(a + S˜ij )
]+ b∑
i
x−2i (b+ Si).
Parameters: ω =− 12c0 > 0. Domain: 0 < xN < · · ·< x1.
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Case 2a P(z)= 4z2. Change of variables: z= e2x . The most general change of variables
in this case is zi = λe±2xi , 1  i  N , but the following formulas are independent of the
choice of sign in the exponent and the value of the constant λ. Gauge factor:
(34)µ(x)=
∏
i<j
[
sinh
(
2x−ij
)]a
.
Scalar external potential: U(x)= 0. Spin potential:
(35)Vspin(x)= 2a
∑
i<j
[
sinh−2 x−ij (a + Sij )− cosh−2 x−ij (a + S˜ij )
]
.
Parameters: c0 = 4m. Domain: xN < · · ·< x1.
Case 2b P(z)=−4 z2. Change of variables: z= e2ix . Again, the most general change of
variables is zi = λe±2ixi , 1  i  N , but the following formulas do not change when this
is taken into account. Gauge factor:
(36)µ(x)=
∏
i<j
[
sin
(
2x−ij
)]a
.
Scalar external potential: U(x)= 0. Spin potential:
(37)Vspin(x)= 2a
∑
i<j
[
sin−2 x−ij (a + Sij )+ cos−2 x−ij (a + S˜ij )
]
.
Parameters: c0 =−4m. Domain: xN < · · ·< x1 < xN + π/2.
Both potentials in this case are invariant under a simultaneous translation of all the
particles’ coordinates. The choice c0 =±4m, which simplifies the form of the gauge factor,
amounts to fixing the center of mass energy of the system. Note also that the potentials in
this case do not possess BN symmetry, due to the fact that the change of variables cannot
be made an odd function of x for any choice of the arbitrary constants. In fact, the sign
change zk → −zk corresponds to the translation xk → xk+ iπ/2 or xk → xk+π/2, which
(as any overall translation) leaves the potential invariant. The potentials in this case are
therefore best interpreted as AN -type potentials depending both on spin permutation and
sign reversing operators.
For the hyperbolic potential 2a, none of the algebraic formal eigenfunctions are true
eigenfunctions, since they are not square integrable on their domain. On the other hand, the
algebraic eigenfunctions of the periodic potential 2b are clearly periodic in each coordinate
and regular on their domain, and thus qualify as true eigenfunctions.
Case 3a P(z)= 4(1+ z2). Change of variables: z= sinh(2x). Gauge factor:
(38)µ(x)=
∏
i<j
[
sinh
(
2x−ij
)
sinh
(
2x+ij
)]a∏
i
[sinh(2xi)]b[cosh(2xi)]β.
Scalar external potential:
(39)U(x)=−4β(β − 1) cosh−2(2x).
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Spin potential:
Vspin(x)= 2a
∑
i<j
[(
sinh−2 x−ij − cosh−2 x+ij
)
(a + Sij )
+ (sinh−2 x+ij − cosh−2 x−ij )(a + S˜ij )]
(40)+ 4b
∑
i
sinh−2(2xi)(b+ Si).
Parameters:
β = c0
8
−
(
a(N − 1)+ b+ m
2
)
<−(2a(N − 1)+ b+m).
Domain: 0 < xN < · · ·< x1.
Case 3b P(z)=−4(1+ z2). Change of variables: z= i sin(2x). Gauge factor:
(41)µ(x)=
∏
i<j
[
sin
(
2x−ij
)
sin
(
2x+ij
)]a∏
i
[sin(2xi)]b[cos(2xi)]β.
Scalar external potential:
(42)U(x)= 4β(β − 1) cos−2(2x).
Spin potential:
Vspin(x)= 2a
∑
i<j
[(
sin−2 x−ij + cos−2 x+ij
)
(a + Sij )
+ (sin−2 x+ij + cos−2 x−ij )(a + S˜ij )]
(43)+ 4b
∑
i
sin−2(2xi)(b+ Si).
Parameters:
β =−
(
c0
8
+ a(N − 1)+ b+ m
2
)
>
1
2
or β = 0.
Domain: 0 < xN < · · ·< x1 < π/4, if β > 1/2 and β = 1;
0 < xN < · · ·< x1 < π2 − x2, if β = 0,1.
Case 4a P(z)= (1− z2)2. Change of variables: z= tanhx . Gauge factor:
(44)µ(x)=
∏
i<j
(
sinhx−ij sinhx
+
ij
)a∏
i
eβ cosh(2xi)(sinhxi)b(coshxi)b
′+m.
Scalar external potential:
(45)U(x)= 2β2 cosh(4x)+ 4β(1+ 2α) cosh(2x).
Spin potential:
Vspin(x)= 2a
∑
i<j
[
sinh−2 x−ij (a + Sij )+ sinh−2 x+ij (a + S˜ij )
]
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(46)+ b
∑
i
sinh−2 xi(b+ Si)− b′
∑
i
cosh−2 xi
(
b′ + (−1)mSi
)
.
Parameters: β = 18 (c0 + 2(b− b′)) < 0, or β = 0 and α < 0.
Domain: 0 < xN < · · ·< x1.
Alternatively, we could have taken the change of variables as z= tanh(x− iπ2 )= cothx .
The gauge factor, external potential and spin potential become, respectively,
(47)µ(x)=
∏
i<j
(
sinhx−ij sinhx
+
ij
)a∏
i
e−β cosh(2xi)(coshxi)b(sinhxi)b
′+m,
(48)U(x)= 2β2 cosh(4x)− 4β(1+ 2α) cosh(2x),
and
Vspin(x)= 2a
∑
i<j
[
sinh−2 x−ij (a + Sij )+ sinh−2 x+ij (a + S˜ij )
]
(49)− b
∑
i
cosh−2 xi(b+ Si)+ b′
∑
i
sinh−2 xi
(
b′ + (−1)mSi
)
.
Case 4b P(z)=−(1− z2)2. Change of variables: z= i tanx . Gauge factor:
(50)µ(x)=
∏
i<j
(
sin x−ij sin x
+
ij
)a∏
i
eβ cos(2xi)(sin xi)b(cosxi)b
′+m.
Scalar external potential:
(51)U(x)=−2β2 cos(4x)− 4β(1+ 2α) cos(2x).
Spin potential:
Vspin(x)= 2a
∑
i<j
[
sin−2 x−ij (a + Sij )+ sin−2 x+ij (a + S˜ij )
]
(52)+ b
∑
i
sin−2 xi(b+ Si)+ b′
∑
i
cos−2 xi
(
b′ + (−1)mSi
)
.
Parameters: β =− 18 (c0 + 2(b′ − b)). Domain: 0 < xN < · · ·< x1 < π/2.
The change of variable can also be taken as z= i tan(x−π/2)= i cotx . Since this is the
result of applying an overall real translation to the particles’ coordinates, we shall not list
the corresponding formulas for the potential and gauge factor.
Case 5 P(z) = (e2iθ − z2)(e−2iθ − z2). Change of variables: z = snx dnxcnx , where the
modulus of the elliptic functions is k = cosθ . We shall also use in what follows the
customary notation k′ for the complementary modulus
√
1− k2. Gauge factor:
µ(x)=
∏
i<j
(
snx−ij dnx
−
ij sn x
+
ij dnx
+
ij
1− k2 sn2 x−ij sn2 x+ij
)a∏
i
exp
{
β arctan
[
k
k′
cn(2xi)
]}
(53)× [sn(2xi)]b[1+ cn(2xi)] 12 (b′−b+m)[dn(2xi)]−α.
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Scalar external potential:
(54)U(x)= 4k′2 dn−2(2x)
[
β2 − α(α + 1)− kβ
k′
(1+ 2α) cn(2x)
]
.
Spin potential:
Vspin(x)= 2a
∑
i<j
[(dn2 x−ij
sn2 x−ij
− k2k′2 sn
2 x+ij
dn2 x+ij
)
(a + Sij )
+
(dn2 x+ij
sn2 x+ij
− k2k′2 sn
2 x−ij
dn2 x−ij
)
(a + S˜ij )
]
(55)
+ b
∑
i
(
cnxi
snxi dnxi
)2
(b+ Si)+ b′
∑
i
(
snxi dnxi
cnxi
)2(
b′ + (−1)mSi
)
.
Parameters: β =− 18kk′ (c0 + 2(k2 − k′2)(b− b′)). Domain: 0 < xN < · · ·< x1 <K .
An alternative form for the change of variables in this case is
z= sn(x −K)dn(x −K)
cn(x −K) =−
cnx
sn x dnx
.
The resulting potential is obtained from the previous one by applying the overall real
translation xi → xi −K , i = 1, . . . ,N . Note also that, although zi is singular at the zeros
of cnxi , the algebraic eigenfunctions satisfy the appropriate boundary condition on these
hyperplanes on account of the inequality b′ > 1/2 and the identity
1+ cn(2x)= 2 cn
2 x
1− k2 sn4 x .
Case 6a P(z) = 4(1 − z2)(1 − k2z2). Change of variables: z= sn(2x). Here, as in the
remaining cases, the Jacobian elliptic functions have modulus k. Gauge factor:
µ(x)=
∏
i<j
(snx−ij cnx
−
ij dnx
−
ij snx
+
ij cnx
+
ij dnx
+
ij )
a
(1− k2 sn2 x−ij sn2 x+ij )2a
(56)×
∏
i
[sn(2xi)]b[cn(2xi)]β[dn(2xi)]β ′ .
Scalar external potential:
(57)U(x)= 4k′2[β(β − 1) cn−2(2x)− β ′(β ′ − 1)dn−2(2x)].
Spin potential:
Vspin(x)= 2a
∑
i<j
[(
cn2 x−ij dn
2 x−ij
sn2 x−ij
+ k′4 sn
2 x+ij
cn2 x+ij dn2 x
+
ij
)
(a + Sij )
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+
(
cn2 x+ij dn
2 x+ij
sn2 x+ij
+ k′4 sn
2 x−ij
cn2 x−ij dn
2 x−ij
)
(a + S˜ij )
]
(58)+ 4b
∑
i
sn−2(2xi)(b+ Si)+ 4k2b′
∑
i
sn2(2xi)
(
b′ + (−1)mSi
)
.
Parameters:
β =− 1
8k′2
(
c0 + 4
(
1+ k2)(b− b′))− α > 1
2
or β = 0,
β ′ = 1
8k′2
(
c0 + 4
(
1+ k2)(b− b′))− α.
Domain: 0 < xN < · · ·< x1 <K/2, if β > 1/2 and β = 1;
0 < xN < · · ·< x1 <K − x2, if β = 0,1.
Case 6b P(z)=−4(1− z2)(1− k′2z2). Change of variables:
z= i sn(2x)
cn(2x)
.
Gauge factor:
µ(x)=
∏
i<j
(snx−ij cnx
−
ij dnx
−
ij snx
+
ij cnx
+
ij dnx
+
ij )
a
(1− k2 sn2 x−ij sn2 x+ij )2a
(59)×
∏
i
[sn(2xi)]b[cn(2xi)]b′+m[dn(2xi)]β ′ .
Scalar external potential:
(60)U(x)= 4[β(β − 1)k2 sn2(2x)− β ′(β ′ − 1)k′2 dn−2(2x)].
Spin potential:
Vspin(x)= 2a
∑
i<j
[( dn2 x−ij
sn2 x−ij cn2 x
−
ij
+ k4 sn
2 x+ij cn2 x
+
ij
dn2 x+ij
)
(a + Sij )
+
( dn2 x+ij
sn2 x+ij cn2 x
+
ij
+ k4 sn
2 x−ij cn2 x
−
ij
dn2 x−ij
)
(a + S˜ij )
]
(61)+ 4b
∑
i
sn−2(2xi)(b+ Si)+ 4k′2b′
∑
i
cn−2(2xi)
(
b′ + (−1)mSi
)
.
Parameters:
β = 1
8k2
(
c0 + 4
(
1+ k′2)(b′ − b))− α,
β ′ = − 1
8k2
(
c0 + 4
(
1+ k′2)(b′ − b))− α.
Domain: 0 < xN < · · ·< x1 <K/2.
In spite of the singularity of zi at the zeros of cn(2xi), the vanishing of the gauge factor
on these hyperplanes clearly implies that the algebraic eigenfunctions fulfill the appropriate
boundary condition.
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Case 7 P(z)= 4(1− z2)(k′2 + k2z2). Change of variables:
z= cn(2x −K)= k′ sn(2x)
dn(2x)
.
Gauge factor:
µ(x)=
∏
i<j
(snx−ij cnx
−
ij dnx
−
ij snx
+
ij cnx
+
ij dnx
+
ij )
a
(1− k2 sn2 x−ij sn2 x+ij )2a
(62)×
∏
i
[sn(2xi)]b[cn(2xi)]β[dn(2xi)]b′+m.
Scalar external potential:
(63)U(x)= 4[β ′(β ′ − 1)k2 sn2(2x)+ β(β − 1)k′2 cn−2(2x)].
Spin potential:
Vspin(x)= 2a
∑
i<j
[(
cn2 x−ij
sn2 x−ij dn
2 x−ij
+ sn
2 x+ij dn
2 x+ij
cn2 x+ij
)
(a + Sij )
+
(
cn2 x+ij
sn2 x+ij dn
2 x+ij
+ sn
2 x−ij dn
2 x−ij
cn2 x−ij
)
(a + S˜ij )
]
(64)
+ 4b
∑
i
sn−2(2xi)(b+ Si)− 4k′2b′
∑
i
dn−2(2xi)
(
b′ + (−1)mSi
)
.
Parameters:
β =−
(
c0
8
+ 1
2
(
k2 − k′2)(b′ − b)+ α)> 1
2
or β = 0,
β ′ = c0
8
+ 1
2
(
k2 − k′2)(b′ − b)− α.
Domain: 0 < xN < · · ·< x1 <K/2, if β > 1/2 and β = 1;
0 < xN < · · ·< x1 <K − x2, if β = 0,1.
5. Discussion
The BCN -type potentials constructed in the previous section can be expressed in a
unified way that we shall now describe. In the first place, apart from irrelevant constant
operators of the form (29), the spin potential can be written as
Vspin(x)= 2a
∑
i<j
[(
v
(
x−ij
)+ v(x+ij +P1))(a + Sij )
+ (v(x+ij )+ v(x−ij + P1))(a + S˜ij )]
+ b
∑
i
(
v(xi)+ v(xi + P1)
)
(b+ Si)
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(65)+ b′
∑
i
(
v(xi + P2)+ v(xi + P1 + P2)
)(
b′ + (−1)mSi
)
,
where v is a (possibly degenerate) elliptic function, and P1 and P2 are suitably chosen
primitive half-periods of v (see Table 1). In particular, when one of the periods Pi of v
goes to infinity, expressions like v(x +Pi) with x ∈R finite are defined as zero. In Case 1,
both periods are infinite and v(x + P1 + P2) is also defined as zero. Furthermore, the
constant K ′ ≡ K ′(k) in the elliptic Cases 5–7 is the complete elliptic integral of the first
kind defined by K ′(k) = K(k′). Using this notation, it is easy to verify that in the non-
degenerate elliptic Cases 5–7 the scalar external potential U(x) can be written as
U(x)= λ(λ− 1)
[
v
(
x + 1
2
P1
)
+ v
(
x − 1
2
P1
)]
(66)+ λ′(λ′ − 1)
[
v
(
x + 1
2
P1 +P2
)
+ v
(
x − 1
2
P1 + P2
)]
,
where λ= β and λ′ = β ′ in Cases 6–7, while λ =−α + iβ and λ′ = −α − iβ in Case 5.
Formula (66) holds also in Case 3, with λ= β and λ′ = 0. In Cases 1 and 4 Eq. (66) cannot
be directly applied, since in these cases all the terms in (66) are either indeterminate or
zero. However, the potentials in Cases 4a and 4b can be obtained from that of Case 5 in
the limits θ → 0 and θ → π/2, respectively. Likewise, applying the rescaling xi → νxi
(i = 1, . . . ,N , ν > 0) to the potential of type 3a or 3b one obtains the potential of type 1
by taking β =−ω/(4ν2) and letting ν→ 0.
Table 1
Function v(x) and its primitive half-periods Pi (see Eq. (65)) for
each of the BCN -type potentials in Section 4
Case v(x) P1 P2
1 x−2 ∞ ∞
3a sinh−2 x iπ
2
∞
3b sin−2 x π
2
∞
4a sinh−2 x ∞ iπ
2
4b sin−2 x ∞ π
2
5 dn
2 x
sn2 x
K + iK ′ K
6a cn
2 x dn2 x
sn2 x
K
iK ′
2
6b dn
2 x
sn2 x cn2 x
iK ′ K
2
7
cn2 x
sn2 x dn2 x
K
1
2
(K + iK ′)
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The function v(x) that determines the potential V (x) in the elliptic Cases 5–7 according
to Eqs. (65) and (66) can be expressed in a systematic way in terms of the Weierstrass
function ℘(x;ω1,ω3) with primitive half-periods ω1 =K and ω3 = iK ′. Indeed, dropping
inessential constant operators we have
(67)v(x)= [℘(x;ω1,ω3)+℘(x + 2P2;ω1,ω3)],
where P2 is the primitive half-period of v listed in Table 1, and  = 1 for Cases 6–7
while  = 1/2 for Case 5 (the only case in which 2P2 = 2K is a period of ℘). Since
in Cases 6–7 P1 and 2P2 are primitive half-periods of ℘ , the well-known second-order
modular transformation of the Weierstrass function [35] applied to Eq. (67) leads to the
equality
(68)v(x)= ℘(x;P1,P2),
where the primitive half-periods P1 and P2 are listed in Table 1, and we have dropped an
irrelevant additive constant. Substituting Eq. (68) into Eqs. (65) and (66) and applying once
again a modular transformation to the one-particle terms we readily obtain the following
remarkable expression for the potential V (x) in Cases 5–7:
V (x)= 2a
∑
i<j
[(
℘
(
x−ij ;P1,P2
)+℘(x+ij + P1;P1,P2))(a + Sij )
+ (℘(x+ij ;P1,P2)+℘(x−ij + P1;P1,P2))(a + S˜ij )]
+ 4b
∑
i
℘ (2xi;P1,2P2)(b+ Si)
+ 4b′
∑
i
℘ (2xi + 2P2;P1,2P2)
(
b′ + (−1)mSi
)
+ 4
∑
i
[
λ(λ− 1)℘ (2xi + P1;P1,2P2)
(69)+ λ′(λ′ − 1)℘ (2xi + P1 + 2P2;P1,2P2)
]
.
One of the main results in this paper is thus the fact that the potential (69) is QES provided
that the ordered pair (P1,P2) is chosen from Cases 5–7 in Table 1. In fact, the remaining
BCN -type (Q)ES spin potentials listed in Section 4 can be obtained from the potentials in
Eqs. (69) by sending one or both of the half-periods of the Weierstrass function to infinity.
This is of course reminiscent of the analogous property of the integrable scalar Calogero–
Sutherland models associated to root systems [3].
The potentials in Cases 1, 2, and 3 are ES for all values of the parameters. (In Case 3, the
dependence of the parameter β on m through α can be absorbed in the coefficient c0.) The
potentials of type 4 are also ES for β = 0. The elliptic potentials in Cases 5–7 are always
QES.
All the potentials presented in Section 4 are new, except for Cases 1 and 4. Case 1 is the
rational BN -type model introduced by Yamamoto [16] and studied by Dunkl [19]. Case 4b
for β = 0 is Yamamoto’s BN -type trigonometric potential with λ1 =−b (in the notation of
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Ref. [16]), and either λ′1 =−b′ <−1/2 for m even or λ′1 = b′ > 1/2 for m odd. Our results
thus establish the exact solvability of the trigonometric Yamamoto model when |λ′1|> 1/2.
It should be noted that the method developed in this paper admits a number of
straightforward generalizations. In the first place, the algebraic states could be chosen
symmetric under sign reversals. The resulting Hamiltonians would coincide with the ones
presented in Section 4 with Si replaced by −Si . In particular, if b = b′ = 0 one can obtain
algebraic eigenfunctions of both types (symmetric and antisymmetric under sign reversals)
for the same Hamiltonian. The construction can also be applied to a system of N identical
bosons, just by replacing the antisymmetriser Λ0 by the projector on states symmetric
under permutations of the particles. Choosing a system of fermions is motivated by the
fact that the internal degrees of freedom can be naturally interpreted as the physical spin of
the particles when M = 1/2.
The procedure described in Section 3 relies on the algebraic identities analogous to (2)
satisfied by the spin operators Sij and Si , and not on the particular realization (11). For
instance, replacing the operators Sij by new operators Sˆij spanning one of the anyon-like
realizations introduced by Basu-Mallick [17] would yield further families of (Q)ES spin
Calogero–Sutherland models.
6. Exact solutions for an elliptic QES model
As an illustration of the procedure described in the previous sections, we shall now
compute the algebraic sector of the spectrum for the elliptic QES potential of type 6a in
Eqs. (57)–(58) in the case of two and three particles of spin 1/2 (N = 2,3 and M = 1/2),
for m = 1,2,3. Note that in the spin 1/2 case, the spin permutation and sign reversing
operators Sij and Si can be expressed in terms of the usual one-particle SU(2) spin
operators σ i = (σ 1i , σ 2i , σ 3i ) in the more familiar way
Sij = 2σ i · σ j + 12 , Si = 2σ
1
i .
The operator H ∗ corresponding to the potential (57), (58) reads
(70)H ∗ = −
N∑
i=1
(
4k2
(
J+i
)2 − 4(1+ k2)(J 0i )2 + 4(J−i )2 + c0J 0i )+ C∗ +E0,
where C∗ is the constant operator obtained by replacing Sij by −Kij and Si by −Ki in the
expression (16) for C, and the scalar constant E0 is given by
E0 = c0N
(
a(N − 1)+ b′ +m+ 1
2
)
− 2N(1+ k2)(2a(N − 1)(2b′ +m)+ 2b′(b′ +m+ 1)
+m+ 2
3
(N − 1)(2N − 1)a2
)
.
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Let us first consider the two-particle case (N = 2), for which the spin space S is spanned
by the four spin states |±±〉 ≡ |± 12± 12 〉. For m= 1 the polynomial module R1 is the one-
dimensional space span{ϕ1}, with
(71)ϕ1 = (z1 − z2)(|++〉− |−−〉)+ (z1 + z2)(|−+〉− |+−〉).
Therefore, the spin state
ψ1(x)= µ(x)1− k2 sn2 x−12 sn2 x+12
[
snx−12 cnx
+
12 dnx
+
12(|++〉 − |−−〉)
(72)+ snx+12 cnx−12 dnx−12(|−+〉 − |+−〉)
]
is an eigenfunction of the Hamiltonian of type 6a, where the gauge factor µ(x) is given in
Eq. (56). The corresponding eigenvalue is E1 =E0 − c0.
If m = 2, the antisymmetrised polynomial module R2 is the three-dimensional space
span{ϕ1, ϕ2, ϕ3}, where ϕ1 is given by Eq. (71) and
ϕ2 =
(
z21 − z22
)
(|++〉 + |−−〉− |+−〉− |−+〉),
(73)ϕ3 = z1z2(z1 − z2)(|++〉 − |−−〉)+ z1z2(z1 + z2)(|+−〉 − |−+〉).
The matrix of the gauge spin Hamiltonian H (or H ∗) in the basis {ϕ1, ϕ2, ϕ3} is given byE0 − c0 − 4(1+ k2) 0 8(2b+ 1)0 E0 − 2c0 0
8(2b′ + 1)k2 0 E0 − 3c0 − 4(1+ k2)
 ,
whose eigenvalues are
E1,3 =E0 − 2c0 − 4
(
1+ k2)∓∆, E2 =E0 − 2c0,
where ∆ = [c20 + 64k2(2b + 1)(2b′ + 1)]1/2. The corresponding physical wavefunctions
are
ψ1,3(x)= µ(x)1− k2 sn2 x−12 sn2 x+12
[
snx−12 cnx
+
12 dnx
+
12
× (c0 ∓∆+ 8k2(2b′ + 1) sn(2x1) sn(2x2))(|++〉− |−−〉)
+ snx+12 cnx−12 dnx−12
× (c0 ∓∆− 8k2(2b′ + 1) sn(2x1) sn(2x2))(|−+〉− |+−〉)],
(74)
ψ2(x)= µ(x) snx
−
12 cnx
−
12 dnx
−
12 snx
+
12 cnx
+
12 dnx
+
12
(1− k2 sn2 x−12 sn2 x+12)2
× (|++〉+ |−−〉 − |+−〉 − |−+〉).
For m= 3 the antisymmetrised polynomial module R3 is spanned by the spin functions
ϕ1, . . . , ϕ6, where
ϕ4 =
(
z31 − z32
)
(|++〉 − |−−〉)+ (z31 + z32)(|−+〉 − |+−〉),
ϕ5 = z1z2
(
z21 − z22
)
(|++〉+ |−−〉 + |+−〉 + |−+〉),
(75)ϕ6 = z21z22
(
z1 − z2
)
(|++〉− |−−〉)+ z21z22(z1 + z2)(|−+〉− |+−〉).
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The matrix representing H −E0 in the basis {ϕ1, . . . , ϕ6} is
−c0 − 8(1+ k2) 0 8(2b+ 1) −8(4a + 2b+ 3) 0 0
0 −2c0 − 8(1+ k2) 0 0 0 0
8(2b′ + 3)k2 0 −3c0 − 16(1+ k2) −16a(1+ k2) 0 8(2b+ 3)
−8(2b′ + 1)k2 0 0 −3c0 + 16a(1+ k2) 0 −8(2b+ 1)
0 0 0 0 −4c0 − 8(1+ k2) 0
0 0 8(2b′ + 1)k2 −8(4a + 2b′ + 3)k2 0 −5c0 − 8(1+ k2)

Clearly, E0 − 2c0 − 8(1+ k2) and E0 − 4c0 − 8(1+ k2) belong to the spectrum of H and
hence of H , with corresponding eigenfunctions given, respectively, by ψ2(x) in Eq. (74)
and
ψ5(x)= µ(x) snx
−
12 cnx
−
12 dnx
−
12 sn x
+
12 cnx
+
12 dnx
+
12
(1− k2 sn2 x−12 sn2 x+12)2
sn(2x1) sn(2x2)
(76)× (|++〉 + |−−〉 + |+−〉+ |−+〉).
The remaining algebraic levels are the roots of a fourth degree polynomial, whose
expression is too long to display here. For instance, if a = b = b′ = 1, k2 = 1/2, and c0 =
−14 (so that β = 0), the algebraic levels are approximately E1 = −327.4, E2 = −288,
E3 =−281.4, E4 =−262.2, E5 =−260, and E6 =−201.0.
In the three-particle case, the spin space S is spanned by the eight states |±±±〉. If
m= 1, the antisymmetrised space R1 is trivial. For m= 2, the antisymmetrised space R2
is spanned by the single state
ϕ1 = z−12z−13z−23(|+++〉+ |−−−〉)− z−12z+13z+23(|++−〉+ |−−+〉)
(77)− z+12z+13z−23(|+−−〉+ |−++〉)+ z+12z−13z+23(|+−+〉+ |−+−〉),
where z±ij = zi ± zj . Consequently, ψ1(x) = µ(x)ϕ1(z), with zi = sn(2xi), is an
eigenfunction of H with eigenvalue E0 − 3c0 − 4(1+ k2).
When m= 3, a basis for R3 is given by the function ϕ1 in Eq. (77) and
ϕ2 = z−12z−13z−23(z1 + z2 + z3)(|+++〉 − |−−−〉)
+ z−12z+13z+23(z1 + z2 − z3)(|−−+〉 − |++−〉)
+ z+12z+13z−23(−z1 + z2 + z3)(|+−−〉 − |−++〉)
+ z+12z−13z+23(z1 − z2 + z3)(|+−+〉 − |−+−〉),
ϕ3 = z−12z−13z−23(z1z2 + z1z3 + z2z3)(|+++〉+ |−−−〉)
+ z−12z+13z+23(−z1z2 + z1z3 + z2z3)(|−−+〉+ |++−〉)
+ z+12z+13z−23(z1z2 + z1z3 − z2z3)(|+−−〉+ |−++〉)
− z+12z−13z+23(z1z2 − z1z3 + z2z3)(|+−+〉+ |−+−〉),
(78)
ϕ4 = z1z2z3
[
z−12z
−
13z
−
23(|+++〉 − |−−−〉)+ z−12z+13z+23(|++−〉 − |−−+〉)
+ z+12z+13z−23(|−++〉 − |+−−〉)+ z+12z−13z+23(|−+−〉 − |+−+〉)
]
.
The matrix of H in the basis {ϕ1, . . . , ϕ4} reads
494 F. Finkel et al. / Nuclear Physics B 613 [FS] (2001) 472–496E0 − 3c0 − 16(1+ k2) 0 8(4a + 2b+ 3) 00 E0 − 4c0 + 8(1+ k2)(2a − 1) 0 8(2b+ 1)
8(2b′ + 1)k2 0 E0 − 5c0 + 8(1+ k2)(2a − 1) 0
0 8(4a + 2b′ + 3)k2 0 E0 − 6c0 − 16(1+ k2)

The eigenvalues of this matrix are
E1,3 =E0 − 4c0 + 4
(
1+ k2)(2a− 3)∓∆−,
E2,4 =E0 − 5c0 + 4
(
1+ k2)(2a− 3)∓∆+,
where
∆+ =
[(
c0 + 4
(
1+ k2)(2a+ 1))2 + 64k2(2b+ 1)(4a + 2b′ + 3)]1/2,
∆− =
[(
c0 − 4
(
1+ k2)(2a+ 1))2 + 64k2(2b′ + 1)(4a + 2b+ 3)]1/2.
The corresponding eigenfunctions are
ψ1,3(x)= µ(x)
[(
c0 − 4
(
1+ k2)(2a + 1)∓∆−)ϕ1(z)+ 8k2(2b′ + 1)ϕ3(z)],
ψ2,4(x)= µ(x)
[(
c0 + 4
(
1+ k2)(2a + 1)∓∆+)ϕ2(z)+ 8k2(4a + 2b′ + 3)ϕ4(z)],
with zi = sn(2xi).
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Appendix A
In this appendix we present a list of identities satisfied by the Dunkl operators (3)–(5)
used to compute the gauge spin Hamiltonian (15).
∑
i
(
J−i
)2 = ∑
i
∂2zi + 4a
∑
i =j
zi
z2i − z2j
∂zi + 2b
∑
i
1
zi
∂zi
+ a
∑
i =j
Kij − 1
(zi − zj )2 + a
∑
i =j
K˜ij − 1
(zi + zj )2 + b
∑
i
Ki − 1
z2i
,
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i
(
J 0i
)2 = ∑
i
(
z2i ∂
2
zi
+ (1−m+ 2a(1−N))zi∂zi )
+ 4a
∑
i =j
z3i
z2i − z2j
∂zi + a
∑
i =j
zizj
(zi − zj )2 (Kij − 1)
− a
∑
i =j
zizj
(zi + zj )2 (K˜ij − 1)+
Nm2
4
+ a
2
12
(∑
i,j,k
′[
4− (Kij + K˜ij )(Kik + K˜ik)
]+ 6∑
i =j
(1−KiKj )
)
,
∑
i
(
J+i
)2 = ∑
i
(
z4i ∂
2
zi
− 2(b′ +m− 1+ 2a(N − 1))z3i ∂zi )
+ 4a
∑
i =j
z5i
z2i − z2j
∂zi + a
∑
i =j
z2i z
2
j
(zi − zj )2 (Kij − 1)
+ a
∑
i =j
z2i z
2
j
(zi + zj )2 (K˜ij − 1)
+ b′
∑
i
z2i
(
(−1)mKi − 1
)+m(m− 1+ 2b′)∑
i
z2i ,
∑
i
J 0i =
∑
i
zi∂zi −
Nm
2
.
The symbol
∑′
i,j,k means summation in i, j, k with i = j = k = i .
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