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Zusammenfassung: Mit der Implementierung des 2-stufigen Ansatzes nach Vesanto
& Alhoniemi (2000) erweitert der vorliegende Artikel das in der Hedge-Fonds Literatur
zur Klassifikation mit Self-Organizing Maps u¨blicherweise gewa¨hlte Vorgehen der visi-
uellen Auswertung der Kohonen-Karten und stellt damit ein automatisiertes Verfahren
vor, welches eine konsistente Zusammenfassung benachbarter Output-Units und damit
eine objektive Klassifizierung garantiert. Die empirische Anwendung dieses Verfahrens
resultiert in einer Reduktion der durch die Datenbank vorgegebenen Strategiegruppen.
Diese Taxonomie ist robust in Hinblick auf unterschiedliche Zeitra¨ume, Topologien und
Datensample. Weiterfu¨hrende Untersuchungen zur Konsistenz der Eigenangaben der
Hedge-Fonds-Manager zeigen ein erhebliches Maß an Fehlklassifikation auf. Daru¨ber
hinaus ko¨nnen nicht bekannt gegebene Stila¨nderungen im Untersuchungszeitraum fest-
gestellt werden. Dabei ist die ex post Wahrscheinlichtkeit eines ”Style Creep“ von
Hedge-Fonds mit falscher im Vergleich zu Fonds mit richtiger Selbsteinstufung deutlich
ho¨her.
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1 Einfu¨hrung
Insbesondere in den letzten beiden Dekaden haben sich Hedge-Fonds rasant entwickelt und als
Anlageinstrument auf den internationalen Finanzma¨rkten etabliert. So hat sich seit Beginn die-
ses Jahrtausends, nach Angaben vom BarclayHedge, die Anzahl der Hedge-Fonds, von anfa¨nglich
6.000 auf u¨ber 13.300 im Januar 2007, mehr als verdoppelt.1 Im selben Zeitraum versechsfachte
sich das verwaltete Volumen von 323 auf 1.860 Mrd. USD. Dieser Erfolg wird oft mit der Tat-
sache begru¨ndet, dass diese neue Assetklasse weniger restriktiven gesetzlichen Rahmenbedingun-
gen und Regulierungen unterliegt als traditionelle Investmentfonds. Damit steht Hedge-Fonds ein
viel breiteres Spektrum an Finanzanlageinstrumenten und Strategiemo¨glichkeiten zur Verfu¨gung,
das sogar Gewinnmo¨glichkeiten in fallenden Marktphasen gestattet.2 Neben diesem attraktiven
Renditegenerierungspotenzial sehen Investoren den Nutzen dieser Assetklasse insbesondere in der
Verbesserung der Rendite-Risikostruktur ihrer aus traditionellen Anlagen bestehenden Portfolios.3
Die Freiheiten in der Kapitalanlage fu¨hren zu einer sehr großen Vielfalt an verschiedenen Hedge-
Fonds-Strategien und -Stilen und machen Hedge-Fonds zu einer a¨ußert heterogenen Assetklasse,
der der Makel der Intransparenz anhaftet.4 Kenntnisse u¨ber den Anlagestil eines Fonds sind je-
doch aus unterschiedlichen Gru¨nden sehr wichtig. Baghai-Wadji et al. (2006) nennen in diesen
Zusammenhang insbesondere die Verbesserung der Investitionsentscheidung, die Vermeidung von
unangemessener Diversifikation bei der Dachfondkonstruktion und die Nu¨tzlichkeit bei der Ent-
wicklung von Performancemessungs- sowie Risikomanagementmodellen. Vor diesem Hintergrund
kann ein konsistentes Klassifizierungssystem notwendige Informationen bereitstellen.
Im Gegensatz zu traditionellen Investmentfonds, die nach den Assetklassen unterteilt werden, in
die sie vorwiegend investiert sind, existiert fu¨r Hedge-Fonds keine einheitliche Einteilung zur Klas-
sifizierung.5 Zwar existieren viele Ansa¨tze, um Hedge-Fonds nach ihrer Anlagestrategie zu klassifi-
zieren. Diese sind jedoch durch die Datenbankanbieter gepra¨gt und in der Regel weder vergleichbar
noch in sich konsistent.6 Empirische Untersuchungen verschiedener Hedge-Fonds-Datenbanken zei-
gen regelma¨ßig, dass ein und derselbe Hedge Fond in verschiedenen Datenbanken unterschiedlich
gefu¨hrt wird und die verschiedenen Datenbanken nur wenige Gemeinsamkeiten aufweisen.7 Die
1 Stand 02.06.08.
2 Vgl. z.B. Seiler (2008), S. 13 und Scha¨fer (2004), S. 463.
3 Vgl. Kaiser (2004), S. 190 f., Ineichen (2003), S. 140 f. und Signer (2005), S. 211 ff.
4 Vgl. Scha¨fer (2004), S. 465; Bretzler & Rudolph (2004), S. 20.
5 Vgl. z.B. Ohlms (2006), Bookstaber (2003) und Agarwal & Naik (2000).
6 In ihren Untersuchungen stellen Indijc & Heen (2003) und Eling (2006) fest, dass sich sowohl in der Wissenschaft
und der Praxis die Systematisierung nach CreditSuisse First Boston/Tremont durchzusetzen scheint.
7 Siehe z.B. die Untersuchung von Das & Das (2005) oder Eling (2006).
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Unterschiede a¨ußern sich in den Definitionen der Anlagestile und in der Anzahl der Hedge-Fonds-
Kategorien, in denen sich die Hedge-Fonds-Manager in der Regel selbst klassifizieren mu¨ssen. Dabei
besteht das Problem, dass angesichts der Heterogenita¨t der Hedge-Fonds-Strategien und -Stile auf
der einen Seite und der Heterogenita¨t der Datenbankanbieter auf der anderen Seite, es zu Fehl-
einstufungen kommen kann. Daru¨ber hinaus besteht die Gefahr des so genannten ”Style Creep“,
wonach Fonds-Manager gezielt Fehleingaben ta¨tigen bzw. A¨nderungen ihres Anlagestiles nicht an-
zeigen, um beispielsweise im Vergleich zur ”Peer Group“ die eigene Performance zu scho¨nen.
8 Die
Untersuchung von Baghai-Wadji et al. (2006) zeigt, dass dieses Pha¨nomen in der Hedge-Fonds-
Branche verbreitet ist. Dabei stellen die Autoren insbesondere heraus, dass die Wahrscheinlichkeit
einer Stila¨nderung von Hedge-Fonds mit falscher Selbsteinstufung im Vergleich zu Fonds mit rich-
tiger Selbsteinstufung doppelt so hoch ist. 9
Die Konsequenzen dieser gewollten oder ungewollten Klassifizierungsfehler sind weitreichend, da
sie zu Verzerrungen in der Analyse von Hedge-Fonds-Strategien und deren Performance fu¨hren.
Fernerbeinhalten sie das Gefahrenpotenzial, falsche Investitionsentscheidungen, beispielsweise zur
Konstruktion von Dachfonds oder zur Beimischung eines bestehenden Portfolios, zu treffen. Das &
Das (2005) stellen hierzu fest, dass verschiedene empirische Analysen unterschiedliche Ergebnisse
aufgrund der gewa¨hlten Datenbank produzieren. Vor diesem Hintergrund besteht der Bedarf eines
Verfahrens, das die Probleme in Zusammenhang mit den inkonsistenten und oft nicht vergleichba-
ren Strategieklassen der Datenbankanbieter umgeht und eine objektive Klassifikation ermo¨glicht.
In verschiedenen empirischen Untersuchungen wurde daher der Versuch unternommen, basierend
auf den beobachteten Renditen von Hedge-Fonds, spezifische Charakteristiken zu identifizieren,
um Strategien zu extrahieren und das Hedge-Fonds Universum objektiv zu klassifizieren. In ih-
rer Studie zeigen Fung & Hsieh (1997) jedoch, dass das von Sharpe (1992) entwickelte Verfahren
der Stilregression in der urspru¨nglichen Form fu¨r Hedge-Fonds nicht anwendbar ist und schlagen
zur Lo¨sung die Erweiterung dieses Ansatzes um sogenannte Asset-based Style (ABS-) Faktoren
vor.10 Derartige Faktoren versuchen die prima¨re Quelle des systematischen Risikos eines Hedge-
Fonds, die zugrunde gelegte Strategie, nach der Kauf- und Verkaufsentscheidungen getroffen wer-
den, abzubilden. In einer spa¨teren Untersuchung zeigen Fung & Hsieh (2004) beispielsweise, dass
die Rendite-Risiko-Charakteristik von Hedge-Fonds, die eine Long/Short-Equity Strategie verfol-
8 Vgl. Brown & Goetzmann (1997), Baghai-Wadji et al. (2006).
9 Vgl. Baghai-Wadji et al. (2006), S. 172.
10 In ihrer Untersuchungen zeigen die Autoren, dass es aufgrund der Verfolgung dynamischer Handelsstrategien (das
Eingehen von Long- und Short-Positionen) in einer Standardregression zu einer Durchschnittsbildung kommen
kann.
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gen, durch einen ABS-Faktor beschrieben werden kann, der sich aus einer Kaufoption in einem
marktbreiten Aktienindex und einer Kaufoption in dem Spread ”Small Caps minus Large Caps“
zusammensetzt.11 Der hier kurz skizzierte ABS-Faktor za¨hlt zu den sog. Spread-Faktoren. Da-
neben lassen sich zwei weitere Kategorien von ABS-Faktoren ausmachen, die Optionsstrategie-
und die Indexfaktoren. Bekannte in der Literatur identifizierte ABS-Faktoren werden in Tabelle 1
aufgefu¨hrt.12
Strategie Optionsstrategie- Index- Spread- Untersuchung
Faktoren Faktoren Faktoren
Trend Following Long Lookback Fung & Hsieh (2001)
(Statistical Arbitrage, Straddle
CTAs)
Merger Arbitrage Long risikolose Risk Arbitrage Mitchell & Pulvino (2001)
Anleihen plus Short Index nach
Index Put Option Mitchell/Pulvino
Convergence Trading Short Lookback Credit Yield Fung & Hsieh (2002)
(Fixed Income Straddle Spread
Arbitrage)
Long/Short Equity Spread Small Caps Fung & Hsieh (2004)
minus Large Caps
plus Long Equity
Index
Tabelle 1: Asset-based Style Faktoren
Die Einfu¨hrung der ABS-Faktoren hat zwar zu einer signifikanten Verbesserung der Stilregression
gefu¨hrt, jedoch bleibt kritisch anzumerken, dass es sich bei diesen Faktoren oftmals um synthe-
tisch, also nicht direkt am Markt beobachtbare Gro¨ßen handelt, deren Bezug zu den verfolgten
Strategien nicht immer ersichtlich ist. Baghai-Wadji et al. (2006) kommen zu dem Schluss, dass die
Konstruktion derartiger Faktoren im Rahmen einer Stilanalyse nicht zur Klassifizierung geeignet
ist. Generell kritisieren Maillet & Rousset (2001) die Anwendung der linearen (renditebasierten)
Stilanalyse insbesondere vor dem Hintergrund, dass die dynamischen Handelsstrategien von Hedge-
Fonds oft zu nichtlinearen Rendite Risiko Strukturen fu¨hren. In beiden Untersuchungen werden
die Self-Organizing Maps (SOMs) als u¨berlegende Klassifikationsmethode heraus gearbeitet, nach-
11 Hinter dieser Konstruktion steht zum einen die Beobachtung, dass die Renditedifferenz zwischen Aktien mit
einer niedrigen Marktkapitalisierung (Small Caps) und Aktien mit einer hohen Marktkapitalisierung (Large
Caps) einen statistisch signifikanten Erkla¨rungsbeitrag des systematischen Risikos von Hedge-Fonds mit der
benannten Long/Short-Equity Strategie leistet und zum anderem die Feststellung, dass Hedge-Fonds dieser
Strategie systematisch einen Long Bias in Aktien und Small Caps und einen Short Bias in Large Caps aufweisen.
Vgl. Fung & Hsieh (2004), S. 3 ff.
12 Tabelle entnommen aus Poddig & Viebig (2006).
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dem u.a. Untersuchungen von Ultsch & Vetter (1994), Mangiameli et al. (1996) und Moutarde &
Ultsch (2005) deren Superiorita¨t gegenu¨ber traditionellen Clustering-Methoden aus der Statistik
demonstriert haben.13 Die Verwendung von SOMs wird ebenfalls in den Untersuchungen von De-
boeck (1998) und Das & Das (2005) angeregt. Im Ergebnis kommen die genannten Studien, im
Vergleich zur Vorgabe durch die (verschiedenen) Datenanbieter, zu einer geringeren Anzahl von
Hedge-Fonds-Klassen und decken ein hohes Maß an Fehlklassifikation auf.
Motiviert durch diese Erkenntnisse behandelt der vorliegende Artikel mit den Self-Organizing
Maps einen Ansatz, der bereits in verschiedenen Untersuchungen seine u¨berlegende Fa¨higkeit zur
objektiven Klassifikation gezeigt hat. Der Beitrag dieses Artikels liegt in der Erweiterung des
u¨blicherweise in der Hedge-Fonds Literatur gewa¨hlten Vorgehens. So liefert eine trainierte SOM-
Karte (Kohonenschicht) in der Regel noch keine exakte Darstellung der entdeckten Strukturen in
den Inputdaten.14 Zur U¨berwindung dieses Problems wird das 2-stufige Verfahren nach Vesanto &
Alhoniemi (2000) implementiert. Hiernach werden zuna¨chst die SOMs trainiert und in einem zwei-
ten Schritt unter Verwendung des K-means Clustering Algorithmus Partitionierungen abgeleitet.
Auf Grundlage der so ermittelten Taxonomie wird der Frage nach der Selbsteinstufungsgu¨te der
Hedge-Fonds-Manager nachgegangen sowie das Ausmaß der beschriebenen ”Style Creep“ Proble-
matik untersucht.
Die Ergebnisse der empirischen Untersuchung lassen sich wie folgt zusammenfassen: Wie in ver-
gleichbaren Studien kommt es zu einer Reduktion der durch die Datenbank vorgegebenen Strate-
giegruppen. Dabei kann im 10-ja¨hrigen Untersuchungszeitraum fu¨r die 2789 einbezogenen Hedge-
Fonds, die origina¨r in 11 Anlagestile organisiert sind, eine 6-Klassen Partitionierung festgestellt
werden. Diese Taxonomie ist robust in Hinblick auf unterschiedliche Zeitra¨ume, Topologien und Da-
tensample. Im Rahmen der weiterfu¨hrenden Analysen zur Selbsteinstufungsgu¨te und ”Style Creep“
Problematik zeigt sich, dass die Eigenangaben u¨berwiegend inkonsistent sind und fu¨r 17.37% der
Fonds eine Stila¨nderung festgestellt werden kann. Dabei ist die ex post Wahrscheinlichtkeit eines
”Style Creep“ von Hedge-Fonds mit falscher im Vergleich zu Hedge-Fonds mit richtiger Einstufung
mit 17.71% zu 10.27% deutlich ho¨her.
Der Artikel ist wie folgt gegliedert. Im na¨chsten Abschnitt werden die Self-Organizing Maps
eingefu¨hrt sowie die Vorteile des Clustern der Kohonenschicht mit dem k-means Algorithmus als
Interpretationshilfe aufgezeigt. Der dritte Abschnitt pra¨sentiert die Daten sowie den Aufbau der
13 Vgl. z.B. Seiler (2008) oder Bare`s et al. (2001) zur Anwendung von traditionellen Clustering-Methoden in Zu-
sammenhang mit Hedge-Fonds.
14 Vgl. Poddig & Sidorovitch (2001), S. 391 f.
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empirischen Untersuchung und beschreibt die Implementierung des 2-stufigen Ansatzes nach Ve-
santo & Alhoniemi (2000). Die empirischen Ergebnisse werden im Abschnitt 4 diskutiert. Der fu¨nfte
Abschnitt beschließt den Artikel mit der schlussfolgernden Darstellung der wichtigsten Ergebnisse.
2 Methodologischer Rahmen
2.1 Self-Organizing Maps
Die Self-Organizing Maps wurden von Kohonen in der 1980er Jahren entwickelt.15 Sie geho¨ren
zu den unu¨berwachten Lernverfahren (Neuronale Netze) und haben damit den Vorteil, ohne a
priori Informationen, unbekannte Strukturen in dem zu untersuchenden Datensatz aufzudecken.
Die SOMs besitzen dabei die Fa¨higkeit hochdimensionale Merkmalsra¨ume, unter Wahrung der
inha¨renten Struktur der eingegebenen Originaldaten (Topologieerhalt), in einen Outputraum nied-
rigerer Dimension abzubilden.
Die Netzwerkarchitektur eines SOM besteht nur aus einer Input- und einer Output-Schicht. Es
handelt sich dabei um ein zweischichtiges ”feed forward“ Netzwerk, wobei die Input-Schicht zum
Einlesen externer Informationen in das Netzwerk dient. Die Anzahl der Input-Units wird durch
die Dimension des abzubildenden Merkmalsraums determiniert. Im Vergleich zu anderen Netz-
werktypen weisen SOMs einige Besonderheiten auf. So sind zuna¨chst die Units der Input-Schicht
vollsta¨ndig mit den Units der Output-Schicht verbunden. Daru¨ber hinaus, und darin liegt die ei-
gentliche Besonderheit, besteht fu¨r die Units auf der Output-Schicht (Kohonenschicht) eine fest
definierte Ordnungsrelation, die die ra¨umliche Nachbarschaft untereinander anzeigt. Durch diese
fixierten Nachbarschaftbeziehungen der Output-Units wird der Topologieerhalt bei der dimensi-
onsreduzierenden Abbildung des Inputraums ermo¨glicht. Ferner wird dadurch eine Metrik imple-
mentiert, welche es erlaubt, Absta¨nde zwischen den Output-Units zu quantifizieren. Dabei sind
unterschiedliche Anordnungen der Output-Units (z.B. Kettenstrukturen sowie zwei- bzw. dreidi-
mensionale Gitterstrukturen) denkbar. In der Regel werden jedoch zweidimensionale Gitterstruk-
turen (sogenannte Maps) verwendet. In der Mitte der Abbildung 1 wird eine Gitterstruktur, wie sie
typischerweise in den Untersuchungen zur Klassifikation von (Hedge-) Fonds implementiert wird,
exemplarisch dargestellt.16
SOMs werden in einem iterativen Prozess trainiert. Dabei wird in jedem Schritt t ein Trai-
ningsvektor x(t) aus den Inputdaten gema¨ß einer Wahrscheinlichkeitsfunktion ausgewa¨hlt und die
15 Vgl. Kohonen (1981), Kohonen (1982a), Kohonen (1982b) und Kohonen (1982c).
16 Vgl. Baghai-Wadji et al. (2006), Das & Das (2005), Maillet & Rousset (2001) und Deboeck (1998).
6
Abbildung 1: Exemplarische Anordnungen der Output-Units
Distanzen di zu den Gewichtsvektoren (auch Prototypvektoren) wi(t) = [wi1, ...win], wobei n der
Dimension des Inputvektors entspricht, aller Output-Units auf der Kohonenschicht bestimmt.17
Zur Berechnung der Distanz wird in der Literatur das Euklidische Maß ed vorgeschlagen:18
edi = ‖x(t)− wi(t)‖2 :=
√√√√ n∑
j=1
(xj(t)− wij(t))2 (1)
Das Ziel besteht in der Ermittlung der best matching unit wBMU (BMU), welche die geringste
Distanz zum Trainingsvektor x(t) aufweist:
‖x(t)−wBMU(t)‖ = min {‖x(t)−wi(t)‖} (2)
Nachdem die BMU, welche auch als Winning-Unit bezeichnet wird, ermittelt ist, beginnt der ei-
gentliche Lernprozess: die Gewichte der BMU sowie die Gewichte der benachbarten Units innerhalb
eines bestimmten Radius σ werden dahingehend modifiziert, dass sie sich nach Gleichung (3) in
die Richtung des gewa¨hlten Inputvektors x(t) anpassen.
wi(neu) = wi(alt) + α(t)hBMUi(t) [x(t)−w(t)] mit (3)
α(t): Lernrate, 0 ≤ α(t) ≤ 1
hBMUi(t): Nachbarschaftsfunktion
Bei diesem Prozess ”lernt“ die BMU am sta¨rksten. Welche der verbleibenden Output-Units
sich mit welcher Intensita¨t vera¨ndern, wird durch die Nachbarschaftsfunktion hBMUi(t) bestimmt.
17 Output-Units werden durch die Gewichtsvektoren wi(t) repra¨sentiert.
18 Vgl. Poddig & Sidorovitch (2001), S. 385; Kohonen (1997), S. 130.
7
Dabei sind sowohl der Abstand zwischen der BMU und den benachbarten Output-Units Ui als auch
der oben genannte Radius σ maßgeblich. Als geeignete Nachbarschaftsfunktion nennen Poddig &
Sidorovitch (2001) die Gauß’sche Glockenkurve, welche ihr Maximum und ihr Symmetriezentrum
an der BMU hat:
hBMUi = exp
[
−‖BMU − Ui‖
2
2σ2(t)
]
(4)
Sowohl fu¨r den Radius σ(t) als auch fu¨r die Lernrate α(t) wird in der Literatur eine zeitlich
monoton fallende Funktion vorgeschlagen. Dadurch kommt es anfa¨nglich zuna¨chst zu einer schnel-
len und groben Entfaltung des Netzes, welches im weiteren Ablauf immer weiter verfeinert werden
kann.19
Nachdem die Trainingsphase abgeschlossen ist, wobei in der Literatur zwischen 10.000 und
100.000 Lernschritte empfohlen werden, haben sich die Output-Units u¨ber den (Hyper-) Raum ver-
teilt.20 Letztendlich hat eine Segmentierung des Inputraums in einzelne Einzugsgebiete (Voronoi-
Elemente) jeweiliger Output-Units stattgefunden. Dabei stellen die Gewichtsvektoren der Output-
Units die Mittelpunkte dieser Voronoi-Elemente dar und ko¨nnen als Clusterzentroide ihrer Einzugs-
gebiete aufgefasst werden.21 Die Bestimmung der Gewichte eines SOM beruht auf der Minimierung
folgender Fehlerfunktion:
E =
N∑
k=1
M∑
i=1
hBMUi ‖xk −wi‖2 (5)
Diese Minimierung erfolgt im Rahmen des iterativen Verfahrens nach Gleichung (3), welches auch
als online oder Muster-pro-Muster Gewichtsanpassungsprozedur bekannt ist und als eine Form des
stochastischen Lernens aufgefasst werden kann. Die Bestimmung des aktuellen Gradienten nach
jedem pra¨sentierten Trainingsvektor fu¨hrt zu einer ”Zitterbewegung“ um den wahren Gradienten
und vermeidet somit lokale Minima.22 Sollte sich ein SOM in einem lokalen Minimum befinden,
ist der Gradient u¨ber alle Trainingsmuster gleich Null. Dieses muss jedoch nicht fu¨r die Gradien-
ten der einzelnen Trainingsmuster gelten. Aufgrund der Lernregel nach Gleichung (3), in der die
Einzelgradienten bestimmt werden und die Gewichtsanpassung unmittelbar erfolgt, kann das Netz
aus einem lokalem Minimum heraus gefu¨hrt werden.23
19 Vgl. Kerling (1997), S. 419, Kohonen (1997), S. 87 f.; Vesanto & Alhoniemi (2000), S. 589.
20 Vgl. Kohonen (1997), S. 88; Poddig & Sidorovitch (2001), S. 387.
21 Vgl. Kerling (1997), S. 420.
22 Vgl. Zimmermann (1994), S. 42.
23 Neben der hier vorgestellten Muster-pro-Muster Gewichtsanpassungsprozedur hat Kohonen (1997) auch eine
batch-Version dieses Algorithmus entwickelt. Dieser beno¨tigt keine Lernrate und ist durch eine deutlich schnellere
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Bei na¨herer Betrachtung der im Rahmen des iterativen Lernfahrens nach (3) zu minimierenden
Fehlerfunktion lassen sich große A¨hnlichkeiten zum k-means Clustering feststellen. Ist der Radius
σ Null, so nimmt die Nachbarschaftsfunktion hBMUi den Wert Eins fu¨r die BMU und Null fu¨r alle
verbliebenen Output-Units an. Damit reduziert sich die Fehlerfunktion (5) zur Fehlerfunktion des
k-means Algorithmus:24
E =
C∑
k=1
∑
x∈Qk
‖xk − ck‖2 (6)
wobei C die Anzahl der Cluster Qi = 1, ..., C und ck das Zentrum des Clusters k angibt. Weist
die Nachbarschaftsfunktion hingegen einen Wert gro¨ßer Null auf, wird die topologische Nachbar-
schaft der BMU beru¨cksichtigt. Aus Gleichung (5) folgt dann, dass die Prototypvektoren sich nicht
im Clusterzentroid ihrer Voronoi-Elemente befinden, sondern ein mit der Nachbarschaftsfunktion
gewichtetes Mittel bilden.
Die Vorteile der SOMs gegenu¨ber einer herko¨mmlichen k-means Clusteranalyse liegen in der be-
reits angesprochenen Fa¨higkeit, hochdimensionale Merkmalsra¨ume, unter Wahrung der inha¨renten
Struktur der eingegebenen Originaldaten (Topologieerhalt), in einen Outputraum niedrigerer Di-
mension abzubilden (Dimensionsreduktion). Durch den Topologieerhalt bleiben die Beziehungen im
urspru¨nglichen Merkmalsraum in der (dimensionsreduzierten) Abbildung erhalten. Damit entspre-
chen benachbarte Units auf der Output-Schicht a¨hnlichen (Daten-)Clustern im origina¨ren Merk-
malsraum. Diese Eigenschaft widerspricht dem Grundgedanken der Clusteranalyse, wonach die
Variation zwischen den verschiedenen Clustern mo¨glichst groß sein soll, erlaubt hingegen aber das
Gruppieren benachbarter Output-Units und damit das Zusammenfassen a¨hnlicher Datengruppen
des Merkmalsraums. Letztendlich kann u¨ber eine derartige Zusammenfassung eine Form von hier-
archischer Ordnung in den aufgedeckten Strukturen eingebracht werden. Ein weiterer wesentlicher
Vorteil besteht in der Approximation der Wahrscheinlichkeitsdichte des urspru¨nglichen Merkmals-
raums. Im Gegensatz zur Clusteranalyse, in der eine schwache Datenha¨ufung genauso durch ein
einzelnes Cluster abgebildet wird wie eine starke Ha¨ufung in einem anderen Unterraum, erfolgt bei
den SOMs eine differenzierte Behandlung, indem ha¨ufig vertretenen Unterra¨umen mehr Units auf
der Output-Schicht zugeordnet werden. Wichtige Datenbereiche ko¨nnen so differenziert abgebildet
werden.
Letztendlich handelt es sich bei dem SOM-Algorithmus um ein partitionierendes Verfahren.
Allerdings fu¨hrt der angesprochene Topologieerhalt zu einer Kontinuita¨t in der Abbildung, wodurch
Konvergenz gekennzeichnet. Vgl. Kohonen (1997), S. 135 ff. Insbesondere vor dem Hintergrund lokaler Minima
wird in weiteren Verlauf dieser Arbeit der (adaptive) Muster-pro-Muster Algorithmus verwendet.
24 Zum k-means Clustering siehe z.B. MacQueen (1967), S. 281 ff.
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keine eindeutige Anzahl an Cluster nach Abschluss der Trainingsphase angegeben werden kann.
Eine exakte Bestimmung von Clustergrenzen erfordert weitere Verfahren.
2.2 Clustern von Self-Organizing Maps
Typischerweise erfolgt die dimensionsreduzierte Abbildung eines SOMs auf einer zweidimensiona-
len Karte. Eine Mo¨glichkeit zur Bestimmung der Clusteranzahl besteht daher in der Visualisierung
dieser trainierten Kohonenschicht (”Clustering via Visualization“). Der einfachste Ansatz besteht
im sogenannten ”Labeling“ der trainierten Karte. Hierbei werden die Trainingsdaten dem SOM
nochmals pra¨sentiert und die jeweiligen BMUs entsprechend den zugeho¨renden Inputdaten gekenn-
zeichnet. Ein fortgeschrittener Ansatz stellt die sogenannte ”Unified Distance Matrix“ (U-Matrix)
dar. Die U-Matrix fu¨gt auf der Kohonenschicht als dritte Dimension die Euklidischen Distanzen
zwischen jeder Output-Unit und ihren direkten Nachbarn hinzu. Damit wird die manuell vorzu-
nehmende Clusterbildung erleichtert.25
Letztendlich ko¨nnen die Visualisierungstechniken nur eine Hilfestellung fu¨r die im Anschluss
”manuell“ vorzunehmende Clusterbildung geben. Dieses ist ein mu¨hsamer Prozess, der keine konsis-
tente Zusammenfassung benachbarter Output-Units garantiert. Zur U¨berwindung dieser Schwa¨che
regen Vesanto & Alhoniemi (2000) eine ”automatisierte“ Vorgehensweise an, welche in Abbildung
2 dargestellt ist.
Abbildung 2: 2-stufiger Ansatz nach Vesanto & Alhoniemi (2000)
In der ersten Stufe erfolgt mit Hilfe der Self-Organizing Maps eine dimensionsreduzierte Ab-
bildung des origina¨ren Merkmalsraums unter Wahrung der inha¨renten Struktur der eingegebenen
25 Ausfu¨hrliche Darstellungen zur U-Matrix finden sich z.B. bei Ultsch (1993). Fu¨r weitere in der Literatur dis-
kutierte Visualisierungstechniken wie z.B. die P-, und die U*-Matrix siehe Ultsch (2003). Fu¨r das Adaptive
Coordinates Verfahren siehe Merkl & Rauber (1997) und die dort genannten Quellen.
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Originaldaten. Das nach Abschluss der Trainingsphase entstandene Set an Prototypvektoren (Ab-
straktionslelvel 1) u¨bersteigt in der Regel die Anzahl der erwarteten Cluster. Die Prototypvektoren
ko¨nnen jedoch als ”Proto-Cluster“ aufgefasst werden, welche in einem zweiten Schritt zu den ei-
gentlichen Cluster (Abstraktionslevel 2) zusammengefasst werden ko¨nnen. Dazu nutzen Vesanto
& Alhoniemi (2000) das k-means Clustering Verfahren, welches sich durch folgende fu¨nf Schritte
skizzieren la¨sst:26
1. Bestimmung der Clusteranzahl
2. Zufa¨llige Initialisierung der Clusterzentren
3. Berechnung der Partitionierung/Klassifizierung
4. Berechnung der neuen Clusterzentren
5. Wiederhole Schritte 3 bis 5, bis die Partitionierung unvera¨ndert bleibt oder der Algorithmus
konvergiert ist
Die zu minimierende Fehlerfunktion, wonach der Algorithmus die Clusterzentren fu¨r C Cluster
derart bestimmt, dass die Summe der Streuungsquadrate innerhalb der Cluster minimal u¨ber alle
Cluster wird, wurde bereits in Gleichung (6) aufgefu¨hrt.
Ist die ”wahre“ Anzahl an Clustern, wie in der vorliegenden Untersuchung a-priori unbekannt,
so kann der oben vorgestellte Algorithmus fu¨r ein Set von unterschiedlichen Clusteranzahlen wie-
derholt werden. Die ”beste“ Partitionierung wird dann im Anschluss unter Verwendung eines Va-
lidita¨tsindex bestimmt. Im Zusammenhang mit SOMs nutzen Vesanto & Alhoniemi (2000) den
Davies-Bouldin Index (DBI), welcher die Kompaktheit innerhalb der Cluster in Beziehung zur Se-
pariertheit zwischen den Clustern setzt.27 Mit Sc(Qk) als mittlerer Abstand (gemittelt u¨ber alle
Objekte Nk) im Cluster Qk zum Clustermittelpunkt ck und dce(Qk, Ql) als Abstand zwischen den
Cluster Qk und Ql ergibt sich der DBI wie folgt:
DBI(C) =
1
C
C∑
k=1
max
l 6=k
{
Sc(Qk) + Sc(Ql)
dce(Qk, Ql)
}
mit
Sc =
∑
i ‖xi − ck‖
Nk
dce = ‖ck − cl‖
(7)
26 Siehe MacQueen (1967), S. 281 ff.
27 Siehe Davies & Bouldin (1979). Fu¨r alternative Validita¨tsindices siehe Bezdek (1998), oder Milligan & Cooper
(1985).
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Zur Berechnung der Kompaktheit und Separiertheit verwenden Vesanto & Alhoniemi (2000) die
centroid distance (Sc) bzw. centroid linkage (dce) und begru¨nden die Wahl dieser Distanzmaße
mit dem Problem steigender Rechenkomplexita¨t alternativer Maße, wie beispielsweise die average
distance (Sa) bzw. das average linkage (Da), insbesondere bei gro¨ßeren Datenmengen.28
Den Vorteil ihres zweistufigen Ansatzes gegenu¨ber einem direkten Clustern des Datensatzes se-
hen die Autoren neben der Verringerung des Rechenaufwands in der Reduktion des Rauschens. Die
Prototypvektoren (”Proto-Cluster“) sind lokale Durchschnitte der Daten und daher im Vergleich
zu den Originaldaten weniger sensitiv gegenu¨ber zufa¨lligen Vera¨nderungen. Letztendlich kommt es
zu einer Verringerung des negativen Einflusses von Ausreißern auf das im zweiten Schritt durch-
zufu¨hrende Clustering.29
Durch die U¨berwindung der oben angesprochenen Schwa¨chen der Visualisierungstechniken ermo¨glicht
dieses zweistufiger Verfahren letztendliche eine objektive Klassifizierung der origina¨ren Daten bei
gleichzeitiger Wahrung der genannten Vorteile der SOMs gegenu¨ber traditionellen Verfahren. Die
Abbildung 3 zeigt exemplarisch eine trainierte SOM-Karte und verdeutlicht anhand des ”Labe-
lings“-, des U-Matrix- und des k-means Clustering Verfahrens die Bestimmung der Clusteranzahl.
Abbildung 3: Auswertung trainierte SOM-Karte
Wie aus der Abbildung 3 hervorgeht ermo¨glicht nur das k-means Clustering eine eindeutige
Bestimmung der Clusteranzahl. Es zeigt sich ferner, dass insbesondere bei gro¨ßeren Datenmengen
der ”Labeling“-Ansatz zur Ermittlung der Cluster ungeeignet ist und das U-Matrix Verfahren einen
großen Interpretationsspielraum la¨sst.
28 Vgl. Vesanto & Alhoniemi (2000), S. 587 f.
29 Siehe Vesanto & Alhoniemi (2000), S. 588. Zur Rauschreduktion im Zusammenhang mit SOM Vgl. Kerling
(1997), S. 420 f.
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3 Empirische Umsetzung des 2-stufigen Klassifikationsansatzes
3.1 Untersuchungsgegenstand und Daten
In der vorliegenden Untersuchung soll ein systematischer Ansatz zur Klassifikation von (Single)
Hedge-Fonds abgeleitet werden. Die empirischen Studien von Maillet & Rousset (2001), Das &
Das (2005) oder Baghai-Wadji et al. (2006) haben gezeigt, dass SOMs das geeignete Werkzeug
zur Umsetzung bieten. Daru¨ber hinaus zeigen die Untersuchungen von Ultsch & Vetter (1994),
Mangiameli et al. (1996) oder Moutarde & Ultsch (2005), dass die SOMs im Vergleich zu den tra-
ditionellen Klassifizierungsansa¨tzen verrauschte Datensa¨tze besser klassifizieren ko¨nnen und dazu
weniger zusa¨tzliche Informationen beno¨tigen. In den bisherigen Studien zur Klassifizierung von
Hedge-Fonds mit SOMs erfolgte die Analyse unter Verwendung der oben kritisierten Visualisie-
rungstechniken, welche Interpretationsspielra¨ume bei der Clusterbildung lassen und damit keine
konsistente Zusammenfassung benachbarter Output-Units garantieren. Mit der Anwendung des 2-
stufigen Ansatzes nach Vesanto & Alhoniemi (2000) erweitert die vorliegende Untersuchung das bis
dahin gewa¨hlte Vorgehen in der Hedge-Fonds Literatur und stellt daru¨ber hinaus eine objektive,
konsistente Klassifizierung, die frei von Interpretationsspielra¨umen ist, sicher.
Das so entwickelte objektive und systematische Klassifikationsinstrumentarium soll zur Beant-
wortung der Frage nach der Qualita¨t und der Stabilita¨t der Eigenangabe von Hedge-Fonds u¨ber
ihren Anlagestil genutzt werden. In Anlehnung an die Studie von Baghai-Wadji et al. (2006) wird
zur Messung der Qualita¨t und Stabilita¨t die ermittelte Klassifikation der Einteilung des Datenban-
kanbieters gegenu¨bergestellt.
Fu¨r die empirische Analyse stehen monatliche Renditen aus der Lipper-TASS Datenbank zur
Verfu¨gung. Der Datensatz umfasst 11 Strategien von 2863 Hedge-Fonds im Zeitraum vom 31.01.1999
bis zum 31.12.2008. Ackermann et al. (1999) folgend, werden nur Fonds mit einer Mindesthistorie
von 24 Monaten in die Analyse aufgenommen, um die Stabilita¨t der Berechnungen zu gewa¨hrleisten.
Damit verbleiben 2789 Hedge-Fonds im Datensatz. Fu¨r die empirische Untersuchung werden 2 Da-
tensample gebildet. Das erste Sample umfasst 1025 Fonds im Zeitraum vom 31.01.2001 bis zum
31.12.2008 und zeichnet sich dadurch aus, dass alle Hedge-Fonds die gleiche Renditehistorie von
84 Monaten aufweisen. Zur U¨berpru¨fung der Stabilita¨t der Klassifizierung, wird dieses Sample in
2 Sub-Samples von jeweils 42 Monaten unterteilt. Das zweite Datensample entha¨lt alle 2789 Fonds
u¨ber den gesamten Untersuchungszeitraum und wird fu¨r einen weiteren Stabilita¨tscheck genutzt.
Daru¨ber hinaus dient es zur Untersuchung des SOM-Algorithmus im Umgang mit ”Missing Va-
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lues“. In der Tabelle 2 werden die zur Verfu¨gung stehende Anzahl an Hedge-Fonds je Datensample
angegeben.
Codierung Anlagestrategie Anzahl der Hedge Fonds
gema¨ß Eigenangabe Datensample 1 Datensample 2
Sub-Samples 1 und 2
CT Commodity Trading 111 163
CA Convertible Arbitrage 48 86
DS Dedicated Short Bias 8 17
EM Emerging Markets 80 229
EN Equity Market Neutral 70 220
GM Global Macro 39 146
LO Long Only 2 12
LE Long Short Equity 444 1287
MF Managed Futures 109 236
MS Multi Strategies 112 386
OA Options Arbitrage 2 7
Gesamt 1025 2789
Tabelle 2: U¨berblick der zur Verfu¨gung stehenden Anlagestile
Im Gegensatz zu traditionellen Clusterverfahren ermo¨glichen Self-Organizing Maps Hedge-Fonds
mit einer unterschiedlichen Renditehistorie zusammenzufassen.30 Die Renditehistorien der einzel-
nen Fonds in diesem Sample sind unterschiedlich lang, umfassen aber mindestens 24 Beobachtun-
gen. Die Tabelle 7 im Appendix fasst die deskriptiven Statistiken der Clusterzentroide des ersten
Datensamples zusammen.
3.2 Implementierung des 2-stufigen Ansatzes
Zur Umsetzung des vorgestellten zweistufigen Klassifizierungsansatzes mu¨ssen zuna¨chst in der ers-
ten Stufe die modellspezifischen ”Freiheitsgrade“ der SOMs konkretisiert werden. Wie bei jedem
Neuronalen Netz za¨hlt hierzu die Spezifikation der Netzwerkarchitektur. In Abschnitt 2.1 wer-
den SOMs als zweischichtige ”feed forward“ Netze mit einer festen Anordnung der Units auf der
Output-Schicht beschrieben. Aufgrund dieser besonderen Architektur beschra¨nkt sich die Netz-
werkspezifikation auf die Festlegung der Anzahl der Output-Units sowie deren Anordnung auf der
Output-Schicht.31 Basierend auf die in der Einfu¨hrung genannten Untersuchungen, insbesondere
der Studie von Baghai-Wadji et al. (2006), die auf einem a¨hnlich großen Datensample beruht, wer-
den in der vorliegenden Studie verschiedene 10X10S1,S2, 15X15S1,S2, 20X20S2 und 25X25S2 sowie
30 Vgl. Baghai-Wadji et al. (2006), S. 162.
31 Fu¨r eine tiefergehende Diskussion vgl. z. B. Blackmore & Miikkulainen (1993), S. 450 ff. oder Fritzke (1994), S.
1441 ff.
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verschiedene auf einer von Vesanto et al. (2000) dokumentierten Heuristik ermittelte 16X10S1,
20X8S1 und 25X11S2 Topologien getestet.32
Weitere Freiheitsgrade bestehen in der Wahl der Lernrate α, der Nachbarschaftsfunktion hBMU ,
des Nachbarschaftsradius σ sowie der Anzahl der Lernschritte t. Verfahren, die eine optimale Be-
stimmung dieser Parameter ermo¨glichen, sind nicht bekannt. Daher wird die Spezifizierung auf
Grundlage empirisch gewonnener Erkenntnisse vorgenommen. In Anlehnung an die Studie von
Baghai-Wadji et al. (2006) erfolgt die Initialisierung der Lernrate mit 0.06 und des Nachbarschafts-
radius mit 11. Kohonen (1997) folgend wird der Radius der Nachbarschaft als linear abnehmende
Funktion und die Anpassung der Lernrate auf Grundlage einer invers monoton abnehmenden Funk-
tion jeweils in Abha¨ngigkeit der Lernschritte t bestimmt. Die Anzahl der Lernschritte t ergibt sich
nach Kohonen (1997) als das 500-fache der Output-Units.33 Die Gauß’sche Glockenkurve wird aus
den in Abschnitt 2.1 bereits aufgezeigten Eigenschaften als Nachbarschaftsfunktion gewa¨hlt.
Neben den hier aufgefu¨hrten Freiheitsgraden erfordert die stochastische Natur des Lernprozes-
ses, welcher zum einen von der Reihenfolge der gewa¨hlten Trainingsvektoren als auch von der
Anfangsinitialisierung der Output-Units abha¨ngig ist, eine mehrfache Wiederholung des Trainings
der oben aufgefu¨hrten Topologien mit unterschiedlichen Parametrisierungen und Initialsierungen.
Zur anschließenden Identifizierung der ”ada¨quaten“ SOM-Realisation werden in der Literatur der
mittlere Quantisierungsfehler (mQuant) und der Topologiefehler (TopoErr) diskutiert. Der mittle-
re Quantisierungsfehler, welcher an die Fehlerfunktion der Self-Organizing Maps (Gl. 5) anknu¨pft,
ergibt sich aus der mittleren Euklidischen Distanz zwischen allen Trainingsvektoren mit deren best
matching units.34 Der Topologiefehler beurteilt die Qualita¨t einer SOM-Realisation u¨ber die Kon-
tinuita¨t der Abbildung vom Inputraum auf die trainierte SOM-Karte. Nach Kaski & Lagus (1996)
la¨sst sich dieses Maß als Prozentsatz der Inputvektoren, deren best matching units nicht mit deren
second best matching units benachbart sind, operationalisieren.35
In der zweiten Stufe des Klassifizierungsansatzes erfolgt das Clustering der in der ersten Stufe
identifizierten ”ada¨quaten“ SOM-Karte zur objektiven Bestimmung der Clustergrenzen. Wie in
Abschnitt 2.2 ausgefu¨hrt, nutzen Vesanto & Alhoniemi (2000) den k-means Algorithmus, welcher
auch in der vorliegenden Untersuchung zur Anwendung kommt. Aufgrund der Sensitivita¨t dieses
Algorithmus gegenu¨ber der Anfangsinitialisierung wird dieses Verfahren 1000-mal mit zufa¨lligen
Startwerten durchgefu¨hrt. Dabei wird in jedem dieser 1000 Durchga¨nge ein Set von unterschiedli-
32 S1 Datensample 1; S2 Datensample 2.
33 Vgl. Kohonen (1997), S. 87 f.
34 Vgl. Kohonen (1997), S. 121.
35 Vgl. Kaski & Lagus (1996), S. 810 ff.
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chen Clusteranzahlen getestet und unter Verwendung des Davies-Bouldin Indices die Clusteranzahl
zur ”besten“ Partitionierung ermittelt.
36 Letztendlich ergibt sich auf diesem Wege eine Verteilung
der Clusteranzahlen. Zur Bestimmung der finalen Partitionierung wird das k-means Clusterverfah-
ren erneut auf die identifizierte SOM-Karte mit dem Unterschied angewendet, dass der Modalwert
der ermittelten Verteilung der Clusteranzahlen als ”wahrer“ Wert vorgegeben ist. Aus den oben
genannten Grund wird das Verfahren 1000-mal durchgefu¨hrt und in jedem Durchgang die Summe
der mittleren Euklidischen Distanzen u¨ber alle Cluster (mEUKLID) als Gu¨tekriterium bestimmt:
mEUKLID =
1
C
C∑
k=1

√∑
i (xi − ck)2
Nk
 (8)
Der Durchlauf mit der geringsten mEUKLID wird in der vorliegenden Untersuchung als die
finale Partitionierung der in der ersten Stufe ermittelten ”ada¨quaten“ SOM-Karte identifiziert.
4 Ergebnisse
Wie in der Studie von Baghai-Wadji et al. (2006) fu¨hren die unterschiedlichen Topologien zu
robusten Partitionierungen der Untersuchungssample 1 und 2. Dabei zeichnen sich jedoch die
heuristisch bestimmten Topologien durch eine gro¨ßere Stabilita¨t der Verteilung der Clusteranzahlen
beziehungsweise durch ho¨here Fallzahlen fu¨r den Modalwert aus. Im weiteren Verlauf erfolgt daher
die Ergebnisdiskussion auf Grundlage der heuristisch bestimmten Topologien.
In U¨bereinstimmung mit den Untersuchungen von Das & Das (2005) und Baghai-Wadji et al.
(2006), in denen eine Reduktion der urspru¨nglichen Clusteranzahl auf 6 festgestellt wird, fu¨hrt die
Anwendung des vorgestellten zweistufigen Klassifizierungsansatzes auf das Datensample 1 ebenfalls
zu einer Reduktion von origina¨r 11 auf 6 Strategiegruppen.37 Die damit einhergehende Verringerung
der Summe der mittleren Euklidischen Distanzen u¨ber alle Cluster (mEUKLID) von origina¨r 8.29
auf 7.01 als auch die Reduktion des Davies-Bouldin Index von 5.48 auf 3.17 zeigen eine Verbesserung
der Partitionierung des Datensamples.
36 Siehe Abschnitt 2.2 fu¨r weitere Ausfu¨hrungen zum Davies-Bouldin Index. Die maximal zu testende Clusteranzahl
betra¨gt nach Vesanto et al. (2000):
√
Anzahl Fonds =
√
1025=˙32.
37 Wie in der vorliegenden Untersuchung werden bei Baghai-Wadji et al. (2006) 2 verschiedene Datensample mit
Hedge-Fonds gleicher sowie unterschiedlicher Renditehistorie gebildet. Wa¨hrend sich fu¨r das Sample mit gleicher
Historie eine Reduktion von 14 auf 6 Cluster ergibt, verringert sich die Strategiegruppen beim Sample mit
unterschiedlicher Historie von 15 auf 9. In der Untersuchung von Das & Das (2005) ergibt sich eine Reduktion
von origina¨r 11 auf 6 Gruppen.
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Die Tabelle 3 stellt die finale Partitionierung des zweistufigen Klassifizierungsansatzes der ori-
gina¨ren Gruppierung der Datenbank gegenu¨ber. Zur Analyse der Konsistenz der Selbsteinstufun-
gen der Hedge-Fonds-Manager erfolgt in Anlehnung an Fung & Hsieh (1997), Brown & Goetzmann
(2003) sowie Baghai-Wadji et al. (2006) die Bezeichnung der Cluster gema¨ß der vorherrschenden
selbstdeklarierten Strategien der origina¨ren Klassifizierung in einer (ermittelten) Gruppe. Wie aus
der Tabelle 3 hervorgeht, ist die Selbsteinstufung der Hedge-Fonds im untersuchten Datensample in
Frage zu stellen. Wird zur Beurteilung der Selbsteinstufungsgu¨te die Quote, wie in der Studie von
Baghai-Wadji et al. (2006) auf 65% gesetzt, sind lediglich die DS-Fonds weitgehend konsistent mit
der selbstdeklarierten Strategie.38 Die Fehleinstufungsquoten von CA-, GM-, LE- und MS-Fonds
liegen zwischen 60 und 75%. Die Fonds dieser Strategiegruppen verteilen sich u¨ber die ermittelte
SOM-Karte und scheinen daher fu¨r eine nu¨tzliche Selbsteinstufung ungeeignet. Zu stabileren Ein-
stufungen kommen die Manager der CT-, EM-, EN- und MF-Fonds. Hier liegt die Fehlklassifikation
zwischen 35 und 50%.
Die Benennung der Cluster auf Basis der vorherrschenden selbstdeklarierten Strategien und die
daraus gewonnenen Erkenntnisse sind kritisch zu hinterfragen, da die Fonds mit sehr hoher Fehl-
einstufungsquote die Interpretation der Konsistenzanalyse beeinflussen ko¨nnen. Als Beispiel sei
hier das Cluster 1 angefu¨hrt, welches aufgrund der enthaltenen vorherrschenden selbstdeklarierten
Strategien der origina¨ren Klassifizierung als DS&GM&MS bezeichnet wird. Die Auswertung der
Zusammensetzung des Clusters 1 zeigt jedoch, dass im Innerclustervergleich, die GM-Fonds zur
Bezeichnung des Clusters nicht herangezogen worden wa¨ren. Die hervorgehobenen Komponenten
der Clusterbezeichnungen in der Tabelle 3 zeigen jene Strategiegruppen, die sowohl vorherrschend
innerhalb der origina¨ren als auch in der ermittelten Klassifizierung sind. Danach ko¨nnen DS, EN,
EM und LE als einzelne charakteristische Hedge-Fonds-Stile sowie CT und MF als eine (zusam-
mengefasste) Strategie identifiziert werden. Neben diesem Ergebnis lassen sich Aussagen bezu¨glich
der A¨hnlichkeit der untersuchten Strategien ableiten. Die Zusammenfassung von CT und MF zu
einem Cluster zeigt, dass sich gema¨ß dem vorgestellten 2-stufigen Klassifizierungsansatz diese Stra-
tegien nicht unterscheiden und es sich letztendlich um denselben Anlagestil handelt. Das scheint
aus o¨konomischer Sicht plausibel, da die Handelsstrategie der MF (von sogenannten Commodity
Trading Advisors) fast ausschließlich u¨ber bo¨rsengehandelte Derivate, wie Futures, abgebildet wird
und Commodities in der Regel u¨ber Futurekontrakte gehandelt werden.
38 Die LO- und OA-Strategien werden aufgrund ihres Umfanges von je 2 Fonds in der Analyse nicht mit einbezogen.
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Trotz der genannten Kritik an der beschriebenen Vorgehensweise der Konsistenzanalyse bleibt
letztendlich festzuhalten, dass aufgrund der Verteilung der Fonds u¨ber die ermittelte Partitionie-
rung die Selbsteinstufung durch die Hedge-Fonds-Manager u¨berwiegend inkonsistent ist.
Die Folgen dieser gewollten oder ungewollten Klassifizierungsfehler sind weitreichend, da sie zu
Verzerrungen in der Analyse von Hedge-Fonds-Strategien und deren Performance fu¨hren sowie das
Gefahrenpotenzial beinhalten, falsche Investitionsentscheidungen, beispielsweise zur Konstruktion
von Dachfonds oder zur Beimischung eines bestehenden Portfolios, zu treffen. Die Tabelle 8 im
Appendix fasst die deskriptiven Statistiken der Zentroide der ermittelten 6 Cluster zusammen.
Unabha¨ngig von der Konsistenzanalyse soll in einem weiteren Schritt die Stabilita¨t der ermit-
telten 6-Gruppen Klassifizierung gepru¨ft werden. Dazu wird der 2-stufige Ansatz auf die beiden in
Abschnitt 3.1 benannten Sub-Samples angewendet. Die Tabelle 4 stellt die finalen Partitionierun-
gen des zweistufigen Klassifizierungsansatzes der beiden Sub-Samples der origina¨ren Gruppierung
der Datenbank gegenu¨ber. Dabei gilt es anzumerken, dass die Klassifizierung des Datensample 1
(Tabelle 3) auf einer 16X10 und die beiden nachfolgend aufgefu¨hrten Partitionierungen der Sub-
Samples je mit einer 20X8 Topologie bestimmt wurden.
Im Ergebnis kommt es auch hier fu¨r jedes der beiden Sub-Sample zu einer Reduktion der Klas-
senzahl auf 6 Cluster mit einer im Vergleich zur Partitionierung des Sample 1 sehr a¨hnlichen
Zusammensetzung der Gruppen. Die Gegenu¨berstellung, der in den Tabellen 3 und 4 dargestellten
vorherrschenden selbstdeklarierten Strategien in den ermittelten Klassen der drei Partitionierun-
gen, zeigt ein hohes Maß an U¨bereinstimmung. Damit ko¨nnen zum einen die Erkenntnisse der
oben diskutierten Konsistenzanalyse u¨bernommen und zum anderen die durch den vorgestellten
2-stufigen Klassifizierungsansatz aufgedeckte Struktur von 6 Clustern als stabil im gesamten Un-
tersuchungszeitraum angenommen werden. Diese Feststellung stimmt mit den Ergebnissen von
Baghai-Wadji et al. (2006) u¨berein, die ebenfalls zu einer im Zeitablauf stabilen Klassifizierung
und Stilkonsistenz bzw. -inkonsistenz der untersuchten Hedge-Fonds-Gruppen kommen. Die Auto-
ren weisen jedoch darauf hin, dass auf Grundlage dieses Ergebnisses nur bedingt Erkenntnisse in
Bezug auf den sogenannten ”Style Creep“ der Fonds getroffen werden ko¨nnen. Hierzu muss jeder
Hedge Fond isoliert betrachtet und analysiert werden, ob sich die auf Basis des 2-stufigen Ansatzes
ermittelte Clusterzuordnung zwischen den beiden Sub-Samples gea¨ndert hat.
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Diesem Vorgehen folgend fasst Tabelle 5 die Ergebnisse der Style Creep Analyse auf Basis der
beiden Sub-Sample zusammen. Wie aus dem oberen Drittel der Tabelle 5 hervorgeht, ist, trotz der
relativ hohen prozentualen U¨bereinstimmungen der Partitionierungen, das Pha¨nomen des Style
Creep in der Hedge-Fonds-Branche existent.
Prozentuale U¨bereinstimmung der Clusterzusammensetzung der Sub Sample
Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6
Anteil der U¨bereinstimmung, in % 87.50 79.70 85.21 85.21 83.12 67.29
Style Creep nach origina¨rer Klassifizierung
CT CA DS EM EN GM
Style Creep, absolut 1 21 12 1 9 8 18
Style Creep, in % 2 18.92 25.00 12.50 11.25 11.43 46.15
Gesamt 111 48 8 80 70 39
Style Creep nach origina¨rer Klassifizierung (forts.)
LO LE MF MS OA Gesamt
Style Creep, absolut 1 0 66 14 28 1 178
Style Creep, in % 2 0.00 14.86 12.84 25.00 50.00 17.37
Gesamt 2 444 109 112 2 1025
Style Creep nach SOM-basierter Klassifizierung
DS, GM, MS CA, EN CT, MF EM LE
Style Creep, absolut 1 47 20 35 9 66
Style Creep in % 2 29.56 16.95 15.91 11.25 14.86
Style Creep bei richtiger Selbst- 9 5 13 3 12
einstufung, absolut 3
Style Creep bei richtiger Selbst- 15.52 8.47 10.24 7.50 9.60
einstufung, in % 4
Anzahl der richtiger Selbst- 58 59 127 40 125
einstufungen 5
Gesamt 159 118 220 80 444
Darstellung der Ergebinsse in Anlehung an die Untersuchung von Baghai-Wadji et al. (2006). Eigene Berechnungen.
1 Anzahl der Fonds je Kategorie mit Style Creep.
2 Anteil der Fonds (an allen Fonds in der jeweiligen Kategorie) mit Style Creep.
3 Anzahl der Fonds mit Style Creep, welche im Untersuchungszeitraum 2001-2005 richtig klassifiziert waren.
4 Anteil der Fonds (an allen richtig eingestuften Fonds der jeweiligen Kategorie) mit Style Creep, welche im
Untersuchungszeitraum 2001-2005 richtig klassifiziert waren.
5 Anzahl der Fonds mit richitger Selbsteinstufung im Zeitaum 2001-2005.
5 Gesamtzahl der Fonds in der jeweiligen Kategorie.
Tabelle 5: Style Creep
Bei einem Vergleich, der in der Mitte der Tabelle 5 wiedergegebenen Aufschlu¨sselung dieser
Stila¨nderungen nach der origina¨ren Klassifizierung mit den in der Tabelle 4 dokumentierten Er-
gebnissen der durchgefu¨hrten Konsistenzanalyse, deutet sich bereits an, dass die Fonds mit den
ho¨chsten Fehleinstufungsquoten auch den ho¨chsten Style Creep aufweisen. Diese Beobachtung wird
durch eine tiefergehende Analyse, in der die Stila¨nderungen differenziert nach Hedge-Fonds mit
richtiger und mit falscher Selbsteinstufung unterteilt werden, besta¨tigt. Im unteren Teil der Ta-
belle 5 sind diese Ergebnisse zusammengefasst. Offensichtlich kommen im Vergleich zu Fonds mit
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richtiger Selbsteinstufung, Stila¨nderungen bei Fonds mit falscher Selbsteinstufung deutlich ha¨ufiger
vor. Baghai-Wadji et al. (2006) kommen zu einem a¨hnlichen Ergebnis, wonach die (ex post) Wahr-
scheinlichkeit eines Style Creep fu¨r Hedge-Fonds mit falscher Selbsteinstufung im Vergleich zu
Hedge-Fonds mit richtiger Einstufung mit 23.3% zu 11.7% doppelt so hoch ist. In der vorliegenden
Untersuchung betra¨gt dieses Verha¨ltnis 17.7% zu 10.3%.
Letztendlich bleibt festzuhalten, dass im Beobachtungszeitraum zwar fu¨r 17.4% der Hedge-Fonds
ein Style Creep festgestellt werden kann, dieses Pha¨nomen jedoch in der Gegenu¨berstellung mit
dem Investmentfondsektor, wo vergleichbare Untersuchungen ho¨here Stila¨nderungsquoten von u¨ber
55% aufweisen, nicht so stark verbreitet ist.39 Vor dem Hintergrund dieser Resultate scheint die
festgestellte 6-Klassen Partitionierung des Datensamples 1 robust im Beobachtungszeitraum zu
sein. Diese Beobachtung wird durch einen weiteren Robustheitstest bekra¨ftigt.
Wie im Abschnitt 3.1 beschrieben wird das 2-stufige Klassifizierungsverfahren zur U¨berpru¨fung
der Stabilita¨t der gewonnenen Ergebnisse auf das Datensample 2, welches sich durch eine um-
fassendere Datenbasis von 2789 Hedge-Fonds, einen la¨ngeren Untersuchungszeitraum (31.12.199
bis 31.12.2008) sowie unterschiedlich lange Renditehistorien der Fonds auszeichnet, angewendet.
In diesem Zusammenhang zeigt sich ein wesentlicher Vorteil des SOM-Algorithmus gegenu¨ber der
Clusteranalyse, welche vollsta¨ndige Daten beno¨tigt, der einen Umgang mit ”Missing Values“ in
den Inputvektoren und damit die Klassifizierung von Fonds mit unterschiedlicher Renditehistorie
ermo¨glicht.40 Die Tabelle 6 fasst die Ergebnisse des 2-stufigen Klassifizierungsansatzes (auf Ba-
sis einer heuristisch bestimmten 25X11 Topologie) zusammen. Wie die auf einer 16X10 Topologie
basierende Klassifizierung des Sample 1 bzw. die auf 20X8 Topologien ermittelten Gruppierungen
der Sub-Sample fu¨hrt auch die auf einer 25X11 Topologie beruhende Partitionierung zu 6 Klassen.
Ferner zeigt ein Vergleich zwischen den Partitionierungen der Datensample 1 und 2, dass sowohl
die vorherrschenden selbstdeklarierten Strategien der origina¨ren Klassifizierung in den ermittelten
Gruppen als auch deren Zusammensetzung weitgehend u¨bereinstimmen. Nur bei den GM- und
LE-Fonds fu¨hren die (geringfu¨gigen) Abweichungen zu einer Verschiebung der vorherrschenden
selbstdeklarierten Anlagestile in der berechneten Klassifizierung, was vor dem Hintergrund der Er-
gebnisse der Konsistenzanalyse mit Fehleinstufungsquoten von bis zu 75% dieser Strategieruppen
nicht weiter verwundert.
39 Vgl. Kim et al. (2000), S. 319 und Indro et al. (1998), S. .
40 Vgl. Kohonen et al. (1995), S. 7 f. und Vesanto et al. (2000), S. 7, sowie die dort angegebene Quelle.
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5 Schlussbetrachtung und Ausblick
Gegenwa¨rtig existiert keine allgemein anerkannte Klassifizierung von Hedge-Fonds. Die bestehen-
den Ansa¨tze sind durch die Datenbankanbieter gepra¨gt und sind, so die Ergebnisse verschiedener
empirischer Untersuchungen, weder konsistent noch vergleichbar und weisen ein hohes Maß an
Fehlklassifikation auf.
Mit den Self-Organizing Maps behandelt der vorliegende Beitrag eine Methode, welche die Pro-
bleme der traditionellen regressionsbasierten Klassifikationsverfahren, die sich im Zusammenhang
mit den oft nichtlinearen Rendite-Risikostrukturen von Hedge-Fonds ergeben ko¨nnen, u¨berkommt
und eine objektive Taxonomie ermo¨glicht. Dabei erweitert die Untersuchung mit der Implementie-
rung des 2-stufigen Ansatzes von Vesanto & Alhoniemi (2000) das in der Hedge-Fonds Literatur
u¨blicherweise gewa¨hlte problematische Vorgehen der visuellen Auswertung der SOM-Karten, die
nicht immer eine exakte Darstellung der entdeckten Strukturen liefern und weitere Interpretations-
hilfen no¨tig machen. Daru¨ber hinaus tragen die Anwendungen der Kohonen Regel zur Bestimmung
der Lernzyklenanzahl als auch die von Vesanto et al. (2000) dokumentierte Heuristik zur Ermitt-
lung der Topologie zu einer weiteren Objektivierung des Klassifikationsansatzes bei. Nach aktuellem
Kenntnisstand existiert keine weitere Vero¨ffentlichung, welche den 2-stufigen Ansatz zur Klassifi-
kation von Hedge-Fonds untersucht und unter Verwendung der genannten Regeln und Heuristiken
eine objektive Klassifikation implementiert.
In der empirischen Untersuchung hat die Anwendung des 2-stufigen SOM-basierten Klassifi-
kationsverfahrens im Untersuchungszeitraum vom 31.01.1999 bis zum 31.12.2008 6 Hedge-Fonds-
Kategorien ergeben. Diese Reduktion von urspru¨nglich 11 Klassen der Datenbank sowie die Zusam-
mensetzung der ermittelten Gruppen ist robust in Bezug auf unterschiedlich getestete Topologien
und Datensample, die sich hinsichtlich der Untersuchungsperiode sowie der Anzahl an Hedge-Fonds
unterscheiden. Auf Grundlage dieser Ergebnisse werden weiterfu¨hrende Analysen zur Selbsteinstu-
fungsgu¨te und zur Stila¨nderungsproblematik durchgefu¨hrt. Dabei zeigt sich, dass die Eigenangaben
der Hedge-Fonds-Manager u¨berwiegend inkonsistent sind und fu¨r 17.37% der untersuchten Hedge-
Fonds eine Stila¨nderung festgestellt werden kann, wobei die ex post Wahrscheinlichkeit eines Style
Creep von Hedge-Fonds mit falscher Selbsteinstufung im Vergleich zu Hedge-Fonds mit richtiger
Selbsteinstufung mit 17.71% zu 10.27% deutlich ho¨her ist.
Die unter Verwendung des vorgestellten 2-stufigen SOM-basierten Klassifikationsansatzes ge-
wonnenen Erkenntnisse u¨ber die ”wahre“ Zugeho¨rigkeit der einzelnen Hedge-Fonds sowie deren
Anlageverhalten sind aus verschiedenen Gru¨nden wichtig. Sie ko¨nnen beispielsweise zur Vermei-
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dung nicht diversifizierter Portfolios beitragen, was insbesondere bei der Konstruktion von Dach-
fonds, wo eine Risikostreuung durch Stilmix erzielt wird, von Bedeutung ist. Ferner ermo¨glichen
sie die Konstruktion von Benchmarks, die im Rahmen einer Stilanalyse z.B. fu¨r die Performance
Attribution oder das Risikomanagement genutzt werden ko¨nnen. Bereits Maillet & Rousset (2001)
weisen auf die Mo¨glichkeit hin, unter Verwendung des Kohonen Algorithmus zur Selektion der
Fonds Benchmarks bzw. Indices zu extrahieren.41
In diesem Zusammenhang ko¨nnen die vorliegenden Ergebnisse dazu beitragen, diversifizierte
Portfolios zu bilden. Ferner wird mit dem 2-stufigen Klassifizierungsansatz eine Technik vorgestellt
und implementiert, welche zur automatisierten Extraktion von Benchmarks und Stilindices genutzt
werden kann.
Die Zuverla¨ssigkeit der empirischen Ergebnisse ist vom verwendeten Datensatz abha¨ngig. In der
vorliegenden Untersuchung stehen nur u¨berlebende Hedge-Fonds zur Verfu¨gung. Daher ko¨nnen die
gewonnenen Erkenntnisse durch den so genannten ”survivorship bias“ durchsetzt sein, was jedoch
keinen Einfluß auf die ermittelte 6-Klassen Taxonomie hat.42 Allerdings ko¨nnen keine Aussagen
bezu¨glich des Verhaltens von ”dead“ Hedge-Fonds auf Grundlage der vorliegenden Ergebnisse ge-
troffen werden. Dieses wa¨re im Rahmen einer weiteren Analyse auf Grundlage einer umfassenderen
Datenbasis zu untersuchen.
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