Abstract. We study the Howe correspondence for unipotent representations of irreducible dual pairs (
Introduction
Let F q is a finite field with q elements and odd characteristic. A pair (G ′ , G) of mutually centralized reductive subgroups of Sp 2n (q) := Sp 2n (F q ) is called a reductive dual pair. Roger Howe has introduced (cf. [17] ) a correspondence Θ : R(G) → R(G ′ ) between the category of complex representations of these subgroups. It is obtained by restricting the Weil representation of Sp 2n (q) to the product G ′ · G.
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Irreducible dual pairs (G ′ , G) in Sp 2n (q) can be either symplecticorthogonal (Sp 2m (q), O m ′ (q)), unitary (U m (q), U m ′ (q)) or linear pairs (GL m (q), GL m ′ (q)) with n = mm ′ in all cases. The Howe correspondence for finite fields sends irreducible representations of G to (in general) reducible representations of G ′ . So for an irreducible representation π of G, the representation Θ(π) of G ′ decomposes as a sum of irreducible subrepresentations. The main goal of the present work is to find certain extremal (i.e. minimal and maximal) representations in this set of irreducible representations for unitary pairs and symplectic-orthogonal pairs (we deal only with even dimensional orthogonal groups). This generalizes the case (Sp 4 (q), O + 2m (q)) studied by Aubert, Kraśkiewicz, and Przebinda in [4] .
One of the main facts we use in finding this extremal representations is the compatibility between the Howe correspondence and both the Harish-Chandra and Lusztig decompositions.
If we call R(G) λ the representations spanned by the Harish-Chandra series Irr(G) λ corresponding to (L, λ), then one can find [5, Theorem 3.7] a cuspidal representation λ ′ of the group of rational points of a certain Levi of G ′ such that the theta correspondence sends representations in R(G) λ to representations in R(G ′ ) λ ′ . Considering the groups G and G ′ whose groups of rational points are G and G ′ , if E (G, (s)) is the Lusztig series corresponding to the semisimple rational element s of G * then there is a semisimple G ′ * -conjugacy class (s ′ ) such that the Howe correspondence sends representations in E (G, (s)) to representations in the subcategory R(G ′ , (s ′ )) of R(G ′ ) spanned by E (G ′ , (s ′ )) [5, Proposition 2.3] . Moreover, the application between semisimple classes if induced by the natural inclusion of one of the groups G * F * or G ′ * F ′ * in the other. In particular the image of an unipotent representation (that is the member of E (G, (1))) decomposes as a sum of unipotent representations.
Not many classical groups have representations both cuspidal and unipotent, between those appearing in type I dual pairs we find the groups Sp 2k(k+1) (q), O ǫ 2k 2 (q) and U k(k+1)/2 (q) for a positive integer k and ǫ = sgn (−1) k ; these groups have only one cuspidal unipotent representation except for the orthogonal groups, which has two. The Howe correspondence for unipotent representations can be seen as a correspondence between Harish-Chandra series corresponding to cuspidal unipotent representations. It is known [12] that these series are in bijection with the set of irreducible representations of a certain Weyl group, so the Howe correspondence can be expressed as a correspondence between Weyl groups. For dual pairs (Sp 2m (q), O ± 2m ′ (q)) and (U m (q), U m ′ (q)) it becomes a correspondence between the pairs (B m−k(k+1) , B m ′ −k ′ (k ′ +1) ) and (B (1/2)(m−k(k+1)/2) , B (1/2)(m ′ −k ′ (k ′ +1)/2) ), k ′ depending on k. Call (W l , W l ′ ) one of these pairs. In [5] Aubert, Michel and Rouquier showed that the Howe correspondence is given by the characters below, all the sums are over 0 ≤ r ≤ min(l, l ′ ) and χ ∈ Irr(W r ). sgn χ ⊗ 1), (2) for the pair (U m (q), U m ′ (q)) otherwise. They also conjectured that in the symplectic-orthogonal case the correspondence is given by the following characters, again the sums are over 0 ≤ r ≤ min(l, l ′ ) and χ ∈ Irr(W r ) : For an irreducible representation χ of W l we call τ (χ) the set of those irreducible representations χ ′ of W l ′ such that χ ⊗ χ ′ is an irreducible component of one of the above sums.
The Springer correspondence relates an irreducible representation of the Weyl group W l of Sp 2l (F q ) to a pair (O, ρ) consisting of a unipotent conjugacy orbit O in Sp 2l (F q ) and an irreducible representation ρ of the group of connected components of the centralizer of any u ∈ O. For symplectic-orthogonal pairs we explicit a representation in τ (χ) which provides the smallest (resp. largest) unipotent orbit (for the closure order) via the Springer correspondence (cf. Theorems 9 and 10). We will consider it to be the minimal (resp. maximal ) representation in the symplectic-orthogonal setting. For an irreducible representation χ ξ ′ ,η ′ of W l ′ this minimal (resp. maximal) representation is indexed by the bipartition (ξ
) in the cases covered by (1) , and by the bipartition
) in the cases covered by (2) .
Call λ k the unique cuspidal unipotent representation of U k(k+1)/2 (q). The representations in the Harish-Chandra series Irr(U m (q)) λ k are the virtual characters R Um µ [11, Appendice, proposition p.224] up to a sign. The partitions µ parametrizing these characters are those having (k k − 1 · · · 1) as 2-core and having as 2-quotients (of parameter 1) the irreducible representations of B (1/2)(m−k(k+1)/2) obtained by the bijection Irr(U m (q)) λ k ≃ Irr(B (1/2)(m−k(k+1)/2) ) mentioned above (cf. [12] ). It is natural to order the representations in τ (χ) by the order between the corresponding partitions µ (which parametrize the virtual characters R Um µ ). We show that there is a smallest (resp. largest) representation in τ (χ) for this order (cf. Theorems 11 and 12) , this is the minimal (resp. maximal ) representation in the unitary setting. For an irreducible representation χ λ,µ of W l this minimal (resp. maximal) representation is indexed by the bipartition
) in the cases covered by (3) , and by the bipartition ((l
. . , µ r ), λ)) in the cases covered by (4).
Dual pairs
In this section we will present the reductive dual pairs over finite fields F q . We will suposse the characteristic p of the field to be odd. All forms are supposed to be nondegenerate.
Let W be a symplectic vector space over F q . The group of isometries for the symplectic form over W is denoted by Sp(W ). By choosing a suitable base we can consider the symplectic group as a group of matrices, in this situation we will also denote it by Sp 2n (q), where dim W = 2n.
For a group G and a subgroup H, we let
We will usually omit the word reductive and call (G, G ′ ) a dual pair. 
is a dual pair in Sp(W ). Such a pair is said to be reducible. A dual pair (G, G ′ ) which does not arise in this way is said to be irreducible. For example, if W is irreducible for the action of G × G ′ , then the dual pair (G, G ′ ) is irreducible. Every dual pair can be written as a product of irreducible dual pairs. We present now the classification of irreducible dual pairs over finite fields. All the inner forms are supposed to be non degenerate.
(1) Let V 1 and V 2 be vector spaces over F q . Suppose V 1 has a symplectic form , 1 and V 2 has a quadratic form , 2 . The group of isometries of the latter is called orthogonal and denoted by O(V 2 ).
The
(2) Consider the quadratic extension F q 2 of F q and let F denote its Frobenius morphism. Let V 1 be a vector space over F q 2 with a nondegenerate skew Hermitian form , 1 , so
, and let U(V 1 ) be the isometry group of this form. Similarly, let V 2 be a F q 2 -vector space with a Hermitian form , 2 so αu, βv 2 = α u, v 2 β ι and u, v ι 2 = v, u 2 , and let U(V 2 ) be its isometry group of this form.
The F q vector space W = V 1 ⊗ F q 2 V 2 has a symplectic form defined by
we can see U(V 1 ) and U(V 2 ) as subgroups of Sp(W ). The irreducible dual pair (U(V 1 ), U(V 2 )) obtained this way is called unitary.
Unitary and symplectic-orthogonal dual pairs are said to be of type I.
(3) Let V 1 and V 2 be vector spaces over F q . As for type I dual pairs we have a natural action of GL(V 1 ) × GL(V 2 ) on V = V 1 ⊗ V 2 and an induced action on its dual V * . By considering the diagonal action we get a map
This last vector space can be given a symplectic form
that makes GL(V 1 ) and GL(V 2 ) subgroups of Sp(W ). Irreducible dual pairs (GL(V 1 ), GL(V 2 )) arising this way are called linear. Linear dual pairs are also said to be of type II.
Howe Correspondence
The Howe correspondence relates representations of the members of a dual pair. In order to introduce it we need to study the representation theory of the Heisenberg group. Definition 2. The Heisenberg group is the group with underlying set H = {(w, t) : w ∈ W, t ∈ F q } and product
The representation theory of the Heisenberg group is simple. Let us take an irreducible representation ρ of H, Schur's lemma implies that its restriction to the center Z = F q of H has form χ ρ · 1 where χ ρ is a character or F q . If χ ρ = 1 then ρ factors to H/Z ≃ W which is abelian, so ρ is itself a character (has dimension one). The case χ ρ non trivial is given by the following theorem.
Theorem 1 (Stone-von-Neumann). For any non trivial character χ of Z there exists (up to equivalence) a unique irreducible representation ρ of H such that χ ρ = χ.
The action of Sp(W ) on W lifts to an action on H and hence to one on the set Irr(H) of equivalence classes of irreducible representations. The action on H fixes the element of the center so ρ and x · ρ agree on Z, for any x ∈ Sp(W ) and any irreducible representation ρ of H.
Fix a character χ of the center, and let ρ be an irreducible representation corresponding of H corresponding to it by the theorem. As we saw in the previous paragraph ρ and x · ρ have same restriction to the center. Hence, the unicity part implies that there is an operator ω(x)
Schur's lemma shows that ω is a projective representation of Sp(W ), that is ω(xy) = α(x, y)ω(x)ω(y), for a complex two cocycle α(x, y). As H 2 (Sp(W ), C × ) = 0, this cocycle is a coboundary, so that α(x, y) = f (x)f (y)f (xy) −1 for a complex function f on Sp(W ). Scaling ω by f gives us a true representation of Sp(W ). We call ω the Weil representation of Sp(W ).
The Weil representation depends on the character χ first defined, but this dependance is weak. In fact using Schur's lemma we can show that if χ and χ ′ differ by a square (i.e. there is s ∈ F q so that χ(t) = χ(s 2 t) for all t ∈ F q ) then the corresponding Weil representations are equivalent.
For an irreducible dual pair (G, G ′ ), there is a natural map from G × G ′ to Sp(W ). Pulling back the Weil representation by this map we get a representation ω G,G ′ of G × G ′ . This representation decomposes as a sum :
where the sum is over the set of irreducible representations π and π ′ of G and G ′ respectively. We can rearrange this sum in order to get
is called the Howe correspondence.
Harish-Chandra theory
In this section G will denote a reductive algebraic group defined over F q with Frobenius morphism F . We will treat both connected and non-connected groups. As the theta correspondance deals with representations of G F for such G, we are interested in deepening our understanding of Irr(G F ). Harish-Chandra theory provides a way to do so.
All the groups concerned will be rational so we'll omit this assumption.
Parabolic and Levi subgroups for connected groups are well known. For non connected groups we have the following definition.
The following lines aply to connected and non connected groups. Proposition 1.
1. Let Q ⊂ P be two parabolic groups. If M is a Levi subgroup of Q, there exists a unique Levi subgroup L of P containing it. 2. For L and P before, the following are equivalent :
If L is a Levi subgroup of a parabolic subgroup of G and we do not need to specify what the parabolic is, then we will say that L is a Levi of G.
Let L be a Levi subgroup and U the unipotent radical of the parabolic P of G. Let δ be a representation of the group L F of rational points of L. The canonical isomorphism P/U = L allows us to lift δ to a character of P F , that we denote by the same letter. Setting :
where Ind is the classical induction, we obtain a representation of G F which is know as the parabolic induction of δ. Let now (π, V ) be a representation of G F and V (U) the subspace generated by
is stable by the former. We obtain in this way a representation of L F in V /V (U), know as the parabolic restriction of π, and denoted by * R G L (π). The relation between the two functors just defined is similar to that between classic induction and restriction. For example we have the Frobenius reciprocity :
. The parabolic subgroup used in the constructions above does not appear in the notation since these functors do not depend upon the choice of a parabolic containing our Levi. This is a consequence of the Mackey formula whose proof can be found in [9, Proposition 6.1].
We next talk about transitivity. this is a crucial property of parabolic induction and restriction.
Using Frobenius reciprocity we conclude that a similar result holds for parabolic restriction.
Proof. [9, Proposition 4.7] We note that thanks to Proposition 1, M is actually a Levi subgroup of L so that it is congruent to speak of parabolic induction from M to L. 
Harish-Chandra series are in turn parametrized by irreducible representations of certain Hecke algebras.
For a cuspidal representation δ of L F we put
There is an isomorphism
In particular, the set of irreducible components of R G L (δ) is in bijective correspondence with the irreducible representations of W G (δ).
Proof. [12] In other words, the irreducible representations in the Harish-Chandra series of (L, δ) are parametrized by characters of W G (δ).
We have seen that the definition of parabolic induction and restriction is the same for connected and non connected groups. They relate in the following way.
We end this section showing the relation between the cuspidal representations of a non connected group and those of its identity component. It's an easy corollary of the previous Lemma.
Proposition 3. An irreducible representation ψ of G is cuspidal if and only if it is an irreducible component of Ind
Deligne-Lusztig theory
The definition of parabolic induction involves a rational Levi contained in a rational parabolic. Deligne and Lusztig extended this construction to the case where the rational Levi is not contained in any rational parabolic. This construction, when specialized to maximal tori will give us a decomposition of the category of irreducible representations of G F , similar to that obtained from parabolic induction.
Proposition 4. Let G be a connected group defined over F q , and let F be its Frobenius morphism. The map L :
Proof. [18] This map is known as the Lang map and the result actually holds if we replace the Frobenius by any surjective endomorphism of G with a finite number of fixed points.
Let L be a rational Levi of a parabolic P , and let U be its unipotent radical. The group G F acts on the left on L −1 (U) while (as L normalizes U) L F acts on the right. This induces, for all integers i, a G F -module-L F structure on the vector spaces H i c (L −1 (U)) of l-adic cohomology with compact support. We can in this way see the virtual vector space H *
It is important to stress that, for a representation ρ of L F , the Lusztig induction R G L (ρ) does not provide necessarily a representation of G F . In fact, its associated character decomposes as sum of irreducible characters with coefficients in Z, not necessarily positive. They are called virtual representations.
If the group L is contained in a rational parabolic P then DeligneLusztig induction becomes parabolic induction, that is why we use the same notation for both inductions. Indeed, in this case U is also rational and the fact that x and F x have same class modulo U for
This morphism has fibers isomorphic to U. As G F /U F is finite its cohomology groups are trivial except in degree zero where
whence the result. In order to get a partition of the set of irreducible representations of G F we need the Mackey formula to hold. It does if we restrict ourselves to maximal rational tori [9, Theorem 11.13] . It follows from this that, for θ ∈T F and θ ′ ∈T ′F :
are orthogonal to each other, but they may have a common constituent as they are virtual characters.
This tells us that the partition of Irr(G F ) we want to obtain cannot be indexed by the set of G F -conjugacy classes of pairs (T, θ). In order to get a disjoint union we need the weaker notion of geometric conjugacy classes, it basically tells us that two pairs are conjugate up to scalar extension.
Definition 6. Let T and T ′ be two rational maximal tori, and let θ and θ ′ be characters respectively of T F and T ′F . We say that the pairs (T, θ) and (T ′ , θ ′ ) are geometrically conjugate if there exists a positive integer n and g ∈ G F n such that
In the previous definition ad(g) : T F n → T F ′n is the conjugation by g and N F n /F : T F n → T F is the map given by t → t F t · · · F n−1 t. This last generalizes the Frobenius morphism.
Proposition 5. Let T and T ′ be two rational maximal tori, and let θ and θ ′ be characters respectively of T F and
share an irreducible constituent then the pairs (T, θ) and (T ′ , θ ′ ) are geometrically conjugate.
Proof. [9, Proposition 13.3] We still need to show that any irreducible character of G F appears in the induced R G T (θ) of some pair (T, θ). We first give a definition. Definition 7. We call uniform functions the class functions of G 
Let [T, θ] be the geometric conjugacy class of (T, θ). Consider the set of irreducible representations of
The previous observations and Proposition 5 tell us that these sets partition the category of irreducible representations of G F .
The following proposition gives a parametrization of the set of geometric conjugacy classes. Proof. [9, Proposition 13.12]
corresponding to the geometric conjugacy class (s) of semi-simple s ∈ G * F * is the set of irreducible representations of G F appearing in R T (θ) for (T, θ) belonging to the geometric conjugacy class associated to (s) by proposition 6.
The paragraph preceding proposition 6 can be rewriten in terms of the last definition.
Proposition 7. Lusztig series associated to different geometric conjugacy classes of rational semi-simple (s) ∈ G * F * form a partition of the set of irreducible representations of G F .
The representations corresponding to the series E(G F , 1) of the trivial element in G * F * are called unipotent representations.
A correspondence between Weyl groups
In this section we will replace the Weil representation ω by a representation ω ♭ introduced by Gérardin (cf. [14] ). The correspondence obtained from the latter behaves well with respect to both HarishChandra and Lusztig decompositions. Moreover, it preserves cuspidal and unipotent representations. are U 2n (q) for n ∈ N and the other for groups U 2n+1 (q) for n ∈ N. The first one will be denoted by U + and the second one by U − .
• In the symplectic case there is only one Witt tower, formed by groups Sp 2n (q) for n ∈ N. It will be denoted by Sp.
• Even orthogonal groups provide two Witt towers whose groups are respectively O + 2n (q), O − 2n (q), for positive integers n. These will be denoted by O + and O − respectively. The only type II group having a cuspidal unipotent representation is GL 1 (q), moreover this representation is the trivial one. Between type I groups there are not many having cuspidal unipotent representations either.
Theorem 6. The following groups:
are the only groups in their respective Witt towers having a cuspidal unipotent representation. Moreover, in each case the group possesses a unique cuspidal unipotent representation denoted by λ k .
Proof. • For towers (Sp, O ǫ ), λ k correspond to λ + k if ǫ is the sign of (−1) k and to λ − k+1 otherwise.
We take k so that ǫ is the sign of (−1) k(k+1)/2 and we choose k ′ such that ǫ ′ = (−1) k ′ (k ′ +1)/2 . Moreover these cases give the first ocurrence of λ k .
Proof. [2, Theorems 4.1 and 5.2]
This theorem allows us to write the Howe correspondence between cuspidal unipotent representations as a function θ on integers. For instance, for towers (Sp, O + ) we get θ(k) = k = θ(k − 1) for k even. For unitary towers this function depends on the modulo 4 class of k.
Given two groups G l and G m of the same Witt tower such that l < m, we can include G l inside the Levi subgroup G l × T m−l of G m . Let λ be a cuspidal representation of G l , we will denote by R(G m ) λ the subset of R(G m ) whose elements are spanned by The last theorem tells us that the Howe correspondance is compatible with the Harish-Chandra decomposition and that it preserves cuspidal unipotent representations.
The standard Levi subgroups L of Sp 2m (q) are L = GL n 1 (q) × · · · × GL nr (q)×Sp 2l (q) such that m = n 1 +· · ·+n r +l. A unipotent (resp. cuspidal) representation ρ of L is then given by ρ = ρ 1 ⊗ · · · ⊗ ρ r ⊗ σ where σ and ρ i are unipotent (resp. cuspidal) representations of Sp 2l (q) and GL n i (q) repectively. Therefore, theorem 6 and the remark preceding it, imply that the only Levi having a cuspidal unipotent representation are L k = T r ×Sp 2k(k+1) (q), this representation is unique and given by 1⊗λ k where λ k is the only cuspidal unipotent representation of Sp 2k(k+1) (q). The Harish-Chandra series corresponding to the pair (L k , 1 ⊗ λ k ) will be denoted by Irr(Sp 2m (q)) k and the set R(Sp 2m (q)) λ k by R(Sp 2m (q)) k . Similar reasoning apply to orthogonal groups O 
The unicity of λ k implies that the condition on the elements of the previous group is trivial so W Sp 2m (q) (λ k ) reduces to N Sp 2m (q) (L k )/L k which is a Weyl group of type B m−k(k+1) . The same reasoning allow us to state that the series Irr(O + 2n (q)) k± are in bijection with the irreducible representations of a Weyl group of type B n−k 2 .
This together with Theorem 8 imply that for type I dual pairs (Sp 2m (q), O ± 2n (q)) and (U m (q), U n (q)) the Howe correspondence between Harish-Chandra series of cuspidal unipotent representations is given by a correspondence between pairs (B m−k(k+1) , B n−θ(k) 2 ) for symplecticorthogonal pairs, and (B m−k(k+1)/2 , B n−θ(k)(θ(k)+1)/2 ) for unitary pairs.
Let (W l , W l ′ ) be such a pair. For symplectic-orthogonal dual pairs it is conjectured [5, Conjecture 3.11] that the Howe correspondance is given by the characters below, all the sums are over 0 ≤ r ≤ min(l, l ′ ) and χ ∈ Irr(W r ) :
For unitary dual pair it is proven [5, Theorem 3.10] that the Howe correspondence is given by the characters below, again the sums are over 0 ≤ r ≤ min(l, l ′ ) and χ ∈ Irr(W r ) :
for the pair (U m (q), U n (q)) otherwise.
Extremal representations
We will deal with the symplectic-orthogonal and unitary pairs separately because the definiton of "minimal" and "maximal" representation changes from one to the other.
Following [5] we introduce the following order between partitions.
Definition 9. Let µ and ν be two partitions (of possibly different integers). We say that ν is contained in µ if its Young diagram is contained in that of µ. They are said to be close if |ν i − µ i | ≤ 1 for all i. Finally we say that ν precedes µ and we denote it by ν µ if ν is contained in µ and they are close, this defines an order relation.
It is important to stress that the order just introduced is stronger the classical order between partitions, i.e. ν µ implies ν ≤ µ.
Irreducible characters of a Weyl group W l of type B or C are known to be parametrised by bipartitions of l [13, Theorem 5.5.6]. We will denote by P 2 (l) the set of bipartitions (λ, µ) of l and by χ λ,µ the irreducible representation of W l corresponding to this bipartition. Proposition 8. Let (λ, µ) be a bipartition of the integer r, then
Ind
Proof. [13, Chapter 5] Achar and Henderson [1] introduced the following order between bipartitions Definition 10. For (ρ, σ), (µ, ν) ∈ P 2 (n) we say that (ρ, σ) ≤ (µ, ν) if and only if the following inequalities hold for all k ≥ 0 :
We will refer to this as the Achar-Henderson order. 7.1. Symplectic-orthogonal pairs. Let W n = W (C n ) be the Weyl group of Sp 2n (F q ). In [16] Lusztig generalized the Springer correspondence introduced by the Springer in [21] for finite fields of large characteristic. This correspondence is an injective map from the set of irreducible representations of W n into the set of pairs (O, ψ) where O is a unipotent conjugacy class of Sp 2n (F q ) and ψ is an irreducible character of the group A(u) of connected components of the centraliser C(u) of any u ∈ O.
Recall that a partition is called symplectic if each odd part appears with even multiplicity. There is a bijection between symplectic partitions of 2n and unipotent conjugacy classes of Sp 2n (F q ). We denote by O λ the unipotent orbit associated to the symplectic partition λ.
Consider a symplectic partition of 2n by adding a zero if necessary we can suppose λ has an even number 2k of parts. We now define λ * i = λ 2k−j+1 + j − 1 for j = 1, . . . , 2k. We divide λ * into its odd and even parts. Is has the same number of odd parts as even parts. Let the odd parts be 2ξ * 1 + 1 < 2ξ * 2 + 1 < . . . < 2ξ * k + 1 and the even parts be
We obtain in this way a bipartition (ξ, η) ∈ P 2 (n), the injective map λ → (ξ, η) so obtained is closely related to the Springer correspondence.
Given a bipartition (ξ, η) of n, we ensure that ξ has one more part than η by adding zeroes to ξ if necessary, call k the number of parts of η. We associate to (ξ, η) the following u-symbol
The bipartition (ξ, η) is in the image of the above map if and only if its associated u-symbol is distinguished, that is
In this situation the Springer map sends the representation χ ξ,η of W n to the pair (O λ , 1) where λ is the symplectic partition with λ → (ξ, η) and 1 is the trivial representation of A(u).
The set of all u-symbols which contain the same entries with the same multiplicities as a given u-symbol is called the similarity class of the latter. Each similarity class contains exactly one distinguished u-symbol.
Suppose the bipartition (ξ, η) is not in the image of the above map. If we call (ξ ′ , η ′ ) the distinguished u-symbol similar to (ξ, η) and we let λ → (ξ ′ , η ′ ), then the Springer correspondence maps χ ξ,η into the pair (O λ , ψ) for some character ψ of A(u).
The closure order between unipotent conjugacy classes is defined by O ≤ O ′ if and only if O ⊂ O ′ . We saw above that unipotent classes are in indexed by symplectic partitions. This bijection is so that the closure order between unipotent classes corresponds to the classical order between the corresponding symplectic partitions.
Recall that for dual pairs (Sp 2m (q), O ± 2n (q)) the Howe correspondence between Harish-Chandra series of cuspidal unipotent representations is given by a correspondence between the pair (
Remark 1. The first step in getting the extremal representations is to describe the set τ (χ ξ ′ ,η ′ ) of all the representations χ ξ,η of Irr(W l ) such that the outer tensor product χ ξ,η ⊠ χ ξ ′ ,η ′ appears in I 1 or I 2 . We will denote this set by τ (ξ ′ , η ′ ) for short. We must then find the representation in this set which gives the smallest symplectic partition for the classical order (or equivalently the smallest unipotent orbit of the group Sp 2l (F q )) via the Springer correspondence, this will be our minimal representation, the one providing the largest symplectic partition is our maximal representation.
We start by considering the character I 1 . We suppose from now on that l > 2l ′ .
7.1.1. First character. Proposition 8 allows us to index the second sum in I 1 by bipartitions (ξ, ζ) ∈ P 2 (r), the representation then becomes.
where the third sum is over partitions η and η ′ of l − |ξ| and l ′ − |ξ| such that t ζ t η and t ζ t η ′ .
Lemma 2. Let (ξ ′ , η ′ ) be a bipartition of l ′ and τ (ξ ′ , η ′ ) be the set of representations χ ξ,η of Irr(W l ) such that χ ξ,η ⊠ χ ξ ′ ,η ′ appears in I 1 .
1. The bipartition (ξ, η) belongs to τ (ξ ′ , η ′ ) if and only if t η and t η ′ have a common predecessor for the order, and ξ = ξ ′ .
The smallest element of
). Proof. Item 1 is an easy consequence of equality (5) .
The representations belonging to τ (ξ ′ , η ′ ) correspond to bipartitions have ξ ′ as first component, so we just need to prove that the smallest partition having a common predecessor with
) have a common predecessor ζ = (ζ 1 , . . . , ζ r ) for the order (we can suppose that l(ζ) = l(η ′ ) = l(η) − 1 by adding zeros), this implies
which in turn imply
As (ξ, η) and (ξ, η ′ ) are bipartitions of l and l ′ respectively, |η|−|η
This equality and the inequalities in (6) provide
This proves item 2. The proof of item 3 is analogous to that of the previous. Indeed, we have
These together with equality (7) imply
for k = 1, . . . , r + 1, where we set η ′ i = 0 for i > r. This implies the assertion.
and λ, λ ′ denote the symplectic partitions related to them by the Springer correspondence, then λ ≤ λ ′ . In particular the minimal and maximal representations
) respectively Proof. By adding zeros we can suppose that the ζ and ζ ′ have same number k of parts and that ξ ′ has one more part than both. Let
their associated distinguished u-symbols. The bipartitions (α, β) and (α ′ , β ′ ) corresponding to these (by the algorithm described at the beginning of this section) verify (α, β) ≤ (α ′ , β ′ ) if and only if γ ≤ γ ′ , where γ = (γ 1 , . . . , γ 2k+1 ) and γ = (γ 1 , . . . , γ 2k+1 ). This is in turn equivalent to the symplectic partitions λ and λ ′ verifying λ ≤ λ ′ .
In order to verify γ ≤ γ ′ , take r ∈ {1, . . . , 2k + 1}. We need to show that
where t + s = r, and
the last inequality coming from ζ ′ ≥ ζ. The final statement is a consequence of Lemma 2.
7.1.2. Second character. We now analyse the case given by character I 2 . Proposition 8 allows us to rewrite this character as :
Where the sum is over partitions ξ ′ and η ′ of l − |η| and l ′ − |ξ| such that t ξ t ξ ′ and t η t η ′ .
Lemma 3. Let (ξ ′ , η ′ ) be a bipartition of l ′ and τ (ξ ′ , η ′ ) be the set of the representations χ ξ,η of Irr(W l ) such that χ ξ,η ⊠ χ ξ ′ ,η ′ appears in I 2 .
1. The representation χ ξ,η belongs to τ (ξ ′ , η ′ ) if and only if t ξ ′ t ξ and t η t η ′ .
2. Suppose the number of parts of η, η ′ and ξ ′ are the same and equal to an integer r, and that ξ has one more part than these three. Then for P , Q ⊂ {1, . . . , r} arbitrary,
In particular, the smallest element of τ (ξ
Under the same asumptions of the previous item, for P ⊂ {1, . . . , r + 1} and Q ⊂ {1, . . . , r}
In particular, the largest representation of τ (ξ ′ , η ′ ) for the Achar Henderson order corresponds to the bipartition
Proof. Item 1 is a straightforward consequence of equality (8) .
Let χ ξ,η belong to τ (ξ ′ , η ′ ) so that t ξ ′ t ξ and t η t η ′ . These imply
for all k = 1, . . . , r. Rewriting
. The proof of item 3 is similar to that of 2 and will be omitted.
Theorem 10. Let (ξ, η) be a bipartition in τ (ξ ′ , η ′ ). If λ, λ m and λ M denote the symplectic partitions related to (ξ, η), 
Proof. As in the proof of Theorem 9 we can suppose that η, η ′ and ξ ′ have the same number k of parts and that ξ has k + 1 parts. Let
bet their associated distinguished u-symbols. As the last two usymbols are distinguished, l > 2l ′ imply that γ
For r ∈ {1, . . . , 2k + 1}, there are P , Q ⊂ {1, . . . , r} such that
The right side in the above inequality is smaller than
by item 2 of Lemma 3. The last sum is smaller than γ 1 +· · ·+γ r (because we deal with a distinguished symbol). This means that γ ′ ≤ γ and, as in proof of Theorem 9, this is equivalent to λ m ≤ λ.
The assertion concerning the maximal representation has a similar proof.
7.2. Unitary pairs. As before, let G be a connected reductive group over F q defined over F q with Frobenius map F and T a fixed rational maximal torus. It is known that G F -conjugacy classes of rational tori are in bijection with F -conjugacy classes of the Weyl group W of G. This bijection relates the rational torus g T to its type relative to T , this is just the F -class in W of g −1F g ∈ N G (T ). We will denote by T w a torus of type w ∈ W and by R w the virtual character R G Tw (1). Let φ be a central function of W we define
Characters of the symmetric group are parametrized by partitions of n, we denote by [µ] the character corresponding to the partition µ. Let 
is a true character of U m (q). From Theorem 3 we have a bijection between the category R(U m (q)) k (of complex representations spanned by Irr(U m (q)) λ k ) and the set of irreducible representations of W m−k(k+1)/2 . This bijection allows us to describe explicitely the characters in this Harish-Chandra series [11, Appendice, proposition p. 224].
Proposition 9.
1. The unique cuspidal unipotent representation
where µ is a partition of m of 2-core τ k . This character is related to the bipartition (µ(0), µ(1)) (where µ(0) and µ(1) are the 2-quotients of parameter 1 of µ) under the bijection given in Theorem 3.
This theorem tell us that for a fixed k there's a bijection between the bipartitions of m − k(k + 1)/2, the representations in the HarishChandra series R(U m (q)) k and the partitions of m with 2-core τ k .
The definition of 2-core is not useful to do computations. We need to express it otherwise. Let's first recall the following [5, Lemma 5.8] Proposition 10. If µ ′ is a partition obtained from µ by removing a 2-rimhook, then the β-set of µ ′ is {β 1 , . . . , β j 1 , β j − 2, β j+1 , . . . , β t }. In particular, the β-sets of a partition and its 2-core have the same number of even (resp. odd) elements.
For a triangular partition τ k = (k k − 1 . . . 1), an easy calculation shows that its β-set is β k = {0, 2, . . . , 2t 0 − 2, 1, 3, . . . , 2t 1 − 1} where t 0 = |β k (0)| and t 1 = |β k (1)|. These two last numbers depend on the parity of k : if k is even then t 0 = t + k + 1/2, t 1 = t − k − 1/2 and if k is odd then t 0 = t − k/2, t 1 = t + k/2. Proof. Suppose that µ and µ ′ have the same 2-core. Corollary 10 says that the number of even (resp. odd) elements in the β-sets of µ and µ ′ equal the number of even (resp. odd) elements in the β-set of the common 2-core, so we have |β(0)| = |β ′ (0)| and |β(1)| = |β ′ (1)|.
3. The largest representation in τ (λ, µ) for the Achar-Henderson order is ((l
Proof. Analogous to the proof of Lemma 2
Theorem 11. There exists a unique minimal (resp. maximal) representation in τ (λ, µ) (cf. Remark 2), it corresponds to the bipartition
Proof. Consider the elements of τ (λ, µ) having the same second component, say λ ′ . As in Lemma 2 we can prove that the smallest (resp. largest) of these bipartitions for the Achar-Henderson order is ((a) ∪ µ, λ ′ ) (resp. ((a + µ 1 , µ 2 , . . . , µ r ), λ ′ )) with a = l ′ − l + |λ| − |λ ′ |. Recall that representations ǫ ν R Un(q) ν in R(U n (q)) k ′ have τ k ′ as common 2-core and that this fixes the length of the partitions in the 2-quotient (see Proposition 11) . We can use Theorem 12 to assert that the smallest (resp. largest) partition ν (for the classical order on partitions) having a 2-quotient with λ ′ as second component corresponds to the 2-quotient ((a) ∪ µ, λ ′ ) (resp. ((a + µ 1 , µ 2 , . . . , µ r ), λ ′ )). We need still to compare partitions ν having 2-quotients of the form ((a ′ ) ∪ κ, λ ′ ) for fixed κ. Indeed, for λ ′ fixed, both the minimal and maximal 2-quotients are of this form (with κ = µ for the minimal and κ = (µ 2 , . . . , µ r ) for the maximal). Let's consider two 2-quotients ((a ′ ) ∪ κ, λ ′ ) and ((ã) ∪ κ,λ) such that
This amounts to the following inequalities
for k = 0, 1, . . . , t 1 where t 1 is the number of parts of λ ′ andλ and t 0 = l(ν) + 1 ((recall that by Proposition 11 these lengths are fixed by the 2-core). The beta sets β ′ andβ corresponding to ((a ′ ) ∪ κ, λ ′ ) and ((ã) ∪ κ,λ) respectively, β ′ = {2(a ′ + t 0 − 1), 2(κ i−1 + t 0 − i), 2(λ ′ j + t 1 − j) + 1} β = {2(ã + t 0 − 1), 2(κ i−1 + t 0 − i), 2(λ j + t 1 − j) + 1}, where 2 ≤ i ≤ t 0 , 1 ≤ j ≤ t 1 in both sets.
that the β-sets of ν and ν ′ are β = {2(µ i + t − i), 2(λ j + t − j) + 1|1 ≤ i ≤ t 0 , 1 ≤ j ≤ t 1 } and β = {2(µ ′ i + t − i), 2(λ j + t − j) + 1|1 ≤ i ≤ t 0 , 1 ≤ j ≤ t 1 } respectively.
Suppose after ordering, the elements of β are β 1 > · · · > β t and those of β ′ are β ′ 1 > · · · > β ′ t for t = t 0 + t 1 . The hypothesis (µ, λ) ≤ (µ ′ , λ) is equivalent to µ ≤ µ ′ . For all k we can find non negatives integers r and s verifying r + s = k such that
The last inequality is true because the elements to its right are the k biggest elements of β ′ . It is easy to see that the set of inequalities
for k = 1, . . . , t is equivalent to ν ≤ ν ′ . The last assertion is a consequence of Lemma 5.
Perspectives
The study conducted in this paper has been done for all type I dual pairs but for pairs (Sp 2m (q), O 2n+1 (q)). Indeed, we used the characters giving the Howe correspondence between Harish-Chandra series (see end of section 6) found by Aubert, Michel and Rouquier in [5] . They, in turn found these characters from the results in [22] . In the latter paper Srinivasan studied how the Weil representations decompose in terms of the Deligne-Lusztig virtual representations for all dual pairs (including linear pairs) but for pairs with odd orthogonal groups. It could be possible to extend our study to all dual pairs by using the results in a recently published paper by Pan (cf. [20] ).
Pan also proved in [19, Theorem 3.10] that the description of the theta correspondence of cuspidal representations for a finite reductive dual pair of unitary groups can be reduced to the case of cuspidal unipotent representations. This should allow us to extend our results from unipotent representations to any irreducible representation for unitary groups.
Recently, Gurevich and Howe [15, Theorem 3.3.3] have found a way to extract an irreducible subrepresentation η(π) of Θ(π) for symplecticorthogonal dual pairs. It would be interesting to compare this representation with the extremal representations we have obtained. This could lead to solve Conjecture 3.3.4 in their paper.
Let K is a extension of degree 1 (resp. 2) over a fixed non archimedean local field F of characteristic 0, and G be either a symplectic or orthogonal (resp. unitary) group with coefficients in K. The local Langlands correspondence classifies irreducible representations π of G in terms of their L-parameters (φ, ε), where φ is a conjugate self-dual representation of the Weil-Deligne group of K and ε is an irreducible character of the component group associated to φ. In [3] , Atobe and Gan express the local Howe correspondence as a correspondence between L-parameters for discrete (in fact tempered) representations.
Let χ ξ ′ ,η ′ is an irreducible representation of W l ′ and χ ξ,η denote one of the extremal representations obtained in Theorems 9 -12. It should be possible to obtain an analogue over finite fields to the results in [3] can be obtained by studying the relation between the pairs (O ′ , ψ ′ ) and (O, ψ) corresponding to χ ξ ′ ,η ′ and χ ξ,η via the Springer correspondence.
