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The second inequality may be proved simply by exhibiting a polynomial of degree n which has p = 2m zeros in or on the unit circle and of which the derivative has at least p -1 zeros in or on the circle \z\ = (2 -p/n)1/2. Such a polynomial is T / n V'2 ~P/2r 1 T"p m = L*-2z\2-n-rP) +1J \_*--W"-p))w\ ;
for, it has zeros of multiplicity p/2 on the unit circle at the points \2n -p) \2n -p)
and its derivative has zeros of multiplicity (p -2)/2 at these points and a double zero at the point z = (2 -p/n)112. The proof of the first inequality, however, will require the establishment of an identity (apparently new) relating any p zeros of a polynomial f(z) = (z -a{)(z -a2) ■ ■ ■ (z -an) with any (n-p+l) zeros of its derivative which are distinct from the p given zeros of f(z). The identity is a generalization of the well known formula 1 E^-= o )=i ß -aj relating the « zeros of f(z) with any one zero ß oif'(z) which is not a zero oif(z).
The identity in question is derived in §2 and applied to the proof of inequality (1) in §3. In §4, the relation of this inequality to one given by Fekete is discussed. Finally, in §5, the inequality is used to obtain a sufficient condition for a polynomial to be at most /»-valent in a given circle or other convex region.
2. An identity. The identity mentioned above is described in the following theorem : To prove Theorem 1, we shall let Piz) = (z -<*i)(z -a2) ■ ■ ■ iz -ap).
Then there exist q constants a0, Oi, • • • , aq-i, not all zero, such that
These constants satisfy the system of q homogeneous linear equations
of which system the determinant 
The right-hand side of this equation may be evaluated by Leibniz' rule for differentiating a product, as follows. First,
where Ckl.jl = k1l/j1l(ki-ji)l and C»"8-1. If, now, we assume that for some fixed value of m, (1 = m = q),
Er, . P (*™+i-ta+oCß™, ,1-
We may conclude by mathematical induction, therefore, that License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use is a polynomial of degree (n -1) -iq -1) = n -q = p -1 in each ft, and, as is evident from formulas (4.1) and (4.2), it is symmetric in the ß,-.
Since Piz) is a polynomial of degree p and has no multiple zeros, it is true, according to Lagrange 's interpolation formula that
If, now, it be assumed that, for m any fixed positive integer less than q, Hßu ft, • • ■ , ft)
then again by Lagrange 's formula
It follows then by mathematical induction that
Let us next compute the value of $(a,-" a,-2, • • • , aiq) for a given set A of the <Xi(. 
[a" a» a>« ~\ aft" aft» aft." _L Since the a^ are zeros of P (z),
Laft» aft» dß»>» _}A By use of our above remarks on the vanishing of the derivative (6.1), this expression reduces further to r a a2
Laft aft2 aft"-1 _L and, consequently,
Thirdly, let us consider the case that all of the aji in the set A are distinct except for p. of the a,t which are equal to one another, these p of the a,-,, not being necessarily the first p of the aü. Then, due to the symmetry of the function <£(ft, ft, • • • , ft) in the ft, we see that the result obtained in the second case holds here also ; namely, The substitution into equation (5.2)of the above value of $(«,-" a,-,, • • -,a3-9) and the use of the relation ju«=Z*-i&»íí complete the proof of Theorem 1.
In the foregoing proof of Theorem 1, the «+1 numbers a\, a2, ■ ■■ , ap, ft, ft, • • • , ft were assumed to be all distinct. Since the left-hand side of equation (3) is a function which is continuous in all the a¡ and ft except for the values a,=ft, (j = 1, 2, • • ■ , P; ft = 1, 2, • ■ • , q), an identity similar to (3) may be derived as a limiting case of (3), in the event that not all of the ajare distinct and that not all of the ft are distinct, provided that no a¡ is a ft.
Suppose, for example, that where EhJ1.. .¡t is a constant which will now be determined. If a¡ occurs exactly X times in the denominator of a given term of equation (7), for example, in the product
that term may be considered as the limit of the sum of all terms of equation (3) Hence, the factor X ! occurs in the numerator of the limit of the sum of such terms. The set of nonnegative integers (ki, k2, ■ ■ • , k,) may, in addition, be selected subject to the condition (9) in Ci+x-i,x ways. Hence, the factor corresponding to (8) in the numerator of the given term of (7) 3. Proof of inequality (2). Theorem 1 and its corollary will now be applied to the establishing of the following theorem :
Theorem 2. If a polynomial f(z) of degree n, (»^2), has p, (p~=2), zeros in or on a circle K of radius R, then its derivative f (z) has at least p -i zeros in or on the concentric circle K' of radius R' = R csc 2(n-p+ 1)
For the proof of Theorem 2, it may be assumed without loss of generality that K is the unit circle \z\ =1.
Let au at, ■ ■ ■ , ap be the p given zeros of f(z), and let ft, ft, • • • , ft_i be all « -1 zeros of/'(z), the subscripts on the ft being chosen so that hence the left-hand side of (3) would not vanish. As this result would contradict Theorem 1, it follows that <pq^ir/q; that is to say, the p -1 zeros of/'(z) ft, ft+i, • • • , ft_i lie in or on a circle K' concentric with K and of radius
The above method of proof may also be used, with little change, in the case that A is a convex region not necessarily a circle. The corresponding result may be stated as follows:
Theorem 2'. If a polynomial/(z) of degree n, (w^2), has p, ip^2), zeros in a convex region K, its derivative has at least p -\ zeros in the star-shaped region K' consisting of all points of the plane from which K subtends an angle of not less than ir/in-p + l) radians. Theorem 2 or Theorem 2' does not furnish, however, the least number pin, p) as defined in §1. This is clear from the fact that, in general, the quantity ô used in the proof takes on values in addition to 0 and that, therefore <pq must be actually greater than w/q in order for the left-hand side of (3) to vanish.
The same is clear from the facts that, although for p = n csc 2(* -p + 1) nevertheless for P = 2 and n*t3 1 = pin, n), csc 2(n-p+ 1) and for* p = n -\ and n 2:2 > csc x/w ^ pin, 2), Szegö showed that if the a and b are allowed to vary independently in and on the unit circle, the envelope of circle (10) is the circle \z\ =csc w/n.
A similar relation will now be proved to hold between Theorem 2 and the following theorem: = 21i%>l+2/n, where 1+2/» is a limit obtainable from a theorem due to Walsh. See J. L. Walsh, these Transactions, vol. 24 (1922), p. 37, and also Biernacki, Bulletin de l'Académie Polonaise, 1927 , p. 121. t J. H. Grace, Proceedings of the Cambridge Philosophical Society, vol. 11 (1901 P. J. Heawood, Quarterly Journal of Mathematics, vol. 38 (1907), pp. 84-107. This theorem, a generalization of one due to Fekete,* is an immediate result of the lemma :f If P (z) is a polynomial of degree v -\,if<p(z) is a function real, continuous, nonnegative, and not identically vanishing on the interval ( -1,1) of the real axis, and if f *(*)*(: z)dz = 0, then P(z) vanishes in at least one point in which the segment ( -1, 1) subtends an angle of not less than ir/v.
In the proof of Theorem 3, it may, without loss of generality, be assumed that a=-\ and 6-1. If 0(a) = (l+z)*-1(l-z)'-1 and P(z) =f'(z)/<p(z), the latter being a polynomial of degree v = n+i-ft-I, the requirements of the lemma just quoted will be satisfied and Theorem 3 will follow at once. It will now be shown that the envelope of the circles (11) when a and ft vary independently in or on the unit circle is the circle of Theorem 2 with p = k+l. It obviously suffices to find the envelope of the circles (11) when a and b vary on the unit circle. Every point of circle (11) Szeged, vol. 1 (1923 ), pp. 98-100. t M. Fekete, Mathematische Zeitschrift, vol. 22 (1925 , p. 2, and Jahresbericht der deutschen Mathematiker-Vereinigung, vol. 34 (1926) , p. 211. See also M. Marden, Bulletin of the American Mathematical Society, vol. 38 (1932), p. 440; vol. 39 (1933) , pp. 750-754. By a function's being /»-valent in a given region R it is meant that the function takes on at least one value p times in R and no value more than p times in R. It suffices then merely to set/(z) =P(z)-7, where y is an arbitrary constant, in order to deduce Theorem 4 from the above corollary.
Finally, the same method of reasoning when used together with Theorem 2' leads to the following more general conclusion giving a sufficient condition for a polynomial to be at most /»-valent in a convex region K, not necessarily a circle.
Theorem 4'. Let K be a convex region and S the star-shaped region comprised of all points from which K subtends an angle of at least w/in-p) radians (2 ^p <n). Then, if the derivative of any polynomial Piz) of the nth degree has exactly p -\ zeros in S,'the polynomial Piz) is at most p-valent in K.
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