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Abstract
We establish asymptotic formulas for polynomials that are orthogonal over the unit disk with respect
to a weight of the form |w(z)|2, where w(z) is a polynomial without zeros on the unit circle |z| = 1. The
formulas put in evidence a strong connection between the behavior of the polynomials and the reproducing
kernel of an associated weighted Bergman space, which produces interesting new features in the presence
of a weight w with interior zeros.
c⃝ 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Let A denote the area measure, let w(z) be a monic polynomial of degree m ≥ 0, and let
{pn(z)}∞n=0 be the sequence of polynomials of a complex variable z that are orthonormal over
the unit disk D := {z : |z| < 1} with respect to the weight |w(z)|2/π , that is, satisfying the
conditions
pn(z) = γnzn + lower degree terms, γn > 0, n ≥ 0,
1
π

D
pn(z)pm(z)|w(z)|2d A(z) =

0, n ≠ m,
1, n = m. (1)
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In this paper, we establish formulas that describe the asymptotic behavior of pn(z) as n →∞
at every point of the complex plane, under the assumption that w has no zeros on the unit circle
|z| = 1. The case when all the zeros of w lie on |z| ≥ 1 was previously handled in [6] by finding
certain explicitly defined polynomials hn,k(z), 1 ≤ k ≤ m, with the property that for large values
of n, one can write pn in the form
pn(z) =
λn,m zn+m +
m
k=1
λn,khn,k(z)
w(z)
with suitable coefficients λn,k whose behavior as n → ∞, as well as that of the polynomials
hn,k , can be eventually established.
This idea, though still useful for us, cannot be directly applied when w has zeros on |z| < 1,
because as we shall see, in such a case the asymptotic behavior of pn involves a certain
polynomial of two variables Q(z, ζ ) with a very complicated structure, making the asymptotic
formulas impossible to derive via explicit representations. This polynomial Q is intimately
related to and defined via the reproducing kernel of the |w|2-weighted Bergman space of the
unit disk.
Here we follow a different approach, consisting of first showing that when w has all its zeros
on |z| < 1, it is possible to expand pn in a series of functions recursively generated by a couple
of integral transforms similar to those used in [1,5,7], and then derive the general case by taking
suitable linear combinations of such series.
Structurally, the new asymptotic formulas resemble those previously obtained in [6], as well
as those for polynomials orthogonal over the unit circle with respect to the same weight |w|2
(see [10,5]). However, the appearance of the aforementioned polynomial Q, as well as other
peculiarities that we point out later, are far from being predictable and are indicative of the
technical difficulties that one finds in dealing with planar orthogonality.
The case of an arbitrary polynomial w having zeros on |z| = 1 remains to be settled, but
from the results of the present paper and those of [6], one can infer the form that the asymptotic
formulas will acquire in this case. The polynomial Q will show up as well, suggesting that the
method of proof should somehow take into account the associated reproducing kernel. Perhaps
the series expansions that we develop here can be modified to handle zeros on the unit circle, but
we have not been able to accomplish this.
The recent work of Simanek [9] investigates polynomials orthogonal with weights over the
interior of an analytic Jordan curve, and establishes their exterior asymptotics (i.e., outside the
curve) for a wide class of orthogonality weights. In particular, his results apply to the weights we
are considering here, but our emphasis is in establishing finer (specifically interior) asymptotics
that can lead to a fine description of the zero behavior of the orthogonal polynomials. The present
paper and [6] are the first in this regard.
The rest of the paper is organized as follows. In Section 2, we set up most of the notation and
state several properties of the reproducing kernel and related functions that play a fundamental
role in the asymptotics of the orthogonal polynomials. In Section 3, we present the asymptotic
formulas of the paper, which are directly derived from the series representation Theorem 6
developed in Section 4. At the end of Section 4 in Remark 5 we also discuss some related open
problems. Section 5 is devoted to proving all the results.
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2. The reproducing kernel and associated functions
In what follows, we shall denote by a1, . . . , as the zeros of w(z) that lie on |z| < 1, and by
b1, . . . , bu those lying on |z| > 1. Then, we can write
w(z) = q(z)h(z),
with
q(z) :=
s
k=1
(z − ak)αk , h(z) :=
u
k=1
(z − bk)βk ,
where αk is the multiplicity of ak and βk that of bk . Also, we define the total multiplicities
α := α1 + · · · + αs, β := β1 + · · · + βu,
so that m = α + β.
For z ∈ C \ {0} and πn(z) a polynomial of degree n ≥ 0, we set
z∗ := 1/z, π∗n (z) = znπn(z∗).
Thus, for instance,
h∗(z) =
u
k=1
(1− bk z)βk .
For a function ψ ≢ 0, analytic and square integrable on the unit disk D, we shall denote by
L2ψ (D) the weighted Bergman space of functions f analytic on D such that
1
π

D
| f (ζ )|2|ψ(ζ )|2d A(ζ ) <∞.
The space L2ψ (D) is a Hilbert space and has a reproducing kernel Kψ (z, ζ ) (see, for
instance, [2, Chapter 1]), uniquely determined by the property that for every z ∈ D and
f ∈ L2ψ (D),
f (z) = 1
π

D
Kψ (z, ζ ) f (ζ )|ψ(ζ )|2d A(ζ ).
Of particular interest for us is the case when ψ is a Blaschke product
B(z) := q(z)
q∗(z)
=
s
k=1

z − ak
1− ak z
αk
. (2)
If B(z) ≡ 1, then we have the Bergman kernel
K B(z, ζ ) = 1
(1− zζ )2 . (3)
If q(z) = (z − a1)α1 has only one zero, it is not difficult to see that
K B(z, ζ ) = (1− a1z)(1− a1ζ )+ α1(1− |a1|
2)(1− zζ )
(1− zζ )2(1− a1z)(1− a1ζ )
. (4)
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However, if q(z) has two or more zeros, the kernel K B(z, ζ ) has a rather complex structure (see,
for instance, [4,3]).
We now define
K ∗B(z, ζ ) := K B(z, 1/ζ ).
The structural properties of this function that we present in the next two propositions will play a
fundamental role in our investigation.
Proposition 1.
K ∗B(z, ζ ) =
ζ 2 Q(z, ζ )
(ζ − z)2
s
k=1
(ζ − ak)(1− zak)
, (5)
where Q(z, ζ ) is a polynomial of degree at most s in each independent variable, having the
following properties:
1.
Q(z, ζ ) = ζ s zs Q

1
ζ
,
1
z

;
2. for every z ≠ 0,
Q(z, z) = 0 ⇐⇒ z ∈ {a1, . . . , as, a∗1 , . . . , a∗s };
3. for every 1 ≤ k ≤ s with ak ≠ 0, there exist polynomials Q1,ak (z) and Q2,ak (ζ ) such that
Q(z, ak) = (z − ak)Q1,ak (z), Q1,ak (ak) ≠ 0,
Q(ak, ζ ) = (ζ − ak)Q2,ak (ζ ), Q2,ak (ak) ≠ 0.
(6)
For the sake of clarity, we give a formal definition.
Definition 1. For the Blaschke product (2), we define the polynomial Q and the associated
polynomials Q1,ak , Q2,ak via the formulas (5) and (6), respectively.
Remark 1. The polynomial Q(z, ζ ) shows up as an important component in the asymptotic
behavior of pn , and as such it is desirable to have a more explicit representation of it. However,
this is equivalent to knowing more about the structure of the kernel K B(z, ζ ) itself, which is
known [4,3] to have a complicated dependence on the zeros a1, . . . , as of q . Nonetheless, from
(3) and (4) we get that if B(z) ≡ 1, then Q(z, ζ ) ≡ 1, and if q(z) = (z − a1)α1 has only one
zero, then
Q(z, ζ ) = (1− a1z)(ζ − a1)+ α1(1− |a1|2)(ζ − z),
Q1,a1(z) = −α1(1− |a1|2), Q2,a1(ζ ) = (1+ α1)(1− |a1|2). (7)
The next proposition allows for the construction of the series expansions of Section 4 below,
which are the key tools we use to extricate the behavior of the orthogonal polynomials out of the
kernel.
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Proposition 2. Let ρa := max1≤k≤s |ak | and D1/ρa := {z : |z| < 1/ρa}. There exists a function
R(z, ζ ), analytic on D1/ρa × C, such that
B(z)B(ζ )K ∗B(z, ζ ) =
∂
∂z

ζ 2 B2(z)
ζ − z +
ζ R(z, ζ )
q∗(ζ )

. (8)
3. Asymptotic formulas
We are now in the position to state the asymptotic formulas of the paper. These are obtained
from the more general Theorem 6, which is more complex to state and thus we leave it for the
next section.
An essential role is played by the polynomial
g(z) :=
u
j=1
(z − b∗k )βk
s
k=1
(z − ak)αk+1,
which we write in the form
g(z) =
v
j=1
(z − ak)mk
where the ak’s are pairwise distinct, and mk is the multiplicity of ak , so that max{s, u} ≤ v ≤
s + u. Notice that mk = βi + α j + 1 whenever ak = α j = b∗i .
Let us also define the associated important quantities
ρ := max
1≤k≤v
|ak |, M := max{mk : |ak | = ρ, 1 ≤ k ≤ v}.
Rather than stating asymptotics for the orthonormal polynomial pn , we will do it separately
for its leading coefficient γn and for the nth monic orthogonal polynomial
Pn(z) := γ−1n pn(z), n ≥ 0.
We shall assume that w has at least one zero of positive modulus (so that ρ > 0 and m ≥ 1),
because otherwise, w(z) = zm for some m ≥ 0, in which case
γn =
√
n + m + 1, Pn(z) = zn, n ≥ 0.
We begin with the “exterior asymptotics”, valid for |z| > ρ. Here there are no surprises and
the behavior is as expected. Still, there is an interesting feature to notice: if all the zeros of w lie
on the open unit disk, the error terms decay geometrically fast, but as soon as w has one zero
outside the unit circle, this rate is completely spoiled and the error terms then decay like 1/n.
Theorem 3. The following asymptotic formulas hold true as n →∞:
γn√
n + m + 1 = |h(0)|
−1 +

O(n2M−3ρ2n), if h(z) ≡ 1,
O(1/n), otherwise; (9)
Pn(z) = h(0)zn+m [1+ϵn(z)]h∗(z)q(z) , ρ < |z| ≤ ∞,
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with ϵn(z) converging to zero as n →∞ uniformly on |z| ≥ η, ρ < η < 1/ρ, with the following
rate:
ϵn(z) =

O(nM−2(ρ/η)n), if h(z) ≡ 1,
O(1/n), otherwise.
(10)
Remark 2. The estimates for the error terms in (9) and (10) can be verified to be sharp when
w(z) = (z − a) has just one zero. In this case, we have the following explicit representations [6,
Remark 6] valid for any value of a (even if |a| = 1):
γn =

(n + 2)λn
λn+1
, Pn(z) = λ−1n
n
k=0
λka
n−k zk
where λn :=nj=0( j + 1)|a|2 j , n ≥ 0. For |a| < 1 (so that M = 2 and ρ = |a|), we can rewrite
these two in the form
γn =
√
n + 2

1− (n + 2)|a|
2(n+1)
√
λnλn+1 + λn+1

,
and
Pn(z) = z
n+1
(z − a)

1−

a
z
n+1
− (z − a)
zn+1λn
n
k=0
(λn − λk)an−k zk

= z
n+1 (1+ ϵn(z))
(z − a)
with
ϵn(z) = −
 a
z
n+1 1+ az−|a|2
λn
n−1
k=0

n−k−1
j=0
( j + k + 2)|a|2 j

(az)k

.
Given that for |a| < |z| < |a|−1,
lim
n→∞ 1+
az − |a|2
λn
n−1
k=0

n−k−1
j=0
( j + k + 2)|a|2 j

(az)k = (1− |a|
2)2
(1− az)2 ,
we see that ϵn(z) decreases like |a/z|n locally uniformly as n → ∞ on |a| < |z| < |a|−1. The
sharpness of the order O(1/n) when |a| > 1 can be verified similarly after proper manipulations.
We now concentrate on the “interior asymptotics”, valid for |z| ≤ ρ. Here is where the
polynomial Q(z, ζ ) and other interesting features pop up.
Theorem 4. For |z| < ρ,
Pn(z) = Mn
M−2
h(0)g∗(z)

|ak |=ρ
mk=M
q∗(ak)h(ak)Q(z, ak)(ak)n+m+2−M
g(M)(ak)(ak − z)2
+ O(nM−3ρn), (11)
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while for |z| = ρ, z ≠ ak , 1 ≤ k ≤ v,
Pn(z) = h(0)z
n+m
h∗(z)q(z)
+ Mn
M−2
h(0)g∗(z)

|ak |=ρ
mk=M
q∗(ak)h(ak)Q(z, ak)(ak)n+m+2−M
g(M)(ak)(ak − z)2
+ O(n−1|z|n)+ O(nM−3ρn), (12)
with these formulas holding uniformly as n → ∞ on any closed subset of the specified
sets.
Remark 3. We see from (11) that on |z| < ρ, the asymptotic behavior of Pn is determined only
by those ak’s that are closer to the unit circle and that possess largest multiplicity. Because in the
definition of g(z) the multiplicities of the ak’s are increased by one, one could informally say
that the interior zeros of w carry more weight than its exterior zeros.
Another interesting feature to note is that, apparently, each ak in (11) contributes a fraction
Q(z, ak)/(z − ak)2 with a double pole at ak . But this is only the case if ak is not an interior zero
of w, because according to Proposition 1, Q(z, ak) vanishes at z = ak if q(ak) = 0, in which
case the contributing fraction becomes Q1,a1(z)/(z − ak), which has a simple pole at ak .
The same observations apply to (12). In addition, here we see that the behavior of Pn on the
critical circle |z| = ρ and away from the ak’s depends on the value of M . Moreover, one can
easily see from the proof of Theorem 4 that for ϵ > 0 small enough, (12) holds true as n →∞
locally uniformly on {z : ρ − ϵ < |z| < ρ + ϵ} \ {a1, . . . , av}.
Remark 4. One can derive from Theorems 3 and 4 very precise results about the location and
zero distribution of the zeros of the polynomials Pn . We shall not pursue this here since the
procedure and the type of results obtained are quite standard and can be found, for instance,
in [5,10].
We now give the behavior at the critical points ak , which depends on whether ak is a zero of
w or not.
Theorem 5. Let a j be a zero of g(z) such that |a j | = ρ. If w(a j ) = 0 (or equivalently,
q(a j ) = 0), then
Pn(a j ) =
nm j−1(a j )n+m+1−m j Q2,a j (a j )
g(m j )(a j )
s
k=1
(1− aka j )
+ Mn
M−2
h(0)g∗(a j )

|ak |=ρ
mk=M,k≠ j
q∗(ak)h(ak)Q2, j (ak)(ak)n+m+2−M
(ak − a j )g(M)(ak)
+ O(nm j−2ρn)+ O(nM−3ρn),
while if w(a j ) ≠ 0, then
Pn(a j ) = n
m j (a j )n+m−m j Q(a j , a j )
(m j + 1)g(m j )(a j )
s
k=1
(1− aka j )
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+ Mn
M−2
h(0)g∗(a j )

|ak |=ρ
mk=M,k≠ j
q∗(ak)h(ak)Q(a j , ak)(ak)n+m+2−M
g(M)(ak)(ak − a j )2
+ O(nm j−1ρn)+ O(nM−3ρn)
as n →∞.
We finish this section illustrating formula (11) and Theorem 5 in the simplest case when
w(z) = (z − a∗)β(z − a)α, |a| < 1.
Here, g(z) = (z − a)α+β+1 if α ≥ 1, while g(z) = (z − a)β if α = 0, and we get using (7) that
lim
n→∞
Pn(z)
nα+β−1an+1
= − α
(α + β)! ·
(1− |a|2)α+β+1
(z − a)(1− az)α+β+1 , |z| < |a|, α ≥ 1,
lim
n→∞
Pn(z)
nβ−2an+2
= 1
(β − 1)! ·
(1− |a|2)β
(z − a)2(1− az)β , |z| < |a|, α = 0,
while for all α ≥ 0,
lim
n→∞
Pn(a)
nα+βan
= 1+ α
(α + β + 1)! .
4. Series expansions
Hereafter we shall use the notation
Tr := {z : |z| = r}, Dr := {z : |z| < r}, r > 0.
We are going to construct some series of integral transforms that yield a representation of Pn
in the entire complex plane, and from which the theorems of the previous section follow at once.
These expansions are of the kind developed in [1,5,7], though their construction is less obvious
and more involved.
We begin by choosing a function R(z, ζ ), analytic on D1/ρa ×C, for which the representation
(8) holds true, and define a corresponding function S(z, ζ ) by means of the equality
1
B2(ζ )h∗(ζ )

ζ 2 B2(z)
ζ − z +
ζ R(z, ζ )
q∗(ζ )

=: S(z, ζ )
ζ − z . (13)
Note that this function S(z, ζ ) is analytic for |z| < 1/ρ, ρ < |ζ | < 1/ρ, and according to
Propositions 1 and 2,
∂
∂z
S(z, ζ )
ζ − z =
B(z)K ∗B(z, ζ )
B(ζ )h∗(ζ )
= q(z)
h(0)
s
k=1
(1− ak z)αk+1
· q
∗(ζ )ζ 2 Q(z, ζ )
(ζ − z)2g(ζ ) . (14)
Fix a number r such that ρ < r < 1. For any integers n, ℓ ≥ 0, we recursively define a
sequence of functions { f ℓn,k}∞k=0 as follows. First, we set
f ℓn,0(z) := 1, z ∈ C.
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Assuming that f ℓn,2k(z) has been defined as an analytic function on |z| ≠ 1/r , we let
f ℓn,2k+1(z) := −
1
2π i

Tr
S(z, ζ ) f ℓn,2k(ζ )ζ
n+m+ℓ−1dζ
(ζ − z) , z ∈ D1/ρ \ Tr , (15)
which is well-defined and analytic on D1/ρ \ Tr . Then, we set
f ℓn,2k+2(z) := 12π i

T1/r
h∗(ζ ) f ℓn,2k+1(ζ )ζ−n−m−ℓ−1dζ
ζ−z , |z| ≠ 1/r. (16)
We shall see in the proof of the next theorem that for all n sufficiently large and every
ℓ ≥ 0, the series ∞k=1 f ℓn,2k+1(z) and ∞k=1 f ℓn,2k(z) converge normally to analytic functions
on D1/ρ \ Tr and C \ T1/r , respectively. Moreover, for any integers K ≥ 1 and j ≥ 0,
∞
k=K
d j
dz j
f ℓn,2k−1(z) = O

rn(2K−1)

, (17)
and
∞
k=K
d j
dz j
f ℓn,2k(z) = O

r2nK

(18)
locally uniformly as n →∞ in their respective domains of definition.
We now introduce the main building blocks of our representation of Pn . For all n sufficiently
large and every integer ℓ ≥ 0, we define
φn,ℓ(z) := 1q(z) ·
d
dz

zn+m+ℓ+1
h∗(z)
∞
k=0
f ℓn,2k(z), |z| > 1/r,
zn+m+ℓ+1
h∗(z)
∞
k=0
f ℓn,2k(z)−
∞
k=0
f ℓn,2k+1(z), r < |z| < 1/r,
−
∞
k=0
f ℓn,2k+1(z), |z| < r.
(19)
Let c0, c1, . . . , cβ−1 be the first β coefficients of h(z), that is,
h(z) = zβ +
β−1
ℓ=0
cℓz
ℓ.
Here is the main result of the paper.
Theorem 6. For all n large enough and every integer ℓ ≥ 0, φn,ℓ(z) is a polynomial of exact
degree n + ℓ, and for every integer 0 ≤ K ≤ n + ℓ,
1
π

D
φn,ℓ(z)
h(z)
zK |w(z)|2d A(z) =

0, 0 ≤ K ≤ n + ℓ− 1,
∞
k=0
f ℓn,2k(0), K = n + ℓ. (20)
Furthermore, there exist constants cn,0, . . . , cn,β−1, with
cn,ℓ = cℓ + O(1/n), 0 ≤ ℓ ≤ β − 1, n →∞,
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such that
Pn(z) = h(0)n + m + 1 ·
φn,β(z)+
β−1
ℓ=0
cn,ℓφn,ℓ(z)
h(z)
. (21)
Remark 5. When w has no zeros outside the unit circle (i.e., h ≡ 1), (21) reduces to
Pn(z) = (n + m + 1)−1φn,0(z),
that is, (n + m + 1)Pn admits the series expansion given by (19) for ℓ = 0. This is what makes
the error terms in the formulas of Theorem 3 decay geometrically fast when h ≡ 1.
Perhaps it is possible to produce a similar (single) expansion representing Pn for the case
when w does have zeros outside the unit circle, but we have not been able to accomplish this.
Instead, we manage this case by taking linear combinations of the expansions φn,ℓ.
The following related questions are open and worth being explored. Is it possible to find a
series expansion in the spirit of (19) and of those in [1,5,7], that work for the case when w
is an arbitrary polynomial without zeros on |z| = 1? How about if w does have zeros on the
unit circle? More generally, and more importantly, do these expansions exist for w an arbitrary
analytic function on a neighborhood of the closed unit disk |z| ≤ 1? What is the asymptotic
behavior of the corresponding orthogonal polynomials (that is, satisfying (1)) in such a case? For
instance, what happens if w is a rational function, or say, w(z) = ez?
5. Proofs of the results
Proof of Theorem 6. We begin by proving the convergence and the decay estimates for the
series in (17) and (18).
First, we get directly from (15) and (16) that
 f ℓn,2k+1(z) ≤ r
n max|ζ |=r | f
ℓ
n,2k(ζ )|max|ζ |=r |S(z, ζ )|
|r − |z|| , z ∈ D1/ρ \ Tr , k ≥ 0, (22)
 f ℓn,2k+2(z) ≤ Mrr
n max
|ζ |=1/r
| f ℓn,2k+1(ζ )|
|1/r − |z|| , |z| ≠ 1/r, k ≥ 0, (23)
where
Mr := max|ζ |=1/r |h
∗(ζ )|.
Plugging f ℓn,0 ≡ 1 in (22) yields the first inequality f ℓn,1(z) ≤ rn max|ζ |=r |S(z,ζ )||r−|z|| .
Departing from this estimate, subsequent inequalities are obtained from (22) and (23) by a
mathematical induction argument. Namely, that f ℓn,2k(z) ≤ (1/r − r)|1/r − |z||

MrΛrr2n
(1/r − r)2
k
, |z| ≠ 1/r, k ≥ 1, (24)
E. Min˜a-Dı´az / Journal of Approximation Theory 165 (2013) 41–59 51
and that f ℓn,2k+1(z) ≤ r
n max|ζ |=r |S(z, ζ )|
|r − |z||

MrΛrr2n
(1/r − r)2
k
, z ∈ D1/ρ \ Tr , k ≥ 0, (25)
where
Λr = max|z|=1/r,|ζ |=r |S(z, ζ )|.
Then, by a simple geometric series argument, we conclude from (24) and (25) that for all n so
large that MrΛrr2n(1/r − r)2
 < 1,
the series
∞
k=1 f ℓn,2k+1(z) and
∞
k=1 f ℓn,2k(z) converge normally to analytic functions on
D1/ρ \ Tr and C \ T1/r . Moreover, differentiating under the integral sign in (15) and (16) we
find
∞
k=K
 d jdz j f ℓn,2k−1(z)
 ≤ max|ζ |=r
j
l=0
l!

j
l

|ζ − z| j−l |∂ j−l S(z, ζ )/∂z j−l |
|r − |z|| j+1
×
rn

MrΛr r2n
(1/r−r)2
K−1
1− MrΛr r2n
(1/r−r)2
, |z| ≠ 1/r, K ≥ 1
and
∞
k=K
 d jdz j f ℓn,2k(z)
 ≤ j !(1/r − r)|1/r − |z|| j+1

MrΛr r2n
(1/r−r)2
K
1− MrΛr r2n
(1/r−r)2
, z ∈ D1/ρ \ Tr , K ≥ 1,
proving (17) and (18).
We now prove that the piecewise defined function under the d/dz-operator in (19), which
we momentarily denote by Φn,ℓ(z), is a polynomial of exact degree n + α + ℓ + 1. Deforming
the contour of integration from T1/r to T1 in the integral that defines f ℓn,2k in (16), we see that
Φn,ℓ(z) has an analytic continuation Φ+n,ℓ(z) from |z| > 1/r to |z| > 1 given by
Φ+n,ℓ(z) =
zn+m+ℓ+1
h∗(z)
1+ 12π i

T1
h∗(ζ )
 ∞
k=0
f ℓn,2k+1(ζ )

dζ
(ζ − z)ζ n+m+ℓ+1
 .
Deforming the contour of integration back to T1/r , we find from the residue theorem that for
1 < |z| < 1/r ,
Φ+n,ℓ(z) =
zn+m+ℓ+1
h∗(z)
1+ 12π i

T1/r
h∗(ζ )
 ∞
k=0
f ℓn,2k+1(ζ )

dζ
(ζ − z)ζ n+m+ℓ+1
− ∞
k=0
f ℓn,2k+1(z),
that is, Φ+n,ℓ(z) agrees with the way Φn,ℓ(z) was defined in (19) for 1 < |z| < 1/r .
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Similarly, from the definition of S(z, ζ ) in (13), and deforming the contour of integration from
Tr to T1 in the integral in (15), we see that Φn,ℓ(z) has an analytic continuation Φ−n,ℓ(z) from|z| < r to |z| < 1 given by
Φ−n,ℓ(z) = −
1
2π i

T1

ζ 2 B2(z)
ζ − z +
ζ R(z, ζ )
q∗(ζ )
  ∞
k=0
f ℓn,2k(ζ )

ζ n+m+ℓ−1dζ
B2(ζ )h∗(ζ )
.
Deforming the contour of integration back to Tr , one finds after computing the residue at z that,
effectively, Φ−n,ℓ(z) agrees with Φn,ℓ(z) for r < |z| < 1. Thus, Φn,ℓ(z) is an entire function on C.
Moreover, we get directly from (19) and the definition of the functions f ℓn,2k that
lim
z→∞Φn,ℓ(z)/z
n+α+ℓ+1 = 1/h(0). (26)
By Liouville’s Theorem, Φn,ℓ(z) must be a polynomial of exact degree n + α + ℓ+ 1.
Next, we obtain from (19) and (14) that
φn,ℓ(z) = 1q∗(z)2π i

Tr
K ∗B(z, ζ )
 ∞
k=0
f ℓn,2k(ζ )

ζ n+m+ℓ−1dζ
B(ζ )h∗(ζ )
, |z| < r (27)
which shows that φn,ℓ(z) is analytic on |z| < r (where the zeros of q(z) lie), thus φn,ℓ(z) is a
polynomial of exact degree n + ℓ.
We then pass to prove the orthogonality relation (20). This is the crucial step where the
reproducing property of the kernel K B(z, ζ ) comes into play.
Fix a number 1 < σ < 1/r . By the uniqueness of the analytic continuation, the equality (27)
remains valid for all |z| < σ if integration is taken over Tσ rather than over Tr . Hence, for every
integer 0 ≤ K ≤ n + ℓ, we have
1
π

D
φn,ℓ(z)
h(z)
zK |w(z)|2d A(z)
= 1
π

D
 12π i

Tσ
K ∗B(z, ζ )
 ∞
k=0
f ℓn,2k(ζ )

ζ n+m+ℓ−1dζ
B(ζ )h∗(ζ )

× zK q∗(z)h(z)|B(z)|2d A(z)
= 1
2π i

Tσ

1
π

D
K B(1/ζ , z)zK q∗(z)h(z)|B(z)|2d A(z)

×
 ∞
k=0
f ℓn,2k(ζ )

ζ n+m+ℓ−1dζ
B(ζ )h∗(ζ )
= 1
2π i

Tσ
q∗(1/ζ )h(1/ζ )
 ∞
k=0
f ℓn,2k(ζ )

ζ n+m+ℓ−K−1dζ
B(ζ )h∗(ζ )
E. Min˜a-Dı´az / Journal of Approximation Theory 165 (2013) 41–59 53
= 1
2π i

Tσ
q∗(ζ )
 ∞
k=0
f ℓn,2k(ζ )

ζ n+ℓ−K−1dζ
=

0, 0 ≤ K ≤ n + ℓ− 1,
∞
k=0
f ℓn,2k(0), K = n + ℓ.
To finish, we verify the representation (21). It follows from the expansion that for |z| > 1/r ,
φn,ℓ(z) = (n + m + 1)z
n+m zℓ + ϵn,ℓ(z)
q(z)h∗(z)
where
ϵn,ℓ(z) = zℓ
∞
k=1
f ℓn,2k(z)+
zh∗(z)
n + m + 1
d
dz

zℓ
h∗(z)
∞
k=0
f ℓn,2k(z)

which together with (18) implies that for every integer N ≥ 0,
ϵ
(N )
n,ℓ (z) = O(1/n)
locally uniformly on 1/r < |z| <∞ as n →∞.
We now look for numbers cn,0, . . . , cn,β−1 that solve the system of linear equations
[zβ + ϵn,β(z)](N )z=bk +
β−1
ℓ=0
cn,ℓ[zℓ + ϵn,ℓ(z)](N )z=bk = 0, 0 ≤ N ≤ βk − 1, 1 ≤ k ≤ u. (28)
The limiting system (n →∞) has a unique solution c0, c1, . . . , cβ−1, given precisely by the
coefficients of h(z) = zβ +β−1ℓ=0 cℓzℓ. Therefore, for n large enough, the system (28) has a
unique solution as well, and moreover,
cn,ℓ = cℓ + O(1/n), 0 ≤ ℓ ≤ β − 1.
This last equality follows from Cramer’s rule (which allows to express the solutions of a linear
system of equations as a quotient of determinants), together with the fact that if a sequence of
determinants |dni j |, n ≥ 1, all having one and the same size, satisfies that dni j = di j + O(1/n) as
n →∞, then |dni j | = |di j | + O(1/n) as n →∞.
It then follows from (26) and (20) that
Pn(z) = h(0)n + m + 1 ·
φn,β(z)+
β−1
ℓ=0
cn,ℓφn,ℓ(z)
h(z)
is a monic polynomial of exact degree n that is orthogonal over D with respect to |w(z)|2 to all
powers zK , 0 ≤ K ≤ n − 1. This finishes the proof of Theorem 6.
Proof of Theorems 3–5. We first prove Theorems 4 and 5, for which we begin by estimating the
sum
∞
k=0
d
dz
f ℓn,2k+1(z)
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away from the circle |z| = ρ. From the definition in (15) and from (14) we get
∞
k=0
d
dz
f ℓn,2k+1(z) = −
B(z)Fℓn (z)
h(0)
s
k=1
(1− ak z)
, (29)
where
Fℓn (z) :=
1
2π i

Tr
q∗(ζ )Q(z, ζ )

1+
∞
k=1
f ℓn,2k(ζ )

ζ n+m+ℓ+1dζ
(ζ − z)2g(ζ )
is an analytic function on C \ Tr .
If we now define for every integer N ≥ 0 the polynomial
TN (z, ζ ) :=
N
j=0
( j + 1)!

N
j

(ζ − z)N− j ∂
N− j Q(z, ζ )
∂zN− j
,
we quickly find by differentiation under the integral sign that
d N
dzN
Fℓn (z) =
1
2π i

Tr
q∗(ζ )TN (z, ζ )

1+
∞
k=1
f ℓn,2k(ζ )

ζ n+m+ℓ+1dζ
(ζ − z)N+2g(ζ ) . (30)
Now, let E be a compact set with E ⊂ Dρ ∪ {z : |z| > r}, and choose a corresponding
number σ < ρ such that neither a zero of g(z) nor a point of E lies on the annulus σ ≤ |z| < ρ.
Deforming the contour of integration in (30) from Tr to Tσ we obtain after computing residues
and using (18) that
d N
dzN
Fℓn (z) =

|ak |=ρ
mkq∗(ak)nmk−1(ak)n+m+ℓ+2−mk TN (z, ak)
(ak − z)N+2g(mk )(ak)
+

|ak |=ρ
O(nmk−2ρn)+ O(σ n)
= MnM−1

|ak |=ρ
mk=M
q∗(ak)(ak)n+m+ℓ+2−M TN (z, ak)
(ak − z)N+2g(M)(ak)
+ O(nM−2ρn), (31)
uniformly for z ∈ E as n →∞. In particular,
d N
dzN
Fℓn (z) = O(nM−1ρn), z ∈ E . (32)
Combining (19), (21), (29) and (31) (for N = 0) immediately yields formula (11). The
remaining formulas of Theorems 4 and 5 are obtained from (29) and (30) in a completely
analogous way.
Next, we prove Theorem 3. Suppose that η is a number such that r < η < 1/r . Setting for
convenience cβ = cn,β := 1, we quickly derive from (21), (19), and the relations (17), (18), (29),
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(32), that for r < |z|1/r ,
q(z)h(z)Pn(z)
(n + m + 1)−1h(0) =

β
ℓ=0
cn,ℓzn+m+ℓ+1
h∗(z)

′
+

β
ℓ=0
cn,ℓzn+m+ℓ+1
∞
k=1
f ℓn,2k(z)
h∗(z)

′
−
β
ℓ=0
cn,ℓ
∞
k=0
d
dz
f ℓn,2k+1(z)
=

zn+m+1h(z)
h∗(z)
′
+

β−1
ℓ=0
(cn,ℓ − cℓ)zn+m+ℓ+1
h∗(z)

′
+ O(nM−1ρn)+ O(n|z|nr2n).
Since r could have been chosen as close to ρ as we like, this yields that for |z| = η (and by
the maximum modulus principle, for |z| ≥ η as well)
Pn(z) = h(0)z
n+m
h∗(z)q(z)

1+

O(nM−2(ρ/η)n), if h(z) ≡ 1,
O(1/n), otherwise.

To find a series expansion for the leading coefficient γn of pn , we use the relations (20) and
(21), together with the fact that c0 = h(0), and compute
γ−2n =
1
π

D
Pn(z)z
n|w(z)|2d A(z)
=
h(0)
∞
k=0
f 0n,2k(0)
n + m + 1

1, h(z) ≡ 1,
c0 + O(1/n), otherwise.
This proves (9) when h ≢ 1.
We then assume that h ≡ 1 and pass to estimate∞k=1 f 0n,2k(0). Departing from the definition
in (16) and using integration by parts we find (recall also (29))
∞
k=1
f 0n,2k(0) =
1
2π i

T1/r
 ∞
k=1
f 0n,2k−1(ζ )

ζ−n−m−2dζ
= 1
(n + m + 1)2π i

T1/r
 ∞
k=1
d
dζ
f 0n,2k−1(ζ )

ζ−n−m−1dζ
= − 1
h(0)(n + m + 1)2π i

T1/r
q(ζ )F0n (ζ )ζ
−n−m−1
s
k=1
(1− akζ )αk+1
dζ.
We can now deform the contour of integration from T1/r to Tµ and compute residues, with
µ any number larger than, but sufficiently close to 1/ρ to guarantee that no a∗k lies in the
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annulus 1/ρ < |z| ≤ µ. Doing this while taking into account (32) gives
(n + m + 1)
∞
k=1
f 0n,2k(0)
= 1
h(0)

|ak |=ρ
(−ak)−αk−1
αk !
 dαk
dzαk
q(z)F0n (z)z
−n−m−1
1≤ j≠k≤s
(1− a j z)α j+1

z=a∗k
+ O(nM−1(ρ/µ)n)
= O(n2M−3ρ2n),
finishing the proof of (9).
Proof of Proposition 1. Using the reproducing property of the kernel, a straightforward
computation reveals that
q∗(z)q∗(ζ )Kq(z, ζ ) = K B(z, ζ ),
and we will show that the reproducing kernel Kq(z, ζ ) has the form
Kq(z, ζ ) = Jq(z, ζ )
(1− zζ )2
s
k=1
[(1− akζ )(1− zak)]αk+1
, (33)
where Jq(·, ·) is a polynomial of two complex variables of degree at most s in each independent
variable, satisfying the following properties:
(i) Jq(z, ζ ) = Jq(ζ , z);
(ii) for every ζ ≠ 0,
Jq(1/ζ, ζ ) = 0 ⇐⇒ ζ ∈ {a1, . . . , as, a−11 , . . . , a−1s };
(iii) for every 1 ≤ k ≤ s with ak ≠ 0, there are polynomials Uq,ak (z) and Vq,ak (z) such that
Jq(z, 1/ak) = (z − ak)Uq,ak (z), Uq,ak (ak) ≠ 0,
Jq(z, ak) = (1− ak z)Vq,ak (z), Vq,ak (a∗k ) ≠ 0.
As a consequence, Proposition 1 will follow immediately with
Q(z, ζ ) = ζ s Jq(z, 1/ζ ).
That Kq(z, ζ ) has the aforementioned properties has indeed already been proven in [8, Lemma
3.5]. However, the setting in [8] is substantially more involved, and for the benefit of the reader
we will go through the proof here one more time.
Notice that, since Kq(z, ζ ) ≠ 0 for z, ζ ∈ D (see, e.g. [2, Lemma 9, Section 5.4]), then the
representation (33) implies that
(iv) Jq(z, ζ ) ≠ 0, z, ζ ∈ D.
Also, (33) and the symmetry of the kernel yields Jq(z, ζ ) = Jq(ζ, z), that is, property (i) above,
which together with property (iii) would imply that
(v) Jq(ak, ζ ) = (1− akζ )Vq,ak (ζ ).
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We proceed by mathematical induction, based on the well-known fact that for a ∈ D, we can
obtain the kernel corresponding to the polynomial qa(z) = q(z)(z − a) by means of the formula
Kqa (z, ζ ) =
Kq(z, ζ )Kq(a, a)− Kq(a, ζ )Kq(z, a)
(z − a)(ζ − a)Kq(a, a)
. (34)
From the explicit expression (4), we see that (33) and properties (ii)–(iii) are satisfied for every
monic polynomial q with no more than one zero, in particular, if the degree of q is no more than
one. Assume then that (33), (ii) and (iii) (hence (iv)–(v) as well) hold true for every polynomial
having degree m(m ≥ 1). Let q(z) = sk=1(z − ak)αk be a polynomial of degree m + 1. If
a1 = · · · = as , then we are in the case of q having just one zero, for which the thesis of induction
is true. Thus, without loss of generality, we may assume that q has at least two different zeros.
Then, for fixed k, pick j such that ak ≠ a j , and set q j (z) = q(z)/(z − a j ), a polynomial
of degree m to which the hypothesis of induction apply. Using the iterative formula (34) with
a = a j we can get Kq(z, ζ ) from Kq j (z, ζ ). This gives that Kq(z, ζ ) has the form (33), with the
following expressions for Jq(z, ζ ): if α j ≥ 2, then
Jq (z, ζ ) =
(1− a j ζ )(1− a j z)Jq j (z, ζ )Jq j (a j , a j )− (1− zζ )2(1− |a j |2)2Vq j ,a j (z)Vq j ,a j (ζ )
Jq j (a j , a j )(z − a j )(ζ − a j )
(35)
while if α j = 1, then
Jq (z, ζ ) =
(1− a j ζ )2(1− a j z)2 Jq j (z, ζ )Jq j (a j , a j )− (1− zζ )2(1− |a j |2)2 Jq j (z, a j )Jq j (a j , ζ )
Jq j (a j , a j )(z − a j )(ζ − a j )
(36)
so that Jq(·, ·) is a polynomial of degree at most s in each independent variable. Moreover,
Jq(1/ζ, ζ ) =

Jq j (1/ζ, ζ ), if α j ≥ 2,
(1− a jζ )(1− a j/ζ )Jq j (1/ζ, ζ ), if α j = 1,
and thus it only remains to be shown that property (iii) is also satisfied by Jq .
The substitutions ζ = 1/ak and ζ = ak in (35) and (36) yield (of course, provided ak ≠ 0)
Jq(z, 1/ak) = (z − ak)Uq,ak (z),
Jq(z, ak) = (1− ak z)Vq,ak (z),
with
Uq,ak (ak) =

Uq j ,ak (ak), if α j ≥ 2,
(1− a j/ak)(1− a j ak)Uq j ,ak (ak), if α j = 1,
and
Vq,ak (a
∗
k ) =

Vq j ,ak (a
∗
k ), if α j ≥ 2,
(a∗k − a)(ak − a)Vq j ,ak (a∗k ), if α j = 1.
Since, by hypothesis of induction (note that ak is a zero of q j ), none of these four values is
zero, we conclude that property (iii) holds for Jq as well.
Proof of Proposition 2. We prove Proposition 2 by using some formulas for the kernel obtained
in [4]. We shall employ the expression πn1,...,nm (x1, . . . , xm) as a generic notation to represent a
polynomial in the variables x1, . . . , xm , of degree at most nk in the variable xk .
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We first consider the case of a Blaschke product with simple zeros, that is, α1 = · · · = αs = 1,
so that
B(z) =
s
k=1
z − ak
1− ak z . (37)
Let us denote by qk(z) the polynomial (z − ak)−1q(z), and by Bk(z) the Blaschke product
that results from (37) by dropping the factor (z − ak)/(1 − ak z). It is proven in [4] that in this
case
K B(z, ζ ) = B(ζ )

B(z)
(1− zζ )2 +
2zB ′(z)
1− zζ

+
s
k=1
Bk(ζ )
Bk(ak)
1− |ak |2
1− akζ
K B(z, ak). (38)
Since K B(ζ, z) = K B(z, ζ ), if we exchange z and ζ in (38) and take conjugates, we get a new
identity for which the direct substitution ζ = a j yields
K B(z, a j ) = 2a j B j (a j )B(z)
(1− |a j |2)(1− a j z) +
s
k=1
Bk(z)
Bk(ak)
1− |ak |2
1− ak z K B(ak, a j )
= 1
q∗(z)

2a j B j (a j )q(z)
(1− |a j |2)(1− a j z) +
s
k=1
(1− |ak |2)K B(ak, a j )qk(z)
Bk(ak)

= 1
q∗(z)

2δa j ,0q
∗
j (a
∗
j )
1− a j z + πs−1(z)

, (39)
where the (Kronecker) δa j ,0 is employed to mean that in case a j = 0 (when q∗j (a∗j ) is not well-
defined), that term reduces to zero.
Substituting (39) in (38) we obtain
K B(z, ζ ) = B(ζ )

B(z)
(1− zζ )2 +
2zB ′(z)
1− zζ

+ 2zq(z)
q∗(z)q∗(ζ )
s
k=1
(ak)2qk(ζ )
1− ak z
+ 2
q∗(z)q∗(ζ )

s
k=1
akqk(ζ )[q(a∗k )− ak zq(z)]
1− ak z + πs−1,s−1(z, ζ )

.
Using partial fraction decomposition, we readily see that
q∗′(z)q∗(1/ζ )− q∗(z)q∗′(1/ζ )
(1− ζ z)q(1/ζ )q∗(z) =
1
q∗(ζ )
s
k=1
(ak)2qk(ζ )
1− ak z ,
so that
K B(z, ζ ) = B(ζ )

B(z)
(1− zζ )2 +
2zB ′(z)
1− zζ

+ 2zq(z)[q
∗′(z)q∗(1/ζ )− q∗(z)q∗′(1/ζ )]
(1− ζ z)q(1/ζ )[q∗(z)]2 +
πs,s−1(z, ζ )
q∗(z)q∗(ζ )
. (40)
We have now achieved a representation of K B(z, ζ ) for a simple Blaschke product B that
remains stable when letting the zeros of B collapse. More precisely, a Blaschke product of the
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form
B(z) =
s
k=1

z − ak
1− ak z
αk
(41)
is the uniform limit in |z| ≤ 1 of a sequence {Bn}∞n=1 of simple Blaschke products, each having
α = α1 + · · · + αs zeros, so that for each ζ ∈ D, K Bn (z, ζ ) → K B(z, ζ ) locally uniformly on
|z| < 1 as n →∞ (see, for instance, the proof of Lemma 10 in [2, Section 5.5]). It then follows
from (40) that for a general Blaschke product B as in (41), we have the representation
K ∗B(z, ζ ) =
1
B(ζ )

ζ 2 B(z)
(ζ − z)2 +
2zζ B ′(z)
ζ − z

+ 2zζq(z)[q
∗′(z)q∗(ζ )− q∗(z)q∗′(ζ )]
(ζ − z)q(ζ )[q∗(z)]2 +
ζπα,α−1(z, ζ )
q∗(z)q(ζ )
= 1
B(z)B(ζ )
· ∂
∂z

ζ 2 B2(z)
ζ − z +
ζ R(z, ζ )
q∗(ζ )

,
with
R(z, ζ ) = −q(ζ )B2(z)+ 2  z0 t B2(t)q∗(t) q∗′(t)q∗(ζ )−q∗′(ζ )q∗(t)ζ−t dt
+  z0 q(t)πα,α−1(t,ζ )[q∗(t)]2 dt.
Obviously, R(z, ζ ) is analytic on D1/ρa × C, with ρa = max{|a1|, . . . , |as |}.
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