This paper presents a global optimization method for solving general nonlinear programming problems subjected to box constraints. Regardless of convexity or nonconvexity, by introducing a differential flow on the dual feasible space, a set of complete solutions to the original problem is obtained, and criteria for global optimality and existence of solutions are given. Our theorems improve and generalize recent known results in the canonical duality theory. Applications to a class of constrained optimal control problems are discussed. Particularly, an analytical form of the optimal control is expressed. Some examples are included to illustrate this new approach.
Introduction
In this paper, we consider the following general box constrained nonlinear programming problem the primal problem P in short :
where X a {x ∈ R n | l ≤ x ≤ u } is a feasible space, l , u ∈ R n are two given vectors, and P x is twice continuously differentiable in R n . Here, we discuss the primal problem P involving nonconvexity or convexity in the objective function. Problem 1.1 appears in many applications, such as engineering design, phase transitions, chaotic dynamics, information theory, and network communication 1, 2 . Particularly, if l {0} and u {1}, the problem leads to one of the fundamental problems in combinatorial optimization, namely, the integer programming problem 3 . By the fact that the feasible space X a is a closed convex subset of R n , the primal problem has at least one global minimizer. When P is a convex programming problem, a global minimizer can be obtained by many well-developed nonlinear optimization methods based on the KarushKuhn-Tucker or simply KKT optimality theory 4 . However, for P with nonconvexity in the objective function, traditional KKT theory and direct methods can only be used for solving P to local optimality. So, our interest will be mainly in the case of P x being nonconvex on X a in this paper. For special cases of minimizing a nonconvex quadratic function subject to box constraints, much effort and progress have been made on locating the global optimal solution based on the canonical duality theory by Gao see 5-7 for details . As indicated in 8 , the key step of the canonical duality theory is to introduce a canonical dual function, but commonly used methods are not guaranteed to construct it since the general form of the objective function given in 1.1 . Thus, there has been comparatively little work in global optimality for general cases.
Inspired and motivated by these facts, a differential flow for constructing the canonical dual function is introduced and a new approach to solve the general especially nonconvex nonlinear programming problem P is investigated in this paper. By means of the canonical dual problem, some conditions in global optimality are deduced, and global and local extrema of the primal problem can be identified. An application to the linear-quadratic optimal control problem with constraints is discussed. These results presented in this paper can be viewed as an extension and an improvement in the canonical duality theory 8-10 .
The paper is organized as follows. In Section 2, a differential flow is introduced to present a general form of the canonical dual problem to P . The relation of this transformation with the classical Lagrangian method is discussed. In Section 3, we present a set of complete solutions to P by the way presented in Section 2. The existence of the canonical dual solutions is also given. We give an analytic solution to the box-constrained optimal control problem via canonical dual variables in Section 4. Meanwhile, some examples are used to illustrate our theory.
A Differential Flow and Canonical Dual Problem
In the beginning of this paper, we have mentioned that our primal goal is to find the global minimizers to a general mainly nonconvex box-constrained optimization problem P . Due to the assumed nonconvexity of the objective function, the classical Lagrangian L x, σ is no longer a saddle function, and the Fenchel-Young inequality leads to only a weak duality relation: min P ≥ max P * . The nonzero value θ min P x − max P * σ is called the duality gap, where possibly, θ ∞. This duality gap shows that the well-developed Fenchel-MoreauRockafellar duality theory can be used mainly for solving convex problems. Also, due to the nonconvexity of the objective function, the problem may have multiple local solutions. The identification of a global minimizer has been a fundamentally challenging task in global optimization. In order to eliminate this duality gap inherent in the classical Lagrange duality theory, a so-called canonical duality theory has been developed 2, 9 . The main idea of this new theory is to introduce a canonical dual transformation which may convert some nonconvex and/or nonsmooth primal problems into smooth canonical dual problems without generating any duality gap and deduce some global solutions. The key step in the canonical dual transformation is to choose the nonlinear geometrical operator Λ x . Different forms of Λ x may lead to different but equivalent canonical dual functions and canonical dual problems. So far, in most literatures related, the canonical dual transformation is discussed and the canonical dual function is formulated in quadratic minimization problems i.e., the objective function is the quadratic form . However, for the general form of the objective Journal of Applied Mathematics 3 function given in 1.1 , in general, it lacks effective strategies to get the canonical dual function or the canonical dual problem by commonly used methods. The novelty of this paper is to introduce the differential flow created by differential equation 2.6 to construct the canonical dual function for the problem P . Lemma 2.5 guarantees the existence of the differential flow; Theorem 2.3 shows that there is no duality gap between the primal problem P and its canonical dual problem P d given in 2.7 via the differential flow; Meanwhile, Theorems 3.1-3.4 use the differential flow to present a global minimizer. In addition, the idea to introduce the set S of shift parameters is closely following the works by Floudas et al. 11, 12 . In 12 , they developed a global optimization method, αBB, for general twicedifferentiable constrained optimizations proposing to utilize some α parameter to generate valid convex under estimators for nonconvex terms of generic structure.
The main idea of constructing the differential flow and the canonical dual problem is as follows. For simplicity without generality, we assume that
where R n : {ρ ∈ R n | ρ ≥ 0}, and Diag ρ ∈ R n×n is a diagonal matrix with ρ i , i 1, 2, . . . , n, as its diagonal entries.
Lemma 2.1. The dual feasible space S is an open convex subset of
Proof. Notice that P x is twice continuously differentiable in R n . For any x ∈ X a , the Hessian matrix ∇ 2 P x is a symmetrical matrix. We know that for any given Q Q T ∈ R n×n , {ρ ∈ R n | Q Diag ρ > 0} is a convex set. By the fact that the intersection of any collection of convex sets is convex, the dual feasible space S is an open convex subset of R n . In addition, it follows from the definition of S that ρ ∈ S for any ρ ≥ ρ. This completes the proof.
Suppose that ρ * ∈ S and a nonzero vector x * ∈ X a satisfy
A differential flow x ρ is introduced over a relative small neighborhood of ρ * such that
which is equivalent to
where ∇x ρ is the Jacobian of x and is a matrix whose ijth entry is equal to the partial derivative ∂x i /∂ρ j . Here, we hope to preserve invertibility of the matrix ∇ 2 P x ρ Diag ρ on the choice of the neighborhood of ρ * .
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Then, a differential flow x ρ can be defined by the following differential system:
where H ij ρ is the ijth entry of H ρ, x ρ . Based on the Extension theory 13, 14 , the solution x ρ of the differential system 2.6 can be extended to a space in S. The canonical dual function is defined as
Thus, the canonical dual problem for our primal problem P can be proposed as follows
In the following, we show that P d is canonically i.e., with zero duality gap dual to P .
Lemma 2.2.
Let x ρ be a given flow defined by 2.6 , and P d ρ be the corresponding canonical dual function defined by 2.7 . For any ρ ∈ S, we have
2.9
Proof. Since P d ρ is differentiable, for any ρ ∈ S,
2.10
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Thus for any ρ ≥ ρ, x ρ will stay in X a and
Theorem 2.3. The canonical dual problem P d is perfectly dual to the primal problem P in the sense that if ρ ∈ S is a KKT point of P d ρ , then the vector x x ρ is a KKT point of P and
Proof. By introducing the Lagrange multiplier vector λ ∈ R n to relax the inequality constraint ρ ≥ 0 in S, the Lagrangian function associated with
Notice that
from conditions 2.15 that x ρ satisfies the complementary conditions of P . By the definition of the flow x ρ , the equation ∇P x ρ Diag ρ x ρ 0 holds. This proved that if ρ ∈ S is a KKT point of P d ρ , then the vector x x ρ defined by 2.6 is a KKT point of the primal problem P .
In addition, we have
This completes the proof. 
Diag ρ / 0, for all x ∈ X a } in the proof of Theorem 2.3. Moreover, the inequality of det ∇ 2 P x Diag ρ / 0, for all x ∈ X a in S # is essentially not a constraint as indicated in 5 .
Due to introduceing a differential flow x ρ , the constrained nonconvex problem can be converted to the canonical perfect dual problem, which can be solved by deterministic methods. In view of the process 2.2 -2.6 , the flow x ρ is based on the KKT 2.2 . In other words, we can solve equation 2.2 backwards from ρ * to get the backward flow x ρ , ρ ∈ S ∩ {0 ≤ ρ ≤ ρ * }. Then, it is of interest to know whether there exists a pair x * , ρ * satisfying 2.2 . Proof. Since X a is bounded and P x is twice continuously differentiable in R n , we can choose a large positive real M ∈ R such that ∇ 2 P x Diag Me > 0, for all x ∈ X a and sup X a | ∇P x i | < M i , i 1, 2, . . . , n e ∈ R n is an n−vector of all ones . Then, it is easy to verify that ∇P x Diag Me x < 0 at the point x − 1/2 , and ∇P x Diag Me x > 0 at the point x 1/2 .
Notice that the function ∇P x Diag Me x is continuous and differentiable in R n . It follows from differential and integral calculus that there is a nonzero stationary point x * ∈ X a such that ∇P x * Diag Me x * 0. Let ρ * Me ∈ S. Thus, there exist a point ρ * ∈ S and a nonzero vector x * ∈ X a satisfying 2.2 . This completes the proof.
Remark 2.6. Actually, Lemma 2.5 gives us some information to search the desired parameter ρ * . From Lemma 2.5, we only need to choose a large positive real M ∈ R such that ∇ 2 P x Diag Me > 0, for all x ∈ X a and sup X a | ∇P x i | < M i , i 1, 2, . . . , n. Since ∇P 0 / 0, then it follows from ∇ 2 P x /M < 1 uniformly in X a that there is a unique nonzero fixed point x * ∈ X a such that
which is equivalent to ∇P x * Diag Me x * 0 by Brown fixed-point theorem. In 11, 12 , some good algorithms are given to estimate the bounds of ∇ 2 P x . If there is a positive real number K such that ∇ 2 P x ≤ K, for all x ∈ X a , then a properly large parameter M can be obtained by the inequalities
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Finally, let ρ * Me which is the desired parameter ρ * for us. We will discuss to calculate the parameter ρ * in detail by the use of the results in 15, 16 with the future works.
Remark 2.7. Moreover, for the proper parameter ρ * , it is worth investigating how to get the solution x * of 2.2 inside of X a . For this issue, when P x is a polynomial, we may be referred to 17 . There are results in 17 on bounding the zeros of a polynomial. We may consider for a given bounds to determine the parameter by the use of the results in 17 on the relation between the zeros and the coefficients. We will discuss it with the future works as well. However, the KKT conditions are only necessary conditions for local minimizers to satisfy for the nonconvex case of P . To identify, a global minimizer among all KKT points remains a key task for us to address in the next section. For any given parameter ρ, ρ ≥ ρ , we define the function f ρ x as follows:
Complete Solutions to Global Optimization Problems
It is obvious that P x ≥ f ρ x for all x ∈ X a . Since f ρ x is twice continuously differentiable in R n , there exists a closed convex region E containing X a such that on E,
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This implies that x ρ is the unique global minimizer of f ρ x over E. By 2.7 , we have
Thus, for any ρ ≥ ρ,
On the other hand, by the fact that the canonical dual function P d ρ is concave on S, ρ must be a global maximizer of P d on S, and we have
and for all x ∈ X a ,
Thus, x is a global minimizer of P on X a and
P x min
This completes the proof.
Remark 3.2. Theorem 3.1 shows that a vector x x ρ is a global minimizer of the problem P if ρ ∈ S is a critical solution of P d . However, for certain given P x , the canonical dual function might have no critical point in S. For example, the canonical dual solutions could locate on the boundary of S. In this case, the primal problem P may have multiple solutions.
In order to study the existence conditions of the canonical dual solutions, we let ∂S denote the boundary of S. Theorem 3.3. Suppose that P x is a given twice continuously differentiable function, S / ∅ and ∂S / ∅. If for any given ρ 0 ∈ ∂S and ρ ∈ S,
then the canonical dual problem P d has a critical point ρ ∈ S, and x ρ is a global minimizer to P .
Proof. We first show that for any given ρ ≥ 0 ∈ R n , ρ / 0,
Notice that there exist a point ρ * ∈ S and a nonzero vector x ρ * ∈ X a . For any given ρ, the inequality α 0 ρ > ρ * always holds as α 0 > 0 becomes large enough. Then for any α ≥ α 0 , it follows from Lemma 2.1 and 2.2 that αρ ∈ S and x αρ stays in X a , that is, x 2 i αρ ≤ i for all i. It means that there exists a large positive real L such that |P αρ | ≤ L for α ≥ α 0 since P x is twice continuously differentiable in R n . By Lemma 2.2, we have
Diag x αρ ρ,
where Diag x αρ ρ ρ 1 x 1 αρ , ρ 2 x 2 αρ , . . . , ρ n x n αρ T . For any α ≥ α 0 , by the definition of S, it is easy to see that Clearly, when ∇ 2 P x > 0 on X a , the dual feasible space S is equivalent to R n {ρ ∈ R n | ρ ≥ 0} and Diag ρ ∈ R n×n by 2.1 . Notice that lim α → ∞ P d αρ −∞ for any given ρ ≥ 0. Then P d ρ is concave and coercive on R n , and P d has at least one maximizer on R n . In this case, it is then of interest to characterize a unique solution of P by the dual variable. Before beginning of applications to optimal control problems, we present two examples to find global minimizers by differential flows. Example 3.5. As a particular example of P , let us consider the following one dimensional nonconvex minimization problem with a box:
s.t. x 2 ≤ 1.
3.16
We have P x x 2 2 and P x 2x, for all x 2 ≤ 1. By choosing ρ * 6 √ 2, we solve the following equation in {x 2 ≤ 1}:
to get a solution x * −2/ 4 3 √ 2 . Next we solve the following boundary value problem of the ordinary differential equation:
To find a parameter such that and get x −1. It follows from Theorem 3.1 that x −1 is a global minimizer of Example 3.5.
Remark 3.6. In this example, we see that a differential flow is useful in solving a nonconvex optimization problem. For the global optimization problem, people usually compute the global minimizer numerically. Even in using canonical duality method, one has to solve a canonical dual problem numerically. Nevertheless, the differential flow directs us to a new way for finding a global minimizer. Particularly, one may expect an exact solution of the problem provided that the corresponding differential equation has an analytic solution.
Example 3.7. Given a symmetric matrix A ∈ R n×n and a vector c ∈ R
We consider the following box-constrained nonconvex global optimization:
. . , n.
3.23
Since A is an indefinite matrix, we choose a large ρ * ∈ R n such that A Diag ρ 
4.19
By solving equations 4.19 in MATLAB, we can obtain the optimal control u and the dual variable ρ λ as follows see Figures 1 and 2 .
