Residual symmetries and B\"acklund transformations by Lou, SY
ar
X
iv
:1
30
8.
11
40
v1
  [
nli
n.S
I] 
 5 
Au
g 2
01
3
Residual symmetries and Ba¨cklund transformations
S. Y. Lou1,2
1Shanghai Key Laboratory of Trustworthy Computing, East China Normal University, Shanghai 200062, China
2Department of Physics, Ningbo University, Ningbo, 315211, China
Abstract: It is proved that for a given truncated Painleve´ expansion of an arbitrary nonlinear Painleve´
integrable system, the residue with respect to the singularity manifold is a nonlocal symmetry. The resid-
ual symmetries can be localized to Lie point symmetries after introducing suitable prolonged systems.
The finite transformations of the residual symmetries are equivalent to the second type of Darboux-
Ba¨cklund transformations. The once Ba¨cklund transformations related to the residual symmetries are
same for many integrable systems including the Korteweg-de Vries, Kadomtsev-Petviashvili, Boussinesq,
Sawada-Kortera and Kaup-Kupershmidt equations. For the Korteweg-de Vries equation, the nth Dar-
boux transformations can also be obtained from the Lie point symmetry approach via the localization of
the residual symmetries.
PACS numbers: 02.30.Ik, 05.45.Yv
1 Introduction
To understand essentially nonlinear world, scientists have introduced various idea models, integrable
systems, such as the Korteweg-de Vries (KdV) equation [1], the nonlinear Schro¨dinger equation (NLS)
[2], the sine-Gordon (SG) equation [3], the Boussinesq equation [4], the Kadomtzev-Pedviashvili (KP) [5]
equation and so on.
To study the integrability of nonlinear systems, the Painleve´ analysis is one of the best approaches.
The essential idea of the Painleve´ analysis is to study the analytic property, however, an important aspect,
the residue with respect to the singular manifold, is ignored for a longtime. Recently, it is found that
the residue of the truncated Painleve´ expansion for the bosonized supersymmetric KdV equation is a
nonlocal symmetry, we call it as the residual symmetry[6].
In this paper, we conclude that for any Painleve´ integrable systems, the residues of the truncated
Painleve´ expansions are all nonlocal symmetries of the original system. Another interesting common
property is that for many integrable systems, there are a common residual symmetry.
We also found that some types of nonlocal symmetries can also be localized to Lie point symmetries
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by introducing suitable prolonged systems [7]. Here, we are consider the localizations of the residual
symmetries and to find related finite transformations.
In section 2 of this paper, we first prove the existence of the residual symmetries for the Painleve´
integrable systems and then to give out some concrete examples of the well known nonlinear systems. A
common Ba¨cklund transformation theorem for some different nonlinear systems is also given. In section
3, taking the KdV equation as a simple example, we demonstrate that arbitrary numbers of residual
symmetries can be localized to find finite transformations which is equivalent to the second type of
multiple Darboux transformations. The last section is a summary and discussion.
2 Residual symmetries of Painleve´ integrable systems
It is known [8] that for various integrable systems, there are possible variants which possesses the
Painleve´ property, i.e., they are Painleve´ integrable. For the Painleve´ integrable systems, say, for a single
component derivative polynomial system,
P (u) = 0, (1)
there exist a truncated Painleve´ expansion
u =
α∑
i=0
uiφ
i−α, (2)
for positive integer α.
A symmetry of (1) is defined as a solution of its linearized equation
P ′(u)σ = lim
ǫ=0
dP (u+ ǫσ)
dǫ
= 0. (3)
Substituting the truncated Painleve´ expansion (2) into the original nonlinear system (1) and vanish-
ing the coefficients of different powers of φ we have the following theorem:
Theorem 1. Residual symmetry theorem. The residue of the truncated Painleve´ expansion (2) with
the singular manifold φ, i.e., uα−1, is a symmetry of (1) with the solution uα.
Proof. Substituting (2) into (1), we have
P (u) = P
(
α∑
i=0
uiφ
i−α
)
= P (uα) + [P
′(uα)uα−1]
1
φ
+O
(
1
φ2
)
= 0. (4)
Vanishing the coefficients of φ0 and φ−1 respectively, we have
P (uα) = 0 (5)
and
P ′(uα)uα−1 = 0. (6)
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Comparing (5) and (6) with (1) and (9) respectively, we know that uα is a solution of the original model
and the residue
σuα = uα−1 (7)
is a symmetry of (1) with respect to the solution uα. The theorem 1 is proved.
It is also known that for Painleve´ integrable systems (1),
uα = uα(φ) (8)
changes the original nonlinear system (1) to its Schwarzian form
Ps(φ) = 0. (9)
The Schwarzian form (9) is invariant under the Mo¨bious transformation
φ→ aφ+ b
cφ+ d
, ac 6= bd. (10)
which means (9) possesses three symmetries, σφ = a1, σ
φ = b1φ and
σφ = c1φ
2 (11)
with arbitrary constants a1, b1 and c1. From our knowledge, the residual symmetry (7) is just related to
the Mo¨bious transformation symmetry (11) by the linearized equation of (8), i.e.,
σuα = (uα)
′
φσ
φ (12)
with (7) and (11) while the constant c1 are different for different models.
In many cases, the detailed forms of the residual symmetries can be simply fixed by the dimensional
analysis. For instance, if the nonlinear system (1) possesses the quasilinear evolution form
ut = auxb + P1(u, ux, · · ·uxc), (13)
for constants a, b, and c < b, and the dimensional degree, δ, of 1/u is smaller than or equal to b (assuming
the dimensional degree of x is 1), then the residual symmetry of (13) is just
σu = c0φxδ , (14)
where c0 is a constant dependent on different models, hereafter we drop out the indices α without loss of
generality.
Here are some well-known concrete examples of (13),
the KdV equation
ut + uxxx − 6uux = 0, (15)
the SK equation
ut = uxxxxx + 45u
2ux + 15(uuxx)x = 0, (16)
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the KK equation
ut = uxxxxx +
45
4
uuxxx +
75
4
uxuxx +
15
2
u2ux = 0, (17)
and the fifth order KdV equation
ut = uxxxxx + 30u
3ux + 20uxuxx + 10uuxxx. (18)
It is clear that for all these models the dimensional degree of 1/u is 2, thus the residual symmetries of all
these models are
σu = −2φxx (19)
after dropping out possible trivial constant multiplications for different models.
In fact, many other types of important nonlinear systems including the Boussinesq equation
utt + uxxxx + 6(uux)x = 0, (20)
and the KP equation
(ut + uxxx + 6uux)x + suyy = 0, (21)
possess the residual symmetry (19).
After some simple calculations, we know that the constant c1 in (11) is
c1 = 1, (δ = 2) (22)
for all the models listed in (15)–(21).
It is known [7] that for some kinds of nonlocal symmetries, the localization procedure can be used
such that the nonlocal symmetries of the original nonlinear system become local ones for a suitable
prolonged system. It is interesting that if the residual symmetry is given by (14) and related to the
Mo¨bious transformation symmetry (11), then we have the following Ba¨cklund symmetry theorem:
Theorem 2. Ba¨cklund transformation theorem. If the nonlinear system (1) possesses a Schwarzian
form and the residual symmetry (14) is related to the Mo¨bious transformation symmetry (11), then the
model possesses the Ba¨cklund transformation
U(ǫ) = u− c0
c1
(ln(c1ǫf − 1))xδ , (23)
F (ǫ) =
f
1− ǫc1f , (24)
where {u, f} and {U(ǫ), F (ǫ)} are all solutions of the nonlinear system (1) and its Schwarzian form.
Proof. To prove the Ba¨cklund transformation theorem 2 is simply to solve the initial value problem:
dU(ǫ)
dǫ
= c0 (F (ǫ))xδ , U(0) = u, (25)
dF (ǫ)
dǫ
= c1F (ǫ)
2, F (0) = f. (26)
It is quite trivial to see that the solution of (26) is just (24) and substituting (24) into (25) yields (23)
immediately. The theorem 2 is proved.
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Especially, according to (19) and (22), we know that the KdV, SK, KK, fifth order KdV, Boussinesq
and KP equations possess a common Ba¨cklund transformation theorem 2 with c0 = −2, c1 = 1 and
δ = 2.
3 Ba¨cklund transformations of KdV equation related to multi-
ple residual symmetries
For the KdV equation (15), the transformation
u = −1
2
φxxx
φx
+
1
4
φ2xx
φ2x
− λ. (27)
changes it to its Schwarzian form
S + C + λ = 0, C ≡ φt
φx
, S ≡ φxxx
φx
− 3
2
φ2xx
φ2x
. (28)
The residual symmetry of the KdV equation becomes a local Lie point symmetry
σu = −2φxx, (29a)
σφ = φ2, (29b)
σg = 2gφ, (29c)
σh = 2(hφ+ g2), (29d)
for the prolonged system
ut + uxxx + 6uux = 0, (30a)
u = −1
2
φxxx
φx
+
1
4
φ2xx
φ2x
− λ, (30b)
g = φx, (30c)
h = gx. (30d)
The finite transformation of the Lie point symmetry (29) is just the theorem 2 of the last section.
Because the symmetry equation of a nonlinear system, say, (9) for (1), is linear and the Schwarzian
form of the original nonlinear system possesses infinitely many solutions, we get infinitely many residual
symmetries φi,xδ , i = 1, 2, · · · . For the KdV equation (15), the infinitely many residual symmetries can
be written as
σun = −2
n∑
i=1
ciφi,xx, (31)
for arbitrary n, where φi, i = 1, · · · , n are all different solutions of the Schwarzian KdV equation (28),
say for different λ = λi, λi 6= λj , ∀i 6= j.
Similar to the n = 1 case, to find the finite transformations of (31), we have to introduce a suitable
prolonged system such that the symmetry can be localized to a Lie point symmetry. Fortunately, by
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finishing some simple direct calculations, it is easy to find the following localization theorem:
Theorem 3. Localization theorem. If {u, φi, gi, hi, i = 1, 2, · · · , n} is a solution of the enlarged
system
ut + uxxx + 6uux = 0, (32a)
u = −1
2
φi,xxx
φi,x
+
1
4
φ2i,xx
φ2i,x
− λi, (32b)
gi = φi,x, (32c)
hi = gi,x, i = 1, · · · , n, (32d)
then the symmetry (31) is localized to a Lie point symmetry
σu = −2
n∑
j=1
cjhj , (33a)
σφi = ciφ
2
i +
n∑
j 6=i
cj
4
(gihj − gjhi)2
gigj(λi − λj)2 , (33b)
σgi = 2cigiφi +
n∑
j 6=i
cj
gihj − gjhi
λi − λj , (33c)
σhi = 2ci(hiφi + g
2
i ) +
n∑
j 6=i
cj
2
[
4gigj +
(g2i h
2
j − g2jh2i )
gigj(λi − λj)
]
. (33d)
Proof. To prove the theorem 3, firstly, it is need to write down the linearized system of the enlarged
system:
σut + σ
u
xxx + 6(uσ
u)x = 0, (34a)
σu = −1
2
σφixxx
φi,x
+
1
2
σφix φi,xxx
φ2i,x
+
1
2
φi,xxσ
φi
xx
φ2i,x
− 1
2
φ2i,xxσ
φi
x
φ3i,x
, (34b)
σgi = σφix , (34c)
σhi = σgix , i = 1, · · · , n. (34d)
In theorem 3, there are n independent but similar symmetries which are related to ck 6= 0, cj = 0, ∀j 6= k
and k = 1, 2, · · · , n.
For any fixed ck 6= 0 and cj = 0, j 6= k, from (29) we know that
σu = −2ckhk, (35a)
σφk = ckφ
2
k, (35b)
σgk = 2ckgkφk (35c)
σhk = 2ck(hkφk + g
2
k). (35d)
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For j 6= k, eliminating u from Eq. (32b) with i = k and Eq. (32b) with i = j, we have
φj,xxx = 2(λk − λj)φj,x +
φ2j,xx
2φj,x
+
φk,xxxφj,x
φk,x
− φ
2
k,xxφj,x
2φ2k,x
. (36)
Substituting (35a) into (34b) with i = j and eliminating φj,xxx via (36) yield
σφj =
ck(gkhj − hkgj)2
4gjgk(λk − λj)2 . (37)
Differentiating (37) once and twice, respectively, with respect to x immediately result in
σgj = ck
gkhj − gjhk
λk − λj , (38)
and
σhj =
ck
2
[
4gkgj +
g2kh
2
j − g2jh2k
gkgj(λk − λj)
]
. (39)
After taking the linear combination of the above results for all k = 1, 2, · · · , n, the theorem 3 is proved.
Whence a nonlocal symmetry is localized to a Lie point symmetries, to find its finite transformation
becomes a standard trick to solve its initial value problem according to the Lie’s first principle [9]. For
the Lie point symmetry (33), its corresponding initial value problem has the form
dU(ǫ)
dǫ
= −2
n∑
j=1
cjHj(ǫ)j , (40a)
dΦi(ǫ)
dǫ
= ciΦi(ǫ)
2 +
n∑
j 6=i
cj
4
(Gi(ǫ)Hj(ǫ)−Gj(ǫ)Hi(ǫ))2
Gi(ǫ)Gj(ǫ)(λi − λj)2 , (40b)
dGi(ǫ)
dǫ
= 2ciGi(ǫ)Φi(ǫ) +
n∑
j 6=i
cj
Gi(ǫ)Hj(ǫ)−Gj(ǫ)Hi(ǫ)
λi − λj , (40c)
dHi(ǫ)
dǫ
= 2ci[Hi(ǫ)Φi(ǫ) +G
2
i (ǫ)] +
n∑
j 6=i
cj
2
[
4Gi(ǫ)Gj(ǫ) +
G2i (ǫ)H
2
j (ǫ)−G2j (ǫ)H2i (ǫ)
Gi(ǫ)Gj(ǫ)(λi − λj)
]
, (40d)
U(0) = u, Φi(0) = φi, Gi(0) = gi, Hi(0) = hi, i = 1, · · · , n. (40e)
After solving out the initial valued problem (40), we get the following nth Ba¨clund transformation theo-
rem.
Theorem 4. nth Ba¨clund transformation theorem. If {u, φi, gi, hi, i = 1, 2, · · · , n} is a solution
of the prolonged KdV system (32), so is {U(ǫ), Φi(ǫ), Gi(ǫ), Hi(ǫ), i = 1, 2, · · · , n} where
U(ǫ) = u+ 2(ln∆)xx, (41a)
Φi(ǫ) = −∆i
∆
, (41b)
Gi(ǫ) = Φi,x(ǫ), (41c)
Hi(ǫ) = Φi,xx(ǫ) (41d)
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with ∆ and ∆i are the determinants of
M =


c1ǫφ1 − 1 c1ǫw12 · · · c1ǫw1j · · · c1ǫw1n
c2ǫw12 c2ǫφ2 − 1 · · · c2ǫw2j · · · c2ǫw2n
...
...
...
...
...
...
cjǫw1j cjǫw2j · · · cjǫφj − 1 · · · cjǫwjn
...
...
...
...
...
...
cnǫw1n cnǫw2n · · · cnǫwjn · · · cnǫφn − 1


, wij ≡ gihj − gjhi
2
√
gigj(λi − λj) , (42)
Mi =


c1ǫφ1 − 1 c1ǫw12 · · · c1ǫw1,i−1 c1ǫw1i c1ǫw1,i+1 · · · c1ǫw1n
c2ǫw12 c2ǫφ2 − 1 · · · c2ǫw2,i−1 c2ǫw2i c2ǫw2,i+1 · · · c2ǫw2n
...
...
...
...
...
...
...
...
ci−1ǫw1,i−1 ci−1ǫw2,i−1 · · · ci−1ǫφi−1 − 1 ci−1ǫwi−1,i ci−1ǫwi−1,i+1 · · · ci−1ǫwi−1,n
w1i w2i · · · wi,i−1 φi wi,i+1 · · · win
ci+1ǫw1,i+1 ci+1ǫw2,i+1 · · · ci+1ǫwi−1,i+1 ci+1ǫwi,i+1 ci+1ǫφi+1 − 1 · · · ci+1ǫwi+1,n
...
...
...
...
...
...
...
...
cnǫw1n cnǫw2n · · · cnǫwi−1,n cnǫwin cnǫwi+1,n · · · cnǫφn − 1


.
(43)
Because the Schwarzian KdV system (28) possesses the Mo¨bious transformation invariance (10) it is
clearly that group parameters ǫ and ci, ∀i = 1, · · · , n in the theorem 4 can be simply taken as 1 and
cjǫfj − 1 can also be simply replaced by fj without loss of generality.
According to the theorem 4, starting from any seed solutions of the KdV equation and Schwarzian
form, we can obtain infinitely many new solutions. For instance, starting from the trivial vacuum solution
u = 0, (44)
we can find a special solution of (32b) and the Schwarzian KdV (28) with λ = λi in the form
φi = exp(kix− k3i t), λi = −
1
4
k2i , (45)
and then
wij =
2
√
kikj
ki + kj
exp
{
ki + kj
2
[x+ (k21 − k1k2 + k22)t]
}
. (46)
Substituting the special solution (45) and (46) with (44) into the theorem 4, we reobtain the multiple
soliton solutions of the KdV equation, say,
∆ = 1− c1a exp (k1x− k31t)− c2a exp (k2x− k32t) + c1c2a2
(k1 − k2)2
(k1 + k2)2
exp [(k1 + k2)x− (k31 + k32)t] (47)
for the two-soliton solution.
Furthermore, because of (32b), it is easy to prove that wij in (42) satisfy
wij,x =
√
gigj = ψiψj , ∀i, j = 1, 2, · · · , n, (48)
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where ψi, i = 1, 2, · · · , n are just the usual spectral function of the Lax pair
ψi,xx + (u + λi)ψi = 0. i = 1, 2, · · · , n (49)
of the KdV equation. Thus the theorem 4 is equivalent to the known second type of Darboux transfor-
mation [10]. In other word the theorem 4 can be restated as:
Theorem 5. Equivalent DT theorem. If u is a solution of the KdV equation and ψi, i = 1, · · · , n
are spectral functions related to u with spectral parameter λi, so is un with
un = u+ 2[ln(detM)]xx, Mij,x = ψiψj . (50)
4 Summary and discussions.
In summary, it is shown that for Painleve´ integrable systems, infinitely many nonlocal symmetries
which is defined as residual symmetries can be readily read out from the residual of the truncated Painleve´
expansions. The residual symmetries are nonlocal for the original nonlinear system. However, the residual
symmetries can be readily localized to Lie point symmetries by prolonging the original system to a larger
one.
If the form of the residual symmetries are same for different nonlinear systems, a common first
Ba¨cklund transformation can be obtained. For instance, for the KdV equation (15), the fifth order KdV
equation (18), the SK system (16), the KK equation (17), the Boussinesq equation (20), the KP system
(21) and so on, the once Ba¨cklund transformation possess the same theorem 3 with c0 = −2, c1 = 1 and
δ = 2.
The explicit forms of the finite transforms for n residual symmetries are obtained for the KdV
equation. The result is equivalent to the second type of nth Ba¨cklund transformation [10]. Though the
theorem 4 is equivalent to the known DT theorem 5, some further points should be emphasized: (1). The
second type of DT and then multiple soliton solutions can be obtained via Lie point symmetry method
companied by the localization approach. (2). The group parameter, ǫ, is necessary to find the second
type of DT via Lie point symmetry approach, however, it is only an auxiliary one because it can be
absorbed by the Mo¨bious transformation invariance of the Schwarzian systems. And the other group
parameters ci can also be absorbed. (3). The commutable theorem(s) for Ba¨cklund transformations and
Darboux transformations becomes a trivial fact in Lie point symmetry theory because of the commu-
tativity in addition algorithm. The more about the residual symmetries will be further studied in our
future researches.
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