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Abstract
In this paper we construct a ltration for K0 of an inverse limit of a diagram of rings. This
ltration can be regarded as a generalization of Milnor’s Mayer{Vietoris sequence for a pullback
square of rings. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: 18G55; 19A99; 55Q55
1. Introduction
The rst part of this paper concerns the cohomotopy sets of cosimplicial groups. In
it, we construct connecting functions 0 ! 1 and 1 ! 2 which, for certain short
exact sequences of cosimplicial groups, t into the expected longer exact sequences in
cohomotopy.
The second part of the paper uses the connecting functions in an application to
algebraic K-theory. If R is a diagram of rings (a functor from a nite poset I to the
category of rings with identity) and R is the inverse limit of the diagram, we prove:
Theorem 1.1. There exists a ltration on K0(R):
F3F2F1K0(R)
and exact sequences of abelian groups
0! F1 ! K0(R) J−!H 0(I;K0);
0! F2 ! F1 B−!H 1(I;K1);
0! F3 ! F2 C−!H 2(I;K2)=im(2  1):
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Here, the cohomology groups Hi(I;Ki) are cohomology groups of the poset I with
\local" coecients in the indicated K-groups of the diagram of rings; and the is are
certain connecting functions as constructed in the rst part of the paper.
One can regard the above theorem as a generalization of Milnor’s Mayer{Vietoris
sequence for a pullback square of rings; we discuss this in the paper. It can also be
regarded as giving part of a ltration on K0(R) analogous to the ltration constructed
by the Dayton{Weibel spectral sequence of [4]; however, the ltration constructed
here does not have the restrictions on the coecient rings that are required by the
Dayton{Weibel construction.
2. The cohomotopy of a cosimplicial group
In this section, we review the denitions given in [2] of the cohomotopy of a
cosimplicial group. Another reference is [5]; it contains the denitions of a cosimpli-
cial group, and of the cohomotopy groups as well, although we will use the order
conventions (that is, order of multiplication in the groups) of Bouseld [2].
2.1. The denition of a cosimplicial group
We briey give the denition of a cosimplicial group. (See [3] or [5].) A cosimplicial
group G consists of a sequence of groups Gn, one for every integer n  0, and for
every pair of integers (i; n) with 0  i  n group homomorphisms (the coface and
codegeneracy maps)
di :Gn−1 ! Gn
and
si :Gn+1 ! Gn
satisfying the cosimplicial relations
 djdi = didj−1, if i< j.
 s jd i = dis j−1, if i< j.
 s jdj = I = s jdj+1:
 s jd i = di−1s j, if i> j + 1.
 s jsi = sis j+1, if i  j.
2.2. The denition of the normalized groups
Let G be a cosimplicial group, not necessarily abelian. The normalized groups NG
are dened by
NGm =
m−1\
j=0
ker(s j :Gm ! Gm−1)
for m  1. The group NG0 is dened to be G0.
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If ] :G ! H is a homomorphism of cosimplicial groups (i.e., a sequence of
group homomorphisms n :Gn ! Hn which commute with all the dis and s js), we
denote the induced homomorphisms from NGm ! NHm by ] as well.
2.3. The zeroth cohomotopy group
The zeroth cohomotopy group of G is
0(G) = fg 2 NG0 jd0(g) = d1(g)g:
If ] :G ! H is a homomorphism of cosimplicial groups, then the restriction of ]
to 0(G) will be denoted by ; naturally it too is a homomorphism, and we leave
it to the reader to verify the functoriality properties of \lower ".
2.4. 1-cocycles and the rst cohomotopy set
Dene
Z1(G) = fg 2 NG1 jd1(g) = d2(g)d0(g)g;
the elements of Z1 will be called 1-cocycles. Z1 is not necessarily a subgroup of NG1,
but it does have the identity element 1 of G1 in it, and is thus considered as a pointed
set with basepoint equal to 1.
Now, the group NG0 acts on the set Z1(G) on the right as follows: If g 2 NG0
and f 2 Z1(G), then
f  g= d1(g)−1fd0(g):
One can verify that this denition makes sense, and is a legitimate group action.
Dene 1(G) to be the set of orbits of the action of NG0 on Z1(G). The set
1(G) is a pointed set with basepoint equal to the orbit of 1. Notice that the orbit of
1 is a set in one-to-one correspondence with the coset space NG0=0(G):
If ] :G ! H is a homomorphism of cosimplicial groups, then ] takes Z1(G) to
Z1(H) since it commutes with the operators di and s0. Since the actions of NG0 and
NH 0 on Z1(G) and Z1(H) are dened in terms of the operators di as well, these
actions are equivariant with respect to ], and thus there is a basepoint preserving
induced function  :1(G)! 1(H): Again, we leave the exercise of verifying the
functoriality properties of \lower " to the reader.
2.5. Higher cohomotopy in the abelian case
In case G is an abelian cosimplicial group (in this paper we will generally use
multiplicative notation for groups), 1(G) is also an abelian group (with multiplication
induced by that of G) and one may also dene higher cohomotopy groups i(G) for
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i  2; let
Zi(G) =
8<
:g 2 NGi

i+1Y
j=0
dj(g)(−1)
j
= 1
9=
;
and let
Bi(G) =
8<
:g 2 NGi
9h 2 NGi−1  g=
iY
j=0
dj(h)(−1)
j
9=
; :
Then, Bi(G) is a subgroup of Zi(G) and we dene
i(G) = Zi(G)=Bi(G):
Naturally, one has induced homomorphisms : i(G)! i(H) for every map of
cosimplicial groups  : G ! H, and one may again verify the functorial properties
for \lower ".
3. The connecting function  : 0 ! 1
3.1. The denition of the connecting function
In this section we dene the connecting function associated to a short exact sequence
1! F ]−!G ]−!H ! 1
of cosimplicial groups. We are guided in this construction by Giraud [6]; what we
have done here is remove Giraud’s discussion from the geometric category entirely,
giving it wholly within the cosimplicial category. For notational convenience, we will
assume that the homomorphism ] is an inclusion (i.e., FiGi for every i, and the
cosimplicial operators on F are the restrictions of those on G).
One can quickly verify that the sequence
1! 0(F) −! 0(G) −! 0(H)
is an exact sequence of groups.
We now dene the function  :0(H) ! 1(F): Suppose that c 2 0(H). Let
g 2 G0 be any element such that ](g) = c. Now, let z be the element of G1 dened
by z = d1(g)−1d0(g). Dene
(c) = hzi;
where hzi means the orbit of the element z. Of course, one has some things to verify:
z is always a cocycle in NF1, and the orbit hzi is independent of the choice of g. We
leave these verications to the reader.
It should be clear that  commutes with the homomorphisms induced by a homo-
morphism  from one short exact sequence of cosimplicial groups
1! F ! G ! H ! 1
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to another such exact sequence
1! ~F ! ~G ! ~H ! 1;
since  is dened essentially in terms of the coface homomorphisms di, which commute
with  by denition.
3.2. Exactness of the prolonged sequence
Lemma 3.1. The prolonged sequence
1! 0(F)! 0(G)! 0(H) −! 1(F)! 1(G)! 1(H)
is an exact sequence (of pointed sets).
Proof. We only check exactness at . First, for any g 2 0(G), ((g)) = 1, since
the cocycle z associated to (g) may be chosen to be d1(g)−1d0(g), and this equals
1 since g 2 0(G). Second, suppose that c 2 0(H) is such that (c) = h1i: Let
g 2 NG0 be such that ](g) = c. Then, there must be an element h 2 NF0 such that
d1(g)−1d0(g)d0(h−1) = d1(h−1):
Consider the element gh−1 2 NG0. The computation above implies that
d1(gh−1) = d0(gh−1);
so that gh−1 2 0(G). Since h 2 F0, (gh−1) = (g) = c; thus nishing the check
of exactness at 0(H):
Next, consider (c) = hzi 2 1(F). Thus, we may choose z = d1(g)−1d0(g), where
g 2 NG0 is such that ](g)= c. By denition, hzi maps to an orbit in Z1(G) with the
same representative z. But by denition of z, this orbit in Z1(G) is equal to the orbit
of 1: 1  g= z:
On the other hand, suppose that hwi 2 1(F) and that w represents the orbit h1i
when considered as an element of Z1(G); i.e., there exists an element g 2 NG0 such
that 1g=w, in other words, w=d1(g)−1d0(g): Since w is in NF1, ](w)=1. This means
that d1(](g)−1)d0(](g))=1 and that c=](g) 2 0(H). By denition, (c)=w.
3.3. Additional properties of the connecting function
Again, following Giraud [6], we remark on some further properties of the function
. This material will not be used in the remaining sections of this paper.
Proposition 3.2.1. The connecting function  has the following additional properties:
a. The group 0(H) acts on the pointed set 1(F) on the right. This action is
denoted by the symbol .
b. If c1; c2 2 0(H); then (c1c2) = (c1)  c2:
c. If  : 1(F)! 1(G) is the function induced by the inclusion of NF1 in NG1
and c 2 0(H); then (hwi  c) = (hwi); for every hwi 2 1(F).
140 J. Duot, C.T. Marak / Journal of Pure and Applied Algebra 151 (2000) 135{162
Proof. We give the denition of the action: Let c 2 0(H). Choose p 2 NG0 such
that ](p) = c. Let hwi 2 1(F). Dene an element w  c of NG1 by
w  c = d1(p)−1wd0(p):
A quick check shows that s0(w  c) = 1, so that w  c is really in NG1. The action of
0(H) on 1(F) should be dened by the formula
hwi  c = hw  ci= hd1(p)−1wd0(p)i:
We leave to the reader the exercise of showing that this denition makes sense and
is a legitimate group action. The proofs of parts b and c are also left to the reader.
Now, if F is a cosimplicial abelian group, then 1(F) is an abelian group, but 
is not necessarily a homomorphism of groups. However, if F is central in G,  is a
homomorphism of groups. We sketch the proof of this to nish this section.
First, we note that if F is an abelian group, then the group 0(H) becomes a
group of automorphisms of 1(F); this is described as follows.
Let c 2 0(H), then there exists an element p 2 NG0 such that ](p) = c. Dene
the permutation
c^(hwi) = hd1(p)wd1(p)−1i:
(The permutation c^ is \conjugation by d1(p)".) Notice that d1(p)wd1(p)−1 is in NF1
and is a 1-cocycle.
Also, since x(p) = d1(p)d0(p)−1 is in NF1,
d1(p)wd1(p)−1 = x(p)−1d1(p)wd1(p)−1x(p) = d0(p)wd0(p)−1:
The permutation c^ is independent of the choice of p and c^(hwi) is independent of
the choice of w, as the reader can check. It is also a homomorphism.
Finally, let us point out: If hwi 2 1(F) and c; c1 and c2 are in 0(H), then
hwi  c = c^−1(hwi)(c)
and
(c1c2) = c^
−1
1 ((c1))(c2):
In the case that F is a central subgroup of G the above formula shows that  is
a homomorphism of groups.
4. The connecting function  : 1 ! 2
Here, we again consider a short exact sequence of cosimplicial groups
1! A ! G ]−!H ! 1;
except we add the condition that this must be a central extension; i.e., Ai must be a
central subgroup of Gi for every i. As before, we assume that the arrow A ! G is
an inclusion.
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4.1. The construction of  for a central extension
In the case of a central extension, following Giraud [6], we have a connecting
function  :1(H)! 2(A):
Theorem 4.1. If
1! A ! G ]−!H ! 1
is a central extension of cosimplicial groups; then there is a connecting function
 :1(H)! 2(A); making the prolonged sequence
1! 0(A)! 0(G)! 0(H) −! 1(A)! 1(G)! 1(H) −! 2(A)
exact as a sequence of pointed sets.
Proof. We give a sketch, as follows. First, we point out that the sequence
1! NA1 ! NG1 ! NH 1 ! 1
is also a short exact sequence of groups. The arrow ] :NG1 ! NH 1 is a surjection
because if f 2 NH 1, we know that there is an element ~g 2 G1 such that ]( ~g) = f.
Let g= ~gd1s0( ~g)−1. Computing, we see that g 2 NG1, and ](g) = f.
Also, if g 2 NG1 and ](g) = 1, then g 2 A1, but s0(g) = 1, so g 2 NA1.
4.2. The denition of 
Now, let hfi be an orbit in 1(H). Then, f 2 Z1(H) so there is an element
g 2 NG1 such that ](g) = f. Let
z = d0(g)d1(g)−1d2(g);
this is always an element of NA2 since f is a cocycle; also
s0(z) = s1(z) = 1;
as one can check. The denition of  should be
(hfi) = hzi;
where hzi is the coset of z in the quotient group 2(A) of Z2(A).
Again, one has several things to check:
(i) The element z above is always in Z1(A):
(ii) The coset hzi in 2(A) of the element z above is independent of the choices
of f and g.
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For example, the element z is always a cocycle, since
d0(z)d1(z)−1d2(z)d3(z)−1
=d0(d0(g)d1(g)−1d2(g))d1(d0(g)d1(g)−1d2(g))−1
d2(d0(g)d1(g)−1d2(g))d3(d0(g)d1(g)−1d2(g))−1
=d0d0(g)d0d1(g)−1d0d2(g)d1d2(g)−1d1d1(g)d1d0(g)−1
d2d0(g)d2d1(g)−1d2d2(g)d3d2(g)−1d3d1(g)d3d0(g)−1
=[d0d0(g)d0d1(g)−1d0d2(g)][d1d2(g)−1d1d1(g)d0d0(g)−1]
[d0d1(g)d1d1(g)−1d2d2(g)][d2d2(g)−1d1d2(g)d0d2(g)−1]
=[d1d2(g)−1d1d1(g)d0d1(g)−1d0d2(g)][d0d1(g)d1d1(g)−1d1d2(g)d0d2(g)−1]
=d1d2(g)−1d1d1(g)d0d1(g)−1[d0d1(g)d1d1(g)−1d1d2(g)d0d2(g)−1]d0d2(g)
=1:
We needed that A is abelian for the fourth equality and that A is central for the
fth. Of course, we also used the cosimplicial relations.
We leave the rest of the verications required in (i) and (ii) to the reader.
4.3. Exactness of the prolonged sequence in cohomotopy
We only check exactness at  :1 ! 2.
First, ((hgi))= hzi, where z can be chosen to be d0(g)d1(g)−1d2(g)= 1, since g
is an element of Z1(G).
Second, suppose that (hfi)= h1i, where f 2 Z1(H). Let g 2 NG1 be any element
such that ](g) = f. Since
(hfi) = hd0(g)d1(g)−1d2(g)i= h1i
in 1(A), by denition there exists an element b 2 NA1 such that
d0(g)d1(g)−1d2(g) = d0(b)d1(b)−1d2(b):
Now, let a= gb−1 2 NG1. Then,
d0(a)d1(a)−1d2(a) = 1;
since b and each di(b) are central. This means that a 2 Z1(G). But, we also see that
](a) = ](g) = f, since b−1 is in NA1. Therefore hfi= (hai):
5. Examples of cosimplicial groups: presheaves on a poset
In this paper, the cosimplicial groups we consider can all be described as the cochain
groups associated to various presheaves of groups on a poset. Let I be a partially
ordered set with order .
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5.1. Presheaves on posets and their cochain groups
Suppose that F is a functor from I to some category C: i.e., for each x 2 I we
have an object F (x) of C and for each relation x  y in I we have a morphism in
C, F (x  y) :F (x)! F (y), such that
(i) F (x  x) = identity, for every x 2 I.
(ii) If x  y  z in I, then F (x  z) = F (y  z)F (x  y):
Such a functor F is called a presheaf (with values in C) on the poset I.
In the rest of this section, the presheaf F has values in the category of groups.
A q-simplex in I is a string [x0  x1      xq] of q + 1 ascending elements of
I. Let Iq denote the set of all q-simplices of I. If  = [x0  x1      xq] is a
q-simplex in I, then xq is called the \nal vertex of ".
A q-cochain of I with coecients in F is a function
f :Iq !
[
x2I
F (x)
such that
f([x0  x1      xq]) 2 F (xq)
for every q-simplex [x0  x1      xq] in Iq. The set of all q-cochains of I with
coecients in F will be denoted by C q(I;F ). Notice that this set is a group under
pointwise multiplication of functions.
If  :F ! G is a matural transformation of functors from I to the category of
groups (we call such a  a homomorphism of presheaves of groups), then for every
q;  denes a homomorphism ] :C q(I;F ) ! C q(I;G) by the rule ](f) ([x0 
x1      xq]) = (xq)(f([x0  x1      xq]): One can check that this denition of
] is functorial.
For every q, there q+2 homomorphisms (commuting with ], for every homomor-
phism of presheaves  :F ! G)
di :C q(I;F )! C q+1(I;F );
(one for each i such that 0  i  q+ 1) dened by
di(f)([x0  x1      xq+1])
=
(
f([x0  x1      x^i      xq+1]); i <q+ 1;
F (xq  xq+1)(f([x0  x1      xq])); i = q+ 1:
For every q  1, there are q homomorphisms (commuting with ], for every natural
transformation  :F ! G)
si :C q(I;F )! C q−1(I;F );
(one for each i such that 0  i  q− 1) dened by
si(f)([x0  x1      xq−1]) = f([x0  x1      xi  xi      xq−1]):
One can verify that these homomorphisms di and si satisfy the cosimplicial relations.
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Thus, we have a cosimplicial group C(I;F ); these cosimplicial groups vary func-
torially with F : In this particular case, it is more traditional to write the cohomotopy
groups of these sorts of cosimplicial groups as cohomology groups
(C(I;F )) = H(I;F )
and we will defer to this tradition here. Thus, from now on we make no more references
to .
5.2. Short exact sequences
A short exact sequence of presheaves (each taking I to the category of groups)
1! F ! G ! H ! 1
consists of short exact sequences of groups
1! F (x)! G(x)! H(x)! 1
for every x 2 I; such that for every relation x  y in I the following diagram
commutes:
1 ! F (x) ! G(x) ! H(x) ! 1
# # #
1 ! F (y) ! G(y) ! H(y) ! 1:
A short exact sequence of functors, as above, can be seen to yield, in a natural way,
an exact sequence of cosimplicial groups
1! C(I;F )! C(I;G)! C(I;H)! 1:
We will always assume that the maps F ! G and C(I;F )! C(I;G) are inclu-
sions to avoid notational nightmares.
5.3. Presheaves arising from diagrams of rings
In this paper, the functor(s) F will always come from algebraic K-theory. Our
basic assumption will be that we are given a xed functor R from the category I
to the category of rings (all rings have a multiplicative identity, and we require ring
homomorphisms to preserve this identity). Such a functor R will be called a diagram
of rings. Instead of denoting the morphism associated to the inequality u  v in I by
\R (u  v)", we write instead \jvu"; jvu :R (u)! R (v):
Also, given a diagram of rings R , we may form the inverse limit lim − IR , this ring
comes equipped with ring homomorphisms
j u : lim − IR ! R (u)
for every u 2 I0; naturally we have jvu  j u = j v for every relation u  v in I, as
well as the universal property for inverse limits. Note that lim − IR may be realized as
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a subring of
Q
v2I0 R (v):
lim − IR =
(
f 2
Y
v2I0
R (v) j 8u; v  u  v; jvu(f(u)) = f(v)
)
:
More generally, if F is a functor from I to the category of abelian groups, then
lim − I F may be realized as a subgroup of
Q
v2I0 F (v) in the same way:
lim − I F =
(
f 2
Y
v2I0
F (v) j 8u; v  u  v;F (u  v)(f(u)) = f(v)
)
:
Thus, we see that
H 0(I;F ) = lim − I F ;
by denition.
We make the following remark on notation: If a :R ! S is a homomorphism of
rings, the generic notation for induced maps T (R)! T (S) for any covariant functor
T on the category of rings will be a.
Consider the following presheaves on I from algebraic K-theory (for the denitions
and basic properties of these functors we refer the reader to [1,9{12]):
 The functor P from I to the category of semigroups: Let P denote the functor
given by the following. P(R) is the commutative semi-group of isomorphism classes
of nitely generated projective (left) R-modules. The notation hPi will be used
to denote the isomorphism class of a nitely generated projective R-module P. If
a :R ! S is a homomorphism of rings, the induced homomorphism a : P(R) !
P(S) is the function
a(hPi) = hS ⊗R Pi:
Here, naturally, the homomorphism a comes in as dening the R-module structure
on S.
The functor P is dened to be the composite P R .
 The functorK0 from I to the category of abelian groups: K0(R) is the Grothendieck
group of P(R). The elements of K0(R) will be denoted by [P], and if a is a ring
homomorphism as above, then a([P]) = [S ⊗R P]:
The functor K0 is dened to be the composite K0 R .
 The functor GL from the category of rings to the category of groups: GL(R) is
the innite general linear group for the ring R. The functor GL is dened to be
GL R .
 The functor E from I to the category of groups: The group E(R) is the subgroup
of GL(R) generated by the elementary matrices, and the functor E is the composite
E R .
 The functor K1 from I to the category of abelian groups: The group K1(R) is the
quotient group GL(R)=E(R). The presheaf K1 is the composite K1 R .
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 The functor ST from I to the category of groups: The group St(R) is the Steinberg
group of R. This group has generators xrij for i; j = 1; 2; : : : ; i 6= j and r 2 R. The
relations are
xaijx
b
ij = x
a+b
ij
and
[xaij; x
b
kl] =
(
1; i 6= l; j 6= k;
xabil ; i 6= l; j = k
for every a; b 2 R and i 6= j; k 6= l. These relations are called the Steinberg relations.
The functor ST is the composite St R .
 The functor K2 from I to the category of abelian groups: The group K2(R) is de-
ned to be the kernel of the natural surjective homomorphism of groups  : St(R)!
E(R): The functor K2 is dened to be K2 R .
Using the basic denitions from algebraic K-theory (one can use the references
above), one can verify that there are short exact sequences of presheaves of
groups
1! E! GL!K1 ! 1
and
1!K2 !ST! E! 1;
yielding short exact sequences of cosimplicial groups
1! C(I;E)! C(I;GL)! C(I;K1)! 1
and
1! C(I;K2)! C(I:ST)! C(I;E)! 1:
Again, using the basics from algebraic K-theory, one knows that the cosimplicial group
C(I;K1) is abelian, and that the cosimplicial group C(I;K2) is a central subgroup
of C(I;ST): This means that we have two connecting functions
1 :H 0(I;K1)! H 1(I;E)
and
2 :H 1(I;E)! H 2(I;K2);
these t into two exact sequences of pointed sets, and in fact may be composed. As
it happens, it is precisely the composite 2  1 which we will use to construct the
ltration of this paper.
J. Duot, C.T. Marak / Journal of Pure and Applied Algebra 151 (2000) 135{162 147
5.4. Lemmas about direct sums
If two matrices A and B are in the nite-dimensional general linear groups Gln(R)
and Glm(R), then the matrix A B is the matrix
in Gln+m(R): Using this construction, one can dene a \dimension-dependent" direct
sum
f1
n;m f2 2 C q(I;GL)
if f1([v0      vq]) 2 GLn(R (vq)) and f2([v0      vq]) 2 GLm(R (vq)) for
every q-simplex [v0      vq] by setting
(f1
n;m f2)([v0      vq]) = f1([v0      vq]) f2([v0      vq]):
Note that we consider GL(R) as the union of the nite-dimensional general linear
groups via the usual embeddings
We will make use of a dimension-independent \direct sum" pairing
C q(I;GL) C q(I;GL) ^−!C q(I;GL)
for every q, which is a homomorphism of groups, and which commutes with all the
maps di and si. This comes from Loday’s [7,12] natural direct sum pairing (which we
shall also call ^) of elements of GL(R (v)), for every v 2 I: If ;  2 GL(R (v)),
dene  ^  2 GL(R (v)) by
( ^ )ij =
8>><
>>:
kl; i = 2k − 1; j = 2l− 1;
kl; i = 2k; j = 2l;
0; otherwise:
Thus, if f and g are in C q(I;GL) then f^ g is the function dened by
(f^ g)([v0      vq]) = f([v0      vq]) ^ g([v0      vq])
for every [v0      vq] 2 Iq. One can check that, as claimed above, this is a
homomorphism of groups and respects the coface and codegeneracy morphisms.
We will need to relate the operation ^ to the usual direct sum pairing of matrices.
In order to do this, and also for other purposes, we need to talk about permutation
matrices. First, we regard the innite symmetric group
P
1 as being included in GL(T )
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in the usual way, for any ring T . These inclusions are natural with respect to T , and
we will denote the image of  2 P1 in GL(T ), for any ring T , by P(). Also, if
P() is a permutation matrix, then we may also regard P() as an element of any
C q(I;GL) in the following way:
P()([v0      vq]) = P()
for every q-simplex [v0      vq]. Thus, one sees that
di(P()) = P()
and
si(P()) = P()
for every i.
Now, one can check that if  2 GLn(T )GL(T ) and  2 GLm(T )GL(T ), then
there is a permutation matrix P, which does not depend upon the entries of the matrices
 and  but only on n and m, such that if    2 GLn+m(T )GL(T ) is the usual
direct sum, then
P( ^ )P−1 =  
in GL(T ). This leads to a corresponding equation in any C q(I;GL): Given n; m,
there exists a permutation \matrix" P 2 C q(I;GL) such that if f; g 2 C q(I;GL)
satisfy f([v0      vq]) 2 GLn(R (vq)) for every q-simplex [v0      vq] and
g([v0      vq]) 2 GLm(R (vq)) for every q-simplex [v0      vq], then
P(f^ g)P−1 = f n;m g
in the group C q(I;GL).
We will need the following lemmas.
Lemma 5.1. Suppose that f; g 2 Z1(I;GL). Then
(a) f^ g 2 Z1(I;GL):
(b) If  2 I1; let v be the endpoint of . Then; given n; m such that f() 2
GLn(R (v)) and g() 2 GLm(R (v)) for every  2 I1; there exists a permutation
matrix P(n; m) (which we will consider as an element of C0(I;GL)) such that
(f^ g)  P(n; m) = f n;m g:
Therefore; f
n;m g 2 Z1(I;GL) and
hf^ gi= hf n;m gi
in H 1(I;GL). In particular;
hf^ Ii= hfi= hI^fi
in H 1(I;GL).
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This lemma follows from previously noted properties of ^, and the various deni-
tions involved in the statement of the lemma. The very last statement: hfi = hI^fi
in H 1(I;GL) follows because there is a permutation matrix Q (depending on n; m)
such that
Q

f
n;m I

Q−1 = I
m;n f
for any n; m for which \
n;m " is dened. In other words,
f
n;m I

 Q−1 = I m;n f:
We note that the elements P 2 C q(I;GL) dened by a permutation matrix P are in
fact in C q(I;E) using the natural inclusions C q(I;E)C q(I;GL). Corresponding
to the previous lemma we have:
Lemma 5.2. Suppose that f; g 2 Z1(I;E). Then
(a) If T is any ring; and eaij is the elementary matrix in E(T ) corresponding to the
indices i; j and the element a of T; then
eaij^ I = ea2i−1;2j−1
and
I^ eaij = ea2i;2j
in E(T ). Therefore; if A; B 2 E(T ); then A^B= (A^ I)(I^B) 2 E(T ).
(b) f^ g 2 Z1(I;E):
(c) If  2 I1; let v be the endpoint of . Then; given n; m such that f() 2
GLn(R (v)) and g() 2 GLm(R (v)) for every  2 I1; there exists a permutation
matrix P(n; m) (which we will consider as an element of C0(I;E)) such that
(f^ g)  P(n; m) = f n;m g:
Therefore; f
n;m g 2 Z1(I;E) and
hf^ gi= hf n;m gi
in H 1(I;E). In particular;
hf^ Ii= hfi= hI^fi
in H 1(I;E).
The only thing that one needs to prove here is the rst item; this follows from a
straightforward calculation.
We also have the following lemma relating elements of C q(I;ST) to the direct
sum ^ in C q(I;E).
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Lemma 5.3. Let w1; w2 2 NC q(I;E). Then there exist elements x; y 2 NC q(I;ST)
such that
xy = yx;
d i(x)dj(y) = dj(y)di(x)
for all i; j; and
](x) = w1^ I; ](y) = I^w2:
Proof. Fix an element  2 Iq. If w1() 6= 1, choose a way of writing w1() as a
product of elementary matrices in E(R (v)), where v is the end vertex of :
w1() =
Y
k
eakik ; jk :
If w2() 6= 1, choose a way of writing w2() as a product of elementary matrices in
E(R (v)), where v is the end vertex of :
w2() =
Y
l
eblrl;sl :
If w1() 6= 1, choose
x() =
Y
k
xak2ik−1;2jk−1:
If w1() = 1, choose x() = 1. If w2() 6= 1, choose
y() =
Y
l
xbl2rl;2sl :
If w2() = 1, choose y() = 1. These are elements of St(R (v)) such that (x()) =
(w1^ I)() and (y()) = (I^w2)(): Thus we have dened x() and y() for every
, yielding (as one can check) elements x; y 2 NC q(I;ST). Using the Steinberg
relations above, one sees that xy = yx. Note also that for every  2 Iq+1 and every
i; (di(x))() is a product of generators in St(R (v)) whose subscripts are always both
odd (or is equal to 1) while for every j; (dj(y))() is a product of generators whose
subscripts are always both even (or is equal to 1). Thus (di(x))() and (dj(y))()
must commute, for every . In other words, di(x) and dj(y) commute as well.
6. The construction of the ltration
In this section we construct the ltration as outlined in the introduction. Suppose
R is a functor from the nite poset I to the category of rings. Let R = lim − IR be
the inverse limit of the diagram of rings R ; recall the notation j v :R ! R (v) and
jvu :R (u)! R (v) introduced earlier, when u and v are vertices of I, and u  v in I.
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6.1. The main theorem
The main theorem of this paper is:
Theorem 6.1. There exists a ltration on K0(R):
F3F2F1K0(R)
and exact sequences of abelian groups
0! F1 ! K0(R) J−!H 0(I;K0);
0! F2 ! F1 B−!H 1(I;K1);
0! F3 ! F2 C−!H 2(I;K2)=im(2  1):
For the denitions of 1 and 2, refer to Section 5.3.
6.2. The construction of J and F1
We begin the proof of this theorem by constructing the homomorphism J . Consider
the function j :P (R)! H 0(I;K0) dened by j(hPi)=jP , where jP(v)=[jv(P)]. One
can check that the function j is a well-dened homomorphism of semi-groups, with
the indicated range. Since K0(R) is the Grothendieck group of P (R), we may use the
universal property of Grothendieck groups to obtain a well-dened homomorphism of
abelian groups J : K0(R)! H 0(I;K0) given on generators by J ([P]) = j(hPi).
Thus, we get the rst term F1 in the ltration simply by setting F1 = ker J .
Notice that J may be regarded as the natural homomorphism
K0

lim − IR

! lim − IK0:
6.3. The construction of B and F2
Now, one knows that every element  of K0(R) may be written as =[P]− [Rm] for
some projective P and some m. What does it mean for  to be in the kernel of J? We
see that if  2 ker J , then for every v 2 I0; [jv(P)] = [R (v)m]. Since I is nite, this
means that there exists an n such that for every v 2 I0; jv(PRn) = R (v)m+n. Thus,
there exist a projective R-module Q and a t such that =[Q]−[Rt] and jv(Q) = R (v)t
for every v 2 I0. Let us choose an isomorphism hv :Q ! R (v)t for every v 2 I0.
Given these choices Q; t and fhv j v 2 I0g we have made after being presented with
, we \dene" an element () in H 1(I;GL) as follows:
() = hfi;
where
f([v  w]) = (jwv )(hv)  h−1w
152 J. Duot, C.T. Marak / Journal of Pure and Applied Algebra 151 (2000) 135{162
for every relation v  w in I. This requires some explanation. First, we are identi-
fying, in the usual way, an automorphism of R (v)t with an element of GL(R (v));
this identication is \functorial in v". Second, we are using the identications of the
commutative diagrams
which exist for every v  w in I.
So, if v  w in I; h−1w :R (w)t ! jw (Q) = (jwv )(jv(Q)), and (jwv )(hv) : (jwv )
(jv(Q)) ! R (w)t : Thus, (jwv )(hv)  h−1w makes sense as an element of GL(R (w)),
for every v  w in I. This means that f is in the group C1(I;GL): Note that
f is independent of the choice of t in the following sense: if  = [Q] − [Rt], then
 = [Q  Rs] − [Rt+s] for any s, and if given isomorphisms hv : jv(Q) ! R (v)t for
every v, we have isomorphisms hv  I : jv (Q  Rs) = jv (Q)  R (v)s ! R (v)t+s for
every v. Then, for every v  w in I1, we have
(jwv )(hv)  h−1w = (jwv )(hv  I)  (h−1w  I)
in GL(R (w)).
Naturally, we have to check
1. the function f is in Z1(I;GL);
2. the cohomology class of f is independent of the choices of Q, t and the iso-
morphisms hv.
One can check that the function f satises the requirement s0(f) = 1; let us
compute d2(f)d0(f); choosing an arbitrary element [v  w  z] 2 I2, we have
(d2(f)d0(f))([v  w  z]) = (jzw)(f([v  w]))(f([w  z]))
= (jzw)((j
w
v )(hv)  h−1w )((jzw)(hw)  h−1z )
= (jzv)(hv)  (jzw)(h−1w )  (jzw)(hw)  h−1z
= (jzv)(hv)  h−1z = d1(f)([v  w  z]):
Now we consider changing the choices made in the denition. Suppose that there
exist Q1; t1 and Q2; t2 such that
[Q1]− [Rt1 ] = = [Q2]− [Rt2 ];
and, for every v 2 I0, we have chosen isomorphisms
hv; 1 : jv(Q1)! R (v)t1
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and
hv; 2 : jv(Q2)! R (v)t2 :
The rst condition above means that there exists a t such that there exists an iso-
morphism of R-modules
p : Q1  Rt2+t ! Q2  Rt1+t :
Let f1 be the cocycle dened using the data Q1; t1; fh1;v j v 2 I0g, and let f2 be the
cocycle dened using the data Q2; t2; fh2;v j v 2 I0g. Let g 2 C0(I;GL) be dened as
follows:
g(v) = hv; 2  jv(p)  (hv; 1)−1:
One may refer to the following diagram in order to make sense of the above equation.
R (v)t1+t2+t
h−1v; 1I−! jv(Q1)R (v)t2+t
jv(p)−! jv(Q2)R (v)t1+t
hv; 2I−! R (v)t1+t2+t :
We are identifying hv; i with hv; i  I , since, ultimately, we will be computing in
GL(R (v)), for each v 2 I0.
Therefore, in GL(R (w)), we have
(jwv )(g(v))  f1([v  w]) = (jwv )(hv; 2  jv(p)  (h−1v; 1))  ((jwv )(hv; 1)  h−1w;1)
= (jwv )(hv; 2)  jw (p)  h−1w;1
= ((jwv )(hv; 2)  h−1w;2)  (hw;2  jw (p)  h−1w;1)
=f2([v  w])  g(w):
In other words, hf1i= hf2i in H 1(I;GL): One can verify that ([0])= h1i. Thus we
have a well-dened map of pointed sets
 : F1 ! H 1(I;GL):
If  : GL!K1 is the morphism dening K1, we may compose  with  to get a
map of pointed sets B= :
B : F1 ! H 1(I;K1):
Theorem 6.2. The function B above is a homomorphism of abelian groups.
Proof. Suppose that 1 = [Q1]− [Rt1 ] and 2 = [Q2]− [Rt2 ] are two elements of F1, so
that there exist isomorphisms hv; 1 : jv(Q1)! R (v)t1 and hv; 2 : jv(Q2)! R (v)t2 for
every v 2 I0. By denition, we have
(1 + 2) = ([Q1  Q2]− [Rt1+t2 ]):
Since we have isomorphisms
hv; 1  hv; 2 : jv(Q1  Q2)! R (v)t1+t2
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for every v 2 I0, we may compute
([Q1  Q2]− [Rt1+t2 ]) = hfi;
where
f([v  w]) = (jwv )(hv; 1  hv; 2)  (hw;1  hw;2)−1
= ((jwv )(hv; 1)  h−1w;1) ((jwv )(hv; 2)  h−1w;2)
=f1 ([v  w]) f2 ([v  w])
for every [v  w] 2 I1. Then,
(1 + 2) = hf1
t1 ; t2 f2i= hf1^f2i
and
(1 + 2) = h](f1^f2 )i:
Therefore,
(1 + 2) = h](f1^ I)](I^f2 )i= h](f1^ I)ih](I^f2 )i:
But, if g 2 NC1(I;GL), we know that
I^ g= (g^ I)(g−1^ g)
in NC1(I;GL). In fact, the element g−1^ g 2 NC1(I;GL) lies in the subgroup
NC1(I;E). Thus in the abelian group H 1(I;K1), we have
(1+2) = (hf1^Ii)(hf2^Ii) = (hf1i)(hf2i) = (1)(2):
Thus we have a homomorphism of abelian groups.
We may then dene F2 = ker B.
6.4. The construction of C and F3
Now, we must dene the homomorphism C : F2 ! H 2(I;K2)=im(2  1). Let us
recall rst that the exact sequences of functors
1! E −!GL −!K1 ! 1
and
1!K2 −!ST −!E! 1
yield exact sequences of pointed sets
   ! H 0(I;K1) 1−!H 1(I;E) −!H 1(I;GL) −!H 1(I;K1)
and
   ! H 1(I;K2) −!H 1(I;ST) −!H 1(I;E) 2−!H 2(I;K2):
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Dene a relation
F2  H 2(I;K2)
by
= f(; ) j 9w 2 Z1(I;E)  2(hwi) =  and () = (hwi)g:
The domain of denition of  is the set
def = f 2 F2 j 9 2 H 2(I;K2)  (; ) 2 g:
The indeterminacy of  is the set
ind = f 2 H 2(I;K2) j (0; ) 2 g:
(We are using the denitions of [8] here.)
Then we have the following proposition:
Proposition 6.3. With the above denitions; we have
(a) def = F2.
(b) ind = im(2  1):
(c)  is an additive relation.
Proof. For (a), let  2 F2. Then, () = h1i, so that () 2 im . So, there exists
a w 2 Z1(I;E) such that () = (hwi). Let  = 2(hwi), then (; ) 2 , by
denition. This means that  2 def.
For (b), rst consider an element =2(1()) of im(21), where  2 H 0(I;K0).
Then, (1()) = h1i = (0) in H 1(I;GL). Also, as has been previously noted,
1()= hwi, where w is a cocycle in C1(I;E). Thus, by denition, (0; ) 2 ind. On
the other hand, if  2 ind, then (0; ) 2 , so that there exists a w 2 Z1(I;E) such
that (hwi) = (0) = h1i and 2(hwi) = . Since (hwi) = h1i, we know that hwi is
in the image of 1, thus forcing  to be in the image of 2  1.
Note that as a consequence of (a), if (; ) 2 , then there exists some element ~
of H 2(I;K2) such that (−; ~) 2 .
Now, we prove that  is an additive relation. Thus, rst we consider two elements
(1; 1) and (2; 2) in . There are elements hw1i and hw2i in H 1(I;E) such that
(hwii) = (i)
for i = 1; 2 and such that
i = 2(hwii)
for i = 1; 2. We need to nd an element hwi in H 1(I;E) such that
(hwi) = (1 + 2)
and
2(hwi) = 12:
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We let w = w1^w2; then w 2 Z1(I;E) by a previous lemma. Set
(hwii) = (i) = hfii
for i=1; 2, where fi is the cocycle fi constructed earlier in the denition of . There
exist elements g1; g2 2 C0(I;GL) such that
d1(gi)−1fid0(gi) = wi
for i = 1; 2: Now, g1^ g2 2 C0(I;GL), and one can compute that
d1(g1^ g2)−1(f1^f2)d0(g1^ g2) = w1^w2 = w;
using the fact that ^ respects the coface maps di, and that ^ is a homomorphism of
groups. Thus,
(hwi) = (hw1^w2i) = hf1^f2i= (1 + 2)
in H 1(I;GL).
There exist elements x; y 2 NC1(I;ST) such that xy = yx and di(x)dj(y) =
dj(y)di(x) for every i; j and ](x) = w1^ I , ](y) = I^w2. Thus,
](xy) = ](x)](y) = (w1^ I)(I^w2) = w1^w2:
Let
z1 = d0(x)d1(x)−1d2(x)
and
z2 = d0(y)d1(y)−1d2(y):
Then,
z1z2 = z2z1 = d0(xy)d1(xy)−1d2(xy):
Also, by denition,
2(hw1i) = z1;
2(hw2i) = z2
and
2(hw1^w2i) = hz1z2i= hz1ihz2i= 12:
We have proved that
(1; 1) + (2; 2) = (1 + 2; 12) 2 :
Now, we must prove that  is closed with respect to taking inverses. First we prove
the following lemma.
Lemma 6.4. If  2 ind ; then −1 2 ind:
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Proof. Since (0; ) 2 , there exists w 2 Z1(I;E) such that 2(hwi)= and (hwi)=
h1i. Since (hwi) = h1i, there is an element c 2 H 0(I;K0) such that 1(c) = hwi,
i.e., 21(c) = : Choosing any g 2 H 0(I;GL) such that ](g) = c, we see that
hwi= hd1(g)−1d0(g)i
in H 1(I;E). Since ](g) = c; ](g−1) = c−1.
We know that there exist elements a; b 2 NC1(I;ST) such that ab = ba and
di(a)dj(b) = dj(b)di(a) for every i; j and ](a) = d1(g)−1d0(g) ^ I and ](b) =
I^d1(g)d0(g)−1: Therefore,
](ab) = (d1(g)−1^d1(g))(d0(g) ^d0(g)−1):
Let t 2 C0(I;ST) be such that ](t) = g^ g−1; such a t exists since g^ g−1 2
C0(I;E).
Consider d1(t)−1d0(t) 2 NC1(I;ST). We note that
](d1(t)−1d0(t)) = ](ab)
and
d2(d1(t)−1d0(t))d0(d1(t)−1d0(t)) = d2d1(t−1)d2d0(t)d0d1(t−1)d0d0(t)
= d1d1(t−1)d0d1(t)d0d1(t−1)d0d0d0(t)
= d1d1(t)−1d0d0(t) = d1(d1(t)−1d0(t)):
Therefore, d1(t)−1d0(t) 2 Z1(I;ST), and there exists a y 2 NC1(I;K2) such that
d1(t)−1d0(t) = yab= aby:
Recall that NC q(I;K2) is a central subgroup of NC q(I;ST), so that y and every
di(y) \commute with everything". Now,
d0(ab)d1(ab)−1d2(ab)
=d0(d1(t)−1d0(t)y−1)d1((d1(t)−1d0(t))−1y)d2(d1(t)−1d0(t)y−1)
=d0(y)−1d1(y)d2(y−1):
This means that
hd0(a)d1(a)−1d2(a)ihd0(b)d1(b)−1d2(b)i
=hd0(a)d1(a)−1d2(a)d0(b)d1(b)−1d2(b)i
=hd0(ab)d1(ab)−1d2(ab)i= hd0(y)−1d1(y)d2(y)−1i= h1i
in H 2(I;K2). (Recall that di(a)dj(b) = dj(b)di(a) for every i; j.)
Now, since hd1(g)−1d0(g)i= hd1(g)−1d0(g) ^ Ii,
= hd0(a)d1(a−1)d2(a)i;
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also, since hd1(g−1)−1d0(g−1)i= hI^d1(g−1)−1d0(g−1)i;
−1 = hd0(b)d1(b−1)d2(b)i= 2(1(c−1)):
This nishes the proof of the lemma.
With this, we can nish the proof of the additivity of . Let (; ) 2 . Then, there
exists a ~ 2 H 2(I;K2) such that (−; ~) 2 : So,
(; ) + (−; ~) = (0;  ~)
is in . From this, we know that  ~ is in ind, and thus, that ( ~)−1 is in ind.
H 2(I;K2) is an abelian group, thus we have
(−; ~) + (0; ~−1−1) = (−; −1)
is in . So,  is an additive relation.
Using the basic theorem about additive relations [8], we know that there is a homo-
morphism
C : F2 ! H 2(I;K2)=(im 21)
dened by
c() = ;
where  2 H 2(I;K2) is any element such that (; ) 2 R: Now, dene F3 = kerC.
This completes the proof of the main theorem of this section.
Note that the hypothesis that R be the inverse limit of the diagram of rings R was
never really used; all we used to construct J ,B, and C were the compatible families
of maps jvu and j
u for u  v in I. However, if S is a ring with a family of maps
ku : S ! R (u) compatible with the jvu’s, then the maps ku factor through the inverse
limit in a unique way, so we may as well consider only the inverse limit.
7. \Milnor’s Example"
As an example of the above theorem we point out how Milnor’s Mayer{Vietoris
sequence [9] for a pullback square of rings can be reinterpreted in the context of the
ltration described in the previous section. Thus one may regard the construction of
the ltration in Section 6 as a generalization of Milnor’s Mayer{Vietoris sequence.
7.1. A review of patching theorems
This section contains a brief review of Milnor’s theorems [9] on the patching of
projective modules over a pullback of rings.
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Consider the following pullback of rings:
with the property that at least one of the two vertical homomorphisms is surjective.
Milnor’s basic construction is the following. Given a projective R1-module P1, a
projective R2-module P2 and an isomorphism
h : (j1)(P1)! (j2)(P2)
of R12-modules, let M =M (P1; P2; h) denote the subgroup of P1  P2 consisting of all
pairs (p1; p2) with h(1⊗ p1) = 1⊗ p2. We make M into a left R-module by setting
r(p1; p2) = (i1(r)p1; i2(r)p2):
Milnor’s three main theorems are:
Theorem 7.1. The module M =M (P1; P2; h) is projective over R. Furthermore; if P1
and P2 are nitely generated over R1 and R2 respectively; then M is nitely generated
over R.
Theorem 7.2. Every projective R-module is isomorphic to M (P1; P2; h) for some suit-
ably chosen P1; P2 and h.
Theorem 7.3. The modules P1 and P2 are naturally isomorphic (as R1- and R2-modules
respectively) to (i1)(M) and (i2)(M) respectively; in fact; the natural projection
maps M ! Ri; for i = 1; 2; induce these natural isomorphisms.
With these theorems, one can get a Mayer{Vietoris sequence long exact sequence
in K-theory:
K1(R)! K1(R1) K1(R2)! K1(R12)! K0(R)! K0(R1) K0(R2)! K0(R12):
7.2. An example
The example that we consider here is \Milnor’s Example". In other words, the poset
I is the set I = f1; 2; 12g, where 1< 12 and 2< 12 are the only strict inequalities
in I. The functor R is such that one of the maps j121 or j
12
2 is surjective. Thus our
diagram of rings is exactly the diagram of the previous section. Here, and throughout
this section, R is the inverse limit of the diagram. Instead of writing \R (i)", we write
160 J. Duot, C.T. Marak / Journal of Pure and Applied Algebra 151 (2000) 135{162
\Ri", for i 2 I. With this notation, the diagram of the previous section looks like:
The theorems of the previous section can be used to identify the ltration of
Section 6, we include some sketches of proofs here for the reader’s convenience.
Proposition 7.4. In \Milnor’s Example", the homomorphism J is surjective.
Proof. Let  2 H 0(I;K0). First, suppose that we may write (1) = [P1]; (2) = [P2]
and (12) = [P12]; where P1, P2 and P12 are projective modules over the appropriate
rings. Since  is a cocycle, there exists an n and an isomorphism
h : (j121 )(P1  Rn1)! (j122 )(P2  Rn2):
If =[M (P1Rn1; P2Rn2; h)]−[Rn], then, using Milnor’s theorems from the previous
section, we have that J () = :
Next, suppose that  is an arbitrary cocycle; in other words, (1)=[P1]−[Rn11 ]; (2)=
[P2]− [Rn22 ] and (12) = [P12]− [Rn1212 ]. By adding free modules, we may assume that
n1 = n2 = n12 = m. The cocycle condition means that
[(j121 )(P1)]− [Rm12] = [(j122 )(P2)]− [Rm12] = [P12]− [Rm12];
so that
[(j121 )(P1)] = [(j
12
2 )(P2)] = [P12]:
Therefore, there exists a  2 K0(R) such that J () is equal to the cocycle ~ dened
by
~(i) = [Pi]
for i 2 I: But, then, J (− [Rm]) = .
Proposition 7.5. In \Milnor’s Example", the homomorphism B is an isomorphism.
Proof. We construct an inverse D to B. Let hhi 2 H 1(I;K1). We know that
Z1(I;K1) = NC1(I;K1);
since I is one dimensional. There exists an element A 2 GL(R12) such that (A) =
h([2  12])h([1  12])−1. Now, A denes an isomorphism
Rm12 ! Rm12
k k
(j121 )(R
m
1 ) ! (j122 )(Rm2 )
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for some m. Therefore,
[M (Rm1 ; R
m
2 ; A)]− [Rm] 2 K0(R)
and we dene
D(hhi) = [M (Rm1 ; Rm2 ; A)]− [Rm]:
One can check, using Milnor’s theorems as set forth in the previous section, that this
formula is independent of the choices made, that D(hhi) is an element of F1, and that
D is inverse to B.
Let us now examine the ltration constructed in the previous section. First, we have
F3 = 0; since I is one dimensional. Next, F2 = 0, since B is an isomorphism. Finally,
F1 = H 1(I;K1)
and
K0(R)=F1 = H 0(I;K0):
There is a short exact sequence
0! H 1(I;K1) D−!K0(R) J−!H 0(I;K0)! 0:
This information is more or less equivalent to the exactness of Milnor’s Mayer{Vietoris
sequence written down in the previous section.
8. Concluding remarks
The ltration constructed here on K0(R) can be seen as analogous to that constructed
by Dayton and Weibel in [4]. In one sense, the results here are much more puny: only
the classically dened K0; K1 and K2 are considered, the ltration is the \top" of a
ltration on K0 only, no Kis for i> 2 of any type are even discussed, the construc-
tions are all \elementary", spectral sequences are not mentioned. In another sense, the
results are more general: there are essentially no restrictions on the rings and ring
homomorphisms involved in the diagram. The authors intend to pursue the question of
extending the ltration, as well as to present more examples, in a future paper.
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