Early fault detection and diagnosis can increase the stability, reliability and safety of manufacturing equipment. It can be used for protection against unforeseen emergencies in manufacturing system. Recently, fault diagnosis (FD) methods based on deep learning (DL) have become a research hotspot for their excellent performance. However, the training process of deep learning (DL) models is time-consuming because of their high computation complexity. Moreover, most of DL-based FD methods have an assumption the distribution of training datasets in the source domain is the same as that of test datasets in the target domain. However, it is impossible in typical real-world manufacturing applications. In order to cope with these two problems, this paper proposes a FD method based on convolutional neural network (CNN) and transfer learning (TL). Firstly, a CNN model based on LeNet-5 is designed to extract fault features from images which is converted from raw signal data by continuous wavelet transform (CWT), then the performance of the CNN model are improved by fine-tuning which is an effective way of TL. The proposed method is conducted on two well-known datasets and the experimental results show that the proposed method can significantly improve the accuracy and efficiency performance a lot compared with the standard CNN model.
I. INTRODUCTION
Fault diagnosis is an effective way to ensure safe production and avoid emergencies for manufacturing system, because it can detect the potential problems at early stages and thereby improve the reliability of system [1] . Therefore, it has attracted many researcher's attention in recent years. Generally, fault diagnosis methods can be divided into model-driven, experience-driven and data-driven [2] . The data-driven fault diagnosis method can learn and extract fault modes form a mass of historical data without any knowledge of establishing a precise model of the system, it is very applicable for complicated system that is hard to build an explicit model [3] . Recently, with the rapid development of intelligent manufacturing, condition monitoring data of equipment is collected and stored for further analysis. It is necessary to fully mine useful information from these massive data [4] and apply these information to data-driven fault diagnosis.
Machine learning is the most widely-used method in datadriven fault diagnosis. There are two main steps in machine The associate editor coordinating the review of this manuscript and approving it for publication was Ying Song . learning based-fault diagnosis methods, one is the extraction and selection of fault feature, the other is the classification of fault types [5] Although traditional machine learning methods have been proved to have good fault diagnosis performance, there are still some deficiencies. These extracted features rely too much on experts' knowledge and diagnostic experience. Besides, these features are often designed for specific tasks or areas, which makes it hard to achieve better generalization performance when dealing with new problems.
Deep learning (DL) can effectively solve the above problems in traditional machine learning-based methods, because it can automatically extract representative features from raw signal data, which can eliminate the influence of different artificial experience on feature extraction [6] . SAE, DBN, CNN, and so on have been successfully applied in fault diagnosis. Compared with traditional machine learning method, these DL-based methods can achieve better results because they can overcome the shortcomings of traditional machine learning methods. However, there still exist some inadequacies in DL methods, Due to the high complexity of these models, the training process is time-consuming, in addition, most methods assume that the distribution of training and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ test dataset is the same [7] , [8] . However, it is impossible in most cases, therefore the models trained in training dataset are unable to obtain good fitting capability in test dataset. In this paper, in order to overcome these problems, we apply transfer learning to CNN-based fault diagnosis and propose a fault diagnosis method based on CNN and transfer learning. Firstly, the one-dimensional (1-D) raw time-domain signal is converted to two-dimensional (2-D) gray-scale image. Then, a CNN model based on LeNet-5 is designed to extract 2-D features from these images and the CNN model is trained on these images in the source domain. Finally, the trained model is improved by fine-tuning with data of the target domain and applied in the target domain. The experiments conducted on two cases shows that the proposed method is effective.
The main contribution of this paper is as follows. A transfer learning method of fine-tuning based on CNN is proposed and applied in fault diagnosis. Then the proposed method is conducted on two cases and the results show the proposed method can apparently improve the accuracy and efficiency performance a lot compared with CNN model without finetuning.
The rest of this paper is arranged as follows. The section 2 discusses the related work. Section 3 introduces more details about the proposed method including data preprocessing method, the designed CNN structure and transfer CNN. In section 4, the proposed method is verified on two cases and the experimental results are presented. Conclusion and prospect see section 5.
II. RELATED WORKS
In this section, the related works of data-driven fault diagnosis method and LeNet-5 CNN are introduced.
A. DATA-DRIVEN FAULT DIAGNOSIS METHOD
The key of data-driven fault diagnosis method is to extract valuable information from abundant historical data, so as to establish the fault mode of the system. Compared with other methods, it does not require any prior known model or signal mode about the system. Owing to this simplicity, it is very befitting for intricate system which is unable to build an explicit model or is difficult to detect signal symptoms. Recently, the rise of intelligent manufacturing has made data-driven fault diagnosis attract many researcher's attention.
Data-driven fault diagnosis methods can be divided into three categories including statistical analysis-based methods, signal processing-based methods and machine learningbased methods. The methods based on statistical analysis include univariate and multivariate statistics which covers PCL [9] and PLS [10] . The methods based on signal processing include wavelet transform (WT) [11] , htt transform [12] , etc. The methods based on machine learning include ANN, SVM, KNN [13] , etc. Mohamed et al. [14] applied ANN in power transform fault diagnosis. Yuan et al. [15] proposed a new multi-class SVM algorithm and applied it to turbo pump rotor fault diagnosis. There are also some studies that combine methods based on signal processing and machine learning. Cai et al. [16] put forward a fault diagnosis method based on bayesian network, which extracts signal features by fast fourier transform and then diagnoses the fault of three-phase inverter through bayesian network. The fault diagnosis method based on machine learning consists of two steps, one is feature extraction and selection, the other is classification of fault. Generally, three techniques are used to extract features from raw signal data, including time domain analysis frequency domain analysis, and time-frequency analysis [17] , [18] ,these features are usually manufactured by engineers, although these traditional machine learning methods have achieved good diagnostic performance, there are still some problems need to be solved. Firstly, these features of manual selection often rely too much on expert knowledge and diagnostic experience, and the whole process is difficult and time-consuming. Besides, the selected features are usually focused on specific tasks or domains. When dealing with new problem, the models usually fail to achieve good generalization ability, which greatly affects the final results.
The emergence of DL has effectively solved the above problems, it can automatically extract representative features from raw data hierarchically, which is different from traditional machine learning and can reduce the impact of manual experience on results. Many DL methods have been used in fault diagnosis, such as SAE, DBN, etc. Sun et al. [19] used SAE to conduct unsupervised fault feature learning, and trained the neural network classifier of induction motor fault using the learned features. Tamilselvan and Wang [20] proposed a novel fault diagnosis method based on DBN, which is established in three consecutive stages and verified its effectiveness in two applications. CNN which is one of most valid methods in DL, is also widely used in fault diagnosis. Janssens et al. [21] used CNN for condition monitoring feature learning, it can automatically learn useful features from data for bearing fault diagnosis, this method is superior to the classical feature engineering method. Liao et al. [22] used the time-frequency image generated by WT as the input of CNN model, and then compared the diagnostic performance of several different transforms combined with CNN, the results indicated that the combination of WT and CNN achieved the best performance. Wen et al. [23] proposed a novel fault diagnosis method based on LeNet-5 that converts the raw data into 2-D image directly without any reliance on expert knowledge and has achieved significant improvements. Compared with traditional machine learning methods, these DL methods acquire better performance due to the reduction of reliance on artificial experience. But there are still some shortcomings. Firstly, because of the high complexity of these models of DL, the process of training will take a long time, Besides, most method assume that the distribution of training and test dataset is the same, However, the environment conditions and application scenarios are changeable so that the distribution of the test dataset is usually different from that of the training dataset, which will lead to the model trained with training data can't show better fitting ability in test dataset, and if retrained the model for these differences, it will waste a lot of time.
In order to overcome these deficiencies, in this paper, transfer learning that can improve the learning of new tasks by transferring knowledge from related tasks that have been learned is applied to fault diagnosis method based on CNN. Which will improve the learning efficiency and generalization ability of model trained by training dataset and then used in different test datasets.
B. LeNet-5 CNN
CNN is a feedforward neural network with deep structure and is one of the representative algorithm of deep learning. Local receptive field [24] is important characteristic of CNN.
Generally, the complete CNN model mainly consists of three network layer structures: convolutional layer, pooling layer and fully connected layer. The convolutional layer obtains the feature map of the image through a certain number of filters. The pooling layer is used to down sample, which to some extent can prevent over-fitting because it reduces the number of parameters of model. Finally, the fully connected layer through which the task of classification is completed follows the several alternating convolutional and pooling layers [25] . The definition and calculating process of CNN are introduced in reference [26] .
LeNet-5 is a classical version of CNN and is widely applied in image recognition and classification tasks. Yuan et al. [27] used LeNet-5 to the offline handwritten letter recognition, and there are some researches [23] that applied LeNet-5 in fault diagnosis. This paper uses LeNet-5 CNN model to complete the image classification task of fault diagnosis.
III. THE PROPOSED METHOD
In this section, the proposed fault diagnosis method based on CNN and transfer learning is presented. First, the data preprocessing method is shown to process the raw time-domain signal. Then, the designed CNN structure is introduced. Last, the steps of transfer CNN is presented.
A. DATA PREPROCESSING METHOD
Data preprocessing is very important in data-driven fault diagnosis methods. In order to explore the 2-D characteristics of the raw time-domain signal, the data preprocessing method converts the raw signals into 2-D images. Figure 1 shows the steps of the data preprocessing method. Firstly, n consecutive signal data points are randomly sampled from the raw signal. Then, continuous wavelet transform (CWT) is used to extract the features of the sampled signal data in time-frequency domain. At the same time, the raw signals are converted into the 2-D time-frequency images. CWT calculates the inner product of the raw signal and a wavelet function, which can simultaneously extract the local and global information of the raw signal by compressing or stretching and shifting the wavelet function. The result of the CWT conversion is a coefficient matrix, which is then presented in the form of a gray-scale image. Finally, we need to compress the size of image because it is not suitable for CNN to deal with large size image. In this research, the value of n is set as 1024, and the size of the output gray-scale image is 32 × 32.
B. THE DESIGNED CNN STRUCTURE
After data preprocessing, the converted images are used as input of CNN model. LeNet-5 is an effective CNN architecture, in this paper, the designed CNN model is based on LeNet-5 and used to accomplish task of image classification for fault diagnosis.
The designed CNN structure is shown in Figure 2 , which has eight layers including one input layer, three convolutional layers, two pooling layers, one fully connected layer and one softmax output layer. The size of the input layer is 32 × 32, which is the same as that of the compressed image. In all convolutional layers, we set the size of the convolution kernel to 3 × 3, which can reduce the number of parameters and therefore improve the training efficiency of the model. There are 8, 16, 32 channels in the C1, C2, C3 layers, respectively. The C1 layer is downsampled by the S1 layer which is a pooling layer. The step size of the sampling window is set to 2 and the window size is 2 × 2, so the feature map size of the S1 layer is 16 × 16. The remaining convolutional and pooling layers are constructed in a similar way. The FC layer is a fully connected layer that combines all the feature maps in the C3 layer. Finally, the softmax layer classifies the input data into 10 categories. The zero-padding technique which can remain the size of feature maps unchanged is introduced in the designed CNN model. Besides, the batch normalization method is used to further accelerate the training process of the model. 
C. TRANSFER CNN
The aim of transfer learning is to apply the knowledge learnt from a task in the source domain to another different but related new task in the target domain and improve the performance of the new task [7] . Fine-tuning, as a typical approach of transfer learning, is to transfer weights, parameters and structures in the neural network. In this paper, fine-tuning is applied to the designed CNN model, and the parameters of shallow layers in the trained CNN model in the source domain are transferred to the CNN model in the target domain. Then, the target CNN model is fine-tuned with data in the target domain. Generally, the shallow layers in CNN learn general features with better generalization ability, and the high layers learn abstract features which are suitable for specific tasks [28] . The transfer CNN method is shown in Figure 3 , it has three steps:
Step 1: The signal data in the source domain are used to train the source CNN to obtain the optimal parameters. The model can efficiently complete the task of image classification in fault diagnosis.
Step 2: The parameters of convolutional and pooling layers in the source CNN model are transferred to the target CNN model, the transferred parameters are used to initialize the target CNN model.
Step 3: The fully connection layer of the target CNN is fine-tuned on the target dataset. The fine-tuned target CNN model can reach a better performance for fault diagnosis in the target domain.
IV. EXPERIMENTAL VERIFICATION
In this section, the proposed fault diagnosis method based on CNN and transfer learning is validated on two cases, one is bearing fault dataset provided by CWRU and the other is self-priming centrifugal pump dataset. The proposed method in this paper is written by matlab and run on a desktop with an intel core i7-6600U CPU and a 16G RAM.
A. CASE 1: MOTOR BEARING FAULT DIAGNOSIS
The proposed method is verified on the well-known motor bearing dataset from the Case Western Reserve University [29] . In this case study, the drive end data which is collected at 12kHz frequency under loads 0 to 3 is used. There are three fault sizes used in this experiment, which are 0.007, 0.014 and 0.021 inches. For each fault size, there are three fault types, including ball fault (BF), inner race fault (IF) and outer race fault (OF). Therefore, there are nine fault conditions and one normal condition under each load. The source dataset is composed of vibration signal data under the load of 0, and the target dataset is composed of signal data under the loads of 1 to 3. It should be noted that the distribution of datasets in the source domain and the target domain is different due to the different loads. More details about the source dataset and the target dataset are shown in Table 1 and 2, respectively. In the source domain, both training dataset and testing dataset contains 1000 samples, and in the target domain, training dataset contains 200 samples while testing dataset contains 1000 samples. In addition, the number of signal samples for each fault category is the same.
1) DATA PREPROCESSING
The raw data is preprocessed by CWT [22] and the scale factor is set as 1024. Each collected signal is converted to a coefficient matrix whose size is 1024 × 1024. Then, the coefficient matrix is presented in the form of a 1024 × 1024 grayscale image. Finally, the image is compressed to 32 × 32. The converted image of the normal condition is shown in Figure 4 , and the other nine fault conditions are shown in Figure 5 . As can be seen from the figures, the converted images obviously differs from each other in different health condition. 
2) EXPERIMENTAL RESULTS AND ANALYSIS
In order to demonstrate the validity of the proposed method, the following experiments are conducted. First, the source CNN is trained and the testing results are given. Second, the testing results of the target CNN model with fine-tuning are compared with the target CNN without fine-tuning. Third, the testing results of the target CNN model with fine-tuning are compared with the target CNN training from scratch.
The accuracy results of the source CNN trained by the source dataset set are shown in Figure 6 . It can be seen that the CNN converge very fast. After 200 training iterations, the accuracy is close to 100%, proving that the proposed CNN can effectively complete the image classification task of fault diagnosis.
Comparison results of the target CNN model with fine-tuning and the target CNN without fine-tuning are shown in Table 3 . The accuracy of the CNN model with fine-tuning under the loads 1 to 3 are 98.7%, 99.5% and 99.4%, respectively, while the accuracy of the CNN model without finetuning are only 74.6%, 75.9% and 71.5%, respectively. It can be concluded that the CNN model without fine-tuning is obviously inferior to the CNN model with fine-tuning and the fine-tuning technology can improve the accuracy.
Comparison results of the target CNN model with fine-tuning and the target CNN training from scratch under loads 1 to 3 are shown in Figure 7, Figure 8, Figure 9 , respectively.
It can be seen from the above figures, the fine-tuned model has faster convergence speed than the model trained from scratch under three loads, and the accuracy of them is close to 100% after 20 iterations.
The final testing accuracy of the target CNN model with fine-tuning and the target CNN without training from scratch is shown in Table 4 . It is obvious that the accuracy of the target CNN model with fine-tuning is higher than that of the target CNN model training from scratch.
All the experimental results show that fine-tuning has higher diagnostic accuracy and faster convergence speed. It can significantly improve the performance of the CNN model in the target domain, thus verifying the validity of the proposed method.
B. CASE 2: SELF-PRIMING CENTRIFUGAL PUMP FAULT DIAGNOSIS
In this section, The source domain is the same as case study 1 and the self-priming centrifugal pump dataset [30] is set as target domain. The target dataset is sampled by an acceleration sensor which is installed in a specific base above the motor housing and the sampling frequency is 10240Hz, the rotation speed of the motor is 2900 per minute. In this case study, heath conditions consist of one normal condition (NO) and four faults conditions. The fault conditions are inner race wearing (IR), outer race wearing (OR), bearing roller wearing (BR) and impeller wearing (IW) fault condition. The sampling time for each signal sample is two seconds and each sample is collected five times. In this experiment, the source dataset and the target dataset are generated in a similar way with case study 1 and the number of samples for each health condition is the same.
1) DATA PREPROCESSING
The converted image of the five health conditions are shown in Figure 10 . Intuitively, these images are significantly different from each other.
2) EXPERIMENTAL RESULTS AND ANALYSIS
In order to verify the effectiveness of the proposed method, the results of the target CNN model with fine-tuning and training from scratch are compared. The comparison results is shown in Figure 11 . It can be seen that the CNN model with fine-tuning achieves 100% accuracy at around 15 iterations, while the model trained from scratch achieves the similar accuracy at about 60 iterations. Which proves that the fine-tuning model has faster convergence speed.
As shown in Table 5 , the accuracy of the CNN model with fine-tuning and training from scratch is 99.65% and 99%, respectively. The result of the CNN model training from scratch is inferior to the model with fine-tuning, which proves that fine-tuning can improve the accuracy. 
V. CONCLUSION AND PROSPECT
In this paper, a new fault diagnosis method based on CNN and transfer learning is proposed. The main contribution of this paper is to propose a transfer CNN model with fine-tuning technology, and apply the proposed CNN model to fault diagnosis. Two case studies are conducted to test the validity of the proposed method. Experimental results indicate that the proposed method can improve the diagnostic accuracy a lot and converge faster compared with the CNN model without fine-tuning.
This paper also has some limitations. First, the proposed method belongs to supervised learning, health conditions need to be labeled in advance. Otherwise, unlabeled health conditions will be misclassified to known conditions. Besides, the performance of transferring different layers has not been studied, which may have a different impact on the diagnostic performance. Future work will be conducted in these aspects, first, this method will be developed in unsupervised learning and improved to discover unlabeled conditions. Second, the impact of transfer ability of different layers on predictive performance can be studied further.
