in year ‫ݐ‬ (which is input as data). Both equations are frequently modified to incorporate D r a f t chosen location, a gear is deployed and results are recorded. In the following, we refer to 153 bottom trawl sampling but results could also apply to other samples at discrete locations, e.g., 154 longline or hook-and-line sampling gears. Gear operations typically yield multiple records 155 for each tow ݅: (1) the total biomass ܾ and/or abundance ݊ for a given species; (2) the 156 biomass ܾ ෨ that is subsampled for a given species; and (3) attributes (e.g., length, weight, D r a f t 9 weighted by its total area (for survey data) or landings (for fishery data), then these aggregate 178 numbers are normalized to calculate a proportion ܲ ௧ (ܿ) for each bin ܿ and year ‫.ݐ‬ Given 179 simple-random sampling (i.e., only one sampling stratum), this 2 nd -stage expansion reduces 180 to:
where ܲ ‫)ݐ(‬ is then fitted as data in the subsequent stock assessment model.
182
The spatio-temporal approach to analysing compositional data 183 We here propose an alternative approach to estimating proportions ܲ ‫)ݐ(‬ using a vector 184 autoregressive spatio-temporal (VAST) model (Thorson and Barnett 2017) . This alternative 185 builds upon Berg et al. (2014) , which applied a generalized additive model (GAM) with a 186 single spatial smoother and annually varying intercept to estimate an abundance index ‫ܫ‬ ‫)ݐ(‬ 187 for each age, where this age-specific abundance index was then fitted directly to abundance at 188 age ܰ ‫)ݐ(‬ within an assessment model. Fitting abundance-at-age and its standard errors 189 ‫ܰ[ܧܵ‬ ‫])ݐ(‬ within an assessment model is common in European assessment models (e.g.,
190
Nielsen and Berg 2014 , Albertsen et al. 2016 . By contrast, we estimate proportions ܲ ‫,)ݐ(‬ 191 input sample size ‫,)ݐ(߬‬ and total abundance ‫)ݐ(ܫ‬ as is common for assessment models in the 192 U.S. West Coast (e.g., Methot and Wetzel 2013).
193
We specifically fit a spatio-temporal delta model to expanded numbers per bin ݊ (݅)
where ‫‬ (݅) is the predicted encounter probability, ‫ݎ‬ (݅) is the predicted log-biomass if 
where ߚ (ܿ, ‫ݐ‬ ) and ߚ (ܿ, ‫ݐ‬ ) are intercepts for each bin ܿ and year ‫,ݐ‬ ߱ (ܿ, ‫ݏ‬ ) and ߱ (ܿ, ‫ݏ‬ ) 199 are random effects representing spatial variation among locations ‫ݏ‬ for each sample ݅ (e.g., a 200 tow, visual sample, etc.), ߝ (ܿ, ‫ݏ‬ , ‫ݐ‬ ) and ߝ (ܿ, ‫ݏ‬ , ‫ݐ‬ ) are random effects representing spatio-201 temporal variation among locations ‫ݏ‬ and times ‫ݐ‬ for each sample , and log(ܽ ) is the log-202 area sampled as a linear offset for log(‫ݎ‬ (݅)). We specify a distribution for spatial and spatio-203 temporal random effects:
where ‫܀‬ and ‫܀‬ are correlation matrices for ‫‬ (݅) and ‫ݎ‬ (݅), respectively, as calculated from 205 a Matern function:
where ۶ is a linear transformation representing geometric anisotropy that is assumed to be 207 identical for ‫܀‬ and ‫܀‬ and which involves estimating two parameters (the direction of the 208 major axis of geometric anisotropy, and the ratio of major and minor axes), ߥ is the parameters (i.e., ߪ ఠ (ܿ), ߪ ఌ (ܿ), ߪ ఠ (ܿ), ߪ ఌ (ܿ), and ߪ ଶ (ܿ)). We therefore impose the 226 restriction that these parameters are equal for any bin with fewer than X encounters combined 227 throughout all observed years (where the value for X is chosen based on model exploration).
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For identifiability, we also "turn off" all intercepts for any combination of year ‫ݐ‬ and 229 category ܿ with no encounters (i.e., ݊ (݅) = 0 for all ݅), and fix ߚ (ܿ, ‫)ݐ‬ to a sufficiently low 230 value such that predicted encounter probabilities ‫‬ approach zero for that year.
231
We identify the maximum likelihood estimate (MLE) of fixed effects using a 232 gradient-based nonlinear minimizer within the R statistical environment (R Core Team 2016).
233
Specifically, we use a gradient-based version of the Nelder-Mead algorithm five times, each 234 time starting from the MLE identified the previous iteration. At the end of each Nelder-Mead 235 iteration, we identify any spatio-temporal hyperparameter that approaches zero (i.e., < 236 0.001), and fix these parameters to zero. We eliminate hyperparameters that approach zero 237 because these parameters are approaching a boundary in parameter space, and having 238 parameters at boundaries will generally complicate any interpretation of asymptotic standard 239 errors. We also use a final Newton-step (based on the hessian matrix after the final Nelder-D r a f t Mead iteration) to tighten convergence, and confirm that the absolute-gradient of the 241 marginal log-likelihood with respect to each fixed effect is < 0.001.
242
Estimated values of fixed and random effects are then used to predict density ݀ መ ‫,ݏ(‬ ‫)ݐ‬ 243 for every location ‫ݏ‬ and year ‫:ݐ‬
where density ݀ መ ‫,ݏ(‬ ‫)ݐ‬ is then used to predict total abundance for the entire domain (or a 245 subset of the domain) for a given species:
where ‫)ݏ(ܽ‬ is the area associated with location ‫ݏ‬ (Thorson et al. 2015b). We then use this 247 index to calculate total abundance:
the proportion for each bin:
and the estimation variance SE ൣܲ ܿ (‫)ݐ‬൧ ଶ for proportions: with no encounters, we specify that ‫ܫ‬ መ ‫)ݐ(‬ = SE ൣ‫ܫ‬ መ (‫)ݐ‬൧ ଶ = 0, such that model behaviour 257 matches a design-based estimator in these instances. We then use estimated proportions and 258 standard errors to calculate the input sample size ‫: 
where exp(ߚ ே ) is the median density for age-0 individuals, ߱ ே ‫)ݏ(‬ and ߝ ே ‫,ݏ(‬ ‫)ݐ‬ are spatial 283 and spatio-temporal variation in log-density, and ܼ = 0.5 • year ିଵ is the instantaneous 284 mortality rate (from natural and human causes). We also simulate variation in weight-at-age
where ‫ܮ‬ ஶ = 100 • cm is asymptotic length, ‫ܭ‬ = 0.3 • year ିଵ is the Brody growth coefficient,
287
‫ݓ‬ ఈ = 0.01 • g/cm ଷ is tissue density, ‫ݓ‬ ఉ = 3 is isometric scaling of weight-at-length, and 
where ܽ is the area swept by sample ݅ occurring at location ‫ݏ‬ and year ‫ݐ‬ , ܵ = 
where we record this value for each year in each replicate. 309 We simulate 100 replicated data sets using this simulation model, and fit the spatio-310 temporal compositional expansion model to each. We then extract predictions of ܲ ‫)ݐ(‬ and 311 ‫)ݐ(߬‬ for each replicate, and evaluate model performance in three ways: year of each simulation replicate:
We then compare this test statistic with its theoretical distribution under the null 323 hypothesis, which follows a chi-squared distribution with ݊ degrees of freedom. Given Case study 347 We also demonstrate that the spatio-temporal expansion of compositional data is feasible 49°N) , which corresponds to 12,017 2 km. by 2 km. cells.
357
For simplicity of presentation, we make the following changes to the stock assessment call this a "model-based approach to compositional data weighting" (see Fig. 7 D r a f t 
