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Cie om diplomovej práce je vytvorenie experimentálnej aplikácie na manipuláciu virtu-
álnych objektov v rozöírenej realite pomocou tabletu pre ovládanie robotického ramena.
Navrhnuté sú rôzne spôsoby manipulácie virtuálnych objektov pre ich transláciu, rotáciu a
zmenu merítka. Tieto metódy sú otestované na nieko k˝ch uûívate och a porovnané vrámci
ich vyuûite nosti. Aplikácia umoû uje odosiela  pozíciu zmeny virtuálneho objektu robo-
tickému ramenu PR2 a simulova  tak manipuláciu virtuálnych objektov v aka rozöírenej
realite.
Abstract
The aim of this thesis is to create an experimental application for manipulating virtual
objects in the augmented reality using an tablet for controlling the robotic arm. There is
created various ways of manipulating virtual objects for their translation, rotation, and scale
change. These methods are tested on several users and compared within their usability. The
application allows you to send the position of virtual object changes to the PR2 robot arm
and simulate manipulation of virtual objects with augmented reality.
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Cie om diplomovej práce je vytvorenie experimentálnej aplikácie slúûiacej na manipuláciu
virtuálnych objektov v rozöírenej realite pomocou tabletu, navrhnú  jej rozhranie a metódy
ovládania objektov. Následne tieto metódy testova  s uûívate mi a získava  tak cennú spätnú
väzbu a in˝ poh ad na rieöenie t˝chto problémov.
Rozöírená realita sa stáva  oraz  astejöie populárnejöia v aka prenosn˝m zariadeniam,
ktoré majú dostato n˝ v˝kon na to, aby v rozöírenej realite ponúkli uûívate ovi graficky
prepracované hry a zaujímavé aplikácie. Na za iatku som sa venoval rozboru rozöírenej
reality, popísal jeden z princípov zaznamenávania priestoru, ako je chápaná v dneönom
svete a aké sú jej spôsoby vyuûitia.
Do rozöírenej reality spadá aj vznikajúce pracovisko ARTable, ktoré je tvorené v˝skum-
nou skupinou Robo@FIT na vysokej ökole Vysoké u ení technické v Brn . Popíöem, z  oho
sa pracovisko podporujúce rozöírenú realitu skladá a aké je jeho základné vyuûitie. K popisu
pracoviska je spojen˝ aj popis robotického opera ného systému (ROS), ktor˝ taktieû popí-
öem v tejto kapitole. Spolu s rozöírenou realitou popíöem aj novú kniûnicu ARKit pre systém
iOS podporujúcej rozöírenú realitu, ktorú vyuûijem v implementácii tejto diplomovej práce.
ARKit je kniûnica, s ktorou sa pomerne jednoducho pracuje pri tvorbe rozöírenej reality,
vytváraniu a manipulácii s objektmi.
V návrhu rieöenia experimentálnej aplikácie je uvedené jej typické vyuûitie, prínos tejto
aplikácie a  asté problémy ktoré pri manipulácii s virtuálnymi objektmi nastávajú. Po-
ûiadavkami na systém som jasne definoval, ako má v˝sledná aplikácia fungova . V˝sledná
aplikácia je zloûená z nieko k˝ch módov a obsahuje rôzne metódy manipulácie s virtuálnymi
objektmi. V závere kapitoly je navrhnuté uûívate ské rozhranie experimentálneho systému
a komunikácia s robotick˝m ramenom PR2.
Implementácia aplikácie je realizovaná pre opera n˝ systém iOS 11 na tablete Apple
iPad 5th generation. V implementácii je popísané nastavovanie pracovnej plochy a súrad-
nicového systému aplikácie a následne implementáciu módov systému so znázornením uûí-
vate ského rozhrania a aplikované metódy pre manipuláciu virtuálnych objektov z návrhu.
Testovanie aplikácie som rozdelil do dvoch  astí, kde v prvej  asti testujú aplikáciu
uûívatelia na ötudentskej konferencii Excel@FIT, ktorí nemajú informácie ako aplikácia
má fungova  a ako sa jednotlivé módy aplikácie vyuûívajú. Druhá  as  testovania prebieha
tak, ûe uûívate ovi ukáûem navrhnutú scénu, ktorú sa bude snaûi  napodobni  a budem




Pod pojmom rozöírená realita si eöte stále mnoûstvo  udí predstavuje práve virtuálnu rea-
litu. Rozöírená realita je pritom medzistupe  medzi realitou a virtuálnou realitou. Je to teda
realita doplnená o virtuálne objekty práve pomocou napríklad mobilného telefónu v zazna-
menanom reálnom prostredí pomocou kamery. Rozöírená realita tak má ve ké mnoûstvo
vyuûitia a posledné roky sa tak stáva  oraz populárnejöia aj práve v aka jej dostupnosti
na mobiln˝ch zariadeniach.
Obr. 2.1: Zaradenie pojmu rozöírená realita medzi realitu a virtuálnu realitu.[18]
Pod a vedeckého  lánku od R. T. Azuma (1997) [3] musí rozöírená realita spl ova  3
základné charakteristiky:
• kombinova  virtuálny svet s reálnym,
• pracova  v reálnom  ase,
• registrova  3D prostredie.
Na základe tejto definície teda nie vöetko môûeme povaûova  za rozöírenú realitu.  a-
stokrát si  udia predstavia filmy s vizuálnymi efektami ako napríklad Jursk˝ Park alebo
Avatar, ktoré predstavujú doplnené reálne prostredie virtuálnymi objektami. To vöak ne-
sp  a definíciu rozöírenej reality, nako ko film je statick˝ a nie je nijak interaktívny.
V definícii nie je presne öpecifikované v˝stupné zariadenie ako napríklad displej umiest-
nen˝ na hlave, alebo nijak neobmedzuje audiovizuálne médiá. Definícia vyûaduje riadenie
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v reálnom  ase a priestorov˝ záznam,  o znamená presné zarovnanie zodpovedajúcich vir-
tuálnych a reálnych informácií v reálnom  ase. Pouûívate  môûe virtuálne objekty meni 
a inak upravova  v prostredí, ktoré si stále zachovávajú referen nú pozíciu vo i reálnemu
prostrediu. Pouûívate  prechádza po reálnom prostredí, systém získava informácie o pro-
stredí a kombinuje tak virtuálny svet s reálnym.
2.1 Spôsob vyuûitia
V aka tomu, ûe sa rozöírená realita vyvíja posledné roky dos  intenzívne, získala mnoûstvo
spôsobov vyuûitia a  astokrát si ani neuvedomujeme, ûe niektoré prvky z beûného ûivota
s ktor˝mi sa stretávame patria priamo do rozöírenej reality. Historória rozöírenej reality
je celkom bohatá s prv˝mi pokusmi priblíûi  ju  loveku a efektívne vyuûi  to,  o ponúka.
Reálne vyuûitie naöla skôr v posledn˝ch rokoch príchodom prenosn˝ch zariadení a v˝kon-
nejöieho hardware.
Priemysel
Rok 1992 je ozna ovan˝ ako rok vzniku rozöírenej reality, ke  sa prv˝ krát v spolo nosti
Boeing zobrazila schéma zapojenia kábeláûe pomocou displeja pripevneného na hlave uûí-
vate a pred o ami. Toto otvorilo dvere rozöírenej reality do priemyslu a h adali sa rôzne
spôsoby vyuûitia.
Obr. 2.2: Vyuûitie rozöírenej reality v priemysle. Prevzaté z [12].
Architektonické ötruktúry, infraötruktúra alebo aj stroje sú navrhované pomocou CAD
programov, avöak ve a úprav a nepredvídan˝ch vecí nastane aû pri reálnom nasadení na-
vrhovan˝ch vecí. V tomto smere sme tieû naöli uplatnenie rozöírenej reality, ke  pomocou
öpeciálnych prístrojov na mapovanie 3D prostredia vieme identifikova  prostredie a virtu-
álne do neho dosadi  napríklad obrovské stroje alebo komplexné achritektonické rieöenia.
To, ûe virtuálne dosadzujeme rôzne objekty, môûeme im nastavi  prieh adnos  alebo ich inak
modifikova  v reálnom  ase nám umoû uje pohodlne získava  tak presnejöiu predstavu re-
álneho nasadenia.
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Ve mi dobré a efektívne vyuûitie rozöírenej reality je aj v h adaní potrubí pod zemou
na základe GPS dát a známych záznamov kde sa potrubia nachádzajú. U ah í to tak v˝ko-
pové práce alebo h adanie poruchov˝ch  astí pod zemou bez zbyto nej práce naviac.
Samozrejme, v priemyselnej  asti má rozöírená realita obrovské vyuûitie a to najmä
v továrniach, ktoré vyuûívajú mnoûstvo robotick˝ch ramien a po íta ovo riaden˝ch strojov.
Tu sa nájde uplatnenie  i uû pri oprave zloûit˝ch strojov, ich nastavovaniu, prípadne rôz-
nych upozorneniach pre obsluhujúceho pracovníka alebo rôznych návodoch ako dan˝ stroj
obsluhova .
Údrûba a technické porozumenie
Pre mnoho profesionálov je v˝zvou pochopi  ako niektoré veci fungujú, ako ich zloûi , rozo-
bra  alebo opravi . Inûinieri vä öinou strávia ve kú  as  svojho  asu ötudovaním manuálov,
technick˝ch nákresov a dokumentácií ktoré nie je moûné si zapamäta  do detailov v takom
mnoûstve. Rozöírená realita aj v tomto nájde svoje uplatnenie,  i uû je to pomoc pri v˝mene
oleja v aute a navigovanie uûívate a pomocou nej, alebo oprava malého spotrebi a v do-
mácnosti. Nako ko sa v sú astnosti málo stretávame s takouto aplikáciou rozöírenej reality,
myslím si, ûe  oskoro sa to postupne rozöíri aj v tomto spôsobe pouûitia.
Obr. 2.3: Spôsob vyuûitia rozöírenej reality pri opravovaní závady v aute. Prevzaté z [2].
Medicína
Zaujímavé vyuûitie rozöírenej reality nájdeme aj v medicíne, nako ko nám umoû uje si-
mulova  a prezentova  rôzne informácie potrebné v reálnom  ase napríklad pri operácii.
S vyuûitím v medicíne sa môûeme stretnú  uû pri aplikáciách dostupn˝ch na mobilné zaria-
denia, kde si uûívate  aplikácie môûe zobrazi  orgány  udského tela, simulova  tieto  asti ako
majú správne pracova  prípadne ako pracujú v prípade ûe nie sú zdravé. ätúdia, ktorá sa ve-
nuje rozöírenej realite v vzdelávacej oblasti ukázala, ûe metóda u enia je ve mi efektívna a
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nahradzuje tak mnoûstvo praxe, niûöiu mieru zlyhania, vyööiu presnos  v˝konu, zr˝chlené
u enie a tieû lepöie pochopenie spojitostí v  udskom tele.
Rozöírená realita má potenciál poskytnú  lekárom reálnejöie tréningové skúsenosti,  o ve-
die k lepöím operáciám. Lekári, ktorí objavia nové postupy, môûu tieû vyuûi  ponuky zo-
brazovania anatómie v rozöírenej realite. Aj napriek tomu, ûe rozöírená realita má ve a
vzdelávacích prínosov, ötúdia tieû poukázala na nieko ko nev˝hod, vrátane nedostatku u eb-
n˝ch teórií dostupn˝ch na usmernenie designu rozöírenej reality a ûe tradi né u ebné teórie
sa nezhodujú so öt˝lom u enia pomocou rozöírenej reality.
V medicínskom prostredí sa jedná o öiroké spektrum vyuûitia rozöírenej reality,  i uû je to
na vzdelávacie ú ely pre budúcich doktorov, alebo na rôzne vizualizácie  udského tela, príp-
ravy na operáciu, ale aj napríklad plastická chirurgia kde sa môûe zobrazova  v˝sledn˝ efekt
plastickej operácie.
Obr. 2.4: Aplikovanie rozöírenej reality v medicíne. Prevzaté z [21].
Zobrazenie informácií
V aka tomu, ûe sa rozöírená realita dostala do mobiln˝ch zariadení ktoré sú v dneönej dobe
pomerne v˝konné a dokáûe vyuûi  spojenie toho,  o mobilné zariadenie ponúka – GPS dáta,
dáta z akcelerometra, kompas a najmä kameru je jej vyuûitie vo ve kom mnoûstve aplikácií
úplne beûné a atraktívne.
 i uû sú to aplikácie ako Snapchat alebo Messenger, ktoré napríklad dop  ajú uûívate-
 ovú tvár o rôzne efekty v reálnom  ase, alebo rôzne hry, utility, navigácie. Rozöírená realita
na mobiloch je  oraz viac populárnejöia a v mnoh˝ch prípadoch uûito ná.
Jednou z prv˝ch aplikácií ktoré dokazovali to, ako ve mi je rozöírená realita na mobi-
loch uûito ná bola aplikácia Translator od spolo nosti Google Inc., ktorá v reálnom  ase
prekladala text zachyten˝ kamerou do poûadovaného jazyka vi  obrázok 2.5.
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Obr. 2.5: Prekladanie textu zachytenom kamerou v reálnom  ase. Prevzaté z [22].
Navigácia
Prvé vyuûívane rozöírenej reality v navigácii bolo pouûívanie heads-up displeja vo vojenskom
lietadle. Tieto displeje spo iatku vöak ukazovali len základné informácie, ako napríklad
r˝chlos  alebo krútiaci moment. Neskôr táto technológia priöla aj do áut, kde zobrazovala
na  elnom skle informácie pre vodi a o vozidle, r˝chlos  a navigáciu.
Asi najznámejöím pouûitím v navigácii si môûeme predstavi  palubn˝ po íta  auta,
ktor˝ zobrazuje to, kam bude vodi  cúva . Vykres uje teda trajektóriu cúvania do obrazu
z cúvacej kamery v reálnom  ase. Toto pouûitie je ve mi známe, avöak málo kto si uvedomuje
ûe sa jedná práve o pouûitie rozöírenej reality.
 alöím moûn˝m pouûitím je spojenie GPS dát a kamery v telefóne, kde priniesla na-
príklad navigácia Sygic moûnos  navigovania pomocou rozöírenej reality tak, ûe na obraze
telefónu je vidie  vyzna enú cestu z navigovania.
Obr. 2.6: Navigácia Sygic a vyuûitie rozöírenej reality. Prevzaté z [14].
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Televízia
Svoje uplatnenie si naöla aj v televízi, kde tieû  astokrát nevieme, ûe sa jedná práve o rozöí-
renú realitu. Vä öinou je aplikovaná na öportové podujatia ako vyzna ovanie hrá ov na ih-
risku alebo ûivé vysvetlivky po as prenosu, vypisovania skóre a podobne. Taktieû si môûeme
predstavi  predpove  po asia, kde je osoba postavená pred zelené plátno ktoré sa filtruje
v postprodukcii a do obrazu sa dop  a virtuálny obsah.
Obr. 2.7: Rozöírená realita pouûitá pri vysielaní zápasu hádzanej. Prevzaté z [19].
Reklama a marketing
Moûnos  zobrazenia produktov potencionálnemu zákazníkovy prostredníctvom rozöírenej
reality je  oraz viac atraktívnejöia. Táto technológia môûe vies  k skuto ne interaktívnym
záûitkom pre zákazníkov. Napríklad v obchode s Legom zákazník môûe zobra  krabicu
s hra kou, na íta  si tam kód z krabice a zobrazi  pomocou AR postaven˝ model v reálnej
ve kosti.
Niekedy je moûné pouûi  rozöírenú realitu aj pre magazíny alebo letáky, kde uûívate 
pouûije kameru telefónu pri prehliadaní  asopisu a na displeji telefónu sa mu môûe zobrazi 
rôzny nov˝ obsah, napríklad statické obrázky môûu by  nahradené rôznymi animáciami
a podobne.
äikovná aplikácia Pictofit umoû uje virtuálne obliec  uûívate ovi oble enie ktoré ponúka
aby zistil,  i mu dané oble enie sedí alebo nie vi  obrázok 2.8.
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Obr. 2.8: Aplikácia Pictofit ponúkajúca oble enie ktoré si uûívate  môûe vyskúöa  v rozöí-
renej realite. Prevzaté z [9].
Hry
Jedn˝m z prv˝ch komer n˝ch vyuûití rozöírenej reality v hrách bola hra The Eye of Judg-
ment, interaktívna hra pre Sony PlayStation 3. Hranie hry vyûadovalo pouûitie kamery
umiestnenej na hlave. Hranie hier v rozöírenej realite v porovnaní s hraním video hier pred-
stavuje úplne odliöné spôsoby hrania, kde deti môûu premeni  celú miestnos  na hrá ske
pole, h˝ba  sa, skáka  alebo schováva . Niektoré hry dokáûu zmapova  v 3D reálne prostre-
die a premeni  ho na hrá ske pole. Mnoûstvo nov˝ch hier vzniká pre mobilné zariadenia,
kde interaktivita s hraním hry v rozöírenej realite je ove a vyööia a záûivnejöia ako hranie
hier iba na displeji tabletu alebo telefónu.
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Obr. 2.9: Interaktívna hra Lego s vyuûitím rozöírenej reality. Prevzaté z [4].
2.2 Visual Inertial Odometry
Presná technológia akú firma Apple pouûíva vo svojej kniûnici ARKit bohuûia  nie je známa,
prezradila len to ko, ûe sa jedná o Visual Inertial Odomery. VIO pouûíva ako zdroj dát ka-
meru zariadenia spolu s vyuûitím senzoru na zaznamenávanie pohybu (anglicky inertial
measurement unit, IMU). Senzory IMU integrujú multiosové kombinácie presn˝ch gyrosko-
pov, akcelerometrov, magnetometrov a sníma ov tlaku, aby poskytli spo ahlivé stanovenie
polohy a pohybu pre stabiliza né a naviga né aplikácie.
Ve mi  astou a populárnou metódou pre vizuálne zaznamenávanie priestoru je metóda
SLAM (Simultaneous Localization and Mapping). Táto metóda sa vyuûíva najmä v ma-
povaní priestoru v robotike alebo v autonómnych autách. Môûe by  rozöírená o vyuûitie
vizuálnych dát z duálnej kamery, neurónové siete, IMU alebo h bkov˝ch ultrazvukov˝ch
a infra erven˝ch senzorov.
Ke ûe niektoré podporované zariadenia iPhonov a iPadov nemajú duálnu kameru, AR-
Kit pracuje len s vyuûitím jednej kamery. Taktieû v telefóne ch˝ba ak˝ko vek h bkov˝ senzor
pomocou ktorého by bolo jednoduchöie mapovanie priestoru a tak sa musíme spolieha  len
na vypo ítané dáta z vizuálnych a dopo ítan˝ch dát spojen˝ch s IMU. Dá sa vöak po í-
ta  s t˝m, ûe Apple sa bude snaûi  v budúcnosti pouûi  duálnu kameru iPhonu, prípadne
doplni  iPhone o h bkov˝ senzor.
SLAM, alebo inak povedané aj Visual odometry, vyuûíva pokro ilé 6-osé (Six degrees
of freedom – 6DoF) sledovanie pozície kamery na základe  ubovolného po iato ného bodu.
Visual odometry vypo ítava rekonötrukciu 3D prostredia s vyuûitím prírastkového sledova-
nia (incremental tracking).
Pozn. 6DoF – v 3 dimenzionálnom priestore vyuûíva 3 osi pre pohyb a 3 osi pre rotáciu.
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Základn˝ algoritmus SLAM [18] vyuûíva postupne nasledujúce kroky:
1. Detekcia zaujímav˝ch bodov z prvého obrazu – môûe vyuûíva  napríklad algoritmy
Harris alebo FAST corners popísané v 2.2.
2. Sledovanie zaujímav˝ch bodov v 2D z predchádzajúceho obrazu – môûe vyuûíva 
algoritmus KLT popísan˝ v 2.2.
3. Ur enie posuvnej matice medzi aktuálnym a predchádzajúcim obrazom pomocou al-
goritmu piatich bodov – anglicky Five-Point Algorithm for Essential Matrix
popísan˝ v 2.2.
4. Upravi  pozíciu kamery v 3D priestore pomocou posuvnej matice.
5. Pre v˝po et celej transforma nej matice treba vyuûi  dáta z IMU, nako ko pri práci
v 2D obrazmi je známy pohyb kamery len v 2D priestore. Táto technika dopo ítavania
sa volá anglicky Structure from motion (SFM)1.
6. Spracovanie nasledujúceho obrazu.
Obr. 2.10: Jednoduchá predstava o algoritme SLAM, detekovaní v˝znamn˝ch bodov, vy-
uûitie IMU a detekovanie slu iek v obraze.[10]
Algoritmus SLAM s ve kou pravdepodobnos ou vyuûíva aj kniûnica ARKit, ktorá pra-
cuje tak, ûe po zapnutí kamery za ína detekova  v˝znamné body z obrazu a po as tejto
detekcie je potrebné h˝ba  so zariadením v rôznych smeroch kvôli kalibrácii. Pri debu-
govaní2 ARKit-u si môûeme zapnú  zobrazenie v˝znam˝ch bodov angl. feature points
pomocou nastavenia premennej showFeaturePoints. ARKit umoû uje pri debugovaní za-
pnú  pomocou premennej showWorldOrigin aj zobrazenie súradnicovej osi po detekovaní
priestoru, ktorá zobrazuje polohu a orientáciu súradnícového systému rozöírenej reality.
Algoritmus Harris Corners a FAST
Harris Corners
Vzh adom na to, ûe obraz má 2D rozmer, detekovanie záujmov˝ch bodov musí ma  siln˝
gradient vo vertikálnom, aj horizontálnom smere. Takûe vhodné záujmové body budú vo vöe-
obecnosti tvarované ako kruhové bloby alebo rohy. Detekovanie algoritmom Harris [6] vy-
uûíva na stanovenie rohov obrazovú autokorela nú maticu.
Formulácia detekcie rohov je zaloûená na autokorela nej matice A(x, y) , ktorá popisuje
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Ix a Iy sú parciálne derivácie I v smeroch x a y. ätruktúra okolia analyzovaného bodu
sa ur uje pomocou vlastn˝ch  ísel  1, 2 z autokorela nej matice A. Pokia  sú tieto vektory
ve mi malé, nie je v obraze ûiadny príznak detekujúci zakrivenie a oblas  je jednotná. Po-
kia  vöak je jeden z vektorov vä öí, preskúmame túto oblas . Pokia  oba nenulové vektory
sú ve ké, jedná sa o oblas  hrany. V˝po et vlastn˝ch vektorov a vlastn˝ch  ísel je ve mi
náro n˝ a preto Harrisov detektor hrán pouûíva skórovaciu funkciu ⇢ ktorá je vyjadrená
stopami namiesto hodnôt.
⇢(x, y) =  1 2   k( 1 +  2)2 = det(A(x, y))  k.trace(A(x, y))2 (2.2)
Zo získan˝ch hodnôt sa prefiltrujú hodnoty ktoré sú niûöie neû preddefinovaná hodnota
a odstránia sa.
FAST – features from accelerated segment test
Ve mi r˝chly algoritmus záujmov˝ch bodov predstavil Rosten a Drummond [17]. Tento al-
goritmus je ve mi vhodn˝ pre real-time spracovanie videa. FAST vyuûíva diskrétny kruh
okolo kandidátneho bodu. Tento bod je klasifikovan˝ ako hrana, pokia  existuje prilahl˝
oblúk pixelov dostato ného kontrastu vo i stredovému pixelu ktor˝ tvoria pixely ve kosti
minimálne 3/4 z diskrétneho kruhu. Existuje nieko ko variácií algoritmu FAST, v závislosti
od po tu pixelov v oblúku okolo stredového pixelu, napríklad FAST9, FAST12, FAST16.
Pre úpravu algoritmu FAST Rosten a Drummond aplikovali strojové u enie na základe roz-
hodovacieho stromu popisujúceho poradie pixelov˝ch oblúkov s cie om ukon i  testovanie
 o najr˝chlejöie.
Obr. 2.11: FAST12 algoritmus a detekcia rohov. Prevzaté z [16]
Algoritmus FAST12 vyuûíva okruh skladajúci sa zo 16tich pixelov si, i 2 [1..16]. Hrana
je detekovaná vtedy, ke  12 za sebou idúcich pixelov je svetlejöích alebo naopak tmavöích
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ako stredov˝ pixel na základe definovaného prahu d. Pre r˝chlejöiu detekciu môûeme najprv
detekova  pixely s1 (vrch), s9 (spodok), s13 (v avo) a s5 (vpravo). Nako ko algoritmus FAST
neur uje silu záujmového bodu, skóre ⇢ je pouûité na detekovanie svetl˝ch bodov oproti
stredovému bodu SL a tmavöích bodov oproti stredovému bodu SD:
SD = {si(x, y)|si(x, y)  I(x, y)  d}
SL = {si(x, y)|si(x, y)   I(x, y) + d}
⇢(x, y) = max(
P
si2SD |si   I(x, y)|  d,
P
si2SL |si   I(x, y)|  d)
(2.3)
KLT – Kanade-Lucas-Tomasi Tracking
Klasick˝ prístup inkrementálneho sledovania záujmov˝ch bodov je prístup od Kanade,
Lucasa a Tomasiho (KLT) [11, 20]. Algoritmus pracuje ako tracker, ktor˝ extrahuje v˝-
znamné body z po iato ného obrazu a potom ich sleduje pomocou optického toku. Sledo-
vanie má za cie  nájs  parametre zakrivenia, ktoré vznikne ako obraz nasledujúceho snímku
na vstupn˝ obraz. Zakrivenie bude  asto obmedzené na afinnú transformáciu, ktorá je do-
stato ná na modelovanie deformácie obrazovej  asti pozorovanej po malom pohybe kamery.
Pri tak˝ch mal˝ch, prírastkov˝ch pohyboch sú afinné transformácie ve mi podobné per-
spektívnym skreslením, ktoré by vöak boli ove a drahöie na v˝po et.
Five-Point Algorithm for Essential Matrix
Algoritmus slúûi na ur enie relatívneho pohybu kamery z 2-bodov˝ch koreöpondencií pod a
Nistéra [15] ktor˝ vypo íta z piatich bodov˝ch koreöpondencií. Môûeme vypo íta  rela-
tívnu polohu medzi kamerami dekompozíciou pouûitím SVD3. Optické stredy dvoch uhlov
poh adu kamery musia by  odliöné, v opa nom prípade je triangulácia neur itá. Na do-
siahnutie t˝chto cie ov musia by  systémy vyuûivajúce SLAM inicializované s odliön˝m
pohybom a neúspeöné pokia  sa kamera len otá a a nezmení polohu.
2.3 Spôsoby interakcie s 3D objektmi
Jedn˝m z hlavn˝ch problémov, ktoré rieöime v rozöírenej realite (prípadne aj vo virtuálnej
realite alebo obecne v 3D prostredí) je ten, ako s objektmi narába . Ako mapova  dostupné
vstupy na v˝stupy, objekt rotova  a pohybova . Pod a niektor˝ch dostupn˝ch ötúdií [8, 7],
kde sa autori venovali práve interakcii virtuálnych objektov na mobilnom zariadení zistíme,
ûe to,  o platilo dakedy uû teraz neplatí. Autori  lánku popisujú v˝hody vyuûitia po íta a
oproti mobilu z h adiska v˝konu alebo rozlíöenia a ve kosti obrazovky. V dneönom svete
v˝kon mobiln˝ch zariadení je na ve mi vysokej úrovni a predstavuje plnohodnotnú náhradu




Pokia  sa jedná o manipuláciu objektov napríklad na po íta i, potrebujeme mapova  vstupné
zariadenia (klávesnicu a myö) na akcie s objektmi v 3D prostredí. Po iatky takejto interakcie
môûeme  erpa  z  lánku Hacheta a kolektívu [5], kde sa autori snaûili o interakciu 3D a 2D
objektov pomocou samostatného zariadenia, ktoré sa dalo ovláda  v 6 DoF (six-axis degrees
of freedom) vi  sekcia 2.2. Toto zariadenie nazvali CAT (Control Action Table), a umoû-
 ovalo interaktivitu vo virtuálnom prostredí. Z popisu  lánku môûeme vy íta , ûe toto
zariadenie bolo ve mi efektívne a pouûite né v niektor˝ch procesoch.
V˝vojom  asu a technológií sa dostávajú na trh vo ne predajné zariadenia, ktoré slúûia
na interakciu v 3D prostredí. Jedn˝m zo známych zariadení je aj 6D myö4 vi  obrázok 2.12,
pouûívaná pri rôznych 3D softwaroch CAD.
Obr. 2.12: 6D myö od spolo nosti 3DConnexion prispôsobená na prácu so softwérom CAD.
Interakcia 3D objektov v rozöírenej realite
Pod a práce Henryssona a kolektívu z  lánku [8] navrhli nieko ko spôsobov ovládania ob-
jektov v rozöírenej realite pomocou mobilného telefónu, ke ûe sa vöak jedná o  lánok z roku
2005 a technológie boli vtedy na ove a niûöej úrovni ako sú dnes, nevieme celkom presne
posúdi   i sa jedná o relevantné informácie. V tomto  lánku popisujú interakcie v rozöíre-
nej realite pomocou tla idlového telefónu, kde interakcie sú v podobe stlá ania ovládacích
tla idiel telefónu vi  obrázok 2.13. Jedn˝m z moûn˝ch ovládaní objektov bol aj ten, kde
objekt bol neustále v relatívnej pozícii vo i mobilnému zariadeniu, t˝m pádom objekt od-
ráûal presne pohyb mobilného zariadenia v priestore. Rotácia objektov pod a tohto  lánku
je tieû prispôsobená tla idlám mobilného zariadenia a pod a toho objekt rotuje v osách
X,Y, Z. Otázkou vöak ostáva frekvencia pohybu  i rotácie objektu, teda ako ve mi a ako
 asto sa objekt po stla ení tla idla posúva alebo rotuje, prípadne citlivos  tejto interakcie.
4https://www.3dconnexion.cz/products/spacemouse/spacemouse-enterprise.html
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Obr. 2.13: Prvé pokusy manipulácie s 3D objektami v rozöírenej realite pomocou mobilného
zariadenia. Na obrázku je ukázan˝ telefón Nokia 6630 s procesorom 220Mhz. [8]
2.4 ARTable - Pracovisko podporujúce rozöírenú realitu
V˝znam a vyuûitie ARTable pracoviska
ARTable vznikol pod predstavou tvorby pracovného stolu podporujúceho roûöírenú realitu
vi  obrázok 2.14. Pojem ARTable vymyslela v˝skumná skupina Robo@FIT5 na vysokej
ökole Vysoké u ení technické v Brn . Dôleûit˝ prínos a predstava v˝znamnosti ARTable
spo íva v tom, ûe sa zameriava na malé a stredné podniky, ktoré vykonávajú ur ité druhy
jednoduch˝ch  innosti v manufaktúre, ktoré sa dajú naprogramova  [13]. Jedná sa napríklad
o rôznu v˝robu a montáû jednotliv˝ch v˝robkov. ARTable by mal umoûni  jednoducho
a efektívne pomôc  zamestnancovi robota naprogramova  a spolupracova  s ním v aka
rozöírenej realite, pri om hlavn˝ prínos a dôraz sa kladie na bezpe nos  pri práci s robotom
a jednoduchos  robota naprogramova  a spolupracova  s ním. Prototyp robota má verejne
dostupné zdrojové kódy na github 6.
Technick˝ popis pracoviska
ARTable je systém nieko k˝ch zariadení skladajúci robota PR2 umiestneného za pracovn˝m
stolom (z poh adu pracovníka) a demonötruje tak princíp kolaboratívneho robota. Pracov-
ného stola ozna eného markermi, ktoré slúûia na kalibráciu robota a jeho sú astí. Pracovn˝
stôl je obohaten˝ o dotykovú plochu. Na pracovn˝ stôl je premietané rozhranie z pro-
jektora umiestneného na stojane nad stolom. Pracovn˝ stôl slúûi ako hlav˝ zdroj vstupu
uûívate ského rozhrania s odozvou. Dotyková plocha spolu s projektorom a reproduktormi
umiestnen˝mi po bokoch stola poskytuje spä nú väzbu pre uûívate a. Systém vyuûíva 3 Ki-
necty7 umiestnené na statíve z kaûdej strany stola a na hlave robota PR2 pre detekciu
objektov umiestnen˝ch na stole a v jeho okolí. Systém vyuûíva 3 malé po íta e (Intel NUC)
pre pripojenie senzorov, projektora a dotykovej plochy. Následne sú tieto malé po íta e pri-





Obr. 2.14: Pracovisko podporujúce rozöírenú realitu ARTable vyvíjané v˝skumnou skupinou
Robo@FIT na vysokej ökole Vysoké u ení technické v Brn .
2.5 Robotick˝ opera n˝ systém
ROS je robotick˝ meta-opera n˝ systém (middleware opera ného systému) s otvoren˝m
zdrojov˝m kódom, ktor˝ poskytuje ötandardné sluûby opera ného systému, ako je napríklad
abstrakcia hardvéru, kontrola zariadení na nízkej úrovni, implementácia beûne pouûívan˝ch
funkcií, prenos správ medzi procesmi a správa balíkov. Je zaloûen˝ na architektúre grafov,
kde spracovanie prebieha v uzloch, ktoré môûu prijíma , posiela  a multiplexova  senzory,
riadenie, stav, plánovanie, pohon a  alöie. Vo vöeobecnosti spája hardvér so softvérom, ktor˝
umoû uje pokro ilé programovacie prostredie na ovládanie hardvéru s nízkou úrov ou.
ROS neposkytuje len beûné sluûby ako kaûd˝ opera n˝ systém, ako sú hardvérová ab-
strakcia, správa procesov a podobne, ale aj synchrónne a asynchrónne volania, centrálnu
databázu, konfiguráciu robotov at . Nieje závis˝ na programovacom jazyku, môûeme teda
vyuûi  programovanie v jazyku C++ alebo aj Python.
Základnou filozofiou opera ného systému ROS by sme mohli zhrnú  do t˝chto 5tich
bodov:
• Peer-To-Peer




• Zdarma a s otvoren˝m zdrojov˝m kódom
Vysvetlenie jednotliv˝ch bodov:
Peer-To-Peer: Zloûit˝ robot obsahuje nieko ko palubn˝ch po íta ov ovládajúcich kon-
krétny hardvér, rôzne základné dosky a po íta e pre zloûitejöie v˝po ty, napríklad spra-
covanie obrazu a podobne. Peer-to-peer architektúra spojená s vyrovnávacím systémom
a vyh adávacím systémom umoû uje kaûdému komponentu vies  dialóg priamo s in˝mi
synchrónnymi alebo asynchrónnymi poûiadavkami.
Mikrokernel: Namiesto zloûitého runtime prostredia je ROS navrhnut˝ pod a dizajnu mik-
rokernelu, ktor˝ pouûíva mnoûstvo mal˝ch nástrojov na prácu s ROS komponentami. Kaûd˝
príkaz je spustite n˝ a v˝hodou tohoto systému je ûe problém so spustite n˝m príkazom ne-
ovplyv uje dalöie  o prináöa to, ûe je systém robustnejöí a flexibilnejöí neû centralizované
runtime prostredie.
Viac-jazy n˝: ROS je jazykovo neutrálny a môûe by  naprogramovan˝ v rôznych jazykoch.
äpecifikácia ROS funguje na vrstve správ. Peer-to-peer pripojenia sú aplikované v XML-
RPC, ktor˝ existuje vo ve kom mnoûstve jazykov.
Úzke prepojenie: ROS vyuûíva algoritmy a nástroje v samostatne spustite n˝ch súbo-
roch. T˝m je zaistená maximálna opätovná vyuûite nos  a predovöetk˝m je zachovaná jeho
ve kos . Táto metóda robí ROS  ahko pouûite n .̋ Toto usporiadanie tieû u ah uje jednotkové
testovanie. Nakoniec ROS pouûíva kód (ovláda e a algoritmy) z in˝ch projektov s otvore-
n˝m zdrojom ako sú napríklad spracovanie obrazu pomocou OpenCV, plánovacie algoritmy
z OpenRave a podobne.
Zdarma a s otvoren˝m zdrojov˝m kódom: ROS prenáöa dáta medzi modulmi po-
mocou komunikácie medzi procesmi a tak nemusia by  moduly prepojené v rámci jediného
procesu,  ím je moûné vyuûíva  rôzne licencie.
Základné pojmy v ROS
Základn˝m princípom ROS je spustenie ve kého po tu menöích programov paralelne a za-
bezpe i  ich komunikáciu medzi sebou  i uû synchrónne alebo asynchrónne. Napríklad ROS
potrebuje dotazova  dáta zo senzorov o ur itej frekvencii – dáta z akcelerometra, teplot-
ného senzora, gyroskopu, h bkového senzora, kamier a podobne. V  alöom kroku tieto dáta
na ítava , spracováva  a odovzdáva  ich algoritmom na vykonanie prísluön˝ch operácií, na-
príklad spracovanie zvuku, zaznamenávanie priestoru a podobne, a nakoniec vykona  pohyb
motorov alebo in˝ch sú astí robota. Tento proces sa vykonáva nepretrûite a paralelne.
Niûöie popisujem koncept pouûívania ROS naz˝van˝ tieû V˝po tov˝ graf ROS.
Nodes
V systéme ROS je uzol inötanciou spustite ného súboru. Uzol môûe predstavova  algoritmus
sníma a, motora, spracovania alebo monitorovania at . Kaûd˝ uzol, ktor˝ za ne beûa ,
sa deklaruje uzlu master. To sa vráti do architektúry mikrokernelu, pri om kaûd˝ zdroj je
nezávisl˝ uzol.
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Master – hlavn˝ uzol
Master je sluûba, ktorá slúûi na deklaráciu a registráciu uzlov, ktorá umoû uje uzlom nájs 
ostatné uzly a vymie a  si dáta. Master je implementovan˝ pomocou XMLRPC 8.
Master obsahuje najviac pouûívanú sú as  nazvanú Parameter Server, ktorá je tieû im-
plementovaná pomocou XMLRPC, ktorá slúûi ako centralizovaná databáza v ktorej môûu
uzly uklada  svoje dáta a poskytova  ich in˝m sluûbám.
Topics (témy)
Téma je v podstate asynchrónna zbernica správ z uzlov. Správy, ktoré uzly posielajú sa dajú
posiela  asynchrónne pomocou topics alebo synchrónne pomocou service. Je to systém
na prenos údajov zaloûen˝ na odoberaní a publikovaní správ. Jeden alebo viacero uzlov
môûe publikova  údaje na topics a jeden alebo viacero uzlov môûe tieto údaje  íta .
Messages (správy)
Správa je zloûená dátová ötruktúra, ktorá obsahuje kombináciu primitívnych typov (zna-
kové re azce, booleovské  ísla, celé a reálne  ísla at ). Napríklad uzol predstavujúci robotov˝
servomotor zverejní svoj stav pomocou topic so správou obsahujúcou celé  íslo reprezen-
tujúce polohu motora, reálne  íslo pre svoju teplotu a r˝chlos . Popis správy je uloûen˝
v package_name/msg/myMessageType.msg. Tento súbor popisuje ötruktúru správ.
Services (sluûby)
Sluûba narozdiel od topics, ktorá je asynchrónna a sp  a in˝ druh potreby – slúûi na synch-
ronnú komunikáciu medzi dvoma uzlami. Jej vyuûitie je podobné ako pri dia kovom volaní.
Popis sluûby je uloûen˝ v adresári package_name/srv/myServiceType.srv. Tento súbor
opisuje ötruktúru údajov pre poûiadavky uzlov a odpovede.
Bags
Bags sú formáty na ukladanie a prehrávanie údajov správ. Tento mechanizmus umoû uje
napríklad zhromaû ovanie údajov meran˝ch sníma mi a následné prehrávanie to kokrát,
ko kokrát je potrebné ich simulova . Je to ve mi uûito né pre ladenie systému.
Obr. 2.15: Diagram znázor ujúci pracovanie ROS.
8https://en.wikipedia.org/wiki/XML-RPC
18
2.6 ARKit - Kniûnica pre rozöírenú realitu pre iOS
ARKit9 je kniûnica pre systém iOS ktorú predstavila firma Apple v roku 2017 spolu s prí-
chodom nového opera ného systému iOS 11. Táto kniûnica slúûi pre jednoduchöie progra-
movanie aplikácií v rozöírenej realite pre novöie iPhony a iPady.
ARKit pouûíva vizuálnu inerciálnu odometriu (angl. Visual Intertial Odometry, VIO)
na presné sledovanie okolitého sveta vi  kapitola 2.2. VIO spája údaje obraz kamery
s údajmi z kniûnice CoreMotion. Tieto dva vstupy umoû ujú zariadeniu zisti , ako sa po-
hybuje v miestnosti s vysokou presnos ou a bez  alöej kalibrácie.
ARKit beûí na procesoroch Apple A9, A10 a A11. Tieto procesory prináöajú prelo-
mov˝ v˝kon, ktor˝ umoû uje r˝chle pochopenie scény a umoû uje vám vytvori  podrobn˝
a presved iv˝ virtuálny obsah v reálnych scénach. ARKit podporuje aj vyuûitie rendrov
v aplikácii ako sú Metal, SceneKit a nástrojov tretích strán, ako napríklad Unity a Unreal
Engine.
Pomocou kniûnice ARKit na zariadení iPhone a iPad môûete analyzova  scénu zobra-
zenú v zobrazení kamery a nájs  horizontálne roviny v miestnosti. ARKit dokáûe rozpozna 
vodorovné roviny ako sú stoly a podlahy a tieû vyuûíva obraz kamery na odhadnutie celko-
vého mnoûstva svetla, ktoré je k dispozícii v scéne a uplat uje správne mnoûstvo osvetlenia
na virtuálne objekty.
Princíp fungovania ARKitu v iOS
ARKit slúûi na spracovávanie vstupn˝ch dát dostupn˝ch v kniûniciach AVFoundation a
CoreMotion znázornené na obrázku 2.16, pod a WWDC konferencie [1]. AVFoundation po-
skytuje obrazové dáta z kamery zariadenia a parametre kamery ako je napríklad ohnisková
vzdialenos , clona kamery a podobne. K tomu, aby malo zariadenie preh ad o pohybe za-
riadenia v priestore ARKitu poskytuje dáta kniûnica CoreMotion, kde sú k dispozícii údaje
o rotácii a zmene rotácie zariadenia.
K vykreslovaniu scény, ktorú máme k dispozícii môûe vyuûi  ARKit kniûnice ako sú Sce-
neView, ktorá poskytuje moûnosti vykreslovania 3D objektov, SpriteKit, ktor˝ slúûi na prácu
s 2D objektmi a Metal, ktor˝ umoû uje vytvori  vlastn˝ render.
Objekt, ktor˝ v relácii ARKitu koordinuje hlavné procesy sa naz˝va ARSession. Medzi
tieto procesy patrí uû spomínané  ítanie údajov z hardvéru sníma a pohybu zariadenia,
ovládanie vstupného fotoaparátu a vykonávanie anal˝zy obrazu na zachytávan˝ch záberoch
fotoaparátu. Referencia tohto objektu syntetizuje vöetky tieto v˝sledky na vytvorenie ko-
reöpondencie medzi skuto n˝m priestorom, kde sa zariadenie nachádza a virtuálnym pries-
torom modelovan˝m zariadením.
Spustenie relácie vyûaduje konfiguráciu. Podtriedy abstraktnej triedy ARConfiguration
ur ujú, ako ARKit sleduje polohu a pohyb zariadenia vzh adom na skuto n˝ svet a t˝m
ovplyv ujú druhy nastavenia konfigurácie, ktoré môûeme vytvori . Napríklad pouûívanie
ARWorldTrackingConfiguration konfigurácie vyuûíva zadnú kameru zariadenia, môûeme
vyuûi  hit-testing, hladanie horizontálnej plochy a poskytuje plné vyuûitie ARKitu. Zárove 
vöak môûeme overi ,  i dané zariadenie podporuje danú konfiguráciu.
9https://developer.apple.com/arkit/
19
Obr. 2.16: Princíp pracovania ARKitu v iOS aplikácii. ARKit slúûi na spracovávanie vstup-
n˝ch dát z kamery a pohybov˝ch sníma ov.[1]
Pod a obrázka 2.17 sa pomocou ARSessionConfiguration spúö a ARSession. V˝stup,
ktor˝ poskytuje ARSession je v podobe objektu ARFrame, ktor˝ poskytuje v zaznamena-
n˝ch snímkoch náh ad snímku,  asové razítko a h bkové dáta.  o sa t˝ka scény, v tomto
objekte máme prístup ku kamere, teda jej polohu vo i po iato nému súradnícovému sys-
tému, rotáciu, nastavenia a taktieû odhad zdroja svetla. ARFrame tieû umoû uje vykona  hit
test,  o je v podstate h adanie objektov v poh ade lú a z kamery do priestoru na základe
rotácie zariadenia. Pomocou hit testov môûeme zisti ,  i uûívate  mieri na dan˝ objekt alebo
aké objekty sa nechádzajú v lú i.
Obr. 2.17: Objekt ARSession sa spúö a pomocou konfigurácie a jeho v˝stupom sú ARFra-
mes.
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Odporú ania uûívate ského rozhrania pre ARKit od Apple
Apple s predstavením novej kniûnice ARKit poskytol aj odporú ania na rozhranie pre prácu
s rozöírenou realitou 10. Ke ûe rozöírená realita predstavuje zobrazenie virtuálnych objektov
nad vrstvou zobrazenia reálneho sveta na obrazovke displeja, vytvára tak ilúziu ûe dané
objekty existujú. Tieto odporú ania vedú k správnej interakcii s virtuálnymi objektami.
Niektoré druhy odporú aní, ktoré som povaûoval sa dôleûité:
Záûitok z dizajnu
• Vyuûitie celého displeja. Pohodlnejöie pre uûívate ov bude, ke  vyuûijeme to ko
miesta, ko ko máme k dispozícii pri interakcii s virtuálnymi objektmi.
• Predpokladajme, ûe  udia budú pouûíva  aplikáciu v prostrediach, ktoré
nie sú optimálne pre AR.  udia môûu otvori  aplikáciu na mieste, kde nie je ve a
priestoru na pohyb, alebo nie sú ve ké ploché plochy. Snaûme sa predvída  scenáre,
na ktoré bude aplikácia vyuûívaná.
• Vyuûíva  haptickú a zvukovú spätnú väzbu. Zvukov˝ efekt alebo pocit nárazu
je skvel˝ spôsob, ako potvrdi , ûe virtuálny objekt sa dostal do kontaktu s fyzick˝m
povrchom alebo in˝m virtuálnym objektom.
• Vûdy, pokia  je to moûné, poskytova  rady v kontexte. V praxi to znamená to,
ûe umiestnenie trojrozmerného ukazovate a okolo objetku je omnoho viac intuítivnejöie
ako zobrazova  len tla idlo s textom.
Vstup do rozöírenej reality
• Je potrebné uûívate a informova  o tom, ûe inicializácia priestoru prebehla.
Inicializa n˝ proces, po as ktorého sa vyhodnocuje okolie za ína vûdy, ke  sa apliká-
cia s rozöírenou realitou zapne. Môûe trva  aû nieko ko sekúnd. Na to, aby sme prediöli
zbyto nému zmätku pouûívate a a ur˝chlili inicializa n˝ proces treba informova  uûí-
vate a a povzbudzova  ho v preskúmaní okolia.
Vkladanie virtuálnych objektov
• Pomôc  pohopi  ako detekova  plochu a vloûi  objekt. Vizuálny indikátor,
je skvel˝ spôsob ako pokáza  na to, ûe plocha bola detekovaná a umoû uje na  u vloûi 
objekt. Pri umiest ovaní objektu by sa mal indikátor meni  pod a toho,  i je moûné
vloûi  objekt na danú pozíciu alebo nie.
• Odpoveda  na uûívate ove umiestnenie objektov okamûite. T˝m, ûe skúmanie
a mapovanie priestoru prebieha postupne nejak˝  as, je potrebné umiestni  objekt
ihne , ke  to uûívate  zadá a následne opatrne a pomaly po presnejöej detekcii plochy
tento objekt zarovnáva . Napríklad ak sa objekt umiestni pod hladinou plochy a treba
ho dosta  práve na detekovanú plochu.
• Vyhnú  sa snahe zarovnáva  vöetky objekty. Ke ûe detekcia plochy prebieha
neustále a neustále sa mení jej presnos , netreba vo vysokej miere dba  na úplne




Interakcia s virtuálnymi objektami
• Priama manipulácia s objektami. Je viac intuitívne manipulova  s objektom
priamo na obrazovke a predstavova  tak priamy dotyk s objektom, ako uûívatelovi
poskytnú  ovládacie prvky mimo objektu na kraji obrazovky a spôsobi  mu zmätok.
Treba vöak ma  na pamäti to, ûe nie vûdy je toto ovládanie lepöie a pohodlnejöie,
napríklad pri ovládaní letiaceho lietadla.
• Pouûitie ötandardn˝ch gest. Nie vûdy je rozumné vym˝öla  nové spôsoby interak-
cie a s aûova  tak uûívate ovi manipuláciu s objektami. ätandardné gestá ako naprí-
klad rotovanie objektu dvoma prstami a jeho posúvanie jedn˝m prstom je zauûívané
vo viacer˝ch aplikáciách a uûívate ovi bude tak od za iatku vöetko jasné.
• Snaha udrûa  jednoduché interakcie. Nie je vûdy jednoduché manipulova  s ob-
jektami ktoré sú v 3D priestore pomocou dotykov,  o predstavuje 2D interakciu.
Odporú a sa napríklad obmedzi  rotovanie objektu pozd û jeho stredovej osi, alebo
pohybova  s objektom len v 2 smeroch po povrchu.
• Reagova  na gestá s primeran˝m odhadom v blízkosti virtuálnych objek-
tov. Niekedy je obtiaûne manipulova  s objektmi pokia  sú ve mi malé, tenké alebo
umiestnené  alej. Treba v aplikácii zis ova   i v blízkosti dotyku existuje objekt a re-
agova  na toto gesto interakciou s dan˝m objektom. Je teda lepöie predpoklada ,
ûe uûívate  chce s dan˝m objektom pracova .
• Udrûa  pohyby objektov hladké. Objekty by nemali trhane meni  svoje miesto,
pohybova  sa v priestore sekav˝m pohybom a rôzne skáka  z miesta na miesto. Ich
pohyby by mali by  hladké a plynulé.
• Vyskúöa  dalöie metódy interakcie. Gestá nemusia predstavova  jedin˝ spôsob
ako s objektami narába . Môûeme vyuûi  napríklad aj v˝po et vzdialenosti predmetu
od kamery, pribliûovanie sa k objektu alebo polohu kamery vo i objektu. Napríklad
vyuûi  polohu telefónu vo i postave v hre, ktorá priblíûením telefónu k postave obráti
hlavu k uûívate ovi a podobne.
Zvládanie problémov
• Umoûni  uûívate ovi resetova  prostredie v ktorom pracuje. Ak uûívate  zistí,
ûe prebehla zlá detekcia prostredia alebo má pocit ûe nie o nieje v poriadku, musí mu
by  umoûnené toto detekované prostredie resetova  a za a  tak od za iatku s detekciou
prostredia.
• Navrhnú  moûné opravy, ak sa vyskytnú problémy. Anal˝za pouûívate ského
prostredia a detekcia povrchu môûe zlyha  alebo trva  príliö dlho z rôznych dôvodov
- nedostato né svetlo, nadmerne reflexn˝ povrch, povrch bez dostato n˝ch detailov
alebo príliö r˝chly pohyb kamery. Ak je aplikácia informovaná o t˝chto problémoch,
mali by sme ponúknu  návrhy na ich rieöenie – upozorni  uûívate a na zlé svetlo v okolí,
nedostato nú detekciu prostredia, r˝chly pohyb kamery a pod.
V tejto práci sa mimo iné veci zaujímam aj práve návrhom rozhrania pre manipulá-
ciu virtuálnych objektov rozöírenej realite a pokúöam sa koreöpondova  s odporú aniami
od spolo nosti Apple spolu s vlastn˝mi návrhmi.
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Kapitola 3
Návrh rieöenia aplikácie pre
ovládanie robotického ramena
V kapitole 2 uvázdzam, ûe rozöírená realita má mnoho druhov vyuûitia a mnoûstvo rôz-
nych rieöení. Musí vöak sp  a  dané poûiadavky a hlavne schopnos  pracova  v reálnom
 ase. Hlavn˝m cie om diplomovej práce bolo navrhnú  uûívate ské rozhranie pre aplikáciu
na ovládanie robotického ramena s aplikovaním rôznych metód ovládania virtuálnych ob-
jektov v rozöírenej realite. Následne na základe uûívate ského testovania ur i , ktoré druhy
ovládania sa uûívate om zdajú intuitívne, s ktor˝mi vedia pracova  a ktor˝m  astiam apli-
kácie nerozumejú.
Zobrazovacie zariadenie môûe by  mobiln˝ telefón s uhloprie kou do 6", alebo tablet,
kde obrazovky siahajú aû do ve kosti 13". Pokia  chceme, aby uûívate  disponoval s  o naj-
vä öím pracovn˝m priestorom, mal  o najlepöie moûnosti zobrazovania ovládacích prvkov
a  o najpohodlnejöie sa pohyboval so zariadením v priestore pri om by nestratil preh ad
o scéne, môûeme povaûova  mobil ako zobrazovacie zariadenie za nepouûite né vzh adom
na mnoûstvo UI prvkov ktoré sa budú na obrazovke nachádza .
Aplikácia na ovládanie robotického ramena by mala sp  a  najmä príjemne uûívate ské
rozhranie, ktoré bude v súlade napríklad s odporú aniami uûívate ského prostredia od firmy
Apple popisované v sekcii 2.6. Aplikácia bude podporova  viac módov práce s objektmi
a tvorenie pokynov pre robotické rameno. V tejto kapitole som navrhol nieko ko spôsobov
ovládania robotického ramena a da  uûívate ovi moûnos  sa rozhodnú , ako bude chcie 























Obr. 3.1: Diagram priebeh  inností v aplikácii.
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3.1 Typické vyuûitie a prínos
Typick˝m vyuûitím mojej aplikácie si môûeme predstavi  vyuûitie v menöích podnikoch, kde
pracovníci vykonávajú opakované  innosti, ktoré by sa dali automatizova  a naprogramova .
Ako príklad môûem uvies  nanáöanie lepidla po obvodoch nejakého predmetu, napríklad
kovového rámu, alebo princíp vyuûitia robota ako svojho pomocníka pri práci s  lovekom ako
je spomínané v sekcii 2.4. Pri interaktivite robota s  lovekom musíme dba  na bezpe nos ,
aby nedoölo k nehodám medzi robotom a  lovekom, ale aj na presnos  niektor˝ch operácií,
presnos  ovládania robotického ramena a naprogramovanie úkonov s t˝m spojen˝ch.
Ke ûe mnohokrát nám rozöírená realita môûe prinies  nové poh ady a dop  a  tak naöe
reálne prostredie, vieme nájs  vyuûitie aj v priemysle práve pri ovládaní robotického ramena.
Nemusí to by  nutne ovládanie objektov s ktor˝mi bude robotické rameno pracova , môûeme
si predstavi  aj zakázané zóny, kde rameno nebude ma  dosah, zóny, kde bude musie  rameno
pracova  niûöou r˝chlos ou alebo vä öou presnos ou.
 alöím z moûn˝ch spôsobov vyuûitia môûe by  pracovanie vo virtálnom priestore, ktoré
odráûa reálne pracovisko robotického ramena vzdialeného od tohto priestoru. Pracovník
bude môc  ovláda  robotické rameno mimo reálneho pracoviska, vytvára  scénu a plánova 
pohyby objektov napríklad v komfortnejöom prostredí, prípadne demonötrova  tak prácu
ramena bez potreby pouûitia reálneho pracoviska.
Rozöírená realita sa stáva sú as ou kaûdodenného ûivota a je predpoklad, ûe jej prínos
v priemysle sa odstupom  asu stane ve mi v˝znamn .̋  i uû ide o simulovanie rôznych
úkonov, ktoré robotické rameno musí vykona  alebo plánovanie t˝chto úkonov pre v˝robnú
halu, malo by to dopomôc  k zv˝öeniu efektivity práce.
 asté problémy
Pod a  lánkov od Henrysson a spol. [8, 7], naj astejöie rieöime problémy oh adom citlivosti
 i uû translácie objektov alebo rotácie. Tieto  asté úkony si vyûadujú ve kú pozornos  pri
zmene polohy  i rotácie objektu nako ko sa v priemysle  asto rieöi presnos . Tento dôleûit˝
faktor tieû do istej miery ovplyv uje spôsoby manipulácie objektov. Pri citlivosti ovláda-
nia rieöime aj to, o akú vzdialenos  alebo uhol sa má objekt rotova  a h˝ba  vzh adom
na interakciu uûívate a. Pokia  robíme s objektmi o ve kosti nieko ko centimetrov, nemô-
ûeme mapova  pohyb zariadenia v metroch a naopak. Základnou mierkou, ktorá sa pouûíva
v rozöírenej realite je mierka v metroch. Ke ûe vöak robíme v menöom priestore s menöími
objektmi ako meter, navrhol som pouûíva  centimetrovú mierku pre transláciu objektov,
ktorá bude dosta ujúca. V rotácii budú posta ova  stupne s celo íseln˝m zaokrúhelním.
Môûeme vöak uvaûova  o ru itom prichytení a nastavení rozostupu uhlov pri rotovaní na-
príklad zmena vûdy o 5 stup ov.
3.2 Poûiadavky na systém
Práca sa sústredí na vytvorenie systému pre manipuláciu s objektmi vytvoren˝mi v roz-
öírenej realite pomocou tabletu.  i uû ide o objekt typu kocka, gu a, ihlan alebo úse ka
orientovaná v 3D prostredí, kaûd˝ z t˝chto objektov má svoje vlastnosti ako vlastné vnú-
torné parametre a relatívne parametre vzh adom na scénu v rozöírenej realite.
Poûiadavkou systému a jeho k ú ovou vlastnos ou je ur enie (alebo nájdenie) vhodného
spôsobu, ako s objektom pracova  v rozöírenej realite. Vieme teda, ûe systém na prácu
s objektom by mal ma  nasledovné vlastnosti:
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Tento úkon si vyûaduje otázku, kam a ako objekt vklada . Jeden z moûn˝ch spôsobov
je riadi  pozíciou kamery vo vytvorenom virtuálnom priestore a objekt vklada  priamo
pred kameru, prípadne do nejakej vopred ur enej pozície. Pokia  vöak ide o manipuláciu
reálnych objektov robotick˝m ramenom, predpokladám, ûe dané rameno má obmedzen˝
dosah a pracuje vo vlastnej „pracovnej ploche“, teda vo vlastnom vymedzenom priestore
ktor˝m disponuje. Nechcem virtuálne objekty vklada  rôzne do prostredia a následne im
nastavova  korektnú pozíciu. Ideálne je objekt vklada  priamo na pracovnú plochu. Navrhu-
jem preto v systéme vyuûi  „virtuálnu pracovnú plochu“, ktorá bude predstavova  plochu
umiestnenú na za iatku spustenia aplikácie a v tejto ploche sa bude s objektmi pracova .
Translácia a rotácia
Po vloûení objektu chcem v systéme umoûni  ovládanie pozície a rotácie objektu tak, aby
uûívate  napríklad nestratil preh ad o tom, kde sa objekt nachádza, minimalizova  uûíva-
te ské vstupy a v neposlednom rade dba  na to, aby si vlastnou interakciou po displeji
tabletu/telefónu nebránil v prehliadaní scény na obrazovke. Navrhujem vytvorenie ovláda-
cích prvkov pre ovládanie osí X,Y, Z, pomocou ktor˝ch bude uûívate  nastavova   i sa má
objekt h˝ba  alebo nie.
Mazanie objektov
Mazanie vytvoren˝ch objektov nie je príliö  astá operácia a preto sta í len pri ozna ení
objektu ponúknu  uûívate ovi objekt zmaza . Mazanie objektu by malo uûívate ovi umoûni 
vráti  tento krok spä , prípadne eöte pred samotn˝m vymazaním objektu uûívate a vyzva 
na potvrdenie tejto akcie.
 alöie vlastnosti systému
Práca s objektmi nebude jedin˝ mód, ako ovláda  robotické rameno v tomto systéme. Na-
vrhol som do neho prida  moûnos  vytvárania trajektórií vedúcich napríklad od objektu,
k objektu, alebo tvorbu trajektórie po ur itej ploche. Toto rieöenie umoûní vytvori  pohyb
ramena za ur it˝m objektom, alebo napríklad “pritla i ” jeden objekt k druhému. Viac
o tomto móde v sekcii 3.3.
Neoddelite nou sú as ou aplikácie bude jej prepojenie s robotick˝m ramenom. Ke ûe
robotické rameno má vlastn˝ suradnicov˝ systém vo svojej pracovnej ploche a aplikácia
pracuje vo vlastnom súradnicovom systéme, bude potrebné tieto dva súradnicové systémy
zlú i  pomocou transforma nej matice. Navrhol som zmeni  súradnicov˝ systém na zaria-
dení v rozöírenej realite a prispôsobi  sa tak súradnicovému systému robotického ramena.
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Táto zmena súradnicového systému bude vykonaná po umiestnení virtuálnej pracovnej
plochy, kde plochu budem umiestnova  tak, aby zapadla svojim súradnicov˝m systémom
do súradnicového systému robotického ramena. Navrhol som, ûe po as beûania aplikácie
sa bude môc  uûívate  pripoji  k robotickému ramenu a aplikácia bude následne automa-
ticky odosiela  súradnice objektu pri jeho uchopení a pustení. Nie je potrebné odosiela  celú
trajektóriu súradníc objektu po as manipulácie s ním, v tomto prípade robotické rameno
vykoná len naplánovan˝ pohyb z bodu A do bodu B.
Uûívate  by mal vedie   i je komunikácia s robotick˝m ramenom úspeöná alebo nie.
Navrhujem preto v rozhraní, kde sa uûívate  bude pripája  na robotické rameno pomo-
cou IP adresy a portu aj jednoduché logovanie odosielan˝ch/príjiman˝ch dát. Viac o tejto
komunikácii popisujem v sekcii 3.6.
Pracovná plocha
Ako som spomínal v prechádzajúcich  astiach textu, dôleûitou sú as ou systému je aj pra-
covná plocha. Plocha, ktorá bude informova  uûívate a v akom priestore môûe pracova , ak˝
pristor a dosah má robotické rameno a aká je pozícia objektov vo i tejto pracovnej ploche.
Po as detekcie plochy je dôleûité uûívate a informova   o sa deje a aké kroky aplikácia
vykonáva. Toto navrhujem v aplikácii zna i  ako textom, tak aj intuitívne farebné vyzna e-
nie detekovanej plochy. Pri inicializácii prostredia navrhujem zobrazova   ervenú mrieûku,
ktorá bude predstavova  ve kos  detekovanej plochy. Po tom, ako bude plocha dostato ne
ve ká – minimálna ve kos  by mala by  taká, aká ve ká je pracovná plocha ARTable, mrieûka
zmení farbu na zelenú a aplikácia uûívate a informuje o tom, ûe môûe umiestni  „virtuálnu
pracovnú plochu“, teda plochu na ktorej bude pracova  a kde bude ma  robotické rameno
dosah.
3.3 Módy systému
Na základe systémov˝ch poûiadaviek na systém a predstavou ako s robotick˝m ramenom
narába  a aké úkony môûe uûívate  vyuûíva  som navrhol v aplikácii vyuûitie ötyroch rôznych
módov. Prv˝ mód bude na pridávanie, mazanie a manipuláciu s virtuálnymi objektmi.
 alöí z módov bude tvorenie a editácia pomocn˝ch rovín, ktoré budú potrebné pre dalöie
2 módy v ktor˝ch sa bude tvori  trajektória pohybu robotického ramena na základe bodov
spojen˝ch priamkami na pomocn˝ch rovinách alebo nahrávanie vo nej trajektórie. Tieto
módy ovládania popíöem podrobnejöie v tejto sekcii.
Objekty
Mód, ktor˝ tvorí jadro aplikácie pre pridávanie, mazanie a manipuláciu objektov. Pridávanie
objektov prebieha tak, ûe uûívate  stla í tla idlo plus na  avej strane obrazovky a následne
sa zobrazí ponuka dostupn˝ch objektov ktoré uûívate  môûe vytvori . Uûívate  môûe pri-
da  virtuálne objekty ako sú gu a, kocka, valec, ihlan a kuûe . Vöetky tieto objekty budú
ma  defaultnú ve kos . Po kliknutí na obrázok objektu sa objekt vytvorí s po iato n˝mi
súradnicami 0, 0, 0. Mazanie objektu je navrhnuté tak, ûe uûívate  musí mieri  na objekt
ter íkom umiestnen˝m v strede obrazovky tak, aby bol objekt ozna en˝ a následne môûe
uûívate  zmaza  objekt postrann˝m tla idlom na ktoré musí kliknú  2x. Ozna ovanie ob-
jektov teda prebieha automaticky v tomto móde t˝m, ûe uûívate  mieri na dan˝ objekt
ter íkom. To, ûe je objekt ozna en˝ znázor ujú farebné osi X,Y, Z objektu ktoré sa zobra-
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zia po jeho ozna ení. Metódy ak˝mi môûeme vytvorené objekty ovláda  sú popísané v sekcii
3.4, avöak kaûdé ovládanie objektu prebieha tak, ûe objekt s ktor˝m chceme manipulova 
musí by  ozna en˝ a následne postrann˝m  ahacím tla idlom umiestnen˝m v pravej  asti
obrazovky môûe uûívate  objekt „chyti “ a meni  jeho polohu a rotáciu dostupn˝mi me-
tódami a následne „pusti “. T˝mto  ahacím tla idlom si vie uûívate  prispôsobi  citlivos 
po as narábania s objektom  ahaním dohora (napríklad pre 1.5x zr˝chlenie) alebo do dola
(napríklad pre 0.5x spomalenie).
Pomocné roviny
Pomocné roviny budú slúûi  na vytváranie trajekórie robotického ramena. Navrhol som vy-
uûitie t˝chto pomocn˝ch rovín pre to, aby uûívate  jasne vedel kam a ako môûe uklada 
jednotlivé body trajektórií t˝m a pre jednoduchos  ukladania bodov pod ur it˝m uhlom.
Pomocné roviny sa budú pridáva  do pracovnej plochy podobne ako objekty. Uûívate ovi
sa zobrazí ponuka rovín, ktoré môûe vytvori  s vopred definovanou ve kos ou, napríklad
10⇥ 10cm, alebo 10⇥ 15cm. Manipulácia s rovinami bude taká istá ako manipulácia s vy-
tvoren˝mi objektmi a pre jednoduchöie rozoznanie pomocn˝ch rovín budú farebne odliöné
od virtuálnych objektov a mierne prieh adné. V aka pomocn˝m rovinám uûívate  bude môc 
vysklada  rôzne zakrivenú plochu, na ktorú následne bude môc  uklada  body trajektórie.
Trajektória priamkami
Pokia  uûívate  pridal do priestoru pomocné roviny, môûe na ne pridáva  body trajekó-
rie pohybu. Pre pridávanie bodov vyuûijeme ter ík umiestnen˝ v strede obrazovky, ktor˝
bude indikova  moûnos  pridania bodov t˝m, ûe jeho farba bude zelená, v opa nom prípade
 ervená. Uûívate  bude postupne vklada  body na vytvorené pomocné roviny a následne
sa body budú spája  priamkami. Uûívate  bude ma  moûnos  túto trajektóriu aj editova 
a to stla ením tla idla editácie umiestnen˝m v avo. Po stla ení tla idla editácie sa umiest-
nené body na rovinu zvä öia a zv˝raznia a uûívate  s nimi bude môc  manipulova  ako
s objektmi, teda meni  ich pozíciu, prípadne jednotlivé body zmaza .
Trajekória voln˝m pohybom
Nahrávanie vo ného pohybu je ve mi podobné vytvoreniu virtuálnej cesty a vkladá body
na pomocnú rovinu sú asne s pohybom ter íka po ploche. Uûívate ovi pri mierení ter íkom
na pomocnú rovinu je indikované, ûe môûe na plochu umiest ova  body trajektórie. Umiest-
 ovanie bodov bude prebieha  stla ením a drûaním tla idla vpravo a následn˝m pohybom
ter íka po rovine. Takto uûívate  vloûí mnoûstvo bodov naraz a v niektor˝ch prípadoch
to môûe by  r˝chlejöie ako pri vkladaní samostatn˝ch bodov.
3.4 Metódy manipulácie s virtuálnymi objektmi
Ke ûe táto práca je zameraná najmä na manipuláciu s virtuálnymi objektmi, navrhoval som
rôzne spôsoby translácie  i rotovania objektov, ktoré som následne testoval aby som sa uistil,
 i je daná metóda pouûite ná. Tieto metódy sú navrhnuté zvä öa na základe vlastnej intu-
itivity a pod a  lánku [8], v ktorom autori rieöia priamu manipuláciu objektov na základe
zmeny polohy zariadenia v priestore a rozhodol som sa túto metódu otestova . Kaûdá z niû-
öie uveden˝ch metód slúûiacich na manipuláciu objektov bude umoû ova  fixova  transláciu
alebo rotácu pre osi X,Y, Z, v aka  omu môûeme predís  zmenám v nevyûiadanom smere
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osí. Pri kaûdom po iatku rotovania alebo translácie sa uloûí po iato ná pozícia a rotácia za-
riadenia do premenn˝ch sPosition a sRotation definovan˝ch pod a ötruktúr znázornen˝ch
vo v˝pise kódu 3.1.
1 struct StartPosition {
2 var x : Float?
3 var y : Float?
4 var z : Float?
5 }
6
7 struct StartRotation {
8 var xAngle : Float?
9 var yAngle : Float?
10 var zAngle : Float?
11 }
Kód 3.1: ätruktúra uloûenia po iato nej pozície a rotácie zariadenia pri manipulácii
objektov.
Translácia – Priama manipulácia
Pod pojmom manipulácia objektu si môûeme predstavi  ovládanie objektu na základe zmeny
polohy zariadenia v priestore. Táto metóda demonötruje spôsob manipulácie s objektom sys-
témom „Drag&Drop“. Pokia  sa poloha zariadenia zmení v ur itom smere v 3D priestore
a zariadenie sa pohne z bodu A do bodu B napríklad o 10 cm, objekt sa taktieû posunie
t˝mto smerom o 10 cm v závislosti od povolen˝ch osí v ktor˝ch sa objekt môûe pohybova .
Ve kou v˝hodou tohto ovládania je, ûe virtuálny objekt priamo kopíruje pohyby zariade-
nia a uûívate  má lepöiu predstavivos  ako s objektom manipulova . Pseudokód metódy
je popísan˝ vo v˝pise kódu 3.2.
1 selectedObject . position .x += sPosition .x - cameraPosition .x
2 selectedObject . position .y += sPosition .y - cameraPosition .y
3 selectedObject . position .z += sPosition .z - cameraPosition .z
Kód 3.2: Spôsob priamej manipulácie objektov pomocou cez osi X,Y, Z s vyuûitím
po iato nej a aktuálnej pozície zariadenia.
Translácia – Tiahlo
 alöí z moûn˝ch spôsobov manipulácie s objektom je ozna en˝ (aktívny) objekt „posúva “
po jednej z osí X,Y, Z. Translácia objektu prebieha pomocou ovládacieho prvku na zmenu
citlivosti, kde namiesto citlivosti sa bude objekt pohybova  v zápornom alebo kladnom
smere o ur itú  as  v cm. Tento spôsob ovládania vie objekt posúva  len o maximálne
nieko ko centimetrov, následne musí pouûívate  preruöi  posúvanie a za a  odznova. Tento
spôsob ovládania je pomerne ve mi jednoduch˝ a intuitívny avöak ve mi pomal˝ pri pre-
súvaní objektov vo vä öej vzdialenosti. Jeho ve kou v˝hodou je to, ûe uûívate  je schopn˝
presúva  objekt ve mi presne s citlivos ou posúvania na milimetre. Pseudokód pouûitia me-
tódy je znázornen˝ vo v˝pise kódu 3.3.
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1 // sensitivityOption can be in <-2 cm , 2 cm >
2 selectedObject . position .x = sOriginalPosition .x +
sensitivityOption
Kód 3.3: Spôsob priamej manipulácie objektov pomocou cez osi X,Y, Z s vyuûitím
po iato nej a aktuálnej pozície zariadenia.
Rotácia – Pod a rotácie zariadenia
Tento spôsob rotácie objektu odráûa rotovanie zariadenia a znova si pri  om môûe uûívate 
zvoli  cez ktoré osi bude objekt rotova . Po stla ení ovládacieho prvku na ovládanie citli-
vosti sa uloûí po iato ná pozícia rotácie zariadenia a následne sa zmena rotácie zariadenia
aplikuje priamo na objekt taktieû s vyuûitím citlivosti. Pokia  vöak chceme rotova  objekt
o napríklad viac ako 40 , stane sa, ûe objekt zmizne z displeja a uûívate  nevidí  i objekt
rotuje správne. Pri manipulácii s objektmi by sme vûdy mali ma  prehlad o tom,  i sa po-
ûadovaná zmena vykonáva alebo nie. Táto metóda je vhodnejöia na presnejöie rotovanie
objektu, kde pri pouûívaní ve k˝ch uhlov nemá ve mi vyuûitie. Rieöením tohto problému je,
ûe uûívate  bude preruöova  a znovu za ína  rotáciu objektu nanovo aby mal stále objekt v
doh ade.
Rotácia – Pod a uhlu zovretého pohybom zariadenia
Táto metóda rotovania objektu funguje na základe uhlu po iato nej a koncovej pozície
zariadenia pri rotovaní objektu okolo svojej osi, teda ak˝ uhol zoviera zmena pozície za-
riadenia. Pre v˝po et uhla o ktor˝ má objekt rotova  je pouûitá kosínusová veta odvodená
zo základného tvaru – a2 = b2+ c2 2bc · cos↵. Ve kosti úse iek a, b, c vypo ítame jednodu-
cho pomocou rozdielov pozícii objektu, po iato nej a koncovej pozícii zariadenia. Princíp
metódy je na rtnut˝ na obrázku 3.2. Táto veta sa dá pouûi  pri vöetk˝ch troch smeroch
rotovania objektu a uûívate  nestráca prehlad o tom, kde sa objekt nachádza, pretoûe objekt
sa v natá a vûdy smerom k zariadeniu.
Zmena ve kosti objektu
Metóda na zmenu ve kosti objektu nie je  asto vyuûite ná no aj napriek tomu by som
ju rád dal do návrhu. Ke ûe objekty ktoré vytvárame majú nejakú predvolenú ve kos ,
umoûním tak uûívate ovi meni  ve kos  tohto objektu zmenou merítka. Pre zmenu ve kosti
bude musie  uûívate  objekt ozna i  a následne ovládacím prvkom na zmenu citlivosti bude
môc  objekt zmenöi  alebo zvä öi  v nejakom pomerovom rozsahu.
Zmena citlivosti
Niektoré operácie si vyûadujú prácu s rôznou citlivos ou. Jedná sa teda o zr˝chlen˝ pohyb
objektov alebo naopak, spomalen .̋ T˝m, ûe pracujeme v rozöírenej realite a potrebujeme
s objektmi narába  rôzne a nejde to vûdy v mierke 1 : 1 (pohyb zariadenia odráûa presne
pohyb objektu). Citlivos  pohybu objektu v priestore môûe ur ova  r˝chlos  a zárove  pres-
nos  pohybu po osách X,Y, Z. Citlivos  rotácie nám ur uje, v akom pomere objekt rotova 
vzh adom na pohyb zariadenia v priestore. V nastavovaní citlivosti môûeme rotova  objekt
napríklad priamo po ur itom stup ovom rozsahu, napríklad vûdy o 5 .
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Obr. 3.2: Jedna z metód rotovania objektu pomocou kosínusovej vety na základe zmeny
polohy zariadenia a zovretia uhla.
3.5 Navrhnuté grafické rozhranie
Uû pri návrhu GUI bolo nutné vyrieöi  problémy rozmiestnenia ovládacích prvkov apliká-
cie na základe toho, ako  asto uûívate  s jednotliv˝mi ovládacími prvkami pracuje, alebo
toho, ako tablet drûí a bude s ním manipulova . Navrhol som grafické rozhranie znázornené
na obrázku 3.3 na základe potrieb uûívate a. Toto grafické rozhranie preölo rôznymi itera -
n˝mi návrhmi k˝m sa dostalo do tejto konkrétnej podoby. Spo iatku pri návrhu som rieöil
len ovládanie virtuálnych objektov systémom „Drag&Drop“ s t˝m, ûe uûívate  mal moûnos 
len pridrûa  tla idlo na obrazovke tabletu. Toto vöak neumoû ovalo nastavenie citlivosti
ovládania virtuálneho objektu a namiesto tla idla som navrhol ovládací prvok nastavenia
citilivosti umiestneného v pravej  asti obrazovky tak, aby uûívate  mohol tento ovládací
prvok vyuûíva  stále palcom pri drûaní tabletu na öírku. Pri ovládaní objektov je potrebné,
aby uûívate  mohol prepína  pohodlne rôzne metódy ovládania objektov spomedzi translá-
cie, rotácie a zmeny merítka. Ke ûe uûívate  pokia  chce zmeni  metódu ovládania objektu
musí presta  s objektom narába  (preruöi  interakciu s tla idlom citlivosti), umiestnil som
tla idlá na zmenu metód pod ovládací prvok nastavenia citlivosti a ovládania. V pravej
 asti obrazovky sa teda nachádzajú ovládacie prvky, ktoré sa ve mi  asto vyuûívajú (naprí-
klad pokia  je uûívate  pravák, pokia  nie, grafické rozhranie vieme jednoducho „zrkadlovo“
oto i ).
Ovládacie prvky, ktoré uûívate  môûe vyuûi  pomerne  asto najmä pri zostavení scény
ktorú potrebuje sú umiestnené v  avej  asi obrazovky pre pohodlné ovládanie  av˝m palcom.
Jedná sa tak najmä o prvky vloûenia a mazania objektu do scény alebo ukon enie editácie
virtuálnej trajektórie.
Na základe poûiadaviek na systém som navrhol tla idlá, v aka ktor˝m bude uûívate 
môc  prepína  a fixova  osi X,Y, Z a povolova /zakazova  interakciu virtálneho objektu
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cez tieto osi. Tieto tla idlá som umiestnil na  avú stranu obrazovky tak, aby taktieû mohol
 av˝m palcom pomerne  asto zasahova  do ovládania t˝chto tla idiel a meni  tak ovládanie
osí.
Posledn˝mi prvkami sú tla idlá, ktoré uûívatelia budú vyuûíva  pravdepodobne najme-
nej. Sú to tla idlá, ktoré budú ma  za úlohu prepína  jednotlivé módy aplikácie. Ke ûe
zvä öia uûívate  pracuje dlhodobo v jednom móde, rozhodol som sa tieto tla idlá umiestni 
do  avého dolného rohu obrazovky tak, aby uûívate  mal stále na tieto tla idlá dosah avöak
za „ aûöích“ podmienok.
Medzi informa né prvky grafického rozhrania som navrhol vyuûitie malého ter íka umiest-
neného v strede obrazovky. ktor˝ má za úlohu informova  uûívate a o moûnom mierení
na objekt s ktor˝m môûe vykonáva  interaktivitu alebo moûnosti umiestnenia bodu trajek-
tórie. Ke ûe tento prvok by mal signalizova  moûnosti  i uûívate  môûe vykonáva  napríklad
interakciu objektu alebo nie, navrhol som aby ter ík menil farby medzi  ervenou a zele-
nou.
Obr. 3.3: Navrhnuté grafické rozhranie aplikácie s dôrazom na rozmiestnenie prvkov po stra-
nách tabletu a inuitívnom vyuûití ikon.
 alöí informa n˝ prvok, ktor˝ je ve mi v˝znamn˝ zobrazuje informácie o polohe a rotácii
objektu v osách X,Y, Z. Táto poloha je relatívna poloha vo i súradnicovému systému pra-
covnej plochy v ktorej uûívate  pracuje. Ke ûe uûívate  môûe pracova  samostatne v osách
X,Y, Z, tento informa n˝ prvok zobrazuje samostatne vzdialenosti a uhly v jednotliv˝ch
osách. Vzdialenosti sú uvedené v centimetroch a uhly v stup och a umiestnenie tohto prvku
je na vrchu v strede obrazovky tak, aby uûívate ovi neprekáûal v poh ade na scénu a tak-
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tieû aby uûívate  nemohol blokova  prsatami v˝h ad na tento prvok. Jeho vyuûitie je ve mi
v˝znamné pri nastavovaní polohy a rotácie objektov.
Ako vidie  na obrázku 3.3, návrh grafick˝ch prvkov rozhrania umoû uje uûívate ovi
prepína  módy aplikácie pre prácu s objektmi, pomocn˝mi rovinami a tvorenie trajektó-
rií. Pridáva  objekty a maza  ich. Povolova  a zakazova  pohyb a rotáciu cez osi X,Y, Z.
A vybra  si z metód manipulácie objektov.
3.6 Komunikácia s robotick˝m ramenom PR2
Aby bolo moûné robotické rameno PR2 ovláda , je nutné informácie z mobilného zariade-
nia ktoré vykonáva interakciu virtuálnych objektov nejak zdie a  s robotick˝m systémom
a vyuûi  to pre jeho ovládanie. Robotické rameno má mnoûstvo vlastn˝ch súradicov˝ch sys-
témov v ktor˝ch pracuje. Je nutné navrhnú  spôsob, ak˝m zariadenie bude odosiela  pozície
robotickému ramenu a vyreöi  prepojenie ROS 2.5 a opera ného systému iOS. V aplikácii
pracujeme v oblasti pracovnej plochy, ktorá má vlastn˝ súradnicov˝ systém a predstavuje
tak súradicov˝ systém robotického ramena, môûeme vyuûi  pozíciu objektov v osách X,Y, Z
ako pozíciu, ktorú pozná aj robotické rameno a priamo ju odosla  ramenu. Existuje vöak
viacero spôsobov, ako robotické rameno „donúti “ k pohybu, a ako mu zadáva  pozície
kam sa má dosta . Vybral som jeden z dostupn˝ch spôsobov, a to vyuûitie ActionServer-a
na robotickom ramene, ktor˝ je automaticky spusten˝ po zapnutí celého systému ARTable.
ActionServer funguje na základe klient-server komunikácie, kde klient je naöa aplikácia
v mobilnom zariadení. Klient sa pripojí na robotické rameno pomocou identifikátora be-
ûiacej akcie v ROS a môûe mu odosiela  tzv. Goals, teda úlohy, ktoré má robotické rameno
vykona .
Na obrázku 3.4 je znázornená komunikácia medzi zariadením, po íta om a robotick˝m
ramenom PR2. Pre jednoduchöie posielanie pozície a orientácie objektu som navrhol vyuûi-
tie po íta a na ktorom bude spusten˝ WebSocket server, ktor˝ bude komunikáciu medzi
zariadením a robotick˝m ramenom PR2 delegova . Tento po íta  slúûi ako master po íta 
v robotickom opera nom systéme beûiacom na ARTable popísanom v sekcii 2.4. Skript,
ktor˝ bude beûa  na po íta i bude predstavova  klienta, ktor˝ komunikuje s robotick˝m
ramenom po tom, ako získa údaje o pozícii z WebSocket servera.
Správa, ktorú odosiela zariadenie je vo formáte JSON a je znázornená vo v˝pise 3.4. Táto
správa sa odosiela vûdy, ke  uûívate  objekt „chytí“ s operáciou „TAKE“ a „pustí“ s operá-
ciou „DROP“. Po íta , na ktorom bude spusten˝ WebSocket server správu prijme a pokúsi
sa ju rozparsova  a vytvori  ötruktúru pozície a orientácie v dátovom type pre robotické
rameno. V ROS sa vyuûíva dátov˝ typ PoseStamped, ktor˝ má nastavitelné parametre ako










Obr. 3.4: Diagram komunikácie aplikácie spolu s robotick˝m ramenom PR2, posielanie
operácie, pozície a rotácie robotickému ramenu.
Po vytvorení premennej s údajmi o pozícii a rotácii ramena sa táto správa odoöle ako cie 
vo vytvorenom ActionClientovi ktor˝ komunikuje s ActionServer na robotickom ramene.
Nev˝hodou tejto komunikácie je práve to, ûe robotické rameno  asto krát vyhodnotí danú
pozíciu tak, ûe sa do nej nedostane a preto uûívate  musí vyuûíva  zobrazenie logovania
odpovedí zo servera,  i sa dan˝ cie  podarí dosiahnu .
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13 " operation ":"TAKE"
14 }
Kód 3.4: Návrh ötruktúry správy ktorú bude posiela  zariadenie po íta u pre pozíciu,





Experimentálna aplikácia bude slúûi  na testovanie rôznych módov ovládania manipulácie
objektov v rozöírenej realite. Implementoval som do aplikácie metódy ovládania objektov,
ktoré som popisoval v kapitole 3 aby som tak demonötroval ich vyuûite nos  ktorú následne
otestujem v nasledujúcej kapitole. V tejto kapitole popíöem na akom zariadení budem ap-
likáciu vyvíja , ötruktúru implementácie a niektoré implementa né detaily oh adom apliko-
vanie rôznych módov a metód v aplikácii.
4.1 Technick˝ popis a realizácia
Experimentálny systém pre ovládanie virtuálnych objektov pomocou tabletu som sa roz-
hodol vytvori  v opera nom systéme iOS, ktor˝ od verzie 11 podporuje kniûiciu rozöírenej
reality od Apple nazvanú ARKit vi  sekcia 2.6 v programovacom jazyku Swift. Zariadenie,
na ktorom bude aplikácia vyvíjaná je Apple iPad 5th generation s uhloprie kou 10". ARKit
umoû uje pohodlne a presne pracova  v priestore v rozöírenej realite a vyuûíva technológiu
pomenovanú ako Visual Inertial Odometry popísanú viac v sekcii 2.2. Ide o detekciu pries-
toru na základe detekovania v˝znamn˝ch bodov zo vstupu a kombinovaním údajov  idiel
z telefónu ako je gyroskop, akcelerometer a pod.
ARKit podporuje rozoznávanie vodorovnej plochy a zo systémov˝ch poûiadaviek v ná-
vrhu plynie, ûe je potrebné si na za iatku umiestni  vlasnú pracovnú plochu ramena.
Po spustení aplikácie ARKitom sa inicializuje prostredie, kde je potrebné pohybova  so za-
riadením po okolí. Po detekcii prostredia je moûné vyûiada  detekciu vodorovn˝ch plôch
tak, aby sme získali dostato ne ve kú plochu na umiestnenie virtuálnej pracovnej plochy
ramena.
Po detekcii priestoru sa umiestni po iato n˝ súradnicov˝ systém na základe polohy
telefónu. V tomto súradnicovom systéme môûeme pracova  s objektmi pomocou známych
parametrov osí X,Y, Z. Súradnice, vzh adom k objektu, sú v ARKite vedené v metrovej
mierke. Vöetky prvky ktoré vkladáme do virtuálneho priestoru vyuûívajú tzv uzly. Uzly
na seba nadväzujú a ich pozície sú relatívne k rodi ovskému uzlu. V aka tomu je moûné
sem po pridaní pracovnej plochy vklada  objekty, na základe relatívnej pozície, vo i uzlu
danej plochy. Uzly majú teda vlastnú pozíciu X,Y, Z a aj rotáciu pomocou t˝chto osí.
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ARKit poskytuje v reálnom  ase údaje o pohybe zariadenia v priestore, jeho pozíciu
a rotáciu. V aka t˝mto údajom vieme s objektmi manipulova  presne pod a pohybu a rotácie
zariadenia.
ätruktúra implementácie
V aplikácii vyuûívam dostupné API kniûnice ARKit a implementujem vlastné triedy pre in-
terakciu s objektmi, mapovanie vstupov, uloûenie vytvoren˝ch objektov, prácu s virtuálnymi
trajektóriami a pod. Hlavné a k ú ové  asti aplikácie pre rieöenie jednotliv˝ch problémov
sú:
• Spustenie aplikácie a umiestnenie pracovnej plochy – Rieöi nastavenie ARSession
pomocou konfigurácie ARWorldTrackingConfiguration v triede ViewController.
• Vytváranie vöetk˝ch virtuálnych objektov – Vytvorená trieda WSVirtualObjects,
ktorá je vytvorená ako singleton a poskytuje vytvorenie objektu, mazanie objektu, vy-
tvorenie virtuálnych trajektórií a ich editáciu, uloûenie pomocn˝ch rovín a iné.
• Manipulácia s virtuálnymi objektmi – Trieda nazvaná VirtualObjectInteraction,
ktorá umoû uje veökerú interakciu s virtuálnymi objektmi, ich transláciu, rotáciu,
zmenu merítka, sú v nej implementované metódy ovládania objektov, ozna ovanie
objektov a vyh adávanie objektov na základe hitTest metódy.
• Grafické prvky rozhrania – Grafické prvky rozhrania sú rozdelené do jednotli-
v˝ch  astí pre ovládanie módov, metód, osí, citlovosti a podobne. Vöetky tieto roz-
hrania sú navrhnuté grafickom editore s príponou .xib. Sú to napríklad rozhrania
InteractionMovementModeView.xib pre ovládanie metód interakcie,
InteractionAxisOptionsView.xib pre ovládanie osí X,Y, Z, a  alöie.
• Komunikácia s WebSocket – V triede SocketClientSingleton implementujem
jednoduch˝ WebSocket klient, ktor˝ sa pripojí na danú IP adresu a port a následne
odosiela prijmané pozície objektu z triedy VirtualObjectInteraction s vyuûitím
bu era na odosielanie.
4.2 Súradnicov˝ systém a pracovná plocha
Kaûdé prvotné spustenie aplikácie  i uû z pozadia alebo nie, musí vykona  detekciu a vyh a-
dávanie vodorovnej dostato ne ve kej plochy pre naöu prácu. Detekovanie pracovnej plochy
vykonáva ARKit sám na základe konfigurácie uloûenej
v ARWorldTrackingSessionConfiguration pomocou premennej planeDetection. Nasta-
venie detekcie horizontálnej plochy a inicializáciu ARKitu pomocou ARSeession prebieha
pri spustení aplikácie po nastavení ve kosti pracovnej plochy.
Po umiestnení virtuálnej pracovnej plochy sa pomo ou transforma nej matice nastaví
globálny súradnicov˝ systém do  avého dolného rohu plochy.Nako ko ARKit môûe detekova 
plochu o rôznej ve kosti s rôznym nato ením, spravil som moûnos  rotácie pracovnej plo-
chy gestami pre správne umiestnenie plochy pod a potreby so znázornen˝m súradnicov˝m
systémom.
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Obr. 4.1: Na obrázku v avo je znázornené umiest ovanie pracovnej plochy (aktívne pul-
zovanie  ervenej farby) do detekovaného priestoru (zelená mrieûka). Na obrázku vpravo
je umiestnená pracovná plocha o rozmere 20 ⇥ 30cm spolu s nastavením súradnícového
systému.
1 // Get transformation matrix & change X,Z position to left -
bottom corner of Working Space
2 var worldTransform = workingSpace . simdWorldTransform
3 worldTransform . columns .3.x -= Float( DefaultValues . shared .
workingSpaceSize .width / 200)
4 worldTransform . columns .3.z += Float( DefaultValues . shared .
workingSpaceSize . height / 200)
5
6 self. sceneView . session . setWorldOrigin ( relativeTransform :
worldTransform )
Kód 4.1: Nastavenie súradicového systému pod a umiestnenej pracovnej plochy v priestore
a vyuûitia transforma nej matice.
4.3 Implementácia módov systému
Ako som popisoval v návrhu aplikácie, systém sa skladá zo ötyroch hlavn˝ch módov apli-
kácie. Je to mód pre ovládanie virtuálnych objektov, mód na prácu s pomocn˝mi rovinami
a dva módy na tvorbu trajektórie robotického ramena. Kaûd˝ tento mód v aktívnom stave
má mierne pozmené grafické rozhranie oproti návrhu, kde skryjem nepotrebné prvky a zo-
brazím tie, ktoré bude mód vyuûíva . Niûöie zobrazujem implementovan˝ stav uûívate ského
rozhrania pri pouûívaní dan˝ch módov.
Na obrázku 4.2 a 4.3 je znázornené implementované uûívate ské rozhranie spolu s do-
sutpn˝mi objektmi ktoré môûe uûívate  vytvori , dostpn˝mi dvoma metódami pre transláciu
objektu, dvoma metódami rotácie objektu a metódu pre zmenu merítka objektu. Podrob-
nejöí popis implementácie t˝chto metód je popísan˝ v sekcii 4.4. Mód ovládania objektov
má nad tla idlami metódami ovládania objektov polohovacie tla idlo na zmenu citlivosti pri
manipulácii s objektom. Na t˝chto obrázkoch vidie  aj zelenú signalizáciu nájdenia objektu
v ter íku, a zobrazenie osí X,Y, Z ozna eného objektu.
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Obr. 4.2: Grafické rozhranie aplikácie pri pridávanie virtuálneho objektu v móde manipu-
lácie objektov.
Obr. 4.3: Mód manipulácie objektov, ktor˝ obsahuje 2 rôzne spôsoby translácie objektu, 2
spôsoby rotácie obejktu a mód pre zmenu merítka objektu.
H adanie objektov sa realizuje pomocou metódy hitTest(_:types:). Metóda sa volá
zakaûd˝m ke  renderer deleguje ARFrame popísan˝ v sekcii ?? do triedy
VirtualObjectsInteraction,  o umoû uje neustále preh adáva  priestor na ktor˝ sa uûí-
vate  pozerá a h ada  v  om objekty záujmu.
Pri móde pridávania a manipulácie s pomocn˝mi rovinami sa v grafickom rozhraní
prvky nemenia – s pomocn˝mi rovinami pracujeme tak isto ako s virtuálnymi objektmi
s t˝m rozdielom, ûe môûeme namiesto pridania virtuálnych objektov do priestoru prida 
pomocné roviny vi  obrázok 4.4.
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Obr. 4.4: Grafické rozhranie aplikácie pri pomocn˝ch rovín do priestoru s preddefinovan˝mi
ve kos ami.
Tvorba virtuálnej trajektórie pomocou bodov spojen˝ch priamkou je vytvorená ako
zoznam s po iato n˝m a koncov˝m bodom v priestore a ich spojnicou, znázornené vo v˝pise
4.2. CustomSCNNode je vytvoren˝ vlastná trieda pre vytvorenie uzla v ARKite, ktorá dedí
vlastnosti z triedy SCNNode.
1 public struct PathPoint {
2 var startPoint : CustomSCNNode !
3 var endPoint : CustomSCNNode ?
4 var line : CustomSCNNode ?
5 }
Kód 4.2: ätruktúra jedného bodu zoznamu pre tvorenie vlastnej trajektórie pomocou
priamiek.
Pri editácii virtuálnej trajektórie môûe uûívate  s bodmi manipulova  tak, ako pri ma-
nipulácii virtuálnych objektov. Na obrázkoch 4.5 a 4.6 je znázornené grafické rozhranie
aplikácie pri módoch trajektórie vo n˝m pohybom a trajekórii pomocou priamiek.
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Obr. 4.5: Grafické rozhranie aplikácie pri tvorbe trajekórie pomocou bodov spojen˝ch priam-
kami.  ierne tla idlo vytvára novú trajektóriu do ktorej následne zelen˝m tla idlom plus
môûe uûívate  pridáva  body. Modr˝m tla idlom uûívate  aktivuje mód editácie trajektórie.
Obr. 4.6: Grafické rozhranie aplikácie pri tvorbe trajektórie vo n˝m pohybom. Posta uje
jedno tla idlo, ktoré spustí a vypne nahrávanie vo ného pohybu po as ktorého sa vkladajú
body na pomocnú rovinu.
4.4 Implementácia metód pre manipuláciu virutálnych ob-
jektov
Ke ûe ARKit (2.6) poskytuje údaje polohy zariadenia v súradnicovom systéme, orientácie
a rotácie zariadenia v reálnom  ase pomocou ARFrame, implementované metódy vyuûívajú
vöetky tieto údaje k svojej funk nosti. Pri za atí manipulácie s objektmi sa uloûí aktuálna
poloha zariadenia do ötruktúr sPosition a sRotation znázornen˝ch vo v˝pise 3.1.
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Implementácia metódy priamej manipulácie
Priama manipulácia objektu mapuje pohyb zariadenia v priestore s vyuûitím citlivosti (hod-
noty premennej mSensitivity), aplikovanie tejto metódy pre os X (mAxisOpt.x) s aktu-
alizovaním po iato nej pozície zariadenia (sPostion.x) je znázornené na v˝pise 4.3.
1 if mAxisOpt .x == true && sPosition .x != nil {
2 let value = ( sPosition .x - cameraPosition .x) * mSensitivity
3 selectedObject . position .x -= value
4 sPosition .x = cameraPosition .x
5 }
Kód 4.3:  as  kódu pre priamu manipuláciu objektu pre os X s vyuûitím citlivosti ovládania.
Implementácia metódy tiahla
Metóda tiahla je jednoduchá metóda ovládania pohybu, ktorá upravuje pozíciu objektu
v kladnom alebo zápornom smere cez jednu aktívnu os z osí X,Y, Z. Aplikovanú metódu
vidie  vo v˝pise 4.4.
1 // adjust for centimetres and positive / negative value
2 let movingIn = ( mSensitivity - 1) / 100
3
4 if mAxisOpt .x == true {
5 selectedObject . position .x = sPosition .x + movingIn
6 }
Kód 4.4:  as  kódu pre priamu manipuláciu objektu pre os X.
Implementácia metódy rotácie pomocou zariadenia
Spolu s aktualizovaním priestoru a vyuûitím rotácie zariadenia z objektu ARFrame vieme
ur i  o akú hodnotu zariadenie rotovalo v ur itom smere a následne túto rotáciu apliko-
va  priamo na objekt. Jedná sa o ve mi podobnú metódu mapovania dostupn˝ch vstupov
na objekt (znázornenú vo v˝pise 4.5 ako pri priamej manipulácii s objektom. Objekt ro-
tuje pomocou rozdielu uhlov v po iato nom stave zariadenia sRotation a aktuálnom stave
zariadenia cameraRotation s vyuûitím citlivosti mSensitivity.
1 if mAxisOpt .x == true && sRotation . xAngle != nil {
2 selectedObject . eulerAngles .x -= ( sRotation . xAngle -
cameraRotation .x) * mSensitivity
3 sRotation . xAngle = cameraRotation !.x
4 }
Kód 4.5:  as  kódu ktorá ukazuje mapovanie zmeny rotácie zariadenia na objekt a t˝m
vytvára rotáciu objektu cez os X.
Implementácia metódy rotovania pomocou kosínusovej vety
Algoritmus metódy vypo íta ve kosti úse iek vo vytvorenom trojuholníku pozostávajúceho
z polohy objektu, ötartovacej a aktuálnej pozície zariadenia pomocou pytagorovej vety.
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Po vypo ítaní úse iek vypo íta uhol funkcia calculateAngle(a, b, c) znázornená vo v˝-
pise kódu 4.6, ktorá vracia ve kos  vypo ítaného uhla pomocou kosínusovej vety. Tento uhol
sa mapuje priamo na virtuálny objekt.
1 // Calculate angle by cosinus sentence
2 func calculateAngle ( size_A a : Double , size_B b : Double ,
size_C c : Double ) -> Float {
3 let top = a*a + b*b - c*c
4 let bottom = 2 * a * b
5 let result = top / bottom
6 return Float (acos( result ))
7 }





Navrhnuté postupy je nutné otestova  a vyhodnoti  na úlohách s reálnymi uûívate mi. Po-
píöem faktory testovania, ktoré k ú ové veci bolo dôleûité testovaním sledova , testovaciu
scénu ktorú uûívatelia mali vysklada  a na záver zhodnotím testovanie spolu s pozorovaním
uûívate ov ktor˝ aplikáciu skúöali na konferencii Excel@FIT.
5.1 Popis a faktory testovania na uûívate och
V prvom rade som chcel zisti  mierne nedostatky a nefunk nosti aplikácie. Nebolo to vöak
aû tak dôleûité zis ova , no poslúûilo to na testovanie metód manipulácie z h adiska funk -
nosti. Testovaním na pouûívate och som zis oval to, ako uûívatelia s aplikáciou pracujú, od
jej zapnutia, detekciu scény a následnú manipuláciu s objektmi, pomocn˝mi rovinami a tra-
jektóriami. Po as testovania metód sa nám naskytne moûnos  nov˝ch poh adov na prácu
s virtuálnymi objekmi, alebo moûnos  zisti  ktoré  innosti sú v aplikácii nejasné, prípadne
ktoré ovládacie prvky sú zle umiestnené.
Faktory testovania
Dôleûité faktory, ktoré chcem na uûívate och sledova  sú tie, ako s dan˝mi objektmi ma-
nipulujú. Porovna  si metódy zaobchádzania s objektmi, translácie a rotácie z h adiska
faktorov ako sú presnos , r˝chlos , zrozumite nos . Potvrdi  alebo vyvráti  navrhovanie
metód z kapitoly návrhu. A v neposlednom rade samozrejme ako aplikácia pôsobí na uûí-
vate a,  i rozumie UI prvkom a ich rozloûením, správnemu drûaniu tabletu alebo v˝znam
pomocn˝ch rovín a trajektórií.
Navrhujem mera  to, ako uûívate  rozumie grafickému rozhraniu  ist˝m pozorovaním uûí-
vate a ako s aplikáciou pracuje, ako zariadenie drûí a  i grafické ovládacie prvky vie pohodlne
ovláda . Pre vyhodnotenie grafického rozhrania sa budem uûívate ov p˝ta ,  i grafickému
rozhraniu rozumeli a ktoré prvky grafického rozhrania sú pre nich nezrozumite né.  alej
by som chcel otestova  metódy manipulácie objektov pribliûn˝m meraním d ûky nastavenia
translácie a rotácie objektu a pozorova , ako sa s danou metódou uûívate ovi pracuje.
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Priebeh testovania a testovacia scéna
Testovanie rozdelím do dvoch  astí, kde v prvej  asti testovania poskytnem uûívate ovi
tablet so spustenou aplikáciou a následne budem sledova  to, ako bude ovládacie prvky
vyuûíva  a ako s nimi bude narába . Touto  as ou testovania sa zamerám na zrozumite nos 
uûívate ského rozhrania a aplikácie ako celku.
Druhou  as ou testovania je zostavenie testovacej scény pod a predlohy ktorú uûívate 
uvidí. Uûívate ovi poviem, ktoré ovládacie prvky na  o slúûia. Testovaciu scénu som zosta-
vil z nieko k˝ch virtuálnych objektov, troch pomocn˝ch rovín umiestnen˝ch tak, aby boli
jednou hranou spojené a pomocná rovina v strede bola naklonená o ur it˝ uhol v jednej
osi a virtuálnych trajektórií umiestnen˝ch na tieto pomocné roviny, vi  obrázok 5.1. Touto
 as ou testovania sa budem snaûi  testova  navrhnuté metódy ovládania objektov, ktoré
uûívate  bude musie  vyuûi  pri vytváraní scény.
Obr. 5.1: Testovacia scéna, ktorú uûívate  musel vysklada . Scéna vyuûíva moûnosti narába-
nia s objektmi, pomocn˝mi rovinami a tvorenie trajektórie. Testovaním sledujem efektivitu
navrhnut˝ch metód ovládania virtuálnych objektov.
5.2 Testovanie
Testovanie prvej  asti bolo vykonané po as ötudentskej konferencie Excel@FIT1 na pribliûne
30tich uûívate och, ktorí mali záujem si aplikáciu vyskúöa . V drhej  asti testovania mali
uûívatelia za ú el vysklada  scénu pod a predlohy a testova  tak navrhnuté metódy.
Porozumenie GUI
Pri práci s aplikáciou som pozoroval, ako uûívate  s grafick˝m rozhraním aplikácie pra-
cuje. Toto testovanie som pozoroval pri oboch skupinách uûívate ov, a dal vä öiu prioritu
na odozvu od uûívate ov, ktor˝m som grafické rozhranie aplikácie nevysvetloval podrobne.
Prekvapilo ma, ûe uûívatelia ktor˝m som grafické rozhranie aplikácie popísal s ním vedeli
okamûite pracova  bez vä öích problémov. Uûívatelia, ktor˝m som aplikáciu nepredstavoval
1http://excel.fit.vutbr.cz
44
mali vûdy tendenciu preklika  tla idlá módov a metód so systémom „ o to spraví, ke 
to stla ím?“. Niektorí uûívatelia vöak mali vûdy potrebu vyuûíva  dotykov˝ displej tabletu
a stlá a  rôzne po obrazovke tam, kde bola umiestnená pracovná plocha aby napríklad
umiestnili na plochu objekt.
Manipulácia objektov
Uûívate om v prvej  asti testovania som metódy manipulácie nijak nevysvetloval a pozo-
roval, ako budú s objektmi manipulova . Ke ûe ûiadny z uûívate ov nevedel, aké metódy
manipulácie sú dostupné, riadil sa intuitívnym postupom na základe vlastného uváûenia.
Vä öina  udí sa vûdy snaûila pohnú  s objektom vykonaním rotácie zariadenia a mala tak
predstavu pripnutého objektu k zariadeniu a po rotácii zariadenia o akávali, ûe objekt
sa premiestni tam, kde ukazuje ter ík umiestnen˝ v strede displeja. Po odskúöaní dostup-
n˝ch metód manipulácie uûívatelia testovali ich vyuûitelnos .
Metóda priamej manipulácie bola pre  udí zvä öa intuitívna po vysvetlení, ako
funguje, ûe objekt odráûa presne pohyb zariadenia. Pri tejto metóde uûívatelia nechápali
celkom v˝znam vyuûitia fixácií osi X,Y, Z, ke ûe po zvolení metódy sú vöetky 3 osi de-
aktivované a objekt sa pri manipulácii neh˝be. Po aktivovaní osí X,Y, Z uûívatelia skúöali
h˝ba  s objektom na základe zmeny polohy zariadenia v priestore, avöak vôbec nevyuûívali
prvok citlivosti. Aû po vysvetlení, ako prvok na ovládanie citlivosti funguje sa ho snaûili nie-
ko ko krát pouûi  vrámci testovania pohybu objektu. Uûívatelia vyuûívali túto metódu skôr
k ve k˝m pohybom objektu o nieko ko desiatok centimetrov a ke  mali za úlohu jemnejöie
narába  s objektom, vyuûili radöej metódu tiahla popísanú  alej.
Metóda tiahla je metóda, ktorá vykonáva transláciu objektu len do nieko ko centimet-
rov v kladnom/zápornom smere s presnos ou na milimetre a vyuûíva na tento pohyb len
zmenu polohy prvku na ovládanie citlivosti. Túto metódu si uûívatelia volili na presnejöie
ovládanie objektu a o mierne posuny pod a jednej z aktivovan˝ch osí.
Rotovanie objektu pomocou kosínusovej vety bola metóda, ktorá sa mi zdala
ve mi intuitívna, avöak pre uûívate ov to pôsobilo práve naopak. Uûívatelia nevedeli, pod a
ktorej z osí bude objekt rotova  a ch˝balo im nejaké vyzna enie tejto rotácie.  o vöak
uûívatelia ocenili bolo to, ûe po aktivovaní vöetk˝ch 3 osí sa objekt natá al vûdy smerom
k polohe zariadenia a boli schopní tak objekt rotova  aj napríklad o viac ako 40 .  o sa t˝ka
presnosti nastavenia uhlov objektu, uûívatelia vedeli narába  s ovládacím prvkom citlivosti
a „zjem ova “ tak rotáciu objektu na poûadované hodnoty.
Rotovanie objektu pomocou rotácie zariadenia bola pre uûívate ov ve mi intu-
itívna metóda, ke ûe hne  zo za iatku mali tendenciu s objektom rotova  na základe ro-
tácie zariadenia ako napríklad v hrách alebo in˝ch aplikáciách. Pre presnejöie nastavenie
poûadovaného uhla vyuûívali uûívatelia taktieû nastavenie citlivosti a metóda im nespôso-
bovala ûiadne problémy v ovládaní. Jedinou nev˝hodou, ktorú uûívatelia povaûovali za dos 
podstatnú bolo to, ûe pri rotovaní naraz o vä öí uhol mohol objekt zmiznú  z obrazovky za-
riadenia a uûívate  tak stratil prehlad o tom,  i objekt rotuje správne. Toto sa vöak podarilo
do istej miery vyrieöi  t˝m, ûe uûívatelia vyuûili nastavenie citlivosti rotácie alebo rotáciu
vykonávali na viac krát.
Zmena merítka objektu si nevyûadovala ve kú pozornos  nako ko táto metóda bola
pre vöetk˝ch uûívate ov úplne intuitívna a pochopite ná na prv˝ krát.
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Pomocné roviny a trajektórie
Uûívatelia, ktorí nevedeli na  o pomocné roviny v aplikácii slúûia bádali, ako body tra-
jektórie uklada  napríklad na pracovnú plochu. Tento mnou navrhnut˝ spôsob vyuûitia
pomocn˝ch rovín bolo potrebné uûívate om vysvetli . Po vysvetlení ako pomocné roviny
prida  a na  o slúûia vedeli uûívatelia plnohnodnotne s nimi pracova  ako pri manipulácii
objektov a vyuûívali vöetky metódy manipulácie v aka ktor˝m pomocné roviny nastavili
pod a predlohy scény ktorú mali zostavi . Zaujímavé vöak bolo sledova  ako si poradia s ro-
táciou pomocnej roviny. Takmer vöetci uûívatelia si vybrali metódu rotovania zariadenia
a nie metódu s vyuûitím kosínusovej vety, nako ko sa im táto metóda zdala intuitívnej-
öia a jednoduchöia. Uûívatelia následne pridávali trajektóriu pomocou bodov umiestnen˝ch
na pracovné roviny a nahrávaním vo ného pohybu s  ím nemali vä öí problém. Ve mi oce-
nili vyuûitie ter íka pri ukladaní bodov a taktieû jednoduchos  pridávania nov˝ch trajektórií
na pomocné roviny.
Zhodnotenie metód
Na základe pozorovania a slovnej odozvy od uûívate ov som vytvoril tabu ku 5.1 popisujúcu
vyuûitie jednotliv˝ch metód na rôzne spôsoby ovládania. V tabu ke zhodnocujem metódy
pod a toho, ako uûívatelia ohodnotili ich vyuûite nos  z h adiska ve k˝ch prírastkov trans-









prírastky Áno Nie Áno Nie
presnejöie
ovládanie Nie Áno Nie Áno
intuitívna
metóda Áno Áno Nie Áno
Tabu ka 5.1: Tabu ka porovnáva navrhnuté metódy translácie a rotácie objektov na základe
uûívat ského testovania.
Navrhnuté metódy ktoré uûívatelia testovali by pôsobili úplne inak, pokia  by som v ap-
likácii nenavrhol prvok na ovládanie citlivosti manipulácie. Tento ovládací prvok umoû uje
takmer vo vöetk˝ch prípadoch r˝chlejöie narábanie s objektom a stáva sa dôleûitou sú as ou
uûívate ského rozhrania aplikácie.
Metóda priamej manipuláce nebola vyhodnotená ako metóda, ktorá by slúûila na
presnejöie ovládanie objektu, aj ke  sa dá s touto metódou pomerne presne pracova .  alöia
metóda na transláciu objektu umoû ovala tiahlom meni  polohu objektu v jednom smere
po aktívnej osi a tak nie je vhodná na ve ké prírastky pohybu, táto metóda je vöak presnej-
öia pri nastavovaní rôznych detailov polohy objektu. Metóda rotácie pomocou kosínusovej
vety umoû uje ve ké prírastky rotácie na základe zmeny polohy zariadenia pri narábaní
s objektom, no uûívatelia ju vyhodnotili ako skôr nepouûite nú neû pouûite nú. Najlepöie
na tom obstála metóda rotácie objektu pomocou rotácie zariadenia, kde uûívatelia
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vedeli túto metódu intuitívne automaticky pouûi  nako ko takéto ovládanie je dos  pouûí-
vané v hrách na mobiln˝ch zariadeniach a in˝ch aplikáciách. Nev˝hodou tejto metódy
je, ûe pokia  chce uûívate  rotova  objekt o vä öí uhol, je dos  pravdepodobné, ûe mu tento
objekt zmizne z doh adu a nebude tak môc  kontrolova  cel˝ kontext rotovania. Taktieû nie
je moc pohodlné rotova  objekt o vä öie uhly rotovaním zariadenia nako ko uûívate  stráca
úplne prehlad o scéne.
5.3 Zhodnotenie testovania
Testovanie aplikácie by som hodnotil ve mi pozitívne nako ko som získal lepöí poh ad na to,
ako manipuláciu s objektmi vidia uûívatelia. Z metód ktoré som navrhol a v aplikácii im-
plementoval by som povaûoval vöetky za vyuûite né avöak niektoré menej, niektoré viac. Pri
priamej manipulácii objektov uûívate om vyhovovalo to, ûe objekt odráûa pohyb zariadenia
a vedeli s touto metódou okamûite pracova  aj s vyuûitím citlivosti. Metóda tiahla si nenaöla
aû také v˝znamené vyuûitie nako ko uûívatelia vedeli doladi  miernu presnos  aj pomocou
metódy priamej manipulácie. Rotovanie objektov pomocou zmeny zariadenia v priestore
je metóda, ktorú uûívatelia neradi vyuûívajú a namiesto toho rotovali objekt priamo rotá-
ciou zariadenia. Priama rotácia zariadenia nesie hlavnú nev˝hodu v tom, ûe sa objekt stratí
z doh adu pri vä öom nastavovaní uhla a uûívate  tak stráca prehlad o tom,  i objekt rotuje
správne. Toto sa dá vöak vykompenzova  t˝m, ûe uûívate  bude preruöova  rotáciu alebo
vyuûíva  ovládací prvok na citlivos .
 o sa t˝ka pomocn˝ch rovín, uûívatelia s nimi nemali problém manipulova  ke ûe sa jed-
nalo o tie isté spôsoby manipulácie ako pri virtuálnych objektoch. Následne uûívatelia mohli
pridáva  na pomocné roviny body trajektórie ve n˝m pohybom alebo bodov spojen˝ch
priamkami. Oba tieto spôsoby tvorenia trajektórie boli pre uûívate ov intuitívne a ter ík
umiestnen˝ v strede obrazovky im dal spätnú väzbu kde môûu body trajektórie pohybu
uklada .
Aj napriek tomu, ûe testovanie neprebehlo na ve kej vzorke uûívate ov a vöetci uûívate-
lia boli technicky zdatní (jednalo sa o ötudentov alebo pracovníkov vysokej ökoly Vysoké
u ení technické v Brn ), získal som mnoûstvo pozitívnych informácií ktoré by sa dali vyuûi 




Cie om diplomovej práce bolo navrhnutie a vytvorenie spôsobov ovládania virtuálnych ob-
jektov v rozöírenej realite. Práca predstavuje rozöírenú realitu z poh adu pouûite nosti v exis-
tujúcich rieöeniach a nové technológie v aka ktor˝m môûeme programova  aplikácie pod-
porujúce rozöírenú realitu na mobiln˝ch zariadeniach. Bolo potrebné navrhnú  metódy ma-
nipulácie virtuálnych objektov pri ovládaní robotického ramena pomocou rozöírenej reality
a tabletu. Vyrieöi  problémy, ktoré sa manipulácie objektov t˝kajú a navrhnú  komplexn˝
systém, ktor˝ by spl oval poûiadavky.
Navrhol som experimentálnu aplikáciu s dvoma metódami translácie objektov a dvoma
pre rotáciu objektov. Tieto metódy som implementoval v experimentálnej aplikácii a ná-
sledne testoval s uûívate mi. Aplikácie mimo manipulácie objektov slúûi aj k vytvoreniu
trajektórie robotického ramena pomocou navrhnut˝ch pomocn˝ch rovín a prináöa tak viac
módov spôsobu interakcie ramena s tabletom. Navrhol som spôsob komunikácie s robotic-
k˝m ramenom PR2, ktoré vykonávalo pohyb manipulácie objektov na základe spolo ného
súradnicového systému robotického ramena a scény v rozöírenej realite. Demonötrácia ovlá-
dania robotického ramena tvorí základ pre moûné rozöírenia a vyuûitia aplikácie v priemysle
v mal˝ch podnikoch.
Rieöenie bolo testované nieko k˝mi uûívate mi napríklad na ötudentskej konferencii
Excel@FIT a ukázalo sa, ûe niektoré navrhnuté metódy nepôsobia spo iatku intuitívne alebo
nie sú ve mi vyuûite né pri manipulácii objektov. Uûívatelia priniesli aj nové, zaujímavé
poh ady na rieöenie aplikácie ktoré by sa dali do budúcna vyuûi .
Prácu povaûujem za ve mi prínosnú z h adiska návrhu moûn˝ch vyuûití v budúcnosti.
Rád by som v˝sledky tejto práce vyuûil v spolupráci s v˝skumnou skupinou Robo@FIT
na demonötrácii vyuûitia robotického ramena v priemysle a rozvíjal túto problematiku na-
 alej. Existuje mnoûstvo rôznych moûností, ako s aplikáciou pokra ova . Jedna z moûností
je, aby robotické rameno a systém ROS mal údaje o objektoch ktoré sa nachádzajú v pra-
covnej ploche ramena a tieto objekty by boli zdie ané aj mojou aplikáciou, iölo by teda
o kombináciu virtuálnych a reálnych objektov.
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