As estimators of estimable parameters, we consider three statistics which are Ustatistic, V-statistic and limit of Bayes estimate. This limit of Bayes estimate, called LB-statistic in this paper, is obtained from Bayes estimate of estimable parameter based on Dirichlet process, by letting its parameter tend to zero. For the estimable parameter with non-degenerate kernel, the asymptotic relative efficiencies of LBstatistic with respect to U-statistic and V-statistic and that of V-statistic with respect to U-statistic are equal to one. We show asymptotic differences among LB-statistic, U-statistic and V-statistic by using the deficiency.
Introduction
We consider the estimation of the estimable parameter θ(F ) of an unknown distribution F which has a symmetric kernel g(x 1 , . . . , x k ) of degree k. Let X 1 , . . . , X n be a random sample of size n from the distribution F . U-statistic and V-statistic are well-known as estimators of the estimable parameter θ(F ). U-statistic U n corresponding to the kernel g is obtained by averaging the kernel g over all unordered arrangements of k distinct X's chosen, without replacement, from the sample X 1 , . . . , X n .
where 1≤i 1 <···<i k ≤n denotes the summation over all integers i 1 , . . . , i k satisfying 1 ≤ i 1 < · · · < i k ≤ n.
V-statistic V n corresponding to the kernel g is obtained by averaging the kernel g over all ordered arrangements of k X's chosen, with replacement, from X 1 , . . . , X n .
g(X i 1 , . . . , X i k ). (1.2) (See, for example, Lee (1990) .)
Now we consider combinations with repetition. By averaging the kernel g over all unordered arrangements of k X's chosen, allowing repetition, from X 1 , . . . , X n , we have an estimator of θ(F ) given by where r 1 +···+rn=k denote the summation over all non-negative integers r 1 , . . . , r n satisfying r 1 + · · · + r n = k. This estimator is obtained from Bayes estimate of θ(F ) based on Dirichlet process by letting its parameter tend to zero: we suppose that a prior distribution of F is the Dirichlet process with parameter α on (R, B), where α(·) is a finite non-null measure on (R, B) and B is the σ-field of Borel sets. Let the Bayes estimate of θ(F ) based on the squared error loss beθ(F ). By letting α(R) tend to ∞, θ(F ) yields the limit of Bayes estimate, which is reduced to the right-hand side of (1.3) (see Yamato(1977b) ). This method to get the limit of Bayes estimate, which does not depend on parameter of a prior distribution, is stated, for example, in Ferguson (1967) , p. 49. Thoughθ(F ) has the optimality as Bayes estimate, it is unknown in general that the limit of Bayes estimate has any optimality. We would like to consider this subject in a future paper. For the Bayes estimate ofθ(F ) and its limit, see also Ferguson (1973) , Tiwari (1981) and Nomachi and Yamato (1999) . The operation of taking the limit of Bayes estimate is also discussed by Sethuraman and Tiwari (1982) . In this context, we shall call the statistic given by (1.3) LBstatistic. For the kernel of degree two, Nomachi and Yamato (1999) gives the mean squared errors of LB-statistics, and compares LB-statistics with V-statistics and U-statistics by the mean squared errors and the variance. From this result, it is easily seen that the three statistics corresponding to the non-degenerate kernel of degree two have no asymptotic differences from the point of view of the limiting risk efficiencies. The purpose of this paper is to show the asymptotic differences among LB-statistic, U-statistic and V-statistic using the deficiency.
It is well-known that V-statistic is written as a linear combination of U-statistics (see, for example, Janssen (1981) and Lee(1990) ). In Section 2, we give the representation of LB-statistic by a linear combinations of Ustatistics. Using these relations we derive the asymptotic evaluation of the mean squared errors of LB-statistic and V-statistic with order n −2 . For the variance of V-statistic, Janssen (1980 Janssen ( ), (1981 evaluate it asymptotically with order n −1 . In Section 3, it is shown that the limiting risk efficiencies of LB-statistic with respect to U-statistic and V-statistic and that of V-statistic with respect to U-statistic are equal to one for non-degenerate kernel. For degenerate kernel, the limiting risk efficiencies are smaller than one. For non-degenerate kernel, we compare three statistics which are LB-statistic, U-statistic and V-statistic by the deficiency. For the comparison, we use the limiting risk deficiency of Lehmann (1983) . The concept of deficiency is also explained by Akahira (1981) .
In Section 4, for five estimable parameters of degree two and two estimable parameters of degree three we give limiting risk deficiencies of LBstatistic with respect to U-statistic and V-statistic, and that of V-statistic with respect to U-statistic. In the Appendix, the proofs are given for the Corollary of Proposition 1 and Proposition 2.
A representation of LB-statistic via U-statistics
LB-statistic given by (1.3) can be written as
where + r 1 +···+r j =k denote the summation over all positive integers r 1 , . . . , r j satisfying r 1 + · · · + r j = k ((2.9) of Yamato (1977b) ). This implies that LB-statistic can be written as a linear combination of U-statistics as follows.
Then the corresponding LB-statistic B n is written as
is the U-statistic corresponding to the kernel given by
Especially, we have
Therefore, we have the following, which is proved in Appendix.
Corollary 1. B n can be written as
2 R 1n converges to a constant depending on k as n → ∞ with probability one.
V-statistic V n can be written as a linear combination of U-statistics as follows:
where * (j) denotes the summation over all k-tuples (i 1 , . . . , i k ) formed from {1, 2, . . . , j} having exactly j indices distinct, and S(k, j) are the Stirling numbers of the second kind (see, Lee (1990), p. 183-184) . The equivalent representation is also given by Janssen (1981) . Since S(k, k) = 1 and
Thus, V n can be written as
2 R 2n converges to a constant depending on k as n → ∞ with probability one. This is easily shown by the similar method to the proof of Corollary of Proposition 1.
Using the expressions of B n and V n given by (2.2) and (2.4), respectively, we shall derive the mean squared errors of B n and V n asymptotically.
We also put
The variance of U n , and the covariance of U n and U (k−1) n are given by
(see, for example, Lee (1990) p. 12, 17). Thus we have the following asymptotic evaluations.
Using these relations to (2.2) and (2.4), we can evaluate the mean squared
(2.7)
(2.8)
Efficiencies and deficiencies
For comparison of LB-statistics, U-statistics and V-statistics, we use the limiting risk efficiency and limiting risk deficiency of Lehmann (1983) . Suppose that {δ 1n } and {δ 2n } are two sequences of estimators of some parameter g(θ) whose risk function are such that n r R(θ, δ 1n ) and n r R(θ, δ 2n (n) ) tend to a common limit. Then the limiting risk efficiency of {δ 2n } with respect to {δ 1n } is given by lim[n/n (n)] if this limit exists as n → ∞ and is independent of the particular sequence n (n) chosen. If lim n→∞ n r R(θ, δ in ) = τ 2 i (i = 1, 2), the limiting risk efficiency of {δ 2n } with respect to {δ 1n }, e(δ 2n , δ 1n ), equals (τ 1/r . (See, Lehmann (1983) , p. 348.) We use the squared error loss. Then from (2.5), (2.7) and (2.8) we have the following proposition 3. We suppose that E[g In case that the kernel g is not degenerate, U-statistic and V-statistic have the asymptotic normality (see, for example, Lee (1990) ) and also LBstatistic has it (Yamato (1977b) ). So these limiting risk efficiencies are equal to the asymptotic relative efficiencies (Lehmann (1983) ). From the point of view of limiting risk efficiency or asymptotic relative efficiency, the statistics B n , V n and U n associated with non-degenerate kernel have no differences.
If the kernel g is degenerate, then the limiting risk efficiencies of LBstatistic with respect to U-statistic and V-statistic may be smaller than one. We consider the degenerate case such that σ 2 1 = 0 and σ 2 2 > 0. Then ψ 1 is equal to θ with probability one and therefore ξ (k−1),1 = 0. Thus by (2.5), (2.7) and (2.8) we have
Therefore we have the following. 
Thus for the kernel of degree 1,
Thus U n is the most preferable and V n is the next, from the point of view of the limiting risk efficiencies. For example, we consider the kernel g(x 1 , x 2 ) = x 1 x 2 , which give the estimable parameter θ = µ 2 where µ is the mean of a distribution. The corresponding U-statistic and V-statistic are Lee (1990) ). The corresponding LBstatistic is B n = [n/(n + 1)](X) 2 +[1/n(n + 1)] i X 2 i (see Yamato (1977a) ). For a continuous distribution symmetrically about the origin and having a second moment µ 2 (> 0), we have µ = 0, σ
This result is also easily derived from 4.5 of Nomachi and Yamato (1999) . As seen in Proposition 3, for the non-degenerate kernel, the corresponding U-statistic, V-statistic and LB-statistic have no difference with respect to the limiting risk efficiencies. Therefore in order to see the difference among these statistics, we shall use the limiting risk deficiency as quoted from Lehmann (1983) . Similarly to the first paragraph, consider two sequences of estimators {δ 1n } and {δ 2n } with risk functions R(θ, δ 1n ) = R 1n and R(θ, δ 2n ) = R 2n and suppose their limiting risk efficiency is 1. Consider the difference d(n) = n (n)−n where n is chosen so that R 1n and R 2n agree up to terms of order 1/n r+1 . If d = lim d(n) exists and is independent of the particular sequence n (n) chosen, it is called the limiting risk deficiency of {δ 2n } with respect to {δ 1n }. We denote it by d(δ 2n , δ 1n ). Assume that
Then, the limiting risk deficiency of {δ 2n } with respect to {δ 1n } is given by
(See, Lehmann (1983) , p. 349-350.) Thus by (2.5), (2.7) and (2.8) we have the following.
Proposition 5. We use the mean squared error as the risk function and assume that the kernel g is not degenerate. Then the limiting risk deficiencies of LB-statistic with respect to U-statistic and V-statistic and that of V-statistic with respect to U-statistic are given by
Thus we know the relation among these limiting risk deficiencies, which
If we consider the efficiency of LBstatistic with respect to U-statistic, then d(B n , U n ) is equal to the coefficient of order n −1 of MSE(B n )/ Var(U n ). The similar result also holds for the efficiency of LB-statistic with respect to V-statistic.
Examples
Using the deficiencies given in Proposition 5, we shall compare LBstatistic with U-statistic and V-statistic for four estimable parameters of degree two and two estimable parameters of degree three.
Estimable parameters of degree two
Let g(x 1 , x 2 ) be a non-degenerate kernel of degree two. By (2.1) and (2.3) the corresponding V-statistic and LB-statistic are written as
where U
( 1) n is the U-statistic corresponding to the kernel g (1) (x) = g(x, x).
. From Proposition 5, the limiting risk deficiencies of this LB-statistic with respect to the corresponding U-statistic and V-statistic and that of V-statitic with respect to U-statistic are
In the following examples we consider five estimable parameters. LBstatistics corresponding to Examples 2 and 3 are given by Nomachi and Yamato (1999) . LB-statistic corresponding to Example 4 is given by Ferguson (1973) . LB-statistic corresponding to Example 5 is given by Yamato (1977a) . Hereafter, we use the notation A B which means that the statistic A is preferable to B in the sense of limiting risk deficiencies.
Example 1. We consider µ 2 where µ is the mean of a distribution. This is treated immediately after Proposition 4 but we assume µ = 0 in this example. For a continuous distribution having the i-th central moments µ i (i = 2, 3, 4), we have σ
). Thus we have for a continuous distribution whose mean is not zero,
Especially, for a continuous distribution symmetric about µ( = 0)
and we know that U n V n B n .
Example 2. We consider the parameter θ = P (X + Y ≤ 0). The kernel is g(x 1 , x 2 ) = I(x 1 + x 2 ≤ 0), where I(A) is the indicator function of the event A. The corresponding U-statistic, V-statistic and LB-statistic are given by using g(X i , X j ) = I(X i + X j ≤ 0). For a continuous distribution symmetric about the origin, we have σ 2 1 = 1/12, ζ (1),1 = 1/8, and µ (1) = θ = 1/2. Thus for a continuous distribution symmetric about the origin we have
and we get B n V n U n .
Example 3. We consider the probability weighted moment β 1 = xF (x)dF (x). The kernel is g(x 1 , x 2 ) = max{x 1 , x 2 }/2 and we have g (1) (x) = x/2. The corresponding U-statistic, V-statistic and LB-statistic are
where X (i) is the i-th order statistic of the sample X 1 , . . . , X n andX is its mean. For the uniform distribution U(−τ, τ ), we have σ
, µ (1) = 0, and θ = τ /6. Thus we have
Example 4. We consider the variance of a distribution. LB-statistic is
For a continuous distribution which is symmetric about the mean and has the i-th central moment µ i (i = 2, 4), σ
2 )/4, ζ (1),1 = 0, µ (1) = 0, and θ = µ 2 . Thus we have
and we get B n V n U n . For the Uniform distribution U(−τ, τ ),
and we get V n U n B n .
Example 5. We consider a measure of concentration,
For the normal distribution N (0, σ 2 ), σ In this case we know that V n U n B n . For the Uniform distribution U(−τ, τ ) (τ > 0),
and we get U n V n B n . For the double exponential distribution whose density is given by e −|x/λ| /(2λ) (λ > 0),
and we get V n B n U n . For the above all Examples except for Example 1, the deficiencies can be also obtained by using Var(U n ), MSE(V n ) and MSE(B n ) given by Nomachi and Yamato (1999) .
Estimable parameters of degree three
Let g(x, y, z) be a non-degenerate kernel of degree three. The corresponding V-statistic and LB-statistic are written as
B n = 6 n(n + 1)(n + 2) 1≤i≤j≤k≤n g(X i , X j , X k )
n ) + 6 n(n + 1)(n + 2)
[(3n + 2)U n − 2(2n + 1)U
n + nU 
