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Abstract 
Issues involved in the solution of thermal system problems within a Newton-Raphson framework have 
been addressed. The physical limitations of Newton-Raphson variables and limited range of thermodynamic 
property calculation routines were identified as key factors in the stability and robustness of the solution algorithm. 
A general guideline is presented to be used while solving thermal system problems. 
A validation study for two R134a condensers and one 3 slab CO2 gas cooler was done using finite volume 
based heat exchanger models. The finite volume sequential marching algorithm resulted in excellent agreements 
with the heat transfer data (within ±5%). The models however underpredicted refrigerant side pressure drop by as 
much as 80% for the gas cooler and by 50% for the condensers. Nitrogen flow tests were conducted and it was 
found that for single-phase flow the steeplechase arrangement of microchannel tubes in the headers contribute about 
10% to the total pressure drop. Through a systematic analysis the observed discrepancies in pressure drop were 
attributed largely to the effect of high quantity of oil present in the gas cooler. The interaction of two-phase 
refrigerant with microchannel headers and oil were suspected to be the possible reason for the same in R134a 
condensers. 
The effect of capillary tube-suction line heat exchanger (ctslhx) geometry on system performance was 
explored at various design and off-design conditions by embedding it in a system model. A detailed finite-volume 
model of the capillary tube and suction line, capable of handling all the phase-change complexities was used. All the 
ctslhx configurations considered meet the design constraints and  had little effect on the design COP. Captubes with 
large inlet sections and relatively small outlets were found to give best performance at all the simulated off-design 
perturbations. 
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Chapter 1. Introduction 
Today, heat exchangers find wide applications in industries like air conditioning and refrigeration, power 
generation (fossil fuels and nuclear) and petrochemical. Many computational tools have been developed during the 
past decade to provide an ability to analyze the system level performance of heat exchangers at various operating 
conditions. Although major focus has been on reverse cycle applications, they are equally beneficial to steam power 
cycles encountered in nuclear industry. One such simulation tool is ACRC (Air Conditioning and Refrigeration 
Center) simulation model developed for air conditioning and refrigeration applications. 
The steady state ACRC air conditioning system simulation model was developed by Mullen et al. (1998). It 
used a simple Newton-Raphson (N-R) algorithm to solve the governing equations simultaneously which also 
required guess values for a large set of variables. The key advantage of the solver was that it allowed the input 
parameters and output variables to be interchanged without the need to reprogram the model. Harshbarger and 
Bullard (2000) implemented a finite element based modular approach where each component of the a/c system was 
modeled in its stand-alone sequential subroutine. As a result of this approach most of the variables were moved to 
the sequentially written procedures and only a few were kept in the main program as N-R variables. This minimized 
the need for providing guess values to a large number of variables and also opened the possibility of modeling 
complex heat exchanger geometries and a/c system configurations with much ease.  
With reduced complexity and increased sophistication there were new challenges of accuracy and 
robustness. Song (2003) addressed the inaccuracies arising from assumptions related to handling of phase change 
elements and partially wet and partially dry elements. The Newton-Raphson solver with its inherent limitations 
when used to solve complex thermal system problems poses a greater stability challenge. For example not only the 
N-R variables have to be continuous with continuous partial derivatives but also their ranges limited by the practical 
aspects of the problem. Also the thermophysical and thermodynamic property calculation routines which are used 
quite often in thermal-system problem solving have limited ranges of applicability. If during Newton-Raphson 
iterations these bounds are violated then the algorithm will fail to converge. Therefore it becomes very important to 
identify what all sets of variables qualify as N-R variables and how one can avoid such catastrophic situations as 
above. One of the key approaches is to structure the program so as to prevent N-R solver from taking big steps in the 
guess values of N-R variables during iterations. Chapter 2 focuses on the dos and don’ts of thermal system problem 
solving in a Newton-Raphson framework. 
Once the above mathematical issues related to convergence and robustness are dealt with, the next step 
involves use of ACRC simulation models to solve real problems involving thermal system components. Chapter 3 
and chapter 4 present the application of finite-volume based component models to two different classes of problems. 
With the finite element based crossflow heat exchanger models one can easily model complex heat 
exchanger geometries such as multi-pass condensers and multi-slab gascoolers. The small finite elements or 
volumes which are crossflow heat exchangers in themselves provide very accurate modeling of the actual physics. 
Chapter 3 presents a validation study of such models applied to two automotive R134a multi-pass condensers and 
one R744 multi-slab gas cooler. The study reveals important conclusions about the modeling of heat transfer and 
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pressure drop in complex microchannel heat exchanger geometries. The chapter is well supported by appendices to 
gain proper understanding of the methodology used in the model verification study. 
Capillary tube suction line heat exchangers (ctslhx) provide increased capacity and COP to R134a 
refrigeration cycles by modifying the thermodynamic cycle through suction line heat exchange. Since length of the 
heat exchanger section is limited by available suction line length, it becomes important to find what all 
configurations of adiabatic inlet and outlet lengths and cap-tube diameters provide stable and efficient performance. 
Chapter 4 demonstrates how different components of a refrigeration system can be coupled via Newton-Raphson 
solver to study the performance of a single component at the system level. A detailed finite volume based simulation 
model of a capillary tube suction line heat exchanger encapsulated in a system model has been used to study its 
behavior at design and off-design conditions. Various combinations of inlet and outlet adiabatic lengths have been 
tested to varying conditions of outdoor temperature, heat load and dust and frost fouling. The detailed simulation 
study provides valuable insight into the avoidable and desired cap-tube geometries which guarantee stable and 
efficient design and off-design performance 
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Chapter 2. Newton-Raphson Solver Applied to Thermal System Problem Solving 
2.1 Introduction 
Often problems involving thermodynamic functions and design and analysis of thermal systems require 
solving a set of nonlinear simultaneous algebraic equations in multidimensional space. A good iterative solver 
therefore becomes very important in getting the problem to converge to the right solution. The Newton-Raphson (N-
R) algorithm provides a very strong tool for solving a set of simultaneous nonlinear equations iteratively. Its primary 
advantage is that is allows for interchangeability of dependent and independent variables within the NxN equation 
set. For example one may specify the desired performance characteristics of a system (e.g. capacity, efficiency) and 
then solve for geometric variables (e.g. heat exchanger dimensions) required to achieve it. The focus of this paper is 
on the disadvantages of the N-R algorithm and ways to overcome them while solving thermal system problems. This 
study is a result of the experiences gained while simulating thermal systems in Engineering Equation Solver (EES) 
(Klein and Alvarado, 2004) at the Air conditioning and Refrigeration Center, University of Illinois. It should be 
noted that EES is in the process of continuous update and some of the issues reported in this chapter may no longer 
be a problem for EES. But in general they are important while solving thermal system problems in a Newton-
Raphson framework.  
2.2 Main program 
Any problem interfaced with an N-R solver consists of a main program where all the equations containing 
the variables of interest reside. These equations form a set of linear or nonlinear simultaneous algebraic equations 
where the variables are known as N-R variables. It is these variables that the N-R solver iterates on to converge to 
the problem solution. A well-posed problem contains as many equations in the main program as are the number of 
N-R variables. If there are N variables then the program also requires N guess values for these variables. A calculus-
based method like Newton-Raphson requires good guess values to guarantee convergence for a nonlinear equation 
set. 
2.3 Procedures 
Procedures contain a set of sequentially-solved equations and may have multiple inputs and multiple 
outputs. They are called from the main program with an argument list of inputs and return a number of calculated 
outputs to the main program. Equation 2.3.1 is a call to a procedure ‘Evapcal’ which solves a detailed finite volume 
model of an evaporator. The list of input variables is separated from those of output variables by a colon. To the 
main program such a procedure call will look like a set of equations as given by Equation 2.3.2, one for each 
variable in its output list. The procedures define a relationship between the input and output variables which the 
main program is unaware of (explained later in section 2.6.2).  
)Q,Q,ω,T,h,P : D,L,ω,T,h,P,mEvapcal( Call latsenoa,oa,or,or,inhxia,ia,ir,ir,r&  (2.3.1) 
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2.4 The N-R solver 
The N-R solver operates on all equations in the main program in residual form. It is these residuals that it 
tries to minimize in order to converge to a solution. This is explained in detail with the help of the following 
example. Equation set 2.3.2 along with Equation set 2.4.1 defines a problem of simulating an evaporator. The 
objective here is to find out the refrigerant mass flow rate required to fetch a sensible heat ratio (SHR) of 0.75.  
0.75SHR
QQ
QSHR
0.006mD
2mL
0.0112ω
C20T
54kJ/kgh
250kPaP
latsen
sen
in
hx
ia,
ia,
ir,
ir,
=
+=
=
=
=
°=
=
=
 (2.4.1) 
 
To the main program these equations comprise a set of 14 nonlinear algebraic equations in 14 variables 
rm& , ir,P , ir,h , ia,T , ia,ω , or,P , or,h , oa,T , oa,ω , senQ , latQ , hxL , inD , SHR. Out of these 14 variables 7 are 
known and 7 are unknown ( latsenoa,oa,or,or,r Q,Q,ω,T,h,P,m& ) to the N-R solver. Also out of the 7 input variables 
to the procedure ‘Evapcal’ one ( rm& ) is unknown, and out of the 7 outputs one (SHR) is known to the N-R solver. 
The N-R solver treats the above equations in residual form as given by Equation set 2.4.2 (quantities in bold are 
unknown). It is these residual functions f1 to f14 that it tries to minimize by applying the Newton-Raphson algorithm.  
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A good N-R solver like EES recognizes that the above equations are not a coupled set of 14 equations, but 
rather a set of 3 simultaneous equations in 3 unknowns ( latsenr Q,Q,m& ) (Equation 2.4.3). The other unknowns can 
be calculated sequentially once these 3 are known. The N-R algorithm uses the numerical derivative information to 
calculate new guess values of each of these three unknown variables. It keeps on iterating on them till it minimizes 
the residuals to the specified limits. Equation 2.4.4 shows the matrix equation which needs to be solved in order to 
calculate the new guess values. Once the residuals (f8, f13, f14) are within the tolerance limits the latest guess values 
are the required solution.  
)D,L,ω,T,h,P,Evapcal(f
)D,L,ω,T,h,P,Evapcal(f
SHRf
inhxia,ia,ir,ir,14
inhxia,ia,ir,ir,13
8
rlat
rsen
latsen
sen
mQ
mQ
QQ
Q
&
&
−=
−=
+−=
 (2.4.3) 
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Thus we see that an N-R solver just solves a set of N linear or nonlinear equations with N unknown 
variables. These equations can also be in the form of procedure calls as explained above. It should be noted that if all 
the default inputs to a procedure are known to the N-R solver then no iteration is required. The default outputs are 
simply calculated sequentially inside the procedure from the known inputs. Next we list the possible difficulties 
encountered while solving thermal system problems using a Newton-Raphson solver.  
Solving a thermodynamic problem imposes certain limitations:  
1) Discontinuous functions or functions with zero derivatives: Degree of superheat and subcooling are 
important variables that are usually specified at a design condition and monitored at off-design 
conditions. However they are discontinuous at the boundaries of vapor dome and have zero derivatives 
inside the dome. Quality too is discontinuous at the dome and may be assumed some constant value 
outside the dome (e.g. 100 for superheated region and -100 for subcooled as in EES). The points or 
regions of discontinuities and zero derivatives can cause serious convergence problems with the N-R 
solver. It is interesting to note that continuous functions with discontinuous derivatives do not present a 
problem to the N-R solver because the derivatives are calculated numerically. 
2) The thermodynamic and transport properties are calculated using functions that are essentially curve fits, 
having limited ranges of validity defined by upper and lower bounds. For example, absolute value of 
pressure cannot be negative; the temperature cannot go below absolute zero; quality can vary only 
between 0 and 1. If during N-R iterations these bounds are violated the program will crash and fail to 
converge. Most of the heat transfer and pressure drop correlations are bounded too. But these can be 
handled effectively inside the sequential procedures by using some logical statements as described 
below. The focus here in this paper is on N-R variables whose values are determined by the calculus-
based solution procedure.  
 Suppose in a procedure there is a call to viscosity calculation routine which takes temperature and 
pressure as inputs. If the temperature supplied to this routine gets out of the bounds of the property 
calculating equation then it will fail to converge. But we can bound the temperature supplied to this 
property routine (Equation 2.4.5) and prevent it from crashing. In the equation below we see that if the 
actual temperature is greater than the upper bound of the property equation (Tup) then the temperature 
(Tprop) used to calculate viscosity is set equal to Tup, otherwise it is set to the actual temperature T. 
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3) Physical constraints: Certain variables have some constraints based on the physics of the problem. For 
example, the hot fluid temperature cannot be less than the cold fluid temperature in an internal heat 
exchanger (IHX); viscosity is meaningless in the two-phase region, etc. The procedures to solve some 
components like the heat exchanger are written in a sequential manner assuming that the hot fluid will 
always be higher in temperature than the cold fluid. If this assumption is violated during intermediate 
iterations then this can lead to convergence problems. For example in an evaporator if the provided air 
temperature is less than the refrigerant temperature then the iterative loop for the calculation of two-
phase heat transfer coefficient may not converge.1 
The first point listed above is truly a mathematical limitation for an N-R solver applied to any kind of 
problem. If the N-R variables are discontinuous or have zero derivatives then this can cause the algorithm to fail 
(Numerical recipes). If points 2 and 3 were not a limitation then the problem would converge mathematically. But it 
is only because of physical constraints that a thermal system problem is susceptible to collapse if during N-R 
iterations the physical bounds are violated, even though the correct solution lies well within these bounds. Thus 
while solving thermodynamic problems using a Newton-Raphson solver to find a solution within the physical 
bounds, it is important that the path taken to achieve this solution lies entirely within those physical limits. That is to 
say that the initial guesses and updated values of the variables should not cross the physical boundary limits during 
N-R iterations. The actual physical solution to the problem lies within subset of a larger mathematical domain. The 
physical constraints require that this physical domain is never violated during the iterative process, thus preventing 
convergence to a physically impossible solution.   
2.5 Large steps in guess values of N-R variables 
While solving a physical problem involving thermal systems we assume that it has a unique solution lying 
within the physically-bounded domain. As mentioned earlier a purely mathematical problem (free of any physical 
bounds) would converge even with bad guess values in this case. But the physical constraints as described in the 
points above put a limit on the values of N-R variables. During N-R iterations – either due to bad initial guesses or 
some other reason – if  the guess value of an N-R variable changes by a large amount then it may force some 
variable(s) to cross physical limits, thus making the thermophysical property routines to fail to converge. 
When N-R solver is used to solve equations involving thermodynamic functions the above limitations must 
be kept in mind and measures taken to handle them. Simply bounding the value of a variable is not always going to 
                                                          
1 The two-phase heat transfer correlation, Wattelet correlation (Wattelet et al., 1994), requires heat flux as input. 
This makes the solution process of a two-phase finite volume element inside the evaporator procedure an iterative 
process. Usually an iterative method like secant method (section 2.6.6) is used for such one-dimensional root finding 
problems (Numerical recipes). 
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help. This is because that variable can vary between very different ranges in different situations. Also exact lower 
and upper bounds are not always known. Furthermore the bounds imposed on the N-R variables in the main program 
are not necessarily known to the procedures. For example all we know is that the absolute pressure in the evaporator 
cannot be negative or exceed the upper bound of the equation of state. However a reasonably large value of mass 
flow rate encountered during N-R iterations can cause very large pressure drops inside the finite volume based 
evaporator solving procedures forcing the absolute pressure to go negative and the program to crash. While solving 
thermodynamic problems using an N-R solver, the major concern is to prevent the algorithm from taking large steps 
in the guess values of the variables. This can be achieved by providing good initial guess values and preventing the 
N-R solver from iterating on discontinuous functions or functions with zero derivatives. We next look in greater 
detail at some of the convergence difficulties encountered while solving thermodynamic problems using an N-R 
solver and describe possible remedy for each. The problems have been addressed by citing specific examples in 
order to get a good understanding. 
2.6 Issues with N-R solver applied to thermal system problem solving 
2.6.1 Only pressure and enthalpy determine the complete state of the refrigerant 
Only two state variables are needed to completely determine the thermodynamic and transport properties of 
a pure refrigerant. Given any two the others can be found out by using the property calculating subroutines or 
functions. The most common combinations are: 
1. P and h (or s) 
2. T and h (or s) 
3. P and T 
4. x and T (or P) 
Ideally the N-R algorithm should be able to operate in a single plane of the thermodynamic state space, a 
plane that spans the entire solution space. P and T are preferred because they can be measured directly, but are not 
independent under the dome. They cannot be combined with quality because it is undefined outside the dome. They 
are most frequently combined with entropy (s) for heat engine applications and with enthalpy (h) in the case of heat 
exchangers and heat pumping systems. Same issues apply to all applications, but the illustration in this paper are 
drawn from refrigerant cycles where the choice is between (T, h) and (P, h) as our independent variable pairs.  
The use of T-h pair can cause convergence problems with the property calculation routines while dealing 
with some subcooled or supercritical fluids. Figure 2.6.1.1 shows the lines of constant T on a P-h diagram. In the 
subcooled region where the refrigerant is almost incompressible the enthalpy is approximately a function of 
temperature alone (h ≈ h(T)). This can cause two potential problems: 
1) A particular combination of T and h may not converge to a value of pressure at all. This means that even 
a slightly bad initial guess value of T and h may cause the thermodynamic equation of state to fail to 
converge to a pressure because there isn’t any real pressure lying within its range of validity which 
satisfies that particular combination of T and h.  
2) During N-R iterations a slight change in temperature can cause large changes in pressure at some 
constant enthalpy and visa versa. As a result the solution may sway off. Also these N-R iterations can 
result in a T-h combination which does not satisfy a unique value of pressure. Note in Figure 1 that 
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pressure is not a single-valued function of (T, h) at some supercritical conditions. Fortunately these lie 
outside the range of most practical applications, but the large value of 
h
P
∂
∂
 (or 
T
P
∂
∂
) may still cause an 
N-R solver to converge to the wrong solution.  
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Figure 2.6.1.1 Lines of constant T on a P-h diagram 
This leaves the P-h pair as the best possible option. As seen in Figure 1 a particular P-h combination can 
uniquely determine the temperature. Also there aren’t any convergence issues associated with this pair. Therefore 
only P-h pair will be used to determine the thermodynamic and transport properties of the refrigerant. 
2.6.2 Procedures are black boxes 
To the N-R solver a procedure is just like a black box which takes in some inputs and calculates certain 
outputs. It is unaware of what happens inside the procedure. All it needs is the derivative information from the 
procedure which it calculates numerically by calling the procedure many times. These derivatives are the derivatives 
of the outputs with respect to the unknown inputs. In order for the N-R algorithm to be stable and work efficiently 
each output from a function/procedure must be a function of all inputs. In other words the inputs must form an 
irreducible set with respect to the outputs. If an output is independent of any input then the derivative with respect to 
that input will be zero. This may create stability problems for the N-R solver. To illustrate this effect let us consider 
a procedure ‘Compcalc’ which takes compressor inlet states and compressor discharge pressure as inputs and 
calculates the work done and discharge temperature as the outputs. The residual functions shown below correspond 
to a problem of determining the suction enthalpy where the work required by the compressor is specified. The 
quantities in bold are unknown. 
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Inside the procedure ‘Compcal’, hsuc is not involved in the calculation of W& , since W&  (an output) is 
independent of the suction enthalpy (an input). As a result, the derivative of residual 1f  with respect to hsuc 
(
suc
1
h
f
∂
∂
) will be zero. But a good N-R solver will suspect a local maxima or minima and will look for a non-zero 
derivative value in the vicinity of hsuc. It does this by altering the step size it uses to calculate the numerical 
derivative 
suc
1
h
f
∂
∂
. Due to this step sizing the suction enthalpy may exceed the bounds of thermodynamic or 
transport property calculation routines inside the procedures thus making them unable to converge. Or it may get 
small enough so that the compressor inlet reaches a two-phase state not anticipated by the governing equations 
inside the procedure. 
2.6.3 All N-R variables must be continuous. 
The N-R algorithm requires a continuous variable to iterate on. Severe convergence and stability problems 
can arise if discontinuous variables are made N-R variables, because with a discontinuous function the N-R solver 
may get trapped in an infinite loop. Let us consider two examples to illustrate this. Suppose there is a variable Ntube 
which signifies the total number of tubes in the heat exchanger and can take only integer values. This is a geometry 
variable and is required in simulating a heat exchanger. Suppose we want to calculate the geometry of an evaporator 
to meet a particular load Qevap. For this purpose Ntube is calculated by minimizing the residual in Equation 2.6.3.1 and 
using the derivative information 
tube
1
N
f
∂
∂
 (or 
tube
evap
N
Q
∂
∂
). Figure 2.6.3.1 shows the plot of Qevap with Ntube. The 
derivative 
tube
evap
N
Q
∂
∂
 is incomputable at the points of discontinuity and zero elsewhere. But as explained before a 
numerical derivative is possible even for discontinuous functions. Since Ntube can take only integer values its new 
guess value will be forced to an integer value. Therefore the value of Ntube will keep on oscillating between some 
integer numbers while the right solution might be a non integer value somewhere in between. As a result the N-R 
solver will keep on oscillating or wander away from the right solution. A possible remedy to this problem can be to 
avoid making Ntube as the N-R variable or restructure the program so that it can handle non-integer values of Ntube. 
),h,(PQQf inincalcevap,evap1 tubeN−=   (2.6.3.1) 
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Figure 2.6.3.1 Discontinuous Qevap function due to integer valued variable Ntube 
Another problem which occurs due to continuity issue is related to transition zones. Consider a condenser 
where the refrigerant undergoes a transition from a superheated state to two-phase to subcooled fluid. All these three 
zones are solved separately with the refrigerant enthalpy and pressure being matched at the points of transition. For 
example the following two equations are used to connect the two-phase and the subcooled zones of a condenser. 
ϕ
ϕ
2,,,,
2,,,, 01.0
outrsubir
orsubir
PP
hh
=
−=
 (2.6.3.2) 
A small deduction of 0.01 is made from the two-phase exit enthalpy so as to ensure that the results don’t 
move across the dome boundary because the sequential solution within the procedure accounted for pressure drop 
after neglecting it during the heat transfer calculations. This adjustment guarantees a subcooled refrigerant and 
ensures that the transport property calculation routines inside the subcooled part of the procedure don’t get confused 
about the state of the refrigerant. Unfortunately such an adjustment explicitly makes the exit enthalpy from the 
condenser a discontinuous function. As in the previous example the N-R solver will keep on oscillating about the 
right solution but will never converge, as illustrated in Figure 2.6.3.2. A possible solution to this problem is to use 
the adjustment in Equation 2.6.3.2 only for the calculation of thermodynamic or transport properties and not for heat 
transfer calculations. Thus following equations must be used as connecting equations between two transition zones 
and the properties must be calculated using Equation 2.6.3.4.  
ϕ
ϕ
2,,,,
2,,,,
outrsubir
orsubir
PP
hh
=
=
 (2.6.3.3) 
)001.0,( 2,,2,, −= ϕϕ ororcalc hPPropertyProperty   (2.6.3.4) 
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Figure 2.6.3.2 N-R oscillations due to discontinuous enthalpy function 
2.6.4 All outputs from a procedure must have non-zero derivatives. 
The stability of N-R algorithm depends critically on the continuity of a function and its derivatives. The N-
R algorithm may fail if the derivative of a variable is zero in any region of operation. To illustrate this let us consider 
an example procedure ‘DTsup,calc’, which calculates the evaporator exit superheat given evaporator inlet conditions 
and geometry (Eq. 2.6.4.1). The quantities in bold are unknown. 
geometry),,h,(PDTDTf ir,ir,calcsup,sup rm&−=  (2.6.4.1) 
f
m
DT
mm
1
r
calcsup,
guessnew
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂−= &&&  (2.6.4.2) 
In this case the superheat at the evaporator exit has been fixed to some constant value. This type of 
operation is very common in systems with thermostatic expansion valves. In order to solve the above equation for 
the unknown refrigerant mass flow rate ( rm& ), the N-R algorithm will calculate the derivative 
r
calcsup,
m
DT
&∂
∂
 
numerically from Equation 2.6.4.1, and use this information to update the guess value of m&  (Equation 2.6.4.2). 
Suppose if the guess values were such that the refrigerant exit was in two-phase zone, then 
r
calcsup,
m
DT
&∂
∂
 would be 
zero (Figure 2.6.4.1). As a result Equation 2.6.4.2 will predict a very large change in the value of rm& . The mass 
flow rate can then get very large or very small, causing convergence problems related to very high pressure drops, 
extreme values of exit enthalpy, or it could even cause thermophysical variables to exceed their bounds. Even if the 
N-R solver suspects some local minimum or maximum, the step sizing too can cause similar problems. On the other 
hand if the guess values were such that the evaporator exit was in the superheated region the derivative 
r
calcsup,
m
DT
&∂
∂
 
would not be zero and the N-R solver would converge to the right solution. A similar situation may occur if quality 
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is used as an N-R varibale. Outside the dome, quality has no meaning and its value is generally fixed to some 
constant number in the single-phase region (e.g. 100 in the superheated and -100 in the subcooled region). As a 
result its derivative is zero in such places (Figure 2.6.4.2). If N-R solver tries to iterate on quality the solution may 
diverge as for the case above.  
Enthalpy 
D
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DTsup (redefined in terms of enthalpy)
 
Figure 2.6.4.1 Two definitions of superheat 
Enthalpy 
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Figure 2.6.4.2 Two definitions of quality 
There are two possible solutions for such kind of problems: 
1) Variables that can become constant in some region of operation must not be outputted from a procedure 
to the main program. Such variables as superheat and quality have zero derivatives inside and outside 
the dome, respectively. To overcome this limitation one must provide more information to the N-R 
solver by bringing some equations from inside the procedures to the main program. This is as shown 
below 
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To solve for the refrigerant mass flow rate the N-R solver will solve the matrix Equation 2.6.4.4. As a 
result of more information being now made available to the N-R solver it will converge to the right 
solution without any problems. However this kind of solution will work only if we consider a pressure 
drop across the heat exchanger. If the pressure drop is neglected then the derivative 
r
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m
P
&∂
∂
 will be 
zero, causing the derivatives 
or,
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 to be zero if the evaporator exit is in two-phase 
region. This will make the Jacobian matrix singular and cause the solution to diverge.  
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2) Another possible solution can be to redefine superheat and quality such that they have non-zero 
derivatives in all regions of operations. This can be done by using enthalpy, which is a ubiquitous 
continuous function. One can extend the definition of superheat inside the dome and the definition of 
quality outside the dome by defining them in terms of enthalpy. This is done in Equations 2.6.4.5 and 
2.6.4.6. The newly defined superheat and quality functions are shown by the dashed line in Figures 
2.5.5.1 and 2.5.5.2 respectively. 
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 (2.6.4.5) 
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x −
−= ,,  (2.6.4.6) 
As a result of these redefinitions, superheat and quality are ubiquitous continuous functions and can 
become N-R variables where the solver can iterate on them without the risk of diverging. According to the new 
definition a negative value of superheat will indicate two-phase refrigerant. A value of quality greater than unity will 
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imply superheated vapor whereas a value less than zero will imply subcooled liquid. Note that this does not 
contradict what we said earlier about keeping the variables within physical bounds. This is because by redefining 
quality we also defined new physical bounds for it, which are different from the old definition. 
2.6.5 Minimizing redundancies 
A procedure requires some inputs (calling arguments) and calculates sequentially some quantities of 
interest as output. The set of calling arguments for any procedure must all be independent of one another to avoid 
any redundancies in the program, as illustrated by the following example. Suppose ‘ calcQ& ’ is a procedure which 
calculates the heat rejected from the condenser. It requires condenser geometry, refrigerant mass flow rate and 
refrigerant and air inlet states as inputs. Similarly ‘DPcalc’ is a procedure which calculates the pressure drop across 
the condenser. These equations are shown below in residual form. 
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In the above equation set the quantities in bold are unknowns. In order to solve for the unknowns the N-R 
algorithm will try to minimize the residuals with respect to the unknown quantities. The above equation set forms a 
4x4 system with 4 unknowns (Pr,i, hr,i, Tr,i and vr,i). The matrix equation which needs to be solved is shown below. 
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 (2.6.5.2) 
As mentioned in the previous section, only P and h are needed to completely determine the state of the 
refrigerant. As a result the procedures calcQ&  and DPcalc need only pressure and enthalpy as inputs along with 
condenser geometry, air inlet temperature and refrigerant mass flow rate. The refrigerant temperature and specific 
volume can be calculated inside the procedure itself given pressure and enthalpy. The new equation set is shown 
below (Equation 2.6.5.3). Again the quantities in the bold are unknown. This time these equations form a 2x2 
system with 2 unknowns (Pr,I and hr,i). Eq. 2.6.5.4 is the matrix equation which needs to be solved in order to get 
new guess values of Pr,I and hr,i. Temperature and quality can be solved sequentially after Pr,I and hr,i are known. In 
Equation 2.6.5.1 the inputs to functions calcQ&  and DPcalc were not independent (T and v depend on P and h), while 
in the second case all the inputs are independent of each other. This resulted in smaller matrix size or less 
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simultaneity. It is evident that by avoiding redundancies such as the above one can reduce the size of the Jacobian 
matrix thus saving a lot of computational time required to calculate derivatives and inverting large matrices. 
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2.6.6 Handling simultaneity inside procedures 
Procedures are sequential in nature by definition as they calculate the outputs from the known inputs 
sequentially. But sometimes it becomes necessary to solve a transcendental equation iteratively inside a procedure 
(Equation 2.6.6.1). This requires a root finding algorithm. The obvious choice which comes into mind is the 1-D 
Newton-Raphson method, but it has a rate of convergence of order 2  instead of 2 because it calculates 
derivatives numerically. It must evaluate the function twice in order to get the numerical derivative. 
0f(x) =  (2.6.6.1) 
Another good root finding method for solving implicit equations in one variable is secant method. In this method 
initially two values are chosen and the function approximated by a straight line in the region of interest (Figure 
2.5.6.1). Each improvement is then taken as the point where the approximating line crosses the axis. The secant 
method retains only the most recent estimate and converges with an order of 1.608 (superlinear convergence). The 
new value of the root at the nth iteration is given by 
)f(x)f(x
)x)(xf(x
xx
2n1n
2n1n1n
1nn
−−
−−−
+ −
−−=  (2.6.6.2) 
Moreover there is no need for root bracketing and no need for calculating derivatives exactly, making it an ideal 
choice for finding roots in one-dimension. 
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Figure 2.6.6.1 Secant method 
f(x) 
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Chapter 3. Validation Study of Condenser/Gas Cooler Models 
3.1 Introduction 
There is increasing interest in use of microchannel heat exchangers because they present opportunities for 
reducing charge while increasing refrigerant-side area, as well as reducing air-side pressure drop. Compact cross-
flow condensers with flat multi-port microchannel tubes and folded louvered fins are now very common in 
automotive air conditioning applications. Due to the global warming impact of HFC automobile air conditioning, 
much interest has been focused on the transcritical R-744 cycle (Pettersen and Skaugen, 1994). The high operating 
pressures in CO2 vapor compression cycles makes the use of microchannel gas coolers necessary. Yin et al. (2000) 
showed that an overall counterflow multi slab arrangement in gas coolers is highly efficient.  
Computational models provide a strong tool for analyzing the performance of such heat exchangers at the 
system level at various operating conditions. Yin et al. (2001) developed finite volume based models for multiple 
pass and multiple slab gas coolers in which all the elements were solved simultaneously. They obtained excellent 
validation results for the single slab multiple pass arrangement. The model required guess values for many variables 
in each element and was also susceptible to large computational time and instabilities. The very process of 
determining guess values for a large set of variables is very tedious and makes it almost impossible to analyze the 
heat exchanger performance in a complete system model at various operating conditions.  
This study presents a hybrid finite volume model for multiple slab and multiple pass gas coolers and 
condensers based on a sequential algorithm. The volume elements are solved one by one inside sequentially written 
procedures, which are called from a Newton-Raphson solver (Harshbarger and Bullard, 2000). As a result only the 
guess values for the volume elements at the inlet and exit of the condenser are required and not for the intermediate 
ones, thus saving a lot of computational time and guessing work. This approach also allows for modeling of almost 
any complex geometry and the advantage of swapping between input and output variables. It is ideally suited for 
analysis in a complete system for a variety of design and off-design conditions. See Chapter 2 for more details.  
Two generic multi-slab crossflow condenser models are considered here – overall counterflow and overall 
parallel flow. The finite volume model for overall parallel flow arrangement marches downstream on the refrigerant 
side and that for the overall counterflow marches upstream on the refrigerant side. Each model is capable of working 
either as a condenser or as a gas cooler depending upon whether the refrigerant is subcritical or transcritical. This 
study presents validation results for two single slab four pass R134a condensers and one 3-slab counterflow gas 
cooler. In our knowledge this is the first report on validation of a multi-slab gas cooler model. 
3.2 Heat exchanger geometry and dimensions 
Two single-slab R134a microchannel condensers and one three-slab CO2 gas cooler were used in this 
validation study. Condenser A had four passes, consisting of 9, 8, 5 and 4 tubes each (Figure 3.2.1). Condenser B 
also had 4 passes with 11, 10, 6 and 5 tubes (Figure 3.2.2). The three-slab single-pass gas cooler, which had one pass 
and 64 microchannel tubes in each slab, is shown in Figure 3.2.3. Table 3.2.1 gives the detailed dimensions of the 
three heat exchangers. 
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Figure 3.2.1 Circuiting arrangement in condenser A Figure 3.2.2 Circuiting arrangement in condenser B 
 
Figure 3.2.3 Circuiting arrangement in the three-slab gas cooler 
Refrigerant inlet 
11 tubes 
10 tubes 
6 tubes 
5 tubes 
9 tubes 
8 tubes 
5 tubes 
4 tubes 
Refrigerant exit 
Refrigerant inlet 
Refrigerant exit 
64 tubes 
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Table 3.2.1 Dimensions of the heat exchangers used in the validation study 
Dimensions Condenser B Condenser A Gas cooler 
HX circuiting Microchannel, 4 pass  (11-10-6-5) 
Microchannel, 4 pass  
(9-8-5-4) 
Microchannel 
brazed Al tubes, 1 
pass, 64 tubes, 3 
slabs, counter flow 
Face area (m2) 0.22 0.24 0.21 
Free flow cross-sectional area (m2) 0.17 0.20 0.16 
Air side surface area (m2) 5.1 7.9 7.1 
Refrigerant side surface area (m2) 1.1 0.95 0.53 
Core depth (cm) 1.8 2.4 8.5 
Core volume (cm3) 3960 5828 3655 
Microchannel tube length (m) 0.61 0.67 0.35 
Microchannel tube thickness (mm) 2 1.67 1.5 
Number of ports  10 8 4 
Port diameter (mm) 1.46x1.25 square 2.95x0.83 square 0.635 round 
Web thickness (mm) 0.2 0.35 0.85 
Wall thickness (mm) 0.4 0.42 0.45 
End thickness (mm) 0.4 0.42 0.85 
Fin density (per inch) 17 18 22 
Fin height (mm) 9.1 11.75 7.8 
Fin thickness (mm) 0.11 0.11 0.1 
Louver height (mm) 0.26 0.23 0.27 
Louver pitch (mm) 1.14 1.1 1.06 
Louver angle (°) 25 23 27 
Header tube diameter (cm) 2cm x 1cm rectangular 
2.7cm x 1.1cm 
rectangular 
0.85 cm round 
header 
Inlet tube length (cm) 25 10 7.6 
Outlet tube length (cm) 25 18 12 
Inlet tube inner diameter (cm) 1 1 0.85 
Outlet tube inner diameter (cm) 1 1 0.85 
3.3 Experimental data 
The details of the experimental set up and test facility for the gas cooler and condenser A are given by 
Giannavola et al. (2002). A large number of data points were recorded during these tests clustered around several 
indoor/outdoor operating conditions. For validation purposes a subset of these data points was selected which was 
representative of the whole data set (Table 3.3.1 and Table 3.3.2). For the gas cooler, the data range from 60 to 134 
bar for the refrigerant inlet pressure, 21-54°C for the air inlet temperature, 17-81 g/s for the CO2 mass flow rate and 
0.21-0.6 kg/s for the air flow rate. 
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Table 3.3.1 Gas cooler experimental data (Giannavola et al., 2002) 
Pr,i 
[kPa] 
DPr 
[kPa] 
mr  
[g/s] 
Tr,i  
[°C] 
Tr,o  
[°C] 
Ta,i  
[°C] 
ma  
[g/s] 
Qgas 
[kW] 
9305 243.3 69.67 116.7 46.43 43.4 566.7 9.52 
9227 129.8 50.75 96.9 44.86 43.46 610.4 6.09 
11093 84.34 40.74 126.3 55.52 54.17 465.7 6.09 
9600 238.7 69.75 125.6 45.43 43.54 1229 11.47 
9835 223.3 65.3 145.7 46.84 43.47 736.8 12.36 
9360 57.16 30.31 124.9 44.65 43.41 460.7 5.1 
10902 219 67.94 140.6 50.95 48.92 1225 12.67 
7782 40.76 24.73 91.21 33.67 32.21 557 3.64 
13104 56.42 33.38 150.4 55.11 54.19 509.6 7.03 
9672 122.3 52.8 96.88 42.57 38.02 623 8.34 
9779 116.8 51.89 98.63 42.6 38.02 623.5 8.51 
8011 34.66 22.32 99.8 34.44 32.23 555.9 4.06 
10138 27.99 17.64 130.8 43.86 43.32 461.4 3.72 
12459 140.6 57.65 159.9 50.76 48.92 1229 13.65 
12746 87.61 46.57 128.3 51.29 49.14 617.7 8.99 
10856 78.21 40.41 121.4 45.76 43.52 615.9 7.92 
12900 126.6 55.69 164.5 50.47 48.92 1229 13.75 
11434 81.88 41.77 142 45.33 43.38 729.3 9.68 
10829 272.3 75.54 111.5 42.97 37.94 1262 14.67 
11000 44.67 27.67 114.8 43.58 42.7 548.5 5.54 
11946 66.77 37.98 130.9 44.98 43.55 617.6 8.38 
10108 88.41 46.62 96.8 39.7 37.73 1243 8.74 
10339 88.76 46.94 100 39.41 37.85 1242 9.15 
11625 71.13 42.91 106.4 38.56 37.76 1241 8.92 
 
For condenser A, the data range from 1200 to 3000 kPa for refrigerant inlet pressure, 29 to 54 g/s for 
R134a mass flow rate, 66-112°C for refrigerant inlet temperature and 32-49°C for air inlet temperature. The air mass 
flow rate was kept near 590 g/s and 1180 g/s as shown in Table 3.3.2.  
 22
Table 3.3.2 Experimental data for Condenser A (Giannavola et al., 2002) 
Pr,i 
[kPa] 
DPr 
[kPa] 
mr  
[g/s] 
Tr,i  
[°C] 
Tr,o  
[°C] 
Ta,i  
[°C] 
ma  
[g/s] 
Qcond 
[kW] 
2042 19.38 38.08 77.49 51.4 48.52 588.7 6.37 
1492 23.52 33.06 81.63 42.83 37.76 592.1 6.48 
1490 23.5 33.02 81.64 42.93 37.81 593.7 6.47 
1643 19.87 34.5 69.14 39.83 37.61 595.5 6.30 
1877 20.47 39 76.04 39.66 37.43 596.3 7.28 
1495 21.59 33.92 65.97 34.27 32.05 596.9 6.44 
1228 22.32 28.95 75.38 37.84 32.12 599.4 5.81 
2968 17.74 47.19 110.5 38.58 37.51 851 10.14 
2673 30.13 53.84 112.1 49.87 48.92 1175 11.02 
2566 22.9 48.19 100.9 49.81 49.15 1175 9.27 
1491 64 49.08 89.14 42.47 38.17 1179 10.06 
2984 16.65 47 110.5 38.12 37.55 1179 10.12 
1869 53.96 50.82 94.32 53.32 48.78 1180 9.60 
1922 61.94 53.74 104.4 53.65 48.77 1181 10.73 
1636 44.4 47.27 92.51 39.16 37.68 1186 10.01 
1502 69.08 50.79 80.17 41.79 38.02 1186 9.93 
2398 24.79 49.82 98.03 38.48 37.78 1186 10.34 
1549 54.3 48.25 90.32 39.84 37.55 1187 10.11 
2992 17.33 46.8 110.5 38.27 37.72 1187 10.06 
2781 18.93 48.19 106.6 38.46 37.87 1188 10.25 
1999 24.42 44.02 90.27 38.3 37.61 1189 9.00 
1525 42.31 43.4 97.93 39.58 37.82 1190 9.50 
2881 16.85 46.27 111.2 38.12 37.55 1191 10.09 
1448 54.72 45.79 94.3 42.24 38.04 1192 9.70 
1634 50.8 49.72 88.21 39.34 37.63 1192 10.27 
2075 10.76 34.25 111.9 32.85 32.18 1194 8.15 
2821 17.49 46.07 110.5 38.14 37.82 1589 10.04 
3001 17.05 46.9 110.6 38.17 37.86 1591 10.09 
 
Experiments for Condenser B were done in a different test facility and the data is shown in Table 3.3.3. The 
tests were performed for refrigerant mass flow rate ranging from 21 g/s to 90 g/s and the air mass flow rate from 260 
g/s to 2250 g/s. The refrigerant inlet temperature and pressure and the air inlet temperature were held constant at 
79.4°C, 1625 kPa absolute and 37.77°C respectively during the tests.  
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Table 3.3.3 Experimental data for Condenser B 
ma 
[g/s] 
DPr 
[kPa] 
mr 
[g/s] 
Tr,o 
[°C] 
DTsub 
[°C] 
Qcond 
[kW] 
259.9 12.69 27.97 55.44 2.778 4.8 
260.2 8.136 21.17 47 11.33 3.9 
520.1 14.55 36.29 46.94 11.22 6.79 
521 23.44 43.85 55.06 2.833 7.54 
1130 44.88 65.02 54.56 2.778 11.33 
1129 28.61 55.94 46.72 11 10.48 
1738 61.98 79.38 54.06 2.833 13.88 
1737 38.75 68.8 46.39 11.17 12.82 
2253 74.88 89.21 53.72 2.778 15.59 
2253 47.5 77.11 46.22 11.11 14.45 
522 24.82 43.85 55.11 2.722 7.54 
3.4 Simulation models 
3.4.1 Crossflow condenser model 
The intricacies of multiple pass arrangement in a crossflow heat exchanger were handled by adopting a 
finite volume approach. Whole of the heat exchanger was divided in to a number of finite volumes along the 
refrigerant flow direction (Figure 3.4.1.1) with each finite volume acting as a crossflow heat exchanger in itself. The 
elements were solved sequentially one by one, by marching downstream of the refrigerant flow. As a result the 
refrigerant outlet state from one element served as the inlet for the next. The programming was done in Engineering 
Equation Solver (EES) (Klein and Alvarado, 2004), which is a Newton-Raphson based simultaneous equation 
solver.  
 
Figure 3.4.1.1 Division of a 4 pass condenser into finite volumes 
Effectiveness-NTU method was used to solve for the amount of heat exchange taking place in an element. 
The fluid thermophysical properties were based on the element inlet conditions and were assumed constant within 
an element. The air inlet temperature and velocities were also assumed uniform over the face of the heat exchanger. 
Following energy balance relations were used sequentially to determine the refrigerant outlet state from an element. 
Air flow 
Refrigerant inlet 
Refrigerant exit 
Finite volumes 
Heat exchanger 
passes 
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Between refrigerant and air 
( )( )iairaparpr TTcmcmQ ,,,, ,min −= &&ε   (3.4.1.3) 
In the above equations ε is the heat exchanger effectiveness which is different for single phase and two 
phase regions for a crossflow arrangement (Incropera and Dewitt, 1996). Given the air and refrigerant inlet 
conditions for an element Equation 3.4.1.3 can be solved for the amount of heat transfer Q. Knowing Q one can then 
solve Equations 3.4.1.1 and 3.4.1.2 for the air and refrigerant outlet states respectively assuming zero pressure drop 
on the refrigerant side.  
The model assumes zero conduction between the tubes and along the refrigerant flow direction. The 
resistance due to conduction through the tube material was also neglected. The refrigerant-side pressure drop was 
calculated after the heat transfer calculations were done and the exit enthalpy adjusted for this pressure drop. For 
simplicity it was assumed that all the tubes and refrigerant ports in a particular pass receive equal refrigerant mass 
flow rate. The pressure drop inside the headers is difficult to model and was neglected. If an element encountered 
change of refrigerant phase then it was split into two parts, and the respective phases solved by calling appropriate 
routines. Appendix A explains how the transition elements are divided. 
The refrigerant side single phase heat transfer coefficient was obtained from the Gnielinski (1976) 
correlation. The two phase heat transfer coefficient was supplied by Dobson (1998) correlation which models the 
condensation heat transfer. Chang and Wang (1997) provided the air side heat transfer coefficient and pressure drop 
for louvered fin geometry. The single phase pressure drop was calculated from Equation 3.4.1.4. The friction factor f 
was provided by Churchill’s (1977) correlation which spans all the flow regimes. Souza and Pimenta (1995) 
provided the correlations for calculating the two-phase pressure drop.  
ρD
LGfDP
2
2
=   (3.4.1.4) 
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Figure 3.4.1.2 Default inputs and outputs from the overall parallel flow gas cooler/condenser model in a 
sequential run 
The condenser model can be solved sequentially by providing the refrigerant and air inlet states and the 
heat exchanger geometry (Figure 3.4.1.2). The refrigerant and air outlet states are determined by calling element 
solving procedures from the EES main program. These procedures use the property calculation routines inbuilt in 
EES and the above described energy relations and correlations to solve an element. The model can also be run in 
simultaneous mode by specifying some of the output variables and at the same time making an equal number of 
inputs unknown.  
3.4.2 Overall counterflow multi-slab gas cooler 
Each slab of the 3-slab gas cooler was modeled using the same finite volume approach as in the case of 
crossflow condenser. Since the 3 slabs of the gas cooler make an overall counterflow arrangement with the air flow 
direction, elements were solved by marching upstream on the refrigerant side. As a result the refrigerant inlet state 
from one element served as the refrigerant outlet state for the next. The inlet air temperature and velocities were 
assumed uniform over the face of the first slab. The calculated air outlet states from the elements of first slab served 
as the inlet for the corresponding downwind elements in the second slab. The same relationship holds between the 
second and the third slab. The following energy equations were used sequentially to solve for the refrigerant inlet 
and air outlet states from an element. 
Finite volume 
condenser 
model 
Geometry 
ar m m && ,  
irir h P ,, ,  
atmia P T ,,  
Qcond 
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oasub T DT ,,  
Main program Main program 
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Figure 3.4.2.1 Division of a three slab gas cooler in to finite volumes 
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Knowing the air inlet and refrigerant exit conditions for an element, Equation 3.4.2.2 can be used to 
calculate the refrigerant inlet temperature. In turn, Equation 3.4.2.3 yields the amount of heat transfer, Q, occurring 
in the element. Equation 3.4.2.1 can then be used to get the air exit temperature from that element. The fluid 
thermophysical properties were based on the refrigerant exit and air inlet states to an element and were assumed 
constant within the element. The modus-operandi for the calculation of heat transfer coefficient and pressure drop 
was same as for the single phase part of the crossflow condenser. A sequential run of the gas cooler model required 
input values for the air inlet and refrigerant exit conditions from the gas cooler. 
Air inlet
Last element in 
slab 2 
First element in 
slab 3 
First element in 
slab 1 
Last element in 
slab1 
First element in 
slab 2 
Air exit 
Refrigerant inlet 
Refrigerant exit 
Last element in 
slab 3 
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Figure 3.4.2.2 Default inputs and outputs from the overall counterflow gas cooler/condenser model in a 
sequential run 
3.5 Model validation 
3.5.1 Gas cooler 
As explained in Appendix B the overall counterflow gas cooler model was validated by specifying the 
condenser inlet conditions and solving for the outlet state by using a Newton-Raphson solver. The heat exchanger 
was modeled using a large number of elements (=150) to capture the affect of rapidly varying physical properties in 
the transcritical region. Figures 3.5.1.1-3.5.1.3 compare the model prediction with the experimental data for the gas 
cooler model. As seen in Figures 3.5.1.1 and 3.5.1.2 the model predicts the capacity within ±4% and exit refrigerant 
temperature within ±0.5°C except for a few points. These results show that the predicted values are within the 
experimental error (±5% and 0.5°C). It should be noted that these comparisons are based on the refrigerant side 
energy balance which does not account for the effect of oil circulating in the loop. The refrigerant-side energy 
balance was done using thermodynamic properties for pure carbon dioxide. 
The model severely underpredicted the refrigerant pressure drop by as much as 80% (Figure 3.5.1.3). A 
crude estimation of the header pressure drop (Appendix C) revealed that it cannot alone account for the 
discrepancies. The actual reason for the serious under prediction of the pressure drop is not known with certainty but 
the presence of high concentration of oil in the refrigerant loop could be a major factor.  
An independent study by Musser (2004) on the effects of oil circulation on gas cooler pressure drop found 
that increasing the amount of oil circulating in the loop from 3% to 6% nearly tripled the pressure drop in the gas 
cooler. During the test runs of the present study the system was deliberately over charged with 200cc oil, a 
conservative measure requested by the compressor manufacturer to protect the prototype (Giannavola et al., 2002). 
The nominal amount of oil required for such test systems is only about 50-70cc, and even this amount of oil in 
circulation can increase pressure drop by factor of 1.2-1.3 (Yin, 2004). Since the pressure drop increases greatly 
with the oil concentration it is reasonable to believe that a system charged with 200cc of oil can have much larger 
pressure drops (2-3 times). Moreover, studies are still underway to characterize the effect of oil concentration on the 
pressure drop (Newell, 2004). Fortunately, the errors in pressure drop do not significantly affect the prediction of 
heat transfer. 
Finite volume 
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Figure 3.5.1.1 Experimental vs. model predicted capacity 
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Figure 3.5.1.2 Refrigerant exit temperature 
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Figure 3.5.1.3 Pressure drop across the gas cooler 
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3.5.2 Condenser A 
After cutting a header of condenser A it was found that the two end ports in the microchannel tubes were 
almost half in width as compared to the middle ones. Therefore the refrigerant free flow and heat transfer areas were 
adjusted accordingly. The port hydraulic diameter was based on the total refrigerant flow area and wetted perimeter 
of a microchannel tube. The results predicted from the condenser model are compared with the experimental data in 
Figures 3.5.2.1-3.5.2.3. The model overpredicted the heat transfer by a maximum of 5% and subcooling at the 
condenser exit by a maximum of 4.5°C. It was found that heat transfer predictions for data points with subcooling 
less than 9°C were particularly poor. At this low value of subcooling it is possible that some vapor may be present in 
the subcooled liquid because liquid and vapor may stratify into different tubes in the header upstream of the last 
pass, and fail to reach thermodynamic equilibrium as they mix in the outlet header.  The existence of bubbles could 
also introduce noise into the mass flow rate measurements. Except for those low subcooling points, the model was 
able to predict the heat transfer with a maximum overprediction of 3% and subcooling of 2°C. Thus we see that heat 
transfer predictions from the finite volume based condenser model agree very well with the experimental data for 
condenser A. 
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Figure 3.5.2.1 Experimental vs. model predicted capacity for condenser A 
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Figure 3.5.2.2 Predicted and experimentally obtained subcooling 
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Figure 3.5.2.3 Pressure drop across condenser A 
As shown in Figure 3.5.2.3 the model underestimated the pressure drop by as much 60% for condenser A, 
when header pressure drops are neglected. The complex header geometry can however offer appreciable resistance 
to the single and two-phase fluid flowing through it. The microchannel tubes protruding into the header block about 
33% of the header free flow area, and can also offer appreciable resistance to the flow with obstacles resembling a 
steeplechase. Moreover, it is difficult to quantify the pressure drop caused by the interaction of two-phase fluid with 
the headers. To help develop a pressure drop for these complex header geometries used in microchannel condensers, 
a series of nitrogen flow tests were conducted to quantify the headers’ contribution to the total heat exchanger 
pressure drop (Appendix E). Unfortunately most of the nitrogen flow data lay in the transition regime for which 
friction factor correlations and aspect ratio correction factors for rectangular port geometries are not well developed. 
Also the port dimensions were subjected to measurement error of ±0.025 mm, which may lead overprediction of 
pressure drop in the microchannel tubes. As a result the contribution of headers to the total pressure drop appeared 
to be quite small, but could not be estimated precisely. However, similar experiments with condenser B revealed that 
the headers (friction, turning, contraction and expansion losses combined) contribute no more than 20% to the total 
pressure drop. Of this, about half is due to the steeplechase arrangement of microchannel tubes and half due to minor 
losses.  
The amount of oil circulating in the refrigerant loop during the experiments with condenser A was 
calculated to be about 2±0.7% (Giannavola et al., 2002). Experiments with larger-diameter tubes have shown that 
such low oil concentrations cannot be responsible for such large increases in pressure drop, as long as the oil is well-
mixed with the refrigerant, but with microchannels there exists the theoretical possibility that a port in the 
superheated inlet can receive a small droplet of oil that may cause the flow to move through the remaining ports 
until it blows through. Another, perhaps more likely possibility is that pressure drop in the two-phase parts of the 
headers might be significantly greater than estimates and measurements of single-phase pressure drop. An 
investigation of this possibility is currently underway in another ACRC project (Newell, 2004).  
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3.5.3 Condenser B 
The first two sets of data correspond to air flow rate values outside the range of the heat transfer correlation 
used in the model, so they were not used for validation. The results predicted from the condenser model are 
compared with the remaining experimental data in Figures 3.5.3.1 and 3.5.3.2. The model predicted the heat transfer 
within ±6% but systematically underpredicted the pressure drop by as much as 50%. Since in a condenser most of 
the heat transfer resistance lies on the air side, a ±15% uncertainty in refrigerant side heat transfer coefficient 
correlation cannot account for the observed discrepancies in the heat transfer predictions. Therefore the error was 
attributed to inaccuracies in air side heat transfer coefficient and two-phase pressure drop (which affects saturation 
temperature). A correction factor was therefore derived and applied to the value of the heat transfer coefficient 
calculated from the standard correlation (Appendix D).  
The underprediction in pressure drop could be due to the fact that the model neglects pressure drop inside 
the headers and pressure drop due to oil. Single-phase nitrogen flow tests were also performed on condenser B 
(Appendix E), which showed that headers do not account for more than 20% of the total pressure drop. Of this half 
is attributed to the steeplechase arrangement of microchannel tubes and half to the minor losses. For refrigerant 
flows through condensers, it is reasonable to believe that headers will account for atleast 20% of the total pressure 
drop. The remaining discrepancy in predictions can be due to the unknown interaction of two-phase with the headers 
or due to the oil. It must also be noted that two-phase pressure drop correlations in pipe flows are no better than 
15%. As explained in Appendix D, the observed discrepancy in pressure drop prediction was attributed to the 
headers and an average header constant friction factor backed out from the experimental data.  
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Figure 3.5.3.1 Experimental vs. model predicted capacity for condenser B 
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Figure 3.5.3.2 Pressure drop across the condenser 
Figures 3.5.3.3 and 3.5.3.4 present the model predicted values for the heat transfer and pressure drop after 
applying the aforementioned corrections. The corrected model was able to predict the heat transfer within ±1% and 
pressure drop within ±10% except for a few points for which the reported pressure drop was less than 25kPa. The 
crudeness of the header pressure drop model and lack of modeling capability for pressure drop due to oil circulating 
in the loop may explain these large discrepancies in the pressure drop results. It should be noted that small values of 
pressure drop do not affect the compressor work and condenser heat transfer very much, so large percentage errors 
in the prediction of small pressure drops have little consequence. On the other hand large pressure drops in the 
condenser can have a profound effect on the compressor power as well as condenser heat transfer. This in turn 
affects the system COP. Since the corrected model can predict large pressure drops very well its inability to predict 
small pressure drops is not an issue.  
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Figure 3.5.3.3 Predicted capacity from the corrected model 
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Figure 3.5.3.4 Predicted pressure drop from the corrected model 
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Figure 3.5.3.5 Subcooling at the condenser exit 
The before- and after-correction values of subcooling at the condenser exit are compared with the 
experimental data in Figure 3.5.3.5. As can be seen from the figure there is considerable improvement in the model 
predicted values after the application of the correction factors. The model was able to predict subcooling within 
±1.7°C. The reason for this large variation is the inability to predict the refrigerant side pressure drop correctly and 
hence the condenser exit pressure. The heat transfer correction factor compensated for the Wang and Chang 
correlation’s tendency to overpredict at high Reynolds numbers and underpredict at low Reynolds numbers. 
3.5.4 Summary 
The finite volume based heat exchanger models were validated against experimental data by considering 
two R134a single-slab crossflow condensers and one 3-slab counterflow gas cooler. The gas cooler model was able 
to predict heat transfer within ±4% and refrigerant exit temperature within ±0.5°C for most of the experimental data. 
However, it severely underpredicted the refrigerant pressure drop by as much as 80% due to the presence of high 
amounts of oil in the refrigerant loop. 
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The condenser model overpredicted subcooling by 2°C (capacity by 3%) for condenser A. However it 
underestimated the refrigerant side pressure drop by a maximum of 60%. For condenser B, the model predicted 
outlet subcooling within ±1.7°C (capacity within ±1%) after applying a correction factor to the air side heat transfer 
coefficient. The model underestimated the refrigerant side pressure drop by about 50%. The discrepancies in the 
pressure drop were attributed to the headers and an average constant friction factor was backed out for the headers 
from the experimental data. After accounting for the header pressure drop the model was able to predict the 
refrigerant side pressure drop within 10% for values greater than 25kPa. This capability of the model is very 
important because only high pressure drops affect the system performance significantly.  
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Chapter 4. Design and Optimization of Capillary Tube  
Suction Line Heat Exchangers 
4.1 Introduction 
R134a vapor compression cycle efficiency benefits greatly from suction line heat exchange (Domanski et 
al., 1994). The capillary tube suction line heat exchanger (ctslhx) in a domestic refrigerator/freezer consists of an 
adiabatic inlet section, a heat exchanger section and an adiabatic outlet section. The refrigerant exiting from the 
condenser flashes in the adiabatic inlet section and enters the heat exchanger section of the captube (Figure 4.1.1), 
where it rejects heat to the cold suction line downstream of the evaporator and enters the adiabatic outlet section at 
reduced quality and pressure. It then exits at a choked condition and expands discontinuously to the evaporator 
(Moreira and Bullard, 2003).  
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Figure 4.1.1 Ctslhx on P-h diagram 
The ctslhx dimensions play an important role in deciding its contribution to the system performance. Since 
the suction line length is usually minimized to limit pressure drop and cost, the heat exchanger length is maximized 
to utilize whatever suction line length is accessible. It is important to identify what all combinations of captube 
diameter and inlet and outlet adiabatic lengths can give stable and efficient performance both at design and off-
design conditions. This chapter analyses the effect of capillary tube geometry on system performance by embedding 
it in a system simulation model. In the next section we briefly describe the modeling approach and assumptions 
made to model individual components. Section 3 presents the design point (standard 90°F (32°C) ambient dry coil 
test condition (USDoE, 1988)) results where a large set of inlet and outlet lengths are considered. The critically 
charged system is then analyzed for stability and performance by allowing it to react to some off-design 
perturbations as explained in section 4. The chapter ends with some conclusive remarks about the desirable and 
avoidable captube geometries for efficient and stable operation. 
 36
4.2 Simulation model 
A Newton-Raphson-based solver, EES (Klein and Alvarado, 2004) was used to solve the pressure-enthalpy 
equations describing the interactions among all the system components (Figure 4.2.1). The load on the system was 
assumed to vary linearly with the ambient temperature (Equation 4.2.1). Each component was modeled using 
detailed equations in its own subroutine that was designed to solve sequentially, as described below. Refrigerant 
charge calculations were done for each component and summed to obtain the total charge in the system. 
( ) ( )frigambfrigfreezerambfreezerload TTUATTUAQ −+−=  (4.2.1) 
 
 
Figure 4.2.1: Connecting equations for ctslhx in a system 
4.2.1 Capillary tube suction line heat exchanger (Ctslhx) 
A finite volume approach was used in the modeling of ctslhx because of highly nonlinear behavior and 
large pressure drops. Since the inlet and outlet lengths are just adiabatic capillary tubes, a single routine was used to 
handle both of them. A separate routine was, however required for the heat exchanger section to model the 
simultaneous heat transfer and pressure drop taking place in it. The ctslhx was solved by marching upstream on the 
captube side and downstream on the suction side (Figure 4.2.1.1). As a result a sequential run required critical 
conditions at the captube exit and inlet conditions for the suction line. 
Equilibrium equations were used throughout, recognizing that they slightly underestimate mass flow rate in 
adiabatic (Meyer and Dunn, 1996) and diabatic (Liu and Bullard, 2000) capillary tubes. Since correction factors are 
not well developed for R134a, they can be neglected here in the interest of providing insights into ctslhx behavior by 
exploring the parameter space using physically-based equations. 
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Figure 4.2.1.1: Division of elements in the captube model 
4.2.1.1 Adiabatic section routine 
The whole of the adiabatic length was divided into a number of equally sized finite volume elements. Since 
the finite element marching was done upstream of the cap-tube side the inlet from one element became exit of the 
next. The routine was capable of handling both the single and two-phase regions and any transitions (flashing, re-
condensation). Following Bittle and Pate (1996) the fiction of a two-phase viscosity was employed to model the 
frictional pressure drop (Equation 4.2.1.1.1). Calculating the critical mass flux (Equation 4.2.1.1.2) at the choked 
homogeneous isentropic captube exit was the first step in the sequential solution. Equation set 4.2.1.1.3 was used to 
obtain the acceleration pressure drop in the two-phase region. The energy equation (Equation 4.2.1.1.4) was satisfied 
between the inlet and exit of each adiabatic element. 
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4.2.1.2 Heat exchanger section routine 
Each finite volume element of the heat exchanger section was modeled as a simple tube-by-tube 
counterflow heat exchanger. It was assumed that perfect transfer of heat takes place between the cap-tube and the 
suction side. Within each finite element fluid properties were assumed constant and were based on the refrigerant 
inlet condition for the suction side and refrigerant exit condition for the cap-tube side. The suction line pressure drop 
was calculated after the determination of heat transfer. Since the pressure drop was large in a cap-tube element, it 
was calculated simultaneously with the heat transfer. The methodology for the calculation of pressure drop in the 
heat exchanger part of the captube was same as that for the adiabatic part. The suction line pressure was adjusted for 
pressure drop by using Churchill (1977) correlation for single phase and Souza and Pimenta (1995) correlation for 
two-phase. The acceleration pressure drop and the fluid kinetic energy were neglected in the heat exchanger section 
because it is small, but treated explicitly in the adiabatic sections where it can be quite large.  
The heat transfer from the captube to the suction line was calculated using ε-NTU relations (Incropera & 
DeWitt, 1996). Axial conduction and the resistance of tube material were neglected. Because of high pressure drop, 
the two-phase temperature in the captube was taken to be the average value of the element inlet and outlet 
temperatures. Single phase heat transfer coefficient was obtained using Gnielinski (1976) correlation for both the 
captube and the suction side. The correlations from Dobson and Chato (1998) provided the two-phase heat transfer 
coefficient for the captube side, and Wattelet et al. (1994) for the suction side. When flashing or re-condensation 
occurred within an element, it was split into two sub-elements that were solved separately (Appendix A). The model 
was well equipped with different routines to handle subcooled and two-phase refrigerant on the captube side and 
two-phase and superheated refrigerant on the suction side, along with any phase changes.  
4.2.2 Evaporator 
The evaporator model simulated a typical finned tube design used in auto-defrost refrigerators. A single 
tube circuit serpentines eight times downwards from the refrigerant inlet to the air inlet, and then serpentines eight 
times upwards to join the suction line (Figure 4.2.2.1). The downward tube passes were modeled as an overall 
counterflow heat exchanger and the upward passes as an overall parallel flow. Each sees half the evaporator air 
flow. A multi-zone approach was used to solve each section, dividing the evaporator into two-phase and superheated 
parts according to the refrigerant state. Heat transfer in each zone was calculated by using ε-NTU relations, using the 
same refrigerant side heat transfer and pressure drop calculations as for the suction line. The air side heat transfer 
correlation was obtained from correlations by Wang and Chang (2000). The air inlet temperature was weighted 
average of the freezer and the refrigerator compartment temperatures as given by Equation 4.2.2.1. Conduction 
between the two-phase and superheated zones was neglected. The coil was modeled as a dry coil with no latent load. 
Axial conduction and the tube resistance were neglected. The model was capable of handling phase transition from 
the two-phase to superheated zone.  
frigzfreezerzevapina TfTfT )1(,, −+=  (4.2.2.1) 
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Figure 4.2.2.1 Evaporator circuiting 
A sequential run of the evaporator procedure required heat exchanger geometry, air mass flow rate and inlet 
temperature, and refrigerant mass flow rate and inlet enthalpy and pressure.  
4.2.3 Condenser 
Similar to the evaporator, a multi-zone approach was also used to model the cross-counterflow wire-on-
tube type condenser, consisting of 15 rows in the air flow direction with two passes per row (Figure 4.2.3.1). The 
condenser was divided in to subcooled, two-phase and superheated zones. The subcooled and superheated zones 
were solved using LMTD-approach and the two-phase zone was solved using ε-NTU relations. Refrigerant side 
correlations were obtained from Gnielinski (1976) and Dobson and Chato (1998). Air side heat transfer correlations 
were from Hoke et al. (1997), as modified by Petroski and Clausing (1999). 
The overall counterflow condenser was solved sequentially by marching upstream on the refrigerant side 
and downwind of the air side. Known the refrigerant exit conditions the subcooled, two-phase and superheated 
regions were solved for simultaneous heat transfer and pressure drop. If the outlet from the condenser was two-
phase then only the two-phase and superheated regions were solved. As in the case of the evaporator the model 
neglected axial conduction and resistance of the tube material. 
Air 
2nd section 
Parallel flow 1st section Counter flow
Refrigerant
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Figure 4.2.3.1 Wire-on-tube condenser coil 
4.2.4 Compressor 
The compressor was modeled using standard 10-parameter polynomial curve fits provided by the 
manufacturer, expressing mass flow rate and power as function of suction and discharge pressures. The mass flow 
rate was adjusted for suction densities at off-test conditions. A scaling factor was used to size the compressor to 
meet the load at the target runtime at the design condition. Heat rejected from the compressor shell was modeled 
using the linear discharge-shell temperature relation developed by Kim and Bullard (2002). UAshell was assumed 
constant for all design and off-design conditions. 
4.3 Tradeoffs at the design condition 
The model was run in design mode for a fixed superheat and subcooling of 2°C at 32°C (90°F) ambient 
temperature. The compressor was sized for a run time fraction of 0.6 at the design condition. A wide range of 
captube adiabatic inlet and outlet lengths (0.524m < Lin < 2.024m and 0.3m < Lout < 2.0m) were considered. Each 
such combination required a slightly different captube diameter, compressor size and total system charge. The inputs 
and outputs for design point simulations are shown in Figure 4.3.1. Surprisingly the effect on COP at the design 
condition is quite small, as shown in Figure 4.3.3. This gives engineers great flexibility to design the ctslhx without 
sacrificing more than 1% of design COP, at the standard test conditions, and to choose the combination of Lin and 
Lout that provided the best performance at off-design conditions.  
Refrigerant  
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Refrigerant  
inlet 
Air 
• 15 rows 
•2 passes 
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Wires 
 41
 
Figure 4.3.1 Input/output variables for design point simulations 
Generally, longer captubes require a larger diameter to carry the design mass flow rate, as shown in Figure 
4.3.2.  Increasing inlet length creates more two-phase pressure drop and therefore a lower temperature at the inlet of 
the heat exchanger section. This diminishes heat transfer from the captube and hence increases evaporator inlet 
enthalpy, thus requiring an increased mass flow rate to satisfy the design load. The extra pressure drop in the inlet 
section forces the captube’s choked exit to occur at lower pressures, where density is lower. Hence it requires an 
increased diameter to carry this extra mass flow rate. On the other hand, the captube diameter is only slightly 
dependent on the outlet length. For a particular inlet length, a long outlet section generates more pressure drop 
causing the refrigerant to exit at lower density, so the diameter must increase to carry this high volume fluid. Now 
since the tube is fatter, there is slightly less pressure drop in the inlet section and hence slightly more heat transfer 
occurs. The resultant lower evaporator inlet enthalpy requires less mass flow rate to match the load. As a result the 
net increase in diameter is small.  
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Figure 4.3.2 Dependence of captube diameter on inlet and outlet length 
Figure 4.3.3 shows how design COP varies with Lin as outlet length increases from 0.3m to 2.0m. Smaller 
inlet lengths fetched a higher value of COP because smaller inlet pressure drop provides higher inlet temperature to 
the heat exchanger section. The larger heat transfer increases the refrigerating effect and hence the COP. The outlet 
length has a much smaller effect on the system performance. As pointed out earlier, a tube with longer outlet section 
causes relatively less pressure drop in the inlet section as compared to the one with small outlet length. This leads to 
slightly more heat transfer and larger COP. Thus at the design condition COP is maximized by the longest outlet and 
shortest inlet lengths. By maximizing the refrigerant effect through internal heat exchange, the refrigerant mass flow 
rate is also maximized, so the most efficient system also requires smallest compressor as seen in Figure 4.3.4. Note 
that the COP variation for all the configurations simulated is only 1.15% because the ctslhx is already operating at 
high effectiveness (~80%) as it is utilizing the maximum available suction line length.  
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Figure 4.3.3 Variation of COP with inlet length at various outlet lengths 
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Figure 4.3.4 Variation of compressor size with inlet length at various outlet lengths 
4.4 Off-design behavior 
After the captube geometry has been fixed at the design condition, it is important to analyze its off-design 
behavior. The independent variables: cabinet temperatures, ambient temperature and air flow rates will change due 
to such external conditions as weather, door openings, frosting and dust fouling. A complete system simulation 
would involve letting these variables change across their full operational range, while observing the performance of 
the system capacity and COP in general, and the ctslhx inlet/outlet states in particular.  The most important objective 
would be to prevent liquid from entering the compressor and to maintain adequate capacity.  
To analyze the off-design behavior, nine combinations of Lin and Lout representative of the whole range of 
inlet and outlet lengths examined at the design point were selected. Since the design point performance was not very 
different for all the combinations, the idea was to see which captube geometry provides best performance and 
stability off design. Table 4.4.1 shows the chosen 9 combinations and their performance at the design point, with S, 
M and L designating short, medium and long inlet/outlet sections, respectively. Four types of off-design conditions 
were simulated: 
1. Letting the system react to a room temperature change across a wide range (16°C to 49°C). 
2. Increasing the evaporator air inlet temperature to 10°C to simulate frequent door openings and resultant 
high load conditions. 
3. Reducing the evaporator air flow rate by half to account for excessive frosting. 
4. Reducing the condenser air flow rate by half to account for dust fouling or blockage of the outdoor coil.  
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Figure 4.4.1 Input/output variables for off-design simulations 
Table 4.4.1 Performance of ctslhx configurations at Design condition 
Captube Lin [m] Lout [m] COP Dcap [mm] flowV& [m3/s]*1000
SS 0.524 0.3 1.660 0.649 0.2345 
SM 0.524 1.0 1.664 0.655 0.2343 
SL 0.524 2.0 1.667 0.681 0.2339 
MS 1.024 0.3 1.655 0.710 0.2352 
MM 1.024 1.0 1.659 0.713 0.2348 
ML 1.024 2.0 1.664 0.722 0.2342 
LS 2.024 0.3 1.648 0.790 0.2363 
LM 2.024 1.0 1.653 0.792 0.2357 
LL 2.024 2.0 1.658 0.796 0.2348 
 
4.4.1 Ambient temperature 
Figure 4.4.1.1 shows how COP of systems having the above nine ctslhx configurations would change with 
the ambient temperature. As we move off-design by increasing the ambient temperature the COP decreases and 
remains pretty close for all the cases. As the evaporator exit becomes superheated due to increased refrigerant flow, 
heat exchanger protects the compressor inlet by maintaining superheat. As ambient temperature falls below the 
design point, COP increases due to a decrease in compressor work requirement. But this increase in COP is not alike 
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for all the cases and gets hindered after some point. For a particular inlet length, these cases were identified as those 
having large outlet lengths. A marked difference of 9% can be seen in the COP of systems SS and SL at 21°C (a 
more common operating condition).  
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Figure 4.4.1.1 Variation of COP with the ambient temperature 
To explain this behavior we consider two captubes; MS and ML. Both of them have same inlet length 
(1.024m) but different outlet lengths (0.3m and 2.0m respectively). At 21°C MS has about 3.7% greater COP than 
ML. When the ambient temperature decreases, the captube inlet state moves down and to the left (Figure 4.4.1.2) 
and the captube reacts by moving its choked exit down and towards left, decreasing mass flow rate due to lower exit 
density. The compressor reacts by lowering Tevap to equalize the mass flow rate, increasing the size of the 
evaporator’s superheated zone. The mass flow rate and Tevap reduction is far greater in the case of ML because its 
choked exit moves down faster (Figure 4.4.1.2). The system COP’s soon diverge because the rapidly decreasing 
evaporating temperature increases the specific volume at the suction inlet, increasing the compressor work faster 
than the falling condensing temperature reduces it.  
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Figure 4.4.1.2 Inlet and outlet states of captubes ML and MS at 32 and 21°C ambient 
At very high ambient temperatures the load increases and the ctslhx responds to the increasing Tcond by 
delivering more refrigerant. The system is unable to meet the load when the run-time fraction (Qload/Qevap) becomes 
unity. Table 4.4.1.1 shows the values of ambient temperatures at which the run-time fraction for the captubes in 
consideration reaches 1. For all configurations this occurs somewhere around 47°C and is not sensitive to the 
individual captube dimensions.  
Table 4.4.1.1 Ambient temperatures corresponding to run-time fraction of unity 
Captube Tamb [°C] 
SS >47 & <49 
SM >47 & <49 
SL >47 & <49 
MS 47 
MM >47 & <49 
ML >47 & <49 
LS 47 
LM 47 
LL 47 
 
During all off-design perturbations in ambient temperature, the compressor received superheated vapor 
with all captube geometries. Hence, there was no threat to the compressor. The variation of COP with ambient 
temperature highlights the poor performance of captubes SM, SL and ML. Although these tubes which have large 
outlet length as compared to the inlet deliver slightly higher COP at the design point, their off-design performance is 
poor. Region 1 in Figure 4.5.1 shows badly performing captubes on an Lout vs. Lin plot. Due to their poor 
performance at low ambient temperatures, captubes SM, SL and ML will not be pursued in further analyses. 
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4.4.2 Evaporator and Condenser air flow rates 
The system was subjected to variations in evaporator and condenser air flow rates at the more common 
operating condition of 21°C. The effect of decreasing condenser air flow rate on system performance can be seen in 
Figure 4.4.2.1. The volumetric air flow rate over the condenser coil was decreased from a design point value of 
0.055m3/s to 0.0275m3/s. At 21°C the COPs reflect the off-design performance of the various ctslhx geometries, 
which had nearly identical COPs at the design condition. Then as flow rate is reduced (e.g. due to fouling) COP 
decreases because of decreasing face velocity and increase in LMTD caused by doubling th       e rise in air 
temperature. All the captubes showed similar trend in the COP and no marked difference in the performance was 
observed.  
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Figure 4.4.2.1 Condenser air flow degradation (Tamb = 21°C) 
To simulate the effect of air flow blockage due to frosting in evaporator, the evaporator volumetric flow 
rate was decreased by half from its design point value of 0.021m3/s to 0.011m3/s. Again the COP decreased (Figure 
4.4.2.2) due to reduction in face velocity and increase in LMTD. Again as in the case with condenser, all the 
captubes showed similar trend in the performance. The above simulation results suggest that changes in air flow 
rates affect system performance in ways that do not upset the balance between the compressor and ctslhx refrigerant 
flow rates, so the results are relatively insensitive to ctslhx configuration. The compressor was protected in all cases 
as the suction line remained superheated. 
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Figure 4.4.2.2 Evaporator air flow degradation (Tamb = 21°C) 
4.4.3 Evaporator air inlet temperature 
The evaporator air inlet temperature was varied from -12.8°C to 10°C to simulate the effect of frequent 
door openings at 21°C ambient. The COP first increases with the inlet temperature and then decreases (Figure 
4.4.3.1). It is seen that for captubes SS, MM and LL, the COP decreases sooner and faster as compared to captubes 
MS, LS and LM. A COP difference of about 5.5% was observed between tubes MS and MM at air inlet 
temperatures near 0°C. As the cabinet temperature increases, the evaporating temperature rises, thereby increasing 
the compressor’s mass flow rate and consequently the condensing pressure. The captube accommodates this 
increased mass flow rate by raising its critical exit pressure and density. The increased superheat at the evaporator 
exit decreases the heat transfer in the captube, moving the critical point right in the P-h plane (Figure 4.4.3.2). 
Captubes SS, MM and LL fail to accommodate the increasing mass flow rate demanded by the increasing load. As 
the evaporator is starved and its superheated region grows, the compressor mass flow rate adjusts and the suction 
pressure falls. This increases the suction specific volume and hence specific work. As a result a drop in COP is 
observed. Captubes MS, LS and LM are able to meet the increasing demand in mass flow rate and hence show an 
increase in the COP.  
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Figure 4.4.3.1 Variation of COP with evaporator air inlet temperature at 21°C 
The above observations can be explained by considering tubes SS, MS and MM and plotting the 
trajectories of inlet and outlet states of their adiabatic outlet section on a P-h diagram (Figure 4.4.3.2). As load on 
the system increases, the increasing condensing temperature forces the inlet to the outlet adiabatic section up and 
towards the right. The critical exit temperature increases to carry the increased mass flow rate. But as the outlet 
section moves towards the right, a greater portion of it experiences two phase pressure drop (it increases from 5% to 
65% for captube MM over the range of heat loads simulated). The resulting increase in the outlet section pressure 
drop and critical quality both tend to decrease the mass flow rate. These two effects compete with the increasing 
condensing temperature and soon overcome it. As a result the captube now exits at much lower critical pressure, 
where it can carry only less mass flow rate due to lower density. This can be seen in Figure 4.4.3.2 for tubes SS and 
MM.  
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Figure 4.4.3.2 Movement of critical point with evaporator air inlet temperature at 21°C 
The above phenomenon is not so prominent with captube MS because initially 80% of its outlet length was 
two phase. The rightward movement of the vertical adiabatic line does not add to the two phase pressure drop 
greatly and hence this captube is able to meet the increased demand in the mass flow rate. As a result the COP 
increases. It was also noticed that the capacity decreases for captubes SS, MM and LL and increases for MS, LS and 
LM with the increase in heat load. Captube MS was found to deliver about 12% more capacity than captube MM 
near 0°C. So the latter (more efficient) cap-tubes were able to provide the capacity when it was required most while 
the former ones failed to do so. 
The simulations at high heat load perturbations revealed that it is desirable to have ctslhx configurations 
where refrigerant leaves the heat exchanger section inside or near the dome boundary. This can be achieved by 
having relatively long inlet and short outlet lengths. The region of such desirable tubes is marked in Figure 4.5.1.  
4.5 Summary 
The effect of cap-tube geometry on system performance was studied at design and various off-design 
conditions as the adiabatic inlet and outlet lengths varied over a wide range (0.524m < Lin < 2.024m and 0.3m < Lout 
< 2.0m). The cap-tube diameter, compressor size and system charge were determined at the design condition by 
specifying a run-time fraction of 0.6 and 2°C of evaporator superheat and condenser subcooling. The design COP 
and cap-tube diameter were found insensitive to the outlet length. A tube with large inlet length required large 
diameter to carry the increased mass flow rate at higher volume. The COP increased as the inlet length decreased 
because that maximized the driving temperature difference in the heat exchanger section. But the overall variation in 
design COP was found to be within 1.2% for all the configurations simulated. 
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A variety of off-design conditions were simulated to examine the effects of changing ambient temperature, 
frequent door openings, and excessive frosting, dust fouling and air flow blockage. Following results were observed:  
1. Ambient temperature: All the combinations gave almost same performance with increasing ambient 
temperature. All cap-tubes provided more flow than the evaporator needed, and the ctslhx evaporated the 
excess liquid in a conservative manner. However at low ambient conditions, captubes with long outlet 
sections caused the choked refrigerant exit to occur at a lower temperature and density, thus starving the 
evaporator, causing its superheated zone to expand and the evaporating temperature to decrease as the 
compressor adjusted to the reduced flow. System SL was found to be 9% less efficient than system SS at 
21°C. The run-time fraction for all the captubes reached unity at about 47°C ambient. 
2. Evaporator and condenser air flow rates: No marked difference was seen in the performance of the 
captubes with respect to changing air flow rates. All of them showed similar trend in COP, following 
one another closely.  
3. Air inlet temperature to the evaporator: For a given inlet length, captubes with small outlet lengths gave 
better performance than those having large outlet sections. Captube MS had 5.5% higher COP and 12% 
higher capacity than captube MM at 0°C inlet air temperature. 
4. In all of the above off-design steady state conditions, the compressor received superheated vapor 
because the ctslhx was large enough to handle any excessive liquid. 
 
 
Figure 4.5.1 Regions identifying good and bad performing captube geometries 
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Chapter 5. Conclusions 
5.1 Newton-Raphson solver 
Solution of thermal system problems in a Newton-Raphson framework is attractive because it enables 
swapping of input and output variables. It is well-known that a Newton-Raphson solver requires continuous 
variables with continuous non-zero derivatives in order to converge to a solution. The parameters and variables 
involved in thermal system problems are bounded by physical limits. Also the thermophysical and thermodynamic 
property calculation routines have limited ranges of applicability which should not be violated. Following are some 
of the important points which must be kept into consideration while designing algorithms to solve thermal system 
problems in a Newton-Raphson environment. 
1. Discontinuous variables or variables with zero derivatives must not be made N-R variables otherwise they 
can lead to large adjustments in their guess values during iterations. As a result these variables may cross 
their physical bounds or bounds of property calculation routines forcing the solution procedure to hang up. 
Moreover, discontinuous variables can send the N-R solver into an infinite loop of iterations. It must be noted 
that variables with discontinuous derivatives are not an issue to an N-R solver provided the derivatives are 
calculated numerically. 
2. Pressure and enthalpy are continuous functions with non-zero derivatives in all regions of operation and 
therefore must be used to connect different components of a thermal system. 
3. Some variables have zero derivatives in some region of operation, for e.g. superheat inside the vapor dome 
and quality outside the vapor dome (where it is often assumed to be some constant value other than [0, 1]). 
Such zero derivative situations can be easily handled by redefining these variables in terms of a ubiquitous 
continuous variable like enthalpy.  
4. Discontinuities can be easily handled inside sequentially written procedures by simple if-then-else 
statements. This can prevent erroneous values from being used for the calculation of thermophysical and 
thermodynamic properties.  
5.2 Condenser and gas cooler validation study 
Two types of generic condenser/gas cooler models – overall parallel and counter flow were presented in 
chapter 3. The modeling approach based on a finite volume method coupled with a Newton-Raphson solver reduces 
substantially the number of guess values required for the variables. It also facilitates the modeling of complex 
circuiting arrangements found in multiple pass and multiple slab condensers/gas coolers. In the validation study the 
heat transfer predictions were found to be in good agreement with the experimental data for both the gas cooler 
(±4%) and condenser (±3% for condenser A and ±5% for condenser B) models. The discrepancies in heat transfer 
predictions for Condenser B were systematically traced to the air side heat transfer coefficient correlation used by 
the model. The predictions improved considerably (±1%) after the application of correction factors to the heat 
transfer coefficient correlation. The good agreement of heat transfer data is a result of finite volume approach used 
in the modeling of heat exchangers. The small volume elements capture the actual physics and non-linear effects 
like property variations very accurately. 
While the models did very well on the prediction of heat transfer, they systematically underestimated the 
pressure drop by as much as 80% for the gas cooler and about 50% for condensers A and B. An investigation of the 
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gas cooler headers revealed that they offer negligible pressure drop as compared to the observed discrepancy (the 
pressure drop due to steeplechase microchannel tube arrangements being only 6% of the total pressure drop). The 
extra pressure drop therefore is likely to be a result of high concentrations (200cc) of oil charged in the refrigerant 
loop, with an oil separator of unknown efficiency located downstream of compressor. For the condensers it was 
found that headers can account for about 20% of the total pressure drop. Rest of the discrepancy was suspected to be 
due to the interaction of two-phase flow with the headers and the effect of oil. 
The effect of oil circulation and complex header geometries on the overall condenser/gas cooler pressure 
drop is still not very well understood. Further studies must be undertaken to study the interaction of two-phase flow 
with the complex header geometry in which the refrigerant has to flow over tube projections and turn by 90° to enter 
the microchannel tubes. Single phase nitrogen flow tests showed that minor losses in the headers account for about 
10% of the total pressure drop. Investigations thus far reveal that a small percentage of circulating oil is a major 
contributor to the over all pressure drop in microchannel heat exchangers. Further studies must be directed to 
quantify this effect.  
5.3 Capillary tube suction line heat exchanger (Ctslhx) 
The system COP at the design condition is determined mainly by the design of other components; the role 
of ctslhx is primarily to provide the mass flow rate needed to meet the performance targets desired at the design 
condition (e.g. run-time fraction = 0.6, a 2°C superheat and subcooling at the evaporator and condenser exits). Many 
ctslhx configurations can provide the design mass flow rate. It is always desirable to maximize the amount of heat 
transferred from the captube to the suction line, and this is accomplished by maximizing the length of suction line 
accessible for attaching the captube. The simulations reported in chapter 4 revealed that COP at the design condition 
could be held within 1.2% of its maximum value as ctslhx adiabatic inlet and outlet lengths varied over a wide range 
(0.524m < Lin < 2.024m and 0.3m < Lout < 2.0m). The design COP and cap-tube diameter were found insensitive to 
the outlet length. For each configuration, the required mass flow could be achieved through minor adjustments in 
captube diameter, compressor displacement, and charge. Therefore designers have great flexibility in deciding how 
to configure the ctslhx because almost any combination of adiabatic inlet and outlet length can perform well at the 
standard test condition. The configuration can therefore be optimized to meet other performance objectives at off-
design conditions.  
The off-design perturbations revealed that system performance is insensitive to ctslhx geometry as air flow 
blockage in the indoor and outdoor coil increases due to excessive frosting and dust fouling. The changes in air flow 
rates affect system performance in ways that do not upset the balance between the compressor and ctslhx refrigerant 
flow rates, so the results are relatively insensitive to ctslhx configuration. Cap-tubes with large inlet and relatively 
short outlet lengths perform well both in terms of COP and capacity at low ambient temperatures and high heat load 
conditions. This happens because the inlet to the adiabatic outlet section of such cap-tubes remains close to the 
dome.  
Since all the ctslhx configurations are able to meet the design constraints and perform equally well at the 
design point, off-design conditions determine their selection. Those having long inlet and relatively short outlet give 
better and stable performance at all the tested off-design conditions. Region 3 in Figure 4.5.1 identifies the most 
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favorable parameter range. Factors like hot-weather capacity and maintaining compressor suction superheat are not 
an issue in the captube design. Finally, tolerances on captube diameter, routing requirements for inlet and outlet 
segments and material costs may dictate the final selection of the captube geometry. 
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Chapter 6. Future Work 
Following are suggested as future work to be under taken based on the present study 
1. Devise innovative methods to generate good guess values for the Newton-Raphson variables. These may 
be problem specific. 
2. Provide a graphical user interface as front end to the ACRC simulation models, where the user can 
interact with EES programs without much difficulty. 
3. Develop physical models or semi-empirical correlations quantifying the effect of oil circulating in the 
refrigerant loop. This includes both the heat transfer and pressure drop studies.  
4. Study and quantify the two-phase pressure drop in the headers of microchannel heat exchangers and 
incorporate the same in computational models. 
5. Explore the possibility of using a more accurate correlation for two-phase viscosity for the calculation of 
pressure drop in capillary-tubes. 
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Appendix A. Splitting of Transition Elements 
This appendix presents the methodology to break a transition element into its respective phases and 
calculate the length of each.  
The refrigerant in a condenser enters in superheated state, goes through the two-phase and finally exits as 
subcooled liquid. A finite volume marching requires each finite volume to be solved according to the state of the 
refrigerant in that particular volume element. If the refrigerant undergoes transition of phase within a finite volume 
then it becomes necessary to divide that volume element into two parts and solve each phase separately. This 
requires the calculation of actual physical area occupied by each phase in that particular volume. In this section we 
will demonstrate how one can calculate these fractional areas for a downstream marching condenser model where 
refrigerant inlet state is known. Two types of transition will be considered; one from the superheated to the two-
phase region and the other from the two-phase to subcooled region. In a crossflow heat exchanger the calculation of 
fractional phase areas boils down to the calculation of air heat capacities of each phase. The fraction area of each 
phase then equals the ratio of the air heat capacity of that particular phase to that of the total element. This is 
illustrated in the equations below. 
A.1 Transition from superheated to two-phase region 
An iterative method like secant method can be used to solve following set of simultaneous equations to 
yield the superheated and two-phase area of a volume element when it undergoes transition from superheated to 
two-phase region. The variables in bold are unknown. Note that pressure drop is neglected in order to avoid solving 
a 2x2 set of simultaneous equations. After heat transfer calculations determine an outlet state, pressure drop is 
calculated and the outlet pressure is adjusted accordingly. 
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A.2 Transition from two-phase to subcooled region 
Equation set A.2.2 can be solved sequentially to get the fraction of two-phase and subcooled areas where a 
finite volume element undergoes transition from two-phase to subcooled region. As in the previous case the 
quantities in bold are unknown.  
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Appendix B. Robustness Issues with Upstream Marching  
in Overall Counterflow Gas Coolers 
B.1 Upstream marching in an overall counterflow arrangement 
A crossflow condenser/gas cooler in an overall counterflow arrangement can only be solved by employing 
an upstream marching on the refrigerant side. It is necessary to march downstream because the temperature profile 
of the air exiting the heat exchanger is not known beforehand. All we know is the uniform air inlet temperature. So 
in order to solve the condenser/gas cooler sequentially using a finite volume approach one must march upstream of 
the refrigerant direction. Thus a sequential run would require heat exchanger geometry, refrigerant outlet state and 
air inlet state. The output would include refrigerant inlet state along with the air exit temperature. 
B.2 Sensitivity to approach temperature difference (DTapp) in counterflow gas cooler models 
Upstream marching requires refrigerant state to be specified at the gas cooler exit along with the air inlet 
temperature. The heat transfer in an overall counterflow multi-slab gas cooler (Qgas) is very sensitive to the approach 
temperature difference (DTapp); see Figure B.2.1. A change of about 5 degrees in DTapp from 1°C to 6°C can increase 
the condenser heat transfer by as much as 1800%. The sensitivity of Qgas to DTapp is much higher at higher values of 
DTapp. Even at 2°C, a mere change of 0.2°C in the approach temperature difference leads to 10% increase in Qgas. 
The major heat transfer in the gas cooler takes place in the slab nearest the refrigerant inlet and relatively little in the 
upwind slabs. This is because high temperature potential is available near the refrigerant inlet.  
A small overestimation of DTapp or air-side heat transfer coefficient leads to a small increase in heat 
transfer, which in turn overestimates the refrigerant temperature along the upstream marching of elements. Near the 
critical point the specific heat of CO2 increases to a maximum and then decreases sharply (Figure B.2.3). In the 
downwind slab a small value of Cp and high temperature potential causes the rate equation to further overestimate 
the heat transfer, so the errors compound rapidly in the subsequent elements. As a result near the refrigerant inlet the 
temperature gets very high. This is shown in Figure B.2.4 where the approach temperature difference is 
overestimated by about 0.5°C. Thus we see that for a high UA value gas cooler a small change in DTapp can lead to 
large changes in refrigerant inlet temperature and heat transfer.  
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Figure B.2.1 Dependence of Qgas on approach temperature difference (∆Tapp) 
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Figure B.2.2 Refrigerant and air inlet temperature along the gas cooler 
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Figure B.2.3: Variation of specific heat (Cp) along the gas cooler 
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Figure B.2.4: Refrigerant and air inlet temperatures along the gas cooler 
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The high sensitivity of heat transfer to the approach temperature difference (DTapp) in upstream marching 
of a gas cooler can cause two potential problems: 
1. The high (sometimes unbounded) refrigerant temperatures at the finite volume inlets, resulting from 
small changes in DTapp, can cause the thermodynamic and thermophysical property calculation routines 
to fail to converge. The problem can be handled by bounding the temperature provided to the property 
calculation routines as explained below. Suppose in a procedure there is a call to viscosity calculation 
routine which takes temperature and pressure as inputs. If the temperature supplied to this routine gets 
out of the bounds of the property calculating equation then it will fail to converge. But we can bound the 
temperature supplied to this property routine (Equation B.2.1) and prevent it from crashing. In the 
equation below we see that if the actual temperature is greater than the upper bound of the property 
equation (Tup) then the temperature (Tprop) used to calculate viscosity is set equal to Tup, otherwise it is 
set to the actual temperature T.  
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2. While validating the gas cooler in stand alone mode a very small error in the experimental value of 
DTapp can lead to large errors in Qgas and hence refrigerant inlet temperature. This can also happen due 
to errors in air side heat transfer coefficient. It is therefore important while trying to validate with 
experimental data to specify the refrigerant inlet state and solve for the outlet in simultaneous mode. 
This will keep the refrigerant inlet temperature constrained and hence prevent erroneous values of Qgas. 
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Appendix C. Header Pressure Drop in the Gas Cooler 
This Appendix describes a very rough estimation of the header pressure drop in microchannel gas coolers. 
Because of the highly complicated geometry of the headers where the microchannel tubes protrude into them at 
constant length intervals it is not possible to model the actual flow situation precisely. As a result the header 
pressure drop is modeled using Equation C.1 (Yin et al., 2002). The header dimensions and flow circuiting of the 
gas cooler used in this study are shown in Figure C.1.  
 
Figure C.1 Gas cooler header dimensions 
The refrigerant enters the gas cooler from two opposite ends as shown in the figure above. As a result the 
inlet header experiences only half of the total mass flow rate. The refrigerant exits the gas cooler from two points. 
Because of the unique location of the exit points (Figure C.1) the amount of refrigerant flowing in any part of the 
exit header is at most one-fourth of the total mass flow rate. These facts are incorporated while calculating the 
refrigerant mass flux in each header. The pressure drop in the header can be calculated from Equation C.1 where f is 
the smooth tube friction factor calculated from Churchill’s correlation. A value of 0.333 was taken for the header 
loss factor coefficient, kloss, as obtained by Yin et al. (2002) for a different CO2 heat exchanger. This loss factor 
accounts for the pressure drop caused by protruding tubes which create a series of obstacles inside the header 
resembling a steeplechase.  
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Table C.1 Gas cooler inlet and outlet header pressure drops 
Pr,i (kPa) Pr,o (kPa) mr (g/s) 
DPexp 
(kPa) 
DPhead,in 
(kPa) 
DPhead,out 
(kPa) 
% 
contibution 
9305 9062 69.67 243.3 13.72 0.82 5.98 
9227 9097 50.75 129.8 6.58 0.40 5.38 
11093 11009 40.74 84.34 4.00 0.22 5.01 
9600 9361 69.75 238.7 13.85 0.70 6.10 
9835 9612 65.3 223.3 12.94 0.60 6.06 
9360 9303 30.31 57.16 2.72 0.13 4.98 
10902 10683 67.94 219 12.13 0.57 5.80 
7782 7742 24.73 40.76 1.90 0.09 4.88 
13104 13048 33.38 56.42 2.49 0.11 4.61 
9672 9550 52.8 122.3 6.69 0.31 5.72 
9779 9662 51.89 116.8 6.44 0.29 5.76 
8011 7976 22.32 34.66 1.57 0.06 4.70 
10138 10110 17.64 27.99 0.87 0.03 3.21 
12459 12318 57.65 140.6 8.16 0.31 6.03 
12746 12658 46.57 87.61 4.45 0.20 5.31 
10856 10777 40.41 78.21 3.94 0.16 5.24 
12900 12774 55.69 126.6 7.47 0.28 6.12 
11434 11352 41.77 81.88 4.39 0.16 5.55 
10829 10557 75.54 272.3 12.93 0.52 4.94 
11000 10955 27.67 44.67 1.76 0.07 4.09 
11946 11879 37.98 66.77 3.26 0.12 5.07 
10108 10020 46.62 88.41 4.92 0.19 5.77 
10339 10250 46.94 88.76 4.94 0.19 5.78 
11625 11554 42.91 71.13 3.70 0.14 5.40 
 
Table C.1 gives the percentage contribution of the header pressure drop to the total, which appears to be 
negligible for all the 24 data points considered. However the protruding microchannel tubes also offer some pressure 
drop due to contraction, expansion and turning, but even admitting the possibility of a substantial underestimate in 
these calculations, it is doubtful that it could account for the entire discrepancy. It appears that oil might be 
responsible for most of it. 
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Appendix D. Heat Transfer and Pressure Drop Correction in Condenser B 
This Appendix deals with the calculation of header pressure drop and the correction factors for the air side 
heat transfer coefficient in Condenser B. Table D.1 gives the percentage error in the predicted heat transfer along 
with the refrigerant mass flow rate. The encircled values correspond to those data points for which everything is 
same except for the refrigerant mass flow rate. It can be seen that the discrepancies between measured and predicted 
heat transfer increases with the refrigerant mass flow rate, everything else held constant. For example in tests 6 and 
7 the discrepancy increases from 2.1% to 3.9% with a 15% increase in refrigerant mass flow rate. Air side heat 
transfer coefficient cannot be responsible for this because air side is same for both the data points. Since most of the 
resistance lies on the air side, an uncertainty of even 50% in the model’s predicted refrigerant side heat transfer 
coefficient cannot account for the observed results. 
Table D.1: Error in heat transfer predictions for condenser B 
Data 
reading 
rm&  
[g/s] 
am&  
[g/s] 
Pri 
[kPa] 
Tri 
[°C] 
Qexp 
[kW] 
Qmodel 
[kW] 
% error 
in Q 
1 36.3 520.1 1623 79.6 6.8 6.6 -2.3 
2 43.9 520.1 1623 79.4 7.5 7.1 -6.3 
3 43.9 520.9 1622 79.4 7.5 7.0 -6.8 
4 55.9 1128 1621 79.4 10.5 10.5 0.4 
5 65.0 1129 1623 79.4 11.3 11.4 1.0 
6 68.8 1736 1625 79.4 12.8 13.1 2.1 
7 79.4 1737 1623 79.5 13.9 14.4 3.9 
8 77.1 2254 1624 79.6 14.5 14.8 2.4 
9 89.2 2254 1622 79.3 15.6 16.4 5.3 
 
For the data shown in Table D.1 there was an oil separator in the loop with some unknown quantity of oil 
circulating. There is a chance that refrigerant mass flow rate measurements may be overestimated due to the 
presence of oil. Therefore the following analysis was done to test this hypothesis.  
Suppose on increasing the refrigerant mass flow rate from 68.8 g/s as in test 6 to 79.4 g/s as in reading 7, 
the amount of oil circulating in the loop would also increase. This may be the reason for large overprediction of heat 
transfer in data points 5, 7 and 9.  Assuming that the refrigerant-side heat transfer correlations are correct, the 
amount of extra oil circulating can be backed out on the basis of heat transfer results. For example the 2.1% error 
obtained in the heat transfer prediction for test 6 can be assumed to apply to test 7 and the required mass flow rate 
calculated. The difference between the calculated and measured mass flow rates gives the increase in the oil 
circulation rate due to increase in refrigerant mass flow rate. After this is done the rest of the error in heat transfer 
predictions can be attributed to the air side heat transfer coefficient and refrigerant pressure drop.  
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Table D.2: Estimated increase in oil circulation rate 
Data 
reading 
Measured rm&  
[g/s] 
Calculated 
rm&  
[g/s] 
Increase in oil 
circulation 
[g/s] 
% increase in 
oil circulation 
% error in heat 
transfer after 
rm& correction 
1 36.3 33.9 2.4 6.5 -6.4 
2 43.9 43.9 0 0 -6.3 
3 43.9 43.9 0 0 -6.8 
4 55.9 55.9 0 0 0.4 
5 65.0 64 1.0 1.6 0.4 
6 68.8 68.8 0 0 2.1 
7 79.4 77.0 2.3 3.0 2.1 
8 77.1 77.1 0 0 2.4 
9 89.2 85.4 3.9 4.3 2.4 
 
Table D.2 presents the results for the aforementioned calculations. Since oil circulation rate would likely be 
less than ±6% even in the absence of oil separator, the calculated response to modest changes in refrigerant flow is 
seen to be unrealistically large. For example for pair 6 and 7 the oil circulation rate increases by about 3% for 15% 
increase in refrigerant mass flow rate from test 6 to 7. Since coriolis type mass flow meter was used, the 
measurements of refrigerant mass flow rate are likely within ±1%. Therefore refrigerant mass flow rate alone cannot 
also account for the discrepancies in heat transfer predictions which arise due to changes on the refrigerant side. 
Next we consider the possibility that the temperature measurements at the refrigerant outlet may be 
erroneous. All the data readings either have 5°F or 20°F subcooling. Low subcooling points are subjected to errors 
in temperature measurements since a thermodynamic equilibrium condition exist in the refrigerant exiting the 
condenser (saturated vapor bubbles in subcooled liquid). Therefore the actual refrigerant state may be at a lower 
subcooling or even two-phase for such points. However the overprediction in heat transfer is larger for the data 
points that have low subcooling. Hence such errors cannot account for the discrepancies in the heat transfer 
predictions. Figures D.1 and D.2 below show the percentage error in heat transfer for data points having 5°F and 
20°F subcooling, respectively. 
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Figure D.1: Error in Q for data points having 5°F subcooling 
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Figure D.2: Error in Q for data points having 20°F subcooling 
It can be seen that the error in Q varies between ±6.0% for the case with 5°F subcooling and between 
±2.5% for the case with 20°F subcooling. One can therefore suspect the readings with low subcooling to have some 
additional error. The source of this error is not known with certainty. More experiments with higher degree of 
subcooling (~10°F) may give better insight into the actual phenomena.  
The above observations are the best possible which we can draw from the available experimental data. We 
therefore attribute the observed error in heat transfer predictions to the model’s correlations for air side heat transfer 
coefficient and refrigerant pressure drop. Next we try to correct the air side heat transfer coefficient by using the 
experimental data as explained below.  
The air side heat transfer coefficient for the louvered fin geometry is calculated using the Chang and Wang 
(1997) correlation. Apart from fin and louver geometry it is also a function of Reynolds number ( lpRe ) based on 
louver pitch (Equation D.1). In Equation D.1 the value of constant a is 0.446 and constant b is 0.51. The corrected 
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heat transfer coefficient, corrairht , , is calculated by modifying the two constants a and b in the Chang and Wang 
(1997) correlation. These coefficients are calculated empirically as explained below. The actual heat transfer taking 
place inside the condenser (from experiments) is used to back out the air side heat transfer coefficient for each data 
point using the computational model. The values of heat transfer coefficients thus obtained are then plotted against 
lpRe  and a least square curve fit is done to obtain the coefficients a and b using Equation D.1. 
)(*)( propertyfReaht blpair =  (D.1) 
The complicated header geometry in microchannel condensers make it nearly impossible to do any detailed 
pressure drop modeling. Also the two-phase pressure drop is very much dependent on the flow regime and accurate 
physical models do not exist. The two phase refrigerant in a header undergoes lot of dissipative phenomena 
including interfacial shear, expansion, contraction, turning, acceleration, deceleration and wall friction. Also the 
protruding microchannel tubes in the header create lot of eddies and reduce the effective refrigerant free flow area. 
Single-phase nitrogen flow tests (Appendix E) revealed that headers’ contribution to the total pressure drop is less 
than 20%. The steeplechase arrangement of microchannel tubes and minor losses each share about 10% of this. In 
actual condenser operations most of the headers carry two-phase fluid. We believe that headers will account for at 
least 20% of the total pressure drop in such cases too. The remaining discrepancy can be attributed to the unknown 
interaction of two-phase flow with the headers or the presence of oil in the refrigerant loop. For present analysis we 
attribute all discrepancies in pressure drop predictions to the headers and try to back out a constant factor, kh, as 
explained below.  
In order to model the header pressure drop a simplified approach is used where the pressure drop in the 
headers is assumed to be given by Equation D.2. Here the factor, kh, is a lumped friction factor per unit header 
length and is assumed constant for all the headers. The value of kh is also obtained empirically from the 
experimental data. The actual pressure drop across the condenser from the experimental data is forced on the model 
and the value of kh calculated for each data point. From these values an average value is then arrived at to be used in 
further validation runs. 
h
hh
hh
GLkDP ρ2
2
=   (D.2) 
Since both the heat transfer and pressure drop across the condenser affect each other, the calculation of 
coefficients a and b is done simultaneously with the calculation of kh. That is for each data point the experimental 
values of heat transfer and pressure drop are forced on the model simultaneously and corrairht ,  and kh calculated.  
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Figure D.3 Constant kh for header pressure drop 
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Figure D.4 Least square fit to calculate coefficients ‘a’ and ‘b’ 
Figure D.3 above gives the plot of ‘kh’ as a function of pressure drop across the condenser. It can be seen 
that ‘kh’ decreases with mass flow rate ( m& ) at low values of m& and tends to become constant at higher values. The 
exact nature of this behavior is not known with certainty. Based on the computed values an average value of 24 for 
‘kh’ representative of most of the data points was arrived at. The incorporation of correction factor ‘kh’ in to the 
model led to a very good prediction of pressure drop at high mass flow rates but improved the prediction only 
slightly for low m&  values. In Figure D.4, the heat transfer coefficient values obtained from the experimental data 
are plotted as a function of lpRe . A curve fitted to these values based on the least square method yielded a value of 
1.63 and 0.29 for constants a and b respectively. The figure also shows that the Wang and Chang correlation slightly 
overestimates the heat transfer coefficient at high flow rates and underestimates at low air flow rates. 
 70
Appendix E. Single-Phase Pressure Drop in Microchannel Condensers 
This appendix presents the experimental and simulation analysis of single phase pressure drop in 
condensers A and B (described in chapter 3). Dry nitrogen was used to ensure that properties were well known so 
analysis could be focused on the single-phase pressure drop characteristics of the complex geometries involved. A 
detailed simulation model similar to Yin et al. (2002) was developed. Based on the model and experimental results a 
constant factor kloss was backed out to account for the header pressure drop.  
E.1 Pressure drop model 
The total pressure drop across any multiple pass microchannel heat exchanger can be represented as the 
sum of individual pressure drops in each pass and pressure drop in the inlet and outlet tubes (Figure E.1.1 and 
Equation E.1.1). Figure E.1.2 (Yin et al., 2002) elaborates the various pressure drop mechanisms taking place in 
such a pass. The refrigerant entering the inlet header of a pass distributes itself among all the parallel microchannel 
tubes and reunites again in the exit header. During this process it experiences resistance to flow and the total 
pressure drop across a microchannel pass is the sum of various pressure drops in the inlet and outlet headers and 
microchannel tubes. These include header friction (fih, foh), header acceleration or deceleration, header local loss 
(kloss), microchannel tube friction (ft) and microchannel tube contraction and expansion (ξcont, ξexp) losses.  
outtube
outtube
outtube
outtube
outtubeouttube
intube
intube
intube
intube
intubeintube
outtubeintube
N
i
ipassoutin
G
D
L
fDP
G
D
L
fDP
DPDPDPPP
pass
,
2
,
,
,
,,
,
2
,
,
,
,,
,,
1
,
2
2
ρ
ρ
=
=
++=− ∑
=
 (E.1.1) 
w
f
h P
A
D
4=  (E.1.2) 
( )ααφ −+= 2
24
11
3
2*  (E.1.3) 
 71
 
Figure E.1.1 Pressure drop across a microchannel heat exchanger 
 
Figure E.1.2 Various pressure drop mechanisms in a microchannel pass 
Churchill’s (1977) correlation provided all the local friction factor coefficients. The port and header 
hydraulic diameters were calculated as given by Equation E.1.2. Since the microchannel ports were rectangular in 
shape, a correction factor, *ϕ , (Jones, 1976) was applied to port hydraulic diameter used for the calculation of port 
Reynolds number as a function of aspect ratio α<1. The relationship for calculating this correction factor is given by 
Equation E.1.3. A value of 5 microns absolute roughness was assumed for extruded aluminum microchannel tubes. 
The contraction and expansion pressure drop coefficients were obtained from Idlechik (1994) for the case of 90° 
turn in a sharp elbow along with contraction or expansion. These coefficients depend upon the local geometry and 
the local Reynolds number. The header loss coefficient, kloss , signifies the pressure drop in the header due to the 
steeplechase type protrusions of the microchannel tubes in to the header. Since no published correlations are 
available in the literature its value was determined from the experimental results. The acceleration or deceleration 
part of the pressure drop was calculated from the difference of squared mass fluxes divided by the local density. 
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Equation E.4 gives the total pressure drop for fluid entering the inlet header, passing through the Nth tube, and 
proceeding through the outlet header to the exit. 
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The pressure drop represented by the above equation along each microchannel tube in a particular pass 
must be identical for all the tubes in that pass because the tubes are in parallel arrangement. By equating the pressure 
drop expression for each microchannel tube with the other tubes, the distribution of nitrogen mass flow rate in each 
such tube is obtained. Due to the mass conservation the sum of mass flow rates in all the microchannel tubes is equal 
to the total mass flow rate entering or leaving the pass. The above pressure drop equations were solved 
simultaneously for all the passes in Engineering Equation Solver (Klein and Alvarado, 2004). The mass fluxes in the 
inlet and outlet headers were based on the total cross sectional area of the headers, neglecting the blockage caused 
by the microchannel tubes.  
E.2 Experimental setup 
Chapter 3 presents the detailed geometry of condensers A and B in Table 3.2.1 along with their schematics 
in Figures 3.2.1 and 3.2.2. Figure E.2.1 shows the schematic of the experimental setup used in the test runs. The 
nitrogen coming from a nitrogen cylinder via a flow regulating valve flows through a Coriolis-type mass flow meter 
and enters the heat exchanger through its inlet. It then passes through the passes of the heat exchanger and exits at 
atmospheric pressure from the heat exchanger outlet. A differential pressure transducer was used to measure the 
pressure drop between heat exchanger inlet and outlet and between the heat exchanger inlet and various pressure tab 
locations marked as P1, P2, and P3 in Figure E.2.1.  
The differential pressure transducer used in this study had a full scale reading of 50 psi with an accuracy of 
±0.25% of the full scale reading. The mass flow meter was calibrated to read mass flow rates ranging between 0 and 
50 g/s with an accuracy of 0.5% of the actual reading. The pressure drop and mass flow rate data were logged into 
an HP data acquisition system.  
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Figure E.2.1 Schematic of the experimental setup 
E.3 Experimental and modeling results 
During the pressure drop test runs, the mass flow rate was varied from 3 g/s to 10 g/s. The lower limit 
ensured turbulent flow in the headers and the higher limit ensured that the mass flow rate was not too high so as to 
bring compressibility effects into play. Figure E.3.1.1 shows the measured pressure drop (for the whole heat 
exchanger) and the predicted value for condenser A. The time averaged values of pressure drops are given in figure 
E.3.1.2. Figures E.3.2.1 and E.3.2.2 give the same for condenser B. These figures show that pressure drop readings 
correlate well with the measured mass flow rate.  
E.3.1 Condenser A 
The model consistently overpredicted the pressure drop for condenser A with a maximum of 30%±1.5%. 
The uncertainty in the calculation of pressure drop due to measurement errors was found to be within ±1%. The 
minimum and maximum Reynolds numbers in the microchannel tubes were found to be 1300 and 9000 respectively. 
This clearly indicates that except for the highest mass flow rate case (10 g/s), most of the microchannel tubes were 
in the laminar or transition regime. Even for the highest mass flow rate case the first two passes had a Reynolds 
number of about 4000. Since Churchill’s (1977) friction factor correlation and the Jone’s (1976) correction factors 
are not well developed for the transition regime, the model may be overpredicting the transition region friction 
factor.  
The overprediciton is about 20% for data lying in the laminar regime and about 30% for the transition 
regime. Considering only the fully turbulent data point, we note that the overprediction is about 23%±1.0%. The 
model predicts 90%, 5% and 0.1% of the total pressure drop occurring in the ports, microchannel tube entrances and 
exits and headers respectively. Therefore the header friction and minor losses cannot account for the magnitude of 
overprediction observed. This means that error is in the prediction of pressure drop occurring in the microchannel 
tubes. Graham and Dunn (1995) performed detailed measurements of nitrogen and single-phase refrigerant flow 
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through non-circular but high aspect ratio tubes. They found good agreement with Churchill’s correlation in the fully 
developed turbulent regime after applying a correction factor to the hydraulic diameter. This correction factor which 
was based on exact prediction of laminar friction factor increased the hydraulic diameter for square ports by 13%. 
After the application of this correction factor though the agreement in the turbulent region was good, the data fall 
consistently below the predicted values. They also found the critical Reynolds number for square ports reduced to 
1700 from the circular port value of 2100. This value may even be lower for ports of smaller aspect ratios. Hence 
our data for lowest mass flow rate may be partially or fully in the transition regime. Graham and Dunn suggested the 
use of laminar equivalent diameter proposed by Jones (1976) for square-port tubes in the turbulent region. Jones 
reported good agreement with laminar data but ±5% uncertainty in turbulent flow for Re > 7000. But the errors in 
the transition regime could be larger. 
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Figure E.3.1.1 Measured and predicted pressure drop for condenser A 
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Figure E.3.1.2 Time averaged values of measured and predicted pressure drop for condenser A 
Another possible reason for the overprediciton of pressure drop might be the error in the calculation of port 
hydraulic diameter (as also suspected by Graham and Dunn, 1995). The rectangular ports of condenser A were 
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measured to be 2.95 mm by 0.83 mm. The port height was measured using standard pins which were available in 
increments of 0.025 mm. Since pins can’t be used to measure the port width, it was measured from enlarged digital 
images of the ports and a metric scale of same magnification (Figure E.3.1.3). It was found that the rectangles were 
somewhat irregular in shape and some of the webs seemed to be bowed, perhaps due to the brazing process. In 
addition, the dimensions varied from one port to the other. Therefore we expect large uncertainties in the calculation 
of port hydraulic diameter from the measured port dimensions. It was not possible to place any uncertainty on the 
measurements thorough digital images, but for analysis we can assume ±0.025 mm uncertainty on both the port 
dimensions. Error propagation analysis showed that these uncertainties in the measurement of port dimensions can 
acocunt for about 30% of the observed discrepancies between the predicted and measured pressure drop data.  
 
Figure E.3.1.3 Cross sectional view of a microchannel tube of condenser A 
In summary, only the data for the highest mass flow rate can be safely assumed to be in the turbulent 
region. The other low mass flow rate readings are suspected to be partially in laminar and partially in transition 
regime. Since Churchill’s correlation and Jones correction factors do not predict well for transition regime, the 
predictions are bound to have some error. For the turbulent data, as Jones placed a ±5% uncertainty on the correction 
factors it gets propagated to our predicted values as well. Moreover, the aspect ratio correction factors suggested by 
Jones are only valid for Re>7000 and two passes out of four are fairly below this number in our highest mass flow 
rate data. Apart from the above uncertainties there are also measurement errors, which propagate dearly into 
pressure drop predictions. 
E.3.2 Condenser B 
Figure E.3.2.1 shows that the model consistently underpredicted the single phase pressure drop across 
condenser B. The discrepancies between measured and predicted values are about 25% at low values of mass flow 
rate and about 10% towards the higher end. These discrepancies can be attributed to the loss factor, kloss, in the 
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headers which results from the obstruction caused by the protruding microchannel tubes into the header. This 
constant was backed out by forcing the experimentally measured pressure drop values on the pressure drop model. 
For this purpose the mass flow rate data was averaged in time around 3, 5, 7 and 10 g/s along with the pressure drop 
data. The calculated values of kloss are presented in Table E.3.2.1 and plotted in Figure E.3.2.3. As can be seen from 
the figure kloss decreases with the header Reynolds number and tends to become constant at high Re values. This is 
because at low Reynolds number values most of the microchannel tubes are in the laminar or transitional flow 
regime. For instance at 3g/s (Reheader ≈ 11000), almost all the microchannel tubes were laminar with Reynolds 
number in the ports ranging from 1200 to 2800. But as the flow gets more and more turbulent the header loss factor 
tends to get constant. Accounting for measurement errors, it was found that the calculated value of kloss at high Re 
number is within ±10% accuracy. 
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Figure E.3.2.1 Measured and predicted pressure drop for condenser B 
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Figure E.3.2.2 Time averaged values of measured and predicted pressure drop for condenser B 
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Table E.3.2.1 Header loss factor kloss 
Case Re rm&  (g/s) DPexp (kPa) DPmodel (kPa) kloss 
1 10973 3.003±0.02 21.77±0.86 21.77±0.86 3.915±0.96 
2 18853 5.16±0.026 49.98±0.86 49.98±0.86 2.665±0.42 
3 25829 7.07±0.035 78.87±0.86 78.87±0.86 2.121±0.30 
4 36855 10.09±0.05 126.4±0.86 126.4±0.86 2.491±0.22 
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Figure E.3.2.3 Estimated header loss factor, kloss 
E.4 Pressure drop distribution 
As stated before the single phase pressure drop in a microchannel heat exchanger consists of the following 
components  
1. DPdis/liq_lines: Frictional pressure drop in the inlet and outlet tubes of the heat exchanger. 
2. DPloss: Pressure drop in the header due to steeplechase arrangement of microchannel tubes. 
3. DPf,head: Frictional pressure drop in the headers 
4. DPacc: Acceleration or deceleration pressure drop in the headers. 
5. DPminor: Turning and contraction (or expansion) loss while the fluid enters (or leaves) the microchannel 
tubes. 
6. DPMCT: Frictional pressure drop in the microchannel tubes. 
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Figure E.4.1 Single-phase pressure drop distribution in condenser B 
Figure E.4.1 shows the share of each of these loss terms on a pie chart. These values were obtained at a 
mass flow rate of 10g/s on condenser B. As can be seen from the figure, the major pressure drop (almost 80%) 
occurs in the microchannel tubes. The total pressure drop in the headers (i.e. loss term plus minor losses) accounts 
for about 20% of the total pressure drop. The frictional and acceleration pressure drop in the headers were found to 
be negligible. 
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