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ABSTRACT 
The thesis reviews the automated trading paradigm in the context of the spot foreign 
exchange market at a high-frequency time scale from the buy-side perspective. 
Description of the foreign exchange market, its participants and mechanisms 
underpinning its dynamics is provided. Analysis of the trading activity and impact of 
major economic news on the foreign exchange rate processes is conducted in the 
high-frequency domain. The concept of trading automation is described, and the 
generic trading system development process is reviewed. Application of genetic 
algorithms and data clustering techniques to trading strategy development are studied 
in detail. A hohstic approach to trading that encompasses trade signal generation, 
capital allocation and position management is introduced. To carry out computational 
experiments, a trading simulation platform is designed and implemented in an object-
orientated framework. Trading strategies based on the theory of technical analysis and 
market under and over-reaction to economic news are optimised with a genetic 
algorithm and backtested over historical intraday foreign exchange data using the 
developed platform. Trading simulation results suggest that the genetic algorithm is 
able to find strategies that are profitable both in sample and out of sample, which may 
indicate existence of market inefficiencies. However, the issues of the genetic 
algorithm stability and robustness of strategy performance remain open. A number of 
approaches to deal with these problems are proposed. 
To my parents 
Acknowledgement 
There are many people without whose contribution and support this work would not 
be possible. 
First of all, I am deeply thankful to my supervisor. Professor Nicos Christofides, for 
stimulating discussions, helpful suggestions, support and encouragement during the 
entire period of my research. 
I would also like to express my gratitude to all staff of Imperial College, Tanaka 
Business School and in particular the Centre for Quantitative Finance for giving me a 
possibility to conduct this research. 
Also, I highly appreciate the support of the Higher Education Funding Council for 
England and Imperial College under the Overseas Research Students Awards Scheme 
in my first year of PhD studies. 
I am very thankful to Christian Armbruester and Cologico Capital for giving me an 
opportunity to learn financial markets and investment process in practice as well as 
for sponsorship of my research. 
Many thanks to Dr. Alexander Metelichenko and my colleagues at Delta One Trading 
and Algorithmics teams at ABN Amro for support and discussions on the research 
subject. 
I am greatly indebted to Professor Arkady Borisov and the Decision Support Systems 
Group at the Technical University of Riga for introducing to me fascinating research 
subjects of artificial intelligence, neural networks and genetic algorithms while 
studying for my first degree in Riga. 
I am also very grateful to Professor Valery Praude at the University of Latvia, Dr. 
Gishan Dissanaike at the University of Cambridge, Professor Dirk Linowski at 
Steinbeis University Berlin as well as Dr. Alexander Pchelkin, Dr. Olga Pavuk, 
Sergey Mehiik and Dr. Alexander Kanevsky for their help and support in the early 
stages of my research career. 
I want to thank all friends of mine for their help, support and contribution to both 
academic and non-academic sides of this thesis. 
I am exceptionally thankful to my parents for their love, involvement and constant 
support in all my endeavours. 
Finally, thanks to God for guiding me in life. 
Contents 
CHAPTER 1. INTRODUCTION 15 
CHAPTER 2. THE FOREIGN EXCHANGE MARKET OVERVIEW 19 
2.1 THE FOREIGN EXCHANGE MARKET 2 0 
2 . 2 MARKET PARTICIPANTS 21 
2 .3 CURRENCY EXCHANGE RATES AND SPREADS 2 2 
2 . 4 FACTORS INFLUENCING F X RATES 23 
2.4.1 Economic Factors 23 
2.4.2 Political Factors 24 
2.4.3 Market Sentiment 25 
2 .5 FOREIGN EXCHANGE DESCRIPTIVE STATISTICS 2 5 
2 . 6 TRADING ACTIVITY 2 6 
CHAPTER 3. ANALYSIS OF ECONOMIC NEWS IMPACT ON 
FX RATES 29 
3.1 PREVIOUS WORK 3 0 
3 .2 ANALYSIS METHODOLOGY 31 
CHAPTER 4. AUTOMATED TRADING 40 
4.1 AUTOMATION 41 
4 .2 APPROACHES TO TRADING 4 2 
4 .3 ADVANTAGES OF MECHANICAL TRADING SYSTEMS 4 3 
4 . 4 TRADING SYSTEM DEVELOPMENT PROCESS 4 4 
4 .5 TRADING PERFORMANCE EVALUATION TECHNIQUES 4 6 
4.5.1 Return Maximization Problem Definition 46 
4.5.2 Problem Reformulated 47 
4.5.3 Adjustment for Risk 49 
4.5.4 Other Considerations 51 
4.6 MONEY MANAGEMENT 52 
4.6.1 Capital Allocation 52 
4.6.2 Position Management 54 
4.7 OPTIMIZATION AND BACKTESTING 56 
CHAPTER 5. DATA CLUSTERING APPLICATION TO MARKET 
REGIME IDENTIFICATION 58 
5.1 DATA CLUSTERING REVIEW 59 
5.2 MARKET REGIME IDENTIFICATION 62 
CHAPTER 6. GENETIC ALGORITHMS AND THEIR TRADING 
APPLICATION 69 
6.1 INTRODUCTION 70 
6.2 GENERIC GENETIC ALGORITHM 70 
6.3 TYPES OF ENCODING 74 
6.3.1 Binary Encoding 74 
6.3.2 Permutation Encoding 75 
6.3.3 Value Encoding 76 
6.3.4 Tree Encoding 77 
6.4 SCHEMA THEORY 78 
6.5 EFFICIENCY ISSUES 81 
6.6 WHY APPLY GAS TO FINANCIAL MARKETS? 83 
6 .7 DEVELOPMENT OF TRADING RULES USING G A s 84 
CHAPTER 7. TRADING SIMULATION PLATFORM 87 
7.1 FUNCTIONALITY AND FLEXIBILITY 88 
7.1.1 Data Processing and Trading Primitives 89 
7.1.2 Trading Process 90 
7.2 SCALABILITY 92 
7.2.1 Server Side 92 
7.2.2 Client Side 93 
7.2.3 Synchronization 93 
7.3 IMPLEMENTATION 93 
7.3.1 Namespace DataProcessor 94 
7.3.2 Namespace Trading 99 
7.3.3 Namespace Genetics 104 
7.3.4 Namespace Backtesting 107 
CHAPTER 8. SIMULATIONS 109 
8.1 INDIVIDUAL TECHNICAL INDICATOR-BASED STRATEGIES 110 
8.1.1 Technical Indicators 110 
8.1.1.1 Exponential Moving Average Crossover (EMAC) 110 
8.1.1.2 Adaptive Moving Average (AMA) I l l 
8.1.1.3 Channel Breakout 112 
• 8.1.1.4 Relative Strength Index (RSI) 113 
8.1.1.5 Stochastic Oscillator 114 
8.1.1.6 Bollinger Bands 115 
8.1.2 Evaluating Technical Indicator Forecast Quality 116 
8.1.3 Simulation Process 117 
8.1.4 Evaluating and Optimizing Strategy Trading Performance 118 
8.1.5 Results and Analysis 120 
8.2 STRATEGIES COMBINING TECHNICAL INDICATORS 127 
8.2.1 Combining Channel Breakout with Bollinger Bands 127 
8.2.2 Combining Adaptive Moving Average with Stochastics 127 
8.2.3 Performance Evaluation and Simulation Process 128 
8.2.4 Results and Analysis 129 
8.3 STRATEGY BASED ON ECONOMIC NEWS 131 
8.3.1 Strategy Description 132 
8.3.2 Simulation Process 133 
8.3.3 Results and Analysis 134 
CHAPTER 9. CONCLUSION 141 
REFERENCES 145 
APPENDIX A. ECONOMIC NEWS IMPACT ON EUR/USD 152 
APPENDIX B. PERFORMANCE OF STRATEGIES BASED ON 
TECHNICAL INDICATORS 160 
List of Tables 
Table 2.1. Descriptive statistics for major currency pairs 25 
Table 3.1. Events for week of 14/02/2005 31 
Table 3.2. Economic indicators and their groups 33 
Table 3.4. Correlations between returns over primary and secondary reaction 
periods 38 
Table 5.1. Principal component factor loadings 64 
Table 5.2. Clusters identified by the k-means algorithm 66 
Table 5.3. Market regime transition probability matrix 67 
Table 5.4. Market regime durations 68 
Table 8.1. Individual technical indicator strategy parameters 119 
Table 8.2. Composite technical indicator strategy parameters 128 
Table 8.3. Economic news-based strategy parameters 133 
Table 8.4. News strategy in-sample performance and optimal parameters 135 
Table 8.5. News strategy out-of-sample performance. 136 
Table B. 1. Exponential Moving Average Crossover performance, parallel 
optimization 161 
Table B.2. Exponential Moving Average Crossover performance, stepwise 
optimization 162 
Table B.3. Adaptive Moving Average performance, parallel optimization 163 
Table B.4. Adaptive Moving Average performance, stepwise optimization 164 
Table B.5. Channel Breakout performance, parallel optimization 165 
Table B.6. Channel Breakout performance, stepwise optimization 166 
Table B.7. Relative Strength Index performance, parallel optimization 167 
Table B.8. Relative Strength Index performance, stepwise optimization 168 
Table B.9. Stochastic Oscillator performance, parallel optimization 169 
Table B.IO. Stochastic Oscillator performance, stepwise optimization 170 
Table B.l 1. Bollinger Bands performance, parallel optimization 171 
Table B.12. Bollinger Bands performance, stepwise optimization 172 
Table B.13. Channel Breakout with Bollinger Bands performance, parallel 
optimization 173 
Table B.14. Channel Breakout with Bollinger Bands performance, stepwise 
optimization 174 
Table B.15. Stochastic with Adaptive Moving Average performance, parallel 
optimization 175 
Table B.16. Stochastic with Adaptive Moving Average performance, stepwise 
optimization 176 
10 
List of Figures 
Figure 2.1. Foreign exchange market trading hours, GMT 26 
Figure 2.2. Average number of ticks and sHding volatility, time-of-day analysis 27 
Figure 2.3. Average number of ticks and sUding volatility, time-of-week analysis.... 27 
Figure 3.1. Economic news intensity 32 
Figure 3.2. Charts reflecting economic news impact for EUR/USD 35 
Figure 4.1. Neighbourhood of strategy parameters 51 
Figure 5.1. Taxonomy of clustering approaches (source: Jain et al (1999)) 61 
Figure 5.2. The k-means clustering algorithm (source: Jain et al (1999)) 62 
Figure 5.3. Constituents of the market state, January 2004 - December 2006 63 
Figure 5.4. Market state principal components, January 2004 - December 2006 65 
Figure 5.5. Convergence of the k-means algorithm 65 
Figure 5.6. Market regime evolution 66 
Figure 6.1. An example of the crossover operator 72 
Figure 6.2. An example of the mutation operator 73 
Figure 6.3. Pseudocode of the generic genetic algorithm 73 
Figure 6.4. An example of the two-point crossover operator 75 
Figure 6.5. An example of the uniform crossover operator 75 
Figure 6.6. An example of the crossover operator for permutation encoding 76 
Figure 6.7. An example of the mutation operator for permutation encoding 76 
Figure 6.8. An example of the mutation operator for value encoding 77 
Figure 6.9. A tree chromosome that represents expression (X + Y / 3) 77 
Figure 6.10. An example of the crossover operator for tree encoding 77 
11 
Figure 7.1. The trading process flowchart 91 
Figure 8.1. Exponential Moving Average Crossover out-of-sample cumulative profit 
and loss 120 
Figure 8.2. Adaptive Moving Average out-of-sample cumulative profit and loss.... 120 
Figure 8.3. Channel Breakout out-of-sample cumulative profit and loss 121 
Figure 8.4. Relative Strength Index out-of-sample cumulative profit and loss 121 
Figure 8.5. Stochastic Oscillator out-of-sample cumulative profit and loss 121 
Figure 8.6. Bollinger Bands out-of-sample cumulative profit and loss 121 
Figure 8.7. Exponential Moving Average Crossover in-sample vs out-of-sample 
returns 122 
Figure 8.8. Adaptive Moving Average in-sample vs out-of-sample returns 123 
Figure 8.9. Channel Breakout in-sample vs out-of-sample returns 123 
Figure 8.10. Relative Strength Index in-sample vs out-of-sample returns 123 
Figure 8.11. Stochastic Oscillator in-sample vs out-of-sample returns 124 
Figure 8.12. Bollinger Bands in-sample vs out-of-sample returns 125 
Figure 8.13. Channel Breakout with Bollinger Bands out-of-sample cumulative profit 
and loss 129 
Figure 8.14. Stochastic with Adaptive Moving Average out-of-sample cumulative 
profit and loss 130 
Figure 8.15. Channel Breakout with Bollinger Bands in-sample vs out-of-sample 
returns 131 
Figure 8.16. Stochastic with Adaptive Moving Average in-sample vs out-of-sample 
returns 131 
Figure 8.17. News strategy with scaling grid cumulative profit and loss 137 
Figure 8.18. News strategy with fixed grid cumulative profit and loss 137 
Figure 8.19. News strategy with regression-based grid cumulative profit and loss ..137 
Figures A.1-A.53. Economic news impact on EUR/USD 150-156 
12 
List of Acronyms 
AMA Adaptive Moving Average 
AUD Australian Dollar 
BB Bollinger Bands 
BIS Bank for International Settlements 
CAD Canadian Dollar 
CB Channel Breakout 
CBI Confederation of British Industry 
CHF Swiss Frank 
CIPS Chartered Institute of Purchasing and Supply 
CPI Consumer Price Index 
CPU Central Processor Unit 
DEM Deutsche Mark 
BBS Electronic Brokerage Services 
EMA Exponential Moving Average 
EMAC Exponential Moving Average Crossover 
EMH Efficient Market Hypothesis 
ER Efficiency Ratio 
EST Eastern Standard Time 
EUR Euro 
FF Fixed Feed 
FOMC Federal Open Market Committee 
FSL Fixed Stop Loss 
FTP Fixed Take Profit 
FX Foreign Exchange 
GA Genetic Algorithm 
13 
GBP British Pound 
GDP Gross Domestic Product 
GIGO Garbage In - Garbage Out principle 
GMT Greenwich Mean Time 
HICP Harmonised Index of Consumer Prices 
ISM ISM Services Group 
ISO International Organization for Standardization 
JPY Japanese Yen 
LISP List Processing Language 
MACD Moving Average Convergence/Divergence 
MBBG Major British Banking Group 
NAPM National Association of Purchasing Management 
OCO One-Cancels-Other, order-cancelling mechanism 
OTC Over-the-Counter 
PCE Personal consumption expenditures 
PL Profit and Loss 
PMI Purchasing Managers' Index 
PPI Producers' Price Index 
RPI Retail Price Index 
RSI Relative Strength Index 
SL Stop Loss 
SO Stochastic Oscillator 
TP Take Profit 
TSL Trailing Stop Loss 
USD US Dollar 
WMA Weighted Moving Average 
WPI Wholesale Price Index 
ZEW Centre for European Economic Research 
14 
Chapter 1 
Introduction 
15 
The financial markets have changed dramatically over the past two decades, largely 
driven by the development of information technology. One of the major changes has 
been the shift of the nature of transactions into a high-frequency domain. The pace of 
events has accelerated while volatility has increased. Traded volumes are now huge, 
for example in the Foreign Exchange market alone the turnover is up to a trillion 
dollars each day. In light of this transformation vast amounts of high-frequency 
financial market data have become available for analysis. Dempster et al (2002) 
provide the following arguments supporting the importance of analysing market data 
at high frequencies: (1) desk traders watch the markets tick by tick and apply the 
concepts of technical analysis at frequencies much higher than daily; (2) in trade entry 
and exit strategies, even technical traders who look for patterns in daily data alone 
often use tick data for confirmatory entry signals; (3) the vast majority of traders place 
stops in the markets alongside their trades to manage downside risk and such stops are 
activated at tick level. Olsen et al (2000) underline a new superior level of 
significance achieved when studying financial market data of high frequency and 
ability to develop models that would contemplate market dynamics in both the short-
and long-term time scales. Studies by Zhou (1998), Zumbach et al (2002) and Jensen 
et al (2004) deal with high-frequency data by introducing a non-homogenous 
"business" time scale that measures market activity in a number of conducted 
transactions, traded volume and price movement rather than homogenous calendar 
time. 
Another main field of change in financial markets is the increase in the degree of 
automation in both trade execution and investment decision-making areas. This has 
been caused by the advancement of the modem quantitative finance discipline along 
with information technology. More than a decade ago, Deboeck (1994) proposed that 
eventually humans would be completely replaced by robotic traders and removed 
from the marketplace. In a similar vein. Bates and Palmer (2006) reckon that the 
future holds a fascinating possibility of computers devising such algorithms. Although 
these ideas still seem futuristic, the trader's role is evolving - nowadays instead of an 
old-fashioned trader, a scientist with a portfolio of sophisticated mathematical models 
and algorithms steps to the forefront of the investment process. 
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Based on the fusion of these two transformational trends in the financial market 
industry, this thesis discusses automation of the high-frequency trading process in the 
context of the foreign exchange (FX) market from the buy-side perspective. More 
specifically, we are trying to answer the question if FX trading can be profitably 
automated at the high-frequency time scale. 
The choice of the FX market as the object of our research is determined by (1) its 
global coverage and massive liquidity, which implies that market impact can be 
neglected even for substantial traded volumes, (2) accessibility for private investors, 
which includes public availability of data, minimum requirements on transaction 
sizes, narrow spreads and cheap execution services, as well as (3) operational 
convenience, which encompasses both asset-specific features (like steady currency 
universe, no need in adjustment for corporate actions, etc.) and technical features (like 
availability of application programming interfaces to broker trading platforms and 
data feeds). 
It should be noted that in the academic literature trading profitability is studied within 
the Efficient Market Hypothesis (EMH) framework. EMH defines efficiency as a 
market process, which causes information to be perfectly reflected in the current 
prices of securities. It implies that past security prices should have no impact on 
future prices. This is the fair game approach proposed by Fama (1970), according to 
which investors cannot make money by speculating on behavioural tendencies 
(because all investors are rational) or by arbitraging information flows (because all 
investors are equally informed). Although early empirical evidence, e.g. by Fama 
(1970), was generally supportive to the EMH, more recent studies of Dissanaike 
(1997) and Hawawini and Keim (1998) provide contradictory findings putting a doubt 
on the validity of the EMH assumptions, in particular market participant rationality. In 
the FX market context the results of efficiency tests are rather mixed (see Trapletti et 
al (1999), Loa and Leeb (2002) and Osier (2003)). 
In our research we examine trading strategies that aim to employ FX market's under-
and overreaction to major economic indicator releases, as well as apply the concepts 
of technical analysis (see Achelis (2001)). The strategy parameters are optimised 
using a genetic algorithm of Holland (1975) that represents combinations of strategy 
parameters as chromosomes and simulates their evolution to find the fittest one. 
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The original contributions of the thesis are three-fold. Firstly, it introduces a holistic 
approach to trading that encompasses trade signal generation, capital allocation and 
position management, as opposed to many academic studies that focus solely on the 
issue of market timing. Secondly, building upon this holistic approach, the thesis 
presents architectural concepts as well as provides implementation details of the 
trading simulation software platform, which has been developed by the author in the 
course of this research. Thirdly, the thesis analyses simulation results of the broad 
spectrum of technical and economic indicator-based trading strategies that have been 
obtained using the developed platform. 
The thesis has the following structure. Chapter 2 provides a general overview of the 
Foreign Exchange market, its participants and trading activity as well as the main 
factors that affect its dynamics. Chapter 3 analyses the impact of major economic 
news on the FX market. Existing research in the domain is discussed and a 
methodology for identifying market's under- and overreaction to the news is given. 
Chapter 4 describes the paradigm of automated trading, reviews the major 
components of a mechanical trading system and the trading system development 
process. Trading strategy performance evaluation, optimisation and backtesting 
techniques are discussed. Chapter 5 deals with application of data clustering methods 
to identification of the FX market regimes, while Chapter 6 reviews the concept of 
Genetic Algorithms and their applications to development and optimisation of trading 
strategies. Chapter 7 reviews the requirements to the trading simulation platform and 
provides architectural and implementation details of the developed platform. In 
Chapter 8 trading simulations of strategies based on technical indicators and 
economic news are described. The structure, parameters, performance optimisation as 
well as simulation results are analysed for each of the strategies. Finally, conclusions 
are drawn and directions for further research are outlined in Chapter 9. 
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Chapter 2 
The Foreign Exchange Market 
Overview 
19 
2.1 The Foreign Exchange Market 
According to Oanda (2007), the estabhshment of the foreign exchange (FX) market 
can be traced back to 1971 when floating exchange rates started to come into play. In 
its current form, the FX market is an inter-bank or inter-dealer market based on the 
broad network of hundreds of major banks around the globe. In addition, it is an over-
the-counter (OTC) market meaning that trading is not centralized (as is the case with 
stocks or currency futures and options that are exchange-traded), and exchange rate 
quotes are published and transactions are conducted by dealers via the telephone or 
electronic distribution network, such as the ones provided by Reuters and BBS. 
The FX market is a 5-day a week, 24-hour market. There are dealers in every major 
time zone. Trading begins Monday morning in Sydney (which corresponds to 8pm 
GMT, Sunday) and then daily moves around the globe through the various trading 
centres until closing Friday evening at 9pm GMT. 
In terms of trading volume, the FX market is the world's largest and hence most 
liquid market, with daily trading volumes in excess of 1.9 trillion US dollars 
according to the Bank for International Settlements (BIS(2005)). Because of gigantic 
trading volume it is impossible for individuals or companies to affect the exchange 
rates. In fact, even central banks and governments find it increasingly difficult to 
affect the exchange rates of the most liquid currencies. According to Oanda (2007), 
the major dealing centres are London, with about 30% of the market turnover. New 
York, with 20%, Tokyo, with 12%, Zurich, Frankfurt, Hong Kong and Singapore, 
with about 7% each, followed by Paris and Sydney with 3% each. Currently over 85% 
of all currency exchange transactions involve a few major currencies: the US Dollar 
(USD), Japanese Yen (JPY), Euro (EUR), Swiss Frank (CHF), British Pound (GBP), 
Canadian Dollar (CAD), and Australian Dollar (AUD). 
Most of the currencies are directly traded only against the US Dollar. The term cross 
rate refers to an exchange rate between two non-dollar currencies. Trading between 
two non-dollar currencies is usually done by first trading one against the US Dollar 
and then trading the US Dollar against the second non-dollar currency. This involves 
higher transaction costs and therefore implies wider spreads for cross rate quotes. 
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There are a few non-dollar currencies that are traded directly, such as GBP/EUR or 
EUR/CHF. According to Dempster et al (2004), EUR/USD is the most traded 
currency pair with about 30% of global turnover, USD/JPY next with 20%, GBP/USD 
trading contributes around 11% to global turnover, a further 5% of turnover are 
EUR/JPY and EUR/GBP crosses, and all other currencies and their crosses altogether 
account for about a third of global FX turnover. 
2.2 Market Participants 
There are several types of participants in the FX market. We briefly review them 
below following a standard classification in line with Reuters (1999) and Oanda 
(2007). 
Governments and Central Banks. Governments play an active role in the FX market, 
usually via their central banks. Typically, central banks are not in the market to 
primarily make a profit. Instead, by controlling their country money supply, they try 
to maintain financial stability and ensure the FX market functions effectively. They 
may also intervene if a currency move seems to be large enough to affect the 
economy. 
Banks. A significant share of FX turnover comes fi^om brokerage/trading services 
performed by investment and commercial banks. Large banks often trade billions of 
dollars per day. Apart from trading currencies as a service for their commercial 
banking, deposit and lending customers, banks also run proprietary trading 
businesses. 
Hedge Funds. Attracted by high liquidity, low market impact, cheap execution and 
the ability to apply high leverage in the FX market, hedge funds have started to 
allocate increasing portions of their portfolios towards FX speculation. 
Businesses. International trade is the cornerstone of the FX market. Companies must 
convert currencies when they conduct business outside their home country. This may 
just involve buying or selling foreign currency as required for running their import 
and export operations, but often the approach is more sophisticated than this. For 
example, companies may use a forward contract to protect themselves against the risk 
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of the exchange rate moving between the time when a contract is entered into and 
when the final payment is made. The treasury departments of some corporations go 
even further and take active positions in the FX market. 
Individuals. Individuals are not the major active players in the FX market. Some high 
net-worth individuals have access to the FX markets through investment banks, 
private banking departments or currency funds. However, for most individuals their 
positions will be non-speculative and will be related to things such as travelling 
expenses. Also, any investments in financial instruments that have holdings outside 
their domestic currency imply an indirect exposure to the FX market. 
Investors and Speculators. Investors and speculators trade currencies in order to make 
profit from movements in the FX market by taking long and short positions, i.e. 
buying and selling currencies that they believe will appreciate and depreciate 
respectively. Speculators are often day traders, trying to take advantage of market 
swings in very short time scales - buying a currency and then selling it again within 
hours or even minutes. Similarly to hedge funds, day traders are attracted to currency 
trading because of the size, liquidity and volatility of the FX market. Participation in 
the FX market by individuals other than high net-worth individuals was limited in the 
past. However, development of technology has opened up the marketplace for 
individual investors and speculators through multiple Internet trading platforms. 
2.3 Currency Exchange Rates and Spreads 
Currency exchange rates are determined by the FX market and quoted for currency 
pairs using ISO code abbreviations. For example, the Euro and British pound rate is 
quoted as EUR/GBP. The former is referred to as the base currency, while the second 
as the quote currency. Generally, if buying, the exchange rate specifies how much one 
has to pay in the quote currency to obtain one unit of the base currency, and if selling, 
the exchange rate specifies how much one receives in the quote currency when selling 
one unit of the base currency. Note that for some exchange rates it is conventional to 
quote rates in units of 100, as is the case with USD/JPY. 
A currency exchange rate is typically given as a pair consisting of a bid price and an 
ask price. The bid price applies when selling and represents what will be obtained 
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the quote currency when seUing one unit of the base currency. The ask price apphes 
when buying a currency pair and represents what must be paid in the quote currency 
to obtain one unit of the base currency. The ask price is always higher than the bid 
price as otherwise an arbitrage opportunity would exist. 
The difference between the bid price and the ask price is referred to as the spread. 
When trading large amounts of one million or higher, the spread obtained in a quote is 
typically 2-5 basis points or pips, with each basis point referring to 0.0001 (or 0.01 
when, say, the Yen is involved). When trading smaller amounts, the spread may be 
larger; for example, when trading less than USD 100,000, spreads of 50-200 pips are 
common. Credit card companies typically apply a spread of 200-300 pips, while 
banks and exchange bureaus typically use a spread in the range of 200-1000 pips in 
addition to charging a commission (Oanda (2007)). 
2.4 Factors Influencing FX Rates 
Exchange rates are affected by numerous long and short-term factors. These factors 
can be grouped into three general categories: economic, political and market 
sentiment-related (see Reuters (1999)). 
2.4.1 Economic Factors 
Among economic factors the following four major ones can be highlighted: 
Relative interest rates. Big investors can easily switch currency of their investments. 
Because of this, they need an indicator that would allow to compare profitability of 
investments made in different currencies and to choose the best investment 
alternative. If a deposit in a foreign currency yields a higher interest than a deposit in 
a national currency then it may be worth converting the national currency into the 
foreign currency, lend money in the foreign currency, get the interest and then convert 
the principal with the interest back to the national currency. Such a comparison of 
interest rates in different currencies to each other is called relative interest rate 
comparison (Reuters (1999)). Obviously, by doing so an investor is getting an 
exposure to the foreign exchange risk, i.e. the risk that the foreign currency can 
depreciate against the national currency and the interest earned on the deposit will not 
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cover the losses from the conversion. In practice, currencies that yield higher interest 
rates usually appreciate against the others as a result of higher demand from investors 
that are eager to earn more. 
Purchasing Power Parity. The Purchasing Power Parity is determined by comparing 
prices of the same basket of goods across different countries expressed in the same 
base currency using effective FX rates. If some product costs less in one country than 
in the other, one can make profit by exporting this product to the country where it is 
more expensive. The Purchasing Power Parity theory states that FX rates will adjust 
so that the same basket of goods costs the same in all countries (see Blake (2000)). 
Economy Condition. From the long-term perspective, the FX rates are affected by 
ecqnomy conditions, in particular changes in macroeconomic indicators like the 
balance of payments, economy growth, inflation level, money supply, unemployment, 
tax rates, etc. These will be reviewed in the next chapter. 
Capital Demand and Supply. The inter-dealer market trades large volumes at low 
trading spreads, whereas the institutional client market deals with relatively small 
capital flows but at higher spreads. Any sudden change of demand or supply in the 
institutional client market affects the inter-dealer market, which in its turn influences 
the FX rates. Apart from the interest rates, capital demand of the institutional clients 
depends on other factors. For example, Japanese automotive and electronics producers 
invest in setting up manufacturing in the US and European countries in order to 
overcome import quotas and reach consumers. Obviously, this increases demand for 
USD and Euro and leads to appreciation of these currencies against JPY. 
2.4.2 Political Factors 
Political factors affect the exchange rates from both the long-term and short-term 
perspectives. The aspects to consider are government economic policy, level of 
political stability, policies of the central bank and other regulatory institutions, and 
their participation in the foreign exchange market. Political factors are probably the 
most difficult to quantify as they involve lots of qualitative analysis. 
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2.4.3 Market Sentiment 
According to Investopedia (2007), the market sentiment is the feehng or tone of a 
market that exhibits itself via short-term FX rate fluctuations. The sources of the 
sentiment are expectations of major economic news, dealer comments and forecasts, 
market rumours as well as technical analysis implied features like trends, support and 
resistance lines, overbought and oversold indicators, etc. This group of factors has 
much to do with crowd psychology and behavioural finance models. 
2.5 Foreign Exchange Descriptive Statistics 
Table 2.1 below shows the descriptive statistics for returns of the five major currency 
pairs. The data source is Dukascopy (2007), and the period of observation is January 
2004 - December 2005. 
In terms of the magnitude, the numbers are in-line with the estimates obtained by 
Olsen et al (2000). The mean-to-standard deviation ratios are close to zero, and the 
absolute values of the skewness are significantly smaller than 1. From this one can 
conclude that the empirical distributions are almost symmetric. 
Table 2.1. Descriptive statistics for major currency pairs 
Ticker Interval, mins Count Mean StDev Skew Kurtosis Min Max 
EURUSD 1 757904 -8.05E-08 0.00020 -0.03610 40.00415 -0.01027 0.00899 
5 151871 -4,02E-07 0.00037 0.03152 22.94226 -0.00929 0.00948 
10 76091 -8.03E-07 0.00051 -0.04251 15.85126 -0.00925 0.00874 
30 25571 -2.39E-06 0.00085 -0.05555 10.18705 -0.01098 0.00882 
60 12941 -4.72E-06 0.00121 0.06217 12.00288 -0.01217 0.01670 
GBPUSD 1 757904 -4.57E-08 . 0.00017 -0.02920 21.10326 -0.00618 0.00586 
5 151871 -2.28E-07 0.00033 0.00392 13.63527 -0.00755 0.00802 
10 76091 -4.55E-07 0.00046 -0.01869 11.73338 -0.00663 0.00981 
30 25571 -1.35E-06 0.00078 -0.03411 7.83782 -0.00733 0.01057 
60 12941 -2.68E-06 0.00112 0.02193 7.68755 -0.01039 0.01267 
USDJPY 1 757904 I.21E-07 0.00021 -0.14699 21.68631 -0.00774 0.00762 
5 151871 6.05E-07 0.00038 -0.01192 26 90152 -0.00992 0.01370 
10 76091 1.21E-06 0.00052 -0.12405 14.58334 -0.01054 0.00920 
30 25571 3.59E-06 0.00084 -0.40133 15.09961 -0.01706 0.01165 
60 12941 7.10E-06 0.00116 -0.37418 8.31595 -0.01553 0.00827 
EURGBP 1 757904 -3.41E-08 0.00025 -0.00189 7.13843 -0.00842 0.00799 
5 151871 -1.76E-07 0.00034 0.07158 5.13597 -0.00466 0.00613 
10 76091 -3.49E-07 0.00041 0.10138 5.21854 -0.00539 0.00539 
30 25571 -1.04E-06 0.00061 0.20254 5.19749 -0.00510 0.00860 
60 12941 -2.05E-06 0.00082 0.10829 3.67185 -0,00507 0,00730 
EURJPY 1 757904 4.42E-08 0.00022 0 15378 33.81249 -0.00700 0.00824 
5 151871 2.20E-07 0.00038 0.14703 23.06095 -0.00663 0.01265 
10 76091 4.41E-07 0.00050 -0.09259 11.94143 -0.00773 0.00837 
30 25571 1.32E-06 0.00082 -0 08989 8.73700 -0.00936 0.01262 
60 12941 2.59E-06 0.00112 -0.16772 5.34774 -0.00751 0.01268 
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For all studied currency pairs and time horizons the kurtosis is larger than zero 
implying that the distributions are rather fat-tailed than normal. An interesting feature 
is that the kurtosis decreases as the time interval increases meaning that the 
distributions are getting closer to normal at lower frequencies. 
2.6 Trading Activity 
As mentioned above, the FX market is a 5-day a week, 24-hour market. Trading 
begins Monday morning in Sydney (which corresponds to 9pm GMT, Sunday) and 
then daily moves around the globe through the various trading centres until closing 
Friday evening at 9pm GMT in New York as shown in Figure 2.1. 
We analyse how trading activity evolves over time of day and time of week. In the 
case of a stock market the trading activity could be measured by capturing trading 
volume profiles over the day. However, the volume infonnation is not publicly 
available in the FX market. So instead of trading volume, two other variables are used 
- the average number of ticks (i.e. quote updates by market makers) per time interval 
and the sliding volatility. The period of our analysis is January 2004 - December 
2005. We run calculations for five major currency pairs. 
00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 
Sydney 
Tokyo 
London 
New York 
Figure 2.1. Foreign exchange market trading hours, GMT 
For analysing the time-of-day market activity each day is split into 5-minute time 
intervals. The tick intensity is calculated as the average number of ticks per 5-minute 
interval, and the volatility is calculated as the average one-hour sliding volatility (i.e. 
the square root of the quadratic variation of 5-minute returns over the last one hour. 
Averaging is performed over all days in the period of analysis. 
For analysing the time-of-week trading activity, the week is split into 10-minute 
intervals, and the average number of ticks in each 10-minute interval is calculated. To 
estimate the volatility, first the two-hour sliding volatility is calculated as the square 
root of the quadratic variation of 10-minute returns over last two hours for each 
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minute in a 10-minute interval and then averaged over this interval. Then the obtained 
averaged volatility values are averaged again over all weeks in the period of analysis. 
The number of ticks and sliding volatility graphs for the time-of-day analysis are 
shown in Figure 2.2 below, and analogous results for the time-of-week analysis are 
given in Figure 2.3. 
Average number of ticks per 5-mlnute interval Average 1-hour sliding volatility 
: H n H H H : H M g n g n n n n : : ; n n : : n n g : § 
Time of day Time of day 
Figure 2.2. Average number of ticks and sliding volatility, time-of-day analysis 
The time-of-day charts suggest that both the number of ticks and the volatility closely 
follow the trading schedule shown in Figure 2.1. The highest tick and volatility 
numbers correspond to the period when both London and New-York markets are 
open. Multiple peaks observed in the charts are explained by releases of major 
economic news at regular times that have a large impact on the FX rate and hence 
intensify the market activity (for example, the US Payrolls number is released at the 
end of each month at 9:30 EST). The impact of economic news on FX rates is 
analysed in detail in the next chapter. From the cross-sectional perspective it is 
difficult to judge about existence of a direct relationship between the volatility and 
tick intensity, i.e. one cannot say that the more volatile a currency pair is, the higher 
its tick intensity is. 
Average number of ticks per 10-mlnute Interval Average 2-hour sliding volatility 
Figure 23. Average number of ticks and sliding volatility, time-of-week analysis 
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Looking at the time-of-week trading activity charts one can conclude that similar 
intraday patterns are present throughout all days in the week. The highest volatility 
values are observed on Fridays, which can again be explained by most important news 
releases on that day. Also, a higher degree of trading activity can potentially be 
caused by traders closing their open positions to unwind risk before a weekend. 
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Chapter 3 
Analysis of Economic News 
Impact on FX Rates 
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As shown in Chapter 2, the exchange rate process is heteroskedastic. Its volatihty 
varies significantly during the day. An important factor affecting the exchange rate 
dynamics in general and its volatility in particular is the economic condition of a 
country. Information about economic conditions becomes available to market 
participants through official news releases. Once a particular economic indicator is 
released exchange rates are adjusted by market participants to reflect new 
information. Such adjustments may be fast in their nature and cause jumps in the 
exchange rate process. In this chapter we analyse the impact of economic news on the 
exchange rate process from two perspectives. Firstly, we estimate the size of the 
jumps in the exchange rate immediately after an economic indicator is announced. 
Secondly, we analyse the existence of market over- and under-reaction to news 
releases. 
3.1 Previous Work 
There has been some work conducted on analysis of news impact on the FX market. 
Some early evidence on the cross-sectional patterns in intraday FX data was provided 
by Muller et al (1990). 
Goodhart and Figliuoli (1991) described the statistical characteristics of spot 
exchange rates with an interval length of one minute, taken from several days of data 
from the Reuters FXFX screen. They documented the clear first-order autocorrelation 
in the data, especially after jumps in the level of the exchange rate, the changing level 
of activity throughout a 24-hour day. However, they failed to find any relationship 
between movements in the FX markets and news headlines from the Reuters AAMM 
screen in the two days of data at their disposal. 
Eddelbuttel and McCurdy (1998) investigated the impact of the frequency of general 
and currency-specific news headlines on de-seasonalized intraday DEM-USD 
exchange rate changes and found a significant relationship between volatility and the 
frequency of news: more news was associated with an increase in volatility. 
Dacorogna et al (2000) studied the systematic effect of news release over a full day 
and identify infraday periods of increased volatility that are related to the intensity of 
major economic news releases. 
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A more recent study by Laakkonen (2004) investigated the impact of scheduled US 
and European macroeconomic news on the volatility of USD/EUR 5-minute returns 
over the period October 2003 - January 2004 using the flexible Fourier form method. 
The results suggested that economic news increased volatility significantly, with news 
from the US being the most important. Conflicting news was found to increase 
volatility significantly more than consistent news. News whose forecast was equal to 
an announcement seemed to increase volatility as well. 
3.2 Analysis Methodology 
In conducting analysis of economic news impact on FX rates the global economic 
calendar data provided by ForexNews (2007) is used. An example of this news for the 
week of 14/02/2005 is given below in Table 3.1. 
Table 3.1. Events for week of14/02/2005 
Time (EST) Location Description Forecast Previous 
2005.02.18 09:45 us Feb Univ of Michigan Consumer Sentiment - prelim 9 i S 95.5 
2005.02.18 08:30 us Jan PPI 03% -0.7% 
2005.02.18 08:30 us Jan PPI core 02% 0.1% 
2005.02.18 00:00 JPN Bank of Japan Monetary Policy Report — 
2005.02.17 16:00 CAN Bank of Canada Gov Dodge Speaks — 
2005.02.17 12:00 us Feb Philadelphia Fed Index 17.5 13.2 
2005.02.17 10:00 US Jan Leading Indicators 4 2 % 02% 
2005.02.17 10:00 US Fed Chainnan Greenspan Testifies to House 
2005.02,17 08:30 US Weekly Jobless Claims 3I8K 303K 
2005,02,17 05:00 E-12 Dec Industrial Production 0.6% -0.3% 
2005.02,17 04:30 GB Jan Retail Sales &8% -1.0% 
2005.02.16 23:00 AUD Reserve Bank of AustraUa Monthly Bulletin 
2005.02.16 10:00 US Fed Chairman Greenspan Testifies to Senate 
2005.02.16 09:15 us Jan Industrial Production 03% 0.8% 
2005.02.16 09:15 us Jan Capacity Utilization 79.3% 79.2% 
2005.02.16 08:30 us Jan Housing Starts 1.93 mln 2.0 mln 
2005.02,16 05:30 GB Bank of England Quarterly Inflation Report 
2005,02.16 04:30 UK Jan Unemployment Rate 2.7% 2.7% 
2005.02.16 04:30 GB Jan Change in Unemployment -4.5K -6.2K 
2005.02.16 04:30 GB Dec Aveg Hrly Earnings 3m y/y/ 4,40% 4.40% 
2005,02,16 04:30 GB Jan Unemployment Rate 2J% 2,7% 
2005,02,16 01:00 JPN Bank of Japan Policy Meeting 
2005,02,15 18:50 JPN Q4 GDP q/q 0.1% 0,1% 
2005,02,15 10:30 CAN Bank of Canada Dep Gov Kennedy Speaks 
2005,02,15 10:00 US Dec Business Inventories 0.2% 0,1% 
, 2005.02.15 09:00 us Dec TICS' Net Capital Flows $ 65 bin $ 81 bin 
2005.02.15 08:30 US Jan Retail Sales -0.4% 1,2% 
2005.02.15 08:30 US Jan Retail Sales ex autos 0.4% 0.3% 
2005.02.15 08:30 US Feb Empire State Manuf Survey 20,00 20,08 
2005.02.15 05:00 GER Feb ZEW Current Situation -59.0 -61.2 
2005.02.15 05:00 E-12 Q4 GDP prelim q/q 0.4% 03% 
2005.02.15 05:00 GER Feb ZEW Economic Sentiment 30.0 26.9 
2005.02.15 04:30 GB Jan CPl y/y 1.5% 1.6% 
2005.02.15 02:00 GER Q4 GDP prelim q/q 02% 0.1% 
2005.02.14 00:00 JPN Jan Consumer Confidence NA 44.3 
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The intensity of economic news (i.e. the number of news released per day) for five 
major currency pairs is given in Figure 3.1. Over the period January 2004 - December 
2006, the total number of relevant news items for each of the currency pairs is: 
EUR/USD - 3596, EUR/GBP - 2514, GBP/USD - 2667, USD/JPY - 2438, and 
EUR/JPY-2318. 
_ _ S 8 s § § § s § 
Figure 3.1. Economic news intensity 
To automate news analysis, the author has developed software that downloads files 
containing historical and live economic news infonnation from the ForexNews 
website. These files aie then parsed and news entries are classified based on keywords 
in the description field of the news. Each entry is classified into one of the economic 
indicator categories, and the economic indicator categories in their turn are grouped 
into more general categories. The rule base that has been developed for news 
classification purposes contains almost 200 production rules. A minor manual 
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correction was required since the original files contained typos in the news headers 
that could not be fully filtered by the software. 
Table 3.2 contains economic indicators with the corresponding general groups for all 
currency pairs included in the analysis. 
Table 3.2. Economic indicators and their groups* 
Economic Indicator Group Economic Indicator Group 
Auto Auto kdwKndJVdvkybKkx Production 
Average Workweek Labor Industrial Orders Production 
Balance Of Payments International Trade Industrial Output Production 
Bank Bank Industrial Production Production 
Bank Loans Credit Industrial Sales Sales 
Borrowing Credit Inflation Inflation 
Budget Budget Interest Rate Interest Rate 
Business Climate Business International Trade International Trade 
Business Confdence Business ISI Company Index Business 
Business Inventories . Consun^)tion ISM ManuActuring PMI 
Business Sentiment Index Business ISM Services PMI 
Capacity Utilization Production Jobless Claims Unemployment 
CBI Orders CBI Jobs/Applicants Ratio Unemployment 
CBI Sales CBI Labor Costs Labor 
CBI Trends CBI Leading Indicators Leading Indicators 
Challenger Layoffs Unemployment MO Money Supply 
CIPS Manufacturing PMI Ml Money Supply 
CIPS Services PMI M2 Money Supply 
Claimants Count Unemployment M3 Money Supply 
Coincident Indicator Coincident Indicator M4 Money SuM)ly 
Construction Orders Construction Machinery Orders Production 
Construction Permits Construction ManuActuring Manufacturing 
Consumer ConGdence Consumption Manufacturing Orders Manufacturing 
Consumer Credit Credit Manufacturing Output Manufecturing 
CkmmmK&SaMuBMAhdbx Consunq)tion ManuActuring Production Manufacturing 
Consumer Survey Consunq)tion Manufacturing Survey Manufacturing 
CPI Inflation MBBG Credit 
Current Account Current Account Monetary Base Monetary Base 
Deflator Inflation Monetary Policy Monetary Policy 
Durable Goods Production Money Supply Money Supply 
Rmmings Earnings NAPM PMI 
Famings Average Earnings NAPM Non Manufacturing PMI 
Earnings Real Payrolls Unemployment 
Economic Sentiment Economic PCE Inflation 
Economic Survey Economic Personal Income Personal Income 
Employment Cost Index Labor PMI Composite PMI 
Export Prices Inflation PMI Manufacturing PMI 
Ejqwrts International Trade PMI Services PMI 
Factory Orders Production PPI Inflation 
Fed Fed Productivity Labor 
Fed Atlanta Fed Retail Prices Inflation 
Fed Beige Book Fed Retail Sales Sales 
Fed Chicago Fed RPI Inflation 
Fed Phil Fed Spending Construction Construction 
Fed Rich Fed Spendii% Consumer Spending 
Final Sales Sales Spending Household Spending 
FOMC FOMC Spending Personal Spending 
GDP GDP Store Sales Sales 
Greenspan Greenqwrn Tankan Business 
Help Wanted Un6nq)Ioyment Tertiary Index Business 
HICP Trade International Trade 
Construction Trade Balance International Trade 
Home Sales New Construction Unemployment Unemployment 
Housing Completions Construction Michigan Uni Sentiment Index Consumption 
Housing Index Construction Wages Earnings 
Housing Permits Construction Wholesale Inventories Sales 
Housing Starts Construction Wholesale Prices Inflation 
IFO Survey Business Wholesale Trade Sales 
Imports International Trade WPI Inflation 
Imports Prices ZEW Economic 
The indicators are shown in alphabetical order, their significance is analysed further (see Table 3.3) 
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For each successfully classified entry from the file a record is created in the database. 
A check for duplicate records is run to maintain database integrity as files for the two 
consecutive days may contain the same entries. 
Apart &om creating the economic news database, the software downloads intraday FX 
quotes fi-om the Dukascopy database. The quote frequency is 1-minute, however 
occasionally the data contains some gaps. To deal with these gaps we use the last-
point interpolation scheme suggested by Olsen et al (2000) since it is not implying 
any looking, forward as would be the case with the linear or next-point interpolation 
schemes. Once the quote file has been downloaded, it is parsed, and the database is 
updated with the new quotes. 
The software runs preliminary analysis and automatically generates a report that 
contains a set of charts of historical realizations of the FX rate time-series related to 
each of the economic indicators. For EUR/USD currency pair several charts from 
such a report are shown in Figure 3.2, while the whole report for EUR/USD can be 
found in the Appendix A. When producing charts the following methodology is used. 
Let M be some economic indicator. Assume that for M there are n times when its data 
was released - Then the path on the indicator's chart is the plot of 
the time-series F{f) - where F{t) is exchange rate at time t and t = -30...30. 
That is the exchange rate time series is transformed in such a way that it is aligned to 
zero at the release time and plotted from 30 minutes prior to 30 minutes after the time 
of the indicator M data announcement. 
In addition to plotting time-series for visual analysis, Table 3.3 contains information 
about unconditional and conditional moments of 1-minute exchange rate log-return 
distributions. More specifically, log-returns are calculated; 
KO = l n F ( 0 - l n F ( M ) (3.1) 
Then for each economic indicator M, log-returns during 5 minutes after all times of 
indicator's M n data releases are sampled, i.e. the sample contains the following 
returns: r{t\^+2), ... r{t\^+5), r( fc^+l) , r{t2^+2), ..., r(t2^+5), ..., r(tn^+l), 
r{t„^+2), r(tn^+5). Finally, distribution moments for the log-returns r(t) and the 
absolute log-returns \r{t)\ from this sample are calculated and reported. 
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Figure 3.2. Charts reflecting economic news impact for EUR/USD 
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We estimate the impact of the economic indicator M data release by the 
corresponding sample's standard deviation, i.e. the conditional 1-minute volatility of 
the exchange rate over the period of 5 minutes following the moment of the economic 
data release. As it is shown in Table 3.3, the most important economic indicators are 
Payrolls followed by Average Earnings, Unemployment and Trade Balance 
announcements as they have the highest volatility numbers. For Payrolls 
announcements, the conditional volatility is almost 10 times higher than the historical 
1-minute volatility over the whole time period January 2004 - December 2005. 
It can be seen from Figure 3.2 and Appendix A that in many cases economic data 
announcements cause jumps in the exchange rate process. Moreover, one can make an 
assumption that the expectation of the economic figure is already priced in the 
exchange rate by market participants. So the real cause of the jump is the surprise, i.e. 
the difference between the expectation and the actual figure that comes out. In this 
case one could run a regression on the size of the jump versus the value of surprise to 
identify the relationship between them. Unfortunately, in our case there is no 
information about the actual value of the economic indicator available. 
We suggest a different methodology for the next step of analysis of the economic 
news impact. We make an assumption that once the economic figure is aimounced, 
the market absorbs this information in two stages. The first stage is some primary 
reaction, during which market participants may under- or over-react to the news under 
assumption of the bounded rationality mentioned above. After the primary reaction, 
there is a secondary reaction in the form of a correction, where the exchange rate 
tends to converge to its fair fundamental value. We can test this hypothesis through 
the analysis of return autocorrelations with different lags. 
More specifically, consider again an economic indicator M. Let t\^, ..., be 
times when its data was released. We construct two series of log-returns; 
= (3 2) 
and 
r/ =: (3.3) 
where [t!^...ti^+dtp\ is the period when the primary reaction is observed and 
[ti^+dtp...ti^+dtp+dts\ is the period when the secondary reaction is observed. 
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Table 3.3. Moments of 1-minute EUR/USD log-retums during 5 minutes after release time* 
Economic Indicator 
Num Return Absolute Return 
points Mean St dev Skew Kurt Mean St dev Skew Kurt 
Payrolls 185 1.39E-04 1.88E-03 -0,112 8.608 1.17E-03 1.46E-03 3.188 13.712 
Earnings average 175 1.50E-04 1.84E-03 -0.123 8.282 1.19E-03 1.43E-03 3.107 12.956 
Unemployment 405 4.48E-05 1.24E-03 -0.008 22.270 6.03E-04 1.08E-03 4.548 28.071 
Trade balance 370 -5.36E-05 7.40E-04 0.081 12.820 4.04E-04 6.22E-04 3.580 16.487 
Capital flow 160 -2.40E-05 7.31E-04 -0.760 3.425 5.03E-04 5.32E-04 2.125 5.800 
Interest rate 245 -3.08E-05 6.90E-04 0.452 8.660 4.16E-04 5.52E-04 2.950 12.496 
Construction permits 95 1.12E-04 6.82E-04 1.102 6.940 4.15E-04 5.53E-04 2.811 9.444 
Durable goods 180 3.59E-05 6.23E-04 -0.177 1.891 4.39E-04 4.43E-04 1.620 2.407 
PPI 235 4.33E-05 6.15E-04 1.553 11.969 3.88E-04 4.80E-04 3.727 22.031 
Housing starts 175 7.43E-05 6.06E-04 1.337 8.185 3.76E-04 4.80E-04 3.185 12.786 
Business inventories 175 9.81 E-06 6.00E-04 -1.566 10.746 3.63E-04 4.77E-04 3.451 16.280 
Spending construction 135 2.17E-05 5.93E-04 -0.164 2.985 4.18E-04 4.22E-04 1.994 5.185 
Ism manufacturing 180 3.37E-06 5.82E-04 0.034 2.705 4.09E-04 4.14E-04 1.913 4.592 
Monetary policy 50 1.15E-04 5.71 E-04 0.853 3.874 3.83E-04 4.38E-04 2.127 5.936 
Retail sales 325 -9.40E-06 5.41 E-04 -1.752 12.923 3.11 E-04 4.43E-04 3.741 18.797 
Manufacturing survey 115 3.72E-06 5.34E-04 1.859 10.080 3.53E-04 4.00E-04 3.525 20.109 
CPI 485 1.56E-05 4.83E-04 1.117 14.857 2.63E-04 4.06E-04 4.002 19.985 
Consumer confidence 240 -4.07E-05 4.70E-04 -0.566 4.049 3.12E-04 3.54E-04 2.238 6.272 
Jobless claims 760 -7.22E-07 4.68E-04 -0.351 7.273 3.10E-04 3.51E-04 2.998 13.527 
GDP 350 6.26E-05 4.65E-04 2.544 14.240 2.72E-04 3.82E-04 3.987 23.266 
ISM services 190 -1.46E-05 4.64E-04 -1.117 4.478 3.33E-04 3.24E-04 2.688 10.260 
Fed Phil 265 -7.29E-06 4.61 E-04 -0.431 3.830 3.09E-04 3.42E-04 2.155 6.045 
Home sales existing 160 -5.24E-05 4.60E-04 -0.895 4.238 3.07E-04 3.46E-04 2.298 7.242 
PCE 195 6.24E-05 4.33E-04 0.258 1.409 3.22E-04 2.96E-04 1.592 2.662 
Fed Louis 95 -2.53E-05 4.32E-04 -7.191 64.301 1.81 E-04 3.93E-04 8.516 79.953 
Home sales new 170 -6.26E-05 4.25E-04 -0.773 5.463 2.79E-04 3.27E-04 2.646 8.630 
Capacity utilization 170 1.53E-05 4.24E-04 0.660 1.565 3.09E-04 2.92E-04 1.577 2.945 
Spending personal 165 7.57E-05 4.21 E-04 0.522 0.789 3.18E-04 2.85E-04 1.446 1.848 
Personal income 180 6.41 E-05 4.09E-04 0.585 0.974 3.07E-04 2.78E-04 1.534 2.220 
FOMC 115 3.90E-05 4.04E-04 0.509 1.895 2.89E-04 2.85E-04 1.635 3.446 
ZEW 180 -7.24E-05 4.01 E-04 -0.809 3.236 2.79E-04 2.97E-04 2.155 5.903 
Pmi manufacturing 385 -3.73E-06 3.94E-04 -0.634 12.884 2.47E-04 3.06E-04 3.799 23.620 
Business climate 205 6.65E-05 3.82E-04 1.950 10.188 2.58E-04 2.90E-04 3.571 23.032 
Factory orders 285 2.15E-07 3.61 E-04 -0.896 8.229 2.36E-04 2.74E-04 3.158 14.938 
Mictiigan sentiment index 275 2.09E-05 3.61 E-04 0.726 5.335 2.49E-04 2.62E-04 2.657 11.059 
IFO survey 165 5.44E-05 3.39E-04 0.546 0.854 2.54E-04 2.32E-04 1.403 1.981 
Greenspan 270 5.93E-06 3.39E-04 0.039 2.866 2.30E-04 2.49E-04 1.921 4.029 
Productivity 85 1.47E-05 3.37E-04 0.658 3.111 2.37E-04 2.41 E-04 2.037 5.595 
Current account 240 5.86E-06 3.05E-04 0.397 7.017 1.92E-04 2.37E-04 2.885 10.497 
Industrial production 435 2.84E-06 3.05E-04 0.794 4.180 2.06E-04 2.25E-04 2.271 7.115 
Fed 880 1.08E-05 2.94E-04 3.635 49.908 1.69E-04 2.41 E-04 7.284 91.828 
Leading indicators 175 1.27E-06 2.85E-04 0.136 0.885 2.11 E-04 1.92E-04 1.215 1.579 
Bank 85 2.64E-05 2.61 E-04 0.198 1.666 1.93E-04 1.77E-04 1.703 2.862 
Fed Rich 80 -3.14E-06 2.53E-04 -0.130 1.630 1.76E-04 1.82E-04 1.392 1.873 
Fed Beige Book 120 3.57E-05 2.35E-04 0.679 2.016 1.75E-04 1.61 E-04 1.861 5.154 
HICP 60 -1.96E-05 2.30E-04 -0.388 0.826 1.78E-04 1.48E-04 1.242 2.865 
Fed Atlanta 100 1.60E-05 2.16E-04 0.797 1.155 1.62E-04 1.45E-04 1.471 2.911 
Fed NY 60 -3.53E-06 2.15E-04 0.589 1.364 1.55E-04 1.49E-04 1.319 1.675 
Fed Chicago 205 1.06E-05 2.01 E-04 0.415 0.771 1.54E-04 1.29E-04 1.290 2.557 
M3 80 -1.78E-05 1.86E-04 -0.523 3.144 1.30E-04 1.34E-04 1.945 5.826 
Fed Kansas 140 -1.66E-05 1.80E-04 -0.608 1.272 1.34E-04 1.21 E-04 1.464 3.415 
PMI services 210 3.33E-06 1.74E-04 -0.135 1.442 1.35E-04 1.10E-04 1.666 4.889 
As we don't know the exact lengths of primary and secondary reactions time spans, 
we build such return series for different combinations of dtp and dts values. For each 
series pair we calculate the correlation coefficient. A positive correlation value 
indicates that the market is under-reacting during the period of the primary reaction 
* The economic indicators are shown in the descending order of their significance, which is estimated 
by the standard deviation of returns. The numbers given in the Num Points column indicate how many 
return observations have been used in estimating moments of the underlying conditional distribution. 
These values are related to the number of economic indicator releases by formula Num Points = 5 X 
Num Releases, since we are looking at 1-minute returns during 5 minutes after each indicator release. 
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and some momentum is present during the period of the secondary reaction. Another 
interpretation is that the market digests the news slowly and the primary reaction 
simply has not finished by the time {tf+dtp) and is continuing during the period 
[ti^+dtp...ti^+dtp+dts]. A negative correlation value obviously indicates that the 
market has over-reacted to the news and a correction is taking place. 
The results for the most significant economic indicators (according to Table 3.3) 
affecting EURYUSD exchange rate are provided in Table 3.4 below. 
Table 3.4. Correlations between returns over primary and secondary reaction periods 
PAYROLLS INTEREST RATE 
3 7 1 5 1 0 1 5 3 0 6 0 
1 0 . 3 8 3 ' 0 J 0 9 0 . 2 4 1 C U 5 0 0 . 1 4 8 0 U 6 5 
5 0 U O 3 o i m 9 - 0 . 0 1 9 4 M 9 0 . 0 4 9 
1 0 - 0 . 2 9 9 - 0 . 2 0 6 - 0 . 1 6 2 - 0 . 1 1 2 - 0 . 0 2 2 - 0 . 0 4 3 
1 5 - 0 . 0 1 7 0 . 0 1 2 0 . M 6 0 . 0 6 2 0.063 0 4 2 5 
3 0 0 M 3 6 - 0 . 1 3 2 0 1 0 7 0 . 0 1 0 0 . 0 9 8 0 J 1 9 
6 0 0 . 3 0 4 0 U 9 2 0 . 0 4 4 4 X B 1 0 . 1 6 8 0 U 1 9 
EARNINGS AVERAGE 
3 5 1 5 1 0 1 5 3 0 6 0 
1 0 ^ 9 9 ' O J M 0 . 2 4 3 G U 5 0 0 . 1 4 6 0 J 6 4 
5 0 . 1 1 7 C U 2 5 0 . 0 3 4 0 . 0 3 3 0 . 0 0 8 0 4 8 6 
1 0 - 0 . 2 9 0 . - 0 . 1 9 2 - 0 . 1 4 5 - 0 . 0 9 0 - 0 . 0 1 0 - 0 . 0 3 2 
1 5 ^ # 3 0 . 0 1 6 O . M O 0 . 0 6 2 0.062 0 4 2 4 
3 0 0 4 7 0 - 0 . 1 9 2 & 0 6 5 4 W 7 0 . 0 6 0 0 4 5 9 
6 0 O j W I ' C U 6 2 0 . 0 0 2 - 0 . 1 0 3 0 . 0 8 0 0 . 0 5 3 
UNEMPLOYMENT 
8 1 1 5 1 0 1 5 3 0 6 0 
1 0 . 3 6 5 * 0 . 1 6 9 0 2 1 7 0 . 1 1 0 0 . 1 1 7 C U 2 7 
5 0 J 4 3 C U 5 4 0 . 0 1 0 4 ^ 1 - 0 . 0 1 9 0 4 1 6 
1 0 - 0 . 3 1 4 ' - 0 . 1 6 9 ^ . 1 1 4 4 ^ 1 - 0 . 0 7 5 
1 6 ^ M 7 0 . 0 1 6 0 . M 7 0.044 0 . 0 4 2 4 . M 7 
3 0 C U 1 2 - 0 . 0 7 6 C U O G 0 . 0 0 5 0 . 0 5 0 0 . 0 8 2 
6 0 0 . 2 2 4 ' 0 . 1 4 2 & 0 2 4 - 0 . 0 5 2 0 . 1 5 1 0 . 0 9 1 
TRADE BALANCE 
7 4 1 5 1 0 1 5 3 0 6 0 
1 0 . 0 9 6 0 U 6 4 0 4 M 0 U 7 7 0 . 1 6 5 0 M 4 3 
5 - 0 . 0 2 1 0 0 4 7 0 . 0 7 5 - 0 . 0 3 6 - 0 . 0 3 2 
1 0 C U G O 0 . 2 3 9 ' O ^ W 0 . 0 8 4 - 0 . 0 3 8 - 0 . 0 5 2 
1 5 0 . 0 5 4 0 U 1 9 4 . 1 2 0 - 0 . 0 0 5 - 0 . 0 7 3 
3 0 0 . 0 5 3 - 0 . 0 4 9 0 U 3 2 0 . 0 4 6 
6 0 & 0 7 7 0 . 0 6 4 - 0 . 0 6 9 - 0 . 0 6 5 0 . 1 3 2 & 2 1 0 
CAPITAL FLOW 
3 2 1 5 1 0 1 5 3 0 6 0 
1 - 0 2 2 6 - 0 . 1 2 4 & 0 7 9 0 4 3 9 0 J 3 4 0 U 3 1 
5 - 0 . 0 1 3 - 0 . 0 4 3 - 0 . 0 8 5 4 ^ 1 0 . 0 0 9 
1 0 0 . 4 1 6 * & M 7 -0.062 4 . 0 6 9 C U 5 7 0 4 5 2 
1 5 - 0 . 3 4 6 - 0 . 0 4 9 4 M 8 C U 5 2 0 4 8 4 
3 0 - 0 . 1 4 1 0 . 2 6 6 0 U 2 5 0 . 1 4 2 4 4 M 
6 0 - 0 . 1 7 9 - 0 . 1 7 1 4 ) . 0 0 9 & 0 1 1 -0.091 - 0 . 0 6 2 
BUSINESS INVENTORIES 
3 5 1 5 1 0 1 5 3 0 6 0 
1 - 0 . 1 2 6 4 ^ 5 - 0 J 2 4 - 0 . 2 1 3 4 M 1 - 0 . 1 4 6 
5 - 0 . 1 8 8 - 0 . 1 5 7 0 4 0 6 0 . 0 3 5 - 0 . 0 7 2 0 U I 2 5 
1 0 - 0 . 0 3 1 0.140 0 J 6 0 0 U 4 5 - 0 . 0 9 4 - 0 . 0 5 3 
I S - 0 . 0 6 5 - 0 . 1 0 2 - 0 . 1 8 6 - 0 . 2 0 4 - 0 . 2 9 3 - 0 . 0 8 2 
3 0 - 0 . 1 1 2 - 0 . 1 1 7 4 . n 8 4 . 1 3 6 0 U 1 3 0 . 2 9 3 
6 0 0 U I 7 4 0 U 8 5 0 4 M 0 . 0 6 5 0 . 2 5 1 0 . 2 2 8 
4 9 1 5 1 0 1 5 3 0 6 0 
1 0 . M 7 - 0 . 2 2 1 0 4 8 4 0 U 7 7 0 . 0 9 6 0 . 0 6 1 
5 0 . 0 3 8 0 . 5 6 3 ' 0 ^ 3 3 ' 0 . 4 4 1 0 . 5 4 2 0 . 5 3 4 ' 
1 0 O ^ W 0 J 8 6 0 . 2 2 1 0 . 2 0 4 0 2 3 7 
1 5 - 0 . 1 1 7 0 . 1 0 1 C U 2 3 0 . M 9 0 J 2 6 C U 4 5 
3 0 - 0 . 0 2 6 0 . 1 6 8 0 . 0 4 4 0 U 2 8 0 U 2 2 0 U 3 2 
6 0 0 . 3 6 9 * 4 . M 5 4 . 1 4 1 4 . 1 0 4 4 . 0 4 5 0 J 1 4 
CONSTRUCTION PERMITS 
1 9 1 5 1 0 1 5 3 0 6 0 
1 - 0 . 0 6 8 - 0 . 3 8 2 4 a W 4 . 5 0 9 4 . 5 7 7 4 4 M * 
5 - 0 . 4 1 1 - 0 . 3 3 5 4 . 1 7 6 4 . 2 0 3 0 J ^ 3 C U 0 7 
1 0 0 . 2 4 4 C U 9 @ 0 U 3 5 0 . 5 0 4 0 . M 7 & 3 2 8 
1 5 - 0 4 1 2 - 0 . 3 1 8 0 U 8 O 0 4 2 2 0 2 4 2 0 2 5 7 
3 0 - 0 . 3 3 2 0 . 2 6 0 4 . 3 8 1 4 . 2 6 4 0 . 0 9 8 0 . M 7 
6 0 0 . 0 4 4 0 . 0 8 0 0 4 H 4 4 . 0 6 4 0 . 0 6 4 4 . 0 5 9 
DURABLE GOODS 
3 6 1 5 1 0 1 5 3 0 6 0 
1 - 0 . 1 0 4 4 . 2 0 2 4 4 0 8 4 . 0 2 2 4 . 0 2 8 0 . 0 0 8 
5 & M 6 0 . 0 2 1 0 4 5 6 4 . 2 2 7 4 . 3 2 8 4 ^ m * 
1 0 0.016 4 . 0 1 1 4 . 3 7 7 ' 4 j ^ i 4 . 4 3 1 4 . 4 7 6 " 
1 5 - 0 . 1 1 8 4 . 5 0 7 ' 4 4 ^ * 4 . 5 4 8 4 . 4 6 7 4 a # * 
3 0 - 0 . 0 9 6 O ^ W 0 . 0 8 4 4 4 # 4 . 1 1 6 4 . M 5 
6 0 - 0 . 3 9 6 ' - 0 3 9 2 ' 4 . 2 8 7 4 . 3 5 3 4 . 3 3 9 0 . 0 3 1 
PPI 
4 7 1 5 1 0 1 5 3 0 6 0 
1 0 . 0 5 7 0 . 0 6 6 4 . 1 9 7 4 . 1 5 7 4 ^ W 4 . 1 6 6 
5 - 0 4 1 2 4 . 2 8 5 4 . 3 2 7 ' 4 . 2 3 4 4 2 9 6 4 2 5 5 
1 0 - 0 4 1 9 4 . 1 1 9 4 . 0 2 4 4 4 M 4 . 1 1 1 4 . 1 6 1 
1 5 0 . M 7 O ^ W 0.051 4 4 1 5 0 . M 9 4 . 0 8 5 
3 0 0 . 0 4 2 0 . 0 4 8 4 . 0 3 4 0 . 0 3 8 4 . 1 0 8 4 . 1 3 8 
6 0 0 U M 8 0 4 1 6 4 4 5 2 4 . 0 1 4 4 . 0 3 1 & M 7 
HOUSING STARTS 
3 5 1 5 1 0 1 5 3 0 6 0 
1 0 4 7 5 4 J I 6 2 4 . 1 2 0 4 . 1 0 1 4 . 1 4 0 0 . 1 2 8 
5 - 0 . 4 7 8 " 0 . 0 8 5 C U 0 5 0 1 2 4 0 2 7 9 0 . 2 2 9 
1 0 0 . 2 2 6 0 4 2 8 0 4 1 4 0 / 1 2 5 0 M 4 2 0 . 0 8 2 
1 5 0 . 0 4 3 4 . M 3 0 J 0 6 0 2 3 7 0 U 0 3 0 . 0 9 4 
3 0 - 0 . 2 8 5 0 J 6 6 4 . 1 6 5 4 M 1 0 0 . 0 2 8 4 . 0 6 7 
6 0 - 0 2 5 3 4 . 0 3 3 4 U ^ I 4 . 0 8 5 4 ^ ^ 
SPENDING CONSTRUCTION 
2 7 1 5 1 0 1 5 3 0 6 0 
1 - 0 . 0 5 1 4 . 1 8 0 4 . 2 2 0 4 M M 4 . 0 8 5 0 . M 2 
5 0 . 1 6 2 0 . 2 5 0 0 U I 7 8 & M 1 0 . 4 7 6 o a # ' 
1 0 0 . 0 5 3 & 3 2 5 0 2 8 6 0 4 3 7 0 . 6 0 5 0 . 6 2 5 ' 
1 5 0 . 0 6 1 0 ^ ^ 0 J 2 8 & % 9 o a n O J M 
3 0 - 0 . 0 0 6 4 . 3 5 0 4 . 1 0 9 0 . 1 1 9 0 . 0 8 8 4 . 0 4 0 
6 0 0 4 2 7 4 . 1 8 8 4 . 3 3 3 4 . 2 4 6 4 . 1 3 1 4 . 0 0 1 
Each sub-table contains correlations between returns over primary and secondary 
reaction periods for particular news. Primary reaction period lengths are shown in the 
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leftmost column, and secondary reaction period lengths are shown in the top row, 
both lengths are given in minutes. The top leftmost cell contains the number of times 
the news was released, and thus represents the number of observations used in the 
calculation of the correlation coefficient. An asterisk specifies correlations that are 
statistically significant at the 5% level. 
As can be seen firom Table 3.4, a mix of both under- and over-reaction effects is 
present not only when looking cross-sectionally over the economic indicators, but also 
at different reaction time spans within a single indicator. A note should be taken on a 
possible news interaction effect, i.e. when several indicators are released within a 
relatively short interval of time and their reaction spans overlap*. Even though it is 
difficult to identify any distinct pattern in the correlation matrices across all of the 
indicators, it is clear that there are a substantial number of entries with correlations 
significantly different firom zero. The latter fact can be potentially employed by a 
trading strategy. Design and trading simulation of such a strategy based on economic 
indicator releases will be reviewed in Chapter 8. 
* Due to complexity of this effect as well as unavailability of the news surprise data required for its 
analysis, we take it out of scope of the present thesis. 
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Chapter 4 
Automated Trading 
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4.1 Automation 
Nowadays, as majority of markets have become electronic, most of the trading 
activity is automated. There are two major stages in the trading process - trade 
decision-making, and trade execution. At the trade decision making stage it is 
determined which assets in which amounts should be traded. Once the trade decisions 
are made, they should be executed in the market in the best way, which usually means 
a fast execution with the least possible transaction costs and market impact. This is 
done at the second stage, when trades are split into orders of a smaller size if required 
and sent to the exchange, which matches individual orders against each other. 
Obviously, each of these two stages can be automated. Automated trade execution 
service, often called algorithmic trading, is now widely offered by brokers to their 
clients. There are a large number of execution algorithms available to the buy-side 
firms to choose from depending on their required cost, risk and speed preferences. 
The benefits that the algorithms provide come from the four major areas: reduced 
market impact, increased trading efficiency, better alignment between strategy and 
execution, and lower cost (see Lee (2005)). 
Since the FX market is very liquid (daily turnover of almost 2 trillion dollars) and 
cheap (brokers offer spreads as tight as 2 basis points) as well as due to the fact that 
there is no cenfral market place* (which implies that buy-side firms effectively trade 
"against" their brokers), the execution stage of the trading process is not as critical in 
the FX market as it is in the exchange-based markets. Thus for buy-side investors the 
problem of getting optimal execution is reduced to the problem of finding a broker 
that provides the lowest spreads and minimum slippage. Since in this thesis the FX 
market is looked at from the buy-side perspective, the main focus will be on the 
automation of the trade decision-making process, which essentially means 
It has to be noted that on practice there are inter-dealer FX trading platforms that can be thought to 
play a role of a central market place. An example is BBS, the provider of FX trading and market data 
solutions to the professional spot FX community, launched in September 1993 by a group of the 
world's largest FX market making banks. Today the BBS product portfolio enables more than 2,000 
traders on 800 dealing floors across the globe to trade an average of USD 145 billion in spot FX 
transactions (source: www.ebs.com) 
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development of a trading strategy, which would not require participation from a 
human side. 
4.2 Approaches to Trading 
Generally speaking, there are three major approaches to trading - technical, 
fiindamental and hybrid (i.e. combination of technical and fundamental). 
Technical trading is based on the concept of technical analysis, which is defined by 
Dempster and Jones (2000) as a conscious and deliberate study of market price and 
volume history with a view to predicting future price changes and enhancing trading 
profitability. The origins of technical analysis can be traced back to the early 1900s, 
when Charles Dow published his writings known as the Dow Theory in the Wall 
Street Journal. 
A later work by Levy (1966) gives the following principal reasons why technical 
analysis should work; (1) the price of a security is determined solely by its supply and 
demand; (2) supply and demand are governed by both rational and irrational factors; 
(3) disregarding minor fluctuations, prices tend to move in trends that persist for 
appreciable lengths of time; (4) changes in trends are caused by changes in supply and 
demand. These shifts, no matter why they occur, can be detected sooner or later in the 
action of the market itself 
Technicians assume that security prices move in trends that persists for appreciable 
periods because new information does not enter the market instantaneously, but rather 
over a period of time. This pattern occurs due to different sources of information or 
because some investors receive the information earlier than others. As various groups 
ranging from insiders to well-informed professionals to average investors receive the 
information and buy or sell accordingly, price moves towards the new equilibrium. 
Therefore, technicians expect gradual rather than abrupt price adjustments to reflect 
the gradual flow of information. 
Along with the information flow argument, investor irrationality (see Summers 
(1986)) is considered as another cornerstone of technical analysis. If investors had no 
cognitive limits of memory capacity and were not constrained by time, they would be 
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able to make optimal decisions. However, humans are substantially limited in these 
resources. Usually decisions must be made with incomplete and even unknown 
information and under time pressure. To make reasonably good decisions in these 
complex environments,, humans use heuristics that they adapt over time. Neftci (1991) 
has argued that technical analysis may be an informal attempt by traders to exploit 
non-linearity of return time series. Rode et al (1995) point out that technical trading 
rules can be considered as simplifying heuristics used by investors. Since heuristics 
are suboptimal rules, investors do not obtain maximum return from the markets. Thus, 
it may be possible to make money by understanding how investors trade sub-
optimally. This implies that markets might be inefficient. 
hi fundamental analysis the price of a financial instrument is estimated based on the 
study of the underlying factors. In the case of a company stock the factors include but 
are not limited to the company market share, earnings, financing, dividend policy, as 
well as the industry and economy global state if looking from a broader perspective. 
In the FX rate context the underlying factors are mainly related to macroeconomic 
and political conditions and have been reviewed in Chapters 2 and 3 of this thesis. In 
general, fundamental analysis refers to the analysis of the economic wellbeing of a 
financial entity as opposed to only its price movements as in technical analysis. 
On practice to understand the financial picture from multiple angles investors use a 
combination of both types of analysis. It should be noted that technical analysis is 
quite often used for identification of the short-term trends, whereas fundamental 
factors are used for prediction of longer-term market dynamics and price targets. 
4.3 Advantages of Mechanical Trading Systems 
Each of the three above mentioned approaches can be fully automated subject to its 
representation as a system of rules that would take a stream of market data as input 
and generate trading decisions as output. Such systems are often called mechanical 
trading systems (see Kaufinan (1998) for an in-depth overview of trading systems and 
methods). The term "mechanical" is used as a synonym to the term "automated" and 
underlines the fact that the trading process excludes any human involvement. 
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As a result, a mechanical trading system eliminates the undue influence of emotion, 
which can hinder the performance of many traders. It is worth noting that human 
emotion is one of the most complex and hard to control areas of trading. No trader has 
been able to conquer the market without first controlling his emotions and following a 
rigorous trading discipline. 
Since the end of last century the technology has advanced extensively in terms of 
computational power, and now makes it possible to process huge amounts of 
information in short time intervals and analyze market data in a high-frequency 
domain. Due to its ability to operate in this domain, i.e. fast response to price 
dynamics and news releases, a mechanical trading system can outperform human 
traders who are limited by their memory capacity and information processing times. 
A disclaimer statement "The past performance is not an indication of the future 
performance" is a common practice in investment business. While this is particularly 
true about the discretionary approach to trading, the underlying assumption of trading 
system development is that by following a rigorous development process and due to 
the discipline inherent in mechanical trading systems, a consistency in trading 
performance over time can be achieved. Below we review stages of the trading system 
development process and discuss mechanical trading system components in details. 
4.4 Trading System Development Process 
A typical trading system development process consists of the following stages. 
Defining markets and instrument universe. Obviously, the first stage of the trading 
system development process is selection of the target market(s) and the instrument 
universe that are coherent with an investor's geographical preferences, expected profit 
targets and risk profile. 
Defining timescale. Secondly, the system time scale should be chosen. In case of the 
foreign exchange market this assumes defining not only the frequency but also the 
time zone(s) during which the system will be operating. A note should be made that 
the system trading frequency can be different from the system operating frequency, 
e.g. a system can analyze tick-by-tick data, but trade on an hourly basis. 
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Getting data. Once the market and timescale are defined, the historical data of the 
appropriate fi-equency should be obtained for trading strategy development stage as 
well as live data stream should be available for real-time trading. The data should be 
carefully checked and pre-processed, since its quality affects the whole system. Here 
the famous computing GIGO (Garbage In, Garbage Out) principle is in place. 
Outlining strategy. The strategy is the core of the trading system. It determines what 
positions in which instruments and in which sizes should be taken. At this stage the 
strategy cannot be fully devised, yet its general underlying principles are formulated. 
Note that in the literature the terms strategy and system are quite often interchanged. 
The author, however considers the trading system a broader category that integrates in 
itself the strategy with additional infrastructure, e.g. databases, market access 
interfaces, etc. 
Implementing strategy. At this stage the strategy is implemented using some third-
party package or coded up as proprietary software. The author has chosen the latter 
approach as it provides the level of flexibility far beyond any of the third-party 
packages. 
Optimization / Backtesting / Performance evaluation. This crucial stage of the 
trading system development process will be discussed in detail further in this chapter. 
Setting-up infrastructure. After the strategy has been optimized and properly 
backtested using the historical data, and subject to its performance has been 
satisfactory, the system infrastructure should be built. This includes the installation of 
primary and backup hardware/software, signing up for brokerage/dealing service, 
setting up market access interfaces, network connections, defining and implementing 
reporting procedures (if required), etc. 
Full system testing. Once the system infrastructure has been set up, its full test 
should be conducted. A good approach would be to do paper frading, i.e. let the 
system operate as if it were frading live, but instead of real money open a virtual 
money account. Most FX brokers provide this type of service. 
Live trading. If no issues have been identified during the full system test, live trading 
is started. 
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4.5 Trading Performance Evaluation Techniques 
4.5.1 Return Maximization Problem Definition 
The major objective of trading is to maximize return, which per se is a stochastic 
optimization problem, ha Dempster et al (2001) it is defined in the following way. The 
raw FX data is aggregated into equal-length intervals (bars), and for each the bar data 
is computed, i.e. the open, close, high, and low exchange rates. The notation Ft is 
introduced to denote the closing EURUSD exchange rate of bar t. 
Let S denote a set of all possible market states 5. A trading strategy (pis a. function 
(f): 6"X {0,1} —> {0,l},(s,h) <p(s), for a current position h = {O(dollars) or 1 (euros)}, 
telling whether to hold euros (^= 1), or dollars ((%)= 0) over the next timestep. 
In Dempster et al (2001) the market state St at timestep t is defined as the binary string 
of length 16 giving the buy and sell euros indications of technical indicators where 1 
represents a trading recommendation for an individual indicator whose entry is 
otherwise 0. The time series is considered to be a realization of a binary string-valued 
stochastic process, and trading decisions are made by solving an appropriate 
stochastic optimization problem. It should be noted that although the trading strategies 
are formally Markovian (feedback rules), the technical indicators require a number of 
periods of previous values of Ft to decide the corresponding entries in St. 
The objective of the trading strategies <j) is to maximize the expected dollar return 
after transaction costs up to some trading horizon T\ 
t=\ 
where E denotes expectation, St is the market state at timestep t, c is proportional 
transaction costs (accounting for slippage and bid-ask spread), and it is assumed that 
the trading strategies start in dollars. 
Since there is no explicit probabilistic model for FX rates evolution, the expectation 
calculation cannot be performed, but instead the familiar approach of dividing the 
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data series into in-sample and out-of-sample regions is adopted. The performance of a 
candidate trading strategy is optimized over the in-sample data, and its performance is 
ultimately tested out of sample. 
The limitation of this setting is that the strategy is allowed to switch fimds between 
currencies to the full extent only. Such an approach would maximize return if the FX 
rate process were deterministic - repeated reinvestment of all available funds would 
yield the highest terminal value. However, in reality trading is a risky activity, and 
traders consider risk by no means less important factor than return, continuously 
applying money management techniques and gradually adjusting position size as the 
market conditions evolve. 
Therefore we reformulate the problem to allow the strategies to invest some fraction 
of available funds in a particular currency and to adjust the exposure gradually. This 
is particularly important when trading more than one currency pair. Please note that 
the problem is formulated in terms of available cash. 
4.5.2 Problem Reformulated 
Again, let S denote a set of all possible market states* s. Let Ct be the amount of 
wealth at timestep t stored in EUR (in units of EUR), and dt be the amount of wealth 
at timestep t stored in USD (in units of USD). The initial wealth is specified by eo and 
Jo- The trading strategy ^is a function (j): (^{s,d), for the current 
position d in dollars, telling in what proportion the wealth should be stored in euros 
and dollars over the next timestep. 
The trading process is the following. At the end of bar t the current market state St is 
observed. Given this market state as input, the trading strategy is telling what 
currency positions, et+i in EUR and dt+\ in USD, should be taken for the next 
timestep. The strategy's recommendation is executed at the opening rate of bar (^+1), 
The author suggests changing the market state representation in order to integrate additional 
information. Inclusion of technical signals of different time-scales would allow to account for long-, 
medium- and short-term market trends caused by interaction of heterogeneous participants. Also, since 
the FX market exhibit seasonality and business-time properties as discussed in Chapter 2, it is worth to 
include the time-of-day component. Finally, the news descriptor can be embodied into the market state 
to quantify the effects of economic news released under the publicly available schedule as reviewed in 
Chapter 3. 
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which is approximated by the closing rate Ft of bar t and the transaction costs c 
accounting for slippage. 
Given the change in the dollar position is At/^ +i units of USD, the return per one unit 
of EUR over time period [t.. .t+1] is the following: 
= - I , (4.2) 
where 
Ad, 
AC'+i = -- .{leXAd.,) fLS) jp;(i - c) 
,^+1 A%,+i 
Please note that in order to satisfy the capital availability constraint, once the USD 
position is changed, the EUR position is accordingly changed in the opposite direction 
using the effective exchange rate Ft adjusted for the transaction costs c. 
The boundaries for position changes are implied by a natural restriction that no 
currency can be sold in amount exceeding its current position, and no currency can be 
bought in amount exceeding the position in the opposite currency converted into the 
original currency using the effective exchange rate. That is no currency shorting 
allowed: 
- 4 ^ e , F , ( l - c ) 
- c) 04.4) 
F> 
The expected return up to some trading horizon T, given the above-described 
dynamics of dt and e, defined by the trading strategy is expressed as 
( 4 . ) 
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4.5.3 Adjustment for Risk 
As noted earlier, the objective function for our optimization problem is the risk-
adjusted return. 
One of popular measures of the risk-adjusted return is the Sharpe ratio (see Sharpe 
(1966) and Sharpe. (1994)) defined as the average excess return over the risk-free rate 
r/divided by the standard deviation of excess returns: 
E[r,-rA 
Sharpe Ratio = , (4.6) 
4VAF{r,-r,] 
Despite being a popular measure, the Sharpe ratio is subject to such drawbacks as not 
distinguishing between upside and downside fluctuations, as well as not 
distinguishing between intermittent and consecutive losses (see Schwager (1996)). 
The former problem can be solved using the semi-deviation ratio that penalizes the 
return by the downside risk only via the semi-deviation, which accounts for negative 
returns only, as opposed to the standard deviation of the Sharpe ratio: 
Semi - deviation Ratio = (4.7) 
4vAR[r;\ 
This expression is actually as a special case of the Sortino ratio introduced by Sortino 
and Price (1991) that penalizes only returns falling below a user-specified target, 
where the target is set at zero. 
Another risk measure is the maximum drawdown, which is defined as 
4o.r) = max(0,max(;;(o^ ) - 10 < ^ < r)) (4.8) 
This risk measure is used in the Sterling ratio, which is calculated as: 
Sterling Ratio = — ( 4 . 9 ) 
However, as suggested by Dempster and Jones (2001), given the undesirable 
behaviour of the Sterling ratio when the denominator is small (namely large swings in 
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the ratio for small swings in the maximum drawdown), as well as the fact that traders 
are usually indifferent between strategies that have a drawdown of less than some 
amount, the following modification to the Sterling ratio provides a better performance 
measurement; 
Modified Sterling Ratio = — (4.10) 
l + max(D(oj .),2%) 
Finally, Schwager (1996) as another drawback points out that the Sterling ratio 
employs only the single worst-case scenario measured by drawdown, and suggests a 
different measure - the Return retracement ratio that averages worst-case scenarios 
over sub-periods of the whole trading period: 
Return Retracement Ratio -
MR. = max(MRPPj, MRSL^) 
PE:-E: 
(411) 
MRPP: =• 
PE, 
MRSL=^ 
where 
n is the number of equal-length non-overlapping sub-periods in [0.. .7], 
Ei is equity at the end of subperiod i, 
PEi is the peak subperiod-end equity on or prior to subperiod z, 
MEi is the minimum subperiod-end equity on or subsequent to subperiod i. 
In our problem the objective function can be any of the performance measures 
described above, or their combination. 
50 
4.5.4 Other Considerations 
It is also worth considering the following points when evaluating the performance of 
the trading strategy. A good strategy should have a homogeneous perfomiance over 
time, i.e. if the whole backtest period is divided into a number of sub-periods, the 
number of trades in each of the sub-periods and the strategy performance in each of 
them should be similar. Also, the fact that a substantial amount of profit is generated 
by few trades may imply that the strategy is over-fitted to in-sample data, and the best 
trades correspond to extreme or special events. Thus, one has to thoroughly analyze 
outlying trades that yield abnormal returns. In general, it would be useful to build a 
distribution of individual trade returns. 
I (xo,;(^o+£) I 
I |(xo,:>'o-£) I 
Figure 4.1. Neighbourhood of strategy parameters 
Sensitivity analysis of the strategy performance to its parameters is another technique 
to avoid the over-fitting problem (see Karpushev and Kopyrkin (2001)). Consider a 
strategy that depends on two parameters x and y. The strategy can be thought to be 
over-fitted if a slight change in its parameter values yields a substantial change in its 
performance. Thus when evaluating the performance of the strategy with parameter 
values (xo, yo), the strategy performance in some neighbourhood £ of (XQ, JVO) as shown 
in Figure 4.1 should also be assessed. 
Since a good strategy exhibits similar behaviour for all parameter values in the 
neighbourhood, one should consider the average value and the standard deviation of 
the strategy profitability measures over neighbourhood when evaluating the 
performance. Using the approach shown in Figure 4.1, the number of points in the 
neighbourhood for which the strategy perfonnance is evaluated is equal 3", where n is 
number of parameters. Obviously, this approach can be used only for small values of 
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n due to the time constraints. For larger n, a fixed number of randomly chosen points 
from the neighbourhood can be used instead. 
4.6 Money Management 
As mentioned above, money management is an important part of the trading process. 
There are two major aspects of money management - capital allocation and position 
management. Capital allocation is about how much of available capital to risk on each 
trade, whereas position management deals with the size adjustment of the open 
position based on performance. 
4.6.1 Capital Allocation 
A well-known principle in capital allocation is the Kelly criterion (see Ziemba (2002) 
for discussion), which is used to maximize the long-term growth rate of repeated 
plays of a given gamble that has positive expected value. The criterion specifies the 
percentage of the current capital to be bet at each iteration of the game. In addition to 
maximizing the growth rate in the long run, the formula has the added benefit of 
having zero risk of ruin - it will never allow a loss of all the capital on any bet. An 
assumption of the formula is that currency and bets are infinitely divisible, which is 
actually satisfied for practical purposes if the available capital is large enough. 
The general statement of the Kelly criterion is that the long-term growth rate is 
maximized by finding the fraction / ' of the capital to bet that maximizes the 
expectation of the logarithm of the results. For simple bets with two outcomes, one 
involving a loss of the entire amount of the bet, and the other involving a win of the 
bet amount multiplied by the payoff odds, the following formula can be derived from 
the general statement 
(4.12) 
b 
where /* is fraction of current capital to gamble, b are odds received on the bet and p 
is the probability of wirming. 
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However, in practice the Kelly criterion has some drawbacks. While it guarantees that 
all the capital will never be lost, it is still subject to a drawdown. When a series of bets 
are made, the chance of dropping to Hn of initial capital is 1/n. The optimal bet size 
for the greatest growth of capital is making the full bet suggested by the Kelly 
criterion, but this produces a volatile result. There is a probability of 1/3 of halving 
the capital before it is doubled. A popular alternative is to bet only half the amount 
suggested, which gives three-quarters of the investment return with much less 
volatility. Over-betting beyond that suggested by Kelly is counter productive as the 
long run return will fall, dropping to zero when the Kelly bet is doubled. Thus using 
bets of half-Kelly size also protects against being ruined by unaware over-betting, as 
it can be easy to over-estimate the true odds by a factor of two. 
In the Optimal f technique proposed by Vince (1995) maximization of the geometric 
rate of return is achieved by modelling the largest observed loss and then determining 
the multiple of that largest loss, reinvesting at which would have produced the largest 
return on the initial funds. Anderson (2003) adapts approach of Vince (1995) into the 
following steps: (1) a trading rule and a market to which it is applied are selected; (2) 
a simulation of the trading rule is run and a profit and loss statement for each trade is 
reported; (3) the largest loss that occurred during the test period is identified; (4) the 
trading rule profitability is calculated for different reinvestment rates calculated as the 
largest loss divided by f , where the / value ranges between zero and one; (5) finally, 
the optimal / value is determined as the one that yields the highest terminal wealth 
return. 
A weak spot of the Optimal f technique is that it is fully based on the historical trading 
results, more specifically on the value of the maximum loss. As this value is rather 
unstable, it may be worth using the following estimate instead: (average loss - 3.5 
standard deviations of loss). Other drawbacks of this method are similar to the ones of 
the Kelly criterion - the results are volatile and prone to drawdowns. 
In the Secure f method, Zamansky and Stendahl (1998) tried to overcome the large 
drawdown problem of the Optimal f approach by imposing a boundary condition on 
the maximum drawdown when performing terminal wealth return maximization. In 
this approach it is assured that the value of Secure f never gets higher than the value 
of Optimal f . Another way to consider drawdowns when determining the capital 
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fraction to risk per trade is to use the maximum drawdown estimate instead of the 
maximum loss in calculation of the Optimal f value. 
Among other capital allocation techniques is the Fixed Contracts method, which 
suggests entering the position with the same number of lots independent of the 
account state. Similarly, the Fixed Sum approach assumes entering positions with the 
same amount of money. Although both of these methods are fairy safe, they do not 
allow the capital to grow exponentially. 
We should also mention Martingale and Anti-martingale approaches to capital 
allocation. The former increases the amount at risk during a loosing streak. The 
assumption is that after a series of losing trades there will be a wirming one that 
should recover all previous losses. A well-known version of this approach is doubling 
the position size after every loss. Obviously, this method has a very high probability 
of ruin. On the contrary, the anti-martingale method suggests increasing risk as the 
capital grows and reducing risk when loosing. This approach is actually the basis for 
Optimal f and similar techniques. 
Finally, an old rule of thumb used by traders is "never risk more than 2% of your 
capital on a single trade". 
4.6.2 Position Management 
Once the capital for a trade is allocated and the position is open, it should be 
managed, i.e. its size should be adjusted depending on its performance. Here different 
management schemes can be used. We will review some of them. 
To limit the downside risk of the position, the simplest way is to use a stop loss. For 
example, a 10% stop loss on a long position means that the position will be 
automatically closed if its value drops by 10% of the initial value. The automation can 
be set-up either on the client side by sending a market order to the broker when the 
stop level is reached, or on the broker side by placing a limit order with the broker 
when opening the position. The former approach allows information about the stop 
level to be kept confidential from the broker, but does not guarantee execution at the 
specified price due to a possible slippage, whereas the latter approach has an opposite 
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effect. This is something to consider as some brokers may use information about their 
chent limit orders to bias the rate quotes against the client. 
Similarly to the way the stop loss limits the losses, a position can also be closed if a 
certain amount of profit has been made. Such a target is called the take profit level, 
and again can be achieved by submitting a market or limit order. 
In line with the common "Let your profits run, cut your losses short" rule, the trailing 
stop technique is used to lock in profits should the exchange rate move in a favourable 
direction. In this method the stop level is constantly updated to be at a certain 
percentage below (above) the highest (lowest) rate observed since opening the long 
(short) position. A common combination is to use a trailing stop with a take profit 
limit. 
More elaborate techniques employ position cutting and feeding. An example is the 
cut / stop-loss / feed / take-profit grid, which sets two levels on both down and up-side 
of the position entry point. The position is cut by a certain amount if the first down-
side level (cut level) is reached; the position is fully closed if the second down-side 
level (stop-loss limit) is hit; position size is increased if the exchange rate goes in the 
right direction and reaches the first upside (i.e. feed) level; finally all profit is fixed 
and the position is closed when the take-profit limit is hit. Other grid-based methods 
allow reinvestment by resetting the levels similarly to moving a trailing stop when the 
exchange rate is moving in a favourable direction. 
Devising a position management scheme and finding optimal values for its parameters 
involves both science and art. For example, setting a too tight stop loss may result in 
having too many losing trades, while making stops wider leads to fewer number of 
losing trades but with a bigger loss per trade. Obviously, to be efficient, the position 
management scheme should be set up in such a way that it has a positive expected 
payoff, which eventually is determined by the trade exit point. 
Advocating the statement that trade exits are of much higher importance than trade 
entries, Babcock (1996) suggests using random trade entries to evaluate efficiency of 
the trade exits. According to this methodology, using historical data, positions are 
entered randomly, managed till they are closed and for each position its actual holding 
period is calculated as the exit time less the entry time. This actual holding period is 
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doubled to obtain the theoretical holding period. During this theoretical holding 
period after the trade entry point the best and worst possible exits are found and exit 
efficiency ratios for the up and down-sides are calculated by dividing the actual profit 
of the trade by the maximum possible profit and loss that could be realised within the 
theoretical holding period. Doubling of the actual holding period is required to obtain 
a fair estimate as a common error of many traders is closing profitable trades too 
early. 
4.7 Optimization and Backtesting 
Before a trading strategy can be used in real trading it should be optimized and 
properly tested. A major problem with optimization is potential over-fitting of the 
strategy parameters to the historical data. To deal with that problem, a general 
methodology is to optimize the strategy over the in-sample data and then backtest and 
evaluate its performance out-of-sample. At both the optimization and backtest stages 
over-fitted strategies can be identified using the approaches described above in 
section 4.5. 
Obviously, the market behaviour evolves over time, so the strategy should be adapted 
to the new market conditions. Unless it is self-adaptive, the way to keep the strategy 
up-to-date with the market is to regularly re-optimize it. A common approach is a so-
called sliding window methodology (Refenes et al (1993)). According to this 
methodology, two adjacent windows are sliding over the time series. The trading 
strategy is optimized over the first window, and backtested over the second window. 
Then both windows are shifted by the size of the second window, and the process is 
repeated until the windows reach the end of the time series, i.e. the forward-looking 
window size determines the frequency of re-optimization. The strategy performance is 
evaluated over the whole period covered by the sliding forward-looking window. 
The described method assumes that only the most recent market information is 
important, i.e. at each re-optimization only information covered by the first window is 
considered. Other sources suggest having as much historical data as possible in 
optimization, and instead of shifting to increase the first window size by keeping its 
left boundary fixed. Also, some information weighting techniques can be introduced 
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by giving more weight to more recent observations and less weight to older data 
rather than fully discarding it. 
Alternatively to re-optimization after regular time intervals, another methodology 
suggests re-optimizing only when strategy performance deteriorates. Indeed, if the 
strategy is making money why would anything need to be changed in it? 
Finally, instead of strategy re-optimization, different market regimes can be identified 
using historical market data and separate strategies developed and optimized for 
trading each of them. Then for backtesting and real-time trading, the current regime is 
identified using the most recent market information and the corresponding strategy is 
selected for trading. Application of data clustering techniques to identifying market 
regimes is discussed in the next chapter. 
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Chapter 5 
Data Clustering Application to 
Market Regime Identification 
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In this chapter we review several clustering methods and describe their possible 
application to identification of market regimes. The first section is based on a 
clustering method review by Jain et al (1999) and outlines general aspects of 
clustering as well as the ^-means clustering algorithm. The second section provides an 
example of the A:-means clustering algorithm application to identification of different 
FX market regimes. 
5.1 Data Clustering Review 
We follow the original terms and notation of Jain et al (1999): 
• A pattern (or feature vector) x is a single data item used by the clustering 
algorithm. It typically consists of a vector of d measurements: x = (xi, ..., %). 
• The individual scalar components xi of a pattern x are called features (or 
attributes). 
• £/ is the dimensionality of the pattern or of the pattern space. 
• A pattern set is denoted X = {xi, . . x „ } . The i^ pattern in X is denoted x,- = 
(%:,i, ..., Xi_d). In many cases a pattern set to be clustered is viewed as an n x J 
pattern matrix. 
• A class refers to a state of nature that governs the pattern generation process in 
some cases and can be viewed as a source of patterns whose distribution in 
feature space is governed by a probability density specific to the class. 
Clustering techniques attempt to group patterns so that the classes thereby 
obtained reflect the different pattern generation processes represented in the 
pattern set. 
• Hard clustering techniques assign a class label U to each pattern X/, identifying 
its class. The set of all labels for a pattern set X is L = {l\, .In), with /,• e {1, 
where k is the number of clusters. 
• Fuzzy clustering procedures assign to each input pattern x, a fractional degree 
of membership/y in each output cluster j. 
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• A distance measure (a specialization of a proximity measure) is a metric (or 
quasi-metric) on the feature space used to quantify the similarity of patterns. 
According to Jain and Dubes (1988), a typical pattern clustering activity involves the 
following steps: 
(1) pattern representation (optionally including feature extraction and/or 
selection), 
(2) definition of a pattern proximity measure appropriate to the data domain, 
(3) clustering or grouping, 
(4) data abstraction (if needed), and 
(5) assessment of output (if needed). 
The most popular metric for continuous features is the Euclidean distance 
2 
\k=\ 
(5^) 
which is a special case (p = 2) of the Minkowski metric 
\ i/p 
\k=\ 
(5.2) 
The Euclidean distance has an intuitive appeal as it is commonly used to evaluate the 
proximity of objects in two or three-dimensional space. The drawback to direct use of 
the Minkowski metric is the tendency of the largest-scaled feature to dominate the 
others. Solutions to this problem include normalization of the continuous features (to 
a common range or variance) or other weighting schemes (Jain et al (1999)). 
There exist many approaches to clustering, however, in general they can be organized 
into the hierarchy shown in Figure 5.1. 
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Clustering 
Hierarchical Partitional 
Single Complete 
Link Link 
Squared Graph IVIixture Mode 
Error Theoretic Resolving Seeking 
Figure 5.1. Taxonomy of clustering approaches (source: Jain et al (1999)) 
For the task of market regime identification we apply the A:-means clustering 
algorithm, which is the simplest and most commonly used algorithm employing a 
squared error criterion (McQueen (1967)): 
K "J 
e^(X, L ) = 
j=\ 1=1 
(5.3) 
where 
is the pattern belonging to the f"' cluster, 
Cy is the centroid of the cluster, 
K is the number of clusters, 
and Hi is the number of patterns in the cluster. 
The A:-means algorithm starts with a random initial partition and keeps reassigning the 
patterns to clusters based on the similarity between the pattern and the cluster centres 
until a convergence criterion is met (e.g., there is no reassignment of any pattern from 
one cluster to another, or the squared error ceases to decrease significantly after some 
number of iterations). An outline of the algorithm is given in Figure 5.2. 
The A:-means algorithm is popular because it is easy to implement, and its time 
complexity is 0{n), where n is the number of patterns. However, a problem with it is 
that it may converge to a local minimum of the criterion fiinction if the initial partition 
is not chosen properly (Jain et al (1999)). 
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1. Choose k cluster centres to coincide with k randomly 
chosen patterns or k randomly defined points inside 
the hypervolume containing the pattern set. 
2. Assign each pattern to the closest cluster centroid. 
3. Recompute the cluster centroids using the current 
cluster memberships. 
4. If a convergence criterion is not met, go to step 2. 
Figure 5.2. The k-means clustering algorithm (source: Jain et al (1999)) 
Several variations of the ^-means algorithm have been reported in the literature. Some 
of them attempt to select a good initial partition so that the algorithm is more likely to 
find the global minimum value. Another variation is to permit splitting and merging 
of the resulting clusters. Typically, a cluster is split when its variance is above a pre-
specified threshold, and two clusters are merged when the distance between their 
centroids is below another pre-specified threshold. In this case it is possible to obtain 
the optimal partition starting from any arbitrary initial partition, subject to appropriate 
threshold values are given (Jain et al (1999)). 
5.2 Market Regime Identification 
To identify market regimes we first define the market state as a pattern x with the 
following 24 factors as its features: 
• EURUSD, GBPUSD and USDJPY 1-, 5- and 24-hour returns that represent 
short, medium and long-term trends for each of the pairs 
• EURUSD, GBPUSD and USDJPY hourly volatilities over last 24 hours 
EURUSD, GBPUSD and USDJPY hourly-to-daily volatility ratios calculated 
over the last week that account for momentum or mean-reversion 
Position of the last hour's closing rate in the last 5-hour and 24-hour rate 
ranges for each of the EURUSD, GBPUSD and USDJPY pairs (+1 means last 
hour's close is at the range's top, -1 means it is at the range's bottom, 0 means 
it is in the middle of the range) 
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The market state is given for each hour of trading over the period January 7, 2004 to 
December 29, 2006, which constitutes 19114 patterns of dimension 24. Time series of 
the market state constituents are shown in Figure 5.3. We divide the whole dataset 
into two subsets - in sample (January 2004 to December 2005) and out of sample 
(January 2006 to December 2006). 
As dimension of such a market state vector is quite high, we reduce it buy running 
principal component analysis* on the in-sample data and taking values of the first 6 
principal components as a new market state representation. Table 5.1 contains 
principal component factor loadings, i.e. contributions of the original market variables 
to the transformed market state, whereas the time series of the principal components 
are shown in Figure 5.4. 
Table 5.1. Principal component factor loadings 
Variable CI C2 03 04 0 5 06 
1-hour return EURUSD 0.777114 -0.379631 0.041351 0.066154 0.312041 -0.846391 
1-hour return GBPUSD 0.777961 -0.342262 0.043645 0.073200 0.288791 -0.780231 
1-hour return USDJPY -0.674141 0.272113 -0.080812 0.003983 -0.442944 1.000000 
5-hour return EURUSD 0.999195 -0.228632 -0.009108 0.026042 -0.207431 0.540390 
5-hour return GBPUSD 1.000000 -0.167185 -0.002032 0.044230 -0.212174 0.576081 
5-hour return USDJPY -0.872529 0.099962 -0.067810 0.073584 -0.056293 -0.102584 
24-hour return EURUSD 0.728020 0.570833 -0.171464 -0.143992 -0.501493 0.507866 
24-hour return GBPUSD 0.727245 0.630936 -0.144313 -0.104652 -0.432357 0.535934 
24-hour return USDJPY -0.633866 -0.595668 0.002098 0.270247 0.147040 -0,205501 
Hourly volatility EURUSD 0.027906 0.298577 0.892968 0.683230 -0.062070 0.019075 
Hourly volatility GBPUSD 0.025065 0.234182 1.000000 0.576216 -0.226026 -0,014327 
Hourly volatility USDJPY 0.044589 0.215727 0.731730 0.193855 -0.260185 -0.179845 
Hourly-to-daily volatility ratio EURUSD 0.148030 0.348414 -0.235029 0.409543 1.000000 0.613091 
Hourly-to-daily volatility ratio GBPUSD 0.102557 0.298707 -0.156435 0.383598 0.980094 0.618519 
Hourly-to-daily volatility ratio USDJPY 0,099264 0.306671 -0.125472 0.270180 0.668265 0.390941 
Closing rate in 5-hour range EURUSD 0.960584 -0.341451 0.003393 0.056035 -0.051974 0.133154 
Closing rate in 5-hour range GBPUSD 0.972178 -0.274282 0.026351 0.065086 -0.068751 0.164347 
Closing rate in 5-hour range USDJPY -0.852768 0.187052 -0.121928 0.039860 -0.221143 0.258342 
Closing rate in 24-hour range EURUSD 0.234557 0.980142 -0.209219 -0.192262 -0.050973 -0.676467 
Closing rate in 24-hour range GBPUSD 0.207961 1.000000 -0.138778 -0.137954 0.045515 -0.677122 
Closing rate in 5-hour range USDJPY -0.158175 -0.858804 -0.135151 0.293136 -0.269265 0.535428 
Correlation EURUSD vs GBPUSD 0.075017 0.266245 -0.001371 1.000000 -0.155496 -0.103842 
Correlation EURUSD vs USDJPY -0.022694 0.006237 0.738320 -0.754669 0.480268 0.433826 
Correlation GBPUSD vs USDJPY -0.020507 0.013032 0.792510 -0.803644 0.387863 0.347991 
As it is seen in Table 5.1, the heaviest factors in the first two principal components are 
returns and closing rate position in the trading range over different time-scales, in the 
next two components the most important variables are from the volatility and 
correlation groups, the fifth component has volatility ratios on top of the list, while in 
the sixth component loadings are distributed among variable groups rather uniformly. 
A technique employing the power and deflation methods described in Wilmott (2001) was 
implemented in C#.NET as a part of the software for trading simulation. 
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Such homogeneous variable representation in the components is achieved by 
normalizing the original market variable time series while running analysis. 
Otherwise at the top of the list in terms of loading there would be market variables 
with the highest variances, most likely the ones from the trading range group. 
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Figure 5.4. Market state principal components , January 2004 - December 2006 
After the component time series were obtained, they were normalized and A:-means 
clustering algorithm was used over the data corresponding to the in-sample period to 
find clusters that represented different market regimes. A modified version of the k-
means algorithm allowing cluster splitting and merging was run ten times starting 
each time with a random configuration of 5 clusters. The number of iterations was 
100, and the maximum allowed number of clusters was 10. In all ten runs the 
algorithm converged to a similar squared error value reducing its initial value by 
about 30 per cent. The convergence process is shown in Figure 5.5. 
Figure 5.5. Convergence of the k-means algorithm 
Component time series for the whole dataset are shown, but only first two thirds of that (January 2004 
- December 2005) was used for component estimation. The last third of the time series is out-of-
sample period (January 2006 - December 2006). 
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In each ran 10 clusters were identified. The ones con-esponding to the lowest error 
value are shown in Table 5.2. 
Table 5.2. Clusters identified by the k-means algorithm 
Centre coordinates Number of Variance 
C1 02 03 04 05 06 nodes 
1 -0.362 0.378 -0.332 -0.667 -0.081 -0.923 2596 2.307 
2 -0.089 -0.774 -0.050 -1.177 0.178 0.498 2309 2.246 
3 1.136 0.023 0.153 1.074 -0.802 1.153 1098 4^89 
4 0.119 0.471 -0.606 0.416 1.361 0.575 2738 3.201 
5 -0.152 -1.137 -0.377 0.208 -0.322 0.070 2687 1.997 
6 1.559 -0.285 -0.184 0.283 0.292 -1.061 1200 4.034 
7 -1,566 0.418 -0.262 0.545 -0.323 0.806 1260 . 
8 0.151 0.431 1.911 -0.469 0.213 0.334 1854 4.053 
9 0.373 1.102 -0.531 -0.138 -1.120 -0.473 2044 2.591 
10 -0.723 -0.521 1.186 1.280 -0.173 -0.885 1327 4.173 
Once the clusters have been identified, each timestep can be attributed to one of the 
market regimes by calculating distances from the pattern corresponding to this 
timestep's market state to the cluster centres and choosing the cluster with the 
minimum distance. Figure 5.6 shows evolution of the market regimes identified 
through clustering. As before, the figure depicts the whole data set with the first two 
thirds corresponding to the in-sample period, and the last third representing the out-
of-sample behaviour. 
Figure 5.6. Market regime evolution 
Now it is possible to build a 10x10 market regime transition matrix M with values 
equal to the number of times the regime was followed by the regime. By 
dividing each row of this matrix by the sum of all values in this row the market 
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regime transition probability matrix is obtained (shown in Table 5.3), which is a basis 
for the regime switching Markov chain model. 
Table 5.3. Market regime transition probability matrix 
(a) in-sample 
From\To • 1 2 3 4 5 6 7 8 9 10 
1 0.713 0.052 0.000 0.013 0.026 0.086 0.054 0.014 0.037 0.004 
2 0.038 0.836 0.000 0.004 0.020 0.041 0.048 0.010 0.004 0.000 
3 0.000 0.007 0.656 0.027 0.052 0.060 0.041 0.047 0.072 0.037 
4 0.017 0.008 0.004 0.837 0.010 0.058 0.055 0.003 0.006 0.002 
5 0.015 0.039 0.013 0.007 0.769 0.051 0.091 0.002 0.006 0.006 
6 0.047 0.064 0.205 0.089 0.099 0.227 0.047 0.044 0.16i6 0.011 
7 0.198 0.022 0.004 0.098 0.189 0.048 0.224 0.024 0.025 0.168 
8 0.011 0.009 0.008 0.002 0.001 0.022 0.031 0.891 0.002 0.024 
9 0.108 0.003 0.010 0.004 0.003 0.080 0.043 0.003 0.743 0.003 
10 0.003 0.000 0.031 0.001 0.035 0.033 0.068 0.060 0.006 0.763 
(b) out-of-sample 
From\To 1 2 3 4 5 6 7 8 9 10 
1 0.777 0.021 0.000 0.012 0.022 0.083 0.036 0.000 0.049 0.000 
2 0.024 0.860 0.000 0.012 0.028 0.035 0.037 0.000 0.003 0.000 
3 0.000 0.000 0.644 0.068 0.040 0.063 0.091 0.000 0.060 0.034 
4 0.007 0.009 0.009 0.864 0.007 0.040 0.061 0.000 0.003 0.001 
5 0.014 0.044 0.017 0.006 0.792 0.038 0.075 0.000 0.010 0.004 
6 0.061 0.054 0.197 0.123 0.092 0.192 0.041 0.000 0.230 0.010 
7 0.159 0.014 0.007 0.192 0.176 0.051 0.233 0.000 0.025 0.143 
8 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 
9 0.100 0.000 0.003 0.003 0.006 0.070 0.031 0.000 0.783 0.002 
10 0.003 0.000 0.047 0.010 0.047 0.043 0.130 0.000 0.003 0.716 
As observed in the Table 5.3(a), most of the items on the major diagonal are greater 
than one half, which implies that for most of the regimes the probability of staying in 
the very same regime is higher than the probability of switching. The two exceptions 
are regimes 6 and 7, for which the staying probabilities are 0.227 and 0.224 
respectively. We also investigate the average and maximum durations of market 
staying in a particular regime as well as the number of such stays. This information is 
provided in Table 5.4 below. 
Results in Table 5.4(a) are fully in-line with the data in Table 5.3(a) - the average and 
maximum durations of market staying in regimes 6 and 7 are significantly shorter 
than durations of the other regimes, while the numbers of stays are larger. 
Comparing in-sample and out-of-sample results, one can note that regime 8 does not 
appear at all in the out-of-sample period. Otherwise the obtained numbers are 
different but still in the most cases of the same magnitude. 
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Table 5.4. Market regime durations 
(a) in-sample (b) out-of-sample 
Ronimo Average Max Number D A M I m A Average Max Number rvcyiiiic duration duration of stays duration duration of stays 
1 3.486 32 461 1 4.475 34 221 
2 6.093 91 258 2 7.165 60 103 
3 2.907 17 257 3 2.808 16 125 
4 6.130 72 223 4 7.298 118 188 
5 4.323 31 403 5 4.797 41 197 
6 1.294 5 625 6 1.237 4 316 
7 1.288 6 642 7 1.304 6 332 
8 9.133 107 203 8 n/a n/a n/a 
9 3.885 28 305 9 4.618 30 186 
10 4.213 28 244 10 3.518 20 85 
The fact that for most regimes the average duration is longer than three hours gives a 
chance to develop a complex trading strategy that would consist of different strategies 
fitted to particular market regimes and switch them as the market evolves. If these 
durations were too short, such a strategy would unlikely be viable, as the market 
would switch regimes too fast without giving the strategy time to react. The above-
mentioned three-hour threshold is not that long either, but still should be enough for a 
strategy operating at up to 15-minute frequency. 
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Chapter 6 
Genetic Algorithms and Their 
Trading Application 
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6.1 Introduction 
Genetic Algorithms (GAs) are a part of evolutionary computing, which became a 
rapidly growing area of Artificial Intelligence in 1990s. The idea of GAs is inspired 
by Charles Darwin's evolution theory that was published in his famous work On the 
Origin of Species in 1859. The idea of evolutionary computing was introduced one 
century later by Ingo Rechenberg in 1960s in his doctoral thesis. GAs were invented 
by John Holland and then advanced by him and his colleagues. This led to Holland's 
(1975) work Adaptation in Natural and Artificial Systems. John Koza (1992) used 
GAs to evolve LISP programs performing certain tasks. He called this method 
Genetic Programming. 
This chapter provides an introduction to Genetic Algorithms and their applications to 
financial markets. The generic genetic algorithm, its components and operation are 
reviewed. Arguments of why genetic algorithms should be applied to financial 
markets are discussed and an overview of the existing GA-based trading studies is 
provided. 
6.2 Generic Genetic Algorithm 
In the GA feasible solutions of a given problem are represented with (or encoded in) 
chromosomes. Each chromosome has its fitness, which measures the quality of the 
underlying solution. The GA operates on a set of solutions called population. Using 
genetic operators chromosomes fi-om one population are selected and used to form a 
new population according to their fitness - the better they are the more chances they 
have to reproduce. Thus, the new population is supposed to be better than the old one. 
The essential components of any GA are the chromosomes and their encoding, the 
fitness function and the genetic operators (Holland (1975)). The type of chromosome 
encoding depends on the problem that is solved. The most popular type is fixed-size 
binary strings, e.g. 110100011. Other representations are integer and real numbers, 
permutations, trees, etc (will be discussed below). 
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Together with the chromosome encoding, the fitness function is the only way of GA 
communication with the real world. It assigns a real number to each chromosome, 
which is the measure of how good the underlying solution is. Like the chromosome 
encoding, the fitness function depends on a particular problem. For some problems 
the fitness function simply equals to the objective function, while for other problems 
it cannot be formalized analytically and is based on the results of a simulation. 
The parameters of a GA are genetic operators and their probabilities, the stopping 
condition, and the population size. Genetic operators determine how the population 
evolves. Their implementation depends on the type of the chromosome encoding. 
There are three basic types of genetic operators: selection, crossover and mutation 
(see Goldberg (1989)). 
The selection operator chooses chromosomes, which will be used to generate a new 
population. It can be implemented in multiple ways (Mitchell (1999)): 
Ranking Selection. The population is ranked according to fitness, and the best 
chromosomes replace the worst chromosomes. 
Roulette Wheel Selection. The probability of selection of chromosome x,- is P(x/) = 
J{xi) / = I..N, where N is the size of population, and f{x) is the fitness of 
chromosome x. Thus we have a roulette wheel, where each chromosome from the 
population is given a sector. The central angle of a particular sector (i.e. the area of 
the sector) is proportional to the fitness of the underlying chromosome. Selection is 
performed by giving the wheel N spins. 
Tournament Selection. Two (or more) members are randomly chosen from the 
population, and their fitness values are compared. The winner is selected with a 
specified probability. 
Elitism was introduced by De Jong (1975) in order to keep the total fitness of the 
entire population at a high level. To achieve that, the best chromosomes of the current 
population are forced into the next population without any change, i.e. crossover or 
mutation. 
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Sigma Scaling. A major problem of the fitness-proportionate selection is a high fitness 
variance and a small number of individuals much fitter than the others in the 
population on the early stage of the search. Due to this fact, these individuals and their 
descendents will multiply quickly, preventing the GA from doing any further 
exploration. This is known as premature convergence (Mitchell (1999)) - too much 
accent is put on exploitation of highly fit individuals at the expense of exploration of 
other regions of the search space. To address this issue, the Sigma scaling method was 
introduced by Forrest (1985) and further developed by Goldberg (1989). Under this 
approach, a chromosome's expected value is a function of its fitness, the population 
fitness mean ji and standard deviation a. An example is expression (6.1). Expected 
values that are obtained by such a scaling are used in fitness-proportionate roulette 
wheel selection instead of the original fitness values. 
(6,1) 
[LO ifor = 0 
To form new solutions, the crossover operator is used, which produces offspring by 
exchanging parts of the parent chromosomes. The assumption behind this is that the 
new chromosomes will consist of "good" parts of the old chromosomes and thus 
average fitness of the population will increase (see below Section 6.4 on Schema 
Theory which explains why GA work in more detail). An example of the crossover 
operator in the case of binary encoding is shown in Figure 6.1. 
Parent 1: 110111 0010011 Offspring 1: 11011 
_ _ _ _ _ _ 1=) 
Parent 2: 1 Offspring 2: | 0010011 
Figure 6.1. An example of the crossover operator 
The crossover probability determines how often crossover will be performed. If the 
probability is 1 then all offspring are made by crossover. If it is 0, there is no 
crossover and the whole new population is made from exact copies of chromosomes 
from old population (this, however, does not mean that the new population is the same 
as old). 
Finally, mutation is performed to prevent the GA falling into local extrema. Its 
probability should be low as otherwise the GA will perform a random search. For 
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1100001 
binary encoding it is just flipping a particular (usually randomly chosen) bit (see 
Figure 6.2). 
Original Offspring: 110011100001 
Mutated Offspring: 110011100001 
Figure 6.2. An example of the mutation operator 
The algorithm stops when one of the following conditions is satisfied: a satisfactory 
solution has been found, the population convergence has been reached (e.g. the 
population bias* has exceeded 95%), or the generation counter has reached the 
specified maximum value. 
The population size defines the number of chromosomes in the population. If there are 
too few chromosomes the GA will have few possibilities to perform crossover and 
only a small part of the search space will be explored. If there are too many 
chromosomes the GA will slow down. 
The pseudocode of the generic GA is given in Figure 6.3. 
Gen:=0; ' Initialize generation counter 
P:=InitPopulation; ' Generate initial population 
Evaluate(P); ' Evaluate fitness of each chromosome in the population 
while not Stop do ' While stopping condition is not satisfied, do 
Gen;=Gen+l; ' Increase generation counter 
P':=Select(P); ' Select parent chromosomes for reproduction 
Crossover(P'); ' With crossover probability cross over parents to form offspring 
Mutate(P'); ' With mutation probability mutate new offspring 
Evaluate(P'); ' Evaluate fitness of each chromosome in population 
P:=P'; ' Use new generated population further in algorithm 
endwhile 
Figure 6.3. Pseudocode of the generic genetic algorithm 
* For the binary encoding the population bias is calculated as the average value of biases of all bits. 
Bias of a particular bit is the percentage of chromosomes in the population that coincide in this bit. 
Generally, the rate of convergence gradually decays from generation to generation (Bauer (1994)). 
Similar measures of bias can be developed for other types of encoding. 
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Recommendations on GA parameter settings foimd in different sources are mixed. De 
Jong (1975) experimented with parameters on a set of five optimization problems 
including the following properties: continuous/discontinuous, convex/non-convex, 
unimodal / multimodal, quadratic / non-quadratic, low / high-dimensional, stochastic / 
deterministic. He also examined six different reproductive plans of the generic GA. 
The parameters he recommended were: the crossover rate 0.6, and the mutation rate 
0.001. Other sources, e.g. Clement (1999) and Komeyev et al (2000) suggest using 
crossover rate in range 0.8.. .0.95, mutation rate in range 0.005.. .0.01, and population 
size in ranges 20.. .30, 50. ..100, or (2-log(2«)), where n is the search space size. 
6.3 Types Of Encoding 
As mentioned above, the type of encoding depends on the problem, and crossover and 
mutation operators, in their turn, depend on the type of encoding. In this section we 
consider several types of chromosome encoding and corresponding genetic operators, 
as well as provide problem examples, in which a particular type of encoding can be 
used. 
6.3.1 Binary Encoding 
Being used in the very early works on GAs, binary encoding has become the most 
common type of encoding. In this encoding chromosomes are represented by strings 
over an alphabet of "0" and "1". 
A typical example when the binary encoding is used in a natural way is a so-called 
knapsack problem. There is a knapsack of a limited capacity and items with given 
value and size. The objective is to maximize the value of the items in the knapsack, 
but not to exceed its capacity. The number of bits in the chromosome is equal to the 
total number of available items, and a particular bit is set to "1" if the corresponding 
item is in the knapsack or to "0" if not. 
Sometimes, integer numbers are converted to binary chromosomes. In this case the 
following problem can arise: adjacent numbers are represented as completely different 
chromosomes in binary encoding. E.g., numbers 7 and 8 are neighbours as integers. 
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but their 4-bit binary representation does not match at all - "0111" and "1000". To 
resolve this problem the Gray code generator (see Press et al (2002)) is used. 
There are several modifications of the binary crossover operator. The two-point 
crossover as in Komeyev et al (2000) is given in Figure 6.4. It can further be 
generalized to A:-point crossover. 
Parent 1; 0011 010111101 Offspring 1: 0011BliBiBl11 01 
Parent 2: Offspring 2: BBH] 01011 
Figure 6.4. An example of the two-point crossover operator 
The uniform crossover shown in Figure 6.5 is based on the idea of the mask, which 
determines which bits of parents will be exchanged and which will not. Usually the 
mask is constructed at random. 
Parent 1; 00101011101 
Parent 2: 10100100111 
Crossover Mask: . + .++. . + +++ 
Offspring 1: 0 0 1 ^ 0 l ^ H B 
Offspring 2: ^0^01^^1101 
Figure 6.5. An example of the uniform crossover operator 
Mutation is performed as bit inversion - selected bits are flipped. A more 
sophisticated approach could be cyclic or non-cyclic shift of a chromosome string. 
A drawback of binary encoding is that it is often not natural for many problems and 
corrections must be made after crossover and mutation in order to keep offspring 
consistent. 
6.3.2 Permutation Encoding 
The permutation encoding is useftil for ordering problems only. An example is the 
following travelling salesman problem. Cities and distances between them are given. 
A salesman has to visit all of the cities. The objective is to find the sequence in which 
the cities should be visited to minimize the travelled distance (Clement (1999)). 
7
The chromosome is a string of numbers that represent positions in a sequence, e.g. 1 5 
3 2 6 4 7. The crossover operator is implemented in the following way. Firstly, a split 
point is selected. The chromosome is copied from the first parent from the left till the 
split point, and then the second parent is scanned from the split point number by 
number, and the current number is added to the offspring if it is not there yet. 
Obviously, there could be several ways how to produce the offspring part after the 
split point. 
Parent 1: 1 2 3 4 5 61? 
Parent 2: 
Offspring: 1 2 3 4 5 6 | @ 9 7 
4 5 3 6 7 9118 2 1 
Figure 6.6. An example of the crossover operator for permutation encoding 
The mutation operator is simply a change in order - two numbers are randomly 
selected and exchanged (see Figure 6.7) 
l g 3 4 5 6 § 9 7 l | 3 4 5 6 | 9 7 
Figure 6.7. An example of the mutation operator for permutation encoding 
Similarly to the binary encoding, for some types of crossover and mutation operators 
corrections must be made to keep the chromosome consistent. 
6.3.3 Value Encoding 
This type of encoding is suitable for problems where values like real numbers are 
used and application of binary encoding is cumbersome. A cliromosome is 
represented as a string of some values. The values can be anything connected to the 
problem, from integer and real numbers or characters to some complicated objects. 
A problem example is finding weights for a neural network (see Deboeck (1994) and 
Paredis (1996)). There is a neural network of a given architecture. The objective is to 
find the weights of the neuron inputs so that the network produces the desired output. 
The real values in a chromosome represent the corresponding weights of the neuron 
inputs. 
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For the value encoding all versions of the crossover operator used with the binary 
encoding are applicable. The mutation operator for the real value encoding can be 
implemented as a minor change in a randomly selected value: 
1.29 5.68 5 . 5 5 => 1 . 2 9 5 . 6 8 5 . 55 
Figure 6.8. An example of the mutation operator for value encoding 
However, it may be better to design new crossover and mutation operators, which 
would be problem-specific. 
6.3.4 Tree Encoding 
The tree encoding is mainly used for evolving programs or expressions in genetic 
programming. A chromosome is a tree of some objects, e.g. functions or commands in 
a programming language. An example of the problem is finding a function that would 
produce the best mapping of input to output values. 
Chromosomes are expressions represented as trees, e.g. X + 7 / 3 is shown in Figure 
6.9. 
Figure 6.9. A tree chromosome that represents expression (X + Y/3) 
Crossover is done by choosing a split point in both parents, cutting the parents at that 
point and exchanging sub-trees below it. An example is provided in Figure 6.10 
below. 
Parent 1 Parent 2 Offspring 1 Offspring 2 
Figure 6.10. An example of the crossover operator for tree encoding 
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Mutation is done by changing an operator or a number in a randomly selected node or 
re-generating a sub-tree for the selected node. 
6.4 Schema Theory 
Analysis of GA operation is based on the idea of schema introduced by Holland 
(1975). A schema for n-bit binary chromosome can be described with a string of 
length n over the alphabet {0, 1,1), where "?" is a "don't care" symbol. The schema 
represented by such a string is the set of all chromosomes, which match the string, 
e.g. schema 10??0 = {10000, 10010, 10100, 10110}. 
Members of the schema, i.e. the chromosomes that it contains, are also called 
instances of that schema. The positions in the schema representation which are not "?" 
are called the defining positions. The number of defining positions is called the order 
of the schema. The distance between the leftmost and rightmost defining positions is 
called defining length. 
The fitness of chromosomes can be extended to schemata by defining the fitness of 
schema Z as the average value of fitness over all members of Z: 
(6.2) 
I Z I j:eZ 
Let be the number of instances of schema Z in population B(t), B \t) be the 
population acquired fi-om B(t) by performing selection, B"(t) be the population 
acquired firom B'{t) by performing crossover and B{t+l) be the population acquired 
fi-om B"(t) by performing mutation, i.e. the next generation. 
Also, let be the fitness average over all chromosomes in population B{t), which 
are instances of Z (i.e. the observed fitness of Z), and //(t) be the fitness average over 
all population B(t). Then the expected influence of selection, crossover and mutation 
on the number of the members of the schema Z in the population can be estimated. 
For the roulette wheel proportionate selection method, the expected influence of 
selection on the number of instances of schema Z in the population is 
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= (6.3) 
Let pz^^ describe the disruptive effect of the crossover operator from B \t) to B' ' ( f ) to 
chromosome membership in Z. is called the disruption probability of crossover. 
Its upper bound can be evaluated. E.g. in the two-point crossover case the upper 
bound is the probability that at least one of the crossover points falls in between the 
outmost defining positions of Z and is the fiinction of the defining length of Z. 
The expected influence of crossover can be expressed by 
= (6.4) 
To determine pz^^ exactly, the creation probability should be considered, when the 
child of parents, which both are not in Z, is itself in Z. 
Similarly, the expected influence of mutation can be estimated with 
E(#^('+')) = # f W ( l - ; , ^ ) , (6.5) 
where pz^^^ is the disruption probability of mutation. The upper bound for pz^^^ is 
the probability that the mutation operator, given an instance of Z as argument, returns 
a chromosome, which is not in Z, i.e. the probability that at least one of the defining 
bits of Z is flipped: 1 - (1 - where rj is the mutation rate. 
Again, to determine pz^'^^ exactly, the creation probability should be considered, 
when the mutation operator, given a chromosome, which is not in Z, as argument, 
returns a chromosome, which is an instance of Z. 
Putting together the equations for selection, crossover and mutation and neglecting the 
higher order terms, we get the Schema Theorem (Holland (1975)): 
E(Ar|<""') > ATf'l ^ ^ ^ ( 1 - p f " - f t " " ) , (6.6) f j , 
where and p^^^wQ the upper bounds for the disruption probabilities of 
crossover and mutation. 
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The theorem says that the expected number of instances of any schema Z grows from 
one generation to the other by at least the factor by which its fitness is higher than the 
average fitness in the population, reduced by a factor that takes into account the 
probability that membership in Z is disrupted by one of the operators. 
Assuming that the observed fitness /Zz(t) is a good estimator for the true fitness of Z 
and the disruption rates are reasonably low for schemata with low order and defining 
length, the Schema Theorem shows that low-order short schemata are expected to 
increase their share of the population as long as their fitness remains higher than the 
fitness of the population. 
Further assuming that certain properties of the solution represented by certain 
positions in the chromosome can be optimized separately, and composition of highly 
fit short schemata leads to fit chromosomes (this is called the building block 
hypothesis and is central to GA operation), this shows that the fitness of the 
population will increase. 
Implicit parallelism is another concept supporting the ability of GA to find (near) 
optimal solutions. It suggests that each n-bit chromosome is a member in 2" schemata; 
when the GA is working with a population of N chromosomes, the number of 
schemata being processed is approximately TV^  (Holland (1975)). 
There has been a lot of criticism of the schema theory, however it should be 
acknowledged that it has helped to get insight into how GAs work. Consequently, the 
Forma Theory was developed by Goldberg (1989) as a generalization of the Schema 
Theory. In the Forma Theory schemata are replaced by arbitrary subsets of the search 
space called formae. The theory reviews genetic operators based on a set of formae 
and is used for the analysis of GAs when schemata-based string encoding is not 
appropriate. 
Under extremely simple and idealized conditions (namely, the fitness of a 
chromosome is the number of Is it contains) GA convergence to global optimum has 
been proved by Rabinovich and Wigderson (1991). The proof is by no means trivial 
even under these very simplified conditions. 
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6.5 Efficiency Issues 
The two underlying aspects of the GA efficiency are its speed and robustness of the 
search. The former is estimated by the time of the GA work until the stopping 
condition is satisfied. The latter is determined by the GA ability to prevent falling into 
local extreme and permanently increase the population fitness fi-om one generation to 
another. 
A common approach to raise the GA speed is parallelising of its operation. This can 
be done at two levels - implementation and organization Komeyev et al (2000). 
In the first case the following feature of GA is used. During work GA repeatedly 
calculates fitness for each chromosome, performs crossover and mutation for parent 
mating, etc. All these processes can be implemented on multiple CPUs in parallel that 
will increase the algorithm's speed proportionally to the number of CPUs involved in 
the computation. E.g., if there are 100 chromosomes in the population and 10 CPUs 
available, it is natural to assign 10 chromosomes per CPU. 
In the second case population structuring can be performed in one of the following 
ways: 
Island concept by Clement (1999). The population is split into several sub-
populations (demos), which simultaneously and independently evolve, i.e. crossover 
is performed between the chromosomes of the same demos only. At some time a 
random exchange of chromosomes between Demos is done, and then the independent 
evolution resumes. All this process is repeated until the stop condition is satisfied. 
Localized search. For each chromosome its location within the population is 
determined. Crossover is performed between close chromosomes only. This method 
has multiple variations, one of which is the race / nation GA (see Takahashi and 
Borisov (2000)). 
Both approaches can be successfully implemented on multiple CPUs. Moreover, the 
practice has shown that population structuring yields the higher GA performance even 
if traditional computational techniques are used. 
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Clustering (see Dunis et al (1998)) is another technique of increasing the GA speed. 
The idea is running the GA in two stages. At the first stage the algorithm operates in a 
traditional way to get the population of better solutions. After it stops, fi-om the final 
population the groups of close solutions are selected. The representatives fi-om these 
groups make up the initial population for the second stage of the GA. The size of this 
population is substantially smaller hence the GA will work much faster. Such an 
approach does not restrict the search space as only similar chromosomes are excluded 
after the first stage. 
The genetic operator influence on the GA robustness has been discussed in the 
previous section. The population size is another parameter affecting the GA 
robustness and speed. In the classical GA (also called the steady state GA) the 
population size is assumed to be fixed. However, it might be useful to vary the 
population size within a certain range. Such algorithms are called generational. In this 
methodology, after offspring have been produced the population is not reduced. Thus, 
during several iterations the size of population increases until it has achieved a certain 
limit. Then the population is reduced to its initial size. This approach leads to the 
extension of the search space, but does not significantly decrease the speed. 
A substantial amount of research on GA efficiency has been aimed at the idea of 
adaptive GA construction, which can change its parameters during the work process 
(Lee and Takagi (1994)). These algorithms can be considered as the extension of 
generational algorithms. But unlike the latter, they can change the underlying genetic 
operators, their probabilities and even the chromosome encoding. The change is 
usually performed as the selection of parameters from the set of alternatives, which 
are defined before the algorithm starts. 
The idea of adaptive GAs has been developed further into the concept of multilevel 
genetic algorithms (Komeyev et al (2000)). The lower level GA works directly on 
improvement of the population of solutions. The upper levels are GAs that optimize 
the lower level GA parameters. As the fitness fiinction they usually use the speed of 
the lower level GA and the fitness improvement rate. 
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6.6 Why Apply GAs to Financial Markets? 
There are a number of arguments that address the issue of why GAs should be used in 
financial markets from different angles. 
As mentioned before, humans have a limited ability to process complex sets of 
information - they are restricted by computational processing power and memory. 
GAs are a powerful computational technique that overcomes this limitation. 
Therefore, application of GA would be of high value in the complex environment of 
financial markets. 
Another argument in favour of GAs is their ability to develop trading rules in the 
explicit form that can be easily integrated in a fully automated mechanical trading 
system. This transparency is also a significant advantage of GAs over other intelligent 
techniques (such as Neural Networks), which are black boxes and cannot be directly 
interpreted by traders. 
One more point is aimed at reconciling the ability of GA-based strategies to earn 
abnormal profits with the Efficient Market Hypothesis of Fama (1970). The problem 
is that financial literature uses the term information liberally and does not differentiate 
it from the related terms data and knowledge. The fact that GA-based methods 
process publicly available information does not imply that the knowledge that they 
extract is publicly available. Therefore, there is reason to believe that investors may 
be able to earn abnormal profits by using them. This argument is also consistent with 
Grossman and Stiglitz (1980) criticism of the traditional view of market efficiency, 
which ignores costs of information gathering and learning. In this view, a degree of 
profitability in GA-based trading is consistent with market efficiency since such 
profits allow for the urmieasured costs of knowledge exfraction. Dempster and Jones 
(2001) also underline that since these costs are not a function of invested capital, 
whereas trading profitability is, this implies that traders with large enough trade 
volume are able to produce excess returns even after the knowledge extraction costs 
in liquid markets. 
One should also underline GA flexibility in the fitness function specification that 
allows optimizing trading strategies for different profitability and risk profiles. 
83 
Finally, intrinsic adaptivity to the environment (Holland (1975)) implies that GA-
based strategies may be easily updated as new market information arrives. 
6.7 Development of Trading Rules Using GAs 
To give an idea of how GAs can be applied to develop trading rules, in this section we 
briefly review some of the related studies. 
Colin (1994) described a method for application of GAs to optimize a simple trading 
strategy based on MACD indicator. The author suggested using two different 
indicators for taking long and short positions respectively. A position was taken if the 
indicators were congruent to each other. Otherwise, no position was taken. GA was 
supposed to find the optimal spans for the moving averages, as well as the stop loss 
and take profit limits. Two alternative fitness functions were suggested; the amount of 
money made and the reciprocal of drawdown. Although the author has provided a 
methodology of the GA-based trading, unfortunately the simulation results were not 
present in the paper. 
Rode et al (1995) implemented a S&P500 daily trading simulation using GA to 
combine eight technical indicators. Each chromosome represented both a primary 
predictive indicator and a group of seven other rules, which in composite served to 
confirm or deny the primary rule's recommendation. The chromosomes varied in both 
which rule was designated as primary and by relative weighting of the other seven 
rules within the confirmation process. Fitness was evaluated based on the number of 
chromosome's correct direction forecasts during the back-testing period. The short-
term test consisted of simulating five days of actual trading by running the GA for 
500 generations per day. This resulted in a cumulative five-day return and standard 
deviation of 0.0889% and 0.01% respectively. For comparison, the market return and 
its standard deviation for the same period were -0.4436% and 0.363% respectively. 
According to Henriksson and Merton (1981) market timing regression technique, the 
GA demonstrated market timing ability, although it was not statistically significant. 
To reduce the problems caused by the small sample size, another simulation was run 
over 20 trading days. Due to the real-time mode constraints, only 20 generations were 
run each day. The return of the GA was 0.0373% (standard deviation 0.0593%), and 
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the comparable market return was 1.0573% (standard deviation 0.6044%). Applying 
market-timing regression, no significant evidence of market timing ability was found. 
The GA was correct in 10 out of 20 days. 
Jonsson et al (1997) used a strong typing genetic programming approach to search for 
trading rules for the foreign exchange market using high frequency USD/DEM data 
over the period October 1992 - September 1993. The trading rules were actually 
functions of price and time and were encoded into tree structures. The fitness of a 
trading rule was measured as its return over a specified time. Trading systems with 
retraining at regular intervals were studied with particular focus on the generalization 
from training to test data. These were found to generate higher returns than buy-and-
hold and other algorithmically simple profitable strategies. Another main result of the 
paper was high correlation between the performance on the training and testing sets. 
A similar genetic programming approach was used by Neely et al (1997), who 
evolved technical rules for trading FX market using daily quotes and found strong 
evidence of economically significant out-of-sample excess returns of the developed 
rules for six currency pairs over the period 1981-1995. 
Allen and Karjalainen (1999) used a genetic algorithm to learn technical trading rules 
for the S&P 500 index using daily prices from 1928 to 1995. Building blocks for 
trading rules included simple functions of past price data, numerical and logical 
constants, and logical functions that allow the combination of low-level building 
blocks to create more complicated expressions. The population size was 500. The size 
of the genetic structures was limited to 100 nodes and to a maximum of ten levels of 
nodes. Evolution continued for a maximum of 50 generations, or until there was no 
improvement for 25 generations. After transaction costs, the rules did not earn 
consistent excess returns over a simple buy-and-hold strategy in the out-of-sample test 
periods. The rules were able to identify periods to be in the index when daily returns 
were positive and volatility was low and out when the reverse was true. The authors 
explained the results can largely be justified by low-order serial correlation in stock 
index returns. 
Dempster and Jones (2001) emulated a real trader's approach by developing a trading 
system consisting of rules based on combinations of different indicators at different 
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frequencies and lags. An initial portfolio of such rules was selected by a genetic 
algorithm applied to a number of indicators calculated on a set of USD/GBP spot 
foreign exchange tick data from 1994 to 1997 aggregated to various intraday 
frequencies. The genetic algorithm was subsequently used at regular intervals on out-
of-sample data to provide new rules and a feedback system was utilized to rebalance 
the rule portfolio, thus creating two levels of adaptivity. Despite the individual 
indicators being generally loss-making over the data period, the best rule evolved by 
the system was found to be modestly, but significantly, profitable in the presence of 
realistic transaction costs. 
In their subsequent study Dempster et al (2001) considered strategies, which used a 
collection of popular technical indicators as input and searched for a profitable trading 
rule defined in terms of them. Two popular computational learning approaches, 
reinforcement learning and genetic programming were compared to a pair of simpler 
methods: the exact solution of an appropriate Markov decision problem and a simple 
heuristic. In the genetic programme the trading rules were constructed as binary trees 
in which terminal nodes corresponded to technical indicators yielding a Boolean 
signal at each timestep, and non-terminal nodes were the Boolean operators and, or 
and xor. The fitness score of a rule was defined as the total return cumulated over the 
data period. The crossover operator was implemented as shown in Figure 6.10, while 
in mutation a randomly chosen node was replaced by a randomly generated node of 
the same type. The authors concluded that although all methods were able to generate 
significant in-sample and out-of-sample profits when transaction costs were zero, the 
genetic algorithm approach was superior for non-zero transaction costs, although none 
of the methods produced significant profits at realistic transaction costs. 
In general we can conclude that conducted studies show that GAs may be a useful 
tool in the optimization of trading strategies, however a caution should be made 
regarding lack of their stability and the related over-fitting problem. Also, most 
studies concentrate on optimization of a single aspect of trading strategy, namely 
signal generation, whereas issues of money management are not given proper 
attention. Finally, one can presume that the lack of highly promising GA results in the 
trading literature might be due to their proprietary use rather than weakness of this 
approach. 
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Chapter 7 
Trading Simulation Platform 
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To run trading simulations the author has developed FXTrader software using Visual 
C#.NET programming language (Sharp and Jagger (2003), Robinson et al (2003)). In 
the development process the following major requirement to the trading simulation 
platform were considered: 
• Functionality, which means that the trading simulation platform should 
provide all functions required for trading strategy development, backtesting, 
optimization, etc. 
• Flexibility, which means that the platform should offer a convenient way to 
add and modify its components, e.g. a developer may want to include a new 
indicator into a trading strategy, change an objective fiinction for optimization, 
or optimize an existing strategy for a different market, etc. 
• Scalability, which means that the platform should be able to run on several 
computers in parallel. This is especially important due to high resource and 
computational power requirements for high-frequency data processing. 
• Reliability, which means that the platform should not crash, support 
backup/restore functionality as well as continue running normally if one of the 
computers involved in parallel computation fails. 
This chapter reviews the first three of these aspects in more detail as well as provides 
some insight into implementation. 
7.1 Functionality and Flexibility 
For the platform to be fully functional and flexible it is convenient to employ the 
framework of object-orientation, which maps the real-world concepts of trading to the 
abstract classes that communicate with each other and define the system behaviour. 
The flexibility naturally comes from the object-oriented paradigm by integrating 
encapsulation, inheritance, and polymorphism concepts (see Stroustrup (1986), Booch 
(1994)). Below we describe the data processing and trading primitives as well as 
trading process, which are at the core of the platform. 
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7.1.1 Data Processing and Trading Primitives 
The bar contains the open, high, low, close rates, volume (or number of ticks), and 
carry-over flag, which tells if the bar is extrapolated using the last-point method. 
The time series is a container for objects that are indexed by time. Each element of the 
time series can be accessed either by index or by time. Objects of any type can be put 
into the time series. 
The data set contains several time series and aligns them in time. The time series can 
be of different frequencies. The data set has a convenient function that returns the 
values of all the time series that correspond to the specified time in a single vector. If 
for the specified time no value is available in a time series, then the last available 
value in that time series with time less than the specified time is returned. 
The transform produces a mapping of a data set or a time series into another data 
set or time series. 
The technical indicator is a special transform, which produces two time series - one 
with the indicator values and another with the trading signals {-1 (sell), +1 (buy)}. 
The market state data set (or just the market data set) contains all relevant market 
information including quotes and news. 
The trader runs the trading process by using a strategy, a capital allocator and a 
money manager. 
The strategy is applied to the market data set and at each timestep decides if orders 
should be placed into or removed from the trader's order book, i.e. the strategy is a 
transform that produces a mapping from the market state space to the order space. 
The order can be of two types - the market order or the limit order. The market order 
is executed at the current exchange rate once the trader receives it, whereas the limit 
order is put into the limit order book and is executed only when its limit condition is 
satisfied. Each order contains information on the instrument, order type, trade 
direction (buy or sell), amount to trade, submission time, execution time, expiration 
time, limit price (for limit order only), and fill price. Limit orders can also contain a 
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list of the associated OCO-orders (one-cancels-other orders that will be cancelled if 
this order is filled). In the current implementation the amount to trade is decided by 
the capital allocator rather than by the strategy. 
The order book is a list containing all outstanding orders. 
Each time the trader gets an order from the strategy, it uses the capital allocator to 
allocate the risk capital for a trade based on the total amount of capital, current 
portfolio size, profit and loss, etc. If there is enough cash to trade, a position is opened 
and added to the book. 
The book is a list of the trader's open positions. 
An instance of the money manager is attached to every position. The money manager 
tracks the state of the assigned position, the market dynamics, as well as the overall 
trader's performance and is responsible for position management, i.e. increasing, 
cutting or closing. 
The trader executes trades and keeps record of the trading process by updating its 
trading performance, which contains detailed information on trades, returns, risk, etc. 
7.1.2 Trading Process 
On each market update, i.e. on each timestep (please refer to Figure 7.1); 
• The trader updates all positions in the book (i.e. their value and profit and 
loss), as well as the total net asset value over all positions. When updating a 
position, the trader calls the money manager that is attached to that position. 
According to its internal rules, the money manager performs a required action 
(i.e. cut, feed, close or do nothing). If the position is closed it is removed fi-om 
the book and the per-position trading performance is updated. 
• The trader checks if there are new market or limit orders from the strategy. For 
each limit order the frader adds it to the order book. For each market order the 
trader calls the capital allocator to allocate cash to fill the order. If there is 
enough cash the order is filled and added to the filled order list, otherwise it is 
simply skipped. Please note that the trader can report on order execution back 
to the strategy by calling the corresponding event handlers of the strategy. 
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Figure 7.1. The trading process flowchart 
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• The trader looks in its order book and for each limit order checks if it has 
expired. If it has expired, it is removed from the book, otherwise the trader 
checks if the order limit condition is satisfied. If it is not satisfied the order is 
left in the order book unchanged, otherwise the capital allocator is called to 
allocate risk capital for the trade. If there is sufficient cash to trade the trader 
marks order as filled, removes it from the order book and adds it into the filled 
order list. A new position is opened and added to the frader's book. An 
instance of the money manager is attached to the position. If there is no 
enough cash to trade the order is simply removed from the order book. 
Information is reported back to the strategy via the event-handling mechanism. 
• Finally, the overall frading performance and profit and loss curve are updated. 
7.2 Scalability 
Since optimization of trading strategies actually involves their backtesting and ftirther 
selection of the best performing strategy, scalability in the given context means that 
the platform should allow to run strategy backtests in parallel on multiple computers, 
i.e. be designed as a distributed system (see Van Steen and Tanenbaum (2002)). 
More specifically, assume that a set of sfrategies needs to be backtested (these can be 
different strategies or the same sfrategy with different parameter values), and a 
number of computers are available. Then the following client-server multi-threaded 
architecture could be used. 
7.2.1 Server Side 
The server has a list of its clients and a queue of the idle clients (which is a subset of 
the client list). There are two main threads running on the server plus one thread per 
each of the busy clients: 
• The listener thread allows new clients to connect to the server. Once the 
server gets a connection from a new client, it adds the client with its 
connection details to both the client list and the idle client queue (as the new 
client is never busy). 
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• The workload distribution thread checks if there are any strategies that need to 
be backtested and if there are any clients in the idle client queue. If there is an 
idle client and a strategy to be backtested the server sends this strategy to the 
client, gets confirmation fi-om the client that it has received the strategy, 
creates a client thread and removes the client from the idle client queue. 
• The client thread listens to backtest progress updates from the client until the 
strategy is fully backtested and sent back. Once the results are received the 
thread stops and the client is added to the idle client queue. 
7.2.2 Client Side 
When a new client is started it is trying to connect to the server. Once the connection 
is established, the client awaits the strategy to backtest fi-om the server. When the 
strategy is received the client informs the server and starts backtesting. In the main 
backtest loop the client regularly updates the server about the backtest progress. When 
backtest is finished the client sends the optimal strategy and its performance results 
back to the server and switches to the state of accepting a new strategy to backtest. 
7.2.3 Synchronization 
In development of multithreaded applications an important issue is synchronization of 
the multiple thread access to common resources. In the described architecture the 
common resources are the client list, the idle client queue, the strategy collection and 
the backtest result container. These are synchronized using standard techniques like 
critical sections, mutexes, etc. 
7.3 Implementation 
To provide details about implementation of the FXTrader platform, below we give an 
overview of its modules and classes. Due to the thesis size constraint only interfaces 
of the major classes are discussed. The whole source contains about 20,000 lines of 
code. Please note that the current version is a prototype used for research purposes, 
and not a final release of the platform to be used for real-time trading. 
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7.3.1 Namespace DataProcessor 
The D a t a P r o c e s s o r namespace deals with all data and data processing related 
issues. Its classes provide convenient data handling functionality and are used by 
other modules of the platform. 
The B a r D a t a class contains the open, high, low and close prices, as well as the 
number of ticks in the bar and the carry-over flag. To make sure that there is no data 
snooping bias in strategy backtesting, trades are executed at the worst prices using the 
w o r s t P r i c e () method, which returns the high price for a buy trade and the low 
price for a sell trade. 
p u b l i c c l a s s B a r D a t a { 
p u b l i c d o u b l e o p e n ; 
p u b l i c d o u b l e h i g h ; 
p u b l i c d o u b l e l o w ; 
p u b l i c d o u b l e c l o s e ; 
p u b l i c d o u b l e v o l u m e ; 
p u b l i c b o o l c a r r y o v e r ; 
p u b l i c B a r D a t a O ; 
p u b l i c B a r D a t a d o C a r r y O v e r ( ) ; 
p u b l i c o v e r r i d e s t r i n g T o S t r i n g ( ) ; 
p u b l i c d o u b l e w o r s t P r i c e ( d o u b l e p o s S i z e ) ; 
p u b l i c v o i d p a r s e ( s t r i n g s t r ) ; 
p u b l i c P a r s e a b l e C l o n e a b l e c l o n e ( ) ; J 
The T i m e S e r i e s class is a container whose elements can be accessed by both index 
and time. 
p u b l i c c l a s s T i m e S e r i e s { 
p u b l i c A r r a y L i s t t i m e l d x _ ; 
p u b l i c A r r a y L i s t v a l u e s _ ; 
p r o t e c t e d i n t l e n g t h _ ; 
p u b l i c T imeSpan f r e q _ ; 
p u b l i c T i m e S e r i e s 0 ; 
p u b l i c T i m e S e r i e s ( A r r a y L i s t t i m e l d x , A r r a y L i s t v a l u e s ) ; 
p u b l i c v o i d c l e a r ( ) ; 
p u b l i c v o i d a d d ( D a t e T i m e t , o b j e c t v a l ) ; 
p u b l i c v o i d i n s e r t ( D a t e T i m e t , o b j e c t v a l ) ; 
p u b l i c T i m e S e r i e s g e t R a n g e ( i n t f r o m , i n t l e n g t h ) ; 
p u b l i c v o i d a p p e n d S e r i e s ( T i m e S e r i e s s e r i e s ) ; 
p u b l i c i n t l e n g t h 
p u b l i c D a t e T i m e g e t T i m e B y l n d e x ( i n t i d x ) ; 
p u b l i c D a t e T i m e g e t F i r s t T i m e ( ) ; 
p u b l i c D a t e T i m e g e t L a s t T i m e ( ) ; 
p u b l i c i n t g e t l n d e x B y T i m e ( D a t e T i m e t , b o o l r e t u r n C l o s e s t ) ; 
p u b l i c i n t g e t L o w e r l n d e x B y T i m e ( D a t e T i m e t ) ; 
p u b l i c o b j e c t g e t B y T i m e ( D a t e T i m e t , b o o l r e t u r n C l o s e s t ) ; 
p u b l i c b o o l c o n t a i n s T i m e ( D a t e T i m e t ) ; 
p u b l i c D a t e T i m e g e t N e x t T i m e ( D a t e T i m e t ) ; 
p u b l i c v o i d s e t B y T i m e ( D a t e T i m e t , o b j e c t v a l ) ; 
p u b l i c o b j e c t g e t B y I n d e x ( i n t i d x ) ; 
p u b l i c o b j e c t g e t F i r s t O ; 
p u b l i c o b j e c t g e t L a s t O ; 
p u b l i c v o i d s e t B y l n d e x ( i n t i d x , o b j e c t v a l ) ; 
p u b l i c T i m e S e r i e s a g g r e g a t e ( T i m e S p a n f r e q , D a t e T i m e t F r o m , D a t e T i m e t T o ) ; 
p u b l i c T i m e S e r i e s a g g r e g a t e ( T i m e S p a n f r e g , i n t i d x F r o m , i n t i d x T o , i n t m A d j ) ; 
p u b l i c T i m e S e r i e s a g g r e g a t e ( T i m e S p a n f r e q , i n t m A d j ) ; 
p u b l i c v o i d w r i t e ( s t r i n g fName, b o o l a p p e n d ) ; 
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p u b l i c v o i d w r i t e ( S t r e a m W r i t e r s w ) ; 
p u b l i c v o i d w r i t e ( s t r i n g fName, b o o l append , D a t e T i m e t F r o m , D a t e T i m e t T o ) ; 
p u b l i c v o i d w r i t e ( S t r e a m W r i t e r sw, D a t e T i m e t F r o m , D a t e T i m e t T o ) ; 
p u b l i c v o i d r e a d ( S t r e a m R e a d e r s r , P a r s e a b l e C l o n e a b l e x ) ; 
p u b l i c v o i d r e a d ( s t r i n g fName, P a r s e a b l e C l o n e a b l e x ) ; 
p u b l i c v o i d r e a d ( s t r i n g fName, P a r s e a b l e C l o n e a b l e x , b o o l c o l l a p s e 2 A r r L s t ) ; 
p u b l i c v o i d r e a d ( S t r e a m R e a d e r s r , P a r s e a b l e C l o n e a b l e x , b o o l c o l l a p s e 2 A r r L s t ) , 
The D a t a S e t is a container that includes a list of T i m e S e r i e s objects and 
provides useful methods to handle them altogether as one object or individually. The 
first time series in the D a t a S e t class should be of the highest frequency, and the rest 
can be of the same or lower fi"equency. The D a t a S e t class provides iteration over its 
content in the time domain via the N e x t ( ) , P r e v i o u s ( ) , M o v e F i r s t () and 
M o v e L a s t O methods. Also, the g e t V e c t o r ( i n t t ) method returns a time-
aligned vector containing items firom each of the time series, with the z'-th component 
of the vector equal to the value from the z'-th time series that has the largest timestamp 
not exceeding the first time series timestamp that corresponds to index t . The second 
signature of this method takes timestamp as argument, while the third one has no 
arguments and returns the vector corresponding to the current position of the iterator 
in the dataset. 
p u b l i c c l a s s D a t a S e t : I t e r a t o r { 
p r o t e c t e d A r r a y L i s t t i m e S e r i e s L i s t _ ; 
p r o t e c t e d i n t n u i n S e r i e s _ ; 
p r o t e c t e d i n t l e n g t h _ ; 
p r o t e c t e d i n t [ ] i n d i c e s _ ; 
p r o t e c t e d b o o l bo f_ , -
p r o t e c t e d b o o l e o f _ ; 
p r o t e c t e d D a t e T i m e t F i r s t _ , t L a s t _ ; 
p r o t e c t e d i n t i d x F i r s t _ , i d x L a s t _ ; 
p r o t e c t e d b o o l n e e d U p d a t e _ ; 
p u b l i c D a t a S e t 0 ; 
p u b l i c D a t a S e t ( T i m e S e r i e s s e r i e s ) ; 
p u b l i c i n t n u m S e r i e s 
p u b l i c i n t l e n g t h 
p u b l i c i n t i n d e x 
p u b l i c D a t e T i m e g e t F i r s t T i m e ( ) ; 
p u b l i c D a t e T i m e g e t L a s t T i m e ( ) ; 
p r o t e c t e d v o i d u p d a t e T i m e s ( ) ; 
p u b l i c v o i d a d d S e r i e s ( T i m e S e r i e s s e r i e s ) ; 
p u b l i c v o i d c l e a r ( ) ; 
p u b l i c T i m e S e r i e s g e t S e r i e s ( i n t i n d e x ) ; 
p u b l i c A r r a y L i s t g e t V e c t o r ( D a t e T i m e t ) ; 
p u b l i c A r r a y L i s t g e t V e c t o r ( i n t t ) ; 
p u b l i c A r r a y L i s t g e t V e c t o r ( ) ; 
p u b l i c D a t e T i m e g e t T i m e ( ) ; 
p u b l i c D a t e T i m e g e t T i m e ( i n t t ) ; 
p u b l i c v o i d N e x t ( ) ; 
p u b l i c v o i d P r e v i o u s ( ) ; 
p u b l i c b o o l B o F ( ) ; 
p u b l i c b o o l E o F ( ) ; 
p u b l i c v o i d M o v e F i r s t ( ) ; 
p u b l i c v o i d M o v e L a s t ( ) ; 
p r o t e c t e d v o i d s e t l n d e x V e c t o r ( i n t t ) ; 
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p u b l i c v o i d w r i t e ( s t r i n g fName, b o o l a p p e n d ) ; 
p u b l i c v o i d w r i t e ( S t r e a m W r i t e r s w ) ; 
p u b l i c v o i d w r i t e ( s t r i n g fName, b o o l append , D a t e T i m e t F r o m , D a t e T i m e t T o ) ; 
p u b l i c v o i d w r i t e ( S t r e a m W r i t e r sw, D a t e T i m e t F r o m , D a t e T i m e t T o ) ; 
The T i c k e r D a t a class contains the quote data and the calendar of news releases 
related to a particular FX pair that is used by the D a t a P r o v i d e r class. 
p u b l i c c l a s s T i c k e r D a t a { 
p u b l i c S o r t e d L i s t c l a s s m a r k s ; 
p u b l i c S o r t e d L i s t m a r k g r o u p s ; 
p u b l i c T i m e S e r i e s r a t e s ; 
p u b l i c D a t e T i m e f i r s t T i m e s t a m p ; 
p u b l i c T i c k e r D a t a ( ) ; 
p u b l i c s t r i n g g e t C l a s s m a r k B y l n d e x ( i n t c l a s s m a r k ) ; 
p u b l i c s t r i n g g e t M a r k g r o u p B y l n d e x ( i n t m a r k g r o u p ) ; 
p u b l i c S o r t e d L i s t g e t C l a s s m a r k S c h e d u l e ( s t r i n g c l a s s m a r k ) ; 
p u b l i c S o r t e d L i s t g e t C l a s s m a r k S c h e d u l e ( i n t c l a s s m a r k ) ; 
p u b l i c S o r t e d L i s t g e t M a r k g r o u p S c h e d u l e ( s t r i n g m a r k g r o u p ) ; 
p u b l i c S o r t e d L i s t g e t M a r k g r o u p S c h e d u l e ( i n t m a r k g r o u p ) ; 
The D a t a P r o v i d e r class is at the core of the information feeds to the trader. It 
reads market information from the database and provides an interface to the quote and 
news data. 
p u b l i c c l a s s D a t a P r o v i d e r { 
p r o t e c t e d s t a t i c O l e D b C o n n e c t i o n f x C o n ; 
p r o t e c t e d s t a t i c S o r t e d L i s t t i c k e r s ; 
p r o t e c t e d s t a t i c S o r t e d L i s t news ; 
p r o t e c t e d s t a t i c S o r t e d L i s t t i m e s t a m p s ; 
p r o t e c t e d s t a t i c s t r i n g b a s e F i l e _ , r a t e S r c _ , n e w s S r c _ ; 
p u b l i c s t a t i c s t r i n g i n D i r _ , o u t D i r _ , d e b u g D i r _ , s t r a t e g y F i l e _ ; 
p u b l i c s t a t i c s t r i n g t r a d e P a r a m F i l e _ , p e r f o r m a n c e E v a l u a t o r _ ; 
p u b l i c s t a t i c D a t e T i m e d a t a S t a r t D a t e _ , d a t a E n d D a t e _ ; 
p u b l i c s t a t i c b o o l d e b u g _ , w o r s t P r i c e _ ; 
p u b l i c s t a t i c S t r e a m W r i t e r d e b u g L o g _ ; 
p u b l i c s t a t i c v o i d i n i t ( s t r i n g f N a m e ) ; 
p u b l i c s t a t i c v o i d i n i t ( s t r i n g fName, b o o l i n i t D a t a ) ; 
p u b l i c s t a t i c s t r i n g g e t T i c k e r B y l n d e x ( i n t t i c k e r ) ; 
p u b l i c s t a t i c i n t g e t l n d e x B y T i c k e r ( s t r i n g t i c k e r ) ; 
p u b l i c s t a t i c i n t g e t N u m O f T i c k e r s ( ) ; 
p u b l i c s t a t i c i n t g e t l n d e x B y T i m e s t a m p ( D a t e T i m e t ) ; 
p u b l i c s t a t i c D a t e T i m e g e t C l o s e s t T i m e s t a m p ( D a t e T i m e t ) ; 
p u b l i c s t a t i c D a t e T i m e g e t T i m e s t a m p B y l n d e x ( i n t t ) ; 
p u b l i c s t a t i c i n t g e t N u m O f T i m e s t a m p s ( ) ; 
p u b l i c s t a t i c T i c k e r D a t a g e t T i c k e r D a t a ( s t r i n g t i c k e r ) ; 
p u b l i c s t a t i c T i c k e r D a t a g e t T i c k e r D a t a ( i n t t i c k e r ) ; 
p u b l i c s t a t i c i n t g e t N u m O f C l a s s m a r k s ( s t r i n g t i c k e r ) ; 
p u b l i c s t a t i c i n t g e t N u m O f C l a s s m a r k s ( i n t t i c k e r ) ; 
p u b l i c s t a t i c i n t g e t N u m O f M a r k g r o u p s ( s t r i n g t i c k e r ) ; 
p u b l i c s t a t i c i n t g e t N u m O f M a r k g r o u p s ( i n t t i c k e r ) ; 
p r o t e c t e d s t a t i c v o i d i n i t C l a s s m a r k s ( ) ; 
p r o t e c t e d s t a t i c v o i d i n i t M a r k g r o u p s ( ) ; 
p r o t e c t e d s t a t i c v o i d i n i t T i c k e r s ( ) ; 
p u b l i c s t a t i c b o o l i s B u s i n e s s T i m e ( D a t e T i m e t ) ; 
p u b l i c s t a t i c b o o l o v e r l a p s B u s i n e s s T i m e ( D a t e T i m e t , T imeSpan l e n ) ; 
p u b l i c s t a t i c b o o l i s B u s i n e s s T i m e S y d n e y ( D a t e T i m e t ) ; 
p u b l i c s t a t i c b o o l i s B u s i n e s s T i m e T o k y o ( D a t e T i m e t ) ; 
p u b l i c s t a t i c b o o l i s B u s i n e s s T i m e L o n d o n ( D a t e T i m e t ) ; 
p u b l i c s t a t i c b o o l i s B u s i n e s s T i m e N Y ( D a t e T i m e t ) ; 
p r o t e c t e d s t a t i c v o i d i n i t T i m e s t a m p s ( D a t e T i m e tO , D a t e T i m e t N ) ; 
p r o t e c t e d s t a t i c v o i d i n i t R a t e s ( D a t e T i m e t O , D a t e T i m e t N , s t r i n g s o u r c e ) ; 
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The I t e r a t o r interface provides methods to traverse a collection and is used in the 
T i m e S e r i e s , D a t a S e t , G r i d and other classes. 
p u b l i c i n t e r f a c e I t e r a t o r { 
v o i d N e x t ( ) ; 
v o i d P r e v i o u s ( ) ; 
b o o l B o F ( ) ; 
b o o l E o F ( ) ; 
v o i d M o v e F i r s t ( ) ; 
v o i d M o v e L a s t ( ) ; 
J 
The G r i d l t e m class is used to generate discrete values from a specified interval 
with a given number of steps. 
p u b l i c c l a s s G r i d l t e m { 
p u b l i c d o u b l e m i n _ ; 
p u b l i c d o u b l e max_; 
p u b l i c d o u b l e s t e p S i z e _ ; 
p u b l i c i n t n u m S t e p s _ ; 
p r i v a t e Random r a n d _ ; 
p u b l i c G r i d l t e m ( ) ; 
p u b l i c G r i d l t e m ( d o u b l e m i n , d o u b l e max, i n t n u m S t e p s ) ; 
p u b l i c o v e r r i d e s t r i n g T o S t r i n g O ; 
p u b l i c P a r s e a b l e C l o n e a b l e c l o n e { ) ; 
p u b l i c v o i d p a r s e ( s t r i n g s t r ) ; 
p u b l i c d o u b l e g e t R a n d o m O ; J 
The G r i d class is a vector of G r i d l t e m objects and provides functionality to iterate 
consecutively over all possible values of the multi-dimensional vector. The total 
number of values in this multi-dimensional grid is equal to the product of the numbers 
of steps in each of the grid items in the vector. Discrete vectors can be generated at 
random using the g e t R a n d o m ( ) method. This class is heavily used in trading 
strategy parameter optimization over a fixed grid. 
p u b l i c c l a s s G r i d : I t e r a t o r { 
p r o t e c t e d A r r a y L i s t g r i d _ ; 
p r o t e c t e d i n t [ ] i n d i c e s _ ; 
p r o t e c t e d b o o l b o f _ ; 
p r o t e c t e d b o o l e o f _ ; 
p r o t e c t e d s t r i n g i d _ ; 
p r o t e c t e d i n t s i z e _ ; 
p r o t e c t e d i n t v e c t o r I d x _ ; 
p u b l i c G r i d ( s t r i n g i d ) ; 
p u b l i c v o i d a d d ( G r i d l t e m g i ) ; 
p u b l i c v o i d a p p e n d G r i d ( G r i d g r i d 2 a d d ) ; 
p u b l i c G r i d l t e m g e t l t e m ( i n t i ) 
p u b l i c d o u b l e [ ] g e t R a n d o m O ; 
p u b l i c d o u b l e [ ] g e t V e c t o r ( ) ; 
p u b l i c s t r i n g g e t V e c t o r A s S t r i n g ( ) ; 
p u b l i c v o i d r e a d ( S t r e a m R e a d e r s r ) ; 
p u b l i c v o i d r e a d ( s t r i n g f N a m e ) ; 
p u b l i c v o i d w r i t e ( S t r e a m W r i t e r s w ) ; 
p u b l i c v o i d w r i t e ( s t r i n g f N a m e ) ; 
p u b l i c i n t l e n g t h ( ) ; 
p u b l i c s t r i n g i d ( ) ; 
p u b l i c i n t v e c t o r l d x ( ) ; 
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p u b l i c i n t s i z e O ; 
p u b l i c v o i d s e t F i x e d ( d o u b l e [ ] v a l u e s , i n t s r c l d x , i n t c o u n t , i n t d s t l d x ) ; 
p u b l i c v o i d s e t i d ( s t r i n g i d ) ; 
p u b l i c v o i d N e x t () ,-
p u b l i c v o i d P r e v i o u s 0 ; 
p u b l i c b o o l B o F ( ) ; 
p u b l i c b o o l E o F ( ) ; 
p u b l i c v o i d M o v e F i r s t ( ) ; 
p u b l i c v o i d M o v e L a s t O ; 
p u b l i c P a r s e a b l e C l o n e a b l e c l o n e ( ) ; 
p u b l i c v o i d p a r s e ( s t r i n g s t r ) ; 
The abstract T r a n s f o r m class is used as the base class for deriving specific 
transforms, which need to override its abstract method p r o c e s s ( ) . Four transform 
types are covered - T i m e S e r i e s to T i r a e S e r i e s , T i m e S e r i e s to D a t a S e t , 
D a t a S e t to T i m e S e r i e s , and D a t a S e t to D a t a S e t . 
p u b l i c a b s t r a c t c l a s s T r a n s f o r m { 
p r o t e c t e d D a t a S e t d a t a _ , r e s D a t a _ ; 
p r o t e c t e d T i m e S e r i e s s e r i e s _ , r e s S e r i e s _ ; 
p r o t e c t e d Type s r c T y p e _ , r e s T y p e _ ; 
p r o t e c t e d i n t w a r m U p P e r i o d _ ; 
p u b l i c T r a n s f o r m ( ) ; 
p u b l i c i n t w a r m U p P e r i o d ( ) ; 
p r o t e c t e d v o i d i n i t ( T i m e S e r i e s s e r i e s , T r a n s f o r m . T y p e s r c T , T r a n s f o r m . T y p e r e s T ) ; 
p r o t e c t e d v o i d i n i t ( D a t a S e t d a t a , T r a n s f o r m . T y p e s r c T , T r a n s f o r m . T y p e r e s T ) ; 
p u b l i c a b s t r a c t v o i d i n i t ( D a t a S e t d a t a ) ; 
p u b l i c a b s t r a c t v o i d i n i t ( T i m e S e r i e s s e r i e s ) ; 
p u b l i c D a t a S e t g e t T r a n s f o r m e d D a t a s e t ( ) ; 
p u b l i c T i m e S e r i e s g e t T r a n s f o r m e d S e r i e s ( ) ; 
p u b l i c a b s t r a c t v o i d p r o c e s s ( D a t e T i m e t F r o m , D a t e T i m e t T o ) ; 
p u b l i c v o i d p r o c e s s 0 ; 
J 
Some of the implemented transformations are the following: 
• The TF_EMA transform calculates exponential moving average of a time series. 
• The TF_WMA transform produces the weighted moving average of the original 
time series. 
The TF_RoC and TF_RoC_Vector transforms calculate the rate of change for 
the time series and the whole data set respectively for a given time interval. 
The T F _ S l i d i n g M i n M a x transform generates a dataset containing two series 
- the sliding minimum and maximum of the original time series, looking 
specified numbers of observations backwards. 
• The T F _ V o l a t i l i t y and T F _ V o l a t i l i t y H L transforms evaluate the 
volatility time series from the original exchange rate series using closing and 
high / low prices respectively. 
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• The T F _ C l u s t a r i n g transform runs clustering analysis over the dataset and 
produces a time series containing indices of the clusters to which vectors from 
the dataset belong. 
• The T F _ S l i d i n g P C A transform runs a principal component analysis and 
produces a dataset containing vectors of principal component values for each 
vector from the original dataset. The number of components and the update 
frequency are specified as parameters of the transform. 
• The T F _ P o i n t F i g u r e transform converts an exchange rate time series into a 
series of up and down move counts obtained in a way similar to the point and 
figure chart methodology (see Kaufman (1998)). 
T e c h n i c a l l n d i c a t o r is an abstract class derived from the T r a n s f o r m class. It 
has an additional method g e t S i g n a l T i m e S e r i e s () that returns a time series 
containing values from the signal set {-l(sell),+l(buy)}. If there is no signal at a 
particular timestamp, this timestamp is not included in the returned time series. 
p u b l i c a b s t r a c t c l a s s T e c h n i c a l I n d i c a t o r : T r a n s f o r m { 
p r o t e c t e d T i m e S e r i e s s i g n a l S e r i e s _ ; 
p u b l i c T e c h n i c a l l n d i c a t o r 0 ; 
p u b l i c T i m e S e r i e s g e t S i g n a l T i m e S e r i e s ( ) ; } 
Among the implemented technical indicators are Average Directional Index, Adaptive 
Moving Average, Channel Breakout, Moving Average Crossover, Bollinger Bands, 
Stochastic Oscillator, etc. Some of them will be described in detail in the next chapter. 
7.3.2 Namespace Trading 
The T r a d i n g namespace is all about the trading process. The class description 
below closely follows the flow chart shown in Figure 7.1. 
At the core of the namespace is the T r a d e r class, which, given a D a t a S e t object 
containing market data, a S t r a t e g y object, a C a p i t a l A l l o c a t o r object and 
trading parameters as input, simulates trading and keeps track of trading performance. 
p u b l i c c l a s s T r a d e r { 
p u b l i c T radeParams p a r a m s _ ; 
p u b l i c d o u b l e s l i p p a g e _ ; 
p u b l i c d o u b l e s p r e a d _ ; 
p u b l i c d o u b l e l e v e r a g e _ ; 
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p u b l i c d o u b l e l o t S i z e _ ; 
p u b l i c d o u b l e cashO_; 
p u b l i c d o u b l e c a s h T _ ; 
p u b l i c d o u b l e n a v T _ ; / / n e t a s s e t v a l u e a t t i m e T 
p u b l i c S t r a t e g y s t r a t e g y _ ; 
p u b l i c D a t a S e t d a t a S e t _ ; 
p u b l i c C a p i t a l A l l o c a t o r a l l o c a t o r _ ; 
p u b l i c d o u b l e u n r e a l i s e d P L _ ; 
p u b l i c T r a d i n g P e r f o r m a n c e p e r f o n n a n c e _ ; 
p u b l i c S o r t e d L i s t b o o k _ ; / / open p o s i t i o n s 
p u b l i c i n t numOpenLong_; / / number o f open l o n g p o s i t i o n s 
p u b l i c T r a d e L i s t c l o s e d P o s i t i o n s _ ; / / c l o s e d p o s i t i o n s 
p u b l i c S o r t e d L i s t o r d e r B o o k _ ; / / o u t s t a n d i n g o r d e r s 
p u b l i c A r r a y L i s t f i l l e d O r d e r s _ ; 
p u b l i c T r a d e r ( S t r a t e g y s t r a t e g y , C a p i t a l A l l o c a t o r a l l o c a t o r , 
D a t a S e t d a t a S e t , T radeParams t P a r a m s ) ; 
p u b l i c v o i d o p e n P o s i t i o n ( O r d e r o r d e r ) ; 
p u b l i c v o i d c l o s e P o s i t i o n ( P o s i t i o n p o s , D a t e T i m e t ) ; 
p u b l i c v o i d c l o s e A l l P o s i t i o n s ( D a t e T i m e t , O r d e r . D i r d i r ) ; 
p u b l i c v o i d c h a n g e P o s i t i o n ( P o s i t i o n p o s , d o u b l e p e r c e n t C h a n g e , D a t e T i m e t ) ; 
p u b l i c v o i d t r a d e ( ) ; 
p u b l i c v o i d t r a d e ( S t r e a m s t r e a m , T r a d i n g P e r f o r m a n c e p e r f o r m a n c e , 
T r a d e L i s t t r a d e L i s t , D a t e T i m e t F r o m , D a t e T i m e t T o ) ; 
p u b l i c v o i d w r i t e P e r f o r m a n c e ( S t r e a m W r i t e r s w ) ; 
p u b l i c v o i d s a v e T r a d e s ( s t r i n g f N a m e ) ; 
p u b l i c v o i d t r a d e D i s t r i b u t i o n ( i n t m i n u t e s F o r w a r d , T i m e S e r i e s p r i c e S e r i e s , 
s t r i n g f N a m e ) ; 
p u b l i c v o i d s a v e T r a d e D i s t r i b u t i o n ( s t r i n g fName, i n t n u m B i n s ) ; J 
The S t r a t e g y F a c t o r y class implements a factory pattern (see Alexandrescu 
(2001)) for strategies. 
p u b l i c c l a s s S t r a t e g y F a c t o r y { 
p u b l i c s t a t i c S t r a t e g y g e t S t r a t e g y ( s t r i n g s t r a t e g y N a m e , d o u b l e [ ] p a r a m e t e r s ) ; 
p u b l i c s t a t i c S t r a t e g y r e a d S t r a t e g y ( s t r i n g f N a m e ) ; J 
S t r a t e g y is an abstract class, which, given a dataset with market data, generates 
orders. Multiple classes that implement specific strategies are derived from this 
abstract base class. 
p u b l i c a b s t r a c t c l a s s S t r a t e g y { 
p r o t e c t e d D a t a S e t d a t a S e t _ ; 
p u b l i c i n t s t a r t l n d e x _ ; 
p u b l i c D a t e T i m e s t a r t T i m e _ ; 
p r o t e c t e d i n t w a r m U p P e r i o d _ ; 
p r o t e c t e d T r a d e r t r a d e r _ ; / / u s e d b y s t r a t e g y t o g e t c u r r e n t t r a d e r ' s s t a t e 
p u b l i c T i m e S e r i e s o r d e r s _ ; 
p u b l i c S t r a t e g y 0 ; 
p u b l i c i n t w a r m U p P e r i o d ( ) ; 
p u b l i c v o i d s e t T r a d e r ( T r a d e r t r a d e r ) ; 
p u b l i c v o i d s e t D a t a S e t ( D a t a S e t d a t a S e t ) ; / / t h i s a l s o r e s e t s o r d e r s 
p u b l i c D a t a S e t g e t D a t a S e t ( ) ; 
p r o t e c t e d v o i d a d d O r d e r ( O r d e r o r d e r ) ; 
p u b l i c a b s t r a c t v o i d g e n e r a t e O r d e r s ( D a t e T i m e t F r o m , D a t e T i m e t T o ) ; 
p u b l i c v o i d g e n e r a t e O r d e r s ( ) ; 
p u b l i c v i r t u a l v o i d o n O r d e r F i l l ( O r d e r o r d e r ) ; 
p u b l i c v i r t u a l v o i d o n O r d e r F a i l 2 F i l l ( O r d e r o r d e r ) ; 
p u b l i c v i r t u a l v o i d o n O r d e r C a n c e l ( O r d e r o r d e r ) ; 
p u b l i c v i r t u a l v o i d o n P o s i t i o n C l o s e ( P o s i t i o n p o s i t i o n , D a t e T i m e t ) ; 
p u b l i c a b s t r a c t S t r a t e g y c r e a t e l n s t a n c e ( d o u b l e [ ] p a r a m e t e r s ) ; J 
Orders can be of two types - market orders and limit orders. The O r d e r class 
contains information about the ticker, trade direction (buy or sell), submission time. 
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execution time, expiration time, limit price for limit order, and fill price. The 
one-cancels-other mechanism is supported via the o r d e r s T o C a n c e l _ list and the 
a d d O r d e r T o C a n c e l ( O r d e r o r d e r ) method. The amount to trade is decided 
by the C a p i t a l A l l o c a t o r rather than S t r a t e g y class. For simulation purposes 
limit orders are stored in the T r a d e r class since there is no broker or exchange end. 
p u b l i c c l a s s O r d e r { 
s t a t i c l o n g l a s t I D _ = 0 ; 
p u b l i c l o n g i d _ ; 
p u b l i c Type t y p e _ ; 
p u b l i c D i r d i r _ ; 
p u b l i c s t r i n g t i c k e r _ ; 
p u b l i c d o u b l e a m o u n t _ ; 
p u b l i c d o u b l e l i m i t P r i c e _ ; 
p u b l i c d o u b l e f i l l P r i c e _ ; 
p u b l i c D a t e T i m e t S u b m i t t e d _ , t E x p i r e s _ , t F i l l e d _ ; 
p u b l i c b o o l f i l l e d _ ; 
p u b l i c b o o l c a n c e l l e d _ ; 
p u b l i c b o o l t r i g g e r e d _ ; 
p u b l i c MoneyManager inManager_; / / u s e d t o manage p o s i t i o n o p e n e d b y t h i s o r d e r 
p u b l i c A r r a y L i s t o r d e r s T o C a n c e l _ ; 
p u b l i c O r d e r ( T y p e t y p e , D i r d i r , d o u b l e p r i c e , D a t e T i m e t S u b m i t t e d , 
D a t e T i m e t E x p i r e s , MoneyManager mManager) / / I m t o d r 
p u b l i c O r d e r ( D i r d i r , D a t e T i m e t S u b m i t t e d , MoneyManager m M a n a g e r ) ; / / mk t o d r 
p u b l i c b o o l t r i g g e r ( B a r D a t a b a r ) ; 
p u b l i c v o i d c a n c e l ( ) ; 
p u b l i c b o o l c a n B e F i l l e d ( B a r D a t a b a r , d o u b l e c o s t s ) ; 
p u b l i c v o i d s e t A m o u n t ( d o u b l e a m o u n t ) ; 
p u b l i c v o i d f i l l ( D a t e T i m e t ) ; 
p u b l i c o v e r r i d e s t r i n g T o S t r i n g O ; 
p r o t e c t e d s t r i n g o 2 c S t r i n g ( ) ; 
p u b l i c v o i d a d d O r d e r T o C a n c e l ( O r d e r o r d e r ) ; 
p u b l i c P a r s e a b l e C l o n e a b l e c l o n e ( ) ; 
p u b l i c v o i d p a r s e ( s t r i n g s t r ) ; J 
The C a p i t a l A l l o c a t o r class is used to allocate risk capital for trades. It has 
access to the T r a d e r class members and so can track the current profit and loss as 
well as market dynamics when allocating capital. The base class is abstract without 
implementation of the a l l o c a t e ( O r d e r o r d e r , D a t e T i m e t ) method, 
which, given the total capital available and current trading performance, returns the 
number of lots to trade. This method is overridden in the derived classes. 
p u b l i c a b s t r a c t c l a s s C a p i t a l A l l o c a t o r { 
p r o t e c t e d T r a d e r t r a d e r _ ; 
p r o t e c t e d d o u b l e r i s k C a p i t a l _ ; 
p u b l i c C a p i t a l A l l o c a t o r ( T r a d e r t r a d e r ) ; 
p u b l i c a b s t r a c t i n t a l l o c a t e ( O r d e r o r d e r , D a t e T i m e t ) ; J 
The P o s i t i o n class contains information about an open position - its current value, 
profit and loss, margin, etc, as well as an attached instance of the MoneyManager 
class. As exchange rate changes, the trader calls its u p d a t e ( B a r D a t a t B a r , 
D a t e T i m e t ) method, which updates its internal variables and calls the 
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manage {DateTime t ) function of the attached money manager, which in its turn 
adjusts exposure of the position if required. 
p u b l i c c l a s s P o s i t i o n { 
s t a t i c l o n g l a s t I D _ = 0 ; 
p u b l i c l o n g i d _ ; 
p u b l i c O r d e r o r d e r _ ; / / o r i g i n a t i n g o r d e r 
p u b l i c s t r i n g t i c k e r _ ; 
p u b l i c d o u b l e a m o u n t _ ; 
p u b l i c i n t d i r _ ; 
p u b l i c d o u b l e i n i t i a l A m o u n t _ ; 
p u b l i c d o u b l e l e v e r a g e _ ; 
p u b l i c d o u b l e m a x C a p i t a l U s e d _ ; 
p u b l i c d o u b l e e n t r y P r i c e _ ; 
p u b l i c W e i g h t e d A v e r a g e a v g E n t r y P r i c e _ ; 
p u b l i c D a t e T i m e e n t r y T i m e _ ; 
p u b l i c i n t e n t r y T i m e I n d e x _ ; 
p u b l i c d o u b l e e x i t P r i c e _ ; 
p u b l i c W e i g h t e d A v e r a g e a v g E x i t P r i c e _ ; 
p u b l i c D a t e T i m e e x i t T i m e _ ; 
p u b l i c i n t e x i t T i m e I n d e x _ ; 
p u b l i c d o u b l e uPL_ 
p u b l i c d o u b l e r P L _ 
p u b l i c d o u b l e t P L _ 
/ / u n r e a l i s e d PL {does n o t i n c l u d e c o s t s ) ; 
/ / r e a l i s e d PL f o r c u r r e n t t i m e ( i n c l u d e s c o s t s ) ; 
/ / t o t a l PL - accu ramu la ted r e a l i s e d PL ( i n c l u d e s c o s t s ) 
p u b l i c d o u b l e l a s t P L _ ; / / u s e d t o c a l c w e i g h t e d a v e r a g e r e t u r n 
p u b l i c d o u b l e m a r g i n _ ; 
p u b l i c B a r D a t a c B a r _ ; 
p u b l i c b o o l c l o s e d _ ; 
p u b l i c W e i g h t e d A v e r a g e r e t _ ; 
MoneyManager mManager_ ; 
p u b l i c P o s i t i o n ( ) ; 
p u b l i c P o s i t i o n ( O r d e r o r d e r . T r a d e r t r a d e r ) ; 
p u b l i c d o u b l e c h a n g e ( d o u b l e p e r c e n t C h a n g e , d o u b l e c o s t s ) ; 
p u b l i c d o u b l e c l o s e ( D a t e T i m e t , d o u b l e c o s t s ) ; 
p u b l i c v o i d u p d a t e ( B a r D a t a t B a r , D a t e T i m e t ) ; 
p u b l i c o v e r r i d e s t r i n g T o S t r i n g O ; 
p u b l i c s t a t i c s t r i n g g e t H e a d e r ( ) ; 
p u b l i c P a r s e a b l e C l o n e a b l e c l o n e ( ) ; 
p u b l i c v o i d p a r s e ( s t r i n g s t r ) ; 
An instance of the MoneyManager class is attached to every P o s i t i o n object 
when it is created. It tracks the state of the position and is responsible for its 
management, i.e. increasing, cutting and closing. Since the MoneyManager class 
has access to the members of the T r a d e r class, it can also track the trader's overall 
perfomiance and market dynamics during the money management process. 
p u b l i c c l a s s MoneyManager { 
p r o t e c t e d M o n e y M a n a g e r . T y p e t y p e _ ; 
p r o t e c t e d P o s i t i o n p o s i t i o n _ ; 
p r o t e c t e d T r a d e r t r a d e r _ ; 
p u b l i c M o n e y M a n a g e r 0 ; 
p u b l i c a b s t r a c t v o i d m a n a g e ( D a t e T i m e t ) ; 
p u b l i c v i r t u a l v o i d i n i t ( T r a d e r t r a d e r . P o s i t i o n p o s i t i o n ) ; 
p u b l i c a b s t r a c t MoneyManager c r e a t e l n s t a n c e ( d o u b l e [ ] p a r a m e t e r s , i n t o f f s e t ) ; J 
The M o n e y M a n a g e r F a c t o r y class implements the factory design pattern for 
money managers and produces instances given the type and parameters of the object. 
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p u b l i c c l a s s M o n e y M a n a g e r F a c t o r y { 
p u b l i c s t a t i c MoneyManager g e t M M ( s t r i n g mmName); 
p u b l i c s t a t i c MoneyManager g e t M M ( s t r i n g mmName, d o u b l e [ ] p a r a m s , i n t o f f s e t ) ; 
} 
The T r a d e class is used for recording information about a single trade. 
p u b l i c c l a s s T r a d e { 
s t r i n g t i c k e r _ ; 
d o u b l e a m o u n t _ ; 
d o u b l e e n t r y P r i c e _ ; 
d o u b l e a v g E n t r y P r i c e _ ; 
D a t e T i m e e n t r y T i m e _ ; 
i n t e n t r y ? i m e l n d e x _ ; 
d o u b l e e x i t P r i c e _ ; 
d o u b l e a v g E x i t P r i c e _ ; 
D a t e T i m e e x i t T i m e _ ; 
i n t e x i t T i m e I n d e x _ ; 
d o u b l e u P L _ ; / / u n r e a l i s e d PL 
d o u b l e r P L _ ; / / r e a l i s e d PL 
p u b l i c T r a d e 0 ; 
J 
The TradeList class is a container for the Trade class objects. Being derived 
from the ArrayList class, it provides additional methods for building of a trade 
distribution as well as input and output operations. 
p u b l i c c l a s s T r a d e L i s t : A r r a y L i s t { 
p u b l i c T r a d e L i s t 0 : b a s e ( ) ; 
p u b l i c v o i d w r i t e T r a d e s ( S t r e a m W r i t e r s w ) ; 
p u b l i c v o i d w r i t e T r a d e s ( s t r i n g fName, b o o l a p p e n d ) ; 
p u b l i c v o i d r e a d T r a d e s ( s t r i n g f N a m e ) ; 
p u b l i c v o i d w r i t e D i s t r i b u t i o n ( i n t n u m B i n s , S t r e a m W r i t e r s w ) ; 
p u b l i c v o i d w r i t e D i s t r i b u t i o n ( i n t n u m B i n s , s t r i n g fName, b o o l a p p e n d ) ; J 
The TradeData class contains a detailed trade record. During the trading process a 
time series of the given frequency containing TradeData objects is produced that 
can then be v^ritten to a file and analysed. 
p u b l i c c l a s s T r a d e D a t a { 
p u b l i c d o u b l e curNAV_, c u r R e t u r n _ , c u m R e t u r n _ ; 
p u b l i c i n t n u i n O p e n P o s i t i o n s _ , n u m O r d e r s _ ; 
p u b l i c i n t n u m T r a d e s _ , numBuys_, numWinBuys_, n u m W i n S e l l s _ ; 
p u b l i c i n t numFeeds_, numBuyFeeds_; 
p u b l i c i n t numCu ts_ , numBuyCu ts_ ; 
p u b l i c d o u b l e f x _ ; 
p u b l i c T r a d e D a t a ( d o u b l e n a v , d o u b l e c u r R e t , d o u b l e cumRet , i n t n o p , i n t n o r d , 
i n t n t , i n t n b , i n t nwb, i n t nws , i n t n f , i n t n b f , i n t n c , 
i n t n b c , d o u b l e f x ) ; 
p u b l i c s t a t i c s t r i n g H e a d e r S t r i n g ( ) ; 
p u b l i c o v e r r i d e s t r i n g T o S t r i n g ( ) ; J 
The TradingPerformance class stores complete results of trading. During the 
trading process using two signatures of its update (...) method, updates are done to 
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both the time-wise performance (i.e. at each timestep, given the net asset value 
update, the profit and loss curve and associated statistics are updated) and the per-
trade performance (i.e. every time a position is closed, the trade statistics is updated). 
p u b l i c c l a s s T r a d i n g P e r f o r m a n c e { 
T imeSpan f r e q _ ; 
p u b l i c d o u b l e s t a r t C a p i t a l _ ; 
d o u b l e l a s t N A V _ ; 
p u b l i c S i m p l e S t a t s r e t _ , d rawdown_ ; 
d o u b l e d r a w _ , l a s t T o p L e v e l _ ; 
p u b l i c S i m p l e S t a t s d o l l a r R e t P e r T r a d e _ , d o l l a r R e t P e r B u y _ , d o l l a r R e t P e r S e l l _ ; 
p u b l i c S i m p l e S t a t s r e t P e r T r a d e _ , r e t P e r B u Y _ , r e t P e r S e l l _ ; 
p u b l i c S i m p l e S t a t s c o n s e c W i n s S t a t s _ , c o n s e c L o s s e s S t a t s _ ; 
p u b l i c S i m p l e S t a t s t r a d e L e n g t h _ , b u Y L e n g t h _ , s e l l L e n g t h _ ; 
p u b l i c i n t c o n s e c W i n s _ , c o n s e c L o s s e s _ ; 
p u b l i c i n t n u m T r a d e s _ , numBuys_; 
p u b l i c i n t numWinBuys_, n u m W i n S e l l s _ ; 
p u b l i c i n t numFeeds_, numBuyFeeds_; 
p u b l i c i n t numCu ts_ , nu inBuyCuts_ ; 
T i m e S e r i e s c u r v e _ ; 
i n t l a s t T r a d e _ ; / / +1 i f w i n , - 1 i f l o s s 
p u b l i c T r a d i n g P e r f o r m a n c e ( d o u b l e s t a r t C a p i t a l , T imeSpan u p d a t e F r e g ) ; 
p u b l i c v o i d u p d a t e ( P o s i t i o n p o s ) ; / / u p d a t i n g t r a d e s t a t s 
p u b l i c v o i d u p d a t e ( D a t e T i m e t , d o u b l e curNAV, i n t n u m O p e n P o s i t i o n s , 
i n t numOpenLong, i n t n u m O r d e r s , 
b o o l f i n a l , d o u b l e f x ) / / u p d a t i n g p e r f o r m a n c e o v e r t i m e 
p u b l i c v o i d i n c F e e d s ( b o o l b u y T r a d e ) ; 
p u b l i c v o i d i n c C u t s ( b o o l b u y T r a d e ) ,-
p u b l i c s t a t i c s t r i n g H e a d e r S t r i n g ( ) ; 
p u b l i c o v e r r i d e s t r i n g T o S t r i n g ( ) ; 
p u b l i c v o i d w r i t e ( S t r e a m W r i t e r s w ) ; 
p u b l i c v o i d w r i t e ( s t r i n g fName, b o o l a p p e n d ) ; 
7.3.3 Namespace Genetics 
The G e n e t i c s namespace contains implementation of a genetic algoritlmi as 
applied to the trading strategy optimisation domain. 
The G A l g o r i t h m class embodies a generic implementation of the genetic algoritlim. 
It takes a P o p u l a t i o n object with S e l e c t i o n , C r o s s o v e r and M u t a t i o n 
operator objects as parameters. 
p u b l i c c l a s s G A l g o r i t h m { 
p r o t e c t e d S e l e c t i o n s e l e c t i o n ^ ; 
p r o t e c t e d M u t a t i o n m u t a t i o n _ ; 
p r o t e c t e d C r o s s o v e r c r o s s o v e r _ ; 
p r o t e c t e d P o p u l a t i o n c u r r e n t P o p _ ; 
p r o t e c t e d P o p u l a t i o n n e x t P o p _ ; 
p r o t e c t e d i n t MAX_ITERATION; 
p r o t e c t e d i n t i t e r a t i o n _ ; 
p r o t e c t e d i n t p o p S i z e _ ; 
p r o t e c t e d i n t n u m E l i t e _ ; 
p r o t e c t e d S t r e a m W r i t e r swDebug_; 
p u b l i c G A l g o r i t h m 0 ; 
p u b l i c G A l g o r i t h m ( P o p u l a t i o n p o p . S e l e c t i o n s e l e c t . C r o s s o v e r c r o s s o v e r . 
M u t a t i o n m u t a t i o n , i n t n u m E l i t e , i n t m a x l t e r a t i o n , 
S t r e a m W r i t e r swDebug) ; 
p r o t e c t e d b o o l s t o p C o n d i t i o n ( ) ; 
p r o t e c t e d v o i d g e n e r a t e ( ) , 
p r o t e c t e d v o i d m a i n L o o p ( ) 
p u b l i c v i r t u a l v o i d r u n ( ) 
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p u b l i c v i r t u a l v o i d u p d a t e F i t n e s s ( b o o l n e x t P o p ) 
p u b l i c I n d i v i d g e t F i t t e s t ( ) ; 
> 
The GA_ParallelStrategY class implements genetic algorithm-based trading 
strategy optimisation in a parallel way on multiple computers under the client-server 
architecture. Its constructor takes an instance of the Server class as well as 
Strategy and Grid objects defining a trading strategy and its parameter ranges. 
p u b l i c c l a s s G A _ P a r a l l e i S t r a t e g y : G A l g o r i t h m { 
p r o t e c t e d S t r a t e g y s t r a t e g y _ ; 
p r o t e c t e d G r i d g r i d _ ; 
p r o t e c t e d S e r v e r s e r v e r _ ; 
p u b l i c G A _ P a r a l l e l S t r a t e g y ( S t r a t e g y s t r a t e g y . G r i d g r i d , S e r v e r s e r v e r , 
i n t p o p S i z e , i n t n u m E l i t e , i n t m a x l t e r a t i o n ) ; 
p u b l i c o v e r r i d e v o i d u p d a t e F i t n e s s ( b o o l n e x t P o p ) ; 
p u b l i c o v e r r i d e v o i d r u n ( ) ; J 
The roulette wheel proportionate selection operator with sigma scaling methodology 
is implemented in the Selection class. Other techniques like tournament selection, 
etc, can be derived from this class and override its virtual select () method. 
p u b l i c c l a s s S e l e c t i o n { 
p r o t e c t e d P o p u l a t i o n p o p _ ; 
p r o t e c t e d d o u b l e [ ] p r o b _ ; 
p r o t e c t e d s t a t i c Random r a n d _ = new R a n d o m ( ) ; 
p u b l i c S e l e c t i o n ( i n t p o p S i z e ) ; 
p u b l i c v i r t u a l v o i d u p d a t e E x p V a l u e s ( ) ; 
p u b l i c v i r t u a l I n d i v i d s e l e c t ( ) ; 
p u b l i c P o p u l a t i o n g e t P o p ( ) ; 
p u b l i c v o i d s e t P o p ( P o p u l a t i o n p o p ) ; J 
The Chromosome, Crossover and Mutation interfaces are given below. 
p u b l i c i n t e r f a c e Chromosome { 
P o p u l a t i o n c r e a t e P o p ( i n t s i z e . F i t n e s s f i t ) ; 
Chromosome c l o n e ( ) ; 
Chromosome c r e a t e l n s t a n c e ( ) ; 
_2 
p u b l i c i n t e r f a c e C r o s s o v e r { 
v o i d c r o s s o v e r ( I n d i v i d p a r e n t l , I n d i v i d p a r e n t 2 , 
I n d i v i d o f f s p r i n g l , I n d i v i d o f f s p r i n g 2 ) ; J 
p u b l i c i n t e r f a c e M u t a t i o n { 
v o i d m u t a t e ( I n d i v i d i n d ) ; 
_} 
The base Fitness class is abstact by concept but not abstract by implementation 
due to some technical reasons. Its updateFitness (Chromosome chr) method 
should be overriden in descendant classes. 
p u b l i c c l a s s F i t n e s s { 
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p r o t e c t e d d o u b l e v a l _ ; 
p u b l i c F i t n e s s 0 ; 
p u b l i c d o u b l e g e t F i t n e s s V a l u e ( ) ; 
p u b l i c v i r t u a l F i t n e s s c l o n e { ) ; 
p u b l i c v i r t u a l v o i d u p d a t e F i t n e s s ( C h r o m o s o m e c h r ) 
p u b l i c o v e r r i d e s t r i n g T o S t r i n g O ; 
The I n d i v i d class encapsulates a chromosome with its fitness. 
p u b l i c c l a s s I n d i v i d : I C o m p a r a b l e { 
p r o t e c t e d Chromosome c h r o m _ ; 
p r o t e c t e d F i t n e s s f i t n e s s _ ; 
p u b l i c I n d i v i d ( C h r o m o s o m e c h r o m o s o m e ) ; 
p u b l i c I n d i v i d ( C h r o m o s o m e chromosome. F i t n e s s f i t n e s s ) ; 
p u b l i c I n d i v i d C l o n e ( ) ; 
p u b l i c o v e r r i d e s t r i n g T o S t r i n g ( ) ; 
p u b l i c v o i d u p d a t e F i t n e s s ( ) ; 
p u b l i c F i t n e s s g e t F i t n e s s ( ) ; 
p u b l i c v o i d s e t F i t n e s s ( F i t n e s s f i t n e s s ) ; 
p u b l i c Chromosome g e t C h r o m o s o m e ( ) ; 
p u b l i c v o i d se tChromosome(Chromosome c h r o m o s o m e ) ; 
p u b l i c i n t C o m p a r e T o ( o b j e c t o b j ) ; 
The P o p u l a t i o n class is a container of objects of the I n d i v i d type and provides 
functionality for genetic algorithm operation including fitness evaluation, sorting, etc. 
p u b l i c c l a s s P o p u l a t i o n { 
p r o t e c t e d i n t s i z e ; 
p r o t e c t e d i n t c a p a c i t y ; 
p r o t e c t e d I n d i v i d [ ] c o n t e n t s ; 
p u b l i c P o p u l a t i o n ( i n t c a p a c i t y ) ; 
p u b l i c P o p u l a t i o n c l o n e ( ) ; 
p u b l i c i n t g e t S i z e ( ) ; 
p u b l i c i n t g e t C a p a c i t y ( ) ; 
p u b l i c v o i d s e t C a p a c i t y ( i n t n C a p a c i t y ) ; 
p u b l i c I n d i v i d g e t l t e r n ( i n t i n d e x ) ; 
p u b l i c v o i d s e t l t e m ( i n t i n d e x , I n d i v i d i n d ) ; 
p u b l i c v o i d a d d ( I n d i v i d n i n d ) ; 
p u b l i c v o i d u p d a t e F i t n e s s ( ) ; 
p u b l i c v o i d c l e a r ( ) ; 
p u b l i c v o i d s o r t ( ) ; 
J 
The derived F i t n e s s S t r a t e g y and D i s c r e t e F i t n e s s S t r a t e g y classes 
implement fitness functions for a chromosome that encodes a set of strategy 
parameters. Both of them evaluate fitness by mnning a trading simulation of the 
underlying strategy and calculating fitness score from the obtained instance of the 
T r a d i n g P e r f o r m a n c e class. 
p u b l i c c l a s s F i t n e s s S t r a t e g y : F i t n e s s { 
p u b l i c F i t n e s s S t r a t e g y ( T r a d i n g P e r f o r m a n c e p e r f o r m a n c e ) ; J 
p u b l i c c l a s s D i s c r e t e F i t n e s s S t r a t e g y : F i t n e s s { 
p r o t e c t e d T radeParams t P a r a m s _ ; 
p r o t e c t e d C a p i t a l A l l o c a t o r a l l o c a t o r _ ; 
p r o t e c t e d S t r a t e g y s t r a t e g y _ ; 
p r o t e c t e d D a t e T i m e t F r o m _ , t T o _ ; 
p r o t e c t e d s t r i n g t e x t _ ; 
p r o t e c t e d P e r f o r m a n c e S c o r e s c o r i n g F u n c t i o n _ ; 
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p u b l i c D i s c r e t e F i t n e s s S t r a t e g y ( T r a d e P a r a m s t P a r a m s , C a p i t a l A l l o c a t o r a l l o c a t o r , 
S t r a t e g y s t r a t e g y , D a t e T i m e t F r o m , D a t e T i m e t T o , 
P e r f o r m a n c e S c o r e s c o r i n g P u n c t i o n ) ; 
p u b l i c o v e r r i d e v o i d u p d a t e F i t n e s s ( C h r o m o s o m e c h r ) ; 
p u b l i c o v e r r i d e F i t n e s s c l o n e ( ) ; 
p u b l i c o v e r r i d e s t r i n g T o S t r i n g O ; 
The D i s c r e t e C h r o m o s o m e class contains a set of strategy parameters. The 
parameters are discrete and are specified by the range and the number of steps in the 
G r i d object. 
p u b l i c c l a s s D i s c r e t e C h r o m o s o m e : Chromosome { 
p u b l i c G r i d g r i d _ ; / / a r r a y o f G r i d l t e m s 
p u b l i c d o u b l e [ ] g e n e s _ ; 
p u b l i c i n t l e n g t h _ ; 
p u b l i c D i s c r e t e C h r o m o s o m e ( G r i d g r i d ) ; 
p u b l i c D i s c r e t e C h r o m o s o m e ( G r i d g r i d , d o u b l e [ ] g e n e s ) ; 
p u b l i c Chromosome c l o n e ( ) ; 
p u b l i c Chromosome c r e a t e l n s t a n c e ( ) ; 
p u b l i c P o p u l a t i o n c r e a t e P o p ( i n t s i z e , F i t n e s s f i t ) ; 
p u b l i c P o p u l a t i o n c r e a t e R a n d o m P o p ( i n t s i z e . F i t n e s s f i t ) ; 
p u b l i c o v e r r i d e s t r i n g T o S t r i n g O ; J 
The DiscreteCrossover and DiscreteMutation classes implement genetic 
operators for the DiscreteChromosome class. Crossover is realised in a unifomi 
way. 
p u b l i c c l a s s D i s c r e t e C r o s s o v e r : C r o s s o v e r { 
s t a t i c Random r a n d _ = new R a n d o m ( ) ; 
p u b l i c D i s c r e t e C r o s s o v e r ( ) ; 
p u b l i c v o i d c r o s s o v e r ( I n d i v i d p a r e n t l , I n d i v i d p a r e n t Z , 
I n d i v i d o f f s p r i n g l , I n d i v i d o f f s p r i n g Z ) ; J 
p u b l i c c l a s s D i s c r e t e M u t a t i o n : M u t a t i o n { 
p r o t e c t e d s t a t i c Random r a n d = new R a n d o m ( ) ; 
p r o t e c t e d d o u b l e p r o b _ ; 
p r o t e c t e d G r i d g r i d _ ; 
p u b l i c D i s c r e t e M u t a t i o n ( d o u b l e p r o b . G r i d g r i d ) ; 
p u b l i c v o i d m u t a t e ( I n d i v i d i n d ) ; J 
7.3.4 Namespace Backtesting 
The Backtesting namespace deals with strategy backtesting and optimisation 
issues. The idea is that strategy parameters are discrete and are stored in a Grid type 
object. The Optimizer class finds a set of the strategy parameters that yields 
highest performance on the given dataset. Performance is evaluated using the 
PerformanceScore delegate, which effectively is a pointer to a function that 
takes TradingPerformance and TradeList objects and returns a scalar value 
representing the perfonnance score. Among the implemented scoring functions are 
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the total return, Sharpe ratio, Stirling ratio, etc. The Optimizer class is actually 
abstract, and the derived classes must override its virtual optimize () method. 
p u b l i c a b s t r a c t c l a s s O p t i m i z e r { 
p r o t e c t e d d o u b l e [ ] b e s t P a r a m s _ ; 
p r o t e c t e d d o u b l e b e s t S c o r e _ ; 
p r o t e c t e d T r a d i n g P e r f o r m a n c e b e s t P e r f o r m a n c e _ ; 
p r o t e c t e d A r r a y L i s t b e s t T r a d e s _ ; 
p u b l i c a b s t r a c t v o i d o p t i m i z e ( G r i d g r i d , D a t a S e t d a t a , 
C a p i t a l A l l o c a t o r a l l o c a t o r , T radeParams t P a r a m s , 
D a t e T i m e t F r o m , D a t e T i m e t T o , 
P e r f o r m a n c e S c o r e s c o r i n g F u n c t i o n ) ; 
p u b l i c d o u b l e t ] g e t B e s t P a r a m s ( ) ; 
p u b l i c d o u b l e b e s t S c o r e { ) ; 
p u b l i c T r a d i n g P e r f o r m a n c e b e s t P e r f o r m a n c e 0 ; 
p u b l i c A r r a y L i s t b e s t T r a d e s ( ) ; 
_> 
The OPT_ExhaustiveSearch and OPT_Genetic classes implement exhaustive 
search and genetic algorithm-based optimisation respectively. 
p u b l i c c l a s s O P T _ E x h a u s t i v e S e a r c h : O p t i m i z e r { 
p u b l i c O P T _ E x h a u s t i v e S e a r c h ( ) ; 
p u b l i c o v e r r i d e v o i d o p t i m i z e ( G r i d g r i d , D a t a S e t d a t a , 
C a p i t a l A l l o c a t o r a l l o c a t o r , T radeParams t P a r a m s , 
D a t e T i m e t F r o m , D a t e T i m e t T o , 
P e r f o r m a n c e S c o r e s c o r i n g F u n c t i o n ) ; 
p u b l i c o v e r r i d e s t r i n g T o S t r i n g O ; J 
p u b l i c c l a s s OPT_Gene t i c : O p t i m i z e r { 
p r o t e c t e d i n t p o p S i z e _ , n u m E l i t e _ ; 
p r o t e c t e d i n t n u i t i I t e r a t i o n s _ ; 
p u b l i c OPT_Gene t i c ( i n t p o p S i z e , i n t n u m E l i t e , i n t n u m l t e r a t i o n s ) ,-
p u b l i c o v e r r i d e v o i d o p t i m i z e ( G r i d g r i d , D a t a S e t d a t a , 
C a p i t a l A l l o c a t o r a l l o c a t o r , T radeParams t P a r a m s , 
D a t e T i m e t F r o m , D a t e T i m e t T o , 
P e r f o r m a n c e S c o r e s c o r i n g F u n c t i o n ) ; 
p u b l i c o v e r r i d e s t r i n g T o S t r i n g O ; 
2 
The Backtes ter class runs a complete strategy backtest procedure according to the 
sliding window methodology with regular re-optimisation in the specified time 
intervals. 
p u b l i c c l a s s B a c k T e s t e r { 
p r o t e c t e d G r i d g r i d _ ; 
p r o t e c t e d D a t a S e t d a t a _ ; 
p r o t e c t e d O p t i m i z e r o p t i m i z e r _ ; 
p r o t e c t e d T radeParams t P a r a m s _ ; 
p r o t e c t e d C a p i t a l A l l o c a t o r a l l o c a t o r _ ; 
p r o t e c t e d T imeSpan o p t S p a n _ , r e o p t F r e q _ ; 
p r o t e c t e d D a t e T i m e f i x e d S t a r t _ ; 
p r o t e c t e d T r a d i n g P e r f o r m a n c e p e r f o r m a n c e _ ; 
p r o t e c t e d T r a d e L i s t t r a d e s _ ; 
p u b l i c B a c k T e s t e r ( G r i d g r i d , D a t a S e t d a t a . O p t i m i z e r o p t i m i z e r , 
T radeParams t P a r a m s , C a p i t a l A l l o c a t o r a l l o c a t o r , 
T imeSpan o p t S p a n , T imeSpan r e o p t F r e q , D a t e T i m e f i x e d S t a r t ) ; 
p u b l i c v o i d b a c k t e s t ( d o u b l e s t a r t C a p i t a l , D a t e T i m e t F r o m , D a t e T i m e t T o , 
s t r i n g l o g F i l e D i r , P e r f o r m a n c e S c o r e s c o r i n g F u n c t i o n ) ,-
p u b l i c T r a d i n g P e r f o r m a n c e g e t P e r f o r m a n c e ( ) ; 
p u b l i c T r a d e L i s t g e t T r a d e s ( ) ; 
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Chapter 8 
Simulations 
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This chapter presents trading simulations of the following three strategy types; 
strategies based on individual technical indicators, strategies that combine several 
technical indicators in more complex trading rules, and an economic news-based 
strategy. For each of the strategies, its structure, parameters, performance evaluation 
and optimization are discussed and trading simulation results are analysed. 
8.1 Individual Technical Indicator-Based Strategies 
Numerous technical indicators have been developed by market participants to 
facilitate trading decision-making. In this section we make an attempt to design 
strategies around a few popular indicators. 
8.1.1 Technical Indicators 
We focus on six simple technical indicators - Exponential Moving Average 
Crossover, Adaptive Moving Average, Channel Breakout, Relative Strength Index, 
Stochastic and Bollinger Bands. The former three are trend-following indicators, 
while the latter three are used to identify potential reversions. A detailed description is 
provided below. In the formulas t denotes time, Q, Ht, and Lt stand for closing, high 
and low prices at time t respectively. 
8.1.1.1 Exponential Moving Average Crossover (EMAC) 
The effect of a moving average is to slow down the price movement so that the 
longer-term trend becomes less volatile and therefore more obvious. The longer the 
period of the moving average is, the smoother the price movement is. For an 
exponential moving average, the values for each day are weighted differently using an 
exponential factor, which gives greater importance to the values of the more recent 
days. The formula for an exponential moving average (EMA) for n days is (Achelis 
(2001)): 
EMAit, n) = q + ( l ^^EMA{t -1, n) (8.1) 
110 
EMAC is simply the difference between two moving averages - the short-term m-
period moving average and the long-term ^-period moving average. The choice of the 
moving averages used in EMAC is dependent on a trader's time frame and on the 
optimal value for a particular market. 
EMAC can be used in several ways: (1) trend indication via EMAC direction and 
crossover of zero, (2) indication of overbought/oversold conditions, and (3) EMAC 
divergence versus price (see Optima (1998)). We focus on the first application only. 
The trading rule is to buy an asset when EMAC crosses above the zero line and, 
conversely, selling when the oscillator crosses below the zero line. However, this rule 
is only effective in trending markets and is prone to whipsaw in sideways markets. 
8.1.1.2 Adaptive Moving Average (AMA) 
The underlying concept of Adaptive Moving Average developed by Kaufman (1998) 
is adjustment of averaging period depending on the trend strength and noise 
magnitude in the current market state in order to react efficiently to fast price 
movement. To characterize the market state the Efficiency Ratio (ER) is used: 
ER{t)= (8,2) 
Z|c,-c,,| 
i=t-n-\-\ 
Its numerator measures the trend strength as total absolute price change over a 
window of last n periods, while the denominator estimates noise magnitude as sum of 
absolute price changes over the same window. Obviously, ER can take values in the 
range from zero (no trend, just noise is present) to one (market moves in one direction 
without noise). If price stays constant throughout the whole look-back period, both the 
numerator and denominator are zeros, and even though ER is technically undefined, it 
is set to zero. 
The value of ER is affecting the averaging period in calculation of AMA through the 
smoothing constant ct: 
AMA(t) = Q • + AMA(? - 1) • (1 - a^) 
(2 O-slow ER(t) ' io,fast (^slow) (8.3) 
otfast = 2 / (2 + 1) = 0.667 and ashw = 2 / (m + 1) 
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This imphes that if ER equals to 1 then fast 2-period exponential smoothing will be 
used, while in the case ER is zero exponential smoothing will be slow over m periods. 
Please also note that the constant a is squared in the AMA formula. This allows 
increasing its influence on length of averaging period when the market exhibits weak 
trending with high noise component. 
A simple approach of generating trading signals with AMA is to watch for price series 
penetration of AMA series: buy if price crosses AMA series from below, and sell if 
price crosses AMA from above. This approach, however, can generate a substantial 
number of small losing trades in a whipsaw market conditions. Therefore Kaufinan 
(1998) suggests using and additional filter that is based on standard deviation of AMA 
changes within some period (usually the same period that was used for ER 
calculation): 
^ ( .4M4( ; ) - .4M4( i - l ) ) " 
Filter (t) = k-\\ , (8.4) 
\ n-\ 
where k is the filter width coefficient and m is the number of periods over which the 
filter is computed. 
Taking the filter into account the trading rules become; buy if AMA{t) > AMA{to) + 
Filter{t), and sell if AMA(f) < AMA(to) - Filter{t), where t is the current time and is 
the time when the AMA series was crossed by price. 
8.1.1.3 Channel Breakout 
The original channel breakout rule is very simple: buy an asset if its close raises 
above the highest high price over the last n bars, and sell if its price closes below the 
lowest low price during the previous n bars. Instead of using market orders one could 
place limit orders at some distance from the channel boundaries, i.e. by introducing a 
filter, which can be expressed as the fraction of the previous period's trading range. 
Therefore, the rules can be summarized as follows: buy if Q > max(j9^) + k • iHt-\ -
Lt-i), and sell if Q < min(Z/) - k • {Ht-\ - Lt^\), where i = t-n...t-l, and k is the filter 
width coefficient. Obviously, it is naive to expect such a simple strategy would work, 
but it may provide a confirmatory signal when combined with other indicators. 
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8.1.1.4 Relative Strength Index (RSI) 
RSI is one of the most popular overbought/oversold indicators. It was developed in 
1978 by Welles Wilder. RSI is an internal strength index that is adjusted by the 
amount by which the market rose or fell. A high RSI occurs when the market has been 
rallying sharply and a low RSI occurs when the market has been selling off sharply. 
RSI values range from 0 to 100. The general formula for the RSI according to Optima 
(1998) is: 
jRj&r(f, %) ==1()0 RS{t,n) = ^^ (8.5) 
1 + JtS(f,») ^ ) 
1=0 
Two general uses of RSI are an overbought/oversold indicator, and a way to find 
divergences between the movement of RSI and the asset price. We focus on the 
former use. 
As an overbought/oversold indicator, an RSI value over some specified threshold (80 
is a commonly used value) means that the market is overbought, i.e. the price is very 
high and almost everyone interested in the instrument has already taken a position so 
that there are very few traders left to maintain buying pressure to push the price 
higher. There is also the possibility that because the price is so high, weak longs will 
begin to get out of the market. An RSI value under another threshold (20 is commonly 
used) means that the market is oversold, i.e. the price is very low and almost everyone 
interested in the instrument has either liquidated his long position or has entered a 
short position, suggesting that there are very few sellers left to maintain the downward 
pressure on the instrument. There is also the possibility that because the price is so 
low, new buying will soon begin to take place. 
In our approach we will follow the methodology of Dunis et al (1998), and wait for a 
confirmation signal and buy only when the RSI rises above the trigger level b\ after it 
has fallen below the oversold level 62, b\ >62. Similarly, we sell only when the RSI 
falls below the trigger level after it has risen above the overbought level sj, 1^ ^2-
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8.1.1.5 Stochastic Oscillator 
Stochastic Oscillator was developed by George Lane in the early 1960's. It is based on 
the observation that as the price of an instrument increases the daily closes tend to be 
closer to the upper end of the recent price range. Conversely, as the price decreases, 
the daily closes tend to be closer to the lower end of the recent price range. The 
stochastic values simply represent the position of the market on a percentile basis 
versus its range over the previous n periods. The percentile scale begins with zero at 
the bottom and ends with 100 at the top of the M-period range. 
There are two stochastic values; %K (fast stochastic) and %D (slow stochastic). %K 
is the basic value, and %D represents a smoothing of the %K value (as %K itself is 
volatile). There are two parameters for the stochastic oscillator - the M-period range 
over which %K percentile is calculated, and the m-period exponential smoothing 
factor for %D. 
%K is simply the current close's percentile position versus the overall trading range 
seen over the previous n periods (Achelis (2001)): 
n-1 
C, - mini,,; 
%4A:(f^:) = 100 . - ; ; t^L__ (8.6) 
maxi/ , , - mini , 
/=0 ;=0 
Since %K is very volatile, it tends to have little predictive value on its own. To make 
it more robust, %D is calculated as m-period exponential moving average of %K 
value. 
Stochastic oscillator can be used as both an overbought/oversold indicator and for 
crossover signals. In the first case the alert comes when %D line moves into the 
territory above or below some thresholds (similarly to RSI, usage of 80 and 20 is 
common). This indicates that the market has consistently rallied or sold-off versus its 
previous trading range and that the market movement may be overdone. In-line with 
our approach to trading using RSI, we are going to look at the Stochastic Oscillator 
confirmatory signals. The crossover system is left out of our work's scope. 
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8.1.1.6 Bollinger Bands 
Bollinger Bands (developed by John Bollinger) are an indicator that allows comparing 
volatility and relative price levels over a period of time. In its original version the 
indicator consists of three bands designed to encompass the majority of a security's 
price action: a moving average in the middle, an upper band (moving average plus 
two moving standard deviations of the price series), and a lower band (moving 
average minus two moving standard deviations of the price series). The standard 
deviation of the price series serves as a measure of volatility and originally is 
computed over the same period as moving average. Bollinger recommends using a 
20-day simple moving average for the centre band and 2 standard deviations for the 
outer bands. Closing prices are most often used in computing Bollinger Bands. 
Variations employ typical ((H+L+C)/3) and weighted ((H+L+C+C)/4) prices. 
The length of the moving average and number of deviations can be adjusted to better 
suit individual preferences and specific characteristics of a traded asset. In our set-up 
we will use EM A instead of simple moving average and optimize three parameters: 
length of averaging period, length of period used in computing standard deviation, 
and multiple of standard deviation. 
One of the trading rules employing the Bollinger Bands indicator is a so-called 
"double top/double bottom" rule. A top (chart formation) formed above the upper 
bands followed by a second top inside the bands constitutes a sell signal. There is no 
requirement for the second top's position relative to the first top, only relative to the 
bands. This often helps in spotting tops where the second push goes to a nominal new 
high. The converse is true for lows. 
Another rule is based on a concept similar to the one used in Stochastic Oscillator -
%B value is computed as price relative position within the channel formed by bands: 
%B = 100 • (C( - MiddleBand^ / {{UpperBandt - LowerBandt) / 2) (8.7) 
Usage of %B line is like the one of %D line in the case of Stochastic Oscillator, but it 
takes values in range -100...+100. As before, we will apply the confirmatory signal 
scheme. A note should be made on a relationship between the standard deviation 
multiple and the threshold levels for the %B line. Obviously, the same trading rule 
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can be expressed by different combinations of their values, e.g. the multiple value 1 
with threshold value 0.9 gives the same relative position of the threshold within the 
channel formed by the bands as the multiple value 2 with the threshold value 0.9 / 2 = 
0.45. Therefore when optimizing, we will keep the multiple of standard deviations 
parameter fixed at the default value 1. 
8.1.2 Evaluating Technical Indicator Forecast Quality 
On each buy or sell signal of the indicator we will estimate the quality of the direction 
forecast over the short-, medium- and long-term horizons following right after the 
signal. For each of these horizons we set upper and lower bounds on the exchange rate 
that depend on the medium-term trading range (distance between highest and lowest 
rates within the period) prior to the signal. 
More specifically, let t be the time when a signal is obtained, F{t) be the exchange rate 
at that time, TRt be the medium-term trading range prior to time t, and Tshon, Tmedium 
and Tiong be the lengths of the short, medium and long-term horizons respectively. 
Then the following bounds are set for each of the horizons: 
= ^ ( 0 + gzgMaZ - max 
= ^ ( 0 - aigziaZ - max 
T f AoTKon 0.0010, 
MT 
0.0010, TR, • 
V '^medium J 
(8.8) 
where horizon = [short, medium, long), signal = {+l(buy), -l(sell)}, and cXcorrect and 
cXwrong define what the deviation of the exchange rate from its initial value at time t 
expressed as percentage of the prior trading range should be to consider the signal to 
be correct or wrong (a natural condition is 0 <(X„rong c^Cconect as one wants to earn on 
the average winning trade more than to lose on the average losing trade). The max 
function simply imposes a minimum threshold level of 10 basis points. 
Using these bounds the following scoring will be performed for each of the horizons. 
For the buy (sell) signal, every time the upper (lower) bound is hit by the exchange 
rate before the lower (upper) bound, we give a point to the score of that horizon. Also, 
for the buy (sell) signal if the lower (upper) bound is hit by the exchange rate before 
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the upper (lower) bound, we subtract a point from the score of that horizon. If no 
bounds are hit, the score is not changed. 
The total score for the indicator is calculated as a weighted average of the horizon 
scores: 
SCOrCifiiiicator ~ ^short ' ^COfCshort ^medium ' + Wiong ' SCOfBlong (8 9) 
where Wshon, ^medium and wiong are the horizon weights, Wshon + ^medium + Whng = 1 and 
Wshort > Wmedium > '^ long as we are first of all interested in the short-term trading 
performance. 
In our simulations the following values will be used; 
Tshort = 30 minutes, T^ edium = 4 hours and Tiong = 1 day 
(^rong 0 . 4 , OCcorrect 0 . 7 
^short 0 . 6 , medium 0 . 3 , Wlong 0 . 1 
8.1.3 Simulation Process 
The period of analysis is January 2004 to December 2006*. Original data will be 
aggregated into 10-minute bars. The sliding window approach described in Chapter 4 
will be applied with the optimization (in-sample) window size of 365 days and 
backtest (out-of-sample) window size of 90 days. 
Two approaches to strategy optimization will be used - stepwise and parallel. 
In stepwise optimization initially each of the indicators will be optimized over each 
in-sample window with the direction accuracy score (8.9) as the objective function 
and its optimal parameters for that window will be found. After that each indicator 
will be plugged into four strategies; 
• A strategy with "all-in" capital allocation and no money management - all 
money is invested to open a position when a signal is obtained, the open 
' The first three months of this period will be used to calculate initial values of the strategy variables, 
indicators, etc - this is often called a warm-up period. 
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position is closed and the opposite position is opened only when an opposite 
signal is received; if second signal is received in the same direction as the 
open position, no action is taken; no leverage is used (denoted as None) 
• A strategy with "fixed fraction" capital allocation and fixed stop-loss / fixed 
take-profit position management grid (denoted as FSL/FTP) 
• A strategy with "fixed fraction" capital allocation and frailing stop-loss / fixed 
take-profit position management scheme (denoted as TSL/FTP) 
• A strategy with "fixed fraction" capital allocation and fixed feed / take-profit / 
cut / stop-loss position management grid (denoted as FF/TP/C/SL) 
The latter three sfrategies risk 10% of the initial wealth on each trade and use a 
leverage factor of 10 to equate their exposure with the one of the first sfrategy and 
thus to make trading performances of all the strategies comparable to each other. 
The first strategy will be simply back-tested over both in-sample data and out-of-
sample data as there are no parameters to optimize. The strategies with money 
management first will be optimized (the parameters to optimize are threshold levels of 
the underlying money management scheme) over each of the in-sample windows* and 
then backtested over the corresponding out-of-sample windows. 
In parallel optimization the underlying indicator is not pre-optimized separately from 
the sfrategy, but instead the indicator parameters are concatenated with the parameters 
of the sfrategy into a single parameter vector and optimized together using the same 
objective fiinctions as at the second stage of the stepwise optimization. 
8.1.4 Evaluating and Optimizing Strategy Trading Performance 
Table 8.1 below provides a summary of the sfrategy parameters that will be 
optimized. The domain of each parameter is defined by a fixed-step grid over a 
specified range. 
' Obviously, when optimizing the strategies over an in-sample window, the underlying technical 
indicator's pre-optimized parameters for that window will be used. 
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Table S.I. Individual technical indicator strategy parameters 
Technical Indicator Parameter Min Max Step 
EMA 
m, short span 20 minutes 4 hours 10 minutes 
(n-m), difference between long and short spans 30 minutes 48 hours 30 minutes 
AMA 
n, period for efficiency ratio 30 minutes 12 hours 10 minutes 
m, period for slow smoothing 1 hour 24 hours 30 minutes 
k, filter width 0,05 1 0.05 
Channel Breakout 
n, channel length 10 minutes 24 hours 10 minutes 
k, filter width 0 1.5 0.1 
RSI 
n, look-back period 10 minutes 24 hours 10 minutes 
bz, oversold level 5 35 1 
(61-62), buy trigger vs oversold level distance 0 10 1 
S2, overbought level 65 95 1 
sell trigger vs overbought level distance 0 10 1 
Stochastic Oscillator 
n, %K look-back period 10 minutes 24 hours 10 minutes 
m, %D smoothing period 10 minutes 24 hours 10 minutes 
62, oversold level 5 35 1 
(bi-bi), buy trigger vs oversold level distance 0 10 1 
si, overbought level 65 95 1 
(•yr-^ Ji), sell trigger vs overbought level distance 0 10 1 
Bollinger Bands 
n, length of averaging period 30 minutes 24 hours 30 minutes 
m, length of period for calculating standard deviation 30 minutes 24 hours 30 minutes 
bi, oversold level -250 -20 1 
(61-62X62, buy trigger vs oversold level relative distance 0 0.2 0.01 
S2, overbought level 20 250 1 
{S2-S{)IS2, sell trigger vs overbought level relative distance 0 0.2 0.01 
Money Manager Parameter Min Max step 
Fixed stop-loss / 
fixed take-profit stop-loss -200 pips -10 pips 5 pips 
take-profit 10 pips 200 pips 5 pips 
Trailing stop-loss / 
fixed take-profit initial stop-loss -200 pips -10 pips 5 pips 
take-profit 10 pips 200 pips 5 pips 
Fixed feed / 
take-profit / feed level 10 pips 100 pips 5 pips 
cut / stop-loss take profit vs feed level distance 10 pips 100 pips 5 pips 
feed fiacfion 0.2 1 0.1 
cut level -100 pips -10 pips 5 pips 
stop-loss vs cut level distance -100 pips -10 pips 5 pips 
cut fraction -0.5 -0.2 0.05 
For all optimization (both technical indicators and strategies) a genetic algorithm is 
used. Due to a high-frequency nature of data over a substantial period of time and 
resource constraints the population size is limited to 50 chromosomes and the number 
of iterations to 30. Real value encoding is used, according to which each parameter of 
an indicator or a strategy is represented by a real number as shown in table 8.1. The 
selection operator is implemented by means of sigma scaling approach (6.1) and 
applying elitism methodology for top two chromosomes. The crossover operator is 
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performed in a uniform fashion (Figure 6.5), while the mutation operator is 
implemented by randomly generating a new value for each gene with probability 3%. 
For fitness estimation two functions of trading strategy performance are used - the 
Sharpe ratio (4.6) with the risk-free rate set to zero, and the modified Sterling ratio 
(4.10), both calculated using daily returns. 
8.1.5 Results and Analysis 
Tables B.l to B.12 in the Appendix B contain details of the strategy in-sample and 
out-of-sample performance for all sub-periods produced by sliding window 
methodology. Figures 8.1 to 8.6 show the strategy cumulative performance over the 
complete out-of-sample period. 
In order to estimate degree of strategy robustness we also produce scatter plots of 
strategy out-of-sample vs in-sample returns, which are shown in Figures 8.7 to 8.12, 
and compute their correlations. 
Stepwise optimization Parallel optiniization 
Figure 8.1. Exponential Moving Average Crossover out-of-sample cumulative profit and loss 
Stepwise optimization Parallel optimization 
m m m m 
Figure 8.2. Adaptive Moving Average out-of-sample cumulative profit and loss 
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Stepwise optimization Parallel optimization 
Figure 8.3. Channel Breakout out-of-sample cumulative profit and loss 
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Figure 8.4. Relative Strength Index out-of sample cumulative profit and loss 
Stepwise optimization Parallel optimization 
Figure 8.5. Stochastic Oscillator out-of-sample cumulative profit and loss 
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Figure 8.6. Bollinger Bands out-of-sample cumulative profit and loss 
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The scatter-plots depict several cross-sections, namely conditioning on positive in-
sample returns, conditioning on the type of trading performance evaluator (Sharpe and 
Stirling), and conditioning on the type of money management (FSL/FTP, TSL/FTP, 
FF/TP/C/SL and None). The corresponding linear fits are shown on the plots with 
correlation numbers are given in braces in the legend. 
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Figure 8.7. Exponential Moving Average Crossover in-sample vs out-of-sample returns 
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Figure 8.9. Channel Breakout in-sample vs out-of-sample returns 
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Figure 8.10. Relative Strength Index in-sample vs out-of-sample returns 
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Most of the strategies were profitable in-sample with the only exception of the fully 
invested strategies without money management (denoted as None), particularly those 
optimized using stepwise methodology. This clearly indicates that optimizing 
technical indicators solely using introduced directional accuracy objective function 
does not guarantee indicator positive returns and underlines importance of money 
management for the trading process. 
Comparing in-sample performance by the type of evaluator, it is seen that the Stirling 
ratio-based evaluator outperforms the Sharpe ratio, however at the cost of higher 
volatility and drawdown. Also, it can be noticed that in-sample performance of the 
strategies optimized in parallel fashion demonstrate higher returns than performance 
of the strategies optimized stepwise. The reason for that is the fact that opposed to the 
stepwise approach that creates a cut in the parameter space, the parallel methodology 
allows to play simultaneously with a larger number of parameters in optimization and 
thus yields a better fit, which however is not necessarily generalized into the out-of-
sample period. 
Out-of-sample performance is rather mixed, putting a question mark on stability and 
robustness of the strategies - while some technical indicators managed to produce 
positive returns out-of-sample with one type of the money management, the very 
same indicators produced losses when used with the other money management 
schemes. 
Probably the most prominent out-of-sample pattern (which is observed for all 
indicators except for Stochastic Oscillator) are smooth steadily decreasing PL curves 
corresponding to the combination of the None money management with stepwise 
optimization methodology (magenta and navy lines on the left panels of Figures 8.1 to 
8.6). The cause of such behaviour is frequent position changing with maximum 
exposure (the None money management scheme uses fully invested capital allocation) 
that generates high transaction costs and thus gradually reduces the trading capital. 
In terms of out-of-sample profitability and robustness it is quite unusual that Channel 
Breakout, perhaps the simplest of the indicators, turned out to be the winner yielding 
remarkable returns up to 98% over a two-year period with correlation between in-
sample and out-of-sample returns about 0.5. This however is achieved at a cost of 
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high volatility and drawdown numbers. The next in line although not as good is 
Adaptive Moving Average, while the rest of the indicators are much less successful. 
Analysing the relationship between indicator in-sample and out-of-sample returns it is 
important to condition on positive performance in sample, since in reality no one will 
trade with a strategy that is loosing money in a backtest. On the leftmost panels of 
Figures 8.7 to 8.12 one can see a sharp decrease (and even a change of sign) in return 
correlation after such conditioning implying weak generalization capabilities of the 
underlying indicators. In the evaluator cross-section the Sharpe ratio seems to produce 
marginally higher correlation values on average than the Stirling ratio. In the money 
manager cross-section results are varied, but clearly supporting significance of money 
management for achieving profitability. 
In order to improve strategy generalization capabilities, bootstrapping and fitness 
sharing techniques could be applied. Also, optimization can be run using a complex 
objective function that would encompass a wider spectrum of trading performance 
measures. E.g., one could combine average return per day excluding best 3% days, 
standard deviation of daily returns excluding best 3% days, maximum drawdown, 
monthly return retracement ratio (4.11), average return per trade excluding best 3% 
trades, and fraction of winning trades. 
8.2 Strategies Combining Technical Indicators 
Besides the strategies based on single technical indicators, below two strategies that 
combine several individual indicators into composite rules are reviewed. In our setup 
we choose a pre-specified form of indicator combination and allow the genetic 
algorithm to find its optimal parameters. We should acknowledge that pre-specifying 
the form of combination restricts the search space and can result in downgraded 
performance of the optimal strategy. However, on the other hand, combining 
arbitrarily chosen indicators without reasoning can result in the data snooping bias. 
Ideally, the universe of indicators and ways of their combination should be carefully 
chosen using expert judgement, and the algorithm should be given flexibility in 
finding both the optimal combinations and their parameters. This, however, is left out 
of scope of this thesis and can be one of the directions for further research. 
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8.2.1 Combining Channel Breakout with Bollinger Bands 
The trading rule for this strategy is to buy if the channel breakout indicator indicates 
to go long and the exchange rate has crossed the Bollinger upper signal line from 
below; and to sell if the channel breakout indicator suggests going short and the 
exchange rate has crossed the Bollinger lower signal line from above. Some delay 
between the indicators is allowed - once a signal from one of the indicators is 
received, a timer is initialised and if the other indicator produces a confirmatory signal 
within a specified time span w, a frade is executed, otherwise the strategy goes into a 
state of awaiting the next timer-initialising signal. 
8.2.2 Combining Adaptive Moving Average with Stochastics 
"Trend is your friend" and "Never trade against the trend" are famous cliches used by 
traders. To increase reliability in identifying intermediate trends Duffy (1994) 
suggests combining the signals of the Moving Average Crossover and Stochastic 
indicators. Inspired by his approach, we study the performance of linking up the 
Adaptive Moving Average indicator with the Stochastic Oscillator. AMA is treated as 
a signal line for the exchange rate series without filtering. The rules are the following. 
For long positions: look for buy signals when both the rate and Stochastic are above 
their signal lines; do not take signals if one of the indicators has crossed to below its' 
signal line; exit when both indicators cross to below their signal lines. For short 
positions, reverse the process: look for sell signals when both the rate and Stochastic 
are below their signal lines; do not take signals if one of the indicators is above its' 
signal line; exit when both indicators cross to above their signal lines. Note how the 
signal lines of the Stochastic Oscillator are used - a bullish (bearish) trend is 
confirmed when the oscillator is in the top (bottom) zone. 
8.2.3 Performance Evaluation and Simulation Process 
Similarly to the approach described in the previous section, once a trading signal of a 
composite indicator is generated, capital is allocated for the trade and a position is 
opened with an attached money manager. The capital allocation and money 
management schemes are the same as used before (see description in Section 8.1.3). 
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For all strategies simulations are conducted according to the methodology described 
in Sections 8.1.2 - 8.1.4. Over each in-sample window, first the composite technical 
indicators are pre-optimised with direction accuracy score as the objective function, 
then parameters for money managers are optimized by simulating the trading process 
over this window using trading performance evaluation techniques specified in 
Section 8.1.4, and, finally, the strategy is backtested over the out-of-sample window. 
For optimization the same type of genetic algorithm is used. Table 8.2 summarizes the 
parameters of the composite indicators and the money management schemes. 
Table 8.2. Composite technical indicator strategy parameters 
Composite Indicator Parameter Min Max step 
Channel Breakout 
& Bollinger ncB, channel length 10 minutes 24 hours 10 minutes 
kcB, filter width 0 1.5 0.1 
riBB, length of averaging period 30 minutes 24 hours 30 minutes 
niBB, length of period for calculating standard deviation 30 minutes 24 hours 30 minutes 
bsB, factor of standard deviation for buy signal line 20 250 1 
sbb, factor of standard deviation for sell signal line -250 -20 1 
w, timeout period 0 12 1 
AMA& 
Stochastic Oscillator iiama, period for efficiency ratio 30 minutes 12 hours 10 minutes 
mAMA, period for slow smoothing 1 hour 24 hours 30 minutes 
nso, %K look-back period 10 minutes 24 hours 10 minutes 
mso, %D smoothing period 10 minutes 24 hours 10 minutes 
bso, buy signal line 65 95 1 
Sso, sell signal line 5 35 1 
Money Manager Parameter Min Max Step 
Fixed stop-loss / 
fixed take-profit stop-loss -200 pips -10 pips 5 pips 
take-profit 10 pips 200 pips 5 pips 
Trailing stop-loss / 
fixed take-profit initial stop-loss -200 pips -10 pips 5 pips 
take-profit 10 pips 200 pips 5 pips 
Fixed feed / take-profit / 
cut / stop-loss feed level 10 pips 100 pips 5 pips 
take profit vs feed level distance 10 pips 100 pips 5 pips 
feed fraction 0.2 1 0.1 
cut level -100 pips -10 pips 5 pips 
stop-loss vs cut level distance -100 pips -10 pips 5 pips 
cut fraction -0.5 -0.2 0.05 
8.2.4 Results and Analysis 
The results are provided in the same format as for the individual technical indicators. 
Details of the in-sample and out-of-sample performance for all sub-periods are 
provided in Tables B.13 to B.16 in the Appendix B, strategy cumulative profit and 
loss curves are shown in Figures 8.13 and 8.14 below, and scatter plots of out-of-
sample vs in-sample returns are given in Figures 8.15 and 8.16. 
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As is clearly seen, combined indicators has not resulted in enhancement of trading 
performance compared to the performance of the underlying indicators taken 
individually. On the opposite, the results are poor. The in-sample results demonstrate 
a high proportion of the negative returns for stepwise optimization methodology as 
well as large number of relatively small positive returns for the parallel optimization 
approach. Although there are some in-sample sub-periods where the complex 
indicators are profitable, the final cumulative out-of-sample returns are negative. 
Stepwise optimization Parallel optimization 
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Figure 8.13. Channel Breakout with Bollinger Bands out-of-sample cumulative profit and loss 
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Figure 8.14. Stochastic with Adaptive Moving Average out-of-sample cumulative profit and loss 
Observed deterioration of trading performance implies that the choice of technical 
indicators for combination was not good. Also, please note that in both cases usage of 
at least one of the underlying indicators was changed, which can be another reason of 
drop in performance, - interpretation of the signal lines of both Bollinger Bands and 
Stochastic Oscillator was changed from over-bought/over-sold levels to trend 
confirmation levels, and filtering band was removed fi-om the Adaptive Moving 
Average. 
Obviously, there are many ways to combine technical indicators, some of which can 
yield performance improvement. Among them two major directions can be 
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distinguished - building new complex indicators using simple indicators as 
components (our chosen approach), or treating individual indicators as components of 
a portfolio and dynamically allocating capital for them based on performance. While 
the former approach can be prone to the over-fitting problem, the latter one may 
improve strategy robustness by using diversification. 
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Figure 8.16. Stochastic with Adaptive Moving Average in-sample v.? out-of-sample returns 
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8.3 Strategy Based on Economic News 
This strategy is built around a concept of primary and secondary reactions to news 
described in Chapter 3. 
8.3.1 Strategy Description 
The strategy contains a list of news that it is going to trade. For each of the news on 
the list there is attached a list of primary reaction length - secondary reaction length 
pairs with the corresponding correlation and regression coefficient values*. Only the 
pairs with correlation greater than a positive threshold Cmomentum or less than a negative 
threshold Coverreaction are considered. Both thresholds are parameters of the strategy. 
For each of the news, for each of its release time after the primary reaction is 
observed the strategy opens a position (in the direction of the exchange rate 
movement during the primary reaction for positive correlation, and in the opposite 
direction for negative correlation) and attaches to this position a money manager. 
When allocating capital the position size is determined by the correlation coefficient -
the stronger correlation, the more money is bet: 
position size = initial wealth • 5% • [correlation coefficient] 
The leverage factor is 20. The money management schemes under consideration are 
the same as used before - fixed stop-loss and take-profit levels; fixed take-profit and 
trailing stop-loss; and fixed stop-loss, take-profit, feed and cut levels. Three following 
approaches to determining the money management level values are considered: 
• Scaling grid: the level values for the 10-minute secondary reaction horizon are 
considered as the base values, and the values for the other horizons are 
obtained by applying the square root of time rule to rescale the base values. 
• Fixed grid: the base level values are considered to be the same for all horizons. 
• Regression-based: the level values are expressed as multiples of the secondary 
reaction's forecasted returns, where the forecast is obtained by substituting 
' In addition to calculating correlations, the exchange rate returns during the secondary reaction to the 
news are regressed on the corresponding returns during the primary reaction. 
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primary reaction's observed returns into the regression equation estimated on 
historical data. 
8.3.2 Simulation Process 
Unlike for the other strategies, for news-based strategy the sliding window 
methodology is not used as a longer period should be used for estimating correlations 
and regression coefficients. Instead, the strategy is optimized over the period January 
2004 - December 2005 and backtested over the period January 2006 - December 
2006. The parameters to optimize are shown in table 8.3 below. 
Table 8.3. Economic news-based strategy parameters 
News Filtering Parameter Min Max Step 
Filter thresholds 
number of observations in sample 10 40 5 
correlation threshold for momentum 0.1 0,4 0.05 
correlation threshold for overreaction -0.4 -0.1 0.05 
max holding period* 1 10 1 
Money Manager (time scaling) Parameter Min Max Step 
Fixed stop-loss / 
fixed take-profit base stop-loss -50 pips -5 pips 5 pips 
base take-profit 5 pips 50 pips 5 pips 
Trailing stop-loss / 
fixed take-profit base initial stop-loss -50 pips -5 pips 5 pips 
base take-profit 5 pips 50 pips 5 pips 
Fixed feed / take-profit / 
cut / stop-loss base feed level 5 pips 50 pips 5 pips 
base take profit vs base feed level distance 5 pips 50 pips 5 pips 
base feed fi^ction 0.2 1 0.1 
base cut level -50 pips -5 pips 5 pips 
base stop-loss vs base cut level distance -50 pips -5 pips 5 pips 
cut fiaction 
-0.5 -0.2 0.05 
Money Manager (regression) Parameter® Min Max Step 
Fixed stop-loss / 
fixed take-profit stop-loss -40% 20% 
take-profit 40% 800% 20% 
Trailing stop-loss / 
fixed take-profit initial stop-loss -800% -40% 20% 
take-profit 40% 800% 20% 
Fixed feed / take-profit / 
out / stop-loss feed level 40% 400% 20% 
take profit vs feed level distance 40% 400% 20% 
feed fraction 0.2 1 0.1 
cut level -400% -40% 20% 
stop-loss vs cut level distance -400% -40% 20% 
cut fraction -0.5 0.2 0.05 
Expressed as multiple of secondary reaction duration. 
^ Levels are specified as percent of the forecasted return but cannot be less than 5 pips in absolute 
value. 
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For strategy optimization a genetic algorithm is used with the parameters, operators 
and fitness estimation methodology identical to the ones described earlier in Section 
8.1.4. 
8.3.3 Results and Analysis 
In-sample and out-of-sample performance statistics as well as parameter values for 
the best strategies are given in Tables 8.4 and 8.5, while the corresponding profit and 
loss curves are shown in Figures 8.17 to 8.19. 
For each combination of evaluator and money management type the algorithm was 
able to find a strategy that is profitable in sample. The number of winning trades in 
sample, however, is not exceeding 50% (in most cases it is marginally below this 
value), which clearly indicates importance of money management in contributing 
positive returns - obviously the average profit per a winning trade should be greater 
than the average loss per losing trade. Nevertheless, for most of the found strategies 
the stop-loss limits tend to be wider than the take-profit limits, which implies that 
strategies are inclined to risk more money on each trade than it would expect to win. 
A possible explanation of this fact could be either the mean-reverting nature of the 
exchange rate process at high frequency within the secondary reaction period or, 
alternatively, position maximum holding period could have elapsed before their 
money management grid limits were hit. 
Comparing in-sample results by the type of performance evaluator used in 
optimization, it can be distinctly observed that strategies optimized with the Stirling 
ratio-based evaluator provide higher return, volatility and drawdown numbers than the 
ones optimized with the Sharpe ratio. In terms of the information ratio, however, the 
strategies optimized with the Sharpe ratio-based evaluator are superior to the ones 
obtained with the Stirling ratio - the corresponding average annualised information 
ratios are 5.6 and 4.2. 
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Table 8.4. News strategy in-sample performance and optimal parameters 
Strategy Strategy News Scaling Grid StrmtegvNeM Fixed Grid StratccY News : Regression-based Grid 
Money Manager FSL/FTP TSL/FTP FF/TP/C/SL FSL/FTP TSL/FTP FF/TP/C/SL FSL/FTP TSL/FTP FF/TP/C/SL 
Fitness Sharpe Stirling Sbarpe Stirling Sharpc Stirling Sharpc Stirling Sharpc Stirling Sharpe Stirling Sharpc Stirling Sharpc Stirling Sharpc Stirling 
Time From 20040104 20040104 20040104 20040104 20040104 20040104 20040104 20040104 20040104 20040104 20040104 20040104 20040104 20040104 20040104 20040104 
Time To 20031231 20051231 20051231 20051231 2005I23I 20051231 20051231 M m M l 20051231 20051231 20051231 20051231 20051231 20051231 20051231 M W ^ l 20051231 
Return n i J i % 43.02% 111.90% 3 M m 11266% 3 ^ M 111.17% 36.80% 111.40% 4100% 32.45% 7&M% 3104% 66.48% 46.93% 7029% 
Volatility 4X)9% 5J2% I M I % 4X)6% W.M% 4.72% 18.25% 4.72% 17.94% 567% 17.93% 4 ^ ^ 1152% 4.14% 11.40% 620% 11*4% 
Max Drawdown 2.92% 9 j2% 4.12% 965% 2.86% 10.94% 3 ^ ^ 965% 3J8% 8.45% 460% 860% 3.62% 7*5% 363% 9JMt 4.72% 846% 
Num of Trades 5043 15644 7084 15644 5043 20208 5790 15644 5790 15642 7084 15642 5790 15651 5790 15651 5790 15651 
Wlm:% 47% 50% 46% 50% 47% 49% 47% 50% 47% 50% 46% 50% 49% 49% 45% 41% 50% 48% 
B o y : * 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 
Boy WIm:% 45% 48% 44% 48% 45% 48% 46% 48% 46% 48% 44% 48% 48% 47% 46% 40% 47% 47% 
49% 51% 48% 51% 49% 50% 48% 51% 48% 51% 48% 51% 49% 51% 45% 41% 52% 50% 
AvglRet per Trade) &579E4)5 7.I15E4)5 6 # ^ # 6.6I7E-05 56705-05 6.490E4)5 7.10754)5 7.12254)5 54285-05 7.069545 5.605545 4.896E4I5 5634545 4248E4)5 8.10654)5 4.49154)5 
Stdcv|Rct per Trade) 5.270E4)4 9J52E4)4 9646544 5605E-04 8.7195-04 5.274E4)4 9.28854)4 5J0254)4 924154)4 9.235544 4.72654)4 6429544 4*10544 6.740544 6292E4)4 
Min|Rct per Trade) -2J26EX)3 -6.33954)3 .26265-03 -6639543 -2626E-03 -663954)3 -1733E48 -5.44754)3 -2.73354)3 -4.86QE4]3 -173354)3 -4.75954)3 -2626543 .2626543 -3290543 -3631E4)3 
Max{Rct per Trade) 3.639Er03 I.I46E-02 3 ^ 0 5 ^ 1 1.146E41 3:63954)3 949054)3 464454)3 8.16254)3 4 m % W 7.74354)3 464454)3 7.74354)3 464454)3 5 a # # 4^954)3 6.112543 544654)3 6.441E4)3 
Avg(Rct per Buy) 4j62E45 7.145E-05 7 . n ^ w 4639E4)5 563054)5 4 # ^ W 7.09254)5 6.984E4)5 3.66554)5 6.88954)5 4.180545 3623545 3*73545 1875545 5236545 3.254545 
Stdcv[Rctpcr Buy) 5468244 9J26E.04 5.023E-04 9626544 5.0775-04 8464544 5.05554)4 9.429E4)4 9649544 4.99354)4 9646544 4.494544 6.45954)4 4694544 5.964544 6.112544 
Min)Rct per Buy] 
.5.655E-03 .2.I17E-03 -5.655E4)3 -Z l 175-03 ^ ™ M 3 -111754)3 .5.44754)3 -111754)3 -4*60543 -111754)3 ^ W M 3 .1.779543 .1.912543 -3.16654)3 -1777543 -185054)3 
MaxjRet per BuyJ 3.639EX)3 I.146E-02 3439643 I.146E-02 3439543 9.69054)3 343954)3 8.16254)3 3 a W 5 # 7.743E4I3 3.639543 7.743E4)3 3.639543 5632543 3439543 5.950543 544654)3 6xM1543 
AvgjRet per Sell) &M8E4]5 7.086E-05 8 ^ # # 7.170545 8*875-05 5.61054)5 862154)5 7.12154)5 8.133545 7259545 821054)5 7250545 7.028545 6268545 7.195545 5.619545 1497544 5.727545 
Stdev)Rct per Sell) 5.455EX)4 9.I74E-04 5409E-04 9.162544 867454)4 5.47954)4 9.14554)4 9.132E4)4 564254)4 9.I23E4)4 4 # ^ M 6.79254)4 5X)I154)4 626954)4 6.94354)4 6.46554)4 
MinjRet per Sell) .2J26E4)3 .6J39E-03 -2J26E4)3 -6639E-03 -26265-03 -6639E4)3 -173354)3 -5.10754)3 -173354)3 -4.802E4)3 .2.733543 -4.759E4)3 .2626543 .2626543 3290543 
Max|Rct per Sell) 3J79E4)3 6.715E-03 6 M # W 3.4535-03 6.192E4)3 464454)3 6J1554)3 4 # # ^ i 769054)3 4644543 7.590543 4644543 5.225543 4.039543 6.112540 5.415543 
AvglConsec Wlnsl 268 2 j 2 267 261 267 146 264 263 154 164 267 264 199 320 180 190 3.01 3.19 
Stdcv(Consec Wins) 2.47 2J3 260 264 146 260 138 135 138 2.41 151 143 175 361 161 190 167 326 
MaxjConsec Wins) 24 34 24 34 24 32 24 34 24 34 24 34 24 37 24 26 19 27 
AvglConsec Losses) 2.90 2J6 3.01 266 2.90 269 2.90 267 190 267 3.01 268 3.16 362 3.40 421 3.03 3.42 
StdcvjConsee Losses) 2.72 2 j l 2.93 261 173 269 168 152 167 264 194 154 188 3.54 3.17 4.70 190 3.75 
MaxjConsec Losses) 20 29 25 29 20 30 19 29 19 29 25 29 20 35 20 47 22 41 
Observations 15 10 10 10 15 10 10 10 10 10 10 10 10 10 10 10 10 10 
Momentum correl 0.40 OJO 065 060 0.40 OJO 0.40 060 065 020 065 060 0 ^ 060 0.40 025 0.40 060 
Overrcaction correl 
-0J5 -OJO -065 4)J0 -065 4)20 4)65 4)20 4)65 4)20 4)65 4)20 4)65 4)20 4)65 4)20 4)65 4)20 
Max holding period 1 9 1 9 I 9 I 9 1 9 1 9 1 8 1 8 4 8 
Stop loss 
-125 -60 .125 -65 .H5 -90 -160 -170 - n o -155 - n o -360% .800% -800% -780% -620% .740% 
Take profit 40 105 45 135 40 115 80 125 70 110 85 n o 540% 800% 500% 560% 540% 740% 
Cut level 
-30 -70 4 0 <%80% .360% 
Feed level 20 75 25 30 400% 400% 
C« t% 
-40% .40% -45% .35% -20% .20% 
Fccd% 90% 40% 20% 60% 40% 20% 
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Table 8.5. News strategy out-of-sampleperformance 
Strategy 
Money Manager 
Fitness 
Strategy News Scaling Grid Strategy News Fixed Grid Strategy News : Regression-based Grid 
FSL/FTP TSL/FTP FF/TP/C/SL FSL/FTP TSL/FTP FF/TP/C/SL FSL/FTP TSL/FTP FF/TP/C/SL 
Sharpe Stirling Sharpe Stirling Sfaarpc Stirling Sharpc Stirling Sltarpe Stirling Sharpe Stirling Sharpe Stirling Sharpe Stirling Sharpc Stirling 
Time From 20031231 20051231 20051231 20051231 20051231 20051231 20051231 20051231 20051231 20051231 20051231 20051231 20051231 20051231 20051231 20051231 20031231 20051231 
Time To 20061231 20061231 20061231 20061231 20061231 20061231 20061231 20061231 20061231 20061231 20061231 20061231 20061231 20061231 20061231 20061231 M M i a i 20061231 
- 4 ^ * -2 j2% .11J4% -133% -4.49% -626% .9^2% -344% 4 ^ % .336% -1IJ2% .189% -948% ^ ^ ^ % .10.10% -18.99% -925% ^ l ^ % 
Volatility 1546% 4.74% 1546% 3^6% 16.74% 430% 1540% 450% 15.95% 4.75% 1542% 3.75% 3.85% 11.13% 5.75% 11.53% 
Max Drawdown 622% l ^ W 13.77% W.W% 6.08% 2026% 11.10% l ^ M 11.10% 17.16% 13.54% l ^ M 10.82% 3 M m 11.75% 24J8% 11.44% 30.91% 
Num of Trades 2618 8055 3496 8056 2618 10087 2989 8055 2989 8053 3496 8053 2989 8075 2989 8081 2989 8078 
40% 45% 39% 45% 40% 45% 39% 45% 39% 45% 39% 45% 41% 44% 37% 35% 43% 43% 
Bmy: % 48X 48% 49% 48% 48% 48% 49% 48% 49% 48% 49% 48% 49% 48% 49% 48% 49% 48% 
Buy Wins % 39% 48% 37% 47% 39% 47% 38% 48% 38% 48% 37% 48% 40% 45% 37% 36% 43% 44% 
SeUWhwW 42% 43% 40% 43% 42% 42% 40% 43% 40% 43% 40% 43% 42% 43% 38% 35% 43% 43% 
AvglRct per Trade) 1.T71E45 -3.12454)6 -3J01E4)5 -2.89754)6 .1.71454)5 -620854)6 -3.1845-05 .3.77954)6 -3.18354)5 -4.17054)6 -3J9454)6 j # 8 & W ^ ^ 6 & M -3J8054)5 .135054)5 -3.09654)5 -3.14854)5 
StdevfRet per Trade] 4.7I8E4)4 8.42354)4 4.68754)4 4.72154)4 7.99554)4 4.72754)4 8.42754)4 4.72654)4 8.40354)4 4.73754)4 4J0054)4 6.01054)4 4.41354)4 5.64854)4 
Mini Ret per Trade] -4.46254)3 -2.47654)3 -4.46254)3 .4.53954)3 -162354)3 -5.12454)3 -159254)3 -5.16454)3 -160^4)3 -4.46254)3 -147654)3 -147654)3 -179254)3 -3^2654)3 
Max|Rct per Trade) 3.03054)3 628354)3 3.01254)3 628354)3 628354)3 3.05054)3 6.13454)3 3.05054)3 426854)3 3.16754)3 426854)3 3 # 0 & W 5.08654)3 3.05054)3 3.70354)3 4.78754)3 
AvgjRetper Buy) -1J17EX)5 5.44854)5 5.49754)5 -1J8054)5 4.60254)5 -1.95954)5 5.50054)5 -145954)5 5.60954)5 .113954)5 5^,4854)5 -2.09354)5 .648254)7 -226854)5 427154)6 -728554)6 .17785-06 
Stdcv[Rct per Buy} 4.963E4)4 8.17154)4 4.74654)4 4.94954)4 7.78554)4 4.80854)4 8.18454)4 4.80854)4 820354)4 4.81254)4 8.16954)4 4.42254)4 5.84254)4 4J1654)4 5J0954)4 5.73654)4 5.47654)4 
Min|Rct per Buy) -2.04354)3 -4.45554)3 -2.17554)3 -4.45554)3 .4J3954)3 -104354)3 -5.12454)3 -104354)3 -5.16454)3 .2.17554)3 .3.48154)3 -105854)3 .194154)3 -228854)3 
MaxlRet per Buy) 3.05054)3 4j?8E4)3 3.012E4I3 4J78E4)3 189654)3 3450548 4j7854)3 3 # M # 421754)3 346454)3 421754)3 3.05054)3 4.63854)3 3.05054)3 439854)3 199254)3 439854)3 
AvgjRet per ScH) -2.00454)5 -544254)5 -426854)5 .5.64554)5 -102254)5 -4J5354)5 -5.81154)5 -4J5154)5 .549554)5 .429054)5 -3.93954)5 .5.77854)5 ^.44254)5 .441554)5 -5.35654)5 .540054)5 
Stdcv(Rct per Sell) 4.47854)4 8.61554)4 8.61454)4 4J0154)4 8.15654)4 4 ^ 5 & W 8.61054)4 4.64454)4 8J4654)4 4.66154)4 8 j l 154)4 4.17754)4 4J0954)4 5J3754)4 6.11454)4 5.79054)4 
Min(Ret per Sell) -1.88954)3 ^ W M 3 -2.47654)3 -4.46254)3 . i m M ^ .4.46254)3 -162354)3 -159254)3 -4.61154)3 .160654)3' .4.46254)3 -147654)3 .147654)3 -326154)3 .179254)3 
MaxjRet per Sell) 2.52654)3 6.28354)3 152654)3 628354)3 152654)3 628354)3 152654)3 6.13454)3 152654)3 426854)3 3.16754)3 426854)3 134854)3 5.08654)3 134854)3 4.18954)3 3.70354)3 4.78754)3 
Avg(Conscc\Vins) 2.20 2J0 2J)8 130 220 125 112 131 112 133 108 133 149 191 130 174 168 191 
Stdcv|Conscc Wins) 2.04 2.01 1.85 2.01 104 1.86 1.94 102 1.94 104 1.85 106 111 345 149 178 134 198 
Max[Consec Wins) 18 17 13 17 18 17 18 17 18 17 13 18 18 30 18 28 17 25 
AvgfConscc Losses) 325 2.77 3J1 177 325 180 3J1 178 3.31 180 3 J I 180 3J8 3.70 3 ^ 4.99 3 j l 3.80 
Stdcv|Consec Losses) 2 j 7 2.62 3.11 162 187 154 3.06 162 3.06 171 3.11 171 321 3.89 3.59 5 j 5 3.09 4.05 
Max|Consec Losses) 19 24 20 24 19 23 22 24 22 27 20 27 19 29 22 46 20 29 
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In-sample Out-of-sample 
Scaling_FSUFTP_Sharpe 
Scaling_FS L/FTP_Stirfing 
Sea ling_TS UF TP_Sha rpe 
Scalir>g_TSL/FTP_Stiriing 
Scaling_FF/TP/C/S L_S h arpe 
Scaling FF/TP/C/SL Stirling 
mm 
Scali ng_F SUF Th_S ha rpe 
Scali ng_FSL/FTP_Sljrling 
Scaii ng_TSL/F TP_S ha rpe 
Scati ng_TSUFTP_S tirling 
-^ScaIing_FFn'P/C/SL_Shatpe 
Sealing_FF/TPA:/S L S brlin 
Figure 8.17. News strategy with scaling grid cumulative profit and loss 
In-sample 
— Fixed_FSL/FTP_Shatpe 
— FlxGd_FSL/FTP_S tirling 
F ixed_TS L/FTP_S harpe 
'-Fk#t.TeUFTP_SMng 
— F ixed_F F/T P/C/S L_S ha tp i 
-Flxed_FF/rP/C/SL_Sariing 
Out-of-sample 
|-»-F(X8d_FSL/FTP_Sharpe 
J-^FKad_FSL/FTP_Stifling 
Fix a d_TS L/FTP_S harpo 
— Fixed.TSLffTP.Stirling 
-4 — Fixad_FF/TP/C/SL_Sharp9 
8—Fixed FF/TP/C/SL Stirling 
Figure 8.18. News strategy with fixed grid cumulative profit and loss 
In-sample Out-of-sample 
— Regression FSL/FTP Sharpe 
— Regressio n FSL/FTP Stirling 
R#y#««lo n TSUFTP Sharpe 
— Regressio n TSL/FTP Stirling 
— Regrosslo n FF/TP/C*. @h«p# 
—Regresslo n_FF/TP/C/SL_SUrling 
- Ro0roMion_FSL/FTP_Sharpe 
- Regroealon_FSL/FT P_Sli; ling 
RagrQBslon_TSL/F TP_S hnrpo 
-Rog'08aion_TS L/FTP_S tirling 
•• Re grots lon_FF/TP/C/SL_Shnipo _ 
- Reg'e»sion_FF/TP/C/SL_SUrling 
Figure 8.19. News strategy' with regression-based grid cumulative profit and loss 
For the strategies optimized using the Sharpe ratio-based evaluator the optimal values 
of both momentum and overreaction correlation thresholds are found in the upper 
halves of their ranges, which favours a stronger relationship between the primary and 
secondary reaction returns and provides a more rigorous filtering of the news 
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participating in the trading process. However, for the Stirhng-optimized strategies the 
optimal values of the correlation thresholds are in the middle of the range. For both 
evaluator types the low optimal values of the number of observations threshold 
indicate that conditions on statistical significance of correlation are rather relaxed and 
allows a wider spectrum of rather rare news to be considered. 
A short holding period (the optimal value 1 has been found in 8 out of 9 cases) is 
preferred by the Sharpe-based strategies as opposed to a rather long holding period 
(the optimal values are in the range 8 to 9) preferred by the Stirling-based strategies. 
This finding can be explained by a higher risk-aversion of the Sharpe-based strategies 
since the longer holding period increases the volatility, i.e. the denominator of the 
Sharpe ratio, of the open position according to the square root of time rule. 
The described differences in strategies performance are also seen in Figures 8.17 to 
8.19, where the profit and loss curves exhibit a distinct clustering pattern based on the 
type of evaluator - the curves corresponding to the strategies optimized with the same 
type of evaluator are highly coherent. 
Apart from higher profitability and risk, the Stirling-based strategies are trading more 
fi-equently despite their longer holding period. This is explained by a less strict 
correlation filtering. Also, the higher gains of the Stirling-based strategies are 
reinvested to finance more positions. In general, even for the identical sets of trading 
signals the actual trades can vary since trade execution depends on capital availability. 
An interesting observation is that the fixed and scaling grid approaches demonstrate 
almost identical behaviour. This implies that either money management grids for both 
of these approaches are very similar (which is the case if the scaling factor is close to 
one, i.e. the duration of the secondary reaction for majority of the traded news is 10 
minutes, which was chosen as the base duration), or that the money management grids 
do not really matter and positions exits are determined by the holding period duration. 
Comparing in-sample performance by the money management type one can see that 
dynamic grids, i.e. those using trailing stop (TSL/FTP) and feeding/cutting 
(FF/TP/C/SL), yield higher returns for the Sharpe-based strategies. For the Stirling-
based strategies, however, the type of the money management grid does not seem to 
have much impact and produce similar results with the only exception Of the 
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regression-based approach, where the fixed grid (FSL/FTP) has outperformed the 
dynamic grids. 
Despite their positive performance in sample, all strategies lose money out of sample 
that is an indication of the strategy over-fitting to in-sample data during the 
optimization process. The proportion of winning trades dropped to 35-45%. Similarly 
to the in-sample period, the Stirling-optimized strategies demonstrate larger volatility 
out of sample. They have become profitable for some time ended up better than 
Sharpe-based strategies for the scaling and fixed grid approaches. However, for the 
regression-based methodology the Sharpe-optimized strategies have lost much less. 
Performance of the different money-management types is rather mixed. Perhaps, the 
most prominent pattern is the negative added value of the feeding/cutting scheme for 
the Stirling-based strategies. 
As the out-of-sample performance is negative, one could ask a question if an inverted 
strategy would be profitable. It is difficult to answer this question in the present setup, 
since the trade entries and exits are independent - while it is straightforward to invert 
the buy and sell entry signals, the position management schemes that involve gradual 
adjustment of exposure cannot be that easily reversed. 
To improve the out-of-sample performance the following methods could be applied: 
Analyse stability of the return correlation between primary and secondary 
reactions by computing sliding correlations and try to predict them 
Do not evaluate correlations and optimize money management grids on the 
same data, but instead split the whole in-sample period into two parts and 
estimate correlations on the first part and optimize the grids on the second. 
This can ensure the grids to be fit to the "leading" relationship, which is likely 
to be different firom the estimated one. This approach can be generalized to the 
sliding window framework. 
Look at combinations of primary / secondary reaction lengths individually, i.e. 
for each of the combinations analyse correlation and find optimal grid. 
Obviously, there is more data fitting in this case, but for some combinations 
the correlations may turn out to be robust and give an edge. 
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Getting into higher frequency data can improve exploitation of the momentum 
since much of the trending activity can be happening within seconds 
immediately after a news release. 
Finally, getting the expected and actual numbers of the economic indicator 
would be beneficial since a model linking under- and over-reaction to the 
value of surprise can be produced. 
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Chapter 9 
Conclusion 
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Trading automation, which effectively is the application of science to the art of 
trading, provides an ample area for research. This thesis has reviewed the automated 
trading paradigm from the buy-side perspective in the context of FX market at a high-
frequency time scale. Description of the FX market, its participants and the 
mechanisms underpinning its dynamics has been provided. Applications of data 
clustering techniques to market regime identification and genetic algorithm-based 
trading strategy optimization have been discussed. The major contribution of the 
thesis is presentation of an integral setup of the automated trading process including 
trading signal generation, capital allocation and position management phases as well 
as covering the issues of trading strategy backtesting and performance evaluation. 
For practical implementation of the trading process and running computational 
experiments the author has developed a proprietary trading simulation platform 
FXTrader using the Visual C#.NET programming language. Designed in-line with the 
principles of an object-oriented model, the platform provides a flexible framework for 
strategy development, backtesting and optimization by applying inheritance, 
encapsulation and polymorphism as well as a combination of the underlying classes, 
which represent trading process-related concepts. Using the FXTrader software 
analysis of impact of economic news on the FX market was conducted and backtests 
of technical and economic news-based trading strategies were run. 
Analysis of the impact of economic indicators has shown a significant increase in FX 
rate volatility at their release times. A fiirther study of market reaction to a particular 
indicator has identified significant autocorrelation at different time horizons after the 
release, implying existence of over- and under-reaction effects. Using the FXTrader 
platform, a number of trading strategies that utilize the identified over- and under-
reaction patterns were optimized and backtested. Although the strategies have 
generated significant profits in sample, none of them yielded positive return out-of-
sample, which points at strategy over fitting and implies a rather unstable nature of 
autocorrelation. 
A study of technical frading strategies has produced rather mixed results. Significance 
of capital allocation and position management for trading has been clearly 
demonstrated. The vast majority of sfrategies that applied money management yielded 
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positive returns in sample and some of them proved to generate profits out-of-sample. 
Optimization using the Stirling ratio-based evaluator produced higher returns than the 
Sharpe ratio-based one however at the cost of higher volatility and drawdown. Also, 
strategies optimized in parallel fashion demonstrated higher in-sample returns than 
strategies optimized stepwise. Robustness of trading performance however is under 
question as only Channel Breakout-based strategies generated out-of-sample profits 
consistently. For other technical indicators out-of-sample profitability varied 
significantly depending on the money management scheme. The introduced 
composite technical trading strategies based on a combination of individual indicators 
have failed to improve trading performance and turned out to be losing money. 
From the Efficient Market Hypothesis perspective, the results may be interpreted as 
an indication of the weak-form inefficiency of the FX market since some of the 
technical strategies generated profits out-of-sample after accounting for transaction 
costs. The statement uses smooth wording {may be, an indication) intentionally due to 
the outstanding issues with trading performance robustness. 
To improve the trading process and strategy performance, steps in the following 
directions can be considered: 
• Enhancing optimization by applying parameter sensitivity analysis, fitness 
sharing (Pictet et al (1995)) and clustering (Dunis et al (1998)) as well as 
bootstrapping and cross-validation techniques 
• Optimization of strategies for different market regimes and development of 
strategy switching model 
• Extension of the technical indicator universe and study of different methods 
(e.g. portfolio approach) to combine them 
Applying broader spectrum of capital allocation and position management 
schemes 
Analysis of correlation dynamics between economic news primary and 
secondary reaction returns and enhancement of news strategy optimization 
methodology 
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• Design of complex strategies combining technical indicators with economic 
news 
• Analysis of diversification at the strategy level, which assumes trading with a 
number of top strategies in the population evolved by a genetic algorithm 
instead of using the best strategy only 
• Reduction of transaction costs by introducing an internal order crossing 
mechanism 
• Generalisation of the trading process to more currencies and time scales and 
development of multi-currency, multi-timescale indicators and strategies 
• Development of a multi-criterion fitness function for the genetic algorithm that 
would encapsulate different measures of trading performance as well as 
modification of the algorithm for solving multi-criterion optimization 
problems 
These questions remain open for further research. 
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20060525 
20060823 
20061121 
20050530 
20050828 
20051126 
2WWM4 
2Q06Q525 
20060823 
20061121 
20070219 
I.W% 
1.24% 
-0.63% 
-8.55% 
2.05% 
l.W% 
. 5 J 3 % 
.3.32% 
0.68% 
1.82% 
- 1 3 8 % 
- 7 3 3 % 
2.36% 
-0.05% 
-5.27% 
0.05% 
-2.70% 
4jW% 
1.70% 
-1.24% 
4.67% 
4.98% 
-3.00% 
-1.83% 
6.00% 
-1.90% 
-7.83% 
.8.69% 
1.63% 
7.85% 
3 3 4 % 
-3.46% 
OjTK 
^ . M % 
1.40% 
4^% 
TUm* 
-9.95% 
-0.75% 
OJWK 
2.21% j^% 
-2.27% 
-15.53% 
5.61% 
.2.84% 
^ ^ % 
4#% 
123% 
1.49% j^&% 
2 3 7 % 
6.40% 
2J*K 
-5.65% 
440% 
4.73% 
6.21% 
-3.05% 
- 3 3 0 % 
3.74% 
8ja* 
jJ4% 
6.76% 
7.97% 
7.M% 
7^0% 
7.70% 
7.08% 
5.29% 
6.93% 
6.77% 
7.M% 
7.90% 
7.19% 
7.78% 
6.90% 
5 J 9 % 
7.05% 
5 ^ W 
4.68% 
3.56% 
4.92% 
6.88% 
4.92% 
9 J 6 % 
14.95% 
W.M% 
15.95% 
9.03% 
10.37% 
W.M% 
12.42% 
15.93% 
19.47% 
7 3 9 % 
l . M % 
4 3 1 % 
3 J 3 % 
5 2 0 % 
14.44% 
9.06% 
17.82% 
1029% 
21.55% 
14.75% 
20.09% 
6 2 3 % 
I 3 J 4 % 
18.01% 
16.52% 
5.62% 
& M % 
3.59% 
5.55% 
5.77% 
6.15% 
15.97% 
10.97% 
12.87% 
17.07% 
14.55% 
16.50% 
9.09% 
12.75% 
16.23% 
12.46% 
3 3 4 % 
4 2 5 % 
5 3 5 % 
9^ m 
2.82% 
3 3 1 % 
5.85% 
5.90% 
4.69% 
4 3 9 % 
5.00% 
8 3 1 % 
5.13% 
3.22% 
5.59% 
4.46% 
5.53% 
4.39% 
2.41% 
4.94% 
4.59% 
1.86% 
7.89% 
6.30% 
4.50% 
15.17% 
11.00% 
12.38% 
8.62% 
6.69% 
11.64% 
8.07% 
4.49% 
4.54% 
1.70% 
1.75% 
I.75% 
12.59% 
6.90% 
6.65% 
4.05% 
25.60% 
II .05% 
18.10% 
7.53% 
10.10% 
13.97% 
9.59% 
5.38% 
5.32% 
1.91% 
3.86% 
4.85% 
2.54% 
10.19% 
8.09% 
6.03% 
16.34% 
4 3 1 % 
13.12% 
& M % 
6.53% 
5.77% 
6.55% 
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Table B.2. Exponential Moving Average Crossover performance, stepwise optimization 
St r a t egy Money M a n a g e r Eva lua to r 
I n - s amp le O u t - o f - s a m p l e 
From To R e t u r n Vola t i l i ty Drawdown FYom To R e t u r n Vola t i l i ty Drawdown 
EMAC None Sharp e 20040301 20050301 5.98% 65.54% 20050301 20050530 -19.40% 6 J 3 % 19.77% 
EMAC a a r p e 20040530 20050530 ^ . 1 9 % 4.86% 63.64% 20050530 20050828 . 1 8 ^ 5 % 7 . W % 19.88% 
EMAC Siarpe 20040828 20050828 5.27% 50.30% 20050828 20051126 -23.09% 7.11% 23.33% 
EMAC Shmipc 20041126 20051126 5.76% 52.48% 20051126 20060224 -23.31% 6 . n % 25.05% 
EMAC Shmpe 20060224 -67 .22X 5.11% 67.97% 20060224 20060525 -19.84% 6 J 0 % 20.90% 
EMAC None Sbarpe 20050525 20060525 -56.91% 5.62% 57.88% 20060525 20060823 -20.60% 6.23% 2 1 J 5 % 
EMAC None Sbmipe 20050823 .62.51% 5 . M % 6 3 J 3 % 20060823 20061121 -24.42% 4.95% 24.68% 
EMAC None Sharp e 20051121 20061121 -49.03% 5.28% 4 & 0 9 K 20061121 20070219 -6.31% 6.88% ^ W % 
EMAC None Stirling 20040301 20050301 -63.95% 5.98% 65.54% 20050301 20050530 -19.40% 6 . M % 19.77% 
EMAC None StirUng 20040530 20050530 -63.19% 4.86% 63.64% 20050530 20050828 -18.55% 7 ^ ^ 19.88% 
EMAC None St Ming 20040828 20050828 -50.10% 5.27% 50.30% 20050828 20051126 -23.09% 7.11% 2 3 J 3 % 
EMAC None Stirling 20041126 20051126 -51.59% 5.76% 52.48% 20051126 20060224 -23.31% 6.72% 
EMAC None Stirling 20050224 20060224 5.11% 67.97% 20060224 20060525 -19.84% 6 J 0 % 2&9mK 
EMAC None S M m g 20050525 20060525 -56.91% &.M% 57.88% 20060525 20060823 6 J 3 % 2 1 J 5 % 
EMAC None S M m g 20050823 20060823 -62.51% 5.09% 63.33% 20060823 20061121 -24.42% 4 . W % 24.68% 
EMAC None Stirling 20051121 20061121 .49.03% 5.28% 49.09% 20061121 20070219 -6.31% 6.88% ^ W % 
EMAC FSUFTP Sharp e 20040301 20050301 2 0 J 9 % 15.85% 21.33% 20050301 20050530 -16.87% 18.63% 18.92% 
EMAC FSUFTP Siarpe 20040530 20050530 33.41% 23.50% 15.72% 20050530 20050828 5 4 2 % 20.57% 16.05% 
EMAC FSUFTP Shaipc 20040828 20050828 3 3 J 3 % 12.10% 20050828 20051126 - 7 ^ 0 % 15.82% 1 6 4 0 % 
EMAC F S J F T P Sharpe 20041126 20051126 23.72% 27.4M4 22.51% 20051126 20060224 -13.72% 18.21% 20.81% 
EMAC FSL/FTP Sharp e 20050224 20060224 26.00% 13.80% 12.27% 20060224 20060525 -8 .95% 12.57% 1 5 4 7 % 
EMAC F S J F T P Sharpe 20060525 45.83% 2 6 . 0 ^ 4 24.18% 20060525 20060823 10.64% 19.39% 7 ,W% 
EMAC FSL/FTP S m p e 20050823 20060823 25.42% 23.03% 20060823 20061121 -0 .82% 20.14% 10.07% 
EMAC FSUFTP Sbmn)e 20051121 20061121 3 ^ M i 19.69% 19.36% 20061121 20070219 -11.74% 13.96% 12.94% 
EMAC FSL/FTP Stirling 20040301 20050301 3 6 j O % 34.82% 43.14% 20050301 20050530 -1 .80% 24.44% 13.31% 
EMAC FSUFTP Stirling 20040530 20050530 33.41% 2 3 j M K 15.72% 20050530 20050828 5 4 2 % 20.57% 16.05% 
EMAC FSUPTP Stirling 20040828 20050828 3 3 J 3 % 17.35% 12.10% 20050828 20051126 - 7 ^ 0 % 15.82% 16.66% 
EMAC FSL/FTP Stirling 20041126 20051126 27.46% 22.51% 20051126 20060224 -13.72% 18.21% 20.81% 
EMAC FSL/FTP Stirling 20050224 20060224 32.67% 28.84% 22.96% 20060224 20060525 27.35% I 9 J 0 % 
EMAC FSL/FTP S M m g 20050525 20060525 45.83% 2&07% 24.18% 20060525 20060823 10.64% 19.39% T,M% 
EMAC FSUFTP 20050823 20060823 7 3 J 2 % 38.21% 23.70% 20060823 20061121 -0 .75% 26.38% 17.40% 
EMAC FSVFTP Stirling 20051121 2 0 0 6 H 2 1 48.50% 30.41% 31.67% 20061121 20070219 -10.94% 24.73% 1 7 J P % 
EMAC TSL/FTP Sharpe 20040301 20050301 3Jt8% 2 L I & K 29.05% 20050301 20050530 -7.27% 17.03% 15.10% 
EMAC T S U F T P Sharpe 20040530 20050530 7 j 9 % 2 L i m K 15.77% 20050530 20050828 10.54% 21.00% 5 U 6 % 
EMAC TSL/FTP Sharpe 20040828 20050828 35.16% 23.24% 19.97% 20050828 20051126 -12.03% 25.01% I 9 J I % 
EMAC T S U F T P Siarpe 20041126 20051126 23.76% 18.40% 20051126 20060224 -25.51% 16.60% 2 8 J 8 % 
EMAC T S U F T P Shmrpe 20050224 20060224 49.14% 25.93% I 4 j 7 % 20060224 20060525 4 J 2 % 23.44% 17.21% 
EMAC TSL/FTP SJiarpe 20050525 20060525 25.70% 2I .4M4 2 9 J & K 20060525 20060823 -8 .16% 18.84% 15.51% 
EMAC TSL/FTP Shmrpe 20050823 20060823 18.21% 10.15% 20060823 20061121 4.39% 10.99% 4.96% 
EMAC TSL/FTP Shmrpc 20051121 20061121 35.63% 24.62% 20.86% 20061121 20070219 22.78% 1 3 J 4 % 
EMAC T S U F T P Stirling 20040301 20050301 21.46% 32.66% 47.67% 20050301 20050530 ^ U 0 % 26.73% I 8 j 8 % 
EMAC T S V F T P Stirling 20040530 20050530 9 j # % 15.86% 15.15% 20050530 20050828 -7 .01% 17.76% 1 3 j 2 % 
EMAC TSL/FTP Stirling 20040828 20050828 25.68% 16.77% 20050828 20051126 .8 .77% 22.87% 15.90% 
EMAC TSL/FTP Stirling 20041126 20051126 34.55% 18.37% 16.97% 20051126 20060224 16.41% 12.29% & M % 
EMAC TSL/FTP Stirling 20050224 20060224 56.75% 37.64% 30.38% 20060224 20060525 .3 .60% 29.90% 2 3 j 3 % 
EMAC TSL/FTP Stirling 20050525 20060525 30.94% 21.12% 16.05% 20060823 4.04% 14.40% 7.67% 
EMAC TSL/FTP Stirling 20050823 20060823 27.28% 17.85% 15.89% 20060823 20061121 . 0 3 3 % 15.21% 8.40% 
EMAC TSL/FTP Stirling 20051121 20061121 41.66% 29.98% 25.69% 20061121 20070219 .5 .24% 22.77% 16.74% 
EMAC FF/TP/C/SL Sbmipe 20040301 20050301 23.54% 15.39% 16.02% 20050301 20050530 -3.61% 13.27% 10.41% 
EMAC FF/TP/C/SL Sharpe 20040530 20050530 22.21% 11.53% 7.33% 20050530 20050828 5.50% 12.54% 6.86% 
EMAC FF/TP/C/SL Sharpe 20040828 20050828 36.45% 13.25% 14.86% 20050828 20051126 4 J 6 % 13.70% 7.21% 
EMAC FF/TP/C/SL Sharpe 20041126 20051126 17.37% 11.98% 14.51% 20051126 20060224 11.40% 8.65% 
EMAC FF/TP/C/SL Sharpe 20050224 20060224 29.12% 24.07% 18.51% 20060525 .6 .07% : w j 6 % 21.25% 
EMAC FF/TP/C/SL Sharpc 20050525 20060525 41.01% i 6 ^ y * 15.42% 20060525 20060823 -1.48% 10.36% 7.51% 
EMAC FF/TP/C/SL Shmipe 20060823 35.78% 15.70% 10.34% 20060823 20061121 1 4 1 % 9.80% 4XK% 
EMAC FF/TP/C/SL Sharpe 20051121 20061121 3 W M , 14.46% 8.84% 20061121 20070219 & W % 4XM% 
EMAC FF/TP/C/SL Stirling 20040301 20050301 26.90% 1 9 J 9 % 16.88% 20050301 20050530 -1 .10% 23.46% 17.33% 
EMAC FF/TP/C/SL Stirling 20040530 20050530 41.85% 2 & I M t 21.11% 20050530 20050828 -0 .86% 20.42% 22.44% 
EMAC FF/TP/C/SL Stirling 20040828 20050828 49.58% 2 7 j & % 3 M W 20050828 20051126 - 3 J 5 % 20.05% 15.77% 
EMAC FF/TP/C/SL Stirling 20041126 20051126 29.47% 15.63% 16.39% 20051126 20060224 8.09% 12.61% 4.72% 
EMAC FF/TP/C/S. Stirling 20060224 35.79% 15.92% 11.53% 20060525 -5.37% 16.24% 
EMAC FF/TP/C/SL Stirling 20050525 20060525 51.11% 16.09% 8.70% 2 W ^ ^ 20060823 0.71% 12.71% 8.13% 
EMAC FF/TP/C/S. StiHiog 20050823 20060823 4 ^ M i 1 6 j m K 7.85% 20060823 20061121 8.01% 14.06% & M % 
EMAC F F / T P / C a . Stirling 20051121 20061121 3 ^ m , 27.06% 28.72% 20061121 -10.14% 18.72% 
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Table B.3. Adaptive Moving Average performance, parallel optimization 
Stra tegy Money Manager Eva lua to r -
In-sample Out-of-$ample 
l b Re tu rn Volati l i ty Drawdown FVom l b Re tu rn Volat i l i ty Drawdown 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
None 
None 
None 
None 
None 
None 
None 
FSL/FTP 
FSUFTP 
FSJFTP 
FSL/FTP 
FSL/FTP 
FSL/FTP 
FSL/FTP 
FSVFTP 
FSVFTP 
FSVFTP 
FSL/FTP 
FSVFTP 
FSL/FTP 
FaVFTP 
FSL/FTP 
FSL/FTP 
T & / F T P 
TSVFTP 
TSL/FTP 
TSL/FTP 
TSL/FTP 
TSVFTP 
TSL/FTP 
TSL/FTP 
TSL/FTP 
TSL/FTP 
TSL/FTP 
TSL/FTP 
T & / F T P 
TSL/FTP 
TSL/FTP 
TSVFTP 
FF/TP/C/SL 
FF/TP/C/SL 
FFn-p/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/OSL 
FF/TP/C/S. 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/S. 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/a. 
FF/TP/C/a. 
FF/TP/C/SL 
FF/TP/C/SL 
Sharpe 
Siarpe 
Shaipe 
Siarpe 
Sharpe 
aarpe 
Sharpe 
Shmn^ e 
Stirling 
Stirling 
Stirling 
StirWng 
Stirling 
air l ing 
Stirling 
Sharpe 
Sharpe 
Simipe 
Siarpe 
Sharpe 
Simqie 
Siarpe 
Sirling 
Stirling 
Stirling 
Stirling 
StirUng 
Stirling 
Stirling 
Sharpe 
Siarpe 
Sharpe 
Siarpe 
Simipe 
Sharpe 
Shaipe 
Sirling 
Sirling 
Sirling 
Stirling 
Slr&ig 
Sirling 
&&&# 
Siarpe 
Shaipe 
Shaipe 
Sharpe 
Shaipe 
Shaipe 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Sklmg 
aiding 
Stirling 
20040301 
20040330 
20040828 
20050224 
20050525 
20050863 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
2MWIM6 
20050224 
20Q50525 
MMO&U 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
2MMIU# 
20050224 
20050515 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060823 
20061121 
20050301 
20050530 
20050828 
20060525 
20060823 
20061121 
20050301 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060525 
20060823 
20061121 
20050301 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
200508218 
20051126 
20060525 
20060823 
20061121 
-6.60% 
.9.09% 
-10.01% 
- 1 1 ^ 3 % 
-11.41% 
- 7 J 2 % 
-7.57% 
-10.12% 
-8.00% 
-8.30% 
-11.92% 
.4.73% 
-9.13% 
-6.98% 
70.13% 
66.38% 
108.15% 
91.17% 
62.46% 
SSa&K 
116.84% 
4 0 2 5 % 
87.62% 
9 1 5 % * 
104.18% 
7 6 J 8 % 
88.44% 
5 9 6 9 % 
74.75% 
81.76% 
31.71% 
135.27% 
122.16% 
50JmK 
60.82% 
5 5 ^ 8 % 
77.02% 
103.28% 
107.20% 
90.68% 
107.64% 
75.58% 
87.03% 
75.15% 
101.41% 
78.19% 
62 J1% 
73.23% 
71.81% 
51.17% 
6 7 4 ? % 
70.98% 
39.70% 
73.81% 
88.74% 
97.81% 
7 4 J 7 % 
83.32% 
78.86% 
102.26% 
67.11% 
8.27% 
7.12% 
7.22% 
7 J 5 % 
7 J 4 % 
7 J 4 % 
7.12% 
6.72% 
8.26% 
7.09% 
7.03% 
7.35% 
7.36% 
7 ^ W 
7.02% 
6.67% 
24.55% 
22.62% 
29.75% 
18.17% 
31.21% 
16.49% 
28.84% 
14.26% 
26.61% 
26.77% 
37.59% 
26.08% 
29.24% 
29.06% 
28.64% 
24.92% 
21.25% 
28.76% 
26.87% 
28.44% 
21.33% 
23.50% 
2 1 3 0 % 
22.79% 
29.95% 
29.61% 
26.31% 
52.89% 
28.97% 
29.85% 
20.62% 
26.21% 
21.15% 
20.97% 
21.74% 
I 9 J 1 % 
18.88% 
20.64% 
22.04% 
1 5 j 5 % 
26.62% 
30.42% 
:WU3% 
24.85% 
20.89% 
29.69% 
22.30% 
11.01% 
11.21% 
11.57% 
1 5 J 4 % 
15.18% 
13.57% 
10.38% 
10.28% 
10.57% 
12.13% 
10.53% 
12.41% 
15.77% 
14.34% 
11.98% 
9.40% 
15.98% 
11.05% 
19.88% 
9.94% 
18.70% 
9 m ^ 
10.84% 
8.73% 
9.48% 
15.05% 
21.69% 
12.92% 
18.64% 
15.26% 
16.28% 
19.98% 
30.08% 
19.52% 
16.21% 
26.95% 
10.95% 
21.30% 
18.49% 
23.90% 
20.17% 
16.98% 
28.96% 
19.01% 
17.37% 
13.13% 
14.30% 
12.79% 
9.92% 
12.25% 
13.38% 
13.57% 
11.95% 
11.01% 
7.07% 
14.19% 
10.98% 
14.00% 
15.56% 
11.55% 
9.94% 
10.05% 
18.47% 
20050301 
M W W W 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
2005030! 
20050530 
20050828 
20051126 
20060224 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20060525 
20060823 
20061121 
20050530 
20050828 
20051126 
20060224 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
2 W W M 4 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
2 M W M 4 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
2 0 0 6 1 1 2 1 
20070219 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
-3.27% 
-6.93% 
-1.23% 
4.19% 
-3.15% 
-4.89% 
-2.58% 
-5.05% 
6.16% 
^ . M % 
3.86% 
-2.70% 
.6.03% 
.8.89% 
-27.78% 
.2.32% 
-13.21% 
-8.36% 
0.63% 
-0.92% 
-10.44% 
-5.96% 
4.78% 
.24.86% 
2.88% 
.8.68% 
11.26% 
- 7 3 2 % 
24.42% 
13.44% 
2.87% 
.18.19% 
9.95% 
.1.00% 
1.39% 
I.45% 
II .71% 
.3.25% 
-20.28% 
-19.42% 
15.78% 
-6.38% 
5.89% 
-9.41% 
4.75% 
.2.47% 
-10.99% 
7.76% 
2.82% 
-20.53% 
^ ^ % 
12.28% 
8.56% 
-18.19% 
.13.58% 
.2.55% 
6.79% 
7.95% 
7.96% 
7.27% 
7.80% 
6.78% 
5.27% 
6.92% 
6.82% 
8.03% 
7.72% 
7.19% 
7.75% 
6 . n % 
5.22% 
6.91% 
22.47% 
19.89% 
25.92% 
20.82% 
26.89% 
18.83% 
8.32% 
22.24% 
14.42% 
18.09% 
29.98% 
18.35% 
22.62% 
16.38% 
10.30% 
21.58% 
14.58% 
20.29% 
29.22% 
19.31% 
20.30% 
16.33% 
16.57% 
21.54% 
26.29% 
20.07% 
26.27% 
24.53% 
22.85% 
17.09% 
26.32% 
20.07% 
18.34% 
21.05% 
23.46% 
21.66% 
18.66% 
13.83% 
11.80% 
10.69% 
22.00% 
W.W% 
24.34% 
20.92% 
20.84% 
15.78% 
# . * % 
16.82% 
7.17% 
9.81% 
4.48% 
6.85% 
2.95% 
4.29% 
5.47% 
7.69% 
7.32% 
8.60% 
8.14% 
9.43% 
2.36% 
3.94% 
6.54% 
8.37% 
i w ™ 
34.40% 
2133% 
2034% 
26.38% 
1 ^ ™ 
4.03% 
13.73% 
11.79% 
12.03% 
24.72% 
32.18% 
21.46% 
4.24% 
l ^ M , 
5.82% 
22.92% 
18.61% 
10.10% 
10.93% 
19.90% 
6.66% 
1035% 
15.49% 
12.54% 
17.02% 
18.05% 
30.04% 
a w w 
9.47% 
10.24% 
8.66% 
19.08% 
11.87% 
1337% 
13.79% 
12.00% 
3 3 0 % 
2J0% 
2 ^ M , 
11.41% 
12.02% 
7.93% 
32.09% 
20.97% 
10.65% 
& . n % 
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Table B.4. Adaptive Moving Average performance, stepwise optimization 
St ra tegy Money Manage r E v a l u a t o r - In-sample Out -of - sample 
Tb R e t u r n Volati l i ty Drawdown To R e t u r n Volat i l i ty Drawdown 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
AMA 
None 
FSUFTP 
FSUFTP 
FSL/FTP 
FSL/FTP 
FSL/FTP 
FSVFTP 
FSL/FTP 
FSL/FTP 
FSL/FTP 
FSL/FTP 
FSUFTP 
FSL/FTP 
FSL/FTP 
FSVFTP 
FSL/FTP 
FSL/FTP 
TSL/FTP 
TSL/FTP 
TaVFTP 
TSL/FTP 
TSL/FTP 
TSL/FTP 
TSL/FTP 
TSL/FTP 
TSL/FTP 
TSL/FTP 
TSL/FTP 
TSL/FTP 
TSVFTP 
TSL/FTP 
TSLVFTP 
TSVFTP 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/OSL 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/a. 
FF/TP/C/SL 
FF/TP/C/S. 
FF/TP/C/SL 
FF/TP/C/SL 
Sharpe 
Sharpe 
Siaipc 
Sharpe 
Sharpe 
Sharpe 
Stirling 
BMmg 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Sbarpe 
Sharpe 
Sharpe 
Smpc 
Sharpe 
Sharpc 
Sharpe 
Sharpe 
Stirling 
SMmg 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Sharpe 
Shaipe 
Sharpe 
Shmrpe 
Siarpe 
Sharpe 
Sharpe 
Sharpe 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Sharpe 
Shaipe 
Shaipe 
Sharpe 
Sharpe 
Sharpe 
Sharpc 
Sharpc 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
StirHng 
Stirling 
20040301 
20040330 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050823 
20051121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060525 
2 W W M 3 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
.70.32% 
-68.19% 
-70.17% 
.76.16% 
-75.60% 
-79.24% 
-69.33% 
.70.32% 
.68.19% 
-70.17% 
-71.83% 
-76.16% 
-75.60% 
-79JZ4% 
87.32% 
30.77% 
40.19% 
47.74% 
4&oyK 
33.43% 
'WU!9% 
38.16% 
8 7 J 2 % 
39.74% 
6&6mK 
65.73% 
46.60% 
46.88% 
84.99% 
63jy% 
18.51% 
4 6 J 0 % 
70.27% 
50.89% 
56.71% 
65.61% 
3 5 2 8 % 
6 3 j # K 
22.78% 
46.64% 
82.78% 
49.73% 
43.36% 
46.36% 
62.83% 
53.05% 
43J7% 
50.91% 
45.97% 
3 9 J 0 % 
55Jm* 
61.96% 
69.82% 
28.26% 
5 1 ^ 2 % 
42.19% 
51.29% 
61.25% 
65.00% 
58.82% 
5.79% 
4.59% 
4.65% 
4.97% 
4.73% 
4.66% 
4.50% 
3.94% 
5.79% 
4.59% 
4.65% 
4 J 7 % 
4.73% 
4.66% 
4 j O % 
3.94% 
40.47% 
22.82% 
20.12% 
20.90% 
21.67% 
19.47% 
18.73% 
17.41% 
40.47% 
30.97% 
25.63% 
24.45% 
25.84% 
21.38% 
37.05% 
35.98% 
22.15% 
29.99% 
31.59% 
28.10% 
22.13% 
28.28% 
20.91% 
3 ^ M i 
24.34% 
27.23% 
30.07% 
28.05% 
22.34% 
32.24% 
37.66% 
23.96% 
23.99% 
19.54% 
19.97% 
19.99% 
2 ^ W 
16.99% 
30.86% 
30.93% 
17.90% 
21.15% 
20.45% 
21.35% 
17.88% 
23.64% 
29.53% 
72.54% 
70.73% 
68.22% 
70.98% 
72.07% 
76.60% 
75.75% 
80.01% 
7 2 J 4 % 
70.73% 
68.22% 
70.98% 
72.07% 
76.60% 
75.75% 
80.01% 
28.71% 
l^^i 
17.66% 
23.24% 
I 9 j 6 % 
1 3 J 0 % 
12.14% 
28.71% 
30.31% 
23.87% 
17.05% 
18.42% 
13.30% 
2 3 J 0 % 
30.15% 
29.02% 
24.07% 
28.33% 
29.63% 
23.64% 
18J1% 
18.85% 
14.33% 
29.02% 
17.71% 
23.72% 
27.13% 
19.19% 
14.61% 
27.02% 
19.13% 
13.66% 
I6J0% 
15.09% 
13.30% 
22.39% 
28.91% 
1033% 
21.51% 
22.00% 
10.20% 
15.92% 
14.83% 
12.23% 
9.17% 
21.1M& 
19.34% 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050530 
20050828 
20051126 
2 0 M M M 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
-21.58% 
.26.41% 
.29.39% 
.36.49% 
-22.35% 
-31.88% 
.26.87% 
-14.38% 
-21.58% 
26.41% 
-29.39% 
-22.35% 
-31.88% 
.26.87% 
-14.38% 
H.33% 
16.84% 
4^% 
10.10% 
0.79% 
12.13% 
.1.01% 
11.33% 
6.69% 
-13.73% 
-8.90% 
-0.29% 
.17.16% 
1 4 J 2 % 
- 6 J 9 % 
4^ 3% 
-12.39% 
15.88% 
13.11% 
6.01% 
-22.32% 
4 j 8 % 
I.19% 
0 J 7 % 
4.42% 
4.16% 
-9.00% 
5.19% 
-2.70% 
.1.70% 
.2.00% 
.8.49% 
1.25% 
14.44% 
2J2% 
6.85% 
9.77% 
1.25% 
.7.12% 
.7.87% 
2.87% 
-17.72% 
-3.15% 
5.76% 
6.10% 
T M % 
6.73% 
6.27% 
6.40% 
5.95% 
4.84% 
6 J 4 % 
6.10% 
7.08% 
6.73% 
6.M% 
6.40% 
5#% 
4.M% 
6.54% 
21.43% 
21.10% 
2 1 J 3 % 
11.74% 
20.79% 
17.47% 
1739% 
13.28% 
21.43% 
23.74% 
17.63% 
1435% 
17.14% 
14.08% 
23.84% 
26.93% 
19.02% 
19.76% 
34.66% 
19.86% 
25.70% 
18.86% 
14.63% 
20.74% 
19.02% 
25.75% 
33.49% 
16.05% 
2&9&% 
16.21% 
2 3 J y K 
27.10% 
25.84% 
19.36% 
19.89% 
15.98% 
17.02% 
18.00% 
16.02% 
26.92% 
21.16% 
12.50% 
15.06% 
13.50% 
15.87% 
12.70% 
15.03% 
29.94% 
3^^, 
23.11% 
3 ^ W 
27.14% 
14.45% 
21.84% 
26.69% 
3 ^ W , 
23.11% 
31.96% 
27.14% 
14.45% 
11 j2% 
way* 
11.14% 
11.30% 
11.11% 
5.25% 
4.58% 
11.52% 
12.73% 
23.88% 
10.06% 
10.75% 
20.84% 
9.87% 
22.69% 
10.18% 
21.16% 
19.25% 
4.91% 
17.79% 
26.07% 
5.31% 
7.92% 
10.18% 
1431% 
18.07% 
7^ % 
13.92% 
13.86% 
14.13% 
19.88% 
12.46% 
15.95% 
12.70% 
15.27% 
10.46% 
22.07% 
9.62% 
11.11% 
6.M% 
19.88% 
13.12% 
10.75% 
21.39% 
11.19% 
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Table B.5. Channel Breakout performance, parallel optimization 
Stra tegy Money M a n a g e r EValuator ' In-sample Out -o f - sampic 
From To Re tu rn Volati l i ty Drawdown From l b Re tu rn Volat i l i ty Drawdown 
ChannelBreakout None Sharpe 20040301 7 J 3 * 8.40% 6.66% 20050530 -4.82% 6 ^ W & W % 
CbannelBreakout None a a r p e 20040330 20050530 6 . W * 7 J 0 % 8.70% 20050828 -3.60% 7.73% 5.18% 
ChannelBreakout None Sharpe 20040828 4 j 7 K 6 j 8 % 6.40% 0.00% 0.00% 0.00% 
ChannelBreakout None Siarpe 20041126 13.06% T u m * 5.60% 20051126 20060224 0.00% 0.00% 0.00% 
ChannelBreakout None Siarpe 20050224 20060224 1.79% 3 J M * 3.99% 20060224 20060525 -5.41% 5.98% %M% 
ChannelBreakout None Sharpe 20050525 4.94% 6 J 8 % 5jW% 2 W ^ ^ 20060823 0.00% & W % 0.00% 
ChannelBreakout None Sharpe 20050823 2 0 M W M 9.11% 7 jWK 6.83% 20060823 20061121 4 . 4 3 % 2.44% 1.58% 
ChannelBreakout None amipe 20051121 20061121 W.M% 7.34% 5.83% 20061121 20070219 -1.80% 6.78% 3 j O % 
ChannelBreakout None air l ing 20040301 20050301 5.98% 8.73% 8JWK 20050301 20050530 6 .M% y .M% 
ChannelBreakout None Stirling 20050530 5 .W% 7.79% 9.11% 20050530 20050828 .1.56% 7.78% 4 J 3 % 
ChannelBreakout None Shrllng 20040828 20050828 4 j T % 6 j 8 % 6.40% 20050828 20051126 0.00% 0.00% 0.00% 
ChannelBreakout None Stirling 20041126 13.06% 7.10% 5.60% 20051126 20060224 0.00% O.W% 0.00% 
ChannelBreakout None Stirling 20050224 3.93% 7.66% 8 J 3 % 20060224 20060525 .4.27% 7.29% 9.38% 
ChannelBreakout None Stirling 20050525 9.44% 7.75% 5.80% 20060525 20060823 -1.99% 4.13% 3.W% 
ChannelBreakout None Stirling 20060823 7.76% 6.61% 20060823 20061121 4).87% 3.85% 3.17% 
ChannelBreakout None Stirling a W 5 U 2 1 20061121 13.16% 7 J & K 6.36% 20061121 20070219 -1.48% 6.82% 3 J 0 % 
ChannelBreakout FSL/FTP Simpe 20040301 20050301 112.99% 52.18% 39.57% 20050301 20050530 4.80% 13.89% 
Ch&nnclBremkout F a J F T P Sh*pc 20040530 20050530 7.84% 4.97% -1.85% 3.05% 1.85% 
ChannelBreakout FSL/PTP Shmrpc 20040828 20050828 3J&% 1.83% 1.57% 20050828 20051126 0.00% & M % 0.00% 
ChannelBreakout FSUFTP a a r p e 2 M M n 2 6 20051126 54.90% 23.01% 16.89% 20051126 - 1 0 J 9 % 20.00% 15.12% 
ChannelBreakout FSL/FTP Siarpe 20050224 20060224 69.17% 4 1 J 2 % 38.06% 20060224 14.08% 34.28% 18.60% 
ChannelBreakout FSL/FTP Sliarpe 20050525 57.91% 12.63% 20060525 -1.94% 26.94% 19.24% 
ChannelBreakout FSVFTP Sharpe 20050823 11.16% 6 J I % 5.66% 20060823 20061121 4 ^ % 2.29% 1.58% 
ChannelBreakout FSL/FTP Simpe 20051121 20061121 I M ^ % 39.07% 22.60% 20061121 20070219 0 ^ 7 % 34.35% 16.60% 
ChannelBreakout FSL/FTP Stirling 20040301 92.26% 5 ^ ™ , 69.03% 20050301 20050530 -7.13% 19.46% 19.13% 
ChannelBreakout FSL/FTP Stirling 20040530 20050530 74.80% 53.79% 5 2 J 6 % 20050530 20050828 9.29% 47.08% 18.81% 
ChannelBreakout FSL/FTP Stirling 20050828 7.14% 13.49% 15.20% 20051126 -3.08% 11.26% 7.95% 
ChannelBreakout FSL/FTP Sirliog 20041126 2 M » n 2 6 68.83% 49.86% 29.04% 20051126 20060224 -7.03% 48.43% 26.69% 
ChannelBreakout FSL/FTP Stirling 2 0 M W M 20060224 105.11% W ^ % 30.14% 20060224 20060525 13.20% 27.68% 20.05% 
ChannelBreakout FSL/FTP Shrling 20050525 1 1 2 j 5 % 43.65% 23.98% 20060525 20060823 29.82% 37.77% 12.80% 
ChannelBreakout FSVFTP Stirling 20050823 I M ^ ^ 34.39% 13.88% 20060823 20061121 16.74% 18.56% 6 2 8 % 
ChannelBreakout FSUFTP Stirling 2 M G U 2 I 2006I I21 104.85% 31.79% 20.43% 20061121 27.19% 17.63% 
ChannelBreakout TSL/FTP Simipe 20040301 20050301 6 j 7 % 4.21% 4.05% 20050301 20050530 . | J 8 % 3 ^ W 2 2 9 % 
ChannelBreakout TSVFTP Sharpe 20040530 20050530 2 J 5 % 1.39% 1.04% 20050530 20050828 0.00% & W % 0.00% 
ChannelBreakout TSL/FTP Sharpe 20040828 20050828 80.52% 38.26% 18.64% 20050828 2 0 W 1 U 6 - 2 J 9 % 30.29% 22.16% 
ChannelBreakout TSL/FTP Sharpe 2MMU26 20051126 90.17% 42.12% 31.42% 20051126 20060224 I 5 J 2 % 33.47% 15.03% 
ChannelBreakout TSL/FTP Sharpe 20050224 20060224 0.96% 0.43% O j 7 % 20060224 2 0 W W M -1.62% 1.24% 1.62% 
ChannelBreakout TSVFTP Sharpe 20050525 127.49% 45.81% 20060525 %.M% 37.21% 
ChannelBreakout TSVFTP Sharpe 20050823 20060823 76.46% 38.11% 2 0 J 1 % 20060823 20061121 17.37% 28.70% II j 8 % 
ChannelBreakout TSL/FTP Sharpe 20051121 2WM1H1 52.57% 29.49% 2 I J 3 % 20061121 20070219 ^UW% 2 8 ^ 8 % 19.73% 
ChannelBreakout TSL/FTP S h i m g 20040301 20050301 53.98% 27.18% 19.33% 20050301 20050530 -3.71% 20.63% 11.45% 
ChannelBreakout TSVFTP SXiiiing 20040530 20050530 18.84% 14.62% 15.66% 20050530 20050828 -9.01% 8.47% 10.67% 
ChannelBreakout TSL/FTP Stirling 20040828 20050828 33.67% 28.47% 23.99% 20050828 2 M K 1 ^ * 8.16% 28.17% 13.53% 
ChannelBreakout TSL/FTP airWng % M 5 n 2 6 64.49% 41.78% 27.61% 20051126 20060224 12.77% 39.42% 1524% 
ChannelBreakout TSUFTP Stirling 20050224 20060224 44.50% 22.45% 41.78% 30.78% 15.21% 
ChannelBreakout TSL/FTP Stirling 20060525 138.02% 39.92% 26.75% 20060525 20060823 13.05% 32.09% 19.93% 
ChannelBreakout TSL/FTP SirHng 20050823 72.50% 30.26% 18.36% 20060823 2W*UUJ 15.94% 21.63% 7.48% 
ChannelBreakout TSL/FTP Stirling 20051121 2 M M r U l 116.28% 3 8 J 9 % 36.14% 20061121 20070219 -11.98% 28.39% 16.38% 
ChannelBreakout FF/T P/C/SL Sharpe 20040301 20050301 41.66% 20.09% 21.98% 20050301 20050530 5 j 7 % 16.16% 6.04% 
ChannelBreakout FF/T P/C/SL Sharp e 20040530 20050530 21.06% 14.00% 15.83% W W W M 20050828 19.07% 11.79% 
ChannelBreakout FF/T P/C/SL Simipe 20040828 20050828 3.44% IUW% 1.13% 20050828 20051126 0.00% O.M% 0.00% 
ChannelBreakout FF/T P/C/SL Sharpe 20041126 2 M w r u * 5 4 j 2 % 21.87% 20051126 20060224 -16.05% 20.45% 21.96% 
ChannelBreakout FF/T P/C/SL Sbmipe 20050224 20060224 O j 6 % OJZX 0 J 7 % 20060224 20060525 & W % 0.00% 0.00% 
ChannelBreakout FFH" P/C/SL Sb«pe 20050525 22.48% 18.21% 1 6 J 8 % 1 W % 18.81% 13.12% 
ChannelBreakout FF/T P/C/SL Sharpe 20050823 20060823 88.40% 19.94% 20060823 % W 6 n 2 l 33.00% 25.69% 5.79% 
ChannelBreakout FF/TP/C/S. Simrpe 20051121 20061121 57.94% 2 3 j O % 14.88% 2006I I21 20070219 .3.13% 3 3 J 6 % 19.59% 
ChannelBreakout FF/T P/C/SL Stirling 20040301 i m ^ % W ^ % 35.04% 20050301 9.00% 31.88% I 5 J I % 
ChannelBreakout FF/r P/C/SL Stirling 20040530 4 ^ % M ^ % 18.99% 20050530 20050828 -2.29% 31.63% 20.07% 
ChannelBreakout FF/r P/C/SL Stirling 20040828 11.43% 6.25% 5 2 1 % 2 M G U 2 6 .1.06% 6 . ^ ^ 4.44% 
ChannelBreakout FF/T P/C/SL Stirling 20041126 47.17% 2 7 j l % 19.49% 20051126 2 W W M 4 6 J 6 % 26.15% 13.33% 
ChannelBreakout FF/TP/C/a. Stirling 20050224 20060224 79.80% 43.81% 25.53% 20060224 20060525 17.14% 36.08% W ^ % 
ChannelBreakout FF/TP/OSL Stirling 20050525 20060525 100.98% 20.90% 20060525 20060823 24.90% 25.05% 8.65% 
ChannelBreakout FF/TP/C/SL Stirling 20060823 1 1 5 j 9 % 3 M ^ ! 11.98% 20060823 20061121 26.08% 30.54% 7 J 8 % 
ChannelBreakout FF/r P/C/SL Stirling 20051121 20061121 34.33% 18.78% 20061121 ^ U 3 % 35.29% % ^ % 
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Table B. 6. Channel Breakout performance, stepwise optimization 
Stra tegy Money M a n a g e r Evaluator 
In-sample Out -of - sample 
From To Re tu rn Volat i l i ty Drawdown To Retu rn Volat i l i ty Drawdown 
Cbannelfireakout None Sharpe 20040301 20050301 -37.08% 6 ^ 9 % 3 8 j O % 20050530 -9.99% 6.49% 10.85% 
ChannelBreakout None Shaipe 20050530 5.75% 50,72% 7 2 2 % W J 2 % 
ChaimelBreakout None Shape 20050828 5.94% 3 ^ m 20050828 - 5 J 6 % 7.74% 7.04% 
ChannelBreakout None Siarpe 5 3 9 % 49.70% 20060224 -6.27% T J P K 9 2 9 % 
ChannelBreakout None Sharpe 20050224 6 j & % 2 3 j 8 % 20060224 20060525 -9.92% 1 1 3 0 % 
ChannelBreakout None Sharpe 20030525 -20.01% 7.00% 20.80% 20060823 -1.72% 6.92% 4.83% 
ChannelBreakout None Sharpe 20050823 20060823 -14.57% TU6% n . w % 20060823 20061121 ^ M % 5.44% 7.06% 
ChannelBreakout None Sharpe 20051121 20061121 -15.95% 6 J 7 % 17.47% 20061121 20070219 0.03% 6.86% 3 ^ 2 % 
ChannelBreakout None air l ing 20050301 -37.08% 6.99% 38.30% 20050301 9.99% 6 j y % 10.85% 
ChannelBreakout None Stirling 20040530 20050530 -50.06% 5.75% 50.72% 20050530 20050828 -17.30% 7.22% 18.32% 
ChannelBreakout None Sirling 20040828 20050828 .36.96% 5.94% 20050828 20051126 . 5 J 6 % 7.74% 7.04% 
ChannelBreakout None Sirling 2 M W n 2 6 20051126 .49.05% 5 j y % 49.70% 20051126 20060224 -6.27% 7 J 0 % 9 2 9 % 
ChannelBreakout None Stirling 20050224 20060224 -21.90% 6.56% 20060224 20060525 .9.92% 7.14% H J O % 
ChannelBreakout None Stirling 20060525 -20.01% 7.00% 2 M W 20060525 M W 0 8 M -1.72% 6.92% 4.83% 
ChannelBreakout None SUrling 20060823 - I 4 J 7 % 7.16% 17.05% 20060823 20061121 .2.46% 5.44% 7.06% 
ChannelBreakout None Stirling %W5U2I 20061121 -15.95% 6 j 7 % 17.47% 20061121 20070219 0.03% 6.86% 3 j ? K 
ChannelBreakout FSL/FTP Sharpe 20040301 20050301 95.43% 6 9 J 0 % 87.61% 20050301 20050530 -13.09% 30.23% 2 U M , 
ChannelBreakout FSL/FTP Sharpe 20040530 20050530 26.52% M ^ % 20050530 20050828 -13.30% 19.61% 31.62% 
ChannelBreakout FSUPTP Shmipe 20040828 ^ I M % 26.00% 23.19% 20050828 20051126 -7.66% 19.62% 18.44% 
ChannelBreakout FSUFTP Sharpe 2 M K n 2 6 50.68% 36.66% 42.44% 20051126 - 1 7 j 5 % 36.40% 2 7 3 1 % 
ChannelBreakout FSL/FTP amipe 20050224 20060224 64.17% 3 ^ M , 22.87% 20060224 20060525 4 J 2 % 28.35% % ^ % 
ChannelBreakout F&/FTP Sharpe 20060525 85.53% 32.66% 16.05% 20060823 0 ^ ^ % U 6 % M J O K 
ChannelBreakout FSL/FTP Simrpe 20050823 118.89% 19.87% 20061121 23.85% 3 0 J 3 % 7.00% 
ChannelBreakout FSL/FTP Sharpe 20051121 20061121 95.19% 3 2 J 0 % 22.74% 20061121 20070219 - I 0 J 1 % 3 2 j 4 % 2 3 3 0 % 
ChannelBreakout FSL/FTP Stirling 20040301 20050301 100.03% 70.28% 73.97% 20050301 20050530 -1.10% 4 M M , 
ChannelBreakout FSL/FTP So img 20040530 20050530 18.09% 56.72% 79.42% 20050530 20050828 21.26% 4 4 2 5 % 23.89% 
ChannelBreakout FSVFTP Stirling 20040828 20050828 26.00% 23.19% 20050828 20051126 .7.66% 19.62% 18.44% 
ChannelBreakout FSL/FTP Stiiimg 2 M W n 2 6 20051126 36.15% 35.91% 20051126 20060224 0 ^ * 23.66% 18.83% 
ChannelBreakout FSVFTP Stirling 20050224 20060224 63.39% 40.81% M ^ % M M ( m 4 20060525 W . M % 3 6 ^ 9 % 25.82% 
ChannelBreakout FSL/FTP Stirling 20050525 49.91% 3 5 j l % 20060823 35.75% 27.72% 6 j 3 % 
ChannelBreakout FSL/FTP 20050823 W W W M 124.31% 36.50% 2 ^ M 20060823 2MM1U1 2 3 J 2 % 30.65% 7.00% 
ChannelBreakout FSL/FTP Stirling 20051121 % M 6 n 2 1 95.19% 3 2 J 0 % 22.74% 20061121 .10.31% 3 ^ ^ , 2 3 3 0 % 
ChannelBreakout TSL/FTP Shiipe 20040301 20050301 15.86% 26.83% 2 8 J 5 % 20050301 20050530 -9.98% 19.74% 19.67% 
ChannelBreakout TSL/FTP Sharpe 20050530 34.86% 29.01% 20050530 20050828 -1.10% 33.82% 17.72% 
ChannelBreakout TSL/FTP Sharpe 20050828 59.23% 31.75% 2 6 J 1 % 20050828 2 M W n 2 6 7 J 8% 28.48% 14.85% 
ChannelBreakout TSL/FTP Sharpe 2MWU26 20051126 75.02% M ^ % 3 ^ M 20051126 20060224 3 .M% # # % 22.22% 
ChannelBreakout TSL/FTP Simipe 20050224 88.74% 43.23% 23.88% 2 M ^ ^ 20060525 25.58% 33.90% 19.24% 
ChannelBreakout TSL/FTP Siarpe 20060525 106.11% 45.53% 29.82% 20060525 20060823 1 J 5 % 29.50% 21.83% 
ChannelBreakout TSVFTP Sharpe 20060823 4 3 J 9 % 25.84% M ^ % 20060823 2 « % i n i .9.90% 20.97% 17.18% 
ChannelBreakout TSL/FTP Simpe %W5U2I 20061121 75.18% 2 M ™ 20061121 20070219 3 4 3 0 % 20.18% 
ChannelBreakout TSL/FTP Stirling 20040301 20050301 51.97% 6 5 J 8 % 82.71% 20050301 18.17% 42.64% 21.94% 
ChannelBreakout TSL/FTP Stirling 20040530 20050530 46.62% 34.86% 29.01% 20050530 20050828 .1.10% 33.82% 17.72% 
ChannelBreakout TSL/FTP 20040B2B 20050828 79.77% 37.68% 2 ^ M 200S0B28 8.48% 25.52% 
ChannelBreakout T S J F T P Stirling 2mMUI26 20051126 73.11% 40.10% 24.71% 20051126 20060224 5 J 8 % 22.57% 
ChannelBreakout T l / F T P Stirling 20050224 20060224 9 M M , 4 2 J 6 % 23.05% 2 0 W W # 26.85% 32.00% 19.24% 
ChannelBreakout TSL/FTP Stirling 20050525 104.80% 44.92% 20060525 20060823 .11.64% 23.30% M ^ % 
ChannelBreakout TSL/FTP SlirHng 20050823 20060823 64.65% 39.74% 32.14% 20061121 % . W % 33.67% u a w 
ChannelBreakout T & / F T P Stirling 20051121 2 M M i n i 88.13% 28.57% 30.76% 20061121 20070219 35.49% 20.08% 
ChannelBreakout FF/TP/C/SL Sharpe 20040301 20050301 79.94% 61.99% 8 9 J 8 % 20050301 20050530 -8.81% 38.71% 2 5 2 9 % 
ChannelBreakout FF/TP/C/SL amipe 20040530 28.81% M ^ % 18.88% 20050530 20050828 4 .W% 33.18% 21 29% 
ChannelBreakout FF/TP/C/SL Sharpe 20040828 20050828 47.19% 27.79% 19.92% 20050828 20051126 18.87% 17.27% 
ChannelBreakout FF/TP/C/SL Sharpe 2 W M r U * 20051126 33.23% 33.58% # ^ % 20051126 .4.11% 27.73% 20.06% 
ChannelBreakout FF/TP/C/SL Sharpe 20060224 6 0 2 5 % 33.65% 2 M ^ 20060224 20060525 0.84% 26.95% 
ChannelBreakout F F / T P / C a . Siarpe 20050525 20060525 83.37% 31.67% 20.57% 2.12% M ^ % 16.73% 
ChannelBreakout FF/TP/C/S. Shaipe 20060823 111.97% 14.74% 20061121 26.03% 7.88% 
ChannelBreakout FF/TP/C/SL Sharpe %W5U21 20061121 79.30% 14.45% 20061121 20070219 .7.99% 34.42% 23.20% 
ChannelBreakout FF/TP/C/a. Sb i ing 20040301 20050301 70.77% 62.32% 6 5 j 5 % 20050301 20050530 - I 3 j 3 % 39.43% 
ChannelBreakout FF/TP/C/SL Stirling 20040530 3 ^ M 23.47% 20050530 20050&28 ^UUi3% 20.60% M ^ % 
ChannelBreakout FF/TP/C/SL Stirling 20040828 29.00% 28.33% 20050828 20051126 C . M % I M i ^ i 
ChannelBreakout F F / T P / C a . Stirling % m 5 n 2 6 31.04% 3 9 J 3 % 20060224 W # % 18.73% 
ChannelBreakout FF/TP/C/SL Stirling 20050224 20060224 70.00% 36.26% 24.73% 20060224 20060525 .17.11% 3 ^ M , 33.82% 
ChannelBreakout F F / T P / C a . Stirling 41.46% 20060525 20060823 21.75% W ^ % W # % 
ChannelBreakout FF/TP/C/S. Stirling 112.44% 35.78% 1446% 20060823 20061121 M M % 29.05% 7 j y % 
ChannelBreakout F F / T P / C a . Stirling %M5U2I 20061121 M U 7 % 18.99% 20061121 20070219 33.86% 22.35% 
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Table B.7. Relative Strength Index performance, parallel optimization 
Stra tegy Money Manage r E v a l u a t o r - In-sample Out-of -sample 
lb Retu rn Volati l i ty Drawdown From Tb Re tu rn Volati l i ty Drawdown 
R S 
R a 
R a 
RSI 
R a 
R a 
Ra 
R a 
R a 
R a 
R a 
Ra 
R a 
R a 
R a 
R a 
R a 
R a 
R a 
R a 
R a 
R a 
R a 
R a 
R a 
R a 
R a 
R a 
Ra 
R a 
Ra 
Ra 
Ra 
Ra 
Ra 
Ra 
Ra 
R a 
Ra 
RS 
Ra 
Ra 
Ra 
R a 
Ra 
RS 
Ra 
Ra 
R a 
R a 
R a 
R a 
Ra 
Ra 
Ra 
Ra 
Ra 
Ra 
R a 
Ra 
Ra 
Ra 
Ra 
Ra 
FaVFTP 
FSL/FTP 
FSL/FTP 
FSL/FTP 
FaVFTP 
FaVFTP 
FaVFTP 
FSL/FTP 
FSL/FTP 
FaVFTP 
FaVFTP 
FSUFTP 
FaVFTP 
FSL/FTP 
FaVFTP 
FaVFTP 
TaVFTP 
TaVFTP 
TSL/Fl'P 
TSL/FTP 
TaVFTP 
TSL/FTP 
TSUFTP 
TaVFTP 
TSL/FTP 
TSL/FTP 
TSL/FTP 
TSUFTP 
TaVFTP 
TaVFTP 
TaVFTP 
TSL/FTP 
FF/TP/C/a. 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/a. 
FF/TP/C/a. 
FF/TP/C/SL 
FF/TP/C/SL 
FF/rP/C/SL 
FF/TP/C/S. 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
FFH-p/oa. 
FF/TP/C/SL 
9iarpe 
Siarpe 
Sharpe 
Siarpe 
SSiarpe 
Sharpe 
Sbmrpe 
Sharpe 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Sharpe 
Sharpe 
Sharpe 
Sharpe 
Sbmrpe 
Sharpe 
S t i r l i n g 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Sharp e 
Sharpe 
Sharpe 
Shmipe 
Sharpe 
Sharpe 
Sharpe 
Shaipe 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
SMmg 
Stirling 
Stirling 
Sharpe 
Sharpe 
Sharpe 
Sharpe 
Shaipe 
Siarpe 
Sharp e 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
20040301 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
2WMIHW 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20040301 
20040530 
20040828 
20041126 
20050224 
20050525 
20050823 
20051121 
20050301 
20050828 
%W5n26 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
2 W W M 4 
20060525 
20060823 
20061121 
l^^i 
0.10% 
16.71% 
19.65% 
7.97% 
7.98% 
8 2 6 % 
1 0 J 4 K 
30.42% 
22.27% 
28.12% 
2 6 3 3 % 
12.51% 
24.84% 
24.57% 
8 ^ 3 % 
0.19% 
1.21% 
4.87% 
1J2% 
1JW% 
52.82% 
53.68% 
199.83% 
52.89% 
81.90% 
132.87% 
142.72% 
107.33% 
103.76% 
173.33% 
9.72% 
Oj&% 
2 j y % 
84.73% 
22.10% 
022% 
4.89% 
l j 4 % 
187.04% 
48.67% 
119.35% 
200.81% 
150.43% 
103.03% 
108.15% 
5.14% 
33.84% 
1.48% 
5.15% 
0.63% 
14.81% 
15.61% 
22.40% 
169.34% 
47.75% 
62.54% 
145.81% 
101.71% 
91.45% 
119.14% 
140.07% 
8.45% 
0.13% 
7.74% 
7.48% 
6.51% 
4.82% 
6.08% 
7.34% 
8.82% 
8.05% 
8.24% 
8.74% 
8.41% 
7.45% 
8.02% 
7.60% 
4.52% 
0.09% 
0.64% 
1.76% 
0.51% 
0.47% 
19.54% 
14.64% 
29.45% 
37.39% 
57.88% 
46.88% 
32.88% 
39.49% 
71.18% 
6.W% 
0.90% 
1.05% 
35.03% 
8.94% 
0J8% 
3.23% 
1.02% 
74.43% 
40.49% 
35.64% 
82.17% 
8 3 J 1 % 
41.24% 
46.48% 
35.93% 
Z.M% 
20.02% 
0.52% 
I.45% 
O.M% 
6.34% 
4.52% 
II .49% 
7 6 J 0 % 
25.11% 
57.95% 
82.86% 
36.95% 
51 j 7 % 
(MU6% 
5.69% 
0.10% 
8.35% 
5.43% 
5 J 1 % 
4.16% 
4.25% 
4.41% 
4 .M% 
4.01% 
6.40% 
6.26% 
7.44% 
4.63% 
4.86% 
3.86% 
4.81% 
0.02% 
0.32% 
1.12% 
0.27% 
0.27% 
11.16% 
8.28% 
78.26% 
25.43% 
32.40% 
34.54% 
28.69% 
21.00% 
21.31% 
49.12% 
5.50% 
0.95% 
0.37% 
26.82% 
7.27% 
0.25% 
4.30% 
0.45% 
59.50% 
29.21% 
20.24% 
50.07% 
4 5 J 2 % 
36.33% 
34.49% 
18.91% 
1.44% 
28.47% 
0.35% 
0.77% 
0.07% 
6.09% 
2.52% 
10.85% 
5 8 J 3 % 
55.61% 
24.68% 
37.46% 
35.01% 
53.91% 
20050301 
20050530 
20050828 
20051126 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051)26 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20050301 
20050530 
20050828 
20051126 
2 W W M 4 
20060525 
20060823 
20061121 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
20050530 
20050828 
20051126 
20060224 
20060525 
20060823 
20061121 
20070219 
0.00% 
0.00% 
& W % 
0.00% 
0.00% 
0.00% 
^ .63% 
6 j O % 
123% 
^IJO% 
-1.41% 
0.95% 
0.00% 
1.13% 
0.00% 
0.00% 
O.M% 
^.14% 
0.00% 
0.00% 
-0.57% 
0.37% 
-15.26% 
^ .15% 
2.82% 
-20.20% 
-37.42% 
8.78% 
2.60% 
4.85% 
^ ^ % 
0.97% 
0.00% 
-10.12% 
.5.61% 
0.00% 
0.00% 
-38.64% 
7.88% 
-11.45% 
5J2% 
-57.97% 
8.37% 
-2.65% 
0.00% 
5.13% 
0.00% 
-1.88% 
O.W% 
1 j O % 
1.60% 
^ M % 
-38.62% 
-25.62% 
.24.30% 
-12.39% 
-32.14% 
17.65% 
2.70% 
0.70% 
6 J 2 % 
0.00% 
0.00% 
0.00% 
0.00% 
0.00% 
0.00% 
4.78% 
6.68% 
7.81% 
7 J 1 % 
5.80% 
7 J 6 % 
6.25% 
0.00% 
6.67% 
0.00% 
0.00% 
0.00% 
0.81% 
0.00% 
0.00% 
13.99% 
4.76% 
39.96% 
32.67% 
22.75% 
34.58% 
33.72% 
16.13% 
26.09% 
4.07% 
1.18% 
0.00% 
32.92% 
8.79% 
0.68% 
0.00% 
0.00% 
45.25% 
40.04% 
2 9 J 8 % 
51.05% 
38.89% 
M ^ % 
35.26% 
10.97% 
0.00% 
26.99% 
0.00% 
2.%% 
&W% 
7X0% 
2.60% 
12.73% 
46.03% 
2 3 ^ % 
43.12% 
49.20% 
3 3 J 7 % 
40.80% 
3847% 
38.75% 
6.98% 
0.00% 
0.00% 
0.00% 
0.00% 
0.00% 
0.00% 
I.79% 
2.33% 
5.04% 
7.74% 
4 J 7 % 
5.40% 
3.01% 
0.00% 
2.20% 
0.00% 
0.00% 
0.00% 
0.56% 
0.00% 
0.00% 
I I .07% 
I.78% 
27.89% 
24.16% 
15.95% 
37.96% 
52.72% 
4.77% 
17.65% 
10.88% 
3.66% 
0.43% 
&W% 
2 3 J 4 % 
II .17% 
0.40% 
O.M% 
0.00% 
5 2 j 8 % 
I 9 J 2 % 
26.64% 
62.68% 
22.66% 
5.62% 
0.00% 
12.12% 
O.M% 
1 W % 
0.00% 
4.61% 
ljl% 
5.57% 
55J&% 
31.10% 
32.23% 
36.79% 
39.98% 
26.25% 
23.49% 
13.12% 
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Table B.8. Relative Strength Index performance, stepwise optimization 
S t r a t e g y M o n e y M a n a g e r Eva lua tor • 
I n - s a m p l e O u t - o f - s a m p l e 
From To Vola t i l i ty Drawdown To Vola t i l i ty Drawdown 
RSI None Shaipe 20040301 20050301 -88.56% 4.62% 89.06% 20050301 20050530 -39.16% 5.61% 39.70% 
R S None Sia ipe 20040530 20050530 - 7 0 J 4 X 4.55% 70.75% 20050530 20050828 -21.73% 7.29% 22.87% 
R S None Sia ipc 20040828 20050828 -36.96% 5.67% 37.82% 20050828 20051126 -8.44% 7.50% 10.81% 
R S None Shaipe 20041126 20051126 -20.80% 6.96% 22.13% 20051126 20060224 -9.14% 7.01% 9 J 5 % 
RSI None Siarpe 20050224 20060224 -98.09% 2.67% 98 .0Mt 20060224 20060525 -63.69% 4.55% 63.88% 
R a None Sharpe 20060525 -91.10% 3.83% 91.15% 20060525 20060823 -41.78% 5.56% 4 2 3 3 % 
R S Shaipe 20050823 20060823 -15.33% 7.23% 22.22% 20060823 20061121 -4.22% 5.40% 5.40% 
R S None Sharpe 20051121 20061121 -98.43% 2.68% 98.43% 20061121 20070219 -34.88% 5.88% 34.91% 
RSI None Stirling 20040301 20050301 ^ W j 6 % 4.62% 89.06% 20050301 20050530 -39.16% 5.61% 39.70% 
RSI None Stirling 20040530 20050530 -70.54% 4.55% 70.75% 20050530 20050828 -21.73% 7.29% 22.87% 
RSI None SHrHng 20040828 20050828 -36.96% 5.67% 37.82% 20050828 20051126 j . M % 7 J 0 % 10.81% 
RSI Stirling 20041126 20051126 .20.80% 6.96% 22.13% 20051126 20060224 -9.14% 7.01% 9.55% 
RSI StirGng 20050224 20060224 .98.09% 2.67% 98.09% 20060224 20060525 -63.69% 4.55% 63.88% 
RSI None Stirling 20050525 20060525 3.83% 91.15% 20060525 20060823 -41.78% 5.56% 42.33% 
R S None Stirling 20050823 20060823 -15.33% 7.23% 2 2 j 2 % 20060823 20061121 -4.22% 5.40% 5.40% 
R S None Stirling 20051121 20061121 -98.43% 2.68% 98.43% 20061121 20070219 -34.88% 5.88% 34.91% 
RSI FSVFTP Shaipe 20040301 20050301 -0.79% 22.41% ' M J 4 % 20050301 20050530 -3.56% 16.21% 12.25% 
RSI F S J F T P Sharpe 20040530 20050530 38.96% 34.71% 48.12% 20050530 20050828 -8.52% 2 2 J 0 % 17.85% 
RSI FSL/FTP Shaipe 20040828 20050828 53.04% 29.79% 24.69% 20050828 20051126 1.38% 26.97% 16.04% 
RSI FSVFTP Sbaipe 20041126 20051126 69.80% 29.60% 18.74% 20051126 20060224 .12.04% 42.76% 2 9 J 0 % 
RSI FSL/FTP Sia ipe 20050224 20060224 31.74% I 5 j 3 % 17.71% 20060224 20060525 -20.18% 20.58% 2 9 J 5 % 
RSI FSVFTP Shaipe 20050525 20060525 53.26% 23.94% 1 8 j & % 20060525 20060823 4 j 7 % 18.39% 14.64% 
R S FSL/FTP Shaipe 20050823 20060823 8.75% 17.30% 2 7 J m % 20060823 20061121 1.06% 20.53% 14.86% 
RSI F S J F T P Sharpe 20051121 20061121 41.54% 15.21% 10.73% 20061121 20070219 6.48% 11.88% 3.57% 
RSI F S J F T P 20040301 20050301 7 j l % 22.03% 15.98% 20050301 20050530 -5.96% 16.90% 14.14% 
RSI FSL/FTP 20040530 20050530 38.34% 36.16% 44.62% 20050530 20050828 7.56% 17.17% 9.82% 
R S FSL/FTP Stirling 20040828 20050828 54.59% 30.94% 2 9 J M 4 20050828 20051126 0.84% 2 6 j 8 % 17.08% 
RSI FSL/FTP Stirling 20041126 20051126 69.83% 41.95% 26.11% 20051126 20060224 -9.16% 25.97% 27.31% 
RSI FSVFTP Stirling 20050224 20060224 67.86% 26.98% 14.86% 20060224 20060525 1.83% 2 6 j y % 21.06% 
RSI FSL/FTP 20050525 20060525 46.11% 2 0 3 9 % 16.81% 20060823 I M % 16.83% 12.84% 
RSI FSUFTP Stirling 20050823 20060823 15.19% 32.28% 46.04% 20060823 20061121 4.86% 3 1 J 6 % 13.40% 
R a FSL/FTP Stirling 20051121 20061121 41.54% 15.21% 10.73% 20061121 20070219 6.48% 11.88% 3.57% 
R S TSL/FTP Sharpe 20040301 20050301 -7 .42% 52.46% 96.25% 20050301 20050530 ^ I j 0 % 38.90% • 20.50% 
R S T S V P T P Sharpe 20040530 20050530 24.06% 27.39% 21.17% 20050530 20050828 1 0 J 2 % 24.34% 9 J 6 % 
R S TSL/FTP Starpe 20040828 20050828 47.17% 25.87% 23.99% 20050828 20051126 .3 .58% 30.40% 20.90% 
R S T S V F T P Sia ipe 20041126 20051126 76.23% 33.69% 1 9 J 0 % 20051126 20060224 ^ ^ W % 27.31% 2 ^ M , 
R S T S U F T P Shmpe 20050224 20060224 74.31% 31.73% 2 8 4 8 % 20060224 20060525 6.74% 25.86% 12.98% 
R S TSL/FTP Sharpe 20050525 20060525 42.81% 24.62% 20060525 20060823 -15.06% 18.85% 25.00% 
RSI TSL/FTP Sharpe 20050823 20060823 12.78% 18.65% 27.04% 20060823 20061121 2.37% 22.01% 14.96% 
RSI TSL/FTP Sharpe 20051121 20061121 29.58% 17.23% 12.30% 20061121 20070219 8.12% 13.97% 3.03% 
RSI TSL/FTP Stirling 20040301 20050301 -14.53% 2 6 J 6 % 45.97% 20050301 20050530 .6 .87% 22.15% 16.26% 
R S TSL/FTP StirBng 20040530 20050530 24.06% 2 7 J 9 % 21.17% 20050530 20050828 10.52% 24.34% 9 j W % 
R S T S V F T P Skirling 20040828 20050828 49.76% 2 M M , 2 8 2 2 % 20050828 20051126 9.81% 27.80% 18.61% 
R S TSL/FTP Stirling 20041126 20051126 7&2M4 42.18% 2&4T% 20051126 20060224 ^ 3 7 % 31.48% 27.70% 
R S TSL/FTP 20050224 20060224 69.53% 30.59% 2 6 J & K 20060224 20060525 0.19% 2 0 J T K 12.73% 
R S TSL/FTP Stirling 20050525 20060525 72.98% 42.07% 35.37% 20060525 2006(f823 17.85% 28.26% 15.99% 
RSI TSL/FTP Stirling 20050823 20060823 11.44% 17.57% 25.04% 20060823 20061I2 I 17.32% 15.40% 
RSI TSL/FTP Stirling 20051121 20061121 54.80% 26.85% 20.97% 20061121 20070219 0.51% 27.65% 9.72% 
RSI F F / T P / O S . Sharpe 20040301 20050301 8.80% 19.84% 27.00% 20050301 20050530 ^UW% 16.08% 10.53% 
RSI FF/TP/C/SL Shaipe 20040530 20050530 39.55% 28.63% 22.01% 20050530 20050828 -16.20% 29.93% 38.30% 
R S FFH-P/aSL Sharpe 20040828 20050828 42.27% 26.63% 3 0 J 6 % 20050828 20051126 -5.67% 22.72% 20.83% 
R S FFH^P/C/SL Shaipe 20041126 20051126 85.13% 34.42% 26.05% 20051126 20060224 -18.18% 4 1 4 9 % 27.75% 
R S FF/TP/C/SL Sliarpe 20050224 20060224 54.05% 21.51% 21.58% 20060224 20060525 -1.11% 26.73% 23.36% 
R S FF/TP/C/S. Sharpe 20050525 20060525 56.46% 22.79% 17.62% 20060525 20060823 2.71% 17.74% 11.65% 
R S FF/TP/C/S. Shaipe 20050823 20060823 7.15% 19.44% 30.79% 20060823 20061121 7 # % 24.28% 1 3 4 0 % 
R S FF/TP/C/SL Siarpe 20051121 20061121 40.14% 14.90% 6.09% 20061121 20070219 L W % 15.13% 8 J T % 
R S FF/TP/C/S. Stirling 20040301 20050301 9.57% 25.73% 2 7 j & K 20050301 20050530 -9.38% 16.42% 15.92% 
R S FF/TP/C/SL Stirling 20040530 20050530 29.49% 28.50% 31.84% 20050530 20050828 18.24% 23.19% 11.74% 
R S FF /TP /aSL Stirling 20040828 20050828 49.33% 30.06% 32.69% 20050828 20051126 0.10% 26.90% 17.05% 
R S FFA-P/C/SL Stirling 20041126 20051126 69.30% 34.35% 28.42% 20051126 20060224 4 j O % 32.61% 20.98% 
RSI FF/TP/C/S. Stirling 20050224 20060224 50.89% 18.07% 20060224 20060525 -2.41% 21.54% 18.42% 
R S FF/TP/C/SL StirUog 20050525 20060525 30.40% 21.04% 20060525 20060823 7.22% 23.76% 12.01% 
RSI FF/TP/C/SL Stirling 20050823 20060823 8.13% 20.02% 30.50% 20060823 % W 6 n 2 1 6.97% 24.48% 13.96% 
R S FF/TP/C/SL Stirling 20051121 20061121 54.40% 19.30% 11.04% 20061121 20070219 2 .38% 1 4 J 3 % 5 3 2 % 
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Table B.9. Stochastic Oscillator performance, parallel optimization 
Strategy Money M a n a g e r Eva!ua to r • I n - s a m p l e O u t - o f - s a m p l e 
From To R e t u r n Vola t i l i ty Drawdown FVom To Vola t i l i ty Drawdown 
Stochastic None Siarpe 20040301 20050301 8.24% 8.46% 7.57% 20050301 20050530 -2 .31% 3 ^ 4 % 3.07% 
Stochastic None a a r p e 20040530 20050530 5.41% 5.16% 5.60% 20050530 20050828 0.00% 0.00% 0.00% 
Stochastic None Sharps 20040828 20050828 10.94% 6.97% 5.73% 20050828 20051126 -3.04% 6.57% 4.59% 
Stochastic Siarpe 20041126 20051126 11.54% 6.19% 5.39% 20051126 20060224 0.00% 0.00% 0.00% 
Stochastic Sharpe 20050224 20060224 9.96% 7.85% 6.45% 2 W W M 4 20060525 j . M % 6.74% 8.14% 
Stochastic Sharpe 20050525 20060525 -1.99% 7.48% 10.56% 20060525 20060823 & M % 0.00% & M % 
Stochagk None Sharpe 20050823 20060823 -3-81% 7.73% 16.68% 20060823 20061121 1.82% 5 5 5 % 3.33% 
&och#stic None Siarpe 20051121 20061121 9.45% 7.24% 4.31% 20061121 20070219 0.00% 0 4 0 % 0.00% 
Stochastic Stirling 20040301 20050301 28.21% 9.29% 6.59% 20050301 20050530 -7.96% 6 j 5 % 8.81% 
Stochastic Stirling 20040530 20050530 19.41% 7.77% 6.14% 20050530 20050828 0.00% 0.00% & M % 
Stochastic Stirling 20040828 20050828 3 0 J 7 % 8.53% 4.40% 20050828 20051126 0.98% 8.01% 4.91% 
SlodimAie None Stirling 20041126 20051126 20.24% 8.11% 6.81% 20051126 20060224 -2.35% 3 ^ 7 % 3.02% 
Socl i#*tc None Stirling 20050224 20060224 28.38% 8.81% 6.33% 20060224 20060525 .5 .60% TU5% 7.72% 
Stochastic None Stirling 20050525 20060525 12.42% 7.53% 5 . M % 2 0 M ^ # 20060823 -0.11% 6 j 4 % 
Stochastic Stirling 20050823 20060823 30.34% 8 J 7 % & M % 20060823 20061121 -2.19% 5.39% 3.98% 
Stochastic None S M r n g 20051121 20061121 12.64% 7.21% 6.82% 20061121 20070219 2 J 4 % 7.16% 2 . M % 
S t o d w a k FSL/FTP Sharpe 20040301 20050301 19.01% 10.24% 8.66% 20050301 20050530 -4.69% 6J t8% 6.18% 
Stochastic FSL/FTP Sharpe 20040530 20050530 4.59% 2.09% 1.10% 20050530 20050828 0.58% 0.98% 0.46% 
Stochastic FSUFTP Sharp* 20040828 20050818 7 * 7 % 4^&% 3.10% 20050828 % m 5 n 2 6 -2.95% 3.06% 3.19% 
Stochastic FSUFTP S u i p c 20041126 20051126 1.08% 0.58% 0.23% 20051126 20060224 -0.35% 1.16% & M % 
Stochmaic FSL/PTP Shmipe 20050224 20060224 1.04% 0.42% 0.27% 20060224 20060525 0.00% 0.00% 0.00% 
StochMtie FSL/FTP Sharpe 20050525 20060525 1.22% 0.52% 0.41% 20060525 20060823 0.00% 0.00% & M % 
S o d w a i c FaVFTP Sharpe 20050823 20060823 4.34% 2.99% l . W % 20060823 20061121 1.53% 3.55% 1.56% 
Stochastic FSL/FTP Sbarpe 20051121 20061121 0.92% 0 J 5 % 0.30% 20061121 20070219 & M % 0.00% & M % 
Stochastic F S J F T P Stirling 20040301 20050301 183.60% 7 3 . n % 54.99% 20050301 20050530 -23.86% 4 3 3 8 % 37.76% 
Stochastic FSL/FTP StirUng 20040530 20050530 95.98% 6 0 j 6 % 47.02% 20050530 20050828 7.43% 33.68% 18.46% 
StochmAk FSL/FTP Stirling 20040828 20050828 82.37% 4 7 J 5 % 45.92% 20050828 20051126 3JZ4% 8.08% 7.18% 
S o d w s t k FSVFTP Stirling 2MWLU6 20051126 119.11% 53.04% 34.37% 20051126 20060224 .16.45% 32.73% 37.68% 
S t o d u s t k FSL/FTP Stirling 20050224 20060224 76.59% 39.34% 23.57% 20060224 20060525 -31.75% 27.83% 41.48% 
Stochastic FSL/FTP Stirling 20050525 20060525 77.70% 23.81% 12.56% 20060525 20060823 4.59% 10.76% 
S o c h a a k FSUFTP Stirling 20050823 20060823 111.90% 53.16% M . W % 20060823 20061121 4.28% 41.89% 24.11% 
^ ^ i # k FSL/FTP Stirling 20051121 20061121 136.99% 78.00% 52.10% 20061121 20070219 9.89% 55.48% 2L8mK 
Stochastic TSL/FTP Sharpe 20040301 20050301 52.80% 25.60% 13.61% 20050301 20050530 -11.62% 17.27% 18.07% 
Stochastic TSL/FTP Sharpe 20040530 20050530 0.00% OjW% 0.00% 20050530 20050828 0.00% 0.00% 0.00% 
Stod iaAk TSL/FTP Siarpe 20040828 20050828 0.47% 0.34% 0.24% 20050828 20051126 -1.44% 2 J 2 % 1.44% 
S o c h m g k TSL/FTP Sharpe 2MM1M* 20051126 8.95% 5 jW% 3.81% 20051126 20060224 -1.47% 4.61% 3.36% 
Stoduut ic TSL/FTP S w i p e 20050224 20060224 2 a ? K 4.08% 4.23% 20060224 20060525 -7.59% 6.89% lOJWK 
Stochastic TSL/FTP Sharpe 20050525 20060525 9.73% 3.85% 1.87% 20060525 20060823 -1.72% 3.40% 2.44% 
Socb##Mc TSL/FTP Sharpe 20050823 20060823 38.82% 1 5 J 8 % 8.18% 20060823 20061121 -5.48% 18.23% 14.99% 
Stochastic TSL/FTP Sharpe 20051121 20061121 31.23% 25.05% 16.44% 20061121 20070219 3.87% 17.42% 8.02% 
Stochastic T S J F T P Stirling 20040301 20050301 130.24% 52.96% 38.20% 20050301 20050530 .23.51% 35.87% 
S t o d u a t k TSL/FTP S M k g 20040530 20050530 29.23% 17.88% 14.34% 20050530 20050828 3.29% 12.42% 6.84% 
Stod imak TSL/FTP StirDng 20040828 20050828 40,24% 30.75% 31.54% 20050828 20051126 -29.93% 36.30% 39.20% 
Stock m a k TSL/FTP Stirling 20041126 20051126 59.52% 47.67% 34.30% 20051126 20060224 6 . W % 49.94% 23.86% 
Stochastic TSL/FTP Stirling 20050224 20060224 143.80% 49.30% 29.43% 20060224 20060525 -18.69% 40.75% 36.72% 
Stochmstk TSUFTP Stirling 20050525 20060525 82.55% 26.01% 20060525 20060823 8.02% 1 6 J 2 % 7.87% 
Stochastic T a V F T P Stirling 20050823 20060823 46.17% 17.95% 9.43% 20060823 20061121 -5.26% 19.64% 16.28% 
Stochastic TSL/FTP Stirling 20051121 20061121 119.16% 49.18% 32.97% 20061121 20070219 1.69% 21.45% 7.01% 
Stodimgtk FF/TP/C/SL Sharpe 20040301 20050301 34.54% 9.63% 6.10% 20050301 20050530 -1.99% 6.85% 4.79% 
Stochastic FF/TP/C/SL Sharpe 20040530 20050530 -0.54% 0.99% 1.23% 20050530 20050828 0.00% OJWK 0.00% 
S todws tk FF/TP/C/SL A a r p c 20040828 20050828 o j y % 0.59% 0.43% 20050828 20051126 0.00% 0.00% & W % 
Stochwtk FF/TP/C/SL Shmipe 2 M M 1 U * 20051126 4 M % IJM% 2.14% 20051126 20060224 0.91% 2.70% 1.71% 
Stochastic FF/TP/C/a . S ia ipc 20050224 20060224 1.80% IU3% 0.85% 20060224 20060525 0.43% ] U 5 % 0.67% 
StochmAk FF/TP/C/SL Sharpe 20050525 20060525 1.61% 0.56% 0.27% 20060525 20060823 0.00% OjW% 0.00% 
Stochastic FF/TP/C/SL Sharpe 20050823 20060823 12.86% 5.62% 4.16% 20060823 20061121 a.w% 5.40% 3.16% 
Stochastic FF/TP/C/SL Siarpe 20051121 20061121 1.98% 0'.84% 0.58% 20061121 20070219 0.00% 0.00% 0.00% 
Stochastic FF/TP/C/SL Stirling 20040301 20050301 141.97% 57.31% 51.37% 20050301 20050530 -24.72% 41.14% 38.84% 
Stochastic FF /TP /aSL Stirling 20040530 20050530 117.24% 54.67% 40.79% 20050530 20050828 -9.58% 47.26% 28.96% 
Stochastic FF/TP/C/SL Stirling 20040828 20050828 25.31% I W M , 11.35% 20050828 20051126 -9.06% 1 6 J 3 % 10.58% 
Stochastic FF/TP/C/a . SEirUog 20041126 % W 5 U 2 6 81.31% 43.65% 24.55% 20051126 20060224 -12.79% 31.40% 24.57% 
Stochastic FF/TP/C/SL Stirling 20050224 2 W W M 4 70.73% 32.87% 24.18% 20060525 -44.40% 28.64% 52.07% 
Stochastic FF/TP/C/SL Stirling 20050525 20060525 84.75% 41.62% 33.43% 20060525 20060823 8.91% 39.73% 15.71% 
Stochastic FF /TP /aSL Stirling 20050823 20060823 106.76% 37.78% 23.46% 20060823 20061121 1.93% 21.15% 
Stochastic FF/TP/C/SL Stirling 20051121 20061121 100.34% 42.64% 2 W ^ 20061121 20070219 6 J 5 % 33.15% 9.93% 
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Table B.IO. Stochastic Oscillator performance, stepwise optimization 
S t r a t e g y M o n e y M a n a g e r G v a l u a t o r " 
I n - s a m p l e O u t - o f - s a m p l e 
To R e t u r n V o l a t i l i t y D r a w d o w n F r o m l b R e t u r n V o l a t i l i t y D r a w d o w n 
Stochas 
Stochas 
Stochas 
S tocha : 
Stochas 
Stochas 
S tochm 
Stochms 
Stochas 
Stochas 
Stochas 
Stochm: 
Sochmm 
Stochas 
Stochas 
R w A w i 
Stochas 
Stochas 
Stochas 
Sochmg 
Stochas 
S o c h m : 
Stochas 
StochMi 
Stochas 
Stochas 
Stochw 
Stochms 
Stochas 
Stod iM 
Stochas 
Stochas 
S o c h u 
Sochmi 
Stochas 
Stochas 
Sochm: 
Stochas 
Stochas 
S o d u g 
S o c h m : 
Stochas 
Stochas 
Stochas 
Stochas 
Stochas 
Stochas 
S t o c h w 
Stochas 
Stochas 
Sochim 
Stochas 
Stochas 
Stochas 
Stochas 
Stochas 
Stochas 
S o c h w 
Stochas 
Stochas 
Stochas 
Stochas 
StochM 
F S U F T P 
F S U F T P 
F S U F T P 
FaVFTP 
FSL/FTP 
F S V F T P 
FSL/FTP 
FSL/FTP 
F S U F T P 
FSL/FTP 
FSL/FTP 
FSL/FTP 
F S U F T P 
F S U F T P 
FSL/FTP 
FSL/FTP 
T S U F T P 
T S V F T P 
T S U F T P 
T S U F T P 
T S U F T P 
TSL/FTP 
T S U F T P 
T S L / F T P 
TSL/FTP 
T S L / F T P 
T S U F T P 
T S L / F T P 
T S L / F T P 
T S U F T P 
T S U F T P 
TSL/FTP 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
F F / T P / C a . 
F F / T P / C / S , 
FF/TP/C/SL 
F F / T P / C r a . 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
FF/TP/C/SL 
F F / T P / C / a . 
FF/TP/C/SL 
F F / T P / C / a . 
FF/TP/C/SL 
Sharpe 
aurpe 
Sharpe 
Shmrpe 
Sharpe 
Shaqie 
Stirling 
Stirling 
Stirling 
Stirling 
Stirling 
Sharpe 
Sharpe 
Shmipe 
Sharpe 
Sharpe 
Simrpc 
Sharpe 
Sharpe 
Stirling 
SirHng 
Skirimg 
Stirling 
SlirGng 
S h w p e 
Sharpe 
Sharpe 
Sharpe 
Sharpe 
Shmrpc 
Simipc 
Sharpe 
Stirling 
Stirling 
Stirling 
Stirling 
Sharpe 
Sharpe 
Shupe 
S b a r p t 
SJiarpe 
Sbmipe 
S i a r p e 
Sharpe 
Stirling 
Stirling 
Stirling 
Stirling 
ah-Ung 
Stirling 
Stirling 
Stirling 
2 0 0 4 0 3 0 1 
2 0 0 4 0 5 3 0 
2 0 0 4 0 8 2 8 
2 0 0 4 1 1 2 6 
2 0 0 5 0 2 2 4 
2 0 0 5 0 5 2 5 
2 0 0 5 0 8 2 3 
2 0 0 5 1 1 2 1 
2 0 0 4 0 3 0 1 
2 0 0 4 0 5 3 0 
2 0 0 4 0 8 2 8 
2 0 0 4 1 1 2 6 
2 0 0 5 0 2 2 4 
2 0 0 5 0 5 2 5 
2 0 0 5 0 8 2 3 
2 0 0 5 1 1 2 1 
2 0 0 4 0 3 0 1 
2 0 0 4 0 5 3 0 
2 0 0 4 0 8 2 8 
2 0 0 4 1 1 2 6 
2 0 0 5 0 2 2 4 
2 0 0 5 0 5 2 5 
2 0 0 5 0 8 2 3 
2 0 0 5 1 1 2 1 
2 0 0 4 0 3 0 1 
2 0 0 4 0 5 3 0 
2 0 0 4 0 8 2 8 
2MW1U6 
2 0 0 5 0 2 2 4 
2 0 0 5 0 5 2 5 
2 0 0 5 0 8 2 3 
2 0 0 5 1 1 2 1 
2 0 0 4 0 3 0 1 
2 0 0 4 0 5 3 0 
2 0 0 4 0 8 2 8 
2 0 0 4 1 1 2 6 
2 0 0 5 0 2 2 4 
2 0 0 5 0 5 2 5 
2 0 0 5 0 8 2 3 
2 0 0 5 1 1 2 1 
2 0 0 4 0 3 0 1 
2 0 0 4 0 5 3 0 
2 0 0 4 0 8 2 8 
2MM1UW 
2 0 0 5 0 2 2 4 
2 0 0 5 0 5 2 5 
2 0 0 5 0 8 2 3 
2 0 0 5 1 1 2 1 
2 0 0 4 0 3 0 1 
2 0 0 4 0 5 3 0 
2 0 0 4 0 8 2 8 
2 0 0 4 1 1 2 6 
2 0 0 5 0 2 2 4 
2 0 0 5 0 5 2 5 
2 0 0 5 0 8 2 3 
% m 5 n 2 i 
2 0 0 4 0 3 0 1 
2 0 0 4 0 5 3 0 
2 0 0 4 0 8 2 8 
2MM1M6 
2 0 0 5 0 2 2 4 
2 0 0 5 0 5 2 5 
2 0 0 5 0 8 2 3 
2 0 0 5 1 1 2 1 
2 0 0 5 0 3 0 1 
2 0 0 5 0 8 2 8 
%m5n26 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
2 0 0 5 0 3 0 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
2 0 0 5 0 3 0 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
2 0 0 5 0 3 0 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 M W M 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
2 0 0 5 0 3 0 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
2 0 0 5 0 3 0 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
2 0 0 5 0 3 0 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
-11^4% 
- 4 . 7 8 % 
2 J 5 % 
15.42% 
8 4 6 % 
1.72% 
4 2 9 % 
^ 1 4 2 % 
- 1 1 . 2 4 * 
-4 .78% 
2 j 5 % 
15.42% 
8.66% 
1.72% 
4 j 9 % 
. 0 . 4 2 % 
5 . 4 7 % 
1.71% 
l j W % 
2 4 . 6 9 % 
2 j W % 
10 .56% 
4 9 . 6 2 % 
4 8 . 0 8 % 
5 . 4 7 % 
1.71% 
i j y * 
3 8 . 7 3 % 
4 . 8 6 % 
13.60% 
74 .35% 
102 .57% 
5 / # % 
-0 .21% 
1.58% 
16 .84% 
l j K % 
5 4 1 % 
4 3 . 9 8 % 
55 .19% 
8U[5% 
. 0 . 0 5 % 
1.79% 
18.54% 
2 .65% 
1 0 J 6 % 
4 4 . 9 6 % 
8 0 . 8 9 % 
4 . 8 6 % 
0 .79% 
l j 8 % 
2 0 . 5 8 % 
3 .02% 
9 .18% 
4 6 . 1 0 % 
63 .37% 
5 .73% 
1.25% 
1.79% 
3 4 . 8 4 % 
3 .99% 
13.95% 
7 4 2 8 % 
101.60% 
8.16% 
5 . 9 2 % 
7 . 9 0 % 
8 . 0 9 % 
7 .72% 
7 .47% 
7 . 6 3 % 
7 . 0 8 % 
8.16% 
5 . 9 2 % 
7 .90% 
8 .09% 
7 . 7 2 % 
7 .47% 
7 .63% 
7 . 0 8 % 
6 . 8 3 % 
3 .96% 
0 . 5 2 % 
12.78% 
1.48% 
5 . 1 5 % 
18.88% 
2 3 . 7 2 % 
6 .83% 
3 . 9 6 % 
0 . 6 7 % 
2 1 . 4 0 % 
4 . 0 8 % 
8 .04% 
3 6 . 5 4 % 
7 2 . 0 1 % 
7 . 4 2 % 
I . 4 5 % 
0 . 5 2 % 
1 3 2 7 % 
1.62% 
2 .74% 
2 4 . 5 2 % 
3 0 . 6 1 % 
II.62% 
1.41% 
0 . 6 7 % 
16.79% 
2 .51% 
7 ^ % 
2 7 . 3 4 % 
5 8 . 8 0 % 
6 .74% 
3 .38% 
0J2% 
1 1 3 2 % 
2 .13% 
4 . 4 6 % 
18.10% 
3 1 J 8 % 
6 . 2 9 % 
4 .21% 
0 .67% 
19.41% 
3 . 1 4 % 
8 .12% 
3 4 . 6 0 % 
6 2 . 9 1 % 
18 .56% 
12 .40% 
14 .89% 
5 2 4 % 
6 2 9 % 
7 . 6 5 % 
5 1 8 % 
8 .89% 
18.56% 
12 .40% 
14 .89% 
5 2 4 % 
6 2 9 % 
7 .65% 
5 .78% 
8 .89% 
8 .40% 
7 .20% 
0 2 4 % 
10 .57% 
1.66% 
4 . 1 2 % 
16 .02% 
15 .60% 
8 .40% 
7 .20% 
0J2% 
13.64% 
4 . 9 9 % 
6 .30% 
2 6 . 5 9 % 
5 4 . 2 9 % 
10 .33% 
2.26% 
0 2 4 % 
13 .49% 
I . 7 5 % 
2 . 3 1 % 
2 4 . 9 8 % 
2 0 . 9 3 % 
1 8 3 8 % 
2 .18% 
0J2% 
I I . 7 3 % 
3 . 8 7 % 
6 .73% 
2 4 . 9 8 % 
8 .95% 
6.61% 
0 .24% 
9 .74% 
2 . 2 4 % 
3 . 5 1 % 
15 .49% 
18.71% 
6 . 9 8 % 
6.68% 
0J2% 
12 .92% 
4 J 6 % 
5 . 6 1 % 
2 5 . 2 0 % 
4 6 J m * 
2 0 0 5 0 3 0 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
20061121 
2 0 0 5 0 3 0 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
20061121 
2 0 0 5 0 3 0 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
20061121 
2 0 0 5 0 3 0 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
2 0 0 5 0 3 0 ! 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
2 0 0 5 0 3 0 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
2 0 0 5 0 3 0 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
2 0 0 5 0 3 0 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
20061121 
2 0 0 7 0 2 1 9 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
20061121 
2 0 0 7 0 2 1 9 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
20061121 
2 0 0 7 0 2 1 9 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
2 0 0 6 1 1 2 1 
2 0 0 7 0 2 1 9 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
20061121 
2 0 0 7 0 2 1 9 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
20061121 
2 0 0 7 0 2 1 9 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
20061121 
2 0 0 7 0 2 1 9 
2 0 0 5 0 5 3 0 
2 0 0 5 0 8 2 8 
2 0 0 5 1 1 2 6 
2 0 0 6 0 2 2 4 
2 0 0 6 0 5 2 5 
2 0 0 6 0 8 2 3 
20061121 
2 0 0 7 0 2 1 9 
3 . W % 
^ U G % 
0.00% 
5 . 9 5 % 
4 ^ % 
0.20% 
Z . W % 
3 . 9 1 % 
-1.62% 
0.00% 
5 . 9 5 % 
^ . W % 
020% 
- 0 . 8 3 % 
2 . 4 8 % 
1.15% 
- 0 . 6 3 % 
& W % 
. 3 3 2 % 
^ I j 2 % 
- 0 2 5 % 
- 5 . 8 9 % 
5 .84% 
1.15% 
^ ^ 3 % 
0.00% 
- 3 . 6 3 % 
0 .08% 
l . W * 
- 5 . 8 1 % 
1.18% 
4 . 5 2 % 
0 . 0 5 % 
0.00% 
- 0 . 9 6 % 
. 1 . 6 9 % 
0 2 9 % 
. 7 . 1 3 % 
0 . 9 8 % 
3 .63% 
.0.01% 
O.M% 
0 .85% 
^ U 6 % 
028% 
. 3 . 5 5 % 
1 . W % 
0.82% 
^ ^ 3 % 
OJWK 
- 3 . 3 2 % 
0 4 8 % 
- 0 2 5 % 
- 5 . 8 9 % 
1.12% 
0 X 7 % 
- 0 2 7 % 
- 3 . 9 3 % 
O . M % 
3 .56% 
- 5 . 8 1 % 
1.43% 
6 A T % 
6 2 9 % 
0.00% 
6.66% 
6 . 9 4 % 
6 .92% 
5 . 4 2 % 
7 . 1 9 % 
6 . 8 7 % 
6 .29% 
0.00% 
6.66% 
6 . 9 4 % 
6 .92% 
5 . 4 2 % 
7 . 1 9 % 
7 . 4 1 % 
2 .04% 
0.00% 
0.61% 
4 . 8 9 % 
16.71% 
2 9 . 9 4 % 
7 .41% 
2 . 0 4 % 
0.00% 
W 2 4 X 
3 .12% 
6.26% 
2 5 . 7 8 % 
7 .27% 
0 .65% 
0.00% 
13 .15% 
1.61% 
2 . 1 4 % 
I 9 j l % 
11 .48% 
0 . 4 9 % 
0.00% 
15.06% 
1.70% 
6.12% 
18.84% 
3 7 . 9 4 % 
7 .79% 
2 . M % 
0.00% 
1 0 2 5 % 
2 .98% 
4 .89% 
16.71% 
2 9 . 8 6 % 
6 .59% 
2.12% 
0.00% 
15.25% 
3 .12% 
y M % 
2 5 . 7 8 % 
3 . 1 1 % 
5 .07% 
0.00% 
2 . 7 0 % 
5 2 2 % 
4 .00% 
4 2 4 % 
2 .46% 
3 . 1 1 % 
5 .07% 
0.00% 
2 . 7 0 % 
5 . 2 2 % 
4 .00% 
4 2 4 % 
2 .46% 
4 2 2 % 
1.76% 
0.00% 
9 .58% 
0 .70% 
3 . 9 3 % 
13 .91% 
10 .25% 
4 2 2 % 
1.76% 
0.00% 
10 .03% 
1.61% 
3 .93% 
16.32% 
2 1 . 4 3 % 
3 2 7 % 
0 .37% 
0.00% 
6 . 9 1 % 
1.87% 
I . 1 9 % 
13.80% 
15 .23% 
5 .06% 
0 3 6 % 
0.00% 
5 .79% 
2 3 4 % 
4 . 9 8 % 
I I . 0 9 % 
2 0 . 9 5 % 
4 3 0 % 
1.76% 
0.00% 
9 . 5 8 % 
1.20% 
3 . M % 
13 .91% 
13.89% 
3 .89% 
1.76% 
0.00% 
10.30% 
1.61% 
2 . 8 3 % 
1 6 3 2 % 
2 0 . 9 6 % 
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Table B.l 1. Bollinger Bands performance, parallel optimization 
Strategy Money M a n a g e r E v a l u a t o r ' 
In - sample Out-of>samplc 
From Tb R e t u r n Volat i l i ty Drawdown From Tb R e t u r n Vola t i l i ty Drawdown 
BollingerBands None Siarpe 20040301 20050301 9.04% 4 J 8 % 20050301 20050530 ^ 6 % 6 3 4 % 7 J 9 % 
BollingerBands None Sharpe 20040530 20050530 29.40% 8.42% 8 J 8 % 20050828 0.22% 7.83% 4.17% 
BollingerBands None Sharpe 20040828 20050828 31.17% S.39% & % % 20050828 20051126 -1.66% 7 . M % 3 3 3 % 
BollingerBands None Sharpe 20041126 20051126 22.74% 8.31% 8.10% 20051126 20060224 -8.83% 7.09% 1 0 3 0 % 
BollingerBands None Sharpe 20050224 20060224 2 5 J 0 % 8.91% 7.89% 20060224 20060525 .3.65% 7.27% 7.60% 
BollingerBands None 20050525 20060525 17.91% 8.43% 5 jWK 2 M ^ ^ 20060823 3.65% 7 ^ ^ 2 .M% 
BollingerBands None Sharpe W W 0 8 # 20060823 27.63% 8.42% 4 j W K 20060823 20061121 .1.83% 5 ^ * 4.15% 
BollingerBands None Sharpe 20051121 20061121 20.76% 7 j 3 % 4.00% 20061121 20070219 .2.40% 6.87% 4 . M % 
BollingerBands None Stirling 20040301 20050301 27.83% 9.84% 6.34% 20050301 20050530 .5.00% 6 ^ W 6 . M % 
BollingerBands None Sirl ing 20040530 20050530 1 7 J 0 % 8 J 9 % 6.16% 20050530 20050828 2.92% 7.91% 4.12% 
BollingerBands None StirUng 20040828 20050828 23.27% 8.38% 6.10% 20050828 20051126 11.73% 8.40% 3.35% 
BollingerBands None Stirling 2MMH26 20051126 3 3 J 7 % 8.74% & W % 20051126 & W % 7 3 9 % 3 ^ ^ 
BollingerBands None Stirling 20050224 20060224 21.93% 8.14% 6.63% 20060525 9 .M% 7 . % % 3.12% 
BollingerBands None Stirling 20050525 20060525 30.74% 9 J 7 % 9 j ^ K 20060525 20060823 0.49% 6.91% 4.19% 
BollingerBands None Shrling 20050823 20060823 23.96% 8 4 3 % 6.90% 20060823 20061121 5.38% 5 3 0 % 
BollingerBands None Stirling 20051121 20061121 14.47% 7 J 2 K 7 .M% 20061121 20070219 j . M % 6 .M% 4.19% 
BollingerBands FSUFTP Shiipe 20040301 20050301 I24J4% M ^ % 12.13% 20050301 20050530 -24.08% 27.81% 
BollingerBands FSUPTP Shmrpe 20040530 20050530 41.14% 10.13% 7.35% 20050530 20050828 8.67% 10.66% 5 J 7 % 
BollingerBands FSL/FTP Sbrnq* 20040828 20050828 47.89% 13.12% & W % 20050828 20051126 0 J 6 % 1233% 11.19% 
BollingerBands FSUFTP Sharpe 2 m M I U 6 20051126 105.92% 23.85% 13.39% 20051126 20060224 .7.41% 26.06% 16.66% 
BollingerBands FSL/FTP Sharpe M M 0 2 ^ ^ 20060224 95.14% 27.93% 25.87% 20060224 2 0 M W M . 1 4 3 7 % 21.81% 
BollingerBands FSL/FTP Sbmrpc 20050525 20060525 121.69% 25.13% 13.15% M 0 6 W M 20060823 - 7 j 9 % 18.48% 12.45% 
BollingerBands FSL/FTP S w p c 20050823 20060823 W # % 3 M M 20060823 20061121 2.04% 32.00% 
BollingerBands FSUFTP Shmrpe 20051121 20061121 96.49% 22.12% 9.93% 20061121 20070219 &W% 10.28% 
BollingerBands FSL/FTP 20040301 20050301 227.41% 61.58% 2 8 3 1 % 20050301 20050530 -16.30% 43.11% 32.33% 
BollingerBands FSL/FTP Stirling 20040530 20050530 148.73% 26.72% 20050530 20050828 17.75% 34.48% 12.07% 
BollingerBands FSL/FTP Stirling 20040828 20050828 106.90% 31.80% 23.29% 20050828 2 M K U 2 6 3.10% 27.68% 24.72% 
BollingerBands FSL/FTP Stirling 20041126 20051126 158.98% 50.65% 36.84% 20051126 20060224 2 J 6 % 40.38% 17.42% 
BollingerBands F&/FTP Stirling 20050224 20060224 153.79% W ^ % 24.73% 20060224 20060525 -18.05% 25.72% 3 3 3 2 % 
BollingerBands FSVFTP Stirling 20050525 20060525 174.02% 45.17% 21.90% 20060525 20060823 n 3 6 % 3 3 j 3 % 15.37% 
BollingerBands FSL/FTP Stirling 20050823 20060823 144.09% M # % 25.97% 20060823 20061121 & M % 3 9 3 n t 25.47% 
BollingerBands FSVFTP Stirling 2MKUi21 % M 6 n 2 1 167.02% 37.72% 19.23% 20061121 20070219 3.86% 29.46% 8 4 8 % 
BollingerBands TSL/FTP Shmrpe 20040301 20050301 159.35% 39.43% 22.03% 20050301 20050530 .14.61% 25.78% 2 0 J 9 % 
BollingerBands TSL/FTP Sharpe 20050530 66.39% 25.84% 2 8 j 9 % 20050530 20050828 8.09% 19.50% 13.07% 
BollingerBands TSL/FTP Sharpe 20040828 20050828 31.08% 11.29% 9 .M% 20050828 20051126 -0.07% 11.87% 9 j 4 % 
BollingerBands TSL/FTP Sharpe 2 M M I U * 20051126 83.67% 19.92% 10.58% 20051126 20060224 -19.05% 22.71% 
BollingerBands TSL/FTP Sbmipe 20050224 20060224 87.81% 19.67% 14.69% 20060224 20060525 -8.19% 16.29% 1732% 
BollingerBands TSL/FTP Shape 20050525 20060525 69.34% 16.09% 11.15% 20060525 20060823 14.92% 9.56% 
BollingerBands TSL/FTP Sbmrpe 20050823 20060823 72.70% 1 7 j 5 % I I J 5 % 20060823 20061121 10.97% 19.09% 15.55% 
BollingerBands TSL/FTP Sharpe 20051121 20061121 120.15% 33.28% 20.24% 20061121 20070219 .1.15% 3 1 3 1 % 13.44% 
BollingerBands TSL/FTP Stirling 20040301 20050301 2 6 0 3 5 % .78.10% 35.81% 20050301 20050530 -9.70% 4 3 3 8 % 29.49% 
BollingerBands TSL/FTP Stirling 20040530 20050530 77.99% 34.74% 21.66% 20050530 20050828 6 J 6 % 26.82% 1436% 
BollingerBands TSL/FTP Stirling 20040828 20050828 7 7 J 6 % 35.74% 28.51% 20050828 20051126 -22.39% 34.06% 32.30% 
BollingerBands TSVFTP Stirling 20041126 20051126 136.62% 35.81% 1 8 J 3 % 20051126 20W,MM 28.21% 16.24% 
BollingerBands TSVFTP Stirling 20050224 20060224 179.40% 5 6 J 8 % 31.92% 20060224 20060525 -22.22% 40.54% 45.03% 
BollingerBands TSVFTP Stirling 20050525 20060525 150.03% 45.38% % i M % 20060525 20060823 .2.83% 3 S 3 a K 25.93% 
BollingerBands TSL/FTP Stirling 20050823 20060823 I M ^ W 3 ^ m 20060823 2 M K H 2 1 15.08% 4 8 3 2 % 21.88% 
BollingerBands TSL/FTP Stirling 20051121 20061121 177.67% 54.96% 32.65% 2006I I21 20070219 ^ ; j o % 40.01% 28.99% 
BollingerBands FF/TP/C/SL Shmipe 20040301 20050301 127.08% 27.79% 10.63% 20050301 20050530 -21.25% 23.51% M # % 
BollingerBands FF/TP/C/SL Sharpe 20040530 20050530 30.82% 12.86% 20050530 20050828 1838% 10.47% 
BollingerBands FF/TP/CySL Sharpe 20040828 92.18% 24.48% 15.68% 20050828 20051126 20.28% 12.35% 
BollingerBands FF/TP/C/S. Sharpe 20041126 20051126 105.83% 32.39% 20051126 -7.63% 30.70% 20.24% 
BollingerBands FF/TP/C/S. Shmrpe 20050224 138.74% 33.22% 20060224 20060525 16.49% 32.58% 34.60% 
BollingerBands FFH-P/CVSL Sharpe 20050525 20060525 145.86% 15.68% 20060525 20060823 12.19% 37.98% 18.73% 
BollingerBands FF/TP/C/SL Sharpe 2 0 M M M 20060823 133.19% 25.70% 15.67% 2 0 0 6 I I 2 I -1.56% 27 .8mt 18.04% 
BollingerBands FFH'P/C/S. &mrpe 20051121 20061121 106.81% M ^ % 15.21% 20061121 20070219 14.95% 24.07% 4 J 8 % 
BollingerBands FF/TP/C/SL Stirling 20040301 20050301 214.44% 5 8 J 8 % 2 7 3 5 % 20050301 20050530 .17.19% 35.34% 30.83% 
BollingerBands FF/TP/OSL Stirling 20040530 20050530 169.07% 62.51% 37.47% 20050828 42.61% 21.67% 
BollingerBands FF/TP/C/SL Stirling 20040828 20050828 82.20% 3 1 3 5 % 21.34% 20050828 20051126 -5.89% 30JTK 
BollingerBands FF/TP/OS. Stirling 20041126 2 M M n 2 6 132.04% 6 7 3 0 % 49.06% 20060224 . 4 2 5 % 41.43% 22.83% 
BollingerBands FF/TP/OSL Stirling 20050224 20060224 133.78% 5 9 J 6 % 38.71% 20060224 20060525 .24.20% 4234% 41.64% 
Bollin^rBands FF/TP/C/SL Stirling 142.78% 44.28% 19.95% 2 W l ^ # 20060823 31.44% 37.41% 1035% 
BollingerBands FF/TP/C/SL Stirling 20050823 20060823 I M ^ ^ 52.95% 3 0 J 1 % 20060823 20061121 8.14% 37.86% 
BollingerBands PF/TP/Ca. Stirling 20051121 20061121 144.95% 39.68% 18.78% 20061121 20070219 8 3 2 % 33.61% 8.53% 
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Table B.12. Bollinger Bands performance, stepwise optimization 
St r a t egy Money M a n a g e r Evaluator • 
In -sample Ou t -o f - s ample 
From To R e t u r n Vola t i l i ty Drawdown To R e t u r n Vola t i l i ty Drawdown 
BoIiingerBands Siaipe 20040301 20050301 .79.47% 5.42% 8 M m -34.08% 5JW% 34.35% 
BollingerBands Sharpe 20040530 -87.76% 3.81% 87.76% -37.45% 6.59% 37.71% 
BoHmgcrBmnd: 9iarpe 2004082B 20050828 .85.61% 1 M % 85.54% 20050828 20051126 -39.14% 6.26% 3 9 J 4 % 
BollingerBands Siaipe 2 M K n 2 6 . 8 7 . 4 2 * 3.85% 87.91% 20051126 20060224 .46.79% 5 J 2 % 46.89% 
Bollin^rBands ^ a r p e 20050224 20060224 4 1 . 4 5 % 3 J W * 81.74% 20060224 20060525 -30.37% 6.08% 
BollingerBands Sharpe 20050525 20060525 4.93% 73.03% 20060525 20060823 -27.78% 6 J 6 % 27.83% 
BollingerBands None Sharpe 20050823 20060823 -87.48% 3.83% 87.50% 20060823 20061121 -41.64% 4 j O % 41.69% 
BollingerBands None Sharpe 20051121 20061121 -85.35% 3 J y K 85.35% 20061121 20070219 -21.79% 6.42% 21.83% 
BollingerBands None SirUng 20040301 20050301 -79.47% 5.42% 80.27% 20050301 20050530 -34.08% 5 J 6 % 34.35% 
BbllingerBands None Stirling 20040530 20050530 -87.76% 3.81% 87.76% 20050530 20050828 -37.45% 6 J 9 % 37.71% 
BollingerBands None Stirling 20040828 20050828 -85.61% 3 .M% 85.64% 20050828 20051126 -39.14% 6.26% 39.24% 
BollingerBands None Stirling 2 m M i n 6 20051126 3.85% 87.91% 20051126 .46.79% 5.72% 46.89% 
BollingerBands None Stirling 20050224 20060224 -81.45% 3.98% 81.74% 20060224 20060525 .30.37% 6.08% 31.04% 
BollingerBands None Stirling .72.29% 4.93% 73.03% 20060525 20060823 -27.78% 6.16% 27.83% 
BollingerBands None Stirling 20060823 -87.48% 3.83% 87.50% 20060823 20061121 -41.64% 4 ^ 0 % 41.69% 
BollingerBands None Stirling % M 5 n 2 1 20061121 - 8 5 J 5 % 3.79% 85.35% 20061121 20070219 -21.79% 6.42% 21.83% 
BollingerBands FSVFTP Siarpe 20040301 20050301 28.98% 23.98% 23.88% 20050301 20050530 -3.99% 19.70% 
BollingerBands FSVFTP Sbwpe 20040530 20050530 3 U M , 24.07% 17.71% 20050530 20050828 3 0 ^ 1 % & M % 
BollingerBands FSVPTP Sharpe 20040828 20050828 23.39% 34.16% 46.56% 20050828 20051126 .15.82% 21.83% 25.21% 
BollingcrBands F S J F T P Sbaipe 2MM1U6 20051126 17.13% 20.11% 23.31% 20051126 .13.36% 20.65% 20.80% 
BollingerBands FSUFTP Sharpe 20050224 20060224 64.38% 31.64% 26.38% 20060224 -12.75% 23.79% 25.20% 
BollingerBands FSL/FTP Shmipc 20050525 20060525 18.94% 22.56% 20060525 2.65% 18.74% 9.21% 
BollingerBands F S J F T P Shaipe 20060823 66.62% 22.55% 14.63% 20060823 20061121 .11.45% 15.03% 18.43% 
BollingerBands FSL/FTP Sbmrpe 20051121 20061121 8 ^ ™ , 34.73% 29.64% 20061121 20070219 3.62% 32.31% 9.13% 
BollingerBands FaVFTP Stirling 20040301 20050301 34.63% 24.00% 20.92% 20050301 20050530 .9.94% 17.97% 14.89% 
BollingerBands FaVFTP Stirling 20050530 37.23% 27.47% 20.06% 20050530 20050828 21.29% 9 j W K 
BollingerBands FSL/FTP Stirling 20040828 20050828 10.14% 2 ^ ™ , 46.55% 20050828 20051126 -0.76% 27.45% 21.04% 
BollingerBands FSL/FTP Stirling 20041126 20051126 22.99% M ^ % 20051126 11.98% 20.88% 13.35% 
BollingerBands FSUFTP Stirling 20050224 20060224 72.09% 36.47% 23.59% 20060224 - 6 j 7 % 25.02% 2 6 J 6 % 
BollingerBands FSL/FTP Stirling 20050525 38.19% 24.43% 16.70% 20060525 5.46% 15.07% 7.29% 
BollingerBands FSUFTP Stirling 20050823 2 W W M 3 87.65% 44.43% 32.57% 20060823 20061121 3 ^ ^ 30.01% 11.79% 
BollingerBands FSUFTP Stirling %M5U21 20061121 8 M M , 51.91% 30.12% 20061121 20070219 ^ ^ % 30.68% M # % 
BollingerBands T & / F T P Sbwpe 20040301 20050301 14.41% 52.41% 107.48% 20050301 20050530 0.89% 35.88% 21.70% 
BollingerBands TSVFTP S lwpe 20040530 20050530 18.19% 24.78% 23.17% 20050530 20050828 a ^ % 23.12% 16.31% 
BollingerBands TSUFTP Shaipe 20040828 20050828 43.75% 23.08% 19.25% 20050828 20051126 4 ^ % 28.99% 16.63% 
BollingerBands T a V F T P Shmipe 2 M W n 2 6 20051126 44.73% 2 ^ ™ , 14.58% 20051126 11.70% 19.86% 15.90% 
BollingcrBands TSL/FTP Sbmipe 20050224 20060224 37.93% 25.77% 24.77% 20060224 22.75% 27.75% 12.45% 
BollingerBands TSL/FTP Shaipe 20050525 20060525 44.59% 28.53% 31.61% 20060525 20060823 .17.76% 20.80% 19.82% 
BollingcrBands TSVFTP Shaipe 20050823 20060823 5 ^ M 30.22% 14.39% 20060823 % W 6 n 2 1 0.75% 13.02% 6.71% 
BollingerBands T a V F T P Sbaq)* 20051121 20061121 91.11% 32.30% 18.73% 20061121 20070219 4.11% 28.47% 11.26% 
BollingerBands T a V F T P Stirling 20040301 20050301 2 ^ M i 39.58% 54.25% 20050301 20050530 -1.08% 35.53% 19.37% 
BollingerBands T a V F T P Stirling 20040530 20050530 1 7 J 2 % 28.46% 25.33% 20050530 20050828 16.82% 25.79% 18.35% 
BollingerBands TSUFTP Stirling 20040828 20050828 50.16% 22.83% 22.96% 20050828 20051126 -14.81% 18.11% 17.27% 
BollingerBands TSUFTP Stirling 20051126 44.73% 2 ^ ™ , 14.58% 20051126 20060224 11.70% 19.86% 15.90% 
BollingerBwds T a V F T P Stirling 20050224 20060224 48.64% 24.84% 18.25% 20060224 .14.85% 19.78% 27.67% 
BollingerBands TSL/FTP Stirling 20050525 20060525 54.12% 28.73% 36.84% 20060525 -7.64% 24.53% 15.41% 
BoIiingerBands TSL/FTP Stirling 20050823 20060823 50.74% 26.88% 17.72% 20060823 20061121 4 J 8 % 17.59% 7.82% 
BollingerBands TSL/FTP Stirling 20051121 20061121 89.76% 38.63% 21.36% 20061121 20070219 0.83% 31.23% 13.06% 
BoUingerBmnd: FF/TP/C/SL Sharpe 20040301 20050301 37.41% 25.78% 18.47% 20050301 20050530 .5.82% 19.20% 15.56% 
BollingerBands FF/TP/C/SL Shaipe 20040530 20050530 58.18% 21.24% 24.89% 20050530 20050828 2 3 J 6 % 19.52% 7.98% 
BollingerBands FF/TP/C/SL Sbarpe 20040828 20050828 24.71% 20.18% 49.99% 20050828 20051126 5.74% 20.33% 12.45% 
BollingerBands FF/TP/C/a . Sharpe 2 M W i n K 20051126 39.46% 2 ^ ™ , 21.54% 20051126 0 J 4 % 1 9 J 3 % 13.91% 
BollingerBands FF/TP/C/a . Sharpe 20050224 20060224 70.15% 29.96% 23.10% 20060224 -13.70% 25.29% 25.89% 
BollingerBands FF/TP/C/a . Sharpe 20050525 20060525 44.12% 19.79% 20060525 20060823 1 0 J 9 % 17.84% 9.71% 
BollingerBands FF/TP/C/a, Siaipc 20050823 20060823 6 ^ M , 27.36% 13.90% 20060823 20061121 .2.68% 16.07% 9.09% 
BollingerBands FF/TP/C/SL Shaipc 20051121 20061121 79.87% 3 0 j 3 % 19.01% 20061121 20070219 .4.23% 26.01% 16.48% 
BollingerBands FF/TP/C/SL Stirling 20040301 20050301 2 9 j 4 % 13.05% 20050301 20050530 .11.45% 19.17% 11.93% 
BollingerBands FF/TP/C/SL Stirling 20040530 3 M M ! 2 M M , 12.99% 20050530 33.74% 27.69% 6.54% 
BollingcrBands FF/TP/C/SL StirHng 20040828 20050828 2 0 j 3 % 23.98% 20050828 20051126 I 3 J 1 % 35.17% 1 8 J 2 % 
BollingerBands FF/TP/C/a . Stirling 20051126 16.96% ^ . W % 19.64% 20051126 20060224 17.70% 19.75% 10.53% 
BollingerBands FF/TP/C/a . Stirling 20050224 20060224 51.78% 2 M M , 23.20% 20060224 20060525 -13.48% 24.33% 
BollingerBands FF/TP/C/a . Stirling 20050525 20060525 73.14% 32.41% 20060525 20060823 12.81% 26.79% 14.12% 
BollingerBands FF/TP/C/SL Stirling 20050823 20060823 111.60% 41.91% 26.62% 20060823 20061121 2.31% 27.95% 11.50% 
BollingerBands FF/TP/C/SL Stirling 20051121 20061121 84.97% 32.11% 14.38% 20061121 1.40% 2 8 J 7 % I M W 
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Table B.13. Channel Breakout with Bollinger Bands performance, parallel optimization 
Stra tegy Money Manage r Evaluator • 
In-sample Out-of -samplc 
l b Rctu rn Volat i l i ty Drawdown From l b Volati l i ty Drawdown 
Channel+Bollingcr None Sharp e 20040301 20050301 1 6 J 8 % 9.06% 7.79% 20050301 20050530 3.02% 6 4 5 % * ^ % 
Channcl+BoUinger None Siaipe 20040530 20050530 19 .12* 7.90% 7.40% 20050530 20050828 2 J 2 % 7.73% L W % 
Channel+BoIIinger None Sharpe 20040828 20050828 16.34X 7.85% 5.13% 2 m ^ M 7 J 7 % 8 2 2 % 
Channel+Bollinger None Siaipe 20041126" 2 W % n 2 6 25.63% 8.61% 5.14% 20051126 20060224 4L51% 7.01% 3.02% 
Channel+Bollinger None Sharpe 20030224 2 0 M M M 8 4 7 % 3 .M% 20060224 20060525 0.14% 7.46% 3.40% 
Channel+Bollinger None Sharpe 20050525 20060525 19.24% 8 j O % 3 j 7 % 20060525 20060823 6 J 0 % 8.16% 
Channel+Bollinger None Sharpe 20050823 20060823 18.77% 7.76% & M % 20060823 20061121 - 5 2 6 % 5 2 * % 6X8% 
Channel+Bollin^r None Siarpe 2005I I2 I % W 6 n 2 1 1 3 J 3 % 7.45% 4 J y % 20061121 20070219 .0.87% 7.08% 4 j ^ K 
Channel+Bollinger None Stirling 20040301 20050301 27.90% 9.76% &W% 20050301 20050530 0.31% 6 J 5 % 4 J 5 % 
Channel+Bollinger None Stirling 20040530 20050530 20.90% 8.01% 6.65% 20050530 20050828 2 J 2 % 7.73% 2.97% 
Channel+Bollinger None Stirling 20040828 20050828 12.83% 7 j T % 5JW% 20050828 2 « K n 2 6 ^ U 7 % 6 j 7 % 7.43% 
Channel+Bollin^r None Stirling 2MWU26 2 M K n 2 6 2 7 J 3 % 8.59% 4.13% 20051126 20060224 - 7 2 8 % 7.03% 9 2 2 % 
Channel+Bollin^r None Stirling M ^ % 8 j 7 % 4.99% 2 W ^ ^ 20060525 .5.70% 7.12% 6.65% 
Channel+Bollinger None Stirling 20050525 20060525 12.21% 8 J 5 % 6.62% 2 W ^ ^ 20060823 6 J 0 % 8.18% 
Channel+Bollinger None Stirling 20050823 20060823 14.19% 7.78% y M % 20060823 20061121 -4.90% 5 2 6 % 5.29% 
Channel+Bollinger None Stirling 2 « K i n i 2 M * U 2 1 12.41% 7.32% 3JWK 20061121 20070219 6.79% 5.56% 
Channel+Bollinger FSL/FTP Sharpe 20040301 20050301 M ^ % 5.60% 2.96% 20050301 20050530 0 W % 2.86% 2 2 M * 
Channel+Bollin^r FSL/FTP Shaipe 20040530 20050530 1 9 J 6 % 5.19% 4 .W% 20050530 20050828 4 J 2 % 4.84% 4.90% 
Channel+Bollinger FSL/FTP Sharpe 20040828 20050828 13.85% 4 j r % 2.89% 20050828 20051126 2.87% 4.15% 1.72% 
Channel+Bollinger FSL/FTP Sharpe 2 K M n 2 6 20051126 18.36% 4.44% 3.00% 20051126 20060224 -5.49% 5 j 5 % 6.08% 
Channel+Bollinger FSL/FTP Sharpe 20050224 20060224 15.42% 5.18% 2jW% 2 M W M 4 20060525 -0.03% 5 J 0 % 2.78% 
Channel+BoUingcr FSL/FTP Shaipe 20050515 20060525 10.18% 6 J 3 % 5.10% 20060525 2 C M M # o . w % 5 j O % 2.86% 
Channel+Bollin^r FSL/FTP Sharpe 20050823 20060823 7 J 9 % 2 j O % 0.89% 20060823 20061121 -0.65% ]UI9% & M % 
Channel+Boll in^ FSL/FTP Sharpe 2005I I2 I 20061121 6.09% 3U5% 3.31% 20061121 20070219 3 J 2 % 1 J 6 % 
Channel45ollinger FSL/FTP Stirling 20040301 20050301 22.91% 6 J 3 % 2.68% 20050301 20050530 -0.37% 2.90% 2.30% 
Channel+Bollinger FSL/FTP Stirling 20040530 20050530 69.01% 30.61% 14.70% 20050530 20050828 -3.83% 2 5 2 4 % 24.72% 
Channel+Bollinger FSL/FTP Stirling 20040828 20050828 98.77% 37.51% 24.46% 20050828 2WM;iU6 23.43% 21.81% 
Channel+Bollinger FSL/FTP Stirling 2MM1U6 2 M K U 2 6 111.84% 62.18% W ^ % 20051126 2 0 M M M -10.78% 36.61% 2 8 J 3 % 
Channel+Bollinger FSL/FTP Stirling 20060224 100.96% ^ ^ % 6 7 J 2 % 20060224 20060525 .50.49% 34.71% 58.49% 
Channel+Boll in^ FSL/FTP air l ing 20050525 20060525 3 3 J 5 % 1934% 12.69% 20060525 20060823 -3.79% 21.73% I 2 j 9 % 
Channel+Bollingsr FSL/FTP Stirling 20050823 20060823 71.08% 39.17% 2 2 2 3 % 20060823 2M%UI21 -11.98% 2 6 J 6 % 1929% 
Channel+Bollinger FSL/FTP Stirling 20051121 2MWirUl 5.15% 3.18% 3 j ^ K 20061121 20070219 .2.48% 3 J 7 % 2 jWK 
Channel+Bollinger TSL/FTP Sharpe 20040301 20050301 20.00% 6.03% 3.63% 20050301 20050530 0 J 9 % 3 J 0 % 2 4 9 * 
Channel+Bollinger TSL/FTP Sharpe 20040530 20050530 23.20% 6 J T % 3.59% 20050530 20050828 4).09% 4.98% 5.04% 
Channel+Bollinger TSL/FTP Sharpe 20040828 20050828 29.63% 9X7% 5.19% 20050828 2 m » H 2 6 -1.11% 6.48% 4X1% 
Channel+Bollinger TSL/FTP Sharpe 20041126 2 m M n 2 6 12.72% 3.82% 2 . n % 20051126 20060224 -2.14% 3.02% 2.92% 
Channel+Bollinger TSL/FTP Sharpe 20050224 20060224 8 2 4 % 3 / m % 3.15% 20060224 20060525 4.43% 4X7% 1.22% 
Channel+Bollin^r TSL/FTP Sharpe 20050525 20060525 10.62% 3.41% L M % 20060525 20060823 L W % 2 2 7 % 0.79% 
Channel+Bollinger TSL/FTP Shmrpe 20050823 20060823 1 6 J 5 % 5.15% 4.M% 20060823 2 W M i n i ^ 2 T % 2.16% 1.65% 
Channel+Bollinger TSL/FTP Sharpe 2 M K 1 U 1 2WM1U1 3 ^ ™ , l ^ M 6 j O % 20061121 20070219 0.86% 9.81% 5 J # % 
Channel+Bollinger TSL/FTP Stirling 20040301 20050301 6 2 j 3 % 3 4 J 5 % 19.70% 20050301 20050530 -1.57% 2 3 2 7 % 19.42% 
Channel+BoUinger TSL/FTP Stirling 20040530 20050530 M ^ % 32.18% 20050530 20050828 -5.46% 40.15% 30.21% 
Channel+Bollin^r TSL/FTP Sirling 20040828 20050828 10132% 48.30% 20050828 20051126 .23.41% 4 6 J 9 % 46.19% 
Channel+Bollin^r TSL/FTP Stirling 20041126 2MMU26 76.46% 3 ^ M 19.08% 20051126 20060224 .1.01% 20.49% n . w % 
Channel+Bollinger TSL/FTP Stirling 20050224 20060224 61.67% 45.02% 2 8 J I % 2 M ( M ^ 20060525 .28.30% 28.49% 2 9 J 8 % 
Channel+Bollinger TSL/FTP Stirling 20050525 20060525 18.65% 14.08% 7.94% 2 W ^ ^ 20060823 .1.14% 11.19% 4X6% 
Channel+Bollinger TSL/FTP Stirling 20060823 3 7 J 9 % 2 ^ M , 19.29% 20060823 20061121 .10.17% 18.12% 12.76% 
Chmnnd+Bollinger TSL/FTP Stirling 20051121 2MM1UU 9.40% 6.55% 5.01% 20061121 20070219 . 2 J 7 % 5jW% 3 J # K 
Channel+Bollin^r FF/TP/C/SL Sharpe 20040301 20050301 19.74% 4.44% 2.85% 20050301 20050530 1.86% 2.93% 3 2 4 % 
Channel+Bollinger FF/TP/C/SL Sharpe 20040530 20050530 16.94% 4.66% 3.40% 20050530 20050828 1.55% 4.33% 3.65% 
Channel+Bollinger FF/TP/C/SL Sharpe 20040828 20050828 M ^ % 7.76% 6.44% 20050828 20051126 -0.66% 5 4 0 % 3 4 7 % 
Chmnnel+Bonmaer FF/TP/OS. Siarpe 20041126 20051126 18.11% 4.34% 2.30% 20051126 20060224 . 2 j O % 42&K 4.23% 
Channel+Bollinger FF/TP/OSL Sharpe 20050224 20060224 19.62% 4.09% 1.60% 20060224 20060525 5 j O % 2jW% 
Channel+Bollin^r FF/TP/C/SL Sharpe 20050525 20060525 11.28% 4.96% 3.86% 20060525 20060823 .2.79% 4.15% 3.46% 
Channel+Bollin^r FF/TP/QSL 20050823 20060823 10.15% 3 J 9 % 2.50% 20060823 2WM1U1 .1.02% 2 2 5 % 128% 
Channel+Bollinger FF/TP/C/SL Sharpe 20051121 20061121 8.07% 4.10% 2 j y % 20061121 20070219 -0.12% 4.04% 2 ^ 7 * 
Channel+Bollingcr FF/TP/C/SL Stirling 20040301 20050301 4 ^ ™ 29.02% 17.96% 20050301 20050530 -11.18% 2 5 2 3 % 23.68% 
Channel+Bollinger FF/TP/OSL Stirling 20040530 20050530 75.94% 32.51% 14.07% 2 m W M 20050828 20.78% 1 9 J 3 % 
ChrnnneWomn** PF/TP/GS. Stirling 20040828 20050828 97.61% 38.16% 2 ^ M 20050828 20051126 -5.18% 29.06% 26.44% 
Channel+Bollinger FF/TP/C/SL Stirling 2MMIM6 2MWU26 70.47% 2 ^ M , W j T % 20051126 20060224 .13.86% 14.65% 17.97% 
Channel+Boll in^ FF/TP/OSL Stirling 20050224 20060224 5 1 ^ 7 % 29.76% 15.78% 2 W ^ ^ 2 0 W M M -17.48% 23.76% 2 2 2 1 % 
Channel+Bollingcr FF/TP/C/SL Stirling 20050525 20060525 2 6 ^ % l ^ M 20060525 20060823 .12.41% 17X5% W . H % 
Channel+Bollinger FF/TP/C/SL Stirling 20050823 20060823 15.94% 8.93% 5.48% 20060823 2 W M i n i -5.21% 5 j J % 5.65% 
Channel+Bollinger FF/TP/C/SL Stirling 20051121 20061121 2.48% 4.02% 1 M % 20061121 20070219 -1.10% 4.93% 2.35% 
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Table B.14. Channel Breakout with Bollinger Bands performance, stepwise optimization 
Stra tegy Money Manage r Evaluator- In-sample Out-of-s ample 
From Tb R e t u r n Volati l i ty Drawdown From Tb Rctu rn Volat i l i ty Drawdown 
Channcl+Bo llinger None Shaipe 20040301 20050301 6 J 3 % 42.76% 20050301 20050530 -10.57% 6.54% 10.92% 
Channel+BoUinger None Sharpe 20040530 20050530 4.97% 6 4 2 9 % 20050530 20050828 -18.93% 7.44% 19.44% 
Channel+Bollin^r None 9iarpe 20040828 20050828 -61.15% 4 ^ * % 6 I J 0 % 20050828 20051126 -23 J 1 % 7.08% 2 5 J 7 % 
Channel+BoUinger None Siarpe 2 M W n 2 6 2MMU26 -52.47% 5jW% 52.74% 20051126 20060224 -20.05% 64MK 21.68% 
Channel+Bo llinger None Siarpe 2 0 W m M 20060224 -53.69% 5 j 7 % 53.77% 20060214 20060525 - 1 2 j 8 % 6.97% 13.06% 
Channel+Bo llinger None Sharpe 20030525 20060525 6 4 8 % 43.38% 20060525 20060823 - 1 I J 7 % 6 J 0 % 12.70% 
Channel+Bo llinger None Sharpe 20050823 20060823 5.73% 45.10% 20060823 20061121 4 . M % 5 2 5 % 9.14% 
Channel+Bollinger None Sharpe 20051121 2M%U21 -26.80% 6.15% 2 8 J 5 % 20061121 20070219 - 4 J 7 % 6 4 3 % 6 . W * 
Channel+Bo llinger None Stirling 20040301 20050301 6 4 3 % 42.76% 20050301 20050530 -10.57% 6 J * K 10.92% 
Channel+Bollinger None Stirling 20040530 20050530 -64.02% 4.97% 64.29% 20050530 20050828 -18.93% 7.44% 19.44% 
Channel+Bollinger None Stirling 20040828 20050828 ^ 1 . 1 5 % 4 j 6 % 6 1 J 0 % 20050828 20051126 7.08% 2 ^ ™ , 
Channel+BoUinger None Stirling 2 M M n 2 6 20051126 -52.47% 5 j 6 % 52.74% 20051126 20060224 -20.05% 6.88% 21.68% 
Channel+Bo Uinger None air l ing 20050224 20060224 -53.69% 5 j 7 % 53.77% 2 M ^ ^ 20060525 -12.58% 6 4 7 % 13.06% 
Channel+Bollinger None Stirling 20060525 -41 j 2 % 6.08% 43.38% 20060525 20060823 - 1 1 2 7 % 6 J 0 % 12.70% 
Channel+Bollinger None Stirling 20050823 20060823 5.73% 45.10% 20060823 2 M M i n i -9.07% 5 2 5 % 9 J * K 
Channel+BoUinger None SlirUng 20051121 -26.80% 6.15% 2 8 J 5 % 20061121 20070219 - 4 J 7 % 6.93% 6.45% 
Channel+Bollinger FSL/PTP Sharpe 20040301 20050301 78.72% 34.49% 26.28% 20050301 20050530 8.26% 20.60% 12.69% 
Chann e!+Bo llinger FSL/FTP Sharpe 20040530 20050530 4 6 j O % 3 3 4 8 % 22.72% 20050530 20050828 -32.19% 26.42% 33.91% 
Channel+Bo Uinger FSUFTP Sharpe 20040828 20050828 M ^ % 41.90% 20050828 20051126 4.98% 29.73% 18.20% 
Channel+Bo llinger FSUPTP Sbmipe 2MWIW* 20051126 15.00% 49.16% 34.99% 20051126 20060224 -9.14% 35.78% 20 J 1 % 
Channel+Bollinger FSUPTP Sharpe 20050224 20060224 20.55% 1 6 2 5 % 24.72% 20060224 20060525 . | 2 J 7 % 18.77% 21.12% 
Channel+Bo Uinger FaVFTP Siarpe 20050525 20060525 -6.41% 25.40% 35.92% 20060525 20060823 17.68% 10.16% 
Channel+Bo llinger FSVFTP 20050823 20060823 20.70% 26.19% 20060813 2M%U21 4 . 8 5 % 1728% 12.72% 
Channel+BoUinger FSL/FTP Sharpe 20051121 2WM1U1 11.08% I M ^ i 14.72% 10061I2I 20070119 ^ . W % 17.19% 10.20% 
Channel+BoUinger FSVFTP Stirling 20040301 20050301 7 6 3 1 % 34.19% 26.47% 20050301 10050530 10.12% 21.63% 12.83% 
Channel+Bo llinger FSL/FTP Stirling 20040530 20050530 3 3 4 8 % 22.72% 20050530 10050818 -32.19% 26.42% 33.91% 
Channel+Bollinger FSJFTP Stirling 20040828 20050828 I 0 1 J 1 % 55.13% 39.07% 20050828 20051126 o a w 26.10% 2 2 2 3 % 
Channel+BoUinger FSUFTP Stirling 2MW1U6 2 W » n 2 6 11.31% 32.18% 20.13% 20051116 20060224 10.49% 19.72% UJO% 
Channel+BoUinger FSL/FTP Stirling 20050224 20060224 18.60% 22.20% 21.19% 10060114 20060525 -17.07% 21.14% 21.20% 
Channel+BoUinger FSL/FTP Stirling 20060525 ^ ^ % 23.11% 27.13% 10060525 20060823 -11.40% 20.76% UIJW% 
Channel+Bo llinger FSUFTP Stirling 20050823 20060823 3.82% 25.49% 2 M M 20060823 20061121 W ^ % 11.66% 
Channel+BoUinger FSL/FTP Stirling 20051121 20061121 21.08% 16.97% 14.72% 20061121 20070219 -2.48% 17.19% 1020% 
Channel+BoUinger TSVFTP Sharpe 20040301 20050301 25.01% 26.83% 4 5 J 8 % 20050301 20050530 -12.70% | 4 J 9 % 
Channel+BoUinger TSVFTP Sharpe 20040530 20050530 7.28% W ^ % 65.28% 20050530 20050828 -16.85% W ^ % 35.29% 
Channel+BoUinger TSVPTP Sharpe 20040828 20050828 56.75% 57.63% 62.92% 20050828 20051126 - 1 2 . 4 1 * 33.91% W ^ % 
Channel+BoUinger TSL/FTP Sharpe 2 « M n 2 6 20051126 34.51% 63.60% 39.78% 20051126 20060224 -23.12% 41.59% 30.69% 
Ch annel+Bo Uinger TSUFTP Sharpe 20050224 20060224 28.16% 25.88% 28.83% 20060224 20060525 1 8 J 6 % I 3 J 6 % 
Channel+BoUinger TSUFTP Sharpe 20050525 20060525 20.43% 76.68% 20060525 20060823 -4.16% 44.45% 24.76% 
Channel+BoUinger TSL/FTP Sharpe 20050823 20060823 -3.95% 18.00% 32.76% 20060813 2 w x r u i -11.94% 16.87% 14.17% 
Channel+BoUinger TSL/FTP Sharpe 20051121 20061121 16.83% 15.13% 13.92% 10061121 20070219 0.89% 15.67% 5.00% 
Channel+BoUinger TSL/FTP Stirling 20040301 20050301 30.17% 36.35% M ^ % 10050301 20050530 0.18% 14.63% 17.15% 
Channel+Bo llinger TSVFTP Stirling 20040530 20050530 26.87% 4 8 J 1 % 39.71% 10050530 20050828 -12.03% 35.85% 25.56% 
Channel+BoUinger TSUFTP Stirling 20040828 20050828 50.80% 55.74% 58.01% 20050828 20051126 -13.57% 35.54% 
Channel+Bollinger TSVFTP Stirling 2 « W i n 6 20051126 30.11% 62.45% 39.25% 20051126 10060114 < K J O % 41.20% 31.07% 
Channel+BoUinger TSL/FTP Stirling 20050224 2 W W M 4 28.16% 25.88% 28.83% 20060114 20060525 -2.42% I M M , 13.36% 
Channel+Bo Uinger TSUFTP Stirling 20050525 20060525 -15.14% 2 5 J 5 % 39.04% 20060525 20060823 -14.79% W.M% 17.16% 
Channel+BoUin^r TSUFTP SlMmg 20050823 10060823 3.66% M ^ % 10060823 10061111 0.70% 17.56% 1 2 J 7 % 
Channel+BoUinger TSUFTP Stirling 20051121 2MMIHU 20.41% 12.50% 10061121 20070219 -4.79% 15.18% 9.15% 
Channel+BoUinger FF/TP/OS, Shmrpe 20040301 20050301 29.89% 19.97% 20050301 20050530 10.95% 
Channel+BoUinger FF/TP/C/SL Sharpe 20040530 20050530 33.32% 3 2 J 5 % 2 6 J 5 % 20050530 20050828 -32.87% 36.11% 39.57% 
Channel+Bo Uinger FF/TP/C/SL Sharpe 20040828 20050828 78.67% 51.92% 39.25% 20050828 20051126 3.59% 37.73% 24.20% 
Channel+BoUinger FF/TP/C/a. Siarpe 2mMU[26 20051126 24.64% 52.83% 41.13% 20051126 20060114 - 1 0 J 2 % 37.53% I 7 J 8 % 
ChanncKBo llinger FF/TP/C/a. Sharp e 20050124 20060114 11.28% 14.19% 18.11% 10060224 20060525 - 1 4 j 9 % 15.28% 19.78% 
Channel+BoUinger FF/TP/OSL Sbmipe 20050525 10060525 -13.27% 17.86% 23.65% 2 0 M W M 20060823 - I 4 J 2 % 29.05% 19.71% 
Channel+BoUinger FF/TP/OS. Sharpe 20050823 20060823 4.94% 19.91% 25.95% 20060823 20061121 -1.12% 16.60% 11.77% 
Channel+Bo Uinger FF/TP/C/SL Siarpe 20051121 2W%IWU 7.19% 15J5% 16.18% 20061121 20070219 -3.57% 17.18% 10.01% 
Channel+BoUinger FF/TP/C/SL Stirling 20040301 20050301 45.07% 3 0 J 5 % 21.88% 20050301 20050530 7.88% 21.81% 11.87% 
Channel+BoUinger FF/TP/C/SL Stirling 20040530 20050530 M ^ % 30.79% 22.43% 20050530 20050828 - 2 4 2 9 % 36.18% 
Channel+Bollinger FFn"P/OS. Stirling 20040828 20050828 83.70% 5 1 ^ 8 % 37.08% 20050828 20051126 - 6 2 2 % 26.66% 25.58% 
Channel+BoUinger FF/TP/OS. Stirling 2MW1U6 20051126 30.71% 56.62% 37.45% 20051126 20060224 -3.38% 47.75% 22.32% 
Channel+BoUinger FF/TP/Oa. Stirling 20050224 20060224 8.54% 43.88% 47.98% 20060214 20060525 -14.43% 37.33% W ^ % 
Channel+Bo l l i n ^ FF/TP/C/a. Stirling - 8 J 8 % 2 M M , 20060525 20060823 -15.62% 2 8 2 1 % 20.98% 
Channel+BoUinger FF/TP/C/a. Stirling 2 0 W W # 20060823 1.40% 18.28% 23.15% 20060823 2006I I2 I -1.32% 17.81% 14.13% 
Channel+Bo Emger FF/TP/C/a. Stirling 20051121 %W6n21 I I J 8 % 15.85% 14.18% 20070219 4 4 8 % 17.19% 
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Table B.15. Stochastic with Adaptive Moving Average performance, parallel optimization 
S t r m t e c Money Manager Evaluator ' 
In-sample Out-of-sampic 
From Tb Retu rn Volatility Drawdown From l b Volatility Drawdown 
Sto chast icH-AMA None Shaipe 20040301 20050301 3 J 3 X 2 J 1 % 1 M % 20050301 20050530 l a y * 1.49% 
Stochast ic+AMA None Siaipe 20040330 20050530 I ^ 7 X 1.09% &M% 20050530 20050828 4 . M % 0.67% 0.70% 
Sto chast ic+AMA None Sharpe 20040828 20050828 0.88% 1.96% 2 J P X 2 M ^ M 20051126 .2.64% 2.53% 3.03% 
Sto chastic+AMA None Sharpe 2MMn26 2 m » U 2 6 1.81% 2.44% 2.00% 20051126 20060224 1.51% OJTK 
Sto chast ic+AMA None Sharpe 20030224 20WiMM 1.61% 1.14% 0.60% 20060224 20WWI%I ^ ^ % 1.23% CW1% 
9lochmaic+AMA None Shaipe 20050515 10060515 m x 1 ^ ? X I J 7 % 10060515 10060813 4 1 1 % 2 2 2 % 0.70% 
Sto chastic+AMA None Sharpe 20050823 10060823 1.94% 1.91% 1.70% 20060823 20061121 0.07% IJMK 0 4 * * 
Sto chast ic+AMA None Sharpe 20051121 20061121 2.58% 1.31% 1.86% 20061121 20070219 0.08% 2JT% 1.10% 
Sto chastic+AMA None Sirling 20040301 20050301 6.67% 2.98% 1.83% 20050301 20050530 0.03% 2 j m * 1.46% 
Stochast ic+AMA None Stirling 20040530 20050530 3 J 2 % 2 J 6 % 1.45% 20050530 20050828 -0.65% 3.13% 2.40% 
SU)cbMtic4-AMA None Stirling 20040828 20050828 5 J 1 % 4.29% 3.77% 20050828 20051126 . 1 J 3 % 3.51% 4 j & K 
StochmaicfAMA None Stirling 2MWn26 20051126 5 j T X 4 J 4 % 2 j O % 20051126 20060224 . | J 5 % 3.51% 34*% 
Sto chast ic+AMA None Stirling 20050224 20060224 6 J 0 K 3.66% 2.66% 20060224 2CMWM -0.03% 2.56% 125% 
Skchmmt ic+AMA None Stirling 20050525 20060525 5.83% 4.43% 3.16% 2 W ^ ^ 20060823 -2.11% 3.90% 2JmK 
Stochast ic+AMA None Stirling 20050823 20060823 6.02% 548% 4.76% 2 W ^ ^ 20061121 3 4 7 % 3.03% 
Sto chast ic+AMA None Stirling 2005H2I 20061121 7.95% 3.33% 2.W% 20061I2I 20070219 0 J 8 % 3.28% 127% 
SocWslicfAMA FSL/FTP Sharpe 20040301 20050301 12.59% 5.61% 4.33% 20050301 20050530 2.60% 3J&% OJMK 
Sto chast ic+AMA FSL/FTP Sharpe 20040530 20050530 15.20% 5 4 1 % 3.11% 20050530 20050828 0.14% 4.90% 3^2% 
Sto chast ic+AMA FSUFTP Sharpe 20040828 20050828 19.61% 20050828 20051126 23.62% 27.94% 
AochmaictAMA FSL/FTP Sharpe 2MWn26 2 W » n 2 6 12.98% 5.12% 2.87% 20051126 10060224 -4 jO% 4.96% 628% 
Sto chast ic+AMA FSL/FTP Sharpe 20050224 20060224 15.29% 6.64% 3.99% 20060224 20060525 ^ U 6 % 9.09% 640% 
StochmaipHAMA FSL/FTP Sharpe 20050525 20060525 15.53% 7.75% 8.20% 20060525 20060823 -12.30% 3 2 J 7 % 20.01% 
Sochmmtic+AMA FSL/FTP Sharpe 20050823 20060823 0.95% 1.43% 0.77% 20060823 2006H21 0.00% 0.00% 0.00% 
StochmA ic+AMA FSVFTP Sharpe 20051121 20061121 2 J 2 % 1.73% 1.13% 2006II21 20070219 O.W% 0.00% 04P% 
Sto chast ic+AMA FSL/FTP Stirling 20040301 20050301 187.21% 72.68% 57.68% 20050301 20050530 ^ ^ % 42.18% 5527% 
Aoduut ic+AMA FSVFTP Stirling 20040530 20050530 143.84% 68.28% 30.13% 20050530 20050828 .35.45% 5 7 J 6 % M ^ % 
Sto chast ic+AMA FSL/FTP Stirling 20040828 20050828 111.92% 44.88% 3 3 J I % 20050828 20051126 -31.66% 47.18% 44.31% 
Stochast ic+AMA FSL/FTP Stirling 2MMn26 20051126 194.06% 93.62% 68.87% 20051126 20060224 &.M% 38.96% 13.90% 
StochMiie+AMA FSVFTP Slirling 20050224 10060224 9 M W 40.34% 24.09% 10060224 10060525 27.53% 42^3% 
Sto chast ic+AMA FSL/FTP Stirling 20050525 20060525 131.73% 46.11% 18.09% I M W ^ 10060823 0.39% 40.88% 29.29% 
Anchmit ic+AMA FSVFTP Stirling 20050823 20060823 123.17% 57.78% 47.29% 10060813 20061121 -7.67% 39.71% 26.12% 
Stochast ic+AMA FSL/FTP Stirling 2005II21 2MWn2I 117.09% 47.73% 30.31% 10061 I I I 20070219 ^ M % 4 4 J 0 % 27.91% 
Sodnu* ic+AMA TSVFTP Sharpe 20040301 20050301 2 j 8 % 2 4 5 % 2 4 5 % 20050301 20050530 0.00% 0.00% 0.00% 
Stochast ic+AMA TSL/FTP Sharpe 20040530 20050530 8 J 5 % 3.75% 2 J 0 % 20050530 20050828 0.55% OjWK 0.33% 
Sto chast ic+AMA TSL/FTP Sharpe 20040828 20050828 12.73% 5.85% 4.52% 20050828 20051126 4 W % 12.81% 3.91% 
Anrhwi ic+AMA TaVFTP Sharpe 2MM1M6 20051126 0.22% ' 0.11% 20051126 20060224 0.00% 0.00% 0.00% 
Stochm* ic+AMA TSL/FTP Sharpe 20050224 20060224 3.75% 2.13% 1.62% 20060224 20060525 2.11% 2.92% 
Sto chast ic+AMA TSVFTP Siarpe 20050525 20060525 26.65% 16.31% 21.52% 20060525 20060823 ^ .17% 13.25% 822% 
Stochast ic+AMA TSVFTP Sharpe 20050823 20060823 2.91% 2.63% 1.72% 2 W ^ ^ 2WM1UU 0.00% 0.00% 0.00% 
Stochast ic+AMA TSL/FTP Sharpe 20051121 2 m % i u i O j m * 2.01% 1.45% 20061121 20070219 4 ^ % u n % 0 4 * * 
Sto chast ic+AMA TSL/FTP Stirling 20040301 20050301 26.71% 16.17% 21.49% 20050301 20050530 9 ^ ^ I 2 j l % 4 j m K 
Stochmg ic+AMA TSL/FTP Stirling 20040530 20050530 152.97% 81.75% 39.55% 20050530 20050828 .42.08% 52.45% 70.40% 
Stochastic+AMA T S J F T P Slirling 20040818 10050818 50.84% 34.01% 10050818 10051116 -10.41% 38.96% 38.44% 
Stochast ic+AMA T a J F T P Stirling 2MM1U6 10051126 117.86% 62.13% 36.80% 20051126 10060224 9.65% 48.50% 3Wtm, 
Sto chast ic+AMA TSL/FTP Stirling l O M M M 20060224 W M % M ^ % 27.64% 20060224 20060525 . 3 1 J 4 % 34.37% 36.82% 
Sto chastic+AMA TSL/FTP Stirling 20050525 20060525 82.97% 45.42% 31.90% 20060525 20060823 &W% 4 M M , 24.16% 
Sk)chmAic+AA4A TSL/FTP Stirling 20050823 20060823 65.63% 21.02% 10.90% 20060823 2mMI^U .2.81% 1 3 j 6 % 8.09% 
Sk}chM* ic+AMA TSL/FTP Stirling 20051121 2W%IUI 71.70% 49.47% 2 9 J I % 20061121 20070219 6 j 4 % 5 M ^ , 29.69% 
Stochast ic+AMA FF/TP/OSL Sharpe 20040301 20050301 6.12% 3.41% 2.57% 20050301 20050530 ^ : j 6 % 13.60% 14.11% 
Stochast ic+AMA FF/TP/C/SL Sharpe 20040530 20050530 16.65% 9.32% 8.63% 20050530 20050828 0.00% 0.00% 0.00% 
Sto chast ic+AMA FF/TP/CySL Siarpe 20040828 20050828 42.59% 21.96% 9 2 7 % 20050828 2MMU26 .6.72% 36.48% 23.85% 
Anchm* ic+AMA FF/TP/OS. Sharpe 2 0 M i n W 2MKU26 15.95% 5.78% 2.87% 20051126 20060224 4 . 0 2 % 4.11% 328% 
Stochast ic+AMA FF/TP/OSL Sharpe 20050224 20060224 12.76% 7.61% 4.07% 2 M ^ ^ 20060525 1.02% 1.63% 1.09% 
Stodagt ic+AMA FF/TP/C/S. Sharpe 20050525 20060525 19.65% 9.04% 539% 20060525 20060823 j U W K 6.66% 5 j ^ K 
&och#*ic+AMA FF/TP/C/a. Shaipe 20050823 20060823 1.69% 1VW% 0.77% 20060823 20061121 0.00% 0.00% 0.00% 
Sto chast ic+AMA FF/TP/OS. Sharpe 2MK1H1 20061121 # ^ % 3 0 j 3 % 2006II2I 20070219 0.22% 30.15% 
&oda*%c*AMA FF/TP/CfS. Stirling 10040301 10050301 6 ^ W , 51.55% 10050301 20050530 -32.87% 4 ^ M , W ^ % 
Stochast ic+AMA FF/TP/C/a. Stirling 20040530 10050530 98.98% 58.32% 40.20% 10050530 20050828 . 2 8 J 6 % 3724% 
Stochast ic+AMA FF/TP/OSL Stirling 20040828 10050828 I l 3 j 7 % 57.13% 35.89% 10050818 20051126 - 1 3 j 2 % 44.17% 26.18% 
Sto chast ic+AMA FF/TP/Oa. Stirling 2MM1U6 2MGU26 61.74% 31.00% 20051126 20060224 .27.93% 43.53% 41 j 2 % 
Stochast ic+AMA FF/TP/OSL Stirling 20050224 20060224 8 ^ ^ i 48.53% 33.49% 20060224 20060525 -15.75% 17.70% 16.07% 
Sto chastic+AMA FF/TP/C/a. Stirling 20050525 20060525 91.68% 42.48% 19.06% 20060525 20060823 40.90% M ^ % 
Sto chastic+AMA FF/TP/OS, Stirling 20050823 20060823 W ^ % * U 6 % 27.62% 20060823 20061121 -9.11% 25.97% 24.81% 
Sto chast ic+AMA FF/TP /Oa. Stirling 20061121 114.86% 77.29% 55.04% 20061121 20070219 4 W % W ^ % 28.78% 
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Table B.16. Stochastic with Adaptive Moving Average performance, stepwise optimization 
Stra tegy Money Manage r Eva lua to r ' In-sample Out 'Of-sample 
To R e t u r n Volat i l i ty Drawdown Tb Volat i l i ty DrawdowTi 
Stochastic+AMA None Sharpe 20050301 .5.66% 5 J 7 % 7.18% - 4 * 7 % 4.57% 6 J 3 % 
Stochastic+AMA None Sharps 20040530 20050530 - 0 2 0 % 0.45% 0 4 5 % 20050530 20050B2B -5.42% 5.82% 7 4 5 % 
Stochastic+AMA None Siarpe 20040828 -11.33%. 5.25% 12.08% 20050828 j . M % 5 4 4 % 3 j # K 
Stochastic+AMA None Sharpe 2 m M n 2 6 -1.33% 4.53% 4 # % 20051126 20060224 .1.45% 4 J 1 % 3jW% 
Stochastic+AMA None Siarpe 20050224 20060224 5 j K % 10.80% 20060224 20060525 -0.97% 5.1 S% 3 4 ? % 
StochastiefAMA None Sharpe 20060525 4 j 6 % 21.43% 20060525 20060823 -7.70% 3.81% 7.72% 
Sochwi ic+AMA None Sharpe 20050823 .14.60% 6.03% 16.88% 20060823 20061121 .5.81% 4.52% 6.06% 
Sh)chmstic+-AMA None Sharp e 20051121 20061121 -17.15% 3JWK 1 8 J 5 % 20061121 20070219 0.43% 4.24% 2.09% 
Stochastic+AMA None Stirling 20040301 20050301 .5.66% 5.57% 7.18% 20050301 20050530 ^ J 7 % 4 j 7 % 6.33% 
StochistictAMA None Stirling 20040530 20050530 0 4 5 % 0.45% 20050530 20050828 -5.42% 5.82% 7.95% 
Stochutlc+AMA None Stirling 20040828 20050828 - 1 1 3 3 % 5 J 5 % 12.08% 20050828 2 m K n 2 6 .2.64% 5 4 4 % 3.88% 
Slochmst ic+AMA None Sirling 20041126 20051126 ^ J 3 % 4.53% 4 ^ % 20051126 20060224 ^ ^ W % 4 j r % 3jW% 
SlochmAic+AMA None Stirling 20050224 20060224 -10.70% 5.05% 10.80% 4 4 7 % 5.18% 3 4 ? % 
Stochastic+AMA StirWng 20060525 -20.95% 4 j 6 % 21.43% 20060823 .7.70% 3 j l % 7.72% 
Stochastic+AMA Stirling 20050823 20060823 .14.60% 6.03% 16.88% 20060823 20061121 .5.81% 4.52% 6.06% 
Sochmaie+AMA None airl ing 20051121 2 0 0 6 U 2 1 .17.15% 3.78% 18.35% 20061121 0.43% 4 j 4 % 2.09% 
&och«aic+^AMA FSUFTP Sharpe 20040301 20050301 8.20% 40.41% 49.40% M W W W 20050530 -23.07% 35.22% 38.34% 
Stochastic+AMA FSVPTP Sharpe 20040530 20050530 1.97% 1.06% 0.96% 20050530 20050828 9.90% 32.52% 20.75% 
Socb*siic4AMA FSUFTP Sfiarpe 2MMMG8 20050828 53.78% 37.12% 21.83% 20051126 .6.88% 39.91% 39.78% 
Stochastic+AMA FSL/FTP Sharpe 20041126 37.63% 29.60% 17.59% 20051126 9.W% 33.09% 11.71% 
Stochastic+AMA F S J F T P Sharpe 20050224 20060224 30.25% 28.86% 29.15% -17.93% 20.75% 25.82% 
St ochwt ic+AMA FSL/FTP Siarpe 20050525 , 20060525 22.89% 29.10% 27.25% 20060525 20060823 12.67% 19.53% 10.88% 
&ochmaictAMA FSL/FTP Sharpe 20050823 20060823 21.18% 28.19% 31.61% 20060823 2 M W n 2 1 .5.91% 17.32% I I J 5 % 
Soduat ic+AMA FSVFTP Siarpe 20051121 20061121 27.41% 17.33% 1 6 J 7 % 20061121 20070219 7.07% 23.97% 6.35% 
Sochasdc+^AMA FSUFTP Stirling 20040301 20050301 7.74% 39.96% 57.21% 20050301 20050530 .21.37% 33.69% 37.52% 
Sochast ic+AMA FSVFTP Stirling 20040530 20050530 13.50% l ^ M , 12.19% 20050530 20050828 -12.19% 66.62% 61.79% 
Stochastic+AMA FSL/FTP Stirling 20040828 20050828 53.78% 37.12% 21.83% 20050828 20051126 .6.88% 39.91% 39.78% 
StochMdofAMA FSVFTP Stirling 2 M W n 2 6 20051126 46.01% 27.53% % ^ % 20051126 20060224 -11.39% W j 6 % 12.42% 
Stochmst ic+AMA FSL/FTP Stirling 2WBmQ4 20060224 39.65% 30.78% 2 6 j 4 % 20060224 20060525 .4.20% 19.03% 
Slochmstk+AMA FaVFTP Stirlmg 20060525 22.90% 5 M M , 5 ^ ^ 20060525 20060823 14.19% 49.94% 16.83% 
SochmalictAMA FSL/FTP Stirling 20050823 20060823 21.18% 28.19% 31.61% 20060823 20061121 ^^11% 17.32% 11.35% 
&o chast ic+AMA FSL/FTP Stirling 20051121 % m 6 H 2 1 24.35% 17.11% 15.35% 20061121 20070219 7.29% 6 J I % 
St ochMt ic+AMA TSVFTP Sharpe 20040301 20050301 -5.97% 43.97% 49.95% 20050301 20050530 -35.51% 31.95% 39.87% 
Stochwhc+AMA TSL/FTP Sharpe 20050530 1 J T % 1.06% 0 ^ 6 % 20050530 20050828 -9.01% 33.56% 2 M ^ 
Stochma ic+AMA TSL/FTP Sharpe 20040828 20050828 47.96% 4 0 2 7 % 20050828 20051126 8.93% 50.45% 33.83% 
Stochwt ic+AMA TSL/FTP Sharpe 2 M W n 2 6 20051126 M ^ % 30.73% 17.47% 20051126 3 .W% 35.63% 10.74% 
S^ochmtictAMA TSL/FTP Sharpe 20060224 32.33% 15.25% 2 W m ^ 20060525 .7.73% 21.51% 1641% 
Stoch astic+AMA TSL/FTP Sharpe 20050525 20060525 18.17% 27.49% 21.16% 2 m ^ # 20060823 .12.44% 23.74% 25.83% 
Stochastic+AMA T S J F T P Sharpe 20050823 20060823 10.22% 28.89% 20060823 % m 6 U 2 1 -5.83% 21.13% 14.26% 
S o d u a t i c t A M A TSL/FTP Sharpe 20051121 20061121 27.10% 17.68% 17.67% 20061121 20070219 7.18% 24.56% 6.85% 
Stochma Ic+AMA TSL/FTP Stirling 20040301 5.97% 43.97% 49.95% 20050301 20050530 -35.51% 31.95% 39.87% 
Stochwhc+AMA T S J F T P Stirling 20040530 20050530 3.01% 1.88% 1 J 3 % 20050530 20050828 -22.07% 42.40% 40.13% 
Stochastic+AMA TSL/FTP Stirling 20040828 20050828 47.96% 38.90% W ^ % 20050828 20051126 8.W% 50.45% 33.83% 
Soch#aio+AMA T S J F T P Stirling 20041126 20051126 62.71% 49.68% 3 ^ W 20051126 20060224 -33.66% 37.34% 34.16% 
Stochastic+AMA TSL/FTP Skirling 20060224 39.05% 27.85% 20060224 20060525 -4.75% 25.74% 2 M M , 
Sto chast ic+AMA TSL/FTP Stirling 20060525 W ^ % # ^ % 20060525 20060823 10.62% 19.12% 11.72% 
St ocbmA ic+AMA TSL/FTP Stirling 20050823 27.84% 2 7 J 0 % 20060823 20061121 .5.35% 17.96% 1 2 J 6 % 
Stochaak tAMA TSL/FTP Stirling 20051121 20061121 26.72% 17.47% 17.85% 20061121 20070219 6.89% 24.06% 6.54% 
Stochaa ic+AMA FF/TP/OS. Sharpe 20040301 20050301 7 4 3 % 41.28% 56.11% 20050301 20050530 37.12% 24.09% 
Stochaa ic+AMA FF/TP/OSL Shaipe 20040530 20050530 2 J 3 % 1.33% 0.96% 20050530 20050828 -7.85% 3 M M , 21.05% 
Stochastic+AMA FF/TP/CTSL S w p e 20040828 20050828 43.06% 34.54% 23.83% 20050828 20051126 -6.88% 39.91% 39.78% 
Stochastic+AMA FF/TP/C/a. Sharpe 2MM1U6 50.99% 36.54% 30.34% 20051126 20060224 .20.96% 27.71% 22.25% 
Stochastic+AMA FF/TP/OSL Sharpe 20060224 33.87% 29.19% 31.65% 20060224 20060525 -18.29% 22.39% 
Stochastic+AMA FF/TP/OSL Sharpe 20050525 20060525 18.44% 25.95% 28.00% 20060525 20060823 5.97% 21.34% 18.30% 
StochaAic+AMA FF/TP/C/SL Sliarpe 20050823 20060823 15.81% 26.01% 31.06% 20060823 2MW1U1 .6.06% 17.34% 11J0% 
St ochasi ic+AMA FF/TP/C/a. Sharpc 20051121 20061121 26.66% 18.34% 18.82% 20061121 20070219 3.08% 32.10% 11.06% 
Stochastic+AMA FF/TP/OSL Stirling 20040301 20050301 9 ^ 5 % 41.21% M # % 20050301 -10.87% 34.52% 21.00% 
Stodimaie+AMA FF/TP/OSL SlIrGng 20050530 9.66% 20050530 67.33% 5 6 J 6 % 
Stochastic+AMA FF/TP/C/a. Stirling 20040828 20050828 38.40% 31.77% 19.67% 20050828 % W 5 n 2 6 & M % 41.23% 27.15% 
Stochastic+AMA FF/TP/OS. Stirling 20041126 54.60% 40.40% 33.40% 20051126 20060224 .20.96% 27.71% 22.25% 
Stochastic+AMA FF/TP/iOSL Stirling 20050224 20060224 35.30% 28.94% 27.09% 20060224 25.82% W ^ % 
Stochastic+AMA FF/TP/OSL Stirling 20MW%I 20060525 16.60% 55.18% 51.14% 20060525 20060823 14.21% 49.94% 16.83% 
Stochastic+AMA FF/TP/C/a. Stiilmg 20MIWM 20060823 12.93% 25.99% 34.98% 20060823 20061121 4 j 2 % 20.14% 8 4 5 % 
S t o d w d c t A M A FF/TP/OS. Stirling 20051121 20061121 # # % I M W 20061121 3.W% 3 ^ M , HXM% 
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