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We establish a connection between measurement-based computation on graph states and the field of math-
ematical logic. We show that the computational power of graph states as resources for measurement-based
quantum computation is reflected in the expressive power of (classical) formal logic languages defined on the
underlying graphs. In particular, it is shown that for all graph states which disallow efficient classical simula-
tion of measurement-based quantum computations, the underlying graphs are associated with undecidable logic
theories. Here undecidability is to be interpreted in the sense of Go¨del, meaning that there exist propositions,
expressible in the above classical formal logic, which cannot be proven or disproven.
Introduction.— Quantum computers are devices that use
quantum mechanics for enhanced ways of information pro-
cessing. While a number of examples can be given where
quantum computers outperform classical devices, it remains
a central problem to pin down the essential features that give
quantum computers their additional power [1, 2, 3, 4].
There are strong indications that, in this context, quantum
entanglement is a key resource. The role of entanglement in
quantum computation is made particularly explicit in the one-
way model of a quantum computer, introduced in Ref. [5].
In this model, the entire resource of a quantum computation
is given in form of a specific entangled state, the 2D clus-
ter state [6], of a large number of qubits. The cluster state
is known to be a universal resource for measurement-based
quantum computation (MQC) [5, 7]. Quantum computation
on cluster states proceeds by measuring the qubits of the clus-
ter, one by one, in a specific order and basis, and by classical
processing of the measurement results.
As entanglement can only decrease in a one-way compu-
tation, the enhanced computational power of such a quantum
computer (beyond a classical Turing machine) must originate
in the entanglement structure of its resource state. Owing to
this insight, a series of papers (see Ref. [8] and Refs. within)
have recently been devoted to analyzing the entanglement of
cluster and similar multi-partite entangled states, called graph
states [8], and the use of graph theoretical concepts in this
context has been quite fruitful. A graph state on n qubits is
defined by means of a graph on n vertices, which completely
encodes the correlations in the system. One has found several
entanglement measures which grow unboundedly on the 2D
cluster states and certain graph states, while they remain con-
stant on other sets of states. Important examples are the entan-
glement width measures [3, 4], which have graph theoretical
roots [9]. In previous work we showed that the entanglement
width is unbounded not only on the family of 2D cluster states,
but must be unbounded on any family of resource states which
is a universal resource and/or which disallows efficient classi-
cal simulation of MQC [3, 4].
The above results provide criteria, in terms of entangle-
ment, to assess the computational power of resource states,
hence contributing to the central issue of understanding which
features give quantum computers their additional powers over
classical devices. In this letter we continue the study of this
issue, focusing on graph state resources, as these are natural
generalizations of the cluster states. In the following we will
establish new necessary conditions for graph state resources
to yield a computational speed-up with respect to classical
computers, which are entirely different in nature with respect
to previously established requirements. In particular, we will
show that the above entanglement width criteria allow one to
establish a connection between MQC on graph states and the
properties of the associated graphs in relation with mathemat-
ical logic theory—more particularly, decidability of logic the-
ories.
As is well known since Go¨del’s incompleteness theorems
[10], every formal system that is sufficiently interesting (or
rich) contains statements which can neither be proved to be
true nor to be false within the axiomatic framework of the sys-
tem. Go¨del’s incompleteness theorem not only applies to for-
mal systems relating to natural numbers (cf. Peano arithmetic)
but also to graphs. Indeed, many interesting graph properties
can be expressed within a formal language, denoted by L (the
exact definition of this language is stated below). Examples
of such properties are planarity or 2-colorability of graphs. In
this letter we will show that the computational power of graph
states as resources for measurement-based quantum computa-
tion is reflected in the expressive power of such formal lan-
guage L defined on the underlying graphs. In particular, the
following results are obtained.
Theorem 1. For all graph state resources that are univer-
sal for measurement based quantum computation, the logic L
defined on the underlying graphs must be undecidable.
Theorem 2. For all graph state resources which disallow
efficient classical simulation of measurement based quantum
computation, the logic L defined on the underlying graphs
must be undecidable.
Here undecidability is to be interpreted in a sense similar
to Go¨del, meaning that there exist propositions, expressible in
the logic L, which cannot be proven or disproven. Universal-
2ity of resources is defined as in Ref. [3], see also below.
Theorems 1 and 2 provide necessary conditions to assess
the computational power of graph state resources by consid-
ering the underlying graphs, which, by the very definition of
graph states, render a classical encoding of the quantum cor-
relations in the states. The present results state that graph
states can only yield a computational speed-up with respect
to classical computers, if the underlying graphs are such that
the (classical) formal language L defined on them is unde-
cidable. Such undecidability is to be regarded as a notion of
complexity of the graphs—and hence of the correlations in
the system—stated independently of any quantitative measure
such as the entanglement width measures.
This paper aims at connecting two quite different fields
of research, namely quantum computation and mathematical
logic. Therefore, in the following we will give a brief review
of the basic concepts of measurement-based (one-way) quan-
tum computation, as well as logic theories on graphs. This
will allow us to reformulate the main theorems in a precise
manner. The proofs of theorems 1 and 2 are obtained by com-
bining our previous results regarding entanglement width and
MQC on graph states [3, 4], and a recent graph theoretic re-
sult [11]. We will conclude the paper with an interpretation of
these results.
Graph states and MQC.— We will be concerned with a
particular class of multi-party quantum states, called graph
states, which are generalizations of the 2D cluster states. A
graph state |G〉 on m qubits is the joint eigenstate with eigen-







where σx and σz are Pauli matrices, and the upper indices
denote on which qubit system these operators act. Moreover,
N(a) denotes the set of neighbors of qubit a in the graph G
[8]. Thus, a system in a graph state has 〈Ka〉 = 1 for every a.
For example, a 2D cluster state is obtained if the underlying
graph is a k × k square lattice Ck×k (thus m = k2).
As graph states are generally highly entangled, and as they
can efficiently be prepared by applying a suitable poly-sized
quantum circuit to a product input state [8], they form nat-
ural candidates to serve as resources for MQC. We envisage
a situation where an (infinitely large) family of graph states
Ψ = {|G1〉, |G2〉, . . . } with growing system size is consid-
ered, and where local measurements can be implemented on
arbitrary members of Ψ, thus implementing quantum com-
putations. We call Ψ a universal resource for MQC if ev-
ery possible quantum state can be prepared deterministically
by performing local operations and classical communication
(LOCC) on members of Ψ [3]. Note that a weaker definition
of universality can be given, as in Ref. [2]; this, however, does
not affect the results in this paper. Universality is a property
which is attributed to an infinite family of states Ψ, and not to
a single quantum state, as arbitrarily large computations need
to be accounted for. The canonical example of a universal
resource is the family of k × k cluster states {|Ck×k〉}k [5].
Further, we will say that efficient classical simulation of
MQC on a family of states Ψ is possible, if for every state
|Gi〉 ∈ Ψ it is possible to simulate every LOCC protocol
on a classical computer with overhead poly(mi), where mi
denotes the number of qubits on which the state |Gi〉 is de-
fined [4]. Evidently, resources for which efficient simulation
of MQC is possible, cannot offer any computational speed-up
over classical computers. Note also that, while universality
and classical simulatability are closely related issues, they are
principally distinct; we refer to Ref. [4] for an extensive dis-
cussion.
In the following we will focus on the graphs underlying
families of graph states, and the formal languages defined on
them. Note that by definition (1) the graph G is an encoding
of the correlations present in the corresponding graph state.
Therefore, any property of these graphs reflects a property of
the corresponding states, and, more particularly, the correla-
tions in these states.
Graphs and logic.— Next we define some basic notions
of logic theory which are necessary to state our main results
concisely below. We refer to Refs. [9, 12] for an extensive
treatment. We also emphasize that we will favor clarity of the
exposition over mathematical rigor.
First we define relational structures. Let D be a finite or
countable set. A function A : Dm → {true, false}, where
Dm is the set of all m-tuples of elements of D, is called a
relation symbol with arity m. Thus, A relates tuples of m
elements in D with each other. A pair S = 〈D,A〉 is then
called a relational structure on the domain D if D is a finite
or countable set and the A is a relation symbol on D [13]. As
a simple example of a relational structure, define the relation




true if y = x+ 1
false otherwise, (2)
for every x, y ∈ N. Then 〈N, succ〉 is a relational structure.
As a second, and for our purposes more relevant example, we
see how graphs can be naturally be cast as relational struc-
tures. Let G = (V,E) be a graph with vertex set V and edge
set E. First, define a relation symbol edge of arity 2 on V by
edge(a, b) =
{
true if {a, b} ∈ E
false otherwise, (3)
for every pair of vertices a, b ∈ V . Then 〈V, edge〉 is a rela-
tional structure called an adjacency structure. Note that adja-
cency structures entirely encode the underlying graphs.
One of the main reasons to consider graphs (or other ob-
jects) as relational structures, is that this approach allows one
to formalize properties such as 2-colorability, connectedness,
etc. This formalization is obtained by defining a logical calcu-
lus in which such graph properties can be expressed. Roughly
speaking, a logic on a relational structure S corresponds to a
3set of rules which determine the basic constituents with which
statements regarding S can be constructed. Such formaliza-
tion in terms of logic allows, in principle, artificial devices to
mechanically prove or disprove, for a given graph or set of
graphs, properties expressible in this logic.
The simplest logic is first-order logic, which is defined as
follows. Let S = 〈D,A〉 be a relational structure. A variable
x is called a first-order variable if it denotes an element of D.
First-order logic formulas on S are logic formulas written by
using the relation symbol A, first-order variables, quantifiers
∀ and ∃ over first-order variables, and connectives ¬, ∨, and
∧. A simple example of a first-order logic formula on the
structure 〈N, succ〉 is the formula
∀x ∃y ∃z succ(x, y) ∧ succ(y, z), (4)
which expresses that every natural number x has a successor
y = x+ 1 and a second successor z = x+ 2.
Regarding graphs as relational structures, it turns out that
first-order logic is often not rich enough to express interesting
graph properties. One therefore extends first-order logic by al-
lowing, next to first-order variables, also set variablesX,Y, Z
(indicated by capital letters), which denote subsets of D; fur-
thermore, one adds quantifications ∀X , ∃X over set variables,
and also atomic formulas of the form x ∈ X , where x is a
first–order variable and X is a set variable. The logical cal-
culus which is thus obtained is called monadic second-order
logic, or MS logic in short. MS logic is strictly more expres-
sive than first-order logic, i.e., there are problems which can
be expressed with MS logic which cannot be expressed using
only first-order logic. An example of an MS formula on an
adjacency structure 〈V, edge〉 is
∃X ∃Y {∀z (z ∈ X ∨ z ∈ Y ) ∧
∀z ∀z′ ¬edge(z, z′) ∨ ¬(z, z′ ∈ X ∨ z, z′ ∈ Y )},
which expresses that the graph underlying 〈V, edge〉 can
properly be colored with 2 colors (i.e., the vertices can par-
titioned in two classes such that no two adjacent vertices are
in the same class). It turns out that many interesting graph
properties can be expressed in MS logic, among which there
are several NP-hard problems (such as e.g. 3-colorability), in-
dicating that MS logic on graphs has a considerable expressive
power.
A slight extension of MS logic is obtained by including
atomic formulas of the form Even(X), indicating that the set
X has even cardinality. In this way one obtains MS logic
with the additional possibility to count modulo two, denoted
by C2MS logic [11], which will be our topic of interest (i.e.,
it corresponds to the logic L as denoted above). C2MS logic
e.g. allows one to express whether two graph states are local
unitary equivalent [14].
Decidability of logic theories.— Next we introduce the
fundamental issue of decidability of logic theories. We again
refer to [9, 12] for details. Let S = {S1, S2, . . . } be a (fi-
nite or infinite) family of relational structures S1, S2, . . . , and
let L be a logic defined on S. We will be interested in the
case where S is a set of graphs (adjacency structures) and L is
C2MS logic. The set S is said to have a decidable L-theory if
for every formula φ expressed in the logic L, it is possible to
decide (in finite time) whether there exists a relational struc-
ture Sα ∈ S for which φ is satisfied [15]. The set S is said to
have an undecidable L-theory if it does not have a decidable
L-theory.
For example, in the case of graphs the formula φ could cor-
respond to graph planarity, 2-colorability, etc. Then the ques-
tion is asked whether there exists a graph in a given family
of graphs which is planar, 2-colorable, etc. If every possible
question, that is, every formula expressible in the language L,
can be answered in finite time, then this family is said to have
a decidable L-theory. Note that the decidability or undecid-
ability of a logic theory L on a set S is a reflection of both the
expressive power of the logic L and the complexity (regarded
in a colloquial sense) of S.
Before giving examples of (un)decidable MS theories, is
important to make the following two remarks. First, decid-
ability of a logic theory is not concerned with the efficiency
with which problems can be solved—one only asks whether
it is in principle possible to verify whether a given formula φ
is true, where one does not care about e.g. the computational
complexity of a possible verification algorithm. Second, note
that any first-order or MS theory is decidable on structures
S = {S1, S2, . . . , SN} where both the number of relational
structures N is finite and every Sα has a finite domain. This
is simply because, in this finite regime, any formula can be
verified by an exhaustive enumeration of cases. Thus, decid-
ability is only relevant when infinite structures are considered
(i.e., either |S| = ∞ or at least one of the Sα ∈ S has an
infinitely large domain).
Let us now give some important examples. First, let SN :=
{〈N, succ〉} consist of a single relational structure, where the
relation symbol succ was defined above; note that the domain
N has infinite cardinality. It was shown by Bu¨chi that SN has
a decidable MS theory [16]. Second, let Sbin be the set of
all binary tree graphs, which are regarded as so-called inci-
dence structures. A milestone result was obtained by Rabin,
who proved that Sbin has a decidable MS theory [17]. This
result has many important implications in graph theory and
computer science. Further, let S2D be the set of all 2D clus-
ter graphs. Then S2D has an undecidable C2MS theory [18].
As final examples, let Stri and Shex be the sets of all triangular
lattice graphs and hexagonal lattice graphs, respectively, re-
garded as adjacency structures. Then also Stri and Shex have
undecidable C2MS theories [19].
Main results.— Keeping in mind that the graph states
corresponding to the 2D rectangular, hexagonal and trian-
gular lattices have been shown to be universal resources for
MQC [3], the above examples already suggest a connection
between the computational power of a family of graph states
as a resource for MQC, and the C2MS logic defined on the
underlying graphs. This connection will now be fully estab-
4lished, as we are now in a position to precisely state and prove
the main results of this letter, i.e., theorems 1 and 2. Let
G = {G1, G2, . . . } be an (infinitely large) family of graphs
and let Ψ(G) be the associated family of graph states. Theo-
rems 1 and 2 can then precisely be formulated as follows.
Theorem 1. If G has a decidable C2MS logic theory then
Ψ(G) cannot be a universal resource for MQC.
Theorem 2. If G has a decidable C2MS logic theory then
MQC performed on Ψ(G) can classically be simulated effi-
ciently.
The proofs of theorems 1 and 2 are in fact quickly ob-
tained by invoking previous results of the present authors and
a highly nontrivial result from graph theory. In Ref. [11] it
was proved that every class G which exhibits a divergence
with respect to a graph invariant called rank width (see Ref.
[9] for definitions) must have an undecidable C2MS theory. In
previous work [3], the present and other authors proved that
any universal resource Ψ(G) must have an unbounded rank
width. The proof of theorem 1 is then immediately obtained.
Similarly, to prove theorem 2, we use a previous result of ours,
stating that every family Ψ(G) with a bounded rank width al-
lows an efficient simulation of MQC [4].
Discussion.— In theorems 1 and 2 the desired connec-
tion between measurement based quantum computation on
graph states and mathematical logic theories on the underlying
graphs is fully established. It is the authors’ opinion that the
present results should be regarded as conceptual results, aimed
at establishing a connection between seemingly remote areas
of research, rather than yielding direct practical applications.
We are aware that assessing whether a family of graphs has
a decidable C2MS theory is a formidable task, and that logic
theory itself is a dynamic area of research with difficult out-
standing problems [20]. Therefore the present results are not
likely to e.g. directly provide new examples of states on which
MQC can be simulated efficiently. Nevertheless, we believe
that our findings present a new, and possibly deep, perspec-
tive towards understanding the central issue Which features
give quantum computers their additional powers over classi-
cal devices? The present connection to logic theory offers an
entirely new view on ”how complex” states need to be in or-
der for them to provide computational speed-ups, next to more
standard considerations regarding entanglement. While theo-
rems 1 and 2 in fact follow from previously obtained results
regarding MQC and entanglement width of graph states [3, 4],
the resulting logic criteria are entirely different in nature.
Finally, one might be inclined to relate (C2MS) logic for-
mulas defined on graphs to the content of the quantum compu-
tations (i.e., measurement patterns) implemented on the cor-
responding graph states. As far as the authors are aware, there
does not seem to be a direct relation between the classical
logic defined on graphs and the quantum measurements—that
might be associated to a quantum logic—on the corresponding
graph states. Thusfar it seems that the classical logic theories,
and the issue of their (un)decidability, are related to assessing
the complexity of the graphs, and hence of the (correlations in
the) graph states, with no direct correspondence to quantum
algorithms. However, it would be very interesting to inves-
tigate this issue in more detail, and we leave this as an open
problem.
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