The use of the Kalman filter for estimation purposes is not always an easy task despite the obvious advantages in many situations of the state-space representation. This is in part due to the fact that the computation of the corresponding score (gradient of the log-likelihood) is sometimes complicated and numerically challenging. We present an algorithm for the exact construction of the score that is written in the form of explicit and ready to be used Markov type matrix recursions that are very efficient from the memory management point of view. As an example, this general result is applied to the estimation of ARMA models in state-space representation.
Introduction
Linear state-space models and the associated Kalman recursions are a very important tool of much use in, for example, engineering, control theory, and time series analysis. This scheme provides a compact and numerically efficient way to encode, filter, and forecast a large array of dynamic models.
A standard procedure to estimate the parameters of a state-space model is maximizing the associated quasi-loglikelihood. The main ingredient when carrying out maximum likelihood estimation is the gradient of the quasi-loglikelihood function, also called score; this object is used at the time of setting up many customarily used optimization procedures and, additionally, is the main building block of the Fisher information matrix that describes the asymptotic normality properties of this estimator.
The main goal of this paper is the construction of a set of explicit and ready to be used matrix recursions that determine uniquely the gradient of the quasi-loglikelihood associated to any linear dynamic state-space model. These recursions, contained in Theorem 2.1, are very efficient from the memory management point of view for they are built in such way that the update of the gradient of the log-likelihood at time t + 1 needs only the values of these matrices at time t.
Intermediate results leading to the results that we present in this paper appeared already in several places in the literature; for example [10] presented a set of recursive relations called filter and Riccatitype sensitivity equations that can be used to compute the differential of the log-likelihood. The use of the adjoint to make explicit the gradient appeared in [1] . Alternative ways to compute the score based, for example, on expectation maximization, can be found in [11] .
As an example of application of the results in the paper we have explicitly studied the ARMA parametric family in state-space representation in Section 3. The proofs of the results in the paper are all contained in appendices in Section 5.
Estimation of state-space models
A linear dynamic state-space model consists of two relations, namely, the observation and the state equations:
where the symbols WN (0, R t ) and WN (0, Q t ) denote vector white noises of zero mean and covariance matrices R t and Q t , respectively. The first equation represents the observation Y t ∈ R w as a linear function of the system state X t ∈ R r plus a noise term W t . The second one describes the state dynamics as a one-lagged vector autoregression perturbed by a noise term V t . More specifically, if we denote by M n,m the set of real n×m matrices, in (2.1) we have that Y t ∈ M w,1 = R w , X t ∈ M r,1 = R r , G t ∈ M w,r , and F t ∈ M r,r .
Linear stochastic state-space models, with their associated Kalman filter [8] , have been intensively used for applications in fields such as control, communications, signal processing, and time series forecasting. The main building block of the Kalman filter is the one-step predictor X t of X t in terms of the information set F t−1 generated by the observations {Y 1 , . . . , Y t−1 }. When the driving noises in (2.1) are Gaussian and the processes {Y t } and {X t } are hence jointly Gaussian, we will be using the conditional expectation X t := E [X t | F t−1 ], while in more general situations we will content with the best linear predictor
the corresponding error covariance matrices, the Kalman prediction recursions [8] provide an iterative construction of the one step predictors X t and the corresponding error covariance matrices Ω t , namely:
and the iterations are started using the initial conditionŝ
Suppose now that the structural constituents of the state-space model (2.1), that is, the matrices G t and F t , and the covariances R t and Q t , are determined by a set of parameters θ ∈ R k . The estimation problem consists of determining θ out of a sample {Y 1 , . . . , Y n } of observations. A standard approach to the solution of this question consists of maximizing the Gaussian log-likelihood l (θ; Y 1 , · · · , Y n ) associated to (2.1) with respect to the parameter θ, that is,
where
In this expressions we obviously have that I t ∈ M w,1 and ∆ t ∈ M w,w . The maximum likelihood estimator θ of θ is given by solution of the optimization problem
In the presence of independent observations it has been shown [12] that under very general conditions the maximum likelihood estimator is consistent and asymptotically normal with covariance matrix given by the inverse of the Fisher information matrix [4] 
The use of any steepest descent method in the solution of (2.4) and the Fisher information matrix require the computation of the gradient ∇ θ l of the log-likelihood (2.2); this is the main goal of this paper.
Before stating a result that provides an iterative constructive solution to this problem and whose proof can be found in the appendix, we introduce some notation that will be used all along the paper. First of all, instead of working with the log-likelihood, we will deal mostly with the conditional loglikelihoods l t (θ; Y 1 , · · · , Y n ) at a fixed time instant t ∈ {1, . . . , n}, that is,
θX t , and D * θ I t at the different points where they are needed in (2.6) requires iterating (2.7)-(2.11) all the way to the initial conditions at time t = 0. In order to circumvent this problem, we will rewrite (2.7)-(2.11) as pure matrix recursions and not as identities that iteratively define the evaluation of a collection of linear maps on prescribed values of their domains.
The main tool that we will be using in the following result are the algebraic properties of the vec and the mat operators (see for example [9, Section A.12.1]). We recall that vec : M m,n → R mn is the linear operator that assigns a vector to a matrix by stacking its columns; mat m,n : R mn → M m,n is its inverse. Additionally, we use the commutation matrices K m,n as defined, for instance in Appendix A of [9] ; we recall that given any A ∈ M m,n the commutation K m,n ∈ M mn,mn is such that vec(A ) = K m,n vec(A). The symbol I r ∈ M r,r denotes the identity matrix. Finally, in order to spell out the matrix recursions that we announced above, we will use the following definitions:
• g t ∈ M k,rw is the matrix corresponding to the linear map D *
• q t ∈ M k,r 2 is the matrix corresponding to the linear map D *
• r t ∈ M k,w 2 the matrix corresponding to the linear map D *
• ω t ∈ M k,r 2 the matrix corresponding to the linear map D *
• θ t ∈ M k,rw the matrix corresponding to the linear map D *
•x t ∈ M k,r the matrix corresponding to the linear map D * θX t • mat r,1 : R r → R k .
• i t ∈ M k,w the matrix corresponding to the linear map D *
The following result, whose proof can be found in the appendix, reformulates the iterative definitions (2.7)-(2.11) in Theorem 2.1 as recursions on the associated matrix representations. This feature improves dramatically memory management issues at the time of the programming implementation of the associated algorithm for it allows us to update the log-likelihood gradient at time t + 1 just by knowing the values of these matrices at time t, without going back all the way to time t = 0. 
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3 Application: estimation of univariate ARMA time series models
The convenience of the Kalman filter in the treatment of time series related questions has been profusely exploited in the literature from the very beginning of this field (see for instance [5, 7] and references therein) sometimes with much success in contexts that go beyond the linear category [6] . In this section we will use the univariate ARMA parametric family as an application example of the score computation technique introduced in Theorem 2.1 and Proposition 2.2. The extension of the expressions that follow to the multidimensional VARMA setup can easily be carried out. Let φ = (φ 1 , . . . , φ p ) and θ = (θ 1 , . . . , θ q ) be two parameter sets such that the associated polynomials φ(z) = 1 − φ 1 z − · · · − φ p z p and θ(z) = 1 + θ 1 z + · · · + θ q z q do not have any common roots and they are all outside the unit circle. A discrete time process {U t } is called ARMA(p,q) whenever it satisfies the recursive relation:
where the symbol WN(0, σ 2 ) denotes a zero-mean white noise with variance σ 2 . ARMA processes admit a state-space representation (see for example [3, 2] for a self-contained presentation) that can be achieved by choosing the autonomous (that is, do not depend on time) structural matrices G t (θ) ∈ M 1,r and
with θ 0 = 1. In this case, the noise covariances are given by R t = 0 and
In order to obtain the ARMA log-likelihood and the associated gradient out of the expressions in Theorem 2.1 and Proposition 2.2, it suffices to compute the matrices f t , g t , q t , and r t . First, as R t = 0, we obviously have the r t = 0. Regarding the other matrices, we find explicit expressions for D *
. . .
Consequently, The linear map D * θ G t • mat 1,r : R r → R k and its matrix expression g t ∈ M k,r . Using (3.1) it is easy to see that
Consequently,
The linear map D * θ Q t • mat r,r : R r 2 → R p+q+1 and its matrix expression q t ∈ M p+q+1,r 2 . In view of (3.2) it is easy to see that
Conclusions
In this paper we have constructed a set of explicit and ready to be used matrix recursions that determine uniquely the gradient of the quasi-loglikelihood associated to any linear dynamic state-space model. This gradient is much needed at the time of model estimation and when computing the corresponding Fisher information matrix. These recursions are very efficient from the memory management point of view for they are built in such way that the update of the gradient of the log-likelihood at time t + 1 needs only the values of these matrices at time t.
As an example of application of the results in the paper we have explicitly studied the ARMA parametric family in state-space representation.
Appendix

Proof of Theorem 2.1
In order to compute the gradient of the log-likelihood, we need to know the differentials of the elements it is made of. We will do so in such an order that when we differentiate a variable at time t, all the elements it depends on have already been computed at time t − 1; this requirement imposes computing first the differential of Ωt, and then those of Θt, ∆t, ∆ −1 t , Xt and It. In the following paragraphs we will use the fact that Ωt and ∆t are symmetric, without necessarily recalling it.
Differential of Ωt:
Differential of Θt:
Differential ofXt:
Differential of the log-likelihood: We now use the previous expressions and the chain rule and conclude that:
Since the gradient ∇lt (θ) ∈ R k of lt is the vector uniquely determined by the relation
for any ψ ∈ R k , we have that
which the equality (2.6). We now provide recursive relations that determine the various dual linear maps that appear in this expression by computing the adjoints of the differentials in the previous paragraphs. We recall that when dealing with the vector space of matrices of a given size Mn,m, we will be using the inner product given by the Frobenius contraction, that is, A, B = tr`A B´, for any A, B ∈ Mn,m.
Hence,
Proof of Proposition 2.2
The goal of this proposition is obtaining recursive constructive formulas for the matrices associated to the dual linear maps D * θ Ωt, D * θ Θt, D Computation of D * θ Θt • matr,w : R rw → R k :
